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ABSTRACT 
The recovery process after a major disaster or disruption, is impacted by the 
inequality of risk prior to and post event. In the past decades there has been few efforts to 
model the recovery process and the focus is mainly on staged models (i.e. emergency, 
restoration, and reconstruction). The overarching research question asks how a non-stage-
like model could apply to the recovery process. This study poses three broad questions: 1) 
what are the indicators suitable for monitoring the recovery process; 2) what are the driving 
factors of differential recovery trends; and 3) what are the predicted development 
trajectories for communities if there was no disruption? 
To address the research questions, a new model is proposed for tracking the 
recovery process as the “Tempo-variant Model of Disaster Recovery” (TMDR), which is 
implemented for six case studies of recoveries post-earthquakes, in a continuous trend 
through time (case studies from: Chile, New Zealand, India, Iran, China, and Italy). The 
recovery process is monitored through a set of proposed indicators representing the 
changes in six main categories of housing, socio-economic, agriculture, infrastructural, 
institutional, and development. Satellite imagery is used as a congruent data source to 
monitor urban land surface change that is implemented with a new model and conditional 
algebra for change detection. A new method is then developed by combining the satellite 
imagery data with social indicators, which provides quantitative/relative measure of 
recovery trend (spatially and temporally) where ground assessments are impractical. 
vii 
The results of implementing the new TMDR model in this cross-cultural 
comparative study, further highlights the drivers of recovery process across time and 
nations. The difference between post-event and pre-event trends (i.e. recovery progress) 
shows significant association with instantaneous impact of the event on community 
development dynamics in all cases. The spatio-temporal analysis shows majority of the 
study area in Chile is recovered, but there are regions in the other cases that are still 
recovering. The comparative view on TMDR results indicates that impact of event is more 
significant for recovery progress in the initial years post-event, while additional indicators 
of access to basic infrastructure is more predictive in the long-term. Therefore, this new 
model provides a case-dependent baseline and an operational tool for monitoring the 
recovery process. 
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CHAPTER 1   
INTRODUCTION 
Risk does not affect communities equally. In early 2010, two major earthquakes 
shook the world, the Haiti earthquake in January and the Chile earthquake in February. The 
Haiti earthquake had a moment magnitude of 7.0 and killed 158,679 people in Port-au-
Prince (Kolbe et al. 2010), while the Chile earthquake with 8.8 magnitude caused 525 
deaths (USGS, 2020). The recovery in Chile was almost complete in four years, while Haiti 
is still recovering (Comerio, 2014a).This drastic difference is due to several factors like 
dissimilar social, economic and political systems, nature of the two earthquakes (Chile 
earthquake was a deep, off-shore subduction-zone, while Haiti earthquake was relatively 
shallow), and difference in building codes. Hence, a main part of studying the recovery 
process is to consider the inequality of risk prior to and post disaster, and to gauge the 
impact of the disruption. In other words, the justice and equality in the aftermath of a 
disaster is initially shaped by the nature of the event and pre-existing inequalities (Cutter 
et al., 2003; Verchick, 2012). Even though recovery is often seen as tangible elements of 
reconstruction of buildings and infrastructures, and missing elements of restoration of 
livelihoods, social networks, etc. (Rubin and Cutter, 2020, p.18), the survivors’ needs after 
a disaster goes beyond the replacement of what was lost (Comerio, 2014a).  
The recovery process in risk management has several definitions. It has been 
defined as “…the rebuilding process that brings the community back to its pre-disaster 
2 
economic level” (Dacy and Kunreuther, 1969). However, recovery has progressed beyond 
this narrow definition of economic status and is not limited solely to reconstruction (NRC, 
2006, p.146). Disaster recovery was defined by Lindell (2013) as a goal for the restoration 
of community activities, a phase in the emergency management cycle, and finally a process 
by which the community returns to their pre-disaster functions. For some researchers, 
recovery has been defined mainly as a process: “the process of restoring, rebuilding, and 
reshaping the physical, social, economic, and natural environment through pre‐event 
planning and post‐event actions” (Smith and Wenger, 2007, p.237). For others, “recovery 
from disaster is both a social process with specific short and longer‐term outcomes and a 
physical process of replacing the damaged built environment (or reconstructing it) and 
restoring the natural environment to some acceptable level” (Cutter et al., 2014a, p.5). 
Additionally, the non-ergodic nature of human systems defies the reliability of any future 
predictions for the processes that shaped recovery and for the recovery process as a whole. 
Thus, recovery is a process that is not predictable or linear, and is not limited to physical 
reconstruction (Quarantelli, 1982; Rubin et al., 1985; Bolin, 1986; Cutter et al., 2014a). 
The impact of a disastrous event simultaneously shapes and is shaped by the social 
processes including politics, economies and culture (Arrighi, 1978; Oliver-Smith, 2015; 
Cretney, 2017). The representation of recovery process has been depicted mostly in phases, 
which is essential for short-term and long-term recovery planning. 
Recently, some innovative models of disaster recovery hava been adopted in cities 
like New York, Boulder, San Francisco, Semarang, and Wellington (100 Resilient Cities, 
2017). For example, New York City has developed the Resilient Edgemere Community 
Planning Initiative after Hurricane Sandy, to focus on underserved community of 
3 
Edgemere and reducing vulnerability (100 Resilient Cities, 2017). In case of San Francisco, 
the city’s high earthquake hazard has led to several recovery programs including the main 
“Shelter in Place (SIP)” plan to prevent displacement after disasters (Bay Area Earthquake 
Plan, 2016). Wellington (New Zealand) is working on a temporary housing study to inform 
future recovery and supporting a regional recovery approach (100 Resilient Cities, 2017). 
Measuring recovery success depends on the scale of recovery measurement, the timeframe 
of measurement, and the perspective of the evaluator (Comerio, 2005; Comerio, 2014a). 
For example, the Brookings Institution’s social and economic indicators to monitor the 
rebuilding efforts after Hurricane Katrina measure different aspects of rebuilding progress 
(Brookings, 2018); however, they are not aggregated through time, they are mainly focused 
on rebuilding, and they do not provide a comparable index with other events. 
1. 1 Conceptualizing Recovery  
The general argument on defining when a community is recovered can be seen in 
two main views of: recovering to the pre-event condition, or recovering to a “new normal” 
(Olshansky et al., 2012). However, the definition of recovery and its drivers varies across 
disciplines, which dates back to the differences in their definition of disaster and risk 
(Fischer, 2003; Jordan and Javernick-Will, 2012; Quarantelli, 1998; Berke et al., 1993). 
The impacts of a disastrous event simultaneously shape and are shaped by the social 
processes including politics, economies and culture (Arrighi, 1978; Oliver-Smith, 2015; 
Cretney, 2017). In this study, risk and disasters is discussed from the window of “recovery 
after disasters” on different spatial and temporal scales, from pre-event to post event. The 
recovery process as a window of opportunity to progress equity as one of the recovery 
outcomes is also examined. A spatio-temporal model for the recovery process is proposed 
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here and applied for comparative study of recoveries post-earthquake.  The proposed model 
is a continuous, non-stage-like model of the recovery process that differs from the previous 
stage-like models of recovery (Alexander, 1993; Haas, 1977; Kates et al., 2006).  
Measuring the success of the recovery process is complicated on several levels that 
starts from the definition of success. Is it considered a success if the community and 
underlying systems have regained the pre-event rhythms of life? Or, is it a success if the 
recovery process has led to a relatively better living condition, infrastructure or economy, 
and if so, what constitutes a “better” situation and for “who”? Responding to these 
questions will require an analysis of spatial and temporal variability in recovery trajectories 
and investigating the driving factors behind such differences. The Sendai Framework for 
Disaster Risk Reduction 2015-2030, adopted at the third UN World Conference in 2015, 
for promoting a culture of disaster resilience and risk reduction includes four priorities for 
action, one of which is enhancing preparedness for effective response and “Build Back 
Better” in recovery and reconstruction (UNISDR, 2015). Thus, the relative measure of 
recovery process would provide a baseline for the “Build Back Better” expectation. 
Depending on the scale of study there are several methods that can be applied to 
monitor the recovery process in accordance with prior conditions. The comparative study 
of recoveries and updating the stage-like models of recovery would inform relative 
recovery successes and failures, both spatially and temporally. Having a better 
understanding of the recovery process and main drivers of success in term of policy, 
societal characteristics, economic disparities, and institutions can also contribute to future 
recovery planning practices. In addition, understanding the variability of recovery process 
in different contexts is valuable for setting expectations for planners, disaster response 
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groups, policy makers and the community. A relative measure of post-event versus pre-
event change in trends in the indicators provides a numerical measure of recovery score for 
each case, while the separate composite scores in each group will show the recovery trend 
in that sector. Thus, it will provide a tool to observe recovery trend through time, observe 
variations, and find where the trend in one sector has been different from others, as well as 
showing how the final bigger picture trend is capturing these variations or how much it is 
impacted by one sector or the other.  
This study follows a temporal/spatial model of recovery through a set of selected 
case studies of earthquake recovery. The cross-national recovery comparisons will provide 
a range of local information through time, to give a broader view of the spatial and temporal 
variations both in the indicators that contribute to the process and speed of recovery, and 
as a whole recovery trend. The spatial unit of analysis will depend on the level of data 
available for each case, but it is aimed to cover at the equivalent of census tracts. The 
incorporation of proposed indicators for each case is limited by data availability. Since the 
reconstruction and built-up area growth is one of the main indicators of development and 
recovery - especially for earthquake recovery - a methodology for extracting built-up area 
from satellite imagery is also developed for the purpose of this study to both accommodate 
the lack of existing data and provide a uniform methodology for tracking the recovery 
process between the cases. 
1. 2 Research Questions 
This research has three main goals: 1) provide a spatio-temporal model for the 
recovery process, 2) apply the proposed model to a comparative study of earthquake 
recoveries, and 3) validate the modeling results with existing field reports and surveys.  
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The motivation for this research comes from the personal experience of 
disproportionate recovery among communities after earthquakes in Iran (like 1968 Dashte 
Bayaz and 2003 Bam earthquakes). It also arises from the need to understand the recovery 
process and its drivers across time and nations, which is essential for planning an effective 
recovery plan and allocating resources. The overarching research question asks how a non-
stage-like model could apply to the recovery process. This will require an analysis of spatial 
and temporal variability in recovery trajectories and investigating the driving factors 
behind such differences. The following sub-questions cover different aspects of the 
recovery modeling: 
1. What are the indicators suitable for monitoring the recovery process in 
countries where data availability is limited? 
2. According to the proposed recovery model, what are the driving factors of 
differences in recovery trends in selected case studies, and what is the 
relationship between indicators?  
3. If there was no disruption due to the event, what would be the predicted 
development trajectories for communities and how much does it differ from 
the actual post-event status through time? Does this difference explain the 
level of recovery success? 
The answer to the first research question regarding suitable indicators is answered 
from a critical analysis of the literature (Chapter 3) and the availability of indicators for 
each case study (Chapter 4). National-level data is also used to provide a context and 
descriptive comparison for the studied cases. The built-up area change (pre-event and post-
event) that is derived from remote sensing imagery is used as a uniform measure across 
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cases, and the other available variables are gathered from countries’ census data. The 
significance of these variables in the impacted regions against broader country values are 
tested with z-scores. The correlation test between selected variables is a tool for tailoring 
the explanatory variables list needed for the tests in the subsequent research questions.  
Question 2 utilizes the Moran’s I to test the spatial clustering of the built-up area 
change and socio-economic indicators (separately and together) from pre-event to post-
event. Additionally the SaTScan analysis of build-up area change in two time frames of 
pre-event and post-event provides a measure of spatio-temporal variations in each case. 
The results for each case is summarized in tables with color-coded levels of change from 
pre-event dynamics (by variables). Moreover, the results of change in trends from pre-
event to disaster impact, and pre-event to post-event are mapped both by pixels of built-up 
area change, and by administrative boundaries (Chapter 5). 
The analysis for research question 3 calculates trajectories based on the best-fitted 
regression lines both for pre-event and post-event dynamics in built-up area change and 
socio-economic variables. For each case, the change in trends from pre-event to disaster 
impact, and pre-event to post-event are measured separately for each variable (with 
smallest administrative boundary as the unit of analysis) and their associations are further 
tested with correlation tests and regression models (Chapter 5). The differences between 
development trajectories and observed values are compared with the implementation of the 
proposed methodology for changes in community development dynamics from pre-event 
to post-event. The comparative view of trajectories uses both descriptive and statistical 
approaches. The comparative view of trajectories for national-level data is also tested with 
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regression models, but since there are six cases in this study, the results need further 
investigation to make stronger conclusions about observed associations (Chapter 6).  
1. 3 Document Structure 
The dissertation comprises of an introduction to disaster recovery and proposing a 
new dynamic model for the recovery process, followed by its implementation for selected 
cases with application of remote sensing-derived indicators. Chapter 2 provides the current 
views on the recovery process and modeling, the relation of recovery with vulnerability 
and resilience, and a background on remote sensing indicators applied for tracking urban 
surface change. Chapter 3 covers the methodology and introduces the proposed model of 
recovery (TMDR) with an ideal list of indicators for tracking recovery based on literature. 
Chapter 4 summarizes the cases/events selected for implementing the proposed recovery 
model, the socio-economic profiles for country-level data and subnational variables, with 
addition of a summary methodology of extracting built-up area from remote sensing 
imagery that is developed for the purpose of this study. Chapter 5 is the central part of 
dissertation and includes the results of built-up area change in addition to the variations in 
the measured available indicators. The spatio-temporal analysis of observed changes and 
regression results (where possible) are also included in this chapter. The comparative view 
of the case studies is presented in Chapter 6 and the final conclusions summarized in 
Chapter 7. 
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CHAPTER 2   
LITERATURE ON RECOVERY PROCESS AND MODELING  
The complexity of the recovery process and its inherent dynamic nature is reflected 
in the literature and research attempts for modeling recovery. Recovery after a major event 
is a complex process influenced by several factors like the scale of event, capacities and 
capabilities, existing vulnerabilities and socio-economic status of communities. An 
overview of the definitions of recovery and existing models of recovery are described in 
this chapter, along with a review of relationship between recovery and vulnerability and 
resilience. Since, the proposed methodology in this study adopts a new method for 
extracting urban surfaces from satellite imagery through time, a brief summary of literature 
on usage of remote sensing indicators for tracking urban change is also included.  
2. 1 Recovery Models 
There are at least six formal models of recovery that have been used to describe the 
recovery process after a disaster. The most dominant types of recovery models are stage 
models that illustrate the recovery of communities through time. Oftentimes, the staged 
models are merged into a continuous trend of recovery. Additionally, the proposed models 
in the literature are rather conceptual and descriptive than quantitative. 
Haas (1977) uses a cross-cultural study (San Francisco 1906, Anchorage 1964, 
Managua 1972, and Rapid City 1972) and describes four consequential periods for 
recovery that can take from two to ten years (Haas et al., 1977, pp.4-12). The first is the 
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emergency period that is the community’s coping phase; second is the restoration period 
that marks the return to relatively normal social and economic activities; third is the 
replacement reconstruction period where the city’s capital stock is rebuilt to pre-disaster 
status with replacement of population and urban activities; lastly, the commemorative, 
betterment and developmental reconstruction period that relates to betterment and 
improvement of community’s future growth and development (Haas et al., 1977, pp.2-3). 
Comerio (1998) defines a Catastrophe Index, composed of five critical factors for 
evaluating disaster losses and disaster recovery based on a cross-cultural and multi-hazard 
study. These five characteristics of the housing stock and its inhabitants are: the 
composition of the housing stock, age and condition of housing stock, the housing market 
and vacancy rates, rebuilding cost/debt ratio, and social and economic status of survivors 
(Comerio, 1998, pp.166-170). 
Tamura (2007) proposes a seven-element model of life recovery based on 
ethnographic study of community recovery after the 1995 Great Hanshin/Kobe earthquake. 
The study found housing was the most important influence on the recovery process, then 
restoration of social networks, followed by land use planning (Tamura 2007). The four 
other elements are reconstruction of the whole community, governmental assistance, 
maintenance of mental and physical health, and financial stability. 
Kates et al. (2006), in their study of New Orleans recovery after Hurricane Katrina, 
provide a timeline of recovery in four overlapping phases of emergency, restoration, 
reconstruction, and commemorative or betterment reconstruction (Figure 2.1). This model 
is built upon Haas et al. (1977), and authors’ previous case study of 1906 San Francisco 
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earthquake. Their estimated recovery time for New Orleans was 11 years, which has proven 
to be an underestimate.  
Alexander (1993) also uses a stage-like model with three stages in the disaster 
recovery process, including rehabilitation, temporary reconstruction, and permanent 
reconstruction. The temporary shelter dominates during the initial phase of recovery, while 
the long-term recovery is related to the socio-economic impact of the disaster.  (Alexander, 
1993, p.24). 
Miles and Chang (2006) present a conceptual model for community recovery from 
earthquakes by incorporating the relationships between households, businesses, lifelines 
and neighborhoods. Their model is based on the object-oriented design comprised of object 
model, dynamic model and functional model, with a computer simulation model that they 
have tested its application and potential usages of the model in a practitioners’ focus group.   
However, the recovery process is not a discrete stage-like model but rather 
experienced in social time (NRC, 2006, p.150). Hence, modifications are added to the 
models for this study. 
 
 
Figure 2.1 The timing of reconstruction in New Orleans after Hurricane Katrina. 
(Kates et al., 2006, p.14655) 
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2. 2 Measuring Recovery: Indicators and Drivers 
Modeling recovery requires variables that can be monitored through time to follow 
physical, social, and economical aspects of the recovery process. The indicators of 
population change, physical reconstruction photographs, unemployment rates, economic 
impacts, long-term migration and displacement, building permit data, median house value, 
proportions of open public schools, roads and hospitals, postal delivery, tax records, and 
business recovery have been used in previous works to monitor recovery (Black et al., 
2013; Brookings, 2018; Chang and Rose, 2012; Curtis et al., 2010; Cutter et al., 2014b; 
Finch et al., 2010; Stevenson et al., 2010). The recovery outcomes have been also measured 
through level of satisfaction with new homes and equity among new housing beneficiaries 
(Comerio, 2014a, Ganapati, 2012).   
One relatively easy indicator to measure is population change after a disaster. 
According to disaster recovery literature the pre-existing population trends will follow the 
same pattern after a disaster (Cutter et al., 2014a; Fussell et al., 2017); however, it might 
follow an accelerated and intensified trend, which is also explained as “time compression” 
(Chang and Rose, 2012; Olshansky et al., 2012; Zaninetti and Colten, 2012). The “time 
compression” term is defined as the distinction between “post disaster recovery processes 
from similar processes in normal times” (Olshansky et al., 2012). In a study of settlement 
abandonment, McLeman (2015) states that population decline occurs when the combined 
effects of fertility, mortality, in-migration, and out-migration are negative. Cross (2014) 
finds that being wealthy and living near metropolitan areas, are more likely to be associated 
with retaining population after disasters. Hackerott (2016) uses water consumption, tax 
revenue, and crime data to capture social rhythms for measuring the impact of a disaster 
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and recovery process. Bates (1982) assesses household’s recovery after 1976 Guatemala 
earthquake from 26 communities by monitoring household’s economic activity, fertility 
and health, household’s experiences of aid, and their standards of living. In a cross-national 
comparative study after six separate events (in the U.S., Italy, Yugoslavia, Mexico, Turkey, 
and Peru), Bates and Peacock (1992, 1993) use the aforementioned indicators by Bates 
(1982) to study recovery differences among events and societies. Some other studies look 
at a group of socio-economic factors to monitor reconstruction, like The Brookings 
Institute’s New Orleans Index (also called Katrina Index) that tracks a set of economic, 
short-term reconstruction, and long-term rebuilding indicators, which is published from 
2006 to 2011 (Brookings 2018) built upon previous studies on measuring the rebuilding 
progress in Iraq, Afghanistan and Pakistan (Brookings, 2013). Similarly, the Canterbury 
Wellbeing Index is developed by the Canterbury Earthquake Recovery Authority (CERA) 
to track the social recovery from the 2010-2011 earthquakes in greater Christchurch, New 
Zealand (Canterbury Wellbeing Index, 2020). Additionally, monitoring the physical 
reconstruction and the rebuilding policies has been used as one aspect of the recovery 
process (Comerio, 2005; Comerio, 2014a; Ganapati, 2012). 
The disparities are not limited to socio-economic measures. For example, 
infrastructures and institutions’ pre-event capacities and performances will shape the 
recovery process. The electricity shortage after a disaster in a community that has faced 
sporadic power outages even prior to the disaster event, has different consequences and 
solutions, than in a community that has never experienced it. The role of institutions is also 
highlighted in disaster management discourses.  Institutions relocate and shape experiences 
of risk across scales (Collins, 2008), and thus are critical to understanding the mutual 
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constitution of marginalization (Collins, 2010, p.283). In a global study of 73 nations, from 
1980 to 2002, Matthew Kahn found that richer nations do not experience fewer natural 
disasters than poorer nations, but richer nations do suffer less death from disaster. He 
concludes that economic development provides implicit insurance against nature's shocks. 
Therefore, “democracies and nations with higher-quality institutions suffer less death from 
natural disaster” (Kahn, 2005).  In understanding the role of institutions in the production 
of unequal risk, focus must be placed on the mechanisms through which socio-
environmental power geometries (re)distribute, export and concentrate risks among 
individuals, groups, places and ecosystems across scales (Collins, 2010).  The capitalist 
oriented norms, values and discourses also affects broader discourses and practices of 
disaster politics (Cretney, 2017). Several scholars mention that by looking at the recovery 
prioritizations, one can observe who is in power, which provides an understanding of the 
power dynamics that shape disaster recovery at local and global levels (Vale and 
Campanella, 2005, p. 8).  
The disaster resilience of place (DROP) model proposed by Cutter et al. (2008) 
provides a framework for comparative assessments of disaster resilience at local or 
community level (Figure 2.2). Even though this model is for the resilience and not 
recovery, the focus on place and spatial interactions among the built environment and 
social systems that are provided, also apply to the measurement of a successful recovery. 
The model includes the absorptive capacity of communities, coping responses and the 
adaptive resilience that shapes the degree of recovery in long term (Figure 2.2). Therefore, 
a subgroup of the candidate variables and community resilience indicators from this model 
will be considered in modeling the state of recovery in this research. The DROP model has 
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been used for the study of recovery. In a case study of recovery from Hurricane Katrina, 
Burton (2015) gives a set of resilience metrics based on the DROP model and validates 
them from Mississippi coastal counties’ recovery using regression models and 
photographic evidence on four recovery categories. Therefore, based on these studies, 
some aspects of vulnerability can retard the recovery process, while some measure of 
resilience and good governance can hasten the recovery process.  
 
Figure 2.2 Disaster Resilience of Place (DROP) Model. (Cutter et al., 2008, p.602) 
 
The question to ask is whether disasters provide the opportunity to build back 
“better” during the recovery process, and if so, why is this opportunity usually missed?  
Howitt et al. (2011) argue that state policies can contribute to the vulnerability of 
indigenous communities to both natural and policy-driven disasters in many places, based 
on disaster recovery experiences in northern Australia. They trace the roots of increased 
vulnerability to disasters, in racial disadvantages and marginalization of indigenous 
knowledge in state-sponsored social and environmental recovery programs. Cutter et al. 
(2014a) look at how the rush to replace would distract attention from taking a slower path 
to build better. Political decisions made prior and after a disaster, both impact the recovery 
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process. The existing policies, plans and programs define the embedded vulnerabilities, 
which will become more visible after a disruption is made by a natural or human-made 
incident. Hence, in the study of recovery, it is crucial to include pre-event processes and 
separate indicators as they are inherent in understanding the coping responses of 
communities after the event and the recovery process (both long-term and short-term). 
2. 2. 1  Vulnerability and Resilience 
Indicators of social vulnerability to natural hazards and community resilience are 
tied with better understanding of recovery process. A multidisciplinary study of causal 
factors of community recovery by Jordan and Javernick-Will (2012) emphasizes on the 
identification of community resilience and vulnerability factors, while highlighting the 
disagreements that exists on how these definitions are related to the recovery process. The 
topics of resilience and vulnerability are linked with disaster recovery process and have 
been studied extensively in the past years, both in physical and social sciences (Burton 
2015; Chang 2010; Cutter et al., 2003; Cutter et al., 2008; Cutter et al., 2014a; Fussell et 
al., 2017). Resilience refers to the capacities to cope, and in longer-term to adapt to threats, 
which includes physical and nonphysical factors (Fuchs and Thaler, 2018, p.3). Physical 
vulnerability includes geophysical characteristics (geology, hydrology, climate, and so on), 
as well as important aspects of the built infrastructure that, if they failed, would present 
their own difficulties (such as a dam or a nuclear facility). Social vulnerability refers to the 
susceptibility of a community’s population groups to the impacts of a hazard. This 
susceptibility, as Cutter et al. (2008) define it, is not only a function of the demographic 
characteristics of the population (age, gender, wealth, etc.), but also more complex 
constructs such as health care provision, social capital, and access to lifelines (e.g., 
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emergency response personnel, goods, services). For example, specific social 
infrastructures to reduce social vulnerability to floods include: land-use controls to restrict 
development in hazardous zones, emergency response plans to mitigate flood impacts, 
flood insurance to compensate losses, and post-event aid to enable recovery (Alexander, 
1993). Social infrastructures to reduce vulnerability may also include labor laws and 
community’s access to safe housing, health care, education, and social services. Such 
entitlements increase people’s livelihood security, physical safety, and capacities to cope 
with hazards (Collins, 2010, p.261). These are some of the measures that can be included 
in the recovery planning to foster less vulnerable communities. Also, a group of scholars 
have focused their analytical attention on negative environmental externalities (Szasz and 
Meuser, 1997; Brulle and Pellow, 2006). They believe that critical hazards concept of 
marginalization is rooted in the assumption that environments present risks rather than 
rewards to people, and this assumption is what underpins the hypothesis that the least 
powerful groups in a given society come to inhabit the most hazardous environments 
through time (Collins, 2010, p.263). Hence, highlighting the inclusion of unequal exposure 
to risk as a necessity to understand and compare the process of recovery temporally and 
spatially.   
Social scientists have demonstrated the vulnerabilities of race, class, age (elderly), 
and gender (women) in recovering from disasters. According to the literature, poor, 
minorities, and single mothers may already feel a lack of control over their lives, and the 
dislocation and increased uncertainty about the future add to underlying and persistent 
stress (Slovic, 1988; Verchick, 2012). For example, men’s median annual income rose after 
the 2005 Hurricane Katrina - in part due to the rise in heavy-labor jobs like demolition and 
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construction- while women, who were more likely to work in the healthcare, education, 
and hospitality sectors, saw a decline in their median income (Verchick, 2012). Thus, social 
vulnerability indicators can help identify some of the important socio-economic drivers of 
the recovery process. For example, communities that rely on local social networks will 
have difficulty to recover since the entire network may lose its assets (Cutter et al., 2003; 
Chang and Rose, 2012; Olshansky et al., 2012). Peacock et al. (2015) model hurricane 
recovery based on tax appraisal data and a set of social vulnerability indicators. In both of 
their case studies, income is a critical factor, with lower-income areas showing more 
damage and lagging in the recovery process. However, lower vulnerability is not 
necessarily associated with slower recovery. Finch et al. (2010) found that mid-range 
socially vulnerable communities showed slower rate of recovery after Hurricane Katrina 
in New Orleans. They used a combination of social vulnerability index (SoVI), flood levels 
and mail delivery data to model the recovery process. According to these studies, some 
aspects of vulnerability can retard the recovery process, while some measure of resilience 
and good governance can hasten the recovery process. Therefore, measures of vulnerability 
and resilience can inform different aspects of the recovery process. For example, SoVI has 
been applied to recovery after October 2015 floods in South Carolina for distributing 
rebuilding resources based on community needs (social vulnerability) and impacts (flood 
levels) (SCDRO, 2017), as well as, for estimation of unmet needs and CDBG-Mit grants 
allocations (SCDRO, 2019). Bevington et al. (2011) use a mixed-method approach 
combining statistical data, interviews, and remote sensing data to evaluate post-hurricane 
recovery, with a goal of understanding community resilience. However, in their study, the 
concepts of resilience, recovery, and vulnerability are not defined clearly and separately. 
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Burton (2015) also utilizes and validates a set of resilience metrics from Mississippi coastal 
counties’ recovery after Hurricane Katrina. Often resilience is considered as an approach 
to disaster recovery (Comerio, 2014a, p.53) and as seen on DROP model, resilience 
measures represent the recovery capacity. Hence, a similar subset of resilience indicators 
can be applied to the study of recovery (Cutter et al. 2008, p.604, Table 1), and depending 
on data availability the set can be tailored.  
2. 2. 2  Geographic scale      
As suggested by scholars, recovery needs to be assessed not only at one scale, 
although its focus may be a particular scale for decision-making, but with an explicit 
awareness of the importance of other scales as well—both larger and smaller (Wilbanks, 
2009). The main scales in studying recovery are in two categories of temporal scale (e.g., 
short term vs. long term) and institutional scale (e.g., global vs. local) (Wilbanks, 2009). 
Local scales are uniquely important as sources of expertise based on local experience and 
practice, along with associated knowledge of localized threats, assets and process for 
responses, and priorities. In addition, the first responses are inherently local: dealing with 
human needs and associated infrastructure impacts right where they occur, with available 
resources (Wilbanks, 2009; McGuire & Silvia, 2010). However, larger scales are a part of 
the response challenge depending on the extent and strength of the event, both as sources 
of emergency resources (e.g., emergency supplies from stockpiles) and as destinations 
(e.g., for evacuated citizens). Even though, local level is increasingly accepted as the main 
responsible actor in recovery, the scale, strength and extent of the disaster are the defining 
parameters in jumping scales from local to national or even global. This variation in scales, 
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is one of the main contributors to the management issues that rise from lack of coordination 
and power struggles across and between the governance hierarchical levels.  
Furthermore, social scientists study the extent of social structure disruption by 
focusing on scale, scope and time or duration of a disaster. However, their definitions for 
scale is different from geographers and natural scientists. The spatial and temporal scales 
are defined by the severity of the destruction and distress, to identify the collective distress 
and thus, the collective response (temporary or permanent social change). The scope is 
another aspect of the scale of disaster, in which, the extent of disruption is measured. The 
time and duration of disaster are the temporal scales, to identify the time-length of 
disruption in the community (Quarantelli, 1998; Fischer, 2003). In addition, disasters are 
societal phenomena in that they impact on the larger system, e.g., societal economic social 
structure (Kreps, 1998; Stallings, 1998). Even though, the community is the first or primary 
place of victimization, source of first responders, and so forth, additional social systems, 
e.g., state and federal, are also directly and indirectly affected (Fischer, 2003). The primary 
focus on defining a disaster is usually the community; still, the secondary effects on the 
society cannot be ignored. Fischer (2003) emphasis on an inherent symbiotic tension 
between the dichotomous extremes of the continuum between community and society. 
The loss of place through disaster or conflict has potentially devastating 
implications for individual and collective identity, memory and history – and for 
psychological well-being. Place, loss of place, and sense of place are used frequently in the 
recovery literature to refer to the location and individual’s experience of living in a 
particular locale. People are emotionally bonded to the memories of the landscape, which 
explains the fear of not being able to recover what was lost, or even worse, completely 
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losing the sense of place as part of their identity (Bradford and Loebenberg, 2013). One 
important factor of recovery in terms of studying the role of place is highlighted in 
relocation, either temporary or long-term. In many cases, the recovery process includes 
relocation for a period of time. Relocation sometimes boosts pre-disaster patterns of 
socioeconomic vulnerability, which results in the disruption of relationships between the 
house as a material commodity and its spatial and social importance (Zetter and Boano, 
2009). The resulting placelessness of displacement has implications for recovery planning, 
which is highly dependent on the local characteristics of both physical and social aspects 
of the affected community. For example, in a post-earthquake recovery in a rural area of 
Iran (1968 Dashte Bayaz earthquake), the reconstruction done by international 
organizations was never accepted by the locals, since what the international planners 
considered as a better living condition did not match the living practices of the locals, so 
they moved back to the more vulnerable buildings to regain their home and sense of place 
(Derakhshan, 2008). In studying the role of locals, Zetter and Boano (2009) build an 
analysis of the house to identify dwellings and their social use, and the spatial organization 
of the dwelling within the locality. Khan (2012) in her study of hazardscape (i.e. hazards 
landscape) and fractures in response practices denotes that “although globalization of 
hazard response practices is progressive, it has been less successful in dealing with local 
variations in vulnerability” (Khan, 2012, p.3775). Therefore, in addition to several other 
social and political differences, recovery plans and practices could not be the same across 
nations, which emphasis on the place-based modeling approaches to recovery. 
Regardless, the knowledge and preparedness at the local scale is a defining factor 
in recovery process and response. However, events like earthquakes that are referred to as 
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the high-consequence, low-probability events, are likely not to be a part of the historical 
experience of many individual communities, even though they will face that threat in the 
future. Wilbanks (2009) study the relevant scales for response and recovery according to 
the external data and experiences, although he mentions that external information often 
needs to be passed through a local filter to be relevant for local strategy development. 
Therefore, in studying recoveries after disasters, it is critical to be mindful of the variations 
at different scales. 
2. 3 Application of remote sensing for extracting urban features 
One of the main indicators of how a community is recovering is depicted in the 
reconstruction and growth of city after the event. The application of remote sensing for 
studying the impacted region is highly valuable and especially advantageous when other 
sources of data are unavailable or limited. A review of the literature on application of 
remote sensing imagery for extracting urban features is included here, since a new model 
for extraction of urban land surface is proposed and adopted for the purpose of this study. 
Even though remote sensing methodologies and satellite based emergency mapping (SEM) 
have been developed and applied to earthquake damage assessment and response, it has 
been rarely used for monitoring the long-term recovery process (Sarabandi et al., 2008; 
Duda et al., 2011; Dellacqua et al., 2012; Tong et al., 2011; Bello et al., 2012; Bevington 
et al., 2015; Menderes et al., 2015; Voigt et al., 2016; Ghaffarian et al., 2018; Kerle et al, 
2019; Nex et al, 2019). One reason is the limited or non-existent access to high spatial and 
temporal resolution imagery for detecting damage and change at building or neighborhood 
levels. Such information is essential for documenting the change in urban/built-up area and 
informing researchers and policy makers about the reconstruction aspect of the recovery 
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process and trend. Also, the temporal study of recovery requires a repository of longitudinal 
data that extends from pre-event to post-event, for establishing an understanding of how a 
disastrous event has changed the pre-existing conditions in the study region. For 
longitudinal studies of urban land surface change in a range of years, high spatial and 
temporal resolution data for the whole time range is often not available for direct visual 
detection, like hyperspectral imagery from AVIRIS and Hyperion (Dopido et al, 2014; Jia 
et al, 2014), high-spatial resolution imagery from QuickBird, IKONOS, or Spot-5 (Power 
et al, 2015), or Synthetic Aperture Radar (SAR) imagery from Envisat ASAR or TerraSAR 
(Washaya et al, 2018; Gomez-Chova et al., 2006) that is more recent and is not applicable 
for older events. Therefore, medium-resolution image classification is most often used. 
Landsat image series, due to its long-term observation since 1972 at 30-m resolution and 
16-day revisit cycle, has been conveniently used for monitoring land change (Ward et al., 
2000; Yang et al., 2002; Zhang et al., 2002; Sexton et al., 2013; Li et al., 2015; Faridatul 
et al., 2018). Change detection based on the classified land use/land cover (LULC) maps 
in different years is commonly employed (Mas et al., 2004; Zhao et al., 2004; Zewdie et 
al., 2015; Ayele et al., 2018).  
The object-based image analysis (OBIA) change detection models have shown 
more accuracy in some studies (Al-Khudhairy et al. 2005; Myint et al. 2011), while some 
have reported no major difference in the accuracy between two methods (Duro et al. 2012). 
There will be more applications of object-based change detection with more availability of 
high spatial resolution data (more accuracy in detecting homogeneous objects or polygons). 
For this study, since the required data is covering a range of years from pre-event to post-
event, the higher spatial resolutions data (higher than 30m) for that time range is not 
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available, and the per-pixel method would be more helpful.  However, with data 
availability (for example for future expansion of the study), an object-based change 
detection might be more appropriate for detecting changes in buildings. One example for 
this would be the study by Pitts et al. (2017), where they used polygons from pre-disaster 
GIS data and combine those with Very High Resolution (VHR) images post-disaster, to 
detect change.  
2. 3. 1  Remote sensing data 
Depending on the type of sensors and remote sensing system, the gathered data will 
have different spatial, temporal, spectral and radiometric resolution, which can be assigned 
into different thematic information after processing. The multispectral remote sensing 
systems record energy in multiple bands of the electromagnetic spectrum, like Landsat, 
that is of significant value for change detection studies. The spatial resolution for Landsat 
sensors is 15x15m for its panchromatic band (ETM+ and OLI), and 30x30m for its 
multispectral bands. The Landsat satellite chronology (Figure 2.3) shows the timeline from 
Landsat 1 to 8 indicating general data availability and data gaps on temporal scale. 
 
Figure 2.3 - Landsat Satellite Missions Timeline (USGS, 2019b)  
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The Landsat satellites are sun-synchronous with temporal resolution of 16 days. 
Each Landsat scene is about 115 miles long and 115 miles wide (or 185 kilometers long 
and 185 kilometers wide). The bands and wavelength variations for Landsat satellites are 
summarized in Figure 2.4. 
 
 
Figure 2.4 Bandpass Wavelengths for all Landsat Sensors (USGS, 2019c)  
 
2. 3. 2  Remote sensing derived indices 
There are two general broad types of mapping Land-use/Land-Cover (LULC) 
change from satellite imagery, which is either from supervised/unsupervised classification 
of the gathered data (per-pixel or object-based classification); or from using spectral 
indices like Normalized Vegetation Difference Index (NDVI) or Normalized Difference 
Built-up Index (NDBI). Also, multinomial logistic models have been used to measure 
building type probabilities (Sarabandi et al. 2008). There are several proposed indices for 
monitoring urban land cover from multispectral imagery. The urban index is an index that 
uses the unique spectral responses of built-up areas and other land covers to produce one 
measure indicating urban land cover. This is similar to NDVI, which is used to map 
vegetation vitality. The urban areas have a reflectance response in the SWIR higher than 
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other spectral bands of the electromagnetic spectrum, considering these characteristics and 
other features of different materials and their properties, several indices have been 
proposed to extract urban surfaces. 
Kawamura et al. (1996) proposed UI (urban index) from remote sensing data and 
differences of NIR and SWIR2 signatures, in a case study of Sri Lanka. Later on, Zha et 
al. (2003) proposed NDBI (normalized difference built-up index) to map urban built-up 
areas automatically. The proposed NDBI is derived from Landsat imagery, and recodes 
NDBI and NDVI images to create binary images so that a positive NDBI would show built-
up areas and positive NDVI shows vegetation. The NDBI has a similar mathematic 
construct to NDVI but uses band 4 and 5 of Landsat TM bands. The issue with this index 
is that it does not differentiate between built-up and barren lands. He et al. (2010), used the 
proposed NDBI but modified it from binary to continuous and provided improved results, 
but still noted some vegetation and bare land classified as urban. They also used Landsat 
TM along with IKONOS images for accuracy assessment.  Varshney (2013) further 
improved NDBI algorithm by changing the original NDBI from binary to continuous and 
changing the threshold to an automated kernel-based thresholding algorithm. They only 
use Landsat TM imagery for their analysis of urban change detection, and reported higher 
accuracy of results compared to the original proposed NDBI. Xu (2008) proposed the IBI 
(index-based built-up index) from three pre-defined indices of SAVI (soil adjusted 
vegetation index), MNDWI (modified normalized difference water index), and NDBI. Xu 
verified the index by using Landsat TM imagery and reports less noise in the final results 
compared to NDBI. The IBI mathematic model is rewritten in the paper with only the 
referred bands from each index. They mention the use of SAVI instead of NDVI because 
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of its sensitivity to low-plant covered areas in the urban areas. As-Syakur et al. (2012) 
proposed EBBI (enhanced built-up and bareness index) to map both built-up and bare land. 
The index applies NIR, SWIR and TIR (band 4, 5, and 6). They report more accurate results 
compared with IBI and NDBI.  Another index named NBI (new built-up index) was also 
proposed with a different mathematical construct using RED, NIR and SWIR bands to 
account for barren lands impact. Waqar et al. proposed BRBA (band ration for built-up 
area) and NBAI (normalized built-up area index) verified with a case study from Pakistan. 
The BRBA is the ratio of RED to SWIR, and NBAI is mathematical construct from Green, 
SWIR1, and SWIR2.   
Other indices to mention are BCI (biophysical composition index) based on tasseled 
cap transform; MBI (modified built-up index) using SWIR2, RED, and NIR; BAEI (built-
up area extraction index); NDSV (Normalized difference spectral vector) using RED, 
GREEN, and SWIR; and CBI (combinational build-up index) using the principal 
component analysis as well as SAVI and NDWI indices. Valdiviezo et al. (2017) have done 
a comparative study of built-up index methods and found more accuracy with IBI, BAEI, 
and NDSV; with lowest accuracy for MBI and BRBA. One issue is the difficulty in visually 
differentiating bare land and the built-up areas in one image because their spectral response 
patterns are similar (Li et al. 2017). The literature proves the complexity in the difference 
between the bare land and built-up areas and its limitation. It can be seen in the normalized 
difference built-up index (NDBI), index-based built-up index (IBI), and urban index (UI). 
One way to accommodate for this is to use one of the aforementioned urban indices along 
with the normalized difference bare land index (NBLI), to distinguish between built-up 
areas and bare land (Li et al., 2018). Also the change detection from built-up to bare land 
28 
is important since it can show areas of destruction or demolished buildings.  Hence, a new 
model that incorporates the indices of UI, NDVI, and MNDWI to extract urban features is 
introduced for the purpose of this study, to monitor the built-up urban surface change from 
pre-event to post-event. 
2. 4 Summary 
Recovery after a major event is a complex process influenced by multiple factors 
like the scale of event, capacities and capabilities, existing vulnerabilities and socio-
economic status of communities. An overview of the definitions of recovery and existing 
models of recovery was described in this chapter, along with a review of relationship 
between recovery and vulnerability and resilience. Since the proposed methodology in this 
study adopts a new method for extracting urban surfaces from satellite imagery through 
time, a brief summary of literature on usage of remote sensing indicators for tracking urban 
change was also included. The details of proposed recovery modeling are explained more 
in detail in the next chapter. 
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CHAPTER 3   
TEMPO-VARIANT MODEL OF DISASTER RECOVERY (TMDR) 
The proposed model of recovery and indicators are presented in this chapter. The 
model is named the Tempo-variant Model of Disaster Recovery and is developed based on 
literature and previous models that were discussed in previous chapter. The results of 
modeling for the selected case studies are discussed in the next chapters. 
3. 1 Proposed Recovery Model 
The proposed model of recovery assumes a continuous measure of recovery instead 
of separate phases of rehabilitation, temporary reconstruction, and permanent 
reconstruction. Also, the model starts from pre-event timeframe to include the existing 
characteristics of the community and the built environment prior to the disaster. The post-
event section indicates the recovery process and it can be divided to rehabilitation and 
short-term/long-term recovery when applied (Figure 3.1).   
The baseline is defined from the pre-event values, to monitor the change in values 
through time and capture the fluctuations. Time-frequency representation of data, have 
been used in physics, acoustics and electronics. The variations and differences in social 
units are not comparable to digital units, and in some cases the social units are inter-related 
(Aldrich, 2017; NRC, 2006, p.155). There is no constant status for any of the indicators 
since society, economy, and even construction projects have a rhythm that might be linked 
together or impacted by other factors. Even though the dynamic heartbeat of society and 
economy does not follow a sine/cosine wave and it is not possible to use a Fourier transform 
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to disintegrate the general trend of recovery into its composite factors, this is the general 
concept used in this study for a combined trend of recovery from several indicators. A time-
frequency representation of recovery indicators that temporally extends from pre-event to 
post-event, can portray the trends and shifts in each variable through time. Therefore, the 
impact of a disaster event can be monitored through time and a combination of all trends 
will show the bigger picture of recovery progression in time.  
 
Figure 3.1 Tempo-variant Disaster Recovery Model (TMDR) 
 
The projected forecast line from pre-event data identify the recovery trend’s 
progress compared to the possible extended baseline conditions without the occurrence of 
a disaster event. Additionally, a forecast line for the post-event data is included to simplify 
the comparison of pre-event versus post-event development processes. The forecast lines 
from pre-event trends and post-event trends are added from the best fitted regression line, 
which are visualized as linear lines in Figure 3.1, but might be non-linear depending on 
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data. A tangent line from the changed trend right after the event is included to depict a 
measure of the deviation of development trend in the aftermath of a disaster event. The 
exact difference between values of the pre-event trajectory and post-event trend line at any 
point in time after the event can show how far or close the existing community development 
stands compared with pre-event  (i.e. if the disaster had not happened). However, the 
sudden drop after the event is a defining factor in estimating the impact of disaster on the 
community and the change in the rhythms of life and development in the community. Also, 
after the sudden drop of disaster’s impact, the general development trends and community 
activities regain a momentum and the new trend-line is established that is time-dependent 
and might be non-linear as well. The equations for pre-event trajectory (ypre), post-event 
trajectory (ypost) and instantaneous change (ydrop) are presented in Equation 1, where m 
presents the slope of the lines. 
{
𝑦𝑃𝑟𝑒 =  𝑚𝑃𝑟𝑒 . 𝑥 ± 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                                                                 
𝑦𝑃𝑜𝑠𝑡 =  𝑚𝑃𝑜𝑠𝑡 . 𝑥 ± 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                                                              
𝑦𝐷𝑟𝑜𝑝 =  𝑚𝐷𝑟𝑜𝑝 . 𝑥 ± 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                                                            
(Equation 1) 
 
Therefore, a proposed measurement of recovery process is derived from the change 
in slopes of aforementioned trend lines. As depicted in Figure 3.1, the angle between the 
pre-event trajectory and sudden change after the event is marked as (Alpha, α) and the 
angle between pre-event and post-event trajectories is labeled as (Beta, β).   
{
𝛼 = 𝑚𝐷𝑟𝑜𝑝 − 𝑚𝑃𝑟𝑒 
𝛽 = 𝑚𝑃𝑜𝑠𝑡 − 𝑚𝑃𝑟𝑒   
                                                                 (Equation 2) 
 
In this model, Alpha (α) is a measure of disaster’s abrupt impact and Beta (β) is 
gauging the recovery process. The general development trends in the process of recovery 
are shown in Figure 3.2 that is developed upon the continuous trajectories in community 
development pattern by Cutter et al. (2014a, p.8). A larger value for Alpha (α) means a 
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higher impact and possibly longer recovery time. The value of Beta (β) gives a measure of 
the development in relation to pre-exiting conditions, that can show if the community has 
regained or exceeded the pre-event growth trend (Figure 3.2b, 3.2c) or if it has not returned 
to previous momentum or is following a slower growth trend (Figure 3.2a, 3.2d).   
Community development trends 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
 
Figure 3.2– Example outcomes of Tempo-variant Model of Disaster Recovery 
(TMDR)  
 
Possible outcomes of this model are summarized in Table 3.1. Since recovery is a 
process, Beta (β) is a time-dependent value that is not constant for a certain event. 
However, the value of Beta (β) can depict the recovery status at a given time. Also, the 
value of Beta (β) can vary for each sector and component, for example while the 
reconstruction process might have been completed, the economy might be still striving. It 
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must be noted that while β = 0 indicates a return to pre-event development rate, it is not 
associated with replacement or restoration of losses necessarily. For example, the housing 
development growth rate might be the same as pre-event after a few years, but some 
properties might not have been built-back, and an accelerated process or a boost is needed 
to make up for the sudden drop (depicted by α) and recover.  
Table 3.1 Beta (β) value signs and their definition 
 
 What it shows How is community 
β > 0 Post-event growth rate exceeds pre-event Empowered and growing 
β = 0 Past-event growth rate is equal to pre-event rate Resilient 
β < 0 Post-event  Striving or abandoned 
 
The general recovery score is derived from an integration of several indicators in 
broad categories of socio-economic, housing, infrastructural, institutional, agricultural, and 
development variables. Figure 3.2 gives an example of variations in values for components 
and an aggregated recovery score from those components through time. The forecast value 
line (regression line) is used to compare post-event values with the predicted values from 
pre-event data (if pre-event trend was not disrupted and continued with the same trend). 
These separate evaluations will show the fluctuations in each indicator through time, while 
providing a comparative score once implemented for case studies.  
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𝐂𝐨𝐦𝐩𝐨𝐬𝐢𝐭𝐞 𝐒𝐜𝐨𝐫𝐞𝒕 = ∑ 𝑪𝒐𝒎𝒑𝒐𝒏𝒆𝒏𝒕 𝑺𝒄𝒐𝒓𝒆𝒕,𝒌
𝒏
𝒌=𝟎
 
(t= Time, k=Component number) 
 
 
Figure 3.3 Variations for separate and aggregated indicator presented as the 
composite score through time 
 
Regardless of the mathematical expression chosen for modeling the dynamic 
recovery process, both aleatory and epistemic uncertainties have to be considered and 
reported in modeling the recovery process. The epistemic uncertainties (lack of knowledge) 
could be reduced by gathering more data or by refining the model, while aleatory 
uncertainties (intrinsic randomness of a phenomenon) are rather unchangeable (Der 
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Kiureghian et al., 2009).  In the TMDR model uncertainties can arise from uncertainty 
inherent in measurements of components, statistical uncertainty in the estimation of 
indicators, uncertain modeling error, and uncertainty in the derived random variables.  
3. 2 Proposed indicators and components 
In order to look and compare the changes in recovery at different scales and 
timelines, the recovery indicators are each categorized into groups of housing, socio-
economic, development, agriculture, institutional (e.g. education, health facilities) and 
infrastructural (e.g. transportation, lifelines). The conceptual diagram on figure below 
(Figure 3.4) shows the main components and their inherent connectedness. These 
components are measured separately here but they are interconnected and their 
interdependencies would require further analysis. 
 
Figure 3.4 The components of recovery model (dashed lines represent different levels 
of interdependencies between the components 
 
A composite score of all indicators (from all groups) will provide a numerical 
measure of recovery score for each case, while the separate composite scores in each group 
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will show the recovery trend in that component. Thus, it will provide a tool to observe 
recovery trend through time, observe variations, and find where the trend in one component 
has been different from others, as well as showing how the final bigger picture trend is 
capturing these variations or how much it is impacted by one component or the other. In 
addition to comparisons within components, the composite score is a tool to compare 
recoveries with each other, with the aim of providing a better understanding of recovery 
process, spatially and temporally.  
All indicators need to be standardized to provide a comparable scale of 
measurement. Moreover, the measurement of indicators depends on data availability and 
constraints that can vary spatially. Regardless, longitudinal study of indicators and general 
trends can provide a comparable basis to observe the recovery process successes. The 
spatial unit of analysis will depend on the level of data available for each case, but it can 
be defined at the equivalent of census tracts or other administrative level where data is 
available. The temporal unit of study and time intervals of longitudinal data also impact 
the trend line, since variations captured from weekly, monthly, annual or decadal data 
might tell a different story.  Hence, the availability of data will define the precision of the 
trend lines, and even if several trend lines are derived at different temporal scales, the 
variation in results can provide a window of estimates/errors.  
The set of indicators for monitoring and modeling recovery is derived from 
previous literature and summarized on Table 3.2. Some components will be more defining 
based on the location of the event, for example Agriculture would be a more defining factor 
in recovery of rural areas. The timeframe for data starts from pre-event to post-event, but 
the data availability might influence the quality and continuity of data. By using this model, 
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the time representation of recovery scores can be traced back to fluctuations in the 
indicators and thus, to find contributing factors to the recovery process. Once one curve is 
calculated for each indicator, the values are integrated all together for each component in 
each year (e.g. as a simple summation of all the averages of normalized values), and 
presented on a final curve that represents recovery progress through time (Figure 3.1). In 
comparative studies the set of indicators have to be remained the same or cover the same 
concept to provide a comparable measure. In addition, application of indicators at different 
spatial units enables geospatial analytics that can measure access in addition to capacities.  
Table 3.2 Components and indicators for recovery modeling 
 
Component Variable Description Validation 
Socio- 
Economic 
Population 
change 
% Population change Fussell et al. (2017); 
Cutter et al. (2014b); 
Chang (2010) 
Population 
density change 
% Population density change Fussell et al. (2017); 
Cheng et al. (2015) 
Displaced 
population 
# Of displaced population Horney et al. (2016); 
McLeman (2015); 
Bradford and 
Loebenberg (2013) 
Median age Median age of resident 
population 
Cheng et al. (2015) 
Historically 
disadvantaged 
% population from historically 
disadvantaged groups in the 
study area (i.e. minorities, 
etc.) 
Cutter et al. (2014a) 
Small businesses # Small businesses with low # 
employees (one to nine 
employees)- % change 
Chang (2010); Chang 
and Rose (2012); 
Horney et al. (2016) 
Household 
income 
Median household income - % 
change 
Tobin (1999); Cheng et 
al. (2015); Cross (2014); 
Peacock et al. (2015) 
GDP/GRP Gross Domestic product/ 
Gross Regional product - % 
change 
Chang (2010) 
Unemployment % change  in unemployed 
population 
Chang and Rose (2012) 
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Component Variable Description Validation 
 
Income 
inequality 
Change in Gini Index Cutter et al. (2014a) 
    
Housing Housing damage % Damaged housing in area 
unit 
Comerio (1998); Chang 
(2010); Tamura (2007) 
Housing 
reconstruction 
% New buildings in area unit Curtis et al. (2010) 
Total number of 
households 
% Change in number of 
households 
Comerio (1998); 
Schumann (2018) 
Temporary 
housing 
% change in population living 
in temporary housing 
Comerio (1998); Miles 
and Chang (2006); 
Tamura (2007) 
    
Infrastructure Water Network % change in functionality/ 
consumption 
Hackerott (2016); Miles 
and Chang (2006) 
Natural Gas 
Network 
% change in functionality/ 
consumption 
 
Electric Network % change in functionality Miles and Chang (2006) 
Transportation 
Network/ Roads 
% change in functionality Miles and Chang (2006) 
Communication 
Network 
% change in functionality  
    
Institutional Schools % change in enrollment (Per 
population at school age)  
Brown et al. (2010) 
HealthCare 
(Hospitals, etc.) 
% change in available hospital 
beds 
Bates (1982); Brown et 
al. (2010) 
HealthCare 
(Psychological, 
PTSD 
caregivers, etc.) 
% change in number of 
psycho-social facilities 
Tamura (2007); Cox and 
Perry (2011) 
Governance 
structure  
Flexible government 
programs (Dummy variable) 
Comerio (2014a); Vale 
and Campanella, (2005); 
Miles and Chang (2006) 
Insurance 
coverage 
% Insurance payouts Comerio (1998); Miles 
and Chang (2006); 
Horney et al. (2016) 
Cultural/ 
Historical 
heritage 
% damaged cultural and 
historical centers 
Horney et al. (2016); 
Johnson and Hayashi 
(2012); Brown et al. 
(2010); Comerio 
(2014b) 
Non-
Government 
# Active NGOs in 
reconstruction 
Comerio (2014a, 2014b) 
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Component Variable Description Validation 
Organizations 
(NGOs) 
    
Agriculture Agriculture 
sector income 
loss 
% change in employment in 
this sector 
 
Crop loss % loss of agriculture land  
Self-sufficiency % change in reliance on non-
imported foods 
 
    
Development External aid Monetary aid provided by aid 
agencies 
Comerio (1998); 
Tamura (2007); Horney 
et al. (2016) 
Historic Disaster 
experience 
Dummy variable –  
1: Disaster events in the past 
50 year  
Bates (1982) 
 
 
3. 3 How does the TMDR recovery model fit with previous models? 
Based on DROP model by Cutter et al. (2008) (Figure 2.2), the adaptive resilience 
and absorptive capacity define the level of long-term recovery, while the coping responses 
explain the short-term recovery. In the proposed TMDR model, the Alpha (α) is showing 
the sudden impact of disaster, which is the deficit from both coping responses and 
absorptive capacity. In other words, Alpha (α) is a measure of absorptive capacity 
exceedance. On the other hand, the value of Beta (β) shows the recovery process trend that 
is a product of adaptive resilience. In this definition a positive Beta (β) value indicates a 
growth beyond pre-event conditions, which can be interpreted as a “Build back better” 
situation.   
In the models by both Haas (1977) and Kates et al. (2006) (Figure 2.1) the 
Emergency phase can be linked to Alpha (α) in our model (Figure 3.1). The value of Beta 
(β) defines whether the recovery is at restoration (β <0), reconstruction I (β =0), or 
reconstruction II (β >0). 
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The model by Tamura (2007) identifies seven elements for life recovery, which is 
reflected in the components of recovery in our model. For example, they mention that the 
recovery of lifelines and infrastructures took two years after the 1995 Great Hanshin/Kobe 
earthquake, while the economic recovery was not achieved even after a decade (Tamura 
2007, p.482). The separate curves and trajectories for each component in the proposed 
TMDR model would reflect the progress of recovery in each sector. 
The Catastrophe Index by Comerio (1998) considers the pre-existing conditions in 
addition to the housing damage. From the five elements of Catastrophe Index, the two 
elements of composition of the housing stock, and the rebuilding cost/debt ratio, are 
measures of damaged structure types (single-family or multi-family) and repair costs. 
While the other three elements consider pre-existing conditions, which include social and 
economic status of victims, the age and physical condition of the housing stock, and the 
housing market and vacancy rates. The pre-existing conditions are represented by inclusion 
of pre-event values for each component in our model that is not limited to housing and 
finance. Also, the damaged structures and economic impact are reflected in the components 
of recovery in our model. 
According to the three stages in the model proposed by Alexander (1993), the 
rehabilitation and temporary reconstruction phases can be defined by (β ≤ 0) in our model, 
and the permanent reconstruction phase by (β >0). Lastly, in the earthquake recovery model 
by Miles and Chang (2006) the schematic diagram of recovery (p.442, Figure 1) includes 
a constant pre-existing status, an initial loss, and three projections (case A, B, and C) for 
community performance as the recovery process. The three projections in their model can 
be associated with the Beta (β) in our model, and whether the performance exceeds the 
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baseline status as case B (β >0), returns to normal in case A (β =0), or suffer permanent 
loss as case C (β >0). 
3. 4 Relation of recovery components with vulnerability and resilience 
Depending on the recovery status and planning needs, a different set of indicators 
might be more applicable for guiding the resource allocations. Table 3.3 provides a general 
overview of how an increase in variables’ value can lead to changes in recovery, resilience 
and vulnerability estimates. However, some variables are more case-dependent and their 
relative impact is defined based on the specific case characteristics. For example, an 
increase in population after a disaster might indicate a positive recovery trend but if this 
population change in due to in-migration of construction workers or temporary residents, 
it does not indicate a revival of community. Another example is the historic disaster 
experience, which can be adding to the vulnerability if the community has not recovered 
from a recent disaster, but if the disaster experience has led to new disaster policies and 
mitigation plans, it might have increased the resilience and reduced the vulnerability of the 
community. 
Table 3.3 Relation between resilience, vulnerability and recovery by assuming an 
increase in variables’ value 
 
Component  Variable Recovery Resilience Vulnerability 
Socio- 
Economic 
↑ Population change ↓↑ ↓↑ ↓↑ 
↑ Population density change ↓↑ ↓↑ ↓↑ 
↑ Displaced population ↓ ↓ ↑ 
↑ Median age ↓ ↓ ↑ 
↑ Historically disadvantaged 
population 
↓↑ ↓ ↑ 
↑ Small businesses ↓ ↓↑ ↓↑ 
↑ Household income ↑ ↑ ↓ 
↑ GDP/GRP ↑ ↑ ↓ 
↑ Unemployment ↓ ↓ ↑ 
 ↑ Income inequality/Gini Index ↓ ↓ ↑ 
Housing ↑ Housing damage ↓ ↓ ↑ 
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Component  Variable Recovery Resilience Vulnerability 
↑ Housing reconstruction ↑ ↑ ↓ 
↑ Total number of households ↓↑ ↓↑ ↓↑ 
↑ Temporary housing ↓ ↓ ↑ 
Infrastructure ↑ Water Network functionality ↑ ↑ ↓ 
↑ Natural Gas Network functionality ↑ ↑ ↓ 
↑ Electric Network functionality ↑ ↑ ↓ 
↑ Transportation Network/ Roads 
functionality 
↑ ↑ ↓ 
↑ Communication Network 
functionality 
↑ ↑ ↓ 
Institutional ↑ Schools (enrollment) ↑ ↑ ↓ 
↑ HealthCare (Hospitals, etc.) ↑ ↑ ↓ 
↑ HealthCare (Psychological, PTSD 
caregivers, etc.) 
↑ ↑ ↓ 
↑ Governance Structure ↓↑ ↓↑ ↓↑ 
↑ Insurance coverage/ payouts ↑ ↑ ↓ 
 ↑ Cultural/ Historical heritage 
damage 
↓ ↓ ↑ 
 ↑ Non-Government Organizations 
(NGOs) 
↑ ↑ ↓ 
Agriculture ↑ Agriculture sector income loss ↓ ↓ ↑ 
↑ Crop loss ↓ ↓ ↑ 
↑ Self-sufficiency ↑ ↑ ↓ 
Development ↑ External aid ↑ ↑ ↓ 
↑ Historic Disaster experience ↓↑ ↓↑ ↓↑ 
* ↑: Increase in value; ↓: Decrease in value; ↓↑: Depends, can increase or decrease and is identified by case 
 
3. 5 Successful recovery and “build back better” expectation 
As indicated in the literature review, no consensus have been achieved thus far on 
what constitutes a successful recovery and even what is recovery, similar to disagreements 
on resilience, vulnerability, sustainability, and many other main definitions in disaster 
science. Even though recovery is one of the main phases of emergency/disaster 
management, there is no discrete line separating recovery from preparedness, mitigation 
and response phases. The trend and variations of community performance, housing and 
infrastructure reconstructions, economic activities, policy reforms, and social changes are 
all dependent on the community status prior the event and the interventions after the event. 
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In order to find which activities have been successful in helping the community to settle, 
repair, and resume life activities after the event, this study proposes a model to monitor the 
fluctuations through accessible and quantifiable variables. Hence, the availability and 
accessibility of longitudinal data even from before a disaster hits, is essential for both 
preparedness and mitigation planning, and for recovery planning and monitoring. It must 
be noted that non-continuous qualitative changes are missing from this dynamic system 
approach modeling and need to be further investigated with other qualitative measures 
(Toomela 2009, p.56). Also the variations observed in general trends of 
populations/communities are not equal to variations between individuals. 
Tierney and Smith (2012) define the social dimensions of disaster recovery in two 
groups of pre-disaster factors that shape vulnerabilities, and post disaster variables. They 
state that social recovery can succeed in some ways and at some scales, and fail in others. 
In this research, we look at recovery as a comparative framework for distinguishing where 
recovery has been successful. However, as mentioned earlier the recovery process is 
complex and multidimensional, and there are several aspects of recovery process, which 
will not be reflected in this rather simplified model. For example, the population change 
might show a return to previous total population; but these are not the same people and life 
styles, connections, and structures. Thus, this model provides a bigger picture of recovery 
process from a selected accessible set of indicators.  
A question was raised in the literature chapter on if disasters provide the 
opportunity to build back “better” during the recovery process, and if so, why this 
opportunity is usually missed.  Is “build back better” a realistic expectation to have from a 
disadvantaged community that lacked resources before the disaster? The “build back 
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better” expectation needs to be case-dependent and according to the existing disparities in 
the affected community, by looking at how much the community altered after the disaster. 
Understanding whether a community can build back better (i.e. gain a positive Beta (β) 
value) on its own and without external aid, is an interesting question to investigate in case 
studies and after implementation of this model. Also, exploring the differences between 
development trends and the applied bottom-up or top-down development approaches can 
be assessed in comparison to see their relative resulting impacts on the general 
development trend in each setting and environment.  This would inform successful 
approaches in recovery based on community characteristics, to have a locally-tailored 
recovery plan, rather than a uniform plan. 
3. 6 Analysis tools and software 
Each step of data analysis for the implementation of the proposed TMDR model 
requires using different tools and software.  The analysis of satellite imagery for the cases 
follows a methodology developed for the purpose of this study that is described in the next 
chapter, for which the ERDAS Imagine, ENVI, and ArcGIS packages have been used. The 
SPSS software is used for the statistical analysis and final regression tests.  
Regarding spatial analysis, for the clustering analysis of spatio-temporal data in 
each case the space-time analysis with SaTScan is used to find the cluster from both pre-
event and post-event data. In the discrete scan statistics in SaTScan the geographical 
locations of observed values are non-random and defined by user, as opposed to the 
continuous scan statistics where locations are random. Thus, the discrete type of analysis 
is used for this study and the centroids of administrative units for each case is the defined 
geographical location of observed values. For each case two type of discrete scan statistics 
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is run: the Poisson-based model and the space-time permutations model (Kulldorff et al., 
2005; Jung et al., 2007). In the Poisson-based model, the number of events in a 
geographical location is Poisson-distributed, based on a known underlying population at 
risk; while the space-time permutation model only uses the case data (SatScan user guide, 
v9.6). Both models are set for space-time analysis (rather than purely temporal or purely 
spatial) that uses a cylindrical window with a base defined by the purely spatial scan and 
the height represents the time period of potential clusters. The null hypothesis in Poisson 
model, the expected number of cases in each location is proportional to its population. 
However, in the space-time permutation model, no controls or background population is 
accounted for. The space-time permutation model compares observed cases to an expected 
value if the spatial and temporal locations of all cases were independent of each other. 
Thus, it would highlight clusters when a higher proportions of cases during a specific time 
period in a geographical area is detected. Since, one concern with space-time permutation 
models is the biased results due to unaccounted population increase or decrease in certain 
areas, the Poisson model is also applied to have a second view at the clustering of data. 
The results for both models are reported for each case. 
Additionally, the Moran’s I clustering analysis is tested in GeoDa for pre-event to 
post-event changes in each case. This would provide a snapshot analysis of changes as 
another perspective to the spatio-temporal analysis results for a better understating of 
patterns of change in the development. The interpretation of test results requires 
considerations, since the bivariate local Moran’s I analysis does not control for correlation 
between the two time periods at each location. For the Moran I analysis in each case, the 
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setting is for 999 permutations (p-value of 0.05 for global Moran I) and a weight is assigned 
for spatial lag, which is defined as a first-order queen contiguity weight type.  
3. 7 Summary 
The proposed model of recovery and indicators were presented in this chapter. The 
Tempo-variant Model of Disaster Recovery (TMDR) was introduced that is built upon 
DROP and previous models of recovery, while incorporating the dynamics of community 
development both pre-event and post-event. The changes of trend in community 
development are evaluated through two measures of Alpha (α) and Beta (β) in the TMDR 
model that represent the absorptive capacity exceedance (instantaneous change from pre-
event), and adaptive resilience (difference between post-event and pre-event trends), 
respectively. Additionally, a list of recovery indicators was summarized by six main 
interconnected components of housing, socio-economic, development, agriculture, 
institutional, and infrastructural. A review of the relationship between TMDR model and 
association of model’s Alpha (α) and Beta (β) with previous models was also provided.  
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CHAPTER 4   
STUDY AREAS AND THEIR CHARACTERISTICS 
This chapter provides a description of the six case studies, their socioeconomic 
characteristics, and their urban/built-up area change for implementation and comparison 
with the TMDR model of recovery. The criteria for the selection of these six study areas 
included representation of developed and developing nation contexts, large 
intensity/magnitude events, and a time of post-disaster recovery averaging 10 years or 
more. The study area for each case is delineated based on the intensity of earthquakes, 
taking into account areas with intensity of more than 6 MMI (i.e. Slight Damage or more 
based on Modified Mercalli Intensity Scale), derived from USGS shake maps. The selected 
events are summarized in Table 4.1. 
Table 4.1 Study region and events summary 
 
Event 
Date and 
time (UTC) 
Country 
Magnitude* 
Intensity 
Depth 
(km)* 
Fatalities** 
Damaged 
housing** 
2001  
Gujarat 
2001-01-26 
03:16:40 
India 
M7.7 
X 
16.0 ~ 20,000 ~ 233,660 
2003  
Bam 
2003-12-26 
01:56:52 Iran 
M6.6 
IX 
10.0 ~ 26,000 
~ 70% of all 
housing 
2008 
Sichuan 
2008-05-12 
06:28:01 
China 
M7.9 
IX 
19.0 ~ 69,000 ~ 5,000,000  
2009 
L’Aquila 
2009-04-06 
01:32:39 
Italy 
M6.3 
VIII 
8.8 ~ 308 
~ 3,000-
10,000 
2010  
Maule 
2010-02-27 
06:34:11 
Chile 
M8.8 
IX 
22.9 ~ 525 ~ 370,000 
2010 
Christchurch 
2010-09-03 
16:35:47 
New 
Zealand 
M7.0 
IX 
12.0 ~ 180 
~ 87% of all 
housing 
* USGS, event page 
**Various references, given in text 
48 
4. 1 The Events 
There have been major advancements in the field of earthquake engineering and 
seismology; however, there is still a lot to be learned (Bozorgnia et al. 2004). Some of the 
unique characteristics of the earthquake hazard as a low-probability/high-consequence 
event include sudden and short onset-time, which until now is limited to a few seconds of 
warning notice -that is not even available in most parts of the world even with better 
instrumentation and early warning systems. Hence, in each section of event introduction, 
the shaking duration of the shock is included, to further highlight the importance of scale 
of time in the study of earthquakes that is particularly significant in the response and rescue 
efforts. The analysis of long-term recovery process do not distinguish this aspect of the 
event characteristics and outcomes, due to the temporal scale of the study, but the timing 
of the event with addition to the rescue and response duration and speed has long-term 
consequences on the psychological recovery of survivors that is missing in our data 
(Macintyre et al., 2006).  
4. 1. 1  2001 Gujarat, India Earthquake 
8:46 am (local time), Friday, January 26, 2001 (2001-01-26, 03:16:40 UTC) 
Shaking lasted for over 2 minutes 
“When the earth began to move, more people than usual were at home, because it 
was Republic Day, a national holiday that celebrates the adoption of the Indian 
Constitution. Many of them were preparing to watch the televised parade in New Delhi 
that is the nation's annual show of military might.” (New York Times, 2001) 
Event Characteristics: On January 26, 2001, the M7.7 earthquake occurred near 
Gujarat, India; followed by several M5 aftershocks within 4 hours of the main shock 
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(USGS). The event was a result of shallow oblique reverse faulting within the continental 
crust of the India plate (Schweig et al., 2003). The event was followed by several 
aftershocks mostly in the intersectional area of Kutch mainland fault and the NW-SE faults 
(Misra et al., 2003). 
Recovery notes: This event is the most damaging event in the region until now, 
causing at least 20,000 fatalities, 166,800 injuries and leaving about a million buildings 
damaged (USGS). More than 95% of the buildings in the region are masonry (EERI, 2001). 
Recovery emphasized housing reconstruction, with owner-driven implementation methods 
and partnerships with non-governmental organization (NGO) networks (Johnson and 
Olshansky, 2017). Based on State of Gujarat reports, 233,660 houses got completely 
destroyed, and the Kutch district with about 70% loss of housing was the hardest hit area 
(Johnson and Olshansky, 2017). The Gujarat State Disaster Management Authority 
(GSDMA) was established after the earthquake to implement the rehabilitation and 
reconstruction programme (GSDMA, 2018). The power supply system was primarily from 
coal-fired thermal power plants that only had minor damage, over a dozen substation 
control buildings collapsed, and by February 5th about 80% of the regions’ power was 
restored (EERI, 2001, p.12). The water supply system in the region is primarily from 
groundwater, and some of the wells had damage from earthquake, also the water treatment 
plant and 20-30% of transmitting pipeline was damaged (EERI, 2001, p.13). 
4. 1. 2  2003 Bam, Iran Earthquake 
5:26 am (local time), Friday, December 26, 2003 (2003-12-26, 01:56:52 UTC) 
Shaking lasted for about 1 minute 
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“The earthquake occurred at 5:30 a.m. Power lines and water services remained 
cut off the whole day. Witnesses said that aid workers did not arrive until the afternoon 
and that in the meantime local residents and villagers brought shovels and bulldozers… 
One of the most important structures lost was the Bam citadel, a mud fortress that traced 
its origins back 2,000 years, when the central section collapsed” (New York Times, 2003) 
Event Characteristics: The M6.6 earthquake struck city of Bam in southeastern Iran, 
on December 26, 2003, caused by right-lateral strike-slip motion on a north-south 
orientated fault (USGS).  
Recovery notes: The event resulted in more than 26,000 loss of life, about 30,000 
injuries, and an estimated 70% complete loss of housing. Large number of fatalities were 
due to the time of event where everyone was sleep and the building construction type which 
is mostly adobe and highly vulnerable to earthquake shaking. The recovery was focused 
on reconstruction and physical rebuilding (Tierney and Smith, 2012). 
The Bam’s ancient citadel (Arg-e-Bam), with 2,000 years of history and a 
UNESCO World Heritage site, was substantially damaged (EERI, 2004). The city of Bam 
had a traditional successful agriculture (dates, citrus, etc.) that used the irrigation system 
of qanats over centuries which was approximately 40% damaged (EERI, 2004, p.4). The 
two major hospitals in the city had significant damage, and the city’s fire station had a 
weak-story collapse (EERI, 2004, p.8). The electricity substation had minor damage that 
was fixed within a day. The water supply system is from groundwater and about 30%-50% 
of the wells and 10% of the pipes were damaged, which were repaired within the first two 
weeks after the event; the distribution lines had 70%-80% damage (EERI, 2004, p.9). 
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4. 1. 3  2008 Sichuan, China Earthquake 
14:28 pm (local time), Monday, May 12, 2008 (2008-05-12, 06:28:01 UTC) 
Shaking lasted for about 2 minutes 
“…"We felt continuous shaking for about two or three minutes. All the people in 
our office are rushing downstairs. We're still feeling slight tremblings," said an office 
worker in Chengdu… "The earthquake was about 2.30pm and is a time when most children 
are in school.”…” (The Guardian, 2008) 
Event Characteristics: On May 12, 2008 a M7.9 earthquake struck Sichuan, China. 
This event is related to shallow oblique reverse faulting on the northwestern margin of the 
Sichuan Basin (USGS). Numerous landslides followed the earthquake (EERI, 2008). 
Recovery notes: The event caused more than 69,000 deaths, and about 1,486,000 
had to relocate (Johnson and Olshansky, 2017). About 5 Million homes were destroyed in 
this event. The earthquake damaged about 6,900 school buildings (EERI, 2008). 
The water supply system in Sichuan had damages that includes independently 
operated government-owned water works companies in the cities, and spring water and 
wells in the countryside (EERI, 2008, p.6).  A temporary piping was installed in Chengdu 
by June 14th to distribute water to temporary housing and tents. There were power outage 
in most of the affected area other than Chengdu, and the outages were 10-20 days in urban 
areas (EERI, 2008, p.7). The State Council reports that by August 25th about 92% of the 
139,000 damaged businesses were reopened, 1.5 million of affected people were relocated, 
180,000 had been organized to work outside of the affected region and 678,000 had found 
jobs in their hometowns (EERI, 2008, p.12). 
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The Wenchuan Earthquake Disaster Recovery and Reconstruction Act provided 
legal basis for departments to assist with the recovery process (EERI, 2008, p.11). The 
recovery process had an emphasis on expediency, which resulted in little time to review 
codes, consult with residents, and an environmental review (Comerio, 2014a). 
4. 1. 4  2009 L’Aquila, Italy Earthquake 
03:32 am (local time), Monday, April 06, 2009 (2009-04-06, 01:32:39 UTC) 
Shaking lasted for about 20 seconds 
“As a series of strong aftershocks jolted the region, thousands of local people began 
to flee, many on foot, draped in blankets to ward off the cold and carrying suitcases. Long 
queues formed at petrol stations…. Among the damaged buildings was a student residence 
in L'Aquila, a popular student city. "We managed to come down with other students but we 
had to sneak through a hole in the stairs as the whole floor came down," said one student, 
Luigi Alfonsi, 22. “(The Guardian, 2009) 
Event Characteristics: On April 6th of 2009, a 6.3 Mw earthquake struck the city of 
L’Aquila, Italy. This event is related to normal faulting (USGS). 
Recovery notes: As a result, 308 lost their lives, 1500 were injured, more than 
60,000 became homeless, and 10,000-15,000 buildings were damaged (EERI, 2009). 
Within six months the government built base isolated housing for 15,000 families. 
However, due to lack of funding, others lived in hotels and other towns for two to three 
years, and some relocated (Comerio, 2014a). The total economic loss is estimated to be 
EUR 17.4 billion (USD$ 20 billion, 2018$ value) according to Swiss Re estimates.   
The San Salvatore hospital in Coppito (adjacent to L’Aquila) had moderate damage 
and was evacuated after the earthquake (EERI, 2009). Historical buildings in the city of 
53 
L’Aquila and the surrounding towns had partial damage to complete collapse (Mostly 
unreinforced masonry- URM) that had cultural significance for the community and 
required preservation (Gunay et al., 2010). The cultural sites included Romanesque 
churches, palazzi, and other monuments from the Middle Ages and Renaissance (EERI, 
2009). Roads were partially closed due to rock slides, and the railroad damages were 
repaired by April 9th. Utility networks for water, electricity and phone services only had 
localized damage and fully functional within a day (EERI, 2009). Contreras et al. (2013) 
used spatial connectivity to monitor the recovery process, and found a correlation between 
new settlements’ distance to inner city and communities’ preference to stay or to move. 
4. 1. 5  2010 Maule, Chile Earthquake 
03:34 am (local time), Saturday, February 27, 2010 (2010-02-27, 06:34:11 UTC) 
Shaking lasted for about 2 minutes 
“Santiago's international airport was forced to close, a highway bridge collapsed 
and rubble from damaged buildings fell on to the streets. Speaking to a local television 
station in Temuco, one witness said: "Never in my life have I experienced a quake like this, 
it's like the end of the world."… A huge wave reached a populated area in the Robinson 
Crusoe Islands, off the Chilean coast, and warnings of tidal waves were issued in 53 other 
countries.” (The Guardian, 2010) 
Event Characteristics: The M8.8 Maule earthquake occurred on February 27, 2010 
(USGS). The fault rupture extended about 500 km parallel to the coast and largely offshore; 
and generated tsunami effects. The mechanism involved subduction of the Nazca plate 
beneath part of the South American plate (EERI, 2010). 
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Recovery notes: About 370,000 units we damaged, from which 60% were rebuilt 
with government assistance, and 40% privately (Comerio, 2014a). This event affected 13 
Million people, caused more than 521 deaths (EERI, 2010), and had $30 Billion loss ($8 
billion insured). After the earthquake, about 20% of hospitals in the affected regions were 
closed and inoperable, partially or completely (EERI, 2010), 
The relative wealth, residential insurance coverage, copper mining sector/ 
community based organizations that were locally important helped their recovery process 
(Cutter et al., 2014a, p.176). The reconstruction plan aimed at low and middle income, and 
more than 70% of homes were rebuilt on the old place, keeping families in their 
communities while improving standards. All was rebuilt in four years (Comerio, 2014b). 
Even though the reconstruction was conceptualized at the national level but local and 
regional agencies handled management and implementation. A combination of political 
will, funding, strong leadership, flexibility in adapting existing programs, and professional 
best practices resulted in a successful recovery (Comerio, 2014b). Extraordinary successful 
program in terms of replacement housing, improved building standards, improved 
resilience for future disasters, and maintained community cohesion (Comerio, 2014b). 
4. 1. 6  2010 Christchurch, New Zealand Earthquake 
04:35 am (local time), Saturday, September 04, 2010 (2010-09-03, 16:35:47 UTC) 
Shaking lasted for over 40 seconds 
“There was considerable damage in central Canterbury, especially in 
Christchurch, but no loss of life. The people of Christchurch would not be so lucky when 
a 6.3-magnitude earthquake struck a few months later …The earthquake struck at 
lunchtime, when many people were on the city streets. More than 130 people lost their lives 
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in the collapse of the Canterbury Television and Pyne Gould Corporation buildings. 
Falling bricks and masonry killed 11 people, and eight died in two city buses crushed by 
crumbling walls. Rock cliffs collapsed in the Sumner and Redcliffs area, and boulders 
tumbled down the Port Hills, with five people killed by falling rocks.” (The New Zealand 
History, 2011) 
Event Characteristics: On September 3, 2010 a M7.0 earthquake struck 
approximately 50km to the west-northwest of Christchurch, New Zealand (USGS). The 
earthquake struck approximately 6km south of Christchurch CBD in the Port Hills – 
oblique-thrust fault dipping to the south – with subsurface fault rupture of about 14km 
(EERI, 2011). This mainshock is usually named as Canterbury earthquake and was 
followed by several aftershocks, including a M6.3 Shock in 2011 often referred to as the 
Christchurch earthquake. The earthquakes indicated a reactivation of faults associated with 
regional plate deformation between the Pacific and Australia plates (EERI, 2011, p.2). The 
following liquefaction was widespread and extended beyond the area indicated previously 
on the Environment Canterbury liquefaction hazards map produced in 2004 (EERI, 2011, 
p.3). 
Recovery notes: As a result of the earthquake 87% of homes in Christchurch were 
damaged (30% of them had major damage). More than 180 people died based on New 
Zealand’s police reports (NZ Police publications, 2011). Damage was concentrated in older 
unreinforced masonry structures built prior to seismic building codes (Miles et al., 2014). 
About 1,320 households relocated within the Canterbury region in 2010, while about 7,006 
households relocated within the region following the 2011 earthquake, 1,553 households 
moved to other parts of New Zealand, and 73 households moved overseas (Stevenson et 
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al., 2012, p.3). The estimated damage from both shocks is about NZ$40 billion (2015$ 
value) according to the Reserve Bank of New Zealand. Government took a proactive role 
in recovery to establish CERA, took leadership, and maintained transparent process 
(Comerio, 2014a). CERA was disestablished on April 2016 due to transitions and 
establishment of locally-led recovery arrangements (DPMC, 2020). CERA established a 
buyout programs for houses in the Red Zone – high hazard - (Miles et al., 2014). The 
problems were raised from three to five year wait for insurance claims (95% of 
homeowners in New Zealand have EQC insurance), rezoning, and foundation standards 
(Comerio, 2014a). One lesson learned is that insurance should not be the sole pre-disaster 
recovery finance plan (Comerio, 2014a).  
The electric power was restored to 98% of occupied homes within two weeks, but 
water and wastewater systems, roads and bridges were extensively damaged mostly due to 
liquefaction and took longer to recover. About one month after the earthquake 95% of 
occupied units outside of CBD had water (Miles et al., 2014, p.12). During recovery 
redundancy of water system was improved by altering the system layout, improved pipe 
materials, replacements, burying pipes shallower (for easier access), and pressurized 
wastewater network consideration (Miles et al., 2014, p.15). 
About 419 early childhood education centers and 215 primary and secondary 
schools in the Selwyn, Waimakariri, and Christchurch schools districts got closed 
temporarily and by March 21, 97% of schools were reopened, but some students had not 
returned (EERI, 2011, p.12). The Canterbury District Health Board manages 15 hospitals 
and there are two other private hospitals in Christchurch. The Christchurch hospital 
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suffered little damage but had to evacuate 160 patients, request support, and bring water 
tanks (EERI, 2011, p.12). 
The survey results carried out by the Resilient Organizations (ResOrgs) Research 
Programme at the University of Canterbury and Recovery Canterbury has indicated 
polarizing effects of revenues of businesses after the earthquakes, with a higher number 
showing lower revenue (Three surveys with sample sizes of 869, 1012, and 200 - Stevenson 
et al., 2012, p.16). A majority of surveyed businesses (95%) were still operating but had 
some changes (Stevenson et al., 2012, p.4). The most disruptive factors for businesses are 
marked as decreased customers, staff emotional wellbeing, and road network issues 
(Stevenson et al., 2012, p.3). According to this survey, majority of organizations with 
permanent relocation of staff (80%) were in the CBD. The survey has also demonstrated 
that smaller organizations (with <20 employees) were more vulnerable to negative revenue 
impacts, while larger organizations (with >20 employees) were more likely to hire new 
staff after the event. Additionally, the organizations in retail, wholesale trade, 
accommodation and food services had more negative impact on their revenue and more 
likely to reduce staff numbers (Stevenson et al., 2012).  
A longitudinal study (2010,2011, and 2012) of businesses revealed the importance 
of support networks on recovery of organizations (within the region support for reinforcing 
the sense of community and extra regional ties for financial and labor support), and the 
impact of extended working hours (to recapture lost productivity) and burnouts on long-
term staff attrition (Stevenson et al., 2014). 
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4. 2 Socio-economic country profiles 
Even though the country-level data does not necessarily represent the local areas in 
the study regions, it provides a context for each of the cases and detailed data for the study 
regions and sub-national data provided in the following chapter. The data sources for this 
section are from the World Bank and United Nations data to insure a uniform reference; 
however, in the next chapter and detailed study of each case, the data is from the countries’ 
census. 
4. 2. 1  Population change  
Total population in each of the countries that host the case studies varies widely 
from New Zealand to China (data from World Bank, 2019).  As a relative measure of 
population change, the percent population change from pre-event to post-event time frame 
indicates an increasing rate in all cases, which ranges from 6.41% in Italy to 34.25% in 
India (Table 4.2).  
Table 4.2 Summary overview of change in countries’ population 
 
Case 
Pre-event Year of earthquake  Post-event (current) 
Population 
- million 
(1997) 
% Change 
from 
Pre-event 
Population 
- million 
% Change 
from 
Pre-event 
Population 
- million 
(2017) 
% Change 
from 
Pre-event 
New Zealand 3.781 0.00% 4.35 15.05% 4.739 25.34% 
Italy 56.89 0.00% 59.095 3.88% 60.536 6.41% 
Chile 14.694 0.00% 16.993 15.65% 18.054 22.87% 
China 1230 0.00% 1325 7.72% 1386 12.68% 
India 997.4 0.00% 1071 7.38% 1339 34.25% 
Iran 62.71 0.00% 68.812 9.73% 81.162 29.42% 
 
4. 2. 2  Economic growth 
 The Gross Domestic Product (GDP) growth is downloaded from the World Bank’s 
World Development indicators time series data (2019). The annual percent change is 
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calculated from difference of two consecutive years’ values that starts from 10-years pre-
event. GDP is the sum of gross value added by all resident produces plus any product taxes 
and minus any subsidies (World Bank, 2019). The GDP annual growth rate shows a high 
degree of variability among the case studies, before and after the seismic event (Figure 
4.1), by years from the year of event for each country. According to the curves, the annual 
percent GDP growth was increasing after the year of event (year 0) in Italy and New 
Zealand, but has a decreasing trend in the other study areas. 
 
Figure 4.1 Percent annual GDP growth by countries, from year of event (World Bank, 
2019) 
 
To have a more representative understanding of GDP the GDP, PPP (Purchasing 
Power Parity) for each country is taken from the World Bank database and for each year 
the value is divided by the population in that year to have the Per Capita value. The GDP 
PPP includes inflation and rates of currency conversion that eliminate the differences in 
price between countries, thus –even though not perfect- incorporates standards of living. 
The comparison of pre-event versus post-event data for GDP, PPP, Per Capita, shows an 
increasing rate in all cases, especially with higher growth in case of China and then India 
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(Table 4.3). However, both pre-event and post-event values in Italy and New Zealand are 
higher than other cases, followed by Chile and Iran.  
Table 4.3 Summary overview of change in GDP, PPP, Per Capita (in constant 2011 
International $ value) 
 
Case 
Pre-event Year of earthquake  Post-event (current) 
GDP, 
PPP, Per 
Capita 
(1997) 
% Change 
from 
Pre-event 
GDP, 
PPP, Per 
Capita 
% Change 
from 
Pre-event 
GDP, 
PPP, Per 
Capita 
(2017) 
% 
Change 
from 
Pre-event 
New Zealand 25.91351 0.00% 32.12437 23.97% 36.42984 40.58% 
Italy 34.17121 0.00% 35.70522 4.49% 35.35087 3.45% 
Chile 13.3841 0.00% 19.44248 45.26% 22.76797 70.11% 
China 3.01626 0.00% 7.94566 163.43% 15.31313 407.68% 
India 2.39222 0.00% 2.802988 17.17% 6.514563 172.24% 
Iran 12.69812 0.00% 14.83753 16.85% 18.98672 49.52% 
Source: World Bank, 2019 
4. 2. 3  Education Expenditures  
The government expenditure on education is not available for the total time frame 
and missing for China (Figure 4.2). There is a drop in the education expenditure in Iran, 
India, and Italy in the post-event trends, showing less investment in education country-
wide during the recovery period, even though it is probably not due to the earthquake (since 
the study area is only a small part of the whole country and there are other political and 
economic variables that might better define the education expenditure policies). However, 
the expenditure has increased in Chile and New Zealand during their respective recovery 
periods. 
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Figure 4.2 Government expenditure on education, by countries, from year of event 
(World Bank, 2019) 
 
4. 2. 4  Human development 
The Human Development Index (HDI) is a geometric mean of three dimensions of 
a healthy life (life expectancy), access to knowledge (expected year of schooling and mean 
years of schooling), and standard of living (gross national income per capita) (Human 
Development Report, 2019). The calculated values for HDI are taken from the Human 
Development Reports by the United Nations Development Programme (UNDP). The HDI 
values have an upward trend for all cases with a relatively lower rate in the post-event time 
frame only in case of China (Figure 4.3). The HDI values for New Zealand and Italy stand 
higher than other cases from pre-event to post-event, but have a steady rate of change 
through time. 
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Figure 4.3 Human Development Index by countries, from year of event (Human 
Development Report, UNDP, 2019) 
 
Additionally, the variables available in the Human Development Reports for each 
country are summarized in table below (Table 4.4) to provide a snapshot of the context of 
socio-economic conditions at the national scale. The association of these indicators with 
relative recovery process trend is presented in Chapter 6. 
Table 4.4 Summary of available variables at country-level (2005-2018) (Human 
Development Reports, UNDP, 2019) 
 
Component Variable New Zealand Italy Chile Iran  China India 
Socio-
Economic 
%25yr or older with at 
least Secondary Education 
96.90 79.55 79.30 69.83 78.62 51.62 
 
Unemployment(%of labor 
Force) 
0.045 0.102 0.072 0.120 0.044 0.026 
 
%women Share of seats in 
Parliament 
0.383 0.356 0.227 0.059 0.249 0.117 
 
%65yr or older 0.242 0.356 0.168 0.089 0.153 0.093  
HDI (2018) 0.921 0.883 0.847 0.797 0.758 0.647  
Inequality Adjusted HDI 
(2018) 
0.836 0.776 0.696 0.706 0.636 0.477 
 
Gini (2010-2017) - 35.40 46.60 40.00 38.60 35.70         
Housing %Urban 0.865 0.704 0.876 0.749 0.592 0.340         
Infrastructure %population at least basic 
drinking water 
1.00 0.99 1.00 0.95 0.93 0.93 
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Component Variable New Zealand Italy Chile Iran  China India  
%population at least basic 
sanitation services 
1.00 0.99 1.00 0.88 0.85 0.60 
 
%rural with electricity 1.00 1.00 1.00 1.00 1.00 0.89  
%population with Internet 0.908 0.744 0.823 0.700 0.543 0.345         
Institutional Education Expenditure 
(%of GDP) 
0.063 0.041 0.054 0.038 - 0.038 
 
Pupil-teacher ratio, 
primary school 
14.91 11.12 17.79 28.52 16.59 35.21 
 
Hospital Bed Per 10k 28 34 22 15 42 7  
Physicians Per 10k 30.2 40.9 10.8 11.4 17.8 7.7  
Maternal Mortality (death 
per 100k Live birth) 
11 4 2 25 27 174 
 
Infant Mortality (death per 
1k Live birth) 
4.40 2.90 6.30 12.80 8.00 32.00 
 
Health Expenditure (%of 
GDP) 
0.092 0.089 0.085 0.081 0.050 0.037 
        
Agriculture %employed in Agriculture 0.062 0.038 0.092 0.174 0.268 0.439 
 
4. 3 Socioeconomic Change at Local Scales 
Because the impact area for the study earthquakes are geographically restricted and 
do not extend to the entire nation, smaller units of analysis with requisite social and hazard 
information was needed. The data available for the administrative boundaries in each case 
study is summarized in the following sections. In case of inconsistency in databases from 
different time-periods for the same study area, the latest data versions available was chosen. 
Given the model’s temporal requirements, percent annual change is reported for each study 
area for each variable, based on data availability.  For example, the percent population 
change is computed as: 
Percent population change year (i) = [population year (i) – population year (i-1)] / 
population year (i-1) 
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4. 3. 1  New Zealand 
Canterbury region is located in the South Island and Christchurch is the South 
Island’s largest city. Christchurch (Māori name Ōtautahi) is bounded by the Pacific Ocean 
and Pegasus Bay on the eastern side, the Waimakariri River on the north, and the Port Hills 
on the east.  New Zealand is divided into 17 regions for census divisions (5 unitary regions 
with regional councils). The second level of divisions and local governments are Territorial 
Authorities (Districts). Territorial Authorities are not subdivisions of regions and their 
boundaries do not match necessarily. The regional councils are based on watersheds, while 
territorial authorities are community/infrastructure based. The smallest administrative 
division is the Meshblock, and Ward boundaries are defined at the Meshblock level. The 
Ward system is for the recognition of communities in the district to increase community 
involvement in the local government. The area unit division that is replaced by statistical 
area 2 (SA2) since 2018 does not match the Ward boundaries. The Ward boundaries are 
used for this study. The gap year for census in New Zealand is 5-years. However, due to 
the Christchurch earthquake, the 2011 census was rescheduled and then cancelled. A new 
census took place in 2013 instead.  
For the extent of study, using area unit division boundary and intensity 6+ 
boundary, all tracts within the intensity 6+ boundary or any tract that is partially within this 
boundary is selected (using 2017 official shapefiles). The area of study for the Christchurch 
earthquake is comprised of 25 Wards in the Canterbury region that encompasses 
Christchurch, Waimakari, Selwyn, and Ashburton districts (Figure 4.4).  
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Figure 4.4 The study area extent and Districts, Christchurch, New Zealand  
 
The official census data is gathered from Statistics New Zealand (Stats NZ). The 
population distribution across the study area, shows a growing population trend in the west 
and north of Christchurch from 2006 to 2018. The highest rate of population increase is 
seen in Selwyn Ward, but the trend for the whole study area has a slight increasing rate. 
The median age change trend shows an increase in most parts of the study area from 2006 
to 2018. However, the percent change in median age for the study area has an increasing 
rate until 2013 but declines afterwards (Figure 4.6). 
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Population (Study area / by Ward boundaries and AU units) 
2006 2013 2018 
   
 
Median Age (Study area / by Ward boundaries and AU units) 
2006 2013 2018 
   
 
 
Figure 4.5 Population and Median age – mapped by natural breaks (Study area / 
Ward boundaries) 
 
The patterns of occupied dwellings and unoccupied dwellings complement each 
other, with higher number of both in the Christchurch area and an increasing rate of 
occupied dwellings on the western side of Christchurch since 2013 (Figure 4.7). The 
patterns of unoccupied dwellings is rather different after the event (in 2013) with more 
uniform spread across the study area. 
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Occupied Dwellings (Study area / by Ward boundaries and Area Units) 
2006 2013 2018 
   
 
Unoccupied Dwellings (Study area / by Ward boundaries and AU units) 
2006 2013 2018 
   
 
 
Figure 4.6 Dwellings – mapped by natural breaks (Study area /Ward boundaries) 
 
The available data for economic variables includes unemployment rate data and 
median income by Wards, District, and Region.  Ward level data in 2018 is still not reported 
on the web portal and remains missing.  
Regarding the access to infrastructure variables the available data in census is for 
access to communication systems that is calculated for the Districts and Canterbury 
regions. Since the data from 2018 is not available for this variable the recovery process and 
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comparison of pre-event to post-event is not attainable, but the changes in percentages of 
population without access to telecommunication indicates a decrease in all the districts, 
and in 2013 (two years after the events) about 0.70% to 1.25% of population in the study 
area did not have access to telecommunication (Table 4.5).  
Table 4.5 Telecommunication access by District, and Region for the study area 
(Census 2001, 2006, and 2013) 
No Access to Telecommunication systems 
District/Region 2001 2006 2013 
Waimakariri District 2.08% 1.02% 0.97% 
Christchurch City 2.43% 1.37% 1.16% 
Selwyn District 1.37% 0.65% 0.70% 
Ashburton District 2.06% 1.25% 1.25% 
Canterbury Region 2.34% 1.33% 1.14% 
New Zealand 3.48% 1.95% 1.56% 
 
The summary of indicators calculated from available data is presented in Table 4.6 
for Christchurch city District, Canterbury Regions and New Zealand, from census 2013, 
which does not show a significant difference between Christchurch, Canterbury and 
broader New Zealand values. The only exception is higher internet access in Christchurch 
compared with the Canterbury region and the country. There are slightly higher percentage 
of renters and people living in apartments in Christchurch city district.  
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Table 4.6 Summary of available calculated variables for Christchurch city District, 
Canterbury Region and New Zealand (Source: Census 2013) 
 
Component Variable Christchurch Canterbury New Zealand 
Socio-
Economic 
Median Age 38.6 39.9 38 
% Unemployed 3.32% 3.10% 4.54% 
% employed in service sector 14.15% 13.55% 13.65%  
% employed in agriculture, 
forestry and fishing 
1.77% 6.37% 6.17% 
 
% Ethnic groups (Māori) 8.13% 7.77% 14.11%  
% Age dependent (over 65 or 
less than 5 years old) 
21.09% 21.75% 21.19% 
 
% without motor vehicle 7.60% 6.28% 7.51%  
% renter 30.38% 26.40% 29.23%  
% with more than $100,000 
annual income 
23.75% 23.33% 23.43% 
Housing % population in apartments 21.86% 16.54% 17.08% 
Infrastructure % houses without 
telecommunication systems 
1.16% 1.14% 1.56% 
 
% houses without internet 
access 
16.58% 24.82% 27.17% 
 
4. 3. 2  Chile 
The study area for Chile (Figure 4.8) includes nearly half of the nation stretching 
from Santiago and Valparaiso in the north to Temuco in the south, which includes coastal 
areas on the west and Andes Mountains on the east. The study region in Chile is comprised 
of 222 communes that covers the regions of Maule, Santiago Metropolitan, Valparaiso, 
Araucania, Bio-Bio, and O’Higgins. 
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Figure 4.7 The Chile study area extent and regions  
 
The fist level of administrative divisions in Chile is Regions (16 Regions total), and 
each region is divided into provinces or provincias (56 provinces total). Commune 
(Comuna) is the smallest administrative division in Chile and is similar to a county 
subdivision (346 communes total). The communes are governed by municipal council 
(four-year elections), and the civil service administration is named Municipalidad. The 
official census data for Chile was accessed from the National Statistics Institute of Chile 
(Instituto Nacional de Estadística de Chile, INE) and the REDATAM webserver. The 
shapefiles for divisions are downloaded from the official Library of Congress of Chile, 
Biblioteca del Congreso Nacional de Chile (BCN), online portal. The general pattern of 
population and dwellings in the communes from 2002 (pre-event) to 2017 (post-event) do 
not show a significant change, but a more detailed analysis of patterns is provided in the 
spatio-temporal analysis chapter (Figure 4.9). 
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Population (Study area / by Region boundaries and Communes units) 
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Dwellings (Study area / by Region boundaries and Communes units) 
1992 2002 2017 
   
 
 
Figure 4.8 Population and dwellings (Study area / by Region boundaries) 
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The patterns of median age in the communes of the study area indicate a relative 
increase in median age in the southern and central part around Maule, and a decrease 
around Santiago (Figure 4.10). The population change by communes show a wide range of 
variability, with a rather constant trend for the whole study area, and more growth in recent 
years in Maule and Lampa (Appendix C, Table C.3). A summary of indicators for the 
Regions in the study area from available data is provided in Table 4.7. 
Median Age (Study area / by Region boundaries and Communes units) 
1992 2002 2017 
   
 
 
Figure 4.9 Median age (Study area / by Region boundaries) 
 
 
Table 4.7 Summary of available calculated variables from census 2017 for Regions in 
the study area and Chile (Source: Censo de Población y Vivienda 2017) 
 
  Regions Chile 
 Variable Araucan Biobío O'Higgin Maule Santiago Valparaiso 
Socio-
Eco 
Median Age 34 34 35 35 33 35 34 
Average years 
of schooling 
8.6 9.2 8.6 8.4 9.9 9.6 9.4 
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  Regions Chile 
 Variable Araucan Biobío O'Higgin Maule Santiago Valparaiso 
 % Unemployed - - - - - - 6.96% 
 
% employed in 
industry 
- - - - - - 22.75% 
 
% employed in 
agriculture, 
forestry,fishing 
- - - - - - 9.05% 
 
% employed in 
service sector 
- - - - - - 68.20% 
Housing % urban pop. 68.07% 86.3% 71.80% 70.2% 96.12% 89.00% 85.15%  
% Group 
Housing 
0.20% 0.20% 0.20% 0.20% 0.10% 0.20% 0.20% 
 
% population 
in apartments 
5.10% 11.2% 7.30% 3.80% 30.10% 20.40% 17.50% 
 
4. 3. 3  Italy 
The city and commune of L’Aquila is surrounded by Apennine Mountains, thus 
getting its name L’Aquila meaning “the eagle” from the location (comune.laquila.it, 2020) 
(Figure 4.11). The first administrative level in Italy is the Macro-region. There are five 
Macro-regions and each encompass several regions. The regions are the first-level 
constituent entities and the second administrative level. Italy is divided into 20 regions that 
are autonomous. Each region is divided by provinces, and each province is divided into 
communes (Comuni). The Comune (Plural Comuni) is the smallest administrative division 
that is almost equal to a municipality. The city of L’Aquila is in Abruzzo region, and 
L’Aquila province.  Abruzzo (or Abruzzi) is a region in Southern Italy (Sud), and has four 
provinces of L’Aquila, Teramo, Pescara, and Chieti.  
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Figure 4.10 The study area extent and provinces, L’Aquila, Italy  
 
The Italian National Institute of Statistics (Istituto Nazionale di Statistica, Istat) is 
the main source of official statistics for Italy that includes the census data. The data for this 
study is downloaded from the two portals of this institute: http://demo.istat.it/ and 
http://dati.istat.it/. The Comuni level data is only available for population estimates from 
2012 to 2019. The other data is available at the province level (L’Aquila, and Teramo) and 
region level (Abruzzo), which is a part of the Southern Italy (Sud) Macro-region; which is 
mainly from the latest official census in 2011. The 2019 estimated population is 299,031 
for L’Aquila province, 1,311,580 for Abruzzo region, and 60,359,546 for Italy. As shown 
in the maps below (Figure 4.11), the pattern of population distribution has changed after 
the earthquake, with relatively higher population in L’Aquila in 2001, and lower in 2011 
and 2018. However, the post-event population pattern (2012-2018) in L’Aquila’s 
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communes do not show a significant change.  The population data gathered from official 
census of Italy is summarized in Appendix C. 
Population (Abruzzo region/ by provinces) 
2001 2011 2018 
   
Population (Study area/ by Communes) 
2012 2018 
  
 
 
Figure 4.11 Population (by provinces and comuni) 
 
The percent population change trends show the variation in the patterns of change 
across communes; however, the trend for the whole study area shows an increase in 2014, 
followed by a decrease and constant trend until 2018. The census data indicate relatively 
higher number of occupied dwellings in L’Aquila in 2001 (pre-event) compared with post 
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event in 2011, while it shows higher number of dwellings in Termao (east of L’Aquila) in 
2011 (but not significantly different). However, the patterns of unoccupied dwellings do 
not show a significant difference from pre-event to post-event (visualization presented in 
Figure 4.13). 
Occupied Dwellings (Abruzzo region/ by provinces) 
2001 2011 
  
 
Unoccupied Dwellings (Abruzzo region/ by provinces) 
2001 2011 
  
 
 
Figure 4.12 Dwellings (Abruzzo region/ by provinces) 
 
A group of selected variables based on data availability from census 2011 data is 
summarized in the following table (Table 4.8) for L’Aquila province and Abruzzo region. 
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In general, the variables for L’Aquila are close to the national averages, with lower percent 
of illiterate population and lower median age, which is possibly due to the fact that 
L’Aquila is partially a college town. 
Table 4.8 Summary of available calculated variables from census 2011 data for 
L’Aquila, Abruzzo, Sud, and Italy 
 
Component Variable L'Aquila Abruzzo Sud Italy 
Socio-
Economic 
Dependency ratio 51.480 53.080 49.960 53.490 
Median Age 30.934 31.799 32.851 31.131 
% in relative poverty - 13.4% - 11.1%  
% employed in industry 25.0% 29.2% 22.2% 27.1%  
% employed in agriculture, forestry 
and fishing 
5.3% 5.2% 10.1% 5.5% 
 
% employed in service sector 6.5% 5.7% 6.5% 6.9%  
% illiterate 0.7% 1.1% 2.0% 1.0%  
% Unemployed 22.7% 24.1% 22.7% 22.8% 
Housing People Per Unit 2.420 2.490 2.660 2.400 
Institutional Social security recipients 22.9% 22.6% 18.5% 21.3% 
 
The annual average households’ income data is only available for the Abruzzo 
region and Italy, which shows a decrease in households’ income in Abruzzo in 2010 (after 
the earthquake) but does not show a significant change in the broader Sud region or Italy 
(Appendix C: Table C.5, and Figure 4.14).  
 
 
Figure 4.13 The annual average households’ income for Abruzzo, Sud, and Italy 
(census 2011 data) 
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4. 3. 4  China  
Sichuan is believed to take its name - “four rivers”- from province’s major rivers, 
which is an agricultural and industrial center. The Sichuan basin (including Chengdu) is 
located in the eastern part of the province and mountain ranges shape the western side (part 
of the Tibetan Plateau). The province of Sichuan (also referred as Szechuan or Szechwan) 
is located in the Southwest China Region and has 20 prefectures that include 183 counties. 
There are three levels of government according to the constitution of China, with five 
practical levels of local government that includes provincial regions, prefecture divisions, 
county, township, and basic level divisions. Sichuan is part of the China Western 
Development (Economic division). The study area is mainly in Sichuan province, with 
minor parts in Gansu province. The prefectures in the study area are Miyanyang, Ngawa 
Tibetan and Qiang, Chengdu, Deyang, and Guangyuan in Sichuan, and Longnan in Gansu. 
Two perfectures of Hanzhong and Ya’an had very limited area in the study boundary (less 
than 10% of the prefecture area) without major urban features, and were eliminated. The 
prefectures in the study area boundary consist of 28 counties (Figure 4.15).  
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Figure 4.14 The study area extent and prefectures, Sichuan, China  
 
The source for the census data is the National Bureau of Statistics of China (NBS) 
online portal. The information about administrative divisions in China is derived from the 
Ministry of Civil Affairs (MCA) of the People’s Republic of China. The population 
distribution by prefectures in the study area does not show a significantly different pattern 
comparing 2000 to 2010 and 2016 (Figure 4.16), and further analysis is provided in the 
spatio-temporal analysis chapter. 
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Population (Study area/ by Prefectures) 
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Figure 4.15 Population (Study area/ by Prefectures) 
 
The percent population change trend varies between prefectures but the population 
growth for the whole study area is rather steady with a slight increase over time from 2000 
to 2016. The available variables are dependent on census data availability which is limited 
to the 2010 census and Province data, and the indicators for Sichuan and China are 
summarized in Table 4.9. 
Table 4.9 Summary of available calculated variables from census 2010 data for 
Sichuan 
Component Variable Sichuan China 
Socio-
Economic 
% employed in secondary industry 22.45% 27.80% 
% employed in extractive industry 43.64% 38.09%  
% employed in service sector 33.91% 34.11%  
% Unemployed 6.22% 8.35%  
% illiterate 9.18% 7.12% 
Housing % urban population 38.70% 46.59%  
% Group Housing 0.81% 1.71%  
Average Family size 3.01 3.15 
Institutional Hospitals per 1000 people 0.0347 0.0152  
Cultural institutions per 1000 people - 0.2296 
4. 3. 5  Iran  
The city of Bam is in the county of Bam that is in Kerman Province (Figure 4.17), 
which has been situated on the Silk Road, is an agricultural center, and has been known for 
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its’ Citadel that is on a hill on the north-side of the city.  The city of Bam is located in a 
valley surrounded by Jebal-Barez Mountains on the south and Kafut Mountains on the 
north. 
 
 
Figure 4.16 The study area extent and County divisions, Bam, Iran  
 
The first level of administrative division in Iran is Provinces (Ostan in Persian) and 
there are 31 provinces in Iran. The provinces are divided into counties (Shahrestan in 
Persian), which is further divided into districts (Bakhsh in Persian). The smallest division 
is rural districts (Dehestan in Persian).  The area of study (defined based on intensity of 
higher than M6.0) covers rural districts of Bam, Pakam, and Arg-Jadid; within the Bam 
County (Figure 4.17). Arg-e-Jadid has been developed more since 1997 as a Special 
Economic Zone, with intentions to promote more tourism investments. The name of this 
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district is derived from Arg-e-Bam citadel that is a UNESCO World Heritage Site and the 
largest adobe building in the world (constructed between 224 and 637 AD). Most of the 
Bam Citadel was destroyed by the Bam earthquake 2003. The official census data for Iran 
is gathered from the Statistical Centre of Iran (SCI). The census has been officially gathered 
since 1946 (1335 Shamsi) in Iran for every decade. Since 2006 the census is gathered every 
five-years (2006, 2011, and 2016 is available). 
   
 
Figure 4.17 Population and Population density distribution in Kerman Province 
(2011 census) 
 
Since there has been a change in the boundary of Bam County from census of 2011 
to 2016, the population number for the years before the boundary adjustment are reported 
with this consideration. Therefore, the population of Bam County that are reported here are 
based on the most recent boundaries. The counties of Narmashir, Rigan, and Fahraj used 
to be part of Bam County but are independent counties now. Total number of households 
in Bam County is 38,026 in 2006, and 71,338 in 2016, but data is not available for other 
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census years. The median age is 24.6 in 2006, and 24 in 2011. The percent of rural 
population is 35.29% in 2011 and 33.85% in 2016, but missing for other years. The 
unemployment percent of labor force in 2016 for Bam County is 4.6% in census report 
(missing for other years). A subset of variables based on data availability and indicators of 
vulnerability and resilience is summarized in Table 4.10 for Bam County, from census 
2011 data (the only census year where data is available at this scale). 
Table 4.10 Summary of available calculated variables from census 2011 data for Bam 
County 
 
Component Variable 
Bam 
County 
Kerman 
Province 
Iran 
Socio-
Economic 
% Age dependent (over 65 or less than 6 
years old) 
17.00% 16.94% 16.68% 
% Internally displaced population 14.42% 16.16% 23.73%  
% Special needs population 1.08% 1.26% 1.51%  
% Female headed household 13.87% 13.52% 11.68%  
% without automobile 35.39% 34.51% 38.94%  
% employed in public sector 17.81% 16.20% 18.23%  
% employed in extractive industry 41.73% 50.20% 33.98%  
% employed in service sector 28.20% 21.47% 28.16%  
% population over 25 with less than high 
school diploma 
82.82% 86.50% 86.58% 
 
% illiterate 22.17% 31.08% 28.58%  
% renter 11.92% 13.94% 17.43% 
Housing % urban population 52.78% 46.07% 53.93%  
% population in apartments 2.86% 3.21% 10.23%  
% Group Housing 2.28% 1.18% 0.96%  
People Per Unit 3.328 3.697 3.643  
% population in informal housing 2.48% 6.97% 0.88% 
Infrastructure % houses without bathroom or kitchen 23.73% 34.62% 11.42%  
% houses without water access 6.86% 16.65% 5.86%  
% houses without phone access 60.45% 54.42% 29.80%  
% houses without gas access 98.45% 65.75% 39.28% 
Institutional Hospitals per 1000 people 0.016 0.437 9.657  
Social security recipients 2.28% 2.28% 2.67%  
Physicians per 1000 people 0.127 2.540 54.402 
 
Distribution of Gini coefficient and median age by county divisions, provides a 
relative view on the Bam in relation with other counties in the Kerman province, which 
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shows the average value for these indicators in Bam is a little higher than the average for 
the province.   
   
 
Figure 4.18 Gini coefficient and median age in Kerman Province (2011 census) 
 
Additionally the building types reported by census 2011 is summarized for Bam 
County, Kerman Province, and Iran, that represents the types of buildings in Bam eight 
years after the earthquake, in comparison with broader province and country boundaries. 
Table 4.11 Average percent of building types for Bam County, Kerman Province, and 
Iran (data source: census 2011) 
 
Building Type Bam county Kerman province Iran 
% Steel Frame 78.87% 24.24% 14.19% 
% Concrete 6.11% 11.40% 14.56% 
% Brick-Steel 4.21% 32.02% 36.93% 
% Brick-Wood 1.66% 4.43% 10.11% 
% Cement 0.53% 10.86% 9.30% 
% All Brick 0.65% 3.83% 2.55% 
% All Wood 0.01% 0.06% 0.26% 
% Adobe-Wood 0.06% 2.31% 5.47% 
% Adobe-Mud 1.99% 8.69% 4.63% 
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4. 3. 6  India 
The Kutch district (also Kachchh) takes its name from marshes and lagoons, which 
is mainly a shallow wetland. The district is located on the north-western part of the Gujarat 
(Figure 4.20) that is surrounded by water on the west and south from the Gulf of Kutch and 
Arabian Sea, and has a border with Pakistan on the north side.  
   
 
Figure 4.19 Location of the study area and the subdivisions (left) and Districts (right), 
India 
 
The Kutch district is located in Gujarat state that is a part of Western Zonal Council. 
The Gujarat state does not have governmental divisions, but includes five regions that is 
further divided into 248 subdivisions, named as Taluka. The study area is mainly in the 
Gujarat state and partially in Rajasthan. The total area consists of 202 subdivisions 
(Taluka). The source for the census data is the Office of the Registrar General and Census 
Commissioner of India Web portal, which is a part of Ministry of Home Affairs, 
Government of India. The first level of administrative division in India is State; however, 
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the states are grouped into six larger official zone with an Advisory council, and six 
unofficial regions. Some of the states are divided into division with official administrative 
governmental units and a Divisional Commissioner, but does not exist in all states (like 
Gujarat). The names for sub-districts vary by state (e.g. Tehsil, Taluka, Mandal, Circle, 
and Subdivision).  
The data available from Census of India, includes households’ number by districts 
((Figure 4.21), which is also divided by urban and rural households. However, the total 
population by district is only available for download for 2011 census. The total population 
of Gujarat in 2011 is reported 60,439,692 that 42.6% of them are marked as urban residents, 
showing that the majority of population in this state live in rural areas (Appendix C).  
Households (Study area/ by Districts) 
1991 2001 2011 
   
 
 
Figure 4.20 Households (Study area, by districts) 
 
The percentage of urban population between districts range from 13.3% in Banas 
Kantha to 84.05% in Ahmadabad district. The literacy rate is also included in the 2001 
Gujarat census report that shows the rate has increased from 64.83% in 2001 to 74.04% in 
2011, indicating a decreasing trend in illiterate population percentage post-event.  
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Distribution of households in the study area (Figure 4.21) indicates a lower number in Bhuj 
district in 2001 in comparison with 1991 and 2001. The percent change in number of 
households vary widely between districts, but the trend for the study area is rather constant 
with an increasing rate from 1991 to 2011. The socio-economic, institutional and 
infrastructure variables are calculated based on data availability, which are summarized in 
Table 4.12. 
Table 4.12 Summary of available calculated variables from census 1991, 2001, and 
2011 
 
  2011 2001 1991 
Component Variable Kutch Gujarat Kutch Gujarat Kutch Gujarat 
Socio-
Economic 
% Special needs 
population 
- - 1.68% 1.73% - - 
 
% employed in 
extractive industry 
- - 25.63% 22.84% - - 
 
% illiterate - - 38.75% 31.11% - - 
Housing % urban population 35.70% 44.46% 32.63% 38.97% 29.99% 35.81%  
% vacant housing 20.42% 13.71% 19.73% 13.78% 20.69% 13.89%  
% Group Housing 0.57% 2.38% - - - -  
% population in 
informal housing/slum 
- 2.62% - - - - 
Infrastructure % houses without 
electricity 
9.32% 9.59% 19.64% 19.59% - - 
 
% houses without 
latrine 
36.99% 42.65% 56.01% 55.40% - - 
Institutional Hospitals and 
dispensary per 1000 
people 
- - 0.495 0.530 - - 
 
Religious center/Places 
of worship per 1000 
people 
- - 0.006 0.002 - - 
 
The building types are reported in census 2011 that shows the buildings types in 
the districts and Gujarat, 10-years after the earthquake (Appendix C, Table C.9). The 
prevalent types are mud and brick buildings and then the stone buildings, which are 
physically vulnerable types in relation to seismic hazard. However, the percentage of 
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concrete buildings in Kutch is higher than other regions. Event though, it is not possible to 
conclude the concrete buildings in Kutch are new buildings post-event -since the census 
data from pre-event is not available-, if they are built by code with high quality, they are 
less vulnerable. 
4. 4 Land Use/Land Cover Change at Study Sites 
4. 4. 1  Methodology for urban/built-up land mapping 
The methodology for mapping urban and built up areas over time uses three indices 
of UI, NDVI and MNDWI, and assigns them to one three layer image (RGB) to extract the 
urban features from it with a conditional statement following the procedures outlined in 
Derakhshan et al. (2020). The flowchart below (Figure 4.22) shows an overview of the data 
processing steps for analyzing the satellite imagery, detecting urban surfaces, and change 
detection.  
 
Figure 4.21 Flowchart of the data processing steps for extracting built-up area 
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4. 4. 2  Data acquisition 
The first step in data acquisition and downloading Landsat imagery was the 
definition and identification of the area of study for each case. The Area of Interest (AOI) 
extent for each case is defined based on the intensity of earthquakes and covers areas with 
intensity of more than 6 MMI (i.e. Slight Damage or more based on Modified Mercalli 
Intensity Scale).  The shapefile for the extent of area of interest (AOI) is based on USGS 
shake maps for intensity of 6 and more, is saved to extract and define the region of interest 
for each case. Then, the Landsat imageries were downloaded from USGS, EarthExplorer, 
from Landsat Collection Level 1 (USGS, 2019a).  The Landsat scenes were picked to cover 
the defined AOI for each case, which included more than one scene for some cases like 
Chile, India and China. The images are downloaded on annual basis, from the year of the 
earthquake (picked from the first available image after the earthquake) until present time. 
The pre-event imagery has a 10-year coverage of annual imagery.  The images were picked 
based on temporal availability, cloud coverage, and type of sensor availability (if both 4-5 
TM and 7ETM+ were available, the TM images are used).  A total of 775 Landsat scenes 
were downloaded as the starting point of analysis. The results of de-stripping and filling 
the gaps for Landsat 7ETM+ imagery (by using images from two consecutive dates), still 
showed inconsistencies that is not suitable for the index derivations in this study. Therefore, 
the imagery from Landsat 7ETM+ for the time period after May 31, 2003 (when Scan Line 
Corrector was broken) is eliminated from analysis. Table 4.13 shows a summary of Landsat 
imagery used for the case studies. Total number of imageries for all cases is 546 scenes. 
Detailed information for the scenes used in each case is provided in the Appendix A. 
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Table 4.13 Summary of Landsat imagery used for each case study 
Event 
Date and 
time (UTC)* 
Country 
Years of 
Imagery 
Path and Row 
Number of 
Imagery 
2001 Gujarat 2001-01-26 
03:16:40 
India 1991 - 
2019 
Path  : 148, 149, 150, 151 
Row : 43, 44, 45, 46 
231 
2003 Bam 2003-12-26 
01:56:52 
Iran 1993 - 
2019 
Path  : 159 
Row : 40 
21 
2008 Sichuan 2008-05-12 
06:28:01 
China 1998 - 
2019 
Path  : 129, 130 
Row : 37, 38, 39 
105 
2009 L’Aquila 2009-04-06 
01:32:39 
Italy 1999 - 
2019 
Path  : 190 
Row : 31 
19 
2010 Maule 2010-02-27 
06:34:11 
Chile 2000 - 
2019 
Path  : 233, 1 
Row : 83, 84, 85, 86, 87 
152 
2010Christchurch 2010-09-03 
16:35:47 
New 
Zealand 
2000 - 
2019 
Path  : 74 
Row : 90 
18 
* USGS, Earthquake Hazards Program, event page 
 
In order to find the best time of data gathering to set the anniversary dates of annual 
imagery, the atmospheric conditions and phenology are taken into account in addition to 
the initial date of event. The environmental consideration of phenological cycle 
characteristics can be either for vegetation phenology or urban-suburban phenological 
cycles (Jensen 2016). The 2001 Gujarat (Bhuj) earthquake has occurred on 26 January, and 
based on atmospheric conditions (dry season) the month of February is set for anniversary 
date (1 month after the event). The 2008 Sichuan earthquake occurred on May 12th and 
the months of May and June are more suitable for the anniversary dates due to almost 
constant cloud coverage over the study area year around. The 2010 Chile earthquake 
occurred on February 27th, which is also the more suitable month for anniversary dates. 
The conditions for the 2003 Bam earthquake, the 2009 L'Aquila earthquake and the 2010 
New Zealand earthquake were discussed and documented in Derakhshan et al. (2020). The 
footprints of the Landsat scenes are shown in Figure 4.23 and the selected scenes for each 
county that covers the study area is highlighted. Details of all the imagery collected is 
provided in the Appendix A. 
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Figure 4.22 Extent of the study area and Landsat scene boundaries covering the area 
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4. 4. 3  Atmospheric Correction 
The radiometric calibration and atmospheric correction is the first step in image 
processing, which is done by using the FLAASH (Fast Line-of-sight Atmospheric Analysis 
of Spectral Hypercubes) model in ENVI 5.4 software. The atmospheric condition would 
constitute clouds, cloud shadow and relative humidity. Atmospheric correction is needed 
in most change detection methods. According to literature (Anderson et al., 1999; Cui et 
al., 2014; Guo et al., 2012; Manakos et al., 2011; Nazeer et al., 2014) the radiative transfer 
algorithms like 6S code and MODTRAN (MODerate spectral resolution atmospheric 
TRANsmittance) provide more accurate atmospheric correction results. The current format 
of the 6S code does not cover all Landsat sensors and misses OLI (covers TM and ETM) 
because OLI does not have water vapor inversion band (Modis Land Surface Reflectance 
6SV code page, 2019). Hence, the FLAASH method is the best option for running 
atmospheric correction. The FLAASH model incorporates the MODTRAN radiation 
transfer code to correct wavelengths in the visible through near-infrared and shortwave 
infrared regions. In this process, the digital numbers for each image are changed into 
apparent surface reflectance. The FLAASH settings for each scene is set based on the case 
and image date and time, the Landsat sensor response functions, and metadata of the 
Landsat images (Table 4.14).  
Table 4.14 FLAASH parameters 
Event Date  MODTRAN Model Atmosphere* Water Vapor(g/cm2) 
2001 Gujarat 2001-01-26  Tropical (T) 4.11 
2003 Bam 2003-12-26 Mid-Latitude Summer (MLS) 2.92 
2008 Sichuan 2008-05-12  Mid-Latitude Summer (MLS) 2.92 
2009 L’Aquila 2009-04-06  Sub-Arctic Summer (SAS) 2.08 
2010 Maule 2010-02-27  Sub-Arctic Summer (SAS) 2.08 
2010Christchurch 2010-09-03  Sub-Arctic Summer (SAS) 2.08 
* MODTRAN Model Atmosphere is based on Latitudinal/ Seasonal dependence of 
Surface Temperature (FLAASH User’s Guide) 
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4. 4. 4  Mosaicing 
The area of the study region (Area of Interest, AOI) that is defined based on the 
extent of intensities of 6 and more for each event, varies from case to case. As mentioned 
in the data acquisition section, for cases from New Zealand, Italy, and Iran, one Landsat 
scene is enough to cover the AOI. However, for cases from Chile, India, and China, more 
than one Landsat scene is required to cover the AOI. Hence, for these cases the multiple 
scenes are stitched together based on the overlapping areas with the MosaicPro tool in 
ERDAS Imagine 2018.  
4. 4. 5  Index Calculation and RGB Image Creation 
The proposed methodology uses three indices of UI, NDVI, and MNDWI and 
builds a knowledge-based classifier to extract the urban/built-up features with a conditional 
algebra. These three indices are chosen after testing several combinations of indices that 
have shown reliable results based on literature and test sample points (Derakhshan et al. 
2020). The histogram match process is applied prior to index calculations, to remove inter-
year variations from non-earthquake impacts such as atmospheric noises and weather.  A 
model is built in the ERDAS Imagine Spatial Modeler to calculate three indices of UI, 
NDVI and MNDWI, and assign them to one three-layer image (RGB). This model is 
applied to all years for each case. Based on this model UI is Red, NDVI is Green, and 
MNDWI is Blue. The formulas for the three indices are: 
𝑈𝐼 =
(𝑆𝑊𝐼𝑅2−𝑁𝐼𝑅)
(𝑆𝑊𝐼𝑅2+𝑁𝐼𝑅)
   ;   𝑁𝐷𝑉𝐼 =
(𝑁𝐼𝑅−𝑅𝑒𝑑)
(𝑁𝐼𝑅+𝑅𝑒𝑑)
   ;  𝑀𝑁𝐷𝑊𝐼 =
(𝐺𝑟𝑒𝑒𝑛−𝑆𝑊𝐼𝑅1)
(𝐺𝑟𝑒𝑒𝑛+𝑆𝑊𝐼𝑅1)
        (Equation 3) 
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4. 4. 6  Conditional algebra and classification: Binary Imagery (Urban / Non-
Urban) 
The results of RGB imagery for each year is transferred to a binary image of urban 
(1) versus non-urban (0) to prepare for the change detection process. In order to extract the 
urban surfaces from the composite RGB image, separate thresholds are defined for each 
band to only account for urban areas. Therefore, a conditional algebraic test is applied to 
each image to extract higher UI (Red) values and remove high NDVI (Green) and MNDWI 
(Blue) values. As was documented and illustrated in Derakhshan et al. (2020), the 
histogram distributions and sample testing points are used to find the fitted thresholds from 
the statistics of each image (i.e. mean and standard deviation) for the conditional statement. 
If a year had clouds that were impacting the change detection, they were removed for final 
change detection and modeling (i.e. cloud coverage of more than 10% of study area). The 
summary statistics for all the cases is provided in the Appendix and the thresholds 
assignment process and values are described below case by case. The general conditional 
statement for extracting built-up surfaces, prior to any modifications, is based on 
Derakhshan et al. (2020), (where 1 indicates built-up and 0 indicates non-urban): 
{
1, 𝑈𝐼 > 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑜𝑓 𝑈𝐼                                                                                                                                        
0, 𝑁𝐷𝑉𝐼 > 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑜𝑓 𝑁𝐷𝑉𝐼 (𝑟𝑒𝑚𝑜𝑣𝑒 𝑉𝑒𝑔𝑒𝑡𝑎𝑡𝑖𝑜𝑛)                                                                                
0, 𝑀𝑁𝐷𝑊𝐼 > 0  (𝑟𝑒𝑚𝑜𝑣𝑒 𝑤𝑎𝑡𝑒𝑟) 𝑎𝑛𝑑  𝑀𝑁𝐷𝑊𝐼 < 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑜𝑓 𝑀𝑁𝐷𝑊𝐼 (𝑟𝑒𝑚𝑜𝑣𝑒 𝐵𝑎𝑟𝑒𝑙𝑎𝑛𝑑𝑠)
   
 
The thresholds and classification results for cases of Christchurch, New Zealand, 
L’Aquila, Italy, and Bam, Iran is documented in Derakhshan et al. (2020), thus not repeated 
here. However, the results for the other three cases are: 
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Chile 
The thresholds for case of Chile were set to extract urban features with 
consideration for eliminating mountains with upper thresholds for MNDWI. The 
thresholds are summarized in Table 4.15 below and the figures (Figure 4.25) present 
constructed RGB, binary image, and aerial image for Santiago (year 2018). For each year, 
in case of Chile the thresholds are set based on:   
IF Band(1) > (mean of Band(1) + (0.25 * SD of Band(1))) equal to 1 ; IF 
Band(2) > (mean of Band(2) – SD of Band(2)) equal to 0 ; IF Band(3) > 
(mean of Band(3) +(2* SD of Band(3)))  equal to 0;  and IF Band(3) < 
(mean of Band(3) +(0.5* SD of Band(3))) equal to 0. 
 
Table 4.15 Conditional statement thresholds for Chile 
Conditional statement thresholds for Chile 
Year 
UI NDVI MNDWI 
Upper 
threshold 
Lower 
threshold 
Upper 
threshold 
Lower 
threshold 
Upper 
threshold 
Lower 
threshold 
2000 - -0.3092 - 0.2714 -0.0577 -0.3336 
2001 - -0.3161 - 0.2881 -0.1387 -0.3612 
2004 - -0.2919 - 0.2659 -0.1364 -0.3665 
2006 - -0.2934 - 0.2666 -0.1406 -0.3641 
2007 - -0.2931 - 0.2513 -0.1270 -0.3654 
2009 - -0.3138 - 0.2798 -0.0852 -0.3383 
2011 - -0.2737 - 0.2263 -0.1184 -0.3679 
2013 - -0.2550 - 0.2268 -0.1048 -0.3633 
2014 - -0.2459 - 0.2032 -0.1133 -0.3730 
2016 - -0.2528 - 0.2168 -0.1219 -0.3651 
2018 - -0.2711 - 0.2346 -0.1342 -0.3633 
2019 - -0.2536 - 0.1521 0.1243 -0.2649 
 
RGB 2018 Binary Urban area extracted 2018 Aerial image 
 
 
Santiago 
 
 
 
 
Figure 4.23 Comparison of constructed RGB (R: UI, G: NDVI, B: MNDWI), binary 
image (0: non-urban, 1: built-up), and aerial image (Esri, DigitalGlobe 2020). 
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China 
Table 4.16 summarizes the thresholds for each year. Figure 4.26 presents an 
example of constructed RBG image (year 2017), the extracted binary image, and the aerial 
image of the same region for Chengdu. The thresholds in case of China are assigned as:   
IF Band(1) > (mean of Band(1) + (0.5 * SD of Band(1))) equal to 1 ; IF 
Band(2) > (mean of Band(2) – (0.25 * SD of Band(2))) equal to 0 ; IF 
Band(3) > 0 equal to 0  and IF Band(3) < (mean of Band(3) –  SD of 
Band(3)) equal to 0. 
 
Table 4.16 Conditional statement thresholds for China 
 
Conditional statement thresholds for China 
Year 
UI NDVI MNDWI 
Upper 
threshold 
Lower 
threshold 
Upper 
threshold 
Lower 
threshold 
Upper 
threshold 
Lower 
threshold 
1999 - -0.3126 - 0.2675 0 -0.3757 
2001 - -0.0191 - 0.0770 0 -0.2797 
2003 - -0.3307 - 0.3433 0 -0.3460 
2009 - -0.1639 - 0.1397 0 -0.3480 
2014 - -0.2150 - 0.0663 0 -0.2946 
2017 - -0.2497 - 0.3105 0 -0.4187 
2019 - -0.2915 - 0.3357 0 -0.3761 
 
RGB 2017 Binary Urban area extracted 2017 Aerial image 
 
 
Chengdu 
 
 
 
 
Figure 4.264.24 Comparison of constructed RGB (R: UI, G: NDVI, B: MNDWI), 
binary image (0: non-urban, 1: built-up), and aerial image (Esri, DigitalGlobe 2020). 
 
India 
The threshold assignment for India had difficulty due to the large study area, and 
the presence of both desert and mountain features. Hence, upper and lower thresholds for 
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both UI and NDVI were set to extract the urban features. Table 4.17 summarizes the 
assigned thresholds by year, and Figure 4.27 presents a comparison of constructed RGB, 
binary image, and aerial image for Ahmadabad (year 2018). For each year, in case of India 
the thresholds are assigned as:   
IF Band(1) > (mean of Band(1) + (SD of Band(1))) equal to 1 and IF 
Band(1) < (mean of Band(1) – (SD of Band(1))) equal to 0 ; IF Band(2) > 
(mean of Band(2) + (0.5* SD of Band(2)) equal to 0 and IF Band(2) < 
(mean of Band(2) – (0.5* SD of Band(2)) equal to 0  ; IF Band(3) > 0 equal 
to 0  and IF Band(3) < (mean of Band(3) – (0.25*SD of Band(3)) equal to 
0. 
 
Table 4.17 Conditional statement thresholds for India 
 
Conditional statement thresholds for India 
Year 
UI NDVI MNDWI 
Upper 
threshold 
Lower 
threshold 
Upper 
threshold 
Lower 
threshold 
Upper 
threshold 
Lower 
threshold 
1991 0.0257 -0.3870 0.3675 0.1673 0 -0.3464 
1992 0.0360 -0.3914 0.3683 0.1895 0 -0.3595 
1993 0.0260 -0.3810 0.3668 0.1695 0 -0.3512 
1994 0.0378 -0.3834 0.3616 0.1824 0 -0.3572 
1995 0.0318 -0.4123 0.3936 0.1513 0 -0.3606 
1996 0.0325 -0.4017 0.3703 0.1719 0 -0.3437 
1997 0.0409 -0.3891 0.3730 0.1807 0 -0.3589 
1999 0.0173 -0.3903 0.3811 0.1639 0 -0.3541 
2000 0.0259 -0.3801 0.3758 0.1876 0 -0.3597 
2001 0.0059 -0.3637 0.3617 0.2019 0 -0.3522 
2002 0.0137 -0.3857 0.3755 0.1915 0 -0.3562 
2003 0.0091 -0.3670 0.3509 0.1977 0 -0.3468 
2009 0.0748 -0.4714 0.4442 0.1749 0 -0.3942 
2010 0.0343 -0.4099 0.3930 0.1823 0 -0.3640 
2011 0.0286 -0.4055 0.4080 0.1695 0 -0.3709 
2014 0.0132 -0.4071 0.4046 0.1618 0 -0.3620 
2015 0.0298 -0.3955 0.3842 0.1699 0 -0.3552 
2016 0.0208 -0.4009 0.3873 0.1494 0 -0.3550 
2017 0.0422 -0.4181 0.4031 0.1585 0 -0.3657 
2018 0.0329 -0.4092 0.4371 0.1491 0 -0.3978 
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RGB 2018 Binary Urban area extracted 2018 Aerial image 
 
Ahmadabad 
 
 
 
 
Figure 4.25 Comparison of constructed RGB (R: UI, G: NDVI, B: MNDWI), binary 
image (0: non-urban, 1: built-up), and aerial image (Esri, DigitalGlobe 2020). 
 
4. 4. 7  Accuracy Assessment 
The accuracy assessment is an estimation of the rigor of the classification results. 
The accuracy of classification is often reported as the percentage of correct identification, 
which is presented as errors of commission (user’s accuracy) and errors of omission 
(producer’s accuracy). The confusion matrix is used with validation samples in ERDAS 
Imagine. The overall accuracy is calculated from the ratio of the sum of samples along the 
diagonal to the number of validation samples. The Kappa coefficient of agreement is 
computed from the confusion matrix and reported for each case, in three selected sample 
years due to large number of imagery and consistent methodology.  
In order to get representative random points for accuracy assessment, the number 
of points is selected by using a validation sample size for each case, which are distributed 
in two steps: 1) half of points are selected by equalized stratified random distribution that 
collects equal number of random coordinates from each class; 2) the other half is a 
complete random distribution without replacement or any predefinitions. The sample size 
for each case is reported along with the accuracy assessment results. The random points 
are distributed in the pre-processed Landsat image and then compared with Google Earth 
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satellite imagery and final classification.  For three of the study areas —New Zealand, Iran, 
and Italy— the total number of pixels, with 95% confidence level and confidence interval 
of 5, the minimum sample size is 341, which is rounded to 350 points (Derakhshan et al. 
2020). In the case of Chile, China, and India, with 95% confidence level and confidence 
interval of 5, the minimum sample size is 379, 385, and 385, which is rounded to 400 
points.  
According to the results that are presented below (Table 4.18) for each case, the 
overall accuracy of urban/built-up ranges from 87.5% to 98%; and the Kappa value varies 
from 0.73 to 0.91. The lower user accuracy percentages are due to errors introduced from 
cloud presence, (even though the clouds are not over the AOI). Differences between 
sensors (TM versus OLI) do not seem to change the accuracy, as is seen in case of Iran. In 
the case of India, there are more pixels falsely assigned as built-up in this case, in addition 
to the larger study region, this can be due to a combination of desert features, mountains 
and high density cities. Thus, the methodology can be better adjusted when only one of the 
features of desert or mountains are present and the larger study regions can be divided to 
two or three regions to gain better classification results. 
Table 4.18 Accuracy Assessment Results 
 
Accuracy Assessment 
Year 
Overall 
Accuracy (%) 
Kappa 
Coefficient 
Producer Accuracy (%) 
Errors of Omission 
User Accuracy (%) 
Errors of Commission 
New Zealand 
2003 94.29% 0.8584 94.62% 85.44% 
2011 94.29% 0.8548 95.45% 84.00% 
2017 92.29% 0.8037 95.24% 77.67% 
Chile     
2001 94.25% 0.8746 98.48% 86.09% 
2013 95.50% 0.9024 97.83% 90.00% 
2018 94.75% 0.8861 98.52% 87.50% 
Italy  
2003 93.14% 0.8302 93.48% 82.69% 
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Accuracy Assessment 
Year 
Overall 
Accuracy (%) 
Kappa 
Coefficient 
Producer Accuracy (%) 
Errors of Omission 
User Accuracy (%) 
Errors of Commission 
2010 95.43% 0.8846 97.75% 86.14% 
2017 92.00% 0.7987 96.43% 76.42% 
China     
1999 97.25% 0.8662 89.13% 87.23% 
2009 98.00% 0.9144 90.91% 94.34% 
2017 93.25% 0.8605 95.54% 88.24% 
Iran  
2001 92.00% 0.8109 92.93% 81.42% 
2009 93.71% 0.8707 97.10% 88.16% 
2018 96.29% 0.9193 98.35% 91.54% 
India     
1991 92.36% 0.8156 97.32% 78.42% 
2001 87.50% 0.7337 99.17% 71.01% 
2017 91.71% 0.7689 95.00% 72.38% 
 
4. 4. 8  Built-up area detection 
As mentioned earlier, the change detection method is based on the differences in 
indices through years. In this method, the change from urban to non-urban or the opposite 
is calculated through years, by subtracting pixel values of each year from its previous one. 
For the purpose of this study, these results are aggregated based on administrative 
boundaries to have the percent area change in urban surfaces for each administrative unit. 
The results of urban land surface change is summarized below (Figures 4.28-4.33) for each 
case by pixels unit. The percent change in urban area and further analysis of changes are 
presented in the next chapter. The 3D visualizations show the aggregated pixel values of 
built-up areas for the years of pre-event and post-event in the study regions. 
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(a) (b) 
 
Figure 4.28 3D view of aggregated pixels depicting urban development for 
Christchurch, New Zealand for (a) pre-event years, and (b) post-event years 
(ArcScene10.4) 
  
 
  
(a) (b) 
 
Figure 4.26 3D view of aggregated pixels depicting urban development for study area 
in Chile (view from North/Santiago) for (a) pre-event years, and (b) post-event years 
(ArcScene10.4) 
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(a) (b) 
 
Figure 4.27 3D view of aggregated pixels depicting urban development for L’Aquila, 
Italy for (a) pre-event years, and (b) post-event years (ArcScene10.4) 
 
 
(a) 
 
(b) 
 
Figure 4.28 3D view of aggregated pixels depicting urban development for Bam, Iran 
for (a) pre-event years, and (b) post-event years (ArcScene10.4) 
 
 
  
(a) (b) 
 
Figure 4.32 3D view of aggregated pixels depicting urban development for Chengdu, 
China for (a) pre-event years, and (b) post-event years (ArcScene10.4) 
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(a) (b) 
  
(c) (d) 
 
Figure 4.33 3D view of aggregated pixels depicting urban development for Bhuj,India 
for (a) pre-event years, and (b) post-event years ; and Admadabad,India for (c) pre-
event years, and (d) post-event years (ArcScene10.4) 
 
4. 5 Summary 
An overview of the six case studies and the event characteristics were presented in 
this chapter, with a brief summary of recovery notes from field reports and literature, which 
highlighted the differential recovery experiences of communities post-event. Also, the 
variables available for country-level data were presented for providing a comparative 
context, which included population change, economic growth (GDP, GDP PPP Per capita), 
education expenditure, and human development (HDI). The sub-national data and 
indicators for each case and the gathered census data for each case study was also presented 
in this chapter, that varied across cases based on data availability. The census data 
limitations for this study were due to both temporal scale and spatial scale of provided data, 
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which either did not cover the pre-event to post-event time frames, or did not provide 
smaller scale data for the study area.  
In relation to the land surface data extraction, a model that is documented in 
Derakhshan et al. (2020) was developed for the purpose of this study to extract temporal 
built-up urban land surface area from remote sensing imagery (Landsat). To accommodate 
for the complexity in urban/built-up land mapping, the current methodology was proposed 
and adopted to extract built-up areas with flexibility in determining thresholds that 
accounts for local environmental variations. A brief overview of model development and 
results of built-up area extraction in the case studies were presented in this chapter. Detailed 
results of change in trends and spatial variations are explored in the next chapter. 
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CHAPTER 5   
SPATIO-TEMPORAL DYNAMICS OF EARTHQUAKE RECOVERY 
A summary of changes from urban (built-up area) to non-urban is presented in 
Table 5.1 below for all study areas. The percent change from pre-event built up area is a 
proxy for estimated damage. According to these results the estimates are about 32% for 
Christchurch, 16% for L’Aquila, 12% for Chile, and about 63% for Bam (Table 5.1), 
closely approximating reports of extensive damages for these earthquakes. However, the 
percent change is positive for the study regions in China and India, showing 5% and 1% 
growth from pre-event (not damages), which is due the large area of study and the high 
urban growth trends in these regions.   
Table 5.1 Summary overview of built-up area change results (for AOI) 
 
Case 
Total 
AOI 
Area 
(Km2) 
Pre-event 
Year of 
earthquake  
Post-event 
(current) 
Built-
Up 
Area 
(Km2) 
% 
Change 
from 
Pre-
event 
Built-
Up 
Area 
(Km2) 
% 
Change 
from 
Pre-
event 
Built-
Up 
Area 
(Km2) 
% Change 
from 
Pre-event 
New Zealand 6,280.3 184.9 0.00% 125.2 -32.30% 261.3 +41.27% 
Italy 1,114.9 77.6 0.00% 65.1 -16.15% 87.2 +12.27% 
Chile 130,906.3 1232.3 0.00% 1075.2 -12.74% 2048.5 +66.24% 
China 35,754.3 2002.8 0.00% 2103.8 +5.04% 4042.3 +101.82% 
India 281,109.5 41406.2 0.00% 41916.2 +1.23% 46568 +12.47% 
Iran 3,445.7 133.1 0.00% 49.3 -62.98% 66.9 -49.71% 
 
Additionally, a comparison of current built-up area with pre-event conditions show 
more growth in all cases expect for Bam. Even though in the case of Bam the built-up area 
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has shown growth from the year of the earthquake, it is less than the built-up area pre-
event. The study region in China has the highest growth comparing current conditions with 
pre-event, with more than 100% growth in the built-up area. The study regions in Chile 
and New Zealand are the two next regions showing higher growth with 66% and 41% 
increase in the built-up area, respectively.  
On the other hand, the annual growth trends depict the temporal dynamics of the 
recovery process with more detail, which is described further in the following sections by 
each case. The pre-event imagery is helpful in defining a baseline for the development 
trend before the earthquake, while the post-event imagery shows how much the pre-event 
trend has been altered after the incident. The changes in built-up area is calculated from 
the first year of available imagery processed for each case, thus that year is assigned a zero 
value in the curves, and the following years show the added new built-up areas up until 
that year. The curves of percent urban/built-up area change depict the development and 
growth trend in the six cases.  The mathematical expression for the curves is as below: 
𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝑎𝑟𝑒𝑎 𝑐ℎ𝑎𝑛𝑔𝑒𝑡 =  ∑
Δ(Built − up area)t
Total area
𝑛
𝑡=0
 
The maximum error results from the accuracy assessment tests in previous chapter 
are added the temporal trends for each case as an estimation for the maximum extent of 
variability in the estimated built-up are change. Additionally, the change trends are 
presented by smaller administrative boundaries that is specifically helpful in determining 
and comparing the location of new developments and reconstructions, since the total 
change trend for a large study area might be misleading as some neighborhoods might not 
been reconstructed or other new neighborhoods are developing that can be added to the 
analysis of recovery. 
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The results of built-up area change analysis is combined with available socio-
economic data and other indicators for each case, for better understanding the recovery 
process. Since other sources of data are not available annually, the time frame of analysis 
for this section is divided in three sections of pre-event, post-event, and total time from 
pre-event to post event. Hence, the trends of pre-event is comparable to the post-event 
trends to view the impact of the earthquake event, and a general overall view of the total 
time frame would show the relative standing of current situation in comparison with the 
pre-event conditions.  
5. 1 New Zealand, Christchurch 
5. 1. 1  Land surface change 
The urban land surface change trends are mapped and calculated by Ward divisions 
and summarized for the study region as well. Figure 5.1 shows the areas detected as 
urban/non-urban for before and after the earthquake and aftershock (depicted in black 
color). The year of earthquake and aftershock (2010 and 2011) is added to visualize the 
change in urban area after the earthquakes. The urban surface change curves are however 
calculated from the annual differences in pixels unit for each district and the study region. 
The new developments after the earthquake are presented in purple after 
eliminating the built-up areas in 2010 and 2011 (i.e. not damaged) that show more 
construction and development in the western part of Christchurch and in Rolleston. The 
orange areas show built-up lands from before the earthquakes, while some of the damaged 
area is reconstructed, some pockets have remained vacant, especially in the eastern parts, 
Central City and by the Avon River (marked as “Red Zones” due to extensive damages 
from the liquefaction caused by the earthquake). 
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(a) (b) 
 
Figure 5.1 Urban Development for Christchurch, New Zealand for (a) pre-event years 
(with event year), and (b) post-event (Derakhshan et al. 2020) 
 
The following chart (Figure 5.2) show the variation of urban area change by 
percentage area change (the separate pre-event and post-event curves are in Appendix D). 
The maximum error detected from overall accuracy assessment for Christchurch, was 
7.71% error and that has been used in the charts to show the maximum extent of variability 
in the estimated surface change. The urban/built-up land surface change rate in 
Christchurch is relatively constant before the 2010 earthquake, where there is a drop due 
to a negative change rate that extends to 2011 due to the aftershock and consequent 
damages. The change in trend appears to start after 2008, but it is due to the missing data 
point for 2009 (because of partial cloud coverage over urban lands in the 2009 image). The 
urban/built-up change trend continues positively after 2011 with a slower rate until 2015 
and then shows a faster rate of urban growth. The general linear trend before the event has 
a slope of 0.0039 and a slope of 0.0026 after the event; however, if the post-event trend is 
calculated after 2011 (the year of aftershock) the slope of linear post-event trend is 0.0051 
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(R2=0.755). The best fitted model (highest R2) for both pre-event and post-event trends are 
linear polynomials, which is probably over fitted dues to small sample size (Appendix D).   
 
Figure 5.2 % urban area change (with 7.71% error variation) 
 
The percent built-up area change is also summarized and presented by districts on 
Figure 5.3. Since these curves depict the percentage of changes in the built-up area, the 
changes for Christchurch city district shows a higher level of change compared with the 
other regions in the study area. Even though, the post-event growth trend for Christchurch 
city is slow until 2015 (slope of 0.0037), which is much lower than its pre-event trend with 
slope of 0.0111, it shows a steep increase after 2015 until 2018 with a slope of 0.0147 that 
has surpassed its pre-event values. Also noteworthy is the growth trend for the Selwyn 
District that shows a higher slope in the recent years (slope of 0.0046) when compared with 
pre-event trend for this district (slope of 0.0011).  
0%
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Figure 5.3 Annual % Urban/built-up Land surface change for Christchurch, New 
Zealand, by Districts 
 
Based on the calculated slopes and the proposed TMDR model, the values for α 
and β are measured for the study area and the districts, summarized in Table 5.2. The value 
of α is lower for Christchurch city district which indicates higher damage in this area. The 
β value after the main shock until present time, is only positive for Selwyn district, but the 
β value stays negative after 2011 (the aftershock) until now, only in Christchurch city 
district meaning this district has not reached the pre-event growth trend (i.e. Still 
recovering) and it is equal to zero for Waimakariri district indicating that it has reached the 
same growth trend as pre-event. The positive values of β for Selwyn and the study area 
refers to higher growth rate in years after the two events. 
Table 5.2 Built-up area change trends and TMDR measures (calculated α and β) for 
after the main shock in 2010 and the aftershock in 2011 (by Districts) 
 
Built-up area change – from pre-event to post-event 
 District/area 
Pre-event 
Slope 
(mpre) 
Post-event 
Slope 
(mpost) 
Earthquake 
year Slope 
(mdrop) 
Alpha 
(α) 
Beta  
(β) 
Post-
Aftershock 
slope (mpost) 
Beta 
(β) 
 Study Area 0.0039 0.0026 -0.0064 -0.0103 -0.0013 0.004 0.0001 
 Waimakariri  0.0017 0.001 -0.0041 -0.0058 -0.0007 0.0016 0 
 Christchurch  0.0111 0.006 -0.0182 -0.0293 -0.0051 0.0082 -0.0029 
 Selwyn  0.0011 0.0017 -0.0007 -0.0018 0.0006 0.0033 0.0022 
 
0%
2%
4%
6%
8%
10%
2000 2002 2004 2006 2008 2010 2012 2014 2016 2018
Year
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Additionally, the calculated α and β for Ward divisions is mapped to visualize the 
distribution of these indices (Figure 5.4). The distribution of Alpha shows where higher 
impacts from the shocks are detected and the Beta distribution shows the areas that are 
reaching pre-event conditions (light green), have surpassed the pre-event (dark green) or 
have lower rate of growth than pre-event (pink). 
 
Figure 5.4 The calculated Alpha α and Beta β for Christchurch, New Zealand (by 
Wards) 
 
For the space-time analysis of the temporal data by ward divisions, the Prospective 
analysis of space-time permutation was run in SaTScan. The latitude and longitude of the 
Wards’ centroids are chosen for running the analysis. Additionally, a Poisson analysis is 
chosen for applying the effect of population on the temporal data, by applying the 
population values from 2006. The space-time permutation results from both pre-event and 
post-event data shows a cluster in Selwyn Central Ward and one around Christchurch, but 
the third cluster has changed from a cluster in Coastal Ward pre-event to Springs Ward 
post-event (Figure 5.5). On the other hand, by accounting for the population differences, 
the Poisson analysis shows two clusters of rather coastal and non-coastal trends of built-up 
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area growth pre-event, and two clusters of Christchurch area and suburbs on the eastern 
side around town of Rolleston post-event.  Regardless of the type of analysis, the built-up 
area change in the area of city of Christchurch seems to form one pattern/ cluster and the 
suburbs constitute the other pattern. The northern wards covering Rangiora and Woodend 
follow a similar pattern with northern Christchurch wards pre-event but do not show a 
significant change post-event, which is also highlighted in the Moran’s I test results. 
 
 
 
Figure 5.5 Poisson and Space-time SatScan analysis results for pre-event and post-
event built-up area change through time 
 
The bivariate local Moran’s I cluster analysis with GeoDa, for the clustering from 
pre-event to post-event changes, shows a relatively different perspective on the changes. 
The central part of Christchurch city and Harewood ward on northern side show significant 
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changes in the built-up areas after the earthquake in the 2003-2011 and 2010-2011 analysis 
(p<0.01), with higher and lower percentages compared to other regions, respectively 
(Figure 5.6). The Central Ward of Christchurch has the highest significant change both in 
the 2011 to 2018 timeframe and in the 2003 to 2018 (p<0.05), while the Kaipoi-Woodend 
Ward on the northern side has the lowest change in the same time frames (p<0.01). 
Bivariate local Moran’s I results 
2003-2011 (Moran’s I = 0.123) 
  
  
2010-2011 (Moran’s I = 0.243) 
  
  
2011-2018 (Moran’s I = 0.126) 
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Bivariate local Moran’s I results 
  
2003-2018 (Moran’s I = 0.244)  
  
 
Figure 5.6 Bivariate local Moran’s I results 
 
The three clustering tests and TMDR results, show a higher growth rate in central 
Christchurch (which also had higher impact from the event) but still catching up with pre-
event trends. The northern side around Woodend has a relatively slower growth rate, but 
almost catching up with pre-event trends. 
5. 1. 2  Demographic and socio-economic change 
Since the population data analysis is limited by data availability from census years, 
the exact differentiation of growth trends pre-event and post-event is unattainable but a 
time frame of pre-event to after the earthquake change, and post-event change is available. 
A comparison of population change from 2006 to 2013 with population change rate from 
2013 to 2018 indicate High-High clusters in Selwyn and Ellesmere Wards (p<0.05), and 
Springs and Hornby Wards (p<0.01) that refer to relatively higher population growth rate 
in these regions in both time frames (Figure 5.7), while the Low-Low clusters are detected 
in Burnwood, Innes, Fendalton, Papanui, and Central Wards which show lower population 
growth rates in the central Christchurch area (p<0.05). However, the pattern of population 
density change is rather similar for Low-Low clusters but different for High-High clusters 
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which extends to the western part of the study area and covers Malvern, Rangiora-Ashley, 
Oxford, and Selwyn wards. These results indicate a relatively higher population growth in 
Selwyn Ward and lower population growth rate in central Christchurch.   
Bivariate local Moran’s I results – Population 
2006-2013 / 2013-2018 (Moran’s I = 0.371) 
  
Bivariate local Moran’s I results – Population Density 
2006-2013 / 2013-2018 (Moran’s I = 0.325) 
  
 
Figure 5.7 Bivariate local Moran’s I results (population and population density) 
 
The change in median age from 2006 to 2013 compared with 2013 to 2018 (Figure 
5.8), is not significant for most of the study area but has a generally negative association 
(Moran’s I=-0.137), with one High-High cluster in Halswell Ward (indicating higher 
increase in median age in this region in both time-frames), and two High-Low outliers in 
Coastal and Linwood Wards that shows lowered median age increase rate in recent years 
(p<0.05). 
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Bivariate local Moran’s I results – Median Age 
2006-2013 / 2013-2018 (Moran’s I = -0.137) 
  
 
Figure 5.8 Bivariate local Moran’s I results (Median age) 
 
The bivariate analysis of population change and built-up area change from pre-
event to post-event (Moran’s I = -0.258) shows Low-High outliers in Riccarton and Central 
Wards (p<0.05), representing lower population growth and higher built-up area growth 
compared with other Wards; with High-Low outliers in Kaipoi-Woodend and Rangiora-
Ashley Wards that indicates higher population growth rate and slower built-up area growth 
(p<0.05) (Figure 5.9). The association between median age change and built-up area 
change has similar pattern of clustering with Moran’s I of -0.211. Also, the same pattern 
of association is observed for population density and built-up area change trends (Moran’s 
I= -0.213). 
Bivariate local Moran’s I results – Population vs. Built-up area 
Pre-to Post-event population growth vs. Built-up area growth (Moran’s I = -0.258) 
  
 
Figure 5.9 Bivariate local Moran’s I results (Population vs. Built-up area) 
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The economic and infrastructure indicators of median income, unemployment, and 
no access to telecommunication that were presented in the countries’ chapter, are not 
available for after 2013, hence the pre-to post-event trends comparison is not an option. 
However, the variables of Districts and Wards compared with the Canterbury region and 
New Zealand are not statistically significant (z-scores test) showing that these indicators 
are close to the region and country’s mean values in those years. The unemployment rate 
is higher in the 2013 census relative to the 2006 census for the districts and New Zealand 
as well. 
The pre-to post-event slopes, and α and β values are calculated for population 
change and median age change trends (Table 5.3). The α value for population change is 
only positive for the Ashburton district (i.e. growing population), and negative for other 
districts indicating that in the time frame of 2006 to 2013 (pre-event to two-year after the 
earthquake) the population growth rate has declined. However, the β value, which is the 
difference between pre-event (2001-2006) and post-event (2013-2018) trends, is positive 
for all districts and shows that population growth trend post-event has caught up with pre-
event conditions. On the other hand, the change in median age after the earthquake (α 
value) shows an increase in Christchurch and the study area, while it has a declining trend 
post-event in comparison with pre-event rate that means the median age is increasing at a 
lower rate in recent years (compared to pre-event). 
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Table 5.3 Slope of population change and median age change trends and the 
calculated α and β, Christchurch, New Zealand 
 
Population change – from pre-event to post-event   
 District/area 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha  
(α) 
Beta  
(β) 
 Study Area 0.0187 0.0237 0.0047 -0.014 0.005 
 Waimakariri  0.0321 0.0381 0.0239 -0.0082 0.006 
 Christchurch  0.015 0.0161 -0.0029 -0.0179 0.0011 
 Selwyn  0.0466 0.0716 0.0465 -0.0001 0.025 
 Ashburton 0.0152 0.0153 0.0191 0.0039 0.0001 
Median age change – from pre-event to post-event   
 District/area 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha  
(α) 
Beta  
(β) 
 Study Area 0.0066 -0.0032 0.0069 0.0003 -0.0098 
 Waimakariri  0.0123 0.0033 0.0115 -0.0008 -0.009 
 Christchurch  0.0039 -0.0078 0.0086 0.0047 -0.0117 
 Selwyn  0.0091 -0.0057 0.0074 -0.0017 -0.0148 
 Ashburton 0.0015 -0.0035 0.0004 -0.0011 -0.005 
The change in unemployment rate from pre-event to post-event indicates a 
decreasing trend in employment rate pre-event, but the change in unemployment rate is 
increasing post-event (Table 5.4). The unemployment rate in Selwyn district is lowered in 
recent years but the other districts follow an increasing trend until 2018. 
Table 5.4 Slope of unemployment rate change trends and the calculated α and β, 
Christchurch, New Zealand 
 
Unemployment rate change – from pre-event to post-event   
 District/area 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha  
(α) 
Beta  
(β) 
 Study Area -0.062 0.034 0.0289 0.0909 0.096 
 Waimakariri  -0.0628 0.0455 0.0311 0.0939 0.1083 
 Christchurch  -0.0603 0.0232 0.0151 0.0754 0.0835 
 Selwyn  -0.605 0.0152 0.0341 0.6391 0.6202 
 Ashburton -0.0658 0.0571 0.0472 0.113 0.1229 
 
5. 1. 3  Summary results 
Since there are only four Districts in the study area, the sample is too small for 
running regression. However, there are 19 Wards (even though a small sample), that could 
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be used for running regression tests. An Ordinary Least Squares (OLS), and Exploratory 
regression was tested in ArcGIS with the calculated Beta as dependent variable, and the 
available indicators and calculated Alpha α as independent variables. The variance inflation 
factors (VIF), the correlation test (multicollinearity), is higher for population density 
change and population change (VIF = 11.7) which shows high collinearity and unsuitability 
of these indicators as predictors in the regression modeling. Two variables of Alpha and 
median age change have a lower VIF (less than 2.3) that shows lower correlation with Beta. 
The stepwise regressions were also tested for these variables in SPSS that shows 
Alpha explains about 34% of the Beta values. The regression for Beta β as dependent 
variable and Alpha as the independent variable, has a R2 of 0.340 (Adjusted R2 =0.301, 
Sig. 0.009), and did not show an issue with collinearity (Durbin-Watson = 1.293). The 
expression is as below: 
β (Beta Built-up) = 0.002 + 0.159 * α (Alpha Built-up) ± error 
The measure Alpha and Beta values are summarized in Table 5.5 for a relative view 
on the recovery dynamics by districts. The increase in the unemployment rate compared to 
pre-event conditions has a reverse impact on the recovery process, and the decrease in the 
median age change rate shows a relatively younger population that would require a further 
study to decide if it is a positive or negative impact on the recovery. However, the 
population growth rate has increased compared with pre-event trends, the total population 
numbers also show an increase, but as was observed in the Ward-level data, the population 
in Central and Coastal Wards in Christchurch are still lower than pre-event. The built-up 
area change trends also showed that Christchurch district is still recovering, while other 
districts have relatively recovered. 
120 
Table 5.5 Summary of Alpha and Beta values for Districts, Christchurch 
 
Districts 
Alpha  Beta  
Built-
up Pop 
Median 
Age Unemployed 
Built-
up Pop 
Median 
Age Unemployed 
Study Area -0.010 -0.014 0.000 0.091 0.000 0.005 -0.010 0.096 
Waimakariri  -0.006 -0.008 -0.001 0.094 0.000 0.006 -0.009 0.108 
Christchurch  -0.029 -0.018 0.005 0.075 -0.003 0.001 -0.012 0.084 
Selwyn  -0.002 0.000 -0.002 0.639 0.002 0.025 -0.015 0.620 
Ashburton 0.000 0.004 -0.001 0.113 0.000 0.000 -0.005 0.123 
Colors’ 
Guide 
<Mean >Mean     Beta <0 Beta=0 Beta >0   
 
5. 2 Chile 
5. 2. 1  Land surface change 
The urban land surface change trends are mapped and calculated by communes 
(Comuna) divisions and summarized for the study region as well. The maps in Figure 5.10 
show the areas detected as urban/non-urban for before and after the earthquake. Since the 
study area is very large, the area near Concepcion is shown for visualization. The purple 
areas show the new developments after the earthquake (The non-damaged areas detected 
in 2011 are removed here for visualization) while the orange areas depict areas that have 
not been constructed again (areas used to be urban). The comparison of areas in 
Concepcion shows minimal areas that have not been reconstructed and more growth around 
the city in recent years. 
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(a) (b) 
 
Figure 5.10 Urban Development for Concepcion, Chile for (a) pre-event years (with 
event year), and (b) post-event  
 
The following chart (Figure 5.11) show the variation of urban area change by 
percentage area change (Pre-event and post-event charts are in Appendix D). The 
maximum error detected from overall accuracy assessment for Chile, was 5.75% error and 
that has been used in the charts to show the maximum extent of variability in the estimated 
surface change. The urban surface change curves are calculated from the differences of 
each year to its previous year in pixels unit for the study region. The curves show a drop in 
2009 and the reason is that the imagery for the year of earthquake (2010) is removed due 
to quality issues and extensive cloud coverage over built-up areas, which would have 
skewed the results. Therefore, the drop is depicting the change in urban growth trends after 
the earthquake. The pre-event trends appear to become stable right before the earthquake 
(up until 2009), while the post-event trend shows a higher rate in growth after 2016 until 
present time. The highest R2 from all fitted trends for both pre-event and post-event data is 
122 
linear polynomial (Appendix D). The simple linear trends shows a higher rate of growth 
after the event with 0.0038 slope in comparison with pre-event trend (slope of 0.0018). 
 
Figure 5.11 % urban area change (with 5.75% error variation) 
 
The built- up area percent change results are summarized by Regions’ boundaries 
and presented in the following curve (Figure 5.12), which shows the drastic difference in 
percentage area change between Santiago and other regions, through time. The slope of 
pre-event built-up area change is 0.6734 for Santiago, and it increases to 1.2949 for post-
event trend that shows a higher growth rate in the time-period of after the earthquake until 
present time. 
 
 
Figure 5.12 Annual % Urban/built-up Land surface change for Chile, by Regions 
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The calculated slopes, TMDR’s α and β values in Table 5.6 show that nine years 
after the event, the built-up area growth rate has caught up with pre-event trends in all 
regions but only still below the pre-event dynamics in Coquimbo (β=-0.0001). The value 
of α indicates a higher impact from the earthquake in Santiago (α=-4.6243), followed by 
Bio-Bio (α=-0.3395) and Valparaiso (α=0.2842). 
Table 5.6 Slope of built-up area change trends and the calculated α and β, Chile 
 
Built-up area change – from pre-event to post-event   
 Region/area 
Pre-event 
Slope 
(mpre) 
Post-event 
Slope 
(mpost) 
Earthquake 
year Slope 
(mdrop) 
Alpha 
(α) 
Beta  
(β) 
 Study Area 0.0018 0.0038 -0.0066 -0.0084 0.002 
 Atacama 0.001 0.0019 -0.0017 -0.0027 0.0009 
 Coquimbo 0.0019 0.0018 0 -0.0019 -0.0001 
 La Araucania 0.0215 0.0523 -0.0711 -0.0926 0.0308 
 Los Lagos 0.0004 0.0026 -0.0047 -0.0051 0.0022 
 Valparaiso 0.0745 0.136 -0.2097 -0.2842 0.0615 
 Bio-Bio 0.0722 0.1915 -0.2673 -0.3395 0.1193 
 Libertador Bernardo O'Higgins 0.0268 0.0874 -0.0323 -0.0591 0.0606 
 Maule 0.0287 0.1006 -0.1064 -0.1351 0.0719 
 Region Metropolitana de Santiago 0.6734 1.2949 -3.9509 -4.6243 0.6215 
 
Additionally, the calculated α and β for commune divisions is mapped to visualize 
the distribution of these indices (Figure 5.13). The distribution of Alpha shows that 
majority of area had been impacted by the earthquake (with higher impact near Santiago), 
and the Beta distribution shows the areas that are reaching pre-event conditions (light 
green), have surpassed the pre-event (dark green) that is seen for most of the study region, 
or have lower rate of growth than pre-event (pink). 
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Figure 5.13 The calculated Alpha α and Beta β for Chile (by Communes) 
 
For the Monte-Carlo space-time analysis of the temporal data by Comune divisions, 
the Prospective analysis of space-time permutation and a Poisson analysis (with base 
population of 2002 census) was run in SatScan. The latitude and longitude of the Comunes’ 
centroids are chosen for running the analysis. The space-time permutation results for pre-
event data depict two clusters, one more concentrated on the northern part of the study area 
near Valparaiso, and the other covering mid-and southern parts (Figure 5.14). The space-
time permutation result for post-event, depicts four clusters, one on the north side near 
Valaparaiso and Santiago, one cluster by the city of Talca, the other in the central part of 
the study area near Pichilemu and Constitucion, and the last cluster in the southern part 
covering from Concepcion and Chilan to Temuco. To account for the differences in 
population, a space-time Poisson analysis illustrate another view on the clusters, where it 
shows a rather similar clustering before and after the event, highlighting three clusters for 
pre-event and post-event: one cluster around Valpariso, one cluster around Santiago, and 
the third cluster covering all other regions. 
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Figure 5.14 Poisson and Space-time SatScan analysis results for pre-event and post-
event built-up area change through time 
 
The bivariate local Moran’s I test results in GeoDa show a significant higher growth 
rate near Santiago in recent years after the event (p<0.001) both in 2001 to 2019 and in 
2011 to 2019 comparisons (Figure 5.14). This same region is marked as High-Low in the 
2001 to 2011 analysis, which indicate both the impact of earthquake damage in this area, 
and the urban growth/sprawl around this area since it is a High-High cluster in recent years 
(i.e. significantly higher change than the neighboring areas). The post-event analysis results 
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of both 2001 to 2019 and 2011 to 2019, depict clusters of Low-Low near cities of Talca 
and Curico (p<0.01) that imply relatively lower built-up growth rate in recent years. 
Bivariate local Moran’s I results 
2001-2011 (Moran’s I = -0.451)  
  
2011-2019 (Moran’s I = -0.446)  
  
2001-2019 (Moran’s I = 0.757)  
  
 
Figure 5.15 Bivariate local Moran’s I results 
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According to the results of the three type of clustering analysis, the area near 
Santiago has the highest change in built-up growth in recent years after the event, compared 
with other parts of the study area. The periphery of Santiago has the highest growth, 
followed by Valparaiso, while other parts of the study area have relatively lower growth in 
the time-frame of post-event. 
5. 2. 2  Demographic and socio-economic change 
The population change trends pre-event (1992-2002) compared with pre-event to 
post-event (2002-2017) indicate High-High cluster around Santiago, Valparaiso, and 
Talca, indicating higher population increase in these areas both pre-event and post-event 
(Figure 5.16). The Low-High outliers are near Talca in San Clemente and Pencahue, 
referring to an increase in population growth rate in recent years. The Low-Low clusters 
are around Malleco province in the south and Ñuble province in the central part, showing 
relatively lower rates of population growth in these areas pre-event and post-event.  
Bivariate local Moran’s I results – Population 
1992-2002 / 2002-2017 (Moran’s I = 0.258) 
  
 
Figure 5.16 Bivariate local Moran’s I results (Population) 
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The bivariate local Moran’s I analysis of change in median age from 1992 to 2002 
compared with 2002 to 2017 shows High-High clusters in Cardenal Caro, Ñuble, and 
Cautín provinces (p<0.005) that represents higher median age increases in pre- and post-
event trends in these regions (Figure 5.17). The pattern of dwellings change in 1992 to 
2002 trend, compared with 2002 to 2017 trend indicates a clustering around Talca, similar 
to the population change trend in this area (Figure 5.18). The relatively higher number of 
dwellings are observed around Santiago and Talca. 
Bivariate local Moran’s I results – Median Age 
1992-2002 / 2002-2017 (Moran’s I = 0.227) 
  
 
Figure 5.17 Bivariate local Moran’s I results (Median age) 
 
Bivariate local Moran’s I results – Dwellings 
1992-2002 / 2002-2017 (Moran’s I = 0.149) 
  
 
Figure 5.18 Bivariate local Moran’s I results (Dwellings) 
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The building type analysis for Mobile homes and Apartments using spatial lag, in 
GeoDa, depicts the change in trends for these building types that is complementary to the 
built-up area change results (Figure 5.19). The change rate from 1992 to 2002, is correlated 
with the change from 2002 to 2017 for apartment buildings (Moran’s I=0.642) but the 
association is less strong for mobile homes (Moran’s I=0.105). A Low-Low cluster is 
detected for both apartments and mobile homes around Bio-Bio province, and particularly 
Los Angeles. The High-High clusters are detected in mobile homes change trends in Olivar, 
San Pedro, and La Estrella (i.e. higher rates of mobile homes pre-event and post-event), 
and Low-High outliers in Pichilemu, Navidad, and Rancagua that refers to higher rates of 
mobile homes in recent years compared with pre-event.  
The bivariate analysis of population change and built-up area change from pre-
event to post-event (Moran’s I=0.047), shows similar patterns of clustering with dwellings’ 
change and built-up area change (Moran’s I=-0.051) (Figure 5.20). The High-High clusters 
in Santiago show increasing population and built-up area growth in this region (p<0.001), 
which is further highlighted with Low-High outliers around it (p<0.01) that represents 
relatively higher built-up growth than population growth on the city margins. The Low-
Low clusters indicate relatively lower population and built-up area growth that is seen 
around Curepto (in Talca), Sagrada Familia (in Curico) in Región del Maule, Contulmo 
and Nacimiento in Región del Bío-Bío, and Victoria, Lumaco, Carahue, Angol, and 
Perquenco in Región de La Araucanía. On the other hand, the High-Low outliers present 
relatively higher population growth with lower built-up area growth, which is seen in 
Molina (in Curico) in Región del Maule, Pichilemu (in Cardenal Caro), Santa Cruz (in 
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Colchagua), San Vicente (in Cachapoal), Cabrero and Los Angeles (in Bio-Bio), and 
Temuco (in Cautin). 
Bivariate local Moran’s I results - Apartments 
1992-2002 / 2002-2017 (Moran’s I = 0.642) 
  
Bivariate local Moran’s I results – Mobile homes 
1992-2002 / 2002-2017 (Moran’s I = 0.105) 
  
 
Figure 5.19 Bivariate local Moran’s I results (Apartments and mobile homes) 
 
Bivariate local Moran’s I results – Population vs. Built-up area 
Pre-to Post-event population growth vs. Built-up area growth (Moran’s I = 0.047) 
  
 
Figure 5.20 Bivariate local Moran’s I results (Population vs. Built-up area) 
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The change in median age has a slight inverse correlation with built-up area change 
from pre-event to post-event (Moran’s I= -0.409). The Low-High outliers are observed 
around Santiago (p<0.001) showing a relatively lowered median age and increased built-
up area, representing a younger growing metropolitan area (Figure 5.21). The High-Low 
outliers around Pichilemu, Santa Cruz, and Cabrero (p<0.05) are similar to the outliers 
from population change that refers to increasing population and increasing median age in 
these communes but the built-up area has relatively lower growth. However, the High-Low 
outliers in Curepto in Talca, Sagrada Familia in Curico, Bulnes and El Carmen in Ñuble, 
and several communes in the southern part in Región de La Araucanía, show higher median 
age and lower built-up area growth, with lower population clusters, that might indicate 
relatively less population growth and increasing age of residents. Due to the time frame of 
census years, the division of pre-event versus post-event trend changes is not detectable 
(1992 to 2002 is pre-event, but 2002 to 2017 extends from pre-event to post-event), hence 
the α and β values are not calculated for these indicators. 
Bivariate local Moran’s I results – Median age vs. Built-up area 
Pre-to Post-event Median age growth vs. Built-up area growth (Moran’s I = -
0.409) 
  
 
Figure 5.21 Bivariate local Moran’s I results (Median age vs. Built-up area) 
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5. 2. 3  Summary results 
Since there are 187 communes in this study region, the sample size was appropriate 
for running a regression analysis (As opposed to other cases, where study area is smaller 
and number of divisions are lower than 10). An Ordinary Least Squares (OLS), and 
Exploratory regression was tested in ArcGIS with the available indicators and calculated 
Alpha α as independent variables. The dependent variable is the calculated Beta β, but the 
association was also tested for the built-up area change after the earthquake as the 
dependent variable. Both regressions and different combination of independent variables 
did not show significant predictors with the available indicators, except for Alpha. The 
variance inflation factors (VIF) - to test correlation (multicollinearity) - for all indicators 
are less that 1.7 (low correlation). The stepwise regressions were also tested for these 
variables in SPSS that shows Alpha explain about 56% of the Beta values. The regression 
for Beta β as dependent variable and Alpha as the independent variable, has a R2 of 0.566 
(Adjusted R2 =0.564, Sig. 0.00), and did not show an issue with collinearity (Durbin-
Watson = 2.301). The regression expression is:  
β (Beta Built-up) = 0.002 - 0.074 * α (Alpha Built-up) ± error 
The inclusion of median age change raises the R2 to 0.583 (Sig. 0.007), and the 
addition of percent mobile homes further increases R2 to 0.595 (Sig. 0.023). These 
additions do not significantly change the model quality since the increase in R2 is 
associated with less level of significance. Since the availability of socio-economic data was 
limited and the infrastructure and institutional indicators were not available for the 
communes scale, it is possible that there are other predictors, and with data availability the 
associations can be tested. 
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5. 3 Italy, L’Aquila 
5. 3. 1  Land surface change 
The urban land surface change trends are mapped and calculated by communes 
(Comuni) divisions and summarized for the study region as well. The maps below (Figure 
5.22) show the areas near city of L’Aquila detected as urban/non-urban for before and after 
the earthquake. The year of earthquake is added to visualize the change in urban area after 
the earthquake (in black color). The urban surface change curves are however calculated 
from the differences of each year to its previous year in pixels unit for each district and the 
study region. The built-up are since 2010 is marked in purple and shows further 
development in the eastern part and some reconstruction near downtown areas (Figure 
5.22b). The areas that remained as built-up are removed to only show new development in 
purple and the areas that have not been built back in orange. This shows that some areas in 
downtown have not been reconstructed yet.  
  
(a) (b) 
 
Figure 5.22 Urban Development for L’Aquila, Italy for (a) pre-event years (with event 
year), and (b) post-event (Derakhshan et al. 2020) 
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The following chart (Figure 5.23) show the variation of urban area change by 
percentage area change (separate pre-event and post-event trends are in Appendix D). The 
maximum error detected from accuracy assessment for L’Aquila, Italy, was 8% error and 
that has been used in the charts to show the maximum extent of variability in the estimated 
surface change. The curve of urban land surface change in shows the positive growth trend 
in built-up area until 2007 and a drop in 2009 due to the earthquake damages. The 2008 
image was removed because of cloud coverage on urban areas; hence there is no data point 
between 2007 and 2009. The urban/built-up change trend is relatively constant until 2013 
and shows a growth trend afterwards. The highest R2 from fitted expressions tested for both 
pre-event and post-event data is cubic polynomial (Appendix D). A comparison of pre-
event versus post-event simple linear trends, indicate a rather similar growth trend for these 
two time frames (slopes of 0.0036 and 0.003). However, the post-event trend from 2013 
until 2018 shows a higher rate with slope of 0.005, which might represent a higher number 
of finished reconstruction projects after 2013 or new developments after this year. 
 
Figure 5.23 % urban area change (with 8% error variation) 
 
The TMDR model’s α and β values are calculated based on the pre-event and post-
event slopes, and the slope of earthquake year that is -0.0081. The α value is -0.0117, and 
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β is -0.0006 that shows the post-event trend has not caught up with pre-event built-up 
growth dynamics. However, if β is measured for the post-event trend from 2013 until 2018, 
then it will be 0.0014 that shows in more recent years the growth trend has reached and 
surpassed the pre-event built-up are growth rate. The calculated α and β for comuni 
divisions is mapped to visualize the distribution of these indices (Figure 5.24). The 
distribution of Alpha shows the relative impact of earthquake in the rate of growth, and the 
Beta distribution shows the areas that are reaching pre-event conditions (light green), have 
surpassed the pre-event (dark green) that also covers the city of L’Aquila, or have lower 
rate of growth than pre-event (pink). 
 
Figure 5.24 The calculated Alpha α and Beta β for L’Aquila, Italy (by Comuni) 
 
For the space-time analysis of the temporal data by Comuni divisions, the 
Prospective analysis of space-time permutation and a Poisson analysis (with base 
population of 2012 census) was run in SatScan. The latitude and longitude of the Comunes’ 
centroids are chosen for running the analysis. The Monte-Carlo space-time permutation 
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analysis for both pre-event and post-event data show a cluster around L’Aquila and a 
cluster around Avezzano in the south; however, the other parts of the region are in one 
cluster pre-event that is divided in three clusters post-event (Figure 5.25). Accounting for 
the population disparities in the communes, the Poisson analysis shows one cluster 
covering L’Aquila’s eastern side towns -both pre-event and post-event-, and one other 
cluster around Abruzzo in the south, only post-event. Regardless of the analysis type, a 
cluster appears near Avezzano in the south, and a cluster on the eastern side of L’Aquila 
showing different growth patterns in these regions. 
 
 
 
Figure 5.25 Poisson and Space-time SatScan analysis results for pre-event and post-
event built-up area change through time 
 
137 
The Moran’s I test results (run in GeoDa) only show one cluster of Low-Low in 
Cerchio (p<0.01) for pre-event to earthquake year change test (2003-2009). The post-event 
tests for both 2009 to 2018 and 2003 to 2018, highlight clusters and outliers on the southern 
part of the study area, with a High-High cluster around Pescina (p<0.05), and clusters of 
Low-Low around Sirente-Velino Regional Park that shows relatively lower built-up 
growth rate in this region. 
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Bivariate local Moran’s I results 
2003-2009 (Moran’s I = 0.074)  
  
  
2009-2018 (Moran’s I = 0.003)  
  
  
2003-2018 (Moran’s I = 0.213)  
  
 
Figure 5.26 Bivariate local Moran’s I results 
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The results from all the clustering tests, depict three built-up area change patterns. 
On is around L’Aquila, one around Avezzano, and one covering the mountainous towns 
and the regional park recreational area. 
5. 3. 2  Demographic and socio-economic change 
The population change from 2012 to 2018 indicates Low-Low clusters on the 
eastern side of L’Aquila that shows lower population in the two time windows, and Low-
High outliers on the western side of L’Aquila indicating higher population growth in recent 
years (Figure 5.27). 
Bivariate local Moran’s I results – Population 
Post-event 2012-2018 (Moran’s I = -0.108)  
  
 
Figure 5.27 Bivariate local Moran’s I results (Population) 
 
A bivariate analysis of population growth rate post event (2012-2018) and built-up 
area change results (2018), shows no significant autocorrelation (Moran’s I=0.081), with 
High-High cluster near Avezzano in the southern side (p<0.001), and Low-Low cluster 
around Navelli on western side of the study area (p<0.05) (Figure 5.28). 
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Bivariate local Moran’s I results – Population vs. Built-up area 
Post-event population growth vs. Built-up area growth (Moran’s I = 0.081) 
  
 
Figure 5.28 Bivariate local Moran’s I results (Population vs. Built-up area) 
 
The slope of change in annual households’ income in Abruzzo pre-event is 0.0146 
and for post-event it is 0.0077, with a slope of -0.0856 in the year of earthquake. Thus, the 
calculated β is -0.0069, and the value of α is -0.1002 (data from 2003 to 2016). However, 
the rate of growth in the income values in more recent years is higher, and a comparison 
of trends indicates that after 2014 the β value becomes positive (β=0.0095 for post-event 
from 2014 to 2016). In other words, the income growth trend in Abruzzo has reached the 
pre-event trend after 2014, five years after the earthquake.  
Since the majority of indicators were only available for the province of L’Aquila 
(not available for the comuni level),  the test of z-scores calculated for the selected available 
variables compares L’Aquila values to the wider Abruzzo and Italy averages, indicating 
that two years after the earthquake (census 2011), majority of indicators are not 
significantly different for L’Aquila (Table 5.7). The analysis indicates significantly lower 
number of illiterates (p<0.1) and lower dependency ratio (p<0.05) in L’Aquila in 
comparison with Abruzzo regions, which might be due to the presence of University of 
L’Aquila and being a college town.  
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Table 5.7 Z-scores of available calculated variables from census 2011 data for 
L’Aquila 
 
Component Variable 
L'Aquila vs. 
Abruzzo (Z-score) 
L'Aquila vs. 
Italy (Z-score) 
Socio-
Economic 
Dependency ratio -2.000** -1.433 
Median Age -0.755 -0.228  
% employed in industry -0.661 -0.344  
% employed in agriculture, 
forestry and fishing 
0.073 -0.089 
 
% employed in service sector 0.917 -0.229  
% illiterate -1.798* -0.405  
% Unemployed -1.377 -0.038 
Housing People Per Unit -1.484 0.109 
Institutional Social security recipients 0.327 1.663* 
* (p<0.1); ** (p<0.05) 
5. 3. 3  Summary results 
Since there are 48 communes in this study region and only two available 
independent variables (Alpha and population change), the sample size was appropriate for 
running a regression analysis. An Ordinary Least Squares (OLS), and the exploratory 
regression was tested in ArcGIS. The regression for Beta β as dependent variable had a R2 
of 0.287 (Adjusted R2 =0.255, Sig. 0.001), but did not show an issue with collinearity 
(Durbin-Watson = 1.114). The sign of coefficients for variables indicate inverse relation 
with population change (-.003) and Alpha (-0.33), and they both have VIF values of 1.007, 
which does not show multicollinearity. With more data availability for other indicators, the 
predictor variables would be better investigated. 
The stepwise regression analysis in SPSS only highlights Alpha as the predictor, 
but still has a low R2 of 0.286 (Adjusted R2 =0.271, Sig. 0.000), with expression below: 
β (Beta Built-up) = 0.002 - 0.331 * α (Alpha Built-up) ± error 
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5. 4 China 
5. 4. 1  Land surface change 
The urban land surface change trends are mapped and calculated for the study are 
from pixel-level data. Since the study area is very large, only Chengdu region is shown for 
depiction of changes in built-up surface from before to after the earthquake (Figure 5.29). 
The black colored areas are built-up area detected after the earthquake (i.e. non-damaged) 
and the green spots are built-up areas detected before the earthquake (i.e. damaged). On 
the other map, the purple areas show new developments after the earthquake, while orange 
areas show the areas that have not been built back (the non-damaged areas detected in 2009 
are removed for visualization). According to the Figure 5.29, there are very few spots that 
have not been built back up and the city has expanded with indication of urban sprawl. 
  
(a) (b) 
 
Figure 5.29 Urban Development for Chengdu, China for (a) pre-event years (with 
event year), and (b) post-event  
 
The following chart (Figure 5.30) show the variation of urban area change by 
percentage area change (Separate pre-event and post-event trends are presented in 
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Appendix D). The maximum error detected from accuracy assessment for China was 
6.75% error and that has been used in the charts to show the maximum extent of variability 
in the estimated surface change. The growth trends in both pre-event and post-event time 
frames show a high rate of growth, which is only at a lower rate after the earthquake from 
2009 to 2014. The highest R2 from fitted expressions test resulted in a linear polynomial 
for pre-event and a cubic polynomial for post-event, which are marked on the curves in 
Appendix D. The simple linear trend from pre-event shows a slope of 0.0094, while the 
post-event trend has a slope of 0.0042 and depicts a slower growth trend after the 
earthquake. However, the post-event data from 2014 to 2019 has a higher rate with a slope 
of 0.008 that might indicate a higher number of completed projects or new developments 
in more recent years. 
 
Figure 5.30 % urban area change (with 6.75% error variation)  
 
A summary of percent change in built-up area by prefectures boundaries, shows a 
relatively similar pattern of change. However; the changes in Chengdu are much more than 
other regions (Figure 5.31).  
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Figure 5.31 Annual % Urban/built-up Land surface change for China by Prefectures 
 
The calculated α and β from pre-event and post-event slopes, indicate a higher 
impact on built-up area growth rate in Chengdu (α = -0.278), followed by Mianyang and 
Deyang prefectures that can be explained by their location near the epicenter (Table 5.8). 
Additionally, the β values for Ngawa and Guangyuan prefectures are positive, meaning 
they have reached the pre-event growth trend, while the β values for other prefectures are 
negative that refer to a lower rate of built-up growth in recent years than pre-event. 
Table 5.8 Slope of built-up area change trends and the calculated α and β, China 
 
Built-up area change – from pre-event to post-event   
 Prefectures/area 
Pre-event 
Slope 
(mpre) 
Post-event 
Slope 
(mpost) 
Earthquake 
year Slope 
(mdrop) 
Alpha 
(α) 
Beta  
(β) 
 Study Area 0.0094 0.0043 -0.0161 -0.0255 -0.0051 
 Ngawa Tibetan and Qiang 0.0025 0.0051 -0.0071 -0.0096 0.0026 
 Chengdu 0.205 0.0708 -0.073 -0.278 -0.1342 
 Deyang 0.0475 0.0262 -0.0215 -0.069 -0.0213 
 Guangyuan 0.011 0.0124 -0.0015 -0.0125 0.0014 
 Mianyang 0.0544 0.0128 -0.0299 -0.0843 -0.0416 
 Longnan 0.0278 0.0185 -0.0264 -0.0542 -0.0093 
 
The calculated TMDR’s α and β are mapped to visualize the distribution of these 
indices by both county and prefectures divisions (Figure 5.32). The distribution of Alpha 
0%
50%
100%
150%
200%
1999 2001 2003 2005 2007 2009 2011 2013 2015 2017 2019
Year
% Change in Built-up Area, By Prefectures, China
Ngawa Tibetan and Qiang Chengdu Deyang Guangyuan Mianyang Longnan
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shows the relative impact of earthquake, and the Beta distribution shows the areas that are 
reaching pre-event conditions (light green), have surpassed the pre-event (dark green), or 
have lower rate of growth than pre-event (pink). Two divisions of county and prefectures 
are mapped to show the variation in classification once the level of aggregation is changed. 
 
 
Figure 5.32 The calculated Alpha α and Beta β for Sichuan, China (by county-top/ by 
prefectures-bottom) 
 
For the space-time analysis of the temporal data by county divisions, the 
Prospective analysis of space-time permutation and a Poisson analysis (with base 
population of 2000 census) was run in SatScan. The latitude and longitude of the counties’ 
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centroids are chosen for running the analysis. The space-time permutation clustering result 
shows a cluster around Chengdu, pre-event and post-event; however, the other parts of the 
study area are clustered together pre-event, and divided post event to Deyang/Mianyang 
and Guangquan/Longnan clusters (Figure 5.33). Once population is added to the analysis 
in a space-time Poisson model, the results for both pre-event and post-event tests, depict 
one cluster covering Chengdu, Deyang, and Mianyang.  
 
 
Figure 5.33 Poisson and Space-time SatScan analysis results for pre-event and post-
event built-up area change through time 
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Additionally, the results of bivariate local Moran’s I (run in GeoDa) provide 
complementary view on the change trends. The Low-Low clustering is seen on Wenchuan 
and Chongzhou counties, showing relatively lower built-up growth rate in these counties 
that can be explained as the epicenter of earthquake was in Wenchuan (Figure 5.34). Two 
counties of Chengdu and Deyang are marked as Low-High in the 2009-2019 analysis and 
High-High in the 2001-2019 results (p<0.05), which represents the lower rate in 2009 due 
to earthquake and higher growth rate in 2019, catching up with pre-event status. 
Bivariate local Moran’s I results 
2001-2009 (Moran’s I = 0.139)  
  
  
2009-2019 (Moran’s I = 0.022)  
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Bivariate local Moran’s I results 
2001-2019 (Moran’s I = 0.103)  
  
 
Figure 5.34 Bivariate local Moran’s I results 
 
The results from the three clustering analysis of built-up area changes through time, 
indicate a higher growth in Chengdu and Deyang. Compared with other parts of the study 
region the Wenchuan county has a lower growth rate. 
5. 4. 2  Demographic and socio-economic change 
The bivariate analysis of population change trends of pre-event to after the 
earthquake (2000-2010) compared with post-event (2010-2016) do not identify any 
significant clusters (Moran’s I = -0.123). Additionally, the analysis of population growth 
rate pre-to post event (2000-2016) and built-up area change results (2019), shows no 
significant autocorrelation (Moran’s I= 0.155) and no significant clusters or outliers. The 
test of association between population growth post-event (2010-2016) and built-up change 
results post-event (2009-2019) also indicate no significant autocorrelation or clusters 
(Moran’s I= 0.067). 
Since the analysis is dependent on data from census years, the division of pre-event 
versus post-event trend changes is not detectable in this case (2000 to 2010 extends from 
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pre-event to the year after the earthquake, and 2010-2016 is post-event), hence the α and β 
values are not calculated for the population change. However, the post-event trends show 
an increasing growth rate in all prefectures (slopes ranging from 0.0088 in Hanzhong to 
0.0528 in Chengdu and 0.0607 in Guangyuan), instead of Deyang Shi prefecture with -
0.0266 slope of change in population growth rate from 2000-2006 to 2006-2016. 
The test of z-scores calculated for the selected available variables, comparing 
Sichuan values to China averages, shows these indicators are not significantly different for 
Sichuan (Table 5.9). 
Table 5.9 Z-scores of available calculated variables from census 2010 data, Sichuan 
Component Variable Sichuan and China (Z-score) 
Socio-
Economic 
% employed in secondary industry -0.5679 
% employed in extractive industry 0.3961 
% employed in service sector -0.0220  
% Unemployed -0.2367  
% illiterate 0.3280 
Housing % urban population -0.5479  
% Group Housing -0.3549  
Average Family size -0.3326 
Institutional Hospitals per 1000 people 0.2160  
Cultural institutions per 1000 people - 
* (p<0.1); ** (p<0.05) 
5. 4. 3  Summary results 
There are eight prefectures in the study area, thus the sample size is not sufficient 
for running regression models; however, the OLS was tested for Beta value as dependent 
and Alpha and population change as independent values, which shows a high collinearity 
between Beta and population change (VIF = 18.19). The collinearity between Alpha and 
Beta is not high (VIF = 1.003), and a regression between Beta and Alpha has a R2 of 0.40 
(Adjusted R2 =0.30, Sig. 0.091), but since the number of prefectures are only eight, we 
cannot draw conclusions about these associations. If the regression is tested at county level, 
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Alpha is the only independent value, since other indicators were not available at this level, 
and a test between Beta and Alpha does not show a significant relationship (Sig. 0.779, 
R2=0.002). 
5. 5 Iran, Bam 
5. 5. 1  Land surface change 
The urban land surface change trends are mapped and calculated by rural districts 
(Dehestan) divisions and summarized for the study region as well. The maps below (Figure 
5.35) show the areas detected as urban/non-urban for before and after the earthquake. The 
year of earthquake is added to visualize the change in urban area after the earthquake (in 
black color). The black areas represent undamaged and existing built-up surfaces after the 
earthquake in 2003, and the green areas show the pre-existing urban features that were not 
detected as built-up in 2003 (i.e. damaged or demolished). The areas that were not 
demolished in 2003 and remained built-up are subtracted from all years before the 
earthquake to show new development in purple and remaining areas that have not been 
built back in orange. The purple areas are the newly developed built-up areas since 2004 
(a year after the event), which show new constructions in the eastern and southern part of 
Bam. 
151 
  
(a) (b) 
 
Figure 5.35 Urban Development for Bam, Iran for (a) pre-event years (with event 
year), and (b) post-event (Derakhshan et al. 2020) 
 
The following chart (Figure 5.36) show the variation of urban area change by 
percentage area change (pre-event and post-event trends are presented in Appendix D). The 
maximum error detected from accuracy assessment for Bam Iran was 8% error and that has 
been used in the charts to show the maximum extent of variability in the estimated surface 
change. The curves indicate a growth trend until 2003, which drops after the earthquake. 
The post-earthquake trend is rather constant until 2009 and shows growth until 2014, 
followed by an instant increase in growth rate until 2016 but then seems fairly constant 
until 2019. The pre-event growth trend has a slope of 0.0017 that is slightly lower than the 
post-event growth trend with slope of 0.0019. However, the best fitted expression for both 
pre-event and post-event data is a cubic polynomial (higher R2). 
Considering the pre-event and post-event slopes, and the slope of earthquake year 
that is equal to -0.0099, the values of TMDR’s α and β are calculated. The α value is -
0.0116, and β is 0.0002 that shows the post-event trend has caught up with pre-event built-
up growth dynamics. 
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Figure 5.36 % urban area change (with 8% error variation) 
 
The calculated α and β are mapped to visualize the distribution of these indices by 
Dehestan divisions (Figure 5.37). The distribution of Alpha shows the relative impact of 
earthquake, and the Beta distribution shows the areas that are reaching pre-event conditions 
(light green), have surpassed the pre-event (dark green), or have lower rate of growth than 
pre-event (pink) that is seen for the area that covers the city of Bam.  
 
 
Figure 5.37 The calculated Alpha α and Beta β for Bam , Iran (by Dehestan) 
 
For the space-time analysis of the temporal data by Dehestan divisions, the 
Prospective analysis of space-time permutation was run in SatScan. The latitude and 
longitude of the Dehestans’ centroids are chosen for running the analysis. The Poisson 
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analysis was not done since the census data at Dehestan level was not available. There are 
only three Dehestans in the study area, and the pre-event analysis shows three separate 
clusters for each division (Figure 5.38). However, the post-event analysis detects only one 
cluster that covers two Dehestans of Bam and Pakam, which is mainly the city of Bam 
region. The Arg-e-Jadid Dehestan that is not a part of post-event clustering, is an 
industrial/recreational development, hence it might be reason for showing a different 
pattern from the city of Bam. Since there are only three divisions in this case, the Moran’s 
I analysis is not reported as it does not indicate any clustering. 
 
 
Figure 5.38 Space-time SatScan analysis results for pre-event and post-event built-up 
area change through time 
 
5. 5. 2  Demographic and socio-economic change 
The census data from Iran is not available at the smallest level of Dehestan, and 
thus data is analyzed at the Shahrestan level (Shahrestan of Bam) which covers the whole 
study area of Bam. Hence, some of the smaller scale analysis that is performed for other 
cases is not applicable here. The results for the population change trend in the study region 
show a higher population growth rate in recent years, compared to pre-event. The slope of 
population change pre-event (1986-1996) is 0.0307, and the slope post-event (2006-2016) 
is 0.0503, which results in a β value of 0.0196. The population data is limited to the census 
154 
years, thus the population after the earthquake is not available and the value for α could 
not be calculated. However, the value of α can be calculated for the change from pre-event 
to the first available year after the earthquake (2006) that is equal to 0.0093, showing that 
the population growth trend had reached the pre-event conditions three years post-event. 
The percent rural population has a declining slope after the event with value of -0.0029, 
but pre-event data is not available to calculate the trend changes. The median age in 2016 
is 29 but data is missing for other years to calculate the changes.  
According to the calculated z-scores, the indicators for Bam are mostly not 
significantly different from the rest of the province and the wider country (Table 5.10). 
Even though, the results do not indicate a significant difference, the infrastructure 
indicators for Bam are higher than the country’s average, while the institutional indicators 
are less, including the number of hospitals that was one of the main issues raised in 
response to the Bam earthquake. 
Table 5.10 Z-scores of available calculated variables from census 2011 data for Bam 
County 
Component Variable 
Bam vs. Iran 
(Z-score) 
Bam vs. Kerman 
(Z-score) 
Socio-
Economic 
% Age dependent (over 65 or less than 
6 years old) 
0.1680 0.0457 
 
% Internally displaced population -0.8056 -0.3113  
% Special needs population -1.1775 -0.7568  
% Female headed household 0.8771 0.1467  
% without automobile -0.2626 0.0593  
% employed in public sector -0.0538 0.2272  
% employed in extractive industry 0.4866 -0.4715  
% employed in service sector 0.0044 0.6827  
% population over 25 with less than 
high school diploma 
-0.7126 -0.6395 
 
% illiterate -0.6229 -0.6551  
% renter -0.6216 -0.2883 
Housing % urban population -0.0537 0.3023  
% population in apartments -0.5549 -0.0738  
% Group Housing 0.5591 1.6176 
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Component Variable 
Bam vs. Iran 
(Z-score) 
Bam vs. Kerman 
(Z-score)  
People Per Unit -0.8719 -1.4579  
% population in informal housing 0.3525 -0.3841 
Infrastructure % houses without bathroom or kitchen 0.9376 -0.4272  
% houses without water access 0.1077 -0.5463  
% houses without phone access 1.7379* 0.2089  
% houses without gas access 1.7901* 1.0138 
Institutional Hospitals per 1000 people -0.1141 -0.3556  
Social security recipients -0.3564 -0.9747  
Physicians per 1000 people -0.5060 0.9747 
* (p<0.1); ** (p<0.05); *** (p<0.01) 
Interestingly, eight years after the earthquake, the percentage of steel-frame 
buildings in Bam is significantly higher than the Kerman province (p<0.05), and Iran 
(p<0.01), that could be due to more newly-built steel-frame structures after the earthquake 
(Table 5.11). The adobe buildings are not prevalent any longer, which was one of the 
reasons for high number of casualties after the Bam earthquake. Therefore, if the new steel-
frame buildings are constructed according to codes with good quality, the physical 
vulnerability of the built-environment has decreased in Bam. 
Table 5.11 Z-scores for building types percentages, comparing Bam County with 
Kerman Province, and Iran (data source: census 2011) 
Building Type Bam vs. Iran (Z-score) Bam vs. Kerman (Z-score) 
% Steel Frame 4.4525** 2.1115* 
% Concrete -0.6399 -0.4420 
% Brick-Steel -1.5782 -1.4218 
% Brick-Wood -0.7748 -0.3004 
% Cement -0.5662 -0.5847 
% All Brick -0.6449 -1.0050 
% All Wood -0.2745 -0.5976 
% Adobe-Wood -0.7436 -0.5472 
% Adobe-Mud -0.3891 -0.9733 
* (p<0.05); ** (p<0.01) 
5. 5. 3  Summary results 
Since smaller scale data is not available (also due to relatively smaller study area 
compare with other cases), the selected variables from eight years after the event from 
156 
census 2011 that was reported in Chapter 4, were tested in comparison with the broader 
province of Kerman, and the country level as measured z-scores. However, regression 
analysis and comparison of TMDR’s Alpha and Beta are not appropriate due to small 
sample size (n=3). 
5. 6 Gujarat, India 
5. 6. 1  Land surface change 
The urban land surface change trends are mapped and calculated from pixel-level 
data for the study area. Since the study area is very large, only Bhuj region is shown for 
depiction of changes in built-up surface from before to after the earthquake (Figure 5.39). 
The new developments are marked in purple while the areas that have not been built back 
are shown in orange. According to the maps below (Figure 5.39), there are some spots that 
have not been built back up (more on the peripheral parts/rural regions) and the city has 
expanded in comparison with pre-event extent. 
  
(a) (b) 
 
Figure 5.39 Urban Development for Bhuj, India for (a) pre-event years (with event 
year), and (b) post-event  
 
The following chart (Figure 5.40) shows the variation of urban area change by 
percentage area change (separate pre-event and post-event trends are in Appendix D). The 
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maximum error detected from accuracy assessment for India was 12.5% error and that has 
been used in the charts to show the maximum extent of variability in the estimated surface 
change. The sudden drop in the curve after 2000 illustrates the impact of earthquake 
damage in the built-up area growth trend. The pre-event trends appear to have reached a 
constant rate before the earthquake, while the post event trend shows a slower rate of 
growth after the earthquake until 2010 and sudden growth after 2014. The best fitted 
expression (higher R2) for both pre-event and post-event data is a cubic polynomial. The 
slope of simple linear trend for pre-event urban growth is 0.0044, and 0.0025 for post-
event. Even though the post-event growth rate is lower than pre-event, the slope of growth 
from 2009 to 2018 is 0.0044 catches up with pre-event trend and might represent higher 
number of completed reconstruction projects or new developments in recent years. The 
percent change in built-up areas is summarized by district boundaries as well.to observe 
the change in trends, which shows a rather similar trend with a higher growth in recent 
years (Figure 5.41). 
 
Figure 5.40 % urban area change (with 12.5% error variation)  
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Figure 5.41 Annual % Urban/built-up Land surface change for India 
 
The TMDR’s α and β values for the study area are calculated based on the pre-event 
and post-event slopes. The α is equal to -0.0073 and the β is -0.0019 that indicates that 
post-event trend -from year of earthquake until present time- has not reached the pre-event 
dynamics. However, it should be mentioned that the post-event trends does show growth 
but it has not reached the rate of growth pre-event that results in a negative β.  
The calculated α and β for districts are also mapped to visualize the distribution of 
these indices by natural breaks (Figure 5.42). The distribution of Alpha shows the relative 
impact of earthquake on the growth trend, and the Beta distribution shows the areas that 
are reaching pre-event dynamics (light green), have surpassed the pre-event (dark green), 
or have lower rate of growth than pre-event (pink). 
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Figure 5.42 The calculated Alpha α and Beta β for Gujarat, India (by districts) 
 
For the space-time analysis of the temporal data by district divisions, the 
Prospective analysis of space-time permutation and a Poisson analysis (with base 
population of 2011 census) was run in SatScan. The latitude and longitude of the districts’ 
centroids are chosen for running the analysis. The space-time permutation analysis shows 
two different clustering patterns for pre-event and post-event trends (Figure 5.43). The pre-
event results include clusters around Rajkot, Botad, Gir-Somnath, and the fourth cluster 
covering the remaining parts of the region. On the other hand, the post-event results 
indicate one cluster around Bhuj (epicenter of earthquake) and districts around Gulf of 
Kutch, covering Surendranagar, Jamnagar, and Devbhumi-Dwarka. The other post-event 
clusters include a cluster around Ahmedabad and Surendranagar, one cluster around 
Amerli, another one around Kheda on the east, and last one around Palanpur on the northern 
side.  With accounting for the population effect, the Poisson analysis indicate two main 
clusters for both pre-event and post-event data that appears as a divide between coastal and 
non-coastal areas, but Bhuj is missing in post-event clusters. 
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Figure 5.43 Poisson and Space-time SatScan analysis results for pre-event and post-
event built-up area change through time 
 
The results of bivariate local Moran’s I in GeoDa, show a Low-Low cluster in Bhuj 
and Patan in all the time frames tested, which is more significant in recent years (p<0.01) 
indicating a lower built-up growth rate in this area (Figure 5.44). The only High-High 
cluster detected is in Bhavnagar that in all the time frames show a relatively higher growth 
rate. The cluster of Low-High in Ahmedabad for both 2001 to 2018 and 1992 to 2018 post-
event analysis, indicate the higher growth rate in recent years in this region (p<0.05). The 
three clustering analysis indicate one commonality in results: a slower growth rate in 
Bhuj/Kutch compared with other parts of the study region. 
161 
Bivariate local Moran’s I results 
1992-2001 (Moran’s I = -0.070)  
  
  
2001-2018 (Moran’s I = 0.087)  
  
  
1992-2018 (Moran’s I = -0.079)  
  
 
Figure 5.44 Bivariate local Moran’s I results 
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5. 6. 2  Demographic and socio-economic change 
The change in number of households’ growth trends pre-event to the earthquake 
year (1991-2001) compared with post-event (2001-2011) indicate three Low-High outliers 
in Jamnagar and Banas Kanta (p<0.001), and Surendranagar (p<0.01) that refer to higher 
households growth trend in the post-event time frame, compared with pre-event (Figure 
5.45). 
Bivariate local Moran’s I results – Households 
1991-2001 / 2001-2011 (Moran’s I = -0.047) 
  
 
Figure 5.45 Bivariate local Moran’s I results (Households) 
 
The bivariate analysis of pre-to post-event growth rate trends of household numbers 
and built-up area shows a High-Low outlier in Kutch (p<0.05) that shows a higher 
increasing rate in households number than in the built-up area growth; and a Low-High 
outlier in Kaira (p<0.01), which indicates a lower rate of increase in number of households 
than and a relatively higher built-up area growth rate (Figure 5.46).  
On the other hand, the bivariate analysis of population versus pre-to post-event 
built-up growth rate shows a similar Low-High outlier in Kaira (p<0.01) and a Low-Low 
cluster in Kutch (p<0.05) that shows relatively lower population and lower rate of built-up 
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area growth in this region. Additionally, a High-Low outlier in Banas Kantha (p<0.001) 
shows higher population and lower built-up area growth rate in this district (Figure 5.46). 
Bivariate local Moran’s I results – Households vs. Built-up area 
Pre-to Post-event Households growth vs. Built-up area growth (Moran’s I = -0.224) 
  
Bivariate local Moran’s I results – Population vs. Built-up area 
Population 2011 vs. Pre-to Post-event Built-up area growth (Moran’s I = 0.062) 
  
 
Figure 5.46 Bivariate local Moran’s I results (Population and households vs. Built-up 
area) 
 
The TMDR model’s α and β values for the households number and population 
change rates are not calculated since the data for these variables are not available in the 
census years. However, the slope of growth rate in the number of households for post-event 
data range from 0.01 in Grandhinagar to 0.0435 in Kutch. 
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The test of z-scores calculated for the selected available variables, comparing Kutch 
district values to the wider Gujarat state averages, indicates that majority of indicators are 
not significantly different for Kutch (Table 5.12). The analysis only indicates significantly 
higher number of vacant housing (p<0.1) in Kutch in comparison with Gujarat, in 1991 
and in 2011 (pre-event and post-event).  
Table 5.12 Z-scores of available calculated variables from census data 
 
  2011 2001 1991 
Component Variable 
Kutch vs. 
Gujarat 
(Z-score) 
Kutch vs. 
Gujarat 
(Z-score) 
Kutch vs. 
Gujarat 
(Z-score) 
Socio-
Economic 
% Special needs population 
 
-1.1774 
 
% employed in extractive industry 
 
0.1897 
 
 
% illiterate 
 
0.7967 
 
Housing % urban population -0.5902 -0.4271 -0.3917  
% vacant housing 1.7971* 1.5929 1.8208*  
% Group Housing -0.3261 
  
Infrastructure % houses without electricity -0.0090 0.0016 
 
 
% houses without latrine -0.3110 0.0335 
 
Institutional Hospitals and dispencery per 1000 
people 
 
-0.0853 
 
  Religious center/Places of worship per 
1000 people 
  0.8168   
* (p<0.1); ** (p<0.05); *** (p<0.01) 
5. 6. 3  Summary results 
There are 13 districts in the study area, which is still a small sample size, but the 
OLS and exploratory regressions were tested for Beta as dependent variable, and Alpha 
along with available indicators as possible independent variables. The highest VIF values 
are for percent urban population (VIF=4.68) and population change (VIF=3.89) showing 
higher collinearity for these two variables and Beta value, while the other variables have 
VIF values of lower than 2.61. The only significant predictor detected is Alpha (p<0.05). 
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The stepwise regression test in SPSS, detected Alpha and percent people without 
electricity as the main predictors for Beta with a R2 of 0.731 (Adjusted R2 =0.677, Sig. 
0.043), and the Durbin-Watson test (value of 2.335), indicated no issue of collinearity, with 
the resulted expression as below: 
β (Beta Built-up) = -0.002 + 0.326 * α (Alpha Built-up) + 0.016 * without electricity 
± error 
In order to have a summarized view of the recovery trends, the calculated Alpha 
and Beta values for districts are summarized in the following table. The results show that 
majority of districts have an urban population growth rate that is higher than pre-event, 
while the growth in total number of households is not at the rate of pre-event. In contrast, 
the built-up area growth rate is lower than pre-event in most of districts.  
Table 5.13 Summary of Alpha and Beta values for Districts, Gujarat, India 
 
  Alpha Beta 
Districts Built-up Households 
Urban 
Household Built-up Households 
Urban 
Household 
Ahmadabad -0.0084 0.0256 0.0068 -0.0007 0.0004 -0.0020 
Amreli -0.0213 0.0271 -0.0011 -0.0076 -0.0112 0.0165 
Banas Kantha -0.0050 0.0161 0.0048 0.0019 0.0161 0.0149 
Bharuch -0.0054 -0.0056 0.0211 -0.0013 0.0251 0.0126 
Bhavnagar -0.0248 0.0143 0.0083 -0.0119 0.0114 0.0004 
Gandhinagar -0.0187 0.2336 -0.0206 -0.0013 -0.2236 0.0485 
Jamnagar -0.0057 0.0320 0.0079 -0.0033 -0.0070 -0.0035 
Junagadh -0.0047 0.0080 -0.0127 -0.0043 0.0138 0.0269 
Kutch -0.0012 0.0251 0.0087 -0.0004 0.0184 0.0007 
Kheda -0.0009 -0.0387 -0.0116 0.0036 0.0556 0.0274 
Rajkot -0.0042 0.0349 0.0083 -0.0017 -0.0011 0.0045 
Surendranagar -0.0103 0.0272 -0.0086 -0.0005 -0.0032 0.0150 
Vadodara -0.0109 0.0262 0.0066 -0.0043 -0.0061 0.0050 
Colors’ Guide < Average > Average   Beta < 0 Beta = 0 Beta > 0 
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5. 7 Conclusion 
The results of built-up area change, pre-event/post-event trends, and geographical 
variations in each region was spatially analyzed in this chapter. Cluster analyses using 
SatScan and GeoDa for pre-event and post-event urban growth results were also presented. 
Additionally, the results of urban change were merged with the socio-economic variables 
for each case, based on data availability. 
According to the results, in case of New Zealand, the Christchurch district is still 
recovering (especially Central and Coastal Wards) while other districts have reached their 
pre-event trends nine years after the event, and particularly Selwyn district is having more 
growth than pre-event. However, the unemployment rate change is still higher than pre-
event for all districts. The instantaneous impact of the event (Alpha) explains about 34% 
of the recovery dynamics (Beta values) in this case.  
In case of Chile, regions of Santiago, Bio-Bio, and Valparaiso had the highest 
impact from the event, and nine years after the event, all regions in the study area have 
reached their pre-event trends with exception of Coquimbo. The impact of the event 
(Alpha) explains about 56% of the recovery dynamics (Beta values) in this case (with 
inclusion of median age raises to 58%). 
For case of Italy, the majority of study area has reached pre-event trends and the 
growth trend in recent years is higher than pre-event (in terms of population change, built-
up area and income), thus can be considered recovered nine years after the event, for the 
most part. The impact of the event (Alpha) explains about 29% of the recovery dynamics 
(Beta values) in this case. 
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The case of China, had higher impact in Chengdu, Mianyang, and Deyang 
prefectures, and all regions have higher percent of development with post-event growth 
trends that have reached the pre-event dynamics in most parts, 10-years after the event. 
The higher growth rate in this case (both pre-event and post-event) can show an undergoing 
development that has only been decelerated for a short period and reached back. The 
Chengdu and Deyang Counties have higher growth, while the Wenchuan County has a 
lower growth rate compared with others (Wenchuan was also the epicenter of the event). 
In case of Iran, even though the population trends show recovery, the city of Bam 
has not reached the pre-event dynamics and the total built-up area is still less than pre-
event, thus cannot be considered as recovered. However, the larger area of Bam County 
has reached the pre-event trends, due to higher growth in the periphery of city of Bam. The 
new building types in Bam indicated higher number of steel frame buildings (as opposed 
to majority adobe buildings before earthquake), that if built based on codes, could indicate 
lowered physical vulnerability and possibly one sign for build back better. 
Finally, for case of India, the majority of study area has reached pre-event trends 
(population and households) but the general trends for the built-up area is still not at the 
pre-event rate; therefore, it is not considered as fully recovered based on these data. 
Regardless, the total growth post-event in the study area is higher than pre-event, with 
relatively lower rate in Kutch district (epicenter of the event). The impact of the event 
(Alpha) and percent people without electricity, explain about 73% of the recovery 
dynamics (Beta values). 
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CHAPTER 6   
Comparative recovery results 
The first two research questions address 1) suitable indicators for monitoring the 
recovery process and 2) driving factors of differences in recovery trends in selected case 
studies.  The previous chapter documented broad indicators of built-up surface land change 
and socio-economic changes; and presented results of aggregated built-up area change by 
administrative boundaries and the percent area change in urban surfaces for each individual 
case study. Using the TMDR mode (Figure 3.1), this chapter discusses the third research 
question which is a comparative view of the change trends among the case studies.  
6. 1 Built-up surface change trends- Comparative view 
The curves of percent urban/built-up area change depict the development and 
growth trends from pre-event to post-event (Figure 6.1). The pre-event trend slopes vary 
from 0.0094 in case of China to 0.0017 in case of Iran. The post-event trend slopes range 
from 0.0042 in case of China to 0.0019 in case of Iran. The two cases from New Zealand 
and Italy show a rise four years after the event. The cases from Chile and China also depict 
a similar increase six years after the event. The two cases from Iran and India show a 
relatively steady growth rate after the event. The steeper slopes in more recent years might 
be also due to the completion of more projects, since on-going construction projects would 
not have been detected as built-up areas in earlier stages. 
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Figure 6.1 The trends of Pre-event (top) and Post-event (bottom) percent built-up 
area change by case (dashed lines show the range of maximum to minimum slopes of 
the trends) 
 
Applying the proposed model of recovery TMDR, identifies the changes in the 
growth trends for the built-up area change as one of the indicators for the development 
process. Table 6.1 summarizes the pre-event and post-event slopes and calculated α and β 
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for each case (considering total study area). Since the total time frame for each case is 
different, separate time windows are applied to the trend results and the calculated α and 
β. The results present time frames of one, three, six, nine, and 12 years after the event for 
each case based on the time of observed changes in the curves. However, the results of 12 
years after the event are only available for three of the cases (i.e. cases where 12 years have 
not passed yet). The Alpha (α) value represents the impact of the event, calculated from 
change in slope from pre-event to the earthquake year. The Alpha (α) calculated for the 
built-up area change in the cases range from -0.0255 in China to -0.0073 in India. The Beta 
(β) calculated from the change in the slope of pre-event to post-event reflects the 
development based on pre-existing trends. The Beta (β) value varies from -0.0145 in New 
Zealand to -0.0005 in Chile and Italy one year after the event, and stays negative for all 
cases until three years post-event. The value of Beta (β) six years after the event becomes 
zero for Chile (i.e. reaching pre-event trend), but stays negative for all other cases. Nine 
years after the event, two cases of New Zealand and Iran reach their pre-event trends (β=0), 
Chile surpasses its pre-event trend (β=0.0018), and other cases still show lower growth rate 
than pre-event. According to these comparisons, three cases from Italy, China, and India 
have negative Beta (β) values until present time. 
 
Table 6.1 Slope of built-up area change trends and the calculated α and β 
 
Built-up Area Change - Until one year after the event   
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0039 -0.0106 -0.0064 -0.0103 -0.0145 
Chile 0.0018 0.0013 -0.0066 -0.0084 -0.0005 
Italy 0.0036 0.0031 -0.0081 -0.0117 -0.0005 
China 0.0094 0.0012 -0.0161 -0.0255 -0.0082 
Iran 0.0017 -0.0028 -0.0099 -0.0116 -0.0045 
India 0.0044 0.0009 -0.0029 -0.0073 -0.0035 
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Built-up Area Change - Until three years after the event   
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0039 0.0027 -0.0064 -0.0103 -0.0012 
Chile 0.0018 0.0013 -0.0066 -0.0084 -0.0005 
Italy 0.0036 0.0002 -0.0081 -0.0117 -0.0034 
China 0.0094 0.0012 -0.0161 -0.0255 -0.0082 
Iran 0.0017 0.0015 -0.0099 -0.0116 -0.0002 
India 0.0044 0.0012 -0.0029 -0.0073 -0.0032 
Built-up Area Change - Until six years after the event   
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0039 0.0022 -0.0064 -0.0103 -0.0017 
Chile 0.0018 0.0018 -0.0066 -0.0084 0 
Italy 0.0036 0.0017 -0.0081 -0.0117 -0.0019 
China 0.0094 0.0012 -0.0161 -0.0255 -0.0082 
Iran 0.0017 0.0015 -0.0099 -0.0116 -0.0002 
India 0.0044 0.0008 -0.0029 -0.0073 -0.0036 
Built-up Area Change - Until nine years after the event   
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0039 0.0039 -0.0064 -0.0103 0 
Chile 0.0018 0.0036 -0.0066 -0.0084 0.0018 
Italy 0.0036 0.0033 -0.0081 -0.0117 -0.0003 
China 0.0094 0.0022 -0.0161 -0.0255 -0.0072 
Iran 0.0017 0.0017 -0.0099 -0.0116 0 
India 0.0044 0.0009 -0.0029 -0.0073 -0.0035 
Built-up Area Change - Until 12 years after the event   
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0039 Not reached -0.0064 -0.0103 N/A 
Chile 0.0018 Not reached -0.0066 -0.0084 N/A 
Italy 0.0036 Not reached -0.0081 -0.0117 N/A 
China 0.0094 0.004 -0.0161 -0.0255 -0.0054 
Iran 0.0017 0.0019 -0.0099 -0.0116 0.0002 
India 0.0044 0.0016 -0.0029 -0.0073 -0.0028 
 
As observed on the pre-event and post-event curves (Figure 6.1), time windows 
after the event show changes not reflected in the slopes starting from the earthquake years. 
Hence, three interval time windows are selected to observe changes occurring 3-6 years 
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after the event, 6-9 years, and 9-12 years post-event and the β for these time windows 
summarized in Table 6.2. In the time frame starting from three years after the event until 
six years post-event, the Beta (β) value is positive only for Chile and negative for other 
cases a finding complimentary to the previous results. However, the results from six years 
to nine years after the event is only negative for two cases of China and India, and the 
change from nine years to 12 years after the event only stay negative for case of India. 
Table 6.2 Slope of built-up area change trends and the calculated α and β for selected 
time windows 
 
Built-up Area Change – Pre-event compared with 3 years to 6 years post-event 
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0039 0.0024 -0.0064 -0.0103 -0.0015 
Chile 0.0018 0.0019 -0.0066 -0.0084 0.0001 
Italy 0.0036 0.003 -0.0081 -0.0117 -0.0006 
China 0.0094 0.0012 -0.0161 -0.0255 -0.0082 
Iran 0.0017 0.0015 -0.0099 -0.0116 -0.0002 
India 0.0044 0.0006 -0.0029 -0.0073 -0.0038 
Built-up Area Change – Pre-event compared with 6 years to 9 years post-event 
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0039 0.0101 -0.0064 -0.0103 0.0062 
Chile 0.0018 0.007 -0.0066 -0.0084 0.0052 
Italy 0.0036 0.0057 -0.0081 -0.0117 0.0021 
China 0.0094 0.0043 -0.0161 -0.0255 -0.0051 
Iran 0.0017 0.0022 -0.0099 -0.0116 0.0005 
India 0.0044 0.0016 -0.0029 -0.0073 -0.0028 
Built-up Area Change – Pre-event compared with 9 years to 12 years post-event 
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0039 Not reached -0.0064 -0.0103 N/A 
Chile 0.0018 Not reached -0.0066 -0.0084 N/A 
Italy 0.0036 Not reached -0.0081 -0.0117 N/A 
China 0.0094 0.0144 -0.0161 -0.0255 0.005 
Iran 0.0017 0.0031 -0.0099 -0.0116 0.0014 
India 0.0044 0.0026 -0.0029 -0.0073 -0.0018 
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6. 2 Socio-economic variables change trends- Comparative view 
A group of socio-economic variables from country-level data was introduced in 
Chapter 4. According to those indicators the pre-event to post-event changes are calculated. 
The Gross Domestic Product growth rate changes in Table 6.3 give a relative view on the 
countries. On the year of earthquake, only the growth rate in Italy shows a raise (α > 0), 
and 10 years after the event, the GDP growth rate in New Zealand and Chile is higher than 
pre-event conditions (β > 0). 
Table 6.3 Slope of GDP change trends and the calculated α and β  
 
GDP growth rate change – from 10 years pre-event to 10 years post-event 
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand -0.3193 0.1148 -0.4978 -0.1785 0.4341 
Chile -0.2971 -0.1736 -4.7361 -4.439 0.1235 
Italy 1.2754 0.17 4.219 2.9436 -1.1054 
China 0.0564 -0.0513 -0.3216 -0.378 -0.1077 
Iran 1.4433 0.6361 0.2022 -1.2411 -0.8072 
India 0.2564 0.1509 0.2559 -0.0005 -0.1055 
 
The government expenditure on education was not available for China, and is not 
available for all years in other cases, thus the α and β for this indicator are not calculated. 
The Human Development Index (HDI) change from pre-event to post-event for the broader 
region in each case does not necessarily represent the effect of the earthquake event, but 
provides a context for the relative condition in the study areas. Interestingly, the rate of 
change in HDI in the year of the event compared with pre-event is negative for all cases, 
except for Italy, but the trend change from pre-event to post-event is positive (increasing 
rate) for Iran, India, and New Zealand suggesting an improvement in HDI post-event 
(Table 6.4). The relative comparison of HDI between cases was presented in the countries’ 
chapter that showed higher HDI for New Zealand and Italy, followed by Chile, Iran, China, 
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and India, with generally upward trend for all (pre-event and post-event). The α and β 
presented here are a relative view of dynamics of change in HDI. 
Table 6.4 Slope of HDI change trends and the calculated α and β  
 
HDI change – from 10 years pre-event to 10 years post-event   
Country/Case 
Pre-event 
Slope (mpre) 
Post-event 
Slope (mpost) 
Earthquake year 
Slope (mdrop) 
Alpha 
(α) 
Beta 
(β) 
New Zealand 0.0031 0.0032 0.0011 -0.0019 0.0001 
Chile 0.0076 0.007 -0.0232 -0.0308 -0.0006 
Italy 0.0055 0.0016 0.0522 0.0467 -0.0039 
China 0.0175 0.0109 0.0164 -0.0011 -0.0066 
Iran 0.0104 0.0139 0.0102 -0.0002 0.0035 
India 0.0146 0.0163 0.0101 -0.0045 0.0017 
 
6. 3 The recovery process 
The third research question of this study asked: “If there was no disruption due to 
the event, what would be the predicted development trajectories for communities and how 
much does it differ from the actual post-event status through time? Does this difference 
explain the level of recovery success?” In order to address this question and assess the 
recovery process, and change from predicted trajectories, there are two views and questions 
on the recovery measurement: 
6. 3. 1  When indicators reached or surpassed pre-event values? 
The change in indicators values from pre-event to post-event can be presented as a 
percent change or an exact difference between values, or even as a difference between 
projected value from pre-event measures and the observed post-event value. The absolute 
difference between from pre-event and post-event values, would not provide a comparable 
measure between cases, since the area of study varies drastically between cases. Hence, the 
percent changes in total built-up area from pre-event to post-event is more representative, 
which were described in detail in the previous chapter (Table 5.1), and showed that total 
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built-up area post-event is more than total built-up area pre-event for all study regions 
except for the case of Bam, Iran.  
Lastly, an estimate of the difference between a predicted value from pre-event trend 
projection and the observed value post-event at present time (last year of observation) is 
presented here (Table 6.5) that is negative for all cases, ranging from -10% in China to -
1.12% in Iran. Even though it appears that the case of Iran is closest to the projected value, 
note that the slope of pre-event trend was lower in Iran, while the slope was higher in case 
of China, thus the projected values would be relatively proportional to that. 
Table 6.5 The difference between predicted value from pre-event %change trend and 
observed value for the present condition - built-up area (last year of observation) 
 
Country/Case Predicted value from pre-event trend Observed Difference 
New Zealand 0.0739 0.0455 - 0.0284 
Chile 0.0549 0.0326 - 0.0223 
Italy 0.0648 0.0399 - 0.0249 
China 0.1876 0.0876 - 0.1000 
Iran  0.0437 0.0325 - 0.0112 
India 0.1397 0.0835 - 0.0562 
 
According to these estimates, Iran has not recovered (both negative value difference 
and negative deficit from pre-event projection), while the other study areas have seen 
development and growth in the built-up area (positive value difference) to an extent that 
has reached the total built-up area from pre-event. However all cases still have less growth 
in built-up area compared with an expected level of growth if the pre-event dynamics had 
continued without the earthquake disruption (i.e. projection of pre-event). These estimates 
do not include the dynamics of post-event changes as described in the next section. 
6. 3. 2  When do indicators reach or surpass pre-event trends?  
The second view questions the change in pre-existing dynamics in the community 
after the event by comparing slopes with α and β values in the model. The values of β 
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calculated over time (with 1-year time steps) indicates that the post-event trend (slope) 
reaches pre-event dynamics after five-years in Chile, after eight-years in New Zealand and 
Iran, and still less than the pre-event trend -until now- in other cases (Table 6.6). However, 
in case of Bam, Iran, the growth trend has reached the pre-event rate, but the total built-up 
area is still less than pre-event status and not recovered in the aspect of reduced built-
environment.  
Table 6.6 Summary of Beta β values for built-up area change (annual increments) 
 
Country 
/Case 
Beta 
12yr 
Beta 
11yr 
Beta 
10yr 
Beta 
9yr 
Beta 
8yr 
Beta 
7yr 
Beta 
6yr 
Beta 
5yr 
Beta 
4yr 
Beta 
3yr 
Beta 
2yr 
Beta 
1yr 
New 
Zealand 
- - - 0.000 0.000 -0.002 -0.002 -0.002 -0.002 -0.001 -0.001 -0.014 
Chile - - - 0.002 0.001 0.001 0.000 0.000 -0.001 -0.001 -0.001 -0.001 
Italy - - - -0.001 -0.001 -0.001 -0.002 -0.003 -0.003 -0.003 -0.003 -0.001 
China -0.005 -0.005 -0.006 -0.007 -0.007 -0.008 -0.008 -0.008 -0.008 -0.008 -0.008 -0.008 
Iran  0.0002 0.000 0.000 0.000 0.000 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.004 
India -0.003 -0.003 -0.003 -0.003 -0.004 -0.004 -0.004 -0.003 -0.003 -0.003 -0.002 -0.003 
 
A test of Stepwise Regression analysis (to remove insignificant predictors) is also 
included, in which the β value is the dependent variable, and all the variables described and 
calculated in the countries’ chapter, plus the calculated indicators’ α and β presented earlier 
in this chapter, are possible independent variables. The six case studies are not a 
representative sample for drawing larger conclusions about explanatory variables on the 
recovery process but the tests provide a list of candidates. According to the regressions’ 
results (summarized in the next table) the α value for built-up area change is the main 
predictor in two-years after the event’s built-up area growth trend, that is also the same for 
three-years, four-years, and five-years after the event. However, the results for six-years 
after the earthquake find three predictors of Alpha α, percent of rural population with 
electricity and percent of population with at least basic drinking water (Table 6.7).  
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In other words, the process in the first years after the event is explained by the 
impact of the earthquake, while six-years after the event, the access to basic infrastructures 
additionally explains reaching the pre-event trends. Bates and Peacock (1987, 1992) in 
their studies of recovery, also found that even though other socio-economic factors impact 
the recovery process, households residing in smaller, more isolated, and rural communities 
had greater difficulty in recovery because of lack of access to basic infrastructure. In 
addition, the sample size is too small to draw reliable conclusions and with more cases the 
associations would be better represented. 
Table 6.7 Regression test of possible predictors for Beta β as the dependent variable 
 
Years 
Post-event 
Predictors R2 
Adjusted 
R2 
Durbin 
Watson 
Sig. 
(ANOVA) 
1-year - - - - - 
2-year Alpha α from Built-up area change 0.775 0.718 2.543 0.021 
3-year Alpha α from Built-up area change 0.709 0.636 2.466 0.036 
4-year Alpha α from Built-up area change 0.692 0.616 2.619 0.040 
5-year Alpha α from Built-up area change 0.681 0.601 2.579 0.043 
6-year Alpha α from Built-up area change 
%rural with electricity 
%population at least drinking water 
0.997 0.994 2.363 0.004 
 
2-Year Regression:   β (Beta Built-up) = 0.002 + 0.395 * α (Alpha Built-up) ± error 
3-Year Regression:   β (Beta Built-up) = 0.002 + 0.378 * α (Alpha Built-up) ± error 
4-Year Regression:   β (Beta Built-up) = 0.002 + 0.366 * α (Alpha Built-up) ± error 
5-Year Regression:   β (Beta Built-up) = 0.002 + 0.374 * α (Alpha Built-up) ± error 
6-Year Regression:  β (Beta Built-up) = - 0.016 + 0.643 * α (Alpha Built-up) + 
0.064 * %rural with electricity – 0.043 * %population at least basic 
drinking water ± error 
As the number of case studies (n=6) limits the statistical tests and the aggregation 
of available indicators would not show significant results, the relative status of recovery 
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for each case’s current conditions (latest year available) by the Beta value is summarized 
in Table 6.8. According to these results, the conditions in New Zealand are showing a 
return to pre-event dynamics. This also applies to Chile (even though the HDI growth rate 
is lower than the pre-event trend, the value of HDI is relatively high for Chile). 
Additionally, the GDP and HDI indicators are representative of the relative conditions of 
the studied cases and not necessarily a direct measure of the earthquake impact.  
The socio-economic post-event trends have almost reached the pre-event 
conditions in case of Bam, Iran. However, the trend is at a lower rate for GDP growth, and 
the total built-up area is less than pre-event, thus it is still recovering. In contrast, the case 
from Sichuan, China shows a lower rate of growth in the three indices when compared with 
pre-event, but the total built-up area is more than pre-event and is harder to say if it has 
recovered or not. The same complexity applies to the L’Aquila, Italy, and Gujarat, India 
cases. As it was discussed in the previous section the spatial distribution of disparities 
varies in the study areas and the broad view on trends do not reflect the localities, thus the 
recovery process summarized here is a general view that obscures local variations where 
one region might have recovered while other parts are still recovering.  
Table 6.8  Summary of Alpha and Beta values for country-level data 
 
 
 Alpha (change in trend after event) Beta (post-event vs. pre-event) 
Country/Case Built-up GDP HDI Built-up9yr GDP HDI 
New Zealand -0.0103 -0.1785 -0.0019 0.0000 0.4341 0.0001 
Chile -0.0084 -4.4390 -0.0308 0.0018 0.1235 -0.0006 
Italy -0.0117 2.9436 0.0467 -0.0003 -1.1054 -0.0039 
China -0.0255 -0.3780 -0.0011 -0.0072 -0.1077 -0.0066 
Iran  -0.0116 -1.2411 -0.0002 0.0000 -0.8072 0.0035 
India -0.0073 -0.0005 -0.0045 -0.0035 -0.1055 0.0017 
Colors’ 
Guide 
< Average > Average  Beta < 0 Beta = 0 Beta > 0 
 
179 
The value of Alpha is a measure of absorptive capacity exceedance (as was 
discussed in detail in the methodology chapter), which is higher for cases of Sichuan, 
China, then followed by L’Aquila, Italy, and Bam, Iran, in terms of built-up growth. 
However, the case of L’Aquila, Italy shows the contextual higher development growth 
trends and higher absorptive capacity in that aspect (from Alpha of GDP and HDI). The 
value of Beta is a product of adaptive resilience that is only higher than zero for Chile, and 
followed by Christchurch, and New Zealand. 
6. 4 Conclusion 
The general trends of built-up area change and available socio-economic variables 
for all cases were presented in this chapter for a comparative overview of the recovery 
processes. The comparative results indicated that Chile has reached pre-event status after 
five-years post-event, the trends in New Zealand and Iran have reached pre-event 
conditions eight-years after the earthquake, and the trends are still less than the pre-event 
in other cases. The case of Bam, Iran, is the only case among the six where the total built-
up area is still less than pre-event status (even though the growth trend has reached the pre-
event rate) suggesting less recovery based on this aspect of reduced built-environment. On 
the other hand, the cases of China, Italy and India have all seen an increase in the built-
environment post-event, but the dynamics of growth is still lower than pre-event. 
In addition to the comparative view of recovery processes, the post-event dynamics 
in these cases (with available data) shows a relatively stalling stage that is followed by an 
upward trend, which has only surpassed pre-event in Chile and New Zealand. This is in 
contrast with some of the previous literature that claim trends accelerate in post-event time 
frame. This could be due to the selected/available variables and increase in demand for 
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housing/reconstruction after the event; however, the other explanation is the inclusion of 
measured pre-event trends in this study that provides a baseline as opposed to solely 
observing the post-event trends without differentiating between community trends and 
impact of event. 
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CHAPTER 7   
CONCLUSION 
The research literature reflects the complexity of post-disaster recovery process and 
the means for measuring the disruption and communities’ absorptive capacity and adaptive 
resilience. There has been an increasing interest in developing metrics and standards for 
measuring resilience to have comparative views on communities’ resilience. However, few 
have focused on empirically tracking the recovery process and moving beyond conceptual 
models for recovery. Regardless of the measured indicator for recovery, one aspect of 
reaching recovery is the replacement of what was lost or reaching pre-event status, while 
the other view is whether the dynamics of post-event variations in community development 
has reached the same trends that existed pre-event. In this research, the Tempo-variant 
Model of Disaster Recovery (TMDR) was proposed and implemented for six cases to 
capture the dynamic nature of the development process and recovery through explicit 
measurements of pre- and post-trends using two broad indicators—built up/urban land 
change, and socio-economics. Moreover, the application of a new approach for extracting 
built-up area change from Landsat imagery produced a consistent data source for the 
comparative study of cases that accommodates the lack/inconsistency of available data.   
7. 1 Summary of Research Findings 
Motivated by the personal experience of disproportionate recovery among 
communities after earthquakes in Iran and the need to understand the recovery process and 
182 
its drivers across time and nations, this research followed the main goals of providing a 
spatio-temporal model for the recovery process and applying the proposed model to a 
comparative study of earthquake recoveries. To achieve these goals, the Tempo-variant 
Model of Disaster Recovery (TMDR) was developed in this study, which for the first time 
defined a baseline for measuring the recovery temporally from pre-exiting trends in the 
communities that is both case-dependent and time-dependent. Additionally, a set of ideal 
candidates for monitoring the recovery process from literature was proposed. The TMDR 
model was implemented for six earthquake events. Due to data constraints and 
inconsistency in either time or scale (or both) of available data, a model was developed to 
extract built-up area change from satellite imagery as a measure of physical development 
in the studied communities, which was applied and implemented for the six cases from 10-
years pre-event to current time.  The results from satellite imagery analysis and available 
indicators from countries’ census data, were incorporated in the TMDR model and reported 
accordingly. Finally, a comparative analysis documented the six cases’ recovery trends. 
The three main research questions of the study specifically addressed the following. 
7. 1. 1  What are the indicators suitable for monitoring the recovery process 
in countries other than the U.S. where data availability is limited? 
The first research question focused on appropriate indicators for monitoring the 
recovery process and answered in the methodology chapter which presented an ideal list 
of indicators. However, in the implementation of the model, data availability was the main 
constraint in developing a more robust set of indicators, due to the lack of data or 
inconsistency between time-frames and scales (i.e. some data was only available at district 
level while others were at country scale).  
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The proposed model for tracking built-up area change from satellite imagery was 
one solution developed in this study to provide a uniform measure across studied cases and 
time. The built-up area change is an instrument for monitoring the growth of built-up lands 
but it has shortcomings like missing the quality of construction, building heights, and type 
of buildings both in terms of construction materials and their functions (residential, 
commercial, education facilities, etc.). However, the growth may not be considered as a 
positive outcome in relation to the recovery process by the community. For example in 
Bam, part of peripheral growth around the older city is the constructed temporary housing 
after the earthquake that is not inhabited by the original residents of Bam and has turned to 
a slum hosting new migrants. Promoting an archive of longitudinal data would be a 
suggestion arising from this experience that would promote the quality and future 
expansion of these measurements.  
7. 1. 2  According to the proposed recovery model, what are the driving 
factors of differences in recovery trends in selected case studies?  
The second research question looked at the driving factors of differential recovery, 
investigated in Chapters 3, 4 and 5 with spatio-temporal modeling results. The set of 
indicators proposed in the methodology section are derived from literature where scholars 
have indicated them as possible determinants of the recovery process, which would be ideal 
to test their relative relation with recovery and their interdependencies. However, in the 
implementation of the model for the six cases, the data for majority of indicators were not 
available or not available at the scale for matching across the study areas.  
The calculated TMDR’s Beta (as the difference of post-event and pre-event trends) 
in all cases showed significant relation with calculated Alpha (the change of trend after the 
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earthquake year). The regression results of impact of earthquake (Alpha) and change in 
trend post-event (Beta),  for the cases had R2 values ranging from 28% for L’Aquila-Italy 
and 34% for Christchurch-New Zealand, to 56% for Chile, and 58% for Gujarat. The value 
is 40% for Sichuan, China, but not enough evidence due to low number of divisions in the 
study area, and for Bam, Iran there are not enough divisions to run regressions. In case of 
Gujarat, India, the percent people without electricity indicator along with earthquake 
impact (Alpha) explain about 73% of the built-up area recovery trend. Since this indicator 
was not available in our other cases, it is not clear whether it is a local predictor or it would 
apply to other cases.  
The country-level data was tested in the previous chapter for a comparative view, 
but since there are only six cases, drawing larger conclusions requires implementation of 
the model for additional cases. However, the tests showed that in the initial years after the 
earthquake, the impact of the event (Alpha) predicts the recovery of built-up area, while 
after six years the additional indicators of access to basic infrastructure of electricity and 
drinking water were explaining the trend. These associations can be tested further with 
larger sample size of case studies. 
7. 1. 3  If there was no disruption due to the event, what would be the 
predicted development trajectories for communities and how much does 
it differ from the actual post-event status through time? Does this 
difference explain the level of recovery success? 
The third research question asked if the difference between post-event status and 
pre-event trajectories is an indicator of recovery’s success and addressed by the 
development of Tempo-variant Model of Disaster Recovery (TMDR). As depicted in the 
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implementation of the model in the study cases, both exact changes and trend variations 
from before to after the earthquake are needed to understand different aspects of recovery. 
The changes in Beta highlights the trend dynamics and how much the post-event trends are 
different from pre-event; which is also more seen in the areas that had higher growth rate 
(negative or positive) before the event (like the case of Sichuan, China).  
On the other hand, the change in exact values from pre-event to post-event shows 
what is lost or gained in relation to pre-event status. This is more noticeable in areas with 
long-standing pre-existing development levels (i.e. lower growth rate both pre-event and 
post-event) that might need a boost to replace what is lost (like Bam where the dynamics 
of built-up area change has reached pre-event status but the total built-up area is still less 
than pre-event).   
Based on the relative comparison of results, the instantaneous impact was higher 
for cases of Sichuan, China, followed by Bam, Iran (possible indication of absorptive 
capacity exceedance), while the recovery progress was higher for Chile, and followed by 
Christchurch, New Zealand, in majority of the study area (some parts like Central and 
Coastal Wards in the Christchurch District are still recovering). 
7. 2 Future Research 
The Tempo-variant Model of Disaster Recovery (TMDR) has the ability to track 
communities’ recovery process in relation to their own pre-existing trends, which is the 
operational contribution of the methodology for monitoring the recovery process.  It can 
help quantify the impact of the event and the change from pre-event trends that enables 
comparative measurements. Additionally, once the model is applied on the proposed 
components (with data availability), it can identify the main contributors to the recovery 
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progress and where aid is more needed. The test of interdependencies between the TMDR 
components was not implemented in the case studies, which needs more investigation in 
future. Furthermore, the assessment of epistemic and aleatory uncertainties in the 
measurement of indicators and methods of aggregation would complement the 
interpretation of modeling results. 
The proposed Tempo-variant Model of Disaster Recovery (TMDR) was 
implemented for selected cases with regard to earthquake events (to be consistent). The 
future application of the proposed methodology for other types of events, would require 
modifications based on inherent characteristics of the risks and hazards, and will indicate 
the relative recovery trends after different types of disasters.  
The availability of longitudinal data from pre-event to post-event will improve the 
quality of model implementation in future studies. In the implementation of model in this 
study the inconsistency in the available data limited the types of analysis, which can be 
improved with more data availability at smaller scales. The combination of variables for 
reflecting different aspects of the recovery process is helpful in understanding the needs 
and effective policy solutions, both for mitigation and recovery planning. However, a 
deeper study of local attributes would be essential to tailor the plans and policies according 
to the existing conditions in the hazardous regions. Additionally the model can be applied 
for each sector (for example, schools, hospitals, infrastructures, etc) by including more 
localized data for structure types, hazard characteristics (response spectra), as well as finer-
level socio-economic data. Furthermore, the inclusion of government type, adopted 
financing policies and leadership styles in the recovery process is considered as a major 
contributor to the speed of long-term recovery, which can be studied in relation to the 
187 
TMDR model results in future. The same consideration applies to the NGOs participation 
in the recovery that was not included in the case studies here due to limited data but should 
be assessed in future implementation of TMDR.  
There are several indicators for measuring resilience in recent literature, since the 
application of inherent resilience and adaptive resilience concepts are associated with the 
progress of recovery process, future research can incorporate such measures and evaluate 
their applicability for a thorough study of recovery. Exploring the relationship between 
measured resilience metrics and the quantified impact and recovery progress temporally, 
will further identify the contributors of successful recovery.  
Finally, in relation to the model adopted in this study to track the built-up area 
change from satellite imagery, the results were promising for applying in other cases where 
other sources of historic data is not available. Additionally, the higher spatial/temporal 
resolution imagery – once available – would inform a more precise view of the built-up 
area change with possibility of detecting building heights (especially with off-nadir look 
imagery), which will be a useful asset in monitoring the recovery process, from pre-event 
to post-event. 
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APPENDIX A 
INFORMATION FOR COLLECTED LANDSAT IMAGE SERIES  
Information for Landsat Scenes – New Zealand (Path 74, Row 90, Spatial 
Resolution 30m) 
Year Acquisition Date  Sensor Year Acquisition Date Sensor 
2000 08-MAY-00 7 ETM+ 2011-Aftershock 28-MAR-11 4-5 TM 
2001 02-OCT-01 7 ETM+ 2011 30-OCT-11 7 ETM+ 
2002 21-OCT-02 7 ETM+  01-DEC-11 7 ETM+ 
2003 16-OCT-03 4-5 TM 2012 29-AUG-12 7 ETM+ 
2004 02-OCT-04 4-5 TM  03-DEC-12 7 ETM+ 
2005 05-OCT-05 4-5 TM 2013 30-DEC-13 8 OLI 
2006 08-OCT-06 4-5 TM 2014 28-SEP-14 8 OLI 
2007 16-FEB-08 4-5 TM 2015 17-OCT-15 8 OLI 
2008 14-NOV-08 4-5 TM 2016 20-NOV-16 8 OLI 
2009 21-FEB-10 4-5 TM 2017 03-AUG-17 8 OLI 
2010- 
Earthquake 
22-DEC-10 4-5 TM 2018-2019 02-MAR-19 8 OLI 
 
Information for Landsat Scenes – Italy (Path 190, Row 31, Spatial Resolution 
30m) 
Year Acquisition Date  Sensor Year Acquisition Date  Sensor 
1999 15-AUG-99 4-5 TM 2010 12-JUL-10 4-5 TM 
2000 01-AUG-00 4-5 TM 2011 29-JUN-11 4-5 TM 
2001 03-JUL-01 4-5 TM 2012 04-APR-12 7 ETM+ 
2002 16-SEP-02 7 ETM+  07-JUN-12 7 ETM+ 
2003 23-JUN-03 4-5 TM 2013 05-AUG-13 8 OLI 
2004 09-JUN-04 4-5 TM 2014 08-AUG-14 8 OLI 
2005 30-JUL-05 4-5 TM 2015 27-AUG-15 8 OLI 
2006 17-JUL-06 4-5 TM 2016 29-AUG-16 8 OLI 
2007 18-JUN-07 4-5 TM 2017 31-JUL-17 8 OLI 
2008 03-MAY-08 4-5 TM 2018 02-JUL-18 8 OLI 
2009-
Earthquake 
25-JUL-09 4-5 TM    
 
Information for Landsat Scenes – Iran (Path 159, Row 40, Spatial Resolution 
30m) 
Year Acquisition Date  Sensor Year Acquisition Date  Sensor 
1993-94 27-DEC-93 4-5 TM 2006-07 08-JAN-07 7 ETM+ 
1994-95 15-JAN-95 4-5 TM  25-FEB-07 7 ETM+ 
1995-96 01-DEC-95 4-5 TM 2007-08 24-APR-08 4-5 TM 
1996-97 04-JAN-97 4-5 TM 2008-09 05-JAN-09 4-5 TM 
1997-98 23-JAN-98 4-5 TM 2009-10 24-JAN-10 4-5 TM 
1998-99 25-DEC-98 4-5 TM 2010-11 26-DEC-10 4-5 TM 
1999-2000 28-DEC-99 4-5 TM 2011-12 06-JAN-12 7 ETM+ 
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Information for Landsat Scenes – Iran (Path 159, Row 40, Spatial Resolution 
30m) 
Year Acquisition Date  Sensor Year Acquisition Date  Sensor 
2000-01 30-DEC-00 4-5 TM  07-FEB-12 7 ETM+ 
2001-02 18-JAN-02 4-5 TM 2012-13 24-MAY-13 8 OLI 
2002-03 26-NOV-02 7 ETM+ 2013-14 03-JAN-14 8 OLI 
2003-04-
Earthquake 
16-JAN-04 7 ETM+ 2014-15 06-JAN-15 8 OLI 
 17-FEB-04 7 ETM+ 2015-16 26-FEB-16 8 OLI 
2004-05 02-JAN-05 7 ETM+ 2016-17 28-FEB-17 8 OLI 
 03-FEB-05 7 ETM+ 2017-18 29-DEC-17 8 OLI 
2005-06 05-JAN-06 7 ETM+ 2018-19 01-JAN-19 8 OLI 
 26-MAR-06 7 ETM+    
 
Information for Landsat Scenes – India (Spatial Resolution 30m) 
Year Acquisition Date  Sensor Path Row 
1991 23-JAN-91 4-5 TM 148 44 and 45 
 30-JAN-91  149 43, 44, 45, and 
46  21-JAN-91  150 43, 44, and 45 
 28-JAN-91  151 43, 44, and 45 
1992 11-FEB-92 4-5 TM 148 44 and 45 
 02-FEB-92  149 43, 44, 45, and 
46  08-JAN-92  150 43, 44, and 45 
 15-JAN-92  151 43, 44, and 45 
1993 12-JAN-93 4-5 TM 148 44 and 45 
 04-FEB-93  149 43, 44, 45, and 
46  26-JAN-93  150 43, 44, and 45 
 02-FEB-93  151 43, 44, and 45 
1994 15-JAN-94 4-5 TM 148 44 and 45 
 06-JAN-94  149 43, 44, 45, and 
46  13-JAN-94  150 43, 44, and 45 
 20-JAN-94  151 43, 44, and 45 
1995 18-JAN-95 4-5 TM 148 44 and 45 
 09-JAN-95  149 43, 44, 45, and 
46  16-JAN-95  150 43, 44, and 45 
 07-JAN-95  151 43, 44, and 45 
1996 21-JAN-96 4-5 TM 148 44 and 45 
 12-JAN-96  149 43, 44, 45, and 
46  03-JAN-96  150 43, 44, and 45 
 10-JAN-96  151 43, 44, and 45 
1997 23-JAN-97 4-5 TM 148 44 and 45 
 30-JAN-97  149 43, 44, 45, and 
46  23-JAN-97  150 43, 44, and 45 
 30-JAN-97  151 43, 44, and 45 
1998 26-JAN-98 4-5 TM 148 44 and 45 
 17-JAN-98  149 43, 44, 45, and 
46  08-JAN-98  150 43, 44, and 45 
 15-JAN-98  151 43, 44, and 45 
1999 13-JAN-99 4-5 TM 148 44 and 45 
 20-JAN-99  149 43, 44, 45, and 
46  11-JAN-99  150 43, 44, and 45 
 18-JAN-99  151 43, 44, and 45 
2000 16-JAN-00 4-5 TM 148 44 and 45 
 23-JAN-00  149 43, 44, 45, and 
46  14-JAN-00  150 43, 44, and 45 
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Information for Landsat Scenes – India (Spatial Resolution 30m) 
Year Acquisition Date  Sensor Path Row 
 06-FEB-00  151 43, 44, and 45 
2001 10-JAN-01 7 ETM+ 148 44 and 45 
 10-FEB-01 4-5 TM 149 43, 44, 45, and 
46  01-FEB-01  150 43, 44, and 45 
 08-FEB-01  151 43, 44, and 45 
2002 13-JAN-02 7 ETM+ 148 44 and 45 
 04-JAN-02  149 43, 44, 45, and 
46  11-JAN-02  150 43, 44, and 45 
 18-JAN-02  151 43, 44, and 45 
2003 01-FEB-03 7 ETM+ 148 44 and 45 
 24-FEB-03  149 43, 44, 45, and 
46  30-JAN-03  150 43, 44, and 45 
 21-JAN-03  151 43, 44, and 45 
2004 10-JAN-04 7 ETM+ 149 43, 44, 45, and 
46  27-FEB-04    
 17-JAN-04  150 43, 44, and 45 
 02-FEB-04    
 24-JAN-04  151 43, 44, and 45 
 12-MAR-04    
2005 13-FEB-05 7 ETM+ 149 43, 44, 45, and 
46  12-JAN-05    
 03-JAN-05  150 43, 44, and 45 
 19-JAN-05    
 26-JAN-05  151 43, 44, and 45 
 11-FEB-05    
2006 16-FEB-06 7 ETM+ 149 43, 44, 45, and 
46  31-JAN-06    
 22-JAN-06  150 43, 44, and 45 
 07-FEB-06    
 13-JAN-06  151 43, 44, and 45 
 14-FEB-06    
2007 18-JAN-07 7 ETM+ 149 43, 44, 45, and 
46  02-JAN-07    
 26-FEB-07  150 43, 44, and 45 
 14-MAR-07    
 31-DEC-06  151 43, 44, and 45 
 16-JAN-07    
2008 18-APR-08 4-5 TM 148 44 and 45 
 18-APR-08  149 43, 44, 45, and 
46  25-APR-08  150 43, 44, and 45 
 16-APR-08  151 43, 44, and 45 
2009 08-JAN-09 4-5 TM 148 44 and 45 
 31-JAN-09  149 43, 44, 45, and 
46  06-JAN-09  150 43, 44, and 45 
 14-FEB-09  151 43, 44, and 45 
2010 12-FEB-10 4-5 TM 148 44 and 45 
 18-JAN-10  149 43, 44, 45, and 
46  25-JAN-10  150 43, 44, and 45 
 16-JAN-10  151 43, 44, and 45 
2011 14-JAN-11 4-5 TM 148 44 and 45 
 21-JAN-11  149 43, 44, 45, and 
46  12-JAN-11  150 43, 44, and 45 
 19-JAN-11  151 43, 44, and 45 
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Information for Landsat Scenes – India (Spatial Resolution 30m) 
Year Acquisition Date  Sensor Path Row 
2012 01-FEB-12 7 ETM+ 149 43, 44, 45, and 
46  31-DEC-11    
 07-JAN-12  150 43, 44, and 45 
 23-JAN-12    
 14-JAN-12  151 43, 44, and 45 
 30-JAN-12    
2013 09-APR-13 8 OLI 148 44 and 45 
 09-APR-13  149 43, 44, 45, and 
46  30-MAR-13  150 43, 44, and 45 
 25-MAR-13  151 43, 44, and 45 
2014 06-JAN-14 8 OLI 148 44 and 45 
 29-JAN-14  149 43, 44, 45, and 
46  05-FEB-14  150 43, 44, and 45 
 12-FEB-14  151 43, 44, and 45 
2015 09-JAN-15 8 OLI 148 44 and 45 
 16-JAN-15  149 43, 44, 45, and 
46  08-FEB-15  150 43, 44, and 45 
 30-JAN-15  151 43, 44, and 45 
2016 12-JAN-16 8 OLI 148 44 and 45 
 19-JAN-16  149 43, 44, 45, and 
46  10-JAN-16  150 43, 44, and 45 
 02-FEB-16  151 43, 44, and 45 
2017 30-JAN-17 8 OLI 148 44 and 45 
 06-FEB-17  149 43, 44, 45, and 
46  28-JAN-17  150 43, 44, and 45 
 19-JAN-17  151 43, 44, and 45 
2018 01-JAN-18 8 OLI 148 44 and 45 
 08-JAN-18  149 43, 44, 45, and 
46  15-JAN-18  150 43, 44, and 45 
 06-JAN-18  151 43, 44, and 45 
2019 20-JAN-19 8 OLI 148 44 and 45 
 11-JAN-19  149 43, 44, 45, and 
46  18-JAN-19  150 43, 44, and 45 
 09-JAN-19  151 43, 44, and 45 
 
 
Information for Landsat Scenes – China (Spatial Resolution 30m) 
Year Acquisition Date  Sensor Path Row 
1998 29-MAY-98 4-5 TM 129 37, 38, and 39 
 21-JUN-98  130 38 and 39 
1999 17-JUN-99 4-5 TM 129 37, 38, and 39 
 21-APR-99  130 38 and 39 
2000 02-MAY-00 4-5 TM 129 37, 38, and 39 
 09-MAY-00  130 38 and 39 
2001 21-MAY-01 4-5 TM 129 37, 38, and 39 
 13-JUN-01  130 38 and 39 
2002 11-JUL-02 4-5 TM 129 37, 38, and 39 
 16-JUN-02  130 38 and 39 
2003 25-APR-03 4-5 TM 129 37, 38, and 39 
 05-JUL-03  130 38 and 39 
2004 27-APR-04 4-5 TM 129 37, 38, and 39 
 07-JUL-04  130 38 and 39 
2005 01-JUN-05 4-5 TM 129 37, 38, and 39 
 26-JUL-05  130 38 and 39 
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Information for Landsat Scenes – China (Spatial Resolution 30m) 
Year Acquisition Date  Sensor Path Row 
2006 19-MAY-06 4-5 TM 129 37, 38, and 39 
 29-JUL-06  130 38 and 39 
2007 06-MAY-07 4-5 TM 129 37, 38, and 39 
 14-JUN-07  130 38 and 39 
2008 24-MAY-08 4-5 TM 129 37, 38, and 39 
 15-MAY-08  130 38 and 39 
2009 03-JUN-12 4-5 TM 129 37, 38, and 39 
 03-JUN-09  130 38 and 39 
2010 15-JUN-10 4-5 TM 129 37, 38, and 39 
 24-JUL-10  130 38 and 39 
2011 17-MAY-11 4-5 TM 129 37, 38, and 39 
 08-MAY-11  130 38 and 39 
2012 12-JUN-12 7 ETM+ 129 37, 38, and 39 
 25-APR-12    
 18-MAY-12  130 38 and 39 
 19-JUN-12    
2013 22-MAY-13 8 OLI 129 37, 38, and 39 
 01-AUG-13  130 38 and 39 
2014 12-JUL-14 8 OLI 129 37, 38, and 39 
 01-JUN-14  130 38 and 39 
2015 15-JUL-15 8 OLI 129 37, 38, and 39 
 06-JUL-15  130 38 and 39 
2016 28-APR-16 8 OLI 129 37, 38, and 39 
 05-MAY-16  130 38 and 39 
2017 01-MAY-17 8 OLI 129 37, 38, and 39 
 08-MAY-17  130 38 and 39 
2018 05-JUN-18 8 OLI 129 37, 38, and 39 
 12-JUN-18  130 38 and 39 
2019 05-APR-19 8 OLI 129 37, 38, and 39 
 11-MAR-19  130 38 and 39 
 
Information for Landsat Scenes – Chile (Spatial Resolution 30m) 
Year Acquisition Date  Sensor Path Row 
2000 02-DEC-99 4-5 TM 233 83, 84, 85, 86, 
and 87  25-DEC-99  1 85, 86, and 87 
2001 06-FEB-01 4-5 TM 233 83, 84, 85, 86, 
and 87  01-MAR-01  1 85, 86, and 87 
2002 15-JAN-02 4-5 TM 233 83, 84, 85, 86, 
and 87  14-DEC-01  1 85, 86, and 87 
2003 20-FEB-03 7 ETM+ 233 83, 84, 85, 86, 
and 87  04-FEB-03    
 10-JAN-03  1 85, 86, and 87 
 11-FEB-03    
2004 18-MAR-04 4-5 TM 233 83, 84, 85, 86, 
and 87  25-MAR-04  1 85, 86, and 87 
2005 05-MAR-05 4-5 TM 233 83, 84, 85, 86, 
and 87  24-FEB-05  1 85, 86, and 87 
2006 04-FEB-06 4-5 TM 233 83, 84, 85, 86, 
and 87  26-JAN-06  1 85, 86, and 87 
2007 23-FEB-07 4-5 TM 233 83, 84, 85, 86, 
and 87  29-JAN-07  1 85, 86, and 87 
2008 10-FEB-08 4-5 TM 233 83, 84, 85, 86, 
and 87  16-JAN-08  1 85, 86, and 87 
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Information for Landsat Scenes – Chile (Spatial Resolution 30m) 
Year Acquisition Date  Sensor Path Row 
2009 12-FEB-09 4-5 TM 233 83, 84, 85, 86, 
and 87  18-JAN-09  1 85, 86, and 87 
2010 19-MAR-10 4-5 TM 233 83, 84, 85, 86, 
and 87  26-MAR-10  1 85, 86, and 87 
2011 18-FEB-11 4-5 TM 233 83, 84, 85, 86, 
and 87  08-JAN-11  1 85, 86, and 87 
2012 29-FEB-12 7 ETM+ 233 83, 84, 85, 86, 
and 87  12-JAN-12    
 23-OCT-11 4-5 TM 1 85, 86, and 87 
2013 12-APR-13 8 OLI 233 83, 84, 85, 86, 
and 87  05-MAY-13  1 85, 86, and 87 
2014 10-FEB-14 8 OLI 233 83, 84, 85, 86, 
and 87  05-MAR-14  1 85, 86, and 87 
2015 13-FEB-15 8 OLI 233 83, 84, 85, 86, 
and 87  08-MAR-15  1 85, 86, and 87 
2016 19-MAR-16 8 OLI 233 83, 84, 85, 86, 
and 87  22-JAN-16  1 85, 86, and 87 
2017 06-MAR-17 8 OLI 233 83, 84, 85, 86, 
and 87  25-FEB-17  1 85, 86, and 87 
2018 25-MAR-18 8 OLI 233 83, 84, 85, 86, 
and 87  12-FEB-18  1 85, 86, and 87 
2019 23-JAN-19 8 OLI 233 83, 84, 85, 86, 
and 87  19-MAR-19  1 85, 86, and 87 
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APPENDIX B 
SUMMARY STATISTICS FOR RGB IMAGES (UI, NDVI, MNDWI) 
New Zealand  
Year Band Mean Median S.Dev. Year Band Mean Median S.Dev. 
2018 UI -0.3908 -0.3859 0.2398 2008 UI -0.4261 -0.4400 0.2778 
 NDVI 0.5493 0.5544 0.2210  NDVI 0.5668 0.6057 0.2592 
 MNDWI -0.4403 -0.4753 0.1294  MNDWI -0.4113 -0.4774 0.2333 
2017 UI -0.4167 -0.4445 0.2147 2007 UI -0.3686 -0.3748 0.2704 
 NDVI 0.5868 0.6094 0.2086  NDVI 0.5424 0.5501 0.2514 
 MNDWI -0.4563 -0.4870 0.1351  MNDWI -0.4530 -0.4893 0.1486 
2016 UI -0.4121 -0.4362 0.2450 2006 UI -0.4124 -0.4772 0.2872 
 NDVI 0.5615 0.5956 0.2437  NDVI 0.5832 0.6410 0.2685 
 MNDWI -0.4434 -0.4766 0.1412  MNDWI -0.4588 -0.4935 0.1470 
2015 UI -0.4206 -0.4575 0.2569 2005 UI -0.4086 -0.4549 0.2614 
 NDVI 0.5748 0.6191 0.2598  NDVI 0.5802 0.6267 0.2507 
 MNDWI -0.4432 -0.4787 0.1463  MNDWI -0.4589 -0.4915 0.1358 
2014 UI -0.4214 -0.4605 0.2484 2004 UI -0.4323 -0.4785 0.2999 
 NDVI 0.5773 0.6225 0.2473  NDVI 0.6066 0.6489 0.2624 
 MNDWI -0.4403 -0.4803 0.1465  MNDWI -0.4609 -0.4908 0.2012 
2013 UI -0.3842 -0.4049 0.2689 2003 UI -0.4430 -0.4957 0.2554 
 NDVI 0.5408 0.5700 0.2567  NDVI 0.5864 0.6413 0.2485 
 MNDWI -0.4425 -0.4768 0.1464  MNDWI -0.4341 -0.4663 0.1419 
2011 UI -0.4013 -0.4202 0.2405 2002 UI -0.4367 -0.4786 0.2512 
 NDVI 0.5633 0.5892 0.2273  NDVI 0.5808 0.6245 0.2422 
 MNDWI -0.4480 -0.4829 0.1394  MNDWI -0.4425 -0.4788 0.1400 
2010 UI -0.3702 -0.3687 0.2551 2001 UI -0.4481 -0.4887 0.2503 
 NDVI 0.5382 0.5484 0.2410  NDVI 0.5939 0.6467 0.2355 
 MNDWI -0.4553 -0.4965 0.1717  MNDWI -0.4371 -0.4692 0.1390 
2009 UI -0.3896 -0.3853 0.2655 2000 UI -0.4214 -0.4481 0.2131 
 NDVI 0.5481 0.5590 0.2254  NDVI 0.5861 0.6059 0.2097 
 MNDWI -0.4205 -0.4670 0.2038  MNDWI -0.4560 -0.4848 0.1343 
 
Chile      
Year Band Mean Median S.Dev. Year Band Mean Median S.Dev. 
2019 UI -0.3204 -0.2977 0.2673 2008 UI -0.3513 -0.3374 0.2881 
 NDVI 0.4537 0.4575 0.3016  NDVI 0.4989 0.4891 0.2676 
 MNDWI -0.3947 -0.4617 0.2595  MNDWI -0.4327 -0.4677 0.1657 
2018 UI -0.3380 -0.3193 0.2675 2007 UI -0.3584 -0.3458 0.2609 
 NDVI 0.4930 0.4826 0.2584  NDVI 0.5048 0.5095 0.2536 
 MNDWI -0.4397 -0.4686 0.1527  MNDWI -0.4449 -0.4740 0.1589 
2017 UI -0.3450 -0.3242 0.2663 2006 UI -0.3553 -0.3359 0.2474 
 NDVI 0.4906 0.4771 0.2575  NDVI 0.5022 0.5049 0.2356 
 MNDWI -0.4357 -0.4678 0.1584  MNDWI -0.4386 -0.4646 0.1490 
2016 UI -0.3256 -0.3106 0.2908 2005 UI -0.3566 -0.3384 0.2474 
 NDVI 0.4926 0.4852 0.2758  NDVI 0.5038 0.4981 0.2318 
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Chile      
Year Band Mean Median S.Dev. Year Band Mean Median S.Dev. 
 MNDWI -0.4462 -0.4767 0.1621  MNDWI -0.4293 -0.4635 0.1757 
2015 UI -0.3016 -0.3460 0.4247 2004 UI -0.3529 -0.3300 0.2439 
 NDVI 0.4554 0.5088 0.4068  NDVI 0.4983 0.4880 0.2324 
 MNDWI -0.4219 -0.4794 0.2229  MNDWI -0.4431 -0.4693 0.1534 
2014 UI -0.3247 -0.3209 0.3152 2003 UI -0.3504 -0.3405 0.2980 
 NDVI 0.4963 0.4837 0.2931  NDVI 0.4957 0.5035 0.2871 
 MNDWI -0.4596 -0.4882 0.1731  MNDWI -0.4343 -0.4684 0.1742 
2013 UI -0.3250 -0.3052 0.2802 2002 UI -0.3431 -0.3906 0.4411 
 NDVI 0.4885 0.4736 0.2617  NDVI 0.4967 0.5869 0.4202 
 MNDWI -0.4494 -0.4860 0.1723  MNDWI -0.4149 -0.5045 0.2929 
2011 UI -0.3469 -0.3238 0.2927 2001 UI -0.3765 -0.3526 0.2415 
 NDVI 0.4998 0.4863 0.2735  NDVI 0.5159 0.5076 0.2279 
 MNDWI -0.4511 -0.4810 0.1663  MNDWI -0.4353 -0.4601 0.1483 
2010 UI -0.2799 -0.3452 0.4623 2000 UI -0.3742 -0.3597 0.2602 
 NDVI 0.4300 0.5370 0.4476  NDVI 0.5173 0.5207 0.2460 
 MNDWI -0.3855 -0.4797 0.2976  MNDWI -0.4256 -0.4614 0.1840 
2009 UI -0.3733 -0.3513 0.2379   
 
   
 NDVI 0.5086 0.5011 0.2288      
 MNDWI -0.4226 -0.4526 0.1687      
 
Italy       
Year Band Mean Median S.Dev. Year Band Mean Median S.Dev. 
2018 UI -0.4599 -0.4763 0.1572 2007 UI -0.4619 -0.4744 0.1556 
 NDVI 0.5751 0.5946 0.1394  NDVI 0.5815 0.5983 0.1364 
 MNDWI -0.3791 -0.3918 0.0610  MNDWI -0.3794 -0.3895 0.0586 
2017 UI -0.4699 -0.4790 0.1521 2006 UI -0.4641 -0.4678 0.1527 
 NDVI 0.5884 0.6011 0.1329  NDVI 0.5817 0.5903 0.1344 
 MNDWI -0.3751 -0.3931 0.0667  MNDWI -0.3782 -0.3921 0.0642 
2016 UI -0.4630 -0.4705 0.1464 2005 UI -0.4786 -0.4855 0.1418 
 NDVI 0.5818 0.5933 0.1280  NDVI 0.5879 0.5978 0.1279 
 MNDWI -0.3798 -0.3953 0.0636  MNDWI -0.3711 -0.3881 0.0695 
2014 UI -0.4649 -0.4850 0.1558 2004 UI -0.4877 -0.5095 0.1555 
 NDVI 0.5838 0.6050 0.1358  NDVI 0.6061 0.6210 0.1269 
 MNDWI -0.3814 -0.3925 0.0577  MNDWI -0.3836 -0.3906 0.0603 
2013 UI -0.4625 -0.4780 0.1539 2003 UI -0.4506 -0.4647 0.1627 
 NDVI 0.5813 0.6012 0.1373  NDVI 0.5734 0.5909 0.1401 
 MNDWI -0.3806 -0.3956 0.0624  MNDWI -0.3790 -0.3890 0.0629 
2011 UI -0.4680 -0.4748 0.1434 2002 UI -0.4852 -0.4982 0.1202 
 NDVI 0.5905 0.5988 0.1228  NDVI 0.6073 0.6170 0.1019 
 MNDWI -0.3863 -0.3939 0.0529  MNDWI -0.3868 -0.3961 0.0495 
2010 UI -0.4602 -0.4710 0.1590 2001 UI -0.4645 -0.4707 0.1534 
 NDVI 0.5796 0.5957 0.1397  NDVI 0.5799 0.5906 0.1359 
 MNDWI -0.3798 -0.3915 0.0607  MNDWI -0.3797 -0.3933 0.0611 
2009 UI -0.4604 -0.4679 0.1507 2000 UI -0.4682 -0.4732 0.1489 
 NDVI 0.5795 0.5917 0.1328  NDVI 0.5861 0.5965 0.1322 
 MNDWI -0.3787 -0.3925 0.0618  MNDWI -0.3777 -0.3933 0.0633 
2008 UI -0.4975 -0.5090 0.1331 1999 UI -0.4637 -0.4728 0.1490 
 NDVI 0.6231 0.6260 0.1046  NDVI 0.5822 0.5936 0.1306 
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Italy       
Year Band Mean Median S.Dev. Year Band Mean Median S.Dev. 
 MNDWI -0.3893 -0.4025 0.0801  MNDWI -0.3794 -0.3940 0.0652 
 
China      
Year Band Mean Median S.Dev. Year Band Mean Median S.Dev. 
2019 UI -0.3820 -0.3849 0.1810 2006 UI -0.3558 -0.3907 0.2709 
 NDVI 0.3807 0.4195 0.1802  NDVI 0.2322 0.3431 0.3575 
 MNDWI -0.1428 -0.1827 0.2332  MNDWI 0.0049 -0.0195 0.2785 
2018 UI -0.3155 -0.3140 0.2262 2003 UI -0.4260 -0.4637 0.1906 
 NDVI 0.3046 0.2985 0.2331  NDVI 0.4056 0.4576 0.2490 
 MNDWI -0.1348 -0.1867 0.2481  MNDWI -0.1401 -0.1761 0.2059 
2017 UI -0.3680 -0.3958 0.2366 2001 UI -0.1122 -0.0444 0.1861 
 NDVI 0.3761 0.4108 0.2625  NDVI 0.1281 0.0443 0.2043 
 MNDWI -0.1632 -0.2243 0.2555  MNDWI -0.1713 -0.1338 0.1083 
2014 UI -0.3424 -0.3593 0.2548 1999 UI -0.4189 -0.4606 0.2125 
 NDVI 0.1635 0.2034 0.3885  NDVI 0.3462 0.4079 0.3146 
 MNDWI 0.0600 -0.0190 0.3546  MNDWI -0.0547 -0.1382 0.3210 
2009 UI -0.2961 -0.3282 0.2643   
 
   
 NDVI 0.2237 0.2567 0.3359      
 MNDWI -0.0426 -0.1021 0.3055      
 
Iran       
Yea
r 
Band Mean Median S.Dev
. 
Year Band Mean Median S.Dev. 
2019 UI -0.1122 -0.0444 0.1861 2008 UI -0.0902 -0.0504 0.1569 
 NDVI 0.1281 0.0443 0.2043  NDVI 0.1259 0.0503 0.1759 
 MNDWI -0.1713 -0.1338 0.1083  MNDW
I 
-0.1872 -0.1340 0.1602 
2018 UI -0.1033 -0.0428 0.1623 2003 UI -0.1020 -0.0514 0.1278 
 NDVI 0.1213 0.0457 0.1831  NDVI 0.1226 0.0517 0.1485 
 MNDWI -0.1656 -0.1332 0.0874  MNDW
I 
-0.1697 -0.1378 0.0824 
2017 UI -0.1107 -0.0415 0.1938 2002 UI -0.0991 -0.0541 0.1108 
 NDVI 0.1287 0.0447 0.2121  NDVI 0.1181 0.0543 0.1235 
 MNDWI -0.1777 -0.1401 0.1317  MNDW
I 
-0.1673 -0.1430 0.0711 
2016 UI -0.1059 -0.0423 0.1855 2001 UI -0.0991 -0.0547 0.1081 
 NDVI 0.1258 0.0449 0.2088  NDVI 0.1162 0.0536 0.1235 
 MNDWI -0.1762 -0.1367 0.1311  MNDW
I 
-0.1644 -0.1377 0.0739 
2015 UI -0.1119 -0.0485 0.1738 2000 UI -0.0836 -0.0581 0.0840 
 NDVI 0.1296 0.0492 0.1935  NDVI 0.0968 0.0564 0.0886 
 MNDWI -0.1709 -0.1325 0.1063  MNDW
I 
-0.1565 -0.1408 0.0540 
2014 UI -0.1004 -0.0467 0.1464 1998 UI -0.1036 -0.0514 0.1609 
 NDVI 0.1160 0.0480 0.1656  NDVI 0.1138 0.0503 0.1754 
 MNDWI -0.1611 -0.1314 0.0793  MNDW
I 
-0.1630 -0.1325 0.1056 
2013 UI -0.0881 -0.0422 0.1589 1997 UI -0.1013 -0.0507 0.1605 
 NDVI 0.1251 0.0451 0.1806  NDVI 0.1109 0.0470 0.1732 
 MNDWI -0.1879 -0.1368 0.1527  MNDW
I 
-0.1597 -0.1301 0.1029 
2011 UI -0.1084 -0.0546 0.1581 1996 UI -0.0661 -0.0430 0.0924 
 NDVI 0.1167 0.0517 0.1714  NDVI 0.0709 0.0408 0.0996 
 MNDWI -0.1579 -0.1321 0.0864  MNDW
I 
-0.1341 -0.1191 0.0557 
2010 UI -0.1005 -0.0473 0.1531 1995 UI -0.0972 -0.0553 0.1124 
 NDVI 0.1160 0.0497 0.1736  NDVI 0.1131 0.0544 0.1328 
 MNDWI -0.1659 -0.1364 0.0956  MNDW
I 
-0.1645 -0.1352 0.0823 
2009 UI -0.1006 -0.0488 0.1599 1994 UI -0.0960 -0.0539 0.1151 
 NDVI 0.1132 0.0515 0.1706  NDVI 0.1118 0.0504 0.1362 
 MNDWI -0.1658 -0.1370 0.1007  MNDW
I 
-0.1606 -0.1330 0.0828 
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India      
Year Band Mean Median S.Dev. Year Band Mean Median S.Dev. 
2019 UI -0.1122 -0.0444 0.1861 2001 UI -0.1789 -0.1325 0.1848 
 NDVI 0.1281 0.0443 0.2043  NDVI 0.2818 0.2612 0.1598 
 MNDWI -0.1713 -0.1338 0.1083  MNDWI -0.3056 -0.3502 0.1866 
2018 UI -0.1882 -0.1309 0.2210 2000 UI -0.1771 -0.1213 0.2030 
 NDVI 0.2931 0.2640 0.2880  NDVI 0.2817 0.2432 0.1882 
 MNDWI -0.3267 -0.3937 0.2844  MNDWI -0.3084 -0.3521 0.2054 
2017 UI -0.1880 -0.1240 0.2301 1999 UI -0.1865 -0.1293 0.2038 
 NDVI 0.2808 0.2374 0.2446  NDVI 0.2725 0.2404 0.2172 
 MNDWI -0.3049 -0.3638 0.2435  MNDWI -0.2932 -0.3518 0.2438 
2016 UI -0.1900 -0.1310 0.2109 1997 UI -0.1741 -0.1069 0.2150 
 NDVI 0.2683 0.2463 0.2379  NDVI 0.2768 0.2266 0.1923 
 MNDWI -0.2901 -0.3460 0.2597  MNDWI -0.3075 -0.3598 0.2055 
2015 UI -0.1829 -0.1153 0.2126 1996 UI -0.1846 -0.1196 0.2171 
 NDVI 0.2771 0.2335 0.2143  NDVI 0.2711 0.2259 0.1984 
 MNDWI -0.3030 -0.3499 0.2088  MNDWI -0.2857 -0.3377 0.2319 
2014 UI -0.1970 -0.1381 0.2101 1995 UI -0.1902 -0.1289 0.2221 
 NDVI 0.2832 0.2581 0.2427  NDVI 0.2725 0.2423 0.2423 
 MNDWI -0.3011 -0.3665 0.2438  MNDWI -0.2928 -0.3630 0.2710 
2011 UI -0.1884 -0.1335 0.2171 1994 UI -0.1728 -0.1094 0.2106 
 NDVI 0.2888 0.2585 0.2385  NDVI 0.2720 0.2315 0.1792 
 MNDWI -0.3133 -0.3738 0.2303  MNDWI -0.3016 -0.3574 0.2223 
2010 UI -0.1878 -0.1154 0.2221 1993 UI -0.1775 -0.1216 0.2035 
 NDVI 0.2877 0.2399 0.2107  NDVI 0.2682 0.2361 0.1973 
 MNDWI -0.3085 -0.3674 0.2219  MNDWI -0.2950 -0.3556 0.2249 
2009 UI -0.1983 -0.1189 0.2731 1992 UI -0.1777 -0.1180 0.2137 
 NDVI 0.3096 0.2700 0.2693  NDVI 0.2789 0.2492 0.1788 
 MNDWI -0.3154 -0.4032 0.3153  MNDWI -0.3073 -0.3601 0.2086 
2003 UI -0.1789 -0.1288 0.1881 1991 UI -0.1806 -0.1218 0.2063 
 NDVI 0.2743 0.2532 0.1531  NDVI 0.2674 0.2403 0.2002 
 MNDWI -0.3002 -0.3455 0.1864  MNDWI -0.2884 -0.3515 0.2321 
2002 UI -0.1860 -0.1315 0.1997   
 
   
 NDVI 0.2835 0.2463 0.1839      
 MNDWI -0.1122 -0.0444 0.1861      
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APPENDIX C 
 
SOCIO-ECONOMIC DATA AVAILABLE BY CASE (FROM CENSUS) 
 
Table C.1 Population and median age by Ward, District, and Constituency for the 
Study area (Census 2006, 2013, and 2018) 
 
   Population Median Age 
Constituency District Ward 2006 2013 2018 2006 2013 2018 
North 
Canterbury 
Waimakariri Oxford-Ohoka 15765 19902 23196 40.65 43.09 44.10 
 Rangiora-
Ashley 
28113 34605 39564 39.60 42.11 43.59 
 Kaiapoi-
Woodend 
28995 31371 37236 40.00 43.54 44.15 
Christchurch Christchurch  Harewood 55746 58890 61410 38.88 41.70 41.96 
 Waimairi 47070 48987 51264 38.63 40.11 38.48 
 Papanui 50664 51237 52590 37.47 39.86 39.85 
 Fendalton 55749 54168 55092 37.04 38.20 38.00 
 Innes 59481 59541 64032 37.53 41.06 40.89 
 Burwood 60807 49401 52950 36.74 40.08 37.90 
 Coastal 46845 36336 35901 36.79 39.99 38.82 
 Hornby 40395 45174 52533 37.30 38.73 38.35 
 Halswell 39039 44826 55764 36.42 39.56 39.26 
 Riccarton 39735 41673 44085 32.81 31.97 34.62 
 Spreydon 40242 44355 47493 35.31 35.60 38.32 
 Central 65796 52221 55614 33.62 34.44 35.11 
 Cashmere 40347 40629 42990 38.83 40.53 40.50 
 Linwood 54513 44115 45876 34.74 37.10 36.20 
 Heathcote 50241 48837 52056 37.14 39.11 39.49 
 Banks 
Peninsula 
11739 12396 13191 42.88 46.09 47.98 
Mid-
Canterbury 
Selwyn Malvern 19119 23121 24999 38.48 40.31 40.93 
 Selwyn 
Central 
17901 26046 36603 38.05 38.29 38.28 
 Ellesmere 16911 19383 20856 36.64 37.76 37.93 
 Springs 24285 30243 42375 38.69 41.06 41.59 
Ashburton Western 16500 18837 20136 36.96 37.27 37.70  
Eastern 26955 30627 32733 39.76 40.58 40.78 
  Study Area 952953 966921 1060539 37.64 39.53 39.79 
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Table C.2 Unemployment rate and median income by Ward, District, and Region 
for the study area (Census 2001, 2006, 2013, and 2018) 
 
 Unemployment rate 
Median income (households in 
occupied private dwellings) 
 Ward/District/Region 2001 2006 2013 2018 2001 2006 2013 2018 
Oxford-Eyre Ward 2.30% 1.43% 2.15% - $45,500 $59,200 $80,100 - 
Woodend-Ashley Ward 2.95% 2.01% 2.63% - $45,300 $58,000 $77,700 - 
Rangiora Ward 3.04% 2.20% 2.58% - $35,700 $44,400 $60,900 - 
Kaiapoi Ward 3.49% 2.39% 2.73% - $37,200 $47,700 $61,800 - 
Shirley-Papanui Ward 4.01% 2.70% 3.19% - $36,800 $48,900 $66,000 - 
Fendalton-Waimairi 
Ward 3.48% 2.59% 2.94% - $44,600 $57,800 $76,000 - 
Burwood-Pegasus Ward 4.54% 2.92% 3.27% - $34,300 $46,200 $61,700 - 
Riccarton-Wigram Ward 4.27% 3.34% 3.43% - $37,400 $49,100 $67,500 - 
Hagley-Ferrymead Ward 5.50% 3.61% 4.08% - $31,500 $42,200 $56,300 - 
Spreydon-Heathcote 
Ward 4.11% 2.94% 3.23% - $35,600 $46,900 $64,800 - 
Banks Peninsula Ward 3.23% 1.99% 2.01% - $36,700 $51,100 $65,300 - 
Malvern Ward 2.17% 1.65% 1.75% - $39,400 $50,400 $69,900 - 
Selwyn Central Ward 2.46% 1.59% 2.38% - $55,600 $72,000 $94,100 - 
Ellesmere Ward 2.11% 1.51% 1.89% - $42,600 $54,200 $70,800 - 
Springs Ward 2.94% 2.14% 2.15% - $48,900 $67,800 $92,100 - 
Western Ward 2.40% 0.99% 1.28% - $41,400 $51,000 $70,700 - 
Eastern Ward 1.73% 1.27% 1.40% - $41,400 $53,200 $72,000 - 
Waimakariri District 3.02% 2.07% 2.53% 3.1% $39,700 $50,900 $68,800 - 
Christchurch City 4.29% 3.00% 3.32% 3.7% $36,500 $48,200 $65,300 - 
Selwyn District 2.47% 1.73% 2.14% 2.3% $47,200 $62,500 $85,100 - 
Ashburton District 2.27% 1.52% 2.02% 2.6% $35,500 $46,000 $63,100 - 
Canterbury Region 3.87% 2.70% 3.10% 3.2% $36,200 $47,900 $65,000 - 
New Zealand 4.84% 3.37% 4.54% 4% $39,600 $51,400 $63,800 - 
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Table C.3 Population and Median age by province and commune (Census 1992, 
2002, and 2017) 
 
    Population Median Age 
Region Provincia Comuna 1992 2002 2017 1992 2002 2017 
Valparaiso Valparaiso Valparaiso 282840 275982 296655 27 31 34 
 Casa Blanca 16590 21874 26867 26 29 35 
 Concon 18872 32273 42152 26 29 35 
 Puchuncavi 10661 12954 18546 29 31 37 
 Quintero 17796 21174 31923 26 30 35 
 Vina del Mar 285454 286931 334248 28 31 35 
 Quilpue 104203 128578 151708 28 32 36 
 Villa Alemana 71672 95623 126548 28 31 35 
Petorca La Ligua 27322 31987 35390 26 30 37 
 Cabildo 17520 18916 19388 24 28 35 
 Papudo 3896 4608 6356 27 30 35 
 Zapallar 4554 5659 7339 28 31 38 
Quillota Quillota 67007 75916 90517 27 30 35 
 Calera 45776 49503 50554 26 30 34 
 Hijuelas 13938 16014 17988 25 29 35 
 La Cruz 10771 12851 22098 28 31 33 
 Nogales 18669 21633 22120 25 29 35 
 Limache 34839 39219 46121 27 30 35 
 Olmue 12603 14105 17516 27 31 37 
San 
Antonio 
San Antonio 78158 87205 91350 26 30 36 
 Algarrobo 5968 8601 13817 28 32 41 
 Cartagena 11906 16875 22738 29 32 38 
 El Quisco 6097 9467 15955 28 34 42 
 El Tabo 4513 7028 13286 31 36 43 
 Santo Domingo 6218 7418 10900 27 31 38 
San Felipe Catemu 11295 12112 13998 25 29 35 
 Llaillay 20276 21644 24608 25 29 35 
 Panquehue 5900 6567 7273 25 28 35 
Libertador 
General 
Bernardo 
O'Higgins 
Cachapoal Rancagua 187324 214344 241774 26 30 34 
 Codegua 9600 10796 12988 24 29 35 
 Coinco 5823 6385 7359 28 32 37 
 Coltauco 15205 16228 19597 26 30 35 
 Donihue 14578 16916 20887 25 29 35 
 Graneros 22453 25961 33437 25 29 32 
 Las Cabras 17738 20242 24640 26 31 37 
 Machali 24152 28628 52505 26 29 34 
 Malloa 12252 12872 13407 25 30 37 
 Mostazal 18138 21866 25343 24 28 34 
 Olivar 11332 12335 13608 24 27 35 
 Peumo 12843 13948 14313 26 30 37 
216 
    Population Median Age 
Region Provincia Comuna 1992 2002 2017 1992 2002 2017 
 Pichidegua 16594 17756 19714 26 31 39 
 Quinta de 
Tilcoco 
10782 11380 13002 25 30 37 
 Rengo 43617 50830 58825 25 29 34 
 Requinao 19432 22161 27968 24 28 34 
 San Vicente 35167 40253 46766 27 31 37 
Cardenal 
Caro 
Pichilemu 10510 12392 16394 26 31 38 
La Estrella 2779 4221 3041 30 23 44 
 Litueche 5466 5526 6294 28 32 40 
 Marchihue 6209 6904 7308 28 32 41 
 Navidad 5423 5422 6641 30 37 45 
 Paredones 6622 6695 6188 26 33 44 
Colchagua San Fernando 56368 63732 73973 25 29 35 
 Chepica 14101 13857 15037 25 31 38 
 Chimbarongo 30665 32316 35399 25 29 36 
 Lolol 5944 6191 6811 27 33 41 
 Nancagua 14414 15634 17833 25 30 36 
 Palmilla 10864 11200 12482 25 30 38 
 Peralillo 9144 9729 11007 26 31 39 
 Placilla 7799 8078 8738 25 30 38 
 Pumanque 3773 3442 3421 28 34 43 
 Santa Cruz 29258 32387 37855 26 30 37 
Maule Talca Talca 171287 201797 220357 25 29 34 
  Constitucion 40340 46081 46068 24 27 34 
  Curepto 12285 10812 9448 27 34 45 
  Empedrado 4554 4225 4142 23 28 36 
  Maule 13769 16837 49721 25 29 30 
  Pelarco 7648 7266 8422 24 30 38 
  Pencahue 7854 8315 8245 27 32 41 
  Rio claro 12591 12698 13906 24 30 38 
  San Clemente 36414 37261 43269 25 29 35 
  San Rafael 7209 7674 9191 25 29 35 
 Cauquenes Cauquenes 40279 41217 40441 27 32 39 
  Chanco 9492 9457 8928 25 30 40 
  Pelluhue 5471 6414 7571 26 31 39 
 Curico Curico 104113 119585 149136 26 29 35 
  Hualane 9298 9741 9657 27 32 41 
  Licanten 6345 6902 6653 27 31 40 
  Molina 35674 38521 45976 26 30 35 
  Rauco 7822 8566 10484 26 31 38 
  Romeral 11490 12707 15187 24 29 36 
  Sagrada Familia 16894 17519 18544 25 30 37 
  Teno 24090 25596 28921 25 30 36 
  Vichuquen 4931 4916 4322 26 31 43 
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Region Provincia Comuna 1992 2002 2017 1992 2002 2017 
 Linares Linares 77316 83249 93602 25 30 36 
  Colbun 16950 17619 20765 25 29 35 
  Longavi 28018 28161 30534 24 29 37 
  Parral 38067 37822 41637 25 31 37 
  Retiro 19703 18487 19974 24 30 39 
  San Javier 35587 37793 45547 26 31 35 
  Villa Alegre 15150 14725 16221 26 31 37 
  Yerbas buenas 15500 16134 18081 24 29 36 
Biobío 
 
Concepcion Conccepcion 206839 216061 223574 26 29 33 
 Coronel 83426 95528 116262 25 29 33 
 Chiguayante 56371 81302 85938 25 29 34 
 Florida 10437 10177 10624 27 32 42 
 Hualqui 16156 18768 24333 25 29 34 
 Lota 50256 49089 43535 24 29 36 
 Penco 40359 46016 47367 25 29 35 
 San Pedro de la 
Paz 
67817 80447 131808 24 28 32 
 Santa Juana 11957 12713 13749 26 31 37 
 Talcahuano 248543 163626 151749 25 29 35 
 Tome 49284 52440 54946 26 31 37 
 Hualpen - 86722 91773 - 30 35 
Arauco Lebu 24748 25035 25522 23 28 34 
 Arauco 29657 34873 36257 24 28 34 
 Canete 29323 31270 34537 23 28 34 
 Contulmo 6736 5838 6031 25 30 37.5 
 Curanilahue 33631 31943 32288 23 28 35 
 Los Alamos 16870 18632 21035 22 27 33 
 Tirua 8736 9664 10417 20 25 32 
Biobío Los Angeles 140535 166556 202331 24 29 34 
 Antuco 4062 3908 4073 26 31 38 
 Cabrero 21705 25282 28573 25 29 36 
 Laja 24350 22404 22389 24 30 36 
 Mulchen 29934 29003 29627 24 29 35 
 Nacimiento 25994 25971 26315 24 29 35 
 Negrete 8347 8579 9737 24 28 35 
 Quilaco 4379 4021 3988 27 34 43 
 Quilleco 10492 10428 9587 26 31 40 
 San Rosendo 4375 3918 3412 26 30 40 
 Santa Barbara 17257 12943 13773 24 29 35 
 Tucapel 12020 12777 14134 26 31 37 
 Yumbel 20460 20498 21198 27 32 41 
 Alto Biobio - 7027 5923 - 29 29 
Ñuble Chillan 149511 161953 184739 25 30 35 
 Bulnes 19713 20595 21493 25 30 38 
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Region Provincia Comuna 1992 2002 2017 1992 2002 2017 
 Chillan viejo 16714 22084 30907 24 28 33 
 El Carmen 14161 12845 12044 24 30 39 
 Pemuco 8413 8821 8448 24 29 37 
 Pinto 8932 9875 10827 26 31 39 
 Quillon 14562 15146 17485 27 33 41 
 San Ignacio 16499 16106 16079 24 30 39 
 Yungay 15290 16814 17787 26 31 39 
 Quirihue 10971 11429 11594 27 31 40 
 Cobquecura 6257 5687 5012 29 35 45 
 Coelemu 16630 16082 15995 26 32 38 
 Ninhue 6417 5738 5213 26 33 43 
 Portezuelo 5970 5470 4862 26 33 43 
 Ranquil 6404 5683 5755 29 35 44 
 Treguaco 5637 5296 5401 27 33 42 
 San Carlos 48129 50088 53024 25 31 37 
 Coihueco 22585 23583 26881 23 28 35 
 Ñiquen 13156 11421 11152 26 34 43 
 San Fabian 3803 3646 4308 25 30 39 
 San Nicolas 9495 9741 11603 26 32 40 
Araucania Cautin Temuco 197236 245347 282415 25 28 32 
 Carahue 25500 25696 24533 24 28 36 
 Freire 22997 24236 24606 25 30 37 
 Galvarino 14076 12596 11996 23 28 36 
 Gorbea 14652 15222 14414 27 31 39 
 Lautaro 28725 32218 38013 24 28 33 
 Nueva Imperial 36878 29994 32510 24 29 35 
 Padre Las Casas 46325 60073 76126 23 27 32 
 Perquenco 5886 6450 6905 25 30 36 
 Pitrufquen 20026 21988 24837 27 32 38 
 Saavedra 14432 14034 12450 23 29 38 
 Teodoro 
Schmidt 
15028 15504 15045 25 31 40 
 Tolten 12061 11216 9722 24 30 40 
 Vilcun 20887 22491 28151 24 28 34 
 Cholchol - 10065 11611 - 26 34 
Malleco Angol 46226 48996 53262 24 29 35 
 Collipulli 22767 22354 24598 24 29 34 
 Curacautin 18135 16970 17413 26 31 39 
 Ercilla 8842 9041 7733 23 27 34 
 Los Sauces 8995 7581 7265 25 31 38 
 Lumaco 12258 11405 9548 24 29 38 
 Puren 13917 12868 11779 23 29 38 
 Renaico 9197 9128 10250 24 29 35 
 Traiguen 20622 19534 18843 25 31 37 
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Region Provincia Comuna 1992 2002 2017 1992 2002 2017 
 Victoria 32979 33501 34182 25 30 36 
RegionMe
tropolitana 
de 
Santiago 
Santiago Santiago 230977 200792 404495 31 32 32 
 Cerrillos 72649 71906 80832 26 30 34 
 Cerro Navia 155735 148312 132622 24 28 34 
 Conchali 152919 133256 126955 27 32 35 
 El Bosque 172854 175594 162505 25 29 34 
 Estacion Central 140896 130394 147041 28 32 34 
 Huechuraba 61784 74070 98671 24 29 33 
 Independencia 77794 65479 100281 31 35 32 
 La Cisterna 94712 85118 90119 28 33 35 
 La Florida 328881 365674 366916 25 29 35 
 La Granja 133285 132520 116571 25 29 34 
 La Pintana 169640 189278 177335 22 26 31 
 La Reina 92410 96762 92787 28 32 38 
 Las Condes 208063 249893 294838 29 33 37 
 Lo Barnechea 50062 74749 105833 25 27 32 
 Lo Espejo 120075 112800 98804 26 29 34 
 Lo Prado 110933 104316 96249 26 30 36 
 Macul 120708 112535 116534 27 32 36 
 Maipu 256550 468390 521627 26 29 34 
 Ñunoa 172575 163511 208237 32 35 36 
 Pedro Aguirre 
Cerda 
130441 114560 101174 28 33 36 
 Penalolen 179781 216060 241599 24 28 34 
 Providencia 111182 120874 142079 35 35 36 
 Pudahuel 137940 195653 230293 24 28 33 
 Quilicura 41121 126518 210410 23 27 30 
 Quinta Normal 116349 104012 110026 28 32 35 
 Recoleta 164767 148220 157851 27 31 34 
 Renca 128972 133518 147151 24 28 32 
 San Juaquin 114017 97625 94492 28 33 36 
 San Miguel 82869 78872 107954 30 34 35 
 San Ramon 100817 94906 82900 25 29 35 
 Vitacura 79375 81499 85384 28 33 38 
Cordillera Puente Alto 254673 493722 568106 25 28 32 
 Pirque 11368 16565 26521 25 29 34 
 San Jose de 
Maipo 
11646 13376 18189 27 30 36 
Chacabuco Colina 52769 77815 146207 23 26 30 
 Lampa 25033 40228 102034 24 27 30 
 Tiltil 12838 14755 19312 25 28 33 
Maipo San Bernardo 190857 246762 301313 24 28 31 
 Buin 52792 63419 96614 24 28 32 
 Calera de Tango 11843 18235 25392 24 28 33 
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 Paine 37529 50028 72759 25 28 33 
Melipilla Melipilla 80255 94540 123627 25 29 34 
 Alhue 4013 4435 6444 26 30 35 
 Curacavi 19053 24298 32579 26 29 35 
 Maria Pinto 8735 10343 13590 25 29 34.5 
 San Pedro 6746 7549 9726 28 32 36 
Talagante Talagante 44908 59805 74237 25 28 33 
 El Monte 21882 26459 35923 25 28 32 
 Isla de Maipo 20344 25798 36219 25 29 33 
 Padre Hurtado 29333 38768 63250 25 28 32 
 Penaflor 50187 66619 90201 26 29 33 
 Study Area 10408713 11692696 13495893 25.6 30.03 36.2 
 
 
Table C.4 Population by province and commune for the study area (census 2012, 
2014, 2016, 2018) 
 
   Population 
Region Province Comune 2012 2014 2016 2018 
Abruzzo L'Aquila Aielli 1453 1439 1475 1465 
 L'Aquila Avezzano 40846 42206 42515 42492 
 L'Aquila Barete 678 712 737 683 
 L'Aquila Barisciano 1851 1897 1828 1764 
 L'Aquila Cagnano Amiterno 1375 1419 1369 1262 
 L'Aquila Calascio 137 136 137 134 
 L'Aquila Campotosto 583 580 542 524 
 L'Aquila Capestrano 886 910 884 897 
 L'Aquila Caporciano 233 230 230 215 
 L'Aquila Carapelle Calvisio 85 85 87 86 
 L'Aquila Castel del Monte 438 467 413 437 
 L'Aquila Castelvecchio Calvisio 159 155 153 143 
 L'Aquila Celano 10810 11044 11017 10885 
 L'Aquila Cerchio 1657 1645 1635 1569 
 L'Aquila Collarmele 947 921 894 867 
 L'Aquila Corfinio 1079 1085 1051 1036 
 L'Aquila Fagnano Alto 440 441 418 416 
 L'Aquila Fontecchio 411 401 369 341 
 L'Aquila Fossa 694 722 721 705 
 L'Aquila L'Aquila 66905 70967 69753 69439 
 L'Aquila Luco dei Marsi 5878 6037 6079 6065 
 L'Aquila Lucoli 1021 1060 1011 967 
 L'Aquila Massa d'Albe 1500 1482 1476 1461 
 L'Aquila Navelli 559 570 554 541 
 L'Aquila Ocre 1112 1136 1167 1159 
221 
   Population 
Region Province Comune 2012 2014 2016 2018 
 L'Aquila Ofena 527 520 506 471 
 L'Aquila Ortucchio 1861 1863 1860 1796 
 L'Aquila Ovindoli 1187 1256 1227 1203 
 L'Aquila Pescina 4270 4195 4133 4054 
 L'Aquila Pizzoli 3782 4219 4326 4611 
 L'Aquila Poggio Picenze 1069 1125 1136 1105 
 L'Aquila Prata d'Ansidonia 498 513 496 486 
 L'Aquila Pratola Peligna 7849 7752 7577 7528 
 L'Aquila Prezza 1009 971 945 947 
 L'Aquila Raiano 2816 2837 2815 2767 
 L'Aquila Rocca di Cambio 501 512 533 512 
 L'Aquila Rocca di Mezzo 1462 1534 1526 1474 
 L'Aquila San Benedetto dei Marsi 3905 3940 3909 3907 
 L'Aquila San Demetrio ne' Vestini 1832 1834 1854 1909 
 L'Aquila San Pio delle Camere 637 712 661 681 
 L'Aquila Sant'Eusanio Forconese 419 410 394 394 
 L'Aquila Santo Stefano di Sessanio 109 114 111 110 
 L'Aquila Scoppito 3301 3625 3727 3805 
 L'Aquila Tione degli Abruzzi 324 317 310 287 
 L'Aquila Tornimparte 3090 3189 3187 3152 
 L'Aquila Trasacco 6154 6243 6246 6198 
 L'Aquila Villa Sant'Angelo 427 430 424 428 
 L'Aquila Isola del Gran Sasso d'Italia 4835 4815 4773 4684 
 Teramo Pietracamela 305 289 271 251 
  Study Area 193906 200962 199462 198313 
 
 
Table C.5 The annual average households’ income for Abruzzo, Sud, and Italy 
(census 2011 data) 
 
 2003 2004 2005 2006 2007 2008 2009 
Italy 26919 27857 28020 29144 29663 30090 30502 
Sud 22834 23308 23703 24683 25281 25508 25862 
Abruzzo 25689 25849 26293 26874 28425 27298 27501  
2010 2011 2012 2013 2014 2015 2016 
Italy 30220 30236 29579 29473 29472 29988 30595 
Sud 25123 25451 24639 24632 24450 25206 25615 
Abruzzo 25147 26978 25947 26347 26040 26317 27308 
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Table C.6 Population by province and prefectures for the study area (census 2000, 
2010, 2016) 
 
  Population 
Province Perfectures 2000 2010 2016 
Sìchuān  Ābà Zàngzú Qiāngzú 
Zìzhìzhōu [Ngawa] 
847,468 898,708 934,600 
 Chéngdū Shì 12,521,057 15,118,839 15,917,600 
 Déyáng Shì 3,788,056 3,615,758 3,519,700 
 Guăngyuán Shì 3,063,291 2,484,122 2,635,000 
 Miányáng Shì 5,170,141 4,613,871 4,810,900 
 Yă'ān Shì 1,522,845 1,507,258 1,539,700 
Gānsù  Lŏngnán Shì 2,585,479 2,567,718 2,604,100 
Shănxī  Hànzhōng Shì 3,411,044 3,416,196 3,446,300 
 Study Area 32,909,381 34,222,470 35,407,900 
Source: (2000) (2010) China National Bureau of Statistics, (2016) statistical yearbooks 
and bulletins.  
 
Table C.7 Population of Bam County, Kerman Province, and Iran for each Census 
Year 
 
 Census Year 
  1986 1996 2006 2011 2016 
Bam 80,030 104,570 146,407 195,603 228,241 
Kerman 1,600,601 2,013,111 2,584,834 2,938,988 3,164,718 
Iran 50,000,000 60,055,488 70,472,846 75,149,669 79,926,270 
 
 
Table C.8 Total households and % of urban households by district for India, 
Gujarat 
 
 Total Households %Urban Households Population 
District* 1991 2001 2011 1991 2001 2011 2011 
Ahmadabad 944955 1186657 1494656 75.71% 80.83% 84.69% 7214225 
Amreli 199675 253725 294071 22.41% 22.16% 25.57% 1514190 
Banas Kantha 365320 424315 561128 11.62% 12.18% 14.58% 3120506 
Bharuch 296915 280409 335098 21.77% 26.36% 35.23% 1551019 
Bhavnagar 377610 431566 542464 37.38% 40.49% 44.01% 2880365 
Gandhinagar 78245 261062 287200 43.45% 34.50% 44.13% 1391753 
Jamnagar 257135 339442 424336 40.61% 43.82% 45.73% 2160119 
Junagadh 400045 432201 526674 34.28% 29.91% 34.13% 2743082 
Kutch/Kachchh 247810 310006 444761 30.01% 32.63% 35.70% 2092371 
Kheda 643980 395062 462134 21.98% 19.43% 22.50% 2299885 
Rajkot 433305 584677 782631 49.09% 53.15% 59.92% 3804558 
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 Total Households %Urban Households Population 
District* 1991 2001 2011 1991 2001 2011 2011 
Surendranagar 217065 276065 342337 30.21% 27.60% 29.36% 1756268 
Vadodara 580930 733109 880121 44.06% 46.97% 52.41% 4165626 
*Data for districts of Anand, Botad, Debhumi Dwarka, Gir Somnath, Mahisaga, Morbi, 
Patan, Porbandar, Jalor, and Sirohi was missing at least for a year, thus were taken out for 
analysis 
 
Table C.9 Average percent of prevalent building types for Gujarat and the Districts 
(data source: census 2011) 
 
District/State %Concrete %Mud/Brick %Stone %Wood 
State - Gujarat 3.62% 79.43% 10.43% 0.67% 
District – Kutch / Kachchh 23.12% 42.84% 29.60% 1.58% 
District - Banas Kantha 1.30% 92.01% 2.45% 0.23% 
District - Patan   1.77% 92.21% 2.60% 0.23% 
District - Mahesana 2.47% 94.22% 1.01% 0.14% 
District - Sabar Kantha 2.17% 92.51% 2.98% 0.19% 
District - Gandhinagar 2.53% 94.50% 0.89% 0.12% 
District - Ahmadabad 1.93% 96.02% 0.97% 0.12% 
District - Surendranagar 1.03% 63.41% 33.52% 0.36% 
District - Rajkot 4.91% 75.91% 18.10% 0.19% 
District - Jamnagar 4.54% 63.84% 29.47% 0.40% 
District - Porbandar  4.56% 3.49% 90.60% 0.23% 
District - Junagadh 3.57% 11.55% 83.46% 0.53% 
District - Amreli 1.68% 85.40% 11.57% 0.27% 
District - Bhavnagar 3.10% 87.41% 7.18% 1.16% 
District - Anand   3.70% 92.39% 0.95% 0.34% 
District - Kheda 2.89% 92.09% 0.85% 0.36% 
District - Panch Mahals 0.81% 90.44% 3.51% 0.43% 
District - Dohad   0.50% 86.43% 7.97% 1.25% 
District - Vadodara 3.11% 88.85% 0.78% 0.33% 
District - Narmada 0.72% 37.70% 0.62% 0.43% 
District - Bharuch 3.52% 83.84% 0.77% 0.38% 
District - The Dangs 0.32% 29.56% 0.46% 0.58% 
District - Navsari   3.11% 73.56% 1.05% 2.32% 
District - Valsad 5.08% 73.20% 1.10% 0.69% 
District - Surat 4.29% 85.90% 0.58% 2.31% 
District - Tapi 1.95% 38.61% 0.21% 0.35% 
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APPENDIX D 
CURVES OF PRE-EVENT AND POST-EVENT TRENDS BY CASE 
% Change in Urban Area, New Zealand 
Pre-Event 
   
 
 
Post-Event 
    
   
 
Figure D.1 % urban area change (with 7.71% error variation), and the best fitted line 
(both linear and highest R2 fitted expression) 
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% Change in Urban Area, Chile 
 
Pre-Event 
   
 
 
Post-Event 
  
 
 
Figure D.2 % urban area change (with 5.75% error variation), and the best fitted line 
(both linear and highest R2 fitted expression) 
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% Change in Urban Area, Italy 
 
Pre-Event 
  
  
 
 
Post-Event 
  
 
 
Figure D.3 % urban area change (with 8% error variation), and the best fitted line 
(both linear and highest R2 fitted expression) 
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% Change in Urban Area, China 
 
Pre-Event 
 
 
 
Post-Event 
  
 
 
Figure D.4 % urban area change (with 6.75% error variation), and the best fitted line 
(both linear and highest R2 fitted expression) 
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% Change in Urban Area, Iran 
 
Pre-Event 
  
  
 
Post-Event 
 
 
 
Figure D.5 % urban area change (with 8% error variation), and the best fitted line 
(both linear and highest R2 fitted expression) 
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Figure D.6 % urban area change (with 12.5% error variation), and the best fitted line 
(both linear and highest R2 fitted expression) 
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