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Abstract
This article surveys the use of configuration space integrals in the
study of the topology of knot and link spaces. The main focus is
the exposition of how these integrals produce finite type invari-
ants of classical knots and links. More generally, we also explain
the construction of a chain map, given by configuration space
integrals, between a certain diagram complex and the deRham
complex of the space of knots in dimension four or more. A gen-
eralization to spaces of links, homotopy links, and braids is also
treated, as are connections to Milnor invariants, manifold calculus
of functors, and the rational formality of the little balls operads.
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1 Introduction
Configuration space integrals are fascinating objects that lie at the inter-
section of physics, combinatorics, topology, and geometry. Since their
inception over twenty years ago, they have emerged as an important tool
in the study of the topology of spaces of embeddings and in particular
of spaces of knots and links.
The beginnings of configuration space integrals can be traced back
to Guadagnini, Martellini, and Mintchev [19] and Bar-Natan [4] whose
work was inspired by Chern-Simons theory. The more topological point
of view was introduced by Bott and Taubes [9]; configuration space
integrals are because of this sometimes even called Bott-Taubes inte-
grals in the literature (more on Bott and Taubes’ work can be found
in Section 3.3). The point of this early work was to use configuration
space integrals to construct a knot invariant in the spirit of the classical
linking number of a two-component link. This invariant turned out to
be of finite type (finite type invariants are reviewed in Section 2.3) and
D. Thurston [51] generalized it to construct all finite type invariants.
We will explain D. Thurston’s result in Section 3.4, but the idea is as
follows:
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Given a trivalent diagram Γ (see Section 2.3), one can construct a
bundle
pi : Conf[p, q;K3,Rn] −→ K3,
where K3 is the space of knots in R3. Here p and q are the numbers of
certain kinds of vertices in Γ and Conf[p, q;K3,Rn] is a pullback space
constructed from an evaluation map and a projection map. The fiber of
pi over a knot K ∈ K3 is the compactified configuration space of p + q
points in R3, first p of which are constrained to lie on K. The edges of
Γ also give a prescription for pulling back a product of volume forms
on S2 to Conf[p, q;K3,Rn]. The resulting form can then be integrated
along the fiber, or pushed forward, to K3. The dimensions work out
so that this is a 0-form and, after adding the pushforwards over all
trivalent diagrams of a certain type, this form is in fact closed, i.e. it is
an invariant. Thurston then proves that this is a finite type invariant
and that this procedure gives all finite type invariants.
The next generalization was carried out by Cattaneo, Cotta-Ramu-
sino, and Longoni [12]. Namely, let Kn, n > 3, be the space of knots in
Rn. The main result of [12] is that there is a cochain map
(1) Dn −→ Ω∗(Kn)
between a certain diagram complex Dn generalizing trivalent diagrams
and the deRham complex of Kn. The map is given by exactly the same
integration procedure as Thurston’s, except the degree of the form that
is produced on Kn is no longer zero. Specializing to classical knots
(where there is no longer a cochain map due to the so-called “anoma-
lous face”; see Section 3.4) and degree zero, one recovers the work of
Thurston. Cattaneo, Cotta-Ramusino, and Longoni have used the map
(1) to show that spaces of knots have cohomology in arbitrarily high
degrees in [13] by studying certain algebraic structures on Dn that cor-
respond to those in the cohomology ring of Kn. Longoni also proved in
[33] that some of these classes arise from non-trivalent diagrams.
Even though configuration space integrals were in all of the afore-
mentioned work constructed for ordinary closed knots, it has in recent
years become clear that the variant for long knots is also useful. Be-
cause some of the applications we describe here have a slight preference
for the long version, this is the space we will work with. The difference
between the closed and the long version is minimal from the perspective
of this paper, as explained at the beginning of Section 2.2.
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More recently, configuration space integrals have been generalized
to (long) links, homotopy links, and braids [30, 57], and this work is
summarized in Section 5.1. One nice feature of this generalization is
that it provides the connection to Milnor invariants. This is because
configuration space integrals give finite type invariants of homotopy
links, and, since Milnor invariants are finite type, this immediately gives
integral expressions for these classical invariants.
We also describe two more surprising applications of configuration
space integrals. Namely, one can use manifold calculus of functors to
place finite type invariants in a more homotopy-theoretic setting as de-
scribed in Section 5.2. Functor calculus also combines with the formality
of the little n-discs operad to give a description of the rational homol-
ogy of Kn, n > 3. Configuration space integrals play a central role here
since they are at the heart of the proof of operad formality. Some details
about this are provided in Section 5.3.
In order to keep the focus of this paper on knot and links and keep
its length to a manageable size, we will regrettably only point the reader
to three other topics that are growing in promise and popularity. The
first is the work of Sakai [44] and its expansion by Sakai and Watan-
abe [49] on long planes, namely embeddings of Rk in Rn fixed outside
a compact set. These authors use configuration space integrals to pro-
duce nontrivial cohomology classes of this space with certain conditions
on k and n. This work generalizes classes produced by others [14, 58]
and complements recent work by Arone and Turchin [2] who show, us-
ing homotopy-theoretic methods, that the homology of Emb(Rk,Rn) is
given by a certain graph complex for n ≥ 2k+2. Sakai has further used
configuration space integrals to produce a cohomology class of K3 in
degree one that is related to the Casson invariant [43] and has given a
new interpretation of the Haefliger invariant for Emb(Rk,Rn) for some
k and n [44]. In an interesting bridge between two different points of
view on spaces of knots, Sakai has in [44] also combined the configura-
tion space integrals with Budney’s action of the little discs operad on
Kn [10].
The other interesting development is the recent work of Koytcheff
[29] who develops a homotopy-theoretic replacement of configuration
space integrals. He uses the Pontryagin-Thom construction to “push
forward” forms from Conf[p, q;Kn,Rn] to Kn. The advantage of this
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approach is that is works over any coefficients, unlike ordinary configu-
ration space integration, which takes values in R. A better understand-
ing of how Koytcheff’s construction relates to the original configuration
space integrals is still needed.
The third topic is the role configuration space integrals have re-
cently played in the construction of asymptotic finite type invariants of
divergence-free vector fields [25]. The approach in this work is to apply
configuration space integrals to trajectories of a vector field. In this
way, generalizations of some familiar asymptotic vector field invariants
like asymptotic linking number, helicity, and the asymptotic signature
can be derived.
Lastly, some notes on the style and expositional choices we have
made in this paper are in order. We will assume an informal tone, espe-
cially at times when writing down something precisely would require us
to introduce cumbersome notation. To quote from a friend and coauthor
Brian Munson [40], “we will frequently omit arguments which would dis-
tract us from our attempts at being lighthearted”. Whenever this is the
case, a reference to the place where the details appear will be supplied.
In particular, most of the proofs we present here have been worked out
in detail elsewhere, and if we feel that the original source is sufficient,
we will simply give a sketch of the proof and provide ample references
for further reading. It is also worth pointing out that many open prob-
lems are stated througout and our ultimate hope is that, upon looking
at this paper, the reader will be motivated to tackle some of them.
1.1 Organization of the paper
We begin by recall some of the necessary background in Section 2. We
only give the basics but furnish abundant references for further reading.
In particular, we review integration along the fiber in Section 2.1 and
pay special attention to integration for infinite-dimensional manifolds
and manifolds with corners. In Section 2.2 we define the space of long
knots and state some observations about it. A review of finite type
invariants is provided in Section 2.3; they will play a central role later.
This section also includes a discussion of chord diagrams and trivalent
diagrams. Finally in Section 2.4, we talk about configuration spaces and
their Fulton-MacPherson compactification. These are the spaces over
which our integration will take place.
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Section 3 is devoted to the construction of finite type invariants via
configuration space integrals. The motivating notion of the linking num-
ber is recalled in Section 3.1, and that leads to the failed construction
of the “self-linking” number in Section 3.2 and its improvement to the
simplest finite type (Casson) invariant in Section 3.3. This section is at
the heart of the paper since it gives all the necessary ideas for all of the
constructions encountered from then on. Finally in Section 3.4 we con-
struct all finite type knot invariants via configuration space integrals.
Section 4 is dedicated to the description of the cochain map (1)
and includes the definition of the cochain complex Dn. We also discuss
how this generalizes D. Thurston’s construction that yields finite type
invariants.
Finally in Section 5, we give brief accounts of some other features,
generalizations, and applications of configuration space integrals. More
precisely, in Section 5.1, we generalize the constructions we will have
seen for knots to links, homotopy links, and braids; in Section 5.2,
we explore the connections between manifold calculus of functors and
configuration space integrals; and in Section 5.3, we explain how config-
uration space integrals are used in the proof of the formality of the little
n-discs operad and how this leads to information about the homology
of spaces of knots.
2 Preliminaries
2.1 Differential forms and integration along the fiber
The strategy we will employ in this paper is to produce differential
forms on spaces of knots and links via configuration space integrals.
Since introductory literature on differential forms is abundant (see for
example [8]), we will not recall their definition here. We also assume
the reader is familiar with integration of forms over manifolds.
We will, however, recall some terminology that will be used through-
out: Given a smooth oriented manifold M , one has the deRham cochain
complex Ω∗(M) of differential forms:
0 −→ Ω0(M) d−→ Ω1(M) d−→ Ω2(M) −→ · · ·
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where Ωk(M) is the space of smooth k-forms on M . The differential d
is the exterior derivative. A form α ∈ Ωk(M) is closed if dα = 0 and
exact if α = dβ for some β ∈ Ωk−1(M). The kth deRham cohomology
group of M , Hk(M), is defined the usual way as the kernel of d modulo
the image of d, i.e. the space of closed forms modulo the subspace of
exact forms. All the cohomology we consider will be over R.
The wedge product, or exterior product, of differential forms gives
Ω∗(M) the structure of an algebra, called the deRham, or exterior alge-
bra of M .
According to the deRham Theorem, deRham cohomology is isomor-
phic to the ordinary singular cohomology. In particular, H0(M) is the
space of functionals on connected components of M , i.e. the space of
invariants of M . The bulk of this paper is concerned with invariants of
knots and links.
The complex Ω∗(M) can be defined for manifolds with boundary by
simply restricting the form to the boundary. Locally, we take restrictions
of forms on open subsets of Rk to Rk−1 × R+. Further, one can define
differential forms on manifolds with corners (an n-dimensional manifold
with corners is locally modeled on Rk+ × Rn−k, 0 ≤ k ≤ n; see [23]
for a nice introduction to these spaces) in exactly the same fashion by
restricting forms to the boundary components, or strata of M .
The complex Ω∗(M) can also be defined for infinite-dimensional
manifolds such as the spaces of knots and links we will consider here.
One usually considers the forms on the vector space on which M is lo-
cally modeled and then patches them together into forms on all of M .
When M satisfies conditions such as paracompactness, this “patched-
together” complex again computes the ordinary cohomology of M . An-
other way to think about forms on an infinite-dimensional manifold M
is via the diffeological point of view which considers forms on open sets
mapping into M . For more details, see [30, Section 2.2] which gives
further references.
Given a smooth fiber bundle pi : E → B whose fibers are compact
oriented k-dimensional manifolds, there is a map
(2) pi∗ : Ωn(E) −→ Ωn−k(B)
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called the pushforward or integration along the fiber. The idea is to de-
fine the form on B pointwise by integrating over each fiber of pi. Namely,
since pi is a bundle, each point b ∈ B has a k-dimensional neighborhood
Ub such that pi
−1(b) ∼= B×Ub. Then a form α ∈ Ωn(E) can be restricted
to this fiber, and the coordinates on Ub can be “integrated away”. The
result is a form on B whose dimension is that of the original form but
reduced by the dimension of the fiber. The idea is to then patch these
values together into a form on B. Thus the map (2) can be described
by
(3) α 7−→
(
b 7−→
∫
pi−1(b)
α
)
.
In terms of evaluation on cochains, pi∗α can be thought of as an
(n− k)-form on B who value on a k-chain X is∫
X
pi∗α =
∫
pi−1(X)
α.
For introductions to the pushforward, see [8, 21].
Remark 2.1.1. The assumption that the fibers of pi be compact can
be dropped, but then forms with compact support should be used to
guarantee the convergence of the integral.
To check if pi∗α is a closed form, it suffices to integrate dα, i.e. we
have [8, Proposition 6.14.1]
dpi∗α = pi∗dα.
The situation changes when the fiber is a manifold with boundary or
with corners, as will be the case for us. Then by Stokes’ Theorem, dpi∗α
has another term. Namely, we have
(4) dpi∗α = pi∗dα+ (∂pi)∗α
where (∂pi)∗α is the integral of the restriction of α to the codimension
one boundary of the fiber. This can be seen by an argument similar
to the proof of the ordinary Stokes’ Theorem. For Stokes’ Theorem for
manifolds with corners, see, for example [31, Chapter 10].
In the situations we will encounter here, α will be a closed form, in
which case dα = 0. Thus the first term in the above formula vanishes,
so that we get
(5) dpi∗α = (∂pi)∗α.
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Our setup will combine various situations described above – we will have
a smooth bundle pi : E → B of infinite-dimensional spaces with fibers
that are finite-dimensional compact manifolds with corners.
2.2 Space of long knots
We will be working with long knots and links (links will be defined
in Section 5.1), which are easier to work with than ordinary closed
knots and links in many situations. For example, long knots are H-
spaces via the operation of stacking, or concatenation, which gives their
(co)homology groups more structure. Also, the applications of manifold
calculus of functors to these spaces (Section 5.2) prefer the long model.
Working with long knots is not much different than working with ordi-
nary closed ones since the theory of long knots in Rn is the same as the
theory of based knots in Sn. From the point of view of configuration
space integrals, the only difference is that, for the long version, we will
have to consider certain faces at infinity (see Remark 2.4.4).
Before we define long knots, we remind the reader that a smooth
map f : M → N between smooth manifolds M and N is
• an immersion if the derivative of f is everywhere injective;
• an embedding if it is an immersion and a homeomorphism onto its
image.
Now let Mapc(R,Rn) be the space of smooth maps of R to Rn, n ≥ 3,
which outside the standard interval I (or any compact set, really) agrees
with the map
R −→ Rn
t 7−→ (t, 0, 0, ..., 0).
Give Mapc(R,Rn) the C∞ topology (see, for example, [22, Chapter
2]).
Definition 2.2.1. Define the space of long (or string) knots Kn ⊂
Mapc(R,Rn) as the subset of maps K ∈ Mapc(R,Rn) that are embed-
dings, endowed with the subspace topology.
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A related space that we will occassionally have use for is the space
of long immersions Immc(R,Rn) defined the same way as the space of
long knots except its points are immersions. Note that Kn is a subspace
of Immc(R,Rn).
A homotopy in Kn (or any other space of embeddings) is called an
isotopy. A homotopy in Immc(R,Rn) is a regular homotopy.
An example of a long knot is given in Figure 1. Note that we have
confused the map K with its image in Rn. We will do this routinely
and it will not cause any issues.
K ∈ Kn
Figure 1: An example of a knot in Rn.
From now on, the adjective “long” will be dropped; should we need
to talk about closed knots, we will say this explicitly.
The space Kn is a smooth inifinite-dimensional paracompact mani-
fold [30, Section 2.2], which means that, as explained in Section 2.1, we
can consider differential forms on it and study their deRham cohomol-
ogy.
Classical knot theory (n = 3) is mainly concerned with computing
• H0(K3), which is generated (over R; recall that in this paper, the
coefficient ring is always R) by knot types, i.e. by isotopy classes
of knots; and
• H0(K3), the set of knot invariants, namely locally constant (R-
valued) functions on K3. These are therefore precisely the func-
tions that take the same value on isotopic knots.
The question of computation of knot invariants will be of particular
interest to us (see Section 3).
However, higher (co)homology of Kn is also interesting, even for
n > 3. Of course, in this case there is no knotting or linking (by a
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simple general position argument), so H0 and H0 are trivial, but one
can then ask about H>0 and H>0. It turns out that our configuration
space integrals contain much information about cohomology in various
degrees and for all n > 3 (see Section 4).
2.3 Finite type invariants
An interesting set of knot invariants that our configuration space inte-
grals will produce are finite type, or Vassiliev invariants. These invari-
ants are conjectured to separate knots, i.e. to form a complete set of
invariants. To explain, there is no known invariant or a set of invariants
(that is reasonably computable) with the following property:
Given two non-isotopic knots, there is an invariant in this
set that takes on different values on these two knots.
The conjecture that finite type invariants form such a set of invari-
ants has been open for some twenty years. There is some evidence that
this might be true since finite type invariants do separate homotopy
links [20] and braids [6, 24] (see Section 5.1 for the definitions of these
spaces).
Since finite type invariants will feature prominently in Section 3, we
give a brief overview here. In addition to the separation conjecture,
these invariants have received much attention because of their connec-
tion to physics (they arise from Chern-Simons Theory), Lie algebras,
three-manifold topology, etc. The literature on finite type invariants is
abundant, but a good start is [5, 15].
Suppose V is a knot invariant, so V ∈ H0(K3). Consider the space
of singular links, which is the subspace of Immc(R,Rn) consisting of
immersions that are embeddings except for a finite number of double-
point self-intersections at which the two derivatives (coming from trav-
eling through the singularity along two different pieces of the knot) are
linearly independent.
Each singularity can be locally “resolved” in two natural ways (up to
isotopy), with one strand pushed off the other in one of two directions.
A k-singular knot (a knot with k self-intersections) can thus be resolved
into 2k ordinary embedded knots. We can then define V on singular
knots as the sum of the values of V on those resolutions, with signs as
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prescribed in Figure 2. The expression given in that picture is called
the Vassiliev skein relation and it depicts the situation locally around a
singularity. The rest of the knot is the same for all three pictures. The
knot should be oriented (by, say, the natural orientation of R); otherwise
the two resolutions can be rotated into one another.
)
− V
()
= V
( )
V
(
Figure 2: Vassiliev skein relation.
Definition 2.3.1. A knot invariant V is finite type k (or Vassiliev of
type k) if it vanishes on singular knots with k + 1 self-intersections.
Example 2.3.2. There is only one (up to constant multiple) type 0
invariant, since such an invariant takes the same value on two knots
that only differ by a crossing change. Since all knots are related by
crossing changes, this invariant must take the same value on all knots.
It is not hard to see that there is also only one type 1 invariant.
Example 2.3.3. The coefficients of the Conway, Jones, HOMFLY, and
Kauffman polynomials are all finite type invariants [4, 7].
Let Vk be the real vector space generated by all finite type k invari-
ants and let
V =
⊕
k
Vk.
This space is filtered; it is immediate from the definitions that Vk ⊂
Vk+1.
One of the most interesting features of finite type invariants is that
a value of a type k invariant V on a k-singular knot only depends on
the placement of the singularities and not on the immersion itself. This
is due to a simple observation that, if a crossing of a k-singular knot is
changed, the difference of the evaluation of V on the two knots (before
and after the switch) is the value of V on a (k+ 1)-singular knot by the
Vassiliev skein relation. But V is type k so the latter value is zero, and
hence V “does not see” the crossing change. Since one can get from any
singular knot to any other singular knot that has the singularities in the
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same place (“same place” in the sense that for both knots, there are 2k
points on R that are partitioned in pairs the same way; these pairs will
make up the k singularities upon the immersion of R in R3), V in fact
takes the same value on all k singular knots with the same singularity
pattern.
The notion of what it means for singularities to be in the “same
place” warrants more explanation and leads to the beautiful and rich
connections between finite type invariants and the combinatorics of
chord diagrams as follows.
Definition 2.3.4. A chord diagram of degree k is a connected graph
(one should think of a 1-dimensional cell complex) consisting of an ori-
ented line segment and 2k labeled vertices marked on it (considered up
to orientation-preserving diffeomorphism of the segment). The graph
also contains k oriented chords pairing off the vertices (so each vertex
is connected to exactly one other vertex by a chord).
We will refer to labels and orientations as decorations and, when
there is no danger of confusion, we will sometimes draw diagrams with-
out them.
Examples of chord diagrams are given in Figure 3. The reader might
wish for a more proper combinatorial (rather than descriptive) definition
of a chord diagram, and such a definition can be found in [30, Section
3.1] (where the definition is for the case of trivalent diagrams which we
will encounter below, but it specializes to chord diagrams as the latter
are a special case of the former).
61 2 3 4 1 2 3 4 5
Figure 3: Examples of chord diagrams. The left one is of degree 2 and
the right one is of degree 3. We will always assume the segment is
oriented from left to right.
Definition 2.3.5. Define CDk to be the real vector space generated by
chord diagrams of degree k modulo the relations
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1. If Γ contains more than one chord connecting two vertices, then
Γ = 0;
2. If a diagram Γ differs from Γ′ by a relabeling of vertices or orien-
tations of chords, then
Γ− (−1)σΓ′ = 0
where σ is the sum of the order of the permutation of the labels
and the number of chords with different orientation;
3. If Γ contains a chord connecting two consecutive vertices, then
Γ = 0 (this is the one-term, or 1T relation);
4. If four diagrams differ only in portions as pictured in Figure 4,
then their sum is 0 (this is the four-term, or 4T relation).
a
−
−=
i j j i
k l l kj j
l la a
a
Figure 4: The four-term (4T) relation. Chord orientations have been
omitted, but they should be the same for all four pictures.
We can now also define the graded vector space
CD =
⊕
k
CDk.
Let CWk = Hom(CDk,R), the dual of CDk. This is called the space of
weight systems of degree k, and is by definition the space of functionals
on chord diagrams that vanish on 1T and 4T relations.
We can now define a function
f : Vk −→ CWk
V −→
(
W : CDk −→ R
Γ 7−→ V (KΓ)
)
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where KΓ is any k-singular knot with singularities as prescribed by
Γ. By this we mean that there are 2k points on R labeled the same
way as in Γ, and if x and y are points for which there exists a chord
in Γ, then KΓ(x) = KΓ(y). The map f is well-defined because of the
observation that type k invariant does not depend on the immersion
when evaluated on a k-singular knot.
The reason that the image of f is indeed in CWk, i.e. the reason that
the function W we defined above vanishes on the 1T and 4T relations is
not hard to see (in fact, 1T and 4T relations are part of the definition of
CDk precisely because W vanishes on them): 1T relation corresponds to
the singular knot essentially having a loop at the singularity; resolving
those in two ways results in two isotopic knots on which V has to take the
same value (since it is an invariant). Thus the difference of those values
is zero, but by the skein relation, V is then zero on a knot containing
such a singularity. The vanishing on the 4T relation arises from the fact
that passing a strand around a singularity of a (k − 1)-singular knot
introduces four k-singular knots, and the 4T relation reflects the fact
that at the end one gets back to the same (k − 1)-singular knot.
It is also immediate from the definitions that the kernel of f is
precisely type k − 1 invariants, so that we have an injection (which we
will denote by the same letter f)
(6) f : Vk/Vk−1 ↪→ CWk.
The following theorem is usually referred to as the Fundamental
Theorem of Finite Type Invariants, and is due to Kontsevich [27].
Theorem 2.3.6. The map f from equation (6) is an isomorphism.
Kontsevich proves this remarkable theorem by constructing the in-
verse to f , a map defined by integration that is now known as the
Kontsevich Integral. There are now several proof of this theorem, and
the one relevant to us gives the inverse of f in terms of configuration
space integrals. See Remark 3.4.2 for details.
Lastly we describe an alternative space of diagrams that will be
better suited for our purposes.
16 Ismar Volic´
Definition 2.3.7. A trivalent diagram of degree k is a connected graph
consisting of an oriented line segment (considered up to orientation-
preserving diffeomorphism) and 2k labeled vertices of two types: seg-
ment vertices, lying on the segment, and free vertices, lying off the
segment. The graph also contains some number of oriented chords con-
necting segment vertices and some number of oriented edges connecting
two free vertices or a free vertex and a segment vertex. Each vertex is
trivalent, with the segment adding two to the count of the valence of a
segment vertex.
Note that chord diagrams as described in Definition 2.3.4 are also
trivalent diagrams. Examples of trivalent diagrams that are not chord
diagrams are given in Figure 5.
8
1
4 5
321 2 3 4 5 6
7
Figure 5: Examples of trivalent diagrams (that are not chord diagrams).
The left one is of degree 4 and the right one is of degree 3.
As mentioned before, a more combinatorial definition of trivalent
diagrams is given in [30, Section 3.1].
Analogously to Definition 2.3.5, we have
Definition 2.3.8. Define T Dk to be the real vector space generated by
trivalent diagrams of degree k modulo the relations
1. If Γ contains more than one edge connecting two vertices, then
Γ = 0;
2. If a diagram Γ differs from Γ′ by a relabeling of vertices or orien-
tations of chords or edges, then
Γ− (−1)σΓ′ = 0
where σ is the sum of the order of the permutation of the labels
and the number of chords and edges with different orientation;
Configuration space integrals and knots 17
3. If Γ contains a chord connecting two consecutive segment vertices,
then Γ = 0 (this is same 1T relation from before);
4. If three diagrams differ only in portions as pictured in Figure 6,
then their sum is 0 (these are called the STU and IHX relation,
respectively.).
i
= −
I H X
−
jij
ji
= −
jiiji
S UT
j
Figure 6: The STU and the IHX relations.
Finally let
T D =
⊕
k
T Dk.
Remark 2.3.9. The IHX relations actually follows from the STU re-
lation [5, Figure 9], but it is important enough that it is usually left in
the definition of the space of trivalent diagrams (it gives a connection
between finite type invariants and Lie algebras).
Theorem 2.3.10 ([5], Theorem 6). There is an isomorphism
CDk ∼= T Dk.
The isomorphism is given by using the STU relation repeatedly to
remove all free vertices and turn a trivalent diagram into a chord dia-
gram. The relationship between the STU and the 4T relation is that
the latter is the difference of two STU relations applied to two different
edges of the “tripod” diagram in Figure 11.
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One can now again define the space of weight systems of degree k
for trivalent diagrams as the space of functionals on T Dk that vanish on
the 1T, STU, and IHX relations. We will denote these by T Wk. From
Theorem 2.3.10, we then have
(7) CWk ∼= T Wk.
2.4 Configuration spaces and their compactifications
At the heart of the construction of our invariants and other cohomology
classes of spaces of knots are configuration spaces and their compactifi-
cations.
Definition 2.4.1. The configuration space of p points in a manifold M
is the space
Conf(p,M) = {(x1, x2, ..., xp) ∈Mp : xi 6= xj for i 6= j}
Thus Conf(p,M) is Mp with all the diagonals, i.e. the fat diagonal,
taken out.
We take Conf(0,M) to be a point. Since configuration spaces of
p points on R or on S1 have p! components, we take Conf(p,R) and
Conf(p, S1) to mean the component where the points x1, ..., xp appear in
linear order (i.e. x1 < x2 < · · · < xp on R or the points are encountered
in that order as the circle is traversed counterclockwise starting with
x1).
Example 2.4.2. It is not hard to see that Conf(1,Rn) = Rn and
Conf(2,Rn) ' Sn−1 (where by “'” we mean homotopy equivalence).
The latter equivalence is given by the Gauss map which gives the direc-
tion between the two points:
φ : Conf(2,Rn) −→ Sn−1(8)
(x1, x2) 7−→ x1 − x2|x1 − x2| .
We will want to integrate over Conf(p,Rn), but this is an open
manifold and our integral hence may not converge. The “correct” com-
pactification to take, in the sense that it has the same homotopy type
as Conf(p,Rn) is due to [3, 16], and is defined as follows.
Recall that that, given a submanifold N of a manifold M , the blowup
of M along N , Bl(M,N), is obtained by replacing N by the unit normal
bundle of N in M .
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Definition 2.4.3. Define the Fulton-MacPherson compactification of
Conf(k,M), denoted by Conf[k,M ], to be the closure of the image of
the inclusion
Conf(p,M) −→Mp ×
∏
S⊂{1,...,p}, |S|≥2
Bl(MS ,∆S),
where MS is the product of the copies of M indexed by S and ∆S is
the (thin) diagonal in MS , i.e. the set of points (x, ..., x) in MS .
Here are some properties of Conf[k,M ] (details and proofs can be
found in [45]):
• Conf[k,M ] is homotopy equivalent to Conf(k,M);
• Conf[k,M ] is a manifold with corners, compact when M is com-
pact;
• The boundary of Conf[k,M ] is characterized by points colliding
with directions and relative rates of collisions kept track of. In
other words, three points colliding at the same time gives a dif-
ferent point in the boundary than two colliding, then the third
joining them;
• The stratification of the boundary is given by stages of collisions
of points, so if three points collide at the same time, the resulting
limiting configuration lies in a codimension one stratum. If two
come together and then the third joins them, this gives a point
in a codimension two stratum since the collision happened in two
stages. In general, a k-stage collision gives a point in a codimen-
sion k stratum.
• In particular, codimension one boundary of Conf[k,M ] is given
by points colliding at the same time. This will be important in
Section 4, since integration along codimension one boundary is
required for Stokes’ Theorem.
• Collisions can be efficiently encoded by different parenthesizations,
e.g. the situations described two items ago are parenthesized as
(x1x2x3) and ((x1x2)x3). Since parenthesizations are related to
trees, the stratification of Conf[k,M ] can thus also be encoded by
trees and this leads to various connections to the theory of operads
(we will not need this here);
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• Conf[k,R] is the associahedron, a classical object from homotopy
theory;
Additional discussion of the stratification of Conf[p,M ] can be found
in [30, Section 4.1].
Remark 2.4.4. Since we will consider configurations on long knots, and
these live in Rn, we will think of Conf[p,Rn] as the subspace of Conf[p+
1, Sn] where the last point is fixed at the north pole. Consequently,
we will have to consider additional strata given by points escaping to
infinity, which corresponds to points colliding with the north pole.
Remark 2.4.5. All the properties of the compactifications we men-
tioned hold equally well in the case where some, but not all, diagonals
are blown up. One can think of constructing the compactification by
blowing up the diagonals one at a time, and the order in which we blow
up does not matter. Upon each blowup, one ends up with a mani-
fold with corners. This “partial blowup” will be needed in the proof of
Proposition 3.3.1 (see also Remark 3.3.2).
3 Configuration space integrals and finite type
knot invariants
3.1 Motivation: The linking number
Let Mapc(R unionsqR,R3) be the space of smooth maps which are fixed out-
side some compact set as in the setup leading to Definition 2.2.1 (see
Definition 5.1.1 for details) and define the space of long (or string) links
with two components, L32, as the subspace of Mapc(R unionsq R,R3) given by
embeddings.
Now recall the definition of the configuration space from Defini-
tion 2.4.1 and the Gauss map φ from Example 2.4.2. Consider the map
Φ: R× R× L32 ev−→ Conf(2,R3) φ−→ S2
(x1, x2, L = (K1,K2)) 7−→ (K1(x1),K2(x2)) 7−→ K2(x2)−K1(x1)|K2(x2)−K1(x1)|
So ev is the evaluation map which picks off two points in R3, one on
each of the strands in the image of a link L ∈ L32, and φ records the
direction between them. The picture of Φ is given in Figure 7.
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K1(x1)K2
K2(x2)
Φ
K1
Figure 7: The setup for the computation of the linking number.
Also consider the projection map
pi : R× R× L32 −→ L32
which is a trivial bundle and we can thus perform integration along the
fiber on it as described in Section 2.1.
Putting these maps together, we have a diagram
R× R× L32 Φ //
pi

S2
L32
which, on the complex of deRham cochains (differential forms), gives a
diagram
Ω∗(R× R× L32)
pi∗

Ω∗(S2)Φ
∗
oo
Ω∗−2(L32)
Here Φ∗ is the usual pullback and pi∗ is the integration along the fiber.
We will now produce a form on L32 by starting with a particular form
on S2. So let symS2 ∈ Ω2(S2) be the unit symetric volume form on S2,
i.e.
symS2 =
x dydz − y dxdz + z dxdy
4pi(x2 + y2 + z2)3/2
.
This is the form that integrates to 1 over S2 and is rotation-invariant.
Let α = Φ∗(symS2).
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Definition 3.1.1. The linking number of the link L = (K1,K2) is
Lk(K1,K2) = pi∗α =
∫
R×R
α.
The expression in this definition is the famous Gauss integral. Since
both the form symS2 and the fiber R × R are two dimensional, the
resulting form is 0-dimensional, i.e. it is a function that assigns a number
to each two-component link. The first remarkable thing is that this form
is actually closed, so that the linking number is an element of H0(L32),
an invariant. The second remarkable thing is that the linking number
is actually an integer because it essentially computes the degree of the
Gauss map. Another way to think about this is that the linking number
counts the number of times one strand of L goes over the other in a
projection of the link, with signs.
Remark 3.1.2. The reader should not be bothered by the fact that the
domain of integration is not compact. As will be shown in the proof of
Proposition 3.3.1, the integral along faces at infinity vanishes.
3.2 “Self-linking” for knots
One could now try to adapt the procedure that produced the linking
number to a single knot in hope of producing some kind of a “self-
linking” knot invariant. The picture describing this is given in Figure
8.
K(x1)
K
Φ
K(x2)
Figure 8: The setup for the attempted computation of a self-linking
number.
Since the domain of the knot is R, we now take Conf(2,R) rather
than R× R. Thus the corresponding diagram is
Conf(2,R)×K3 Φ //
pi

S2
K3
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The first issue is that the integration over the fiber Conf(2,R) may
not converge since this space is open. One potential fix is to use the
Fulton-MacPherson compactification from Definition 2.4.3 and replace
Conf(2,R) by Conf[2,R]. This indeed takes care of the convergence
issue, and we now have a 0-form whose value on a knot K ∈ K3 is
(9) A(K) =
∫
Conf[2,R]
(
K(x1)−K(x2)
|K(x1)−K(x2)|
)∗
symS2 =
∫
Conf[2,R]
φ∗symS2
(The reason we are denoting this by A(K) is that it will have something
to do with the so-caled “anomalous correction” in Section 3.4.)
Checking if this form is closed comes down to checking that (5) is
satisfied (symS2 is closed so the first term of (4) goes away). In other
words, we need to check that the restriction of the above integral to the
face where two points on R collide vanishes. However, there is no reason
for this to be true.
More precisely, in the stratum where points x1 and x2 in Conf[2,R]
collide, which we denote by ∂x1=x2 Conf[2,R], the Gauss map becomes
the normalized derivative
(10)
K ′(x1)
|K ′(x1)| .
Pulling back symS2 via this map to ∂x1=x2 Conf[2,R] × K3 and inte-
grating over ∂x1=x2 Conf[2,R], which is now 1-dimensional, produces a
1-form which is the boundary of pi∗α:
dpi∗α(K) =
∫
∂x1=x2 Conf[2,R]
(
K ′(x1)
|K ′(x1)|
)∗
symS2 .
Since this integral is not necessarily zero, pi∗α fails to be invariant.
One resolution to this problem is to look for another term which
will cancel the contribution of dpi∗α. As it turns out, that correction is
given by the framing number [38].
The strategy for much of what is to come is precisely what we have
just seen: We will set up generalizations of this “self-linking” integration
and then correct them with other terms if they fail to give an invariant.
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Remark 3.2.1. The integral pi∗α described here is related to the famil-
iar writhe. One way to say why our integral fails to be an invariant is
that the writhe is not an invariant – it fails on the Type I Reidemeister
move.
3.3 A finite type two knot invariant
It turns out that the next interesting case generalizing the “self-linking”
integral from Section 3.2 is that of four points and two directions as
pictured in Figure 9.
Φ13
K
Φ24
K(x2)
K(x4)K(x1)
K(x3)
Figure 9: Toward a generalization of the self-linking number.
The two maps Φ now have subscripts to indicate which points are
being paired off (the variant where the two maps are Φ12 and Φ34 does
not yield anything interesting essentially because of the 1T relation from
Definition 2.3.5). Diagrammatically, the setup can be encoded by the
chord diagram . This diagram tells us how many points we are
evaluating a knot on and which points are being paired off. This is all
the information that is needed to set up the maps
Conf[4,R]×K3 Φ=Φ13×Φ24 //
pi

S2 × S2
K3
Let sym2S2 be the product of two volume forms on S
2 × S2 and let
α = Φ∗(sym2S2).
Since α and Conf[4,R], the fiber of pi, are both 4-dimensional, integra-
tion along the fiber of pi thus yields a 0-form pi∗α which we will denote
by
(IK3) ∈ Ω0(K3).
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By construction, the value of this form on a knot K ∈ K3 is
(IK3) (K) =
∫
pi−1(K)=Conf[4,R]
α
The question now is if this form is an element of H0(K3). This amounts
to checking if it is closed. Since symS2 is closed, this question reduces
by (5) to checking whether the restriction of pi∗α to the codimension
one boundary vanishes:
d(IK3) (K) =
∫
∂ Conf[4,R]
α|∂ ?= 0
There is one such boundary integral for each stratum of ∂ Conf[4,R],
and we want the sum of these integrals to vanish. We will consider
various types of faces:
• prinicipal faces, where exactly two points collide;
• hidden faces, where more than two points collide;
• the anomalous face, the hidden face where all points collide (this
face will be important later);
• faces at infinity, where one or more points escape to infinity.
The principal and hidden faces of Conf[4,R3] can be encoded by
diagrams in Figure 10, which are obtained from diagram by
contracting segments between points (this mimics collisions). The loop
in the three bottom diagrams corresponds to the derivative map since
this is exactly the setup that leads to equation (10). In other words,
for each loop, the map with which we pull back the volume form is the
derivative.
Proposition 3.3.1. The restrictions of (IK3) to hidden faces and
faces at infinity vanish.
Proof. Since there are no maps keeping track of directions between var-
ious pairs of points on the knot, for example between K(x1) and K(x2)
or K(x2) and K(x3), the blowup along those diagonals did not need to
be performed. As a result, the stratum where K(x1) = K(x2) = K(x3)
is in fact codimension two (three points moving on a one-dimensional
26 Ismar Volic´
2=3=4
1 2 3=4
1
1=2 4 41 2=3
41=2=3 1=2=3=4
3
Figure 10: Diagrams encoding collisions of points.
manifold became one point) and does not contribute to the integral.
The same is true for the stratum where K(x2) = K(x3) = K(x4). This
is an instance of what is sometimes refered to as the disconnected stra-
tum. The details of why integrals over such a stratum vanish are given
in [56, Proposition 4.1]. This argument for vanishing does not work for
principal faces since, when two points collide, this gives a codimension
one face regardless of whether that diagonal was blown up or not.
For the anomalous face, we have the integral∫
∂A Conf[4,R]
(
K ′(x1)
|K ′(x1)| ×
K ′(x1)
|K ′(x1)|
)∗
sym2S2 .
The map ΦA (the extension of Φ to the anomalous face) then factors as
∂A Conf[4,R]×K3 ΦA //
''
S2 × S2
S2
;;
The pullback thus factors through S2 and, since we are pulling back a
4-form to a 2-dimensional manifold, the form must be zero.
Now suppose a point, say x1, goes to infinity. The map Φ13 is
constant on this stratum so that the extension of Φ to this stratum
again factors through S2. If more than one point goes to infinity, the
factorization is through a point since both maps are constant.
Remark 3.3.2. It is somewhat strange that one of the vanishing argu-
ments in the above proof required us to essentially go back and change
the space we integrate over. Fortunately, in light of Remark 2.4.5, this
is not such a big imposition. The reason this happened is that, when
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constructing the space Conf[4,R], we only paid attention to how many
points there were on the diagram and not how they were paired
off. The version of the construction where all the diagram information
is taken into account from the beginning is necessary for constructing
integrals for homotopy links as will be described in Section 5.1.
There is however no reason for the integrals corresponding to the
principal faces (top three diagrams in Figure 10) to vanish. One way
around this is to look for another space to integrate over which has the
same three faces and subtract the integrals. This difference will then
be an invariant. To find this space, we again turn to diagrams. The
diagram that fits what we need is given in Figure 11 since, when we
contract edges to get 4 = 1, 4 = 2, and 4 = 3, the result is same three
relevant pictures as before (up to relabeling and orientation of edges).
4
1 2 3
Figure 11: Diagram whose edge contractions give top three diagrams of
Figure 10.
The picture suggests that we want a space of four configuration
points in R3, three of which lie on a knot, and we want to keep track of
three directions between the points on the knot and the one off the knot
(since the diagram has those three edges). In other words, we want the
situation from Figure 12.
K(x3)
K
x4K(x2)
Φ24 Φ34
K(x1)
Φ14
Figure 12: The situation schematically given by the diagram from Fig-
ure 11.
To make this precise, consider the pullback space
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(11) Conf[3, 1;K3,R3] //

Conf[4,R3]
proj

Conf[3,R]×K3 eval // Conf[3,R3]
where eval is the evaluation map and proj the projection onto the first
there points of a configuration. There is now an evident map
pi′ : Conf[3, 1;K3,R3] −→ K3
whose fiber over K ∈ K3 is precisely the configuration space of four
points, three of which are constrained to lie on K.
Proposition 3.3.3 ([9]). The map pi′ is a smooth bundle whose fiber is
a finite-dimensional smooth manifold with corners.
This allows us to perform integration along the fiber of pi′. So let
Φ = Φ14 × Φ24 × Φ34 : Conf[3, 1;K3,R3] −→ (S2)3
be the map giving the three directions as in Figure 12. The relevant
maps are thus
Conf[3, 1;K,R3] Φ //
pi′

(S2)3
K
As before, let α′ = Φ∗(sym3S2). This form can be integrated along the
fiber Conf[3, 1;K,R3] over K. Notice that both the form and the fiber
are now 6-dimensional, so integration gives a form
(IK3) ∈ Ω0(K3).
The value of this form on K ∈ K3 is thus
(IK3) (K) =
∫
(pi′)−1(K)=Conf[3,1;,K,R3]
α′
We now have the analog of Proposition 3.3.1:
Proposition 3.3.4. The restrictions of (IK3) to the hidden faces
and faces at infinity vanish. The same is true for the two principal
faces given by the collisions of two points on the knot.
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Proof. The same arguments as in Proposition 3.3.1 work here, although
an alternative is possible: For any of the hidden faces or the two prin-
cipal faces from the statement of the proposition, at least two of the
maps will be the same. For example, if K(x1) = K(x2), then Φ14 = Φ24
and Φ hence factors through a space of strictly lower dimension than
the dimension of the form.
A little more care is needed for faces at infinity. If some, but not all
points go to infinity (this includes x4 going to infinity in any direction),
the same argument as in Proposition 3.3.1 holds. If all points go to
infinity, then it can be argued that, yet again, the map Φ factors through
a space of lower dimension, but this has to be done a little more carefully;
see proof of [30, Proposition 4.31] for details.
We then have
Theorem 3.3.5. The map
K −→ R
K 7−→
(
(IK3) (K)− (IK3) (K)
)
is a knot invariant, i.e. an element of H0(K3). Further, it is a finite
type two invariant.
This theorem was proved in [19] and in [4]. Since the set up there
was for closed knots, the diagrams were based on circles, not segments,
and one hence had to include some factors in the above formula having
to do with the automorphisms of those diagrams. We will encounter
automorphism factors like these in Theorem 3.4.1.
Recall the discussion of finite type invariants from Section 2.3. The
invariant from Theorem 3.3.5 turns out to be the unique finite type two
invariant which takes the value of zero on the unknot and one on the
trefoil. It is also equal to the coefficient of the quadratic term of the
Conway polynomial, and it is equal to the Arf invariant when reduced
mod 2. In addition, it appears in the surgery formula for the Casson
invariant of homology spheres and is thus also known as the Casson knot
invariant. A treatment of this invariant from the Casson point of view
can be found in [42].
Proof of Theorem 3.3.5. In light of Propositions 3.3.1 and 3.3.4, the
only thing to show is that the integrals along the principal faces match.
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This is clear essentially from the pictures (since the diagram pictures
representing those collisions are the same), except that the collisions of
K(xi), i = 1, 2, 3, with x4 produce an extra map on each face (extension
of Φi4 to that face) that is not present in the first integral. Since K(x4)
can approach K(xi) from any direction, the extension of Φi4 sweeps out
a sphere, and this is independent of the other two maps. By Fubini’s
Theorem, we then have for, say, the case i = 1,∫
∂K(x1)=x4 Conf[3,1;K,R
3]
(Φ14 × Φ24 × Φ34)∗sym3S2
=
∫
S2
(Φ14)
∗symS2 ·
∫
∂K(x1)=x4 Conf[3,1;K,R
3]
(Φ24 × Φ34)∗sym2S2
=
∫
Conf[3,R]
(Φ12 × Φ13)∗sym2S2
The last line is obtained by observing that the first integral in the pre-
vious line is 1 (since symS2 is a unit volume form) and by rewriting
the domain ∂K(x1)=x4 Conf[3, 1;K,R3] as Conf[3,R] (and relabeling the
points). The result is precisely the integral of one of the principal faces of
(IK3) . The remaining two principal faces can similarly be matched
up. Some care should be taken with signs, and we leave it to the reader
to check those, keeping in mind that relabeling the vertices of a diagram
may introduce a sign in the integral (this corresponds to permuting the
copies of R and R3 and, since the dimensions of these spaces are odd,
this in turn preserves or reverses the orientation of the fiber depending
on the sign of the permutation). Changing orientations of chords of
edges also might affect the sign (this corresponds to composing with
the antipodal map to S2 which changes the sign of the pullback form).
To show that this is a finite type two invariant is not difficult. The
key is that the resolutions of the three singularities can be chosen as
small as desired. Then the integration domain can be broken up into
subsets on which the difference of the integrals between the two resolu-
tions is zero. Details can be found in [56, Section 5].
3.4 Finite type k knot invariants
Recall the space of trivalent diagrams from Definition 2.3.8. The two
diagrams appearing in Theorem 3.3.5 are the two (up to decorations) el-
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ements of T D2. However, the recipe for integration that these diagrams
gave us in the previous section generalizes to any diagram. Namely, any
diagram Γ ∈ T Dk with p segement vertices and q free vertices gives a
prescription for constructing a pullback as in (11):
(12) Conf[p, q;K3,R3] //

Conf[p+ q,R3]
proj

Conf[p,R]×K3 eval // Conf[p,R3]
There is again a bundle
pi : Conf[p, q;K3,R3] −→ K3
whose fibers are manifolds with corners. We also have a map
Φ: Conf[p, q;K3,R3] −→ (S2)e
where
• Φ is the product of the Gauss maps between pairs of configuration
points corresponding to the edges of Γ, and
• e is the number of chords and edges of Γ.
Let α = Φ∗(symeS2). It is not hard to see that, because of the
trivalence condition on T Dk, the dimension of the fiber of pi is 2e, as is
the dimension of α. Thus we get a 0-form pi∗α, or, in the notation of
Section 3.3, a form
(IK3)Γ ∈ Ω0(K3),
whose value on K ∈ K3 is
(IK3)Γ(K) =
∫
pi−1(K)=Conf[p,q;K,R3]
α.
Now recall from discussion preceeding (7) that T Wk is the space
of weight systems of degree k, i.e. functionals on T Dk. Also recall the
“self-linking” integral from equation (9). Finally let T Bk be a basis of di-
agrams for T Dk (this is finite and canonical up to sign) and let |Aut(Γ)|
be the number of automorphisms of Γ (these are automorphisms that
fix the segment, regarded up to labels and edge orientations).
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Theorem 3.4.1 ([51]). For each W ∈ T Wk, the map
K3 −→ R(13)
K 7−→
∑
Γ∈T Bk
(
W (Γ)
|Aut(Γ)|(IK3)Γ − µΓA(K)
)
,
where µΓ is a real number that only depends on Γ, is a finite type k
invariant. Furthermore, the assignment W 7→ V ∈ Vk gives an isomor-
phism
I0K3 : T Wk −→ Vk/Vk−1
(where the map (13) is followed by the quotient map Vk → Vk/Vk−1).
Proof. The argument here is essentially the same as in Theorem 3.3.5
but is complicated by the increased number of cases. Once again, to
start, one should observe that the relations in Definition 2.3.8 are com-
patible with the sign changes that occur in the integral if copies of R or
R3 in the bundle Conf[p, q;K3,R3] are switched (the orientation of this
space would potentially change and so would the sign of the integral)
or if a Gauss map is replaced by its antipode.
To prove that the integrals along hidden faces vanish, one considers
various types of faces as in Propositions 3.3.1 and 3.3.4. If the points
that are colliding form a “disconnected stratum” in the sense that the
set of vertices and edges of the corresponding part of Γ forms two subsets
such that no chord of edge connects a vertex of one subset to a vertex
of the other, we revise the definition of Conf[p, q;K3,R3] and turn this
stratum into one of codimension greater than one. This takes care of
most hidden faces [56, Section 4.2]. The remaining ones are disposed
of by symmetry arguments due to Kontsevich [26] (see also [56, Section
4.3]) which show that some of the integrals are equal to their negatives
and thus vanish. Another reference for the vanishing along hidden faces
is [12, Theorem A.6] (the authors of that paper consider closed knots
but this does not change the arguments).
The vanishing of the integrals along faces at infinity goes exactly the
same way as in Proposition 3.3.1; the map Conf[p, q;K3,R3] → (S2)e
always factors through a space of lower dimension. More details can be
found in [56, Section 4.5].
Lastly, the vanishing of principal faces occurs due to the STU and
IHX relations. The STU case is provided in Figure 13 (we have omitted
the labels on diagrams and signs to simplify the picture).
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=
(
W ( )±W ( )±W ( )
)
(IK3) (K) = 0
d
(
W ( )(IK3) (K)±W ( )(IK3) (K)±W ( )(IK3) (K)
)
= W ( )d(IK3) (K)±W ( )d(IK3) (K)±W ( )d(IK3) (K)
= W ( )(IK3) (K)±W ( )(IK3) (K)±W ( )(IK3) (K)
Figure 13: Cancellation due to the STU relation
Similar cancellation occurs with principal faces resulting from colli-
sion of free vertices, where one now uses the IHX relation. The contri-
butions from all principal faces thus cancel.
The one boundary integral that is not know to vanish (but is con-
jectured to; it is known that it does in a few low degree cases) is that
of the anomalous face corresponding to all points colliding. It turns out
that this integral is some multiple µΓ of the self-linking integral A(K),
and hence the term µΓA(K) is subtracted so that we get an invariant.
For further details, see [56, Section 4.6].
To show that this invariant is finite type k and that we get an iso-
morphism T Wk → Vk/Vk−1 is tedious but straightforward. The point
is that, as in the proof of Theorem 3.3.5, the resolutions of the k + 1
singularities can be chosen to differ in arbitratily small neighborhoods
and so the integrals from the sum of (13) cancel out. For this to happen,
the domain of integration is subdivided and the integrals end up pairing
off and canceling on appropriate neighborhoods. For details on how this
leads to the conclusion that the invariant is finite type, see [56, Lemma
5.4]. Finally, it is easy to show that the map I0K3 , when composed with
the isomorphism (7), is an inverse to the map f from equation (6), and
this gives the desired isomorphism [56, Theorem 5.3].
Remark 3.4.2. In combination with (7), Theorem 3.4.1 thus gives an
alternative proof of Kontsevich’s Theorem 2.3.6.
Remark 3.4.3. The reason we put a superscript “0” on the map I0K3
is that this is really just the degree zero manifestation of a chain map
described in Section 4.
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Remark 3.4.4. In Theorem 3.3.5, there is one weight system for the
degree two case and it takes one the values 1 and −1 for the two relevant
diagrams. In addition, the anomalous correction in that case vanishes,
so Theorem 3.4.1 is indeed a generalization of Theorem 3.3.5.
Theorem 3.4.1 thus gives a way to construct all finite type invariants.
In addition, configuration space integrals provide an important link be-
tween Chern-Simons Theory (where the first instances of such integrals
occur), topology, and combinatorics. Unfortunately, computations with
these integrals are difficult and only a handful have been performed.
4 Generalization to Kn, n > 3
Just as there was no reason to stop at diagrams with four vertices,
there is no reason to stop at trivalent diagrams. One might as well take
diagrams that are at least trivalent, such as the one from Figure 14 (less
than trivalent turns out not to give anything useful).
Figure 14: A more general diagram (without decorations).
To make this precise, we generalize Definition 2.3.7 as follows:
Definition 4.1. For n ≥ 3, define a diagram to be a connected graph
consisting of an oriented line segment (considered up to orientation-
preserving diffeomorphism) and some number of vertices of two types:
segment vertices, lying on the segment, and free vertices, lying off the
segment. The graph also contains some number of
• chords connecting distinct segment vertices;
• loops connecting segment vertices to themselves; and
• edges connecting two free vertices or a free vertex and a segment
vertex.
Each vertex is at least trivalent, with the segment adding two to the
count of the valence of a segment vertex. In addition,
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• if n is odd, all vertices are labeled, and edges, loops, and chords
are oriented;
• if n is even, external vertices, edges, loops, and chords are labeled.
We also identify arcs, which are parts of the segment between suc-
cessive segment vertices.
Definition 4.2. For each n ≥ 3, let Dn be the real vector space gener-
ated by diagrams from Definition 4.1 modulo the relations
1. If Γ contains more than one edge connecting two vertices, then
Γ = 0;
2. If n is odd and if a diagram Γ differs from Γ′ by a relabeling of
vertices or orientations of loops, chord, and edges, then
Γ− (−1)σΓ′ = 0
where σ is the sum of the sign of the permutation of vertex la-
bels and the number or loops, chords, and edges with different
orientation.
3. If n is even and if a diagram Γ differs from Γ′ by a relabeling of
segment vertices or loops, chord, and edges, then
Γ = (−1)σΓ′,
where σ is the sum of the signs of these permutations.
Note that T Dk is the quotient of the subspace of Dn generated by
trivalent diagrams with 2k vertices.
Definition 4.3. Define the degree of Γ ∈ Dn to be
deg(Γ) = 2(# edges)− 3(# free vertices)− (# segment vertices).
Thus if Γ is a trivalent diagram, deg(Γ) = 0.
Coboundary δ is given on each diagram by contracting edges and
segments (but not chords or loops since this does not represent a collision
of points). Namely, let e be an edge or an arc of Γ and let Γ/e be Γ
with e contracted. Then
δ(Γ) =
∑
edges and arcs e of Γ
(Γ)Γ/e,
where (Γ) is a sign determined by
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• if n is odd and e connects vertex i to vertex j, (Γ) = (−1)j if
j > i and (Γ) = (−1)i+1 if j < i;
• if n is even and e is an arc connecting vertex i to vertex j, then
(Γ) is computed as above, and if e is an edge, then (Γ) = (−1)s,
where s = (label of e) + (# segment vertices) + 1.
On Dn, δ is the linear extension of this. An example (without dec-
orations and hence modulo signs) is given in Figure 15.
δ
(
(last two are zero)
)
= ±
± ±
±
Figure 15: An example of a coboundary.
Theorem 4.4 ([12], Theorem 4.2). For n ≥ 3, (Dn, δ) is a cochain
complex.
Proof. It is a straightforward combinatorial exercise to see that δ raises
degree by 1 and that δ2 = 0.
Returning to configuration space integrals, for each Γ ∈ Dn and
K ∈ Kn, we can still define an integral as before. Vertices of Γ tell
us what pullback bundle Conf[p, q;Kn,Rn] to construct, i.e. how many
points to have on and off the knot. The only difference is that the map
Φ: Conf[p, q;Kn,Rn] −→ (Sn−1)(# loops, chords, and edges of Γ)
is now a product of Gauss maps for each edge and chord of Γ as well as
the derivative map for each loop of Γ. Further, none of what was done
in Section 3.4 requires n = 3. More precisely, we still get a form, for
n ≥ 3,
(IKn)Γ ∈ Ωd(Kn),
given by integration along the fiber of the bundle
pi : Conf[p, q;Kn,Rn] −→ Kn.
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The degree of the form is no longer necessarily zero but of degree equal
to
(n− 1)(# loops, chords, and edges of Γ)
−n(# free vertices of Γ)
−(# segment vertices of Γ)
and its value on K ∈ Kn is as before
(IKn)Γ(K) =
∫
pi−1(K)=Conf[p,q;K,Rn]
α.
Theorem 4.5 ([12], Theorem 4.4). For n > 3, configuration space
integrals give a cochain map
IKn : (Dn, δ) −→ (Ω∗(Kn), d).
(Here d is the ordinary deRham differential.)
Proof. To prove this, one first observes that, just as in Theorem 3.4.1,
the relations in Dn correspond precisely to what happens on the in-
tegration side if points or maps are permuted or if Gauss maps are
composed with the antipodal map. In fact, those relations in Dn are
defined precisely because of what happens on the integration side.
Once this is established, it is necessary to show that, for each Γ, the
integrals along the hidden faces and faces at infinity vanish, and this
goes exactly the same way as in Theorem 3.4.1. The integrals along
principal faces correspond precisely to contractions of edges and arcs,
so that the map commutes with the differential.
Remark 4.6. There is an algebra structure on Dn given by the shuffle
product that is compatible with the wedge product of forms [13]. This
makes IKn a map of algebras as well.
By evaluating IKn on certain diagrams, Cattaneo, Cotta-Ramusino,
and Longoni [12] also prove
Corollary 4.7. Given any i > 0, the knot space Kn, n > 3, has non-
trivial cohomology in dimension greater than i.
Complex Dn is known to have the same homology as the Kn, so it
contains a lot of information about the topology of long knots. However,
we do not know that this map induces an isomorphism. More precisely,
we have
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Conjecture 4.8. The map IKn is a quasi-isomorphism.
Even though we do not have Theorem 4.5 for n = 3, the construction
is compatible with what we already did in the case of classical knots K3.
Namely, for n = 3, one does not get a cochain map in all degrees because
of the anomalous face. But in degree zero, it turns out that
H0(D3) = T D
(up to certain diagram automorphism factors; see [30, Section 3.4]). In
other words, the kernel of δ in degree zero is defined by imposing the
1T, STU, and IHX relations.
Thus, after correcting by the anomalous correction and after identi-
fying T D with its dual, the space of weight systems T W (the dualization
gymnastics is described in [30, Section 3.4]), we get a map
(H0(D3))∗ = T W −→ H0(K).
But this is precisely the map I0K3 from Theorem 3.4.1 and we already
know that the image of this map is the finite type knot invariants.
5 Further generalizations and applications
In this section we give brief overviews of other contexts in which con-
figuration space integrals have appeared in recent years.
5.1 Spaces of links
Configuration space integrals can also be defined for spaces of long links,
homotopy links, and braids. (The reader should keep in mind that it is
actually quite surprising that they can be defined for homotopy links.)
The results stated here encompass those for knots (by setting m = 1 in
Lnm).
For m ≥ 1, n ≥ 2, let Mapc(unionsqmR,Rn) be the space of smooth maps
of unionsqmR to Rn which, outside of unionsqmI agree with the map unionsqmR → Rn,
which is on the ith copy of R given as
t 7−→ (t, i, 0, 0, ..., 0).
As in the case of knots (Definition 2.2.1), we can define the spaces
of links as subspaces of Mapc(unionsqmR,Rn) with the induced topology as
follows.
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Definition 5.1.1. Define the space of
• long (or string) links with m strands Lnm ⊂ Mapc(unionsqmR,Rn) as the
space of embeddings L : unionsqm R→ Rn.
• pure braids on m strands Bnm ⊂ Mapc(unionsqmR,Rn) as the space of
embeddings B : unionsqm R → Rn whose derivative in the direction of
the first coordinate is positive.
• long (or string) homotopy links with m strands Hnm ⊂ Mapc(unionsqmR,
Rn) as the space of link maps H : unionsqm R → Rn (smooth maps of
unionsqmR in Rn with the images of the copies of R disjoint).
Remark 5.1.2. Another (and in fact, more standard) way to think
about Bnm is as the loop space Ω Conf(m,Rn−1).
Remark 5.1.3. For technical reasons, it is sometimes better to take
strands that are not parallel outside of In, but this does not change
anything about the theorems described here. For details, see [30, Defi-
nition 2.1].
Some observations about these spaces are:
• Bnm ⊂ Lnm ⊂ Hnm;
• In pi0(Hnm), we can pass a strand through itself so this can be
thought of as space of “links without knotting”;
Example of a homotopy link and a braid is given in Figure 16. Note
that, as usual, we have confused the maps H and L with their images
in Rn.
When we say “link”, we will mean an embedded link. Otherwise
we will say “homotopy link” or “braid”. As with knots, the adjective
“long” will be dropped. We will denote components (i.e. strands) of an
embedded link by L = (K1,K2, ...,Km).
As before, an isotopy is a homotopy in the space of links or braids,
and link homotopy is a path in the space of homotopy links.
As in the case of the space of knots, all of these link spaces are
smooth infinite-dimensional paracompact manifolds so we can consider
their deRham cohomology.
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self-intersection
H ∈ Hn3
L ∈ Bn3 ⊂ Ln3 ⊂ Hn3
Figure 16: Examples of links. The top picture is a homotopy link, but
not a link (and hence not a braid) because of the self-intersection in the
bottom strand.
Finite type invariants of these link spaces can be defined the same
way as for knots (see Section 2.3). Namely, we consider self-intersections
which, in the case of links, come from a single strand or two different
strands (i.e. in the left picture of Figure 2, there are no conditions on the
two strands making up the singularity). For homotopy links, we only
take intersections that come from different strands. For braids, this con-
dition is automatic since a braid cannot “turn back” to intersect itself.
Then a finite type k invariant is defined as an invariant that vanishes
on (k + 1) self-intersections. We will denote finite type k invariants of
links, homotopy links, and braids by LVk, HVk, and BVk, respectively.
As for knots, the question of separation of links by finite type in-
variants is still open, but it is known that these invariants separate
homotopy links [20] and braids [6, 24].
We now revisit Section 4 and show how Theorem 4.5 generalizes to
links. Namely, recall the cochain map
IKn : Dn −→ Ω∗(Kn).
The first order of business is to generalize the diagram complex Dn to
a complex LDnm (which we will use for both links and braids) and a
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subcomplex HDnm (which we will use for homotopy links). This gener-
alization is simple: LDnm is defined the same way as Dn except there
are now m segments, as for example in Figure 17.
∈ LDn4
Figure 17: An example of a diagram for links (without decorations).
All the definitions from Section 4 carry over in exactly the same
way and we will not reproduce the details here, especially since they are
spelled out in [30, Section 3]. In particular, depending on the parity of
n, the diagrams have to be appropriately decorated. The differential is
again given by contracting arcs and edges.
HDnm is defined by taking diagrams
• with no loops, and
• requiring that, if there exists a path between distinct vertices on
a given segment, then it must pass through a vertex on another
segment.
It is a simple combinatorial exercise to show that HDnm is a subcomplex
of LDnm [30, Proposition 3.24].
As expected, in degree zero, complexes Lnm and Hnm are still defined
by imposing the STU and IHX relations, and an extra relation in the
case of Hnm that diagrams cannot contain closed paths of edges. In
particular, the spaces of weight systems of degree k for these link spaces,
which we will denote by LWk andHWk, consist of functionals vanishing
on these relations (with automorphism factors); see [30, Definition 3.35]
for details.
As it turns out, the integration is not as easily generalized. The
problem is that, if we want to produce cohomology classes on Hnm, then
the evaluation map from (12) will need to take values in Hnm, but points
in this space are not even immersions, let alone embeddings. Hence the
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target of the evaluation map would not be a configuration space but
rather some kind of a “partial configuration space” where some points
are allowed to pass through each other (this is actually a complement
of a subspace arrangement, a familiar object from algebraic geometry).
But then the projection map would be a map of partial configuration
spaces which is far from being a fibration (see [30, Example 4.7]). This
makes it unlikely that the pullback is a bundle over Hnm.
A way around this is to patch the integral together from pieces for
which this difficulty does not occur. This is achieved by breaking up a
diagram Γ ∈ LDnm into its graft components which are essentially the
components one would see after the segments and segment vertices are
removed. The second condition defining the subcomplex HDnm guaran-
tees that there will be no more than one segment vertex on each segment
of each graft, and this turns out to remove the issue of the projection
not being a fibration. Since it would take us too far afield to define the
graft-based pullback bundle precisely, we will refer the reader to [30,
Definition 4.16] for details. Suffice it to say here that the construction
essentially takes into account both the vertices and edges of Γ rather
than just vertices when constructing the pullback bundle (see Remark
3.3.2). This procedure is indeed a refinement of the original definition
of configuration space integrals since it produces the same form on Lnm
as the original definition [30, Proposition 4.24]. The only difference,
therefore, is that the graft definition makes it possible to restrict the in-
tegration from the complex LDnm to the subcomplex HDnm and produce
forms on Hnm.
We then have a generalization of Theorem 4.5.
Theorem 5.1.4 ([30], Section 4.5). There are integration maps IL and
IH given by configuration space interals and a commutative diagram
HDnm
IH //
 _

Ω∗(Hnm)

LDnm
IL // Ω∗(Lnm)
Here IL is a cochain map for n > 3 and IH is a cochain map for n ≥ 3.
Proof. The proof goes exactly the same way as in the case of knots.
The only difference is that IH is also a cochain map for n = 3. The
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reason for this is that the anomalous face is not an issue for homotopy
links. Namely, the anomaly can only arise when all points on and off
the link collide. But since strands of the link are always disjoint, this
is only possible when all the configuration points on the link are in
fact on a single strand. In other words, the corresponding diagram Γ
is concentrated on a single strand. Such a diagram does not occur in
HDnm. (The integral in this case in effect produces a form on the space
of knots, so that the anomaly can be thought of as a purely knotting,
rather than linking, phenomenon.)
Remark 5.1.5. As in the case of knots, there is an algebra structure
on LDnm given by the shuffle product that is compatible with the wedge
product of forms [30, Section 3.3.2]. It thus turns out that the maps IL
and IH are maps of algebras [30, Proposition 4.29].
For n = 3, we also have a generalization of Theorem 3.4.1.
Theorem 5.1.6 ([30], Theorems 5.6 and 5.8). Configuration space in-
tegral maps IL and IH induce isomorphisms
I0L : LWk
∼=−→ LVk/LVk−1 ⊂ H0(L3m)
I0H : HWk
∼=−→ LVk/LVk−1 ⊂ H0(H3m)
The isomorphisms are given exactly as in Theorem 3.4.1. In par-
ticular, the anomalous correction has to be introduced for the case of
links.
Lastly, we mention an interesting connection to a class of classical
homotopy link invariants called Milnor invariants [36]. In brief, these
invariants live in the lower central series of the link group and essentially
measure how far a “longitude” of the link survives in the lower central
series. It is known that Milnor invariants of long homotopy links are
finite type invariants (and it is important that these are long, rather
than closed homotopy links) [6, 32]. Theorem 5.1.6 thus immediately
gives us
Corollary 5.1.7. The map IH provides configuration space integral ex-
pressions for Milnor invariants of H3m.
For more details about this corollary, see [30, Section 5.4].
Even though we made no explicit mention of braids in the above
theorems, everything goes through the same way for this space as well.
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The complex is still LDnm but the evaluation now take place on braids,
i.e. elements of Bnm. The integration IB would thus produce forms on Bnm
and all finite type invariants of B3m. However, this is not very satisfying
since we do not yet have a good subcomplex of LDnm or a modification
in the integration procedure that would take into account the definition
of braids. For example, since Bnm ' Ω Conf(m,Rn−1), braids can be
thought of as “flowing” at the same rate, and the integration hence
might be defined so that it only takes place in “vertical slices” of the
braid. In particular, one should be able to connect configuration space
integrals for braids to Kohno’s work on braids and Chen integrals [24].
5.2 Manifold calculus of functors and finite type invari-
ants
Configuration space integrals connect in unexpected ways to the theory
of manifold calculus of functors [59, 18]. Before we can state the results,
we provide some basic background, but we will assume the reader is
familiar with the language of categories and functors. For further details
on manifold calculus of functors, the reader might find [40] useful.
For M a smooth manifold, Let Top be the category of topological
spaces and let
O(M) = category of open subsets of M with inclusions as morphisms.
Manifold calculus studies functors
F : O(M)op −→ Top
satisfying the conditions:
1. F takes isotopy equivalences to homotopy equivalences, and;
2. For any sequence of open sets U0 ⊂ U1 ⊂ · · · , the canonical map
F (∪iUi)→ holimi F (Ui) is a homotopy equivalence (here “holim”
stands for the homotopy limit).
The target category is not limited to topological spaces, but for con-
creteness and for our purposes we will stick to that case.
One such functor is the space of embeddings Emb(−, N), where N
is a smooth manifold, since, given an inclusion
O1 ↪→ O2
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of open subsets of M , there is a restriction
Emb(O2, N) −→ Emb(O1, N).
In particular, we can specialize to the space of knots Kn, n ≥ 3, and see
what manifold calculus has to say about it.
For any functor F : O(M)op → Top, the theory produces a “Taylor
tower” of approximating functors/fibrations
F (−) −→ (T0F (−)← · · · ← TkF (−)← · · · ← T∞F (−))
where T∞F (−) is the inverse limit of the tower.
Theorem 5.2.1 ([60]). For F = Emb(−, N) and for 2 dim(M) + 2 ≤
dim(N), the Taylor tower converges on (co)homology (for any coeffi-
cients), i.e.
H∗(Emb(−, N)) ∼= H∗(T∞ Emb(−, N)).
In particular, evaluating at M gives
H∗(Emb(M,N)) ∼= H∗(T∞ Emb(M,N)).
Remark 5.2.2. For dim(M) + 3 ≤ dim(N), the same convergence
result is true on homotopy groups [17].
Note that when M is 1-dimensional, N has to be at least 4-dimen-
sional to guarantee convergence. Hence this says nothing about K3.
Nevertheless, the tower can still be constructed in this case and it turns
out to contain a lot of information.
To construct TkKn, n ≥ 3, let I1, ..., Ik+1 be disjoint closed subin-
tervals of R and let
∅ 6= S ⊆ {1, ..., k + 1}.
Then let
KnS = Embc(R \
⋃
i∈S
Ii, Rn),
where Embc as usual stands for the space of “compactly supported”
embeddings, namely those that are fixed outside some compact set such
as I.
46 Ismar Volic´
Figure 18: An element of Kn{1,2,3,4}.
Thus KnS is a space of “punctured knots”; an example is given in
Figure 18.
These spaces are not very interesting on their own, and are connected
even for n = 3. However, we have restriction maps KnS → KnS∪{i} given
by “punching another hole”, namely restricting an embedding of R with
some intervals taken out to an embedding of R with one more interval
taken out. These spaces and maps then form a diagram of knots with
holes (such a diagram is sometimes called a punctured cube).
Example 5.2.3. When k = 2, we get
Kn{1}

%%
Kn{2} //

Kn{1,2}

Kn{3} //
$$
Kn{1,3}
%%
Kn{2,3} // Kn{1,2,3}
Definition 5.2.4. The kth stage of the Taylor tower for Kn, n ≥ 3, is
the homotopy limit of this punctured cube, i.e.
TkKn = holim∅6=S⊆{1,..,k+1}K
n
S .
For the reader not familiar with homotopy limits, it is actually not
hard to see what this homotopy limit is: For example, the punctured
cubical diagram from Example 5.2.3 can be redrawn as
Kn{1}
yy %%
Kn{1,3} // Kn{1,2,3} Kn{1,2}oo
Kn{3}
::
// Kn{2,3}
OO
Kn{2}oo
dd
Then a point in T2Kn is
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• A point in each Kn{i} (once-punctured knot);
• A path in each Kn{i,j} (isotopy of a twice-punctured knot) ;
• A two-parameter path in Kn{1,2,3} (two-parameter isotopy of a
thrice-punctured knot); and
• Everything is compatible with the restriction maps. Namely, a
path in each Kn{i,j} joins the restrictions of the elements of Kn{i}
and Kn{j} to Kn{i,j}, and the two-parameter path in Kn{1,2,3} is re-
ally a map of a 2-simplex into Kn{1,2,3} which, on its edges, is the
restriction of the paths in Kn{i,j} to Kn{1,2,3}.
The pattern for TkKn, k 6= 2, should be clear.
There is a map
Kn −→ TkKn
given by punching holes in the knot (the isotopies in the homotopy limit
are thus constant).
Remark 5.2.5. It is not hard to see that, for k ≥ 3, Kn is the actual
pullback (limit) of the subcubical diagram. So the strategy here is to
replace the limit, which is what we really care about, by the homotopy
limit, which is hopefully easier to understand.
There is also a map, for all k ≥ 1,
TkKn −→ Tk−1Kn,
since the diagram defining Tk−1Kn is a subdiagram of the one defining
TkKn (this map is a fibration; this is a general fact about homotopy
limits).
Putting these maps and spaces together, we get the Taylor tower for
Kn, n ≥ 3:
Kn −→ (T0Kn ← · · · ← TkKn ← · · · ← T∞Kn).
By Theorem 5.2.1, this tower converges on (co)homology for n ≥ 4.
There is a variant of this Taylor tower, the so-called “algebraic Tay-
lor tower”, which is a tower of cochain complexs obtained by applying
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cochains to each space of punctured knots and then letting T ∗k (K3) be
the homotopy colimit of the resulting diagram of cochain complexes.
Recall the map I0K3 from Theorem 3.4.1. We then have the following
theorem, which essentially says that the algebraic Taylor tower classifies
finite type invariants.
Theorem 5.2.6 ([55], Theorem 1.2). The map I0K3 factors through the
algebraic Taylor tower for K3. Furthermore, we have isomorphisms
T Wk
I0K3
∼=
//
∼=
%%
Vk/Vk−1
H0(T ∗2kK3)
∼=
88
(and H0(T ∗2kK3) ∼= H0(T ∗2k+1K3) so all stages are accounted for).
The main ingredient in this proof is the extension of configuration
space integrals to the stages T2kK3 of the space of long knots [54, The-
orem 4.5]. The idea of this extension is this: As a configuration point
moves around a punctured knot (this corresponds to a point moving on
the knot in the usual construction) and approaches a hole, it is made
to “jump”, via a path in the homotopy limit (this is achieved by an ap-
propriate partition of unity), to another punctured knot which has that
hole filled in, thus preventing the evaluation map from being undefined.
Theorem 5.2.6 places finite type theory into a more homotopy-theo-
retic setting and the hope is that this might give a new strategy for
proving the separation conjecture.
Several generalizations of Theorem 5.2.6 should be possible. For ex-
ample, it should also be possible to extend the entire chain map from
Theorem 4.5 to the Taylor tower. It should also be possible to show that
the Taylor multitowers for Lnm, Hnm, and Bnm supplied by the multivari-
able manifold calculus of functors [41] also admit factorizations of the
integration maps IL, IH, and IB, as well as classify finite type invariants
of these spaces.
Lastly, it seems likely that finite type invariants are all one finds in
the ordinary Taylor tower (and not just its algebraic version). Some
progress toward this goal can be found in [11].
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5.3 Formality of the little balls operad
There is another striking connection between the Taylor tower for knots
and configuration space integrals of a slightly different flavor. To ex-
plain, we will first modify the space of knots slightly and instead of Kn,
n > 3, use the space
Kn = hofiber(Embc(R,Rn) ↪→ Immc(R,Rn)),
where hofiber stands for the homotopy fiber. This is the space of “em-
beddings modulo immersions” and a point in it is a long knot along
with a path, i.e. a regular homotopy, to the long unknot (since this is a
natural basepoint in the space of immersions) through compactly sup-
ported immersions. This space is easier to work with, but it is not very
different from Kn: the above inclusion is nullhomotopic [46, Proposition
5.17] so that we have a homotopy equivalence
Kn ' Kn × Ω2Sn−1.
The difference between long knots and its version modulo immersions
is thus well-undersrtood, especially rationally.
Now let Bn = {Bn(p)}p≥0 be the little n-discs operad (i.e. little balls
in Rn), where Bn(p) is the space of configurations of p closed n-discs
with disjoint interiors contained in the unit disk of Rn. The little n-
discs operad is an important object in homotopy theory, and a good
introduction for the reader who is not familiar with it, or with operads
in general, is [39]. Taking the chains and the homology of Bn gives two
operads of chain complexes, C∗(Bn;R) and H∗(Bn;R) (where the latter
is a chain complex with zero differential). Then we have the following
formality theorem.
Theorem 5.3.1 (Kontsevich [28]; Tamarkin for n = 2 [50]). For n ≥ 2,
there exists a chain of weak equivalences of operads of chain complexes
C∗(Bn;R) '←− D˜n '−→ H∗(Bn;R),
where D˜n is a certain diagram complex. In other words, Bn is (stably)
formal over R.
For details about the proof of Theorem 5.3.1, the reader should con-
sult [35]. The reason this theorem is relevant here is that D˜n is a diagram
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complex (it is in fact a commutative differential graded algebra coop-
erad) that is essentially the complex Dn we encountered in Section 4.
The main difference is that loops are not allowed in D˜n. In addition,
the map
D˜n −→ C∗(Bn;R)
is given by configuration space integrals and is the same as the map
IKn we saw before, with one important difference that the bundle we
integrate over is different. To explain briefly, Bn can be regarded as a
collection of configuration spaces Conf[p,Rn]. For a diagram Γ ∈ D˜n
with p segment vertices and q free vertices, consider the projection
pi : Conf[p+ q,Rn] −→ Conf[p,Rn].
This is a bundle in a suitable sense; see [35, Section 5.9]. The edges of Γ
again determine some Gauss maps Conf[p+ q,Rn]→ Sn−1, so that the
product of volume forms can be pulled back to Conf[p+ q,Rn] and then
pushed forward to Conf[p,Rn]. This part is completely analogous to
what we have seen in Section 4. The bulk of the proof of Theorem 5.3.1
then consist of showing that the map D˜n → Ω∗(Conf[p,Rn]) is an equiv-
alence (we are liberally passing between cooperad D˜n and its dual, as
well as chains and cochains on configuration spaces). This again comes
down to vanishing arguments, which are the same as in Theorem 4.5.
The map
D˜n −→ H∗(Bn;R)
is easy, with some obvious diagrams sent to the generators of the (co)homology
of configuration spaces and the rest to zero.
Theorem 5.3.1 has been used in a variety of situations, such as
McClure-Smith’s proof of the Deligne Conjecture and Tamarkin’s proof
of Kontsevich’s deformation quantization theorem. For us, the impor-
tance is in that it gives information about the rational homology of Kn,
n > 3.
To explain, first observe that the construction of the Taylor tower
for Kn from Section 5.2 can be carried out in exactly the same way for
Kn. Then, by retracting the arcs of a punctured knot, we get
KnS ' Conf(|S| − 1,Rn).
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If we had used Kn, we would also have copies of spheres keeping track
of tangential data. In the Kn version, they are not present since the
space of immersions, which carries this data, has been removed.
The restriction maps “add a point”, as in Figure 19.
↓
x2x1
x3
x1
x3
x2
x′2
Figure 19: Restriction of punctured knots.
This structure yields a homology spectral sequence that can be as-
sociated to the Taylor tower for Kn, n ≥ 3. It starts with
E1−p,q = Hq(Conf(p,Rn)),
and, for n ≥ 4, converges to H∗(T∞Kn). By Theorem 5.2.1, this spectral
sequence hence converges to H∗(Kn).
Remark 5.3.2. This is the Bousfield-Kan spectral sequence that can be
associated to any cosimplicial space, and in particular to the cosimplicial
space defined by Sinha [47] that models the Taylor tower for Kn. The
spaces in this cosimplicial model are slight modifications of the Fulton-
MacPherson compactification of Conf(p,Rn) and the maps “double”
and “forget” points. In particular, the doubling maps are motivated by
the situation from Figure 19. In addition, this turns out to be the same
spectral sequence (up to regrading) as the one defined by Vassiliev [53]
which motivated the original definition of finite type knot invariants.
Theorem 5.3.3. The homology spectral sequence described above col-
lapses rationally at the E2 page for n ≥ 3.
This theorem was proved for n ≥ 4 in [34], for n = 3 on the diagonal
in [27], and for n = 3 everywhere in [37] and [48]. Theorem 5.2.6 can also
be interpreted as the collapse of this spectral sequence on the diagonal
for n = 3.
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Idea of proof. The vertical differential in the spectral sequence is the
ordinary internal differential on the cochain complexes of configuration
spaces (the vertical one has to do with doubling configuration points,
and this has to do with Figure 19). By Theorem 5.3.1, this differential
can be replaced by the zero differential, and hence the spectral sequence
collapses. Some more sophisticated model category theory techniques
are required for the case n = 3.
Remark 5.3.4. Collapse is also true for the homotopy spectral sequence
for n ≥ 4 [1].
So for n ≥ 4, the homology of the E2 page is the homology of Kn.
A more precise way to say this is
Theorem 5.3.5. For n ≥ 4, H∗(Kn;Q) is the Hochschild homology of
the Poisson operad of degree n−1, which is the operad obtained by taking
the homology of the little n-cubes operad.
For more details on the Poisson operad of degree n− 1, see [52, Sec-
tion 1]. Briefly, this is the operad encoding Poisson algebras, i.e. graded
commutative algebras with Lie bracket of degree n−1 which is a graded
derivation with respect to the multiplication. One can define a differ-
ential (the Gerstenhaber bracket), and the homology of the resulting
complex is the Hochschild homology of the Poisson operad.
In summary, H∗(Kn;Q) is built out of H∗(Conf(p,Rn);Q), p ≥ 0,
which is understood. In fact, this homology can be represented combi-
natorially with graph complexes of chord diagrams. This therefore gives
a nice combinatorial description of H∗(Kn;Q), n ≥ 4. The case n = 3
is not yet well understood, and the implications of the collapse are yet
to be studied. The main impediment is that, even though the spectral
sequence collapses, it is not clear what the spectral sequence converges
to.
It would be nice to rework the results described in this section for
spaces of links. For ordinary embedded links and braids, things should
work the same, but homotopy links are more challenging since we do
not yet have any sort of a convergence result for the Taylor (multi)tower
for this space.
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