Histogram sequences represent high-dimensional timeseries converted from images by space filling curves (SFCs). To overcome the high-dimensionality nature of histogram sequences (e.g., 10 6 dimensions for a 1024×1024 image), we often use lower-dimensional transformations, but the tightness of their lower-bounds is highly affected by the types of SFCs. In this paper we attack a challenging problem of evaluating which SFC shows the better performance when we apply the lower-dimensional transformation to histogram sequences. For this, we first present a concept of spatial locality and propose spatial locality preservation metric (SLPM in short). We then evaluate five well-known SFCs from the perspective of SLPM and verify that the evaluation result concurs with the actual transformation performance. Finally, we empirically validate the accuracy of SLPM by providing that the Hilbert-order with the highest SLPM also shows the best performance in k-NN (k-nearest neighbors) search.
Introduction
In this paper, we solve an image matching problem using a time-series matching approach by converting color features of images to time-series data. Converting images to time-series facilitates easier distance computation and use of indexes, and this makes it feasible to perform the image matching even on a large image database [6] . We can use a space filling curve (SFC in short) to convert an image of size n × n to a time-series of length n 2 , and we define this time-series as a histogram sequence. Figure 1 (a) shows this conversion process, and representative SFCs are Z-and Hilbert-orders [7] .
Histogram sequences, however, have the highdimensionality nature (e.g., 10
6 dimensions for a 1024×1024 image) that incurs a severe overhead in storage space and similarity search. To solve this problem, we generally use lower bounds obtained from lower-dimensional transformations such as DFT, PAA, and DWT [3] , [5] as shown in Fig. 1 (b) . A lower bound, which is a widely used concept in brand-and-bound or backtracking algorithms, is the distance between the transformed sequences, and it is smaller than but closer to the actual distance between the original sequences [3] , [6] . In general, computation of lower bounds is much faster than that of actual distances. Thus, we can use lower bounds for reducing the matching time as follows: we compute lower bounds first and use them for discarding unnecessary actual distance computations. We here note that different SFCs may produce different histogram sequences and accordingly different lower bounds of lower-dimensional transformed sequences (low dimensional sequences in short). Thus, to achieve better matching performance, we need to choose an SFC which maximize the lower bounds. To maximize the lower bounds, we present a novel concept of spatial locality, which means that "if the entries are adjacent in a histogram sequence, their corresponding cells should also be adjacent in its original image." In general, the better spatial locality preservation we have, the tighter lower bounds we have. To evaluate the spatial locality quantitatively, we propose the spatial locality preservation metric (SLPM in short) and present a formal method for computing the metric. For this, we first define cell distances and entry distances for images and histogram sequences, respectively. We then define the distance gap as the difference of cell and entry distances. After obtaining distance gaps for adjacent entries of a histogram sequence, we finally define their sum as SLPM. According to this definition, if an SFC produces the smaller SLPM, it preserves the spatial locality much better and yields the tighter lower bounds in similarity search.
Using the proposed SLPM we evaluate five well-known SFCs. This evaluation result shows that Hilbert-and Zorders produce the smaller SLPMs. We then compute actual lower bounds of low dimensional sequences for real images, and interestingly, Hilbert-and Z-orders also produce the larger lower bounds. These analysis results mean that, as we insisted in defining SLPM, the smaller SLPM implies the tighter lower bound and accordingly the more superior SFC in the viewpoint of lower-dimensional transformations.
To evaluate SFCs in real image matching, we also experiment the matching time of k-NN search for histogram sequences. In the k-NN search, all five SFCs provide the same matching result, and they make no influence on the Copyright c 2013 The Institute of Electronics, Information and Communication Engineers matching accuracy. This is because a lower bound itself is used for reducing the matching time without changing the matching accuracy [3] , [5] . Thus, we consider only the matching time except the matching accuracy. The experimental result shows that Hilbert-and Z-orders with the smaller SLPM also provide the better performance for k-NN search. In conclusion, the proposed SLPM is an excellent metric to evaluate SFCs for constructing histogram sequences under lower-dimensional transformations. In particular, our approach is novel from the aspect of solving an image domain problem in the time-series domain.
Related Work
A time-series is a sequence of real numbers at specific time points [5] . Its typical examples include stock prices, exchange rates, and sensor data. Recently, time-series data are also used in representing images, voices, and trajectories [3] . For efficient similarity search of time-series data, various distance models are used with lower-dimensional transformations such as DFT, PAA, and DWT [3] , [5] .
Applications using histogram sequences and lowerdimensional transformations are fMRI analysis and photo mosaic construction. Wang et al. [8] convert fMRI images to histogram sequences and identify brain disease patients by using lower-dimensional transformations. In photo mosaic construction, Klein et al. [4] convert a large number of images to histogram sequences and use lower-dimensional transformations for the fast search of similar images.
SFCs, space filling curves, are often used to convert 2-dimensional images to 1-dimensional sequences [2] , [7] . Representative SFCs are column-, diagonal-, spiral-, Z-, and Hilbert-orders as shown in Fig. 2 . Among these SFCs, Hilbert-and Z-orders, which exploit the divide-and-conquer strategy, are widely used in many applications [7] .
Spatial Locality and Its Preservation Metric

Concept of Spatial Locality
We first formally define the relationship among an image, its corresponding histogram sequence, and its SFC.
by an SFC f , we call S a histogram sequence of I and use the notation of f (I) = S and I = f −1 (S ).
Without loss of generality, in this paper we use a square image only. If an SFC f maps a cell (i, j) of I to the k-th entry of S , we simply denote it f (i, j) = k and f −1 (k) = (i, j). Now, let us think about which SFC is the best if we apply lower-dimensional transformations to histogram sequences. According to the experiment of [5] , if adjacent entries of sequences are similar, their lower bounds by lowerdimensional transformations are tight. By this observation, a good SFC needs to construct histogram sequences in order that their adjacent entries have similar values. We here note that adjacent cells of an image have similar color values in general, and we call this property the spatial locality of image cells. This concept means that, if an SFC maps adjacent cells to adjacent entries, it might be superior in applying lower-dimensional transformations to histogram sequences. Figure 3 shows a Z-order example of explaining spatial locality preservation. In Fig. 3 , spatial locality of adjacent cells (2, 1) and (2, 2) is well preserved since they are also adjacent in S . On the other hand, spatial locality of adjacent cells (2, 1) and (3, 1) is not well preserved since they are separated into the third and the ninth entries in S . By the way, different SFCs produce different histogram sequences. Thus, it is important to objectively measure how much an SFC preserves the spatial locality.
Spatial Locality Preservation Metric
To introduce the preservation metric of spatial locality, we first define cell distances in the image domain and entry distances in the time-series domain.
Definition 2:
Let an SFC f transform cells (i 1 , j 1 ) and (i 2 , j 2 ) of an image to k 1 -th and k 2 -th entries of the corresponding histogram sequence, i.e., k 1 = f (i 1 , j 1 ) and k 2 = f (i 2 , j 2 ). Then, we define the cell distance between (i 1 , j 1 ) and (i 2 , j 2 ) as Eq. (1) and the entry distance between k 1 and k 2 as Eq. (2), respectively.
By the concept of distances in Definition 2, an SFC that minimizes the difference between cd() and ed() well preserves the spatial locality. To formalize this concept, we introduce the distance gap.
, as Eq. (3), the difference between the cell and entry distances.
The spatial locality preservation metric (SLPM in Fig. 3 A Z-order example and its spatial locality preservation. (4), the sum of distance gaps for every pair of k-th and (k + p)-th entries of S .
We use Fig. 4 to explain SLPM p of Definition 4. First, Fig. 4 (a) shows how to construct entry pairs for computing SLPM 1 . As shown in Fig. 4 (a) , we compute SLPM 1 by summing dgap()'s of the very adjacent entries. Similarly, Fig. 4 (b) shows how to construct entry pairs for SLPM 2 .
We now define SLPM, spatial locality preservation metric, by summing SLPM p 's, level-p metrics.
Definition 5:
The spatial locality preservation metric, denoted by SLPM, is defined as Eq. (5), the sum of level-1 to level-p spatial locality preservation metrics.
In Definition 5, p is a parameter of controlling how many and how far away entries are considered for each entry. If p = 1, SLPM considers the very next entry only; if p = n, it considers from the very next to the n-th next entries. We note that, if p is too small, the spatial locality is too narrowly applied; if p is too large, it is unnecessarily widely applied. We can simply rewrite Eq. (5) of SLPM by using cell distances only. This is because the sum of entry distances,
, is constant regardless of types of SFCs. That is, in Eq. (6),
is the same for all SFCs. Thus, in the next discussion and evaluation, we compute SLPM as p l=1
, by using the cell distances only.
SLPM of Definition 5, however, has a problem that all levels have equal weights. That is, the lower level (e.g., SLPM 1 ) should be considered more importantly than the higher level (e.g., SLPM p ), but this is not reflected in SLPM. Thus, we now assign different weights to different levels.
Definition 6:
The weighted spatial locality preservation metric, denoted by WSLPM, is defined as Eq. (7) by assigning different weights to different levels of SLPM.
We can regard WSLPM as a generalization of SLPM, and WSLPM = SLPM if we use the same weights for all levels, i.e., if w l = 1 p . To use WSLPM of Definition 6, we need to determine a weight for each level. Intuitively, we need to assign higher weights to lower levels whose entries are much more adjacent. In this paper we determine the weights by Eq. (8). In Eq. (8), we use the sum of levels as a divisor and assign higher weights to lower levels so as that the sum of dividends is equal to the divisor (= p l=1 w l = 1).
WSLPM-based Evaluation of Space Filling Curves
In this section, we evaluate five well-known SFCs by using the proposed WSLPM. Figure 5 (a) shows the result for a 256 × 256 image by varying p, where each line shows a relative WSLPM against Hilbert-order. In Fig. 5 (a) , we note that Hilbert-order is the best, and Z-order is the next. This is because these two SFCs place the locally adjacent cells in 2-dimensional space on the closely nearby entries in 1-dimensional space. On the other hand, column-and diagonal-orders show the worse result. This is because, in these two SFCs, many of adjacent entries of a histogram sequence are actually separated in its original image. Figure 5 (b) shows the result for an 1024 × 1024 image. As in Fig. 5 (a) , Hilbert-and Z-orders show the better result than the other SFCs. We expect that these evaluation results of Fig. 5 are directly reflected to lower-dimensional transformation-based lower bounds and k-NN search. We confirm this expectation through the actual experiments.
Experimental Evaluation of Space Filling Curves
We use two data sets for the experiments. The first one is The Caltech-256 data set [1] consisting of 30,607 images. We use this set to evaluate the tightness of lower bounds for different SFCs. The second data set is a mixed database consisting of 10,000 images, and we use it for the k-NN search experiment. More precisely, it is composed of 1,000 airplane images, 3,000 baseball images, 1,200 flower images, 3,000 bird images, 800 motorcycle images, and 1,000 guitar images, which are collected from the Web [6] . In k-NN search, the parameter p of WSLPM is not used, and we thus do not specify its value in the experimental result.
All the images have the same size of 1024 × 1024, and we convert each image to five histogram sequences of length 1,048,576 using five SFCs. The hardware platform is a workstation with Intel(R) Pentium(R) 4 CPU 3.0 GHz, 3.0 GB RAM, 250 GB HDD, and its software platform is CentOS Release 5.5. We have implemented all programs using C/C++ language. Figure 6 shows the results of lower bounds, where we wish to confirm that the SLPM-based evaluation results of 5 -precisely speaking, WSLPM rather than SLPM, but we simply use SLPM unless confusion occurs-are similar to the actual lower bounds. As a lower-dimensional transformation, we use PAA in Fig. 6 (a) and DFT in Fig. 6 (b) . We compare lower bounds of SFCs by varying the number of features (i.e., low dimensions). As in Fig. 5 , we compare lower bounds of each SFC against those of Hilbert-order. In Fig. 6 , Hilbert-and Z-orders show the larger lower bounds, i.e., the tighter lower bounds than the other SFCs. This result means that our SLPM is very suitable for evaluating the spatial locality of actual histogram sequences. Figure 7 shows the k-NN search results, where Adv-k-NN uses lower-dimensional transformations, and Naive-k-NN does not [3] . More precisely, Naive-k-NN computes the Euclidean distances for all histogram sequences, but Advk-NN does for some histogram sequences which are not pruned by the lower bound. For Adv-k-NN, we use 128 as the number of features. Also, we experiment five SFCs for Adv-k-NN. As we explained in Sect. 1, SFCs make influences on lower bounds and the matching time, but they make no influence on actual distances and the matching accuracy. Thus, we do not experiment the matching accuracy, but we focus on the execution time only. We measure the k-NN search time for 10 query sequences and use their average as an experimental result. First, as shown in Fig. 7 (a) using PAA, Adv-k-NN outperforms Naive-k-NN regardless of types of SFCs. This means that the filtering by PAA makes a big influence on the performance improvement of k-NN search. Among SFCs of Adv-k-NN, Hibert-and Zorders show the best result. These experimental results are the same as those of SLPM of Fig. 5 as well as those of lower bounds of Fig. 6 (a) . That is, Hilbert-and Z-orders with the smaller SLPM produce the tighter lower bounds, and accordingly, they show the best performance in the k-NN search. Next, in Fig. 7 (b) using DFT, all SFCs of Advk-NN outperform Naive-k-NN as in Fig. 7 (a) . We here note that, unlike Fig. 7 (a) , Hilbert-order slightly outperforms Zorder in Fig. 7 (b) . This is because lower bounds of Hilbertorder are much tighter than those of Z-order. In summary of Fig. 7 , Hilbert-and Z-orders with the smaller SLPM lead to the better k-NN performance as well as the tighter lower bounds.
Conclusions
In this paper, we have discussed how to evaluate SFCs from the perspective of using lower-dimensional transformations. We first presented the notion of spatial locality to evaluate SFCs and defined SLPM as a metric of evaluating the spatial locality. We then evaluated five SFCs using SLPM and validated its usefulness with real experiments of lower bounds and k-NN searches. In the future, we plan to devise an SLPM-based new SFC superior to Hilbert-and Z-orders.
