In this paper, an Artificial Neural Network (ANN) technique is developed to find solution of 
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3 integro differential equations. The neural network training and cosine basis functions with adjustable parameters have been presented by Qu and Liu [33] for solving single and the systems of coupled fractional order differential equations. Rostami and Jafarian [34] used the combination of ANN approach and power series method for handling higher order linear fractional differential equations. In [35] , Almarash implemented an approximation solution of fractional partial differential equations by using neural network method with radial basis functions. Sabouri et al. [36] employed the ability of neural networks for solving fractional order optimal control problems.
In another study [37] Jafarian et al. have used combination of multi-layer ANN and the power series method to the numerical solution of a class of fractional order initial value problems.
As per the review of the literatures it reveals that the authors have used multi-layer ANN with optimization technique for solving FDEs [6] . Previously, few researchers have considered three layer feed forward ANN structure and power series method for the numerical solution of different types of fractional order initial value problems [32, 35 and 37] . They have taken the solution function as a series polynomial in which its coefficients are determined by power series method.
In this investigation, the authors vested their effort to develop a multi-layer ANN model with unsupervised back propagation learning algorithm for solving fractional order initial value problems. The ANN approximate solution of FDE is written as sum of two terms, first one satisfies initial/boundary conditions and the second part involves output of neural network with adjustable parameters. Feed forward neural network model and error back propagation principles (gradient descent procedure) are used for modification of the network parameters and to minimize the computed error function. Initial weights from input to hidden and hidden to output layer are considered as random. The approximate solution of FDEs by ANN is found to be advantageous but it depends upon the ANN model that one considers such as  Solution search proceeds without coordinate transformations;  Simple implementation and easy computation;  The back propagation algorithm is unsupervised;  After training of the ANN model, we may use it as a black box to get numerical results at any arbitrary point in the domain etc.
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Some examples are also given to show the efficiency of the procedure.
We begin our work in section 2, by reviewing certain basic definitions and fundamental issues of fractional calculus. ANN formulations for FDEs, construction of the appropriate form of the approximate solution of fractional order initial value problem and error estimation are described in section 3. In section 4, we have presented the numerical examples, solutions and comparison of analytical and ANN results. Lastly section 5, incorporates the conclusions.
Preliminaries
In this section, we recall some definitions and general concepts related to fractional calculus which may be used further in this paper [38] [39] [40] [41] The Riemann-Liouville type fractional derivative of order
and  is the integer part of .
Definition 2.2: Riemann-Liouville type fractional integral [38]
The Riemann-Liouville type fractional integral of order
Here  denotes the Gamma function. The Caputo type derivative of order  and
Definition 2.4: Conformable fractional derivative [42, 43] Let us consider a function
and
denotes the conformable fractional derivative of order .
satisfies all the following properties I.
In this paper, we have used the properties of Conformable fractional derivative. 6
Description of the Method
In this section, we describe general formulation of ANN model for fractional order differential equation. In particular, structure of ANN model and the formulations for initial value fractional order problems are incorporated in detail.
ANN formulation for fractional order differential equations
Let us consider a fractional order initial value problem as
denotes the approximate solution of ANN model with  is a vector containing corresponding weights and x is the input data. The above FDE is transformed into the following
of feed forward neural network with network parameters  may be written in the form
The first term General form of corresponding error function for the fractional order initial value problem may be formulated as
Error back propagation learning algorithm
Error back propagation learning algorithm has been used to update the network parameters (weights) and for minimizing error function of the ANN. For fractional differential equation we consider an unsupervised version of back propagation method. Here gradient descent method has been used for updating the parameters.
where  is learning parameter, k is iteration step which is used to update the weights as usual in ANN and
is the error function. 
Formulation of fractional order initial value problem for
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Structure of multi-layer ANN model for FDE
We consider a three layer ANN model for the present problem. 
Computation of gradient for Fractional order initial value problem
For minimizing the error function
that is to update the network parameters (weights), we differentiate ) , (  x E with respect to the parameters. Thus the gradient of network output with respect to their inputs is computed as below.
As such, the fractional derivatives (according to conformable fractional derivative) of
with respect to input x is written as
denotes the derivative of the network output with respect to its inputs.
The derivative of  N with respect to other parameters may be obtained as (according to conformable fractional derivative rules)
After simplifying the above equation we get
Numerical Examples and discussion
These following informative example problems are included to understand the proposed method.
The approximate results by ANN model are compared with analytical\existing numerical solutions of each example to show the powerfulness of the proposed method.
Example 1:
Let us consider a fractional order differential equation
The corresponding ANN approximate solution is expressed as
The network is trained for ten equidistant points in [0, 1] and five hidden nodes. Table 1 incorporates the analytical and ANN solutions for The ANN approximate solution in this case is represented as
Again the network is trained with ten equidistant points. Table 3 Lastly it may be mentioned that the ANN algorithm is simple, computationally efficient and straight forward.
