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The idea of a metapopulation has become canonical in ecology. Its original mean field form 
provides the important intuition that migration and extinction interact to determine the 
dynamics of a population composed of subpopulations. From its conception, it has been 
evident that the very essence of the metapopulation paradigm centers on the process of local 
extinction. We note that there are two qualitatively distinct types of extinction, gradual and 
catastrophic, and explore their impact on the dynamics of metapopulation formation using 
discrete iterative maps. First, by modifying the classic logistic map with the addition of the 
Allee effect, we show that catastrophic local extinctions in subpopulations are a pre-requisite 
of metapopulation formation. When subpopulations experience gradual extinction, 
increased migration rates force synchrony and drive the metapopulation below the Allee 
point resulting in migration induced destabilization of the system across parameter space. 
Second, a sawtooth map (an extension of the Bernoulli bit shift map) is employed to 
simultaneously explore the increasing and decreasing modes of population behavior. We 
conclude with four generalizations.  1) At low migration rates, a metapopulation may go 
extinct faster than completely unconnected subpopulations. 2) There exists a gradient 
between stable metapopulation formation and population synchrony, with critical 
transitions from no metapopulation to metapopulation to synchronization, the latter 
frequently inducing metapopulation extinction. 3) Synchronization patterns emerge through 
time, resulting in synchrony groups and chimeric populations existing simultaneously. 4) 
There are two distinct mechanisms of synchronization – i) extinction and rescue and, ii) 




Synchrony, extinction mode and metapopulations 
 
There is a fundamental contradiction in metapopulation theory. On the one hand, general 
qualitative understanding assumes that local isolated populations tend to go extinct but that if 
they are interconnected by migration, a collection of such “subpopulations” could persist 
indefinitely, the very meaning of metapopulation. On the other hand, a substantial literature notes 
that if populations are coupled, repeated low points in population densities may become 
synchronized so that if, at a particular point in time, an extinction force visits one such 
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population, it will visit all  -- i.e., extinction of the entire collection of subpopulations is expected 
(Fox et al., 2017; Wang et al., 2015). It may seem that metapopulation theory thus must conclude 
that interpopulation migration is “stabilizing,” but only to some level of migration, after which it 
is “destabilizing,” the two forces apparently in opposition, but interacting in sometimes 
complicated ways (Abbott, 2011). A successful metapopulation thus must strike this natural 
balance (Griffen, and Drake, 2008). Herein we demonstrate that, at least through the lens of 
discrete iterative equations, complications may arise associated first, with the form of extinction 
and second, with the dynamics of synchrony formation.   
 The idea of a metapopulation has become a canonical concept in ecology. It’s original 
mean field form (Levins, 1969) remains core to the idea, providing the important intuition that 
migration and extinction combine to determine whether a population persists or not. Many 
embellishments have been proffered enriching the concept (Hanski 1998; Gilpin 2012), including 
the evident connection with the Allee effect (Amarasekare, 1998). In those embellishments a key 
idea is the nature of extinction itself, which connects metapopulation theory with an extensive 
literature dealing with the extinction process. Generally there seem to be two approaches, first to 
explore the obvious idea that stochastic forces are likely to result in extinction especially in rare 
populations (Lande, 1993), and second to explore how extinction emerges from dynamic and 
deterministic population forces (Schreiber, 2003). Generally population extinction emerges 
deterministically in either predator prey models (e.g. Lotka and Volterra or Nicholson and Bailey 
– Vandermeer and Goldberg,  2013), and it seems to be tacitly assumed that single population 
models produce extinction only when population growth rate is less then 1.0 (Gaggiotti and Hanski 
2004). Yet with a combination of the Allee effect and either chaotic or intermittent populations in 
a discrete time framework produces extinction with the obvious mechanism that if the minimum 
population size in a chaotic (or intermittent) attractor is less than the Allee point, the population 
will eventually go extinct (Schreiber, 2003; Vandermeer, 2020; 2021) with no stochastic force 
needed. Here, we examine the issue of the dynamic and deterministic form of extinction. 
 The idea of population synchrony has likewise become conventional wisdom in ecology. 
From elementary considerations of classical equations (Vandermeer, 1993; 2006) to more 
thoughtful considerations of ecological interactions in general (Platt and Denman, 1975), 
ecological populations under a variety of circumstances behave like other oscillators in nature -- 
they form synchrony patterns (Strogatz,  2012).  In practice, numerous cases of phase locking have 
been reported from natural populations (Benincá et al., 2009; Blasius, et. al., 1999; Blasius and 
Stone, 2000a; Earn et al., 1998) and a variety of theoretical formulations reinforce the basic idea 
(Nobel et al.,  2015; Goldwyn and Hastings, 2008;  Ahn and Rubchinsky, 2020; Azizi and Kerr, 
2020). 
We consider a metapopulation as a collection of “propagating sinks” to use a category from 
the body of literature generally called source/sink populations (Pulliam, 1988; Vandermeer et al., 
2010). By definition each subpopulation is doomed to local extinction, but sends out propagules 
before the extinction sets in. A metapopulation is thus a collection of propagating sinks. Intuitively, 
the Levins result notes that extinction rates must be smaller than migration rates for the whole 
metapopulation to persist. Each subpopulation (propagating sink) is destined to local extinction, 
but if migration among subpopulations is larger than extinction, the collection of subpopulations 
may persist in perpetuity. Yet, the coupling imposed by the inter-subpopulation migration also 
implies synchrony of populations, which implies eventual extinction of the whole metapopulation. 
 The extinction process is well-appreciated as containing a variety of complicating issues.  
Nevertheless, much of the literature seems to follow Darwin’s simple observation that “Rarity, as 
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geology tells us, is the precursor of extinction” (Williamson, 1989).  While Darwin and his 
successors emphasize the extinction of an entire clade, ecological dynamics are concerned with 
local extinctions, relevant to larger issues such as island biogeography (MacArthur and Wilson, 
1967; Losos and Ricklefs, 2009), conservation (Lande, 1998), and, most importantly for this paper, 
metapopulations. In all applications, extinction is frequently tied in, perhaps only tacitly, with the 
idea of being rare (Hartley and Kunin, 2003). One gains concern in conservation, for example, 
when a species is thought to be rare enough to pass some lower threshold and thus be in danger of 
extinction. Rabinowitz’s (1981) classic framework of seven types of rarity, grew from the 
fundamental insight that rareness happens for a variety of reasons and categorizing those reasons 
could aid further research into the topic. Much subsequent attention to rarity had (and still has) to 
do with the implicit assumption that populations headed for extinction are likely to be rare (Harnik, 
et al., 2012). As repeatedly noted, both empirically and theoretically, this assumption is not 
necessarily true (e.g., Wayne et al., 2015). Yet it is certainly obvious that, at least at a local level, 
a rare population when subjected to some stochastic variability or environmental change, is more 
likely to disappear than a common one.  
While empirical attention to the fact of this matter is justified and common, less attention 
has been paid to the nature of the extinction process itself, a potential focus that would seem similar 
to the insights of Rabinowitz in her seminal article.  Basic population dynamics, would suggest, 
from both theoretical (Gottesman and Meerson, 2012) and empirical evidence (Harrison, 1991) 
that there are two major routes to extinction.  First, a population gradually declines, as it would if 
living in a relatively hostile environment, but effectively hanging on through a population growth 
rate that is only slightly less than unity, eventually becoming extinguished.  Such is, for example, 
likely the case when a population exhibits an “extinction debt,” a seemingly healthy population 
that is slowly declining and eventually will disappear. Extinction debt is a concept popular in 
conservation science with concern about loss of entire species (Tilman et al., 1994). It is also a 
concept clearly relevant to local extinction of local subpopulations of a larger population (Hanski 
and Ovaskainen, 2002). The second type of extinction emerges from a catastrophic collapse of a 
large population (a critical transition – Sheffer et al., 2016), as might be typical of a large, 
homogenous and dense population suddenly subjected to an epidemic disease. External events, 
such as asteroids or urban development, are often associated with such collapse, but extreme 
predatory pressure, or, especially, infectious disease is frequently implicated (Tuohy, et al., 2020). 
The key distinction between these two types of extinction processes is that the first type 
necessarily implies rarity on the way to extinction, while the second type implies catastrophic 
declines from the position of a large population (e.g., a devastating epidemic is not likely with a 
small dispersed population). Although it is understood to be real, this second class of catastrophic 
extinction is less studied as it is thought to be largely unpredictable in nature. Here we are 
concerned with the degree to which these types of extinction processes, slow versus catastrophic, 
have an effect on the formation of a metapopulation as defined by a group interconnected 
propagating sinks. Each of those sinks are, by definition, doomed to local extinction and the 
question posed is whether the type of extinction impacts the dynamics of metapopulation formation 
and persistence of the metapopulation. The basic qualitative idea is illustrated in figure 1, which 





Figure 1. Basic structure of the metapopulation framework used in this 
work. 
 
 In general, we are concerned with first, the extinction process and second, the synchrony 
process.  We interrogate the idea that metapopulation dynamics ultimately sits between these two 
forces. We use two iterative map formations, the logistic/Alee map and the sawtooth map, to 
explore the deterministic details of the extinction process first as an underlying force and second 
as an emergent property of synchrony. 
 
 
The logistic/Allee map 
 
Iterative maps of populations have provided basic insight into issues such as chaos, the 
popular logistic map being just one such example.  Allowing for a critical Allee effect, we write 
what we refer to as the logistic-Allee map (Vandermeer and Perfecto, 2019) as, 
 
X(t+1) = r(X(t) – Xcrit)[1-X(t)]        1 
 
where Xcrit is a parameter that stipulates the existence of an Allee point (XA), the population density 








There are two avenues whereby equation 1 stipulates an unviable population (i.e., the inevitability 
of extinction), as illustrated in Fig 1. For large rates of population increase, r, (Fig 2a,b,c), a chaotic 
state emerges, with the boundary of the chaotic attractor and the boundary of the zero basin (the 
Allee point) intersecting, which means that from its peak possible density the population can 
suddenly crash (as illustrated in Fig 2b,c). This catastrophic extinction process, at least when 
modelled with equation 1, may entail a long transient period of chaos before the crash (Fig 2b). In 
contrast, for small rates of population increase, r, when near a subcritical saddle node bifurcation 
(Fig 2d), the population will drops off monotonically to zero, the reason for which is evident (Fig 
2d, e). 
Thus, with the logistic/Allee model we see a reflection of the two dynamic extinction 
possibilities discussed earlier. In what follows we refer to the first type of extinction as catastrophic 






Figure 2. Basic behavior of the logistic/Allee map.  a. the chaotic situation, with 
parameters Xcrit = 0.1, r = 4,8. Two trajectories are shown on the same map and 
plotted as time series in parts b and c.  b. Time series from map in a beginning at 
0.578. c. Time series from map in a beginning at 0.577. d. the subcritical state 
with Xcrit = .05, r=1.5. d. time series from part d.  
 
Consider equation 1 as representing each of a collection of equations tied together by 
migration.  That is, we presume a collection of subpopulations, each of which is subjected to the 
local dynamics of equation 1 with parameters set such that extinction is inevitable. Each population 
sends migrants out to the general region at rate “m”, which is to say a fraction m of X will leave 
each population, creating a pool of migrating individuals. Thus, in a metapopulation consisting of 
N propagating sinks (local subpopulations which will go extinct in the absence of migration), we 
rewrite equation 1 as: 
 
X(t+1,i) = r(X(t,i) – Xcrit)[1-X(t,i)]−	𝑚𝑋(𝑡, 𝑖) + "+∑ 𝑚𝑋(𝑡, 𝑗),-.  ,  for X(t+1,i) > 0 2a 
X(t+1,i) = 0, for X(t+1,i) < 0         2b 




In contrast to much of the metapopulation literature in which extinction is simply set as a fixed 
parameter, we here model the extinction process dynamically and thus have no explicit term for 
the extinction rate. Migration, on the other hand, is treated as a fixed parameter. Setting parameters 
to explore the implications of the two different types of extinction, either extinction via rarity or 
extinction via catastrophic decline, we examine the “time to extinction” of the entire 
metapopulation. We presume, as is central to the classical formulation, that a true metapopulation 
will have an infinite time to extinction, but for practical purposes any relatively long time to 
extinction might be also thought of as a successful metapopulation. In our formulation here, a 
metapopulation is considered to be extinct only when all N populations from equation 2 are extinct 
simultaneously.   
 
Catastrophic extinction and metapopulation construction: The parameters of equation 2 can 
be set such that either a gradual decline or catastrophic drop characterizes the extinction process 
in the unconnected populations (see Fig 2).  Setting them such that all subpopulations will 
catastrophically collapse, we calculate the time to extinction of a metapopulation with 20 
subpopulations, for the full range of migration coefficients, m.  Results are illustrated in Fig 3. 
Note that there is a range of migration coefficient values for which there is little evidence of a 
metapopulation structure (to m = about 0.012, Fig 3a), and then, suddenly the metapopulation 
structure emerges. All migration coefficients greater than m=0.015 include cases of time to 
extinction greater than 20,000 (Fig. 3b), but for m > 0.25, examples emerge of time to extinction 
far less than that, including some that become extinct more rapidly than if the twenty 
subpopulations had been completely unconnected (Fig 3c). We allow for the approximation that 
a time to extinction greater than 20,000 units can be regarded as a successful metapopulation 




Figure 3.  Time to extinction as a function of migration coefficient for the 
logistic/Allee map under conditions of chaos (see figure 1a, b, and c).  
Parameters were r = 4.8, and Xcrit = 0.1. a. results displayed for m = 0 - 
0.015.  b. results for complete range of migration coefficient. c. results 
displayed for m = 0.25 – 0.95. 
 
 Consider a more fine-scale examination with the migration coefficient of m=0.013, in the 
zone where time to extinction is clearly on average greater than an unconnected group of 
subpopulations, but for which the time to extinction is still relatively short (Fig 3a).  A typical time 
series (initiating all subpopulations with random numbers from a uniform distribution with range 
0 – 1) is illustrated in Fig 4a-c.  In Fig 4a by the second iteration one of the 20 subpopulations 
descended below zero based on the logistic/Allee map, and was thus set to zero (i.e., went extinct 
locally).  The total migration pool (sum of all individuals) times the migration coefficient was 
X=0.1282 and thus each of the subpopulations received X=0.1282/20 share of the migrants, which 
is X=0.00641.  However, the subpopulation that had gone locally extinct also received that number 
and enters the next time period with X =0.00641 individuals. In Fig 4b, two other subpopulations 
go locally extinct, and the original subpopulation that had descended to zero, remains there. Thus, 
there are three subpopulations that have gone extinct locally (descended to either zero or less than 
zero by the deterministic logistic/Allee map). Again, a migration pool, P, exists and each of those 
zero subpopulations will receive P/20 individuals which, on the one hand will be quite small but, 
on the other hand will be the same for all of the subpopulations that had descended to zero (had 
become locally extinct). Thus, the act of going extinct locally effectively forces all of those 
subpopulations to be in synchrony, and that synchrony will persist in perpetuity. In Fig 4c we see 
that three more subpopulations have gone extinct locally meaning that of the 20 original 
subpopulations, six of them are now in permanent synchrony with one another, and persist only 
through the small amount of migration that they receive each time step. The time sequence for 
accumulating subpopulations into this synchrony group is shown in Fig 4d. Thus, for this model, 
the formal metapopulation classification persists for almost 1000 time steps (the isolated 
subpopulations persist for no more than 200 time steps and average less than 100 – see Fig. 2). 
However, the distribution of subpopulation sizes in this metapopulation begins with a random 
distribution (by design) and rapidly approaches the situation where two subpopulations are 
fluctuating chaotically and 18 subpopulations persist near zero, only because they are fed by 
migrations from the two non-zero subpopulations, both of which persist until almost 1000 time 
steps in obvious unconnected chaotic attractors (Fig. 4e). It is in effect a temporary situation in 
which the two non-zero populations are acting as sources for the 18 propagating sinks, but is a 
structure that self-organizes from a model uniformly applied to a set of randomly initiated 
populations. We suggest referring to this structure as a pseudometapopulation, since it has 
characteristics of a metapopulation, but also of a source/sink population, where the source is 




Figure 4. Time series with migration = .013. a. time series for first two 
steps, where the one population randomly situated below the Allee point 
goes extinct, due to its initiation below the Allee point. b. time series for 
steps 2 – 6, where two other extinctions occur, from two populations that 
descended to below the Allee point at time = 3, due to the underlying 
population dynamics stipulated by the logistic/Allee map. c. time series for 
steps 6 – 9, where three other extinctions occur, again due to the dynamics 
of the logistic/Allee map. d. the cumulative number of subpopulations 
synchronized as a function of which time step the synchronization occurred. 
e.) the two remaining subpopulations oscillate on independent chaotic 
attractors between X=0.1-0.9 while they feed migrants to maintain the 
eighteen other subpopulation densities close to, but greater than, X=0.   
 
 With migration greater than m=0.015, a metapopulation-like structure inevitably emerges 
that seemingly persists indefinitely, and where the dynamics of the persistence has a particular 
structure. Exploring that structure is aided greatly by examining an extreme situation. What might 
one expect if the migration coefficient is at its maximum of m=1.0?  At this point all individuals 
in a subpopulation enter the migrating pool, and each subpopulation receives the same number of 
migrants each time step.  A glance at equation 2 suggests that each subpopulation contributes all 
of its individuals to the migration pool each time step, but then, its resultant near-zero population 
density is augmented by mP. If migration from the general pool should suddenly cease, equation 
2 becomes, 
  
X(t+1,i) = (r – m)X(t,i) – rXcrit (X(t,i) - 1) -  rX(t,i)2.     3 
 
Effectively the “exponential” part of the equation is reduced by 1.0, but the subtraction due to 
density dependence remains high, suggesting that the migration into the population from the 
migration pool (not explicit in equation 3) is likely to have a large effect. It might thus be expected 
that the overall metapopulation (all the subpopulations connected by this maximum possible value 
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of the migration coefficient) will behave much like a single population which is stipulated to 
rapidly extinguish itself (Fig 2a,b,c). Since 100% of the population at any given time will enter the 
migration pool, each of the subpopulations receives the same number of individuals from that pool.  
Since the initialized density of each subpopulation is low, there seemingly will be a 
homogenization of the subpopulation densities across the landscape and the whole metapopulation 
(all the subpopulations taken together) will act as one,  effectively looking like it would look if the 
subpopulations were all completely connected together in one panmictic population.   
 Surprisingly, this aforementioned pattern is not produced by the model. With 100% 
migration (m=1.0), there is a very rapid convergence on one of eight specific periodic attractors, 
each of which is a permanent repeated cycle of various sizes (the sizes are: 3, 5, 10, 11, 12, 23, 32 
and 38).  In seven of the cases the system converges on two synchrony groups with various 
numbers of populations in each synchrony group, with one of the eight attracters being of the 
iconic period three (Fig 5).  It is notable that these eight outcomes are seemingly the only ones 
possible and robustly result from a random initiation of 20 subpopulations. The only deviation 
from this pattern is if many of the initial populations are below the Allee point, in which case the 





       Figure 5. The eight periodic points of complete migration. Abscissa is time, 
ordinate is population density.  Trajectories are synchronous groups of either 
two or (in the one case) three groups.  The number of populations in each of 
the two (or three) groups is indicated above each graph (e.g.,6,7, and 7 
indicates one synchrony group contains six populations and the other two 
contain seven populations).  The trajectories are all 20 subpopulations, but 
each synchrony group appears as a single trajectory since they comprise a 
number of synchronous populations. 
 
The eight cycles that emerge from complete migration provide insight into the overall 
pattern of metapopulation stability with the logistic/Allee model, at all levels of migration.  
Consider, for example, m = 0.5 (refer to Fig 3b, c), where there are seemingly alternative attractors, 
either very large time to metapopulation extinction (perhaps approaching infinity) or small times 
to metapopulation extinction. Examining the time series at this point (m = 0.5) we find a wealth of 
distinct patterns, eight of which are illustrated in Fig 6, consistent with the chaotic region of the 
normal form of the logistic map (i.e., with the Allee point at zero) – the chaotic region contains 
periodic windows of all sizes.  The very large times to extinction (Text > 20,000) are apparently 
either fixed periodic points that repeat forever or chaotic trajectories that are buffered away from 
the Allee point, XA.  There is a strong pattern here, not evident in the general picture presented in 
figure 3.  Almost always, only two synchrony groups are formed (empirically, >95%), and only 
one of three outcomes is achieved: 1) a periodic cycle, 2) chaos constrained away from zero (i.e., 
X(t)>0 for all t), 3) chaos to extinction (i.e., X(t*)=0) for some value of t*; examples displayed in 
Fig 6).  In table 1 we summarize 100 systematic experiments illustrating the relative abundance of 
these outcomes, and illustrating some other patterns.    
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Figure 6.  Exemplary time series with m = 0.5.  In all cases only two synchrony 
groups are formed, with variable numbers of subpopulations in each one.  In 
seven of the eight cases, the metapopulation is permanent.  In two cases the final 
result is a chaotic time series but one constrained above zero while the other 
produces an extinct metapopulation.  The only way metapopulation extinction 
happens is with a chaotic trajectory, but only one that includes its edge 






Table 1.  Outcomes of 100 simulation experiments, initiating subpopulation densities with 
uniform random numbers between 0 and 1.0, with a migration coefficient of m=0.5.  Most 
of the time (93%) two synchrony groups are formed. The smaller of the two groups is listed 
in the first column (e.g., 1 means that one group contains one population the other contains 
19, all of which are precisely synchronous with one another through time).  Occurrences 
refers to the number of times (of 100 trials) that particular synchrony bipartite pattern or 
one of the seven “odd” groups occurs (numbers indicate number of populations in each of 
two or three groups).  Fixed periods refer to the length of the repeating period observed – 
that period repeats itself seemingly in perpetuity. The three states of stable chaos refer to 
trajectories that are evidently chaotic, but constrained above the Allee point such that they 
seem to persist in perpetuity. The category “chaos to extinction” refers to the uncommon 
cases (4%) where extinction occurs, only possible through chaotic intersection of the Allee 
point, usually only when the number of synchrony groups is three – the number here refers 
to the actual time to extinction in this particular experiment. 
 
 
 A pattern that occurs infrequently (3 of 100 in table 1) is an invariant loop.  In Fig 7 we 
present the particular case of three synchrony groups (composed of 1, 2, and 17 populations), 
where it is evident that the structure of the time series is not chaotic but quasiperiodic, as evidenced 




Figure 7. Invariant loop from the triple group 1, 
2, 17 (see table 1 and Fig 6). a. Subpopulation 14 
versus subpopulation 6 (x axis scale is in part c). 
b. Subpopulation 14 versus subpopulation 15. c. 
Subpopulation 6 versus subpopulation 7. 
 
 
Extinction via rarity and metapopulation collapse: The other major form of extinction that is 
evident in the logistic/Allee map is extinction via rarity, captured by subcritical dynamics of the 
model (Fig. 2d, e).  Applying equation 2 in the subcritical parameter region produces the results 
in figure 8. What may seem surprising is that the metapopulation framework does not produce a 
metapopulation -- time to extinction for all migration coefficients is more rapid than with 
unconnected subpopulations.  As migration is added to independent subpopulations, even a very 
small migration coefficient decreases the time to extinction, and with further increases in 
migration, that time declines yet further. Thus, when the underlying dynamics of the extinction 
process is fueled by rarity (the subcritical case), metapopulation construction with migration is 
seemingly not possible, in contrast to subpopulations with catastrophic extinction dynamics. 
Upon reflection, this conclusion is perhaps obvious. If each subpopulation is set to be 
monotonically declining without exception, overall migrants in the system will also be 
continually decreasing. The emergent property is, unsurprisingly, the entire collection of 
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Figure 8.  Time to extinction versus migration in the case of subpopulation extinction 
emerging from rarity in the population dynamics, emerging from the subcritical 
parameter space of the logistic/Allee model (see Fig. 2d, e).  
 
 
The sawtooth map 
  
 The logistic map and its many relatives (e.g., the Ricker map) have provided much 
insight in population biology, as noted. It carries with it two fundamental assumptions about 
biological populations, first, that they grow (at some initial rate, frequently referred to as the 
intrinsic rate, which is frequently assumed to be a constant when populations are small), and 
second, that if they reach a certain high density they decline. A certain elegance is contained in 
the model in that the switch from an increasing population to a declining one is instantiated with 
a smooth function.  That is, a simple one-dimensional iterative process is “smooth” in its 
definition (a simple quadratic or similar function), yet captures what is essentially a non-
continuous switch from an increasing to a decreasing population. That result accords with a 
common sense notion of population dynamics – populations grow until they become 
overpopulated and then they decline. Yet that convenient elegance carries with it a result that is 
not necessarily all that realistic, at least not as a generalization. 
 The decline of the population is of two types. First,  sometimes a population declines 
catastrophically, as when struck by a disease epidemic, for example.   As illustrated in figure 2a -
c,  one parameter set generates a population increase followed by what is frequently a 
catastrophic drop.  A completely different parameter set generates a smooth population decline to 
zero as illustrated in figure 2d,e.  There is no parameter combination that alone can 
accommodate both rapid increase and smooth decline. In other words, the model cannot 
accommodate a pattern of a single population operating according to constant parametric rules 
gradually increasing to a point and then transitioning to a gradual descent.  Yet that is a pattern 
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frequently suggested in nature. On the one hand, when the intrinsic growth rate is large, 
population values exceeding some threshold will “crash” and, the larger the population preceding 
the crash, the smaller the population resulting from that crash.  The internal dynamics imparts the 
rule that the population resulting from a decline will be small if the state it comes from is large.  
In other words, a population this year is negatively associated with its previous year’s density 
(Fig 2a – c).  On the other hand, those cases in which declining populations approach zero as if 
approaching any other equilibrium point, smoothly declining rather than crashing suddenly from 
a previously large population, must be accommodated with a distinct parameter setting (Fig. 
2d,e).  
Other models exist in which population trajectories can both gradually increase and 
gradually decrease with the same parameter settings.  For example, the classic Bernoulli map 
(Nee, 2018),  
 
X(t+1) = 2x   Mod 1        4 
 
a graph and exemplary trajectories of which are indicated in figure 9a, is one such example. 
A useful modification of the Bernoulli map is the Pomeau/Mannville map (Klages, 2013; Nee, 
2018; Vandermeer, 2019; 2021),  
 
𝑋.(𝑡 + 1) = 	𝑟𝑋.(𝑡) + 𝑎𝑋.(𝑡)/											𝑀𝑜𝑑	1          5 
  
a graph and exemplary trajectories of which are indicated in figure 9b, where X is meant to 
symbolize population density or population biomass, r is the unencumbered growth of the 
population, i is the ith subpopulation in the metapopulation, a and b are arbitrary parameters which 
may be given approximate biological meaning (Vandermeer, 2021). The essential feature, from a 
biological perspective, is that the decline of the population toward extinction is not constrained to 
be “catastrophic” (emanating from an extreme value of the population density), but to most closely 
simulate the extinction via rarity, the smooth approach to zero, as discussed earlier.  
 A model with similar behavior is a simple linear “sawtooth” map, used in diverse 
applications (e.g, Mondragon et al., 2000; Vignoles, 1993). In figure 9d–h we illustrate the 
transformation of a two-stage linearization of the rising half of the logistic/Allee map to a sawtooth 
map that, in the end, resembles a linearized version of the Pomeau/Mannville map, or a distorted 





Figure 9. Construction of the sawtooth map. a. the standard Bernoulli bit shift 
map, with two linear segments (equation 4). b. the standard Pomeau-Mannville 
map (equation 5) with r=0.85, a = 1, z = 3.  c. the logistic-Allee map (X(t+1) 
= r(X(t) – Xcrit)(K – X(t))/K) with three values for the growth parameter r = 4.4, 
2.3 and 1.4, from top to bottom graphs, Xcrit = 0.05 and K = 1, for all three. It 
is the top function (in blue) that gives the catastrophic drop in population 
density and the bottom one (in gold) that gives the smooth transition to 
extinction. Three sets of trajectories illustrate the three distinct dynamic 
structure possible from this model. d. the logistic-Allee map with Xcrit = 0.1, K 
= 2, and r = 1.1, the shift in K is to represent the equation in the same 
framework as the subsequent formulations.  e. piecewise linearization of the 
logistic-Allee map, with the break point at the inflection, where dX(t+1)/dX(t) 
=1 defines the inflection. Note that the qualitative behavior of the piecewise 
linear map is very similar to the original logistic-Allee map (in part d). f. 
Disconnecting the upper leg of the linear map from the lower leg. Again the 
qualitative behavior of the system is similar but notably different for the latter 
part of the increase toward X = 1.  g. Disconnected linear piecewise map where 
the upper leg switches the population to a declining situation. h. Sawtooth 
linear map, which captures the qualitative behavior of the Pomeau-Mannville 
map of part a. 
 
 
The piece-wise Pomeau-Manville map, or the sawtooth map are alternatives that produce both 
chaotic-like behavior and a more sensible declining population than the logistic-Allee map.  
Consider the following simple sawtooth map as a model of a population in discrete time: 
 
𝑋0'" = 	𝛼 +	
"#1#
1!#	1#
𝑋0   for all Xt < 𝑥3       6a 
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𝑋0'" = 	𝛽 +	
"#	1$
"#	1!




𝛼 = 		 1#(1!#")	
1!#	1#
           6c 
 
𝛽 = 71 − "#1$
"#1!




𝑋0'" = 1   for all Xt > 1         6e 
𝑋0'" =  0   for all Xt < 0         6f 
 
 
an exemplary graph of which is illustrated in Fig 10, with the parameters fixed on the axes. The 
biological meaning of all five parameters is evident from the graph.  Unlike the logistic/Allee map 
which has two parameters (r and Xcrit) , the sawtooth map has three, x0 which is the critical point 
at which the population switches from increasing to decreasing (and vise versa), xa which is the 
Allee point, the population density below which the population will inevitably become extinct, and 
xr, which is the recovery rate, the lowest point that a declining population can possibly attain.  It 
is evident that for a sufficiently large slope of the exponentially increasing part of the function, 
chaos may ensue. For a random set of initial values of X, the time to extinction, Text, should be 




   
Figure 10. Graph of equation 6, illustrating the meaning of all the 
parameters. Note that the parameter xr (critical recovery point) must be less 
than xa (critical Allee point) if the population is allowed to go extinct.  
Indeed, if the trajectories span the range of 1.0 to xa, the population will 
inevitably go extinct. Not all trajectories need be chaotic since the angles 
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of the two linear segments are not necessarily equivalent, leading to the 
likelihood of long periodic trajectories, similar to that found in the  
logistic/Allee map (see table 1). 
 
 
 In a metapopulation with N subpopulations, we assume that all subpopulations are 
connected by a migration coefficient equal to m, similar to our treatment of the Logistic/Allee map.  
Thus the governing equations become, for the ith subpopulation, 
 
𝑋.(𝑡 + 1) = 	𝛼 +	
"#1#
1!#	1#
𝑋.(𝑡) − 𝑚𝑋.(𝑡) +
"
+




𝑋.(𝑡 + 1) = 	𝛽 +	
"#	1$
"#	1!
𝑋.(𝑡) − 𝑚𝑋.(𝑡) +
"
+
∑ 𝑚𝑋,(𝑡),-.     for all Xt > 𝑥3 .  7b 
 
retaining the other stipulations of equation set 6.  
 
 
Three extinction/synchrony patterns: Consider N subpopulations each of which is governed by 
equations 7 with m = 0.  All N subpopulations will go extinct within Text time units (of course Text 
may be very large, the meaning of a metapopulation).  Connecting the populations   (  allowing    
m > 0) we find the time to extinction changes dramatically, as displayed in figure 11, where the 
general pattern is qualitatively similar to the results from the logistic/Allee map with catastrophic 
subpopulation extinction dynamics (compare to Fig. 3).  Examining the three sawtooth map 
iterative graphs on the insets of figure 11, we can qualitatively distinguish among three alternative 
arrangements: fast population increase/slow population decline (Fig. 11a), fast population 
decline/slow population recovery (Fig. 11c), and moderate increase/moderate decline (Fig. 11b).  
It is also possible to identify 6 qualitatively distinct situations, as indicated by the small red arrows 




Figure 11.  Results of calculations for expected time to extinction for 20 subpopulations 
over a  range of migration rates for three values of x0. Extinction rate (xa – xr) = 0.1 – 0.05 
= 0.05.  a. x0 = 0.2.  b. x0 = 0.5. c. x0 = 0.8. Insets are graphs of the sawtooth map for each 
of the cases. Arrows below each of the graphs indicate the 7 qualitatively distinct behaviors 
of the map. Other parameters are K0 = K =1 
 
Considering each of the six cases, we begin with case 1, fast population increase/slow 
population decline (Fig 11a).  Note that at very low migration rates, it is evident that there is a 
tendency for the time to extinction to decline (i.e., less time to extinction for the metapopulation 
than for isolated sink populations), reminiscent of the general result from the extinction via rarity 
parameter space of the logistic/Allee map (Fig. 2d. e). This result is not surprising since in this 
case the parameter space is such that a slowly declining population defines the dynamics for 80% 
of the input variable in the iterative map (from X(t) = 0.2 to 1.0). In Fig 12 we illustrate typical 
time series for migration rates between m = 0 (i.e., the extinction pattern of 20 populations 
completely unconnected with one another) and m = 0.05, the first arrow in Fig 11a. The rather 
unexpected result that the collection of the 20 propagating sinks is less of a metapopulation with 
migration than it is without migration (as seen at lower migration rates in figure 11a, and as 
revealed for the case of declining populations in the logistic-Allee map as discussed above).  Here, 
a glance at the time series pattern easily reveals why this unexpected result occurs.  Comparing 
the unconnected (upper three time series in Fig 12) with the connected (at migration rate, m = 0.2), 
we note that the populations that descend below the Allee point rapidly become zero. Because of 
the universal migration, any two (or more) populations that descend to zero at the same time, begin 
the next cycle at a constant rate (m times the sum of the non-zero populations).  Thus, those that 
descend to zero are synchronized and remain at a very low level, almost as an attracting force for 
the other subpopulations. A similar phenomenon of extinction acting as a synchronizing force in 
this model was also discussed above with the logistic/Allee map. The near-zero populations 
contribute little to the other populations, meaning that these other populations have trajectories 
depleted of individuals through migration, including migration that is absorbed by the near-zero 
 20 
populations, but receive very little from those near-zero populations. The effect is to hasten the 
time to extinction. 
 
 
Figure 12. Fast increase slow decline case (x0 =0 .2; Fig 10a).  Top three time series are 
for completely unconnected time series (m=0), lower three time series for a migration 
rate of m=0.2. Horizontal dashed line indicates the position of the Allee point, xa. 
 
This general pattern of dense subpopulations “leaking” into low-value sink subpopulations 
resulting in the extinction of the whole metapopulation is revealed more obviously in Fig 13, where 
100 subpopulations were initiated at independent random densities, and synchronize on their way 
to extinction. At this point, complete synchronization, the metapopulation effectively reduces to, 
  
𝑋.(𝑡 + 1) = 	𝛼 + ∑ 𝑚𝑋,(𝑡),-. .           8 
 
Eventually all subpopulations fall below xa and effectively join the large synchrony group that is 
destine to drag all populations to extinction.  Thus, comparing Fig 13a (migration term = 0) to Fig 
13b (migration term m=0.15), in Fig 13a we see the subpopulations go extinct independently from 
one another over the course of the existence of the metapopulation (that is, the collection of the 
subpopulations), whereas in Fig 13b with the migration coefficient set equal to m=0.15, the rare 
subpopulations are all equal, but slowly continue their march toward extinction dragging each 
other into rarity and eventual extinction.  The result is that the overall metapopulation goes extinct 




Figure 13.  Collection of 100 subpopulations.  Top, with no migration.  
Bottom, with migration (m= 0.15). Dashed red horizontal line indicates 
Allee point. Note that in the parameter regime of arrow 1 in figure 11a, 
subpopulations pull each other into synchrony which subsequently results 
in full metapopulation extinction, as illustrated here, but with 20 
subpopulations (in figure 11a).  
 
The pattern in figure 12 and figure 13 is explicable in general terms as follows.  Consider 
a metapopulation of five subpopulations bound to the region 0 -1, each one of which is in a chaotic 
trajectory, the edge of which intersects the boundary of the basin containing zero.  That is, all 
populations will eventually descend below the Allee point, and rapidly become extinct.  Suppose 
the initial conditions are Xi =0.01, 0.2, 0.4, 0.5 and 0.7, and that the Allee point is 0.21.  So, if the 
populations are completely unconnected the first populations will descend rapidly to zero, the 
second through fifth, soon after. However, now suppose that there is a small migration term, say 
m=0.1. The first population will descend to effectively zero, but will receive migrants from the 
other four populations [0.1(0.01+0.2+0.4+0.5 +0.7) ]= 0.19/5 = 0.038, which is still below the 
Allee point, but the population was rescued from extinction by that small migration term.  The 
next cycle, suppose the new population numbers are 0.01, 0.01 (the second population had been 
just under the Allee point, so it now is near extinction),0.2, 0.7, and 0.4.  This time the migration 
pool is 0.1(0.01 + 0.01 + 0.2 +0.7 + 0.4) = 0.132, and each of the population receives a fraction of 
that pool, 0.132/5 = 0.0264. Since the two very rare populations likely descended to very near zero, 
their new population densities will both be 0.0264.  But note, all five subpopulations continue to 
avoid extinction! Had there been no migration, the first two populations would now be extinct. 
Each time one of the subpopulations joins the collection of subpopulations that are below the Allee 
point, it effectively becomes completely synchronous with all the other subpopulations below the 
Allee point. This process continues until all the subpopulations “join” the below-Allee-point 
subpopulations, at which point there are no migrants to save any of them and they all go extinct. 
While this successive joining of the below Allee populations is occurring, the boost that all 
populations get from the migration pool generally, becomes smaller and smaller as they decline in 
unison.  Thus, each of the remaining subpopulations is more likely to descend below the Allee 
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point at every cycle. Consequently, contrary to the situation of zero migration, subpopulations will 
on average remain non-extinct longer, but the population as a whole will go extinct faster. Clearly 
this situation may arise from particular parameter settings (such as those used to generate figure 
12 and figure 13) and we do not suggest that the situation is universal.  However, it seems likely 
that in the gradual increase of the migration parameter in general, before a true metapopulation 
stability is obtained, this intermediate stage of “lowered subpopulation extinctions but higher 
metapopulation extinction” is likely to happen. According to the sawtooth model, this curious 
result emerges when population decline occupies much of the potential phase space, which can 
occur in either the sawtooth situation or the logistic-Allee gradual decline situation.  
 In case 2 (x0 = 0.2, m = 0.4; Fig 11a), much of the pattern observed is due to the particular 
sequence of synchrony group development, as illustrated in Fig 14 for one particular time series.  
As synchrony groups form they collectively act as if they were a single population, and when that 
population descends below the Allee point, it can be saved from extinction by migrants from the 
other subpopulations, but there is a balance between the loss of population due to the natural 
population decline and the recuperation of population from migration from the other populations.  
As more populations descend below the Allee point, less recuperation can occur.  Furthermore, 
populations below the Allee point contribute a small population of migrants to the migrant pool, 
thus furthering the possibility that other subpopulations will transverse that critical Allee point as 
seen in case 1.  Thus, as subpopulations synchronize, it is more and more likely that extinction of 
the whole metapopulation will occur. This is a well-known phenomenon noted in a number of 
contexts and models (Strogatz, 2012).  
 
Figure 14.  Formation of synchrony groups and the extinction of the metapopulation for an 
arbitrary time series (x0 = 0.2, m = 0.4). a. five synchrony groups. b. five chimeric populations. 
c. Development of synchrony groups based on time when synchrony forms. 
 
 Of interest, is that there is a clear substructure to the collection of subpopulations before 
the whole metapopulation goes extinct.  Synchrony groups are formed and effectively act as if they 
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were a single population. For example, in figure 14 by time 140, there are five synchrony groups 
(populations 1 through 5; populations 7,8; populations 8,9; populations 10,11; and populations 
12,13) plus six populations that do not synchronize before the extinction event. Populations that 
do not sync with other populations are frequently referred to as chimeric. In figure 14 we illustrate 
time series for both the synchronized populations (Fig. 14a) and the chimeric populations (Fig. 
14b), illustrating the similarity in qualitative behavior, seemingly chaotic in form. 
  The mechanism of synchrony is important. Recalling equation 6e, when a population 
exceeds 1.0, which frequently happens when population increase is fast (and migration rate high), 
the population is set at precisely 1.0. Consequently, if, at any point in time, two or more populations 
exceed 1.0, they are all set to precisely 1.0, which means they are synchronized, and will remain 
so for the extent of the run. This observation is similar to the subpopulation extinction that induces 
synchrony groups, as discussed above. The consequence is that the synchrony groups form (as in 
Fig 14), and descent below xa is more likely.  This is, to some extent an artificial consequence of 
the discrete equation and the computational need to fix an overpopulation situation.  In fact, real-
world populations sometimes exceed their carrying capacities and are set back through death of 
individual organisms, a process unlikely to do precisely what the model does, that is, set the 
population to precisely 1.0. Rather, in the real world, resetting the population somewhere near, but 
not equal to, the theoretical carrying capacity is likely. As shown below, there are important 
qualitative consequences to this issue, suggesting it is interesting to incorporate it into the basic 
model.  Modifying equation 6e, we change the model to add a small amount of variability to setting 
the upper limit as follows: 
 
 𝑋0'" = 1 − 𝜖	  for all Xt > 1       9 
 
where e is a random variable with small effect. In figure 15 we compare simulations with e = 0 
(the same as in figure 10a) with E[e] = 0.0005, and uniformly distributed in range 0 – 0.001. It is 
evident that the “failure” of the metapopulation (defined by a finite time to extinction) is more 
pronounced in the fixed carrying capacity situation. The mechanism is due to the increased 
probability of descending below the Allee point because of an increased rate of formation of 
synchrony groups, as discussed under case 4 below. Consequently there is an obvious important 
role of stochasticity in the maintenance of the metapopulation, not explored to any extent in this 
article, but certainly a candidate for further study. 




Figure 15. Time to extinction for the fast population increase/slow population decline (as in Fig 
11a) for a fixed carrying capacity of 1.0 (i.e., equation 3e) versus a “reflective boundary” carrying 
capacity of 1.0 – e (i.e., equation 5). 
 
Case 3 (Fig 11a) has high migration rate yet generally a higher rate of extinction than if the 
subpopulations were not connected, as indicated in figure 16a.  A typical time series (Fig 16b) has 
the characteristic of relatively unpredictable initial trajectories, but very rapidly coalescing on the 
basic original map (Fig 16c).  With such a high migration coefficient all twenty subpopulations 
converge on one another rapidly and then act as if they were a single population, eventually 
traversing the Allee critical point, on average, faster than the sum total of the same twenty 
populations if unconnected. A clear example of how the apparent structure of a metapopulation 
created by migration can be counterintuitive as seen in other cases explored above. A similar 




Figure 16.  Simulations for X0 = 0.2. a. Lower times to extinction swept for the migration 
rate parameter.  Note horizontal dashed lines indicating range of observations at m = 0 (i.e. with 
completely independent subpopulations), indicating that most iterations at m = .8 fall below that 
range. b. illustrative time series for one example (m = 0.8).  c. return map for example in b, black 
trajectories earlier times and red trajectories later times, of same trajectory. Trajectory is the 
actual trajectory of one of the subpopulations, and the sawtooth function is the background 
function to be expected if there were no migration.  Note that the trajectory of the population, 
although substantially deviant from the theoretical function initially (black arrows), rapidly 
converges on that theoretical function as all populations become synchronized (red arrows). 
 
Case 4 (Fig 11b) begins with the dramatic change in the basic pattern of the parameter 
sweep through migration as displayed in figure 17, depending on how the overpopulated situation 
is treated. If, as discussed above, a population greater than 1.0 is set to precisely 1.0, the result is 
as presented in figure 10 generally.  While it is reasonable to suggest that an overpopulation 
subpopulation will be dramatically cut to its underlying carrying capacity, the precision of such a 
cut makes a difference, especially if the underlying dynamics is chaotic. The expected sensitive 
dependence on initial conditions insures that subpopulations will diverge from one another with 
even the slightest difference in initial density. Yet if the ascension to its carrying capacity (1.0 
here) is precise, such divergence is cancelled and any two subpopulations attaining that value will 
forever be in synchrony. Given that the generation of synchrony groups is key to the persistence 
or non-persistence of the metapopulation as seen before, this issue is central to the overall 
dynamics of the metapopulation.  Thus, the distinction between fixed carrying capacity and 
reflected boundary carrying capacity displayed in figure 17, is important. For this range of 
parameters we see the quantitative nature of the change is dramatic, although, as argued below, 
the qualitative change is trivial. 
As discussed in the logistic/Allee map above, this argument may seem to apply to the lower 
boundary of the model also (i.e., equation 6f).  However, it is a different type of dynamics since 
extinction is truly a fixed and unambiguous point, zero, both in the model and in any natural setting. 
In the model an extinction occurs formally when X descends below the critical point 0.0001, but 
is effectively fixed as long as X(t+1) does not ascend above xa. In the spirit of the definition of a 
metapopulation, local extinction is an important fact.  That is, all subpopulations must be 
propagating sinks, and to be a sink, the subpopulation must decline to zero if left alone. If two 
subpopulations decline to zero at a particular point in time, they will be forever in synchrony.  The 
breaking of that synchrony, then, will happen through the migration term, which in this 
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deterministic approach, is constant and equal over all subpopulations. A slight variability in 
migration probability from subpopulation to subpopulation will certainly break that symmetry in 
synchrony, it is true, but there will be a certain degree of synchrony for a period of time subsequent 
to the simultaneous extinction event. Since a major result in this model is shaped by that synchrony, 
the breaking of it through a stochastic force in the migration term would seem to be an important 
issue, and something to be investigated in a different venue. 
 
 
Figure 17.  Parameter sweep for x0 = 0.5 with fixed carrying capacity (1.0) on left 
and a stochastic reflective carrying capacity (equation 9) on right. Note that by 
breaking the synchrony that is forced by subpopulations reaching the carrying 
capacity time to extinction is extended dramatically. 
   
The difference (with or without equation 9) is unimportant for the formal case 4 (i.e., for 
0.75 < m < 1 in Fig 11b).  In all cases a fixed point cycle is generated (usually a 3 point cycle as 
exhibited in figure 18, for example). This case is similar to the logistic/Allee map, somewhat 
surprisingly.  The unconnected sawtooth map does not appear to present any permanent fixed 
periodic points, contrary to the well-known potential for all possible periodic cycles to exist in the 
chaotic zone of the logistic map. The diversity of periodic cycles presented by the logistic/Allee 
version of the metapopulation (Fig 5, Fig 6 and table 1) is not replicated in the sawtooth map.  All 




Figure 18.  Time series for x0 = 0.5 and m = 0.98 (case 4 from figure 11).  Note the arrows at set 
points for permanent cycles (in this case a 3 point cycle). In this case e = 0 (from equation 5).  The 
pattern is similar when e is a small positive value.  The cycle is not necessarily 3 point, although 
it tends to be either a 3 or 4 point cycle. 
 
There is an important message in the basic deterministic structure of the sawtooth model, 
especially with regard to the equations 6e and 6f, as discussed above. If we presume that two of 
the subpopulations that go extinct simultaneously receive exactly the same number of migrants 
from the migrant pool, that means they will be synchronous forever after. We call this “extinction 
coordination” and suggest that it may be an important aspect of general metapopulation dynamics 
in nature, as mentioned above and further discussed in the discussion section.  Since absolute local 
extinction is part of the underlying assumptions of the metapopulation paradigm, we assert that 
this phenomenon too is part of the basic paradigm and thus is a major source of synchronization 
of separate subpopulations. However, the similar case of the population exceeding 1 (exceeding 
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its carrying capacity) does not seem to carry the same connection with what happens in the field. 
To be sure, any population above its carrying capacity must decline, but suggesting a sudden 
decline to exactly 0.9 (or, more generally, some K) is unrealistic compared to the fact that a zero 
population indeed is zero, precisely, even though its projection suggests it should be less than zero, 
a physical impossibility. For terminological completeness we refer to this sort of coordination as 
“carrying capacity coordination”. If we add a small stochastic component to the resetting of the 
carrying capacity (i.e., apply equation 9 to equation 6e), the two populations that exceeded their 
carrying capacities together will thus be reset at some value less than 1.0.  Both values will be very 
close to 1.0, but distinct enough such that sensitive dependence on initial conditions will result, if 
chaos or quasi-chaos is the rule.  Consequently, both populations will diverge from one another in 
classic chaotic fashion, a source of discoordination.  Had these two populations been in synchrony 
previously, this resetting will break that synchrony and cause both to proceed in uncoordinated 
trajectories. In Fig 19 we illustrate the application of extinction coordination and carrying capacity 
coordination for an example of three subpopulations (Fig 19a) and two subpopulations (Fig 19b). 
 
 
Figure 19. Time series for a subsample of subpopulations, illustrating the coordination of 
extinction and the discoordination of reaching carrying capacity and random decline (according 
to equation 9). a. Three subpopulations with e = 0 (equation 5), x0 = 0.5, m = 0.98. Note the 
extinction coordination at about 530 time units, which is to say the blue and red populations 
transcend 0 at that point, and both receive exactly the same number of migrants from the general 
pool and thus remain coordinated in perpetuity. At about 650 time units the two groups (the 
coordinated blue and red, and the black) exceed 1.0 and thus are set precisely at 1.0, which means 
all three are completely coordinated. b.  Two populations with a small value of e (equation 9). At 
about 17160 time units, the blue and red populations descend to below zero, are extinction 
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coordinated, and persist as two populations in synchrony until a carrying capacity discoordination 
at about 17390 time units. At that point the two synchronous subpopulations both are set equal to 
1.0 – e, where e is distinct for each of them (e can be arbitrarily small). Thus, the two synchronous 
populations suddenly begin the “sensitive dependence on initial conditions” which causes them to 
diverge in their chaotic trajectories. Thus, the two populations are once again non-synchronous. 
 
 
The case of slow population increase and rapid population decline (case 5, Fig 11c) is 
perhaps the most evident case of metapopulation structure emerging from this modeling 
framework. The structure of subpopulation behavior is similar to the logistic/Allee map, but 
without any evident permanent periodic points, a strictly empirical observation. The qualitative 
nature of the system can be gleaned from a return map for one of the subpopulations. In Fig 20 we 
have plotted 1000 points (from time = 19,000 to 20,000) of a single subpopulation in a simulation 
of all 20 interconnected subpopulations. Imposed on those empirical points is a graph of the 
original sawtooth map, that defines the within-subpopulation dynamics. Note the deviations of the 
empirical points from the underlying map.  At large population sizes (X(t) > 0.8) the population 
always projects to less than its theoretical points (theoretical meaning as defined by the sawtooth 
map). As discussed earlier, these common subpopulations contribute a fixed percentage of their 
population to the migratory pool, and since they are relatively common at a particular point in 
time, they receive migrants from, comparatively, smaller populations, which does not compensate 
for the migrants they contribute to the migrant pool.  The sum total, then, is fewer migrants than 
expected. Very small populations (say, X < 0.3) project to larger than expected (from the 
underlying unconnected empirical model) population sizes. The result is an effective contradiction 
induced by subpopulation intermigration, that smaller populations receive a boost from their value 
near zero, while larger populations take a hit. Approaching zero, even transcending zero, is 
effectively rescued, as in the basic narrative about metapopulations. The dynamics of this situation 




Figure 20.  Return map for case 5 (Fig. 11).  Points are the simulated 
empirical points of a single subpopulation in a metapopulation of 20 
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interconnected subpopulations, with xo = 0.8 xa = 0.1, xr = 0.05, and 
m = 0.2.  Also plotted is the underlying sawtooth map for these 
parameters. Note the systematic deviation of the empirical points for 




Case 6 (slow population growth plus rapid decline, Fig. 11c) has basically the same 
qualitative dynamics as case 3, introduced earlier, as displayed in figure 21 (compare to figure 
16b). The subpopulations periodically separate from one another, to subsequently come together 






Figure 21.  Time series for case 6 with migration coefficient = 0.6.  Note the 
characteristic pattern of “stretching” and “folding” characteristic of chaotic 
attractors (compare to Fig 16b).  
 
  In figure 22 we expand on the analysis of case 3 (Fig 16c,  Fig 20), by looking at the 
return map for all 20 subpopulations simultaneously. The basic pattern is one in which a range of 
values for all subpopulations decreases with time (Fig 23 a, b). This is in direct opposition to the 
standard view that the range will expand with exponential population growth (note that the 
example in figure 22a and b is only within the window of exponential growth, over the period of 
time 68 – 73). In figure 22c-d, for comparison, the standard notion that the range will expand (the 
“stretching” of a classic chaotic attractor) is clearly seen, as the expected “stretching” of a simple 
chaotic attractor, as in the potent metaphor of the Smale horseshoe (Smale and Shub, 2007). It is 
evident that this mechanism of synchronization, intuitively obvious from an examination of figure 
22 and 23, is quite distinct from the resetting subpopulations at zero of previous cases. If the 
stretching part of the “stretching and folding” mechanism (recall Smale’s horseshoe) is reversed, 




Figure 22.  Return maps for case 6. a. Six sequential time frames for the return of 
each of 20 subpopulations (migration coefficient = .6). Note the rapid constriction 
of the range of the populations over time.  b. return map for case 6 (migration 
coefficient = .6). Times correspond to the times in part a, and rightward arrows 
point to the case on the graph.  Double arrowhead lines span the range of the 
densities of the subpopulations at those times.  Symbols (+s) to the right (at 
X(t)=0.8) are time 74, and the same symbols at the left (in the range 0 to 0.2) are 
times 75 and 76. c. case 6 with migration coefficient = 0.  Note the operation of the 
base model for each population independently.  Beginning with a population range 
between 0.18 and 0.25 (indicated by the vertical arrows on the X(t) axis), the range 
of densities occupied by the postulated subpopulations increases with time in 
classic fashion of an exponential map, illustrated here for purposes of comparison 
with part b.  d. Six sequential time frames for the return of the subpopulation range 
(migration coefficient = 0, illustrating the “stretching” of the X vector in contrast 
to its “stretch reversal” in part a).   
 
Formally, we note that, if we assume that Xi = maximum density and Xj = minimum 
density, applying equation 3a, 
 
𝑋.(𝑡 + 1) − 𝑋,(𝑡 + 1) = 
4!#1#
1!#	1#
<𝑋.(𝑡) − 𝑋,(𝑡)= − 𝑚𝑋.(𝑡) + 𝑚𝑋,(𝑡)   10a 
 




          10b 
 
Although we have presumed from the beginning that a metapopulation that persists for 
20,000 time units is a “legitimate” metapopulation, this simplifying assumption is not true in the 
long run.  Indeed, if the sawtooth map does not produce periodic trajectories (it rarely does), the 
chaotic-like motion of each individual population will lead to progressively more synchrony 
groups, eventually reaching a single trajectory, which is to say all populations synchronized, which 
as we have seen before, will then cross the Allee limit and go extinct. This expected result holds 
for both cases 4 and 5, a single example of which is presented in figure 23.  Note that (Fig. 23c) 
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the number of synchrony groups increases rapidly during the initial time period, up to and 
including the critical value of 20,000, which is the cutoff point for claiming a legitimate 
metapopulation in the rest of this article.  Thus, this example would have been declared a legitimate 
metapopulation by that 20,000 time to extinction criterion.  But as is clear in this case (Fig 23), the 
initial process of generating synchrony groups operates relatively quickly, compared to the 
subsequent process of merging larger synchrony groups.  The maximum number of synchrony 
groups occurs at time 10,660 and persists until 21,570, well beyond the time we consider to be “in 
perpetuity.” Subsequently there begins a long period where synchrony groups slowly merge, to 
ultimately three groups that transcend the Allee point simultaneously (at time = 94,638).  Note that 
the maximum number of synchrony groups (8) emerges at time = 10,660, and the reduction to 
three groups emerges 83,514 time steps later. 
 
 
Figure 23. Excerpts from a long time series in case 5 (xo = 0.8, m = 0.2).  a. time series 
length 100 for the region with 8 synchrony groups (note vertical downward arrow).  b. 
time series length 100 for region with 4 synchrony groups. c. Number of synchrony groups 
as a function of time in the series. Points (open circles) indicate point at which the next 
synchrony group emerges. Color bars show which subpopulations (arbitrarily numbered 
1 – 20) are in each group.  Note that in the color bar to the left there are seven synchrony 





Underlying assumptions of our iterative map approach are standard in the ecological 
literature. We assume 1) an Allee point exists, 2) a chaotic-like attractor characterizes each 
subpopulation and 3) universal migration occurs (all subpopulations contribute a constant 
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proportion of their populations to a general pool).  Each of these three assumptions has a 
significant history in ecology.  
The existence of an Allee point has been the subject of much recent theoretical study in 
the discrete time framework (e.g., Schreiber, 2003; Shabbir et al., 2020; 2020a; Din 2017; 
Vortkamp et al, 2020), reinforcing early ideas of complex dynamics emerging from evident 
ecological structures, such as predation.  As a simplification, we have argued elsewhere that 
consideration of multiple trophic structures (e.g., a predator and pathogen simultaneously 
affecting a population with an Allee point), while obviously amenable to modeling in two or 
three dimensions (predator and prey and/or disease), could alternatively be envisioned in a 
simpler framing with the logistic/Allee map (Vandermeer and Perfecto, 2019). As a common 
phenomenon in nature, considerable literature cites numerous examples (e.g., Stephens and 
Sutherland, 1999; Levitan and McGovern, 2005) although detection in nature could be difficult 
due to sampling problems with rare populations. 
Since Robert May (1974) reinterpreted the insights of Li and Yorke (1975) the subject of 
chaos has loomed large in the literature of theoretical ecology (Hastings et al., 1993; Rai and 
Schaffer, 2001; Ong and Vandermeer, 2015; Pearce et al., 2020). Generally the style of 
theoretical work might be characterized as experimental mathematics since evidence for chaos is 
usually presented in the form of complex time series and bifurcation diagrams (e.g., Vandermeer, 
1993; 2004; 2006a  ) and only rarely visited with rigorous analytical results (e.g., Drubi et al., 
2021).  Empirical evidence for chaotic dynamics has left little doubt that it is common (Cushing 
et al., 2001; Blasius et al., 1999; Benincà et al., 2008; 2009; but see also Berryman and Millstein, 
1989).  Also the idea of intermittent populations, closely related to chaotic ones, is relevant to 
this article, although there is not an extensive literature on the subject (Vandermeer, 2019; 2021). 
Finally, Schreiber (2003) put the issue of chaos and the Allee effect together in a way similar to 
the present work, using the Ricker model as a foundational framework. It goes without saying 
that the extinction modeled herein, as in previous studies, is dependent on a chaotic-like 
population that periodically descends below an Allee point. 
Inter-population migration, the other element of basic metapopulation biology, has been a 
standard topic in ecology, especially after Levins’ (1969) paper on metapopulations. In the 
context of metapopulation dynamics, migration takes on a variety of forms:  for plants, seed 
dispersal; for viruses, inter-host transmission;  for mammals, physical movement; for fish, 
swimming; for plankton, floating; birds, flying; spiders, ballooning;  etc . . . The only point is 
that individuals in one subpopulation arrive at other subpopulations.  One framing effectively 
cancels all structure out of the migration process and treats it almost as if it were nothing but 
simple diffusion (e.g., Pires et al., 2021). Although such an approach is obviously a caricature of 
any of the processes that fit into the migration term of a real metapopulation, it is a place to start, 
and is the general framework embraced in this work.  All subpopulations contribute a constant 
fraction of their population density to a migratory pool and receive a constant fraction from that 
migratory pool (Fig. 1).  
We employ two fundamental iterative map frameworks, the logistic/Allee map and the 
sawtooth map (a modification of the basic Bernoulli map). A curious and very general result 
emerges in both cases, that simply connecting propagating sinks with migration does not 
necessarily form a successful metapopulation.  Indeed, under certain circumstances adding 
migration can not only fail to result in a metapopulation, it can hasten the time to extinction. This 
is especially true when population processes are dominated by negative intrinsic growth 
parameters. But it also emerges from subpopulation synchronization, as is well-known in the 
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literature. We find two qualitatively distinct emergent mechanisms of synchronization either of 
which results in the failure of the metapopulation, or even in the metapopulation more rapidly 
extinguishing itself than happens with the completely unconnected subpopulations, contradictory 
to the intuitively expected outcome.  
It is evident that the very essence of the metapopulation paradigm includes the process of 
local extinction. Consequently, we have here discussed the role of extinction in structuring the 
details of metapopulation behavior.  First, modifying the classic logistic map with the addition of 
the Allee effect (Vandermeer and Perfecto, 2019), we explored various parameter states. With this 
more or less classic approach we find that the basic ideas of metapopulation are corroborated, but 
certain details emerge.  One important result is the modifying nature of subpopulations 
synchronizing with one another.  Although previous work clearly recognized this potential 
contradiction in metapopulation biology, we here explore the nature of that contradiction 
explicitly. Key to the overall behavior is the precise mechanism of synchronization, since that 
seems an important determinant of whether or not a group of propagating sinks will form a 
metapopulation. We find two distinct mechanisms whereby synchronization emerges – through 
synchronous local extinction or through what we term “stretch reversal.”   
First, subpopulation synchronization often occurs when two or more populations reach zero 
or below, wherein the underlying model resets to precisely zero (equations 6).  With a group of 
say 20 subpopulations, all of which are propagating sinks, induced to be so by intermittent chaos, 
the probability that two or more of them will reach zero or below is substantial, depending on 
parameters. Yet, because of the strictly deterministic nature of the model, such a simultaneous 
extinction means that both (or all) of those subpopulations will begin their resuscitated life with 
precisely the same number of individuals, and will consequently stay synchronized forever.  
Clearly this result is likely to be modified if the migration terms are not constant. With some 
variability in the migratory inputs into the zero density populations, the strong synchronizing effect 
of local extinction will be moderated, the degree of moderation probably dependent on how strong 
the stochastic effect on migration might be. Consequently, it might be argued that this mechanism 
of synchrony-generation is an artifact of looking at the world in a strictly deterministic fashion, 
and perhaps that is true. But short of perfect symmetry, even approximate resetting every time a 
true extinction event happens, which must be the case since we are presuming the subpopulations 
are sink populations, will tend to synchronize the populations at least for a while. The underlying 
assumption of chaos will eventually cause a desynchronization as long as there is some variance 
in the fraction of the migration pool that resets those simultaneously extinct subpopulations, but 
this is itself an assumption of the deterministic nature of the model. Common sense suggests that 
the mechanism of simultaneous local extinction should, at least for some period of time, have the 
same effect in nature as it does with this model. 
Second, similar issues are involved with the question of overshooting a subpopulation’s 
carrying capacity. This issue was taken up in detail for the sawtooth map, where it is evident that 
setting the overpopulation to precisely the carrying capacity (herein always at 1.0) has the same 
effect as setting it to zero when it falls below zero – synchronizing the population.  Results can 
change dramatically (see Fig. 17) if this assumption is relaxed and stochasticity is present. How 
such an artifact of the model might affect any real situation remains to be studied, but while it is 
true that overpopulation by definition must result in a resetting of the population at some lower 
level, the strict synchrony generated in the model is unlikely to be realistic in nature.  Nevertheless, 
at least short term synchrony may be an important pattern in nature. Conversely, extinction really 
is a fixed point (zero population density is not just an approximation), but our model assumption 
 35 
that each subpopulation receives an equal aliquot from the migrating pool may not be realistic.  
These issues are likely to be important depending on the actual situation in which one seeks to 
apply the results herein. 
The second mechanism of synchrony is stretch reversal. Because both models are chaotic 
(at least that is the mechanism we use to generate the intermittency that results in inevitable 
extinction of the local subpopulations) they both result in the characteristic stretching and folding 
known to characterize chaotic attractors.  However, with sufficiently high migration rates, the 
process is effectively reversed. As populations increase during their exponential phase, the 
migration process causes small populations to increase at a relatively larger rate than large ones, 
such that the underlying process causes the range of population densities to continually decline 
such that by the time they reach a high density and are shuttled off to the decreasing part of the 
map, they are relatively closely synchronized.  It is not unusual that this type of behavior happens 
at very high migration rates 
The actual formation of a successful metapopulation occurs for two quite distinct reasons.  
First, the time to extinction simply becomes very large.  As seen for both the logistic/Allee map 
(Fig 3) and the sawtooth map (Fig 11), the formation of successful metapopulations occurs over a 
broad range of migration coefficients.  However, especially in the case of the logistic/Allee map, 
the persistent periodic windows (sometimes very long) create a situation wherein the 
metapopulation exists in perpetuity, with those repeating cycles (Fig 6), and sometimes with 
bounded chaos and even with quasiperiodic attractors.   
A curiosity occurs for the sawtooth map but not the logistic/Allee map (for an intrinsic 
growth parameter greater than 1.0), related to the zero-synchronizing mechanism discussed above. 
As described in the text surrounding figures 12 and 13, for relatively low migration rates, when 
two populations descend to zero, they become synchronized.  But each new population that 
descends to zero when the zero-synchronized populations do so at the same time, forms a group 
of subpopulations that are below the Allee point, yet are rescued by the populations that have not 
yet descended to that point. This special synchronizing process causes the connected populations 
(only with low migration rates) to effectively accumulate all of the subpopulations relatively 
rapidly, resulting in a time to extinction that is lower than if the subpopulations were not connected.  
Either during the process of metapopulation extinction, or in the arrival at metapopulation 
permanence, one feature of almost all of the parameter space is the formation of synchrony groups.  
As a mechanism of extinction, we have already noted this issue.  However, as a phenomenon in 
and of itself it is an interesting issue (Figs 14c, 21c), with subgroups forming rapidly and then 
declining in number as larger groups are formed from smaller ones, reminiscent of other literature 
with a distinctly different theoretical framing (Hajian-Forooshani and Vandermeer, 2020; 
Vandermeer et al., 2021). 
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