Abstract-When we have observations of a discrete deterministic signal (physical object) in colored Gaussian noise, it is possible to obtain asymptotically unbiased estimates of the bispectrum of the signal only at frequency pairs (al, w2) which do not satisfy any of the following: wI = 0, w 2 = 0, and o1 + w2 = 0. Several approaches reported in the literature that deal with magnitude reconstruction from bispectra use bispectrum samples that lie on one of these three straight lines, thus using samples which are biased due to noise. We propose two approaches that rectify this situation. The paper also discusses some of the tradeoffs involved in using bispectrum based reconstruction approaches vis-&vis other techniques. Applications to several types of problems are discussed.
, etc. Our emphasis in this paper is on the problem of recovering deterministic signals (objects) from the bispectrum of noisy observations of the signal. As we will show, even though the results developed in this paper are for deterministic signals, the techniques can be used for estimation of parameters of linear stochastic processes as well. Given the noise-corrupted observations of a signal, we attempt to recover the signal by estimating the bispectrum of the noisy observations. This problem can be framed in the following way. Given a deterministic signal x ( n ) with additive colored stationary Gaussian noise w ( n ) , the observations available to us are of y ( n ) , where y ( n ) = x ( n ) + w ( n ) . ( 1 ) Using the fact that Gaussian processes have identically zero polyspectra of all orders greater than two [8], we are interested in filtering out the additive Gaussian noise in (1) by computing the sample bispectrum (the sample bispectrum can be computed even though y ( n ) itself is nonstationary) of the observations of y (n). This is in fact one of the quoted advantages of using the bispectrum as opposed to the power spectrum. The sample power spectrum of y ( n ) is affected by the power spectrum of w( n ) . Thus, in order to recover the signal x ( n ) from y ( n ), we need to Manuscript received March I , 1989; revised December 19, 1989 . This work was supported by the National Science Foundation under Grant MIP-8909701. The government has certain rights in this material. Equipment purchased under a grant from the Keck Foundation was used in the experiments. Portions of this paper were presented at the IV SPIE Conference on Visual Communications and Image Processing, Philadelphia, PA. NOvember 1989 .
The authors are with the Department of Electrical Engineering, Rochester Institute of Technology, Rochester. NY 14623.
IEEE Log Number 9035660.
1) estimate the bispectrum of x ( n ) from the observed y ( n ) , and 2) recover the signal from the bispectrum estimates by estimating the magnitude and the phase of the Fourier transform of x ( n ) . Several researchers [2], [9] have put forth different techniques for the phase recovery problem. The magnitude recovery problem has surprisingly been far less explored. Our paper makes clear that the magnitude recovery procedure deserves more attention than what it has received so far. Lohmann and Wirnitzer in [2] define the triple correlation I ( 3 ) ( t I , t 2 ) and bispectrum f l , f2) of a continuous time deterministic signal I ( t ) as
I ( 3 ' ( t l ,
It can be shown that
where I( f ) is the Fourier transform of I ( t ) . Analogously for a real, deterministic, discrete-time sequence x ( n ) , we can define its bispectrum B ( w I , w 2 ) as B,(WI, 0 2 ) = X (~l ) X (~, ) X * (~I + %)
Some authors define the bispectrum of such a signal as the triple product of the Fourier transform of the mean subtracted signal [ 101. This would bring the definition in line with that of bispectra of stationary stochastic processes which are defined as the Fourier transforms of their third-order cumulant sequences (which in turn are centered third moment sequences). Using cumulants with stationary random processes has some advantages in terms of statistical properties related to ergodicity, testing for statistical independence [8], etc. It is not clear if any such advantage is gained with a similar definition for a deterministic signal, and we will proceed with the definition in ( 5 ) as is commonly done in several optical applications. It follows from ( 5 ) that IB,(w,, w 2 ) I = I x (~l ) l~x ( w 2 ) l l x ( w l + %)I ( 6 ) +x/X(w1, U * > = 444 + +(4 -+(a1 + w 2 ) (7)
where cp.y ( . , . ) is the bispectrum phase. Estimates of the bispectrum of x ( n ) as obtained from (8) are asymptotically unbiased at all frequency pairs if and only if the Fourier transform o f x ( n ) at w = 0, i.e., X ( 0 ) is zero. For a finite extent sequence, this means that the mean value of the time signal x ( n ) should be zero. This particular result, i.e., the necessity of the mean being zero, was first proved by Giannakis in [ Only the w2 axis lies in the intersection of S with the principal region of support of the bispectrum.' On this axis, the power spectrum of the additive noise (even though it is Gaussian) contributes to the asymptotic bias. Therefore, it is preferable to use those bispectrum values from the principal region which are not on the w2 axis. As we show in the next section, this can cause problems with some of the existing magnitude recovery techniques since they rely on bispectrum values taken from this frequency axis.
In the following sections, we propose two magnitude reconstruction approaches, and provide simulation examples to illustrate application of these techniques to different types of problems as well as to compare them to other approaches.
MAGNITUDE RECOVERY
We will discuss some of the techniques proposed by researchers for recovering the magnitude of the Fourier transform of a signal from its bispectrum. Suppose we are given samples B ( k , I ) = B ( ( 2 a / N ) k , ( 2 a / N ) l ) ; k, 1 = 0, 1 , * -, N -1 of the bispectrum B ( wl, w 2 ) of a sequence x ( n ) of length N . In this form, the bispectrum can be computed using the DFT. From (6)
The most common procedure for obtaining I X ( k ) I from the given samples of I B ( k , I ) I is by using bispectrum samples on one of the axes (i.e., wI = 0 or w2 = 0 ) in the bispectrum plane (see Bartelt et al. [ 121) . This is done by substituting either k = 0 or 1 = 0 in (IO [ 131, it is proposed that in order to avoid using X ( O ) , the following be used:
However, no method is provided to select an initial value of X ( k ) for this recursion which is not from a frequency axis.
If we use (16) for estimating just the magnitude I X ( k ) 1, it will reduce to (15). We now suggest an initial value for the procedure of Bartelt er al. in (15). This starting value does not use bispectrum samples on an axis. From (6), we
We can then use (15) to get A necessary condition for this approach to work is that X ( k ) not be equal to zero for 1 5 k I 4 . The method still leaves 1 X ( 0 ) I unestimated, and this is discussed in Section 111-B. Barring I X( 0 ) 1, the rest can be computed in terms of previously estimated magnitude values in several different ways. One choice, which again follows from (6), is Equation (19) can still be used when we have samples of the bispectrum on a uniform grid as in the previous section.
The right-hand side of (19) is indeterminate even if one ofX(w), X(2w), X(3w), and X(4w) is zero. In practice, the bispectrum estimates involving these frequencies may not actually go to zero but instead to small values. This is likely to cause errors in estimating 1 X( U ) 1 due to a ratio of small quantities being involved.
Another special case of interest is when we have a bandlimited signal. Suppose w h is the frequency to which the signal is band-limited. Then the closed-form procedure of (19) can be used to estimate 1 X( w ) I for all frequencies up to wh/4. Equation (20) can then be used to estimate 1 X( w ) I for wh/4 < w 5 oh provided the amplitude spectrum is nonzero in the range wh/4 < w I wh/2.
B. Least Squares Approach
Let us consider a signal of length N. For convenience, we assume N to be a multiple of four, so that N/2 and N / 4 are integers as well. Let X ( k ) be the N point DFT is a vector of dimension N2/ 16 formed by using all samples of the bispectrum at frequency points given by (21) is an N/2-dimensional vector, and is a matrix of dimensions (N2/16) x ( N / 2 ) . Matrix A is very similar in structure to the coefficient matrix given by Matsuoka and Ulrych [9] for their phase recovery algorithm (MU approach), except for the fact that here all elements are positive and can be 0, 1, or 2. This matrix is full rank for all orders N, and hence is invertible (proof in Appendix B). The solution for g ( k ) can be obtained in the least squares sense as (assuming that generally matrix A is not square):
Of x ( n 1' Consider the bispectrum B(k, ' ) in the principal Thus, the algorithm all values in the fundamental region mentioned earlier. If we exclude the k = 0 axis (which corresponds to bispectrum samples on the w2 axis), this region gives bispectrum samples over symmetry region (except those on the axis) and averages out noise. Note that the proposed least squares method requires N L 8 to have at least as many equations as there
are unknowns. Having solved for x, I X( 1 ) 1, * * * , 1 X( N -1 ) I are obtained as
The value of I X ( 0 ) I can be determined by computing the sample mean of each realization and then averaging these over all realizations.
A problem would arise if the bispectrum was zero (which would result from the Fourier transform of the signal being zero) at one or more points. It is suggested in [12] , and also in [ I l l , that the bispectrum then be oversampled to avoid such bispectrum values. This would necessitate increasing the size of the FFT-due to zero padding-in computing the bispectrum. An alternative, with the LS approach, is simply to eliminate some equations in (25). For example, if it is found that B ( k , 1 ) is zero for all ( k , 1 ), such that k = 5 or k + I = 5 , it would mean that X ( 5 ) = 0. In that case, in (25), X ( 5 ) can be eliminated from f, the fifth column can be removed in A , and all rows of A with nonzero entries in the fifth column can be eliminated. This reduced set of equations can then be solved.
However, due to additive noise and finite data, it may not be possible in practice to identify points where the true bispectrum is zero. Even when the estimated bispectrum is zero, we have found that replacing it with a small value often provides satisfactory results. In the next section, we provide a simulation example to study the effect of including points where the true bispectrum is zero.
It must be noted that, as far as the proposed approaches are concerned, it does not make any difference if we use the bispectrum of the sample mean subtracted signal since our bispectrum estimates are from a region where they are invariant with respect to the mean.
IV. SIMULATION EXAMPLES
In the four examples of this section, we apply the bispectrum based magnitude reconstruction techniques developed in this paper to three different types of problems. The first example deals with the estimation of the transfer function of a non-Gaussian white noise (NGWN) driven MA process from observations of its output in additive colored Gaussian noise. The application of the bispectrum to the estimation of parameters or transfer functions of linear systems has received a lot of attention recently
[I], [14] . Even though our approaches were developed with emphasis on the recovery of deterministic signals in noise, this particular example demonstrates that it can be used for transfer function estimation of linear systems as well. The second example shows application to the reconstruction of a moving object from noisy observations with the noise again being colored Gaussian. As shown by Bartelt and Wirnitzer [ 151, the shift invariance property of the bispectrum along with its ability to retain phase information makes it a useful tool in such problems. Application of these principles to a binary image can be seen in [ 161. We also compare bispectral reconstruction to the cross-correlation based approach suggested by Woody [ 171. The third example also considers a moving object, but it studies the least squares magnitude reconstruction method of the paper when some of the given bispectrum samples are zero. The final example considers observations of a signal in colored non-Gaussian noise (sine waves with random phases). As it shows, the noise need not be Gaussian. All we need is the bispectrum of the noise to be zero. It also points out some of the tradeoffs involved between Wiener filtering and bispectral reconstruction for that example.
Example 1: Consider the MA process
(32) whereh(0) = 9, h ( 1 ) = 1, h ( 2 ) = 3, a n d h ( 3 ) = -11, w ( n ) is zero mean i.i.d. exponential with E ( w 3 ( n ) } = 1 and E ( n ) is additive zero mean colored Gaussian noise with power spectral density given by In each run, several independent records of y ( n ) with 64 samples per record were generated. We compare the results of using four different approaches: i) magnitude recovery using the proposed least squares method with phase recovery using the Matsuoka-Ulrych (MU) least squares method, which we will refer to as the LS approach; ii) magnitude recovery using the proposed closed-form approach with phase recovery using the MU least squares method (CF); iii) magnitude recovery using (13) and (14) with phase recovery using the MU technique (we will call this BT); and iv) frequency domain technique suggested by Giannakis in [ l l ] (GS). The SNR was computed as:
where I is the number of records and N is the number of samples in each record. For each run, the transfer function was estimated at the following digital frequencies (in radians/sample): w = 7rk/4, k = 0, 1 , * , 7. We need to estimate only the first five values and the others are -obtained by complex conjugation. The MA parameters h ( n ) were obtained from the inverse DFT of the transfer function. The mean squared error (MSE) for each run was computed as: 20 runs provides an estimate of the expected value of MSE, and this is plotted in decibels (i.e., 10 log,, of this quantity) as a function of SNR for various sample sizes (number of records). These are shown in Figs. 1 and 2. Fig. 1 corresponds to 200 records and Fig. 2 to 500 records. This example indicates the possibility of obtaining better estimates even in a situation where we have a random signal in random noise, by using bispectrum values which are not on the frequency axes. However, more studies need to be done in this area. We remind readers that derivations in Appendix A, showing asymptotic unbiasedness for bispectrum estimates taken off the axes, are valid only for deterministic signals in noise whose bispectrum is zero. Example 2: Consider a physical object moving in a noisy background with the dimension of the object being much smaller than that of the background. Simulation was done by moving a discrete one-dimensional signal of length N randomly in an additive noise frame of length M ( M > N ) . I f x ( n ) ; n = 0, * -, N -1 is the signal and w ( n ) is additive colored Gaussian noise (as in example l), the observed sequence in the ith frame is yI ( n ) , where Y l ( 4 = x ( n -n,> + w l ( 4
( 3 6 )
and ni is the present displacement of the sequence from the origin of the noise frame. Given I such realizations of the object at a random position, our objective is to reconstruct the signal. Simple ensemble averaging will not be of use here due to the misalignment of the object in each realization. We can, as explained in [ 151, use the bispectrum to reconstruct the signal. Note that when using bispectrum, it is not required to estimate the shift of the object in each realization. We can also use Woody's algorithm [ 171 (cross-correlation approach) to reconstruct the signal. This technique estimates the motion of the object relative to one frame (say the first) by finding the peak in the cross-correlation between the frames, uses the estimated shifts to align the frames, and then performs an averaging over the frames to reconstruct the object. If needed, the reconstructed signal of one cycle can be used as a reference frame for the next. Our object was the sequence (9, -5, 2, -4). This was placed randomly (i.e., the displacement of the object relative to its position in the previous frame was varied randomly) in noise frames of length 256. In each realization, colored Gaussian noise as in example 1 was added to all 256 samples in the noise frame. In the bispectrum based approaches, the Fourier transform of the object was estimated at digital frequencies (in rads/sample) 7rk/4; k = 0, 1, * . , 7 and the 8 point inverse DFT of this was used to reconstruct the object. In Figs. 3 and 4 we show MSE of reconstruction versus SNR using the LS, CF, BT, GS, and Woody (WD) algorithms. Again, this was obtained over 20 Monte Carlo runs with 50 and 300 frames per runs, respectively. For noiseless cases (SNR > 40 dB), all bispectrum approaches perform equally well. As can be seen, the performances of the LS and CF algorithms are better (they are identical) than the other algorithms (BT and GS) over several values of SNR. Choosing bispectrum estimates off the axes does seem to contribute significantly to improvement in reconstruction. However, over this entire range, Woody's algorithm does far better than the bispectrum approaches.
At very low SNR's, the cross correlation between frames is less likely to peak at the shift in the object thus resulting in a degradation in the performance of Woody's algorithm. Regardless of SNR, increasing the sample size results in improved bispectrum estimates which leads in turn to improved bispectral reconstruction. This is brought out in Fig. 5 , where we show the reconstruction MSE versus number of frames using Woody's and LS algorithms for a fixed SNR of 7 dB. Note that the MSE is almost fixed with Woody's algorithm, but it decreases with increasing number of frames for the LS algorithm. To the right of the crossover point, it is preferable to use the bispectrum.
Example 3: The moving object simulations of example 2 were repeated with an 8 point signal (1, 2, 3, 4, 1, 2 , 3, 4). The 8 point DFT of this sequence has zeros at 1, 3, 5, and 7. This in turn causes the values of the true bispectrum to be zero at several frequency pairs. However, since we are estimating the bispectrum from noisy observations ot the signal, the values do not become zero. We study the effect of using these values in the LS magnitude recovery procedure proposed in this paper. Fig. 6 shows the curves obtained from Monte Carlo simulation runs of the magnitude recovery. Note here that MSE was computed as
MSE vs
where M is the number of Monte Carlo runs (20 in this case), N is the length of the signal ( 8 in this case), and I fi, ( k ) I is the magnitude estimate for the mth Monte Carlo run. It can be seen from Fig. 6 that low MSE can be achieved in the magnitude recovery using the proposed LS technique even when we have bispectrum values that are close to zero. Example 4: In this example, we show the application to removing multiple tone interference and jitter in a transmitted signal. In our simulation, we considered the cameraman image with dimensions 127 X 128 pixels. The image was scanned sequentially using a horizontal left-toright scanning sequence starting from the top-left pixel to form a 1-D signal of length 16 256. This whole sequence was then randomly placed in a noise frame of length 16 384 to simulate transmission over a channel with jitter and noise; 100 such transmissions were considered. The noise consisted of five sinusoids with random phases.
If x ( n ) is the picture and y ( n ) the whole frame, then for the ith transmission the received signal is y , ( n ) = x(n -n,) + C A, sin ( w j n + and 2n, and were drawn afresh from the distribution for each realization. At best, the SNR (computed here as the ratio of the squared peak value of the signal to the mean squared value of the noise as is common in digital image processing) is 18 dB since the peak gray value of the image is at most 255. If we are to use averaging over realizations, we would first have to correct for the jitter, something we do not have to worry about with the bispectrum. As in previous examples, the conventional periodogram-type procedure was used to estimate the bispectrum. We then used the proposed closed-form (CF) approach for magnitude reconstruction, together with the Lii-Rosenblatt recursive phase recovery approach [ estimate the Fourier transform of the transmitted picture.
The picture was then restored in the spatial domain by inverse DFT operations. Fig. 7 is the original 127 X 128 cameraman image. Fig. 8 is a typical noisy realization. The restored image using bispectrum as above is shown in Fig. 9 . This restored image is circularly shifted due to the DFT based recovery technique. Fig. 10 shows the restored image after realigning it. The Wiener filter corresponding to the tone interference is a notch filter with zeros at the tone frequencies and a value of one at other frequencies. Fig. 11 shows the result of using the Wiener filter for one realization. As can be seen, while the restored image is much cleaner; there are some artifacts: dark bands behind the dome and the paleness of the man's coat. This is due to the fact that the filtering nullifies contribution to the image at the tone frequencies. The Wiener filter, however, suffers when there is imperfect knowledge of the autocorrelation of the noise. Fig. 12 shows the effect of placing the last zero of the filter at a frequency which is off by just -0.1 % from the true location, thus bringing out the sensitivity of Wiener filtering to deviations from assumed autocorrelation. The misalignment seen is due to the jitter and can be corrected. The bispectral restoration from 100 transmissions appears to be the best. Further improvements can be expected from more transmissions. It must be seen that, un- like a technique such as Wiener filtering, a bispectrum approach assumes far less of the statistics of the quantities involved. We just need independent observations of a signal in noise whose bispectrum is zero. Thus, if multiple transmissions are available, and if the autocorrelation of the noise is not known, it might be preferable to use the bispectrum.
V. CONCLUSION
The bispectrum has been quoted in the literature as being useful tool for signal reconstruction due to its properties of preserving phase and magnitude information and being less sensitive to Gaussian noise. However, with deterministic signals (physical objects) in noise, asymptotically unbiased estimates of the bispectrum are available, even when the noise is Gaussian, in only a restricted region of the principal region of support of the bispectrum. Since most bispectrum based signal reconstruction approaches rely on values taken from outside this restricted region for magnitude reconstruction, they can be expected to perform poorly with high noise levels. We have presented two magnitude reconstruction approaches that use bispectrum samples drawn only from this restricted region. The simulation examples show application of these techniques to different problems and discuss some of the issues involved in using bispectrum based approaches as opposed to other techniques. We have confined ourselves exclusively to discrete-time signals. When dealing with observations of signals that are continuous in time and space, it is virtually impossible for them to be displacements of identical discrete sequences. The effect of this on the signal reconstruction needs to be studied. We have found in most cases that large sample sizes are needed to obtain reliable bispectrum estimates. This is reflected to some degree in the simulation examples presented in this paper. Over the last few years, many different approaches have been proposed by various researchers for the recovery of the Fourier transforms of signals from their bispectra. It is hoped that as bispectral signal reconstruction is used in more engineering applications, the advantages and disadvantages of practical implementations of all these different techniques will be brought out. is always of full rank.
We will solve the row equations of the matrix to obtain a vector a = [ a , ala3 * aN/2] (note N 2 8 ) such that Aa = 0. Our objective is to show that the only possible solution for a is an all zero (trivial) solution, which would satisfy the necessary and sufficient conditions for the matrix to be full rank.
From the first row, we have 7) and (B.9) , it is clear that the vector a has to be an all zero vector, showing the existence of only the trivial solution. This proves Matrix A is of full rank.
