Introduction {#Sec1}
============

High-speed water-jet techniques are extremely useful in broad industrial fields, for example, the cutting of metallic boards, wooden boards, concrete blocks, vegetables, and human organs^[@CR1]--[@CR3]^. Such a high-speed water jet is generally produced by high-pressure gas, a piezo actuator, a metallic spring, or a falling or accelerated weight. Many driving forces used to generate a water jet have been applied in fundamental studies, and an adequate driving force has been chosen in each industrial field.

The needs regarding the water-jet properties (e.g., the jet velocity, duration time, and diameter, and the liquid type) vary for each field. Several previous studies have focused on the water jet properties both experimentally and numerically^[@CR4]--[@CR9]^. Previously, some studies (e.g. Schramm and Mitragotri^[@CR4]^) measured the mean water-jet velocity and container pressure by a load cell. Recently, a high-speed photography^[@CR5]--[@CR7]^ and laser Doppler velocimetry^[@CR8]^ have been demonstrated as options for jet-velocity measurement. However, there are few reports of numerical simulation^[@CR9]^ for predicting the high-speed jet velocity because it is very difficult to execute a numerical simulation with the subroutines for the mobile interface, multiphase flow, and compressible flow simultaneously. For driving forces, new types of jet injectors have recently been developed. Tagawa *et al*.^[@CR5]^ and Moradiafrapoli and Marston^[@CR6]^ demonstrated a microjet provided by a laser-induced cavitation in a container. In addition, Taberner *et al*.^[@CR7]^ developed a Lorentz-force jet injector. Because these studies^[@CR5]--[@CR7]^ aim to develop new needle-free jet injectors, they investigated the relationship between the jet velocity and the penetration depth of the liquid jet into gelatin or soft material. However, because the jet velocity is quite high and the application fields vary, there are few studies investigating the universal mechanism of liquid jet ejection.

The purpose of the study is therefore to investigate the liquid-jet ejection mechanism through laboratory experiments and numerical simulations and to propose a universal fluid dynamic model for estimating the liquid-jet ejection velocity.

Liquid Compressibility {#Sec2}
======================

The liquid pressure increases rapidly due to high pressurization when using a liquid-jet injector. Thus, we first revisit an equation-of-state for a liquid and its compressibility. As an equation-of-state for a compressible liquid, the Tait equation-of-state was previously proposed, which is written as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$Q={Q}_{0}-\frac{C{\log }_{10}(B+P)}{B+{P}_{o}},$$\end{document}$$where *Q* is the liquid volume under high pressure, *Q*~0~ is the liquid volume under ordinary temperature and pressure, *P* is the liquid pressure, *P*~0~ is the ordinary pressure (*P*~0~ = 0.1 MPa), *B* is an empirical constant (in bar)^[@CR10]^, and *C* is an empirical constant (in ml/g)^[@CR11]^. The values of *B* and *C* are represented in the following equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$C=0.3150{Q}_{0},$$\end{document}$$where *T* is the liquid temperature. The following Murnaghan--Tait equation-of-state, which is a revised version of the Tait equation-of-state, is commonly used:$$\documentclass[12pt]{minimal}
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                \begin{document}$${(\frac{\rho }{{\rho }_{0}})}^{n}={(\frac{{Q}_{0}}{Q})}^{n}=\frac{K}{{K}_{0}},$$\end{document}$$where *ρ* is the liquid density under high pressure, *ρ*~0~ is the liquid density under ordinary temperature and pressure, *n* is the density constant, *K* is the bulk modulus under high pressure, and *K*~0~ is the bulk modulus under ordinary pressure. In a study conducted by Richardson *et al*.^[@CR12]^, the values of *n* vary from 6.9 to 7.4 with a temperature range of 20--60 °C and a pressure range of 5--250 MPa (see Table IX^[@CR11]^). Richardson *et al*.^[@CR12]^ calculated the average rounded value of *n* = 7.15, which is also the default value used in ANSYS/FLUENT. Thus, we used *n* = 7.15 in the present study. Although *K*~0~ varies from 1.9 to 3.1 GPa within a temperature range of 0--50 °C and a pressure range of 0.1--150 MPa according to a mechanical engineering handbook^[@CR13]^, a constant value of *K*~0~ = 2.2 GPa was used in the present study, which is also the default value in ANSYS/FLUENT. The relationship between *K* and *K*~0~ is represented specifically through the following equation:$$\documentclass[12pt]{minimal}
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                \begin{document}$$K={K}_{0}+n\Delta P,$$\end{document}$$where Δ*P* is the pressure change (Δ*P* = *P* − *P*~0~). In the present study, we used the Murnaghan--Tait equation-of-state for calculating the liquid volume and density under high pressure.

The fluid compressibility is represented using the Mach number, *Ma*, as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$Ma=\frac{U}{c},$$\end{document}$$where *U* is the fluid velocity and *c* is the speed of sound in a fluid. The value of *c* is determined as follows:$$\documentclass[12pt]{minimal}
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Using Eqs. ([4](#Equ4){ref-type=""}) and ([5](#Equ5){ref-type=""}) and *ρ*~0~ = 998.2 kg/m^3^, Eq. ([7](#Equ7){ref-type=""}) is expanded as$$\documentclass[12pt]{minimal}
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Therefore, using Eqs. ([6](#Equ6){ref-type=""}) and ([8](#Equ8){ref-type=""}), and assuming that *U* is lower than 450 m/s, all values of *Ma* under higher than ordinary pressure are lower than 0.3, which is the criterion for separating the fluid compressibility; that is, *Ma* \< 0.3 indicates an incompressible fluid (low Mach approximation), and *Ma* \> 0.3 indicates a compressible fluid. This simple estimation clearly shows that an incompressible liquid condition (low Mach approximation) can be acceptable under high pressure in water if *U* is lower than 450 m/s. Note that the present experimental and numerical conditions satisfy this incompressible condition, except for Run 6 (see the Results and Discussion section). In addition, the numerical simulations consider the change in liquid density variation but do not solve the energy equation (see the Numerical Procedure of ANSYS/FLUENT section).

Experiment Methods {#Sec3}
==================

Figure [1](#Fig1){ref-type="fig"} shows the experiment apparatus and the pyro jet injector (PJI), developed at Daicel Co., Japan^[@CR14]--[@CR18]^. The device was constructed using a combustion chamber, piston, and container, and the shape was cylindrical (see Fig. [1a](#Fig1){ref-type="fig"}). The combustion chamber used an ignition powder (IP), by which no gas was generated during the combustion. The combustion products generated in the combustion chamber were completely sealed with O-rings, and no combustion products leaking out of the chamber were detected. An explosive containing zirconium and potassium perchlorate was used as the IP. The zirconium and potassium perchlorate burned at high temperature and pressure immediately after ignition, although the generated pressure subsequently decreased suddenly because no gas component was available when ordinary temperatures were supplied and the combustion products were condensed. The powders were manufactured in-house.Figure 1Schematic of the experimental apparatus: (**a**) pyro jet injector (PJI), (**b**) measurement equipment, and (**c**) image of the container. In (**c**), the upper triangle part shows the gasket's edge, and the white area shows the container, as recorded by the high-speed camera at Run 6 and *t* = 0.79 ms.

The piston was constructed using a steel connection bar, plunger, and gasket. The PJI was 0.222 m in length and 0.11 m in width. The container was made from transparent polycarbonate (PC); the total inner length of the container was 0.172 m and the diameter (*D*~C~) was 4.65 mm. The container was filled with distilled water, and the water volume was 100 mm^3^, which corresponds to an initial longitudinal liquid length *L*~C0~ of 5.5 mm. The distilled water was sealed with a piston with a rubber gasket. The bottom of the container was tapered with a straight cylindrical nozzle with a diameter *D*~N~ of 0.1 mm and a length *L*~N~ of 1.0 mm. The laboratory experiments were conducted in six runs, each using a different IP weight. The device operated as follows: The IP was ignited by an overloaded current in the combustion chamber, which was controlled using an electric power supply (ADCMT 6242). The connection bar was accelerated by the pressure generated from the IP combustion. The connection bar then slid the plunger into the container. The liquid extruding into the container by the piston was released at a high pressure from the nozzle.

When the explosion occurred, the filled water was ejected from the bottom nozzle at an extremely high velocity. To capture images of the piston motion after the explosion, we used an LED planar light (CCS TH2-100 × 100) as a background light, a high-speed CMOS camera (Photron FASTCAM SA-X2), close-up rings (Nikon PK-11A, PK-12, PK-13), and a lens (Nikon, AI Micro-Nikkor 105 mm f/2.8 S). We visualized the motion of the piston using the background light (see Fig. [1b](#Fig1){ref-type="fig"}). The timing for the captured images was controlled with an external trigger signal from the electric power supply (ADCMT 6242), which was used for IP ignition. Images (see Fig. [1c](#Fig1){ref-type="fig"}) of 5.43 mm × 13.89 mm (200 pixels × 512 pixels) were captured at a frame rate of 100,000 fps and with a shutter speed of 0.8 μs. The spatial resolution was 9.3 μm/pix. More than 1,000 images were captured. Software (Photron PFA) was used to estimate the piston displacement with a motion tracking method. The measurement was performed at a controlled room temperature ranging from 24 to 26 °C.

The ejection velocity of the liquid jet was indirectly measured using a load cell (Kyowa Electronic Instruments, LMA-5N). A schematic of the experimental setup is shown in Fig. [1b](#Fig1){ref-type="fig"}. The load cell was set vertically 0.5 mm below the nozzle of the PJI. The load cell was connected to a bridge unit (Kyowa Electronic Instruments, DBU-120A). When the liquid jet impacted the load cell, the force (*F*~LC~) acting on the load cell was measured and recorded. The liquid-jet ejection velocity *U*~N~ was estimated using the momentum balance on the load cell, namely,$$\documentclass[12pt]{minimal}
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Numerical Procedure of ANSYS/FLUENT {#Sec4}
===================================

A two-dimensional numerical simulation with an axisymmetric approximation was conducted using the commercial software, ANSYS/FLUENT (ver. 18.1)^[@CR19],[@CR20]^ for reproducing the piston motion and liquid ejection. The governing equations for an incompressible Newtonian liquid flow are given by an equation of continuity and the Navier--Stokes (N--S) equation, which are expressed as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial }{\partial t}\rho {\boldsymbol{u}}+\nabla \cdot (\rho {\boldsymbol{uu}})=-\,\nabla P+\nabla \cdot (\mu \nabla {\boldsymbol{u}})+\rho {\boldsymbol{g}},$$\end{document}$$where *ρ* is the liquid density, ***u*** is the liquid velocity vector, *P* is the pressure, *μ* is the liquid viscosity, and ***g*** is the acceleration vector due to gravity (*g* = 9.80665 m/s^2^). The direction of acceleration from gravity is positive in the *x*-direction. To consider the variation in liquid density, we employed the Murnaghan--Tait equation-of-state as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$${(\frac{\rho }{{\rho }_{0}})}^{n}={(\frac{{Q}_{0}}{Q})}^{n}=\frac{K}{{K}_{0}},$$\end{document}$$the details of which are given in the Liquid Compressibility section. Because the compressibility in the present numerical conditions is low, a low Mach-number approximation is employed, and it is not considered necessary to solve the energy equation simultaneously.

The computational domain and numerical grids for the computations of a liquid flow are shown in Fig. [2](#Fig2){ref-type="fig"}. Note that the gray regions in the figure indicate the liquid region. In the figure, the fluid flows from top to bottom. The size of the computational domain is (*L*~C0~ + *L*~T~ + *L*~N~) × *R*~C~ in the streamwise (*x*) and spanwise (*y*) directions, where *L*~C0~ is the initial longitudinal length of the liquid (*L*~C0~ = 5.5 mm), *L*~T~ is the taper length (*L*~T~ = 4.0 mm), *L*~N~ is the nozzle length (*L*~N~ = 1.0 mm), and *R*~C~ is the container radius (*R*~C~ = *D*~C~/2 = 2.325 mm). The origin (*x* = *y* = 0) is located at the initial position of the piston and centerline (see Fig. [2](#Fig2){ref-type="fig"}). The grid was constructed by a boundary-fitted curvilinear coordinate and 11,822 quad elements during all runs. The grid spacings in both the *x-* and the *y*-directions were 40 μm in the container and 5 μm in the nozzle during all runs.Figure 2Two-dimensional computational domain and grids. Grids are depicted coarsely, and actual grid spacings in both the *x-* and the *y-*directions are 40 μm in the container and 5 μm in the nozzle during all runs. The red circle with the character "O" indicates the origin.

To reproduce the mobile wall of the piston, we employed the moving boundary method ("dynamic meshing" option) in ANSYS/FLUENT. As the input data of the piston wall displacement during the numerical simulation, the displacement data measured from the laboratory experiments (see the Experiment Methods section) were used. An outflow boundary condition with a constant gauge pressure was applied at the outlet of the nozzle. A nonslip boundary condition was applied at the top and side boundaries, including at the walled parts of the piston. A slip boundary condition was applied at the centerline.

For the initial conditions of the flow field, still liquid with a density of 998.2 kg/m^3^ was set, which corresponds to the water density at approximately 20 °C. In addition, the kinetic viscosity of water *ν* was set to be a constant value of 1.0 × 10^−6^ m^2^/s throughout the simulations. This value corresponds to the water kinetic viscosity at approximately 20 °C. The constant values of the density constant (*n* = 7.15) and the bulk modulus under ordinary pressure (*K*~0~ = 2.2 GPa) were used (see the Liquid Compressibility section).

The governing Eqs. ([11](#Equ11){ref-type=""}--[13](#Equ13){ref-type=""}) were discretized to construct the finite volume formulation, and the pressure-implicit with splitting of operators (PISO) algorithm was used to solve the N--S equation. For spatial discretization in the N--S equation, the gradient was analyzed using least squares cell-based gradient evaluation, the pressure was discretized through a standard scheme, and the momentum was discretized using a second-order upwind scheme. The time integration was conducted using an implicit first-order method. The viscous term in the N--S equation was solved using the eddy viscous model assigned by the realizable k--ε model in ANSYS/FLUENT for all runs. The time increment *dt* was fixed at 1 μs, and the total step time was 2,000 during all runs. The central processing unit (CPU) time was approximately 3--5 h using a single core for over 2,000 steps (2 ms) on a computer at Daicel Co.

Results and Discussion {#Sec5}
======================

Piston displacement {#Sec6}
-------------------

Figure [3](#Fig3){ref-type="fig"} shows the time change of the piston displacement. Here, the difference between the experimental runs indicates the different IP weights. In addition, the measurements were performed thrice in each run. The 95% confidential intervals for the measured displacements were 0.0044, 0.021, 0.0085, 0.0078, 0.045, and 0.029 mm for Runs 1--6, respectively. Thus, the ensemble-averaged measurement error was approximately 12%, which indicates good repeatability for measuring the piston displacement.Figure 3Time changes of piston displacement. The 95% confidential intervals for measured displacements were 0.0044, 0.021, 0.0085, 0.0078, 0.045, and 0.029 mm for Runs 1--6, respectively.

During Run 1 (Fig. [3a](#Fig3){ref-type="fig"}), the piston rapidly moves forward at *t* = 0--0.2 ms. The maximum piston velocity is approximately 4 m/s. The peak occurs at *t* = 0.2 ms, and then regresses. After *t* = 0.5 ms, the piston advances again. The piston achieves a uniform linear motion after *t* = 1.0 ms. It takes approximately *t* = 400 ms for the piston to stop at the end of the container, which is not indicated in the enlarged display of the initial displacement ranging from 0 to 2 ms in Fig. [3(a)](#Fig3){ref-type="fig"}. The trends of the piston displacement during Runs 2 and 3 (Fig. [3b,c](#Fig3){ref-type="fig"}) are similar to those in Run 1. However, as shown in Fig. [3(d--f)](#Fig3){ref-type="fig"}, several peaks occurred at approximately *t* = 0.2--1.2 ms during Runs 4--6. The vibration of the piston might be due to 1) the resonance in the combustion chamber or 2) the balance between the pressure in the combustion chamber and that in the container. The detailed mechanism of possibility 2 is described below: After ignition, the pressure (*P*~CC~) in the combustion chamber increases, and *P*~CC~ is higher than the pressure (*P*~C~) in the container. Thus, the piston advances due to the pressure balance. Subsequently, *P*~C~ increases due to compression from the piston movement, and *P*~C~ becomes higher than *P*~CC~. This condition pushes the piston back.

These trends of the piston displacement imply that (1) an initial and extremely rapid displacement at 4 m/s might occur due to the impulsive force of the powder explosion and (2) the piston vibrates when the explosion is sufficiently strong. Rapid displacement with vibration is a common feature of jet injectors^[@CR6],[@CR7],[@CR21]--[@CR24]^. In particular, recent studies^[@CR23],[@CR24]^ with a spring-type jet injector indicated that their piston moves rapidly and attains a maximum velocity of 0.8 m/s with vibration.

Liquid-Jet ejection velocity {#Sec7}
----------------------------

There have been some recent studies measuring a high-speed liquid jet velocity. One^[@CR6]^ of the studies estimated the time-averaged initial jet velocity from image sequences of the jet by a high-speed camera. Another recent study^[@CR22]^ also measured an instant jet velocity by a single cooled CCD camera and strobe and estimated the jet velocity from the plunger velocity. These studies confirm the difficulty of measuring the time-dependent high-speed jet velocity. Thus, in the present study, we predicted two jet velocities from the numerical simulation and a model (see the Fluid Dynamic Model section) along with the measurement of time-averaged initial jet velocity by a load cell.

Figure [4](#Fig4){ref-type="fig"} shows the liquid pressure and velocity in the container during Run 1 and at the peak of the piston displacement (*t* = 0.2 ms, see Fig. [3a](#Fig3){ref-type="fig"}). From Fig. [4(a,b)](#Fig4){ref-type="fig"}, we can see that the two-dimensional distributions of the pressure and velocity take high and low values, respectively, at the middle part of the container (*x* \~ 3.0 mm). The pressure is low at the nozzle part, and the velocity is high. This is due to the contraction of a thin nozzle. In addition, no separated flow occurs. Details of the streamwise distributions of the liquid pressure and velocity at the centerline (*y* = 0 mm) are provided in Fig. [4(c,d)](#Fig4){ref-type="fig"}. From Fig. [4(c,d)](#Fig4){ref-type="fig"}, the pressure and velocity take constant values from the surface of the piston wall (*x* = 0.0 mm) to the middle part of the nozzle (*x* = 9.0 mm). This indicates that there is no separation flow and no pressure drop both at the container and taper parts.Figure 4Instantaneous liquid pressure and velocity in the container during Run 1 and at the peak of the piston displacement (*t* = 0.2 ms, see Fig. [3a](#Fig3){ref-type="fig"}). (**a**) *x*-*y* distribution of the pressure, (**b**) *x*-*y* distribution of the velocity, (**c**) *x* distribution of the pressure at the centerline (*y* = 0 mm), and (**d**) *x* distribution of the velocity at the centerline (*y* = 0 mm).

Figure [5](#Fig5){ref-type="fig"} shows the pressure *P*~C~ at the center point of the container and the liquid-jet ejection velocity *U*~N~. In the figure, the values predicted by ANSYS/FLUENT are shown as black curves, and the values estimated by the fluid dynamic model (FDM) are shown as red curves. Note that the FDM results are described in the Fluid Dynamic Model section. In ANSYS/FLUENT, *P*~C~ and *U*~N~ are calculated as the mean pressure at *x* = 2.75 mm and cross-sectional mean velocity at the outlet, respectively. As shown in Fig. [5(a)](#Fig5){ref-type="fig"}, the pressure and ejection velocity rapidly increase due to the rapid displacement of the piston at *t* = 0--0.2 ms. A peak occurs at *t* = 0.2 ms, which corresponds to the peak piston displacement, and then regresses. Although the piston advances again after *t* = 0.5 ms, the pressure and ejection velocity take a secondary peak at *t* = 0.5 ms, after which they decrease. In addition, although the piston requires a motion similar to a linear uniform motion after *t* = 1.0 ms, the pressure and ejection velocity decrease. This is because the liquid compresses at *t* = 1.0 ms and relaxes after *t* = 1.0 ms. The trends of the pressure and ejection velocity during Run 1 are similar to those of Runs 2 and 3, as shown in Fig. [5(b,c)](#Fig5){ref-type="fig"}. However, in Fig. [5(d--f)](#Fig5){ref-type="fig"}, there are several peaks at approximately *t* = 0.2--1.2 ms during Runs 4--6. Such fluctuations in the pressure and ejection velocity are due to the piston vibration. In addition, such pulse jet flows with a temporal width of approximately 0.1 ms are specially generated through the pulse force owing to the pyro energy. To summarize, there is a possibility that these trends for the ejection velocity are due to (1) the impulsive force of the powder explosion, (2) the resonance in the combustion chamber, (3) the balance between the pressure in the combustion chamber and that in the container, and (4) a variation in the liquid density. In particular, the pulse jet flow has a characteristic temporal width of 0.1 ms, which is organized by the presented PJI, because other driving-type jet injectors do not have such a characteristic^[@CR4],[@CR25]^.Figure 5Time changes of pressure in the container and liquid-jet ejection velocity. Black and red bold curves show values predicted by ANSYS/FLUENT and the fluid dynamic model (FDM), respectively. In (f), black and blue bold curves show the values at 20 and 30 °C predicted by ANSYS/FLUENT, respectively.

In Run 6, the maximum ejection velocity of 550 m/s (and maximum pressure of 200 MPa) at *t* = 0.2 ms in Fig. [5(f)](#Fig5){ref-type="fig"} may be excessively high, and this condition does not satisfy the incompressible flow, where the threshold velocity is 450 m/s (see the Liquid Compressibility section). In the numerical simulation by ANSYS/FLUENT, the deformation (compliance) of the PC container is ignored. In addition, the liquid jet is not simulated after the liquid ejection from the needle's outlet as a multiphase jet in ANSYS/FLUENT, which may affect the ejection velocity. Such dual effects of the container's compliance and multiphase jet are very difficult to include in the present precise simulation. If we can consider such dual effects in the simulation, the maximum ejection velocity of 550 m/s should be suppressed because of the lower container's pressure and higher pressure loss at the needle's outlet than the present numerical simulation. More complicated precise numerical simulations, including the subroutines of the fluid-structure interaction (the container's compliance) and multiphase flow, are needed in the future.

In the numerical simulation by ANSYS/FLUENT, the temperature change due to the water compression is also neglected; that is, the numerical simulation executed under the approximation of the isothermal change along with the Murnaghan--Tait equation-of-state (Eq. [4](#Equ4){ref-type=""}) and the bulk modulus *K*~0~ (Eq. [5](#Equ5){ref-type=""}). To evaluate the temperature change due to the water compression, the temperature coefficient of adiabatic compression of water (*β*~S~), defined as *β*~S~ = (∂*T*/∂*P*)~S~, is employed, where *T* is the temperature, *P* is the pressure, and *S* is the enthalpy. Then, we estimate the maximum temperature change of 3 °C at the maximum pressure change of 200 MPa at *t* = 0.2 ms in Fig. [5(f)](#Fig5){ref-type="fig"}, when we use the equation of *β*~S~ = (∂*T*/∂*P*)~S~ along with the value^[@CR26]^ of *β*~S~ = 0.00145 K/bar. This implies that the temperature change is negligible due to the weak compression of water.

Another estimation by ANSYS/FLUENT was done for investigating the temperature effect on the pressure and ejection velocity at the temperature of 30 °C and Run 6. In the fluid condition, the liquid density, liquid viscosity, bulk modulus at 30 °C were set to be 995.7 kg/m^3^, 0.80 × 10^−6^ m/s^2^, and 2.23 GPa, respectively. The pressure and velocity were indicated as the blue curve in Fig. [5(f)](#Fig5){ref-type="fig"}. From the figure, we find that the black (20 °C case) and blue (30 °C case) curves are perfectly overlapped. This implies that the temperature difference is negligible for the pressure and ejection velocity.

Fluid dynamic model {#Sec8}
-------------------

To investigate the high-speed liquid-jet ejection mechanism and develop a high-precision model without a discretization scheme for estimating the jet ejection velocity, we propose the use of an FDM to estimate the velocity of the ejected liquid jet generated by the PJI. The FDM is constructed using five equations, that is, the mass conservation equation (Eq. [14](#Equ14){ref-type=""}), Murnaghan--Tait equation-of-state (Eq. [15](#Equ15){ref-type=""}), a defining equation for an ejected liquid volume (Eq. [16](#Equ16){ref-type=""}), Bernoulli's equation (Eq. [17](#Equ17){ref-type=""}), and a defining equation for the container length (Eq. [18](#Equ18){ref-type=""}):$$\documentclass[12pt]{minimal}
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Using Eqs. ([14](#Equ14){ref-type=""}) and ([18](#Equ18){ref-type=""}), we transform Eq. ([19](#Equ19){ref-type=""}) into the following:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${P}_{C}(t)={P}_{0}+\frac{{K}_{0}}{n}\{{(\frac{{\rho }_{C}(t)}{{\rho }_{0}})}^{n}-1\}={P}_{0}+\frac{{K}_{0}}{n}\{{(\frac{{Q}_{C0}-{Q}_{EJECT}(t)}{{Q}_{C0}-{A}_{C}{X}_{P}(t)})}^{n}-1\}.$$\end{document}$$

The right-hand side of Eq. ([20](#Equ20){ref-type=""}) is constructed using a universal constant value (*P*~0~), the physical properties of a liquid (*K*~0~, *n*), values of the container shape (*Q*~C0~, *A*~C~), input data (*X*~P~(*t*)), and the liquid ejected volume *Q*~EJECT~(*t*). When *Q*~EJECT~(*t*) is calculated using Eq. ([16](#Equ16){ref-type=""}) iteratively, *P*~C~(*t*) on the left-hand side of Eq. ([20](#Equ20){ref-type=""}) can be estimated using the right-hand side of Eq. ([20](#Equ20){ref-type=""}). The values of *U*~N~(*t*) can be calculated based on *P*~C~(*t*) using Eq. ([17](#Equ17){ref-type=""}) along with the assumptions of a *U*~C~(*t*) of \~0 m/s and *P*~N~(*t*) «*P*~C~(*t*). Therefore, *U*~N~(*t*) can be calculated in each time step using five equations (Eqs. [14](#Equ14){ref-type=""}--[18](#Equ18){ref-type=""}), and we call the procedure for estimating *U*~N~(*t*) the FDM. Note that the FDM considers the variation in liquid density but neglects the effects of the liquid viscosity on the liquid-jet ejection.

The red curves in Fig. [5](#Fig5){ref-type="fig"} show the estimated values achieved by the FDM. As the figure indicates, for a liquid-jet ejection velocity, the prediction curves (black) achieved by the discretized numerical simulation using ANSYS/FLUENT perfectly correspond to the estimated curves (red) achieved by the FDM at both the initial and the linear-motion regimes. This implies that the correspondence for the ejection velocity enables the high-speed liquid-jet velocity to be estimated by the FDM when considering the liquid density variation but neglecting the liquid viscosity. Moreover, this implies that the jet's condition automatically changes from the compressible flow at the initial regime (e.g., *t* \< 1 ms in Run 6) to the incompressible flow at the linear-motion regime (e.g., *t* \> 1 ms in Run 6) and implies that the FDM can cover fluid motions at both initial and linear motion regimes. By contrast, from the figure for the liquid pressure, there is a difference between the prediction and estimation curves. The difference is large in the peak period (*t* = 0.5 ms during Run 1). The conflict relationship for the ejection velocity and pressure might be due to the hysteresis, as described below. The largest difference between the prediction and estimation curves for the liquid pressure exists at *t* = 0.5 ms, although the largest difference for the liquid-jet ejection velocity exists at *t* = 1.5 ms. That is, the high pressure at *t* = 0.5 ms may cause a high velocity at *t* = 1.5 ms, which we call the hysteresis because such a hysteresis is not included in the FDM. In other words, the hysteresis corresponds to a delay for the transformation from the pressure to the velocity. The excess pressure at *t* = 0.5 ms does not transform to the ejection velocity at that time, but rather at *t* = 1.5 ms. The excess ejection velocity is provided at *t* = 1.5 ms.

Why do we obtain good agreement between the numerical simulation and FDM, including Bernoulli's equation? In general, Bernoulli's equation is valid for steady, inviscid, incompressible flow. However, we can see that Bernoulli's equation is generally used for viscous fluid flow. In this case, we can understand that the viscous effect is negligible in the fluid system. Similarly, in the present case, we also understand that both the viscous and the compressible effects are negligible in the present fluid system.

Finally, we verify the predicted liquid-jet ejection velocity based on the values measured using the load-cell system. The velocity achieved by the load-cell system is calculated by Eq. ([10](#Equ10){ref-type=""}). The velocity measured using the load-cell system is an indirect measurement value because a space of 0.5 mm exists between the needle edge and load cell. Therefore, it is difficult to compare the indirectly measured velocities with the velocities predicted by ANSYS/FLUENT only at the needle edge. In particular, the initial velocity might be strongly affected by the initial fluctuation. We then use the ejection velocity at *t* = 2 ms. Measurements were performed 3--8 times in each run. Figure [6](#Fig6){ref-type="fig"} shows the ejection velocity (*U*~N2~) at *t* = 2 ms against each run, except for Run 5. The velocities measured by the load-cell system, predicted by ANSYS/FLUENT, and estimated using the FDM are indicated by the squares, circles, and triangles, respectively. Here, the 95% confidential intervals for the measured velocities were 6.5, 2.4, 4.0, 3.9, and 3.4 m/s for Runs 1--4 and 6, respectively. From the figure, the ejection velocities proportionally increase with increasing powder weights, although the difference between the measured and predicted velocities is 20 m/s on average. Note that the increment in the run number indicates the increment in the powder weight. This implies that (1) the numerical simulation can capture a high-speed liquid-jet ejection well, (2) a direct velocity measurement technique for a high-speed liquid jet needs to be developed in the future, and 3) the discrepancy (20 m/s) may be due to the deformation of the container and relaxation of the liquid jet after ejection.Figure 6Liquid-jet ejection velocity (*U*~N2~) at *t* = 2 ms. An increment in the run number indicates the increment in the powder weight. ■, values measured by a load-cell system; ●, values predicted by ANSYS/FLUENT; and ▲, values estimated by the FDM. The 95% confidential intervals for the measured velocities were 6.5, 2.4, 4.0, 3.9, and 3.4 m/s for Runs 1--4 and 6, respectively.

Conclusions {#Sec9}
===========

A high-speed liquid jet using a pyro jet injector (PJI) was investigated through laboratory experiments, numerical simulations, and an algebraic fluid dynamic model (FDM). The main results of this study are summarized as follows.Through laboratory experiments, some of the physics and trends of the piston displacement were investigated, and the following results were found: (1) The initial and extremely rapid piston displacement of \~4 m/s might occur due to the impulsive force of the powder explosion, (2) the piston vibrates when the explosion is strong, and (3) the piston undergoes a linear uniform motion after the initial piston motion.In a comparison of the discretized numerical simulations using ANSYS/FLUENT and an algebraic FDM, the liquid ejection velocity estimated by the FDM corresponds to that predicted by ANSYS/FLUENT. This indicates that the high-speed liquid-jet velocity can be estimated by the presented FDM when considering the liquid density variation but neglecting the liquid viscosity.We found some characteristics of the presented PJI: (1) a very rapid piston displacement within 0.1 ms after a powder explosion, (2) the occurrence of piston vibrations only when a significant amount of powder is used, and (3) the occurrence of a pulse jet flow with a temporal width of 0.1 ms.
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