We discuss in details a modified variational matrix-product-state algorithm for periodic boundary conditions, based on a recent work by P. Pippan, S.R. White and H.G. Everts, Phys. Rev. B 81 (2010) 081103(R), which enables one to study large systems on a ring (composed of N ∼ 10 2 sites). In particular, we introduce a couple of improvements that allow to enhance the algorithm in terms of stability and reliability. We employ such method to compute the stiffness of one-dimensional strongly correlated quantum lattice systems. The accuracy of our calculations is tested in the exactly solvable spin-1/2 Heisenberg chain.
Introduction
The recent technological advances in manipulating cold atomic gases with very high control and accuracy have opened up the possibility to test the quantum physics of many-particle systems in its roots [1] . Moreover, quantum many-body systems can sustain collective states of matter which have no classical analog, such as superfluid or insulating quantum phases [2] , or even more exotic states such as the supersolid [3] . Experimental achievements along these direction renewed, in parallel, a considerable theoretical interest in the study of strongly correlated systems. Unfortunately, despite the apparent simplicity of their constituting Hamiltonian, the lack of a dominant exactly solvable contribution ultimately limits the applicability of conventional perturbative methods, thus drastically restricting analytic studies of both statics and non-equilibrium dynamical properties to very few cases. Approximated techniques or fully numerical approaches are therefore often required.
In the early Nineties, White proposed a very powerful and accurate algorithm for numerically performing the renormalization group procedure in one-dimensional (1D) systems [4] . Its large applicability to the study of both static and dynamic properties of the low-energy spectrum of generic strongly correlated 1D quantum systems, stimulated a considerable part of condensed matter theorists, which, in the subsequent years, produced a number of relevant results lying on this method, also called the Density Matrix Renormalization Group (DMRG) (see, e.g., Ref. [5] and references therein). The formal equivalence of the DMRG procedure with a Matrix Product State (MPS) [6] , which can be written in terms of a product of certain matrices, permitted a reformulation of the DMRG method as an optimization algorithm. This allowed a better understanding of the renormalization procedure, together with a number of promising extensions and improvements of the method, mostly coming from quantum information communities. Nonetheless, unlike the original DMRG protocol, these new algorithms are still not of common use and their potentialities have not been completely exploited [7] .
One of the drawbacks of the celebrated DMRG algorithm, in its canonical formulation, is its intrinsic difficulty in simulating ground states of 1D systems with periodic boundary conditions. In particular, the accuracy scales like the square of the number of states kept in an analogous simulation with open boundary conditions [4] . For this reason, its applicability to systems closed on a ring is limited to very few examples in the literature [8] . Much better performances can be obtained by reformulating the DMRG in terms of a variational procedure on the class of MPS with periodic boundaries [9] . This is done at the expense of no longer using sparse matrices, thus reflecting in a considerable slowdown of the procedure; moreover, due to the cyclic structure of the MPS, contractions of the various matrices also become more costly. However, from a conceptual point of view, the accuracy should drastically increase, since the original DMRG was equivalent to an optimization method in which the variational class of states intrinsically belonged to the MPS with open boundaries. Clever strategies for reducing the computational cost of such algorithms, in the case of translational invariant MPS, have been developed in Refs. [10, 11, 12] and tested using Heisenberg and Ising spin-1/2 chains as benchmark models. Very recently, an improved version of the algorithm in Ref. [9] , for generic non-translationally invariant systems, has been put forward by Pippan et al. [13] . As we will outline in the following, this enables a great computational speedup, so that precisions of the same order of magnitude of the ones obtained with open boundaries can be reached with a reasonable computational cost.
The purpose of this paper is twofold. First we present in detail an optimized variational MPS algorithm for periodic boundary conditions, which enables one to study static properties of the ground state of large, generically non-homogeneous, systems on a ring (made up of N ∼ 10 2 sites). The most important steps of the algorithm are those of Ref. [13] , we present however a number of suggestions that improve its stability. Specifically, first we provide a way to stabilize the generalized eigenvalue problem that has to be solved at each variational step. This consists in i) suitably choosing the gauge conditions for the MPS, as previously hinted in Ref. [14] , and then in ii) wiping out the kernel of the effective norm operator by introducing small perturbative corrections in the effective operators. Furthermore, we also employ the decomposition of products of Ref. [13] , other than for multiplying transfer matrices, also to simplify the decomposition of the effective Hamiltonian, thus speeding up its diagonalization. The capabilities of the algorithm and the scaling of the precision with the dimension of the MPS are the same as those in the standard DMRG algorithm. Putting emphasis on all the major technical details of our algorithm, we aim at providing a rather comprehensive explanation which reveals itself compulsory for everybody who wants to implement it operatively.
The second purpose of the paper is to employ the algorithm in order to numerically evaluate the stiffness in one-dimensional models. Its evaluation inherently requires periodic boundaries and high degree of accuracy in the determination of energies, which can be reached within our approach and with a relatively small computational effort.
The paper is organized as follows. In Sec. 2 we describe our variational MPS algorithm valid for finding the ground state of 1D lattice systems on a closed ring, discussing the strategies we adopted in order to make it reliable and efficient (see Sec. 2.4). In Sec. 3 we provide a non trivial application of the scheme. In particular, we take advantage of the boundaries in order to compute the spin susceptibility in a 1D spin-1/2 Heisenberg chain, thus locating the critical phase of the system. Finally, in Sec. 4 we draw our conclusions and outline some possible lines of investigation.
MPS variational method for periodic boundary conditions
In this section we give a detailed overview of the numerical method employed in the simulations, with emphasis on the expedients we adopted in order to achieve the highest possible degree of stability and accuracy, while keeping the computational cost of the overall algorithm at minimum (see Sec. 2.4).
The ground state of a generic non translationally invariant one-dimensional (1D) quantum system on a lattice of N sites can be well approximated by a Matrix Product State (MPS) of the form:
where |i k k denote the d basis states we selected to describe the k-th site of the system (for the sake of clarity we take d equal on all sites, without losing in generality), while A [k],i k is a set of d matrices of dimension m × m (m is usually referred to as the bond link of the MPS), and where "·" represents the standard row-by-column matrix product (see, e.g., Ref. [15] ). The accuracy of such ansatz generally improves when increasing m (as a matter of fact, any state of N sites admits an explicit representation of the form (1) with m ∼ d N/2 ). It turns out that, due to area law [16] , for ground states of generic 1D systems, accurate descriptions (even in the critical regime, where area law is violated, but only through an additional logarithmic term in the system size) can be obtained with a bond link dimension m which does not scale with the system length. Such a representation therefore drastically reduces the amount of needed resources from exponential (∼ d N ) to polynomial growth (∼ Ndm 2 ) with the system size N, thus making simulations feasible. It is also worth stressing that, for each |ψ , the representation (1) is not unique: indeed the rhs of such expression is left invariant when replacing the A
[k],i k matrices according to
where "⊕" stands for the sum modulus N, and where
} represent two sets of (non necessarily quadratic) matrices which fulfill the isometric condition
, with I being the m × m identity matrix. The freedom implied by Eq. (2) can be fixed by imposing proper gauge conditions to the matrix elements entering Eq. (1) which, in some cases, happen to be helpful in speeding up the numerical search of the optimal ansatz state.
Density Matrix Renormalization Group approach
It has been proven that any real-space renormalization procedure results in an MPS structure [6, 9] , therefore the best approximation to the ground state in an MPS-like form of a given Hamiltonian H is obtained through a variational principle, that is by minimizing the energy function E := E/N = ψ|H|ψ / ψ|ψ with respect to all the MPS of the type in Eq. (1) .
In the following we focus on 1D lattice Hamiltonians of finite size N, of the type:
where σ α k denote some operator on site k (e.g., the spin operators with α = x, y, z for a quantum spin lattice system), while h . The generalization to on-site and shortrange interactions other than nearest-neighbor can be framed in the picture we are going to elucidate, even if in the following we will not explicitly discuss them.
For any operator σ k on site k, let us define the so called transfer matrix
where (·) * denotes the complex conjugate. In this way we can write the expectation value E = ψ|H|ψ of Hamiltonian (3) on a generic MPS state (1) as
where we adopted the abbreviations
to describe the transfer matrix of the identity operator 1 1 k , and · · · := Tr[· · ·] to represent the trace operation. A similar expression holds for the norm N = ψ|ψ of the MPS, which is written as a simple product of transfer matrices E
[k] on the identity matrix, i.e.,
. This equation elucidates the dependence of the energy E on the matrices A
[k],i , and in principle it can be used to determine them following a variational technique that minimizes E. For generic non translationally invariant systems, as we are supposing from the beginning, such a minimization problem would contain a huge number of parameters, that is of the order ∼ O(Ndm 2 ), and would be operatively intractable. In practice, standard optimization techniques, like the Density Matrix Renormalization Group (DMRG) approach, adopt clever schemes to achieve the minimization. The key point of the algorithm is the following: one sequentially minimizes the energy with respect to the A's by fixing all of them except the ones on a given site k (rigorously speaking, the standard celebrated DMRG algorithm optimizes two sites at the same time [4] . As a matter of fact, in particularly adverse cases single-site optimizations may get stuck in local minima or converge much slowly, due to the suppression of fluctuations between the system and the environment [17] ). As it is apparent from Eq. (5), and the analogous equation for N , the dependence on A
[k],i is only quadratic. The minimization of energy thus consists of minimizing a quadratic polynomial E with quadratic constraints N , which operatively translates into solving a generalized eigenvalue equation of the form:
Here we have formally mapped the unknown coefficients of the m × m matrices A
(with i = 1, . . . , d), on a column vector x k of dimensions dm 2 , while the dm 2 × dm 2 matrices H k and N k (which hereafter will be referred to respectively as the "effective Hamiltonian" and the "effective norm operator") can be straightforwardly determined by employing the same mapping on Eq. (5) and analogous for N . In particular we notice that N k can be always written as a tensor product of a m 2 × m 2 matrix M k times a d × d identity matrix I associated with the index i of A
[k],i [14] , i.e.,
It is also worth stressing that, by calling |ψ(x k ) the many body MPS state (1) obtained by contracting matrix A [k],i corresponding to the vector x k with all the other matrices at sites different from k, the matrices H k , N k satisfy the following identities,
for all choices of the column vectors x k and y k . Accordingly it follows that H k , N k are Hermitian, that N k is non negative, and that the kernel of N k (if any) is always included in the kernel of H k , i.e., kern(N k ) ⊆ kern(H k ). The last inclusion follows from the fact that, if x k ∈ kern(N k ), then the associated many body vector state |ψ(x k ) is identically null (indeed, according to the second expression of Eq. (8), it has null norm). Therefore, from the first identity of Eq. (8) we have that y † k H k x k = ψ(y k )|H|ψ(x k ) = 0 for each column vector y k . This implies that H k x k nullifies, proving that x k is indeed an element in the kernel of H k .
Once the matrices A [k],i associated with the k-th site have been optimized, the next step consists in minimizing with respect to A
[k+1],i and so on, until the rightmost site N has been reached. One then proceeds analogously going leftward from site N to site 1, that is, one sweeps through the spins from left to right and vice-versa, determining at each step the matrices associated with a particular site. This variational procedure eventually converges to a minimum of the energy ‡. It turns out that, for open ‡ It is worth noticing however that, as common in these numerical optimization strategies, there is no formal proof that the reached minimum will be an absolute one (indeed it is possible that it will be only a local minimum). Of course one could improve the confidence of the procedure by performing boundary conditions (OBC), the problem can be considerably simplified by exploiting the freedom (2) to impose suitable gauge conditions on the matrices A
[k],i so that, at each step, the state |ψ is always normalized and N k can be kept equal to the identity matrix. Equation (6) would then become a standard eigenvalue equation of the type:
To verify this, we first notice that since the first and the last matrix entering the MPS expression (1) need not to be directly connected via a dedicated bound link, one can assume they are expressible as A
, with δ ℓ,ℓ ′ being the Kronecker delta. The gauge conditions for the optimization on site k consist then in choosing a so called "left isometry condition" for all the matrices on the left of k:
and a "right isometry condition" for matrices on the right of k:
with I being the m×m identity matrix. In this way N becomes a constant (i.e., N = m) which can be trivially absorbed in the definition of H k .
Going from left to right, condition (10) on the optimized matrices A α,β = U iα,β . Going from right to left, one does a similar procedure after grouping site index i into the columns of the V matrix:
and performing a SVD on V . The matrices
Constructing the effective Hamiltonian
The core of the DMRG algorithm consists in the iterative resolution of Eq. (9) in the case of OBC or of Eq. (6) for PBC. Nonetheless, even the construction of the effective Hamiltonian H k (and of the effective norm operator N k for PBC) may constitute a bottleneck. As a matter of fact, it turns out that, for OBC, the number of operations that are needed to construct H k is relatively small and scales as m 3 . In order to achieve such a goal, at every step of the variational algorithm it is convenient to store some operators that are products of transfer matrices. Let us suppose optimization iterations that work on the optimization of the tensors pertaining to (say) a couple of consecutive sites.
we are optimizing the k-th site. In this case we may want to save the matrices:
for each m < k and analogous ones for every m > k. In this way one has
so that the effective Hamiltonian H k and the norm operator N k can be explicitly constructed. Quite remarkably, one can see that, when going to the next iterative step at site k + 1, the corresponding matrices
can be built up from the corresponding ones with indexes [<k] by multiplying them by the transfer matrix corresponding to site k and by properly adding the result. In the case of OBC, each one of these passages requires one to perform a number of fundamental operations which scales as m 3 . Besides that, since the A matrices of Eq. (1) are chosen such to fulfill an isometry condition of the type (10) (left of k) or (11) (right of k), the operators T are trivial and correspond to the identity. This implies that the effective Hamiltonian (13) is a sparse matrix, thus dramatically speeding up the resolution of the eigenvalue problem in Eq. (9) §.
With PBC, two major obstacles emerge. On one hand, the resolution of a generalized eigenvalue problem of the type in Eq. (6) can have problems if the matrix N k is ill-conditioned, while one in general can no longer benefit of the sparseness of matrix H k . On the other hand, the number of operations required to build up H k and N k is considerably larger, due to the absence of boundaries from which performing the contractions. It turns out that each of the basic contractions that are needed, that is the multiplication of a transfer matrix of dimensions m 2 × m 2 with a product of transfer matrices of the same dimensions, require O(m 5 ) operations. This drastically limits the capabilities of the algorithm to very small sizes (N ∼ 20 ÷ 30) with a low bond link [9] .
Truncated SVD
Remarkably, as discussed in Ref. [13] , from a computational point of view the second obstacle can be overcome by using the following observation: if one performs a SVD decomposition of a sufficiently long product of m 2 × m 2 transfer matrices (k ≫ 1), the § Since only the eigenstate corresponding to the smallest eigenvalue is needed, powerful numerical methods such as Davidson or Lanczos techniques can be suitably used.
Unlike brute-force diagonalization approaches, these methods also take advantage of the sparseness of the matrix, requiring only a matrix-vector multiplication routine. singular values Σ j in general will decay fast, i.e.:
where p ≪ m 2 (m 2 being the total number of singular values of the product in the lhs), while U j and V j respectively denote a left and a right singular vector of size m 2 . Intuitively Eq. (15) can be justified by the fact that, in the limit of large N, the local physics of the system should not really be affected by the properties of the boundaries: consequently considering that, for OBC, imposing the gauge conditions (10) , (11) is formally equivalent to enforce exactly the structure of Eq. (15) If one is only interested in the contribution coming from the p largest singular values of M, one can employ a truncated SVD according to the following prescription (see, e.g., Ref. [13] and Appendix A for details). Taking advantage of the tensor product structure of the transfer matrices, this requires only
• Generate a random matrix x ∈ M p×m 2 of full rank;
• Multiply x with the input matrix M on the right: y = xM;
• Orthonormalize the rows of y by using a Gram-Schmidt decomposition, so to construct a matrix y ′ ∈ M p×m 2 ;
In Ref. [13] a gain of a factor m 2 over the plain algorithm is claimed, with the truncated SVD strategy. We point out that, within our numerical experience, we could reach adequate precisions for our measures only by scaling p linearly with m (see, e.g., data in Fig. 4 ). This in practice would reduce the computational effort only from m 5 to m 4 .
• Take the transpose conjugate of y ′ and multiply it with the input matrix M on the left: z = M(y ′ ) † ; • Perform a SVD of such obtained z ∈ M m 2 ×p matrix, and write it as z = UDV ′ ; • Evaluate V = V ′ y ′ , so that M can be written in SVD form as M = UDV .
Stabilization of the generalized eigenvalue problem
Let us now come to the core of the optimization procedure, once the effective Hamiltonian and the effective norm are built up. We will discuss this point by presenting few "tricks" that we found useful to implement, in order to enhance the stability of the algorithm.
As it has been mentioned before, the generalized eigenvalue problem in Eq. (6) is typically harder to solve than the standard one (9) . Firstly, from a technical point of view, when using a periodic structure for the MPS, it involves non-sparse matrices H k and N k . ¶ This is because of the lack of a starting point (the two outermost sites of the chain, for OBC) from which the left (10) and right (11) isometry conditions could be recursively applied. As a consequence, with PBC the pure transfer matrices T can no longer be written as identities, and operators (13)- (14) are generally mapped into two non-sparse dm 2 × dm 2 matrices, thus inevitably slowing down the efficiency of the diagonalization procedure. A second point, more of conceptual nature, is related to the conditionability of the problem. Equation (9) is well conditioned, provided the spectrum of matrix H k is bounded. This is not sufficient for Eq. (6), where one also necessarily has to ensure that the matrix N k is strictly positive. The emergence of non trivial kernel spaces for N k indeed introduces a critical instability in the diagonalization algorithms, which are usually based on convergence criterions of the type H k ξ k −λξ k / N k ξ k < µ, with µ small parameter controlling the convergence to the solution (typical values are µ 10 −10 ). To cope with this problem, we found it convenient to wipe out the kernel of N k by forcedly adding a small correction
Indeed, considering that the kernel of N k is included into the kernel of H k , it follows that the generalized eigenvalues associated with the matrices H k (ε), N k (ε) form two sets: the first is composed by elements λ(ε) ≃ λ + O( √ ε), with λ being the generalized eigenvalues of the couple H k , N k ; the second instead is formed by terms which scale as 1/ √ ε. Therefore, for ε → 0, the minimum value of the λ can be computed as the minimum generalized eigenvalue of H k (ε), N k (ε) -the only price to pay is the fictitious introduction of an error of order ∼ O( √ ε). For practical purposes, reasonable values in order to remove instabilities, without substantially affecting the simulation outcomes, are ε 10 −12 . ¶ Fast methods for finding the low-energy spectrum of large matrices, like the widely used Davidson or Lanczos techniques, typically require to provide the application of the effective Hamiltonian and norm operator onto a generic input vector ξ. With OBC this enables a great computational speedup due to the sparseness of the matrices; with PBC such speedup unfortunately vanishes.
Once the kernel of N k has been eliminated, other non-critical instabilities due to numerical accuracy may emerge if eigenspaces of very small (positive) eigenvalues are present. As pointed out in Refs. [9, 14] , it is generally very helpful, for an accurate numerical convergence of the code, to take advantage of the gauge arbitrariness and redefine the matrices H k and N k in such a way as to increase the smallest eigenvalue of N k as much as possible. To this aim it is useful first to perform an approximate SVD on the non trivial m 2 × m 2 component of N k , i.e. the matrix M k of Eq. (7). Using the recipe of Sec. 2.3.1, we thus write
where
are the singular values of the matrix M k in decreasing order. Here we remark that, if we used OBC, at any point k, the left and the right side of the lattice would have become factorized so that M k was a tensor product [besides, using suitable gauges expressed by the left and right isometry conditions (10)- (11), it would have also been possible to write it as a tensor product of identities]. On the contrary, PBC originate unavoidable correlations between the two sides. Nonetheless, for sufficiently long systems, these correlations can be reasonably considered small, so that M k is effectively close to a tensor product. This implies that, in Eq. (16), the largest singular value Σ 
with
As it is apparent from Eq. (19), the new effective norm operator N ′ k satisfies the property we required at the beginning, since the leading term has been transformed into the + This equation can be formally solved by noting that Figure 1 . Stabilization scheme for the generalized eigenvalue problem. A suitable gauge is provided by the invertible matrices X (Y ) (the indexes − indicate inverse matrices, so that product matrices of the type highlighted in the oval blob exactly equal the identity matrix). All the left and right operators (L j and R j ′ ) that are needed to build up H k and N k [see Eqs. (13) and (14) respectively] have to be contracted and transformed according to Eqs. (18)- (19) . Consequently, the input/output eigenvectors (dashed lines and boxes) are transformed following Eq. (20) . The black dot connecting input and output matrices stands for the physical operators of the Hamiltonian at site k that have to be accounted for, in some terms of Eq. (13).
identity operator * . The application of the gauge, mapping the original eigenvalue problem (6) into (17) , can be operatively implemented by multiplying all the left(right)-side operators that are needed in order to build up H k and N k [for an explicit expression, see Eqs. (17) through standard large-matrix eigenvalues solvers, such as the Lanczos method, can be drastically reduced. In practice, by operating a cut in the SVD representation of H ′ k , one substantially improves the efficiency of the matrix-vector multiplication routine:
. This is crucial, since for matrix dimensions of the order of the ones considered in our MPS simulations, the routine is typically called O(10 2 ÷ 10 3 ) times, and therefore its repeated iteration constitutes the actual bottleneck of the resolution of Eq. (17) .
More in the specific, we have to stress that the scaling of the contractions needed to perform the Hamiltonian-vector multiplication is not substantially modified, going * We remark that the gauge transformation presented here is not related with the one used in Ref. [13] .
As a matter of fact, in our simulations we implemented both of them, but found that stabilization is better achieved with the one discussed in the text.
. Nonetheless, what really changes is the prefactor of these scalings. This can be quite large (∼ 20) in the first case, accounting for the fact that the effective Hamiltonian is made up of various terms coming from the fictitious division in sectors of the system (see Sec. 2.5 for details) and their interconnections, and also from the requirement of site k to be kept free in order to employ the variational optimization. On the other side, in our procedure the prefactor basically equals the unit, being it the fastest way to perform the multiplication, while essentially keeping the same Hamiltonian structure. We carefully checked that this procedure does not notably affect the accuracy of the operation.
Optimization algorithm
A single-site minimization procedure which is very convenient for 1D systems with PBC is the circular scheme proposed in Ref. [13] , and here depicted in Fig. 2 . Basically, the optimization proceeds following a circular pattern, rather than using the standard backward and forward pattern that is generally used for OBC.
In order to guarantee that the number of transfer matrices that have to be multiplied such to form Eq. (15) is sufficiently large, one divides the circular ring into three concatenated sectors of spins (reasonable values for the global system size are N 10
2 ). Optimization then starts from one section, say the first one, and proceeds along a fixed direction, say counterclockwise from site 1 to site N/3. Before initiating it, one has to construct the partial effective Hamiltonian and all the required operators corresponding to the two other sectors (second sector from site N/3 + 1 to site 2N/3, and third sector from site 2N/3 + 1 to site N) in a SVD-like fashion, following the prescription of Sec. 2.3.1. Then a set of operators for the optimizing section can be constructed by successively adding transfer matrices from the rightmost part of the optimizing section to the left of the operators constructed for the section on the right. After this, the normal optimization procedure can go on, until the border of the optimizing section has been reached, say site N/3. At that point, the procedure repeats from the beginning, with the section on the right (from site N/3 + 1 to site 2N/3) as the new optimizing section. And so on, in a circular way. A pictorial representation of the scheme discussed here is given in Fig. 2 .
Here we stress that, for each optimization step, once all the required products of transfer matrices are constructed, of course operators relative to the three sectors have to be contracted in a circle (see lines connecting blocks in Fig. 3 ) so to build up the effective Hamiltonian H k and the effective norm operator N k for a given site k. This operation can be performed fast, due to the truncation in the SVD of the left and right sectors. Then one proceeds with the stabilization of the generalized eigenvalue problem (6), following Sec. 2.4, before solving it. Its solution eventually provides the optimized entries of the matrices A [k] in the MPS state at position k. In the following we will use for the first time the proposed MPS algorithm for PBC in order to compute the energy response in a spin ring, when subjected to a change in Figure 2 . Circular optimization algorithm: the lattice ring of length N is divided into three sectors (S). The single optimization sweep proceeds from site 1 to site N . When a new sector is entered (S2 in the example given in the figure), one builds up the product of transfer matrices for the other two sectors (S1 and S3). At the kth optimization step, before performing the minimization in terms of the generalized eigenvalue problem (6) , in order to build up the effective matrices H k and N k , one contracts the transfer matrices in the optimizing sector (S2) to the left (right) of the optimizing site with the left (right) truncated SVD, following the order given by the arrows.
the boundary conditions (twisted boundary conditions). This permits to quantify the spin stiffness (or analogously the superfluid density in bosonic models). Hereafter we will only be interested in the ground state energies, while expectation values of operators will not be taken into account. This will enable us to obtain reliable results also using MPS descriptions with a relatively small bond link m ∼ 20.
Spin stiffness in the Heisenberg chain
We consider here the spin-1/2 Heisenberg model, that is described by the Hamiltonian: Figure 3 . At each optimization step, the matrices H k and N k are built up by contracting the transfer matrices of the three sectors (each line connecting the various blocks indicates a contraction). Due to the truncation in the SVD of the left and right sectors, links j, j ′ and l, l ′ are made up of only p elements. This makes it possible to considerably reduce the computational time for the contractions. The two circles connecting the left and right operators U and V of the left and right sectors stand for diagonal matrices corresponding to the singular values of the two SVD, thus implying j = j ′ and l = l ′ . Expliciting the index mapping which leads to the eigenvalue Eq. (6), we get the following component-by-component equation:
µν , where the eigenvector corresponding to minimum
where σ α j = 2S α j (α = x, y, z) denote the spin-1/2 Pauli matrices on site j, S ± = S x ±iS y are the raising/lowering spin operators, J is the coupling strength and ∆ is the anisotropy. Hereafter we will set J = 1 as energy scale, and use units of = k b = 1. In the thermodynamic limit and at zero temperature, this model exhibits a gapless critical phase for |∆| ≤ 1 with quasi-long-range order emerging from power-law decaying correlation functions, while it is gapped and short-ranged for |∆| > 1. The gapless phase is characterized by ballistic transport, which corresponds to a finite spin stiffness ρ s (∆) at the thermodynamic limit [18] . This quantity expresses the sensitiveness to a magnetic flux added in the system when PBC are assumed, and can be formally treated by performing a twist in the boundary conditions. Namely, the addition of a flux φ along the z direction corresponds to take the twisted boundary conditions
where N denotes the length of the ring. The stiffness is then defined as follows:
where E 0 (φ) is the ground state energy with a magnetic flux of intensity φ. Here we remark that ρ s evaluated with OBC is strictly zero, since with open boundary geometry one can always cancel the effect of the twist by applying suitable gauge conditions to the spins. By solving the Bethe ansatz equations for model (21), one can show [18] that, at the thermodynamic limit and for |∆| ≤ 1,
while ρ s (∆) vanishes for |∆| > 1. The point |∆| = 1 is characterized by a metal-insulator transition between a metallic phase with a finite ρ s and a gapped insulating regime with ρ S = 0, following a Mott mechanism. We employ the MPS algorithm with PBC described above in order to evaluate the stiffness. In Fig. 4 we show the actual system energy at each step of the MPS algorithm. As one can notice, since the algorithm is variational in the energy of the system, the leading behavior of the curve is monotonic decreasing. When the energy is close to its convergence point, fluctuations due to the truncation in the SVD process become evident ♯. Anyway, provided the two truncation parameters p and s are chosen sufficiently large, as it is the case in Fig. 4 , an average over the last sweeps is in general sufficient to sweep away all the unwanted fluctuations. This clearly emerges from the averaged converged values of the energy, plotted in Fig. 5 as a function of the twist angle φ for twisted boundary conditions. Indeed a neat quadratic behavior is visible. We then fitted the curve E 0 (φ) with a quadratic law: E 0 (φ) = E 0 (0) + c 2 φ 2 (see the red line), obtaining the prefactor c 2 which is directly related to the stiffness:
In the figure we used a bond link m = 18, which is considerably smaller than the one used in actual simulations performed for OBC (for well optimized codes, m can typically reach values one order of magnitude larger). Nonetheless we should also point out that typically large numbers of m are required for evaluating local observables or correlation functions; on the contrary, here we are only interested in the ground state energies for which large values of m are less crucial. As an example, in the case of the isotropic Heisenberg chain, with m = 18 we found E 0 /N ≈ −0.443138 which is still not far from the thermodynamic limit value obtained from Bethe ansatz calculations ǫ = − ln 2 + 1/4 ≈ −0.443147. A plot of the spin stiffness (23) as a function of the anisotropy ∆, in the critical phase |∆| ≤ 1 is shown in Fig. 6 , where data have been collected for systems of N = 180
varying the bond link m, which strictly governs the accuracy of the algorithm. We will explain this point more in detail later, in Sec. 3.1. sites. We obtained ρ S as a response in the ground-state energy to a twist in the BCs, using Eq. (25). As it is apparent from the figure, modest values of m are sufficient to attain good accuracies for ρ s : for values of the anisotropy sufficiently far from the isotropic limit, at m = 18 we are able to reach precisions in ρ s of the order ∼ O(10 −5 ). In particular, the convergence to the exact value at the thermodynamic limit appears to be approximately power-law in 1/m, with an exponent ∼ 2.5 as explicitly shown in Fig. 7 . We also noted that the dependence of the stiffness on the system size N is negligible on the scale of Fig. 6 for N 10 2 , even if they can become relevant in a comparison with the exact value at the thermodynamic limit, as it is done in Fig. 7 .
Special care has to be taken in the region close to the border of the critical zone ∆ ∼ 1: this requires higher precisions. Moreover, here the convergence of the minimization algorithm becomes much slower (more than one hundred of sweeps are required in order to reach the minimum of energy). The reason is due to the antiferromagnetic character of the Hamiltonian in this regime [12] ; this problem could be at least partly overcome by performing a minimization algorithm similar to the one proposed here, but which optimizes two sites at the same time. 
Convergence with the truncation parameters
We now discuss the stability of the algorithm with respect to the various approximations introduced for speeding up the PBC problem. Our MPS algorithm for PBC is governed by three control parameters: the size m of the matrices in the MPS representation (1), the two truncation parameters on the singular values of long products of transfer matrices (p) and on the effective Hamiltonian (s). As we already discussed before and as it is apparent from Fig. 7 , the bond link controls the global accuracy of the algorithm. This is analogous to the standard DMRG algorithms, where an increase of m typically produces a converged value of the ground state energy which monotonically decreases towards the exact value. In our case, we found an approximately power-law convergence with m of the stiffness ρ s . Let us concentrate on the effects of the truncations. We first discuss the convergence of the algorithm with p. This parameter expresses the number of singular values that are kept in the SVD representation of the product of transfer matrices belonging to sectors other than the one on which the optimization is running on (see Sec. 2.5 and Fig. 2 sweeps). On the contrary, while the algorithm is running in a given sector without changing it, the energy is monotonically decreasing, due to the intrinsic variational character of the optimization. When p is increased, these fluctuations diminish, until they become hardly visible on the scale of the figure for p m (note that the energy scale in the panels of Fig. 8 is different) . For example, in the case m = 18 we obtained quite stable results for p 30. We remark that for low values of p (p = 10, 15 in the two upper panels of Fig. 8 ), due to strong fluctuations, we could not even see an increase of the energy with the magnetic flux φ, therefore it was impossible to extract a value for the spin stiffness ρ s .
We finally focus on the convergence with s, which quantifies the number of singular values kept in the SVD of the effective Hamiltonian H ′ k . It turns out that, as it happens with the other truncation parameter p, by increasing s ∈ [1, m 2 ] we found a decrease of the fluctuations (see Fig. 9 ). However these fluctuations can be distinguished from the ones due to p, since they do not have a definite periodic structure and are random, as a function of the steps in the algorithm. This is because at each variational step one has to construct an effective Hamiltonian. Like for p, we found that a value s m is able to reduce such fluctuations such to obtain stable values for the converged energy (in the example of Fig. 9 with m = 18, we noted that s 30 is sufficient to compute ρ s ). We point out that the correct evaluation of the susceptibility with respect to φ in Eq. (23) needs an high degree of convergence of the energy E(φ). As a matter of fact, fluctuations caused by low values of the truncation parameters may completely hide the small variations of E induced by infinitesimal magnetic fields φ, thus invalidating our procedure for the evaluation of ρ s (as it is visible if the upper panels of Figs. 8, 9 ). In conclusion, as already stated in Sec. 2.3, for our calculations we required p, s m, thus practically worsening the computational requirements of the PBC algorithm to O(m 4 ), instead of O(m 3 ) as it is claimed in Ref. [13] . On the other hand, in order to give a rather precise estimate of the ground state energy E(φ = 0), it is probably sufficient to take lower values of p (as in the upper left panels of Figs. 8, 9 , where the relative error induced by the fluctuations is already δE/E 0 ∼ 10 −6 , with δE being the size of fluctuations and E 0 the ground state energy). This also explains why Pippan et al. were able to go to larger values of m (m ∼ 50) but apparently smaller values of p, in order to get the ground state energy of the s = 1 Heisenberg model with their PBC algorithm [13] † †.
Conclusions
In this paper we presented a variational procedure for numerically finding the ground state of a generically non-translationally invariant one-dimensional Hamiltonian model, which can be accurately written as a suitable MPS. This is constructed starting from the work in Ref. [13] , which in turn is an improvement of the variational formulation of DMRG given in [9] . On top of this, we elucidated some technical improvements for stabilizing the code, as detailed in Sec. 2.4, which also reveal useful in the precision measurements of energies that we performed subsequently.
The algorithm globally scales as O(N ×p×m 3 ), where N is the system size, m is the size of each matrix in the MPS representation, while p is the number of singular values that are kept in typical SVD decompositions of transfer matrices (generally, for good performances one has to take p ∼ m). The accuracy of the algorithm is the same as for the open-boundary case, once the dimension m of the matrices is fixed in both cases (it is therefore also the same as for the original DMRG algorithm, where m is the analogous of the number of states kept for describing each block). We point out that, as typically implemented in good DMRG codes, also in this procedure it is in principle possible to take advantage of some specific symmetries of the Hamiltonian under scrutiny. In particular, Abelian U(1) symmetries can be included [19] . Reasonably, this would admit a computational speedup of up to one order of magnitude, as thoroughly noticed in analogous benchmark MPS codes with open boundary conditions.
We showed how to exploit the possibility to change the boundary conditions on the ring, in order to evaluate the response to a magnetic flux added in the system. This provides the so called stiffness, which acts as order parameter for the critical phase. As an example, we calculated the spin stiffness in the spin-1/2 Heisenberg chain and compared it with the analytic predictions. The quantitative analysis of the stiffness, in combination with a study of the solid ordering in strongly correlated systems through structure factor measurements, is of crucial importance in the characterization of the different states of matter which may arise, including elusive ones, such as the supersolid phase [20] . It is worth stressing that our MPS algorithm inherently accesses very large systems, thus directly addressing the system properties in the thermodynamic limit.
Appendix A. Working principle of the truncated SVD Consider first the case in which the m 2 ×m 2 matrix M admits exactly r non zero singular eigenvalues with r ≪ p. This implies that its singular decomposition can be expressed as M = UDV with U ∈ M m 2 ×r , V ∈ M r×m 2 isometries, and D = M r×r diagonal. Now observe that, given z a vector of C r , Uz is a vector of C m 2 . Define then the subspace A ⊂ C m 2 spanned by these vectors, i.e., A = Span{Uz : z ∈ C r } . (A.1)
were able to reach m = 40 with reasonable computational effort, using our MPS periodic algorithm [20] .
