Abstract. This paper deals with minimizing B − (X * X − XX * ) p , where B is fixed, self-adjoint and B ∈ C p , and where X varies such that BX = XB and
Introduction
This paper is concerned with approximating an operator by a self-commutator X * X − XX * of operators. We study minimizing the quantity Using the technique of [15] , Bouli and Cherki [4] and Mercheri [16] studied approximation by "generalized commutators" AX − XC. They proved [4, Theorem 2.2] , [16, Theorem 3.7] that if B ∈ C p , if AB = BC and if the pair (A, C) has the Putnam-Fuglede C p property (meaning that AX = XC ⇒ A * X = XC * if X ∈ C p ), then, for all X such that AX − XC ∈ C p , (1.5)
with equality if, and for 1 < p < ∞ only if, AX − XC = 0. (Other related work includes that of Berens and Finzel [3] , Duggal [5] , [6] , Kittaneh [12] , [13] and Mercheri [17] .) In the above results (1.2), (1.3) and (1.4), the zero commutator is, to use Halmos' terminology [10] , a commutator approximant in C p of B (and similarly, cf. (1.5) for generalised commutators). Here, we frame hypotheses so that the zero selfcommutator, likewise, minimizes the quantity B − (X * X − XX * ) p . Since a global minimizer is a critical point, we study the local behaviour of the map
We consider the critical points of F p (that is, {V : the Fréchet derivative D V F p = 0}). We show in Theorem 3.1 that if a critical point (hence, in particular, a global 
Preliminaries
Let H denote a separable, complex Hilbert space. For details concerning the von Neumann-Schatten classes C p and norms · p see [7, Chapter XI], [18, Chapter 2] . The spaces C p are examples of 2-sided, self-adjoint ideals. Note C p ⊆ C q and
h (provided the R.H. limit exists). We state below the Aiken, Erdos and Goldstein differentiation result.
where τ denotes trace, X = U |X| is the polar decomposition of X and
Observe that the formula for the R.H.S. of (D X Φ)(S) makes sense:
Local theory
The local theory of self-commutator approximation is more complicated than the local theory of commutator approximation [15, Theorem 3.2 (b)]: inevitably so, since differentiating a (non-commutative) product is more complicated than differentiating a sum. The local theory centres on Theorem 3.1.
Proof. As we shall use this proof in that of Theorem 3.2 we adopt the hypothesis that V * V − V V * = 0 only at the last step.
it follows from the definition (2.1) of the derivative that the Fréchet derivative of F p at V is given by 
Step 2. Let V be a critical point of F p so that (D V F p )(S) = 0 for all operators S in S. Take S = f ⊗ g, where f and g are arbitrary vectors in the underlying Hilbert space H. (The rank one operator x → x, f g, where
which, since f and g are arbitrary, means that
Step 3. Suppose now that B is self-adjoint.
that is,
Step 4. Assertion: V satisfies
To prove this assertion, note that equality (3.5) is equivalent to (3.6)
To prove (3.7) we approximate both sides of (3.7) by polynomials in Z. The function f : t → t 1/(p−1) , where t ∈ σ(Z) ⊆ R + , can be approximated uniformly by a sequence (p i ) of polynomials without constant term (for f (0) = 0). Therefore, (3.7) will follow by the functional calculus (cf. [15, p. 998 
and this, in turn, will follow from
To prove (3.8) note that in the polar decomposition of B − (
(It is simplest to write, where necessary, U *
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Taking positive square roots of Z 2 [18, Theorem 1.7.7 (vi)] we get V Z = ZV . Returning now to (3.8): for n = 1, (3.8) is the equality U 1 ZV = V U 1 Z (which is (3.3) ), and the inductive step follows from ZV = V Z. This proves the assertion.
Step 5. If, finally,
Note. The proof in Theorem 3.1 of the implication, V is a critical point of
, only holds for 1 < p < ∞ since the argument involving the function f : t → t 1/(p−1) , where 0 ≤ t < ∞, only holds for 1 < p < ∞.
Observe also that for non-self-adjoint B, in the case p = 2, it follows from equality (3.2) of the proof of Theorem 3.1 that if V is a critical point of 
