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Abstract Satisfiability Modulo Theories (SMT) have been widely investigated over the last decade. Recently researchers
have extended SMT to the optimization problem over linear arithmetic constraints. To the best of our knowledge, Symba
and OPT-MathSAT are two most efficient solvers available for this problem. The key algorithms used by Symba and
OPT-MathSAT consist of the loop of two procedures: 1) critical finding for detecting a critical point, which is very likely
to be globally optimal, and 2) global checking for confirming the critical point is really globally optimal. In this paper,
we propose a new approach based on the Simplex method widely used in operation research. Our fundamental idea is to
find several critical points by constructing and solving a series of linear problems with the Simplex method. Our approach
replaces the algorithms of critical finding in Symba and OPT-MathSAT, and reduces the runtime of critical finding and
decreases the number of executions of global checking. The correctness of our approach is proved. The experiment evaluates
our implementation against Symba and OPT-MathSAT on a critical class of problems in real-time systems. Our approach
outperforms Symba on 99.6% of benchmarks and is superior to OPT-MathSAT in large-scale cases where the number of
tasks is more than 24. The experimental results demonstrate that our approach has great potential and competitiveness for
the optimization problem.
Keywords constrained optimization, Satisfiability Modulo Theories, linear programming
1 Introduction
Satisfiability Modulo Theories (SMT) concern the
satisfiability of formulas about some background the-
ories (e.g., arithmetic, arrays, bit-vectors)[1]. It can
be traced back to the seminal work of [2]. In recent
years, SMT has been widely investigated (e.g., [3-7]) in
both academia and industry, and several state-of-the-
art SMT solvers have been developed for theories of
practical interest, such as MathSAT[8], CVC[9], and
Z3
[10]. SMT solvers have created an explosion in nu-
merous applications including dynamic symbolic exe-
cution, program model checking, program verification,
test case generation, scheduling and so on (see [1, 7,
11-12]).
In the aforementioned applications, SMT solvers
are used to 1) find an assignment satisfying a for-
mula of theories and 2) prove unsatisfiability. How-
ever, as stated by paper [13], among the available SMT
solvers in arithmetic, none of them are able to find a
satisfying assignment that minimizes (or maximizes) a
given objective function. To the best of our knowl-
edge, there are two available SMT-based optimization
solvers that can find optimal solutions for linear ob-
jective function in the theory of linear real arithmetic
(LRA). The first is called OPT-MathSAT[14] devel-
oped based on MathSAT[8], and the second is named
as Symba[13] developed based on Z3[10]. Moreover, Ma
et al.[15] proposed an optimization algorithm based on
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the SAT solver MiniSAT 1○ and the linear program-
ming tool Cplex 2○.
The key algorithms of Symba andOPT-MathSAT
are composed of three indispensably significant proce-
dures: feasibility test, critical finding and global check-
ing. Firstly in the procedure of feasibility test, SMT
solvers are used to find a feasible point. Then the pro-
cedure of critical finding is executed. The previously
feasible point is used in the algorithm of this procedure.
In critical finding, a series of locally optimal points, re-
ferred to as critical points, are obtained. After a critical
point is computed, it enters into the procedure of global
checking. This procedure is executed by SMT solvers
to test whether the previously obtained critical point is
the globally optimal point. If not, a new feasible point
is generated by SMT solvers and then the procedure of
critical finding is executed again.
Ma et al.[15] proposed an approach embedding the
optimization algorithm into the DPLL(T) framework
for solving optimization problems subject to SMT con-
straints. Two techniques, volume computation in
bunches and feasible region expansion, are proposed for
simplifying the constraints and improving the efficiency
of performance. Unfortunately, since the implementa-
tion has not been published, we still cannot evaluate
this approach.
In the algorithms of Symba and OPT-MathSAT,
the runtime depends on the executions of the critical
finding and global checking procedures. Notice that
the numbers of executions for critical finding and global
checking are equal, thus the execution times of the
two procedures can be reduced if the number of crit-
ical points is decreased, and then the total runtime can
be reduced. Because the runtime of global checking is
fixed if the SMT solver is invoked as a black-box, the
procedure of critical finding is a significant part of the
algorithm for optimization over linear arithmetic con-
straints.
However, there is still plenty of room for the
improvement for the procedure of critical finding.
The critical points computed by Symba and OPT-
MathSAT consist of three types of points. The first
type consists of the locally optimal points, each of which
is definitely the globally optimal point. The second type
consists of the non-optimal vertices, each of which is the
intersection of some linear atoms. The other points,
mostly inside the feasible area, are grouped into the
third type. The globally optimal point is impossibly
obtained from the critical points in the second or third
group. For the last two groups, from each critical point,
there exists a direction on which the point makes the
objective function increase (if the objective function is
to be maximized), and some mature optimization algo-
rithms (no matter for linear or nonlinear), such as Sim-
plex method[16], interior-point method[17-18], and Se-
quential Quadratic Programming (SQP)[19-20], can be
utilized to detect a new feasible point on the direction
that the objective function increases. Therefore, the
critical points in the second and third groups can be
completely avoided if certain optimization algorithms
are applied.
In this paper, a new approach is presented for
solving optimization over linear arithmetic constraints.
This approach is based on the famous Simplex method
developed by [16] for linear programming. The SMT
solvers are called as the black-box in our approach.
Compared with Symba and OPT-MathSAT, the sig-
nificant improvement of our approach is in the proce-
dure of critical finding. In this procedure, a series of
linear programming problems are constructed to obtain
a critical point, and all the critical points are the locally
optimal points. Our approach can substantially de-
crease the number of calling the black-box SMT solvers
and thus plenty of runtime can be saved.
The main steps of our approach are described as
follows. First, the SMT solver is used to find a feasi-
ble solution. Second, the feasible point obtained pre-
viously is used to formulate a series of linear program-
ming problems to find a locally optimal point as the
critical point (the procedure of critical finding). Third
the SMT solver is called to check whether there exists
another feasible point on which the functional value is
larger than that of the critical point (the procedure of
global checking). If not, the critical point is the glob-
ally optimal point and otherwise another series of linear
programming problems are constructed by the newly
generated feasible point and the procedure of critical
finding is executed again.
Our approach is implemented in MATLAB, and the
high-performance SMT solver Z3[10] is called as a black-
box. We refer to our implementation as OPT-LA. In
the experiment, OPT-LA is evaluated against Symba
and OPT-MathSAT on a typical problem in real-
time systems: rate-monotonic scheduling optimization
(RMS-Opt) problem described by [21]. Our approach
outperforms Symba on 99.6% of RMS-Opt problems
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and is superior to OPT-MathSAT on large-scale cases
even though it embeds the optimization techniques into
the SMT solver MathSAT so that the restarts can
be avoided. The experimental results demonstrate its
great potential and competitiveness.
The rest of this paper is organized as follows. Sec-
tion 2 is devoted to providing some background knowl-
edge about SMT and defining the addressed optimiza-
tion problem. In Section 3, the SMT-based optimiza-
tion solvers Symba and OPT-MathSAT are summa-
rized. In Section 4, we present an example of our ap-
proach. In Section 5, the algorithm of our approach
is introduced. In Section 6, the correctness of our ap-
proach is proved. In Section 7, the experimental evalua-
tion is presented. In Section 8, the paper is concluded
and the future work is highlighted.
2 Preliminaries
A rational linear atom is an equality, inequality or
disequality over rational variables in the linear form of
a1x1 + a2x2 + · · ·+ anxn ⊲⊳ b,
where a1, a2, · · · , an and b are rational constants,
x1, x2, · · · , xn are rational variables, and relational op-
erator ⊲⊳ ∈ {=, <,>,6,>, 6=}. A linear formula is a
combination of real linear atoms through Boolean con-
nectives disjunction (∨), conjunction (∧), negation (¬),
implication (→), and equivalence (↔).
A linear formula φ is said to be satisfied if there
exists an assignment xi = pi (i = 1, 2, · · · , n) such
that φ is true, which is denoted by p  φ where
p = (p1, p2, · · · , pn). Define S(φ) as the set of all satis-
fying assignments or the feasible set of φ. If not other-
wise specified, the feasible set S(φ) can be represented
as S.
Let φ be a linear formula. Define f , an objective
function, as a linear expression of the form c1x1+c2x2+
· · ·+ cnxn where ci are rational constants. The goal is
to find an assignment x∗ such that x∗  φ and x∗ max-
imizes the objective function f , namely, there does not
exist another assignment x′ satisfying both x′  φ and
f(x′) > f(x∗). The assignment x∗ is called the optimal
point or optimal assignment, and Optφ(f) is denoted
as the optimal solution or optimal value. In this paper,
the terms optimal point and optimal assignment are
used interchangeably, and the terms optimal solution
and optimal value are used interchangeably.
Let ρ be a positive number, and define Bρ(x0) =
{x| ‖x − x0‖ < ρ} as the neighbourhood of x0. x∗
is said to be a locally optimal point if for arbitrarily
small positive number ρ, any point x ∈ Bρ(x
∗) ∩ S(φ)
satisfies f(x) 6 f(x∗). In this paper, we define Mlocal
as the set of all locally optimal points for convenience.
x∗ is a globally optimal point if for any x ∈ S(φ)\{x∗}
such that f(x) 6 f(x∗). The optimal point/assignment
defined in the previous paragraph is equivalent to the
definition of globally optimal point.
For a linear atom aTx > b, it is easy to equiva-
lently transform it into −aTx 6 b. A linear atom of
equality aTx = b can be equivalently transformed into
aTx 6 b ∧ −aTx 6 b. Considering a strict inequal-
ity aTx < b, we modify it to the non-strict inequality
aTx + ε 6 b by adding an arbitrarily small positive
number ε, which does not change the satisfiability of
the formula according to the literature[22]. Similarly,
since a disequality aTx 6= b can be presented by two
disjunctive linear atoms: aTx < b ∨ aTx > b, this
disequality can be transformed into the linear formula
aTx + ε 6 b ∨ −aTx − ε 6 b by adding an arbitrarily
small positive number ε. Therefore, in this paper, only
the linear atoms of non-strict inequalities are considered
since all other forms of linear atoms can be transformed
into non-strict inequalities with logic connectives by ap-
plying the method stated above.
Considering a linear formula φ and regarding each
linear atom as a Boolean propositional atom, we trans-
form the linear formula φ into a conjunctive normal
form (CNF) with linear atoms. Tseitin’s transforma-
tion can be used to do the CNF transformation in lin-
ear time and space[23]. However, this method needs to
introduce new propositional true-false variables. Since
the linear atom of formula is the inequality with ra-
tional variables and it is difficult to determine the in-
troduced inequalities, it is not a good way to apply
Tseitin’s transformation. Therefore, we apply the naive
transformation here although it has exponential com-
plexity. Accordingly, in this paper, only linear formulas
in CNF are considered. In order to illustrate the trans-
formation method explicitly, we give an example of how
to transform a disjunctive normal form into a CNF.
Example 1. Transform the following linear formula
φ into a conjunctive normal form.
φ = {(x1 + x2 > 4)→ (x1 − 2x2 > 4)} ∨
{(x2 − x3 > 2) ∧ (2x2 + 4x3 6= 0)}.
Denote p1, p2, p3, p4 are propositions and
p1 ⇔ x1 + x2 > 4,
p2 ⇔ x1 − 2x2 > 4,
p3 ⇔ x2 − x3 > 2,
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p4 ⇔ 2x2 + 4x3 6= 0.
We first transform the disequality p4 to p5 ∨ p6 where
p5 ⇔ 2x2 + 4x3 < 0,
p6 ⇔ 2x2 + 4x3 > 0.
Then we have
φ ⇔ (p1 → p2) ∨ (p3 ∧ p4)
⇔ (¬p1 ∨ p2) ∨ (p3 ∧ (p5 ∨ p6))
⇔ (¬p1 ∨ p2 ∨ p3) ∧ (¬p1 ∨ p2 ∨ p5 ∨ p6).
We then can convert the negation of p1 into
q1 ⇔ x1 + x2 + ε 6 4,
and convert the strict inequalities p5 and p6 to
q2 ⇔ 2x2 + 4x3 + ε 6 0,
q3 ⇔ 2x2 + 4x3 − ε > 0.
Therefore φ is transformed to
(q1 ∨ p2 ∨ p3) ∧ (q1 ∨ p2 ∨ q5 ∨ q6).
Define A as the set of all non-strict inequalities and
let L be the set of linear formulas with atoms in A.
Then the goal of the problem in this paper can be de-
scribed as follows.
Problem 1. Let φ ∈ L be a linear formula in con-
junctive normal form, and f be a linear objective func-
tion. Find an optimal point x∗ such that 1) x∗  φ and
2) x∗ maximizes f .
In order to present our approach more explicitly,
some more definitions and notations are introduced.
Let x and y be two points. Define ‖x − y‖ as the
Euclidean distance between x and y.
The objective function f is represented as f(x) =
c1x1 + c2x2 + · · · + cnxn where c1, c2, · · · , cn are con-
stants. Since the linear formula φ is in the conjunctive
normal form, we define
φ = g1 6 0 ∧ g2 6 0 ∧ · · · ∧ gm 6 0 ∧
(h11 6 0 ∨ h12 6 0 ∨ · · · ∨ h1q1 6 0) ∧
(h21 6 0 ∨ h22 6 0 ∨ · · · ∨ h2q2 6 0) ∧
· · ·
(hl1 6 0 ∨ hl2 6 0 ∨ · · · ∨ hlql 6 0),
where gi 6 0 (i = 1, 2, · · · ,m) and hjk 6 0 (j =
1, 2, · · · , l, k = 1, 2, · · · , qj) are linear atoms. Define
index set
I = {1, 2, · · · ,m},
J = {1, 2, · · · , l},
Tj = {1, 2, · · · , qj} for j ∈ J.










Denote S = S(φ) be the feasible set of φ. For a
given point pc ∈ S, define set T ′j(pc) = {tj |hjtj (pc) 6





gi(x) 6 0, i ∈ I∑
tj∈T ′j(pc)
hjtj (x) 6 0, j ∈ J

 .
For a given point pc, define γ(pc) =
(T ′1(pc), T
′
2(pc), · · · , T
′
|J|(pc)) be the Phase of point pc.
Linear programming problem LP (pc) constructed by




s.t. gi(x) 6 0, i ∈ I,∑
tj∈T ′j(pc)
hjtj (x) 6 0, j ∈ J.
These two notations, γ(·) and LP (·), are used to de-
scribe the algorithm of our approach. It is easy to
conclude that for two different points x1 and x2, if
γ(x1) = γ(x2) then LP (x1) = LP (x2), because the
set T ′j(x1) is equal to the set T
′
j(x2) for all j ∈ J .
3 Summary of Symba and OPT-MathSAT
In this section, we introduce two existing optimiza-
tion tools based on SMT solvers, Symba and OPT-
MathSAT. The key algorithms of the optimization
over linear arithmetic constraints are presented and
summarized.
3.1 Symba
Li et al.[13] developed the optimization solver
Symba based on the SMT solver Z3. The key principle
of the algorithm is presented in the following theorem.
Theorem 1[13]. Given a formula ϕ in linear arith-
metic and a linear objective function f over the vari-
ables of ϕ, there does not exist k ∈ R such that ϕ ⇒ f 6
k (f is unbounded) if and only if there exist two points
x1 and x2 satisfying the following three conditions:
1) f(x1) < f(x2);
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2) [x1] = [x2];
3) 6 ∃ x3  ϕ such that f(x2) 6 f(x3)
and [x2] ⊂ [x3].
In the above theorem, the notation [x] is defined as
the boundary class of point x, i.e., the set of equalities
in E(ϕ) satisfied by x where E(φ) = {l = k|l 6 k ∈ φ}
is defined as the set of all atomic formulas in φ with the
inequalities replaced by equalities. For example, if the
feasible area is {(x1, x2)|(x1+x2 6 2∨x1 6 1)∧x2 6 1}
and there is a point x = (1, 1), then [x] = {x1 + x2 =
2, x1 = 1, x2 = 1}.
When the algorithm begins, the satisfiability of the
linear formula φ is checked by SMT solvers. If it is satis-
fiable, a feasible point y1 is obtained. If no such feasible
point is found, the optimization problem is infeasible
and the algorithm stops. We refer to this procedure as
feasible checking.
After the initial feasible point y1 is found, the algo-
rithm is executed to find a new feasible point which is
very likely to be the globally optimal point, or a “can-
didate” of the globally optimal point. We call this kind
of point as the critical point and refer to this procedure
as critical finding.
In this procedure, Symba tries to detect whether
the goal function is unbounded by applying Z3 to check
the satisfiability of the conditions listed in Theorem 1
where y1 is regarded as a parameter of the feasible
point x1. If it fails, then there exists y3 such that
f(y2) 6 f(y3) and [y2] ⊂ [y3]. Next, assign y3 to x1
in Theorem 1 and use Z3 again to detect unbounded.
If the problem is unbounded, then Symba can obtain
a sequence of feasible points p1, p2, · · · , pk such that
f(pi) 6 f(pi+1) and [pi] ⊂ [pi+1] where the last el-
ement pk is regarded as the critical point satisfying
that there does not exit a feasible point pk+1 such that
f(pk) 6 f(pk+1) and [pk] ⊂ [pk+1]. This sequence is
referred to as the k-sequence in paper [13]. Intuitively,
this procedure of Symba can be explained as follows.
In Theorem 1, given a feasible point x1, if a point x2 is
found, then the goal function f can increase along the
hyperplane E intersected by [x1]. If no point x3 exists,
then f can increase indefinitely without encountering
any of the boundaries in E that are not in x2, which
means f is unbounded.
When the critical point (defined as p′) is obtained,
the SMT solvers are again invoked to check the satis-
fiability of the linear formula φ′ = φ ∧ (f > f(p′)) (or
φ ∧ (f < f(p′)) if the goal is to minimize the objective
function). If it is unsatisfied, the critical point p′ is the
globally optimal point. If φ′ is satisfied, another feasi-
ble point p′′ is generated and the algorithm continues
to find critical points until the globally optimal point
is found. We refer to this procedure as global checking.
Notice that in the procedure of global checking,
f(p′′) is always larger than the previous value f(p′).
It seems that the procedure of critical finding can be
eliminated and the procedure of global checking can
be invoked continuously to raise the functional value
until the optimum is obtained. However, paper [13]
points out that the optimum may not be guaranteed
by applying the procedure of global checking alone.
That is because 1) this procedure may approach the
global/local optimum asymptotically, and 2) the only
procedure cannot determine whether an objective func-
tion is unbounded. Therefore the procedure may be ex-
ecuted infinitely if the objective function is unbounded.
3.2 OPT-MathSAT
Sebastiani and Tomasi proposed the solver —
MathSAT for the optimization over linear arithmetic
constraints[14]. This algorithm can be developed in two
schemas: oﬄine which is simple to implement since it
utilizes an SMT solver as a black-box, and inline which
requires the modification of the code of the SMT solver
in which the optimization method is embedded.
The key algorithm of the oﬄine schema can be de-
scribed as follows (assume the goal function is to be
minimized). In the process of initialization, the upper
bound ub and the lower bound lb of the goal function
are estimated (−∞ and +∞ are also allowed), and the
algorithm is developed to explore the range of the mini-
mum iteratively until the range is empty (ub < lb) or no
feasible solution x0 satisfies f(x0) < ub. This iterative
search is able to work in linear-search mode or binary-
search mode. The binary-search mode is not available
when lb = −∞ or ub = +∞ while the linear-search
mode only uses the upper bound ub.
In linear-search mode, the SMT solver is invoked to
solve the formula φ ∧ (f < ub) for detecting whether
there is a feasible point p satisfying f(p) < ub. If it
is not satisfied, then the returned minimum is ub. If
it is satisfied, then OPT-MathSAT returns a satis-
fiable truth assignment µ for φ, namely, a subset of
linear atoms of φ. Next, a linear programming solver is
called to minimize f over the conjunctive constraint µ,
and the obtained minimum u′ is considered as the new
upper bound ub (f is determined to be unbounded if
u′ = −∞). After that, the SMT solver is called once
992 J. Comput. Sci. & Technol., Sept. 2016, Vol.31, No.5
again to detect the satisfiability φ ∧ (f < ub) and if so,
a lower upper bound is found by using the LP solver.
Like Symba, we refer to the procedure for solving lin-
ear programming as critical finding since it finds the
optimal points among which the globally optimal point
exists, and refer to the procedure for calling the SMT
solver as global checking because it explores a feasible
point on which the value of f is lower than the upper
bound obtained in the procedure of critical finding.
In binary-search mode, the initial lower bound is
a finite number instead of −∞ which is not used in
linear-search mode. In the procedure of global check-
ing, the formula to be solved by the SMT solver is
ϕ = φ∧¬(f < lb)∧ (f < pivot) where pivot ∈ [lb, ub] is
computed by a heuristic function (in the simplest form,
pivot is assigned as (lb + ub)/2). If the SMT solver
returns unsatisfiable, then the range of f lies in the in-
terval [pivot , ub] rather than [lb, pivot). Hence the new
lower bound is updated to pivot and the satisfiability
of ϕ is checked again. If the SMT solver returns satis-
fied, then a satisfiable truth assignment µ is obtained
and the upper bound is updated to pivot . The proce-
dure of critical finding is the same as the procedure in
linear-search mode. The upper bound is lowered to the
minimum value of the LP problem.
In the inline schema, the range exploration is em-
bedded into MathSAT, the standard lazy SMT solver
utilizing the conflict-driven clause-learning (CDCL)
Boolean-search methods. The conflict linear atoms are
added to φ during the whole optimization procedure,
and hence the SMT solver can be called incrementally
without restarting its search from initialization.
3.3 Summary
The key algorithms of the optimization solvers
Symba and OPT-MathSAT can be summarized in
Algorithm 1. There is one remark we should note that
at the beginning of the algorithm, the SMT solver is
used to check the feasibility of the formula φ, which can
also be considered as the procedure of global checking
in the sense that the value of the lower bound (or the
upper bound) in the added linear atom f > lb = f(p′)
is regarded as −∞ (or +∞), as the algorithm of OPT-
MathSAT we described in Subsection 3.2.
Consider the runtime of Algorithm 1. Assume the
runtime for feasible checking is TC (lines 2∼6). In
the i-th while-loop (lines 7∼17), denote the runtime
of critical finding and global checking by TFi and TGi
respectively. Let K be the number of loops in the al-
gorithm. Neglecting the runtime for file parsing and
formula converting, the total runtime of Algorithm 1
can be represented as
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4 Example of Our Approach
We give a simple example to illustrate the idea of
our approach.
Problem 2. Maximize the objective function
f(x, y) = x+ 4y with the constraint of linear formula
φ = (x > 0) ∧ (x 6 10) ∧ (y > 0) ∧
(y 6 4 ∨ −2x+ y + 2 6 0) ∧
(y 6 5 ∨ 2x+ y − 16 6 0).






2 4 6 8 10
Fig.1. Region of formula φ.
Feasibility Test. By applying the algorithm of Z3[22],
the solution of the feasible point is p0 = (0, 0).
First Critical Finding:
• First Linear Programming. A linear program-
ming LP (p0) with the constraints S0(p0) is constructed.
Since p0 satisfies all the linear atoms but −2x+y+2 6
0, the linear programming problem LP (p0) can be pre-
sented as follows:
max x+ 4y (1)
s.t. −x 6 0, x 6 10,−y 6 0, y 6 4,
2x+ 2y − 21 6 0,
where the fifth linear inequality in the constraints is
obtained by adding two linear atoms y − 5 6 0 and
2x + y − 16 6 0 together. The feasible region of the





2 4 6 8 10
x
p0(0, 0)
Fig.2. Region of the constraints of the linear program (1).
The Simplex method[16] is used to solve the lin-
ear programming and the iterative points are p0(0, 0),
p1(0, 4) and p2(6.5, 4). Only after two iterations, the
optimal point (6.5, 4) is obtained.
• Second Linear Programming. Another linear pro-
gramming is constructed by the optimal point p2 for
LP (p0). Notice that the point p2 satisfies all the linear
atoms except 2x+ y− 16 6 0, thus the linear program-
ming can be formulated as follows:
max x+ 4y (2)
s.t. −x 6 0, x 6 10,−y 6 0,
−2x+ 2y − 2 6 0, y 6 5,
where the fourth linear inequality in the constraints is
obtained by adding two linear atoms y − 4 6 0 and
−2x+y+2 6 0 together. The region of the constraints





2 4 6 8 10
x
p2(6.5, 4)
Fig.3. Area of the constraints of the linear program (2).
Regard the components of p2(6.5, 4) as the vector
of the values of initial basis variables x and y, and
then use the Simplex method with the initial feasible
basis (6.5, 4, 6.5, 3.5, 4, 7, 1). The iterative points are
p2(6.5, 4), p3(6.5, 5) and p4(10, 5). The optimal point
p4 is obtained after two iterations.
• Third Linear Programming. The third linear pro-
gramming is constructed by point p4 and the optimal
point p5 is equal to p4. Therefore the critical point
(locally optimal point) is p5(10, 5).
First Global Checking. The formula is φ ∧ (f >
f(p5)) detected by SMT solver to check whether p5
is the globally optimal point. The satisfiable point
p6(13/3, 20/3) is obtained by the SMT solver.
Second Critical Finding:
• First Linear Programming. By point p6, the linear
programming LP (p6) is constructed and the iterative
points are p6(13/3, 20/3) and p7(4.5, 7).
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• Second Linear Programming. Point p7 is used to
construct the linear programming LP (p7). Since the
optimal point p8 for LP (p7) is equal to p7, the proce-
dure of critical finding ends.
Second Global Checking. The formula φ ∧ (f >
f(p8)) is unsatisfiable. Therefore the globally optimal
point is p8 and the global maximum is f(p8) = 32.5.














Fig.4. Trace of the iterative points in our approach.
In our approach, the procedure of critical finding
finds a locally optimal point as the critical point ob-
tained by constructing and solving a series of linear
programming problems by the Simplex method. The
feasible set of each linear programming problem is in-
cluded in the feasible set of φ, and the functional value
of each optimal point increases iteratively.
In comparison with our approach, the critical point
obtained by Symba is the vertex on which the bound-
aries of the inequalities intersect. These vertices in-
clude not only locally optimal points, but also some
other general vertices. Therefore, the number of criti-
cal points found by Symba would be higher than that
by our approach, and hence our approach can decrease
the number of calls for the SMT solver. In the algo-
rithm of OPT-MathSAT, the critical points are the
optimal points of the linear programming problems of
which the constraints are the conjunctive linear atoms
belonging to φ, thus there may be some critical points
locating inside the feasible area, while in our approach,
these inside points are still used to construct new linear
programming problems rather than regarded as criti-
cal points, hence our approach can call the SMT solver
fewer times thanOPT-MathSAT. We give another ex-
ample (see Fig.5) of which the constraints are changed
to
φ = (x > 0) ∧ (x 6 10) ∧ (y > 0) ∧
(y 6 5 ∨ −2x+ y + 2 6 0) ∧
(y 6 4 ∨ 2x+ y − 16 6 0),
from Problem 2 (the two linear atoms y 6 4 and y 6 5
are exchanged). It shows that our approach does not
need any SMT call, while Symba andOPT-MathSAT














Fig.5. Trace of the iterative points in our approach.
5 Description of Our Approach
According to the analysis in Section 3, if the opti-
mization problem is solved by some SMT solver as a
black-box, the key point on which should be focused is
the procedure of critical finding. Notice that the total
number of critical points is equal to the number of exe-
cutions of global checking by SMT solvers, and thus the
times for calling SMT solvers can be substantially re-
duced if the total number of critical points is decreased.
It is obvious that each locally optimal point can be
a “candidate” of the globally optimal point, and thus
each locally optimal point is suitable to be regarded as
the critical point. Therefore, in the procedure of critical
finding, an algorithm for finding locally optimal point
(as critical point) is designed.
5.1 Main Algorithm
The main procedure of our approach is shown in Al-
gorithm 2 where the SMT solver is utilized as a black-
box. First, an SMT solver is invoked to generate a
feasible assignment p  φ (line 3). If there does not
exist such assignment, then the optimization problem
is infeasible (lines 4∼6). If a feasible assignment p is
generated, then the algorithm begins to find a local
maximum (line 8) (critical finding). The key method
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for finding local maximum is to construct a series of lin-
ear programming problems of which the optimal point
is used to construct the next linear programming, and
the first linear programming is constructed by the feasi-
ble assignment p. The detail of finding local maximum
is described in Subsection 5.3.
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LPSolve is that set T ′j is generated by eliminating most
of the elements of Tj .
6 Correctness of Our Algorithm
This section proves the correctness of Algorithm 2.
The proof consists of two parts. The first one is proving
the algorithm terminates in finite time, and the second
one is demonstrating the output of the algorithm is cor-
rect.
The idea of our proof is described as follows. First,
we prove the function FindFeasible is correct. Then
the correctness of function FindLocalMax is proved
with the assumption as the input p is a feasible point.
Since the loop condition of while-loop is True, it is nec-
essary to prove the execution of while-loop terminates
after a finite number of loops and the global maximum
is obtained after the while-loop.
6.1 Some Lemmas




∣∣∣∣∣ gi(x) 6 0, i ∈ I∨tj∈T ′j(pc) hjtj (x) 6 0, j ∈ J
}
⊆ S.
Proof. Since pc ∈ S, then T ′j(pc) 6= ∅ for every
j ∈ J ; otherwise pc is not in S. Then for any point
x ∈ S0(pc), according to the definition of S0, gi(x) 6 0
for all i ∈ I, and for every j ∈ J , at least one inequality
among hjtj (x) 6 0 for tj ∈ T
′
j(pc) is true (otherwise∑
tj∈T ′j(pc)




(hjtj (x) 6 0) is true and
hence x is in S. 
Lemma 2. Assume x0, x1, · · · , xK are the iterative
points generated successively in Algorithm 5. x0 is the
input point and xK is the output one. If x0 ∈ S
(where S is the feasible set of φ, see Section 2), then
x1, x2, · · · , xK are all in S.
Proof. Since the starting point x0 ∈ S, then it is
enough to demonstrate that for any iterative point xk
(k < K) in S, the next iterative point xk+1 is also in S.




s.t. gi(x) 6 0, i ∈ I,∑
tj∈T ′j(xk)
hjtj (x) 6 0, j ∈ J.
S0(xk) is the feasible set of the above problem. No-




0 for j ∈ J according to the definition of T ′j. Therefore
by applying Lemma 1, we have
xk ∈ S0(xk) ⊆ S.
That means set S0(xk) is not empty, and thus the linear
programming (4) has an optimal solution xk+1. Hence
xk+1 ∈ S0(xk) ⊆ S. 
Lemma 3. Given finite lines gi(x) = 0 for i ∈ I
and point x0, if for all i ∈ I we have gi(x0) 6= 0,
then there exists a neighbourhood of x0, denoted by
Bρ(x0) = {x| ‖x − x0‖ < ρ} (ρ > 0) such that
Bρ(x0) ∩
⋃
i∈I{x|gi(x) = 0} = ∅.
Proof. Let δ be the minimum of distances between
the point x0 and lines gi(x) = 0 for i ∈ I. Since gi(x0)
is not equal to 0 for i ∈ I, we have δ > 0. Let ρ = δ/2,
then no lines gi(x) = 0 (i ∈ I) go through ball Bρ(x0),
thus Bρ(x0) ∩
⋃
i∈I{x|gi(x) = 0} = ∅. 
Lemma 4. Assume x∗ is an optimal solution of the
following linear programming problem:
max f(x) (5)
s.t. gi(x) 6 0, i ∈ I.
Define the index set I ′ = {i ∈ I|gi(x∗) = 0} and con-
sider the following linear programming problem:
max f(x) (6)
s.t. gi(x) 6 0, i ∈ I
′.
Let S1 and S2 be the feasible set of problem (5) and (6),
respectively. Then,
1) there exists a neighbourhood of x∗, denoted by
Bρ(x
∗) = {x| ‖x − x∗‖ < ρ} (ρ > 0) such that S1 ∩
Bρ(x




2) x∗ is also an optimal solution of the linear pro-
gramming problem (6).
Proof. By Lemma 3, there exists a neighbour-
hood of x∗, denoted by Bρ(x
∗) such that Bρ(x
∗) ∩⋃
i∈I\I′{x|gi(x) = 0} = ∅, and since x
∗ ∈ Bρ(x∗) and
gi(x
∗) < 0 for i ∈ I\I ′, then Bρ(x∗)∩
⋃
i∈I\I′{x|gi(x) >
0} = ∅. It is obvious that S1 ⊆ S2, then S1 ∩ Bρ(x∗) ⊆
S2 ∩Bρ(x∗). Consider there is a point x0 ∈ S2 ∩Bρ(x∗)
but x0 6∈ S1 ∩ Bρ(x∗), then x0 ∈ S2\S1. That means
there is an index i0 ∈ I\I ′ such that gi0(x0) > 0.
Hence x0 6∈ Bρ(x∗) because Bρ(x∗) ∩
⋃
i∈I\I′{x|gi(x) >
0} = ∅. This yields a contradiction. Therefore we
have x0 ∈ S2 ∩ Bρ(x∗) ⇒ x0 ∈ S1 ∩ Bρ(x∗), then
S2 ∩ Bρ(x∗) ⊆ S1 ∩ Bρ(x∗). Thus the first conclusion
is proved.
The second conclusion is proved by contradiction.
Assume that y is an optimal solution of the linear pro-
gramming problem (6) and f(y) > f(x∗). If y ∈ S1,
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since x∗ is an optimal solution of problem (5), then it
is a contradiction that f(x∗) > f(y) > f(x∗). Hence
y ∈ S2\S1, and there exists an index i0 ∈ I\I ′ such
that gi0(y) > 0. Then y 6∈ Bρ(x
∗) (where the construc-
tion of Bρ(x
∗) is the same as Bρ(x
∗) in the previous
paragraph). Let z = (1 − λ)x∗ + λy, then there ex-
ists a λ ∈ (0, 1) such that z ∈ Bρ(x∗). Since S1 and
S2 are convex set, z ∈ Bρ(x∗) ∩ S1 ⊆ S1. Therefore,
f(z) = (1−λ)f(x∗)+λf(y) = f(x∗)+λ(f(y)−f(x∗)) >
f(x∗), which is not consistent with the fact that x∗ is
an optimal solution in S1. 
A corollary from this lemma is presented and then
used in the next lemma.
Corollary 1. Lemma 4 is also correct if set I ′ in
the constraints of (6) is replaced by any I˜ satisfying
I ′ ⊆ I˜ ⊆ I.
The proof of this corollary is omitted because it is
very similar to the proof of Lemma 4.
Lemma 5. Given a point xc ∈ S, let x′ be a maxi-




s.t. gi(x) 6 0, i ∈ I,∑
tj∈T ′j(xc)
hjtj (x) 6 0, j ∈ J.
Then x′ ∈ Mlocal if the following condition is satisfied:





then |T ′j(xc)| = 1.
Proof. The feasible set of problem (7) is S0(xc). Be-
cause problem (7) is linear programming, the maximal
solution is on the boundary of S0(xc).




′) 6= 0, then ac-
cording to Corollary 1, x′ is also an optimal solution of




s.t. gi(x) 6 0, i ∈ I.
Let S1 be the feasible set of problem (8) and then
according to Corollary 1, there exists a small positive
number ρ such that Bρ(x
′) ∩ S1 = Bρ(x′) ∩ S0(xc),
where Bρ(x
′) = {x| ‖x−x′‖ < ρ} denotes the neighbor-
hood of x′. It is obviously shown that S ⊆ S1 and then
Bρ(x
′) ∩ S ⊆ Bρ(x′) ∩ S1 = Bρ(x′) ∩ S0, and because
xc ∈ S, we have S0(xc) ⊆ S and then Bρ(x′) ∩ S0(xc) ⊆
Bρ(x
′) ∩ S. Hence Bρ(x′) ∩ S = Bρ(x′) ∩ S0(xc).




′) = 0 for j ∈ J ′, then by the given condition,
|T ′j(xc)| = 1 for j ∈ J
′. Assume T ′j(xc) = {tAj}, j ∈ J
′,
then x′ is also an optimal solution of the following linear




s.t. gi(x) 6 0, i ∈ I,
hjtAj (x) 6 0, j ∈ J
′.
Let S2 be the feasible set of problem (8), and then
according to Corollary 1, there exists a small positive
number ρ such that Bρ(x
′) ∩ S2 = Bρ(x
′) ∩ S0(xc).
Obviously S ⊆ S2. Then Bρ(x′) ∩ S ⊆ Bρ(x′) ∩ S2 =
Bρ(x
′) ∩ S0(xc), and Bρ(x′) ∩ S0(xc) ⊆ Bρ(x′) ∩ S
since xc ∈ S. Hence Bρ(x
′) ∩ S = Bρ(x
′) ∩ S0(xc).
Because x′ ∈ Bρ(x′) ∩ S0(xc) ⊆ S0(xc) is an
optimal solution of linear program (7), for any x ∈
Bρ(x
′) ∩ S0(xc), the inequality f(x′) > f(x) holds, and
since Bρ(x
′) ∩ S = Bρ(x
′) ∩ S0(xc), we can conclude
x′ ∈ Mlocal. 
6.2 Correctness of Function FINDFEASIBLE
In the function FindFeasible, an SMT solver is
invoked to check whether a given linear formula is sat-
isfiable. In our implementation and experiment (see
Section 6), we utilize the Z3 SMT solver to check the
satisfiability of linear formula. If it is satisfiable, then
a satisfying assignment is generated and if not, Z3 only
returns the information “unsat” and no assignment is
generated.
The algorithm of checking satisfiability of linear for-
mula in Z3 is presented in paper [22]. It guarantees that
Z3 can always generate satisfying assignment in finite
time.
6.3 Correctness of Function FINDLOCALMAX
Notice that the function FindLocalMax returns
values p∗ and f(p∗) only when the parameter Flag is
True. Flag = True when 1) J0 = ∅ or 2)J0 6= ∅,
but the value of objective function does not increase
(line 16). When the value of the objective function in-
creases, another LPSolve call is executed. In this case,
we have to prove that the while-loop terminates after a
finite number of LPSolve calls. Then it needs to prove
parameter Flag is not changed to False after a finite
number of loops. In addition, we also need to prove
function LPSolve stops after the finite number of iter-
ations. Thus, we prove the correctness of Algorithm 4
in the following four steps:
1) prove solution point p∗ is in Mlocal if J0 = ∅,
where J0 is an index set in Algorithm 4;
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2) prove function LPSolve stops after a finite num-
ber of iterations;
3) prove solution point p∗ is in Mlocal if J0 6= ∅ and
all maximal solutions of linear programming problems
constructed in (3) are not larger than f(p∗);
4) prove there are only finite times in which para-
meter Flag is changed to False.
These four steps are corresponding to the following four
theorems that we will prove later.
Theorem 2. Assume Algorithm 5 is successfully
executed and let p∗ be the solution point of Algorithm 5.
If the following two conditions are satisfied:
1) the starting iterative point x0 satisfies x0  φ,




∗) 6= 0 or
|T ′j(p
∗)| = 1,
then the solution point p∗ ∈ Mlocal.
Theorem 3. The function LPSolve terminates
after a finite number of iterations.
Theorem 4. Let p∗ be the solution point com-





∗) = 0 and |T ′j(p
∗)| > 1}. Assume
J0 = {1, 2, · · · ,m} (m 6 |J |) without loss of generality.
If for all t1 ∈ T ′1(p
∗), t2 ∈ T ′2(p
∗), · · · , tm ∈ T ′m(p
∗),
and the maximal solution of each linear programming
problem,
max f(x)
s.t. gi(x) 6 0, i ∈ I,∑
tj∈T ′j(p
∗)
hjtj (x) 6 0, j ∈ J\J0,









is strictly less than f(p∗), then p∗ ∈ S.
Theorem 5. The function FINDLOCALMAX ter-
minates after a finite number of loops.
6.3.1 Proof of Theorem 2
Proof. Consider the iterative points generated in
the function LPSolve are x0, x1, · · · , xK successively.
x0 is the starting iterative point and xK is the solution.
It is easy to see K > 1 according to Algorithm 5. Since
x0 ∈ S, then x1, x2, · · · , xK ∈ S according to Lemma 2.
Our goal is to prove xK ∈ Mlocal.
According to the two conditions described in The-
orem 2, if for all j ∈ J ,
∑
tj∈T ′j(xK)




hjtj (xK) 6= 0; otherwise if there ex-
ists some j such that
∑
tj∈T ′j(xK)
hjtj (xK) = 0, then
|T ′j(xK)|must be equal to 1, and therefore |T
′
j(xK−1)| =
1. By the stop condition in Algorithm 5, we have
T ′j(xK) = T
′
j(xK−1), and by applying Lemma 5, we
conclude that xK ∈ Mlocal. 
6.3.2 Proof of Theorem 3
Proof. Let the iterative points be x0, x1, x2, · · · , suc-
cessively. x0 is the input point.
For any two positive integers k and l (k 6= l), if
the two phases γ(xk) and γ(xl) are not equal, then
the function LPSolve must terminate in a finite num-
ber of iterations since the total number of phases is
|T1||T2| · · · |T|J|| which is a finite number. Otherwise,
without loss of generality, assuming there exists a fi-
nite positive integer K > 3 satisfying γ(x1) = γ(xK),
then we have LP (x1) = LP (xK). Notice that for
any k, S0(xk) is the feasible set of LP (xk) and since
xk ∈ S0(xk), we obtain f(xk+1) > f(xk). Then
f(x1) 6 f(x2) 6 · · · 6 f(xK) = f(x1), hence f(x1) =




{‖x‖ |x is the solution of LP (xk),
k = 1, 2, · · · , K},
and since LP (x1) = LP (xK), then
xK+1 = min
x
{‖x‖ |x is the solution of LP (xk),
k = 1, 2, · · · , K}.
Therefore we conclude xK = xK+1. Hence γ(xK) =
γ(xK+1) and the function LPSolve stops after K lin-
ear programming problems are solved. 
6.3.3 Proof of Theorem 4
Proof. We prove it by contradiction. Assume
p∗ 6∈ S, then for any ρ > 0, there exists a point p0
such that f(p0) > f(p
∗) where p0 ∈ Bρ(p∗) ∩ S.





























hjtj (x) 6 0}.





0 and hjtj (p
∗) > 0 for tj ∈ Tj\T ′j(p
∗), according to
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{x|hjtj (x) = 0} = ∅,
and since hjtj (p
∗) > 0 for tj ∈ Tj\T ′j(p









{x|hjtj (x) > 0}.




∗) ∩ S satisfying f(p′0) > f(p








0) 6 0 for
j ∈ J\(J0∪J ′). Since p′0 ∈ Bρ′(p
∗) ⊆ Bρ2(p
∗), then for
j ∈ J ′, hjtj (p
′











hjtj (x) 6 0
)
for j ∈ J ′. (10)
Notice that |T ′j(p
∗)| = 1, and define T ′j(p
∗) = {tAj}
for j ∈ J ′, then p′0 must satisfy hjtAj (p
′
0) 6 0 (oth-











0) 6 0 for j ∈ J\J0. (11)
Because p′0 ∈ S, then there exists tj ∈ T
′
j(p
∗) for j ∈ J0
such that hjtj (p
′
0) 6 0, and it is easy to prove that
gi(p
′
0) 6 0 for i ∈ I. Then using (11), we can obtain
that p′0 is a feasible point of linear programming (9).
Therefore, if p∗0 is defined to be the optimal point of





6.3.4 Proof of Theorem 5
Proof. Since function FindLocalMax returns only
when parameter Flag is True, we only need to prove
that there are finite times that Flag is changed from
True to False (line 18 in Algorithm 4). In the k-th
loop, let pk be the output of function LPSolve and
p′k be the point obtained from linear programming (3).
Observing that f(pk) < f(p
′
k) and pk+1 is the output of
function LPSolve with input p′k, then we have f(pk) <
f(p′k) 6 f(p
′
k+1). If there exist two integers k1 and k2
(k1 < k2) satisfying γ(pk1) = γ(pk2), then we have
LP (pk1) = LP (pk2). Therefore two outputs pk1+1 and
pk2+1, computed by functions LPSolve(pk1) and LP-
Solve(pk2) respectively, satisfy f(pk1+1) = f(pk2+1).
Therefore, f(pk1+1) < f(pk2) 6 f(pk2+1) = f(pk1+1),
which yields the contradiction. Hence for any two in-
tegers k1 and k2 (k1 < k2), γ(pk1) 6= γ(pk2). Since the
total number of all different phases is |T1||T2| · · · |T|J||
which is a finite number, parameter Flag must fail to
be changed to False in finite number of loops. 
6.4 Obtaining Global Maximum after
While-Loop
We prove the global maximal solution can be ob-
tained after finite loops of while-loop in Algorithm 2.
When a local maximum is unbounded (+∞) com-
puted by function FindLocalMax, it is obvious that
+∞ also is the global maximum. Except the returned
value of “Unbounded”, we notice that the only break-
ing condition of the while-loop is r = UNSAT where r is
obtained from function FindFeasible in line 12. As-
sume FindLocalMax returns a local maximum opt
and the corresponding point p, where opt is a finite
number, if opt is also a global maximal solution, then
there exists no assignment p′ satisfying p′  φ such that
f(p′) > f(p). Thus the linear formula
φ ∧ (f(x) > opt)
is not satisfiable, and function FindFeasible(φ, f, opt)
returns an “UNSAT” result.
To illustrate the while-loop breaks in finite num-
ber of loops, we assume in the k-th loop, pk is the
local optimal point obtained by function FindLocal-
Max and p′k is the point generated by function Find-
Feasible. Then we have f(pk) < f(p
′
k). It is easy
to see f(p′k) 6 f(pk+1) according to the proof of
Theorem 5, thus f(p1) < f(p2) < f(p3) · · · . Since
f(p1), f(p2), f(p3), · · · are local maximums and the
total number of local maximums is not larger than
|T1||T2| · · · |T|J|| which is a finite number, the while-loop
must stop in finite loops.
7 Experimental Evaluation
Our approach is implemented in MATLAB by us-
ing the package of Simplex method in MATLAB and
calling the Z3 SMT solver[10] as a black-box. We re-
fer to our implementation as OPT-LA. The experi-
ment is designed to compare OPT-LA against Symba
and OPT-MathSAT. The performance is evaluated
by solving a class of critical problems in real-time sys-
tem, Rate-Monotonic Scheduling Optimization (RMS-
Opt) problem. The experiment is executed on a PC
with 3.40 GHz Intel (i7-3770) and 8 GB RAM running
Linux.
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7.1 Benchmarks: Rate-Monotonic Scheduling
Optimization Problem
There are a number of applications in real-time sys-
tems such as air traffic control, networked multimedia,
railway reservation, supervisory control and data acqui-
sition (SCADA)[24-25].
In 1973, Liu and Layland[26] proposed the rate-
monotonic scheduling algorithm for the scheduling of
preemptive tasks with fixed priorities in a single proces-
sor. In the rate-monotonic scheduling algorithm, tasks
with higher request rates have higher priorities. Given
a set of tasks τ = {τ1, τ2, · · · , τn}, each task is denoted
by τi = (Ti, Ci, Di) where Ti denotes the period of task
τi, namely, the time between two contiguous requests
of τi, Ci denotes the execution time of task τi, and Di
(Di 6 Ti) is the deadline before which the task must
be finished. According to the seven assumptions of rate
monotonic scheduling[26], Di is equal to Ti. Consider
T1 < T2 < · · · < Tn, then the priorities of n tasks are
τ1 > τ2 > · · · > τn.
Paper [21] proposes the following Rate-Monotonic
Scheduling Optimization (RMS-Opt) problem.
Problem 3 (RMS-Opt Problem). Given a set of
periodical tasks τ = {τ1, τ2, · · · , τn} and the correspond-
ing periods T1, T2, · · · , Tn, each execution time Ci lies
in an interval [Cmini , C
max
i ]. Find a set of execution
time (C1, C2, · · · , Cn) such that certain system perfor-
mance (e.g., processor utilization) is optimized with the
constraint that all tasks are schedulable.
RMS-Opt problem is significantly important in the
design of real-time systems, for example, in some areas
of application such as decision-making, database query
processing and numerical solutions, where the task ex-
ecution time varies greatly depending upon the execu-
tion precision. In such applications, the longer a task
executes, the better the results produce; hence the de-
sign of task execution time affects the qualities of overall
results (execution performance of systems). For a given
hardware, the execution time of each task varies signif-
icantly with its configurations, and hence we want to
make full utilization of the hardware by designing or ad-
justing the execution time. Moreover, based on the as-
sumption of RM scheduling, some researchers proposed
extension models for special requirements, for instance,
the imprecise computation model[27-28] and increasing
reward with increasing service (IRIS) model[29]. Fur-
ther discussions about RMS-Opt problem are presented
in [21, 30].






is an important criterion for the evaluation of the per-
formance of real-time systems, thereby in our experi-
ment the processor utilization is used as the objective
function of the RMS-Opt problems, and the goal is to
find Ci ∈ [Cmini , C
max
i ] for i = 1, 2, · · · , n such that the
processor utilization is maximized and all tasks are RM
schedulable.
The following theorem presents the sufficient and
necessary condition of the schedulability in RM, and
it is utilized as the constraints that the system is RM
schedulable.
Theorem 6[31]. Given a task set τ =
{τ1, τ2, · · · , τn}, and the task periods satisfy T1 6 T2 6
· · · 6 Tn, then
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We give an example to illustrate the RMS-Opt
problem clearly. Consider of a set of three tasks
τ = {τ1, τ2, τ3} whose periods are T1 = 100, T2 =
250, T3 = 400, respectively. Let C1 ∈ [50, 60], C2 ∈
[50, 60], C3 ∈ [60, 70], and then we want to find C =
(C1, C2, · · · , Cn) such that all tasks are RM schedu-
lable and the processor utilization is maximized. Ac-
cording to the definition of processor utilization, the
goal is to maximize U = C1/100 + C2/250 + C3/400.
We then construct a linear formula that C must sat-
isfy. From Theorem 6, we have S1 = {T1} =
100, S2 = {T1, 2T1, T2} = {100, 200, 250}, S3 =
{T1, 2T1, T2, 3T1, T3} = {100, 200, 250, 300, 400}, and
then we can present the exact condition that each task
τi is schedulable:
τ1 is schedulable ⇔ ϕ1 = C1 6 T1,
τ2 is schedulable ⇔
ϕ2 = (C1 + C2 6 T1) ∨ (2C1 + C2 6 2T1) ∨
ϕ2 = (3C1 + C2 6 T2),
τ3 is schedulable ⇔
ϕ3 = (C1 + C2 + C3 6 T1) ∨
ϕ2 = (2C1 + C2 + C3 6 2T1) ∨
ϕ2 = (2C1 + 2C2 + C3 6 T2) ∨
ϕ2 = (3C1 + 2C2 + C3 6 3T1) ∨
ϕ2 = (4C1 + 2C2 + C3 6 T3).
Hence τ is schedulable if and only if C  (ϕ1∧ϕ2∧ϕ3).
Notice that C1, C2 and C3 are in the intervals [50, 60],
[50, 60], and [60, 70] respectively, and then C satisfies
the following linear formula:
ψ = (C1 > 50) ∧ (C2 > 50) ∧ (C3 > 60) ∧
(C1 6 60) ∧ (C2 6 60) ∧ (C3 6 70).
Therefore, the goal of the problem is to find an assign-
ment C such that C  (ϕ1 ∧ ϕ2 ∧ ϕ3 ∧ ψ) and U is
maximized.
7.2 Experiment and Results
7.2.1 Comparison with Symba
In order to fully evaluate the performance of OPT-
LA and Symba by solving RMS-Opt problems, RMS-
Opt problems are generated with different structures of
linear formulas. (12) and (13) indicate that the num-
ber of disjunctions of linear atoms depends on the task
number, and the average number of linear atoms in one
disjunction depends on the distribution of task peri-
ods; thus we first generate RMS-Opt problems in two
groups: group A containing the problems with the task
periods in the interval [50, 2 000], and group B contain-
ing the problems with the task periods in the interval
[50, 10 000]. The task periods are generated uniformly
in the intervals [50, 2 000] and [50, 10 000]. For each
group, the RMS-Opt problems are divided into four
classes by the task numbers 6, 9, 12, and 15. In each
class, 200 RMS-Opt problems are generated and thus
there are in total 1 600 problems to be solved in our
experiment. The timeout is set to 2 000 s.
Since our implementation OPT-LA only accepts a
single objective function while Symba can accept multi-
objective functions, we run Symba in the “one ob-
jective” model (SymbaOneObj). Moreover, Symba
searches both the lower and the upper bound of an
objective function while OPT-LA only computes the
maximum. In order to establish a fairer comparison,
we run OPT-LA twice to solve an RMS-Opt problem:
the first is to find the maximum and the second is to
find the minimum by changing the objective function f
into −f , and the total elapsed time is regarded as the
sum of the elapsed time of two executions.
Table 1 shows the details of the eight classes of
RMS-Opt problems. The task number decides the num-
ber of disjunctions (the number of logic AND). The dis-
tribution of the task periods decides the number of logic
OR. Both the task number and the task periods affect
the number of linear atoms. The numbers of linear
Table 1. Eight Classes of RMS-Opt Problems
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atoms, logic ANDs and logic ORs, are the important cri-
teria for the scale of an RMS-Opt problem. Besides, the
number of average atoms per disjunction is considered
in the experiment. This data is a reference for evaluat-
ing the performance of Z3, especially, the performance
of DPLL(T) framework in Z3, because DPLL(T) can
deal with the satisfiability modulo linear arithmetic in
the conjunctive normal form.
Table 2 compares the overall runtime of OPT-LA
and Symba on each class of benchmarks with a timeout
of 2 000 seconds per benchmark. If a problem cannot
be solved in 2 000 seconds, the execution time of this
problem is treated as 2 000 seconds. The results clearly
demonstrate the superior performance of OPT-LA. In
each class of benchmarks, the total runtime of OPT-
LA is reduced about 4∼10 times from the runtime of
Symba.
Table 2. Runtime of OPT-LA Versus Symba (s)



















































































































































































































































Fig.7. Number of problems whose runtime 6 t (group B). (a) Class B1. (b) Class B2. (c) Class B3. (d) Class B4.
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Fig.8. Performance comparison between OPT-LA and Symba (group A). (a) Task number: 6, task period: [50, 2 000]. (b) Task
number: 9, task period: [50, 2 000]. (c) Task number: 12, task period: [50, 2 000]. (d) Task number: 15, task period: [50, 2 000].
into the required input file of Z3 and parse the output
file of Z3, while in Symba, the time of this process is
nearly omitted since 1) the constraint of the input in
Symba is the same as the required input of Z3 so that
it takes little time to generate the required input of Z3
and 2) there is no intermediate file that must be read
and written during the execution of Symba.
Table 4 lists the average results for solved RMS-
Opt problems. The procedures of critical finding and
global checking of OPT-LA and Symba are compared
respectively.
Procedure of Critical Finding. The number of crit-
ical points obtained in OPT-LA is less than that in
Symba, and the runtime of OPT-LA is far less than
the runtime of Symba. In OPT-LA, as the scale of
the RMS-Opt problem raises, the number of the con-
structed linear programming is not affected a lot and
the runtime does not increase so significantly. On the
contrary, in Symba, the runtime increases dramatically
when the scale of the RMS-Opt problem raises.
Procedure of Global Finding. Since the number of
Z3 calls is equal to the number of critical points, it
takes less times forOPT-LA to invoke Z3 than Symba.
However, the runtime of Z3 calls in OPT-LA is larger
than the runtime in Symba. The reason of this phe-
nomenon is: in Symba, only one more constraint (the
linear formula φ ∧ (f > f(p))) is added as the input
to the SMT solver Z3. Therefore Z3 is able to reuse
the information stored previously, while in our imple-
mentation OPT-LA, Z3 is invoked as a pure black-box,
and the intermediate data in each execution of Z3 is not
reused in the next execution.
7.2.2 Comparison with OPT-MathSAT
The benchmarks for the comparison between OPT-
LA and Symba are also used for our implementation
1006 J. Comput. Sci. & Technol., Sept. 2016, Vol.31, No.5
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Fig.9. Performance comparison between OPT-LA and Symba (group B). (a) Task number: 6, task period: [50, 10 000]. (b) Task
number: 9, task period: [50, 10 000]. (c) Task number: 12, task period: [50, 10 000]. (d) Task number: 15, task period: [50, 10 000].
Table 4. Average Results for Solved RMS-Opt Problems by Comparing OPT-LA and Symba
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Fig.10. Performance comparison between OPT-LA and OPT-MathSAT (group A). (a) Task number: 6, task period: [50, 2 000]. (b)
Task number: 9, task period: [50, 2 000]. (c) Task number: 12, task period: [50, 2 000]. (d) Task number: 15, task period: [50, 2 000].
to compare with OPT-MathSAT. Table 5 compares
the overall runtime of OPT-LA and OPT-MathSAT
on the eight classes of benchmarks where each prob-
lem is solved with a timeout of 2 000 s. Like the rules
of time calculation in Table 2, the runtime of a prob-
lem which cannot be solved in the timeout of 2 000
seconds is regarded as 2 000 seconds. The results il-
lustrate that the runtime of OPT-MathSAT is less
than our implementation OPT-LA on seven classes of
problems. Figs.10 and 11 compare the execution time
of OPT-LA and OPT-MathSAT. The meanings of
the represented points are the same as the meanings
in Figs.8 and 9. Although OPT-MathSAT is su-
perior to OPT-LA on these benchmarks as a whole,
Figs.10 and 11 show the tendency that the difference
of the performance between our implementation and
OPT-LA becomes closer as the scale of problem raises.
One of the most important reasons for the phenomenon
that our implementation performs worse is that OPT-
MathSAT avoids the restarts of SMT solver by embed-
ding the optimization techniques into the SMT solver
while OPT-LA calls the SMT solver as a black-box so
that many repeated intermediate values are generated.
Table 5. Runtime of OPT-LA Versus OPT-MathSAT (s)
1008 J. Comput. Sci. & Technol., Sept. 2016, Vol.31, No.5
10-2 10-1 100 101


















































































10-2 10-1 100 101










10-2 10-1 100 101










10-2 10-1 100 101










Fig.11. Performance comparison between OPT-LA and OPT-MathSAT (group B). (a) Task number: 6, task period: [50, 10 000]. (b)
Task number: 9, task period: [50, 10 000]. (c) Task number: 12, task period: [50, 10 000]. (d) Task number: 15, task period: [50,
10 000].
Table 6. Average Results for Solved RMS-Opt Problems by Comparing OPT-LA and OPT-MathSAT
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Table 7. Four New Classes of RMS-Opt Problems
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performs Symba on 99.6% of benchmarks and is supe-
rior to OPT-MathSAT in large-scale cases where the
number of tasks is more than 24, which indicates the
power and advantage of our approach.
There are many avenues for future work. Some of
them are listed in the following.
• Embedding the Techniques for Critical Finding
into an SMT Solver. The experimental results have
demonstrated that finding a feasible point by invoking
SMT solvers may cost a lot of time. In order to avoid
repeated intermediate values generated by SMT solvers,
we will try to embed our approach in an SMT solver in
order to prevent unnecessary restarts.
• Extending Our Approach to Integer Variables.
Since the approaches are implemented for linear arith-
metic optimization over rationals, it is natural to extend
it to integer variables. Our future work will consider the
mixed integer optimization problem, and some mature
algorithms and techniques such as branch-and-bound
and cutting planes[32] may be utilized in our approach.
• Extending Our Approach to the Optimization over
Nonlinear Arithmetic Constraints. It is desirable to ex-
tend our implementation of approach for solving opti-
mization in nonlinear arithmetic. Actually, although we
do not prove the correctness, the algorithm of finding lo-
cal maximum also supports nonlinear objective function
and arithmetic constraints, and since Z3 can solve satis-
fiability problems in polynomial arithmetic[33], our ap-
proach can also solve polynomial arithmetic optimiza-
tion problems.
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