Abstract. We analyze the empirical spectral distribution of random band matrices with correlated entries. The correlation structure we study was first introduced in 2015 in [8] by Hochstättler, Kirsch and Warzel, who named their setup almost uncorrelated and showed convergence to the semicircle distribution in probability. We strengthen their results which turn out to be also valid almost surely and for band matrices filled with almost uncorrelated random variables. Sufficient conditions for convergence to the semicircle law both in probability and almost surely are provided. Interestingly, the bandwidth growth rate of the matrix ensemble plays a key role for almost sure weak convergence of the empirical spectral distributions. Examples that fit our ensemble include Curie-Weiss distributed, correlated Gaussian, and as a special case, standardized i.i.d. entries.
Introduction
The theory of random matrices had its origins in the applications, namely in statistics, where John Wishart analyzed properties of multivariate normal populations (see [21] ), and mathematical physics, where Eugene Wigner studied energy levels of heavy nuclei (see [20] ). Ever since, the reach of this theory has grown tremendously, with fruitful interactions in the fields of information theory (e.g. wireless communication, see [18] ), biology (e.g. RNA analysis, see [1] ) and pure mathematics (e.g. free probability, see [12] ).
In the context of the present paper, a random matrix is a symmetric n × n matrix X n , whose entries X n (i, j) are real-valued random variables on some probability space (Ω, A, P). Due to symmetry, X n possesses n real eigenvalues λ Xn 1 ≤ . . . ≤ λ Xn n , all of them random. We want to analyze the following problem: Given a very large dimensional random matrix (choosing n very large) and picking uniformly at random one of the eigenvalues, where on the real line will this randomly picked random eigenvalue be located? Of course, the outcome of this experiment will follow a certain probability distribution. To answer the question, we form the empirical spectral distribution (ESD)
, where for each a ∈ R we denote by δ a the Dirac measure in a. It is clear that σ n is actually a random probability measure, for it depends on the realization of the eigenvalues, which in turn depend on the realization of the matrix entries. For each interval (a, b) ⊆ R, the (random) number σ n ((a, b)) yields the proportion of the eigenvalues that fall into this interval. In other words, this is the (empirical) probability that the randomly picked eigenvalue will lie in the interval (a, b). Given a sequence (X n ) n , where each X n is an n × n random matrix, we obtain a sequence (σ n ) n of random probability measures, and we can analyze its weak convergence in some probabilistic sense. For example, Wigner's semicircle law states that if all entries of X n are standardized random variables which are independent (up to the symmetry constraint), identically distributed and possess moments of all orders, the sequence σ n converges weakly almost surely to the semicircle distribution σ on the real line given by its Lebesgue density 1 2π
√
4 − x 2 1 [−2,2] (x) in x (see [2] ). That is, we find a set A ∈ A with P(A) = 1, such that for all ω ∈ A we have that σ n (ω) → σ weakly as n → ∞.
Wigner's semicircle law can be viewed as the central limit theorem in random matrix theory. In classical probability theory, the central limit theorem holds even if random variables are mildly correlated. Therefore, in the context of random matrices, a natural question to ask is whether one can relax the assumption of independence in Wigner's semicircle law and still obtain the semicircle distribution as a limit distribution of the ESDs. Such matrix ensembles with correlated entries have been studied, for example, in the publications [15] , [7] , [6] or [8] . Another interesting way to relax the original assumptions is to study periodic band matrices instead of full matrices. Roughly speaking, periodic band matrices are obtained from regular matrices by symmetrically setting certain off-diagonals to zero, thus losing randomness in the system. The ESDs of random periodic band matrices with independent entries have been studied, for example, in [3] .
In the present paper, we will follow up on the publication [8] : In their 2015 paper, Hochstättler, Kirsch and Warzel defined a new scheme of random matrices they called almost uncorrelated. The entries in these matrices are allowed to exhibit a certain correlation structure. For an almost uncorrelated ensemble, they showed convergence of the empirical spectral distribution to the semicircle law weakly in probability. Naturally, it remained to investigate if convergence also holds almost surely. This paper will provide a positive answer, using the method of moments. Further, we generalize this result to also be valid for periodic band matrices. To be more precise, we study random periodic band matrices whose entries are almost uncorrelated. We show convergence of the ESD in probability and also almost surely, where for the latter result we need a minimum growth rate of the bandwidth of the band matrices. As a special case, we will also obtain almost sure convergence of the ESD of i.i.d. (Wigner type) band matrices to the semicircle law.
To achieve our results, new combinatorial ideas must be developed, and the original definition of almost uncorrelated schemes is slightly altered to be aligned with the new combinatorial arguments. The underlying model introduced in the present paper will be called α-almost uncorrelated to distinguish it from the 2015 ensemble and to place emphasis on the model parameter α.
In 2015, the driving motivating factor for the analysis of almost uncorrelated random matrices were random matrices whose entries are Curie-Weiss distributed. Curie-Weiss distributed random variables are exchangeable, whereas the general definition of almost uncorrelated schemes could also admit non-exchangeable families of random variables. The updated ensemble in this paper will still admit Curie-Weiss distributed matrix entries, but also nonexchangeable variables. In fact, we will present a new example of almost uncorrelated random matrices, which are filled with not necessarily exchangeable correlated Gaussian entries.
This paper is organized as follows: In the second section we will state our main result, Theorem 2.10. This theorem will be formulated in a rather general setting. Therefore, it will be important to draw simple corollaries that exemplify the reach of the theorem. Two preceding subsections of preliminaries will ensure that the theorem can be adequately understood. In the first subsection of preliminaries, we will develop the underlying scheme of random matrices, which we call α-almost uncorrelated. Here, α is a parameter which controls the correlation in our ensemble. A smaller α is associated with large correlations and vice versa. We will also introduce the structure of periodic band matrices. In the second subsection of preliminaries we will give a brief overview of the modes of stochastic weak convergence we will face in this paper. The third section will be devoted to examples of α-almost uncorrelated triangular schemes, namely those with Curie-Weiss distributed and Gaussian entries. We will also elaborate on the connection to the previous almost uncorrelated scheme developed in [8] . Lastly, the fourth section is devoted to the proof of the main theorem.
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Results
To state the main theorem and draw its corollaries, we need to introduce some concepts and notation.
Preliminaries I: Almost Uncorrelated Triangular Schemes and Band Matrices
As usual in random matrix theory, one first defines a sequence of underlying random matrices, and then alters it in such a way (e.g. through rescaling), that a non-trivial limit of the empirical spectral distribution can be proved. To do this, we use the concept of triangular schemes. For n ∈ N, we will denote by n the "square of index pairs" of dimension n, the set {1, . . . , n} × {1, . . . , n}.
Definition 2.1. Let (Ω, A, P) be a probability space, and for all n ∈ N let {a n (p, q) : (p, q) ∈ n } be a family of real-valued random variables. Then we call the sequence (a n ) n∈N a triangular scheme, if it is symmetric, that is, if the following holds: ∀ n ∈ N : ∀ (p, q) ∈ n : a n (q, p) = a n (p, q).
A triangular scheme received its name due to the fact that it is completely determined by fixing the upper right triangle including the main diagonal. To identify entries in a triangular scheme which are different taking the symmetry into account, we make the following definition: Definition 2.2. We will call two pairs of numbers (a, b), (c, d) ∈ N 2 fundamentally equal, if {a, b} = {c, d} and fundamentally different, if they are not fundamentally equal, that is, if {a, b} = {c, d}.
We will now define α-almost uncorrelated triangular schemes. These are the underlying and non-scaled random matrices that we study in this paper. Definition 2.3. Let (a n ) n∈N be a triangular scheme and α > 0. Then we call (a n ) n∈N α-almost uncorrelated, if for all N ∈ N we have (AAU1) Distinct decay and boundedness condition: For all δ 1 , . . . , δ l ∈ N we have
(AAU2) Second moment condition: We have that
and strongly α-almost uncorrelated, if additionally we have for all N ∈ N:
(AAU3) Fourth moment condition: We have that
where the conditions hold for all sequences of fundamentally different pairs (p 1 , q 1 ), . . . , (p l , q l ) in N , where l ∈ N. Here, Φ is a function that assigns to (δ 1 , . . . , δ l ) a (δ 1 + . . .
Especially, all constants of the form C Φ(δ 1 ,...,δ l ) do not depend on n. Further, the sequences of the form (C
n ) n shall be non-negative real sequences that converge to zero. Further requirements about their convergence speed to zero will be made in the statement of the main theorem.
The properties of the entries of an almost uncorrelated triangular scheme are manifold, but let us mention a few of them: At first it is clear that the definition admits i.i.d. standardized random variables. To be more precise, if (a n ) n is a triangular scheme such that ((a n (i, j)) 1≤i≤j≤n ) n∈N is an i.i.d. family with zero expectation, unit variance and existing moments of all order, then ((a n (i, j)) 1≤i≤j≤n ) n∈N is α-almost uncorrelated for an α > 0. But in general, entries need not be independent, and they need not have zero expectation nor a unit variance, but they do so asymptotically. Further, (AAU1) quantifies the correlation decay between the variables. It is required that for each single factor in the product of random variables, we obtain an increase of the decay rate of their expectation of n α . A small value of α will thus lead to slowly decaying correlations whereas a large value will lead to a fast decay of correlations within the random matrices. Additionally, (AAU1) postulates uniformly bounded moments of any order. The second moment condition (AAU2) is to be interpreted as a variance condition on the matrix entries. Lastly, let us turn to condition (AAU3). One way to interpret (AAU3) is that a fourth moment should not hinder the product of squares to converge to 1 in expectation, as postulated in (AAU2). Further, it is clear that (AAU3) is satisfied when we have standardized independent entries, so we require this property to carry over to the correlated case. Indeed, all examples of random matrices treated in this paper will satisfy (AAU3). Further, it should be noted that in many results we obtain, condition (AAU3) is not needed, and this will be pointed out at the appropriate places in this text, by postulating either an α-almost uncorrelated or a strongly α-almost uncorrelated triangular scheme. A sufficient condition which helps to verify (AAU3) in practice is given in Lemma 3.6.
Thus far we constructed the underlying sequence of α-almost uncorrelated triangular schemes. Since we want to derive conclusions about the ESD of periodic band matrices, let us obtain a first intuition about their structure. A 6 × 6 periodic band matrix M with bandwidth 3 has the structure
whereas with bandwidth 5 we obtain the structure
Loosely speaking, the bandwidth is the width of the diagonal in the middle of the matrix. It is also the number of non-trivial entries in each row of the matrix, and the number of non-vanishing diagonals in the upper right triangle of the matrix, including the main diagonal.
We make the observation that the concept of a "bandwidth" makes sense for each odd natural number smaller than n, or for n itself (regardless if n is odd or not), in which case we obtain the full matrix.
This motivates the following Definition 2.4. Let n ∈ N be arbitrary, then a β n ∈ N is called (n-)bandwidth, if β n ∈ {b < n | b odd} ∪ {n}.
Further, given an n × n-band matrix with bandwidth β n , we want to be able to identify index pairs (i, j) which are relevant, i.e., whose matrix entries do not vanish identically due to the band structure.
Definition 2.5. Let n ∈ N and β n be a bandwidth, then an index pair (i, j) ∈ n is called
A simple observation is that if n ∈ N and β n is a bandwidth, then there are exactly n · β n relevant index pairs in n , since there are β n non-trivial entries per row of the matrix.
Given any n × n matrix, we can convert it into a band matrix with a given bandwidth β n by dropping the non-relevant entries: Definition 2.6. Let (a n ) n be a sequence of arbitrary n × n-matrices (for example, a triangular scheme) and β = (β n ) n be a sequence of n-bandwidths, then we define the band matrices a
Definition 2.7. Let (Ω, A, P) be a probability space, (a n ) n∈N a triangular scheme and β = (β n ) n a sequence of n-bandwidths.
1. We say that a sequence of random matrices (X n ) n∈N is based on the triangular scheme (a n ) n∈N , if for all n ∈ N we have:
2. We say that a sequence of random matrices (X n ) n∈N is based on the triangular scheme (a n ) n∈N with bandwidth β, if for all n ∈ N we have:
Please note in the above definition that if β n = n for all n, we obtain for all n that
since we are considering the full matrices. Thus, in case of full bandwidth, we are actually dealing with "un-banded" random matrices. In particular, the first part of Definition 2.7 is encapsulated in the second. Nevertheless, we grant the first part of the definition its own place, since it is the most common way to construct and rescale random matrices.
Preliminaries II: Weak Convergence of Empirical Spectral Distributions
Given a properly scaled sequence of symmetric n × n random matrices (X n ) n , we are now interested in the study of its growing number of real eigenvalues. Clearly, for each n ∈ N, X n has real eigenvalues λ
Xn n . Now, we want to study the behavior of the empirical spectral distribution (ESD)
as n tends to infinity, where for each a ∈ R, δ a denotes the Dirac measure in a. For every n ∈ N, σ n is a random probability measure on the real line with Borel sigma algebra, (R, B).
The measures σ n are random (i.e., stochastic kernels), for they depend on the realizations of the random eigenvalues, which in turn depend on the realizations of the random matrix entries. The following convergence concepts will be of importance for stating the main theorem:
Definition 2.8. Let µ be a (non-random) probability measure on (R, B) and denote by C b (R) the set of bounded continuous functions R → R. Then the empirical spectral measures σ n of random matrices X n are said to converge i) weakly in expectation to µ, if
ii) weakly in probability to µ, if
iii) weakly almost surely to µ, if
where for any measure ν on (R, B) and a ν-integrable function g : (R, B) → (R, B), we define
where when in doubt, x is the variable of integration, for example
Remark 2.9. To shed light on the convergence concepts we just defined, we provide the reader with the following background information (which were rigorously proved in [5] ), assuming the notation as in Definition 2.8:
i) If (σ n ) n converges weakly in expectation to µ, this actually means that the expected measure Eσ n , characterized by (Eσ n )(A) = E(σ n (A)) for all A ∈ A, converges weakly to µ, since it can be shown that for all f ∈ C b (R) : E σ n , f = Eσ n , f .
ii) If (σ n ) n converges weakly in probability to µ, this actually means that if d is any metric on the space of probability measures on (R, B), which metrizes weak convergence, then for any ǫ > 0 we have that P(d(σ n , µ) > ǫ) → 0 as n → ∞. So we are actually dealing with weak convergence in the metric space of probability measures, equipped with a metric that characterized weak convergence. That this is in fact equivalent to ii) is not at all immediately obvious.
iii) That σ n converges to µ weakly almost surely is equivalent to
which follows from the fact that although C b (R) is not separable, one can turn to the subset C 0 (R) of real-valued continuous function R → R with compact support. This separability allows the construction of large sets of measure zero which makes the two statements in question equivalent.
Statement of the Main Theorem 2.10 and its Corollaries
Now that we know what it means for the sequence of empirical spectral distributions (σ n ) n to converge to a probability measure µ in various stochastic ways, we should define the limit we study in this paper. This limit is the so-called semicircle distribution σ, defined by its Lebesgue density f σ with
If (σ n ) n are the ESD of the random matrices (X n ) n and we have that σ n → σ weakly in expectation/ in probability/almost surely, then we say that the semicircle law holds for (X n ) n in expectation/ in probability /almost surely. Now, let us turn to the main theorem of this paper and draw some corollaries. The corollaries will be proved immediately, whereas the lengthy proof of the main theorem will be postponed and carried out in Section 4. Theorem 2.10. Let (a n ) n be an α-almost-uncorrelated triangular scheme, β = (β n ) n be a sequence of n-bandwidths and (X n ) n be the random matrices which are based on (a n ) n with bandwidth β. Then we obtain the following results:
1. If α ≥ 1 2 and β n → ∞, then the semicircle law holds for (X n ) n in probability.
If
is summable over n and all entries of (a n ) n are {−1, 1}-valued, then the semicircle law holds almost surely for (X n ) n .
3. If (a n ) n is even strongly α-almost-uncorrelated with α > 1 2 , and the sequences
n are summable over n, then we obtain the semicircle law almost surely for (X n ) n . 4 . If all random variables ((a n (i, j)) 1≤i≤j≤n ) n∈N are i.i.d. with finite moments, zero expectation and unit variance, and if ( 1 nβn ) n is summable over n, then we obtain the semicircle law almost surely for (X n ) n . 
As becomes obvious in the last remark, the main theorem is a "multidimensional" statement. Therefore, with help of the next corollaries, we look at some important special cases of the theorem, where certain model parameters are fixed.
The first corollary will deal with the full matrix model without erased diagonals.
Proof. This follows from Theorem 2.10: Statement 1 holds since surely, β n → ∞. Statement 2 holds, since
is summable, which follows from
and the sequence is summable which follows from
and the sequence
n is summable since
and p·n βn is bounded. Statement 4 holds since 1 nβn is summable due to
where p·n βn is bounded.
Examples
In this section we will introduce some examples of α-almost uncorrelated triangular schemes. An application of Theorem 2.10 will then allow conclusions regarding the asymptotic behavior of ESDs of the random matrices which are based on these schemes.
Curie-Weiss Ensembles and Relations to Previous Work
The previous work on almost uncorrelated ensembles in [8] (where these ensembles were invented) was motivated by random matrices with Curie-Weiss distributed entries. Let us recall their definition of almost uncorrelated triangular schemes: Definition 3.1. A triangular scheme (a n ) n∈N is called almost uncorrelated, if for all N ∈ N we have: (AU1) Distinct decay and boundedness condition:
(AU2) Second moment condition: How is this definition related to Definition 2.3 on page 4? On the one hand, notice that (AU2) and (AAU2) are the same. On the other hand, clearly, (AAU3) is a new condition, which we had to introduce to derive statement 3 of Theorem 2. 10 . But what about (AU1) and (AAU1)? In (AU1), the decay gain per single factor is set to n 1/2 whereas in (AAU1) this decay gain is n α for some α > 0. Again, this flexibility was introduced to derive statement 3 of Theorem 2.10. The following lemma sheds some light on the relationship between (AU1) and (AAU1), and between almost uncorrelated and α-almost uncorrelated schemes. Lemma 3.2. A triangular scheme (a n ) n satisfies condition (AU1) if and only if it satisfies condition (AAU1) with α = 1 2 . In particular, (a n ) n is almost uncorrelated iff it is 1 2 -almost uncorrelated.
Proof. Due to the discussion preceding this lemma, we only need to show the first statement. We first show "⇒": Pick N ∈ N and an n ≥ N arbitrarily. Then, pick an l ∈ N, δ 1 , . . . , δ l ∈ N arbitrarily. Next, pick fundamentally different pairs (p 1 , q 1 ), . . . , (p l , q l ) ∈ N arbitrarily. Define the two numbers a . . = #{i ∈ {1, . . . , l}|δ i = 1} and
Then we have for all n ≥ N by condition (AU1):
We observe that the numbers a and b only depend on the multiplicities of the values in the tuple (δ 1 , . . . , δ l ), therefore, setting
will be well-defined. Now, we show "⇐": Pick N ∈ N and an n ≥ N arbitrarily. Then, pick l, m ∈ N 0 and pairs (p 1 , q 1 ), . . . , (p l , q l ), (p l+1 , q l+1 ), . . . , (p l+m , q l+m ) ∈ N arbitrarily, so that the pairs (p 1 , q 1 ), . . . , (p l , q l ) are fundamentally different from all other pairs in the sequence
which is well-defined, since it only depends on the numbers l and m and the set S(l, m) surely is finite. Then, by (AAU1) we will have for some C ∈ S(l, m) that
which we needed to show.
The lemma we just proved yields the following corollary:
Corollary 3.3. Let (X n ) n be the sequence of random matrices which is based on an almost uncorrelated triangular scheme (a n ) n with bandwidth β = (β n ) n .
1. If β n → ∞, then the semicircle law holds for (X n ) n in probability.
If
Proof. The corollary follows directly from Lemma 3.2 and Theorem 2.10.
We will now introduce our first example of α-almost uncorrelated triangular arrays, namely those filled with Curie-Weiss distributed random variables. We refer the reader to [10] for an elegant treatment of the properties of the Curie-Weiss distribution.
Definition 3.4. Let n ∈ N be arbitrary and X 1 , . . . , X n be random variables defined on some probability space (Ω, A, P). Let γ > 0 be a real number, then we say that X 1 , . . . , X n are Curie-Weiss(γ,n)-distributed, if for all ξ 1 , . . . , ξ m ∈ {1, −1} we have that
where Z γ,n is a normalization constant. The parameter γ is called inverse temperature.
The Curie-Weiss(γ, n) distribution is used to model the behavior of n ferromagnetic particles (spins) at the inverse temperature γ. At low temperatures, that is, if γ is large, all magnetic spins are likely to have the same alignment, resembling a strong magnetic effect. On the contrary, at high temperatures (if γ is small), spins can act almost independently, resembling a weak magnetic effect.
Theorem 3.5. Let 0 < γ ≤ 1 and let for each n ∈ N the random variablesã n (i, j) 1≤i,j≤n be Curie-Weiß(γ, n 2 )-distributed. Define the triangular scheme (a n ) n by setting
Let (X n ) n be the random matrices which are based on (a n ) n . Let β = (β n ) n be a sequence of n-bandwidths and (Y n ) n be the random matrices which are based on (a n ) n with bandwidth β. Then the following statements hold:
i) The triangular scheme (a n ) n is almost uncorrelated.
ii) The triangular scheme (a n ) n is 1 2 -almost uncorrelated.
iii) The semicircle law holds for (X n ) n almost surely.
iv) If β n → ∞ as n → ∞, then the semicircle law holds for (Y n ) n in probability.
n is summable over n, then the semicircle law holds almost surely for (Y n ) n .
Proof. In [8] it was shown that (a n ) n is almost uncorrelated, where we also refer the reader to the rigorous treatment in [10] for technical details. This shows i), and ii) follows with Lemma 3.2. Statements iii), iv) and v) follow with Corollary 3.3 or Theorem 2.10.
Correlated Gaussian Entries
When random matrices are filled with correlated Gaussian entries, condition (AAU3) is needed to infer almost sure weak convergence of the ESDs. To validate (AAU3) in practice, we formulate the next lemma.
Lemma 3.6. Let (a n ) n∈N be a triangular scheme and suppose that there exists a K ∈ R such that for all l, N ∈ N and fundamentally different pairs
where
n ) n is a sequence converging to zero. Then (AAU3) is also satisfied with constants D
Proof. We calculate
A part of what follows stems from the author's work [5] . However, new ideas had to be incorporated for the proceedings in the present paper. Notationally, we will use
Now for all n ∈ N let Σ n be an arbitrary real symmetric n × n-Matrix where
As an example, for n = 4, we could have Let from now on such a sequence of matrices (Σ n ) n be fixed. It turns out that these matrices have an important property: Definition 3.7. A real n × n matrix A is called strictly diagonally dominant, if the following holds:
Theorem 3.8. Let A be a real n × n-Matrix. If A is symmetric, strictly diagonally dominant and if A possesses only strictly positive diagonal entries, then A is positive definite.
Proof. See [13] .
Corollary 3.9. For all n ∈ N, the matrix Σ n is positive definite.
Proof. This is a direct consequence of the definition of the (Σ n ) n and Theorem 3.8.
Of course, the positive definiteness of the matrices (Σ n ) n∈N also implies their invertibility.
In the following, we would like to define the multi-dimensional normal distribution and list some of its properties, where we followed the exposition in [11] . Definition 3.10. Let n ∈ N and Σ be a positive definite real symmetric n × n-matrix, µ ∈ R n . A random vector X = (X 1 , . . . , X n ) on a probability space (Ω, A, P) with values in R n is called n-dimensional normally distributed with expectation µ and covaricance matrix Σ, if its distribution P (X 1 ,...,Xn) has Lebesgue density f µ,Σ with
where for a (column) vector y ∈ R n we denote by y t the transposed vector (thus a row vector). In this case, we write X ∼ N (µ, Σ).
Theorem 3.11. Let n ∈ N, Σ be a positive definite real symmetric n × n matrix and µ ∈ R n .
Proof. This is part of Theorem 15.53 in [11] , page 327.
Next, we would like to be able to compute the expectation of an arbitrary product of multidimensional normal random variables.
Theorem 3.12. Let n ∈ N and Σ be a positive definite, real symmetric n × n-matrix. For the real-valued random variables Y 1 , . . . , Y n on (Ω, A, P) it is assumed that (Y 1 , . . . , Y n ) ∼ N (0 n , Σ) (where 0 n is the n-dimensional vector containing only zeroes). Then for all k ∈ N and i(1), . . . , i(k) ∈ [n], we have that
where PP(k) denotes the set of all pair partitions on {1, . . . , k}. Especially, we obtain for k odd, that
Proof. This theorem is known as "Wick's theorem" or "Theorem of Isserlis". It can be found in [12] or [9] .
Example 3.13. Let us now define an example of a 1-almost uncorrelated matrix ensemble with summable sequences (C
The triangular scheme will be filled with normal random variables. Due to symmetry, it suffices to specify the right upper triangle of each a n in the triangular scheme (a n ) n∈N now to be defined. For each n ∈ N, there are at most n 2 such entries. We will endow the right upper triangle of each a n with variables from a random vector (Y
, where different entries in the right upper triangle a n will also receive different random variables out of the vector (Y
n 2 ), and we use the matrices (Σ n ) n as fixed right before Definition 3.7. To this end, for each n ∈ N we fix an injection
and set for all (i, j) ∈ n with i ≤ j: a
ϕn(i,j) . We will proceed in this way for all n ∈ N and obtain thus a completely specified triangular scheme (a n ) n∈N . To avoid future technical difficulties, we extend for all n ∈ N the domain of ϕ n on the whole square n , by setting for all (i, j) ∈ n with j < i: ϕ n (i, j) . . = ϕ n (j, i).
Of course, what we have to prove next is that the triangular scheme (a n ) n∈N , which we just constructed in Example 3.13 is really 1-almost uncorrelated as in Definition 2.3 on page 4, so we need to check that the conditions (1), (2) and (3) hold. The next three lemmas will help us in this endeavour.
Lemma 3.14. Let the sequence of matrices (Σ n ) n be as fixed right before Definition 3.7. Let l ∈ N and then δ 1 , . . . , δ l ∈ N, so that
Proof. The last inequality is trivial, so we only need to show the first and the second inequality. Each diagonal entry of the Σ n 2 is 1 and each off-diagonal entry lies in the interval [0, 1/n 2 ]. Let π ∈ PP(δ 1 + . . . + δ l ) be arbitrary, then we have that
is a product of (δ 1 +. . .+δ l )/2 entries of Σ n 2 and thus assumes a value in the intervall [0, 1]. This shows the first inequality. For each block {r, s} ∈ π with i(r) = i(s) we have Σ n 2 i(r), i(s) = 1, and for each block {r, s} ∈ π with i(r) = i(s) we obtain Σ n 2 i(r), i(s) ≤ 1/n 2 . But now, we have at least #{i | δ i odd} 2 blocks {r, s} in π with i(r) = i(s). This is not hard to see. For example, if δ 1 is odd, the numbers {1, . . . , δ 1 } can not be partitioned into pairs. Therefore, there must be an excess number, say 1, that shares a block with a number j larger than δ 1 (leading to i(1) = i(j)). And this can happen as often as we have an odd δ i . Then in the worst case possible, the number of odd δ i 's is even and the excess numbers are partitioned by blocks of π. This yields the bound above. Therefore,
and this bound holds for each π ∈ PP(δ 1 + . . . + δ l ), proving the lemma.
Lemma 3.15. Let the sequence of matrices (Σ n ) n be as fixed right before Definition 3.
Proof. First, let us repeat some observations that we already made in the proof of Lemma 3.14. Each diagonal entry of the matrix Σ n 2 is 1 and each off-diagonal entry lies in the intervall [0, 1/n 2 ]. Now let π ∈ PP(2z) be arbitrary, then we have that
is a product of z entries of Σ n 2 , thus assumes a value in the intervall [0, 1]. For each block {r, s} ∈ π with i(r) = i(s) we have that Σ n 2 i(r), i(s) = 1 and for each block {r, s} ∈ π with
But now consider the pair partition π 0 = {{1, 2}, {3, 4}, . . . , {2z − 1, 2z}} ∈ PP(2z). This is the only pair partition in PP(2z) that pairs the distinct pairs in i(1), . . . , i(2z). In other words: [∀ {r, s} ∈ π 0 : i(r) = i(s)]. Thus {r,s}∈π 0 Σ n 2 i(r), i(s) = 1, which shows the first inequality. For the second inequality we note that for each π ∈ PP(2z) with π = π 0 we find a block {r ′ , s ′ } ∈ π with i(r ′ ) = i(s ′ ), and then we have
There are at most #PP(2z) partitions π ∈ PP(2z) with π = π 0 , which concludes the proof.
Lemma 3.16. Let the sequence of matrices (Σ n ) n be as fixed right before Definition 3.
Proof. First, let us repeat some observations that we already made in the proof of the previous lemma. Each diagonal entry of the matrix Σ n 2 is 1 and each off-diagonal entry lies in the intervall [0, 1/n 2 ]. Now let π ∈ PP(2z) be arbitrary, then we have that
is a product of z entries of Σ n 2 , thus assumes a value in the intervall [0, 1]. For each block {r, s} ∈ π with i(r) = i(s) it holds that Σ n 2 i(r), i(s) = 1 and for each block {r, s} ∈ π with i(r) = i(s) we have that 0 ≤ Σ n i(r), i(s) ≤ 1/n 2 . But now consider the pair partitions
in PP(2z). These are the only pair partitions π in PP(2z) so that each block {r, s} ∈ π satisfies i(r) = i(s). Thus for every j ∈ {1, 2, 3}, we obtain
which shows the first inequality. For the second inequality we note that for each π ∈ PP(2z) with π = π j for all j ∈ {1, 2, 3}, we find a block {r ′ , s ′ } ∈ π with i(r ′ ) = i(s ′ ), and then we have 0 ≤ {r,s}∈π
Surely, there are at most #PP(2z) partitions π ∈ PP(2z) with π = π j for all j ∈ {1, 2, 3}, which concludes the proof.
Now we are ready to prove that the claims in Example 3.13 are true.
Theorem 3.17. The triangular scheme (a n ) n∈N constructed in Example 3.13 is 1-almost uncorrelated, where for all l ∈ N, the sequences C
n are summable over n.
Proof. To prove the first statement, we first want to specify the constants C Φ(δ 1 ,...,δ l ) in (AAU1), which is readily done by setting C Φ(δ 1 ,...,δ l ) . . = #PP(δ 1 + . . . + δ l ). To prove the bound in (AAU1) with these constants, we need only consider the case where δ 1 + . . . + δ l is even, since if δ 1 + . . . + δ l is odd, then the inequality yields 0 ≤ 0 by Theorem 3.12. So let N ∈ N and l ∈ N be arbitrary, then choose arbitrary δ 1 , . . . , δ l ∈ N so that δ 1 + . . . + δ l is even, then choose
Then we obtain for all n ≥ N , that
] meet the conditions of Lemma 3.14. With this Lemma and Theorem 3.12 it now follows:
and thus (AAU1) with C Φ(δ 1 ,...,δ l ) as we just defined. Now let us turn to condition (AAU2), then we must choose appropriate sequences (C
for all n ∈ N. Then these sequences are summable over n. Now let N, l ∈ N be arbitrary and ( 
and thus (AAU2) with C
, as just defined above. Now let us turn to condition (AAU3), then according to Lemma 3.6 we must choose a K ∈ R and appropriate sequences (D (l) n ) n∈N for all l ∈ N. We set K . . = 3 and for all l ∈ N we set D
for all n ∈ N. Now let N, l ∈ N be arbitrary and (p 1 , q 1 ), . . . , (p l , q l ) in N be a sequence of fundamentally different pairs. Then it holds for all n ≥ N , that a n (p i , 
and thus (AAU3) with D
, where we used Lemma 3.6. Note that for all l ∈ N, the sequences C n are summable over n.
Remark 3.18. Example 3.13 features entries which are not necessarily exchangeable. Therefore, the example shows that there are relevant models of non-exchangeable ensembles that fit the model of α-almost uncorrelated random matrices.
Corollary 3.19. Let (a n ) n be the 1-almost uncorrelated triangular scheme filled with Gaussian entries as developed in Example 3.13. Let (X n ) n be the random matrices which are based on (a n ) n . Let β = (β n ) n be a sequence of bandwidths and (Y n ) n be the random matrices which are based on (a n ) n with bandwidth β. Then the following statements hold:
i) The semicircle law holds almost surely for (X n ) n .
ii) If β n → ∞ as n → ∞, the semicircle law holds in probability for (Y n ) n .
iii) If
Proof. We have argued in Theorem 3.17 that (a n ) n is 1-almost uncorrelated with summable sequences C n . Then all statement follow directly from Theorem 2.10.
Proof of Theorem 2.10
This section is devoted to the proof of the main theorem of this paper, Theorem 2.10. To construct a proof, we use the method of moments. For each k ∈ N, the k-th moment of a probability measure µ on the real line is defined as the real number µ, x k in case this is well-defined, i.e., if the integral exists. In case the integrals µ, x k exist for all k ∈ N we call µ a probability measure with existing moments. In many cases, a probability measure µ with existing moments is uniquely determined by its moments. That means, if there is another probability measure ν with ν, x k = ν, x k for all k ∈ N, then µ = ν. There are certain conditions on the sequence of moments ( µ, x k ) k∈N that entail µ to be uniquely determined by its moments, for example, if the moment sequence satisfies the Carleman-condition (see [4, p. 122 
It is immediately clear that all probability measures with compact support feature moderately growing moments. In particular, this is true for the semicircle distribution.
Setting the Stage for the Method of Moments
The method of moments is a means of deriving weak convergence of probability measures by the convergence of all of their moments.
Theorem 4.1. Let (µ n ) n and µ be probability measures on (R, B) with existing moments, where µ is uniquely determined by its moments. If
then µ n converges weakly to µ as n → ∞.
Proof. See part A.1 of the appendix.
In our case, since we want to show the convergence of the empirical spectral distributions σ n of X n to the semicircle law, we use the following theorem: Theorem 4.2. Let (σ n ) n be the empirical spectral distributions of random matrices (X n ) n , whose entries have moments of all orders. Denote by σ the semicircle distribution. Then i) σ n converges to σ weakly in expectation, if
ii) σ n converges to σ weakly in probability, if
iii) σ n converges to σ weakly almost surely, if
Proof. See part A.2 of the appendix. That the expressions E σ n , x k in i) are well-defined follows from σ n , x k = 1 n tr(X k n ) (as argued below), since all entries of (X n ) n have moments of all orders. Corollary 4.3. Let (σ n ) n be the empirical spectral distributions of random matrices (X n ) n , whose entries have moments of all orders. Denote by σ the semicircle distribution. Then i) σ n converges to σ weakly in expectation, if
ii) σ n converges to σ weakly in probability, if i) holds and
iii) σ n converges to σ weakly almost surely, if i) holds and
Proof. See part A.3 of the appendix. However, we note at this point that all expectations and variances in the statement of the corollary are well-defined, which follows from σ n , x k = 1 n tr(X k n ) (as argued below), considering that all entries of the random matrices (X n ) n have moments of all orders.
Since all random variables in α-almost uncorrelated triangular schemes have moments of all orders, Theorem 4.2 and its Corollary 4.3 are applicable to the ensembles in this paper. But how could these statements possibly help us in our endeavor to prove the semicircle law? The answer to this question is easy: All quantities that are used in the theorem and its corollary are known, or at least can be traced back to the level of the entries of the random matrices.
First of all, it is well-known that the moments of the semicircle distribution are basically given by the Catalan numbers (C n ) n∈N 0 where for each n ∈ N 0 we have C n = 1 n+1 2n n . To be more precise, we have
Second, let us turn to the moments of the empirical spectral distributions. Let β = (β n ) n be a sequence of n-bandwidths, (a n ) n be a triangular scheme and (X n ) n the random matrices which are based on (a n ) n with bandwidth β, then we have for the k-th moment of σ n that
which we obtain by the following calculation:
To conclude, in order to derive weak convergence in probability and almost surely, what we need to show now is:
1. The random moments converge in expectation, that is, for each k ∈ N we have
2. The variance of the random moments decays to zero, that is, for every k ∈ N we have
Then (6) will yield weak convergence in expectation, and if in addition we show (7), we will have weak convergence in probability. If further, the convergence in (7) is summably fast, then we obtain weak convergence almost surely.
Development of Combinatorics for the Method of Moments
As we observe above in (5), the random moment is actually a rather elaborate sum of random variables, which means it is crucial to sort the summands in a way that makes the sum amenable for analysis. For this sorting (which amounts to subdividing indices into certain equivalence classes) we need the language of graph theory and some combinatorics, which we will introduce next. The following "definition" will incorporate all the graph theoretical notions we will need for this paper, where we followed the expositions as in [16] and [19] , as we did in our previous work [5] . ii) E is a finite set, whose elements are called edges.
is a function, which is called incidence function. Given arbitrary elements e ∈ E and u, v ∈ V , such that φ(e) = {u, v}, then it is the underlying view that the edge e connects the vertices u and v. In this situation, if u = v, then e is called loop. If u = v, then e is called proper edge. Two nodes u, v ∈ V are called adjacent, if they are connected by an edge, that is, if there is an e ∈ E such that φ(e) = {u, v}. A vertex v ∈ V and an edge e ∈ E are called incident, if v ∈ φ(e), that is, if e is connected to v. Two different edges e = f ∈ E are called parallel if they connect the same nodes, so if φ(e) = φ(f ). If there are edges e 1 , . . . , e k ∈ E which are all parallel to one another, but not parallel to every other edge in E, then we call each of the e i a k-fold edge. For k = 2 we use the term double edge. If an edge e does not have a parallel edge, e is called a single edge. An edge is called even, if it is a k-fold edge with k even, and odd, if it is a k-fold edge with k odd. A path is a finite sequence of the form
for a k ∈ N, vertices v 1 , . . . , v k+1 ∈ V and edges e 1 , . . . , e k ∈ E, so that each two neighboring vertices are connected by the edge in between, so φ(e i ) = {v i , v i+1 } for all i = 1, . . . , k. If we also have v 1 = v k+1 , then we call the path a circuit. A Eulerian circuit in a graph G = (V, E, φ) is a circuit which traverses each edge in E exactly once. A graph in which a Eulerian circuit can be constructed is called Eulerian graph.
To utilize the method of moments to show the semicircle law, we have to show (6) and (7). To do this, we will analyze the sum in (5). We will use the language of graph theory to aid us. Recalling (5), we write for an arbitrary k ∈ N:
where [n] . . = {1, . . . , n} and for t ∈ [n] k with t = (t 1 , . . . , t k ):
Now in equation (8), we observe that many summands vanish due to the band structure of the matrix.
To account for this, we make the following Definition 4.5. Let β = (β n ) n be a sequence of n-bandwidths. Then for fixed n and k in N we call a tuple t ∈ [n] k β n -relevant, if each pair (t i , t i+1 ) for i = 1, . . . , k (where k + 1 ≡ 1) is β n -relevant (cf. Definition 2.5). We further define
Therefore, we obtain
In the following, we want to sort the sum in (9) by classifying its index set. Generally, for a given t ∈ [n] k , t = (t 1 , . . . , t k ), we define the graph G t = (V t , E t , φ) with vertices V t = {t 1 , . . . , t k } and (abstract) edges E t = {e 1 , . . . , e k }, where φ(e i ) = {t i , t i+1 } for all i = 1, . . . , k and with the convention that we have k + 1 ≡ 1. Then, through t 1 , e 1 , t 2 , e 2 , . . . t k−1 , e k−1 , t k , e k , t 1
we obtain a Eulerian circuit which passes through the graph G t . We notice that each t ∈ [n] k spans its own graph G t and also constitutes a Eulerian circuit through that graph. Therefore, we do not just perceive t as a tuple, but also as a graph and a Eulerian circuit. When we say that t has 7 vertices and 2 different l-fold edges, or that t traverses only double edges, then those are statements concerning the graph G t and the circuit through G t which was induced by t. For a t ∈ [n] k we will define its profile κ(t) as the k-vector
where for every l ∈ {1, . . . , k} we define κ l (t) . . = #{different l-fold edges in t} = #{φ(e) | e ∈ E t is an l-fold edge}.
To make this concept clear, the tuple t = (1, 1, 2, 3, 2, 6, 7, 6, 2, 6, 2) has only one single edge {1}, (a loop in this case) three different double edges, {1, 2}, {2, 3} and {6, 7}, and one 4-fold edge, {2, 6}. Therefore, κ(t) = (1, 3, 0, 1, 0, 0, 0, 0, 0, 0, 0).
For each t ∈ [n] k we immediately observe the equality
Now there are certain inequalities concerning the profile of a t ∈ [n] k β which we will heavily draw upon. Denote by ℓ(t) the number of different loops in t. To clarify, for the tuple t = (1, 1, 2, 2, 3, 3, 3, 3) we will have ℓ(t) = 3. To clarify even more, we note that we have ℓ(t) = #{φ(e i ) | e i a loop in E t }.
The following lemma will provide upper bounds for the number of vertices of a tuple t ∈ [n] k depending on the tuple's profile. Lemma 4.6. Let n, k ∈ N and t ∈ [n] k be arbitrary, then
ii) If t contains at least one odd edge, then
Remark 4.7. Oftentimes we only need a weaker version of statement i) of the above lemma, which is that
Proof of Lemma 4.6. i) Let t ∈ [n] k , then we travel the circuit t 1 , e 1 , t 2 , e 2 , . . . , t k , e k , t 1 from left to right and observe how many different nodes we can discover. When traversing the path, only proper edges may discover a new vertex, whereas loops will never discover a new vertex. Further, if we pass a k-fold edge, only the first instance of that edge may discover a new vertex. We will subdivide the number of different loops ℓ(t) into ℓ 1 (t), . . . , ℓ k (t) where, for m ∈ {1, . . . , k} the quantity ℓ m (t) denotes the number of different m-fold loops in t. We have
When we start our tour along the circle t at the initial vertex t 1 , we first observe this very vertex. Then, as we travel along the circle, for each m ∈ {1, . . . , k} we will pass m · κ m (t) m-fold edges out of which only the first instance of proper m-fold edges can discover a new node, and there are κ m (t) − ℓ m (t) of these first instances. Considering the initial node, we truly arrive at
which yields the desired inequality. ii) Now we have a t ∈ [n] k which contains at least one odd edge. Again, we will travel the circuit t 1 , e 1 , t 2 , e 2 , . . . , t k , e k , t 1 (11) and count the number of nodes discovered as we did in the proof of i). Since we travel a circuit, the starting node of our round trip can be chosen arbitrarily. This, together with another subtle observation will give us a direct and elementary proof of the inequality we are seeking now.
Since t contains at least one odd edge, this odd edge is either a single edge or an m-fold edge with m ≥ 3 odd. Case 1: t contains a single edge. Let e m denote the single edge in (11) , then traverse the circuit starting at the vertex t m+1 . We observe t m+1 . Then, since the single edge e m will not discover a new vertex, there are only κ 1 (t) − 1 single edges left that can discover a new vertex. Further, for m ∈ {2, . . . , k}, we will pass m · κ m (t) m-fold edges out of which only the first instance can discover a new node, and there are κ m (t) of these first instances. Considering the initial node, we have seen at most 1 + κ 1 (t) − 1 + . . . + κ k (t) different vertices on our tour, which proves the inequality for the first case. Case 2: t contains an m-fold edge with m ≥ 3 odd. Recalling the circuit t 1 , e 1 , t 2 , e 2 , . . . , t k , e k , t 1 let e i 1 , . . . , e im , i 1 < . . . < i m , be the m-fold edges in question.
If t traverses each of these m edges into the same direction, that is, t i 1 = . . . = t im and t i 1 +1 = . . . = t im+1 , then start the tour at the vertex t i 1 +1 and observe that now, none of the edges e i 1 , . . . , e im can discover a new node (since if our m-fold edge is a loop, this is clear, and if it is not a loop, t i 2 must be discovered by an edge different from our m-fold edge). So the odd m-fold edge in question cannot discover a new node, but the κ m (t) − 1 first instances of other m-fold edges still can. So can the κ 1 (t) single edges and for l ∈ {2, . . . , m − 1, m + 1, . . . , k} the κ l (t) first instances of l-fold edges. Considering the initial node, we have seen at most 1 + κ 1 (t) + . . . + κ m (t) − 1 + . . . + κ k (t) different vertices along our round trip. Now comes the subtle observation: If t does not traverse each of these m edges in the same direction, then, since m is odd and we are on a circuit, there still must be an index l ∈ {1, . . . , m}, such that e i l and e i l+1 are traversed in the same direction, where i m+1 cycicly becomes i 1 . Then, start the tour at the vertex t i l +1 and we have again (with the same reasoning as before, i.e. t i l+1 = t i l must be discovered by a different edge if our m-fold edge is not a loop, and if our m-fold edge is a loop, it is clear that it cannot discover a new node) that none of the edges e i 1 , . . . , e im will discover a new node, so again, considering the initial node we see at most
So, what we have learned so far is an upper bound on the vertices of a t ∈ [n] k , depending on its profile κ(t).
The next lemma will answer the question of how many β n -relevant tuples in t ∈ [n] k β with a maximum number of nodes we can obtain: Lemma 4.8. Let β = (β n ) n be a sequence of n-bandwidths. If k, n ∈ N are arbitrary and l ∈ {1, . . . , k}, then
Proof. How many possibilities do we have to construct a t ∈ {t ′ ∈ [n] k β | #V t ′ ≤ l}? Surely, t contains at most l different vertices. Thus, we first determine the color structure of the k-tuple t, that is, we determine which places in the tuple should have equal or different vertex numbers (colors). To do this, we fix a map f : {1, . . . , k} −→ {1, . . . , l}.
We have at most l k ≤ k k possibilities to fix this map f . Now, we pick a value for the first node t 1 and have n possibilities. Then, if f (2) = f (1), we have no choice for the node t 2 , since then t 2 = t 1 . But if f (2) = f (1), we are left with at most β n choices for t 2 , since the tuple should be β n -relevant. We proceed this way through the whole tuple t. Whenever we reach a t l with f (l) = f (j) for some j < l, then we have no choice to make for t l . Otherwise we have at most β n choices. And this happens at most l − 1 times after freely picking the initial node t 1 . Therefore, we are left with at most
possibilities, which concludes the lemma.
Let us now develop some more combinatorics which will be used in later proofs. Fix a sequence β = (β n ) n of n-bandwidths. Now, we call two tuples s, t How many equivalence classes do we have in [n] k β , and given a t ∈ [n] k β , how many elements does the equivalence class T (t) have? Lemma 4.9. Let n, k ∈ N be fixed.
If s contains at least one odd edge, we have
Proof. i) There are as many different equivalence classes as there are different profiles (κ 1 , . . . , κ k ) of relevant tuples. Now surely, in a profile (κ 1 , . . . , κ k ), each entry cannot be larger than k, so there are at most k k profiles which can be assumed by tuples.
ii)a) Let us pick an s ∈ [n] k β . How many possibilities do we have to construct an t ∈ T (s)? Surely, each t ∈ T (s) has the same profile as t, thus has at most min(1 + κ 1 (t) + . . . + κ k (t), k) many different vertices by Lemma 4.6 (note that it need not have the same number of loops, so we cannot obtain a generally better upper bound). Thus, Lemma 4.8 yields
which is the desired inequality. ii)b) We repeat the argument as in ii)a): Let us pick an s ∈ [n] k β with at least one odd edge. How many possibilities do we have to construct an t ∈ T (s)? Surely, each t ∈ T (s) has the same profile as s, thus has at most
many different vertices by Lemma 4.6. Therefore, Lemma 4.8 yields
Later on in the proofs, we will also need to deal with maximum numbers of equivalent pairs of tuples. Let us develop their combinatorics at this place.
We will introduce some mildly new notation. For s, s ′ ∈ [n] k β we define
and partition this set into
We further partition the set T c (s, s ′ ) into the subsets of equivalent tuples that have exactly l edges in common. So for each l ∈ {1, . . . , k} we define
, t and t ′ have exactly l edges in common}.
We are now interested in bounds for #T d (s, s ′ ), #T c (s, s ′ ) and #T c l (s, s ′ ). The first quantity can be trivially bounded by
since the number of possibilities to pick equivalent tuples edge disjunct is bounded by the number of unrestricted possibilities. On the other hand, the latter two quantities will require some further attention. First, we realize that if the k-tuples t and t ′ in [n] k have a common edge, the superposition of their graphs will form another Eulerian graph, since vertex degrees remain even (see [17, p. 51] ). Therefore, we can find a Eulerian circuit u ∈ [n] 2k that travels first through all the edges of t (not necessarily in the same order as t travels its edges) and then through all the edges of t ′ (again, not necessarily in the same order as t ′ travels its edges). The next lemma will make our statement precise. Note that by a cyclic permutation of a tuple we mean, for example, (1, 2, 3, 4) (4, 1, 2, 3).
Lemma 4.10. Let t and t ′ in [n] k have a common edge, then there is a u ∈ [n] 2k such that i) (u 1 , . . . , u k ) is a cyclic permutation of (t 1 , . . . , t k ) and (u k+1 , . . . , u 2k ) is a cyclic permutation of (t ′ 1 , . . . , t ′ k ).
ii) ((u 1 , u 2 ) , . . . , (u k , u k+1 )) is a cyclic permutation of ((t 1 , t 2 ) , . . . , (t k , t 1 )) and
Especially, the Eulerian circuit u spans the graph obtained through superposition of the graphs of t and t ′ , and it travels first through all the edges of t and then through all the edges of t ′ .
Proof. So let t and t ′ be as in the statement of the lemma, then they surely have a common node. Therefore, there exist cyclic permutations oft of t andt ′ of t ′ such thatt
Then the first statement of the lemma is clear, and for the second we write
and this is a cyclic permutation of ((t 1 , t 2 ) , . . . , (t k , t 1 )), sincet is a cyclic permutation of t. Analogously, we write
and this is a cyclic permutation of ((t ′ 1 , t ′ 2 ), . . . , (t ′ k , t ′ 1 )), sincet ′ is a cyclic permutation of t ′ .
Next, we formulate a lemma which is in the spirit of Lemma 4.9, just for overlapping edges.
Lemma 4.11. Let β = (β n ) n be a sequence of n-bandwidths and n, k ∈ N be fixed. Let s, s ′ ∈ [n] k β . Then the following statements hold:
1. If s and s ′ have only even edges, we have for each (t,
2. Let one of the tuples s or s ′ contain at least one odd edge and let l ∈ {1, . . . , k}. Then it holds for each (t, t ′ ) ∈ T c (s, s ′ ) so that t and t ′ have at least l common edges, that
Proof. To prove the first statement, we need to show that for each (t, t ′ ) ∈ T c (s, s ′ ) we have that -taken together -t and t ′ can have at most k different nodes. To argue this, we have by Lemma 4.6 that t spans at most k 2 + 1 nodes, and in this case t consists of only double edges, all of them proper. In particular, since having a proper edge with t in common, t ′ can span at most k 2 + 1 − 2 additional nodes, leading to a total of at most
nodes. Now on the other hand, if initially, we assume t to contain less than k 2 + 1 nodes, thus at most k 2 nodes, t might have loops, especially t ′ could have a loop in common with t, thus contributing up to k 2 + 1 − 1 additional nodes, again leading to a total number of different nodes of at most
To prove the second statement, we need to dive a little deeper. To start, we assume w.l.o.g. that s contains an odd edge. Now, since t and t ′ have at least one edge in common, we will find a u ∈ [n] 2k as in Lemma 4.10. Surely, we have that #(V t ∪ V t ′ ) = #V u . Thus, we will travel through the Eulerian circuit
, u 1 and observe how many nodes we can discover. By travelling the first k edges of u, we actually travelled the edges of t (by Lemma 4.10) and can thus discover at most
many nodes by Lemma 4.6. Now, while traveling the last k edges of u, how many additional nodes can we discover? By Lemma 4.10, we will travel all the edges of t ′ . Then at most all the single edges and first instances of m-fold edges with m ≥ 2 may discover a new node, but only if that edge has not been travelled before during the crossing of the first k edges. Since we have at least l common edges, while crossing the last k edges we can see at most
new nodes. Thus, in total we can observe at most
nodes while traveling the circuit u. 
. c) If s or s ′ contains at least one odd edge, we have for all l ∈ {1, . . . , k}, that
Proof. a) Let us pick s and s ′ in [n] k β with only even edges. How many possibilities do we have to construct a tuple pair (t, t ′ ) ∈ T c (s, s ′ )? By Lemma 4.10, t and t ′ are cyclic permutations of the first and second half of a tuple u ∈ [n] 2k , which serves as a Eulerian circuit through the superposition of the graphs of t and t ′ . Further, by Lemma 4.11, u has at most k different nodes. Therefore, the number of possible (t, t ′ ) ∈ T c (s, s ′ ) is surely bounded by the number of all u ∈ [n] k with at most k different nodes multiplied by the number of possibilities to cyclicly permutate the first and second half of those tuples. Since the latter admits at most k 2 choices, we obtain by Lemma 4.8:
n . b) We can imitate the proof of part a) almost word by word: Let us pick s and s ′ in [n] k β , so that at least one of the two tuples contains an odd edge. How many possibilities do we have to construct a tuple pair (t, t ′ ) ∈ T c (s, s ′ )? By Lemma 4.10, t and t ′ are cyclic permutations of the first and second half of a tuple u ∈ [n] 2k , which serves as a Eulerian circuit through the superposition of the graphs of t and t ′ . Further, since we have at least one odd edge, we obtain by Lemma 4.11 that u has at most j κ j (s) + j κ j (s ′ ) − 1 many different nodes. Therefore, the number of possible (t, t ′ ) ∈ T c (s, s ′ ) is surely bounded by the number of all u ∈ [n] 2k with at most j κ j (s) + j κ j (s ′ ) − 1 different nodes multiplied by the number of possibilities to cyclicly permutate the first and second half of those tuples. Since the latter admits at most k 2 choices, we obtain by Lemma 4.8:
c) We proceed as in the previous parts of this proof: Let us pick s and s ′ in [n] k β , so that at least one of the two tuples contains an odd edge. How many possibilities do we have to construct a tuple pair (t, t ′ ) ∈ T c l (s, s ′ )? By Lemma 4.10, t and t ′ are cyclic permutations of the first and second half of a tuple u ∈ [n] 2k which serves as a Eulerian circuit through the superposition of the graphs of t and t ′ . Further, by Lemma 4.11, u has at most j κ j (s) + j κ j (s ′ ) − l different nodes. Therefore, the number of possible (t, t ′ ) ∈ T c l (s, s ′ ) is surely bounded by the number of all u ∈ [n] 2k with at most j κ j (s) + j κ j (s ′ ) − l different nodes multiplied by the number of possibilities to cyclicly permutate the first and second half of those tuples. Since the latter admits at most k 2 choices, we obtain by Lemma 4.8:
The last lemma concludes our combinatorial endeavours.
Convergence of Expected Moments
So now, let us show (6) on page 22, convergence in expectation. Theorem 4.13. Let (X n ) n be a sequence of random matrices which is based on an α-almost uncorrelated triangular array (a n ) n with α ≥ 
Proof. It is well-known that if k is even, then the k-th moment of the semicircle distribution σ is given by the Catalan number C k
2
. The odd moments of σ vanish.
Step 1: Let k ∈ N be even. We need to show that
Case 1: At first we consider an s ∈ [n] k β which consists of only double edges. This means it has the profile (0, k/2, 0, . . . , 0). We partition the set T (s) into the sets
Let us see how many possibilities we have to construct a t ∈ T k 2 +1 (s). First, we pick an appropriate coloring f : {1, . . . , k} −→ {1, . . . , k/2 + 1} in standard form. This means f (1) = 1 and for l > 1 we have that if f (l) = f (j) for all j < l, then f (l) = max{f (j) : j < l} + 1. Intuitively, a standard coloring always uses the lowest color number possible. Now the possible standard colorings for k-tuples with only proper double edges and k/2 + 1 different vertices are in bijective correspondence to Dyck paths of length k, and there are exactly C k 2 of them. For example, the tuple (8, 5, 6, 9, 6, 2, 6, 5) has the standard coloring scheme (1, 2, 3, 4, 3, 5, 3, 2) , which is associated with the difference sequence of the Dyck path (1, 1, 1, −1, 1, −1, −1, −1) . For a formal proof of this we refer the reader to [2, p. 15]: There, we note that given a coloring f as above, we obtain the associated Wigner word representative (f (1), f (2), . . . , f (k), f (1)) (and vice versa) as in the proof of their Lemma 2.1.6. Now, given such a standard coloring f , to construct a β n -relevant tuple in [n] k matching this coloring we have at least
possibilities (for all n large enough), but at most
Further, we have
which follows from Lemma 4.8.
In addition, it holds in conjunction with the second moment property of our almost uncorrelated scheme, that for all t ∈ T (s) we have
where C (k/2) n converges to 0 as n → ∞. Therefore, we obtain
and since with above inequality we have
Case 2: Let s ∈ [n] k have only even edges, but at least one m-fold edge with m ≥ 4 even. Then it holds by Lemma 4.9, that
The exponent is maximized when s has one 4-fold edge and just double edges otherwise, and then we obtain the exponent
Therefore, we surely have
Further, due to the boundedness property we have for each t ∈ T (s) that (note that κ(t) = κ(s))
β , so that s contains an odd edge. Since k is even, s must contain a second odd edge. Further, it holds by Lemma 4.9, that
Due to the distinct decay property, we have for all t ∈ T (s), that
The last exponent is maximized, for example, when the two odd edges of s are simple and all other edges of s are simple as well, yielding the bound
Conclusion of
Step 1: We observe that for even k, the sum over all tuples in only one equivalence class does not vanish at infinity, namely the class of tuples which contains only double edges. This sum converges to the desired quantity C k 2 . All sums over each of the finitely many other classes (Lemma 4.9 i)) converge to zero, thus proving the theorem for k even.
Step 2: Let k ∈ N be odd. Then we know that for each s ∈ [n] k β we must have at least one edge which is odd. Also, due to the distinct convergence property of our ensemble, we have for every t ∈ T (s) (thus
Therefore, we obtain with Lemma 4.9, that
, the last exponent is maximal if s consists of only one single edge and double edges otherwise, giving an exponent of (1 − α)
Conclusion of Step 2:
We have shown that for odd k, the sum over all the tuples in any equivalence class converges to zero. Since we only have finitely many equivalence classes (Lemma 4.9 i)), the entire sum converges to zero for odd k, completing the theorem.
Remark 4.14. In Step 2 of the last proof it becomes apparant that α ≥ 1 2 is a necessity for our proof to work for all bandwidths. Suppose α < 1 2 . Then the last exponent in question is maximal iff s consists of single edges only and becomes (1 − α) · k − 1. To ensure convergence to zero, we must have
But this must hold for all odd k ∈ N, which cannot be true if α < 
Decay of Variance of Moments
Now, let us show (7), a decay of the variance, which is somewhat more involved.
Theorem 4.15. Let (X n ) n be a sequence of random matrices which is based on an α-almost uncorrelated triangular array (a n ) n with α ≥ 1 2 and bandwidth β = (β n ) n . Then we obtain the following results:
ii) If all random variables of (a n ) n are {+1, −1}-valued and 1 β 3 n is summable over n, then we have for all k ∈ N that
iii) If (a n ) n is even strongly α-almost uncorrelated with α > 1 2 , and the sequences
n are summable over n for all l ∈ N, then we have for all k ∈ N that
iv) If all random variables ((a n (i, j)) 1≤i≤j≤n ) n∈N are i.i.d. with finite moments, zero expectation and unit variance, and if 1 nβn is summable over n, we have that
The proof is rather long and will be subdivided into several steps, each containing several cases and sometimes even subcases. However, an overview over the case distinctions to be made is given. Before we begin with the proof of Theorem 4.15, let us formulate a lemma which will facilitate the use of condition (AAU3).
Lemma 4.16. Let (a n ) n be a strongly α-almost uncorrelated triangular scheme. Then for all l, N ∈ N, l odd, and fundamentally different pairs P 1 , . . . , P l in N we have
where we set l Proof. We calculate E a n (P 1 ) 4 a n (P 2 ) 2 · · · a n (P l ) 2 − E a n (P 1 ) 4 a n (P 2 ) 2 · · · a n (P l 1 ) 2 · E a n (P l 2 ) 2 · · · a n (P l )
2
= |E a n (P 1 ) 4 (a n (P 2 ) 2 · · · a n (P l ) 2 − 1) + E a n (P 1 )
4
− E a n (P 1 ) 4 (a n (P 2 ) 2 · · · a n (P l 1 )
Proof of Theorem 4.15. To begin with, we note that
Therefore, we need to show that
and determine when this convergence is summably fast.
To show (13), we will subdivide the sum into finitely many subsums, and determine the convergence for each of these subsums.
We remind the reader of the following notation: For s, s ′ ∈ [n] k β we have
and a partitioning of this set into
, t and t ′ have a common edge}.
In the following, we analyze the convergence in (13) by partitioning the sum into subsums over different (subsets of) equivalence classes of tuple pairs (s, s ′ ). For example, we might consider the subsum 1
where we suppose the tuple pair (s, s ′ ) to belong to a specific equivalence class of tuple pairs, that is, we assume the profile of s and s ′ to have certain properties. Since there are only finitely many equivalence classes of tuples pairs (this number is bounded by k k · k k by Lemma 4.9), this line of argumentation is valid. For a better overview, we provide an outline of the case-by-case analysis we will carry out: 1.
Step: The tuples in the tuple pairs have disjunct edge sets. Step: The tuples in the tuple pairs have non-disjunct edge sets.
1. Case: s and s ′ have only even edges. 2. Case: s or s ′ contains at least one odd edge. In each case, we will determine which conditions are needed for regular convergence (i.e. convergence per se) and summable convergence, and we will summarize our findings at the beginning of each case. After the case distinctions we will argue for the statements i) through iv) of Theorem 4.15. 1.
Step: Disjunct edge sets We show 1
with regular or summable convergence depending on the conditions we impose.
1. Case: Both s and s ′ have only even edges.
We achieve regular convergence if the sequences (C (l) n ) n converge to zero and a summable convergence if the sequences (C (l) n ) n are summable.] So this is the subcase in which both s and s ′ consist only of double edges. Then we have due to the second moment property for all t ∈ T (s) and t ′ ∈ T (s ′ ) with disjoint edge sets, that
) n that converges to 0. Further, by Lemma 4.9, we have at most
pairs of tuples t ∈ T (s) and t ′ ∈ T (s ′ ) with disjoint edge sets Therefore, [Outcome: We achieve regular convergence if β n → ∞, and summable convergence if
n are summable for all l.] We first argue for regular convergence speed without condition (AAU3): For all t ∈ T (s) and t ′ ∈ T (s ′ ) with disjoint edge sets we have that |Ea
bounded by some real number B, which follows from the boundedness property (AAU1). To make this more precise, we have
We assume w.l.o.g. that κ l (s) ≥ 1 with l ∈ {4, 6, 8, . . .}, then by Lemma 4.9 we obtain
where the bound follows from the fact that the exponent in the term before is maximized when κ l (s) = 1 and the rest of the edges of s are double edges, thus giving the exponent
To choose the other tuple t ′ ∈ T (s ′ ) edge-disjoint from t, we have at most k k · nβ k 2 n possibilities, since this is the unrestricted upper bound. Therefore, in total, we are considering at most
tuple pairs in this subcase, in formulas
Therefore, we calculate
βn is not summable. Now we will obtain faster decays: First note that in above calculation, if l ∈ {6, 8, . . .}, we achieve an exponent of β n of k 2 − 2 and thus summable convergence to zero if 1 β 2 n is summable. Now if l = 4 and we are faced with only double edges otherwise, then we must resort to (AAU3) and Lemma 4.16, since then there are natural numbers z 1 and z 2 and constants C 1 and C 2 such that
where the convergence is summable fast if
n are summable for all l. This completes the 1. Case of the 1.
Step, in which s and s ′ had only even edges. 2. Case: s has at least one odd edge and s ′ has only even edges, or vice versa. Throughout this case, we assume that s has at least one odd edge and s ′ has only even edges. Then, actually, s has at least two odd edges, since the total number of edges is even. 1. Subcase: s has an m-fold edge, m ≥ 3.
[Outcome: We achieve regular convergence if β n → ∞ and summable convergence if 
Now, we determine an upper bound for #T d (s, s ′ ). Clearly, the number of possibilities to choose t ∈ T (s) and t ′ ∈ T (s ′ ) edge-disjoint is bounded by the number of unrestricted possibilites, where by Lemma 4.9 we have at most
possibilities for a t and at most
possibilities for a t ′ , yielding the bound 
To this end, we first assume that κ 1 (s) = 0. Then the exponent
is maximal if m = 3, κ m (s) = 2 and κ 2 (s) = k−6 2 = k 2 − 3 (note that since k is even, we need to have at least two odd edges) and then assumes the value
Therefore, we obtain regular convergence if β n → ∞ and a summable convergence if
Now, we assume that κ 1 (s) > 0. Then the exponent in the numerator can surely be bounded in the following way, in which we assume we have κ 1 (s) single edges, one m-fold edge, and that all remaining edges (besides the single edges and the m-fold edge) can be allocated to double edges (if this cannot be done, i.e. k − mκ m (s) − κ 1 (s) is not even, then our bound gets even better, i.e. tighter, since then we have to allocate the remaining edges to edges of higher multiplicity, of which there can be fewer): [Outcome: We achieve regular convergence if β n → ∞ and a summably fast convergence if
First, considering that s ′ has only even edges, we have by Lemma 4.9, that
We need to justify the last inequality: Since s ′ has only even edges and an m-fold edge with m ≥ 3, it actually has an m-fold edge with m ≥ 4. Then the exponent is maximized if s ′ has just one such m-fold edge, thus κ m (s) = 1, and all other edges are double, thus κ 2 (s) = k−m 2 . This yields an exponent of at most
since m ≥ 4. Now the number of possibilities to choose a t ∈ T (s) edge-disjunct from a chosen t ′ ∈ T (s ′ ) is bounded by the number of unrestricted possibilities. There are at most k k nβ κ 1 (s)+κ 2 (s)−1 n such possibilities by Lemma 4.9, yielding
Fortunately, in this subcase we can bound more generously than in the previous subcase: For each (t, t ′ ) ∈ T d (s, s ′ ) we now have due to the distinct decay property:
We thus arrive at
if β n → ∞ and where the convergence is summably fast if
is summable over n. Note that the last inequality follows due to the fact that s has at least 2 single edges and the exponent is maximized when all other edges of s are also single edges, yielding an exponent of In this subcase, s has an even number of single edges, but at least 2 of them, and the remaining edges are double edges, whereas s ′ contains only double edges.
By above standard argumentation and Lemma 4.9, we have 
, we arrive at
and therefore surely .
By the triangle inequality and the bounds above we obtain 1 n Of course, we have to argue the last statement, for which we will distinguish three subcases, but we will not make these subcases formal. First, we assume that κ 1 (s) = 0 = κ 1 (s ′ ). Then the exponent of β n is maximized if both s and s ′ have only one triple edge and just double edges otherwise (if this is possible, i.e., k is odd. If k is even, we will get an even tighter bound, since we will have more edges of higher multiplicity). Then the exponent of β n is bounded by
showing the above statement. Second, we assume that κ 1 (s) ≥ 1 but κ 1 (s ′ ) = 0 (or vice versa). In this case the term 2.
Step Next, with help of the boundedness property, we can construct a constant B ≥ 0 independent of n, such that Thus, it suffices to show that each of the k summands converges to zero if β n → ∞, and that this convergence is summably fast as long as 1 nβn is summable. To this end, pick an l ∈ {1, . . . , k} and a (t, t ′ ) ∈ T c l (s, s ′ ). How can we bound |Ea ·(κ 1 (s)+κ 1 (s ′ )) n . Now to treat |Ea β n (t)a β n (t)|, note that with Lemma 4.10, we find a Eulerian circuit u ∈ [n] 2k which passes through the graph obtained through superposition of the graphs of t and t ′ . But how many single edges does u have, i.e., what can we say about κ 1 (u)? If t and t ′ were edgedisjunct, we would have κ 1 (u) = κ 1 (t) + κ 1 (t ′ ). But now, for each common edge of t and t ′ , the number of single edges can be reduced by at most 2 after superposition of the graphs, which happens if the common edge is a single edge in both t and t ′ . Therefore, we obtain κ 1 (u) ≥ max(κ 1 (t) + κ 1 (t ′ ) − 2l, 0) = max(κ 1 (s) + κ 1 (s ′ ) − 2l, 0) i) As can be seen from the outcome of each of the cases, the condition that β n → ∞ suffices for regular convergence of the variance to zero.
ii) Assuming {+1, −1}-valued entries, we observe that the term in (13) vanishes for each subsum in our case distinction except in "Step 1, Case 3" and "Step 2, Case 2" (since if t, say, consists of only even edges, we have a n (t) = 1). In those cases we need for a summable convergence that iii) Without extra assumptions on the entries of (a n ) n , all of the above subcases are relevant. Therefore, for a summable convergence of the variance we need α > n ) n for all l ∈ N to be summable over n. Especially, we used condition (AAU3). iv) Assuming i.i.d. entries in (a n ) n with existing moments, zero expectation and unit variance, we see that the term in (13) vanishes for each subsum in our case distinction except for "
Step 2, Case 1" and "Step 2, Case 2", since if the edge sets of tuples t and t ′ are disjunct, we obtain Ea β n (t)a β n (t ′ ) = Ea β n (t)Ea β n (t ′ ). For those two subcases just mentioned, we achieve a summable convergence to zero if ( 1 nβn ) n is summable over n.
We have now basically proved Theorem 2.10:
Proof of Theorem 2.10. This is a direct consequence of Corollary 4.3, Theorem 4.13 and Theorem 4.15.
Closing Words
The paper at hand answers some open questions in random matrix theory through the main theorem, Theorem 2.10, and its corollaries. It settles almost sure weak convergence of the ESD of random matrices with almost uncorrelated entries, of band matrices with i.i.d. entries and of mixtures of these variants, in particular, of band matrices with dependent entries.
On the other hand, the formulation of Theorem 2.10 also naturally raises new questions: Can it be improved? Are the conditions tight or can they be significantly relaxed while obtaining the same results? These questions give room for further investigations.
ii) Let f ∈ C b (R) be arbitrary, then we have to show that σ n , f → σ, f in probability.
We will show that any subsequence has an almost surely convergent subsequence: Let I ⊆ N be an arbitrary subsequence, then since By part iii), we have σ n → σ weakly almost surely over n ∈ J, especially σ n , f → σ, f almost surely over n ∈ J. Since I ⊆ N was arbitrary and we just found an almost surely convergent subsequence, we have σ n , f → σ, f over n ∈ N in probability.
A.3. Proof of Corollary 4.3
This follows by standard arguments using Theorem 4.2, Markov's inequality and the Lemma of Borel-Cantelli. We will show the following: If (Y n ) n is a sequence of real-valued random variables with existing variances and let M ∈ R so that EY n → M as n → ∞, then the following statements hold:
i) If VY n → 0, we have Y n → M in probability.
ii) If VY n → 0 summably fast, we have Y n → M almost surely.
To show i), we calculate for an arbitrary ǫ > 0:
To show ii), we calculate P(|Y n − EY n | ≥ ǫ) ≤ VY n ǫ 2 → 0 summably fast, which yields Y n − EY n → 0 almost surely by Borel-Cantelli, which implies Y n → M almost surely. This proves the corollary modulo Theorem 4.2.
