Abstract. We consider initial value/boundary value problems for fractional diffusion-wave equation:
Introduction
Let Ω be a bounded domain in R d with sufficiently smooth boundary ∂Ω. We consider a partial differential equation with the fractional derivative in time t: ∂ α t u(x, t) = (Lu)(x, t) + F (x, t), x ∈ Ω, t ∈ (0, T ), 0 < α ≤ 2.
(1.1)
Here ∂ α t denotes the Caputo fractional derivative with respect to t and is defined by cases, we restrict the order α to the two cases 0 < α < 1 and 1 < α < 2.
We will solve equation (1.1) satisfying the following initial-boundary value conditions:
u(x, t) = 0, x ∈ ∂Ω, t ∈ (0, T ), (1.2) u(x, 0) = a(x), x ∈ Ω, (1 been introduced in physics by Nigmatullin [34] to describe diffusions in media with fractal geometry. Adams and Gelhar [1] pointed out that field data show anomalous diffusion in a highly heterogeneous aquifer. Hatano and Hatano [15] applied the continuous-time random walk for better simulations for the anomalous diffusion in an underground environmental problem. One can regard (1.1) as a macroscopic model derived from the continuous-time random walk. Metzler and Klafter [30] demonstrated that a fractional diffusion equation describes a non-Markovian diffusion process with a memory. Roman and Alemany [41] investigated continuous-time random walks on fractals and showed that the average probability density of random walks on fractals obeys a diffusion equation with a fractional time derivative asymptotically. Ginoa, Cerbelli and Roman [13] presented a fractional diffusion equation describing relaxation phenomena in complex viscoelastic materials. Mainardi [27] pointed out that the fractional wave equation governs the propagation of mechanical diffusive waves in viscoelastic media.
Here we refer to several works on the mathematical treatments for equation
(1.1). Kochubei [19] , [20] applied the semigroup theory in Banach spaces, and Eidelman and Kochubei [9] constructed the fundamental solution in R d and proved the maximum principle for the Cauchy problem. Schneider and Wyss [46] used the Mellin transform and Fox H-functions for an integrodifferential equation which is equivalent to the fractional diffusion equation (1.1). However, these mathematical treatments are made in unbounded domain. Mainardi [26] , [28] solved a fractional diffusion-wave equation using the Laplace transform in a one-dimensional bounded domain. See also Mainardi [25] . Gejji and Jafari [11] solved a nonhomogeneous fractional diffusin-wave equation in a one-dimensional bounded domain. Fujita [10] discussed an integrodifferential equation which interpolates the heat equation and the wave equation in an unbounded domain.
Agarwal [3] solved a fractional diffusion equation using a finite sine transform technique and presented numerical results in a one-dimensional bounded domain. As for an inverse problem of determining a coefficient and the order α in the case where the spatial dimension is one, see Cheng, Nakagawa, Yamamoto and Yamazaki [6] .
As source books related with fractional derivatives, see Samko, Kilbas and Marichev [44] which is an encyclopedic treatment of the fractional calculus and also Gorenflo and Mainardi [14] , Kilbas, Srivastava and Trujillo [18] , Mainardi [29] , Miller and Ross [31] , Oldham and Spanier [35] , Podlubny [37] .
In spite of the importance, to the authors' best knowledge, there are not many works published concerning the unique existence of the solution to (1.1) - (1.4) and the properties which are remarkably different from the standard diffusion and wave equations. In Prüss [40] (especially in Chapter I.3), one can refer to the methods for (1.1). In particular, Theorem 2.4 (pp.62) in [40] gives the regularity of solution for Hölder continuous F in t and see also Theorem 3.3 (pp.77-78) in [40] . Also see [7] .
In Luchko [22] , the maximum principle for an initial value/ boundary value problem is established. In Luchko [23] and [24] , the author constructed solutions by the eigenfunction expansion in the case of F = 0 and 0 < α ≤ 1 and discussed the unique existence of the generalized solution to (1.1)-(1.3).
For discussions on inverse problems and qualitative properties of solutions to (1.1) -(1.4), representation formulae of solutions by the eigenfunctions, are very convenient, and we need the regularity property of solutions given by the eigenfunctions. See [6] for example as a paper where the eigenfunction expansions of solurtions to (1.1) -(1.3) are used for the study of an inverse problem. To the authors' best knowledge, except for [23] and [24] , there are no works published concerning the regularity properties of the eigenfunction expansions of the solutions and the regularity should correspond to the results in Chapter 3 of Lions and Magenes [21] and Pazy [36] for example. The first purpose of this paper is to prove the well-posedness and the regularity of the solution given by the eigenfunction expansions. Second we establish several uniqueness results for related inverse problems.
The remainder of this paper is composed of three sections. In Section 2, we state the main results on the eigenfunction expansions of solutions to (1.1) - (1.4) and properties such as a priori estimates, asymptotic behaviour, which mean the well-posedness of (1.1) -(1.4). In Section 3, we prove them by means of the eigenfunction expansion, and in Section 4, we apply the results in Section 2 to inverse problems.
2. Well-posedness of the initial value/ boudary value problems
-space with the scalar product (·, ·), and H (Ω), H m 0 (Ω) denote Sobolev spaces (e.g., Adams [2] , Gilbarg and Trudinger [12] ). In what follow, let L be given by
where
Moreover, we assume that the operator L is uniformly elliptic on Ω and that its coefficients are smooth: there exists a constant ν > 0 such that
and the coefficients satisfy
We define an operator L in L (Ω) by
Then the fractional power (−L) γ is defined for γ ∈ R (e.g., [36] ) and D((−L)
Since −L is a symmetric uniformly elliptic operator, the spectrum of -L is entirely composed of eigenvalues and counting according to the multiplicities, we
(Ω) we denote the orthonormal eigenfunction corresponding to −λ n :
(Ω). Then we see that
is a Banach space with the norm:
, by −γ < f, ψ > γ , we denote the value which is obtained by
) is a Banach space with the norm:
We further note that
(e.g., Chapter V in Brezis [4] ).
Henceforth C j denote positive constants which are independent of F in (1.1), a, b in (1.3) and (1.4), but may depend on α and the coefficients of the operator L. The numbering in C j can be independent in the succeeding different sections.
Moreover we define the Mittag-Leffler function by
where α > 0 and β ∈ R are arbitrary constants. It is known (e.g., Kilbas, Srivastava and Trujillo [18] , Podlubny [37] ) that E α,β (z) is an entire function of
Definition 2.1.
We call u a weak solution to (
with some γ > 0. Moreover we call u a weak solution to (1.
with some γ > 0. Here γ > 0 may depend on a, b.
We are ready to state our main theorems on the unique existence of solution to (1.1) -(1.4). 
1)
and we have
(Ω × (0, T )) and there exists a constant C 2 > 0 satisfying the following inequality:
and we have (2.2) in the corresponding space on the right-hand side of (2.3).
and the following inequality holds:
and we have (2.2) in the corresponding space on the right-hand side of (2.4).
Moreover there exists a constant
and we have (2.6) in the corresponding space on the right-hand side of (2.5).
(ii) Let 1 < α < 2 and let
Then there exists a unique weak solution
In particular,
Moreover there exists a constant C 4 > 0 such that
, and the series (2.6) holds in the corresponding space.
Remark. We do not exploit the maximum regularity of u for
(Ω)). As for other maximum regularity, see Theorem 2.4 and Corollary 2.5. 
(2.8)
Then we have
in the corresponding spaces in (i) and (ii).
In Theorem 2.2, if F is smoother, then the regularity of ∂
(Ω)), we can state the same maximal regularity for the solution to (1.1) -(1.4) for any α ∈ (0, 2).
we have
(2) We have
given by (2.6), we have
(Ω) and F = 0. Then for the unique weak
(2.14)
Moreover there exists a constant C 12 > 0 such that
Moreover, for some C 15 > 0, we have
The eigenfunction expansions (2.2), (2.6) and (2.11) of the solutions to (1.1)
-(1.4) can be derived by the Fourier method. That is, we multiply both sides of (1.1) by ϕ n (x) and integrate the equation with respect to x. Using the Green formula and ϕ n | ∂Ω = 0, we obtain
and u n (0) = (a, ϕ n ) in the case 0 < α < 1,
where u n (t) = (u(·, t), ϕ n ) and F n (t) = (F (·, t), ϕ n ). The formulae of solutions to the initial value problem for (2.19) are given in [14] , [18] , [37] for example, and we can formally obtain the expansions.
Comparison of our results with standard results for the case of α = 1, 2.
(1) In the case of 0 < α < 1, we have no smoothing property like the classical diffusion equation (i.e., α = 1). For F = 0, there is the smoothing property in space with order 2 which means that u(·, t) ∈ H
2
(Ω) for any
(Ω), while (2.15) means that the regularity in time immediately becomes stronger in t, and is of infinity order (i.e., u
is the best possible and the solution can not be smoother than H (Ω) at
(Ω).
(2) In Theorem 2.3 (i), estimate (2.7) generalizes the result in the case of α = 2 which is proved e.g., in [21] . (5) Corollary 2.5 gives a well-known result for α = 2 (e.g., [21] First we show two lemmata.
Lemma 3.1. Let 0 < α < 2 and β ∈ R be arbitrary. We suppose that µ is such that πα/2 < µ < min{π, πα}. Then there exists a constant
The proof can be found on p.35 in Podlubny [37] . 
is an entire function of z, the function E α,β (x) is real analytic and the series We proceed to the proof of the theorems and the corollaries stated in Section 2.
Proof of Theorem 2.1 (i). We will show that (2.2) certainly gives the weak solution to (1.1) -(1.3). We first have
Moreover by Lemma 3.1, we have
(Ω) uniformly in t ∈ [δ, T ] with any given δ > 0, we see that
(Ω)) and estimate (2.1).
We have to prove
In fact,
The Lebesgue theorem yields (3.6).
Next we prove the uniqueness of the weak solution to (1.1) -(1.3) within the class given in Definition 2.1. Under the conditions a = 0 and F = 0, we have to prove that system (1.1) -(1.3) has only a trivial solution. Since ϕ n (x) is the eigenfunctions to the following eigenvalue problem:
in terms of the regularity of u, taking the duality pairing −γ < ·, · > γ of (1 .1) with ϕ n and setting u n (t) = −γ < u(·, t), ϕ n > γ , we obtain
(Ω) for almost all t ∈ (0, T ) and Finally we prove the analyticity of u(·, t) in the sector S α ≡ z ∈ C; z = 0, |arg z| < α 2 π .
It follows that
is an entire function (e.g., section 1.8 in [18] , [37] ). Therefore
(Ω)) = 0, so that also u is analytic in S α . Thus the proof of Theorem 2.1 (i) is completed.
Proof of Theorem 2.1 (ii). By (3.1), we have
(Ω × (0, T )) and the proof of Theorem 2.1 (ii) is completed.
By (1.1) we have
Similarly to the proof of Theorem 2.1 (i), we can prove (2.4), and the proof of Theorem 2.1 (iii) is completed.
Proof of Theorem 2.2 (i). First we show
Lemma 3.3. For 0 < α < 1, we have
As for the proof, see Miller and Samko [32] , Schneider [47] , and also see Pollard [38] .
By Lemmata 3.2 and 3.3, we have
In [14] , pp.140-141 in [18] , p.140 in [37] , by means of the Laplace transform, we can see that
By (3.7), (3.8) and Young inequality for the convolution, we have
.
, which implies (2.5).
Finally we have to prove
In fact, by (3.7) we have 
Proof of Theorem 2.2 (ii). First by
Thus the proof of Theorem 2.2 (ii) is completed.
Proof of Theorem 2.3 (i). The uniqueness of weak solution is verified similarly
to Theorems 2.1 and 2.2. As for the initial condition, we first consider
where we used Lemma 3.1. Therefore similarly to Theorem 2.1, we can see that lim t→0 S 1 (t) = 0. Since
we see that
).
Since lim t→0
(λ n t α ) 1 α 1+λ n t α = 0, by (3.10), the Lebesgue theorem yields lim t→0 S 2 (t) = 0, that is, lim t→0 u(·, t) − a L 2 (Ω) = 0. Next we have
By the Lebesgue theorem, we see that lim t→0 ∂ t u(·, t) − b D((−L)
= 0 and
By Lemma 3.1, we have
By Lemma 3.2, we have
(e.g., [14] , [18] ), we have
and similarly we can prove
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The analyticity of u(·, t) is proved similarly to Theorem 2.1. Thus the proof of Theorem 2.3 (i) is completed.
Proof of Theorem 2.3 (ii). By Lemmma 3.1, we have
Similarly to (3.11) and (3.12), we can argue to complete the proof.
Proof of Theorem 2.4. It is sufficient to prove the theorem in the case of 0 < α < 1, because the case of α = 1 is similar to Section 3 of Chapter 4 in [36] for example. We first prove
(Ω)) and
Proof of Lemma 3.4. We take 0 ≤ t < t + h ≤ T . Then
We estimate each of the three terms separately.
For 0 < t − τ < t − τ + h ≤ T , by Lemma 3.1 we have
At first equality, we used formula (1.83) on p.22 in [37] :
We set
. Then by the Cauchy-Schwarz inequality, we have
On the other hand, by 0 < θ < 1, we have 
By Lemma 3.2, we have
, and
Thus the proof of Lemma 3.4 is completed. Now we complete the proof of Theorem 2.4 (i). By (3.8) and Lemma 3.2, we have
and by Lemma 3.1 we obtain
In order to estimate I 5 , by Lemmata 3.1 and 3.2, we have
(3.14)
Then for δ ≤ t ≤ T , we have
Here we use also log(1 + η) ≤ η for η > 0.
Finally we will estimate v 1 (x, t). By Lemmata 3.1 and 3.2, we have
Thus the proof of (i) is completed. The proof of Theorem 2.4 (ii) follows from (3.13) and Lemma 3.4.
Finally we will complete the proof of Theorem 2.4 (iii). From (3.13) and Lemma
3.4, it is sufficient to prove that
, by (3.14) we have
Thus the proof of (iii) is completed.
Proof of Corollary 2.5. We first have
On the other hand, by 1 < α ≤ 2, we see from Lemma 3.1 and (3.9) that
Therefore, in terms of the Cauchy-Schwarz inequality, we obtain
Therefore estimate (2.13) is seen, and the proof of Corollary 2.5 is completed.
Proof of Corollary 2.6. By Lemma 3.1, we have
By Lemma 3.2, we have
Proof of Corollary 2.7. By Lemma 3.2, for m ≥ 2, we have
Henceforth, in terms of Lemma 3.1, we can argue to complete the proof.
Applications of the eigenfunction expansion
We apply the eigenfunction expansion of the solution only in the case of 0 < α < 1. The arguments in the case of 1 < α < 2 are similar. Let L be the same ellitpic operator defined in Section 2. 
The backward problem of the classical diffusion equation (e.g., α = 1) is severely ill-posed (e.g., Isakov [17] ), and any estimate of Lipschitz type by Sobolev norm is impossible.
Proof. By (2.2), we have
Hence we note that u(·, T ) ∈ H
2
(Ω) if and only if
Hence Lemma 3.3 yields
On the other hand, by Theorem 1.4 (pp. [33] [34] in [37] , we see that
so that by
Hence by (4.2) we obtain
By (4.4) we can set
In terms of (4.4), we obtain
Setting a = 
(e.g., [36] ). This theorem corresponds to Corollary 2.3 in George Schmidt and Weck [45] and see Nakagiri [33] for similar arguments for other inverse problems. For α = 1, we have the uniqueness holds without (1.2), which is the unique continuation (e.g., [17] ). However for α = 1, we do not know whether the uniqueness holds without (1.2).
) and the Sobolev embedding theorem, we have
Then, by Lemma 3.1,
We set σ(−L) = {µ k } k∈N and by {ϕ kj } 1≤j≤m k we denote an orthonormal basis of Ker (µ k + L). We note that we consider σ(−L) as set, not as sequence with multiplicities. Therefore we can rewrite (4.6) by
By (4.5) and Lemma 3.3, we have
Hence the Lebesgue convergence theorem yields that
We take the Laplace transform to have
In fact, we can take the Laplace transforms termwise in the power series defining 
)dt is analytic with respect to z in Re z > 0. Therefore the analytic continuation yields (4.9) for Re z > 0.
Hence (4.8) and (4.9) yield
By (4.5), we can analytically continue both sides of (4.10) in η, so that (4.10)
We can take a suitable disk which includes −µ and
Integrating (4.10) in a disk, we have
Since (L + µ )u = 0 in Ω, and u = 0 in ω, the unique continuation (e.g., Isakov [17] ) implies u = 0 in Ω for each ∈ N. Since {ϕ j } 1≤j≤m is linearly independent
in Ω, we see that (a, ϕ j ) = 0 for 1 ≤ j ≤ m , ∈ N. Therefore u = 0 in Ω×(0, T ).
Thus the proof of Theorem 4.2 is completed.
4.3.
Decay rate at t = ∞. We state a different version of Corollary 2.6. In fact, the following theorem asserts that the solution can not decay faster than 
Proof. By (4.5), the series
converges uniformly for x ∈ Ω and δ ≤ t ≤ T with any δ, T > 0. Hence, by Theorem 1.4 (pp. 33-34) in [37] , for any p ∈ N, we have
We note that Γ(1 − α) = 0 by 1 − α > 0. Setting m = 1 in (4.11) and p = 1, multiplying t α and letting t → ∞, we have
By 0 < α < 1, there exists { j } j∈N ⊂ N such that lim j→∞ j = ∞ and α j ∈ N.
where m 1 , n 1 ∈ N have no common divisors except for 1. There exist infinitely many ∈ N possessing no common divisors with m 1 , and α ∈ Q\N. Then
Therefore, setting p = 2, 3, ...and repeating the above argument, we obtain
By (4.5) and 0 < µ 1 < µ 2 < ...., we have
Letting i → ∞ and Similarly we obtain we discuss
Inverse source problem. Let f be given and x 0 ∈ Ω be given. Determine p(t), 0 < t < T , by u(x 0 , t), 0 < t < T .
In this inverse problem, given a spatial distribution of a source, we are required to determine a time varying factor p(t). As for this kind of inverse problem for parabolic equation, see e.g., Cannon and Esteva [5] , Saitoh, Tuan and Yamamoto [42] , [43] for example. Here we prove a stability estimate in one simple case: Then there exists constants C 10 , C 11 > 0 such that
In the theorem, the condition f (x 0 ) = 0 yields the both-sided Lipschitz stability, and f (x 0 ) = 0 means that the observation point is in the inside of the source, and the choice as observation point is not realistic because in practical inverse source problems, it is assumed that one can not have access to the source and has to determine by data away from the source. In the case of f (x 0 ) = 0, the stability estimate is expected to be worse (e.g., [5] , [42] , [43] for the parabolic case) and for the fractional diffusion equation, we can discuss the case of f (x 0 ) = 0, but here we discuss only the case f (x 0 ) = 0.
Proof. By p ∈ C[0, T ] and f ∈ D((−L)
β ), we apply Theorem 2.2 to obtain
(Ω)) and and the Sobolev embedding theorem, we have
Hence, by [8] , we see that λ n ≥ C 13 n 
