We study the stabilizability of a linear controllable system using state derivative feedback control. As a special feature the stabilized system may be fragile, in the sense that arbitrarily small modelling and implementation errors may destroy the asymptotic stability. First, we discuss the pole placement problem and illustrate the fragility of stability with examples of a different nature. We also define a notion of stability, called p-stability, which explicitly takes into account the effect of small modelling and implementation errors. Next, we investigate the effect on the fragility of including a low-pass filter in the control loop. Finally, we completely characterize the stabilizability and p-stabilizability of linear controllable systems using state derivative feedback. In the stabilizability characterization the odd number limitation, well known in the context of the stabilization of unstable periodic orbits using Pyragas type time-delayed feedback, plays a crucial role. We study the stabilizability of a linear controllable system using state derivative feedback control. As a special feature the stabilized system may be fragile, in the sense that arbitrarily small modelling and implementation errors may destroy the asymptotic stability. First, we discuss the pole placement problem and illustrate the fragility of stability with examples of a different nature. We also define a notion of stability, called p-stability, which explicitly takes into account the effect of small modelling and implementation errors. Next, we investigate the effect on the fragility of including a low-pass filter in the control loop. Finally, we completely characterize the stabilizability and p-stabilizability of linear controllable systems using state derivative feedback. In the stabilizability characterization the odd number limitation, well known in the context of the stabilization of unstable periodic orbits using Pyragas type time-delayed feedback, plays a crucial role.
Introduction
We analyze the stabilizability and stabilization of the linear or linearized systeṁ x(t) = Ax(t) + Bu(t),
where x(t) ∈ R n is the system state vector and u(t) ∈ R m is the system input at time t, using state derivative feedback,
In this stabilizability study we explicitly take into account the effects of arbitrarily small modelling, approximation and implementation errors, which may for instance be caused by feedback latency, unmodelled sensor and actuator dynamics and approximations of the derivatives.
From a practical point of view, the motivation for using state derivative feedback (2) instead of conventional state feedback, u(t) = K s x(t), comes from applications where accelerometers are used for measuring the system's motion. Typical applications are in vibration control of mechanical systems where the state variables are positions and velocities, while the accelerations, which are the sensed variables, are directly used for feedback, see [2, 3, 1] . In some applications, including vibration suppression, the fact that the control law (2) keeps the steady state solutions of the uncontrolled system invariant might be considered as a positive feature.
From a theoretical point of view the stabilizability study of the system (1) with the control law (2) is a challenging problem if robustness aspects are taken into account. As will be addressed later in the text, the synthesis of the derivative feedback can be accomplished using modified pole placement methods under a controllability assumption. However, the achieved closed-loop dynamics may be fragile in the sense that the stability of the controlled system may lack robustness against arbitrarily small modelling and implementation errors. In other words, although the nominal system is asymptotically stable, some stability margins may be equal to zero. The main goals of the paper consist of studying this fragility problem and making a complete characterization of the stabilizability of (1) with (2) in the presence of any type of small modelling and implementation errors.
Other problems where a fragility of stability has been observed can be found in the literature. More specifically, a lack of robustness of stability against small feedback delays or against small delay changes has been observed for boundary controlled (hyperbolic) partial differential equations, see e.g. [5, 6, 8, 11, 17, 21] , for feedback controlled descriptor systems [10] and for neutral functional differential equations [12, 13] . In [22] a model for gradient play dynamics is discussed where the discretization of a derivative may induce instability. In [14, 16] it was shown that the discretization of distributed delays in control laws, arising in the context of finite spectrum assignment of time-delay systems, may destabilize the system, even if the discretization stepsize is arbitrarily small.
The structure of the paper is as follows: in Section 2 the pole placement problem for the system (1) using the control law (2) is first discussed. Next, a unified framework for studying the effect of small modelling and implementation errors is presented and a practical notion of stability is introduced. In Section 3 two examples of a different nature are presented which illustrate that closed-loop stability may not be robust against small modelling and implementation errors. The observations on the instability mechanisms lead us to Section 4, where we investigate to what extent the inclusion of a low-pass filter may solve the robustness problems. Finally, in Sections 5-6 a full characterization of the stabilizability of (1) using (2) is given, with and without taking into account the effect of small modelling and implementation errors. It will be shown that in the former case an important role is played by a condition that boils down to the so-called odd number limitation, well known in the context of the stabilization of unstable periodic solutions using Pyragas type time-delayed controllers [20] and in the context of delay difference feedback [9] . Some concluding remarks end the paper.
The following notation and definitions will be adopted:
is the set of complex numbers (with strictly positive and strictly negative real parts), and j = √ −1. For λ ∈ C, λ, (λ) and (λ) define the complex conjugate, the real part and the imaginary part of λ. For Ω ⊂ C, ∂Ω denotes the boundary of Ω and clos(Ω) its closure. R (R + , R − ) denotes the set of real numbers (larger than or equal to zero, smaller than or equal to zero). N is the set of natural numbers and is assumed to include zero. Z the set of integers. For an operator or matrix A, σ(A) and ρ(A) denote its spectrum and spectral radius respectively. Throughout the paper we make the following assumption. 
Prerequisites

Pole placement using state derivative feedback
Note that the closed loop system (1,2) may be rewritten as
Thus, the closed loop system is well-posed if BK d has no eigenvalue equal to one. The characteristic function of the closed loop system is then given by
We first give some preliminary results considering the stability of the closed loop system. (A, B) is controllable, then all characteristic roots of the closed-loop system can be assigned at arbitrarily positions in C \ {0} using the control law (2) if and only if det(A) = 0.
The following result from [1] establishes relations with pole assignment using state feedback. Proposition 2.3. Assume that det(A) = 0. With the control law (2), the closed-loop system has the same characteristic roots as with the state feedback
if
Given the fact that algorithms for designing the controller (5) are widely available, this is an important result. However, algorithms have also been developed for a direct design of the state derivative feedback gain K d . A general pole placement technique for state derivative feedback was proposed in [1] for single-input delay free systems and in [2] for multiple-input systems. The same authors proposed an LQR technique for computing state derivative feedback in [3] . The application of acceleration feedback to vibration suppression problems has been discussed at length in [19] and [7] .
Remark 2.4. If det(−A) < 0, i.e., if the system (1) has an odd number of characteristic roots in C + , stabilization implies that an odd number of unstable roots need to be shifted to the left half plane, while a root cannot cross the imaginary axis at zero. This may sound counter intuitive but is always possible: if K d is increased from zero to the stabilizing value then some characteristic roots move to the right-half plane via infinity, where for the critical value of K d the system is not well-posed. As an example of this one can consider the systeṁ
for which clearly the open loop system has an odd number of characteristic roots in C + . Further, the closed-loop characteristic root λ satisfies
It is straightforwardly seen that the closed loop system is stable for
Framework for robustness analysis
As we shall illustrate in the next section, the use of state derivative feedback may introduce some fragility, in the sense that arbitrarily small modelling and implementation errors, e.g., arbitrarily small delays in the feedback loop, may change the system's behavior significantly and may even render an asymptotically stable nominal system unstable. To create a unifying framework to study this fragility problem, we assume that the modelling and implementation errors are such that the characteristic function of the actual system is given by:
where p ∈ (R + ) np denotes some parameters and the functions
satisfy the following assumption.
Assumption 2.5.
1. The functions p →Ã(p) and p →B(p) are continuous;
3. for every p ∈ (R + ) np and i = 1, 2, the functions G i (·; p) are meromorphic; for every λ ∈ C, the functions G i (λ; ·) are continuous; 4. G i (λ; 0) = I, for all λ ∈ C and i = 1, 2; 5. for every compact set Ω ⊂ C, we have
6. there exist constants M, N, P > 0 such that for all λ ∈ C with (λ) ≥ −N and for all p ∈ (R + ) np with p ≤ P ,
In Figure 1 a block diagram is drawn of the controlled system in the presence of modelling and implementation errors. For p = 0, the function (6) reduces to H 0 in (4). It is clear thatÃ(p) andB(p) model uncertainty on A and B. To motivate the inclusion of G 1 and G 2 in the control loop we present some examples of a different nature, which all satisfy Assumption 2.5. • Feedback delays. The case where
corresponds to the case where one assumes a time-delay τ u k in the k-th component of the input u and a time-delay τ x l in the measurement of the l-th component ofẋ,
• Numerical computation of derivatives. If, for example,
with
, λp = 0, 1, λp = 0, then we get
Thus, this corresponds to the situation whereẋ(t) in the control law (2) is not measured directly, but computed on-line from the measurements of x(t) using the finite-difference formulȧ
• Unmodelled dynamics. G 1 and G 2 may, for instance, model neglected actuator and sensor dynamics.
From a fragility point of view we are interested in the relationship between the stability properties for p = 0 and for small p = 0. For this, we first introduce the following practical notion of closed-loop stability. Definition 2.6. The closed-loop system formed by the feedback interconnection of the system (1) with output x and a controller with transfer function −C(λ) is p-stable if its null solution is asymptotically stable, and for every set of functions (7) satisfying Assumption 2.5, there is a constantp > 0 such that the zeros of
In this way, requiring that (1), stabilized with (2), be robust against small modelling and implementation errors can be rephrased as requiring the p-stability of (1)- (2).
To conclude this section, we note that, for an arbitrary set of functions (7) that satisfy Assumption 2.5, the requirement that the roots of H 0 in (4) are in C − , along with Assumption 2.5, is in general not sufficient to guarantee that the zeros of H in (6) are in C − for sufficiently small p. However, an (approximate) matching of n zeros always takes place as follows from the following result.
There exist a numberp > 0 and n continuous functionŝ
Proof. Let B ⊂ C be an open disk which contains all zeros of H 0 . The function H(λ; p) uniformly converges on compact subsets of C to H 0 (λ) as p → 0. This implies the existence of a numberp such that
By Rouché's Theorem one concludes that H(λ; p) and H 0 (λ) both have n zeros in B if p ∈ [0,p) np . The existence of the functionsλ i , 1 ≤ i ≤ n, follows from the combination of this result with the continuity of the individual zeros of H w.r.t. p. The assertion (11) can be shown in a similar way, by letting B be a disk with arbitrarily small radius centered at a zero of H 0 , and taking the same steps.
In what follows, we focus on the behavior of the other zeros which may be introduced by the implementation or approximation.
Sensitivity of stability to arbitrarily small modelling and implementation errors
With two case studies we first show that even if all zeros of (4) are in C − , then (6) may have zeros in C + for arbitrarily small values of p. The first case study, inspired by [22] , concerns a numerical approximation of the derivatives in the control law, the second concerns the effect of a neglected time-delay. In both cases the eigenvalue distribution of BK d determines the position of the characteristic roots introduced by the approximation.
Approximation of derivatives
With the approximation (10) of the derivatives in the control law (2), or, equivalently, with the transfer functions (9), the characteristic function of the closed-loop system becomes:
We then have the following result.
Proposition 3.1. If BK d has at least one eigenvalue which does not belong to clos(S), where
then there exist numbersp > 0, c > 0 and a functionλ : (0,p) → C, p →λ(p), such that
If all eigenvalues of BK d belong to the set S, then there exist numbersp > 0 and c > 0 such that for all 0 < p ≤p, the function I 1 (λ; p) has exactly n zeros in the half plane
and let
It is clear that
where λ i , i = 1, . . . , m, are the eigenvalues of BK d . In what follows we distinguish the following two cases. Case 1: ∃k ∈ {1, . . . , n} : λ k ∈ clos(S). Following from expression (13) and Lemma A.1, G has a zero in C + . By the uniform convergence of G(·; p) toG on compact sets as p → 0 and Rouché's Theorem, there exist constants c 1 > 0 andp 1 > 0 such that for all p ∈ (0,p 1 ), G(·; p) has a zero in the right half plane {λ ∈ C : (λ) > c 1 }. Hence by (15) , I 1 (·; p) has a zero in the half plane {λ ∈ C : λ > c 1 /p}. Case 2: λ i ∈ S, 1 ≤ i ≤ n. By expression (13) and Lemma A.1 from the appendix,G has a zero at the origin with multiplicity n while all other zeros are confined to the open left half plane. Since the zeros of G(·; p) belong to the set
and G(·; p) uniformly converges toG on compact sets as p → 0, an application of Rouché's Theorem allows to conclude the existence of constants c > 0 andp > 0 such that for all p ∈ (0,p):
1. G(·; p) has exactly n zeros in the half plane {λ ∈ C : (λ) > −c};
2. all other zeros of G(·; p) are in the half plane {λ ∈ C : (λ) < −c}.
This is equivalent to the assertion of the proposition when taking into account the equivalence 
Feedback delay
We assume the presence of an unmodelled feedback delay p in all input channels, that is,
Then the characteristic function becomes.
As shown in the following result, the eigenvalue distribution of BK d determines the behavior of the zeros thus introduced. 
follows from the theory developed in [4, 15] that for all p > 0, there exists a sequence of complex numbers {λ ν } ν≥0 such that
By letting c = (log(ρ(BK d )))/2 the statement of the proposition follows.
If ρ(BK d ) < 1, there exists a c > 0 such that ρ(BK d e c ) < 1. Next, we let λ 0 be a zero of
This implies
where
Consequently, all zeros of I 2 (·; p) in the half plane {λ ∈ C : (λ) ≥ −c/p} also lie in the disk {λ ∈ C : ||λ|| ≤ M }. Combining this result with Proposition 2.7 yields the assertion to be proven.
Corollary 3.5. If BK d has an eigenvalue outside the unit disk and the control law (2) is stabilizing, then the closed-loop system is not practically stable. Furthermore, I 2 (λ; p) has zeros in C + for arbitrarily small values of p.
Filtered state derivative feedback
Using Assumption 2.5 and Rouché type arguments, all but n zeros of H(λ; p) move off to infinity as the parameter p tends to zero. An obstruction to p-stability occurs if some of these zeros move off to infinity without leaving the closed right half plane. Such situations are illustrated with Proposition 3.1 and Proposition 3.4. A natural way to prevent the presence of zeros with a large modulus in the right half plane consists of including a lowpass filter in the control scheme. Note that such an approach has already been successfully applied to the discretization of distributed delay controllers in the context of finite spectrum assignment, where similar robustness problems occur [14, 16] .
When applying a first order filter to the control law (2), the controller becomes:
where T = 1/ω f is the time constant of the filter, and ω f is its cutoff frequency. The feedback system that consists of (1) and (17) is given bẏ
T . This system can be rewritten aṡ
Let J 0 (λ; T ) be the characteristic function of (18, 19) , that is,
We perform the subsequent analysis in two steps. First, we discuss the effect of the introduction of the filter on the stability of the nominal system. Next, we investigate the effect of small approximation and implementation errors. We end the section with a brief discussion of the results.
Filter design
Intuitively, one might expect that the introduction of a filter with a sufficiently high cut-off frequency (i.e., T is sufficiently small) has little influence on the dynamic behavior of the nominal system. However, this is not always the case, as follows from the following result.
Proposition 4.1. Assume that det(I − BK d ) = 0 and let ξ i ∈ C, 1 ≤ i ≤ n, be the eigenvalues of (I − BK d ) −1 A. There exist a numberT and n continuous functionŝ
If (K d B −I) is Hurwitz, then there exist numbersĉ > 0,T > 0 such that for all T ∈ (0,T ), the function J 0 (λ; T ) has exactly n zeros in the half plane
has an eigenvalue in the open right half plane then there exist numbersĉ > 0 andT > 0 such that for all T ∈ (0,T ), the function J 0 (λ; T ) has a zero in the half plane λ ∈ C : (λ) >ĉ T .
Proof. The proof follows the same steps as the proofs of Propositions 2.7 and 3.1, and it is therefore not developed in detail. We restrict ourselves to some consideration on the large eigenvalues introduced by the filter. From the normalized characteristic function
where the argument of det(·) becomes triangular as T → 0+, it is apparent that for small values of T , the eigenvalues of (K d B − I) determine the large eigenvalues of the closed-loop system.
From Proposition 4.1 one concludes that the presence of the filter may induce an additional stability constraint, namely the Hurwitz stability of the matrix (K d B − I).
Remark 4.2. The above results can also be interpreted in terms of robustness of the unfiltered feedback system (1)-(2). If the nominal system (1)-(2) is asymptotically stable but (K d B −I)
is not Hurwitz, then the stability of the nominal system is not robust against arbitrarily small modelling error described by
Note that (22) satisfies Assumption 2.5. In this way the above analysis can be seen as another illustration of the fragility, already illustrated in the previous section with two examples of a different nature.
Effect of small modelling and implementation errors
We consider the controller (17) and assume that T and K d are such that the null solution of (18) is asymptotically stable.
In the presence of small modelling and approximation errors as described in Section 2.1 the characteristic function (20) becomes:
whereÃ,B, G 1 , G 2 satisfy Assumption 2.5. The corresponding block diagram of the closedloop system is displayed in Figure 2 . Due to the low-pass filter in the control loop, the closed-loop system (1) and (17) is p-stable in the sense of Definition 2.6, as can be concluded from the following proposition. 
Furthermore, there exist numbersp > 0 and c > 0 such that for all p ∈ (R + ) np with p ≤p, the functions J(λ; T, p) and J 0 (λ; T ) have the same number of zeros in the half plane
Proof. The proof of the first assertion is similar to the proof of Proposition 2.7, and is omitted. For the second assertion, choose numbers N and P according to Item 6. of Assumption 2.5. Choose c ∈ (0, N ) such that J 0 has no zero with real part equal to c. Let λ 0 be a zero of J(·; T, p 0 ) where p 0 < P . If (λ 0 ) ≥ −c, then we get from (23):
As ρ(·) ≤ · , this implies that |λ 0 | ≤ R, where
Note that by Assumption 2.5 the right hand side of (26) is finite. We conclude that if p ≤ P , then all zeros of J(·; T, p) in the half plane (25) are confined to the compact set Ω := {λ ∈ C : (λ) ≥ −c, |λ| ≤ R} .
Next, from Assumption 2.5 it follows that J(λ; T, p) converges to J 0 (λ; T ) uniformly on compact sets as p → 0. Hence, we can choosep ∈ (0, P ) such that for all p ∈ R np with p ≤p the following estimate holds:
The second assertion of the proposition then follows from an application of Rouché's Theorem.
Discussion
In Section 3 we have shown by construction that (unfiltered) state derivative feedback may lead to a fragile closed-loop system in the sense that the closed-loop system is stable but not p-stable. This was illustrated for a numerical approximation of derivatives by a finite difference formula and for a small delay in the feedback loop. In both cases the eigenvalues of the matrix BK d determine the robustness of stability. However, even if the resulting conditions on the gain K d are satisfied, stability may still lack robustness against other type perturbations satisfying Assumption 2.5.
In this section we have shown that if the filtered derivative feedback control law (17) is stabilizing, then the closed-loop system is p-stable. However, the existence of a stabilizing filtered derivative feedback for the nominal system may again impose restrictions on the gain, as expressed in Proposition 4.1. Summarizing, we have the following result: Further refinements will be made in the next section, where relations between stabilizing values of K d and the eigenvalue distribution of (BK d − I) will be taken into account.
Conditions for p-stabilizability
In this section we discuss the p-stabilizability problem and the design of stabilizing state derivative controllers of the form (2) or (17). As we shall see, the condition det(−A) > 0, which is satisfied if A has no zero eigenvalue and an even number of eigenvalues in the closed right half plane, will play a crucial role.
Throughout this section we assume that (A, B) is controllable and that A is cyclic. Remarks on the non-cyclic case will be made in the next section.
We start by stating a technical lemma.
Lemma 5.1. Assume that det(−A) < 0. If the control law (2) is stabilizing, then the matrix BK d has a real eigenvalue larger than one.
Proof. The proof is based on a continuation argument. If we consider the feedback u = kK dẋ (t), where k ∈ [0, 1] is a real parameter, then the closed loop system becomes
Since det(−A) < 0, for k = 0 the system has an odd number of characteristic roots in the open right half plane. On the other hand, for k = 1 it has an even number of characteristic roots in the open right half plane (zero) as it is assumed that (2) is stabilizing. Because the characteristic roots appear in complex conjugate pairs and depend continuously on k, there must be a value of k =k ∈ (0, 1) for which there is a characteristic root either at zero, or "at infinity". The former is not possible because a zero characteristic root is invariant w.r.t. changes of k and would contradict the stability for k = 1. The latter implies that det(I −kBK d ) = 0. Consequently,kBK d has an eigenvalues equal to one, or, equivalently, BK d has a real eigenvalue equal to 1/k > 1.
The two following theorems are direct corollaries.
Theorem 5.2. If det(−A) < 0 and the control law (2) is stabilizing, then the closed-loop system is not p-stable.
Proof. This result can be shown in three different ways. As BK d has an eigenvalue larger than one, an approximation of the derivative with a finite difference scheme (Proposition 3.1), a small feedback delay (Proposition 3.4), as well as a neglected first order lag (Proposition 4.1 -Remark 4.2) destroy stability.
Theorem 5.3. If det(−A) < 0, then the system cannot be stabilized with a control law of the form (17) . Moreover, every dynamic control law of the forṁ
with A f Hurwitz, results in an unstable closed-loop system.
Proof. The first assertion is a consequence of Theorem 4.4 and Lemma 5.1. The proof of the second assertion is by contradiction and employs a continuation argument. Assume that the control law (28) is stabilizing. With the parameterized control laẇ
with parameter k ∈ [0, 1], the closed loop system becomes
T . For k = 0 the system has an odd number of characteristic roots in the open right half plane as det(−A) det(−A f ) < 0, while for k = 1 it has an even number of characteristic roots in the open right half plane (zero) as it is assumed that (28) is stabilizing. Because the characteristic roots appear in complex conjugate pairs and depend continuously on k, there must be a value of k =k ∈ (0, 1) for which there is a characteristic root either at zero, or "at infinity". The former is not possible because a characteristic root at zero is invariant w.r.t. changes of k, which contradicts the stability for k = 1, the latter is not possible because the matrix
is invertible for all values of k.
Remark 5.4. This result is expected from the stabilization mechanism outlined in Remark 2.4 and the fact that a filter prevents characteristic roots with a large modulus.
Next, we consider the case where det(−A) > 0. We first have the following lemma. Proof. The existence of such a control law is shown by construction in the proof of Theorem 2 of [9] . To make this paper self contained, we outline the main steps.
There exist a transformation of the state, z = T x x, and of the input, w = T u u, that put the system (1) in the controller canonical forṁ
The control law
then results in a closed-loop system with characteristic equation
(a l + k l )λ n−l + a n = 0.
As a n = det(−A) > 0, there always exist stabilizing values of k 1 , . . . , k n−1 . Furthermore, all eigenvalues of B cKd are equal to zero. In the original coordinates the control law (31) becomes:
By combining Lemma 5.5 with Theorem 4.4 we arrive at the following result.
Theorem 5.6. If det(−A) > 0, then there always exists a stabilizing controller of the form (17) for which the closed-loop system is p-stable.
The obtained stabilizability conditions are summarized in Table 1 .
yes no yes p-stabilizable no no yes (neither with (2) nor with (17) and (28)) (with (17)) Table 1 : p-stabilizability of the controllable system (1) using state derivative feedback. A is assumed cyclic.
Remarks on the non-cyclic case
If the cyclic index 1 of A is k > 1, then there always exist transformations of the state, z = T x x and the input, w = T u u, which transform (1) intȯ
with A ii cyclic and the pair (A ii , B ii ) controllable for each i = 1, . . . , k.
As their proofs do not depend on the cyclic index of A, Theorems 5.2-5.3 remain valid.
Theorem 6.1. If det(−A) < 0 and the control law (2) is stabilizing, then the closed-loop system is not p-stable. Furthermore, every dynamic control law of the form (28), with A f Hurwitz, results in an unstable closed-loop system.
Based on a decomposition into k sub-problems induced by the canonical form (32), and an application of Theorem 5.6 to each sub-problem, we arrive at the following result. Theorem 6.2. If det(−A ii ) > 0, 1 ≤ i ≤ k, then there always exists a stabilizing controller of the form (17) for which the closed-loop system is p-stable.
When comparing Theorem 6.1 with Theorem 6.2, the stabilizability analysis is complete if one can make an assertion for the case where
This is still an open problem. The following example indicates that in such case a lack of practical stability may occur.
Example 6.3. The system
is of the form (32) with A c = I, B c = I and A 11 = A 22 = 1. Clearly, we have det
is stabilizing if and only if the eigenvalues of the matrix K d have real part larger one. By both Proposition 3.1 and Proposition 3.4, the closed-loop system is not p-stable.
If we apply the filtered control law
then the characteristic equation of the closed-loop is given by
As this equation has a zero in C + for all values of T and K d , stabilization is not possible.
Concluding remarks
The possible lack of stability robustness of the stabilized system (1)-(2) against arbitrarily small modelling and implementation errors, which was illustrated with several example case-studies, led us to the practical notion of p-stability. The stabilizability and p-stabilizability of the system (1) with the (filtered) control law (2) was characterized. For the generic case where A is cyclic, a complete characterization of stabilizability is described in Table 1 . Surprisingly, if det(−A) < 0, which is satisfied if A has an odd number of eigenvalues in the open right half plane, the system is stabilizable, but not pstabilizable, neither using static feedback nor using dynamic feedback. This shows that the so-called odd number condition, det(−A) < 0, well known in the context of Pyragas type time-delayed feedback controllers, is also a fundamental obstruction to stabilizability in this context, yet only appears at a second stage, where robustness aspects are considered.
For the case where A is non-cyclic a full characterization of stabilizability and pstabilizability was made, except when (33) holds, that is, in the canonical form there are subsystems which satisfy the odd number condition, but the whole systems does not. Example 6.3 illustrates that again a lack of robustness of stability may occur and suggests that the necessary and sufficient p-stabilizability condition in the non-cyclic case is given by det(−A ii ) > 0, for all i = 1, . . . , k. Whether or not this is true is an open problem and a topic of further research.
Motivated by the large number of applications of sampled-data systems, which appear, for instance, in network controlled systems, it is also worthwhile to investigate to what extent the controller construction, observed phenomena and robustness issues discussed in the paper carry over to the hybrid case where the controller is discrete and difference based. In the overview article [14] , where one investigates the effect on stability of approximating distributed delays in a class of control laws for time-delay systems, it is shown that also with pure discrete approximations of control laws fragility problems may occur, and may lead to phenomena which are different than those observed for continuous approximations. , k ≥ 1.
Next, we look at the crossing direction of a zero on the imaginary axis w.r.t. the parameter ν. Taking The assertion of the proposition is straightforward when taking into account that µ ∈ S (µ ∈ clos(S)) is equivalent to ν
