Analytical review of compression algorithms of digital information by Кириченко, В. В.
Проблемы физики, математики и техники, № 2 (27), 2016 
 
© Кириченко В.В., 2016                    77 
  
УДК 681.004.6 
АНАЛИТИЧЕСКИЙ ОБЗОР АЛГОРИТМОВ СЖАТИЯ 
ЦИФРОВОЙ ИНФОРМАЦИИ 
В.В. Кириченко 
Объединенный институт проблем информатики НАН Беларуси, Минск 
 
ANALYTICAL REVIEW OF COMPRESSION ALGORITHMS 
OF DIGITAL INFORMATION 
V.V. Kirichenko 
United Institute of Informatics Problems of the National Academy of Sciences, Minsk 
 
Приведен краткий обзор и анализ существующих алгоритмов сжатия цифровой информации. Рассматриваются пре-
имущества и недостатки алгоритмов сжатия данных в зависимости от вида цифровой информации. Указываются про-
граммные продукты, реализованные на основе рассматриваемых алгоритмов. 
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A brief review and analysis of existing algorithms for compression of digital information are presented. The advantages and 
disadvantages of data compression algorithms depending on the type of digital information are considered. The software im-
plemented on the basis of the considered algorithms is specified. 
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Развитие электроники, компьютерных и 
информационных технологий в наши дни идет 
высоким темпом. Создается инновационное обо-
рудование, позволяющее проводить очень точ-
ные исследования в различных областях науки и 
медицины, которое оперирует огромным объе-
мом данных. К примеру, архив снимков телеско-
па «Хаббл», накопленный за 15 лет, составляет 
примерно 50 терабайт, архив диагностических 
исследований в Минском консультационно-диаг-
ностическом центре, накопленный за 5 лет, со-
ставляет примерно 3,5 терабайт, а средний объем 
одного исследования компьютерной томографии 
в учреждениях здравоохранения Республике Бе-
ларусь составляет примерно 500 мегабайт. В ме-
дицине важную роль играют архивы исследова-
ний, которые позволяют проследить тенденцию 
развития заболевания конкретного пациента, 
изучить похожие случаи и т. п. Все это приводит 
к тому, что объемы данных, которые необходимо 
хранить и обрабатывать, растут в геометриче-
ской прогрессии. 
Таким образом, проблема хранения и обра-
ботки больших объемов данных очень актуальна 
на сегодняшний день.  
В данной статье рассматриваются универ-
сальные и специфические алгоритмы сжатия дан-
ных, которые могут быть применены для сжатия 
любого вида информации. Рассматриваются пре-
имущества и недостатки тех или иных алгорит-
мов сжатия в зависимости от типа данных. 
1 Универсальные алгоритмы сжатия 
1.1. Начало развития теории сжатия 
данных. Теория сжатия данных стала развивать-
ся, как только ученые стали задумываться о ко-
личественной составляющей информации. Пер-
вые шаги в этом направлении сделал Ральф Вин-
тон Лайон Хартли в 1928 году. Полученный им 
результат [1] можно сформулировать следую-
щим образом: если во множестве, состоящем из 
N элементов, выделен некоторый элемент x, при-
надлежащий этому множеству, то для того, что-
бы найти x, необходимо получить количество 
информации по формуле: 2log .I N=  Эту фор-
мулу обычно называют формулой Хартли. 
Однако основной вклад в изучение вопро-
сов сжатия данных внес основатель теории ин-
формации Клод Шеннон. Он стал изучать вопрос 
взаимосвязи между семантикой и синтаксисом, 
т.е. каким образом можно уменьшить длину ин-
формации, сохраняя при этом ее значение. Ис-
следования Шеннона в этом направлении приве-
ли к созданию теории кодирования информации 
[2]. В основе теории кодирования лежит сле-
дующая идея: если представить часто встречаю-
щиеся элементы короткими кодами, а редко 
встречающиеся коды длинными кодами, то для 
хранения такого блока данных требуется меньший 
объем памяти, чем если бы все элементы предста-
вить кодами одинаковой длины. Точная связь ме-
жду вероятностями и кодами установлена в тео-
реме Шеннон о кодировании источника: элемент 
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( ),ip s  выгоднее всего представлять 2log ( )ip s−  
битами. Если при кодировании размер кода все-
гда в точности получается равным 2log ( )ip s−  
битам, то в этом случае длина закодированной 
последовательности будет минимальна для всех 
возможных способов кодирования. Если распре-
деление вероятностей { ( )}iF p s=  неизменно, и 
вероятность появления элементов независима, то 
мы можем найти среднюю длину кодов как 
среднее взвешенное: 
2 2( ) log ( ).i
i
H p s p s= − ⋅∑  
Это значение также называется энтропией 
распределения вероятностей F или энтропией 
источника в заданный момент времени. 
1.2. Алгоритм Хаффмана. Эта базовая тео-
рия лежит в основе исследований Дэвида Хафф-
мана [3], который перенес теоретические иссле-
дования в практическую область информацион-
ных технологий. Алгоритмы сжатия Хаффмана и 
его варианты оставались наиболее популярными 
методами сжатия данных вплоть до 1977 года, 
когда Абрахам Лемпели и Якоб Зив предложили 
совершенно иной подход к проблеме сжатия 
данных [4]. Они выдвинули идею формирования 
«словаря» общих последовательностей данных. 
При этом сжатие данных осуществляется за счет 
замены последовательности символов соответст-
вующими кодами из словаря. 
1.3. Алгоритмы семейства LZ. Результа-
том исследований Лемпеля и Зива стали алго-
ритмы сжатия данных LZ77 [4], [5] и LZ78 [5]. 
Однако, у этих алгоритмов был существенный 
недостаток: много времени тратиться на созда-
ние эффективного словаря. Решение этой про-
блемы было предложено Терри Велчем, который 
расширил алгоритм LZ78, создав новый вариант, 
известный как LZW [6]. 
Алгоритмы семейства LZ получили широкое 
распространение благодаря своей универсально-
сти. На сегодняшний день существует большое 
количество модификаций: LZMW (1984 г.) [18], 
LZB (1987 г.) [19], LZH (1987 г.) [7], LZFG (1987 г.) 
[20], LZBW (1991 г.) [21], LZRW1 (1991 г.) [22], 
LZR (1981 г.) [23], LZP (1995 г.) [24], LZ77-PM 
(1995 г.) [25], LZFG-PM (1995 г.) [25], LZW-PM 
(1995 г.)[25]. 
Одной из значимых модификаций алгорит-
мов семейства LZ была комбинация алгоритма 
LZ77 и алгоритма Хаффмана, которую предло-
жил Фил Кац [7].  
Архиваторы, использующие алгоритмы сжа-
тия данных семейства LZ:7-Zip, АСЕ, ARJ, ARJZ, 
CABARC, Imp, JAR, PKZIP, RAR, WinZip, Zip. 
В таблице 1.1 [8] представлены результаты 
сравнения некоторых архиваторов по степени 
сжатия файлов набора CalgCC [17], являющегося 
международным эталоном для исследования ал-




ARJ PKZIP ACE RAR CABARC 7-Zip
Bib 3.08 3.16 3.38 3.39 3.45 3.62
Book1 2.41 2.46 2.78 2.80 2.91 2.94
Book2 2.90 2.95 3.36 3.39 3.51 3.59
Geo 1.48 1.49 1.56 1.53 1.70 1.89
News 2.56 2.61 3.00 3.00 3.07 3.16
Obj1 2.06 2.07 2.19 2.18 2.20 2.26
Obj2 3.01 3.04 3.39 3.38 3.54 3.96
Paper1 2.84 2.85 2.91 2.93 2.99 3.07
Paper2 2.74 2.77 2.86 2.88 2.95 3.01
Pic 9.30 9.76 10.53 10.39 10.67 11.76
Progc 2.93 2.94 3.00 3.01 3.04 3.15
Progl 4.35 4.42 4.49 4.55 4.62 4.76
Progp 4.32 4.37 4.55 4.57 4.62 4.73
Trans 4.65 4.79 5.19 5.23 5.30 5.56
Итого 3.47 3.55 3.80 3.80 3.90 4.10
 
1.4. Алгоритмы сжатия данных, основан-
ные на методе контекстного моделирования. 
Одновременно с попытками улучшить эффектив-
ность алгоритмов семейства LZ, проводились ис-
следования в поисках новых подходов к сжатию 
данных. Так, в 1971 году Риссанен и Лэнгдон 
предложили метод контекстного моделирования 
[9]. Предложенный метод опирается на парадигму 
сжатия с помощью универсального моделирова-
ния и кодирования. Свое развитие метод контек-
стного моделирования получил в исследованиях 
Клири Уиттена, который предложил использовать 
технику предсказания по частичному поведению 
(PPM) [10]. Дальнейшие исследования в рамках 
PPM были направлены на оценку вероятности 
ухода, адаптивные методы. Одной из первых по-
пыток улучшения оценки вероятности ухода был 
метод Z, описанный Чарльзом Блумом [11], и по-
лучивший название PPMZ. Современным адап-
тивным методом является подход, предложенный 




 CM HA PPMYRKUC PPMN PPMd PPMonstr
Bib  3.01 4.12 4.55 4.55 4.57 4.62 4.76 
Book12.99 3.27 3.72 3.62 3.64 3.65 3.74 
Book23.19 3.74 4.35 4.30 4.31 4.35 4.49 
Geo 1.74 1.72 1.74 2.12 1.96 1.84 1.92 
News 1.69 2.19 2.09 2.25 2.32 2.26 2.29 
Obj1 2.37 3.39 3.59 3.51 3.59 3.65 3.74 
Obj2 2.32 3.07 3.46 3.79 3.65 3.62 3.79 
Paper12.37 3.39 3.59 3.51 3.59 3.65 3.74 
Paper22.61 3.43 3.67 3.57 3.62 3.67 3.77 
Pic 9.3010.00 10.26 10.67 11.01 10.53 11.43 
Progc 2.27 3.36 3.51 3.45 3.54 3.60 3.70 
Progl 3.07 4.68 5.30 5.37 5.26 5.44 5.76 
Progp 2.99 4.74 5.33 5.30 5.19 5.26 5.76 
Trans 2.96 5.23 6.30 6.40 6.17 6.35 6.84 
Итого 2.62 3.07 4.00 4.39 4.46 4.46 4.70 
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Архиваторы, использующие методы кон-
текстного моделирования: НА, CM, PPMY, 
RKUC, PPMN, PPMd и PPMonstr. 
В таблице 1.2 [8] представлены результаты 
сравнения некоторых архиваторов по степени 
сжатия файлов набора CalgCC [17]. 
1.5. Алгоритмы сжатия данных, основан-
ные на предварительном преобразовании. Еще 
одним подходом к сжатию данных является под-
ход, основанный на предварительном преобразо-
вании информации для последующего более эф-
фективного сжатия. Впервые такой подход был 
опубликован 10 мая 1994 г. [13]. Его авторами 
являются Дэвид Уиллер и Майк Барроуз. Алго-
ритм был назван преобразованием Барроуза-
Уиллера (BWT). Особенностью преобразования 
является тот факт, что обычные алгоритмы сжа-
тия, примененные на преобразованном массиве 
данных, работают не так эффективно, как алго-
ритмы, специально разработанные для сжатия 
преобразованных данных. Среди методов, разра-
ботанных для сжатия данных после преобразова-
ния Барроуза-Уиллера, можно выделить сле-
дующие: RLE (кодирование длин серий) [14], 
MTF (метод перемещения стопки книг) [15], DC 
(кодирование расстояний) [16], Метод Хаффмана 
[3], Арифметическое кодирование [26]–[33]. 
 
Таблица 1.3 – Последовательность приме-
нения методов, совместно с BWT 
Шаг Используемый алгоритм 
1 Кодирование длин серий (необязательно) 
2 Преобразование Барроуза-Уиллера 
3 Перемещение стопки книг 
Кодирование расстояний
4 Кодирование длин серий (необязательно) 













SBC 0.860 m3a 126,811 0.69 0.42 
DC 0.99.298b 127,377 0.38 0.18 
ARCb2 128,685 0.38 0.23 
YBS 0.03-m256k 130,356 0.37 0.24 
Compressiab256 131,737 0.61 0.40 
BA1.01b5-24-r 132,651 0.41 0.30 
Zzip 0.36-al 132,711 0.65 0.40 
DC 0.99.298b-a 133,825 0.34 0.23 
YBS 0.03e 133,915 0.37 0.25 
BWC/PGCC 0.99 
m600k 
134,183 0.33 0.19 
bzip2/ PGCC1.0b7-6 134,932 0.44 0.14 
Szipl.l2b21 o0 134,945 0.90 0.15 
IMP1.10-2ul000 135,431 0.30 0.12 
ICTUC1.0 136,842 0.41 0.29 
BA1.01b5-24-z 137,566 0.49 0.31 
Szipl.l2b21o4 141,784 0.17 0.18 
Архиваторы, использующие методы BWT: 
SBC, DC, ARC,YBS, Compressia, BA, Zzip, DC, 
YBS, BWC/PGCC, bzip2/PGCC, szip, IMP, ICTUC. 
В таблице 1.4 [8] представлены результаты 
сравнения некоторых архиваторов по степени 
сжатия файла, содержащего смесь текстовых и 
бинарных данных, размером 427,520 байт. 
1.6. Сравнительный анализ методов сжа-
тия данных. В таблице 1.5 [8] приведен сравни-
тельный анализ трех методов сжатия данных в 
зависимости от типа данных. 
 
2 Алгоритмы сжатия изображений 
Все существующие алгоритмы сжатия гра-
фических данных делятся на две категории [14]: 
 1. Сжатие с потерями информации. Т. е. ком-
прессия достигается за счет удаления мало значи-
мой информации, не искажающей общей картины. 
После сжатия с потерями, изображение не может 
быть восстановлено в исходное состояние. 
2. Сжатие без потерь информации. Т.е. ком-
прессия достигается с сохранением всей инфор-
мации об изображении, а значит изображение 
может быть восстановлено в исходное состояние.  
Алгоритмы сжатия с потерями имеют более 
широкое распространение, чем алгоритмы сжа-
тия без потерь, поскольку: 
 – алгоритмы сжатия с потерями позволяют 
обеспечить более высокий коэффициент сжатия; 
– определен перечень коэффициентов, при 
которых потерянная информация при сжатии не 
заметна на уровне человеческой интерпретации [26]. 
К недостаткам алгоритмов сжатия с потеря-
ми можно отнести следующие: 
 – алгоритмы сжатия с потерями не могут 
быть применены на информации, для которой 
основным критерием служит точность восста-
новления (текстовая информация, бинарные 
файлы, медицинские изображения и др.); 
 – с каждой следующей стадией компрессии 
и декомпрессии, качество изображения заметно 
ухудшается. 
Далее рассмотрим алгоритмы сжатия гра-
фических данных без потерь. 
2.1. RLE. Базовым методом сжатия графи-
ческой информации без потерь является метод 
кодирования длин серий (RLE) [14]. Суть алго-
ритма в том, что повторяющиеся символы могут 
быть заменены цифрой, которая указывает коли-
чество повторов, и самим символом. Наилучший 
результат метод RLE достигает на изображениях, 
содержащих большие площади смежного цвета 
(например, монохромные изображения). Но на 
сложных цветных изображениях RLE может дать 
обратный результат, увеличив размер файла. 
2.2. LZ. Также к изображениям могут быть 
применены алгоритмы семейства LZ и метод 
Хаффмана, которые были описаны выше. Эти 
алгоритмы относятся к группе алгоритмов сжа-
тия без потерь информации. 
В.В. Кириченко 
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Таблица 1.5 – Сравнительный анализ трех методов сжатия данных в зависимости от типа данных 










Данные с малой 
избыточностью
Контекстное 
моделирование (PPM) Высокая Высокая Высокая Невысокая 
Кодирование (LZ) Высокая Высокая Без фаргментиро-вания – низкая  Степень сжатия 


















Средняя Низкая Скорость 
кодирования 
Кодирование (LZ) 
средняя, а при 
малом словаре 
– самая высокая
средняя, а при 
малом словаре – 
самая высокая 
Высокая Высокая 
Кодирование (LZ) Примерно в 10 раз выше скорости кодирования 
Контекстное 
моделирование (PPM) На 5–10% медленнее кодирования 
Скорость 
декодирования 
Преобразование BWT В 2–4 раза выше скорости кодирования 
Преобразование BWT Постоянный при сжатии данных любого типа 
Контекстное 
моделирование (PPM) 
Варьируется в широких пределах, в зависимости от сложности 
моделирования и порядка модели; вырастает для очень неодно-
родных данных; в зависимости от структуры хранения контекст-




Кодирование (LZ) Пропорционально размеру словаря 
Кодирование (LZ) Минимальный 
Контекстное 




Преобразование BWT Средний 
 
2.3. CCITTT.4 Group 3 и CCITTT.6 Group 4. 
Другой группой алгоритмов сжатия графической 
информации без потерь являются алгоритмы 
CCITTT.4 Group 3 [27] и CCITTT.6 Group 4 [28]. 
Эти алгоритмы были предложены Международ-
ным консультативным комитетом по телефонии 
и телеграфии (CCITT) в 1985 г. В основном они 
применяются для кодирования и сжатия 1-бит-
ных (монохромных) изображений (факсимиль-
ные сообщения). К достоинствам данных алго-
ритмов можно отнести простоту реализации [8] и 
достаточно высокие коэффициенты сжатия [29]. 
К недостаткам: узкая применимость (монохром-
ные изображения). 
2.4. JPEG. Одним из самых распространён-
ных алгоритмов сжатия графической информа-
ции является алгоритм JPEG, разработанный в 
1990 году объединенной группой Международ-
ной организации по стандартизации (ISO) и Ме-
ждународным консультативным комитетом по 
телефонии и телеграфии (CCITT). Основная спе-
цификация JPEG описана в [30]. Основная об-
ласть применения JPEG – 24-х битовые изобра-
жения. Изначально алгоритм JPEG относился к 
алгоритмам сжатия с потерей информации. Эф-
фект компрессии достигался за счет частичного 
удаления незаметных для человеческого глаза 
данных изображения, используя метод дискрет-
ного косинусного преобразования (DCT) [31]. На 
последнем этапе применяется кодирование по 
методу Хаффмана [3]. Однако, в 1993 году было 
разработано расширение алгоритма «JPEG без 
потерь» [30]. Разработанный подход использует 
технику адаптивного предсказания значения те-
кущего пикселя, анализируя соседние. 
2.5. JPEG 2000. Следующим этапом разви-
тия алгоритма JPEG был формат JPEG 2000 [32], 
разработанный группой JPEG ISO в 2000 году. 
JPEG 2000 предусматривает сжатие, как с поте-
рей информации, так и без потерь. Основные 
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отличия от алгоритма JPEG заключаются в сле-
дующем: 
– лучшее качество изображения при силь-
ной степени сжатия; 
– поддержка кодирования отдельных облас-
тей с лучшим качеством; 
– основной алгоритм сжатия заменен на 
wavlet-преобразование [41], [46]; 
– для повышения степени сжатия в алго-
ритме используется арифметическое сжатие; 
– поддержка сжатия 1-битовых изображений; 
– на уровне формата JPEG 2000 поддержи-
вается прозрачность. 
В итоге, JPEG 2000 на 5–100% превосходит 
по эффективности алгоритм JPEG [43], [44]. 
В 1996 году был разработан алгоритм сжа-
тия без потерь PNG [33]. Сжатие в алгоритме 
PNG основано на методе Deflate и эффективен 
при сжатии изображений с глубиной цвета от 
1бит до 48-бит. 
2.6. Сравнение алгоритмов сжатия изо-
бражений. В таблицах 2.1 и 2.2 приведено срав-
нение параметров рассмотренных алгоритмов[8]. 
 
Таблица 2.1 
Алгоритм Особенности изображения, за счет которых происходит сжатие 
RLE Подряд идущие одинаковые цвета: 
2 2 2 2 2 2 15 15 15 
LZ Одинаковые подцепочки:  
2 3 15 40 2 3 15 40 
Хаффмана Разная частота появления цвета: 
2232243222 4 
CCITT – 3 Преобладание белого цвет в изо-
бражении, большие области, за-
полненные одним цветом 
JPEG Отсутствие резких границ 
 
Таблица 2.2 








RLE 32, 2, 0.5 1 3,4-битовые 
LZ 1000, 4, 5/7 1.2–3 1-8-битовые 
Хаффман 8, 1.5, 1 1–1.5 8-битовые 
CCITT – 3 213, 5, 0.25 1 1-битовые 
Lossless 
JPEG 20, 2, 1 1 
24-битовые, 
8-битовые 






3 Современные подходы к проблеме сжа-
тия данных 
В настоящее время исследования в области 
сжатия информации ведутся по трем основным 
направлениям: 
– повышение эффективности сжатия; 
– увеличение скорости работы алгоритма 
сжатия; 
– поиск нового подхода к сжатию информа-
ции (новая система контекста). 
Одним из таких подходов является исполь-
зование больших словарей с синтаксической и 
семантической информацией, что позволит по-
лучить преимущество от имеющейся в тексте 
связанности. Так, Уолкери Эмслер [34] провел 
анализ 8 миллионов слов из New York Times 
News Service для Webster's Seventh New Colle-
giate Dictionary. Полученный результат свиде-
тельствовал о том, что 64% слов отсутствовали в 
текущих словарях (около 1/4 из них – граммати-
ческие формы слов, еще 1/4 – собственные суще-
ствительные, 1/6 – слова, написанные через де-
фис, 1/12 – напечатаны с орфографическими 
ошибками). Поэтому поиски методов улучшения 
сжатия текстов, вероятно, будут вестись в на-
правлении исследований в области контекстного 
анализа. 
Другой подход противоположен наукоем-
кому подходу контекстного анализа. Он заклю-
чается в поддержании полной адаптивности сис-
темы и исследований в поисках улучшений в 
существующих алгоритмах сжатия данных. На-
пример, ведутся исследования в области выделе-
ния кодов ухода в частично соответствующих 
контекстуальных моделях, например, алгоритм 
Баума-Уэлча [35], направленный на определение 
скрытых моделей Маркова [36], и в последнее вре-
мя вновь заинтересовавший исследователей [37]. 
Другим направлением исследований явля-
ется увеличение скорости работы алгоритмов 
сжатия. Исследования в этой области вплотную 
связаны с развитием микроэлектроники. Так, 
ведутся работы по ускорению работы алгорит-
мов за счет большего использования памяти. На-
пример, применение архитектуры RISC [38], раз-
ными путями воздействует на баланс между хра-
нением и выполнением. Ведутся работы в более 
глубоком применении аппаратного кодирования. 
Например, Гонзалес-Смит и Сторер [39] разрабо-
тали для сжатия LZ параллельные алгоритмы 
поиска, используя аппаратные возможности мик-
росхем. 
Последнее направление – разработка новых 
подходов к сжатию данных. Например, исследу-
ется возможность объединения в единую систе-
му ряда разработок из разных областей примене-
ния: текст-процессор MaxWrite [40], цифровой 
факсимильный аппарат [41], почту и новости. 
Так же существуют разработки в области объе-
динения адаптированного алгоритма с аппарат-
ным контроллером [42]. Развивается идея вне-
дрения алгоритмов сжатия в телефонии и т. д. 
Еще одной областью, которая может дать 
толчок в развитии алгоритмов сжатия, является 
область криптографии и защиты данных [43]. 
В.В. Кириченко 
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Сжатые данные зачастую уже становятся труд-
ными для восприятия, тем самым придавая не-
кую степень секретности.  
 
Заключение 
С момента первых исследований в области 
сжатия данных было разработано большое коли-
чество алгоритмов сжатия данных, которые име-
ют широкий спектр применения. Сжатие данных 
востребовано в современных программно-
технических комплексах различного назначения.  
Каждый год разрабатываются новые ин-
формационно-технические решения, которые 
требуют большого объема данных, к которому 
необходимо обеспечить оперативный доступ для 
обработки и последующих исследований. Это 
приводит к тому, что исследования в области 
сжатия данных играют все более важную роль. 
Материалы, изложенные в статье, представ-
ляют интерес как для информационно-техничес-
ких решений, так и для прикладного оборудова-
ния, которое создается с использованием дости-
жений в области сжатия данных. 
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