metric decision functions, such as in a reproducing kernel Hilbert space (RKHS; see [2, 3, 4, 6, 7, 8] and the references therein). RKHS provides a flexible framework for modeling nonparametric functions without explicitly enumerating the functional basis. It can be fully induced by any symmetric and nonnegative definite kernel function, where the choice of kernel functions relies on the available prior information about f t . In practice, if no prior information is available, it is a common practice to use the Gaussian kernel, which is known to be universal in the sense that any continuous function can be well approximated by the induced RKHS under the infinity norm [5] .
To extend JSLZ to estimate kernel-based nonparametric ITRs, we consider the case f t ∈ H K , a RKHS induced by some kernel function K(·, ·).
The formulation of the kernel-based nonparametric ITRs then becomes
where
ter plugging all these into (1.1), the optimization task with respect to the infinite-dimensional f t simplifies to an equivalent optimization task with respect to the n-dimensional α t , which can be solved by a slightly modified algorithm as in JSLZ. It is evident that the kernel-based formulation in (1.1) is fairly similar to the original linear modeling in JSLZ, while it admits flexible model structures of f t and thus allows for general covariate effects on the ITRs.
We now examine the numerical performance of the kernel-based nonparametric ITRs by using the simulated example in [3] , where
and ∼ N (0, 1). We consider the Gaussian kernel, set the training sample size as 400 and the validation sample size as 200,000, and set the ridge parameter λ n = 0.001. The experiment is repeated 100 times, and the averaged value function values are summarized in Table 1 .
Clearly, the nonparametric ITR outperforms its linear counterpart in the simulated example with nonlinear decision boundaries. In practice, Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) as pointed out in [3] , the selection of kernel function can be regarded as a tuning parameter selection problem, and the optimal one can be determined through some data-adaptive selection criterion.
Inference for nonparametric ITRs
In literature, statistical inference about machine learning based methods has been largely under-studied, partly due to their "parameter-free" frameworks. Similar concern has also been raised in JSLZ, whereas their infer- Similar treatments can also be extended to conduct inference for the pred-
icated value function of the nonparametric ITRs.
Given the training sample
, the estimated optimal decision functions f = ( f 1 , ..., f T ) T can be obtained as in Section 1. Then for a new observation O 0 = (R 10 , A 10 ,
we consider the predicted value function V 0 t ( f t ) with f t = ( f t , ..., f T ), and its
Here the definitions of both V 0 t ( f t ) and V t ( f t , O n ) are the same as in JSLZ. We then randomly split O n into K disjoint subsets
with equal size. For each k, we use all observations not in 
As showed in [1] , the asymptotic distribution of
To approximate the distribution of √ n V CV t,n − V perturbed version of (1.1) that
where Gt = (G t1 , ..., G tn ) T is drawn from an exponential distribution with unit mean and variance. By sequentially solving (2.1), we obtain f = ( f 1 , ..., f T ) T . Specifically, for stage t, we calculate
where o i denotes the i-th sample of O n . Note that given O n , the only random variable in (2.1) is G ti . More importantly, the computed W t in (2.2)
can be regarded as a realization of a random variable whose distribution can
given O n . Thus in practice, we generate {G ti } n i=1 repeatedly for M times, and obtain a large number of realizations
. Therefore, the confidence interval for the prediction value function in stage t can be obtained based on the empirical distribution of Wt .
We now constructed an approximate confidence inference for the pre- and may be further improved with more computational efforts.
Concluding remarks
We end this discussion by appreciating the opportunity to contribute discussion to this excellent paper. The original contribution of JSLZ is dedicated to provide proper statistical inference on the machine learning based methods in estimating ITRs, and leaves numerous open questions that may follow their development in this paper. For example, it is of great interest to investigate the statistical inference for the kernel-based nonparametric ITRs theoretically, which enjoys model flexibility and can be adjusted based
