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an1.1 STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt data sets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology srd robust methods & statistical diagnostics
sed exploratory data analysis ssa survival analysis
sg general statistics ssi simulation & random numbers
smv multivariate analysis sss social science & psychometrics
snp nonparametric methods sts time-series, econometrics
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
In addition, we have granted one other preﬁx, crc, to the manufacturers of Stata for their exclusive use.
an36 Stata 3.0 users beware!
Sean Becketti, Editor, STB, FAX 913-888-6708
Many of the programs published in this issue of the STB are written for Stata 3.1, not 3.0. In particular, Stata 3.0 users
should not install the crc updates published in this issue. For programs in other sections, I indicate at the top whether they will
work with Stata 3.0. Any program that will work with Stata 3.0 will, of course, work with Stata 3.1.











H, that describes the type of computer currently












H. The rest of the
description in the manual is correct.



































































































































:, containing a linear spline of oldvar.









l, which may be used with either syntax, speciﬁes that the new variables are to be constructed so that, when used in
estimation, the coefﬁcients represent the change in the slope from the preceding interval. The default is to construct the
































































































































































e is allowed only with the second syntax. It speciﬁes that the knots are to be placed at percentiles of the data rather than


































































e option, the range would be






e option, the knots would
be placed at the 33rd and 66th percentiles of
m
p
g, thus splitting the data itself into thirds.
Remarks


















































































































































































































































changes only the interpretation of the coefﬁcients; the same model is estimated in either case.







e. You are beginning an analysis and













































































































































































e option sets the knots to divide the data into 5 equal sample-size groups rather than 5 equal-width ranges.




















































￿ 1 be the corresponding knots, and
V be the original
























































































































































































dt1 Five data sets for teaching
J. Theodore Anagnoson, Department of Political Science, California State University, Los Angeles, 213-343-2230
Introduction
Stata is a popular program for classroom use. The program is easy to learn and use, a key consideration in adopting a data
analysis package. Just as important, Stata offers state-of-the-art statistical and graphical tools. Many schools already have site
licenses for Stata. Students can easily have their own copies of Stata as well. Students are eligible for an academic discount on
the full Stata package. Alternatively, they may purchase a student version of Stata for about the price of a textbook. In fact,
several recent textbooks—such as Hamilton (1993) and the forthcoming Anagnoson and DeLeon (1994)—come packaged with
this student version.
While Stata comes with several data sets that can be used for demonstrations and exercises, instructors often collect their
own in order to demonstrate techniques covered in class. This note describes ﬁve different data sets I have collected and have
found to be useful for class exercises. Hamilton (1993) also includes several data sets on disk, and Hamilton (1992), while
not including a disk, has many interesting data sets that easily can be entered into Stata and used for classroom exercises and
demonstrations.
The ﬁve data sets described below are included on the STB diskette.
Data set 1: Union membership in advanced industrial nations












a, comes from an article by Stephens in the September 1991 issue of American Political
Science Review. There are twenty observations corresponding to the twenty OECD nations included. The data set contains
information on the size of the labor force, the percent of the work force that is unionized, the Wilensky index of the political
leanings of the government, the Atlas-Naradov-Mira index of ethnic diversity, the Muller index of linguistic diversity, and a
measure of economic concentration.
Figure 1 displays the relationship between the percent of the workforce that belongs to a union and the political leanings
of the government. The relative positions of most of the countries appear to make sense. Ireland is clearly an important outlier
though.
Another useful feature of these data for classroom use is the wide variation in country size. This variation in size makes



























Union Membership and Political Orientation









































Prosperity and Population Growth
Population Growth Rate













































Data set 2: Paciﬁc Rim nations










a, appeared in a special “world” section of the Los Angeles Times on May 21, 1991 and
contains data on various characteristics of the 17 Paciﬁc Rim nations. Again, one of the interesting problems is the range of size
of these nations, from China and the U.S. down to New Zealand, Singapore, and Hong Kong. The variables include population,
population growth, land area, gross national product per capita, the literacy rate, persons per doctor, infant mortality per 1,000
live births, and life expectancy for males and females.
Figure 2 displays the relationship between the log of gross national product per capita and the population growth rate.
Note how the data separate into two clusters. Note also that South Korea is a member of the more prosperous cluster, while
North Korea is a member of the less prosperous cluster. The GNP ﬁgures for the USSR, China, and North Korea may be highly
inaccurate, because of poor data availability and because none of these countries has a convertible currency.
Data set 3: Gulf War nations
Associate editor Richard DeLeon from San Francisco State University compiled this data set from various tables in the
United Nations Human Development Report. There is one observation each on six Middle Eastern countries and the United
States. The variables in this data set include gross domestic product per capita, life expectancy at birth, the adult literacy rate,
military spending as a percent of gross national product, the ratio of military spending to spending on health and education, and
spending on arms imports. These data can be used to examine the tradeoff between military spending and other types of social
spending.
Figure 3 displays the relationship between the log of gross domestic product per capita and the ratio of military spending to
spending on health and education. To my eye, the data form three clusters, although one must be cautious about overinterpreting
so few data points. Nonetheless, the U.S. and Kuwait appear to form a high income/low military spending cluster; Saudi Arabia
and Israel appear to form a medium income/medium military spending cluster; and Jordan, Iran, and Iraq appear to form a low
income/high military spending cluster.
Data set 4: Fertility rates of U.S. women
I compiled this data set from an almanac (Wright 1989). It contains the general and total fertility rates of U.S. women
from 1930 through 1988. The general fertility rate is the ratio of live births to the total number of women aged 15 to 44. The
total fertility rate is “the number of births 1,000 women aged 10 to 50 would have in their lifetimes if at each year of age they
experienced the birth rates occurring to women of that age in the speciﬁed calendar year” (Wright 1989, 240). The total fertility
rate is sometimes identiﬁed in the media as the number of births a women is likely to have in her lifetime. This rate is most
helpful in measuring long-term trends, especially in determining whether or not the nation is sustaining a level of reproduction
necessary for maintaining current population trends. That rate is usually set at 2,100 children per 1,000 women, a rate that has
not been seen in the U.S. since 1971.6 Stata Technical Bulletin STB-15
Figure 4 shows four views of the total fertility rate along with a resistant nonlinear compound smoothed version of the
series. As you might expect, the observed data are least smooth around World War II. The observed total fertility rate exceeds
the smoothed values early in the war but drops sharply as the war continues. The observed fertility rate in 1947 is much higher
than the smoothed value, because the smoothed series adjusts slowly to the postwar baby boom. These data demonstrate the
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Data set 5: Executions in California
The ﬁnal data set contains information on executions in California from 1893 through 1967 along with a dummy variable
that is equal to 1 in gubernatorial election years. Figure 5 displays the actual number of executions along with a smoothed
version of this series. Election years are highlighted.
Executions in California
Year
 Election years  Number of executions
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gr13 Incorporating Stata-created PostScript ﬁles into TEX/L ATEX documents
Teck-Wong Soon and Sutaip L C Saw, Department of Economics and Statistics
National University of Singapore, FAX (011)-65-775-2646, EMAIL ecsstw@nusvm.nus.sg
Introduction
Many Stata users prepare their papers and reports with TEX, a powerful and inexpensive formatting program for technical
and mathematical documents. While TEX can format virtually any kind of document, TEX has no standard method for handling
graphics, a serious omission for authors of statistical articles. Stata, on the other hand, produces excellent statistical graphics.
Thus it is natural for Stata users to want to incorporate their Stata-created graphs into their TEX documents.
This article explains how to incorporate graphs created by Stata into TEX documents. The process is actually relatively easy.
The technique described below works for TEX documents that are printed on a PostScript printer. The process of combining
TEX and Stata materials is similar for other printers, but a few details have to be changed to match the document to the
requirements of the printer. We will point out these details as we go along. Everything in this article works equally well for
TEX and L ATEX documents. L ATEX is a ﬂavor of TEX that hides TEX’s complexity by packaging some of TEX’s capabilities in
easy-to-use commands (called macros in TEX.)
There is tremendous interest in the TEX community in incorporating graphics of all kinds (not just Stata graphs) into TEX
documents. Recent articles published in the TUGboat (the communication of the TEX Users Group) on the incorporation of
graphics into TEX/L ATEX documents include Pickrell (1990), Damrau (1992) and Weiss (1992).
The next section gives an overview of the steps used to incorporate a Stata graph into a TEX document. The succeeding
section demonstrates a problem that arises when you try to follow these steps. Next we present a simple solution to this problem.
Finally we present an example.
Overview




h ﬁles) that neither printers nor other programs understand. However, the
























h ﬁles to forms that can
be printed by or incorporated into other programs. (See, for example, DeLeon 1991, Hilbe 1991, Saving and Montgomery 1992,
and Jacobs 1992 for different approaches to incorporating Stata graphs into WordPerfect and other word processing programs.)






















h ﬁles to PostScript form. For example, imagine we had created a Stata graph




















h. To convert this ﬁle to







































a subdirectory. (If this description is confusing,
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s ﬁle at the appropriate place in our document. There is a complication,
though. By design, TEX has no mechanism for incorporating graphics. To explain why this is so, and to explain how we can,
nonetheless, incorporate our Stata graph into our TEX document, we have to tell you a little bit about how TEX works. If you’re
already an experienced TEX user, skip ahead four paragraphs (to the paragraph that starts “Graphics formats are also speciﬁc
to devices”). If you’re new to TEX or if you’ve never really understood what happens when you TEX your document, continue
reading.











x). Authors markup their text by including TEXo rL ATEX commands that describe the appearance of
the ﬁnal document. For instance, to change to a boldface font, the author includes the command
\
b
f. Other document features
(title pages, section headings, etc.) are indicated by including the appropriate TEX commands.
A markup language like TEX contrasts with what-you-see-is-what-you-get (WYSIWYG) word processing programs such as
WordPerfect and Microsoft Word which use proprietary codes to indicate, both in the document and on the screen, changes in
appearance such as font changes. The advantage of WYSIWYG is the ease of scanning the ﬁnal product on screen during editing.
The advantage of TEX is that the program can be used on virtually any computer using any monitor. In addition, authors can





When it is time to print a TEX document, the author runs two programs. First, the author TEX’s the document, that is,



































i’ stands for ‘device-independent’ format. Next the author uses a second




































s, a PostScript version of the document.
The print driver is not a part of TEX. Remember that TEX is ‘device-independent’, that is, TEX will run on any computer.





i ﬁle to the format required by the printer.
Graphics formats are also speciﬁc to devices, that is, graphics must be stored in forms that can be understood and displayed
by speciﬁc monitors and printers. As a consequence, it is the print driver that incorporates Stata graphs, and other graphics,
into TEX documents. Almost all print drivers have some facility for incorporating graphics, but each print driver has its own
conventions that the author must obey, if the process is to be successful.
Although TEX has no built-in commands to handle graphics, Donald Knuth, the author of TEX, anticipated this need and


























































s. Remember, though, that each print driver has
















l command you need to use. Alternatively, you can get a copy of the PostScript driver written by Tomas Rokicki of
Stanford University. This driver comes with specially-written TEX macros that will handle these details for you. This driver is

































l command. In particular, TEX has no way of knowing a graph has been included or how large the graph is. In order
to prevent the graph from overprinting the text of the document, you have to instruct TEX to, in essence, ‘move the cursor’ to
a point on the page just beyond the graph. There are three ways to do this. First, you can use some simple TEX commands to
move the cursor where you want it. Second, many print drivers save you this trouble by including TEX macros that combine








l command; check your manual. Finally, the macros that come with the Rokicki
driver will also handle these details for you.
This overview has covered a lot of ground. It may be useful at this point to summarize what we’ve said so far. To incorporate
a Stata graph into a TEX document, you mustStata Technical Bulletin 9






















































3. Add the appropriate TEX commands to your document to incorporate the graph. For example, you can add TEX commands to








l command your print driver requires. If you use Rokicki’s





































































The ﬁrst, second, and ﬁfth lines are ordinary L ATEX commands. The third and fourth lines are macros supplied by Rokicki. The
third line deﬁnes the width of the graph, while the fourth line gives the name of the ﬁle in which the graph is stored,
4. Finally, TEX (or L ATEX) the document, then use the print driver to print it.
As you can see, the process is really quite simple, even though it took us quite a while to describe it.
The problem







not ‘mesh’ correctly with the TEX macros. Here is a demonstration of the problem. The bar graph below was produced by




































































































































































x command outlines the area where Stata ‘told’ TEX to expect the graph to appear. As you can see,
Stata misled TEX; the graph is much larger than Stata claimed it was.
The cause


































f deﬁnes the bounding box, the construct PostScript uses to deﬁne the size of a
graphics image.
The bounding box, in effect, bounds the image. If the bounding box is deﬁned correctly, other information—in this case,













n is used to print a Stata graph, the graph is the only
thing on the page, and the incorrect bounding box information doesn’t cause a problem. When the
.
p
s ﬁle is incorporated into
aT EX document, however, the incorrect bounding box information confuses TEX and leads to the results you see in the example
above.
The obvious solution
The obvious solution to the problem is to determine the appropriate bounding box. Specifying the correct bounding box will























Fortunately, PostScript ﬁles are stored as plain ASCII ﬁles, that is, they can be read and edited like any other ASCII ﬁle.
This means that we can correct the bounding box instruction in the
.
p


































































Every PostScript ﬁle begins with two statements like these. The ﬁrst line gives information about the version of the PostScript
page description language used in the ﬁle. The second line describes the bounding box. We need to modify the second line to
specify an appropriate bounding box.








6.W eu s e d

































































With this minor modiﬁcation, the PostScript graphic image now is placed in our TEX document in the desired position, properly
scaled, and with the correct amount of space provided in the document for surrounding text. The effect of this modiﬁcation is
to change the upper right corner of the bounding box to reﬂect the boundary of the actual graphic image.
Reﬁnement
The obvious solution described above ﬁxes the problem, but it is too tedious. It’s just not convenient to manually edit every




















































be retained, as they are appropriate if we wish to print stand-alone Stata graphs in PostScript.Stata Technical Bulletin 11












































































































































































































f, the ﬁle provided with Stata.







f which contains the PostScript commands that control the appearance of the printed












s in our example), and the






















































































































































































s command. The second modiﬁcation changes the origin of the graph in the PostScript coordinate system. After








y to successfully rescale
the Stata graph.
Result
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Here is some additional text that is no longer overprinted by the Stata graph.
If you compare the image above to the ﬁrst example in the insert, you’ll notice that the graph not only is located correctly




fxxx TEX macros) to ﬁt into the L ATEX framebox. We invite you to try your own
experiments to see just how easy it is to place your Stata graphs wherever you wish in your TEX documents. If you begin to


















n to save typing the
\
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g effects with Stata graphs in TEX documents
Sean Becketti, Editor, STB, FAX 913-888-6708
The previous insert, “Incorporating Stata-created PostScript ﬁles into TEX/L ATEX documents” by Teck-Wong Soon and Sutaip
L C Saw, provides step-by-step instructions for combining Stata graphs and TEX documents and corrects a problem with Stata’s
PostScript driver. Astute readers, however, may have noticed that the STB is printed using TEX and that Stata graphs regularly
appear in the pages of the STB. Why then, you may ask, has the problem with PostScript driver not been corrected or discussed
in previous STBs?Stata Technical Bulletin 13
The answer is simple: the STB is not printed on a PostScript printer. The STB is printed on a Hewlett-Packard LaserJet








l command supported by the print




i ﬁles to HP PCL format. In fact, we’ve written several macros of our own to make it easier to place
Stata graphs in STB inserts. Thus, we simply never encountered the problem described in gr13.
This explanation raises another question, though. How did we print the PostScript graphs Soon and Saw presented in gr13?








l commands and some TEX tricks of our own
to reproduce the appearance of the PostScript graphs submitted by Soon and Saw. (We did, however, test Soon and Saw’s ﬁles
on a PostScript printer, and they did work.)
We are trying to make a couple of points here. First, incorporating Stata graphs into TEX documents is fairly easy. We use
and endorse the general approach described in gr13 by Soon and Saw, although there are other ways of accomplishing the same
result. And that is our second point: there is more than one approach for incorporating Stata graphs into other documents. In
the case of gr13, we needed to imitate a PostScript problem in a L ATEX document using an HP PCL printer and plain TEX.
We encourage you to develop your own methods for incorporating Stata graphs into your documents. The articles cited at
the end of gr13 give some tips for incorporating Stata graphs into WordPerfect and Microsoft Word documents. Other document
preparation systems can be handled as well. Be sure to let us in on any tricks or improved techniques you discover so we can
share them with other STB readers.
sg19 Linear splines and piecewise linear functions
William Gould, Stata Corporation, FAX 409-696-4601
[Also see crc33 in this issue for a related insert.—Ed.]
Linear splines allow estimating the relationship between
y and
x as a piecewise linear function. A piecewise linear function
















:, which are called the knots. An example of a piecewise linear function is shown below.
knots
A piecewise linear function
z
x





Piecewise linear functions can be used to approximate true nonlinear relationships in data. They have the advantage that
the shape is data driven; it will not be an artifact of functional-form assumptions. For instance, using the automobile data, let


















We are going to use this simple model because it allow us to draw graphs to compare statistical results. I ask, however, that you
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In this model, determining the functional form of
f
(
) is not as easy because one cannot draw simple graphs. Moreover, I ask




) itself. I ask that only because, were that really the case, you might























After estimating such a model, many researchers would claim that they have “controlled for”
m
p































































































































































































































































































































































































































































































































































































































































































This is a reasonable looking regression, but it is not so reasonable when we look at a graph of the data and the line we have just
ﬁtted, as shown in Figure 1. (In the more complicated model, we could not look at this simple graph and so might not discover
the unreasonableness of our assumption.)





e of a change in
m
p
g is the same regardless of the value of
m
p
g. Some things operate this way, but many do not. Such a












































































































































































































































































































































































































































































































































































































































































































































































This model also appears most reasonable and, were we the careful researcher, we could take satisfaction in having ﬁt a better
model than the researcher who controlled for the effect of
m
p
g by merely including a linear term. Unfortunately, our satisfaction
dwindles when, in this simple model, we look at the graph shown in Figure 2 (a graph that could not be easily drawn in the more
complicated model). The graph exhibits a classic problem with the quadratic—the direction of the effect eventually reverses
itself. Although the quadratic is widely used to approximate nonlinear functions, it is typically done under the assumption that
the turning point lies outside the data.
Even if one cannot look at the graph, one can calculate the point at which the effect changes direction. Given that we
















). Whenever one estimates using a quadratic, one should




























g in our data is 12 to 41, so the reversal does occur within the range of our data—just as the graph showed,






e really does decrease with
m
p
g but eventually turns around and actually increases, or whether the upturn is
an artifact of our quadratic assumption. In the case of the simple model, we can look at a graph and we do indeed see some,
but not overwhelming, evidence that the upturn is real. In a more complicated model, we could not look.
We could, however, attempt to ﬁt the function with a piecewise linear function. We could do this at the outset or, having
ﬁt a quadratic and having observed the reversal point inside the range of our data, do so afterwards to make sure that the upturn
in real. In testing the quadratic, it is important that we set one of the knots to the point at which the effect changed directions.







































































































































































































































































































































































































































































































































































































































































































































































































































3 in the regression above corresponds to the mpg range 30 and above. In the piecewise-linear speciﬁcation,
the effect is estimated as being negative, although the conﬁdence interval is, admittedly, quite wide. The effect might be positive
and, in fact, it might be positive going all the way back to 20 mpg, but we cannot reject that it is negative or zero. Figure 3, a
luxury we would not have in a more complicated model, reveals that the piecewise-linear ﬁt is quite reasonable.
Other alternatives to the piecewise-linear ﬁt
A favorite alternative to quadratics and piecewise linear functions is to categorize the data. The logic goes like this: I do not
know the relationship between price and mileage, therefore I will place mpg into categories and use dummy variables to represent
each category. The logic is the same as the logic justifying the piecewise-linear ﬁt and as a matter of fact, the categorization
method suffers from all the same problems as the piecewise-linear approach: Selecting the points at which an observation shifts
from one category to the next has the same arbitrariness as selecting the knots for the linear spline. In any case, we can ﬁt our






















































































































































































































































































































































































































































































































































































































































































































































































Once again, we see a wide conﬁdence interval but no strong evidence of an upturn; Figure 4 graphs the result.
This approach is perhaps better than the linear approach or quadratic approach (it is arguable), but I would argue that it





2 is .3852 while the dummy
R
2 is only .0828). Second, the model—taken literally—has a silly16 Stata Technical Bulletin STB-15








￿,a tw h i c h
point it takes a discrete jump. One is forced into such models when all one has is categorized data, but it would be a shame to
throw away the observed variation in mileage rating and substitute categories when we do not have to. The graphs also make
clear that the piecewise-linear and dummy parameterizations share much in common: the only difference is that a slope joining
the lines is substituted for the jumps between categories. This is a far more reasonable assumption. When one has continuous








e does away with that argument.
Another approach for testing the linearity (or quadratic or any parametric) assumption is to combine the assumption with
categorization dummies. At this point, one is not seriously putting forward the model, one is using the model to test that the
assumptions are reasonable. In the case of linearity, we can test by including the linear term and our dummies. If the linear































































































































































































































































































































































































































































































































































































































































































































































































































The dummies are not zero—we can reject the linear assumption. Figure 5 shows the combined linear plus categorization model.
It is obviously ridiculous, but we are not seriously putting this model forth. It is the fact that it is ridiculous—that the coefﬁcients
on the dummies are both practically and statistically signiﬁcant, that leads us to reject the linear model and continue the search
for a more reasonable speciﬁcation.
































































sss1 Calculating U.S. marginal income tax rates
Timothy J. Schmidt, Federal Reserve Bank of Kansas City, 816-881-2307
m
t








n)—ﬁnds the marginal income tax rate corresponding to any given level
of taxable income for a married couple between the years 1930 and 1990. The user typically will have a data set in memory
that contains yearly observations on the year and taxable income. When calling the program, the user provides those two series
names as arguments to the
m
t























































Many economists have endeavored to study the effects of government ﬁscal policy on variables like output, employment
and prices. Such studies have typically included various measures of government expenditure as their representative ﬁscal policy
variable. However, far fewer researchers have incorporated the tax side of ﬁscal policy into their models. This rather important
omission can be attributed primarily to the inherent difﬁculty in obtaining data on marginal tax rates. For each level of income
in each year, one must ﬁnd the appropriate rate from a (usually) large schedule in the IRS 1040 tax forms. As a result, papers
that have included tax variables at all have often used only summary or aggregate measures such as an average marginal tax18 Stata Technical Bulletin STB-15
rate (e.g. Barro and Sahasakul 1986). However, since the marginal tax rate schedule has changed signiﬁcantly over time, the
use of an average marginal tax rate neglects important information.
The set of programs described herein was written as part of a research paper (Hakkio, Rush, and Schmidt 1993) intended
to redress the current lack of a comprehensive data set on marginal income tax rates and thereby promote their use in economic
research. The programs were written originally in GAUSS. These programs took as input a time series data set that included
the year, various household data, personal income, and total employment. The programs would then generate a distribution of





r function calculates the marginal tax rate. I have not yet written Stata programs to calculate the family income
distribution, taxable income, or the earned income credit. For most applications,
m
t
r is all that is needed. If there is enough
interest among users, though, I will consider adding these other features to Stata and including them in future STB inserts.
Example
The following example illustrates how income has faced a varying degree of taxation over time. This example uses a
hypothetical income distribution generated from the gamma distribution. (These calculations are explained in Hakkio, Rush, and
Schmidt 1993.) The data set contains time series representing the 25th, 50th, and 75th percentiles of taxable income from 1930





































































































































































































































































































































































































































































































































Given these series for income and the (four digit) year, we can generate time series of marginal tax rates corresponding to

















































































































































































































































































































































































































































































































































































































































































Figure 2 displays the marginal tax rates corresponding to the 25th, 50th, and 75th percentiles of taxable family income.
For the ﬁrst eleven years of the income tax, these income levels all faced the same marginal tax rate. In recent years, federal
income taxes have become more progressive, that is, families with higher incomes have faced higher marginal tax rates. One
measure of the progressivity of income taxes is the ‘interquartile range’, the difference between the marginal tax rate on the 75th
percentile of family income and the marginal tax rate on the 25th percentile of family income. Figure 3 displays this measure
of progressivity.
References
Barro, R. J. and C. Sahasakul. 1986. Average marginal tax rates from social security and the individual income tax. Journal of Business 59: 555–566.
GAUSS software. Maple Valley, WA: Aptech Systems, Inc. (Tel. 206-432-7855)
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sts4 A suite of programs for time series regression
Sean Becketti, Editor, STB, FAX 913-888-6708
(The commands presented in this insert are for use with Stata 3.1; see an36.—Ed.)
Introduction
Time series regressions appear frequently in my research. Many of my colleagues use programs such as PC-GIVE, RATS,o r
TSP to run these types of regressions. These programs were designed expressly for time series analysis, and they contain many
special functions to take account of temporal relationships.
Stata is not specialized for time series analysis. Nonetheless, I use Stata to estimate time series regressions. I ﬁnd that
Stata’s ﬂexibility and extensibility outweigh the lack of built-in time series functions. Stata’s lack of time series functions is an







s command is designed








s to calculate least-squares estimates of the primitive ANOVA parameters. Additional tedious calculations can
handle tests of the various effects in an ANOVA model. All of this is possible, but it’s simply too much work. For this reason,





a command that automates these calculations and presents the estimates in a form better suited to
ANOVA models.







s command can estimate these regressions as








e the desired lags of the various time series in the regression,




t command to conduct, for example, Granger tests of causality. With a great deal of typing, one can
calculate the long-run multipliers implied by the regression. But again, all this is just too much work.
The suite of programs described in this insert automate these aspects of time series regression. These programs create the
lags needed in the regressions; estimate the equations; calculate long-run multipliers, permanent effects, and Granger tests; and
report a host of diagnostic statistics and model selection criteria.
These programs are the third generation of time series regression routines I have written. The ﬁrst generation consisted of
some crude
d
o-ﬁles that handled speciﬁc equations in which I was interested. The second generation represented the evolution
of these
d
o-ﬁles into full-ﬂedged Stata programs. This second generation of programs was distributed among my colleagues and
ﬁeld-tested for a year. The third-generation programs described in this insert represent a major revision of the second generation
programs that incorporates the last year’s worth of experience. At my research institution, these programs are used literally every
day, and many colleagues who previously used a specialized time series package have switched to Stata and these programs.
tsﬁt: Estimating a time series regression
The workhorse of time series analysis is ordinary least squares regression. More specialized techniques are sometimes used,
but most time series analyses rely almost exclusively on regression.
The complicating factor in time series regression is creating and including lags of the dependent and explanatory variables.





















































t is the dependent variable, the
x’s are time series explanatory variables, the
z’s are non-time series explanatory variables,
and
￿




























K are the regression coefﬁcients.
The letter
L in the equation above is the lag operator, that is,
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The functions of





























































) are preceded by minus signs, since they will be moved to the right-hand-side of the
equation before the regression is estimated.
From the discussion above, it is clear that a time series regression is deﬁned by the list of time series and non-time series





t provides a convenient way to







































































































































e option suppresses the display of information about the sample coverage. The other three options handle all the









) identiﬁes variables in the regression varlist for which a contemporaneous term is to appear as an explanatory

























) speciﬁes the number of lags of each of the variables to include in the regression.
#












), and so on. If fewer numbers than variables are speciﬁed, the last number








) speciﬁes non-time series variables to include in the regression. These variables can also be incorporated by














) option provides a more efﬁcient means of
incorporating these variables.





t excludes contemporaneous terms of the time series explanatory variables by default. Frequently,
however, a time series regression is properly interpreted as a single equation from a vector autoregression or VAR, that is, a
















) is a matrix polynomial in the lag operator. It is efﬁcient to estimate a VAR one equation at a
time if the lag lengths of all the variables are identical across equations. A single equation from a VAR has no current-dated
explanatory variables; only lagged values appear. This equation can be handled by setting all the zero-th order coefﬁcients of






















t makes it the default.
Example 1: Using tsﬁt to estimate the money-output correlation





t works from an example than from a syntax diagram. One of the most
thoroughly researched topics in economics is the so-called money-output correlation. An important unresolved question in this
area is whether changes in the growth of the money stock can signiﬁcantly affect the growth rate of real output. (Becketti and
Morris 1992 discuss recent research in this area.) We will explore this question as a way of demonstrating the Stata programs










a contains quarterly data on the growth of real output as measured by gross domestic product (GDP),
the growth of the money stock as measured by M2, inﬂation as measured by the growth in the GDP price deﬂator, short-term
interest rates as measured by the secondary market yield on 3-month Treasury bills, and the spread between the rates on 6-month




























































































































































































































































































































































































































x. The character before the period is an operator. The
sufﬁx after the period indicates the variable being operated on.
G denotes the growth rate operator,
D denotes the difference
operator, and





p is the growth rate of real GDP. If digits appear between the operator




x is the third lag of the variable
x.I nsts2, I presented









f), and lags (
l
a
g). These programs as well as other utility
programs from sts2 are included on the current STB diskette.














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































s to calculate the

































d deﬁnes the period






d was ﬁrst introduced in sts2. It has been modiﬁed,








s speciﬁes the variables that contain





t to produce the information on sample coverage that appears as the ﬁrst line













l command produces sample coverage information apart


















































































This example regression shows an apparently strong relationship between money growth and output growth. According to
this regression, a 1 percentage point increase in money growth is associated with a 0.25 percentage point increase in output
growth in the same quarter. This estimate is signiﬁcant at the 1 percent level: the
p-value of the coefﬁcient on money growth is
0.009.
Regressions of this form are generally useless in time series research. Money growth, particularly the growth of a broad
aggregate like M2, is unlikely to be an exogenous variable in this context. Thus
￿
t, the error term in this regression, is almost
certainly correlated with money growth in period
t. As a consequence, the estimate of the coefﬁcient on money growth is biased
and inconsistent.
One simple cure for this problem is to regress output growth on lagged money growth rather than on its contemporaneous
value. Lagged money growth, while stochastic, is predetermined:m o n e yg r o w t hi np e r i o d
t
￿ 1 is unaffected by the regression
disturbance in period























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t. Models this small, however, are rare in time series analysis.
Generally, many lags of the variables are included. The number of lags is frequently a multiple of the periodicity of the data.














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) option, that value is used for all the variables. Note also how the usable sample
shrinks as more lags are added to the regression. The
kth lag of any variable is a missing value for the ﬁrst
k observations.





t makes clear the precise
sample coverage of each equation.
tsmult: Calculating multipliers, permanent effects, and Granger tests
We are rarely interested in the individual coefﬁcients in a time series regression. Instead, we pose questions about functions
of the coefﬁcients. Three questions we typically wish to answer are (1) does a temporary change in an explanatory variable
have a statistically signiﬁcant effect on the dependent variable, (2) does a permanent change in an explanatory variable have
a statistically signiﬁcant effect on the dependent variable, and (3) what is the predicted effect of a permanent change in an
explanatory variable?
The ﬁrst question is equivalent to asking whether all the coefﬁcients on an explanatory variable are zero. Thus, if the
variable of interest is
x
1






















against the alternative that at least one of the coefﬁcients is non-zero. When only lagged values of
x
1










t improve predictions (reduce forecast errors) of
y
t after controlling for lagged values of
y
t and other explanatory variables.
If so (if the null is rejected),
x
1
t is said to Granger-cause
y
t.
The second question is equivalent to asking whether the sum of the coefﬁcients on an explanatory variable is zero. Using
x
1




































Note that we can conveniently indicate the sum of coefﬁcients by replacing
L with
1 as the argument of the lag polynomial.




















Now consider a permanent increase in
x
t, that is, consider increasing
x
t by, say,



























































t be the series that results when
x
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This permanent effect, the ratio multiplying
d, is also called the long-run multiplier of
x





t is endogenous—if, for instance, this is one equation from a VAR—there is no way to estimate the long-run
multiplier of
x







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The ﬁrst column displays the
p-value of the test that all the coefﬁcients on a particular variable are zero; this is the answer
to the ﬁrst question above. The ﬁrst row of the table displays the results for the lagged values of the dependent variable, the
second row displays the results for the ﬁrst time series explanatory variable, and so on. Thus, the
p-value (rounded to two digits)

















t to the results of the regression.
The second column displays the sum of the coefﬁcients on a particular variable. Recall that the lag polynomial for the





























































p is 0.227, so the sum of coefﬁcients is 1
￿ 0.227
= 0.773. For other time series
































In this example, there is only one term in the lag polynomial on money growth, so the sum of coefﬁcients is just the coefﬁcient
on this variable, 0.341.26 Stata Technical Bulletin STB-15
The third column displays the
p-value for the test that the sums of the coefﬁcients are zero; this is the answer to the second
question above. In this example, the sums are highly signiﬁcant for both output growth and money growth.
The fourth column displays the long-run effect on the dependent variable of a permanent one-unit increase in each of the
variable; this is the answer to the third question above. For the dependent variable, the fourth column displays the long-run



























































p-value of the test that the coefﬁcients on the last lags of all the variables including the dependent variable are all zero.








the same test but excluding the last lag of the dependent variable. Frequently we ﬁx the length of the lag polynomial on the
dependent variable to account for serial correlation in the left-hand-side variable. In this case, we are still interested in reducing
the other lag polynomials to the shortest acceptable length.
tsreg: Putting it all together











t to calculate sums of coefﬁcients, long-run
multipliers, and to test some common hypotheses about the lag polynomials. These two commands occur together so frequently
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































g, to display a host of







g can be used after any regression. Most of the criteria and test statistics it reports are equally applicable to cross




















































































g displays Akaike’s information criterion (
A
I
C), a model selection criterion, the
p-value of Harvey’s
test (
H) for heteroscedasticity, and the


























































































































































































































s option is particularly useful. When time series regressions contain long lag polynomials, the







and the diagnostic statistics.



























g combines the most commonly used commands, it restores the user’s












g to leave the lagged variables in the data set so they can be
used in later calculations.
An assessment and a look ahead
There are now enough time series and time-series-related commands in Stata that is difﬁcult to remember them all. Table 1
lists most of them.
Stata’s time series commands are highly interdependent. The
l
a
g command, for example, is fundamental. It is called by
many of the other commands, and the
l
a
g command’s convention for denoting operators is assumed and exploited by other












t are so extensive, for instance, that I abandoned any attempt to document them in this article.
Despite the considerable progress documented in the table above, much remains to be done to complete Stata’s battery of
time series commands. Most pressing is the need for a command to calculate dynamic forecasts and simulations of a time series






d. Because of space limitations and because this article is already so






d to the next issue of the STB. Other important extensions of the single-equation
approach are rolling regressions and CUSUM tests of parameter stability. Again, I have written commands that provide these
techniques, and they will appear in future issues of the STB.28 Stata Technical Bulletin STB-15
Other important commands have not yet been written. Most important of these are commands to estimate and manipulate
vector autoregressive models, VARs. The Johansen approach to estimating and testing cointegrated models needs to be incorporated
in the VAR commands. Commands to estimate Box–Jenkins time series models, ARCH and GARCH models, the Kalman ﬁlter,
and dynamic factor models are all needed and are on the development schedule.
Because these time series commands are under active development, your comments and suggestions are particularly helpful.



























y sts2 unit root tests
d
i





























h sts2 generate growth rates
k
s
m [5s] ksm smoothing including lowess
l
a




d sts2 generate leads
p
a

































































r sts3 cross correlations
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