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segmentaç̃ao; (d), (e) e (f) mostram a classificação de superfı́cies das imagens
(a), (b) e (c), respectivamente. Regiões em vermelho mostram picos na su-
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Figura 4.7 Avaliaç̃ao da detecç̃ao de caracterı́sticas: LDH para (a) ponta do nariz, (b)
cantos internos dos olhos e (c) cantos do nariz. . . . . . . . . . . . . . . . . . . . . . 31
Figura 4.8 Resultados da nossa abordagem de detecção de caracterı́sticas faciais. . . . . . 32
iv
Figura 4.9 Exemplo das técnicas para aprimorar o reconhecimento baseadas em carac-
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Resumo
Neste trabalho apresentamos uma abordagem para segmentação facial e detecç̃ao de
caracteŕısticas faciais em imagens de profundidade. O nosso objetivo fo o desenvolvimento
de um processo automático para ser inclúıdo em um sistema de reconhecimento facial uti-
lizando somente a informaç˜ o de profundidade como entrada. Para isto, a nossa abordagem
de segmentação combina detecção de borda, agrupamento de regiões e ańalise de forma para
extrair a regĩao da face; e a nossa abordagem para detecção de caracterı́sticas faciais combina
classificaç̃ao de curvatura de superfı́cies e curvas de relevo para encontrar pontos caracterı́sticos
no nariz e nos olhos. Os experimentos foram realizados utilizando as duas versões dispońıveis
da baseFace Recognition Grand Challengee a base BU-3DFE, buscando validar as nossas
abordagens e as suas vantagens para o reconhecimento facial. Apresentamos uma an´ lise da
precis̃ao das abordagens propostas para a segmentação e detecç̃ao de caracterı́sticas, e com-
paramos os nossos resultados com outros trabalhos do estado-da-arte, publicados na literatura.
Al ém disso, realizamos uma avaliação da inflûencia da segmentaç˜ o no reconhecimento facial
e tamb́em da melhoria obtida quando as caracterı́s icas detectadas são aplicadas para auxiliar o
reconhecimento facial em imagens contendo expressões faciais.
Palavras-chave: Reconhecimento facial 3D, segmentação facial, detecç̃ao de caracterı́sticas
faciais, imagens de profundidade.
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Abstract
We present a methodology for face segmentation and facial landm rk detection in
range images. Our goal was to develop an automatic process tobe embedded in a face recog-
nition system using only depth information as input. To thisend, our segmentation approach
combines edge detection, region clustering and shape analysis to extract the face region; and
our landmark detection approach combines surface curvature information and relief curves to
find the nose and eyes landmarks. The experiments were perform d using the two available
versions of the Face Recognition Grand Challenge database andthe BU-3DFE database, in or-
der to validate our proposed methodology and its advantagesfor 3D face recognition purposes.
We present an analysis regarding the accuracy of our segmentation and landmark detection ap-
proaches. Our results were better compared to state-of-the-ar works published in the literature.
We also performed an evaluation regarding the influence of the segmentation process in our
3D face recognition system and analysed the improvements obtained when applying landmark-
based techniques to deal with facial expressions.




Com o desenvolvimento das técnicas de reconhecimento facial 3D, a segmentação fa-
cial e detecç̃ao de caracterı́sticas faciais se tornaram etapas de pr´ - rocessamento fundamen-
tais para o desenvolvimento de sistemas de reconhecimento completamente autoḿaticos. Essa
necessidade foi observada j´ nos primeiros trabalhos focados no reconhecimento facial3D,
baseados em diferentes estratégias (e.g.registro de imagens [8,9]; reconhecimento baseado em
apar̂encia [10–12]; e curvas de perfil [13,14]). Em todos estes trabalhos, a face foi considerada
um objeto ŕıgido, e a mesma dificuldade foi observada: reconhecer facescontendo variaç̃oes de
forma. At́e mesmo pequenas variações entre duas imagens de uma mesma pessoa contendo a
express̃ao neutra causavam a diminuição das taxas de verificaç˜ o. A detecç̃ao de caracterı́sticas
foi aplicada com sucesso em trabalhos mais recentes para lidcom este problema.
Changet al. [15] prop̂os o uso de tr̂es diferentes regiões em torno do nariz durante a
etapa de reconhecimento. Lu e Jain [16] propuseram a criação de modelos das deformações da
face causadas por expressõe faciais. Bronsteinet al. [17] prop̂os uma forma de representar a
face de forma invariantèa express̃oes facial. Outros trabalhos utilizaram ideias semelhantes para
aprimorar o reconhecimento facial [3, 18, 19]. Todas estas abord gens mencionadas utilizaram
caracteŕısticas faciais para atingir seus objetivos.
A classificaç̃ao de curvatura de superfı́cies [20] tem sido aplicada com sucesso para a
detecç̃ao de caracterı́sticas faciais [15,21,22]. Colbryet al.[23] aplicou esta t́ecnica combinada
com algumas heurı́sticas para localizar caracterı́sticas faciais em imagens de face contendo
diferentes poses. Entretanto, esta abordagem requer uma tolerância alta a falta de precisão para
obter boas taxas de localização. Recentemente, Faltemieret al. [24] utilizou curvas de perfil de
diferentes vistas de uma imagem de entrada para encontrar a pont do nariz em imagens não
frontais de faces. Esta abordagem apresentou taxas de localizaç̃ao elevadas e também resultados
mais precisos que a abordagem anterior. Apesar disso, esta técnicaé limitadaà detecç̃ao de uma
única caracterı́stica facial.
Para imagens frontais, Lu e Jain [5, 25] obtiveram bons resultados considerando pre-
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cisão e taxas de localizaç˜ o atrav́es da combinaç̃ao de classificaç̃ao de curvatura de superfı́cies,
curvas de relevo, modelos estatı́sticos da localizaç̃ao das caracterı́sticas faciais e detecção de
cantos em imagens de intensidade. Nesta abordagem, foram necesśarios o uso de imagens
de intensidade e um estágio de treino para a geraç˜ o do modelo estatı́stico. Apesar da ima-
gem de intensidade ser facilmente adquirida, o seu uso envolve diversos problemas, entre eles
variaç̃oes de iluminaç̃ao, pose, escala, e a possibilidade de haver um alinhamento incorreto entre
as informaç̃oes de profundidade e de intensidade [2].
Para realizar a detecção de caracterı́sticas faciais, cada imagem de profundidade pre-
cisa ser previamente segmentada buscando isolar a regi˜ o da face das outras partes da ima-
gem (i.e. cabelo, pescoço, orelhas e roupas). Para imagens contendoapenas uma face, várias
técnicas foram adotadas para a segmentação, por exemplo agrupamento de regiões [12], mo-
delo de cor de pele [15], histograma de valores de profundidade [17], e at́e mesmo segmentaç˜ o
manual [22]. Alguns destes ḿetodos [12,15] utilizam a informaç˜ o de intensidade para realizar
a segmentaç̃ao, e est̃ao sujeitos aos mesmos problemas causdados pelas variações na imagem
de intensidade ou pelo desalinhamento entre as informações de profundidade e de intensidade
mencionados anteriormente [2].
Outros trabalhos podem detectar mais de uma face por imagem através da utilizaç̃ao
de t́ecnicas de reconhecimento baseado em aparência em projeç̃oes 2D da imagem 3D [21] ou
na informaç̃ao de intensidade disponı́vel [5]. Entretanto, estes ḿetodos ñao extraem completa-
mente a regĩao da face. Em [21] somente a região em torno do nariz e dos olhosé extráıda, e
em [5] a segmentaç˜ o exclui partes da testa e do queixo.
Neste trabalho apresentamos uma abordagem para segmentação facial e detecç̃ao de
caracteŕısticas faciais em imagens de profundidade. O nosso objetivo foi o desenvolvimento de
um processo autoḿatico para ser inclúıdo em um sistema de reconhecimento facial utilizando
somente a informação de profundidade como entrada. Nossa primeira contribuic¸ãoé uma abor-
dagem de segmentaç˜ o capaz de localizar e extrair faces frontais sem a necessidade e um
est́agio de treino. Para isto, a nossa abordagem combina detecção de borda, agrupamento de
regiões e ańalise de forma. Esta abordagem foi mais precisa quando comparada com outras duas
abordagens de segmentação [2, 5], considerando os resultados de verificação obtidos por uma
técnica padr̃ao de reconhecimento facial [26] a pelo nosso pr´ prio sistema de reconhecimento
facial 3D. Nossa segunda contribuição é uma abordagem para detecção de caracterı́sticas faci-
ais que combina classificaç˜ o de curvatura de superfı́cies e curvas de relevo. Esta abordagem
apresenta resultados equivalentes ou melhores quanto comparada com outros três trabalhos do
estado-da-arte, presentes na literatura [5–7, 25]. Os resultados da detecção de caracterı́sticas
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foram aplicados com sucesso para aprimorar o desempenho do nss sistema de reconheci-
mento facial 3D sob variações de expressão [3].
Em nossos experimentos foram utilizadas as duas versões da baseFace Recognition
Grand Challenge1 (FRGC) e a base BU-3DFE [27], totalizando 7450 imagens de facesrontais,
contendo uḿunico indiv́ıduo por imagem. Estas bases foram utilizadas em nossos experimentos
por serem extensivamente utilizadas em pesquisas abordandańalise facial 3D [2,3,15,19,28–
34].
O restante deste trabalhoé organizado da seguinte maneira: na Seção 2, introduzi-
mos nossa abordagem de segmentação facial; o ḿetodo de detecção de caracterı́sticas faciais
é apresentado na Seção 3; resultados experimentais são discutidos na Seção 4, seguidos pelas
consideraç̃oes finais na Seção 5.
1Available athttp://www.bee-biometrics.org
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2 Segmentaç̃ao facial em imagens de profundidade
Desenvolvemos uma abordagem de segmentação para extrair completamente a região
da face de uma imagem de profundidade de entrada que obedeçaas seguintes restrições: (1)
a imagem ñao pode conter mais de uma face; (2) a face precisa estar entreas regĩoes mais
próximas do dispositivo de aquisição; (3) a face deve estar posicionada frontalmente; e (4)
oclus̃ao śo é permitida caso seja causada por partes do cabelo. Embora exista algumas restriç̃oes
na imagem de entrada, diversas situações podem interferir no processo de segmentação, omo
diferentes cortes de cabelo, ou a presença de acessório de vestúario e partes do corpo.
Figura 2.1: Diagrama da nossa abordagem de segmentação.
Para resolver este problema, nós desenvolvemos um algoritmo que combina detecção
de bordas [35], agrupamento de regiões [36] e ańalise de forma. O algoritmo de segmentação
possui duas etapas principais: (A) a localização de regĩoes homoĝeneas na imagem; e (B)
a identificaç̃ao das regĩoes homoĝeneas que pertencem̀a face. Um diagrama da abordagem
propostáe apresentado na Fig. 2.1. Detalhes de cada estágio do processo de segmentação s̃ao
fornecidos nas subseções seguintes.
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2.1 Localizaç̃ao de regĩoes homoĝeneas
Para localizar partes homogêneas, agrupamento de regiões e detecç̃ao de bordas foram
aplicados na informação de profundidade da imagem de entrada. Considerando as bases de
dados utilizadas em nossos experimentos, observamos que asimagens raramente apresentam
informaç̃ao de profundidade no fundo da imagem, e també que a facé uma das regiões mais
próximas do dispositivo de aquisição.
Primeiro, o filtro da mediana 5×5 é aplicado duas vezes na imagem de entrada para re-
duzir o rúıdo. Em seguida, o algoritmo de agrupamento K-Means [37]é aplicado na informação
de profundidade para dividı́-la em duas regiões (i.e. K = 2, mostradas em branco e cinza na
Fig. 2.1, sendo a região em preto áarea sem informação de profundidade da imagem de en-
trada): a regĩao de interesse (ROI,Region Of Interest), composta de regiões pŕoximas ao dis-
positivo de aquisiç̃ao; e as demais regiões que estão muito afastadas do mesmo dispositivo e
eventualmente parte do fundo da imagem. Considerando que a face sempre está inclúıda na
regĩao com menor profundidade (i.e. ROI), aárea de busca pode ser reduzida, como mostrado
na Fig. 2.1.
Entretanto, o agrupamento de regiões ñaoé suficiente para isolar corretamente a face
de outras regiões como cabelo, pescoço, roupas e acessórios. A detecç̃ao de bordaśe ent̃ao
empregada para separar estas partes da regi˜ o da face aṕos a aplicaç̃ao do K-Means.
Uma operaç̃ao de limiarizaç̃ao foi empregada para a detecção de bordas em uma ima-
gem de gradiente, queé obtida atrav́es da aplicaç̃ao do operador de Sobel [38] na informação de
profundidade de entrada. Um limiar globalTG foi definido baseado no ponto de inflexão do tre-
cho decrescente do histograma de gradiente obtido utilizando todas as imagens da base FRGC
v2.0 (i.e. o ponto de inflex̃ao representa uma mudança significativa na curva do histograma
de gradiente, e esta mudança foi considerada a mudança entre valores de gradiente de regiões
homoĝeneas e ñao homoĝeneas). A Fig. 2.2(a) mostra o histograma de gradiente da base FRGC
v2.0. O ponto de inflex̃ao pode ser encontrado como um pico negativo na primeira deriva a da
curva do histograma (ver Fig. 2.2(a)), como mostrado na seguinte equaç̃ao:
TG = u if h
′(u) < h′(v) ∀ v 6= u (2.1)
ondeh′(x) é a primeira derivada da curva do histograma (i.e. neste trabalho,TG = 7).
Imagens com alta resolução apresentam valores de gradiente menores que imagens




Figura 2.2: (a) Histograma de gradiente de todas as imagens da base FRGC v2.0. O ponto de
inflexão representa o limiar global de gradiente; (b)-(c) histograma de valores de resolução de
todas as imagens da base FRGC v2.0 utilizando o eixo y e o eixo x,respectivamente.
com a resoluç̃ao da imagem. O valor de resolução rF para uma imagemF é calculado como a
dist̂ancia ḿedia no eixo y entre pontos vizinhos em uma mesma coluna da image (i.e. somente
o eixo yé utilizado porque ambos os eixos x e y apresentam valores similares para uma mesma
imagem, como mostrado nas Figs. 2.2(b)-2.2(c)). Um valor deresoluç̃ao globalrG é calculado
como a ḿedia dos valores de resolução de todas as imagens da base FRGC v2.0 (ver Fig. 2.2(b),
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Um processo de fechamento [39] (i.e. duas dilataç̃oes 3×3 seguidas de uma erosão
3× 3) é executado para conectar algumas linhas desconectadas resultantes do processo de
limiarizaç̃ao e o mapa de bordas finalé obtido. Aṕos isto, o mapa de bordasé utilizado para
dividir a regĩao resultante da aplicaç˜ o do K-Means combinando as duas imagens através de um
E lógico, como mostrado na Fig. 2.1. A imagem resultante contém as regĩoes homoĝeneas da
imagem de entrada.
2.2 Identificaç̃ao de regĩoes da face
Neste est́agio, precisamos identificar quais regiões homoĝeneas pertencem̀a face. Es-
tas regĩoes s̃ao ent̃ao submetidas a um processo de rotulação, e todas as regiões com tamanho
inferior à 0.5% do tamanho da imagem são descartadas. Este limiar, que foi definido empirica-
mente, deve ser grande o suficiente para eliminar regiões indesejáveis (e.g. partes do cabelo),
e pequeno o suficiente para nunca descartar uma regi˜ o relevante. A Fig. 2.3(a) mostra um
exemplo das regiões homoĝeneas aṕos a rotulaç̃ao.
Regĩoes pertencentes̀a face s̃ao encontradas na imagem rotulada através da busca por
uma elipse, por ser considerada a forma geom´ trica que mais se assemelhaà forma da face. Esta
buscaé realizada atrav́es da aplicaç̃ao transformada de distância [40] nas bordas das regiões
rotuladas, mostradas na Fig. 2.3, seguida da seleção da combinaç̃ao de regĩoes que apresenta a
forma mais parecida com uma elipse. Para avaliar a similaridade entre um conjunto de regiões
e uma elipse ńos utilizamos o Alg. 1, onde a distância entre as bordas, preenchimento da elipse
e vazamento da elipse são considerados, e elipses maiores são priorizadas. A Fig. 2.4 mostra
todas as combinações entre as regiões da Fig. 2.3(a). A melhor elipse, de acordo com o Alg. 1,
foi encontrada na Fig. 2.4(g).
Após a detecç̃ao de elipse segue a seleção das regĩoes rotuladas que pertencemà face,
de acordo com o Alg. 2. No passo 2 do Alg. 2, regiões pŕoximas ao centro da elipse são sele-
cionadas, evitando a seleção de regĩoes do pescoço e do cabelo, que eventualmente aparecem
nas bordas da elipse. Entretanto, algumas vezes a faceé dividida em pequenas regiões, e o




Figura 2.3: (a) Regiões homoĝeneas aṕos a rotulaç̃ao; (b)-(d) mapas de distância destas regiões.
(a) (b) (c)
(d) (e) (f) (g)
Figura 2.4: Detecç̃ao de elipse através da combinaç̃ao de regĩoes homoĝeneas.
para selecionar as regiões da face neste caso. O passo 7é aplicado para selecionar a região da
testa e tamb́em evitar a seleç̃ao de partes do cabelo ou acessórios que podem estar incluı́das na
elipse.
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Algorithm 1 Pseudo ćodigo para medir a similaridade entre regiões homoĝeneas e elipses.
Entrada: Um conjunto de regiõesS= {r1, r2, . . . , rN}
Sáıda: Um valor de similaridadeV
1: Criar um mapa de distânciaD combinando os mapas de distância de cada região utilizando




i , . . . ,D
rN
i }
2: Obter o ret̂angulo envolvente deS, e definir uma elipse com os valores de centro, altura e
largura deste retângulo.
3: ConsiderandoP o conjunto de pixels na borda da elipse, computar a distˆ nciad = ∑p∈P
Dp
|P|
4: Computar a fraç̃aoα dos pixels ñao inclúıdos em nenhuma região que est̃ao dentro da elipse
para medir o preenchimento da elipse
5: Computar a fraç̃ao β dos pixels das regiões de entrada dentro do retângulo envolvente e
fora da elipse para medir o vazamento da elipse
6: Computar áarea do ret̂angulo envolventeA
7: V = αβdA
Algorithm 2 Pseudo ćodigo para seleç̃ao de regĩoes da face.
Entrada: Um conjunto de regiões rotuladasS= {r1, r2, . . . , rN} e uma elipseE
Sáıda: Um conjunto de regiões da faceF
1: Definir um ćırculo C no centro da elipse com diâmetro igual a dois terços da largura da
elipse (ver Fig. 2.5(a))
2: Adicionar aF todas as regiões emScom pelo menos um pixels dentro deC
3: Dividir a elipse em quatro partes: a parte superiorET ; a parte inferiorEB; a parte esquerda
EL; e a parte direitaER (ver Fig. 2.5(b))
4: Adicionar aF a regĩao emScom a maior quantidade de pixels dentro deEB
5: Adicionar aF a regĩao emScom a maior quantidade de pixels dentro deEL
6: Adicionar aF a regĩao emScom a maior quantidade de pixels dentro deER
7: Considerandor i ∈ Sa regĩao com a maior quantidade de pixels dentro deET , r i seŕa sele-
cionada se esta também for a regĩao com a maior quantidade de pixels na parte inferior de
ET (ver Fig. 2.5(c)), ou se tiver mais que o dobro da quantidade de pixels da regĩao mais




Figura 2.5: (a)-(c) Regiões inclúıdas na elipse detectada utilizadas para localizar a face; e(d)
um exemplo de face dividida por causa do bigode.
As regĩoes selecionadas como face são representadas por uma imagem binária que
indica a localizaç̃ao da face na imagem de entrada. Esta imagem pode conter espac¸os entre as
regiões, que s̃ao preenchidos através da ligaç̃ao de pontos desconectados em uma mesma coluna
ou em uma mesma linha da imagem. Após isto, realizamos um E lógico entre a imagem binária
resultante e a imagem de profundidade de entrada para obter asegmentaç̃ao final da regĩao da
face.
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3 Detecç̃ao de caracteŕısticas faciais
A detecç̃ao de caracterı́sticas faciaiśe uma etapa importante para otimizar algumas
tarefas relacionadas ao reconhecimento; por exemplo registro de faces, estimativa de pose, e
localizaç̃ao de regĩoes ŕıgidas da face [15].
Estamos interessados em um pequeno conjunto de caracterı́sti as faciais: ponta do
nariz e cantos do nariz e dos olhos. Estas caracterı́sticas foram escolhidas porque elas permitem
uma extraç̃ao precisa das regiões ŕıgidas da face, como o nariz e a testa. Para localizá-las, ńos
combinamos curvas de relevo [24, 41] obtidas da informação de profundidade e também da
imagem resultante da classificação de curvatura de superfı́cies [4,15]. Curvas de relevo [24,41]
são curvas extráıdas de imagens para representar alguma propriedade especı́fica da imagem (e.g.
o valor ḿaximo de profundidade cada linha da imagem da face representa a linha de perfil da
face). Um diagrama da abordagem de detecção de caracterı́sticasé apresentado na Fig. 3.1.
Figura 3.1: Diagrama da nossa abordagem de detecção de caracterı́sticas faciais.
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3.1 Classificaç̃ao de curvatura de superfı́cies
Como mostrado por Changet al.[42], atrav́es da ańalise da informaç̃ao de curvatura de
superf́ıcies podemos observar que algumas regiõ s da face (e.g.ponta do nariz e cantos internos
dos olhos) apresentam o mesmo tipo de curvatura em imagens dediferentes pessoas, e não s̃ao
afetadas por expressões faciais, como mostrado na Fig. 3.2.
(a) (b) (c)
(d) (e) (f)
Figura 3.2: Exemplo da classificação de superfı́cies aplicada em imagens de uma mesma pessoa
apresentando diferentes expressões: (a), (b) e (c) s̃ao os resultados da segmentação; (d), (e) e
(f) mostram a classificaç˜ o de superfı́cies das imagens (a), (b) e (c), respectivamente. Regiões
em vermelho mostram picos na superfı́cie e regĩoes em amarelo mostram poços.
Para calcular o tipo de curvatura para cada ponto de uma imagem de face, uma su-
perf́ıcie localé definida atrav́es de uma vizinhançaN×N, assim como em [43] (i.e. N= 11).
Ent̃ao ńos aplicamos uma técnica de ḿınimos quadrados para calcular os coeficientes de uma
aproximaç̃ao biquadŕatica da superfı́cie, e estimamos os valores de curvatura Gaussiana (K)
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e de curvatura ḿedia (H) utilizando as derivadas parciais da aproximação [4]. Uma vez que
os valores K e H tenham sido obtidos, podemos classificar a superf́ıcie local de acordo com a
Tabela 3.1 [4].
Tabela 3.1: Classificaç˜ o dos tipos de superfı́cies baseada nos valores de curvatura Gaussiana e
curvatura ḿedia [4].
H < 0 H = 0 H > 0
K < 0 pico - poço
K = 0 cume plano vale
K > 0 sela em cume mı́nimo sela em vale
Depois de classificar todos os pontos de uma imagem de entrada, dois tipos de su-
perf́ıcies s̃ao utilizados em nossa abordagem de localização de caracterı́sticas faciais: picos e
poços. Os cantos dos olhos apresentam superfı́cies em forma de poço, e a ponta do nariz apre-
senta superfı́cies em forma de pico, como mostrado na Fig. 3.2. Os cantos donariz podem
apresentar diferentes classificações sob diferentes expressõe faciais, então outras informaç̃oes
extráıdas da face foram empregada para encontrá-los.
3.2 Detecç̃ao de caracterı́sticas
A detecç̃ao de caracterı́sticas possui dois estágios: primeiro ńos encontramos a coor-
denada y da ponta do nariz o dos olhos, a depois encontramos a co rdenada x da ponta e cantos
do nariz e dos cantos internos dos olhos.
Para encontrar a coordenada y do nariz, duas projeções da informaç̃ao de profundidade
no eixo y [41] s̃ao geradas, chamadas curva de perfil e curva mediana. Para gerestas curvas,
determinamos o valor de profundidade máximo (i.e. curva de perfil) e o valor mediano (i.e.
curva mediana) de cada conjunto de pontos na imagem de entrada com a mesma cordenada y.
Calculamos então a diferença entre estas curvas e procuramos pela coordenada y com o maior
valor de diferença. Então, assumimos que o pico local na curva de perfil mais próximo desta
coordenada y correspondeà localizaç̃ao do nariz. A Fig. 3.3 mostra um exemplo de curva de
perfil e seus picos locais, de curva mediana e da diferença entre as curva de perfil e mediana.
A coordenada y com o valor ḿaximo de diferença e pico local escolhido como ponta do nariz
tamb́em s̃ao mostrados na Fig. 3.3.
Em seguida, outra projeção no eixo yé gerada utilizando a imagem de curvatura para
localizar a coordenada y dos olhos. Para isto, calculamos a prcentagem de pontos classifica-
dos como pico em cada conjunto de pontos com a mesma coordenada y. Para uma face, esta
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Figura 3.3: Exemplo de detecção da coordenada y da ponta do nariz.
projeç̃ao apresenta três picos, representando os olhos, a base do nariz e a boca. Comoa coor-
denada y da ponta do nariz já é conhecida, podemos considerar o pico mais próximo à ponta
do nariz como sendo a coordenada y base do nariz, o pico superior como sendo a coordenada y
dos olhos, e o pico inferior a coordenada y da boca (ver Fig. 3.4)
Figura 3.4: Exemplo da detecção da coordenada y dos olhos, base do nariz e boca.
Uma vez que as coordenadas y da ponta do nariz e dos olhos sejamconhecidas, com-
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putamos projeç̃oes no eixo x para localizar as coordenadas x da ponta e cantosdo nariz, e dos
cantos internos dos olhos. Para a ponta do nariz, a projeçã no eixo x́e obtida atrav́es do ćalculo
da porcentagem de pontos em uma mesma coluna considerando umconjunto de linhas vizinhas
à coordenada y da ponta do nariz. A coordenada x da ponta do nariz pode ser encontrada como
um pico nesta projeção, como mostrado na Fig. 3.5.
Figura 3.5: Exemplo da detecção da coordenada x da ponta do nariz.
A partir da ponta do nariz, podemos encontrar os cantos do nariz como sendo os pontos
de ḿaxima variaç̃ao na curva de perfil horizontal. Esta curvaé uma projeç̃ao no eixo x que
representa um conjunto de pontos com a mesma coordenada y, neste caso, a coordenada y da
ponta do nariz. Para detectar os cantos do nariz, nós calculamos a informaç˜ o de gradiente desta
curva buscando identificar um pico em cada lado da ponta do nariz, como mostrado na Fig. 3.6.
Para encontrar as coordenadas x dos cantos dos olhos, nós geramos uma projeção da
imagem de curvatura no eixo x através do ćalculo da porcentagem de pontos classificados como
poço para cada coluna de um conjunto de linhas vizinhas centralizadas na coordenada y dos
olhos. A coordenada x do canto do olho esquerdo está localizada no ińıcio do primeiro pico
nesta projeç̃ao, e a coordenada x do canto do olho direito está localizada no final do segundo
pico nesta mesma projeção, como mostrado na Fig. 3.7.
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Figura 3.6: Exemplo da detecção dos cantos do nariz.
Figura 3.7: Exemplo da detecção dos cantos dos olhos.
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4 Resultados experimentais
Os experimentos apresentados nesta seç˜ o foram projetados para avaliar a precisão das
nossas abordagens para segmentação facial e detecç̃ao de caracterı́sticas, a tamb́em para analisar
a influência das mesmas em um sistema de reconhecimento facial 3D. Três bases de dados
foram utilizadas nestes experimentos. A base FRGC versões 1.0 e 2.0, com um total de 4950
imagens de 557 indivı́duos, contendo variações de expressões faciais, resolução, pose e outras
caracteŕısticas, como diferentes cortes de cabelo. As imagens possuem 640×480 pixels e foram
adquiridas peloscanner laserMinolta Vivid 910; a e base BU-3DFE [27], com um total de
2500 imagens de 100 indivı́duos apresentando principalmente variações de expressões faciais.
Apenas malhas de triângulos s̃ao disponibilizadas nos dados originais desta base, então ńos
convertemos os modelos para imagens de profundidade frontalmente posicionadas utilizando
amostragem de pontos considerando uma resoluçã de 0.6mm.
Todos os experimentos de reconhecimento foram realizados utilizando-se um ḿetodo
padr̃ao de comparação baseado no algoritmoIterative Closest Point(ICP) e tamb́em o nosso
sistema de reconhecimento facial 3D [3] baseado nas técnicasSimulated Annealing(SA) e
Surface Interpenetration Measure(SIM). O ICP foi empregado em nossos experimentos porque
muitos trabalhos voltados para o reconhecimento na literatura s̃ao baseados nele. Em nossa
implementaç̃ao, uma soluç̃ao inicial é obtida atrav́es do alinhamento dos centros de massa das
duas imagens de face, então um alinhamento grosseiroé realizado com o ICP e 5% dos pontos
da imagem a ser reconhecida. A seguir, um alinhamento mais precisoé obtido com o aumento
da porcentagem de pontos utilizada para 25%. O valor de similar dade finaĺe obtido atrav́es da
aplicaç̃ao da medida robustaM-estimator Sample Consensus(MSAC) sobre o erro entre pontos
correspondentes náarea de sobreposição das imagens alinhadas. O limiar para o MSAC foi
definido em 3.0mm. Da mesma maneira, em nosso sistema de reconhecimento uma soluç˜ o
inicial é obtida atrav́es do alinhamento dos centros de massa das duas imagens de face. Um
alinhamento grosseiróe realizado utilizado uma busca com o SA para minimizar o MSAC,e
ent̃ao um alinhamento mais precisoé obtido utilizando uma busca com o SA para maximizar o
valor da SIM [3].
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4.1 Resultados da segmentação
A nossa abordagem de segmentação extraiu corretamente a região da face em 99.3%
das imagens da base FRGC v1.0 (936 de 943), em 99.7% das imagensda ba e FRGC v2.0
(3993 de 4007) e em 96.1% das imagens da base BU-3DFE (2403 de 2500), como confirmado
por uma inspeç̃ao visual dos resultados (i.e. faces contendo regiões irrelevantes ou que não
foram extráıdas por completo foram consideradas segmentações incorretas). Os erros foram
causados principalmente por regiões do pescoço, cabelo ou acessórios que ñao foram separados
da face pela etapa de detecção de bordas. Alguns exemplos são mostrados na Fig. 4.1. Nas
Figs. 4.1(a)-4.1(e), regiões irrelevantes ñao foram separadas da face, e na Fig. 4.1(f), a região
da testa ñao foi selecionada como face. O tempo médio para segmentar uma faceé de um
segundo em um Pentium D 3.4 GHz. A Fig. 4.2 mostra alguns exemplos da segmentaç˜ o facial




Figura 4.1: Segmentações incorretas causadas por (a)-(e) regiõ s irrelevantes selecionadas
como face e (f) partes da face não selecionadas.





Figura 4.2: Exemplos da segmentação facial utilizando a abordagem proposta em imagens com
diferentes dificuldades: (a)-(c) cabelo; (d)-(e) barba e bigode; e (f) expressão facial.
mento facial 3D, ńos comparamos nossa abordagem com outras duas técnicas de segmentação [2,
5]. A primeiraé uma t́ecnica de segmentaç˜ o baseada na detecção da face atrav́es de um classi-
ficador em cascata desenvolvido por Viola e Jones [1], disponı́vel a bibliotecaOpenCV1, que
usa a imagem de intensidade lozalizar a face. O fundo da imagede intensidade foi removido
utilizando-se o mapa de profundidade, como proposto em [5],para reduzir áarea de busca e
o número de detecç̃oes falsas. A região da face corresponde ao conjunto de pontos localiza-
dos dentro do quadrado detectado, como mostrado na Fig. 4.3.Alguns exemplos do resultado
deste t́ecnica s̃ao mostrados na Fig. 4.4. A segunda abordagem foi proposta por Mian et al. [2],
e consiste em extrair uma região esf́erica com um raio de 80mmem torno da ponta do nariz,
como mostrado na Fig. 4.5(a). Exemplos da segmentação final obtida por esta abordagem são
mostradas nas Figs. 4.5(b)-4.5(d).
Para esta comparaç˜ o foram utilizadas 933 imagens da base FRGC v2.0 sem ruı́do





Figura 4.3: Exemplo da segmentação facial atrav́es de uma t́ecnica padr̃ao [1]: (a) imagem de
intensidade, (b) mapa de profundidade, (c) imagem de intensidade aṕos remoç̃ao do fundo, e
(d) resultado da extraç˜ o facial.
Figura 4.4: Exemplos da segmentação facial obtidas pela técnica padr̃ao de segmentaç˜ o.
e de rúıdo. Com esta configuraç˜ o, a face inteiráe relevante ao reconhecimento facial, e a




Figura 4.5: (a) Ilustraç̃ao da abordagem proposta por Mian (imagem retirada de [2]), e(b)-(d)
resultados obtidos por esta abordagem.
vantes apresentar´ as melhores taxas de verificação. Todas estas imagens neutras e sem ruı́do
foram ent̃ao segmentadas pelas três t́ecnicas consideradas. Detecções falsas na técnica padr̃ao
foram eliminadas manualmente, e as posiç˜ es da ponta do nariz utilizadas na abordagem de
Mian foram marcadas manualmente.
Em seguida, ńos calculamos o valor de similaridade para cada combinação de duas
imagens segmentadas por uma mesma abordagem (864578 combinaç̃oes entre imagens de in-
divı́duos diferentes e 4978 entre imagens do mesmo indivı́duo), e a Fig. 4.6 mostra as taxas de
verificaç̃ao para as três abordagens. Como pode ser observado, a nossa abordagem apresentou
melhores taxas de verificaç˜ o em comparaçãoàs outras abordagens.
4.2 Resultados da detecção de caracterı́stica
Após a segmentaç˜ o, as faces são submetidas̀a nossa abordagem de detecção de car-
acteŕısticas sem nenhum ajuste (i.e. segmentaç̃oes incorretas ñao s̃ao retificadas). As carac-
teŕısticas faciais foram manualmente marcadas por duas pessoas diferentes para avaliar o erro




Figura 4.6: Comparação entre abordagens de segmentação utilizando (a) ICP+MSAC e (b)
SA+SIM.
marcaç̃oes manuais.
O erro de localizaç̃ao foi estimado atrav́es da dist̂ancia Euclidiana entre a posição de
refer̂encia e a posiç̃ao obtida pela nossa abordagem de detecção. Para mostrar a melhora em ter-
mos de precis̃ao, algumas estatı́s icas do erro de localizaç˜ o s̃ao apresentadas nas Tabelas 4.1-
4.3, junto com resultados obtidos por Lu e Jain [5, 25], Romero-Huertas e Pears [7] e Yu e
Moon [6]. A base FRGC v2.0 foi utilizada nos experimentos apresentados em [7] e a base
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FRGC v1.0 foi utilizada em [5,6]. O erro ḿedio e o desvio padrão foram obtidos considerando
o erro de localizaç̃ao entre as posições de refer̂encia e os resultados da nossa abordagem au-
tomática de detecç̃ao. As taxas de detecção foram obtidas através do ćalculo da porcentagem
de caracterı́sticas detectadas com o erro de localização menor que um limiar estipulado. Como
pode ser observado, a nossa abordagem a nossa abordagem apresent valores baixos de erro
médio e desvio padrão, e consequentemente a ponta do nariz e os cantos dos olhos foram de-
tectados corretamente em mais imagens que outras abordagens quando o limiar de tolerânciaé
baixo.
Tabela 4.1: Resultados para a base FRGC v1.0: erro médio e desvio padrão para a nossa
abordagem e também para [5, 6]; taxas de detecção com limiar de 10mm (T10) para a nossa
abordagem e para [6]; e taxas de detecção om limiar de 15mm (T15) para a nossa abor-
dagem. PN=ponta do nariz; OE=olho esquerdo; OD=olho direito; NE=canto esquerdo do
nariz; ND=canto direito do nariz.
Caracterı́sticas PN OE OD NE ND
Erro médio (mm) 2.69 4.26 4.15 6.16 7.22
[5]-Erro médio (mm) 5.00 5.70 6.00 N.A. N.A.
[6]-Erro médio (mm) 2.18 5.59 4.74 N.A. N.A.
Desvio padr̃ao (mm) 2.14 3.51 3.13 3.09 2.76
[5]-Desvio padr̃ao (mm) 2.40 3.00 3.30 N.A. N.A.
[6]-Desvio padr̃ao (mm) 6.83 16.08 9.76 N.A. N.A.
T10 99.89 97.14 98.52 90.56 90.03
[6]-T10 99.50 98.50 98.50 N.A. N.A.
T15 99.89 99.47 99.68 99.79 99.47
Tabela 4.2: Resultados para a base FRGC v2.0: erro médio e desvio padrão para a nossa abor-
dagem; taxas de detecção com limiar de 10mm (T10) para a nossa abordagem; e taxas de
detecç̃ao com limiar de 15mm (T15) para a nossa abordagem e para [7].
Caracterı́sticas PN OE OD NE ND
Erro médio (mm) 2.73 3.69 3.35 4.83 5.84
Desvio padr̃ao (mm) 1.39 2.26 2.33 2.03 1.73
T10 99.95 98.88 99.15 99.55 99.15
T15 99.95 99.65 99.63 99.95 99.95
[7]-T15 90.00 90.00 90.00 N.A. N.A.
Computamos o histograma de erro de localização (LDH, Localization Displacement
Histogram) para cada caracterı́stica utilizando as imagens da base FRGC v2.0. Os gráficos
de LDH para ponta do nariz, cantos internos dos olhos e cantosdo nariz s̃ao mostrados na
Fig. 4.7. O tempo ḿedio para localizar as caracterı́sticas faciais em uma face segmentadaé de
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Tabela 4.3: Resultados para a base BU-3DFE: erro médio, desvio padrão, taxas de detecção
com limiar de 10mm (T10) e de 15mm (T15) para a nossa abordagem.
Caracterı́sticas PN OE OD NE ND
Erro médio (mm) 1.87 6.33 6.33 6.66 6.49
Desvio padr̃ao (mm) 1.12 4.82 5.04 3.36 3.40
T10 99.88 84.32 82.40 83.56 83.56
T15 99.88 94.60 93.20 99.08 99.52
0.3 segundos em um Pentium D 3.4 GHz. Alguns resultados da detecção de caracterı́sticas s̃ao
mostrados na Fig. 4.8.
Após detectadas, estas caracterı́sticas foram utilizadas para tornar sistemas de reco-
nhecimento facial 3D capazes de reconhecer imagens sob variaç̃oes causadas por expressõe
faciais. Para isto, realizamos a comparaç˜ o entre todas as imagens neutras da base FRGC v2.0,
assim como todas as comparações entre imagens neutras e não-neutras. Este experimento repro-
duz um sistema de reconhecimento facial genuı́no, onde faces ñao controladas são comparadas
com faces controladas (i.e. neutras e sem ruı́do) previamente adquiridas e armazenadas em uma
base.
Para aprimorar o reconhecimento, duas técnicas diferentes baseadas em caracterı́sticas
faciais foram consideradas: a primeira extrai diferentes regiões fa face que são menos afe-
tadas por variaç̃oes causadas por expressõe faciais (i.e. o nariz e a testa, mostrados nas
Figs. 4.9(a), 4.9(b) and 4.9(c)); e a segunda utiliza a face inteira, mas a facé dividida em
nove setores e os setores contendo regiões nvariantes, destacadas na Fig. 4.9(d), são priorizadas
durante o processo de reconhecimento [3].
As faces foram comparadas utilizando diferentes regiões: a face inteira, a região do
nariz, a parte superior da face, e a face inteira com setores priorizados. Os resultados de reco-
nhecimento para o ICP e para o nosso sistema de reconhecimentosão mostrados separadamente
nas Tabelas 4.4 e 4.5.
A Tabela 4.4 mostra as taxas de verificação para o sistema de reconhecimento baseado
em ICP, considerando uma taxa de falsa aceitação (FAR,False Acceptance Rate) de 10−3, para
a face inteira, á rea circular em torno do nariz (ver Fig. 4.9(a)) [15], aárea eĺıptica em torno do
nariz(ver Fig. 4.9(b)) [15], a parte superior da face (Fig. 4.9(c)) [44], e a combinaç̃ao das regĩoes
rı́gida pela regra da soma [45]. Para cada uma, diferentes taxaforam obtidas utilizando faces
com diferentes expressões: neutra (NEU), feliz (HAP), boca aberta (OPM), franzida(FRO),
nojo (DIS), surpresa (SUR), triste (SAD), bochechas infladas(PUF) e outras (OTH). Algumas




Figura 4.7: Avaliaç̃ao da detecç̃ao de caracterı́sticas: LDH para (a) ponta do nariz, (b) cantos
internos dos olhos e (c) cantos do nariz.
mente. As taxas de verificaç˜ o obtidas quando a face inteiraé utilizada s̃ao afetadas pelas ex-
press̃oes faciais, e as técnicas baseadas em caracterı́sticas faciais apresentaram diferentes com-
portamentos de acordo com as variação apresentadas na face. As regiõ s circulares e elı́pticas
em torno nariz s̃ao afetadas por expressões que causam variações pŕoximas a regĩao do nariz
(e.g.nojo e bochechas infladas), e a parte superior da face apresenta problemas com expressões
que causam variações nas regiões do nariz e da testa (e.g.franzida, nojo e triste). A combinaç˜ o
das regĩoes ŕıgidas apresentou melhores resultadas do que a utilização de umáunica regĩao em
mais da metade das expressõe analisadas, e também uma maior estabilidade para diferentes
express̃oes.
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Figura 4.8: Resultados da nossa abordagem de detecção de caracterı́sticas faciais.
(a) (b) (c) (d)
Figura 4.9: Exemplo das técnicas para aprimorar o reconhecimento baseadas em caracteŕısticas
(imagens retiradas de [3]): (a)´ rea circular em torno do nariz, (b)área eĺıptica em torno do
nariz, (c) parte superior da face, e (d) abordagem com setorepriorizados.
A Tabela 4.5 mostra as taxas de verificação para nosso sistema de reconhecimento
facial, considerando FAR de 10−3, para a face inteira, área circular em torno do nariz, a
área eĺıptica em torno do nariz, a parte superior da face, a abordagem qu prioriza os setores
rı́gidos (Fig. 4.9(d)) [3] e a combinaç˜ o das t́ecnicas baseadas em caracterı́sticas faciais pela
regra da soma [45]. O nosso sistema de reconhecimento apresenta um desempenho melhor se
comparado ao sistema baseado em ICP, e a combinação das t́ecnicas baseadas em caracterı́sticas
faciais obteve as melhores taxas de verificação em quase todas as expressões analisadas.
Nossos resultados experimentais mostram um crescimento expressivo nas taxas de
verificaç̃ao quando t́ecnicas baseadas em caracterı́sticas faciais s̃ao aplicadas no reconhecimento
facial. Comparando com os resultados obtidos para a face inteira, utilizando o ICP obtivemos
taxas at́e 46% maiores para expressõe intensas (i.e. SUR 2), 36% maiores para expressõe
moderadas (i.e. SUR 1) e 5% maior para a expressão neutra. Utilizando o nosso sistema de
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Tabela 4.4: Taxas de verificaç˜ o sob variaç̃ao de express̃oes faciais para a face inteira (F), aárea
circular em torno do nariz (C), área eĺıptica em torno do nariz (E), a parte superior da face
(U), e a combinaç̃ao das regĩoes ŕıgidas (C+E+U).
Método F C E U C+E+U
NEU 93.33 97.95 98.35 93.27 98.19
HAP 1 66.94 73.31 83.28 70.89 82.40
HAP 2 23.44 37.30 48.85 32.87 48.28
OPM 1 72.96 91.48 92.59 86.30 95.19
OPM 2 66.58 81.46 91.33 81.46 92.01
FRO 1 74.22 85.16 88.28 84.38 90.63
FRO 2 59.04 78.19 74.47 64.36 84.04
DIS 1 87.21 97.67 97.67 90.70 98.84
DIS 2 42.07 23.17 43.90 37.80 37.20
SUR 1 57.43 89.11 93.32 73.76 93.81
SUR 2 42.53 80.84 80.40 77.68 88.84
SAD 1 75.11 94.05 87.67 82.16 93.61
SAD 2 57.95 79.55 70.83 63.64 78.41
PUF 33.94 42.87 32.58 52.49 53.39
OTH 63.92 72.15 83.86 72.15 83.84
Tabela 4.5: Taxas de verificaç˜ o sob variaç̃oes de expressões faciais para as mesmas regiões F,
C, E e U da Tabela 4.4, para a abordagem que prioriza os setores rı́gidos (S) e a combinaç˜ o das
técnicas caseadas em caracterı́sticas faciais (C+E+U+S).
Método F C E U S C+E+U+S
NEU 99.40 99.36 99.52 99.32 99.12 99.96
HAP 1 92.52 94.43 95.31 92.08 90.00 98.53
HAP 2 76.89 85.25 89.51 75.41 75.74 94.10
OPM 1 99.26 96.30 96.30 99.26 97.04 97.04
OPM 2 94.73 96.94 99.15 94.05 91.50 99.66
FRO 1 95.31 93.75 92.19 92.19 87.50 100.0
FRO 2 92.02 86.70 87.23 90.96 93.09 90.96
DIS 1 100.0 100.0 97.67 100.0 97.67 100.0
DIS 2 76.83 43.90 57.32 73.17 79.27 74.39
SUR 1 93.07 97.52 99.51 94.55 90.59 100.0
SUR 2 88.23 96.67 97.72 91.21 87.17 98.95
SAD 1 93.39 99.12 100.0 95.15 92.07 100.0
SAD 2 86.36 93.94 94.70 84.10 87.12 96.97
PUF 87.33 88.69 91.40 91.63 86.20 97.51
OTH 88.61 94.94 93.04 90.51 89.87 99.37
reconhecimento, obtivemos taxas até 18% maiores para expressõe intensas (i.e. HAP 2) e 10%
maiores para expressões moderadas (i.e. PUF).
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4.3 Normalizaç̃ao facial
Um último experimento foi realizado acrescentando-se uma etapa de normalizaç̃ao da
pose antes da etapa de reconhecimento para acelerar a convergência dos ḿetodos de registro.
Para isto, uma ćopia da imagem original invertida no eixo xé criada. Depois esta cópia é
alinhada com sua versão original, e a transformaç˜ o obtida pode ser utilizada para normalizar
a imagem original, uma vez que a metade da transformação encontrada (i.e. os valores de
translaç̃ao e rotaç̃ao encontrados são divididos por 2) alinha o plano de simetria da face (i. .
plano que divide a face exatamente ao meio) com o plano yz do sistema de coordenadas, como
mostrado na Fig. 4.10. Após o alinhamento entre as imagens original e invertida, os pontos na
imagem invertida que forem seus pró ios pontos correspondentes na imagem original formam
a linha de perfil da face, como pode ser visto na Fig. 4.10(b), eo plano formado pelos pontos
nessa linha corresponde ao plano de simetria da face. Com esteprocedimento, a face estará
normalizada para translaç˜ o no eixo x e rotaç̃ao nos eixos y e z, restando apenas encontrar
durante o registro para o reconhecimento os melhores valores para translaç̃ao nos eixos y e z e
rotaç̃ao no eixo x.
(a) (b) (c)
Figura 4.10: Exemplo da aplicaç˜ o da normalizaç̃ao facial: (a) imagem original, (b) curva de
perfil identificada atrav́es do processo de normalização, e (c) imagem normalizada.
O nosso sistema de reconhecimento facial foi aplicado em um subconjunto das imagens
neutras e sem ruı́do da base FRGC v2.0 (310 imagens de 62 indivı́duos) utilizando a imagem
original e depois a sua versão normalizada, com o objetivo de avaliar a diferença de desmpenho
obtida. Como resultado, o sistema obteve taxas de verificação ligeiramente superiores (i.e.
aumento de 0.5% considerando FAR de 10−4 e de 0.2% considerando FAR de 10−3, como
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mostrado na Fig. 4.11) e o tempo de execução foi reduzido em 40% na ḿedia, sem que nenhuma
alteraç̃ao fosse realizada no sistema de reconhecimento. Isso foi posśıvel graças̀a reduç̃ao do
espaço de busca proporcionada pela normalização das imagens de entrada.
Figura 4.11: Taxas de verificaç˜ o obtidas para as imagens antes e depois da normalização.
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5 Conclus̃ao
Nós apresentamos técnicas autoḿaticas para a segmentação facial e a detecção de car-
acteŕısticas faciais em imagens de profundidade frontalmente posicionadas utilizando somente
a informaç̃ao de profundidade como entrada. Nossa abordagem de segmentaç̃ao extrai com-
pletamente a face combinando detecção de bordas, agrupamento de regiõ s e ańalise de forma.
Nossa abordagem de detecção de caracterı́sticas utiliza classificação de curvatura de superfı́cies
e curvas de relevo das faces segmentadas para detectar a ponta e os cantos do nariz e os cantos
internos dos olhos.
A face foi extráıda corretamente pela nossa abordagem em 99.3%, 99.7% e 96.1% das
imagens das bases FRGC v1.0, FRGC v2.0 e BU-3DFE, respectivamente. Houve um aumento
das taxas de verificaç˜ o em um sistema de reconhecimento baseado em ICP de 2% considera do
FAR de 10−3 em comparaç̃ao com duas outras abordagens de segmentação [2,5], e um aumento
das taxas de verificaç˜ o de 0.4% considerando FAR de 10−3 quando o nosso sistema de reco-
nhecimentóe utilizado.
As caracteŕısticas faciais foram corretamente encontradas em 99% das imagens das
bases FRGC v1.0 e v2.0, e também 99% das caracterı́sticas do nariz e 93% dos cantos dos
olhos quando a base BU-3DFE foi utilizada. A ponta do nariz foi a caracteŕıstica facial mais
precisa, apresentando os menores valores de erro médio e desvio padrão para todas as bases.
A nossa abordagem de detecção de caracterı́sticas obteve desempenho equivalente ou melhor
quando comparada com três outras abordagens [5–7], e mostrou-se robusta a expressões faci-
ais, como pode ser observado nos experimentos utilizando asbase FRGC v2.0 e BU-3DFE. As
caracteŕısticas detectadas foram empregadas para extrair três diferentes regiões contendo partes
rı́gidas da face. Estas regiões foram empregadas em um experimento de reconhecimento facial
com o objetivo de avaliar a melhoria obtida nas taxas de verificaç̃ao quando imagens com ex-
press̃oes faciais s̃ao utilizadas no reconhecimento. Taxas de verificação at́e 46% maiores foram
obtidas para faces com expressõe intensas, 36% maiores para faces com expressão moderada
e 5% maior para faces neutras.
37
Finalmente, nossos resultados mostram os benefı́cios obtidos por ambas as aborda-
gens de segmentaç˜ o e detecç̃ao de caracterı́sticas em um sistema de reconhecimento facial,
e o quanto as taxas de verificação podem ser melhoradas. As abordagens apresentadas foram
inclúıdas em nosso sistema de reconhecimento facial 3D [3] baseado na combinaç̃ao SA+SIM,
e ńos obtivemos uma taxa de verificação de 99.9% considerando FAR 0 para faces neutras, e
96.5% considerando FAR de 10−3 quando todas as imagens da base FRGV v2.0 são compara-
das duas a duas (i.e. incluindo comparaç̃oes entre duas imagens não neutras). Estes resultados
obtidos de forma completamente automática pelo nosso sistema de reconhecimento facial 3D
(i.e. segmentaç̃ao, detecç̃ao de caracteŕısticas e comparaç̃ao) est̃ao entre os melhores resul-
tados obtidos na literatura [3, 30], e mostram a importância do aprimoramento das etapas de
pré-processamento para o reconhecimento.
Como trabalho futuro, pretendemos extender o método para imagens de baixa quali-
dade, obtidas através de dispositivos de aquisição mais acessı́veis (e.g. visão est́ereo, luz es-
truturada), adaptando ou substituindo as etapas que dependem de uma informaç̃ao de profun-
didade de boa qualidade. O conjunto de caracterı́sticas a serem detectadas pode ser ampliado,
com o objetivo de utilizar estas caracterı́ icas para outras aplicações, como o reconhecimento
de express̃oes faciais. No reconhecimento, podemos avaliar a combinac¸ão das abordagens já
desenvolvidas com outras abordagens presentes na literatura, como a criaç̃ao de modelos das
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