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Abstract
For a finite group G, we define the inclusion graph of subgroups of G, denoted by
I(G), is a graph having all the proper subgroups of G as its vertices and two distinct
vertices H and K in I(G) are adjacent if and only if either H ⊂ K or K ⊂ H. In
this paper, we classify the finite groups whose inclusion graph of subgroups is one of
complete, bipartite, tree, star, path, cycle, disconnected, claw-free. Also we classify
the finite abelian groups whose inclusion graph of subgroups is planar. For any given
finite group, we estimate the clique number, chromatic number, girth of its inclusion
graph of subgroups and for a finite abelian group, we estimate the diameter of its
inclusion graph of subgroups. Among the other results we show that some groups can
be determined by their inclusion graph of subgroups
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21 Introduction
The properties of an algebraic structure can be investigated in several ways. One of the ways
is by associating a suitable graph to that algebraic structure and analyzing the properties of
the associated graph by using graph theoretic methods. The subgroup lattice and subgroup
graph of a group are well known graphs associated with a group (cf. [4], [10], [11], [12]).
The intersection graph of subgroups of a group is another interesting graph associated with
a group (cf. [2], [6], [9]). For a group G, the intersection graph of subgroups of G, denoted
by I (G), is a graph having all the proper subgroups of G as its vertices and two distinct
vertices are adjacent if and only if the corresponding subgroups intersects non-trivially. In
[1], S. Akbari et al assigned a graph to ideals of a ring as follows: For a ring R with unity,
the inclusion ideal graph of R is a graph whose vertices are all non-trivial left ideals of R
and two distinct left ideals I and J are adjacent if and only if I ⊂ J or J ⊂ I.
Motivated by this, in this paper, we define the following: For a finite group G, the inclu-
sion graph of subgroups of G, denoted by I(G), is a graph having all the proper subgroups
of G as its vertices and two distinct vertices H and K in I(G) are adjacent if and only if
H ⊂ K or K ⊂ H.
For a group G, its subgroup lattice is denoted by L(G). The height of L(G) is the length
of the longest chain in L(G) through partial order from greatest to least. We denote the
order of an element a ∈ Zn by ordn(a) . The number of Sylow p-subgroups of a group G is
denoted by np(G).
Now we recall some basic definitions and notations of graph theory. We use the standard
terminology of graphs (e.g., see [8]). Let G be a simple graph with vertex set V (G) and
edge set E(G). G is said to be k-partite if V (G) can be partition into k disjoint subsets Vi,
i = 1, 2, . . . , k such that every edge joins a vertex of Vi to a vertex of Vj, i 6= j. A k-partite
graph is said to be a complete k-partite if every vertex in each partition is adjacent with
all the vertices in the remaining partitions and is denoted by Km1,m2,...,mk , where mi = |Vi|,
i = 1, . . . , k. The graph K1,m is called a star and the graph K1,3 is called a claw. A graph in
which any two distinct vertices are adjacent is said to be complete. A graph whose edge set
is empty is said to be totally disconnected. Two graphs G1, G2 are isomorphic if there exists
3a bijection from V (G1) to V (G2) preserving the adjacency. A path connecting two vertices u
and v in G is a finite sequence (u =)v0, v1, . . . , vn(= v) of distinct vertices (except, possibly,
u and v) such that ui is adjacent to ui+1 for all i = 0, 1, . . . , n− 1. A path is a cycle if u = v.
The length of a path or a cycle is the number of edges in it. A path or a cycle of length n
is denoted by Pn or Cn, respectively. A graph G is said to be connected if any two vertices
are connected by a path; otherwise G is said to be disconnected. A connected graph with
out a cycle is called a tree. For a connected graph G, its diameter, denoted by diam(G), is
the maximum of length of a shortest path of any two vertices. If G is disconnected, then
we define diam(G) = ∞. The girth of a graph G, denoted by girth(G), is the length of
a shortest cycle in G, if it exist; otherwise, we define girth(G) = ∞. A clique is a set of
vertices in G such that any two are adjacent. The clique number ω(G) of G is the cardinality
of a largest clique in G. The chromatic number χ(G) of G is the smallest number of colors
needed to color the vertices of G such that no two adjacent vertices gets the same color. A
graph is said to be planar if it can be drawn on a plane such that no two edges intersect,
except, possibly at their end vertices. We define a graph G to be X-free if it does not contain
a subgraph isomorphic to a given graph X. G denotes the complement of a graph G. For
two graphs G and H, G ∪H denotes the disjoint union of G and H.
In this paper, we classify all the finite groups whose inclusion graph of subgroups is one of
complete, bipartite, tree, star, path, cycle, claw-free, disconnected (cf. Theorems 2.4, 2.6, 2.8,
2.12, Corollaries 2.2, 2.4). Also we give the classification of finite abelian groups whose
inclusion graph of subgroups is planar (cf. Theorem 2.10). For any given finite group, we
estimate the clique number, chromatic number, girth of its inclusion graph of subgroups (cf.
Theorem 2.12, Corollary 2.1) and for a finite abelian group, we estimate the diameter of its
inclusion graph of subgroups (cf. Theorem 2.11). Moreover, we show that some groups can
be determined by their inclusion graph of subgroups (cf. Corollary 2.3). In this sequel, we
show some interesting connections between the inclusion graph of subgroups of a group, its
subgroup lattice and its intersection graph of subgroups (cf. Theorems 2.2, 2.5, 2.6, 2.7, 2.9
and Corollary 2.1).
42 Main results
Theorem 2.1. Let G1 and G2 be groups. If G1 ∼= G2, then I(G1) ∼= I(G2).
Proof. If φ is a group isomorphism from G1 into G2, then the map ψ : V (I(G1))→ V (I(G2))
by ψ(H) = φ(H), for all H ∈ V (I(G1)) is a graph isomorphism.
Remark 2.1. The converse of the above theorem is not true. For example, let G1 = Z3×Z3
and G2 = S3, then it is easy to see that I(G1) ∼= K4 ∼= I(G2), but G1  G2.
Theorem 2.2. Let G1 and G2 be groups. If L(G1) ∼= L(G2), then I(G1) ∼= I(G2).
Proof. Let φ be a lattice isomorphism from L(G1) into L(G2). Define a map ψ : V (I(G1))→
V (I(G2)) by ψ(H) = φ(H), for all H ∈ V (I(G1)). Since φ is bijective, so is ψ. Suppose
H1 and H2 are adjacent in I(G1), then either H1 ⊂ H2 or H2 ⊂ H1. Since φ is a lattice
isomorphism, so it preserves the meet and order and so either φ(H1) ⊂ φ(H2) or φ(H2) ⊂
φ(H1). It follows that ψ(H1) and ψ(H2) are adjacent in I(G2). By following a similar
argument as above, it is easy to see that if ψ(H1) and ψ(H2) are adjacent in I(G2), then H1
and H2 are adjacent in I(G1). Thus ψ is a graph isomorphism. Hence the proof.
Theorem 2.3. Let G be any group and N be a subgroup of G. Then I(N) is a subgraph of
I(G). In addition, N is a normal subgroup, then I(G/N) is isomorphic (as a graph) to a
subgraph of I(G).
Proof. The first result is obviously true. Any subgroup of G/N is of the form H/N , where
H is a subgroup of G containing N . Here two proper subgroups H/N , K/N are adjacent in
I(G/N) if and only if either H/N ⊂ K/N or K/N ⊂ H/N . This implies that either H ⊂ K
or K ⊂ H and so H and K are adjacent in I(G). This completes the proof.
Theorem 2.4. Let G be a finite group. Then I(G) is complete if and only if G ∼= Zpα,
where p is a prime and α > 1. Moreover, I(Zpα) ∼= Kα−1.
Proof. If G ∼= Zpα , where p is a prime and α > 1, then L(G) is a chain of length α and
so I(G) ∼= Kα−1. If G  Zpα , then L(G) is not a chain and so there exists at least two
subgroups H1 and H2 of G such that H1 * H2 and H2 * H1. It follows that I(G) is not
complete.
5Theorem 2.5. Let G be a finite group. Then I(G) is (k − 1)-partite, where k is the height
of L(G).
Proof. Let M1 be the set of all maximal subgroups of G and for each i = 2, 3, . . . , k − 1,
let Mi be the set of all maximal subgroups of the subgroups in Mi−1. Then {Mi}k−1i=1 is a
partition of the vertex set of I(G). Also no two vertices in a same partition are adjacent
in I(G). Moreover, k − 1 is the minimal number such that a k-partition of the vertex
set of I(G) is having this property, since the height of L(G) is k. It follows that I(G) is
(k − 1)-partite.
The next result is an immediate consequence of Theorem 2.5, the definition of the clique
number and chromatic number of a graph.
Corollary 2.1. Let G be a finite group. Then ω(I(G)) = k − 1 = χ(I(G)), where k is the
height of L(G).
The next two results are immediate consequences of Theorem 2.5 and the definition of
the subgroup lattice of a group.
Theorem 2.6. Let G be a group. Then the following are equivalent.
(i) I(G) is totally disconnected;
(ii) every proper subgroups of G is of prime order;
(iii) height of L(G) is 2.
Theorem 2.7. Let G be a group and e be its identity element. Then the following are
equivalent.
(i) I(G) is bipartite;
(ii) L(G)− {G, e} ∼= I(G);
(iii) height of L(G) is either 2 or 3.
Corollary 2.2. Let G be a finite group and p, q, r be distinct primes. Then
6(1) I(G) is totally disconnected if and only if G is one of Zp2, Zp × Zp, Zpq, Zq o Zp;
(2) I(G) is bipartite if and only if |G| is one of p2, pq, p3, p2q or pqr.
Consider the semi-direct product Zq ot Zpα = 〈a, b | aq = bpα = 1, bab−1 = ai, ordq(i) =
pt〉, where p and q are distinct primes with pt | (q − 1), t ≥ 0. Then every semi-direct
product Zq o Zpα is one of these types [4, Lemma 2.12]. Note that, here after we suppress
the subscript when t = 1.
Theorem 2.8. Let G be a finite group and p, q, r be distinct primes. Then
(1) I(G) ∼= Cn if and only if either n = 3 and G ∼= Zp4 or n = 6 and G ∼= Zpqr;
(2) I(G) is a tree if and only if G is one of Zp3, Zp2q, Zp2×Zp, Q8, M8, ZqoZp2, Zqo2Zp2
or Zp2 o Zq = 〈a, b | ap2 = bq = 1, bab−1 = ai, ordp2(i) = q〉 (q |(p− 1));
(3) I(G) is a star if and only if G is either Zp3 or Q8;
(4) I(G) ∼= Pn if and only if either n = 1 and G ∼= Zp3 or n = 3 and G ∼= Zp2q.
Proof. First we claim that I(G) ∼= Cn, where n is odd if and only if n = 3 and G ∼= Zp4 .
It is easy to see that G ∼= Zp4 if and only if I(G) ∼= C3. Now suppose that I(G) ∼= Cn,
where n is odd, n ≥ 5. Let this cycle be H1 − H2 − · · · − Hn − H1. Now we have two
possibilities: H1 ⊂ H2, Hn or H2, Hn ⊂ H1.
(i) Suppose that H1 ⊂ H2, Hn. Since H2 is adjacent to H3, so either H2 ⊂ H3 or H3 ⊂ H2.
If H2 ⊂ H3, then H1, H2, H3 forms C3 as a subgraph of I(G), which is a contradiction
and so we must have H3 ⊂ H2. Next, since H3 is adjacent to H4, so either H3 ⊂ H4
or H4 ⊂ H3. If H4 ⊂ H3, then H2, H3, H4 forms C3 as a subgraph in I(G), which is a
contradiction and so we must have H3 ⊂ H4. If we proceed like this, we get Hi ⊂ Hi−1,
Hi+1, when i is an odd integer (suffixes taken modulo n) and so Hn ⊂ H1, which is not
possible.
(ii) Suppose that H2, Hn ⊂ H1. Since H2 is adjacent to H3, so either H2 ⊂ H3 or H3 ⊂ H2.
If H3 ⊂ H2, then H1, H2, H3 forms C3 as a subgraph of I(G), which is a contradiction
and so we must have and so we have H2 ⊂ H3. Next, since H3 is adjacent to H4, so
7either H3 ⊂ H4 or H4 ⊂ H3. If H3 ⊂ H4, then H2, H3, H4 forms C3 as a subgraph of
I(G) and so we have H4 ⊂ H3. If we proceed like this, we get Hi ⊂ Hi−1, Hi+1, when
i is an even integer (suffixes taken modulo n) and so we have Hn−1 ⊂ Hn. This implies
that Hn−1, Hn, H1 forms C3 as a subgraph of I(G), which is a contradiction.
Thus I(G)  Cn, where n is odd, n ≥ 5 and our claim is now proved.
Next, we start to prove the main theorem. Since every tree, star graph, path, even cycle
are bipartite, so to classify the finite groups whose inclusion graph of subgroups is one of
tree, star graph, path, even cycle, it is enough to consider the groups of order p2, pq, p3, p2q,
pqr, by Corollary 2.2(2).
Case 1: Let |G| = p2 or pq. By Theorem 2.6, I(G) is neither a tree nor a cycle.
Case 2: Let |G| = p3. Here we use the classification of groups of order p3.
(i) If G ∼= Zp3 , then by Theorem 2.4, I(G) ∼= K2, which is a path but not a cycle.
(ii) If G ∼= Zp2×Zp, then 〈(1, 0)〉, 〈(1, 1)〉, . . ., 〈(1, p−1)〉, 〈(p, 0), (0, 1)〉, 〈(p, 0)〉, 〈(p, 1)〉, . . .,
〈(p, p− 1)〉, 〈(0, 1)〉 are the only proper subgroups of G. I(G) is shown in Figure 1(a),
which is a tree, but none of a star, path, cycle.
(iii) If G ∼= Zp × Zp × Zp := 〈a, b, c | ap = bp = cp = 1, ab = bc, ac = ca, bc = cb〉, then I(G)
contains C6 as a subgraph: 〈a, b〉 − 〈b〉 − 〈b, c〉 − 〈c〉 − 〈a, c〉 − 〈a〉 − 〈a, b〉. So I(G) is
neither a tree nor a cycle.
(iv) If G ∼= Q8 = 〈a, b | a4 = b4 = 1, a2 = b2, ab = ba−1〉, then 〈a〉, 〈b〉, 〈ab〉, 〈a2〉 are the
only proper subgroups of G. It follows that
I(Q8) ∼= K1,3, (2.1)
which is a star; but neither a path nor a cycle.
(v) If G ∼= M8 = 〈a, b | a4 = b2 = 1, ab = ba−1〉, then 〈a〉, 〈a2, b〉, 〈a2, ab〉, 〈b〉, 〈a2〉, 〈ab〉,
〈a2b〉, 〈a3b〉 are the only proper subgroups of G. It follows that I(G) is as shown in
Figure 1(b), which is a tree; but none of a star, path, cycle.
8(vi) If G ∼= Mp3 , p > 2, then subgroup lattice of Mp3 and Zp2×Zp are isomorphic. It follows
from Theorem 2.2 that I(G) is as in Figure 1(a), which is a tree, but none of a star,
path, cycle.
(vii) If G ∼= (Zp × Zp) o Zp := 〈a, b, c | ap = bp = cp = 1, ab = ba, ac = cacbc−1 = ab〉, then
I(G) contains C6 as a subgraph: 〈a, b〉−〈b〉−〈b, c〉−〈c〉−〈a, c〉−〈a〉−〈a, b〉. So I(G)
is neither a tree nor cycle.
Case 3: Let |G| = p2q. Here we use the classification of groups of order p2q given in [5, pp.
76-80].
Subcase 3a: Let G be abelian.
(i) If G ∼= Zp2q, then it is easy to see that
I(Zp2q) ∼= P3, (2.2)
which is a path; but neither a star nor a cycle.
(ii) If G ∼= Zpq×Zp, then H := Zp×Zp, A := Zq×{e}, Hx := 〈(1, x)〉 (x = 0, 1, . . . , p− 1),
Hp = 〈(0, 1)〉, Ax := HxA, are the only subgroups of G. It follows that I(G) is as
shown in Figure 1(c), which is neither a tree nor a cycle.
Subcase 3b: Let G be non-abelian.
Subcase 3b(I): Let p < q.
(i) If p - (q − 1), by Sylow’s Theorem, there are no non-abelian groups.
(ii) If p | (q−1) but p2 - (q−1), then we have two groups. The first one is G1 ∼= ZqoZp2 =
〈a, b | aq = bp2 = 1, bab−1 = ai, ordq(i) = p〉. Here 〈a, b〉, 〈aib〉 (i = 1, 2, . . . , q),
〈abp〉, 〈bp〉 are the only proper subgroups of G1. It follows that I(G1) is as shown in
Figure 1(d), which is a tree; but none of a star, path, cycle.
The second one is G2 = 〈a, b, c | aq = bp = cp = 1, bab−1 = ai, ac = ca, bc = cb, ordq(i) =
p〉. Then I(G) contains C6 as a proper subgraph: 〈a, b〉 − 〈b〉 − 〈b, c〉 − 〈c〉 − 〈a, c〉 −
〈a〉 − 〈a, b〉 and so I(G2) is neither a tree nor a cycle.
9(iii) If p2 | (q − 1), then we have both groups G1 and G2 mentioned in (ii) of this subcase,
together with the group G3 = Zqo2Zp2 = 〈a, b | aq = bp2 = 1, bab−1 = ai, ordq(i) = p2〉.
In (ii) of this subcase, we already dealt with G1, G2. By Sylow’s Theorem, G3 has a
unique subgroup, say H of order q, and has q Sylow-p subgroups of order p2, say Hi,
i = 1, 2, . . . , q ; for each i = 1, 2, . . . , q, Hi has a unique subgroup H
′
i of order p and
G3 has a unique subgroup, say K of order pq. Here H is a subgroup of K; for each
i = 1, 2, . . . , q, H ′i is a subgroup of Hi, K; for each i = 1, 2, . . . , q, Hi is a subgroup
of K; for each i = 1, 2, . . . , q, no two Hi contained in Hj and Hi’ contained in H
′
j, for
every i 6= j. It follows that I(G3) is shown in Figure 1(e), which is neither a tree nor
a cycle.
Subcase 3b(II): Let p > q.
(i) If q - (p2 − 1), then there is no non-abelian group in this case.
(ii) If q | (p− 1), then we have two groups. The first group is G4 ∼= Zp2 oZq = 〈a, b | ap2 =
bq = 1, bab−1 = ai, ordp2(i) = q〉. By Sylow’s Theorem, G4 has a unique subgroup H
of order p2; H has a unique subgroup H ′ of order p and p2 Sylow q-subgroups of order
q, say H1, H2,. . ., Hp2 and p subgroups of order pq, say N1, N2, . . ., Np; these are the
only proper subgroups of G4. It follows that I(G4) is as shown in Figure 1(f), which is
a tree but none of a star, path, cycle.
Second, we have a family of groups 〈a, b, c | ap = bp = cq = 1, cac−1 = ai, cbc−1 =
bi
t
, ab = ba, ordp(i) = q〉. As q > 2, there are (q+3)/2 isomorphism types in this family
(one for t = 0 and one for each pair {x, x−1} in F xp ). We will refer to all these groups
as G5(t) of order p
2q. Then I(G(5t)) contains C6 as a subgraph: 〈a, b〉 − 〈b〉 − 〈b, c〉 −
〈c〉 − 〈a, c〉 − 〈a〉 − 〈a, b〉. So I(G5(t)) is neither a tree nor a cycle.
(iii) If q | (p+1), then we have only one group of order p2q, given by G6 ∼= (Zp×Zp)oZq =
〈a, b, c | ap = bp = cq = 1, ab = ba, cac−1 = aibj, cbc−1 = akbl〉, where ( i j
k l
)
has order
q in GL2(p). Then G6 has unique subgroup of order p
2, let it be H; p + 1 subgroups
of order p, let them be Hi, i = 1, 2, . . ., p; p
2 subgroups of order q; these are the only
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Figure 1: (a) I(Zp2 ×Zp), (b) I(M8), (c) I(Zpq ×Zp), (d) I(Zq oZp2), (e) I(Zq o2 Zp2), (f)
I(Zp2 o Zq)
proper subgroups of G6. It follows that
I(G6) ∼= K1,p+1 ∪Kp2 , (2.3)
which is neither a tree nor a cycle.
Note that if (p, q) = (2, 3), then subcases 3b(I) and 3b(II) are not mutually exclusive. Up to
isomorphism, there are three non-abelian groups of order 12: Z3oZ4, D12 and A4. We have
already dealt with Z3oZ4, D12 in (ii) of Subcase 3b(I). But for A4, we cannot use the same
argument as in (iii) of Subcase 3b(II). Now A4 has unique subgroup of order 4, say H ; three
subgroups of order 2, say H1, H2, H3 and four subgroups of order 3, say N1, N2, N3, N4.
Here for each i = 1, 2, 3, Hi is a subgroup of H; for each i = 1, 2, 3, 4, Ni is not contained in
any other subgroups of A4; no two remaining subgroups are adjacent in I(A4). Therefore,
I(A4) ∼= K1,3 ∪K4, (2.4)
which is neither a tree nor a cycle.
Case 4: Let |G| = pqr.
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If G ∼= Zpqr, then let H1, H2, H3, H4, H5, H6 be the subgroups of G of orders p, q, r, pq,
pr, qr, respectively. Here H1 is a subgroup of H4, H5; H2 is a subgroup of H4, H6; H3 is a
subgroup of H5, H6. So it turns out that I(G) ∼= C6, which is not a tree.
If G is non-abelian, then G has a Sylow basis containing Sylow p, q, r-subgroups, let them
be H1, H2, H3, respectively and so H1H2, H2H3, H1H3 are proper subgroups of G. It follows
that I(G) contains C6 as a proper subgraph: H1 −H1H2 −H2 −H2H3 −H3 −H1H3 −H1.
So I(G) neither a tree nor a cycle.
Proof follows by combining all the above cases together.
In the next result, we characterize some groups by using their inclusion graph of sub-
groups.
Corollary 2.3. Let G be a group.
(1) If I(G) ∼= I(Q8), then G ∼= Q8;
(2) If I(G) ∼= I(M8), then G ∼= M8.
(3) If I(G) ∼= I(Z9 o Z2), then G ∼= Z9 o Z2
Proof. By Theorem 2.8(2), I(Q8), I(M8), I(Z9 o Z2) are trees and by (2.1), Figures 1(b)
and 1(f), these trees uniquely determines the corresponding group. Hence the proof.
Theorem 2.9. Let G be a group. Then I(G) is connected if and only if I (G) is connected.
Proof. Since I(G) is a spanning subgraph of I (G), so if I (G) is connected, then so is
I (G). Now let H, K be two adjacent vertices in I (G). Then exactly one of the following
holds: H ⊂ K, K ⊂ H, neither H ⊂ K nor K ⊂ H but |H ∩ K| > 1. If one of the first
two possibilities holds, then H and K are adjacent in I(G). If the third condition holds,
then H −H ∩K −K is a path in I(G). So it follows that if I (G) is connected, then so is
I(G).
In [9], Rulin Shen et al classified all the finite groups whose intersection graphs of sub-
groups are disconnected. So as a consequence of Theorem 2.9, we have the following result.
12
Corollary 2.4. Let G be a finite group. Then I(G) is disconnected if and only if G is one
of Zp × Zq, where both p, q are primes, or a Frobenius group whose complement is a prime
order group and the kernel is a minimal normal subgroup.
Theorem 2.10. Let G be a finite abelian group and p, q, r be distinct primes. Then I(G)
is planar if and only if G is one of Zpα(α = 2, 3, 4, 5), Zpαq(α = 1, 2, 3, 4), Zp2q2, Zpqr, Zp2qr,
Zpqrs, Zp × Zp, Zp2 × Zp or Zpq × Zp.
Proof. Let |G| = pα11 pα22 . . . pαkk , where pi’s are distinct primes and αi ≥ 1.
Case 1: Let G be abelian.
Subcase 1a: k = 1. By Theorem 2.4, I(G) is planar if and only if α = 2, 3, 4, 5.
Subcase 1a: k = 2.
(i) If either α1 ≥ 5 or α2 ≥ 5, then L(G) has a chain of length at least four and so I(G)
contains K5 as a subgraph. This implies that I(G) is non-planar.
(ii) If α1 ≥ 3 and α2 ≥ 2, then G has a subgroups H1, H2, H3, N1, N2, N3 of orders p1, p2,
p1p2, p
2
1p2, p
2
1p
2
2, p1p
2
2, respectively and so K3,3 is a subgraph of I(G) with bipartition
X := {H1, H2, H3} and Y := {N1, N2, N3}. This implies that I(G) is non-planar.
(iii) If α1 = 4 and α2 = 1, then G has subgroups of order p1, p
2
1, p
3
1, p
4
1, p2, p1p2, p
2
1p2, p
3
1p2,
let them be Hi, i = 1, 2, . . . , 8, respectively and these are the only proper subgroups of
G. Here I(G) is planar and a corresponding plane embedding is shown in Figure 2(a).
(iv) If α1 ≤ 3 and α2 = 1, then I(G) is a subgraph of I(Zp41p2) and so I(G) is planar.
(v) If α1 = 2 and α2 = 2, then G has subgroups of order p1, p
2
1, p2, p
2
2, p1p2, p
2
1p2, p1p
2
2, let
them be Hi, i = 1, 2, . . . , 7 respectively and these are the only proper subgroups of G.
Here I(G) is planar and a corresponding plane embedding is shown in Figure 2(b).
Subcase 1b: k = 3.
(i) If α1 ≥ 3, α2 = 1 = α3, then let H1, H2, H3, N1, N2, N3 be subgroups of G of orders
p1, p2, p1p2, p1p2p3, p
2
1p2, p
2
1p2p3, respectively. Then K3,3 is a subgraph of I(G) with
bipartition X := {H1, H2, H3} and Y := {N1, N2, N3} and so I(G) is non-planar.
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Figure 2: (a) I(Zp41p2), (b) I(Zp21p22), (c) I(Zp21p2p3), (d) I(Zp1p2p3p4), (e) a subdivision of K3,3
in I(Zp × Zp × Zp)
(ii) If α1, α2 ≥ 2, α3 ≥ 1, then we can use a similar argument as in (i) above to show I(G)
is non-planar.
(iii) α1 = 2, α2 = 1 = α3, then G has subgroups of order p1, p
2
1, p2, p3, p1p2, p1p3, p
2
1p2,
p2p3, p
2
1p3, p1p2p3, let them be Hi, i = 1, . . . , 10 respectively and these are the only
proper subgroups of G. Here I(G) is planar and a corresponding plane embedding is
shown in Figure 2(c).
(iv) If α1 = α2 = α3 = 1, then I(G) is a subgraph of I(Zp2qr) and so I(G) is planar.
Subcase 1c: k = 4.
(i) If α1 ≥ 2, α2, α3, α4 ≥ 1, then let H1, H2, H3, N1, N2, N3 be subgroups of G of orders
p1, p2, p1p2, p1p2p3, p1p2p4, p
α1
1 p2p3, respectively and so K3,3 is a subgraph of I(G)
with bipartition X := {H1, H2, H3} and Y := {N1, N2, N3}. This implies that I(G)
is non-planar.
(ii) If α1 = α2 = α3 = α4 = 1, then G has subgroups of order p1, p2, p3, p4, p1p2, p1p3,
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p1p4, p2p3, p2p4, p3p4, p1p2p3, p1p2p4, p1p3p4, p2p3p4, let them be Hi, i = 1, 2, . . . , 14
respectively and these are the only proper subgroups of G. Here I(G) is planar and a
corresponding plane embedding is shown in Figure 2(d).
Subcase 1d: k ≥ 5. Let H1, H2, H3, N1, N2, N3 be subgroups of G of orders p1, p2,
p1p2, p1p2p3, p1p2p4, p1p2p5, respectively and so K3,3 is a subgraph of I(G) with bipartition
X := {H1, H2, H3} and Y := {N1, N2, N3}. This implies that I(G) is non-planar.
Case 2: Let G be non-cyclic.
(i) If G ∼= Zp × Zp, then by Corollary 2.2(1), I(G) is planar.
(ii) If G ∼= Zp2 × Zp, then by Figure 1(a), I(G) is planar.
(iii) If G ∼= Zpq × Zp, then by Figure 1(c), I(G) is planar.
(iv) If G ∼= Zp2q ×Zp, then Zp2 ×Zp is a subgroup of G and by Figure 1(a), G has a unique
subgroup of order p, say H; let H1, H2, H3 be subgroups of Zp2 × Zp of order p2; let
N be a subgroup of G of order q. Then K3,3 is a subgraph of I(G) with bipartition
X := {H1N , H2N , H3N}, Y := {N , H HN} and so I(G) is non-planar.
(v) If G ∼= Zp2 × Zp2 = 〈a, b | ap2 = bp2 , ab = ba〉, then K3,3 is a subgraph of I(G) with
bipartition X := {〈a, bp〉 〈ap, b〉, 〈ap, bp〉}, Y := {〈ap〉, 〈bp〉, 〈apbp〉} and so I(G) is
non-planar.
(vi) If G ∼= Zp × Zp × Zp, then H1 := 〈(1, 0, 0)〉, H2 := 〈(0, 1, 0)〉, H3 := 〈(0, 0, 1)〉,
H4 := 〈(0, 1, 1)〉, H5 := 〈(1, 0, 1)〉, H6 := 〈(1, 1, 0)〉, H7 := 〈(1, 0, 0), (0, 1, 1)〉, H8 :=
〈(0, 1, 0), (1, 0, 1)〉, H9 := 〈(0, 0, 1), (1, 1, 0)〉, H10 := 〈(1, 0, 0), (0, 0, 1)〉, H11 := 〈(1, 0, 0),
(0, 1, 0)〉, H12 := 〈(0, 1, 0), (0, 0, 1)〉 are subgroups of G. Here I(G) has a subdivision of
K3,3 as a subgraph, which is shown in Figure 2(e) and so I(G) is non-planar.
(vii) If G ∼= Zpα11 × Zpα22 × · · ·×Zpαkk , where k ≥ 3, pi’s are primes and at least two of them
are equal (since G is non-cyclic, all the primes cannot be distinct here), αi ≥ 1 are
integers, i = 1, . . . , k. Then, G has one of Zp2i pj ×Zpi , Zp2i ×Zp2i or Zpi ×Zpi ×Zpi as a
subgroup for some i and j, i 6= j. So by the above arguments, it follows that I(G) is
non-planar.
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Proof follows by putting together the above cases.
Theorem 2.11. If G is a finite abelian group, then diam(I(G)) ∈ {1, 2, 3, 4,∞}.
Proof. If I(G) is disconnected, then diam(I(G)) = ∞. Now we assume that I(G) is con-
nected. If G ∼= Zpα , where p is a prime and α > 1, then by Theorem 2.4, it follows that
diam(I(G)) = 1. Now we assume that G  Zpα . Since I(G) is connected, so the order of
not every proper subgroup of G is a prime. Let H, K be two proper subgroups of G. If |H|,
|K| are prime, then HK is a proper subgroup of G and so H − HK − K is a path from
H to K. If |H| is a prime, |K| is not a prime, then H −HK ′ −K ′ −K is a path from H
to K, where K ′ is a proper subgroup of K. If |H|, |K| are not primes and |H ∩ K| = 1,
then H −H ′ −H ′K ′ −K ′ −K is a path from H to K, where H ′, K ′ are proper subgroups
of H, K respectively. If |H|, |K| are not primes and |H ∩ K| > 1, then H − H ∩ K − K
is a path from H to K. Thus we have shown that diam(I(G)) ≤ 4. It is easy to see that
diam(I(Zp2q2)) = 2, diam(I(Zp2 × Zp)) = 3, diam(I(Zpq × Zpq)) = 4. So this shows that
diam(I(G)) takes all the values in {1, 2, 3, 4,∞} and the proof is complete.
Our next aim is to prove the following result, which describes the girth of the intersection
graph of subgroups of finite groups and classifies all the finite groups whose inclusion graph
of subgroups is K1,3-free.
Theorem 2.12. Let G be a finite group and p, q be distinct primes. Then
(1) girth(I(G)) ∈ {3, 6,∞};
(2) I(G) is K1,3-free if and only if G is one of Zpα(α = 2, 3, 4), Zpαq(α = 1, 2), Zpqr, Zp×Zp
or Zq o Zp;
To prove the above theorem, we start with the following result.
Proposition 2.1. Let G be a group of order pα, where p is a prime and α ≥ 2. Then
(1) girth(I(G)) ∈ {3, 6,∞};
(2) I(G) is K1,3-free if and only if G is either Zpα(α = 2, 3, 4) or Zp × Zp.
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Proof. Proof is divided in to two cases.
Case 1: Let α ≥ 4. Then G has a chain of subgroups of length at least four and so I(G)
contains C3 as a subgraph. Hence girth(I(G)) = 3. If G ∼= Zpα , then by Theorem 2.4, I(G)
is K1,3-free only when α = 2, 3, 4. If G  Zpα , then G has at least two subgroups of order
pα−1, let them be H1, H2. Also since |H1 ∩H2| = pα1−2, H1 ∩H2 has a subgroup of order p1,
let it be H3. It follows that I(G) contains K1,3 as a subgraph with bipartition X := {H3}
and Y := {H1, H2, H1 ∩H2}.
Case 2: If α ≤ 3, then G is isomorphic to one of Zpα , Zp × Zp, Zp2 × Zp, Zp × Zp × Zp, Q8,
M8, Mp3(p > 2) or (Zp × Zp)o Zp.
(i) If G ∼= Zp × Zp × Zp := 〈a, b, c | ap = bp = cp = 1, ab = ba, ac = ca, bc = cb〉, then
I(G) contains K1,3 as a subgraph with bipartition X := {〈a, b〉} and Y := {〈a〉, 〈b〉,
〈ab〉}. By Case 2 in the proof of Theorem 2.8, we proved that I(G) contains C6 as
a subgraph. Also by Corollary 2.2(2), I(G) is bipartite and so girth(I(G)) = 4 or 6.
Suppose that I(G2) contains C4 as a subgraph. Let it be H1 − H2 − H3 − H4 − H1.
Then either H1, H3 ⊂ H2, H4 or H2, H4 ⊂ H1, H3. Without loss of generality, we may
assume that H1, H3 ⊂ H2, H4. Then we must have |H1| = p = |H3|, |H2| = p2 = |H4|
and this implies that 〈H1, H2〉 = H2 = H4, which is not possible. so girth(I(G)) = 6.
(ii) If G ∼= (Zp × Zp)o Zp := 〈a, b, c | ap = bp = cp = 1, ab = ba, ac = ca, cbc−1 = ab〉, then
I(G) contains K1,3 as a subgraph with bipartition X := {〈a, b〉} and Y := {〈a〉, 〈b〉,
〈ab〉}. In Case 2 in the proof of Theorem 2.8, we already proved that I(G) contains
C6 as a subgraph. Also by Corollary 2.2(2), I(G) is bipartite and so girth(I(G)) = 4
or 6. As in part (i) of this Case, one can easily show that girth(I(G)) = 6.
(iii) By Theorem 2.4, Corollary 2.2(1), Figures 1(a), 1(b) and (2.1), we see that the girth
of the inclusion graph of subgroups of all the remaining groups is infinity and except
Zp2 × Zp, they contains K1,3 as a subgraph.
Proof follows from the above two cases.
Proposition 2.2. Let G be a group of order pαqβ, where p, q are distinct primes and
α, β ≥ 1. Then
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(1) girth(I(G)) ∈ {3, 6,∞};
(2) I(G) is K1,3-free if and only if G is either Zpq or Zp2q.
Proof. Proof is divided in to several cases.
Case 1: If α = 1 = β, then G ∼= Zpq or Zp o Zq. By Corollary 2.2(1), I(G) is totally
disconnected and so I(G) is K1,3-free and girth(I(G)) =∞.
Case 2: If α = 2, β = 1, then we need to consider the following subcases.
Subcase 2a: LetG be abelian. IfG ∼= Zp2q, then by (2.2), I(G) isK1,3-free and girth(I(G)) =
∞. If G ∼= Zpq×Zp, then by Figure 1(c), I(G) has K1,3 as a subgraph and girth(I(G)) = 6.
Subcase 2b: Let G be non-abelian. We proceed with the groups considered in Subcase 3b
in the proof of Theorem 2.8.
(i) Since Zp×Zp is a subgroup of G2, so Zp×Zp together with its proper subgroups forms
K1,3 as a subgraph of I(G2). Moreover, we already proved that I(G2) contains C6
as a subgraph. By Corollary 2.2(2), I(G2) is bipartite and so girth(I(G2)) = 4 or 6.
Suppose that I(G2) contains C4 as a subgraph. Let it be H1 − H2 − H3 − H4 − H1.
Then either H1, H3 ⊂ H2, H4 or H2, H4 ⊂ H1, H3. Without loss of generality we may
assume that H1, H3 ⊂ H2, H4.
• If |H1| = p1 = |H3|, |H2| = p21 = |H4|, then 〈H1, H2〉 = H2 = H4, which is not
possible.
• If |H1| = p1 = |H3|, |H2| = p21, |H4| = p1p2, then H3 * H4 if H1 ⊂ H4; H1 * H4,
if H3 ⊂ H4, which are not possible.
• If |H1| = p1 = |H3|, |H2| = p1p2 = |H4|, then also we get a contradiction as above.
• If |H1| = p1, |H3| = p2, |H2| = p1p2 = |H4|, then 〈H1, H2〉 = H2 = H4, which is
not possible.
Hence girth(I(G2)) = 6.
(ii) We already proved that I(G5(t)) contains C6 as a subgraph. Also Zp×Zp is a subgroup
of G5(t), so Zp × Zp together with its proper subgroups forms K1,3 as a subgraph of
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I(G5(t)). By Corollary 2.2(2), I(G5(t)) is bipartite and so girth(I(G)) = 4 or 6. As in
part (i) of this Subcase, one can easily show that girth(I(G)) = 6.
(iii) By Figures 1(d), 1(e), 1(f), (2.3), (2.4), we see that the girth of the inclusion graph of
subgroups of all the remaining groups is infinity and they contains K1,3 as a subgraph.
Case 3: Let α ≥ 3 and β = 1. Then G has a chain of subgroups of length at least four and
so girth(I(G)) = 3. If G is cyclic, then let H1, H2, H3, H4 be the subgroups of G of orders p,
q, p2, p2q respectively. Then I(G) contains K1,3 as a subgraph with bipartition X := {H4}
and Y := {H1, H2, H3}. If G is non-cyclic abelian, then Zpq ×Zp is a proper subgroup of G,
so by Subcase 2a, I(G) contains K1,3 as a subgraph.
Now we assume that G is non-abelian. Let P denote a Sylow p-subgroups of G. We shall
prove that I(G) contains K1,3 as a subgraph. First let α1 = 3. If p > q, then np(G) = 1,
by Sylow’s theorem and our group G ∼= P o Zq. Suppose I(P ) is contains K1,3, then
I(G) also contains K1,3, so it is enough to consider the case when I(G) is K1,3-free. By
Proposition 2.1, we must have P ∼= Zp3 . Then G ∼= Zp3 o Zq := 〈a, b | ap3 = bq = 1, bab−1 =
ai, ordp3(i) = q〉 and I(G) contains K1,3 as a subgraph with bipartition X := {〈ap, b〉} and
Y := {〈ap〉, 〈ap2〉, 〈b〉}.
Now, let us consider the case p < q and (p, q) 6= (2, 3). Here nq(G) = p is not possible.
If nq(G) = p
2, then q|(p + 1)(p − 1) which implies that q|(p + 1) or q|(p − 1). But this
is impossible, since q > p > 2. If nq(G) = p
3, then there are p3(q − 1) elements of order
q. However, this only leaves p3q − p3(q − 1) = p3 elements, and the Sylow p-subgroup
must be normal, a case we already considered. Therefore, the only remaining possibility
is that G ∼= Zq o P . Suppose I(P ) contains K1,3, then so is I(G). So it is enough to
consider the case when I(G) is K1,3-free. By Proposition 2.1, we must have P ∼= Zp3 . Then
G ∼= Zq o Zp3 = 〈a, b | aq = bp3 = 1, bab−1 = ai, ordq(i) = p〉, p | (q − 1) and I(G) contains
K1,3 as a subgraph with bipartition X := {〈a, bp〉} and Y := {〈bp2〉, 〈bp〉, 〈a〉}.
If (p, q) = (2, 3), then [5, p.160] states that the only group of order 24 that is not a
semi-direct product is S4. Also A4 is a subgroup of S4. So by (2.4), I(A4) contains K1,3 as
a subgraph. Thus the result is true when α = 3.
Next, let α1 > 3. Then P has a chain of subgroups of length at least 4 and so I(G) has
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K4 as a subgraph. This implies that I(G) has K1,3 as a subgraph.
Case 4: Let α1, β ≥ 2. Since G is solvable, so it has a normal subgroup with prime index,
say p2, let it be H. Let H1, H2, H3 be subgroups of H of order p, p
2, q respectively, such that
H1 ⊂ H2. Then H,H1, H2 forms C3 as a subgraph of I(G) and so girth(I(G)) = 3. Also,
I(G) contains K1,3 as a subgraph with bipartition X := {H} and Y := {H1, H2, H3}.
Proposition 2.3. Let G be a solvable group whose order has at least three distinct prime
factors. Then
(1) girth(I(G)) ∈ {3, 6};
(2) I(G) is K1,3-free if and only if G ∼= Zpqr, where p, q, r are distinct primes.
Proof. Let |G| = pα11 pα22 · · · pαkk , where pi’s are distinct primes, k ≥ 3, αi ≥ 1.
Case 1: Let k = 3. If α1 = α2 = α3 = 1, then in Case 4 in the proof of Theorem 2.8,
we already proved that I(G) contains C6 as a subgraph. Also by Corollary 2.2(2), I(G) is
bipartite and so girth(I(G)) = 4 or 6. By using a similar argument as in (i) of Subcase 2b
in the proof of Proposition 2.2, one can easily see that girth(I(G)) = 6. If G ∼= Zpqr, then
by Theorem 2.8(1), I(G) is K1,3-free. If G is non-abelian, then G has a non-cyclic subgroup
of composite order, let it be H. It follows that H together with its proper subgroups forms
K1,3 as a subgraph of I(G). Now let α1 ≥ 2, α2, α3 ≥ 1. Since G is solvable, so it has a
subgroup of order pα11 p2, let it be H. Let H1, H2, H3 be subgroups of H of order p1, p
α1
1 ,
p2 respectively with H1 ⊂ H2. It follows that girth(I(G)) = 3 and I(G) contains K1,3 as a
subgraph with bipartition X := {H} and Y := {H1, H2, H3}.
Case 2: k ≥ 4. Since G is solvable, so it has a subgroup of order pα11 pα22 pα33 , let it be H. Let
H1, H2, H3 be subgroups of H of order p1, p
α1
1 p2, p2 respectively with H1 ⊂ H2. It follows
that girth(I(G)) = 3 and I(G) contains K1,3 as a subgraph with bipartition X := {H} and
Y := {H1, H2, H3}.
Proof follows from the above two cases.
It is well known that any non-solvable group has a simple group as a sub-quotient and
every simple group has a minimal simple group as a sub-quotient. So if we can show that the
inclusion graph of subgroups of a minimal simple group contains a graph X as a subgraph,
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then by Theorem 2.3, the inclusion graph of subgroups of a non-solvable group also contains
X.
Recall that SLm(n) is the group of m×m matrices having determinant 1, whose entries
are lie in a field with n elements and that Lm(n) = SLm(n)/H, where H = {kI|km = 1}.
For any prime q > 3, the Suzuki group is denoted by Sz(2q). For any integer n ≥ 3, the
dihedral group of order 2n is given by D2n = 〈a, b | an = b2 = 1, ab = ba−1〉. Note that K1,3
is a subgraph of I(D4n) with bipartition X := {〈a2, b〉} and Y := {〈a2〉, 〈a2b〉, 〈b〉}.
Lemma 2.1. I(D4n) contains K1,3 as a subgraph, for n ≥ 3.
Proposition 2.4. If G is a finite non-solvable group, then I(G) has K1,3 as a subgraph and
girth(I(G)) = 3.
Proof. If we show that I(G) contains K2 + K3 as a subgraph, then it follows that I(G)
contains K1,3 as a subgraph and girth(I(G)) = 3. As mentioned above, to prove this, it
is enough to show that the inclusion graph of subgroups of minimal simple groups contains
K2+K3 as a subgraph. We use the J. G. Thompson’s classification of minimal simple groups
given in [13] and check this for this list of groups. We will denote the image of a matrix A
in Lm(n) by A.
Case 1: G ∼= L2(qp). If p = 2, then the only non-solvable group is L2(4) and L2(4) ∼= A5.
Also A4 is a subgroup of A5, and so by (2.4), A4 together with its proper subgroups forms
K2 + K3 as a subgraph of I(G). If p > 2, then L2(qp) contains a subgroup isomorphic to
(Zq)p, namely the subgroup of matrices of the form ( 1 a0 1 ) with a ∈ Fqp . By Proposition 2.1,
I((Zq)p), p > 2 contains K1,3 as a subgraph and so (Zq)p together with proper its subgroups
forms K2 +K3 as a subgraph of I(G).
Case 2:: G ∼= L3(3). Note that L3(3) ∼= SL3(3). Let us consider the subgroup consisting
of matrices of the form
(
1 a b
0 1 c
0 0 1
)
with a, b, c ∈ F3. This subgroup is isomorphic to the group
(Zp×Zp)oZp with p = 3. By Proposition 2.1, I((Zp×Zp)oZp) contains K1,3 as a subgraph.
So (Zp×Zp)oZp together with its proper subgroups forms K2 +K3 as a subgraph of I(G).
Case 3: G ∼= L2(p). Note that here H = {±I}. We have to consider two subcases:
Subcase 3a: p ≡ 1 (mod 4). Then L2(p) has a subgroup isomorphic to Dp−1[4, p. 222]. So,
by Lemma 2.1, Dp−1 together with its proper subgroups forms K2 + K3 as a subgraph of
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I(G), when p > 5. If p = 5, then L2(5) ∼= A5 ∼= L2(4), which we already dealt.
Subcase 3b: p ≡ 3 (mod 4). L2(p) has a subgroup isomorphic to Dp+1[4, p. 222]. By
Lemma 2.1, Dp+1 together with its proper subgroups forms K2 +K3 as a subgraph of I(G),
when p > 7. If p = 7, then S4 is a maximal subgroup of L2(7). Since A4 is a subgroup of
S4, we already dealt this case.
Case 4: G ∼= Sz(2q). Then Sz(2q) has a subgroup isomorphic to (Z2)q, q ≥ 3. By Propo-
sition 2.1, I((Z2)q), q > 2 contains K1,3 as a subgraph; (Z2)q together with its proper
subgroups forms K2 +K3 as a subgraph of I(G).
Proof follows by putting together all the above cases.
Combining the Propositions 2.1 – 2.4, we obtain the proof of Theorem 2.12.
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