Abstract-Fault prediction models are typically built using software metrics collected throughout the software lifecycle process. Given without a previous release version of the software product, the earlier software metrics collected, the earlier the prediction models can be built to guide software verification and validation activities. In this experiment, we investigate the problem in software fault prediction modeling: would it be possible to replace later code metrics by earlier design metrics? We find that 11 code metrics can be replaced by 6 design metrics using Canonical Correlation Analysis (CCA), a multivariate statistical analysis method. After removing these 11 replaceable code metrics from building fault prediction models, the built models typically have the same performance statistically as using all code metrics. This study shows that earlier available design metrics can be used to replace late lifecycle code metrics. This would make it possible to identify faults earlier before code implementation in software lifecycle. Furthermore, due to the expensiveness of metric collection, using less metrics to maintain the same predictive power models has potential high cost-savings in & activities.
I. INTRODUCTION

F
AULT prediction models help to allocate resources in software validation and verification activities by pointing out the fault-proneness (the number of faults) of modules (classes/files). Due to the potential high benefit of building fault prediction models, significant research has been made in this area [1] .
Fault prediction models are typically built using software metrics collected from software lifecycle process: code metrics [2] , design metrics [3] , [4] , [5] , [6] , [7] , [8] , and even requirement metrics [9] etc. Other software process metrics are reported to be effective software faults predictors too, such as, code churn [10] , cache history [11] , entropy of code churn [12] , and the social network with developer information [13] , [14] , [15] , [16] . D'Ambros et al. report that the process metrics, entropy of source code, and code churn of source code metrics are better predictors than other metrics after an extensive comparison [17] . Arisholm et al. [18] compare structure code metrics, delta metrics, and process metrics (changed metrics) in a large telecommunication legacy system which consist of 13 releases and find that process Y. Jiang and J. Lin are with the Faculty of Software, the Fujian Normal University, Fuzhou, Fujian, P.R.China (email: {yueljiang, linjie891}@163.com,Tel:0591-22868455x8215). B. Cukic is with the Lane Department of Electrical Engineering and Computer Science, West Virginia University, Morgantown, West Virginia, USA (email: bojan.cukic@mail.wvu.edu). S. Lin is with Fujian Agriculture and Forestry University, and Z. Hu is with Fujian Medical University, Fuzhou, Fujian, P.R. China. metrics improve models predictive power in terms of ROC and cost-effectiveness evaluation methods.
In this study, we use Canonical Correlation Analysis (CCA), a multivariate statistical method, to analyze the relationship between two different groups of metrics: design metrics and code metrics. We use 8 MDP data sets which offer the same number of attributes: 16 design metrics, 20 code metrics, 4 other metrics, and totally 40 metrics for . We also use five learners including NaiveBayes used by Menzies et al. [2] and Random Forest used by Guo et al. [19] . We find that 6 design metrics can be used as alternative to replace 11 code metrics without decreasing fault prediction model's performance statistically. Design metrics is far early available in software lifecycle process than code metrics. Fault prediction as early as possible in the software lifecycle has a significant impact on controlling software & budgets and software quality. Furthermore, due to the expensiveness of metric collection, using less metrics to maintain the same predictive power models has potential high cost-savings in & activities. The rest of paper is organized as follows. Section II introduces the multivariate statistical method, canonical correlation analysis. Section III describes the experimental data sets and the corresponding metrics. Section IV explains the experimental procedure. Section V presents the experimental results. Section VI discusses our work. Section VII summarizes our findings and points out possible directions for future work.
II. CANONICAL CORRELATION ANALYSIS AND EVALUATION METHODS
Canonical Correlation Analysis (CCA) is a multivariate statistical method introduced first by Harold Hotelling in 1936 [20] . CCA is able to find the maximum correlation between two variable sets. Given two sets of random variables, X= ( 1 , 2 , 3 The of measurements are used to evaluate fault-proneness prediction. Receiver Operating Characteristic (ROC) curves are graphically visualized to evaluate a classifier's performance. The Area Under the ROC curve, referred to as AUC, is a numeric performance evaluation measure directly associated with an ROC curve [34] , [32] .
III. METRICS DESCRIPTION
The data sets used in this study originate from the Metrics Data Program (MDP) repository [22] which having 13 data sets. Inside these 13 data sets, JM1 and KC1 have 23 metrics, MC1 and PC5 have 41 metrics. KC4 is excluded outside in this study because its data are found to be untrustful [25] . The remaining 8 projects having the same number of metrics (43 metrics) are used in the experiments, namely, CM1, KC3, PC1, PC2, PC3, PC4, MW1, and MC2.
These 8 data sets have 43 metrics describing individual modules. MDP data sets contain a field and two error-related attributes:
and . We removed and attributes prior to modeling. The attribute is converted into a boolean attribute called
. If the attribute is greater than or equal to 1, then the value of is , otherwise it is . becomes the predicted variable. After removing and replacing these attributes, these 9 data sets from MDP have 40 independent (predictor) variables.
The metrics have been extracted by using McCabe IQ 7.1, a reverse engineering tool that derives software quality metrics from code, visualize flowgraphs and generate report documents [21] . It is important to note that McCabe IQ reverse engineers design metrics from code flowgraphs, rather than from design documentation. It is not unusual to analyze software design quality from design artifacts reengineered from code [23] , [24] , [26] , [27] , [36] , [37] , [29] . However, we recognize that this fact represents one of the validity threats and will be thoroughly discussed in Section VI.
In this paper, due to the space limitation, we do not show the detail metrics, please refer to our previous work [32] example, Ohlsson and Alberg extract design metrics from Formal Description Language (FDL) graphs [4] . Their design metrics include , ℎ , and McCabe cyclomatic complexity measures [33] , also produced by McCabe IQ tool. McCabe complexity metrics are also used as design metrics in the related work [4] . As a quick reminder, if graph G represents module's flowgraph, its cyclomatic complexity ( ) is calculated as ( ) = − +2, where is the number of edges and is the number of nodes.
The metrics in our study are the features that can only be extracted from source code. Static code metrics, such as , , and Halstead related metrics are calculated from program statements [31] . In this paper, the ℎ metrics are related to both the and metrics. These 8 data sets have four metrics we classified as ℎ . We do not use ℎ metrics in isolation to build models, but we include them in the experiments in which fault prediction models are developed from available attributes. In these data sets, we have 16 design metrics, 20 code metrics, and 4 other metrics.
IV. EXPERIMENTAL METHODOLOGY
The used experimental methodology consists of the following five steps.
Firstly, we normalized the metric values column by column using formula, = −¯, where is the variable value,¯is the mean and is the standard deviation calculated by =
. Secondly, we apply canonical correlation analysis in 6 data sets, CM1, KC3, MC2, MW1, PC1, and PC4. We aim to find out whether a code metric is strongly correlated to a (/some) design metric(s). The detail analysis steps are shown as pseudocodes in Figure 1 .
Thirdly, if a code metric is strongly correlated to the same design metric(s) in more than 4 data sets (out of 6 data sets), we define this code metric as . It indicates that this code metric can be replaced by the corresponding strongly correlated design metric(s).
Fourthly, in order to verify the validity of CCA in our experiments, two more data sets PC2 and PC3 which are not trained in previous step are added. We remove 11 code metrics from these 8 data sets. We build fault prediction models in them before and after removing metrics. The five classifiers are used: random forest (rf), boosting (bst), logistics regression (lgi), bagging (bag), and Naive Bayes (nb). Ten by 10 way Cross Validation(CV) is applied, 90% of data is used as training data and the remaining 10% data is used as testing data.
Fifthly, we compare the classification result using the performance evaluation method of . The traditional Student − is used to test the classification performance ( in our case) between models built before and after removing code metrics. The Student − is performed on generated from models using 95% confidence interval.
V. EXPERIMENTAL RESULTS
If a metric in metric group is found to be correlated to another metric in group metrics using CCA, we call this as strongly correlation between these two metrics. After applying canonical correlation analysis in 6 data sets, we find 11 metrics strongly correlated to 6 metrics at least in 4 data sets (out of 6). These 11 strongly correlated metrics, called replaceable metrics along with their strongly correlated metrics, is shown in Figure 2 . In Figure 2 , these nodes in the middle layer are metrics, these nodes in the top and lower layer are metrics. A bold line connects a metric and a metric which correlated with each other in at least 4 data sets (≥ 4). A thin line connects a design metric to a code metric which having strongly correlation less than 4 data sets (< 4). The 6 metrics which can be used to replaced 11 metrics are "edge count", "node count", "branch count", "decision count", "multiple condition count", and "
". The 11 replaceable code metrics are "halstead effort", "halstead error est", "halstead length", "halstead prog time", "halstead volume", "loc executable", "loc total", "num operands", "num operators", "num unique operands", and " ". Figure 3 shows the box-plot diagrams of built from 8 data sets before and after removing replaceable code metrics. In the Figure, " bg-all" stands for using bagging algorithm to classify original metrics; "bg-rep" stands for using bagging algorithm to classify data after removing 11 replaceable code metrics from metrics. Table I shows the mean and standard deviation of for models built before and after removed 11 code metrics. And the result of − in 95% confidence interval is also listed. The bold of − indicates statistical significance: symbol '↑' stands for statistical improvement; and symbol '↓' stands for statistical decrease. The models' performances in all data sets are summarized in Table II. In Table II , there is no single data set whose performances decrease across all 5 learners. In CM1, KC3, and PC4 data sets, 3 (or 2 or 1) learner(s) performance increase and without any other decreasing performance learner. Overall, there are 13 learners with increasing performance and 23 learners with the same performance; only 4 learners performance decrease in all 40 cases. Let's closely examine two data sets which do not included in CCA analysis, PC2 and PC3 data sets. These two data sets act as validation data sets to verify the validity of our methodology. '
• In PC3 data set, NaivBayes's performance is improved;
Logistics's performance is decreased; the other 3 learners have the same performance statistically.
• In PC2 data set, Logistics's performance is improved; Random Forest's performance is decreased; the other 3 learners have the same statistical performance. Here, we summarize the individual learner's performance before and after removing code metrics.
• NaiveBayes's performance improves in 5 data sets (CM1, MC2, MW1, PC3, and PC4), and having the same performance in the other 3 data sets.
• Bagging have the same performance in all 8 data sets.
• Logistics have improved performance in 4 data sets, decreased performance in 2 data sets, and the same performance in 2 data sets.
• Random Forest have improved performance in 4 data sets, decreased performance in 1 data set, and the same performance in 3 data sets.
• Boosting have decreased performance in 1 data sets and the same performance in 7 data sets. Overall, there are 13 cases with improving performance, 4 cases with decreasing performance, and 23 cases with the same performance statistically.
If treating all models before and after removing these replaceable 11 code metrics as two distinct groups on all the data sets and all the 5 learners, we test the null hypothesis: 0 : Removing 11 replaceable code metrics has no influence 
on model performance.
We use Student − to test hypothesis 0 , we have the p value equalling to 0.2929, which is much greater than 0.05. In other word, it does not show any statistical significance between models before and after removing these 11 replaceable code metrics.
VI. DISCUSSION
We believe the results reported here have been obtained following a valid experimental methodology, using publicly available data sets. As with any other experimental study, we are aware of potential validity threats too.
For example, we mentioned that the design metrics used in the experiments have been reverse engineered from the code. The critical issue to be asked is whether the attributes such as design metrics can be obtained before coding begins. It is not difficult to see that all our measures can be obtained from detailed design documents, PSPEC descriptions for example, as long as such descriptions are sufficient to build call-graphs and control-flow-graphs. A similar argument has been made numerous times in the software engineering literature. According to Fenton and Pfleeger, McCabe metrics represent the structure of software product [31] . Fenton and Ohlsson further state "(McCabe) complexity metrics is the rather misleading term used to describe a class of measures that can be extracted directly from source code. Occasionally and more beneficially, (McCabe) complexity metrics can be extracted before code is produced, such as when the detailed designs are represented in a graphical language" [30] . Ohlsson and Alberg extracted design metrics from Formal Description Language (FDL) graphs in [4] . Their design metrics include the number of branches, the number of branching points, and a set of McCabe metrics. These are the same metrics we designate as design metrics. Zhao et al. also classify McCabe metrics as design metrics [3] .
Therefore, in our opinion, designating the design metrics used in this study is supported in software engineering literature and it does not appear to be controversial. Nevertheless, it is possible that the reverse engineered metrics used in our experiments reflect the code more faithfully than the metrics collected at the design stage would. Had models demonstrated better fault prediction performance than models, one could argue that any reduction in the code-level details from attributes would have a tendency to improve performance. But, models in our experiments do not perform as well as models in our previous study [32] . In [32] , we had built fault prediction models using these , , and metrics respectively and we found that models built from metrics is the "best" group among three, while "design" metrics offer the most inferior amongst the three. Therefore, it seems logical that if design metrics do not reflect code structure as close as they do in our data sets, this would likely deteriorate their performance in fault prediction models even further. Such a hypothesis is inadvertently left for further analysis.
It is also worth repeating that the data sets we analyzed do not specify when, in the project development life time, individual modules became available. To advocate incremental model development, we made the assumption that random selection of data subset used for training (repeated 10 times in each experiment using cross-validation method) represents a reasonable sample of modules as if they became available first [34] . We are aware that software modules that become available early might suffer from quality deficiencies, but this would indicate relatively immature development environment, which is not the case for the data sets in our study. If fault introduction rates are monotonically reduced over the life time of the project our results about the suitability of fault prediction models built from smaller data subsets may be overly optimistic. Also, this might imply that updating models more frequently during the project's lifetime is warranted. However, literature does not seem to support monotonic quality increase during development. "Quality drifts" reported in [28] are short in duration and do not imply any development quality trends. Our experimental cross validation approach ignores quality drifts, as we have no way of detecting them. But reasonably small variances appear to indicate that such drifts, if they exist in these data sets, are minor. This remains an external validity trend, which needs to be better studied in the future, as adequate data sets become available.
VII. CONCLUSION
The goal of this study is to investigate the relationship between metrics and metrics using canonical correlation analysis, a statistical method. We analyzed 8 data sets in NASA MDP which offers the same number of attributes: 16 design metrics, 20 code metrics, and 4 other metrics. Using a range of machine learning classifiers and Student − in comparing the models built versus removing 11 replaceable code metrics, our experiments show that using 6 metrics is a reasonable alternative for the 11 metrics in these 8 data sets without decreasing fault prediction models' performance statistically. Fault prediction as early as possible in the software lifecycle has a significant impact on controlling software & budgets and software quality. Our experiments show that these 11 metrics can be removed in fault prediction models without deteriorate the model's performance. Due to the expensiveness of metric collection, using less metrics to maintain the same predictive power models has potential high cost-savings in & activities. Multiple learners are recommended when building fault prediction models. Different learners have their own different advantages and disadvantages in different situations. Comprehensively considered the performance of multiple different learners, the prediction models will give us more reasonable suggestion which is proven in our experimental result.
This study is a first attempt to investigate the relationship between metrics and metrics which serves as a modest spur so that others may come up with their valuable contribution. More research is called to search for an effectively early metrics which can predict software faults well, along with a concrete set of metrics reflecting software product faithfully. Fig. 3 . Box-plot diagrams of AUC built from 8 projects before and after removing replaceable code metrics. "bg-all" stands for using bagging algorithm to classify original metrics; "bg-rep" stands for using bagging algorithm to classify data after removing 11 replaceable code metrics from metrics etc.
