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Abstract
The generalized linear models (GLMs) are widely used in statistical analysis and
the related design issues are undoubtedly challenging. The state-of-the-art works
mostly apply to design criteria on the estimates of regression coefficients. It is of im-
portance to study optimal designs from the prediction aspects for generalized linear
models. In this work, we consider the Elastic I-optimality as a prediction-oriented de-
sign criterion for generalized linear models, and develop efficient algorithms for such
EI-optimal designs. By investigating theoretical properties for the optimal weights
of any set of design points and extending the general equivalence theorem to the
EI-optimality for GLMs, the proposed efficient algorithm adequately combines the
Fedorov-Wynn algorithm and multiplicative algorithm. It achieves great compu-
tational efficiency with guaranteed convergence property. Numerical examples are
conducted to evaluate the feasibility and computational efficiency of the proposed
algorithm.
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1 Introduction
The generalized linear model (GLM) is a flexible generalization of linear models by relating
the response to the predictors through a link function [21]. The GLMs are widely used
in many statistical analyses with different applications including business analytics, image
analysis, bioinformatics, etc. From a data collection perspective, it is of great importance
to understand the optimal designs for the generalized linear model, especially from the
prediction aspects.
Suppose that an experiment has d explanatory variables x = [x1, ..., xd], and let Ωj be a
measurable set of all possible levels of the jth explanatory variable. Common examples of
Ωj are [−1, 1] and R. The experimental region, Ω, is some measurable subset of Ω1×· · ·×Ωd.
In a generalized linear model, the response variable Y (x) is assumed to follow a particular
distribution in the exponential family, including normal, binomial, Poisson and gamma
distribution, etc. A link function provides the relationship between the linear predictor,
η = βTg(x), and the mean of the response Y (x),
µ(x) = E[Y (x)] = h−1
(
βTg(x)
)
, (1)
where g = [g1, ..., gl]
T are the basis and β = [β1, β2, ..., βl]
T are the corresponding regression
coefficients. Here h : R→ R is the link function, and h−1 is the inverse function of h.
In this work, we consider a continuous design ξ as ξ =

 x1, ..., xnλ1, ..., λn

 with xi 6= xj
if i 6= j. The λi(λi ≥ 0) represents the fraction of experiments that is to be carried out
at design point xi and
n∑
i=1
λi = 1. The Fisher information matrix of the generalized linear
model in (1) is:
I(ξ,β) =
n∑
i=1
λig(xi)w(xi)g
T (xi), (2)
where w(xi) = 1/{var(Y (xi))[h
′
(µ(xi))]
2}. The notation I(ξ,β) emphasizes the depen-
dence on the design ξ and regression coefficient β.
For GLMs, the design issues tend to be much more challenging than those in linear
models due to the complicated Fisher information matrix. The Fisher information matrix
I(ξ,β) often depends on the regression coefficient β through the function w(xi) in (2).
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Since most optimal design criteria can be expressed as a function of the Fisher informa-
tion matrix, a scientific understanding of locally optimal designs is often conducted under
the assumption that some initial estimates of the model coefficients are available. Most
literature and algorithms on design of GLMs focus on the D-optimality or A-optimality for
accurate estimation of regression coefficients. Practically, design criteria related to model
prediction accuracy are of large interest, especially in machine learning (e.g., [24], [25],
[4]). Under such a consideration, the I-optimality that aims at minimizing the average
variance of prediction over the experimental region Ω [1] is often used in the literature.
For the linear model, Haines[14] proposed a simulated annealing algorithm to obtain exact
I-optimal design. Meyer and Nachtsheim [19][20] used simulated annealing and coordinate-
exchange algorithms to construct exact I-optimal design. However, there are few works on
I-optimality for GLMs in the literature.
In practical applications such as additive manufacturing [29], different combinations of
exploratory variables x present different importance of interest, and one may be interested
in the prediction of response over a subregion of Ω instead of the whole experimental
region Ω [1]. For instance, the experimental region Ω could be the hypercube [−1, 1]d. But
it is likely that the responses corresponding to positive explanatory variables are of more
importance, or even only those responses are of interest. Based on this motivation, we
propose a so-called Elastic I-optimality that is more general and flexible than the classical
I-optimality. The EI-optimality criterion aims at minimizing the integrated mean squared
prediction error with respect to certain probability measure on the experimental region.
This criterion shares a similar spirit but is more general than the criterion defined by Box
and Draper [5], while the latter incorporated a weight function in the criterion.
The contribution of this work is to establish a more general and flexible prediction-
oriented optimality criterion, EI-optimality, to fill the gap in the theory of EI-optimal
designs for GLMs, and to develop an efficient algorithm of constructing EI-optimal designs
for GLMs. Specifically, we first establish the EI-optimality for GLMs and study theoretical
properties of optimal weights of any given set of design points. The resultant theoretical
properties are not limited to EI-optimality, but also can be applied to other optimality
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criteria. Then, we extend the general equivalence theorem to the EI-optimality for GLMs.
Based on the general equivalence theorem and new equivalence theorem of the optimal
weights, we develop an efficient sequential algorithm of constructing EI-optimal designs for
GLMs. The proposed algorithm is to sequentially add points into design and update their
weights simultaneously using the multiplicative algorithm [31]. We also establish the con-
vergence properties of the proposed algorithm. The advantages of the proposed algorithm
are: (1) very easy to implement; (2) theoretically proved convergence; (3) computationally
efficient; (4) suitable for other optimality criteria by simple modification.
The multiplicative algorithm, first proposed by Titterington [31] and Silvey et al.[26],
has been used widely in finding optimal designs of linear regression models. The main
drawback of the multiplicative algorithm is that it requires a large candidate pool of points
and updating the weights of all candidate points simultaneously can be computationally
expensive. Due to its computational inefficiency, the use of multiplicative algorithm has not
attracted large popularity over time. However, in our proposed sequential algorithm, guided
by the theoretical results on optimal weights, we can apply the multiplicative algorithm to a
much smaller set of points, which breaks the barrier of the original multiplicative algorithm
and thus greatly improves the efficiency of the algorithm. The proposed algorithm is
not only computationally efficient, but also very simple to implement. Furthermore, by
employing the multiplicative algorithm, only nonnegative weights will be obtained and one
needs not to deal with potential negative weights as in the algorithm proposed by Yang et
al. [34]. It is worth pointing out that the proposed algorithm can be easily extended to
construct optimal design under other optimality criteria, like Φp-optimality.
The remainder of this work is organized as follows. The proposed prediction-oriented EI-
optimality for GLMs is established in Section 2. Section 3 details on finding optimal weights
given any set of design points. The proposed sequential algorithm and its convergence
properties are developed in Section 4. Numerical examples are conducted in Section 5 to
evaluate the performance of the proposed algorithm. We conclude this work with some
discussion in Section 6. All the proofs are reported in the Appendix.
4
2 The EI-Optimality Criterion for GLM
The GLM is a generalization of various statistical models, including linear regression, lo-
gistic regression and Poisson regression. For GLMs, making prediction of response Y (x)
at given input x is always an important objective. Thus it is of great interest to adopt
a predication oriented criterion for considering the optimal design. Following this idea, it
is natural to consider the design based on mean response µ(x) that is square integrable
with respect to some probability measure ν defined on Rd. The associated probability
distribution is given by FIMSE(x) = ν
(
d∏
i=1
(−∞, xi]
)
. Then, a general and flexible Elastic
I-optimality criterion could be defined as follows.
Definition 1. The elastic integrated mean squared prediction error (IMSE) is
defined in terms of the difference between the true mean response, µ(x), and the fitted
mean response µˆ(x) as:
EI(ξ,β, FIMSE) = E
[∫
Ω
(µˆ(x)− µ(x))2 dFIMSE(x)
]
, (3)
where FIMSE is the probability distribution induced by probability measure ν.
The classical I-optimality for linear models is defined as the average variance of response
over the experimental region Ω [1]:
I(ξ) =
∫
Ω
var(Y |x)dx
/∫
Ω
dx = E
[∫
Ω
(µˆ(x)− µ(x))2 dFunif(x)
]
,
where Funif is the uniform distribution on Ω, µˆ and µ are the fitted mean response and
true mean response of the linear model, respectively. Obviously, the I-optimality I(ξ) is a
special case of EI-optimality in (3) with ν chosen to be the uniform probability measure.
A similar criterion on average prediction variance involving a probability distribution was
briefly mentioned in one sentence in chapter 10.6 of [2], but has not received much attention.
Here, we formally propose the EI-optimality and discuss in detail about its advantages. By
introducing the probability measure ν, the EI-optimatliy is more flexible to assist practical
applications in several scenarios: (1) the responses corresponding to different values of x
are of different importance; (2) the responses corresponding to x on a subregion ΩC are
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of particular interest; (3) the responses corresponding to finite number of x values are of
interest. It is worth pointing out that when ν is chosen to be the Dirac measure that puts a
unit mass at x0 that maximizes E [(µˆ(x)− µ(x))
2] is of interest, i.e., E [(µˆ(x0)− µ(x0))
2] =
sup
x∈Ω
E [(µˆ(x)− µ(x))2], the EI(ξ,β, FIMSE) becomes the G-optimality [2] that focuses on
the maximum variance of the mean response.
Under the context of generalized linear models, the fitted mean response µˆ(x) =
h−1
(
βˆ
T
g(x)
)
can be expanded around the true mean response µ(x) = h−1
(
βTg(x)
)
using Taylor expansion, which is
µˆ(x)− µ(x) = h−1
(
βˆ
T
g(x)
)
− h−1
(
βTg(x)
)
≈ c(x)T
(
βˆ − β
)
,
with c(x) =
(
∂h−1
∂β1
(x), ..., ∂h
−1
∂βl
(x)
)T
= g(x)
(
dh−1
dη
)
. Here η = βTg(x) is the linear pre-
dictor. Then, using the above first-order Taylor expansion, the elastic integrated mean
squared error defined in equation (3) could be approximated with,
EI(ξ,β, FIMSE) = E
[∫
Ω
c(x)T
(
βˆ − β
)(
βˆ − β
)T
c(x)dFIMSE
]
.
In numerical analysis, the first-order Taylor expansion is often used to approximate the
difference of a nonlinear function when evaluated at two close points. Considering the
design issue for generalized linear models, similar approaches was commonly used in the
literature, such as the work in Schein and Ungar [24] for the logistic regression models.
Lemma 1. For the GLMs in (1), the Elastic IMSE EI(ξ,β, FIMSE) can be expressed as
EI(ξ,β, FIMSE) ≈ tr
(
AI(ξ,β)−1
)
,
where matrix A =
∫
Ω
c(x)c(x)TdFIMSE(x) =
∫
Ω
g(x)gT (x)
[
dh−1
dη
]2
dFIMSE(x) depends only
on the regression coefficients, basis functions and the probability distribution FIMSE, but
not the design. The Fisher information matrix I(ξ,β), defined in equation (2), depends
on regression coefficients, basis functions and design, but not the probability distribution
FIMSE.
Hereafter, we call the EI-optimality as the corresponding optimality criterion aiming at
minimizing
EI(ξ,β, FIMSE) = tr
(
AI(ξ,β)−1
)
.
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A design ξ∗ is called an EI-optimal design if it minimizes EI(ξ,β, FIMSE). In this work,
we will focus on the local EI-optimal design given some initial regression coefficient β. To
simplify the notation, β will be omitted from the notation I(ξ,β) of the Fisher information
matrix, and I(ξ) will be used instead.
3 Optimal Weights Given the Design Points
In this section, we will investigate how to assign optimal weights to support points that
minimize EI(ξ,β, FIMSE) when the design points are given. One popular method in the
literature [34] is to use the Newton-Raphson technique to find the optimal weights, which
solves for the roots of the first-order partial derivatives of the criterion with respect to the
weights. There are certain possible drawbacks of such a Newton-Raphson based method:
First, it may result in weights outside [0, 1] and thus further efforts are needed. Second, it
requires the inverse of Hessian matrix, which could be (numerically) singular. Moreover, as
noted in Yang et al. [34], there is no guarantee for such a method converging to the optimal
weights. The problems of Newton-Raphson method will be illustrated in the numerical
examples in Section 5.
Specifically, we will derive a theorem on optimal weights given design points for Φp-
optimality [16] in Section 3.1, and then take the mathematical structure of EI-optimality
as a slight variation of Φp-optimality. Guided by this theorem, we develop an efficient algo-
rithm (Algorithm 1) to find the optimal weights given design points in Section 3.2. Note
that Algorithm 1 can be used for both Φp-optimality and EI-optimality. Interestingly,
this algorithm coincides with the well-known multiplicative algorithm, providing a good
justification of applying multiplicative algorithm in our sequential algorithm in Section 4.
There are several key advantages of the multiplicative algorithm: simple to implement,
ensuring feasible weights, guaranteed convergence, and no Hessian matrix inversion.
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3.1 Optimal Weights Given Design Points
Following the definition in [17], the Φp-optimality is defined as
Φp(ξ) =
[
tr
(
I(ξ)−p
)]1/p
, 0 < p <∞
with Φ0(ξ) as D-optimality, Φ∞(ξ) as E-optimality and Φ1(ξ) as A-optimality. Even more
generally, one may be interested in several functions f (β) = [f1(β), ..., fq(β)]
T of regression
coefficient β. Then, the more general Φp-optimality is defined as [16]
Φp(ξ) =
(
q−1 tr
[
∂f (β)
∂βT
I(ξ)−1
(
∂f (β)
∂βT
)T]p)1/p
, 0 < p <∞. (4)
Given the design points x1,x2, ...,xn fixed, define λ = [λ1, λ2, ..., λn]
T to be the weight
vector with λi as the weight of the corresponding design point xi. We write the corre-
sponding design as
ξλ =

 x1, ..., xnλ1, ..., λn

 .
A superscript λ is added to emphasize that only the weight vector is changeable in the
design under this situation. The optimal weight vector λ∗ should be the one that minimizes
Φp(ξ
λ) in (4) with design points x1, ...,xn fixed.
Lemma 2. The Φp(ξ
λ) is a convex function of weight vector λ, and
Φp(ξ
λ) =
[
q−1 tr
[
I
−1(ξλ)B
]p]1/p
,
where B =
(
∂f(β)
∂βT
)T (
∂f(β)
∂βT
)
which is positive semidefinite with size l × l and rank q ≤ l.
Consider another weight vector ∆λ = [∆λ1, ...,∆λn]
T with 0 ≤ ∆λi ≤ 1, i = 1, ..., n
and
n∑
i=1
∆λi = 1 . Then the convex combination λ˜ = (1 − α)λ + α∆λ with 0 ≤ α ≤ 1 is
also a feasible weight vector. Define the directional derivative of Φp(ξ
λ) in the direction of
a new weight vector ∆λ = [∆λ1, ...,∆λn] as:
ψ(∆λ,λ) = lim
α→0+
Φp(ξ
λ˜)− Φp(ξ
λ)
α
.
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Lemma 3. The directional derivative of Φp(ξ
λ) in the direction of a new weight vector
∆λ = [∆λ1, ...,∆λn]
T can be calculated as,
ψ(∆λ,λ) = Φp(ξ
λ)− q−1/p
[
tr
(
I(ξλ)−1B
)p]1/p−1
tr
[(
I(ξλ)−1B
)p−1
I(ξλ)−1I(ξ∆λ)I(ξλ)−1B
]
,
where B =
(
∂f(β)
∂βT
)T (
∂f(β)
∂βT
)
.
Remark 1. Note that A =
∫
Ω
g(x)gT (x)
[
dh−1
dη
]2
dFIMSE(x) is an l×l positive semi-definite
matrix. Although EI-optimality is not a member of Φp-optimality, since it has the same
mathematical structure as Φ1(ξ) with B = qA defined in Lemma 1, the mathematical prop-
erties of Φp-optimality can be applied to EI-optimality.
Corollary 1. For EI-optimality, the directional derivative with respect to a new weight
vector ∆λ is
ψ(∆λ,λ) = tr
(
I(ξλ)−1A
)
−
n∑
i=1
∆λiw(xi)g(xi)
T
I(ξλ)−1AI(ξλ)−1g(xi).
The following theorem provides a necessary and sufficient condition of optimal weight
vector that minimizes Φp(ξ) when the design points are fixed.
Theorem 1. Given a fixed set of design points x1, ...,xn, the weight vector λ
∗ = [λ∗1, ..., λ
∗
n]
T
minimizes Φp(ξ
λ) if and only if,
Φp(ξ
λ∗) = q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi),
for all design points xi with λ
∗
i > 0; and
Φp(ξ
λ∗) ≥ q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xj)g(xj)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xj),
for all design points xj with λ
∗
j = 0.
Note that in Theorem 1, for an optimal weight vector, we only require the equality to
hold for the nonzero weights. The following results provides sufficient conditions that a
weight vector minimizes Φp(ξ
λ) and EI(ξ,β, FIMSE), respectively.
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Corollary 2. (i.) If a weight vector λ∗ = [λ∗1, ..., λ
∗
n]
T satisfies
Φp(ξ
λ∗) = q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi),
for all design points x1, ...,xn, then λ
∗ minimizes Φp(ξ
λ).
(ii.) For EI-optimality, a sufficient condition that λ∗ minimizes EI(ξ,β, FIMSE) is
tr(I(ξλ
∗
)−1A) = w(xi)g(xi)
T
I(ξλ
∗
)−1AI(ξλ
∗
)−1g(xi), for, i = 1, ..., n.
The results in Theorem 1 and Corollary 2 provides a useful gateway to design an effective
algorithm for finding the optimal weights given the design points.
3.2 Multiplicative Algorithm for Optimal Weights
As shown in Corollary 2, the solution of a system of equations
Φp(ξ
λ∗) = q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi),
(5)
i = 1, ..., n, is a set of optimal weights that minimizes Φp(ξ
λ).
The weight of a design point xi should be adjusted according to the values of the two
sides of equation (5). Note that for any weight vector λ = [λ1, ..., λn], we have
Φp(ξ
λ) =
n∑
i=1
λiq
−1/p
[
tr
(
I(ξλ)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ)−1B
(
I(ξλ)−1B
)p−1
I(ξλ)−1g(xi).
Based on the above observation, the weight λi of a design point xi should be adjusted
according to the value of q−1/p
[
tr
(
I(ξλ)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ)−1B
(
I(ξλ)−1B
)p−1
I(ξλ)−1g(xi). Our strategy of finding optimal weights would be: if
Φp(ξ
λ) < q−1/p
[
tr
(
I(ξλ)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ)−1B
(
I(ξλ)−1B
)p−1
I(ξλ)−1g(xi),
the weight λi of xi should be increased. On the other hand, if
Φp(ξ
λ) > q−1/p
[
tr
(
I(ξλ)−1B
)p ]1/p−1
w(xi)g(xi)
T
I(ξλ)−1B
(
I(ξλ)−1B
)p−1
I(ξλ)−1g(xi),
the weight λi of xi should be decreased. Thus, the ratio
q−1/p
[
tr
(
I(ξλ)−1B
)p]1/p−1
w(xi)g(xi)
T I(ξλ)−1B
(
I(ξλ)−1B
)p−1
I(ξλ)−1g(xi)
Φp(ξλ)
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would indicate a good adjustment for the current weight of a design point xi.
The detailed algorithm is described in Algorithm 1 as follows.
Algorithm 1
Step 1: Assign a random weight vector λ0 = [λ01, ..., λ
0
n]
T , and k = 0.
Step 2: For each design point xi, update the weight as
λk+1i = λ
k
i
(
q−1/p
[
tr
(
I(ξλ
k
)−1B
)p]1/p−1
w(xi)g(xi)T I(ξλ
k
)−1B
(
I(ξλ
k
)−1B
)p−1
I(ξλ
k
)−1g(xi)
Φp(ξλ)
)δ
n∑
i=1
λki
(
q−1/p[tr(I(ξλk )−1B)
p
]
1/p−1
w(xi)g(xi)T I(ξλ
k )−1B(I(ξλk )−1B)
p−1
I(ξλk )−1g(xi)
Φp(ξλ)
)δ
= λki
[
w(xi)g(xi)
T I(ξλ
k
)−1B
(
I(ξλ
k
)−1B
)p−1
I(ξλ
k
)−1g(xi)
]δ
n∑
i=1
λki
[
w(xi)g(xi)T I(ξλ
k
)−1B
(
I(ξλ
k
)−1B
)p−1
I(ξλ
k
)−1g(xi)
]δ , (6)
Step 3: Set k = k + 1 and go to Step 2 until convergence.
We would like to remark that the algorithm turns out to be the well-known multi-
plicative algorithm proposed by Titterington [31] and Silvey [26]. Originally, a heuristic
explanation for multiplicative algorithm is that λk+1i ∝ λ
k
i
(
∂Φp(ξλ)
∂λi
∣∣∣
λ=λk
)δ
. Here, we obtain
the same algorithm based on a sufficient condition of optimal weights given in Corollary
2. This may also explain why the multiplicative algorithm tends to converge slowly and
result in many support points when there is a large candidate set. When the multiplicative
algorithm is applied to a large candidate set, a very strong sufficient but not necessary con-
dition is imposed on all the candidate points. This condition actually should be imposed
on only the points with non-zero weights. However, if the design points are appropriately
chosen so that most of them have nonzero weight, then the sufficient condition in Corollary
2 becomes almost necessary condition for the optimal weights.
In Algorithm 1, the value of 0 < δ ≤ 1 is the convergence parameter chosen by the
user. Following the suggestion by Fellman [11] and Torsney [12], δ = 1 should be used for
D-optimatliy and δ = 1
2
should be used for A-optimality. Since EI-optimality is similar
to A-optimality, we choose δ = 1
2
in our algorithm. The following theorem provides a
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sufficient condition when the iterative formula in Algorithm 1 is feasible, and corollary 3
shows that for EI-optimality, one can ensure that every iteration in Algorithm 1 is always
feasible by choosing appropriate basis functions.
Theorem 2. Suppose I(ξλ
k
)−1B 6= 0 in iteration k, then the iteration in equation (6) is
feasible, i.e., the denominator
n∑
i=1
λki
[
w(xi)g(xi)
T
I(ξλ
k
)−1B
(
I(ξλ
k
)−1B
)p−1
I(ξλ
k
)−1g(xi)
]δ
is positive.
For the EI-optimality, the iterative formula in Algorithm 1 becomes
λk+1i = λ
k
i
[
w(xi)g(xi)
T I(ξλ
k
)−1AI(ξλ
k
)−1g(xi)
]δ
n∑
i=1
λki
[
w(xi)g(xi)T I(ξλ
k
)−1AI(ξλ
k
)−1g(xi)
]δ , (7)
with A =
∫
Ω
g(x)gT (x)
[
dh−1
dη
]2
dFIMSE(x).
Corollary 3. For the EI-optimality, a positive definite A =
∫
Ω
g(x)gT (x)
[
dh−1
dη
]2
dFIMSE(x)
would ensure all the iterations in equation (6) to be always feasible, i.e., the denominator
n∑
i=1
λki
[
w(xi)g
T (xi)I(ξ
λk)−1AI(ξλ
k
)−1g(xi)
]δ
is always positive.
For the Φp-optimality, the matrix B =
(
∂f(β)
∂βT
)T (
∂f(β)
∂βT
)
is determined by f (β), the
functions of β that are interested in, which can not be changed. But, for EI-optimality, the
matrix A =
∫
Ω
g(x)gT (x)
[
dh−1
dη
]2
dFIMSE(x) is always positive semi-definite and does not
depend on the choice of design. When a singular A is observed in the first step, one can
choose the basis functions g1, ..., gl carefully so that they are (nearly) orthogonal functions
such that ∫
Ω
gi(x)gj(x)
[
dh−1
dη
]2
dFIMSE(x) ≈ 0 for i 6= j.
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By doing this, one can ensure the matrix A to be positive definite. In general, the Gram-
Schmidt orthogonalization [23] can be used to construct uni/multi-variate orthogonal basis
functions.
We further can provide the convergence property of Algorithm 1, which generalizes Yu’s
work [36] to a broader class of optimality criteria, Φp-optimality.
Proposition 1 (Convergence of Algorithm 1). Given the design points x1, ...,xn fixed,
the weight vector λk obtained from Algorithm 1 monotonically converges to the optimal
weight vector λ∗ that minimizes Φp-optimality, as k →∞.
4 Proposed Sequential Algorithm of Constructing EI-
Optimal Design
In this section, we will describe the proposed efficient algorithm for constructing EI-Optimal
design for GLMs. We will first establish several attractive properties of general equivalence
theorem for EI-optimality of GLMs in Section 4.1, which provides an intuitive way for
choosing the support points to construct an EI-optimal design in a sequential fashion.
Section 4.2 details the proposed algorithm and develop the convergence property of the
proposed algorithm.
4.1 General Equivalence Theorem of EI-Optimality
As shown in Remark 1, the EI-optimality has a similar mathematical structure as the
Φ1-optimatliy, but the two criteria have different practical interpretations. The General
Equivalence Theorem of Φp-optimality for generalized linear models has been established
[28], and it could be extended to EI-optimality for GLMs easily. We state the General
Equivalence Theorem of EI-optimality for GLMs in the following Theorem 3, and the
standard proof is omitted. The extended theoretical results facilitate the sequential choice
of support points as that of Fedorov-Wynn algorithm [32, 9].
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Given two designs ξ and ξ′, let the design ξ˜ be constructed as
ξ˜ = (1− α)ξ + αξ′.
Then, the derivative of EI(ξ,β, FIMSE) in the direction of design ξ
′ is
φ(ξ′, ξ) = lim
α→0+
EI(ξ˜,β, FIMSE)− EI(ξ,β, FIMSE)
α
. (8)
Lemma 4. The EI(ξ,β, FIMSE) is a convex function of the design ξ.
With some algebra, we can obtain the directional derivative of EI(ξ,β,Ωc) in the
direction of any design ξ′ as,
φ(ξ′, ξ) = lim
α→0+
EI(ξ˜,β, FIMSE)− EI(ξ,β, FIMSE)
α
= tr(I(ξ)−1A)− tr(I(ξ′)I(ξ)−1AI(ξ)−1),
where A =
∫
Ω
g(x)gT (x)
[
dh−1
dη
]2
dFIMSE(x). Moreover, we can also get the directional
derivative of EI(ξ,β, FIMSE) in the direction of a single point x as,
φ(x, ξ) = tr(I(ξ)−1A)− w(x)g(x)T I(ξ)−1AI(ξ)−1g(x).
Theorem 3 (General Equivalence Theorem). The following three conditions of ξ∗ are
equivalent:
1. The design ξ∗ minimizes
EI(ξ,β,Ωc) = tr(AI(ξ)
−1).
2. The design ξ∗ minimizes
sup
x∈Ω
w(x)gT (x)I(ξ)−1AI(ξ)−1g(x).
3. w(x)gT (x)I(ξ∗)−1AI(ξ∗)−1g(x) ≤ tr(I(ξ∗)−1A) holds over the experimental region Ω,
and the equality holds only at the points of support of the design ξ∗.
According to Theorem 3, for an optimal design ξ∗, the directional derivative φ(x, ξ∗)
is non-negative for any x ∈ Ω. It implies that for any non-optimal design, there will be
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some directions in which the directional derivative φ(x, ξ) < 0. Given a current design
ξ, to gain the maximal decrease in the EI-optimality criterion, we would choose a new
support point x∗ to be added into the design, if φ(x∗, ξ) = min
x∈Ω
φ(x, ξ) < 0. Then one can
optimize the weights of all support points in the updated design, which will be described
in Algorithm 1 in Section 3. With this greedy search of the design points, we hope that
most/all optimal weights in each iteration are nonzero, and the multiplicative algorithm
converges quickly. By iterating the selection of support point and the weight update of all
support points, this two-step iterative procedure can be continued until min
x∈Ω
φ(x, ξ) ≥ 0 for
all x ∈ Ω, which means the updated design is EI-optimal. Such a sequential algorithm of
constructing optimal designs, as described in Algorithm 2 in Section 4, follows similar spirits
in the widely-used Fedorov-Wynn algorithm [32, 33], and also the multi-stage algorithm
proposed by Yang et al.[34]. It is worth pointing out that when the region of explanatory
variable x we are interested in, ΩC is a subset of original experimental region Ω, the optimal
design ξ∗ is still defined and searched on the original experimental region Ω. As a result,
the support points in the optimal design may locate outside ΩC .
4.2 The Proposed Sequential Algorithm
As discussed in Section 3.2, the multiplicative algorithm tends to converge slowly under
a large candidate set. The theoretical results in Theorem 3 provide insightful guidelines
on sequential selection of design points. In combination with Algorithm 1 to find optimal
weights for fixed design points in Section 3, we propose an efficient sequential algorithm to
construct the EI-optimal design of generalized linear models. The details of the proposed
sequential algorithm is summarized in Algorithm 2.
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Algorithm 2
Step 1: Generate an N points candidate pool C using grid or Sobol sequence and set r = 0.
Step 2: Choose an initial design D0 containing l + 1 design points.
Step 3: Obtain optimal weights of design points using Algorithm 1.
Step 4: Add the point x∗r = argmin
x∈C
φ(x, ξr) to the current design if φ(x∗r , ξ
r) < −ǫ, where
φ(x, ξr) is the directional derivative expressed as
φ(x, ξr) = tr(I(ξr)−1A)− w(x)g(x)T I(ξr)−1AI(ξr)−1g(x).
Step 5: Set r = r + 1, and go to Step 2 until convergence.
In Algorithm 2, The value of ǫ > 0 is chosen to be a small positive value. Note
that the proposed sequential algorithm of constructing EI-optimal design for GLMs does
not require the computation of Hessian matrix inversion as in Newton-Raphson methods.
Thus it can avoid issue of singular Hessian matrix and can be computationally efficient than
the conventional methods. Also the sequential nature of the proposed algorithm enables
efficient search of optimal weights without updating weights for all candidates points.
Note that the sequential algorithm 4.2 can also be easily modified to achieve φp-optimal
designs, where the analytic formula of directional derivative φ(x, ξ) for φp-optimality has
been studied in several existing literature ([2], [34], [28] etc.). Moreover, we also establish
the convergence property of the proposed sequential algorithm as follows.
Theorem 4 (Convergence of Algorithm 2). Assuming the candidate pool C is large
enough, i.e., C → Ω, or it includes all the support points in EI-optimal design, the
design constructed by Algorithm 2 converges to EI-optimal design ξ∗ that minimizes
EI(ξ,β, FIMSE), as r →∞, i.e.,
lim
r→∞
EI(ξr,β, FIMSE) = EI(ξ
∗,β, FIMSE).
We would like to point out that the choice of candidate pool C would affect the effi-
ciency of Algorithm 2. We suggest using grid as the candidate pool when the dimension of
explanatory variables is small, and choosing the Sobol sequence [27] as the candidate pool
when the explanatory variable dimension is large. The Sobol sequence is a space filling
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design that covers the experimental domain Ω well and is efficient when the dimension
of the explanatory variable is high. To further improve the efficiency of the algorithm,
a search strategy inspired by Stufken and Yang [35] could be employed. One can start
with a more sparse Sobol sequence, and achieve the current best design using Algorithm 2.
Then, we can further create denser and denser candidate pool in the neighborhood of the
support points in the current best design until there is no further improvement under the
EI-optimality criterion.
5 Numerical Examples
In this section, we will conduct numerical studies to evaluate the performance of the pro-
posed sequential algorithm (Algorithm 2). The optimality of all the resulting designs are
checked by the General Equivalence Theorem. Based on our best knowledge, there is no
existing algorithm that can directly construct the EI-optimal design for GLMs. As noted in
Section 4.2, Algorithm 2 can be applied to construct Φp-optimal designs such as A-optimal
design. The proposed algorithm (Algorithm 2) will be compared with the Newton-type
method in Yang et al.[34], which adopts Newton’s method to update the weights of design
points and is a most efficient algorithm in the literature. The comparison will be conducted
under different generalized linear models with various settings of variable dimensions.
Example 1. The setting of this example follows the Example 2 in [34], which considers
the linear model
Y ∼ θ1 + θ2x1 + θ3x
2
1 + θ4x2 + θ5x1x2 +N(0, σ
2),
θ = (θ1, θ2, θ3, θ4, θ5),
where Ω = {(2i/s − 1, j/s}, i = 0, 1, ..., s, j = 0, 1, ..., s}, where s is the number of grid
points in each variable and the total number of points in Ω is N = (s+1)2. Note that since
the experimental region is discrete, it is not necessary to discretize the experimental region.
The proposed algorithm and the Newton-type method are conducted under A-optimality.
Here we consider the same initial design, consisting of five randomly chosen points Ω,
for both Newton-type method and the proposed algorithm. Table 1 reports the average
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execution time (in seconds) of the two algorithms based on 10 randomly chosen initial
designs. All codes were run on a MacBook Pro with 2.4 GHz Intel Core i5 processor. The
Newton-type method requires a well-conditioned Hessian matrix to update the weights,
but the Hessian matrix could be numerically singular in a certain iteration and results in
inaccurate weight updates. In this numerical example, the generalized inverse of Hessian
matrix is used for the Newton-type method. The proposed algorithm always returns non-
negative weights, only eliminates the design points with almost zero weight and does not
require Hessian matrix inversion.
Table 1: Average execution time (in seconds) for A-optimal designs based on 10 randomly
chosen initial designs
N = 212 N = 512 N = 1012 N = 2012 N = 5012
Newton’s Method 1.19 1.56 1.68 2.05 5.03
Proposed Algorithm 0.33 0.40 0.42 0.81 4.01
Table 1 shows that the proposed algorithm is more efficient than the Newton-type
method since it does not requires additional remedy for negative weights, and the multi-
plicative algorithm is performed only on a small set of design points.
Example 2. This example considers the logistic regression model with binary response.
Assume that the domain of d−dimensional input variable x = [x1, ..., xd] is standardized to
be a unit hypercube [−1, 1]d. With l basis functions g(x) = [g1(x), ...gl(x)]
T and regression
coefficients β = [β1, ..., βl]
T , the logistic regression model with binary response Y ∈ {0, 1}
is defined as:
Prob(Y = 1|x) =
eβ
T g(x)
1 + eβ
T g(x)
.
Usually the basis functions g(x) are low degree polynomials of input variable x, and in
this example we consider linear predictors, i.e., g(x) = (1,xT )T = (1, x1, ..., xd)
T . Given
a design ξ =

 x1, ..., xnλ1, ..., λn

, the EI-optimality criterion with probability distribution
FIMSE on [−1, 1]
d is
EI(ξ,β, FIMSE) = tr
(
AI(ξ)−1
)
,
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where A =
∫
Ω
(1,xT )T (1,xT )v(x)dFIMSE(x) with v(x) = e
2(β0+β
Tx)/(1 + eβ0+β
Tx)4, and
I(ξ) =
n∑
i=1
λiw(xi)(1,x
T
i )
T (1,xTi ) with w(xi) = e
β0+β
Txi/(1 + eβ0+β
Txi)2. In this example,
we consider (case i) the classical I-optimality with FIMSE = Funif on Ω = [−1, 1]
d, i.e.,
A =
∫
[−1,1]d
1
2d
(1,xT )T (1,xT )v(x)dx; and (case ii) FIMSE = Funif on positive half hypercube
[0, 1]d, i.e., A =
∫
[0,1]d
(1,xT )T (1,xT )v(x)dx. To investigate the computational efficiency of
the proposed algorithm when the explanatory variable dimension d gets large, we compute
the EI-optimal design under the following scenarios:
(a) d = 1, β = [0.2, 1.6]T
(b) d = 2, β = [2, 1,−2.5]T .
(c) d = 3, β = [0.5, 1.6,−2.5, 2]T .
The grids are used as candidate pools since the explanatory variable dimensions are not
very high. The computation comparison is reported in Table 2. Clearly, the proposed
method is quite computationally efficient. While the computational time increases as the
candidate pool becomes larger, since the directional derivatives are calculated for all points
in the candidate pool in each step. In Algorithm 2, we propose using Sobol sequence as
candidate design points when the number of explanatory variable is large.
Table 2: Computational time (seconds) for EI-optimal designs with d-dimensional explana-
tory variable for logistic regression model
d = 1 d = 2 d = 3
case i case ii case i case ii case i case ii
N = 10d 0.16 0.15 0.24 0.24 0.55 0.41
N = 20d 0.19 0.28 0.33 0.46 0.77 1.01
N = 50d 0.31 0.28 0.53 0.38 5.92 7.14
N = 100d 0.39 0.49 0.84 0.48 52.52 82.82
N = 200d 0.69 0.56 1.64 1.81 610.08 902.12
Example 3. This example considers the Poisson regression models, which is a popular
statistical tool to model count data in many applications (e.g., [13], [8]). Like in Example 2,
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we assume that the domain of d−dimensional input variable x = [x1, ..., xd] is standardized
to be a unit hypercube Ω = [−1, 1]d. With l basis functions g(x) = [g1(x), ...gl(x)]
T and
regression coefficients β = [β1, ..., βl]
T , the Poisson regression model with count response
Y ∈ {0, 1, ..., } has the mean function:
µ(x) = E[Y (x)] = eβ
T g(x).
Similar as Example 2, we consider linear predictors, i.e., g(x) = (1,xT )T = (1, x1, ..., xd)
T .
Given a design ξ =

 x1, ..., xnλ1, ..., λn

, the classical I-optimality criterion with FIMSE =
Funif on [−1, 1]
d is
EI(ξ,β, Funif) = tr
(
AI(ξ)−1
)
,
with A =
∫
1
2d
(1,xT )T (1,xT )e2(β0+β
Tx)dx and I(ξ) =
n∑
i=1
λie
β0+β
Txi(1,xTi )
T (1,xTi ). We
consider the same scenarios as in Example 2 for Poisson regression model and compute the
corresponding classical I-optimal designs:
(a) d = 1, β = [0.2, 1.6]T
(b) d = 2, β = [2, 1,−2.5]T .
(c) d = 3, β = [0.5, 1.6,−2.5, 2]T .
Here we also use the grids to form the set of candidate design points. The computation
comparison is reported in Table 3. Clearly, it is seen that the proposed method is compu-
tationally efficient.
Table 3: Computational time (seconds) for EI-optimal designs with d-dimensional explana-
tory variable for Poisson regression model
d = 1 d = 2 d = 3
N = 10d 0.11 0.29 0.06
N = 20d 0.06 0.30 0.44
N = 50d 0.24 0.55 4.09
N = 100d 0.35 0.92 41.01
N = 200d 0.50 2.33 442.89
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6 Discussion
In this work, we propose a flexible prediction-oriented criterion EI optimality for GLMs and
develop an efficient sequential algorithm of constructing EI-optimal designs. By deriving a
necessary and sufficient condition on optimal weights and extending the general equivalence
theorem of the EI-optimality for GLMs, we have obtained an insightful understanding for
the proposed algorithm on how to sequentially choose the support point and update the
weights of support points of the design. The proposed algorithm is computationally efficient
with guaranteed convergence property. Moreover, all the computations in the proposed
algorithm are explicit and simple to implement. The proposed method exemplifies a good
case on the integration of theory and computation to advance the development of new
statistical methodology.
It is worth emphasizing that the proposed sequential algorithm (Algorithm 2) is not
restricted to the EI-optimality for constructing optimal designs. As shown in Section 3,
the Algorithm 1 can be used to find optimal weights for any Φp-optimality. Thus, the
proposed sequential algorithm can be easily extended to other optimality criteria as long
as the directional derivative φ(ξ′, ξ) of optimality criterion in (8) exists. Take an example
of φ(ξ′, ξ) = l − tr (I−1(ξ)I(ξ′)) for D-optimality, where l is the dimension of the regression
coefficient vector β. Then, at Step 4 on the rth iteration in Algorithm 2, the candidate
point that minimizes single direction derivative
φ(x, ξr) = l − w(x)g(x)T I(ξr)−1g(x)
will be added to the current design ξr, if the minimal is negative. The optimal weights for
the current design ξr could be achieved using Algorithm 1 with updated rule in the kth
iteration as
λk+1i = λ
k
i
[
w(xi)g
T (xi)I(ξ
λk)−1g(xi)
]δ
n∑
i=1
λki
[
w(xi)gT (xi)I(ξλ
k
)−1g(xi)
]δ , i = 1, ..., n.
Note that this work focuses on the local EI-optimal designs for the generalized linear
models, which depends on given regression coefficients. To alleviate this limitation, we
will further investigate the robust EI-optimal design for the GLMs. One possibility is to
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establish a tight upper bound for the integrated mean squared error in Lemma 1 to relax
the dependency on the regression coefficients. Then we can modify the proposed algorithm
in search of optimal designs based on the robust optimality criterion constructed according
to the upper bound. Hickernell and Liu [15] developed some theoretical results in a similar
direction for linear regression models under model uncertainty, and Li and Hickernell [18]
extended the results to linear regression models with gradient information.
Another interesting direction for the future work is to construct EI-optimal designs for
the models with both quantitative and qualitative responses [7], which is commonly oc-
curred in the manufacturing and biomedical systems. Since the GLMs include both the
linear regression for continuous response and the logistic regression for binary response,
it would be interesting to study the EI-optimal designs under the consideration of jointly
modeling both quantitative and qualitative responses. Finally, we would like to remark
that the proposed sequential algorithm is not restricted to find desirable designs for phys-
ical experiments. It can also be applied for finding good space-filling design in computer
experiments [30, 6].
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Appendix
Proof of Lemma 1
Proof.
EI(ξ,β, FIMSE) = E
[∫
Ω
c(x)T
(
βˆ − β
)(
βˆ − β
)T
c(x)dFIMSE(x)
]
=
∫
Ω
c(x)TE
[(
βˆ − β
)(
βˆ − β
)T]
c(x)dFIMSE(x)
≈
∫
Ω
tr
(
c(x)c(x)T I (ξ,β)−1
)
dFIMSE(x)
= tr
[(∫
Ω
c(x)c(x)TdFIMSE(x)
)
I(ξ,β)−1
]
= tr
(
AI(ξ,β)−1
)
.
The approximation is provided by the fact that the estimated regression coefficient βˆ follows
N(β, I(ξ,β)−1) asymptotically.
Proof of Lemma 2
Proof. For matrix ∂f(β)
∂βT
with size q×l and matrix I(ξλ)−1
(
∂f(β)
∂βT
)T
with size l×q, and q ≤ l,
the eigenvalues of ∂f(β)
∂βT
I(ξλ)−1
(
∂f(β)
∂βT
)T
are the eigenvalues of I(ξλ)−1
(
∂f(β)
∂βT
)T
∂f(β)
∂βT
, with
extra eigenvalues being 0 if there is any. Thus, the eigenvalues of
[
I(ξλ)−1
(
∂f(β)
∂βT
)T
∂f(β)
∂βT
]p
are the eigenvalues of
[
∂f(β)
∂βT
I(ξλ)−1
(
∂f(β)
∂βT
)T]p
with extra eigenvalues being 0. Thus, we
could rewrite
tr
[
∂f(β)
∂βT
I(ξλ)−1
(
∂f(β)
∂βT
)T]p
= tr
[
I(ξλ)−1
(
∂f(β)
∂βT
)T (
∂f(β)
∂βT
)]p
= tr
[
I
−1(ξλ)B
]p
, (9)
where B =
(
∂f(β)
∂βT
)T (
∂f(β)
∂βT
)
which is positive semidefinite with size l × l and rank q ≤ l.
Then, by Smith decomposition, there exists a nonsingular matrix S of size l × l such that
B = ST

 Iq 0q×(l−q)
0(l−q)×q 0(l−q)×(l−q)

 S = ST

 Iq
0(l−q)×q

(Iq 0q×(l−q)) S,
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where Iq is the identity matrix of size q × q. Thus, Equation (9) could be written as
tr
[
∂f (β)
∂βT
I(ξλ)−1
(
∂f (β)
∂βT
)T]p
= tr

I(ξλ)−1ST

 Iq
0(l−q)×q

(Iq 0q×(l−q)) S


p
= tr



(Iq 0q×(l−q)) ((ST )−1I(ξλ)S−1)−1

 Iq
0(l−q)×q




−1

−p
. (10)
Consider two weights λ1 and λ2, and define λ3 = (1− a)λ1 + aλ2. With 0 ≤ a ≤ 1, λ3 is
still a feasible weight vector, and
(ST )−1I(ξλ3)S−1 = (1− a)(ST )−1I(ξλ1)S−1 + a(ST )−1I(ξλ2)S−1. (11)
By the theorem in section 3.13 of [22],
[(
Iq 0q×(l−q)
) (
(ST )−1I(ξλ)S−1
)−1 (
Iq 0(l−q)×q
)T]−1
(12)
is matrix concave in (ST )−1I(ξλ)S−1. Thus, by linearity of matrix (ST )−1I(ξλ)S−1 in weight
in (11),
[(
Iq 0q×(l−q)
) (
(ST )−1I(ξλ)S−1
)−1 (
Iq 0(l−q)×q
)T]−1
is also concave in weight vec-
tor λ.
Since tr(C−p)1/p is nonincreasing and convex for any positive semidefinite matrix C ([10],
see page 22), together with concavity of (12), the composite function[
tr
{[(
Iq 0q×(l−q)
) (
(ST )−1I(ξλ)S−1
)−1 (
Iq 0(l−q)×q
)T]−1}−p]1/p
is a convex function of weight vector λ ([3], see page 480). As a result, by Equation (10),
Φp(ξ
λ) is convex in weight vector λ.
Proof of Lemma 3
Proof. Given λ˜ = (1 − α)λ + α∆λ, we have I(ξλ˜) = (1 − α)I(ξλ) + αI(ξ∆λ). We still use
Equation (9) to rewrite Φp(ξ
λ) as
Φp(ξ
λ) =
(
q−1 tr
[
I(ξλ)−1B
]p)1/p
,
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where B =
(
∂f(β)
∂βT
)T (
∂f(β)
∂βT
)
.
For any positive semidefinite matrix C as a function of α, the derivative of its inverse
C−1 can be calculated as ∂C
−1
∂α
= −C−1 ∂C
∂α
C−1 [3]. So, the derivative of I(ξλ˜)−1B with respect
to α can be expressed as,
∂
[
I(ξλ˜)−1B
]
∂α
=
∂I(ξλ˜)−1)
∂α
B = −I(ξλ˜)−1[I(ξ∆λ)− I(ξλ)]I(ξλ˜)−1B.
Then, the directional derivative of Φp(ξ
λ) is
ψ(∆λ,λ)
=
∂Φp(ξ
λ˜)
∂α
∣∣∣∣∣
α=0
= q−1/p
[
tr
(
I(ξλ˜)−1B
)p]1/p−1
tr
[(
I(ξλ˜)−1B
)p−1 (
−I(ξλ˜)−1[I(ξ∆λ)− I(ξλ)]I(ξλ˜)−1B
)]∣∣∣∣
α=0
= q−1/p
[
tr
(
I(ξλ)−1B
)p]1/p−1
tr
[(
I(ξλ)−1B
)p
−
(
I(ξλ)−1B
)p−1
I(ξλ)−1I(ξ∆λ)I(ξλ)−1B
]
= Φp(ξ
λ)− q−1/p
[
tr
(
I(ξλ)−1B
)p]1/p−1
tr
[(
I(ξλ)−1B
)p−1
I(ξλ)−1I(ξ∆λ)I(ξλ)−1B
]
.
Proof of Theorem 1
Proof. Since λ∗ minimizes Φp(ξ
λ), and Φp(ξ
λ) is a convex function of weight vector as
proved in Lemma 2,
ψ(∆λ,λ∗)
= Φp(ξ
λ∗)− q−1/p
[
tr
(
I(ξλ)−1B
)p]1/p−1
tr
[(
I(ξλ
∗
)−1B
)p−1
I(ξλ)−1I(ξ∆λ)I(ξλ)−1B
]
= Φp(ξ
λ∗)
−
n∑
i
∆λiq
−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi)
=
n∑
i=1
∆λi
[
Φp(ξ
λ∗)
−q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi)
]
≥ 0,
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for all feasible weight vector ∆λ.
Thus,
Φp(ξ
λ∗) ≥ q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi),
for i = 1, ..., n.
Now we will show,
Φp(ξ
λ∗) = q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi),
for all λ∗i > 0.
Suppose there exists at least one xj with λ
∗
j > 0, such that
Φp(ξ
λ∗) > q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xj)g(xj)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xj).
Then, we have
Φp(ξ
λ∗)
=
n∑
i=1
λ∗iΦp(ξ
λ∗)
>
n∑
i=1
λ∗i q
−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi)
= q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1 n∑
i=1
λ∗iw(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi)
= q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
tr
(
I(ξλ
∗
)−1B
)p
= Φp(ξ
λ∗),
which is a contradiction. So,
Φp(ξ
λ∗) = q−1/p
[
tr
(
I(ξλ
∗
)−1B
)p]1/p−1
w(xi)g(xi)
T
I(ξλ
∗
)−1B
(
I(ξλ
∗
)−1B
)p−1
I(ξλ
∗
)−1g(xi),
for design points xi with λ
∗
i > 0.
Proof of Corollary 1
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Proof. This is a special case that B = qA = q
∫
Ω
g(x)gT (x)
[
dh−1
dη
]2
dFIMSE(x) and p = 1.
Thus,
ψ(∆λ,λ) = tr
(
I(ξλ)−1A
)
− tr
[
I(ξλ)−1I(ξ∆λ)I(ξλ)−1A
]
= tr
(
I(ξλ)−1A
)
− tr
[
I(ξλ)−1
(∑
i
∆λiw(xi)g(xi)g(xi)
T
)
I(ξλ)−1A
]
= tr
(
I(ξλ)−1A
)
−
n∑
i=1
∆λiw(xi)g(xi)
T
I(ξλ)−1AI(ξλ)−1g(xi)
Proof of Corollary 2
Proof. For (i), it directly follows the result in Theorem 1. For (ii), the proof follows exactly
as the proof of Corollary 1.
Proof of Corollary 3
Proof. A positive definite A in EI-optimality would insure I(ξλ
k
)−1B 6= 0 in Theorem 2 with
B = qA and p = 1.
Proof of Theorem 2
Proof. Since information matrix I(ξλ
k
) is positive definite, B is positive semidefinite, and
I(ξλ
k
)−1B 6= 0, we have
0 < tr
[
I(ξλ
k
)−1B
]p
= tr
[
I(ξλ
k
)−1B
[
I(ξλ
k
)−1B
]p−1
I(ξλ
k
)−1I(ξλ
k
)
]
= tr
[
n∑
i=1
λkiw(xi)g(xi)g(xi)
T
I(ξλ
k
)−1B
[
I(ξλ
k
)−1B
]p−1
I(ξλ
k
)−1
]
=
n∑
i=1
λki tr
[
w(xi)g(xi)g(xi)
T
I(ξλ
k
)−1B
[
I(ξλ
k
)−1B
]p−1
I(ξλ
k
)−1
]
=
n∑
i=1
λkiw(xi)g(xi)
T
I(ξλ
k
)−1B
[
I(ξλ
k
)−1B
]p−1
I(ξλ
k
)−1g(xi).
Thus, there exists some xi, such that
λkiw(xi)g(xi)
T
I(ξλ
k
)−1B
[
I(ξλ
k
)−1B
]p−1
I(ξλ
k
)−1g(xi) > 0,
30
and naturally, λki
(
w(xi)g(xi)
T I(ξλ
k
)−1AI(ξλ
k
)−1g(xi)
)δ
> 0, which leads to
n∑
i=1
λki
[
w(xi)g(xi)
T
I(ξλ
k
)−1B
(
I(ξλ
k
)−1B
)p−1
I(ξλ
k
)−1g(xi)
]δ
> 0.
Lemma 5. Define ϕ(I) = φp(ξ) =
(
q−1 tr
[
∂f(β)
∂βT
I−1
(
∂f(β)
∂βT
)T]p)1/p
, 0 < p < ∞ as a
function of Fisher information matrix I, then
(a) ϕ(I) is a strictly convex function of I.
(b) ϕ(I) is a decreasing function of I.
Proof. The proof of (a) is very similar to that of Lemma 2, and is omitted here. For (b),
for any I1  I2,
I
−1
1  I
−1
2 ⇒
∂f (β)
∂βT
I
−1
1
(
∂f (β)
∂βT
)T

∂f (β)
∂βT
I
−1
2
(
∂f (β)
∂βT
)T
.
As tr(Cr) with r > 0 is an increasing function of any positive definite matrix C [3],
tr
[
∂f (β)
∂βT
I
−1
1
(
∂f (β)
∂βT
)T]p
≥ tr
[
∂f (β)
∂βT
I
−1
2
(
∂f (β)
∂βT
)T]p
.
As a result,
(
q−1 tr
[
∂f (β)
∂βT
I
−1
1
(
∂f (β)
∂βT
)T]p)1/p
≥
(
q−1 tr
[
∂f (β)
∂βT
I
−1
2
(
∂f (β)
∂βT
)T]p)1/p
,
i.e., ϕ(I1) ≥ ϕ(I2).
Proof of Proposition 1
Proof. The proof of Proposition 1 will mainly based on the results in Theorems 1 and 2 in
the paper by Yu [36]. Based on Lemma 5, it is known that
ϕ(I) =
(
q−1 tr
[
∂f (β)
∂βT
I
−1
(
∂f (β)
∂βT
)T]p)1/p
, 0 < p <∞
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is a convex and decreasing function of I. Under Algorithm 1 with 0 < δ < 1, denote λk
and λk+1 to be the solutions on kth and (k+1)th iteration of the multiplicative algorithm,
respectively. Since I(ξλ
k
), I(ξλ
k+1
) and B are positive definite, it is easy to see that
I(ξλ
k
) > 0, I(ξλ
k+1
) > 0, and I(ξλ
k
)−1B
(
I(ξλ
k
)−1B
)p−1
I(ξλ
k
)−1 6= 0,
where I(ξλ
k
)−1B
(
I(ξλ
k
)−1B
)p−1
I(ξλ
k
)−1 is a continuous function for I. Based on Theorem
1 in [36], we can have
φp(ξ
λk+1) ≤ φp(ξ
λk),
when λk+1 6= λk. Thus it shows the monotonicity of Algorithm 1.
Moreover, we also have that for ϕ(I) = φp(ξ) =
(
q−1 tr
[
∂f(β)
∂βT
I
−1
(
∂f(β)
∂βT
)T]p)1/p
,
w(xi)g(xi)g
T (xi)
∂ϕ(I)
∂I
|
I=I(ξλk )
= w(xi)g(xi)g
T (xi)I(ξ
λk)−1B
(
I(ξλ
k
)−1B
)p−1
I(ξλ
k
)−1 6= 0.
For the sequence I(ξλ
k
), k = 1, 2, ... from Algorithm 1, its limit point is obviously nonsin-
gular because of the positive definiteness. Combining the above statements with results in
Lemma 5, all the required conditions in Theorem 2 of Yu [36] are satisfied. Thus, using the
results in Theorem 2 of Yu [36], we have all limit points of λk are global minims of φp(ξ
λ),
and the φp(ξ
λ) decreases monotonically to inf
λ
φp(ξ
λ) as k →∞.
Proof of Theorem 4
Proof. We will establish the argument by proof of contradiction with similar proof in the
paper of Yang et al[34]. Assume that the ξr does not converge to ξ∗, i.e.,
lim
r→∞
EI(ξr,β, FIMSE)− EI(ξ
∗,β, FIMSE) > 0.
Since the support set of the r-th iteration is a subset of support set of the (r + 1)-th
iteration, it is obvious that EI(ξr+1,β, FIMSE) ≤ EI(ξ
r,β, FIMSE) for all r ≥ 0. Thus, there
exists some a > 0, such that
EI(ξr,β, FIMSE) > EI(ξ
∗,β, FIMSE) + a, for all r.
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Consider a design ξ = (1− α)ξr + αξ∗, with 0 ≤ α ≤ 1, then
φ(ξ∗, ξr) = lim
α→0
EI((1− α)ξr + αξ∗,β, FIMSE)− EI(ξ
r,β, FIMSE)
α
≤ lim
α→0
(1− α)EI(ξr,β, FIMSE) + αEI(ξ
∗,β, FIMSE)− EI(ξ
r,β, FIMSE)
α
= EI(ξ∗,β, FIMSE)− EI(ξ
r,β, FIMSE) < −a, (13)
where the inequality above is provided by the convexity of EI-optimality. Note that in each
iteration, the new design point x∗r is chosen as x
∗
r = argmin
x∈C
φ(x, ξr). Thus,
tr
[
w(x∗r)g(x
∗
r)g(x
∗
r)
T
I(ξr)−1AI(ξr)−1
]
= sup
x∈C
tr
[
w(x)g(x)g(x)T I(ξr)−1AI(ξr)−1
]
.
When C → Ω, or it contains all the support points in I-optimal design ξ∗,
sup
x∈C
tr
[
w(x)g(x)g(x)T I(ξr)−1AI(ξr)−1
]
≥ tr
[
w(xi)g(xi)g(xi)
T
I(ξr)−1AI(ξr)−1
]
,
with xi as any support point in ξ
∗.
As a result,
tr
[
w(x∗r)g(x
∗
r)g(x
∗
r)
T
I(ξr)−1AI(ξr)−1
]
≥ tr
[
w(xi)g(xi)g(xi)
T
I(ξr)−1AI(ξr)−1
]
,
with xi as any support point in ξ
∗.
Denote the number of support points in optimal design ξ∗ as n∗. Using the directional
derivative of EI(ξ,β,Ωc) in Section 4.1, we have
φ(ξ∗, ξr) = tr
[
I(ξr)−1A)
]
− tr
[
I(ξ∗)I(ξr)−1AI(ξr)−1
]
= tr
[
I(ξr)−1A)
]
− tr
[
n∗∑
i=1
λ∗iw(xi)g(xi)g(xi)
T
I(ξr)−1AI(ξr)−1
]
= tr
[
I(ξr)−1A)
]
−
n∗∑
i=1
λ∗i tr
[
w(xi)g(xi)g(xi)
T
I(ξr)−1AI(ξr)−1
]
≥ tr
[
I(ξr)−1A)
]
−
n∗∑
i=1
λ∗i tr
[
w(x∗r)g(x
∗
r)g(x
∗
r)
T
I(ξr)−1AI(ξr)−1
]
= tr
[
I(ξr)−1A)
]
− tr
[
w(x∗r)g(x
∗
r)g(x
∗
r)
T
I(ξr)−1AI(ξr)−1
]
= φ(x∗r , ξ
r).
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Together with inequality (13), we have
φ(x∗r, ξ
r) < −a.
It is quite obvious from the derivation of the directional derivative in (6)) that EI((1 −
γ)ξ + γξ′,β, FIMSE) is infinitely differentiable with respect to γ ∈ [0, 1]. Thus, the second
order derivative is bounded on γ, and denote the upper bound by U , with U > 0 as Ic is a
convex function.
Then, consider another update strategy as ξ˜r+1 = (1− γ)ξr + γx∗r, with γ ∈ [0, 1], then
since our algorithm achieves optimal weights in each iteration, we have,
EI(ξr+1,β, FIMSE) ≤ EI(ξ˜
r+1,β, FIMSE).
Using the Taylor expansion of EI(ξ˜r+1,β, FIMSE), we have
EI(ξr+1,β, FIMSE) ≤ EI(ξ˜
r+1,β, FIMSE)
= EI(ξr,β, FIMSE) + γφ(x
∗
r, ξ
r) +
1
2
γ2
∂2EI((1− γ)ξr + γx∗r ,β, FIMSE)
∂γ2
∣∣∣∣
γ=γ′
< EI(ξr,β, FIMSE)− γa+
1
2
γ2U,
where γ′ is some value between 0 and 1. Consequently, we have
EI(ξr+1,β, FIMSE)− EI(ξ
r,β, FIMSE) <
1
2
U
(
γ −
a
U
)2
−
a2
2U
.
If a
U
≤ 1⇔ U ≥ a, choose γ = a
U
, then we have
EI(ξr+1,β, FIMSE)− EI(ξ
r,β, FIMSE) < −
a2
2U
.
If a
U
> 1⇔ U < a, choose γ = 1, then we have
EI(ξr+1,β, FIMSE)− EI(ξ
r,β, FIMSE) <
1
2
U − a < 0.
Both situations will lead to lim
r→∞
EI(ξr,β, FIMSE) = −∞, which contradicts with EI(ξ
r,β, FIMSE) >
0.
In summary, the assumption that ξr does not converge to ξ∗ is not valid, and thus we
prove that ξr converges to ξ∗.
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