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iAbstract
Automorphic Lie Algebras arise in the context of reduction groups introduced in the late
1970s [35] in the field of integrable systems. They are subalgebras of Lie algebras over
a ring of rational functions, defined by invariance under the action of a finite group, the
reduction group. Since their introduction in 2005 [29, 31], mathematicians aimed to classify
Automorphic Lie Algebras. Past work shows remarkable uniformity between the Lie algebras
associated to different reduction groups. That is, many Automorphic Lie Algebras with
nonisomorphic reduction groups are isomorphic [4, 30]. In this thesis we set out to find
the origin of these observations by searching for properties that are independent of the
reduction group, called invariants of Automorphic Lie Algebras.
The uniformity of Automorphic Lie Algebras with nonisomorphic reduction groups starts
at the Riemann sphere containing the spectral parameter, restricting the finite groups to
the polyhedral groups. Through the use of classical invariant theory and the properties of
this class of groups it is shown that Automorphic Lie Algebras are freely generated modules
over the polynomial ring in one variable. Moreover, the number of generators equals the
dimension of the base Lie algebra, yielding an invariant. This allows the definition of the
determinant of invariant vectors which will turn out to be another invariant. A surprisingly
simple formula is given expressing this determinant as a monomial in ground forms.
All invariants are used to set up a structure theory for Automorphic Lie Algebras. This
naturally leads to a cohomology theory for root systems. A first exploration of this struc-
ture theory narrows down the search for Automorphic Lie Algebras significantly. Various
particular cases are fully determined by their invariants, including most of the previously
studied Automorphic Lie Algebras, thereby providing an explanation for their uniformity.
In addition, the structure theory advances the classification project. For example, it clari-
fies the effect of a change in pole orbit resulting in various new Cartan-Weyl normal form
generators for Automorphic Lie Algebras. From a more general perspective, the success of
the structure theory and root system cohomology in absence of a field promises interesting
theoretical developments for Lie algebras over a graded ring.
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Chapter 1
Symmetric Symmetries
Lie algebras are ubiquitous in physics and mathematics, often describing symmetries of a
system of equations. They can be regarded as linear approximations of the more intricate Lie
groups: groups with a smooth manifold structure. The simpler Lie algebra, conventionally
denoted by a lower-case letter in fraktur such as g, turns out to carry most of the information
of the Lie group [12], which is one reason for its popularity. We define Lie algebras over a
ring conform Bourbaki [3].
Definition 1.0.1 (R-algebra). If R is a commutative ring then we call A a R-algebra if it
is a R-module equipped with a product [·, ·] : A×A → A which is R-bilinear, i.e.
[ra+ sb, c] = r[a, c] + s[b, c],
[a, rb+ sc] = r[a, b] + s[a, c],
for all a, b, c ∈ A and r, s ∈ R.
Notice that the product is not required to be associative.
Definition 1.0.2 (Lie algebra). A Lie algebra g is a R-algebra with antisymmetric product
that satisfies Jacobi’s identity, i.e.
[a, a] = 0,
[a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0,
for all a, b, c ∈ g. The product is called the Lie bracket.
1
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More commonly a Lie algebra is defined to be a vector space (i.e. R is assumed to be a
field). As an example consider the space End(V ) of linear endomorphisms on a vector
space V . Together with the commutator bracket
[A,B] = AB −BA
this is a Lie algebra called the general linear Lie algebra gl(V ). A famous result known as
Ado’s theorem [12] shows that any complex Lie algebra is (isomorphic to) a Lie subalgebra
of gl(V ).
The special linear Lie algebra is the subspace of traceless endomorphisms
sl(V ) = {A ∈ gl(V ) | trA = 0}
with Lie bracket inherited from gl(V ). Other examples are defined by a nondegenerate
bilinear form B:
gB(V ) = {A ∈ gl(V ) | ATB +BA = 0}.
If BT = B we speak of the orthogonal Lie algebra so(V ) and if BT = −B it is a symplectic
Lie algebra sp(V ). These examples are the classical Lie algebras.
Besides describing symmetries of a system of equations, a Lie algebra can be defined by a
symmetry of its own. If for instance we have a homomorphism of groups ρ : G→ Aut(g),
that is, ρ(g)[a, b] = [ρ(g)a, ρ(g)b] for all g ∈ G and all a, b ∈ g, then one can define the
Lie algebra
gG = {a ∈ g | ρ(g)a = a, ∀g ∈ G}.
This space is closed under the Lie bracket due to the assumption that the group G acts by
Lie algebra morphisms. Automorphic Lie Algebras, to be defined in the next section, are
examples of such Lie algebras.
1.1 Motivation for Symmetry
In various branches of mathematical physics, such as conformal field theories, integrable
systems, and the areas founded upon these disciplines, it has been proven fruitful to include
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a complex parameter λ in the Lie algebras. For instance, one can take a classical Lie algebra
(as described above), call it g(V ), and take the tensor product with the space of Laurent
polynomials
g(V )⊗ C[λ, λ−1]
together with the Lie bracket defined by extending the bracket of g(V ) linearly over
C[λ, λ−1] 1. As illustration, a typical element of sl(C2) ⊗ C[λ, λ−1] can be represented
by 
f g
h −f

 , f, g, h ∈ C[λ, λ−1]
and the bracket is simply the commutator. Equivalently, elements of this space can be
regarded as Laurent polynomials with coefficients in the Lie algebra g(V )
∑
i∈Z
Aiλ
i, Ai ∈ g(V ).
Such Lie algebras are called current algebras of Krichever-Novikov type [42, 54] (or some-
times loop algebras [1]). In fact, one can replace the Laurent polynomials by any ring of
functions. In this thesis we consider the ring of rational functions with restricted poles
M(C)Γ = {f : C→ C | f analytic outside Γ ⊂ C}.
Notice that M(C){0,∞} = C[λ, λ−1].
Automorphic Lie Algebras were introduced in the context of the classification of integrable
partial differential equations by Lombardo [31] and Lombardo and Mikhailov [28, 29]. The
Zakharov-Shabat / Ablowitz-Kaup-Newell-Segur scheme, used to integrate these equations,
requires a pair of elements X,T ∈ g(V ) ⊗M(C)Γ and the equations take the form of a
zero curvature condition
[∂x −X, ∂t − T ] = 0. (1.1)
Since a general pair of such λ-dependent matrices gives rise to an under determined system
of differential equations (in the entries of the matrices), one requires additional constraints.
1A convenient and commonly used notation for this Lie algebra is g[λ, λ−1]. However, in Automorphic
Lie Algebra theory, the vector space V is a group-module and plays a crucial role. Therefore we do not want
to suppress it in the notation at this stage.
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By a well established scheme introduced by Mikhailov [35], and further developed in col-
laboration with Lombardo [29], this can be achieved by imposing a group symmetry on the
matrices. The Lie subalgebras of g(V ) ⊗M(C)Γ consisting of all such symmetric matri-
ces are called Automorphic Lie Algebras, in analogy with automorphic functions M(C)GΓ .
Since their introduction they have been extensively studied (see the work by Lombardo and
Sanders [30] and references therein, but also the thesis of Bury [4] and Chopp [5]).
Definition 1.1.1 (Automorphic Lie Algebra [29, 31]). Let G be a finite subgroup of Aut(C)
and Γ ⊂ C a G-orbit. Consider a homomorphism ψ : G → Aut(g(V )) where g(V ) is a
Lie algebra and define ρ(g) = ψ(g) ⊗ g∗ ∈ Aut (g(V )⊗M(C)Γ). The Automorphic Lie
Algebra2 is the space of G-invariant elements
(
g(V )⊗M(C)Γ
)G
=
{
a ∈ g(V )⊗M(C)Γ | ρ(g)a = a, ∀g ∈ G
}
of the current algebra. The base Lie algebra of this Automorphic Lie Algebra is g(V ).
Automorphic Lie Algebras are related to the well known Kac-Moody algebras [21]: Lie al-
gebras associated to a generalised Cartan matrix. These matrices are classified and divided
into three types: finite, affine and indefinite. Generalised Cartan matrices of finite type
correspond to the classical Cartan matrices [17] and the associated Lie algebras are the
simple complex Lie algebras (all nonexceptional cases were described above as the clas-
sical Lie algebras). All Kac-Moody algebras associated to a generalised Cartan matrix of
affine type (affine Kac-Moody algebras) can be realised using a Lie algebra of the form(
g⊗ C[λ, λ−1])Z/N , where Z /N acts (faithfully) on a simple complex Lie algebra g by a
Dynkin diagram automorphism (N ∈ {1, 2, 3}) and on the Laurent polynomials by λ 7→ ωλ,
ωN = 1. An affine Kac-moody algebra is obtained when this Lie algebra is nontrivially ex-
tended by a one-dimensional centre, and adjoined by a derivation which kills the centre
and acts as λ ddλ on the Laurent series [21]. Notice that
(
g⊗ C[λ, λ−1])Z/N is not an
Automorphic Lie Algebra by Definition 1.1.1 as it has poles on two orbits of Z /N : {0}
and {∞}, yet it is closely related. In fact, in [29] Automorphic Lie Algebras are alowed to
have multiple pole orbits and an example with two pole orbits is described.
2Later we will call this space of invariant matrices the natural representation of the Automorphic Lie
Algebra, and define the actual Automorphic Lie Algebra as the Lie algebra defined by this faithful repre-
sentation, analogous to the classical case. A somewhat subtle distinction that will not be relevant before
Chapter 4.
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From a Lie algebraic perspective the current algebra g ⊗M(C)Γ is as interesting as its
base Lie algebra g because the Lie brackets are the same. However, an extension of the
current algebra, such as an affine Kac-Moody algebra, can have a richer structure and
representation theory. Similarly, a Lie subalgebra of the infinite dimensional current algebra
can have a very intricate Lie structure, and Automorphic Lie Algebras in particular promise
to do so. This thesis is a first exploration of the algebraic structures of Automorphic Lie
Algebras.
1.2 The History of Automorphic Lie Algebras
In the famous 1974-paper [55] Zakharov and Shabat already notice that a general Lax pair
does not always result in a (physically) meaningful integrable equation (here the existence
of a Lax pair is taken as a definition of integrability) and some form of reduction is advised.
Mikhailov notices in 1979 [33] that a Lax pair of the Toda chain has a discrete group
symmetry which is preserved by the flow. In the 1980-Letter [34] he defines the reduction
group (called G in Definition 1.1.1) and explains how it can help in the classification of
integrable systems through the restriction of Lax pairs. An example of a Lax pair with
tetrahedral symmetry is computed.
About 25 years later Lombardo [31] and Lombardo and Mikhailov [28, 29] introduce the
Lie algebra of all matrices with rational dependence on the spectral parameter λ that are
invariant under the action of a finite reduction group G, and they name it the Automorphic
Lie Algebra. The reduction group is discussed in more detail than it has been before. Extra
attention is given to simplifications that can be achieved if there is a normal subgroup of
G that acts trivially on either the spectral parameter or on the matrices.
Using the Levi-decomposition for Lie algebras [12] Lombardo and Mikhailov explain that it
is the semisimple summand of the base Lie algebra that accounts for the nonlinear equations
in the zero curvature condition (1.1). Moreover, these equations can be studied separately
from the equations related to the radical of the base Lie algebra. If the first equations are
solved, the latter follow easily. Therefore only semisimple base Lie algebras are considered.
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Various Automorphic Lie Algebras are computed, e.g.
(
sl(V )⊗M(C)Γ
)DN where dimV
is 2 or 3. This is done by averaging a selection of elements in the current algebra over
the finite reduction group. Laurent expansions together with an induction argument on
the order of the poles are used to show that the complete Lie algebra is accounted for
by these averaged elements together with simple automorphic functions. Both inner and
outer automorphisms (cf. Section 4.2) are considered, as well as λ-dependent bases for
the representations of DN (cf. Section 2.2) for which the name twisted reduction group is
introduced.
In 2010 two important contributions to the subject appeared3. The second PhD-thesis [4]
on the subject was finished, where Bury resumes the study of Automorphic Lie Algebras
at the point where Lombardo [31] left it. The methods used are similar but many more
examples are calculated and explicit isomorphisms between different Automorphic Lie Al-
gebras are found, significantly advancing the classification project. In particular, Bury finds
that all sl2(C)-based Automorphic Lie Algebras whose poles lie in an exceptional orbit are
isomorphic. Also preliminary results on the classification of sln(C)-based Automorphic Lie
Algebras with n ≥ 3 are presented. Bury puts the emphasis in [4] on integrable equations.
Many of the computed Automorphic Lie Algebras are used to obtain systems of integrable
partial differential equations which are subsequently studied.
The second milestone of 2010 is the paper [30]. Lombardo and Sanders give the subject a
new face by moving the workspace from the Riemann sphere to C2. This puts the problem
in the setting of classical invariant theory (Section 2.6). Tools from this field allow for
more efficient ways to calculate invariants compared to averaging, e.g. using transvectants.
Moreover, generating functions and Molien’s theorem provided a rigorous way to prove that
the full Automorphic Lie Algebras are found.
The paper constitutes the first occasion where Automorphic Lie Algebras are determined for
a general reduction group. The authors show that all sl2(C)-based Automorphic Lie Alge-
bras with poles restricted to the smallest orbit (in this thesis denoted by
(
sl(V )⊗M(C)Γa
)G
with dimV = 2) are isomorphic. The proof contains the assumption that V is the same
3Chronologically [30] came before [4] but to discuss the development of the theory of Automorphic Lie
Algebras it is more fitting to start with [4].
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representation as the one used to act on the spectral parameter, which enables one to find
a single invariant for all reduction groups. This can only be done if dimV = 2, making
this method for treating a general reduction group unsuitable for Automorphic Lie Algebras
based on larger matrices.
A final important contribution of [30] is the introduction of a Cartan-Weyl normal form
(Section 5.2.1). Lombardo and Sanders find a set of generators for sl2(C)-based Automor-
phic Lie Algebras with similar properties as the Cartan-Weyl basis for simple complex Lie
algebras.
Chopp provided a third PhD-thesis [5] in 2011. Half of the thesis covers the subject of Witt-
type algebras and the other half concerns Automorphic Lie Algebras. The author considers
arbitrary compact Riemann surfaces, with emphasis on the Riemann sphere and the torus.
An implicit expression of a basis in terms of the averaging map for a set of generators for
the Lie algebra is established. The proof relies on Laurent expansions similar to the work
of Lombardo and Mikhailov. However, it includes a proof establishing independence of the
proposed basis elements. Apart from [30], the independence was not explicitly discussed
before.
The most recent contribution, due to Lombardo, Sanders and the author [25] continues in
the style of [30], using classical invariant theory to compute Automorphic Lie Algebras with
dihedral symmetry. Moreover, it contains a method to treat all possible pole orbits in one
computation. The normal form is constructed for all pole orbits, including generic orbits.
The contents of [25] are included as a backbone of examples in this thesis, around which
we build a theory.
We finish this brief historic account with a glimpse of the future: the paper [26] that is
in preparation during the time of writing. Lombardo, Sanders and the author describe the
Automorphic Lie Algebras with a reduction group isomorphic to the tetrahedral, octahedral
or icosahedral group and base Lie algebra sl(V ). The explicit computations, given an
irreducible group representation V , are too complicated to do by hand. To overcome this
obstacle, Sanders has written a FORM [27] program. Calling on GAP [13] and Singular
[14], this program computes a generating set of invariant traceless matrices of degree |G|,
where G is the reduction group. It then computes the corresponding matrices of invariants,
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and such matrices find their first application in this paper. They are used to construct a
Cartan subalgebra and compute the root vectors, resulting in a Cartan-Weyl normal form
of the Automorphic Lie algebras. These computational results allowed for educated guesses
that led to many of the general results of this thesis. Together with the paper [25] on
dihedral symmetry, this completes the classification of the sln(C)-based Automorphic Lie
Algebras with exceptional pole orbits.
1.3 The Perspective of This Thesis
The spectral parameter is a resident of the Riemann sphere. An assumption that the theory
of Automorphic Lie Algebras has inherited from the theory of Lax connections in integrable
systems. The finite group that defines the symmetry of the Automorphic Lie Algebra acts
on the Riemann sphere. If this action is faithful then the finite group is a polyhedral group.
Their classification is a classical result [7, 22, 23, 52, 53].
In this thesis we discover how the properties of this class of groups go all the way to the
Lie algebra structure, severely limiting the possible structure constants and in some cases
completely defining the Automorphic Lie Algebras. We aim to explain the uniformity in the
Lie algebras for different reduction groups. This leads us to the following concept.
Concept 1.3.1 (Invariant of Automorphic Lie Algebras). A property of an Automorphic Lie
Algebra
(
g(V )⊗M(C)Γ
)G
is called an invariant of Automorphic Lie Algebras if it depends
solely on the type of orbit Γ and the base Lie algebra g(V ) up to Lie algebra isomorphism.
In this concept the type of orbit is either generic, a, b or c. An orbit of size |Γ| = G is
generic and the remaining orbits, of which there are two if G is cyclic and three otherwise,
are of type a, b or c, ordered by nondecreasing size. Nongeneric orbits are called exceptional.
The question whether the observed uniformity of Automorphic Lie Algebras over different
reduction groups and their representations reaches as far as it possibly could, can now be
formulated as follows.
Question 1.3.2 (Isomorphism question). Is the Lie algebra structure an invariant of Auto-
morphic Lie Algebras?
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By the Lie algebra structure we mean all the information that is encoded in the Lie bracket
or equivalently the structure constants [12, 17].
The isomorphism question is an important motivation for the classification project and a
distant goal of the research in this thesis. Unofficially there have been various conjectures
similar to the affirmation of the isomorphism question circulating among the experts.
Our approach is to pass from the Riemann sphere to C2, taking polyhedral groups to
binary polyhedral groups, and obtain access to classical invariant theory, in line with the
work by Lombardo and Sanders [30]. Among the many powerful results is Hochster and
Aegon’s theorem (cf. Section 2.6) which shows that the spaces of invariants are finitely
generated free modules over a polynomial ring (Cohen-Macaulay). This means for instance
that Automorphic Lie Algebras are defined by finitely many structure constants (and in
particular quasigraded), making it more natural to study these infinite dimensional Lie
algebras in the framework developed for finite dimensional semisimple Lie algebras.
The specific class of finite groups allows us to do a lot better than this. Using Clebsch-
Gordan decompositions for SL2(C)-modules we show that the number of generators of the
M(C)GΓ -module (V ⊗ M(C)Γ)G equals the dimension of the base vector space V . In
particular this holds for Automorphic Lie Algebras, where V is replaced by a Lie algebra
g(V ), and we arrive at a first invariant.
The particular number of generating invariant vectors permits the definition of the deter-
minant of invariant vectors. It takes considerable effort to determine this determinant by
a direct computation, which adds to the value of the remarkably simple formula that is
obtained, expressing this determinant as a monomial in ground forms. By taking a simple
Lie algebra as base vector space, this formula allows us to see that the determinant of
invariant vectors is an invariant of Automorphic Lie Algebras as well.
An Automorphic Lie Algebra
(
g(V )⊗M(C)Γ
)G
is also a family of Lie subalgebras of
g(V ) parametrised by the Riemann sphere. Indeed, for all µ ∈ C one can evaluate
the space of all invariant matrices to obtain a finite dimensional complex Lie algebra(
g(V )⊗M(C)Γ
)G
(µ). We provide a full classification of these families and find that
it is another invariant. The Lie algebra structure of
(
g(V )⊗M(C)Γ
)G
(µ) depends in fact
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only on the orbit type of Gµ ⊂ C and the base Lie algebra g(V ) up to isomorphism.
The convenient number of generators of an Automorphic Lie Algebra begs the question
whether it shares more properties with its base Lie algebra. To pursue this idea we de-
fine a Cartan-Weyl normal form for Automorphic Lie Algebras, as similar to the classical
Cartan-Weyl basis as possible, following [26, 25, 30]. Particularly in [26], at the frontier
of the Automorphic Lie Algebra classification project, many Cartan-Weyl normal forms are
explicitly computed and represented in terms of matrices of invariants. The aforementioned
determinant of invariant vectors yields the precise number and type of automorphic func-
tions appearing in this representation. The formula for this determinant thus provides a way
to predict crucial information about the matrices of invariants, circumventing a tremendous
amount of computations.
All the invariants of Automorphic Lie Algebras are combined to exploit their predictive
power, which can be done conveniently using the framework of root systems. However,
root systems alone do not carry enough information to reconstruct Lie algebras over rings,
due to the absence of multiplicative inverses of the structure constants. Adding the missing
information naturally leads to a cohomology theory for root systems. The invariants can
then be expressed in cohomological terms, and this way we get a handle on the Lie algebra
structure.
The continuation of the computational classification project (cf. [26]) can be checked
against these invariants, just as the invariants were originally checked against the available
computational results during their development. Moreover, the invariants are so restrictive
that for most base Lie algebras and pole orbit types there are just a hand full of candidates
for the Automorphic Lie Algebra, and in some cases there is indeed just a single candidate,
thereby reproducing the results of various papers, e.g. [25, 30].
This work has been organised as follows:
The current introductory chapter is followed by Chapter 2, Preliminaries, were a summary
is given of selected background material. Chapter 3 discusses general features of repre-
sentations of binary polyhedral groups (that is, finite subgroups of SL2(C)). Polynomial
invariants are discussed in Section 3.2 and these are used to devise a method to study
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invariants over meromorphic functions with all type of pole restrictions by computing one
particular space of invariants, in Section 3.3. This method is described in terms of two op-
erators: prehomogenisation and homogenisation. The last two sections lay the foundation
for the main results of this thesis; the invariants of Automorphic Lie Algebras. In Section
3.4 we show that Automorphic Lie Algebras are free modules over a polynomial ring and in
Section 3.5 the determinant of invariant vectors is described.
In Chapter 4 we explore the outline of the classification project, discussing various possi-
bilities and impossibilities to generalise the definition of an Automorphic Lie Algebra. We
consider classical Lie algebras as modules of the polyhedral groups and investigate how the
Lie structure and module structure interact. Section 4.1 shows how to decompose complex
Lie algebras into irreducible representations of the reduction group. In Section 4.2 we dis-
cuss inner and outer automorphisms of the base Lie algebras and explain how the reduction
group can be represented in this context. Finally, in Section 4.3 we classify the evaluations
of the natural representation of Automorphic Lie Algebras.
Chapter 5 combines the polynomial invariants from Chapter 3 with the Lie algebras from
Chapter 4 and the first Automorphic Lie Algebras are discussed. From Polynomial Auto-
morphic Lie Algebras in Section 5.1 we move to Automorphic Lie Algebras in Section 5.2.
There we define the generalised Cartan-Weyl normal from and give the explicit computation
and results for all dihedral Automorphic Lie Algebras with a general orbit of poles. Further-
more we conjecture the existence of the Cartan-Weyl normal form for all Automorphic Lie
Algebras. Finally we develop a structure theory for Automorphic Lie Algebras in Section
5.3 using a new cohomology theory on root systems. The implications are studied for all
root system that are involved in the isomorphism question.
Chapter 2
Preliminaries
In this chapter we discuss some notions of well established fields such as representation
theory for finite groups, classical invariant theory and a touch of cohomology theory for
groups. We expect the reader to be comfortable with linear algebra, including direct sums
and tensor products. Only basic knowledge of group theory including representation theory
of finite groups over the complex field is needed.
The goal of this chapter is to remind the reader of results that will be of importance for the
development of a theory for Automorphic Lie Algebras. Each section contains references
that provide more detailed expositions and proofs. Apart from Proposition 2.6.11 it does
not contain original results and the reader can skip any section that they are familiar with,
or just skim through in order to see the chosen notations. In the main chapters, Chapter
3, 4 and 5, we refer back to the relevant preliminary section when appropriate.
2.1 Polyhedral Groups
In the context of Automorphic Lie Algebras we are interested in groups of automorphisms of
a Riemann surface C, which historically was the domain of the spectral parameter of inverse
scattering theory. For now we will consider finite groups of holomorphic bijections C→ C,
i.e. automorphisms of the Riemann sphere. These maps are also known as fractional linear
12
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transformations or Mo¨bius transformations.
We first realise that Aut(C) ∼= PSL2(C) ∼= SO(3), and use the latter perspective, rotations
of a sphere in R3, which has the advantage that we can have a mental picture of the group
action.
Following e.g. [7, 9, 22, 23, 52, 53], we sketch the classification of finite subgroups G of
rotations of the 2-sphere. Each nontrivial group element fixes a pair of antipodal points
on the sphere. Therefore one can express the number of nontrivial group elements |G| − 1
(where |G| is the order of the group) in terms of stabiliser subgroups
Gλ = {g ∈ G | gλ = λ}, λ ∈ C,
as follows. Because the group is finite, there can only be a finite number of points on
the sphere whose stabiliser subgroup is nontrivial. Therefore the sum
∑
λ∈C (|Gλ| − 1) has
finitely many nonzero terms and is well defined. Moreover, since each nontrivial group
element fixes two points on the sphere it is counted twice in this sum, thus we have a
formula
2 (|G| − 1) =
∑
λ∈C
(|Gλ| − 1) . (2.1)
Let Ω be an index set for the orbits Γi, i ∈ Ω on the sphere of elements with nontrivial
stabiliser groups, exceptional orbits hereafter. Moreover, let di = |Γi| be the size of such
an orbit and νi the order of the stabiliser subgroups at points in Γi. In particular
diνi = |G|, i ∈ Ω.
The sum in formula (2.1) can be restricted to all λ with nontrivial stabiliser group
⋃
i∈Ω Γi.
The formula becomes 2(|G| − 1) =∑i∈Ω∑λ∈Γi(νi − 1) =∑i∈Ω di(νi − 1) or
2
(
1− 1|G|
)
=
∑
i∈Ω
(
1− 1
νi
)
. (2.2)
This equation can also be deduced from the Riemann-Hurwitz formula [53]. In terms of di
it reads
∑
i∈Ω
di = (|Ω| − 2)|G|+ 2.
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This equation is very restrictive, since we require all variables to be natural numbers and
νi to divide |G|. It follows for instance that there are either 2 or 3 exceptional orbits. If
|Ω| = 2 one finds the cyclic groups and if |Ω| = 3 one obtains the symmetry groups of the
Platonic solids and regular polygons embedded in R3.
Table 2.1: The orders of the polyhedral groups.
G (νi | i ∈ Ω) |G|
Z /N (N,N) N
DN (N, 2, 2) 2N
T (3, 3, 2) 12
O (4, 3, 2) 24
Y (5, 3, 2) 60
In this thesis, most attention will go to the non-cyclic groups, the groups with three excep-
tional orbits. For convenience we put in this situation
Ω = {a, b, c}
and νa ≥ νb ≥ νc. Notice the Euler characteristic for the sphere
da + db − dc = 2. (2.3)
We will adopt the term polyhedral groups, but these groups are also known as spherical
von Dyck groups D(νa, νb, νc), which can be defined as the subgroups of words of even
length (orientation preserving as isometries of the sphere) in the generators of the spherical
triangle groups ∆(νa, νb, νc). The list contains alternating and symmetric groups: T = A4,
O = S4 and Y = A5.
Polyhedral groups allow a presentation of the form
G = 〈r, s | rνa = (rs)νb = sνc = 1〉.
The cyclic groups included, with (νa, νb, νc) = (N,N, 1), even though s is redundant in
that case. This presentation was favoured in previous works on Automorphic Lie Algebras,
[4, 5, 28, 29, 30, 31], although the reader must be wary of different conventions: the role
of r and s might be the other way around.
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An alternative presentation, more in the style of triangle groups, is given by
G = 〈ga, gb, gc | gaνa = gbνb = gcνc = gagbgc = 1〉.
It is related to the previous presentation through the isomorphism
ga ↔ r, gb ↔ (sr)−1, gc ↔ s.
Notice that any two of the three generators {ga, gb, gc} will generate the whole group, since
the third can be constructed thanks to the relation gagbgc = 1. This latter presentation
turns out to be very convenient in the development of a theory for Automorphic Lie Algebras,
and we will stick to it.
For future reference we give the abelianisation and the exponent of the polyhedral groups
and summarise various properties of the groups in Table 2.2. The definition of the Schur
multiplier M(G) shown in Table 2.2 will be postponed to Section 2.3.
Definition 2.1.1 (abelianisation). The abelianisation AG of a group G is the quotient
group
AG = G
/
[G,G]
where [G,G] = 〈g−1h−1gh | g, h ∈ G〉 denotes the commutator subgroup. It is the largest
abelian quotient group of G.
One can find the abelianisations of the polyhedral groups for instance by considering ho-
momorhpisms into an abelian group, e.g. G→ C∗.
Definition 2.1.2 (Exponent of a group). The least common multiple of the orders of
elements of a group G is called the exponent of G and denoted ‖G‖,
‖G‖ = min{n ∈ N | gn = 1, ∀g ∈ G}.
The exponent divides the order of a finite group.
As an example, the exponent of a cyclic group equals the group order, since there is a group
element of that order. For general polyhedral groups we notice that each group element is
contained in a subgroup Z
/
νi for some i ∈ Ω. Hence the exponent is the least common
multiple of {νi | i ∈ Ω}.
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Table 2.2: The polyhedral groups, orders, exponent, Schur multiplier and abelianisation.
G |Ω| (νi | i ∈ Ω) (di | i ∈ Ω) |G| ‖G‖ M(G) AG
Z /N 2 (N,N) (1, 1) N N 1 Z /N
DN=2M−1 3 (N, 2, 2) (2, N,N) 2N 2N 1 Z /2
DN=2M 3 (N, 2, 2) (2, N,N) 2N N Z /2 Z /2 × Z /2
T 3 (3, 3, 2) (4, 4, 6) 12 6 Z /2 Z /3
O 3 (4, 3, 2) (6, 8, 12) 24 12 Z /2 Z /2
Y 3 (5, 3, 2) (12, 20, 30) 60 30 Z /2 1
2.2 Representations of Finite Groups
There are many excellent texts on representation theory for finite groups, e.g. [9, 12, 45].
The treatment of this subject depends rather strongly on the underlying field of the vector
spaces. For our purposes it is sufficient to consider C and R. We present a brief recap of
some important results that will be used in the sequel.
2.2.1 Group-Modules
A representation of a group G is a homomorphism
ρ : G→ GL(V ),
where GL(V ) is the general linear group, that is, the group of invertible linear maps V → V .
The group G is represented by such linear transformations. It is common practice to call
the vector space V a representation as well, even though it is perhaps better to say that V
is a G-module. In that case we often omit the map ρ in the notation for the action on V .
Some common notations for this action are v 7→ ρ(g)v = ρgv = g · v = gv, where g ∈ G
and v ∈ V .
A subrepresentation of ρ : G → GL(V ) is a subspace U < V preserved by G, meaning
ρ(g)U ⊂ U for all g in G. A representation is called irreducible (or simple) if it has no proper
subrepresentation. Otherwise the representation is called reducible. A representation is
called completely reducible (or semisimple) if it is a direct sum of irreducible representations.
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Theorem 2.2.1 (Maschke’s Theorem). A representation ρ : G→ GL(V ) of a finite group
G is completely reducible if and only if the characteristic of the field of V does not divide
the order of the group.
In this thesis we only deal with fields of characteristic zero, hence all representations of
finite groups are semisimple.
A representation ρ : G → GL(V ) is faithful if it is a monomorphism, i.e. if ρ(G) ∼= G.
Faithfulness and irreducibility are independent properties.
Given two G-modules U and V , we define the set of G-linear maps U → V by
HomG(U, V ) = {f ∈ Hom(U, V ) | fg = gf, ∀g ∈ G}
and EndG(V ) = HomG(V, V ). Two G-modules U and V are isomorphic if and only if
HomG(U, V ) contains an invertible element. This is an isomorphism.
Lemma 2.2.2 (Schur’s Lemma). If U and V are simple G-modules, then HomG(U, V ) is
a division ring, i.e. then any nonzero G-linear map U → V is invertible.
A finite dimensional division ring D over an algebraically closed field k is isomorphic to the
field, D = k1D. In particular, by Schur’s Lemma, all G-linear maps in End(V ) over the
complex numbers are scalars
EndG(V ) = CId
whenever V is an irreducible representation. This fact can be used to show that any complex
representation V has a unique decomposition
V = U1 ⊕ · · · ⊕ Un,
where Ui is in turn a direct sum of irreducible representations which are pairwise isomorphic,
but irreducible components from different summands, Ui and Uj , are not isomorphic [12,
45]. Such a summand is called an isotypical component of V .
Representation theory over the real numbers leads to division rings over the real numbers
through Schur’s Lemma. A real division ring is isomorphic to either the real numbers,
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the complex numbers or the quaternions. At this stage already the real theory is more
complicated than the complex theory. The study of invariant bilinear forms is one way
to get a handle on real representations. Before turning to this subject we introduce the
character of a representation.
2.2.2 Character Theory
Representations are characterised by their trace. Fittingly the trace of a representation
ρ : G→ GL(V ) is called the character. It is a map χ : G→ k defined by
χ(g) = tr ρ(g),
where k is the field of the vector space V . Two representations are isomorphic if and only
if they have the same character [12, 45]. We say that ρ is a representation affording χ or
V is a module affording χ. It is often convenient to write χV for the character of V , or
to write Vχ or ρχ for the representation affording χ. A character is called irreducible if the
related representation is irreducible. We notice that
χV (1) = dimV,
χ(g−1) = χ(g),
χ(hgh−1) = χ(g),
where the bar denotes complex conjugation. For the middle equality we assume that the
field of V is a subfield of C. The equality then follows from the fact that g has finite order.
The last equality shows that a character is a class function, that is, it is constant on the
conjugacy classes of the group.
A group action on two vector spaces U and V induces an action on their direct sum and
tensor product by g(u ⊕ v) = gu ⊕ gv and g(u ⊗ v) = gu ⊗ gv. The symmetric and
alternating square of a tensor product are subrepresentations: V ⊗V = S2V ⊕∧2V . Their
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characters are related by
χU⊕V = χU + χV ,
χU⊗V = χUχV ,
χS2V (g) = 1/2
(
χV (g)
2 + χV (g
2)
)
,
χ∧2V (g) = 1/2
(
χV (g)
2 − χV (g2)
)
.
On the space of functions G→ C we define a Hermitian inner product
(φ, ψ) =
1
|G|
∑
g∈G
φ(g)ψ(g). (2.4)
The power of character theory is largely due to the orthogonality relations. Let
Irr(G) = {irreducible characters of G}.
Theorem 2.2.3 (First orthogonality relation). The irreducible characters of a finite group
form an orthonormal basis with respect to (2.4) for the space of class functions of the
group,
(χ, ψ) = δχψ, χ, ψ ∈ Irr(G).
In particular, the number of irreducible representations |Irr(G)| equals the dimension of the
space of class functions, that is, the number of conjugacy classes of G.
There is a particular representation that can be used to find more interesting properties of
characters, the regular representation. Consider the vector space with basis {eg | g ∈ G}
and turn it into a G-module by defining
geh = egh.
In this basis each group element is represented by a permutation matrix and only the identity
element fixes any basis vectors. In particular, we see that the character is
χreg(g) =

 |G| g = 1,0 g 6= 1.
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Using the first orthogonality relation, Theorem 2.2.3, one can find the decomposition of
the regular representation into irreducible representations. Indeed, if χreg =
∑
χ∈Irr(G) nχχ
then
nχ = (χ, χreg) =
1
|G|
∑
g∈G
χ(g)χreg(g) = χ(1) = dimVχ.
When we evaluate the regular character we find the identity
∑
χ∈Irr(G)
χ(1)χ(g) =

 |G| g = 1,0 g 6= 1.
In fact, a more general orthogonality statement holds.
Proposition 2.2.4 (Second orthogonality relation).
∑
χ∈Irr(G)
χ(g)χ(h) =

 |CG(g)| [g] = [h],0 [g] 6= [h].
Here CG(g) = {h ∈ G | hg = gh} is the centraliser of g and [g] = {g′ ∈ G | ∃h : hg′ =
gh} is the conjugacy class of g.
2.2.3 Invariant Bilinear Forms
An action of a group G on a k-space V induces an action of the group on its dual V ∗ =
Hom(V, k) by the requirement that the natural pairing of V and V ∗ is respected. If v ∈ V ,
v∗ ∈ V ∗ and g ∈ G, we require v∗(v) = (gv∗)(gv) so that
gv∗ = v∗ ◦ g−1.
This implies that
χV ∗ = χV
and we see that V and V ∗ are isomorphic as G-modules if and only if the character χV is
real valued.
This idea can be generalised to Hom(U, V ). As linear spaces there is an isomorphism
Hom(U, V ) ∼= V ⊗ U∗.
Chapter 2. Preliminaries 21
If U and V are G-modules then so is V ⊗ U∗ by the above constructions. By requiring
the linear isomorphism Hom(U, V ) ∼= V ⊗ U∗ to be a G-module isomorphism, we obtain
an action of g ∈ G on f ∈ Hom(U, V ). Indeed, if f corresponds to a pure tensor v⊗ u∗ ∈
V ⊗ U∗ then
gf = g(v ⊗ u∗) = gv ⊗ gu∗ = gv ⊗ u∗ ◦ g−1 = g ◦ f ◦ g−1,
and we extend linearly to the full space. In particular, this gives another description of
G-linear maps:
HomG(U, V ) ∼= (V ⊗ U∗)G.
We are interested in bilinear forms on a complex G-module V , that is, elements of V ∗⊗V ∗.
In particular, we are interested in invariant bilinear forms. If we assume that V is irreducible
then Schur’s Lemma gives
(V ∗ ⊗ V ∗)G ∼= HomG(V, V ∗) = δχV ,χV CId.
In other words, if χV is real valued then there is a unique invariant bilinear form and it is
nondegenerate. If χV is not real valued then there is no invariant bilinear form. Let χV be
real valued. By the decomposition of G-modules V ∗ ⊗ V ∗ = S2V ∗ ⊕ ∧2V ∗ we know that
the invariant bilinear form is either symmetric or antisymmetric. To distinguish between
these cases, one can use the so called Frobenius-Schur indicator ι : Irr(G) → {−1, 0, 1}
defined by
ιχ = dim(S
2Vχ)
G − dim(∧2Vχ)G = 1|G|
∑
g∈G
χ(g2). (2.5)
The second equality can be derived from the character formulas of the previous section as
follows. Let ǫ : G → {1} be the trivial character. Then dim(S2V )G − dim(∧2V )G =
(χS2V − χ∧2V , ǫ) = 1|G|
∑
g∈G χS2V (g)− χ∧2V (g) = 1|G|
∑
g∈G χ(g
2).
Complex irreducible representations with Frobenius-Schur indicator 1, 0 or −1 are respec-
tively known as representations of real type, complex type or quaternionic type. This is due
to the classification of real division rings, such as the G-linear endomorphisms EndG(V )
on a real simple G-module V [12].
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2.3 Projective Representations
In this section we present a classical and elementary exposition of the theory of projective
representation, as in the original work by Schur [43, 44], following the clear account of
Curtis [6].
2.3.1 The Schur Multiplier
Projective representations of a group G are homomorphisms
ρ : G→ PGL(V ),
where PGL(V ) is the projective general linear group, the quotient of GL(V ) by the scalar
maps kId. If we take a nonzero representative of ρ(g) in GL(V ) for each g ∈ G one obtains
a map
ρ˜ : G→ GL(V ).
Because ρ is a morphism we have
ρ˜(g)ρ˜(h) = c(g, h)ρ˜(gh)
for a map c : G×G→ C∗ (where C∗ is the multiplicative group C\{0}) and by associativity
one finds that
c(g1, g2)c(g1g2, g3) = c(g1, g2g3)c(g2, g3).
This is the defining property of a 2-cocycle c of G. A map ρ˜ : G→ GL(V ) with the property
that ρ˜(g)ρ˜(h) = c(g, h)ρ˜(gh) for some cocycle c is also called a projective representation.
One obtains a homomorphism G → PGL(V ) by composing ρ˜ with the quotient map
GL(V )→ PGL(V ).
Of course, we had a choice in constants to define ρ˜ from ρ. Any other choice is given by
ρ˜′(g) = b(g)ρ˜(g) for some map b : G→ C∗. The cocycle related to ρ˜′ is seen to be
c′(g, h) =
b(g)b(h)
b(gh)
c(g, h).
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That is, c and c′ differ by a coboundary db(g, h) = b(g)b(h)b(gh) . Therefore, the projective
representation ρ determines the cocycle c uniquely up to coboundaries, i.e. ρ defines an
element in the second cohomology group
H2(G,C∗).
Multiplication gives H2(G,C∗) the structure of an abelian group. This group is also known
as the Schur multiplier of G and denoted M(G).
Now that we have established equivalence, we will make no distinction between the homo-
morphism ρ and the pair (ρ˜, [c]), where [c] is the related element in the Schur multiplier.
2.3.2 Central Extensions
The group G♭ is called an extension of G by Z if there exists a short exact sequence
1→ Z → G♭ π−→ G→ 1,
i.e., if Z ⊳G♭ and G ∼= G♭ /Z . When (the image of) Z is in the centre of G♭, the extension
is called central.
The isomorphism φ : G→ G♭ /Z implies the existence of a section
s : G→ G♭, π ◦ s = id, s(1) = 1, φ(g) = s(g)Z
sending g ∈ G to a representative of the coset φ(g) = s(g)Z. The fact that φ is a
morphism says s(g)s(h)Z = s(g)Zs(h)Z = φ(g)φ(h) = φ(gh) = s(gh)Z and thus ensures
the existence of a map [18] z : G×G→ Z, defined by
s(g)s(h) = z(g, h)s(gh)
with the properties
z(g, 1) = 1 = z(1, g)
z(g1, g2)z(g1g2, g3) = z(g1, g2g3)z(g2, g3).
Now consider an irreducible linear representation
τ : G♭ → GL(V ).
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If z ∈ Z < Z(G♭) then Schur’s Lemma ensures that there is a scalar c ∈ C∗ such that
τ(z) = cId. In particular, we can define a 2-cocycle c : G×G→ C∗ by
τ(z(g, h)) = c(g, h)Id.
Then the map
ρ˜ : G→ GL(V ), ρ˜(g) = τ(s(g)),
has the property that
ρ˜(g)ρ˜(h) = τ(s(g))τ(s(h)) = τ(s(g)s(h))
= τ(z(g, h)s(gh)) = τ(z(g, h))τ(s(gh)) = c(g, h)ρ˜(gh).
In other words, ρ˜ is a projective representation of G. We see that each irreducible repre-
sentation of a central extension G♭ of G induces a projective representation of G.
A century ago, Schur studied projective representations [6, 43] and wondered whether an
extension G♭ of G exists such that all projective representations of G are induced by linear
representations of G♭, in the way described in this section. One would say G is sufficiently
extended. Particullarly he was interested in sufficient extensions of minimal order. He
found that such groups exist, and nowadays the sufficient extensions G♭ of minimal order
are called Schur covers of G (or Schur extensions, formerly known as Darstellunggruppe or
representation groups). This group is not unique in general, contrary to the Schur multiplier
M(G), which takes the place of Z in the exact sequence of such a minimal extension.
2.3.3 Schur Covers and Other Sufficient Extensions
We are now familiar with projective representations, central extensions, and how the latter
can be used to find the former. However, this does not help us to find an extension which
provides all projective representations, let alone a Schur cover. The missing information
is given by the next theorem, which is due to Schur [43]. We present a reformulation by
Curtis [6].
Theorem 2.3.1. Let G♭ be a central extension of G with kernel Z. Then the intersection
of the derived subgroup [G♭, G♭] and the kernel Z is isomorphic to a subgroup of the Schur
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multiplier M(G). There is an isomorphism [G♭, G♭]∩Z ∼=M(G) if and only if all projective
representations of G are induced by linear representations of G♭.
The finite groups of our interest are the polyhedral groups. We state their Schur multipliers
(or second cohomology groups) [41, 44].
Theorem 2.3.2. The Schur multiplier of Z /N and D2M−1 is trivial and the Schur multiplier
of D2M , T, O and Y is somorphic to Z /2 .
Notice in particular that the order of polyhedral groups equal their exponent times the order
of the Schur multiplier.
|G| = ‖G‖|M(G)| (2.6)
cf. Table 2.2
With this information one can find sufficiently extended groups for the polyhedral groups.
But first a lemma for future reference.
Lemma 2.3.3. If G♭ is a sufficient extension of G then their abelianisations are isomorphic.
Proof. A one-dimensional projective representation ρ˜ : G → C∗ is equivalent to a linear
representation. Indeed, the multiplication ρ˜(g)ρ˜(h) = c(g, h)ρ˜(gh) immediately shows that
the cocycle c is a coboundary: c(g, h) = ρ˜(g)ρ˜(h)ρ˜(gh) . In other words, the set of one-dimensional
representations of G and G♭ coincide. Therefore AG♭ ∼= AG.
2.4 Binary Polyhedral Groups
In the light of our classification ambitions regarding Automorphic Lie Algebras it is crucial
that we find all projective representation of polyhedral groups G. For various reasons, both
computational and theoretical, it is desirable to work with linear representations rather than
projective representations. Theorem 2.3.1 guarantees that we can do this provided that we
find a central extension G♭ of G with kernel Z, such that [G♭, G♭] ∩ Z ∼= M(G). It is not
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important to us to have the smallest group G♭ satisfying these conditions, that is, we do
not necessarily need a Schur cover of G.
If a group has a trivial Schur multiplier, then any projective representation is equivalent to
a linear representation. Indeed, if any cocycle is a coboundary, then the cocycle that occurs
in the multiplication of the projective representation can be transformed to be identically 1.
In other words, such a group equals its own unique Schur cover. Moreover, every central
extension of a group with trivial Schur multiplier is sufficiently extended. This also follows
immediately from Theorem 2.3.1.
The cyclic groups and dihedral groups with odd parameter N = 2M − 1 have trivial Schur
multiplier. All other polyhedral groups have a Schur multiplier isomorphic to Z /2 (Theorem
2.3.2). For these groups, we need to find a central extension G♭ of G with kernel Z such
that [G♭, G♭] ∩ Z has two elements, according to Theorem 2.3.1. It turns out that the
binary polyhedral groups, defined as follows, will suffice.
A polyhedral group G < PSL2(C) uniquely defines a binary polyhedral group BG < SL2(C)
through the exact sequence
1→ {±Id} → SL2(C) q−→ PSL2(C)→ 1,
i.e. BG = q−1(G). The embedding of BG in SL2(C) is called the natural representation of
BG [7, 37].
Let us first investigate the centre Z(BG). The natural representation is reducible if and
only if the group is abelian, i.e. Z(BG) = BG. Otherwise, if the natural representation is
irreducible, then Schur’s Lemma ensures that central elements are scalars,
Z(BG) ⊂ CId ∩ SL2(C) = {±Id} = Z(SL2(C)).
On the other hand, by definition,
Z(SL2(C)) ∩ BG ⊂ Z(BG),
and because Z(SL2(C)) = {±Id} = q−1(1) ⊂ BG we obtain
Z(BG) = {±Id} = Z(SL2(C)).
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The group [BG,BG] ∩ Z is now determined by whether −Id is a commutator of BG or
not. By Theorem 2.3.1 this cannot be the case for polyhedral groups with trivial Schur
multiplier.
Generally, a finite subgroup of SL2(C) contains −Id if (and only if) it has even order, since
the Sylow theorems (cf. [18]) ensure that such a group has an element of order two, and
−Id is the only involution in SL2(C).
One can use the computer package GAP (Groups, Algorithms, Programing, cf. [13]) to
determine the derived subgroups of the binary polyhedral groups BT, BO and BY. To this
end it is useful to know the code of these groups in the Small group library, [2]:
BT = SmallGroup(24, 3),
BO = SmallGroup(48, 28),
BY = SmallGroup(120, 5).
One finds
[BT,BT] = BD2 = Q8,
[BO,BO] = BT,
[BY,BY] = BY.
In particular, these groups have even order, hence also contain −Id in SL2(C).
The binary dihedral group, also known as the dicyclic group DicN of order 4N , has a
presentation
DicN = 〈r, s | r2N = 1, s2 = rN , rs = sr−1〉.
Similar to the dihedral groups, all elements are of the form rj or rjs with 0 ≤ j < 2N .
With this concise description we can quickly find the derived subgroup. Indeed,
[ris, rj ] = (ris)−1(rj)−1risrj = s−1r−i−j+isrj = s−1srjrj = r2j ,
[ris, rjs] = s−1r−is−1r−jrisrjs = s−1s−1rir−jrir−jss = r−N+i−j+i−j+N = r2(i−j),
so the commutators in DicN are the even powers of r:
[DicN ,DicN ] = Z /N .
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In particular, if N is even then the embedding of this group in SL2(C) contains −Id. We
can conclude as follows.
Observation 2.4.1. A binary polyhedral group BG is a sufficient extension of the related
polyhedral group G. Moreover, it is a Schur cover of G if and only if M(G) ∼= Z /2 .
This fact allows us to use results of SL2(C) theory. Specifically the Clebsch-Gordan de-
composition (cf. [11, 50] and Section 3.4) will play an important part in the study of
Automorphic Lie Algebras. However, sometimes a different choice of central extension is
more convenient. For instance, the polyhedral groups with trivial Schur multiplier do not
need an extension at all like the dihedral groups with odd parameter. But the other dihedral
groups have a Schur cover that is a bit easier to work with as well. Take the presentation
D2N = 〈r, s | r2N = 1, s2 = 1, rs = sr−1〉 and the homomorphism π : D2N → DN < D2N
defined by π(r) = r2, π(s) = s. The image of π is DN and the kernel Z = {1, rN} ∼= Z /2
is central. Moreover, just as with the dicyclic group we find the commutator subgroup
[D2N ,D2N ] = 〈r2〉 ∼= Z /N which contains Z if and only if N is even, in which case D2N is
another Schur cover of DN , an alternative to DicN . The dihedral group is easier to handle
in explicit calculations, compared to the dicyclic group, and this will be our preferred choice
in the many examples throughout this thesis.
For compactness we will hereafter denote the binary polyhedral group related to G by G♭
instead of BG. If G = 〈ga, gb, gc | gaνa = gbνb = gcνc = gagbgc = 1〉 then G♭ allows a
presentation
G♭ = 〈ga, gb, gc | gaνa = gbνb = gcνc = gagbgc〉
(see for instance [50]). Here we have made the dangerous decision to use the same symbols
for the generators of two different groups. We trust however that this will not create
confusion as the context will show whether the subject is G or G♭.
The unique nontrivial central element in this presentation is given by z = gagbgc since
gigagbgc = g
νi+1
i = gagbgcgi. Notice that a homomorphism π : G
♭ → G with π(z) = 1
maps the relations to (πga)
νa = (πgb)
νb = (πgc)
νc = (πga)(πgb)(πgc) = 1.
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2.5 Selected Character Tables
In this section we list the characters that will be used in the sequel. The characters of
Z /N = 〈r | rN = 1〉 are the homomorphisms χ : Z /N → C∗ which are given by
{χ : r 7→ ωjN | 0 ≤ j < N} where ωN = e
2πi
N or any other primitive N -th root of unity.
Next we consider the dihedral group DN = 〈r, s | rN = s2 = (rs)2 = 1〉. There are
significant differences between the cases where N is odd or even, as we have already
seen from their projective representations. If N is odd then DN has two one-dimensional
characters, χ1 and χ2. If N is even there are two additional one-dimensional characters,
χ3 and χ4.
Table 2.3: One-dimensional characters of DN .
g χ1 χ2 χ3 χ4
r 1 1 −1 −1
s 1 −1 1 −1
The remaining irreducible characters are two-dimensional (indeed, there is a normal sub-
group of index 2: Z /N , [45]). We denote these characters by ψj , for 1 ≤ j < N/2. They
take the values
ψj(r
i) = ωjiN + ω
−ji
N , ψj(sr
i) = 0 , (2.7)
where ωN = e
2πi
N . The characters of the faithful (i.e. injective) representations are precisely
those ψj for which gcd(j,N) = 1, where gcd stands for greatest common divisor.
Finally, we move to the Schur covering groups of T, O and Y and we choose the binary
polyhedral groups for this. Their character tables can be produced by the computer package
GAP [13]. In the character table for T♭ we use the definition ω3 = e
2πi
3 and in anticipation
of the character table of Y♭ we define the golden section φ+ and its conjugate φ− in Q(
√
5)
φ± =
1±√5
2
,
which are the roots of p(x) = x2 − x − 1. If ω5 = e 2πi5 then ω25 + ω35 and ω5 + ω45 both
satisfy the equation p(−x) = x2 + x − 1 = 0. Since the first is negative and the second
positive we conclude that ω25 + ω
3
5 = −φ+ and ω5 + ω45 = −φ−.
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Table 2.4: Irreducible characters of the binary tetrahedral group T♭.
g 1 ga
2 gc z gb
2 gb ga
|CG(g)| 24 6 4 24 6 6 6 ι det Im
T1 1 1 1 1 1 1 1 1 T1 1
T2 1 ω3 1 1 ω
2
3 ω3 ω
2
3 0 T2 Z /3
T3 1 ω
2
3 1 1 ω3 ω
2
3 ω3 0 T3 Z /3
T♭4 2 −1 0 −2 −1 1 1 −1 T1 T♭
T♭5 2 −ω23 0 −2 −ω3 ω23 ω3 0 T2 T♭
T♭6 2 −ω3 0 −2 −ω23 ω3 ω23 0 T3 T♭
T7 3 0 −1 3 0 0 0 1 T1 T
The characters will be denoted by the symbol used for the group and a numbering in
the subscript. For example, the characters of the binary tetrahedral group are denoted
Irr(T♭) = {T1, . . . ,T7}. This way it is easier to discuss representations of different groups.
We add a superscript “♭” if and only if the character is spinorial, cf. Definition 3.1.1, e.g. T♭4.
The order of the centraliser in the second row is found by the second orthogonality relation,
Proposition 2.2.4. The column headed “ι” contains the Frobenius-Schur indicator (2.5). In
the next column we have the homomorphism “det” defined by composing the representation
with det : GL(V )→ C∗. The right most column describes the group structure of the image
of the representation. In particular, there we see which representations are faithful. Finally,
we have underlined the character of the natural representation G♭ →֒ SL2(C).
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Table 2.5: Irreducible characters of the binary octahedral group O♭.
g 1 gc gb
2 ga
2 z ga
3 gb ga
|CG(g)| 48 4 6 8 48 8 6 8 ι det Im
O1 1 1 1 1 1 1 1 1 1 O1 1
O2 1 −1 1 1 1 −1 1 −1 1 O2 Z /2
O3 2 0 −1 2 2 0 −1 0 1 O2 D3
O♭4 2 0 −1 0 −2 −
√
2 1
√
2 −1 O1 O♭
O♭5 2 0 −1 0 −2
√
2 1 −√2 −1 O1 O♭
O6 3 1 0 −1 3 −1 0 −1 1 O2 O
O7 3 −1 0 −1 3 1 0 1 1 O1 O
O♭8 4 0 1 0 −4 0 −1 0 −1 O1 O♭
Table 2.6: Irreducible characters of the binary icosahedral group Y♭.
g 1 ga
2 ga
4 gb gc gb
2 ga
3 z ga
|CG(g)| 120 10 10 6 4 6 10 120 10 ι det Im
Y1 1 1 1 1 1 1 1 1 1 1 Y1 1
Y♭2 2 −φ− −φ+ 1 0 −1 φ− −2 φ+ −1 Y1 Y♭
Y♭3 2 −φ+ −φ− 1 0 −1 φ+ −2 φ− −1 Y1 Y♭
Y4 3 φ
+ φ− 0 −1 0 φ+ 3 φ− 1 Y1 Y
Y5 3 φ
− φ+ 0 −1 0 φ− 3 φ+ 1 Y1 Y
Y6 4 −1 −1 1 0 1 −1 4 −1 1 Y1 Y
Y♭7 4 −1 −1 −1 0 1 1 −4 1 −1 Y1 Y♭
Y8 5 0 0 −1 1 −1 0 5 0 1 Y1 Y
Y♭9 6 1 1 0 0 0 −1 −6 −1 −1 Y1 Y♭
2.6 Classical Invariant Theory
The theory of polynomial invariants, developed in the second half of the 19th century, is
a powerful aid in the study of Automorphic Lie Algebras. We list some important notions
and results. The main references for this section are [38, 46, 48].
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Let U be a finite dimensional vector space and consider the direct sum of vector spaces
C[U ] = C⊕ U∗ ⊕ S2U∗ ⊕ S3U∗ ⊕ . . . ,
where SdU denotes the d-th symmetric tensor of U . Given a basis {X1, . . . , Xn} for U∗, the
summand SdU∗ corresponds to homogeneous polynomials in the variables {X1, . . . , Xn}
of degree d, also known as forms. The vector space C[U ] is a graded ring under the usual
multiplication. We introduce the notation Rd = S
dU∗ and
R =
⊕
d≥0
Rd, RdRe ⊂ Rd+e.
If U is a G-module by the representation
σ : G→ GL(U)
then there is an induced action on the polynomial ring R = C[U ] given by
g · p = p ◦ σ(g)−1, p ∈ R, g ∈ G.
We are interested in the decomposition of R into the isotypical components Rχ of this
group action,
R =
⊕
χ∈Irr(G)
Rχ.
The action of G on R respects the ring structure. Moreover, it preserves the grading. That
is, each homogeneous component Rd = S
dU∗ is a submodule. For this last reason we may
confine our investigations to forms.
Example 2.6.1 (Z /2). The group of two elements has two conjugacy classes, hence two
irreducible characters. Say
G = Z /2 =
〈0 1
1 0

〉 , Irr(G) = {ǫ, χ},
where ǫ denotes the trivial character and χ the nontrivial character, sending the nontrivial
group element to −1 ∈ C∗. The isotypical components of R are
Rǫ = C[X + Y,XY ], Rχ = C[X + Y,XY ](X − Y ).
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Indeed, one checks that X + Y and XY are invariant and X − Y has character χ. Hence
Rǫ ⊃ C[X + Y,XY ] and Rχ ⊃ C[X + Y,XY ](X − Y ). In particular C[X + Y,XY ] ∩
C[X+Y,XY ](X−Y ) = 0. Now notice that X+Y and XY are algebraically independent
and compute the sum of the Poincare´ series accordingly
P (C[X + Y,XY ], t) + P (C[X + Y,XY ](X − Y ), t)
=
1
(1− t)(1− t2) +
t
(1− t)(1− t2) =
1
(1− t)2 = P (R, t).
Thus we have indeed found the decomposition.
Example 2.6.2 (D3). Section 2.5 describes the three irreducible characters of
G = D3 =
〈ω3 0
0 ω−13

 ,

0 1
1 0

〉 , ω3 = e 2πi3 , Irr(G) = {ǫ, χ, ψ}.
We obtain the components
Rǫ = C[XY,X3 + Y 3],
Rχ = C[XY,X3 + Y 3]
(
X3 − Y 3) ,
Rψ = C[XY,X3 + Y 3]
(
Y ⊕X ⊕X2 ⊕ Y 2) .
Again we check the sum of the Poincare´ series
P (Rǫ, t) + P (Rχ, t) + P (Rψ, t) =
1 + t3 + 2t+ 2t2
(1− t2)(1− t3) =
(1 + t)(1 + t+ t2)
(1− t2)(1− t3)
=
1
(1− t)2 = P (R, t),
establishing the decomposition.
Molien’s Theorem is a central result in the theory of invariants. It provides a way to
determine the Poincare´ series of an isotypical component of the polynomial ring without
having to find the component first.
Theorem 2.6.3 (Molien’s Theorem, [38, 46, 48]). Let the group G act on R = C[U ] as
induced by the representation σ : G → GL(U). Then the Poincare´ series of an isotypical
component Rχ is given by
P (Rχ, t) =
χ(1)
|G|
∑
g∈G
χ(g)
det(1− σ(g)t)
for any character χ of G.
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Example 2.6.4 (Ring of invariants of the dihedral group, cf. [46], p.93). Consider the
cyclic group Z /N generated by the matrix diag(ωN , ω
N−1
N ), where ωN is a primitive
N -th root of unity. By direct investigation one finds that R
Z/N = C[X,Y ]
Z/N =⊕N−1
i=0 C[X
N , Y N ](XY )i and therefore
P
(
R
Z/N , t
)
=
∑N−1
i=0 t
2i
(1− tN )2 =
1− t2N
(1− t2)(1− tN )2 =
1 + tN
(1− t2)(1− tN ) .
With this in mind one can determine the invariants for the group
DN =
〈
r =

ωN 0
0 ωN−1N

 , s =

0 1
1 0

〉
using Molien’s Theorem. Indeed, it follows that
P
(
RDN , t
)
=
1
2N
∑
g∈DN
1
det(1− σgt)
=
1
2N
N−1∑
i=0
1
det(1− rit) +
1
2N
N−1∑
i=0
1
det(1− rist)
=
1
2
P
(
R
Z/N , t
)
+
1
2N
N−1∑
i=0
∣∣∣∣∣∣
1 −ωiN t
−ωN−iN t 1
∣∣∣∣∣∣
−1
=
1
2
(
1 + tN
(1− t2)(1− tN ) +
1
(1− t2)
)
=
1
(1− t2)(1− tN ) .
If one can find two algebraically independent DN -invariant forms, one of degree 2 and one of
degree N , e.g. XY and XN+Y N , then the above calculation proves that any DN -invariant
polynomial is a polynomial in these two forms, i.e. RDN = C[XY,XN + Y N ].
The isotypical summands of R in the first examples have a very simple structure. There
are classical theorems that guarantee this is always the case.
An ideal I in a ring R is called prime if a, b ∈ R and ab ∈ I imply that a ∈ I or b ∈ I.
Definition 2.6.5 (Krull dimension). The Krull dimension of a commutative algebra is the
supremum of the length of all chains of proper inclusions of prime ideals.
The standard (but not obvious) example is that the Krull dimension of C[U ] is dimU . Here
is another example:
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Theorem 2.6.6 ([48], Theorem 1.1). The Krull dimension of RG is dimU , i.e. there exists
exactly dimU algebraically independent invariants.
We say that an R-module M is generated by m1, . . . ,mk if every element in M can be
written as a sum r1m1 + . . .+ rkmk where ri ∈ R, and we write
M =
k∑
i=1
Rmi.
If in addition the elements r1, . . . , rk are uniquely determined we write
M =
k⊕
i=1
Rmi
and say that M is a free R-module generated by m1, . . . ,mk.
Definition 2.6.7 (Homogeneous system of parameters, [40]). Let n be the Krull dimension
of a graded algebra A. A set of homogeneous elements θ1, . . . , θn of positive degree
is a homogeneous systems of parameters for the algebra if A is finitely generated as a
C[θ1, . . . θn]-module.
Proposition 2.6.8 ([38] Proposition 12.15, [40] Theorem 2.3.1, [48] Proposition 3.1). If
an algebra is a finitely generated free module over one homogeneous system of parame-
ters, then it is a finitely generated free module over any of its homogeneous systems of
parameters.
An algebra that satisfies the property of Proposition 2.6.8 is said to be Cohen-Macaulay.
Theorem 2.6.9 ([48], Theorem 3.2). The ring of invariants RG is Cohen-Macaulay. That
is, there are independent invariants θ1, . . . , θm, η1, . . . , ηk such that
RG =
k⊕
i=1
C[θ1, . . . , θm]ηi
where m is the Krull dimension of RG.
Stanley [48] attributes this theorem to Hochster and Aegon, cf. [16]. We call θ1, . . . , θm
primary invariants and η1, . . . , ηk secondary invariants. Notice that primary and secondary
invariants are chosen rather than fixed. Consider for instance two descriptions of one ring
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C[X] = C[X2](1⊕X). In the setting of the left hand side X is primary and on the right
hand side X is secondary.
See (2.11) for more examples of rings of invariants RG. There we see that these objects are
not necessarily polynomial (k might be greater than 1). The famous Chevalley-Shephard-
Todd theorem states thatRG is polynomial if and only ifG is generated by pseudoreflections,
matrices with at most one eigenvalue unequal to one [46].
Notice that RG ·Rχ ⊂ Rχ, i.e. Rχ is a RG-module. In fact, Rχ is finitely generated as such:
Rχ = RGρ1 + . . .+R
Gρk′ (cf. [48]). Unfortunately R
χ need not be a free RG-module, in
the sense that the sum need not be direct over the ring. There exists however a choice of
primary invariants over whose polynomial ring this isotypical component is free.
Theorem 2.6.10 ([48], Theorem 3.10). An isotypical component Rχ is a Cohen-Macaulay
module, i.e. there are independent forms θ1, . . . , θm, ρ1, . . . , ρkχ such that
Rχ =
kχ⊕
i=1
C[θ1, . . . , θm]ρi
where m is the Krull dimension of R.
The following proposition is a modification of a result by Stanley [48] (Lemma 4.2 and
Corollary 4.3) where arbitrary finite groups G in GL(U) and their rings of invariants RG
are considered. We require information on all the RG-modules Rχ, rather than just the
invariants. This generalisation ruins the simple form of the second formula in Corollary 4.3
of [48] (the analogue of (2.9) below). However, restricting to subgroups G♭ of SL2(C)
simplifies the situation again, due to the lack of pseudoreflections. We give a full proof.
Proposition 2.6.11. Let G♭ be a finite subgroup of SL2(C) and let χ be one of its ir-
reducible characters. Rχ is a Cohen-Macaulay module of Krull dimension 2, cf. Theorem
2.6.10. Say
Rχ =
kχ⊕
i=1
C[θ1, θ2]ρi.
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Then
kχ
χ(1)2
=
|θ1||θ2|
|G♭| , (2.8)
2
kχ
kχ∑
i=1
|ρi| = |θ1|+ |θ2| − 2, (2.9)
where |θi| = deg θi and |ρi| = deg ρi.
Proof. The two equations follow from the first two coefficients, A and B, of the Laurent
expansion around t = 1 of the Poincare´ series
P (Rχ, t) =
A
(1− t)2 +
B
1− t +O(1).
We have two ways to express P (Rχ, t). Namely by Molien’s Theorem (Theorem 2.6.3) and
by the expression of Rχ as a Cohen-Macaulay module. Molien’s theorem states
P (Rχ, t) =
χ(1)
|G♭|
∑
g∈G♭
χ(g)
det(1− tg) .
Considering g to be diagonal we see that the only contribution to the term of order (1−t)−2
in the Laurent expansion comes from the identity element g = 1, so A = χ(1)
2
|G♭|
. The terms
χ(g)
det(1−tg) that contribute to the coefficient of (1− t)−1 in the Laurent expansion come from
elements g that have precisely one eigenvalue equal to 1; pseudoreflections. Here we use
the assumption that G♭ is a subgroup of SL2(C), which has no pseudoreflections. Thus
B = 0.
On the other hand we calculate
P

 kχ⊕
i=1
C[θ1, θ2]ρi, t

 = ∑kχi=1 t|ρi|
(1− t|θ1|)(1− t|θ2|)
=
∑kχ
i=1 t
|ρi|
(1− t)2∑|θ1|−1j=0 tj∑|θ2|−1j=0 tj
=
∑kχ
i=1
[
1− |ρi|(1− t) +O((1− t)2)
]
(1− t)2∑|θ1|−1j=0 [1− j(1− t) +O((1− t)2)]∑|θ2|−1j=0 [1− j(1− t) +O((1− t)2)]
=
∑kχ
i=1 [1− |ρi|(1− t)]
(1− t)2 [|θ1| − 12 |θ1|(|θ1| − 1)(1− t)] [|θ2| − 12 |θ2|(|θ2| − 1)(1− t)] +O(1)
=
∑kχ
i=1 [1− |ρi|(1− t)]
[
1
|θ1|
+ |θ1|−12|θ1| (1− t)
] [
1
|θ2|
+ |θ2|−12|θ2| (1− t)
]
(1− t)2 +O(1)
=
kχ
|θ1||θ2|
(1− t)2 +
kχ
2|θ1||θ2|
(|θ1| − 1) + kχ2|θ1||θ2|(|θ2| − 1)− 1|θ1||θ2|
∑kχ
i=1 |ρi|
(1− t) +O(1)
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and therefore A =
kχ
|θ1||θ2|
and B =
kχ
2|θ1||θ2|
(|θ1| − 1) + kχ2|θ1||θ2|(|θ2| − 1)− 1|θ1||θ2|
∑kχ
i=1 |ρi|.
Equating the two expressions for A respectively B results in (2.8) respectively (2.9).
Even though primary and secondary invariants, and therefore their degrees also, can be
chosen to a certain extent, this proposition gives a relation between the two that is fixed.
For example, the quotient (2.8) predicts the number of generators of a particular space
of invariants as a module over the chosen ring of primary invariants. It is interesting that
the right hand sides of (2.8, 2.9) are independent of the character. The formulas can be
compared to the invariant forms (2.11).
2.7 Ground Forms
In this section we consider the polynomial ring
R = C[U ]
as in Section 2.6. This time we fix the module U to the natural one of the binary polyhedral
groups, i.e. we have a monomorphism
σ : G♭ → SL(U) = SL2(C),
e.g. U = T♭4, O
♭
4 or Y
♭
2. We will relate orbits of the polyhedral group in the Riemann sphere
to forms in R, called ground forms.
Definition 2.7.1 (Algebraic sets). Let S ⊂ C[U ] and A ⊂ U . We denote the set of
common zeros of polynomials in S by
V(S) = {u ∈ U | f(u) = 0, ∀f ∈ S},
which is known as an algebraic set. Conversely, the set of polynomials vanishing on A is
denoted
N (A) = {f ∈ C[U ] | f(u) = 0, ∀u ∈ A}
and constitutes an ideal in C[U ].
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The zeros of a form p ∈ R is a collection of lines in U ∼= C2, since, by homogeneity,
p(tu) = tdeg pp(u), t ∈ C, u ∈ U . These zeros are thus well defined on the Riemann
sphere C ∼= CP 1. In other words, if q : C2 → CP 1 is the quotient map, a form p
has the property q−1(q(V(p) \ {0})) = V(p) \ {0}, whereas in general one can only say
q−1(q(V(p) \ {0})) ⊃ V(p) \ {0}. In what follows we will suppress q in the notation and
switch between points on the Riemann sphere and lines in U without mentioning it.
Definition 2.7.2 (The form vanishing on an orbit). For any G-orbit Γ on the Riemann
sphere, we define FΓ ∈ R|Γ| as the form vanishing on Γ, i.e. the generator of the ideal
N (Γ) = RFΓ.
This form FΓ is unique up to multiplicative constant. Moreover, there is a number νΓ ∈ N
such that
νΓ|Γ| = |G| .
For exceptional orbits we use a shorthand notation Fi = FΓi and νi = νΓi , i ∈ Ω, in
agreement with Section 2.1.
The forms Fi are relative invariants of G
♭. That is, g Fi = χi(g)Fi, ∀g ∈ G♭, where χi is a
one-dimensional character of G♭. Indeed, since the action of G permutes the zeros of Fi,
g Fi must be a scalar multiple of Fi. In fact, these forms generate the same ring as the
relative invariants of any Schur cover G♭ do, as follows from an induction argument on the
zeros [7, 53]
R[G
♭,G♭] = C[Fi | i ∈ Ω].
This is trivially true for the cyclic case, where [G♭, G♭] = 1, |Ω| = 2 and Fi is linear.
The forms F νii and F
νj
j of degree |G| vanish on different orbits if i 6= j. Therefore, any
orbit of zeros can be achieved by taking a linear combination of these two. If the orbit has
size equal to the order |G|, the zeros are simple. This can be done with any pair, F νjj and
F νkk , obtaining the same form. Hence, if |Ω| = 3, there is a linear relation between F νaa ,
F νbb and F
νc
c , as is well known [53], and we may choose our constants such that∑
i∈Ω
F νii = 0, |Ω| = 3. (2.10)
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There is no other algebraic relation between the forms F νii .
In the non-cyclic case, i.e. |Ω| = 3, we have elements of order νc = 2, which gives us the
following well known structure.
Proposition 2.7.3. For all non-cyclic binary polyhedral groups G♭,
R[G
♭,G♭] = C[Fa, Fb]⊕ C[Fa, Fb]Fc,
where Fa, Fb and Fc are the ground forms of G
♭ and there is no exceptional orbit larger
than Γc.
The structure of a particularly interesting subring, the ring of invariants RG
♭
, is more
complicated. We first consider another consequence of (2.10), namely, if gFi = χi(g)Fi,
then χνii = χ
νj
j , for all i, j ∈ Ω. This leads us to the next lemma.
Lemma 2.7.4. If N (Γi) = RFi for i ∈ Ω, then
F νii ∈ RG
♭
where νi =
|G|
|Γi|
.
Proof. For the cyclic group the statement follows immediately since then νi = N =
∣∣Z /N ∣∣
and therefore χνi = ǫ for any homomorphism χ : Z /N → C∗, where ǫ : G → {1} ⊂ C∗
denotes the trivial character.
By definition, χ
‖AG♭‖
j = ǫ, where AG is the abelianisation of G and ‖H‖ denotes the
exponent of H. Indeed, the image of χj is an abelian quotient of G
♭ and therefore a
subgroup of AG♭. To show that F νii is invariant for the non-cyclic groups one only needs
to find one j ∈ Ω such that χνjj = ǫ, thanks to the above observation that χνii = χνjj .
Thus it will suffice to find one particular order νi that is a multiple of ‖AG♭‖. The
abelianisations AG♭ (isomorphic to AG by Lemma 2.3.3) are shown in Table 2.2. One
finds ‖ADN‖ = ‖AO‖ = 2 = νc, ‖AT‖ = 3 = νb and ‖AY‖ = 1, proving the Lemma.
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The rings of invariants are
R
Z/N = C[FaFb, F
N
a + F
N
b ](1⊕ FNa − FNb ),
RDN = C[Fa, Fb] if N is odd,
RD2N = C[Fa, F
2
b ] if N is even,
RT
♭
= C[Fc, FaFb](1⊕ F 3a ),
RO
♭
= C[Fb, F
2
a ](1⊕ FaFc),
RY
♭
= C[Fa, Fb](1⊕ Fc).
(2.11)
The degrees di = degFi can be found in Table 2.2 and give the Poincare´ series
P
(
R
Z/N , t
)
= 1+t
N
(1−t2)(1−tN )
,
P
(
RDN , t
)
= 1
(1−t2)(1−tN )
,
P
(
RT
♭
, t
)
= 1+t
12
(1−t6)(1−t8)
,
P
(
RO
♭
, t
)
= 1+t
18
(1−t8)(1−t12)
,
P
(
RY
♭
, t
)
= 1+t
30
(1−t12)(1−t20)
.
(2.12)
One can confirm (2.8) for all of these rings, and (2.9) for all but the dihedral invariants.
Indeed, DN is not a subgroup of SL2(C).
Chapter 3
Invariants of Polyhedral Groups
This chapter lays the foundation of the invariants of Automorphic Lie Algebras (see Concept
1.3.1) that we will find in this thesis, and is in this sense the most important chapter. It
only concerns the theory of finite groups and their invariants; Lie algebras will not enter the
story until the next chapter. It is this group theory that explains the group-independence
of Automorphic Lie Algebras found to date.
Henceforth G will be a polyhedral group (cf. Section 2.1) and G♭ the corresponding binary
group (cf. Section 2.4), unless otherwise stated. We recall the presentations
G = 〈ga, gb, gc | gaνa = gbνb = gcνc = gagbgc = 1〉
G♭ = 〈ga, gb, gc | gaνa = gbνb = gcνc = gagbgc〉
where in the noncyclic case the numbers νi, i ∈ Ω = {a, b, c}, are given by Table 3.1.
Table 3.1: Orders of non-cyclic polyhedral groups.
G (νa, νb, νc) |G|
DN (N, 2, 2) 2N
T (3, 3, 2) 12
O (4, 3, 2) 24
Y (5, 3, 2) 60
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3.1 Representations of Binary Polyhedral Groups
In this section we discuss both linear and projective representations of (binary) polyhedral
groups. We find some interesting general properties of these representations, most notably
Lemma 3.1.4 and Theorem 3.1.7, specific to this class of groups, suggesting these results
are related to the group of automorphisms of the Riemann sphere.
Before we get there, we want to distinguish two types of linear representations of binary
polyhedral groups G♭. Since we have a homomorphism π : G♭ → G, any representation of G
can be extended to a representation of G♭ by composition with π. The other representations
of G♭ will be called spinorial, following [50]. It is useful to elaborate on this point.
We recall from Section 2.3 that an irreducible representation τ : G♭ → GL(V ) of a binary
polyhedral group induces a projective representation ρ˜ : G→ GL(V ) of a polyhedral group
through a section s : G → G♭ by defining ρ˜ = τ ◦ s. The section defines the cocycle
of ρ˜. The map ρ˜ is related to a homomorphism ρ : G → PGL(V ) by ρ = q ◦ ρ˜ where
q : GL(V ) → PGL(V ) is the quotient map. One can go from the homomorphism ρ to
the map ρ˜ using a section b : PGL(V ) → GL(V ) by defining ρ˜ = b ◦ ρ. To a projective
representation ρ or ρ˜ is related a linear representation τ : G♭ → GL(V ) by Theorem 2.3.1.
Z G♭ G
CId GL(V ) PGL(V )
τ
π
q
τ˜
ρ˜
ρ
s
b
Definition 3.1.1 (Spinorial representations). The linear representation τ or the projective
representation ρ˜ or ρ is called nonspinorial if one of the following equivalent statements
hold. Otherwise it is called spinorial.
1. The representation τ : G♭ → GL(V ) factors through G via the epimorphism π : G♭ →
G. That is, there exists a homomorphism τ˜ : G → GL(V ) such that τ = τ˜ ◦ π,
which is true if and only if Z < ker τ .
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2. The cocycle c in ρ˜(g)ρ˜(h) = c(g, h)ρ˜(gh), ∀ g, h ∈ G, is a coboundary, i.e. there
exists an equivalent projective representation τ˜ : G → GL(V ) which is also an
ordinary representation.
3. The homomorphism ρ : G→ PGL(V ) factors through GL(V ) via the quotient map
q : GL(V )→ PGL(V ), that is, there exists a homomorphism τ˜ : G→ GL(V ) such
that ρ = q ◦ τ˜ .
Let us show the equivalence. Suppose we have a nonspinorial representation τ = τ˜ ◦ π as
in (1). Then ρ˜ = τ ◦ s = τ˜ ◦ π ◦ s = τ˜ . This is a homomorphism, hence we have (2).
For the other direction, let ρ˜ = τ ◦ s be a homomorphism, i.e. satisfy (2). We know s is
not a homomorphism, since otherwise G is a finite subgroup of SL2(C), contradicting the
classification results. Therefore there exists g, h ∈ G such that s(g)s(h) = z(g, h)s(gh)
where z(g, h) is the nontrivial element in Z. Then
ρ˜(gh) = ρ˜(g)ρ˜(h) = τ(s(g))τ(s(h))
= τ(s(g)s(h)) = τ(z(g, h)s(gh))
= τ(z(g, h))τ(s(gh)) = τ(z(g, h))ρ˜(gh)
and therefore τ(z(g, h)) = Id and Z < ker τ . Hence (1). The equivalence of (2) and (3)
follows from the relation q ◦ ρ˜ = ρ.
One can spot the spinorial and nonspinorial representations in the character table of G♭
(cf. sections 2.2.2 and 2.5) in the columns where all values have maximal norm |χ(z)| =
χ(1), ∀χ ∈ IrrG♭. These are the columns of the central elements. Indeed, χ(z) is a sum
of χ(1) roots of unity, which implies |χ(z)| ≤ χ(1) and if χ is faithful then
|χ(z)| = χ(1)⇔ ρχ(z) = cId⇔ z ∈ Z(G♭).
The last implication from left to the right uses faithfulness of χ and the implication from
right to left uses Schur’s Lemma and irreducibility.
In Section 2.4 we found that Z = Z(G♭) = Z /2 if Z(G
♭) 6= G♭ in which case χ(z) = ±χ(1)
if z ∈ Z. This leads us to the following.
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Observation 3.1.2. An irreducible character χ of a non-abelian binary polyhedral group is
spinorial if and only if χ(z) 6= χ(1), where z = gagbgc is the unique nontrivial central group
element.
Some interesting properties of representations of binary polyhedral groups can be deduced
in general.
Lemma 3.1.3. All odd-dimensional irreducible projective representations of polyhedral
groups are nonspinorial.
Proof. In the setting of this chapter, the kernel of the extension is Z ∼= Z /2 . Consider an
odd-dimensional irreducible projective representation of G. Its cocycle equals the cocycle
of the one-dimensional projective representation defined by taking the determinant of the
former representation. But cocycles of one-dimensional projective representations are always
trivial, by Lemma 2.3.3, as desired.
The following lemma and its consequences about spinoral and nonspinorial representations
will be used throughout the rest of the thesis. The special case of the icosahedral group is
discussed by Lusztig [32] where it is attributed to Serre.
Lemma 3.1.4. If V is a spinorial G♭-module then V 〈gi〉 = 0 for all i ∈ Ω. If V is a
nonspinorial G♭-module then
(|Ω| − 2) dimV + 2dimV G♭ =
∑
i∈Ω
dimV 〈gi〉.
This result will mostly be used for nontrivial irreducible representations V of non-cyclic
polyhedral groups. In that case the formula simplifies to
dimV =
∑
i∈Ω
dimV 〈gi〉.
Proof. Averaging over the group gives a projection 12νi
∑2νi−1
j=0 g
j
i : V → V 〈gi〉. If V is
irreducible then the central element z ∈ G♭ is represented by a scalar (Schur’s Lemma
2.2.2) and since z2 = 1 this scalar is −Id if V is spinorial and Id when V is nonspinorial.
In the former case V 〈gi〉 = Im 12νi
∑2νi−1
j=0 g
j
i = Im
1
2νi
(∑νi−1
j=0 g
j
i − gji
)
= 0.
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Now suppose that V is nonspinorial, so that the action is effectively from G. We will use
the description of G as being covered by stabiliser subgroups Gλ = {g ∈ G | gλ = λ} of
the action on the Riemann sphere C ∋ λ (cf. Section 2.1). That is,
G \ {1} =
⋃
λ∈C
Gλ \ {1} =
⋃
i∈Ω, λ∈Γi
Gλ \ {1}.
Notice also that each nontrivial group element appears exactly twice on the right hand side,
since each nontrivial rotation of the sphere fixes two points.
Stabiliser subgroups Gλ and Gµ are conjugate if λ and µ share an orbit (Gλ = Gµ⇔ ∃g ∈
G : gλ = µ⇒ Gµ = gGλg−1). In particular gV Gλ = V Gµ so that the dimension dimV Gλ
is constant on orbits. Therefore it is for the purpose of this proof sufficient to take one
representative 〈gi〉 of the collection of stabiliser subgroups belonging to each exceptional
orbit Γi.
Again we use the projection operator 1|G|
∑
g∈G g : V → V G, this time with the general
fact that a projection operator is diagonalisable and each eigenvalue is either 0 or 1. Thus
one can see that its trace equals the dimension of its image: tr 1|G|
∑
g∈G g = dimV
G. Let
χ be the character of V (cf. Section 2.2.2). Then
2 dimV G = 2 tr
1
|G|
∑
G
g =
2
|G|
∑
G
χ(g)
=
2
|G|

χ(1) + ∑
G\{1}
χ(g)


=
2χ(1)
|G| +
1
|G|
∑
i∈Ω
∑
λ∈Γi
∑
g∈Gλ\{1}
χ(g)
=
2χ(1)
|G| +
1
|G|
∑
i∈Ω
∑
λ∈Γi
(
νi dimV
〈gi〉 − χ(1)
)
=
2χ(1)
|G| +
1
|G|
∑
i∈Ω
di
(
νi dimV
〈gi〉 − χ(1)
)
=
2χ(1)
|G| +
∑
i∈Ω
dimV 〈gi〉 − χ(1)|G|
∑
i∈Ω
di.
Now we use (2.2) to see that
∑
i∈Ω di = (|Ω| − 2)|G|+ 2 and obtain the result.
One consequence of this result is that any vector in a representation of a relevant group is
the sum of a ga-, a gb- and a gc-invariant.
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Corollary 3.1.5. If V is a representation of a non-cyclic polyhedral group then
V = V 〈ga〉 + V 〈gb〉 + V 〈gc〉
and the sum is direct if and only if V G = 0.
Proof. Since any two of the three generators of G generate the whole group, that is,
〈gi, gj〉 = G if i, j ∈ Ω, i 6= j, we have V 〈gi〉 ∩ V 〈gj〉 = V G. Now we count the dimension
dim
(
V 〈ga〉 + V 〈gb〉 + V 〈gc〉
)
=
∑
i∈Ω
dimV 〈gi〉 −
∑
{i,j}⊂Ω, i 6=j
dim
(
V 〈gi〉 ∩ V 〈gj〉
)
+ dim
(
V 〈ga〉 ∩ V 〈gb〉 ∩ V 〈gc〉
)
=
∑
i∈Ω
dimV 〈gi〉 − 2 dimV G = dimV
where the last equality is given by Lemma 3.1.4.
Since we have all the character tables available (cf. Section 2.5), it is not hard to find the
dimension of the space V 〈gi〉 of gi-invariants in a G-module V . Indeed, these are simply the
traces of the projection operators: dimV 〈g〉 = 1νi
∑νi−1
j=0 χ(g
j
i ) and we list them in Table
3.2. Notice that the second row in this table equals the sum of the last three, in agreement
with Lemma 3.1.4.
Table 3.2: Dimensions dimV 〈gi〉, i ∈ Ω for all nontrivial irreducible representations V of
non-cyclic polyhedral groups.
χ2 χ3 χ4 ψj T2 T3 T7 O2 O3 O6 O7 Y4 Y5 Y6 Y8
1 1 1 1 2 1 1 3 1 2 3 3 3 3 4 5
ga 1 0 0 0 0 0 1 0 1 0 1 1 1 0 1
gb 0 0 1 1 0 0 1 1 0 1 1 1 1 2 1
gc 0 1 0 1 1 1 1 0 1 2 1 1 1 2 3
The next lemma is not restricted to polyhedral groups.
Lemma 3.1.6. Let CG denote the regular representation of a finite group G. If H < G is
a subgroup then
dimCGH = [G : H]
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where [G : H] = |G||H| is the index of H in G.
Proof. Denote an arbitrary vector v ∈ CG by ∑g∈G cgg. Invariance of v under h ∈ H
means
∑
g∈G
cgg = v = h
−1v = h−1
∑
g∈G
cgg =
∑
g∈G
cgh
−1g =
∑
g∈G
chgg.
In other words, v ∈ CGH if and only if chg = cg for all g ∈ G and h ∈ H, i.e. c : G → C
is constant on cosets of H, leaving a vector space of dimension |G||H| .
Applied to a polyhedral group and a stabiliser subgroup of its action on the sphere, Lemma
3.1.6 reads
dimCG〈gi〉 = dimCG♭
〈gi〉
= di (3.1)
were we consider gi in G or G
♭ accordingly. The dimension is the same because the order
of the group and the subgroup are both doubled when going to the binary case. Notice
how this result satisfies Lemma 3.1.4, considering Equation (2.2).
This section will be concluded with the first instance of a recurring theme in this text. A
seemingly group-dependent object turns out to be group-independent. The value of the
theorem will become apparent in Chapter 4.
Theorem 3.1.7. Let τ : G♭ → GL(V ) be an irreducible representation of a binary polyhe-
dral group. Given a section s : G→ G♭, the multiplicities of eigenvalues of τ(s(gi)) depend
only on i ∈ Ω and dimV , not on the choice of binary polyhedral group G♭ nor the choice
of the section. The partitions are listed in Table 3.3.
Proof. Cyclic groups only have one-dimensional irreducible representations, hence these
only play a part in the trivial first row of Table 3.3. In the proof below we assume that G♭
is non-cyclic.
We denote the multiplicities of eigenvalues of τ(s(gi)) by (mi,1, . . . ,mi,ki). Consider the
action of s(gi) on V ⊗ V ∗ = End(V ). Different choices of coset representative of s(gi)Z
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Table 3.3: Eigenvalue multiplicities of τ(gi) for irreducible representations τ : G
♭ → GL(V ).
dimV a b c
1 (1) (1) (1)
2 (1, 1) (1, 1) (1, 1)
3 (1, 1, 1) (1, 1, 1) (2, 1)
4 (1, 1, 1, 1) (2, 1, 1) (2, 2)
5 (1, 1, 1, 1, 1) (2, 2, 1) (3, 2)
6 (2, 1, 1, 1, 1) (2, 2, 2) (3, 3)
only differ by a central element, which acts trivially on End(V ) by Schur’s Lemma. In other
words, the action of G♭ on End(V ) is nonspinorial; it is a G-module.
In a basis where τ(s(gi)) is diagonal, one can quickly check that
dimEnd(V )〈gi〉 =
ki∑
r=1
m2i,r.
By Schur’s Lemma, dimEnd(V )G
♭
= 1 so that Lemma 3.1.4 for the non-cyclic groups
reads
∑
i∈Ω
ki∑
r=1
m2i,r =
∑
i∈Ω
dimEnd(V )〈gi〉
= dimEnd(V ) + 2 dimEnd(V )G
♭
= n2 + 2,
where n = dimV .
Now, using the order νi of gi, one can find a lower bound for each dimension
∑ki
r=1m
2
i,r.
This can be done by arguing that τ(s(gi)) can have at most min{νi, n} distinct eigenvalues,
i.e.
ki ≤ min{νi, n}.
Indeed s(gi)
νi ∈ kerπ < Z(G♭) and τ is irreducible so Schur’s Lemma ensures τ(s(gi))νi
is a scalar. Each eigenvalue of τ(gi) is a νi-th root of this scalar, which leaves νi options.
Observe that min{νi, n} is independent of the choice of binary polyhedral group. This
follows because when the dimension n of the irreducible representation increases, certain
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groups drop out of the equation, see Section 2.5. This happens precisely at the number n
where one would otherwise see variation in min{νi, n}, cf. Table 3.4.
Table 3.4: The minima min{νi, n} of the orders νi and the dimension of a simple module
of a binary polyhedral group.
n involved groups a b c
1 Z /N , DicN , T
♭, O♭, Y♭ 1 1 1
2 DicN , T
♭, O♭, Y♭ 2 2 2
3 T♭, O♭, Y♭ 3 3 2
4 O♭, Y♭ 4 3 2
5 Y♭ 5 3 2
6 Y♭ 5 3 2
Consider the mapD : (m1, . . . ,mk) 7→
∑k
r=1m
2
r . We will look for a partition (m1, . . . ,mk)
of n that minimises D. If we move a unit in the partition then the value of D changes by
D ((m1, . . . ,mk))−D ((m1, . . . ,mr + 1, . . . ,mr′ − 1, . . . ,mk)) = 2(mr −mr′ + 1).
We see that D can be decreased by this move if and only if there are two parts mr and
mr′ such that |mr −mr′ | > 1. Such a partition is therefore not minimizing.
But for eachK ≤ n there is only one partition (m1, . . . ,mK) of n where any two parts differ
by at most one. Hence this is a minimiser and the global minimiser over all partitions with
at most K parts. These minimisers, with K = Ki = min{νi, n}, are listed in Table 3.3.
Finally, we check that all the minimisers together satisfy the equation
∑
i∈Ω
∑ki
r=1m
2
i,r =
n2 + 2 that we established earlier, therefore no other partitions are possible.
3.2 Invariant Vectors and Fourier Transforms
In order to study Automorphic Lie Algebras through classical invariant theory, one needs to
get a handle on invariant vectors, also known as equivariant vectors,
(Vχ ⊗R)G♭ ,
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where Vχ is a finite dimensional G
♭-module and R = C[U ] the polynomial ring on the
natural representation U of G♭. We start with the example of the dihedral group, where all
these spaces of invariant vectors can be found by hand. They are apparently well known,
but a good reference is hard to find.
3.2.1 Vectors with Dihedral Symmetry
In Section 2.5 we described the characters of the dihedral group. Now we want to con-
sider explicit matrices for the representation ρ : DN → GL(Vψj ). The matrices are only
determined up to conjugacy, i.e. choice of basis. We will consider here the choice
ρr =

ωjN 0
0 ωN−jN

 , ρs =

0 1
1 0

 , (3.2)
where ωN = e
2πi
N . By confirming that the group relations ρNr = ρ
2
s = (ρrρs)
2 = Id hold
and that the trace ψj = tr ◦ρ is given by (2.7) one can check that this is indeed the correct
representation.
If one knows the space of invariants V G, when G is represented by ρ, then one can read-
ily find the space of invariants belonging to an equivalent representation ρ′, because the
invertible transformation T that relates the equivalent representations, Tρg = ρ
′
gT , also
relates the spaces of invariants: V ρ
′(G) = TV ρ(G).
Suppose {X,Y } is a basis for V ∗ψ1 , corresponding to (3.2). One then finds the relative
invariant forms (3.3) as in Example 2.6.4:
Fa = XY , Fb =
XN + Y N
2
, Fc =
XN − Y N
2
. (3.3)
These forms satisfy one algebraic relation:
FNa − F 2b + F 2c = 0. (3.4)
We will show that the invariant vectors over R = C[X,Y ] are given by
(
Vψj ⊗R
)DN =



Xj
Y j

⊕

Y N−j
XN−j



⊗ C[Fa, Fb] (3.5)
where the sum is direct over the ring C[Fa, Fb].
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An object is invariant under a group action if it is invariant under the action of all generators
of a group. To find all DN = 〈r, s〉-invariant vectors we first look for the 〈r〉 = Z /N -
invariant vectors and then average over the action of s to obtain all dihedral invariant
vectors.
The space of invariant vectors is a module over the ring of invariant forms. When searching
for Z /N -invariant vectors, one can therefore look for invariants modulo powers of the
Z /N -invariant formsXY ,X
N and Y N . Moreover, we use a basis {e1, e2} that diagonalises
the cyclic action, cf. (3.2). Therefore, one only needs to investigate the vectors Xdei and
Y dei for d ∈ {0, . . . , N − 1} and i ∈ {1, 2}.
We have rXd = ω−dN X
d and re1 = ω
j
Ne1 hence
rXde1 = ω
j−d
N X
de1.
We want to solve ωj−dN = 1, i.e. d− j ∈ ZN , and find d ∈ (j+ZN)∩{0, . . . , N − 1} = j.
That is, Xje1 is invariant under the action of 〈r〉 ∼= Z /N .
Now consider the next one, rY de1 = ω
d+j
N Y
de1. We solve ω
d+j
N = 1 i.e. d+ j ∈ ZN . This
implies d ∈ (N − j + ZN) ∩ {0, . . . , N − 1} = N − j, therefore rY N−je1 = Y N−je1 is
invariant.
Similarly one finds the invariant vectors Y je2 and X
N−je2, and thus we show that the
invariant vectors
(
Vψj ⊗ C[X,Y ]
)Z/N are given by



Xj
0

+

 0
Y j

+

Y N−j
0

+

 0
XN−j



⊗ C[X,Y ]Z/N .
If we use the fact C[X,Y ]
Z/N = (1⊕Fc)⊗C[Fa, Fb] this space is generated as a C[Fa, Fb]-
module by the vectors
Xj
0

 ,

 0
Y j

 ,

Y N−j
0

 ,

 0
XN−j

 ,
Fc

Xj
0

 , Fc

 0
Y j

 , Fc

Y N−j
0

 , Fc

 0
XN−j

 .
It turns out the above vectors are dependent over the ring C[Fa, Fb]. One finds for instance
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that
Fc

Xj
0

 = P (Fa, Fb)

Xj
0

+Q(Fa, Fb)

Y N−j
0


if P (Fa, Fb) = Fb and Q(Fa, Fb) = −F ja , hence this vector is redundant. Similarly, the
other vectors with a factor Fc can be expressed in terms of the vectors without this factor.
The remaining vectors between the brackets are independent over the ring C[Fa, Fb]. Indeed,
let P,Q ∈ C[Fa, Fb] and consider the equation
PXj +QY N−j = 0 .
If the equation is multiplied by Y j we find
PF ja +QY
N = PF ja +Q(Fb − Fc) = 0 .
Now one can use the fact that all terms are invariant under the action of s except for QFc
to see that Q = 0, and hence P = 0. Similarly PY j + QXN−j = 0 implies P = Q = 0.
Therefore we have a direct sum
(
Vψj ⊗R
)Z/N =



Xj
0

⊕

 0
Y j

⊕

Y N−j
0

⊕

 0
XN−j



⊗ C[Fa, Fb] .
To obtain DN -invariants we apply the projection
1
2(1 + s). Observe that the DN -invariant
polynomials move through this operator so that one only needs to compute
1
2
(1 + s)

Xj
0

 = 1
2

Xj
Y j

 = 1
2
(1 + s)

 0
Y j


and
1
2
(1 + s)

Y N−j
0

 = 1
2

Y N−j
XN−j

 = 1
2
(1 + s)

 0
XN−j

 .
These two vectors are independent over the ring by the previous reasoning, and we have
obtained (3.5).
Remark 3.2.1. If one allows the representation with basis {X,Y } to be non-faithful, several
more cases appear. However, they are not more interesting than what we have seen so far,
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which is why we decided not to include them in the discussion. Summarised, the more
general situation
(
Vψj ⊗ C[Vψj′ ]
)DN
is as follows. Let ρj be the representation with character ψj . If DN
/
ker ρj is a quotient
group of DN
/
ker ρj′ then everything is the same as above except that N will be replaced
by N ′ = Ngcd(N,j′) since ρj′(DN )
∼= DN ′ . If on the other hand DN
/
ker ρj is not a quotient
group of DN
/
ker ρj′ , then there are no nonzero invariants. Indeed, then the character
ψj = ψj cannot appear in the DN
/
ker ρj′ -module C[Vψj′ ], cf. Section 3.2.2.
The results of this subsection are summarised in Table 3.5 and Table 3.6, where the ground
forms are given by (3.3).
Table 3.5: Module generators ηi in (Vχ ⊗R)DN =
⊕
iC[Fa, Fb]ηi, N odd.
χ χ1 χ2 ψj
ηi 1 Fc

Xj
Y j

 ,

Y N−j
XN−j


Table 3.6: Module generators ηi in (Vχ ⊗R)D2N =
⊕
iC[Fa, F
2
b ]ηi.
χ χ1 χ2 χ3 χ4 ψj
ηi 1 FbFc Fb Fc

Xj
Y j

 ,

Y 2N−j
X2N−j


With regard to Table 3.6 we recall that the ground forms Fi are defined by the action of
the group on the Riemann sphere, and is therefore related to the polyhedral group G = DN
rather than the Schur cover of choice G♭ = D2N .
3.2.2 Fourier Transform
All the information of invariant vectors is contained in the polynomial ring R. Indeed, the
module of invariant vectors (Vχ ⊗ R)G and the isotypical component Rχ are equivalent
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in the following sense. There is precisely one invariant in Vψ ⊗ R for each copy of Vψ in
R and nothing more, because (Vψ ⊗ Vχ)G ∼= HomG(Vψ, Vχ) and Schur’s Lemma (Section
2.2) states the latter space is one-dimensional if χ = ψ and zero otherwise. In particular,
we have the relation of Poincare´ series
P (Rχ, t) = χ(1)P ((Vχ ⊗R)G, t). (3.6)
But we have in fact more than that. Fourier decomposition allows us to construct invariant
vectors from the forms in Rχ.
Example 3.2.2. If e1 =
(
1 0
)T
and e2 =
(
0 1
)T
are basis vectors for an irreducible
G-module and {X,Y } is its dual basis, then
Xe1 + Y e2 =

X
Y


is the unique invariant vector in the tensor product of the two representations, the trace of
the bases.
There is of course more in this four-dimensional tensor product. For example, if the original
representation is the two-dimensional irreducible representation ψ of D3 then the tensor
product has character ψψ = ǫ + χ + ψ. The χ-component is C(Xe1 − Y e2) and the
ψ-component has basis {Xe2, Y e1}.
Another (dual) basis for ψ in R is {Y 2, X2}, cf. Example 2.6.2, so a second invariant vector
is
Y 2e1 +X
2e2 =

Y 2
X2

 .
Compare with (3.5).
In general the Fourier transform can be described as follows. Let W be a finite dimensional
module of a finite group G♭ and let {wi | i = 1, . . . , dimW} be a basis of W . Then W
can be decomposed as a direct sum of irreducible representations of G♭ as follows.
Let V be such an irreducible G♭–representation and let {vj | j = 1, . . . , dimV ∗} be a basis
of V ∗. Let (χW , χV ) be the multiplicity of V in W (that is, V occurs as a direct summand
Chapter 3. Invariants of Polyhedral Groups 56
in W (χW , χV ) times) and consider the space of invariants (W ⊗ V ∗)G♭ with basis
{
uk =
∑
i,j
uki,j wi ⊗ vj | k = 1, . . . , (χW , χV )
}
.
The uk are traces of the basis of V ∗ and its canonical dual basis, a basis for V . By the
expression for uk we find (χW , χV ) V -bases {vkj =
∑
i η
k
i,jwi | j = 1, . . . , dimV } in W . In
practice we take a general element
∑
i,j Ci,j wi⊗vj inW⊗V ∗ and require this element to be
invariant under the action of the generators of G♭ to obtain elements Uk =
∑
i,j η
k
i,j wi⊗vj .
If we now do the same construction for U ⊗ V we find V ∗-bases in U . Taking the trace
with each V -basis in W results in (χW , χV )(χU , χV ) linearly independent elements of
(W ⊗ U)G♭ . The space spanned by these elements will be denoted by (W ⊗ U)G♭χV . We
have
(W ⊗ U)G♭ =
⊕
χ∈IrrG♭
(W ⊗ U)G♭χ .
This method can be applied to V ⊗R to find invariant vectors.
3.2.3 Evaluations
Obtaining explicit descriptions of invariant vectors as a set of generators over a ring of in-
variant forms, e.g. Section 3.2.1, is often a substantial computational problem. On the other
hand, describing the finite dimensional vector space that one would get after evaluating the
space of invariant vectors in a single point turns out to be much simpler. One can circum-
vent the problem of determining all invariant vectors by using the regular representation of
the group and an interpolating function.
Proposition 3.2.3. Suppose a finite group G acts on a vector space V and the Riemann
sphere C. The space of invariant V -valued rational maps
(
V ⊗M(C)Γ
)G
can be evaluated
at a point µ in its holomorphic domain C\Γ to obtain a vector subspace of V . This results
in
(
V ⊗M(C)Γ
)G
(µ) = V Gµ
where Gµ = {g ∈ G | gµ = µ} is the stabiliser subgroup.
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Proof. By definition
(
V ⊗M(C)Γ
)G
(µ) ⊂ V Gµ . (3.7)
Lemma 3.1.6 gives information on the right hand side of this inclusion:
∑
χ∈Irr(G)
χ(1) dimV
Gµ
χ = dim

 ⊕
χ∈Irr(G)
χ(1)Vχ


Gµ
= dim(CG)Gµ = [G : Gµ].
For brevity we define
dµ = [G : Gµ] = |Gµ|.
Now it is sufficient to show that
dim
(
CG⊗M(C)Γ
)G
(µ) =
∑
χ∈Irr(G)
χ(1) dim
(
Vχ ⊗M(C)Γ
)G
(µ) ≥ dµ
so that the left hand side of (3.7) is at least as big as the right hand side.
A |G|-tuple of functions fg ∈ M(C)Γ defines a vector
∑
g∈G fgg ∈ CG ⊗ M(C)Γ,
which is invariant if and only if
∑
g∈G fg(λ)g = h
∑
g∈G fg(λ)g =
∑
g∈G fg(h
−1λ)hg =∑
g∈G fh−1g(h
−1λ)g, i.e.
fg(λ) = fhg(hλ), ∀g, h ∈ G, ∀λ ∈ C.
In particular, a tuple of rational functions (fg | g ∈ G) related to an invariant is defined by
one function, e.g. f1, since fg(λ) = fg−1g(g
−1λ) = f1(g
−1λ). Conversely, any one function
f1 ∈M(C)Γ gives rise to an invariant in CG⊗M(C)Γ.
Consider a left transversal {h1, . . . , hdµ} ⊂ G of Gµ. That is, a set of representatives of
left Gµ-cosets. We have a disjoint union
G =
dµ⊔
i=1
hiGµ.
Define dµ vectors vi ∈ C|G| by vi = (f(h−1i g−1µ) | g ∈ G) where f ∈ M(C)Γ. Then
vi ∈
(
CG⊗M(C)Γ
)G
(µ). We are done if we can show that these vectors are linearly
independent for at least one choice of f .
If g−1 and g′−1 are in the same coset hjGµ then f(h
−1
i g
−1µ) = f(h−1i g
′−1µ) = f(h−1i hjµ).
Therefore we might as well restrict our attention to the square matrix f(h−1i hjµ).
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The point µ appears precisely once in every row and every column of (h−1i hjµ). Indeed,
if h−1i hjµ = h
−1
i hj′µ then h
−1
j hj′ ∈ Gµ, i.e. hjGµ ∋ hj′ and therefore hj = hj′ . On the
other hand, if h−1i hjµ = h
−1
i′ hjµ = µ then h
−1
i , h
−1
i′ ∈ Gµh−1j i.e. hi, hi′ ∈ hjGµ which
implies hi = hi′ = hj .
The proof follows by showing existence of a function f ∈M(C)Γ such that the determinant
det(f(h−1i hjµ)) 6= 0. But for any numbers (c1, . . . , cdµ) there exists an interpolating
polynomial p of degree ≤ dµ ≤ |G| such that p(hiµ) = ci if the points {hiµ | i = 1, . . . , dµ}
are all distinct. Indeed, this follows from the well known Vandermonde determinant. This
polynomial p, which has a pole at infinity, defines an invariant vector with poles at the orbit
G∞. To move the pole of p to a point µ¯ ∈ Γ we simply multiply by a power of 1λ−µ¯ :
f =
p
(λ− µ¯)dµ .
If, in this construction, we choose p to take the values ci = δ1i, Kronecker delta, then
f(h−1i hjµ) is a matrix with precisely one nonzero entry at each row and each column, and
we see that det(f(h−1i hjµ)) 6= 0, as desired.
Remark 3.2.4. Proposition 3.2.3 can be generalised to other than just rational function
spaces. For example, multivariate polynomials C[U ]. The proof will only differ in the
existence of an interpolating function in the chosen function space. This can get rather
complicated and may introduce more constraints on the orbit of the transversal {hiµ | i =
1, . . . , dµ}, cf. [39].
Example 3.2.5. To illustrate the proof of Proposition 3.2.3, we look at the dihedral group
D3 = 〈r, s | r3 = s2 = (rs)2 = 1〉 and consider the representation V = Vψ1 with basis
corresponding to (3.2) and we use the action on the Riemann sphere
rλ = ω3λ, sλ =
1
λ
,
where ω3 is a primitive cube root of unity.
If µ ∈ C is an arbitrary point, we have orbit
D3µ =
{
µ, rµ, r2µ, sµ, rsµ, r2sµ
}
=
{
µ, ω3µ, ω
2
3µ,
1
µ
,
ω3
µ
,
ω23
µ
}
.
Chapter 3. Invariants of Polyhedral Groups 59
The stabiliser subgroups are
(D3)µ =


〈r〉 if µ ∈ {0,∞},
〈s〉 if µ ∈ {1,−1},
〈rs〉 if µ ∈ {ω23,−ω23},
〈r2s〉 if µ ∈ {ω3,−ω3},
1 otherwise.
In the proof of Proposition 3.2.3 we consider invariant vectors in the regular representation(
CD3 ⊗M(C)Γ
)D3 and evaluate them at µ. The claim is that the dimension of the space
one ends up with equals the size of the orbit, |D3µ|.
We will work out the details of two cases. First we take
µ = 1
so that (D3)µ = 〈s〉 and |D3µ| = 3. A transversal for the stabiliser subgroup is
{1, r, r2}
which happens to be another subgroup, making it easier to see that the matrix (r−irjµ)
has precisely one µ in each row and in each column.
For any polynomial p, the vector (p, p ◦ r−1, p ◦ r−2, p ◦ s−1, p ◦ (rs)−1, p ◦ (r2s)−1) is an
invariant in CD3 ⊗M(C). In the proof we claim that there is an interpolating polynomial
p of degree at most 2 such that p(riµ) = δ0i. This works with
p = 1/3(1 + λ+ λ2).
If we allow poles at Γ = {0,∞} then p = f is already in the correct function spaceM(C)Γ.
The three polynomials p, p ◦ r−1 and p ◦ r−2 yield invariant vectors which, evaluated at
µ = 1, are
(1, 0, 0, 1, 0, 0)
(0, 0, 1, 0, 0, 1)
(0, 1, 0, 0, 1, 0)
and therefore dim(CD3 ⊗M(C)Γ)D3(µ) ≥ 3 = |D3µ|.
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For the second example we consider a full orbit,
µ = i,
so that (D3)µ = 1 and |D3µ| = 6. The transversal of the stabiliser group is the full group
D3. The polynomial
p = 1/6(1− iλ− λ2 + iλ3 + λ4 − iλ5)
satisfies p(g−1µ) = δ1g and the invariant vectors generated by p ◦ g−1 evaluate at µ = i to
the six canonical basis elements of CD3.
3.3 Homogenisation
Automorphic Lie Algebras are rational objects on a Riemann surface. In this section we
take some preparatory steps to aid the transition from polynomial to rational structures.
It is well known that the field of meromorphic, or rational functions on the Riemann sphere
M(C) can be identified with the field of quotients of forms in two variables of the same
degree, as follows. We start by defining
λ =
X
Y
to identify the Riemann sphere C ∋ λ with the projective space CP 1 ∋ (X,Y ). To a
polynomial p(λ) of degree d one can relate a form P (X,Y ) of the same degree by
p
(
X
Y
)
= Y −dP (X,Y ). (3.8)
In particular p(λ) = P (λ, 1). Then, any rational function in λ becomes
p(λ)
q(λ)
=
Y − deg pP (X,Y )
Y − deg qQ(X,Y )
=
Y deg qP (X,Y )
Y deg pQ(X,Y )
a quotient of two forms (automatically of the same degree). There are however different
forms resulting in the same quotient. The other way around, a quotient of two forms of
identical degree d is a rational function of λ,
P (X,Y )
Q(X,Y )
=
Y −dP (X,Y )
Y −dQ(X,Y )
=
p(λ)
q(λ)
.
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Mo¨bius transformations on λ and linear transformation on (X,Y ) by the same matrix
g =

a b
c d

 commute with the map φ : (X,Y ) 7→ λ:
gφ(X,Y ) = gλ =
aλ+ b
cλ+ d
=
aX + bY
cX + dY
= φ(aX + bY, cX + dY ) = φ(g(X,Y )).
However, two matrices yield the same Mo¨bius transformation if and only if they are scalar
multiples of one another. Therefore we allow the action on (X,Y ) ∈ C2 to be projective
in order to cover all possible actions on C; we require homomorphisms ρ : G→ PGL(C2).
The polynomial framework has some advantages over the rational framework. Most notably,
the results of classical invariant theory (cf. Section 2.6) are at our disposal. Trying to exploit
this, we will work over the polynomial ring for as long as it is fruitful, before going to the
rational functions.
The transition process from forms to rational functions is called homogenisation (even
though this term is overused and there is some ambiguity). A form in two variables, which
is a polynomial of homogeneous degree in X and Y , is homogenised if it is divided by a
form of the same degree, to obtain an object of degree 0, or a rational function of XY = λ.
Equation (3.8) is an example of this process. The denominator determines the location of
the poles on the Riemann sphere, e.g. ∞ in the case of (3.8).
By defining two operators, we formalise this process while at the same time creating
an intermediate position, which will be our preferred place to work. Concretely, we de-
fine prehomogenisation P and homogenisation H, which will take us from (V ⊗ R)G♭ to
(V ⊗ M(C)Γ)G in two steps. By taking just the first step, one can study (V ⊗M(C)Γ)G
while holding on to the degree information of the homogeneous polynomials in R.
Definition 3.3.1 (Prehomogenisation). Let U be a vector spaces and R = C[U ] a polyno-
mial ring. Define Pd : R→ R to be the linear projection operator
PdP =

 P if d | degP ,0 otherwise,
killing all forms of degree not divisible by d.
Elements of V are considered forms of degree zero in the tensor product V ⊗ R with a
polynomial ring. The prehomogenisation operator is thus extended Pd : V ⊗ R → V ⊗ R
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sending a basis element v ⊗ P to
Pd(v ⊗ P ) = Pdv ⊗ PdP = v ⊗ PdP.
Notice that the prehomogenisation operator is not a morphism of (ring) modules, since it
does not respect products. Indeed, one can take two forms such that their degrees are no
multiples of d but the sum of their degrees is, so that both forms are annihilated by Pd,
but their product is not. This is the problematic part of the transition between forms and
rational functions. But now that this is captured in the prehomogenisation procedure, we
can define a second map that does behave well with respect to products.
Definition 3.3.2 (Homogenisation). Let Γ ⊂ C be a finite subset and FΓ the form of
degree |Γ| related to f(λ) =∏µ∈Γ(λ− µ) through (3.8), cf. Definition 2.7.2. If |Γ| | d we
define
HΓ : PdR→M(C)Γ
to be the linear map sending a form P to
HΓP = P
F rΓ
where r|Γ| = degP .
The homogenisation map generalises to HΓ : V ⊗PdR→ V ⊗M(C)Γ in the same manner
as the prehomogenisation map by acting trivially on V .
The next lemma shows one can find all invariant vectors (V ⊗M(C)Γ)G by considering
quotients of invariant vectors and invariant forms whose degrees are multiples of |G|.
Lemma 3.3.3. Let V and C be G-modules, Γ ∈ C /G and v¯ ∈ (V ⊗M(C)Γ)G. Then
there exists a number e ∈ N ∪ {0} and an invariant vector v ∈ (V ⊗ R)G♭ such that
v¯ = vF−eνΓΓ , with FΓ and νΓ as in Definition 2.7.2. In particular, the map
HΓ : (V ⊗ PdR)G
♭ → (V ⊗M(C)Γ)G
is surjective if |G| divides d.
Proof. If v¯ is constant then the statement follows by taking e = 0 and v = v¯. Suppose
v¯ is not constant. By the identification C ∼= CP 1, there is a vector v′ ∈ V ⊗ R and
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a polynomial F ′ ∈ R of the same homogeneous degree, such that v¯ = v′F ′ , as described
in the introduction of this section. The assumption on the poles of v¯ gives V(F ′) ⊂ Γ
and since v¯ is not constant V(F ′) 6= ∅. The invariance of v¯ implies that the order of the
poles is constant on an orbit. Therefore F ′ = F pΓ for some p ∈ N. Choose e ∈ N such
q = eνΓ − p ≥ 0. Put v = v′F qΓ. Then v¯ = v
′
F ′ =
v′
F p
Γ
=
v′F q
Γ
F p+q
Γ
= v
F
eνΓ
Γ
. By Lemma 2.7.4
F νΓΓ is invariant, hence invariance of v¯ implies invariance of v.
To see that HΓ : (V ⊗ PdR)G
♭ → (V ⊗M(C)Γ)G is surjective if d = d′|G|, notice
that one can choose e such that e = e′d′, as there is only a lower bound for e. Then
deg v = e|G| = e′d′|G| = e′d, hence v ∈ (V ⊗ PdR)G
♭
.
Example 3.3.4. If we apply Lemma 3.3.3 to the trivial G-module V = C, one obtains the
automorphic functions of G with poles on a specified orbit. If f ∈ M(C)GΓ the invariance
and pole restriction imply that the denominator of f is a power of FΓ. By Lemma 3.3.3
we can assume that it is in fact a power of F νΓΓ and that the numerator is a form in
C[F νaa , F
νb
b , F
νc
c ]. The numerator factors into elements of the two-dimensional vector space
CF νaa + CF
νb
b + CF
νc
c
/
F νaa + F
νb
b + F
νc
c
. One line in this space is CF νΓΓ . Any vector
outside this line will generate the ring of automorphic functions, e.g.
M(C)GΓ = C [HΓF νii ] , Γi 6= Γ ,
where we recall that HΓF νii = F
νi
i
F
νΓ
Γ
.
We define equivalence classes mod F on R by
P mod F = Q mod F ⇔ ∃r ∈ Z : P = F rQ.
That is, P and Q are equivalent mod F if their quotient is a unit in the localisation [8]
RF =
{
P
F r | P ∈ R, r ∈ N0
}
, where N0 = N ∪ {0}.
Lemma 3.3.5. Let V and C be G-modules and Γ ⊂ C a G-orbit. If |G| divides d then
there is an isomorphism of modules
Pd(V ⊗R)G♭mod FΓ ∼=
(
V ⊗M(C)Γ
)G
,
where FΓ is given in Definition 2.7.2.
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Proof. The linear map HΓ : Pd(V ⊗ R)G♭ → (V ⊗M(C)Γ)G respects products and is
therefore a homomorphism of modules. Restricted to the ring PdR, the kernelH−1Γ (1) is the
equivalence class of the identity, 1 mod FΓ, and by Lemma 3.3.3 the map is surjective.
The prehomogenisation projection Pd only concerns degrees. Therefore it makes sense to
define it on Poincare´ series. Since there is little opportunity for confusion, we use the same
name,
Pd : N0[t]→ N0[t] ,
∑
r≥0
krt
r 7→
∑
d | r
krt
r .
Equivalently, one can define the prehomogenisation of Poincare´ series by
PdP (R, t) = P (PdR, t)
for any graded ring R.
Example 3.3.6 (M(C)DNΓ ). The case of the trivial representation V = Vǫ corresponds to
automorphic functions, which were already found in Example 3.3.4. This time we apply
Lemma 3.3.5. First we assume that N is odd so that we may assume that D♭N = DN and
RD
♭
N = RDN = C[Fa, Fb]. Recall that da = degFa = 2 and db = degFb = N and the two
forms are algebraically independent. The prehomogenisation projection P2N maps
P
(
RD
♭
N , t
)
=
1
(1− t2)(1− tN ) =
(1 + t2 + t4 + . . .+ t2N−2)(1 + tN )
(1− t2N )2 7→
1
(1− t2N )2
and one finds
P2NC[Fa, Fb] = C[F νaa , F νbb ] .
If N is even we may use the Schur cover D2N (cf. Section 2.4) with invariant forms
RD2N = C[Fa, F
2
b ], which are mapped onto the same ring under P2N .
The quotient C[F νaa , F
νb
b ] mod FΓ is equivalent to C[F
νi
i ] for i ∈ Ω such that Fi 6= FΓ.
Notice that this ring is isomorphic to M(C)GΓ = C [HΓF νii ], Γi 6= Γ, from Example 3.3.4.
3.4 Squaring the Ring
This section contains the core of various invariants of Automorphic Lie Algebras. We start
by studying the exponent ‖G♭‖ of the binary polyhedral groups (cf. Definition 2.1.2).
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Lemma 3.4.1. Let G♭ be a binary polyhedral group corresponding to the polyhedral group
G. Then
‖G♭‖ = 2 lcm(νa, νb, νc) = 2‖G‖ = 2|G||M(G)| =

 |G| if G ∈ {D2M ,T,O,Y}2|G| if G ∈ {Z /N ,D2M+1}
where M(G) is the Schur multiplier given in Theorem 2.3.2 and lcm stands for least
common multiple.
Proof. We will prove that ‖G♭‖ = 2 lcm(νa, νb, νc). The other equalities can be found in
Table 2.2. The polyhedral group G is covered by stabiliser subgroups Gλ, λ ∈ C. Thus, if
π : G♭ → G is any extension with kernel Z, then G♭ is covered by the preimages π−1Gλ,
λ ∈ C. The order of an element h ∈ G♭ thus divides the order of the subgroup π−1Gλ
containing it, which is |Z|νi. Hence the exponent divides the least common multiple of
these;
‖G♭‖ | lcm(|Z|νa, |Z|νb, |Z|νc) = |Z| lcm(νa, νb, νc).
If we assume that G♭ is the binary polyhedral group then it is clear from the presentation
G♭ = 〈ga, gb, gc | gaνa = gbνb = gcνc = gagbgc〉 and the fact that gagbgc ∈ Z /2 that the
order of gi is 2νi, so that
2 lcm(νa, νb, νc) = lcm(2νa, 2νb, 2νc) | ‖G♭‖
and ‖G♭‖ = 2 lcm(νa, νb, νc) as desired.
Notice that if we would define G♭ to be a Schur cover, equal to the binary polyhedral group
when possible, then ‖G♭‖ = |G|. For now we wish to use some results that are specific to
SL2(C). Let χ be the character of the natural representation of G
♭, i.e. the monomorphism
σ : G♭ → SL(U) = SL2(C), and denote its symmetric tensor of degree h by
χh = χShU .
The Clebsch-Gordan decomposition [11] for SL2(C)-modules
U ⊗ ShU = Sh+1U ⊕ Sh−1U, h ≥ 2, (3.9)
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can be conveniently used to find the decomposition of χh when h is a multiple of ‖G♭‖.
To this end, we write the Clebsch-Gordan decomposition in terms of the characters
 χh
χh−1

 =

χ −1
1 0



χh−1
χh−2

 (3.10)
with boundary conditions
χ−1 = 0, χ0 = ǫ.
The function χ−1 might not have meaning as a character but it gives a convenient boundary
condition resulting in the correct solution, with χ1 = χ.
Lemma 3.4.2. If g ∈ G♭ has order ν > 2 and χh is the character of the h-th symmetric
power of the natural representation of G♭, then
χh+ν(g) = χh(g)
for all h ∈ Z.
Proof. Let ω and ω−1 be the eigenvalues of g’s representative in SL2(C). In particular
ων = 1. The matrix which defines the linear recurrence relation (3.10) becomes
M(g) =

ω + ω−1 −1
1 0

 .
We check that this matrix has eigenvalues ω±1 as well. If the eigenvalues are distinct,
i.e. ω2 6= 1, i.e. ν > 2, then M(g) is similar to diag(ω, ω−1) and has order ν, proving the
lemma. Notice that M(g) is not diagonalisable if ν = 1 or ν = 2.
Recall from Section 2.4 the short exact sequence 1 → Z /2 → G♭ π−→ G → 1. The only
maps in SL2(C) whose square is the identity are ±Id. Therefore
g ∈ kerπ ⇔ g2 = 1. (3.11)
Moreover, if 1 6= z ∈ kerπ then its SL2(C)-representative is −Id and its action on a form
F ∈ ShU ∼= ShU∗ is given by
zF = (−1)hF.
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Let χregG and χregG♭ be the characters of the regular representations (cf. Section 2.2.2) of
G and G♭ respectively, i.e.
π∗χregG(g) =

 |G| π(g) = 1,0 π(g) 6= 1, χregG♭(g) =

 2|G| g = 1,0 g 6= 1,
where π∗ denotes the pullback of π, pulling back a map f on G to a map π∗f on G♭ given
by π∗f(g) = f(π(g)).
Theorem 3.4.3. Let G be a polyhedral group and G♭ its corresponding binary group,
with epimorphism π : G♭ → G. Let χh be the character of the h-th symmetric power of
the natural representation of G♭, and χregG and ǫ the character of the regular and trivial
representation respectively. Then
χm|G| = mπ
∗χregG + ǫ,
χm|G|−1 = m(χregG♭ − π∗χregG),
for all m ∈ 2|M(G)|N0.
Proof. The statement is trivial for m = 0. We prove the first equality for m ∈ 2|M(G)|N by
evaluating both sides of the equation at each element of G♭. First of all, if π(g) = 1 then
(mπ∗χregG + ǫ)(g) = m|G| + 1. On the other hand, since m|G| is an even number, the
action of g ∈ kerπ on χm|G| is trivial and χm|G|(g) = dimχm|G| = m|G|+ 1.
If π(g) 6= 1 then (mπ∗χregG + ǫ)(g) = 1. Also, by (3.11), g has order ν > 2. Since
ν | ‖G♭‖ = 2|G||M(G)| | m|G| by Lemma 3.4.1, one can apply Lemma 3.4.2 to find χm|G|(g) =
χ0(g) = 1.
The second equality follows in the same manner. Left and right hand sides clearly agree
on the trivial group element. Inserting the nontrivial central element 1 6= z ∈ kerπ in the
right hand side gives m(χregG♭(z) − π∗χregG(z)) = m(0 − |G|) = −m|G|. On the other
hand, this element z acts as multiplication by −1 on forms of odd degree m|G| − 1, hence
χm|G|−1(z) = − dimχm|G|−1 = −m|G|.
Now let π(g) 6= 1 so that m(χregG♭(g) − π∗χregG(g)) = 0. Again, by (3.11), g has order
ν > 2, and since ν | ‖G♭‖ = 2|G||M(G)| | m|G| by Lemma 3.4.1, one can apply Lemma 3.4.2
to find χm|G|−1(g) = χ−1(g) = 0 by the boundary conditions of (3.10).
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Example 3.4.4. As an illustration we compute the first twelve symmetric powers of the
natural representation of the tetrahedral group, using the Clebsch-Gordan decomposition
(3.9), and list them in Table 3.7 (possibly the easiest way to do this is using the McKay
correspondence, cf. [7, 47]). We check Theorem 3.4.3 for G = T and m = 1. Notice also
that all even powers are nonspinorial and all odd powers are spinorial.
For specific irreducible characters ψ, one can find ψ(1) copies at lower degrees. For instance,
T4 appears twice at degree 6, T5 and T6 appear twice at degree 9, and T7 can be found
thrice at degree 10.
Table 3.7: Decomposition of symmetric powers ShT♭4, h ≤ ‖T‖.
h ShT♭4 T
♭
4 ⊗ ShT♭4
−1 0 0
0 T1 T
♭
4
1 T♭4 T
♭
4T
♭
4 = T1 + T7
2 T7 T
♭
4T7 = T
♭
4 + T
♭
5 + T
♭
6
3 T♭5 + T
♭
6 T2 + T3 + 2T7
4 T2 + T3 + T7 T
♭
4 + 2T
♭
5 + 2T
♭
6
5 T♭4 + T
♭
5 + T
♭
6 T1 + T2 + T3 + 3T7
6 T1 + 2T7 T
♭
4 + 2(T
♭
4 + T
♭
5 + T
♭
6)
7 2T♭4 + T
♭
5 + T
♭
6 2T1 + 4T7 + T2 + T3
8 T1 + T2 + T3 + 2T7 3(T
♭
4 + T
♭
5 + T
♭
6)
9 T♭4 + 2(T
♭
5 + T
♭
6) T1 + 2(T2 + T3) + 5T7
10 T2 + T3 + 3T7 4(T
♭
5 + T
♭
6) + 3T
♭
4
11 2(T♭4 + T
♭
5 + T
♭
6) 2(T1 + T2 + T3 + 3T7)
12 2T1 + T2 + T3 + 3T7
Theorem 3.4.3 has many nice consequences. For instance, the first equation in the theorem
is equivalent to the following Poincare´ series of the image of the prehomogenisation operator
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Pm|G| of a space of invariant vectors,
Pm|G|P (Rχ, t) =


0 if χ is spinorial,
1+(m−1)tm|G|
(1−tm|G|)2
if χ = ǫ,
mχ(1)2tm|G|
(1−tm|G|)2
otherwise,
(3.12)
where m is a multiple of 2|M(G)| . Notice that
2
|M(G)| = 1 for most of the interesting groups,
namely for T, O, Y and D2M , in which case one can obtain the simplest formula by taking
m = 1.
The Poincare´ series (3.12) suggest, but do not prove, the existence of a set of primary
and secondary invariants such that the modules of invariant vectors have the form given in
Proposition 3.4.5 below. The fact that such invariants exist nonetheless can be established
using the same technical result that underlies the fact that isotypical components of R are
Cohen-Macaulay, namely Proposition 2.6.8.
Proposition 3.4.5. Let G♭ be a binary polyhedral group, V a G♭-module and U the natural
G♭-module. Let R = C[U ] be the polynomial ring containing the ground forms Fi, i ∈ Ω
of degree |G|νi . Then
Pm|G|(V ⊗R)G
♭
=


0 if V is spinorial,
C[Fmνii , F
mνj
j ](1
⊕m−1
r=1 F
rνi
i F
(m−r)νj
j ) if V is trivial,⊕m dimV
r=1 C[F
mνi
i , F
mνj
j ]ζr otherwise,
for some invariant vectors ζ1, . . . , ζm dimV of degree m|G|.
Proof. For the case of the trivial representation, recall that F νii is an invariant form, by
Lemma 2.7.4, and has degree |G|. Therefore
C[Fmνii , F
mνj
j ](1
m−1⊕
r=1
F rνii F
(m−r)νj
j ) ⊂ Pm|G|(Vǫ ⊗R)G
♭
.
Since Fi and Fj are algebraically independent, the Poincare´ series (3.12) gives equality.
In the last case, recall first that each copy of Vχ in R contributes one invariant vector to
(Vχ ⊗R)G♭ , cf. (3.6).
The original module, before prehomogenisation, is Cohen-Macaulay (Theorem 2.6.10)
(V ⊗R)G♭ =
k⊕
r=1
C[θ1, θ2]ηr.
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We will show that the prehomogenised module is Cohen-Macaulay as well, allowing us to
apply Proposition 2.6.8.
The prehomogenisation operator is linear so that it moves through the sum. Moreover,
since it merely eliminates certain elements, no relations can be introduced, therefore the
sum stays direct.
Pm|G|(V ⊗R)G
♭
= Pm|G|
k⊕
r=1
C[θ1, θ2]ηr =
k⊕
r=1
Pm|G|C[θ1, θ2]ηr =
k′⊕
r=1
C[θν11 , θ
ν2
2 ]η˜r
wherem|G| divides νi deg θi (this always holds for some integer νi because θi is a polynomial
in ground forms, all whose degrees divide |G|) and
{η˜1, . . . η˜k′} = {θa11 θa22 ηj | m|G| divides deg θa11 θa22 η˜j , 0 ≤ ai < νi, 0 ≤ j ≤ k}.
This shows that Pm|G|(V ⊗ R)G♭ is a free C[θν11 , θν22 ]-module. Therefore, by Proposition
2.6.8, Pm|G|(V ⊗ R)G♭ is free over any homogeneous system of parameters. The proof is
done if we show that {Fmνii , Fmνjj } is a homogeneous system of parameters, i.e. we need
to show that Pm|G|(V ⊗R)G♭ is finitely generated over C[Fmνii , Fmνjj ]. But the parameters
θνii are invariant forms whose degrees divide m|G|. Therefore C[θν11 , θν22 ] ⊂ Pm|G|RG
♭
=
C[Fmνii , F
mνj
j ](1
⊕m−1
r=1 F
rνi
i F
(m−r)νj
j ) and
Pm|G|(V ⊗R)G
♭
=
k′⊕
r=1
C[θν11 , θ
ν2
2 ]η˜r
=
k′∑
r=1
C[Fmνii , F
mνj
j ](1
m−1⊕
s=1
F sνii F
(m−s)νj
j )η˜r
=
k′′∑
r=1
C[Fmνii , F
mνj
j ]
˜˜ηr
where {˜˜ηr | r = 1 . . . k′′} = {η˜r, F sνii F (m−s)νjj η˜r | r = 1 . . . k′, s = 1, . . . ,m − 1},
i.e. {F νii , F νjj } is indeed a homogeneous system of parameters. Now, by Proposition 2.6.8
there exist elements ζr that freely generate Pm|G|(V ⊗ R)G♭ over C[Fmνii , Fmνjj ] and the
Poincare´ series (3.12) tells us the number and degrees of these generators.
Example 3.4.6 (RT2). The T2-component of R = C[T
♭
4] can be expressed in terms of
ground forms by
RT2 = C[Fc, FaFb](Fa ⊕ F 2b )
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and we have the Poincare´ series
P
(
RT2 , t
)
=
at4 + b2t8
(1− ct6)(1− abt8)
=
(at4 + b2t8)(1 + ct6)(1 + abt8 + (ab)2t16)
(1− c2t12)(1− (ab)3t24) ,
where a, b, c are dummy symbols added for convenience. Eliminating all but multiples of
12 one finds
P12P (RT2 , t) = (a(ab)t
12 + b2(ab)2t24)
(1− c2t12)(1− (ab)3t24)
and the corresponding module
P12RT2 = C[F 2c , (FaFb)3](F 2a Fb ⊕ F 2a F 4b ).
By Proposition 3.4.5 we can also express this as
P12RT2 = C[F 3a , F 3b ]F 2a Fb.
In order to appreciate the result on independence of Proposition 3.4.5 an example where
χ(1) > 1 would be better suited. Unfortunately, these examples quickly grow out of control
and do not make nice reading. A recurring practical problem for this subject.
In the next theorem we combine the results so far to show that, as a module over the
automorphic functions, the Automorphic Lie Algebras have a very simple structure. But
first we strip down the notation,
Ii = HΓF νii =
F νii
F νΓΓ
, i ∈ Ω, (3.13)
where we use HΓ from Definition 3.3.2. In other words, Ii is a meromorphic function on C
with divisor νiΓi − νΓΓ. Thus we suppress the orbit of poles in the notation but keep the
orbit of zeros. Recall that the dependence on the group G was already suppressed in the
notation for the ground forms Fi. It is clear that
Ii = 1⇔ Γ = Γi.
If Ii 6= 1 then it is an example of a simple automorphic function [10] or a primitive auto-
morphic function [29, 31].
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In Section 2.7, in particular (2.10), we found that there exist complex numbers ci and zi
such that F νΓΓ = caF
νa
a + cbF
νb
b and
caIa + cbIb = 1, zaIa + zbIb + zcIc = 0.
Using these relations any of these automorphic functions can be linearly expressed in any
other non-constant one. In particular, if Γi 6= Γ 6= Γj , then
C[Ii] = C[Ij ]
and from now on we will write C[I] for this polynomial ring.
Theorem 3.4.7. If G < Aut(C) is a finite group acting on a vector space V , then the
space of invariant vectors
(
V ⊗M(C)Γ
)G
is a free C[I]-module generated by dimV vectors. In particular this holds for Automorphic
Lie Algebras.
Proof. Most of the work that goes into this proof has been done above. If G is one of the
groups D2M , T, O or Y we can take the result of Proposition 3.4.5, with m = 1, as starting
point. In Example 3.3.4 we showed that HΓC[F νii , F νjj ] = C[I]. For nontrivial irreducible
G-modules V we first apply Lemma 3.3.3 and then Proposition 3.4.5 to find
(V ⊗M(C)Γ)G = HΓP|G|(V ⊗R)G
♭
= HΓ
dimV⊕
r=1
C[F νii , F
νj
j ]ζr
=
dimV∑
r=1
C[HΓF νii ,HΓF νjj ]HΓζr =
dimV∑
r=1
C[I]ζ¯r
where ζ¯r = HΓζr = ζrFΓ . The remaining groups, Z /N and D2M−1, equal their own
Schur cover by Theorem 2.3.2, so we may replace G♭ by G in the above computation and
considering the dihedral invariants found in Section 3.2.1 one finds the same result, namely
dimV generators ζ¯r. This prehomogenisation will be carried out explicitly in Example 5.2.2.
To prove the claim we need to establish independence of the invariant vectors ζ¯r over C[I].
Suppose
p1(I)ζ¯1 + . . .+ pdimV (I)ζ¯dimV = 0, pr ∈ C[I].
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Evaluated anywhere in the domain D = C\(Γ∪Γa∪Γb∪Γc), the vectors ζ¯r are independent
over C, by Proposition 3.2.3. Hence the functions pr all vanish on D. Because D is not a
discrete set in C and the functions pr are rational, they must be identically zero.
3.5 Determinant of Invariant Vectors
In this section use the notion of a divisor on a Riemann surface Σ. A divisor is a formal
Z-linear combination of points of Σ. If a meromorphic function f ∈ M(Σ) has zeros
λ1, . . . , λl ∈ Σ of order d1, . . . , dl ∈ N respectively and poles at µ1, . . . , µm ∈ Σ of order
e1, . . . , em ∈ N respectively than the divisor of f is given by
(f) = d1λ1 + . . .+ dmλm − e1µ1 − . . .− emµm.
The results of the previous section allow us to assign a divisor on the Riemann sphere to
each character of a polyhedral group. This will play an important role in the development
of the theory of Automorphic Lie Algebras in this thesis.
Definition 3.5.1 (Determinant of invariant vectors). Let χ be a nontrivial irreducible char-
acter of a polyhedral group G and let {P i1, . . . , P iχ(1)}, i = 1, . . . , χ(1) be bases of G-
modules affording χ, such that {P ij | i, j = 1, . . . , χ(1)} spans Rχ|G|, where R is the
polynomial ring on the natural representation of the binary polyhedral group G♭. Moreover,
suppose all of the bases {P i1, . . . , P iχ(1)} are the same in a G-module sense: the matrices
representing G with respect to {P i1, . . . , P iχ(1)} are identical for all i. Define
det
(
Rχ|G|
)
= C det(P ij )
and extend the definition to reducible characters of G by the rules
det (Rǫ) = C,
det
(
Rχ+ψ|G|
)
= det
(
Rχ|G|
)
det
(
Rψ|G|
)
.
We will call det
(
Rχ|G|
)
the determinant of invariant χ-vectors.
The determinant det
(
Rχ|G|
)
of Definition 3.5.1 is well defined and
det
(
Rχ|G|
)
⊂ Rdetχ(χ(1)−(χ,ǫ))|G|
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for all characters χ of G, where detχ(g) = det(ρχ(g)) if ρχ : G
♭ → GL(V ) is the
representation affording the character χ. The degree of det
(
Rχ|G|
)
follows immediately
and the way the group acts on it follows readily as well. To be explicit, let {P i1, . . . , P iχ(1)},
i = 1, . . . , χ(1), be bases for G♭-modules satisfying the conditions of Definition 3.5.1. The
action of g ∈ G♭ is
g det(P ij ) = det(gP
i
j )
= det
(
ρχ(g)(P
1
1 , . . . , P
1
χ(1)), . . . , ρχ(g)(P
χ(1)
1 , . . . , P
χ(1)
χ(1) )
)
= det(ρχ(g)) det(P
i
j ) = detχ(g) det(P
i
j ),
hence (3.14).
Because we forget about scalar factors in this section it is natural to use the language of
divisors.
Definition 3.5.2 (Divisor of invariant vectors). If χ is a character of a finite group G <
Aut(C) and Γ ∈ C /G then
(χ)Γ =
(
HΓ det
(
Rχ|G|
))
is called the divisor of invariant vectors.
Notice that (ǫ)Γ = 0 and (χ + ψ)Γ = (χ)Γ + (ψ)Γ. A general formula for the divisor of
invariant vectors can be expressed using the following half integers.
Definition 3.5.3 (κ(χ)). Let V be a module of a polyhedral groupG affording the character
χ. We define the half integer κ(χ)i by
κ(χ)i = 1/2 codimV
〈gi〉 =
χ(1)
2
− 1
2νi
νi−1∑
j=0
χ(gji ), i ∈ Ω,
where codimV 〈gi〉 = dimV − dimV 〈gi〉.
Lemma 3.1.4 translates to
∑
i∈Ω
κ(χ)i = dimVχ − dimV Gχ = χ(1)− (χ, ǫ). (3.15)
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Theorem 3.5.4. Let χ be a character of a polyhedral group G < Aut(C) and let Γ ∈ C /G .
Then χ is real valued if and only if
(χ)Γ =
∑
i∈Ω
κ(χ)i(νiΓi − νΓΓ),
i.e. det
(
Rχ|G|
)
= C
∏
i∈Ω F
νiκ(χ)i
i and HΓ det
(
Rχ|G|
)
= C
∏
i∈Ω I
κ(χ)i
i . Here we identify a
subset Γ ⊂ C with the divisor ∑γ∈Γ γ.
Proof. Let g ∈ G and ω ∈ C∗ have order ν. If τ : G → GL(V ) is the representation
affording a real valued character χ then the eigenvalues of τ(g) are powers of ω and the
nonreal eigenvalues come in conjugate pairs. We denote the multiplicity of the eigenvalue
1 and −1 by κ+ and κ− respectively and the number of conjugate pairs by κc. That
is, κ+ = dimV
〈g〉, κ+ + κ− = dimV
〈g2〉 and κ+ + κ− + 2κc = χ(1). If g = gi then
1/2κ− + κc = κ(χ)i.
There is a basis for V such that
τ(g) = diag(1, . . . , 1,−1, . . . ,−1, ωj1 , ω−j1 , . . . , ωjκc , ω−jκc ).
Denote this basis by {u1, . . . , uκ+ , v1, . . . , vκ− , w1, x1, . . . , wκc , xκc}. Let the meromorphic
invariant vectors be
(
Vχ ⊗M(C)Γ
)G
= C[I]〈v¯1, . . . , v¯χ(1)〉 and express each generator v¯r
in the aforementioned basis
v¯r = f
r
1u1 + . . .+ f
r
κ+uκ+ + h
r
1v1 + . . .+ h
r
κ−vκ−
+ pr1w1 + q
r
1x1 + . . . + p
r
κcwκc + q
r
κcxκc (3.16)
where f rs , h
r
s, p
r
s, q
r
s ∈M(C)Γ. Notice that HΓ det
(
Rχ|G|
)
is given by
∣∣∣∣∣∣∣∣∣
f11 · · · f1κ+ h11 · · · h1κ− p11 q11 · · · p1κc q1κc
...
...
...
...
...
...
...
...
f
χ(1)
1 · · · fχ(1)κ+ hχ(1)1 · · · hχ(1)κ− pχ(1)1 qχ(1)1 · · · pχ(1)κc qχ(1)κc
∣∣∣∣∣∣∣∣∣
(3.17)
up to scalar.
Let µ ∈ C and 〈g〉 = Gµ. By Proposition 3.2.3
(
Vχ ⊗M(C)Γ
)G
(µ) = V 〈g〉 hence
hrs(µ) = p
r
s(µ) = q
r
s(µ) = 0. We fix one meromorphic function h
r
s. There exists a
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local coordinate transformation φ : U → V ⊂ C from a neighbourhood U of µ on the
Riemann sphere to a neighbourhood V of φ(µ) = 0 that transforms the function hrs to
h˜rs(t) = h
r
s ◦ φ−1(t) = td. This follows from the well known characterisation of the local
behaviour of holomorphic mappings. We are interested in the order d of the zero. Since
g(µ) = µ we can define the map g˜ = φ ◦ g ◦ φ−1 between two neighbourhoods of 0 in V ,
and on a small enough neighbourhood we have g˜ν = id.
If we plug in the invariance assumption hrs ◦g−1(λ) = −hrs(λ) we find, locally, h˜rs ◦ g˜−1(t) =
−h˜rs(t), that is (g˜−1(t))d = −td. Therefore g˜ is linear, and given its order ν we conclude
g˜−1(t) = ω−kt where gcd(k, ν) = 1. Again using (g˜−1(t))d = −td shows dk ∈ ν/2+ Zν ⊂
Zν/2. In particular, d ≥ ν/2 (since gcd(k, ν/2) = 1) and each column h·s in (3.17) adds at
least ν2µ to the divisor (χ)Γ.
A similar local description p˜rs(t) = t
d of prs near µ leads to
(ω−kt)d = p˜rs(g˜
−1(t)) = ω−js p˜rs = ω
−jstd,
which implies kd− js ∈ Zν. Repeating this trick for a function qr′s shows it has a zero at
λ = µ of order d′ such that kd′+js ∈ Zν. Therefore k(d+d′) ∈ Zν and since gcd(k, ν) = 1
the product prsq
r′
s has a zero of order d+ d
′ ≥ ν. In particular, the pair of columns p·s and
q·s in equation (3.17) adds at least νµ to the divisor (χ)Γ. Combined with the functions h
r
s
the coefficient of µ in (χ)Γ is at least (1/2κ− + κc) ν.
The determinant of invariant vectors has the form det
(
Rχ|G|
)
=
∏
i∈Ω F
δi
i , for some orders
δi ∈ N0, since it is a relative invariant, cf. (3.14), and by Proposition 3.2.3 can only
vanish on an exceptional orbit. By the above we have δi ≥ νiκ(χ)i. Now we show that
equality must occur because
∑
i∈Ω
δi
νi
=
∑
i∈Ω κ(χ)i. Indeed
∑
i∈Ω
δi
νi
=
∑
i∈Ω
δi degFi
|G| =
|G|−1 deg det
(
Rχ|G|
)
= χ(1)− (χ, ǫ) and this equals ∑i∈Ω κ(χ)i by equation (3.15).
There are precisely two nonreal valued irreducible characters of polyhedral group: T2 and
T3. Example 3.5.6 shows that here the formula of the theorem does not apply.
The numbers κ(χ)i are important for Automorphic Lie Algebras due to Theorem 3.5.4. We
list them in Table 3.8. Notice that νiκ(χ)i, i ∈ Ω, are integers if and only if χ is real valued
(cf. Section 2.2.3 and 2.5).
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Table 3.8: Half integers κ(χ)i, in rows 3, 4 and 5, and νiκ(χ)i in rows 6, 7 and 8.
χ2 χ3 χ4 ψj T2 T3 T7 O2 O3 O6 O7 Y4 Y5 Y6 Y8
1 1 1 2 1 1 3 1 2 3 3 3 3 4 5
a 0 1/2 1/2 1 1/2 1/2 1 1/2 1/2 3/2 1 1 1 2 2
b 1/2 1/2 0 1/2 1/2 1/2 1 0 1 1 1 1 1 1 2
c 1/2 0 1/2 1/2 0 0 1 1/2 1/2 1/2 1 1 1 1 1
a 0 N/2 N/2 N 3/2 3/2 3 2 2 6 4 5 5 10 10
b 1 1 0 1 3/2 3/2 3 0 3 3 3 3 3 3 6
c 1 0 1 1 0 0 2 1 1 1 2 2 2 2 2
We end this chapter calculating various determinants of invariant vectors.
Example 3.5.5 (Determinants of DN -invariant vectors). For the dihedral group we have
explicit descriptions for the isotypical components Rχ at hand, see (3.3) and Table 3.5 and
Table 3.6. Therefore we can readily check Theorem 3.5.4 for this group by computing all
the determinants and compare in each case the exponents of Fa, Fb and Fc to the relevant
column in Table 3.8. First notice that all representations of DN are of real type.
We start with χ2. If N is odd then R
χ2
2N = (C[Fa, Fb]Fc)2N = CFbFc. If N is even, we
use the extension G♭ = D2N and also find R
χ2
2N =
(
C[Fa, F
2
b ]FbFc
)
2N
= CFbFc. The
exponents (0, 1, 1) are indeed identical to (νaκ(χ2)a, νbκ(χ2)b, νcκ(χ2)c) as found in the
χ2-column of Table 3.8.
For χ3 and N even, G
♭ = D2N , one finds R
χ3
2N =
(
C[Fa, F
2
b ]Fb
)
2N
= CF
N
2
a Fb, and the
last linear character gives Rχ42N =
(
C[Fa, F
2
b ]Fc
)
2N
= CF
N
2
a Fc.
Now we consider the two-dimensional representations, when N is odd;
detR
ψj
2N = det

C[Fa, Fb]

 Xj Y j
Y N−j XN−j




2N
=


C det

F
N−j
2
a FbX
j F
N−j
2
a FbY
j
F
N+j
2
a Y
N−j F
N+j
2
a X
N−j

 = CFNa FbFc j odd,
C det

 F
2N−j
2
a X
j F
2N−j
2
a Y
j
F
j
2
a FbY
N−j F
j
2
a FbX
N−j

 = CFNa FbFc j even.
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If N is even and G♭ = D2N , we only consider 2j because the statement of Theorem 3.5.4
only concerns representations of G, not for instance spinorial representation of G♭;
detR
ψ2j
2N = det

C[Fa, F 2b ]

 X2j Y 2j
Y 2N−2j X2N−2j




2N
= C det

FN−ja X2j FN−ja Y j
F ja Y
2N−2j F jaX
2N−2j

 = CFNa (X2N − Y 2N ) = CFNa FbFa.
This confirms Theorem 3.5.4 for all DN -representations.
The other examples that are feasible by hand are the remaining one-dimensional characters.
These include the only representations of the polyhedral groups that are not real valued,
namely T2 and T3, cf. Section 2.5.
Example 3.5.6 (One-dimensional characters). Let the characters of the ground forms be
indexed by Ω,
gFi = χi(g)Fi, i ∈ Ω.
For the tetrahedral group, the degrees of the ground forms are da = db = 4 and dc = 6,
cf. Table 2.2. Necessarily χa = T2 and χb = T3, or the other way around. There is no way
to distinguish (but they cannot be equal because there is a degree 8 invariant, cf. (2.12))
so we take the first choice. The last ground form is invariant, χc = T1, because χ
νc
c = T1,
νc = 2, and the only element in AT = Z /3 that squares to the identity is the identity.
Thus we get
RT212 =
(
C[FaFb, Fc](Fa ⊕ F 2b )
)
12
= CF 2a Fb,
RT312 =
(
C[FaFb, Fc](F
2
a ⊕ Fb)
)
12
= CFaF
2
b ,
detRT2+T312 = R
T2
12R
T3
12 = CF
3
a F
3
b .
We see that the formula of Theorem 3.5.4 indeed does not hold for the characters T2 and
T3 of complex type, but it does for the real valued character T2 + T3.
The remaining one-dimensional character to check is O2. We have χa = O2, χb = O1 and
χc = O2 and R
O2
24 =
(
C[F 2a , Fb](Fa ⊕ Fc)
)
24
= CF 2a Fc, as promised.
Chapter 4
Group Actions and Lie Brackets
In this chapter we consider Lie algebras, represented by endomorphisms on a finite dimen-
sional vector space. Taking this space V to be a module of a group G, one has an induced
action of G on the Lie algebra of all endomorphisms End(V ) ∼= V ⊗ V ∗. Now it is im-
portant to know which Lie subalgebras g(V ) < End(V ) are also submodules of G. Or the
other way around, which G-submodules of V ⊗ V ∗ are Lie algebras? Let us start with an
example.
Example 4.0.7. Let V be an irreducible representation of the dihedral group DN . We
are interested in subspaces g(V ) < gl(V ) which are both a Lie subalgebra and a DN -
submodule. The dimension of V is 1 or 2 (cf. Section 2.5). In the first case the action on
gl(V ) is trivial and the Automorphic Lie Algebras
(
g(V )⊗M(C)Γ
)G
= M(C)GΓ are the
rings of automorphic functions which are analytic outside Γ.
Let V now be a two-dimensional DN -module affording the character ψj . Then the DN -
module gl(V ) has character ψ2j = χ1+χ2+ψ2j and all DN -submodules g(V ) < gl(V ) are
given by a subset of these characters. In the basis corresponding to (3.2), the decomposition
is given by
gl(V )χ1 = C

1 0
0 1

 , gl(V )χ2 = C

1 0
0 −1

 , gl(V )ψ2j = C

0 1
0 0

⊕C

0 0
1 0

 .
Now we add the condition that g(V ) be a Lie algebra. To this end we compute some
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commutator brackets. Clearly gl(V )χ1 ⊂ Z(gl(V )) and for the other components we find
[gl(V )χ2 , gl(V )χ2 ] = 0,
[gl(V )χ2 , gl(V )ψ2j ] = gl(V )ψ2j ,
[gl(V )ψ2j , gl(V )ψ2j ] = gl(V )χ2 .
The only restriction on the submodule g(V ) coming from the requirement that it be a
Lie subalgebra, is that if g(V ) contains the ψ2j-summand, then it also contains the χ2-
summand.
Lie algebras of all dimensions ≤ 4 are available. The only noncommutative cases are sl(V ),
affording χ2 + ψ2j , and gl(V ). Since we have a Lie algebra direct sum
(
gl(V )⊗M(C)Γ
)G
=M(C)GΓ Id⊕
(
sl(V )⊗M(C)Γ
)G
considering sl(V ) is sufficient for Automorphic Lie Algebras with dihedral symmetry.
The two conditions for the linear subspace g(V ) < End(V ) are independent. In the example
we have seen G-submodules which are not Lie algebras, e.g. gl(V )ψ2j . As an example of a
Lie subalgebra of End(V ) which is not a submodule, one can consider for instance a one-
dimensional subspace of gl(V )ψ2j , or something more interesting such as so(V ) < End(V )
when V is not a representation of real type (cf. Section 2.2.3).
In Section 4.1 we will study the spaces g(V ) assuming they have the two structures we need.
The results discussed in this section are especially useful for the purpose of computing Auto-
morphic Lie Algebras explicitly. Section 4.2 explains why the restriction to automorphisms
on g(V ) induced by V is not so severe as it might seem, as polyhedral groups can only
act by inner automorphisms on many of the classical simple Lie algebras. This chapter will
be concluded with Section 4.3 where we describe the Lie algebras of G-invariant matrices
over M(C), evaluated in a point of the Riemann sphere. In order to understand the final
chapter and the main results of this thesis one only needs Lemma 4.2.2 and Theorem 4.3.2
of this chapter.
Chapter 4. Group Actions and Lie Brackets 81
4.1 Group Decomposition of Simple Lie Algebras
If a space g(V ) is assumed to be a Lie algebra and G-module, one can deduce a few facts
about the relation between these structures, which is the content of this section. We start
with a lemma on how to extract the group-module structure from the Lie algebra structure.
Lemma 4.1.1. LetG be a finite group, V aG-module and suppose a Lie algebra g < V⊗V ∗
is also preserved by G. If g is sl(V ), so(V ) or sp(V ) then the character of this representation
is given by
χsl(V )(g) = χV (g)χV (g)− 1,
χso(V )(g) = 1/2
(
χV (g)
2 − χV (g2)
)
,
χsp(V )(g) = 1/2
(
χV (g)
2 + χV (g
2)
)
,
(4.1)
for all g ∈ G, respectively.
Proof. Finding the first character takes little effort. Indeed, gl(V ) = End(V ) ∼= V ⊗ V ∗
has character χV χV , and the identity matrix is invariant.
The other characters are harder to find, but we can do both of them at once. Consider the
Lie algebra defined by a nondegenerate bilinear form B, which we represent by an element
in GL(V );
g(V ) = {A ∈ End(V ) | ATB +BA = 0}.
If B is symmetric (BT = B) we say g(V ) = so(V ) and if B is antisymmetric (BT = −B)
we say g(V ) = sp(V ). The defining condition for the Lie algebra can be rephrased as a
symmetry condition on BA for A ∈ g(V ). Indeed, (BA)T = ATBT = ±ATB = ∓BA,
where the last equality defines the Lie algebra, and the choice of sign determines the choice
between orthogonal and symplectic Lie algebras. Now we have
Bg(V ) = {BA | A ∈ g(V )} = {M ∈ End(V ) |MT = ±M}
i.e. Bso(V ) is the space of antisymmetric matrices and Bsp(V ) is the space of symmetric
matrices. As a vector space, Bg(V ) is isomorphic to g(V ) because B is nondegenerate.
We can define an action of G on Bg(V ) by requiring Bg(V ) to be isomorphic to g(V ) as
a representation. This gives the following result.
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The representation τ : G→ GL(V ) is such that g(V ) is a submodule of V ⊗V ∗ if and only
if τTg Bτg = B for all elements g ∈ G. Therefore, the induced action on M = BA ∈ Bg(V )
reads
g ·M = g ·BA = Bg ·A = BτgAτ−1g = τ−Tg BAτ−1g = τ−Tg Mτ−1g ,
where we use a shorthand notation τ−Tg = (τ
T
g )
−1 = (τ−1g )
T .
Consider a basis {ei} for V diagonalising τg = diag(µi) for a fixed group element g ∈ G.
We find a diagonal action of g on the basis {Ei,j − Ej,i | i < j} for Bso(V ) or on the
basis {Ei,j + Ej,i | i ≤ j} for Bsp(V ) given by multiplication by µiµj . Hence the trace is
respectively given by
∑
i<j
µiµj =
1
2

(∑
i
µi
)2
−
∑
i
µi
2

 = 1
2
(
χV (g)
2 − χV (g2)
)
and
∑
i≤j
µiµj =
1
2

(∑
i
µi
)2
+
∑
i
µi
2

 = 1
2
(
χV (g)
2
+ χV (g2)
)
.
Finally, notice that χV (g) is real. Indeed, this is a basic fact about orthogonal and symplectic
matrices, χV (g) = tr τg = tr (B
−1τ−Tg B) = tr τ
−1
g = χV (g), thus the proof is complete.
With the information of Section 2.5 on the characters of the binary polyhedral groups and
Equation (4.1) we can calculate the character decompositions of the Lie algebras of our
interest. After an example we present all decompositions in Table 4.1. Notice that all
irreducible summands occurring in the Lie algebras are nonspinorial, as expected.
Example 4.1.2 (The character of sp(O♭8)). By Schur’s Lemma there is no invariant in
sp(O♭8), that is, (sp(O
♭
8),O1) = 0. Moreover, because the actions on the Lie algebras are
nonspinorial, by design, we also know that (sp(O♭8),O
♭
j) = 0. Thus, we can say beforehand
that
sp(O♭8) = n2O2 + n3O3 + n6O6 + n7O7 (4.2)
where the numbers nj are nonnegative integers.
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Since we only need to find 4 integers it will be sufficient to find as many equations (and
likely one can do with less). We proceed using Formula (4.1) and the character table of the
binary octahedral group, Table 2.5. At the trivial group element, (4.1) reads χsp(O♭
8
)(1) =
1/2(42 + 4) = 10 and at g = gc it says χsp(O♭
8
)(gc) =
1/2(0 − 4) = −2. The next column
of the character table belongs to the conjugacy class [gb
2]. In order to use (4.1) one must
first figure out which class gb
4 = zgb belongs to. Alternatively, one can skip this column:
4 equations are sufficient anyway. For the group elements ga
2 and ga one can immediately
compute χsp(O♭
8
)(ga
2) = 1/2(0− 4) = −2 and χsp(O♭
8
)(ga) =
1/2(0− 0) = 0. By evaluating
(4.2) in the group elements 1, gc, ga
2 and ga respectively, one finds the system of equations

1 2 3 3
−1 0 1 −1
1 2 −1 −1
−1 0 −1 1




n2
n3
n6
n7


=


10
−2
−2
0


which has the unique solution (n2, n3, n6, n7) = (1, 0, 1, 2), cf. Table 4.1.
Table 4.1: Character decompositions of simple Lie algebras g(V ), ordered by dimV .
2
V ψj T
♭
4 T
♭
5 T
♭
6 O3 O
♭
4 O
♭
5 Y
♭
2 Y
♭
3
sl(V ) χ2 + ψ2j T7 T7 T7 O2 +O3 O7 O7 Y5 Y4
3
V T7 O6 O7 Y4 Y5
sl(V ) T2 + T3 + 2T7 O3 +O6 +O7 O3 +O6 +O7 Y4 + Y8 Y5 + Y8
so(V ) T7 O7 O7 Y4 Y5
4
V O♭8 Y6 Y
♭
7
sl(V ) O2 +O3 + 2O6 + 2O7 Y4 + Y5 + Y6 + Y8 Y4 + Y5 + Y6 + Y8
so(V ) Y4 + Y5
sp(V ) O2 +O6 + 2O7 Y4 + Y5 + Y6
5
V Y8
sl(V ) Y4 + Y5 + 2Y6 + 2Y8
so(V ) Y4 + Y5 + Y6
6
V Y♭9
sl(V ) 2Y4 + 2Y5 + 2Y6 + 3Y8
sp(V ) 2Y4 + 2Y5 + Y6 + Y8
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The following result can be used to obtain information on the Lie algebra structure from
information on the group module structure.
Lemma 4.1.3. Let g be a Lie algebra and suppose G < Aut(g). The bracket of two G-
submodules of g is a submodule of g. If g is semisimple and gχ ∼= nVχ and gψ ∼= mVψ are
isotypical components of g (which are uniquely determined by the characters, cf. Section
2.2), then [gχ, gψ] is a representation, isomorphic to a subrepresentation of nVχ ∧mVψ.
Proof. The first claim follows from the assumption that G acts by Lie algebra automor-
phisms, g[V,W ] = [gV, gW ] = [V,W ].
For the second part, consider bases {eχi } and {eψj } for the isotypical components. Then
{[eχi , eψj ]} is a set spanning [gχ, gψ]. Thus a subset thereof is a basis for this space.
For any particular group element g we can assume the bases {eχi } and {eψj } diagonalise g.
But then the action on [ei, ej ] equals the action on {ei⊗ej} which is a basis for nVχ⊗mVψ.
If χ = ψ we can restrict to {[eχi , eχj ] | i < j} inside nVχ ∧mVψ, by antisymmetry of the
Lie bracket.
Example 4.1.4 (so(Y6)). The orthogonal Lie algebra based on Y6 has group decomposition
so(Y6) = Y4 ⊕ Y5
according to Table 4.1. This is a rather special case since it is the only irreducible 4-
dimensional representation of a binary polyhedral group that preserves a symmetric bilinear
form, i.e. the only so4(C)-case. Moreover, this Lie algebra is not simple;
so4(C) = sl2(C)⊕ sl2(C).
One could ask whether this decomposition as a Lie algebra coincides with the decomposition
as a group module.
Using Lemma 4.1.3 we check that [Y4,Y4] < ∧2Y4 = Y4, and [Y5,Y5] < ∧2Y5 = Y5, so
the two summands of the first decomposition are in fact three-dimensional (and perfect)
Lie algebras. To show that the direct sum of G-modules is a Lie algebra direct sum as
well, we must show that elements from different components commute. Indeed they do.
By Lemma 4.1.3 [Y4,Y5] < Y4Y5 = Y6⊕Y8 and this Y-module has zero intersection with
so(Y6) = Y4 ⊕ Y5.
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4.2 Inner Automorphisms and the Reduction Group
In this section we use a few standard notions from the theory of Lie groups G and their
Lie algebras g, such as the adjoint representation of the Lie group Ad : G → Aut(g) and
of the Lie algebra ad : g → Aut(g), the exponent map exp : g → G (also written as
exp(a) = ea), the Killing form given by K(a, b) = tr ad(a)ad(b), a, b ∈ g (a G-invariant
bilinear form on g), Cartan subalgebras h < g and the relationship between semisimple Lie
algebras and Dynkin diagrams. Some good references are [12, 17, 19, 24]. We recall the
following definition.
Definition 4.2.1 (Inner automorphisms of Lie algebras). Automorphisms of a semisimple
Lie algebra g of the form Ad(ea), where a ∈ g, are called inner. The set of all inner
automorphisms is denoted by Inn(g). Elements of the complement Aut(g) \ Inn(g) are
sometimes called outer automorphisms.
It is well known that Inn(g) is a normal subgroup of Aut(g) and the quotient is the
automorphism group of the Dynkin diagram [12, 17, 19].
Aut(g)
/
Inn(g) ∼= Aut(Dyn(g))
Dynkin diagrams are arranged in families of type A, B, C, D, and E (as are many other
objects, in particular the closely related root systems). These families relate to classical Lie
algebras by
Aℓ = Dyn(slℓ+1(C)),
Bℓ = Dyn(so2ℓ+1(C)),
Cℓ = Dyn(sp2ℓ(C)),
Dℓ = Dyn(so2ℓ(C)).
The number ℓ is called the rank of the Dynkin diagram or of the associated Lie algebra,
and equals the dimension of its Cartan subalgebra. The automorphism groups of Dynkin
diagrams are also well known [12, 17]. They are all trivial with the following exceptions.
Aut(Aℓ) = Z /2 , ℓ ≥ 2,
Aut(D4) = S3,
Aut(Dℓ) = Z /2 ℓ ≥ 5,
Aut(E6) = Z /2 .
(4.3)
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One can find explicit descriptions of inner and outer automorphisms in [19]. Inner automor-
phisms of the special linear algebra sln(C), naturally represented in End(C
n), are precisely
the conjugations A 7→ Ad(B)A = BAB−1 where B ∈ SLn(C). If n ≥ 3 there exists
outer automorphisms, which are conjugations composed with the map A 7→ −AT . Auto-
morphisms of so2n(C), n 6= 4, are conjugations by orthogonal matrices. These are inner
if and only if the orthogonal matrix has determinant 1. In other words Aut(so2n(C)) ∼=
Ad(O2n(C)) and Inn(so2n(C)) ∼= Ad(SO2n(C)). The exception so8(C) allows more outer
automorphisms, cf. [12].
Lemma 4.2.2. An automorphism φ ∈ Aut(g) of a semisimple Lie algebra has determinant
±1. If the automorphism is inner, it has determinant 1. There exists outer automorphisms
with determinant of both signs.
Proof. Any Lie algebra automorphism respects the Killing form K of the Lie algebra, which
is nondegenerate if and only if the Lie algebra is semisimple (a fact known as Cartan’s
criterion). In terms of matrices, these statements read φTKφ = K and detK 6= 0 if g is
semisimple. Taking the determinant of the first equation gives (detφ)2 = 1.
Now suppose the automorphism is inner, i.e. φ = Ad(ea) where a ∈ g. By semisimplicity,
g = [g, g], so the adjoint action of g on itself is traceless: tr ad(a) = tr ad([b, c]) =
tr [ad(b), ad(c)] = 0. Therefore detAd(ea) = det ead(a) = etr ad(a) = 1.
Finally, as an example of an automorphism with determinant −1, consider φ ∈ Aut(sln(C))
defined by φ : A 7→ −AT . Then detφ = (−1)1/2n(n+1)−1. Indeed, in the usual Chevalley
[17] basis for the Lie algebra and the usual basis of its representation as n× n matrices, a
basis element of the Cartan subalgebra is a diagonal matrix, hence mapped to minus itself
by φ, contributing a factor −1 to detφ. Each nondiagonal basis vector Ei,j is mapped to
−Ej,i and such a pair also contributes a factor det

 0 −1
−1 0

 = −1 to detφ, counting a
total of dim h+ dim sln−dim h2 = n− 1 + n
2−1−(n−1)
2 =
1/2n(n+ 1)− 1.
If G < Aut(g) is a group of automorphisms, then the structure of the group G often
limits the options of how its representation is divided into inner and outer automorphisms.
Indeed, the inner part is a normal subgroup: G ∩ Inn(g) ⊳ G. A well known identity in
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group theory, often called the second isomorphism theorem, states that G
/
G ∩ Inn(g) ∼=
G Inn(g)
/
Inn(g) . The right hand side is a subgroup of automorphisms of the Dynkin
diagram Aut(g)
/
Inn(g) , so we have
G
/
G ∩ Inn(g) < Aut(Dyn(g)). (4.4)
The structure of Aut(Dyn(g)) is known (4.3). Comparing with the quotients groups of G
can inform us about the possibility of outer automorphisms.
For example, let QG = {G /N | N ⊳ G} denote the set of all quotient groups of G. For
the polyhedral groups we find
QZ /N =
{
Z /M |M divides N
}
,
QDN = {1,DM |M divides N} ,
QT = {1,Z /3 ,T} ,
QO = {1,Z /2 , S3,O} ,
QY = {1,Y} .
(4.5)
If for instance the tetrahedral group T acts faithfully on a simple Lie algebra other than
so8(C), then it acts solely by inner automorphisms, since Z /2 is not in QT. By the same
argument the icosahedral group can only act by inner automorphism on a classical simple
Lie algebra.
On the other hand, this information can help to find actions involving outer automorphisms,
for instance a Z /2N or DN action on sln(C) where the normal subgroup Z /N of index
2 acts by inner automorphism, and the other half of the group elements are represented
by outer automorphisms, i.e. are of the form A 7→ −Ad(B)AT . This dihedral case is
studied in [36]. We also notice that the largest group of Dynkin diagram automorphisms is
a polyhedral group: Aut(Dyn(so8(C))) = Aut(D4) = S3 = D3 (cf. triality, [12]).
If we stick to the format where G acts on g(V ) as induced by a G-module V (which is a
restriction of Definition 1.1.1) then there is only conjugation and many outer automorphisms
are excluded. In fact, for classical simple Lie algebras only so(V ) with dimV ∈ 2N might
still be acted upon by an outer automorphism. But we found in Section 2.5 that the only
even dimensional irreducible representation of a polyhedral group that preserves a bilinear
form is V = Y6, and because detY6 = Y1, we can conclude that if we restrict further by
requiring V to be irreducible then this action on the base Lie algebra is completely inner.
Chapter 4. Group Actions and Lie Brackets 88
Observation 4.2.3. Let V be an irreducible representation of a binary polyhedral group
G♭ and let g(V ) < gl(V ) be a G♭-submodule and classical simple Lie algebra. Then G acts
by inner automorphisms on this Lie algebra. In particular the determinant of the action on
g(V ) is trivial; detχg(V ) = ǫ.
Remark 4.2.4. In the above we implicitly make the assumption that the action of G on
g(V ) is faithful. There is a single case in the current setup where this is not so, as can be
seen in Table 4.1 together with the Im-column of the character tables in Section 2.5. This
is sl(O3) = O2+O3 where we act by the quotient group D3 = S3 rather than O. Given that
all automorphisms of sl2(C) are inner, this has no consequences for the preceding discussion.
There is however a convenient implication of this fact when one is interested in the invariant
matrices (sl(O3)⊗R)G. In Table 2.5 we see that the kernel of the action on sl(O3), a
normal subgroup in O of order 24/6 = 4, is given by {1, ga2, z, ga2z} = 〈ga2〉 ∼= Z /4 . This
subgroup acts solely on R. In particular, the entries of the invariant matrices (sl(O3)⊗R)G
are Z /4 -invariant forms. A more thorough discussion of these and related phenomena can
be found in [29, 31].
If we drop the condition that V is irreducible, the embedding G < Aut(g(V )) can contain
outer automorphisms. The smallest simple case is so6(C).
Example 4.2.5 (Outer automorphisms on a simple Lie algebra). Consider the octahedral
group. The representations O6 and O7 both preserve a symmetric bilinear form. Therefore,
so does their sum O6 ⊕ O7. The determinant of this representation is detO6 ⊕O7 =
detO6 detO7 = O2O1 = O2. In particular, there are endomorphisms with determinant −1
which induce outer automorphisms of so(O6 ⊕O7).
All in all this section shows that in the present setup all Automorphic Lie Algebras are
invariant solely under inner automorphisms. If the setup is generalised to the case where a
polyhedral group is embedded G →֒ Aut(g) in an arbitrary way, the classification problem
becomes infinite, and a few cases with outer automorphisms appear, namely the embeddings
of Z /2M , D2M and O in the automorphism groups of sln(C) with n ≥ 3, so2n(C) with
n ≥ 2 and g2(C) may contain outer automorphisms, as do embeddings of Z /2M , Z /3M ,
D2M , D3M and T in Aut(so8(C)).
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4.3 A Family of Reductive Lie Algebras
In this section we determine the map
f : µ 7→ (g(V )⊗M(C)Γ)G (µ)
up to automorphisms of Lie algebras. That is, we evaluate the space of invariant matrices
in a point of the Riemann sphere and determine the Lie algebra structure of the resulting
finite dimensional vector space. This is related to what was done in Proposition 3.2.3, where
we evaluated the space of invariant vectors. In fact, Proposition 3.2.3 will be the starting
point. The main difference is that we now want to determine the Lie algebra structure,
rather than just the vector space.
On first glance the map f seems to be terribly complicated because of the many dependen-
cies. Besides the point µ of the Riemann sphere the Lie algebra f(µ) may depend on the
choice of polyhedral group G, one of its representations V and one of the orbits Γ ⊂ C
under G and finally a complex Lie algebra g.
It turns out that the situation is drastically easier than that. First of all, from the definition
we have f(gµ) = gf(µ) ∼= f(µ), i.e. this map is constant on orbits and can be defined on
the orbifold C /G . We will find in this section that, after the identification C /G ∼= C,
the group G and its representation V do not play a role anymore. In fact, the value of f
depends only on the orbit type of Gµ and a choice of simple Lie algebra g. In particular, f
defines an invariant of Automorphic Lie Algebras (see Concept 1.3.1).
To asses the value of this result we need to revisit our definition of Automorphic Lie Algebras.
In the introduction of this thesis we defined sln(C) as n×n traceless matrices. However, it
would be better to say that sln(C) is an (n
2−1)-dimensional complex vector space together
with a set of structure constants defined by commutators of n×n traceless matrices. These
matrices are merely a representation of the Lie algebra. Since the Lie algebra is defined by
this representation one could call it the natural representation. This distinction between
the Lie algebra and a natural representation has not been relevant in this thesis until
now. Therefore it was ignored. At his stage however, we will slightly modify Definition
1.1.1, analogous to the classical Lie algebras, and call the space of invariant matrices(
g(V )⊗M(C)Γ
)G
the natural representation of the Automorphic Lie Algebra, whereas the
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actual Automorphic Lie Algebra is an infinite dimensional complex vector space together
with a set of structure constants in M(C)Γ as defined by this natural representation.
Furthermore, now that the subject of the thesis comes into focus, we introduce the acronym
ALiAs for Automorphic Lie Algebras.
The results on the map f of this section tell us a lot about the natural representation
of ALiAs, but less about these Lie algebras themselves. Nevertheless, these concepts are
intimately related and the map f will be of great help in the next chapter.
Lemma 4.3.1. Let V be an n-dimensional vector space and let g ∈ GL(V ) have finite
order and eigenvalues
g ∼= diag(1, . . . , 1,−1, . . . ,−1, µ3, . . . , µ3, . . . , µk, . . . , µk)
with respective multiplicities (m1,m2,m3, . . .mk). If g preserves so(V ) or sp(V ) we may
assume that mr = mr+1 and µr = µr+1 if r ≥ 3 is odd. If g preserves sp(V ) we can
moreover assume that m1 and m2 are even. Up to isomorphism, the Lie algebras of g-
invariants are
sl(V )〈g〉 ∼=
(⊕k
r=1 glmr
)/
CIdn
∼=
k⊕
r=1
slmr ⊕
k−1⊕
r=1
C,
so(V )〈g〉 ∼= som1 ⊕ som2 ⊕
k−1⊕
r=3, r odd
glmr ,
sp(V )〈g〉 ∼= spm1 ⊕ spm2 ⊕
k−1⊕
r=3, r odd
glmr ,
where we use Lie algebra direct sums, i.e. elements from distinct summands commute. In
particular one finds the dimensions
dim sl(V )〈g〉 = −1 +
k∑
r=1
m2r ,
dim so(V )〈g〉 =
1
2
(
m1(m1 − 1) +m2(m2 − 1) +
k∑
r=3
m2r
)
,
dim sp(V )〈g〉 =
1
2
(
m1(m1 + 1) +m2(m2 + 1) +
k∑
r=3
m2r
)
.
satisfying dim gl(V )〈g〉 = dim sl(V )〈g〉 + 1 = dim so(V )〈g〉 + dim sp(V )〈g〉.
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Proof. The description of sl(V )〈g〉 follows immediately from the observation that
End(V )〈g〉 = gl(V )〈g〉 ∼=
k⊕
r=1
glmr(C).
If g preserves a bilinear form B then its nonreal eigenvalues come in conjugate pairs. Now we
choose a basis such that g = diag(g1, . . . , gn) is the given diagonal matrix. The condition
gTBg = B, reads gigjBij = Bij , which implies Bij = 0 if gigj 6= 1. This gives B a block
structure. A change of basis g 7→ P−1gP transforms the bilinear form as B 7→ P TBP .
Restricting P to the group CGL(V )(g) = GL(V )
〈g〉 means that the matrix for g does not
change, yet there is plenty of freedom to find a convenient matrix representing B.
From here we distinguish between the orthogonal case (BT = B) and the symplectic case
(BT = −B). In the orthogonal case one can transform B into
B = diag

Idm1 , Idm2 ,

 0 Idm3
Idm3 0

 ,

 0 Idm5
Idm5 0

 , . . . ,

 0 Idmk
Idmk 0



 .
Indeed, the block structure we start with, given by Bij = 0 if gigj 6= 1, is precisely this block
structure where each Idm is replaced by a square matrix, and since B is nondegenerate and
symmetric, so are all these blocks. The transformation group CGL(V )(g) allows us free
reign over all these blocks.
Now we can describe so(V )〈g〉 = so(V )∩gl(V )〈g〉 . Recall that gl(V )g = glm1⊕ . . .⊕glmk .
We describe so(V ) at the blocks. First, at the m1 and m2 block we have antisymmetric
matrices, contributing the summand som1 ⊕ som2 . For mr, r ≥ 3, r odd, we consider the
blocks

a11 0
0 a22

 in so(V ) ∩ gl(V )〈g〉 of size 2mr. The condition that BA is antisym-
metric for A ∈ so(V ) implies here that aT11 = −a22. Thus we obtain the description of
so(V )g.
In the symplectic case, B is an antisymmetric nondegenerate form. The same block struc-
ture, Bij = 0 if gigj 6= 1, holds, and each block must be nondegenerate and antisymmetric
as well. This implies that m1 and m2 are even numbers. The antisymmetric bilinear form
B can be transformed to
B = diag
(
Jm1
2
, Jm2
2
, Jm3 , Jm5 . . . , Jmk
)
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while keeping g diagonal. Here Jm =

 0 Idm
−Idm 0

. This time we seek A =

a11 a12
a21 a22


such that JA is symmetric. We obtain the same condition for the diagonal blocks: aT11 =
−a22, and the other blocks are required to be symmetric: aT12 = a12, aT21 = a21. When
intersecting with gl(V )g we find the Lie algebra described in the Lemma.
Now we have gathered enough information to classify evaluations of the natural represen-
tation of ALiAs.
Theorem 4.3.2. Let V be an irreducible representation of a binary polyhedral group G♭
and g(V ) < gl(V ) a simple Lie algebra and G♭-submodule. Denote the natural repre-
sentation of the corresponding Automorphic Lie Algebra, holomorphic outside Γ ⊂ C, by(
g(V )⊗M(C)Γ
)G
. Define the map fg : C /G → {Lie subalgebras of g(V )} by
fg(Γ) =
(
g(V )⊗M(C)Γ′
)G
(µ), µ ∈ Γ 6= Γ′.
This map is well defined up to Lie algebra isomorphism. That is, fg(Γ) is independent of
the element µ ∈ Γ, of the chosen orbit of poles Γ′, of the representation V and in particular
independent of the polyhedral group G.
If Γ is a generic orbit then fg(Γ) = g. There is a linear direct sum of the values at the
exceptional orbits
g =
⊕
i∈Ω
fg(Γi).
Moreover, the Lie algebra fg(Γi) is as described in Table 4.2, where (mi,1, . . . ,mi,ki) are
the multiplicities of eigenvalues of gi ∈ G♭ given in Table 3.3.
In particular, we have the dimensions of dim fg(Γi) in Table 4.3.
Proof. This result is a combination of previous results. Firstly Proposition 3.2.3, which
shows that fg(Γ) = g if Γ is a generic orbit, and fg(Γi) = g(V )
〈gi〉 otherwise. Secondly, the
description of g(V )〈gi〉 given in Lemma 4.3.1.
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Table 4.2: The natural representation evaluated at exceptional orbits: fg(Γi).
a b c
sln
⊕ka
r=1 slma,r ⊕
⊕ka−1
r=1 C
⊕kb
r=1 slmb,r ⊕
⊕kb−1
r=1 C
⊕kc
r=1 slmc,r ⊕
⊕kc−1
r=1 C
so3 C C C
so4 C⊕ C C⊕ C C⊕ C
so5 C⊕ C sl2 ⊕ C sl2 ⊕ C
sp2 C C C
sp4 C⊕ C sl2 ⊕ C sl2 ⊕ C
sp6 sl2 ⊕ C⊕ C sl2 ⊕ sl2 ⊕ C sl3 ⊕ C
Table 4.3: Dimensions of single element invariants: dim fg(Γi).
sl2 sl3 sl4 sl5 sl6 so3 so4 so5 sp2 sp4 sp6
a 1 2 3 4 7 1 2 2 1 2 5
b 1 2 5 8 11 1 2 4 1 4 7
c 1 4 7 12 17 1 2 4 1 4 9
Σ 3 8 15 24 35 3 6 10 3 10 21
The linear direct sum g(V ) =
⊕
i∈Ω g(V )
〈gi〉 follows immediately from Schur’s Lemma and
Corollary 3.1.5. Notice that this direct sum is not respected by the Lie bracket if g(V ) is a
simple Lie algebra.
In Theorem 3.1.7 we found the multiplicities of eigenvalues of gi ∈ G♭, cf. Table 3.3,
which are independent of the group. This gives us the Lie algebra structure of sl(V )〈gi〉
as shown in Table 4.2. However, this is not enough information to determine the Lie
algebra structure of the other cases: so(V )〈gi〉 and sp(V )〈gi〉, thus Lemma 4.3.1 comes
into play. By this lemma it is sufficient to determine the multiplicities of real eigenvalues
of irreducible representations. This can be done in an ad hoc manner, going through all
cases and occasionally using the fact that dim g(V ) =
∑
i∈Ω dim g(V )
〈gi〉. The findings
are sketched in the table at the end of this proof.
For the orthogonal cases we may assume that nonreal eigenvalues come in conjugate pairs,
but real eigenvalues can be single. If n = dimV = 3 and i ∈ {a, b} then the multiplicities
of eigenvalues of gi are (1, 1, 1), cf. Table 3.3. Given that there are only two real roots
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of unity, ±1, there must be precisely one conjugate pair of nonreal eigenvalues and one
real eigenvalue. For gc we have multiplicities (2, 1), which can only correspond to real
eigenvalues. Using Lemma 4.3.1 we have now established the so3-row of Table 4.2.
Now consider n = 4. The group element ga has eigenvalue multiplicities (1, 1, 1, 1). The
eigenvalues can either be two conjugate pairs, which would imply dim so
〈ga〉
4 = 2, or two re-
als and one conjugate pair, yielding dim so
〈ga〉
4 = 1. At b we have multiplicities (2, 1, 1), im-
plying two identical reals and one conjugate pair and dim so
〈gb〉
4 = 2. Finally, the multiplic-
ities (2, 2) for c yield all nonreal or all real eigenvalues, implying respectively dim so
〈gc〉
4 = 4
and dim so
〈gc〉
4 = 2. The fact that the dimensions add up to 6 fixes everything.
If n = 5 we can see that gb, with multiplicities (2, 2, 1), has precisely one real eigenvalue
and gc, with multiplicities (3, 2), has all real eigenvalues. The a situation is then fixed by
dimension. The case n = 6 is impossible for the orthogonal algebra. In Section 2.5 we
confirm that there is no orthogonal irreducible representation of this dimension.
Now we go through all the symplectic cases. This time we have the additional condition
that real eigenvalues occur in even numbers. If n = 2 we have multiplicities (1, 1). The
eigenvalues are not real. Therefore sp(V )gi ∼= gl1 for all i ∈ Ω. If n = 4 then ga ∼
diag(z1, z¯1, z2, z¯2) and gb ∼ diag(±1,±1, z3, z¯3). We know that
dim sp(V )gc = dim sp(V )− dim sp(V )ga − dim sp(V )gb = 10− 2− 4 = 4.
This means we can decide whether the multiplicities (2, 2) come from all real eigenvalues
(1, 1,−1,−1) or a double nonreal eigenvalue with conjugates, since the first contributes a
dimension of 12(2 · 3 + 2 · 3) = 6 and the latter 12(22 + 22) = 4. The case n = 6 is easier.
At a, (2, 1, 1, 1, 1), we have one pair of real eigenvalues and otherwise distinct nonreal
eigenvalues. At b, (2, 2, 2), there is also exactly one real pair and at c, (3, 3) there cannot
be any real eigenvalues.
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The eigenvalue structure can be schematically summarised as follows,
a b c
so3 (±1, z, z¯) (±1, z, z¯) (±1,±1,∓1)
so4 (z1, z¯1, z2, z¯2) (±1,±1, z, z¯) (1, 1,−1,−1)
so5 (±1, z1, z¯1, z2, z¯2) (±1, z, z, z¯, z¯) (±1,±1,±1,∓1,∓1)
sp2 (z, z¯) (z, z¯) (z, z¯)
sp4 (z1, z¯1, z2, z¯2) (±1,±1, z, z¯) (z, z, z¯, z¯)
sp6 (±1,±1, z1, z¯1, z2, z¯2) (±1,±1, z, z, z¯, z¯) (z, z, z, z¯, z¯, z¯)
where z, zi ∈ C \ R and z1 6= z2. At each position in the table the numbers z, z1 and z2
are redefined.
We end this chapter by attaching an |Ω|-tuple of integers to the relevant selection of simple
Lie algebras, abusing the notation of Definition 3.5.3.
Definition 4.3.3 (κ(Φ)). Let V be an irreducible representation of a binary polyhedral
groupG♭ and g(V ) aG♭-submodule of gl(V ) and a simple Lie subalgebra in the isomorphism
class Φ. We define
κ(Φ)i = 1/2 codim g(V )
〈gi〉, i ∈ Ω.
Equivalently, using Definition 3.5.3 we have κ(Φ) = κ(χg(V )).
Theorem 4.3.2 shows that κ(Φ) is well defined, that is, the dimension of g(V )〈gi〉 only
depends on Φ and i ∈ Ω. This can also be deduced from the decompositions of g(V )
into irreducible representations, cf. Table 4.1, for which all these dimensions have been
calculated and summarised in Table 3.2. However, this does not provide the full Lie algebra
structure. The analysis of this section enabled us to see that the Lie algebra structure of
fg(Γ) is an invariant of ALiAs. Moreover, we see that all values of fg contain a Cartan
subalgebra for g, and that they are reductive [12] (this holds true in bigger generality, as
shown by Kac in 1969 [20, 21]). In particular, their codimensions are even, since both
semisimple and reductive Lie algebras are linear direct sums of a Cartan subalgebra and an
even number of one-dimensional weight spaces. Thus κ(Φ)i is an integer.
Chapter 5
Structure Theory for Automorphic
Lie Algebras
In this chapter we discuss several classes of Lie algebras. First we define Polynomial Au-
tomorphic Lie Algebras in Section 5.1, which is a natural continuation from the previous
chapters. Secondly, we move on to ALiAs in Section 5.2, the primary subject of study.
We define a normal form for these Lie algebras and find examples of explicit representa-
tions, namely the natural representation, i.e. the invariant matrices, and a much simpler
representation, which we will call the matrices of invariants.
In Section 5.3 all invariants of ALiAs (Concept 1.3.1) are combined in Theorem 5.3.3 to
obtain a list of constraints for the Lie algebra structure. A natural language in which to
express these constraints is that of cochains and their boundaries on root systems, leading
to root system cohomology and a class of Lie algebras Pω2(Φ) associated to 2-cocycles ω
2
on a root system Φ. The isomorphism question (Question 1.3.2) is then revisited in light of
the new information. At the end of this chapter we will be able to summarise the current
state of the art and specify the open problems.
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5.1 Polynomial Automorphic Lie Algebras
In Chapter 3 we discussed the polynomial ring R = C[U ] were U is a representation of
a finite group. More specifically, in Section 3.2 we discussed polynomial invariant vectors
(Vχ ⊗ R)G ∼= Rχ. If we now replace the G-module Vχ by one that is also a Lie algebra,
like the spaces g(V ), which formed the topic of Chapter 4, then one obtains a Lie algebra.
Indeed, the Lie bracket of g(V ) induces a Lie bracket on g(V )⊗R by linear extension over
R. The fact that G acts by Lie algebra isomorphisms on g(V ) implies that (g(V )⊗R)G
is closed under this bracket, that is, if ga = a and gb = b then g[a, b] = [ga, gb] = [a, b].
Definition 5.1.1 (Polynomial Automorphic Lie Algebra). Let V and U be finite dimensional
representations of G. Suppose g(V ) is a Lie subalgebra and G-submodule of gl(V ) and
R = C[U ] the polynomial ring. The Lie algebra of invariants
(g(V )⊗R)G
is called a Polynomial Automorphic Lie Algebra based on g(V ).
Classical results from invariant theory (cf. Section 2.6) demonstrate that the space of
invariants (g(V )⊗R)G is a finitely generated free module over the polynomial ring in a
choice of primary invariants of G in R. Given such a choice, one can predict the number of
generators, which is a fixed multiple of dim g(V ) (cf. Proposition 2.6.11). The Lie algebra
induced by this space, which we also denote by (g(V )⊗R)G, is defined by a related number
of structure constants, all being polynomials in primary invariants.
We continue our string of dihedral examples with the corresponding Polynomial ALiA.
Example 5.1.2 (
(
sl(Vψj )⊗R
)DN ). Let ψj be an arbitrary two-dimensional irreducible
character of the dihedral group DN . In the introduction of Chapter 4 we found explicit
bases for the decomposition sl(Vψj ) = Vχ2 ⊕ Vψ2j . Just to recall, Vχ2 is in this context
the space of diagonal traceless 2× 2 matrices and Vψ2j is the space of 2× 2 matrices with
zeros on the diagonal. The basis



0 1
0 0

 ,

0 0
1 0



 for the latter space corresponds
to our preferred basis for ψ2j , in which the matrices representing the group generators are
given by (3.2).
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In order to find the polynomial invariant matrices, one can at this stage simply plug in the
information of dihedral invariant vectors summarised in Table 3.5 and Table 3.6. We find
generators
η1 =

 0 X2j
Y 2j 0

 , η2 =

 0 Y N−2j
XN−2j 0

 , η3 = 1/2(XN − Y N )

1 0
0 −1

 ,
and the space of invariant matrices
(
sl(Vψj )⊗R
)G
= C[Fa, Fb]η1 ⊕ C[Fa, Fb]η2 ⊕ C[Fa, Fb]η3,
where the primary invariants Fa and Fb are given by (3.3).
The Lie algebra structure is found by computing the commutator brackets
[η2, η3] = 2(−FaN−2jη1 + Fbη2),
[η3, η1] = 2(Fbη1 − Fa2jη2),
[η1, η2] = 2η3,
and we notice that the structure constants are indeed in C[Fa, Fb].
If we pick a different extension of the dihedral group we can find a Lie algebra with more
generators. For instance, in the next example we consider the binary dihedral group, which
we refer to as the dicyclic group DicN . The lowest possible degree of the invariants in
a homogeneous system of parameters {θ1, θ2} is deg θ1 = 4 and deg θ2 = 2N . Then
Proposition 2.6.11 provides the number of secondary invariants: deg θ1 deg θ2|DicN | =
4·2N
4N = 2
times the dimension of the base vector space. For example, if this base vector space is
sl2(C) then there are 2 · 3 = 6 generators.
Example 5.1.3 ((sl(V )⊗R)DicN ). Just like the dihedral group, the dicyclic group
DicN = 〈r, s | r2N = 1, s2 = rN , sr = r−1s〉
has an abelian subgroup of index 2: 〈r〉 ∼= Z /2N . Therefore, the dimension of an ir-
reducible representation of DicN is at most 2. The two-dimensional cases are conjugate
to
r =

ωj2N 0
0 ω−j2N

 , s =

0 ij
ij 0


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where ω2N is a primitive 2N -th root of unity. We take j = 1 for the natural representation
U with dual basis {X,Y }. Let V be the above representation, with parameter j arbitrary.
Then the space of polynomial invariant traceless matrices takes the form
(sl(V )⊗R)DicN = C[θ1, θ2] (ζ1 ⊕ ζ2 ⊕ ζ3 ⊕ ζ4 ⊕ ζ5 ⊕ ζ6)
where
θ1 = (XY )
2,
θ2 = X
2N + (−1)NY 2N ,
ζ1 =

XY 0
0 −XY

 ,
ζ2 =

X2N − (−1)NY 2N 0
0 −X2N + (−1)NY 2N

 ,
ζ3 =

 0 X2j
Y 2j 0

 ,
ζ4 =

 0 X2j+1Y
−XY 2j+1

 ,
ζ5 =

 0 (−1)NY 2N−2j
X2N−2j 0

 ,
ζ6 =

 0 −(−1)NXY 2N−2j+1
X2N−2j+1Y 0

 .
In terms of ground forms (which are defined by DN ) the primary invariants are θ1 = F
2
a
and θ2 = (Fb + Fc)
2 + (−1)N (Fb − Fc)2. These generators can be obtained in a similar
manner as is shown for the dihedral group. A detailed walk through does not add value to
this thesis and is left out.
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The Lie structure can be computed directly.
[ζ1, ζ2] = 0 [ζ1, ζ3] = 2ζ4 [ζ1, ζ4] = 2θ1ζ3
[ζ2, ζ3] = 2θ2ζ3 − 4θj1ζ5 [ζ2, ζ4] = 2θ2ζ4 + 4θjζ6 [ζ2, ζ5] = 4(−1)NθN−j1 ζ3 − 2θ2ζ5
[ζ3, ζ4] = −2θj1ζ1 [ζ3, ζ5] = ζ2 [ζ3, ζ6] = θ2ζ1
[ζ4, ζ5] = θ2ζ1 [ζ4, ζ6] = θ1ζ2
[ζ5, ζ6] = 2θ
N−j
1 ζ1 [ζ1, ζ5] = −2ζ6
[ζ1, ζ6] = −2θ1ζ5 [ζ2, ζ6] = −4(−1)NθN−j1 ζ4 − 2θ2ζ6
Despite looking completely different, this Polynomial ALiA gives exactly the same ALiA as(
sl(Vψj )⊗R
)DN from Example 5.1.2 does, when the prehomogenisation and homogeni-
sation operators from Section 3.3 are applied. This illustrates some significant differences
between ALiAs and Polynomial ALiAs.
No attempt has been made to find a set of generators for this module of invariants that
makes the Lie algebra structure more transparent, and it is obvious from the example that
without such effort it is difficult to make sense of this structure, even when there are merely
6 generators. To cure this problem we introduce a normal form in Section 5.2.1. But first
we will find some actual ALiAs as Lie subalgebras of Polynomial ALiAs.
5.2 Automorphic Lie Algebras
Automorphic Lie Algebras are Lie subalgebras of current algebras of Krichever-Novikov type
i.e. the tensor product g ⊗M(C)Γ, also known as loop algebras (usually Γ = {0,∞} so
that M(C)Γ = C[λ, λ−1]). Current algebras are commonly denoted by g (cf. [1, 42, 54])
and we introduce a notation for Automorphic Lie Algebras in line with this convention:
g(V )
G
Γ =
(
g(V )⊗M(C)Γ
)G
.
Polynomial ALiAs serve as a stepping stone to reach ALiAs in this exposition. The step
can be taken by the prehomogenisation and homogenisation operators from Section 3.3,
thanks to Lemma 3.3.3 which shows that the full ALiA is obtained in this way. Lemma
3.3.5 explains the relation between the prehomogenised Polynomial ALiAs and ALiAs. In
fact, since the Lie algebra structure of the ALiA depends only on ring structure, that is,
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addition and multiplication, the Lemma gives the following isomorphism of Lie algebras.
We adopt the notation from Chapter 3.
Proposition 5.2.1. LetG < Aut(C) be a finite polyhedral group and Γ ∈ C /G . Moreover,
let G♭ be a sufficient extension of G. If |G| divides d ∈ N then there is a Lie algebra
isomorphism
Pd (g(V )⊗R)G
♭
mod FΓ ∼= g(V )GΓ .
In particular, any Automorphic Lie Algebra is a quotient of P|G| (g(V )⊗R)G
♭
.
The significance of this result lies in the fact that P|G| (g(V )⊗R)G
♭
is independent of the
orbit Γ. Therefore, one can study all ALiAs
{
g(V )
G
Γ | Γ ∈ C /G
}
by studying the one Lie
algebra P|G| (g(V )⊗R)G
♭
. Note that this does not imply that ALiAs with different pole
orbits are isomorphic.
Example 5.2.2 (sl(Vψj )
DN
Γ
). Consider the Polynomial ALiA
(
sl(Vψj )⊗R
)DN from Exam-
ple 5.1.2 as starting point. To determine the image of this space under the prehomogeni-
sation projection P|DN | = P2N we need to know whether N is odd or even. First suppose
N is odd. The Poincare´ series, with assisting dummy symbols a and b,
P
((
sl(Vψj )⊗R
)DN , t) = t2j + tN−2j + tN
(1− at2)(1− btN )
=
(t2j + tN−2j + tN )(1 + at2 + . . .+ aN−1t2N−2)(1 + btN )
(1− aN t2N )(1− b2t2N )
is mapped to
P2NP
((
sl(Vψj )⊗R
)DN , t) = aN−jt2N + ajbt2N + bt2N
(1− aN t2N )(1− b2t2N ) .
This is in agreement with (3.12). We have found the prehomogenised Lie algebra
P2N
(
sl(Vψj )⊗R
)DN = C[FNa , F 2b ] (FN−ja η1 ⊕ F jaFbη2 ⊕ Fbη3) . (5.1)
In order to find ALiAs with DN symmetry via Polynomial ALiAs we need a sufficient ex-
tension of the dihedral group. If N is odd then DN itself will suffice, but if N is even we
need something more, for instance D2N , cf. Secion 2.4.
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Clearly
(
sl(Vψj )⊗R
)D2N is obtained by the substitution N 7→ 2N in the expression for(
sl(Vψj )⊗R
)DN of Example 5.1.2. We would, however, like to express the primary invari-
ants in terms of the ground forms as defined by the action of the original group on the
Riemann sphere, rather than its extension. We take the primary invariants Fa and Fb of
DN to construct primary invariants Fa and F
2
b for D2N . The Poincare´ series reads
P
((
sl(Vψj )⊗R
)D2N , t) = t2j + t2N−2j + t2N
(1− at2)(1− b2t2N )
=
(t2j + tN−2j + tN )(1 + at2 + . . .+ aN−1t2N−2)
(1− aN t2N )(1− b2t2N ) ,
and is mapped to
P2NP
((
sl(Vψj )⊗R
)DN , t) = aN−jt2N + ajt2N + t2N
(1− aN t2N )(1− b2t2N ) .
We find the prehomogenised Lie algebra
P2N
(
sl(Vψj )⊗R
)D2N = C[FNa , F 2b ] (FN−ja η1 ⊕ F ja (η2|N 7→2N )⊕ (η3|N 7→2N )) .
Let us compare this module with the previous, (5.1). Their first generators are identical
and the last only differs by a factor 1/2. Finally we notice that
2F jaFbη2 = (XY )
j(XN + Y N )

 0 Y N−2j
XN2j 0


=

 0 (XY )N−jX2j + (XY )jY 2N−2j
(XY )N−jY 2j + (XY )jX2N−2j 0


= FN−ja η1 + F
j
a η2|N 7→2N .
In other words, we have found the same module as before. Regardless of whether N is odd
or even, if a sufficient extension of the dihedral group DN is used, say D
♭
N , then the image of
the prehomogenisation operator equals (5.1). One could even try the DicN -symmetric Poly-
nomial ALiA from Example 5.1.3. This reflects the fact that P|G| (g(V )⊗R)G
♭
mod FΓ ∼=
g(V )
G
Γ is a space of G-invariants rather than G
♭-invariants (also observed in Example 3.3.6).
We can conclude with
P2N
(
sl(Vψj )⊗R
)D♭N = C[FNa , F 2b ] (η˜1 ⊕ η˜2 ⊕ η˜3) ,
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where
η˜1 = F
N−j
a η1 = F
N
a

 0 λj
λ−j 0

 ,
η˜2 = F
j
aFbη2 = F
N
a

 0 1/2(λj + λj−N )
1/2(λ−j + λN−j) 0

 ,
η˜3 = Fbη3 = FbFc

1 0
0 −1

 .
(5.2)
One readily computes the Lie brackets
[η˜2, η˜3] = 2(−Fb2η˜1 + Fb2η˜2),
[η˜3, η˜1] = 2(Fb
2η˜1 − FaN η˜2),
[η˜1, η˜2] = 2F
N
a η˜3,
and notices the structure constants are indeed elements of P|G|RG♭ = C[F νaa , F νbb ].
One can apply the homogenisation operator HΓ to obtain the ALiA. The particular choice
of generators from the previous example is very similar to the generators found in other
works.
Example 5.2.3 (Comparison of dihedral results). It is useful to compare ours with previous
results. In particular, let us consider [29] and [4], which contain explicit descriptions of
ALiAs with dihedral symmetry with poles restricted to the orbit of two points, which we
call Γa = {0,∞}.
If we take η1, η2 and η3 to be the generators of the Polynomial ALiA of Example 5.1.2,
then we can recover the generators (27) in [29], page 190, where N = 2 and j = 1. These
are nothing but HΓa(η1), HΓa(η2) and 2HΓa(η3), respectively.
Similarly, generators (4.10) in [4], page 81, for general N and j, are HΓa(η1), HΓa(2η2−η1)
and 4HΓa(η3) respectively, if N is odd, and HΓa(η1), HΓa(η2) and 2HΓa(η3) respectively,
if N is even.
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5.2.1 A Cartan-Weyl Normal Form
The normal form introduced in this section improves our understanding of the structure of
ALiAs and it is an aid in establishing isomorphisms between these Lie algebras.
Throughout this section let g be a semisimple complex Lie algebra of dimension k and rank
ℓ,
k = dim g, ℓ = dim h,
where h is a Cartan subalgebra (CSA) of g. The root system [12, 17, 24] of g is denoted
by Φ and we fix a subset of positive roots Φ+ and simple roots ∆. Moreover, we introduce
a shorthand notation for free R-modules,
R (ai | i ∈ I) =
⊕
i∈I
Rai, (5.3)
where R is a ring.
We define a Cartan-Weyl normal form for ALiAs similar to the Cartan-Weyl basis for
semisimple Lie algebras, that is, a basis that identifies a Cartan subalgebra and diagonalises
its adjoint action.
Definition 5.2.4 (Cartan-Weyl normal form). The k generators of an ALiA g(V )
G
Γ as a
C[I]-module are in Cartan-Weyl normal form if they diagonalise the adjoint action of ℓ of
these generators, with the same roots as h in the Cartan-Weyl basis for g. In other words,
the set {hα, eβ | α ∈ ∆, β ∈ Φ} defines a Cartan-Weyl normal form if
g(V )
G
Γ = C[I] (hα, eβ | α ∈ ∆, β ∈ Φ)
and
[h, h′] = 0,
[h, eβ ] = β(h)eβ ,
for all h, h′ ∈ C[I] (hα | α ∈ ∆) and β ∈ Φ. Here a root β is considered as a C[I]-linear
form on C[I] (hα | α ∈ ∆) defined by β(hα) = 2(β,α)(α,α) , where (·, ·) is the inner product on
C∆ induced by the Killing form of g.
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Notice that C[I] (hα | α ∈ ∆) is an abelian-, in particular nilpotent subalgebra which is
selfnormalising, i.e. a CSA of g(V )
G
Γ . It follows from the eigenvalues of this CSA and
Jacobi’s identity that [eβ , eγ ] = 0 if β + γ /∈ Φ and [eβ , eγ ] ∈ C[I]eβ+γ if β + γ ∈ Φ.
The restriction of the Killing form of g(V )
G
Γ to a CSA depends only on the Lie brackets
appearing in the definition of the Cartan-Weyl normal form, and is therefore identical to
the Killing form on the CSA of the base Lie algebra. The Cartan element (α,α)2 hα is dual
to α with respect to this inner product, and invariance of the Killing form K(·, ·) implies
[eα, e−α] = K(eα, e−α)
(α,α)
2 hα, cf. [17]. It is in the last two types of brackets where ALiAs
differ from semisimple complex Lie algebras. Further specification of these Lie brackets leads
to the so called Chevalley basis in the complex case and we aim to define an analogues
normal form in Definition 5.3.1 for Lie algebras over a graded ring.
The existence of a Cartan-Weyl normal form relies on the fact that the ALiA g(V )
G
Γ can
be generated by k elements over C[I], as was shown in Theorem 3.4.7. This is necessary
but not sufficient to prove the existence of a Cartan-Weyl normal form for a general ALiA,
and the problem is still open.
Conjecture 5.2.5. For all Automorphic Lie Algebras, a Cartan-Weyl normal form exists.
There are several reasons why we deem this plausible. First of all, many particular cases
are computed. For instance, in Section 5.2.2 we will find the normal form for all ALiAs
with dihedral symmetry, for any orbit of poles, and in [26] the sln(C)-based ALiAs with
exceptional pole orbits are classified and a normal form for each case is computed. To
discuss general reasons for the existence conjecture we break it down into easier problems.
First we need a Cartan subalgebra. This is perhaps the hardest part of Conjecture 5.2.5
due to its nonlinear nature.
Conjecture 5.2.6. For any orbit Γ, one can find ℓ diagonalisable and commuting elements
in
(
g(V )⊗M(C)Γ
)G
with eigenvalues in C.
Notice that by Theorem 4.3.2 there is a CSA for the base Lie algebra g(V ) available in the
evaluation of the natural representation of the ALiA at any point of the Riemann sphere.
This not being the case would be an obstruction to the existence of a CSA for the ALiA.
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The linear part of the construction of Cartan-Weyl normal form generators is the diagonal-
isation of the adjoint action of the CSA.
Conjecture 5.2.7. Suppose C[I](h1, . . . , hℓ) is a CSA for g(V )
G
Γ . That is, h1, . . . , hℓ are
diagonalisable, pairwise commuting, and have λ-independent eigenvalues. Then there exists
a nonzero solution eα ∈ g(V )GΓ to the equations
[hr, eα] = α(hr)eα, 1 ≤ r ≤ ℓ,
for all roots α ∈ Φ of the base Lie algebra.
It can be helpful to approach this problem in terms of homogeneous matrices over C[U ]
rather than the matrices over M(C), using the identification g(V )GΓ ∼= P|G| (g(V )⊗R)G
mod FΓ from Proposition 5.2.1. One can then restrict the diagonalisation to a fixed degree
(the degree of eα is unknown, but it can be taken as a variable), by which the C-linear
problem becomes finite dimensional. In the case g = sl2(C) one can then simply count the
number of equations and the number of variables and conclude that the solutions eα exists
at some degree. For general Lie algebras g it is more difficult.
Conjecture 5.2.8. Let C[I](h1, . . . , hℓ) be a CSA of g(V )
G
Γ and eα, α ∈ Φ, a set of solutions
of the equations [hr, eα] = α(hr)eα, 1 ≤ r ≤ ℓ as in the above conjecture. Suppose eα
does not have a factor of C[I] vanishing on a generic orbit. Then the transformation
(η1, . . . , ηk) 7→ (hr, eα | 1 ≤ r ≤ ℓ, α ∈ Φ) is invertible over C[I], i.e. the determinant of
the corresponding matrix is in C∗, i.e.
g(V )
G
Γ = C[I] (η1, . . . , ηk) = C[I] (hr, eα | 1 ≤ r ≤ ℓ, α ∈ Φ)
and {hr, eα | 1 ≤ r ≤ ℓ, α ∈ Φ} defines a Cartan-Weyl normal form for g(V )GΓ .
This statement becomes plausible when considering evaluations of the invariant matrices. If
µ ∈ C\Γ then the evaluated generators hr(µ) form a basis for a CSA h of g by assumption.
In particular, one can find an element h in the C-span of {hr(µ) | 1 ≤ r ≤ ℓ} such that
α(h) 6= β(h) if α 6= β are two roots. Nonzero elements of {eα(µ) | α ∈ Φ} are eigenvectors
of h with distinct eigenvalues and as such linearly independent.
By Proposition 3.2.3, the original generators η1(µ), . . . , ηk(µ) evaluated at µ are inde-
pendent if µ is a generic point outside Γ. Thus if µ is such a point and eα(µ) =
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fα1 (µ)η1(µ) + . . .+ f
α
k (µ)ηk(µ) = 0, then all the functions f
α
1 , . . . , f
α
k ∈ C[I] vanish at µ.
This implies they have a common factor, contradicting the assumption that factors of eα are
removed. We have proved that the transformation (f ij(µ)) between the original generators
ηj(µ) and the realisation of a Cartan-Weyl normal form {hr, eα | 1 ≤ r ≤ ℓ, α ∈ Φ} is
invertible if µ is generic and not in Γ.
What if µi ∈ Γi 6= Γ is an exceptional value? The matrices {hℓ(µi)} are independent so
in that case the matrices {eα(µi) | α ∈ Φ} are dependent by Proposition 3.2.3. However,
all the nonzero matrices eα(µi) have different eigenvalues relative to the CSA, so these
are independent. Also, the space spanned by {eα(µi) | α ∈ Φ} is a subspace of the space
spanned by {ηj(µi) | 1 ≤ j ≤ k}. Therefore, the minimal number of vanishing eigenvectors
eα(µi) is k−dimC〈η1(µi), . . . , ηk(µi)〉 = codim g(V )gi . In the next section we will see all
these things happen when we construct a Cartan-Weyl normal form for the dihedral ALiAs.
5.2.2 Dihedral Automorphic Lie Algebras
This section is the culmination of the example sequence related to dihedral invariants and
describes the main result of [25]. We find the Lie algebra structure of ALiAs with dihedral
symmetry and an arbitrary pole orbit, by a construction of a Cartan-Weyl normal form.
Theorem 5.2.9. Let DN act faithfully on the Riemann sphere and let Γ be a single orbit
therein. Let (ca, cb) ∈ CP 1 be such that N (Γ) is generated by
F = F νΓΓ = caF
N
a + cbF
2
b
where Fi is given by (3.3). Then, adopting the previous notation,
sl(Vψj )
DN
Γ
= C[I]h⊕ C[I]e+ ⊕ C[I]e−
and
[h, e±] = ±2e±,
[e+, e−] = IaIbIch,
where Ii, i ∈ Ω, is given by (3.13).
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A set of generators for this normal form is given by
h =

 cbFbFcF (caλj + cb/2(λj + λj−N ))Ia
(caλ
−j + cb/2(λ−j + λN−j))Ia
−cbFbFc
F

 ,
e+ =
FNa FbFc
2F 2

 1 −λj
λ−j −1

 ,
e− =
FNa FbFc
2F 2

 ca + cb + cacbIc (ca(ca + cb)Ia + cbλ−N)λj
− (ca(ca + cb)Ia + cbλN)λ−j −ca − cb − cacbIc

 ,
(5.4)
in the basis corresponding to (3.2).
Proof. We prove the theorem by an explicit construction. Consider the prehomogenised Lie
algebra P|2N |
(
sl(Vψj )⊗R
)D♭N = C[FNa , F 2b ] (η˜1 ⊕ η˜2 ⊕ η˜3) from Example 5.2.2. Define
(h˜, e˜+, e˜−) by
(h˜, e˜+, e˜−) = (η˜1, η˜2, η˜3)T
where
T =
1
2


2ca −F 2b c2aFNa Fc2 + F 2
2cb F
N
a −c2bF 2b Fc2 − F 2
2cb F
N
a F
N
a (cacbFc
2 + (ca + cb)F )

 . (5.5)
It is a straightforward though very tedious exercise to check that this transformation has
determinant 1/2F 3 and is therefore invertible over the ring C[F νaa , F
νb
b ] mod F
∼= C[I].
Moreover, one computes the commutators
[h˜, e˜±] = ±2F e˜±,
[e˜+, e˜−] = FF
N
a F
2
b F
2
c h˜ ,
for instance using the commutation relations of η˜i in Example 5.2.2. Hence the homogenised
matrices h = HΓ(h˜) and e± = HΓ(e˜±) define a Cartan-Weyl normal form as described in
the theorem.
We observe that different choices of transformation groups have been made in previous
works. Here we follow [30] and allow invertible transformations T on the generators η˜i
over the ring of invariant forms, contrary to [4], where only C-linear transformations on the
generators are considered.
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To find the desired isomorphism T one first looks for a matrix h˜ ∈ C[FNa , F 2b ] (η˜1 ⊕ η˜2 ⊕ η˜3)
which has eigenvalues ±µ that are units in the localised ring, that is, powers of F . This
yields the first column of T . The other two columns are found by diagonalising ad(h˜),
i.e. solving [h˜, e˜±] = ±2µe˜± for e˜± ∈ C[FNa , F 2b ] (η˜1 ⊕ η˜2 ⊕ η˜3). Then one has to check
that the transformation is invertible.
In Table 5.1 we present the invariant matrices when Γ is one of the exceptional orbits
Γi. In other words, these are the matrices (5.4) with (ca, cb) = (1, 0) for poles at Γa,
(ca, cb) = (0, 1) for poles at Γb and (ca, cb) = (−1, 1) for poles at Γc.
Table 5.1: Generators in normal form of Automorphic Lie Algebras with dihedral symmetry
and exceptional pole orbit.
h e+ e−
Γa

 0 λj
λ−j 0

 λ2N−1
8λN

 1 −λj
λ−j −1

 λ2N−1
8λN

 1 λj
−λ−j −1


Γb
1
λN+1

λN − 1 −2λj
2λN−j −λN + 1

 2(λN−1)λN
(λN+1)3

 1 −λj
λ−j −1

 2(λN−1)λN
(λN+1)3

 1 λj−N
−λN−j −1


Γc
1
λN−1

λN + 1 −2λj
2λN−j −λN − 1

 2(λN+1)λN
(λN−1)3

 1 −λj
λ−j −1

 2(λN+1)λN
(λN−1)3

 −1 λj−N
−λN−j 1


Theorem 5.2.9 describes ALiAs with dihedral symmetry, with poles at any orbit. Its proof
exhibits the consequence of Proposition 5.2.1 that one can compute all these Lie algebras
in one go. In particular, one does not need to distinguish between exceptional orbits and
generic orbits.
The resulting Lie algebras differ only in the bracket [e+, e−] = IaIbIch. Here one can
discriminate between the case of generic and exceptional orbits since precisely one factor
Ii equals 1 if and only if Γ is an exceptional orbit. In other words, IaIbIc is a polynomial
in I (for any 1 6= I = Ii, i ∈ Ω) of degree 2 or 3 if Γ is exceptional or generic respectively.
Notice that this degree equals the complex dimension of the quotient
sl(Vψj )
DN
Γ
/[
sl(Vψj )
DN
Γ
, sl(Vψj )
DN
Γ
] ∼= C[I]/C[I]IaIbIc
in agreement with results in [4].
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Another way to analyse the ALiAs is by considering their values at a particular point λ. This
can be done in the Lie algebra, i.e. the structure constants, or in the natural representation
of the Lie algebra, i.e. the invariant matrices (cf. Theorem 4.3.2). In the first case we have
a three-dimensional Lie algebra, equivalent to sl2(C) if λ ∈ C \ (Γ ∪ Γc ∪ Γb ∪ Γa). When
on the other hand λ ∈ Γi 6= Γ we obtain the Lie algebra
[h, e±] = ±2e± , [e+, e−] = 0 .
Evaluating the invariant matrices in λ ∈ C \ (Γ ∪ Γc ∪ Γb ∪ Γa) also results in sl2(C).
If, on the other hand, λ ∈ Γi 6= Γ then two generators e± vanish and one is left with a
one-dimensional, and in particular commutative, Lie algebra, in agreement with Theorem
4.3.2.
5.2.3 Matrices of Invariants
Invariant matrices act on invariant vectors by multiplication. The description of the invariant
matrices in terms of this action yields greatly simplified matrices, which we call matrices
of invariants, while preserving the structure constants of the Lie algebra. This provides a
convenient representation for Automorphic Lie Algebras. We follow [26].
The claimed action relies on the fact that a product ηυ of an invariant matrix η and an
invariant vector υ is again an invariant vector. We check
g · (η(λ)υ(λ)) = τgη(g−1λ)υ(g−1λ) = (τgη(g−1λ)τ−1g )(τgυ(g−1λ)) = η(λ)υ(λ)
where τ : G♭ → GL(V ) defines the action on the underlying vector space V .
Let the generators RχV|G| of the module of invariant vectors be υ1, . . . , υn, n = dimV , i.e.
P|G| (V ⊗R)G
♭
=
n⊕
j=1
C[F νaa , F
νb
b ]υj
and define the matrix of invariants A = (Qr,s(F
νa
a , F
νb
b )) related to an invariant matrix η
by
ηυs =
n∑
r=1
Qr,sυr.
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In terms of the square matrix P = (υ1, . . . , υn) this reads
ηP = PA.
The entries Qr,s of A are forms of degree
deg η
|G| in F
νa
a and F
νb
b . Important to note is that A
is not an invariant matrix in the usual sense. This is the reason for using a Roman instead
of a Greek letter.
We know that detP = detRχ|G| =
∏
i∈Ω F
κ(χ)iνi
i where κ(χ)i = 1/2 codim V
〈gi〉
χ (cf. Def-
inition 3.5.1 and Theorem 3.5.4). In particular, P is not invertible on the whole Riemann
sphere. The singularity of P means that A cannot simply be seen as η in a different basis,
but we want to make sure that the Lie algebra structure is preserved nonetheless. Suppose
[ηi, ηj ] =
n∑
k=1
cki,jηk,
where cki,j ∈ C[F νaa , F νbb ]. By definition
0 =
(
[ηi, ηj ]−
n∑
k=1
cki,jηk
)
P = P
(
[Ai, Aj ]−
n∑
k=1
cki,jAk
)
where Ai is the matrix of invariants related to the invariant matrix ηi. At the points on the
Riemann sphere where P is invertible we thus find that [Ai, Aj ] −
∑
k c
k
i,jAk = 0. Since
these regular points include all generic orbits they constitute a non-discrete set and we can
conclude that the polynomial entries of [Ai, Aj ]−
∑
k c
k
i,jAk are in fact identically zero,
[Ai, Aj ] =
n∑
k=1
cki,jAk,
and the transformation ηi 7→ Ai defines a Lie algebra morphism (see [26] for an algebraic
argument to this end).
To illustrate we compute the matrices of invariants for the dihedral group. We consider the
original generators (5.2) of prehomogenised DN -invariant matrices first. We could use the
generators of the normal form (5.4), but these are more involved (only the structure con-
stants are simpler) and we will consider them later. The transformation on the generators
of the Lie algebra, such as the one achieving a Cartan-Weyl normal form, and the trans-
formation on the matrix representatives of these generators, such as the transition between
invariant matrices and matrices of invariants, commute. Hence we can apply transformation
(5.5) of Theorem 5.2.9 afterwards if we wish to.
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Example 5.2.10 (Matrices of invariants for DN ). As starting point we consider the original
generators (5.2) of the prehomogenised module of DN -invariant matrices,
η˜1 = F
N
a

 0 λj
λ−j 0

 ,
η˜2 = F
N
a

 0 1/2(λj + λj−N )
1/2(λ−j + λN−j) 0

 ,
η˜3 = FbFc

1 0
0 −1

 .
Suppose j is even and consider the invariant vectors of degree |G|
υ1 = F
N−j/2
a

Xj
Y j

 , υ2 = F j/2a Fb

Y N−j
XN−j

 .
If P = (υ1, υ2) and η˜iP = PAi then the matrices Ai are given by
A1 =

FNa 2F 2b
0 −FNa

 , A2 =

 0 F 2b
FNa 0

 , A3 =

 F 2b F 2b
−FNa −F 2b

 (5.6)
and we see that all entries are in RG
♭
|G| = CF
νa
a ⊕ CF νbb as expected.
We defined the determinant of invariant vectors in Definition 3.5.1. This can be computed
just as well when the base vector space is a space of matrices. But since then one can
also consider the determinant of one vector, we call the former determinant the total
determinant of invariant matrices. That is, relative to a basis {e1, . . . , ek} for g(V ), if the
invariant matrices are given by ηi = fi,jej , then the total determinant of invariant matrices
is det fi,j . A change of basis ei = ci,je
′
j will only change the total determinant by a factor
det ci,j ∈ C∗, therefore the total determinant is well defined.
Lemma 5.2.11. The total determinants of invariant matrices and their related matrices of
invariants are related by a factor ±1;
det(η1, . . . , ηk) = ±1 det(A1, . . . , Ak).
In particular, they are identical up to scalar factor.
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Proof. Let P be the matrix of invariant vectors such that ηjP = PAj and suppose D ⊂ C2
is the set of points (X,Y ) such that XY ∈ C \ (Γa ∪ Γb ∪ Γc), i.e. D is the preimage under
the canonical quotient map C2 → CP 1 ∼= C of all points in the Riemann sphere with trivial
stabiliser subgroup. The topological closure of D is C2 and D is connected, as can be seen
from its continuous image in the Riemann sphere.
The total determinants of the invariant matrices and the matrices of invariants are poly-
nomial functions on C2 and in particular continuous. The former is nonzero on D, by
Proposition 3.2.3, as is the determinant of P . Therefore, in the domain D, we have the fol-
lowing properties. Conjugation with P induces a basis transformation of g(V ) with nonzero
determinant detAdP and
det(η1, . . . , ηk)(X,Y ) = detAdP (X,Y ) det(A1, . . . , Ak)(X,Y ), (X,Y ) ∈ D.
The basis transformation given by AdP (X,Y ) is an automorphism of a semisimple Lie
algebra, for which Lemma 4.2.2 shows detAdP (X,Y ) = ±1. Moreover, since both total
determinants are continuous, so is detAdP : D → {1,−1}. Finally, because D is con-
nected, detAdP is constant. By continuity of the total determinants we can fill in the gaps
C2 \D since D is dense in C2.
Example 5.2.12 (The total determinant). Consider the sl2(C)-basis


1 0
0 −1

 ,

0 1
0 0

 ,

0 0
1 0



 .
The DN -invariant matrices (5.2) have coefficients η˜1 ∼= (0, FN−ja X2j , FN−ja Y 2j) etc. We
check that R
χ2+ψ2j
|G| = CF
N
a F
2
b F
2
c as predicted by Theorem 3.5.4 and Table 3.8,
det(η˜1, η˜2, η˜3) = det


0 FN−ja X
2j FN−ja Y
2j
0 F jaFbY
N−2j F jaFbX
N−2j
FbFc 0 0

 = 2FNa F 2b F 2c .
To illustrate Lemma 5.2.11, we compute the total determinant of the matrices of invariants
(5.6) as well. Notice first that conjugation gives an inner automorphism of the special linear
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algebra, so we expect the same sign.
det(A1, A2, A3) = det


FNa 2F
2
b 0
0 F 2b F
N
a
F 2b F
2
b −FNa

 =
FNa (−2FNa F 2b ) + 2F 2b (FNa F 2b ) = 2FNa F 2b (F 2b − FNa ) = 2FNa F 2b F 2c .
Example 5.2.13 (Matrices of invariants in normal form). Let us apply transformation
(5.5), achieving the Cartan-Weyl normal form, to the matrices of invariants (5.6). The
homogenised version 1
(H,E+, E−) = HΓ ((A1, A2, A3)T ) = (HΓA1,HΓA2,HΓA3)HΓT
takes the form
HΓA1 =

Ia 2Ib
0 −Ia

 , HΓA2 =

 0 Ib
Ia 0

 , HΓA3 =

 Ib Ib
−Ia −Ib

 ,
HΓT = 1
2


2ca −Ib c2aIaIc + 1
2cb Ia −c2bIbIc − 1
2cb Ia Ia(cacbIc + ca + cb)

 . (5.7)
After simplification, using the two relations
Ia − Ib + Ic = 0,
caIa + cbIb = 1,
one finds
H =

1 2(ca + cb)Ib
0 −1

 ,
E+ =

0 −IbIc
0 0

 ,
E− =

(ca + cb)IaIb (ca + cb)2IaI2b
−Ia −(ca + cb)IaIb

 .
1It is arguably easier to postpone the homogenisation procedure, because in order to obtain the given
simplified matrices one has to replace 1 by appropriate powers of caIa + cbIb in various places.
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The matrices have been simplified significantly compared to (5.4) but there is one more
thing to do. By construction, H is diagonalisable, so let us get this done as well 2, with
basis
P =

1 (ca + cb)Ib
0 −1

 .
This matrix is invertible over C[I]. In fact, P 2 = Id, and
P−1

u v
w −u

P =

u+ (ca + cb)Ibw 2(ca + cb)Ibu− v + (ca + cb)2I2bw
−w −u− (ca + cb)Ibw


and
H ∼

1 0
0 −1

 , E+ ∼

0 IbIc
0 0

 , E− ∼

 0 0
Ia 0

 . (5.8)
This is a set of generators that reflect the simplicity of the structure constants clearly.
5.3 Applications of Invariants
If we assume the existence of a Cartan-Weyl normal form for any ALiA, i.e. Conjecture
5.2.5, then we can say quite a few things about this Lie algebra. The investigation of the
predictive power of the invariants of ALiAs naturally leads to a cohomology theory for root
systems.
5.3.1 Root Cohomology
This section presents a tentative setup for a cohomology theory of root systems and explains
its relation to Automorphic Lie Algebras and their representations.
2The diagonalisation was not carried out for the matrices (5.4) because it interferes with the group
action (as does the basis of invariant vectors). The diagonalising basis for V depends on λ and therefore
the matrices representing G by τ : G → GL(V ) become dependent on λ as well (cf. twisted reduction
group, [31]). Theorem 5.2.9 is concerned with invariant matrices, contrary to this example, where we are
only concerned with the Lie structure.
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Let q ∈ N and let Φ be a root system. Put Φ0 = Φ ∪ {0}. We define 1-chains C1(Φ) by
formal Z-linear combinations of roots. Inductively we define m-chains Cm(Φ) by formal
Z-linear combinations of m-tuples of roots (α1, . . . , αm) ∈ Φm0 with the property that
(α1, . . . , αj + αj+1, . . . , αm) ∈ Cm−1(Φ) for all 1 ≤ j < m.
Dually, let the m-cochains be the Z-linear maps
Cm(Φ,Zq) = Hom(Cm(Φ),Z
q).
The maps dm : Cm(Φ,Zq) → Cm+1(Φ,Zq) can then be defined in the standard way [15]
(with trivial Φ-action on Zq).
d1ω1(α0, α1) = ω
1(α1)− ω1(α0 + α1) + ω1(α0)
d2ω2(α0, α1, α2) = ω
2(α1, α2)− ω2(α0 + α1, α2) + ω2(α0, α1 + α2)− ω2(α0, α1)
dmωm(α0, . . . , αm) = ω
m(α1, . . . , αm)
+
m∑
j=1
(−1)jωm(α0, . . . , αj−1 + αj , · · · , αm)
− (−1)mωm(α0, . . . , αm−1).
We have dm+1dm = 0 and define the group of m-cocycles, m-coboundaries and the mth-
cohomology group with coefficients in Zq respectively by
Zm(Φ,Zq) = ker dm,
Bm(Φ,Zq) = dm−1Cm−1(Φ,Zq),
Hm(Φ,Zq) = Z
m(Φ,Zq)
/
Bm(Φ,Zq) .
If ωm ∈ Cm(Φ,Zq) and dmωm ∈ Cm+1(Φ,Zq) take their values in Nq0, where N0 =
N ∪ {0}, we say that ωm ∈ Cm(Φ,Nq0). Observe that if ωm ∈ Cm(Φ,Nq0) then dmωm ∈
Cm+1(Φ,Nq0), since d
m+1dm = 0. Thus dm is well defined on Cm(Φ,Nq0).
In what follows we will only use 1-(co)chains and 2-(co)chains (with coefficients in N0).
The basis of the 2-chains C2(Φ) are the pairs of roots whose sum is a root as well. The 1-
cochains are maps ω1 : Φ0 → N0 such that d1ω1(α, β) = ω1(β)−ω1(α+β)+ω1(α) ∈ N0
for all (α, β) ∈ C2(Φ). Symmetric 2-cocycles define a class of Lie algebras of our interest
and 1-cochains provide representations for such Lie algebras, as is shown below.
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Definition 5.3.1 (Associated Lie algebras Pω2(Φ) in Chevalley normal form). Let ω
2 ∈
Z2(Φ,Nq0) be symmetric. Define Pω2(Φ) as the Lie algebra associated to the 2-cocycle
ω2, in the following sense. The Lie algebra Pω2(Φ) is the free C[I1, · · · , Iq]-module with
generators {hα, eβ | α ∈ ∆, β ∈ Φ} and C[I1, · · · , Iq]-linear Lie bracket
[h, h′] = 0 if h, h′ ∈ C[I1, · · · , Iq] (hα | α ∈ ∆) ,
[h, eβ ] = β(h)eβ if h ∈ C[I1, · · · , Iq] (hα | α ∈ ∆) and β ∈ Φ,
[eβ , e−β ] = I
ω2(β,−β)
∑d
i=1 hαi if β = α1 + . . .+ αd, αi ∈ ∆,
[eβ , eγ ] = ±(r + 1)Iω2(β,γ)eβ+γ if β, γ, β + γ ∈ Φ,
[eβ , eγ ] = 0 if β, γ ∈ Φ and β + γ /∈ Φ0.
Here we use a multi-index notation Iω
2(α,β) =
∏q
i=1 I
ω2(α,β)i
i . Moreover, a root β is
considered as a C[I1, · · · , Iq]-linear form on C[I1, · · · , Iq] (hα | α ∈ ∆) defined by β(hα) =
2(β,α)
(α,α) , where (·, ·) is the inner product on C∆ induced by the Killing form of g. The integer
r ∈ Z is the largest satisfying γ − rβ ∈ Φ. A consistent choice of signs is originally given
by Tits [51] and also described by Kac [21] in terms of a 2-cocycle on the root lattice with
values in {±1}. If the generators of a Lie algebra over a graded ring satisfy the above Lie
brackets it is said to be in Chevalley normal form.
To prove that Pω2(Φ) is a Lie algebra, one has to confirm that the Jacobi identity is
satisfied. Given the classical existence proof for a Lie algebra with root system Φ and its
Chevalley basis [17], the Jacobi identity for Pω2(Φ) is equivalent to the assumption that
d2ω2 = 0 and ω2(α, β) = ω2(β, α) for all (β, α) ∈ C2(Φ). Indeed, for the expression
[eα, [eβ , eγ ]] + [eβ , [eγ , eα]] + [eγ , [eα, eβ ]] to vanish, it is necessary and sufficient that each
term has the same I-multidegree. That is
ω2(α, β + γ) + ω2(β, γ) = ω2(β, γ + α) + ω2(γ, α) = ω2(γ, α+ β) + ω2(α, β).
Under the symmetry assumption this is equivalent to
d2ω2(α, β, γ) = ω2(β, γ)− ω2(α+ β, γ) + ω2(α, β + γ)− ω2(α, β) = 0.
We remark that the Killing form K of Pω2(Φ) on its generators is identical to the complex
Lie algebra related to Φ apart from the values
K(eα, e−α) = I
ω2(α,−α), α ∈ Φ.
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If ω2 is a coboundary then Pω2(Φ) can be realised in the following way.
Example 5.3.2. Suppose {Hα, Eβ | α ∈ ∆, β ∈ Φ} is a Chevalley basis for a simple com-
plex Lie algebra and let ω1 ∈ C1(Φ,Nq0) be a 1-cochain. Then the Lie algebra associated
to its coboundary can be faithfully represented by
Pd1ω1(Φ) ∼= C[I1, . . . , Iq]
(
Hα, I
ω1(β)Eβ | α ∈ ∆, β ∈ Φ
)
.
Indeed, any 2-coboundary d1ω1 is a symmetric 2-cocycle and the commutation relations
are easy to check. For instance, if β, γ, β + γ ∈ Φ then
[Iω
1(β)Eβ , I
ω1(γ)Eγ ] = I
ω1(β)Iω
1(γ)[Eβ , Eγ ]
= ±(r + 1)Iω1(β)+ω1(γ)Eβ+γ
= ±(r + 1)Id1ω1(β,γ)(Iω1(β+γ)Eβ+γ).
We call this concretisation the canonical representation associated to the 1-cochain ω1.
Recall the matrices of invariants (5.8) for example.
The following result is based on the invariants of ALiAs gathered throughout this thesis.
For convenience we first define the norm of a 1-cochain,
‖ω1‖ =
∑
α∈Φ
ω1(α) ∈ Nq0, ω1 ∈ C1(Φ,Nq0),
and more generally one can define the norm of a m-cochain as the sum of all values on the
basis elements of the m-chains.
Theorem 5.3.3. Let V be an irreducible representation of a binary polyhedral group G♭
and g(V ) a G♭-submodule of gl(V ) and a simple Lie subalgebra of rank ℓ and with root
system Φ. Suppose the Automorphic Lie Algebra g(V )
G
Γ allows a Cartan-Weyl normal form
g(V )
G
Γ
∼= C[I] (hα, eβ | α ∈ ∆, β ∈ Φ) .
Then there exists a 1-cochain ω1 ∈ C1(Φ,N|Ω|0 ) with ω1(0) = 0 such that
g(V )
G
Γ
∼= Pd1ω1(Φ).
Moreover, for i ∈ Ω and (α, β) ∈ C2(Φ),
‖ω1‖i = δΓΓiκ(Φ)i (5.9)
ω1(α)i ∈ {0, 1} (5.10)
d1ω1(α, β)i ∈ {0, 1} (5.11)
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where δ is the Kronecker delta and κ(Φ) of Definition 4.3.3 is given in Table 5.2.
Table 5.2: The integers κ(Φ)i = 1/2 codim g(V )
〈gi〉, i ∈ Ω.
Φ A1 A2 B2 A3 C3 A4 A5
a 1 3 4 6 8 10 14
b 1 3 3 5 7 8 12
c 1 2 3 4 6 6 9
Σ 3 8 10 15 21 24 35
Proof. Notice that d1ω1 is a symmetric 2-cocycle so that Pd1ω1(Φ) is a well defined Lie
algebra. Suppose the generators of the Automorphic Lie Algebra are represented by ma-
trices of invariants. Then the generators {hα |α ∈ ∆} of the Cartan subalgebra (CSA), if
diagonalised, are constant matrices, which span a CSA for g(V ).
First we consider the case g = sl. If sl(V )β = CEβ is the (one-dimensional) weight space in
sl(V ) corresponding to the root β, relative to the CSA, then the generator eβ is an element
of C[I]Eβ . Say eβ = fβEβ with fβ ∈ C[I]. The total determinant of all the generators is
the product of the polynomials fβ and this determinant is known to be
∏
β∈Φ
fβ =
∏
i∈Ω
I
δΓΓiκ(Φ)i
i
where κ(Φ)i is given in Table 5.2 (as this follows from Theorem 3.5.4 and Lemma 5.2.11).
In particular, all polynomials fβ are monomials in Ia, Ib and Ic. By defining ω
1(β)i to be
the power of Ii in the monomial fβ ,
Iω
1(β) = fβ ,
we see that the ALiA is faithfully represented by the canonical representation associated to
a 1-cocycle ω1 satisfying (5.9). In particular
sl(V )
G
Γ
∼= Pd1ω1(Φ)
as Lie algebras.
If g = so or g = sp there is an additional complication. Let B be the nondegenerate
bilinear form that defines g(V ) = gB(V ); it can be represented by a constant matrix. The
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transformation P (λ) of invariant vectors taking invariant matrices to matrices of invariants
(cf. Section 5.2.3) transforms the constant bilinear form to a form P T (λ)BP (λ) which
is λ-dependent. But because the representation τ : G♭ → GL(V ) preserves the original
bilinear form (that is, τ−Tg Bτ
−1
g = B) the new bilinear form is in fact only I-dependent.
Indeed, it is invariant under the action on λ:
P T (g−1λ)BP (g−1λ) = (P T (g−1λ)τTg )(τ
−T
g Bτ
−1
g )(τgP (g
−1λ)) = P T (λ)BP (λ)
thus P T (λ)BP (λ) = B′(I). This implies that the one-dimensional weight spaces CEβ(I)
in gB′(I)(V ) relative to the CSA spanned by {hα |α ∈ ∆} are I-dependent as well, and the
generators of a Cartan-Weyl normal form are of the form eβ = fβEβ(I), with fβ ∈ C[I].
Nonetheless the complex Lie algebra gB′(I)(V ) = C (hα, Eβ(I) | α ∈ ∆, β ∈ Φ) remains
constant up to isomorphism, because the transition to matrices of invariants preserves the
Lie bracket. In particular, the total determinant of this basis is a nonvanishing meromorphic
function and is therefore constant. Hence the total determinant of the natural represen-
tation of the ALiA is once more given by
∏
β∈Φ fβ =
∏
i∈Ω I
δΓΓiκ(Φ)i
i and we can define
a 1-cochain ω1 by Iω
1(β) = fβ as before. Moreover, the ALiA can be represented by
C[I] (hα, fβEβ | α ∈ ∆, β ∈ Φ) where {hα, Eβ | α ∈ ∆, β ∈ Φ} defines a Chevalley basis
for gB(V ), that is, the canonical representation associated to ω
1 (even though such a
representation might not be obtainable through the sequence of transformations that was
applied on the ALiAs with dihedral symmetry throughout this thesis).
To justify condition (5.10) and (5.11) we will show that
d1ω1(α,−α)i ∈ {0, 1}, i ∈ Ω, α ∈ Φ, (5.12)
using evaluations. But before doing so we make sure that (5.12) implies (5.10) and (5.11).
Since d1ω1(α,−α)i = ω1(α)i + ω1(−α)i and ω1 takes values in N|Ω|0 , condition (5.10)
follows immediately. Notice also that (5.12) implies
‖ω1‖i ≤ 1/2|Φ|, i ∈ Ω (5.13)
since ‖ω1‖i =
∑
α∈Φ+(ω
1(α)i + ω
1(−α)i) =
∑
α∈Φ+ d
1ω1(α,−α)i ≤ |Φ+|.
The implication (5.11) is a bit more hidden. Granted (5.10) we only need to exclude the
possibility of roots α and β such that ω1(α)−ω1(α+β)+ω1(β) = 2 i.e. ω1(α) = ω1(β) = 1
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and ω1(α+β) = 0. If such roots exists then ω1(−α) = 0 by (5.12) and d1ω1(α+β,−α) =
ω1(−α)− ω1(β) + ω1(α+ β) = 0− 1 + 0 contradicting the fact that d1ω1 takes values in
N
|Ω|
0 . Hence (5.12) implies (5.11).
We turn to the proof of (5.12). Let g(V )
G
Γ (µ) be the space spanned by the invariant
matrices evaluated at µ ∈ C. This is the Lie algebra g(V )Gµ and we studied it extensively
in Section 4.3. Now we define another Lie algebra, g(V )Γ(µ), as the complex vector space
with abstract basis {hα, eβ | α ∈ ∆, β ∈ Φ} and with structure constants given by the
structure constants of the Automorphic Lie Algebra evaluated in µ. In general the first is
a Lie subalgebra of the latter
g(V )
G
Γ (µ) < g(V )Γ(µ),
and these two Lie algebras coincide and equal g(V ) if µ belongs to a generic orbit, that is,
if Gµ = 1.
For i ∈ Ω we can split the set of roots
Φ = Φi ⊔ Φci
such that g(V )
G
Γ (µi) has basis {hα(µi), eβ(µi) | α ∈ ∆, β ∈ Φi} if µi ∈ Γi and hα and
eβ are invariant matrices. In other words, eβ(µi) = 0 if and only if β ∈ Φci . This does not
work with the matrices of invariants; the singularity of the transformation P of invariant
vectors at µi allows evaluated invariant matrices to be zero while the corresponding matrix
of invariants is nonzero.
The evaluated invariant matrices g(V )
G
Γ (µ) constitute a reductive Lie algebra given by Table
4.2, that is, a direct sum of a semisimple and an abelian Lie algebra. The elements eβ(µi)
are in the semisimple summand. In particular, if β ∈ Φi then −β ∈ Φi (a standard fact,
see e.g. [12, 17, 24]) hence if β ∈ Φci then −β ∈ Φci .
Take β = α1 + . . . + αd ∈ Φci , αj ∈ ∆. In g(V )Γ(µi) we can consider the bracket
[eβ , e−β ] = fβ(µi)f−β(µi)
∑d
j=1 hαj ∈ Ch where fβ and f−β are the monomials occurring
in the matrices of invariants. Here we use that hα, as a diagonal matrix of invariants, is
constant. Since eβ(µi) = 0 as an invariant matrix, this bracket is zero, and because the
sum of evaluated invariant matrices
∑d
j=1 hαj (µi) 6= 0 we can conclude fβ(µi)f−β(µi) = 0,
i.e. Ii occurs at least once in at least one of the monomials fβ and f−β .
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Condition (5.12) now follows by counting. Indeed, |Φci | = dim g(V ) − dim g(V )〈gi〉 =
codim g(V )〈gi〉 = 2κ(Φ)i. Under condition (5.9) we only have half this many Ii at our
disposal to make a representation for the ALiA out of matrices of invariants. Therefore, in
order to satisfy fβ(µi)f−β(µi) = 0 if β ∈ Φci we have to be economical and only use one
Ii for each pair {β,−β} ⊂ Φci . Thus condition (5.12).
Corollary 5.3.4. If g(V )
G
Γ
∼= g′(V ′)G
′
Γ′ then the base Lie algebras are isomorphic, Φ
∼= Φ′,
and {δΓΓiκ(Φ)i | i ∈ Ω} = {δΓ′Γ′iκ(Φ′)i | i ∈ Ω}.
Proof. The first necessary condition to have an isomorphism g(V )
G
Γ
∼= g′(V ′)G
′
Γ′ was al-
ready evident from the evaluations considered in Proposition 3.2.3, where we found that
g(V )
G
Γ (µ) = g(V ) for generic µ ∈ C, thus any isomorphism of ALiAs evaluates on the
Riemann sphere to an isomorphism of the base Lie algebras. To obtain the second neces-
sary condition we consider the Killing form of g(V )
G
Γ and g
′(V ′)
G′
Γ′ . We observed before
that this bilinear form on g(V )
G
Γ can be represented by a dim g × dim g matrix over C[I]
with determinant in C∗
∏
i∈Ω I
δΓΓi2κ(Φ)i
i . An isomorphism g(V )
G
Γ
∼= g′(V ′)G
′
Γ′ is realised by
a dim g × dim g matrix over C[I] with determinant in C∗ and acts on a bilinear form as
K 7→ T tKT , hence the determinant of the Killing form is preserved up to scalar under Lie
algebra isomorphisms.
Are the necessary conditions for an isomorphism given in Corollary 5.3.4 also sufficient?
This is the isomorphism question, 1.3.2, or rather a slightly stronger version of it. In
the following subsection we investigate the collections of Pd1ω1(Φ) where ω
1 satisfies the
conditions (5.9, 5.10, 5.11) and will find that they often contain only one Lie algebra in
which case we find an ALiA, granted it allows a Cartan-Weyl normal form. However, we will
also find cases where there are still various Lie algebras in this class and the isomorphism
question remains open.
5.3.2 The Isomorphism Question
This section investigates the consequences of Theorem 5.3.3 for the isomorphism question;
whether Automorphic Lie Algebras themselves are invariants of Automorphic Lie Algebras.
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In Table 4.1 we see that there are only four root systems involved in the isomorphism
question: A1, A2, B2 and A3 [12, 17, 24]. For each we discuss and illustrate their 2-
coboundaries satisfying the conditions of Theorem 5.3.3.
Because we are ultimately interested in Lie algebras up to isomorphism we define a notion
of isomorphism for 2-cochains.
Definition 5.3.5 (Isomorphism of m-cochains). Two cochains ωm, ω¯m ∈ Cm(Φ,Nq0) are
isomorphic if there exists an isomorphism φ : Φ→ Φ of root systems such that
ωm(φ(α1), . . . , φ(αm)) = ω¯
m(α1, . . . , αm)
for all m-chains (α1, . . . , αm) ∈ Cm(Φ).
If two symmetric 2-cocycles ω2, ω¯2 ∈ Z2(Φ,Nq0) are isomorphic then their associated Lie
algebras Pω2(Φ) and Pω¯2(Φ) with respective generators hα, eβ and h¯α, e¯β , α ∈ ∆, β ∈
Φ, are isomorphic as Lie algebras. Indeed, the isomorphism φ of the root system can
be used to construct an isomorphism φ∗∗ : Pω¯2(Φ) → Pω2(Φ) by C[I1, . . . , Iq]-linear
extension of φ∗∗(h¯α) = hφ(α) and φ
∗∗(e¯β) = eφ(β), α ∈ ∆, β ∈ Φ. This map has inverse
(φ∗∗)−1(hα) = h¯φ−1(α), (φ
∗∗)−1(eβ) = e¯φ−1(β) and preserves the Lie bracket. We check
the case (β, γ) ∈ C2(Φ),
φ∗∗[e¯β , e¯γ ] = ±φ∗∗(r + 1)Iω¯2(β,γ)e¯β+γ
= ±(r + 1)Iω¯2(β,γ)φ∗∗e¯β+γ
= ±(r + 1)Iω2(φ(β),φ(γ))eφ(β)+φ(γ)
= [eφ(β), eφ(γ)]
= [φ∗∗e¯β , φ
∗∗e¯γ ].
The remaining brackets are left for the reader to check, using φ(β)(hφ(α)) =
2(φ(β),φ(α))
(φ(α),φ(α)) =
2(β,α)
(α,α) = β(hα).
In order to study the Lie algebra Pω2(Φ) using cocycles, it is clearly desirable to have a
notion of isomorphism on symmetric 2-cocycles that coincides with the Lie algebra iso-
morphism of the associated Lie algebras. The current attempt possibly defines too few
isomorphisms. That is, if two symmetric 2-cochains are not isomorphic by Definition 5.3.5,
there is no guarantee that the associated Lie algebras are different. This is an open problem.
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Root System A1
The root systems A1 and A1 × A1 for sl2(C) and so4(C) ∼= sl2(C)⊕ sl2(C) are shown in
Figure 5.1 and Figure 5.2 respectively.
Figure 5.1: The root system A1.
α−α
Figure 5.2: The root system A1 ×A1.
α−α
β
−β
There are only two maps ω1 : C1(A1)→ N0 satisfying conditions ω1(0) = 0 and ω1(−α)+
ω1(0) + ω1(α) = 1 from Theorem 5.3.3. Either ω1(−α) = 1 or ω1(α) = 1 and the other
values are zero. Both of them map to the same 2-coboundary; d1ω1(−α, α) = 1 and
d1ω1(0, α) = d1ω1(0,−α) = 0. In terms of the representation (5.8) this statement means
that it does not matter whether Ii is in the top right entry or in the bottom left. Hence, if
dimV = 2, i.e. if
V ∈ {ψj ,T♭4,T♭5,T♭6,O3,O♭4,O♭5,Y♭2,Y♭3}
then
sl(V )
G
Γ
∼= C[I] (h, e+, e−)
[h, e±] = ±2e±
[e+, e−] = IaIbIch
for all orbits Γ, if we take into account that Ii = 1⇔ Γ = Γi. This is conform the dihedral
examples. Moreover, considering a switch 1 6= Ii ↔ Ij 6= 1 to be an isomorphism we obtain
sl(V )
G
Γa
∼= sl(V )GΓb ∼= sl(V )
G
Γc
≇ sl(V )
G
Γ 6=Γi
.
In particular, we obtain the main result of [30] for arbitrary polyhedral groups by taking
Γ = Γa, and the sl2(C)-based isomorphism results of [4].
Chapter 5. Structure Theory for Automorphic Lie Algebras 125
For root system A1 × A1, another constraint plays a part as (5.11) forces one Ii at each
simple component of the root system. Thus, for all four-dimensional irreducible represen-
tations V of real type, that is, only for V = Y6, we find so(Y6)
G
Γ to be isomorphic to
sl(V )
G
Γ ⊕ sl(V )
G
Γ if dimV = 2. This can be generalised to n (orthogonal) copies of A1
and κ((A1)
n) = (n, n, n).
Root System A2
The planar root system A2 for sl3(C) consists of 6 roots arranged in a regular hexagon.
In the diagram there is a node for each root. The addition of roots is inherited from the
ambient vector space with origin in the centre of the hexagon.
For this root system the defining properties of chains and cochains play an important role,
contrary to A1. Recall that 2-chains are formal Z-linear combinations of pairs of roots
(α, β) such that α + β is again a root. We depict (α, β) ∈ C2(Φ) in the diagram by
an edge between α and β, cf. Figure 5.3, using the fact that we are only interested in
symmetric 2-cocycles for now.
Figure 5.3: The basis for C2(A2).
α1
α2α3
α4
α5 α6
We are interested in 1-cochains ω1 that satisfy (5.9, 5.10, 5.11). Table 5.2 gives
‖ω1‖ = (3, 3, 2).
Components of ω1 can be studied separately and we start with the smallest sum ‖ω1‖c = 2.
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The condition in the cochain definition that ω1 be such that d1ω1 takes nonnegative values
is very restrictive. For instance, if ω1(α1) > 0 then either ω
1(α2) > 0 or ω
1(α6) > 0,
since otherwise d1ω1(α2, α6) = ω
1(α2) − ω1(α1) + ω1(α6) < 0. In particular there is no
1-cochain with norm 1. And, more relevant, there is a unique 1-cochain with norm 2, up
to isomorphism. Indeed, it was just argued that two neighbours in the hexagon have to
take positive value, and if we define ω1(α1) = ω
1(α2) = 1 and ω
1(αj) = 0 for j = 3, . . . , 6
then d1ω1 ≥ 0 so ω1 is a cochain.
In the root system diagram we depict a 1-cochain ω1 by filling the node α if and only
if ω1(α) = 1 and we depict the corresponding 2-coboundary d1ω1 by drawing and edge
(α, β) ∈ C2(Φ) if and only if d1ω1(α, β) = 1, cf. Figure 5.4. This provides all information
under the conditions (5.10, 5.11).
The equation ‖ω1‖b = 3 has a unique solution in C1(A2,N0) as well, up to isomorphism.
This follows from the same argument. Each root α for which ω1(α) = 1 requires at least
one neighbour in the hexagon to take value 1 as well. Therefore, three subsequent roots
take value 1 and there is one way to do this, up to isomorphism. The solution together with
its 2-coboundary is shown in the right root system of Figure 5.4. Notice that the associated
Lie algebra of the latter is not generated as a Lie algebra by 6 elements, such as the base
Lie algebra sl3(C), whereas the Lie algebra associated to the former coboundary is.
Figure 5.4: The 2-coboundaries d1ω1 ∈ B2(A2,N0) where ‖ω1‖ = 2 or 3.
α1
α2α3
α4
α5 α6
α1
α2α3
α4
α5 α6
Any solutions to ‖ω1‖ = κ with κ ≥ 4 violates (5.11) as noticed before: (5.13).
To make a statement on ALiAs the above results have to be combined. For instance, if
dimV = 3, the ALiAs sl(V )
G
Γa
and sl(V )
G
Γb
are associated to d1ω1 where ω1 ∈ C1(A2,N20)
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satisfies
‖ω1‖ = (3, 2)
by Theorem 5.3.3. Since there is only one 2-coboundary with norm 2 and with norm 3, the
number of coboundaries that could define sl(V )
G
Γa
and sl(V )
G
Γb
is the number of ways the
previous two coboundaries can be combined. In this case we are in luck because there is
again just one possibility up to isomorphism, shown in Figure 5.5. In order to incorporate
multidimensional cochains in the root system diagrams we define a colouring as follows.
a, b, c. (5.14)
Figure 5.5: The 2-coboundary d1ω1 ∈ B2(A2,N20) where ‖ω1‖ = (3, 2).
α1
α2α3
α4
α5 α6
One can conclude that the existence of the Cartan-Weyl normal form (Conjecture 5.2.5)
implies through Theorem 5.3.3 that sl3(C)-based ALiAs with poles restricted to one of the
smallest two orbits are isomorphic. This includes all combinations of
V ∈ {T7,O6,O7,Y4,Y5}, Γ ∈ {Γa,Γb}.
Better yet, it describes the Lie algebra structure explicitly. With a choice of simple roots
α = α1 and β = α3 this Lie algebra
sl(V )Γj = C[I] (hα, hβ , eα, eβ , eα+β , e−α, e−β , e−α−β)
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has commutation relations
[eα, e−α] = IiIchα [eα, eβ ] = Iieα+β
[eβ , e−β ] = Iihβ [eα+β , e−α] = −Iceβ
[eα+β , e−α−β ] = IiIc(hα + hβ) [eβ , e−α−β ] = Iie−α
[e−α, e−β ] = −e−α−β
[e−α−β , eα] = IiIce−β
[e−β , eα+β ] = −eα
where i = b if j = a and vice versa. The other brackets are given by the roots (and
identical to the base Lie algebra). Arguably the full Lie algebra structure is displayed in
a more transparent manner by the coboundary in Figure 5.5 than through this list of Lie
brackets.
The remaining sl3(C)-based ALiAs with exceptional pole orbits are related to cochains
ω1 with norm ‖ω1‖ = (3, 3). There are two distinct3 2-coboundaries resulting from such
cochains, depicted in Figure 5.6. It is not known at the time of writing whether the Lie
algebras associated to these coboundaries are isomorphic. An sl3(C)-based ALiA sl(V )
G
Γc
Figure 5.6: The two 2-coboundaries d1ω1 ∈ B2(A2,N20) where ‖ω1‖ = (3, 3).
allowing a Cartan-Weyl normal form is isomorphic to (at least) one of these. A solution to
this problem also solves the case with poles at generic orbits, because the coboundary of
the 1-cochain on A2 with norm 2 (cf. Figure 5.4 on the left) is included in the coboundaries
of Figure 5.6 in a unique way, up to isomorphism.
3Distinct in the sense of Definition 5.3.5
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Root System B2
The root system B2 related to the isomorphic Lie algebras so5(C) and sp4(C) has four
short roots and four long roots. Its 2-chains are shown in Figure 5.7.
Figure 5.7: The basis for C2(B2).
α1
α2α3α4
α5
α6 α7 α8
There are no 1-cochains ω1 with norm 1 or 2. For norm 1 it is noticed that any root
α is a sum of two roots. Therefore if ω1(α) = 1 and all other values are zero, then
d1ω1(β, γ) = −1 if β + γ = α, which is not allowed.
If ω1 has norm 2 and is positive on a short root, say ω1(α3) = 1, then, in order for d
1ω1 to
be nonnegative, either ω1(α1) = 1 or ω
1(α4) = 1, and either ω
1(α2) = 1 or ω
1(α5) = 1,
which is impossible if
∑
B2
ω1(α) = 2. If a positive value is assigned to a long root, say
ω1(α2) = 1, then at least one of the values ω
1(α1) and ω
1(α3) is positive, and it was
argued that this is impossible.
There are two 1-cochains of norm 3, as can be deduced by an ad hoc analysis similar
to the above. Their coboundaries, depicted in the left two root systems of Figure 5.8,
are nonisomorphic. Norm 4 provides another occasion where additional constraints from
Theorem 5.3.3 play a part, since there are multiple 1-cochains of norm 4 on B2 but only
one of these satisfies (5.11) (or equivalently (5.12)) and is depicted in the right root system
of Figure 5.8.
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Figure 5.8: The 2-coboundaries d1ω1 ∈ B2(B2,N0) where ‖ω1‖ = 3 or 4, satisfying (5.11).
This analysis of B2 provides limited information about the ALiAs sp(O♭8)
G
Γ , sp(Y
♭
7)
G
Γ and
so(Y8)
G
Γ . Not only because there are two 1-cochains of norm 3 with nonisomorphic
coboundaries, but also because the various ways to combine the cochains of this section
into an element of B1(B2,N
3
0) of norm (4, 3, 3) result in various coboundaries.
Root System A3
There is only one three-dimensional root system that is involved in the isomorphism question
for ALiAs, namely A3. The roots are the midpoints of the edges of a cube (or octahedron)
and they all have the same length. In Figure 5.9 all basis elements of the 2-chains are
shown except the ones incident to zero.
The computer package Sage [49] is used to compute all solutions ω1 ∈ C1(A3,N0) to the
equation ‖ω1‖ = κ satisfying (5.10) and (5.11). Multiple solutions are found with norm
κ = 3, . . . , 6, and no solutions for other values of κ. Interestingly, for all the relevant
norms, κ = 4, 5 or 6 (cf. Table 5.2), these solutions provide just one coboundary d1ω1
up to isomorphism. They are shown in Figure 5.10, together with a choice of 1-cochain
integrating them.
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Figure 5.9: Basis elements of C2(A3) not incident to 0.
Figure 5.10: The 2-coboundaries d1ω1 ∈ B2(A3,N0) where ‖ω1‖ = 4, 5 or 6, satisfying
(5.10, 5.11).
Conclusions
Alongside the computational classification project of Automorphic Lie Algebras a theoretical
treatment of the subject takes shape. This theory aims to explain the observations of the
computational results. Most notably the uniformity over different reduction groups and the
simplicity of the Lie algebra structure that becomes visible by the construction of a Cartan-
Weyl normal form. Ultimately, the theory aims to answer the isomorphism question, assist
in the classification project and provide information about Automorphic Lie Algebras which
are computationally inaccessible.
The invariants of Automorphic Lie Algebras obtained in this thesis provide various predic-
tions. They determine the structure of Automorphic Lie Algebras as a C[I]-module and
provide important information about the faithful Lie algebraic representation given by ma-
trices of invariants. Moreover, the invariants put severe constraints on the Lie algebra
structures of Automorphic Lie Algebras.
Summary of the Results
Chapter 3 discusses how the workplace of Automorphic Lie Algebras can be moved from
the Riemann sphere and its automorphism group Aut(C) ∼= PSL2(C) to the linear space
C2 and the group SL2(C). A method is devised to study Automorphic Lie Algebras for all
pole orbits through a single Lie algebra. Using well known theory for the representations of
SL2(C) it is then shown that Automorphic Lie Algebras are free modules over the polynomial
ring in one variable. Moreover, the number of generators equals the dimension of the base
Lie algebra. Since this is true for any Automorphic Lie Algebra it is an invariant. It also
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allows the definition of the determinant of invariant vectors, for which a simple formula is
found.
Chapter 4 discusses the behavior of complex Lie algebras when they are acted upon by a
finite group. Formulas to decompose classical Lie algebras into irreducible group represen-
tations are established and used to decompose all the base Lie algebras occurring in the
set up of Automorphic Lie Algebras in this thesis. Furthermore, it is explained why only
inner automorphisms occur in the representations. Finally, the natural representation of
Automorphic Lie Algebras is defined and a full classification of their evaluations is given.
In particular, these complex Lie algebras turn out to depend solely on the base Lie algebra
and the type of orbit containing the point of evaluation, hence this is another invariant of
Automorphic Lie Algebras. Combining this result with the formula for the determinant of
invariant vectors, obtained in Chapter 3, yields a third invariant.
In Chapter 5 the Cartan-Weyl normal form for Automorphic Lie Algebras is introduced.
It is illustrated how this normal form presents Automorphic Lie Algebras in a clear and
familiar manner. A representation by matrices of invariants is then used to concretise
the Lie algebra structure. This motivates the introduction of root system cohomology.
The constraints on the Lie algebra structure imposed by the invariants of Automorphic
Lie Algebras are formulated in terms of cochains and their boundaries. This immediately
describes sl2(C)-based Automorphic Lie Algebras with all pole orbits and sl3(C)-based
Automorphic Lie Algebras whose poles are in one of the two smallest exceptional orbits, Γa
or Γb. The implications for the isomorphism question are discussed in general. Moreover,
necessary conditions for isomorphisms between Automorphic Lie Algebras are established
using the invariants and the cohomological set up.
Throughout the main body of this thesis the results are illustrated by explicit calculations
for the dihedral symmetric case. The dihedral group is suitable for this purpose because
it contains most of the group theoretical difficulties one encounters with e.g. Schur covers
and exponents, but at the same time its polynomial invariants are simple enough to tackle
by hand. As a byproduct the complete classification of dihedral Automorphic Lie Algebras
[25] is established.
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Open Questions and Research Directions
Existence of a Cartan-Weyl Normal Form for Automorphic Lie Algebras
The Cartan-Weyl normal form for Automorphic Lie Algebras, introduced in Section 5.2.1, is
a set of generators of the Lie algebra as aM(C)GΓ -module that identifies a Cartan subalgebra
and diagonalises its adjoint action, analogous to the Cartan-Weyl basis for semisimple
complex Lie algebras. The first step in a general existence proof is given by Theorem 3.4.7
stating that any Automorphic Lie Algebra
(
g⊗M(C)Γ
)G
is freely generated by dim g
elements as aM(C)GΓ -module. Identifying a Cartan subalgebra boils down to the search for
ℓ = rank g invariant matrices which are simultaneously diagonalisable and have eigenvalues
in C (that is, independent of λ). The second part of this problem is the identification of the
root spaces of this Cartan subalgebra. Proof of existence of such generators, conjectured
in Section 5.2.1, would be a major contribution to the subject and provide the final piece
of the proof that justifies the use of root cohomology in the study of Automorphic Lie
Algebras.
An Equivalence Relation on 2-Cocycles
If an Automorphic Lie Algebra allows a Cartan-Weyl normal form, as we know many do,
cf. [26, 25, 30], then the Lie algebra structure can be described by a function sending
two roots of the base Lie algebra to a triple of natural numbers. A cohomology theory
on root systems can be defined such that the 2-cocycles are exactly those functions that
describe a Lie algebra in Cartan-Weyl normal form over a graded ring. Thus to study such
Lie algebras one can investigate the more tractable 2-cocycles. However, for this to be
effective it is crucial to know what 2-cocycles produce isomorphic Lie algebras. This is not
a straightforward problem as the cocycles only describe the Lie algebra in normal form,
hence an isomorphism of Lie algebras needs to be composed with an isomorphism that
takes it to a normal form before the effect on the cocycle can be studied.
The invariants of Automorphic Lie Algebras obtained in this thesis put severe constraints on
the 2-cocycles that describe Automorphic Lie Algebras, leaving only a handful of options. It
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is at the time of writing not known weather these cocycles generate distinct or isomorphic
Lie algebras. If the desired equivalence relation on 2-cocycles is obtained there is a chance
that the answer of the isomorphism question soon follows, and the classification project of
Automorphic Lie Algebras leaps ahead.
Second Cohomology Groups
The tentative set up for a cohomology theory of root systems could prove an interesting
direction of further study by itself. The cohomology groups for instance are not yet studied
in this thesis. The second cohomology group in particular has an obvious interpretation in
terms of Lie algebras over graded rings and their representations, as it measures the amount
of such Lie algebras that do not allow a representation given by a 1-cochain in the canonical
way described in Example 5.3.2. Preliminary unpublished research in this direction looks
promising and the subject has raised much interest from the integrable system community.
Generalisations of Automorphic Lie Algebras
The ingredients that go into an Automorphic Lie Algebra: the base Lie algebra, its field
(Automorphic Lie Algebras over finite fields have been proposed), the automorphisms of
the Lie algebra in the reduction group, the Riemann surface; they all can be generalised.
To complete the classification of Automorphic Lie Algebras based on simple complex Lie
algebras one has to study the exceptional Lie algebras. The icosahedral group at least can
be represented in the exceptional Lie groups [32].
The study of Automorphic Lie Algebras on a compact Riemann surface of positive genus
was started in [5]. Little of the current thesis can be used directly to continue this research,
as the results rely from the very beginning on the Riemann sphere, through the properties of
the polyhedral groups. However, the classification project of finite groups of automorphisms
of compact Riemann surfaces is well ahead.
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Kac-Moody Affiliations
Kac describes in his monograph [21] how central extensions of current algebras, possibly
reduced by a cyclic reduction group, and adjoint by a derivation, give rise to all Kac-Moody
algebras of affine type. One could mimic this construction starting from the Automorphic
Lie Algebras that we have come to know, or even the larger class associated to the 2-
cocycles, and aim to describe this Lie algebra by a generalised Cartan matrix. Research of
this nature can illuminate the relation between Automorphic Lie Algebras and Kac-Moody
algebras. Moreover, it can enable the application of Automorphic Lie Algebras in conformal
field theory and related areas of theoretical physics, where Kac-Moody algebras play an
important role.
Integrable Systems
One could also stay true to the original motivation of the subject, integrable partial differen-
tial equations, and continue research in line with [4]. It would be interesting to investigate
the consequences of the isomorphism theorem of [26] or to investigate the consequences
of the isomorphism conjecture. Integrable partial differential equations can be constructed
using Automorphic Lie Algebras, as demonstrated in [4, 31]. We emphasise that these
equations depend on the Lie algebra structure only. Therefore they are independent of the
choice of reduction group, by the isomorphism theorem of [26]. Yet, for the study of this
equation one can use a Lax pair from the natural representation of the Automorphic Lie
Algebra, whose analytic structure does depend on the reduction group. Hence, for each
polyhedral group appearing as a reduction group for this Automorphic Lie Algebra, one
could expect a class of solutions to the equation with symmetry properties of this particular
group.
Naturally it would also be interesting to start an investigation on the relation between
Automorphic Lie Algebras and discrete integrable systems as the latter display rich algebraic
structures. This is an application for pioneers, yet it would be timely because of the rising
awareness of the importance of discrete integrable systems in fundamental physics.
Index of Notation
Notation Description
ALiAs Automorphic Lie Algebras
form A polynomial of homogeneous degree
gcd Greatest common divisor
lcm Least common multiple
Hom(U, V ) Homomorphisms U → V
End(V ) Endomorphisms, Hom(V, V )
Aut(V ) Automorphisms, invertible endomorphisms
GL(V ) The general linear group, Aut(V ) where V is a vector space
N0 The nonnegative integers N ∪ {0}
C∗ The multiplicative group of nonzero complex numbers C \ {0}
C The one-point compactification of the complex plane, also known as
the Riemann sphere and the complex projective line CP 1
G A group, often a polyhedral group, i.e. a finite subgroup of Aut(C)
ǫ The trivial character of a group G, i.e. the map ǫ : G→ {1} ⊂ C∗
|G| The order of a group G
‖G‖ The exponent of a group G, Definition 2.1.2
G♭ The binary polyhedral group related to the polyhedral group G
Gλ Stabiliser subgroup {g ∈ G | gλ = λ}
Γ G-orbit in C
Ω Index set for all exceptional orbits of G. Ω = {a, b} if G is cyclic and
Ω = {a, b, c} if G is a non-cyclic polyhedral group
Γi, i ∈ Ω G-orbit in C of size < |G|, called exceptional orbit
Continued on next page
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Notation Description
di, i ∈ Ω The size |Γi| of the exceptional orbit Γi
νi, i ∈ Ω The size |G|di of the nontrivial stabiliser subgroups at Γi
ωN A primitive N -th root of unity, e.g. e
2πi
N
CA(B) The centraliser of B, {a ∈ A | ab = ba, ∀b ∈ B}
Z(G) The centre of G, {g ∈ G | gh = hg, ∀h ∈ G} = CG(G)
Vχ The vector space of the representation affording the character χ
χV The character of the representation with vector space Vχ
κ(χ)i, i ∈ Ω the half integer 1/2 codimV Gµχ , where µ ∈ Γi, Definition 3.5.3
V ∗ The dual of a vector space V , i.e. Hom(V, k) where k is the field of V
C[U ] The ring of polynomials whose variables are basis elements of U∗
R C[U ] where U is the natural representation of the involved group
V(F ) If F ∈ C[U ] then V(F ) = {u ∈ U | F (u) = 0}, Definition 2.7.1
N (Γ) If Γ ⊂ U then N (Γ) = {F ∈ C[U ] | F |Γ = 0}, Definition 2.7.1
FΓ The generator of N (Γ), Definition 2.7.2
Fi Short hand notation for FΓi
Pd Prehomogenisation, Definition 3.3.1
HΓ Homogenisation, Definition 3.3.2
Ii The quotient HΓF νii = F
νi
i
F
νΓ
Γ
where νΓ =
|G|
|Γ| , i.e. the meromorphic
function on C with divisor νiΓi − νΓΓ
I A nonconstant function of the set {Ii | i ∈ Ω}. This notation is only
used in a context where the particular choice is irrelevant, e.g. C[I]
g A Lie algebra over the complex numbers, unless otherwise stated
h, CSA A Cartan subalgebra, a nilpotent selfnormalising subalgebra of g
ℓ The rank rank g = dim h of the Lie algebra
K(·, ·) The killing form g× g ∋ (a, b) 7→ K(a, b) = tr (ad(a)ad(b)) ∈ C
(·, ·) The killing form restricted to h× h
Φ The roots of a semisimple Lie algebra
Φ0 Φ ∪ {0}
∆ A choice of simple roots in Φ
Continued on next page
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Notation Description
κ(Φ)i, i ∈ Ω The integer 1/2 codim g(V )Gµ where g(V ) is a Lie algebra with root
system Φ and a G-module as induced by a G-action on V , and µ ∈ Γi,
Definition 4.3.3
M(C) The field of rational functions on the Riemann sphere
M(C)Γ The ring of functions in M(C) with poles restricted to Γ ⊂ C
V The tensor product V ⊗M(C), i.e. V -valued meromorphic functions
V Γ The tensor product V ⊗M(C)Γ
C1(Φ) 1-chains, formal Z-span of the eigenvalues of a CSA, Z〈Φ0〉
Cm(Φ) m-chains, formal Z-span of m-tuples (α1, . . . , αm) ∈ Φm0 such that
(α1, . . . , αj + αj+1, . . . , αm) ∈ Cm−1(Φ) for all 1 ≤ j < m
Cm(Φ, X) m-ochains, Hom(Cm(Φ), X) where X is an abelian group
dm The map Cm(Φ, X) ∋ ωm 7→ dmωm ∈ Cm+1(Φ, X) defined by
dmωm(α0, . . . , αm) = ω
m(α1, . . . , αm)
+
∑m
j=1(−1)jωm(α0, . . . , αj−1 + αj , · · · , αm)
−(−1)mωm(α0, . . . , αm−1)
Cm(Φ,Nq0) The set of all ω
m ∈ Cm(Φ,Zq) such that ωm and dmωm take
values in Nq0
‖ωm‖ The sum ∑ωm(α) ranging over the basis elements α of Cm(Φ)
Zm(Φ,Nq0) The kernel of d
m : Cm(Φ,Nq0)→ Cm+1(Φ,Nq0), the set of
m-cocycles or closed cochains
Bm(Φ,Nq0) The image of d
m−1 : Cm−1(Φ,Nq0)→ Cm(Φ,Nq0), the set of
m-coboundaries or exact cochains
Pω2(Φ) The Lie algebra over a polynomial ring associated to a 2-cocycle ω
2
on the root system Φ, Definition 5.3.1
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