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For with God, nothing shall be impossible. 
Luke 1:37 
I have often told my fellow colleagues that graduate school is like a roller coaster 
ride.  There are times when you move forward with great speed and times when the line 
seems to stand still forever.  There are times when all seems as if it is an uphill battle 
and times when you scream with the exhilaration of it all.  There are times when you do 
not know if you are up or upside down, when part of you is going one direction and the 
other part in another.  Graduate school is very much like a roller coaster ride, but if you 
are brave and learn to enjoy the ride, it can be a whirlwind experience.   
I have grown very much during this period in my life.  I have learned to be 
independent as well as to lean on others.  Many times during this process, I simply have 
not known which way to go.  I was as lost as I could possibly be.  However, it was in 
those times that I learned to trust … trust in myself and my abilities, but also in the one 
who gave me those abilities.  It is for this reason that I am most grateful for my heavenly 
father and the one who keeps me sane.    
I have heard it said, “There are no atheists in foxholes!” I could make a revision and 
say, “There are no atheists in graduate school!”  While I can testify to this as being true 
for me, it is not necessarily true for others. Nevertheless, I will say that those who learn 
true peace in the mist of confusion and uncertainty learn what faith really means. The 
greatest gift that I have received during this period of my life is my faith and a friend like 
none other.  It is to my friend that I dedicate this book and to the family, but natural and 
spiritual, that he has given me.  I thank him for his guidance, even when I did not know 
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that I was being guided.  I thank him for his peace, which even now I do not always 
understand.  I thank him for confidence, and I thank him for favor.  I thank him for his 
presence and friendship, which only grows as time progresses.  I thank him for all, and 
to him do I dedicate this work. 
I thank my family and friends who daily are an inspiration to me.  My mother and 
father, Diane and John Wilson, who provided opportunities and always told me I can do 
anything.  They never envisioned my failure, and their faith in me helps me to tackle the 
challenges that seem insurmountable.  My sister, Kanyetta Wilson, who encourages me 
like no other, and who over the years has really become my very best friend and closest 
confidante.  My brother, John Wilson, Jr., who with quiet strength and innate leadership 
inspires me.  My sister-in-Christ, Gloria Thomas, who became not only a colleague but a 
prayer partner; shopping, studying, and dinner buddy; career and life counselor; and 
most importantly, friend.   My mother-in-Christ, Sister Eloris Ezeff who taught me what 
leadership and stewardship truly means. Her wisdom, while daunting, opened by eyes to 
things I had never considered, and her unique perspective is something I will take with 
me wherever I go.  Finally, my spiritual family, the Oasis Christian Church, who and what 
became a place of spiritual awakening and continued renewal.  
My family and friends have helped keep me sane through this process, and I am 
very grateful for both their efforts and influence.  Nevertheless, I would be remiss if I did 
not thank those persons at Louisiana State University who have also aided in this 
process.  My advisor, George G. Stanley, has served as a mentor and example of a real-
life Superman, able to balance incredulous responsibilities in a single bound. Saundra 
McGuire and Julia Chan, two extraordinary women, whose commitment to excellence in 
research and teaching is a model I shall endeavor to follow. Other departmental mentors 
who have encouraged and supported me:  Linda Allen, Andrew Maverick, Neil Kestner, 
Steve Watkins, and Isiah Warner.  The Department of Chemistry and its staff, most 
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particularly Cathie Griggs, who are the best LSU has to offer.  I also thank the Board of 
Regents, the Graduate School, and the Economic Development Fund for funding,  
Throughout all of this, I have learned that with God, nothing is impossible.  I am 
grateful for the journey, and the one who leads me along the way. 
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Understanding the dynamics influencing chemical reactivity is essential for properly 
exploiting matter into more useful purposes.  In that manner, computational chemistry is 
a tool frequently used to study chemical properties at the most intimate level, i.e. the 
single molecule. 
With this work, we probe the chemistry governing a variety of multi-faceted bi- and 
polymetallic compounds. To date our research consists of four major projects: bimetallic 
rhodium-catalyzed hydroformylation and aldehyde-water shift hydrocarboxylation 
catalysis; a novel linear M-H-M interaction in a bridged bis(dialkylphosphino)methane 
complex of nickel; and CeBe13, a heavy fermion conductor.  Computational 
investigations on these systems allow us to study specific chemical phenomena 
theoretically at the molecular level.   
The Gaussian 98 system of programs has been utilized to study these systems. The 
computational approach used to study these varied according to investigative need.  For 
all but the solid-state system, CeBe13, density functional theory was generally used to 
study molecular properties.  For most species, the molecular geometry was optimized to 
the ground state.  Afterward, a Mulliken population analysis was used to evaluate 
molecular bonding.  Within the catalytic studies, vibrational analyses were completed 
and comparisons of calculated frequencies with experimental infrared data were made.  
Comparisons of the ground-state geometries with complementary crystal structures 
serves as a good indicator of the general accuracy of these types of calculations on 
systems of interest to us.  A formal description of the computational method used with 
each system of interest is discussed as well as their results and implications.
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Chapter 1:  Introduction and Theory 
Introduction 
Michael Springborg in a recent book on electronic structure methods stated quite 
eloquently, “The central issue in chemistry is to gain an intimate understanding of how 
and why molecules change structure and composition both when isolated and when 
interacting with other molecules.”1 Understanding the dynamics influencing chemical 
reactivity is not a trivial endeavor, nonetheless it is essential for properly exploiting 
matter into more useful purposes.  In that manner, computational chemistry is a viable 
tool for studying chemical reactivity on the most intimate level – the single molecule. 
With this work, computational methods are used to probe the chemistry governing a 
variety of bi- and polymetallic compounds. While these multifaceted materials have 
various purposes, the bulk of our research focuses on organometallic systems used as 
catalysts.     
Extensively employed in the chemical industry, catalysts increase the efficiency of 
the reactions governing manufactured products.  Enhancing catalytic performance 
necessitates an understanding of the chemical reactivity.  As reactions are characterized 
by bond formation, breaking, and rearrangements, knowledge of conformational stability 
and molecular energies help to elucidate and understand product formation.  Moreover, 
molecular and electronic structures are both intimately tied to reactivity.   To probe these 
correlations, investigations at the molecular level may be pursued using electronic 
structure methods. As such, these computational methods conveniently offer versatility 
in investigating both molecular and electronic structures, reaction energies, and more. 
To date, computational chemistry has been successfully employed to obtain 
thermochemical data;2,3 molecular structures;4,5 force fields;6-9 NMR assignments;10-14 
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photoelectron,15 UV,16 and ESR17-20 spectra; dipole moments;21 transition state structures 
and activation barriers22-26 for a host of chemical species.  It is particularly useful for 
studying reaction pathways and the molecular structures native to those pathways.  The 
greater focus of this work lies in utilizing electronic structure methods to gain a more 
intimate understanding of the chemistry of a series of bi- and polymetallic systems. 
Theory 
Chemistry studies the properties of matter as well as investigates how different 
types and forms of matter interact.27 For centuries, this has required experimentation: 
combining substances of varying compositions; applying heat, radiation, or light; 
measuring and quantifying; as well as the qualitatively analyzing phenomena.   Then, 
scientists are able to use these observations to gain an insight into the properties of 
matter.  In the last few decades, chemistry and other fields of science have expanded, 
no longer exclusively requiring experimentation to study matter but instead investigating 
properties at the molecular level.  In this, computational chemistry has begun playing a 
vital role. 
The foundation of this genre of chemistry lies in an application of quantum 
mechanics to molecular systems. Quantum mechanical methods are used to derive 
models for studying chemical systems.  Characterized by a native set of dynamic and 
complex equations, these models simulate and investigate chemical structure (geometric 
and electronic) and processes.  They characterize the system by offering a good 
representation of the chemical interactions or bonding native to the system thereby 
aiding the user in obtaining relevant mathematic results which can further be used in 
chemical interpretation (Figure 2.1).   Because of the complexity of these calculations, 
computers are often used. 
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Figure 1.1  Pathways to Interpreting the Chemistry of Matter1 
Electronic Structure Methods 
Computational chemistry uses electronic structure, or molecular orbital methods to 
study chemical phenomenal.   “Molecular orbital” is a conceptual term used to denote 
the location of electrons within a chemical species.   Built from a linear combination of 
atomic orbitals (LCAO), the molecular orbitals (MO) describe bonding, anti-bonding, and 
non-bonding interactions within a molecule. 
Molecular orbital analysis, via electronic structure methods, describe electron 
distribution within the molecule and find energy as well as other properties by evaluating 
the Schrödinger equation,   
Ĥ Ψ  =  E Ψ 
wherein the Hamiltonian Ĥ is an mathematical operator that upon acting on a 
wavefunction Ψ gives an energy result E.  Ψ is actually a mathematical function 
describing electrons according to their spatial locality, i.e. their three-dimensional 
position in space.  As an operator, the Hamiltonian Ĥ represents the kinetic energies of 
electrons and the nuclei, the Coulomb attraction of electrons and nuclei, and the 
Physical or Chemical 
Interpretation 
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repulsions between electrons and between nuclei.   When acting upon Ψ, Ĥ gives 
expectation values, including energy.   
For most systems, finding exact solutions to the Schrödinger equation is not a trivial 
venture and virtually impossible for a multi-electron system.  Nevertheless, there are 
methods for approximating and obtaining rather reliable results.   
One simplification involves the implementation of the Born-Oppenheimer 
Approximation.  Recognizing the nuclei are much heavier than electrons, this approach 
assumes the total nuclear energy can be approximated by keeping the nuclei fixed.  
Because the nuclear velocity is small in comparison to that of electrons, nuclear motion 
can be “decoupled” from electron motion.  This means that nuclei can be considered as 
stationary, with electron motion occurring in an external potential generated by those 
stationary nuclei.  This simplifies the Hamiltonian by negating the kinetic energy of the 
nuclei and using a constant value for nuclei repulsion.  The resulting electronic 
Hamiltonian represents the kinetic energy of electrons, electron interactions in an 
external field of nuclei (previously referred to as the Coulomb attraction between nuclei 
and electrons), and electron-electron repulsive interactions.   
Popular electronic structure methods work within this framework, seeking to derive 
approximate solutions to the Schrödinger equation while applying the Born-
Oppenheimer Approximation.  The three main genres used to probe the electronic 
structure of materials are ab initio, semi-empirical and density functional.    
Ab Initio Methods 
Of Latin origin, the term ab initio means “from the beginning”.  Ab initio methods 
implicitly apply the laws of quantum mechanics via use of physical constants (speed of 
light, mass and charge of electrons and nuclei, and Planck’s constant).  Though finding 
exact solutions to the Schrödinger equation for many-electron systems is impossible, 
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approximations have been incorporated to give reasonable results.  Consequently, ab 
initio techniques offer solutions to the Schrödinger equation through a series of rigorous 
mathematical approximations. 
Perhaps the simplest implementation of ab initio techniques is the Hartree Fock 
(HF) method.28  As a precursor to more accurate methods, HF is the cornerstone of most 
quantum chemical applications, finding solutions to the Schrödinger equation within the 
framework of the Born Oppenheimer Approximation but also further simplifying matters 
through its structuring of Ψ.   
Hartree proposed a construction of Ψ as a product of one-electron functions.29-31  
The viability of this arises from the orthonormality requirement of wavefunctions, allowing 
the energy solution of the Schrödinger equation to be an arithmetic mean.  Accordingly, 
one-electron functions can be used to find one-electron energies, summed to give the 
total system energy.   
Unfortunately, Hartree’s Ψ did not obey Pauli’s exclusion principle, i.e. Ψ was not 
anti-symmetric.  Fock’s contribution was to describe Ψ as a Slater determinant, which is 
the anti-symmetrized product of a series of one-electron wavefunctions.1,32  
The Hamiltonian used within the HF method comprises one-electron (Fock) 
operators, each of which is the sum of the core electronic Hamiltonian operator, 
comprising the kinetic energy of electrons and Coulomb attraction between electron-
nuclei, and the effective one-electron potential operator.  Then the total energy can be 
approximated by summing up the contributions from each electron.    
The usefulness of the HF method arises from its ability to describe an electron 
whose environment consists of an average potential of all the other electrons present 
within the molecule.  This is done by implementing the HF potential, previously 
mentioned as the effective one-electron potential operator.  Herein, electron-electron 
repulsions are integrated. 
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The HF potential has two components:  the Coulomb and exchange operators.  The 
former accounts for classical electron-electron interactions related to the electrostatic 
response of one electron in an averaged electric field that arises from all the remaining 
electrons.  Using an average potential, these interactions are defined by the primary 
electron’s spatial locality.  Accordingly, the Coulomb operator is termed local. 
The exchange of two electrons gives a quantum mechanical electrostatic interaction 
accounted for by the nonlocal exchange operator. Within an electron cloud, the electrons 
can neither be labeled nor distinguished.  With no classical analog, this operator 
imposes electron indistinguishability.   
The procedure used by HF method to solve the Schrödinger equation is called the 
self-consistent field (SCF) method.  An initial guess is made for the orbitals, based on 
the proposed molecular geometry resulting from the Cartesian coordinates of the atoms 
within the molecule.  The Schrödinger equation is solved using the HF formulism thereby 
generating a new and improved set of orbitals.  The Schrödinger equation is solved once 
again to generate improved orbitals.  At each iteration, the molecular energy lowers 
toward the ground-state energy, and the procedure repeats until no substantial change 
occurs both in the orbitals and the subsequent molecular energy. 
Though the HF method proffers an excellent means for solving the Schrödinger 
equation, it does not describe the electron correlation.  HF requires our wavefunction to 
be a single determinant, which does not adequately describe the repulsion of electrons 
with different spins, i.e. electrons do not completely avoid each other.  Consequently, the 
HF energy is an overestimate based on increased electron-electron interactions.  The 
goal of post-HF methods is to allow for the inclusion of electron correlation effects by 
decreasing electron-electron interactions. 
Popular examples of post-HF methods are Configuration-Interaction33 (CI) and 
Møller-Plesset perturbation34-37 (MP) methodologies.  CI methods introduce electron 
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correlation effects by representing the wavefunction as a linear combination of Slater 
determinants.  The HF result is then a special CI case wherein only one determinant 
represents the system. 
Møller-Plesset methods use a perturbation operator to introduce electron correlation 
effects.  The HF result is treated as unperturbed.  The residual part is treated by a series 
of corrections including the excited configurations.  
Hartree-Fock theory remains the cornerstone of ab initio methods, while post-HF 
methods seek to improve the foundational result of the HF formulism by the inclusion of 
electron correlation effects. 
Semi-Empirical Methods 
Semi-empirical methods differ in that it uses experimental parameters to simplify 
calculations.  Approximate solutions to the Schrödinger equation are computed based in 
part on experimental parameters available for a specific type of chemical system.  
Typically based on the extended Hückel Theory, semi-empirical methods are 
differentiated by their native sets of parameters. While the use of parameters reduces 
computational cost, this practice may give results that are much less quantitatively 
correct. 
Density Functional Theory 
Density functional methods define electron distribution in terms of electron density.  
Density functional theory, denoted DFT, is similar to the other electronic structure 
methods in that it is based on quantum mechanics.  It differs in that it does not solely rely 
on the wavefunction to obtain useful information about systems of interest, instead it 
relies on the density of electrons.  Moreover, DFT includes correlation effects within its 
models, thereby making it very attractive for studying systems with larger numbers of 
atoms as well as those featuring transition metals. This is primarily the method utilized in 
this body of work. 
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DFT is based on the idea that the energy of a many-electron system, i.e. a molecule 
or multi-atom structure, can be described in terms its electron density.  Historically the 
primary approach for evaluating molecular property in terms of density evolved from the 
Thomas-Fermi model.  
The Thomas-Fermi Model 
In many ways the Thomas-Fermi model is the forefather of current density functional 
methods.  Working independently, L.H. Thomas and E. Fermi worked to find alternatives 
to solving the Schrödinger equation.1,32  Together, their work culminated in the Thomas-
Fermi model, which at the time of its emergence in the late 1920s, innovatively derived 
kinetic energy completely in terms of electron density without using wavefunction.   
These pioneers assumed that the density of electrons in a system can be described 
as a uniform electron gas and that for systems with a large number of electrons, the 
electron density can then be treated statistically.  The model they generated was similar 
to the currently recognized local density approximation (LDA) wherein the electron 
density is also constant.  This concept was combined with density-based expressions for 
the Coulomb attraction between electrons and nuclei as well as repulsions from electron-
electron interactions to give the Thomas-Fermi energy. 
The major question of all theoretical models is, “Does the calculation give a credible 
representative of reality or at least what we think reality is?”  Unfortunately in many 
cases, the Thomas-Fermi model tended to deviate from reality. Consequently for several 
years, many did not appreciate or support the concepts presented in this model.  Yet, 
the novel and lasting contribution of the Thomas-Fermi model developed from the idea 
of deriving energy in terms of its electron density.  This gave their contemporaries “food 
for thought” and additional work in this venue led to current density functional methods.  
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Hohenberg and Kohn Theorems 
Working together in Paris during the year 1964, Pierre Hohenberg and Walter Kohn 
investigated the foundations of the Thomas-Fermi model.38  The outcome of this work 
was a two-proof theorem that became the bedrock of modern density functional 
methods.  The most significant consequence of their work was the illustration that any 
ground-state molecular property could be obtained from the ground-state electron 
density.   
The first theorem asserts that a system’s external potential is uniquely determined 
by its electron density.  Assuming a system of N electrons, the external potential can be 
considered in two ways.  Within the Born-Oppenheimer Approximation, the external 
potential is that of the nuclei.  However, in some cases when the system is exposed to 
an external electrostatic field, the external potential is the sum of the one electron 
potentials.  So then we have two different potentials for a certain system.  The first 
Hohenberg and Kohn theorem showed that in fact the ground-state density could not 
have two different external potentials.  
Why is this important?  Within the Born-Oppenheimer Approximation, the nuclei in 
our system are described as stationary or fixed particles without any kinetic energy.   
This gives rise to the electronic Schrödinger equation featuring an electronic Hamiltonian 
composed of the Coulomb potential of the nuclei and some remainder based on the 
motion of the electrons.  The number of electrons and the external potential uniquely 
determine this electronic Hamiltonian, and consequently the ground state wavefunction.   
As a result, the number of electrons and the external potential uniquely determines the 
ground state properties of the system.   
The second Hohenberg and Kohn theorem focused on making certain that the 
electron density under consideration actually represents the ground-state.  Their 
theorem maintained the only way the functional from the first theorem would give the 
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ground state energy is if the input density is in fact the true ground state density. So 
what exactly does this mean? Any trial density other than that for the lowest energy 
geometry would give an energy result greater than the ground-state energy.  This 
appears to be a trivial assertion, but the consequence gives a definite means for 
obtaining the ground state energy.  Varying the density until the lowest energy is 
obtained would give an outcome that would then represent the ground-state energy.  
Simply put, Hohenberg and Kohn applied the variational theorem to obtain the ground 
state density and its subsequent energy.  
The outcome of this work proved that relevant molecular properties could be 
generated from the ground-state electron density.  Unfortunately, the theorem was only 
an “existence” theorem.  Though the Hohenberg and Kohn Theorem proved the 
possibility of employing density in deriving relevant information about real systems, it did 
not describe how to accomplish this feat.   Most specifically, it did not describe how to 
calculate the density or how to use the density to determine the ground-state energy.   
Kohn-Sham Method 
Upon return to the Unites States, Kohn along with his post-doc, L.J. Sham, 
continued the work begun in Paris. Previously the Hohenberg-Kohn theorem illustrated 
the possibility of calculating ground-state molecular properties as a functional of the 
ground state density without having to find the molecular wavefunction, but this theorem 
did not describe a method deriving energy from density or for deriving density itself.  
Kohn and Sham worked to find a means for actually finding density and energy without 
evaluating the wavefunction.39 
Kohn and Sham asserted that the problem of the Thomas-Fermi model, and 
subsequent derivations, arose from an approximation of kinetic energy and advocated 
using orbital-based approaches for calculating the kinetic energy as accurately as 
possible.  This duo introduced a novel approach for evaluating the Schrödinger equation 
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by incorporating a fictitious reference system, composed of non-interacting electrons.  In 
this reference system, non-interacting electrons experience the same external potential 
as the external potential realized in the true ground state system.  Since the external 
potential and the number of electrons uniquely determine the ground-state density, the 
electron density and resultant energy of the reference system should be similar to that of 
the true ground-state system.   
Incorporating this idea of a reference system of non-interacting electrons makes the 
task of implementing an orbital based approach an easier task.  Native to orbital based 
approaches is the use of the Schrödinger equation.  Within the Kohn-Sham (KS) 
approach, the Hamiltonian is represented by the sum of a series of one-electron 
Hamiltonians, which in turn comprise the sum of the kinetic energy operator and external 
potential which included terms describing electron-nuclear attraction and electron-
electron repulsion.  Recall that Hohenberg and Kohn had previously shown the ground 
state density uniquely determines the external potential.  Likewise, the external potential 
in the KS reference system is uniquely determined by the density of that system.  
Because the KS system comprises non-interacting electrons, the Hamiltonian is further 
simplified by the minimization of the electron-electron repulsion.    
So, is the fictional system really equivalent to the true ground-state system? No.  
Recognizing that the true or real ground-state system does indeed contain electron-
electron repulsion as well as a larger kinetic energy contribution means that there must 
be some additional functional that must be included.  The differences in kinetic energy 
and electron-electron repulsion terms give unknown functionals that are labeled as the 
exchange-correlation energy. 
What exactly does this mean?  The total energy obtained by the KS method 
includes components from the KS fictitious system: kinetic energy, electron-nuclear 
attraction potential, and the electron-electron repulsion; as well as an exchange-
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correlation energy resulting from differences in energy (kinetic and electron-electron 
repulsion) between the true and fictitious system.  Admittedly, the unknown exchange-
correlation functional defines how well the KS energy corresponds to the true ground-
state energy. 
Although the Hamiltonian has been described, the wavefunction is still needed. 
Similar to the HF formulism, the KS approach approximates the wavefunction as the 
Slater determinant, formed by the one-electron KS orbitals.  Traditionally, quantum 
chemical approaches calculate density by integrating the molecular wavefunction.  The 
KS approach arrives at the density by integrating the KS wavefunction.  Comparable to 
the Hohenberg and Kohn’s second theorem, the density of our fictitious system is varied 
in such as a way as to obtain the lowest energy that would be the ground-state energy.   
The introduction of the Kohn-Sham Method allowed a practical means for finding the 
ground state density of a system and its molecular density as a functional of that density.  
This has become the bedrock of modern density functional theory. 
Modern Density Functional Theory 
The study of molecular and electronic properties of chemical systems, DFT has 
become increasingly more popular in recent years for its flexibility with large molecules 
and metal atoms.  Contrasting this method with more computationally exhaustive ab 
initio electronic structure methods, excellent agreement with experimental results makes 
this technique particularly useful with transition metal complexes.40  The numerous 
applications employed include the study of structural, mechanical, electrical, vibrational, 
thermal, and optical properties.  Examples of these include the generation of 
thermochemical data such as entropy and enthalpy; spectroscopic spectra such as 
photoelectron, ultraviolet, and ESP spectra; harmonic frequencies; NMR shielding 
tensors; and binding energies just to name a few. 
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Modern DFT methods are based on electron interactions in the exclusion zone 
commonly known as the exchange and correlation hole.  The exchange energy arises 
from the requirement of an anti-symmetric wavefunction.  The correlation energy arises 
dually from the kinetic energy disparity of the real and reference systems as well as 
Coulomb repulsions between electrons.   
The exchange and correlation energies arise from electron interactions in the 
exchange and correlation hole and play a vital role in arriving at DFT energies.  As an 
electron maximizes attraction to nuclei and minimizes repulsion from other electrons, an 
exclusion area or no-fly zone evolves around each electron wherein other electrons are 
unlikely to penetrate (Figure 2.2). The treatment of this no-fly or exclusion zone 
distinguishes DFT methods. 
 
Figure 1.2  Electron Repulsion in DFT Methods32 
Three generations chronicle DFT development.  The first generation of DFT 
methods treats the exclusion zone similar to that of a homogeneous electron gas.  The 
second generation of DFT methods accounts for the non-homogeneous nature of 
electron density and treats this phenomenon by introducing electron density gradient 
correlation terms. The final generation of DFT methods compensates for the LDA and 
LDA/NL toleration of “self” electron interaction wherein an electron to some extent 
interacts with itself. 
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Local Density Approximation 
The local density approximation, LDA, was the first implementation of the Kohn-
Sham method. The accuracy of the KS energy is largely dependent on the accuracy of 
the “unknown” exchange-correlation functional.  Within LDA, the exchange and 
correlation energies are treated separately by different methodologies.  Assuming the 
electron density of a system can be described as a uniform homogeneous gas, LDA 
calculates the exchange-correlations energy for each particle as a function of its density.  
The resulting functions are then used to estimate the exchange-correlation energy within 
the true inhomogeneous system.  Admittedly, this method works best in systems with 
slow varying density, i.e. solid-state systems, but its success with other systems lead to 
improvements that culminated in the popularity of modern DFT. 
Most recently, LDA include different approaches.  Perhaps one of the most popular 
is the local spin density treatment of Vosko, Wilk, and Nusair (VWN).41  Slater and Xα 
are also widely recognized local exchange functionals.42 
Gradient-Corrected Methods 
Denoted as local density approximations with non-local correlation (LDA/NL), these 
theories are based on the work of Langreth and Mehl,43 Becke,44 and Perdew.45  Local 
density approaches often give relatively good structural and vibrational properties for 
molecules and solids, but they also tend to overestimate binding.  The introduction of 
gradient-corrected functions helped to alleviate this challenge.  This non-local correction 
is accomplished by introducing gradients that correspond to variations in electron density 
that accompany fluctuations in position.  Non-local correlation typically needs to be 
included for obtaining quantitative estimates of bond energies as well as metal-ligand 
bond distances. 
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Projects Studied 
Modern DFT methods offer an excellent means for studying chemical phenomena.  
Cook and Karplus46 as well as Tschinke and Ziegler47 have shown the reliability of DFT 
calculations on transition metal complexes.   
As previously detailed, three generations of DFT methods exist.  The generation 
that is used most often in the study of transition metals features hybrid functionals, most 
specifically Becke’s three-parameter functional with the Lee, Yang, and Parr correction 
(B3LYP).41,48,49 This is the methodology used in the bulk of the work presented in this 
manuscript.   
To date our research consists of four projects, which will be presented in the 
subsequent chapters.  These include  
1. Bimetallic Rhodium-Catalyzed Hydroformylation 
2. Aldehyde-Water Shift Hydrocarboxylation Catalysis  
3. Low-Coordinate Bimetallic Nickel A-Frame Structures 
4. Rare Beryllium Icosahedra in the Heavy Fermion CeBe13. 
Computational Approach 
The Gaussian 98 system of programs50 has been utilized to study several transition 
metal catalytic and solid-state systems. The computational approach used to study these 
varied according to investigative need.  For all but the solid-state system, CeBe13, DFT 
was used. For most species, the molecular geometry was optimized to the ground state.  
Afterward, a Mulliken population analysis51 was used to evaluate molecular bonding.  
Within the catalytic studies, vibrational analyses were completed and comparisons of 
calculated frequencies with experimental infrared data were made.  Moreover, 
comparison of the ground-state geometries with complementary crystal structures 
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serves as a good indicator of the accuracy of these types of calculations on systems of 
interest to us. 
A formal description of the computational method used with each system of interest 
will be discussed in the upcoming chapters. 
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Chapter 2:  Bimetallic Cooperativity in Rh-Catalyzed 
Hydroformylation 
Introduction 
Discovered in 1938 by Otto Roelen at Ruhrchemie, hydroformylation is the reaction 
of alkenes with hydrogen (H2) and carbon monoxide (CO) to generate an aldehyde 
product, either in the linear or branched form (Figure 2.1).52  The aldehydes, either 
hydrogenated to alcohols or oxidized to carboxylic acids, are used in the production of 
plasticizers, surfactants, detergents, solvents, and lubricants.53,54 With aldehyde 
production exceeding 15 billion pounds per year, it has become one of the most 
extensively used homogeneous catalytic industrial processes.55-57 
 














Figure 2.1.  Hydroformylation. 
Otto Roelen pioneered hydroformylation working with cobalt salts, but Heck and 
Breslow’s work two decades later added breadth of understanding about this process.58  
In the early 1960s, they proposed what has become the generally accepted mechanism 
for hydroformylation (Figure 2.2).  
Until the 1970s, cobalt catalysis dominated hydroformylation.  At this time, Osborn, 
Young, and Wilkinson enacted a revolution of sorts when they reported a far more active 
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and selective HRh(CO)(PPh3)2 catalyst.59,60  The rhodium systems were active enough 





Figure 2.2  Heck-Breslow hydroformylation mechanism. 
Wilkinson’s mechanistic work helped expand the knowledge-base of rhodium-
catalyzed hydroformylation.  In addition, he recognized the fundamental similarities with 
the Heck-Breslow model, which aided him in developing the generally accepted 
mechanism describing this chemistry (Figure 2.3). 
While monometallic Rh-complexes were being introduced as viable catalytic 
systems, various polymetallic systems were also being explored as catalysts. Building 
on the concept that two might be better than one, these systems explored the concept of 
multi-center cooperativity as a means of increasing catalytic activity and/or selectivity.  In 
the mid-1970s Muetterties’ work on cluster and surface homology62 led his 
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contemporaries to consider di- and tri-nuclear transition metal complexes as viable 
homogeneous catalytic systems.  The work of Pittman,63,64 Hidai,65,66 and Süss-Fink67 
also supported the plausibility of polymetallic intranuclear cooperativity. 
 
 
Figure 2.3  Currently accepted mechanism for Rh(I)-PPh3 catalyzed hydroformylation. 
Although Heck and Breslow favored a monometallic catalytic pathway for the cobalt-
catalyzed hydroformylation, they also proposed a bimetallic mechanistic possibility 
involving an intermolecular hydride transfer between HCo(CO)4 and Co(acyl)(CO)4 
(Figure 2.2).   Subsequent kinetic and spectroscopic studies support, however, the 
prevalence of the monometallic process.68,69  Though bimetallic cooperativity in the 
Heck-Breslow model does not appear to be significant under catalytic conditions, 
intermolecular hydride transfers between metal-hydride and metal-acyl species to 
eliminate aldehyde product have been observed under high concentration 
environments.70-73   
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In hydroformylation, the obvious desired product is an aldehyde.  Unfortunately, side 
reactions can and do occur with alkene isomerization and hydrogenation being the major 
examples.  Modifying the steric and electronic properties of phosphine ligands can help 
to minimize side reactions and maximize the desired aldehyde product.   
Bimetallic Hydroformylation 
In recent years, Stanley and coworkers have demonstrated a homogeneous 
dinuclear rhodium hydroformylation catalyst proposed to function via bimetallic 
cooperativity.74-76  The steric and electronic properties of phosphine ligands play a critical 
role in the activity and regioselectivity of rhodium catalysts.  Engineered to chelate and 
bridge two metal centers via a single, conformationally flexible, methylene bridge, 
Stanley’s ligand, (Et2PCH2CH2)(Ph)PCH2P(Ph)(CH2CH2PEt2) or (et,ph-P4), exists in both 
meso- and racemic forms (Figure 2.4).77  Shown to be more reactive than the meso, the 
racemic bimetallic system, while highly active, also generates mostly linear aldehyde 
product. 
 
Figure 2.4  Phosphine ligands for bimetallic hydroformylation. 
  21  
  
The single methylene bridge introduces considerable flexibility and allows the 
bimetallic complex to exist in either the open- or closed-modes, yielding metal centers 
separated by 5–7Å and <3Å, respectively.  In the open-mode, the metals do not interact, 
while in the closed-mode the metals are either bonded or in close contact.   
The et,ph-P4 ligand (Figure 2.4) is very important for the bimetallic hydroformylation.  
The proposed mechanism, shown in Figure 2.5, illustrates the crucial role of bimetallic 
cooperativity in the catalysis.75  The catalyst precursor typically used for this chemistry is 
[rac-Rh2(nbd)2(et,ph-P4)](BF4)2, (nbd = norbornadiene), while the resting state of the 
catalyst under CO pressure is believed to be the dirhodium pentacarbonyl [rac-Rh2(CO)5 
(et,ph-P4)]2+, 5, complex. This can oxidatively add H2 on the 16e- square-planar Rh side 
to make the unsaturated dihydride complex A.   
The first bimetallic cooperativity step involves an intramolecular hydride transfer, 
presumably via the bridging hydrido-carbonyl species 2*, to distribute the two hydride 
ligands so that there is one per Rh center, thus generating the key catalyst complex [rac-
Rh2H2(µ-CO)2(CO)X(et,ph-P4)] 2+, 2 (x = 0, 1, or 2).  The highly labile terminal CO ligands 
on 2 can readily dissociate to coordinate an alkene ligand forming species B.  Migratory 
insertion of a hydride and alkene yields the alkyl complex C.  Carbonyl ligand addition 
followed by CO-alkyl migratory insertion produces the acyl complex D.  At this point 
another important bimetallic cooperativity step has been proposed:  the dinuclear 
reductive elimination of the hydride and acyl to form the aldehyde product and the Rh(I) 
bridged carbonyl complex 4*.  CO ligand addition can then “crack” 4* open to form the 
starting pentacarbonyl complex 5, or directly react with H2 to form 2*.    
The numbered structures in the mechanism have NMR or FT-IR spectroscopic data 
supporting their proposed structures, while A through D are believed to be transient 
intermediates for which we have not seen any spectroscopic signatures.  Only the 
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pentacarbonyl complex 5 has been crystallographically characterized.  To gain more 
insight into the proposed structures computational chemistry has been employed to 
study the electronic and geometric features of the various species featured in Figure 2.5.  
In this way we hope to provide additional support for the mechanism and the concept of 
bimetallic cooperativity in catalysis.   
 
 
Figure 2.5  Proposed mechanism for bimetallic hydroformylation. 
In Situ Spectroscopic Catalyst Studies 
The open-mode tetracarbonyl 4 has been synthetically prepared by our group, 
isolated, and characterized by IR, 31P{1H} NMR, and elemental analysis.  Although most 
of our hydroformylation catalytic runs use the [rac-Rh2(nbd)2(et,ph-P4)](BF4)2 (nbd = 
norbornadiene) catalyst precursor, the tetracarbonyl 4 (BF4-salt) has also been used and 
gives exactly the same catalytic results.  Single crystals of 4 have not been grown nor 
structurally characterized.  Under CO pressure, 4 reacts with CO to produce an 
  23  
  
equilibrium mixture of 4 and the pentacarbonyl 5.  This equilibrium smoothly shifts with 
higher CO pressures to favor 5 and eventually the hexacarbonyl complex, [rac-
Rh2(CO)6(et,ph-P4)] 2+, 6.  We have managed to grow single crystals of 5 from high 
pressure NMR experiments (250-300 psig 1:1 H2/CO, room temperature) and the X-ray 
structure of 5 will be discussed later.  The IR spectra of 4 (top) and 5 (bottom) are shown 
in Figure 2.6.  CO stretching frequencies of 2058 and 2006 cm-1 are observed for the 
tetracarbonyl 4, with values of 2095, 2044, and perhaps the shoulder at 2018 cm-1, for 
the pentacarbonyl complex 5.  In situ 31P and 1H NMR spectra of the catalyst solution 
have also been studied and will be discussed later in the results and discussion section.   
 
 
Figure 2.6  FT-IR carbonyl frequencies for [rac-Rh2(CO)4(et,ph-P4)]+2, 4; and [rac-
Rh2(CO)5(et,ph-P4)]+2, 5.  The hexacarbonyl dirhodium complex 6 is not believed to be 
significant under these low pressure conditions. 
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The crystallographic characterization of 5, [rac-Rh2(CO)5(et,ph-P4)]+2, provides 
important geometric information on the system to which we can compare the 
calculational results.   Bond lengths, angles, and torsions from the structure define the 
starting parameters for the computational model.  
Computational Methods 
All computations were performed with the Gaussian 98 system of programs.50 
Density functional theory (DFT) was employed to study the transition metal structures in 
our proposed mechanism for homogeneous bimetallic hydroformylation.  The DFT model 
chosen for this study is the B3LYP functional.41,48,49,78  All geometries were fully 
optimized with the all-electron basis sets 6-31G* for C, H, and O; 3-21G* for P and 3-
21G for Rh.  (See Appendix A for details on the chosen basis sets and DFT 
methodology). 
Vibrational analyses were performed for several optimized structures and 
comparisons of the CO stretching frequencies with experimental IR data have been 
made. In these studies, the spectra were shifted by -150 cm-1 as a means for a typical 
scaling of the calculated results. Calibrations for vibrational frequencies have been made 
for various combinations of ab initio, density functional, and semi-empirical methods with 
the 6-31G and 6-311G augments sets, but these calibrations were done for organic 
systems.79  To date, we are not aware of calibrations for the B3LYP methodology with 
transition metal complexes, nevertheless we have found that the shifting of 
wavenumbers by -150 cm-1 aligned well with the experimental spectra.  We used a 
comparison of the experimental and calculated spectra of [rac-Rh2(CO)4(et,ph-P4)]+2, 4, 
to arrive at this realignment value.  The calculated spectra were generated with the 
SWIZARD program.80 
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The electronic structure was determined via Mulliken population analysis51 of the 
optimized structures.  The contributions of both the metals and each ligand was 
calculated using the AOMix program.81,82 
The molecular geometries studied in this work include those presented in the 
proposed mechanism for bimetallic hydroformylation as well as several other species 
with similar structural relationship to those species.  All experimental work was done by 
current and past members of the Stanley group. For all calculations, simplified P4 
ligands were used whereby the methyl groups were used as substitutes for the ethyl and 
phenyl groups on the et,ph-P4 ligand. 
Results and Discussion 
The penta-carbonyl species, 5, has been optimized via DFT.  Of the molecular 
entities featured in our proposed mechanism for bimetallic hydroformylation, 5 is the only 
one that has been characterized via crystallography.  Therefore, a comparison of the 
bond distances and angles of the calculated geometry with the crystal structure may 
allow us to judge the reliability of this DFT method for the other proposed species 
(Figure 2.7). 
Structural Comparisons for [Rh2(CO)5(et,ph-P4)] 2+, 5: X-ray vs. DFT. 
A large number of similarities are readily apparent from the comparison of the 
calculated and experimental geometries for 5.  One difference is that all the calculated 
Rh-ligand bond distances are slightly longer than the X-ray structure, consistently 
lengthened from 0.03 to 0.07 Å.  We consider this type of disparity to be quite minor 
given the complexity of the structure and the presence of two Rh centers.  The one large 
and notable variation is the Rh-P(Ph)CH2 distance on the 5-coordinate side of the 
structure that is calculated at 2.558 Å, while the X-ray value is 0.167 Å shorter at 2.391 
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Å.  It should be noted, however, that 5-coordinate transition metal geometries generally 
have very “soft” or flat potential energy surfaces, leading to 5-coordinate structures that 
are usually somewhere between the ideals of trigonal bipyramidal and square pyramidal.  
Consequently, this fluxionality makes these 5-coordinate structures notoriously difficult to 
calculate accurately.  Furthermore, it should be noted that even small crystal packing 
effects in the X-Ray structure could cause distortions in the 5-coordinate geometry.  As 
the DFT calculation was done in a vacuum, we did not include interactions with 
neighboring molecules.   
 
Figure 2.7  Crystallographic and calculated bond distances, 5. 
The calculation, however, does seem to be correctly accounting for bonding trends 
on going from the 4-coordinate to 5-coordinate geometries.  The calculated and 
experimental Rh-CO bond distances on the 4-coordinate side of the structure should be, 
and are, shorter than the 5-coordinate side of 5.  Rh-CO experimental (theoretical) 
distances of 1.915 (1.960) and 1.932 (1.965) Å on the 4-coordinate side can be 
compared to longer 1.937 (1.976), 1.950 (2.014), and 1.975 (2.012) Å Rh-CO distances 
for the 5-coordinate half.  This fits perfectly with the qualitative expectation that the two 
CO ligands on the 4-coordinate portion of the structure should have more π-backbonding 
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relative to the three CO ligands competing for essentially the same electron density on 
the 5-coordinate Rh.  The extra, but relatively weak, σ-lone pair donation by the extra 
CO ligand on the 5-coordinate Rh will not compensate for this.   
 
Table 2.1  Crystallographic and calculated bond distances and angles, 5. 
 
Bond Distances Bond Angles 
 
Crystal 
Structure Calculated   
Crystal 
Structure Calculated 
Rh1 – C1 1.915 1.960  C1 – Rh1 – C4 90.8 92.5 
Rh1 – C4 1.932 1.965  C1 – Rh1 – P1 89.0 89.8 
Rh1 – P1 2.318 2.386  C1 – Rh1 –  P2 171.6 173.2 
Rh1 – P2 2.331 2.391  C4 – Rh1 – P1 166.6 166.8 
Rh2 – C3 1.937 1.976  C4 – Rh1 – P2 96.5 94.1 
Rh2 – C2 1.950 2.014  P1 – Rh1 – P2 82.9 83.6 
Rh2 – C6 1.975 2.012  P2 – C7 – P3 120.0 120.5 
Rh2 – P3 2.391 2.558  C3 – Rh2 – C2 86.8 90.6 
Rh2 – P4 2.342 2.390  C3 – Rh2 – C6 92.6 89.6 
    C3 – Rh2 – P3 94.9 98.8 
    C3 –  Rh2 – P4 174.3 177.5 
    C2 – Rh2 – C6  125.5 133.5 
    C2 – Rh2 – P3  126.0      110.2* 
    C2 – Rh2 – P4 90.0 89.0 
    C6- Rh2 – P3 108.4       115.7* 
    C6 – Rh2 – P4 93.1 88.9 
    P3 – Rh2 – P4 83.2 83.6 
 
The DFT calculated structure for the 5-coordinate side of 5 is distorted trigonal 
bipyramidal with one phosphine ligand in the axial coordination site (shorter bond 
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sites for trigonal bipyramidal typically have longer bonds, consistent with what DFT is 
calculating.  The X-ray structure shows that the 5-coordinate Rh has a geometry 
somewhere between square pyramidal and trigonal bipyramidal, but closer to trigonal 
bipyramidal.  Figure 2.8 shows an overlay of the full structures via a least-squares fit of 
the X-ray and DFT optimized geometry for 5.    
 
Figure 2.8  Least squares fit of the crystal structure and optimized geometry of 5.  The fit 
wad done with atoms on the 4-cordinate center of 5, including atoms Rh1, C1, C2, C7, 
P1, and P2.  (RMS value = 0.093).  The crystal structure is shown in blue while the 
optimized geometry is shown in red.  
There is excellent agreement between the calculated and X-Ray metal coordination 
angles on the 4-coordinate side of 5 (Table 2.1).  The biggest differences are 2.4º for 
P2-Rh1-C4, 1.7º for C1-Rh1-C4, and 1.6º for P2-Rh1-C1, but most of the other values 
are well within 1º of each other.  We consider an agreement within 2-3º in a ligand-
metal-ligand angle to be excellent.  Not too surprisingly, there are considerably bigger 
angular variations for the 5-coordinate side of 5 with most angles between 3-4°.   
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The largest angular differences at the 5-coordinate side of 5 are seen with 
C2-Rh2-C6 (8.0°),  C2-Rh2-P3 (15.8°), C6-Rh2-P3 (7.3°), and C6-Rh2-P4 (4.2°) with 3 
of 4 of these angles representing ligand-metal-ligand angles within the equatorial plane 
of the 5-coordinate center. Closer inspection of a least squares fit of the crystal structure 
and optimized geometry for this 5-coordinate side suggests that two of these large 
angular variations may arise from a conformational distortion of the two equatorial CO 
ligands (Figure 2.9).  With this proposed distortion, the larger equatorial P3-Rh2-C2 
bond angle in the crystal structure differs from the larger one (P3-Rh2-C6) in the 
optimized geometry.  Consequently, reassigning the P3-Rh2-C2 and P3-Rh2-C6 angles 
to account for this likely conformational rearrangement of 5-coordinate equatorial CO 
ligands gives the smaller angular variations of 10.3° and 1.8° for the P3-Rh2-C(2,6) 
angles, respectively. 
 
Figure 2.9  Illustration of the proposed conformational distortion on the 5-coordinate side 
of 5.  The equatorial CO ligands on the 5-coordinate side have been reassigned to 
account for this proposed conformational distortion. 
While this does suggest a closer agreement for the bond angles on the 5-
coordinated side of 5, we do note the 5-coordinate side does still have large angular 
differences ranging up to 7.5°.  We believe that it is linked to the great difficulty for 
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accurately calculate 5-coordinate metal geometries (as has been previously discussed).  
In light of this, we do not view the differences between the calculation and the X-Ray 
data to represent a problem with the DFT calculation.     
Our conclusion, therefore, is that DFT has done a very good job in calculating the 
structure of 5 and that it should be able to calculate reasonable structures for the other 
proposed dirhodium tetraphosphine complexes in the bimetallic hydroformylation 
mechanism. Therefore, this methodology will be used to study other complexes in the 
proposed mechanism for bimetallic hydroformylation. 
Other Calculated Structures 
The calculated bond distances of the studied dirhodium complexes from the 
optimized DFT geometries are shown in Figures 2.10 2.11. (Complete structural data 
including correlated bond distances and angles are available in Appendix A).  One telling 
feature is a variation in internal Rh-P distances when trans to the CO, H, alkyl, and acyl 
ligands.  Shorter internal Rh-P bond distances are seen trans to a CO ligand; we also 
see shorter Rh-CO distances in this case, i.e. species A, 2*, 2**, 4*, 5*, E, and F.  This is 
largely explained by a symbiotic relationship between trans Rh-CO and Rh-P bonds.  
The stronger PR3 donor trans to the M-CO allows for a stronger M CO π-backbond. 
This relationship is seen in species 2*, 2**, 4*, and 5*.  
Frequently, the internal and external Rh-P bonds are longer when they are trans to 
a H, as seen in species A-D, 2, 2*, and 2**.  The longer Rh-P in this case illustrates the 
bond lengthening σ trans influence of H and PR3: the weaker neutral M-P bond is 
lengthened trans to a stronger anionic M-H bond. The exception is the µ-H case, 
wherein longer M-H bonds have shorter Rh-P bonds in the trans position, as seen in 
species 2* and D*. Here the µ-H is more weakly coordinated to the Rh center, such that 
it does not effectively compete with the more strongly coordinated M-P bond.  







Figure 2.10  Calculated bond distances for selected optimized geometries proposed in 
the catalytic cycle. 





Figure 2.11  Calculated bond distances (Å) for selected optimized geometries proposed  
or considered in the catalytic cycle. 
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The Rh-Rh bond distances throughout these closed-mode geometries vary between 
2.8 and 3.1 Å.  The shortest is seen in 2* and 2.  Increased M-M interactions are 
believed to support the proposed bimetallic cooperativity in the hydroformylation 
catalysis.  The electronic structural analysis of the active catalyst will serve as a model 
for studying M-M interactions in this system.  
Electronic Structure of Proposed Active Catalyst 
The proposed key active catalyst in bimetallic hydroformylation is 2.  One important 
structural feature of this complex is its generation from complex A via an intra-molecular 
hydride transfer from one metal center. This closure will be discussed later in terms of 
the experimental and calculated spectroscopic and energetic data.  
With this study, we assert that the closed-mode system for hydroformylation in 
dicationic 2 arises from a combination of increased M-M interactions between the two 
Rh(II) d7 metal centers and the two bridging ligands. Hoffmann’s and Cotton’s work on 
metal-metal bonds in edge-sharing bioctahedral complexes indicate the likely presence 
of a single M-M bond for two d7centers.61,83  The DFT optimized geometry for 2 supports 
this with the molecular orbital diagram for this species (Figure 2.12 indicating a M-M σ 
bond.   
The optimized structure on 2, and indeed almost all the other closed-mode 
complexes calculated, shows an unsymmetrical bridging carbonyl environment and a 
twisting of the overall structure from our idealized line drawing (see Figure 2.12).  The 
twisting skews the two hydride ligands in 2 away from one another and this can be seen 
most clearly in the orbital plots for MO’s 135 and 136 in Figure 2.12 where one is looking 
down onto the Rh(µ-CO)2Rh plane with the two terminal hydrides (small white spheres) 
pointing up.  This further reduces the already low symmetry of the dirhodium complex.   
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Figure 2.12  The higher energy portion of the molecular orbital diagram for 2. The metal-
ligand bonding and anti-bonding orbitals are denoted in red while the metal-metal 
bonding and anti-bonding orbitals are label in black.  Two arrows are used to denote the 
highest occupied molecular orbital (HOMO).  The percentages shown in black represent 
the metal contribution to the molecular orbital.  The percentages shown in blue-green 
represent the s, p, or d orbital composition for the Rh centers in each molecular orbital. 
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Under these low symmetry conditions any quantum calculation will show extensive 
mixing of Rh-L and Rh-Rh characters into the bonding and antibonding MO’s and this is 
exactly what we observe for all these complexes.   
This is quite different from the beautiful D4h symmetry M2L8 systems extensively 
studied by Cotton and coworkers where the M-M bonding and antibonding orbitals 
typically separate out in the MO calculations with only small amounts of M-L character 
mixed in.  It is usually quite simple in those high symmetry systems to count up the filled 
M-M bonding and antibonding orbitals and arrive at a M-M bond order.   
The bioctahedral structure of 2 combined with very low symmetry leads to almost 
exactly the opposite situation.  The Rh-Rh bonding and antibonding orbitals are spread 
out over many MO’s making it quite difficult to arrive at an estimate of the nature of the 
bond between the Rh centers.  There are several bond order algorithms in Gaussian 98 
that we have tried without much success for 2.  In Figure 2.12 we show three of the MO 
plots (MO #’s 135, 136, and 140) that have reasonably clear-cut Rh-Rh σ-interactions.  
The HOMO (# 150) and LUMO (# 151) are also shown.  We have only labeled the M-M 
interactions on the MO diagram in which we are reasonably confident.   
The Rh-Rh bond in 2 is an extended σ interaction with a fair amount of M-L 
character mixed in.  The significant M-L mixing in the M-M bonding/antibonding region is 
not unusual for edge-sharing bioctahedra, and the combination of these M-L mixings and 
the asymmetrical M-M interactions makes it somewhat difficult to assign M-M bonding 
and antibonding interactions, several of which are quite clear and others that are more 
ambiguous.  In the molecular orbital diagram depicted in Figure 2.11, we show idealized 
M-M interactions.  In fact, the molecular orbitals (MOs) with lower metal character have 
the increased M-L mixing previously discussed. Examples of this are seen in MOs 135, 
136, 150 and 151 in Figure 2.11.  Hoffmann’s and Cotton’s work on metal-metal bonds 
in dinuclear d7 complexes show that a M-M σ* interaction should be unfilled thereby 
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giving a net M-M σ bond. In the MO diagram of 2, significant µ-CO and H mixing makes 
it difficult to classify the LUMO as a simple M-M σ*.  Nevertheless, we do believe that 
this asymmetrical edge-sharing bioctahedra does indeed have a M-M single bond. 
Further IR and NMR spectroscopic comparisons will be made to investigate the reliability 
of the calculated data as well as the energetics of the proposed mechanism for bimetallic 
hydroformylation 
Spectroscopic Comparisons. 
Infrared Stretching Frequency Analysis 
The clearest IR experimental data exists for the dirhodium tetracarbonyl, 
[Rh2(CO)4(et,ph-P4)]2+, 4, and pentacarbonyl, [Rh2(CO)5(et,ph-P4)]2+, 5, complexes. 
Correlations of the calculated and experimental spectra provide a good testing ground 
for the reliability of DFT vibrational analysis for predicting CO stretching frequencies.     
The tetra-carbonyl species has calculated CO stretching frequencies at 2005, 2018, 
2045, and 2050 cm-1, which are in excellent agreement with the experiment (Figure 
2.13).  Although it should be pointed out that we used this experimental data to perform 
the 150 cm-1 shifting of the calculated frequencies, this energy difference between the 
symmetrical and asymmetrical modes are expected and realized. The lower two values 
arise from anti-symmetric CO stretching on both metal centers, while, the higher two 
values correspond to symmetric stretching frequencies.  We should note that the 
calculated spectra for all species are displayed with very narrow peaks.  While this 
narrowing is unnatural, it does give one a clearer view of the calculated position and 
relative intensity.  The calculated IR spectra clearly show the CO stretching frequencies 
to have significant intensity with minimal mixing from the other M-L stretching and 
bending interactions.  
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Figure 2.13  A comparison of the experimental and calculated IR spectra of 4 and 5 for 
the CO region. 
Increasing the CO pressure gives greater CO ligand saturation and forms the 
pentacarbonyl complex, 5.  As a result, the CO stretching frequencies in the 
experimental IR spectrum show the expected shifting to higher wavenumbers.  This 
shifting is a result of decreased M-CO π-backbonding.  Increasing the number of CO 
ligands at the metal center decreases the metal’s ability to π-backbond with the CO 
ligands, especially with the 2 CO ligands in the equatorial plane on the 5-coordinate Rh.  
Consequently, the experimental spectra show a characteristic shifting to higher 
wavenumbers that is as expected for greater CO saturation.  DFT calculations on 5, 
however, failed to illustrate this trend. CO frequencies were calculated at 2001, 2003, 
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2013, 2045, and 2051 cm-1 with the lower values corresponding to anti-symmetric CO 
stretching on each metal center and the higher values the symmetric CO stretching 
frequencies. The noticeably absent shifting to higher wavenumbers likely arises from 
problems optimizing the 5-coordinate center on 5.  
We believe that the one long calculated Rh-P distance (2.558 vs. 2.391 Å) on the 
five-coordinate side of 5 leads the calculation to an overestimation of the amount of 
Rh-CO π-backbonding present.  The calculation seems to have decided to sacrifice 
some of the Rh-P bonding character in order to favor more π-back-donation to the three 
CO ligands on the 5-coordinate Rh center.  This extra Rh-CO π-backbonding leads to 
correspondingly lower than anticipated CO stretching frequencies in the calculated IR.  
One test of this hypothesis is to redo the DFT calculation on 5 with a constrained Rh-P 
bond distance near the crystallographic value and see if that weakens the Rh-CO bonds 
and increases their stretching frequencies to better match the experimental values.   
The one abnormally long Rh-P bond in the calculated structure of 5, therefore, 
appears to be an odd DFT artifact that has a definite effect on the overall bonding 
balance for the five-coordinate [Rh(CO)3(P2)]+ portion of the structure.  This, in turn, 
appears to be the main cause of the too low calculated CO stretching frequencies for 5.  
Of the other structures calculated, complex A, [rac-Rh2H2(CO)5(me,me-P4)]2+, also 
seems to have a similar Rh-P bond lengthening problem on the five-coordinate Rh(I) 
side of the structure.  This may also produce too low calculated CO stretching 
frequencies for that portion of the complex.   
The experimental IR spectra, purportedly containing species 5, A, 2*, and 2, 
generated under 1:1 H2/CO, is shown in Figure 2.14.  A comparison of the calculated 
spectra from each individual species provides a venue for exploring the possible 
composition of this mixture.  
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Figure 2.14  Experimental IR spectra of catalyst solution (bottom) and calculated 
spectra of several of possible catalyst solution components. 
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Reacting 4 and 5 with the 1:1 H2/CO syn-gas mixture at 90 psig produces an IR 
spectra with several new terminal CO bonds and a fairly intense set of overlapping 
bridging CO peaks. H2/D2 studies indicate that all these IR peaks are due to carbonyls.  
Any Rh-H peaks present must have rather low intensities. The calculated vibrational 
spectrum of 2 gives mixed µ-CO/H symmetric and anti-symmetric stretching at 1820, 
1831, 1834, and 1869 cm-1 (Figure 2.14).  Terminal CO stretching is seen at 2050 and 
2057 cm-1.   
Comparing the calculated spectra of 2 with the experimental spectra shows good 
agreement in both the µ-CO and terminal CO ranges. While 2 is proposed to be a 
dominant species at higher temperatures (90° C), the number of IR bands indicate that 
other species should also be present.  Overlays of the calculated spectra of A and 2* 
with the experimental IR show reasonable matches, although we believe that both 5 and 
A suffer from terminal CO assignments that are calculated too low in energy.  
The calculated µ-CO positions appear to be excellent.  Our conclusion is that the 
bridging CO bonds are a result of a mixture of 2, 2*, and possibly some 4* 
[rac-Rh2(µ-CO)2(CO)X(et,ph-P4)]2+, x = 0, 1, 2). The terminal CO region is also 
consistent with these complexes as well as 4, 5, and A. 
So then, the main question becomes how readily does the catalyst precursor 
generate the closed-mode system, via geometries similar to 2*?  If the closed-mode is 
necessary for instigating bimetallic hydroformylation, then catalytic reactivity hinges on 
increased metal-metal interactions between the two d7 nuclei. Calculations on the 
energies of this system may provide insight into the importance of this phenomenon. 
NMR – 1H NMR Dynamic Exchange 
Reacting 4 with syn-gas (1:1 H2/CO at 90 psig at 20 to 90°C) gives several new 
hydrido and carbonyl species. In situ 31P{1H} NMR studies indicate a reaction mixture of 
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5 (in rapid equilibrium with 4) along with proposed species 4*, 2*, and 2 as well as the 
monometallic and bimetallic fragments, F1 and F2 (Figure 2.15).  We see little 
spectroscopic evidence for A, B, C, or D shown in our proposed mechanism.  
 
 
Figure 2.15  31P{1H} NMR of the catalyst at 280 psig H2/CO at 25°C (24-48 hrs). 
The flexibility of the methylene bridge on the tetraphosphine (et,ph-P4) ligand plays 
a critical role in encouraging dirhodium interactions via the bridged µ-H/µ-CO species 2*.  
Increasing the temperature is believed to favor the formation of 2 – the doubly µ-CO 
bridged species with two terminal hydrides on both metal centers.  The hydrides in this 
complex are believed to be in dynamic exchange via a rapid equilibrium of 2, 2*, and 2**. 
The DFT calculation and 1H NMR spectroscopic studies may indicate that 2* and a 
symmetrical complex, similar to either 2 or 2**, exist in a dynamic equilibrium (Figure 
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2.16).  Broad 1H peaks at -9.8 and -11.6 ppm and 31P resonances at 66 and 74 ppm 
exemplify this phenomenon. Increasing the temperature gives relatively simple 1H and 
31P spectra corresponding to a symmetric bimetallic species similar to either 2 or 2**.  
Based on these calculations, what was originally assumed to be a 2/2* equilibrium may 
in fact be a 2*  2**  2  equilibrium.  This raises the question as to which species, 
2, 2*, or 2** is the key catalyst species that reacts with the alkene. 
 
 
Figure 2.16  1H NMR of the hydride region of the bimetallic catalyst mixture. 
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Energetics and Mechanism 
The general adoption of a closed-mode system is supported and favored by the 
flexibility of the methylene bridge of the et,ph-P4 ligand (Figure 2.4).  The DFT 
calculations give relative energies of 0.0 kcal/mol for 2*, 1.9 kcal/mol for the (µ-H)2 
complex 2**, and 11.2 kcal/mol for 2. This would, at first glance, suggest that 2* or 2** 
could be the key catalyst species that reacts with the alkene.  
The experimental data we have collected so far may shed some light on this 2*  
2**  2 exchange process and which of these complexes is the one that reacts with 
the alkene to initiate the core hydroformylation reaction steps.   The in situ FT-IR spectra 
of [rac-Rh2(CO)4(et,ph-P4)]2+, 4, [rac-Rh2(CO)5(et,ph-P4)]2+, 5, and the catalyst solutions 
under 90 psig 1:1 H2/CO at 25º and 90ºC in dichloromethane/acetone and acetone 
solvent at 60ºC are shown below in Figure 2.17.  Spectrum C) is of the catalyst solution 
at 25ºC under 90 psig of H2/CO.  The terminal CO bands for the catalyst solution in 
CH2Cl2/acetone at 25ºC appears to be mainly a simple superposition of the open-mode 
carbonyl complexes 4 and 5 (spectra A and B, respectively).  There is a low intensity 
band at 1950 cm-1 for which we do not have an assignment, but this could be related to 
a saturated open-mode hydrido-carbonyl complex similar to A. 
As one heats the catalyst solution, the bridging CO bands grow in intensity, while 
the amount of 4 present in the terminal CO peaks appears to drop, with a new band 
appearing at 2076 cm-1  Shifting to a more polar solvent like pure acetone (spectrum E) 
further enhances the bridging CO bands, even at the lower temperature of 60ºC.  For 
normal reactivity substrates like 1-hexene we see very little hydroformylation catalysis 
until the reaction temperature approaches 80ºC.  The activity of the catalyst seems to 
correlate with the intensity of the µ-CO bands around 1832 cm-1.   
 





Figure 2.17  FT-IR of the carbonyl region for various dirhodium complexes under CO or 
H2/CO. Spectra C – D are of the catalyst solution under the conditions shown. 
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We are able to almost completely freeze out one of the rapidly exchanging hydride 
complexes in the low temperature 1H NMR shown in Figure 4.14.  The two different 
hydride resonances, with one of them having quite a bit of coupling (a pseudo-nonet), 
matches well to the proposed structure for 2* with one bridging H and CO ligand, along 
with a terminal hydride.  The pseudo-nonet hydride pattern at −8.8 ppm is assigned to 
the bridging hydride, while the not quite resolved resonance at −6.3 ppm is proposed to 
be due to the terminal hydride in 2*.   
The apparent correlation of hydroformylation activity with the growth of the bridging 
carbonyl bands in the FT-IR is the main reason we have proposed the dicarbonyl 
bridged complex 2 as the alkene reactive catalyst complex.  Another advantage of 2 
involves the presumably more favorable reaction of a terminal hydride with an alkene 
substrate relative to the same reaction of a bridged hydride and alkene for 2* or 2**.  
Finally, our asymmetric hydroformylation results on vinyl acetate and propionate favor a 
binding model with the initial migratory insertion occurring from a terminal hydride and 
not a bridging hydride.  This is based on molecular modeling studies done by Professor 
Stanley and the absolute chiralities of the branched aldehyde product and catalyst that 
we have determined.  None of these experimental results, however, are strong enough 
to confidently allow us to eliminate or confirm 2, 2*, or 2** as the key catalyst that reacts 
with alkene to initiate hydroformylation.   
Ideally, the mechanism for rhodium-catalyzed hydroformylation (Figures 2.3 and 
2.5) proceeds via a dissociation of a terminal CO ligand and alkene coordination.  
Afterward, an olefinic carbon is activated via the insertion of a cisoidal hydride.  The 
reaction then proceeds with CO coordination to a metal center followed by a CO 
insertion into the newly formed alkyl group to generate an acyl group. The final step is 
the reductive elimination of an acyl group and the hydride to form the aldehyde product.  
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Most importantly the alkene-reactive catalyst complex needs to have labile CO ligands 
as well as have a feasible pathway for activating the alkene. While 2* and 2** are lower 
in energy than 2, that is not enough to make them primary catalyst candidates.  
When evaluating the feasibility of 2, 2*, or 2** as the key catalyst, the first step is CO 
dissociation.  For all of these species, the terminal CO ligands are labile with dissociation 
energies of 24.4 and 17.9 kcal/mol for 2 and 2**, respectively (Figure 2.18).   At this 
point, we  have not calculated the CO dissociation energy for 2*.  
 
Figure 2.18  CO dissociation and  alkene coordination. 
The most closely related dinuclear Rh(II) complex is [Rh2(µ-CO)(µ-Cl)Cl2(dppm)2 
(MeOH)]+, which has been structurally characterized with trans-dppm ligands.  This 
dirhodium complex needs one additional terminal ligand to reach the fully saturated 
edge-sharing bioctahedral coordination geometry.84-86   The presence of this unsaturated 
structure despite the presence of a Cl− counter-anion and the fact that it was 
recrystallized from MeOH (both potential ligands) indicates that the binding sites trans to 
  47  
  
the Rh-Rh bond are quite labile due to electronic effects.  The change in structural 
geometry from the far more common D4h -like symmetry for Rh(II)-Rh(II) bimetallic 
complexes to the current unusual edge-sharing bioctahedral structure may have 
important consequences for the reaction chemistry of these complexes.   
Figure 2.19 illustrates this D4h-like to edge-sharing bioctahedral transformation.  In 
the D4h-like motif the two axial ligands (trans to the Rh-Rh bond) are very labile.  When 
one transforms this structure to an edge-sharing bioct 
ahedron the axial ligand lability is now electronically distributed between the two 
new “axial” sites that are trans to the bridging ligands.  Coupled with the localized 
cationic charges on each metal center, this electronic lability plays a key role in 
promoting weak rhodium bonding to the “axial” CO ligands.  The dissociation of these 
axial CO ligands to allow coordination of the alkene substrate appears to be the rate-
determining step for this catalyst, similar to that of many monometallic hydroformylation 
catalysts.  Unfortunately, the terminal phosphine ligands also experience some of this 
























Figure 2.19  Transformation of D4h-like bimetallic structure into an edge-sharing 
bioctahedral structure.  The high lability of the axial L ligands in the D4h -like structure is 
split between the new L and P sites in the bioctahedral structure that are approximately 
trans to the Rh-Rh bond.  
In 2, we have found that decreased M-M overlap in our optimized asymmetrical 
geometries occurs with increased CO saturation trans to the µ-CO.  In this way, the 
removal of CO ligands trans to the µ-CO in these geometries gives shorter M-M 
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distances and increased M-M overlap. In the case of 2, the removal of the terminal CO 
ligands trans to the two µ-CO gives a higher energy species (55 kcal/mol). We postulate 
that the 55 kcal/mol energy of the 16e-/16e- complex, rac-[Rh2H2(µ-CO)2(et,ph-P4)]2+, is 
artificially high as in solution there will always be solvation of the unsaturated Rh centers 
upon dissociation of the terminal CO ligands leading to a complex with a lower energy 
than that which we have calculated.  This is true for all the unsaturated complexes that 
we have calculated in this study.   
Upon CO dissociation, the newly available coordination site allows for substantial 
overlap with the alkene’s π system.  Alkene coordination is energetically feasible for both 




Figure 2.20.  Ligand-to-metal binding interactions related to alkene coordination to 
open-coordination site on 2 and 2**. 
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After alkene coordination, the next step in this reaction revolves around a hydride 
migratory insertion (Figure 2.21). Typically, metal complexes with adjacent η2-alkene and 
hydrido ligands will readily undergo a hydride migratory insertion, at which point an η1 
alkyl group is formed. This step occurs with M-H bond breaking and M-R-H bond 
formation.  While the η1 alkyl formation is energetically favored, this insertion step should 
be more facile with a terminal hydride compared to a bridging one.  The former has one 
M-H bond-breaking event where as the latter has two M-H bond-breaking steps.  
Although each Rh-H-Rh bridging interaction is weaker than a terminal Rh-H bond, the 
sum of both are probably stronger, especially as µ-H’s are often more stable and less 
reactive than termninal hydrides.  Therefore, the 2-based mechanism could be favored 























Figure 2.21  Hydride insertion step for both 2 and 2* pathways. 
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In fact, we have found a downhill insertion step for the 2-based mechanism by 10.8 
kcal/mol, whereas the 2**-based mechanism is uphill by 2.8 kcal/mol.  Moreover, the 
newly formed Rh-R complex is 2.7 kcal/mol lower in energy for the 2-based mechanism 
than for the pathway using 2**. 
The subsequent reaction steps include CO coordination and insertion to produce an 
acyl group (Figure 2.22). As expected, this is progressively downhill as CO insertions 
into M-R bonds are quite facile.  For the 2-based mechanism, the CO-coordination step 
gives a energy reduction of 17.4 kcal/mol while the accompanying CO-alkyl migratory 
insertion step gives a reduction of 22.7 kcal/mol.  Similarly, the 2*-based mechanism 
should also be downhill, especially as these steps largely involve energetically favored 
coordination and insertion steps. However, at this time we have not calculated the 




Figure 2.22  CO coordination and insertion energies. 
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The terminating step is a combinatory reductive elimination of the acyl and hydrido 
ligands.  At this point, open coordination sites on the rhodium centers can be filled by 
CO ligands.  In this geometry, a fully saturated metal center with good π-backbonding 
CO ligands may encourage an intra-molecular reductive elimination with both terminal 
acyl and hydrido ligands to form the aldehyde product.  Typically, reductive eliminations 















Figure 2.23  Mono- and bimetallic examples of the reductive elimination step. 
With this in mind, the reductive elimination step may occur with the hydride in a 
bridging position.  The energy-cost of this option for M-H bond breaking is two-fold in the 
bridging geometry versus only single-fold in the terminal geometry.  While migratory 
insertions are favored with cisoidal ligands, a two-fold bond breaking mechanism, i.e. 
with the µ-H species, may require more energy than the case with the terminal hydride 
and acyl ligands.  Nevertheless, the ligands in the latter case are cisoidal, and their 
proximal locality may facilitate a reductive elimination.   
Calculations on both of these possibilities show the bridging case to have a lower 
overall energy in comparison to the terminal case, i.e. 13.4 kcal/mol in the terminal case 
compared to 9.6 kcal/mol in the bridging one (Figure 2.24).  Similar to the 2/2*/2** 
dynamic equilibrium, the µ-H and terminal H may be in a dynamic equilibrium.  The 
energies of the calculated geometries indicate a difference that is not significant enough 
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to eliminate either as a choice.  Nonetheless, the closer proximal locality of the leaving 
groups in the bridging case may make this step a very reasonable possibility. 
 
 
Figure 2.24  Reductive elimination steps. 
Conclusion 
With this investigation, we have studied the proposed mechanism for bimetallic 
hydroformylation.  Our studies have suggested an alternate pathway or at the very least 
the possible involvement of different species as a critical part of the catalytic cycle.  At 
this time, we are not able to completely refute either 2, 2*, or 2** as the primary catalyst 
solely on the basis of energy calculations.  While we have depicted relative energy 
differences for a series of mechanistic steps, we have not been able to accomplish path-
following studies with discovery of key transition states for these proposed steps.  This is 
due largely in part to the complexity of this system as well as the computational effort 
this investigation entails. 
 Because we have not been able to use the less computationally demanding 
effective core potentials in this study, the all-electron basis sets along with problems with 
computational resources have made it difficult to pursue vibrational analysis on all the 
species.  However, we believe that the all-electron model is giving us superior results 
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that fit the experimental data better.  Additionally, we have not been able to conduct 
extensive transition state investigations.  Nevertheless, the investigations have been 
valuable in suggesting alternatives to the initially proposed mechanism as well as study 
key species proposed in the catalytic cycle. 
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Chapter 3:  Rh-Catalyzed Aldehyde-Water Shift Reaction 
Introduction 
Pioneered in the 1930’s and 1940’s by Walter Reppe and coworkers at I. G. 
Farbenindustrie laboratories in Ludwigshafen, Germany,52 hydrocarboxylation, or 
carbonylation, is the reaction of alkenes with carbon monoxide (CO) and water (H2O) 
that produces carboxylic acids, either in the branched or linear form (Figure 3.1).   










Figure 3.1  Hydrocarboxylation (or carbonylation) reaction converting alkenes into either 
linear or branched carboxylic acids. 
The carboxylic acid formed from this chemistry may be used in raw materials for 
manufacturing nylon and biodegradable plastics, builders in detergents, acidulents and 
buffers in foods, and chemical intermediates for the pharmaceutical industry.87 It has 
been reported that acid production via hydrocarboxylation processes yields 700 million 
pounds per year,57 making this chemistry a very important homogeneous industrial 
process. 
The first commercial implementation of this type of chemistry began with the 
stoichiometric Ni(CO)4-based conversion of 1-alkene into a branched α-methyl acid.88  
With this reaction, no elevated pressures are needed, and the use of an acidic reaction 
medium allows the reaction to proceed at lower temperatures (50 – 60 °C). BASF, a 
major producer of carboxylic acids, has optimized a NiBr2/Cu halide catalyst, operating in 
a THF solution at 40-55 bar and 180-204 °C.57  With this process, linear acrylic acid is 
produced from acetylene (Figure 3.2).   






















Figure 3.2  Proposed mechanism the core nickel-catalyzed production of acrylic acid 
production.57 
Other catalytic processes starting with 1-alkenes using nickel-catalyzed 
hydrocarboxylation typically operate under extreme reaction conditions, i.e. i.e. 200-300 
atm of CO and 200-300 °C.52,88  The proposed mechanism for this catalytic event (Figure 
3.3) outlines olefin activation, CO insertion, and reductive elimination of both aldehyde 
and carboxylic acid.  While nickel is the most commonly used hydrocarboxylation 
catalyst, cobalt, ruthenium, rhodium, palladium, platinum, and copper complexes are 
also active, some even more so than nickel; nonetheless, the greater selectivity of nickel 











































many side rxns for
longer chain alkenes  
Figure 3.3  Heck’s proposed mechanism for Ni-catalyzed hydrocarboxylation with 
ethylene and shorter chain alkenes.57 
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Recently, Stanley’s bimetallic system for hydroformylation has been discovered to 
act as an aldehyde-water shift catalyst, converting aldehydes into carboxylic acids.  In 
this tandem reaction (Figure 3.4), alkenes can first be hydroformylated to produce 
aldehydes that are then catalytically activated to react with water to give carboxylic acids 
and H2.  The H2 produced could then be recycled for the initial hydroformylation step. As 
the aldehyde-water shift chemistry yields 1 mole H2 per mole of H2O, we note the use of 
this catalyst with formaldehyde and H2O yields H2 and CO2, making this chemistry 
exploitable by the fuel cell industry. 
Although, the hydroformylation chemistry has been studied extensively, we were 
interested in learning more about this new chemistry involving aldehyde activation and 
reaction with water to form carboxylic acid and H2 production. We will use DFT to study 
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Figure 3.4  General scheme for a tandem aldehyde-water shift catalysis mediated by 
Stanley’s bimetallic catalysis for hydroformylation and carbonylation. 
Computational Methods 
All computations were performed with the Gaussian 98 system of programs.50 
Density functional theory (DFT) was employed to study the transition metal structures we 
believe are important for the aldehyde-water shift catalysis.  The DFT model chosen for 
this study is the B3LYP functional.41,48,49,78  All geometries were fully optimized with the 
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all-electron basis sets 6-31G* for C, H, and O; 3-21G* for P and 3-21G for Rh.  (See 
Appendix A for details on the chosen basis sets and DFT methodology). 
The electronic structure was determined via Mulliken population analysis51 of the 
optimized structures.  The contributions of both the metals and each ligand was 
calculated using AOMix.81,82 
The molecular geometries studied in this work include two species proposed to act 
as the key catalyst as well as several substrate coordination modes to the proposed 
catalyst.  All experimental work was done by current and past members of the Stanley 
group. For all calculations, a simplified ligand was used with methyl groups as 
substitutes for the ethyl and phenyl groups on the et,ph-P4 ligand. 
Result and Discussion 
While the carbonylation of alkene with H2O, and CO is well known, our initial foray 
into this chemistry occurred quite by accident.  Having long since realized that our 
bimetallic hydroformylation catalyst showed improved reactivity with more polar solvents 
(i.e. acetone versus dichloromethane), we hoped that introducing a more polar solvent, 
like water, would both induce product separation for the hydroformylation chemistry and 
improve reactivity.  The inclusion of water accomplished both, increasing  the turnover 
frequency from 20 to 73 min-1 for the 0% and 30% water/acetone solvent mixtures, 
respectively, with improved selectivity (33:1 L:B aldehyde regioselectivity with no side 
reactions), as well as phase separation of aldehydes and the polar solvent. 
Unfortunately, the catalyst is more soluble in the heptaldehyde than the acetone water 
solvent. 
Quite unexpectedly, the formation of carboxylic acids was also seen in some runs.  
The key to the aldehyde-water shift chemistry was the accidental generation of a H2 
depleted system. This occurred when a pin-hole leak in the reaction apparatus allowed 
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the more rapid loss of H2 gas from the reaction mixture (Graham’s Law of Diffusion). A 
gas chromatogram of this reaction showed the catalyzed-formation of both aldehydes 
and carboxylic acids from 1-hexene (Figure 3.5).   
 
Figure 3.5  Aldehyde and carboxylic acid production with Stanley’s bimetallic catalyst for 
hydroformylation and aldehyde-water shift catalysis. 
While a H2 depleted system is needed for the aldehyde-water shift reaction to occur, 
H2 is still vital at the onset of the reaction for hydroformylation.  H2 is not only needed for 
olefin activation in hydroformylation but also in instigating the bimetallic cooperativity 
critical for this chemistry.  We believe that H2 is critical for generating the closed-mode  
CO-bridged species responsible for hydroformylation, as we have found that omitting H2 
gives very limited reactivity for either hydroformylation or the aldehyde-water shift.  
The catalyst precursor for hydroformylation is an open-mode semi-saturated 
bimetallic CO complex of rhodium with the et,ph-P4 ligand (5) that reacts with a syn-gas 
mixture (H2/CO) to give the hydrido complex proposed as the active catalyst (2) (Figure 
3.6). This complex transforms into a closed-mode geometry via the et,ph-P4 ligand’s 
flexible methylene bridge. Consequently, H2 inclusion at the onset of the reaction seems 
necessary for generating the active CO-bridged catalyst for hydroformylation, even 
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though partial H2 removal is necessary for the catalyst to shift to a different form for the 
aldehyde-water shift reaction. 
 
Figure 3.6  The proposed active catalyst for hydroformylation, 2. 
With this in mind, it seems probable that the active catalyst in the aldehyde-water 
shift  catalysis is a bimetallic complex without any hydride ligands as we do not see any 
aldehyde-water shift catalysis under 1:1 H2/CO normal hydroformylation conditions.  This 
geometry should include the Rh2(et,ph-P4) core (Figure 3.7) but also have several CO 
ligands.  We have experimentally studied several monometallic Rh complexes and none 
have been able to do any aldehyde-water shift chemistry. While species in the 
hydroformylation catalysis can exist in either open- or closed-modes, we propose that 
the active catalyst is a closed-mode CO-bridged species.  We are interested in 
discovering how the closed geometry is important for the aldehyde-water shift catalysis. 
 
Figure 3.7  The [Rh2(et,ph-P4)]2+ dinuclear core proposed for the hydroformylation and 
carbonylation catalysis . 
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Two tetra-carbonyl species have been previously proposed (Figure 3.7).  The first, 4, 
is an open geometry with square-planar orientations about each metal center.  The 
second, 4*, is a closed isomer with two bridging CO and two terminal CO ligands trans 
the internal phosphines.  At this point, we do not have any crystallographic data on either 
of these species.  Nevertheless, the theoretical methodology used to study the 




Figure 3.7  Open- and closed-mode geometries for proposed key catalyst species for 
the aldehyde-water shift chemistry. 
DFT calculations demonstrate that 4* is 10.5 kcal/mol lower in energy than 4. The 
closed-mode isomer 4* is the more appealing choice as the active catalyst for several 
reasons.  First, the Rh-Rh proximity alludes once again to the possible role of bimetallic 
cooperativity in the aldehyde-water shift catalysis. The calculated Rh-Rh distance is 4* is 
3.031 Å, in line with what would be expected for an edge-sharing bioctahedra with two d8 
metal centers and no formal Rh-Rh bonding. For this type of bimetallic system, both 
bonding and anti-bonding orbitals should be filled, thereby causing the rhodium nuclei to 
slightly repel each other, giving longer metal-metal distances (> 3.0 Å).  In this case, the 
bridging ligands help hold the complex together in close proximity. 
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In other cases, weak d8-d8 metal interactions may exist without the support of 
bridging ligands. Gray and coworker studied this effect using a dinuclear rhodium 
complex with two d8 centers, [Rh(CNPh)4]2+.90 The [Rh(CNPh)4]2(PF6)2 complex was 
crystallographically characterized with a Rh-Rh distance of 3.262 Å.91 The [Rh(CNR)4]+ 
monomers filled dz2 HOMO and pz LUMO interact to form filled dz2 Rh-Rh σ/σ* MO 
combinations along with empty pz-based σ/σ* low energy MO’s.  These have the same 
symmetries and can further interact via dz2/pz mixing (partial hybridization) to push the 
filled orbital set down and upper orbital set up in energy (Figure 5.8).  This generates a 
weak Rh-Rh bonding interaction that is experimentally indicated by the fact that both the 
Rh and Ir tetrakis-isocyanide complexes form deeply colored (red to purple) persistent 
one-dimensional stacked chains in solution (monomers are colorless).   
Gray and co-workers further demonstrated that photo-excitation of one of the 
HOMO Rh-Rh σ* dz2 electrons into the empty Rh-Rh σ-bonding pz LUMO caused a 
considerable increase in the Rh-Rh stretching frequency determined from the excited 
state vibrational progression.  They calculated that this corresponded to the formation of 
a Rh-Rh single bond with an estimated distance of about 2.7 Å.   
 
 
Figure 3.8  Gray Rh2 d8-d8 model showing relative energies of molecular orbitals 
derived from the dz2 and pz monomer functions D4h [Rh(CNPh)4]22+ 
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The dimer formed in this system does not need bridging ligands, although Gray did 
work with bis-isocyanide ligands to stabilize the dimer structure. The weak Rh-Rh 
interactions play an important role in the chemistry of the dimers without bridging 
ligands, This is, in fact, a dramatic example of the stabilizing effects of cooperative metal 
centers even in the face of the coulombic repulsion of two cationic metal centers!  
4* differs significantly from the Gray model in that it has an edge-sharing 
bioctahedral structure with two bridging CO ligands that will preferentially interact with 
the dz2 and pz orbitals on each Rh center.  This will presumable eliminate the direct 
Rh - - - Rh interactions seen in the D4h-like gray systems. However, the Gray model is 
very useful for expounding on the molecular orbital arrangement that gives 4* an 
extraordinary opportunity for binding and activating substrates.    
A comparative molecular orbital analysis of 4 and 4* shows the importance of 
bimetallic cooperativity in achieving a binding site for substrate activation (Figure 3.9).  
The MO diagram of 4 has no metal-metal interactions that results, not too surprisingly, in 
a depiction of the molecule as two independent uncooperative units (Figure 3.10).  An 
inspection of 4’s molecular orbitals shows a significant separation of metal character and 
no cooperativity between the Rh centers (See Appendix B). 
4* is just the opposite with each molecular orbital having significant contribution from 
both metal centers.  This arises from strong binuclear cooperative between the metal 
centers with the bridging CO ligands playing a key role in connecting the Rh orbitals 
together.  
In gauging the effectiveness of a complex for binding a ligand, the energy and 
composition of the lowest occupied molecular orbital (LUMO) is very important.  This is 
because ligand-to-metal bonding occurs when a filled ligand orbital interacts with an 
unfilled metal orbital.  This usually refers to the ligand’s HOMO and the metal’s LUMO.  




Figure 3.9  Molecular orbital diagram of 4 and 4*.  HOMOs are marked by a set of 
electron pair arrows.  Percentages shown in black represent the total metal contribution 
to each molecular orbital.  For 4*, the percentages in blue represent the d or p character 
on the metal centers.  For 4, the percentages in green represent d and p character on 
one of the metal centers and pink on the other metal center. 




Figure 3.10  A molecular orbital of 4 (LUMO = MO 150) depicting the bimetallic molecule 
as two independent uncooperative monometallic centers. MO 151 (or LUMO+1) looks 
very similar only with the orbital character primarily localized on the other Rh center.  
 
Figure 3.11  Molecular structure of proposed key catalyst, 4*.  Molecular orbitals depict 
side and top views of the LUMO. 
LUMO 
  65  
  
Applying this knowledge, 4* becomes the primary choice for the aldehyde-water 
shift catalysis because of the lower LUMO energy compared to 4 and the LUMO’s 
overall composition.  This orbital is a strong hybrid of the filled Rh 4dz2 and empty 5pz 
orbitals with essentially 50% character of each (51% p, 48% d).  These orbital 
designations are based on a local Cartesian coordinate system around each Rh center 
where the square-planar ligand set defines the x and y axes (apical bridging ligand along 
the z axis).  This is not believed to happen for “normal” d8 square-planar complexes 
where typically the p and d orbitals do not seem to want to hybridize.  This is one of the 
reasons why 16e- square-planar d8 complexes generally bind a fifth ligand weakly.  The 
ligand is attracted to the empty pz orbital, but is repelled by the filled dz2 orbital.  This 
adds up to a typically weak bonding interaction and is most significant for third row 
systems like Ir and Pt where the filled 5dz2 orbital has the largest spatial extent and 
maximum repulsion with the incoming ligand lone pair.  Nevertheless, the bridging CO 
ligands in 4* promote the strong hybridization of the filled 4dz2 and empty 5pz orbitals for 
reasons that we do not fully understand at this point.   
In 4*, the LUMO is more stabilized that in 4, causing it to be a considerably better 
binding site relative to the LUMO in 4.  In fact, the 4* LUMO also shows strong σ-
interactions with the µ-CO π*-system as well as bonding interactions with the terminal 
CO π* orbitals Figure 3.10).  The coupling of two positive charges on the Rh centers and 
the 4 CO π* systems drain off enough electron density from the Rh centers making the 
LUMO an excellent acceptor orbital. This mixing of all four of the CO ligands with the 
M(dz2/pz) orbital in the 4* LUMO and its cationic charge gives what can only be described 
as an exceptional binding site for activating substrates. 
Therefore, 4* appears to be the better choice as the active catalyst for the aldehyde-
water shift reaction. This also appears to be supported by the limited experimental data 
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we have at this point.  Neither of the simple Rh(I) monometallic systems we have studied 
so far, e.g., HRh(CO)2(PPh3)2 nor [Rh(nbd)(dppe)](BF4), do any aldehyde-water shift 
catalysis.  Significantly, starting with the open-mode dirhodium complex rac-
[Rh2(CO)4(et,ph-P4)](BF4)2, 4, plus water, alkene, and CO (90 psig, 90ºC) we only 
observe the slightest traces of hydroformylation or aldehyde-water shift catalysis.  This 
indicates an important mechanistic feature of our catalyst – it is not doing any significant 
water gas shift catalysis (CO + H2O  CO2 + H2), otherwise the H2 produced would 
promote hydroformylation and if the reactor was H2-deficient, subsequent aldehyde-
water shift catalysis.   
We believe that H2 is initially required in order for the dirhodium catalyst to close up 
to form bridged carbonyl complexes.  When 4 is placed under CO, we only observe the 
all terminal CO pentacarbonyl complex, 5.  Bridging CO bands in the IR are observed 
only when H2 is present!  Furthermore, we have only observed aldehyde-water shift 
catalysis when our dirhodium catalyst precursor has been initially treated with some CO 
and H2.  One must then have H2-depleted conditions after in order to generate a non-
hydride containing catalyst complex, but not, once again, the open-mode dirhodium 
carbonyl complexes 4 or 5, which by themselves in the absence of some H2 do not seem 
to catalyze the aldehyde-water shift catalysis.  The only obvious and reasonable species 
left that fits these observations is the closed-mode bridged carbonyl isomer 4*.  We 
further believe that 4* is very reactive to H2 to produce the equilibrium mixture of 
2 2* 2**.  These do not perform the aldehyde-water shift catalysis, otherwise we 
would see this under normal hydroformylation reaction conditions.  Thus, the 
concentration of 4* under normal hydroformylation conditions is too low to support the 
aldehyde-water shift catalysis.   
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The other factor in play is the experimental observation that too high concentrations 
of alkene also appear to inhibit the aldehyde-water shift reaction, apparently because 
alkenes are considerably better ligands relative to aldehyde.  Thus, one needs low 
concentrations of both H2 and alkene (if one is trying to do tandem hydroformylation and 
aldehyde-water shift catalysis), something that is very unlikely to happen in our normal 
hydroformylation runs.  The peaks assigned to 4* in our longer in situ 31P NMR studies 
arises, we believe, due to partial H2 depletion in the NMR tube.  We do not see the 
peaks assigned to 4* at early stages of the NMR studies.     
The next step in studying the aldehyde-water shift chemistry is actually choosing the 
substrate and its binding mode to the key catalyst.  4* with an aldehyde coordinated is 
also the “terminal” species in the proposed mechanism for bimetallic hydroformylation, 
discussed in the previous chapter. Even more importantly as the previous discussion 
details, 4* has a unique molecular orbital arrangement that gives it an extraordinary 
possibility for binding and activating substrates.  The next step in studying the aldehyde-
water shift chemistry is actually investigating the proposed substrate and its binding 
mode to the proposed active catalyst. 
  Stanley had proposed that the aldehyde substrate initially coordinated via the 
carbonyl π-system, but DFT studies have shown that π binding 1-butanal to 4* is not 
feasible.  This aldehyde realigned itself to the 4* binding site instead through the oxygen 
lone pair although with a fairly long M-O distance of 3.1 (Figure 3.12).  This activity fits 
with what I learned in Stanley’s organometallics course where he taught us that lone 
pairs are usually better choices for binding to a metal. In order to activate the aldehyde, 
the C-O bond needs to be destabilized enough to favor nucleophilic attack by water – a 
key step proposed in the aldehyde-water shift catalytic cycle. 
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Figure 3.12  Proposed mode for aldehyde coordination to the proposed active catalyst 
for carbonylation. 
The DFT prediction of weak Rh-aldehyde bonding is not so troubling when one 
considers that aldehyde and water can react without an activating catalyst to form very 
small amounts of a geminal diol (Figure 3.13) that could also  be the true substrate 
coordinating to 4*. This diol is another reasonable substrate for binding to the metal 
center.  Moreover, the coordinated deprotonated diol is intuitively viable especially when 
considering that activation of an aldehyde at the metal center would most likely occur 
with H2O acting as a nucleophile.  In this way, the resulting geometry would resemble a 
deprotonated diol coordinated through an oxygen lone pair at one of the metal centers.  
Whether the aldehyde reacts with water before or after coordination to the metal center, 
a deprotonated diol (Figure 3.14) seems to be a highly likely intermediate in the 












Figure 3.13  The aldehyde and water equilibrium that forms a geminal diol.  














Diol-1 and Diol-2 Deprotonation
Diol-3 Deprotonation  
Figure 3.14  The aldehyde and water equilibrium that forms a geminal diol.  
Three modes were chosen for studying diol coordination to the active catalyst (Figure 
3.15).   The first two have a deprotonated alcohol and are coordinated to the metal 
center.  The final has both alcohols deprotonated and both oxygen atoms coordinated to 
the metal center to form a chelate.  
 
 
Figure 3.15  Diol coordination to the proposed active catalyst for carbonylation. 
DFT studies have shown diol-1 is the lower energy structure and this along with 
several other factors suggest it may be the best species for continuation of the aldehyde-
water shift chemistry.  Both diol-1 and diol-2 (Figure 3.15) are generated from a single 
deprotonation (Figure 3.14). DFT calculations on the diol-1 and diol-2 coordination 
modes demonstrate that diol-1 is 7.5 kcal lower in energy than diol-2.  Diol-3 is 
generated from a double deprotonation (Figure 3.14), and DFT calculates this as a 
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higher energy system (144 kcal/mol) than diol-1.  This makes coordination of a 
deprotonated diol as seen in diol-1 a reasonable step in the aldehyde-water shift 
catalysis.   
The choice of diol-1 as stable reaction intermediate has also been proposed in our 
mechanism for the aldehyde-water shift catalysis (Figure 3.16). We have proposed that 
the active catalyst in this system is 4*.  The aldehyde is weakly coordinated through the 
lone pair of the oxygen to the complex (I), and DFT has calculated an extended Rh-O 
distance of 3.1 Å.  The aldehyde is activated via a nucleophilic attack at the carbonyl 
carbon giving a SN2 dissociation of H+ (J). The product of this step is diol-1, also seen as 
K in the proposed mechanism. Afterward, the reaction is proposed to transpire via a 
coupled CO dissociation and β-hydride elimination (L) to form the carboxylic acid (M).  
The proton generated from the nucleophilic attack of H2O on aldehyde will react with the 
hydride on N to produce a molecule of H2.  CO addition regenerates the proposed active 
catalyst.  We have presented a DFT study on the initial stages of this chemistry.  More 
experimental and computational studies are needed to further elucidate the reaction 
steps native to this catalysis. 
Conclusion 
We have studied two different complexes viable as the active catalyst.  DFT studies 
support 4* as the proposed active catalyst.  We believe that the 4*’s LUMO is an 
extraordinary acceptor orbital effectively able to bind and activate a substrate.  We have 
studied both an aldehyde and three deprotonated diols as possible substrates and have 
concluded that diol-1, whether generated via SN2 reaction of the aldehyde and water at 
the metal or in solution, is a plausible reaction intermediate.  Further DFT and 
experimental studies are suggested for analyzing the CO dissociation and β-hydride 
elimination step, especially as this should be key in generating the carboxylic acid. 





Figure 3.16  Proposed mechanism for bimetallic aldehyde-water shift catalysis.    
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Chapter 4:  Rare Linear M-H-M Interactions in a Bridged 
Bis(dialkylphosphino)methane Complex of Nickel 
Introduction 
Low coordinate transition metal complexes have long been of interest to 
organometallic chemists due to their practicality as reactive intermediates in a variety of 
catalytic systems.92-94  Though bulky ligands are useful for stabilizing these geometries, 
they also tend to hinder reactivity in monometallic species.95  Fabricating polymetallic 
complexes with large bridging phosphine ligands may allow low-coordinate geometries 
to function without reducing reactivity. Cooperation between metal centers in 
polymetallic complexes may aide in activating substrates, a process key to catalysis.76,96-
103  As bulky ligands are important for stabilizing low coordinate systems, they may not 
be as detrimental to reactivity in polymetallic systems as in monometallic ones.  
The dialkylphosphino methane (dpm) genre of phosphine ligands uniquely provides 
several coordination modes (Figure 4.1).  Affording binding through the phosphine sites 
of the ligand, bonding (η1), chelating (η2), and bridging (µ) forms are common.  The 
variance in bonding capabilities along with size makes this ligand excellent for low 














Figure 4.1  Dialkylphosphino methane ligand--single bonding, chelating, and bridging. 
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Recognizing the reactivity of low coordinate transition metal complexes can be 
improved by instigating polymetallic cooperativity, Vicic and co-workers have 
synthesized and characterized low-coordinate bimetallic nickel complexes, based on 
bulky alkylated bis(phosphino)methane ligands like bis(diisopropylphosphino)methane 



























Figure 4.2  Ni2(dippm) 2Br2 1, the proposed isomer 2, and Ni2(µ-H)(dippm) 2Br2, 3. 
The characterization of the dinuclear complexes 1 and what was initially formulated 
as 2 has not been a trivial venture.  With preparative yields of 7 and 48%, the original 
crystal structures illustrated two conformers with Ni-Ni distances of 2.463 and 3.221 Å, 
respectively, indicating isomeric Ni-Ni bonded and nonbonded geometries.  Additional 
studies led to a reassignment of species 2 to include a bridging hydride (µ-H) between 
the two metal centers, giving the correct structure 3. 
1 contains d9–d9 metal centers that pair to give a single bond with an asymmetrical 
twisting of the dinuclear backbone.  The unusual cisoidal Br arrangement pointed to the 
possibility of a bridging hydride species in an A-frame conformation.   Because EPR and 
SQUID studies indicated 1 was diamagnetic, this speculation was subsequently 
abandoned.  The pairing of the two d9 metals, forming a Ni-Ni single bond, effectively 
generates a diamagnetic, closed-shell system.  Isoelectronic with 1, a palladium 
complex, Pd2(dcpm)2Cl2 (dcpm = dicyclohexylphosphinomethane) 8, with comparable 
ligands and d electron count also has a cisoidal halide arrangement (Figure 4.3).  The 
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similarities of 1 and this palladium complex additionally supported the absence of a µ-H 
in this complex.  To test the validity of its proposed geometry, 1 was prepared via 
alternate methods, eventually giving larger preparative yields (86%).  A further 




Figure 4.3  Structural comparison of Ni2(dippm2)Br2, 1, with Pd2(dcpm) 2Cl2, 8, complex 
Offering a more intriguing architecture, the initially proposed 2 also contained two d9 
metal centers but lacked a Ni-Ni bond.  As such it represented an unconventional 
paramagnetic species in a low-energy triplet state. Notably, the crystal structure showed 
two coplanar terminal halides as well as relatively linear P-Ni-P angles (averaged to 
176.2°).  The prospect of a µ-H residing between the metal centers intuitively seemed 
improbable due to the general adoption of an A-frame motif by similar complexes.105,106  
If a µ-H was present, the ensuing A-frame geometry would cause an out-of-plane 
cisoidal bending of halides, which was not observed in the crystal structure.  Additionally, 
a mass-spectral analysis of this species supported the absence of a µ-H.  All of this 
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A neutron study, however, proved the presence of a µ-H, and that 2 was in fact 3, a 
paramagnetic low energy doublet geometry with an unusual linear M-H-M interaction.   
3 has mixed oxidation states of d8–d9 and is quite different from similar µ-H 
complexes.  Bau and coworkers have shown via neutron diffraction studies that 
transition metal (TM) hydride complexes with µ-H possess a M-H-M interaction that is 
“inherently bent”.106   Typically, these complexes adopt an A-frame geometry marked by 
a bent three center, two electrons (3c/2e-) M-H-M bond.  Neutron diffraction studies on 3 
illustrate a linear Ni-H-Ni bond, which is quite different from what was expected.107  
Isoelectronic with 3, a nickel complex, Ni2(dcpm)2(µ-H)Cl2 [dcpm = bis(di-cyclohexyl 
phosphino)methane], 7, was synthesized and characterized by Kriley and co-workers 
(Figure 4.4).108  Unlike 3, complex 7 actually adopts the typical bent M-H-M structure.  
Containing a different halide than 3, i.e. chlorine instead of bromine, 7 also substitutes a 
cyclohexyl alkyl group for the isopropyl on 3.  Studying 3 with both Br and Cl as well as 
an A-frame geometry with Br and Cl may offer an insight as to why 3 does not adopt a 
bent M-H-M interaction.  Furthermore, a comparison of the chlorinated species with 7 
may also offer suggestions about the electronic factors influencing the linear geometry of 
3. 
 
Figure 4.4  Ni2(dcpm)2(µ-H)Cl2, 7, (left) and Ni2(dippm)2(µ-H)Br2 , 3, (right) in a side-by-
side comparison. 
7 3
  76  
    
Computational Details 
Various starting geometries were chosen to gain some insight into the electronic 
factors affecting the linear M-H-M interaction (Figure 4.5). Species 1- 3 are essential the 
same molecules depicted in Figure 2.  The remaining ones offered an opportunity to 
compare the effect of altering X from Br to Cl on the linear and A-frame geometries.  
This seemed important because of the adoption of a A-frame motif by 7, which is 
isoelectronic with 3. These geometries were based on the experimental work of Vicic’s 















































7: X=Cl  
Figure 4.5  Model geometries.  
All geometries were optimized using density functional theory as implemented in the 
Gaussian 98 system of programs.50  More specifically, the restricted and restricted-open 
Becke three-parameter Lee-Yang-Perdew (B3LYP) methods41,49,78 were used for the 
diamagnetic and paramagnetic species, respectively. The all-electron basis set 
6-31G(d)35,109-112 was employed for all atoms. After optimization, single point calculations 
were completed on all complexes wherein a Mulliken population analysis was used to 
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study the electronic structure and subsequent bonding present in each species.  Via an 
evaluation of the Mulliken population analysis, AOMix81,82 was used to obtain metal and 
ligand contributions to each molecular orbital.  An analysis of the molecular orbital 
coefficients was used to determine the orbital hybridizations of relevant orbitals.  The 
molecular orbital diagrams of the optimized geometries (Figure 4.4) were generated with 
Sigma Plot. 
Results and Discussion 
Simplified ligands are often used to represent a larger, more complex ligand.  As 
such, 1 was studied with two different ligand types:  the original bis(diisopropyl 
phosphino)methane ligand, denoted dippm, and a simplified ligand where methyl groups 
replace the isopropyl substituents, bis(dimethylphosphino)methane, denoted dmpm. We 
have found that dippm provides an intramolecular steric contribution which supports the 
cis Br structure observed in 1 and 3.  Without this steric factor, the Br atoms adopt a 
more symmetrical linear trans geometry with respect to the Ni-Ni axis.   
Crystal packing forces also play a crucial role in the Br bending.  While the DFT 
calculation gives similar Ni-Ni-Br bond angles (143° and 149°), the crystal structure gives 
more distinct angles (147° and 160°).  These differences arise from the intra- and inter- 
atomic contacts within the solid-state system. 
The asymmetrical Ni-Ni-Br bond angles in the solid-state system provide a distinct 
illustration of the influences of crystal packing forces.  The smaller Ni-Ni-Br angle (147°) 
is consistent with averaged intra- and inter-molecular contacts at 2.94 and 3.15 Å, 
respectively.  The larger Ni-Ni-Br angle (160°) is consistent with averaged intra- and 
inter-molecular contacts at 3.12 and 3.29 Å, respectively (Figure 4.6).   
Increasing the packing in the solid-state system causes the Ni-Ni-Br angle to 
decrease.  Because the calculation on this system was done on a single molecule, 
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crystal packing forces could not be included.  Accordingly, the calculated geometry gives 
more symmetrical Ni-Ni-Br bond angles than those seen in the crystal structure.  
 
Figure 4.6  Intra- and inter-molecular contacts for 1. White spheres are hydrogen atoms 
on other adjacent molecules of 1 in crystal structure.  
Table 4.1  Intra- and Intermolecular contacts corresponding to the crystal structure of 1. 
 Br 1 Br 2 
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Part of the fascination with 3 arises from the nature of the µ-H bending, or lack 
thereof.  Using a comparative analysis of the M-H-M and [F-H-F]- 3-center (3C) 
interactions, Bau qualitatively evaluated why the M-H-M moiety is “inherently bent” 
instead of linear (Figure 4.7).106  Citing HW2(CO)9(NO),113 he suggested significant M-M 
overlap is necessary to stabilize the bent M-H-M and indicated a preference for the M-H 
nonbonding (M-M*) orbital to be unfilled.  As the [F-H-F]- nonbonding orbital corresponds 
to M-M* in the M-H-M case, filling the M-M* orbital will weaken the M-M bond, and by 
default also weaken the M-H-M bond.  While this would not be as disadvantageous as 
filling the M-H* antibonding orbital, it may allow a weakened M-H-M bond to adopt a 
linear geometry instead of a bent one. 
Calculations on two conformational arrangements of Ni2(dippm)2(µ-H)(Br)2 were 
completed in which either a linear bi-square-planar (3) or a bent bi-square-planar (5) 
geometry was adopted. A correlated molecular orbital diagram was generated to make 
comparisons between these two entities (Figure 4.8). Of particular interest is the stability 
of the M-M* orbital (Figure 4.9) in both the linear and bent geometries as well as the 





























Figure 4.7  A schematic comparison between the linear and bent X-H-X systems.106 
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Figure 4.8  A correlated molecular orbital diagram of of Ni2(dippm)2(µ-H)(X)2; X = Br, Cl.  
Symmetry labels are shown in blue, molecular orbital numbers in black, and metal 
character percentages in red. 
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Figure 4.9  Hydride dominating molecular orbitals of Ni2(dippm)2(µ-H)(X)2; X = Br, Cl. 
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The MO diagram shows the M-H nonbonding orbital to be #201 and 202 for the 
linear (3) and A-frame (5) geometries, respectively.  In the linear structure, it is fully 
occupied while in the bent it is energetically destabilized to become the HOMO, where it 
is partially filled.  The relative stability of the M-M* in 3 and 5 illustrates that filling the M-
M* antibonding molecular orbital promotes the change from bent to linear. 
The stabilization of the M-M* orbital in the linear geometry can be explained by a 
reduced Ni-Ni x2-y2 overlap. Previously, Hoffmann and Hoffmann have demonstrated 
that the energies of these frontier orbitals depend on the M-M distance.114   As the M-M* 
interaction is dominated by the M-M overlap, the terminal ligand on the complex should 
only play a minor role in this orbital energy.  Because of the M(d) electron availability, the 
M-M* is fully occupied in the linear geometry, and it is partially occupied in the A-frame.  
The lower-energy filled M-M* molecular orbital in the linear geometry is clearly explained 
by a reduction in M-M overlap. 
Destabilizing the M-M bond by a partially filled M-M σ* orbitals, however, is not the 
only factor influencing the linear geometry of 3.  A similar complex, Ni2Cl2(dcpm)2(µ-H) 
[dcpm = dicyclohexylphosphino methane], 7, is isoelectronic with 3 and also has similar 
supporting ligands.  Though 7 also contains d8/d9 metal centers with one electron filling 
the M-M* orbital, it adopts an A-frame geometry.  Thus, the question becomes: why does 
7 adopt the A-frame instead of a linear geometry?  
The primary difference between 3 and 7 is the use of Br instead of Cl in the terminal 
position (Figure 4.5).  The bridging phosphine ligand for 3 is di-isopropyl phosphino 
methane with a cone angle of approximately 160 degrees and for 7 is di-cyclohexyl 
phosphino methane with a cone angle of approximately 170 degrees.  Both phosphine 
ligands have similar donor abilities with dcpm being only a slightly better donor than 
dippm.  Thus, the variance in phosphine ligands should only cause a small contribution 
to the deviation from a A-frame to a linear geometry in 3.   
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We propose the larger factor influencing the linear or bent geometry of 
Ni2(dippm)2(µ-H)(X)2 , X = Br, Cl, is the halide ligand trans to the Ni-Ni axis.  With its 
lower electronegativity, higher orbital energies, and stronger donor ability, Br is better 
able to polarize Ni density toward the bromides, causing a weakening of the M-H-M 
bond. A strong donor trans the M-H-M can weaken this interaction. As the Br lies trans to 
the µ-H in both the linear and bent geometries, the trans effect helps explain the larger 
M-H distances and  M-H-M bond weakening. 
As the M-H-M interaction weakens, the M-M overlap decreases and the M-H bonds 
lengthen.  It is this weakening that causes the M-M distances to increase such that the 
M-H nonbonding (M-M*) orbital stabilizes. Species with a high M(d) electron count may 
begin to fill this orbital.  As 3 features a high M(d) electron count and also has a longer 
M-M separation, the M-M* may be stabilized enough to become filled. Conversely, Cl is 
a weaker donor and does not destabilize the M-H-M interaction enough to cause the 
transition to a more linear geometry.  In order to study this phenomena, calculations on a 
series of complexes with Br and Cl in the terminal position of either a linear or bent 
geometry were completed. 
As 3/5 has a stronger M-X interaction than 4/6, we would expect the weakening of 
the M-H-M interaction in conjunction with the reduced M-M overlap to give rise to a linear 
interaction, as seen in the crystal structure of 3.  With that in mind, a bent geometry 
should be favored for Cl species, while a linear geometry should be favored for the Br 
species.  Surprisingly, we have found that the bent geometry is calculated to be 
energetically favored in both cases.  The 3 is 37 kcal/mol higher in energy than 5, while 
4 is 33 kcal/mol higher in energy than 6.  Though these values are much larger than 
expected, it does illustrate a concept generally accepted for A-frames. 
We propose that this computed preference for a bent geometry instead of linear for 
both the Br and Cl species may arise from two different reasons.  One centers on an 
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inability of the employed DFT methodology to give a correct calculation of Br binding to 
the metal.  Two decades ago, Cotton and co-workers completed Xα-SW calculations on 
Re3X9, X = Br, Cl, and suggested this method overestimates Br orbital energies as being 
too low.115  If a similar situation occurs for the nickel A-frames with Br and Cl, the 
computed preference may be reliable for the Cl complex while questionable for the Br 
complex, yielding an inaccurate Ni-Br interaction energy. 
The second rationalization asserts that the bent preferences for both Br and Cl 
complexes may be correct.  In this case, the linear geometry seen in the crystal structure 
of the Br complex may actually be a frozen or trapped transition state.  In 1983, 
Puddephatt and co-workers proposed a mechanism for an A-frame inversion for M-(µ-H) 
species with a linear geometry as the transition state. (Figure 5.10).116  NMR techniques 
were used in mechanistic studies on the proposed inversion.  For M-(µ-H) species, 
Puddephatt suggested the fluxionality between equivalent A-frames travels through a 
linear X-M-Y-M-X transition state, and this inversion was only viable for Y = H.  Notably, 




























Figure 4.10  Mechanism for an A-frame inversion. 
More recently, Anderson and co-workers found a Pd A-frame with µ-H species 
whose crystal structure also has a linear M-H-M interaction (Figure 5.11).117,118  While 
this complex is cationic with two d8 metal centers, it features strongly donating ligands in 
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the terminal positions.  The stronger donor ligand (4-tolyl) trans to the M-H-M can 
certainly weaken the M-H bonds, allowing the Pd complex to become linear. 
 
Figure 4.11  [Pd2(4-tolyl)2(µ-H)(dppm)2]
+. 
Citing Puddephatt’s work, Anderson used NMR studies to investigate the fluxionality 
between A-frames and concluded that this linear geometry arises from an A-frame 
inversion.  He also negated the possibility of crystal packing forces influencing the 
linearity of the M-H-M interaction by finding an absence of close contacts between the 
cations and anions in the crystal structure.  
Conclusions 
The electronic structural analysis of a series of linear bimetallic Ni species with a µ-
H was completed.  Herein, the necessity of good M-M overlap for stabilizing the bent M-
H-M interaction has been affirmed. The coordinate geometry, i.e. M-M distance, seems 
to play a role in the general electronic structure of the µ-H A-frames and their linear 
transition states.   
The use of the stronger donor Br in the terminal position of the nickel A-frame allows 
the M-H-M interaction to weaken.  The combination of a weakened M-H-M and 
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completely filling the M-M* antibonding molecular orbital helps Ni2(dippm)2(µ-H)(Br)2 
adopt a linear M-H-M geometry. 
While this DFT study gives linear to A-frame energies that appear unrealistic, they 
show a clear, calculated preference of an A-frame geometry for Ni2(dippm)2(µ-H)(X)2; 
X = Br, Cl.  Chronicling this trend is important, as NMR mechanistic studies on 
paramagnetic species are problematic.  Herein, this analysis suggests the stability of the 
linear complex for X = Br may merely be a result of freezing out an A-frame inversion 
process upon crystallization. 
Similar to Anderson’s Pd complex, the crystal structure of Ni2(dippm)2(µ-H)Br2 gives 
a linear M-H-M.  Although the Pd complex adopts a linear structure in the solid-state, it 
forms an inverting A-frame geometry in solution.  As DFT studies indicate a preference 
for an A-frame geometry for Ni2(dippm)2(µ-H)(Br)2, the solution form of this complex may 
also give inverting bent structures. The filling of the M-M* antibonding orbital and 
strengthened M-X interactions appear to support a linear M-H-M structure 3, but this 
may simply represent an intermediate of an A-frame inversion.  
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Chapter 5:  CeBe13, A Heavy Fermion Superconductor 
Introduction 
Having garnered considerable interest since their discovery several decades ago, 
heavy-fermion materials are hailed for their extraordinary properties.  Heavy fermions 
are solid-state systems (f electron intermetallics) that have a propensity for 
superconductivity.   
As conduction hinges on electron flow, electronic structure methods, especially 
band theory, explain this flow via an analysis of the orbital separation and make-up at 
the Fermi level, i.e. the junction of filled and unfilled molecular orbitals.  At this locality, 
electron flow is most easily facilitated when either the highest occupied energy band is 
energetically similar to the lowest unoccupied energy band or when the highest occupied 
energy band is not fully occupied.   
In conduction models, electron migration is thermally dependent and requires a 
consistent or uniform band structure, especially at the Fermi level.  It is for this reason 
that superconductivity is normally described as a low-temperature phenomenon.  At 
higher temperatures, atoms begin to violently vibrate, causing a disruption in the band 
structure, thereby reducing electron migration.  With the discovery of heavy element 
materials exhibiting superconductivity at higher temperatures in the mid- to late-1980s, a 
new genre of materials was revealed.119-121   
A heavy fermion with beryllium icosahedra in CeBe13 was crystallized and 
characterized by single-crystal diffraction (Figure 5.1).122  Characterizing this new 
material is very impressive.  Perhaps even more so is the structural make-up of this 
system.  CeBe13 contains rare Be icosahedra. An alkaline earth metal whose bonding 
character is usually quite covalent, Be only has two valence electrons. In molecular 
compounds, Be normally achieves a maximum coordination number of four, i.e. the 
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tetrahedral geometries of BeCl2123 and [Be(OR)2]n124, or in discrete complexes such as 
[BeF4]2-  and [Be(H2O)4]2+.125  
 
 
Figure 5.1 The crystal structure of CeBe13 consists of Be12 icosahedra (shown by purple 
shading) in a CsCl arrangement with Ce snub cubes.  A Be atom (Be-C) is located at the 
center of the Be12 icosahedron, which is also composed of “Be-I”-type atoms.  Red and 
purple spheres represent Ce and Be atoms, respectively. 
Electron deficiency is a term coined to describe molecular entities with more atomic 
orbitals available for bonding than valence electrons.126 The result often gives high 
coordinate compounds wherein an atom with a minimal number of valence electrons 
may form several bonds.  Nonetheless, electron deficiency does not necessarily indicate 
a shortage of electrons. In fact, these materials often have exactly the “right” number of 
electrons necessary for stabilizing its structure.   High coordination in this sense is not an 
obstacle but instead a tool.  As a result, electron-deficient systems give very intricate 
geometries that help its higher coordinate centers delocalize charge over several atoms.   
CeBe13 exemplifies the type of delocalized chemical interactions expected for 
electron deficient systems, and it is a structure primed for further study.  Of primary 
importance is an insight into the conductive properties of this material. More specifically, 
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we are interested in finding conduction pathways within the solid-state system whereby 
electrons may flow either between Be clusters or between the Be clusters and the 
surrounding Ce atoms.  This suggests the importance of evaluating bonding at the Fermi 
level as well as bonding within the system. It is for this reason an ab initio molecular 
orbital study is valuable for assessing both conductivity and the bonding interactions 
evident at the molecular level, giving an insight into the chemical bonding pervasive 
throughout this system.  
Computational Details 
Computational chemistry has been employed to study the nature of the bonding in 
the CeBe13 system as well the feasibility of conduction.  The Chan group at Louisiana 
State University characterized this extended solid-state system.  It is necessary to study 
several sections of the extended solid-state system in order to gain a broader 
understanding of the complex.  The Be cluster, or Be unit, [Be13], the snub cube 
[Ce(Be3)8], icosahedron encased cube, or Ce-unit 1, [Ce8(Be13)], extended cube, or Ce-
unit 2, [(Be13)8Ce8(Be13)], and CeBe13 were the chosen models of subunits of the 
extended solid-state system (Figure 5.2).  
All computations were performed with the Gaussian 98 system of programs.50  The 
geometries defined in Figure 5.2 were obtained by converting crystallographic 
parameters to Cartesian coordinates.  Jaguar127, Schrödinger’s density functional 
application, was then used to symmetrize those coordinates.  
Icosahedra normally have Ih symmetry.  Though the inclusion of the isolated Be 
atom within the Be icosahedra does not destroy this symmetry, the location of eight Ce 
atoms outside the icosahedra does.  Ideally, the full system could have Oh symmetry, but 
the highest symmetry we could obtain was Th.  Consequently, both the Be icosahedra 
and Ce units (Figure 5.2a and 7.2d) were constricted to Th symmetry. The highest 
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symmetry obtained for the snub cube (Figure 5.2c) was D2h and C3 for the CeBe13 









Figure 5.2 Subunits of the extended CeBe13 solid-state system.  Grey and yellow 
spheres are used to represent Be and Ce, respectively.  
The electronic structure was determined via Mulliken population analysis51 of a 
single point calculation.  Single points were taken using ab initio restricted Hartree-Fock 
(RHF).  The post-Hartree Fock methods of Configuration Interaction, Coupled-Cluster, 
and Møller-Plesset second-order perturbation theory generally are computationally 
exhausting, and the implementation was beyond the scope of this investigation.  
Notably, the use of the single-point calculation offers a qualitative means for evaluating 
electronic structure as evidenced by the orbital overlap of system constituents.  The 
contributions of each subunit was calculated using AOMix.81,82 
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Loose SCF convergence criteria were used for all models with Pulay’s extrapolation 
method128 for all systems except Be24Ce.  For this, a quadratic convergent procedure129 
was used that allowed for linear searches when the energy increases instead of 
decreasing.  This was necessary to alleviate the repetitious energy cycling that occurred 
for this calculation. 
A composite of all-electron basis set and effective core potentials (ECP) were used 
for the models studied. The Stevens/Basch/Krauss/Jasien/Cundari-21G relativistic 
electron core potential (SBKJC VDZ), was used for Ce.130  For the models including both 
Be and Ce atoms, the single points were first taken at the RHF level with the Sto-
3G(p)23 basis set for Be and the SBKJC VDZ ECP on Ce.  An additional single point 
was then taken, reading in the wavefunction from the prior analysis, with a higher level 
6-31G(d,p) set on Be and the SBKJC VDZ ECP on Ce.  
Results and Discussion 
The CeBe13 system manifests structural characteristics that are supported by its 
electron deficiency.  Though we are most interested in its possible propensity for 
superconductivity, we are also quite fascinated by the Be icosahedra. 
The structure of CeBe13 adopts the NaZn13 type131 (cubic space group Fm3c, Z = 8 
with lattice parameters a = 10.376(2) Å) and comprises layers of Be icosahedra and Ce 
atoms. (Figure 5.1)  Each icosahedral cluster has twelve Be atoms (distanced at 
2.270(3) Å) with one Be atom residing in the center of each cluster. The average bond 
distance between the icosahedral and central Be is 2.176(2) Å.  Each cluster is 
surrounded by a cube composed of two layers of Ce atoms, four atoms in each layer.  
There are also eight clusters surrounding each Ce atom, forming a snub cube of Be 
atoms around the Ce.  Each Ce atom is 3.0518(13) Å from a trigonal face of the Be 
icosahedra.   Eight Ce atoms form a cube encasing the icosahedron, while the trigonal 
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faces of eight Be icosahedrons form a regular 24-member snub cube around each Ce 
atom.  
Bonding within the Be icosahedral cluster arises from the distribution of 26 valence 
electrons among thirteen bonding molecular orbitals (MOs).  Similar to other electron 
deficient species, the Be cluster (Figure 5.2a) contains covalent interactions beyond 
typical two-center (2C) bonds. Molecular overlap between icosahedral Be (12 Be-I) and 
the central Be (Be-C) chronicle the expected multi-center electron deficient interactions.  
Bonding within the Be unit consists of multi-center interactions both between Be-C 
and Be-I  as well as between Be-I atoms.  Be-C contributions (<11%) are localized 
primarily in the tu and ag occupied levels. Be-I contributions (>89%) dominate bonding in 
the occupied and lower unoccupied molecular orbitals.  Table 5.1 presents the orbital 
energies as well as the Be-C and Be-I atomic and orbital contributions to the occupied 
and lower unoccupied molecular orbitals.  Figure 5.3 gives the molecular orbital diagram 
of both Be12 and Be13. 
 
Table 5.1.  Composite Be-C/Be-I Contributions within the Be cluster (Be13).  
  Be-C Be-I 
E, eV Sym Total % s % p  % d Total % s % p % d 
3.00 2 eg 0.1     100.0 99.9 33.7 64.8 1.5
2.07 4 tu 0.1   100.0   99.9 26.3 68.0 5.5
0.07 3 tu 8.2   100.0   91.8 36.7 60.2 3.1
-0.92 1 au 0.0       100.0   96.4 3.4
Filled/Unfilled GAP = 5.04 eV 
-5.96 2 tu 2.3   100.0   97.7 15.3 78.4 6.3
-6.40 2 ag 10.7 97.0   2.3 89.3 42.1 48.7 9.2
-8.61 1 tg 0.9     100.0 99.1 27.4 66.1 6.4
-8.79 1 eg 1.5     100.0 98.5 36.4 56.2 7.4
-14.15 1 tu 6.6   100.0   93.4 58.2 35.8 6.0
-18.48 1 ag 10.0 99.2   0.8 90.0 63.9 31.2 4.8
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Figure 5.3  A correlated molecular orbital diagram of the Be unit.  Be12 refers to bonding 
within the icosahedra Be (Be-I), and Be13 denotes the orbital interactions of the central 
Be atom (Be-C) and Be-I.     
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Figure 5.4  Valence molecular orbitals of the Be13 unit. 
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The lower molecular orbitals, 1ag and 1tu, manifest Be-C/Be-I bonding via 10/90% 
overlap of a Be-C s orbital with 12 Be-I  sp0.5 hybrids and 6.6/93.4% overlap of a Be-C p 
orbital with  Be-I  sp0.4 hybrids and p orbitals.  Orbitals 1eg and 1tg feature bonding within 
Be-I  including both 4C and 5C interactions.  Orbital 2ag illustrates Be-C/Be-I bonding via 
a 10.7 vs. 89.3% overlap of a Be-C s orbital with 12 Be-I  sp hybrids.  The HOMO, 2tu, 
displays minimal Be-C/Be-I bonding at 2.3 vs. 97.7% overlap between a Be-C p orbital 
with a 4C interaction between Be-I atoms.  The LUMO and several higher energy 
unoccupied orbitals feature both Be-I and Be-C/Be-I bonding interactions, though once 
again Be-I bonding dominates.   All of these orbitals are depicted in Figure 5.4 
Hitherto, our discussion has focused on one component of the extended solid-state 
system, namely the Be cluster.  With a filled/unfilled molecular orbital energy difference 
of 5.04 eV, the Be cluster by itself seems an unlikely candidate for conductivity.  
Nevertheless, the heavy-element lanthanide Ce, surrounding the Be clusters, will both 
donate electron density to the icosahedral unit and provide a manifold of mostly empty f-
orbitals to foster conductivity.  This implies that there should be some chemical 
communication, or bonding, between the Be cluster and the surrounding Ce atoms.  In 
this way, some unfilled molecular orbitals of the Be cluster must overlap Ce valence 
electrons.  Consequently, this influx of Ce electron density can allow for the electron 
migration within the solid-state system. 
To dissect the problem of conductivity in the extended solid-state system – CeBe13, 
we studied discrete portions of the full system and chose Ce-unit 1 (Ce8Be13), the snub 
cube (Be24Ce), and Ce-unit 2 [(Be13)8Ce8Be13], i.e. Figures 5.2b-d, respectively, as 
subunits of the extended system.  Conduction will hinge on pathways at the Fermi 
surface (i.e. the HOMO-LUMO region) between the Be and Ce portions that facilitate 
electron flow. 
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With four valence electrons (6s2, 5d1, 4f1) available for metal-to-ligand (M → L,  
M = Ce and L = Be) bonding, Ce should have orbital overlaps with both the filled and 
unfilled Be frontier orbitals.  As a heavy-fermion, Ce’s f -electrons should play some role 
in this overlap.  Previous band structure studies on the MBe13 (M = La, Ce, Th, U) have 
shown significant Ce f orbital contribution at the Fermi level.132  This may be very 
important for overlap with the Be clusters.   
In molecular systems, Ce is popularly considered to exist in the +2 or +3 oxidation 
state.  In the CeBe13 extended solid-state system, Ce is mixed-valent.  Not surprisingly, 
for this system where eight Be icosahedra surround each Ce atom, the seven f orbitals 
seem to be best for generating the most efficient overlap. 
The study of the isolated Be13 unit confirms the presence of several unfilled frontier 
orbitals, extending outward, which appear to be prime candidates for bonding with the 
surrounding Ce atoms.   In order to investigate these interactions, computations on 
models of the extended system were pursued. 
A major challenge in studying bonding in the CeBe13 extended system was the 
choice of an abbreviated model system to represent the larger one.  Initially, Ce-unit 1 
was chosen as smallest subset of a highly symmetric portion of the extended solid state 
system.  The major drawback to this choice was a formal excess of Ce electrons.  
CeBe13 adopts the NaZn13 structure type in a CsCl arrangement.  While Ce-unit 1 is a 
8:1 Ce:Be13 ratio, CeBe13 actually exists in a 1:1 ratio.  Realizing this disparity, we 
proposed a re-assessment of the filled/unfilled gap via a subtraction of 28 electrons (i.e. 
a removal of electrons from 7 of the surrounding Ce atoms). Later we recognized this 
assessment was too simplistic as only the localized Ce electrons about the Fermi 
surface need to be subtracted.  Fortunately, this turns out to be quite close to our initial 
approximation of just subtracting 28 electrons.   Subsequently, we pursued calculation 
on Ce-unit 2 as well as Ce-unit 1 with a +28 charge.  The former is perhaps the best 
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simiplified model for approximating Ce/Be bonding, whereas the latter was found to give 
a highly unrealistic view of the system. 
Beyond the Ce:Be ratio disparity, Ce-unit 1 also presents another inadequacy. While 
surrounding the Be unit with 8 Ce atoms does give a good communication environment 
for that Be unit, it is woefully inadequate at describing the Ce environment realized in the 
solid-state.  The addition of Be units, as in Ce-unit 2, better approximates the Ce 
environment in CeBe13 which in turns gives a more credible insight into the bonding of 
Ce with the central Be unit. 
Ce-unit 2 gives an excellent model for studying the larger extended system.  With 
molecular formula of (Be13)8Ce8Be13 and 1:1.125 Ce:Be13 ratio, it more closely 
approximates the 1:1 native to the solid-state entity.  Moreover it gives a more credible 
Ce environment. 
As has been stated numerous time prior to this, the major point of interest in this 
study is conductivity in the heavy fermion, CeBe13.  This phenomenon is favored in 
systems with a small energy differences between or overlapping filled/unfilled levels.  
Within the Be13 unit, the filled/unfilled gap was 5.04 eV, making this system unfavorable 
for electron conduction.  We considered that Ce will both donate and accept electron 
density with the Be13 unit and foster conductivity.   
The molecular orbital diagram of Ce-unit 2 (Figure 5.5) chronicles multi-center 
interactions between Be-I and Ce. While the filled/unfilled gap is formally 1.22 eV, the 
higher filled orbitals show significant contributions from the outer Be units.  Because of 
the extra Be cluster in Ce-unit 2, we suggest relocating the filled/unfilled gap such that 
the 4eg molecular orbital becomes the HOMO.  In this way, the Fermi surface has a 16% 
Ce contribution with 24% f  character. Moreover, this places the unfilled level, i.e. the 12-
14au molecular orbitals, as the conduction band at 0.2 – 0.4 eV above the Fermi 
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level.The 12au molecular orbital has 1% Ce contribution, while the 13 and 14au orbitals 
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Figure 5.5 MO diagrams for Be13 and (Be13)8Ce8(Be13). The HOMO’s are marked by 
arrows. The MO’s in (Be13)8Ce8(Be13) are separated into two columns: the first has 
mainly outer Be13 cluster character, while the second column has significant central Be13 
character. Red levels have 5% or higher Ce contributions, blue indicates mainly central 
Be13 MO’s. The yellow highlighted area indicates the proposed location of the HOMO-
LUMO when the extra Be atoms present in the cluster model are taken into account. The 
% are Ce contributions with f orbital compositions.    
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The close proximity of filled/unfilled orbitals mirrors the predicted band structure for 
the CeBe13 extended system.  As previously detailed, the electron deficient Be unit 
provides several unfilled orbitals that can and do interact with filled Ce orbitals to 
generate an intricate bonding network. The Be cluster’s low electron count allow for 
these strong interactions via the overlap of the Ce orbitals with empty MOs with highly 
delocalized Be-Be bonding character. 
Within Ce-unit 2, Ce’s orbital character shows significant hybridization.  
Nonetheless, the larger portion of f character is concentrated in a relatively narrow 
energy band between 4 and 6 eV, at and directly below the Fermi surface (Figure 5.6).  
Previous band structure calculations on CeBe13 (using the known NaZn13 structure as a 
template) showed significant f-character to the Fermi surface with 46% Ce f-band 
composition.132   
17 tu4 eg
12 au13 au14 au
 
Figure 5.6 Molecular orbitals around the proposed HOMO/LUMO gap of 
(Be13)8Ce8(Be13).    
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Communication pathways between Ce and Be clusters are evidenced by shared 
density.  The 4eg MO, for example, arises from the strong interaction of empty Be sp3 
hybrid orbitals located on a three-fold vertex of the icosahedron face with Ce d-p-f  
hybrid orbitals. There are 4-center Be-Be and 3-center Ce-Be-Be bonding interactions in 
this and a number of other lower MO’s. This agrees with ELF (electron localization 
function) calculations where electron maxima were found at the same locations in 
ternary trielides with a similar NaZn13 structure type.133  
Although Ce-unit 2 seems to be the best representation on the CeBe13 extended 
solid-state system, other subunits of this lattice has been studied.  Most specifically, the 
Be snub cube, i.e. Be24Ce. In the extended system, the trigonal faces from eight Be 
icosahedra form a snub cube around each Ce atom.  With this in mind, the calculation 
on Be24Ce gives an excellent environment around the Ce atom, however the 
stoichiometry is not accurate.  Instead, these orbitals depict the overall nearest neighbor 
Be interactions with Ce, which does not adequately describe the chemical interactions 
present within the extended system. 
In the CeBe13 solid-state system, the Ce:Be13 ratio is 1:1.  Subsequently, the 
general structure CeBe13 was also chosen to model this system, such that a single Ce 
atom is coordinated to a Be13 cluster.  In this case, while the stoichiometry may be 
correct, the environment is not. In the extended solid-state system there are actually 8 
Ce atoms interacting with each cluster.  Therefore, CeBe13 gives a highly distorted and 
unsymmetrical MO view of the Ce-Be13 bonding interactions.  
Conclusion 
With this work, we submit that Ce-unit 2 is a good representation of the CeBe13 
extended solid state system both for stoichiometric and symmetric reasons.  Moreover, 
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this model shows that contrary to popular opinion f orbitals are viable for chemical 
interactions in solid-state and perhaps molecular entities. 
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Appendix A:  Supplementary Data for Bimetallic 
Cooperativity in Rh-Catalyzed Hydroformylation 
Basis set and DFT Methodology  
The reasoning for using density functional theory as the methodology for studying 
transition metal complexes was presented in ‘Chapter 2:  Theory’ of this document.  
While completing initial studies on a monometallic rhodium complex featured in 
Wilkinson’s proposed mechanism for rhodium-catalyzed hydroformylation, we 
extensively used Jaguar, Gaussian 98, and ADF.  We found that we were best able to 
obtain stable geometries, i.e. vibrational analysis confirmation of low-energy minima on 
the energy surface, with Gaussian 98.  The wide documentation on this software also 
made this software a reasonable choice for this and subsequent investigations. 
The methodology implemented with this project was developed with geometries 5r, 
B, and 2r of the proposed mechanism for bimetallic hydroformylation (Figure 4.5). We 
chose the B3LYP method due to its extensive use and citing in various literatures. 
Initially, we began by using the Los Alamos lanl2dz effective core potential for all atoms 
in the complex.  These calculated consistently gave open-mode geometries even when 
closed-mode structures were chosen as the starting material.  Open-mode geometries 
seem unreasonable especially in the face of experimental IR analysis showing bridging 
CO ligands, which could only occur for polymetallic systems in a closed-mode geometry.   
The next choice for basis set included 6-31G** for C, H, and O, 3-21G* for P, and 
lanl2dz ecp for Rh.  In these cases, the bimetallic system also fell apart.  Along the time 
when I was doing these calculations, I began looking at different basis set choices for 
Rh.  Dr. Henry Schaefer suggested only using the basis sets available in Gaussian 98.  
Subsequently, I began the 3-21G all-electron set for Rh, with  6-31G** for C, H, and O, 
3-21G* for P.  While we still saw extended Rh-Rh interactions, this method and basis set 
  110  
 
   
choice allowed us to generate closed-mode geometries that we believe are in 
reasonable agreement with those outlined in the proposed mechanism for bimetallic 
hydroformylation.   
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5 5 A 2* 2 B C D 4* 
Rh1-C1 1.915 1.960 1.975 1.997      
Rh1-C3   1.965  1.999 2.023 2.014 2.011 2.071 
Rh1-C4 1.932 1.965  2.246 2.317 2.203 2.275 2.283 2.319 
Rh1-C5   2.254 2.052 2.020 2.001    
Rh1 - C10       2.023   
Rh1 - C11        2.025 1.991 
Rh1 - C8      2.390 2.204   
Rh1 - C9      2.549    
Rh1-H1    1.712 1.606 1.664    
Rh1-P1 2.318 2.386 2.401 2.500 2.404 2.417 2.419 2.449 2.388 
Rh1-P2 2.331 2.391 2.409 2.372 2.472 2.465 2.504 2.536 2.368 
Rh1-Rh2   6.371 2.879 2.886 2.874 2.918 2.925 3.031 
Rh2-C2 1.950 2.014        
Rh2-C3 1.937 1.976   2.310 2.248 2.287 2.346 2.311 
Rh2-C4    2.006 1.998 2.023 2.021 2.012 2.067 
Rh2-C6 1.975 2.012 2.000 2.026 2.020 2.025 2.018   
Rh2-H1   1.535 1.880      
Rh2-H2   1.599 1.610 1.603 1.665 1.601   
Rh2-P3 2.391 2.558 2.485 2.441 2.487 2.480 2.484 2.484 2.385 
Rh2-P4 2.342 2.390 2.328 2.360 2.391 2.393 2.395 2.387 2.375 
C8 - C9      1.375 1.520   
          
Bond Angles          
C1-Rh1-C4 90.8  92.2 94.2      
C1-Rh1-C5   101.2 92.6      
C1-Rh1-H1    87.8      
C1-Rh1-P1 89.0  88.8 92.4      
C1-Rh1-P2 171.6  157.2 173.4      
C1-Rh1-Rh2    86.7      
C3-Rh1-C4     95.5 95.3 94.7 95.6  
C3-Rh1-C5     165.0     
C3-Rh1-H1     83.3 108.9    
C4-Rh1-H1    82.4 108.1 81.4    
C5-Rh1-C4    91.6 83.2     
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Table A.1 continued. 
 
C5-Rh1-Rh2    135.2 122.4     
C8-Rh1-C3      174.70 86.9   
C8-Rh1-C4      83.7 105.4   
C8-Rh1-H1      94.0    
C8-Rh1-P1      92.4 87.2   
C8-Rh1-P2      91.0 170.5   
C8-Rh1-Rh2      127.0 95.5   
C10-Rh1-C3       171.6 86.7  
C10-Rh1-C4       84.9 105.9  
C10-Rh1-C8       85.2   
C10-Rh1-P1       93.3 88.7  
C10-Rh1-P2       97.1 171.5  
C10-Rh1-Rh2       126.9 96.7  
C11-Rh1-C3        171.7 94.9 
C11-Rh1-C4        85.3 94.5 
C11-Rh1-C10        85.2  
C11-Rh1-P1        92.5 90.8 
C11-Rh1-P2        94.8 164.9 
C11-Rh1-Rh2        127.0 102.3 
H1-Rh1-C8      94.00    
H1-Rh1-P2    86.6 169.0 167.9    
H1-Rh1-Rh2     93.3 92.3    
P1-Rh1-C3     89.9 89.7 89.0 88.8 100.3 
P1-Rh1-C4 96.5 94.1 165.5 164.5 166.2 166.3 167.0 164.9 166.1 
P1-Rh1-C5   96.7 102.1 94.8     
P1-Rh1-H1    83.9 85.2 84.4    
P1-Rh1-P2 82.9 83.6 83.0 83.5 84.6 84.4 83.4 82.8 83.0 
P1-Rh1-Rh2    122.7 142.4 140.6 139.8 140.4 141.3 
P2-Rh1-C3    93.4 92.6 94.0 91.1 93.4 99.8 
P2-Rh1-C4   90.6 88.5 82.4 82.5 84.0 82.5 88.7 
P2-Rh1-C5   100.9 93.5 102.1     
P2-Rh1-Rh2    91.2 92.2 92.5 90.5 90.1 91.1 
P2-C7-P3 120.0 120.5 124.6 115.1 116.5 116.6 115.5 115.4 115.5 
C2-Rh2-C3 92.6 89.6        
C2-Rh2-C4          
C2-Rh2-C6 108.4 133.4        
C2-Rh2-P3 126.0 110.2        
C2-Rh2-P4 90.0 89.0        
C2-Rh2-Rh1          
C3-Rh2-C4      93.3 94.1   
C6-Rh2-C3 92.6 89.6   83.3 85.0 84.3 82.5 93.70 
C6-Rh2-C4    163.9 165.6 165.5 165.2 164.4 95.30 
C6-Rh2-H1   86.8 85.5      
C6-Rh2-H2    88.4 85.7 83.2 83.4 83.1 83.5  
C6-Rh2-Rh1    117.8 122.7 125.2 124.5 173.4 102.1 
H2-Rh2-C3     107.4 106.3 106.9 108.9  
H2-Rh2-C4    83.5 83.3 82.3 83.2 82.9  
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Table A.1 continued. 
 
H2-Rh2-H1   73.1 103.0      
H2-Rh2-P3   166.3 169.1 171.1 169.1 168.3 167.1  
H2-Rh2-P4   84.2 84.3 85.2 85.2 84.1 82.8  
H2-Rh2-Rh1    92.0 92.9 92.5 94.1 96.2  
P3-Rh2-C3 94.9 98.8   82.8 84.0 84.6 84.0 89.6 
P3-Rh2-C4    93.6 92.6 92.7 94.6 95.5 97.6 
P3-Rh2-C6 108.4 115.4  99.2 101.5 101.4 94.9 99.4 166.5 
P3-Rh2-H1   97.0 87.2      
P3-Rh2-Rh1    94.4 92.6 92.7 93.4 92.7 90.0 
P4-Rh2-C3 174.3 177.5   167.0 168.5 168.3 168.1 166.1 
P4-Rh2-C4    90.5 88.6 89.3 88.9 90.2 100.5 
P4-Rh2-C6 93.1 88.9  100.2 95.5 95.3 95.5 95.7 90.9 
P4-Rh2-H1   84.5 171.1      
P4-Rh2-P3 83.2 83.6 85.0 85.2 84.8 92.7 84.4 84.4 83.5 
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Figure A.1 Reaction energy schematic of species proposed in catalytic cycle for the two 
proposed geometries for the active catalyst.
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Crystal Structural of  [rac-Rh2(CO)5(et,ph-P4)]+2 
 
Bond Lengths 
Rh1-P1 =  2.331(1)Å 
Rh1-P2 =  2.318(1)Å 
Rh1-C1 =  1.915(3)Å 
Rh1-C2 =  1.931(2)Å 
Rh2-P3 = 2.391(1)Å 
Rh2-P4 = 2.342(1)Å 
Rh2-C3 = 1.949(2)Å 
Rh2-C4 = 1.975(2)Å 
Rh2-C5 = 1.937(2)Å 
 
Bond Angles 
Rh1-C1-O1 = 179.6(2)  
Rh1-C2-O2 = 173.5(2)  
Rh2-C3-O4 = 173.4(2) 
Rh2-C4-O3 = 175.0(2) 
Rh2-C5-O5 = 174.1(2) 
P1-Rh1-P2 =   82.88(2) 
C1-Rh1-C2 =   90.86(9) 
P1-Rh1-C2 =   96.54(7) 
P1-Rh1-C1 = 171.61(8) 
P2-Rh1-C2 = 166.61(7) 
P3-Rh2-P4 =   83.25(2) 
P3-Rh2-C3 = 125.97(6) 
P3-Rh2-C4 = 108.38(5) 
C3-Rh2-C4 = 125.52(8) 
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DFT Optimized Structural Data for 5  
 
Bond Distances 
Rh1 - C1 1.960 
Rh1 - C4 1.965 
Rh1 - P1 2.386 
Rh1 - P2 2.391 
Rh2 - C2 2.014 
Rh2 - C3 1.976 
Rh2 - C6 2.012 
Rh2 -  P3 2.558 
Rh2 - P4 2.390 
  
Bond Angles 
P1 - Rh1 - C4 94.1 
P1 - Rh1 - P2 83.6 
P2 - C7 - P3 120.5 
C2 - Rh2 - C3 89.6 
C2 - Rh2 - C6 133.4 
C2 - Rh2 - P3 110.2 
C2 - Rh2 - P4 89.0 
C6 - Rh2 - C3 89.6 
P3 - Rh2 - C3 98.8 
P3 - Rh2 - C6 115.4 
P4 - Rh2 - C3 177.5 
P4 - Rh2 - C6 88.9 
P4 - Rh2 - P3 83.6 
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DFT Optimized Structural Data for A.  
 
Bond Distances 
Rh1 - C1 1.975  
Rh1 - C3 1.965  
Rh1 - C5 2.254  
Rh1 - P1 2.401  
Rh1 - P2 2.409  
Rh1 - Rh2 6.371  
Rh2 - C6 2.000  
Rh2 - H1 1.535  
Rh2 - H2 1.599  
Rh2 - P3 2.485  
Rh2 - P4 2.328  
C8 -  C9   
   
Bond Angles   
C1 - Rh1 - C4 92.2  
C1 - Rh1 - C5 101.2  
C1 - Rh1 - P1 88.8  
C1 - Rh1 - P2 157.2  
P1 - Rh1 - C4 165.5  
P1 - Rh1 - C5 96.7  
P1 - Rh1 - P2 83.0  
P2 - Rh1 - C4 90.6  
P2 - Rh1 - C5 100.9  
P2 - C7 - P3 124.6  
C6 - Rh2 - H1 86.8  
C6 - Rh2 - H2  88.4  
H2 - Rh2 - H1 73.1  
H2 - Rh2 - P3 166.3  
H2 - Rh2 - P4 84.2  
P3 - Rh2 - H1 97.0  
P4 - Rh2 - H1 84.5  
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DFT Optimized Structural Data for 2*  
 
Bond Distances 
Rh1 - C1 1.997 
Rh1 -C4 2.246 
Rh1 - C5 2.052 
Rh1 - H1 1.712 
Rh1 - P1 2.500 
Rh1 - P2 2.372 
Rh1 - Rh2 2.879 
Rh2 - C4 2.006 
Rh2 - C6 2.026 
Rh2 - H1 1.880 
Rh2 - H2 1.610 
Rh2 - P3 2.441 
Rh2 - P4 2.360 
  
Bond Angles  
C1 - Rh1 - C4 94.2 
C1 - Rh1 - C5 92.6 
C1 - Rh1 - H1 87.8 
C1 - Rh1 - P1 92.4 
C1 - Rh1 - P2 173.4 
C1 - Rh1 - Rh2 86.7 
C4 - Rh1 - H1 82.4 
C5 - Rh1 - C4 91.6 
C5 - Rh1 - H1 173.9 
C5 - Rh1 - Rh2 135.2 
H1 - Rh1 - P2 86.6 
P1 - Rh1 - C4 164.5 
P1 - Rh1 - C5 102.1 
P1 - Rh1 - H1 83.9 
P1 - Rh1 - P2 83.5 
P1 - Rh1 - Rh2 122.7 
P2 - Rh1 - C3 93.4 
P2 - Rh1 - C4 88.5 
P2 - Rh1 - C5 93.5 
P2 - Rh1 - Rh2 91.2 
P2 - C7 - P3 115.1 
C6 - Rh2 - C4 163.9 
C6 - Rh2 - H1 85.5 
C6 - Rh2 - H2  85.7 
C6 - Rh2 - Rh1 117.8 
H2 - Rh2 - C4 83.5 
H2 - Rh2 - H1 103.0 
H2 - Rh2 - P3 169.1 
H2 - Rh2 - P4 84.3 
H2 - Rh2 - Rh1 92.0 
P3 - Rh2 - C4 93.6 
P3 - Rh2 - C6 99.2 
P3 - Rh2 - H1 87.2 
P3 - Rh2 - Rh1 94.4 
P4 - Rh2 - C4 90.5 
P4 - Rh2 - C6 100.2 
P4 - Rh2 - H1 171.1 
P4 - Rh2 - P3 85.2 
P4 - Rh2 - Rh1 141.5 
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DFT Optimized Structural Data for 2  
 
Bond Distances 
Rh1 - C3 1.999 
Rh1 - C4 2.317 
Rh1 - C5 2.020 
Rh1 - H1 1.606 
Rh1 - P1 2.404 
Rh1- P2 2.472 
Rh1 - Rh2 2.886 
Rh2 - C3 2.310 
Rh2 - C4 1.998 
Rh2 - C6 2.020 
Rh2 - H2 1.603 
Rh2 - P3 2.487 
Rh2 - P4 2.391 
  
Bond Angles  
C3 - Rh1 - C4 95.5 
C3 - Rh1 - C5 165.0 
C3 - Rh1 - H1 83.3 
C4 - Rh1 - H1 108.1 
C5 - Rh1 - C4 83.2 
C5 - Rh1 - H1 82.9 
C5 - Rh1 - Rh2 122.4 
H1 - Rh1 - P2 169.0 
H1 - Rh1 - Rh2 93.3 
P1 - Rh1 - C3 89.9 
P1 - Rh1 - C4 166.2 
P1 - Rh1 - C5 94.8 
P1 - Rh1 - H1 85.2 
P1 - Rh1 - P2 84.6 
P1 - Rh1 - Rh2 142.4 
P2 - Rh1 - C3 92.6 
P2 - Rh1 - C4 82.4 
P2 - Rh1 - C5 102.1 
P2 - Rh1 - Rh2 92.2 
P2 - C7 - P3 116.5 
C6 - Rh2 - C3 83.3 
C6 - Rh2 - C4 165.6 
C6 - Rh2 - H2  83.2 
C6 - Rh2 - Rh1 122.7 
H2 - Rh2 - C3 107.4 
H2 - Rh2 - C4 83.3 
H2 - Rh2 - P3 171.1 
H2 - Rh2 - P4 85.2 
H2 - Rh2 - Rh1 92.9 
P3 - Rh2 - C3 82.8 
P3 - Rh2 - C4 92.6 
P3 - Rh2 - C6 101.5 
P3 - Rh2 - Rh1 92.6 
P4 - Rh2 - C3 167.0 
P4 - Rh2 - C4 88.6 
P4 - Rh2 - C6 95.5 
P4 - Rh2 - P3 84.8 
P4 - Rh2 - Rh1 141.3 
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DFT Optimized Structural Data for 2 without terminal CO ligands  
 
Bond Distances 
H1 - Rh1       1.606 
Rh1 -  C3       1.917 
Rh1 - Rh2       2.814 
Rh1 -  C4       2.182 
Rh2 -  H2       1.604 
Rh2 -  C3       2.171 
Rh2 -  C4       1.917 
Rh2 -  P3       2.503 
Rh2 -  P4       2.373 
P3 -  C7       1.854 
C7 -  P2       1.856 
P2 - Rh1       2.487 
Rh1 -  P1       2.383 
 
Bond Angles 
H1 - Rh1 -  C3  77.6 
H1 - Rh1 - Rh2  98.9 
H1 - Rh1 -  C4    107.7 
H1 - Rh1 -  P2  166.3 
H1 - Rh1 -  P1  81.9 
P1 - Rh1 -  C3  100.9 
P1 - Rh1 - Rh2    149.4 
P1 - Rh1 -  C4    164.6 
P1 - Rh1 -  P2     84.5 
P2 - Rh1 -  C3    103.5 
P2 - Rh1 - Rh2     91.9 
P2 - Rh1 -  C4     85.8 
Rh1 -  P2 -  C7    115.3 
P2 -  C7 -  P3    115.2 
H2 - Rh2 - Rh1     98.8 
H2 - Rh2 -  C3    106.9 
H2 - Rh2 -  C4     78.2 
H2 - Rh2 -  P3    166.4 
H2 - Rh2 -  P4     82.0 
H2 - Rh2 -  H2      0.0 
Rh2 -  P3 -  C7    109.3 
C4 - Rh2 -  C3     93.3 
C4 - Rh2 - Rh1     50.7 
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DFT Optimized Structural Data for B  
 
Bond Distances 
Rh1 - C3 2.023 
Rh1 - C4 2.203 
Rh1 - C5 2.001 
Rh1 - C8 2.390 
Rh1 - C9 2.549 
Rh1 - H1 1.664 
Rh1 - P1 2.417 
Rh1 - P2 2.465 
Rh1 - Rh2 2.874 
Rh2 - C3 2.248 
Rh2 - C4 2.023 
Rh2 - C6 2.025 
Rh2 - H2 1.665 
Rh2 - P3 2.480 
Rh2 - 4 2.393 
C8 - C9 1.375 
  
Bond Angles  
C3 - Rh1 - C4 95.3 
C3 - Rh1 - H1 108.9 
C8 - Rh1 - C3 174.7 
C8 - Rh1 - C4 83.7 
C8 - Rh1 - H1 94.0 
C8 - Rh1 - P1 92.4 
C8 - Rh1 - P2 91.0 
C8 - Rh1 - Rh2 127.0 
H1 - Rh1 - C8 94.0 
H1 - Rh1 - P2 167.9 
H1 - Rh1 - Rh2 92.3 
P1 - Rh1 - C3 89.7 
P1 - Rh1 - C4 166.3 
P1 - Rh1 - H1 84.4 
P1 - Rh1 - P2 84.4 
P1 - Rh1 - Rh2 140.6 
P2 - Rh1 - C3 94.0 
P2 - Rh1 - C4 82.5 
P2 - Rh1 - Rh2 92.5 
P2 - C7 - P3 116.6 
C3 - Rh2 - C4 93.3 
C6 - Rh2 - C3 85.0 
C6 - Rh2 - C4 165.5 
C6 - Rh2 - H2  83.4 
C6 - Rh2 - Rh1 125.2 
H2 - Rh2 - C3 106.3 
H2 - Rh2 - C4 82.3 
H2 - Rh2 - P3 169.1 
H2 - Rh2 - P4 85.2 
H2 - Rh2 - Rh1 92.5 
P3 - Rh2 - C3 84.0 
P3 - Rh2 - C4 92.7 
P3 - Rh2 - C6 101.4 
P3 - Rh2 - Rh1 92.7 
P4 - Rh2 - C3 168.5 
P4 - Rh2 - C4 89.3 
P4 - Rh2 - C6 95.3 
P4 - Rh2 - P3 92.7 
P4 - Rh2 - Rh1 138.9 
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DFT Optimized Structural Data for C  
 
Bond Distances 
Rh1 -  C10      2.023 
Rh1 -  C3      2.014 
Rh1 -  P1      2.419 
C4 - Rh2      2.021 
P2 -  C7      1.853 
Rh2 -  P4      2.395 
Rh2 -  H2      1.601 
Rh2 -  C6      2.018 
P3 -  C7      1.852 
Rh1 -  C8      2.204 
Rh1 -  P2      2.504 
Rh1 -  C4      2.275 
Rh2 -  C3      2.287 
Rh2 -  P3      2.484 
Rh1 - Rh2      2.918 
 
Bond Angles 
C8 - Rh1 -  C10     85.1 
C8 - Rh1 -  P1     87.2 
C8 - Rh1 -  C3     86.8 
C8 - Rh1 - Rh2     95.4 
C8 - Rh1 -  C4    105.4 
C8 - Rh1 -  P2    170.4 
P1 - Rh1 -  C3     88.9 
P1 - Rh1 - Rh2    139.8 
P1 - Rh1 -  C4    166.9 
P1 - Rh1 -  P2     83.4 
C10 - Rh1 -  C3    171.6 
C10 - Rh1 - Rh2   126.8 
C10 - Rh1 -  C4     84.8 
C10 - Rh1 -  P2     97.1 
C3 - Rh1 -  P2     91.1 
C3 - Rh1 - Rh2     51.3 
C3 - Rh1 -  C4     94.6 
Rh1 -  P2 -  C7    117.3 
Rh1 -  C3 - Rh2     85.1 
Rh2 - Rh1 -  P2     90.5 
C3 - Rh2 -  C4     94.1 
Rh2 -  C4 - Rh1     85.3 
Rh1 -  C3 - Rh2     85.1 
H2 - Rh2 -  C3    106.9 
Rh2 - Rh1 -  P2     90.5 
H2 - Rh2 -  C3    106.9 
H2 - Rh2 - Rh1     94.1 
H2 - Rh2 -  C4     83.2 
H2 - Rh2 -  C6     83.1 
H2 - Rh2 -  P4     84.0 
H2 - Rh2 -  P3    168.3 
P4 - Rh2 -  P3     84.4 
C6 - Rh2 -  P3     99.8 
C6 - Rh2 -  C4    165.2 
C6 - Rh2 -  C3     84.2 
C6 - Rh2 - Rh1    124.4 
P4 - Rh2 - Rh1    139.6 
P4 - Rh2 -  C6     95.4 
P4 - Rh2 -  P3     84.4 
P3 - Rh2 - Rh1     93.3 
Rh2 -  P3 -  C7    112.1 
P3 -  C7 -  P2    115.5 
Rh1 -  C8 -  C9    113.9 
C3 -  O15 - Rh2     35.3 
C3 -  O15 - Rh2     35.3 
Rh2 -  C3 -  O15   127.4 
Rh1 -  C3 -  O15   147.2 
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DFT Optimized Structural Data for D  
 
Bond Distances  
C11 - Rh1      2.025 
C4 - Rh2      2.012 
P2 -  C7      1.853 
Rh2 -  P4      2.387 
Rh2 -  H2      1.603 
Rh2 -  C6      2.026 
C2 - Rh1      2.190 
Rh1 -  P2      2.536 
Rh1 -  P1      2.449 
Rh1 - Rh2      2.935 
Rh2 -  P3      2.484 
Rh2 -  C3      2.346 
Rh1 -  C3      2.011 
C4 - Rh1      2.283 
P3 -  C7      1.852 
 
Bond Angles  
C2 - Rh1 -  C3     86.6 
C2 - Rh1 - Rh2     96.7 
C2 - Rh1 -  C4    105.8 
C2 - Rh1 -  P2    171.5 
C2 - Rh1 -  P1     88.7 
C2 - Rh1 -  C11     85.1 
C11 - Rh1 -  C3    171.7 
P1 - Rh1 -  C11     92.4 
P1 - Rh1 -  C3     88.7 
P1 - Rh1 - Rh2    140.3 
P1 - Rh1 -  C4    164.9 
P1 - Rh1 -  P2     82.8 
C11 - Rh1 - Rh2   127.0 
C11 - Rh1 -  C4     85.3 
C11 - Rh1 -  P2     94.8 
P1 - Rh1 -  P2     82.8 
C3 - Rh1 -  C4     95.5 
C3 - Rh1 - Rh2     52.6 
C4 - Rh1 - Rh2     43.1 
C3 - Rh1 - P2     93.4 
C4 - Rh1 - P2     82.5 
P2 - Rh1 - Rh2     90.0 
Rh1 -  P2 - C7    117.2 
P2 -  C7 - P3    115.4 
Rh1 -  C3 - Rh2     84.3 
Rh2 -  C4 - Rh1     85.9 
H2 - Rh2 - C3    108.8 
H2 - Rh2 - Rh1     96.2 
H2 - Rh2 - C4     82.9 
H2 - Rh2 - C6     83.5 
H2 - Rh2 - P4     82.7 
H2 - Rh2 - P3    167.0 
H2 - Rh2 - C4     82.9 
C6 - Rh2 - C3     83.4 
C6 - Rh2 - Rh1    123.4 
C6 - Rh2 - C4    164.4 
C6 - Rh2 - P4     95.7 
C6 - Rh2 - P3     99.3 
P4 - Rh2 - P3     84.4 
P4 - Rh2 - C3    168.1 
P4 - Rh2 - Rh1    140.6 
P4 - Rh2 - C4     90.1 
P4 - Rh2 - C6     95.7 
P3 - Rh2 - C3     84.0 
P3 - Rh2 - Rh1     92.6 
P3 - Rh2 - C4     95.5 
C4 - Rh2 - Rh1     50.8 
C4 - Rh2 - C3     93.6 
Rh1 - C2 - C6    115.8 
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DFT Optimized Structural Data for 4*  
 
Bond Distances  
P2 - Rh1      2.368 
P2 -  C7      1.849  
Rh1 -  C4      2.071 
Rh1 -  C11      1.991 
Rh1 -  P1      2.388 
C3 - Rh2      2.067 
Rh2 -  C6      1.988 
Rh2 -  P4      2.375 
Rh2 -  P3      2.385 
P3 -  C7      1.848 
Rh1 -  C3      2.319 
C4 - Rh2      2.311 
Rh2 - Rh1      3.031 
  
Bond Angles  
Rh1 -  P2 -  C7    117.1 
C11 - Rh1 -  P1     90.8 
C11 - Rh1 -  C3     94.8 
C11 - Rh1 - Rh2   102.2 
C11 - Rh1 -  C4     94.4 
C11 - Rh1 -  P2    164.8 
C11 - Rh1 - Rh2   102.2 
C11 - Rh1 -  P1     90.8 
P1 - Rh1 -  C3    100.3 
P1 - Rh1 - Rh2    141.2 
P1 - Rh1 -  C4    166.0 
P1 - Rh1 -  P2     82.9 
P2 - Rh1 -  P1     82.9 
P2 - Rh1 -  C3     99.8 
P2 - Rh1 - Rh2     91.0 
P2 - Rh1 -  C4     88.6 
P2 - Rh1 -  C4     88.6 
P2 -  C7 -  P3    115.4 
Rh1 -  P2 -  C7    117.1 
C7 -  P3 - Rh2    113.4 
P3 - Rh2 - Rh1     89.9 
P3 - Rh2 -  C3     89.5 
P3 - Rh2 -  C4     97.6 
Rh2 -  C4 - Rh1     87.3 
Rh1 -  C3 - Rh2     87.2 
C4 - Rh2 - Rh1     43.0 
C4 - Rh2 -  C3     92.3 
C3 - Rh1 - Rh2     42.9 
C3 - Rh1 -  C4     92.0 
C4 - Rh1 - Rh2     49.6 
C6 - Rh2 -  C3     93.7 
C6 - Rh2 -  C4     95.3 
C6 - Rh2 - Rh1    102.1 
C6 - Rh2 -  P3    166.5 
C6 - Rh2 -  P4     90.4 
P4 - Rh2 -  C3    166.0 
P4 - Rh2 - Rh1    141.7 
P4 - Rh2 -  C4    100.4 
P4 - Rh2 -  P3     83.4 
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DFT Optimized Structural Data for 5*  
 
Bond Distances  
P2 - Rh1      2.368 
P2 -  C7      1.848 
Rh1 -  C1      1.995 
Rh1 -  C4      2.071 
Rh1 -  P1      2.389 
C3 - Rh2      2.084  
P3 - Rh2      2.388 
P4 - Rh2      2.382 
Rh1 -  C3      2.266 
Rh2 - Rh1      3.046 
C4 - Rh2      2.318 
Rh2 -  C6      3.161 
  
  
Bond Angles  
C1 - Rh1 -  P1  91.0 
C1 - Rh1 -  C3  95.7 
C1 - Rh1 - Rh2   102.7 
C1 - Rh1 -  C4   94.7 
C1 - Rh1 -  P2    163.7 
C1 - Rh1 -  C4     94.7 
P1 - Rh1 -  C3     99.3 
P1 - Rh1 - Rh2   140.4 
P1 - Rh1 -  C4    166.5 
P1 - Rh1 -  P2     83.0 
C3 - Rh1 -  P2    100.1 
P1 - Rh1 -  P2     83.0 
P2 - Rh1 - Rh2     91.2 
P2 - Rh1 -  C4     88.1 
C3 - Rh1 -  C4     92.2 
C3 - Rh1 - Rh2     43.1 
C3 - Rh2 - Rh1     48.0 
C4 - Rh1 - Rh2     49.5 
C4 - Rh2 - Rh1     42.8 
C2 - Rh2 -  C3     94.0 
C2 - Rh2 - Rh1   100.2 
C2 - Rh2 -  C4     93.3 
C2 - Rh2 -  C6     84.4 
C2 - Rh2 -  P3    169.5 
C2 - Rh2 -  P4     90.9 
C2 - Rh2 -  C4     93.3 
P3 - Rh2 - Rh1     89.5 
P3 - Rh2 -  C3     89.8 
P3 - Rh2 -  C4     96.3 
P3 - Rh2 -  P4     83.5 
P3 - Rh2 -  C2    169.5 
P3 - Rh2 -  C6     86.7 
C6 - Rh2 -  P4     91.3 
C6 - Rh2 -  C3     79.3 
C6 - Rh2 - Rh1   127.3 
C6 - Rh2 -  C4    169.3 
C6 - Rh2 -  P3     86.7 
C6 - Rh2 -  P4     91.3 
P4 - Rh2 -  P3     83.5 
P4 - Rh2 -  C3    168.9 
P4 - Rh2 - Rh1   140.3 
P4 - Rh2 -  C4     99.1 
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Molecular Orbital Compositions for Calculated Species 
 
Table A.2  Molecular orbital compositions for optimized geometry of 5. 
5  
 
MO Compositions (%) 
MO# E, eV Rh CO CO P4 
166 -6.03 7.8 91.0 0.1 1.1
165 -6.08 7.3 43.9 44.4 4.4
164 -6.23 10.1 19.0 60.9 9.9
163 -6.36 18.0 30.7 43.7 7.6
162 -6.40 13.9 69.7 12.4 4.0
161 -6.66 14.4 82.0 1.6 2.1
160 -6.82 24.4 59.5 4.0 12.1
159 -6.87 41.7 9.3 16.6 32.5
158 -7.53 44.5 22.9 0.3 32.3
157 -7.62 32.2 0.3 49.3 18.2
occupied - unoccupied orbital gap 
156 -11.90 53.5 17.4 0.1 29.0
155 -11.99 89.8 0.5 0.4 9.2
154 -12.73 76.5 18.6 0.0 4.9
153 -12.99 76.7 0.0 11.0 12.3
152 -13.16 84.0 0.0 9.4 6.6
151 -13.91 33.5 0.1 13.5 52.9
150 -13.94 41.7 0.1 14.4 43.7
149 -13.98 55.9 9.7 0.3 34.1
148 -14.17 40.7 12.0 0.1 47.1
147 -14.24 40.0 0.3 8.2 51.5
146 -14.49 70.1 14.5 0.0 15.4
145 -14.58 36.4 1.1 0.2 62.4
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Table A.3  Molecular orbital compositions for optimized geometry of A. 
A  
 
 MO Compositions (%) 
MO# E, eV Rh H µ-CO CO P4 
164 -5.07 24.5 0.8 2.0 6.0 66.7 
163 -5.20 22.5 0.6 2.2 4.7 70.0 
162 -5.44 17.9 8.6 1.0 13.6 58.9 
161 -5.72 16.6 0.8 28.8 50.6 3.3 
160 -5.77 12.4 6.9 1.7 66.2 12.7 
159 -5.85 27.0 10.6 2.6 44.9 14.9 
158 -5.95 1.9 0.3 54.0 37.9 5.9 
157 -6.06 12.5 0.0 48.1 37.4 2.0 
156 -6.27 10.8 0.0 66.1 16.4 6.8 
155 -6.50 14.9 0.1 79.4 2.3 3.5 
154 -6.68 35.6 6.5 1.4 31.5 25.0 
153 -7.02 25.6 0.0 41.2 19.0 14.2 
152 -7.25 41.4 0.1 18.0 6.7 33.8 
151 -8.25 57.2 14.2 0.0 14.7 13.8 
occupied - unoccupied orbital gap 
150 -11.68 69.5 0.0 7.2 10.9 12.3 
149 -12.79 32.8 16.1 0.2 3.4 47.5 
148 -13.01 67.1 0.2 10.1 3.5 19.1 
147 -13.31 63.9 0.0 10.3 3.4 22.4 
146 -13.62 73.6 0.8 0.1 2.6 22.9 
145 -13.68 52.9 0.1 0.0 10.9 36.1 
144 -13.94 73.0 1.9 0.1 4.3 20.7 
143 -14.23 45.0 0.0 12.1 0.2 42.7 
142 -14.30 59.7 0.3 4.0 4.1 31.9 
141 -14.33 62.7 0.0 7.5 2.4 27.4 
140 -14.61 33.8 0.0 6.7 0.2 59.3 
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MO Compositions (%) 
MO# E, eV Rh H CO P4 
160 -6.14 15.4 2.3 74.3 8.0 
159 -6.33 15.8 8.5 66.4 9.4 
158 -6.49 16.8 7.2 62.5 13.5 
157 -6.59 16.2 8.2 70.6 5.0 
156 -6.63 8.9 0.0 85.6 5.5 
155 -6.83 19.8 3.0 68.2 9.0 
154 -7.10 22.5 0.8 66.7 9.9 
153 -7.11 18.5 0.0 73.4 8.1 
152 -7.27 36.0 6.1 40.9 17.0 
151 -8.25 48.3 1.7 17.0 32.9 
occupied - unoccupied orbital gap 
150 -11.67 40.0 1.0 28.8 30.2 
149 -13.05 32.9 17.0 3.6 46.5 
148 -13.76 71.7 2.0 8.8 17.5 
147 -13.99 64.1 3.2 4.6 28.0 
146 -14.07 66.5 3.3 13.7 16.5 
145 -14.22 44.6 5.6 4.5 45.3 
144 -14.44 66.3 0.5 13.0 20.2 
143 -14.65 47.3 0.2 13.9 38.6 
142 -14.80 56.4 0.0 10.2 33.5 
141 -14.89 47.9 0.7 4.6 46.8 
140 -15.10 53.2 0.2 7.0 39.6 
139 -15.18 17.5 1.1 2.3 79.1 
138 -15.34 6.1 0.1 0.5 93.3 
137 -15.46 13.6 0.0 2.4 84.0 
2*
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MO Compositions (%) 
MO# E, eV Rh CO H P4 
147 -5.11 53.6 3.2 -0.1 43.3
146 -5.14 22.2 12.2 1.3 64.3
145 -5.34 25.4 3.1 2.8 68.7
144 -5.45 30.7 6.7 0.3 62.3
143 -6.13 23.7 52.7 1.1 22.4
142 -6.35 19.2 60.4 6.1 14.4
141 -6.48 24.2 53 9.1 13.8
140 -6.86 13.9 72.6 0.8 12.7
139 -7.41 42.4 27.2 6.8 23.7
138 -8.21 51.9 15.3 0.1 32.6
137 -9.14 59.5 16.4 13.8 10.3
occupied - unoccupied orbital gap 
136 -12.31 47.4 15.7 2.7 34.3
135 -12.94 48.2 1.3 11.8 38.7
134 -13.53 78.3 9.6 0.0 12.1
133 -13.84 84.1 7.6 0.2 8.1
132 -14.01 56.4 2.3 5.9 35.4
131 -14.23 75.1 2.1 0.9 21.9
130 -14.32 68.2 8.6 0.6 22.6
129 -14.50 38.6 3.1 3.1 55.2
128 -14.76 47.3 10.6 0.4 41.8
127 -14.90 56.5 10.3 0.2 33.1
126 -15.05 39.1 6.6 0.9 53.4
-2CO 
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Table A.6  Molecular orbital compositions for optimized geometry of 2. 
 
 
   MO Composition (%) 
MO# E, eV H Rh CO P4 
160 -5.93 16.6 26.3 39.2 18.0 
159 -6.35 1.7 12.3 80.7 5.3 
158 -6.44 0.5 15.6 78.2 5.7 
157 -6.50 12.3 17.1 61.8 8.8 
156 -6.71 4.6 14.8 71.8 8.9 
155 -6.76 0.3 15.1 78.7 5.9 
154 -7.13 0.5 8.6 78.9 12.0 
153 -7.37 2.7 32.0 38.6 26.7 
152 -7.74 2.4 42.1 46.8 8.7 
151 -8.18 8.4 38.1 25.6 27.9 
occupied - unoccupied orbital gap  
150 -11.92 0.3 35.1 36.2 28.4  
149 -13.14 15.2 33.2 2.7 48.9  
148 -13.39 15.3 25.3 7.8 51.6  
147 -14.17 0.6 72.3 11.5 15.6  
146 -14.28 1.5 72.5 5.9 20.1  
145 -14.40 1.8 71.5 9.2 17.5  
144 -14.62 0.4 63.6 12.5 23.5  
143 -14.76 -0.1 37.4 10.5 52.2  
142 -14.80 0.0 75.1 7.8 17.1  
141 -14.96 -0.5 49.0 5.7 45.9  
140 -15.13 0.0 56.8 12.1 31.1  
139 -15.32 1.8 3.7 0.9 93.6  
138 -15.45 0.5 6.7 1.1 91.7  
137 -15.47 0.3 13.7 1.4 84.6  
136 -15.56 0.1 11.0 1.7 87.2  
135 -15.79 0.0 12.2 2.4 85.4  
134 -15.84 0.0 6.5 1.8 91.6  
133 -15.96 0.3 3.4 1.2 95.0  
132 -16.50 3.7 9.7 1.2 85.3  
131 -16.51 15.8 41.0 3.1 40.1  
130 -16.58 19.6 42.3 1.3 36.8  
129 -16.65 3.2 7.8 1.5 87.5  
2 
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  MO Composition (%) 
MO# E, eV Rh µ-CO H P4 
147 -5.17 58.8 1.1 0.7 39.4
146 -5.28 13.1 10.5 0.3 76.1
145 -5.40 21.5 10.1 1.5 66.8
144 -5.48 35.4 7.0 1.3 56.2
143 -6.09 28.8 42.7 8.1 20.4
142 -6.36 25.1 51.3 15.3 8.4
141 -6.77 29.4 44.4 0.8 25.4
140 -6.94 13.9 73.4 -0.1 12.8
139 -8.03 45.3 28.6 5.7 20.4
138 -8.16 41.1 19.9 6.2 32.8
137 -9.55 63.5 21.2 9.4 5.9
occupied - unoccupied orbital gap 
136 -12.73 37.0 20.6 2.3 40.2
135 -13.11 41.0 0.6 12.0 46.4
134 -13.43 29.7 5.5 15.3 49.5
133 -14.09 69.8 19.4 0.0 10.8
132 -14.31 78.0 2.8 0.8 18.5
131 -14.35 72.7 3.4 4.1 19.8
130 -14.58 64.6 10.4 0.8 24.3
129 -14.72 71.2 2.9 0.2 25.7
128 -14.77 36.5 4.0 0.0 59.5
127 -15.04 61.5 9.2 0.3 29.0
126 -15.36 3.3 0.7 1.7 94.2
125 -15.48 25.5 4.0 0.1 70.4
-2CO
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MO Compositions (%) 
MO# E, eV Rh CO H, Alkene P4 
165 -5.40 21.4 25.5 31.7 21.4 
164 -5.75 32.1 39.6 10.4 17.9 
163 -5.94 18.1 19.9 51.1 11.0 
162 -6.20 14.7 78.6 1.4 5.3 
161 -6.25 20.9 53.5 14.0 11.6 
160 -6.51 13.9 79.9 0.8 5.5 
159 -6.79 14.2 64.1 4.4 17.4 
158 -7.08 31.5 40.1 4.0 24.4 
157 -7.57 48.6 25.7 11.0 14.7 
156 -7.99 35.1 31.4 13.8 19.7 
occupied - unoccupied orbital gap 
155 -11.65 32.4 32.4 7.8 27.3 
154 -12.86 36.0 2.4 16.6 45.0 
153 -13.10 30.7 5.8 17.1 46.4 
152 -13.54 54.2 6.2 24.6 15.0 
151 -13.78 60.4 10.3 11.3 18.0 
150 -13.90 63.0 5.9 10.4 20.7 
149 -14.16 57.7 3.1 19.8 19.4 
148 -14.30 61.4 10.7 2.0 25.9 
147 -14.41 44.5 10.1 1.6 43.8 
146 -14.50 70.2 5.9 2.3 21.6 
145 -14.68 68.0 10.4 0.7 21.0 
144 -14.86 44.3 8.7 5.6 41.4 
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   MO Compositions (%) 
MO# E, eV Rh Alkene µ-CO CO H P4 
167 -4.98 33.1 0.2 4.9 0.5 0.5 60.8 
166 -5.14 29.8 1.0 9.2 0.2 0.1 59.6 
165 -5.22 24.4 2.2 5.8 2.4 0.1 65.1 
164 -5.79 26.1 9.8 41.0 1.8 3.3 17.9 
163 -5.96 28.2 2.7 45.6 3.9 2.6 17.1 
162 -6.23 23.2 5.7 41.5 6.8 10.7 12.1 
161 -6.37 13.5 0.1 19.3 59.5 2.4 5.2 
160 -6.60 17.0 1.8 50.4 16.6 0.8 13.4 
159 -6.71 15.4 1.5 8.0 62.3 1.8 11.0 
158 -7.24 25.3 2.1 33.4 19.2 0.2 19.8 
157 -7.94 49.4 1.2 12.8 2.5 2.2 31.9 
156 -8.28 37.6 19.2 31.1 4.4 3.4 4.2 
occupied - unoccupied orbital gap 
155 -11.80 27.6 13.4 22.6 3.1 0.1 33.3 
154 -12.47 33.9 22.6 6.9 0.1 0.2 36.4 
153 -13.08 47.3 4.1 1.4 1.2 10.5 35.5 
152 -13.50 67.4 7.8 6.1 0.3 1.8 16.6 
151 -13.54 59.1 8.2 5.5 2.2 4.1 20.9 
150 -13.73 73.8 1.8 13.9 0.9 0.2 9.3 
149 -14.31 39.8 0.7 3.4 0.9 0.1 55.1 
148 -14.46 65.4 9.7 4.4 1.3 1.1 18.2 
147 -14.56 38.2 43.3 4.8 3.2 0.0 10.4 
146 -14.68 33.6 45.9 4.0 1.3 0.0 15.2 
145 -14.77 30.1 43.0 4.1 1.3 0.0 21.5 
144 -14.84 31.8 27.7 3.4 0.7 -0.2 36.7 
143 -14.89 40.6 11.2 2.8 1.4 0.0 44.1 
142 -15.01 34.9 21.3 5.6 1.8 -0.1 36.5 
141 -15.14 11.7 13.5 1.1 0.2 0.1 73.3 
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  MO Composition, % 
MO# E, eV Rh acyl µ-CO CO H P4 
180 -6.01 27.8 17.2 28.6 8.5 6.8 11.1
179 -6.35 12.2 64.1 11.8 7.3 0.0 4.6
178 -6.53 12.7 0.9 26.4 54.6 1.1 4.2
177 -6.61 15.9 13.1 36.0 22.9 5.6 6.5
176 -6.71 16.3 17.4 37.7 20.1 2.5 6.1
175 -6.92 13.2 0.5 2.8 77.7 0.7 5.2
174 -7.01 13.6 3.5 3.4 73.5 0.0 5.9
173 -7.2 13.5 1.9 37.3 39.7 0.2 7.4
172 -7.44 33.5 5.3 25.2 18.1 -0.3 18.3
171 -7.6 38.1 0.4 24.7 24.0 0.4 12.4
170 -8.36 31.8 12.1 28.4 4.1 5.0 18.7
occupied - unoccupied orbital gap 
169 -11.68 21.6 35.6 8.3 2.3 0.0 32.1
168 -11.94 31.9 11.7 24.3 7.2 0.2 24.6
167 -13.24 35.9 0.9 2.5 1.7 12.6 46.5
166 -13.68 64.2 10.6 4.2 2.6 1.3 17.2
165 -13.88 16.6 67.2 1.8 1.0 0.0 13.4
164 -13.93 54.6 20.9 5.7 4.0 0.0 14.8
163 -14.04 51.8 28.8 2.0 2.6 0.9 13.8
162 -14.2 22.6 62.2 0.7 1.4 0.4 12.8
161 -14.29 54.1 12.4 6.2 3.4 0.5 23.4
160 -14.31 28.5 8.2 4.5 1.0 0.1 57.6
159 -14.41 38.9 10.3 6.8 0.4 0.2 43.5
158 -14.63 43.8 9.7 6.0 3.0 -0.1 37.6
157 -14.65 54.9 6.9 6.5 3.0 -0.1 28.9
156 -14.69 12.4 66.6 1.6 0.4 -0.1 19.0
155 -14.77 54.8 1.4 4.1 3.5 0.0 36.2
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   MO Contributions, % 
MO# E, eV Rh 2 Rh 6 uCO CO P4 
160 -5.37 11.3 8.3 5.8 13.1 61.6
159 -5.87 7.9 8 25.4 51.6 7
158 -5.94 9.3 9.6 46 25.3 9.8
157 -6.59 10.6 10.8 10.4 54.5 13.7
156 -6.64 6.5 4.7 22.6 57.5 8.7
155 -6.67 7.7 8.2 15.9 60.4 7.8
154 -6.81 6.7 11.3 53.4 22.5 6.1
153 -6.83 7.7 3 72.1 6 11.2
152 -7.08 18 17.9 8.5 30.5 25.1
151 -7.77 21.6 21.8 16.9 8.9 30.9
150 -8.5 17.4 17.7 28.4 16.5 20
occupied - unoccupied orbital gap 
149 -11.81 38.8 36.5 12.2 3.1 9.4
148 -12.44 33.6 34 8.5 1.3 22.6
147 -13.25 38.3 34.7 10.4 2.3 14.3
146 -13.27 41.1 35 7.7 7.8 8.4
145 -13.72 33.7 44.8 1.4 8.3 11.9
144 -14.13 42.8 35.4 8.6 1.3 11.9
143 -14.16 29.5 32.4 7.3 5.6 25.3
142 -14.41 22.3 27.3 7.7 6.6 36
141 -14.44 20.5 22.6 6.3 1.3 49.3
140 -14.56 16.5 18.6 4.3 6.1 54.5
139 -14.69 30.1 20.8 3.1 4.1 42
138 -14.72 11.2 15 0.4 8.1 65.3
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  MO Composition, % 
MO# E(eV) Rh acyl µ-CO CO H P4 
180 -5.85 9.9 65.0 11.1 5.0 0.5 8.4 
179 -6.10 16.2 7.0 13.8 44.0 5.5 13.5 
178 -6.29 17.2 1.3 12.5 48.7 6.8 13.4 
177 -6.48 21.3 3.1 6.8 51.8 2.7 14.3 
176 -6.58 5.7 2.9 0.5 87.0 1.1 2.9 
175 -6.68 7.4 5.0 19.5 60.6 0.0 7.6 
174 -6.78 20.1 0.8 12.9 51.1 1.4 13.6 
173 -6.87 24.5 13.1 9.7 42.6 1.1 8.9 
172 -7.02 18.8 1.4 2.4 64.3 0.4 12.8 
171 -7.16 29.2 4.6 8.2 50.1 1.3 6.6 
170 -8.15 47.1 3.8 4.4 13.3 0.6 30.7 
occupied - unoccupied orbital gap 
169 -11.19 24.3 45.9 2.2 1.9 0.0 25.7 
168 -11.57 38.4 6.2 18.1 8.3 0.5 28.4 
167 -13.25 68.0 12.4 0.1 1.9 2.0 15.6 
166 -13.53 56.8 29.9 2.2 4.2 0.2 6.7 
165 -13.58 19.4 74.4 0.6 1.9 0.3 3.4 
164 -13.66 51.5 38.4 2.0 2.7 0.0 5.3 
163 -13.85 28.4 62.1 1.4 3.3 0.3 4.6 
162 -14.00 47.9 11.2 1.3 6.3 6.4 26.9 
161 -14.05 37.3 11.2 5.4 2.5 0.5 43.0 
160 -14.26 30.0 19.1 1.4 1.3 -0.5 48.7 
159 -14.33 20.9 68.8 2.1 1.9 0.2 6.0 
158 -14.45 40.0 3.4 3.7 10.3 0.5 42.1 
157 -14.65 52.9 0.4 1.3 7.1 0.0 38.3 
156 -14.74 46.7 1.0 3.0 1.4 0.5 47.4 
155 -14.89 63.1 4.1 1.1 7.8 0.1 23.9 
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  MO Composition, % 
MO# E, eV Rh µ-H CO P4 
160 -6.17 16.9 5.2 70.1 7.7 
159 -6.23 22.7 13.8 47.8 15.6 
158 -6.36 7.7 0.7 85.5 6.1 
157 -6.48 16.4 1.6 74.7 7.3 
156 -6.64 13.8 0.1 82.5 3.5 
155 -6.71 20.4 0 72.6 7.1 
154 -6.87 21.5 2.1 69.1 7.3 
153 -6.90 14.7 4.2 75.5 5.7 
152 -7.19 37.9 0.4 30 31.7 
151 -8.00 49.9 0 13 37.1 
occupied - unoccupied orbital gap 
150 -11.37 61.6 0.5 11.9 26 
149 -13.03 55.4 15.2 13.1 16.3 
148 -13.31 82.4 0.1 6 11.4 
147 -13.73 56.2 4.5 8.4 30.9 
146 -14.14 43.6 6.8 5.6 44.1 
145 -14.26 62 0.3 13 24.7 
144 -14.38 64.3 0.2 13.1 22.4 
143 -14.62 50.8 -0.4 9.7 39.9 
142 -14.70 47.2 0.1 3.7 49 
141 -14.73 38 0.2 8.6 53.3 
140 -14.77 65.6 0.1 7.7 26.7 
132 -16.13 29.9 18.1 7.3 44.7 
131 -16.38 31.4 13.3 6 49.3 
130 -16.47 21.1 8.6 4.4 65.9 
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  MO Composition, % 
MO# E, eV Rh CO  H Alkene P4 
165 -5.50 14.5 7.2 2.3 67.9 8.0 
164 -5.88 10.4 71.5 8.9 0.5 8.7 
163 -6.01 24.2 50.2 11.0 0.6 14.0 
162 -6.21 9.4 80.5 1.4 0.9 7.7 
161 -6.33 22.9 59.4 0.5 5.9 11.3 
160 -6.46 15.6 75.6 1.2 1.8 5.8 
159 -6.66 12.3 76.7 5.0 0.5 5.6 
158 -6.77 26.3 57.5 2.6 2.4 11.1 
157 -7.04 39.4 25.0 1.0 5.7 28.8 
156 -7.79 51.1 11.9 0.2 2.8 33.9 
occupied - unoccupied orbital gap 
155 -11.14 58.6 7.5 0.7 8.9 24.3 
154 -12.66 46.3 7.0 14.6 16.7 15.4 
153 -12.97 83.1 3.6 0.2 2.4 10.6 
152 -13.28 39.8 5.2 7.1 23.5 24.4 
151 -13.70 57.1 6.1 1.7 14.4 20.7 
150 -13.73 71.9 9.2 0.3 2.5 16.1 
149 -14.12 62.4 11.7 0.2 2.5 23.2 
148 -14.24 44.2 2.6 1.3 17.5 34.4 
147 -14.33 48.5 9.9 0.0 2.3 39.3 
146 -14.44 53.9 7.6 0.0 0.5 38.0 
145 -14.51 34.5 9.3 -0.1 0.3 56.0 
144 -14.54 52.0 2.3 0.4 4.4 40.9 
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  MO Compositions, % 
MO# E, eV Rh µ-CO CO P4 
167 -5.9 18.1 43.3 30.1 8.5 
166 -5.97 7.2 3.6 83.9 5.3 
165 -6.04 9.9 9.2 77.3 3.5 
164 -6.59 18.8 10.1 58.4 12.6 
163 -6.63 13.7 29.1 46.7 10.5 
162 -6.67 16 17.9 60.3 5.9 
161 -6.78 15 57.7 18.4 8.8 
160 -6.81 14.1 58.2 18.1 9.5 
159 -7.05 34.7 8.1 33.3 23.9 
158 -7.8 43 17.6 9.7 29.8 
157 -8.46 35 26 19.4 19.6 
occupied - unoccupied orbital gap 
156 -11.71 71.6 13.6 5.3 9.5 
155 -12.41 63.5 10.4 2.7 23.4 
154 -13.25 77.1 15.9 0.4 6.5 
153 -13.28 73 1 9.8 16.2 
152 -13.73 79.6 1.4 8.2 10.8 
151 -14.07 78.3 8.5 0.5 12.7 
150 -14.12 59.8 6.9 6.5 26.8 
149 -14.37 46.2 7.6 6.2 40 
148 -14.43 45.3 6.8 2.1 45.8 
147 -14.52 35.6 2.7 8 53.7 
146 -14.65 45.4 4.8 3.1 46.7 
145 -14.71 33.5 0.7 7.7 58.1 
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A
Vibrational Analysis for Calculated Species 
 Frequencies  
    13.0677                19.8657                23.4169 
    30.0661                38.8316                44.0885 
    47.5263                51.9426                64.0685 
    65.9822                72.1770                77.4202 
    85.5554                89.6155               101.7928 
   121.7662               135.1914               146.1783 
   149.9534               153.7427               162.0305 
   165.7955               168.0706               173.5548 
   177.4895               182.9698               187.5523 
   192.4193               195.8359               198.0299 
   203.2345               207.8523               209.7520 
   213.3677               222.2075               243.4807 
   250.2994               252.8922               255.7096 
   265.3821               298.0814               309.7230 
   311.1973               333.5283               337.1093 
   342.6654               350.4310               365.5279 
   371.1686               384.1943               394.8411 
   403.6868               412.9183               424.8690 
   455.1124               459.3655               476.2647 
   494.9582               597.2677               641.1635 
   645.7955               654.3659               666.6900 
   717.2782               723.7690               725.3717 
   728.0189               742.1040               751.4603 
   754.3535               759.7326               768.3584 
   792.9793               798.5888               815.3934 
   821.0098               847.6470               855.4998 
   879.2054               880.6706               906.7058 
   915.4834               928.8512               931.4268 
   938.5379               946.2896               966.7679 
   971.2902               990.2484               992.8161 
  1012.2548              1013.6374              1121.2392 
  1128.7873              1148.9791              1184.5595 
  1189.1777              1231.7758              1296.8530 
  1305.2970              1326.4445              1331.8490 
  1364.8120              1366.1997              1373.3272 
  1376.5878              1381.9187              1383.5233 
  1454.8644              1473.9144              1474.6278 
  1477.1834              1480.2513              1481.2114 
  1483.0884              1487.1430              1488.0727 
  1489.5139              1489.9619              1491.3362 
  1492.3529              1496.4563              1497.3693 
  1498.1947              1500.4261              1994.0278 
  2144.7486              2172.7861              2194.0744 
  2208.3944              2232.8335              3052.6933 
  3059.2565              3060.1297              3061.9177 
  3062.4352              3064.0592              3064.2188 
  3064.9387              3067.9548              3068.8197 
  3070.8436              3103.4553              3104.6060 
  3111.7439              3112.2970              3123.7078 
  3139.7368              3142.2928              3144.6017 
  3145.1569              3146.5374              3151.2970 
  3152.4871              3152.6910              3155.5019 
  3155.8669              3159.9134              3160.2368 
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    28.3937                38.6454                54.5299 
    57.4793                60.3831                66.4722 
    71.5312                74.8978                81.0890 
    82.7276                88.6981                99.1624 
   116.2234               124.1577               135.1884 
   145.1415               152.6844               162.7965 
   166.5643               171.3211               184.8604 
   186.2509               192.2023               194.2096 
   198.6746               199.8698               205.4648 
   208.3020               217.8049               220.4906 
   224.0410               230.8094               243.3129 
   247.1366               255.8020               259.0357 
   288.5948               289.5431               292.9314 
   309.7025               316.5577               322.1221 
   332.7446               335.1534               345.8324 
   352.0857               365.8702               373.8107 
   376.3949               377.7110               419.7220 
   428.7059               449.5267               463.2220 
   466.6653               515.4095               558.6851 
   622.2364               638.9086               646.0323 
   652.3865               685.1628               692.8669 
   720.8577               723.9664               729.6747 
   739.6032               747.5544               749.9458 
   756.0555               762.3350               775.0226 
   785.4044               813.7359               817.9153 
   846.7055               855.3502               872.2697 
   882.5902               906.7345               914.5117 
   924.6965               930.6887               940.9295 
   945.8579               964.8158               968.6865 
   989.3150               995.3448              1011.8156 
  1013.1921              1088.2334              1117.3298 
  1126.7836              1136.0668              1184.0560 
  1186.6066              1210.1521              1300.7689 
  1305.1223              1327.8453              1333.3481 
  1364.4821              1365.1304              1374.3218 
  1374.7551              1381.2545              1381.4994 
  1441.3439              1474.9314              1475.2152 
  1476.6803              1479.6868              1481.7814 
  1484.3177              1486.7823              1487.1145 
  1489.0800              1490.5217              1491.2773 
  1492.6123              1493.1577              1495.7819 
  1496.2187              1499.1747              1513.6415 
  1959.2675              1965.6323              2186.7613 
  2198.5028              2218.6452              3055.5932 
  3060.9113              3061.6593              3062.7231 
  3063.3540              3064.8929              3065.5875 
  3065.6429              3067.7512              3068.7285 
  3070.6068              3108.2588              3110.1117 
  3112.4946              3117.1309              3123.4196 
  3141.6565              3142.7327              3142.9389 
  3143.8130              3147.5040              3148.3678 
  3149.2886              3150.5551              3153.1583 
  3153.4874              3154.8750              3165.7745 
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    29.2193                32.0497                48.8975 
    56.3518                62.8559                73.1161 
    85.5420                90.7905               106.7243 
   122.1665               128.2115               142.6359 
   149.3920               151.5554               155.6859 
   170.5920               180.9936               186.7155 
   189.6275               191.3763               195.0630 
   198.0179               202.0003               206.1243 
   209.2207               211.7493               215.4112 
   227.0832               238.8762               251.7811 
   255.4493               256.3272               284.9465 
   288.7707               307.3252               312.2918 
   328.3874               340.7955               344.0258 
   354.4137               406.2078               422.0753 
   427.2171               446.5870               455.4480 
   469.9498               523.6129               619.3216 
   637.6924               646.8684               650.1875 
   658.6446               685.0811               704.2372 
   714.3864               720.5539               724.2185 
   729.2728               743.0437               753.2786 
   761.8610               767.8796               782.8471 
   810.9232               817.6939               845.0031 
   851.9436               873.2724               879.0006 
   902.4150               911.5641               922.9260 
   931.0669               939.7350               945.2520 
   957.3713               964.4582               971.0845 
   991.1467               993.8446              1009.5006 
  1012.8508              1114.7891              1125.3119 
  1132.8825              1184.8976              1187.5205 
  1208.9569              1299.8291              1304.3662 
  1325.5380              1330.8733              1364.6114 
  1365.6641              1372.9528              1373.5314 
  1381.6641              1382.0239              1441.4548 
  1473.3400              1473.9223              1476.4254 
  1479.2837              1480.9608              1483.0584 
  1485.5151              1486.6706              1488.5989 
  1489.8584              1490.6196              1491.0889 
  1492.0129              1495.7743              1496.3982 
  1497.9335              1633.2596              1942.4229 
  1977.3291              2206.7968              3056.3370 
  3059.6854              3061.4469              3061.7547 
  3061.8480              3062.6477              3063.7948 
  3064.2905              3065.6532              3070.1161 
  3071.3861              3105.1556              3110.1013 
  3113.6102              3114.3195              3123.5666 
  3143.4030              3143.4628              3143.8287 
  3144.2456              3147.1650              3147.5966 
  3148.8119              3152.8229              3153.0166 
  3153.1995              3154.8194              3158.1731 
 
  143 
 






    19.4876                31.3307                33.7540 
    41.4127                45.5143                51.0913 
    54.6607                64.4579                67.0382 
    73.0725                77.4644                78.4920 
    87.5291                89.8431                96.6895 
   101.4477               109.5800               115.6518 
   125.4725               136.7441               152.7190 
   153.0605               155.6006               167.7562 
   180.1037               182.7322               186.0673 
   188.2425               190.2839               195.2001 
   197.4902               197.7548               202.1669 
   210.9270               215.9467               219.4025 
   229.9317               238.8098               253.3700 
   258.0363               261.9994               272.5187 
   289.0897               290.3954               294.8026 
   311.5383               315.5300               319.7705 
   328.8933               337.8068               341.1611 
   341.6820               362.5609               367.1311 
   394.4677               399.2728               413.9813 
   431.5162               454.7014               463.0040 
   469.9287               474.1006               627.7370 
   640.1219               649.5553               660.1405 
   688.4600               720.8506               721.6475 
   727.2788               742.8820               751.7865 
   755.3277               769.3863               789.6859 
   816.9744               819.9599               848.2667 
   854.9575               876.5983               879.1081 
   906.4650               915.6096               925.3416 
   934.4564               941.9127               946.8857 
   964.7154               970.5372               990.3678 
   993.7148              1007.7507              1013.0057 
  1115.8739              1124.7956              1126.9277 
  1182.5638              1184.1020              1211.4873 
  1298.4034              1300.6341              1325.5749 
  1328.5148              1364.6820              1365.0348 
  1371.0218              1374.1774              1381.2721 
  1382.1781              1440.6645              1473.6302 
  1474.0355              1475.7766              1479.2354 
  1480.7140              1482.3040              1486.0042 
  1487.5415              1489.6857              1490.1457 
  1491.3150              1492.5689              1493.3149 
  1493.9005              1498.4600              1499.2109 
  2034.8225              2041.2645              2177.3773 
  2192.9970              2219.6574              3055.2076 
  3063.2135              3064.1529              3064.2102 
  3064.3959              3066.3696              3066.5852 
  3067.9268              3068.5165              3069.1859 
  3075.0450              3109.0302              3109.9044 
  3114.5181              3119.0632              3125.5513 
  3143.4043              3144.8559              3145.3598 
  3146.6721              3148.6562              3149.6911 
  3155.6606              3156.4249              3158.0007 
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   29.6982                37.9267                56.4808 
  65.1990                66.7856                74.1448 
  93.1582               102.8742               122.9680 
 127.0032               138.4517               144.8435 
 151.0806               156.6059               167.5331 
 178.1669               180.1675               183.0377 
 187.0901               190.6077               193.5829 
 196.7455               202.2029               206.3289 
 207.2219               213.9945               220.3258 
 226.0895               231.4853               250.8360 
 253.7402               254.7018               279.5880 
 287.5305               303.5288               311.3070 
 329.3595               334.7190               341.3700 
 385.4499               408.6740               415.6257 
 435.9347               445.2884               449.8449 
 463.5860               570.0268               615.0119 
 624.6546               639.1949               643.9129 
 647.4135               653.9755               682.7281 
 714.7349               723.5742               723.9716 
 733.5598               741.5034               747.8777 
 754.9835               762.0682               764.2862 
 781.0983               812.2287               818.5656 
 844.6944               852.7677               877.0432 
 877.9041               906.7580               915.2057 
 923.0170               930.9121               940.5431 
 948.8688               963.5805               968.5804 
 992.4183               994.1110              1006.9862 
1013.6487              1113.0945              1126.6807 
1132.8150              1183.4263              1187.2929 
1206.5840              1299.7200              1304.6485 
1327.1893              1331.5085              1365.3740 
1365.7229              1373.4155              1374.6392 
1382.1672              1382.4726              1439.7619 
1472.4188              1472.6917              1476.7002 
1478.8616              1480.0210              1482.3337 
1485.9819              1486.5857              1487.7908 
1488.3050              1488.4272              1490.4284 
1491.3461              1494.2294              1495.9985 
1496.2537              1949.6102              1957.2394 
2003.8982              2032.6754              3054.4266 
3058.8220              3061.6251              3062.9267 
3063.0962              3063.2812              3065.2055 
3065.6285              3065.7108              3066.9802 
3069.0761              3104.5729              3107.9846 
3110.6859              3114.9587              3119.5641 
3143.2671              3145.3470              3145.4928 
3146.1689              3148.7348              3149.2019 
3150.0923              3150.5409              3154.2985 
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    30.2268                48.1879                51.9209 
    54.0546                68.0129                72.5549 
    73.7615                76.8793                82.1393 
    85.0594               101.4008               115.1089 
   122.3627               138.5856               148.9230 
   152.8599               162.0938               172.9430 
   180.3526               180.5466               182.5870 
   184.1585               188.0846               193.6549 
   196.3473               200.4815               203.1818 
   212.8091               214.1863               217.7252 
   227.8586               229.8110               232.6076 
   255.1530               257.0458               261.7010 
   282.4971               288.9803               306.5089 
   311.3275               315.4172               329.0955 
   333.2309               338.2803               342.5439 
   366.0576               368.8730               379.3175 
   379.5885               418.9568               421.4725 
   446.2217               449.0328               484.7724 
   493.0220               514.2128               543.8596  
   617.1876               631.4467               642.3042 
   652.6046               660.8721               662.8407 
   683.0995               716.8852               725.6268 
   727.7000               740.3999               751.8445 
   757.5631               760.3760               765.3871 
   768.0093               784.9329               815.4807 
   817.3062               849.1099               855.9162 
   879.2265               881.7809               908.1740 
   917.0081               923.7785               932.3544 
   941.4798               948.6402               963.5127 
   968.0647               993.7484               995.5066 
  1008.1392              1012.9313              1115.9814 
  1130.5445              1132.6496              1184.2171 
  1185.9280              1207.8839              1302.3179 
  1304.8397              1329.9583              1331.5654 
  1365.0994              1365.5555              1373.7584 
  1374.3200              1382.2265              1382.7470 
  1440.0966              1473.5345              1474.6044 
  1478.3638              1480.6675              1481.5470 
  1483.3890              1486.4838              1486.6084 
  1487.3312              1490.4731              1490.6634 
  1492.8763              1492.9604              1494.8848 
  1497.8890              1498.6067              1970.1370 
  1980.8322              1984.2956              2018.5101 
  2200.8226              2207.1551              3055.7982 
  3062.4149              3063.3616              3063.5771 
  3064.2940              3064.8471              3065.9615 
  3067.7896              3068.0828              3069.3403 
  3069.7196              3107.0340              3109.6906 
  3112.3003              3115.6660              3121.3464 
  3143.9809              3145.0732              3145.2822 
  3145.4960              3147.8267              3148.1124 
  3150.2259              3153.7382              3154.9862 
  3157.6798              3167.4744              3174.9683 
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    22.8717                47.2260                49.0796 
    55.2510                66.9832                69.0757 
    76.8244                83.6126                91.8782 
   100.3540               108.1797               113.5015 
   125.9430               142.1872               148.3499 
   151.0105               154.6095               164.5012 
   166.5024               171.2623               179.5952 
   181.1430               182.3474               190.2506 
   190.9435               197.7028               199.3375 
   201.6337               206.4720               215.0074 
   216.3750               219.8325               225.9713 
   230.1432               235.1420               242.8879 
   252.3086               256.2190               263.2293 
   266.7066               282.3938               292.9147 
   306.5161               312.0273               320.4095 
   329.5894               336.2075               343.9014 
   361.5402               368.2962               373.1909 
   382.1119               407.7804               431.6003 
   443.2918               449.6016               458.1476 
   479.8265               503.4755               560.6215 
   617.4071               631.7571               642.6707 
   653.6580               656.2051               661.5798 
   682.7326               694.1535               716.4486 
   722.0588               726.6197               739.2936 
   746.7856               755.2818               759.7582 
   764.6882               768.3155               784.3775 
   815.1244               819.0246               847.1587 
   855.4343               875.6178               881.2492 
   904.7657               913.6352               916.3574 
   922.5288               930.6334               940.7850 
   946.0448               953.9269               963.2072 
   966.2311               967.3367               991.6042 
   995.0931              1009.7352              1011.8858 
  1034.9694              1079.8439              1115.6929 
  1126.5731              1131.1933              1182.5486 
  1184.1453              1207.6662              1219.3138 
  1301.0350              1303.4554              1317.6783 
  1328.6372              1330.7319              1364.6819 
  1365.3126              1372.6713              1373.7377 
  1381.3922              1382.8600              1436.0142 
  1440.3453              1458.8603              1475.3972 
  1475.7724              1479.1760              1481.4957 
  1482.6729              1484.8002              1487.0723 
  1487.7224              1488.1257              1490.8669 
  1492.4516              1493.2716              1494.1057 
  1495.4191              1498.6736              1500.1947 
  1506.2162              1518.8320              1613.1537 
  1947.3023              1966.5075              1974.2600 
  2002.3032              2200.4245              3054.2692 
  3056.0012              3061.7559              3063.4110 
  3063.7703              3064.0228              3065.2254 
  3065.6935              3065.9272              3067.2847 
  3068.2248              3071.5873              3106.6008 
  3109.6286              3110.1563              3115.0045 
  3118.3355              3122.1740              3142.4358 
  3144.0976              3144.7593              3144.9946 
  3147.3633              3148.6000              3151.0362 
  3152.2011              3154.2826              3159.8567 
  3167.4852              3169.6913              3178.8686 
  3183.5876              3194.5605              3271.3279 
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    27.4486                30.3603                50.6381 
    51.9608                63.1962                67.0719 
    69.8090                81.7684                87.1031 
    89.5142               104.1328               107.6157 
   113.1345               125.0139               131.5142 
   139.6329               149.1521               150.8698 
   160.9927               170.7251               175.1224 
   180.2221               181.8118               187.6337 
   190.9181               192.2528               195.3584 
   196.5186               203.5866               211.2664 
   215.2577               218.2716               223.4469 
   225.7586               229.2384               238.3407 
   252.5126               254.3610               258.4224 
   269.5972               285.4590               291.2860 
   306.2250               311.8189               322.4131 
   329.3389               332.8214               340.0111 
   343.0214               376.6760               381.9426 
   383.1111               416.0036               445.0419 
   452.6407               459.7724               481.0842 
   496.2411               522.6240               581.3114 
   619.7062               635.9681               643.8282 
   654.5519               661.1235               683.9099 
   715.1510               719.7868               727.6034 
   735.5324               740.1602               749.2812 
   756.8788               759.8804               764.8114 
   785.2231               803.2318               815.5060 
   819.4976               846.3192               855.9232 
   871.5412               882.5695               905.4007 
   908.8498               915.4614               922.8562 
   931.0391               940.4324               945.2656 
   963.1488               966.1289               969.4298 
   990.1728               995.2291              1008.5216 
  1011.7438              1029.8875              1060.5974 
  1113.5805              1127.9053              1130.6012 
  1136.2594              1183.3463              1184.9069 
  1200.5834              1205.3969              1302.3509 
  1303.6097              1317.5899              1328.6976 
  1330.7571              1363.3221              1364.6093 
  1365.8675              1372.3435              1373.9783 
  1381.5694              1382.6351              1435.0677 
  1439.9143              1474.8730              1475.0536 
  1477.6343              1478.9243              1481.4887 
  1482.1359              1483.8348              1486.8652 
  1487.3708              1487.9221              1490.7908 
  1491.3444              1492.4126              1493.2536 
  1495.3264              1498.2106              1498.8930 
  1513.0471              1522.9463              1525.0917 
  1968.3631              1969.9816              2006.8013 
  2203.8154              2716.5169              3055.0493 
  3060.7354              3061.9730              3062.8414 
  3063.8920              3064.2397              3064.3611 
  3065.5723              3067.5828              3069.0973 
  3069.4454              3069.9198              3102.6624 
  3106.2490              3108.6542              3110.2401 
  3114.8900              3119.4795              3128.2085 
  3142.6059              3143.6971              3144.6127 
  3145.0257              3145.4144              3147.1002 
  3147.4799              3149.1933              3150.2024 
  3150.7983              3155.2034              3157.4968 
  3166.5879              3168.3072              3202.7932 
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D
 Frequencies 
   19.8144                23.9452                32.0518 
   47.6819                53.0330                55.6241 
   61.1657                67.0451                69.3020 
   73.0136                76.2411                79.4647 
   82.9210                89.3881               102.3256 
  107.5827               113.4556               120.0096 
  132.3320               137.2621               146.2952 
  153.5384               164.0144               170.5457 
  171.8008               179.1102               181.4844 
  183.2471               188.8225               192.4959 
  196.9579               201.1059               205.1906 
  208.3795               214.4911               216.0249 
  219.4929               223.4457               227.9727 
  232.7641               242.0123               252.1554 
  254.6564               260.0377               279.7851 
  290.6827               297.7582               304.0418 
  311.4891               316.3285               325.0725 
  326.7464               337.5657               340.7687 
  355.9957               359.0436               364.5144 
  375.0340               387.3147               404.9262 
  419.7417               446.2502               450.5168 
  465.6181               475.5281               497.1845 
  498.8543               542.2070               620.7013 
  636.5892               643.8622               654.3607 
  679.4820               687.0617               693.2609 
  715.3205               722.6845               727.7405 
  738.7661               741.7894               750.9991 
  756.2702               760.6719               765.0961 
  785.5990               815.7137               819.7453 
  847.3564               855.4276               874.3043 
  877.5222               881.3906               884.6378 
  906.7569               915.5773               922.7876 
  931.2725               941.0334               947.6216 
  952.1428               963.6151               968.8720 
  993.9867               995.3373              1008.8622 
 1012.8288              1043.3455              1107.6686 
 1109.2817              1118.5093              1127.4608 
 1129.0822              1182.0429              1183.9417 
 1204.1856              1251.4236              1302.5678 
 1302.9165              1303.0403              1328.9400 
 1329.6850              1331.4387              1359.4534 
 1365.2424              1373.0179              1373.6133 
 1376.7479              1381.7152              1387.1139 
 1438.9169              1446.0225              1464.1463 
 1473.4719              1474.7220              1478.9882 
 1481.9005              1484.1805              1486.7076 
 1486.9476              1487.7010              1488.6883 
 1491.0350              1491.9541              1492.6929 
 1493.2465              1497.9384              1499.7680 
 1502.1562              1517.2463              1527.6747 
 1532.9238              1852.5505              1966.8652 
 1987.3583              2013.0133              2180.5145 
 2196.0520              3045.6128              3051.2987 
 3053.7688              3060.5146              3061.5774 
 3062.6022              3064.0201              3064.6562 
 3066.1374              3067.3059              3067.9574 
 3068.7970              3071.7480              3074.0954 
 3077.7658              3102.7824              3106.2672 
 3107.8736              3108.8927              3115.2227 
 3117.4459              3124.9644              3137.9582 
 3142.9167              3144.5130              3144.5612 
 3147.0909              3147.4715              3148.3935 
 3153.3120              3155.7750              3157.3311 
 3165.8864              3168.2629              3180.8968 
 
  149 
 







   20.3905                39.7417                47.4346 
   49.4643                62.7156                66.1771 
   70.2174                76.6117                77.2997 
   84.8083                90.6936               100.9247 
  105.3893               112.5456               135.4465 
  141.5166               150.7681               153.0337 
  162.1186               178.6148               180.6962 
  181.9004               187.8627               188.1631 
  194.0307               195.5978               198.4072 
  199.6666               208.5164               213.1806 
  216.4661               230.3043               237.9860 
  252.7366               257.5796               262.3588 
  267.3402               286.0216               289.5768 
  294.8324               310.7250               314.5603 
  318.1978               327.8931               336.0819 
  339.6776               341.8278               363.2044 
  366.2560               393.8174               398.3643 
  410.2262               420.1375               455.7175 
  461.5229               469.8388               475.1661 
  628.4424               640.2398               649.8086 
  660.1259               688.4814               719.7194 
  721.6783               727.1122               742.6205 
  751.7061               756.4357               768.8357 
  788.3974               816.3861               819.8709 
  847.9524               854.2143               876.5891 
  879.5465               906.0430               914.8342 
  924.6278               933.4748               941.0317 
  946.5245               964.5715               970.7546 
  990.5917               993.2104              1007.9828 
 1012.8038              1115.3739              1125.1396 
 1127.0628              1182.9281              1184.3220 
 1210.6923              1298.5863              1300.5544 
 1325.9507              1328.3984              1365.0718 
 1365.9107              1373.7149              1374.4363 
 1382.2598              1382.4026              1440.0594 
 1473.2990              1474.3622              1476.3336 
 1478.9995              1480.0643              1482.1544 
 1485.9627              1487.7215              1489.0487 
 1489.6299              1490.0646              1491.5792 
 1493.5492              1493.9465              1497.8898 
 1498.5875              2045.5996              2056.3975 
 2176.9983              2193.3793              3055.2196 
 3063.4520              3063.9642              3064.0871 
 3064.2524              3064.3408              3066.2169 
 3067.5392              3068.2950              3068.9016 
 3074.9343              3109.1015              3110.0735 
 3114.5303              3119.2693              3125.5939 
 3144.3778              3145.2878              3145.6377 
 3146.5953              3146.7281              3148.2620 
 3153.9670              3154.9533              3155.8660 
 3156.8044              3164.0750              3167.1552 
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   6.4275                12.4783                22.0192 
  25.8700                29.5140                40.7873 
  51.7782                58.9698                62.3730 
  69.0608                75.3771                82.5898 
  85.4606                94.3765               110.8928 
 122.1518               140.9069               142.7746 
 156.2153               161.9323               172.4063 
 177.8994               182.3709               187.8386 
 190.7933               191.1244               195.0170 
 204.8730               206.3184               209.2398 
 230.8758               236.9027               245.1421 
 249.7700               255.2496               258.5794 
 270.2240               300.9041               306.0953 
 310.3540               324.6228               329.8352 
 350.2532               353.5525               366.8957 
 377.2359               384.2197               386.6745 
 388.5165               401.3196               408.0427 
 422.0556               427.3413               466.8283 
 470.2149               511.1267               512.9220 
 596.8983               643.2180               647.9728 
 657.6785               677.8473               709.2960 
 722.9804               724.3865               740.1344 
 756.1557               756.6096               775.8628 
 794.6775               818.3420               819.8704 
 848.9199               853.8475               878.3529 
 878.9720               907.0470               922.0910 
 929.3148               931.7154               933.1000 
 951.1907               964.3198               967.0159 
 991.3429               992.4598              1014.8317 
1015.4393              1115.0151              1123.0951 
1165.6965              1182.6718              1189.6422 
1232.4965              1298.7825              1300.4469 
1325.7049              1328.4384              1366.7484 
1366.9904              1373.4508              1380.3837 
1383.3108              1383.4811              1453.9336 
1476.1880              1476.5244              1478.0078 
1481.0520              1482.5996              1486.7598 
1488.3966              1489.9290              1491.7827 
1492.3616              1494.4894              1495.8410 
1496.5629              1498.1852              1498.8981 
1499.3387              2154.7678              2167.4138 
2196.9402              2202.4610              3048.7497 
3052.2414              3062.1917              3063.4505 
3063.5981              3063.6997              3064.1981 
3065.7109              3065.9524              3070.0832 
3071.8642              3107.0286              3108.1178 
3110.8612              3117.3173              3129.7347 
3144.1916              3145.4253              3145.8111 
3146.0416              3146.3400              3147.8072 
3152.5564              3152.8634              3153.1746 
3154.5730              3156.1061              3161.4391 
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Figure A.2a  Molecular orbital of the proposed active catalyst, 2. 
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Figure A.2b  Molecular orbital of the proposed active catalyst, 2. 
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Appendix B:  Supplementary Data for Rh-Catalyzed 




Figure B.1  Calculated bond distances for selected optimized geometries proposed in 
the catalytic cycle for hydrocarboxylation 
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Bond Distances      
Rh1-C1 1.991 1.993 2.097 2.005 
Rh1-C3 2.071 2.253 2.070 2.019 2.047
Rh1-C4 2.319 2.094 2.182 2.256 2.187
Rh1-P1 2.388 2.391 2.447 2.422 2.390
Rh1-P2 2.368 2.370 2.412 2.426 2.390
Rh1-Rh2 3.031 3.025 2.916 3.084 2.834
Rh2-C2 1.988 1.987 2.035 2.034 2.020
Rh2-C3 2.311 2.074 2.277 2.547 2.267
Rh2-C4 2.067 2.257 2.084 2.013 2.130
Rh2-P3 2.385 2.387 2.395 2.416 2.377
Rh2-P4 2.375 2.374 2.393 2.375 2.360
Rh1-O1 3.145 2.052 2.108 2.013
Rh1-O2  2.040
Bond Angles  
C1 - Rh1 - C3 94.9 94.9 88.1 167.8 
C1 - Rh1 - C4 94.5 94.6 99.6 86.1 
C1 - Rh1 - P1 90.8 91.2 92.1 90.7 
C1 - Rh1 - P2 164.9 165.1 171.2 94.7 
C1 - Rh1 - Rh2 102.3 102.3 96.2 126.1 
C2 - Rh2 - C3 93.7 93.7 97.1 104.1 92.9
C2 - Rh2 - C4 95.3 96.5 94.3 93.6 92.0
C2 - Rh2 - Rh1 102.1 102.9 98.4 103.8 93.9
P1 - Rh1 - C3 100.3 100.0 90.6 89.2 90.1
P1 - Rh1 - P2 83.0 83.1 83.8 84.6 84.5
P1 - Rh1 - Rh2 141.3 141.1 140.1 141.2 141.3
P2 - C5 - P3 115.5 115.3 116.2 116.3 113.6
P2 - Rh1 - C3 99.8 99.6 99.4 97.4 100.4
P2 - Rh1 - C4 88.7 88.4 83.7 86.2 84.1
P2 - Rh1 - Rh2 91.1 90.6 91.7 90.4 92.9
P3 - Rh2 - C3 89.6 88.8 87.7 84.4 88.7
P3 - Rh2 - C4 97.6 98.9 95.2 96.6 94.6
P3 - Rh2 - C2 166.5 164.4 169.1 167.0 173.0
P3 - Rh2 - Rh1 90.0 90.2 91.8 89.0 92.1
P4 - Rh2 - C3 166.1 167.6 155.8 161.4 155.7
P4 - Rh2 - C4 100.5 99.5 109.6 107.1 107.9
P4 - Rh2 - C2 90.9 91.2 89.4 86.6 92.4
P4 - Rh2 - P3 83.5 83.6 82.4 82.7 83.3
P4 - Rh2 - Rh1 141.8 141.3 156.8 151.8 157.0
C1 - Rh1 - O1 78.1 91.2 81.0 
P1 - Rh1 - O1 82.3 81.2 76.9 85.3
P2 - Rh1 - O1 87.5 80.8 160.9 97.5
O1 - Rh1 - C3 1727.0 171.7 87.1 161.0
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Table B.1 continued. 
O1 – Rh1 - Rh1 135.9 137.3 107.2 133.1
P1 – Rh1 - C4 167.1 166.5 169.9 165.7
O2 – Rh1 - P1  96.3
O2 - Rh1 - P2  165.4
O2 - Rh1 - Rh2  95.4
O2 - Rh1 - C3  94.1
O2 - Rh1 - C4  92.6
O2 - Rh1 - O1  68.1
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Figure B.2a  Molecular orbital of the open-mode isomer of 4. 
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Figure B.2b Molecular orbital of the open-mode isomer of 4. 
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  MO Contributions, % 
  Rh 2 Rh 6 µ-CO CO P4 
MO# E, eV Total s p d Total s p d       
160 -5.37 11.3 39.5 37.5 23.2 8.3 16.4 5.5 28.1 5.8 13.1 61.6
159 -5.87 7.9 22.5 29.8 48.0 8 25.7 30.2 44.1 25.4 51.6 7
158 -5.94 9.3 36.0 26.8 37.2 9.6 37.7 27.9 34.3 46 25.3 9.8
157 -6.59 10.6 22.4 31.3 46.3 10.8 25.8 29.1 45.1 10.4 54.5 13.7
156 -6.64 6.5 7.2 51.7 41.1 4.7 15.6 44.1 40.3 22.6 57.5 8.7
155 -6.67 7.7 22.7 31.0 46.2 8.2 15.4 41.5 43.1 15.9 60.4 7.8
154 -6.81 6.7 14.2 42.0 43.8 11.3 9.3 32.0 58.7 53.4 22.5 6.1
153 -6.83 7.7 16.7 21.9 61.4 3 21.7 45.5 32.8 72.1 6 11.2
152 -7.08 18 5.4 27.5 67.1 17.9 4.6 26.5 68.9 8.5 30.5 25.1
151 -7.77 21.6 16.8 27.2 56.0 21.8 16.5 27.4 56.1 16.9 8.9 30.9
150 -8.5 17.4 5.4 51.8 47.8 17.7 7.2 49.7 43.1 28.4 16.5 20
occupied - unoccupied gap  = 3.3eV 
149 -11.81 38.8 17.2 21.8 61.0 36.5 17.4 21.2 61.4 12.2 3.1 9.4
148 -12.44 33.6 17.5 21.4 61.1 34 16.0 21.1 62.9 8.5 1.3 22.6
147 -13.25 38.3 10.8 10.9 78.3 34.7 11.7 9.4 78.8 10.4 2.3 14.3
146 -13.27 41.1 6.4 11.5 82.1 35 7.2 10.4 82.3 7.7 7.8 8.4
145 -13.72 33.7 3.8 22.5 73.6 44.8 5.2 18.6 76.2 1.4 8.3 11.9
144 -14.13 42.8 4.6 7.0 88.4 35.4 2.5 9.3 88.2 8.6 1.3 11.9
143 -14.16 29.5 10.5 17.4 72.1 32.4 8.8 12.6 78.6 7.3 5.6 25.3
142 -14.41 22.3 10.4 23.9 65.7 27.3 10.1 24.6 64.4 7.7 6.6 36
141 -14.44 20.5 17.5 20.2 62.3 22.6 16.2 20.8 63.0 6.3 1.3 49.3
140 -14.56 16.5 3.2 27.3 69.6 18.6 4.5 29.4 66.1 4.3 6.1 54.5
139 -14.69 30.1 10.8 16 73.2 20.8 9.3 25.4 75.3 3.1 4.1 42
138 -14.72 11.2 18.8 24.9 56.3 15 17.8 21.5 60.7 0.4 8.1 65.3
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Table B.3  Molecular orbital compositions for optimized geometry of 4. 
 
  MO Compositions, % 
  Rh1  Rh2  
MO# E, eV Total s p d 
 





160 -5.5 9.6 24.0 28.1 47.9 6.6 20.4 41.3 38.3 6.6 7 70.2
159 -5.77 7.7 91.0 3.8 87.1 0.1 15.6 46.5 38.0 88.6 0.4 3.2
158 -6.04 0.2 15.8 27.6 56.6 9.5 8.5 17.4 74.2 0.5 85.7 4
157 -6.12 6.3 4.9 38.1 56.9 0.3 14.6 31.3 54.1 82.7 0.8 9.8
156 -6.22 16.1 7.8 32.9 59.4 0.3 12.3 26.4 61.4 78.6 1.4 3.5
155 -6.37 0.8 17.4 25.4 57.3 5.8 1.1 41.2 57.7 1 82.7 9.7
154 -6.5 0.3 16.5 35.4 48.1 16.1 2.8 27.1 70.1 0.3 79.4 3.9
153 -6.78 45.4 3.3 26.3 70.4 1.4 15.6 23.2 61.2 15 0.6 37.6
152 -7.02 1.4 6.2 24.3 69.5 44.2 2.7 26.3 71.0 1 17.3 36.2
151 -7.62 30.5 4.8 70.1 25.2 2.6 7.2 57.7 35.1 44 4.6 18.4
150 -7.89 2.8 13.2 55.8 31.1 31.7 5.4 66.3 28.3 2.8 43.7 18.9
occupied - unoccupied gap = 4.02 
149 -11.91 96.9 23.6 8.3 68.1 0 31.2 29.8 39.0 -0.8 0 3.9
148 -12.2 0 25.8 33.4 40.8 96.2 22.2 7.1 71.0 0 -0.6 4.5
147 -13.01 83.8 0.9 4.5 94.7 0.7 5.4 11.9 82.7 9.8 0.1 5.6
146 -13.05 83 0.5 4.9 94.6 1.3 1.0 13.9 85.1 9.1 0.2 6.5
145 -13.17 0.5 2.6 9.4 88.0 76.6 1.9 17.7 80.4 0.1 11.2 11.6
144 -13.31 2.4 7.8 28.2 64.0 80.3 1.3 3.9 94.7 0.6 9 7.6
143 -13.81 29.3 12.7 27.3 60.0 0.2 21.4 23.9 54.7 15.8 0 54.7
142 -13.92 28.8 3.2 29.9 66.9 6.6 9.3 27.4 63.3 12.6 2.6 49.3
141 -14.04 0.3 11.4 18.3 70.3 26.9 14.1 28.8 57.1 0.1 12.2 60.6
140 -14.14 27.7 9.7 11.7 78.5 23.9 6.3 20.8 73.0 4.6 8.4 35.5
139 -14.27 14.6 12.6 20.9 66.5 29.9 2.5 11 86.5 5 6.4 44.1
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Appendix C:  Supplementary Data for Rare Linear M-H-M 
Interactions in a Bridged Bis(dialkylphosphino)methane 





























































































Figure C.1 Calculated bond distances for selected optimized geometries. 
 
 
Figure C.2.  A least-squares fit of optimized (blue) and crystal (orange) geometries of 1. 
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3 3 4 5 6 7 
Ni3 - Br1 2.381 2.409 2.360 2.426 2.368 2.411 2.339 2.343
Ni3 - H    1.588 1.676 1.657 1.584 1.577 1.577
Ni3 - Ni4 2.463 2.294 3.221 3.352 3.315 2.723 2.703 2.737
Ni3 - P5 2.201 2.195 2.210 2.213 2.213 2.234 2.231 2.231
Ni3 - P8 2.191 2.202 2.204 2.213 2.213 2.230 2.23 2.231
Ni4 - Br2 2.337 2.394 2.383 2.426 2.368 2.411 2.339 2.343
Ni4 - H    1.618 1.676 1.657 1.584 1.577 1.577
Ni4 - P6 2.238 2.216 2.222 2.213 2.213 2.234 2.231 2.231
Ni4 - P7 2.234 2.201 2.214 2.213 2.213 2.230 2.230 2.231
Bond Angles   
Br1 - Ni3 - H     180.0 180.0 176.3 176.4 175.9
Br1 - Ni3 - Ni4 146.8 143.4 177.6 180.0 180.0 152.9 152.5 154.1
Br1 - Ni3 - P5 95.7 96.0 91.4 93.2 92.7 92.2 92.1 92.0
Br1 - Ni3 - P8 91.9 91.3 91.8 93.2 92.7 88.8 87.9 88.0
Br2 - Ni4 - H     180.0 180.0 176.3 176.4 175.9
Br2 - Ni4 - Ni3 159.5 148.5 178.7 180.0 180.0 152.9 152.5 154.1
Br2 - Ni4 - P6 97.4 94.8 91.2 93.2 92.7 92.2 92.1 92.0
Br2 - Ni4 - P7 92.8 92.3 93.2 93.2 92.7 88.8 87.9 88.0
Ni3 - H - Ni4     180.0 180.0 118.6 117.98 120.4
P5 - Ni3 - H     86.8 87.3 87.3 87.9 87.7
P5 - Ni3 - Ni4 90.4 91.9 88.4 86.8 87.3 98.0 98.1 97.6
P6 - Ni4 - H     86.8 87.3 87.3 87.9 87.7
P6 - Ni4 - Ni3 90.6 92.0 87.6 86.8 87.3 98.0 98.1 97.6
P7 - Ni4 - H     86.8 87.3 90.6 91.4 91.3
P7 - Ni4 - Ni3 79.1 84.1 87.9 86.8 87.3 88.6 89.0 89.0
P7 - Ni4 - P6 169.6 171.7 175.5 173.7 174.6 163.1 164.1 164.6
P8 - Ni3 - H     86.8 87.3 90.6 91.4 91.3
P8 - Ni3 - Ni4 88.7 88.7 88.4 86.8 87.3 88.6 89.0 89.0
P8 - Ni3 - P5 167.4 166.9 176.8 173.7 174.6 163.1 164.1 164.6
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MO Compositions (%) 
MO# E, eV Ni Ni Br dippm
    TOT % s % p % d % f TOT % s % p % d % f TOT TOT 
208 1.47 8.5 34.7 46.4 18.5 0.4 7.0 25.9 61.0 12.4 0.7 -0.3 84.7
207 1.26 -1.4 32.7 41.1 25.4 0.7 14.1 53.5 26.1 19.9 0.4 0.7 86.6
206 1.17 10.5 31.9 41.9 25.7 0.5 4.8 11.3 61.7 26.1 0.9 -0.4 85.1
205 0.80 23.3 25.3 43.4 30.7 0.7 3.9 37.0 36.0 26.0 0.9 2.2 70.7
204 0.70 2.0 32.2 46.0 20.8 1.0 29.7 24.8 42.9 31.5 0.7 2.4 66.0
203 -0.36 17.8 14.6 62.6 21.9 0.9 21.4 13.2 68.0 18.0 0.8 2.8 58.0
202 -1.33 35.2 16.8 25.8 57.0 0.4 32.9 18.0 22.5 59.1 0.3 9.6 22.3
occupied - unoccupied orbital gap  
201 -4.49 64.5 8.4 24.2 67.1 0.2 15.6 11.2 30.5 57.2 1.1 13.2 6.7
200 -4.52 21.0 23.7 25.9 49.4 0.9 63.4 10.8 19.8 69.2 0.3 10.9 4.7
199 -4.69 36.0 43.9 25.0 30.9 0.2 59.3 44.7 24.3 30.8 0.2 4.9 -0.2
198 -4.79 55.4 18.0 18.0 63.7 0.4 40.8 25.2 23.2 51.2 0.4 2.1 1.7
197 -5.13 25.8 9.6 14.7 75.2 0.4 32.8 12.1 15.9 71.8 0.3 28.4 13.0
196 -5.19 31.9 19.9 21.9 57.9 0.3 29.9 17.4 22.5 59.8 0.3 30.0 8.1
195 -5.27 38.8 8.5 28.3 62.6 0.6 37.1 15.1 28.3 56.1 0.5 18.5 5.6
194 -5.67 16.4 12.4 22.0 65.1 0.5 47.7 5.5 19.8 74.1 0.6 20.2 15.6
193 -5.79 51.8 10.6 24.0 65.1 0.5 18.5 20.9 30.7 47.8 0.6 22.5 7.2
192 -6.38 6.8 47.6 33.5 18.5 0.5 10.3 40.7 30.3 28.7 0.4 78.3 4.5
191 -6.42 11.7 12.3 32.1 54.8 0.8 12.2 15.3 26.1 57.9 0.6 61.3 14.7
190 -6.59 26.1 20.5 25.2 53.9 0.4 27.4 15.8 22.3 61.4 0.4 31.9 14.5
189 -6.84 28.2 2.7 21.9 75.0 0.5 25.6 3.1 17.9 78.3 0.6 28.7 17.4
188 -7.09 8.2 10.2 51.0 38.0 0.7 4.5 13.9 44.6 40.8 0.7 20.0 67.4
187 -7.15 8.6 27.8 38.5 33.2 0.6 10.5 28.6 36.8 34.0 0.6 43.0 38.0
186 -7.29 8.5 20.0 40.1 39.4 0.5 10.3 20.7 40.6 38.2 0.5 35.1 46.1
185 -7.33 18.0 14.7 23.7 61.2 0.4 15.3 13.1 21.4 65.0 0.4 55.4 11.3
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MO Compositions (%) 
MO# E, eV Ni  Br dippm µ-H 
    TOT % s % p % d % f TOT TOT TOT 
208 1.37 37.5 21.2 57.1 21.1 0.6 -3.7 66.2 0.0
207 1.30 1.9 44.3 26.1 27.8 1.7 1.3 96.3 0.5
206 1.01 8.5 51.2 22.6 25.7 0.5 0.1 91.5 0.0
205 0.29 40.5 0.0 94.6 4.4 1.1 2.9 56.6 0.0
204 -0.50 51.7 8.9 16.8 74.1 0.2 9.4 30.4 8.5
203 -0.71 42.7 0.0 83.1 16.2 0.7 2.8 54.5 0.0
occupied - unoccupied orbital gap 
202 -2.82 96.5 0.0 27.1 72.8 0.1 3.3 0.2 0.0
201 -3.42 69.6 18.9 12.3 68.5 0.3 15.8 14.6 0.0
200 -4.26 93.8 0.0 38.0 61.9 0.1 5.8 0.4 0.0
199 -5.25 47.1 0.0 26.7 72.8 0.5 42.7 10.2 0.0
198 -5.27 38.9 0.0 32.1 67.4 0.5 47.7 13.4 0.0
197 -5.56 104.5 33.0 12.5 54.4 0.1 1.0 -5.5 0.0
196 -5.56 108.5 28.3 2.3 69.3 0.1 -0.5 -4.7 -3.3
195 -5.64 92.8 14.5 1.3 84.1 0.0 -0.1 8.0 -0.7
194 -5.69 87.4 10.9 6.4 82.7 0.0 0.1 12.6 0.0
193 -6.29 6.3 0.0 59.6 39.4 0.9 90.1 3.6 0.0
192 -6.31 8.1 0.0 54.5 44.9 0.6 87.8 4.1 0.0
191 -6.52 46.1 0.0 23.4 76.4 0.4 37.3 16.6 0.0
190 -6.58 51.2 0.0 15.5 84.1 0.4 26.5 22.3 0.0
189 -6.98 12.2 12.6 54.6 31.5 1.0 73.5 7.2 7.1
188 -7.08 10.7 0.0 87.1 12.1 0.8 17.5 71.8 0.0
187 -7.17 9.4 0.0 81.7 17.2 1.1 10.4 80.2 0.0
186 -7.37 29.9 13.4 19.4 67.0 0.2 63.5 6.6 0.0
185 -7.91 41.8 11.9 5.1 82.8 0.2 0.1 47.6 10.5
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MO Compositions (%) 
MO# E, eV Ni Cl dippm µ-H 
    TOT % s % p % d % f TOT TOT TOT 
190 1.32 34.2 23.2 51.9 24.2 0.7 -3.3 69.1 0.0
189 1.27 1.9 42.7 18.9 36.3 2.1 0.7 96.8 0.6
188 0.96 9.4 51.8 23.6 24.1 0.5 0.0 90.6 0.0
187 0.27 41.7 0.0 94.5 4.5 1.0 1.7 56.7 0.0
186 -0.55 54.4 7.9 18.1 73.7 0.2 7.2 30.6 7.8
185 -0.77 44.0 0.0 82.9 16.3 0.7 1.9 54.1 0.0
occupied - unoccupied orbital gap 
184 -2.82 97.6 0.0 28.1 71.8 0.1 2.2 0.1 0.0
183 -3.49 73.7 20.4 10.4 69.0 0.2 13.3 13.0 0.0
182 -4.26 95.9 0.0 39.0 60.9 0.2 3.7 0.4 0.0
181 -5.43 58.7 0.0 16.7 82.9 0.5 31.0 10.3 0.0
180 -5.48 49.6 0.0 23.5 76.0 0.5 36.4 14.0 0.0
179 -5.56 104.4 33.3 12.8 53.9 0.1 0.8 -5.2 0.0
178 -5.56 108.9 27.4 3.7 68.8 0.1 -0.4 -4.7 -3.9
177 -5.64 92.6 13.6 2.2 84.1 0.0 -0.1 8.1 -0.7
176 -5.70 87.3 11.5 6.0 82.4 0.0 0.0 12.6 0.0
175 -6.59 7.6 0.0 47.1 52.3 0.6 84.4 8.0 0.0
174 -6.61 7.5 0.0 44.9 54.4 0.7 85.9 6.6 0.0
173 -6.66 32.7 0.0 38.4 61.1 0.5 45.5 21.8 0.0
172 -6.68 37.2 0.0 27.8 71.7 0.5 33.4 29.4 0.0
171 -7.17 10.9 0.0 71.0 28.2 0.8 29.8 59.3 0.0
170 -7.22 11.7 14.4 58.3 26.2 1.1 74.7 7.0 6.6
169 -7.24 8.6 0.0 96.4 2.4 1.2 19.2 72.2 0.0
168 -7.55 27.0 12.4 19.6 67.7 0.2 64.3 8.8 0.0
167 -7.94 4.8 34.0 5.1 60.6 0.4 0.3 94.9 0.0
166 -7.95 40.7 11.7 4.0 84.1 0.2 0.2 49.5 9.7
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5: X=Br  
 
 
MO Compositions (%) 
MO# E, eV Ni Br uHa dippm
    TOT % s % p  % d % f TOT  TOT  TOT  
208 1.49 16.8 33.2 50.5 15.8 0.5 -0.9 0.0 84.1
207 1.25 6.1 24.7 53.0 21.4 0.9 0.4 0.2 93.3
206 1.12 11.3 37.7 41.8 20.0 0.5 0.2 0.0 88.5
205 0.73 22.6 4.7 55.1 39.4 0.8 1.6 0.0 75.8
204 -0.44 53.7 8.4 19.1 72.2 0.4 8.5 4.4 33.3
203 -0.58 39.5 10.7 62.7 25.7 0.8 3.2 0.7 56.7
occupied - unoccupied orbital gap 
202 -1.53 78.3 9.2 13.2 77.2 0.4 9.1 0.0 12.6
201 -4.69 95.1 27.6 14.5 57.5 0.2 5.0 0.0 -0.1
200 -4.95 93.3 35.6 17.0 47.3 0.1 9.6 0.0 -2.9
199 -4.96 99.0 21.0 15.0 63.9 0.2 2.0 -2.2 1.2
198 -5.05 85.1 15.9 11.3 72.5 0.3 8.0 -0.2 7.2
197 -5.22 56.7 8.0 18.5 73.0 0.5 27.7 0.0 15.5
196 -5.31 78.5 16.2 11.0 72.5 0.3 21.5 -1.2 1.2
195 -5.47 64.2 11.0 20.8 67.9 0.3 32.7 -0.4 3.5
194 -5.59 63.3 5.3 22.8 71.7 0.2 28.0 0.0 8.7
193 -6.41 40.6 3.4 32.9 63.3 0.4 38.9 0.1 20.5
192 -6.44 21.3 32.4 31.3 36.0 0.3 74.5 0.0 4.2
191 -6.47 31.5 8.2 16.3 75.2 0.3 58.7 0.0 9.8
190 -6.65 56.0 5.4 20.3 74.0 0.3 13.5 0.0 30.5
189 -6.93 12.5 9.4 43.5 46.0 1.0 73.4 4.3 9.8
188 -7.11 20.2 20.4 30.6 48.6 0.4 67.3 0.0 12.6
187 -7.21 11.2 1.9 51.1 46.1 0.9 19.4 0.0 69.5
186 -7.29 12.3 6.8 51.5 51.0 0.6 24.7 0.0 63.0
185 -7.75 34.9 7.5 14.6 77.4 0.5 0.4 12.0 52.7
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MO Compositions (%) 
MO# E, eV Ni Cl µ-Ha dippm 
    TOT % s % p % d % f TOT  TOT  TOT  
190 1.47 18.7 33.4 50.3 15.8 0.5 -1.8 0.0 83.1
189 1.25 6.1 23.5 51.3 24.3 0.9 0.2 0.2 93.5
188 1.07 11.7 38.9 39.5 21.1 0.5 0.0 0.0 88.3
187 0.73 25.2 10.1 56.5 32.7 0.7 1.0 0.0 73.8
186 -0.47 55.5 7.3 19.7 72.6 0.4 6.4 4.0 34.1
185 -0.61 41.0 9.8 60.3 29.1 0.8 2.2 0.7 56.0
occupied - unoccupied orbital gap 
184 -1.54 80.9 10.2 11.0 78.5 0.3 7.5 0.0 11.6
183 -4.68 98.0 29.4 16.8 53.6 0.1 2.1 0.0 -0.1
182 -4.96 103.3 19.7 16.2 63.9 0.2 0.3 -2.6 -1.0
181 -4.99 95.0 34.3 16.9 48.7 0.1 7.5 0.0 -2.5
180 -5.08 89.1 14.5 12.7 72.8 0.2 3.6 -0.3 7.5
179 -5.31 74.8 4.4 18.6 76.7 0.3 11.0 0.0 14.2
178 -5.39 89.4 13.6 15.5 70.7 0.3 10.9 -1.1 0.9
177 -5.62 64.7 10.2 16.3 73.0 0.4 30.3 -0.1 5.1
176 -5.73 53.9 6.4 22.5 70.6 0.5 34.3 0.0 11.7
175 -6.53 36.6 5.8 30.1 63.6 0.5 25.2 0.1 38.1
174 -6.69 38.4 17.1 25.6 57.0 0.3 28.3 0.0 33.3
173 -6.75 14.6 7.7 27.6 64.4 0.3 82.2 0.0 3.2
172 -6.77 23.9 25.5 27.5 46.7 0.3 65.4 0.0 10.7
171 -7.21 12.3 10.7 45.0 43.2 1.1 72.6 3.7 11.3
170 -7.29 11.0 1.9 46.0 51.2 0.9 29.8 0.0 59.1
169 -7.34 17.9 15.4 32.9 51.3 0.6 60.7 0.0 21.4
168 -7.39 13.9 11.8 38.8 48.9 0.5 39.0 0.0 47.1
167 -7.76 34.5 6.0 14.6 79.0 0.5 0.6 11.9 53.1
166 -7.89 4.9 33.4 10.2 56.2 0.3 2.7 0.0 92.4
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Figure C.3a Molecular orbitals corresponding to the MO diagram presented in Figure 
4.9. 
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Figure C.3b Molecular orbitals corresponding to the MO diagram presented in Figure 
4.9. 
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Figure C.3c Molecular orbitals corresponding to the MO diagram presented in Figure 
4.9. 
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Figure C.3d Molecular orbitals corresponding to the MO diagram presented in Figure 
4.9. 
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Figure C.3e Molecular orbitals corresponding to the MO diagram presented in Figure 
4.9. 
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Figure C.3f Molecular orbitals corresponding to the MO diagram presented in Figure 
4.9. 
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Figure C.3g Molecular orbitals corresponding to the MO diagram presented in Figure 
4.9. 
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Figure C.3h Molecular orbitals corresponding to the MO diagram presented in Figure 
4.9. 
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Appendix D:  Supplementary Data for CeBe13, a Heavy 
Fermion Superconductor 
Table D.1  Molecular orbital contributions for HF-SCF single point calculation on 
(Be13)8Ce8(Be13).  Formal HOMO - LUMO gap is highlighted in red.  The corrected gap is 
highlighted in yellow. 
  MO Compositions (%) 
Be13 Ce8 (Be13)8 
E, eV Sym TOT %s %p %d TOT%s %p %d %f TOT %s %p %d 
-1.86 15 tg 16.9 11.5 86.0 2.5 17.3 12.4 27.0 43.1 17.5 65.8 30.2 67.5 2.3
-2.13 15 au 37.6 0.0 94.3 5.7 7.6 26.6 29.4 23.7 20.4 54.8 23.6 72.6 3.7
-2.42 5 eg 0.4 42.9 53.9 3.3 1.8 1.7 28.9 46.4 23.1 97.9 26.2 71.8 2.1
-2.80 13 ag 2.6 55.7 40.6 3.7 8.1 29.0 28.9 39.6 2.5 89.3 29.5 68.8 1.7
occupied - unoccupied orbital gap 
-4.02 14 au -0.2 0.0 96.5 3.5 8.1 2.1 20.8 59.2 17.9 92.1 15.5 80.4 4.1
-4.03 13 au -0.3 0.0 95.1 3.9 9.7 0.9 19.0 56.6 23.5 90.0 15.7 80.1 4.2
-4.24 12 au 0.3 0.0 91.7 8.3 0.5 57.7 7.8 32.3 2.2 99.2 13.6 81.6 4.8
-4.43 4 eg 20.8 21.7 75.0 3.4 16.0 0.2 34.5 41.4 24.0 63.3 26.1 71.1 2.8
-4.63 17 tu 22.2 30.5 66.3 3.1 9.1 8.2 38.7 27.2 25.9 68.7 23.4 73.3 3.3
-5.05 16 tu 9.4 29.6 68.5 2.0 6.3 7.4 43.4 19.5 29.8 84.4 20.3 76.0 3.7
-5.19 14 tg 0.5 35.2 59.3 5.6 2.4 12.5 26.7 40.8 20.1 97.1 14.8 80.9 4.4
-5.26 13 tg 0.1 10.9 84.7 4.4 7.5 10.1 19.7 52.9 17.3 92.4 17.0 78.8 4.1
-5.28 15 tu 4.3 25.8 70.8 3.4 3.0 7.4 48.8 24.3 19.6 92.7 12.2 83.3 4.4
-5.35 12 tg 1.3 26.4 71.5 2.1 9.4 7.1 17.4 56.5 19.0 89.3 18.7 77.1 4.2
-5.42 12 ag 0.4 44.7 50.0 5.3 0.7 19.9 44.4 24.6 11.1 98.9 12.7 82.8 4.6
-5.58 14 tu 9.3 32.4 64.3 3.4 6.6 19.3 28.3 40.0 12.4 84.0 17.0 58.7 4.3
-5.59 3 eg 7.1 17.8 77.6 4.7 10.0 0.2 19.5 56.7 23.6 83.0 17.6 43.4 4.2
-5.97 11 tg 0.6 25.8 70.7 3.2 1.7 25.5 24.8 36.0 13.6 97.7 19.7 75.2 5.1
-5.98 11 ag 0.5 33.4 61.3 5.3 2.1 11.4 48.8 27.2 12.6 97.4 18.7 76.7 4.7
-6.03 13 tu 6.2 32.2 65.3 2.4 5.3 14.4 20.4 55.9 9.3 88.4 20.0 74.8 5.1
-6.08 11 au 0.8 0.0 92.0 8.0 2.2 44.5 9.0 38.1 8.4 97.1 25.5 69.3 5.2
-6.41 12 tu 21.0 30.6 66.8 2.7 10.1 24.2 33.5 34.7 7.6 68.8 34.9 59.1 5.9
-6.79 11 tu 21.6 29.4 68.1 2.6 13.7 2.6 28.6 53.1 15.3 64.7 34.9 58.6 6.5
-6.95 10 tg 0.9 37.1 57.0 5.9 2.7 31.2 51.5 12.5 5.0 96.4 39.0 53.7 7.3
-6.99 10 ag 1.8 36.1 56.8 7.1 3.4 17.3 76.4 2.2 4.1 94.8 38.5 54.5 6.9
-7.02 10 au 0.8 0.0 95.7 4.3 3.0 48.4 33.2 16.9 1.5 96.2 38.7 53.9 7.4
-7.31 10 tu 12.7 20.0 76.8 3.1 5.3 54.8 15.4 22.5 7.4 82.1 35.7 57.7 6.6
-8.64 9 au 0.0 0.0 96.9 3.1 1.3 1.6 20.9 58.8 18.6 98.8 30.7 62.2 7.1
-8.65 8 au -0.1 0.0 97.6 2.4 1.3 0.6 19.3 59.3 20.8 98.8 32.8 60.3 7.0
-8.67 9 tg 0.3 29.5 67.4 3.1 1.4 6.3 27.5 47.7 18.4 98.3 31.6 61.5 6.9
-8.68 2 eg 6.8 36.6 57.1 6.3 2.6 17.6 48.7 13.7 20.1 90.7 31.9 61.4 6.6
-8.68 8 tg 1.3 38.2 57.1 4.7 1.6 16.3 32.2 31.8 19.7 97.1 31.7 61.6 6.7
-8.69 9 ag 16.5 35.0 57.7 7.3 9.0 30.0 58.7 3.3 8.0 74.5 32.8 60.9 6.2
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Table D.1, continued. 
-8.71 9 tu 0.1 38.8 59.6 1.6 1.6 2.0 24.0 55.9 18.1 98.3 31.5 61.5 6.9
-8.74 8 tu 0.3 42.0 55.6 2.4 2.0 2.0 20.2 59.8 18.0 97.8 32.3 61.0 6.7
-8.98 7 tg 13.5 27.9 66.6 5.5 2.6 11.9 55.8 17.8 14.5 83.9 32.7 61.0 6.3
-9.01 7 au 0.0 0.0 97.2 2.8 0.3 3.5 21.3 54.5 20.7 99.7 30.3 63.3 6.4
-9.03 8 ag 0.1 43.9 53.9 2.9 0.4 2.5 22.9 51.8 22.8 99.5 29.3 64.2 6.4
-9.03 6 au 0.0 0.0 96.9 3.1 0.3 4.1 19.6 55.0 21.4 99.8 32.3 60.8 6.9
-9.03 7 ag 3.7 35.6 58.6 5.8 0.4 4.9 47.8 22.8 24.4 95.9 29.5 64.0 6.5
-9.04 6 tg 0.4 38.5 58.0 3.8 0.4 4.7 29.8 45.6 19.9 99.1 30.0 63.5 6.5
-9.06 7 tu 0.1 38.9 59.4 1.9 0.5 2.5 20.1 57.6 19.7 99.4 30.5 63.0 6.5
-9.05 6 ag 4.3 34.8 60.2 5.0 0.4 4.3 45.7 25.7 24.3 95.3 31.2 61.9 6.9
-9.07 6 tu 0.1 42.5 55.8 1.7 0.5 4.1 21.9 55.9 18.2 99.4 30.9 62.6 6.5
-9.08 5 tg 8.5 28.3 66.7 5.1 2.8 5.0 49.1 34.0 11.9 88.8 30.9 62.8 6.2
-9.36 1 eg 38.7 35.8 59.3 5.0 7.5 0.2 28.2 62.2 9.5 53.8 30.8 62.4 6.8
-9.81 5 tu 2.3 32.6 63.3 4.1 6.7 40.8 31.7 20.1 7.3 91.0 36.9 57.3 5.9
-9.82 4 au 0.1 0.0 95.0 5.0 7.7 43.5 27.0 23.1 6.4 92.3 37.4 56.7 5.9
-10.18 5 ag 10.2 33.0 60.0 7.0 9.9 63.5 7.8 23.0 5.7 79.8 34.8 59.4 5.8
-10.31 4 tg 17.4 29.7 44.8 6.0 10.5 54.3 8.8 33.2 3.7 72.1 36.1 57.8 5.9
-14.01 4 tu 42.4 55.2 40.6 4.2 3.6 28.5 47.7 17.2 6.7 54.1 45.1 50.1 4.8
-14.35 3 au 0.0 0.0 97.6 2.4 0.1 20.6 28.8 38.7 11.8 99.9 50.9 45.3 3.8
-14.35 3 tg 0.0 37.4 60.3 2.3 0.1 18.8 34.2 34.9 12.1 99.9 50.8 45.4 3.8
-14.35 3 tu 0.0 44.4 53.1 2.5 0.1 15.3 31.6 40.7 12.4 99.9 50.3 45.8 3.9
-14.35 4 ag 0.0 63.4 34.7 1.9 0.1 18.7 34.5 34.4 12.4 99.9 50.8 45.4 3.9
-14.36 2 au 0.0 0.0 97.6 2.4 0.1 1.3 28.6 52.6 17.2 99.9 48.3 47.7 4.0
-14.36 2 tg 0.0 37.6 59.3 2.5 0.1 7.1 34.5 42.3 16.0 99.9 48.2 48.7 4.1
-14.36 2 tu 0.0 49.5 48.4 2.1 0.1 2.2 34.5 45.8 17.5 99.9 49.0 47.0 4.0
-14.37 3 ag 0.0 64.5 33.8 1.7 0.1 1.1 33.7 47.1 18.0 99.9 48.2 47.8 4.1
-14.41 1 au -0.1 0.0 96.2 3.8 1.9 39.7 34.2 20.2 5.8 98.2 48.7 47.5 3.9
-14.42 2 ag 0.2 34.6 61.2 4.1 2.0 35.1 41.6 17.3 6.0 97.8 48.5 47.7 3.8
-14.42 1 tg 0.1 22.8 72.7 4.5 1.9 38.6 35.3 20.2 5.6 98.0 48.5 47.6 3.8
-14.49 1 tu 8.9 50.8 44.9 4.3 2.8 52.1 16.6 28.0 3.3 88.3 48.9 47.2 4.0
-18.01 1 ag 58.3 69.3 28.0 2.4 2.0 35.0 43.7 16.4 4.8 39.8 53.0 40.6 6.5
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Figure D.1a Molecular orbitals for (Be13)8Ce8(Be13).  
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Figure D.1b Molecular orbitals for (Be13)8Ce8(Be13).  
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Figure D.1c Molecular orbitals for (Be13)8Ce8(Be13).  
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 Figure D.1d Molecular orbitals for (Be13)8Ce8(Be13).  
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Figure D.1e Molecular orbitals for (Be13)8Ce8(Be13).  
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Figure D.1f  Molecular orbitals for (Be13)8Ce8(Be13).  
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Table D.2  Molecular orbital contributions for HF-SCF single point calculation on 
Ce8Be13.  Formal HOMO - LUMO gap is highlighted in red.  The corrected gap is 
highlighted in yellow. 
  MO Compositions (%) 
  Be1 Be2 Ce 
E, eV Sym TOT %s %p %d TOT %s %p %d TOT %s %p %d % f 
2.48 6tu 0.5 0.0 100.0 0.0 -1.6 22.8 73.5 2.4 101.1 7.0 51.8 37.9 3.4
2.24 4ag 0.9 99.8 0.0 0.2 -6.5 40.9 56.8 2.3 105.6 8.8 66.4 9.4 15.5
2.00 4tg 0.2 0.0 0.0 100.0 14.1 27.3 63.0 2.3 85.7 11.5 52.9 14.1 21.5
1.41 3tg 0.1 0.0 0.0 100.0 26.3 28.5 68.8 2.4 73.7 10.3 20.6 49.7 19.4
0.81 3eg 0.0 93.1 0.0 6.9 -3.0 41.7 57.2 1.2 103.0 1.2 59.1 36.7 3.0
-0.14 2au 0.0 0.0 0.0 0.0 51.7 0.0 91.9 3.1 48.3 41.7 34.5 15.8 8.0
occupied - unoccupied orbital gap 
-1.70 2eg 0.4 55.4 0.0 44.6 44.0 29.3 68.2 2.6 55.6 1.1 38.2 57.6 3.2
-1.72 1au 0.3 0.0 0.0 0.0 9.1 0.0 88.4 7.7 90.9 18.9 13.7 12.1 55.3
-2.25 5tu 0.7 0.0 100.0 0.0 56.0 32.3 63.9 3.1 43.3 24.7 21.8 35.4 18.1
-3.15 4tu 4.3 0.0 100.0 0.0 38.2 27.3 68.5 4.4 57.5 4.7 24.6 31.1 39.6
-3.96 3tu 5.8 0.0 100.0 0.0 49.0 24.0 72.1 4.0 45.1 15.6 17.2 26.2 41.0
-4.01 2tg 0.0 0.0 0.0 100.0 10.1 35.3 61.5 1.8 89.9 20.7 19.2 13.2 46.9
-4.48 3ag 4.6 99.8 0.0 0.2 2.1 12.4 83.5 4.3 93.3 12.7 22.5 13.9 50.9
-4.74 2tu -2.9 0.0 100.0 0.0 38.6 37.2 59.4 1.7 64.3 32.8 17.9 9.5 39.8
-6.42 2ag 1.4 99.8 0.0 0.2 64.2 27.9 65.7 6.6 34.3 63.9 18.9 12.6 4.6
-6.54 1eg 0.7 37.5 0.0 62.5 82.7 35.3 60.3 4.6 16.6 2.5 44.5 46.2 6.8
-6.70 1tg 0.4 0.0 0.0 100.0 73.9 27.3 65.9 5.0 25.6 31.3 23.4 26.4 18.9
-11.34 1tu 2.5 0.0 100.0 0.0 88.1 57.4 38.1 4.6 9.4 31.9 32.6 21.1 14.4
-15.31 1ag 7.0 100.0 0.0 0.0 88.6 64.8 32.5 2.8 4.4 29.7 43.9 15.4 11.0
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Figure D.2  Comparison of the MO diagrams for the HF-SCF single point calculations on 
[Ce8Be13]28+, Be13, and Ce8Be13.  The 1ag orbitals in each calculation have been aligned 
in energy to match that from the Ce8Be13 calculation to facilitate comparisons.  The 
correct energy for the [Ce8Be13]28+ 1ag orbital is –102.21 eV. 
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Figure D.3 MO diagrams for Be13 and (Be3)8Ce. The HOMO’s are marked by arrows. 
The % are Ce contributions with f orbital compositions.    
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Figure D.4  Molecular orbitals for (Be3)8Ce.  
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