A network structure and its learning algorithm have been proposed for blind source separation applied to nonlinear mixtures. The network has a cascade form consists of a source separation block and a linearization block in this order. The conventional learning algorithm is employed for the separation block. A new learning algorithm is proposed for the linearization block assuming 2nd-order'nonlinearity. After, source separation, the outputs include the nonlinear components for the same signal source. This nonlinearity is suppressed through the linearization block. Parameters in this block are iteratively adjusted based on a process of solving a 2nd-order equation of a single variable. Simulation results, using 2-channel speech signals and an instantaneous nonlinear mixing process, show good separation performance.
INTRODUCTION
Recently, many kinds of information are transmitted and processed through world wide communications. Communication terminals are used under a variety of environments.
At the same time, high quality is required. For this reason, signal processing including noise cancelation, echo cancelation, equalization of transmission lines, restoration of signals have been becoming very important technology. In some cases, we do not have enough information about signal sources and interference. Furthermore. their mixing process and transmission process are not well known in advance. Under these situations, blind source separation using statistical property of the signal sources has become important.
Jutten et all proposed a blind source separation algorithm based on statistical independence and symmetrical distribution of the signal sources [1]1 [8] . Two kinds of stabilization methods have been proposed for Jutten's method [9] , [10] . Convolutive mixture models have been discussed In actual applications, mixing processes include nonlinearity, such as loud speakers. In this case, signal sources are mixed in a complicated manner, and are difficult to be separated. In these problems, both source separation and lin-' earization are simultaneously required. One way to model a nonlinear mixture is a combination of a linear mixing process and a nonlinear transform in a cascade form. In a separation block, a linearization process and a linear separation process are arranged in this order. Spline nonlinear functions or spline neural networks have been applied to the linearization process [ 191, [20] . Furthermore, a maximum likelihood estimator has been applied' [21] . However, separation performance is not enough.
In this paper, an approach is proposed, in which a linear separation process and a linearization process are arranged in this order. First, the signal sources, which includenonlinearity, are separated based on their statistical independency. In the linearization process, the nonlinear components in each signal source are suppressed through an iterative learning algorithm. Simulation using 2-channel speech signals and 2nd-order nonlinearity will be shown to confirm usefulness of the proposed method.
[181. xJ are increased from that of the signa sources si in order to increase conditions used in cancelling the nonlinear terms in the linear separation block. For example, s2, .s$ and sisz are cancelled in il. and sl, s1 and slsz are cancelled in 2 2 , respectively. lf linear separation is complete, its outputs zz include only a single signal source and its nonlinear components. This nonlinearity is suppressed through the linearization block.
Example of Linear Separation and Linearization
One example is shown here. Two signal sources and 2nd-order nonlinearity are used. In this case, four observations z1 -zj are required. They are expressed by . . The mixing process is assumed to be linearly independent.
Thus, from the above equations, the cross term s1s2 can be cancelled, and two independent outputs i l and i 2 can he obtained. They still include the 2nd-order term s: and s; , respectively. 
Since i l and i2 include only S I and s 2 , respectively, they can be linearized through the following nonlinear functions.
Finaly, the separated and linearized signal sources are obtained.
Y1
= C l l S l (9) 
q is a learning rate, h ( t ) is a diagonal matrix, and p() is a nonlinear function [IS].
Linearization Block
Transformations in the linearization block are given by Eqs. (7) and (8). However, in real applications, the coefficients bij are not known. So, they should be adjusted through an iterative method. Equations (7) and (8) can be expressed by using two parameters as follows:
ai and pi are adjusted through an iterative method Error Function: In this paper, 2nd-order nonlinearity is assumed. Thus, after the linear source separation, the outputs include 1st-order and 2nd-order terms of the signal sources. Furthermore, if we take speech and music signals into account. their average is almost zero. Therefore, the output average can he used as a cost function.
The gradient descent algorithm is used for adjusting the parameters.
Porality Control
In the above update equations, there is a freedom of polarity. It should be judged which polarity should be used. For this purpose, the following conditions are introduced. These conditions do not lose generality in real applications. = biis,(r~) + bizs?
the following inequality is always held
This means the porality of z i ( n ) is equal to that of bilsi(n).
So, except for the polarity of bil, that of the output yi(n) can be controlled so as to be the same as that of zi(n). The polarity of bil does not affect separation performance. Because in blind source separation, constant scaling inherently remains.
Combination of Both Learning Algorithms
In the proposed method, first the linear separation block is trained. After convergence, the linearization block is adjusted. This separate training is stable. In these methods, the linearization block is used before the linear separation. However, linearization of the mixed signals including thecross terms, like slsz is difficult. Furthermore, a simultaneous learning for, both signal separation and linearization is unstable. In the proposed method, the linearization block is used after the linear separation. Let the mixed signals be expressed with high-order polynomial, the signal sources, including high-order components of themselves like si and s: , can be separated through the linear separation process. In other words, s: is still independent on the sj, i # j components. Since the cross terms are not independent, they can be suppressed through the linear separation process. After that, the linearization in each signal source is easier than that for the mixing signals with nonlinearity.
Although the proposed method is limited to 2nd-order nonlinearity, it can be extend to 3rd-order nonlinearity. In this case, network becomes complicated. Since in a wide range of application fields, order of nonlinearity is mainly up to 3rd-order, this limitation of order does not lose generality. 
SIMULATIONS AND DISCUSSIONS

Simulation Conditions
Linear Separation
The parameters w j , are trained by the learning algorithm described in sec.3.1. The learning curve is shown in Fig.2 .
The vertical axis indicates SNR in dB, the horizontal axis is the number of update iterations. S N R is defined as follows:
where si is dominant (22) where si is dominant In tl(n) and a(.). s l ( n ) and s2(n) areextracted, respectively. In a ( n ) , sl(n) and s:(n) remain. On theother hand, in z*(n), sz(n) and $(n) aredominant. In both outputs, the .. interferences, that is, s2, sz and s1s2 in 21, and S I , s : and slsz in 22. are reduced.
Linearization Error valuation
In this process, separation performance is also evaluated by S N R l defined by Eq.(24). In the simulation, the si component and the other components are discriminated as follows: In the linearization block, zi(n) is linearized through Let
Comparing the coefficients, the following relations are obtained. is guaranteed, which is good separation performance.
Waveforms
Figures 4, 5 and 6 show waveforms of the speech signal sources, after the linear separation and the linearization, respectively. In Fig.4 , the upper and the lower are sl'and s2, respectively. In Figs.5, 6, the upper and the lower are z l ( n ) and yl(n), and tz(n) and yz(n), respectively. s l ( n ) and 82(71) are extracted in q ( n ) and zz(n), respectively.
The polarity of sa(n) is reversed. The waveforms after the linear separation and the linearization are almost the same.
However, S N R is slightly improved after the linearization.
CONCLUSIONS
In this paper, a blind source separation method has been proposed for instantaneous nonlinear mixtures. It consists of the linear separation and the linearization in a cascade form. Both blocks are separately trained. The conventional learning algorithm of linear mixtures can be used for the former block. The new learning algorithm has been proposed for the latter block. Nonlinearity in the mixture is assumed to be 2nd-order. Simulation, using two speech signals and 2nd-order nonlinearity, shows usefulness of the proposed method. [3] P.Comon, "Separation of stochastic process whose linear mixtures observed", Proc. ONR-NSF-IEEE Workshop on [SI J.F.Cardoso, "Eigen structure of thc 4th order cumulant tensor with application to the blind source separation problem", ICASSP Proc. pp. 2655-1658.
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