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In this paper we prove that an infinite reversible nearest particle system in a random environment 
determined by i.i.d. random variables h(x), x E Z, survives almost surely if E log A (0) > 0 and dies out 
almost surely if L%(O) < 1. Both a.s. survival and a.s. extinction may happen if E log A(0) <O and 
W(O)> 1. 
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Introduction 
Nearest particle systems are certain continuous time Markov processes on X = 
(0, l}“, (where Z is the set of integers). Flips occur from zero to one and from one 
to zero at each site. The characteristic property of these systems is that the rate at 
which a coordinate flips depends on the rest of the configuration only through the 
distances to the nearest sites to the right and left which have the value one. 
Configurations n E X will be given an occupancy interpretation: g(x) = 1 means 
that x E Z is occupied, while n(x) = 0 means that x is vacant. For x E Z and n in 
X’= VEX: 1 v(x)= 1 n(x)=00 
{ Y>O ,Y<” I 
let Ix(v) and r,(v) be the distances from x to the nearest occupied site to the left 
and right respectively: 
1,(n)=x-max{y<x: n(y)=l}, 
r,(n)=min{y>x: n(y)=l}-x. 
Let p(x, 1, r) and 6(x, I, r) be nonnegative numbers, which play the role of birth 
rates and death rates for the systems. For XEZ and n E X’, define r], E X by 
nx(x) = 1 - n(x) and am = I for all y f x. The transition rates for the process 
are then given by 
’ + r)x at rate 1 P(x, L(77L r,(77)), if o(x) =O, 6(x,L(77), 1;(77)), if 7(x)=1. 
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The process is called attractive if the flip rates have the properties that p(x, Z, r) 
is decreasing in 1 and r, and 6(x, 1, r) is increasing in 1 and r for fixed x. Under this 
assumption, the process has many nice properties and the coupling technique can 
be applied. For more details, see Liggett (1985). 
Let S(t) be the semigroup of the process 7,. A probability measure p on X’ is 
said to be reversible for 7, if 
for all 
The 
I fXt)g dp = gS(f)fdp 
functions f and g which depend on finitely many sites, and all r 2 0. 
system is said to die out if 
lim 6,S( t) = fYO 
t-Co 
where 6,, is the probability measure concentrating on the configuration in which all 
the sites are vacant, while 6, is the probability measure concentrating on the 
configuration in which all the sites are occupied. It is said to survive otherwise. 
Nearest particle systems were first introduced by Spitzer (1977). The systems he 
discussed had flip rates independent of the site x, i.e. p(x, 1, r) = p( I, r) and 
6(x, 1, r) = 6(1, r), which we will call translation invariant nearest particle systems. 
Existence and uniqueness of these systems were proved by Gray (1978) under the 
condition that 6(x, Z, r) is uniformly bounded. Since then, translation invariant 
nearest particle systems have been the topic of a series of papers. It turns out that 
reversible translation invariant nearest particle systems have very nice properties 
and are one of the best understood particle systems. 
Spitzer (1977) proved that a necessary and sufficient condition for a translation 
invariant nearest particle system to possess a reversible measure on X’ is that there 
be a positive density p(x) on the positive integers with finite first moment so that 
PC5 r) _P(OP(r) 
St4 r) P(I+r) ’ 
In this case, the unique reversible measure on X’ is the renewal measure derived 
from p(x). 
It is interesting to look at systems with flip rates 
,(l,r)=hPB(:I)P+(; 
r 
and 
6(1, r)= 1 
where the positive density /3(x) is logconvex, i.e. 
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Note that the logconvexity condition above is equivalent to the attractiveness 
condition mentioned earlier. It has been proved (see Griffeath and Liggett, 1982; 
Liggett, 1983) that such systems survive if A > 1, or if A = 1 and /3(x) has finite first 
moment and die out otherwise. More results for translation invariant nearest particle 
systems can be found in Liggett (1985). 
In the first three sections of this paper, we study inhomogeneous nearest particle 
systems. The remaining sections are on nearest particle systems in a random environ- 
ment. Spitzer’s result is generalized in Sections 1 and 2. From Sections 3 on, we 
study systems with rates defined by 
P(l)P(r) 
P(x, 1, r) = A(x) p(l+ r) 
and 
8(x, 1, r) = 1 
where p(x) is a positive density satisfying 
In Section 3, a special case, h(x) is a periodic function i.e. A(x+p) = A(x), is 
discussed. In this case, instead of a critical value 1 for the translation invariant 
systems, there is a critical hypersurface which can be determined by a system of 
parametric equations. In particular, when the period is 2, there will be two parameters 
A 1 and AZ. The critical line is given by the equation 
A,Az(a,-a,)+a,(A,+A,)=l 
where a, = CrCp_, P(2n - 1) and a2 = 1 -a,. 
Motivated by the random walk in a random environment (Solomon, 1975), we 
can let A (x) be i.i.d. random variables. In this case, although A(x) is homogeneous, 
its distribution is stationary. The nearest particle systems defined by (0.1) and i.i.d. 
A(x) are called reversible nearest particle systems in a random environment. This 
is the topic of Sections 4-6. The main results of this paper are given by Theorem 
4.5, Theorem 5.2, Theorem 6.3 and Theorem 6.6, which are summarized in the 
following theorem: 
Theorem. Assume EA (0) and E log A(0) exist. Then the reversible nearest particle 
systems in a random environment 
1. survive almost surely if E log A (0) > 0; 
2. die out almost surely if EA (0) < 1; 
3. survive almost surely for some P(n) and die out almost surely for some other 
/3(n) ifE log A(O)<0 and EA(O)>l. 0 
Remark. (a) If A(0) degenerates to a constant, then log A(0) = 0 is equivalent to 
A(0) = 1. 
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(b) In compared with the above Theorem, Solomon (1975) proved: Let X,, be a 
Markov chain on Z with random transition probabilities p(x, x + 1) = ex( 1) and 
p(x, x - 1) = e,(-1) = 1 -e,(l) where e,(l), x E Z, are i.i.d. random variables. Let 
d = E log[e,(l)/e,(-l)]. Then lim.,, X, = +CO as. if d > 0; -CC = lim inf,,, X,, < 
lim supn_ X, = +CO a.s. if d = 0 and lim,,, X,, = -cc as. if d < 0. 
It should be pointed out that in the proof of part 1 and the survival case in part 
3 of the above theorem, we need only to assume A(x) is stationary and ergodic. 
In this paper, we discuss only the infinite systems, which are defined on X’. There 
is another version of the particle systems called the finite systems in which C, n(x) < 
~0 for all t Chen and Liggett (1991) proved an analogous theorem for the finite 
systems using completely different techniques. 
1. Reversibility 
Assume the rate function is of the form 
4x, 77) = 
( 
P(x, l,(n), r,(n)), if 77(x) =O, 
6(x, lx(n), r,(n)), if n(x) = 1, 
where p(.;;)>O, and 0<6(.;;)~&,<~. 
(1.1) 
Theorem 1.1. If there exists a reversible measure /1 such that p(X’) = 1, then: 
(a) There is a positive function a(x, y) on {(x, y) E Z2: x < y} such that 
p(x, I, r) a(x-Z,x)a(x,x+r) 
6(x, Z, r) = a(x-I,x+r) ’ 
(1.2) 
(b) rf there is anotherfunction a’(x, y) which also satisjes (1.2), then 
a’(x,y)=a(x,y)t(x+l)t(x+2). * * t(y), x<y, (1.3) 
for some positive function t( . ) on Z. 
Proof. Let 
A;: ,..., ~,,={~~{O,l}~:~(x)=n(x+Z,)= ... =77(~+II+...+In)=l, 
n(y)=0 if x<y<x+Z,+. . -+l,,+, and 
y#x+l,+* ..+I,,k=l,...,n-1) 
g(x-1,x,x+r)= 
~u(A;;‘n B) 
p(ALf n B) 
(1.4) 
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where B is any subset of (0, l}” depending on finitely many coordinates outside 
[x - Z, x + r]. By reversibility and (l.l), the right hand side of (1.4) is independent 
of B; hence g(x-Z, x, x+r) is well defined and is equal to /3(x, 1, r)/S(x, 1, r). 
Computing p(A;j,k)/p(A:+j+k) in two different ways, we have 
g(x,x+i,x+i+j+k)g(x+i,x+i+j,x+i+j+k) 
=g(x,x+i+j,x+i+j+k)g(x,x+i,x+i+j). (1.5) 
Letting k = 1 in (1.5) we have 
g(x,x+i,x+i+j+l) 
=g(x,x+i,x+i+j) 
g(x,x+i+j,x+i+j+l) 
g(x+i,x+i+j,x+i+j+l)’ 
(1.6) 
Define 
a(x, x-t k) = 
g(x,x+k,x+k+l) 
g(x,x+l,x+2)g(x,x+2,x+3)..~g(x,x+k,x+k+l) 
By (1.5), (1.6) and induction on j, we have 
g(x,x+i,x+i+j)= 
a(x,x+i)a(x+i,x+i+j) 
a(x,x+i+j) . 
This proves part (a). To prove part (b), assume 
a(x, YMY, z) = a’(% YMY, z) 
a(x, z) u’(x, 2) . 
Let 
a’(3 Y) 
~ =.I-(-% YL 
a(-% Y) 
Then 
fb,z)=f(X,Y)f(Y,z), X<Y<Z. 
Let t(x) =f(x - 1, x). Then 
f(x,y)=t(x+l)t(x+2). . . t(y), x<y. 
This proves (b). 0 
Theorem 1.2. Suppose the positive function a (x, y), x < y, sutis$es 
f u(x,x+k)=l 
k=l 
and 
f ; u(x-Z,x+r)<cc 
I=1 r=, 
(1.7) 
(1.8) 
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for all x E Z. Then there exists a measure t_~ such that 
P(X’) = 1, 
P(#,,. ,c) 
=~“{77(~)=l}a(x,x+l,)...a(x+l,+...+I,_,,x+Z,+...+1,). 
(1.9) 
We call this measure a (nonstationary) renewal measure. Furthermore, t_~ is reversible 
for the nearest particle system defined by (1.1) and (1.2). 
Proof. We need only to prove the existence of CL, since reversibility is easy to check 
using Proporsition 2.7 in Chapter IV of Liggett (1985). Define renewal sequences 
v~(x), x 2 N, by 
v”(N) = 1, 
k-l 
(1.10) 
v”(N+k)= C uN(N+l)a(N+l, N+k), kal. 
I=0 
By (l.lO), we can write 
uN(N+k)= ; c a(xo, x,) - * ’ a(xkblp xk). (1.11) 
i=l N=x,,<x,<...<x,=N+k 
By (1.10) and (l.ll), we can write 
v”(N+k)= i a(N, N+i)uNfi(N+k). 
i=l 
(1.12) 
By (1.7), (1.12) and induction on k, we have 
~~(N+k)dl. (1.13) 
Let ZN={N, N+l,. . .}. Define a probability measure PN on (0, l}“” by 
J’NW;I,...,J 
=vN(x)a(x,x+Z,)--.a(x+l,+...+I,-,,x+l,+***+Z,) (1.14) 
(consistency follows from (1.7) and (1.10)). Rewrite (1.10) as 
x--l 
V”(X) = C v”(i)a(i, x). 
i=N 
(1.15) 
Take a subsequence Nk + ---CO such that v”~(x) + V(X) for all x. By (1.8), we have 
x-l 
C a(i,x)<CO. (1.16) 
i=-_m 
Hence, by (1.13), (1.15), (1.16) and the dominated convergence theorem, we have 
x--l 
V(X)= 1 u(i)a(i, x). 
i=-_m 
(1.17) 
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By (1.10) and (1.14), 
M-N 00 
PN{r](m)=l forsome m>M}= 1 C v”(M-k)a(M-k,k+Z). (1.18) 
k=O I=1 
On the other hand, by (1.7) and (1.14), 
PN{v(m)=l forsome m>M}=l. (1.19) 
Combine (1.18) and (1.19). Then let Nk + --oo. By (1.8), (1.13) and the dominated 
convergence theorem, we have, for all integers M, 
l= ; f v(M-k)a(M-k,M+I). 
k=O I=1 
(1.20) 
By (1.20) and (1.17), V(X) > 0 for all x. Hence PNk+p # So, and p satisfies (1.9) 
(by (1.14)). Finally, by (1.20) we have p(X)) = 1. 0 
2. Attractive reversible systems 
Assume 
6(x, 1, r) = 1 
and Pt., *, *) is reversible and attractive, i.e. 
(2.1) 
P(x, 4 f-1 = 
a(x - 1, x)a(x, x-t r) 
a(x-l,x+r) 
and 
4% Y) 
t in x, 
4x+ 1, Y) 
a(x,y+l) a(x, Y) 
J in y. 
Theorem 2.1. (a) If there exists an invariant measure V, v # So which is concentrated 
on X’, then there is a reversible nonstationary renewal measure p 2 v. 
(b) If there exists a reversible measure v on X’, then it is unique and hence is the 
(non-stationary) renewal measure. 
Proof. (a) Let h,,, ={m, m-t 1,. . . , n}, and X,,,, ={0, l}Zm,n. Define p,,, by 
k 
Pm,n(l) = (ym,n II u(xi-19 xi) (2.2) 
i=, 
where m =x0<. . . <& = n, c={Xl,. . . , xk_l}E x,,,, and CY,, iS a normaliZing 
constant. 
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Define a function lrn,‘( .) on {m + 1,112 + 2,. . .} by P”(x) = 0, x > n, and 
C a(x,x+k)tm~n(x+l)~~~tm~n(x+k)=l when m<x<n. (2.3) 
k=l 
Noticing that t”‘“(x) = 0 when x > n, and by (2.3), we have 
a(m+i,+. . . + inpmpl, m + i, f. . . + in-,) 
= 1. 
Comparing (2.4) with (2.2), we have 
m+il+...+i 
11-111 
n t”‘“(j) 
i=tT7+, 
(2.4) 
~nl,tI = ir t”‘“(j). 
;=m+, 
Notice that, by the definition of tm,“(x), we have 
Pfl(x) = Pi,“(X) when m<m,<x<n. 
By (2.2), (2.4), (2.5) and (2.6), we have 
An,f7{77(x) = 11 
[ 
I - m 
= c c Ii U(XiG,, Xi)] 
k=, m=ro’x,<~~~<xl ,<x~=.x ,=I 
c Ii u(Yjp,, Yj) ir P(S)] 
I_=, x=y”~y,C...~~,,~,<L‘,=n ,=I s=Vi+, _I 
(2.5) 
(2.6) 
[ 
n-x 
. c c Ii u(Yj-l,Yj) ii f”‘“(v) 
/=I x=y”<y,<...<L‘r~,<?r=n ,=I u=x+, 1 
x - m k x 
=c c II u(x8-l, xi) n t”‘“(j). 
k=l m=r”<x,<...<~~~,<~~=~ i=l ,=m+, 
Hence, by (2.2), (2.5) and (2.7), 
/-+n{A;I ,._., I,> = ~m,n{dx) = l>a(x, x + 4) 
. . . u(x+z,+* * .+zk-l,X+z,+. . .+zk) 
I,-t...-tl, 
. n t”‘“(x+ i). 
r=, 
(2.7) 
(2.8) 
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By attractiveness and Theorem 2.7 in Chapter III of Liggett (1985), 
Iim pu,,, = lim 6,S( t). 
m’P’x ,+a3 
n+‘x 
(2.9) 
Denote the above common limit by p. Since 6,~ V, we have CL 3 v # so. Hence, by 
(2.8) and (2.9), Z_L is a renewal measure and 
~{A;I,...,,,}=/J{~(x)=~}~(~,~+Z,)~~~ a(x+Z,+. . .+Zk_,,x+Z,+. . .+Zk) 
~t(X+l)~~*t(X+z,+~**+z~) (2.10) 
if we can prove p{ X’} = 1. 
Since v{X’} = 1 and p 2 V. we have 
~(7: ~(x+k)=O,k=1,2,...}=0 
and 
v{T(x+k)=O, k-1,2,. . ., K}ap{~(x+k)=O, k=1,2 ,..., K}. 
Letting K + co, we have 
p{v(x+k)=O, k= 1,2,. . .}=O. 
Similarly, we have 
p{n(x - k) = 0, k = 1,2,. . .} = 0. 
Hence p{X’} = 1. 
(b) Let Y be a reversible measure with v{X’} = 1. By (1.2), we have 
v{A;l,,J a(x,x+ZMx+Z,,x+Z,+Z,) = 
v{At+,J u(x,x+Z,+Z,) . 
Hence 
~{A~,,~}=c;l+,,a(x,x+Z,)a(x+Z,, x+Z,+Z,) 
where 
c; = 
v{A3 
u(x,x+n)’ 
By (1.4) and induction on n, we have 
v{A;i ,...,, ~}=~;l+...+,~u(x,x+Z,)~~~u(x+Z,+~~~+Z,~,,x+Z,+~~~+Z,). (2.11) 
Let p = lim ,+&?,S(t). Then p satisfies (2.10). Since Z_L b V, we have 
P{A~) 2 ~{Ak1 
n n 
i.e. (by (2.10) and (2.11)) 
~{~(X)=l}u(x,x+1)*~~u(x+n-1,x+n)t(x+1)*~~t(x+n) 
~c~u(x,x+l)~~~u(x+n-1,x+n). 
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Hence 
/_&{~(X)=l}t(X+1)~~~t(X+n)~c~. 
On the other hand, we have 
l*{q(x) = 01 
and 
v{v(x)=O}= f T c;;,‘a(x-l,x+r). 
/=I r=l 
By (2.12), (2.13) and (2.14), we have 
PiIT) = 012 v{?l(x) = 0). 
(2.12) 
t(x+r)a(x-l,x+r) (2.13) 
(2.14) 
By Corollary 2.8 in Chapter II of Liggett (1985), we have /I = v since CL 2 v. 0 
3. Periodic case 
Assume 6,(x) = 1 and 
PC4 1, I) = A(x) “,:(y$ 
i.e. a(x,y)=h(x)P(~-x). 
Wfl, 
(3.1) 
(3.2) 
f, P(n) = 1 (3.3) 
and 
A (X +p) = A(x) for some positive integer p. (3.4) 
Theorem 3.1. Assume (3.1)-(3.4). Then the following statements are equivalent: 
(a) There is a reversible renewal measure p such that p (Xl) = 1. 
(b) There is an invariant measure v # &. 
(c) There is a function t( . ) on Z such that 
t( .I = t( * +P), 
f t(x+1). . 
n=, 
. t(x+nMtn)=& (3.5) 
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and 
f f t(x--1+1) * * * t(x+r+l)~(Z+r)<CO 
I=1 r=l 
305 
(3.6) 
for all x E R. 
Proof. (a)*(b) Obvious. 
(b)+(c) By attractiveness, p = lim,,, 6,S( t) 2 Y # so. Since s,S(t)( *+p) = 
&S( t)( . ), we have 
P(.+P)=P(*). 
Hence 
p{X’uO} = 1. 
where 0 denotes the configuration in which all the sites are vacant. 
Let v,{ .} = p{X’n *}/p{X’}. Then V, is invariant, and v,{X’} = 1. Since p 2 vr, 
we have p{X’}= 1 and p is given by (2.10). Hence 
P{rl(X) = lI= E, Pin(x) = 1)r(x+ 1) . . . t(x+k)P(k)A(x) 
where we take a(x, x+ n) = P(n)A(x). This proves (3.5). 
Since p(X’) = 1, we have 
12 /Ju(rl(x) = 01 
= f f p{n(x-I)= l}t(x-l+l). . . t(x+r)p(l+r)A(x-I) 
/=I r=, 
3 min j_~{n(z)=l}h(z) F f t(x-_+l)...t(x+r)/3(l+r). 
,=r=p I=1 r=, 
This proves (3.6). 
(c)+(a) Follows from Theorem 1.2 by letting 
a(x,x+n)=A(x)/3(n)t(x+l) * * * t(x+n). 
Let t=(t,,f2 ,..., ~,)ERP,, ai=CFco/3(kp+i), i=l,..., p. and 
[ 
p-1 1 
-1 
A,(t)= C ajti+,ti+2... ti+j+a, , i=l,..., p, 
j=1 
where tp+i=ti,i=1,2,...p-1. DefineA:lRP,+RP+ by 
A(t) = (A,(t), . . . A,(t)), ~EIWP,. 
Define two partial orders on R”, by 
xzy e xiayi fori=l,...,p 
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and 
X>Y e x2.v and xj>y,forsomej. 
Let 
S,={A(t): rlr* . . . lp = l}, 
S={x~[WP,:~>~,forsomex,~S,} 
and 
S = {x E R”,: the nearest particle system defined by (l.l), (2.1), (3.1) 
and A(kp+i)=x;, i-l,2 ,..., p, kEZ, survives}. 0 
Theorem 3.2. (a) ZfCF=‘=, kp(k)<co, then S=suS,. 
(b) ZfCT=‘=, k/3(k)=m, then S=g 
Proof. Notice that if x < y, then x E SJy E S, and if f, > t2 then A ( tl) s A (tJ. 
Define another function F: R”,+W”, by 
F(r) = (F,(r), . . . , W)) 
where 
F,(t)= f i+, . . 
[ 
-1 &+,3(k) 
k=l 1 
and tnp+i =&,nEZ+, i=O,l,... , p - 1. Then F(r) has the following properties: 
(I) F(r) is continuous in {r: r, * * . tp S 1). 
(II) F(r,)s F(r,) if tar,. 
(III) F(r) = A(r) on {r: r, - . . t,, = 1). 
(IV) If t1 . . . tp < 1, then let A(i) = Fj(f) for i = 1,. . . , p and extend h(x) to Z by 
(3.4). Then (3.5) and (3.6) are satisfied. Hence by Theorem 3.1, F(r) E S. Similarly, 
if we assume p(n) has finite first moment, then F(r) E S when r, * * * fp = 1. 
Suppose x E S Then there exists a rC such that A (r’) < x, rC . * . ti = 1 by definition 
of S By I, II and III above, there exists a r’< rC such that 
XT- F(r’)> F(r”)=A(r’). 
By coupling, we have x E S since F( r’) E S by (IV). Hence SC S. 
Similarly, suppose p(n) has finite first moment and x E S,. Then there exists a tC, 
t; . . 1 t; = 1 such that x = A (r’). Hence, by (IV), 
x=A(rc)= F(r”)ES, 
and S, c S. 
Conversely, suppose x E S. Then by Theorem 3.1, there exists a r E R”, satisfying 
(3.5) and (3.6). It follows that t, . . . tp s 1 (tl * . . tp < 1, when I:=‘=, kp(k) =a); 
otherwise (3.6) fails. 
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If CT=:_, /Q(k) < ~0 and f, . * * $=l, then A(t)=F(t)=x and XES,. 
If t, . * + t,, < 1, then there is a t’~ W”, such that t’> t, t; . . . tb = 1. Hence x = F(t) > 
F(t’)=A(t’), and XES 
Therefore, S c Su S, (S c S when IF=, np( n) = a). This completes the proof. 0 
It is interesting to look at the cases of p = 2 and 3. When p = 2, we have 
1 
/A,(t)=- 
1 
a,t2+ a2 
and A2(f)=------ 
a,t,+a,’ 
The critical line S, in this case is given by 
Sc={((a,t2+a,)~‘,a,t,+a,)): t,tz=1}. 
The equivalent Cartesian equation for S, is 
A,A*(a,-a2)+az(A,+A2)=1. 
Similarly, when p = 3, we can also derive the Cartesian equation for S,, which is 
given by 
(a:+a;+a;-3a,a,a,)A,A,A, 
+(A,Az+A2A3+A3A,)(a,a,-a:)+a,(A,+A,+A,)=l. 
Theorem 3.3. Let A = {A: (l/p) If_, log A, > 0). Then A c S. 
Proof. Suppose A @ S. Then 
XES and y>x =+ YES 
and 
XEA and ysx + YEA. 
Denote the boundary of S by as. Then 
aSnA#@ 
Let 
h,~aSnA 
and 
A”EA~S, An&A,. 
Then, by Theorem 3.1 and 3.2, there is a r” such that 
F(f) = A”. 
Choose a f3 > 1 so that 
; ,i log A;> -log f s/3(,). 
I 1 n=, 
(3.7) 
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Let 
C(0)=[‘I$p(n)]-‘. 
By (3.5) and Jensen’s inequality, 
t:+k(S(k)@-k 
> 
c(e) p m 
z-log c(e)+pigl k;, (1% t:+,,+’ ’ '+lOg t;+;k)(e-kp(k)) 
=-log c(e)+ y : log t:) -f kp(k)Kk. 
i=l k=l 
Since A” i A,E as, we have lim ,_,(l/p) CT=, log t’ 2 0 (in fact, this limit is zero 
since Cf=, log tY s 0). Hence 
-i,$ logAS 3 -log c(e) = i0g f e-“p(n). 
I 1 n=, 
This is a contradiction of (3.7). 0 
4. Survival for i.i.d. A(x) 
Let 
P(x, 1, r) = A(x) “,‘:;“+l; 
and 
(4.1) 
In Sections 4-6, we will assume A(x), x E Z, are i.i.d. positive random variables on 
some probability space (0, 9, P). 
Theorem 4.1. Let 
S, = A(*): lim 6,.‘?“‘(t) # 6,, 
,+CC 
and 
S, = {A ( * ): 3 a renewal measure p 
which is reversibze w.r.t. S”“‘(t) and p(X’) = l}, 
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where S”“‘(t) is th e semigroup of the nearest particle system dejined by A (. ) and /3(. ). 
Then : 
(a) P{h(.)ESi}=O or 1, i=l, 2. 
(b) P{A(~)ES,}=~~P{A(~)ES,}=~. 
Proof. (a) Si is shift invariant in the sense that if A (. ) E S,, then A (. + 1) E Si. Hence 
P{A ( 0) E Si} = 0 or 1, since A(x) are i.i.d. random variables. 
(b) WeneedonlytoshowP{A(~)~S,}=l~P{A(~)~S~}=l.AssumeP{A(~)~ 
S,} = 1, and let p = lim,,,G,S( t) and 
a,=~{~(x)=l,~(y)=Ofory>x}. 
Then a,, x E Z, is a stationary ergodic sequence. By the ergodic theorem: 
lim 1 i a, = E( a,) a.s. 
n+a n x=l 
Since C:=, a, s 1 for all n, E(a,) = 0. Hence a, = 0 a.s. Similarly, we can 
prove p{v(x)=l, v(y)=0 for all y<x}=Oa.s. Hence p{X’uO}=la.s. (here 0 
denotes the configuration at which all the sites are vacant). Using the same argu- 
ment as in the proof of Theorem 3.1, (b)+(c), we have p(X’) = 1 a.s., hence 
P{A(*)ES,}=~. 0 
Lemma 4.2. Let tmvn(x), x> m, be as in the proof of Theorem 2.1(a), i.e. t”‘“(x) =0 
for x > n, and t”‘“(x), m < x G n, is determined by the equation 
1 
-IFI 
A(x) k=~ 
t”,“(x+l)=.. tm3”(x+k)/3(k), msx<n. (4.2) 
Then : 
(a) O<cX<tm~“(x)<Cx<az 
when m < x s n, where c, and C, are random constants independent of m and n. 
(b) For m, < m2 < x G n, tml,“(x) = tm2’“(x). 
(c) For x G n, t”‘“(x) 2 t”‘“+‘(x). 
(d) For l<m<n, 
P(f+l). . . t’“(m)t”*“(m+l)-.- tm3”(n)~t’“(Z+l)~~ 
(e) For m < k < n, < n2, 
t”‘“l(k) . . . tm,“l(n,)~ t”*?(k) . . . f*,“z(n,). 
P(n). 
(f) For m <n, 
k-l 
tmsn(m + 1) * * f t TI A(xi)P(xi+ -1 
k=, ,,,=xo<~.‘<xt=n r=O 1 
-1 
-Xi) . 
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Proof. (a) Recall from Section 2 that the invariant measure P,,,~ for the process 
conditioned on fixed particles at m and n always exists, and is given by 
pCL,,,{Ay ,...,, ,} = tm,“(m + 1) . . . t”-“(n) 
. h(m)A(m+l,). . . h(m+l,+. + *+Z,_,)p(Z,). . .p(lk) 
(4.3) 
where 1, t. ..+lk=n-m, and 
pcL,,,Iv(m) = q(n) = lI= 1. (4.4) 
BY (4.2), 
1 
- 2 P”(XS- 1)/3(l). 
h(x) 
Hence 
By (4.2) and (4.5), when m <x s n, 
1 
-=P”(xfl) 
A(x) 
/3(l)+k& P”(x+2). *. P”(X+k)(p(k) 
A 1 
~P”(x+l) ~(l)+~~,t”‘~“(~+2)+“~“(x+k)~(k-1) 
[ 1 
=t"'"(x+l) P(l)+& . I 
Hence 
t”*“(x+l)Z 
1 
A(x)[~(l)+l/(h(x+l))]=cx+l~O~ 
(b) follows from (2.6). 
(c) By (b), we need to show 
tm~n(m+l)~tm~n+‘(m+l). 
Since 
P 
m,n m,n+1 
a/J 9 
we have 
~m~n{~(m+l)=l}~~mm,n+l{~(m+l)=l} 
i.e., by (2.7), 
A(m)t”~“(m+l)/3(l)~A(m)tm.“t’(m+l)~(l). 
This proves (4.7). 
(d) and (e) follow from (b) and (c). 
(f) follows from (2.4). Cl 
(4.5) 
(4.6) 
(4.7) 
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Theorem 4.3. Let t”‘“(x) be as in Lemma 4.2. Assume 
P 
1 
f t”“(1) . . . P(n)<co = 1 
II=, I 
and 
P 
I 
f t-“3”(O) . . . tC”~O(-n)<oo = 1. 
n=, I 
Then P{A(.)ES,}=l. 
Proof. By assumption, with probability one, we have, for all x E Z, 
c t x,x+n(X+l). . . tX’X+n(x+n)<CC 
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(4.8) 
(4.9) 
(4.10) 
n=, 
and 
f tx-n.x(X _ n) . . . f-n.x(X) <a. 
n=, 
(4.11) 
Fix an w that satisfies (4.10) and (4.11) for all XEZ. By Lemma 4.2(b) and (c), 
lim VI-oc tC”‘“(x) exists for all XEZ. Denote this limit by t(x). Then 0~ t(x) <co by 
Lemma 4.2(a). By Theorem 1.2, we need to prove 
(4.12) 
and 
,f, f, ex - 0 * . . t(x+r)p(l+r)<CO. (4.13) 
By (4.2), we have 
1 
- ‘f tp”‘“(x+ 1) . . . t~““(x+k)p(k), 
A(x) k=l 
n > 1x1. (4.14) 
By Lemma 4.2(b) and (c), we have 
tP,“(Z+ 1) . . . t-“~“(m) 
s P(l-r 1) . . . tLm(m) for -nSl<m<n, m>O. (4.15) 
By the choice of w, by (4.10), (4.14), (4.15) and the dominated convergence theorem, 
we have (4.12). By Lemma 4.2(c), we have 
tx-‘.x+r(X - 1+ 1) . . . p,x+yx + r) 
St “-L”(~-l+l). . . tx-LX(x)tX++r(x+l). . . tqxtr(x+r) for 1, r>O. 
(4.16) 
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By (4.16), Lemma 4.2(b) and (c) and the choice of w, we have 
,E, ,E, t(x--++l) *. . t(x+r)P(l+r) 
=zf; tx-“X+‘(x-I+l). . ’ t”+L”+‘(x+r)p(r+r) 
/=I r=, 
s f f t”-~“(x-~+l)~~~f~~“~(x)t~‘~+‘(*+l)~~~t~’~+’(x+~)p(~+~) 
/=I r=, 
s L x-(x_ I+ 1) . . . p’X(X) ; p-‘x+r(X+ 1) . . . tx3x+r(X+ r) <a. 
I=1 r=l 
Hence we have (4.13). This completes the proof of the theorem. q 
Lemma 4.4. Assume E log A(x) exists. Let tC”*” (x) be as in Lemma 4.2. Then there 
exists a constant L such that 
lim [t”‘“(l) * * . toa”(n) = eL 0.s. 
n-m 
(4.17) 
and 
lim E log t”‘“(1) = L. 
n+a? 
(4.18) 
Proof. Let 
&m,n=logtm3n(m+1)~~~tm~n(n), OGm<n. 
Then by Lemma 4.2(d), 
5 s,u~5r,l+&;,u, s<t<u. 
By (4.5) and (4.6), 
-logA(x-l)+logA(x)-log[h(x)P(l)+l] 
slog t07”(x)s -logh(x-l)-logP(1). 
Hence E log t”‘“(x) exists since E log A(x) exists. So E&,,n exists and 
Et0 n 2 -nE log[A(O)P(l)+ 11. 
Since A(x) are i.i.d. random variables and .$m,n is a function of A(m + l), . . . , A(n), 
the joint distributions of &,,n and &,,+I,n+I are the same, and &,,n is ergodic in the 
sense that the shift invariant o-algebra contains only events with probability 0 or 
1. By Kingman’s subadditive ergodic theorem, 
lim I ,& = L a.s. 
n-m n 
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and 
lim A Et,,, = L 
n+cr n 
where L is some constant. Hence we have (4.17) and 
lim 1 i E log t’,“(k) = L. 
n+w n k=, 
Noticing that E log to”‘+’ (k+l)= E log t’,“(k), we have 
lim 1 i E log t”,k( 1) = L. 
n+a n kc1 
(4.19) 
Since lim,,, E log t”“(1) exists by Lemma 4.2(c), (4.18) follows from (4.19). 0 
Theorem 4.5. If E log A (0) > 0, then 
P{h( .) E S,} = 1. 
Proof. By Lemma 4.4 and Theorem 4.3, we need only to prove the constant L 
defined by (4.17) is negative. Denote 
C”(e)= F (lle)“P(n) 
[ I 
PI 
n=l 
for m = 1,2, . . . ,a and 821. Choose a 0>1 so that 
E log A(Olog f (l/f?)“p(n) 
( > 
=log C”(0). (4.20) 
n=1 
Such a choice of f3 is possible since E log A (0) > 0 and the right-hand side of the 
above inequality is zero when 0 = 1. By (4.2), we have, for m < n, 
-= C”(e) i (toz"(l). . . tO,“(k)ek) 
cm(e) 
A (0) k=l 
P(k) 
2 cm(e) F (P(i) . . . P(k)@) 8k. 
k=l 
Since 
c*(e) f e-“p(k)= I, 
k=l 
by Jensen’s inequality, 
P(k) 
2 cm(e) i iOg(tOyi) . . . t”“(k)o”) Bk. 
k=l 
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Take expectations. Let n + ~0 (use Lemma 4.2(b) and (4.18)). Then let m + ~0. We 
have, by (4.20), 
O>logC”(8)-ElogA(O)3C”(fI) ; k(L+loge)Kkp(k). 
k=l 
Hence L<O since 0> 1. 0 
5. Extinction for i.i.d. h(x) 
Theorem 5.1. Suppose A(x) are i.i.d. positive random variables and /3( .) is a density 
function on the positive integers satisfying (4.1). Assume 
; f . . . f A(O . . A(x,+* * *+x,_~)~(x,) * * * p(x,,)<m a.s. (5.1) 
n=, x,=1 x. = I
Then 
P{ A ( . ) E S,} = 0. 
Proof. Let 
S(x, x+n) 
= ; c A(xg) . . ’ h(xk-dP(x1 -Xo) * ’ . p(xk -xk-l), 
k=l x=x~<x,<...<x~_,<x~=~~~ 
(5.2) 
S(x, x) = 1. 
Then (5.1) is equivalent to 
F S(O,n)<oo a.s. (5.3) 
n=O 
Let vFn, where k < m < n, be the stationary distribution of the process conditioned 
on fixed particles at k, n and fixed zeros at m, m + 1,. . . , n - 1. By coupling, ~2” 
restricted to {k, . . . , n} is decreasing in n and increasing in m. Furthermore, for 
k<x,<. ” <x,<m<n, we have 
6?‘&,xz-xl ,..., .p,,) 
=(Y !+,,,,,A(k)A(X,) * * .A(x,)P(x,--k)P(x~-x1).. P(XI-XI-I)P(n-X,), 
(5.4) 
vi?@} = %,m,nh (k)P(n - k), 
where 
(Y k,k,n=A(k)P(n-k) 
m-k-1 
+ c c A(k . . A(Xi) 
i=l k<x,<...<x,<m 
xP(x,-k)P(x,-x,) * * /3(Xi-xi-1)P(n-Xi). 
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By (4.1), we have, for k< x, 
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1 
-1 
lim lim cy k,m,nP(n-x)= Y? S(k,k+n) . m-00 n+m n=O 
Let 
Then, by (5.4) and (5.5), we have 
v,{q(k)=l,n(x)=O,allx>k}= 
and q(x)=O,x>k, x#k+Z,+.-.+lk, k=l,..., n} 
h(k)A(k+l,) - - . h(k+l,+. . -+I,-,)@(I,) - . - p(Zn) 
= 
CE, S(k 4 
By (5.2) and (5.6), we have 
ukfAkl =A(k)P(nEEk+n S(k+ n, i) 
n Cz, S(k, i) 
and 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
Let pi be the stationary distribution of the process conditioned on fixed particles 
at k and at n. And denote puk = lim,,, p:. If the nearest particle system survives, 
then pk is the upper invariant measure conditioned on a fixed particle at k (see 
Liggett, 1985, Theorem 2.7, Chapter III), and 
.f, P~{A~I = 1 a.s. 
Hence to prove the system dies out, it suffices to prove 
This is equivalent to 
(5.9) 
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since ~~{.j~(n)=l}=~~ on{k,..., n}. Write, for all positive integer 1, 
%Mk+~)=llT(“)=l~ 
= ~{rl(n) = 11 v(k+ I) = llVk{T(k+ 4 = 11 
cc{77(n) = 11 
= ~+,{v(n) = lles{~(k+ 0 = 1) 
v,{rl(n) = 11 . 
Since the left hand side of (5.10) is decreasing in n by attractiveness, 
G+,{rl(n) = 11 
Q{rl(“) = 11 
is also decreasing in n. Set I = 1. And let 
2, = lim 
Q+,{rl(n) = 11 
n+r v,{rl(n)= l} . 
(5.10) 
(5.11) 
Since, by attractiveness again, 
vk s V&+-l 
we have 
Z&al. (5.12) 
By the following lemma and (5.12), Z, = 1 a.s. Hence (5.9) follows from (5.10), 
(5.11) and Corollary 2.8 in Chapter II of Liggett (1985). 0 
Lemma 5.1. Assume (5.1) is satisfied. Let Z, be dejined by (5.11). Then 
f z,-. . Z,P(k)<W. 
k=l 
(5.13) 
Proof. By (5.6), 
v1{77(n) = 1) 
n-l 
= kIzz y1{7?(2) =. . .=q-(k)=O,~(k+l)=q(n)=l} 
n-1 
= ,4, v,{rl(2) =. . ~=~(k)=0,~(k+l)=1}~~+~{~(n)=l}. 
Write, by (5.7), 
v1{7?(2) =. . *=7,-(k)=0,~(k+l)=l}=p(k)Wk 
where 
(5.14) 
w 
k 
=A(l)C:,+,S(k+l, i) 
CZ,S(l, i) ’ 
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Since 
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5 S(n, i)zS(n, n)=l, 
i=n 
we have 
By (5.14) and (5.15), we have 
(5.15) 
(5.16) 
Since 
2, . . . Z, = lim 
%+1171(n) = 11 
n-m zQ{v(n) = 1) 
by (5.16), we have (5.13). 0 
Theorem 5.2. Suppose A (x) are i.i.d. positive random variables such that EA (0) < 1. 
7hen P{ A ( . ) E S,} = 0. 
Proof. Let si = Cj=, x,. Then 
E; f.. . f A(O * * A(&,)@(%). . . P(x,) 
n=, x,=1 x,, = 1 
=f f .*. : EA(O)A(s,). * . A(sn-dP(xJ. * * P(xn) 
n=l x,=1 *,=I 
= ; [EA(O)]” ; . . + f /3(x1). . .p(x,) 
n=l x,=1 x,, = 1 
= f [EA(O)]“<OO. 
II=* 
Hence 
; ; . . * ,f, A( . . . A(s,-dP(xJ . . * P(x,)<a a.s. 
n=* x,=1 n 
By Theorem 5.1, P{A(*)ES,}=O. 0 
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6. Intermediate case for i.i.d. A (x) 
It is known from the previous two sections that nearest particle systems in a random 
environment survive almost surely if E log A(0) > 0 and die out almost surely if 
EA (0) < 1. In this section, we will investigate the intermediate case, i.e. the case in 
which E log A(0) < 0 and EA(0) > 1. 
Proposition 6.1. Suppose A(x) are i.i.d. positive random variables andp( n) is afunction 
on Z, satisfying (4.1). If 
EA(0)” f P(n)“<1 forsomeO<esl, 
II=, 
then P{ A ( * ) E S,} = 0. 
(6.1) 
Proof. Let 
PI(n) = W(n)’ (6.2) 
where C, = (Czzp=, P(n)“)-‘. Then P,(n) is a density function on the positive integers 
and 
P;:,+,‘) t 1. 
By (6.1), we can choose a constant 
CEA(O)‘< 1 
and 
By (6.4), we have 
Cl/EC’/‘> 1 
1 
By (6.3) and the proof of Theorem 
f f . . . f C”A(s,)‘. 
n:, x,=L x. = 1 
where sk = CF=, xi and s0 = 0. 
C so that 
5.2, we have 
. . A(sn-,)‘P,(x,) . . . 
(6.3) 
(6.4) 
(6.5) 
p,(x,) < 03 a.s. (6.6) 
Since F-’ 2 1 and the series in (6.6) has nonnegative terms, we have 
j, [ ,-, . . . ,<, C”A(.d’~ . . A(.%-,)‘P,(x,) . a . ACT,,]“~ <a a.s. 
I n 
(6.7) 
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By (6.2) and (6.5), we have 
2: f.. . f [c”A(s,y~ . . h(s,_,)“p,(x,) * * - p,(x,)]“” 
II=, x,=1 .X,=1 
=f f.. . ; C""c;"A(s,)~ . * A(s,-&3(x,) * . . p(x,) 
n=1 x,=1 x.=1 
a f ; . . . f A(Q). . . A(sn-&3(xI). . * /3(x,,). 
n=, x,=1 x,, = 1 
By (6.7), (5.1) is satisfied. Hence P{A( .)E S,}=O by Theorem 5.1. 0 
Lemma 6.2. Suppose X is a random variable such that X > 0, EX < CO and E log X < 0. 
Then there exists an E, 0< E < 1, so that EX” < 1. 
Proof. Let 
F(t)=EX’, Ostcl. 
Since EX < 00, F(t) is well defined, continuous on [0, l] and differentiable on [0, 1) 
with derivative 
F’(t)=EX’logX, Ost<l. 
Now the lemma follows from the fact 
F(O)=1 and F’(O)=ElogX<O. 0 
Theorem 6.3. Assume (4.1) is satisfied. Suppose A(x) are i.i.d. positive random variables 
such that EA (0) < CO and E log A (0) < 0. Then there is a choice of /3 ( * ) such that 
P{A( .) E S,} = 0 for the nearest particle system defined by A( .) and p( *). 
Proof. By Lemma 6.2, there is an E, 0~ e < 1, so that EA (0)’ < 1. Fix this E. We can 
choose a P(n) satisfying (6.1) and (4.1) (e.g. let P(n)= Ca/na, where c, = 
[Cr=, l/n”]-‘, for a big cz). Then the theorem follows from Proposition 6.1. 0 
We have the following sufficient condition for survival. 
Proposition 6.4. Suppose A(x) are i.i.d. positive random variables. Assume (4.1) is 
satisjed. If 
E log 
P(2) 
A(O)P(l)+ti(l) I ‘0, (6.8) 
then P{h( *) E S,} = 1. 
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Proof. By Theorem 4.3 and Lemma 4.4, we need to prove the constant L defined 
by (4.17) is negative. Let t”“(x) be as in Lemma 4.2. Then by (4.2), Lemma 4.2(b) 
and logconvexity, 
. t’+(k)/?(k) 
p(l)+ ; t0,“(2). . e to7”(k)/3(k) 
k=2 I 
r”,“(2). . . toz”(k)/3(k-1) 1 
t’.“(2) . + . t’,“(k- 1) 1 
1 . 
Hence 
P( 1) S 
1 h(l) 
~(1)P(l)s-P(2)IP(1) h(O)’ 
By (4.18) and (6.8), we have L<O. 0 
Next we will develop a construction of logconvex density functions on positive 
integers. Let /3( . ) be a function on Z such that 
,,;, P(n) = 1, Iz nP(n)<a, (6.9) 
n=, 
Let 
P(l)=& 
P(n+l) 
Po=c-un. 
(6.10) 
(6.11) 
Then 
p(n+l)=bq...cr,, nal, 
%?l, 
b= 
1 
1 +c;+ (Yr * * * (Y, 
(6.12) 
(6.13) 
(6.14) 
and 
c n(Y1 . * .cY,<oO. (6.15) 
n=, 
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Conversely, given a positive b and a positive sequence (Y,, which satisfy (6.13)-(6.15), 
we can define a logconvex density on Z with finite first moment by (6.11) and (6.12). 
The following lemma gives a condition for constructing a logconvex density from 
given /3(l) = b and /3(2)//3(l) = (or. 
Lemma 6.5. There is a function p(. ) which satisfies (6.9) and (6.10) and 
b=@(l), o = P(2)lP(l), (6.16) 
if and only if 
O<b+a<l, a>0 and b>O. 
Proof. Let p( * ) be a logconvex density and define cy > 0 and b > 0 by (6.16). Then 
by (6.13) and (6.14) we have 
1 1 
b=l+~;z, (y1.. . an<l+cycl a;=l-al=l-a. 
Conversely, given a > 0 and b > 0 such that 0 < b + a < 1, consider (Y, of the form 
cX,=a+(l-a)(l-l/G)” 
where s > 0 is a parameter to be determined. Then (Y, t 1 as n t 1. Since 
Q,=l-s(l--)/G+O(l/n), 
we have 
lJ;n(l-++an)=co>l. 
Hence, by Raabe’s test, 
z na,. . * a,<oo. 
n=, 
Let 
F(s) = 
1 
1 +c;=r (Yr . . . a, 
1 
=l+~~~,n;~,[u+(l-a)(l-l/~)s]’ 
Then O< F(s) < 00. F(s) is continuous on (0, co). Since (Y, + 1 when s + 0, (Y, + a 
when s + 00, we have F(0) = 0 and 
F(m) = 
1 
1 +c;=, u” 
=1-a. 
Hence, if 0 < b < 1 - a, then, by continuity, F(s) = b for some 0 < s < 00. This proves 
the lemma. 0 
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Theorem 6.6. Suppose A ( . ) are i.i.d. positive random variables such that EA (0) > 1 
and E log A(0) < 00. Then there is a choice of /3( *) which satisfies (4.1) so that 
P{h(.)gS,}=l 
for the nearest particle system dejned by A( a) and p(. ). 
Proof. Consider a function 
G(t)=Elog[A(l)t+l-t], O<t~l. 
Then G(0) = 0, G(r) is continuous and 
G’(t) = E 
A(l)-1 
A(l)t+l-t’ 
o<t<1. 
Since 
G’(O)=EA(l)-l>O 
by assumption, there exists a t, > 0 such that 
G(t,)= E log[A(l)t,+l-t,]>O. 
Let a = 1 - t,,, then 
E log[A(l)(l-a)+a]>O. 
Choose a b, O<b<l-a, so that 
E log[A(l)b+a]>O. 
By Lemma 6.5, there is a function p( .) which satisfies (6.9) and (6.10) so that 
p(1) = b and /3(2)/p(l) = a. Now the theorem follows from Proposition 6.4. 0 
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