Sur les exposants de Lyapounov des applications meromorphes by de Thelin, Henry
ar
X
iv
:m
at
h/
06
09
62
8v
2 
 [m
ath
.D
S]
  3
0 O
ct 
20
07 Sur les exposants de Lyapounov des appliations
méromorphes
Henry de Thélin
Résumé
Soit f une appliation méromorphe dominante d'une variété Kählérienne ompate.
Nous donnons une inégalité pour les exposants de Lyapounov d'une lasse de mesures
ergodiques de f en utilisant l'entropie métrique et les degrés dynamiques de f . Nous
en déduisons l'hyperboliité de ertaines mesures.
Abstrat
Let f be a dominating meromorphi self-map of a ompat Kähler manifold. We
give an inequality for the Lyapounov exponents of some ergodi measures of f using
the metri entropy and the dynamial degrees of f . We dedue the hyperboliity of
some measures.
Mots-lefs : appliations méromorphes, exposants de Lyapounov, entropie.
Classiation : 37Fxx, 32H50, 58F15.
Introdution
Soit (X,ω) une variété Kählérienne ompate de dimension k et f : X 7→ X une
appliation méromorphe dominante.
Nous désignerons par Cf l'ensemble ritique de f et par If son ensemble d'indétermi-
nation.
L'objet de et artile est de donner des formules générales pour les exposants de Lya-
pounov des mesures invariantes µ qui intègrent la fontion log d(x,A) où d est la distane
dans X et A = Cf ∪ If . Remarquons que lorsqu'une mesure µ intègre la fontion pré-
édente, elle ne harge pas l'ensemble A : on peut don dénir f∗µ et parler de mesure
invariante. Par ailleurs, l'hypothèse d'intégrabilité de log d(x,A) est vériée dès que µ in-
tègre les fontions quasi-psh. Les formules dépendront d'une part de l'entropie métrique
h(µ) de µ et d'autre part des degrés dynamiques dq de f (voir le paragraphe 1 pour leur
dénition).
Dans e ontexte nous avons le
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Théorème 1. Soient µ une mesure invariante, ergodique telle que log d(x,A) ∈ L1(µ) et
χ1 ≥ · · · ≥ χk les exposants de Lyapounov de µ (ils sont bien dénis).
Fixons 1 ≤ s ≤ k. On dénit l = l(s) et l′ = l′(s) par les formules suivantes :
χ1 ≥ · · · ≥ χs−l−1 > χs−l = · · · = χs = · · · = χs+l′ > χs+l′+1 ≥ · · · ≥ χk,
où s− l est égal à 1 si χ1 = · · · = χs et s+ l
′
est égal à k lorsque χs = · · · = χk.
Alors, on a les inégalités suivantes :
h(µ) ≤ max
0≤q≤s−l−1
log dq + 2χ
+
s−l + · · ·+ 2χ
+
k
h(µ) ≤ max
s+l′≤q≤k
log dq − 2χ
−
1 − · · · − 2χ
−
s+l′
ave χ+i = max(χi, 0) et χ
−
i = min(χi, 0).
Signalons la ressemblane entre es formules et elles de J. Buzzi pour les appliations
C1+α (voir [5℄).
Maintenant, à l'aide de notre théorème, on a :
Corollaire 2. Supposons que les degrés dynamiques vérient d1 ≤ · · · ≤ ds−1 < ds >
ds+1 ≥ · · · ≥ dk. Soit µ une mesure invariante, ergodique telle que log d(x,A) ∈ L
1(µ) et
h(µ) > max(log ds−1, log ds+1) (ou h(µ) > log dk−1 si s = k). Alors
χ1 ≥ · · · ≥ χs ≥
1
2
(h(µ)− log ds−1) > 0
et
0 >
1
2
(log ds+1 − h(µ)) ≥ χs+1 ≥ · · · ≥ χk.
En partiulier la mesure µ est hyperbolique.
Lorsque dans le orollaire préédent la mesure µ est d'entropie log ds (i.e. est d'entropie
maximale par [8℄ et [7℄), on obtient le :
Corollaire 3. Soit µ une mesure invariante, ergodique telle que log d(x,A) ∈ L1(µ). Alors,
si h(µ) = log ds ave d1 ≤ · · · ≤ ds−1 < ds > ds+1 ≥ · · · ≥ dk on a :
χ1 ≥ · · · ≥ χs ≥
1
2
log
ds
ds−1
> 0
et
0 >
1
2
log
ds+1
ds
≥ χs+1 ≥ · · · ≥ χk.
En partiulier la mesure µ est hyperbolique.
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Notons que les inégalités obtenues dans e orollaire sont elles qui étaient onjeturées
(voir [17℄ Conjeture 3.2).
Les hypothèses de e orollaire sont vériées dans de nombreuses situations. En voii
ertaines.
Tout d'abord pour les endomorphismes holomorphes de Pk ave la mesure de Green
µ (voir [12℄ et [13℄ pour sa dénition). En eet, la mesure µ est mélangeante et intègre
log d(x,A) grâe à l'inégalité de Chern-Levine-Nirenberg. Pour es endomorphismes, l'en-
tropie métrique de µ vaut k log(d) et les dq valent d
q
. En appliquant notre inégalité ave
s = k, on a alors la minoration du plus petit exposant de µ par log(d)2 et on retrouve ainsi
un résultat de J.-Y. Briend et J. Duval (voir [2℄).
De la même façon, lorsque f est une appliation méromorphe sur une variété proje-
tive, ave son degré topologique stritement plus grand que les autres (i.e. s = k dans le
orollaire préédent), V. Guedj a onstruit une mesure µ mélangeante, d'entropie log dk et
qui intègre les fontions quasi-psh (voir [16℄ et [8℄). En utilisant notre formule, on retrouve
alors la minoration du plus petit exposant de Lyapounov de µ par 12 log(dk/dk−1) qu'il
avait démontrée.
Lorsque f est un automorphisme holomorphe d'une variété Kählérienne qui possède
un degré dynamique stritement plus grand que les autres, T.-C. Dinh et N. Sibony ont
onstruit une mesure de Green µ mélangeante qui intègre les fontions quasi-psh et d'entro-
pie max log dq (voir [10℄). Notre orollaire s'applique don et on obtient ainsi un nouveau
résultat pour es automorphismes.
De la même façon, lorsque f est une appliation birationnelle régulière de Pk (voir
[9℄), T.-C. Dinh et N. Sibony ont onstruit une mesure de Green µ mélangeante et qui
intègre la fontion log d(x,A) (ii If = I
+
et Cf = f
−1(I−)). On peut don lui appliquer
le orollaire.
Donnons une autre onséquene de notre théorème. Lorsque l'on applique la première
formule du théorème ave s = 1 on en déduit une formule de Ruelle ([22℄) pour les appli-
ations méromorphes :
Corollaire 4. Soit µ une mesure invariante, ergodique telle que log d(x,A) ∈ L1(µ).
Alors :
h(µ) ≤ 2χ+1 + · · ·+ 2χ
+
k .
Voii le plan de e texte. Dans un premier paragraphe nous ferons des rappels sur les
appliations méromorphes et dans le seond nous démontrerons les orollaires 2 et 3. Dans
le troisième nous parlerons de théorie de Pesin pour les appliations méromorphes et dans
le quatrième, nous ferons des rappels sur la transformée de graphe. Enn, le inquième
paragraphe sera onsaré à la démonstration de la première inégalité du théorème et le
sixième à elle de la deuxième inégalité. Dans le dernier paragraphe nous donnerons un
analogue de notre théorème pour les diéomorphismes de lasse C1+α dans les variétés
Riemanniennes ompates.
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1 Rappels sur les appliations méromorphes
Commençons par rappeler la dénition des degrés dynamiques de f (voir [23℄ et [7℄).
On dénit la forme f∗(ωq) omme l'extension triviale de (f|X\If )
∗ωq.
On pose δq(f) :=
∫
X f
∗(ωq) ∧ ωk−q pour q = 0, . . . , k. Le degré dynamique d'ordre q
est alors :
dq := lim
n→∞
(δq(f
n))1/n.
Notons que d0 = 1 et que la limite i-dessus existe grâe à [7℄.
Dans [8℄ et [7℄, T.-C. Dinh et N. Sibony ont déni, via un proédé de régularisation
de ourant, le pull-bak par f des ourants positifs fermés de bidimension quelonque. En
voii le proédé. Tout d'abord f est une submersion sur un ouvert de Zariski Ω1,f de X. Si
S est un ourant positif fermé de bidegré (l, l) sur X, alors, on peut dénir f∗S sur Ω1,f .
C'est un ourant positif fermé dont la masse
∫
Ω1,f
f∗S ∧ ωk−l est majorée par cXδl(f)‖S‖
(voir le lemme 4 de [8℄ et le orollaire 1.3 de [7℄, ii cX est une onstante qui ne dépend
que de X). Ce ourant admet don un prolongement trivial f˜∗S à X tout entier d'après un
théorème de H. Skoda ([24℄). De plus f˜∗S est un ourant positif fermé de masse majorée
par cXδl(f)‖S‖. Ce ourant sera appelé le pull-bak de S par f .
Nous allons maintenant donner deux lemmes qui serons utilisés dans la démonstration
du théorème. Le premier est quasiment le même que le Lemme 5 de [8℄. On notera Ωf =
X \ ∪n∈Zf
n(If ).
Lemme 5. Soit ǫ > 0. Il existe une onstante cǫ > 0 telle que pour tout q = 0, . . . , k on
ait : ∫
Ωf
ωk−q ∧ (fn1)∗ω ∧ · · · ∧ (fnq)∗ω ≤ cǫ( max
0≤j≤q
dj + ǫ)
n1
pour tous les entiers naturels n1 ≥ · · · ≥ nq ≥ 0.
Démonstration. La démonstration est la même que dans [8℄. Nous la donnons par onfort
pour le leteur.
Soit c > 0 une onstante telle que δj(f
n) ≤ c(dj + ǫ)
n
pour tout n ≥ 0 et tout
j = 0, . . . , k.
Soit Ωn,f = X \ ∪0≤i≤n−1f
−i(C) où C = X \ Ω1,f . On va montrer par réurrene sur
q, ave 0 ≤ q ≤ k que pour tous n1 ≥ · · · ≥ nq ≥ 0, on a ‖Tq‖ =
∫
Ωn1,f
Tq ∧ ω
k−q ≤
cqcqX(max0≤j≤q dj + ǫ)
n1
où
Tq = (f
n1)∗ω ∧ · · · ∧ (fnq)∗ω,
et T0 = 1.
C'est vrai pour q = 0. Supposons la propriété vraie au rang q − 1. Cela implique que
‖T ′q−1‖ ≤ c
q−1cq−1X (max0≤j≤q−1 dj + ǫ)
n1−nq
ave
T ′q−1 = (f
n1−nq )∗ω ∧ · · · ∧ (fnq−1−nq)∗ω.
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Le ourant T ′q−1 est don de masse nie sur Ωn1−nq,f . Il admet don une extension triviale
T˜ ′q−1 dansX qui est un ourant positif fermé de masse majorée par c
q−1cq−1X (max0≤j≤q−1 dj+
ǫ)n1−nq . En utilisant la propriété du pull-bak de T.-C. Dinh et N. Sibony énonée avant
le lemme ave S = T˜ ′q−1 ∧ ω, on obtient :
‖Tq‖ = ‖(f
nq)∗(T ′q−1 ∧ ω)‖ ≤ cXδq(f
nq)‖T ′q−1‖ ≤ c
qcqX( max1≤j≤q
dj + ǫ)
n1 .
Cela démontre bien le lemme.
On utilisera aussi le lemme suivant :
Lemme 6. Soit ǫ > 0. Il existe une onstante cǫ > 0 telle que pour tout q = 0, . . . , k on
ait : ∫
Ωf
(fn)∗ωq ∧ (fn1)∗ω ∧ · · · ∧ (fnk−q)∗ω ≤ cǫ( max
q≤j≤k
dj + ǫ)
n
pour tous les entiers naturels n ≥ n1 ≥ · · · ≥ nk−q ≥ 0.
Démonstration. Soit c > 0 une onstante telle que δj(f
n) ≤ c(dj + ǫ)
n
pour tout n ≥ 0 et
tout j = 0, . . . , k. Fixons q entre 0 et k. On peut supposer q > 0 sinon on a le résultat par
le lemme préédent.
On va montrer par réurrene sur j, ave 0 ≤ j ≤ k − q que pour tous n ≥ n1 ≥ · · · ≥
nj ≥ 0, on a ‖Tj‖ =
∫
Ωn,f
Tj ∧ ω
k−j−q ≤ cj+1cjX(maxq≤l≤q+j dl + ǫ)
n
où
Tj = (f
n)∗ωq ∧ (fn1)∗ω ∧ · · · ∧ (fnj)∗ω,
et T0 = (f
n)∗ωq.
C'est vrai pour j = 0 par dénition du q-ème degré dynamique. Supposons la propriété
vraie au rang j − 1. Cela implique que ‖T ′j−1‖ ≤ c
jcj−1X (maxq≤l≤q+j−1 dl + ǫ)
n−nj
où
T ′j−1 = (f
n−nj)∗ωq ∧ (fn1−nj)∗ω ∧ · · · ∧ (fnj−1−nj )∗ω.
Le ourant T ′j−1 est don de masse nie sur Ωn−nj ,f . Il admet don une extension triviale
T˜ ′j−1 dansX qui est un ourant positif fermé de masse majorée par c
jcj−1X (maxq≤l≤q+j−1 dl+
ǫ)n−nj . En utilisant enore la propriété du pull-bak de T.-C. Dinh et N. Sibony ave
S = T˜ ′j−1 ∧ ω, on obtient :
‖Tj‖ = ‖(f
nj )∗(T ′j−1 ∧ ω)‖ ≤ cXδq+j(f
nj)‖T ′j−1‖ ≤ c
j+1cjX( maxq≤l≤q+j
dl + ǫ)
n.
Cela démontre la réurrene et quand on prend j = k − q, on obtient le lemme.
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2 Démonstration des orollaires 2 et 3
On suppose ii que les degrés dynamiques de f vérient d1 ≤ · · · ≤ ds−1 < ds >
ds+1 ≥ · · · ≥ dk. Soit µ une mesure invariante, ergodique telle que log d(x,A) ∈ L
1(µ) et
h(µ) > max(log ds−1, log ds+1) (ou h(µ) > log dk−1 si s = k). Montrons par l'absurde que
χs > 0 et χs+1 < 0.
Si χs ≤ 0 alors χ
+
s−l = · · · = χ
+
s = · · · = χ
+
k = 0 et la première formule du théorème
donnerait log ds−1 < h(µ) ≤ log ds−l−1 qui est absurde. De même si χs+1 ≥ 0, on applique
la deuxième formule ave s = s+ 1 et on obtient log ds+1 < h(µ) ≤ log ds+1+l′ qui est une
ontradition (ii χ−1 = · · · = χ
−
s+1 = · · · = χ
−
s+1+l′ = 0).
Passons à la minoration de χs. Par la première formule du théorème et on a :
h(µ) ≤ log ds−l−1 + 2(l + 1)χs
ar par e que l'on a fait préédemment on a χ+s+1 = · · · = χ
+
k = 0 et χ
+
s = χs. On obtient
χs ≥
1
2
(
1
l+1h(µ)−
1
l+1 log ds−l−1
)
. La onavité de la fontion q → log dq (voir [16℄ et [14℄)
implique log ds−1 ≥
1
l+1 log ds−l−1 + (1−
1
l+1) log ds. On a don
χs ≥
1
2
(
1
l + 1
h(µ)−
1
l + 1
log ds − log ds−1 + log ds
)
.
Mais omme h(µ) ≤ log ds (voir [8℄ et [7℄), ette dernière quantité est supérieure à
1
2(h(µ)−
log ds − log ds−1 + log ds), e qui nous donne la minoration de χs que l'on herhe.
Pour la majoration de χs+1 la méthode est exatement la même à ondition d'utiliser
la deuxième formule ave s = s+ 1.
3 Théorie de Pesin et appliations
Dans e paragraphe, on onsidère une mesure de probabilité invariante, ergodique µ
telle que log d(x,A) ∈ L1(µ) (ave A = Cf ∪ If ). On va voir que ette hypothèse permet
de dénir les exposants de Lyapounov pour µ et de faire de la théorie de Pesin.
Tout d'abord, on dénit l'extension naturelle X̂ de X par :
X̂ := {x̂ = (. . . , x−n, . . . , x0, . . . , xn, . . . ) ∈ X
Z
, f(x−n) = x−n+1}.
C'est l'ensemble des histoires des points de X. Dans et espae f induit une appliation f̂
qui est le déalage à droite et si on note π la projetion anonique π(x̂) = x0, alors µ se
relève en une unique probabilité µ̂ invariante par f̂ qui vérie π∗µ̂ = µ.
Dans l'espae X̂, on ne gardera que les orbites qui ne visitent pas l'ensemble A. On
onsidère don :
X̂∗ = {x̂ ∈ X̂ , xn /∈ A , ∀n ∈ Z}.
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Cet ensemble est invariant par f̂ et µ̂(X̂∗) = 1 ar µ(A) = 0.
Maintenant, on peut munir X d'une famille de artes (τx)x∈X telles que τx(0) = x,
τx est dénie sur une boule B(0, ǫ0) ave ǫ0 indépendant de x et la norme de la dérivée
première et seonde de τx sur B(0, ǫ0) est majorée par une onstante indépendante de x.
Pour onstruire es artes il sut de partir d'une famille nie (Ui, ψi) de artes de X et
de les omposer par des translations.
Dans toute la suite, on notera fx = τ
−1
f(x) ◦f ◦ τx qui est dénie au voisinage de 0 quand
x n'est pas dans If et on posera aussi :
fnx = ffn−1(x) ◦ · · · ◦ fx
f−n
bx = f
−1
x−n ◦ · · · ◦ f
−1
x−1
où dans f−1x−i on a pris la bonne branhe inverse de f par rapport à x̂ : elle qui envoie
x−i+1 sur x−i.
Pour x̂ ∈ X̂∗ on dénit Df̂(x̂) = Dfx(0) (où π(x̂) = x). L'appliation Df̂ va de X̂
∗
dans GL(k,C) et 'est à e oyle que nous allons appliquer la théorie de Pesin. Tout
d'abord, nous avons le :
Lemme 7. Les fontions log+ ‖Df̂(x̂)‖ et log+ ‖(Df̂(x̂))−1‖ sont dans L1(µ̂).
Démonstration. Commençons par montrer que log+ ‖Df̂(x̂)‖ est dans L1(µ̂).
Si on applique le lemme 2.1 de l'artile [6℄ de T.-C. Dinh et C. Dupont à f , on obtient :
Il existe τ > 0 et p ∈ N∗ tels que pour tout x hors de If :
‖Df(x)‖+ ‖D2f(x)‖ ≤ τd(x, If )
−p.
On en déduit :
log ‖Dfx(0)‖ ≤ log τ + log d(x,A)
−p
d'où
log+ ‖Dfx(0)‖ ≤ log τ + log d(x,A)
−p
ar on peut supposer τ > 1 et que le diamètre de X est inférieur à 1. Mais∫
log+ ‖Df̂(x̂)‖dµ̂(x̂) =
∫
log+ ‖Dfπ(bx)(0)‖dµ̂(x̂)
qui est égal à ∫
log+ ‖Dfx(0)‖d(π∗µ̂)(x̂) =
∫
log+ ‖Dfx(0)‖dµ(x).
Comme par hypothèse sur µ, la fontion log d(x,A) est dans L1(µ), on en déduit que la
dernière intégrale i-dessus est nie. Autrement dit, la fontion log+ ‖Df̂(x̂)‖ est bien dans
L1(µ̂).
Passons maintenant à log+ ‖(Df̂(x̂))−1‖. Comme dans le lemme 2.1 de [6℄, nous allons
utiliser l'inégalité de Lojasiewiz (voir [20℄, IV.7.2 ). En eet ette inégalité nous donne :
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Il existe τ ′ > 0 et p′ ∈ N∗ tels que pour tout x hors de Cf :
|Jaf(x)|2 ≥ τ ′d(x,Cf )
p′ .
Ensuite, grâe à l'estimée du lemme 2.1 de [6℄ donnée plus haut, on sait que les modules des
valeurs propres de Df(x)HDf(x) sont majorés par τ2d(x, If )
−2p
(ii la matrie Df(x)H
est la transposée-onjuguée de Df(x)). Le minimum des modules des valeurs propres de la
matrie Df(x)HDf(x) est don minoré par τ
′
τ2(k−1)
d(x,Cf )
p′d(x, If )
2p(k−1)
. Cela implique
que ‖(Df(x))−1‖ est majorée par τ ′′d(x,Cf ∪ If )
−p′′
pour ertains τ ′′ > 0 et p′′ ∈ N∗.
On a don :
log ‖(Dfx(0))
−1‖ ≤ log τ ′′ + log d(x,A)−p
′′
qui est une fontion intégrable pour µ.
Comme préédemment on en déduit que log+ ‖(Df̂(x̂))−1‖ est dans L1(µ̂).
Grâe à e lemme on peut appliquer le théorème d'Oselede et le théorie de Pesin au
oyle Df̂ . On a (voir [18℄) :
Théorème. (Oselede)
Il existe un ensemble invariant Ŷ ⊂ X̂∗ ave µ̂(Ŷ ) = 1 tel que pour tout x̂ ∈ Ŷ on ait :
1) L'existene d'une déomposition de Ck :
Ck = ⊕qi=1Ei(x̂),
où les Ei(x̂) vérient Df̂(x̂)Ei(x̂) = Ei(f̂(x̂)).
2) L'existene de fontions (exposants de Lyapounov de f) :
λ1 > · · · > λq,
ave
lim
m→±∞
1
|m|
log ‖A(x̂,m)v‖ = ±λi
pour tout v ∈ Ei(x̂) \ {0}. Ii les A(x̂,m) sont denis par :
A(x̂,m) = Df̂(f̂m−1(x̂)) ◦ · · · ◦Df̂(x̂) pour m > 0
A(x̂, 0) = Id
A(x̂,m) = Df̂(f̂m(x̂))−1 ◦ · · · ◦Df̂(f̂−1(x̂))−1 pour m < 0.
De plus, nous avons le :
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Théorème. (γ-rédution de Pesin)
Pour tout γ > 0 il existe une fontion Cγ : X̂
∗ → GL(k,C) telle que :
1) limm→∞
1
m log ‖C
±1
γ (f̂
m(x̂))‖ = 0 (on parle de fontion tempérée).
2) Pour presque tout x̂, la matrie Aγ(x̂) = C
−1
γ (f̂(x̂))Df̂(x̂)Cγ(x̂) a la forme suivante :
Aγ(x̂) =


A1γ(x̂)
.
.
.
Aqγ(x̂)


où haque Aiγ(x̂) est une matrie arrée de taille dimEi(x̂)× dimEi(x̂) et on a :
eλi−γ ≤ ‖Aiγ(x̂)
−1‖−1 et ‖Aiγ(x̂)‖ ≤ e
λi+γ .
3) Enn, pour presque tout x̂ l'appliation Cγ(x̂) envoie la déomposition standard
⊕qi=1C
dimEi(bx)
sur ⊕qi=1Ei(x̂).
Dans toute la suite nous noterons Ŷ l'ensemble des points de X̂∗ qui vérient les
onlusions de es deux théorèmes. De plus, pour x̂ ∈ Ŷ , nous appellerons χ1 ≥ · · · ≥ χk
les exposants de Lyapounov de µ̂ notés ave répétition (ontrairement aux λi du théorème
préédent).
Notons maintenant gbx la leture de fx dans es artes (i.e. gbx = C
−1
γ (f̂(x̂)) ◦ fx ◦Cγ(x̂)
ave π(x̂) = x).
Nous allons donner quelques propriétés de gbx (ave x̂ ∈ Ŷ ) qui nous seront utiles pour
la suite.
Proposition 8. Il existe des onstantes τ > 0, ǫ0 > 0 et p ∈ N
∗
qui ne dépendent que de
f et X telles que :
1) gbx(0) = 0
2) Dgbx(0) =


A1γ(x̂)
.
.
.
Aqγ(x̂)


3) Si on note gbx(w) = Dgbx(0)w + h(w), on a :
‖Dh(w)‖ ≤ τ‖Cγ(f̂(x̂))
−1‖‖Cγ(x̂)‖
2d(x,A)−p‖w‖
pour ‖w‖ ≤ ǫ0d(x,A)/‖Cγ (x̂)‖.
Démonstration. Le premier point est évident. Le seond provient immédiatement du théo-
rème préédent. Il reste à prouver la troisième propriété.
On a Dgbx(w) = Dgbx(0) +Dh(w), d'où :
‖Dh(w)‖ = ‖Dgbx(w)−Dgbx(0)‖ ≤ ‖Cγ(f̂(x̂))
−1‖‖Dfx(Cγ(x̂)w) −Dfx(0)‖‖Cγ(x̂)‖.
Par l'estimée sur ‖D2f‖ de T.-C. Dinh et C. Dupont qui se trouve au début de la démons-
tration du lemme préédent, on a :
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‖Dfx(Cγ(x̂)w) −Dfx(0)‖ ≤ τd(τx([0, Cγ(x̂)w]),A)
−p‖Cγ(x̂)w‖
pour ‖Cγ(x̂)w‖ ≤ ǫ0. L'image par τx du segment [0, Cγ(x̂)w] vit dans la bouleB(x,K‖Cγ(x̂)w‖)
où K est une onstante qui ne dépend que de X. On en déduit que pour ‖Cγ(x̂)w‖ ≤
ǫ0d(x,A), on a :
‖Dh(w)‖ ≤ ‖Cγ(f̂(x̂))
−1‖‖Cγ(x̂)‖
2τ(1−Kǫ0)
−pd(x,A)−p‖w‖.
Quitte à prendre ǫ0 petit, on peut supposer que Kǫ0 est inférieur à
1
2 et don modulo
un hangement de la onstante τ on a la majoration voulue de ‖Dh(w)‖.
Dans la démonstration des formules du théorème nous utiliserons aussi g−1
bx = C
−1
γ (f̂
−1(x̂))◦
f−1
bx ◦ Cγ(x̂) = C
−1
γ (f̂
−1(x̂)) ◦ f−1x−1 ◦ Cγ(x̂) et des estimées sur ette appliation qui sont
données par la :
Proposition 9. Il existe des onstantes τ > 0, ǫ0 > 0 et p ∈ N
∗
qui ne dépendent que de
f et X telles que :
1) g−1
bx (w) est bien dénie pour ‖w‖ ≤ ǫ0d(x−1,A)
p/‖Cγ(x̂)‖.
2) g−1
bx (0) = 0
3) Dg−1
bx (0) =


(A1γ(f̂
−1(x̂)))−1
.
.
.
(Aqγ(f̂−1(x̂)))−1


4) Si on note g−1
bx (w) = Dg
−1
bx (0)w + h(w), on a :
‖Dh(w)‖ ≤ τ‖Cγ(f̂
−1(x̂))−1‖‖Cγ(x̂)‖
2d(x−1,A)
−p‖w‖
pour ‖w‖ ≤ ǫ0d(x−1,A)
p/‖Cγ(x̂)‖.
Démonstration. Commençons par démontrer que g−1
bx (w) est bien déni pour
‖w‖ ≤ ǫ0d(x−1,A)
p/‖Cγ(x̂)‖.
Cela va reposer sur le lemme 2 de [2℄ (onstrution de branhes inverses).
Rappelons que grâe à l'estimée de T.-C. Dinh et C. Dupont qui se trouve au début de
la démonstration du lemme préédent on a l'existene de τ ′ > 0 et p′ ∈ N∗ tels que pour
tout x hors de If :
‖Df(x)‖+ ‖D2f(x)‖ ≤ τ ′d(x, If )
−p′
D'autre part, dans la preuve de e lemme, on a obtenu aussi l'existene de τ ′′ > 0 et
p′′ ∈ N∗ ave ‖(Df(x))−1‖ ≤ τ ′′d(x,Cf ∪ If )
−p′′
pour x hors de A = Cf ∪ If .
Quitte à remplaer p′ et p′′ par le maximum des deux, on pourra supposer dans la suite
que p′ = p′′ et de même τ ′ = τ ′′. Ce sont des onstantes qui ne dépendent que de f et X.
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Soit w tel que ‖w‖ ≤ ǫ′0d(x−1,A). On a τx−1(w) ∈ B(x−1,Kǫ
′
0d(x−1,A)) (où K ne
dépend que de X) et alors :
‖Dfx−1(w)‖+‖D
2fx−1(w)‖+‖(Dfx−1(w))
−1‖ ≤ 2τ ′(1−Kǫ′0)
−p′d(x−1,A)
−p′ ≤ τ ′d(x−1,A)
−p′ ,
si on prend ǫ′0 petit et quitte à renommer τ
′
.
L'inégalité i-dessus ombinée ave le lemme 2 de [2℄ implique que f−1
bx est dénie
sur une boule B(0, ǫ′0d(x−1,A)
3p′/τ ′3) = B(0, 2ǫ0d(x−1,A)
p). En partiulier, g−1
bx (w) =
C−1γ (f̂
−1(x̂)) ◦ f−1
bx ◦ Cγ(x̂)(w) est bien déni pour ‖w‖ ≤ 2ǫ0d(x−1,A)
p/‖Cγ(x̂)‖.
Passons maintenant à la majoration de ‖Dh(w)‖. Pour ela, omme dans la proposition
préédente, il faut ontrler ‖D2f−1
bx ‖.
L'image de B(0, 2ǫ0d(x−1,A)
p) par f−1
bx est inluse dans B(0, 1) (toujours par le lemme
2 de [2℄). La formule de Cauhy nous donne don :
‖Df−1
bx (w)‖ + ‖D
2f−1
bx (w)‖ ≤ τ
′′d(x−1,A)
−p′′ ,
pour ‖w‖ ≤ ǫ0d(x−1,A)
p
.
Grâe à ette majoration, on peut maintenant ontrler ‖Dh(w)‖. On a :
‖Dh(w)‖ = ‖Dg−1
bx (w)−Dg
−1
bx (0)‖ ≤ ‖Cγ(f̂
−1(x̂))−1‖‖Df−1
bx (Cγ(x̂)w)−Df
−1
bx (0)‖‖Cγ(x̂)‖,
d'où :
‖Dh(w)‖ ≤ τ ′′‖Cγ(f̂
−1(x̂))−1‖‖Cγ(x̂)‖
2d(x−1,A)
−p′′‖w‖,
pour ‖w‖ ≤ ǫ0d(x−1,A)
p/‖Cγ(x̂)‖.
Cela démontre bien la proposition quitte à prendre le maximum entre p et p′′.
Dans les deux propositions, on voit que la distane de x à l'ensemble A joue un rle
ruial. Comme on les utilisera le long d'orbites de point, on aura besoin de savoir la
distane entre f i(x) et A. Celle-i est donnée par le :
Lemme 10. Il existe un ensemble Ŷ dans X̂ de mesure pleine pour µ̂ tel que pour tout
x̂ ∈ Ŷ on ait :
d(xn,A) ≥ V (x̂)e
−γ|n|
pour tout n ∈ Z. Ii V est une fontion mesurable à valeur dans R∗+.
Démonstration. Il sut d'appliquer le théorème de Birkho à la fontion u(x̂) = log d(π(x̂),A)
qui est dans L1(µ̂) (voir par exemple le Lemme 2.3 de [6℄).
Dans toute la suite, Ŷ désignera le sous-ensemble de points de X̂∗ qui vérient les
théorèmes d'Oselede, de γ-rédution de Pesin et les onlusions du lemme préédent.
Nous allons maintenant faire des rappels sur la transformée de graphe.
11
4 Transformée de graphe
La adre de e paragraphe est Ck. Dans toute la suite ‖.‖ désignera la norme Euli-
dienne.
On onsidère
g(X,Y ) = (AX +R(X,Y ), BY + U(X,Y ))
ave (X, 0) ∈ E1 (absisses), (0, Y ) ∈ E2 (ordonnées) et A, B des matries. On suppose
aussi que g(0, 0) = (0, 0) et max(‖DR(Z)‖, ‖DU(Z)‖) ≤ δ dans la boule B(0, r). Enn
par hypothèse, on aura γ ≤ ‖A‖ ≤ ‖B−1‖−1(1− γ). Soit maintenant {(Φ(Y ), Y ), Y ∈ D}
un graphe dans B(0, r) au-dessus d'une partie D de E2 qui vérie ‖Φ(Y1) − Φ(Y2)‖ ≤
γ0‖Y1 − Y2‖. Dans le théorème qui suit, on donne des onditions sur δ, γ et γ0 pour que
l'image de e graphe par g soit un graphe qui vérie le même ontrle.
Théorème. Si δ‖B−1‖(1 + γ0) < 1 alors l'image par g du graphe préédent est un graphe
au-dessus de π0(g(graphe de Φ)) où π0 est la projetion sur les ordonnées. Par ailleurs, si
(Ψ(Y ), Y ) désigne e nouveau graphe, on a :
‖Ψ(Y1)−Ψ(Y2)‖ ≤
‖A‖γ0 + δ(1 + γ0)
‖B−1‖−1 − δ(1 + γ0)
‖Y1 − Y2‖
qui est inférieur à γ0‖Y1 − Y2‖ si δ ≤ ǫ(γ0, γ).
Enn, si de plus B(0, α) ⊂ D et ‖Φ(0)‖ ≤ β, alors π0(g(graphe de Φ)) ontient
B(0, (‖B−1‖−1 − δ(1 + γ0))α−‖A‖β − δβ − ‖D
2g‖B(0,r)β
2) et ‖Ψ(0)‖ ≤ (1 + γ0)(‖A‖β +
δβ + ‖D2g‖B(0,r)β
2) (si δ ≤ ǫ(γ0, γ)).
Démonstration. La démonstration est tirée essentiellement de [18℄ mais nous préférons la
donner par onfort pour le leteur.
Soit λ(Y ) = BY + U(Φ(Y ), Y ). C'est l'ordonnée de g(Φ(Y ), Y ). Pour démontrer que
g(graphe de Φ) est un graphe au-dessus de π0(g(graphe de Φ)), il sut de voir que λ
est une bijetion de D sur λ(D) 'est-à-dire que λ(Y ) = Y0 a une unique solution pour
Y0 ∈ λ(D).
Posons γ(Y ) = B−1Y0−B
−1U(Φ(Y ), Y ). On a que λ(Y ) = Y0 est équivalent à γ(Y ) =
Y . Mais, si Y1 , Y2 sont dans D, on a :
‖γ(Y1)− γ(Y2)‖ ≤ ‖B
−1‖‖U(Φ(Y1), Y1)− U(Φ(Y2), Y2)‖
qui est inférieur à ‖B−1‖δ(1 + γ0)‖Y1 − Y2‖. Autrement dit, quand δ‖B
−1‖(1 + γ0) < 1,
alors γ(Y ) = Y a bien une unique solution dans D.
Passons maintenant au ontrle de la pente du graphe (Ψ(Y ), Y ) que l'on a obtenu.
On onsidère (Ψ(Y ′1), Y
′
1) et (Ψ(Y
′
2), Y
′
2) deux points du graphe. Ils sont l'image de
(Φ(Y1), Y1) et (Φ(Y2), Y2) par g. On notera X
′
i = Ψ(Y
′
i ) (i = 1, 2). Alors, d'une part :
‖X ′1 −X
′
2‖ = ‖AΦ(Y1) +R(Φ(Y1), Y1)−AΦ(Y2)−R(Φ(Y2), Y2)‖
12
qui est inférieur à
(‖A‖γ0 + δ(1 + γ0))‖Y1 − Y2‖.
D'autre part :
‖Y ′1 − Y
′
2‖ = ‖BY1 + U(Φ(Y1), Y1)−BY2 − U(Φ(Y2), Y2)‖
qui est supérieur à
(‖B−1‖−1 − δ(1 + γ0))‖Y1 − Y2‖
ar ‖B(Y1 − Y2)‖ ≥ ‖B
−1‖−1‖Y1 − Y2‖.
En ombinant es deux inégalités, on obtient :
‖Ψ(Y ′1)−Ψ(Y
′
2)‖ ≤
‖A‖γ0 + δ(1 + γ0)
‖B−1‖−1 − δ(1 + γ0)
‖Y ′1 − Y
′
2‖
qui est l'inégalité herhée.
Passons maintenant aux dernières estimations.
Tout d'abord on veut majorer la distane entre (0, 0) et l'image de (Φ(0), 0) par g.
Soit v le veteur (Φ(0), 0) normalisé de sorte que ‖v‖ = 1. Si P est un point du segment
[(0, 0), (Φ(0), 0)], on a :
‖Dg(P )v −Dg(0)v‖ ≤ ‖D2g‖B(0,r)‖P‖
Mais ‖Dg(0)v‖ ≤ ‖A‖+ δ don :
‖Dg(P )v‖ ≤ ‖A‖+ δ + ‖D2g‖B(0,r)β.
On déduit de ette inégalité que la distane entre (0, 0) et l'image de (Φ(0), 0) par g est
majorée par ‖A‖β + δβ + ‖D2g‖B(0,r)β
2
.
Maintenant, on a :
‖λ(Y1)− λ(Y2)‖ ≥ ‖B(Y1 − Y2)‖ − δ(1 + γ0)‖Y1 − Y2‖
qui est plus grand que (‖B−1‖−1 − δ(1 + γ0))‖Y1 − Y2‖. En partiulier, ‖λ(Y ) − λ(0)‖ ≥
(‖B−1‖−1 − δ(1 + γ0))α pour Y ∈ ∂B(0, α). Comme ‖λ(0)‖ est inférieur à ‖A‖β + δβ +
‖D2g‖B(0,r)β
2
, on en déduit que π0(g(graphe de Φ)) ontient B(0, (‖B
−1‖−1−δ(1+γ0))α−
‖A‖β − δβ − ‖D2g‖B(0,r)β
2) = B(0, r′).
Il reste à majorer ‖Ψ(0)‖. On a :
‖Ψ(0) −Ψ(λ(0))‖ ≤ γ0‖λ(0)‖
(si on suppose que δ ≤ ǫ(γ0, γ)). On obtient alors (toujours ave la majoration de la
distane entre (0, 0) et (Ψ(λ(0)), λ(0)) = g(Φ(0), 0))
‖Ψ(0)‖ ≤ (1 + γ0)(‖A‖β + δβ + ‖D
2g‖B(0,r)β
2).
C'est l'estimée que l'on herhait.
On va passer maintenant à la démonstration des deux formules.
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5 Démonstration de la première inégalité du théorème
Commençons par rappeler la dénition de l'entropie métrique.
Notons dn(x, y) = max0≤i≤n−1{d(f
i(x), f i(y))} et Bn(x, δ) la boule de entre x et de
rayon δ pour ette métrique. Par le théorème de Brin et Katok (voir [4℄), l'entropie métrique
de µ est donnée par la formule :
h(µ) = lim
δ→0
lim inf
n
−
1
n
log µ(Bn(x, δ))
pour µ-presque tout x.
On va maintenant faire quelques uniformisations.
Soit Λδ,n = {x , µ(Bn(x, δ)) ≤ e
−h(µ)n+γn}.
Si δ est pris petit on a
4
5
≤ µ({x , lim inf
n
−
1
n
log µ(Bn(x, δ)) ≥ h(µ)−
γ
2
}) ≤ µ(∪n0 ∩n≥n0 Λδ,n).
En partiulier, si on prend n0 grand, on a : µ(∩n≥n0Λδ,n) ≥ 3/4.
Rappelons que l'on note Ŷ l'ensemble des bons points de X̂∗ pour la théorie de Pesin.
Posons
Ŷα0 = {x̂ ∈ Ŷ , α0 ≤ ‖Cγ(x̂)
±1‖ ≤
1
α0
, V (x̂) ≥ α0}
(voir le paragraphe 3 pour les notations). Si α0 est susamment petit, on a µ̂(Ŷα0) ≥ 3/4
d'où µ(An0) ≥ 1/2 ave An0 = π(Ŷα0) ∩ (∩n≥n0Λδ,n).
Maintenant, omme pour les points x de An0 on a µ(Bn(x, δ)) ≤ e
−h(µ)n+γn
, on peut
trouver un ensemble {xi}1≤i≤N d'éléments de An0 ave N ≥
1
2e
h(µ)n−γn
tels que xi = π(x̂i)
où x̂i ∈ Ŷα0 et ave les Bn(xi, δ/2) disjointes (i.e. les points xi sont (n, δ)-séparés).
Voii le plan de la démonstration de la formule. Dans elle-i, on adapte des idées de
J. Buzzi (voir [5℄) et S. E. Newhouse (voir [21℄) à notre ontexte : elui des appliations
méromorphes. En haque point xi nous allons onstruire une variété stable approhée Wi
de dimension k − (s − l) + 1 (dans tout e texte les dimensions seront des dimensions
omplexes). Cela signiera en partiulier que le diamètre de f q(Wi) restera inférieur à δ/4
(q = 0, . . . , n− 1) et que les Wi seront assez plates. Ensuite, dans un deuxième paragraphe
nous minorerons le volume k − s + l + 1-dimensionnel de es variétés par à peu près
e−2χ
+
s−l
n−···−2χ+
k
n
. Le volume total de toutes es variétés est don essentiellement supérieur à
eh(µ)n−2χ
+
s−l
n−···−2χ+
k
n
. LesWi étant assez plates, on pourra trouver un plan P de dimension
k−s+ l+1 tel que d'une part la projetion de tous lesWi sur P soit de volume minoré par
la même quantité et d'autre part les Wi seront des graphes au-dessus de P . Maintenant,
si π1 désigne la projetion orthogonale sur P , la minoration de volume implique que les
bres de π1 (qui sont des plans de dimension s − l − 1) oupent ∪Wi en moyenne en
au moins eh(µ)n−2χ
+
s−l
n−···−2χ+
k
n
points. Mais vu que les xi sont (n, δ)-séparés et que les
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diamètres des poussés en avant des Wi restent petits, l'intersetion d'une bre de π1 ave
∪Wi donne des points (n, δ/2)-séparés. Cela signie qu'en moyenne le nombre de points
(n, δ/2)-séparés dans une bre de π1 est minoré par e
h(µ)n−2χ+
s−l
n−···−2χ+
k
n
. Enn, dans le
troisième paragraphe nous donnerons une majoration de ette moyenne par essentiellement
(max0≤q≤s−l−1 dq)
n
et ela prouvera l'inégalité.
5.1 Constrution des variétés stables approhées
Rappelons que l'on a χ1 ≥ · · · > χs−l = · · · = χs ≥ · · · ≥ χk. On notera E1(x̂), . . . , Em(x̂)
lesEi(x̂) du théorème d'Oselede orrespondant aux exposants χ1, . . . , χs−l−1 et Em+1(x̂), . . . , Eq(x̂)
les Ei(x̂) de χs−l, . . . , χk (voir le paragraphe 3 pour les notations). Soit :
Eu(x̂) = ⊕
m
i=1Ei(x̂) et Es(x̂) = ⊕
q
i=m+1Ei(x̂).
Par ailleurs, Es(x̂) sera dans la suite oupé en deux parties. Soit n1 le nombre d'exposants
parmi χs−l, . . . , χk qui sont stritement négatifs (bien sûr n1 peut être égal à 0). Alors,
nous noterons E1s (x̂) la somme direte des Ei(x̂) (i = m+ 1, . . . , q) orrespondant aux χi
stritement négatifs et E2s (x̂) la somme direte des autres Ei(x̂) de Es(x̂). La dimension
de E1s (x̂) est don n1 et elle de E
2
s (x̂) est k − s+ l + 1− n1.
Soit x un des N points xi (x = π(x̂) ave x̂ ∈ Ŷα0). On va onstruire une variété stable
approhée qui passe par x en utilisant la transformée de graphe. Fixons γ0 > 0 très petit
devant α0. Dans toute la suite n sera pris grand par rapport à des onstantes qui dépendent
de γ0 et γ.
On se plae maintenant dans C−1γ (f̂
n(x̂))Eu(f̂
n(x̂))⊕C−1γ (f̂
n(x̂))Es(f̂
n(x̂)) et on part
de
{0}s−l−1 ×B2(0, e
−4pγn)×B1(0, e
−3pγn),
où B2(0, e
−4pγn) est la boule de Ck−s+l+1−n1 de entre 0 et de rayon e−4pγn et B1(0, e
−3pγn)
est elle de Cn1 de entre 0 et de rayon e−3pγn . Cet ensemble est un graphe (Φn(Y ), Y )
au-dessus d'une partie de C−1γ (f̂
n(x̂))Es(f̂
n(x̂)) (ave Φn(Y ) = 0).
Lemme 11. L'image du graphe (Φn(Y ), Y ) par g
−1
bfn(bx)
est un graphe (Φn−1(Y ), Y ) au-
dessus d'une partie de C−1γ (f̂
n−1(x̂))Es(f̂
n−1(x̂)). Il vérie de plus ‖Φn−1(Y1)−Φn−1(Y2)‖ ≤
γ0‖Y1 − Y2‖.
Démonstration. Il s'agit d'utiliser le théorème du paragraphe 4.
Tout d'abord, si on prend pour absisse C−1γ (f̂
n(x̂))Eu(f̂
n(x̂)) et pour ordonnée C−1γ (f̂
n(x̂))Es(f̂
n(x̂)),
on a
g−1
bfn(bx)
(X,Y ) = (AX +R(X,Y ), BY + U(X,Y ))
ave
γ ≤ ‖A‖ ≤ ‖(Amγ (f̂
n−1(x̂)))−1‖ ≤ (1− γ)‖(Am+1γ (f̂
n−1(x̂)))‖−1 = (1− γ)‖B−1‖−1
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par la proposition 9, le théorème de γ-rédution de Pesin et le fait que γ peut être supposé
petit par rapport à des onstantes qui ne dépendent que des exposants de Lyapounov de
µ.
De plus, toujours par ette proposition,
max(‖DR(X,Y )‖, ‖DU(X,Y )‖) ≤ τ‖Cγ(f̂
n−1(x̂))−1‖‖Cγ(f̂
n(x̂))‖2d(fn−1(x),A)−p‖(X,Y )‖
ave ‖(X,Y )‖ ≤ ǫ0d(f
n−1(x),A)p
‖Cγ( bfn(bx))‖
. Mais omme les fontions ‖C±1γ ‖ sont tempérées et que x̂
est dans Ŷα0 , on peut supposer que ‖Cγ(f̂
n−1(x̂))−1‖‖Cγ(f̂
n(x̂))‖2 ≤ 1
α30
e3γn (voir [18℄ p.
668) et on a d(fn−1(x),A) ≥ α0e
−nγ
(voir le lemme 10).
Pour ‖(X,Y )‖ ≤ e−2pγn, on obtient :
max(‖DR(X,Y )‖, ‖DU(X,Y )‖) ≤ e4γneγnpe−2γnp
qui est très petit ar p peut être supposé supérieur à 5. Cette quantité joue le rle de δ
dans le théorème du paragraphe 4. Comme il est aussi petit que l'on veut pourvu que n
soit grand, on a bien démontré le lemme.
Maintenant, de e graphe (Φn−1(Y ), Y ), on ne garde que la partie qui se trouve au-
dessus de {0}s−l−1 ×B2(0, e
−3γpn)×B1(0, e
−3γpn) (on fait un ut-o). Puis on prend son
image par g−1
bfn−1(bx)
qui de nouveau est un graphe (Φn−2(Y ), Y ) au-dessus d'une partie de
C−1γ (f̂
n−2(x̂))Es(f̂
n−2(x̂)) ave ‖Φn−2(Y1)− Φn−2(Y2)‖ ≤ γ0‖Y1 − Y2‖ (la démonstration
est exatement la même que dans le lemme préédent).
De e graphe, on ne garde que la partie au-dessus {0}s−l−1×B2(0, e
−3γpn)×B1(0, e
−3γpn)
et on ontinue ainsi le proédé jusqu'à obtenir un graphe (Φ0(Y ), Y ) au-dessus d'une partie
de C−1γ (x̂)Es(x̂) qui vérie ‖Φ0(Y1)−Φ0(Y2)‖ ≤ γ0‖Y1−Y2‖. Son image par τx ◦Cγ(x̂) est
la variété stable approhée que l'on voulait onstruire au point x.
On va maintenant minorer le volume de ette variété.
5.2 Minoration du volume des variétés stables
Dans un premier temps, on suppose que n1 > 0.
On repart du graphe (Φn(Y ), Y ) et ette fois-i on va tirer en arrière des tranhes de
elui-i. Plus préisément onsidérons :
{0}s−l−1 × {as−l} × · · · × {ak−n1} ×B1(0, e
−3pγn)
ave (as−l, . . . , ak−n1) ∈ B2(0, e
−4pγn).
Cet élément est un graphe (Ψn(Z), Z) au-dessus d'une partie de C
−1
γ (f̂
n(x̂))E1s (f̂
n(x̂)).
Pour les mêmes raisons que dans le paragraphe préédent, l'image de e graphe par
g−1
bfn(bx)
est un graphe (Ψn−1(Z), Z) au-dessus d'une partie de C
−1
γ (f̂
n−1(x̂))E1s (f̂
n−1(x̂)). Il
vérie de plus ‖Ψn−1(Z1)−Ψn−1(Z2)‖ ≤ γ0‖Z1 − Z2‖.
Par ailleurs, e graphe vérie aussi le (pour γ0 << γ) :
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Lemme 12. La projetion du graphe (Ψn−1(Z), Z) sur C
−1
γ (f̂
n−1(x̂))E1s (f̂
n−1(x̂)) ontient
la boule B1(0, e
−3pγn) et ‖Ψn−1(0)‖ ≤ e
−4pγn+2γ
.
Démonstration. On applique la deuxième partie du théorème de la transformée de graphe
du paragraphe 4.
Ii α = e−3pγn, β = e−4pγn et ‖B−1‖−1 ≥ eγ ar on a séletionné les exposants
stritement négatifs.
Maintenant, on peut prendre r = e−2γnp (ar (Φn(Y ), Y ) vit dans B(0, e
−2γnp)) et en
onsidérant les estimées obtenues à la n de la démonstration de la proposition 9, on en
déduit (pour n grand) :
‖D2g−1
bfn(bx)
‖B(0,r) ≤ e
4γneγnp.
Comme dans le paragraphe préédent, le δ du théorème de la transformée de graphe
est très petit. On en déduit don bien que la projetion du graphe (Ψn−1(Z), Z) sur
C−1γ (f̂
n−1(x̂))E1s (f̂
n−1(x̂)) ontient la boule B1(0, e
−3pγn).
Pour la majoration de ‖Ψn−1(0)‖ il y a deux as. Soit n1 = k−s+l+1 (i.e. χs−l, . . . , χk
sont tous stritement négatifs) et alors ‖Ψn−1(0)‖ = ‖Φn−1(0)‖ = 0. Soit n1 < k−s+ l+1
et la norme ‖A‖ du théorème du paragraphe 4 est majorée par eγ . L'estimée donnée dans
e théorème donne don ‖Ψn−1(0)‖ ≤ e
−4pγn+2γ
si γ0 est très petit devant γ.
Maintenant, on ne garde que la partie de e graphe qui se trouve au-dessus de {0}k−n1×
B1(0, e
−3pγn). Remarquons que e ut-o est nalement le même que elui du paragraphe
préédent (où on gardait la partie au-dessus de {0}s−l−1 ×B2(0, e
−3γpn)×B1(0, e
−3pγn)).
En eet, si on prend un point Z dans B1(0, e
−3pγn), on a ‖Ψn−1(Z) − Ψn−1(0)‖ ≤
γ0‖Z‖ ≤ γ0e
−3pγn
. On en déduit que ‖Ψn−1(Z)‖ ≤ 2γ0e
−3pγn
et don que la projetion de
(Ψn−1(Z), Z) sur C
−1
γ (f̂
n−1(x̂))Es(f̂
n−1(x̂)) est inluse dans B2(0, e
−3γpn)×B1(0, e
−3pγn).
On reommene maintenant tout e que l'on vient de faire en poussant en avant par
g−1
bfn−1(bx)
et ainsi de suite. A la n, on obtient un graphe (Ψ0(Z), Z) au-dessus d'une partie de
C−1γ (x̂)E
1
s (x̂) qui ontient B1(0, e
−3γpn) et ave ‖Ψ0(0)‖ ≤ e
−4γpn+2γn
. De plus e graphe
est assez plat ar il vérie ‖Ψ0(Z1)−Ψ0(Z2)‖ ≤ γ0‖Z1 − Z2‖.
En faisant varier (as−l, . . . , ak−n1) ∈ B2(0, e
−4pγn), on a don feuilleté la variété stable
approhée. Grâe à ette propriété, nous allons pouvoir minorer le volume k − s + l + 1-
dimensionnel de ette variété.
On se plae dans C−1γ (x̂)Eu(x̂) ⊕ C
−1
γ (x̂)E
2
s (x̂) ⊕ C
−1
γ (x̂)E
1
s (x̂) et on onsidère un
plan omplexe de dimension k − n1 de la forme xk−n1+1 = bk−n1+1, . . . , xk = bk ave
(bk−n1+1, . . . , bk) ∈ B1(0, e
−3γpn). L'intersetion I0 de e plan ave le graphe (Φ0(Y ), Y )
de la variété stable est de dimension k − n1 − s + l + 1. Nous allons minorer le volume
k − n1 − s + l + 1-dimensionnel de ette intersetion par environ e
−2χ+
s−l
n−···−2χ+
k
n
. Cela
impliquera que le volume k − s + l + 1-dimensionnel du graphe (Φ0(Y ), Y ) (on note W0
ette variété) sera supérieur à
e−2χ
+
s−l
n−···−2χ+
k
n−6γpnn1 .
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En eet, par la formule de la oaire (voir [11℄ p. 258), e volume est supérieur à :∫
B1(0,e−3γpn)
∫
π−12 (Z)∩W0
dH2(k−s+l+1−n1)dH2n1(Z),
(où π2 est la projetion orthogonale sur C
−1
γ (x̂)E
1
s (x̂)). Et ette dernière quantité est plus
grande que e−2χ
+
s−l
n−···−2χ+
k
n−6γpnn1
.
Il reste don à montrer que le volume i0 = k − n1 − s + l + 1-dimensionnel de I0 est
supérieur à environ e−2χ
+
s−l
n−···−2χ+
k
n
.
Avant ela faisons une remarque. On a supposé jusqu'ii que n1 > 0. Lorsque n1 = 0, on
ne fait pas le tranhage du début de e paragraphe et on passe diretement à la minoration
de I0 qui est égal à W0 que l'on va faire maintenant.
Dans un premier temps, on va évaluer le volume de gbx(I0) en fontion de elui de I0.
On a : ∫
I0
‖Λi0Dgbx(Z)‖
2dH2i0 = volume(gbx(I0))
toujours par la formule de la oaire (ii on onsidère gbx : I0 → gbx(I0) omme fontion sur
I0 et Dgbx(Z) désigne toujours la diérentielle omplexe). Il s'agit de majorer ‖Λ
i0Dgbx(Z)‖
ave Z ∈ I0. Tout d'abord ette quantité est inférieure à ‖Λ
i0Dgbx(Z)‖ où ette fois-i gbx
est onsidérée omme fontion sur W0. Maintenant,
‖Λi0Dgbx(Z)‖ = ‖Dgbx(Z)v1 ∧ · · · ∧Dgbx(Z)vi0‖
pour ertains v1, . . . , vi0 tangents à W0 (voir [1℄ p. 119-120 pour les propriétés des produits
extérieurs). Soient u1, . . . , ui0 la projetion sur C
−1
γ (x̂)Es(x̂) de v1, . . . , vi0 . Cela signie
que pour i = 1, . . . , i0 on a vi = (DΦ0(P )αi, αi) et ui = (0, αi) où P est la projetion
orthogonale de Z sur C−1γ (x̂)Es(x̂). D'après le ontrle sur le graphe (Φ0(Y ), Y ), on a
‖DΦ0(P )αi‖ ≤ γ0‖αi‖. Cela implique que ‖v1∧ · · ·∧ vi0 −u1∧ · · · ∧ui0‖ ≤ ǫ(γ0) ave ǫ(γ0)
aussi petit que l'on veut pourvu que γ0 le soit. En eet, si on note G l'appliation linéaire
G(X,Y ) = (DΦ0(P )Y, Y ) =
(
0 DΦ0(P )
0 I
)(
X
Y
)
,
on a
‖v1 ∧ · · · ∧ vi0 − u1 ∧ · · · ∧ ui0‖ ≤ ‖(Λ
i0G− Λi0I)(u1 ∧ · · · ∧ ui0)‖
où
I(X,Y ) =
(
0 0
0 I
)(
X
Y
)
.
Enn ‖Λi0G − Λi0I‖ est aussi petit que l'on veut pourvu que γ0 le soit (par le théorème
des aroissements nis).
Maintenant,
‖Λi0Dgbx(Z)‖ = ‖Dgbx(Z)v1 ∧ · · · ∧Dgbx(Z)vi0‖
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vérie :
‖Λi0Dgbx(Z)‖ ≤ ‖Λ
i0Dgbx(0)(u1 ∧ · · · ∧ ui0)‖+A+B
ave
A = ‖(Λi0Dgbx(Z)− Λ
i0Dgbx(0))(v1 ∧ · · · ∧ vi0)‖
B = ‖Λi0Dgbx(0)(v1 ∧ · · · ∧ vi0 − u1 ∧ · · · ∧ ui0)‖.
A est inférieur à ‖Λi0Dgbx(Z)−Λ
i0Dgbx(0)‖ qui est aussi petit que l'on veut pourvu que
l'on prenne n grand. En eet d'une part omme à haque étape on fait un ut-o, Z vit
ii dans la boule entrée en (0, 0) et de rayon e−2γpn, d'autre part on a un ontrle de la
diérentielle seonde qui est donnée par la proposition 8.
Comme B est inférieur à ǫ(γ0), on obtient pour n grand (en partiulier devant des
onstantes qui dépendent de γ0) :
‖Λi0Dgbx(Z)‖ ≤ ‖Λ
i0Dgbx(0)|C−1γ Es(bx)‖+ ǫ(γ0).
Mais
‖Λi0Dgbx(0)|C−1γ Es(bx)‖ ≤ e
χs−l+···+χk−n1+γk
e qui implique que
‖Λi0Dgbx(Z)‖ ≤ e
χ+
s−l
+···+χ+
k
+γk(1 + ǫ(γ0)).
Le volume de gbx(I0) est don majoré par volume(I0)× e
2χ+
s−l
+···+2χ+
k
+2γk(1 + ǫ(γ0))
2
.
Maintenant, on prend l'image de gbx(I0) par g bf(bx) et ainsi de suite. En faisant les mêmes
aluls que préédemment, on obtient alors une majoration du volume i0-dimensionnel de
gn
bx (I0) par volume(I0)× e
2χ+
s−l
n+···+2χ+
k
n+2γkn(1 + ǫ(γ0))
2n
.
Mais gn
bx (I0) renontrent tous les
{0}s−l−1 × {as−l} × · · · × {ak−n1} ×B1(0, e
−3pγn)
ave (as−l, . . . , ak−n1) ∈ B2(0, e
−4pγn). Le volume i0-dimensionnel de g
n
bx (I0) est don su-
périeur à e−8pi0γn. Autrement dit, on a minoré le volume de I0 par :
e−2χ
+
s−l
n−···−2χ+
k
n−2γkn−8pγi0n(1 + ǫ(γ0))
−2n
qui est supérieur à
e−2χ
+
s−l
n−···−2χ+
k
n−10pγkn
(ar γ0 est très petit devant γ).
C'est la minoration que l'on herhait ar on obtient une minoration du volume de W0
par
e−2χ
+
s−l
n−···−2χ+
k
n−16pγkn.
On va passer à la majoration du volume de toutes es variétés stables à l'aide des degrés
dynamiques de f .
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5.3 Majoration du volume
Nous avons onstruit des variétés stables pour haque xi (i = 1, . . . , N) au-dessus de
C−1γ (x̂i)Es(x̂i). Considérons maintenant l'image de es variétés par les Cγ(x̂i). Chaque
image est un graphe au-dessus de Es(x̂i) (pour le repère Eu(x̂i) ⊕ Es(x̂i)). De plus, si
(Φ(Y ), Y ) est l'un d'eux, on a ‖Φ(Y1)−Φ(Y2)‖ ≤
γ0
α20
‖Y1 − Y2‖ qui est aussi petit que l'on
veut pourvu que γ0 soit petit par rapport à α0 (e que l'on a supposé). Quitte à remplaer
N par N/K où K est une onstante qui ne dépend que de X, on peut supposer que tous
es graphes vivent dans une arte xée ψ : U → X et que les xi sont à distane au moins
ǫ0 du bord de U (ela signie que τxi est égal à ψ modulo une translation). Toujours quitte
à remplaer N par N/K, on peut supposer que les graphes préédents sont des graphes
au-dessus d'un plan omplexe P de dimension k− s+ l+1 et que la projetion de haque
graphe sur P est de volume supérieur à
e−2χ
+
s−l
n−···−2χ+
k
n−16pγkn
(éventuellement redivisé par une onstante). Dans e qui préède le plan P peut être bougé
un petit peu.
Le volume k− s+ l+1-dimensionnel de la projetion de tous les graphes W (xi) sur P
est don supérieur à :
eh(µ)n−2χ
+
s−l
n−···−2χ+
k
n−20pγkn.
Nous allons maintenant majorer e volume à l'aide des degrés dynamiques.
Notons, π3 la projetion orthogonale sur P . π3(U) vit dans un ompat K de P et pour
a ∈ K, Fa désignera la bre π
−1
3 (a). Elle est de dimension s− l − 1. Dans la suite da sera
la mesure de Lebesgue sur un voisinage de K dans P .
Si Ws = ∪
N
i=1W (xi) et n(a) désigne le nombre d'intersetion de Fa ave Ws, on a :∫
n(a)da = volume de la projetion de Ws sur P
est supérieur à
eh(µ)n−2χ
+
s−l
n−···−2χ+
k
n−20pγkn.
Cependant, pour a xé, les images par ψ des points d'intersetion entre Fa et Ws sont
(n, δ/2)-séparés. En eet onsidérons y1 ∈ ψ(Fa ∩ W (xi)) et y2 ∈ ψ(Fa ∩ W (xj)). Par
dénition des xi, on a dn(xi, xj) ≥ δ. Cela signie qu'il existe l ompris entre 0 et n − 1
ave d(f l(xi), f
l(xj)) ≥ δ. Mais le diamètre de f
l(ψ(W (xi)) et de f
l(ψ(W (xj)) est inférieur
à δ/4 (ar on a fait des ut-o) e qui implique que d(f l(y1), f
l(y2)) ≥ δ/2. Les points y1
et y2 sont (n, δ/2)-séparés.
Si Ωf = X \ ∪n∈Zf
n(If ), on notera Γn(a) l'adhérene de {(z, f(z), . . . , f
n−1(z)) , z ∈
ψ(Fa ∩U)∩Ωf} dans X
n
. C'est le multigraphe de ψ(Fa∩U). On munit X
n
de la forme de
Kähler ωn =
∑n
i=1Π
∗
iω où les Πi sont les projetions de X
n
sur ses fateurs. Maintenant,
on a :
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Lemme 13. ∫
volume(Γn(a))da ≥ c(δ)
∫
n(a)da.
Démonstration. La démonstration est la même que dans [3℄ (paragraphe 5) et [15℄. Elle
repose sur le théorème de Lelong (voir [19℄). Nous la donnons par onfort pour le leteur.
On xe a. Les n-orbites des points d'intersetion entre ψ(Fa ∩ U) et ψ(Ws) induisent
un ensemble F de Γn(a) qui est δ/2-séparé pour la métrique produit de X
n
. Cela signie
que les n(a) boules B(y, δ/4) ave y ∈ F sont disjointes. Par le théorème de Lelong, le
volume de Γn(a) ∩B(y, δ/4) est minoré par une onstante c(δ). On en déduit don que le
volume de Γn(a) est plus grand que c(δ)n(a). Cela démontre le lemme.
Maintenant, ∫
volume(Γn(a))da =
∫ ∫
Γn(a)
ws−l−1n da
est égal à
∫  ∑
0≤n1,...,ns−l−1≤n−1
∫
ψ(Fa∩U)∩Ωf
(fn1)∗ω ∧ · · · ∧ (fns−l−1)∗ω

 da
par dénition de ωn et le fait que l'on peut prendre P générique. Soit Ω =
∫
[ψ(Fa ∩U)]da
ave [ψ(Fa ∩ U)] le ourant d'intégration sur ψ(Fa ∩ U). Ω est une forme de bidimension
(s− l − 1, s − l − 1).
De l'égalité préédente, on déduit que :∫
volume(Γn(a))da =
∑
0≤n1,...,ns−l−1≤n−1
∫
Ωf
Ω ∧ (fn1)∗ω ∧ · · · ∧ (fns−l−1)∗ω,
qui est inférieur à
C0
∑
0≤n1,...,ns−l−1≤n−1
∫
Ωf
ωk−s+l+1 ∧ (fn1)∗ω ∧ · · · ∧ (fns−l−1)∗ω,
où C0 est une onstante telle que Ω ≤ C0ω
k−s+l+1
. En utilisant le lemme 5 ave q = s−l−1,
on obtient : ∫
volume(Γn(a))da ≤ cǫn
s−l−1( max
0≤j≤s−l−1
dj + ǫ)
n.
Finalement, en ombinant les inégalités obtenues, on a :
cǫn
s−l−1( max
0≤j≤s−l−1
dj + ǫ)
n ≥ eh(µ)n−2χ
+
s−l
n−···−2χ+
k
n−20pγkn,
qui implique la première inégalité du théorème.
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6 Démonstration de la deuxième inégalité du théorème
Comme la démonstration est à peu près la même que pour la première formule, on ne
fera que l'esquisser.
Rappelons que l'on a χ1 ≥ · · · ≥ χs = · · · = χs+l′ > χs+l′+1 ≥ · · · ≥ χk. Pour
x̂ ∈ Ŷα0 , on notera E1(x̂), . . . , Em(x̂) les Ei(x̂) orrespondant aux exposants χ1, . . . , χs+l′
et Em+1(x̂), . . . , Eq(x̂) les Ei(x̂) de χs+l′+1, . . . , χk. Soit :
Eu(x̂) = ⊕
m
i=1Ei(x̂) et Es(x̂) = ⊕
q
i=m+1Ei(x̂).
Par ailleurs, Eu(x̂) sera dans la suite oupé en deux parties. Soit n1 le nombre d'exposants
parmi χ1, . . . , χs+l′ qui sont stritement positifs (bien sûr n1 peut être égal à 0). Alors,
nous noterons E1u(x̂) la somme direte des Ei(x̂) (i = 1, . . . ,m) orrespondant aux χi
stritement positifs et E2u(x̂) la somme direte des autres Ei(x̂) de Eu(x̂). La dimension de
E1u(x̂) est don n1 et elle de E
2
u(x̂) est s+ l
′ − n1.
On reprend les N points xi du paragraphe préédent. En haque f
n(xi), on peut
onstruire des variétés instables approhées de dimension s+ l′ par le proédé suivant. Soit
x un des xi (on a x = π(x̂) ave x̂ ∈ Ŷα0). On se plae dans C
−1
γ (x̂)Eu(x̂)⊕ C
−1
γ (x̂)Es(x̂)
et on part de
B1(0, e
−3pγn)×B2(0, e
−4pγn)× {0}k−s−l
′
,
où B1(0, e
−3pγn) est la boule de Cn1 de entre 0 et de rayon e−3pγn et B2(0, e
−4pγn) elle
de Cs+l
′−n1
de entre 0 et de rayon e−4pγn. Cet ensemble est un graphe (X,Φ0(X)) au-
dessus d'une partie de C−1γ (x̂)Eu(x̂) (ave Φ0(X) = 0). Toujours grâe à la transformée de
graphe et le proédé de ut-o appliqués aux g bf i(bx), on obtient un graphe (X,Φn(X)) au-
dessus d'une partie de C−1γ (f̂
n(x̂))Eu(f̂
n(x̂)). Par les mêmes arguments qu'au paragraphe
préédent, le volume s+ l′-dimensionnel de e graphe est supérieur à
e
2χ−1 n+···+2χ
−
s+l′
n−16pγkn
.
Pour haque xi, on onsidère l'image du graphe onstruit au-dessus de C
−1
γ (f̂
n(x̂i))Eu(f̂
n(x̂i))
par Cγ(f̂
n(x̂i)). On notera W (xi) ette image et Wu = ∪
N
i=1W (xi). Comme dans le para-
graphe préédent, quitte à hanger N en N/K, on peut supposer que les N variétés W (xi)
vivent dans une arte ψ : U → X xée, que les W (xi) sont des graphes au-dessus d'un
plan P de dimension s+ l′ et que le volume s+ l′-dimensionnel de la projetion par π4 des
W (xi) sur P est supérieur à
e
2χ−1 n+···+2χ
−
s+l′
n−16pγkn
.
Maintenant, π4(U) vit dans un ompat K de P et pour a ∈ K on notera Fa la bre
π−14 (a). Si n(a) désigne le nombre d'intersetion entre Fa etWu et da la mesure de Lebesgue
sur un voisinage de K dans P , on a :∫
n(a)da ≥ e
h(µ)n+2χ−1 n+···+2χ
−
s+l′
n−20γkn
.
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Les points d'intersetion entre Fa etWu induisent un ensemble (n, δ/2)-séparé dans f
−n(ψ(Fa∩
U)). En eet les g−j
bfn( bxi)
(C−1γ (f̂
n(x̂i))W (xi)) sont de diamètre très petit (pour j = 0, . . . , n)
et les xi sont (n, δ)-séparés.
Si on note Γn(a) le multigraphe de f
−n(ψ(Fa∩U)), on a alors (toujours par le théorème
de Lelong) : ∫
volume(Γn(a))da ≥ c(δ)
∫
n(a)da.
Pour nir il reste à majorer
∫
volume(Γn(a))da.
Par un raisonnement équivalent à elui du paragraphe préédent, ette intégrale est
inférieure à :
C1
∑
0≤n1,...,nk−s−l′≤n−1
∫
Ωf
(fn)∗ωs+l
′
∧ (fn1)∗ω ∧ · · · ∧ (fnk−s−l′ )∗ω,
où C1 est une onstante qui ne dépend que de X. En utilisant le lemme 6, on obtient :
cǫn
k−s−l′( max
s+l′≤j≤k
dj + ǫ)
n ≥ e
h(µ)n+2χ−1 n+···+2χ
−
s+l′
n−20γkn
.
Cela démontre la deuxième inégalité.
7 Le as des diéomorphismes de lasse C1+α
Dans e paragraphe, nous suivons la demande du referee en donnant une version de
notre théorème pour les diéomorphismes de lasse C1+α dans les variétés Riemanniennes
ompates. Nous aboutirons ainsi à une inégalité plus faible que elle de J. Buzzi (voir [5℄).
Commençons par préiser le adre de e paragraphe.
Soit X une variété Riemannienne lisse ompate de dimension k et f un diéomor-
phisme de lasse C1+α.
J. Buzzi a introduit dans [5℄ des notions d'entropie diretionnelle. Dans e paragraphe,
nous onsidèrerons la suivante : pour p ompris entre 1 et k, on note
Sp := {σ :]− 1, 1[p 7→ X, σ de lasse C∞}.
On dénit le p-volume de σ ∈ Sp par la formule :
vp(σ) =
∫
]−1,1[p
|ΛpTxσ|dλ(x),
où dλ est la mesure de Lebesgue sur ]− 1, 1[p et |ΛpTxσ| est la norme de l'appliation
linéaire ΛpTxσ : Λ
pTx(]− 1, 1[
p) 7→ ΛpTσ(x)X induite par la métrique Riemannienne sur X
(voir [21℄).
Nous désignerons par Sp(t) les éléments σ de Sp pour lesquels le p-volume est inférieur
ou égal à t.
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L'entropie p-diretionnelle de f est alors dénie par (voir [5℄)
hp(f) := lim
t→0
lim
δ→0
lim sup
n→+∞
1
n
sup
σ∈Sp(t)
log r(δ, n, σ(] − 1, 1[p)).
Ii r(δ, n, σ(] − 1, 1[p)) est le ardinal maximal d'un ensemble (n, δ)-séparé inlus dans
σ(]− 1, 1[p).
Alors, nous avons le :
Théorème 14. Soient µ une mesure invariante, ergodique et χ1 ≥ · · · ≥ χk les exposants
de Lyapounov de µ.
Fixons 1 ≤ s ≤ k. On dénit l = l(s) par :
χ1 ≥ · · · ≥ χs−l−1 > χs−l = · · · = χs ≥ χs+1 ≥ · · · ≥ χk,
où s− l est égal à 1 si χ1 = · · · = χs.
Alors, on a l'inégalité suivante :
h(µ) ≤ hs−l−1(f) + χ
+
s−l + · · ·+ χ
+
k
où h(µ) est l'entropie métrique de µ et χ+i = max(χi, 0).
La preuve de e théorème s'obtient en faisant des modiations mineures sur notre
démonstration. Il s'agit d'utiliser l'introdution du paragraphe 5, le paragraphe 5.1 (qui
suivent des idées de S. E. Newhouse et J. Buzzi (voir [21℄ et [5℄)) et enn le paragraphe
5.2 (qui dière de [21℄ et [5℄ et où on réalise la minoration du volume des variétés stables
approhées en les feuilletant par des sous-variétés stables). Tous les autres paragraphes
onernent les appliations méromorphes et sont don inutiles pour la preuve de ette
inégalité.
Expliquons un ertain nombre des petites modiations qu'il faut eetuer sur notre
démonstration pour prouver l'inégalité i-dessus.
Tout d'abord pour les rappels. La théorie de Pesin pour les diéomorphismes de lasse
C1+α est bien onnue (voir par exemple [18℄). Pour la preuve, on a besoin d'un analogue
des propositions 8 et 9. On trouvera essentiellement la démonstration de et analogue dans
la preuve du théorème S.3.1 de [18℄. Pour la transformée de graphe (voir le paragraphe 4),
il faut supposer g de lasse C1+a (i.e. ‖Dg(P ) −Dg(Q)‖ ≤ L‖P −Q‖a) et se plaer dans
Rk. La seule hose qui hange dans le théorème 'est qu'il faut remplaer ‖D2g‖B(0,r)β
2
par Lβ1+a dans les formules.
Passons maintenant à la preuve de l'inégalité. Elle ommene au début du paragraphe
5. Il s'agit ii et dans toute la suite d'enlever les extensions naturelles et la fontion V
(ar on onsidère un diéomorphisme). Ensuite dans le plan de la preuve, on remplae la
dimension omplexe par la dimension réelle et les 2χ+i par χ
+
i . A la n on hange la phrase
Enn, dans le troisième paragraphe... par la suivante : Pour nir la démonstration, il
sut de majorer le nombre de points (n, δ/2)-séparés dans une bre de π1 en utilisant
hs−l−1(f) et on aboutit ainsi à l'inégalité annonée.
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La démonstration ontinue ave le paragraphe 5.1. Ii il s'agit de tout reopier en
supposant p grand par rapport à 1/α, en utilisant l'analogue de la proposition 9 et en
hangeant C par R.
Ensuite, dans le paragraphe 5.2, il faut remplaer les 2χi par χi, H
2(k−s+l+1−n1)
par
Hk−s+l+1−n1 et H2n1 par Hn1 . Il s'agit après de onsidérer la diérentielle réelle et de
hanger ∫
I0
‖Λi0Dgbx(Z)‖
2dH2i0 = volume(gbx(I0))
par ∫
I0
‖Λi0Dgx(Z)‖dH
i0 = volume(gx(I0))
(formule de la oaire en réel). Enn quand on parle de la diérentielle seonde de gbx, il
faut remplaer et argument en utilisant le aratère Hölder de la diérentielle de f .
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