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1. INTRODUCTION 
In this paper, we study spaces of solutions to the wave equation 
u,, + Lu = 0, (1.1) 
where 
Lf= -fxx+d 
which arise in Lax-Phillips scattering theory. For technical simplicity we 
will work on the half line, [O, co]. 
The natural Hilbert space is data of finite energy; energy is defined with 
respect o the operator L by 
E,(% u,) = vu, u) + (%U,). 
If ~(0, t) = 0 the energy can be written more symmetrically as 
E,(u, u,) = lrn (u; + qu* + uf) dx. 
0 
In order that E, define a norm it is necessary that 
E,(u, u,) > 0 for (u, u,) E C? 0 C?. (1.2) 
To have good control on the closure of CT @ Cr in the E, norm we 
make the following assumptions on q: 
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(1) q>M> --co. 
(2) For every x> 0 there is a constant co > C,> 0 such that if 
u~Cg(lW+) then 
i 
x 2 
co 
u dx<C, 
s 
24; + qu2. 
0 0 
(1.3) 
For a smooth potential which decays at co (1.3) follows if the solution to 
L4=0 
40) = 0 
does not vanish for x > 0 and behaves as x + cc like cx for a c # 0. For a 
potential satisfying (1) and (2) we define XL to be the closure of C; 0 C$ 
in the EL-norm. 
More generally we can study local energy: 
E&u, u,) = j” (uf + qu2 + u;) dx. 
0 
For smooth initial data one easily proves 
s x [u:(x, 0) + qu’(x, 0) + u;(x, 0)] dx 0 
s 
x--l 
3 [uf(x, t) + qu2(x, t) + uf(x, t)] dx. (1.4) o 
For a potential satisfying (1.3) we obtain (1.4) for all data in 2, by 
taking Cauchy sequences of smooth data. The physical interpretation of 
(1.4) is the finite propagation speed of the wave equation. 
In light of (1.4) it is natural to expand our considerations to data of 
locally finite energy: 
Let S’p consist of all data (f, g) such that f~ W;;f , g E Lf,, and 
I 
x 
[f:+qf2+g21dx-- for every X> 0 f(0) = 0. (l-5) 
0 
It follows from (1.4) that data initially of locally finite energy remain of 
locally finite energy. In most of what follows we will assume that the poten- 
tial satisfies (1) and (2) stated above. 
In Lax-Phillips scattering theory one distinguishes two subspaces of 
data: an incoming and an outgoing subspace. We define these as follows: 
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The incoming subspace, D-(L), consists of data in XL such that the 
corresponding solution to (1.1) vanishes in the set 
{(x, t): t<O,x< -t}. 
The outgoing subspace, D+(L) consists of the data in XL such that the 
corresponding solution to (1.1) vanishes in the set 
(x,t):t>O,x<t}. 
SUPP D+ SUPP D 
When q # 0 it is not clear, a priori, that D*(L) have anything in them. 
Using the methods in this paper one can show that for large classes of 
potentials XL = D + (L) + D-(L). We will not pursue this question but 
instead study the intersection of D+(L) and D_(L). A solution with data 
in D+(L) n D- (L) vanishes in the set 
((4 t): x-c ItI >. 
Supp D+n D 
We will call such a solution an IO-solution. The existence of IO-solutions 
of locally finite energy is intimately tied to the well posedness of the 
problem 
Lu=g 
u(0) = 0 (l-6) 
u’(0) = 1. 
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In Section 2 we will show that for many potentials for which (1.6) is well 
posed there are no IO-solutions of locally finite energy. In Section 4 we will 
show that there are IO-solutions for potentials with a l/x* singularity at 
zero. For such potentials (1.6) is not well posed. Finally, we will show that 
if q satisfies 
cc 
1 I 
Z(l+ 1) 
o x 4- sinh2 dx<a (1.7) 
for an I > l/2, then D+(L) n D_(L) is not empty. 
A potential satisfying (1.7) defines a “small” perturbation of the operator 
L =- 8 W+l) 
I y&Y+-. sinh’ x 
This operator arises in the study of the Laplace-Beltrami operator on 
hyperbolic space forms. In the course of their study of the spectral theory 
for the Laplacian in W” [2], Lax and Phillips explicitly constructed finite 
energy IO-solutions to 
u,, + L,u = 0, 1= 1, 2, 3,... 
Their work was the main source of inspiration for our study. 
The results of the first four sections are applied to study wave equations 
in hyperbolic and Euclidean space. We show that the existence or non- 
existence of finite energy incoming and outgoing solutions is a scattering 
invariant. 
Before proceeding to the body of the paper we would like to define ,the 
notion of a weak solution to (1.1): 
u(x, t) is a weak solution to (1.1) with distributional initial data (h g) if 
’ ss a 4x, t)(dtt + ~3) dxdt = (4,(x, 01f> - (4(x> Oh g . (1 8) 0 0 
For every $E CF((R’ x R) such that 
(i) 4(x, T) = 4Ax, T) = 0, 
(ii) &O, t)=O, 
solutions with data in X2 satisfy (1.8) with (L g) E W$,,2@ Lf,,,. 
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2. NON-SINGULAR POTENTIALS 
In this section we will show that if q satisfies the following hypotheses: 
(1) 1’ xldx)l dx < ~0. 
0 
(2) For every positive function 4 E Corn (R + ) the operator 
Lq5= -$+cq (2.1) 
is essentially self adjoint on Cg(R+). 
(3) q is smooth away from the origin and satisfies the positivity con- 
ditions presented in the Introduction, (1.3). 
then there is no IO-solution to (1.1) (or (1.8)) of locally finite energy. 
Observe that if two potentials q, and qz agree on [0, X] and two sets of 
data (f’, g’), (f’, g2) agree on [0, X] then the solutions to the Cauchy 
problems 
u’ = u’ II xx-wL 
22(x, 0) =f’(x); u:cx, 0) = g’(x); u’(0, t) = 0 
u;, = 14zx - q2 242 
u’(x, 0) = j-2(x); u:tx, 0) = g2(x); u2(0, t) = 0 
satisfy 
22(x, t) = u2(x, t), XQX- ItI. 
It is for this reason that we do not require any asymptotic behavior for q 
near co. Whenever we are addressing a question which is local in space and 
time it s&ices to consider compactly supported potentials and initial data. 
Now we will prove two technical lemmas on weak solutions to (1.1). 
LEMMA 2.1. Suppose q satisfies (2.1)(2) and (3) and that u(x, t) is a 
weak solution to (1.1) with locally finite energy. Zf !P( t) E C:(R) then 
u&x) = Jbom Y(t) u(x, t) dr 
is well defined and is in C” (R? + ). 
Proof: By the remarks above we can assume that q(x) and the initial 
data for u(x, t) are compactly supported. Let t denote the self adjoint 
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extension of L on Cr(W +). Let El denote the resolution of the identity 
defined by 1. 
A weak solution in &‘p satisfies the following inequality: 
I x cu:(x, t) + qu2(x, t) + uf(x, t)] dx 0 
s 
X+f 
< L-u:(x, 0) + qu2(x, 0) + u:(x, 0)] dx. (2.2) 
0 
If we integrate (2.2) in time we obtain 
w-’ I_73; ( uf + qu2 + uf) dx dt 
< [u:(x, 0) + u;(x, 0) + qu2(x, 0)] dx. (2.3) 
From (2.3) and the positivity hypothesis on q it follows that U(X, t) E 
W$cW + x 88). The restrictions of u(x, t) to vertical and horizontal lines 
have locally uniformly bounded Lf,, norms. Thus the integral defining 
z+(x) is locally uniformly convergent. 
To show that up(x) is smooth we use the spectral representation of E. 
One easily checks that if U(X, 0) = f(x); u~(x, 0) = g(x) lie in L2 then: 
u(x,t)= jcos&tdE,f+ydEAg 
Therefore 
u&x) = j- [ j- cos fi Y(t) dE,f+ 
sin JZ 
- dEAg dt. 
-co $ 1 
We can interchange the order of the integrations to obtain 
uyr(x) = j 3,(,h dE,f+- 
with 
pe(k)=i{r [y(t)+ Y(-t)] e-“‘dt 
p~(k)=$j: [Y(t)- !I’(-t)] e-&‘dt. 
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Since YE C; Fe($) and !?,,($)I$ are rapidly decreasing and thus 
ulp(x) is the sum of two functions in the domain of (L)k for every k > 0. Lk 
is a positive elliptic operator of order 2k. The local regularity theory for 
such operators implies that 
u,EfE(~+) for every k > 0. 
The lemma follows from the Sobolev embedding theorem. 1 
Though we do not use the following lemma until Section 4, it fits 
naturally with Lemma 2.1, so we include it here: 
LEMMA 2.2. Suppose q(x) satisfies (2.1)(2) and (3) and u(x, t) is a weak 
solution to (1.1) with distribution initial data (f, g). Furthermore suppose 
that for some T> 0 
T X+T 
if 
[u;(x) t) + qu*(x, t) + uf(x, t)] dx dt < co. 
0 0 
Then (f (xl, g(x)) E XI, on [0, X+ T], moreover 
[u; + u: + qu’] dx dt 
s 
X+ T-s 
>sT [u:(x, 0) + u:(x, 0) + qu*(x, 0)] dx. (2.4) 
0 
Proof: If U(X, t) is a smooth solution with locally finite energy vanishing 
on x=0 then the estimate 
s 
x+1 
[z&x, t) + qu’(x, t) + u;(x, t)] dx 
0 
3 5 x L-z&x, 0) + qu*(x, 0) + uf(x, 0)] dx (2.5) 0 
is elementary. If we integrate (2.5) in time we obtain (2.4) for smooth data. 
Again we can extend (2.5) to data with locally finite energy by taking Xfc” 
Cauchy sequences of smooth data. To obtain convergence of the left-hand 
side of (2.4) from convergence of initial data in .#y we employ (2.3). 
The hypotheses on q imply that a solution satisfying the hypotheses of 
the lemma is in W,J;z(lR + x W) and thus has LF,-bounded traces on 
horizontal and vertical lines. If YE Cz then 
u&x, t) = 1 u(x, s) !P(t -s) ds 
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is easily seen to be a weak solution with initial data 
uy(x, 0) = j u(x, s) Y( -as) ds 
% (x, 0) = j- u(x, s) !P’( -s) ds. 
In particular the initial data for uV are in Lf,,. Thus we can represent 
U&X, t) locally using the spectral representation of L‘ (as in the proof of 
Lemma 2.1) 
uy= (x, t) = j- cos & tdE,u,(O) + 
sin & t 
- dE,(u,L(O). 
& 
It follows from Lemma 2.1 that if 4, E C;(R) 
u,(x, t) = j 4x, 3) 4,(t -s) ds 
is in CF. We take 4, to be an approximate identity. Since ug(x, t) is in 
W~;~(W+ x W) UJX, t) converges to U&X, t) in W~;~([w+ x R) as E LO. 
Moreover, by the Hausdorff-Young inequality: 
j Iu,(x, t)12dt < 1 lu,(x, t)12dt (2.6) 
and also 
j Iuy(x, t)(*dt<Cj lu(x, t)12dt. 
Thus, the Lebesgue dominated convergence theorem applies to show 
FE f q(x)ju,(x, t)12dx dt = j q(x)lu$(x, t)l dx dt. 
Equation (2.4) applies to the sequence U, to give 
s 
XtT 
0 
b:p) + CPm + ~~,(O)l 
1 T X+T 
<- 
If To o 
[ uE’, + qu; + u;J dx dt. 
Letting E + 0 we obtain the same inequality for uF. 
(2.7) 
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Y is now taken to be an approximate identity ul,. uPC satisfies (2.4) for 
each E. uVz converges to u in W#R+ x R). uYC satisfies (2.6) and thus 
lim 
c-0 
f f q(x) z&(x, t) dx dt = s j q(x) u*(x, t) dx dt. 
Hence we can allow E + 0, in (2.4) to obtain (2.4) for U. The initial data of 
uYC converge to the initial data of u and thus the lemma follows. 1 
The first theorem is: 
THEOREM 2.1. Suppose q(x) satisfies (2.1)(l), (2), and (3) then 
does not have an IO-solution of locally finite energy. 
Proof: To prove the theorem we take the Fourier transform of u(x, t) in 
the t-variable 
22(x, k)= jm u(x, t) epik’dt 
-cc 
5 
* = u(x, t) e ~ iktdt. 
--x 
As u(x, t) is assumed to have locally finite energy it follows from (2.2) 
and the positivity hypotheses on q that for x < X 
I 
x 
u;(x,t)dx6C,<co. 
0 
The constant depends on X. U(X, t) is an IO-solution and thus ~(0, t) = 0, 
therefore 
I@, t)l 6 J1: MS, t)l ds, X<X 
G&. 
From this we obtain an estimate on ti(x, k): 
lfi(x, k) < Ix 14x, t)l dt 
--x 
(2.8) 
6 fix x3/=. (2.9) 
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From Lemma 2.1 it follows easily that ti(x, k) is a C” function of x. As 
U(X, t) satisfies the weak form of (1.1) it follows that 
00 cc 
s s 4x, t)W(x, f) + h(x, 0) dx df = 0 0 -cc 
for 4 E C$(W+ x R). The Parseval relation then implies 
m a, 
s s 
h(x, k)(L&x, k) -k2&x, k)) dk dx = 0. 
0 -cc 
We can interchange the order of the integrations and integrate by parts to 
obtain 
0 = Irn j- [,92(x, k) -k2t2(x, k)] 6(x, k) dx dk. 
--m 0 
The integration by parts is allowable as ti(x, k) is in C”. The set 
{kx, k): 4(x, k) E Com(R + x R)} is dense in L2( Iw + x OX) thus it follows that 
Lti(x, k) = k2u(x, k) for a.e. k. (2.10) 
Equation (2.9) implies that 
z2(0, k) = 0 
z&(0, k) = 0. 
The uniqueness theorem for a solution to (2.9) where q satisfies 
I 
1 
xldx)l dx < CQ (Coddington and Levinson [ 1 ] ) 
0 
implies that fi(x, k) = 0 for a.e. k. The theorem follows as 
,“, J; Iu(x, t)12dxdt= j-m jX Il;(x, k)12dxdk. 
- -cc 0 
3. SOME ESTIMATES 
For a potential to satisfy the non-singularity hypothesis of the previous 
section it must behave essentially as 0(xBe2) for some positive E. In the 
remainder of the paper we will treat the case of 
q - a/x2 as x-0. 
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As we are constructing solutions to the wave equation (1.1) it is necessary 
to study the eigenfunctions of the operator L. In this section we will obtain 
estimates for these eigenfunctions. 
These eigenfunctions are solutions to integral equations similar to those 
occurring in the scattering theory of radial potentials. However, the 
Green’s function which we use is not the usual one defined by the operator 
-d2+l(l+ 1) - - 
dx2 x2 
but rather the one defined by 
L = -d2+W+ 1) 
’ dx2 sinhZx’ (3.1) 
It is this fact which accounts for the differences in the estimates. Estimates 
for the eigenfunctions and the Green’s function of L, are presented in an 
appendix with sketches of their proof. 
Let q(x) be a smooth function on IX+ such that for some real I> t 
dx<co. 
Let q(x) denote q(x) - 1(Z- l)/sinh’x. 
Let 4(x, A.) denote the eigenfunction 
with 
(4 Ld(x, 4 = ~2d(x, 4 (3.3) 
(b) lim q= 1. 
x-0 x 
If q=O we d enote this eigenfunction by P,(x, A). In terms of the 
hypergeometric function 
Another linearly independent solution is given by 
505/60/3-j 
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The condition is satisfied by Q(x, A) at zero is 
lim Q,(x, 2) x’= 1. 
x-0 
P,(x, 2) is an entire function of I for each fixed x and Q(x, 2) is 
holomorphic for Im 1~ Z+ 1. 4(x, A) is a solution to the integral equation 
4(x, A) = J’,(x, 2) + 6 G,(x, Y, A) ii(y) #(Y, A) dy (3.4) 
where 
Gh Y, A) = P,(x, 1) Q,(Y> 2) -PAY> 2) Qrk 2). 
If we let K be a constant to be determined later and define 
W(x) = exp KJ1’ Iq(s)l s ds ].[“I,‘h(s)l sdy] 
then the following estimates for 4(x, 1) follow from the estimates for 
P,(x, 2) and G,(x, y, 1) given in the Appendix. 
PROPOSITION 3.1. 4(x, A) is an entire function of il for each fixed x of 
exponential type x. 
PROPOSITION 3.2. For I real: 
(i) I&x, A)1 < K( 1 + W(x)) x’+ ‘, 
(ii) KC1 + Wx)) I4.5 l)I G t1 + lAIIr+l y 
(iv) lyi < K( 1 + W(x)) x’, 
K(l+ Wx)) 
(l+lW ’ 
1 
x>,- 
4 
x4+, lx/q <$ 
1 
x2-or 
4 
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Proof of Proposition 3.1. 4(x, 3L) can also be defined as the solution to 
the integral equation 
(3.5) 
where 
Lj = q(x) - I( I + 1 )/x2. 
j,(z) is the spherical Bessel function 
j,(z) = ww’2J,+ 1,2(z) 
and H,(x, y, 1) is the Green’s function 
Hdx, Y? A) = [Ij,(nx) k,(AY) -j,(AY) k,(~x)l. 
k,(z) is the spherical Bessel functions 
h(z) = w/w2~~+ 1,2(z). 
HI is analytic in the upper half plane and satisfies for 0 6 y d x 
1 H,(x, y, I) < Ke’” Icx ~ y, 
j,W )/A I+’ is entire in 1 and satisfies 
I j,(lx)l ~ Ke’lm” xIxI’+ ’ 
)I+’ b (1 + /Lx1 )‘+ l . 
These estimates are standard and can be found in [3], 
As 4(x, 2) is the solution to (3.5) it is the limit of a locally uniformly 
convergent sequence of functions analytic in the upper half plane and is 
thus analytic in the upper half plane. Moreover 4(x, 2) is real for Iz real and 
therefore we can continue 4(x, 1) to the lower half plane by 
From standard estimates [3] it follows that 4(x, ,I) is of exponential 
type x. As L has real coefficients it is clear that 
L&x, 2) = X2q5(x, 1). 
This completes the proof of Proposition 3.1. 1 
Proof of Proposition 3.2. To prove the estimates listed in the 
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Proposition it is necessary to use (3.4). Estimates on PI and GI can be 
found in the Appendix: 
Proof of(i). x < 4, IxLl < $. 
A standard application of Gronwall’s inequality implies 
I&> l)l $xr+i[l+ W(x)]. 
In (ii), xc& lxlzl 2 1, 
Using part (i) in the first integral we obtain 
K x 
14(x, 111 G (1 + I#+ 1+ s KYMY)I MY, ANY. (1PW 
Again a standard application of the Gronwall inequality implies that 
K(l+ w(x)) 
I~(X~ A)l G (I+ 121)” 1 . 
In (iii), fcx, we break the integral into three parts and use (i) and (ii): 
Kx 1 
I4(xy n)l G (1 + IAl x) (1 + [Al)’ 
+.I 
(l/2)1,4 
0 (1 +;A1 x) (1 +ylll),Iq(y)l dy 
+ jyA, (1 +YAl x) (1 +llnl)i (1 + WY)) Ylq(Y)l& 
+ G (1 +;ilx).(l+ IAl) (l+ IA”: MY) 4(Y> A)l dy. 
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Thus 
MY, A)l 
ydy)(l+ I4YU + IMY)ydY 1 
from which 
1+(x, 211 G f41+ Wx)) 
1 
~l+~Wl+lW 
follows immediately. The estimates for the derivatives are done in a very 
similar way, and we will omit the proofs. 
4. INCOMING AND OUTGOING WAVES 
In this section we will construct IO-solutions for (1.1) of locally finite 
energy if for some I> 1 
Z(l+ 1) 
&)-sinh2x dx<cc 
and IO-solutions of finite energy if for some I> 4 
i(Z+ 1) 
qWsinh2x dx<a. 
(4.1) 
(4.2) 
We will construct d, = [[1+ 5 - EJJ (1.1 greatest integer, E > 0 arbitrarily 
small) linearly independent solutions in each case. For I not a half integer 
these solutions are probably a basis for the space of all such solutions. 
After the proofs of Theorems 4.1 and 4.2 we will comment again on this 
matter. 
THEOREM 4.1. Ifq satisfies (4.1) then there is a dj = [l+ 4 -&I] (for every 
E > 0) dimensional space of IO-solutions with locally finite energy. 
THEOREM 4.2. If q satisfies (4.2) then these solutions have jkite total 
energy. 
Suppose p(A) is a polynomial of degree at most d,- 1 then it follows 
easily from Propositions 3.1 and 3.2 that p(l) 4(x, 1) is an entire function 
of exponential type x which is in L*(R) hence the Paley-Wiener theorem 
implies that for each x 
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u(x, 2) = jm e-‘“‘f&x, A) p(L) d/l -cc 
is in L2( R) and furthermore 
u(x, t) = 0 if x< jtl. 
Thus u(x, t) is an IO-function; it is also easily seen to be a weak solution to 
the wave equation (1.1). To complete the proof all we need are energy 
estimates. Observe that if u(x, t) is a smooth solution to the wave equation 
then 
7 x 
s s 
CuL: + u: + qu2) dx dt 
-T E 
= s ’ Cu,(X t) W, t) - u,(E, t) 4~ t)l dt --7 
+ [(uh) + uf] dx dt. (4.3) 
We define C(x, t) = Jmm e-‘“’ 
p(A)=lk for k<d,- 1. 
p(A) (5(x, A) dA and moreover specialize to 
We apply (4.3) to u~(x, t) and apply the Parseval relation to obtain for 
T>X 
T X s s [(u;)~ + (UT)” + (u”)2q] dx dt -T E 
+ j”, je* A2+2kl#(~, A)12dx dA. 
We estimate each term: 
< KX( 1 + w(x))2 ifk<d,-1 
< f&4(/- k) if k<d,-1 
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m x 
s s 
A2 + 2kJ#(~, A)[ ‘dx dA < 
--m E 
co x 
+ 
I s 
A’+ 2kx2dx dA 
I,4 (1+ 111 x)2(1 + 111)2’ 1 (l+ IW-))’ 0 
A2kdA 
(1+111)2’(1+ W(X))2 1 
<C(l+X)(l+ W(X))’ if k<d,-1. 
Thus we’ve obtained the estimate 
cc x 
s s [(~~)~+(~~)~+(~~)~q]dxdr~C[(l+X)(l+W(X))~+&~(~-~)] cc E 
Clearly we can allow E + 0 and m + co to obtain 
O” s s X(u;+uf+qu2)dxdt<C(1+X)(1+ W(X))‘. m 0 
It follows from Lemma 2.2 that U(X, t) is a solution to the wave equation 
with locally finite energy. This completes the proof of Theorem 4.1. 
The estimate in Lemma 2.2 states 
s * (u;(x, 0) + u:(x, 0) + qu2(x, 0)) dx < f (1 + 2X)( 1 + W(X))2. 0 
(4.4) 
If lim, _ co W(x) < 00 then we can allow x + 00 in (4.4) to obtain 
I m[~r(~,0)+~:(~,0)+q~2(x,0)]dx~K(1+W(co))2 0 
thus completing the proof of Theorem 4.2. 
5. APPLICATIONS TO WAVE EQUATIONS IN SPACE 
Theorems 4.1 and 4.2 can be used to construct incoming and outgoing 
solutions to the wave equation 
u,, = 64 -q(r)) 24 
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on either hyperbolic or Euclidean n + l-space. This is accomplished by con- 
sidering solutions of the form 
vr, t) y,(e) 
where Y,(0) is a spherical harmonic that satisfies 
A,Y,= -rn(m+n- 1) Y,, ?nEN. 
Under suitable hypotheses on q(r) we will show that in hyperbolic space 
there are IO-solutions of finite total energy while in Euclidean space there 
are not. In this context a solution u(x, t) is IO if 
u(x, t)=O for 1x1 < ItI. 
First we consider hyperbolic space. In geodesic normal coordinates the 
Laplace operator is 
A w”+I = & a, sinh”r a, + & A,. 
The wave equation is 
u,, = (Awn+, + (r~/2)~ - q(r)) u. 
Suppose u(r, 8, t) is a solution of the form 
u(r e t) = Ur, t) L(e) 
, 3 sinhnf2r 
and let 
I, = m + (n - 2)/2 
then V(r, t) satisfies 
vu = v,r - ML + 1) sinh2r 
and the energy of u is 
(5.1) 
E(r)= jOW [ ~+[‘m~~~h~rl)+q(r)] P+ q]dr. 
with these observations the following theorem is an immediate consequence 
of Theorem 4.2: 
THEOREM 5.1. If q(r) satisfies the hypotheses of Theorem 4.2 then the 
wave equation 
u,, = (A,.+, - (n/2)2-q(r)) u (5.2) 
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has for each m E N an [l,,,]-dimensional space of initial data of the form 
(Vi(r) Y,(Q, V2(r) Y,(@) such that the solution of (5.2) with this data 
finite energy and is incoming and outgoing. 
Remark. The arguments in Theorem 4.2 do not include the case n = 1, 
m = 1; this requires a special argument which we omit. 
Lax and Phillips proved the existence of such solutions when qz0. The 
dimension of their space of solutions agrees with ours. For more on pertur- 
bations of the wave equation on Wn+i see [6,5]. 
The theorem in Euclidean space requires a bit more work as we have to 
identify all possible finite energy IO-solutions and prove that the energy 
diverges. 
In Rn+l we seek solutions to 
u,, = (A Rn+~ -q(r)) u (5.3) 
which are of locally finite energy and of the form 
u(r, 0, t) = y Y,(e). 
V satisfies 
and the local energy of u is 
E,J V) = JoR ( v;z + (‘-‘“;; ’ ) + q(r)) V2 + V$ dr. 
We will suppose that q(r) B 0 and that 
I 0W r*lq(r)) dr < co. 
(5.4) 
We assume (5.5) so that we can use certain asymptotic results well known 
in scattering theory [7]. The theorem is: 
THEOREM 5.2. If q satisfies the above hypotheses then the equation 
u,, = (A Rn+ t -q(r)) u 
has no IO-solutions of finite total energy. 
ProoJ: Suppose there were such solutions. Then (5.4) would also have 
such a solution for some m 3 1. The theorem in Section 2 states there are 
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no such solutions if I, =O. Let V(r, t) be a solution to (5.5) with finite 
energy. That is, lim,, o. ER( V) < co. Let p(r, A) be the Fourier transform 
of V(r, t) in t. Using arguments imilar to those in Sections 1 and 2 we see 
that: 
(1) p(r, A) is smooth in (r, A), 
(2) Qr, A) is an entire function of 1 of exponential type r, 
(3) lim,,, V(r, A)=O, 
(4) Qr, A)- (Z,(Z, + 1)/r* + q(r)) P= -n*l? 
From these facts we conclude that 
4(r, A) is the holomorphic family of eigenfunction of - d*/dr* + 
1,(1, + 1 )/r* + q(r) constructed in Section 3 and p(A) is a meromorphic 
function. Since #(r, A) solves the integral equation, (3.5), it is clear that 
&r, A,) & 0 for any &. Thus we see that p(l) is holomorphic. #(r, A) is of 
exponential type exactly r and thus p(l) must be of exponential type zero. 
In fact p(l) is a polynomial. This follows by using the following well- 
known fact from scattering theory: 
LEMMA 5.1. Zfq(r) satisfies (5.5) and qa0 then for large (A.) 
We use this as follows: 
Inequality (2.3) states 
A(l)- 1, NJ)-0 (Levinson [ 31). 
V(r, t) is supported for t E C-r, r] hence the Parseval theorem for the 
Fourier transform implies that (5.6) is equivalent to 
c m 
2- 
s 
~%W*dJ 
2R -a (1 + lA()2(1m+1)’ 
(5.6’) 
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We used Lemma 5.1 to obtain a lower bound for 
To complete the proof that p(l) is a polynomial we use a 
Phragmen-Lindelbf-type lemma: 
LEMMA 5.2. Suppose f(z) is an entire function of exponential type zero. 
Suppose that for some z,, E C, 0 E (0,27c), and 0 <k < cc 
s 
m Ifh + reie)12 dr < o. 
--oo (1 + IrlJZk 
then f is a polynomial of degree less than k - 112. 
Proof Without loss of generality we may suppose that z0 = 0 and 8 = 0. 
Let k’= [ka. Let fk(z) be the k’ degree Taylor polynomial for f at zero. 
Define 
qZ)=fwfk(z) 
Zk’+l . 
F(z) is an entire function of exponential type zero. Furthermore 
5 m IF(x)12dx < CC -02 
thus the Paley-Wiener theorem implies that F(z) is the Fourier transform 
of an L2 function supported at zero. This proves the lemma. 
From Lemma 5.2 and (5.6’) it is immediate that p(l) is a polynomial of 
degree at most [I,] - 1. To complete the proof we use a standard com- 
parison between &r, 2) and j,(rA)/l’+ ‘. 
j,Jra) 
~lm+l solves -f” + ‘mcr:2+ ‘)f=12f 
and lim r+,, (jr,(rl)/(rll)“+’ = 1. A s q(r) > 0 it follows easily from standard 
comparison theorems that 
so long as r1 is less than the first zero of j,(x). This will be so for 
rA<l,. 
Thus (5.7) holds for 2~ [0, I,&]. 
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Integrating by parts in (5.6) we obtain 
R = 
55 
m 21*1 p(r, A)j*dr dA 
0 --m 
(5.8) 
We integrate (5.8) with respect o R to obtain 
I 
R 
2r E2,.( V) dr > 1 
O” 1 P(R, L)l*dA. (5.9) 
0 -02 
Using (5.7) with p(l) = I&, k < [1,J - 1, and the comparison argument it 
follows that 
s 
R 
2r E,,(V) dr > s 
lrnlR A2(k-Imp 1) I&,WU *dA 
0 0 
> CR*(kk)+ 1 , 
2 CR3. 
On the other hand if E,(V) < cc then 
s 
R 2r E2J V) dr < E, R*. 
0 
Thus we have derived the necessary contradiction to prove Theorem 5.2. 
Remark. The potential need not be strictly positive for Theorem 5.2 to 
be true. However, if q(r) is such that the solution to 
-4” + (I(1 + 1)/r* + q) fj = 0 
behaves as l/r’ as r + cc it seems possible that 1 eiA’&r, A) dA have total 
finite energy. 
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APPENDIX 
In this appendix we derive estimates for the eigenfunctions P,(x, A), 
Q,(x, 2) and the Green’s function 
GA Y, A) = Pk A) Qh 1) - PAY, 1) Q,(x, 1). 
The estimates will be for real values of 1. P/(x, A) is defined by 
x F 
chx- 1 
i - iA, I + 1 - il; 312 + 1; chx+l 
(Gradshteyn and Ryzhik [4]). (A.1) 
We will use (A.1) to estimate P, for small x: The hypergeometric factor 
equals 
k=O 1.2*..k.l 
= 1 + f ak(h n) 
k=O 
(;+l).++k+Z) 
. 
We need to estimate the coefficients 
Thus 
1 <2(#)2k, III d 1. 
From these estimates we obtain 
f’,(x, A) < Kx’+ ’ for IxLl G&X<+. (A.2) 
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To obtain other estimates we use a different representation: 
P/(X, 2) = 2’+ l (shx)“’ x [ y-;y;; F(I+1+iA,I+1;1+ilZ;e-2”) 
T(d) e-“” 
+n(l+l+U) F(I-i~+1,1+1;1-il;e-2”) I 
(Gradshteyn and Ryzhik [4]). (A.3) 
Q!(x, A) has a similar form: 
Q,k 2) = 
(Gradshteyn and Ryzhik [4] ). 
First we will estimate the hypergeometric factor: 
F(1+1+I,1+1;il+1;e-2”) 
=l+ c (I+1+U)...(I+h+i~).(I+1)...(I+k)e-2xk 
(U+ l)*..(k+iA) l...k 
= 1 + 2 b,(l, A) e-2xk 
ktl 
Now we estimate bk(l, A): 
log(b,(l, A)[ < i log 
j=l 
s [2 + logk + log(k/A + J1+Tk7;2-j2)1 1, 11) 2 1 
< [2+2log(k+ l)] I, (AI < 1. 
Thus 
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Thus 
or (4 2 1 
F(Z+i~+1,1+1;1+i~;e-2”) 1 
x2’+ ‘VI’ 1 ’ 
K 
<l+-, I x2I+ 111 < 1 (A.4) 
and therefore 
(a) IP,(x, A)1 d Kx’+‘, 
(4 IQ,@, 4ld$ 
1 1 
pxj <-; x<- 
2 4 
(b) lQ,(x, 211 d KC1 + I4 I’, 
1 1 1 
[xl1 2-;xQ-orx3- 
%ql+(x;l)) I 
4 4 (‘4.6) 
1 
~(f+U+1,1+1;l+~~;e-2”j 7 IAl B 1 
(A.7) 
K 
<- ..21+ 2’ 14 < 1 
(4 1 
dP,k 1) 
dx / 6 K-6 
I I 
df’,k 2) ( K 
dx ‘(l+ In/)” 
dP,(x, i) K 
I I dx G (1 + In])” 
1 1 
IXAJ a-,x<- 
2 4 
1 
x2- 4 (A.8 1 
and analogous estimates for dQ,/dx. 
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Finally, we combine these estimates to estimate G,: 
(a) IGAx, Y, n)l< KF, 
(b) 
K 
IGdx, Y, 111 d t1 + ,lzl ),+ lyl, 
(c) ‘Gt(x,y,I)‘<K (‘+“‘)’ 
(1 + III)‘+ l 
ocyix<;, ,x/l,<; 
oi y ix<;, lyll+c lxll 
o<L.ix<;,;< ,yA’ 
(d) 
(d 
K 1 
‘G&y y, 1)’ ” jyt (1 +;n, *) (I+ ‘J’)” o<+x, lylzl <; 
Kx (l+ IAl)’ 
‘Gdxy yp nN G (1 + )A) x) (1 + IA])” 
o< y<$<x, lylla; 
(f) IG,(x,y,A)ld Kx (‘+“‘) 
(1+ 111 x) (1+ 111)” 
I<y<x. 
4 
Using the bounds for the derivatives of the eigenfunctions one can derive 
bounds for I(dG,/dx)(x, y, A)( analogous to (a)-(f). 
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