We embed the standard λ-calculus, denoted Λ, into two larger λ-calculi, denoted Λ ∧ and &Λ ∧ . The standard notion of β-reduction for Λ corresponds to two new notions of reduction,
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Background and Motivation is not dummy, then the free occurrences of x in the body N of the abstraction are * Supported by NATO grant CRG 971607, EPSRC grant GR/M08479, NSF grant CCR-9417382, and NSF grant EIA-9806747.
in a one-one correspondence with the arguments to which the function is applied.
Many questions about the behavior of linear λ-terms are relatively simple to answer.
For example, every linear λ-term is β-strongly normalizing 1 and every closed linear λ-term is simply-typable. 2 Things become more interesting and complicated from the moment we consider λ-abstractions that bind two or more variable occurrences.
Is there a way of simulating the standard λ-calculus by a non-standard λ-calculus where we enforce the linearity condition on function evaluation? What can we gain from this transfer to a non-standard λ-calculus obeying the linearity condition, if at all possible?
Our first goal in Section 2 is therefore to embed the standard λ-calculus Λ in a bigger calculus, denoted Λ ∧ , satisfying the linearity condition. Specifically, the way we achieve this is by allowing a subterm P of a λ-term M to be applied to several subterms Q 1 , . . . , Q n in parallel, which we write as (P. Q 1 ∧ · · · ∧ Q n ). The corresponding notion of β-reduction, denoted β ∧ , requires that if P is the λ-abstraction (λx.N ) with m 0 free occurrences of x in N , the reduction cannot be carried out unless n = max(m, 1). As a consequence, every M in Λ ∧ is β ∧ -strongly normalizing. We establish several relationships between β-reduction in Λ and β ∧ -reduction in Λ ∧ , to determine conditions under which the first can be translated into the second (not always possible) and the second into the first (always possible). An end result is a characterization of β-weak normalization (β-WN) and β-strong normalization (β-SN)
for standard λ-terms (Corollary 2.23).
For a finer analysis of the difference between β-WN and β-SN in Section 3, we further embed Λ ∧ in a bigger calculus, denoted &Λ ∧ . In the calculus &Λ ∧ we deal with expressions of the form &M 1 · · · M n where each of the components M 1 , . . . , M n is in Λ ∧ . The appropriate notion of reduction &β ∧ is restricted to the leftmost β ∧ -redex in &M 1 · · · M n , which is moreover adjusted in such a way that arguments of K-redexes are not discarded (Definitions 3.5 and 3.8). Some of the ideas here are suggested by earlier work by several authors, showing how to reduce β-SN to β-WN, but we now adapt them to our special needs. We examine various relationships between β-reduction, β ∧ -reduction, and &β ∧ -reduction. A by-product are several
1 Easy 3-line proof omitted. 2 A little less straightforward proof, but still easy, also left to the reader.
results connecting the 3 notions of reductions (in particular Theorems 3.6 and 3.16).
Much of the behavior of β ∧ -reduction and &β ∧ -reduction is captured by appropriately defined type-inference systems. This is done in Section 4 where we give, among other results, a rigorous proof for the oft-mentioned equivalence between β-SN of standard λ-terms and typability in a system of "intersection types" (Corollary 4.6).
The contribution of this report is more significant for the methodology it develops than for the specific technical results it establishes. What we set up is a new, enlarged framework for the study of β-reduction. There is unavoidably a profusion of new definitions, but once these are understood, the technical results are not surprising
and "work as they should".
Future Work
We point out that the present report is unfinished in many ways. Expediency is only partly the reason, as it seems more important in a first report to sketch the broad lines of a new methodology than to examine the implications in detail. We leave some questions unanswered (e.g. Conjecture 2.24), and some results proved only in outline (e.g. Lemma 4.4) or partially proved by methods not promoted in this report (e.g. Corollary 4.6). More important, we do not fully characterize typability in the type-inference systems defined in Section 4 (they do not assign types to all terms) and we leave wide open possible applications of our methodology to other questions (e.g. alternative proofs for the β-SN property of typed λ-calculi).
Related Work
Our linearity condition is only one of several kinds of linearity proposed in the literature on λ-calculi in recent years. But one thing they all have in common is the idea of providing "better" resource-management in the evaluation of terms.
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Particularly noteworthy is the work of Boudol and his colleagues on the lambda calculus with multiplicities. The reader is referred to [3, 4, 5, 6] , among other papers dealing with Boudol's approach to linearity. Of these 4 papers, the first 2 stress semantic rather than combinatorial aspects of the proposed calculi; nevertheless, they all shed new light on the mechanism of linearity, not identical but complementary to our analysis in this report.
In addition to Boudol's work, there is the vast literature on linear logic. For this kind of linearity, the reader is referred to two of Girard's seminal papers [11, 12] and the references therein. Even though connections between linear logic and our work in this report are not immediately perceived, it will be a useful investigation (left to others) whether results for the former can clarify or be transferred to results for the latter, or vice-versa.
As indicated earlier in this Introduction, our way of dealing with linearity also brings forth connections between β-WN and β-SN. This is so because the notion of reduction &β ∧ in the expanded calculus &Λ ∧ , presented in full in Section 3, is nonerasing, i.e. it does not discard any subexpression or any of its residuals in the course of evaluating an expression. But this is not the only way of preventing "information loss" in the course of an evaluation. In historical order, Nederpelt [23] and Xi [30] , among several others, present different techniques for deducing strong normalization from weak normalization, all inspired by one or both of these two simple ideas:
• By-pass erasing steps, i.e. devise a notion of reduction that can be directed to avoid or delay all erasing steps.
• Memoize erasing steps, i.e. devise a notion of reduction that will keep a memo of all parts (subterm occurrences) involved in erasing steps. Such a memo or record being part of the syntax of formal expressions, this in effect requires an enlarged calculus where every reduction step becomes non-erasing.
Thus, for example, the approaches proposed in [8] and in [14] are implementations of the first idea, whereas various notions of reductions in [19] and our &β ∧ in Section 3 of this report can be viewed as implementations of the second. For a fuller account of known results and some of the alternative approaches on this topic, the reader is referred to the highly readable master's thesis by Peter Møller Neergaard [22] .
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Some Notational Conventions
• Function | | strips all labels from λ-terms (Definition 5.2).
• Function | | | | contracts expanded λ-terms (Definition 2.3).
• M ≡ N means "M and N are syntactically identical" (up to α-conversion).
• A set of subterm occurrences in M is not a multiset, but a set in the usual sense because different occurrences of the same subterm are distinctly identified.
One easy way to think about subterm occurrences is to take M represented by its parse tree (root at the top), with each subterm occurrence in M uniquely identified by its address (a "path") in the parse tree. Just for convenience, addresses of subterm occurrences are left implicit, so that a set of subterm occurrences does appear as a multiset in the text (which it is not).
• If P and Q are subterm occurrences in M , we write P ⊂ M Q to mean "P is a
proper subterm occurrence of Q in M ", i.e. the address of Q in the parse tree of M is a proper prefix of the address of P . We write P ⊆ M Q for "P ⊂ M Q or P is the same occurrence as Q". If M is made clear by the context, or if M ≡ Q, we may write P ⊂ Q and P ⊆ Q instead of P ⊂ M Q and P ⊆ M Q, respectively.
An Expanded λ-Calculus
In our first version Λ ∧ of the expanded λ-calculus, we attempt to supply an abstraction (λx.N ) with as many copies of an argument P in order to enforce the linearity condition on function evaluation, by writing an expression of the form ((λx.N ). P ∧· · ·∧P ).
By structural induction, we can uniformly duplicate arguments of abstractions in this fashion, throughout terms and all their subterm occurrences. However, we cannot determine ahead of time how each copy of an argument P is further used in later evaluation steps, as a function or as an argument or as both. Hence, in order to make the linearity condition invariant of several evaluation steps, we need to write expressions of the form ((λx.N ). P 1 ∧ · · · ∧ P n ) where P 1 , . . . , P n are not restricted to be syntactically identical.
The set of λ-variables is λ-Var.
Definition 2.1 (Standard λ-terms)
A standard λ-term M is either a λ-variable x or an abstraction (λx.N ) or an application (N P ), where x ∈ λ-Var and N and P are previously defined standard λ-terms. We denote by Λ the set of standard λ-terms together with the standard rewrite rules on them (β reduction, η reduction, etc.).
Definition 2.2 (Expanded λ-terms)
An expanded λ-term M is either a λ-variable x or an abstraction (λx.N ) or an expanded application (N.P 1 ∧ · · · ∧ P n ), where x ∈ λ-Var and N and P 1 , . . . , P n are previously defined expanded λ-terms, where n 1.
We denote by Λ ∧ the set of expanded λ-terms together with the rewrite rules we later define on them.
We call the subexpression P 1 ∧ · · · ∧ P n , which is the argument of an expanded application, a ∧-list and P 1 , . . . , P n its components. The preceding inductive definition does not include ∧-lists as a 4-th case of expanded λ-terms, but it is easily adjusted so that it does, at the price of making it a bit more complicated. If a ∧-list has only one component, we may write (N P 1 ) instead of (N.P 1 ).
Definition 2.3 (Contracting expanded λ-terms)
The contraction of an expanded λ-term M is a standard λ-term | |M | |, which is defined provided for every subterm of the form (N.P 1 ∧ · · · ∧ P n ) ⊆ M , each of P 1 , . . . , P n contracts to the same standard
More precisely, by induction on Λ ∧ :
3. If N, P 1 , . . . , P n ∈ Λ ∧ and n 1 then | |(N.
Example 2.4 Let 3 ≡ (λf.λx.f (f (f x))) and 2 ≡ (λg.λy.g (gy)), both of which are standard terms. The following expressions are all in the expanded calculus Λ ∧ :
All of the preceding expanded λ-terms are well-formed and all contract to the standard M ≡ 3 2. Let now 1 ≡ (λh.λz.hz), which is a standard term. The following are also all in the expanded calculus Λ ∧ : Definition 2.5 (Parallel sets) Let M ∈ Λ ∧ , not necessarily well-formed. The binary relation ∼ M is the least equivalence on subterm occurrences in M such that:
For subterm occurrences N and N ′ in M , we say N and N ′ are parallel occurrences
A parallel set of subterm occurrences in M consists of all the members of a ∼ M -equivalence class that are not ∧-lists with 2 or more components.
Remark 2.6
The qualification "that are not ∧-lists with 2 or more components" at the end of Definition 2.5 can be omitted without much conceptual harm but with considerable extra bookkeeping. If we omitted it, we would have to account throughout the paper for the possibility that parallel sets could now mention nested subterm occurrences. For example, in the well-formed N 3 in Example 2.4, {1, 1, 1, 1} is a parallel set, which corresponds to the boxed subterm occurrences in:
Without the qualification in question, the same parallel set would be {1 ∧ 1, 1, 1, 1, 1} corresponding to
Because the parallel set already includes the two components of the ∧-list 1 ∧ 1, there is no need to include the latter.
Lemma 2.7 Let M ∈ Λ ∧ be well-formed.
1. There is a one-one correspondence between parallel sets (of subterm occurrences) in M and subterm occurrences in | |M | |.
If
3. M is standard iff every parallel set in M is a singleton set iff every ∧-list in M has exactly one component.
Proof Part 1 is by induction on M . For part 2, prove that if 1. For every x ∈ λ-Var, ϕ(x, x) = {x}.
2. For every well-formed (λx.N ) ∈ Λ ∧ and every Q ⊆ | |(λx.N )| |:
3. For every well-formed (N.
The members of the same parallel set are called parallel occurrences. We omit the proof that the bottom-up definition here is equivalent to the top-down given in 2.5 when restricted to well-formed expanded λ-terms. (For suggestions on how to formally prove the equivalence of the two definitions, see the section on "Induction and Recursion" in [9] pp. 22-30.) Definition 2.5 does not require that expanded λ-terms be wellformed, while Definition 2.8 does.
Definition 2.9 (Nesting of parallel sets) Let M ∈ Λ ∧ be well-formed, and P = {P 1 , . . . , P m } and R = {R 1 , . . . , R n } parallel sets in M . We write P ≺ M R provided two conditions hold:
1. For every P ∈ P there is exactly one R ∈ R such that P ⊆ M R.
2. For every R ∈ R there is one or more P ∈ P such that P ⊆ M R.
The two conditions imply there is an onto map from P to R, so that also m n. We write P ≺ R instead of P ≺ M R if the context makes clear P and R are parallel sets in M . P R means "P ≺ R or P = R".
Lemma 2.10 Let M ∈ Λ ∧ be well-formed and N ≡ | |M | |.
1. Let P and R be subterm occurrences in
2. Let P and R be parallel sets in
Proof Part 1 is intuitively clear; a formal proof starts with an inductive definition of ⊂ M , and then proceeds by induction on this definition. For part 2, let P =
by part 1 and the definition of ≺ M . For the converse, we prove by induction on well-formed M ∈ Λ ∧ that for arbitrary subterm occurrences P and R in N ≡ | |M | |, if P ⊂ N R then P ≺ M R where P and R are the parallel sets in M corresponding to P and R. We use induction on M ∈ Λ ∧ to produce P = ϕ(M, P ) and R = ϕ(M, R).
Example 2.11
Consider the expanded λ-term M 6 in Example 2.4. The following are parallel sets of subterm occurrences in M 6 :
We have P 1 ≺ P 2 ≺ P 3 , corresponding to the fact that
We identify distinct occurrences of the same variable x in a term M by "occurrence numbers", which are parenthesized positive integers in superscript position, as in
Occurrence numbers start with 1, and incremented by 1 as M is scanned from left to right. We α-convert whenever necessary to avoid name ambiguities, which can be achieved by two conditions: (1) every variable name has at most one λ-binding in M , and (2) free variable names are disjoint from bound variable names in M .
Definition 2.12 (Parallel contexts)
A context C in the expanded calculus is defined as in the standard calculus: C is a term containing some holes. A hole is denoted
. If the context C has n 1 holes, we may refer to these holes by (1) , . . . , (n) , numbered in their occurrence order in C from left to right.
Contraction of contexts is defined inductively, as in Definition 2.3, by adding
A context C with n 1 holes is a parallel context if C is well-formed and
} is a parallel set (of subterm occurrences in C).
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If C is a context with n 1 holes and P 1 , . . . , P n ∈ Λ ∧ then C[P 1 , . . . , P n ] denotes the result of placing P 1 , P 2 , . . . , in (1) , (2) , . . . , respectively. If the context C is a parallel context and
is not true: C[P 1 , . . . , P n ] may be well-formed even though C is not a well-formed context, let alone a parallel context. Example 2.13 Let 1 and 2 be the standard λ-terms defined in Example 2.4. The following is a context C with two holes:
C is not well-formed because its contraction | |C| | is not defined. C cannot therefore be a parallel context. By placing a copy of 1 in each of (1) and (2) , we obtain the
, which is well-formed. Another context C ′ with 7 holes is:
By placing (f x) in the first 4 holes and 2 in the last 3 holes, we obtain the expanded λ-term M 2 in Example 2.4, which is well-formed. However, C ′ is not a parallel context because { (1) , . . . , (7) } is not a parallel set (of subterm occurrences in C ′ ), but rather the union of two parallel sets:
, (4) } and { (5) , (6) , (7) }.
It is a simple result that the set of holes in an arbitrary well-formed context C is always the union of parallel sets of holes in C. We do not need this result later and, therefore, do not include a proof for it here.
Definition 2.14 (β ∧ -reduction) We first define a binary relation β ′ (not yet the desired notion of reduction) on Λ ∧ . For arbitrary N, P 1 , . . . , P n ∈ Λ ∧ , where N mentions m 0 distinct free occurrences of x, we write:
We call an expression of the form
Let M ≡ C[R 1 , . . . , R n ] be a well-formed expanded λ-term, where C is a parallel context with n 1 holes and R = {R 1 , . . . , R n } is a parallel set of β ′ -redex
We call the parallel set R of β ′ -redex occurrences a β ∧ -redex occurrence. If the omission of R causes no ambiguity, we also write
The consistency of this definition is based on Lemma 2.7, according to which
The difference between β ∧ and β ′ is that β ∧ requires all β ′ -redexes in a parallel set to be reduced simultaneously, thus preserving the well-formedness of expanded terms, while β ′ does not.
Example 2.15
Consider the expanded λ-terms in Example 2.4. M 0 is already in
where N ≡ λy.x(x y) and P ≡ λy.N (N y), and M 
, which is also a member of the parallel set
Because not every member of R is a β ′ -redex, namely the two occurrences of (2 x) are not, R does not correspond to a β ∧ -redex.
The well-formed N 0 , N 1 and N 3 are in β ∧ -nf. The well-formed N 2 contains a β ∧ -redex occurrence, namely, the parallel set {(11), (11), (11)}. As each copy of (11) is β ′ -reduced (or also β-reduced) to 1 in 2 steps, N 2 is β ∧ -reduced to N ′ 2 in 2 steps:
Proposition 2.16 Let M be a well-formed expanded λ-term.
3. M has exactly one β ∧ -nf.
Proof Part 1 follows from the fact that every β ∧ -reduction step is strictly sizedecreasing. Part 2 implies that M has at most one β ∧ -nf and, together with part 1, that M has exactly one β ∧ -nf, thus proving part 3. It remains to prove part 2. In fact,
by Proposition 3.1.25 in [2] , it suffices to show that β ∧ is WCR (weak Church-Rosser),
where R 1 and R 2 are β ∧ -redex occurrences in M :
where n, m 1 , . . . , m n , q, p 1 , . . . , p q 1. This is an exhaustive case analysis, generalizing the proof that standard β is WCR, given in Lemma 11.1.1 in [2] . Our proof in fact repeats the proof of Lemma 11.1.1, after the following changes:
tively.
-Replace P 1 and P 2 by P = {P 1 , . . . , P n } and S = {S 1 , . . . , S q }, respectively.
-Replace Q 1 and Q 2 by Q = {Q 1,1 , . . . , Q n,m n } and T = {T 1,1 , . . . , T q,p q }, respectively.
In the various cases and subcases considered in Lemma 11.1.1, replace "⊂" by "≺".
We omit the straightforward details. t : M 0
As observed in Definition 2.14, well-formedness of expanded λ-terms is preserved by
. . is also well-formed. Let u be a β-reduction starting from N 0 ∈ Λ:
We say that u is a projection of t, and t a lifting of u, if two conditions hold:
1. t and u are sequences with an equal number k 0 of reduction steps.
We say t can be projected if there is a projection of t, and u can be lifted if there is a lifting of u.
The next proposition makes explicit the simple fact that every β ∧ -reduction can be projected. By contrast, as every β ∧ -reduction sequence is finite (Proposition 2.16), not every β-reduction can be lifted.
Proposition 2.18
Every β ∧ -reduction can be uniquely projected.
Proof Given the β ∧ -reduction t as in Definition 2.17, define the sequence | |t| | by:
Definition 2.19 (Expanding λ-terms) Given a ∧-list P 1 ∧ · · · ∧ P n , with n 1, we introduce the shorthand notation P 1 ∧ · · · ∧ P n i,j where i, j ∈ {1, . . . , n} as an abbreviation for the ∧-list
In words, a new copy of the i-th component is inserted right after the j-th component, thus displacing each of the components P j+1 , . . . , P n one position to the right.
Let M and M ′ be expanded λ-terms. We write M − → ∧ M ′ just in case there is a context C with a single hole and expanded λ-terms S, T 1 , . . . , T n , with n 1, such
for some i, j ∈ {1, . . . , n}. The context C is not well-formed in general. If we want to name explicitly the application that is expanded, in this case N ≡ (S.
as a notion of "reduction" in the sense of [2] (although it is really an "expansion") and denote its transitive reflexive closure by
Lemma 2.20 For every expanded λ-term M 0 which is well-formed:
In words, we can always displace all expansion steps ahead of β ∧ -reduction steps.
Proof It suffices to prove the following simpler commutative diagram:
This is a tedious case analysis. Details are in the Appendix of the full report of this paper [16] .
In contrast to Lemma 2.20, it is not the case that we can always displace β ∧ -reduction steps ahead of expansion steps. Consider for example the sequence:
III
It is not possible to move the β ∧ step ahead of the expansion step.
Lemma 2.21
For every standard λ-term M 0 :
If R is a K-redex or a I-redex with exactly one free occurrence of x in P , then R = {R} is a β ∧ -redex and we just take M 2 ≡ M 0 . If R is a I-redex, with n 2 occurrences of the free variable x in P , we expand Q n times to obtain the β ∧ -redex
In all three cases, R consists of just one β ′ -redex. We then carry out the reduction
Proposition 2.22 Every finite β-reduction can be lifted to a β ∧ -reduction (not necessarily unique -see Remark 3.14).
Proof This is a straightforward diagram chase, suggested by the following figure:
The diagram commutes because of Lemma 2.20 (for the parallelograms) and Lemma 2.21
(for the triangles). Each downward arrow is a single β ∧ -reduction step, and each twoheaded upward arrow is a multiple expansion step. The lower side and the right side of the big triangle are, respectively, the given finite β-reduction and the constructed
A β-reduction u is maximal if either u is infinite or u is finite and its last λ-term is in β-nf.
Corollary 2.23 Let M be a standard λ-term.
1. M is β-normalizing iff the maximal leftmost β-reduction starting from M can be lifted.
2. M is β-SN iff every β-reduction starting from M can be lifted.
Proof M is β-normalizing (resp. β-SN) iff the maximal leftmost (resp. every) β-reduction starting from M is finite.
We conjecture a stronger result than part 2 of the preceding corrollary. 1. If R is a I-redex and N is β-SN, then M is β-SN.
2. If R is a K-redex and both N and Q are β-SN, then M is β-SN.
Proof The proof is in the Appendix of the full report of this paper [16] . It is not the case that M is β-SN (it is not) if N and (yωω) are β-SN (they both are). This example also shows that relaxing the "leftmost" restriction to "outermost"
is not strong enough to get part 2 of Lemma 3.1.
There is an edge
because every vertex N is accessible from vertex M . Define
The relevant fact for us is: M is β-SN iff G β (M ) is a finite dag (directed acyclic graph). In particular, if M is β-SN then degree(M ) is finite (the converse is not true). 1. If R is a I-redex and M is β-SN, then degree(M ) > degree(N ).
2. If R is a K-redex and M is β-SN, then degree(M ) > degree(N ) + degree(Q).
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Proof The proof is in the Appendix of the full report of this paper [16] . 
The set of expanded &-lists is: Observe that all the members of a parallel set in &-list M are subterm occurrences in the same component of M .
7 Lemma 3.3 is probably true without the restriction "leftmost" on R, but we do not need such a result. 1. R is a leftmost β-redex occurrence in M , i.e. there is k ∈ {1, . . . , ℓ} such that
We
&β-reduction generalizes β-reduction not only in the sense that (1) it relates two &-lists rather than two λ-terms, but also in the sense that (2) it does not discard arguments of K-redexes after their reduction. On the other hand, only leftmost β-redexes can be &β-reduced, which implies there is a unique &β-reduction starting from a given M ∈ &Λ; in this sense, &β-reduction is more restrictive than β-reduction. (c) M is &β-normalizing.
First, we prove (a) implies (b). Generalize the notion of β-reduction graph to every
It is clear that every component of M is β-SN iff G β (M ) is a finite dag.
The 
where P n is in &β-nf, so that every component of P n is in β-nf. If n = 0, then P 0 ≡ P n and the desired conclusion is immediate. We assume the result true for every &β-normalizing sequence of length n 0, and prove it for an an arbitrary &β-normalizing sequence of length n + 1, using Lemma 3.1. We omit the obvious details.
Let M be a well-formed expanded λ-term and {R 1 , . . . , R n } the set of all β ∧ -redex occurrences in M . We say that R ∈ {R 1 , . . . , R n } is a leftmost β ∧ -redex occurrence 1. R is a leftmost β ∧ -redex occurrence in M , i.e. there is k ∈ {1, . . . , ℓ} such that
Note, in the case when | |R| | is a K-redex, we restrict R to be a singleton set, i.e.
a parallel set consisting of a single β ′ -redex ((λx.P )Q). It is possible to lift this restriction and define instead:
when | |R| | is a K-redex and R = {((λx.P 1 )Q 1 ), . . . , ((λx.P n )Q n )}, for arbitrary n 1, but we do not need this generalization.
The material to follow, until Theorem 3.16, generalizes material in Section 2. 1. M is &β ∧ -strongly normalizing ("&β ∧ is SN").
2. M has exactly one &β ∧ -nf.
Proof Part 1 is a consequence of the fact that &β ∧ -reduction is strictly size-decreasing.
Part 2 follows from the fact that there is exactly one &β ∧ -reduction starting from M .
A &β ∧ -reduction is lean if its last &-list is a standard rather than an expanded &-list.
Lemma 3.10 Consider an arbitrary &β ∧ -reduction t of length k 1:
If t is lean then, for every i ∈ {1, . . . , k}, R i is a parallel set consisting of exactly one
Proof Consider the first β ∧ -redex in this reduction, say R 1 with no loss of generality, which is not a singleton. Let R 1 be the following parallel set of β ′ -redex occurrences
where n 2 and m 1 , . . . , m n 1. We want to prove that the last &-list M k in t is not standard, which is equivalent to proving there is a non-singleton parallel set in We prove therefore there is a parallel set S 1 in M 1 , with n members, such that if β ∧ -redex R 2 is a singleton then S 1 survives to the end of the reduction t, in particular
is not a singleton, we repeat the argument starting from R 2 .
Consider the set S 0 of subterm occurrences in M 0 defined by:
By Definitions 2.5 and 2.8, it is easy to check that S 0 is a parallel set in M 0 . The "residual" of S 0 relative to M 0
There are 3 possible cases: 
where M 3 is uniquely determined.
Proof The proof of Lemma 2.20 can be used here with no change other than replacing "β" by "&β" and "β ∧ " by "&β ∧ ". M 3 is uniquely determined because arguments of K-redexes are not discarded by &β ∧ -reduction.
Lemma 3.13 For every standard &-list
where M 2 is uniquely determined.
Proof See the proof of Lemma 2.21. The uniqueness of M 2 follows from the fact that arguments of K-redexes are not discarded by &β-reduction.
Remark 3.14 In Lemma 2.20 the expanded λ-term M 3 is not uniquely determined, Proof This is a straightforward consequence of Lemmas 3.12 and 3.13. See the proof of Proposition 2.22.
A &β-reduction is maximal if either it is infinite or it is finite and its last &-list is
in &β-nf. M ∈ Λ rather than M ∈ &Λ, it must also be that N ∈ Λ ∧ rather than N ∈ &Λ ∧ .
Conversely, suppose there is an expanded λ-term N such that | |N | | ≡ M and the maximal &β-reduction u from M can be lifted to a &β ∧ -reduction t from N . By Proposition 3.9, t is finite, which implies u is finite. Hence, by Theorem 3.6, M is β-SN.
Type Inference Systems
There is a type inference system λ based on intersection types for the standard λ-calculus Λ which can be viewed as encoding all reduction sequences of an arbitrary β-SN λ-term M in the type inferred by λ for M . This is reflected in the fact that:
A discussion of this and related results can be found in [17] . System λ is presented below again, along with 3 other type inference systems: λ ∧ , &λ and &λ ∧ , which are special adaptations of λ for the expanded λ-calculi Λ ∧ , &Λ and &Λ ∧ , defined in Sections 2 and 3. In a nutshell, these are typing systems powerful enough to encode statically (in the types they derive) the dynamic behavior of all strongly normalizing terms. A by-product of this analysis is to provide differently a new proof of (⋆) in Corollary 4.6.
Definition 4.1 (Types)
We use one type constant, denoted o. We define by simultaneous induction two sets of type expressions, T → and T ∧ :
One more set of type expressions is &T: We take ∧ associative, but neither commutative nor idempotent. Hence,
and we can altogether omit the parentheses. Similarly, if A and B are type assignments, then &AB is a new type assignment given by: To preserve the syntax of types, the operation (&AB) is used last and at most once on type assignments, e.g., the operation (&AB) ∧ (&A ′ B ′ ) is meaningless and there is no type assignment resulting from it.
Our two first systems are λ and λ ∧ . The difference between the two is in the rule APP: In system λ a standard application (M N ) is assigned a type, in λ ∧ an expanded application (M. N 1 ∧ · · · ∧ N n ) is assigned a type. Take note of the side System λ A(x) is of the form:
where σ i ∈ T → for i = 1, . . . , n. Moreover, in the case of λ ∧ and &λ ∧ , the number of occurrences of x in M is also exactly n. In the case of λ and &λ, we can only say that n the number of occurrences of x in M .
Lemma 4.2
We prove for every standard λ-term M in β-nf, there is a derivation in λ satisfying IH whose last sequent is A ⊢ M : τ , for some A and τ . For the basis of the induction, 
. . , σ n ∈ S, and we add the sequent
resulting type is in R and D ′ satisfies IH.
Consider next the case when M ≡ (xP 1 · · · P n ), a maximal application. For i = 1, . . . , n, let D i be a derivation in λ satisfying IH whose last sequent is
Hence, in particular, τ i is in R. We construct a derivation D in λ for (xP 1 · · · P n ) as follows:
It is easy to check that the new derivation D satisfies IH: σ 0 is a type in S because each of τ 1 , . . . , τ n is in R, so that the overall type of x on the left-hand side of ⊢ in the last sequent of D is a ∧-list of types in S. Moreover, the type of the maximal application (xP 1 
This concludes the induction and the proof of part 1 of the lemma. Hence, D is also a valid derivation in λ ∧ .
Part 3 follows immediately from part 1, and part 4 from part 2.
there is a standard β-redex occurrence
is also typable in &λ ∧ . But then the ∧-list Q An oft-mentioned result in the literature (e.g. see [10] , [20] , [21] , [24] , [25] , [28] , [29] , and the references cited therein) is that a standard λ-term M is β-SN iff M is typable in (an appropriate formulation of) the system of intersection types. These references in fact provide correct and complete proofs for only one direction of this equivalence, namely, that "if M is typable then M is β-SN". The other direction of this equivalence require a more subtle argument, and the proofs for it in some of these references are buggy and/or incomplete. Some of the bugs are less serious than others; the bug in [20] , for example, can be easily remedied with a suitable non-standard notion of length of reduction path.
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The first correct proof for this oft-mentioned result in the published literature appears to be the one given in the recent book by Amadio and Curien [1] . The proof of Corollary 4.6 below is another very different one. Strictly speaking, our result is a minor variation of the result mentioned in the literature, as our λ is a lean version of the usual system of intersection types, where the type constructor ∧ is also assumed to be commutative and idempotent. It is a simple exercise to transfer our result to the usual system of intersection types.
Corollary 4.6 Let M be a standard λ-term. M is β-SN iff M is typable in λ.
Proof We first explain our method for proving the left-to-right implication (the more subtle). For this, we first prove, by induction on
This is a straightforward induction and we omit the details. Observe that N is any well-formed expanded λ-term, not restricted to be lean. Hence, by Theorem 4.5, if M is β-SN then M is typable in λ.
The right-to-left implication can be proved in various ways. One way is to first prove, by induction, that if M is typable in λ then there is a lean expanded λ-term N such that | |N | | ≡ M and N is typable in λ ∧ , and then to invoke Theorem 4.5 once more (right-to-left). The more expedient way, however, is to use the method of [14] to show that any standard M typable in λ is β-SN. 9 Details omitted.
The following corollary is slightly stronger than Theorem 4.5 in that it does not require N to be "lean". There is no need here to restrict N to be lean. Finally, by Corollary 4.6 (right-to-left),
M is β-SN.
Appendix: Remaining Proofs
For several of the proofs below we need to define appropriate bookkeeping devices:
"nesting-depth" and "residuals".
9 It is not sufficient to invoke the usual result that "if M is typable in the system of intersection types (without "top") then M is β-SN", because our is not quite the same as the usual system of intersection types.
Definition 5.1 (Nesting-depth) Let P be a subterm occurrence in standard λ-term M . The nesting-depth of P in M , denoted nesting(P, M ) is the number of parenthesis-pairs in M enclosing P , when M is fully parenthesized. A formal definition is by induction on Λ:
undefined, otherwise .
Definition 5.2 (Residuals)
The approach in Chapter 11 of [2] for keeping track of a β-redex occurrence, as the term of which it is a subterm is repeatedly β-reduced, is to label its leading "λ". For our purposes, we need to keep track of other subterm occurrences, not only β-redex occurrences, in λ-terms that are β-reduced (or β ′ -reduced) as well as expanded. For a uniform labelling scheme here, we choose to keep track of a subterm by placing a label under it (if it is a variable) or under its enclosing parentheses (if it is not a variable), as in
where i ∈ N, the set of natural numbers. Formally, by induction on &Λ ∧ :
3. If N, P 1 , . . . , P n ∈ Λ ∧ and i ∈ N then (
The notation [i] means the label i may or may not be present, but if it is present in one occurrence of [i] it is present in the other. &Λ ∧ is &Λ ∧ after labels are introduced.
A λ-term can be both a β-redex (or β ′ -redex) and an application. We choose to identify it as a β-redex by the label on the parentheses enclosing its abstraction, and as an application by the label on its outermost enclosing parentheses. For example, the β-redex ((λx.N )P ) can be given two label-pairs, as in
"1" identifies ((λx.N )P ) as a β-redex, "2" identifies it as an application. If it is β-reduced, both label-pairs are lost:
If it is expanded, both label-pairs are preserved:
As in [2] , if M ∈ &Λ ∧ we denote |M | the expression obtained by erasing all labels in M .
Consider a mixed sequence t of β ∧ -reduction (or &β ∧ -reduction) steps and expansion steps from M ∈ Λ ∧ to N ∈ Λ ∧ (or from M ∈ &Λ ∧ to N ∈ &Λ ∧ ). Let R and S be subterm occurrences in M and N , respectively. We say that S is a residual of R relative to t if there is a mixed sequence t
where R is the only labelled subterm occurrence in M ′ , with some i ∈ N, and S is one of the labelled subterm occurrences in N ′ , with the same i.
If R and S are parallel sets of subterm occurrences in M and N , respectively, we say that S is a residual of R relative to t if for every S ∈ S there is R ∈ R such that S is a residual of R relative to t.
Proof of Lemma 2.20:
Recall that R is a parallel set of β ′ -redex occurrences in M 0 , and therefore if R ∈ R then R is of the form ((λx.P ).
Let N 1 be the (expanded) application in M 1 such that M 1 A β ′ -redex occurrence R ∈ R is also an application occurrence in M 0 , but because it is reduced, R has no residual in M 1 . Hence, N 0 ∈ R and the only possible cases to consider are:
2. R ⊂ N 0 for some R ∈ R.
3. Neither N 0 ⊂ R nor R ⊂ N 0 for every R ∈ R.
Consider the first case when
There are two subcases here: N 0 ⊂ P or N 0 ⊂ Q for some Q ∈ {Q 1 , . . . , Q n }. If N 0 ⊂ P and one of T 1 , . . . , T k (and therefore all of them) contains free occurrences of x, then
the number of free occurrences of x in P , which in turn requires that the number of components in the ∧-list Q 1 ∧ · · · ∧ Q n be increased accordingly -this explains why the expansion
is necessary before we can carry out the reduction
We omit the details as to which components in Q 1 ∧ · · · ∧ Q n have to be duplicated.
For all remaining subcases and cases:
(a) N 0 ⊂ P and none of T 1 , . . . , T k contains a free occurrence of x,
it is easy to check that the following commutative diagram obtains
has to be checked separately. We omit the straightforward details. Note that in case (c) (case 2), there may be more than one R ∈ R which is a subterm occurrence in 
where L 0 is either a variable or a β-redex,
where ℓ 0. If L 0 is a variable and nesting(R, M 0 ) = k or nesting(R, M 1 ) = k, then in fact nesting(R, L i ) k for some i ∈ {1, . . . , ℓ + 1} and the desired conclusion follows from the IH.
The remaining case is when L 0 is a β-redex. Because R is leftmost, in fact L 0 ≡ R.
It is now easy to see that if both N ≡ P L 1 · · · L ℓ M 1 and Q are β-SN then so is M .
Proof of Lemma 3.3:
10 We refer to a graph G by writing G = (V, E), where V and E are respectively its set of vertices and its set of edges. The proof of (a), (b) and (c), is by induction on nesting(R, M ) 0. The base case is nesting(R, M ) = 0, for which M ≡ R ≡ ((λx.P )Q) and N ≡ P . In this case
It is clear that G β (N ) = G β (P ) = (V P , E P ) is a proper subgraph of G β (M ), and that G β (Q) is isomorphic to the subgraph of G β (M ) (it is not the only one) induced by the set of vertices {((λx.P )Q ′ )|Q ′ ∈ V Q } ⊂ V M . It remains to show that
If M is β-SN there cannot be P ′ ∈ V P and Q ′ ∈ V Q such that P ′ ≡ ((λx.P )Q ′ ), 
where ℓ 0.
If L 0 is a variable y and nesting(R, M 0 ) = k or nesting(R, M 1 ) = k, then nesting(R, L i ) k for some i ∈ {1, . . . , ℓ+1}. With no loss of generality, let R be a β-redex occurrence in L 1 and
The vertex set and edge set of G β (M ) are: 
The remaining case is when L 0 is a β-redex. Because R is leftmost, L 0 ≡ R and therefore M ≡ ((λx.P )Q)L 1 · · · L ℓ+1 and N ≡ P L 1 · · · L ℓ+1 . For notational convenience, let L −2 ≡ P and L −1 ≡ Q. The vertex and edge sets of G β (M ) are: 
and G β (Q) are isomorphic to proper subgraphs of
induced by disjoint subsets of vertices, say
and G β (Q) are isomorphic to proper subgraphs of G β (M ) induced by the sets of vertices:
