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Abstract
The network autocorrelation model has been extensively used by researchers interested modeling
social influence effects in social networks. The most common inferential method in the model is
classical maximum likelihood estimation. This approach, however, has known problems such as
negative bias of the network autocorrelation parameter and poor coverage of confidence intervals.
In this paper, we develop new Bayesian techniques for the network autocorrelation model that
address the issues inherent to maximum likelihood estimation. A key ingredient of the Bayesian
approach is the choice of the prior distribution. We derive two versions of Jeffreys prior, the Jeffreys
rule prior and the Independence Jeffreys prior, which have not yet been developed for the network
autocorrelation model. These priors can be used for Bayesian analyses of the model when prior
information is completely unavailable. Moreover, we propose an informative as well as a weakly
informative prior for the network autocorrelation parameter that are both based on an extensive
literature review of empirical applications of the network autocorrelation model across many fields.
Finally, we provide new and efficient Markov Chain Monte Carlo algorithms to sample from the
resulting posterior distributions. Simulation results suggest that the considered Bayesian estimators
outperform the maximum likelihood estimator with respect to bias and frequentist coverage of
credible and confidence intervals.
Keywords: Network autocorrelation model, Bayesian inference, Jeffreys rule prior, informative
prior distribution, frequentist coverage
1. Introduction
Identifying and estimating network influence on individual behavior is a common and impor-
tant challenge encountered in social network analysis. Throughout the last decades, a number of
different models studying network influence effects have emerged, out of which the network auto-
correlation model is probably the most popular one (Doreian, 1980; Leenders, 2002; Marsden and
Friedkin, 1993; Plümper and Neumayer, 2010; Wang et al., 2014).
A traditional and widely used technique for parameter estimation in the network autocorrelation
model is maximum likelihood estimation (Doreian, 1981; Ord, 1975) which has also been imple-
mented in common statistical software packages such as R (Bivand and Piras, 2015; Butts, 2008;
IAccepted for publication in Social Networks.
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Leifeld et al., 2015; McMillen, 2013; Wilhelm and Godinho de Matos, 2015), MATLAB (LeSage,
1999), Python (Rey and Anselin, 2007), or Stata (Pisati, 2001). Despite the popularity and useful-
ness of maximum likelihood estimation, there are also important issues related to this estimation
technique of the model. First, several simulation studies suggest that the maximum likelihood
estimator for the network effect ρ is negatively biased under many different scenarios, that the
underestimation of ρ becomes more severe for increasing network density, and that it occurs re-
gardless of the network structure and the network size (Dow et al., 1982a; Mizruchi and Neuman,
2008; Neuman and Mizruchi, 2010; Smith, 2009). Second, maximum likelihood-based precision es-
timates, such as confidence intervals, rely heavily on asymptotic theory. Consequently, the coverage
rates of the associated confidence intervals may be distorted for small to medium sample sizes which
are often encountered in social science research, such as school classes, care teams, or members of an
executive board. Notwithstanding the tremendous capability of the network autocorrelation model
and the theoretical advances it has yielded for understanding the structure of social influence in so-
cial networks, the concerns regarding the maximum likelihood estimation approach may ultimately
discourage researchers from utilizing the model at all.
In this paper, we develop Bayesian statistical estimation methods for the network autocorrela-
tion model that may attenuate the issues which have been encountered with maximum likelihood
estimation. The Bayesian approach has at least two attractive features that are not shared by
classical methods. First, it allows researchers to incorporate external information about the model
parameters via a prior distribution. For example, if previous research suggests that people in a
certain network are positively influenced by each other, as is often the case in social networks, one
could specify a prior distribution that assumes positive values for the network autocorrelation ρ to
be more likely than negative ones. Indeed, as we will show in Section 4.4 of this paper, the vast
empirical literature on the model suggests that network effects are much more likely, a priori, to be
in certain intervals than in others. Second, Bayesian analysis provides “exact” inference without the
need for asymptotic approximations (Berger, 2006; De Oliveira and Song, 2008). This characteristic
is especially appealing for small to moderate-sized groups and can be seen as a distinct advantage
of the Bayesian approach over classical, frequentist methods. In other words, when networks are
small, Bayesian estimation of the network autocorrelation model is statistically preferable over fre-
quentist estimation.
Bayesian statistics is a fundamentally different approach than classical statistics. In brief, a
Bayesian data analysis is carried out as follows. First, a prior distribution, or simply prior, for the
model parameters is needed, where the prior distribution reflects the prior knowledge about the
model parameters before observing the data. If prior information is available, for example based on
published literature, an informative prior can be specified. On the other hand, if such information
is absent a so-called non-informative prior, or default prior, can be employed (Berger, 2006). After
observing the data, Bayes’ theorem is used to update the prior expectations with the information
contained in the data to arrive at the posterior distribution, or posterior, for the model parameters.
All inference is based on the posterior, and it is used to obtain Bayesian point estimates and credible
intervals, the Bayesian equivalent to classical confidence intervals.
Although the specification of the prior distribution is one of the most important steps in any
Bayesian analysis, it has not received much attention in the literature on Bayesian estimation of
the network autocorrelation model (Han and Lee, 2013; Hepple, 1979, 1995a,b; Holloway et al.,
2002; LeSage, 2000; LeSage and Pace, 2009), with the exception of LeSage (1997a) and LeSage
and Parent (2007). In some cases, it is in fact difficult to elicit a prior, for example when prior
information is absent, or a researcher would like to add as little prior information as possible to
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the analysis. For these situations, non-informative priors are typically used to carry out a Bayesian
analysis. In this paper, we are the first to derive two versions of Jeffreys prior (Jeffreys, 1961),
called the Jeffreys rule prior and the Independence Jeffreys prior, for the network autocorrelation
model and to establish results on the propriety of the resulting posterior distributions. Jeffreys rule
prior construes the concept of a non-informative prior in a formal way and is the most commonly
used non-informative prior (De Oliveira and Song, 2008). Moreover, in several simulation studies of
related autoregressive models, the Independence Jeffreys prior has been shown to result in superior
inferences compared to those based on maximum likelihood estimation (De Oliveira, 2010, 2012;
De Oliveira and Song, 2008). These findings serve as another motivation to consider these two
versions of Jeffreys prior for the network autocorrelation model as well.
Furthermore, we provide a novel, informative prior for the network effect ρ based on an extensive
literature review of empirical applications of the network autocorrelation model. To the best of our
knowledge, this is the first, empirically justified informative prior for ρ to be found in the literature.
Because of the empirical justification of this prior, it is a reasonable “entry point” for a Bayesian
analysis of the network autocorrelation model, as it summarizes the currently available evidence
about observed network autocorrelations from many different sources. Moreover, we introduce a
related weakly informative prior for ρ which can be used by a researcher who agrees that past
findings should not be dismissed but who is at the same time reluctant or deliberately refrains from
including all available prior information.
In addition, we present efficient Markov Chain Monte Carlo (MCMC) algorithms to sample
from the resulting posterior distributions which we find to be computationally superior compared
to existing schemes (LeSage, 2000; LeSage and Pace, 2009). An R package will be made readily
available by the time of publication of this paper and will allow researchers to run Bayesian analyses
from within their familiar statistical environment.
We conduct a simulation study to investigate numerical properties of Bayesian inferences about
the network effect ρ and the error variance σ2 based on the proposed priors and to compare them to
inferences coming from maximum likelihood estimation. As will be shown, the Bayesian estimator
based on the informative prior performs overall the best when network effects are positive, while
using the weakly informative prior eliminates virtually all the negative bias in the estimation of ρ
in case of no or marginal network effects.
We proceed as follows: In Section 2, we discuss the network autocorrelation model in more
detail. We continue with a short introduction of the Bayesian approach in regard to the model in
Section 3. In Section 4, we derive two versions of Jeffreys prior and propose an informative as well as
a weakly informative prior for the network autocorrelation parameter ρ based on reported network
effects from the literature. Moreover, we state properties of these priors and their corresponding
posteriors and provide comparisons between the priors. Section 5 presents efficient MCMC im-
plementations for Bayesian estimation of the model. We assess the numerical performance of the
Bayesian estimators and the maximum likelihood estimator in a simulation study in Section 6.
Section 7 concludes.
2. Network Autocorrelation Model
Originally developed by geographers (Ord, 1975), the network autocorrelation model has been
used to address the problem of structured dependence ever since. In contrast to a standard linear
regression model, the network autocorrelation model does not assume the observations to be inde-
pendent from each other but allows for dependence among them. In a social network context, this
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has the interpretation that ego’s opinion may not solely depend on exogenous variables; instead,
ego’s opinion might be influenced by the opinions of other actors in the network as well. Thus,
in the network autocorrelation model ego’s opinion is viewed as a combination of interaction and
exogenous variables, formally expressed as





where, as in standard linear regression, y is a vector of length g consisting of values of a dependent
variable for the g network actors, X is a (g × k) matrix of values for the actors on k covariates
(including a vector of ones in the first column for the intercept term), β is a vector of regression
coefficients of length k, Ig symbolizes the (g × g) identity matrix, and ε is a vector of length
g containing independent and identically normally distributed error terms with zero mean and
variance of σ2. Furthermore, W denotes a given (g × g) connectivity matrix representing social ties
in a network, where each entry Wij (i, j ∈ {1, ..., g}) stands for the degree of influence of actor j
(alter) on actor i (ego). By convention, we exclude loops, i.e. relationships from an actor to himself,
so Wii = 0 for all i ∈ {1, ..., g}. Finally, ρ is a scalar termed the network autocorrelation parameter.
It is the key parameter of the model and measures the level of network influence for given y, W ,
and X. Note that when ρ = 0, the model reduces to the classical linear regression model.








)− g2 exp(− 1
2σ2
(Aρy −Xβ)T (Aρy −Xβ)
)
, (2)
where Aρ := Ig − ρW . To ensure that |det (Aρ)| is non-zero and the model’s likelihood function
in (2) is well-defined, there are restrictions on the feasible values for ρ. In practice, the admissible
range for ρ is usually chosen as the interval containing ρ = 0 for which Aρ is non-singular (Hepple,
1995a; Holloway et al., 2002; LeSage, 1997a, 2000; LeSage and Pace, 2009; Smith, 2009). This






, where λ1 ≥ λ2 ≥ ... ≥ λg are the ordered eigenvalues of W (Hepple,
1995a), and we will follow this convention in the remainder.1,2 We denote the resulting set of









× (0,∞) × Rk. Hence, the parameter space of the model has the remarkable property
that it depends on properties, i.e. the eigenvalues, of the connectivity matrix W .
Throughout the literature the model is also referred to as mixed regressive-autoregressive model
1To avoid unnecessary complications, we restrict ourselves to connectivity matrices with real eigenvalues. These
include e.g. all W that either are symmetric or row standardizations, i.e. where each row sums to unity, of symmetric
matrices (Smith, 2009). Furthermore, we assume that λ1 > 0 which includes all nonzero symmetric connectivity
matrices (Smith, 2009), so λg < 0 < λ1 since tr (W ) = 0. In the common case of row-standardized connectivity
matrices, it follows that λ1 = 1 (Anselin, 1982).
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for ρ, rather than (−1, 1), as the latter choice might yield estimates for ρ at the lower boundary of the interval, and






typically results in improper posterior distributions






: det (Aρ) > 0, so we can write |Aρ| for
| det (Aρ) | in the following.
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(Ord, 1975), spatial effects model (Doreian, 1980), network effects model (Dow et al., 1982b), or
spatial lag model (Anselin, 2002), and it has been applied in many different fields, such as sociology
(Kirk and Papachristos, 2011; Land et al., 1991; Ruggles, 2007), political science (Beck et al., 2006;
Shin and Ward, 1999; Tam Cho, 2003), criminology (Baller et al., 2001; Fornango, 2010; Tita and
Radil, 2011), and geography (Fingleton, 2001; McMillen, 2010; Seldadyo et al., 2010).
3. Bayesian network autocorrelation modeling
The starting point of every Bayesian analysis is the formulation of prior expectations for the
parameters in a statistical model. Formally, these prior expectations are expressed in terms of
probability distributions, where the resulting prior distributions represent the available knowledge
about the model parameters before observing data. We denote the joint prior distribution for all
model parameters as p (θ). In general, prior expectations can come from the researcher’s beliefs
or from accumulated empirical evidence from previous studies in a field. Alternatively, one might
also (purposely) stay vague and opt for a non-informative prior distribution. The idea of a non-
informative prior is that it is completely dominated by the data, and different methods have been
proposed how to construct such priors (Bernardo, 1979; Box and Tiao, 1973; Jeffreys, 1946; Kass
and Wasserman, 1996).
After having specified a prior distribution, the sample y is observed. Since the sample contains
information about the unknown parameters, it can be used to update the initial expectations. The
information in the data for the model parameters is summarized by the likelihood function, f (y|θ),
given in equation (2). Linking information from the prior distribution and the data leads to the
posterior distribution of the model parameters, given the observations y. We denote the posterior
by p (θ|y). Applying elementary rules of probability theory, the posterior can be written by Bayes’
theorem as
p (θ|y) = f (y|θ) p (θ)
p (y)
. (3)
The denominator in (3) is called the marginal likelihood and serves as normalizing constant to ensure
that the posterior integrates to unity. However, as the normalizing constant does not depend on the
model parameters and does not affect parameter estimation, the expression in (3) can be simplified
to
p (θ|y) ∝ f (y|θ) p (θ) . (4)
Hence, (4) means that the posterior distribution is proportional, with respect to the model param-
eters θ, to the prior distribution multiplied by the likelihood function. Formally, the normalizing
constant can only be dropped if it is finite, so if the posterior is integrable and thus a proper prob-
ability distribution. For the network autocorrelation model this is the case when the network size,
compared to the number of covariates, is large enough. We will come back to this in the following
section.
The posterior distribution can then be used to derive point estimates for the model parameters
θ (e.g. the posterior mean or the posterior median), credible intervals (i.e. intervals in the domain
of the posterior), or to get other statistics of interest, such as the probability that the network au-
tocorrelation is positive for given data, P (ρ > 0|y). The latter statistic is quite useful to quantify
a researcher’s belief that people in a network positively influence each other regarding the observa-
tions y. However, such a probability cannot be obtained when using classical, frequentist methods
but only when taking the Bayesian route.
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4. Prior choices for the network autocorrelation model
The specification of the prior distribution is one of the most important steps in a Bayesian
analysis. Despite its importance, prior specification in the network autocorrelation model has been
largely neglected. Most of the previous work on Bayesian estimation of the model is based on




(Hepple, 1979, 1995a,b; Holloway et al., 2002; LeSage,
1997a, 2000). Only recently, Han and Lee (2013) and LeSage and Pace (2009) considered the
standard normal-inverse gamma priors for β and σ2 from linear regression, resulting in a normal
prior distribution for β conditional on σ2, an inverse gamma prior for σ2, and the standard uniform
prior for ρ.
In this section, we briefly review the common uniform prior for ρ first, before deriving two
versions of Jeffreys prior and proposing two novel, informative priors for the network effect ρ.
4.1. Flat prior
Using flat, or uniform, priors is the simplest and most intuitive way to quantify prior ignorance
about model parameters. A uniform prior assigns equal, or uniform, probability to all possible values
a parameter can attain, resulting in a flat prior density function. Applying this rationale to the
network autocorrelation model means that all possible network effects ρ and regression coefficients
β are considered as equally likely before observing the data y. In mathematical notation, we
denote the flat prior distributions for ρ and β as pF (ρ) ∝ 1 and pF (β) ∝ 1, respectively. As
noted in the previous section, for estimation purposes it suffices to give the prior distributions in
these unnormalized forms. Furthermore, the error variance σ2 is constrained to the positive axis by
definition, and it is customary to consider its logarithm and assign a flat prior to this transformed









∝ 1/σ2. Finally, note that under the flat prior all










× pF (β) ∝ 1/σ2.
This prior is sometimes also referred to as the diffuse prior in the literature (Hepple, 1979; LeSage,
1997a, 2000). While it is obvious that the flat prior itself is improper, i.e. the integral of pF (θ)
over Ω is not finite, it is easy to verify that the resulting posterior distribution is proper under the
very weak conditions stated in Corollary 1.
Corollary 1. Consider the network autocorrelation model given in (1). Then,



















)2 6= yTWTMWyyTMy, where M := Ig−X (XTX)−1XT .
Proof. See Appendix.
Thus, given the two mild regularity conditions in Corollary 1 (ii) hold, the flat prior yields a
proper posterior when the number of actors in a network is larger than the number of external
covariates. While the first regularity condition can be easily controlled for by avoiding perfect
collinearity, the second one is of technical nature and needs to be checked for each data set.
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4.2. Jeffreys rule prior
Flat priors are only one possible way to state prior ignorance; they are driven mainly by what
intuitively seems to represent non-informativeness, rather than being based on a set of formal
rules that defines non-informativeness mathematically. The first formal rule for specifying non-
informative prior distributions was introduced by Sir Harold Jeffreys, and much of subsequent,
related work is based on modifications of Jeffreys’ scheme (Jeffreys, 1961; Kass and Wasserman,
1996). The main motivation for the Jeffreys rule prior is that statistical inference should not depend
on any specific parametrization of the model which could often be rather arbitrary. For instance, if
the network autocorrelation model is rewritten in terms of a precision parameter ω := 1/σ2, rather
than σ2, applying Jeffreys rule prior to the model formulated with respect to ω or σ2 results in
the same posterior conclusions about the network effect. Hence, when using Jeffreys rule prior,
there is no need to determine a privileged parametrization as the prior is parametrization-invariant.




where I (θ) denotes the model’s Fisher information matrix (Doreian, 1981). The exact analytical
form of the prior is given in Theorem 1. Since the Jeffreys rule prior for the network autocorrelation
model is improper, the propriety of the resulting posterior needs to be checked and is verified in
Corollary 2.












































4.3. Independence Jeffreys prior
Jeffreys rule prior has the desirable property to be invariant under one-to-one parameter trans-
formations and most often results in reasonable priors for one-dimensional problems. However,
applying the rule in multiparameter models may result in poor frequentist properties of Bayesian
inferences (Berger et al., 2001; De Oliveira, 2010; De Oliveira and Song, 2008) or even improper
posteriors (Berger et al., 2001; Bolstad, 2009; Rubio and Steel, 2014). Thus, already Jeffreys himself
argued that it is often better to consider certain blocks of parameters as a priori “independent” from
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each other and to compute the marginal prior for each parameter block using Jeffreys rule, assum-
ing the other parameters to be known (De Oliveira and Song, 2008). The resulting product of the
marginal priors is then called Independence Jeffreys prior. Following Bayesian analyses of related
autoregressive and spatial models (Berger et al., 2001; De Oliveira, 2010, 2012; De Oliveira and




and β and we derive the Independence Jeffreys prior based on this partitioning of the model param-
eters. We give the prior’s analytical form in Theorem 2 and provide its main theoretical properties
in Corollary 3.
Theorem 2. Consider the network autocorrelation model given in (1). Then, the Independence




























Corollary 3. Consider the network autocorrelation model given in (1). Then,
























The analytical expression of the Independence Jeffreys prior is similar, but slightly simpler, to
the one of Jeffreys rule prior in (5). The major difference between the two is that for the Jeffreys
rule prior the exponent of the error variance depends on the number of covariates, k, while it does
not for the Independence Jeffreys prior. For related models (Berger et al., 2001; De Oliveira, 2012;
De Oliveira and Song, 2008), it has been shown that having k in the exponent of σ2, as in the Jeffreys
rule prior, could result in an underestimation of the error variance. We will therefore investigate
whether this is also the case in the network autocorrelation model, and if this underestimation
occurs whether it can be circumvented by using the Independence Jeffreys prior. Hence, while the
Jeffreys rule prior is based on an invariance principle, the Independence Jeffreys prior is a heuristic
modification of Jeffreys rule prior that can result in better inferences.
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Table 1: Characteristics of the studies used for the specification of the empirical informative prior for ρ.
Study Field g Type of W Method ρ
1 Andersson et al. (2010) Property prices 1,034 Inverse distance ML .52
2 Anselin (1984) House values 49 First-order contiguity ML .28
3 Anselin (1990) Wage rates 25 First-order contiguity ML -.62
4 Anselin and Le Gallo (2006) House prices 115,732 First-order contiguity ML .44
5 Anselin and Lozano-Gracia (2008) House prices 103,867 First-order contiguity 2SLS .33
6 Anselin et al. (2010) House rents 1,671 First-order contiguity HAC .24
7 Anselin et al. (2000) Innovation transfer 89 Distance-based contiguity 2SLS .23
8.1 Arbia and Basile (2005) GDP growth rates 92 First-order contiguity ML .33
8.2 .18
8.3 .34
9 Armstrong and Rodriguez (2006) Property values 1,860 Inverse distance ML .36




11.1 Bernat (1996) Economic growth 49 Squared inverse distance ML .35
11.2 .42
11.3 .70
12.1 Bivand and Szymanski (2000) Garbage collection costs 324 First-order contiguity ML .15
12.2 .10
13 Bordignon et al. (2003) Tax rates 143 First-order contiguity ML .16
14.1 Brueckner and Saavedra (2001) Tax rates 70 Population weights ML .16
14.2 .04
14.3 .26
15.1 Buonanno et al. (2009) Crime patterns 103 Inverse traveling distance 2SLS -.54
15.2 .19
15.3 .21







Note: g = Network size. 2SLS = Two-stage least squares. 2SLS robust = Heteroskedastic two-stage least squares. 3SLS = Three-stage least
squares. HAC = Kelejian-Prucha heteroskedasticity and autocorrelation consistent estimator. IV = Instrumental variables. ML = Maximum
likelihood.
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Table 1: Characteristics of the studies used for the specification of the empirical informative prior for ρ.
Study Field g Type of W Method ρ
16.8 .54
17 Can (1992) House prices 563 Squared inverse distance ML .41
18 Carruthers and Clark (2010) House prices 28,165 4 nearest neighbors 2SLS .17

























20 Cohen and Coughlin (2008) House prices 508 Inverse distance ML .26
21 Conway et al. (2010) House prices 260 First-order contiguity ML .11
22 Dallerba (2005) GDP growth rates 48 5 most accessible neighbors ML .40
23 Doreian (1980) Huk rebellion 57 First-order contiguity ML .47
24.1 Doreian (1980) Louisiana voting behavior 64 First-order contiguity ML .61
24.2 .26
Note: g = Network size. 2SLS = Two-stage least squares. 2SLS robust = Heteroskedastic two-stage least squares. 3SLS = Three-stage least
squares. HAC = Kelejian-Prucha heteroskedasticity and autocorrelation consistent estimator. IV = Instrumental variables. ML = Maximum
likelihood.
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Table 1: Characteristics of the studies used for the specification of the empirical informative prior for ρ.
Study Field g Type of W Method ρ
24.3 Doreian (1981) .12
24.4 .29
24.5 Leenders (2002) .31
25 Dow (2007) Subsistence contributions 158 Lexical distance 2SLS .76
26 Easterly and Levine (1998) GDP growth rates 234 Neighbor’s total GDP 2SLS .55
27 Elhorst (2014) Crime rates 49 First-order contiguity ML .43
28 Ertur et al. (2007) GDP growth rates 138 10 nearest neighbors ML .75
29.1 Fingleton (2001) Productivity growth rates 178 Economic size and distance 3SLS -.19
29.2 .56
29.3 .73
30 Fingleton et al. (2005) Change in employment 408 Squared inverse distance 2SLS .41
31 Fingleton and Le Gallo (2008) House prices 353 Economic distance ML .72
32 Florax et al. (2002) Agricultural yields 100 First-order contiguity ML .50
33 Ford and Rork (2010) Patent rates 186 First-order contiguity ML .08
34 Fornango (2010) Homicide rates 110 First-order contiguity ML .30
35 Gimpel and Schuknecht (2003) Voting turnout 363 Distance-based ML .67
36.1 Gould (1991) Networks in the Paris commune 20 Crossdistrict enlistment ML .29
36.2 .49
36.3 .49
37 Greenbaum (2002) Teacher’s salaries 483 Inverse difference in income ML .66
38 Heikkila and Kantiotou (1992) Police expenditures 57 First-order contiguity ML .43
39.1 Heyndels and Vuchelen (1998) Tax rates 589 First-order contiguity 3SLS .67
39.2 .70
40 Holloway et al. (2002) Crop adoption 406 First-order contiguity Bayes Probit .54
41 Hunt et al. (2005) Fishing trip prices 770 Inverse distance-based ML .80
42.1 Joines et al. (2003) Hospitalization rates 100 First-order contiguity ML .53
42.2 .51
43 Kalenkoski and Lacombe (2008) Youth employment 3,065 First-order contiguity ML .49
44.1 Kalnins (2003) Fast food prices 1,385 Distance & contiguity-based ML .11
44.2 .21
45.1 Kim and Goldsmith (2009) Property values 262 3 nearest neighbors 2SLS robust .22
45.2 523 .19
45.3 730 .14
46 Kim and Zhang (2005) Land values 731 Nearest neighbor ML .39
Note: g = Network size. 2SLS = Two-stage least squares. 2SLS robust = Heteroskedastic two-stage least squares. 3SLS = Three-stage least
squares. HAC = Kelejian-Prucha heteroskedasticity and autocorrelation consistent estimator. IV = Instrumental variables. ML = Maximum
likelihood.
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Table 1: Characteristics of the studies used for the specification of the empirical informative prior for ρ.
Study Field g Type of W Method ρ
47.1 Kirk and Papachristos (2011) Homicide rates 342 First-order contiguity ML .43
47.2 .33
48.1 Land et al. (1991) Church adherence rates 731 Inverse distance 2SLS .33
48.2 697 .29
48.3 663 .28
49 Lauridsen et al. (2010) Pharmaceutical expenditures 400 Inverse distance ML .87
50 LeSage (1997b) House values 88 First-order contiguity ML .45
51 Levine et al. (1995) Road accidents 362 Squared inverse distance ML .22
52.1 Lin (2010) GPA scores 68,131 Friendship ML .30
52.2 49,559 .29
52.3 79,067 .30
53 Lu and Zhang (2011) Tree heights 3,982 Variogram ML .59
54.1 McPherson and Nieswiadomy (2005) Species threat 113 Shared border length ML .23
54.2 .16
55 McMillen (2010) Land ratios 1,322 First-order contiguity ML .71
56.1 McMillen et al. (2007) Tuition fees 929 Distance & contiguity-based ML .22
56.2 .34
57 Moreno and Trehan (1997) Worker output growth 89 Inverse distance ML .51
58.1 Morenoff (2003) Birth weights 342 First-order contiguity 2SLS .53
58.2 .69
59.1 Mur et al. (2008) Purchasing power parity 1,274 Nearest neighbor & distance-based ML .60
59.2 .61
60 Niebuhr (2010) R&D spillovers 95 First-order contiguity ML .16
61.1 Osland (2010) Voting patterns 1,691 Nearest neighbor ML .07
61.2 766 .06
62 Patton and McErlean (2003) Land prices 197 Squared inverse distance IV .66
63 Plümper and Neumayer (2010) Tax rates 581 First-order contiguity ML .12
64.1 Pons-Novell and Elisabet (1999) GDP growth rates 74 First-order contiguity ML .23
64.2 .20
64.3 .17
65 Revelli (2003) Expenditure levels 238 Contiguity-based ML .11
66 Ruggles (2007) Intergenerational coresidence 276 Shared border ML .15
67 Rupasingha et al. (2002) Income growth 2,995 First-order contiguity ML .49
68.1 Saavedra (2000) Welfare competition 47 First-order contiguity ML .28
Note: g = Network size. 2SLS = Two-stage least squares. 2SLS robust = Heteroskedastic two-stage least squares. 3SLS = Three-stage least
squares. HAC = Kelejian-Prucha heteroskedasticity and autocorrelation consistent estimator. IV = Instrumental variables. ML = Maximum
likelihood.
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Table 1: Characteristics of the studies used for the specification of the empirical informative prior for ρ.
Study Field g Type of W Method ρ
68.2 .30
68.3 .32
69 Seldadyo et al. (2010) Governance patterns 188 10 nearest neighbors ML .28
70 Shin and Ward (1999) Military spending 95 Distance & contiguity-based ML .08
71.1 Tam Cho (2003) Campaign donations 671 Inverse distance 2SLS .06
71.2 455 ML .04
71.3 657 ML .03
71.4 1,183 ML .03
71.5 1,420 2SLS .03
71.6 2,072 2SLS .03
71.7 1,821 2SLS .03
71.8 2,288 2SLS .02
71.9 2,206 2SLS .03
71.10 291 ML .07
71.11 229 ML .06
71.12 249 ML .06
71.13 273 ML .05
71.14 458 2SLS .05
71.15 502 2SLS .05
71.16 698 2SLS .05
71.17 606 2SLS .04
71.18 660 2SLS .05
71.19 752 2SLS .03
71.20 401 2SLS .00
71.21 613 2SLS .02
71.22 581 2SLS .02
71.23 324 ML .05
71.24 918 ML .01
71.25 760 2SLS .03
71.26 701 ML .06
71.27 980 2SLS .05
71.28 874 ML .07
72 Tita and Greenbaum (2009) Gun violence 244 Gang rivalry ML .22
73 Varga (2000) High technology innovations 125 Distance-based contiguity IV .14
Note: g = Network size. 2SLS = Two-stage least squares. 2SLS robust = Heteroskedastic two-stage least squares. 3SLS = Three-stage least
squares. HAC = Kelejian-Prucha heteroskedasticity and autocorrelation consistent estimator. IV = Instrumental variables. ML = Maximum
likelihood.
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Table 1: Characteristics of the studies used for the specification of the empirical informative prior for ρ.
Study Field g Type of W Method ρ
74 Vega and Elhorst (2015) Cigarette sales 1,380 First-order contiguity ML .20
75 Vitale et al. (2016) Student performance 66 Personal advice ML .31
76 Voss and Chi (2006) Population change 1,837 7 nearest neighbors ML .27
77.1 Voss et al. (2006) Child poverty 3,136 First-order contiguity ML .31
77.2 .27
78 Wilhelmsson (2002) House prices 1,377 Inverse distance ML .95




80 Won Kim et al. (2003) House prices 609 Distance & contiguity-based 2SLS robust .55
81.1 Yang et al. (2012) Wine prices 79 3 nearest neighbors ML .33
81.2 876 35 nearest neighbors .34
Note: g = Network size. 2SLS = Two-stage least squares. 2SLS robust = Heteroskedastic two-stage least squares. 3SLS = Three-stage least
squares. HAC = Kelejian-Prucha heteroskedasticity and autocorrelation consistent estimator. IV = Instrumental variables. ML = Maximum
likelihood.14
4.4. An informative prior for ρ
Having discussed three prominent non-informative priors above, in this section, we derive a
population distribution for ρ based on an extensive literature review of empirical applications of the
network autocorrelation model. Subsequently, this population distribution is used as an informative
prior for ρ.
In our literature search, we considered 81 peer-reviewed papers and a total of 183 estimated
network autocorrelations ρ. The most important characteristics of the sample are summarized in
Table 1.3 As network effects from one paper are usually from closely related fields, this suggests that
these network autocorrelations are more similar than network effects coming from different studies.
To take this into account, we rely on a hierarchical approach and use the following multilevel model
(Gelman et al., 2003) to estimate the population distribution of the network effects:















where N (·, ·) denotes the normal distribution, i ∈ {1, ..., nj}, j ∈ {1, ..., J}, ρij is the observed




ρ are model parameters which have to be
estimated. The distribution in Level 1 corresponds to the empirical distribution of a network effect
in a specific field. The distribution in Level 2 denotes the overall population distribution in which
we are ultimately interested in. We fitted the model in a Bayesian framework in R using standard




(Gelman, 2006). This resulted in posterior
mean estimates of µρ = .36 and τρ = .19.







along with the histogram of the average network effects from each field, is plotted in Figure 1. As


























i=1 ρij/nj , and probability density function of the fitted normal
population distribution for ρ.
3We did not attempt to be fully comprehensive here and do not claim to have included all available literature
on empirical applications of the network autocorrelation model. Our selection features work that (i) uses row-
standardized connectivity matrices, (ii) specifies the network size and the type of connectivity matrix, and (iii)
employs appropriate estimation techniques for the given type of data.
4The associated 95%-credible intervals for µρ and τρ were (.33, .39) and (.16, .22), respectively.
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Figure 1 shows that there are substantially more reported positive network effects than negative







implies that negative network effects are a priori more likely than positive network effects and is
clearly unrealistic.5
We combine this empirical informative prior for ρ with the standard non-informative priors for(
β, σ2
)
from Section 4.1, assuming all parameters to be a priori independent.6 Hence, the resulting
empirical informative joint prior for θ is









4.5. A weakly informative prior for ρ
There may be cases where a researcher does not expect a network effect to be present in the
data, or it may be that the researcher does not (want to) entertain the prior belief that the level of
autocorrelation in a dataset is likely to fit with the empirical literature at large. In these cases, a
researcher might purposely prefer to use less prior knowledge than actually available in the literature
and rely on a so-called weakly informative prior distribution (Gelman et al., 2003). We construct
such a weakly informative prior for ρ by imposing a normal prior that is centered around .36, as is
the empirical informative prior, but with a deliberately much larger standard deviation, accounting
for the uncertainty in one’s prior beliefs. We set the weakly informative prior’s standard deviation
to .7, compared to .19 for the empirical informative prior, yielding a broad and fairly flat prior that
still results in at least 62% of prior probability mass being contained in the unit interval (0, 1). As





all parameters to be a priori independent. Thus,









4.6. Graphical prior comparison
In order to get more insight into the differences between the discussed priors, we inspect them
graphically. We base our visualization on a randomly generated network of 20 actors with four
covariates, including an intercept term. The shape of these priors is essentially the same for other
data sets that are generated under different specifications of W and X (not shown).
Figure 2 shows the flat, the conditional Jeffreys rule, the conditional Independence Jeffreys,
the empirical informative prior, and the weakly informative prior for ρ for the simulated data set.
We fixed β and σ2 to (1,1,1,1) and 1 for both versions of Jeffreys prior as the respective marginal
priors for ρ are analytically not available. The graphs of the two versions of Jeffreys prior are




assigns substantial weight to values of ρ close to the boundaries of the admissible interval for ρ,
5For row-standardized connectivity matrices it holds that λ−1g ≤ −1 (Stewart (2009), Property 10.1.2), and for
most of the simulated data sets we considered, we observed that λ−1g < −1. Thus, as λ−11 = 1, in these cases the
flat prior assigns more probability mass to negative network effects than to positive ones.
6Propriety of the resulting posterior distribution, under the conditions given in Corollary 1, follows immediately
from the corollary’s proof. Our informative prior for ρ can be easily combined with informative priors for β and σ2
as well. We use non-informative improper priors for the latter parameters because our main focus lies on estimating






does essentially the same but with slightly more weight for values of ρ close to
the left boundary and less prior mass for values of ρ close to the right boundary.7
















N (.36, .192) prior
N (.36, .72) prior
Figure 2: Conditional prior distributions for
(




As the main analytical difference between the Jeffreys rule and the Independence Jeffreys prior is
that for the latter the exponent of the error variance does not depend on the number of covari-
ates, we also considered the bivariate conditional density for
(
ρ, σ2|β = (1, 1, 1, 1)
)
. In contrast
















we expect the Bayesian posterior estimates for ρ and σ2 based on Jeffreys rule prior to tend more
towards their respective boundary values than the ones based on the Independence Jeffreys prior.
5. Bayesian computation
In this section, we present an efficient algorithm to perform a Bayesian estimation of the network
autocorrelation model. The methodology can be used to sample from the various arising posterior
distributions based on the priors discussed in Section 4. As is common in Bayesian computation,
the goal is to obtain a sample from the joint posterior of the unknown model parameters by sequen-
tially drawing from the conditional posterior distributions, i.e. given the remaining parameters and
the data (Gelfand and Smith, 1990; Geman and Geman, 1984). This is repeated until a sufficiently
large sample is obtained.8 We propose to sample the parameters according to the following blocks:
(ρ, β1) , β̃, and σ
2, where β1 denotes the model’s intercept and β̃ = (β2, ..., βk) contains the regres-
sion coefficients of the covariates. The reason for simultaneously sampling ρ and β1 in one block
7The (inverse of the) eigenvalues of the simulated network yield (−1.42, 1) as the admissible interval for ρ as
defined in Section 2. As referred to above, the shape of these priors does not rely on this specific interval and is
similar under data sets generated under different specications of W and X.
8This approach is needed as for none of the priors previously discussed the corresponding posterior belongs to
a family of known probability distributions. Gelfand and Smith (1990) showed that sampling from the sequence
of conditional posteriors for all parameters indeed produces estimates that converge in the limit to the true (joint)
posterior distribution of the parameters.
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is the high posterior correlation between these parameters.9 Sampling these parameters separately
would result in slow mixing, i.e. more draws would be needed to get both a good approximation of
the posterior distribution and small estimation errors (Brooks, 1998; Gelman et al., 2003; Raftery
and Lewis, 1996).
We illustrate the sampling algorithm when relying on the flat and the informative priors first, be-
fore discussing sampling from the more complex posteriors based on Jeffreys rule and Independence
Jeffreys prior. For the former, the conditional posteriors are given by (LeSage, 1997a)
p
(






(Aρy −Xβ)T (Aρy −Xβ)
)
p (ρ) , (7)
p
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where IG (·, ·) denotes the inverse gamma distribution, and µβ̃ and Σβ̃ are given in the Appendix.
Sampling from the inverse gamma and the normal distribution in (8) and (9) is straightfor-
ward, whereas due to the appearance of the determinant in (7), the conditional posterior of (ρ, β1)
does not have a well-known form. In order to efficiently sample from this distribution, we rely on
the Metropolis-Hastings algorithm (Hastings, 1970; Metropolis et al., 1953). In this algorithm, a
candidate-generating distribution is chosen from which candidate values for the target distribution
- here the conditional posterior - are drawn. The specification of the candidate-generating density
is crucial for the algorithm’s efficiency, where we aim at constructing a density that closely approx-
imates the actual conditional posterior target distribution and typically results in efficient solutions
(Chib and Greenberg, 1995, 1998).
In (7), we approximate log (|Aρ|) at ρ = 0 by a second-order Taylor polynomial which results
in a normal approximation of the first factor, |Aρ|. The second factor, exp (·), if considered as
a function of (ρ, β1), has a bivariate normal kernel. The third factor, i.e. the marginal prior for
ρ, is ignored in the candidate-generating density when using the flat prior and is normal for the
informative priors. Hence, the overall product of these normal distributions results in a bivariate
normal candidate-generating distribution for (ρ, β1) which incorporates the dependence between
the two parameters and is tailored to the conditional posterior of (ρ, β1).
Due to the complex prior expressions for both Jeffreys rule and Independence Jeffreys prior, a
Metropolis-Hastings step is needed to sample from all three conditional posteriors when employing
these priors. For the first parameter block, (ρ, β1), we use the same candidate-generating distribu-
tion as for the flat prior, as the prior information for (ρ, β1) is quite vague compared to the likelihood.
For the conditional posterior of σ2, we propose inverse gamma distributions as candidate-generating
distributions but with different shape parameters than those used in (8), accounting for the dif-
ferent exponents for σ2 in the two priors. Finally, we rely on the normal distribution in (9) as
the candidate-generating distribution for the conditional posterior of β̃. All details and the full
sampling schemes for all of the discussed priors can be found in the Appendix.
We implemented our approach and compared its performance to existing sampling schemes
9This correlation is particularly pronounced for high network densities, and we have not found this issue being
discussed in the literature before. Only Hepple (1995b) provides a plot of the bivariate marginal posterior density
pF ((ρ, β1) |y) for a real data set that clearly shows this dependence.
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which do not block (ρ, β1) but rely on a one-dimensional random walk algorithm to generate draws
for ρ instead (Holloway et al., 2002; LeSage, 2000; LeSage and Pace, 2009). We found that our
proposed method produces well-mixed Markov chains with very low autocorrelations. Figure 3
displays sample trace plots of posterior draws for ρ based on our algorithm (left panel) and based
on existing schemes (right panel) when using the flat prior from Section 4.1. As can be seen, our
algorithm generates Markov chains that are moving quicker and explore the parameter space much
faster compared to traditional methods.10
























Figure 3: Trace plots of posterior draws of ρ for novel (left) and random walk
scheme (right) for simulated data.
6. Simulation Study
We performed a thorough simulation study to examine properties of the Bayesian estimators
based on the flat, the Jeffreys rule, the Independence Jeffreys, the empirical informative, and the
weakly informative prior, and compared them to those based on maximum likelihood estimation.
The main focus in this study is to evaluate the bias of ρ and the frequentist coverage of credible
and confidence intervals for ρ for the different estimators, i.e. the extent to which the true network
effect is contained in the credible and confidence intervals. Furthermore, as the most likely outcome
of the negative bias in the estimation of ρ is a Type II error, we report the average of Type I and
Type II errors as well.11 Such average error rates are increasingly used as optimal decision criteria
instead of the prevailing paradigm which is fixing Type I error probability and then minimizing
Type II error probability (Chance and Rossman, 2006; DeGroot and Schervish, 2010; Pericchi and
Pereira, 2016). Lastly, we also investigated the estimation of σ2 as it is known that Jeffreys rule
prior can result in poor estimates of the error variance in multi-parameter models (De Oliveira,
2012; De Oliveira and Song, 2008).
6.1. Study design
In our study design, we largely followed setups from previous simulation studies of the network
autocorrelation model (Mizruchi and Neuman, 2008; Neuman and Mizruchi, 2010; Wang et al.,
10Also note that there are no parameters to be tuned in the Metropolis-Hastings steps in our approach, such as
the variance of a candidate-generating distribution. This stands in stark contrast to existing schemes where this is
commonly done in order to achieve specific acceptance rates.
11We thank an anonymous reviewer for this suggestion.
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2014). Hence, we generated data y by using random networks and varying the density of the
network, the size of the network, the magnitude of ρ, and the number of covariates. We did so by y =
(Ig − ρW )−1 (Xβ + ε).12 We considered six levels of network densities (d = .1, .2, .3, .4, .5, .6), three
different network sizes (g = 10, 20, 50), three fixed levels of network effect sizes (ρ = 0, .2, .5), and
two sets of covariates (k = 3, 6) plus an intercept term.13 We obtained random, binary connectivity
matrices with zeros in the diagonal entries relying on the “rgraph” function from the sna package
in R (Butts, 2008) and subsequently row-normalized the raw connectivity matrices. Moreover, we
drew independently values from a standard normal distribution for the elements of X (excluding
the first column of X, which is a vector of ones), β, and ε, so σ2 = 1. In addition to simulating
data using a fixed network autocorrelation ρ, we also allowed for fluctuations in the underlying
network effects by sampling them from the estimated population distribution from Section 4.4. As
the true network autocorrelation is unknown in practice, this appears to be a much more realistic
simulation setup compared to setting ρ to a specific value a priori.14 In total, we considered 120
scenarios and ran 500 replications for each data set and estimator.
For the Bayesian estimators, we drew 10,000 samples from the corresponding joint posteriors,
applying the sampling schemes described in Section 5. We used the marginal posterior median
as point estimator and 95% equal-tailed credible intervals by discarding the 2.5% smallest and
largest draws, respectively, for coverage analyses of ρ and σ2. In contrast to that, we employed
asymptotic standard errors based on the model’s observed information matrix to obtain maximum
likelihood-based confidence intervals for ρ and σ2.15
12For all the simulated data sets we looked at, none of the regularity conditions needed for posterior propriety was
violated, and it seems highly unlikely to encounter such a situation in a real-life empirical situation.
13Simulation results for negative values for ρ are available from the authors upon request. We do not present them
here because (i) our literature review showed that such scenarios are almost never observed in practice, and (ii) the
analyses provide no additional, i.e. different, insights.
14In fact, we sampled ρ from the estimated population distribution truncated to (−1, 1) to ensure that the generated




. Note that less than 0.1% of probability mass
of the estimated population distribution actually falls outside (−1, 1). For each draw for ρ from this estimated
population distribution, we recorded the drawn value for ρ (which is the true value for ρ for that particular draw)
amd base our simulation results, i.e. bias and coverage rates, on those recorded, true underlying network effects.
15All computation was performed in R using self-written routines for all estimators. We used maximum likelihood
estimates as starting values for the MCMC procedures and discarded the first 1,000 iterations as so-called burn-in
values (Gelman et al., 2003). We opted for the posterior median as point estimator as most of the marginal posterior
densities of ρ and σ2 are skewed, so the posterior median is a less extreme estimator than the posterior mean or
posterior mode.
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Table 2: Average bias of ρ based on using the flat prior (F), Jeffreys rule prior (J), Independence Jeffreys prior (IJ), the empirical informative prior
(EI), the weakly informative prior (WI), and the maximum likelihood estimator (ML). The average bias was computed by taking the average of the
difference between the estimated network effect and the true ρ values used for data-generation over 500 replications. For each scenario, the best
estimate is printed in bold face.





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 -.028 -.046 -.034 .240 .027 -.041 -.103 -.074 -.085 .076 -.064 -.079 -.151 -.068 -.104 -.109 -.136 -.082 -.124 -.075 -.095 -.020 -.099 -.083
.2 -.032 -.040 -.032 .237 .024 -.038 -.120 -.095 -.105 .075 -.077 -.097 -.193 -.105 -.150 -.128 -.174 -.118 -.160 -.105 -.133 -.038 -.131 -.112
.3 -.088 -.115 -.093 .247 -.008 -.110 -.158 -.137 -.141 .087 -.095 -.140 -.242 -.145 -.197 -.139 -.210 -.161 -.223 -.173 -.195 -.056 -.175 -.180
.4 -.135 -.172 -.135 .268 -.017 -.168 -.205 -.177 -.178 .099 -.111 -.186 -.330 -.233 -.281 -.153 -.267 -.254 -.295 -.241 -.261 -.054 -.220 -.253
.5 -.172 -.203 -.158 .282 -.015 -.204 -.253 -.220 -.216 .106 -.125 -.235 -.453 -.367 -.405 -.169 -.343 -.391 -.364 -.296 -.319 -.051 -.248 -.318
.6 -.233 -.256 -.204 .297 -.018 -.266 -.371 -.362 -.335 .108 -.171 -.380 -.530 -.446 -.473 -.167 -.370 -.477 -.476 -.429 -.432 -.059 -.292 -.454





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 -.023 -.026 -.024 .143 -.001 -.025 -.055 -.039 -.047 .046 -.040 -.042 -.085 -.047 -.067 -.088 -.085 -.054 -.059 -.032 -.046 -.014 -.052 -.038
.2 -.041 -.043 -.039 .197 .001 -.043 -.086 -.067 -.075 .065 -.057 -.072 -.144 -.094 -.120 -.117 -.136 -.107 -.120 -.083 -.101 -.040 -.103 -.093
.3 -.082 -.080 -.072 .234 -.009 -.085 -.151 -.125 -.131 .076 -.096 -.136 -.228 -.156 -.192 -.141 -.202 -.181 -.198 -.144 -.173 -.052 -.159 -.164
.4 -.150 -.143 -.134 .255 -.032 -.155 -.203 -.157 -.169 .097 -.110 -.181 -.323 -.232 -.281 -.157 -.267 -.269 -.288 -.217 -.252 -.052 -.216 -.248
.5 -.227 -.205 -.196 .268 -.054 -.229 -.307 -.254 -.265 .093 -.163 -.287 -.404 -.288 -.353 -.162 -.301 -.340 -.370 -.274 -.321 -.066 -.257 -.320
.6 -.277 -.229 -.231 .288 -.044 -.268 -.380 -.303 -.325 .103 -.175 -.350 -.502 -.360 -.435 -.164 -.349 -.428 -.490 -.383 -.437 -.064 -.303 -.439





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 -.018 -.021 -.018 .132 .001 -.020 -.048 -.031 -.041 .034 -.037 -.033 -.077 -.038 -.063 -.081 -.078 -.042 -.062 -.032 -.051 -.026 -.057 -.035
.2 -.028 -.031 -.028 .169 .003 -.030 -.056 -.036 -.048 .061 -.036 -.039 -.112 -.054 -.092 -.103 -.108 -.064 -.098 -.060 -.084 -.033 -.085 -.065
.3 -.057 -.057 -.052 .213 -.002 -.059 -.094 -.067 -.080 .078 -.056 -.074 -.172 -.099 -.143 -.126 -.158 -.116 -.152 -.101 -.129 -.033 -.122 -.113
.4 -.102 -.095 -.089 .244 -.013 -.102 -.141 -.097 -.112 .093 -.077 -.112 -.254 -.161 -.215 -.147 -.220 -.187 -.215 -.140 -.181 -.043 -.165 -.163
.5 -.121 -.098 -.096 .272 .003 -.115 -.227 -.181 -.191 .094 -.121 -.202 -.321 -.203 -.269 -.155 -.261 -.242 -.274 -.185 -.232 -.044 -.195 -.216
.6 -.220 -.198 -.184 .283 -.030 -.221 -.293 -.229 -.246 .104 -.138 -.263 -.425 -.290 -.368 -.159 -.312 -.341 -.373 -.274 -.322 -.048 -.242 -.314





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 -.011 -.011 -.010 .125 .006 -.011 -.043 -.035 -.039 .034 -.033 -.037 -.051 -.030 -.043 -.068 -.052 -.036 -.047 -.032 -.041 -.019 -.043 -.037
.2 -.045 -.039 -.040 .194 -.002 -.043 -.089 -.073 -.081 .061 -.062 -.081 -.124 -.079 -.106 -.113 -.120 -.100 -.109 -.078 -.095 -.030 -.094 -.093
.3 -.093 -.078 -.082 .225 -.020 -.089 -.140 -.106 -.121 .077 -.088 -.125 -.215 -.145 -.191 -.140 -.193 -.181 -.175 -.117 -.152 -.043 -.140 -.147
.4 -.156 -.122 -.134 .248 -.039 -.146 -.189 -.130 -.161 .090 -.106 -.165 -.298 -.201 -.263 -.152 -.248 -.252 -.254 -.175 -.222 -.051 -.189 -.218
.5 -.274 -.224 -.246 .262 -.080 -.261 -.297 -.216 -.262 .095 -.154 -.265 -.437 -.319 -.398 -.168 -.332 -.383 -.343 -.236 -.303 -.051 -.233 -.294
.6 -.368 -.284 -.330 .278 -.089 -.342 -.406 -.291 -.360 .098 -.190 -.361 -.515 -.360 -.467 -.169 -.361 -.444 -.479 -.349 -.432 -.035 -.286 -.424





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 -.010 -.011 -.033 .097 .001 -.011 -.023 -.016 -.020 .032 -.017 -.017 -.047 -.029 -.042 -.063 -.049 -.033 -.043 -.031 -.039 -.024 -.041 -.033
.2 -.029 -.027 -.027 .162 .000 -.029 -.063 -.051 -.057 .050 -.045 -.055 -.085 -.052 -.072 -.095 -.085 -.063 -.077 -.052 -.067 -.033 -.069 -.061
.3 -.067 -.060 -.061 .197 -.015 -.065 -.084 -.060 -.072 .074 -.052 -.071 -.144 -.093 -.124 -.122 -.138 -.115 -.117 -.075 -.100 -.033 -.099 -.094
.4 -.080 -.059 -.067 .238 -.002 -.073 -.113 -.074 -.095 .087 -.065 -.094 -.202 -.130 -.175 -.136 -.182 -.163 -.170 -.107 -.145 -.042 -.136 -.137
.5 -.165 -.137 -.147 .248 -.044 -.157 -.195 -.137 -.164 .089 -.110 -.169 -.260 -.157 -.225 -.145 -.220 -.206 -.270 -.188 -.240 -.059 -.204 -.229
.6 -.203 -.146 -.172 .272 -.032 -.183 -.296 -.214 -.257 .093 -.155 -.261 -.396 -.272 -.357 -.164 -.306 -.334 -.355 -.253 -.316 -.051 -.240 -.307
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Table 3: 95% coverage rates of credible and confidence intervals for ρ based on using the flat prior (F), Jeffreys rule prior (J), Independence Jeffreys
prior (IJ), the empirical informative prior (EI), the weakly informative prior (WI), and the maximum likelihood estimator (ML). Coverage was
computed by counting the proportion of the 500 replications in which the true ρ was contained in the credible or confidence interval. For each
scenario, the most accurate coverage rate is printed in bold face.





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .976 .860 .966 .842 .984 .800 .978 .878 .964 .992 .988 .800 .942 .836 .940 .966 .946 .776 .946 .868 .946 .922 .950 .820
.2 .984 .892 .972 .864 .990 .818 .972 .864 .960 .998 .984 .794 .942 .858 .938 .980 .946 .810 .936 .852 .942 .914 .942 .804
.3 .976 .838 .956 .880 .980 .784 .956 .832 .942 .994 .978 .750 .948 .870 .948 .988 .960 .802 .936 .834 .930 .934 .952 .776
.4 .976 .840 .960 .876 .988 .770 .972 .862 .960 1 .992 .814 .930 .854 .932 .986 .960 .788 .914 .826 .918 .890 .940 .762
.5 .976 .854 .954 .902 .992 .800 .974 .878 .952 .996 .988 .816 .926 .856 .928 .990 .956 .806 .936 .872 .940 .914 .958 .796
.6 .974 .876 .964 .920 .990 .804 .964 .862 .944 .996 .992 .792 .918 .854 .928 .998 .986 .802 .900 .860 .920 .930 .944 .788





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .962 .918 .952 .876 .970 .900 .944 .906 .934 .984 .956 .896 .920 .906 .926 .944 .924 .896 .946 .904 .938 .932 .950 .864
.2 .964 .914 .950 .864 .978 .880 .958 .922 .950 .990 .966 .892 .940 .916 .938 .970 .950 .894 .938 .912 .942 .928 .948 .886
.3 .962 .914 .950 .862 .976 .892 .964 .918 .956 1 .980 .894 .926 .906 .930 .972 .942 .876 .934 .918 .940 .904 .952 .892
.4 .964 .938 .958 .892 .990 .912 .970 .914 .964 1 .990 .888 .916 .918 .936 .992 .954 .890 .934 .916 .944 .930 .952 .894
.5 .970 .920 .964 .930 .994 .886 .942 .916 .942 .998 .986 .874 .922 .926 .932 1 .964 .888 .926 .928 .934 .934 .956 .896
.6 .960 .926 .958 .914 .998 .880 .950 .930 .950 1 .988 .892 .914 .938 .936 1 .974 .894 .896 .902 .916 .922 .950 .868





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .964 .874 .954 .900 .978 .852 .952 .874 .946 .986 .968 .844 .932 .876 .942 .932 .932 .850 .960 .872 .954 .954 .960 .850
.2 .970 .882 .958 .882 .970 .848 .952 .870 .946 .978 .962 .848 .950 .888 .946 .968 .956 .848 .940 .868 .940 .934 .948 .838
.3 .962 .874 .954 .870 .980 .842 .978 .914 .970 .994 .984 .890 .946 .876 .948 .986 .954 .890 .928 .880 .932 .924 .946 .850
.4 .964 .880 .944 .890 .990 .854 .978 .900 .968 .998 .998 .878 .936 .896 .934 .990 .950 .878 .938 .896 .938 .924 .950 .868
.5 .978 .886 .972 .870 .998 .856 .954 .882 .948 .998 .978 .848 .932 .906 .942 .992 .962 .848 .950 .904 .948 .932 .964 .858
.6 .974 .868 .964 .882 .994 .824 .952 .902 .950 1 .990 .866 .946 .914 .958 .998 .984 .866 .926 .872 .930 .930 .970 .826





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .960 .948 .958 .896 .968 .944 .940 .930 .934 .986 .946 .928 .956 .946 .956 .956 .956 .936 .944 .932 .928 .944 .946 .924
.2 .964 .948 .960 .874 .972 .936 .954 .936 .946 .986 .962 .926 .934 .936 .938 .962 .940 .924 .948 .944 .948 .936 .946 .938
.3 .948 .930 .942 .856 .970 .924 .948 .942 .944 .998 .984 .932 .926 .942 .936 .982 .946 .928 .944 .946 .938 .940 .966 .924
.4 .954 .946 .954 .864 .978 .934 .960 .948 .954 1 .998 .934 .934 .946 .938 .990 .952 .932 .924 .942 .938 .922 .940 .930
.5 .930 .916 .928 .916 .988 .898 .946 .940 .950 1 .978 .922 .892 .922 .904 .998 .932 .904 .916 .942 .924 .922 .946 .932
.6 .938 .934 .946 .922 .996 .914 .914 .920 .926 .998 .990 .898 .884 .936 .906 .998 .950 .916 .900 .930 .910 .936 .954 .916





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .934 .910 .928 .882 .946 .902 .962 .932 .956 .972 .962 .918 .954 .930 .948 .944 .954 .926 .946 .938 .948 .940 .942 .924
.2 .960 .922 .956 .864 .966 .914 .940 .904 .938 .976 .950 .902 .948 .930 .952 .956 .950 .924 .954 .942 .958 .934 .964 .936
.3 .958 .922 .948 .856 .976 .906 .954 .936 .952 .996 .974 .922 .948 .938 .950 .982 .954 .926 .950 .930 .950 .954 .958 .916
.4 .958 .916 .950 .848 .976 .914 .968 .960 .966 .994 .978 .946 .956 .946 .958 .992 .962 .934 .944 .936 .942 .918 .948 .920
.5 .954 .932 .952 .886 .990 .918 .964 .904 .966 1 .984 .928 .954 .962 .958 .988 .972 .942 .918 .928 .928 .916 .938 .916
.6 .972 .952 .970 .914 .992 .938 .940 .932 .940 .998 .978 .912 .928 .936 .932 .996 .948 .926 .918 .936 .928 .940 .956 .908
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Table 4: Average of Type I and Type II error rates resulting from the 95% credible and confidence intervals for ρ based on using the flat prior (F),
Jeffreys rule prior (J), Independence Jeffreys prior (IJ), the empirical informative prior (EI), the weakly informative prior (WI), and the maximum
likelihood estimator (ML). For the scenarios where the true ρ was equal to zero, Type I error rates were computed by counting the proportion of the
500 replications in which 0 was not contained in the credible or confidence interval. For the scenarios where the true ρ was not zero, Type II error
rates were computed by counting the proportion of the 500 replications in which 0 was contained in the credible or confidence interval. For each
scenario, the smallest average error rate is printed in bold face.





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .488 .482 .482 .413 .478 .486 .364 .273 .323 .204 .342 .269 .400 .344 .379 .284 .389 .343
.2 .491 .470 .485 .405 .488 .470 .412 .317 .382 .207 .398 .299 .428 .374 .413 .295 .414 .367
.3 .494 .497 .497 .422 .497 .477 .454 .392 .427 .252 .442 .374 .461 .430 .449 .320 .450 .404
.4 .502 .519 .502 .444 .497 .524 .480 .446 .467 .322 .465 .451 .489 .476 .482 .392 .479 .472
.5 .505 .522 .510 .452 .500 .522 .502 .505 .505 .396 .496 .495 .499 .502 .500 .402 .491 .474
.6 .504 .511 .504 .471 .501 .504 .507 .507 .508 .405 .499 .501 .508 .513 .507 .434 .501 .511





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .452 .431 .446 .321 .440 .417 .164 .147 .152 .092 .149 .141 .290 .263 .278 .200 .280 .258
.2 .470 .453 .469 .374 .457 .457 .327 .278 .305 .170 .290 .272 .373 .342 .360 .258 .357 .343
.3 .501 .506 .504 .421 .498 .501 .426 .384 .412 .252 .411 .374 .490 .426 .450 .318 .443 .419
.4 .504 .494 .499 .420 .495 .489 .482 .437 .469 .317 .462 .423 .494 .472 .487 .383 .480 .467
.5 .509 .503 .506 .452 .499 .507 .498 .481 .486 .346 .482 .470 .501 .500 .495 .387 .491 .494
.6 .509 .509 .505 .472 .501 .516 .514 .507 .509 .398 .497 .504 .508 .500 .504 .424 .499 .491





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .427 .390 .420 .293 .410 .385 .141 .115 .124 .073 .120 .122 .271 .223 .262 .173 .256 .221
.2 .452 .421 .449 .335 .444 .426 .263 .203 .241 .126 .245 .205 .338 .298 .323 .219 .333 .302
.3 .497 .487 .492 .380 .481 .489 .383 .316 .358 .185 .354 .302 .445 .391 .431 .306 .430 .385
.4 .509 .498 .513 .402 .494 .486 .456 .397 .445 .251 .434 .389 .477 .440 .469 .329 .461 .425
.5 .504 .501 .501 .448 .499 .499 .486 .447 .478 .323 .472 .434 .493 .470 .483 .372 .479 .459
.6 .499 .514 .499 .462 .497 .522 .499 .493 .492 .373 .483 .491 .500 .492 .497 .399 .489 .489





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .412 .393 .403 .295 .396 .388 .098 .093 .095 .065 .088 .087 .237 .223 .236 .172 .229 .219
.2 .482 .475 .482 .366 .482 .475 .296 .274 .292 .149 .282 .275 .381 .361 .372 .267 .365 .359
.3 .506 .497 .498 .423 .494 .496 .416 .406 .413 .248 .401 .400 .452 .436 .447 .299 .437 .421
.4 .513 .506 .510 .429 .504 .504 .482 .441 .467 .309 .464 .436 .489 .462 .477 .349 .472 .452
.5 .516 .516 .515 .451 .496 .516 .512 .498 .506 .353 .482 .494 .515 .496 .510 .381 .485 .484
.6 .511 .507 .506 .470 .499 .507 .519 .505 .509 .385 .493 .497 .514 .504 .510 .423 .499 .505





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .351 .335 .351 .242 .338 .326 .073 .066 .071 .064 .058 .069 .193 .187 .190 .160 .180 .188
.2 .461 .456 .460 .345 .448 .451 .205 .190 .204 .103 .196 .188 .304 .297 .301 .217 .300 .290
.3 .486 .472 .479 .360 .471 .470 .350 .312 .338 .167 .323 .307 .404 .380 .398 .265 .384 .381
.4 .502 .503 .504 .404 .492 .494 .430 .384 .420 .239 .413 .371 .440 .427 .434 .308 .427 .412
.5 .509 .501 .502 .431 .490 .504 .481 .435 .464 .269 .451 .425 .490 .469 .490 .361 .475 .468
.6 .501 .504 .503 .450 .503 .505 .493 .480 .489 .336 .483 .477 .489 .478 .486 .309 .486 .478
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Table 5: Average bias of σ2 based on using the flat prior (F), Jeffreys rule prior (J), Independence Jeffreys prior (IJ), the empirical informative prior
(EI), the weakly informative prior (WI), and the maximum likelihood estimator (ML). The average bias was computed by taking the average of the
difference between the estimated network effect and the true σ2 = 1 value used for data-generation over 500 replications. For each scenario, the best
estimate is printed in bold face.





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .072 -.440 -.008 .220 .078 -.492 .122 -.416 .034 .139 .112 -.470 .192 -.413 .054 .187 .183 -.467 .099 -.452 -.018 .139 .095 -.501
.2 .119 -.414 .027 .263 .124 -.470 .059 -.452 -.038 .095 .053 -.503 .144 -.443 .006 .126 .133 -.485 .102 -.448 -.023 .143 .098 -.499
.3 .021 -.466 -.064 .211 .036 -.516 .067 -.446 -.032 .126 .065 -.497 .147 -.423 .010 .132 .134 -.476 .083 -.453 -.044 .130 .081 -.504
.4 .014 -.469 -.078 .205 .038 -.519 .060 -.441 -.036 .127 .062 -.493 .104 -.436 -.024 .105 .094 -.486 .079 -.443 -.039 .133 .078 -.495
.5 .007 -.469 -.079 .189 .034 -.518 .033 -.453 -.062 .107 .040 -.503 .098 -.423 -.028 .111 .092 -.475 .081 -.436 -.037 .126 .080 -.488
.6 -.007 -.474 -.095 .182 .034 -.522 .009 -.464 -.088 .120 .031 -.513 .040 -.452 -.080 .070 .041 -.500 .038 -.452 -.074 .109 .053 -.500





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 -.006 -.238 -.043 .041 -.005 -.274 .017 -.223 -.023 .016 .014 -.259 .040 -.218 -.011 .044 .039 -.253 .039 -.214 -.008 .049 .038 -.250
.2 .012 -.222 -.027 .071 .014 -.260 .023 -.215 -.019 .031 .021 -.252 .056 -.197 .007 .055 .054 -.234 .007 -.234 -.041 .019 .005 -.270
.3 .021 -.213 -.018 .089 .026 -.250 .021 -.213 -.019 .041 .020 -.251 .037 -.208 -.012 .038 .034 -.244 .033 -.209 -.014 .047 .032 -.245
.4 .009 -.221 -.030 .081 .018 -.257 .021 -.211 -.021 .053 .023 -.248 .043 -.200 -.009 .046 .040 -.236 .067 -.179 -.019 .085 .066 -.217
.5 -.018 -.240 -.055 .064 -.004 -.276 .014 -.216 -.028 .055 .020 -.253 .047 -.194 -.006 .051 .044 -.231 .016 -.216 -.031 .034 .015 -.252
.6 -.011 -.234 -.050 .069 .005 -.271 -.014 -.235 -.053 .036 -.003 -.271 .036 -.200 -.014 .047 .035 -.236 .003 -.226 -.045 .039 .010 -.261





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .037 -.372 -.016 .094 .037 -.400 .043 -.371 -.012 .037 .040 -.399 .049 -.380 -.018 .050 .049 -.407 .088 -.354 .022 .105 .088 -.382
.2 .009 -.388 -.044 .067 .009 -.416 .006 -.391 -.050 .007 .003 -.419 .081 -.355 .013 .078 .078 -.384 .068 -.360 .004 .082 .066 -.388
.3 .021 -.379 -.032 .097 .023 -.408 .056 -.356 .001 .063 .052 -.386 .029 -.382 -.033 .025 .024 -.409 .041 -.371 -.019 .049 .038 -.399
.4 .008 -.385 -.044 .088 .012 -.413 .023 -.376 -.029 .039 .021 -.404 .042 -.370 -.021 .039 .037 -.398 .065 -.354 .005 .078 .063 -.383
.5 .005 -.385 -.047 .075 .011 -.413 .014 -.379 -.039 .049 .015 -.407 .054 -.360 -.009 .047 .047 -.388 .047 -.362 -.014 .064 .043 -.391
.6 .019 -.375 -.031 .108 .034 -.403 .000 -.385 -.053 .041 .004 -.414 .084 -.337 .018 .085 .079 -.366 .000 -.390 -.057 .026 .001 -.417





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .002 -.090 -.013 .016 .002 -.107 .002 -.090 -.014 .000 -.001 -.107 -.008 -.103 -.026 -.004 -.008 -.118 .003 -.092 -.014 .009 .003 -.108
.2 .005 -.085 -.010 .025 .006 -.102 .007 -.084 -.009 .011 .013 -.101 .001 -.093 -.018 .003 .001 -.109 .000 -.092 -.017 .005 .000 -.108
.3 -.004 -.093 -.019 .021 -.002 -.110 .011 -.080 -.006 .019 -.002 -.097 .022 -.072 .003 .021 .021 -.088 .009 -.084 -.009 .015 .009 -.100
.4 .001 -.088 -.014 .029 .004 -.105 .008 -.081 -.008 .018 .015 -.099 .026 -.068 .007 .026 .025 -.084 .019 -.074 .001 .024 .019 -.090
.5 -.012 -.099 -.028 .022 -.006 -.117 -.005 -.093 -.022 .009 -.007 -.110 .015 -.076 -.004 .020 .015 -.093 .002 -.088 -.015 .010 .003 -.104
.6 .004 -.083 -.012 .004 .013 -.101 .002 -.085 -.014 .021 .015 -.102 -.006 -.094 -.024 .000 -.005 -.111 .006 -.083 -.011 .021 .009 -.100





d F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML F J IJ EI WI ML
.1 .017 -.141 -.010 .032 .018 -.156 .000 -.156 -.018 -.003 -.001 -.170 .016 -.145 -.004 .019 .016 -.159 .007 -.151 -.012 .011 .007 -.166
.2 .035 -.125 .017 .054 .035 -.140 .014 -.143 -.004 .015 .013 -.158 .028 -.133 .007 .028 .027 -.148 .012 -.146 -.008 .016 .012 -.161
.3 .004 -.150 -.014 .028 .005 -.165 -.001 -.155 -.020 .004 -.002 -.170 .028 -.132 .008 .027 .027 -.147 .012 -.144 -.007 .015 .011 -.159
.4 .005 -.148 -.012 .027 .006 -.163 .016 -.139 -.003 .020 .015 -.155 .008 -.147 -.012 .007 .007 -.162 .013 -.143 -.007 .017 .012 -.158
.5 -.007 -.158 -.024 .021 -.005 -.173 -.006 -.157 -.024 .003 -.007 -.172 .022 -.135 .001 .020 .020 -.150 .024 -.132 .005 .028 .023 -.148
.6 .007 -.145 -.012 .003 .009 -.161 .013 -.139 -.005 .028 .015 -.155 .008 -.145 -.012 .009 .006 -.160 .015 -.139 -.004 .023 .015 -.154
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6.2. Simulation results
Table 2 shows the average bias of ρ for the different estimators. Overall, the Bayesian estima-
tors based on the non-informative priors yield similar results to those based on maximum likelihood
estimation. In particular, there is still some negative bias present which is a well-known issue in
the network autocorrelation model. On the other hand, if the true underlying ρ equals zero, the
Bayesian estimator based on the weakly informative prior eliminates virtually all the negative bias
in the estimation of ρ. Furthermore, when the data-generating network effect is positive, using
the empirical informative prior generally results in the least absolute bias of ρ. Given our review
of empirically observed network autocorrelations in Section 4.4, this is clearly the most common
situation to be encountered in practice. Lastly, we also observe a much smaller increase in bias for
higher network densities for this estimator, compared to the non-informative Bayesian ones and the
maximum likelihood estimator.
Table 3 shows the empirical frequentist coverages of the Bayesian equal-tailed 95% credible in-
tervals for ρ for the Bayesian estimators and coverages of the asymptotic 95% confidence intervals
for ρ. The coverages of the credible intervals based on the Independence Jeffreys prior and the flat
prior are similar to each other and very close to the nominal .95. In contrast to that, the coverages
of the credible intervals corresponding to the Jeffreys rule prior and the coverages of the maximum
likelihood-based confidence intervals are below nominal for all considered scenarios. The problem of
subpar coverages of the maximum likelihood-based confidence intervals for ρ is completely resolved
when using Bayesian estimators based on the flat prior or the Independence Jeffreys prior.
Table 4 reports the average of the empirical Type I and Type II error rates of ρ for the differ-
ent estimators. In general, the average error rates increase with the network density due to the
negative bias in the estimation of ρ, and they decrease for higher network autocorrelations as a
result of higher power. For all considered scenarios, the Bayesian estimator based on the empiri-
cal informative prior clearly yields the smallest average Type I and Type II error rates across the
board. The other estimators perform relatively similar to each other, with the maximum likeli-
hood estimator having slightly smaller average error rates than the remaining Bayesian ones but
still considerably higher than the estimator based on the empirical informative prior. The greater
power of the maximum likelihood estimator, compared to the Bayesian estimators based on the
non-informative priors, comes at the price of underestimating the standard error of ρ. In turn, this
results in narrower confidence intervals for ρ, leading to lower coverage rates but slightly higher
power. Regardless, estimating ρ using the empirical informative prior yields the lowest average
Type I and Type II error rates.
Table 5 displays the average bias of σ2 for the Bayesian estimators and the maximum likelihood
one. The estimates for σ2 corresponding to the use of the flat, the Independence Jeffreys, and
the informative priors are nearly unbiased, while the results based on the Jeffreys rule prior and
maximum likelihood estimation exhibit a large negative bias. This bias is particularly pronounced
for a higher number of covariates. We also investigated the associated coverages of the Bayesian
equal-tailed 95% credible intervals and the asymptotic 95% confidence intervals for σ2. In line with
the results for the average bias of σ2, we found that the coverages of the credible intervals based on
the flat, the Independence Jeffreys, and the informative prior are very close to the nominal .95. On
the other hand, the coverages of the credible intervals corresponding to the Jeffreys rule prior and
the coverages of the maximum likelihood-based confidence intervals are well below the nominal rate
for all considered scenarios. These results are not shown here but are available from the authors on
request.
Based on our simulation output, we suggest the following: first, if a researcher is willing to ex-
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pect that his, or her, study might have a network effect along the lines of the overall distribution of
autocorrelation effects across the literature at large, using the empirical informative prior is highly
recommended as it leads to a dramatic decrease of the bias in the estimation of ρ. Furthermore,
the corresponding estimator exhibits by far the smallest average Type I and Type II error rates
and accurately estimates σ2. At the same time, applying the empirical informative prior can result
in a mild overestimation of ρ for small positive network effects. However, we believe this to be less
of a concern than falsely dismissing positive network effects and stress that overall this estimator
performs clearly the best.
Second, if a researcher does not expect a network effect to be present in the data or if the
researcher does not (want to) entertain the prior belief that the level of autocorrelation in a dataset
is likely to fit with the extant empirical empirical literature, relying on the weakly informative prior
yields nearly adequate point estimates of the network effect in these cases. This does, however,
require the researcher to sacrifice the Type I and Type II reducing benefits of the empirical infor-
mative prior.
Third, if a researcher prefers to refrain from employing any empirical-based prior information,
we recommend using the non-informative Independence Jeffreys prior. While this does not attenu-
ate the negative bias in the estimation of ρ, the issue of poor coverage of the confidence intervals,
associated with maximum likelihood estimation of the model, can be completely eluded at least.
We wish to emphasize that there is never a case where maximum likelihood estimation can be
recommended.
Lastly, when analyzing a real data set, we advise researchers to estimate the model using all
three recommended priors. If the resulting estimates for ρ are close to each other, this implies that
the data contain sufficient information, and the estimates are most likely highly reliable; else, this
strongly points at (negative) bias in the estimation of the network effect.
7. Conclusions
In this work, we derived two versions of Jeffreys prior for the network autocorrelation model
which provide default Bayesian analyses for this model. Moreover, we specified an empirical in-
formative prior and a weakly informative prior for the network effect ρ based on reported network
effects from the literature. We evaluated the Bayesian estimators by means of a simulation study
and compared their performance to the maximum likelihood estimator. We found that the Bayesian
estimator based on the empirical informative prior performs superior and that the estimator based
on the weakly informative prior can be a useful alternative. Concomitantly, we also provided a very
efficient MCMC implementation of the Bayesian approach which is preferable to existing sampling
schemes and ensures a fast and accurate Bayesian estimation of the network autocorrelation model.
In order to allow researchers and practitioners to easily use the newly developed methods in
this paper, it is essential to make them accessible in a statistical software package which will be
made available by the time of publication of this paper. In addition, as we primarily focused on
Bayesian point estimation in this work, further work needs to be done in studying Bayesian model
selection procedures for the discussed priors. Finally, despite the improved numerical properties of
the Bayesian estimators, the negative bias of ρ in the model is not entirely resolved. We did resolve
much of the bias for data sets that are typical in the empirical literature at large, but more research
is needed to untangle it completely. It remains a major challenge to investigate what causes this








































XT . Note that M is symmetric
and idempotent.















= tr (AΣ) + µTAµ.
(iv) Let A and B be symmetric and positive semidefinite matrices. Then (Yang (2000), Lemma
1),
0 ≤ tr (AB) ≤ tr (A) tr (B) .
(v) Let A and B be matrices. Then,












(vi) Let A be an idempotent matrix. Then, the eigenvalues of A are either 0 or 1.
Proof of Corollary 1











exists and g > k, the
corresponding marginal posterior for ρ is




As |Aρ| ≤ 1 and the assumption that
(
yTMWy
)2 6= yTWTMWyyTMy ensures that






which proves the statement.
Remark: As |Aρ| = O (ρg−m0) for ρ → ∞ (where m0 ≥ 0 denotes the algebraic multiplicity of an



















k < m0 − 1 which is typically not the case.
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Proof of Theorem 1


























Using cofactor expansion and determinant properties of block matrices, we can write






























































By auxiliary fact (ii), we can further write (11) as







































































































































































from which, together with the definition of Jeffreys rule prior, the result follows.
Proof of Corollary 2




















































≥ 0 and h2 (ρ,β) := βTXTBTρMBρXβ ≥ 0, we can








)− g2 exp(− 1
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Similarly, the integrand in (14) can be expressed as the expectation of the square root of a
quadratic form involving the random variable Z from above. By using auxiliary fact (iii) and











































































































≥ 0 by auxiliary fact (iv). Combining these observations with
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(13) and (14), it follows that(
σ2

































































Next, observe that the terms involving σ2 in (15) and (16) correspond to kernels of an inverse























)− g+12 , (18)









































































































































where (19) follows from the considerations above and the idempotence of M and P . Finally,













































































, the expression in (20) can be bounded again
by a multiple of the sum term in (19). Furthermore, if m1 and mg denote the algebraic



















































. This completes the proof.
Proof of Theorem 2



























































∝ 1. The result follows from these observations and by the definition of the
Independence Jeffreys prior.
Proof of Corollary 3




We outlined the sampling procedure and gave the conditional posteriors based on the flat and
the informative priors in Section 5. However, it remains to specify the exact forms of the candidate-
generating distributions for the conditional posteriors of the parameter blocks (ρ, β1) and β̃. As
to the conditional posterior of (ρ, β1), we first approximated log (|Aρ|) by a second-order Taylor








. Using this approximation, we can write
pF
(















































where the proportionality holds with respect to (ρ, β1), X̃ denotes the matrix X with its first
column removed, β̃ = (β2, ..., βg), and 1g is the vector of ones of length g. The expression in (22)
corresponds to the kernel of a bivariate normal distribution q (ρ,β1) ∼ N (µ,Σ), with mean vector






































We used this candidate-generating distribution also for the conditional posterior of (ρ, β1) based on
Jeffreys rule and Independence Jeffreys prior, as for these priors the prior information for (ρ, β1) is
quite vague compared to the likelihood. Note that due to the chosen parameter space for ρ, q (ρ, β1)






×R. In the simulation study, we relied on the “rtmvnorm” function
from the tmvtnorm package in R to sample from this distribution (Wilhelm and Manjunath, 2015).
Similarly, we can obtain the corresponding mean vector and covariance matrix of the candidate-
generating bivariate normal density for (ρ, β1) when using a normal prior for ρ.
The conditional posterior of β̃ based on the flat and the informative priors is a multivariate
normal distribution and can be directly sampled from. We used the “rmvnorm” function from the
mvtnorm package in R therefor (Genz et al., 2014). Its mean vector and covariance matrix are
given by








































1× 1 1× (k − 1)
(k − 1)× 1 (k − 1)× (k − 1)
)
. (26)
For the same reasons as before, we used this candidate-generating distribution also for the condi-
tional posterior of β̃ based on Jeffreys rule and Independence Jeffreys prior.
Combining (2) and (5), the full conditionals based on Jeffreys rule prior can be written as
pJ
(



















































































where ε = Aρy −Xβ. As none of the full conditionals is of closed form, an additional Metropolis-
Hastings step for each parameter (block) is needed. The candidate-generating densities for the
conditional posteriors of (ρ, β1) and β̃ have already been given above, while we propose
qJ
(










as candidate-generating density for pJ
(
σ2| (ρ, β1) , β̃,y
)
which resulted in well-mixed Markov chains.
Using the same steps, we can also easily derive the conditional posteriors based on the Independence
Jeffreys prior, where we employed
qIJ
(










as corresponding candidate-generating density for pIJ
(
σ2| (ρ, β1) , β̃,y
)
.
Subsequently, when drawing from the candidate-generating distributions in the Metropolis-
Hastings algorithm only a subset of the proposals is accepted. This subset is based on a probability
rule that ensures that the sequence of accepted draws can be, after some appropriate number of
steps, regarded as a sample from the target distribution (Chib and Greenberg, 1995). We outline
the full sampling algorithm based on using the flat prior in the following:






, e.g. to their maximum likelihood estimates.
2. Use a Metropolis-Hastings step to draw (ρ, β1)
(1)
from the (truncated) normal distribution






















5. Repeat Steps (1) through (4) for s = 1, ..., S.
Note that when using Jeffreys rule prior or Independence Jeffreys prior, the direct sampling proce-
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