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ABSTRACT The reorganization energy () for electron transfer from the primary electron donor (P*) to the adjacent
bacteriochlorophyll (B) in photosynthetic bacterial reaction centers is explored by molecular-dynamics simulations. Relatively
long (40 ps) molecular-dynamics trajectories are used, rather than free energy perturbation techniques. When the surround-
ings of the reaction center are modeled as a membrane,  for P*B3 PB is found to be 1.6 kcal/mol. The results are not
sensitive to the treatment of the protein’s ionizable groups, but surrounding the reaction center with water gives higher values
of  (6.5 kcal/mol). In light of the evidence that PB lies slightly below P* in energy, the small  obtained with the membrane
model is consistent with the speed and temperature independence of photochemical charge separation. The calculated
reorganization energy is smaller than would be expected if the molecular dynamics trajectories had sampled the full
conformational space of the system. Because the system does not relax completely on the time scale of electron transfer, the
 obtained here probably is more pertinent than the larger value that would be obtained for a fully equilibrated system.
INTRODUCTION
The initial charge-separation reaction in photosynthetic bac-
terial reaction centers is the transfer of an electron from an
electronically excited bacteriochlorophyll dimer (P*) to a
bacteriopheophytin (H). The reaction generates a PH ion
pair with a time constant of3 ps at room temperature, and
it becomes even faster at cryogenic temperatures (Wood-
bury et al., 1985; Breton et al., 1988; Fleming et al., 1988).
Recent experimental work has provided increasing support
for the view that charge separation occurs in two distinct
steps (Holzapfel et al., 1990; Arlt et al., 1993, 1996; Shku-
ropatov and Shuvalov, 1996; Maiti et al., 1994; Schmidt et
al., 1994, 1995; Heller et al., 1995, 1996; Kirmaier et al.,
1995a,b; Holzwarth and Muller, 1996; Van Brederode et al.,
1996; Kennis et al., 1997). In the first step, P* probably
transfers an electron to a neighboring bacteriochlorophyll
(B), forming a PB ion pair; in the second step, an
electron moves from B to H:
PBHO¡
h
P*BH^ PBH^ PBH
The relative energies of P*, PB, and PH have been
explored by both experimental and theoretical approaches.
The overall free energy change (G°) for the formation of
PH from P* is measured to be in the range of 5 to 6
kcal/mol at 295 K (Woodbury and Parson, 1984; Goldstein
et al., 1998; Ogrodnik et al., 1988, 1994). However, PH
appears to be created much closer in energy to P* and to
relax toward its final level on both the picosecond and
nanosecond time scales (Woodbury and Parson, 1984;
Ogrodnik et al., 1988; Peloquin et al., 1994; Woodbury et
al., 1994; Holzwarth and Muller, 1996). Measurements of
the kinetics of charge separation in mutant or chemically
modified reaction centers suggest that G° for the forma-
tion of PB in wild-type reaction centers is on the order of
0.4 to 2 kcal/mol (Nagarajan et al., 1993; Jia et al.,
1993; Hamm et al., 1993; Shkuropatov and Shuvalov, 1996;
Schmidt et al., 1994; Huber et al., 1995; Arlt et al., 1996;
Heller et al., 1996; Bixon et al., 1996; Van Brederode et al.,
1996; Kennis et al., 1997). Electrostatics and molecular
dynamics/free energy perturbation (FEP) calculations based
on the crystallographic structure of the reaction center have
put PB 3 kcal/mol below P*, with an estimated uncer-
tainty of 3 kcal/mol (Parson et al., 1990; Warshel et al.,
1994; Alden et al., 1995, 1996a,b). Calculations that place
PBL
 above P* in energy have been described (Marchi et
al., 1993; Gunner et al., 1996), but some of these estimates
appear to be based on an oversimplified treatment of dielec-
tric effects (see Alden et al., 1995, 1996a).
The reactions P*B3 PB and PBH3 PBH thus
occur on the time scale of 1–10 ps, involve only small
changes in free energy, and have very small or negative
activation energies. This combination of properties requires
that the reorganization energy () for each reaction be
comparable in magnitude to G°, which means that it must
be on the order of 1–3 kcal/mol. The reorganization energy
is the energy required to distort the system from the most
probable configuration of the reactant state to the most
probable configuration of the reactants. In the classical
Marcus theory (Marcus, 1956, 1996), the activation energy
of an electron-transfer reaction is given by g‡  (G° 
)2/4, which goes to zero when   G°. Bixon et al.
(1996), who used a quantum mechanical expression to fit
the kinetics of charge separation in a selected series of
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mutant and modified reaction centers, estimated G° for
P*B 3 PB to be 1.4  0.5 kcal/mol, and found the
“medium” reorganization energy to be 2.3  0.7 kcal/mol.
Other investigators have suggested overall values of  rang-
ing from 2.0 (Nagarajan et al., 1993) to less than 0.7
kcal/mol (Williams et al., 1992; Hamm et al., 1993; Jia et
al., 1993; Murchison et al., 1993). Some of the variation
among these estimates could be related to the general issue
of defining the effective reorganization energy for a process
that occurs on a very short time scale; we will return to this
point below.
For electron transfer between large molecules such as
bacteriochlorophyll, in which small changes in atomic
charges are distributed over many atoms of the  systems,
internal vibrational modes of the electron carriers are ex-
pected to make relatively minor contributions to . The
more important medium reorganization energy (o) reflects
reorganization of the surrounding protein and solvent. In a
simple, macroscopic model, o for a one-electron transfer
reaction depends on the center-to-center distance between
the electron carriers (R), the radii of the electron donor and
acceptor (a1 and a2), and the optical (op) and low-frequency
() dielectric constants of the medium (Marcus, 1956,
1996):
o 332 kcal/mol	 12a1 12a2 1R 1op 1 (1)
This expression shows qualitatively that o can be small if
the electron carriers are close together (R 
 a1  a2) and if
the effective  approaches op, which means that the sur-
rounding molecules are nonpolar or cannot move signifi-
cantly in response to the electric field from the ion pair.
However, Eq. 1 is of limited use for reactions in a protein,
where the local structure and dielectric “constant” around
the electron carriers can be highly anisotropic and there is
no unique prescription for determining  or the radii a1 and
a2 (see discussion in King et al., 1991, and Muegge et al.,
1997).
Previous attempts to calculate the reorganization energies
for the photosynthetic charge separation steps on the basis
of the reaction center’s crystal structure have not been
entirely successful. Early calculations gave values of 3–4
kcal/mol (Creighton et al., 1988; Parson et al., 1990). More
recent FEP calculations that generated what appear to be
approximately the correct energies for PB and PH
yielded reorganization energies of 5 kcal/mol or more, de-
pending on whether internal cavities of the protein were
assumed to be occupied by water (Warshel et al., 1994;
Alden et al., 1995). However, it was pointed out that the
FEP treatment could have forced the system to undergo
more extensive relaxations than would actually occur on the
time scale of the electron transfer reactions (Alden et al.,
1995).
The rate constant for an electron transfer process is de-
termined by the probability per unit time that a trajectory in
the reactant state will reach a point where the potential
energy surfaces of the reactant and product states intersect
(Warshel and Parson, 1991; Parson and Warshel, 1995). In
the FEP approach, this probability is calculated by using
umbrella sampling to sample the entire configuration space
of the system (Hwang and Warshel, 1987; Kuharski et al.,
1988; King and Warshel, 1990; Warshel and Parson, 1991;
Kollman, 1993). Such sampling provides a free energy
function of the reaction coordinate, from which the reorga-
nization energy can be obtained straightforwardly. How-
ever, it is not clear that the FEP approach will return the
correct probability of reaching the transition state in the case
of an extremely fast reaction, when the reaction time can be
shorter than the conformational relaxation time of the sys-
tem. Configurations that are not accessed on the time scale
of the reaction would not be expected to affect the kinetics.
We address this issue in the present work by using relatively
long molecular dynamics trajectories rather than FEP. Sev-
eral models of the reaction center and the surrounding
medium are considered to assess the sensitivity of the cal-
culated  to the model.
METHODS
Theoretical approach
The time evolution of an electron transfer process in a
condensed phase can be simulated by several approaches.
The diabatic limit can be explored semiclassically by sur-
face-hopping approaches (Warshel, 1982; Warshel and
Hwang, 1985, 1986; Warshel and Parson, 1991), or quan-
tum mechanically by the dispersed-polaron/spin-boson
model (Warshel and Hwang, 1986; Warshel et al., 1989;
Schulten and Tesch, 1991; Marchi et al., 1993). For a recent
discussion of the identity of the dispersed-polaron and spin-
boson models, see Hwang and Warshel (1997). Path integral
methods (Egger and Mak, 1993, 1994; Makri et al., 1996)
can be used to study the quantum mechanical time evolution
of rapid electron transfer in both the diabatic and adiabatic
limits, as can density matrix methods, once the spectral
distribution of vibrations coupled to the reaction has been
obtained by dispersed-polaron simulations (Warshel and
Parson, 1991; Parson and Warshel, 1995). Here we use the
semiclassical approach as a starting point.
The semiclassical rate constant for electron transfer can
be evaluated by extending the surface-hopping model (Tully
and Preston, 1971; Miller and George, 1972) to condensed
phases (Warshel, 1982; Warshel and Hwang, 1985, 1986;
Creighton et al., 1988; Warshel and Parson, 1991; Webster
et al., 1994). This approach involves running molecular
dynamics trajectories on the potential surface of the reactant
state (V1) and monitoring the potential energy difference
between the reactant and product states (V(t)  V2(t) 
V1(t)). If the wavefunction of the system is written as a
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linear combination of wavefunctions for the two states, with
coefficients C1 and C2, the rate constant for a nonadiabatic
transition from state 1 to state 2 is given by
k12  lim
t3
{C2(t)21t1} (2)
C2 (t) 
0
t
(iH12/)C1(	)exp(i/) 
0
	
V(	)d	d	
(3)
Here . . .s means an average over many trajectories (or one
sufficiently long trajectory) in state s; H12 is the electronic
interaction matrix element between the two states; and the
coefficient for state 1 (C1) is assumed to remain near 1.0.
Equation 3 neglects interference effects on the assumption
that systems that cross to the product state dephase elec-
tronically before they return to the reactant state. This
assumption is justified by simulations showing that  V(t)
increases very rapidly once a trajectory crosses to the prod-
uct state and begins to relax on the potential of that state
(Warshel and Hwang, 1985, 1986). When  V(t) is large,
the integrand in Eq. 3 oscillates rapidly and makes little
contribution to k12.
Analysis of Eqs. 2 and 3 shows that k12 is determined by
the probability per unit time that a trajectory in state 1 will
reach a point where V(t)  0 (Warshel, 1982; Tachiya,
1989). The activation free energy (g‡) reflects the inter-
section of two free energy surfaces, g1 and g2, which
express (in units of free energy) the probabilities of finding
various values of V during trajectories on V1 and V2,
respectively. The free energy function for state 1 can be
obtained by running a molecular dynamics trajectory on V1
and sorting the number of times that each value of V is
found. If the trajectory is long enough to span the complete
configurational space of the system, the normalized proba-
bility  1(V) that V(t) will be equal to the particular
value V at any given time during the trajectory is (King
and Warshel, 1990; Zhou and Szabo, 1995)
 1(V) exp{g1(V)
} N(V V)1

N  (V V)exp{ V1
}d
 expV1
d
(4)
where 
  1/RT, (V  V) is the Dirac delta function,
N 1/(VVo)1, Vo V1, and  is a generalized
configurational coordinate. The free energy gap V thus
can be used as a generalized reaction coordinate for the
probabilities and free energy functions. The free energy
function for state 1 is g1(V)  RT ln{ 1(V)}.
To obtain g‡ and , we also need g2. Although g2 can
be calculated from a similar trajectory on the potential
surface of state 2 (vide infra), an alternative route becomes
apparent if Eq. 4 is rewritten as
expg1V	


N  V V	exp(V1 V2	
}expV2
d
 expV1
d

N  V V	expV
expV2
d
 expV1
d
 expV
 expV2
d expV1
d
NV V	expV2
d
exp V2
d
 exp{V
}exp{g2(V)
} (5)
with g2(V)  G°  

1ln{ 2(V)} and G° 

1ln{ exp{V2
}d/ exp{V1
}d}. Equation 5
leads to the relationship
g2(V) g1(V) V (6)
which allows g2(V) to be calculated immediately from
g1(V). This relationship has been pointed out previously
(Warshel, 1982; Tachiya, 1989) and has been obtained by
an alternative derivation by King and Warshel (1990).
Equation 6 states that, for any given value of the reaction
coordinate V, the free energy difference between the two
electronic states is V. It may seem surprising that a free
energy difference can be expressed in this way, when the
time-dependent V(t) is simply an energy. It is important to
note in this connection that the reaction coordinate V in
Eqs. 4–6 is not V(t), but rather the parameter used for
sorting the probabilities that V(t) falls within various
brackets (V  ) during a molecular dynamics trajectory.
Sorting over a sufficiently long trajectory provides a Boltz-
mann average over all of the conformational states of the
system. Note, however, that Eqs. 5 and 6 are rigorously
correct only if the molecular dynamics trajectory on V1
properly samples the entire conformational space, which in
principle requires that the trajectory be infinitely long. Short
trajectories are likely to provide biased sampling.
The problem of incomplete sampling can be reduced
significantly by the FEP approach, which drives the system
to the relevant conformations, even if they require high
values of V1. This approach appears to be the only alterna-
tive in studies of reactions with large activation energies,
where there is otherwise no chance of reaching the transi-
tion state in finite simulation time. For reactions that occur
within a few picoseconds, however, the probability of vis-
iting the transition state can be appreciable. In these cases,
g1 and g2 can be obtained directly from separate simu-
lations on V1 and V2. Values of g
‡ and  derived from
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these free energy functions should be more pertinent than
values obtained with the FEP procedure, because the sim-
ulations are more likely to sample only the configurations
that are accessible on the time scale of the actual reaction.
Differences between values of  obtained by the two ap-
proaches can be considered to reflect dynamic effects.
When the two approaches give different reorganization en-
ergies, we would not expect the g1 and g2 obtained by
separate trajectories on V1 and V2 to satisfy Eq. 6.
Implementation
To evaluate the probability distributions defined by Eq. 4,
we carried out molecular dynamics simulations with a mod-
ified version of the program Enzymix (Lee and Warshel,
1992; Lee et al., 1993; Warshel et al., 1994; Alden et al.,
1995, 1996b). The Rhodopseudomonas viridis crystal struc-
ture (Deisenhofer et al., 1995) was trimmed to 23 Å around
a point midway between the electron donor (P) and acceptor
(B). To represent the surrounding membrane, solvent, and
more distant parts of the protein, the trimmed protein was
embedded in a sphere containing induced dipoles on a grid
with a 4-Å grid spacing. The sphere had a radius of 29 Å.
The distances between the Mg atoms of the BChls and the
N atoms of the His axial ligands were constrained by a
harmonic potential (50 kcal/Å2) at their crystallographic
values. The O atoms of the crystallographic water molecules
also were given a weak harmonic constraint (5 kcal/Å2)
around their crystallographic coordinates. (This was neces-
sary because the model did not include explicit bulk water
molecules to replace water molecules that diffused out of
the protein during the simulations. The constraint kept the
crystallographic waters in the vicinity of their original po-
sitions, while allowing excursions of several Å around these
points.) Otherwise, unconstrained atomic motions were al-
lowed in the region within 21 Å from the center of the
system, and motions with harmonic constraints (Warshel et
al., 1986) were allowed at the crystallographic positions
outside this region. The local reaction field method (Lee and
Warshel, 1992; Lee et al., 1993) was used to treat all atoms
in the 23-Å structure explicitly, with no cutoff distance for
long-range electrostatic interactions. Separate calculations
were done with models in which the ionizable residues of
the protein were in their neutral or ionized forms. Trajec-
tories were propagated with time steps of 1 fs at 295 K, and
the electrostatic energy difference between reactant and
product electronic states, Velec(t), was evaluated every 10
steps.
The parameterization of the intramolecular force fields
for BChl-b and BPh-b was refined by setting the optimal
value of the bond length, bond angle, and torsional angle for
each type of bond equal to the mean value for all of the
bonds of that type in the four BChl-b and two BPh-b
molecules in the Rp. viridis crystal structure. Forces for
improper torsions were also used to restrain departures of
the  systems from planarity.
The electrostatic energy change associated with moving
an electron instantaneously from P to B at time t in a
molecular dynamics trajectory includes the change in direct
interactions of P and B with each other (VQQ) and with the
atoms of the protein and crystallographic waters (VQ); it
also includes the changes in interactions with induced di-
poles in the protein and crystallographic waters (Vind),
with induced dipoles on the grid of points representing the
surroundings (VH2O  Vmemb), and with the bulk solvent
surrounding the system (Vbulk):
Velec(t)
 VQQ VQ  Vind VH2O Vmemb Vbulk
(7)
In addition to the electrostatic energy, the total energy
gap between the reactant and product, V(t), includes the
gas-phase energy change for electron transfer when the
donor and acceptor are at infinite distance in a vacuum,
Egas:
V(t) Velec(t) Egas (8)
In evaluating  (V), we can focus on Velec(t) because the
constant term Egas does not affect the reorganization en-
ergy. To illustrate the calculated free energy surfaces for
P*B and PB, we use an assumed Egas of 50.5 kcal/mol
for the reaction P*B 3 PB, which makes the reaction
weakly exothermic, in accord with the previous results cited
above. The same value of Egas is used for all of the models
considered, although estimates of this parameter depend
somewhat on the details of the model (Alden et al., 1996a).
Interactions between the two BChls of P are considered to
be part of Egas, and therefore are not included in VQQ or
Vind. These interactions are included, however, in the
forces and energies for the molecular dynamics, as are the
classical internal energies of the BChls. The histidine axial
ligands of P and B are treated as part of the protein.
Interactions with electrolytes in the medium are neglected.
To treat the effects of induced dipoles in the solvent,
membrane, and outer regions of the protein (VH2O and
Vmemb), each point in the grid embedded in the micro-
scopic system was assigned an induced dipole ( ) with a
magnitude that depended on the field () from the atomic
charges and the other induced dipoles. To model a phos-
pholipid membrane or an annulus of detergents, the grid
elements in a 40-Å belt around the reaction center were
assigned an electronic polarizability corresponding to a
macroscopic dielectric constant of 2 (Alden et al., 1995).
The grid elements in the polar regions on either side of the
belt were assigned dielectric properties resembling those of
bulk water. We also considered a model in which all of the
grid points were treated as water dipoles. In previous En-
zymix calculations, the dependence of   on  for water
dipoles was described by a Langevin-type equation
(Warshel and Russell, 1984; Russell and Warshel, 1985;
Luzhkov and Warshel, 1992). Here we used an exponential
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approximation of the Langevin equation:    [1 
exp(
)], with   0.35 eÅ and 
  46.8 e1Å2 (Alden
et al., 1996b). A repulsive potential proportional to r12 was
used to prevent mobile atoms from impinging on the fixed
grid points. To attenuate interactions with the nearest atoms,
the field from dipole j on atom i was scaled by the factor
{1  exp[(rij/ro)
4]}, where rij is the distance between the
atom and grid point j and ro  3 Å. The same scaling was
used to attenuate the interactions between neighboring in-
duced dipoles.
The induced dipoles of the protein and the hydrophobic
layer of the membrane were evaluated for the PB and PB
electronic states once every 10 steps in the dynamics (on
each calculation of Velec). These relatively weak, elec-
tronic dipoles were assumed to relax instantaneously in
response to the fluctuating electric fields from the protein,
electron carriers, and Langevin dipoles. An effective screen-
ing constant of 1.1 was used to correct approximately for
interactions of the induced dipoles with each other (Russell
and Warshel, 1985). The Langevin dipoles were evaluated
once on each step in the dynamics, and their interactions
with each other were treated explicitly. However, the Lan-
gevin dipoles were fixed during the evaluation of the energy
change associated with moving an electron from P to B.
This procedure models the comparatively slow dielectric
relaxation of water or the polar head groups of membrane
phospholipids. Vbulk was evaluated with an expression
given previously (Alden et al., 1996b), which again distin-
guishes between low- and high-frequency induced dipoles.
Forces resulting from interactions with the bulk solvent
were neglected for computation of accelerations during the
molecular dynamics trajectories.
Before the trajectories described below, the system was
equilibrated by molecular dynamics in the ground state (PB)
for several picoseconds at 30 K and then for 20 ps at 295 K.
An additional equilibration period of at least 2 ps in state
PB was allowed before each of the trajectories in this
state.
RESULTS AND DISCUSSION
Fig. 1 shows plots of the time-dependent electrostatic en-
ergy difference between the states PB and PB, Velec(t),
during molecular dynamics trajectories in the two states.
The model of the reaction center includes a membrane with
polar and nonpolar regions, and all ionizable groups are
taken to be neutral. Note that the mean value of Velec is
more negative in PB than in PB; the difference reflects
reorganization of the system in response to charge separation.
Table 1 lists the terms that contribute to Velec, as aver-
aged over molecular dynamics trajectories on the PB and
PB surfaces. Relaxations of the protein around the
charged electron carriers make VQ more favorable in
PB than in the ground state. Small movements of P and
B with respect to each other also make VQQ slightly more
favorable in PB. However, the more negative values of
VQ and VQQ are offset by less negative values of
Vind and VH2O  Vmemb.
As discussed in the Methods section, the free energy
functions g1 and g2 can be obtained as functions of the
energy gap by first constructing histograms of the relative
probability,  (V), of finding various values of V(t) dur-
ing the two trajectories (Fig. 2). The free energy of the
system in state s (P*B or PB) is given by
g(V)RT ln{ s(V)} Gs
o (9)
where G°s is the standard free energy difference between
state s and a reference state. We take the reference state to
be P*B, so that G°P*B  0, and simplify G°PB to G°.
Given the probability functions for the two states, G° is
determined simply by setting gPB equal to gP*B at
V  0.
The free energy functions obtained from the trajectories
of Fig. 1 are shown in the top part of Fig. 3. In Marcus’
(1956, 1996) treatment, the functions for the reactant and
product state are assumed to have the same curvature.
Because the actual gPB and gP*B functions have some-
what different curvatures, there are several possible ways to
FIGURE 1 The time-dependent elec-
trostatic energy gap between PB and
PB during 40-ps trajectories at 295 K
on the PB (left) and PB (right) poten-
tial surfaces. Each trajectory was pre-
ceded by an equilibration period in the
same state. Ionizable amino acid side
chains were treated as neutral. The po-
tential energy surface of the ground-state
PB is used as an approximation of the
surface of the excited-state P*B (see
text).
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define the reorganization energy of the reaction. One pos-
sibility is to take the mean of the change in gP*B for
moving P*B from V°P*B to V°PB and the corresponding
change for moving PB from V°PB to V°P*B. These
quantities are indicated by the vertical arrows labeled 1 and
2 in Fig. 3. This definition gives  
 1.5 kcal/mol (0.065
eV), with 1 
 1.45 and 2 
 1.55 kcal/mol. Because
g‡  (G°  )2/4 in the Marcus theory, another pos-
sibility is to define  as 4g(G°0)
‡ , where g(G°0)
‡ is the
activation energy for the reaction when G°  0. The
intersection of gP*B with gPB  G° (not shown) gives
g(G°0)
‡ 
 0.43 kcal/mol and  
 1.7 kcal/mol.
In the model used for the calculations described so far, all
of the ionizable side chains were in their neutral states. The
lower panel of Fig. 3 shows the results obtained when all of
the ionizable chains were ionized. Although the mean val-
ues of Velec are more negative by 2–3 kcal/mol, the cal-
culated reorganization energies are essentially the same as
in the neutral model. With the value of Egas used here,
G° 
 0.6 kcal/mol for P*B 3 PB in the neutral
model, and 2.5 kcal/mol in the ionized model. In both
models, the two curves intersect near the minimum for P*B,
giving an activation energy of  0.2 kcal/mol.
Although the molecular dynamics trajectory for the reac-
tant state P*B was actually propagated on the potential
energy surface of the ground state (PB), relatively little
reorganization of the system is expected to accompany
excitation of P. The charge transfer character of P* is
probably less than 10% (Parson and Warshel, 1987), and the
dipole moments of intradimer charge transfer states are
much smaller than the dipole moment of PB. In addition,
the system has only a few picoseconds to reorganize in
response to any change in dipole moment that does result
from excitation.
A much larger reorganization energy is obtained if the
entire medium surrounding the protein is modeled by Lan-
gevin-induced dipoles with the dielectric properties of bulk
water. The g functions in this model seem notably anhar-
monic, and the function for PB has markedly greater
curvature than that for P*B, so that the estimated values of
1 and 2 differ by 4 kcal/mol (Fig. 4). The mean of 1
and 2 is on the order of 6.5 kcal/mol. As shown in Table 1,
VH2O  Vmemb in the water model is positive (unfavor-
able for charge separation) for P*B, but becomes negative
for PB. Water dipoles that are oriented more or less
randomly in state P*B evidently become much more tightly
aligned in response to the field from PB. This model is
probably less realistic, because relatively little bulk water
will reside in the nonpolar belt of lipid surrounding the
reaction center (Yeates et al., 1987; Roth et al., 1989),
although the exact amount of water sequestered in small
pockets of the protein merits futher investigation (Alden et
al., 1995). As in the membrane model, trajectories with all
FIGURE 2 Distributions of the calculated energy gap between P*B and
PB during the PB (F) and PB (E) trajectories shown in Fig. 1. The
total energy gap (V) includes, in addition to Velec, Egas for the reaction
P*B3 PB (50.5 kcal/mol).  s(V) is the relative probability that V
is within a small interval () around the value V, averaged over a
trajectory in electronic state s. The bin size 2 was chosen to divide the
total range of V for each trajectory into 25 equal intervals. The dotted
curves are Gaussian fits.
TABLE 1 Contributions to Velec for P*B 3 P
B*
s# Model§ VQQs VQs Vinds VH2O/membs
¶ Vbulks Velecs
PB n,m 30.2 7.7 12.6 2.2 0.2 48.6
PB n,m 30.8 13.5 10.2 0.1 0.0 54.4
PB i,m 30.1 11.8 10.7 0.5 0.5 51.6
PB i,m 30.5 19.0 8.0 0.0 0.4 57.0
PB n,w 30.5 6.9 12.9 4.9 0.4 45.8
PB n,w 30.8 14.8 10.3 1.5 0.5 57.8
PB i,w 30.1 11.9 10.7 3.8 0.0 48.9
PB i,w 30.2 18.7 8.4 3.9 0.1 61.1
*Energies are given in kcal/mol.
#Electronic state in which the molecular dynamics trajectory was propagated. . . .s means an average over a trajectory in state s. The potential energy
surface of the ground state PB is used as an approximation of the surface of the excited state P*B (see text).
§Ionizable amino acid side chains were either neutral (n) or ionized (i), and the reaction center was embedded in either a membrane (m) or water (w). The
trajectory lengths for PB in the (i,m) and (i,w) models were 25 and 20 ps, respectively; all of the others were between 40 and 45 ps.
¶VH2O  Vmemb.
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of the ionizable groups charged gave essentially the same
apparent reorganization energies (not shown).
If the time-dependent energy gap V(t) is a Gaussian
variable with standard deviation s, the free energy function
should be given by
gs
s
2
V Vs
o)2Gs
o (10)
with s  RT/s. The calculated functions are in good
accord with this relationship. However, the free energy
functions do not conform to Eq. 6, which should apply if the
trajectories explored the entire configurational space of the
system (see Methods). Fig. 5 illustrates the discrepancy for
the model that includes a membrane and has all of the
ionizable groups in their neutral forms; the results are sim-
ilar in the other models. The free energy function calculated
with Eq. 6 (curve 2) gives larger values of G° and  than
the function obtained directly from a trajectory in state
PB (curve 2). Note that the disagreement with Eq. 6 does
not hinge on the choice of Egas, which affects only the
vertical positioning of PB; it lies in the horizontal sepa-
ration of the two minima (V°P*B  V°PB). If both g
curves are described by Eq. 10 with the same curvature (),
Eq. 6 would require that V°P*B  V°PB  1/. For the
membrane model with the ionizable groups neutral, we
found P*B 0.095 and PB  0.103 mol/kcal, giving 1/

 10 kcal/mol. The actual separation is only5.5 kcal/mol.
The discrepancy between the observed values of V°P*B
 V°PB and the values predicted by Eq. 6 probably
reflects the fact that finite trajectories on the P*B and PB
potential energy surfaces necessarily explore limited and, to
FIGURE 3 Calculated free energy functions of the reaction coordinate
V in states P*B (F) and PB (E). The free energies are referred to the
minimum in state P*B. The vertical lines (1 and 2) indicate the reorga-
nization energies of the reactants and products. The upper panel is for a
model in which the ionizable amino acid side chains are neutral; the lower
panel is for a model with the ionizable groups charged. The dotted curves
are parabolic fits. The g curve for PB in the lower panel is based on
a trajectory of 25 ps after an equilibration period; all of the other curves
represent 40-ps trajectories.
FIGURE 4 Free energy functions of V in states P*B (F) and PB
(E), calculated for a model in which the membrane surrounding the
reaction center was replaced by water. The ionizable side chains were
neutral. The trajectory lengths were 45 ps. Egas was taken to be 50.5
kcal/mol, as in Fig. 3. The dotted curves are parabolic fits.
FIGURE 5 Parabolic fits to the free energy functions gPB (curve 1)
and gP*B (curve 2) in the upper panel of Fig. 3, and (curve 2) the free
energy function for PB, calculated by Eq. 6 from the parabolic function
for P*B. The reorganization energy calculated from curves 1 and 2 (2)
is 5.3 kcal/mol. The smaller value of 1.5 kcal/mol obtained from curves
1 and 2 is probably a better estimate of the effective .
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some extent, nonoverlapping regions of configurational
space. There are two points to consider here. First, reaction
centers in the state P*B are unlikely to visit all of the
conformations that are adopted by reaction centers in PB,
and vice versa. The simulation time needed for proper
sampling of the relevant conformational regions of PB
during a trajectory on P*B will, therefore, be longer than the
time required during a trajectory on PB itself. Second,
even a trajectory on PB will not sample all of the
conformations that are ultimately significantly populated in
this state, if the simulation time is shorter than the time
required for the system to approach conformational equilib-
rium after charge separation.
The conformational equilibration time is not necessarily
related in any simple way to the time needed to sample the
pertinent conformational space of PB during a trajectory
in P*B, although barriers to conformational fluctuations
would impede both equilibration and sampling. Experimen-
tal measurements of vibrational coherences after excitation
of reaction centers with femtosecond flashes have shown
that complete conformational equilibration is not achieved
on the 3-ps time scale of the initial charge separation (Vos
et al., 1994a,b; Woodbury et al., 1994; Stanley and Boxer,
1995). Many conformational changes in proteins occur on
nanosecond or even longer time scales. This implies that the
effective values of  and G° for the charge separation
reactions are functions of time and, presumably, of temper-
ature. Although FEP techniques can be used to enforce
equilibrium in a computer model (Hwang and Warshel,
1987; Kuharski et al., 1988; King and Warshel, 1990;
Warshel and Parson, 1991; Kollman, 1993), the estimates of
 
 1.5 kcal/mol obtained from the free energy functions
shown in Fig. 3 or 1.7 kcal/mol obtained from g(G°0)
‡
probably are more pertinent to the initial electron transfer
kinetics than values obtained for a fully equilibrated system.
Conformational relaxations that occur on time scales of
more than 10 ps will have little bearing on the kinetics. As
long as the electronic coupling between P*B and PB is
sufficiently weak so that reversibility can be neglected (i.e.,
as long as the reaction is nonadiabatic), the kinetics can
probably be simulated best by using the semiclassical tra-
jectory method to evaluate the rate of surface hopping
(Creighton et al., 1988; Warshel and Parson, 1991; Parson
and Warshel, 1995). The situation may be different, how-
ever, in the second step of charge separation, where the
coupling between PBH and PBH may be stronger.
Here conformational relaxations of PH could be impor-
tant for pulling the reaction to completion (Kitzing and
Kuhn, 1990; Peloquin et al., 1994; Woodbury et al., 1994).
In addition to giving larger reorganization energies, FEP
calculations should give more negative values of G° com-
pared to calculations that do not enforce conformational
equilibrium. Because the activation energy depends on
G°  , the rate constants obtained by using the Marcus
relationship with the two sets of values for G° and  may
be similar. The same is true for calculations in which g2 is
obtained either directly or from g1 by Eq. 6. The identical
activation energies associated with curves 2 and 2 in Fig. 5
illustrate this point.
In conclusion, molecular dynamics simulations using the
Rp. viridis crystal structure and using a model in which the
reaction center is embedded in a membrane give a reorga-
nization energy of 1.6  0.2 kcal/mol for the initial step of
charge separation. The calculated reorganization energy is
insensitive to the treatment of the ionizable side chains.
Taken with recent evidence that PB lies slightly below
P* in energy, the small size of  is in good accord with the
high speed of the reaction and with the observation that the
rate is insensitive to temperature. The small reorganization
energy depends on the low polarizability of the membrane:
similar calculations using a model in which the reaction
center is surrounded by water give a reorganization energy
on the order of 6.5 kcal/mol. Calculations based on Eq. 6
probably lead to an overestimate of , because a trajectory
in the reactant state does not sample all of the conforma-
tional states that become important in the products. And
finally, because the system evidently does not relax com-
pletely on the time scale of the initial electron transfer steps,
both  and G° should be considered functions of time and
temperature.
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