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1. Introduccio´n
En este art´ıculo, trataremos con el problema de Cauchy asociado al problema
de valor inicial:
ut + uux + σuxx + µ(σux + σuxxx) = 0
u(x, 0) = φ(x), (1.1)
donde x ∈ R, t ∈ (0,+∞), µ > 0 y σ es el inverso aditivo de la transformada
de Hilbert (vea [5], para ma´s informacio´n sobre este operador), es decir,
σf(x) = − 1
pi
v.p.
1
x
∗ f = 1
pi
lim
→0
∫
|x|>
f(y)
x− y dy (1.2)
Ma´s precisamente, estamos interesados en estudiar ciertas propiedades de las
soluciones reales de (1.1) como la buena colocacio´n local y global en los espa-
cios de Sobolev Hs(R) y en los espacios de Sobolev con pesos Fs,r (informacio´n
completa sobre estos espacios puede consultarse en [1], [10]). Antes de empren-
der esta tarea haremos algunos comentarios sobre (1.1). La ecuacio´n diferencial
parcial (E.D.P.) en (1.1) es una perturbacio´n de la bien conocida ecuacio´n de
Benjamin-Ono (B-O), que se obtiene cuando µ = 0. En este caso, el estudio de
la buena colocacio´n en los espacios de Sobolev Hs(R) fue hecho por Io´rio [8],
[9], Ponce [14], Tao [18] y el estudio de la buena colocacio´n en los espacios con
peso Fs,r fue realizado por Io´rio [7], [8], [9], donde se obtienen resultados sor-
prendentes, tales como: Si la solucio´n u de la B-O es muy regular y tiene buena
deca´ıda en cierto instante t, entonces u es identicamente cero. Aqu´ı, obtendre-
mos un resultado semejante para nuestra ecuacio´n. De otro lado, Alvarez en
[4] estudia la buena colocacio´n local y global en los espacios de Sobolev Hs(R)
del problema de valor inicial:
ut + uux + uxxx + µ(σux + σuxxx) = 0
u(x, 0) = φ(x), (1.3)
que es una perturbacio´n disipativa no local de la ecuacio´n de Korteweg-de
Vries (KdV). Aunque en nuestro trabajo se obtienen resultados semejantes a
los de Alvarez, presentamos aqu´ı una mejor estimativa de regularizacio´n para
el semigrupo generado por la parte lineal de (1.1). Adema´s, mostramos una
forma ma´s simple para obtener las estimativas de las normas ||u||s, pues para
ello so´lo necesitamos de la estimativa del conmutador de Kato-Ponce [12], de
la estimativa de regularizacio´n del semigrupo y de una estimativa a priori para
||u||2, a diferencia del trabajo de Alvarez en el que se utilizan las ideas se
Bonna-Scott en [3], que es un resultado engorroso y de d´ıficil aplicacio´n. La
E.D.P. en (1.1) como, en (1.3) modelan feno´menos f´ısicos que se presentan en
teor´ıa de fluidos; para mayor informacio´n sobre esta cuestio´n vea [2], [15], [16]
y las referencias contenidas all´ı. La siguiente notacio´n sera´ u´til en la lectura del
presente trabajo:
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1. S(R), notara´ al espacio de Schwartz.
2. S ′(R), notara´ al espacio de las distribuiciones temperadas.
3. Para f ∈ S ′(R), fˆ notara´ la transformada de Fourier de f y fˇ notara´ la
transformada inversa de Fourier de f .
4. Para s ∈ R, el espacio Hs(R) := {f ∈ S ′(R) | (1 + ξ2) s2 fˆ ∈ L2(R)}
es el espacio de Sobolev de orden s y es un espacio de Hilbert con el
producto interno (f, g)s =
∫∞
−∞(1 + ξ
2)sfˆ(ξ)gˆ(ξ)dξ.
5. Para s ∈ R, r = 1, 2, ..., el espacio Fs,r := Hs(R) ∩ L2r(R), donde
L2r(R) = {f ∈ L2(R) | xrf ∈ L2(R)} es un espacio de Banach con la
norma ‖f‖2s,r = ‖f‖2s + ‖f‖2L2r(R).
6. Si X, Y son espacios de Banach, B(X;Y ) es el espacio de los opera-
dores lineales continuos de X en Y dotado de la norma ‖T‖B(X;Y ) =
sup‖x‖=1 ‖Tx‖. Si X = Y escribiremos B(X) en vez de B(X;Y ).
7. Escribiremos
Aµ = −σ∂2x − µ(σ∂x + σ∂3x) (1.4)
bµ(ξ) = iξ|ξ|+ µ(|ξ| − |ξ|3) (1.5)
Eµ(t)φ = etAµφ = (ebµ(ξ)tφ̂)ˇ, (1.6)
donde µ > 0, ξ ∈ R, φ ∈ Hs(R) y σ es dado por (1.2).
8. Λs =
(
1− ∂2x
) s
2 .
9. [A,B] notara´ el conmutador de los operadores A y B.
2. La ecuacio´n Lineal
Esta seccio´n la dedicaremos al estudio de la solucio´n de la ecuacio´n lineal
asociada a (1.1), que por comodidad escribiremos:
ut +Aµu = 0
u(0) = φ, (2.7)
donde Aµ es dado por (1.4) y φ ∈ Hs(R) o φ ∈ Fs,r.
Teorema 2.1. 1. Eµ : [0,∞) −→ B(Hs(R)) es un C0-semigrupo en
Hs(R). Adema´s,
‖Eµ(t)‖B(Hs(R)) ≤ eµt (2.8)
2. Sea λ ∈ [0,∞). Entonces, Eµ(t) ∈ B(Hs(R),Hs+λ(R)), para todo t >
0, s ∈ R y satisface la desigualdad:
‖Eµ(t)φ‖s+λ ≤ Cλ(eµt + (µt)−λ/3)‖φ‖s , (2.9)
para toda φ ∈ Hs(R), donde Cλ es una constante que depende so´lo de
λ.
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Demostracio´n. La prueba de la primera parte es esta´ndar y se obtiene como
consecuencia del teorema de la convergencia dominada de Lebesgue y de la
desigualdad |ebµ(ξ)t| = eµt(|ξ|−|ξ|3) ≤ eµt. Esta desigualdad junto con las desi-
gualdades:
sup
ξ∈R
ξ2λe2µt(|ξ|−|ξ|
3) ≤ 2λe2µt +
(
λ
µt
) 2
3
e−
λ
3 (2.10)
y
‖Eµ(t)φ‖s+λ2 =
∫ +∞
−∞
{(1 + ξ2)λe2µt(|ξ|−|ξ|3)}(1 + ξ2)s|φˆ(ξ)|2 dξ
≤ sup
ξ∈R
{(1 + ξ2)λe2µt(|ξ|−|ξ|3)}‖φ‖s2
≤ Cλ sup
ξ∈R
{(1 + ξ2λ)e2µt(|ξ|−|ξ|3)}‖φ‖s2
≤ Cλ(e2µt + sup
ξ∈R
{ξ2λe2µt(|ξ|−|ξ|3)})‖φ‖s2
≤ Cλ(e2µt + (µt)−2λ/3)‖φ‖s2
implican (2.9), pues de (2.8) y la desigualdad 1− 1ξ2 > 12 si ξ2 > 2 se tiene que
ξ2λe2µt(|ξ|−|ξ|
3) ≤ sup
|ξ|≤√2
ξ2λe2µt(|ξ|−|ξ|
3) + sup
|ξ|≥√2
ξ2λe2µt(|ξ|−|ξ|
3) (2.11)
≤ 2λ sup
|ξ|≤√2
e2µt(|ξ|−|ξ|
3) + sup
|ξ|≥√2
ξ2λe−2µt|ξ|
3
(2.12)
≤ 2λe2µt + sup
ξ∈R
ξ2λe−2µt|ξ|
3) (2.13)

Proposicio´n 2.1. La u´nica solucio´n de (2.7) es
u(t) = Eµ(t)φ. (2.14)
Es decir, la aplicacio´n t ∈ (0,+∞) 7−→ u(t) = Eµ(t)φ ∈ Hs(R) es la u´nica que
satisface que
lim
h→0
∥∥∥∥u(t+ h)− u(t)h −Bµu(t)
∥∥∥∥
s−3
= 0. (2.15)
Demostracio´n. Sean φ, ψ ∈ Hs(R) y u, v ∈ C([0, T ];Hs(R)) dos soluciones
del problema (2.7) tal que u(0) = φ y v(0) = ψ. Entonces, w(t) = u(t) − v(t)
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satisface (2.7) con dato inicial w(0) = φ− ψ, luego
1
2
d
dt
‖w(t)‖s−32 = −(σΛs−3wxx,Λs−3w)0 − µ(σΛs−3wx + σΛs−3wxxx,Λs−3w)0
= −µ
∫
{|ξ|≤1}∪{|ξ|>1}
(|ξ|3 − |ξ|)(1 + ξ2)s−3|ŵ(ξ)|2 dξ
≤ µ
∫
|ξ|≤1
(|ξ| − |ξ|3)(1 + ξ2)s−3|ŵ(ξ)|2 dξ
≤ µ
∫
|ξ|≤1
(1 + ξ2)s−3|ŵ(ξ)|2 dξ
≤ µ‖w(t)‖s−32, (2.16)
donde hemos usado que σ∂xx es un operador antisime´trico en Hs(R). Ahora,
integrando desde 0 hasta t y aplicando la desigualdad de Gronwall obtenemos
‖u(t)− v(t)‖s−3 ≤ ‖φ− ψ‖s−3eµt, (2.17)
que implica la unicidad, como consecuencia de hacer φ = ψ. La prueba de
(2.15) es esta´ndar y es consecuencia del teorema de la convergencia dominada
de Lebesgue, de las propiedades del semigrupo {Eµ(t)} y de la desigualdad del
valor medio. 
Nuestra intuicio´n nos llevar´ıa a pensar que u(t) = Eµ(t)φ ∈ S(R) si φ ∈
S(R). Desafortunadamente esto no ocurre. Para ver esto, estudiaremos el pro-
blema (2.7) en los espacios de Sobolev con peso Fs,r = Hs(R)∩L2r(R), pues las
normas de estos espacios forman un sistema fundamental de seminormas para
S(R) (a este respecto vea por ejemplo [11] o [17]). Comenzaremos esta labor
con:
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Lema 2.1. Sea Fµ(t, ξ) = etbµ(ξ) donde bµ(ξ) = iξ|ξ|+µ(|ξ| − |ξ|3). Entonces,
∂ξFµ(t, ξ) = t[µ sgn(ξ) + |ξ|(2i− 3µξ)]Fµ(t, ξ) (2.18)
∂2ξFµ(t, ξ) = 2µtδ + t[2i sgn(ξ)− 6µ|ξ|]Fµ(t, ξ)+
+ t2[µ sgn(ξ) + |ξ|(2i− 3µξ)]2Fµ(t, ξ) (2.19)
∂3ξFµ(t, ξ) = 2µtδ
′ + 4itδ − 6µt sgn(ξ)Fµ(t, ξ)+
+ t2[6iµ+ 6(µ2 − 2)ξ − 54iµξ2 + 54µ2ξ3]Fµ(t, ξ)+
+ t3[µ sgn(ξ) + |ξ|(2i− 3µξ)]3Fµ(t, ξ) (2.20)
∂4ξFµ(t, ξ) = 2µtδ
′′ + 4itδ′ + 2(µ3t3 − 6µt)δ+
+ t2[6(µ2 − 2)− 108iµξ + 162µ2ξ2]Fµ(t, ξ)+
+ t3[12iµ2 + 12µ(µ2 − 4)ξ − 24i(2 + 3µ2)ξ2 + µ(288− 72µ2)ξ3+
+ 324iµ2ξ4 − 324µ3ξ5] sgn(ξ)Fµ(t, ξ)+
+ t4[µ sgn(ξ) + |ξ|(2i− 3µξ)]4Fµ(t, ξ) (2.21)
Adema´s, para j ≥ 4 la j-e´sima derivada de Fµ(t, ξ) tiene la forma:
∂jξFµ(t, ξ) =2µtδ
(j−2) + 4itδ(j−3) +
j−4∑
k=0
pk(t)δ(k) +
j−1∑
k=0
tk[qk(ξ)
+ sk(ξ) sgn(ξ)]Fµ(t, ξ) + tj [µ sgn(ξ) + |ξ|(2i− 3µξ)]jFµ(t, ξ),
(2.22)
donde δ es la funcio´n delta de Dirac, pk(t), qk(ξ) y sk(ξ) son polinomios tales
que grad(pk(t)) ≤ j − 1, grad(qk(ξ)) ≤ 2j − 3 y grad(sk(ξ)) ≤ 2j − 3.
Demostracio´n. Un ca´lculo directo prueba (2.18)-(2.21). El principio de induc-
cio´n nos permite obtener (2.22). 
Teorema 2.2. Sea µ > 0. Eµ : [0,+∞) −→ B(Fs,r) es un C0-semigrupo para
s, r ∈ N, s ≥ r y satisface que
(a.) Si r = 0, 1
‖Eµ(t)φ‖Fs,r ≤ Θr(t)‖φ‖Fs,r para todo φ ∈ Fs,r (2.23)
donde Θr(t) es de la forma
pµ,r(t)eµt +
3r−1∑
l=1
kl,µt
l/3
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tal que kl,µ es una constante que depende de µ y pµ,r(t) es un polinomio en t
de grado r con coeficientes positivos dependiendo so´lo de µ.
(b.) Si r ≥ 2 y φ ∈ Fs,r, Eµ ∈ C([0,∞];Fs,r), si y so´lo si,
(∂jξ φ̂)(0) = 0, j = 0, 1, 2, · · · , r − 2. (2.24)
En este caso, tambie´n se tiene una estimacio´n como (2.23).
Demostracio´n. El lema anterior junto con la desigualdad
‖Eµ(t)φ‖Fs,r
2 = ‖Eµ(t)φ‖s2 + ‖Eµ(t)φ‖L2r
2
≤ e2µt‖φ‖s2 +
∫ +∞
−∞
(1 + x2)r|Eµ(t)φ|2 dx
≤ Ce2µt‖φ‖Fs,r
2 + cr
∫ +∞
−∞
|∂rξ (Fµ(t, ξ)φ̂(ξ))|2 dξ (2.25)
implican el resultado. 
No´tese que la unicidad del problema (2.7) en Fs,r es una consecuencia de la
teor´ıa en Hs(R).
Teorema 2.3. Sea µ > 0 fijo y φ ∈ Fs,r con s, r ∈ N y s ≥ r. Si r = 0, 1 la
solucio´n u´nica de (2.7) en Fs,r esta´ dada por u(t) = Eµ(t)φ. Si r ≥ 2, (2.7)
tiene una solucio´n en Fs,r si y so´lo si (2.24) se cumple. En este caso la solucio´n
es u´nica y esta´ dada por u(t) = Eµ(t)φ.
3. Teor´ıa Local en Hs(R) y en F2,1(R)
En esta seccio´n probaremos que el problema (1.1) es localmente bien puesto
en los espacios de Sobolev Hs(R) y Fs,r, para ciertos valores de los para´metros
s y r.
Teorema 3.1. Si s > 1/2, el problema (1.1) es equivalente a la ecuacio´n
integral
u(t) = Eµ(t)φ−
∫ t
0
Eµ(t− τ) ∂xu2(τ) dτ (3.1)
Ma´s precisamente, si u ∈ C([0, T ];Hs(R)) con s > 1/2, es una solucio´n de
(1.1) entonces u satisface (3.1). Rec´ıprocamente, si u ∈ C([0, T ];Hs(R)), con
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s > 1/2, es una solucio´n de (3.1) entonces u ∈ C1([0, T ];Hs−3(R)) y satisface
(1.1) con derivada dada por
lim
h→0
∥∥∥∥u(t+ h)− u(t)h −Bµu(t) + 12(∂xu2)(t)
∥∥∥∥
s−3
= 0. (3.2)
Demostracio´n. La primera parte de la prueba es consecuencia del me´todo de
variacio´n de para´metros y de observar que el te´rmino no lineal ∂xu2 tiene
sentido, pues puede considerarse como una distribucio´n temperada, ya que u2
es continua y se anula en infinito para s > 12 , en virtud del Lema de Sobolev. La
segunda parte se obtiene por reemplazar la u de la ecuacio´n ecuacion integral
(3.1) en la parte derecha de (3.2) y luego usar las propiedades del semigrupo
junto con el teorema de la convergencia dominada de Lebesgue (para ma´s
detalles vea [13]). 
Teorema 3.2. Sean µ > 0 y φ ∈ Hs(R), con s > 1/2. Entonces, existe
T = T (‖φ‖s, µ) > 0 y una u´nica solucio´n u ∈ C([0, T ];Hs(R)) de (1.1).
Demostracio´n. La idea de la prueba es aplicar el teorema de contraccio´n de
Banach a la funcio´n definida por el miembro derecho de (3.1) en un espacio
adecuado. Con este fin, sean M > 0 y
(Af)(t) := Eµ(t)φ− 12
∫ t
0
Eµ(t− t′) ∂x(f2) dt′ (3.3)
definida en el espacio me´trico completo
Xs(T ) = {f ∈ C([0, T ];Hs(R)) : ‖f(t)− Eµ(t)φ‖s ≤M}, (3.4)
con me´trica dada por
d(f, g) = ‖f − g‖s,∞ = sup
t∈[0,T ]
‖f(t)− g(t)‖s.
La prueba es consecuencia de observar que:
1. Si f ∈ Xs(T ) entonces Af ∈ C([0, T ];Hs(R)). Esto es consecuencia de
la propiedades del semigrupo {Eµ} y del teorema de la convergencia
dominada de Lebesgue
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2. Existe T > 0 tal que A(Xs(T )) ⊂ Xs(T ). En efecto, para u ∈ Xs(T ),
por (2.9) y la desigualdad del valor medio se tiene que
‖(Au)(t)− Eµ(t)φ‖s ≤
1
2
∫ t
0
∥∥Eµ(t− τ)∂xu2(τ)∥∥s dτ
≤ C
µ
(M2 + e2µT ‖φ‖s2)(eµT − 1 + (µT )2/3)
≤ C
µ
(M2 + e2µT ‖φ‖s2)(µTeµT + (µT )2/3). (3.5)
Eligiendo T > 0 de tal manera que el lado derecho de (3.5) sea menor
que M obtenemos lo querido.
3. Finalmente, probemos que existe T > 0 tal que A es una contraccio´n
sobre Xs(T ). Con esto en mente observemos primero que:∥∥(u2 − v2)(τ)∥∥
s
= ‖(u− v)(u+ v)(τ)‖s ≤ C‖(u− v)(τ)‖s(M + ‖Eµ(τ)φ‖s)
≤ C(M + eµT ‖φ‖s)‖u(t)− v(t)‖s,∞, (3.6)
para u ∈ Xs(T ), con s > 12 . Por lo tanto, (3.6), la desigualdad del valor
medio y (2.9) implican que
‖(Au)(t)− (Av)(t)‖s ≤
1
2
∫ t
0
∥∥Eµ(t− τ)[(u2)x(τ)− (v2)x(τ)]∥∥s dτ
≤ C
µ
(M + eµT ‖φ‖s)(eµT − 1 + (µT )2/3)‖u(t)− v(t)‖s,∞
≤ C
µ
(M + eµT ‖φ‖s)(µTeµT + (µT )2/3)‖u(t)− v(t)‖s,∞
Eligiendo T > 0 tal que
C
µ
(M + eµT ‖φ‖s)(µTeµT + (µT )2/3) < 1,
resulta que A es una contraccio´n sobre Xs(T ).
De (1) - (3) se sigue el resultado. 
Teorema 3.3. El problema (1.1) es localmente bien puesto en Hs(R), pa-
ra s > 12 . Ma´s precisamente, para φ ∈ Hs(R), existen T > 0 y una u´nica
u ∈ C([0, T ];Hs(R)) que satisface (1.1) y tal que u ∈ C1([0, T ];Hs−3(R)).
Adema´s, la aplicacio´n φ ∈ Hs(R) 7−→ u ∈ C([0, T ];Hs(R)) es continua en
el siguiente sentido: Sean φn ∈ Hs(R), n = 1, 2, · · · , tales que φn → φ y
sean un ∈ C([0, Tn];Hs(R)) soluciones de (1.1) con un(0) = φn. Entonces, las
soluciones un pueden ser extendidas si es necesario al intervalo [0, T ] para n
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suficientemente grande y
lim
n→∞ sup[0,T ]
‖u(t)− un(t)‖s = 0.
Demostracio´n. Del teorema 3.2 vemos que so´lo resta probar la dependencia
continua. Con esto en mente, observemos que de la forma como se eligio´ el T
en las partes 2 y 3 de la demostracio´n del teorema 3.2 se obtiene que T =
T (µ, ‖φ‖s) > 0 es una funcio´n continua de ‖φ‖s, por lo tanto, las soluciones
un pueden ser definidas en el intervalo [0, T ] para n suficientemente grande.
Las desigualdades (2.8) y (2.9), junto con el hecho de ser Hs una a´lgebra de
Banach, para s > 12 , implican que
‖un(t)− u(t)‖s ≤ eµT ‖φn − φ‖s +
1
2
∫ t
0
∥∥Eµ(t− τ)∂x(u2n − u2)(τ)∥∥s dτ
≤ eµT ‖φn − φ‖s + C
∫ t
0
(eµ(t−τ) + (µ(t− τ))−1/3)∥∥(u2n − u2)(τ)∥∥s dτ
≤ eµT ‖φn − φ‖s + C
∫ t
0
(eµT + (µ(t− τ))−1/3)‖(un − u)(τ)(un + u)(τ)‖s dτ
≤ eµT ‖φn − φ‖s + C
∫ t
0
(eµT + (t− τ)−1/3)‖(un + u)(τ)‖s‖(un − u)(τ)‖s dτ
≤ eµT ‖φn − φ‖s +K
∫ t
0
(eµT + (t− τ)−1/3)‖un(τ)− u(τ)‖s dτ,
donde,K = K(‖φ‖s) = C(M+eµT ‖φ‖s) ≥ ‖un(t) + u(t)‖s que es consecuencia
de que u, un ∈ Xs(T ). Por lo tanto, la desigualdad tipo Gronwall del Lema 7.1.2
de [6] implica que
‖un − u‖s,∞ ≤ eµT ‖φn − φ‖sE((KΓ(
2
3
))
3
2T ), (3.7)
donde E(s) =
∑∞
k=0 Cks
2k
3 , con C0 = 1,
Cm+1
Cm
= Γ(
2m
3 +1)
Γ( 2m3 +
5
3 )
y Γ la bien conocida
funcio´n Gamma. Esto prueba el teorema. 
Teorema 3.4. Sea µ > 0 y φ ∈ F2,1(R). Entonces, existe T (‖φ‖F2,1 , µ) > 0 y
una u´nica u ∈ C([0, T ];F2,1(R)) que satisface la ecuacio´n integral (3.1).
Demostracio´n. La prueba de este resultado sigue los mismos lineamientos de
la demostracio´n del teorema 3.2, salvo que la aplicacio´n en (3.3) es definida en el
espacio me´trico completo X2,1(T ) = {f ∈ C([0, T ];F2,1(R)) : ‖f(t)− Eµ(t)φ‖F2,1 ≤
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M} cuya me´trica viene dada por
d(f, g) = ‖f(t)− g(t)‖F2,1,∞ = sup
t∈[0,T ]
‖f(t)− g(t)‖F2,1 .
Los detalles restantes, salvo ligeras modificaciones, son los mismos que los rea-
lizados en la prueba del teorema 3.2 y se dejara´n a cargo del lector curioso. 
La prueba de que ∂tu ∈ C((0, T ];L21(R)) es consecuencia de los siguientes
resultados cuyas pruebas son las mismas, salvo leves modificaciones que las
presentadas en [4] para el Lema 5.3 pa´gina 41 y el corolario 5.1 pa´gina 44 y
por lo tanto las omitiremos.
Lema 3.1. Sea µ > 0 y φ ∈ F2,1(R). Sea u ∈ C((0, T ];F2,1(R)) la solucio´n de
la ecuacio´n integral (3.1). Entonces ∂kxu ∈ C((0, T ];L21(R)), para k = 0, 1, 2, 3.
Adema´s, σ∂kxu ∈ C((0, T ];L21(R)) con k = 1, 2, 3.
Corolario 3.1. Sean µ > 0 y u ∈ C([0, T ];F2,1(R)) la solucio´n de la ecuacio´n
(1.1). Entonces ∂tu ∈ C((0, T ];L21(R)).
4. Teor´ıa global en Hs(R)
En esta seccio´n obtendremos cotas a priori para las normas ‖u‖s con s ≥ 1,
donde u es la solucio´n de (1.1) obtenida en el teorema 3.2, lo que implicar´ıa
que la solucio´n puede extenderse a cualquier intervalo de tiempo [0, T ]. Este
resultado global se obtendra´ a partir de estimativas a priori para las normas
‖u‖1 y ‖u‖2, la estimativa del conmutador de Kato-Ponce [12] y la desigualdad
(2.9). Empezaremos esta labor con:
Lema 4.1. Sean φ ∈ H2(R) y u ∈ C([0, T ];H2(R)) la solucio´n de (1.1) con
u(0) = φ. Entonces
‖u‖0 ≤ ‖φ‖0eµT (4.1)
‖ux‖0 ≤ ‖φ′‖0exp{T (µ−3‖φ‖04e4µT + 5µ)} (4.2)
‖uxx‖0 ≤ ‖φ′′‖0exp{T (µ−354‖φ‖04e4µT + 5µ)} (4.3)
Demostracio´n. Comenzamos probando (4.1), para ello multiplicamos la ecua-
cio´n (1.1) por u y usamos (2.16) con s = 0 para obtener:
1
2
d
dt
‖u‖02 = −(u, uux)0 − (u, σuxx)0 − µ(u, σux)0 − µ(u, σuxxx)0
≤ µ
∫
|ξ|≤1
|uˆ(ξ)|2 dξ ≤ µ‖u‖02. (4.4)
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Integrando esta desigualdad entre 0 y t y aplicando la desigualdad de Gronwall
se deduce (4.1). Para probar (4.2) hacemos w := ux y derivamos respecto a x
(1.1) para obtener:
wt + w2 + uwx + σwxx + µ(σwx + σwxxx) = 0; w(·, 0) = φ′(·). (4.5)
Multiplicamos esta ecuacio´n por w para obtener la siguiente identidad:
1
2
d
dt
‖w‖02 = −(w,w2)0 − (w, uwx)0 − (w, σwxx)0 − µ(w, σwx)− µ(w, σwxxx),
(4.6)
por lo tanto (4.6) se transforma en
1
2
d
dt
‖w‖02 ≤ ‖u‖0(‖w‖02 + −1/3‖wx‖02) + µ
∫
R
(|ξ| − |ξ|3)|wˆ(ξ)|2 dξ (4.7)
donde hemos usado que 2(w, uwx)0 =
∫
R u(w
2)x dx = −(w,w2) y que
(w, uwx)0 ≤ ‖w‖∞‖u‖0‖wx‖0 ≤ (‖w‖01/2‖wx‖01/2)‖u‖0‖wx‖0
= ‖w‖01/2‖wx‖03/2‖u‖0 ≤ ‖u‖0(‖w‖02 + −1/3‖wx‖02)
que se obtienen a partir de la desigualdad de Gagliardo-Nirenberg junto con la
desigualdad de Young. La desigualdades (4.1) y∫
R
(|ξ| − |ξ|3)|wˆ(ξ)|2 dξ ≤
∫
|ξ|≤2
(|ξ| − |ξ|3)|wˆ(ξ)|2 dξ +
∫
|ξ|>2
(|ξ| − |ξ|3)|wˆ(ξ)|2 dξ
≤ C‖w‖02 +
∫
|ξ|>2
(|ξ| − |ξ|3)|wˆ(ξ)|2 dξ
≤ ‖w‖02 −
∫
|ξ|>2
ξ2|wˆ(ξ)|2 dξ,
que se obtiene de observar que x − x3 ≤ −x2, para x ≥ 2, transforman (4.7)
en:
1
2
d
dt
‖w‖02 ≤ ‖u‖0(‖w‖02 + −1/3‖wx‖02) + µ
(
‖w‖02 −
∫
|ξ|>2
ξ2|wˆ(ξ)|2 dξ
)
≤ (‖φ‖0eµT + µ)‖w‖02 + −1/3‖φ‖0eµT ‖wx‖02 − µ
∫
|ξ|>2
ξ2|wˆ(ξ)|2 dξ
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Si hacemos,  :=
(‖φ‖0eµT
µ
)3
> 0, esta u´ltima desigualdad se transforma en:
1
2
d
dt
‖w‖02 ≤
(‖φ‖04e4µT
µ3
+ µ
)
‖w‖02 + µ
{
‖wx‖02 −
∫
|ξ|>2
ξ2|wˆ(ξ)|2 dξ
}
= (µ−3‖φ‖04e4µT + µ)‖w‖02 + µ
∫
|ξ|≤2
ξ2|wˆ(ξ)|2 dξ
≤ (µ−3‖φ‖04e4µT + 5µ)‖w‖02. (4.8)
Integrando entre 0 y t ambos lados de (4.8) y aplicando la desigualdad de
Gronwall, se deduce (4.2). Resta probar (4.3), para ello, hagamos v := wx = uxx
y derivemos (4.5) con respecto a x para obtener:
vt + 3wv + uvx + σvxx + µ(σvx + σvxxx) = 0; v(0) = φ′′. (4.9)
Haciendo el producto interno de esta E. D. P. con v obtenemos
1
2
d
dt
‖v‖02 = −3(v, wv)0 − (v, uvx)0 − (v, σvxx)0 − µ(v, σvx)0 − µ(v, σvxxx)0
= 5(v, uvx)− µ((v, σvx)0 + (v, σvxxx)0), (4.10)
donde hemos usado: −2(v, uvx)0 = −2(vvx, u)0 = −((v2)x, u)0 = ((v2), ux)0 =
(v, vw)0 para obtener la u´ltima igualdad. Siguiendo el mismo procedimiento
que se empleo´ para probar (4.2) se tiene que:
1
2
d
dt
‖v‖02 ≤ 5‖u‖0(‖v‖02 + −1/3‖vx‖02) + µ
(
‖v‖02 −
∫
|ξ|>2
ξ2|vˆ(ξ)|2 dξ
)
≤ (5‖φ‖0eµT + µ)‖v‖02 + 5−1/3‖φ‖0eµT‖vx‖02 − µ
∫
|ξ|>2
ξ2|vˆ(ξ)|2 dξ.
Esta desigualdad se transforma en :
1
2
d
dt
‖v‖02 ≤ (µ−354‖φ‖04e4µT + 5µ)‖v‖02, (4.11)
si  :=
(5‖φ‖0eµT
µ
)3
> 0. Integrando (4.11) sobre [0, t] y aplicando la desigual-
dad de Gronwall se obtiene (4.3). 
Lo siguiente que haremos es obtener estimativas a priori para las normas
‖u‖s, de la solucio´n de (1.1) con s ≥ 1. Con esto en mente, sea s ≥ 2. Aplicando
el operador Λs a la E.D.P. en (1.1) y haciendo el producto interno en L2(R)
con Λsu obtenemos que:
(∂t(Λsu),Λsu)0 =− (Λs(uux),Λsu)0 − (σΛsuxx,Λsu)0
− µ(σΛsux + σΛsuxxx,Λsu)0. (4.12)
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El segundo te´rmino de (4.12) es cero pues el operador σ∂xx es antisime´trico. Pa-
ra estimar el primer te´rmino de (4.12) utilizamos la estimativa del conmutador
de Kato-Ponce [12], para obtener:
−(Λs(uux),Λsu)0 = −([Λs, u]∂xu,Λsu)0 − (u∂xΛsu,Λsu)0
= −([Λs, u]∂xu,Λsu)0 + 12
∫
R
ux(Λsu)2 dx
≤ ‖[Λs, u]∂xu‖0‖Λsu‖0 +
1
2
‖ux‖∞‖u‖s2
≤ C‖ux‖∞‖Λsu‖02 +
1
2
‖ux‖∞‖u‖s2
Por lo tanto, 4.12 se transforma en:
1
2
d
dt
‖u‖s2 ≤ C‖ux‖∞‖u‖s2 + µ
∫
|ξ|≤1
(|ξ| − |ξ|3)(1 + ξ2)s|uˆ(ξ)|2 dξ
≤ C‖ux‖∞‖u‖s2 + µ
∫
|ξ|≤1
(1 + ξ2)s|uˆ(ξ)|2 dξ.
Integrando esta u´ltima desigualdad desde 0 hasta t, resulta que
‖u‖s2 ≤ ‖φ‖s2 +
∫ t
0
2(µ+ C‖ux‖∞)‖u(τ)‖s2 dτ (4.13)
Como ‖ux‖∞ ≤ ‖u‖2 ≤ K = K(‖φ‖2, µ, T ), que se obtiene a partir de los lemas
de Sobolev y 4.1, (4.13) se transforma en:
‖u‖s2 ≤ ‖φ‖s2 +
∫ t
0
2(µ+ CK)‖u(τ)‖s2 dτ,
por lo tanto, la desigualdad de Gronwall implica que:
‖u(t)‖s2 ≤ ‖φ‖s2exp(2
∫ t
0
(µ+ CK) dτ) = ‖φ‖s2e2t(µ+CK), (4.14)
Teorema 4.1. Sea φ ∈ Hs(R), con s ≥ 2 o s = 1. Entonces, (1.1) es global-
mente bien puesto en Hs(R).
Demostracio´n. Este resultado es consecuencia directa de la ecuacio´n (4.14), del
lema 4.1 y del teorema 3.3 de la buena colocacio´n local de (1.1). 
Teorema 4.2. Sean µ > 0 y φ ∈ Hs(R), con s ≥ 1. Entonces, el problema
(1.1) es globalmente bien puesto en Hs(R).
Demostracio´n. Del teorema 4.1 vemos que so´lo resta obtener estimativas a
priori para la norma ‖u‖s de la solucio´n de (1.1) con 1 < s < 2. En virtud del
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teorema 3.2 tenemos que
u(t) = Eµ(t)φ− 12
∫ t
0
Eµ(t− τ) ∂x(u2(τ)) dτ
Sea λ ∈ (0, 1). La desigualdad (2.9) con s = 0 y 1+ λ, en lugar de λ, junto con
(4.1), (4.2) implican que:
‖u(t)‖1+λ ≤ ‖Eµ(t)φ‖1+λ +
1
2
∫ t
0
∥∥Eµ(t− τ) ∂x(u2(τ))∥∥1+λ dτ
≤ eµt‖φ‖1+λ + Cλ
∫ t
0
(eµ(t−τ) + (µ(t− τ))−(1+λ)/3)∥∥∂x(u2(τ))∥∥0 dτ
≤ eµt‖φ‖1+λ + Cλ
∫ t
0
(eµ(t−τ) + (µ(t− τ))−(1+λ)/3)‖u(τ))‖12 dτ
≤ eµt‖φ‖1+λ + C(λ, T )
∫ t
0
(eµ(t−τ) + (µ(t− τ))−(1+λ)/3) dτ
≤ eµt‖φ‖1+λ + C(λ, T )
(
TeµT +
3
(2− λ)µ 1+λ3
t
2−λ
3
)
≤ eµT ‖φ‖1+λ + C(λ, T )
(
TeµT +
3
(2− λ)µ 1+λ3
T
2−λ
3
)
, (4.15)
donde C(λ, T ) = Cλ
(
‖φ‖02e2µT + ‖φ′‖02e2T (µ
−3‖φ‖04e4µT+5µ)
)
que se obtiene
como lo mencionamos anteriormente a partir de (4.1) y (4.2). Por lo tanto, la
estimativa (4.15) muestra que la norma ‖u‖1+λ permanece acotada. 
5. Propiedades de deca´ıda de la solucio´n
En esta seccio´n obtendremos ciertas propiedades interesantes correspondien-
tes a las soluciones del problema (1.1) en los espacios F2,1(R) y Fr,r(R) =
Fr(R), con r = 2, 3. Las demostraciones de los siguientes resultados, salvo por
leves modificaciones, son semejantes a las hechas por Io´rio en [8] y en [9] pa-
ra la ecuacio´n de Benjamin-Ono. Sin embargo, presentamos un esbozo de las
demostraciones.
Teorema 5.1. Sea φ ∈ F2,1(R). Entonces, existe una u´nica solucio´n
u ∈ C([0,+∞);F2,1(R)) del problema (1.1) tal que ∂tu ∈ C((0,+∞);F−1,1(R)).
Demostracio´n. So´lo resta obtener una estimativa a priori para la norma ‖xu(t)‖0,
pues el resto es consecuencia del teorema 4.2 y el corolario 3.1. Con esto en men-
te, multiplicamos la ecuacio´n (1.1) por x y luego hacemos el producto interno
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en L2(R) con xu, para obtener:
1
2
d
dt
‖xu(t)‖02 = −(xu, xuux)0 − (xu, xσuxx)0 − µ(xu, x(σux + σuxxx))0.
(5.16)
Ahora obtendremos estimativas para cada uno de los te´rminos del lado derecho
de (5.16). Con este fin, observemos que el primer te´rmino es estimado a partir
de la desigualdad de Ho¨lder. En efecto,
|(xu, xuux)0| ≤ ‖ux‖L∞‖xu‖02 ≤ c‖u‖2‖u‖L21
2
. (5.17)
La estimacio´n del segundo te´rmino es:
−(xu, xσuxx)0 = −(xu, [x, σ∂xx]u+ σ∂xx(xu))0
= −(xu, [x, σ∂xx]u)0 − (xu, σ∂xx(xu))0
= −(xu, [x, σ∂xx]u)0
= −(xu, [x, σ] ∂xxu− 2σ∂xu)0
= 2(xu, σ∂xu)0 ≤ 2‖σ∂xu‖0‖xu‖0
≤ 2‖u‖2‖u‖L21 , (5.18)
donde hemos usado que el operador σ∂xx es antisime´trico y que el conmutador
[x, σ] ∂xxu = 0. La estimacio´n para el tercer te´rmino de (5.16) se obtiene esen-
cialmente de la misma forma que se empleo´ para obtener la estimativa del
segundo te´rmino y es:
−(xu, xσux)0 = −(xu, [x, σ∂x]u+ σ∂x(xu))0
= −(xu, [x, σ] ∂xu− σ [∂x, x]u)0 − (xu, σ∂x(xu))0
= (xu, σ [x, ∂x]u)0 − (xu, σ∂x(xu))0
= −(xu, σu)0 − (xu, σ∂x(xu))0
≤ ‖σu‖0‖xu‖0 − (xu, σ∂x(xu))0. (5.19)
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Resta estimar el u´ltimo te´rmino, para ello procedemos de igual manera como
se hizo para obtener la estimativa (5.19), luego
−(xu, xσuxxx)0 = −(xu, [x, σ∂xxx]u+ σ∂xxx(xu))0
= −(xu, [x, σ] ∂xxxu− σ [∂xxx, x]u)0 − (xu, σ∂xxx(xu))0
= (xu, σ [x, ∂xxx]u)0 − (xu, σ∂xxx(xu))0
= −(xu, σ∂xxu)0 − (xu, σ∂xxx(xu))0
≤ ‖σ∂xxu‖0‖xu‖0 − (xu, σ∂xxx(xu))0
≤ ‖u‖2‖u‖L21 − (xu, σ∂xxx(xu))0. (5.20)
De las estimativas (5.17),(5.18),(5.19),(5.20), la identidad (5.16) se transforma
en
1
2
d
dt
‖xu(t)‖02 ≤ c‖u‖2‖u‖L21
2 + 2‖u‖2‖u‖L21 + ‖u‖0‖xu‖0 + ‖u‖2‖u‖L21
− (xu, σ∂x(xu))0 − (xu, σ∂xxx(xu))0
≤ K(T )‖u‖L21 + C(T ), (5.21)
donde C(T ),K(T ) son funciones de T que se obtienen de la estimativa de la nor-
ma ‖u‖2. En esta estimativa tambie´n usamos que (xu,−σ∂x(xu)−σ∂xxx(xu))0 ≤
‖xu‖02 que es una consecuencia de la identidad de Parseval y de la desigualdad
|ξ| − |ξ|3 ≤ 0, si ξ ≥ 1. Por lo tanto, el resultado se obtiene de la desigualdad
de Gronwall y de (5.21). 
Teorema 5.2. Sean µ > 0 y T > 0. Supongamos que u ∈ C([0, T ];F2(R)) es
la solucio´n de (1.1). Entonces û(t, 0) = 0, para todo t ∈ [0, T ].
Demostracio´n. Multiplicando (1.1) por x2 obtenemos
∂t(x2u) = −x2u∂xu− x2σ∂2xu− µx2(σ∂xu+ σ∂3xu) (5.22)
Por hipo´tesis, x2u(t) ∈ L2(R), para todo t ∈ [0, T ]. Luego∥∥x2u∂xu∥∥0 ≤ ‖∂xu‖L∞∥∥x2u∥∥0 ≤ ‖u‖2∥∥x2u∥∥0, (5.23)
y por lo tanto γ(t) := x2(u∂xu)(t) ∈ L2(R), para todo t ∈ [0, T ]. De esto se
sigue que γ ∈ C([0, T ];L2(R)), pues
‖γ(t)− γ(t0)‖0 ≤
∥∥x2u(t)∥∥
0
‖∂x(u(t)− u(t0))‖L∞ + ‖∂x(t0)‖L∞
∥∥x2(u(t)− u(t0))∥∥0
≤ ‖u(t)‖F2‖u(t)− u(t0)‖2 + ‖u(t0)‖2‖u(t)− u(t0)‖F2 . (5.24)
EL PROBLEMA DE CAUCHY ASOCIADO A UNA PERTURBACIO´N NO LOCAL... 37
Aplicando la transformada de Fourier en (5.22) se obtiene:
∂t∂
2
ξ û(t, ξ) = γ̂(t)(ξ)− i∂2ξ ( sgn(ξ)ξ2û(t, ξ))− µ∂2ξ [ sgn(ξ)(−ξ + ξ3)û(t, ξ)].
(5.25)
Como u(t) ∈ F2(R) para todo t ∈ [0, T ], se tiene que
β̂(t)(ξ) := ∂2ξ ( sgn(ξ)ξ
2û(t, ξ))
= sgn(ξ)(2û(t, ξ) + 4ξ∂ξû(t, ξ) + ξ2∂2ξ û(t, ξ)) ∈ C([0, T ];L2−2(R)).
(5.26)
De la misma manera, se cumple que
∂2ξ [ sgn(ξ)(−ξ + ξ3)û(t, ξ)] = −2δ(ξ)û(t, 0) + κ̂(t)(ξ), (5.27)
donde
κ̂(t)(ξ) = −2 sgn(ξ)∂ξû(t, ξ)− ξ sgn(ξ)∂2ξ û(t, ξ) + 6ξ sgn(ξ)û(t, ξ)+
+ 6ξ2 sgn(ξ)∂ξû(t, ξ) + ξ3 sgn(ξ)∂2ξ û(t, ξ) ∈ C([0, T ];L2−3(R)). (5.28)
De (5.25), (5.26), (5.27) y (5.28) se obtiene que
∂t∂
2
ξ û(t, ξ) = γ̂(t)(ξ)− iβ̂(t)(ξ) + 2µδ(ξ)û(t, 0)− µκ̂(t)(ξ). (5.29)
Integrando ahora (5.29) entre 0 y t, encontramos que
2µδ(ξ)
∫ t
0
û(t′, 0) dt′ ∈ C([0, T ];L2−3(R)), (5.30)
lo cual implica que∫ t
0
û(t′, 0) dt′ = 0, para todo t ∈ [0, T ], (5.31)
y por lo tanto û(t, 0) = 0, para todo t ∈ [0, T ]. 
Observe que la ecuacio´n ut = −uux − σuxx − µ(σux + σuxxx) junto con el
teorema anterior implican que
∂tû(t, ξ) =
1√
2pi
∫
R
(−uux − σuxx − µ(σux + σuxxx))e−iξx dx
y en particular que
∂tû(t, 0) =
1√
2pi
∫
R
(−uux − σuxx − µ(σux + σuxxx)) dx = 0.
Por lo tanto, û(t, 0) es una cantidad conservada para el problema (1.1).
Teorema 5.3. Sean µ > 0 y T > 0. Supongamos que u ∈ C([0, T ];F3,3(R)) es
la solucio´n de (1.1). Entonces u(t) = 0, para todo t ∈ [0, T ].
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Demostracio´n. Multiplicando (1.1) por x3 obtenemos:
∂t(x3u) = −x3u∂xu− x3σ∂2xu− µx3(σ∂xu+ σ∂3xu). (5.32)
Como x3u(t) ∈ L2(R), para todo t ∈ [0, T ], entonces∥∥x3u∂xu∥∥0 ≤ ‖∂xu‖L∞∥∥x3u∥∥0 ≤ ‖u‖2∥∥x3u∥∥0, (5.33)
y por lo tanto, γ(t) := x3(u∂xu)(t) ∈ L2(R), para todo t ∈ [0, T ]. De manera
similar al teorema 5.2 se sigue que γ ∈ C([0, T ];L2(R)). Tomando la transfor-
mada de Fourier en (5.32) se obtiene que:
∂t∂
3
ξ û(t, ξ) = −iγ̂(t)(ξ) + i∂3ξ ( sgn(ξ)ξ2û(t, ξ)) + iµ∂3ξ [ sgn(ξ)(−ξ + ξ3)û(t, ξ)].
(5.34)
Observemos que
∂3ξ (ξ
3û(t, ξ)) = 6û(t, ξ) + 18ξ∂ξû(t, ξ) + 9ξ2∂2ξ û(t, ξ) + ξ
3∂3ξ û(t, ξ)
∈ C([0, T ];L2−3(R)), (5.35)
y que
∂3ξ [ sgn(ξ)(−ξ + ξ3)û(t, ξ)] = ∂ξ(−2δ(ξ)û(t, 0)− 2 sgn(ξ)∂ξû(t, ξ)
− ξ sgn(ξ)∂2ξ û(t, ξ) + 6ξ sgn(ξ)û(t, ξ)+
+ 6ξ2 sgn(ξ)∂ξû(t, ξ) + ξ3 sgn(ξ)∂2ξ û(t, ξ))
= −2δ′(ξ)û(t, 0)− 4δ(ξ)∂ξû(t, 0) + Γ̂(t)(ξ), (5.36)
donde
Γ̂(t)(ξ) = − sgn(ξ)∂2ξ û(t, ξ)− ξ sgn(ξ)∂3ξ û(t, ξ)+
+ 6 sgn(ξ)û(t, ξ) + 18ξ sgn(ξ)∂ξû(t, ξ) + 9ξ2 sgn(ξ)∂2ξ û(t, ξ)+
+ ξ3 sgn(ξ)∂3ξ û(t, ξ) ∈ C([0, T ];L2−3(R)). (5.37)
De (5.34)-(5.36) obtenemos que:
−i∂t∂3ξ û(t, ξ) =− γ̂(t)(ξ) + ∂3ξ ( sgn(ξ)ξ2û(t, ξ)) + iµΓ̂(t)(ξ)− 2iµδ′(ξ)û(t, 0)
− 4iµδ(ξ)∂ξû(t, 0). (5.38)
Integrando (5.38) entre 0 y t, tenemos que:
−2iµδ′(ξ)
∫ t
0
û(t′, 0) dt′ − 4iµδ(ξ)
∫ t
0
∂ξû(t′, 0) dt′ ∈ C([0, T ];L2−3(R)). (5.39)
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Entonces ∫ t
0
û(t′, 0) dt′ =
∫ t
0
∂ξû(t′, 0) dt′ = 0,
para todo t ∈ [0, T ]. La u´ltima expresio´n implica que
û(t, 0) = ∂ξû(t, 0) = 0, (5.40)
para todo t ∈ [0, T ]. De otro lado, tenemos que u satisface la ecuacio´n integral
u(t, ·) = Eµ(t)φ(·)− 12
∫ t
0
Eµ(t− τ) ∂x(u2)(τ, ·) dτ (5.41)
para t ∈ [0, T ]. Haciendo, v = u2 y w = ∂xv, tomando la transformada de
Fourier de u(t) en (5.41) se obtiene que
û(t, ξ) = Fµ(t, ξ)φ̂(ξ)− 12
∫ t
0
Fµ(t− τ, ξ) ŵ(τ, ξ) dτ. (5.42)
Derivando tres veces (5.42) respecto a ξ, se tiene que:
∂3ξ û(t, ·) = ∂ξ(∂2ξFµ(t, ξ)φ̂(ξ) + 2∂ξFµ(t, ξ)∂ξφ̂(ξ) + Fµ(t, ξ)∂2ξ φ̂(ξ)
− 1
2
∫ t
0
∂2ξFµ(t− τ, ξ)ŵ(τ, ξ) dτ −
∫ t
0
∂ξFµ(t− τ, ξ)∂ξŵ(τ, ξ) dτ
− 1
2
∫ t
0
Fµ(t− τ, ξ)∂2ξ ŵ(τ, ξ) dτ)
= ∂3ξFµ(t, ξ)φ̂(ξ) + 3∂
2
ξFµ(t, ξ)∂ξφ̂(ξ) + 3∂ξFµ(t, ξ)∂
2
ξ φ̂(ξ)
+ Fµ(t, ξ)∂3ξ φ̂(ξ)−
1
2
∫ t
0
∂3ξFµ(t− τ, ξ)ŵ(τ, ξ) dτ
− 3
2
∫ t
0
∂2ξFµ(t− τ, ξ)∂ξŵ(τ, ξ) dτ −
3
2
∫ t
0
∂ξFµ(t− τ, ξ)∂2ξ ŵ(τ, ξ) dτ
− 1
2
∫ t
0
Fµ(t− τ, ξ)∂3ξ ŵ(τ, ξ) dτ. (5.43)
Como µ > 0, φ, u, v ∈ F3 y usando el lema (2.1) resulta que:
∂ξFµ(t, ξ)∂2ξ φ̂(ξ) = t[µ sgn(ξ) + |ξ|(2i− 3µξ)]Fµ(t, ξ)∂2ξ φ̂(ξ) ∈ C([0, T ];L2(R))
(5.44)
y
Fµ(t, ξ)∂3ξ φ̂(ξ) ∈ C([0, T ];L2(R)). (5.45)
Adema´s
∂2ξ ŵ(τ, ξ) = i(2∂ξ v̂(τ, ξ) + ξ∂
2
ξ v̂(τ, ξ))
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y
∂3ξ ŵ(τ, ξ) = i(3∂
2
ξ v̂(τ, ξ) + ξ∂
3
ξ v̂(τ, ξ)).
Entonces
−3
2
∫ t
0
∂ξFµ(t− τ, ξ)∂2ξ ŵ(τ, ξ) dτ ∈ C([0, T ];L2(R)), (5.46)
y
−1
2
∫ t
0
Fµ(t− τ, ξ)∂3ξ ŵ(τ, ξ) dτ ∈ C([0, T ];L2(R)). (5.47)
Igualmente obtenemos que
∂3ξFµ(t, ξ)φ̂(ξ) = f1(t, ξ) + 4itδ(ξ)φ̂(ξ) + 2µtδ
′(ξ)φ̂(ξ), (5.48)
donde f1(t, ξ) ∈ C([0, T ];L2(R)). Utilizando (5.44)-(5.48) y consideraciones
similares con los otros te´rminos de (5.43), deducimos que
∂3ξ û(t, ξ) = f(t, ξ) + 2µtδ
′(ξ)φ̂(ξ) + 4itδ(ξ)φ̂(ξ) + 6µtδ(ξ)∂ξφ̂(ξ)
− 1
2
∫ t
0
2µ(t− τ)δ′(ξ)ŵ(τ, ξ) dτ − 1
2
∫ t
0
4i(t− τ)δ(ξ)ŵ(τ, ξ) dτ
− 3
2
∫ t
0
2µ(t− τ)δ(ξ)∂ξŵ(τ, ξ) dτ (5.49)
donde f(·, ξ) ∈ C([0, T ];L2(R)). Como δ(ξ)∂ξφ̂(ξ) = δ(ξ)∂ξφ̂(0) = 0, se cumple
que
∂3ξ û(t, ξ) = f(t, ξ) + (2µtφ̂(ξ)− µ
∫ t
0
(t− τ)ŵ(τ, ξ) dτ)δ′(ξ)
+ (4itφ̂(ξ)− 2i
∫ t
0
(t− τ)ŵ(τ, ξ) dτ − 3µ
∫ t
0
(t− τ)∂ξŵ(τ, ξ) dτ)δ(ξ)
(5.50)
Como ∂3ξ û(t, ξ) y f(t, ξ) son funciones medibles para todo t ∈ [0, T ], se sigue
de la ecuacio´n (5.50) que
2µtφ̂(0)− µ
∫ t
0
(t− τ)ŵ(τ, 0) dτ = 0 (5.51)
4itφ̂(0)− 2i
∫ t
0
(t− τ)ŵ(τ, 0) dτ − 3µ
∫ t
0
(t− τ)∂ξŵ(τ, 0) dτ = 0. (5.52)
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Pero, ŵ(τ, 0) = ∂̂xv(τ, 0) = 0 y φ̂(0) = 0 por (5.40), entonces∫ t
0
(t− τ)∂ξŵ(τ, 0) dτ = 0 (5.53)
Sea t ∈ [0, T ]. Como u(t) ∈ F3 se puede ver que xu(t) ∈ L22(R). Entonces,
x̂u(t) ∈ H2(R) y por lo tanto, xu(t, ·) ∈ L1(R). As´ı que∫
|x∂xu(t)2| dx = 2
∫
|xu(t)∂xu(t)| dx ≤ 2‖∂xu(t)‖L∞
∫
|xu(t, x)| dx
≤ 2‖u(t)‖2‖xu(t, ·)‖L1 < +∞. (5.54)
Como
x̂w(t, ξ) = i∂ξŵ(t, ξ) =
1√
2pi
∫
R
x(∂xu2)(t, x)e−iξx dx,
entonces
∂ξŵ(t, 0) = − i√
2pi
∫
R
x(∂xu2)(t, x) dx =
1√
2pi
‖u(t)‖02. (5.55)
Combinando (5.53) y (5.55) obtenemos que∫ t
0
(t− τ)‖u(τ)‖02 dτ = 0, (5.56)
para todo t ∈ [0, T ]. De (5.56) se concluye que ‖u(t)‖0 = 0 para todo t ∈ [0, T ].
Esto completa la demostracio´n. 
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