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Abstract 
This thesis considers an inventory control system with constraint on service 
level. We focus on a popular service target in practice 一 the time-window 
ready rate, which is defined as the percentage of periods that demands are 
completely fulfilled within a pre-specified time-window. We try to explore the 
cost impact of different time-window ready rate settings by proposing eval-
uation and optimization methods for a single-location single-item min-max 
(or (s, S)) inventory system. New optimization procedures are developed be-
cause the existing methods, which are based on Lagrangian multiplier, cannot 
generally handle the current problem. More specifically, in some cases the 
time-window ready rate is a complicated function of re-order point s, which 
renders existing algorithms inapplicable. Instead of applying the conventional 
Lagrangian multiplier method, we based our algorithms on two-dimensional 
search with identified bounds on policy parameters. Besides exact algorithm, 
a heuristic method is developed. It searches for sub-optimal solutions and 
further improves the efficiency. To describe the advantages of flexibility of 
time-window model, we also compare it with the Advance Demand Informa-
tion model. Numerical experiments indicate the non-linear tradeoff between 
cost and service, and prove that extending or shrinking the time-window can 
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In this thesis we consider an inventory control system with constraint on time-
window ready rate. Timely order fulfillment is a ubiquitous customer service 
criterion in the manufacturing and distribution industries. Many companies 
have set targets for fulfilling customer orders within a certain time-window. 
One common target is measured by the time-window ready rate or simply, 
the ready rate, which is defined as the percentage of times that orders are 
completely fulfilled within a specific time-window. For instance, when a man-
ufacturer claims that he achieves an "80% 4-week ready rate", it means that 
roughly 8 out of 10 times the orders which arrive in any week are fulfilled 
within 4 weeks. 
To further elucidate our research problem, we discuss two examples in 
practice. On the campus of the National University of Singapore, two vendors 
were chosen to sell notebook computers to students and faculty members. The 
list prices for various models of one vendor, IBM, were significantly discounted 
as compared to outside retail prices. However, customers from the institution 
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were only guaranteed a lead time of up to 4 weeks for the delivery of their 
orders. The actual delivery lead time varied from a few days to more than a 
month. Though non-profitability considerations may play a role in such deals 
with education institutions, similar deals are common between the vendors of 
personal computers and big organizations. Typically, the delivery is flexible 
within the time-window. Though the supplying company also serves other 
market segments through the same local distribution center, the analysis that 
is offered in this thesis will shed light on the value of flexible delivery time-
windows and hence the depth of the discount that can be offered. 
The second example concerns the online retailing environment. Many on-
line companies have time-windows for order deliveries. For example, spun.com, 
an e-retailer that sells CDs and DVDs, advertises on its webpage that "most 
orders are boxed and delivered to the U.S. Post Office in Chicago within three 
business days". The firm may want to know how much additional cost would be 
incurred if the shipping time-window was shrunk further to 2 days. Answering 
questions of this sort may not only shed light on the cost advantages of online 
selling over selling through bricks-and-mortar outlets (where customers typi-
cally require instant fulfillment), but also help identify the trade-off between 
different delivery time-windows. 
Before stating the reason why we focus our research on the inventory system 
with time-window ready rate, we first review the methods for estimating the 
loss of customers goodwill due to shortage. The traditional and most popular 
way is setting an imaginary penalty cost on back orders. Hence an inventory 
system involves three cost elements: setup (replenish) cost, holding cost and 
penalty cost. This makes the system easy to handle mathematically, while 
it is hard to quantify the loss of goodwill in reality. So it is more favorable 
CHAPTER 1. INTRODUCTION 3 
in the literature than in practice. Another popular estimate is the service 
level. In such models there are only setup and holding costs, together with a 
constraint on the service level. The use of service level constraint is mainly 
motivated by the difficulty of estimating stockoiit (shortage) costs, for which 
the service level concept is viewed as an appealing practical alternative. It 
is more straightforward to set the target of service level than to imagine how 
much to penalize on backlogs. 
Many operations management textbooks discuss two types of service levels: 
fill rate and ready rate (e.g., Nahmias (1997)). The fill rate is commonly 
defined as the fraction of quantity fulfilled over the quantity requested. And the 
ready rate is frequency-based, which measures the percentage of time periods 
in which the system can fulfill all demand on time (i.e., instant or within a 
specified time-window). 
Service levels are measured on both item and order bases. Order-based 
service levels focus on the fulfillment of a whole order, which may consists of 
multiple items. While item-based ones only care about the fulfillment of a 
particular item. The dominant order-based service level is the order fill rate. 
Interestingly, its item-based counterpart is actually the ready rate. If all the 
orders request a single item, then the two service levels converge. 
By fulfillment time frame, service levels can be classified to two types: 
off-shelf (requires immediate fulfillment) and time-window (allows fulfillment 
within a specific time-window). The off-shelf service levels can be regarded as 
a special case of the time-window counterpart with the length of window being 
set to zero. 
In the following we state our reasons for choosing item-based time-window 
ready rate as the focal point of the thesis: 
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(I). The time-window settings are more flexible and popular than off-shelf 
counterparts. It is especially favorable in the booming online retailing indus-
tries. 
(II). It is well known that controlling the service level for single items is 
computationally convenient, and the order-based fill rate can be approximated 
as a weighted average of item ready rates (Ballou, 1999). For instance, consider 
a two-item inventory system from which customers order either one of the two 
items or both. Statistical analysis indicates that the frequency of ordering 
each of the two items is 0.2，while that of ordering both items is 0.6. If the 
ready rates of individual items (within a time-window) are all 0.95, then the 
weighted order fill rate is 0.95 x 0.4 + 0.95 x 0.95 x 0.6 = 0.92. If the target 
weighted fill rate is specified, then the service levels for each item must be 
adjusted to achieve the desired order fill rate. For this reason, we address the 
item-based ready rate in this thesis. 
(III). Since the ready rate lacks the ability to distinguish how much of 
the period demand is fulfilled in the period during which a shortage occurs, 
it is sometimes not viewed as a service criterion. However, the order-based 
fill rate cannot be as well defined as its item-based counterpart (as quantities 
of different items cannot be aggregated), while the order-based ready rate is 
readily extendable from its item-based counterpart; i.e., the order-based ready 
rate is the percentage of times that orders are completely fulfilled. For this 
reason, the order-based ready rate is usually called the order fill rate. 
The objective of this thesis is twofold. First, we address the evaluation of 
the time-window ready rate. Second, we provide procedures for optimizing the 
inventory control policy in a single-location, single-item inventory model with 
a item-based time-window ready rate constraint. In setting the target for the 
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time-window ready rate, the management typically needs to know the trade-
off between the service level and total inventory cost, where the total cost is 
the sum of holding and ordering costs. They try to strike a balance between 
cost and service so that both the financial viability of the operations and its 
competitiveness in the market place are well maintained. As a time-window 
ready rate essentially involves two parameters - one for the time-window and 
the other for the ready rate - it is useful to evaluate the costs of different 
time-window ready rate settings. Furthermore, understanding the trade-off 
between cost and service , the management is able to recommend how much 
cost need to be absorbed (or can be passed over to customers by a discount) 
by shortening (or extending) the delivery time-window. In this case, it is 
important for the management to evaluate the cost effect of the time-window 
target and the ready rate. 
To quantify the trade-off between the cost and service level, the inventory 
control policy has to be specified first. Typically, we need to choose the optimal 
policy within the class of so-called global optimal policies. However, for the 
system with a response time target, the optimal inventory control policy may 
not exhibit the simple structure that the literature recognized so long ago 
(Veinott and Wagner, 1965). Hence, a pragmatic approach is necessary to 
consider a simple yet robust policy class and then find the best within the class. 
We take this approach by considering the single-item re-order point order-up-
to level, or (s, S) system, subject to a time-window ready rate constraint. An 
inventory system that is controlled by an {s, S')-replenishment policy is also 
known as a min-max system. Under the (s, S) control, a replenishment order is 
placed to raise the inventory position (二 on-hand stock + outstanding orders 
-backorders) up to S whenever it drops to s or below. The reason for the min-
CHAPTER 1. INTRODUCTION 6 
max system is twofold: first, it is a frequently used inventory control procedure; 
and second, it is probably the most popular of all single-item inventory models 
(Ballon, 1999). 
The complete description of the model will be given in Chapter 3. We only ‘ 
highlight it at this point. The firm orders from a supply source with a constant 
replenishment lead time of L periods, and tries to fulfill customer orders within 
T periods. An inventory holding cost arises when there is stock, and a setup 
cost is paid whenever a replenishment order is placed. 
The time-window T ready rate is often equivalent to the off-shelf ready rate 
in a system in which the lead time, L, is truncated by the time-window, T.( 
See the work of Sherbrooke (1992) and Kruse (1981) for single-item systems, 
and Hausman et al. (1998) and Song (1998) for multi-item systems.) However, 
this equivalence holds only for systems with base-stock or order-up-to policies. 
If the replenishment lead time is shorter than the time-window of fulfillment 
(L < T), then the equivalence is unwarranted. At a glance, this case seems 
trivial. However, it is problematic in fact. When a re-order point, order-up-
to level policy is adopted, the equivalence holds true only when the reorder 
point is non-negative. Specifically, when the reorder level s is below zero, the 
expression for the ready rate is intricate. The previously developed evaluation 
methods do not work properly in such a context. As the L <T case may arise 
in multi-item systems, it should be considered. To our best knowledge, this 
thesis is the first attempt to formally address this issue. 
The problem is to find an (s, S) policy that minimizes the long-run aver-
age holding and ordering cost while meeting the service level target. Thus, the 
problem belongs to the class of service level constrained models. A service level 
constrained inventory model is typically handled by a Lagrangian multiplier 
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- the shadow cost of service constraint. In our problem, the shadow cost is a 
penalty to be "paid" if demand is not completely met within the target time-
window. Combining the holding cost and the shadow cost that is associated 
with the service constraint in a period forms the imputed period-loss function. 
Departing from the standard Lagrangian method that requires iterative up-
dating the multiplier's value, we propose direct optimization methods for case 
L >T and case L < T . With these methods, the optimal policy parameter 
values can be obtained simply by searching over an identified two-dimensional 
space. 
This direct methods can avoid the problem of degeneracy (Lau et al., 2002). 
By degeneracy it means that any situation in which the model cannot be solved 
leads to nonsensical "optimal" solutions. This is most likely to occur when the 
service level target is "relatively" low, which leads to a low shadow shortage 
cost. 
Besides the exact optimization algorithms, we also propose a heuristic 
method for the second case (L < T), which is based on the Limit Theo-
rem of Renewal Theory. In details, when inventory position is larger enough, 
the renewal function is asymptotically linear to it. With the linear function, 
the searching process is much more simplified and the efficiency of the algo-
rithm is increased substantially. Numerical experiments are done to test the 
sub-optimal result and efficiency. 
Flexibility is an appealing advantage of the models under time-window 
ready rate constraint. To describe the impact of flexibility, we make a com-
parison between our model and a similar concept in the literature 一 Advance 
Demand Information (ADI). Advance demand information (ADI) is obtained 
as customers place orders in advance of their future demands. Inventory mod-
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els with ADI also utilize late deliveries (or advance orders) to reduce inventory 
and hence save the long run inventory cost. The difference is that the ADI 
models postpone deliveries to a fixed time point rather than a flexible time win-
dow. Numerical analysis shows that the flexibility does reduce total inventory 
cost a lot. 
In the end of this thesis, we run thousands of numerical experiments, which 
show that a significant amount of cost can be saved if the time-window can 
be expanded by one period, mostly more than 10%. Specifically, if the off-
shelf (T = 0) fulfillment is lifted to the one-period (T = 1) fulfillment, then 
the potential cost saving achieves the highest percentage; and the marginal 
benefit decreases as the time-window is further expanded. As expected, the 
trade-off between the time-window ready rate and the minimum achievable 
cost is nonlinear. 
We end this introduction by outlining the rest of the thesis. Next chap-
ter provides a literature review, and the mathematic models are described in 
Chapter 3. The properties of the optimal policies are revealed and the algo-
rithms are developed in Chapter 4. Discussion of the heuristic method and 
comparison with ADI model is followed in Chapter 5 and Chapter 6. Numer-
ical experiments are analyzed in Chapter 7, and we conclude the thesis in the 
last chapter. 
• End of chapter. 
Chapter 2 
Literature Review 
The cost-service trade-off or exchange curve lies at the center of inventory 
management. Many published studies have addressed the trade-off analysis. 
Broadly speaking, service levels can be classified into two categories: off-shelf 
and time-window. While off-shelf based service levels are popular in textbooks, 
their time-window counterparts are the most common in practice (e.g., Lee and 
Billington (1992) and Gilmour (1997)). Furthermore, as mentioned earlier, 
service levels can be defined at both the item and order levels. Various item-
based service levels have been addressed in the literature, while those of order-
based levels are much more difficult to handle, and hence only a few studies 
have been reported (see Haiisman, Lee and Zhang (1997) and Song (2000). 
(Note that the weighted average fill rate described earlier is different from 
any of the bounds and heuristics that Song discusses.) Moreover, in studies 
concerning service levels, some authors emphasize system evaluation, while 
others develop procedures for system optimization. These two approaches are 
clearly interrelated. This brief review does not distinguish between the two 
9 
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approaches, and focuses on the item-based service levels. 
The use of service level constraint is mainly motivated by the difficulty of 
estimating stockout (shortage) costs. Item-based service levels can be defined 
in several ways, all of which are criticized by Chen (1996). 
A group of researchers has addressed the off-shelf ready rate and fill rate. 
Yano (1985) and Piatt et al. (1997) deal with the re-order point, order quantity 
(i.e., (r, Q)) models with the fill rate constraint. Rosling (2001b) represents 
the latest effort. He proposes optimal and near-optimal algorithms for two 
sets of problems. These algorithms are easy to implement. In the first set, 
he develops the algorithms for optimizing several single-item inventory models 
with non-convex backlogging costs. However, he only provides a heuristic for 
finding the optimal (s, S) policies. In the second set of problems, Rosling 
considers service level constrained models, in which the randomized policies 
are optimal. Though one problem in his paper is similar to ours, he does 
not provide a procedure for optimizing it. Moreover, a randomized policy is 
difficult to implement. 
In an earlier paper, Rosling (2001a) identifies conditions under which non-
convex backlogging costs can still result in quasi-convex loss functions. These 
costs are readily linked to several service level constraints, including the ready 
rate. When L >T, the imputed loss function in our model is quasi-convex if 
we further assume that the holding cost is linear. If the imputed loss function 
is quasiconvex, we can then iteratively update the Lagrangian multiplier to 
find an optimal (s, S) policy that minimizes the cost and meets the service 
requirement. With each given value of the Lagrangian multiplier, we can 
apply the algorithm of Zheng and Federgruen (1991) or that of Feng and 
Xiao (2000) for the model optimization. However, this method is prone to 
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degeneracy (Lau et al., 2002), as mentioned in Chapter 1. Though Lau et al. 
consider only (r, Q) models, it is easy the see that the same problem exists in 
the (s, S) model. It may happen that no shadow cost can lead to a policy that 
both minimizes the cost and satisfies the service level specification. That is, 
all levels of shadow cost are either too low or too high. Our algorithm directly 
finds the optimal (s, S) policy without resorting to the Lagrangian multiplier, 
and can thus avoid degeneracy. 
Recently, the notion of advance demand information has received much 
attention. Advance demand information (ADI) is obtained as customers place 
orders in advance of their future demands. Similar to the time-window setting, 
there will be a time gap, say T periods, between receiving orders and shipping 
goods. However, the major difference between the two settings is that the 
customers in ADI model do not accept an earlier delivery; i.e., if a demand 
is of type T—period advance and arrives in period t, then the firm can ship 
it only in period t + T, provided that there is sufficient stock. While in the 
time-window setting, goods can be shipped in any period from t to t + T. 
Several incentives to elicit advance demand information have been studied in 
the literature, including price discounts and/or priority service to customers 
that book early (Chen, 2001). A similar notion of differentiate customers on 
the basis of demand leadtimes is explored in Wang et al. (2002). Hariharan 
and Zipkin (1995) explore the continuous review model with ADI, where the 
base-stock policy is assumed and supply lead times may be stochastic. The 
basic finding is that demand lead times are the opposite of supply lead times. 
Gallege and Ozer (2001) address the periodic review model with setup costs, 
and prove the optimality of a modified (s, S) policy. In their model, demand 
that arrives in a period consists of T + 1 types: for type 0, "off-shelf fulfillment 
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is expected, and for each of the other types, i 二 1，...，7\ a fulfillment of i 
periods is expected. Demand that cannot be met on time is backlogged, and 
a shortage cost is incurred. If only type T demand exists, then their model is 
compatible with ours - with the difference that the fulfillment window in our 
model is more flexible. Furthermore, their model assumes a backlogging cost, 
while ours considers a service level constraint. 
• End of chapter. 
Chapter 3 
Evaluation of Cost and Service 
3.1 Preliminaries 
We consider a single-item, periodic-review system controlled by an (s, S) re-
plenishment policy. Inventory can be replenished at the beginning of each 
period. The sequence of events in any period is as usual: inventory review, 
placement of new orders, receipt of replenishing deliveries, fulfilment of de-
mand and evaluation of costs incurred in the period. All events are assumed 
to occur at the beginning of any period. 
Demands for the item are independent across time periods, and the demand 
process is stationary (iid). Partial fulfillment of a demand is allowed. It is 
assumed that all demands unsatisfied within T periods are fully backlogged, 
and backlogged demands are filled based on their periods of arrival (first come 
first serve). For the purpose of computation, we consider discrete demand 
distributions. 
13 
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Notations: 
K setup cost; 
I{t) inventory position at the beginning of period t, 
after possible ordering] 
Dt the demand in period t; 
(or 4>{d)) probability distribution (or density) of Dt, 4>{-) = 0; 
(or (^"(d)) n-fold convolution of ^ d ) (or 0(d)); 
D\p,t) •=i:{'JpDh,iovt>p; 
D\p,t] :=Y:LpDhJoTt>p; 
L constant replenishment lead time; 
T length of time-window; 
L L-T if L>T 
L' r - L — 1 if r � L ; 
s, S re-order point and order-up-to level; 
Q := S - s, order quantity; 
(3[s, S) time-window T ready rate under policy (s, 5), T > 0; 
Pq required level of ready rate; 
H{y) holding cost when inventory position in a period is ^ > 0. 
In this research we assume that the holding cost H(y) is increasing and 
convex in inventory position y, and further H{y + 1) — H{y) > for 
all ^ > 0, where his a, given positively-valued constant. A special case is when 
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the equality holds (i.e. H{y) == h the holding cost is a linear 
function of on-hand inventory. Assumption that H{y + 1) — H{y) > 
is unharmful as it simply asserts. 
Without loss of generality, we assume S* > 0. This is because if otherwise, 
we could simply raise both S* and s* simultaneously until S* reaches 0. Such 
a parallel shift will not affect ordering and holding costs but possibly improve 
service level. 
Another assumption is 0(0) < /?�• This is a technical condition. Since zero 
demand is considered as fulfilled regardless of inventory status, if (/)(0) > po, 
it is a trivial case that any policy can satisfy the service level constraint. 
In this thesis we use the terms increasing and decreasing in the weak sense, 
i.e., increasing and decreasing mean non-decreasing and non-increasing, re-
spectively. 
3.2 Evaluation 
3.2.1 Cost Function 
The cost model can be formulated as follows 
，C ( s，习 二 M{S - s) (3.1) 
s. t. 
P(s,S)>Po, (3.2) 
where m{j),j = 0，1,…，are the well-known renewal density: 
/ m(0) 二（1_(«0))-1 . 
\ m{j) =i:LomMj-i) ’ 
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and 
M(0) = 0 
<‘ M(j) . 
(see Veinott and Wagner (1965), Zheng and Federgruen (1991)). 
The following lemma is needed later on and proved in Appendix A.l. 
Lemma 1 The renewal density m{j) < m{0), Vj > 0. 
3.2.2 Expression of Time-window Ready Rate 
As will be shown shortly, the problem structures are significantly different 
in the following two cases: (i) the time-window, T, is not longer than the 
replenishment leadtime, i.e., T < L, and (ii) The time-window, T, is longer 
than the replenishment leadtime, i.e., T > L. Thus we derive the expression 
of ready rate for each case respectively. 
Case (i) T < L 
When T < L, the analysis is simple. The demand in period t can be filled 
completely if and only if 
I{t + T - L) > D[t + T-L,t]. 
The time-window ready rate associated with I{t + T — L) = y is the likelihood 
that demand D[t + T - L,t] does not exceed y provided Dt > 0; namely, the 
probability 
护一了+1(2/). (1 — 0 ( 0 ) ) + 1 . 0 ( 0 ) . 
Notice that when Dt = 0, it is considered as a fulfillment on time. Letting 
T = 0, we obtain an expression for the "off-shelf ready rate with leadtime 
CHAPTER 3. EVALUATION OF COST AND SERVICE 17 
L. For T > 0, the above probability gives the ready rate with an "effective 
leadtime" oi L < L. Hence the corresponding dis-service level is 
B ⑷二 [l — 0 ( O ) n i - 少 ( 3 . 3 ) 
Under an (5, S) policy, the time-window ready rate can thus be written as 
风 s，幻 = [仏 (3.4) 
Case (ii) T> L 
Under Case (ii), we further consider two subcases: A: s > —1 and B: s < —1. 
When demand A arrives at the beginning of period t, the ordering decision 
for the period has been made, so the inventory position I{t) > s. Clearly, if 
s > —1, then I(t) > 0 and no demand will wait longer than L + 1 periods to 
be fulfilled. Hence, all demands arriving in period t or earlier will be satisfied 
by period t + T {>t-}-L + l), resulting in a 100% time-window fill rate. That 
is, B{y) = 0 under Case (ii)-A, where I(t) = y. 
Now turn to Case (ii) B: s < —1. Four situations require different treat-
ments: 
a. if 0 < I(t) - A , B{y) = 0; 
b. if s < I(t) - A < 0 and I(t)-Dt-D[t + l,t + T-L) < s, B{y) = 0; 
c. if s < I(t) - A < 0 and I(t) - Dt - Dlt + + T - L) > s, B(y) 二 1; 
d. if I{t) -Dt<s, B{y) = 0. 
Under Case (ii) Ba: s <0 < I{t) - Dt, demand in period t can be fulfilled, 
immediately - offshelf — 01, is "reserved" into replenishment orders placed before 
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and/or in period t, which will be received by period t + L < t -{- T. Hence, 
demand Dt will be filled out by period t+T, so that B{y) = 0 for I{t) ^y > Df 
Notice that an order placed during periods [t + l,t T - L] will as well be 
received before or by period t + T. If in period t, s < I{t) - Dt < 0, then part 
or all of demand A can not be fulfilled by period t + L. In Case (ii) Bb, Dt 
can still be fulfilled completely by period t + T because at least one order is 
placed during [i + 1, i + T — L], which brings inventory position back up to 
> 0. Thus, B(y) = 0 in Case(ii) Bb for I{t) 二 y. But in Case (ii) Be, Dt 
will not completely satisfied by period t + T. For Case (ii) Bd, an order will 
be made in the next period, and all demand will be filled before t + L + 1. So 
B{y) = 0. 
Analyzing Case (ii) Be needs to quantify the probability: 
Prob [s < I(t) -Dt- - L),I{t) - Dt < 0] 
=Prob [D[t + l “ + r - L) + s < I(t) — Dt< 0). 
Given I{t) = y > s, we have the dis-service level: 
B{s,y) = Prob [Dlt + + T - L) + s < y - Dt < 0] 
= $ " ( 2 / - S - 1 - Z ) 0 ( Z ) ， (3.5) 
z=max(i/+l,l) 
where $。(）= 1. 
Clearly, with dis-service rate, B(s,y),s < y < S, the long-run average 
ready rate, S), can be written as identical to (3.4). But notice here B{-) is 
not only a function of inventory position but also related to the re-order point 
s. 
• End of chapter. 
Chapter 4 
Optimization of the Inventory Policy 
For Case(i), the service level is a simple function of inventory position, we 
can remove the service level constraint by Lagrangian multiplier to form an 
imputed loss function. Such a loss function equals B{y) 二 1 —树0) for y <0. 
If the value of the multiplier is not big enough, then optimizing (3.1) does not 
give a "meaningful" solution — s* —> —oo. This is so-called the problem of 
degeneracy. We therefore resort to the direct search approach which uses the 
following monotonicity results. 
4.1 Monotonicity of Cost S) 
The following monotonicity properties of the cost function is straightforward to 
prove and hence is stated without a proof. As the policy (Q, S) {Q — S — s)is 
equivalent to the policy (s, 5), we frequently denote C(s, S) (or /3(s, S)) as 
C{Q,S) {ovp{Q,S)). 
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Lemma 2 The long run average cost C{Q, S) is an increasing function of S 
with Q being fixed, and a decreasing function of Q with S being fixed. 
With this monotonicity, we know that the smaller S or the larger Q be-
comes, the lower the long run average cost is. So for any given S in the 
constrained optimization problem, we just need to find the largest Q such that 
(Q, S) satisfies the service level constraint. Then we have the following result. 
Lemma 3 For any given S such that B{S) < l—Po, the optimal order quantity 
Q{S) = max{Q-.p{Q,S)>Po}. (4.1) 
and when Q is given, the optimal order-up-to point 
S{Q) = imn{S:P{Q,S)>(3o}. (4.2) 
This result says that if the said conditions are met, then it is easy to 
locate Q (or S) when S (or Q) is given. To develop algorithms using these 
monotonicity properties, the bounds on 5 or Q have to be established. Because 
these bounds are case-dependent, we separately discuss the two cases below. 
4.2 Optimization Algorithms — Case(i) 
The time-window ready rate (3 possesses the following properties, which further 
facilitates the computation. 
Lemma 4 /3(Q, S) is increasing in S with Q being fixed, and decreasing in Q 
with S being fixed. 
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Proof. Since 
助 — z U - B{S - j)] 
二 _ + 爾 ’ 
we have 
m(Q) ZU - Q ) - 少 - j)] ,1 
二 M(Q + 1)M(Q) ( l - _ ) 
< 0. 
It is also obvious that (3{Q, S) is increasing in S with Q fixed. • 
Lemma 5 An optimal order-up-to level satisfies: S* > where 
5 = (4.3) 
Proof. Suppose 5 < then no matter what Q is, the service level 
吼 s) < w , s) = m + - m) < po • 
The constraint can never be satisfied, which proves the lemma. • 
Since we do not know whether s* is positive or negative and optimization 
procedures for the two cases differ very much, we need optimize separately the 
two cases. Having obtained the two policies, we then choose the one giving 
the lower cost. 
Case (i)a s* < 0 
With the following lemma, we get a lower and upper bound of Q{S) immedi-
ately. 
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Lemma 6 For any given S, it follows that 
S<Q{S)<QiS), (4.4) 
where 
Q(S) = max{Q : M{Q) < M{S + 1)丄:：))}. (4.5) 
Proof. First, in this case we assume s* < 0, which implies that S* < Q*. 
Hence when searching Q(S) for any given S, we only consider those Q such 
that S < Q, because otherwise it will contradict the assumption. 
Since for any feasible policy, 
P�Q,s�二 0 ( 0 ) . ^^；^ > Po-
T h e n , _ ) < 
j=0 
+ E - � — ㈣ 
j ^ + l Po - 0(0) 
<-卿鴻• （4.6) 
The last inequality holds because $ ( - ) = 0 and $ (+ ) < 1. Because M(Q) 
is increasing, the result follows immediately. • 
With both bounds being identified, can be found by a bi-sectional 
search. In the following we establish terminating conditions of the algorithm. 
It is based on a lower bound of the average cost function. 
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Lemma 7 The optimal cost for any given S, say C{S), is bounded by Q{S), 
where 
腳 二 Z “ 口 : - � 。 — _ ， (4.7) 
which is increasing in S when S > Sq, and So is defined as 
5o 二 min L : pHMiS + l)[H(S + 1 - j ) - H(S - j)] - H(S - j)} > K^ . 
“ (4.8) 
Proof. 
= n 口 : ( 广 � 。 - _ ) . 
Letting 
K + Ef=o' m(j)ff(S - j) 八…二 ’ 
then 
Af(S) = f{S + l)-f(S) 
二 EU m(j){(S + i m s + l - j ) - HjS — j)] - H(S - j)} - K 
- (5 + 2)(5 + l ) • 
Because H{;y) is increasing and convex, and /^"(O) = 0，it follows that 
{S + l)[H{S + 1 - 3 ) - H{S — j)] 一 His 一 j) 
= U + 1)IH{S + l - j ) - H{S 一 j)] + iS-j)[H{S + 1 — j ) — H{S — j)] - H(S - j) 
> (j + miS + 1 _ j ) — H{S - j)] + His - j) — H{S 一 j ) 
二 { j + l)[H{S-\-l-j)-HiS-j)l 
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which is also increasing. It implies that the numerator of A/(S' ) is increasing 
in S and goes to infinity as S goes to infinity. Thus we can always find such 
an So that Af{S) > 0, V 5 > ^o- • 
With the lower bound on C{S), we can establish a terminating condition 
A , A� 
as follows: with every order-up-to level S, we find the optimal quantity Q[S), 
then calculate C(5), and update the minimum cost C* if C{S) is smaller than 
the current minimum cost obtained so far. Once S > So and C{S) > C*, we 
know that C{S) > C(S) > C{S) > C*,V5 € [5,oo), then the enumeration 
can be terminated. 
Now the algorithm for the case s* < 0 is ready: 
Algorithm (i)a 
Step 0. Initialization: set S = ^ and C* = an arbitrarily large number. 
Step 1. Search the smallest Q G (5, Q{S)] such that P{Q{S),S) > Pq. 
Denote it as Q{S). If no such Q, then S = S + 1 and repeat step 1. 
Step 2. Calculate C{S) = C(Q(S),S), if C{S) < C* then C* = C(S), 
S* = S and Q* = Q(S). 
Step 3. If S > So and C(S) > C*, then end. Otherwise, Zei 二 + 1 
and goto Step 1. 
Notice that 5 in step 0，Q(S) in Step 1 and 5"� in Step 3 are defined in 
Lemma 5，Lemma 6 and Lemma 7，respectively. Except Q(S), So and 5 can 
be obtained "off-line", i.e., they can be calculated before the above algorithm 
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is actually executed. Because of monotonicity, Q{S) can easily be found by a 
bi-sectional search, which lies between S + l and Q(S). 
We also remark on the complexity of the algorithm. It is well known from 
the literature that the computational effort depends mainly on the number 
of S being evaluated. This is because evaluating policy {s — 1,S) requires 
marginal effort after policy (s, S) has been evaluated (Zheng and Federgruen 
(1991)). Therefore, the complexity of the algorithm is proportional to the 
number {S - 5), where S is defined as the largest S being evaluated in the 
above algorithm. 
Case (i)6 5* > 0 
In this case we enumerate Q instead of S, For the same reason stated in 
Lemma 6，we only consider S satisfying Q < S. The following result is based 
on the observation that if B{s + 1) < 1 - Po, then B{y) < 1 - V y G {s,S], 
and the expected ready rate will always be higher than the required level. 
Lemma 8 For any given Q, 
Q<S{Q)<S(Q), (4.9) 
where 
S(Q) = Q + max{s : B(s) > 1 - /3o,s > 0}. (4.10) 
Lemma 9 The optimal cost for any given Q, say C{Q), is bounded by C_{Q), 
where 
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The bound is increasing after a certain point Qo, and 
Qo = mill | q : J： m(j){Q[H{Q + 1 _ j ) — H{Q — j)] 一 H{Q - j)} > . 
(4.12) 
Proof. 
广 , � � — K + j:Um(j)H(S-j) 
哪 二 雨 
- _ 
� K + EU^UWQ-j) 
- Qm{0) ‘ 
The monotonicity of C_{Q) and the quantity Qo can be similarly proved, which 
is omitted here. • 
An obvious lower bound on the optimal S is So = min{»S : B(S) < 1 — A)}. 
Moreover, since s > 0, > Q. Hence a better lower bound on the optimal S 
is given by 二 max(Q’ 5"�). 
The algorithm for case s* > 0 is described as follows. 
Algorithm (i)b 
Step 0 Initialization: set Q = I and C* = an arbitrary large value. 
Step 1 Search the smallest S G [S(Q),S{Q)] such that S(Q)) > Pq. 
Denote it as S(Q). If no such S, then Q 二 Q + 1 and repeat step 1. 
Step 2 Calculate C{Q) = C{Q,S{Q)), ifC(Q) < C* then C* = C(Q), 
Q* = Q and 二卿 ) • 
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Step 3 If Q > Qq and C_{Q) > C*, then end. Otherwise, let Q = Q + 1 
and goto Step 1. 
In Step 1，S(Q) is first calculated by (4.10). Again, because S) is 
increasing in S with Q being fixed, S(Q) can be located by a bi-sectional search 
within 5'(Q)). In Step 3, Qq is obtained "off-line". In implementing the 
above algorithm, the values of m() and M() should be reused from the previous 
optimization for the case s* < 0. 
The complexity of the algorithm can be analyzed as follows. Suppose the 
largest Q being searched is Q in Step 3. It is obvious that the maximal possible 
order up-to level to be evaluated is bounded by S{Q). Thus the number of 5's 
being evaluated should be bounded by {S x Q), to which the computational 
effort is proportional. 
4.3 Optimization Algorithm — Case(ii) 
Unlike in Case(i), the monotonicity of /3(Q, S) doesn't always hold in Case(ii) 
(see Lemma 4 ). So an upper bound Q{S) of Q{S) is instead established, which 
is used for the one-dimensional descending search starting from Q = Q{S). 
Notice that in Case (ii), the optimal Q > 5 + 2 for any given S >0. 
Lemma 10 For any given S >0, 
S + l<Q(S)<Q(S), (4.13) 
where 
Q(S) = max{Q : M(Q) < 丄二((••)) + M(S + 1)]}, (4.14) 
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and Q{S) is increasing in S. 
The proof is lengthy, which is available in Appendix A.2. 
Now we establish the terminating condition. Although the optimal cost 
C{Q, S) with fixed S does not hold any convexity, the properly established 
lower bound is increasing after a certain 
Lemma 11 Fix S. The optimal cost C{Q, S) is bounded from below by C^S), 
where 
二 ^ L ' + GS + l ) m ( 0 ) 1 - m . ( ) 
Proof. Notice that H(s + 1)，• •. ’ H(fi) = 0. By inequality (A.2), 
广 c ^ � — + 
。 ( 训 二 m ^ ) 
- W ^ ) 
— L ' + {S + l)m(0)1 - 0 (0) . 
• 
A lower bound on the optimal S is established by the following lemma 
whose proof is attached in Appendix A.3. 
Lemma 12 The lower bound C_{S) is increasing when S > Sq, where 
s 
So = mm{S : L' m(j)[H{S + 1 - j ) - H(S — j)] - m(0)K > 0}. (4.16) 
3=0 
As all the bounds are ready, so is the algorithm for Case(ii). 
Algorithm (ii) 
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Step 0 Initialization: Set S = 0, and C* an arbitrary large number. 
Step 1 Find Q{S) according to Lemma (10) such that /3[Q, S) > Pq and 
mill C{S) at the same time. 
Step 2 Calculate the cost C{S) = C{Q(S),S), ifC{S) < C* then C* -
C(5), S* = S and Q* = Q{S). 
Step 3 If S > So and C(S) > C*, then end. Otherwise let S = S ^ 1 
and goto Step 1. 
In words, the algorithm works as follows. For any given S, it searches 
downward from the upper bound Q{S) to the first Q such that the ready rate 
constraint is met. This Q is Q{S), because C(Q, S) is decreasing in Q with S 
being fixed (see Lemma 2). The rest of the steps are straightforward. 
Suppose that the largest order-up-to level S being evaluated in Step 3 is 
S. Unlike Case (i), an evaluation of policy (s - 1, S) and that of policy (s, S) 
may be different considerably in Case (ii). Hence the computational effort of 
Algorithm (ii) is proportional to the number of (s, S) policies being evaluated, 
which is clearly bounded by 5 x {Q(S) - S). As a result, the algorithm's 
complexity is roughly proportional to 5 x [Q{S) — S). 
• End of chapter. 
Chapter 5 
Heuristic Method for Case(ii) 
5.1 Approximation of Q{S) 
In this chapter we develop a heuristic based on the Limitation Theorem of 
Renewal Theory. It is clear to see that for any given enough large S, the 
optimal Q(S) is approximately a linear function of S, but when S is small, 
this linear relationship doesn't hold. This is because when S is large, M{S) 
and M(Q) is linear to S and Q respectively. 
Figure (5.1) shows the exact contour of cost and service rate on the (Q, S) 
plane. All the possible policy must locate in the area Q > S+1 for the fact that 
s < —1. Prom the monotone properties of the cost, we know that function 
Q{S) is a series of integer-valued points that are just above and closest to 
the service-indifference curve /3{Q, S) 二 Pq. We can see that when S is large 
enough, /3(Q, S) is linear to S. With the linear relationship, we can establish 
an approximate method to find the near-optimal policy. 
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Cost and Service Rate Contours on (Q.S) plane 
450 I 1 1 1 1 
400 - -
350 - C(0’S> = C‘ C(O.S) = C(Sup> . 
3 / / P(Q.S) = 
/ / ^ ： ^ ^ 
200 - / / — (Q-(S-). s- ) / / ^ ^ 
100 - \ / � Sup) -
- I I : I t s* 50 100 s 150 200 250 
up s 
Figure 5.1: Cost and Service Rate contours on (Q,S) plane 
Although we already have built a series of exact algorithms, we still de-
velop this heuristic method because the following findings. As the later part 
of this thesis will show, in numerical tests, when the required ready rate is 
large enough, say very close to 1，the exact service-indifference curve is ap-
proximately linear and roughly converges with line Q — S + 1. It suggests that 
the higher Pq is, the better the performance of our heuristic algorithm will be. 
In the following we introduce the algorithm only and compare its numerical 
result with that of the exact method later in Chapter 7. 
Lemma 13 When S > Sup, M{S)/S ^ 1/i.l and m{S) ^ l/jd, where ii is the 
mean demand, and Sup is defined as 
Sup = min{5 : \m(j) - 1/m| < e, Vj > S}. 
CHAPTER 5. HEURISTIC METHOD FOR CASE(II) 32 
Proof. By the limit theorems of renewal theory or the strong law of larger 
numbers, we have 
M{S)/S — 1/仏 and m{S) 1/^ as 5 - > oo. 
We omit the proof details here. 
Also by limit theorems of renewal theory, 
M{S + N)-M{S) — —,asS-^oo 
m(S) = M{S + l)-M{S) i , as cx). 
When e —>• oo, Sup —0; and e — 0, Sup oo. So when e is small enough, 
m{S) ^ l / / i and M{S) « Sf/i, yS > S— • 
Lemma 14 When S > Sup, Q{S) is linear to S, and 
眷 鴻 [ “ 崎 糾 
Proof. By inequality (A.2), 
顺 卯 + 释 + 1)1. 
When S is large enough, M(Q(S)) ^ Q(S)/ii and M�S + + l ) / / i , 
so 
释 鴻 丨 “ 崎 
Here Q{S) is rounded to the largest integer smaller than the right part. • 
With this linear relation Q(S) can be easily located, and the searching 
procedure of Q{S) is not needed any more. In the following we set an upper 
bound of 5 as the terminating condition of the enumeration. 
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Lemma 15 When S > Sup, there must exist 
一 A : ( = = ; ) > 1 } ’ (5.2) 
such that when S > S the optimal cycle cost C'{Q{S), S) is increasing in S, 
and S* < S. 
See the detail proof in Appendix A.4. 
5.2 Algorithm 
Step 0 Initialization: Set S = C* is an arbitrary large number. 
Step 1 Compute S offline according to lemma (15). 
Step 2 Compute which satisfies the approximated service level 
constraint (5.1). 
Step 3 Calculate the cost C*(S) = C{Q(S),S), if C*{S) < C* then 
C* = C*�S\ S* = S and Q* = Q{S). 
Step 4 If 5 > then end. Otherwise let 5 = S" + 1 and goto Step 2. 
• End of chapter. 
Chapter 6 
Comparison with the ADI Model 
We have talked a lot about time-window fulfilment, which is defined that cus-
tomer demands are required to be fulfilled within a pre-specified time-window 
T with ready rate (3. Suppose demand arrives at time t, then the probability 
that it is filled until t + T is (3. Advance Demand Information results from 
customers place their order in advance of their needs. Suppose a customer 
has a demand at time t, while this demand information is sent to supplier at 
t — T, and the supplier tries to fulfill it at time t. The two concept is similar 
in that they both utilize the positive demand lead time to offset supply lead 
time, so that the total inventory cost can be reduced. The difference is that 
one allows late deliveries, the other allows advance orders. Shifting the ADI 
model T periods forward, we can see they are basicly same except that: 1. The 
Time-window model assumes that demand arrives when the supplier observes 
it, while the ADI model assumes that the supplier only knows the demand 
information in advance. 2. The former allows the demand to be fulfilled in 
any period within the time-window, while the latter one only allows delivery 
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T periods later EXACTLY. To learn more details about ADI model, please 
refer to Chen (2001) and Gallego and Ozer (2001). 
It is obvious that the Time-window model is more flexible than the ADI 
model, and our main objective is to evaluate the cost impact of this flexibility. 
The comparison is based on the assumption that (5, S) policy is implemented 
in both models. And we only consider the case T < L. 
In the following part of this section, we first model the inventory systems 
under Advance Demand Information, then derive cost and service functions, 
and at last create an algorithm to find the optimal policy. The numerical result 
is in next section. 
6.1 The ADI Model 
To compare our Time-window model with the ADI model, we need to modify 
the model setting. The model considered in Gallego and Ozer (2001) is the 
closest to the time-window setting. As mentioned in the literature review, 
they allow T + 1 types of demands to arrive in any period. To make a fair 
comparison we take a special case of their model: only one type of demand 
arrives in each period. For the demand arrives in period t, the firm tries to 
fulfill it in period t + T. Partial fulfillment and full backlogging are permitted. 
6.1.1 Cost Function 
When advance demand information arrives at time t — T, nothing will be 
delivered until t. The Inventory Position will not be changed by this demand 
before t, therefore IP cannot capture the advance information. To utilize the 




T < L 
Figure 6.1: Modified Inventory Position 
advance demand information, the Modified Inventory Position is introduced in 
Gallege and Ozer (2001). It is defined as Inventory Position minus Advance 
Orders, 
MIP = I P - Advance Orders . (6.1) 
We also assume the inventory system is controlled by Modified (5, S) policy -
at the beginning of a period, if MIP (Modified Inventory Position) is equal or 
below s, an order is made to increase MIP to S. 
Unlike the model in Gallego and Ozer (2001), we don't consider backorder 
cost in case of shortage. We calculate the ready rate instead. So the cost 
function is same as (3.1), while the linear loss function H{-) is different because 
effective lead time has been changed, 
1 = 0 
where y is MIP. 
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6.1.2 Service Rate 
The following relation can be set simply by definition of MIP. 
IL{t) =•- MIP{t-L)-D[t + T-L,t). (6.2) 
B{y) = Pi{IL{t) -Dt< 0| A > 0} • Pr{ A > 0} 
=Fv{MIP{t -L) <D[t + T-L,t]}- P r { A > 0} 
二 ( 6 . 3 ) 
= 
= 改 二 ( “ ) ( l - _ ) + 淋 ( 6 . 4 ) 
6.1.3 Optimal Policy 
The model is similar to our time-window models, so its optimal policies can 
be found by the existing algorithm. Details are omitted here. 
6.2 Numerical Comparison 
To compare the cost impact of the delivery flexibility, we set L = 5,T = 
0’ 1，.. •，5’ and other parameters /i 二 1, K = 24，A = S ’ / ?�二 0.85. 
Intuitively, the time-window model should have better performance than 
the ADI model because of its flexibility. It is also proved in the numerical 
study. As we can see in Figure (6.2), savings of this flexibility is considerable. 
Finally, we summarize the findings from the numerical experiment. First, 
the flexible window fulfillment has significant cost benefit to the firm. Second, 
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Table 6.1: Time-window v.s. ADI 
Time-window ADI 
T s S C p s S C p 
0 27 47 14.646 0.854 27 47 14.646 0.854 
1 22 41 10.709 0.856 22 41 14.339 0.856 
2 16 38 7.878 0.853 17 34 13.872 0.851 
3 10 36 6.066 0.852 12 28 13.629 0.855 
4 5 31 4.874 0.857 6 25 13.229 0.85 
5 -1 30 4.02 0.852 1 19 12.906 0.852 
when the fulfillment window is relatively short as compared to the leadtime, 
extending the window length may lead to important cost savings. Of course, 
as in any numerical studies, these two insights are only suggestive. 
• End of chapter. 
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Time Window Fill Rale v.s. Advance Demand Information 
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Figure 6.2: Time-window v.s. ADI 
Chapter 7 
Numerical Experiments 
7.1 Cost Impact 
A time-window ready rate constraint consists of two parameters: the length 
of fulfillment window T and the level of ready rate /3q. Flexible fulfillment 
window allows the firm to reduce its inventories. This section uses numerical 
examples to illustrate the tradeoffs highlighted in Introduction. 
In all examples, we took linear holding cost functions: H(y) — 0, V ?/ < 0, 
and H{y + 1) - H{y) = for all y > 0. Period demand distributions 
are all Poisson. We ran totally 7920 examples with the following parameter 
settings: 
Leadtime L = 1,3,5; 
Time-window T = 0 ,1 , . . . , 10; 
Unit holding cost h = 1,3,5; 
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Setup cost K = 24,44,64,84; 
Demand rate A = 5,10; 
Required ready rate po 二 0.50,0.55,..., 0.95. 
We consider the impacts of the following parameters: the window length T, 
the required ready rate "o，unit holding cost h and ordering cost K. 
7.1.1 Cost Impact of Ready Rate 
First, we examine the tradeoffs between the ready rate and cost under different 
(fulfillment) window lengthes. Figure 7.1 plots the result for the instances in 
which i3q increases from 0.5 to 0.95 with an increment of 0.05, and T increases 
from 0 to 10 with an incremental of 2，while other parameters are fixed: h = 
1，A 二 5，/(二 24 and L = 5. Prom the figure we can see the following pattern: 
when T 二 0, which corresponds to the off-shelf fulfillment setting, the tradeoff 
exhibits the strongest nonlinear relationship. When the fulfillment window is 
relatively short (i.e., T < 2), the service-cost tradeoff is strongly non-linear. 
As the window becomes relatively long (compared with the leadtime L 二 5)， 
the tradeoffs tend to be linear. A possible explanation might be that with a 
long fulfillment window, the service curve, as a function of inventory and time-
window (the driver), becomes flatter, due to the general effect of "diminishing 
returns". For other leadtimes, this pattern persists. 
7.1.2 Cost Impact of Time-window 
Second, the cost impact of window length is evaluated. As can be seen from 
Figure 7.2 whose parameter setting is the same as in the previous figure, the 
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Cost -Serv ice Tradeoff; Ready Rate 
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Figure 7.1: Cost Impact of Ready Rate 
window length and the cost exhibits a much stronger tradeoff relationship 
under all required levels of ready rate. This might be explained again by the 
"diminishing effect" of the time-window. 
This pattern is enhanced by more examples. See Figures 7.3 and 7.4. In 
the two figures We compare the costs between different time-window settings. 
Letting C*{T) be the optimal cost with window T, we define 
A … X 100% 
as the relative decrease from C*(Ti) to C*(T2)，where T2 > Similarly 
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Cost-Service Tradeoff: Time Window 
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Figure 7.2: Cost Impact of Time-Window 
is defined as the relative cost savings when required service rate decreases from 
P2 to Pi. They are plotted as follows. Holding all other parameters the same, 
we compare the optimal costs between the window lengthes T and T + 1, 
T = 0 , 1 , . . . , 9. The difference in cost is captured by At,t+i- Thus, there are 
9 values of Ajyr+i for each setting. We next change the parameter setting 
and finally take the averages of At,t+i over all the settings. The result is 
showed in Figure 7.3, where each point in the curve represents the average 
over 720 pairs of examples. The frequency statistics are summarized in Figure 
7.4 which plots three histograms: Ao,i, A2,3 and Ae,?. Again, each histogram 
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plot represents 720 pairs of examples. Evidently, although the marginal cost 
saving of extending time-window by one period is decreasing in the window 
length T, it is generally significant. For examples, extending from the off-shelf 
to one period window can save anywhere between 15% to 65% (see Ao，i in 
Figure 7.4), with an average of 35% (see Figure 7.3); further extending from 
6 to 7 periods, the saving ranges from 10% to 17% (see Ae j in Figure 7.4), 
with an average of 13.5% (see Figure 7.3). (The frequency statistics for the 
ready rate are plotted in the bottom of Figure 7.4. They confirm the earlier 
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Figure 7.4: Marginal Cost Impacts of the Time-window and Ready Rate 
7.1.3 Cost Impact of Other Parameters 
Since the time-window has strong impact on the cost, we further examine the 
relationships between the marginal cost saving and other parameters: leadtime 
L, unit holding cost h, setup cost K and required service level Pq. See Figure 
7.5. For each plot, the parameter in concern is fixed at one level and all 
other parameters vary their values to form different instances. The average is 
plotted. Three series of histograms are reported in the figure: Ao’i’ A2，3 and 
Ae,?. Take the example of K — 44, the average is taken over 190 examples 
with different values of L, h, A and /3o, while for the example of (3q 二 0.7, the 
average is taken over 72 examples combining all values of L, h, K and A. 
In addition to the previously observed patterns, Figure 7.5 suggests: A is 
increasing in h and decreasing in setup cost K. The former is clearly intuitive, 
while the latter might be explained as follows. Though the time-window setting 
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allows flexible fulfillment and hence reduces the average inventory level, the 
length of replenishment cycle can not be reduced too much, since the latter is 
determined by the difference between s and S and the demand rate. There is 
no clear pattern regarding the relation between A and L or po. 
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Figure 7.5: Cost Savings of Other Parameters 
7.2 Performance of the Algorithms 
For Case (i), we need to consider two cases. As analyzed earlier, the complexity 
of Algorithm (i)a depends mainly on the number of S being searched in Case 
(i)a，that of Algorithm (i)b is proportional to the number bounded by (S x 
Q), and that of Algorithm (ii) is related to the number S x {Q(S) — S). For 
an illustration, Table 7.1 reports the result and computational performances of 
the algorithms, which is based on the following parameter setting: h = 1, A = 
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5, K = 25, L and T are specified in the table. In the table, s and S are the 
optimal policy values, while C and (3 are the corresponding cost and expected 
ready rate, respectively. Evidently, the bounds are all much larger than the 
actual optimal ones. For example, in Case (i), under the constrained ready 
rate of 0.70，the upper bound on S from Algorithm (i)a is 117, and that on 
Q is 170. The upper bounds on S and Q from Algorithm (i)b are 108 and 
93’ respectively. Comparing with actual values of 35 and 31 (二 35-4)，we see 
the gaps are quite large. Clearly, there is still much room for tightening theses 
bounds. 
Table 7.1: Cost - Service Rate Tradeoff 
Case(l). T=3 L=5 Case(ll). T=5 L=3 
"0 (5 ,Q(S ) )a {Q,S{Q))b s S C p {S,Q{S)) s S C p 
0.50 (118.242) (84,97) -8 34 3.519 0.509 (75.166) -35 21 2.307 0.508 
0.55 (118,219) (84,97) -5 35 3.865 0.556 (75,151) -31 22 2.517 0.553 
0.60 (117,199) (85,99) -1 34 4.176 0.603 (75,138) -25 20 2.758 0.603 
0.65 (117,183) (89,103) 2 34 4.539 0.655 (74,125) -22 21 2.966 0.651 
0.70 (117.170) (93,108) 4 35 4.904 0.703 (75,118) -19 22 3.211 0.703 
0.75 (117.158) (97,112) 7 33 5.257 0.755 (75,110) -16 22 3.449 0.755 
0.80 (118,149) (102,118) 9 33 5.654 0.807 (75,103) -13 20 3.690 0.804 
0.85 (119.141) (106.123) 10 36 6.066 0.852 (75,96) -11 20 3.911 0.851 
0.90 (146,163) (112,130) 12 37 6.635 0.902 (75,91) -9 21 4.152 0.905 
0.95 (295,311) (120.140) 15 35 7.301 0.951 (75,86) -7 21 4.424 0.951 
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Table 7.2: Comparison of Exact and Heuristic Algorithms 
Exact Result Heuristic Resut Cost Diff. 
T fSo s S C f3 s S C f3 % 
4 0 . 8 5 - 5 2 1 4 . 7 3 4 0 . 8 6 1 - 5 2 2 4 . 7 3 6 0 . 8 6 5 0 . 0 4 % 
5 0 . 8 5 - 1 1 2 0 3 . 9 1 1 0 . 8 5 1 - 1 1 2 3 3 . 9 8 3 0 . 8 6 3 1 . 8 4 % 
6 0 . 8 5 - 1 7 2 1 3 . 3 3 2 0 . 8 5 2 - 1 6 2 0 3 . 4 0 3 0 . 8 6 8 2 . 1 3 % 
7 0 . 8 5 - 2 2 1 9 2 . 9 3 9 0 . 8 6 0 - 2 2 1 9 2 . 9 3 9 0 . 8 6 0 . 0 0 % 
8 0 . 8 5 - 2 8 19 2 . 5 8 3 0 . 8 5 7 - 2 8 1 9 2 . 5 8 3 0 . 8 5 7 0 . 0 0 % 
5 0 . 5 5 - 3 1 2 2 2 . 5 1 7 0 . 5 5 3 - 2 9 2 2 2 . 6 1 1 0 . 5 7 3 3 . 7 3 % 
5 0 . 6 5 - 2 2 2 1 2 . 9 6 6 0 . 6 5 1 - 2 1 2 2 3 . 0 7 0 0 . 6 7 3 3 . 5 1 % 
5 0 . 7 5 - 1 6 2 2 3 . 4 4 9 0 . 7 5 5 - 1 5 2 1 3 . 5 0 5 0 . 7 6 8 1 . 6 2 % 
5 0 . 8 5 - 1 1 2 0 3 . 9 1 1 0 . 8 5 1 - 1 1 2 3 3 . 9 8 3 0 . 8 6 3 1 . 8 4 % 
5 0 . 9 5 - 7 2 1 4 . 4 2 4 0 . 9 5 1 - 7 2 1 4 . 4 2 4 0 . 9 5 1 0 . 0 0 % 
7.3 Numerical Study of Heuristic 
In this numerical analysis, we consider Q{S) as a linear function of S, no matter 
S is greater or less than Sup. Then we don't need search Q(S) any longer, and 
we can just calculate it according to the linear equation (5.1) instead. This 
reduces the computational complexity substantially. 
Table (7.2) shows two sets of optimal policy and cost, found by our exact 
algorithm and heuristic respectively. We fix (5q first and let T from L + 1 
to L + 5. The heuristic works fairly well, and the near-optimal costs are at 
most about 2% higher than real optimal ones. Note that when T is larger, 
the heuristic result may reach the real optimum. Then we test the case that 
T is fixed and move Po from 0.55 to 0.95. When the required ready rate is 
lower, our heuristic perform worse, but the error is still less than 4%; while 
CHAPTER 7. NUMERICAL EXPERIMENTS 49 
the optimal policy is reached when (3 = 0.95. Therefore we may conclude that 
the larger T and P are, the more the heuristic cost close to the real optimum. 
• End of chapter. 
Chapter 8 
Conclusion 
In this thesis we consider an (s, S) inventory model with a time-window ready 
rate constraint. Since the expression for the ready rate may be a complicated 
function of the reorder level, the existing evaluation/optimization methods can 
not handle such a model. We have proposed direct procedures to fill this gap. 
These procedures are based on searching within the identified bounds on the 
optimal policy parameters s and S. The direct search method overcomes the 
problem of degeneracy that is often encountered in the standard Lagrangian 
multiplier method. The proposed heuristic further improves the efficiency of 
the algorithm and give the optimal result in most of the cases. 
The numerical experiment reveals that the flexible window fulfillment can 
result in significant cost savings. When the market is competitive, it is most 
likely that the firm need set a high service level within its promised fulfillment 
window. Since there is a significant tradeoff to be made between the window 
length and inventory costs, the firm might consider to offer deep discounts to 
those price-sensitive customers who don't care much about time and are willing 
50 
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to accept longer fulfillment windows. This analysis provides useful tools for 
the design and control of such systems. 
While the model captures the essence of flexible fulfillment window, there 
are other issues that deserve further investigation. First, the current model as-
sumes only one fulfillment time-window. However, many companies, especially 
those of online retailers, allow multiple response times, such as the standard 
delivery of 5 days and the express delivery of 3 days. In such a case, one needs 
to extend our single-window model to a multiple-window model. Second, we 
assume a constant supply replenishment lead time. A general situation might 
involve random lead time. The major difference between the constant and ran-
dom lead time is that in the latter case, the inventory position on which the 
probability of having no stockout is conditioned need to be taken from multiple 
periods. As the inventory position in different periods are interrelated, it is 
easy to see that the expression for the ready rate becomes a function of both 
s and S. Though it will be challenging to design an efficient procedure for 
optimizing such a model, it is possible to develop a procedure for evaluating 
any given (s, S) policy. Finally, on the technical front, the bounds used in the 
current algorithms are generally too large, as evidenced in Table 7.1. Further 
improvements are needed to tighten them, or alternatively, simple yet effective 
approximations are to be developed for the model optimization. 
• End of chapter. 
Appendix A 
Some omitted proofs 
A . l Proof of Lemma 1 
First we prove the upper bound of m{j) by induction. 
Clearly when j = 1, m(l) = "；(二总；)< m(0). With this fact, we know 
— m ( O ) 0 ( 2 ) + m ( l ) 0 ( l ) 
爪 ( 2 ) 二 r^) 
< m(0). 
Now suppose m{j) < m(0), V j e [0, A:], then 
拿 1) = r r ^ 
^ 1 - m 
二 m{0)' 
52 
APPENDIX A. SOME OMITTED PROOFS 53 
< m(0). 
Therefore m(j) < m(0) for all positive integer j. • 
A.2 Proof of Lemma 10 
Denote by Q the set {Q : (3{Q, S) > Po}. Clearly only the elements in set 
Q can satisfy the service constraint. Then Q{S) is the one that minimizes 
C(Q, S). From Lemma(2), we know C(Q, S) is decreasing in Q with S being 
fixed. Therefore, Q(S) is the maximum one in the set Q. 
The lower bound of Q{S) is intuitive. When s > —1, the ready rate will 
always be 1. Therefore its optimal cost must be higher than the policies which 
make the fill rate less than 1. 
To prove the upper bound of Q{S), we need to simplify l3{s, S) first. 
m(j)B(S - j) 
3=0 




S-s-l {S-j) + 
- E m(j) E ^''{S-s-l-j-z^iz) 
j = 0 z=0 
S-s-l 
j=0 
j = 0 2=0 
j=s+i 
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j=o 




The service rate constraint can be re-written as: 
队s,幻=1 决.（A.l) 
1 - P o � E f 二 ； i m ⑴少 " Q g - s —1 - j ) 
1 - 0(0) M{S - s) 
= m m ^ ' j S - s - l - j ) - E i o m ( j ) 少 - s - l - j ) 
- M(S - s) 
> E^Zr' ( s - s - l - j ) - Y U Mj) 
- M(S - s) 
二 EfJo"^ m{j) - 屯j(S - s - 1 ) - i:f=�m� 
- M(S - s) 
—M(S - s ) - EjLO^ ^'(S -s-1) - M(S + 1) 
二 M(S-s) 
M(S-s)-L'-M(S + l) 
- M(S-s) 
- L' + MQS + l) 
二 M(S-s)‘ 
which implies 
M(Q(S)) < 丄二((Oo))[" + 释 + 1)]. (A.2) 
When inequality (A.2) doesn't hold, the required service rate can never 
be reached. When S is fixed, the left hand side is a constant, which is larger 
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than M(S + 1). So when Q = S+1, inequality (A.2) always holds. The right 
hand side is increasing in Q and goes to infinity as Q goes to infinity, so such 
a Q(S) must exist. • 
A.3 Proof of Lemma 12 
Since the part《。：：忍 in the expression of C{S) is a constant between 0 and 
1，we omit it in the following derivation. Letting 
=K + Z^lim{j)H{S-j) 
八 L ' + (S + l)m(O) ’ 
we only need to prove f{S) is increasing when S > Sq. 
The first-order difference equation of f{S) is 
Df(S) 二 + 
=K + EU mij)HiS + l - j ) K + EU m(j)H{S - j) 
= L' + (S + 2)m(0) L' + {S + l)m(O) 
二 W + Qg + l)m(O)] j:U^(j)[H{S + l - j ) - H{S - j)] 
二 [L' + {S + 2)m(0)][L' + {S + l)m(O)] 
-m{0)lK + EU^U)HiS-j)] 
二 L' EU m{j)[H(S + 1 - j ) - H{S - j)] - m{0)K 
二 [L' + {S + 2)m(0)][L' + (S + l)m(O)] 
+m(0) EUm{j){{S + 1)[H(S + 1 - j ) - H(S — j)] - H(S - j)} 
L' EU MmiS + l - j ) - H(S - j)l - m{0)K 
- [L' + {S + 2)m(0)][L' + {S + l)m(O)] ‘ 
Let 5o 二 min{<S : + 1 - j ) - H(S 一 j)] — m(0)K > 0}. 
Since H{y) is an increasing and convex function in y, and limy_»oo H{y) = oo, 
the first term will go to infinity as 5 —^  oo. Thus the existence of So is ensured. 
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When S > So, the lower bound of cost Q(S) is increasing in S and goes to 
infinity as -S —> oo. • 
A.4 Proof of Lemma 15 
Let C{Q(S)^ S) be the optimal cost when S is given and (5.1) is satisfied. Let 
C{Q'{S + 1)，<S + 1) be another cost and it eqimls to C(Q{S),S). Note that 
these two costs are on the same cost contour on a (Q,S) plane. 
Because H{y) = 0, V y < 0, 
⑶ 外 約 = mm) 
二 K + T.tom(l)H{S-l) 
一 M(Q(S)) ’ 
rvrm本 1”；1� K + Etom{l)H(S + i-l) 
C ( Q ( 5 + 1 ) , 5 + 1) = MmS + l)) . 
When C(Q{S), S) = C{Q'(S + 1),S' + 1), and 5 > S邵 
K + Eto m{l)H(S - I) = K + j:tom{l)H(S + l-l) 
M{Q{S)) = M{Q'(S + 1)) 
Q'{S + l) 二 M{Q'(S + 1)) = K + j:f=om{l)H{S + l-l) 
Q{S) 二 M(Q(S)) = K + EtoHl)H{S-l) 
〜I<f^ + EtoH(S + l-l) 
Q'{S + 1)-Q(S)�zlo{H{S + l-l)-H(S-l)) 
Q(S) � Kfi + Ef=oH�S - V) 
二 H{S + 1) 
let 
A(5) = Q'(5 + l ) - g ( 5 ) ; 
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A*(S) = Q(S + 1)-Q{S). 
together with equation (5.1)，we get 
二 1 - (/)(0) {S + 1 + L'i2)H{S+1) 
二 (3o - m Kfi + Zf=oH{S-l) 
— 、 ) + • 
If, for a certain S, 
+ 〉 （A.3) 
holds, we get A(5) > A*(S), which implies that 
C(Q(S + 1),5 + 1) > C(Q'(S + 1), + 1) 二 C^ QOSO, S). 
Clearly the left hand side of (A.3) goes to infinity as 5 ^ oo. So such an S 
that satisfies (A.3) exists. 
Let S be the minimum non-negative integer that satisfies (A.3), then 
_ _ 5 - 1 _ 
(5 + L' + l)H(S + l)-Kii-Y,H{S-l)> 0. 
1=0 
When S > S, 
s-i 
[{S + L' + 1)H(S + 1)-Kii-Y^ H{S - 0] 
1=0 
_ _ 5 - 1 _ 
- [ (5 + L' + 1)H(S + 1) _ K/ii - Y , H ( S - 01 
1=0 
5 - 1 
=[{S + L' + 1)H{S + I)] 
1=0 
- 5 - 1 
-[(S + L' + 1)H{S + 1)-J2H{S- 01 
1=0 
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二 (S-S + L' + 1)H[S + 1) + (5 + L' + 1)[H{S + 1) — H(S + 1)] 
- E H(S - I ) - j:[HiS-0-H{S - 01 
l=S 1=0 
> (S-S-^L' + 1)H(S + 1) + (S + L' + 1)[H(S + 1) — His + 1)] 
- ( S - S - 1)H{S - S ) - ( S - l)[H{S) - H{S)] 
> 0. 
So inequality (A.3) holds for any S > S. 
Therefore the optimal cost C{Q{S)^ S) is increasing in S when S > S. • 
• End of chapter. 
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