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INTRODUCTION
The purpose of the present article is to present some general results concerning the existence of solutions of a class of functional equations of type X(t) = F(X t), In the latter situation, F(X, t) depends only on X(S) for t, <s < t. However, we make no such "causality" restriction in general, so that our results will apply to more general cases such as boundary value problems which might, for example, be written in the form x(t)=]"K(t,s)X(s)ds a (0. 4) or equations such as r(t) = W(t)) (0.5) which are not ordinary differential equations in the usual sense.
The existence results to be presented will be based on an effective procedure for constructing approximate solutions to (0.1). (The adjective "effective" here denotes some constructive, finite, numerical algorithm.) Briefly, we use the Brouwer fixed point theorem to find polygonal functions which satisfy (0.1) exactly at finitely many values of t; it then follows from the hypotheses on F that sequences of these approximate polygonal solutions converge to an actual solution of (0.1). In fact, it will be proved that polygonal functions which satisfy (0.1) approximately at finitely many t values approximate actual solutions of (0.1) and such functions may be effectively computed; so that one never has to actually find the exact fixed points guaranteed by the Brouwer theorem. (Actually, in the case of "causal," scalar equations only the one dimensional form of the Brouwer theorem is needed.)
Several other articles similar in spirit to the present one exist in the literature; the latest that the present author is aware of is [3] . However, the methods and results to be presented here differ substantially from those of [3] and previous articles. For example, in [3] existence of solutions of an equation like (0.1) is proved only under certain causality hypotheses, and the existence proof does not provide an effective computation of approximate solutions.
The methods of the present work bear some resemblance to those used to prove existence results for ordinary differential equations under Caratheodory conditions (see [ 1 I ), but are more generally applicable and conceptually simpler.
In the following section, the basic existence and approximation results are proved, and in Section 3 some examples are considered. The presentation of results is arranged in such a way that the individual proofs require only a few lines. If XE VM, the image of X under F evaluated at I E I will be denoted F(X, t); the image of X under F will be denoted F(X, . We now impose some additional requirements on F which will imply that (1.2) has solutions and that approximate solutions of (1.2) are close to actual solutions. We will assume that F(X, t) is continuous in X for fixed t ( (b) F is continuous from WM to WM.
Proof. (a) follows from the Arzela-Ascoli criterion for compactness in 9? [4] . To prove (b), suppose X,, -+X in VM. Then by (1.3) F(X,,, . ) --) F(X, . ) pointwise in t, but since by (a) every subsequence of F(X,,, . ) has a uniformly convergent subsequence which must converge to F(X, . ), F(X,, . ) actually converges uniformly to F(X, . ). 1
To construct approximate solutions to (1.2) we use polygonal paths.
(1.6) DEFINITION. Given n + 1 points x0,..., x, in Rd with 1 xi1 < M, we let ti = a + i(b -a)/n, i = O,..., n, and define (x0,..., x,) E %?,,., to be function with values xi at ti and which is linear on [ti-i, t,], i= l,..., n. There exists a point (x0,..., x,) with (x,,..., x,) = (I;((%,..., X" >, hJY.., F((x,,..., x,), t,)) by the Brouwer fixed point theorem [2] , and (1.7.2) then follows from (1.4) and the piecewise linearity of (xg )...) x, )* ( 1.8) Remarks. (i) If F is "causal," i.e., F(X, t) only depends on X(S) for s Q t, then the right-hand side of ( 1.7.1) only depends on x0,..., xi, and the equations may be solved successively for xi in terms of x,,,..., xi-, . In the case of scalar equations (xi E R) each step then only requires the onedimensional form of the Brouwer theorem which is elementary. (The case in which F(X, t) depends only on X(s) for s > t is similar.)
(ii) To find solutions of (1.7.2) it is never actually necessary to find the fixed point(s) guaranteed by the Brouwer theorem, since by (1.4) and the piecewise linearity of the (x,,,..., x,), (1.7.2) follows once one knows that the second equality in (1.7.1) holds approximately and n is sufficiently large. Hence, solutions of (1.7.2) may be effectively computed by numerical procedures (for example, some systematic trial of finitely many equally spaced values for the xi).
(iii) In strictly numerical computations a solution of (1.7.2) with sufficiently small E would be essentially indistinguishable from an exact solution of (1.2). A natural (and possibly relevant) question is whether such a solution to (1.7.2) is actually close to a solution of (1.2). We shall examine this question next and see in what circumstances the answer is affirmative.
(1.9) DEFINITION. A function XE wM satisfying 11 X-F(X, . ) 11 < E (as in (1.7.2)) will be called an E-approximate solution of (1.2).
( 1.10) PROPOSITION. If X,, , n = 1,2,..., is a sequence of E,-upproximare solutions of (1.2) with E, -+ 0, then X,, has a subsequence converging in %?,,,, to a solution X of (1.2). If the solution X of (1.2) is unique, then X,, converges to x. Proof By (1.5a) X, has a subsequence XnCkj converging to some X in q,v,. BY (1.5b) r;(xnc,c,> . ) -+ F(X, . ) in VM, and since E, -+ 0, X is a solution of (1.2). If the solution of (1.2) is unique, every subsequence of X, has a subsequence converging to X so X,, --) X. 1 Furthermore every solution of (1.2) is obtained in this way.
Proof: The first assertion follows from (1.7) and (l.lO), and the second is an immediate consequence of the continuity of F and the fact that functions in WM may be approximated uniformly by polygonal functions. 1
In view of (1.11) and the fact that, as remarked in (1.8) solutions of (1.7.2) may be effectively computed numerically, the situation with regard to solutions of (1.2) might superficially seem to be well under control, but this is not the case, for several reasons. First, the possibility of multiple (even infinitely many) solutions renders the search for these somewhat intractable. In addition, even if it known that the solution is unique, it is difficult in general to get estimates on how close a given approximate solution is to the actual solution; an s-approximate solution to (1.2) may be effectively produced by the method described above, but the distance of this solution from the actual solution, while tending to zero with E, may be of a much larger order than E. If it is hypothesized that F is contractive on W,,,,, then both of the above problems disappear. For families of contractive Fs depending on a parameter, it is easy to prove various results concerning the parameter dependence of the solution, and we include one result of this type (which, for example, covers continuous dependence on initial conditions and other imbedded parameters for differential-like and other equations). Of course, to discuss parameter dependence in any reasonable way, it is necessary to have solution uniqueness; to prove specialized results on parameter dependence concerning particular classes of equations, uniqueness (rather than the more restrictive hypothesis of contractivity) is often sufficient, but in general contractivity (or some similar hypothesis) seems necessary. For example, even in the case of continuous functions from the unit interval to itself, fixed points of arbitrarily close functions need not be approximately equal, regardless of uniqueness.
Suppose now that A denotes a parameter in some open subset U of R', and that {Fl}AEo is a family of mappings of qM into V,. 
SOME EXAMPLES
In this section, we discuss several examples of "differential-like" equations which can be written in the form (1.2) with F satisfying (1.1) (1.3) (1.4) and/or (1.12.1). We use the notation developed at the beginning of Section 1.
As a first example, consider the equation
where G is a mapping from V,,,, x I to Rd satisfying:
G( X, t) is continuous in X for fixed t E I 3) can be deduced by suitably limiting the size of I. However, in any of these cases, the F of (2.4) will not satisfy (1.12.1) (contractivity) unless further hypotheses on G are made. As a special case of (2.1) consider the equation F will map %',,,, to %?,,,, provided IX01 +M26M, (2.8) and this can be achieved by taking M< 1 and 1 X0 I sufftciently small. The conditions (1.3), (1.4) then clearly hold for F; however, (1.12.1) does not (due to the fact that ft-+f(f) is not uniformly continuous on %,,.,). Hence (2.5) has nontrivial solutions (if X0 # 0), but uniqueness is not ensured by our results.' At the time of writing, this author does not know any particular nontrivial solutions of (2.5). Notice that we may construct capproximate solutions for any E > 0, but these may differ from true solutions by an error of larger order than E. We remark that if we replace the equation in (2.5) by X(f) = X(.f(t)), X(0) = x0 (2.9) and take Z= [ -M, M], M < 1, wherefmaps Z to Z, then the resulting F is contractive on qM. Hence, solutions of (2.9) (or the related integral equation if f is not continuous) exist and one unique, and a-approximate solutions are "s-close" to the true solution (in the sense of (1.12.2)).
'Note added in proof: Uniqueness actually follows in the present example from the fact that f-J(f) is continuous on WM; uniform continuity is not necessary.
Finally we sketch an application of our results to the linear scalar eigenvalue problem iv(t) = (u(t) -A) X(t), X(0)=X (1) where K is a suitable Green's function incorporating the boundary conditions of (2.10). This is, however, not so useful for our purposes, since (2.10) or (2.11) will only have solutions (unique up to a scalar multiple) for certain values of L which are presumably a priori unknown. We consider instead the initial value problem
and then attempt to find 1, for which X( 1) = 0. (Note that if X is a solution of (2.10), the additional condition X'(0) = 1 only serves to single out a unique solution by determining the scale factor mentioned above.) We write (2.12) in the equivalent form X(t)=F(X, l)=t+ jr(r-s)(u(s)--II)X(s)ds.
(2.13)
If we consider (2.13) on the interval I= [0, l] then (Ll), (1.3), (1.4), (1.12.1) may not hold; however, they will hold if we take I sufficiently small, and by piecing together solutions on several subintervals where these conditions holds, it follows easily that we can construct e-approximate polygonal solutions which are "&-close" to the true solution of (2.13) on [O,l] . In fact, much of the theory of the previous section (e.g., the application of the Brouwer theorem) is not needed here since the equations (1.7.1) are linear in the present situation. A further simplification due to the assumption that a(t) is a smooth function is the possibility of approximating the integral in (2.13) by, e.g., the trapezoid rule. For example, it is easy to see that if we define (using the notation of (1.6) with a = 0, b = 1, ti = i/n) xi, i= 0 ,..., n, to be the solutions of the systems = ti +i-FI(l; -lj)("(tj)-A) xj9 i= 1 ,...,n x0 =o, (2.14)
then the polygonal function (x,,,..., x,)~ (the subscript ,I indicates the dependence on A) is &-approximate solution of (2.13) which is ".+close" to the true solution, where E = 0( l/n). Finally, to deal with (2.10), we use the fact that if X(t) satisfies (2.13), then X( 1) depends continuously on I; this is an immediate application of ( 1.13). If we find approximate solutions <x 0 ,..., x,)~ as above, and values A,, & such that (x,, ,..., x,) ,, (1) and (x Cl,..., x, )j,2 (1) are, respectively, sufficiently positive and negative, then for the true solution X of (2.13), X(1) will be, respectively, positive and negative for A = A 1, A = &, and so there must be an eigenvalue A* between A., and A,; that is, (2.10) will have a solution for 1" = %*. Once the existence of an eigenvalue is known, its exact value may be approximated arbitrarily well by taking n sufficiently large. Of course, the above procedure will not in general effectively determine the existence of all the eigenvalues; if, however, the approximate location of the eigenvalues is sufficiently well known from other considerations (e.g.,a(t) might be a small perturbation of a function for which the eigenvalues of the associated equation of type (2.10) are known), then the values may be approximated as described.
