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Abstract
New stochastic approaches for the computation
of electronic excitations are developed within
the many-body perturbation theory. Three ap-
proximations to the electronic self-energy are
considered: G0W0, G0W
t
0c, and G0W
tc
0 Γx. All
three methods are formulated in the time do-
main and the latter two incorporate non-local
vertex corrections. In case of G0W
tc
0 Γx, the
vertex corrections are included both in the
screened Coulomb interaction and in the ex-
pression for the self-energy. The implemen-
tation of the three approximations is verified
by comparison to deterministic results for a
set of small molecules. The performance fully
stochastic implementation is tested on acene
molecules, C60 and PC60BM. The vertex correc-
tion appears crucial for the description of unoc-
cupied states. Unlike conventional (determin-
istic) approaches, all three stochastic methods
scale linearly with the number of electrons.
1 Introduction
Efficient first-principles methods allow calcula-
tions of the ground state electronic structure in
large molecules and solids.1–9 However, quan-
titative prediction of electronic excitation is
still computationally prohibitive. Traditional
quantum chemistry methods, such as configu-
rational interaction10,11 or coupled cluster12–15
approaches scale at least as N6e (where Ne is
the number of electrons).2,16 As a result, these
methods are applied only to small systems.
Many-body perturbation theory17,18 offers an
alternative and becomes an increasingly popu-
lar tool for computation of quasiparticle (QPs)
energies of molecules. The central quantity is
the QP self-energy, i.e., a dynamical potential
that embodies all many-body interactions. In
principle, it is found in a self-consistent man-
ner.18,19 The self-consistency relates the self-
energy to the QP Green’s function, polarizabil-
ity and screened Coulomb interaction.
In practice, the expression for the self-energy
is often simplified by neglecting high-order
terms (non-trivial part of vertex function Γ)
leading to the GW approximation.18–21 In
addition, self-consistency in GW calculations
is either further approximated or completely
avoided.18,20,22–27 The latter thus corresponds
to a one-shot correction, labeled G0W0, on top
a mean-field starting point (usually DFT). Such
practical simplification of GW has two pur-
poses: (i) Conventional implementations scale
as N3e or N
4
e , and repeated evaluation of the
self-energy is thus costly even for small sys-
tems.28–31 (ii) Self-consistent GW may yield
worse results than G0W0 due to the absence of
the vertex term.27,32,33 The typical strategy is
thus to use G0W0 on top of the “best” possible
DFT starting point.34–38 Recent benchmark for
acenes, however, revealed that GW suffers from
substantial errors for QP energies of unoccupied
states.38
Beyond GW techniques include approximate
vertex functions (Γ), which are closely related
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to the electron-hole interaction kernel in the
Bethe-Salpeter equation (BSE).21 In practice
Γ is computed in various ways: Local vertex
functions derived from the Kohn-Sham time-
dependent density functional theory (TDDFT)
are simple and relatively inexpensive,39–43 but
they do not remedy failures of GW , such as
spurious “self-screening error”.44 Furthermore,
they do not outperform simple G0W0.
40,43,45
Non-local vertex functions seem to improve
the description of the QP energies;44,46–49 how-
ever, they are costly and suffer from steep
scaling (N6e ).
49 Alternatively, the vertex term
has been approximated up to the second or-
der,36,50,51 but this is associated with only mild
cost reduction (N5e scaling).
51,52 Consequently,
the beyond GW calculations have been applied
only to model or few-electron systems.46,48,49,53
Here, numerical and theoretical developments
are combined to overcome this limitation. A
self-consistent expression for the self-energy
with non-local Γ is constructed using deriva-
tives of the inverse Green’s function.53,54 In
practice, we apply only a one-shot correction, in
which Γ is derived from the non-local exchange
term present in the mean-field starting point:
either in the Hartree-Fock (HF) approximation
or generalized Kohn-Sham (GKS) theory.55 The
approach is labeled GWΓX .
To lower the computational cost, GWΓX is
implemented using real-time stochastic numeri-
cal techniques.8,56–61 Up to now, stochastic cal-
culations of QP energies were limited to G0W0
with DFT based on the local density approxi-
mation (LDA) to exchange and correlation (xc).
Here, we first extend the methodology to HF
and hybrid xc functionals. Next, the stochastic
form of the self-energy is presented and tested
on a set of molecules.
The stochastic implementation scales
(sub)linearly with the number of electrons.
Furthermore, favorable self-averaging leads to
low statistical noise. For large systems, the
GWΓX method is found to be computationally
less expensive than the stochastic implementa-
tion of G0W0 based on hybrid xc functionals.
Results for ionization potentials and electron
affinities of molecules suggest that the inclusion
of a non-local vertex is necessary for accurate
predictions of QP energies.
The manuscript is organized as follows:
Derivation of the self-energy expressions is pre-
sented in Sec. 2. The stochastic formulation
suitable for numerical implementation is shown
in Sec. 3. Performance of the method and its
implementation are demonstrated in the re-
sults section (Sec. 4) followed by conclusions
and outlook (Sec. 5).
2 Theory
In this section, we first review the theoreti-
cal description of quasiparticles (QP), namely
quasi-electron and quasi-holes. Propagation of
a QP is described by a single-particle Green’s
functions (GF), which is defined as
iG(1, 2) =
〈
Ψ
∣∣∣T ψˆ(1)ψˆ†(2)∣∣∣Ψ〉 , (1)
where Ψ is the ground state many-body wave-
function of the Ne-electron system, T denotes
time ordering operator, ψˆ and ψˆ† are the elec-
tron annihilation and creation operators. Here,
we adopt a short-hand notation for space-time
coordinates: (r1, t1) ≡ 1.
The GF satisfies the equation of motion[
i
∂
∂t
− hˆ
]
G(1, 2)−ΣT (1, 3¯)G(3¯, 2) = δ(r1−r2)
(2)
where hˆ contains the kinetic energy and the
electron-nuclear attraction terms, and ΣT is the
total self-energy, which contains both Hartree
and exchange-correlation interactions. Further,
we simplified the notation by omitting inte-
gration symbol and introducing a bar symbol
above the space-time coordinates that should
be integrated.
In this work, we focus on QP energies of
quasi-electrons and quasi-holes (ε), which are
obtained from the QP equation:
hˆψ(r1) +
∫
ΣT (r1, r2, ω = ε)ψ(r2)dr2 = εψ(r1)
(3)
where ψ is the QP state. Eq. 3 is a fixed point
expression where ΣT has to be computed at the
frequency corresponding to ε. In the rest of the
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paper, we use a real-time representation of the
self-energy, ΣT (r1, r2, t1, t2) which is merely a
Fourier transformation of ΣT (r1, r2, ω).
We will now review the expressions for the
total self-energy in Sec. 2.1 and then we turn to
the approximate forms in Sec. 2.2.
2.1 Self-energy
The total self-energy (ΣT ) in principle requires
knowledge of the two-particle GF, leading to a
hierarchy of coupled equations of motion.18,53,54
Alternatively, ΣT is written as a sum:
19,20
ΣT (1, 2) = ΣH(1)δ(1, 2) + Σxc, (1, 2), (4)
where ΣH and Σxc are the Hartree and
exchange-correlation self-energies. Note that
the former is local and instantaneous; hence,
it appears together with a delta function
δ(1, 2) ≡ δ(r1 − r2)δ(t1 − t2).
The Hartree term represents the interaction
with the electron density:
ΣH(1) = −iν(1, 2¯)G(2¯, 2¯+) (5)
where ν is the instantaneous Coulomb interac-
tion defined as
ν(1, 2) =
1
|r1 − r2|δ(t1 − t2) (6)
and the density is given by the equal-time GF,
i.e., n(r1) ≡ G(1, 1+). The 1+ argument rep-
resents (r1, t
+
1 ), where t
+
1 is only infinitesimally
after t1.
The exchange-correlation self-energy is:
Σxc(1, 2) = −iν(1, 4¯)G(1, 3¯)δG
−1(3¯, 2)
δU(4¯)
, (7)
where U is an external potential introduced to
remove the two-particle GF in the expression
for ΣT .
19,20 The derivative of the inverse GF in
Eq. 7 leads to two equivalent expressions: The
first one is very compact and includes a three-
point irreducible vertex function Γ; the second
is slightly more involved, but it is more versatile
expression leading to useful approximations to
Γ. For completeness, we will now review both.
2.1.1 Σxc with the vertex function
In the first route, we consider a chain rule of
derivatives:
δG−1(3, 2)
δU(4)
=
δG−1(3, 2)
δUcl(5¯)
δUcl(5¯)
δU(4)
, (8)
where Ucl is a classical potential, consisting of
the Coulomb and external potentials. From
classical electrostatics, the change of Ucl with
the variation of the external potential U corre-
sponds to the inverse dielectric function:
−1(5, 4) ≡ δUcl(5)
δU(4)
. (9)
The first derivative in the right side of Eq. 8
serves as the definition of the irreducible vertex
function:
Γ(3, 2, 5) := −δG
−1(3, 2)
δUcl(5)
. (10)
Combining Eqs. 7,9 and 10 leads to the fol-
lowing compact expression for the exchange-
correlation self-energy:
Σxc(1, 2) = iW (1, 4¯)G(1, 3¯)Γ(4¯, 3¯, 2), (11)
where W is the screened Coulomb interaction
obtained by convolution of Eqs. 6 and 9.
2.1.2 Σxc with generalized polarizability
In the second route, we start again from Eq. 7
and make use of the functional derivatives.53,54
First, the change of the inverse GF with respect
to U is:
Σxc(1, 2) =
iν(1, 4¯)G(1, 3¯)
[
δ(3¯, 2)δ(3¯, 4¯) +
δΣT (3¯, 2)
δU(4¯)
]
.
(12)
The two terms in the square brackets lead to a
suitable definition of the exchange and correla-
tion self-energies. The former is
Σx(1, 2) = iν(1, 2)G(1, 2). (13)
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Note that the Coulomb kernel is instantaneous
(Eq. 6), so G(1, 2) in Eq. 13 is the density ma-
trix ρ(1, 2) ≡ G(1, 2)δ(t1 − t2).
The correlation self-energy has a more com-
plicated expression:
Σc(1, 2) = iν(1, 4¯)G(1, 3¯)
δΣT (3¯, 2)
δU(4¯)
. (14)
It is convenient to recast the functional
derivative of the total self-energy in Eq. 14 as
δΣT (3, 2)
δU(4)
=
δΣT (3, 2)
δG(6¯, 5¯)
δG(6¯, 5¯)
δU(4)
. (15)
Further, we introduce a generalized three-point
reducible polarizability:
3χ(6, 5, 4) := −δG(6, 5)
δU(4)
. (16)
The final expression of the correlation self-
energy thus reads
Σc(1, 2) = −iν(1, 4¯)G(1, 3¯)δΣT (3¯, 2)
δG(6¯, 5¯)
3χ(6¯, 5¯, 4¯).
(17)
The compact expression with the vertex func-
tion (Eq. 11) is equivalent to the sum of the ex-
change (Eq. 13) and polarization (Eq. 17) self-
energies. Note that Σc depends on a functional
derivative of ΣT (Eq. 17); hence, the total self-
energy should be, in principle, found by a self-
consistent cycle.
2.2 Approximate Self-energy
Due to the quadruple integration, Eq. 17 is
computationally difficult. In the following, we
outline how to construct practical expressions
for Σc based on successive approximations for
the functional derivative δΣT/δG.
2.2.1 The GW approximation
In the GW approximation, the total-self-energy
in Eq. 17 is substituted with the classical
Hartree self-energy ΣH . Hence, the functional
derivative of ΣT with respect to the GF be-
comes
δΣT (3, 2)
δG(6, 5)
≈ −ν(2, 5)δ(6, 5)δ(3, 2), (18)
where the delta functions are due to the locality
of ΣH (Eq. 5).
The approximation introduced in Eq. 18
greatly simplifies the polarization self-energy:
3χ becomes two-point reducible polarizability,
i.e.,
χ(5, 4) := −δG(5, 5
+)
δU(4)
=
δn(5)
δU(4)
. (19)
Note the χ is a time-ordered quantity, but it
is trivially related to the standard retarded re-
sponse function.60,61 Consequently, the polar-
ization self-energy has the following form:
ΣGWc (1, 2) = iν(1, 4¯)G(1, 2)ν(2, 5¯)χ(5¯, 4¯).
(20)
The GW xc self-energy is a sum of Eqs. 13
and 20, which becomes
ΣGWxc (1, 2) = iW (1, 2
+)G(1, 2), (21)
where we used an alternative definition of the
screened Coulomb interaction:
W (1, 2) = ν(1, 2) + ν(1, 3¯)χ(3¯, 4¯)ν(4¯, 2). (22)
Note that the GW self-energy is often ob-
tained from Eq. 11 by approximating the ver-
tex function as Γ(1, 2, 3) ≈ δ(1, 2)δ(1, 3). Such
derivation of ΣGWxc is quite simple and compact,
but it is not immediately clear how to construct
a better approximation.
2.2.2 GWΓX approximation
In this part, we will consider the next step in the
construction of the self-energy. We use Eq. 17,
and take ΣT ≈ ΣH + Σx. Note that this ex-
pression omits the functional derivative of the
correlation self-energy. We denote this approxi-
mation GWΓX . The derivative of the total self-
4
energy becomes:
δΣT (3, 2)
δG(6, 5)
≈
− ν(2, 5)δ(6, 5)δ(3, 2) + ν(3, 2)δ(5, 2)δ(6, 3)
(23)
The first term on the right is the classical
Hartree interaction (as in Eq. 18), the second
term is due to a non-local exchange. While
both terms include the Coulomb kernel (Eq. 6),
they have a different structure, i.e., each con-
tracts distinct space-time points. As a result,
the polarization self-energy contains a contribu-
tion from the reducible three-point polarizabil-
ity:
ΣGWΓXc (1, 2) =iν(1, 4¯)G(1, 2)ν(2, 5¯)χ(5¯, 4¯)
−iν(1, 4¯)G(1, 3¯)ν(3¯, 2) 3χ(3¯, 2, 4¯).
(24)
The definition of ν (Eq. 6) contains a delta func-
tion which guarantees that the Coulomb inter-
action is instantaneous in time. Hence, the sec-
ond term in Eq. 24 implicitly contains δ(t2−t3¯).
As a result, the generalized polarizability de-
pends on three spatial coordinates but only two
time points. In other words, 3χ(3¯, 2, 4¯) (defined
by Eq. 16) yields time-dependent induced den-
sity matrix δρ(r3¯, r2, t3¯, t2)δ(t2 − t3¯) due to the
variation of the external potential at 4. The
response of the density matrix is time-ordered
with respect to t4. In practice,
3χ(3¯, 2, 4¯) is not
computed explicitly; as shown in Sec. 3.2.1, the
second term is evaluated using real-time prop-
agation of the time-dependent induced density
matrix.
Finally, it is important to comment on the
relation between GWΓX approximation and
the second-order screened-exchange (SOSEX)
method.36,51,62 In the latter, two distinct steps
are involved in approximating Eq. 17: (i)
ΣT ≈ ΣH + ΣGWxc , and the functional deriva-
tive of the second term is δΣGWxc /δG ≈ W (ii)
the three-point polarizability is 3χ(1, 2, 3) ≈
G(1, 3)G(3, 2), which can be viewed as a gen-
eralized case of the independent QP approxi-
mation.21
Together, the GW+SOSEX self-energy is51,62
ΣGW+SOSEXc (1, 2) = iν(1, 4¯)G(1, 2)ν(2, 5¯)χ(5¯, 4¯)
−iν(1, 4¯)G(1, 3¯)G(3¯, 4¯)G(4¯, 2)W (3¯, 2). (25)
Clearly, this expression is different from Eq. 24.
Unlike GWΓX , it contains a screened Coulomb
interaction, and it lacks the induced density
matrix. SOSEX approximates the vertex to sec-
ond order49 and, as discussed, it represents a
distinct approach to solve Eq. 17.
In the rest of the paper, we will consider only
GW (with and without RPA - c.f., Sec. 3.2.3)
and the GWΓX self-energies, in which the ver-
tex term is derived from the mean-field starting-
point.
3 Computational method-
ology
In this section, we present practical steps which
allow the application of Eqs. 20 and 24 to large
molecules. In practice, we employ two simplifi-
cations:
(i) We do not seek self-consistency in ΣT . The
ith QP energy is computed as:
εi = ε
0
i +
〈
φi
∣∣∣Σˆ(ω = εi)− vˆxc∣∣∣φi〉 , (26)
where ε0i is an eigenvalue of the mean-field
Hamiltonian, φi is the corresponding eigenstate,
and vˆxc is the mean-field exchange-correlation
potential operator. The one-shot correction
means that the GF and the screened Coulomb
interaction (denoted G0 and W0) are expressed
using the mean-field eigenvalues and eigen-
states. Further, 3χ and χ in Eq. 24 are substi-
tuted with 3χ0 and χ0, which correspond to the
response functions computed with the mean-
field Hamiltonian
In a one-shot correction scheme, δΣx/δG0 is
obtained from the derivative of the mean-field
non-local exchange. Here, we consider HF and
GKS starting points. In the second case, only
the non-local part of the exchange (introduced
in Eq. 28 in Sec. 3.1) is considered.
(ii) We reformulate Eqs. 21 and 24 using the
stochastic approach, i.e., the expectation val-
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ues become statistical estimators over (many)
stochastic samples. This method was applied to
the G0W0 approximation as described in earlier
publications.56,60,61 In contrast to the previous
work, the starting point is no longer constrained
to DFT with local functionals. The stochastic
formulation of ΣGWΓXc is a new development.
The details of the starting point Hamiltonians
are given in the next subsection (3.1), followed
by a short overview of the stochastic approach
and the description of the new developments
(3.2).
3.1 Mean-field starting points
The starting point is computed with a Hamil-
tonian:
Hˆ0 = hˆ+ ΣˆH + Vˆc + Vˆx + Σˆ
γ
x (27)
where hˆ contains the kinetic energy and the
electron-nuclear attraction (as in Eq. 2), and
Vc is the correlation potential approximated by
a semilocal functional of the density. The ex-
change interaction is based on spatial separa-
tion of the 1/r kernel into short and long-range
parts.63–65 Σγx is the non-local long-range ex-
change interaction
Σγx(1, 2) = iν
γ(1, 2)G0(1, 2), (28)
where G0 is the GF constructed from the H0
and νγ is the exchange kernel:
νγ(1, 2) =
erf (γr)
|r1 − r2|δ(t1 − t2). (29)
The short-range part, Vx, is derived from the
complementary error-function term; it is given
by a semilocal density functional which depends
on the value of γ. In HF calculations, the Vc and
Vx are set to zero, and the non-local exchange
is given by Eq. 13 (i.e., the range-separation
parameter γ →∞).
The calculations presented in this work rely
on two starting points: HF and the optimally
tuned LC-ωPBE functional66 implemented us-
ing the LibXC library.67,68 In practice, opti-
mal tuning amounts to finding range-separation
parameter γ which enforces the IP theorem,
i.e., γ is varied such that the negative of the
HOMO energy corresponds to the ionization
potential (energy difference between a neutral
system and a cation). Optimal tuning is asso-
ciated with mitigation of spurious electron self-
interaction and leads to good I and fundamen-
tal band gaps (Eg) in finite systems.
69–71 Fur-
ther, TDDFT with optimally tuned function-
als with long-range exchange treats attractive
electron-hole interactions and efficiently mim-
ics BSE.72–74
3.2 Stochastic approach
3.2.1 Stochastic sampling of Green’s
functions and self-energies
We will now introduce the basics of the stochas-
tic approach and describe how ΣGWΓX and ΣGW
are computed using stochastic sampling of the
GFs.
In the initial part of the algorithm, random
functions are prepared on a real space grid as:
ζ¯(r) = ± 1√
dΩ
(30)
where dΩ is the volume element associated with
each grid point. The ± in front of the frac-
tion represents a random sign assigned to each
space-point r. This choice satisfies the stochas-
tic resolution of identity Iˆ ≡ {∣∣ζ¯〉〈ζ¯∣∣}, where
Iˆ is the identity operator and {· · · } denotes an
average over the entire (in principle infinite) set
of random functions.
In the stochastic representation, the density
matrix is given as an average:
ρ (r1, r2) = {η (r1) η∗ (r2)} . (31)
Here, η are random vectors within the occupied
subspace, i.e., |η〉 = Pˆ ∣∣ζ¯〉 and Pˆ is a projec-
tion operator. Pˆ depends on the chemical po-
tential and the Hamiltonian Hˆ0. In practice, η
states can be constructed either by projecting
on the occupied eigenstates or, e.g., by Cheby-
shev filtering.8,56,60,61,75 In this paper, we follow
the former approach.
The stochastic form of the GKS Green’s func-
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tion G0 is
56,60,61
iG0(r1, r2, t1 − t2) =
{
ζ(r1, t1)ζ¯(r2, t2)
}
, (32)
where the ζ vector is either in the occupied
or unoccupied subspace, i.e., it is obtained by
projection with Pˆ or its complement
(
Iˆ − Pˆ
)
.
Since the equilibrium GF depends only on the
difference between t1 and t2, we set t1 = 0
and let only the projected stochastic vectors to
evolve in time. For negative/positive times, the
GF represents a propagator of holes/electrons.
The corresponding time-evolved random vec-
tors are:
ζ(r, t) =

〈
r
∣∣∣e−iHˆ0tPˆ ∣∣∣ζ¯〉 t < 0〈
r
∣∣∣e−iHˆ0t(Iˆ − Pˆ)∣∣∣ζ¯〉 t > 0.
(33)
In practice, the time propagation is performed
using Trotter (split operator) technique. The
computational cost of the time propagation
scales with the number of occupied states in
Hˆ0. It is possible to reduce the cost by em-
ploying stochastic time propagation described
in Sec. 3.2.3 and in Refs. 56,60,61,76.
We will now focus on the two approximations
introduced earlier (Eqs. 20 and 24) and com-
bine them with the stochastic form of the GF
(Eq. 32).
The G0W0 approximation to Σc is:
56,60,61
ΣGWc (t) =
{
φi(r¯1)ζ(r¯1, t)WP (r¯1, t)
}
, (34)
where we introduced a time-ordered polariza-
tion potential WP (t) = νˆ χˆ0(t) νˆ
∣∣ζ¯φi〉, which
is obtained from a retarded potential, W rP , by
manipulating its imaginary components in the
frequency domain56,60,61 using sparse stochastic
compression technique1. Note that the response
function χ0 is based on the mean-field starting
point (i.e., HF or GKS) as discussed earlier.
1Details of the implementation are given in Vlcek
et al. Phys. Rev. B, 98(7):075107, 2018. Here, we
use 20,000 stochastic vectors with size of 10% of the
total real-space grid. This was found to be sufficient
and agrees with our previous finding both molecules and
periodic systems.
The retarded potential is computed as
W rP (r, t) = ν(r, r¯2)δn(r¯2, t) (35)
where the induced time-dependent density is
δn(r, t) = χ0(r, r¯2, t)ν(r¯2, r¯3)ζ¯(r¯3)φi(r¯3). (36)
In practice, the induced density is computed as
a difference δn(r, t) = n(r, t) − n(r, 0) , where
the density is constructed from time-evolved oc-
cupied states n(r, t) =
∑Nocc
i |φ(r, t)|2. The
system is perturbed at t = 0 by a potential
ν(r, r¯2)ζ¯(r¯2)φi(r¯2).
In the fully stochastic formulation, δn(r, t) is
computed via stochastic sampling detailed in
Sec. 3.2.2. Further, the propagation is per-
formed using: (i) random phase approximation
(RPA) or (ii) TDDFT. Both approaches are dis-
cussed at the end of Sec. 3.2.3.
Eq. 34 provides an intuitive interpretation of
the GW correlation self-energy: it is a time-
dependent induced Coulomb potential due to
the addition of an electron/hole to the state φ.
The correlation self-energy in the GWΓX ap-
proximation is based on Eq. 24. Using the ex-
pression for the GW self-energy, we obtain
ΣGWΓXc (t) = {φi(r¯1)ζ(r¯1, t)WP (r¯1, t)
+ φi(r¯1)ζ(r¯2, t)Wx(r¯1, r¯2, t)} ,
(37)
where we introduced a time-ordered induced
exchange potential Wx(t) = νˆ
γ 3χˆ0(t) νˆ
∣∣ζ¯φi〉,
which contains the exchange kernel νγ (Eq. 29)
and the three-point polarizability 3χˆ0(t). The
polarizability is based on the mean-field start-
ing point (i.e., HF or GKS). The induced ex-
change potential is computed from its retarded
form W rx (r, t). The time-ordering is performed
in the frequency domain and WP acquires pos-
itive/negative sign for electrons/holes.
The retarded potential is computed as:
W rx (r, r
′, t) = νγ(r, r′)δρ(r, r′, t), (38)
where the induced time-dependent density ma-
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trix is
δρ(r, r′, t) = 3χ0(r, r′, r¯2, t)ν(r¯2, r¯3)ζ¯(r¯3)φi(r¯3).
(39)
In practice, it is computed as a difference
δρ(r, r′, t) = ρ(r, r′, t) − ρ(r, r′, 0) , the den-
sity matrix is constructed from time-evolved oc-
cupied states ρ(r, r′, t) =
∑Nocc
i φ(r, t)φ
∗(r′, t).
In the fully stochastic formulation, δρ(r, r′, t)
is computed via stochastic sampling detailed
in Sec. 3.2.2. Hence, ΣGWΓXc contains time-
dependent induced Coulomb and exchange po-
tentials due to the addition of an electron/hole
to the state φ.
Note that the GW and GWΓx self-energies
can be written by Eqs. 34 and 37 by virtue of
the stochastic decomposition of the GF. Only
then, it is possible to express the correlation
simply in terms of the induced time polarization
and exchange potentials WP and Wx.
3.2.2 Stochastic induced time-dependent
density and density matrix
In this part, we describe how we evaluate both
δn and δρ using stochastic sampling rather
than by summation over all occupied states.
Since the density matrix is not constructed from
eigenstates of Hˆ0, it will naturally fluctuate in
time unless an infinite number of stochastic vec-
tors is used.
In practice, the density matrix induced by the
addition/removal of an electron is computed as
δρ (r1, r2, t1) =
ρλ(r1, r2, t1)− ρ0(r1, r2, t1)
λ
.
(40)
Here, ρλ represents the perturbed density ma-
trix and λ denotes the strength of the perturb-
ing potential due to charge addition (see dis-
cussion below Eq. 36). ρ0 is the unperturbed
density matrix which exhibits time dependence
due to its stochastic nature.
The time-dependent density matrices are con-
structed from random vectors in the occupied
subspace
ρλ (r1, r2, t1) = {ηλ (r1, t) η∗λ (r2, t)} . (41)
The stochastic states ηλ(t) are found for each t
by time evolution according to:
ηλ(r1, t1) =
〈
r1
∣∣∣e−iHˆ0(t1)t1∣∣∣ηλ〉 , (42)
where Hˆ0 is the GKS Hamiltonian from Eq. 27,
which adiabatically depends on t since ΣˆH , Vˆc
and Vˆx are functionals of the time-dependent
density, and Σˆγx is a functional fo the den-
sity matrix. The time-dependent density is,
of course, n(r1, t1) = ρ(r1, r1, t1). Numerically,
Eq. 42 is solved using Trotter propagation tech-
nique (see Sec. 3.2.3).
The states ηλ, are perturbed at t = 0:
|ηλ〉 = eivˆλ |η〉 , (43)
where vˆλ is a perturbing potential:
vλ(r1) = λν(r1, r¯2)ζ¯(r¯2)φi(r¯2). (44)
Here, λ is the strength of the perturbation. In
practice, we take λ = 10−4E−1h , but the value
of λ between 10−5E−1h and 10
−3E−1h does not
affect the results for molecules in Sec.4. This is
consistent with previous observations.56,59–61,76
In practice, stochastic computation of the in-
duced charge density requires only a few ran-
dom states η (typically between 4 and 20), i.e.,
the number of states that are propagated by
Eq. 42 is much smaller than the number of oc-
cupied states. Further, the induced density ma-
trix is damped by a factor exp[−(αt)2/2], where
the damping factor is related to the maximum
propagation time α = 3/tmax.
3.2.3 Time propagation and stochastic
decomposition of the long-range
exchange – RPA and TDDFT re-
sponse
The self-energy requires two distinct time-
propagations to be computed: for the Green’s
function (Eq. 33), and for the density matrix
(Eq. 42). In both cases, the time-evolution op-
erator is split into the local and non-local part
of Hˆ0, and it is calculated in discrete time steps
∆t as:
e−iHˆ0∆t = e−iΣˆ
γ
x
∆t
2 e−ihˆL∆te−iΣˆ
γ
x
∆t
2 , (45)
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where the local part of the Hamiltonian is
hˆL ≡ hˆ+ ΣˆH + Vˆc + Vˆx. (46)
The time-evolution due to the non-local part is
computed simply as:
e−iΣˆ
γ
x
∆t
2 ≈
(
Iˆ − iΣˆγx
∆t
2
)
. (47)
Here, the time-step is a parameter subject to
convergence tests; in typical calculations, ∆t
ranges between 0.02 and 0.05 a.u.
There are only a few vectors ζ and η. Never-
theless, the time evolution is costly due to the
non-locality of Σγx. To make Eq. 47 less expen-
sive, we use two additional sets of stochastic
vectors to represent Σγx (Eq. 28):
(i) The first set is used for the long-range
Coulomb interaction νγ:58
νγ(1, 2) = {χγ (r1)χγ (r2)} δ(t1, t2). (48)
This form was applied previously to the ground
state calculations.58,76 Here it is applied only to
the time-evolution of stochastic states.
(ii) The second set, {ϑ}, is used to decompose
G0. Since the exchange interaction is instanta-
neous, the GF is merely a density matrix. In
practice, it is sufficient to use one or two the
stochastic states ϑ (see the next section), which
are obtained by a linear combination:
ϑ(1) =
1
Nη
Nη∑
j=1
eiθj(t1)ηj(1), (49)
where θ ∈ [0, 2pi] is a random phase, and Nη is
the number of η vectors used for decomposition
of the density matrix (Eq. 31).
Together, the action of Σˆγx on an arbitrary
vector ψ is〈
r1
∣∣∣Σˆγx∣∣∣ψ〉 = {ϑ(r1)χγ (r1)χγ (r¯2)ϑ (r¯2)ψ(r¯2)} .
(50)
Time arguments are omitted here since the ex-
change interaction is instantaneous (note the
delta function in Eq. 48). Also, note that
the r¯2 coordinates are integrated out, i.e.,
χγ (r¯2)ϑ (r¯2)ψ(r¯2) is a complex number.
In practice, the numbers of ϑ and χ vec-
tors are finite, and hence the stochastic noise
is, in principle, increased. However, at each
time step, new random phases {θj} are selected.
Frequent resampling of ϑ helps to reduce the
stochastic error. As a result, only a few states
are needed in actual calculations (see Sec. 4).
Finally, it is necessary to point out the dif-
ference between response computed with ran-
dom phase approximation (RPA) and TDDFT.
In the first case, only the Hartree self-energy
evolves in time (i.e., it is constructed at each
time step). Such treatment corresponds to the
time-dependent Hartree approximation (equiv-
alent to RPA). Here, the exchange and correla-
tion terms are static. The non-local exchange
interaction is computed with ϑ that repeat-
edly sample the static unperturbed vectors η
at t = 0. The corresponding results are labeled
as G0W0.
If the screening is computed with TDDFT,
both Hartree and xc terms are constructed from
the time-dependent states. The ϑ vectors that
are made at each time step by a linear combi-
nation of time-evolved ηλ states. To distinguish
the level of theory applied, we label the beyond-
RPA approaches as G0W
tc
0 and G0W
tc
0 ΓX , be-
cause the screened Coulomb interaction is based
on a test charge-test charge response function.77
All the methods are tested in the next section.
4 Results
4.1 Verification of the time-
dependent formulation
In this section, we use the time-dependent for-
mulation of the self-energy (derived in Sec. 2.2)
combined with the stochastic approach de-
scribed in Sec. 3. We first compute the HOMO
energies of small molecules using HF starting
point. The results are verified against deter-
ministic calculations in the frequency domain
from Ref. 49.
We deliberately limit the stochastic approach
to the decomposition of the Green’s functions.
Another set of stochastic orbitals is used only
for sparse stochastic compression and time-
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ordering of the induced potentials.61 We use
Eqs. 34 and 37, in which WP (t) and Wx(t)
are computed deterministically. This partially
stochastic approach is chosen because, for small
systems, the stochastic time propagation leads
to substantial statistical errors, which decrease
only slowly with the number of stochastic
states.60,76
The ground state electronic structure was
computed on a real-space grid for selected
molecules (Table 1). In all cases, a grid of
643 points with a spacing of h = 0.30 a0 yields
results converged to 0.02 eV. Our calculations
are performed only for valence electrons; we use
LDA Trouiller-Martins pseudopotentials78 and
kinetic energy cutoff of 28 Eh.
As discussed in Sec. 3.2, the time propa-
gations of G0 and δρ are performed in dis-
crete steps ∆t for a limited total simulation
time tmax. We use a time-grid spacing of
0.05 a.u.; tmax was 100 a.u. This yields con-
verged results with two exceptions: in G0W
tc
0
and G0W
tc
0 Γx runs for ethylene and methane,
tmax = 150 a.u. was necessary due to a low-
frequency features discussed later. Note that
∆t and tmax are parameters of the calcula-
tion (similar to grid size and spacing), and
hence they affect the statistical error only in-
directly. The GF was sampled by Nζ stochas-
tic vectors (Table. 1); the value of Nζ was con-
verged so that the statistical errors are less than
0.05 meV. Nζ varies strongly among different
systems and methods.
The G0W0 results (Table. 1) are in excellent
agreement with the calculations from Ref. 49
extrapolated to the complete basis-set limit.
The mean absolute error (MAE) is 0.16 eV,
which is a typical discrepancy between two
distinct implementations (real-space and real-
time versus atomic basis-set and frequency-
domain).79 In all cases, Nζ < 5, 000, which is
slightly lower compared to the fully stochastic
G0W0 based on a KS DFT starting point.
60
Inclusion of vertex corrections shifts QPs to
higher energies. G0W
tc
0 usually provides higher
estimates than G0W
tc
0 Γx. To facilitate the com-
parison between our results and Ref. 49, we
only consider differences between the G0W0 and
the other methods. Our predictions are in
excellent agreement with previous calculations
yielding MAE of 0.04 and 0.07 eV for G0W
tc
0
and G0W
tc
0 Γx.
Figure 1: The self-energy of methanol com-
puted stochastically with three approximation
to the correlation self-energy (distinguished by
color and labeled in the graphs). The upper
panel shows the imaginary part of the self-
energy. The lower panel is the graphical solu-
tion to Eq. 26: the dashed gray line represents
the frequency, and the intersections (marked by
circles) correspond to the QP energies given in
Table. 1. The numbers of stochastic vectors are
in Table. 1. All units are in eV.
Fig. 1 illustrates the self-energy of methanol
calculated with the three distinct methods us-
ing the stochastic sampling of the GF. The
spectral features in the self-energy (both real
and imaginary part) are broadened due to a
finite length of the time propagation. The
present frequency resolution is, however, suf-
ficient. In small systems, Eq. 26 requires self-
energy at frequencies sufficiently distant from
the poles of Σc, where the curves are smooth
and monotonic. We have increased the compu-
tational time by 50% and found that the QP
energies change by < 0.02 eV.
The vertex corrections tend to shift the spec-
tral features to lower frequencies, as shown in
Fig. 1. Hence, the variation of the self-energy
is extended over longer time-scales in G0W
tc
0
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and G0W
tc
0 Γx. This explains why longer prop-
agation times were needed in some calculations
which included vertex (namely for ethylene and
methane). Further, the vertex function in the
screened Coulomb interaction tends to increase
the amplitude of the frequency variation of Σc.
More stochastic samples are thus needed to con-
verge the calculation to the same level of statis-
tical error, which is also seen in the results in
Table. 1.
4.2 Fully stochastic method
We now turn to the calculations of the QP ener-
gies using a fully stochastic approach. Treating
HF exchange by stochastic sampling may re-
quire a very high number of stochastic vectors
leading to a high computational cost. However,
it is possible to decompose the long-range non-
local exchange interactions in GKS DFT.58,59,76
Here, we apply the LC-ωPBE functional dis-
cussed in Sec. 3.1. Both the GF and the time-
dependent potentials (WP and Wx in Eqs. 34
and 37) are sampled stochastically using multi-
ple sets of stochastic vectors.
We calculate HOMO and LUMO QP energies
of the molecules listed in Table 2. The results
were converged with respect to the real-space
grid; the number of grid points (Ng) is specified
in Table. 2 for each system. In all calculations,
we used the grid spacing of h = 0.35 a0. The
ground state eigenvalues are converged with re-
spect to the grid parameters to < 0.01 eV. The
QP energies are converged to within 0.03 eV.
Fig. 2 shows that the differences in the self-
energy for grids with h = 0.35 and h = 0.30 a0
are small.
The range-separation parameter (γ) was se-
lected such that the ionization potential theo-
rem of the neutral system is satisfied. Tuning
γ to enforce the ionization potential simulta-
neously for the neutral molecule and an anion
tends to change the parameter negligibly. In-
deed, the DFT results presented here are in
agreement with Ref. 38 , in which the latter
tuning approach was applied. The mean abso-
lute deviation from Ref. 38 is 0.10/0.06 eV for
HOMO/LUMO.
We focus only on relatively large molecules
that form stable anions since the goal is to test
how different approximations treat both ion-
ization potential and electron affinities. Fur-
ther, we investigate how the computational cost
scales with the system size. The convergence of
the computed QP energies is described in the
next section; the results of the three methods
are compared afterward.
4.2.1 Convergence of stochastic errors
In the fully stochastic implementation, the sta-
tistical errors arise predominantly from the in-
duced time-dependent potentials WP and Wx
in Eqs. 34 and 37. The time evolution is per-
formed with ∆t = 0.05 a.u. and tmax = 50 a.u.
The propagation time is shorter than for small
molecules with HF starting point because the
dynamics with LC-ωPBE functional exhibits a
faster time decay of the response. These values
of ∆t and tmax yield QP energies converged to
better than 0.02 eV. This is consistent with the
previous stochastic calculations for G0W0 based
on LDA starting point.60,61 Increasing tmax or
decreasing ∆t affects neither the QP energies
nor the self-energies, as illustrated in Fig. 2.
For a given set of time and real-space grid
parameters, the QP energies exhibit stochastic
fluctuations stemming from the random sam-
pling vectors. In all three approximations, the
following sets of stochastic orbitals are em-
ployed: (i) ζ for decomposition of the GKS
Green’s function (Eq. 32); (ii) η for decompo-
sition of the induced density matrix (Eq. 41);
(iii) χ for the decomposition of the exchange
kernel νγ (Eq. 48); (iv) ϑ for decomposition of
the density matrix in Σγx (Eq. 49).
Three types of stochastic vectors are part of
a “nested sampling”: There are Nη ×Nχ ×Nϑ
states per each ζ vector. The overall error is
thus governed mainly by the number of Nζ sam-
ples, each having a stochastic fluctuation de-
termined by Nη × Nχ × Nϑ. In practice, Nζ is
increased until the statistical error is below a
predetermined threshold.
For all systems investigated, we take Nη = 15,
which is consistent with previous calculations
for acenes and C60.
61 Additional tests for an-
thracene and C60 show that the same QP en-
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Table 1: Quasiparticle energies computed with distinct approximations to the self-energy based on
HF starting point. Statistical error of each calculation is ≤ 0.05 eV. The numbers of stochastic
vectors representing the Green’s function (Nζ) are given in the parentheses. Nζ is rounded up to
the nearest 100. ∆G0W
tc
0 represents the difference between the G0W
tc
0 and G0W0 result; the same
notation is used for G0W
tc
0 ΓX in the last two columns. Reference results (labeled Ref. in the column
header) are taken from Ref. 49. All values are in eV.
system G0W0 (Nζ) ∆G0W
tc
0 (Nζ) Ref. ∆G0W
tc
0 ∆G0W
tc
0 ΓX (Nζ) Ref. ∆G0W
tc
0 ΓX
ammonia -11.17 (4400) 0.56 (8800) 0.59 0.13 (4300) 0.17
ethylene -11.02 (1700) 0.17 (3200) 0.20 0.36 (1700) 0.25
methane -15.04 (1500) 0.40 (2800) 0.40 0.45 (1400) 0.38
methanol -11.56 (3500) 0.64 (6300) 0.61 0.28 (3000) 0.32
water -13.25 (4800) 0.71 (9200) 0.80 0.26 (5100) 0.18
Table 2: Real-space grids (characterized by the
number of points Ng) and the range-separation
parameters (γ) used in the calculations. The
molecular structures were taken from Refs. 38,
80,81
system Ng γ [a
−1
0 ]
anthracene 80× 60× 50 0.23
tetracene 88× 60× 50 0.21
pentacene 108× 60× 50 0.19
hexacene 112× 60× 50 0.17
C60 88× 88× 88 0.18
PC60BM 88× 88× 88 0.15
ergies are obtained with Nη = 12 (albeit with
higher stochastic fluctuation per single ζ). Fig 2
illustrates that doubling the number of stochas-
tic vectors η, i.e., Nη = 30, does not affect the
results.
For the other two sampling vectors, it is suf-
ficient to take Nϑ = 1 and Nχ = 20. Such low
values are due to a small magnitude of the Σγx
term, which stems from a weak long-range ex-
change ( γ ≤ 0.23 a−10 , see Table. 2). Fig. 2
shows that twice as high numbers of stochas-
tic vectors Nϑ and Nχ again does not change
the results. The self-energy curves are almost
identical; they differ by < 0.02 eV at the QP
energy, which is much less than the statistical
error due to finite Nζ and Nη.
The overall error of the fully stochastic ap-
proach accumulates each of the contributions
discussed above (i.e., real-space and time grids,
and the numbers of stochastic vectors). Cal-
culations for tetracene and hexacene LUMO
states showed that the total (accumulated) er-
ror is < 0.04 eV. The error was estimated by
comparing the results in Table 3 with results
for h = 0.30, ∆t = 0.03 a.u., tmax = 100 a.u.,
Nη = 30, Nϑ = 2 and Nχ = 40. The error is rel-
atively low due to mutual cancellation among
the different contributions. This is consistent
with previous calculations for molecules.60,61
Finally, we compare the total stochastic er-
ror in the different approximations to Σc. In
this analysis, the target fluctuation, σ(ε), is
0.05 eV. The results are shown in Fig. 3. For
large systems, the G0W0 calculations converge
slower compared to the other approximations,
yet the computational cost maintains linear
scaling (with a steep slope of ∼ 15 core hours
per electron). Further, Nζ rises with system
size for the two largest molecules. In contrast,
the costs of G0W
tc
0 and G0W
tc
0 ΓX depend much
less on the system size and their computational
time remains practically constant for systems
between 100 and 300 valence electrons.
The distinct behavior of the stochastic G0W0
calculations is due to RPA applied in the time
propagation. As discussed in Sec. 3.2.3, RPA
assumes that Σγx is time-independent, i.e., it is
not constructed from time propagated states.
Although the Σγx term is sampled by distinct
stochastic vectors ϑ at each time step, it leads
to a strong stochastic noise. This random fluc-
tuation is amplified with time (similar to the
breakdown of stochastic BSE59). Tests for
hexacene showed that taking Nϑ = 2 leads
to only a ∼ 1% reduction of the fluctuation.
Fig. 4 clearly illustrates the amplification of the
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Figure 2: The self-energy of LUMO in hexac-
ene computed with stochastic G0W
tc
0 Γx method
with varying parameters of the grid, time prop-
agation length, time step, and the numbers of
stochastic states Nη, Nχ and Nϑ in each panel
from top to bottom. The panels show the
graphical solutions to Eq. 26: the dashed gray
line represents the frequency, and the intersec-
tions correspond to the QP energies. The full
green lines represent the solution obtained with
Ng = 112× 60× 50, h = 0.35a0, tmax = 50a.u.,
Nη = 15, Nχ = 20 and Nϑ = 1. The red
dash-dotted line represents a solution where one
of the parameters is changed as labeled in the
graph. All units are in eV.
stochastic error in G0W0 with tmax. In contrast,
σ(ε) in G0W
tc
0 calculation remains almost con-
stant regardless of tmax. In G0W
tc
0 ΓX calcula-
tions, the statistical error is higher, but it does
not increase significantly with tmax.
In general, the stochastic approach is aimed
for large systems.8,56,60,61 The calculation
for tetracene requires the highest number of
stochastic samples irrespective of the method
chosen (Fig. 3). This behavior can be under-
stood as follows: For systems smaller than
tetracene, Nη = 15 is relatively high compared
to the number of occupied states (for instance,
there are 33 occupied valence states in an-
thracene). As a result, the occupied subspace
is sufficiently well sampled. For large systems,
the stochastic approach exhibits strong self-
averaging,8,56,61 which leads to a decrease of Nζ
required for target σ(ε), i.e., the computational
cost decreases. Tetracene is found to be the
“worst-case scenario” in which the stochastic
sampling introduces relatively large errors, and
there is only limited self-averaging.
Overall, the fully stochastic implementation
of G0W
tc
0 and G0W
tc
0 ΓX is efficient and numeri-
cally stable, while G0W0 suffers from stochastic
fluctuations. The total computational time of
the beyond-RPA-methods depends only weakly
on the system size (Fig. 3). For large sys-
tems, the more involved expressions for the self-
energy are less expensive than their G0W0 coun-
terpart. The low cost of stochastic beyond-GW
calculations is in striking contrast to their con-
ventional (deterministic) implementations.
4.2.2 Performance of the approxima-
tions to Σc
We will now address how distinct approxima-
tions to Σc affect predictions of the HOMO and
LUMO energies. Here, we will report results of
stochastic calculations with Nζ = 1500, Nϑ =
1, Nχ = 20, and Nη = 15. The DFT starting
point (optimally tuned LC-ωPBE) is already in
a good agreement with the reference values, as
shown in Table 3; yet, the HOMO/LUMO ener-
gies are consistently over/underestimated. The
mean absolute error (MAE) of the DFT refer-
ence point for acenes is 0.17 eV for the HOMO
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Figure 3: The top panel shows the number of ζ
states required to converge the statistical error
of the HOMO and LUMO QP energies below
0.05 eV as a function of the total number of
valence electrons Ne. The bottom graph shows
the total number of core hours required for cal-
culations of the QP energies. The calculations
were performed on Bridges computer equipped
with Intel Haswell (E5-2695 v3) CPUs.
Figure 4: The statistical error, σ(ε), of the self-
energy is shown as a function of the maximum
propagation time, tmax, used for the calculation
of the polarization self-energy. σ(ε) is evaluated
at the frequency corresponding to the QP en-
ergy ε. The data are for the LUMO QP state
of the C60 molecule. The number of ζ states
is 1000, and the remaining parameters are de-
scribed in the text.
energies and 0.28 eV for the LUMO energies.
The G0W0 approximation makes the HOMO
energies more negative (Table 3). As a re-
sult, the ionization potentials (negative of the
HOMO energy) are significantly improved, and
the corresponding MAE is only 0.07 eV. The
G0W0 performance is, however, very different
for LUMO. Here, the correction is too large,
and the QP energies are thus much higher than
the reference values leading to MAE of 0.28 eV.
If we exclude the experimental reference data
for C60 and PC60BM, we get MAE of 0.04 eV
and 0.39 eV for HOMO and LUMO, which
are in agreement with an earlier benchmark for
acenes.38
This is a disappointing result, because a more
advanced computational technique (G0W0),
which is aimed to improve upon DFT, yields
worse results than the DFT itself. Further,
the stochastic implementation of G0W0 on top
of hybrid functionals is numerically expensive
for large systems due to numerical instabilities
discussed earlier. Note that such instabilities
were not observed in previous stochastic G0W0
calculations based on LDA starting point.
The G0W
tc
0 approximation is computation-
ally stable and, similar to G0W0, it provides
good ionization potentials; MAE for HOMO is
0.08 eV. In the systems selected, the presence
of the vertex corrections thus does not have a
pronounced effect on the occupied states. How-
ever, the method amplifies the problems for
unoccupied states. The affinities (negative of
the LUMO energy) are predicted to be signif-
icantly larger than the reference values, lead-
ing to MAE of 0.44 eV which is worse than
in G0W0. If experimental data for C60 and
PC60BM are excluded from the analysis, G0W
tc
0
leads to even larger errors for LUMO (0.55 eV).
This failure for unoccupied states indicates that
abandoning RPA has detrimental effects on un-
occupied QP states.
Finally, we turn to the analysis of G0W
tc
0 ΓX
predictions. The presence of the non-local ex-
change interaction in Eq. 23 has a significant
impact on the QP energies. The HOMO states
are higher in energy, leading to MAE of 0.19 eV
for acenes. This error is significantly worse than
G0W0 but similar to the DFT results.
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Figure 5: The self-energy of hexacene HOMO
and LUMO states (left and right panel) com-
puted stochastically with three approximation
to the correlation self-energy (distinguished by
color and labeled in the graphs). The upper
panel shows the imaginary part of the self-
energy. The lower panel is the graphical solu-
tion to Eq. 26: the dashed gray line represents
the frequency, and the intersections (marked by
circles) correspond to the QP energies given in
Table. 3. All units are in eV.
In contrast to the other approximations tested
here, G0W
tc
0 ΓX self-energies are of the unoccu-
pied states are qualitatively different. Fig. 5
illustrates that inclusion of the vertex changes
the self-energy dramatically for the LUMO
state (while for HOMO it is similar to the
G0W0 and G0W
tc
0 results). This observation
is consistent with previous theoretical results
based on local vertex corrections that incorpo-
rate derivative discontinuity.41,42 Here such dis-
continuity is included via the time-dependent
induced exchange potential Wx in the G0W
tc
0 ΓX
self-energy (Eq. 37). The vertex correction thus
acts similar to exchange in the static ground-
state calculations and shifts unoccupied states
higher in energy. In all cases tested, the QP
energy of the unoccupied states are signifi-
cantly increased and are higher than the ref-
erence values. Note that all other methods, the
LUMO QP energies are too low. For the acenes
molecules, we find MAE of 0.26 eV; hence, the
perturbation theory slightly improves upon the
DFT starting point.
Based on the results for acenes LUMO en-
ergies, G0W
tc
0 ΓX appears to be more successful
than self-consistent GW methods benchmarked
in Ref. 38. If eigenvalue self-consistent GW is
employed and both the GF and the screened
Coulomb interactions are updated, the predic-
tions yield MAE of 0.41 eV. For the same sub-
set of systems, G0W
tc
0 ΓX yields MAE that is
∼ 50% smaller. In an alternative scheme, the
self-consistency is applied only to the GF; how-
ever, for LUMO states the MAE increases to
0.44 eV, i.e., the deviation is again higher than
for G0W
tc
0 ΓX results.
5 Conclusions and Outlook
In this work, we presented an efficient way
for improving predictions of QP energies be-
yond the popular GW approach using stochas-
tic paradigm. In practice, this improvement
amounts to the inclusion of nontrivial parts
of the vertex function in the correlation self-
energy (Σc). Here, an approximate non-local
vertex correction was derived from the func-
tional derivative of the exchange self-energy. In
15
Table 3: Quasiparticle energies computed with DFT (LC-ωPBE) and distinct approximations to
the self-energy. Statistical errors of the stochastic methods are given in the parentheses. The
reference values are taken from Refs. 38,82–85. The number of ζ states is 1,500; the remaining
parameters are described in the text.
HOMO
system DFT G0W0 G0W
tc
0 G0W
tc
0 ΓX Ref.
anthracene -7.33 -7.42 (±0.04) -7.31 (±0.04) -7.25 (±0.05) -7.48
tetracene -6.70 -7.00 (±0.06) -6.89 (±0.05) -6.79 (±0.06) -6.96
pentacene -6.47 -6.65 (±0.04) -6.55 (±0.05) -6.42 (±0.05) -6.58
hexacene -6.15 -6.32 (±0.05) -6.22 (±0.04) -6.11 (±0.05) -6.32
C60 -7.90 -7.69 (±0.06) -7.68 (±0.04) -7.60 (±0.05) -7.69*
PC60BM -7.27 -7.42 (±0.06) -7.26 (±0.03) -7.20 (±0.04) -7.17*
LUMO
system DFT G0W0 G0W
tc
0 G0W
tc
0 ΓX Ref.
anthracene -0.49 -0.54 (±0.04) -0.71 (±0.04) +0.00 (±0.05) -0.28
tetracene -1.04 -1.22 (±0.06) -1.39 (±0.05) -0.55 (±0.06) -0.82
pentacene -1.53 -1.65 (±0.05) -1.80 (±0.05) -0.91 (±0.05) -1.21
hexacene -1.84 -1.94 (±0.05) -2.07 (±0.04) -1.27 (±0.05) -1.47
C60 -2.47 -2.77 (±0.07) -2.91 (±0.04) -1.90 (±0.05) -2.68*
PC60BM -2.46 -2.61 (±0.07) -2.85 (±0.04) -1.95 (±0.04) -2.63*
principle, the self-energy should be found by a
self-consistent set of expressions. In practice,
we employ only a one-shot correction scheme
on top of a mean-field starting point, which in-
cludes a non-local long-range exchange. This
approach is labeled G0W
tc
0 ΓX , and it is com-
pared to (stochastic) G0W
tc
0 and G0W0 meth-
ods.
A new stochastic formulation reduces the
overall computational cost considerably. In
contrast to the previous implementation of
stochastic G0W0, it is possible to use Hartree-
Fock and generalized Kohn-Sham starting
points.
The real-time formulation of all three meth-
ods was verified against previous results for
small molecules computed in the frequency do-
main. Note that the time-domain version of
G0W
tc
0 ΓX is entirely new. The Hartree-Fock
starting point is used together with a stochas-
tic sampling of the Green’s function. The cal-
culations are in excellent agreement with the
reference values.
For larger systems, we present a fully stochas-
tic approach in which two additional sets of
stochastic vectors sample the non-local vertex.
For the large molecules investigated, we em-
ployed DFT with a long-range non-local ex-
change interaction. Such functional form is ef-
ficiently sampled even with a small number of
stochastic vectors. The, otherwise extremely
involved, beyond GW calculations can thus be
performed for large molecules at a low cost.
While deterministic implementations scale as
N4e for GW and N
6
e for GWΓ (where Ne is the
number of electrons), the stochastic formula-
tion scales (sub)linearly. In fact, we found that
RPA is numerically unstable; its statistical er-
ror worsens with the system size and the sim-
ulation time. In contrast, more difficult G0W
tc
0
and G0W
tc
0 ΓX calculations are stable and, para-
doxically, computationally less expensive than
G0W0.
The three stochastic approximations were
tested on a set of acene molecules, C60 and
PC60BM. The computational costs of G0W
tc
0
and G0W
tc
0 ΓX were practically constant with
the system size. The overall computational
time required to converge G0W
tc
0 ΓX QP en-
ergies was on average ∼ 50% higher than in
G0W
tc
0 due to increased statistical fluctuation.
The overall sublinear scaling is due to the rapid
convergence of the statistical errors with the
number of electrons. Hence, stochastic algo-
16
rithms will be a method of choice for demand-
ing beyond-GW calculations or, at least, for ef-
ficient implementation of non-local vertex func-
tions.
While DFT with optimally-tuned range-
separated hybrid functionals (LC-ωPBE) pro-
vides a good starting point, some deviation
from reference data is observed. One-shot
G0W0 andG0W
tc
0 improve the description of the
ionization potentials compared to LC-ωPBE,
but severely increase errors for electron affini-
ties. On average, both methods perform worse
than DFT; the worst performance is observed
for the G0W
tc
0 approach.
The G0W
tc
0 ΓX performs worse than DFT for
the occupied states, but it improves the de-
scription of unoccupied states. While all other
approaches underestimate the LUMO QP en-
ergies, G0W
tc
0 ΓX predicts them to be higher
than the reference values. The energy increase
of the unoccupied QP states is due to the
vertex correction based on time-dependent in-
duced non-local exchange potential. For the set
of molecules considered, G0W
tc
0 ΓX is the only
method that outperforms DFT for the electron
affinities.
Previous calculations which included approx-
imate vertex corrections were mostly applied to
ionization potentials of small molecules that do
not form stable anions. The accuracy of pre-
dicted electron affinities is another major and
more sensitive indicator for performance assess-
ment.
Together, these findings indicate that be-
yond GW schemes are crucial for an improved
description of QP energies. As shown here,
stochastic techniques make such calculations af-
fordable even for large systems. Future steps
are directed toward the formulation of bet-
ter self-energy expressions that include higher-
order interactions (beyond G0W
tc
0 ΓX) to im-
prove the prediction of QP energies further.
In particular, the vertex terms stemming from
the time-dependent induced correlation poten-
tial will be studied. Investigations of charge
transfer systems with strong electron hole-
interactions are underway.
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