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Internet of Things (IoT) applications have stringent requirements on the wireless network
delay, but have to share and compete for the limited bandwidth with other wireless traffic.
Traditional schemes adopt various QoS-aware traffic scheduling techniques, but fail when the
amount of network traffic further increases. In addition, IoT technology using 802.11 with
CSMA with collision avoidance (CSMA/CA) mechanism enables the coexistence of multiple
wireless links but avoids concurrent transmissions, yielding severe channel access delay on
the delay-sensitive traffic when the channel is busy.
To address the aforementioned limitations, we present two novel designs of wireless side
channel, which operate concurrently with the existing wireless network channel without
occupying extra spectrum, but is dedicated to real-time traffic. Our key insight to realizing
such a side channel is to exploit the excessive SNR margin in the wireless network by encoding
data as patterned interference. First, we design such patterned interference in the form of
energy erasure over specific subcarriers in OFDM systems. Delay-sensitive messages can be
delivered simultaneously along with other traffic from the same transmitter, which reduces
the network queuing delay. Furthermore, we propose EasyPass, another side channel design
that encodes data in the same OFDM scheme as being used by the main channel, but using
weaker power and narrower frequency bands. By adapting the side channel’s transmit power
under the main channel’s SNR margin, the simultaneous main channel transmission would
suffer little degradation. EasyPass reduces the channel access delay by providing extra
transmission opportunities when the channel is occupied by other links. Last, we present a
iii
novel modulation design that transforms the choices of link rate adaptation from discrete
to continuous. With minimum extra overhead, it improves the network throughput and
therefore reduces the network delay.
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The soaring popularity of IoT solutions has been profoundly transforming every aspect of
modern industries such as healthcare, smart home, transportation and industrial automation.
Many IoT applications desire minimum delay of data transmission, so that they can promptly
react to environmental events. For example, smart vehicles need to timely transmit images
about their surroundings to the cloud for real-time processing, so as to recognize and avoid
potential risks [54, 65].
In practice, such strict requirement may not be met due to the following reasons:
• Excessive queuing delay. The real-time wireless traffic of these applications may
be seriously delayed when competing with other data traffic generated from the same
transmitter. Traditional designs of wireless networks eliminate such network congestion
via Quality of Service (QoS)-aware traffic scheduling [18] or flow control [19], but fail
when the amount of network traffic further increases.
• Channel access delay. In CSMA-based WiFi network, after sensing a busy channel, the
node defers its transmission until the end of the current transmission, and re-attempts
to transmit after a random backoff delay, resulting in long channel access delay. In
other words, the channel access delay is incured due to the competition for the channel
among different transmitters. Traditional wisdom reduces such delay by optimizing the
backoff algorithms [15, 11, 29]. However, since CSMA/CA only allows transmission from
a single user at each time, the channel access delay is lower-bounded by the duration of
the ongoing transmission and can not be further reduced.
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• Throughput degradation. Sufficient wireless throughput is another critical factor
to timely transfer bulky data (e.g., high-resolution photos and video clips) in IoT. In
order to maximize the throughput over dynamic fluctuations of wireless channel quality,
current wireless systems adapt the link rate to the instantaneous channel condition, but
fail to fully utilize the channel capacity due to the discrete choices of available link rates
and the gap between these rates. Rateless codes improve throughput at the cost of extra
communication and computation overhead, which prevents them from being practically
applied in resource-constrained IoT applications.
One straightforward solution to alleviate the network delay is to allocate additional
wireless spectrum that is exclusively used for real-time wireless traffic. For example, a
dedicated spectrum is designated as the control plane in cellular networks. However, such
exploitation of additional spectrum is costly due to the severe scarcity of wireless spectrum
resources nowadays.
Instead, recent studies have demonstrated that wireless side channel designs could op-
erate concurrently with the existing in-band wireless channel 1 without occupying any ad-
ditional spectrum. By creating extra transmission opportunities under busy channel, side
channel designs could become a viable solution to removing the fundamental limitation on
supporting low latency wireless traffic. When WiFi transmitter transmits other traffic, or
the wireless channel is sensed to be occupied, instead of deferring from transmission, wireless
node would transmit delay-sensitive traffic through the side channel, which eliminates the
excessive queuing delay and channel access delay, respectively. The key insight of a side
channel design is that rate adaptation algorithms operate in a conservative fashion, which
select lower data rates than the one that is supported by the instantaneous channel SNR so
as to avoid costly decoding failure and retransmissions. Therefore, by controlling the side
channel interference within the scope of the main channel’s SNR margin, the existence of
side channel brings little degradation on the main channel and makes the most of the channel
capacity.
1The existing channel being used in current wireless networks is denoted as the “main channel” throughout
the rest of this paper.
2


























Figure 1.1: Distribution of the channel SNR under different data rates. Lowest three data




Our major motivation for the side channel design is the existence of the wireless channel
SNR margin in the wireless channel, i.e., the difference between the instant channel SNR
and the minimum channel SNR that is required to support the data rate being used. SNR
margin is intrinsic to the rate adaptation approaches due to their effort in avoiding costly
retransmissions.
To evaluate the amount of SNR margin in practical WiFi networks, we conduct the
following experiment using COTS devices. In specific, we connect a laptop (MacBook Air
2014) to the router (Netgear N300 WiFi C3000 Router) and stream video from HBO GO.
We configure the router to work only at IEEE802.11g standard in Channel 11 (2462 MHz),
which supports 8 data rates2 ranging from 6 Mbps to 54 Mbps. The WiFi frames received
by laptop are captured by network sniffer WireShark. We extract the received power (RSS)
2Different data rates are adopted by using different modulation methods and code rates. For example,
36 Mbps is realized by 16-QAM with the code rate 3/4.
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Figure 1.2: Statistical distribution of SNR margin
and the noise of the frames that are successfully decoded and calculate the SNR of each
frame using their difference in dB. Figure 1.1 shows the SNR distribution with respect to
each data rate. Based on [80]3, 12 dB is the minimum required SNR for supporting 24 Mbps,
while the minimum SNR value observed is 22 dB, yielding 10 dB SNR margin. The CDF
of the SNR margin is shown in Figure 1.2, which shows that more than 95% of the frames
operate with > 5dB SNR margin, and the SNR margin can be up to 25 dB.
The existence of such SNR margin, therefore, validates our proposed side channel design.
The key challenge, however, is how to appropriately limit the effect of the side channel under
main channel’s SNR margin.
1.2.2 SNR Gap: Inefficient Utilization of Wireless Channel Capacity
Discrete choices of wireless link rates and the gap between these rates result in low efficiency
of existing wireless networks in utilizing the channel capacity. To measure such gap, we
conduct experiments for both narrowband and wideband WiFi channels over USRP N210
SDR boards. In these experiments, we emulate different levels of wireless channel SNR, and
measure the receiver’s channel status in realtime to compute the corresponding Bit Error
Rate (BER). The results in Figure 1.3 show the relationship between channel SNR and BER
3Similar results are reported in [98, 21].
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(a) 20 MHz channel






























(b) 80 MHz channel
Figure 1.3: Inefficient utilization of WiFi channel capacity
when different link rates are used. When the narrowband 20 MHz channel is used, Figure
1.3(a) shows that 4 dB and 6 dB are the minimum SNRs to support 9 Mbps and 12 Mbps,
respectively, in order to reach a BER less than 0.1%. The gap between these two link rates
is hence 2 dB, corresponding to 3 Mbps of channel capacity being under-utilized. Similarly,
when the link rate increases to 18 Mbps, a gap larger than 3 dB could be observed.
Recent technical advances in wireless networks are incapable of eliminating such gap. For
example in Figure 1.3(b), the latest 802.11ac WiFi standard expands the channel bandwidth
to 80 MHz through channel bonding, but also increases the SNR gap between consecutive
link rates to be larger than 5 dB. These results highlight that the channel capacity could
be better utilized by providing continuous choices of link rates to the gap between existing
rates.
Furthermore, new generations of wireless networks, while improving the highest link rate
under good channel conditions, make limited contribution to the achievable throughput in
practical wireless networks with dynamic channel conditions. To verify this limitation, our
experiment measures the WiFi signal strength and the corresponding link rates that are
perceived by a Samsung Galaxy S4 smartphone at different locations. For a fair comparison,
the channel bandwidth is limited to 20MHz and the signal strength over the 5 GHz band is
converted to the equivalent number in the 2.4GHz band. The results in Figure 1.4 show that
the link rates provided by different WiFi standards only exhibit noticeable differences when
5




























Figure 1.4: Throughput in practical wireless networks
the signal strength is higher than -60 dBm, which may not be achieved in many large-scale
scenarios of public wireless networks. Improving the wireless throughput in these scenarios,




Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier modulation tech-
nique and is widely used in existing WiFi and cellular networks because of its high efficiency
of spectrum utilization and resistance to multipath channel fading and inter-carrier interfer-
ence. As shown in Figure 1.5, data in OFDM is transmitted concurrently in closely spaced
subcarriers, each of which corresponds to a frequency band that is orthogonal to others.
Specifically, each 20 MHz WiFi channel comprises of 64 OFDM subcarriers that are spaced
312.5 kHz apart. In an OFDM symbol in the IEEE 802.11a standard, 12 subcarriers (in-
cluding DC) are null as the guard band, 4 subcarriers are occupied by pre-known pilots
for frequency offset compensation, and 48 subcarriers are used for data transmission. The















































Figure 1.5: OFDM scheme
As a result, one OFDM packet could be viewed as a two-dimensional time-frequency
grid, as shown in Figure 1.5. All data subcarriers within one packet use the same modula-
tion symbol mapper (e.g., BPSK, QPSK, 16-QAM or 64-QAM) and the same code rate (e.g.,
1/2, 2/3 or 3/4), according to the data rate being adopted. Different settings of the modula-
tion symbol mapper approach and code rate yield different data rates and anti-interference
capability. For example, BPSK with 1/2 code rate yields the lowest 6 Mbps data rate but is
the most resistant to noise, and is hence adopted in poor SNR scenarios. On the contrary,
64-QAM with 3/4 code rate provides the maximum 54 Mbps throughput by using a denser
constellation diagram, and is applied in good SNR scenarios.
1.3.2 Channel coding and Viterbi decoder
WiFi standards use Forward Error Correction (FEC) or LDPC code to enhance the immunity
of systematic throughput against channel noise and environmental uncertainties. Lower code
rate brings more redundancy and hence is more robust against data distortion. WiFi receivers
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use Viterbi decoder to detect the errors introduced by noises, and further recovers the data
from deteriorated signals. As a maximum likelihood decoding, Viterbi decoder has been
widely applied in modern communication systems.
1.3.3 Channel Equalization
Channel equalization algorithms aid signal recovery through channel estimation and com-
pensation. WiFi uses Long Training Sequence (LTS) in the frame preamble as the reference
signal, which consists of two OFDM symbols spanning the entire subcarriers. The channel
estimation is estimated as the distortion of the LTS in the frequency domain. Pilot-based
approach is also applied in WiFi to track and compensate the fast fading channel during the
span of transmission. Four subcarriers (±21,±7) are reserved specifically for the insertion
of pilots.
1.4 CONTRIBUTIONS
1.4.1 A High-throughput Side Channel Design to combat queuing delay
We present a novel design of high-throughput wireless side channel, which efficiently supports
real-time wireless traffic without consuming any additional wireless spectrum resource. The
experiment results verify the effectiveness of the side channel in reducing the data transmis-
sion latency and providing a data throughput higher than 1 Mbps, with minimum impact
on the performance of the main wireless channel. I make the following contributions.
• We designed a side channel based on the OFDM technique in WiFi PHY layer, by employ-
ing subcarrier erasure to encode side channel information. The side channel throughput
can reach 1.25 Mbps and 2.5 Mbps when one or two subcarriers in each symbol are
erased.
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• We proposed a probabilistic approach to achieve a high side channel detection rate.
Compared with the energy-based approach which decodes the weakest subcarrier as the
erased subcarrier, the proposed detection algorithm is resistant to multipath fading and
ambient noise, and could increase the detection accuracy by 10%.
1.4.2 A Side Channel Design to Combat Channel Access Delay
We present EasyPass, a practical side channel design that efficiently supports delay-sensitive
traffic from multiple IoT links. EasyPass encodes data in the same OFDM scheme as
being used by the main channel, but using weaker power and narrower frequency bands.
By adapting the side channels transmit power under the main channel’s SNR margin, the
simultaneous main channel transmission would suffer little degradation even without any
MAC/PHY modifications. Furthermore, without the aid of frame synchronization, EasyPass
enables multi-access by designating non-overlapping subbands to multiple simultaneous side
channel links.
1.4.3 Continuous Wireless Link Rates to improve the network throughput
We present a vMod, a lightweight solution towards maximum wireless throughput for IoT,
by transforming the choices for link rate adaptation from discrete to continuous. We design
constellation diagrams that map constellation points with the variable-length code (VLC),
hence conveying a fractional number of data bits in each symbol. We implemented and
evaluated our design over practical SDR platforms, and show that vMod greatly improves
the wireless throughput with negligible overhead. The experiment results show that vMod
scales well with the dynamic channel conditions and improves the WiFi throughput by 30%
over a single narrowband link, but consumes up to 95% less computation and communication
overhead compared to existing rateless codes.
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1.5 ORGANIZATION
The rest of this dissertation is organized as follows. Chapter 2 introduces a high-throughput
design that reduces the queuing delay. Chapter 3 presents EasyPass, a practical design to
reduce the channel access delay. Chapter 4 presents vMod, a rateless modulation design to
support continuous wireless link rate. Finally, we conclude this dissertation in Chapter 5.
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2.0 SUPPORTING REAL-TIME WIRELESS TRAFFIC THROUGH A
HIGH-THROUGHPUT SIDE CHANNEL
2.1 INTRODUCTION
Mobile computing has been an indispensable part of every aspect of modern life, by enabling
highly cognitive and interactive mobile applications over heterogeneous types of mobile de-
vices. Representative examples of these mobile applications include mobile cloud computing
[61], resource sharing among mobile systems [3], wearable computing [39], and multi-party
mobile gaming [60], which fundamentally transform the way people access information and
interact with each other. Performance of these applications depends on the transmission
latency of wireless link connecting mobile devices with each other and the remote cloud, so
as to support real-time wireless traffic that is vital to prompt application response.
In practice, the real-time wireless traffic of these applications may be seriously delayed
when competing with other data traffic being transmitted concurrently over the same wireless
channel. Traditional designs of wireless networks eliminate such network congestion via
Quality of Service (QoS)-aware traffic scheduling [18] or flow control [19], but fail when
the amount of network traffic further increases. Another option to alleviate such network
congestion is to allocate additional wireless spectrum that is exclusively used for real-time
wireless traffic. For example, a dedicated spectrum is designated as the control plane in
cellular networks [68]. However, such exploitation of additional spectrum is infeasible due
to the severe scarcity of wireless spectrum resources nowadays.
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Instead, another viable solution to removing this fundamental limitation on supporting
real-time wireless traffic is to explore a wireless communication side channel, which oper-
ates concurrently with the existing wireless channel1 over the same spectrum but dedicates
to transmitting real-time traffic. When the main channel is congested, real-time traffic is
transmitted through the side channel. Hence, communication of delay-sensitive applications
between mobile devices will never be delayed by concurrent wireless traffic, and its latency
only depends on the link propagation delay. The key insight of such a side channel is that the
Signal-to-Noise Ratio (SNR) of a wireless channel is usually higher than the SNR required
to support the data rate being used, due to inaccurate SNR estimation and conservative
rate adaptation in wireless networks. This in-band SNR margin can be exploited to encode
data as patterned interference over the main channel. The impact of such a side channel on
packet decoding over the main channel, on the other hand, could be efficiently eliminated
by limiting the amount of additional patterned interference within the scope of the main
channel’s SNR margin.
In order to support real-time wireless traffic, the wireless side channel has to provide suf-
ficient data throughput that is required by modern interactive mobile applications. Existing
schemes have designed the side channel over commodity wireless networks such as WiFi [21]
and ZigBee [108], but are limited to achieving a data throughput of several hundreds of kbps.
This side channel, hence, can only be used to transmit small network control messages (e.g.,
RTS/CTS frames) but is far from sufficient for mobile application traffic. Further improving
the side channel throughput, in theory, needs to encode more bits into the patterned interfer-
ence. Such throughput improvement, however, is difficult because the amount of interference
that can be exploited for data encoding is limited by the channel SNR margin.
In this chapter, we present a practical high-throughput design of the wireless side chan-
nel that efficiently supports real-time wireless traffic, by exploiting the unique properties of
modern digital modulation methods, particularly OFDM which will be the technical founda-
tion of next-generation high-speed wireless networks (e.g., LTE-A and 5G) [104]. Our basic
idea of the side channel design is to encode data as patterned interference by erasing the en-
1The existing channel being used in current wireless networks is denoted as the “main channel” throughout
the rest of this thesis.
12
ergy of specific subcarriers in the main channel’s OFDM symbols. Since such energy erasure
does not increase the RF transmit power, it can be used to encode data into every OFDM
symbol in the main channel, hence dramatically increasing the side channel throughput. On
the other hand, since OFDM modulates data into separate subcarriers in both time and
frequency domains, the amount of patterned interference could be efficiently controlled by
interfering only a small portion of OFDM subcarriers, without affecting the packet decoding
in the main channel and its resistance to channel contention.
The major challenges of such high-throughput side channel design, however, are two-fold.
First, it is hard to ensure precise detection of patterned interference in the form of energy
erasure over OFDM subcarriers, which can be easily corrupted by channel noise. A straight-
forward solution is to detect energy erasure as the subcarrier with the minimum level of
energy. However, when the channel noise is sufficiently high, it may increase the energy level
of the erased subcarrier and hence results in detection errors. Second, our proposed design
also raises unique challenge to channel operation and control. It is difficult to distinguish
data transmitted in the side channel from background noise, without knowing the existence
of such a side channel in advance. Lightweight techniques for connection establishment over
the side channel are hence needed without continuous detection of patterned interference.
To overcome the aforementioned challenges, we first propose a probabilistic approach
to detecting patterned interference, which takes the channel noise model into account and
achieves a high detection rate over the side channel. This approach is also resistant to the
multipath channel fading and ambient noise. We then indicate the existence and the desti-
nation of a wireless side channel by exploiting the idle time periods between data frames in
the main channel and inserting a specialized preamble between these frames. This approach,
therefore, does not require active cooperation of the main channel and will not be affected by
the traffic status in the main channel. We have implemented the proposed system design over
practical Software-Defined Radio (SDR) and WARP hardware platforms, and evaluated the
effectiveness of our design over realistic VoIP applications. The experimental results show
that our system can provide a side channel throughput of up to 2.5 Mbps, which is 10 times
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higher than existing work with minimal impairment to the main channel performance. It
also reduces the data transmission delay in commodity 802.11 networks by up to 90%, and
significantly eliminates the chance of delay jitters in such networks.
The rest of this chapter is organized as follows. Section 2.2 reviews the existing work.
Section 2.3 gives a brief overview on the principle of our design. Sections 2.4 and 2.5 present
the technical details of the designs of the side channel and connection establishment. Section
2.6 evaluates the performance of our system over the SDR platform via network emulation.
Section 2.7 and Section 2.8 further present details of our implementation and performance
evaluation over the WARP hardware platform. Finally, Section 2.9 concludes the chapter.
2.2 RELATED WORK
To efficiently eliminate the network congestion, various QoS control schemes have been
proposed to prioritize delay-sensitive network traffic [86], and TCP flow control also helps
reduce the channel congestion [58]. However, these designs cannot scale to the increase of
network traffic.
Instead, recent studies aim to reduce the transmission latency by exploiting extra commu-
nication opportunities beyond the existing wireless channel. Existing designs of the in-band
side channel are mainly applied for delivering coordination and control information, so as to
improve the network performance without introducing extra costs compared to the out-of-
band approaches. The side channel conveying the control messages is operated concurrently
with data transmissions in the main channel, without jeopardizing the latter’s performance.
Wu et al. [108] observes the under-utilization of interference-tolerance provided by most
physical layer implementations, and encodes a small amount of control messages by inten-
tionally interfering several chips in each ZigBee symbol. Flashback [21] builds a control plane
with a 400 kbps data rate in OFDM-based WiFi packets, by interpolating high-energy spikes
into OFDM subcarriers. These spikes transmit at a power level that is 64 times greater than
the power used for regular data symbols, hence allowing easier detection. However, all these
designs are limited to conveying small-size network control messages over low-throughput
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side channels. In contrast, the major focus of this chapter is to develop a side channel with
a throughput that is sufficiently high to support real-time wireless traffic of mobile appli-
cations when the main channel is congested. We build our side channel upon commodity
WiFi standard and achieve a high throughput by interfering one or more subcarriers in every
OFDM symbol.
Orthogonal Frequency-Division Multiple Access (OFDMA) [27], a multi-user version of
the OFDM design, can be potentially used as an alternative of the side channel, by dedicating
a certain amount of subcarriers exclusively for the delay-sensitive traffic. However, the
channel throughput for other traffic will inevitably suffer from degradation. For example, if
two subcarriers are dedicated to delay-sensitive traffic, the throughput degradation for other
traffic will be degraded 4% (2/48). In addition, since our design is implemented at the PHY
layer and requires no modification of MAC, it can also work in parallel with other advanced
MAC-layer network standards such as 802.11e [52], which prioritizes the delay-sensitive traffic
at the MAC. Applications which require immediate responses such as workload offloading in
the mobile cloud [30, 31, 99], furthermore, can also benefit from our work.
Our design for connection establishment and control in the side channel is partly inspired
by another type of side channel design, which is achieved through appending preambles to
the wireless channel. E-Mili [112] constructs the M-preamble to facilitate the sampling-rate
invariant packet detection, so that the WiFi receivers could recover from the downclocked
idle listening mode once a valid preamble is received. The M-preamble is comprised of dupli-
cated versions of complex Gold sequences (CGS), whose length implicitly conveys the address
information. Gap Sense [113] allows interaction between mobile devices with heterogeneous
types of wireless networks, by prepending legacy packets with a preamble consisting of multi-
ple energy pulses with quiet periods in between. This quiet period conveys control messages,
and can be detected by neighboring nodes with incompatible physical layers. Being different
from existing schemes which develop new preambles and hence require specialized hardware
or software to operate these preambles, our approach uses a simple duplication of regular
WiFi preambles. Hence, our proposed schemes could be easily deployed over commodity
WiFi transceivers by being integrated into their firmware, without any modification to the
hardware.
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Figure 2.1: Channel BER under different SNR conditions
2.3 OVERVIEW
In this section, we first elaborate our motivation of developing a side channel for supporting
real-time wireless traffic, by demonstrating the existence of SNR margin in practical wireless
channels. Next, we present the high-level picture of our proposed side channel design.
2.3.1 Motivation
As described above, our major motivation of designing the wireless side channel is the exis-
tence of SNR margin in the wireless channel, i.e., the difference between the actual channel
SNR and the minimum channel SNR that is required to support the channel data rate being
used. In practical WiFi networks, such minimum channel SNR is specified in order to main-
tain a sufficiently low Bit Error Rate (BER). For example, 10.7 dB is the minimum channel
SNR required by the 802.11a standard to ensure a channel BER lower than 1%, when a 9
Mbps data rate (BPSK with 3/4 code rate) is being used [98].
To further evaluate the amount of SNR margin in practical WiFi networks, we conduct
a preliminary experiment over USRP N210 SDR boards with GNURadio toolkit2. More
specifically, we emulate different levels of channel SNR at the sender side by adjusting the























































Figure 2.2: Encoding data as patterned interference into an OFDM symbol
status at real-time and compute the BER by comparing the received data frames with
expected ones. The experiment results in Figure 2.1 show the relationship between channel
SNR and BER when different data rates are being used3. For example, it shows that 5.8
dB is the minimum required SNR for the 9 Mbps data rate, and the SNR margin is hence
4.9 dB (calculated as the difference between 5.8 dB and the required 10.7 dB by the 802.11a
standard). Such SNR margin will further increase when the wireless channel condition
improves and a higher data rate is adopted accordingly.
The existence of such SNR margin, therefore, validates our proposed side channel design.
Particularly, note that traditional designs of wireless side channels only exploit a small
portion of the SNR margin to deliver small-size control messages. In contrast, we envision
that the SNR margin can be further exploited to increase the throughput of the side channel
without impairing the performance of main channel. The key challenge, however, is how to
appropriately limit the amount of patterned interference being applied.
3Different data rates are adopted by using different modulation methods and code rates. For example, 6
Mbps is realized by BPSK with the code rate 1/2.
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2.3.2 Big Picture
As shown in Figure 2.2, our primary design of the side channel is to erase the energy of one
specific subcarrier in each OFDM symbol. At the sender’s side, the patterned interference is
only applied to one OFDM subcarrier in each symbol, and hence controlled within the scope
of channel SNR margin. At the receiver’s side, an erased subcarrier can be detected as the
subcarrier with minimum level of energy. Since we do not require any additional hardware
or increase the RF transmit power, little energy consumption is incurred by the side channel.
As a result, when we erase the energy of one of the 48 OFDM subcarriers4, blog2 48c = 5
data bits can be encoded into each symbol and the maximum data rate of the side channel
is 5b/4µs = 1.25 Mbps. For example in Figure 2.2, erasing subcarrier 24 transmits data
bits (11000)2 over the side channel. In practice, this data rate depends on the accuracy of
detecting patterned interference, and we propose a probabilistic approach to ensure precise
detection of such interference in Section 2.4.
In our side channel design, the main channel information modulated in the subcarriers
being erased is unrecoverable, which could potentially impact the performance of the main
channel. However, such impact could be efficiently controlled and mitigated if prior knowl-
edge of the corrupted (erased) subcarriers is available. More specifically, the wireless receiver
first detects the OFDM subcarriers being corrupted by the side channel before feeding the
OFDM symbols to the Viterbi decoder in the main channel. Then, the Viterbi decoder in the
main channel could utilize such information to reduce the weight of those bits contained in
the corrupted subcarriers when doing its best-path search, known as the erasure operation,
so as to avoid decoding error and data packet corruption.






































Figure 2.3: Side channel design over WiFi networks
2.4 SIDE CHANNEL DESIGN
In this section, we first describe the overall system design of the wireless side channel over
commodity WiFi networks. Then, we present the probabilistic approach to detecting pat-
terned interference, which ensures the detection rate of patterned interference in a wireless
channel with additive white Gaussian noise (AWGN).
2.4.1 Overall System Design
The system architecture of the side channel over WiFi networks is shown in Figure 2.3.
Specifically, the real-time traffic is denoted as D′ and conveyed in the side channel, and
other network traffic is denoted as D and transmitted in the main channel. Energy erasure
of OFDM subcarriers is implemented through a simple masking and multiplication approach.
More specifically, in the transmitter side, a Pulse Position Modulator (PPM) [94] is applied
onto D′. Correspondingly, a sequence of binary numbers, denoted as the mask M , is gener-
ated with ‘1’ and ‘0’ referring to either reserve or erase the energy in a specific subcarrier. For
example, in Figure 2.2, erasing the energy of the 24th OFDM subcarrier, which corresponds








This mask contains a single ‘0’ in the position of c24, and is then applied on the main
channel subcarriers, which is equivalent to erasing subcarrier c24 while maintaining all other
ones unchanged.
Based on such scheme, the wireless network system consisting of both a main channel
and a side channel works as follows. First, the modulation process in the main channel
remains unchanged. As shown in Figure 2.3, the convolutional encoder, which uses one
type of the Forward Error Correction (FEC) coding scheme, introduces redundancy into the
modulation process for error correction. The symbol mapper transforms the binary sequence
to a sequence of constellation points P , according to the modulation methods being used.
After the masking procedure, the carrier mapper would assemble an OFDM packet by filling
the data sequence into the time-frequency grids. The FFT module then transforms the data
from frequency domain to time domain for transmission. Second, at the receiver side, the
signal distortion introduced by multipath fading is compensated by the frequency domain
equalizer, by measuring the misshaping of the pre-known long training sequences. The
packet P̂ after equalization is then fed to the symbol demapper and Viterbi decoder for
demodulation, and to side channel detector for detection of the erased subcarriers. The
side channel information D′ is then recovered through pulse position demodulator. Since
our design retains the OFDM-based PHY layer unchanged, it could be easily deployed onto
commodity WiFi systems through firmware integration without any modification to existing
hardware or requiring any extra hardware.
2.4.2 Improvement of Data Throughput
Based on this basic design of the side channel, the major approach to further improve the
data throughput of the side channel is to erase multiple subcarriers in an OFDM symbol.
Let K be the number of subcarriers being erased in each OFDM symbol, the number of data
bits in the side channel that can be transmitted per symbol is hence blog2(CK48)c, which will
quickly increase along with the value of K. For example, a throughput of 2.5 Mbps can be
achieved by erasing two subcarriers per OFDM symbol. Essentially, this scheme improves
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Figure 2.4: Constellation diagram of 16-QAM (3/4) under different channel SNR conditions
the data throughput of the side channel by increasing the amount of patterned interference
applied to the main channel. Since such interference is applied as energy erasure, its amount
can be arbitrarily increased, in theory, without breaching the radiation power limit.
However, increasing the amount of patterned interference improves the side channel
throughput at the cost of increasing the decoding errors and BER in the main channel,
as more information being transmitted is removed from the main channel. Therefore, to
efficiently control the amount of patterned interference within the scope of channel SNR
margin, we limit K ≤ 2 (4.1% subcarriers) in our design. In practice, the value of K is
declared in the SIGNAL symbol in a regular WiFi frame. According to the 802.11 standard
[1], the SIGNAL symbol is the first symbol after preambles, followed by DATA symbols,
determining the data rate and the length of the frame. To ensure reliable delivery, the
SIGNAL symbol is always transferred in the lowest data rate, e.g. 6 Mbps using BPSK.
Similarly, we apply the lowest data rate (K = 1) in the SIGNAL symbol, to encode the
information about the side channel data rate being used over the subsequent DATA symbols.
2.4.3 Probabilistic Detection of Energy Erasure
Precise detection of patterned interference in form of energy erasure is the vital factor that
determines the performance of both the main channel and the side channel. Detection errors
not only reduce the throughput of the side channel, but also increase the main channel BER
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by misinforming the Viterbi decoder to erase the correct main channel bits while keeping
the corrupted bits. The impact of such detection errors is even more severe when multiple
subcarriers are being erased.
The major challenge hindering precise detection of patterned interference is channel noise.
When sufficient noise exists in the erased OFDM subcarrier, this subcarrier may not be the
one with the minimum level of energy and results in detection error, when the straightforward
detection approach presented in Section 2.4.1 is being used. According to [91], the received
signal Y in the frequency domain (after FFT) can be written in time-frequency matrix
notation as
Y = diag(X)H +N (2.1)
where N is AWGN noise and H is the Fourier Transform of the system function of the
multipath channel h(τ). Since OFDM can efficiently reduce the impact of multipath fading
by adopting low-rate symbols and pilot-based frequency-domain equalization [111, 66], we
consider AWGN as the major source of the distortion.
Based on such modeling of channel noise, our basic idea of improving the detection
accuracy is to probabilistically evaluate the chance for each OFDM subcarrier to contain
the patterned interference, and determine such probabilities based on subcarriers’ energy
levels and up-to-date characteristics of channel noise. We denote S as the set of points on
the constellation diagram corresponding to the digital modulation method used in the main
channel, and X and Y as the constellation symbols of the transmitted and received signals
in a subcarrier, respectively. From the viewpoint of constellation diagram, the procedure of
subcarrier erasure is equivalent to designate an extra constellation point, i.e., the origin O =
(0, 0), to the side channel signals. Therefore, X ∈ S
⋃
O. Then, the posterior probability
for this subcarrier to contain the patterned interference can be calculated by the receiver as
P{X = O|Y } = P{Y |X = O} · P{X = O}∑
s∈S
⋃
O P{Y |X = s} · P{X = s}
. (2.2)
When there is no channel noise, Y always equals to X and the subcarrier with the minimum
energy always contains the patterned interference. Otherwise, the smaller Y is, the higher
probability is computed in Eq. (2.2). The prior probability of P{X = O} = K
N
where N
is the number of OFDM subcarriers that are used to transmit data in the main channel.
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P(X = s) = 1/|S| · (1 − K/N) for all s ∈ S. With AWGN, the conditional probability
P{Y |X = s} can be computed from a two-dimensional Gaussian distribution N(µ,Σ) with
µ = O, based on the distance between X and Y in the complex plane. The noise level is
reflected by the co-variance matrix Σ of Gaussian distribution, which correlates to channel
SNR and is continuously estimated at real-time [74].
Since Eq. (2.2) computes P{Y |X = s} for every s ∈ S
⋃
O, such probabilistic detection
of patterned interference with a higher order modulation incurs additional computational
overhead. For example, the above probability needs to be computed 65 times if 64-QAM
modulation is applied. To reduce such overhead, we investigate the spacial distribution of the
erased subcarriers in the constellation diagram. As shown in Figure 2.4(b) and Figure 2.4(c),
with a moderate channel condition where the main channel information could be correctly
decoded, almost all the received side channel signals in the constellation diagram are within
the circle C that centers on the origin, whose radius r is the distance between origin and its
closest constellation point in the main channel. In other words, the side channel signals are
very likely to be falsely classified as the main channel signals with the lowest power in poor
SNR scenarios.
In this case, we only need to concern about the received signals with a magnitude less
than r, and classify others as the main channel data. We hence replace the set S with S ′
in the denominator of Eq. (2.2), where S ′ only consists of the weakest main channel signals
in the constellation diagram. S ′ contains at most 4 elements (2 elements for BPSK), which
significantly reduces the computational workload of the probabilistic detection approach.
2.5 CONNECTION ESTABLISHMENT AND TRANSMISSION CONTROL
In our design, since data is transmitted over the side channel as patterned interference, it is
difficult to distinguish the side channel from background noise, without knowing the existence
of such a side channel in advance. Lightweight techniques for connection establishment over
the side channel are hence needed without continuous detection of patterned interference.
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In this section, we indicate the existence and destination of a side channel by appending
specialized preambles to the regular data frames in the main channel, so as to facilitate
connection establishment and transmission control in the side channel.
2.5.1 Connection Establishment
We enable lightweight connection establishment over the side channel by exploiting the idle
time periods between data frames in the main channel. For example, the 802.11 standard
requires a DCF Interframe Space (DIFS) of 34µs between every two WiFi frames [70, 112].
More specifically, each OFDM-based 802.11 data frame starts with Short Training Sequences
(STSs), which consists of 10 duplicate short symbols spanning 16 samples, i.e., 0.8 µs in a
20 MHz bandwidth system each. The frame detection, together with the Automatic Gain
Control (AGC) and timing synchronization, is achieved by computing the auto-correlation
of the STS. Hence, as shown in Figure 2.5(a), our approach indicates the existence of the
side channel by placing a special preamble, as a set of STSs, to the idle period between two
frames in the main channel.
Since a STS is the beginning indicator of a WiFi frame, it can be efficiently detected
by the embedded WiFi AGC via auto-correlation without any additional hardware. Such
auto-correlation exploits the cyclic characteristic of STSs and takes the power level of the
received signal into consideration [84]. In WiFi systems, a new data frame is considered
to be detected once the auto-correlation coefficients c[n] of N consecutive samples exceeds
the threshold Cth. The special preamble indicating the side channel existence, hence, can
be detected in the same way. From Figure 2.5(b) which demonstrates such auto-correlation
process with 10 dB of channel SNR, we can see that this special preamble can be efficiently
distinguished from the data frame in the main channel, even in low-SNR scenarios.
2.5.2 Side Channel Addressing
The destination of a side channel may be different from that of the main channel. Hence,
we encode the information about the traffic destination of side channel as the relative time









































(b) Preamble detection via auto-correlation
Figure 2.5: Design and detection of side channel preamble
information is represented as
Address = (L− Lguard − LPreamble)/D, (2.3)
where Lguard is the guard interval between the special preamble and the regular WiFi frame,
LPreamble is the duration of the special preamble, and D is the resolution of preamble de-
tection. When Lguard = LPreamble = 0 and D equals to 10 WiFi samples (0.5 µs), the WiFi
receiver can distinguish 34µs/0.5µs = 68 different time locations in the idle period, allow-
ing blog2 68c = 6 data bits being encoded and a maximum number of 26 = 64 devices to
be interconnected at the same time. These data bits could also be used to transmit data
acknowledgements that are necessary for reliable data transfer.
The actual amount of data bits being encoded also depends on the values of Lguard and
LPreamble. A small Lguard or a large LPreamble would mistakenly indicate an immediate start
of regular frame, leading to frame detection error in the main channel. On the contrary, a
large Lguard reduces the number of data bits being encoded, and a small LPreamble makes
the preamble detection prone to channel noise. By experimentally investigating with the
off-the-shelf WiFi receivers, we found the preamble consisting of 2 STSs with a guard time
of 10 samples is the most suitable design choice for the wireless side channel.
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2.6 PERFORMANCE EVALUATION OVER SOFTWARE-DEFINED
RADIOS
In this section, we evaluate the performance of our proposed side channel design over
USRP/GNU Radio platforms. The metrics being used in our evaluations include the data
transmission delay, channel throughput, and the detection rate of patterned interference.
2.6.1 System Implementation and Experiment Setup
We implemented our design over USRP SDR boards with the GNURadio toolkit, which
realize an 802.11a WiFi transceiver over the 5.85 GHz frequency band. USRP N210 moth-
erboards and UBX 40 RF daughterboards are used, which operates in the range between
10 MHz and 6 GHz. In the main channel, the frame generation follows the IEEE 802.11a
standard [1]: the first OFDM symbol of each frame stores 3-byte Physical Layer Convergence
Protocol (PLCP) header indicating the length and data rate of the frame, followed by the
MAC Protocol data unit (MPDU) where a random sequence of strings is located onto its
frame body. For each OFDM symbol, 32 subcarriers with index -24 to 11 are exploited for
the side channel, excluding the DC (index 0) and pilot (index ±21 and ±7) subcarriers.
We use this implementation to conduct experiments in a 5m× 5m office which contains
rich multipath fading effect. The sender and receiver are placed out of line of sight and 4
meters away from each other. We tune the channel SNR by adjusting the USRP parameter
of Tx Gain, which represents the RF transmit gain within a range from 2 dB to 30 dB. The
maximum Tx power then corresponds to 13 dBm. In each experiment, 250 WiFi packets of
1 kB are synthesized and sent with an interval of 2 seconds, ensuring the timely executions
of BER computation and other statistical operations on the PC host connected to USRP
boards. In addition, the noise invariance is estimated every 5 frames.
Besides the synthesized packets being sent at a consistent rate, we also evaluate our
system with realistic real-time WiFi traffic, more specifically, peer-to-peer Voice over IP
(VoIP) traffic. To ensure smooth conversations between endpoints, the VoIP traffic has strict
requirements on the network transmission delay: any delay exceeding 400 ms will seriously
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Figure 2.6: Data transmission delay
impair the quality of conversation [55]. We choose to use the VoIP traffic generated by
Skype, which transfers an uplink UDP packet every 20 ms. Due to the difficulty of directly
interacting between the GNURadio platform and the Skype application, we use the network
sniffer Wireshark to capture the uplink Skype packets from a laptop, during which we upload
large files to Google Drive to simulate congested wireless network scenarios.
2.6.2 Data Transmission Delay
We first evaluate the data transmission delay over the wireless side channel. In particular, we
measure the round-trip delay for the sender to “ping” the receiver. To emulate the network
congestion in the main channel, we generate multiple UDP sockets in the main channel
between the sender and receiver. In each UDP socket, we continuously transmit packets of 1
kB every 100 ms. At the PC host operating the USRP board, each UDP socket is operated
in a separate application thread and the time for each transmission is individually recorded.
Meanwhile, the same type of packets are sent through the side channel with the same interval
between consecutive packets.
The round-trip data transmission delay through the main channel and the side channel,
with different number of UDP sockets in the main channel, is shown in Figure 2.6(a). When
the number of UDP sockets increases, the main channel is getting congested due to their
contention for channel access, and the data transmission delay increases linearly. However,
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Figure 2.7: Evaluation with VoIP traffic
the transmission delay over the side channel remains constantly at a low level in all cases,
because data delivery will never be delayed in the side channel and only experience the link
propagation delay. It’s noted that there is a slightly descending trend of the side channel
delay with a larger number of UDP sockets in the main channel. The major reason of this
descending trend is the multi-threaded decoding operations at the PC host, which affects the
packet processing delay. The OS at the PC host would provide more than enough resources
when multiple threads are used.
Besides, we evaluate the data transmission delay under different channel SNR scenarios.
We use 4 UDP sockets in our experiment to emulate the main channel traffic, and tune the
RF Tx gain to simulate different SNR conditions. The main channel data rate is configured to
be 24 Mbps. As shown in Figure 2.6(b), when the channel SNR drops, the data transmission
delay in the main channel quickly increases due to the higher chance of packet corruption
and retransmission. Comparatively, data traffic in the side channel is only slightly affected
and experiences a delay increase less than 10 ms. Such resistance to SNR degradation
and fluctuation is another major advantage of our side channel design, and is important to
support real-time data traffic.
The realistic VoIP traffic has also been exploited to evaluate the effectiveness of our
design in supporting real-time applications in practice. In our experiment, the data rate in
the main channel is set to be 18 Mbps. The characteristics of the UDP VoIP traffic and
concurrent TCP traffic, which are recorded as described in Section 2.6.1, are shown in Figure
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2.7(a). After packet extraction and reconstruction, we set one USRP board as the sender to
deliver the recorded packets concurrently to another two USRP boards, which are set to be
the recipients of the VoIP packets and other traffic packets, respectively.
The VoIP packets are carried by the side channel and the main channel in two separate
experiments for fair comparison, and the transmission delays under these two cases are shown
in Figure 2.7(b). The results in Figure 2.7(b) shows that the side channel can effectively
reduce the transmission delay by 60% (reducing the average transmission delay from 75.1 ms
to 29.7 ms). In addition, since the side channel is dedicated to the real-time traffic, packets
being transmitted in the side channel will not experience any channel contention from other
ongoing traffic, and hence experience a much small delay jitter.
2.6.3 Detection Rate of Patterned Interference
We first evaluate the detection rate of patterned interference, when the subcarrier containing
patterned interference is detected as the one with the minimum level of energy. The detection
rates of such patterned interference, when one and two subcarriers are erased in an OFDM
symbol, are shown in Figures 2.8(a) and 2.8(b), respectively. When the channel SNR is
higher than 10 dB, the detection rate is nearly 100% with BPSK and QPSK. When higher-
order modulation schemes such as 16-QAM and 64-QAM are being used, the detection rate
would improve as the SNR increases, and 90% detection rate could be achieved under when
the SNR is higher than 20 dB.
Figure 2.8 shows that the detection rate of patterned interference is tightly correlated
with the SNR condition. Such correlation can be better illustrated by Figure 2.9 which
plots the constellation diagrams of the received symbols in different SNR conditions. When
the SNR is good as shown in Figure 2.9(b), all the side channel symbols are near the ori-
gin on the constellation diagram and can be accurately separated from the adjacent four
constellation points used by the main channel. However, when the SNR drops, we notice
from Figure 2.9(a) that the symbols of the main channel and the side channel are mixed
together and become harder to be separated. In addition, the detection rate is also affected
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(b) Erasing two subcarriers
Figure 2.8: Detection rate of patterned interference
by the modulation scheme being used. When a higher-level modulation such as 64-QAM is
applied, the distance between constellation points becomes smaller, making it more difficult
to differentiate between the side channel and the main channel signals.
Table 2.1: Side channel detection rate with a 9 Mbps data rate
SNR (dB) 4 6 8 10 12 14 16
Basic approach (1) 0.22 0.45 0.72 0.90 0.98 0.99 1.00
Prob. approach (1) 0.34 0.61 0.84 0.93 0.98 0.99 1.00
Basic approach (2) 0.07 0.24 0.56 0.86 0.96 0.98 1.00
Prob. approach (2) 0.18 0.42 0.74 0.90 0.97 0.98 1.00
Based on these results, we further evaluate the performance of our proposed approach in
Section 2.4.3 to probabilistic detection of patterned interference. The evaluation results are
summarized in Table 2.1, where (1) and (2) denote the cases in which one and two subcar-
riers are erased in each OFDM symbol, respectively. Generally speaking, the probabilistic
approach of patterned interference detection is able to improve the detection rate by 20%,
especially in low SNR scenarios.
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Figure 2.9: Constellation diagrams under different SNR (QPSK 3/4)
2.6.4 Data Throughput of the Side Channel
Built on precise detection of patterned interference, we evaluate the data throughput of the
side channel in practical network scenarios with different channel SNR conditions. Intu-
itively, the higher the channel SNR is, the more accurate the patterned interference could
be detected, and hence the higher data throughput could be realized in the side channel.
Table 2.2 describes the throughput of the side channel with one subcarrier being erased in
each OFDM symbol. The side channel could achieve a throughput higher than 1 Mbps with
BPSK when the SNR is higher than 8 dB. The maximum data rate of 1.25 Mbps can be
approached when the SNR is higher than 16 dB.
Table 2.2: Side channel throughput (Mbps) with one subcarrier being erased in each OFDM
symbol
SNR (dB) 4 8 12 16 24 30
BPSK 0.781 1.170 1.213 1.233 1.235 1.235
QPSK 0.784 1.176 1.237 1.226 1.235 1.225
16-QAM 0.397 0.807 1.116 1.186 1.188 1.210
64-QAM 0.350 0.620 0.888 1.101 1.157 1.200
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Furthermore, when two subcarriers are erased in each OFDM symbol, the minimum
SNR required to achieve 95% of the maximum throughput of 2.5 Mbps is shown in Table
2.3. Compared to Table 2.2, at least another 3 dB is required in the channel SNR to maximize
the data throughput.
Table 2.3: SNR requirement with two subcarriers being erased in each OFDM symbol
Modulation type BPSK QPSK 16-QAM 64-QAM
Minimum SNR (dB) 13 15 20 27
2.6.5 Impacts on the Main Channel
The encoded information conveyed by the subcarriers being erased is entirely discarded,
which will inevitably have impacts on the capability of noise resistance of the main channel.
When the side channel is enforced to the main channel with a BER of 1%, we evaluate the
increase of the main channel BER due to the existence of the side channel, and the results
are shown in Figure 2.10. Since our proposed design is able to appropriately control the
amount of patterned interference being applied to the main channel, we are able to limit
the increase of the main channel BER within 0.6%, and hence retain the performance of the
main channel in various practical scenarios.
2.7 HARDWARE IMPLEMENTATION
In order to evaluate our proposed side channel design over more realistic wireless scenarios,
we also implemented our side channel design over WARP v3 boards, which is a FPGA-based
wireless hardware platform and allows hardware-based implementation of a fully functional
wireless transceiver over its FPGA core [37] as show in Figure 2.11. It hence allows real-time
wireless networking and full compatibility with commodity wireless devices: since all the Tx
and Rx operations are being conducted over the FPGA hardware instead of via GNU software
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Figure 2.10: Main channel BER increase due to the existence of the side channel
emulation, it incurs near-zero computation delay to our proposed side channel operation. Our
implementation requires minimal modification to the existing wireless system by adding an
extra processing subsystem to the original 802.11 PHY. In this section, we describe in detail
how the side channel design is implemented into the WARP platform.
2.7.1 Implementation Overview
The architecture of our hardware implementation of the side channel design is shown in
Figure 2.12. Based on the original 802.11 PHY structure, the added side channel subsystem
is highlighted in color. It does not affect any existing modules in the existing 802.11 PHY, but
instead adds new sub-blocks after channel modulation in the Tx side and channel equalization
in the Rx side.
At the Tx side, the side channel block is added when the main channel’s modulation
starts after its OFDM subcarriers are generated. The side channel block is operating in
parallel with the modulation block in the main channel. In the side channel, the input data
stream will build a data codeword with every 5 data bits, and this side channel codeword
represents the location of subcarrier to be erased in the main channel. Afterwards, the I/Q
data for this subcarrier in the main channel will be changed to zero, indicating erasure of
subcarrier energy. Details will be described in Section 2.7.2.
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Figure 2.11: WARP3 Platform
Figure 2.12: Side Channel Implementation over WARP
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Figure 2.13: Details of Tx design
At the Rx side, after the received RF signal passes through channel equalization, a
subsystem for detecting the index of subcarrier with the minimum power in the received
OFDM symbols is added to the original 802.11 receiver, and the side channel codeword is
then represented by the subcarrier index with the lowest power. In our implementation, the
main channel subcarrier with the minimum power is decided by comparing the I/Q signal of
the OFDM symbol in different main channel subcarriers. Finally, a 5-bit hardware decoder
is used to convert the side channel codeword to side channel data.
2.7.2 Delay Reduction
Adding the side channel operation to erase the subcarrier energy in the existing 802.11 system
may incur additional computational delay on the Tx side. Such delay in FPGA design is
represented by clock cycles, i.e., the amount of main clock cycles that are needed to process
each side channel codeword.
To minimize such delay, as shown in Figure 2.13, we strive to implement the side channel
Tx by solely using comparators and multiplexers that introduces no extra delay in hardware,
and avoid using blocks of multipliers or adders, each of which adds three extra clock cycles
of delay into the design over the Virtex-6 FPGA core on WARP v3. More specifically, as
shown in Figure 2.13, we pre-load the entire set of 32 possible 5-bit codewords (i.e., 00000
to 11111) in the on-board RAM of WARP. A comparator that compares the side channel
codeword with the pre-load codewords is then used to find out which codeword is actually
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being transmitted in the side channel. Afterwards, instead of using a multiplier, we use
a multiplexer (MUX) to apply signal ‘0’ to the corresponding main channel subcarrier by
replacing the original signal in that subcarrier. In this way, we can effectively reduce the
delay caused by the side channel computation to zero in theory on Tx.
However, multipliers will be required at the Rx side to calculate the power in each main
channel subcarrier from its I/Q signal. Therefore, the additional computation delay at the
Rx side is inevitable, and we will experimentally evaluate such delay in Section 2.8.3.
2.7.3 Channel Symbol Synchronization
Another crucial issue in our implementation is how to precisely synchronize between the
side channel and the main channel. If they are not synchronized, the side channel codeword
will be mapped to wrong subcarriers in the main channel and result in serious bit error.
However, the accuracy of such synchronization is generally difficult to be ensured at FPGA,
because the generation of main channel subcarriers and PHY-layer mapping of the side
channel codewords could take different amounts of computational time at the FPGA core of
WARP.
To solve this problem, as shown in Figure 2.13, our system asserts a starting pulse after
the first symbol is generated in the main channel. This starting pulse is sent to the side
channel block for synchronization, and the generation of side channel codewords will then be
triggered by this pulse. Since the main channel modulation takes negligible computational
delay after the rising edge of the starting pulse, and the generation of side channel code-
words also produces zero computation delay according to Section 2.7.2, they can be precisely
synchronized with each other.
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2.8 PERFORMANCE EVALUATION OVER WIRELESS HARDWARE
Built on our hardware implementation in Section 2.7, we further evaluate the performance
of our side channel design over the 2.4 GHz frequency band in practical wireless scenar-
ios, in which the wireless network may be unexpectedly interfered by concurrent wireless
transceivers or disrupted due to various environmental uncertainty.
2.8.1 Experiment Setup
Our experiments are solely operated by the WARP v3 boards without the help of host PC,
and are completely compatible with commodity WiFi devices in the same frequency band. In
our experiments, packets with random payload of 1400 bytes are constantly transmitted in
the main channel, and one subcarrier among the 52 OFDM data subcarriers in each symbol
of the main channel is exploited as the side channel. To test the performance of our design
under different channel conditions, we tuned the Tx gain on WARP transceivers from -9dB
to 11dB, to achieve a maximum main channel SNR at 23dB. To evaluate the communication
and computation overhead of the side channel operations, each WARP board is connected
to a laptop PC with Intel 4720HQ 2.6Ghz and 16Gb of memory through an ethernet cable
at 1Gbps. All the experiment results are averaged over multiple experiment runs under
different indoor setup for statistical convergence.
2.8.2 Side Channel Performance
In this section, we evaluate the performance of our side channel design in the more commonly
used 2.4GHz frequency band. Our experiment is conducted between two WARP boards, one
of which serves as the wireless access point (AP) and provides wireless access in the 2414MHz
channel with different modulation schemes.
As shown in Figure 2.14, the side channel BER steadily drops when the main channel
SNR improves. When the main channel SNR is greater than 12dB, the side channel BER is
lower than 5% with BPSK and QPSK modulation. When the main channel SNR is higher
than 19dB, the side channel BER is lower than 5% for all modulation schemes. Furthermore,
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Figure 2.14: Side Channel BER in the 2.4GHz channel
Figure 2.15 shows that the main channel throughput suffers little performance loss from the
existence of the side channel, and retains more than 98.5% of its original throughput. In
particular, when different modulation schemes are being applied in the main channel, the
loss in the throughput is negligible.
In our experiments, we observed a 5% difference in the side channel BER, when comparing
our results with the results under the same main channel SNR obtained in Section 6.3 over
the 5GHz band. The primary reason for such difference is that the 2.4GHz band is more
commonly used and hence has more interference from surrounding wireless devices. Such
difference may also be caused by the RF heterogeneity of different wireless transceivers being
used in experiments. Generally speaking, we conclude that our side channel design has a
consistent performance over both 2.4Ghz and 5Ghz wireless channels.
2.8.3 Computation Delay and Overhead
In this section, we evaluate extra computation delay caused by the side channel operation
at the wireless PHY. As we stated in Section 2.7.2, the side channel Rx will introduce 8
additional clock cycles to finish due to the involvement of multipliers. With a 160Mhz main
clock on the WARP v3 board, such delay brought by the side channel operation is 50ns at
the receiver.
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Figure 2.15: Main Channel Throughput
Based on such result, we can further evaluate the extra processing power required by the
side channel operations. Since we implemented the side channel over WARP’s FPGA core
as slices with basic digital logic blocks such as LUTs, flip-flops and carry logic elements, we
can measure such computation overhead as the amount of slice registers being used in the
FPGA implementation. More specifically, the Virtex-6 FPGA on the WARP v3 board has
37680 slices of configurable logic blocks, and our side channel implementation only uses less
than 1% of these computational resources.
2.8.4 Impact of Channel Interference
To further investigate the performance of our side channel design in practical wireless scenar-
ios with strong interference, we introduce a third WARP node running as an original WiFi
AP into experiments, and place it between the two other wireless transceivers that operate
the side channel. This node is configured to keep broadcasting dumb data over the same
frequency band where the main channel is operated. As shown in Figure 2.16, the amount
of channel interference could be then controlled by varying the distances d1 and d2 between
the three wireless nodes.
In the first experiment, we set d1 = 3m and d2 = 0.15m, and the Tx power for node C is
set to 15dBm. We then evaluate the main channel and side channel throughputs at the same
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Figure 2.16: Nodes Placement
respectively, and shows that the main channel throughput can suffer up to 55% degradation
with 64-QAM modulation, compared to that without interference. On the contrary, the
side channel throughput remains at the same level, and we only witness a maximum of 1%
performance loss with 64-QAM. This result shows that when the main channel throughput
is greatly impacted by the interference, the impact of throughput on the side channel is
negligible.
Table 2.4: Channel Throughput (Mbps). Numbers in brackets are the throughput without
interference.
Modulation BPSK QPSK 16-QAM 64-QAM
Main channel
5.4 8.19 11.68 13.99
(6.85) (12.54) (17.97) (25.46)
Side channel
1.22 1.22 1.21 1.20
(1.22) (1.22) (1.21) (1.19)
Furthermore, we increase d1 to 7m, so that the wireless interference from C is relatively
even stronger at the side channel receiver B. We fixed the A’s transmission power and
B’s receiver gain at the same level of -5dB, which gives the channel SNR around 9dB at B.
According to the results shown in Figure 2.17, when 64-QAM modulation is being used in the
main channel, the side channel BER could increase by 7%. For all other modulation schemes
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Figure 2.17: Side Channel BER with wireless interference. Tx power is set as -5dB.
being used in the main channel, our design could effectively restrain the BER increase within
5%. Considering the low levels of the side channel BER, the impact of channel interference
on the side channel operation is nearly negligible. These experiment results show that, in
most of the practical environments, the extra wireless transciever will have negligible impact
on our side channel operation, even when the main channel performance is heavily impacted
by the interference.
2.9 CHAPTER SUMMARY
In this chapter, we present a novel design of high-throughput wireless side channel, which
efficiently supports real-time wireless traffic without consuming any additional wireless spec-
trum resource. The basic idea of our side channel design is to exploit the SNR margin in
the main channel to encode data as patterned interference, and realize such patterned inter-
ference as energy erasure over OFDM subcarriers. We have implemented and evaluated the
side channel design over practical SDR platforms and FPGA based hardware platform. The
experiment results verify the effectiveness of the side channel in reducing the data transmis-
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sion latency and providing a data throughput higher than 1 Mbps, with minimum impact on
the performance of the main wireless channel. Our future work will incorporate the proposed
side channel design into latest wireless network standards, such as 802.11n and 802.11ac.
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3.0 EASYPASS: COMBATING IOT DELAY WITH MULTIPLE ACCESS
WIRELESS SIDE CHANNELS
3.1 INTRODUCTION
The Internet of Things (IoT) consists of billions of heterogeneous sensing devices that interact
with and collect data from the physical world. Delay of transmitting such sensory data in IoT,
in many cases, should be minimum for a prompt response against the environmental context.
For example, smart vehicles need to timely transmit sensory data about their surroundings
to each other or the remote cloud for real-time processing, so as to recognize and avoid
potential risks [54, 4, 53]. Real-time data transfer is also required for remotely monitoring
and controlling smart home appliances [71], smart grid systems [28] and intelligent robots
[7].
Unfortunately, the real-time IoT data traffic may be seriously delayed in practice, when
competing with other concurrent data transmissions for wireless channel access. A straight-
forward solution to such channel contention is to exploit additional wireless spectrum, but
is usually infeasible due to the scarcity of available spectrum resources or poor propagation
characteristics of the new spectrum (e.g., short wavelength and high directionality of the mm-
wave band [110, 93, 96]). Recent technical advances such as OFDMA [67] and 802.11ax [5]
allow splitting an existing wireless channel to allocate dedicate spectrum for IoT traffic, but
require centralized coordination that is difficult to be realized over distributed IoT devices
with limited local resources. Instead, researchers suggest to adapt the current CSMA-based
wireless MAC protocols to the instantaneous channel condition [11, 15] or traffic character-
istics [43, 29] for better channel accessibility, but cannot scale up to the large population of
IoT devices.
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Our experiments over the off-the-shelf wireless devices demonstrate the potential of com-
bating such IoT delay by exploring new data transmission opportunities, as a wireless side
channel, over the existing wireless channel that is occupied but under-utilized1, but also pose
its limitations. Such a side channel builds on conservative rate adaptation in current wire-
less networks, which results in channel SNR that is usually higher than the SNR required to
support the link data rate being used. This in-band SNR margin could be as high as 7 dB in
commodity wireless networks. It can hence be exploited to transmit delay-sensitive IoT data
without waiting for idleness of the main channel, and results in the minimum transmission
delay over highly congested wireless links. Recent research builds the side channel over WiFi
[21, 69] and ZigBee [109] by alternating the characteristics of the main channel transmitter,
such as signal duration [17], signal strength [48, 77], and power spectral density [42, 34, 102].
but only operates the side channel at the sole wireless device that accesses the main channel.
The side channel throughput, as a result, is lower than 100 Kbps due to the FCC limit of the
main channel’s transmit power, which prevents the SNR margin from being fully exploited
and only allows transmitting small control messages (e.g., RTS/CTS frames) or secret keys.
Supporting multiple access to the wireless side channel from different IoT devices, on the
other hand, is the key to remove this limitation, but is a challenging problem for three key
reasons. First, when the side channel and the main channel are operated by different wireless
devices, the RF signal of the side channel will be appended to the existing main channel
signal as extra interference over the same spectrum, and it is hence difficult to demodulate
the side channel data being transmitted from the mixed signal. Second, the side channel
signal has to be transmitted with much weaker power to minimize its impact on the main
channel. This reduction in Tx power lowers the side channel’s effective SNR and increases
the error rate of data demodulation. Third, the environmental dynamics and uncertainty in
IoT applications results in sporadic and intermittent access to the side channel, leading to
additional difficulty in efficiently utilizing the side channel spectrum from distributed IoT
devices.
1Such existing wireless channel is denoted as the “main channel” throughout the rest of this chapter.
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In this chapter, we present EasyPass, a new wireless PHY technique that ensures ultra-
low transmission latency over multiple IoT devices, by allowing them to concurrently operate
the wireless side channel in the same occupied spectrum. EasyPass achieves its objective by
introducing three key design components: 1) Asynchronous signal extraction: A real-time
signal processing module that utilizes the asynchrony between the main channel and the side
channel for precise side channel demodulation; 2) Adaptive transmit power control: A collec-
tion of power control mechanisms that adapt the amount of side channel’s extra interference
to the main channel’s SNR margin, hence maximizing the side channel throughput with
negligible impact to the main channel; 3) Fine-grained spectrum allocation: A distributed
algorithm that allocates the available side channel spectrum among IoT devices with respect
to their real-time traffic demands, with minimum overhead and conflict. Built on these com-
ponents, EasyPass is fully compatible with commodity wireless radios. Instead of completely
redesigning the wireless PHY [107], side channels in EasyPass use the same modulation and
coding techniques as those in the main channel but require minimum coordination with the
main channel. Hence, it only modifies the PHY hardware at the side channel receivers, and
retains all the main channel transceivers as intact.
How can a side channel receiver precisely extract the side channel data being transmitted
from the mixed RF signal on the air? Conventional wisdom transmits side channel data as
extra interference with pre-known patterns [69], but will experience great accuracy degrada-
tion when the side channel’s transmit power drops. Instead, EasyPass holds the transmission
of each side channel frame until the end of a main channel frame’s preamble, from which the
main channel’s impulse response can be estimated. This estimation, then, allows the side
channel receiver to completely remove the main channel signal from the mixed RF signal
being received, without requiring any time synchronization between the main channel and
the side channel. Even if the main channel is always occupied when a side channel is being
used, the transmission latency in the side channel is limited to the duration of one data
frame in the main channel, and is much shorter than that caused by channel contention.
The side channel, however, has to transmit data with much weaker power. To ensure
correct data reception, EasyPass exploits the unique properties of modern digital modula-
tion methods, particularly OFDM as the technical foundation of next-generation high-speed
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wireless (e.g., gigabit WiFi, LTE-A and 5G) [104], to apply the side channel’s extra inter-
ference only to a small portion of OFDM subcarriers in the main channel’s spectrum. In
this way, stronger power can be applied to each subcarrier being used by the side channel
for higher side channel SNR. EasyPass flexibly controls such number of subcarriers being
used and the power level of interference being applied to each subcarrier, to minimize their
impact on the main channel. It also allows multiple access to the side channel by allocating
these subcarriers among IoT devices in a fully distributed manner.
We implemented EasyPass over the USRP Software-Defined Radio (SDR) platform with
the GNURadio toolkit over a 5.8 GHz WiFi frequency band. We adopt the well-established
power control scheme in commodity wireless standard to control the side channel RF power,
and use commodity rate adaptation algorithms to emulate the practical MAC behaviors. We
tested the performance of EasyPass over a small-scale SDR testbed that is deployed with
highly dynamic variations of wireless link quality. Experiment results show that Easypass
can efficiently restrain the IoT data transmission delay within 10 ms over highly congested
wireless spectrum, and also greatly suppress the delay jitter with dynamically varying IoT
population and traffic patterns. Meanwhile, it provides a cumulative side channel throughput
up to 2.5 Mbps that can be flexibly allocated to up to 13 IoT devices in a single narrowband
channel, and hence becomes a key enabler of many delay-sensitive IoT applications.
3.2 EASYPASS DESIGN
EasyPass provides multiple accessibility to the wireless side channel by allowing each IoT
device to apply extra interference to an exclusive group of OFDM subcarriers. The core
component of EasyPass is the Asynchronous Signal Extraction module. Unlike traditional
signal unmixing algorithms that can only apply to signals with fixed patterns from a pre-
known dictionary [41, 59], EasyPass utilizes the asynchrony between the main channel and
the side channel to extract the side channel signal from the mixed RF signal on the air, with
minimum errors and overhead. For a typical mixed channel transmission model shown in
Figure 3.1(a), the side channel Tx uses the same frame format as the main channel Tx does,
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but overhears the main channel and holds its transmission of each frame until the end of LTS
in a main channel frame. Then, as shown in Figure 3.1(b), the side channel Rx estimates
the main channel response before the side channel frame starts, and uses this knowledge to
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(b) Two-step equalization for side channel demodu-
lation
Figure 3.1: Asynchronous signal extraction in EasyPass
3.2.1 Two-step Equalization
Such asynchronous signal extraction is achieved by two consecutive steps of channel equal-
ization at the side channel Rx. For each subcarrier where the side channel operates, as shown
in Figure 3.1(a), the mixed signal Y received by the side channel Rx is
Y = YM + YS +NS = XMHM +XSHS +NS, (3.1)
where HM and HS indicate channel responses and NS indicates channel noise. Since the side
channel Tx only starts transmitting its frame after the LTS of the main channel frame ends,
the side channel Rx estimates the main channel response HM in advance, and further use HM
to demodulate the main channel signal as X̂M = H
−1
M Y by considering YS as background
noise after the side channel frame starts. We subtract X̂M(HM) from Y , and detect the
preamble of the side channel frame from the residual signal ŶS to estimate HS. Then, the
2nd channel equalization over the residual signal is able to demodulate the side channel data




Note that, since the side channel frame does not need to align with the LTS end of the
main channel frame, EasyPass does not require any strict time synchronization between the
main channel and the side channel, and is hence applicable to any IoT devices with local
resource constraints. The local processing delay of the extra channel equalization at the side
channel Rx, on the other hand, is proportional to the total number of OFDM subcarriers
used by the side channel. Since the side channel usually operates only a small portion of
the available OFDM subcarriers, this delay will be much lower than that of an ordinary
wireless receiver and have negligible impact on the side channel transmission delay. We will
experimentally investigate this delay in Section 3.6.4.
3.2.2 Multiple Accessibility of Side Channel
Built on the two-step equalization, multiple accessibility of the side channel hence depends
on the number of subcarriers that can be used by the side channel without impacting the
main channel. To investigate such multiple accessibility, we operate the main channel and
the side channel between two separate pairs of USRPs, which are placed 3 meters away and
both transmit at 6 Mbps. The side channel is only applied to some (N) of subcarriers with
3dB lower power.
Figure 3.2 plots the correlation between the main channel SNR and side channel SNR
with different numbers (N) of subcarriers being used by the side channel, and demonstrates
that the maximum value of N closely relates to the SNR margin in the main channel.
As the main channel SNR improves, stronger power can be used in the side channel as
extra interference, which can then be distributed to more subcarriers to transmit data. For
example, when the main channel SNR improves from 3.5 dB (the minimum SNRreq required
for 6 Mbps) to 6.5 dB and results in a 3 dB SNR margin, it allows N to increase from 4 to
162. Such number could be even higher when higher-order data rates are being adopted in
the main channel, allowing more IoT devices to access the side channel at the same time. On
the other hand, when the link quality in the main channel degrades, the side channel can also
2The value of N must ensure that the side channel SNR also exceeds 3.5 dB.
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Figure 3.2: Multiple accessibility for side channel
ensure correct data transmission by reducing the number of N and increasing the transmit
power in each subcarrier being used. We will further elaborate on balancing between these
two aspects via Adaptive Transmit Power Control in Section 3.3.
3.2.3 Minimizing Symbol Errors
Figure 3.3(a) plots the side channel signals extracted by the 2nd equalization, and demon-
strates non-negligible demodulation errors when the main channel operates at 6 Mbps under
a dispersive fading channel with 3 dB SNR. The side channel in this experiment, on the other
hand, only occupies 3 subcarriers with a power of 2 dB higher than the noise floor. The
major reason for these errors is that the channel response could vary over time in practice,
especially in fast-fading channels. The estimated channel response during two-step equaliza-
tion, hence, could be obsolete and inaccurate when demodulating some symbols in a frame.
Commodity wireless solves this problem by continuously tracking the channel through co-
herent signal detection in specialized pilot subcarriers, which are however, infeasible for a
side channel user that only operates few subcarriers.
Instead, EasyPass uses block-type pilots [87, 89], which reserve one OFDM symbol every
K symbols to deliver the pilot tones in the time domain. HS, in this case, will be updated
as the distortion of pilot tones that continuously tracks the fading channel. We choose
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(a) Without pilot tones








(b) With pilot tones
Figure 3.3: Side channel signals after the 2nd equalization. (‘◦’ indicates demodulation
error)
K = 10 to balance the tradeoff between accuracy and overhead (data throughput loss) of
such tracking, and Figure 3.3(b) demonstrates that the majority of demodulation error can
be successfully eliminated.
Another possible source of demodulation error comes from the possible mis-detection of
the symbol boundary in a side channel frame. Current techniques detect such boundary
via frequency-domain correlation over LTS, but fail when being applied to the side channel
accessed by multiple users: LTSs from different users will collide if each of them spans all
OFDM subcarriers, but provide insufficient frequency diversity of precise detection if being
transmitted over only few subcarriers. Our experiment results in Figure 3.4 show that a LTS
needs to be transmitted over at least NLTS = 3 subcarriers to restrain the error of symbol
boundary under 8 samples, which is half of the cyclic prefix that provides extra robustness






























Figure 3.5: Power bounds of side channel
against symbol misalignment. As a result, EasyPass allocates a minimum of 3 subcarriers
to each side channel user, and supports a maximum of 13 users by applying the side channel
to the available 39 data subcarriers in the main channel3. Fine-grained Spectrum Allocation
of these subcarriers to different side channel users in a distributed manner will be described
in Section 3.4.
3.3 TRANSMIT POWER CONTROL
The key to maximize the side channel performance is to appropriately control its transmit
power that decides the amount of extra interference being applied to the main channel.
As shown in Figure 3.5, the maximum transmit power of the side channel (P Smax) has to be
controlled within the main channel SNR margin (SNR
M
) to minimize its impact on the main
channel. On the other hand, the minimum transmit power per subcarrier in the side channel
(P Smin) should be sufficient for the side channel receiver to correctly demodulate data. The
number of subcarriers that the side channel can operate, hence, is decided as bP Smax/P Sminc.
3Among the 48 data subcarriers, 8 data subcarriers next to pilot subcarriers are reserved for correct main

















Figure 3.6: Adaptive transmit power control
3.3.1 Determine P Smax
As shown in Figure 3.6, the side channel’s received power (P Smax − PLS→M) should equal to
the minimum SNR (SNR
M
+ NM) required by the main channel Rx (RM), where PLS→M
indicates the path loss from TS to RM , and NM indicates the noise floor at RM . Therefore,
P Smax could be calculated as
P Smax = PLS→M + SNR
M
+NM (3.2)
One straightforward solution to obtain P Smax is that RM actively reports SNR
M
and NM
to the side channel, but requires hardware modification on the commodity wireless devices
that operates the main channel. Instead, we indirectly estimate the quantities required in
Eq. (3.2) at the side channel users, which actively probe the main channel characteristics
using commodity protocols.
3.3.1.1 Estimating PLS→M EasyPass leverages the power control mechanisms in ex-
isting wireless networks (e.g., Transmit Power Control in 802.11 [78, 79] and Loop Power
Control in LTE [92, 35]), which allow a wireless sender to select the most appropriate level
of transmit power based on the link path loss reported from the receiver. In specific, the
side channel Tx sends a power control (PC) request frame to the main channel Rx, which
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Figure 3.7: FDR vs. SNR. Timing (in nanosecond) indicates the r.m.s delay spread of the
tapped delay.
responds with a PC response frame containing its transmit power for sending this frame.
PLS→M hence can be calculated as the difference between the transmit and receive power
of PC response frame.
3.3.1.2 Estimating NM Estimating the noise floor (NM) at the main channel Rx from
the side channel is much harder, because the side channel has limited knowledge about the
main channel’s propagation. In EasyPass, the side channel Tx probes the main channel Rx
by sending multiple PC requests with increasing levels of transmit power P S, and calculate
the Frame Delivery Ratio (FDR) of the corresponding PC responses to estimate the receiving
SNR at the main channel Rx as f(FDR). NM can then be decided as
NM = P
S − PLS→M − f(FDR) (3.3)
In theory, FDR always increases when channel SNR improves. To precisely correlate be-
tween FDR and the corresponding channel SNR, we tested the FDR under different channel
SNR with HIPERLAN/2 fading channel models [23, 25], which provide models for typical
indoor IoT environments such as office, home, and large buildings. The multipath fading is
modeled with tapped delay line models that emulate multiple echoes from the transmitted
signals.
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According to the results in Figure 3.7(a), each channel model requires a different value
of SNR in order to reach a certain FDR, with a variance up to 2 dB when FDR is higher
than 85%. The standard deviation of such variance is shown in Figure 3.7(b), where the
minimum (0.09 dB) is reached when FDR is 0.4. In other words, given P S that yields an
FDR of 0.4, the corresponding channel SNR (3.8 dB) is nearly constant for all the channel
models. Hence, we use (SNRref , FDRref ) = (3.8, 0.4) as the reference mapping point: P
S




− PLS→M − SNRref , (3.4)
where, P SFDRref is the side channel transmit power to reach FDRref at the main channel Rx.
Note that NM is usually constant and hence only needs to be estimated once.
3.3.2 Determine P Smin
P Smin can be determined in a similar way as described in Section 3.3.1, but requires less
operations by piggybacking the required information about link characteristics in the side
channel Rx’s ACK frames back to the side channel Tx. Then, P Smin can be calculated as
P Smin = PLS + SNR
S
min +NS, (3.5)
where SNRSmin indicates the minimum side channel SNR required that can be decided by
the side channel Rx according to the error rate of data demodulation.
3.4 DISTRIBUTED SUBCARRIER ALLOCATION
Among the 48 data subcarriers, EasyPass reserves the 8 subcarriers next to pilot subcarriers
to ensure correct main channel equalization, and use one subcarrier as the control plane. It
hence uses 39 subcarriers to support multiple access from a maximum of 13 side channel
users, each of which is assigned to at least one group of 3 consecutive subcarriers. In this
way, EasyPass allows the main channel to efficiently eliminate concentrated bit errors from
these interfered subcarriers via interleaver shuffling across the frequency band [1].
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OthersUser 1
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Figure 3.8: Subcarrier occupancy sensing. Vth = 0.45 when V = 0.32 and α = 1.4.
Being different from centralized resource allocation in cellular networks (e.g., OFDMA
in LTE downlink) [105, 88], EasyPass decides the subcarriers to be used by different side
channel users in a fully distributed manner, and aims to allocate all the available spectrum
resources to users with maximum fairness, i.e., each user is assigned to b13/Nc subcarrier
groups where N is the current population in the side channel.
3.4.1 Subcarrier Occupancy Sensing
EasyPass decides whether a subcarrier is being used by a side channel user by measuring
its level of energy after two-step equalization. Figure 3.8 plots the energy level of 48 data
subcarriers, and demonstrates that the subcarriers being used by side channel users have
significantly higher levels of energy. In practice, we use a RSS threshold Vth = αV to decide
whether a subcarrier is occupied, where V denotes the average power of the 8 unused data
subcarriers (the ones next to pilot subcarriers) and α is the scaling factor that varies with
the channel condition. For example, we set α = 1.4 to ensure > 95 % detection ratio of
subcarrier occupancy, when the side channel SNR is 3 dB.
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Figure 3.9: Subcarrier reallocation when User 4 exits. User 2 is reallocated since both of its
neighboring groups are occupied.
3.4.2 Subcarrier Allocation
Built on accurate subcarrier occupancy sensing, side channel users independently decide their
subcarrier occupancy at run-time. When a newcomer accesses the side channel, it announces
itself by transmitting in the control subcarrier, so that all users are aware about the update of
N and autonomously reduce their occupancy of subcarrier groups by b13/Nc−b13/(N+1)c.
In addition, side channel users keep monitoring the occupancy of each subcarrier group,
in order to detect completions of data transmission. In these cases, the spare subcarrier
groups will be reallocated to other uses for maximum spectrum utilization. For example in
Figure 3.9, when U4 exits, both U1 and U2 cannot expand due to the subcarrier collision.
To address this problem, each user calculates the number of its neighboring groups that
are occupied, and adjusts their utilization to the vacant subcarriers if both its neighboring
groups are occupied.
To evaluate the effectiveness of such allocation scheme, we conducted preliminary experi-
ments using 3 side channel users with dynamic traffic patterns, and then collect the real-time
subcarrier occupancy from the side channel Rx. Results in Figure 3.10 show that users ini-
tiate the link by accessing the control plane, such as User 3 does at frame 8. All users can
successively detect and corresponds by reducing their subcarrier utilization (Frame 9). When
the User 1 remains inactive for a certain period (5 seconds), User 2 and 3 would enlarge their
resources (Frame 11) to fully utilize the channel capacity. User 1 needs to re-establish the
link afterward (Frame 13) in order to access the side channel. These results demonstrate
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Figure 3.10: Flotations of subcarrier allocation
that EasyPass can promptly adapt to the dynamic traffic patterns in IoT applications with
high utilization to the available side channel spectrum: the overall throughput of the side
channel could reach 2.25 Mbps (18 subcarriers) at Frame 12.
3.4.3 Addressing Conflicts
When multiple users access the side channel simultaneously, it is likely that a subcarrier is
accessed by more than one user due to incorrect subcarrier occupancy sensing or the hidden
terminal problem, resulting in continuous frame conflict and transmission error. To address
such conflict, the side channel users keep track of the occupation of all subcarrier groups, and
maintain a list of consecutive vacant groups. A weight wn = 2
n is then assigned to each of
the n vacant groups. Upon detecting conflicts from successive data transmission failures, the
user would randomly reselect its occupancy from the list according to their weights, hence


































EqualizerDemodulator & Decoder FFT
Figure 3.11: PHY implementation of EasyPass. The newly added components are in blue.
3.5 IMPLEMENTATION
We implemented EasyPass over USRP SDR with the GNURadio toolkit, which realizes a
WiFi transceiver over the 5GHz frequency band. EasyPass only modifies the side channel
transceivers but retains the main channel transceivers intact.
3.5.1 PHY Implementation
The architecture of the PHY system implementation is shown in Figure 3.11, which is based
on the WiFi PHY architecture [13] with the newly added or modified modules highlighted
in color, which are mainly related to the two-step equalization procedure to be performed in
the receiver.
At the transmitter, we modify the subcarrier allocator module, which assembles OFDM
symbols by filling the data into corresponding subcarriers. WiFi utilizes all 48 subcarriers
for data transmission and additional 4 for transmitting pilots. EasyPass, however, only
transmits at a subset of data subcarriers and will not transmit pilots. Therefore, modified
subcarrier allocator module allocates subcarriers based on the channel selected, which is
decided by the channel idleness upon Clear Channel Assessment (CCA).
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At the receiver, the key challenge is to estimate and remove the arrival signals of the
main channel from the total received signals, which are decided by 1) the estimation of main
channel Tx signals, 2) the channel distortion, and 3) Carrier Frequency Offset (CFO) due
to the mismatch of crystal oscillator between side channel Rx and main channel Tx. In
order to obtain these, we pass the received signals into regular WiFi decoding procedure,
and store the estimated channel response and CFO for later use. Afterward, we recover the
main channel Tx signals by passing the decoded bits into regular WiFi encoding procedure.
At meanwhile, the channel distortion and CFO are re-applied through De-equalizer and
CFO re-applier modules, respectively. The residual signals of the side channel can then be
subtracted from received signals. Finally, we use side channel detector to detect the arrival
of the side channel signals, and then decode them upon the presence of the side channel.
3.5.2 MAC-Layer Implementation
We implemented a complete WiFi MAC layer with functionalities such as carrier sensing and
retransmission [38]. However, since the RF signals harvested by USRP have to be sent to and
processed at the host PC, a long delay is incurred at signal transmission and processing. It
is hence difficult to meet the timing requirements of the Distributed Coordination Function
(DCF) in WiFi. To address this challenge, we follow the same method in [38] and use a
scaling factor β(= 1000) to emulate the real WiFi MAC.
Adaptive Auto Rate Fallback (AARF) [56] rate adaptation algorithm is integrated into
our implementation to emulate the realistic behaviors of commodity wireless devices in prac-
tical scenarios, which is required for the main channel operations. Specifically, AARF in-
creases the link rate after a given number (T ) of consecutive successful frame transmissions,
and switches to a low data rate if T/2 consecutive transmissions fail. If the first transmission









Figure 3.12: Experiment scenario
3.6 PERFORMANCE EVALUATION
Built on our implementation in Section 3.5, we evaluate the performance of EasyPass by
comparing it with existing WiFi.
3.6.1 Experiment Setup
We conduct our experiments in a 9m × 9m open space office using six USRP N210 moth-
erboards with UBX-40 RF daughterboards. As shown in Figure 3.12, the main channel Tx
continuously transmits frames with known payloads of 1000 bytes to the main channel Rx,
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Figure 3.13: Wireless transmission delay
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Figure 3.14: Side channel throughput
which decodes and measures the BER of each frame. In order to emulate the state of a
busy main channel, we make a modification on the MAC behavior on the main channel Tx,
such that it does not go through the backoff procedure and hence has greedy access to the
channel. We tune the main channel SNR by adjusting the USRP Tx Gain, which ranges
between 0 dB and 31.5 dB at the step of 0.5 dB, and the maximum Tx power is equivalent
to 13 dBm.
We use three USRPs as side channel transmitters, which all transmit to one side channel
Rx. Noted that although the side channel Rx is the shared receiver of the side channel
nodes, it emulates three separate receivers with respect to each side channel transmitter by
separating the information, such as noise estimation and subcarrier occupancy from each
other. Thereby, the resource of the side channel is allocated in a distributed manner, as
illustrated in Section 3.4. Every three USRPs are connected to a Dell desktop PC, which
is equipped with an 8-core Intel Xeon CPU 3.5 GHz and 16 GB memory and runs OS of
Ubuntu 16.04 LTS. The communication and computation overheads of transmission are then
measured at the host PCs of both sender and receiver. In this section, we disable the rate
adaptation and instead use constant data rate during each experiment.
We tested this experiment setup with the power control schemes being proposed in
Section 4. As shown in Table 3.1, the three side channel transmitters exhibit different levels
of path loss that result in dynamic levels of transmit power. An error of ≤ 1 dB is ensured
by all three transmitters when estimating NM . Note that although User 3 is closer to the
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1 34.5 -21.5 0.72 -25 0.30 -62.5
2 28.5 -27.5 0.66 -30.5 0.46 -63.7
3 33.0 -25.5 0.58 -27.5 0.30 -63.6
Table 3.2: Path loss of the side channel links
Link PLS1 PLS2 PLS3
Path loss (dB) 31.5 22.5 29.0
main channel Rx than User 2, it suffers more path loss due to the imperfection of the
omnidirectional property of antennas. The path loss of the side channel links are listed in
Table 3.2.
3.6.2 Network Delay
In this experiment, we evaluate the performance of EasyPass in reducing the data trans-
mission delay. The main channel Tx continuously transmits at 12 Mbps with a 3 dB SNR
margin. To emulate a congested network, we made a minor revision on the main channel’s
contention window to [0,1] so that it can greedily occupy the channel and defer the trans-
mission of other devices. Each side channel device transmits a total of 700 frames: the first
350 frames are transmitted without side channel, i.e., when the channel is occupied, the
device defers its transmission, sets up a random timer and re-senses the channel after the
timer elapses. The backoff timer will increase if the channel is still busy upon re-sensing,
which further deteriorate the network latency. The functionality of the side channel would
be enabled after transmitting these 350 frames, which bypasses the backoff procedure and
transmits under the busy channel. Figure 3.13 plots the round-trip delay of the side channel
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devices which compares the first and second half of the frames, and demonstrates that Easy-
Pass can achieve >90% delay reduction over a single congested wireless link. Meanwhile, it
avoids overlong network delay (> 0.5s) due to the failure of multiple carrier sensing attempts,
and hence significantly alleviates delay jitter.
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Figure 3.15: Main channel throughput loss
3.6.3 Side channel throughput
Based on the noise floor and path loss estimation, we evaluate the main channel degradation
and the side channel detection rate under different SNR scenarios. In specific, the main
channel transmits in 9, 18 and 24 Mbps. We tune the tx gain of the main channel Tx such
that 1% main channel BER is measured at the main channel Rx and add extra SNR margin
to the main channel. The side channel Tx is configured to exploit the whole SNR margin.
The side channel throughput, as shown in Figure 3.14 will increase as SNR margin increases
and could achieve ≥ 2.5 Mbps for Node 2 upon 3 dB SNR margin. The main channel data
rate also affects both channels’ performance. For example, side channel incurs more BER
when the main channel operates at 18 Mbps than 9 Mbps since 18 Mbps uses the same code
rate but denser constellation diagram which is prone to the interference than the 9 Mbps.
The performance of using 24 Mbps is close or even surpass the 18 Mbps case since it uses a
lower code rate which could correct more symbol errors due to the interference. Table 3.3
lists the bounds of the side channel power and the number of subcarriers the side channel
can utilize when the main channel operates at 9 Mbps. As SNR margin increases, the upper
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bound of the side channel power P Smax increases, yielding a maximum data rate of 2.375 Mbps
by interfering 19 subcarriers. In practice, the wireless link generally operates in > 3 dB SNR
margin, as shown in Figure 1.2. Therefore, a throughput of ≥ 1 Mbps is often guaranteed.
The main channel throughput loss is shown in Figure 3.15, showing that the existence of
the side channel can cause at most 3% throughput loss when the main channel transmits at
24 Mbps with 1 dB SNR margin. As SNR margin improves, such degradation decreases and
will achieve nearly ≤ 2% kbps upon 3 dB SNR margin. In addition, higher main channel data
rate yields larger degradation as a result of denser constellation diagram which is susceptible
to interference. It is expected that exploiting partial rather than the complete SNR margin
will reduce the main channel throughput loss at the cost of reduced side channel throughput.
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Table 3.4: Tx computation overhead. Side channel using the entire (48) subcarriers is
equivalent to the 6 Mbps case in the main channel.
No. of subcarriers 3 6 9 12 48
Tx time (µs) 34.1 31.15 30.01 29.35 28.42
3.6.4 Computational Overhead
We evaluate the computational overhead of EasyPass by measuring the runtime of the signal
processing blocks over the PC. Table 3.4 lists the Tx computational time for generating a
single 100-byte frame, showing that the Tx processing time increases when fewer subcarriers
are being used. Without modification, the modulation and coding scheme of the existing
WiFi (6 Mbps) is reused to the payload, whose computational overhead is only decided by
the payload size. The successive subcarrier allocator fills the modulated signals onto the
specific subcarriers of each symbol. However, different from the main channel which utilizes
the entire subcarriers, side channel Tx only uses a small portion of subcarriers and hence
requires more OFDM symbols in order to carry the same amount of the data, which requires
more IFFT operations to convert each symbol into the time domain and hence incurs more
overhead.
Table 3.5 lists the Rx computation overhead assuming the main channel utilizes the
same number of OFDM symbols as the side channel. Decoding and removing the main
channel at the side channel Rx is only decided by the frame length and the data rate of the
main channel, since the traditional equalization and decoding schemes will be applied to the
mixed signals. After removing the side channel, the residual signals will be demodulated and
decoded using the built-in blocks. The processing time is proportional to the size of the side
channel payload that is decided by the number of subcarriers it exploits. The experimental
results prove such linearity. In general, the computational cost of operating a side channel
is lower than operating the main channel in the same situation.
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Table 3.5: Rx computation overhead (µs)
Main channel No. of subcarriers Main channel
data rate 3 6 9 overhead
6 Mbps 653 852 1100 464
12 Mbps 839 1010 1259 632
3.7 REAL-WORLD EXPERIMENTATION
In this section, we further apply EasyPass to real-world network scenarios with dynamic
channel conditions and commodity rate adaptation approaches. A different number of wire-
less devices is being used as the side channel users to evaluate the multiple accessibility
provided by EasyPass.
3.7.1 Subcarrier Allocation
We evaluate the effectiveness of subcarrier allocation algorithm in Section 3.4 by simulating a
network comprised of three side channel users, whose capacity N , i.e., the maximum number
of subcarriers to interfere, are 13, 12, and 19, respectively. Side channel users decide their
channel occupancy in a distributed manner by estimating the number of neighboring nodes
that are sharing the spectrum. To achieve this, they continuously monitor the neighboring
users including their active/inactive status, subcarrier occupancy and last transmission time.
A user without transmitting for timeout (To) seconds will be considered as inactive, and its
subcarriers will be returned to the remaining users. Figure 3.16 plots the total number of
subcarriers for side channel transmission under different timeout To parameters. When To =
1s, the total number of side channel subcarriers varies frequently since all users continuously
adapt their occupancy due to the others’ constant quitting and rejoining. As To increases,
users only return its allocated resources after a longer period of inactivity, resulting in less
frequent subcarrier adaptations. In this case, a single user is unlikely to preoccupy the
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Figure 3.16: Number of subcarriers for side channel transmission using different timeout
(To) values
entire resources, since the resources are often reserved for the remaining inactive users. As
a contrary, when To = 1s, ≥ 19 subcarriers could be utilized at the same time when user 3
preoccupies the entire resources.
We further use three metrics to evaluate the performance, they are 1) utilization rate; 2)
conflict rate and 3) actual throughput, which are shown in Figure 3.17(a). The utilization
rate is modeled as
∑
i ni/Ni, where ni and Ni are the numbers of subcarriers for instanta-
neous transmission and the user’s capacity. Higher utilization rate is desired ensuring the
full exploitation of the side channel spectrum. Figure 3.17(a) shows that although smaller
timeout yields higher utilization rate. The actual throughput, however, does not benefit
due to its high conflict rate, which is a result of the frequency subcarrier adaptation. In
real scenarios, To = 5s is used in order to achieve the best throughput, which can be fur-
ther improved by taking advantage of the traffic pattern. This will be part of our future
work. Furthermore, we evaluate the scalability w.s.t to the network size of the side channel.
The system characteristics under different number of side channel users are listed in Figure
3.17(b). It shows that as network size increases, more conflicts are expected resulting in












































































(b) Impact of user numbers (time-
out=5s)
Figure 3.17: Parameters of subcarrier allocation
3.7.2 Highly Volatile Conditions
In this section, we configure the Tx gain of the main channel for sending the N -th data
frame as 12(1 + 6sin(2πωN)), where ω = 0.01 (i.e. the period of the Tx gain change is
100 frames) and 12 is the average level of the Tx gain being configured between 6dB and
18dB. As shown in Figure 3.18(a), when the Tx gain of the USRP sender is periodically
fluctuating, the channel SNR varies accordingly and leads to different link rates achieved in
the wireless network over time. The highest throughput of the side channel is achieved when
the main channel operates in low data rates, especially between 6 ∼ 12 Mbps. When the
main channel data rate reaches 36 Mbps, the side channel can only provide nearly 0.5 Mbps
data rate. The reasons are two-fold: first, as mentioned in Section 3.6.3, higher data rates in
the main channel use denser constellation, which is susceptible to the ambient interference;
second, the USRP can only provide limited SNR margin at such high data rate due to the
hardware limitation [14]. The variation of link rates of Node 2 is shown in Figure 3.18(b),
showing its strong correlation with the main channel SNR margin.
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(a) Varying channel conditions of ex-
isting WiFi
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(b) Side channel link rate vs. SNR
margin
Figure 3.18: Varying channel conditions and link rates of both the main and side channel
(Node 2)
Based on this setup, we test the main channel’s performance and the side channel delay
using different frequency of PC frames. Table 3.6 shows that main channel BER would
decrease as the frequency of PC request frames increases, which keeps track of the channel
variations. On the other hand, however, more PC request frames would increase the burden
of the side channel link, yielding more delay.
3.8 RELATED WORK
Side Channel Design. Prior designs of the in-band side channel are mainly applied for
delivering coordination and control information, so as to improve the network performance
without introducing extra costs compared to the out-of-band approaches. Most schemes hide
information into the side channel for private communication, by alternating the physical
characteristics of the main channel such as signal duration [17], the position of interfered
chips [108], timing of periodic beacon frames [50], intentionally corrupted checksums [72] and
the position of the blank subcarriers [69]. These side channel designs can only provide limited
throughputs and do not support multi-access operations due to their dependency with the
main channel. hJam [107] exploits the preamble redundancy in OFDM, and detects side
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Table 3.6: Using different frequencies of PC requests
# of PC requests per 10s 0 1 5 10
Main channel BER 1.1 2.0 1.8 1.3
Delay
N1 19.6 8.9 5.3 6.6
N2 14.0 6.8 8.0 9.4
N3 21.8 5.2 4.7 5.9
Delay jitter
N1 16.1 5.7 6.0 7.0
N2 11.9 6.0 6.0 7.0
N3 19.9 5.9 7.0 7.1
channel signals using those over blank subcarriers in frame preamble as the reference. The
main channel data is recovered through interference cancellation, which however, requires
firmware modifications of main channel receivers.
Interference Cancellation. Existing researches on full duplex communication and inter-
ference cancellation techniques give insights to our work but are different from our proposed
approach. Full duplex radio [20, 81, 10, 26, 47] allows simultaneous transmit and receive by
estimating the phase and amplitude of its transmitted signals at the receiver antenna, and
subtracting it from the receiving antenna receives. The full-duplex design, however, is not
suitable for our proposed work for two reasons. First, in our work, the receiver of the extra
channel aims at extracting the useful information from the main channel signals, rather than
the locally transmitted signals which are known to the receiver itself. Second, the implemen-
tation of full-duplex usually requires modifications on the RF front end, and hence doesn’t
meet our objective. Zigzag decoding [33] utilizes interference cancellation technique to re-
cover information from collided frames. It exploits the asynchrony of successive collisions
caused by the hidden terminal. These successive transmissions of both channels, though, is
unavailable in our work.
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Subcarrier Allocation. Subcarrier allocation has been widely studied to optimize system
metrics, such as power efficiency [105] and channel throughput [88], among which almost
all require centralized control. [51] suggests using average SNR for each user to decide the
total number of subcarriers to be assigned. SNOW [82, 83] allows single-hop communica-
tion between the base station and sensors in sensor networks, by utilizing the untapped TV
whitespace spectrum. Sensors are assigned non-overlapping narrowband orthogonal subcar-
riers to avoid collisions, which is centrally controlled by BS. BS also controls the timing of
data transmission in a TDMA fashion. Different from our work, each subcarrier of the TV
whitespace spectrum is occupied only by SNOW nodes. Interference control is hence not
required.
3.9 CHAPTER SUMMARY
In this chapter, we present EasyPass that minimizes wireless latency from multiple IoT
devices over a congested link. These users concurrently access a wireless side channel and
adapt channel occupancy in a distributed manner without impacting the main channel. We
implemented and evaluated our design over practical SDR platforms, and demonstrate more
than 90% delay reduction over up to 13 IoT devices.
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4.0 CONTINUOUS WIRELESS LINK RATES FOR IOT
4.1 INTRODUCTION
Internet of Things (IoT) computerizes physical objects and integrates them into a networked
ecosystem [62], producing an unprecedented amount of data about humans and their sur-
rounding environment. It hence has stringent requirements on the wireless throughput to
timely transmit such big data. To meet such demanding requirements, an increasing amount
of wireless spectrum has been exploited. For example, higher frequency bands at 5 GHz are
exploited to expand the bandwidth of a WiFi channel from 20 MHz to 160 MHz [2] and
increase the highest link rate to > 500 Mbps. They also allow multiple data links to co-exist
through MIMO [95].
Unfortunately, current wireless networks have limited efficiency in utilizing these spec-
trum resources under dynamic wireless conditions in IoT. Particularly in future smart cities,
IoTs being deployed at large public facilities, such as massive transportation systems, shop-
ping malls and museums, may experience serious degradation of wireless signal quality due
to the long communication distance or complicated indoor layout. Wireless networks in
these scenarios, hence, cannot operate at the highest link rate and instead have to adapt to
lower link rates according to the instantaneous channel condition [56, 106, 101, 85]. Such
link rate adaptation, however, fails to fully utilize the wireless spectrum due to the discrete
choices of link rates and the gap between these rates: a wireless link operates at the same
data rate before the channel quality reaches the requirement of the next higher rate. The
network throughput during the meantime, then, remains constant and may be much lower
than the momentary channel capacity. For example, 802.11a provides only 8 link rates and
suggests to stay at 24 Mbps (16-QAM 1/2) as long as the channel SNR is between 17.7 dB
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and 21.7 dB [98]. New generations of wireless standards such as 802.11ac, while enabling
more link rates with higher orders of channel modulation schemes (e.g., 256-QAM) and code
rate options (e.g., 5/6 and 7/8), further enlarge the gap between these link rates to >5 dB
[75].
To address this challenge, existing research designs wireless networks to be rateless, i.e.,
the link rate continuously varies based on the channel condition without requiring channel
state feedback. For example, rateless codes allow the sender to keep transmitting encoded
data chunks at the highest rate, and the actual link rate is determined by the number of
data chunks being transmitted until successful decoding of the entire data message [90,
36, 76]. However, rateless codes improve throughput at the cost of extra communication
and computation overhead, which prevent them from being practically applied in resource-
constrained IoT. First, a rateless sender consumes more energy to send data, because its
wireless radio always stays at the high-power Tx mode [46]. Especially when the wireless
link quality degrades, more data chunks are transmitted to deliver the same amount of data,
even if many data chunks being transmitted are corrupt and wasted1. Second, rateless codes
are computationally expensive, because the receiver has to continuously decode incoming
data chunks. Even when prototyped over high-end processors with abundant computational
capacity, they can only support a throughput up to 12.5 Mbps [45].
In this chapter, we envision that a better solution towards maximum wireless throughput
in IoT, instead of regardlessly sending and decoding rateless data chunks, is to transform the
available choices for link rate adaptation from discrete to continuous, so that the link rate
being chosen is always optimal for any channel condition. We present vMod (VLC-based
Modulation), a novel modulation technique that realizes such continuous wireless link rates
for IoT. Its design has the following important characteristics:
• vMod’s modulation is continuous. It can modulate an arbitrarily fractional number
of data bits into a symbol, while preserving every individual symbol to be independent
from others. It can provide any link rate that is supported by the channel condition, and
hence maximizes the network throughput under dynamic wireless channel conditions.
1Ordinary wireless senders switch their radios to low-power Rx mode after each transmission and wait
for channel feedback. They hence consume less energy to send data.
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• vMod is lightweight. vMod does not produce any redundant data transmission, and
hence retains the power efficiency of current wireless networks. Besides, vMod’s de-
modulation over each symbol is independent and only involves demapping from a con-
stellation point to data bits. It hence incurs 10x less overhead compared to rateless
codes.
• vMod is applicable to any commodity wireless system with minimum hardware modifi-
cation. It builds on the existing QAM modulation and works with link rate adaptation
in current wireless networks, and hence incurs minimum modification on the PHY hard-
ware. It does not require modification of any other PHY/MAC hardware or software,
such as RF frontend, channel encoder/decoder and link ARQ.
How can a fractional number of data bits be modulated into a symbol that contains
an integer number of constellation points? Our key insight is to design a Variable-Length
Code (VLC) and split the data bitstream into variable-length codewords, which are then
mapped to constellation points in symbols. Hence, each symbol randomly carries a variable
amount of data bits, and any link rate can be statistically achieved by adjusting the range
and constitution of codeword lengths. For example, by splitting the bitstream with a VLC of
4-bit and 5-bit codewords, we can achieve any link rate between 24 Mbps and 30 Mbps (with
a 1/2 code rate), by adjusting the ratio between 4-bit and 5-bit codewords in the VLC. Such
granularity of continuous link rates could be further improved by combining vMod with the
existing variety of code rate options.
We ensure the generality and power efficiency of vMod by exploiting the modules in
existing wireless systems whenever possible. First, we build our VLC by extending the
fixed-length code being used in existing systems, and construct new constellation diagrams
for modulation by mapping the new variable-length codewords to the unused signal positions
in existing QAM constellations. In this way, we ensure that any link rate could be achieved by
the same generic approach with the minimum wireless transmit power. Second, information
about the lengths of VLC codewords carried by symbols is the key to correct demodulation.
To convey such information without impairing throughput, we transmit both regularly mod-
ulated and VLC-modulated symbols in the same wireless link, so that such information can
be indicated by the permutation of how these two types of symbols alternatively appear.
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We implemented vMod over USRP with GNURadio toolkit, based on a 5 GHz WiFi
transceiver. Minimum modification is conducted over WiFi PHY and MAC. Based on this
implementation, we evaluated vMod under dynamic channel conditions, and also compared
vMod with existing rateless codes (Strider [36] and Spinal codes [76]). The experiment results
show that vMod scales well with the dynamic channel conditions and improves the WiFi
throughput by 30% over a single narrowband link, but consumes up to 95% less computation
and communication overhead compared to existing rateless codes. vMod, hence, could be
easily integrated with other advanced wireless techniques, such as channel bonding and
MIMO, to achieve much higher improvement of wireless throughput.
The rest of this chapter is organized as follows. Section 4.2 discusses the limitation of the
existing approaches. Section 4.3 gives an overview on vMod. Sections 4.4 and 4.5 present the
details of vMod’s modulation and demodulation. Section 4.6 presents our implementation of
vMod. Section 4.7 and 4.8 evaluate the performance of vMod over realistic wireless network
scenarios. Section 4.9 reviews the related work. Section 4.10 discusses and Section 4.11
concludes the chapter.
4.2 LIMITATION OF THE EXISTING APPROACHES
The key to continuous link rates is to carry a fractional number of data bits in each symbol.
The most intuitive approach to this objective is to break the independency between symbols
and convey N data bits with M symbols as a group [73], so that each symbol carries N/M
data bits. However, the key limitation of this approach is that the N data bits are demod-
ulated at the same time over the M symbols, and demodulation error of any symbol makes
all the N bits to be wrong. Letting p denote the probability of symbol demodulation error
determined by channel SNR, the probability for N bits to be correctly demodulated will be
(1 − p)M , which diminishes when p or M increase. This approach, hence, is infeasible in
practice due to its susceptibility to demodulation errors.
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Another alternative is to apply multiple existing modulation schemes over the time or
frequency domains in the same wireless frame. For example, multiple modulation schemes
could be applied to different symbols of a frame. By applying QPSK to 25% of symbols
in a frame and 16-QAM to other symbols in the same frame, we are able to convey 2 ×
0.25 + 4× 0.75 = 3.5 bits per symbol on average. However, this approach builds on existing
link rates and does not eliminate the gap between these link rates. Hence, it leads to much
higher chances of demodulation error. When both QPSK and 16-QAM are used in the same
frame, the channel SNR will not be high enough to support 16-QAM and demodulation of
the 16-QAM symbols will be certainly prone to channel noise. On the other hand, FARA
[80] adopts multiple constellation diagrams over different OFDM subcarriers in a frame by
exploiting the frequency diversity of wideband channel. However, the performance of FARA
could be easily impaired by inter-carrier interference or strong fading in frequency-selective
channels. The large number of OFDM subcarriers also increases the overhead of operating
FARA.
Rateless codes are capable of approximating link throughput to the channel capacity, but
consume much more power in both communication and computation that is unaffordable by
the existing wireless system. In this chapter, we evaluate such energy consumption of rateless
codes using the Tx communication overhead and Rx computation overhead as the metrics.
First, the Tx communication overhead is measured as the average duration of RF waveforms
on the air for sending one frame, which is proportional to the energy consumption of the
Tx’s RF frontend under constant transmit power. Second, the Rx computational overhead is
measured by the average amount of time needed for decoding one frame on the receiver side
and reflects the power consumption of the Rx’s digital logic. To evaluate such overhead, we
implemented two rateless code designs, namely Strider [36] and Spinal codes [76], over the
GNURadio/USRP platform based on the open-source library of wireless system simulations2.
For the Spinal code, we use 220-QAM as the constellation diagram and 256 bits and the data
chunk size. For the Strider code, we use the recommended setup in the chapter, i.e., K = 33,
and the data chunk size is set to be 9500 bits. At the Tx side, we use the per frame duration
on RF as the metric to evaluate the communication overhead, and Figure 4.1(a) shows that
2http://www.yonch.com/wireless.
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Figure 4.1: Overhead of rateless codes
the transmission overhead at a rateless sender is at least 100% higher than that of existing
WiFi. Especially when the channel SNR is lower than 10 dB and corrupts many rateless data
chunks being transmitted, such difference of overhead could increase to 400%. At the Rx
side, we use the per packet decoding time to evaluate the computation overhead, and Figure
4.1(b) shows that the decoding complexity of rateless code is up to 10x higher than existing
WiFi, which requires more powerful chips for real-time decoding. Such high overhead, hence,
seriously limits the applicability of rateless codes in practice.
4.2.1 Variable-Length Code
VLC is widely used in source coding, which maps source symbols to a variable number of bits.
By assigning shorter codewords to symbols that appear more frequently, a VLC code requires
less bits to represent a certain number of symbols, making it a good solution for lossless data
compression. In this chapter, we use Huffman code [44] in our vMod design because of
the following reasons. First, Huffman code is a classic prefix code with zero redundancy,
i.e., no codeword in a VLC is the prefix of another. It hence provides a simple yet reliable
solution to VLC codeword construction, by extending the existing fixed-length codewords
with negligible computation overhead. Second, by using the Huffman code, vMod requires
minimum modification to the existing wireless systems except for channel modulation. Other
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Figure 4.2: VLC-based modulation
advanced coding techniques, such as Variable-Length Error-Correcting (VLEC) code [8, 9]
and Reversible Variable-Length Code (RVLC) [97], have to be either used for joint source-
channel coding or require PHY redesign.
4.3 OVERVIEW
In order to convey a fractional number of bits in each symbol while preserving independence
between these symbols, vMod modulates a data codeword with a variable bit length into
each symbol and statistically controls the link rate by adjusting the bit lengths of codewords.
Figure 4.2 shows an example of how such VLC-based modulation is operated over a 6-QAM
constellation diagram, to which a VLC of two 2-bit and four 3-bit codewords is mapped as
shown in Figure 4.2(a). Then, as depicted in Figure 4.2(b), the VLC-based modulation uses
five 6-QAM symbols to transmit 12 data bits, and the bit lengths of codewords are either 2
or 3. It hence provides a link rate between the ones provided by QPSK and 8-PSK, which
require 6 symbols and 4 symbols to transmit the same amount of data bits, respectively. To
realize this high-level design, the following technical challenges need to be addressed.
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• First, for efficient modulation, the VLC codewords need to be appropriately constructed and
mapped to the constellation diagram. Since the number of codewords in the VLC is arbitrary,
the number of constellation points on the constellation diagram may not be an integer power
of 2 and the constellation diagram hence needs to be redesigned. How to develop a generic
approach that constructs and maps the VLC codewords towards any arbitrary link rate,
while preserving the code completeness and retaining the wireless transmit power at the
same time, is a challenging problem.
• Second, to minimize the amount of demodulation errors, information about the lengths of
VLC codewords in each symbol has to be known by the receiver. Otherwise, if the received
signal is distorted by channel noise and erroneously demodulated to another codeword with
a different length, it will displace all the succeeding data bits and result in cascading failures.
For example in Figure 4.2(b), if the first codeword “10” is demodulated as “110”, the next
codeword “011” will be placed to the 4th position of bitstream and result in additional errors.
The major challenge, then, is how to convey such information without impairing throughput.
vMod addresses the first challenge by expanding the QAM-based constellation diagrams
and fixed-length codewords being used in existing wireless systems for VLC-based mod-
ulation. For a given VLC with m codewords, we construct its constellation diagram by
adding additional constellation points to an existing QAM constellation diagram with the
size smaller than but closet to m. For example, the 6-QAM constellation diagram in Figure
4.2(a) is constructed from QPSK by adding two additional points. Then, we build our Huff-
man code by appending bits to some of the existing fixed-length codewords, and map the
generated VLC codewords to the additional constellation points being added to the constel-
lation diagram. For example in Figure 4.2(a), the four 3-bit codewords are expanded from
QPSK codewords “01” and “11”. In this way, vMod designs new constellation diagrams
for different choices of continuous link rates in a generic manner by exploiting the symme-
try of QAM, and continuously varies the link rate by adjusting the amount of fixed-length
codewords being expanded. More details about such modulation are provided in Section 4.4.
To address the second challenge, vMod does not transmit the information of codeword
lengths through frame preambles or data symbols, to avoid any non-negligible throughput
loss. Instead, we embed such information into the pattern of how different modulation
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methods are used in a symbol. For each symbol modulated by OFDM, we only apply
VLC-based modulation to half of its subcarriers and modulate the other half of subcarriers
using the regular method in existing systems. Then, the information of VLC codeword
lengths being used in this symbol is indicated as the permutation of how these two types
of subcarriers alternatively appear in the symbol. During demodulation, this information
can be retrieved based on the measurable difference between VLC-based and existing QAM-
based constellation diagrams being used. More details about conveying such information are
provided in Section 4.5.
4.4 VLC-BASED MODULATION
In this section, we present technical details of our proposed VLC-based modulation. We
first present the constitution of continuous link rates enabled by the VLC, particularly, the
Huffman code. Then, we describe how to realize such continuous link rates by constructing
the Huffman code and the corresponding constellation diagram, with an end-to-end example
shown in Figure 4.3.
4.4.1 Constitution of Continuous Link Rates
In vMod, we construct a Huffman code and map its codewords to the points in a constella-
tion diagram. A link rate is then constituted by the codewords with different lengths that
are actually used in modulation. Assuming that each bit in the input data has the equal
probability to be “0” or “1”, the probability for an l-bit Huffman codeword to be used is








where M is the number of codewords in the Huffman code, and li and pi are the length
and probability of the i-th codeword, respectively. For any Huffman code, we always have∑M
i=1 pi = 1 to ensure the completeness of the code.
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Table 4.1: Continuous link rates with two VLC codeword lengths in the Huffman code
lavg
Number of k-bit codewords (nk) Link rate
(Mbps)n2 n3 n4 n5 n6
2 4 - - - - 12.0
2.25 3 2 - - - 13.5
2.5 2 4 - - - 15.0
2.75 1 6 - - - 16.5
3 - 8 - - - 18.0
3.25 - 6 4 - - 19.5
3.5 - 4 8 - - 21.0
3.75 - 2 12 - - 22.5
4 - - 16 - - 24.0
4.25 - - 12 8 - 25.5
4.5 - - 8 16 - 27.0
4.75 - - 4 24 - 28.5
5 - - - 32 - 30.0
5.25 - - - 24 16 31.5
5.5 - - - 16 32 33.0
5.75 - - - 8 48 34.5

















(a) Constellation diagram design of 24-
QAM based on 16-QAM
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(c) Mapping Huffman codewords to 24-
QAM
Figure 4.3: An example of VLC-based modulation: realizing the link rate of 27 Mbps with
24-QAM and lavg = 4.5
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As a result, we are able to continuously realize any arbitrary link rate by varying the
number of codewords and the lengths of these codewords in the Huffman code. For example,
when the codewords in the Huffman code have only two different lengths, i.e., k bits and
k + 1 bits, the code is always complete when
nk2
−k + nk+12
−(k+1) = 1, 0 ≤ nk ≤ 2k (4.2)
where nk and nk+1 are the numbers of k-bit and (k + 1)-bit codewords, respectively. Fur-
thermore, we have
lavg =knk2
−k + (k + 1)nk+12
−(k+1)
=k + 1− nk2−k, 0 ≤ nk ≤ 2k
(4.3)
By controlling the values of nk and nk+1, we can achieve different values of lavg with
an interval of 2−k. Table 4.1 lists 17 intermediate link rates that can be realized between
the 5 existing 802.11 a/g link rates3, with a fractional value of lavg (the 5 existing link
rates correspond to integer values of lavg). To further reduce the gap between link rates,
more options of channel code rates and a larger variety of VLC codeword lengths could be
incorporated.
4.4.2 Constellation Diagram Design
Based on the choice of link rate, the key problem of realizing this link rate is then how
to construct the Huffman code and the corresponding constellation diagram, to which the
codewords will be mapped. The number of constellation points in the constellation diagram
has to be equal to the number of codewords in the Huffman code. When lavg is fractional,
the number of constellation points is not an integer number of the power of 2. Hence, a
new constellation diagram needs to be designed for every different value of lavg. For example
when lavg = 4.5, a constellation diagram with 24 constellation points is needed according to
Table 4.1.
3A fixed channel code rate of 1/2 is used.
83
Our primary goal is to design new constellation diagrams for different values of lavg in
a generic manner, so that different choices of continuous link rates could be supported by
the same wireless hardware. To reach this objective, our basic idea is to design the required
constellation diagram by expanding an existing QAM constellation diagram with the size
smaller than but closet to the size of Huffman code. For example, for the Huffman code
with a size of 24, we construct 24-QAM from 16-QAM used in existing wireless systems.
Generality of designing new constellation diagrams, in this way, is then ensured by the
symmetry of QAM constellations4.
Note that, for each value of lavg, there may be multiple ways to design the new con-
stellation diagram from an existing QAM constellation diagram. To minimize the average
transmit power, as illustrated in Figure 4.3(a), we place the additional constellation points
to the unused signal positions with the smallest amplitude in the complex plane. If there are
multiple choices with the same level of average transmit power, the one that maximizes the
symmetry of constellation diagram will be chosen. For example, among the two choices of
6-QAM shown in Figure 4.4, the one with better symmetry in Figure 4.4(b) will be chosen.
4.4.3 Codeword Construction and Mapping
Being similar to our constellation diagram design, we construct the Huffman codewords
based on the fixed-length codewords in existing wireless systems. Any 2K-QAM constellation
diagram corresponds to a set of 2K fixed-length codewords, which can be represented by the
leaf nodes of a full binary tree with a height of K. Our approach, then, constructs the
Huffman tree by appending new leaf nodes to the corresponding binary tree of fixed-length
codewords.
More specifically, two new leaves are appended to a leaf node in the binary tree, hence
replacing one K-bit codeword with two (K+1)-bit codewords. The amount of leaf nodes in
the binary tree being appended depends on the value of lavg and the constitution of VLC
codewords. For example, when lavg = 4.5, according to Eq. (4.3) and Table 4.1, 16 5-bit
4Other constellation shapes such as triangular [24] constellations, while providing better power efficiency,
are generally asymmetric. Hence, new constellation diagram for each value of lavg has to be designed in a


























Figure 4.4: Design choices for 6-QAM
codewords are needed in the VLC and hence 8 leaf nodes in the binary tree of 16-QAM
need to be appended. As shown in Figure 4.3(b), by appending two new leaves to the leaf
“1010” of the binary tree, two 5-bit codewords (“10100” and “10101”) are generated. The
remaining 4-bit codewords in the binary tree, on the other hand, are also used as Huffman
codewords. It is straightforward to prove that the set of Huffman codewords generated by
this approach is complete.
The remaining problem, then, is how to determine the leaves in the binary tree to be
appended. Principally, we choose to append the leaf nodes that correspond to the constel-
lation points with the largest amplitude in the QAM constellation diagram. For example
in Figure 4.3(c), the 4-bit codewords corresponding to the 8 constellation points at the two
outer sides of the 16-QAM constellation diagram are appended to generate 5-bit codewords.
These 5-bit codewords are then mapped to the same set of constellation points of 16-QAM,
as well as the new constellation points added for 24-QAM.
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Note that the constellation diagrams, Huffman codewords and their mappings between
each other are completely constructed offline. During the online modulation and demodu-
lation, the wireless system converts the data codewords and constellation symbols between
each other based on the pre-defined mapping, and hence incurs negligible computational
overhead on both Tx and Rx.
4.5 VLC-BASED DEMODULATION
In principle, vMod demodulates data by demapping the received symbols from the constel-
lation diagrams developed in Section 4.4.2. However, due to the variable lengths of VLC
codewords, the information about the lengths of VLC codewords being modulated in a sym-
bol is crucial to the correctness of VLC-based demodulation. As described in Section 4.3,
with such information, erroneous demodulation of any signal will not affect demodulation of
others and the accuracy of demodulation is then linearly proportional to the level of channel
noise. In this section, we describe how to convey such information without consuming any
additional wireless spectrum or impairing any data throughput.
First, to minimize the amount of data sent, we do not send the numbers of VLC codeword
lengths directly in data symbols. Instead, we partition the subcarriers within a symbol into
equally sized groups and convey the required information with respect to each group, i.e., the
numbers of VLC codewords with different lengths being used in each group. These numbers
may be different over multiple groups according to the input bitstream.
Then, to send such information to the receiver without impairing data throughput, we
only apply VLC-based modulation to some of the subcarriers in each group and modulate
other subcarriers in the group using the regular modulation scheme in existing systems.
For example in Figure 4.5, when the codewords in the Huffman code only have two different
lengths, the number of longer VLC codewords (NL) in each group is represented by how these
two types of subcarriers in the group are permuted in the frequency domain. In particular,
for a group of N subcarriers5, the value of NL is ranged between 0 and N/2, and each




Figure 4.5: Conveying information of VLC codeword lengths. Every four subcarriers in a
symbol forms a group. VLC codewords only have two different lengths.
possible value of NL corresponds to a specific permutation of the two types of subcarriers.
It is easy to see that the number of possible permutations always exceeds the number of
possible values of NL. When more types of VLC codewords are involved in the Huffman
code, larger groups of subcarriers and more complicated permutation of subcarriers will be
needed to convey the extra information about codeword lengths.
To convey such information, a naive approach is to embed the value of NL into the
packet preamble or header, which can be represented by at least dLog2(N/2 + 1)e data bits.
However, this would significantly hurt the data throughput. For example, 4 data bits are
required to represent NL when N = 24, which translates to 1/6 and 1/12 throughput loss
with BPSK and QPSK modulation, respectively6. Instead, our approach seeks to embed
this information without throughput loss, and minimize the size of control information being
embedded into the frame header.
6Assuming that the same code rate is applied over preamble and data bits.
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Based on this design, we further solve two technical problems: 1) How could the de-
modulator decode the conveyed information by recognizing whether the received signal in a
subcarrier is VLC-modulated? 2) How could the demodulator ensure the correctness of such
information, which may be distorted by channel noise?
4.5.1 Recognition of the Received Signal
The demodulator determines whether a subcarrier is VLC-modulated based on the measur-
able difference between the constellation diagrams used for regular modulation and VLC-
based modulation.
In practical WiFi systems, in order to maintain the transmit power to be constant, the
power of every constellation diagram needs to be normalized before being used for modula-
tion. Therefore, although the constellation diagram being used for VLC-based modulation
is an expansion of an existing QAM-based constellation diagram (e.g., the 24-QAM con-
stellation diagram is an expansion of 16-QAM as shown in Figure 4.3(a)), the positions of
its constellation points are changed due to power normalization. For example in Figure 4.6
which shows parts of the 16-QAM and 24-QAM constellation diagrams in the first quadrant,
although the constellation points with smaller amplitudes in 24-QAM are directly inherited
from the ones in 16-QAM, their positions in 24-QAM are different from those in 16-QAM.
Our measurement studies show that the power ratio of such difference could be as large as
0.165 under the unity power constraint, corresponding to more than 10 dB in transmit power
that can be reliably measured by commodity transceivers.
Based on such difference, when we overlap the regular and the VLC-based constellation
diagrams together, we map the received signal to the nearest constellation point on this
overlapped diagram. Then, we can tell whether this constellation point belongs to the VLC-
based constellation diagram. Further, according to the mapping between VLC codewords
and constellation points in Section 4.4.3, we can decide whether this constellation point refers
to a longer VLC codeword. As shown in Figure 4.6, we measure dL and dS as the distance
from the received signal to the nearest VLC-based constellation point with shorter and longer








Figure 4.6: Recognition of the received signal
point. If min{dL, dS} < dR, the demodulator considers the corresponding subcarrier as VLC-
modulated, and in this case if dL < dS, the received signal is considered to carry a longer
VLC codeword.
4.5.2 Resistance against Channel Noise
With the VLC-modulated subcarriers being recognized, the numbers of VLC codewords with
different lengths can be retrieved according to the permutations of subcarriers in the symbol.
However, in practical wireless networks where the channel is always noisy, if the type of any
one subcarrier in the group is incorrectly recognized, the retrieved information about VLC
codeword lengths will be wrong and prevent correct demodulation of all subcarriers.
To minimize such risk and resist against channel noise, we encode permutations of sub-
carriers using the Hamming code, so that the error on recognizing the received signal in any
single subcarrier could be corrected. For each group with a size N , we indicate the permuta-
tion of subcarriers in the group as a N -bit binary string: “0” indicates that the corresponding
subcarrier is regularly modulated and “1” indicates a VLC-modulated subcarrier. For ex-
ample, when the VLC codewords only have two different lengths, every possible value of NL
corresponds to a Hamming codeword with an equal number of 0s and 1s. All the codewords


























































Figure 4.7: PHY-layer vMod implementation
for permutations of subcarriers. At the receiver, if the numbers of recognized regular and
VLC-modulated subcarriers are not equal, the error could be easily corrected by a Hamming
decoder.
As discussed in Section 4.4.1, using more (N > 2) codeword lengths could further increase
the granularity of wireless link rates. For example, for the VLC of 24-QAM shown in Figure
4.3(c), we could further increase the average code length from 4.5 bit to 4.53125 bit by
splitting one 5-bit codeword into two 6-bit codewords, which provides extra granularity to
the codes that consist of only 4-bit and 5-bit codewords. In this case, the total number
of bits within one group is not only decided by the number of the longest codeword that
occurs, but also by that of the other N − 2 codeword lengths. For example, a group of 3
subcarriers carrying 15 bits can be represented as three subcarriers carrying 4-bit, 5-bit and
6-bit codewords, respectively, or three 5-bit subcarriers. In this case, our proposed technique
could be easily extended to convey the additional information about more VLC codeword
lengths, by adopting more complicated permutation patterns of subcarriers.
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4.6 IMPLEMENTATION
We implemented vMod over USRP SDR boards with the GNURadio toolkit, which realizes
a WiFi transceiver over the 5GHz frequency band. vMod requires the minimum amount of
modifications over existing WiFi PHY by revising only the modulation and demodulation
modules. Same as WiFi, the link rate of vMod frames is specified by the transmitter ac-
cording to the instantaneous channel estimation, which is conducted by the rate adaptation
algorithm. A specific OFDM symbol is appended to the frame header to indicate the vMod
link rate, as well as other parameters required for decoding vMod frames.
4.6.1 PHY-Layer Implementation
The architecture of the PHY-layer system implementation is shown in Figure 4.7, which
is based on the existing WiFi PHY with the newly added modules highlighted in color.
Our design requires the minimum amount of modification on the WiFi modulation and
demodulation, retaining other modules of WiFi PHY intact.
At the transmitter, we add a new VLC Symbol Mapper, which uses VLC-based con-
stellation diagrams developed in Section 4.4.2, to be operated in parallel with the Regular
(REG) Symbol Mapper in the existing WiFi systems. The input datastream, after channel
encoding, is distributed to the two mappers, which both produce signal symbols to convey
the information of VLC codeword lengths as described in Section 4.5. More specifically, the
bitstream divider first passes the required number of data bits being used in the regular
constellation diagram to the REG Symbol Mapper. Afterwards, it keeps passing the follow-
ing data bits to the VLC Symbol Mapper until the required amount of signal symbols are
generated. The outputs of these two mappers are merged to the Symbol Permutator, which
embeds the information of VLC codeword lengths as described in Section 4.5.2.
At the receiver, the received RF signal will be first dissembled to OFDM symbols by FFT
and recovered from channel distortion by the Frequency Domain Equalizer. Afterwards,
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Figure 4.8: Modified frame format
information of VLC codeword lengths in the VLC-modulated symbols. It also reorganizes the
signal symbols and passes the symbols to the REG and VLC Symbol Demapper, respectively.
Finally, the Viterbi decoder decodes the demodulated bitstream.
This implementation over USRP also has limitations. At the physical layer, we estimate
the channel response and equalize the signals in the frequency domain. However, compared
to commodity WiFi devices, the performance of the RF receiver at the USRP board is
restricted due to the absence of automatic gain control (AGC) which cannot be emulated or
implemented in the GNURadio software. This AGC, instead, shall be further implemented
by customizing the FPGA core in the USRP hardware.
4.6.2 MAC-Layer Implementation
We implemented a complete WiFi MAC layer with functionalities such as carrier sensing and
acknowledgements [38]. However, since the RF signals harvested by USRP have to be sent to
and processed at the host PC, a long delay is incurred at signal transmission and processing.
It is hence difficult to meet the timing requirements of the Distributed Coordination Function
(DCF) in WiFi. To address this challenge, we follow the same method in [38] and use a scaling
factor β(= 5000) to emulate the real WiFi MAC.
vMod can work with any existing rate adaptation algorithms, by providing them contin-
uous choices of link rates to select from. We incorporated two mainstream rate adaptation
algorithms, namely Minstrel [64] and Adaptive Auto Rate Fallback (AARF) [56], into our
implementation to emulate the realistic behaviors of commodity wireless devices in practical
scenarios. Minstrel is widely used in commodity systems based on past statistics of packet
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reception, and has been integrated as part of Linux OS kernel. AARF adaptively adjusts
the link rate based on recent consecutive successes or failures of frame transmissions. This
implementation will also be used in our real-world experiments in Section 4.8.
Our implementation also contains a modified format of WiFi frame. In frame assembly of
WiFi, the number of OFDM symbols and padding bits used for a payload is only determined
by the link rate and payload length, and is independent of payload content. However, this
independency is invalid in vMod because of the usage of VLC. VLC-based modulation brings
uncertainty to the codeword lengths and furthermore the number of OFDM symbols being
used, and this uncertainty is related to payload content. To address this uncertainty, we
insert one additional OFDM symbol, namely V-SIGNAL, between the SIGNAL symbol and
MPDU symbols in a WiFi frame. As shown in Figure 4.8, this symbol carries information
about the number of subcarrier groups and padding bits. It also uses two additional bits,
along with the 4-bit RATE field in the existing SIGNAL symbol, to indicate the link rate
being used. Being similar to SIGNAL symbol, the V-SIGNAL symbol is transmitted in the
lowest link rate. Afterwards, MPDU is transmitted using the actual link rate declared in
V-SIGNAL.
4.7 PERFORMANCE EVALUATION
Built on our implementation in Section 4.6, we evaluate the performance of vMod by com-
paring it with existing WiFi systems and rateless code designs. Our experiment results show
that vMod is effective to fill the gap between existing discrete link rates. We also show
that the communication and computation overhead of vMod is comparable to that of the
existing WiFi, and is up to 10x lower than that of rateless codes. These results, then, ensure
that vMod could be practically utilized to improve the network throughput in various severe
wireless network scenarios.
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(a) Low SNR conditions

















(b) High SNR conditions
Figure 4.9: Packet delivery ratio (PDR) under different channel conditions. The new and
existing link rates are displayed in dotted and solid lines, respectively.
4.7.1 Experiment Setup
We conduct our experiments in a 10m × 10m open space office using two USRP N210
motherboards with UBX-40 RF daughterboards: one USRP continuously transmits 250
frames with random payloads of 300 bits, and another USRP decodes the frames and counts
the ones that are received properly. Due to the MAC scaling factor β, the interval between
two consecutive transmissions is around 0.4 seconds. We tune the channel SNR by adjusting
the USRP Tx Gain between 2 dB and 30 dB, and the maximum Tx power is equivalent to
13 dBm. Each USRP is connected to a Dell desktop PC, which is equipped with an Intel
i5-3475S CPU 2.9GHz and 8GB memory. The communication and computation overheads
of transmission are then measured at the host PCs of both sender and receiver.
We use the same implementations of rateless codes as in Section 4.2. Ideally, the rateless
sender continues to send new data chunks without channel estimation or feedback, until the
receiver successfully decodes the packet. However, when being implemented over GNURadio,
if the receiver misses a data chunk because of failing to detect the packet rather than failing
the packet CRC test, it will prolong the decoding process or even fail. Hence, we set the
receiver to acknowledge reception of chunks in order. The receiver would pause further
reception of chunks till a chunk with correct sequence number is received. Once the receiver
successfully decodes a packet, it sends a ACK FOR PACKET frame to the sender.
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Figure 4.10: Computational overhead
4.7.2 Packet Delivery Ratio
We first evaluate the Packet Delivery Ratio (PDR) of the continuous link rates under dif-
ferent channel SNR conditions. In order to achieve the same level of PDR, a better channel
condition with higher SNR is required for a higher link rate. As shown in Figure 4.9 which
contains cases of both low and high channel SNR conditions, for any given SNR condition,
the PDR of the intermediate continuous link rates always lies between that of their adjacent
existing link rates. The PDRs of both categories of link rates eventually converge to 1 when
the channel SNR condition is sufficiently good.
These results show that vMod is very effective to fill the gap between existing link rates
and hence provides better choices for dynamic channel conditions. For example, when the
channel SNR is 17 dB and the PDR is required to reach 90%, the link rate of 21 Mbps
could be used to replace the existing link rate of 18 Mbps, yielding 16.7% improvement
of throughput. Such improvement of data throughput in practical wireless scenarios with
dynamic channel conditions will be further investigated in Section 4.8.
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4.7.3 Overhead
We evaluate the Tx communication overhead and Rx computation overhead caused by vMod
operations, which also measure the power consumption of vMod as explained in Section 4.2.
The communication overhead at the wireless sender for sending a unit amount of data is
shown in Table 4.2. The results indicate vMod’s overhead is similar to that of WiFi, and
is at least 50% lower than that of rateless codes. The major reason for such overhead
reduction is that vMod constantly puts the RF radio at the wireless sender to idle after
each transmission, instead of keeping the radio alive for sending rateless data chunks. Such
reduction of wireless channel occupancy, in addition, also provide extra channel access to
other concurrent wireless traffic in the same channel.
Table 4.2: Tx communication overhead (us/bit/MHz)
SNR vMod WiFi Strider Spinal
6 0.2043 0.2347 0.5152 0.5500
12 0.1463 0.1603 0.2955 0.3000
24 0.0499 0.0505 0.1591 0.1500
The computation overheads for processing one data frame are shown in Figure 4.10. For
rateless codes, such time is measured until the entire data packet is successfully decoded.
At both sides, the computational overhead of vMod is similar to that of existing WiFi and
remains nearly constant. Comparatively, rateless codes incur up to 10x higher computational
overhead, especially with low SNR, because a rateless receiver needs to continuously decode
incoming data chunks even if many of them are actually corrupt. Due to such processing of
extra data chunks, even when the channel SNR improves to 24 dB, Table 4.3 shows that the
computational overhead of rateless codes is still more than 100% higher than that of vMod.
Less computational complexity of vMod also reduces its requirement on computing power of
digital processing chips.
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Table 4.3: Rx computation overhead (us)
SNR vMod WiFi Strider Spinal
6 486 430.1 1842.9 6074.6
12 560.1 480.2 1436.7 2543.5
24 753.4 635.0 1282.5 1042.4
4.8 REAL-WORLD EXPERIMENTATION
In this section, we further apply our designs into real-world network scenarios with dynamic
channel conditions and commodity rate adaptation approaches. In this way, we evaluate the
improvement of data throughput by vMod. Our experiment results show that vMod outper-
forms rateless codes and improves the WiFi throughput by up to 30% over a narrowband
link, but incurs 95% less overhead than rateless codes. It also retains such throughput in
severe channel conditions with strong interference and channel fading.
4.8.1 Experiment Setup
Without loss of generality, in this section we only evaluate the wireless throughput over a
single narrowband link. Further improvement of throughput in practical scenarios, can be
achieved by either expanding the link bandwidth or employing multiple links at the same
transceiver, and vMod is fully compatible with these techniques. We adopt both Minstrel
and AARF algorithms for link rate adaptation, and conduct our experiments in a 5m× 5m
office with strong multipath fading. The sender and receiver are placed out of line of sight
and 4 meters away from each other.
Similar to Section 4.7, we tune the Tx gain of the USRP sender to emulate different
SNR conditions. To emulate both fast and slow channel SNR variations, we configure the
Tx gain for sending the N -th data frame as A(1 + ρ sin(2πωN)), where ω = 0.1 (i.e. the
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Figure 4.11: vMod’s throughput improvement over existing WiFi with a single narrowband
link






































(a) Varying channel conditions and
link rates of existing WiFi





















(b) Achieved link rates over time


















(c) Achieved link rates over differ-
ent channel SNR
Figure 4.12: Comparison of achieved wireless throughput with existing WiFi and rateless
codes over a single narrowband link. Tx gain is 6 ± 3dB. vMod outperforms Spinal and
Strider by up to 25%, especially when the channel SNR is low. It also incurs much lower
computational overhead compared to Spinal and Strider, as shown in Figure 4.10.
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period of the Tx gain change is 10 frames) and A is the average level of the Tx gain being










} is an indicator of the
channel variation, where a larger ρ indicates a fast fluctuating channel.
4.8.2 Throughput Improvement
As shown in Figure 4.11(a) and 4.11(b), vMod improves WiFi throughput with both AARF
and Minstrel rate adaptation approaches. In AARF, the throughput is improved by up to
30%. As the channel condition becomes better, the throughput improvement decreases and
remains nearly constant 14% when A reaches 18 dB. The figure shows that in lower channel
condition, intermediate link rates can provide more throughput gain. For example, when
in low channel condition, major link rates being used are 6 Mbps and 9 Mbps. When the
channel condition cannot support 9 Mbps but is surplus to support 6 Mbps, an intermediate
link rate of 7.5 Mbps can provide an extra 1.5 Mbps link rate, which is a 25% improvement
compared to 6 Mbps. In higher SNR condition, however, 12 Mbps, 18 Mbps and 24 Mbps are
mainly used and an extra 1.5 Mbps throughput only accounts for at most 12.5% throughput
gain. Similarly, as shown in Figure 4.11(b), such throughput improvement could be further
up to 30% with the Minstrel approach, although the overall throughput is slightly lower than
that of AARF.
Furthermore, we have also compared the throughput achieved by vMod with that of
rateless codes. As shown in Figure 4.12(a), when the Tx gain of the USRP sender is peri-
odically fluctuating between 3 dB and 9 dB, the channel SNR varies accordingly and leads
to different link rates. Nevertheless, under such dynamic channel conditions, Figure 4.12(b)
shows that vMod can always provide a network throughput that exceeds the throughput
achieved by both Strider and Spinal codes. Such advantage over different channel conditions
is further demonstrated by Figure 4.12(c): although rateless codes are not based on link rate
adaptation and also continuously vary the actual link rate with the channel SNR condition,
vMod outperforms their performance by up to 25% under poor channel conditions. The
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Figure 4.13: Stability of channel throughput over dynamic channel conditions
major reason of this advantage is that under such severe scenarios, rateless codes require
transmitting a large amount of data trunks in order to successfully deliver one data packet,
and hence incur extra transmission latency.
On the other hand, when the channel condition improves, although less data trunks are
transmitted in rateless codes, the gap between discrete link rates also increases. Therefore,
the throughput advantage of vMod over rateless codes remains at the same level. In partic-
ular, vMod improves the network throughput with a much lower amount of communication
and computation overhead as shown in Section 4.7.3, and is hence applicable for practical
deployment over the off-the-shelf wireless systems.
4.8.3 Stability of Channel Throughput
In practical wireless network scenarios where the channel SNR fluctuates, Figure 4.12(b)
also shows that corresponding link rate changes over time, and demonstrates that the curve
of link rate fluctuation using vMod is smoother than both the existing WiFi and rateless
code designs. This experimental result, hence, verifies our expectation that continuous link
rates can better accommodate to the momentary channel conditions. Furthermore, we also
calculated the standard deviation of the link rates over the experiment period with different
values of A and ρ that decides the fluctuation of channel condition. The results in Figure
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Figure 4.14: Throughput in an interfered channel
4.13, again, verify the vMod’s advantage in providing more stable throughput over dynamic
channel conditions. In particular, when the channel condition fluctuates faster with a smaller
value of ρ, vMod provides better stability to the WiFi network throughput.
4.8.4 Impact of Channel Interference and Fading
We investigate the anti-interference capability of vMod by adding an interfering source node,
which transmits a 1,500-byte WiFi frame every 0.1 seconds in the same frequency band as
USRP. The throughput degradation caused by such interference is shown in Figure 4.14,
where 8 link rates are employed by the existing WiFi standard and 29 continuous link rates
are employed by vMod as specified in Table 1. When the channel SNR is lower or fluctuates
more quickly, the throughput degradation becomes larger. However, such degradation with
continuous link rates provided by vMod is very close to that with existing coarse-grained
link rates in all channel SNR conditions. This result demonstrates that the adoption of
continuous link rates is suitable in practice and does not impair the capability of WiFi
networks in resisting channel interference.
We also tested the performance of vMod over a frequency selective fading channel, by
passing the generated Tx waveform to a software-defined selective fading channel before
emitting it to the air. The experiment results are shown in Figure 4.15, and demonstrate
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40% and 30% throughput improvement compared to existing WiFi under poor (SNR=6 dB)
and medium (SNR=12 dB) channel condition, respectively. vMod also outperforms rateless
codes under different conditions in such a frequency selective fading channel.
4.9 RELATED WORK
Adaptive Modulation. Our proposed design of vMod is related to existing work on
adaptive modulation, which improves throughput over fading channels by adjusting the
modulation scheme to the instantaneous channel condition [32]. As a representative approach
to adaptive modulation, Trellis Coded Modulation (TCM) [103] introduces intermediate data
rates by combining the modulation procedure with the channel coding and applying different
Trellis codes over the QAM constellation points. However, TCM requires large constellation
diagrams and is rarely used in wireless networks due to the high computational complexity.
Furthermore, TCM is known to be prone to phase ambiguity and hence not suitable to be
used in dynamic wireless scenarios. Other approaches provide more choices of link rates
through constellation diagrams that contain 3 × 2p signal points [73, 57] and have been
extended to the plastic optical fiber communication [100], but can only reduce the gap
between consecutive link rates down to half bit per data symbol. Adjusting the RF transmit
power over fading channel is proposed in [49, 32] so as to maximize the channel throughput.
However, the performance gain is restricted due to the limited levels of RF transmit power
in commodity WiFi devices [22].
Rateless Codes. Rateless codes aim to fully utilize the channel capacity without chan-
nel feedback [90]. Existing designs differ in the way they create continuous streams of encoded
data: Strider [36] builds on a conventional channel code and transmits linear combinations
of conventionally encoded symbols, and Spinal code [76] utilizes a pseudo-random hash func-
tion to produce the sequence of coded symbols. However, as described in Section 4.2, these
designs incur a large amount of extra communication and computation overhead, and are
hence inapplicable to be deployed over resource-constrained wireless devices, particularly
embedded sensors in IoT applications. In addition, new MAC protocols are also needed for
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Figure 4.15: Throughput over fading channel
rateless codes [46], because the transmitter and receiver have to be appropriately coordi-
nated so that the sender can know when the packets are successfully decoded and adjust the
interval of packet transmissions accordingly. Such MAC protocol is, however, incompatible
with any existing wireless network and requires fundamental network redesign. Instead, our
approach is completely compatible with any existing MAC protocol, and does not require
any modification of the network protocol stack.
Wireless Networking. Many techniques have been developed to tackle with wireless
channel fluctuations, improve the throughput and reduce the delay. Such techniques include
multiuser MIMO (MU-MIMO) [95], full-duplex communication [20] and side channels [69],
and have been integrated to recent wireless standards such as LTE, 802.11ac and 802.11ax [6].
Since vMod provides continuous choices of link rates by modifying the channel modulation,
it is independent from most PHY and MAC modules of existing wireless systems. It is fully
compatible with and can be applied to the aforementioned advanced techniques, to further
improve their performance in highly severe application scenarios.
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4.10 DISCUSSION
Compatibility with link rate adaptation. Most rate adaptation algorithms reactively
adapt the link rate according to frame delivery in the past [106]. Others adjust the link rate
based on different channel state indicators, including the signal strength [16], channel state
information (CSI) [63] or effective SNR [40]. Details of packet reception, such as channel
BER [101] and symbol error vectors [85], have also been used. vMod, as a channel modulation
scheme, provides continuous choices to link rate adaptation and is hence compatible with
any link rate adaptation algorithm. It does not require any modification to existing rate
adaptation algorithms, either.
Variable-length codewords based on Huffman code. Huffman code in this chapter
is exploited to construct the variable-length codewords from existing fixed-length codewords
in QAM modulations. As described in Section 4.4, the completeness and optimality of
Huffman code in vMod are ensured by the constitution of such variable-length codewords and
the corresponding continuous link rates. In particular, multiple codeword lengths provide
more choices of continuous link rates, but also increase the complexity of demodulation,
because the number of each type of codeword being used must be explicitly notified to the
receiver for correct demodulation.
Accuracy in VLC-based demodulation. The accuracy of VLC-based demodulation
is decided by two major factors: i) the accuracy of symbol recognition, and ii) the capa-
bility of error correction over the Hamming code being used. Symbol recognition requires
detectable distance between constellation points from the regular QAM diagram and the
new vMod diagram. As channel SNR improves, denser constellation diagrams are used and
hence reduce such distance. However, the higher SNR also suppresses channel noise and
achieves higher accuracy of symbol detection. Hence, the dependency of Hamming code on
successful decoding varies across different levels of channel SNR. We found that a revised
(8,4,4) Hamming code meets the requirements of any constellation diagram smaller than
64-QAM. We refer exploration of such accuracy in higher-order constellation diagrams as
future work.
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I/Q imbalance in vMod. The power efficiency and demodulation of vMod could also
be affected by the heterogeneous I/Q imbalance caused by the asymmetry of the proposed
constellation diagrams. However, in practice, such I/Q imbalance is usually calibrated by
manufacturers according to the IEEE standard [1], before the wireless system has been
released to market. The impact of such I/Q imbalance at run-time, hence, can be efficiently
eliminated by the RF frontend of wireless, before the received wireless symbols are being
demodulated in the digital logic.
4.11 CHAPTER SUMMARY
In this chapter, we present a lightweight solution towards maximum wireless throughput
for IoT, by transforming the choices for link rate adaptation from discrete to continuous.
Our design builds on the variable-length code (VLC) that conveys a fractional number of
data bits in each symbol. We implemented and evaluated our design over practical SDR




This dissertation focuses on reducing the wireless network delay for real-time traffic, by
exploring the wireless channel SNR margin in the wireless channel, i.e., the difference between
the instant channel SNR and the minimum channel SNR that is required to support the data
rate being used. SNR margin is intrinsic to the rate adaptation approaches due to their effort
in avoiding costly retransmissions. By only exploring a small portion of the SNR margin,
i.e., injecting certain pattern of interference to the existing transmission (main channel), we
build extra side channels that operate concurrently with the main channel hence greatly
reducing the network latency.
In Chapter 2, we conduct experiments to measure the actual amount of SNR margin that
exists in the IEEE802.11a standard. Based on the measured value of the SNR margin and the
multi-carrier property of the OFDM modulation, a side channel is built up which encodes
information as the patterns of the energy erasure over OFDM subcarriers. By actively
interfering with the generated main channel signals from the same device, the side channel
reduces the network queuing delay by allowing low-latency traffic to transmit concurrently
with the outgoing traffic from the same device. Experiments over both the SDR platforms
and FPGA based hardware platform demonstrate the effectiveness of the side channel in
reducing the data transmission latency and providing a data throughput higher than 1
Mbps, with minimum impact on the performance and cost of the main wireless channel.
In Chapter 3, we extended our research to enable multiple IoT devices to share the
same occupied spectrum concurrently, so as to reduce their wireless channel access delay due
to CSMA mechanism. In order to achieve this, we dynamically allocate the subcarriers of
the side channel to different devices with respect to their real-time traffic demands, which
would not interfere others due to the orthogonality of the OFDM subcarriers. A real-time
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signal processing module is proposed to demodulate the side channel that utilizes the asyn-
chrony between the main channel and the side channel for precise side channel demodulation.
Furthermore, the transmit power of the side channel is adaptively controlled to limit extra
interference incurred. Experiment results demonstrate that EasyPass’s capability in restrain-
ing the wireless latency within 10ms regardless of traffic patterns in the main channel, and
its scalability that can support up to 13 IoT devices.
Different from Chapter 2 and Chapter 3, Chapter 4 indirectly reduces the network de-
lay for IoT devices by improving the network throughput. A lightweight solution towards
maximum wireless throughput for IoT is proposed which transforms the choices for link rate
adaptation from discrete to continuous. The key idea of vMod is to modulate a fractional
number of data bits into each symbol by employing the Variable-Length Code (VLC), which
is able to statistically yield any link rate. Our design builds on the variable-length code
(VLC) that conveys a fractional number of data bits in each symbol. We implemented and
evaluated our design over practical SDR platforms, and show that vMod greatly improves
the wireless throughput with negligible overhead.
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