We study the q-Clifford algebras Cl q 2 (N, c 2 ), called FRT-Clifford algebras, introduced by Faddeev, Reshetikhin and Takhtajan. It is shown that Cl q 2 (N, c 2 ) acts on the q-exterior algebra Λ(O N q 2 ). Moreover, explicit formulas for the embedding of U q 2 (so N ) into Cl q 2 (N, c 2 ) and its relation to the vector and spin representations of U q 2 (so N ) are given and proved.
Introduction
The theory of spinors gives one of the most powerful structures in differential geometry and theoretical physics. Its origin can be traced back to works of Cartan, Dirac, Brauer and Weyl. On the other hand, quantum groups and quantum spaces appeared in the eighties as quantized algebras of functions on complex manifolds. Because of their close relation to Lie groups and homogeneous spaces one can ask whether one can develop a spin geometry of quantum spaces. In the last years there were made several attempts in this direction. Quantum Clifford algebras are introduced and studied for instance in [11] , [4] , [10] , [1] , [9] .
In [19] Woronowicz presented a theory of covariant differential calculus over Hopf algebras. Using this or related theories quantum Clifford algebras and spinors are defined and investigated by many authors, see [8] , [6] , [7] , [2] , [14] . The approach of Woronowicz causes two important facts which are absent in the classical situation. First, in general there exists no canonical differential calculus on a given quantum space. Given a differential calculus, the corresponding external algebra of differential forms depends extremely on the algebra of functions and on the first order calculus. Secondly, because of the noncommutative structure defining properties of a metric tensor are much more restrictive than in the commutative situation. Hence the varieties of Clifford algebras and spinors in the classical and quantum setting are very different.
Exterior algebras Λ(O N q 2 ) of the quantum Euclidean space O q 2 (N) are introduced in [8] , [17] and [12] . They naturally appeared in [5] and [18] where the higher order calculi of the coordinate algebra of the quantum Euclidean space and the quantum Euclidean sphere, respectively, were examined. The corresponding quantum Clifford algebras, called FRT-Clifford algebras, are defined in [8] and analyzed in [6] . The aim of this paper is to prove further results on FRT-Clifford algebras and to present elementary methods for the dealing with these objects. We construct spin representations of U q 2 (so N ) using FRT-Clifford algebras. Related quantum spin bundles on quantum spaces will be examined in a forthcoming paper.
In Section 2 the definition of the FRT-Clifford algebra Cl q 2 (N, c 2 ) is recalled.
In Theorem 1 we prove that the algebra Cl q 2 (N, c 2 ) has a representation over the quantum exterior algebra Λ(O N q 2 ). Elementary proofs of the semisimplicity of the algebras Cl q 2 (N, c 2 ) are given. Canonical minimal left-and right-ideals of Cl q 2 (N, c 2 ) are introduced. In Section 3 we formulate and give the proof of two theorems. In Theorem 8 an algebra map π from U q 2 (so N ) to Cl q 2 (N, c 2 ) is given.
In Theorem 9 invariance of the vector space of generators of Cl q 2 (N, c 2 ) under the adjoint action of π(U q 2 (so N )) is proved. Further, the spin representations of U q 2 (so N ) are realized on the canonical left ideal of Cl q 2 (N, c 2 ).
For the set of nonzero real and complex numbers we take the symbols R × and C × , respectively. Throughout we use Einsteins convention to sum over repeated indices. We write δ 
We use the definition of the Birman-Wenzl-Murakami algebra BWM(q N −1 , q) k with 2k − 2 generators g i , e i , i = 1, 2, . . . , k − 1, given in [3] , in the notation of [15] . The vector space of intertwiners of corepresentations v, v ′ of the coordinate Hopf algebra O(O q 2 (N)) of the quantum group O q 2 (N) is denoted by Mor(v, v ′ ).
Let u denote the fundamental (vector) corepresentation of O(O q 2 (N)). For the generators of Mor(u ⊗ u, u ⊗ u), Mor(1, u ⊗ u) and Mor(u ⊗ u, 1) we use the following symbols in the graphical calculus (see [5] ):
The FRT-Clifford algebras
Let q be a nonzero complex number, q m = 1 for all m ∈ N. We set [2] = q + q −1 andq = q − q −1 . Let N ∈ N, N ≥ 3, and n ∈ N such that N = 2n + ǫ, ǫ ∈ {0, 1}.
In the sequel we frequently use the following standard notation forR-matrices corresponding to orthogonal quantum groups O q 2 (N), cf. [8, Subsect. 1.4] .
where δ i<l = 1 if i < l and δ i<l = 0 otherwise. Let c 2 ∈ R × . By Definition 13 in [8] the quantum Clifford algebra Cl
is the complex unital algebra generated by the elements γ i , i = 1, . . . , N, and relations
The factor in the last relation is choosen in such a way that formulas in the sequel become more simple. The explicit form of the relations of Cl q 2 (N, c 2 ) can be computed similarly to the proof of Proposition 9.14 in [16] . We obtain
It is easy to see that the mapping γ i → cγ i defines an algebra isomorphism Cl q 2 (N, c 2 ) → Cl q 2 (N, 1). In contrast, the choice c = 0 leads to the q-exterior algebra Λ(O N q 2 ) which has been studied for instance in [8] , [17] or [12, Sect. 5] . The algebra Cl q 2 (N, c
2 ) obeys a Z 2 -grading ∂ 0 given by ∂ 0 (γ i ) = 1 for all i = 1, . . . , N. The components of even and odd degree are denoted by Cl
and Cl
Let α i , i = 1, . . . , N, be nonzero complex numbers such that α i α i ′ = 1. From (4) it follows that the mapping γ i → α i γ i defines an algebra isomorphism of Cl q 2 (N, c 2 ). Moreover, there exists an algebra antiautomorphism τ of Cl q 2 (N, c 2 )
given by τ (γ i ) = γ i ′ . This antiautomorphism as well as its compose with any of the above automorphisms has order two. Let V denote the complex vector space with basis {γ i | i = 1, . . . , N} and let V ⊗k , k ≥ 1, be the k-fold tensor product V ⊗ V ⊗ · · · ⊗ V . We write
If no confusion can arise we will identify elements of the algebra BWM(q 2N −2 , q 2 ) k+1 with their images under the representation ϕ.
In [15] , formulas (19) and (20), the elements d
were introduced.
Using (5) the unique antisymmetrizer A k+1 of BWM(q 2N −2 , q 2 ) k+1 is constructed.
Recall that
. . , m) and (5) we conclude that
We use the symbol V ∧k for the vector space
V ∧k as vector spaces and the multiplication ∧ corresponds to the tensor product in V ⊗ .
Let g : V ⊗V → C denote the linear mapping given by the formula g(
. Inspired by the methods presented in [13] and [2] , let us define contraction mappings ·, · :
Indeed, by the definition of the contraction mapping we get
On the other hand, the last line of the above equation can also be written in the form
Suppose now that A k ρ k = 0. Then ρ k is a linear combination of elements ξ 0 := ξ
loss of generality we can assume thatRξ = rξ with r = q 2 or r = q −2N +2 . This means that ξ is an element of the image of the projector P + or P 0 , respectively. For such elements we easily obtain
Since q is not a root of unity, we obtain A l−k ξ 0 , ρ
Proof. Since ·, · is a well-defined mapping from V ⊗ V ∧m to V ∧m−1 , we only have to show that the definition (8) is compatible with the relations (3) of Cl q 2 (N, c 2 ). Suppose that m = 0. Then
which proves the compatibility with the second equation of (3) for m = 0. Now consider the case m ≥ 1. Then we get 
Now in the second summand we replace A m+1 by the second line of (6) . Then for a ij = C ij the expression ( * ) becomes
which proves the compatibility of ⊲ with the last relation in (3). Setting
where
Proof. From the explicit form (4) of the generating relations of the algebra Cl q 2 (N, c
2 ) we conclude that the elements γ I N span the vector space Cl q 2 (N, c 2 ).
To prove that they form a basis we use Theorem 1. Suppose that there is an element ρ =
This is a contradiction to the definition of j max .
Proof. By Proposition 2 the set
forms a vector space basis of the algebra Cl q 2 (2n + ǫ, c 2 ). From this fact and the first line in (4) we conclude that Cl q 2 (N, c 2 ) is generated as an algebra by the set of its elements
Now the commutativity of these generators follows immediately from the equations in the first line of (4).
The following proposition, as well as Proposition 6 was proved in [6] using representation theory of U q 2 (so N ). Here we give an elementary proof.
Proof. Let I = {0} be a two-sided ideal of Cl q 2 (2n, c 2 ). We prove that
. First it will be shown by induction that ( * ) for all j ∈ {1, 2, . . . , n} there exists
For j = 1 this only means that there exists a nonzero ρ 1 ∈ I. Further, from (4) we obtain
If γ j ρ j = 0 then Proposition 2 gives λ I N = 0 for all I N with i j = 0. Hence ρ j+1 := ρ j fulfills our hypothesis ( * ) for j + 1. Otherwise γ j ρ j = 0 and the element ρ j+1 := γ j ρ j satisfies ( * ) for j + 1. By induction it follows that ( * ) is valid for j = n + 1. Now we prove by induction that ( * * ) for all j ∈ {1, 2, . . . , n} there exists
By ( * ) this is true for j = 1. Further, we obtain
If ρ j γ j ′ = 0 then Proposition 2 implies λ I N = 0 whenever i j ′ = 0. Hence ρ j+1 := ρ j satisfies ( * * ). Otherwise ρ j+1 := ρ j γ j ′ = 0 and it fulfills ( * * ). By induction we get ( * * ) for j = n + 1. This means that γ 1 γ 2 · · · γ N ∈ I. Now we prove by induction that γ 1 γ 2 · · · γ j ′ ∈ I for j ≤ n + 1. Indeed, this is true for j = 1. Further, from (4) and j ≤ n we get
This means that γ 1 γ 2 · · · γ n ∈ I. Finally, we prove by inverse induction on j that ρ j := γ 1 γ 2 · · · γ j ∈ I for j = n, n − 1, . . . , 0. This is true for j = n. Of course, then ρ j γ j ′ ∈ I. On the other hand,
Hence ρ j−1 ∈ I. For j = 0 we get ρ 0 = 1 ∈ I and hence I = Cl q 2 (N, c 2 ).
For N = 2n + 1 let I + and I − denote the two-sided ideal of Cl q 2 (N, c 2 ) generated by the element ρ + and ρ − , respectively, where
Proposition 6. The algebra Cl q 2 (2n + 1, c 2 ) is semisimple and splits into the direct sum of the two simple ideals I + and
Proof. Let I = {0} be a two-sided ideal of Cl q 2 (2n + 1, c 2 ). Similarly to the first part of the proof of Proposition 5 one can show that there exist complex num-
Multiplying ρ by (−q −2 ) n γ n+1 from the left we obtain that
belongs to I. If ρ and ρ ′ are linearly independent then I contains both I + and
and I contains at least one of the ideals I + and I − . Assume I η ⊂ I with η = + or η = −. Since Cl q 2 (2n+1, c 2 ) is a finite dimensional algebra over C, its radical is nilpotent. Suppose that I η is contained in the radical of Cl q 2 (2n + 1, c 2 ). Then ρ η has to be nilpotent. Let us determine ρ 2 η . First, for j = 1, . . . , n we compute
Further,
This yields
and hence ρ 2 η = 2ηc 2n+1 q n(n+1) [2] n ρ η . Therefore ρ η is not nilpotent. The only possibility is that the radical is {0} and hence Cl q 2 (N, c 2 ) is semisimple.
is not simple and
Hence Cl q 2 (2n + 1, c 2 ) = I + ⊕ I − . Then the fact that each nontrivial simple ideal contains I + or I − in turn implies that both I + and I − are simple ideals. Moreover, since the mapping γ i → γ i , i = n+ 1, γ n+1 → −γ n+1 defines an algebra isomorphism of Cl q 2 (2n + 1, c 2 ) and maps I + to I − , both ideals have the same dimension.
For N = 2n + 1 let ν ∈ {1, −1} and for N = 2n let ν = 1. Let ϕ
Proof. By definition the given elements belong to the left ideal I ν L . On the other hand, the equations (4) Similarly there exist canonical minimal right ideals
3 Spin representations of U q 2 (so N )
Let N ∈ N, N ≥ 3, N = 2n + ǫ, where n ∈ N and ǫ ∈ {0, 1}. If not otherwise stated we use the conventions in [16] . However we set
where d i = 2 for i < n and d n = 2 − ǫ. In [16] the algebra U q 2 (so N ) is defined by the generators E i , F i , K i and K
−1
i , i = 1, 2, . . . , n, and relations
i, j = 1, 2, . . . , n, where
, and
is defined in the same way as m p but everywhere q 2 has to be replaced by q.
By [16, Proposition 6.5] there exists a unique Hopf algebra structure on U q 2 (so N ) with coproduct ∆, counit ε and antipode S such that
for i = 1, 2, . . . , n. For i = 1, 2, . . . , n and j = 1, 2, . . . , N set
Observe that λ i,j λ i,j ′ = 1 for all i, j and
From [16, Section 8.4 .1] we recall the formulas for the vector representation T 1 of U q 2 (so N ) with highest weight (1 + δ N 3 , 0, . . . , 0) and highest weight vector e N = γ N with respect to the simple roots α 1 , α 2 , . . . , α n .
Here we used the notation q
. . , n, and E k,l , k, l = 1, 2, . . . , N, are the matrix units. The aim of this section is to prove the following theorems.
Theorem 8. There exists an algebra map
π(
for i = 1, 2, . . . , n − 1,
for N = 2n + 1 and
for N = 2n.
Theorem 9. (i) The vector space
is invariant under the left adjoint action π ad :
The representation π ad : U q 2 (so N ) → End(V ) of U q 2 (so N ) is isomorphic to the vector representation with highest weight (1 + δ N 3 , 0, . . . , 0) and highest weight vector γ N .
(ii) For N = 2n + 1 both mappings 
, is isomorphic to the spin representation of U q 2 (so 2n ) with highest weight (0, 0, . . . , 0, 0, 1)  and (0, 0, . . . , 0, 1, 0) and highest weight vector ϕ In order to prove these assertions we have to study the structure of Cl q 2 (N, c 2 )
in more detail. Further, γ j = 0 and J γ j = 0 imply 1 / ∈ J and therefore J = Cl q 2 (N, c 2 ). By Propositions 5 and 6 we conclude that N = 2n + 1 and J = I η , η ∈ {+, −}. The relation ρ η ∈ J and equation (12) give ρ := γ 1 γ 2 · · · γ n (ηc + γ n+1 ) ∈ J . Hence ργ j = 0 implies j ≤ n. Applying the algebra antiautomorphism τ to (12), from τ (ρ η ) = ρ η , τ (I η ) = I η we get ρ ′ := (ηc + γ n+1 )γ n+2 γ n+3 · · · γ N ∈ J . Now ρ ′ γ j = 0 is fulfilled only for j ≥ n + 2. This is a contradiction. Proof. There exist unique elements z (r) ∈ Cl q 2 (N, c 2 ), r = −1, 0, 1, such that ∂ k (z (r) ) = r and z = z (−1) + z (0) + z (1) . The action of the algebra automorphism
. . , N, and its square on the equation
Together with zγ k = µγ k z we obtain z (r) γ k = µγ k z (r) for r = −1, 0, 1. Similarly,
By Proposition 2, z (−1) can uniquely be written as z
Let us fix a multiindex J N in the set of those I N for which λ I N = 0 and the sum j 1 + · · · + j k−1 is minimal, say m. Consider the element
Since γ 2 k = 0, the second summand vanishes. Using the relations (4) the first summand becomes
Since γ 2 k = 0, the first summand inside the large brackets vanishes for all I N . Recall that if i k = 0 and i k ′ = 1 then i 1 + i 2 + . . . + i k−1 ≥ m. Hence for the number of factors γ t , 1 ≤ t < k, in the second expression inside of the brackets we obtain
This means that these summands are zero as well. Therefore we are left with
with well-defined integer numbers n(I N , J N ). The appearing nonzero summands are linearly independent because of Proposition 2. Then z
implies that the above sum must be zero. In particular the summand for I N = J N is zero if and only if λ J N = 0 which is a contradiction. Hence z (−1) = 0.
Observe that ∂ k (τ (z (r) )) = −r and
Replacing µ by (µ ′ ) −1 and z (−1) by τ (z (1) ) in the above proof, we obtain τ (z 
Proof. From Lemma 11 we conclude that ∂ k (z) = 0 for all k = 1, 2, . . . , n. Hence τ (z) = z. The equations µ k γ k z − zγ k = 0 and (38) give
Since zγ k = 0 by Lemma 10, we get µ k µ k ′ = 1. Finally, if N = 2n + 1 then the elements z and γ n+1 commute by Proposition 4.
Then the following assertions are equivalent:
Proof. Applying the algebra antiautomorphism τ of Cl q 2 (N, c 2 ) to the second equation of (i) and using τ 2 = id the conclusion (i)→(iii) follows immediately from Lemma 11. For the proof of (iii)→(ii) we take the sequence of equations
where the equations of (iii) for i = j, j − 1, . . . , 2, 1 and z ′ = z, τ (z) are used.
We have to prove (ii)→(i). Suppose that z ∈ Cl q 2 (N, c 2 ), z = 0, fulfills (ii).
We prove by induction that zγ i = µ i γ i z and τ (z)γ i = µ i γ i τ (z) for i = 1, 2, . . . , k.
Our induction assumptions are the equations in (ii) for fixed i := m < k and the equations zγ j = µ j γ j z, zγ j ′ = µ 
. . , m−1 by inverse induction on j. For j = m−1 this is the induction hypothesis and for j = 0 the equation we want to prove. For the induction step we use the formula zγ j ′ = µ −1 j γ j ′ z which is known since j < m. By (4) we compute
Changing the role of z and τ (z) the remaining assertion τ (z)γ m = µ m γ m τ (z) can be shown in the same way.
Taking Lemma 10 and Lemma 12 into account we define complex vector spaces
and
Similarly to the proof of Lemma 11 one can show that Z µ N splits into the direct sum Z 
Proof. The only if part of the lemma follows from Lemma 11 and the definition of Z µ N . On the other hand, suppose that ∂ k (z) = 0 and γ 1 γ 2 · · · γ k−1 (zγ k − µ k γ k z) = 0 for all k = 1, 2, . . . , n. Then τ (z) = z and hence we can apply Lemma 13(iii)→(i) with k = n. This means zγ i = µ i γ i z and zγ i ′ = µ −1 i γ i ′ z. The remaining assertion zγ n+1 = γ n+1 z follows from {z, γ n+1 } ⊂ Cl q 2 (2n + 1, c 2 ) and Proposition 4.
2n+1 are one-dimensional and generated by the element
2n+1 .
satisfy the equations z 0 γ i = −γ i z 0 and z 1 γ i = γ i z 1 , respectively, for all i = 1, 2, . . . , N. Moreover, they are unique with this property up to a scalar factor.
Proof of the proposition. Let z ∈ Z µ,η N , z = 0. We use Lemma 14 to determine the explicit form of z. The requirement ∂ k (z) = 0 for all k = 1, 2, . . . , n is equivalent to the fact that z takes the form
If I n is a multiindex with i k = 0 for some k ∈ {1, 2, . . . , n}, then let I k n denote the multiindex (j 1 , j 2 , . . . , j n ) such that j l = i l + δ lk , l = 1, 2, . . . , n. Let us compute the left hand side of the remaining equations in Lemma 14. By (4) we obtain
By Proposition 2 the summands with nonzero coefficient in the last expression are linearly independent. Hence γ 1 γ 2 · · · γ k−1 (zγ k − µ k γ k z) = 0 if and only if
for all k = 1, 2, . . . , n. This yields z ∈ Cz µ,η .
Recall the definition of z 0 and z 1 in Corollary 16.
Proof. By definition z ǫ is a ∂ 0 -homogeneous element in Cl q 2 (2n+ǫ, c 2 ). Hence Now we turn to the proofs of Theorem 8 and Theorem 9. Therein the following lemma plays a crucial role.
2 ) given by the expression at the right of π(f ) in Theorem 8.
Then the elementsf satisfy the following equations in Cl q 2 (N, c 2 ):
for all i = 1, 2, . . . , n and k = 1, 2, . . . , n − 1, where
Proof. Equation (46) follows in turn from Proposition 15. Observe that by
) for all i = 1, 2, . . . , n. Moreover, applying τ to the equations (47), (48), (49) and (50) we obtain the formulas (48), (47), (50) and (49), respectively, for j ′ instead of j. Therefore it suffices to show (47)- (50) for j ≤ j ′ . Let us prove (47) and (48). The proof of the equations (49) and (50) can be treated similarly.
If j ∈ {k + 2, k + 3, . . . , n + ǫ} thenF k γ j = γ jFk and
there are no summands containing factors γ l , k + 1 < l < k ′ − 1. Moreover, in each summand there are as many factors γ l ,
From this and the first line of (4) it follows that each summand ofF k and of
k commutes with γ j . If j < k then we use Lemma 13(i)⇔(iii) with (µ 1 , µ 2 , . . . , µ j ) = (1, 1, . . . , 1).
The last expression vanishes because of λ I
c 2 q N +1−2j [2] for those coefficients λ In ofF k for which i l = 0 for l ≤ j and l ≥ k.
Similarly one proves
Hence, by Lemma 13 we get (47) and (48) for j < k.
In a completely similar way one checks that
Multiplying these equations from the left and from the right by γ j ′ , j = k − 1, k − 2, . . . , 1, respectively, using (47) and (48) for j > k ′ , and taking the appropriate linear combination of the resulting expressions, one can successively cancel the leading factors γ j , j = k − 1, k − 2, . . . , 1 in (51). This proves (47) for j = k and (48) for j = k + 1.
Finally, by definition we have
This and Proposition 2 imply that (47) and (48) are fulfilled for j = k + 1 and j = k, respectively.
Proof of Theorem 8. We have to check that π maps all relations (13)-(17) of U q 2 (so N ) to zero. Instead of this we prove that the corresponding equivalent relations, where the elements
and F i are involved, are mapped to zero by π.
Since π(K i ) and π(K 
This means λ = λ ′ = 0 and hence equation (13) is compatible with π.
The compatibility of equations (14) (the first has to be multiplied by K −1 j ) with π follows from (46) and (23).
Since
. . , n. By Proposition 2 this means that π(E i ) 2 = 0 for all i = 1, 2, . . . , n.
Further, ∂ i+1 (π(E i )) = 1 for i ≤ n − 1 and
This proves that (16) is compatible with π for a ij < 0. By similar arguments we obtain the same for (17).
Finally we have to prove compatibility of the relations (15) for all i, j = 1, 2, . . . , n and (16), (17) for a ij = 0 with π. In order to do this we recall from equations (47)-(50) that there exist complex numbersâ i )γ j = a l ij γ l , T 1 (F k )γ j =b l kj γ l and T 1 (K k )γ j = λ k,j γ j for all i, k = 1, 2, . . . , n and j = 1, 2, . . . , N. Since 
we obtain . This proves the theorem.
