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THE STRONG SPECTRAL PROPERTY FOR GRAPHS
JEPHIAN C.-H. LIN, POLONA OBLAK, AND HELENA SˇMIGOC
ABSTRACT. We introduce the set GSSP of all simple graphs G
with the property that each symmetric matrix correspond-
ing to a graph G ∈ GSSP has the strong spectral property.
We find several families of graphs in GSSP and, in particu-
lar, characterise the trees in GSSP.
1. INTRODUCTION
Let G = (V (G), E(G)) be an undirected simple graph. Define
S(G) to be the set of all real symmetric n×n matrices A = [aij]
such that aij 6= 0 if and only if {i, j} ∈ E(G), with no restriction
on the diagonal entries of A. The inverse eigenvalue problem of
a graph (IEPG) aims to find all possible spectra of matrices in
S(G). The problem exposes the relations between graphs and
matrices, and is motivated by theory of vibrations; see [15]
and the references therein. The study of the IEPG has been
an active area of research [6–8,12–14] that motivated several
related questions on the spectral properties of matrices with
a given pattern, such as the minimum rank problem [13,16],
and the problem on the minimum number of distinct eigen-
values [1,5,17].
Strong properties are one of the most powerful tools in the
study of the IEPG. The strong Arnold property is the first
strong property that was introduced [10,11], and it appeared
in the definition of the Colin de Verdie`re parameter µ(G) as
a non-degenerate condition that allows a matrix to be per-
turbed slightly without changing its rank. In [5,6] the strong
multiplicity property (the SMP) and the strong spectral prop-
erty (the SSP) were defined. Those properties allow a matrix to
be perturbed slightly without changing its ordered multiplicity
list and its spectrum.
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Whether a matrix has the strong properties depends on the
entries of the matrix. However, in some special cases the pat-
tern conditions coming from the graph are enough to guaran-
tee a strong property of a matrix. This paper aims to identify
those special cases, i.e. those graphs for which all matrices in
S(G) have the strong spectral property. We will give a more
concise formulation of this question, as well as some further
background to the problem, after we establish some notation.
1.1. Strong Properties. The family of all real symmetric ma-
trices of order n × n will be denoted by Sn(R). Suppose that a
matrix A ∈ Sn(R) has eigenvalues
λ1 < λ2 < · · · < λq
with multiplicities m1, m2, . . . , mq. The spectrum of A is the
set of all eigenvalues (counting multiplicities) of A and the
ordered multiplicity list of A is defined to be the sequence
m(A) = (m1, m2, . . . , mq).
By In and 0n we denote the identity and the zero matrix in
Sn(R), respectively. For matrices A and B of the same order,
we denote their entrywise product by A◦B, and their commu-
tator by [A,B] = AB −BA.
The following notions for a symmetric matrix A were defined
in [6,11]:
• A has the strong spectral property (the SSP) if the only
symmetric matrix X satisfying
A ◦X = I ◦X = 0 and [A,X ] = 0
is the zero matrix.
• A has the strong multiplicity property (the SMP) if the
only symmetric matrix X satisfying
A ◦X = I ◦X = 0, [A,X ] = 0 and tr(AiX) = 0
for i = 2, 3, . . . , q(A), is the zero matrix.
• A has the strong Arnold property (the SAP) if the only
symmetric matrix X satisfying
A ◦X = I ◦X = 0 and AX = 0
is the zero matrix.
By definition, the SSP implies the SMP, and the SMP implies
the SAP.
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The SSP and the SMP have already been exploited in sev-
eral papers [2–6, 9, 17–21]. To illustrate the value of those
properties, we highlight the following results from [6]:
• If A ∈ S(G) has the SSP and G is a spanning sub-
graph of H, then there exists B ∈ S(H) with the SSP
and σ(A) = σ(B).
• If A ∈ S(G) has the SMP and G is a spanning subgraph
of H, then there exists B ∈ S(H) with the SMP and
m(A) = m(B).
A natural question, motivated by the results above, is to find
ways to produce matrices with the strong properties. Clearly,
whether a matrix has any of the strong properties depends on
the entries of the matrix, not only on its pattern. However, in
some very special cases, a strong property may be apparent
from the pattern of the matrix. (As a trivial example, any
matrix A ∈ S(Kn) has the SSP.)
Some work in this direction has been done on the SAP.
Schrijver and Sevenster [20] showed that if G is a 4-connected
flat graph and A is a nonpositive matrix in S(G) with exactly
one negative eigenvalue, then A has the SAP. Lin [18] showed
that if a graph G has the combinatorial property ZSAP(G) = 0,
then every matrix in S(G) has the SAP. In this manuscript we
aim to extend this investigation to the SMP and most notably
to the SSP.
With this question in mind, we define GSSP to be the set of
all graphs G such that all matrices A ∈ S(G) have the SSP.
The sets GSMP and GSAP are defined in a similar way. Note that
GSSP ⊆ GSMP ⊆ GSAP.
Our paper offers several methods to determine the strong
spectral property from the structure of a graph, or equiva-
lently, to find graphs in GSSP. Section 2 lists some results that
allow us to identify graphs that do not have the strong spectral
property. In Section 3 we develop several methods that give
sufficient conditions for a graph to be in GSSP. In Section 4,
the characterization of trees in GSSP is provided. Finally, a se-
lection of further examples of graphs in GSSP (or not in GSSP) is
given in Section 5.
1.2. Notation. At this point we will establish some basic no-
tation concerning graphs. For a graph G = (V (G), E(G)) we
denote its order by |G| = |V (G)|. We say that two distinct
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vertices x, y ∈ V (G) are adjacent in G if {x, y} ∈ E(G). A se-
quence of k edges {x0, x1}, {x1, x2}, . . . , {xk−1, xk} from E(G) with
x1, . . . , xk all distinct is called a path of length k in G between
the vertices x0 and xk. The distance between two vertices in
a graph G is the length (the number of edges) of the shortest
path in G between them. By NG[v] we denote the closed neigh-
bourhood of vertex v ∈ G, i.e. the set of all vertices in G at
distance at most 1 from v. For W ⊆ V (G), let G[W ] denote the
induced subgraph of G on vertices W .
We will use standard notation for the most common families
of graphs. Therefore, Kn will denote the complete graph on n
vertices, and Km,n is the complete bipartite graph whose two
parts havem and n vertices, respectively. Furthermore, Pn will
denote the path on n vertices, and Cn the cycle on n vertices.
There are several established operations on graphs. Here
we list the ones that we will meet in this paper.
• The complement Gc of a graph G is the graph on vertices
V (G) such that two distinct vertices are adjacent in Gc
if and only if they are not adjacent in G.
• The r-th power of G, denoted as Gr, is the graph ob-
tained from G by adding every pair {i, j} at a distance
at most r in G as an edge.
• The r-th strong power of G, denoted as G(r), is the graph
obtained from G by adding every pair {i, j} at a distance
r in G as an edge.
• The join G ∨ H of G and H is the graph union G ∪ H
together with all the possible edges joining the vertices
in G to the vertices in H.
• The tensor product of two graphs is defined in the fol-
lowing way: G×H = (V (G×H), E(G×H)), where V (G×
H) = V (G) × V (H) and ((u, u′), (v, v′)) ∈ E(G × H) if and
only if (u, v) ∈ E(G) and (u′, v′) ∈ E(H).
• If V (G) = {v1, . . . , vn}, then the corona graph G ⊙ H of
graphs G and H is defined as the graph obtained by
taking n copies of H and for each i adding edges be-
tween the i-th vertex vi of G to each vertex of the i-th
copy of H.
• If G and H are graphs with V (H) = V (G) and E(G) =
E(H)∪ {e1, . . . , ek}, we write G = H + {e1, . . . , ek}. If k = 1,
we abbreviate this notation to G = H + e1.
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By Eij we will denote the 0-1 matrix with the only nonzero
element in the (i, j)-th position, where the size of the matrix
will be clear from the context.
If A = (aij) ∈ Rm×n and B ∈ Rp×q, then the tensor or the
Kronecker product A ⊗ B of matrices A and B is the mp × nq
block matrix, with the (i, j)-th block equal to aijB.
The adjacency matrix of a graph G is the matrix A ∈ S(G)
defined by
Aij =
{
1, {i, j} ∈ E(G),
0, {i, j} /∈ E(G) or i = j.
Note that the adjacency matrix of a tensor product of graphs
is the tensor product of their adjacency matrices.
Let S0(G) be the set of matrices with zero diagonal entries
in the closure of S(G); that is, S0(G) are those real symmetric
n × n matrices whose (i, j)-entry is zero whenever i = j or
{i, j} /∈ E(G).
For a matrix A ∈ Sn(R), let q(A) be the number of distinct
eigenvalues of A. For a graph G, the minimum number of dis-
tinct eigenvalues of G is defined as
q(G) = min{q(A) : A ∈ S(G)}.
2. CONDITIONS FOR GRAPHS NOT TO BE IN GSSP
The condition G ∈ GSSP is very restrictive, and as one would
expect, most graphs are not contained in GSSP. In this section
we give some general results that imply G /∈ GSSP. Our first
example shows that any regular graph G, not equal to Kn, is
not contained in GSSP.
Example 2.1. Let G 6= Kn be a regular graph, A ∈ S(G) be
the adjacency matrix of G, J be the n× n all-ones matrix, and
X = J − A− In. Since G is a regular graph, we have AJ = JA.
Now it is straightforward to check that X is a nonzero matrix
satisfying: A ◦X = 0, In ◦X = 0, and [A,X ] = 0, hence proving
that G /∈ GSSP.
Once we have identified some graphs not in GSSP, one can
construct other graphs with the same property. We give some
examples below.
Lemma 2.2. Let A,X ∈ Sm(R) and Si, T ∈ Sn(R) for i = 0, 1, . . . , n−
1 be matrices such that:
• A ◦X = Im ◦X = 0 and [A,X ] = 0,
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• [Si, T ] = 0 for i = 0, . . . , n − 1, and Si ◦ T = 0 for i =
2, . . . , n− 1.
Then the matrices Aˆ =
∑n−1
j=0 (Sj ⊗Aj) and Xˆ = T ⊗X satisfy
Aˆ ◦ Xˆ = Imn ◦ Xˆ = 0 and [Aˆ, Xˆ ] = 0
for any nonnegative integer k.
Proof. The proof is a straightforward application of properties
of operations ⊗ and ◦. Indeed, we have
Aˆ ◦ Xˆ =
(
n−1∑
j=0
(Sj ⊗Aj)
)
◦ (T ⊗X)
=
n−1∑
j=0
(Sj ◦ T )⊗ (Aj ◦X) = 0,
since Sj ◦ T = 0 for j = 2, . . . , n − 1 and Aj ◦ X = 0 for j = 0, 1.
Also,
Imn ◦ Xˆ = (In ◦ T )⊗ (Im ◦X) = 0,
and
[Aˆ, Xˆ] =
(
n−1∑
j=0
(Sj ⊗Aj)
)
(T ⊗X)− (T ⊗X)
(
n−1∑
j=0
(Sj ⊗Aj)
)
=
n−1∑
j=0
(
(SjT ⊗ AjX)− (TSj ⊗XAj)
)
=
n−1∑
j=0
(
(SjT ⊗ AjX)− (SjT ⊗XAj)
)
=
n−1∑
j=0
(
(SjT ⊗ (AjX −XAj)
)
= 0.
Therefore, Aˆ and Xˆ have the desired properties. 
Note that for T = In, the condition [Si, T ] = 0 is automati-
cally satisfied. In particular, this choice gives us the following
corollary.
Corollary 2.3. Let G /∈ GSSP. Then:
(1) G⊗H /∈ GSSP for any graph H.
(2) The corona graph G⊙Kcm−1 /∈ GSSP.
THE STRONG SPECTRAL PROPERTY FOR GRAPHS 7
Proof. Suppose |G| = n and |H| = m. Let A ∈ S(G) and X ∈
Sn(R) be matrices satisfying A ◦X = In ◦X = 0 and [A,X ] = 0.
To prove item 1), take T = Im, S1 to be the adjacency matrix of
H, and S0 = S2 = · · · = Sn−1 = 0m. To prove item 2), take T = Im,
S0 =
∑n
i=2(E1j + Ej1), S1 = E11, and S2 = · · · = Sn−1 = 0m. 
Definition 2.4. A barbell partition of a graph G is a partition
of V (G) into three disjoint parts {R,W1,W2} such that
• R is allowed to be an empty set, but Wi 6= ∅ for i = 1, 2;
• there are no edges between vertices in W1 and vertices
in W2;
• for each v ∈ R, |NG(v) ∩Wi| 6= 1 for i = 1, 2.
As a trivial example, 2K1 has a barbell partition where R = ∅
and both W1,W2 consist of one element. On the other hand,
any barbell partition for K1,3 would have to have the center
vertex included in R, to assure that there are no edges be-
tween W1 and W2. This would imply |W1| = 1 or |W2| = 1,
contradicting the condition that the center vertex cannot have
exactly one neighbour in W1 or W2.
Lemma 2.5. Let G be a graph with a barbell partition. Then
there is a matrix M ∈ S(G) such that M does not have the SAP
(and the SSP).
Proof. Let {R,W1,W2} be a barbell partition of G. Let us define
a matrix M ∈ S(G) as
M =

A B⊤1 B⊤2B1 L1 0
B2 0 L2

 ,
where the block partition of M is consistent with the partition
{R,W1,W2}, A is the adjacency matrix of G[R], Li are the Lapla-
cian matrices of G[Wi] for i = 1, 2, and B1 and B2 are matrices
having the required pattern and zero column sums. Note that
the condition |NG(v) ∩Wi| 6= 1 for each v ∈ R, guarantees that
such matrices Bi exist.
Let
X =

0 0 00 0 J
0 J
⊤
0

 ,
where J denotes a matrix of appropriate size with all its ele-
ments equal to 1. Clearly, we haveM ◦X = I ◦X = 0. Moreover,
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MX = 0, since all the matrices B1, B2, L1, and L2 have zero col-
umn sums. This proves that the matrix M does not have the
SAP, so it does not have the SSP. 
Let us look at a special case of this Lemma, when R is a
single vertex.
Corollary 2.6. Let G be a graph with a cut-vertex v and G −
{v} = G1 ∪G2 such that v has at least 2 neighbours in each Gi.
Then G /∈ GSSP. (Note that Gi are not required to be connected.)
Proof. Let R = {v}, W1 = V (G1) andW2 = V (G2). Then {R,W1,W2}
is a barbell partition of G. By Lemma 2.5 it follows that
G /∈ GSSP. 
Corollary 2.7. If a graph G contains a vertex of degree at least
four contained in at most one cycle, then G /∈ GSSP.
For trees and uni-cyclic graphs, we can make this observa-
tion even more specific.
Corollary 2.8. A tree T with a vertex v satisfying deg(v) ≥ 4 or
two vertices u, v with deg(u), deg(v) ≥ 3 is not in GSSP.
Proof. It is easy to see that a tree T satisfying conditions above
has a barbell partition so T /∈ GSSP by Lemma 2.5. 
Corollary 2.9. A unicyclic graph with a vertex of degree at
least four or with a degree three vertex not contained in the
cycle is not in GSSP.
Proof. If a unicyclic graph G has a vertex of degree at least
four, then by Corollary 2.7 we have G /∈ GSSP. If G has a
degree three vertex not contained in the cycle, then it has a
degree three vertex on the cycle as well. Thus it has a barbell
partition, so T /∈ GSSP by Lemma 2.5. 
3. LOCAL PROPERTIES OF GRAPHS RELATED TO THE SSP
Let G be a graph on n vertices, A =
[
aij
] ∈ S(G), andX = [xij]
a symmetric matrix satisfying
A ◦X = I ◦X = 0 and [A,X ] = 0.
The first two equalities guarantee that xij = 0 for i = j and
for {i, j} ∈ E(G). The condition [A,X ] = 0 gives several of
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equalities of the form:
[A,X ]i,j =
n∑
k=1
(aikxkj − ajkxik)
=
∑
k∈NG[i]∩NG[j]c
aikxkj −
∑
k∈NG[j]∩NG[i]c
ajkxik = 0,(1)
that we will view as a system of linear equations in variables
xij for {i, j} ∈ E(Gc). Or aim is to identify families of graphs G
for which this system has only a trivial solution for all choices
of A ∈ S(G).
For example, it may happen that pattern constrains on A
and X coming from G cause an equation of the form (1) to
consist of only one term for some specific i and j:
[A,X ]i,j = aikxkj = 0.
If {i, k} ∈ E(G), then aik 6= 0 and consequently xkj = 0. To keep
an account of entries of X that we know are zero at each spe-
cific step, we define a new graph: G1 = G+{k, j}, and note that
X ∈ S0(Gc1). Suppose a similar situation occurs consecutively
with
G = G0 ⊂ G1 ⊂ · · · ⊂ Gr,
and we can gradually deduce more entries in X to be zero:
X ∈ S0(Gc0) =⇒ · · · =⇒ X ∈ S0(Gcr−1) =⇒ X ∈ S0(Gcr),
then (1) is simplified to:
[A,X ]i,j =
∑
k∈NG[i]∩NGr [j]
c
aikxkj −
∑
k∈NG[j]∩NGr [i]
c
ajkxik = 0.(2)
If this process completes with Gr = Kn, we can conclude that
X ∈ S0(Kcn) has to be the zero matrix and therefore A has the
SSP. Notice that this argument is independent of the choice of
A ∈ S(G), so this process, if it happens, guarantees G ∈ GSSP.
To be able to identify equations that can help in this process
we need to know how many terms or which terms occur in (2).
Definition 3.1. Let G be a graph and Gl a supergraph of G of
the same order. Let i, j ∈ V (G) and U ⊆ V (G) a nonempty set.
The pair {i, j} is said to be focused on U with respect to G and
Gl if
NG[i] ∩NGl[j]c ⊆ U and NG[j] ∩NGl[i]c ⊆ U.
Example 3.2. Suppose G is the lollipop graph L3,2 with 5 ver-
tices as shown on Figure 1.
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1 2 3
4
5
FIGURE 1. Lollipop graph L3,2
Note that
NG[1] ∩NG[2]c = ∅ and NG[2] ∩NG[1]c = {3}
and thus {1, 2} is focused on {3} with respect to G.
If a pair {i, j} is focused on U , then the equation (1) simpli-
fies to: ∑
k∈U
(aikxkj − ajkxik) = 0.
In particular, if a pair of vertices is focused on a single vertex,
like in Example 3.2, we obtain the following result.
Lemma 3.3. Let G be a graph and Gl a supergraph of G of the
same order. Suppose A ∈ S(G), X ∈ S0(Gcl ), and [A,X ] = 0.
If for some distinct vertices i, j, and k ∈ NG[i] the pair {i, j} is
focused on {k} with respect to G and Gl, then X ∈ S0(Gcl+1) with
Gl+1 = Gl + {j, k}.
Proof. Since {i, j} is focused on {k} and E(G) ⊆ E(Gl), we can
assume without loss of generality that
NG[i] ∩NGl[j]c = {k} and NG[j] ∩NGl[i]c = ∅.
By (2) we have
[A,X ]i,j = aikxkj = 0.
Since k ∈ NG[i] and aik 6= 0, it follows that xkj = 0. 
Definition 3.4. When the conditions of Lemma 3.3 are satis-
fied and we update Gl with Gl+1, we say that the edge {i, j} in
G forces the edge {j, k} to be added to Gl, and we denote this
by
{i, j} Gl−→
G
{j, k}.
Notice that this notion is with respect to G and Gl. When the
context is clear, we also write {i, j} → {j, k}. Also note that
both {i, j} and {j, k} are unordered pairs, and j is the element
that occurs in both sets.
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We will give several applications of Lemma 3.3 in Sections 4
and 5, at this point we offer a single example for illustration.
Example 3.5. Let us revisit the graph G = G0 = L3,2 shown in
Figure 1.
Since {1, 2} is focused on {3} with respect to G (see Example
3.2), we have {1, 2} G−→
G
{1, 3}, and we define G1 = G+{1, 3}. (See
Figure 2(a).)
1 2 3
4
5
(a) G = G0
1 2 3
4
5
(b) G1
1 2 3
4
5
(c) G2
1 2 3
4
5
(d) G3
1 2 3
4
5
(e) G4
1 2 3
4
5
(f) G5
FIGURE 2. Sequence of graphs G = G0 ⊆ G1 ⊆
. . . ⊆ G5 = K5, defined in Lemma 3.3. The new
edges in Gk+1 not in Gk are colored green.
Now, {3, 4} is focused on {2} with respect to G and G1 since
NG[3] ∩NG1 [4]c = {2} and NG[4] ∩NG1 [3]c = ∅.
By Lemma 3.3 we have {3, 4} G1−→
G
{2, 4} and G2 = G1 + {2, 4}.
Similarly {3, 5} is focused on {2} with respect to G and G1 and
{3, 5} G1−→
G
{2, 5} and so we may define G3 = G2 + {2, 5}. (See
Figures 2(c) and 2(d).)
Observe that {2, 4} is focused on {1} with respect to G and
G3 since
NG[2] ∩NG3 [4]c = {1} and NG[4] ∩NG3 [2]c = ∅.
Therefore {2, 4} G3−→
G
{1, 4} and G4 = G3 + {1, 4}. Similarly {2, 5}
is focused on {1} with respect to G and G3 and {2, 5} G3−→
G
{1, 5}
and so we define G5 = G4 + {1, 5} = K5. (See Figures 2(e) and
2(f).)
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Using Lemma 3.3 we have proved that X ∈ S0(Gc5) = S0(5K1),
hence X = 0. This implies that every matrix A ∈ S(L3,2) has
the SSP, hence L3,2 ∈ GSSP.
Lemma 3.3 identifies a very simple condition. As illustrated
in the example above, its complexity comes from carrying it
over several steps. One of the most straightforward examples,
where the result can be useful are induced paths in graphs.
Corollary 3.6. Let G be a graph and Gl a supergraph of G of
the same order. Suppose a path P is an induced subgraph of
G with vertices labeled as p1, . . . , pn in the path order such that
E(P d) ⊆ E(Gl) for some d. If {pi, pi+d} is focused on V (P ) for
i = 1, . . . , n− d− 1 with respect to G and Gl, then
{pi, pi+d} → {pi, pi+d+1}
may occur sequentially and the resulting graph Gl1 is
Gl1 = Gl + {{pi, pi+d+1}; 1 ≤ i ≤ n− d− 1}.
Proof. Suppose some of {pi, pi+d} → {pi, pi+d+1} has been ap-
plied so that the current Gl′ contains the edges {pi, pi+d+1} with
i = 1, . . . , s− 1 for some s. If {ps, ps+d+1} /∈ Gl′, we show that
{ps, ps+d} Gl′−−→
G
{ps, ps+d+1}.
Since {ps, ps+d} is focused on V (P ), we only need to consider
the sets
NG[ps] ∩NGl′ [ps+d]c ∩ V (P ) and NG[ps+d] ∩NGl′ [ps]c ∩ V (P ).
It is straightforward to verify that the first set is empty and
that the second set contains only the vertex pi+d+1. By Lemma 3.3,
the force {ps, ps+d} Gl′−−→
G
{ps, ps+d+1} is valid. Inductively, we get
the desired result. 
Corollary 3.7. Let G be a supergraph of a graph H, which is
obtained from H by adding a path with vertices v = v0, v1, . . . , vm
to a vertex v ∈ V (H). If A ∈ S(G), X ∈ S0(Gc), and [A,X ] = 0,
then X ∈ S0(Gcl+1) with Gl+1 = Gl + {{vi, vj} : 0 ≤ i < j ≤ m}.
While Lemma 3.3 identifies an equation in [A,X ] = 0 with
a single surviving term, the next two rules explore a set of
equations with two surviving terms.
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Lemma 3.8. Let G be a graph and Gl a supergraph of G of the
same order. Suppose A ∈ S(G), X ∈ S0(Gcl ), and [A,X ] = 0. If
there exists a vertex i such that Gcl [NG(i)] contains a component
that is an odd cycle C and for each j ∈ V (C) the pair {i, j} is
focused on V (C) with respect to G and Gl, then X ∈ S0(Gcl+1)
with Gl+1 = Gl + E(C).
Proof. Suppose the odd cycle C is of length s. Label the ver-
tices of C as j1, j2, . . . , js. Since {i, jm} is focused on V (C) for
each jm ∈ V (C), we have
NG[jm] ∩NGl [i]c = NG[jm] ∩NGl [i]c ∩ V (C) = ∅
and
NG[i] ∩NGl [jm]c = NG[i] ∩NGl[jm]c ∩ V (C) = {jm+1, jm−1},
where jm+1 = j1 if m = s and jm−1 = js. Equation (2) is of the
form:
0 = [A,X ]i,jm = aijm−1xjm−1jm + aijm+1xjm+1jm,
which implies

aij1 aij3 0 · · · 0
0 aij2 aij4
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 aijs−1 aij1
aij2 0 · · · 0 aijs




xj1j2
xj2j3
...
xjsj1

 =


0
0
...
0

 .
Since s is odd, the matrix on the left hand side has the deter-
minant equal to
2
s∏
m=1
aijm 6= 0.
In particular, this implies xjmjm+1 = 0 for m = 1, . . . , s, proving
that X ∈ S0(Gcl+1) with Gl+1 = G+ E(C). 
Definition 3.9. When the conditions of Lemma 3.8 are satis-
fied and we update Gl to Gl+1, and we say the vertex i forces
the cycle C. We denote this by
i
Gl−→
G
C.
Example 3.10. For n ≥ 4 and G = Kn−3 ∨ (3K1) = Kn −C3, let i
be any vertex inKn−3 and C be the 3-cycle in G
c. By Lemma 3.8
we have i
G−→
G
C, hence G1 = Kn, and so Kn − C3 ∈ GSSP.
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Recall that Gr and G(r) are the r-th power and the r-th strong
power of the graph G, respectively.
Lemma 3.11. Let G be a graph and Gl a supergraph of G of the
same order. Suppose A ∈ S(G), X ∈ S0(Gcl ), and [A,X ] = 0. Let
Yh, h ≥ 1, be the graph obtained from three copies of the path
Ph by adding a vertex that is joined to an endpoint to each of
the three paths. If Yh is an induced subgraph of G such that
(1) E(Y
(h)
h ) ⊆ E(Gl) and E(Y (h+1)h ) ∩ E(Gl) = ∅, and
(2) all {u, v} ∈ E(Y (h)h ) are focused on V (Yh) with respect to
G and Gl,
then X ∈ S0(Gcl+1) with Gl+1 = Gl + E(Y (h+1)).
Proof. Let P(i) be a path on h vertices v
i
1, . . . , v
i
h for i = 1, 2, 3,
and suppose Yh is constructed from P(1) ∪˙ P(2) ∪˙ P(3) by adding
a new vertex v0 joined to v
1
1, v
2
1, and v
3
1. Let α be an ordered set
of E(Y
(h)
h ):
α = {{v0, v1h}, {v21, v1h−1}, . . . , {v0, v2h, }, {v31, v2h−1}, . . . , {v0, v3h},
{v11v3h−1}, . . . , {v1h−1v31}},
and let us name the edges in α as e1, . . . , e3h, respecting the
order. Similarly, let β be an ordered set of E(Y
(h+1)
h ) with the
order
{{v21, v1h}, . . . , {v2h, v11}, {v31, v2h}, . . . , {v3h, v21}, {v11, v3h}, . . . , {v1h, v31}},
and the edges f1, . . . , f3h, again respecting the order.
This result is based on considering those equations from
the system [A,X ] = 0 that are in positions indexed by α. For
l = 1, h+1, 2h+1, we have el = {v0, vqh} for q = 1, 2, 3, respectively.
The corresponding equation has at least two terms, namely
av0vq+11
xfl + av0vq−11
xfl−1 ,
and by Condition 2, those are the only two terms. All other
elements in α are of the form {vqb , vq−1h−b}. The corresponding
equation again has exactly two terms:
avq
b
v
q
b+1
xfl − avq−1
h−b
v
q−1
h−b+1
xfl−1 .
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In summary, we can record the equations we have identified
above as Mx = 0, where M is

av0v21 av0v31−av1
h−1
v1
h
av2
1
v2
2
. . .
. . .
av0v11 av0v31−av2
h−1
v2
h
av3
1
v3
2
. . .
. . .
av0v21 av0v11−av3
h−1
v3
h
av1
1
v1
2
. . .
. . .


,
and x = (xf1 , . . . , xf3h)
⊤. Since det(M) 6= 0 for any choice of
A ∈ S(G), it follows that xf1 = · · · = xf3h = 0. 
Definition 3.12. When the conditions of Lemma 3.11 are sat-
isfied we update Gl to Gl+1, we say that Y
(h) forces Y (h+1) and
we denote this by
Y (h)
Gl−→
G
Y (h+1).
Applications of Lemma 3.11 will be discussed in Section 4.
Theorem 3.13. If G has a sequence:
G = G0 ⊂ G1 ⊂ . . . ⊂ Gr = Kn,
such that for i = 0, . . . , r − 1 each Gl+1 is constructed from Gl
by adding some edges by following one (or more) of the rules
covered in Lemmas 3.3, 3.8, 3.11, then G ∈ GSSP.
While Lemma 3.3 is relatively straightforward to apply, Lem-
mas 3.8 and 3.11 are more involved, and are presented here
with specific applications in mind. Moreover, it would be pos-
sible to develop other rules in this spirit, but they would be
even harder to describe from the graph structure. We offer
some examples that expose the limitations of the rules we de-
veloped above.
Example 3.14. Let G = Y
(2)
2 as shown below.
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1
4
7
3
6
25
Let α = {{1, 2}, {2, 3}, {1, 3}, {3, 4}, {1, 4}, {2, 4}} be an ordered
subset of E(Y
(2)
2 ) and β = {{2, 6}, {3, 5}, {3, 7}, {4, 6}, {4, 5}, {2, 7}}
be an ordered subset of E((Y
(2)
2 )
c). The set of equations [A,X ]i,j =
0 with {i, j} ∈ α is equivalent to Mx = 0 with
M =


−a1,6 −a1,7
a3,6 −a2,5
−a1,5 −a1,7
a4,7 −a3,6
−a1,6 −a1,5
−a2,5 a4,7

 and x =


x2,6
x3,5
x3,7
x4,6
x4,5
x2,7

 .
Since det(M) = −2a1,6a2,5a1,7a3,6a1,5a4,7 is always nonzero, it fol-
lows that x = 0. (Note that this example is not covered by
Lemma 3.11.)
The simplest example of a graph in GSSP that is not covered
by any of the rules above that we could find is given below.
Example 3.15. Let G be a C4 with an additional edge, as
shown below.
4
1
2
3
5
Let A ∈ S(G) and X be a symmetric 5 × 5 matrix satisfying
A ◦ X = I5 ◦ X = 0 and [A,X ] = 0. To prove that G ∈ GSSP we
consider two subsets of equations of the linear system [A,X ] =
0, both involving indeterminates xγj where
γj ∈ γ = {{1, 3}, {1, 5}, {2, 4}, {2, 5}, {3, 5}} ⊆ E(Gc).
In particular, we define x = (x1,3, x1,5, x2,4, x2,5, x3,5)
⊤.
The first subset of equations is in [A,X ] indexed by positions
α = {{1, 4}, {1, 2}, {2, 3}, {1, 5}, {2, 5}} ⊆ E(G),
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and has the coefficient matrix:
M =


−a3,4 −a4,5 a1,2 0 0
−a2,3 0 a1,4 0 0
a1,2 0 −a3,4 0 0
0 a1,1 − a5,5 0 a1,2 0
0 a1,2 −a4,5 a2,2 − a5,5 a2,3

 ,
while the second subset of equations is in [A,X ] indexed by
positions
β = {{1, 4}, {1, 5}, {2, 5}, {4, 5}, {3, 4}} ⊆ E(G)
and has the coefficient matrix:
N =


−a3,4 −a4,5 a1,2 0 0
0 a1,1 − a5,5 0 a1,2 0
0 a1,2 −a4,5 a2,2 − a5,5 a2,3
0 a1,4 0 0 a3,4
−a1,4 0 a2,3 0 −a4,5

 .
We need to consider the systems of equations Mx = 0, and
Nx = 0 simultaneously. Note that det(M) = a1,2a2,3a4,5(a2,3a3,4 −
a1,2a1,4) allows us to conclude x = 0 unless a2,3a3,4 − a1,2a1,4 = 0.
If a2,3a3,4 − a1,2a1,4 = 0, then a1,4 = a2,3a3,4a1,2 , and detN simplifies to
detN = 2a1,2a1,4a3,4a
2
4,5 6= 0, again implying x = 0. This proves
that any A ∈ S(G) has the SSP and therefore G ∈ GSSP.
4. TREES
In this section we characterise the trees in GSSP. As a con-
sequence of Corollary 2.8, a tree in GSSP is either a path or a
tree with a unique vertex of degree three. First, we show that
every path is contained in GSSP.
Lemma 4.1. Pn ∈ GSSP for all n ≥ 1.
Proof. Let G = G0 = Pn. That is, V (G) = {1, 2, . . . , n} and
E(G) = {{i, i+ 1}; 1 ≤ i ≤ n− 1}.
First we notice that {1, 2} G0−→
G
{1, 3}, and we define G1 = G +
{1, 3}. Now we have {2, 3} G1−→
G
{2, 4}, and we define G2 = G1 +
{2, 4}. We proceed in this way, altogether making the following
steps:
{i, i+ 1} Gi−1−−−→
G
{i, i+ 2} for i = 1, 2, . . . , n− 2.
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The resulting graph Gn−2 is equal to G
2.
Next we add the edges that connect points at distance three
in G. We can make the following sequence:
{i, i+ 2} Gn−2+i−−−−→
G
{i, i+ 3} for i = 1, 2, . . . , n− 2,
resulting in the graph G2n−5 = G
3. We continue by adding
edges that connect points at the distance four in G, then the
ones the distance five in G, and so on. This process completes
with
{1, n− 1} Gr−1−−−→
G
{1, n},
and Gr = G
n−1 = Kn, where r =
(
n−2
2
)
. We conclude that X ∈
S0(Kcn) has to be the zero matrix and therefore Pn ∈ GSSP. 
The main result in this section states that every tree with
a unique vertex of degree three is in GSSP, and thus charac-
terises the trees in GSSP. To illustrate the steps needed, and
to help the reader follow the proof in the general case, we fist
offer an example. By Pu,v we will denote the unique path from
vertex u to vertex v in the given tree.
Example 4.2. Let G be the tree obtained by identifying leaves
of P3, P4, and P5 as shown below. Let n = |V (G)|. By applying
the tools from Section 3 we will show that G is an SSP graph.
z
u1
u2
v1
v2
v3
w1 w2 w3 w4
Let us label the vertices as indicated in the picture, with the
convention that z = u3 = v4 = w5. Let U = {ui}3i=1, V = {vi}4i=1,
and W = {wi}5i=1. We will establish that G ∈ GSSP in four
phases.
Let A ∈ S(G) and X be a symmetric 10× 10 matrix satisfying
A ◦X = I10 ◦X = 0 and [A,X ] = 0.
Initially we know that Xij = 0, if {i, j} ∈ E(G) or i = j. Step by
step we will establish other zero entries in X. To keep track of
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this process we will define a sequence of graphs Gi according
to the set up in Section 3.
Phase 1. We apply Corollary 3.7 to the paths Pu1,z, Pv1,z and
Pw1,z, respectively, and conclude that X ∈ S0(G1), where G1 is
obtained from G by adding to it all possible edges with both
vertices either in U , in V , or in W .
Phase 2. Let C be the 3-cycle Gc1[NG(z)]. Since NG1 [z]
c = ∅,
we have z → C by Lemma 3.8. This leads to X ∈ S0(G2) with
G2 = G1 + C.
Phase 3. Let Y2 be the induced subgraph of G on vertices
whose distance to z is at most 2. Then G2[V (Y2)] = Y
2
2 . Next we
check that every {x, y} ∈ E(Y (2)2 ) is focused on V (Y2). Suppose
{ui, vj} ∈ E(Y (2)2 ). If neither ui nor vj is z, then NG[ui] ⊆ V (Y2),
NG[vj ] ⊆ V (Y2), and {ui, vj} is focused on V (Y2). If vj = z, then
NG[ui] contains a vertex ui−1 outside V (Y2), but since NG2[z]
also contains ui−1, we have that {ui, vj} is focused on V (Y2).
The case when ui = z and the cases for {vi, wj} and {wi, uj}
are similar. Thus, Lemma 3.11 shows that X ∈ S0(G3) with
G3 = G2 + Y
3
2 .
z
u1
u2
v1
v2
v3
w1 w2 w3 w4
(a) G1 after Phase 1
z
u1
u2
v1
v2
v3
w1 w2 w3 w4
(b) G2 after Phase 2
z
u1
u2
v1
v2
v3
w1 w2 w3 w4
(c) G3 after Phase 3
FIGURE 3. Sequence of graphs G1 ⊂ G2 ⊂ G3. The
new edges in the supergraphs are colored by
green.
Phase 4. At this point, E(G3) contains all pairs of vertices
at distance 3 in G and all pairs in U , V , W , respectively. Next
we will add all pairs at distance k for k = 4, 5, 6, 7 inductively.
Starting with k = 4, we let P = Pu1,v1, and we apply Corol-
lary 3.6 to P with d = 3. This step adds all pairs at distance
4 in Pu1,v1. Next, let P = Pu1,w2. (Note that the pair {z, w2}
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z
u1
u2
v1
v2
v3
w1 w2 w3 w4
{w4, u1} → {u1, w3}
{w3, u2} → {u2, w2}
{v3, u1} → {u1, v2}
{v2, u2} → {u2, v1}
{w5, v1} → {v1, w4}
{w4, v2} → {v2, w3}
{w3, v3} → {v3, w2}
(a) Phase 4a
z
u1
u2
v1
v2
v3
w1 w2 w3 w4
{w3, u1} → {u1, w2}
{w2, u2} → {u2, w1}
{v2, u1} → {u1, v1}
{w4, v1} → {v1, w3}
{w3, v2} → {v2, w2}
{w2, v3} → {v3, w1}
(b) Phase 4b
z
u1
u2
v1
v2
v3
w1 w2 w3 w4
{w2, u1} → {u1, w1}
{w3, v1} → {v1, w2}
{w2, v2} → {v2, w1}
(c) Phase 4c
z
u1
u2
v1
v2
v3
w1 w2 w3 w4
{w2, v1} → {v1, w1}
(d) Phase 4d
FIGURE 4. Detailed sequence of graphs in Phase
4, all induced by Lemma 3.3. The new edges are
colored by green.
not focused on P if we let P = Pu1,w1, but this does not im-
pair the process since {z, w1} is already included in G3.) Apply
Corollary 3.6 to P with d = 3 so that all pairs at distance 4 on
Pu1,w1 are included. Finally, apply Corollary 3.6 to P = Pv1,w1
to include all pairs at distance 4 on Pv1,w1. At this point, we
may construct a graph G4 by adding all pairs at distance 4 in
G to E(G3) and conclude that X ∈ S0(G4). Carrying out this
process inductively with k = 5, 6, 7, we reach the desired result
that X ∈ S0(Kn) and X = 0.
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Theorem 4.3. Let G be a tree on n vertices. Then G ∈ GSSP if
and only if it does not contain a vertex of degree at least four
nor two vertices of degree three.
Proof. Corollary 2.8 tells us that the conditions for a tree to be
in GSSP listed in the theorem are necessary. We still need to
prove that they are sufficient.
If G is a tree whose vertices all have degree less than three,
then it is a path and by Lemma 4.1 we have G ∈ GSSP. Suppose
now G has exactly one degree three vertex z. We may assume
that G is obtained from three paths by identifying an endpoint
of each of the paths. More specifically, let P (a) be a path on
vertices {u1, . . . , ua}, P (b) the path on vertices {v1, . . . , vb}, and
P (c) the path on vertices {w1, . . . , wc}. Then G is obtained from
P (a) ∪˙ P (b) ∪˙ P (c) by identifying ua, vb, wc. For convenience, let
z = ua = vb = wc in G. Without loss of generality, we may
assume a ≤ b ≤ c. Also, let U = {ui}ai=1, V = {vi}bi=1, and
W = {wi}ci=1.
Let A ∈ S(G) and X be a symmetric matrix satisfying A◦X =
I ◦X = 0 and [A,X ] = 0. The rest of the proof is divided in four
phases as in Example 4.2.
Phase 1. Apply Corollary 3.7 to the paths Pu1,z, Pv1,z and
Pw1,z, respectively. We conclude that X ∈ S0(G1), where G1 is
obtained from G by adding all possible edges in U , V and W ,
respectively.
Phase 2. Let C be the 3-cycle Gc1[NG(z)]. Since NG1 [z]
c = ∅,
we have z → C by Lemma 3.8. This leads to that X ∈ S0(G2)
with G2 = G1 + C. (See also Figure 3(b).)
Phase 3. Notice that for h = 2, . . . , a, Yh is an induced
subgraph of G on vertices whose distance with z is at most
h. Let us define a sequence of graphs H1 = G2 and Hh =
G2 + Y
3
2 + . . . + Y
h+1
h for h = 2, . . . , a − 1. For h = 2, . . . , a − 1 we
inductively apply Lemma 3.11 as follows. First we note that
Hh−1[V (Yh)] = Y
h
h . Next we check that every {x, y} ∈ E(Y (h)h ) is
focused on V (Yh). Suppose {ui, vj} ∈ E(Y (h)h ). If none of ui, vj
is z, then NG[ui] ⊆ V (Yh), NG[vj ] ⊆ V (Yh), and {ui, vj} is focused
on V (Yh). If vj = z, then NG[ui] contains a vertex ui−1 outside
V (Yh), but since NHh−1 [z] also contains ui−1, {ui, vj} is focused
on V (Yh). The case when ui = z and the cases for {vi, wj}
and {wi, uj} are similar. Thus, Lemma 3.11 shows that X ∈
S0(Hh+1). Doing this process for h = 2, . . . , a − 1, we conclude
that X ∈ S0(G3) by Lemma 3.11, where G3 = G+Y 32 + · · ·+Y aa−1.
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At the end of this phase we know that Xij = 0, if the distance
between i and j is at most a, or both i and j are contained in
one of U , V , W . (See also Figure 3(c).)
Phase 4. At this point, E(G3) contains all pairs at distance a
in G and all pairs in U , V , W , respectively. Next we will add all
pairs at distance k for k = a+1, . . . , a+c−2 inductively, starting
with the case k = a+1. Let v be the vertex in V that is furthest
away from z with dist(z, v) < k. More precisely, v = vj with j =
max{1, c− (k − 1)}. Let P = Pu1,v. Apply Corollary 3.6 to P with
d = k− 1. Then all pairs at distance k on Pu1,v can be included.
Next, let w be the vertex in V that is furthest away from z with
dist(z, v) < k. (That is, w = wj with j = max{1, b − (k − 1)}.)
Let P = Pu1,w. Apply Corollary 3.6 to P with d = k − 1 so that
all pairs at distance k on Pu1,w1 are included. Finally, apply
Corollary 3.6 to P = Pv1,w1 to include all pairs at distance k on
Pv1,w1. In this way, we may construct a graph G4 by adding all
pairs at distance k in G to E(G3) and conclude that X ∈ S0(G4).
Doing this process inductively with k = a + 1, . . . , a + c − 2, we
reach the desired result that X ∈ S0(Kn) and X = 0. 
5. FURTHER EXAMPLES OF GRAPHS IN GSSP
In this section we present further examples of graphs in GSSP
that can be found with methods of this paper. The selection
of examples is aiming to show different features, and it is not
intended to be exhaustive.
While the focus of this manuscript is to identify families of
graphs in GSSP, the techniques developed can be used more
generally, i.e. to find matrices with the strong spectral prop-
erty. For example, once we have identified some matrices that
have the SSP it is useful to know, how to construct other
matrices with the SSP. A few observations of this type are col-
lected in the following lemma.
Lemma 5.1. Let A ∈ Sn(R) with the SSP and B ∈ Sm(R). More-
over, let C ∈ Rn×m have no zero entries. Define
M =
[
A C
C⊤ B
]
.
Then M has the SSP if one of the following conditions holds:
(1) matrix B has the SSP,
(2) B ∈ S(G), where Gc is either a tree or an unicyclic graph
with an odd cycle,
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(3) rkC = m and m ≤ n.
Proof. Let
M =
[
A C
C⊤ B
]
∈ Sn+m(R)
have the properties listed in the statement of the lemma. Let
X = Z ⊕W ∈ Sn+m(R),
where A ◦ Z = In ◦ Z = 0n, B ◦W = Im ◦W = 0m, and [M,X ] =
0. Since A has the SSP, we immediately get Z = 0. Other
conditions coming from [M,X ] = 0 are
CW = 0 and [B,W ] = 0.
(1) If B has the SSP, then [B,W ] = 0 implies W = 0.
(2) Let W ∈ S0(Gc) satisfy CW = 0. Since C has no zero
elements, the condition CW = 0 implies that all the
elements in W corresponding to leaves in Gc have to
be zero. Let G1 be the complement of the graph ob-
tained from Gc by deleting all the edges corresponding
to leaves. We can now assume that W ∈ S0(Gc1). Since
Gc1 is again either a tree or an unicyclic graph with an
odd cycle, we can repeat the argument we just made,
to obtain G2 by deleting edges corresponding to leaves
in Gc1, proving that W ∈ S0(Gc2). Repeated application
of this argument proves that W ∈ S0(Gcl ), where Gcl is
either an empty graph, or an odd cycle with possibly
some isolated vertices. If Gcl is an empty graph, then
we have already shown that W = 0. Otherwise, we ap-
ply Lemma 3.8 with v
Gl−→
G
C to the odd cycle in Gcl and
any vertex v corresponding the first n rows in the ma-
trix, again showing that Gcl+1 is an empty graph.
(3) If rkC = m and m ≤ n, then CW = 0 implies W = 0.

Corollary 5.2. Let G ∈ GSSP be a nonempty graph, then G∨H ∈
GSSP if H satisfies one of the following conditions:
• H ∈ GSSP
• Hc is a union of trees and unicyclic graphs with an odd
cycle.
Corollary 5.2 can be used to identify several dense graphs
in GSSP. More generally, the condition A ◦X = 0 forces X to be
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sparse if A is dense. In this case, one can expect the linear
system [A,X ] = 0 to be easier to study, and matrices A with
the strong spectral property easier to identify. The two exam-
ples that follow show that we cannot extend Corollary 5.2 to
include unicyclic graphs with even cycles for H, or an empty
graph for G.
Example 5.3. Choose n ≥ 4 and let
A =


1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1

 ∈ S(Cc4), X =


0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

 ∈ S4(R),
and F =
(
J2,n−4
−J2,n−4
)
∈ R4×(n−4), where Jk,l ∈ Rk×l denotes the
matrix full of ones. Now, let
M =
(
A F
F Jn−4,n−4
)
∈ S(Kn − C4) and Y =
(
X 0
0 0
)
∈ Sn(R).
It straightforward to check that Y ◦ In = 0, Y ◦ M = 0 and
[Y,M ] = 0, implying that Kn − C4 /∈ GSSP.
Example 5.4. To show that K−n2n /∈ GSSP we take:
A =


A11 A12 . . . A1n
A⊤12 A22 . . . A2n
...
...
. . .
...
A⊤1n A
⊤
2n . . . Ann

 and X =


Y 0 . . . 0
0 Y . . . 0
...
...
. . .
...
0 0 . . . Y


with
Aij =


(
aii 0
0 aii
)
i = j,(
aij bij
bij aij
)
, i 6= j
and Y =
(
0 y
y 0
)
.
Here aii, aij, bij, and y are arbitrary nonzero real numbers.
Since X ◦ I2n = X ◦ A = 0 and [A,X ] = 0, we have showed that
K−n2n /∈ GSSP.
Next, we prove that whether or not P cn belongs to GSSP de-
pends on divisibility of n by 3.
Theorem 5.5. P cn ∈ GSSP if and only if n is not divisible by 3.
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Proof. First let us assume that n is not divisible by 3. For
G = P cn we denote V (G) = {1, 2, . . . , n} and E(G) = {{i, j}; 1 ≤ i ≤
j − 2 ≤ n− 2}.
For G = G0 and l = 1, 2, . . . ,
⌊
n
3
⌋
define Gl = Gl−1 + {3l, 3l + 1}
since by Lemma 3.3 we have
{3l − 2, 3l} Gl−1−−−→
G
{3l, 3l + 1} for l = 1, 2, . . . ,
⌊n
3
⌋
.
Let m =
⌊
n
3
⌋
. In the case, when n = 3m + 2, we construct
Gm+k = Gm+k−1 ∪ {(n − 3k − 1, n − 3k)} for k = 1, 2, . . . , m using
the fact that
{n− 3k + 1, n− 3k + 3} Gm+k−1−−−−−→
G
{n− 3k, n− 3k + 1}.
We now observe that the pair {3t, 3t+ 1} is focused on {3t + 2}
with respect to G and G2m, hence
{3t, 3t+ 1} G2m−−→
G
{3t+ 1, 3t+ 2}
and so G3m+1 = Kn. Similarly, in the case n = 3m + 1, for
s = 0, . . . , m − 1 the pair {n, 3s + 1} is focused on 2s + 2 with
respect to G and Gm, giving us
{n, 3s+ 1} Gm−−→
G
{3s+ 1, 3s+ 2}.
Let us denote the resulting graph in the sequence by Gl1. Now,
for s = 1, 2, . . . , m, the pair {n, 3s+2} is focused on {3s+3} with
respect to G and G2m, hence
{n, 3s+ 2} G2m−−→
G
{3s+ 2, 3s+ 3}
and Gl2 = Kn. By Theorem 3.13 it follows that G ∈ GSSP.
For n = 3m, we will construct matrices M ∈ S(P c3m) and
X ∈ S0(P3m) such that M ◦X = I3m ◦X = 0 and [M,X ] = 0. This
will show that M ∈ S(P c3m) does not have the SSP and thus
P c3m /∈ GSSP.
First, we pick θ1, . . . , θm such that | sin θk| 6= | sin θk+1| for any
k = 1, . . . , m − 1 and sin θk, cos θk 6= 0 for any k = 1, . . . , m, and
construct the matrix X = Xθ1 ⊕Xθ2 ⊕ . . .⊕Xθm ∈ S0(P3m), where
Xθ =

 0 sin θ 0sin θ 0 cos θ
0 cos θ 0

 .
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We define M ∈ S3m(R) to be a block matrix M =
[
Mi,j
]
i,j=1,...,m
with blocks
Mi,j = ai,jxθix
⊤
θj
+ bi,jyθiy
⊤
θj
+ ci,jzθiz
⊤
θj
∈ S3(R),
where
xθ =

 cos θ0
− sin θ

 ,yθ = 1√
2

sin θ1
cos θ

 , and zθ = 1√
2

sin θ−1
cos θ

 ,
and aij , bij and cij are the elements of some appropriately
chosen m × m symmetric matrices A, B and C. Note that
any matrix M defined in this way is symmetric, and since
Xθxθ = 0, Xθyθ = yθ and Xθzθ = −zθ, it is easy to prove
that XθiMi,j = Mi,jXθj for all i, j = 1, 2, . . . , m, which implies
[M,X ] = 0.
Next let us look at conditions on matrices A, B and C that
are required for the matrix M to have zero elements required
by the pattern of G. The diagonal blocks Mk,k need to have
the elements in the first row and second column, as well as
the elements in the second row and third column equal to
zero. This is achieved by choosing bk,k = ck,k. Furthermore,
the entry in the third row and the first column of Mk,k+1 needs
to be equal to 0. This means that we need to choose A, B and
C is such a way that the equality
(3) − cos θk sin θk+1ak,k+1 + 1
2
sin θk cos θk+1(bk,k+1 + ck,k+1) = 0
is satisfied for k = 1, . . . , m− 1.
To assure that we have all the required nonzero elements
in M , we need to make sure that elements of A, B and C do
not satisfy some finite set of linear equations, so generically
chosen matrices A, B and C satisfying conditions indicated
above, will result in a matrix M ∈ S(P c3m). 
Next we prove that the graphs G satisfying q(G) ≥ |G| − 1
have the SSP. Those graphs are characterised in [6, Theorem
4.14], where it is proved that all such connected graphs fall
into one of the following categories:
• paths,
• paths with one leaf attached to an interior vertex, or
• paths with an extra edge joining two vertices at a dis-
tance 2.
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The graphs of the first two families are trees with at most one
degree three vertex and thus by Theorem 4.3 have the SSP.
To complete the question for this family, we prove that the
graphs of the latter family have the SSP as well.
Theorem 5.6. Any connected graph G satisfying q(G) ≥ |G| − 1
belongs to GSSP.
Proof. Assume that G = Gn,m is a graph that contains a path
on vertices {1, 2, . . . , m, n,m + 1, m + 2, . . . , n − 1} and an extra
edge {m,m+1}. First, we apply Corollary 3.7 to induced paths
P ′ with V (P ′) = {1, 2, . . . , m} and P ′′ with V (P ′′) = {n − 1, n −
2, . . . , m + 1}. Let G1 denote the graph with V (G1) = V (G), and
E(G1) containing the edges of the complete graph on vertices
of P ′ and the edges of the complete graph on vertices of P ′′.
12
4 5
3
6 7
9
8
1011 12
4 5
3
6 7
9
8
1011
G = G11,6 G1
Observe that
{m,n} G−→
G1
{m− 1, n} and {m+ 1, n} G−→
G1
{m+ 2, n}
by Lemma 3.3, and denote G2,1 = G1 + {{m− 1, n}, {m + 1, n}}.
Furthermore,
{m−1, m} G2,1−−→
G
{m−1, m+1} and {m+1, m+2} G2,1−−→
G
{m,m+2}
and let G2 = G2,1 + {{m− 1, m+1}, {m,m+2}}. Note that G(2) is
a subgraph of G2.
We continue by observing that
{m− 1, n} G2−→
G
{m− 2, n} and {m+ 2, n} G2−→
G
{m+ 3, n},
resulting in graph G3,1. Now
{m−2, m} G3,1−−→
G
{m−2, m+1} and {m+1, m+3} G3,1−−→
G
{m,m+3},
resulting in graph G3,2, and finally
{m− 1, m+ 1} G3,2−−→
G
{m− 1, m+ 2},
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resulting in graph G3, which has G
(3) as a subgraph.
We proceed to use Lemma 3.3 in this way to obtain graphs
G4 ⊂ G5 ⊂ · · · ⊂ Gn−1 = Kn, where each Gk contains G(k) as a
subgraph. By Theorem 3.13 this proves G = Gn,m ∈ GSSP. 
The final example in this section illustrates the application
of Corollary 3.7.
Example 5.7. Let G = Lm,n be an (m,n)-lollipop graph, i.e.
the graph with m + n vertices obtained by joining a complete
graph Km to a path graph Pn by a bridge. Hence, V (G) =
{1, 2, . . . , m+ n} and
E(G) = {{i, j}; 1 ≤ i < j ≤ n} ∪ {{i, i+ 1}; n ≤ i ≤ n+m− 1}.
We apply Corollary 3.7 to an induced path P ′ with V (P ′) =
{n, n + 1, . . . , n +m} and denote by G1 the graph with V (G1) =
V (G), and E(G1) containing the edges of E(G) as well as those
of the complete graph on vertices of P ′.
Observe that for i1 = 1, 2, . . . , n, we have
{i, n} G1−→
G
{i, n + 1}
and let G2 = G1 + {{i, n+1} : 1 ≤ i ≤ n− 1}. Now, consecutively
for j = 2, 3, . . . , m we have
{i, n+ j − 1} Gj−→
G
{i, n+ j}
and define Gj+1 = Gj+{{i, n+j} : 1 ≤ i ≤ n−1}. Since Gn+m+1 =
Kn+m, it follows that Lm,n ∈ GSSP by Theorem 3.13.
Now that the characterization of trees in GSSP is known, a
question which unicyclic graphs are in GSSP is next to con-
sider. Corollary 2.9 excludes a large family of unicyclic graphs
from GSSP, such as any unicyclic graph with a vertex of de-
gree at least four (see e.g. G96 on Figure 5(a)) and all unicyclic
graphs with a degree three vertex not contained in the cycle
(see e.g. H on Figure 5(d)).
(a) G96 (b) G98 (c) G99 (d) H
FIGURE 5. Examples of unicyclic graphs not in GSSP.
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The next example features further examples of unicyclic
graphs with two degree three vertices, that are not in GSSP.
Example 5.8. Consider the graphs G98 and G99 as shown on
Figures 5(b) and 5(c). Note that for matrices
A98 =


0 2 0 1 0 0
2 0 1 0 0 0
0 1 0 1 1 0
1 0 1 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0

 , X98 =


0 0 1 0 0 1
0 0 0 1 1 0
1 0 0 0 0 −1
0 1 0 0 −1 0
0 1 0 −1 0 0
1 0 −1 0 0 0

 ,
A99 =


0 1 0 1 0 0
1 0 1 0 1 0
0 1 0 −1 0 0
1 0 −1 0 0 1
0 1 0 0 0 0
0 0 0 1 0 0

 , X99 =


0 0 0 0 1 1
0 0 0 1 0 0
0 0 0 0 −1 1
0 1 0 0 0 0
1 0 −1 0 0 −1
1 0 1 0 −1 0

 ,
where Ai ∈ S(Gi) and Xi ∈ S0(Gci), we have Ai ◦Xi = I6 ◦Xi = 0
and [Ai, Xi] = 0, which proves G98, G99 /∈ GSSP.
In Example 3.15 we presented a unicyclic graph in GSSP with
one degree three vertex, however, the question of determining
which other graphs in this family belong to GSSP is still to be
resolved.
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