Vocalizations are behaviorally critical sounds, and this behavioral importance is reflected in the ascending auditory system, where conspecific vocalizations are increasingly over-represented at higher processing stages. Recent evidence suggests that, in macaques, this increasing selectivity for vocalizations might culminate in a cortical region that is densely populated by vocalization-preferring neurons. Such a region might be a critical node in the representation of vocal communication sounds, underlying the recognition of vocalization type, caller and social context. These results raise the questions of whether cortical specializations for vocalization processing exist in other species, their cortical location, and their relationship to the auditory processing hierarchy. To explore cortical specializations for vocalizations in another species, we performed high-field fMRI of the auditory cortex of a vocal New World primate, the common marmoset (Callithrix jacchus). Using a sparse imaging paradigm, we discovered a caudal-rostral gradient for the processing of conspecific vocalizations in marmoset auditory cortex, with regions of the anterior temporal lobe close to the temporal pole exhibiting the highest preference for vocalizations. These results demonstrate similar cortical specializations for vocalization processing in macaques and marmosets, suggesting that cortical specializations for vocal processing might have evolved before the lineages of these species diverged.
The perception of vocalizations relies upon their representation in the population neural activity of neurons in the auditory pathway. In the ascending auditory system, neural activity shows a gradually increasing bias for representing conspecific vocalizations compared to other sounds. At lower processing stages of the auditory system, it is unclear if vocalizations are represented any differently than other sounds 1 . By the level of the inferior colliculus, however, population activity appears to over-represent conspecific vocalizations [1] [2] [3] , although only a small proportion of single neurons show selectivity for individual vocalizations 4 . In early auditory cortex, single neurons start developing selectivity for features unique to conspecific vocalizations 5, 6 . Higher in the processing hierarchy, greater selectivity for individual vocalizations is achieved by single neurons in rostral/anterior cortex 7, 8 . In macaque monkeys, this increasing representational bias for conspecific vocalizations appears to culminate in a cortical region located in the anterior auditory cortex that is densely populated with neurons that preferentially respond to conspecific vocalizations [9] [10] [11] [12] . The existence of such a vocalization-selective region in macaques raises the question of whether other species exhibit similar hierarchies or cortical specializations for vocalization processing, and whether similar brain structures are involved in these specializations. In this study, we asked whether the auditory cortex of the common marmoset (Callithrix jacchus), a New World primate that last shared a common ancestor with the macaque lineage about 40 million years ago 13, 14 , exhibits similar functional hierarchies for vocalization processing, and where they are localized in the brain. Marmosets are an ideal species for investigating vocal processing because they exhibit rich vocal behaviors [15] [16] [17] and possess a large, well-characterized vocal repertoire that is retained in captivity [18] [19] [20] . The marmoset auditory system is well-studied -at the cortical level, the anatomy and connectivity of primary and higher auditory cortices are well-characterized [21] [22] [23] , basic neural response properties are known [24] [25] [26] [27] [28] , the neural basis for responses to more complex stimuli have been studied 6, 29 and the neural representation of conspecific vocalizations by neurons in the primary and belt auditory cortex has been explored 5, [30] [31] [32] . While these studies have provided a wealth of information about the initial cortical stages of vocalization processing, an open question is whether the marmoset auditory cortical pathway builds up, in a hierarchical manner, to functionally specialized cortical regions for processing conspecific vocalizations.
Scouting large swathes of cortex for such functional specializations using electrophysiology is time-consuming and constrained by the accessibility of different cortical regions for invasive experiments. As an alternative, in macaques, fMRI has been used as a powerful tool to localize such functionally specialized cortical regions, in both visual cortex -for example, in localizing face-selective cortical regions 33, 34 , and auditory cortex -for example, in localizing vocalization-selective regions 9 . fMRI-based localizers can then be used to target electrophysiology to much smaller regions of interest 12, 34 . In this study, we used high-field fMRI to investigate the activation of marmoset auditory cortical areas by complex auditory stimuli. We demonstrate the existence of a caudal-rostral gradient for preferential vocalization processing in marmosets, with rostral regions close to the temporal pole exhibiting the maximal preference for conspecific vocalizations. Our results demonstrate that similar structure-function relationships might operate in marmosets and macaques for vocalization coding, and provide a basis for detailed studies of marmoset temporal pole regions using electrophysiological and high-resolution imaging methods to probe the neural basis of the processing of vocal communication sounds.
Results
The goals of this study were to determine if functional specializations for vocalization processing exist in the auditory cortex of common marmosets, and to determine the relationship of these regions to the auditory processing hierarchy. To this end, we used fMRI to measure BOLD activity in the auditory cortex of anesthetized marmosets using both vocalizations and simpler (tone) stimuli. Our main finding is the existence of a caudal-rostral gradient for vocalization processing, with anterior temporal lobe regions located close to the temporal pole (TP) and rostro-lateral to tone-responsive cortex having the greatest selectivity for vocalizations. BOLD data were acquired in a 7.0 Tesla small animal scanner, in which marmosets were placed by non-invasively securing them to a custom anatomical positioner (Fig. 1) . We emphasize the non-invasive nature of the restraint because this helped reduce the required level of isoflurane anesthesia, which proved to be a critical determinant of auditory cortex responsivity.
Sparse imaging paradigm.
To enable the delivery of acoustic stimuli with minimal interference from scanner noise, we used a sparse slice acquisition paradigm ( Fig. 2 ; similar to Petkov et al., 2009 11 ). In this paradigm, we first restricted the imaged area to six 1.2 mm-thick slices positioned obliquely and parallel to the lateral sulcus (LS), covering the expected location of auditory responsive areas (Fig. 3A) . Because Figure 1 . Experimental setup for marmoset auditory fMRI. The marmoset was placed, under anesthesia, in an anatomical positioner with built-in warm water heating support (blue) using non-invasive restraints and acoustic isolation foam. A custom 3D printed, foam-lined helmet (beige) was used to restrain the marmoset's head with ring coil (orange). Isoflurane anesthesia was delivered through a face mask (red), and acoustic stimuli were presented through MR-compatible earphones (green). The coil preamplifier box (gray) acted as a restraint for the subject's body. (Figure drawn by Nesibe Temiz-Karayol).
of the small number of slices acquired, data acquisition time and the concomitant gradient-switching noise were brief ( <0.25 s). We acquired one complete volume every 2.25 s (red lines and regions in Fig. 2 ), allowing us a ~2 s period of low ambient noise during which acoustic stimuli could be presented. In this way, close to 90% of acoustic stimulation was presented free from masking by scanner noise. We adopted a block design for the experiments with alternating ON and OFF blocks, each 22.5 s long, with the ON blocks consisting of either 1) vocalization or 2) tonal stimuli. In the vocalization experiment, we used three different ON blocks ( Fig. 2A) consisting of conspecific vocalizations (V; Fig. 2B, top) , phase-scrambled vocalizations (N, for 'noisy') and heterospecific vocalizations (H). In the tone experiment, we used two ON blocks consisting of high-frequency (Fig. 2B, bottom) and low-frequency tone pips (see Materials and Methods for details).
Data selection. Thirty experimental runs, each run consisting of ten repetitions of three stimulus blocks, were acquired for the vocalization experiment. From these runs, we first selected runs in which the level of isoflurane anesthesia could be kept below 1% without notable movement artifacts (18/30 runs). In the remainder, we typically experienced out-of-slice motion during the run (see data pre-processing in Methods section for exclusion criteria), or had to increase isoflurane to higher levels to prevent motion artifacts, which would preclude obtaining strong BOLD responses. Next, we determined which of the 18 runs showed significant stimulus-evoked BOLD responses (ON responses) relative to the scanner-noise-evoked responses (OFF responses) in the imaged slices. We did this by fitting a general linear model to the data as described in the Methods section, but without distinguishing between the different stimulus types (all-ON contrast). We discovered significant bilateral auditory cortex activation in 6 runs and unilateral activation in a further 6 runs (false discovery rate with cluster size thresholding; FDR-corrected q-value = 0.05; cluster threshold, 8 contiguous-face voxels). Because there was no a-priori reason to expect unilateral activation of early cortical areas by any of the stimuli used, we attributed the unilateral activation we obtained in 6/18 runs to technical shortcomings, and used only the remaining 6 runs (from 4 subjects) in which we obtained bilateral activation for further analysis in the vocalization experiment. Therefore, the criteria used for selection of these data for final analysis -significant stimulus-evoked bilateral activation, minimal movement, and low anesthesia -are independent of stimulus identity. To empirically verify that the selection of data was independent of final analyses, we also evaluated the full orthogonality criterion between the selection and test contrasts, taking into account the design matrix and temporal dependency of errors, following the recommendations of Kriegeskorte et al. (2009) 35 . Because our experimental design was balanced, the orthogonality criterion incorporating only the design matrix is expected to be zero, and this was indeed the case in our data. We also computed the autocorrelation matrices of the error residuals from two randomly chosen voxels in each run -one within auditory responsive areas, and one outside of auditory responsive areas. These matrices were strongly diagonal, and the full orthogonality criteria evaluated using these matrices were not significantly different from zero. Therefore, we conclude that the selection procedure did not bias the data toward any specific differential effect.
Vocalization experiment. In Fig. 3A ,B, we show how the imaged slices and the regions of auditory-evoked activation in the vocalization experiment were positioned relative to the whole brain. In this example (Subject C), we observed significant bilateral activation of regions close to the LS, extending ~6 mm deep from the lateral surface of the brain at its maximal extent. We also observed activation of midbrain auditory regions in this subject, but this activation was not reliably repeatable across subjects. We plotted the average activation in response to all three stimulus types overlaid on a high-resolution anatomical image to better localize these regions of activation. In Fig. 3C , the heatmap corresponds to the magnitude of BOLD signal change from baseline, the transparency corresponds to the absolute value of the t-statistic, and the black contour corresponds to t ≥ 5 36 . Activation of lateral temporal lobe close to LS, as well as midbrain regions, was evident. We then extracted the time-course of the BOLD signal averaged across all voxels that passed the t ≥ 5 threshold (Fig. 3D ) to visualize BOLD activation throughout the duration of the experiment. We further averaged the time-course over all repetitions to obtain the average activation for each of the three stimulus types, across all significant voxels in the cortex (Fig. 3E ). In this subject (Subject C), the average magnitudes of the BOLD responses (rel. to baseline) were 0.76% (conspecific vocalizations), 0.93% (phase-scrambled vocalizations) and 1.15% (heterospecific vocalizations) -a grand-average BOLD response (across all blocks) of 0.95% signal change relative to baseline. Over all 6 runs (4 subjects) used for analysis, the grand average BOLD response was 0.49% signal increase over baseline. The peak magnitude of auditory-evoked BOLD activation in our experiments was comparable to that elicited in the somatosensory cortex of anesthetized marmosets by electrical stimulation of the forearm 37 . We then asked whether distinct regions of the brain were differentially activated by the three types of vocalization stimuli. To determine this at the level of single subjects, we first plotted contours corresponding to regions of significant brain activation (FDR corrected, q = 0.05) for each stimulus type. In Fig. 4A , we plot these contours for the same subject (Subject C) as in Fig. 3 . We then summarized these activation patterns in an anatomically-referenced matrix as follows. First, we defined a 24 × 6 matrix per hemisphere, starting at the temporal pole and extending along the LS for 15 mm (0.625 mm bins), and starting at the LS and extending 7.2 mm lateral to the LS (1.2 mm bins; magenta boxes in Fig. 4A show one column of the complete matrix). Each element of this 24 × 6 matrix was the average of the beta values derived from a 4 voxel deep area (each magenta box). Figure 4B plots this matrix derived from Subject C. While we observed a greater number of rostral matrix elements active for conspecific vocalizations compared to phase-scrambled vocalizations, contrasting these two stimulus types at the single-subject level did not yield statistically significant differences. The number of active matrix elements was similar for conspecific and heterospecific vocalizations. Thus, the singe-subject data neither confirm nor exclude regional vocalization preferences.
To obtain more statistical power to assess if functionally specialized cortical regions existed, we performed group analysis across all scanned subjects. Because the brain sizes of the scanned subjects were similar, and because slice position was consistently determined by anatomy, we could then use the activation matrices across subjects to determine the average activation pattern, referenced to anatomical landmarks, for each stimulus type. In Fig. 5A , the group-averaged activation maps are plotted, and matrix elements with black outlines correspond to those regions that were significantly higher than baseline (FDR corrected, q ≤ 0.05). We noticed that, compared to phase-scrambled vocalizations, a greater number of rostral and rostro-lateral elements of the matrix were active for conspecific and heterospecific vocalizations. To statistically evaluate preferential cortical processing of vocalizations, we then performed second-level GLM analyses contrasting conspecific vocalizations against the other stimuli. These results will be discussed later in this section.
Tone experiment. To functionally localize areas of activation by complex stimuli relative to tone responses, we performed single-subject and group analyses as above for 5 runs of the tone experiment from three subjects in which we elicited significant bilateral tone activation. In each of the three subjects, we observed alternating regions of cortex that were responsive to low-and high-frequency tones, as expected for tonotopically organized cortex (Fig. 6A) . Because the precise mapping varies from subject to subject, direct averaging across subjects (as performed in Fig. 5 ) would systematically underestimate tonotopy at the group level. Therefore, we performed a second-level general linear model (GLM) analysis on the matrices obtained from individual subjects, with predictors for stimulus type and subject. We treated the two hemispheres of each subject independently to increase statistical power for these analyses. We then determined which elements of the response matrix showed significant second-level beta values for either stimulus type (Fig. 6B) . By doing so, we were able to define the cortical regions which were, on average, tone-responsive (matrix elements with magenta outlines). In the section below, we use this information in conjunction with the vocalization experiment to localize regions of cortex that show differential activation by vocalizations relative to tone-responsive cortex.
Differential activation of rostro-lateral auditory cortex by conspecific vocalizations. To determine if there exists a preference for conspecific vocalizations in some cortical regions, we performed second-level GLM analysis as above for the vocalization dataset in Fig. 5 , also treating hemispheres independently to increase statistical power. When we contrasted conspecific vocalizations against phase-scrambled vocalizations (V > N, Fig. 7A , left) or against heterospecific vocalizations (V > H, Fig. 7A, right) , we observed that rostral and rostro-lateral regions of cortex, close to the temporal pole, exhibited a preference for conspecific vocalizations, with the most rostro-lateral region of imaged cortex exhibiting the highest preference (0.2% signal change from baseline; p = 0.03, not corrected for multiple comparisons; green arrows in Fig. 7) . Overall, the magnitudes of the differential activation in the rostral regions were about 0.08% signal change from baseline. Because the magnitude of the average BOLD response across stimulus categories was about 0.5%, the observed 0.2% maximal signal change and 0.08% average signal change correspond to a 40% and 16% increase in the response magnitude for conspecific vocalizations relative to phase-scrambled vocalizations. The differences in magnitude were about half as much for conspecific versus heterospecific vocalizations and were not statistically significant in individual matrix elements. We emphasize here the spectral similarity of conspecific (V) and phase-scrambled (N) vocalization stimuli -because the phase-scrambled stimuli were generated from the same set of conspecific vocalization tokens used in the experiments, they had highly overlapping average spectra, and differed mostly in their higher-order spectrotemporal structures. Thus, the observed differences in BOLD responses between V and N is a result of an underlying cortical process that is sensitive to the spectrotemporal features of conspecific vocalizations. For illustration, we have plotted in Fig. 7B the stimulus category that elicited the best response in each matrix element. From this plot, one can observe the transition of stimulus preference from noisy stimuli in caudal auditory cortex to spectrotemporally complex stimuli in rostral auditory cortex, with conspecific vocalizations being the optimal category near temporal pole.
We tested if a gradient exists in the preference for conspecific vocalizations along the LS, by fitting a line to the differential effect size along the caudal-rostral direction (along columns of the matrix in Fig. 7A ). We found that preference for conspecific vocalizations increased in the caudal to rostral direction along the lateral sulcus. Statistical significance was evaluated from the p-value of a linear regression on each column of the group average matrix (corresponding to slices along LS), Bonferroni-corrected for multiple comparisons (asterisks in vocalizations were not significantly tone-responsive (magenta boxes in Fig. 7A ), and located rostral and rostro-lateral to tone-responsive cortex. Figure 7C is a remapping of the V > N matrix in Fig. 7A onto a high-resolution anatomical scan -the caudal-rostral gradient in vocalization selectivity is readily apparent. In Fig. 7D , we illustrate the anatomical location of the anterior end of this gradient, where we would expect the most vocalization-selective responses.
Compared to conspecific or heterospecific vocalizations, i.e., stimuli with rich spectrotemporal structure, the cortex caudal to tone-responsive regions was better driven by phase-scrambled (noisy) stimuli (blue regions in Fig. 7A ). Maximally, caudal regions exhibited about a 20% increased response to noisy sounds compared to conspecific vocalizations. This preference for broadband stimuli is consistent with broader tuning bandwidths that have been observed in caudal auditory cortex in macaques 38 and marmosets 25, 39 . Averaged across all slices (average of all columns of the matrix in Fig. 7A ), the caudal-rostral gradient changed from an 8% preference for noisy sounds caudally to a 13% preference for conspecific vocalizations rostrally (R 2 = 0.77, corrected p = 1.4 × 10
−7
). At the individual slice level, the extrema of observed values were about a 20% increased response to noisy sounds caudally (close to LS) and 40% increased response for conspecific vocalizations rostro-laterally (close to temporal pole and furthest from LS).
As a control to confirm the statistical validity of the caudal-rostral selectivity gradients for V > N and V > H, we also performed a permutation test as follows. The differential effect size matrices in were randomly rearranged 100,000 times, and the R 2 and p-value of linear fits along the columns calculated. From these randomizations, we computed the likelihood of observing a caudal-rostral gradient at the minimal R 2 and p values observed in the data, so that the resultant probabilities provided an upper bound for how likely it was to find a gradient purely by chance. We found that for the conspecific versus phase-scrambled case (V > N), the probability of obtaining an R 2 ≥ 0.39 (the minimum of significant R 2 values in the data) in any single column with a significance value of p ≤ 0.0018 (the minimum uncorrected significance value in the data) was P(V > N) = 4.5 × 10 . Similarly, for conspecific versus heterospecific vocalizations (V > H), the probability of obtaining a single-column gradient with R 2 ≥ 0.51 and significance value p ≤ 1.2 × 10 −4 was P(V > H) = 3.7 × 10 −5
. Simultaneous gradients along multiple columns did not occur even once over the 100,000 randomizations for both the V > N and V > H comparisons, whereas in the data we observed five and four simultaneous gradients respectively. The above test assumed independent matrix elements, and in each permutation, the actual numerical values of the matrix elements were preserved. A more stringent control would be to preserve spatial correlations between the matrix elements; this can be effected by computing the 2D spectrum of the matrices, retaining the power spectrum, and scrambling only the phases. This computation, however, comes with the trade-off of altering the numerical values of individual matrix elements in each permutation. When we repeated the permutation test with phase-scrambled matrices as outlined above, the probability of observing single-column gradients at the minimum observed levels in the data were: P(V > N) = 0.058 and P(V > H) = 0.023. The probability of observing 5 simultaneous gradients in the V > N case was 4.9 × 10 . Therefore, we conclude that the observed caudal-rostral gradient in conspecific vocalization selectivity was a statistically highly significant and non-random arrangement.
Discussion
These data demonstrate a gradient for the preferential processing of conspecific vocalizations in a caudal-rostral direction along the LS, with rostro-lateral cortical regions close to the temporal pole exhibiting the most preference for conspecific vocalizations. Regions that exhibited the most preference for vocalizations appeared to lie outside of tone-responsive cortex. Our study points to a homologous structure-function relationship in the processing of conspecific vocalizations in the brain between a New World primate (the common marmoset) and an Old World primate (the macaque), suggesting that cortical specialization for vocalization processing may have evolved before the lineages of these two species diverged from a common ancestor ~40 million years ago 13, 14 . Finally, our study proposes a target for electrophysiological studies of marmoset vocal processing.
Homologous structure-function relationships of cortical processing in primates. In macaque monkeys (in both awake and anesthetized animals), fMRI experiments have suggested that a ~50 mm 3 cortical region selective to conspecific vocalizations and individual identity, situated in the anterior temporal lobe close to the temporal pole, lies at the apex of the auditory processing hierarchy 9, 10 . The differential magnitude of vocalization responses observed in these studies was ~0.6% BOLD signal change. In the present study, we did not find evidence for well-defined cortical regions that preferentially processed conspecific vocalizations. We do find, however, a similar anatomical pattern for encoding conspecific vocalizations in marmosets -anterior temporal lobe regions lie at the upper end of a vocalization-selectivity gradient, with a maximal differential magnitude of about 0.2% BOLD signal change. Thus the propensity of rostral temporal lobe regions in marmosets to preferentially process vocalizations is consistent with the organization of macaque auditory cortex.
If a marmoset vocalization region did exist, it is worth considering what the expectation for the size of such a region should be. For a rough estimate, let us make the simplifying assumption that the volume of functionally specialized areas scales linearly with the total volume of gray matter in the cerebral cortex. Marmosets have lissencephalic brains with a neocortical volume of ~4400 mm 3 , whereas the brains of macaques are highly gyrencephalic with a neocortical volume of ~63500 mm 3 -14.5 times bigger than marmosets 40, 41 . A 50 mm 3 volume (size of the Petkov voice region) of functionally specialized cortex in macaques would therefore scale to a ~3.5 mm 3 volume in marmosets -a sphere of radius 0.94 mm, or, at our imaging resolution of 0.625 × 0.625 × 1.2 mm, about 7 voxels. Accounting for nonlinearities in the expansion of different cortical areas, it appears that auditory cortical regions and temporal pole has expanded between 8x -16x in macaques compared to marmosets 41 , suggesting estimates of between ~3 -6 mm 3 (6 -13 voxels) for a putative vocalization area in marmosets. This small expected size might have therefore rendered such a specialized cortical region difficult to detect. For example, a recent study comparing fMRI maps to maps derived from high resolution neurophysiology data suggested that fMRI was most useful for detecting large ( >2.5 mm) domains of selective cortex 42 . What we observe as a gradient in vocalization selectivity might therefore be a spatially-smoothed reflection of an underlying cortical specialization. Alternatively, compared to macaques, vocalization-preferring neurons in marmosets may be more diffusely distributed in the anterior auditory cortical regions.
The rostral auditory cortex and the auditory processing hierarchy. Convergent primates -for example, in macaques, neurons in the AL belt area exhibit high vocalization selectivity 8 , regions in the anterior auditory cortex are populated by more vocalization-selective neurons 12 and discrimination of certain categories of vocalizations is enhanced in rostral auditory cortex 43 . Taken together, these data suggest that rostral regions of the temporal lobe in macaques display response characteristics that are ideally suited for processing sounds with complex spectrotemporal patterns such as vocalizations 44 . Thus, the caudal-rostral gradient that we observe for vocalization processing in marmosets is also consistent with a range of electrophysiological studies in macaques, and suggest that anterior temporal lobe regions in marmosets are at the apex of the sensory auditory processing hierarchy as well.
In broader terms, increasing selectivity for vocalizations has been observed in other species along an anterior/ventral direction. In evolutionarily earlier species such as Guinea pigs, there is some experimental evidence that rostral and ventral secondary cortical areas respond to spectrotemporally complex sounds such as vocalizations, whereas caudal and dorsal regions do not respond to vocalizations 45 . In dogs, anterior and ventral auditory cortical areas are maximally responsive to dog vocalizations 46 . In more recently evolved species such as humans, imaging experiments have demonstrated communication sound selective regions in the anterior temporal lobe 47, 48 similar to macaques 9 . We note, however, that the anterior pathway may not be the only vocalization-selective pathway in higher primates. For example, in macaques, a communication sound preferring region of the insula has been reported 49 . In chimpanzees, a PET imaging study suggested that preference for conspecific vocalizations is localized to the posterior temporal lobe 50 . In humans, conspecific vocal sounds activate central and posterior regions of the superior temporal sulcus in addition to anterior regions 51 . In our data, however, we did not find any caudal vocalization-selective regions or reversals of the vocalization-selective gradient at a caudal location. Our study supports the importance of anterior auditory cortex in the perception of vocal communication sounds.
Auditory fMRI under anesthesia. One limitation of the present study is that we conducted our experiments under anesthesia. The primary reason for performing our experiments under anesthesia was to keep motion artifacts as minimal as possible using non-invasive techniques -because of the partial slice prescription necessitated by the sparse scanning paradigm, any motion artifact that resulted in out-of-slice motion was irrecoverable. A second reason was to develop non-invasive techniques of obtaining fMRI data, which would enable the collection of comparative data from a variety of evolutionarily interesting species, providing crucial insight into brain evolution. However, the use of anesthesia had two main consequences.
First, anesthesia likely affected run-to-run reliability in our experiments. We took great care to keep the level of anesthesia as low as possible in our experiments; by introducing nitrous oxide into the gas mix, we were able to image at isoflurane levels of 0.25 -0.75%. However, because we used a face mask for anesthetic delivery, the actual isoflurane concentration experienced by the subject may have been variable from run to run, with the set level of isoflurane representing an upper limit. This underlying variation in anesthetic level could explain some of our run-to-run variability. The effect of anesthesia on BOLD responses is strongly dependent on type of agent, dosage, cortical area studied, and species 37, 52 , and each of these factors could induce response heterogeneity.
Second, anesthesia is a critical determinant of the response characteristics of auditory cortical neurons, with effects on response magnitude 27 , latency and reliability 53 , transience 27 and tuning properties 54 . Keeping these effects in mind, we took great care to keep the level of anesthesia as low as possible in these non-invasive experiments; by introducing nitrous oxide into the gas mix, we were able to image at isoflurane levels of 0.25 -0.75%. Even the low levels of anesthesia we used might have altered some underlying neural response properties; perhaps inducing the biphasic hemodynamic response function that we observed (Materials and Methods).
But at the same time, anesthesia has not seriously hindered the localization of cortical specializations in previous fMRI studies in macaques: anesthetized functional localization (using remifentanil) of both higher auditory 9 and higher visual 55 cortex are similar to that observed in awake animals. Robust, bilateral auditory BOLD responses can be obtained under anesthesia (intravenous ketamine and isoflurane) in cat auditory cortex 56 . In marmoset somatosensory cortex, the primary effect of propofol anesthesia appears to be about a 50% suppression of BOLD response magnitude 37 . In rats, differential cortical responses to auditory stimuli, including human voices, have been observed under deep isoflurane anesthesia 57 . Thus, while it is possible that we may have missed strong responses in higher auditory cortical regions in our experiments, and consequently missed extant small, specialized cortical regions, we expect the observed caudal-rostral gradient in vocalization selectivity to generalize well to awake animals.
There are many improvements in the experimental preparation that could increase the power of fMRI imaging of auditory cortex in marmosets. First among these is imaging awake marmosets, which can be accomplished with the use of custom 3D-printed helmets 37 or MR-compatible headposts for head fixation. However, as mentioned earlier, for sparse-scanning paradigms, great care should be taken to minimize motion artifacts. It is unclear if having the animals perform an active task during imaging would result in a better signal-to-noise ratio -for example, in macaques, behavior does not appear to confer an advantage for spatial discrimination 58 , and in rodents, neural responses are suppressed during active tasks or locomotion 59, 60 . A second technical advance is the use of multichannel RF coil arrays 61 that could result in increased whole-brain coverage with high contrast-to-noise ratio. In our study, because we used a single-channel surface coil pressed directly onto the subject's scalp, the positioning of the coil relative to the magnetic field , a critical determinant of contrast-to-noise ratio, was dependent on the subject itself. It is possible that small differences in coil positioning from run to run also contributed to the low run-to-run reliability that we experienced.
The marmoset is becoming an increasingly popular animal model for systems neuroscience. Their small size, relatively fast generation time, captive breeding success, and sequenced genome 62 have made genetic manipulations tractable 63 . At the same time, it is becoming increasingly possible to adapt the natural behavior of marmosets to a laboratory setting [64] [65] [66] , and to train marmosets in simple operant behaviors in the auditory 67 and visual domains 68 . The evolutionary proximity of marmosets to other primate species including humans, combined with their genetic and behavioral tractability, thus offers a potent model system to advance our understanding of brain structure and function. Being animals that exhibit a rich vocal behavior and with a well-studied auditory system, the above advantages make marmosets especially attractive to study the brain's vocal communication machinery. In this study, we have demonstrated an addition to the set of tools that could be used to localize brain regions of higher auditory cortical function and to investigate the processing of communication sounds in this exciting model system.
Materials and Methods
Animal preparation. All experimental procedures were performed in accordance with protocols approved by the Institutional Animal Care and Use Committees (IACUC) of The Rockefeller University and Weill Cornell Medical College, and met the guidelines of the National Institutes of Health for the care and use of laboratory animals. Six male marmosets (Callithrix jacchus), weighing 325 -400 g were MRI imaged while anesthetized. Experimental imaging sessions lasted 90 -120 min., and each subject was restricted to one imaging session per week. Sedation was induced with intramuscular injection of a combination of ketamine (10 mg/kg), dexmedetomidine (0.01 mg/kg), and glycopyrrolate (0.005-0.01 mg/kg). Anesthesia was maintained for the duration of MRI imaging using isoflurane (0.5%-1.5%) in combination with a 50/50 mixture of nitrous oxide (N 2 O) and medical grade oxygen (O 2 ), delivered at a rate of 1 L/min through a custom-built face mask. Heart rate, core body temperature and respiratory rate were monitored throughout the duration of the imaging procedure using MR-compatible sensors (SA Systems Inc.). Following anesthetic induction, a sterile ophthalmic lubricant was applied to cover both eyes. The anesthetized subject was then placed in the sphinx position within a custom-built anatomic positioner ( Fig. 1 ) equipped with built-in circulating warm-water heat support. Earphones for auditory stimulation were placed, and a surface ring coil for functional imaging was positioned over the subjects head. The subject was secured in place using acoustic isolation foam blocks. A custom foam-lined 3D-printed helmet was used to secure the subject's head and the surface ring coil to the anatomic positioner. About 5 minutes prior to functional imaging, the concentration of isoflurane administered was reduced (0.25 -0.75%) while concurrently increasing the ratio of N 2 O:O 2 to 70/30. Isoflurane was kept at low levels during functional imaging in order to maintain responsivity in the auditory cortex. This level of anesthesia is lower than dosages typically used in invasive neurophysiological experiments. At the end of the imaging session, lactated Ringer's solution was injected subcutaneously to provide fluid support. The subject recovered from anesthesia in a temperature-and humidity-controlled incubation chamber while under continuous monitoring.
Stimuli. Stimuli for vocalization experiments consisted of marmoset vocalizations (V), heterospecific vocalizations (H)
, and phase-scrambled marmoset vocalizations (N, for 'noisy'). A corpus of 16 non-familiar marmoset vocalizations was constructed, eight from recordings in a colony of marmosets at Johns Hopkins University 69 , and the remainder downloaded from various online sources. A corpus of 16 heterospecific vocalizations included calls of other New World primates (tamarins and squirrel monkeys), birds, macaques and other animals, which were downloaded from various online sources. All vocalization stimuli were digitized at 44.1 KHz. Phase-scrambled vocalizations were made by first extracting the power spectrum of marmoset vocalizations in each band of a logarithmic filter bank consisting of 6 equally spaced bands, scrambling their phases, and recombining the scrambled-phase signals from all bands. The average power spectra for the stimulus categories are plotted in Fig. 2C . For tone experiments, we generated random-chord stimuli in MATLAB as follows: two frequency bands of two-octave widths, corresponding to low frequencies (center frequency = 1200 Hz) and high frequencies (center frequency = 7000 Hz) were defined, and 21 logarithmically spaced 50 ms-long tone pips were generated in each band. The total stimulus duration was divided into 50 ms bins, and each bin was populated by the sum of randomly drawn tone pips. Tone pips were drawn from the low-or high-frequency band for the low-tone and high-tone stimuli. Tone pip density was maintained constant at ~5 tone pips/ second. We constructed 10 2.25 s-long stimuli in each frequency band, and all 10 were combined in random order to produce a 22.5 s stimulus for each ON block. All acoustic stimuli were normalized to equal broadband power, amplified with a STAX amplifier and presented through MRI-compatible earphones (STAX). Sound level for stimulus presentation was optimized during pilot experiments to maximize the magnitude of the average BOLD response, and the average sound pressure level (measured at a 1-cm distance from the earphone) was ~80 dB SPL. To reduce ambient scanner noise, the scanner's helium compressor was switched off during the auditory fMRI runs. An increase in helium gas pressure was observed, but for our short-duration functional scans, this increase was within safe operating limits. We caution that this step may not be appropriate for longer imaging runs.
Imaging. fMRI was performed on a 7.0 Tesla 70/30 Bruker Biospec small-animal MRI system equipped with a 12 cm diameter, 450 mT/m amplitude, 4500 T/m/s slew rate, actively-shielded gradient subsystem with integrated shim capability. A 3 cm-wide ring surface coil was used for reception of the MR signal and a linear coil with 7 cm diameter was used for the excitation of the sample. In a typical session, after initial localizer and waterline scans, we acquired anatomical images covering the whole brain with a slice thickness of 1.2 mm (18 slices) using a FLASH pulse sequence. Four averages with a flip angle of 40 degrees, TE = 5.5 ms, TR = 355 ms, field of view = 4 × 4 cm, and matrix size = 320 × 320, resulting in a spatial resolution of 0.125 mm × 0.125 mm were acquired. Based on these images, we identified the location of the lateral sulcus (LS), and positioned a slice packet consisting of six 1.2 mm-thick slices parallel to the LS, abutting the LS in the first slice, and extending over the temporal lobe. A second anatomical scan was acquired with this slice prescription using the same parameters as above for future registration with functional images. After completion of anatomical imaging, we commenced functional (EPI) imaging. Six gradient echo EPI image slices of 1.2 mm thickness paralleling the LS as above were acquired with interleaved slice order, TE = 16 ms, flip angle = 80 degrees, navigator echo, field of view = 4 × 4 cm, matrix size = 64 × 64, resulting in an in-plane spatial resolution of 0.625 mm × 0.625 mm. The actual time required for slice acquisition was < 250 ms, but we triggered slice acquisition only every 2.25 s because of our sparse imaging protocol, resulting in an effective TR of 2.25 s (Fig. 2) . We obtained 600 volumes over the course of 22.5 minutes for vocalization experiments, and 400 volumes over 15 minutes for tone experiments. Each run corresponded to 10 repetitions of each stimulus block, with each block lasting 10 TRs, or 22.5 seconds. Each run was preceded by the acquisition of three volumes to overcome the T1 saturation artifact, and these volumes were dropped from analysis.
Data pre-processing. Data were analyzed using custom scripts in AFNI 70 and MATLAB. We first processed the anatomical volumes by digital skull-stripping and intensity normalization in AFNI. We constructed a mask volume based on the anatomical volume, which used the same slice prescription as the functional volume. We then calculated a mean functional volume over all time points of the functional imaging run, and registered each acquired volume using affine transformations, to the mean functional volume. We saved the affine transformation matrix and motion parameters from this initial registration, but did not resample the functional volumes at this stage. The mean functional maps were then skull-stripped manually and intensity-normalized. We performed a nonlinear alignment of the skull-stripped mean functional to the anatomical volume to remove the effect of EPI distortions. This calculated warp field, together with the affine transformations obtained at the first registration step, was applied to the individual functional volumes to bring them into alignment with the anatomical volume. We de-spiked the resultant volume, and used a list of outliers (points exceeding a threshold of six standard deviations from the mean baseline intensity), to build a list of time frames excluded as likely motion artifacts. The dataset was used for further analysis only if >95% of the time points survived exclusion. The de-spiked volume was high-pass filtered with a cutoff frequency of 0.01 Hz, spatially smoothed using a 2 mm Gaussian kernel, quadratically de-trended, and normalized to a voxel-wise baseline value of 100. Data analysis. A general linear model (GLM) was fit 71 to these pre-processed data. In analyzing the BOLD responses to both tones and vocalizations, we observed a diversity of response shapes across the subjects. In some cases (Subjects C and P), the BOLD response could be reasonably well-modeled by a standard univariate hemodynamic response function. However, in other subjects (Subjects Y and Q), the BOLD response exhibited two distinct peaks, such that a univariate response model was inadequate to model the observed responses. We therefore adopted a model-free approach for analyzing BOLD activity in our experiments (similar to Gonzalez-Castillo et al., 2012 72 ), by using 7-point tent basis functions to fit the shape of the BOLD response over 14 data points in order to accurately account for the observed heterogeneity in the shapes of the hemodynamic response functions. We further observed that the second peak of the BOLD response occurred after stimulus offset, and compared to the first response peak, its magnitude was less modulated stimulus type. These features of the offset response made it difficult to interpret and directly link to underlying neural activity. Therefore, we only used the portion of the response that occurred during the presentation of the stimulus for all the analyses that we have presented here. The design matrix included polynomials up to order two and the six independent affine motion parameters as nuisance regressors. Results were visualized in AFNI, 3DSlicer, and using custom MATLAB scripts. In all cases, we defined regions of interest (ROIs) consisting of voxels where the average beta value across all stimulus types was significantly different from baseline (FDR-corrected q-value = 0.05). From these voxels, we extracted the average time-course of the BOLD response for display. We also obtained beta value maps and maps of the t-statistic from each experimental run.
Group analysis. To combine data across runs, we first defined a matrix that outlined a 4-voxel (2.5 mm) deep region of the edges of the volume (see description in Results section), stretching 15 mm along the LS from the temporal pole on all six slices and in each hemisphere. In defining this matrix, we explicitly excluded one voxel at the outermost edges of the volume to ensure minimal effects of movement artifacts and partial-volume effects. This resulted in a 24 × 12 matrix, each element of which was the average of the beta values from 4 voxels, and which could be indexed in terms of its anatomical distance from the temporal pole and the LS. Because the brain sizes of the imaged animals were similar, applying this matrix to all subjects allowed us to combine activity across subjects without introducing further registration-induced distortion, partial volume or resampling errors to the functional volumes. We extracted this matrix of betas from individual runs, and fit a second-level GLM to the data, including predictors for each hemisphere and subject. The resulting matrix was then projected back onto an example anatomical scan to map regions of interest in the brain.
