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Abstract
We consider a matrix valued version of the bispectral problem involving a block tridiagonal doubly in2nite
matrix and a "rst-order di4erential operator with matrix coe5cients. We give a set of necessary conditions
that the coe5cients need to satisfy and solve these equations under a variety of conditions. The situations
discussed here should make it plain that while the corresponding problem in the scalar case is relatively trivial
and devoid of any interest, the noncommutative version of the problem is much richer and subtle. The results
here should be useful, for instance, in the study of a noncommutative version of the nonlinear Toda lattice.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction
Starting with the path-breaking work in connection with important nonlinear evolution equations
associated to the names of Korteweg-de Vries, (nonlinear) Schr&odinger and Toda, in the late 1960s
and early 1970s, one has witnessed a renewed e4ort in exploiting the spectral theory of the linear
Schr&odinger operator and similar linear operators. These linear problems play a crucial role in the
analysis of the very important nonlinear ones mentioned earlier. It is not an exaggeration to say that
this development has brought together an amazing interweaving of classical as well as modern tools
in analysis, algebraic geometry, combinatorics, etc. For a small sample of papers illustrating this see
[1,2,36,37,45].
A large number of other areas of mathematics have bene2ted as well as contributed to these
developments, and here we concentrate on the so called “bispectral problem” raised in the purely
continuous case in [11] and in the discrete-continuous case in [8,35].
Of particular interest to us are the recent results in [22–25]. In these papers one 2nds instances of
a matrix valued version of the bispectral problem featuring a second-order di4erential operator. The
examples uncovered in these papers deal with di4erent continuous-discrete versions of the problem.
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All these are examples of matrix valued spherical functions, a theory proposed in [42], see also [14].
Consequently, in all these examples there is a rich backbone given by a symmetric space, making
it obvious that the matrix valued functions should be solutions of certain di4erential equations with
matrix coe5cients. The surprising result in these papers is that an appropriate combination of these
spherical functions would satisfy a 3-term recursion relation.
For a purely continuous version of a related situation one can consult [48,49].
The search for “classical matrix valued orthogonal polynomials” has resulted in a number of
interesting results. See for instance [9,12,33,34]. In this case the 3-term recursion is part of the
general theory and the di5culty is in isolating those cases where there is a di4erential operator that
has the matrix valued orthogonal polynomials as its eigenfunctions.
The connection between the spherical functions uncovered in [22,23] and the theory of matrix
valued orthogonal polynomials has been pointed out in [25]. The results that have been given in
fairly brief form in [22] have been extended and fully developed in [39]. Very recently, [19,26] an
appropriate matrix valued version of the Jacobi polynomials has been found that goes beyond the
situations featuring a symmetric space.
A cursory comparison between [8] and the papers mentioned above in connection with the search
for “classical orthogonal polynomials” will convince the reader that the scalar valued situation is far
too simple to be of any guide in the matrix valued case. Unless one is willing to make unwarranted
assumptions as to the commutativity of the coe5cients appearing in the relevant operators one is
now dealing with a much harder problem. The purpose of this paper is to develop some of the tools
and take a few 2rst steps in this largely uncharted territory. We take the point of view, exposed in
[20] that it is best to consider the case of a doubly in2nite (block) tridiagonal matrix. The study of
a semi-in2nite matrix, while leading to the more familiar world of orthogonal polynomials, poses
extra restrictions linked to a special “boundary condition”.
The 2rst results, dealing with the necessary conditions on the coe5cients are derived for matrix
coe5cients of arbitrary size. This is the purpose of Section 3. Once these general results are given
we consider a pair of examples in Section 4. They already show how much richer and complex the
matrix valued situation is compared to the scalar one. To drive this point further we consider in
Section 5 the case of 2rst-order di4erence operators (always in the context of 2rst-order di4erential
operators) when the eigenvalue matrix is supposed to have leading term given by the identity matrix
2rst and then to be generic. Even these two cases lead to phenomena not present in the scalar case.
This point is 2nally made even more clear when, in Section 6 we allow the leading coe5cient of
the spectral matrix to be singular. When it comes to examples we will give them in the case of
two-by-two matrices. This is enough to illustrate the richness of the situation.
For a general discussion of the bispectral problem see [3,11,31,46] and for a sample of problems
touching upon this area see [4–7,10,13,15–18,21,27–30,32,38,40,41,43,44,47].
2. Statement of the problem
Let us denote by E and  the customary shift operator and di4erence operators:
Ef(j) = f(j + 1) and f(j) = f(j + 1)− f(j);
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and letL=E+Bj+AjE−1 be a second-order di4erence operator with matrix coe5cients. Equivalently,
we may think of L as a doubly in2nite tridiagonal matrix. In this paper we study the following
problem.
Problem (Matrix-valued bispectral problem): Find all nontrivial matrix-valued functions 	j(z)
depending on two variables j (discrete) and z (continuous), satisfying the following equations:
L	j(z) = z	j(z); (2.1)
B(z; 9z)	j(z)t = 	j(z)ttj; (2.2)
where B(z; 9z) is a di9erential operator with matrix coe:cients, and j is some matrix.
We are ruling out uninteresting situations such as the case when B(z; 9z) and j are 0.
This form of the problem is motivated by the situation uncovered in [23]. In the terminology of
[12] it corresponds to a “right-hand side” di4erential operator. Eq. (2.2) can clearly be rewritten in
terms of the original matrix valued function 	j(z) by taking adjoints.
If B(z; 9z) is a zeroth-order operator then the problem is more or less trivial. Indeed, in this case
B(z; 9z) is actually just a matrix depending only on z and then from (2.1) and (2.2) it follows that
[L; j] = (j)E + [Bj; j] + (Ajj−1 − jAj)E−1 = 0;
i.e. j =  is a constant matrix commuting with Aj and Bj. If 	0 = I , then Eq. (2.2) implies that
B(z; 9z) = t , i.e. in this case the second equation simply means that  commutes with 	j(z) for
all j∈Z. Thus, the general solution to the problem (2.1) and (2.2) in this case is the following: Let
L be an arbitrary second-order operator with matrix coe5cients, and let  be a matrix commuting
with the coe5cients of L, i.e. [; Aj] = [; Bj] = 0 for all j. Let 	0(z) = I , and let 	1(z) be an
arbitrary matrix commuting with . Then (2.1) de2nes 	j(z) for arbitrary j and this sequence of
matrices satis2es (2.2) with B(z; 9z) = tj = t .
In the next section we study some necessary conditions for the bispectral problem (2.1) and (2.2),
following the work of Duistermaat and Gr&unbaum [11].
3. Necessary conditions for bispectrality and examples
We 2rst state a simple lemma which is a straightforward adaptation of a basic observation
in [11].
Lemma 3.1. If the operator B has order m, then
(adL)m+1j = 0;
where as usual (adP)(Q) = [P;Q] =PQ− QP is the commutator of the operators P and Q.
Proof (Sketch): Using (2.1) and (2.2) one can easily see that for k = 0; 1; : : : we have
(adL)k(j)	j(z) = 	j(z) (ad z)k(Bt);
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where z and Bt are considered as operators acting on the right side. Since the order of a di4erential
operator is lowered with each commutator, it follows that
(adL)m+1(j)	j(z) = 0:
As z varies, 	j(z) are linearly independent functions from the kernel of the operator (adL)m+1j,
hence this operator must vanish identically, establishing the lemma.
Let B(z; 9z) be a 2rst-order di4erential operator
B(z; 9z) = a(z)9z + b(z);
where a(z) and b(z) are two matrices depending only on z (but not on j). From Lemma 3.1 we get
(adL)2j = [L; [L; j]] = 0: (3.1)
Since
(adL)2j = 2(j)E2 + · · · ;
it follows that 2j = 0, i.e.
j = jP + Q; (3.2)
for some constant matrices P and Q. Notice that if 	0(z) = I , then (2.2) with j = 0 implies that
b(z) = Qt , i.e. the operator B(z; 9z) has the form
B(z; 9z) = a(z)9z + Qt:
From (3.2) it follows that j = P and therefore
[L; j] = PE + [Bj; j] + (Ajj−1 − jAj)E−1: (3.3)
Denote for simplicity
Yj = [Bj; j] and Xj = Ajj−1 − jAj: (3.4)
Then
[L; j] = PE + Yj + XjE−1
and
[L; [L; j]] = (Yj + BjP − PBj+1)E + (Xj + [Bj; Yj] + AjP − PAj+1)E0
+ (BjXj − XjBj−1 + AjYj−1 − YjAj)E−1 + (AjXj−1 − XjAj−1)E−2: (3.5)
Each one of the coe5cients of di4erent powers of E should vanish. These results are summarized
in the following theorem.
Theorem 3.2. If (2.1) and (2.2) hold, for the operator L = E + Bj + AjE−1 and some "rst-order
di9erential operator B(z; 9z), then the following equations must be satis"ed:
Yj + BjP − PBj+1 = 0; (3.6a)
Xj + [Bj; Yj] + AjP − PAj+1 = 0; (3.6b)
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BjXj − XjBj−1 + AjYj−1 − YjAj = 0; (3.6c)
AjXj−1 − XjAj−1 = 0: (3.6d)
We analyze equations (3.6a)–(3.6d) separately below.
Eq. (3.6d) gives
AjXj−1 = XjAj−1: (3.7)
Assume that Aj is an invertible matrix for all j and de2ne a sequence j as follows
j = Ajj−1; 0 = I: (3.8)
Then Aj = j−1j−1 and (3.7) can be rewritten as
−1j−1Xj−1j−2 = 
−1
j Xjj−1; (3.9)
i.e.
−1j Xjj−1 = P˜ (constant): (3.10)
Putting j = 1 we get
P˜ = Q − A−11 1A1: (3.11)
Thus
Xj = Ajj−1 − jAj = jP˜−1j−1; (3.12)
which gives
−1j−1j−1j−1 − −1j jj = P˜: (3.13)
Hence
−1j jj =−jP˜ + Q: (3.14)
Denote
˜j = −1j jj =−jP˜ + Q: (3.15)
Eq. (3.6a) gives
Yj + BjP − PBj+1 = 0: (3.16)
Equivalently, if we replace Yj by [Bj; j] and using (3.2) we can rewrite the last equation in the
form
Bj+1j+1 − j+2Bj+1 = Bjj−1 − jBj: (3.17)
Eq. (3.6c) gives
BjXj − XjBj−1 + AjYj−1 − YjAj = 0: (3.18)
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Using (3.4) we can rewrite the same equation as
(BjAj + AjBj−1)j−1 + j(BjAj + AjBj−1) = 2Ajj−1Bj−1 + 2BjjAj: (3.19)
Another expression (similar to (3.16)) can be obtained as follows. Denote
B˜j = −1j Bjj;
Y˜ j = −1j Yjj:
Then using (3.8) and (3.12) we have
B˜jP˜ − P˜B˜j−1 = Y˜ j − Y˜ j−1: (3.20)
The results above are exploited below to give examples where Eqs. (2.1) and (2.2) are satis2ed.
4. Examples related to the Chebyshev polynomials
This section breaks down naturally into 3 subsections.
4.1. If P = I and Bj = 0, then Yj = 0 and (3.5) becomes
(adL)2j = (Xj − Aj)E0 + (AjXj−1 − XjAj−1)E−1; (4.1)
i.e.
Xj − Aj = S; (4.2)
AjXj−1 = XjAj−1; (4.3)
for some (constant) matrix S. Replacing Xj by Aj + S in (4.3) we see that AjS = SAj−1. If S is
invertible, this relation leads to
Aj = SjA0S−j: (4.4)
From (3.4) we see that
Xj =−Aj + [Aj; Q]; (4.5)
thus (4.2) becomes
− 2Aj + [Aj; Q] = S: (4.6)
If [S; Q] = 0, then (4.4) and (4.6) are equivalent to the following equations:
Aj = SjA0S−j; (4.7)
− 2A0 + [A0; Q] = S: (4.8)
A particular solution to (4.8) is given by
A0 =
(
2 1
0 1
)
; Q =
(
0 0
0 2
)
; S =
(−4 0
0 −2
)
: (4.9)
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Notice that S and Q are diagonal, hence they commute. (4.7) now gives
Aj =
(
2 2j
0 1
)
: (4.10)
Thus, a particular solution to the ad-equation (3.1) is given by
L= E +
(
2 2j
0 1
)
E−1 and j =
(
j 0
0 j + 2
)
: (4.11)
Conjugating L by the diagonal matrix
Sj =
(
2j 0
0 1
)
we obtain the constant coe5cient operator
L˜= (Sj)−1LSj =
(
2 0
0 1
)
E +
(
1 1
0 1
)
E−1:
Let us denote by Uj(z) the Chebyshev polynomials, satisfying
Uj+1(z) + Uj−1(z) = 2zUj(z); with U−1(z) = 0 and U0(z) = 1:
This relation de2nes Uj(z) for all j∈Z. Using the above formula one can easily show by induction
that
	˜j(z) =
1
z
(−Uj−3(z=2) −Uj−1(z=2)
Uj−1(z=2) Uj+1(z=2)
)
(4.12)
solves
L˜	˜j(z) = z	˜j(z): (4.13)
Notice that 	˜0(z) = I . Finally if we de2ne
B(z; 9z) =
1
z
(
2− z2 2
−2 z2 − 2
)
9z +
(
0 0
0 2
)
; (4.14)
and
j =
(
j 0
0 j + 2
)
;
then
B(z; 9z)	˜j(z)t = 	˜j(z)ttj; (4.15)
i.e. we have a bispectral family of matrix-valued functions.
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4.2. It is interesting to see all possible bispectral families of matrix-valued functions 	˜j(z) cor-
responding to L˜ and j, i.e. all families satisfying (4.13) and (4.15) for an appropriate operator
B(z; 9z). Eq. (4.13) can be rewritten in the form(
2 0
0 1
)
	˜j+1(z) +
(
1 1
0 1
)
	˜j−1(z) = z	˜j(z): (4.16)
From this equation it follows that 	˜0(z) and 	˜1(z) determine 	˜j(z) for all j∈Z. If 	˜0(z) is invertible,
then without any restriction we can assume that 	˜0(z) = I . So the question is to 2nd all possible
matrices
F(z) = 	˜1(z) =
(
f11 f12
f21 f22
)
;
for which the sequence 	˜j(z) de2ned by (4.16) satis2es an Eq. (4.15) for appropriate operator B.
Recall that if 	˜0(z) = I then B is an operator of the form
B(z; 9z) = a(z)9z + Qt
and (4.15) can be rewritten as
	˜′j(z)a(z)
t + 	˜j(z)
(
0 0
0 2
)
=
(
j 0
0 j + 2
)
	˜j(z): (4.17)
Using (4.16) with j=0 and j=1 we can write 	˜−1(z) and 	˜2(z) in terms of F = 	˜1(z) as follows
	˜−1(z) =
(
1 −1
0 1
)[
z −
(
2 0
0 1
)
F
]
; (4.18)
	˜2(z) =
(
1=2 0
0 1
)[
zF −
(
1 1
0 1
)]
: (4.19)
Writing now Eq. (4.17) for j = 1;−1; 2 and using the formulas above we get the following three
equations:
F ′a(z)t + F
(
0 0
0 2
)
=
(
1 0
0 3
)
F; (4.20)
[(
1 0
0 1
)
−
(
2 0
0 1
)
F ′
]
a(z)t +
[
z
(
1 0
0 1
)
−
(
2 0
0 1
)
F
](
0 0
0 2
)
=
(−1 2
0 1
)[
z
(
1 0
0 1
)
−
(
2 0
0 1
)
F
]
; (4.21)
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and
[zF ′ + F]a(z)t +
[
zF −
(
1 1
0 1
)](
0 0
0 2
)
=
(
2 0
0 4
)[
zF −
(
1 1
0 1
)]
: (4.22)
Using (4.20) we can eliminate F ′(z) in (4.21) and (4.22) leading to the following formulas:
a(z)t = z
(−1 2
0 −1
)
+
(
4 −2
0 2
)
F(z); (4.23)
F(a(z)t − z) +
(
2 0
0 2
)
= 0: (4.24)
Finally, eliminating a(z)t from these two equations, we obtain the following quadratic relation for
F(z):
F(z)
[
z
(−1 1
0 −1
)
+
(
2 −1
0 1
)
F(z)
]
+
(
1 0
0 1
)
= 0: (4.25)
Entry (2; 1) of this equation gives
f21(−z + f22 − f21 + 2f11) = 0:
Case 1: f21 = 0. In this case the above equation implies that
f21 =−z + f22 + 2f11 = 0:
Entry (1; 1) of (4.25) now gives
f12 =
f11f22 − 1
−z + f22 + 2f11 :
Using the last two equations one can see that entry (1; 2) gives
f11 =
1
z
and 2nally from the last equation we get
f22 =
z2 − 1
z
:
Thus the matrix F(z) in this case becomes
F(z) =
1
z
(
1 −1
1 z2 − 1
)
:
Notice that this is exactly 	˜1(z) in formula (4.12), so this case leads to the functions 	˜j(z) de2ned
by (4.12).
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Case 2: f21 = 0. In this case entries (1; 1) and (2; 2) of (4.25) give the following equations for
f11 and f22, respectively
2f211 − zf11 + 1 = 0:
and
f222 − zf22 + 1 = 0:
The last equation coming from entry (1; 2) gives
f12 =
f11(z − f22)
z − f22 − 2f11 : (4.26)
So in this case F(z) is a matrix of the form
F(z) =
(
f11 f12
0 f22
)
; (4.27)
where
f11 =
z + 1
√
z2 − 8
4
(4.28a)
f22 =
z + 2
√
z2 − 4
2
(4.28b)
f12 =−(z + 1
√
z2 − 8)(z − 2
√
z2 − 4)
4(1
√
z2 − 8 + 2
√
z2 − 4) (4.28c)
where 1 =±1 and 2 =±1.
The nature of the functions involved above make it clear that the problem globalized naturally by
allowing z to run on the torus.
4.3. One may wonder what happens with an even simpler bispectral situation, namely the one where
L = E + E−1. In the scalar case this leads to Chebyshev polynomials. The ad-condition (3.1) is
satis2ed for arbitrary j of the form (3.2). Below we give a detailed description of all possible
matrices F(z) for which the sequence 	j(z) de2ned by
	0(z) = I; 	1(z) = F(z); and 	j+1(z) + 	j−1(z) = z	j(z) (4.29)
satis2es the bispectral equation (2.2) with j = jI +Q. More precisely, we show that the bispectral
property is equivalent to the following two equations: for the matrix F = F(z):
F2 − zF + I = 0; (4.30a)
[Q − F ′; F] = 0: (4.30b)
To prove that Eqs. (4.30a)–(4.30b) are necessary conditions for bispectrality it is enough to consider
the bispectral equation (2.2) for j =−1; 0; 1; 2. As we already know, j = 0 simply implies that the
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operator B has the form
B(z; 9z) = a(z)9z + Qt:
From (4.29) we 2nd that
	−1(z) = zI − F; 	1(z) = F(z); 	2(z) = zF − I: (4.31)
Thus, Eq. (2.2) for j =−1; 1; 2 gives
F ′(z)a(z)t + F(z)Q = (I + Q)F(z); (4.32a)
(I − F ′(z))a(z)t + (zI − F(z))Q = (−I + Q)(z − F(z)); (4.32b)
(zF ′(z) + F(z))at(z) + (zF(z)− I)Q = (2I + Q)(zF(z)− I): (4.32c)
Eliminating F ′(z) from the 2rst two equations we get
a(z)t = 2F(z)− zI: (4.33)
Using Eqs. (4.32a) and (4.33) we can eliminate F ′(z) and a(z)t from (4.32c) and we obtain exactly
(4.30a). To obtain (4.30b) we 2rst plug (4.33) into (4.32a) which leads to the following relation:
2F ′(z)F(z)− zF ′(z)− F(z) = [Q; F]: (4.34)
Di4erentiating now (4.30a) and subtracting it from the above equation we get (4.30b).
Conversely, assume that Eqs. (4.30a)–(4.30b) hold. From the 2rst equation it follows that
	j(z) = F(z)j for j∈Z:
Using now Eq. (4.30b), one can easily show that (2.2) holds for j∈Z if we de2ne B(z; 9z) by
B(z; 9z) = (2F(z)t − zI)9z + Qt; (4.35)
which completes the proof.
Let us now see what is the general solution of (4.30a)–(4.30b) in the case when Q is a scalar
matrix.
Entries (2,1) and (1,2) of Eq. (4.30a) give
f12(f11 + f22 − z) = f21(f11 + f22 − z) = 0:
The case f11 +f22 − z = 0 is not interesting, because F(z) becomes a diagonal matrix, which leads
to a sequence 	j(z) = Fj consisting of diagonal matrices. Thus we can assume that
f11 + f22 − z = 0: (4.36)
Entries (1,1) and (2,2) of (4.30a) give
f211 − zf11 + f12f21 + 1 = 0; (4.37)
f222 − zf22 + f12f21 + 1 = 0: (4.38)
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Notice that (4.38) is a corollary of (4.36) and (4.37). Finally, Eq. (4.30b) (when Q is a scalar
matrix) is equivalent to the following equations
d
dz
(
f21
f12
)
=
d
dz
(
f22 − f11
f12
)
=
d
dz
(
f22 − f11
f21
)
= 0: (4.39)
From (4.36), (4.37) and (4.39) one can easily deduce that the general solution is given by the
formulas
f11 =
z
2
± 1
2
√
z2 − 4
4c1c2 + 1
;
f22 = z − f11;
f12 = c1(z − 2f11);
f21 = c2(z − 2f11);
where c1 and c2 are arbitrary constants.
The case of nonscalar Q can be handled in a similar fashion.
5. The case of $rst-order di&erence operator
In this section we focus on the case Aj = 0, i.e. L = E + Bj is a 2rst-order di4erence operator.
Eq. (3.5) in case gives
[L; [L; j]] = ([Bj; j] + BjP − PBj+1)E + ([Bj; [Bj; j]])E0 = 0: (5.1)
5.1. Let us 2rst consider in detail the case P = I . We can write (5.1) as the system
([Bj; j]− Bj) = 0; (5.2)
[Bj; [Bj; j]] = 0: (5.3)
The 2rst equation simply means that [Bj; j]− Bj is a constant matrix R
[Bj; j]− Bj = R (5.4)
and then (5.3) becomes
[Bj; R] = 0: (5.5)
Since P = I , [Bj; j] = [Bj; Q] and (5.4) is equivalent to the following equation:
[Bj; Q]− Bj = R: (5.6)
and (5.5) is equivalent to
[Bj; [Bj; Q]] = 0 (5.7)
So we have to solve Eqs. (5.6) and (5.7).
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Before we do that, let us normalize the matrix Q, eliminating the freedom coming from conjugation
and adding a scalar matrix.
First notice that if L and j satisfy (5.1), and if X is an invertible matrix, independent of j,
then the operator
L˜= X−1LX = E + X−1BjX (5.8)
and the matrix
˜j = X−1jX = jI + X−1QX; (5.9)
also satisfy (5.1). Thus we may assume that Q is in a Jordan canonical form. This conjugation by
X amounts to replacing 	j(z) in (2.1) and (2.2) by X 	˜j(z). Moreover, if {L; j} is a solution to
(5.1), then so is the pair {L; j+ cI} where c is an arbitrary constant. This means that in Eq. (2.2)
we can add a constant scalar matrix cI to both the operator B(z; 9z) and the eigenvalue j.
Thus there are essentially two nontrivial choices for Q:
Q =
(
0 0
0 q
)
; q = 0 (5.10)
or
Q =
(
0 1
0 0
)
: (5.11)
Denote
Bj =
(
b11 b12
b21 b22
)
and R=
(
r11 r12
r21 r22
)
Case 1: Q is given by (5.10). In this case
[Bj; Q] =
(
0 qb12
−qb21 0
)
(5.12)
and (5.6) becomes( −b11 (q− 1)b12
−(q+ 1)b21 −b22
)
= R: (5.13)
Using (5.12) we see that (5.7) gives
Bj
(
0 b12
−b21 0
)
= Bj
(
0 b12
−b21 0
)
: (5.14)
In coordinates, the last equation is equivalent to the following three equations:
b12b21 = 0; b12(b11 − b22) = 0; b21(b11 − b22) = 0: (5.15)
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Case 1.1: q = ±1. In this case (5.13) simply means that Bj=B is a constant matrix (independent
of j). Eq. (5.15) shows that this constant matrix must be equal to one of the following matrices:(
b11 0
0 b22
)
or
(
b11 b12
0 b11
)
or
(
b11 0
b21 b11
)
: (5.16)
Case 1.2: q = 1. In this case (5.13) means that b11; b21; b22 are constants (independent of j) and
b12 is an arbitrary function of j. If b11 = b22 then from (5.15) we see that b12 = b21 = 0, and we get
a constant matrix Bj = B as in the previous case. The only new solution in this case corresponds to
b11 = b22 = const, b21 = 0 and b12(j) is an arbitrary function of j, i.e.
Bj =
(
b11 b12(j)
0 b11
)
: (5.17)
Case 1.3: q=−1. This case is similar to the previous one. The new solution we get is
Bj =
(
b11 0
b21(j) b11
)
: (5.18)
Case 2: Q is given by (5.11). In this case
[Bj; Q] =
(−b21 b11 − b22
0 b21
)
(5.19)
and (5.6) gives(−b11 − b21 b11 − b22 − b12
−b21 b21 − b22
)
= R: (5.20)
Entry (2; 1) shows that b21 is a constant. Now entries (1; 1) and (2; 2) show that b11 and b22 are
constants, and 2nally entry (1; 2) implies that b12 is a constant, i.e. Bj = B is a constant matrix. A
straightforward computation now shows that
[Bj; [Bj; j]] =
(
b21(b22 − b11) (b11 − b22)2 + 2b12b21
−2b221 −b21(b22 − b11)
)
: (5.21)
Thus b21 = 0, b11 = b22 and therefore B must be a constant matrix of the form
B=
(
b11 b12
0 b11
)
: (5.22)
The above computations describe all possible bispectral pairs (L; ). Since L is a 2rst-order dif-
ference operator, the equation
L	j(z) = 	j+1(z) + Bj	j(z) = z	j(z)
de2nes 	j(z) for all j∈Z if we take for example
	0(z) = I:
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Moreover, we can easily write explicit formulas for 	j(z) in all cases considered above. Finally, we
can use these formulas to 2nd an appropriate 2rst-order di4erential operator B, satisfying (2.2). As
we mentioned at the beginning of Section 2, this operator must have the form
L= a(z)9z + Qt; where Qt = t0:
These results can be summarized in the following proposition.
Proposition 5.1. If P= I , then all solutions of the bispectral problem (2.1) and (2.2) for "rst-order
operators L and B (up to a conjugation by a constant matrix X and additive scalar matrix cI)
are listed below. ; " and q denote arbitrary constants, and #j is an arbitrary function in j.
Bj =
(
 #j
0 
)
j =
(
j 0
0 j + 1
)
a(z) = (z − )I ;
Bj =
(
 0
#j 
)
j =
(
j 0
0 j − 1
)
a(z) = (z − )I ;
Bj =
(
 "
0 
)
j =
(
j 0
0 j + q
)
a(z) =
(
z −  0
"(q− 1) z − 
)
;
Bj =
(
 "
0 
)
j =
(
j 1
0 j
)
a(z) =
(
z −  0
−" z − 
)
;
Bj =
(
 0
" 
)
j =
(
j 0
0 j + q
)
a(z) =
(
z −  −"(q+ 1)
0 z − 
)
;
Bj =
(
 0
0 "
)
j =
(
j 0
0 j + q
)
a(z) =
(
z −  0
0 z − "
)
:
5.2. In this subsection we study Eq. (5.1) for a generic invertible matrix P. As in the previous case
we can assume that Q is as de2ned in (5.10) or (5.11). Below we consider the case
Q =
(
0 0
0 q
)
:
A straightforward computation shows that the equation [Bj; [Bj; j]]=0 is equivalent to the following
relations:
b12(j) =
j(b22(j)− b11(j))
j(p22 − p11) + q p12 (5.23)
and
b21(j) =
j(b22(j)− b11(j))
j(p22 − p11) + q p21: (5.24)
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From these two equations it follows that
[Bj; j] = 0 (5.25)
and the coe5cient of E1 in (5.1) gives
BjP = PBj+1; i:e: Bj+1 = P−1BjP:
Hence
Bj = P−jBPj; where B= B0 = const =
(
b11 0
0 b22
)
:
If 	j(z) is a solution to the bispectral problem (2.1) and (2.2), then the function
	˜j(z) = Pj	j(z)
is a solution to the bispectral problem
L˜	˜j(z) = z	˜j(z); (5.26)
B(z; 9z)	˜tj(z) = 	˜tj(z)˜tj; (5.27)
where
L˜= PjLP−j = P−1E + B (5.28)
and
˜j = PjP−j = jP + PjQP−j: (5.29)
So in this case L is a constant coe5cient operator of form (5.28), ˜j is the matrix de2ned by
(5.29), and 2nally (5.25) must be satis2ed, which is equivalent to the following relation (between
the constant matrices P;Q and B):
[B; jP + PjQP−j] = 0 for all j∈Z: (5.30)
Solving (5.30) leads to the 4 possible cases listed below. In each case we can see that the operator
B(z; 9z) = (zI − B)Pt9z +
(
0 0
0 q
)
satis2es (5.27), where the sequence {	˜j(z)}j∈Z is generated by taking 	˜0(z) = I and using (5.26).
Case 1. If B is a scalar matrix, i.e.
B= bI; (5.31)
then P can be an arbitrary matrix.
Case 2. If B is not a scalar matrix and P is a diagonal matrix, i.e.
P =
(
p11 0
0 p22
)
; (5.32)
then no further restrictions are necessary.
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Case 3. If B is not a scalar matrix and if P is not a diagonal matrix, but p12 = 0, then P must
have the form
P =
(
q 0
p21 q
)
: (5.33)
Case 4. B is not a scalar matrix and P is not a matrix of the form considered in the previous
cases, then P must have the form
P =
(−q p12
0 −q
)
: (5.34)
6. Examples of bispectral situations with singular P
Here we shall assume that P is in a Jordan normal form. Therefore we have two possibilities
P =
(
0 0
0 p
)
; p = 0 (6.1)
or
P =
(
0 1
0 0
)
: (6.2)
Moreover, without any restriction we can assume that Q is a matrix of the form
Q =
(
0 q12
q21 q22
)
:
6.1. Let P be de2ned by (6.1). If we assume that
b11(j) = b22(j); b21(j) = 0; and q21 = 0;
then it follows from [Bj; [Bj; j]] = 0 that
b11(j) = b22(j) = const:
The coe5cient of E1 gives the following relation:
b12(j + 1) = b12(j)
q22 + (j − 1)p
q22 + (j + 1)p
;
i.e.
b12(j + 1)(q22 + jp)(q22 + (j + 1)p) = b12(j)(q22 + (j − 1)p)(q22 + jp):
This equation implies that
b12(j) =
c
(q22 + p(j − 1))(q22 + pj) ; (6.3)
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for some constant c. Thus in the case considered here Q denotes the following matrix:
Q =
(
0 q12
0 q22
)
;
and Bj is a matrix of the form
Bj =
(
 b12(j)
0 
)
; (6.4)
where  is some constant and b12(j) is given by (6.3). If we choose 	0(z) = I , then (2.1) de2nes
a sequence of matrix-valued functions {	j(z)} for j∈Z which satis2es (2.2) with
B(z; 9z) =
(
0 0
c
q22−p p(z − )
)
9z + Qt: (6.5)
6.2. Let P be de2ned by (6.2). If we further assume that
b11(j) = b22(j) and b21 = q21 = 0;
then Q is again a matrix of the form
Q =
(
0 q12
0 q22
)
;
and the general solution of (5.1) is
L= E + Bj = E +
(
b11(j)
b11( j)
q22
+ 
0 b11(j)
)
; (6.6)
where b11(j) is an arbitrary function of j and  is an arbitrary constant. Choosing again 	0(z) = I
we obtain a solution to the bispectral problem (2.1)–(2.2) with 2rst-order operator B(z; 9z) given
explicitly by the following formula
B(z; 9z) =
(
0 0
z + q22 0
)
9z + Qt: (6.7)
7. Closing remarks
As our friend George Wilson likes to say, the bispectral problem is not as silly as it may appear.
A complete unraveling of all its consequences has already brought into a play a rather large and
active part of mathematical physics, algebra, analysis, algebraic geometry, etc.
The matrix version discussed here brings in a new set of problems, all of them rooted on the
issue that we are dealing with operators whose coe5cients do not commute. Expressions (2.1) and
(2.2) involve a di4erence operator acting on j and a di4erential operator acting on z. While these
two operators commute in the scalar case, they fail to do so in the matrix valued situation. Having
B act on 	j(z)t instead of on 	j(z) , i.e. having L and B act on di4erent sides of 	j(z) is a way
to restore this commutativity. This modi2ed form of the bispectral problem came up very naturally
in [22–25].
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One can only speculate that, just as the scalar valued version, this new form of the problem will
lead to interesting areas of mathematics. The most obvious one is the study of a nonabelian version
of the Toda lattice.
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