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Table 1: Root Mean Square Error (RMSE) for the different estimators of the integrated volatility,
over different values of θ1. The RMSEs are averaged over 7,500 paths.
RMSE{∙}    X,X 
(b)
T    X,X 
(s1)
T    X,X 
(m1)
T    X,X 
(a)
T    X,X 
(u)
T
θ1 = −1 3.51 × 10−2 4.82 × 10−4 7.35 × 10−5 1.52 × 10−5 1.46 × 10−5
θ1 = −0.75 2.71 × 10−2 3.62 × 10−4 7.14 × 10−5 1.56 × 10−5 1.44 × 10−5
θ1 = −0.5 2.05 × 10−2 2.42 × 10−4 6.40 × 10−5 1.57 × 10−5 1.44 × 10−5
θ1 = −0.25 1.54 × 10−2 1.21 × 10−4 4.58 × 10−5 1.60 × 10−5 1.44 × 10−5
θ1 = 0 1.17 × 10−2 1.67 × 10−5 1.61 × 10−5 1.62 × 10−5 1.43 × 10−5
θ1 = 0.25 9.51 × 10−3 1.22 × 10−4 1.18 × 10−4 1.67 × 10−5 1.45 × 10−5
θ1 = 0.5 8.78 × 10−3 2.41 × 10−4 4.67 × 10−4 1.70 × 10−5 1.43 × 10−5
θ1 = 0.75 9.51 × 10−3 3.62 × 10−4 2.13 × 10−3 1.74 × 10−5 1.44 × 10−5
θ1 = 1 1.17 × 10−2 4.82 × 10−4 9.82 × 10−3 1.67 × 10−5 1.45 × 10−5
Our multiscale ratio provides a good estimate to Lk and will remove the noise microstructure from
the correct frequencies by shrinkage. Figure 1(d) shows b L
(a)
k b S(Y )(fk,fk); the energy has been
shrunk at frequencies affected by the microstructure noise and the spectrum is a good approximation
to b S(X)(fk,fk), which in turn should lead to a good approximation of the integrated volatility,
compare with Figure 1(a). Figures 2(a) and 2(b) show two more estimated multiscale ratios b L
(a)
k (in
white), but this time with θ1 = −0.5 and θ1 = 1 respectively. The multiscale estimator appears to
correctly detect the correlation of noise in the process, as well as the magnitude of the signal to noise
ratio. Note that for θ1 = −0.5 we shrink the estimated Lo` eve spectrum at an increasing rate for high
frequencies, whilst for θ1 = 1 we shrink in a highly non-monotone fashion across frequencies.
We investigate the performance of our new estimator against the estimators developed in [4] and
[1] using Monte Carlo simulations. A range of values for θ1 are used to investigate the effect of
correlated noise. For each value of θ1 we generated 7,500 simulated paths. Table I displays the
results of our simulation, where the errors are calculated using a Riemann sum approximation on
the Xt process (see [4] for details). Along with the performance of our new estimator    X,X 
(a)
T
(eqn (15)), we include the performance of the estimator from [4],    X,X 
(m1)
T (eqn (8)) and the
best un-biased estimator developed in [1],    X,X 
(s1)
T . Naturally we do not aim to compare our
estimator for correlated noise structure with that of [1,4], as these were not developed for correlated
noise, but more include these to show the necessity of treating correlation in the microstructure.
Furthermore, had our Whittle estimators been sufficiently poor, then the variability of the estimated
multiscale ratio would have made our proposed procedure unsuitable. We also include for reference,
the biased estimator in eqn (3a),    X,X 
(b)
T (the quadratic variation on Yt) and the unobservable
unbiased estimator











the quadratic variation on Xt, which in some sense is the best estimator that can be achieved.
The table shows that the new estimator performs remarkably well under different values of θ1. In
fact the RMSE of the estimator is very close to that of the unobservable quadratic variation, the best
measure in the absence of market microstructure. The loss of efficiency by the more flexible model
when θ1 = 0 is marginal whilst when θ1 = 1 the RMSE has decreased by a factor of a 500 compared
to [4], and by a factor of 30 compared to [1], whilst if θ1 = −1 the RMSE has decreased by a factor
of a 5 compared to [4], and by a factor of 30 compared to [1]. The small and consistent RMSE is due
to the successful bias removal of the augmented multiscale estimator, where the low mean square
error of the estimators of (σ2
X,σ2
 ,θ1), ensures that the bias in the estimated Lo` eve spectrum of the
process of interest is removed efficiently. Figure 3 shows the distribution of the estimates of these
parameters over the 7,500 simulated paths for θ1 = 0.5; the estimation procedure is unbiased and
has reasonably low variance.















































Figure 1: (a) The periodogram of a realisation of U
(X)
t (solid line), (b) of a realisation of U
( )
t (solid
line) with the Whittle estimates superimposed (white solid line), (c) the estimate of Lk from the raw
periodograms of the unobserved processes (solid line) with the Whittle estimate c Lk superimposed
(white solid line) and (d) the bias corrected estimator of the periodogram of U
(X)
t , using b Lk. θ1 =
0.5 in this example. Notice the different scales in the four figures. Estimated spectra are here plotted
on a linear scale for ease of comparison to the effect of applying Lk.


















Figure 2: The estimate of Lk from the raw estimated spectra of the unobserved processes (solid
line) with the Whittle estimate c Lk (white solid line) superimposed for (a) θ1 = −0.5 and (b) θ1 = 1.
Notice the non-monotone structure of the multiscale ratio in the second case.
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