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Abstract 
In this paper, by introducing appropriate notions of multiplication of ideals (resp. sieves) of 
an additive category C, we associate to the category a topological space Spec(C) consisting of 
all globally prime ideals. We can also associate to each object C E C a space Spec(C) consisting 
of all prime 2-sided sieves at C in such a way that each local spectrum Spec(C) is a retract of 
the global spectrum Spec(C). @ 1997 Elsevier Science B.V. 
1991 Math. Subj. Class.; 18E05, 18F10, 18F20 
0. Introduction 
In Algebraic Geometry one studies topological spaces X that are locally like the 
prime spectrum of a ring, i.e. schemes (e.g. see [5]). In this paper, by introducing ap- 
propriate notions of multiplication of ideals (resp. sieves) of an additive category C, and 
of primeness with respect to the multiplication, we can associate to the category a topo- 
logical space Spec(C) consisting of all globally prime ideals. We can also associate to 
each object C E C a space Spec(C) consisting of all prime two-sided sieves at C in such 
a way that each local spectrum Spec(C) is a retract of the global spectrum Spec(C). 
We begin by looking at sieves at an object in C and by defining prime sieves torsion 
theoretically, then we shall see that this notion leads naturally to a notion of product 
of sieves. Product of sieves can be used to define a stronger notion of primeness in 
sieves. The product of sicvcs naturally induces a product of ideals (subfunctors of 
Hom(-, -)). Thus we can define prime ideals. 
_ - Sections 3, 4, 6 and 7 by using our notions of product and prime, we will 
many deep results in noncommutative rings, can be extended to additive 
h also suggests that our definition may be in some sense reasonable. 
@ 1997 Elsevier Science B.V. All rights reserved 
96)00075-8 
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Some examples of such results are: Krull’s Separation Lemma, characterizations of 
Jacobson radical, the result that right Artinian rings are right Noetherian; and the 
Wedderburn-Artin Structure Theorem. The work in this paper has been inspired by the 
work done by Street [7] and Kelly [3]. 
1. Preliminaries 
Throughout we let C denote an additive category. Let mod-C = [C”P,Ab]Additive. We 
will call this functor category the category of right C-modules and the objects of this 
category will be called right C-modules. We shall think of our additive category C as 
a ring with many objects, and hence we will assume that C is small throughout the 
remainder of this paper. 
Definition 1.1. Define a torsion theory (Z ,g ) on mod-C to be a pair of classes of 
right C-modules satisfying: 
(i) for all M E Z and for all N E 5 we have 
Hom(M, N) = {0}, 
(ii) if M E mod-C is such that 
Hom(M, N) = (0) 
for all N E 3 then M E 2 , 
(iii) if N E mod-C is such that 
Hom(M, N) = (0) 
forallME2 thenNE3. 
If (2 ,s ) is a torsion theory then the class Z is called a torsion class and the class 
8 is called a torsion free class. 
A torsion theory (Z , $j ) is called hereditury if 2 is closed under submodules. 
Definition 1.2. Let 3 be an additive Grothendieck topology on C. A right C-module 
F: Cop --f Ab is called J-torsion if for each C E C and each x E F(C) there is a sieve 
S, E J(C) such that F(f)(x) = 0 for all f E S,. 
Lemma 1.3. Let J’ be un udditive Grothendieck topology on C. If we define 
2~ = {M E mod-C ( M is J-torsion}, 
then 23 is a hereditary torsion class. 
Lemma 1.4. Let (Z , fi ) be a hereditury torsion theory on mod-C. The assignment 
3% (C) = {i: I L) Hom(-,C) 1 Cok(i) E Z } 
for each C E C is an udditiue Grothendieck topology. 
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Proposition 1.5. For un additive category C, there exist bijections between 
(a) Additive Grothendieck topologies on C 
(b) Herediatary torsion theories on mod-C. 
Proof. This proposition follows from the preceding two lemma’s 0 
Lemma 1.6. Let J’ be an additive Grothendieck topology on C. If (Z ,B ) denotes 
the hereditary torsion theory corresponding to ,$’ then h4 E & if und only if’ M 
satisfies the folloning condition.. 
(TF) Whenever there i.y a C E C und un x E F(C) such thut there exists a sieve 
S, E J(C) such that F(f)(x) = 0 fbr all f E S, then x = 0. 
Proof. (+) Suppose that M E &. Let C E C and let x E M(C) be such that there 
exist S E J(C) with M(f)(x) = 0 for all f E S. We have a morphism 
i : Hom(-,C) -+ M, 
X^D : Hom(D, C) + M(D), 
f - WfNx). 
This is actually the natural transformation we obtain from x via the additive Yoneda 
Lemma. Also note that I C Ker(x^). Hence we obtain a morphism 
2 : Hom(-, C),/I + M. 
But since Hom( -, C)/I E Z , we have that .? = 0. Hence 
0 = i?c(( lc) = M( lc)(X) = x. 
So M is J-torsion free. 
(+) Suppose the M is J-torsion free. Let N E 2 and let r : N ---t M. Let C E C 
and let x E N(C). So there exists a sieve S, E ,7(C) with N(f)(x) = 0 for all f E S,. 
Hence 
WfMx) = REV’) = 0. 
Therefore a&) = 0 as M is J-torsion free. It follows that r = 0. 0 
2. Prime sieves 
Definition 2.1. A pre-filter J is an assignment to each object C E C a set of sieves 
y(C) at C such that for each C E C the following condition is satisfied: 
If S is a sieve such that S E J(C) and T is a sieve such that S C T then T E J(C). 
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Let S be a sieve at an object C E C. Define &s to be the following assignment 
to each object D E C: 
‘c-S(D) = 
{T I T $ S) if D g C, 
{Hom(-, C)} if D y C. 
Definition 2.2. Let J be a pre-filter on C. Let A4 be a right C-module. Call A4 3- 
torsion free if whenever there is a C E C such that there exists an x E M(C) along 
with a sieve 8, E J(C) such that M(f)(x) = 0 for all f E S, then we must have 
x = 0. 
Lemma 2.3. Suppose that C = R is a ring. So sieves correspond to right ideals in R. 
A right ideal P of a ring R is completely prime tf and only if R/P is nonzero and 
JR_p-torsion free. 
Proof. (+) Suppose that P is completely prime. Let x E R and I E &_-p be such 
that (x + P) I = 0 in RIP. Since I $ P, there exists y E I and y @ P. But yx E P, 
and P is completely prime, hence x E P. 
(+) Suppose that P is JR-P torsion free. Suppose xy E P and x $! P. Hence 
XR E 3&-p and (y + P) . xR = 0. Therefore y E P as P is JE_p-torsion free. 0 
Definition 2.4. Let J be a pre-filter on C. Call a right C-module F weakly J-torsion 
free if whenever there exists a C E C and an x E F(C) such that there exists an 
S, E ,7(C) with 
F(gf )(x) = 0, 
for all f E S, and all g E Hom(C, C) then x = 0. 
We call sieve S, at C E C, w-prime if the right C-module Hom( -, C)/S is weakly 
Jc_s-torsion free. We use the notation C/S to denote the right C-module Hom( -, C)/S. 
Lemma 2.5. Let C = R be a ring, not necessarily commutative. So a sieve corresponds 
to a right ideal in R. A right ideal is prime (in the classical sense) if and only if it 
is w-prime and proper. 
Proof. (+) Let P be a right prime ideal. Let I E Jc_p(C) and let x E C be such that 
(x + P)RZ = (0). So xRI & P. Since I E 3c-p and since P is prime it follows that 
xRCP. Hencex+P=O. 
(+) Suppose that P is w-prime. Let IJ G P and J $ P. So J E Jc_p. So for all 
y E I we have that (y + P)RJ = { 0). S ince P is w-prime we have that y E P. Hence 
ZCP. cl 
For any right ideal I in Hom(C, C) and any arrow f : D + C, we write Zf for the 
set {hf 1 h E I}, and for any sieve J at C, we write ZJ for the sieve generated by 
the set UfGJ Zf. 
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Proposition 2.6. A sieve P at C E C is w-prime if and only if the following property 
is satis$ed: 
For any right ideal I in Hom(C, C) and any sieve J $ P with IJ G P then I C P. 
Proof. Note that if P is a w-prime sieve at C then by definition C/P is weakly Jc_p 
torsion free, that is if there exists a D E C and a morphism h : D -+ C and a sieve 
J E ,‘7~.--p(D) such that (C/P)(xj)(h) = 0 for all x E Hom(C, C) (that is, hxj E P(D’) 
for all x E Hom(D,D)), for any (j: D’ + D) E J then h E P(D). This property is 
automatically satisfied if D y C, since Jc_-p(D) = {Hom(-, D)}. 
Thus a sieve P at C is w-prime if and only if P satisfies the property that if there 
exists a morphism h: C + C and a sieve J E Jc_P(C)(that is J $ P), such that 
hxj E P(D) for all x E Hom(C, C) and for any (j: D + C) E J then h E P(C). 
(+) Assume that P is a w-prime sieve at C. If there exist a right ideal I of 
Hom(C, C) and a sieve J $ P such that IJ C P then for any f E I and for j: D + 
C E J we have that f . Hom(C, C) . j C P(D). Hence f E P(C) by the first paragraph. 
(+) Suppose that P satisfies the above condition. Let f: C + C and a sieve J $ P 
be such that f . Hom(C,C) . j s P(D) for all (j: D + C) E J, and let I be the 
sieve at C generated by f. Then by definition, IJ is the sieve generated by the set 
{fkj I j E J,k E Hom(C, C>l, and hence IJ C P. It follows I C P and hence f E P. 
0 
Now we look at an appropriate categorical version of two-sided ideals. 
Definition 2.7. A sieve S at C E C is called two-sided if for any x : C + C and 
any f E S we have xf E S. For each sieve S at C, the sieve generated by the set 
{hj 1 j E S, h E Hom(C, C)} is the smallest two-sided sieve containing S, denoted 
by S. 
Let S be a sieve at an object C E C. Define Tc_s to be the 
to each object D E C: 
Jc--s(D) = 
{T ) Tcontains some two-sided sieve KandK 
{Hom( -, C)} 
following assignment 
g S> ifD % C, 
ifD y C. 
By using a similar argument in the proof of Lemma 2.5, we have 
Proposition 2.8. A sieve P at C E C is w-prime if and only if C/P is Jc-s-torsion 
free. 
In [3], Kelly introduced the notion of an ideal in an additive category as an additive 
subfunctor of I -+ Hom(-, -). This can be characterised as a set K of arrows such that 
for all f, g E K, the arrow u( f + g)v E K for all u and v where this composition makes 
sense. If I is an ideal we let Z(C) denote the set of arrows in I with codomain C. 
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Obviously an ideal I gives us for every object C E C a two-sided sieve Z(C). The 
question now arises given a two-sided sieve Sc for each object C E C, under what 
conditions can we patch these sieves together to obtain an ideal. 
Lemma 2.9. An assignment to each object C E C a sieve K(C) is an ideal if and 
only if the following two properties hold: 
(i) For each object C E C, the functor K(C) is a two-sided sieve at C. 
(ii) For each h : C + D and for any x t K(C) then hx E K(D). 
Definition 2.10. Given any two sieves I and J at C, we define a sieve ZJ at C, called 
the product of I and J, to be the sieve generated by the set I(C)J (as defined above). 
From Proposition 2.6, we see that a w-prime sieve only has a weak version of the 
primeness with respect to the product. We call a sieve P prime if IJ c P implies either 
IcPorJcP. 
Example 2.11. Let C be a category with precisely two objects A and B. Let Hom(A,A) 
= {OA, lo}, let Hom(B,B) = {OB, lo}, let Hom(A,B) = {OAB} and let Hom(B,A) = 
{OBA,X}. There is only one possible composition on this additive category. The only 
sieves at A are P = (0 BA,OB}, the sieve J = {x,OBA,OA} and the largest sieve 
Hom(-,A). One can check by using Proposition 2.6 that the sieve P is w-prime. 
However, P is not prime since J2 C P and J $ P. This shows that our two notions 
of primeness are indeed distinct. 
Example 2.12. Let C be a category with precisely two objects A and B. Let Hom(A,A) = 
2, let Hom(B,B) = {OB, lo}, let Hom(A,B) = {OAB} and let Hom(B,A) = {OM,X} 
(note 2x = 0). There is only one possible composition on this additive category and 
note that 2 o x = 0. Let P = {OBA,OA}, J = (x,OBA,OA} and I = {Oa,4,22,0.4}. Then 
P, I and J are 2-sided seives at A. One can check by using Proposition 2.6 that the 
sieve P is not w-prime, because neither J $4 P and Z(A) $ P but IJ &P. However 
P(A) = 0~ is prime in the endomorphism ring Hom(A,A). 
If A C Hom( -, C) then we let d denote the sieve generated by A. 
Lemma 2.13. (i) If I,J and K are sieves at C E C then (ZJ)K = I(JK). 
(ii) If 1, J and K are sieves at C E C then (I + J)K = IK + IK and K(I + J) = 
KI+Iu. 
(iii) If I, J are two-sided sieves at C E C then IJ C I fl J. 
(iv) If Z, J are ideaZs of Hom(C, C) then T. J^ = I2. 
Proof. Parts (i)-(iii) are obvious. 
(iv) From definitions the sieve 7. J^ is generated by the set 
A = {ija j j E J, i f I and cod(a) = C}. 
The Lemma follows from the fact that A cfi. The other inclusion is trivial since 
i“.J^zIJ. 0 
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Lemma 2.14. If P is a prime sieve at C E C then P(C) is a prime ideal of Hom( C, C). 
Proof. Let I, J be ideals of Hom(C, C) such that ZJ C P(C). Hence by the preceding 
lemma and definitions we have 
P>l%T.J^=I.J^. 
Hence if J $ P we must have I C P by Proposition 2.6. 0 
We are now in the position to show the existance of prime (two-sided) sieves, and 
hence of w-prime sieves. We call a sieve M at C maximal if M # Hom(-C) and no 
proper sieve at C strictly contains it. 
Proposition 2.15. Any maximal sieve M at C E C is prime. 
Proof. Assume IJ 2 M with I $ M. We want to show that J CM. In fact, we have 
I + M = Hom( -, C) and hence Z(C) + M(C) = Hom(C, C). Thus there are z E I(C) 
and m E M(C) such that z + m = 1~. Now for each x : D + C in J, we have 
x = lcx = (z + m)x = zx + mx which is in M since mx E M and zx E IJ CM. Hence 
Note that Zom’s Lemma ensures the existance 
of c. 
To characterise primeness, in terms of torsion, 
notions. 
Let F: CT’ 4 Ab be a right C-module. Let x 
of maximal sieves at any object C 
we have to introduce the following 
E F(C), where C E C. So by the 
additive Yoneda Lemma, x defines a natural transformation 
x’: Hom(-, C) ---f F. 
Call Im(l)vF the submodule of F generated by x. We use the notation j; to denote 
Imx’. More generally let Ci E C be a collection of objects in C with i E I and 
Ai C F(Ci). Set A = Ui,-rAi and define 
A^= C Im(?). 
XEA 
We call A^ the submodule of F generated by the set A. Now suppose we have sieves 
Z L) Hom(-, C) and J L) Hom(-, C). If we let A = UfEJ If then A^ is precisely the 
product IJ as defined earlier. 
We now reconcile these ideas with ring theory. 
Example 2.16. Let C = R be a ring. Let M be a right R-module. Let x E M. Then 2 
is the submodule generated by x. 
Proof. This is clear since 
x’:R+M 
is the canonical R-module homomorphism associated to x. 0 
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Letx: D-+CinC.Then 
I? = {xg 1 cod(g) = D}. 
Now let I -+ Hom(-, C) and let y = [x: D -+ C] E C/Z(D). 
In the above situation, if A E C then 
ji(A) = {[f] 1 f E Z? and f :A + C}. 
We can characterise the definition of weakly J-torsion free in terms of the above 
notation as follows: 
Lemma 2.17. Let J be a prejilter on C. A right C-module M is weakly J-torsion free 
ifs the property is satis$ed: 
For any C E C, any x E M(C) and any sieve S, E J(C) such that ?(Sx) = (0) 
then x = 0. 
This inspires the following definition: 
Definition 2.18. Let M: Cop --+ Ab be a right C-module. Let ,7 be a pre-filter on C. 
The module M is called strongly J-torsion free at the object D E C if whenever there 
is a C E C, an x E M(C) and a S, E ,7(D) such that Z(f) = 0 for all f E S, then 
x = 0. 
Proposition 2.19. Let P be a sieve at C E C. Then P is prime if and only if C/P is 
strongly Jc_p torsion free at C. 
Proof. (+) Suppose that P is prime. Let D E C and let y E (C/P)(D). Suppose that 
y = [x: D + C]. Suppose that S, E &p(C) is such that y(f) = 0 for all f E S,. 
Note that j;(C) = { [xg] 1 g E Hom(C, D)}. Also 
j;(f) : xc> + jiw 
[xsl I--+ [xgf I. 
Hence xgf E P for all g E Hom( C, D) and for all f E S,. 
Now 2. S, is generated by the set 
{xgf I g E Hom(C,D),f E S,}. 
Hence 2. S, C P and since P is prime, we have x E P. 
(-+) Suppose that C/P is strongly Jc_p torsion free at C. Let I and J be sieves at 
C with IJ 2 P. Suppose that J $ P. Let (x: D + C) E I. Since 2 c) I we have that 
Im@(f )) G Im(Z(f )) 2 P for all f E J. Hence y = [x] = 0. This implies that x E P. 
0 
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3. The Separation Lemma: local and global versions 
We will give in this section categorical versions of the classical Krull Separation 
Lemma and of the characterising theorem for semiprime ideals in a noncommutative 
ring by Nagata and Levitzki. 
Recall that a multiplicative set of a ring R is a subset S of R which does not contain 
zero and for any pair f and g in S the intersection f Rg n S # 0. Note that if R is the 
ring Hom(C, C), then fRgR is just (f??)(C). As is well known, the classical Separation 
Lemma ensures the existance of prime ideals of rings. By Examples 2.11 and 2.12, we 
see also that a two-sided sieve P at C is not necessarily prime even if P(C) is prime 
and that a prime sieve is not necessarily prime. With a little surprise, we can show 
that the classical Separation Lemma in fact ensures the existance of prime sieves. 
Definition 3.1. We call a set S of arrows with codomain C E C a multiplicative set 
at C if the following properties are satisfied: 
(i) If f, g E S then f^ . g intersects S. 
(ii) For all D E C, the zero morphism 00~ E Hom(D, C) is not in S. 
Now we have a categorical generalisation of the Separation Lemma. 
Theorem 3.2. Let S be a multiplicative set at C E C. Let I be a two-sided sieve 
at C E C which is disjoint with S. Then there exists a two-sided prime sieve which 
contains I and is disjoint with S. 
proof. By Z0rt-1’~ Lemma (recall that C is small), there is a two-sided sieve p which 
is maximal with the property that P > I and P is disjoint with S. We now prove that 
P is prime. Let Jl $ P and J2 $ P with JlJ2 c P. Then there are f E S n (J, + p) 
andgESn(J2+P), andhenceif^.2)G(J1+P)(J2+P)=JlJ2+JIP+PJ2+PP&P 
since P is %-sided. But we have a contradiction since @. g) n S is not empty and p 
is disjoint with S. 0 
It is easy to see that a classical multiplicative set of the endomorphism ring Hom(C, C) 
is in fact a multiplicative set in our sense. Thus we obtain a stronger version of the 
Krull Separation Lemma in the following corollary: 
Corollary 3.3. Let S be a multiplicative set (in the classical sense) of the ring 
Hom(C, C) and let I be a two-sided sieve at C with S n Z = 0. Then there is a 
two-sided prime sieve which contains I and is disjoint with S. 
Corollary 3.3 does not say that the sieve Z above is an intersection of prime sieves. 
In fact Example 2.12 gives such a counterexample. 
On the other hand, we are able to characterise those sieves which can be expressed as 
an intersection of two-sided prime sieves. We call such sieves semiprime. The following 
result can certainly be regarded as generalisation of the characterisation theorem of 
semiprime ideals due to Nagata and Levitzki. 
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Theorem 3.4. Let I be a two-sided sieve at an object C E C. Then Z is semiprime if 
and only if whenever x E Hom( -, C) with 2.2 g Z then x E I. 
Proof. (+) This is clear since each prime sieve has the property described above. 
(+) Now suppose that I has the property stated in the Theorem. We shall show that I 
is the intersection of all two-sided prime sieves containing 1. So let x0 E Hom(-, C)\I. 
We have to find a two-sided prime sieve that contains I but not x0. 
By the contrapositive of the property stated in the theorem we find that 20 .%o $! I. 
So there exists an xi E ;;O . ?o\Z. By induction, we obtain a sequence of morphisms 
Xo,X1,~2,. . . with codomain C and Xi # I. Also note that Xi+1 E ?i . Z?i. 
If J is a two-sided sieve with Xi E J then Xi+1 E ?i . I?i G J. Hence by induction 
xk E J for all k > i. 
Now I is a sieve with the property that Xi +! Z for all i. Since the set S = {Xi} is 
a multiplicatively set which is disjoint with I, by Theorem 3.2, we have an two-sided 
prime sieve P which contains Z and is disjoint with S. In particular, x0 4 P. 0 
Recall that in Section 2 we defined an ideal in C to be a subftmctor of Hom(-, -). 
We also gave a characterisation of such ideals as sets of arrows. Now note that the 
set of all ideals forms a complete lattice under inclusion. 
If K: L-) Hom(-, -) is an ideal in C and C E C then we use the notation K(C) to 
denote the set of all arrows in K with codomain C. Note that K(C) is a two-sided 
sieve at C. 
If A is a set of arrows in C we leGdenote the intersection of all ideals containing A. 
The; is an ideal which we call the ideal generated by A. If A happens to be a sieve 
at an object C E C we note thas is the set of all finite sums of elements in the set 
{xi 1 i E A and dam(x) = C}. 
Lemma 3.5. Zf I is two-sided then F(C) = I. 
Definition 3.6. Let K,L: if Hom(-, -) be ideals in C. Let A = UcEc K(C). L(C). 
We call the ideal 2 the product of K and L and denote it by KL. 
Similar to the case of product of sieves, one can check that the product is associative. 
Lemma 3.7. 
(i)IfI,JandKareidealsofC then(I+J)K=IK+IKandK(Z+J)=KI+KJ. 
(ii) IJ GI n J. 
Lemma 3.8. If I, J are sieves at C E C then 7.7 = G. 
Proof. Since 112 IJ it is clear that fj 2 FJ. 
To show the reverse inclusion we note that fj is the smallest ideal containing 
U&((D).?(D). The typical element z in ~(D~(D) has the form z = ytij where 
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j E J, i E Z and x, y E Hom(C,D) are any morphisms. It follows that ix E I since Z is 
a sieve. Hence z E FJ. 0 
We call an ideal K proper if K # Hom(-, -). 
Definition 3.9. Let P be a proper ideal in C. We call P prime if given any two ideals 
K, L such that KL C P then K s P or L c P. We call an ideal Q semiprime if given 
any ideal K such that KK C Q then K C Q. 
Proposition 3.10. An ideal K is semiprime tf and only if K(C) is semiprime for all 
c E c. 
Proof. (+-) Suppose K is semiprime and I* C K(C), where Z is a sieve at C E C. 
Then by Lemma 3.8 ff = f2 C K. Since K is semiprime we have that ? c K. Hence 
I = f(C) c K(C). 
(+) If K satisfies the property stated in the proposition and LL C K then for all 
CEC 
L(CMC) C K(C) 
and so L(C)GK(C). 0 
Definition 3.11. We call a set S of arrows in C a multiplicative set of C if the following 
properties are satisfied: 
(i) If f, g E S then 7. ij intersects S. 
(ii) For all pairs D, C E C, the zero morphism Oec E Hom(D, C) is not in 5’. 
Now we have a global version of the Separation Lemma of which the proof is 
similar to that of Theorem 3.2. 
Theorem 3.12. Let S be a multiplicative set at C E C. Let Z be an ideal which is 
disjoint with S. Then there exists a prime sieve which contains Z and is disjoint with S. 
Proof. By Zorn’s Lemma, there is an ideal P which is maximal with the property that 
P 2 Z and P is disjoint with S. We now prove that P is prime. Let J1 $ P and J2 $ P 
be two ideals with JlJ2 C P. Then there are f E S n (J1 + P) and g E S n (J2 + P), 
andheuce(f.g)C(J1+P)(J2+P)=J1J2+JlP+PJ2+PP~PbyLemma3.8.But 
we have a contradiction since (7 . ;5) fl S is not empty and P is disjoint with S. 0 
Corollary 3.13. Each maximal ideal is prime. 
Theorem 3.14. Let K be an ideal in C. Then K is an intersection of primes tf and 
only tf K is semiprime. 
Prmf. (=s) This is clear since each prime ideal is semiprime. 
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(e=) Now suppose that I is semiprime. We shall show that I is the intersection of 
all prime ideals containing I. So let x0 4. I. We have to find a prime ideal that contains 
I but not x0. 
Since I we have that x0 .jy, $ I. So there exists an xi E 1\& .Za. By induction, we 
obtain a sequence of morphisms XO,X~ ,x2,. . . and Xi @ I. Also note that xi+1 E ;Si . ;;1. 
If J is an ideal with Xi E J then xi+1 E %i .xi C J. Hence by induction xk E J for all 
k > i. 
Now I is an ideal with the property that xi #I for all i. Since the set S = {Xi} is a 
multiplicative set which is disjoint with I, by Theorem 3.11, we have a prime ideal P 
which contains I and is disjoint with S. In particular, x0 $! P so that x0 is not in the 
intersection of all prime ideals containing 1. 0 
Proposition 3.15. An ideal P is prime ifs it is semiprime and n-prime. 
Similar to the local case, if K is an ideal of C, then we can define Jc__K to be the 
following assignment to each object D E C: 
J&(D)={Z--,Hom(-,D) 1 I contains some two-sided sieve J and J $ S(D)}. 
Then we have 
Proposition 3.16. An ideal P is prime iff (H(-, -)/P) is &-p-torsion free. 
In general, J&S is only a filter closed under products. 
4. The radical 
Definition 4.1. 
(i) Let RR be the rest of all arrows y: D + C in C such that lc - yx is left 
invertible for all x: C -+ D. 
(ii) Let RL be the set of all arrows y: D + C such that 10 - xy is right invertible 
for all x: C + D. 
The set RL is the radical of C as defined in [4,7]. 
Lemma 4.2. The sets RR and RL are in fact ideals of C. 
Proof. We show only that RR is an ideal. The following argument is due to Street, 
[7] for the original. 
Let fl, f2:A + B E RR. So for each g:B -+ A the morphism Is - f 1g has a left 
inverse. Let h be such a left inverse, so that h - 1s = hf 19. Now note that 
(1~-f2gh)(le-flg)=1~-flg-f2g+f2ghflg 
= 1~ - fig - fzgh + f2g(h - le) 
= IL3 - (f 1 + f2)g. 
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It follows that 1~ - (fi + fz)g has a left inverse and hence (fi + f2) E RR. 
It is clear that Rp, is closed under composition on the right. So let f: A -+ B and 
let g: B + X. It remains to show that gf E RR. Let v:X + A. We want to show that 
1~ -gfv has a left inverse. Let h be the left inverse of 1~ -fug, so that hfvg = h - 1~. 
Now we have 
(lx + ghfv)( 1x - gfv) = 1X - gfv + ghfv - ghfvgfv 
= 1X + ghfv - gfv - g(h - 1B)fv 
= lx. 0 
By adapting the argument in [7, Proposition 51 we have: 
Theorem 4.3. For y: D + C the following are equivalent: 
(i) Y E RR 
(ii) 1~ - zyx is invertible for all x:X + C and z: D + X. 
(iii) y E RL. 
Proof. (i)+(ii): Let y E RR. So by the previous lemma zy E RR. So there exists a 
h with h(lx - zyx) = lx, that is h = 1~ + hzyx. Since -hzyx E RR we have that 
h = 1~ + hzyx has a left inverse. Therefore h is invertible and h-’ = (lx - zYx). 
(ii)+(i): This is clear. 
(iii) _ (ii): The proof is similar to the above. 0 
Corollary 4.4. We have RR = RL 
We call RL = RR = R the radical of the category C as defined in [3]. 
Definition 4.5. Let C E C. We define the local radical at C to be the intersection of 
all maximal sieves at C. We denote the local radical at C by Rc. 
Proposition 4.6. Let R be the radical and let R(C) be the set of all arrows in R 
whose codomain is C. Then R(C) is the local radical Rc at C for each object C E C. 
Proof. Let f : D + C be in R(C) (i.e., 1~ - f g is invertible for any g: C -+ D). Let 
A4 be a maximal sieve at C and suppose f $ M. So there exist k: C + D and r E M 
such that fk + r = 1~. Then r = 1~ - fk which is invertible, contradicting r E M. 
Conversely, let f: D + C E Rc. Suppose that there exists a morphism g: C + D 
such that 1~ - f g is not invertible. So there exists a maximal sieve M with 1 c - f g E 
M. Also f E M since f E Rc. It follows that 1~ E M contradicting the fact that M 
is maximal. 0 
Corollary 4.7. The radical R = UcEc Rc. Also in the quotient category we have 
C/R( -, C) = Hom( -, C)/Rc. 
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Definition 4.8. A set of arrows in an additive category C is called a right ideal if it 
is closed under addition and closed under composition from right hand side. 
Lemma 4.9. A set J of arrows is a right ideal ifSeach J(C) = {f E J 1 cod(f) = C 
is a sieve at C}. 
Lemma 4.10. A right ideal M is maximal i# there is a unique object C E C such 
that M(C) is a maximal sieve at C and M(D) = Hom(-, D) for all D # C. 
Proposition 4.11. The radical R of an additive category is the intersection of all 
maximal right ideals. 
5. The prime spectrum 
Proposition 5.1. If P is a prime ideal then P(C) is a prime sieve for each C E C. 
Proof. Let IJ be two sided sieves at C E C with IJ G P(C). Hence fj = Z] & P and 
therefore ? C_ P or j C P. In particular I = f(C) &P(C) or J = .?(C) C P( C). Therefore 
P(C) is prime. 0 
Example. Let C be an additive category consisting of two objects A and B. Let 
Hom(A,B) = (0~s) and let Hom(B,A) = {OBA}. An ideal of C is just the union of an 
ideal of Hom(A, A) and an ideal of Hom(B, B). We take Hom(A, A) = Hom(B, B) = Z. 
Let PA (Ps) be the sieve at A (B) with PA(A) = 22 (PB(B) = 22). So PA and 
Ps are prime sieves but PA U Ps = P is not a prime ideal of C. To see this con- 
sider the sieves 1, and JA at A with IA(A) = 42 and JA(A) = 5Z. Similarly we 
can define 1s and Js. We have (1~ U Js)(IB U JA) C P, but neither (1~ U JB) C P nor 
(1s UJ,)CP. 
We let Spec(C) denote the set of all prime ideals in C. We give Spec(C) the Zariski 
topology, that is the topology generated by the open sets 
D(K) = {P E Spec(C) 1 P $ K}, 
where K is an ideal of C. If C E C then we let Spec(C) denote the set of two-sided 
prime sieves at C. This set forms a topological space whose typical open set is of the 
form 
D(Z) = {P E Spec(C) 1 P $? I}, 
I being a sieve at C. We can use these ideas to show the relationship between prime 
sieves and prime ideals. 
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Proposition 5.2. If C E C then the map 
fc: Spec(C) --+ Spec(C) 
P H P(C) 
is continuous. 
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Proof. The map is well defined by the preceding proposition. One may check that 
f ;‘(D(z)) = D(7). 0 
We now show how one may construct a prime ideal given a prime sieve. 
Lemma 5.3. Let K and L be ideals of C then (K + L)(C) = K(C) + L(C). 
Lemma 5.4. Let P be a prime two-sided sieve at an object C E C. There exists a 
unique prime ideal M maximal with respect to the property P = M(C). 
Proof. Let 
d={K+Hom(-,-) IK(C)cP}. 
By Zom’s Lemma A has a maximal element M. We show that A4 is prime. Let K and 
L be ideals of C such that K $ M and L $! M. It follows that (M + K)(C) $ P and 
(M + L)(C) $ P. Since P is prime we cannot have (m)(C) 2 P. Therefore KL $ A4 
and so A4 is prime. It remains to show that A4 is unique. Let N be another maximal 
element A. Then one can check that M+N Ed so we must have N =M+N =M. 
Given a two-sided 
P via the preceeding 
Theorem 5.5. Let C 
(i) The map 
i: Spec(C) + 
PHh4P 
is continuous. 
prime sieve P at C E C we can now associate a prime ideal to 
lemma. We denote this prime ideal by Mp. 
E c. 
Spec(C ) 
(ii) The topological space Spec(C) is a retract of Spec(C), where the retraction is 
f e: Spec(C) -3 Spec(C) 
as defined in Proposition 5.2. 
Proof. (i) One may check that i-‘(D(K)) = D(K(C). 
(ii) We need to check that f,i(P) = i(P)(C) = P. This is clear since ?; E A, where 
A is defined as in the proof of the previous lemma. 0 
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By a similar argument one can show for each C E C that Spec(Hom(C, C)) is a 
retrect of Spec(C). 
6. Artinianness and semisimplicity 
In the next two sections we follow proofs given in [2, 31. 
Definition 6.1. Let C E C. We call C a right Artinian object (or right Noetherian 
object) if any descending (or ascending) chain of sieves at C is finite. 
A sieve Z at C E C is called nilpotent if there exists a positive integer n such that 
I” = (0). 
We now give a categorical version of a theorem due to Brauer. 
Theorem 6.2. Let C E C be a right Artinian object. Zf Z is a nonnilpotent sieve at C 
then Z(C) contains a nonzero idempotent arrow. 
Proof. By Zorn’s Lemma and since C is right Artinian the set of all nonnilpotent 
sieves at C contained in Z has a minimal member. Let Ii be such a minimal member. 
By the minimality of Ii we must have Zf = Zi. So the set of all nonnilpotent sieves 
J at C satisfying 571 # (0) IS nonempty. By applying the right Artinian property of 
C we find that this set has a minimal member JI. Since Jill # {0}, there exists an 
arrow u E Ji(C) such that uZi # (0). 
By the minimality of Jt we must have tlZi = 51. So there exists an arrow a E Z,(C) 
such that ua = U. It follows that u = aan for each positive integer n. 
Let A = {f E II 1 uf = O}. N ow A is a sieve at C strictly contained in Ii. Hence 
by the minimality of Ii the sieve A is nilpotent. By the previous paragraph the arrow 
a2 - a lies inside A. Since A is nilpotent there exists a positive integer I such that 
(a2 - a)’ = 0. By expanding this we find that ai = a’+‘g(a) for some polynomial 
g(x) E Z[X]. By induction we have that a’ = a2’g(a)‘. So there arrow e = a’g(a)’ is 
idempotent and clearly lies inside I. If e were 0 then a would be nilpotent implying 
that u would be 0. This contradicts the choice of U. So e is nonzero. q 
Corollary 6.3. Let C E C be a right Artinian object. A sieve Z at C is nilpotent if 
and only if Z(C) consists of nilpotent arrows. 
Lemma 6.4. Zf C E C is an object with the property that every nonzero two-sided 
sieve at C not nilpotent then every nonzero sieve at C is not nilpotent. 
Proof. Let Z be a nilpotent sieve at C. Let 
J = {xy 1 x E Hom(C, C)y E Z} = Hom(C, C)Z, 
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so that J is a two-sided sieve. Now observe that J2 is generated by the set {xyu 1 
x E Hom(C, C), y E Z(C), u E I}. It follows that J2 = Hom(C, C)Z2. By induction we 
find that J” = Hom(C, C)Zn. Since Z is nilpotent there exists an integer I such that 
I’ = (0). Hence J’ = (0). But since J is two-sided we must have J = (0) and hence 
z= (0). 0 
We call an object C E C nil-semisimple if the only nilpotent two-sided sieve at C 
is the zero sieve. 
Theorem 6.5. Let C E C be a nil-semisimple right Artinian object. Any sieve at C 
can be generated by an idempotent of the ring Hom(C, C). 
Proof. Let Z L) Hom(C, C) be a sieve at C. If Z is the zero sieve then Z is generated 
by 0~ E Hom(C, C). So assume now that Z is nonzero and hence is not nilpotent. 
By Theorem 6.2, Z(C) contains nonzero idempotent arrows. For each such nonzero 
idempotent e define 
A(e) = {x E Z 1 ex = O}. 
So A(e) is a sieve at C. Choose e # 0 such that A(e) is minimal. 
If A(e) # (0) then this sieve contains an idempotent er . So the arrow e2 = er +e-er e 
is an idempotent of I. Since ee2 = e2 = e, we have A(e2) GA(e). This inclusion is 
strict as eel = and e2ei = ei # 0. It also that e2 is nonzero and hence contradicts the 
minimality of A(el ). 
Therefore we must have A(e) = (0). S ince x - ex E A(e) for all x E Z we must 
have that ex = x for all x E I. The statement of the theorem now follows since Z = 2‘. 
0 
Definition 6.6. We call an additive category C right Artinian if each object in C is 
right Artinian. 
Example 6.7. Let C be a category (additive) with objects Cl, Cl, C3,. . ., that is with 
countably infinite objects. Let Hom(C, Cj) = (0) for i # j and Hom(C, Ci) = z2. 
So a sieve at an object C is just an ideal of the ring Hom(C, C). For each i E N we 
define an descending chain of sieves: 
by Zij = H2 for i 5 j and Zij = (0) for i > j. For each i E N define an ideal Ki of C 
to be the ideal generated by UjeNZij. So we have an infinite descending chain of ideals 
where each inclusion is strict. However the category C is right Artinian. 
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Example 6.8. As there are rings (noncommutative) that are Artinian with respect to 
ideals but not right Artinian we have examples of additive categories that are Artinian 
but not right Artinian. 
We call C nilsemisimple if the only nilpotent ideal of C is the zero ideal. 
Lemma 6.9. The additive category C is nilsemisimple if and 
is nilsemisimple. 
only tf each object in C 
Proof. (+) Suppose that C is nilsemisimple. Let C E C and let I L-) Hom(-, C) be a 
sieve at C. Suppose that I is two-sided and I” = {O}. Then 
Hence I = F(C) = 0s. 
Note 0, and 0s denote the zero ideal and the zero sieve respectively. 
(+) Suppose each object in C is nilsemisimple. Let K of Hom(-, -) be an ideal 
such that K” = (0). Hence K(C)” = 0s for all C E C which implies K(C) = 0s for 
all C E C. Since K is generated by the K(-, C) we have that K = 0,. 0 
Theorem 6.10. Let C be a right Artinian nilsemisimple category. Then every ideal of 
C is generated by a family of idempotents (ec)cEc where ec E Hom(C, C). 
Proof. Let K L) Hom(-, -) be an ideal. The ideal K is generated by the sieves K(C) 
which are in turn generated by idempotents by Theorem 6.5. 17 
Lemma 6.11. Let C E C. If Rc is the zero sieve then C is nilsemisimple. 
Definition 6.12. We call a right C-module M simple if M is not the zero module and 
the only submodules of M are the zero module and the module M. 
Definition 6.13. We call a right C-module M semisimple if for every submodule N c-, 
M of M there is a submodule P of M of M with M = N ~3 P. 
Following the proofs in [4], we obtain the following results. 
Theorem 6.14. If M is a right C-module then the following are equivalent: 
(i) M is semisimple. 
(ii) A4 is the direct sum of its simple submodules. 
(iii) M is the sum of its simple submodules. 
Corollary 6.15. If C E C and Hom(-,C) is semisimple then Hom(-,C) is nil- 
semisimple. 
If the functor Hom( -, C) is semisimple then we call the object C E C semisimple. 
We call an object C E C semisimple if Hom(-, C) is a semisimple right C-module. 
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Theorem 6.16. The following are equivalent: 
(i) All short exact sequences in mod-C split. 
(ii) All right C-modules are semisimple. 
(iii) All jinitely generated right C-modules are semisimple. 
(iv) All cyclic right C-modules are semisimple. 
(v) All objects in C are semisimple. 
7. The Wedderburn-Artin Theorem 
In [7] the categorical Wedderburn-Artin Theorem was proved up to Morita-equivalence. 
Here we give a proof more closely related to the original. We shall also give a cate- 
gorical version of the result that Artinian implies Noetherian. 
Proposition 7.1. The following conditions are equivalent for any C E C: 
(i) C is right Artinian and Rc = (0); 
(ii) C is right Artinian and nilsemisimple; 
(iii) C is semisimple. 
Proof. (i) implies (ii) by Lemma 6.11. Also (ii) implies (iii) since by Theorem 6.5 
each sieve I can be generated by an idempotent e and hence Hom(-, C) = I@( ire). 
(iii) + (i): Suppose that Hom(-, C) = Zl @ Zz . . . CB I,. Let J be a sieve at C then 
J=Hom(-,C).J=ZIJ+ZzJ+...+ZnJ. 
Since each Zj is minimal we must have ZjJ = (0) or ZjJ = Zj. It follows now that 
there are only finitely many sieves at C. 0 
Corollary 7.2. Every prime sieve in a right Artinian category with zero radical is 
maximal. 
By Corollary (4.5) we have the following: 
Lemma 7.3. If C is right artinian, then for each C E C C/Rc is a jinite direct sum 
of simple sieves at C and hence is both Artinian and Noetherian. 
Let C E C and let Z L) Hom(-, C) be a sieve. We call Z minimal if Z is not the 
zero sieve and the only sieve properly contained within Z is the zero sieve. Observe 
that all minimal sieves are simple when regarded as right C-modules, that is the only 
proper submodule of a minimal sieve is the zero sieve. 
If Z is a minimal sieve at C we define Bt to be the sum of all minimal sieves at C 
that are isomorphic to C as right C-modules. 
Lemma 7.4. In the above situation: 
(i) Bt is a two-sided sieve at C. 
(ii) If I and J are minimal sieves at C that are not isomorphic then Bt ’ BJ = (0). 
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Proof. (i) Let J be a minimal sieve at C such that J 2 I. Let x E Hom(C, C). The 
sieve x . J = {xj 1 j E J} is the image of J and since J is a simple right C-module 
we have that xJ = (0) or xJ E J. In either case we have xJ C Bt. 
(ii) It suffices to show that IJ = (0). Suppose there exists i E I(C) such that 
zY # {0}, so iJ = 1. We have a contradiction as J 2 zY = I. 0 
We call an object C E C simple if the only two-sided sieves at C are Hom(-, C) 
and the zero sieve. 
Theorem 7.5. If C E C is simple then the following are equivalent: 
(i) C is right Artinian. 
(ii) C is semisimple. 
(iii) There is a minimal sieve at C. 
Proof. Observe that a simple object is nilsemisimple and hence (i) and (ii) are equiv- 
alent by the previous lemma’s Also (i) implies (iii) trivially. Now suppose that (iii) 
holds. Let 1 be the minimal sieve at C. Since C is simple, we have that BI = 
Hom(-, C). So (ii) follows. 0 
Lemma 7.6. If C is an Artinian object of an additive category, then there is a positive 
integer n such that R”, = 0. 
Proof. Suppose that Rc is not a nilpotent sieve at C. By Theorem 6.1, R, contains a 
nonzero idempotent arrow, say e. Since 1~ - e, is not invertible, there is a maximal 
sieve M containing 1~ - e, which does not contain e, which is a contradiction. 0 
Corollary 7.7. If C is an Artinian object of an additive category, then Rc is the 
intersection of all prime sieves at C. 
By Lemma 7.1 and Corollary 7.7, we have 
Lemma 7.8. If C is an Artinian object then each prime sieve is a maximal sieve. 
Hence if C is an Artinian object of an additive category, then each prime two-sided 
sieve at C is two-sided maximal. 
Now we are going to establish a categorical version of the classical result that each 
right Artinian ring is right Noetherain. First we have the following lemma. 
Since the five Lemma is valid for Abelian categories, we can apply the classical 
argument to obtain: 
Lemma 7.9. If S is a submodule of F then S and F/S are Artinian (or Noetherian) 
tf and only tf F is Artinian (or Noetherian). 0 
Theorem 7.10. If C is right Artinian then C is right Noetherian. 
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Proof. By Proposition 7.1 and Lemma 7.9, it suffices to show that Rc is Noetherian 
for each C E C. By Lemma 7.6, it suffices to show that each RL/Rg’ satisfies ACC 
for each C E C. One may check that Rc/Rg’ IS a right C/R-module. Then by Theorem 
6.16 and Proposition 7.1 R’,/RF’ . is a direct sum of simple C/R-modules. On the other 
hand R', /Rg ’ is right Artinian by Lemma 7.9 so it must be a finite direct sum of 
simple C/R-modules and hence satisfies ACC. 0 
To establish an categorical version of the Wedderburt-Artin theorem, we have to 
introduce the following: 
Definition 7.11. An additive category C is called normed if to each object a E C, one 
may associate a natural number Ia\. 
A matrix category over a normed additive category C, denoted by Mat(C), is an 
additive category whose objects are the objects in C; morphisms from a to b are 
/aI x Ibl-matrices over Hom(a,b). The composition is the usual matrix product. 
It is clear that for any normed additive category C, C and Mat(C) are Morita 
equivalent. 
Example. (1) Each n x n-matrix ring Mat,*(K) over a ring K, is a marix category over 
a normed one-object additive category, where I * I = n. 
(2) If objects in C are natural numbers and each Homn,m is a fixed ring K, then to 
each object n associates the same number n, we see that Mat(A) is simply the classical 
matrix category MatK over a ring K. 
The classical Wedderbum-Artin theorem says that a semisimple Artinian ring is 
canonical isomorphic to a finite product of matrix rings over division rings. 
Following Street, the local product of a family categories Ci which have the same 
objects, is the category whose objects are the same as in Ci and whose horn groups 
C(A,B) given by the product of all horn groups Ci(A,B) and composition is compo- 
nentwise. The Wedderburt-Artin theorem just says that a semisimple artinian ring is 
isomorphic to a finite local product of matrix category over a division ringoid. 
Given an additive category C, let Bo be the full subcategory of C-Mod consisting 
of all simple modules, and RI the full subcategory of C-Mod consisting of all finite 
direct sums of simple modules. 
Proposition 7.12. (i) Bo is a division ringoid. 
(ii) Bi is equivalent to a local product of matrix categories over normed division 
ringoid, where for each X E B,, 1x1 is the number of equivalence class of nonisomor- 
phic simple submodules of X. 
Proof. For each X E B1, we have X = nlX1 @ n&z.. ’ n,,,X,, where each Xi is a 
simple submodule of X and nXi denotes the coproduct of n-copies of Xi, and Xi y Xj 
for any i # j. 
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Thus, for each X, we have a sequence {Xl,&,. . .X,, . . .} of simple submodule of 
X, where X, = 0 if n > mx. 
For each CI E IIxEcXi, let nrX denote the number of isomorphic copies of CQ, and 
define C, to be the (nonfull) subcategory of C with the same objects as in C, and hom- 
group C&X, Y) = C(naxax, nayay. Thus, we claim that each C, is a matrix category 
over a normed division ringoid, where 1x1 = n,: 
In fact, we see that C(Xi, Yj) is a division ring (it may be zero) for all i,j, and that 
C(ni(X)&,ni(Y)Yi) is the Abelian group of all ni(X) x ni(Y)-matrices over C(X,, 5). 
By the fact that any morphism between two nonisomorphic simple modules is zero, 
we see that morphisms in C(X, Y) bijectively corresponds to a family tii(X)Xi + 
nj(Y)Yj, which corresponds to an element of the product lIaC(nrx~~,n,,~y), the con- 
clusion follows. 0 
For each object X in a semisimple category C, there is a finite decomposition 
Hom(-,X) = n&t@& .. . n,Jm, where each Xi is a simple submodule of Hom( -,X) 
and nX denotes the coproduct of n-copies of X, and Xi y Xj for any i # j. By propo- 
sition above, we have the following categorical version of WedderburnArtin theorem. 
Theorem 7.13. A semisimple category C is equivalent to a local product of matrix 
categories over division ringoids. 
Corollary 7.14. Zf C is a semisimple category with finitely many objects, then C is 
equivalent to a finite local product of matrix categories over division ringoids. 
We can add one more equivalent condition to Theorem 7.5. 
Proposition 7.15. Zf C is simple, then the following are equivalent: 
(i) C is Artinian; 
(ii) Each Hom(-,X) has a minimal submodule; 
(iii) C is semisimple; 
(iv) C is equivalent to a matrix category over a division ringoid. 
Proof. Assume (i) and (iii). We want to show (iv). Let C, be as the one in the proof of 
Proposition 7.12. If there is some nontrivial decomposition Hom(-,X) g Xt @X2 . . ., 
say Xi $? X for some X E A, let r~ be any element in nXi with ctx = Xi. Then 
C, is canonically embedded as a not-full subcategory of C, and hence the set of all 
morphisms in C, can be generated as a proper ideal of C - a contradiction. Thus each 
X E C is isomorphic to a finitely many coproduct of a simple module; or equivalently, 
C is a matrix category over a division ringoid. 
The converse is also true. Note that each object in a division ringoid is simple. 
A matrix category over a division ringoid is canonically equivalent to the category 
consisting of those objects a”“, which is semisimple since a finite direct sum of simple 
modules is semisimple. I7 
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