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Abstract
We describe the set of all (α, n), for which the scalar complex matrix αIn is a sum of k
idempotent Hermitian matrices, and get the minimal number of summands for each αIn.
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1. Introduction
An idempotent Hermitian matrix P = P 2 = P ∗ is called an orthogonal projec-
tion; for short, we will call it a projection.
Decompositions of a Hermitian matrix into a sum of projections were studied
in many articles; see [1,3,11,12] and their references. Decompositions of a square
matrix into a sum of idempotent matrices were studied in [2,5,8–12].
By Fillmore [1, Theorem 1], a Hermitian matrix A is a sum of projections if and
only if
tr A ∈ Z and tr A  rank A. (1)
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If A = P1 + · · · + Pk is a sum of nonzero projections, then
k  tr A (2)
since
tr A = tr P1 + · · · + tr Pk = rank P1 + · · · + rank Pk. (3)
In this article, we study decompositions of a nonzero scalar matrix αIn, α ∈ R,
into a sum of projections. In this case Eqs. (1) and (2) take the form
tr A = αn ∈ N, αn  n, k  αn
and Fillmore’s theorem implies
Theorem 1. A nonzero real matrix αIn is a sum of projections if and only if α  1
and αn ∈ N. The number of nonzero projections in this sum is at most αn.
We solve the following two problems:
(i) To obtain the minimal number of summands in a decomposition of αIn into a
sum of projections (Theorem 7).
(ii) For a given k, to get the set of (α, n), for which αIn is a sum of k projections
(Theorem 6).
We prove in Theorem 6 that a nonzero real matrix αIn is a sum of k projections
if and only if α ∈ k and αn ∈ N. Here k denotes the set of α ∈ R for which
there exist a Hilbert space H (not necessarily finite dimensional) and projections
P1, . . . , Pk on H such that P1 + · · · + Pk = α1H . By [4] (see also [6,7]),
1 = {0, 1}, 2 = {0, 1, 2}, 3 =
{
0, 1,
3
2
, 2, 3
}
, (4)
k = k ∪
[
k − √k2 − 4k
2
,
k + √k2 − 4k
2
]
∪ (k − k), k  4, (5)
where
k := {0,k(0),k(k(0)), . . .} ∪ {1,k(1),k(k(1)), . . .} (6)
and
k(α) := 1 + 1
k − α − 1 . (7)
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Remark 2. The set k , k  4, has the following structure:
(i) The elements of k satisfy the following inequalities:
0 < 1 < k(0) < k(1) < k(k(0)) < k(k(1)) < · · · (8)
(ii) The set k is located to the left of its condensation point (k −
√
k2 − 4k)/2.
(iii) The set k − k is located to the right of its condensation point (k +
√
k2 − 4k)/2.
2. Special case
In this section, we prove the following theorem.
Theorem 3. The matrix αIn, where 3/2 < α  2 and αn ∈ N, is a sum of five
projections.
Let us fix a rational α of the form
α = 1 + m
n
,
1
2
<
m
n
< 1, (9)
and denote ε = m/n.
Lemma 4. There exists exactly one sequence of real numbers b0, b1, b2, . . . such
that
b0 = 0, bi = bi−1 − (pi + 2)ε + 2, 0  bi < ε, pi ∈ Z. (10)
These conditions imply
pi ∈ {0, 1, 2}. (11)
Proof. Let b0, . . . , bi−1 be constructed. Since bi must satisfy 0  bi < ε, we have
the following condition on pi ∈ Z:
0  bi−1 + 2 − (pi + 2)ε < ε. (12)
Clearly, there exists exactly one pi that satisfies this condition. By (12),
−1 + (bi−1 + 2)ε−1 < pi + 2  (bi−1 + 2)ε−1.
But 0  bi−1ε−1 < 1 (by 0  bi−1 < ε) and 1 < ε−1 < 2, so −1 + 2 < pi + 2 <
1 + 4. This proves (11) since pi ∈ Z. 
For a p × p matrix A = [aij ] and a q × q matrix B = [bij ], we define the
(p + q − 1) × (p + q − 1) matrix
A +˜B := A ⊕ 0q−1 + 0p−1 ⊕ B =


a11 · · · a1p
...
... 0
ap1 · · · app + b11 · · · b1q
0
...
...
bq1 · · · bqq


.
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If P1, P2, . . . , Pk are projections, then P1 +˜P2 +˜ · · · +˜Pk is the sum of k projec-
tions
P1 ⊕ 0, 0 ⊕ P2 ⊕ 0, . . . , 0 ⊕ Pk.
Lemma 5. The matrix diag (α − bi−1, αIpi+1, bi) (see (10)) is a sum of five pro-
jections.
Proof. (a) First prove that there exist projections P1, P2, and P3 such that
D := diag(2ε − bi−1, αIpi , bi) = P1 + P2 + P3. (13)
By (10) and (11),
D = diag(2 − bi − piε, αIpi , bi), pi = {0, 1, 2}.
If pi = 0, then D = diag(2 − bi, bi) is similar to
D1 :=
[
1 + τ √τ − τ 2√
τ − τ 2 1 − τ
]
, τ := (bi − 1)2,
since D1 has spectrum {2 − bi, bi}. The matrix D1 is a sum of two projections:
D1 = [1] +˜
[
τ
√
τ − τ 2√
τ − τ 2 1 − τ
]
=
[
1 0
0 0
]
+
[
τ
√
τ − τ 2√
τ − τ 2 1 − τ
]
.
Hence D is a sum of two projections too:
diag(2 − bi, bi) = P1 + P2, (14)
and we have (13) with P3 = 0.
If pi = 1, then D = diag(2 − bi − ε, α, bi) is similar to
D1 :=

 1 − τ1
√
τ1 − τ 21√
τ1 − τ 21 τ1

 +˜ [bi + ε 00 2 − (bi + ε)
]
,
τ1 = ε(α − (bi + ε))
bi + ε .
D1 is a sum of three projections since the first summand is a projection and the
second summand has the form (14).
Let pi = 2. Then D = diag (2 − bi − 2ε, α, α, bi). Consider two projections
Q := 1
2
[
2 − (bi + ε)
√
2bi + 2ε − (bi + ε)2√
2bi + 2ε − (bi + ε)2 bi + ε
]
,
R := 1
2
[
2 − (bi + ε) −
√
2bi + 2ε − (bi + ε)2
−√2bi + 2ε − (bi + ε)2 bi + ε
]
,
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and put
τ1 = ε(bi + 2ε − 1)2 − bi − ε , τ2 =
ε(1 − bi)
bi + ε .
The matrix
 1 − τ1
√
τ1 − τ 21√
τ1 − τ 21 τ1

 +˜ (Q + R) +˜

 τ2
√
τ2 − τ 22√
τ2 − τ 22 1 − τ2


is similar to D and is a sum of three projections since
 1 − τ1
√
τ1 − τ 21√
τ1 − τ 21 τ1

⊕

 τ2
√
τ2 − τ 22√
τ2 − τ 22 1 − τ2


is a projection.
(b) By (a), there exist (pi + 2) × (pi + 2) projections Q3, Q4, and Q5 such that
diag(2ε − bi−1, αIpi , bi) = Q3 + Q4 + Q5.
Define also two projections
Q1 = 12
[
b
√
2b − b2√
2b − b2 2 − b
]
, Q2 = 12
[
b −√2b − b2
−√2b − b2 2 − b
]
,
where b = 1 + ε − bi−1 = α − bi−1. Then
diag(α − bi−1, αIpi+1, bi) = (Q1 + Q2) +˜ (Q3 + Q4 + Q5)
is the sum of five projections
Q1 ⊕ 0pi+1, Q2 ⊕ 0pi+1, 01 ⊕ Q3, 01 ⊕ Q4, 01 ⊕ Q5.  (15)
Proof of Theorem 3. The statement is obvious if α = 2, and so we will assume that
3/2 < α < 2.
By Lemma 5, there exist projections P (s)1 , . . . , P (s)5 such that
P
(s)
1 + · · · + P (s)5 = diag(α − bs−1, αIps+1, bs), s = 1, 2, 3, . . . . (16)
By (15), we may take P (s)1 , P (s)2 of the form M ⊕ 01 and P (s)3 , P (s)4 , P (s)5 of the form
01 ⊕ N ; then
Pi = P (1)i +˜P (2)i +˜ · · · +˜P (s)i , i = 1, 2, . . . , 5,
are projections. Because of (16), the sum
P1 + · · · + P5 = diag(α − b0, αIp1+1, b1) +˜ · · · +˜ diag(α − bs−1, αIps+1, bs)
= diag(αI(p1+2)+···+(ps+2), bs). (17)
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By (10),
bs = bs−1 − (ps + 2)ε + 2 = bs−2 − [(ps−1 + 2) + (ps + 2)]ε + 4
= · · ·
= −[(p1 + 2) + · · · + (ps + 2)]ε + 2s (18)
If m is even (see (9)), we take s = m/2. Then 2s = m = εn and by (18) bs is a
multiple of ε. Since 0  bs < ε, we have bs = 0 and by (18)
(p1 + 2) + · · · + (ps + 2) = n.
Hence (17) implies P1 + · · · + P5 = diag(αIn, 0). The matrices P1  diag(αIn, 0),
. . . , P5  diag(αIn, 0), whence Pi is the projection of the form Ri ⊕ 01 for i =
1, . . . , 5. Therefore R1 + · · · + R5 = αIn and Ri are projections.
If m is odd, we take s = (m − 1)/2. Then 2s = m − 1 = εn − 1 and by (18)
bs = kε − 1, k := n − (p1 + 2) − · · · − (ps + 2). (19)
Since 0  bs < ε, we have 1  εk < ε + 1 and 1/ε  k < 1 + 1/ε. By (9) 1 <
1/ε < 2, hence 1 < k < 3, k = 2, and bs = 2ε − 1. By (17) and (19),
P1 + · · · + P5 = diag(αIn−2, bs).
Put τ = (α − bs)/2. Then the sum of the projections
R1 = P1 +˜
[
τ
√
τ − τ 2√
τ − τ 2 1 − τ
]
,
R2 = P2 +˜
[
τ −√τ − τ 2
−√τ − τ 2 1 − τ
]
,
R3 = P3 +˜
[
0 0
0 1
]
, R4 = P4 +˜
[
0 0
0 0
]
, R5 = P5 +˜
[
0 0
0 0
]
is equal to αIn since α = 1 + ε (see (9)) and
2(1 − τ) + 1 = 3 − α + bs = 3 − 1 − ε + 2ε − 1 = 1 + ε = α. 
3. General case
In this section, we prove the following theorem.
Theorem 6. A nonzero real matrix αIn is a sum of k projections if and only if
α ∈ k (see (4) and (5)) and αn ∈ N.
Proof. If αIn is a sum of k projections, then α ∈ k by the definition of k , and
αn = tr(αIn) is an integer by (3).
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Let us prove that αIn is a sum of k projections if α ∈ k and αn ∈ N.
Suppose first that k  3. The statement is obvious if α ∈ N. Let α /∈ N. By (4),
α = 3/2 and k = 3. By Theorem 1, (3/2)I2 is a sum of at most three nonzero pro-
jections.
Now we will assume that k  4. Then k is of the form (5). The statement follows
from [4, Theorem 4] if α ∈ k ∪ {k − k}; the remaining possibility:
k − √k2 − 4k
2
 α  k +
√
k2 − 4k
2
, αn ∈ N. (20)
If k = 4, then α = 2 by (20) and the statement holds.
Let k  5. The authors of [4, Theorem 2] gave a constructive proof of the follow-
ing statement:
Let 1 < α < k − 1. Then αIn is a sum of k projections
if and only if k(α)I(k−1−α)n is a sum of k projections. (21)
(This statement reflects in the structure of the set k; see (5) and (6).)
First, we prove that
αIn is a sum of k projections if 2 < α  k − 2 and αn ∈ N. (22)
Let k = 5. By Theorem 3, αIn is a sum of five projections if 3/2 < α  2 and αn ∈
N. By (21) and the continuity of the function −15 , αIn is a sum of five projections if
−15 (3/2) = 2 < α  −15 (2) = 3 and αn ∈ N, hence, there exists decomposition
αIn = P1 + · · · + P5, P1, . . . , P5 are projections. (23)
This proves (22) for k = 5.
Let k > 5, 2 < β  k − 2, and βn ∈ N. Then there exists a nonnegative integer
s such that β = α + s and 2 < α  3. By (23),
βIn = P1 + · · · + P5 + sIn.
Since s + 5 = s + 2 + 3 < s + α + 3 = β + 3  k − 2 + 3 = k + 1, βIn is a sum
of k projections. This proves (22) for all k  5.
By (22), αIn (αn ∈ N) is a sum of k projections if 2 < α  k − 2 = −1k (2), by
(21), and the continuity of the function k , αIn (αn ∈ N) is a sum of k projections if
k(2) < α  2, if 2k(2) < α  k(2), if 3k(2) < α  2k(2), and so on. Moving
in the opposite direction, we have that αIn (αn ∈ N) is a sum of k projections if
2 < α  k − 2 = −1k (2), if −1k (2) < α  −2k (2), if −2k (2)  α  −3k (2), and
so on. Since
lim
s→∞
s
k(2) =
k − √k2 − 4k
2
, lim
s→∞
−s
k (2) =
k + √k2 − 4k
2
, (24)
αIn is a sum of k projections for all α satisfying (20) (αn ∈ N, and hence, α is not
equal to the numbers (24) since they are irrational if k > 4). 
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4. The minimal number of summands
Theorem 7. The minimal number of summands in a decomposition of αIn(αn ∈ N
and α  1, see Theorem 1) into a sum of projections equals µn(α), where
(i) µn(1) = 1 and µn(2) = 2;
(ii) if 1 < α < 2, then
µn(α) =


l + 1 if α = 1 + 1
l
and l ∈ N,
z(α) + 1 if α /∈ z(α),
z(α) otherwise,
where z(α) is the integer part of α2/(α − 1);
(iii) if α > 2, then
µn(α) = µ(α−1)n
(
α
α − 1
)
, 1 <
α
α − 1 < 2,
and we apply (ii).
Proof. Let αn ∈ N and α  1. By Theorems 1 and 6, αIn is a sum of projections;
moreover,
αIn is a sum of k projections if and only if α ∈ k. (25)
Case 1: α ∈ N. Then αIn = In + · · · + In is the decomposition of minimal length.
Case 2: α = 1 + 1/l. By Theorem 1, αIl is a sum of αl = l + 1 projections. Since
αn = n + n/l ∈ N, αIn = αIl ⊕ · · · ⊕ αIl is a sum of l + 1 projections too. Let us
prove that αIn cannot be a sum of l projections; that is by (25), α /∈ l . For l  3
this follows from (4). For l > 3 this follows from 1 < α < l (0) and Remark 2.
Case 3: 1 < α < 2 and α /= 1 + 1/l for all natural numbers l. First we prove that
αIn is a sum of z(α) + 1 projections. Since 0  α2/(α − 1) − z(α) < 1, we have
z(α)  4 and
u(z(α) + 1) < α  u(z(α)), u(k) := k −
√
k2 − 4k
2
(26)
The inequality
u(z(α))  z(α) + 1 +
√
(z(α) + 1)2 − 4(z(α) + 1)
2
and (5) imply α ∈ z(α)+1; hence, by (25), αIn is a sum of z(α) + 1 projections.
Let us prove that αIn is not a sum of z(α) − 1 projections; that is, α /∈ z(α)−1.
Indeed, by (26) 1 < α < 1 + 1/(z(α) − 3) = z(α)−1(1), by Remark 2 there are no
points of z(α)−1 between 1 and z(α)−1(1) except for z(α)−1(0), and by the defi-
nition of Case 3 α /= 1 + 1/(z(α) − 2) = z(α)−1(0).
Therefore, µn(α) = z(α) or µn(α) = z(α) + 1.
If α ∈ z(α), then α ∈ z(α) and by (25) µn(α) = z(α). Let α /∈ z(α). It suffi-
cies to prove that α /∈ z(α) (and hence µn(α) = z(α) + 1). To the contrary, assume
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α ∈ z(α). Since z(α)  4, k has the form (5). But α  u(z(α)) (see (26)) and α /∈
z(α), therefore by Remark 2, we have α = u(z(α)). If z(α) = 4, then u(z(α)) =
2 > α. If z(α) > 4, then u(z(α)) is irrational and α is rational, hence, α /= u(z(α)),
a contradiction.
It remains to prove that α /∈ z(α) implies α /= 1 + 1/l for all l ∈ N. Indeed, if
α = 1 + 1/l, then
z(α)(1) = 1 + 1
z(α) − 2 = 1 +
1
l
,
and therefore α ∈ z(α).
Case 4: α > 2. There exist k ∈ N and projections P1, . . . , Pk such that P1 + · · · +
Pk = αIn. Then In − P1, . . . , In − Pk are projections and In − P1 +· · ·+ In − Pk =
(k − α)In. By (21), there are projections P˜1, . . . , P˜k such that
P˜1 + · · · + P˜k =
(
1 + 1
k − (k − α) − 1
)
I(k−1−(k−α))n = α
α − 1I(α−1)n.
Therefore µn(α) = µ(α−1)n(α/(α − 1)). 
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