Abstract. Let f be a real-valued, degree-d Boolean function defined on the n-dimensional Boolean cube {±1} n , and f (x) = S⊂{1,...,d} f (S) k∈S x k its Fourier-Walsh expansion. The main result states that there is an absolute constant C > 0 such that the ℓ 2d/(d+1) -sum of the Fourier coefficients of f :
Introduction
The analysis of maps f : {±1} n → R defined on the Boolean cube {±1} n is of interest in theoretical computer sciences, signal processing, social choice, combinatorics, graph theory, as well as others. For detailed explanation we refer to the surveys [22] and [26] , or the more extensive book [21] and the references therein. The study of these functions is carried out through their polynomial expansion, a canonical representation of f in terms of basic functions known as Walsh functions, which are defined for every S ⊂ [n] := {1, . . . , n} as
where χ ∅ (x) := 1 for each x ∈ {±1} n . Using elementary linear algebra it can be checked that every f as above can be written as a unique linear combination of these χ S . Another more profitable point of view to prove this fact is by means of Fourier analysis on groups: we can look at {±1} n as a compact abelian group endowed with the coordinatewise product and the discrete topology (the Haar measure is then given by the normalized counting measure). This way, for each function f : {±1} n → R we have an integral or expectation given by
The dual group of {±1} n actually consists of the set of all Walsh functions χ S for S ⊂ [n], which let us associate to each such f : {±1} n → R its Fourier-Walsh expansion (1) f (x) = S⊂ [n] f (S) x S , x ∈ {±1} n , where the coefficients are explicitly given by f (S) = E f · χ S . Thereby, a nonzero function f of degree d satisfies that f (S) = 0 whenever |S| > d, i.e., its Fourier spectrum concentrates on levels less than or equal to d. We say that f is d-homogeneous if moreover f (S) = 0 provided |S| = d, i.e., the Fourier spectrum concentrates at level d.
1.1.
Main result. Blei in [6] proved that for each d there is a constant C(d) > 0 such that for each degree-d Boolean function f :
and here the exponent 2d d+1
is best possible (to denote the supremum norm of a scalar-valued function on K we will often write f K instead of f ∞ ). The best possible constant C(d) is denoted by BH ≤d {±1} . The inequality (2) is a Boolean analog of an important inequality for complex polynomials due to Bohnenblust and Hille [7] . This inequality today forms a fundamental tool of the theory of Dirichlet series n a n n −s , and it states that for every d there is a (best) constant BH can not be improved. Originally, this result was proved for d-homogeneous polynomials only. If we define BH =d T , in the by now obvious way, a straight forward trick shows that (4) BH =d T = BH ≤d T ; indeed, for a degree-d polynomial P (z) = |α|≤d a α z α on T n the polynomial Q(z, w) = |α|≤d a α z α w d−|α| is d-homogeneous on T n+1 with the same set of coefficients and the same sup-norm.
In recent years the Bohnenblust-Hille constants BH ≤d T were undertaken an intensive study. The original proof of (3) and its later improvements give upper estimates which are essentially of the order √ d d , but in [11] it was proved that BH ≤d T grows at most like √ 2 d , and this was later substantially improved in [5] , where the authors show that there is an absolute constant C > 0 such that
In this case we say that the growth of BH ≤d T is subexponential. In particular this implies that lim sup
A natural question appears related to the asymptotic decay of BH ≤d {±1} as a function in d in the case when for each n ∈ N the group T n is replaced by the group {±1} n . Our main result is the following analog of (5). In section 4.1 we indicate that this result is closely related with several questions in quantum information theory.
Comparing Bohnenblust-Hille constants for complex polynomials on the polytorus T n with Bohnenblust-Hille constants for real polynomials on the n-dimensional cube [−1, 1] n indicates that both behave substantially different. Therefore the preceding result for the Boolean cube {±1} n was not necessarily expected, and in fact its proof has to overcome new technical difficulties. We intend to explain all this in the rest of this introduction.
Real Bohnenblust-Hille constants.
A comparison of our proof of Theorem 1.1 with that of (5) shows that in fact in the setting of Boolean functions new substantial difficulties appear. Looking at (1) we see that each Boolean function f : {±1} n → R is the restriction a unique polynomial P f : R n → R being affine in each variable, a special type of real polynomial sometimes referred as tetrahedral:
This identification is actually an isometry for the supremum norm since the fact that P f is separately affine gives
We can then look at these objects from different points of view, allowing us to combine tools and techniques from Fourier analysis, polynomials and multilinear forms in order to study the Fourier spectrum of these functions. Based on results and ideas which have been developed in recent years in the setting of complex polynomials, this is indeed our aim in the present paper.
What about the Bohnenblust-Hille inequality for real polynomials on the ndimensional cube [−1, 1] n ? We denote by
the best constant C ≥ 1 such that for all real(!) degree-d polynomials
and analogously we define for d-homogeneous polynomials the constant BH (with its by now obvious meaning).
and lim sup
The first equality is due to [10] whereas the second formula seems new. Interestingly, while the preceding proposition shows that for general real polynomials the situation is dramatically different from the complex case (6), the result from Theorem 1.1 indicates that tetrahedral polynomials seem to be halfway.
In order to give a proof of Proposition 1.2,(11) we need some preliminary results. We collect a few crucial inequalities on polynomials which 'regulate the traffic' between the sup norm of a real polynomial taken on [−1, 1] n compared with the sup norm of its complexification taken on T n , as well as the relation of the sup norm of real or complex polynomials in relation to their homogeneous parts. Lemma 1.3. Let P (z) = |α|≤d a α z α be a degree-d polynomial on C n with complex coefficients a α , and for m ≤ d denote by P m (z) = |α|=m a α z α its m-homogeneous part. Then
,1] n whenever P has real coefficients. Moreover, C = 2 is best possible.
Statement (1) is a standard Cauchy estimate. The second result is due to Klimek [16] , and the third one due to Visser [25] .
Let us turn to the proof of statement (4): Denote by
Chebyshev's polynomial of degree d, and recall that Markov's numbers
where [20, p. 56] and also (39)). A throughout this article crucial point is the fact that by Markov's theorem (see [8, p. 248 
and implementing T d shows that this estimate is actually optimal. Given a polynomial P on [−1, 1] n with real coefficient (as in Proposition 1.3,(4)), we consider for any x ∈ R n the polynomial
Then, using (13) and taking the supremum on x ∈ [−1, 1] n , we easily get that
But the explicit formulas for M m,d from (12) combined with Stirling's formula show that
This proves the inequality in (4) with constant (1 + √ 2) d . Finally, if we assume that this inequality holds with some constant
Let us note that, as observed in [10] , the upper estimate in (10) in fact is an immediate consequence of (5) n , and block it into its sum P (x) = d m=0 P m (x) of homogeneous parts. Then we deduce from Minkowski's inequality and Lemma 1.3(1) that
and then by Lemma 1.3(2) and equation (5) that
which proves the upper estimate. Conversely, applying this inequality to Chebyshev's polynomial T d , we see that by (14) 1
the conclusion. (2) and (3) within the setting of so-called Sidon sets. Given 1 ≤ p ≤ ∞ and a compact abelian group G, a finite subset Λ of the dual group G is said to be a p-Sidon set if there is a constant C > 0 (depending on p and Λ) such that for every trigonometric polynomial f = γ∈Λ f (γ)γ we have
Sidon constants. Let us compare
and the so-called Sidon constant S p (Λ) is the best possible C. Here we are mainly concerned with the groups T n , the n-dimensional polytorus, and {±1} n , the ndimensional Boolean cube. Recall that the dual group of T n consists of all monomials z α , α ∈ Z n , whereas the dual group of {±1} n is formed by all monomials x S , S ⊂ [n]. We concentrate on the following four sets of characters in the dual group of T n and {±1} n , respectively:
In this terminology we have
and
both obvious reformulations of (2) and (3). Moreover, Theorem 1.1 states that there exists a constant C ≥ 1 such that for all n, d
we note again that by (5) the analog for S 2d
d+1
(Ω ≤d n ) holds true.
The d-homogeneous case
Let us come to the proof of Theorem 1.1, the Boolean analog of (5). We first prove the d-homogeneous case: There is an absolute constant C > 0 such that for
Although Theorem 1.1 of course covers this case we prefer to give an independent proof since it is simpler and illustrates the general strategy. Anyway all proofs of Bohnenblust-Hille type inequalities -old ones or very recent ones -are very much inspired by the proof of the original estimate (3) which is itself a refinement of the proof of Littlewood's famous 4/3 inequality from [18] . Let us recall its four crucial steps:
, relate the ℓ 2d/d+1 -norm of the coefficients of f with the ℓ 2d/d+1 -norm of the entries of A, and split this norm into mixed terms of the form
S3 Use Khinchine's inequality to estimate all of these mixed terms by the supremum norm of
For the improvement of the constants, step-by-step non trivial refinements of the preceding arguments were needed. Modifying several arguments from [11] and [5] we now sketch the proof of (16) , and start to collect a few crucial ingredients which will also be needed later for the more involved proof of Theorem 1.1.
2.1. Multilinear forms. For each n ∈ N and finite set A ⊂ N we define the sets
In case A = [d] for some d ∈ N, we denote the previous sets by I(d, n) and J (d, n) repectively. We also consider the equivalence relation on I(A, n) defined for i 1 , i 2 ∈ I(A, n) as
Note that for each i ∈ I(A, n) there is a unique j ∈ J (A, n) such that j ∈ [i], where [i] stands for the equivalent class of i. Moreover the number of elements of the equivalence class of i ∈ I(A, n) is
If A 1 and A 2 are two disjoint subsets of N, then the direct sum of i 1 ∈ I(A 1 , n) and i 2 ∈ I(A 2 , n) is defined as the map
which coincides with i k on A k for k = 1, 2. Note that every element of I(A 1 ∪ A 2 , n) can be represented this way. This yields in particular, that if S ⊂ [d] and we denotê Proposition 2.1. Let n ∈ N and 0 ≤ m ≤ d be integers. For any scalar matrix
where a j = 0 if j is not injective (i.e., not strictly increasing). We can then look at f as the restriction to {±1} n of the d-homogeneous polynomial P f :
and as in (8) we have
A very important map is the noise operator defined for each −1 < ρ < 1 as the map T ρ which acts on each such f as
An important feature of this operator is presented in the next result of Bonami and Gross (see, e.g., [21, Chapter 9] ): For any 1 < p ≤ q ≤ ∞ and ρ ≤
The following consequence will be crucial: For for every degree-d function f :
2.3. Polarization I. We will make use of the following polarization formula (inspired by its complex analog due to Harris [14, Theorem 1]).
where M k,d is the Markov number given in (12) .
Using the multinomial formula, we write
and hence by Markov's inequality (13) we deduce that
which leads to the desired conclusion.
2.4.
Proof of the homogeneous case. For the proof of (16) let f : {±1} n → R be an d-homogeneous function with d ≥ 2 (the case d = 1 is anyway clear). We rewrite it in the form (18),
where a j = 0 whenever j is not strictly increasing, and extend the definition of the a j to all of
with |S| = k in order to estimate each of these factors. If we denote ρ r := (r − 1)
, then using (17) and (22), we have
.
Then by the definition of BH =k {±1} and Proposition 2.2 we for every y ∈ {±1} n get i∈J (S,n) j∈I( S,n)
Therefore,
which leads to
Replacing the value of ρ 2k k+1 and using (14), we get that for 1 < k < d,
where we have used the fact that (1 +
Finally, note that BH =2 {±1} < ∞ which is a consequence of (8) and (10) .
The degree-d case
Equation (16) is a result on d-homogeneous tetrahedral polynomials, but we want to pass now to the case of degree-d functions. Let us recall that in the complex case this step is easily done via the trick that was described after (4), but which is not available in the real setting. Another way (which also works in the complex case) is to split the Fourier expansion of the degree-d function f into its m-homogenous parts f m so that
and then try to control the norm of f m by the norm of the full function f . However, the best estimation we know for tetrahedral polynomials comes from the general estimation from Lemma 1.3 (4) valid for every real polynomial. But this constant in fact has exponential growth on the degree (in contrast to the complex case in which one gets constant 1 by Lemma 1.3 (1)). One may wonder whether this constant can be improved in the tetrahedral case. But considering the majority function
one can easily check that the norm of its m-homogeneous part (m odd) satisfies
See the problem posed in section 4.3.
All of these problems force us to add to the classical strategy, described in the preceding section, some apparently new techniques in order to prove that in the tetrahedral case we can still get constants BH ≤d {±1} n that are subexponential as in the complex case (5) . In contrast to Proposition 1.2 the key is that now Fourier analysis on the Boolean cube {±1} n is at our disposal -as in the complex case we have the polytorus T n .
3.1. Multiaffine forms. Let Q : R n → R be a polynomial of degree-d. Recall that Q admits a unique representation known as its monomial expansion: There is a unique family of scalars a j 1 ...jm such that for each x ∈ R n (24)
For each 0 ≤ m ≤ d, the m-homogeneous part of Q is given then by
We say that Q is a tetrahedral polynomial if it has the form
In other words, tetrahedral polynomials are characterized for being affine (a linear map plus a constant) in each variable x j ∈ R. This is equivalent to say that Q(x) preserves convex combinations in each variable, i.e., if x 1 , . . . , x n are independent (real) random variables, then
As we mentioned in the introduction, the importance of these polynomials for us is that there is a natural (isometric) correspondence between them and real-valued functions on the Boolean cube. Indeed, if for a given function f : {±1} n → R of degree d we put
then the Fourier-Walsh expansion (1) of f can be rewritten as
We denote by Q f the unique tetrahedral polynomial which coincides with f on {±1} n , with their respective monomial and Fourier coefficients related via (27).
Following [17, pp. 1065-66] , every polynomial Q :
, it is an affine map in each variable
is invariant by permutations of its coordinates
For each x (1) , . . . , x (d) ∈ R n this form can be explicitly written via the polarization formula
where we are considering expectation over all ξ ∈ {±1} d . Let us notice a couple of observations:
n → R we will denote by L f the d-form associated to its tetrahedral polynomial Q f . This form also appears in computer science under the name of (fully) decoupled version of f and block multilinear form; see e.g [24] .
Polarization II.
The following apparently new result will be crucial for us. It is an analog of Harris' polarization formula for complex homogeneous polynomials and its real variant from Proposition 2.2. Our case is much more limited, since for a degree-d polynomial Q its associated multiaffine form L Q in each variable just preserves convex combinations and not linear ones. This forces us to look for a substantially different approach. Before starting the proof, we need an auxiliary result on interpolation which, as the classical Markov's theorem from (13) , shows another extremal property of the coefficients of the Chebychev polynomials. In contrast to Markov's result, we are going to consider a different basis for the space of degree-d polynomials.
Proposition 3.2. Let Q(t) be a degree-d polynomial. Then there exist unique scalars a n = a n (Q) (0 ≤ n ≤ d) such that
where T d is the Chebyshev polynomial of degree-d. In particular, we have the optimal estimation
Proof. We start proving that every degree-d polynomial Q(t) is a linear combination of the elements ψ d,m (0 ≤ m ≤ d) which authomatically will yield the uniqueness of the coefficients by basic linear algebra. In the process, we will give an explicit expression of these coefficients which will let us prove the inequality (29), and finally we will calculate explicitely the coefficients a n (T d ) to conclude from (29) that (30) holds.
We start by fixing d + 1 arbitrary points (although we will choose them suitably later)
Recall that the associated Lagrange basis polynomials are given by
Now, we are going to write the polynomials ∆ m (t) in terms of the ψ d,n (t). Note that
Expanding the last product and gathering terms we arrive to an expression of the form
where the coefficients α m,n are explicitely given by
Replacing (34) in (32), and the resulting expression in (33), we conclude that
This means that the coefficients a n exist and are explicitly given by (37) a n = a n (Q) =
This proves the first part of the theorem. Our aim now is to show that (29) holds. Let us notice first that the t j 's are ordered according to (31), hence
which let us rewrite (37) as (38) a n = a n (Q) = (−1)
Another useful observation which follows from (35) is that α m,n ≥ 0 for every m, n.
Without loss generality we can assume that sup t∈[−1,1] |Q(t)| = 1 by normalizing the polynomial. We choose now explicit points of interpolation
which of course satisfy the conditions of (31). Recall that the Chebyshev polynomial
which implies (29). Finaly, we compute the coefficients a n (T d ) using the expression of the Chebyshev polynomial
, and therefore
This finishes the proof.
Proof of Proposition 3.1. Fix x, y ∈ {±1} n . Notice that since L Q is affine in each variable, for every t ∈ [−1, 1] we have that
Moreover, P (t) is the evaluation of Q at a convex combination of elements in [−1, 1] n , thus sup
Without loss of generality we can assume that Q ∞ = 1. An application of Theorem 3.2 to (40) gives that, if 0 ≤ m ≤ d/2, then we have the bound
To estimate the last constant from above we will use the following immediate consequence of Stirling approximation formula
which completes the proof.
3.3.
Proof of the degree-d-case. For the proof of Theorem 1.1 we follow again the general strategy from section 2 for which we must introduce some more notation. For each n ∈ N and each finite A ⊂ N we define the sets
In case A = [d] for some d ∈ N, we denote the previous sets by I 0 (d, n) and J 0 (d, n) repectively. Given i ∈ I 0 (A, n), we write supp i = {k : i(k) = 0} to denote the support of i. We again consider the following equivalence relation:
, where [i] as above stands for the equivalent class of i. This identification let us rewrite the monomial expansion (24) of a degree-d polynomial Q : R n → R as
Recall that tetrahedral polynomials are affine in each variable, which using the notation of (41) means that the nonzero coefficients a j must satisfy that j is injective on its support. For that, we will say that an element i ∈ I 0 (A, n) is affine if i(k) = i(k ′ ) whenever k, k ′ ∈ supp i are different; note that then every element of [i] is also affine. As a consequence tetrahedral polynomials have a monomial expansion of the form
On the other hand, the associated d-affine form of a polynomial Q with monomial expansion (41) is then given by (check I,II,III from section 3.1)
where
. Again we will use that the cardinality of [i], i ∈ I 0 (A, n) is given by
Moreover, for two disjoint subsets A 1 and A 2 of N, the direct sum of i 1 ∈ I 0 (A 1 , n) and i 2 ∈ I 0 (A 2 , n) is given by the map
In particular,
We are now in disposition of proving the main result of this article.
Proof of Theorem 1.1. Fix 0 ≤ m ≤ d. Let f : {±1} n → R be a function of degree d and Q f the associated tetrahedral polynomial. We know from (42) that it has a monomial expansion
where a j = 0 whenever j is not affine; we extend this definition by putting
(check again that the right-hand side satisfies the three conditions I, II, III, and recall that L f is unique). For |S| = m and x, y ∈ [−1, 1]
n , evaluating the map L f at the elements
Note that the non-zero coefficients a j 1 ⊕j 2 satisfy that j 1 ⊕ j 2 is affine, which implies in particular that j 1 , j 2 are affine, and so by (44) we in this case can bound
Using Proposition 2.1, we have that
For fixed S ⊂ [d] with |S| = m, we are going to estimate from above each factor in the right-hand side of (47). If we denote ρ r := (r − 1) − 1 2 for r > 1, then using (22) and (46), we have that for each j 1 ∈ J 0 (S, n)
Summing over all j 1 ∈ J 0 (S, n) we obtain 
and so the last supremum we bound by Proposition 3.1
Since the fixed set S was arbitrary, we can apply this bound to each factor in the right-hand side of (47) to obtain that
and consequently
and iterating (as in the proof of (16) Given n, k ∈ N, a function f : ({±1} n ) k → R is said to be a multilinear form if it is linear in each input, i.e., for all x i ∈ R n and y ∈ R n (and similarly for the other positions)
f (x 1 + y, x 2 , . . . , x k ) = f (x + y, x 2 , . . . , x k ) + f (y, x 2 , . . . , x k ) .
Clearly, any such k-homogeneous Boolean function can be written as (ii) By [13] conjecture 4.1 is known to hold whenever we in (49) replace d by 2 d . A short proof of this fact based on hypercontractivity can be found in [24] , and there is a close resemblance between the main idea of this proof and the proofs of Bohnenblust-Hille type inequalities. Indeed, given f : {±1} n → [−1, 1] of degree d we have that and we already know from that proof that
