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Abstract
Rooted tree analysis is adapted from stochastic differential equations to derive systematically general Runge–Kutta methods
for deterministic afﬁnely controlled nonlinear systems. Order conditions are found and some speciﬁc coefﬁcients for second- and
third-order methods are determined, which are then used for simulations compared with the Taylor methods for afﬁnely controlled
nonlinear systems derived by Grüne and Kloeden.
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1. Introduction
We consider an d-dimensional afﬁnely controlled nonlinear system with k-dimensional control functions of the form
dx
dt
= f 0(x) +
k∑
j=1
f j (x)uj (t) (1)
with f j : Rd → Rd and uj : [t0, T ] → U for j = 0, 1, . . . , k where u0 ≡ 1 and U is a compact convex subset of R.
(The situation where f j : [t0, T ] × Rd → Rd can be covered with an additional variable xd+1 = t). Such systems are
of considerable importance in modern control theory, e.g., [2,4,8].
The functions f j are assumed to be as smooth as required to justify the application of partial differential operators
to them in the sequel. The control functions uj are assumed to be measurable functions, so the differential equation (1)
is interpreted in the sense of Carathéodory and has the equivalent integral equation representation
x(t) = x(t0) +
∫ t
t0
f 0(x(s)) ds +
k∑
j=1
∫ t
t0
f j (x(s))uj (s) ds (2)
for t ∈ [t0, T ].
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Traditional numerical methods for ordinary differential equations (e.g., [7]) fail to achieve their asserted order of
convergence when applied to equations of the form (1) because, for a given control function u = (u1, . . . , uk), the
vector ﬁeld
Fu(t, x) := f 0(x) +
k∑
j=1
f j (x)uj (t)
is only measurable in the t variable. Grüne and Kloeden [6] showed how the asserted order of such methods can be
retained by time averaging when applied to temporally rough ordinary differential equations and in [5] they used ideas
from stochastic numerics (e.g., [3,9]) to systematically derive Taylor methods of arbitrarily high order for afﬁnely
controlled nonlinear systems (1). Taylor methods involve higher order partial derivatives of the functions f j , which
are sometimes difﬁcult or tedious to determine and computationally expensive to evaluate.
Ferretti [4] adapted some basic Runge–Kutta methods for general ordinary differential equations to restricted classes
of afﬁnely controlled nonlinear systems (1). In this paper, we will show how ideas from stochastic numerics can also be
used to systematically derive Runge–Kutta methods for afﬁnely controlled nonlinear systems. This is based on rooted
tree analysis with several colors, which was ﬁrst used in the stochastic context by Burrage and Burrage [1], see also
Rößler [12].
Rooted tree analysis will be reviewed brieﬂy in the next section and then applied in Section 3 to derive general
Runge–Kutta methods for the afﬁnely controlled nonlinear systems (1). Order conditions for such Runge–Kutta methods
will be determined in Section 4, then applied in Section 5 to determine some speciﬁc Runge–Kutta methods of
orders 2 and 3. Finally, in Section 6, simulations using a Runge–Kutta method will be compared with the Taylor
schemes in [5].
2. Rooted tree analysis
Rooted tree analysis was introduced and used with considerable success by Butcher for the derivation and inves-
tigation of Runge–Kutta methods for ordinary differential equations, see e.g., [7]. It was later extended to stochastic
differential equations using color trees by Burrage and Burrage [1]. This will be brieﬂy sketched here following
Rößler [12].
Deﬁnition 1. (1) A monotonic labelled tree t with l = l(t) ∈ N nodes is a pair of maps t = (t′, t′′) with
t′: {2, . . . , l} → {1, . . . , l − 1},
t′′: {1, . . . , l} →A,
so that t′(i)< i for i = 2, . . . , l. Unless otherwise noted, we choose the setA= {, jn , n ∈ N} where jn is a variable
index with jn ∈ {0, 1, . . . , k}.
(2) LT denotes the set of all monotonic labelled trees. Here two trees t = (t′, t′′) and u = (u′,u′′) just differing by
their colors t′′ and u′′ are considered to be identical if there exists a bijective map : A → A with () =  so that
t′′(i) = (u′′(i)) holds for i = 1, . . . , l.
As a result of this t′ deﬁnes a father–son relation between the nodes, i.e., t′(i) is the father of the son i. Furthermore
the color t′′(i), which consists of one element of the setA, is added to the node i for i = 1, . . . , l(t).
Let T denote the set of all rooted trees with a root of type  = ⊗ and in addition with nodes of type j = j for
j ∈ {0, 1, . . . , k}. Each tree t ∈ T can be represented by a combination of brackets. If the roots of the subtrees t1, . . . , tl
are connected by an edge with a node of type j or , then this is written as [t1, . . . , tl]j or (t1, . . . , tl ), respectively.
Further, LT denotes the set of all labelled rooted trees, where the nodes are monotonically numbered starting at the root
with number one.
Let LT(t) be the set of all monotonic labelled trees u ∈ LT which are equal to t ∈ T except for the monotone
labels and where for the determination of the different monotone labels for u all nodes of u are considered to be equal,
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Fig. 1. The trees tI = ([j3 ]j1 , j2 ), tII = ([j3 , j2 ]j1 ) and tIII = ([j3 ]j1 , [j4 ]j2 ).
i.e., without taking the variable indices of the nodes into consideration. Therefore, (t) is deﬁned as the number of
possible different monotonic labels for the tree t if all variable indices would be removed.
To every tree t ∈ T corresponds an elementary differential which is deﬁned recursively by G()(x) = F(x) and
G(j )(x) = f j (x) for single nodes and by
G(t)(x) =
{
F (l)(x) · (G(t1)(x), . . . ,G(tl )(x)) for t = (t1, . . . , tl ),
f j
(l)
(x) · (G(t1)(x), . . . ,G(tl )(x)) for t = [t1, . . . , tl]j ,
(3)
for a tree t with more than one node and j ∈ {0, 1, . . . , k}. F (l) and f j (l) deﬁne a symmetric l-linear differential
operator and the sequence t1, . . . , tl can be chosen in arbitrary order. For example, the I th component of the elementary
differential f j (l) · (G(t1), . . . ,G(tl )) can be written as
(
f j
(l) · (G(t1), . . . ,G(tl ))
)I = d∑
J1,...,Jl=1
lf j,I
xJ1 . . . xJl
(GJ1(t1), . . . ,GJl (tl )),
where the components of vectors are denoted by capitalized superscript indices.
Further we deﬁne the multiple integral for a tree t ∈ LT by
It[f (·)]t0,t =
{
f (t) if l(t) = 0 or t = ,∫ t
t0
Iu[f (·)]t0,suj (s) ds if l(t)1 and t′′(l(t)) = j ,
(4)
with u0(t) ≡ 1 and u ∈ LT such that l(u) = l(t) − 1, u′ = t′|{2,...,l(t)−1} and u′′ = t′′|{1,...,l(t)−1}. Further, for t ∈ T let
I ∗t [f (·)]t0,t =
∑
u∈LT(t)
Iu[f (·)]t0,t . (5)
It is usual to denote
I(j1,j2,...,jl )[f (·)]t0,t =
∫ t
t0
∫ sl
t0
. . .
∫ s2
t0
f (s1)u
j1(s1)u
j2(s2) . . . u
jl (sl) ds1 ds2 . . . dsl
and to write it is I(j1,j2,...,jl ) in the case of f (t) ≡ 1 and if the integration boundaries are clear from the context. We
note that I(j1,j2,...,jl );t,t+h ∼ O(hl).
For example, we get for tI = ([j3 ]j1 , j2) of Fig. 1 the elementary differential
G(tI ) =
d∑
K,L,M=0
2F
xKxL
f j1,K
xM
f j3,Mf j2,L. (6)
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Here the set LT(tI ) consists of the following different monotonic labelled trees ([4j3 ]2j1 , 3j2)1, ([4j3 ]3j1 , 2j2)1 and
([3j3 ]2j1 , 4j2)1 with the corresponding multiple integrals I(j3,j2,j1), I(j3,j1,j2) and I(j2,j3,j1) for f (t) ≡ 1. Therefore,
we have
I ∗tI [1]t0,t = I(j3,j2,j1)[1]t0,t + I(j3,j1,j2)[1]t0,t + I(j2,j3,j1)[1]t0,t (7)
with (tI ) = 3. Then the following theorem holds:
Theorem 2. Let x(t) be the solution of the autonomous afﬁnely controlled differential equation system (1) with initial
value x(t0)=x0 ∈ Rd . For p ∈ N0, F, f j,i ∈ Cp+1(Rd ,R), j =0, 1, . . . , k, i=1, . . . , d and t ∈ [t0, T ] with h= t− t0
the following truncated expansion for F : [t0, T ] × Rd → R
F(x(t)) =
∑
t∈LT
l(t)−1p
G(t)(x0)It[1]t0,t + O(hp+1)
=
∑
t∈T
l(t)−1p
G(t)(x0)I ∗t [1]t0,t + O(hp+1) (8)
holds provided all of the necessary multiple control integrals exist.
Proof. The following Taylor expansion for afﬁnely controlled systems of type (1) holds for some p ∈ N0 (see [5]):
F(x(t)) =
p∑
l=0
k∑
j1,...,jl=0
LjlLjl−1 · · ·Lj1F(x(t0))I(j1,...,jl )[1]t0,t + O(hp+1) (9)
with Lj =∑di=1 f j,i xi . Therefore, we prove by induction on p that
k∑
j1,...,jp=0
LjpLjp−1 · · ·Lj1F(x0)I(j1,...,jp)[1]t0,t =
∑
t∈LT
l(t)−1=p
G(t)(x0)It[1]t0,t (10)
holds for all p ∈ N0. Clearly, the case p = 0 is true. So we start with p = 1. Then we get for t = (2j1)1 ∈ LT with
j1 = 0, 1, . . . , k and l(t) = 2 that
k∑
j1=0
Lj1F(x0)I(j1)[1]t0,t =
k∑
j1=0
d∑
i=1
f j1,i (x0)
F
xi
(x0)
∫ t
t0
uj1(s) ds
=
k∑
j1=0
G((2j1)
1)(x0)I(2j1 )
1 [1]t0,t
=
∑
t∈LT
l(t)−1=1
G(t)(x0)It[1]t0,t . (11)
Under the assumption that Eq. (10) holds for some p ∈ N0 we proceed to prove the case p + 1. Therefore,
we deﬁne a linear operator Kj for j = 0, 1, . . . , k by Kj(I(jl ,jl−1,...,j1)[f ]t0,t ) = I(j,jl ,jl−1,...,j1)[Ljf ]t0,t .
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Then it holds
k∑
j1,...,jp+1=0
I(jp+1,jp,...,j1)[Ljp+1Ljp . . . Lj1F(x0)]t0,t
=
k∑
jp+1=0
Kjp+1
⎛
⎝ k∑
j1,...,jp=0
I(jp,...,j1)[Ljp . . . Lj1F(x0)]t0,t
⎞
⎠
=
k∑
jp+1=0
Kjp+1
⎛
⎜⎜⎝ ∑
t∈LT
l(t)−1=p
G(t)(x0)It[1]t0,t
⎞
⎟⎟⎠
=
∑
t∈LT
l(t)−1=p
k∑
jp+1=0
Kjp+1(It[G(t)(x0)]t0,t )
=
∑
t∈LT
l(t)−1=p
k∑
jp+1=0
It
[∫ s1
t0
d∑
i=1
f jp+1,i

xi
G(t)(x0)ujp+1(s) ds
]
t0,t
(12)
and with Lemma 2.7 [11] follows that
k∑
j1,...,jp+1=0
I(jp+1,...,j1)[Ljp+1 . . . Lj1F(x0)]t0,t =
∑
t∈LT
l(t)−1=p
∑
u∈H1(t)
G(u)(x0)Iu[1]t0,t
=
∑
t∈LT
l(t)−1=p+1
G(t)(x0)It[1]t0,t (13)
with H1(t)= {u ∈ LT : l(u)= l(t)+ 1,u′|{2,...,l(t)} = t′,u′′|{1,...,l(t)} = t′′,u′′(l(t)+ 1)= jp+1 , jp+1 ∈ {0, 1, . . . , k}}.

3. Runge–Kutta methods for afﬁnely controlled systems
In the well-developed numerical analysis of deterministic ordinary differential equations, derivative-free approxi-
mation methods are of special interest. In particular, Runge–Kutta methods are widely used. Therefore, we introduce
a new class of generalized Runge–Kutta methods suitable for afﬁnely controlled systems.
In the following, let Ih = {t0, t1, . . . , tN } with t0 < t1 < · · ·< tN = T be a discretization of the interva
I = [t0, T ] with step sizes hn = tn+1 − tn and maximum step size h = max0n<N hn. We introduce the
set Mpk = {(j1, . . . , jl) : 1 lp and 0jik for i = 1, . . . , l}. Let Yn = Y (tn) denote the approximation
at the discretization time tn ∈ Ih. Then a class of Runge–Kutta methods with s stages is deﬁned by
Y0 = x0 and
Yn+1 = Yn +
s∑
i=1
z
(0)
i f
0(Hi) +
s∑
i=1
∑
∈Mpk
w()	=0
z
()
i f
jl() (H
(−jl())
i ) (14)
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for n = 0, 1, . . . , N − 1 with = (j1, . . . , jl), l() = l, w() =∑l()i=1 ji and
Hi = Yn +
s∑
j=1
Zijf
0(Hj ),
H
()
i = Yn +
s∑
j=1
l()∑
=1
Z
()(j)
ij f
j(H
(−j)
j ),
where
z
(0)
i = b(0)i hn, Zij = Aijhn,
z
()
i = b()i I()hl()−1n , Z
()(j)
ij = A()(j)ij hn,
for i, j = 1, . . . , s with
(j1, . . . , ji−1, ji, ji+1, . . . , jl) − ji = (j1, . . . , ji−1, ji+1, . . . , jl). (15)
Here b()i , Aij , A
()(j)
ij ∈ R are the coefﬁcients of the Runge–Kutta method. Let b() = (b()i ), A= (Aij ) and A()(j) =
(A
()(j)
ij ) denote the corresponding vectors and matrices. If Aij = A()(j)ij = 0 for j i then (14) is called an explicit
Runge–Kutta method, otherwise it is called implicit.
We note that for a deterministic ordinary differential equation, i.e., Eq. (1) with f j ≡ 0 for 1jk, the Runge–Kutta
method reduces to the well-known ordinary Runge–Kutta method, so the new Runge–Kutta methods introduced are
thus a natural generalization of the Runge–Kutta methods for ODEs.
4. Order conditions for the Runge–Kutta methods
For the expansion of the Runge–Kutta approximation a coefﬁcient function S , which assigns to every tree an
elementary weight, has to be introduced. Therefore, we consider the set T () of trees w.r.t. A = {jn : n ∈ N} and
denote by LT() the corresponding monotonic labelled trees. For t ∈ T () let (t) be the number of different ways
of labelling the tree t monotonically, where nodes with different variable indices are considered different.
For every t ∈ T () with t = [t1, . . . , tm]j let
C(t) =
∑
∈Mpk
jl()=j
z()
T
m∏
i=1
(1{w()	=0}	(−jl())(ti ) + 1{=(0)}	(ti )) (16)
where 	()(∅) =	(∅) = e with j = [∅]j and let
	(t) = Z1{j=0}
m∏
i=1
	(ti ),
	()(t) =
l()∑
r=1
Z()(jr )1{j=jr }
m∏
i=1
	(−jr )(ti ) (17)
in the case of t = [t1, . . . , tm]j . Here e = (1, . . . , 1)T and the product of vectors is deﬁned by component-wise
multiplication, i.e., with (a1, . . . , an) ∗ (b1, . . . , bn) = (a1b1, . . . , anbn).
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The density (t) of a tree is recursively deﬁned by (t) = 1 if l(t) = 1 and for t = [t1, . . . , tm]j by
(t) = l(t)
m∏
i=1
(ti ). (18)
Now, the following expansion of the approximation process holds [10,12]:
Proposition 3. Let Y be the approximation by the Runge–Kutta method (14). Then for p ∈N with f j ∈C(p+1)
(Rd ,Rd), j = 0, 1, . . . , k, and h = t − t0 the expansion
YJt = YJt0 +
∑
t∈T ()
l(t)p
(t)(t)G(t)(x0)JC(t)
l(t)! + O(h
p+1) (19)
of the Jth component for 1J d holds.
Proof. The class of Runge–Kutta methods considered is a special case of that in [12]. Thus, the expansion follows
directly from Corollary 5.6 [12]. 
A comparison of the expansions (8) and (19) yields order conditions for the coefﬁcients of the Runge–Kutta method
which are expressed in the next theorem. As a result of the rooted tree analysis it is not necessary to determine any
elementary differential for this task.
Theorem 4. The approximation Y by the Runge–Kutta method (14) with step size h converges to the solution X of
Eq. (1) with order p ∈ N, if for all t ∈ T () with l(t)p and all correlations of type jl = jk or jl 	= jk for
1 l < k l(t) and j1, . . . , jl(t) ∈ {0, 1, . . . , k} the following relation
I ∗t =
(t)(t)C(t)
l(t)! (20)
holds.
Proof. We consider the expansion (8) with F(x) = x. Clearly, in this case all the necessary trees can be replaced
by corresponding trees in T () where the special root of type  is cancelled. Then, the conditions (20) follow by a
comparison of the expansions (8) and (19). Thus, the expansion of the Runge–Kutta method coincides with the solution
of (1) except for a local truncation error having order O(hp+1). As a result of this, the Runge–Kutta method has global
order p if (20) is fulﬁlled for all t ∈ T () with l(t)p. 
For example, considering the trees t1 = j1 , t2 = [j1 ]j2 , t3 = [[j1 ]j2 ]j3 and t4 = [j1 , j2 ]j3 yields: (t1)= (t1)=
l(t1) = 1, (t2) = 1, (t2) = l(t2) = 2, (t3) = 1, (t3) = 6 and l(t3) = 3. For the last tree holds (t4) = 2 in the
case of j1 	= j2 and (t4) = 1 in the case of j1 = j2 and (t4) = l(t3) = 3. Here, for the tree t4 = [j1 , j2 ]j3 we get
for j1 	= j2 the two monotonic labelled trees [2j1 , 3j2 ]1j3 and [3j1 , 2j2 ]1j3 . However, in the case of j1 = j2 or if we do
not take the variable indices into consideration, then we get only one monotonic labelled tree [3j1 , 2j2 ]1j3 . Clearly, here
we could also choose the tree [2j1 , 3j2 ]1j3 . Thus, we get for j1 	= j2 that (t4) = 2 and for j1 = j2 that (t4) = 1(Fig. 2). In contrast to this, we have in any case (t4) = 1 and thus
I ∗t4 [1]t0,t = I(j1,j2,j3)[1]t0,t . (21)
So the coefﬁcients function C can be calculated for all trees with up to three nodes as follows for j1, j2, j3 ∈
{0, 1, . . . , k}:
C(t1) = z(j1)Te + z(j2,j1)Te + z(j3,j2,j1)Te,
C(t2) = z(j1,j2)TZ(j1)(j1)e + z(j3,j1,j2)T(Z(j3,j1)(j1)e + Z(j3,j1)(j3)e1{j1=j3}),
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t1= 1 j1 t2 =
1 j2
2 j1
t3 =
1 j3
2 j2
3 j1
t4 =
1 j3
2 j2 3 j1
Fig. 2. The trees t1 = j1 , t2 = [j1 ]j2 , t3 = [[j1 ]j2 ]j3 and t4 = [j1 , j2 ]j3 .
C(t3) = z(j1,j2,j3)T((Z(j1,j2)(j1)1{j2=j1}(Z(j2)(j2)e1{j1=j2})) + (Z(j1,j2)(j2)(Z(j1)(j1)e))),
C(t4) = z(j2,j3)T((Z(j2)(j2)e1{j1=j2})(Z(j2)(j2)e)) + z(j1,j2,j3)T((Z(j1,j2)(j1)e + Z(j1,j2)(j2)e1{j1=j2})
× (Z(j1,j2)(j1)e1{j2=j1} + Z(j1,j2)(j2)e)), (22)
with j1 	= 0 for tree t1, with j1 + j2 	= 0 for tree t2 and with j1 + j2 + j3 	= 0 for tree t3 and t4. Otherwise, we calculate
for the corresponding trees with j1 = j2 = j3 = 0 that
C(t1) = z(0)Te, C(t2) = z(0)TZe, (23)
C(t3) = z(0)T(Z(Ze)), C(t4) = z(0)T((Ze)(Ze)). (24)
5. Runge–Kutta methods of order 3
In this section, general order conditions for an explicit and implicit order three Runge–Kutta method are presented.
For p = 3, the Runge–Kutta method (14) can be written as Y0 = x0 and
Yn+1 = Yn +
s∑
i=1
b
(0)
i f
0(Hi)hn +
s∑
i=1
k∑
j1=1
b
(j1)
i f
j1(H
(∅)
i )I(j1)
+
s∑
i=1
k∑
j1,j2=0
j1+j2 	=0
b
(j1,j2)
i f
j2(H
(j1)
i )
I(j1,j2)
hn
+
s∑
i=1
k∑
j1,j2,j3=0
j1+j2+j3 	=0
b
(j1,j2,j3)
i f
j3(H
(j1,j2)
i )
I(j1,j2,j3)
h2n
(25)
for n = 0, 1, . . . , N − 1 with H(∅)i = Yn and
Hi = Yn +
s∑
j=1
Aijf
0(Hj )hn,
H
(j1)
i = Yn +
s∑
j=1
A
(j1)(j1)
ij f
j1
(
H
(∅)
j
)
hn,
H
(j1,j2)
i = Yn +
s∑
j=1
A
(j1,j2)(j1)
ij f
j1
(
H
(j2)
j
)
hn +
s∑
j=1
A
(j1,j2)(j2)
ij f
j2
(
H
(j1)
j
)
hn.
The Runge–Kutta method (25) is a third-order approximation of the solution of Eq. (1) if the conditions of Theorem 4
are fulﬁlled for p = 3. Each Runge–Kutta scheme is characterized by its coefﬁcients and weights, which can be
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A A(j1)(j1) A(j1,j2)(j2) A(j1,j2)(j1)
b(0)T b(j1)T b(j1,j2)T b(j1,j2,j3)T
Fig. 3. Tableau of coefﬁcients for the Runge–Kutta method (25).
represented by a Butcher tableau as presented in Fig. 3 for an s-stage method. Coefﬁcients which do not appear in the
tableau are equal to zero. As a result of Theorem 4, the following general conditions for the coefﬁcients of Runge–Kutta
method (25) can be easily calculated.
Theorem 5. If the coefﬁcients of the Runge–Kutta method (25) fulﬁll the equations
1. b(0)Te = 1, 2. b(j1)Te = 1,
3. b(j1,j2)Te = 0, 4. b(j1,j2,j3)Te = 0,
then the method has the order of convergence 1. If in addition the equations
5. b(0)TAe = 12 , 6. b(j1,j2)
T
A(j1)(j1)e = 1,
7. b(j1,j2,j3)TA(j1,j2)(j2)e = 0, 8. b(j1,j2,j3)TA(j1,j2)(j1)e = 0
are fulﬁlled, then the Runge–Kutta method (25) has order of convergence 2. Further, if in addition the equations
9. b(0)T(A(Ae)) = 16 ,
10. b(0)T((Ae)(Ae)) = 13 ,
11. b(j1,j2,j3)T(A(j1,j2)(j2)(A(j1)(j1)e)) = 1,
12. b(j1,j2,j3)T(A(j1,j2)(j1)(A(j2)(j2)e)) = 0,
13. b(j1,j2)T((A(j1)(j1)e)(A(j1)(j1)e)) = 0,
14. b(j1,j2,j3)T((A(j1,j2)(j2)e)(A(j1,j2)(j2)e)) = 0,
15. b(j1,j2,j3)T((A(j1,j2)(j2)e)(A(j1,j2)(j1)e)) = 1,
16. b(j1,j2,j3)T((A(j1,j2)(j1)e)(A(j1,j2)(j1)e)) = 0
are fulﬁlled, then the Runge–Kutta method (25) has the order 3.
Proof. We apply Theorem 4 for all trees t ∈ T () with l(t)p for p = 1, 2, 3 and for j1, j2, j3 ∈ {0, 1, . . . , k}. Then
we calculate for the tree t1 the conditions
I(j1) = b(j1)TeI (j1) +
k∑
j2=0
j1+j2 	=0
b(j2,j1)
T
e
I(j2,j1)
h
+
k∑
j2,j3=0
j1+j2+j3 	=0
b(j3,j2,j1)
T
e
I(j3,j2,j1)
h2
,
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for j1 = 1, . . . , k. For the tree t2 and j1, j2 ∈ {0, 1, . . . , k} with j1 + j2 	= 0 we get
I(j1,j2) = b(j1,j2)TA(j1)(j1)e
I(j1,j2)
h
h +
k∑
j3=0
j1+j2+j3 	=0
b(j3,j1,j2)
T
A(j3,j1)(j1)e
I(j3,j1,j2)
h2
h
+ b(j3,j1,j2)TA(j3,j1)(j3)e1{j3=j1}
I(j3,j1,j2)
h2
h,
and for the tree t3 and j1, j2, j3 ∈ {0, 1, . . . , k} with j1 + j2 + j3 	= 0 in the case of j1 	= j2
I(j1,j2,j3) = b(j1,j2,j3)T(A(j1,j2)(j2)(A(j1)(j1)e))
I(j1,j2,j3)
h2
h2,
and in the case of j1 = j2 we obtain
I(j1,j2,j3) = b(j1,j2,j3)T(A(j1,j2)(j2)(A(j1)(j1)e) + A(j1,j2)(j1)(A(j2)(j2)e))
I(j1,j2,j3)
h2
h2.
For the tree t4 and j1, j2, j3 ∈ {0, 1, . . . , k} with j1 + j2 + j3 	= 0 and j1 	= j2 we get the conditions
I(j1,j2,j3) = b(j1,j2,j3)T((A(j1,j2)(j1)e)(A(j1,j2)(j2)e))
I(j1,j2,j3)
h2
h2
and in the case of j1 = j2
I(j1,j2,j3) =
1 · 3
3! b
(j2,j3)T((A(j2)(j2)e)(A(j2)(j2)e))
I(j2,j3)
h
h2
+ 1 · 3
3! b
(j1,j2,j3)T((A(j1,j2)(j1)e + A(j1,j2)(j2)e)(A(j1,j2)(j1)e + A(j1,j2)(j2)e)) I(j1,j2,j3)
h2
h2.
Finally, we get with Theorem 4 for the trees t1, t2, t3 and t4 in the case of j1 = j2 = j3 = 0 the well-known order
conditions
I(0) = h = b(0)Teh, I(0,0,0) = 13! h3 = 63! b(0)
T
(A(Ae))h3,
I(0,0) = 12 h2 = b(0)
T
Aeh2, I(0,0,0) = 13! h3 = 33! b(0)
T
((Ae)(Ae))h3.
As a last step, a comparison of the coefﬁcients yields the order conditions of Theorem 5. 
In the following let (pD, pC) with pDpC denote the order of convergence of the Runge–Kutta scheme if it is
applied to an ordinary or an afﬁnely controlled differential equation, respectively. Thus, the scheme converges at least
with order p = pC and we suppose better convergence for schemes with pD >pC.
As an example for an order 1.0 explicit Runge–Kutta scheme, we mention the Euler scheme (see, e.g., [5]), which
is an s = 1 stage Runge–Kutta scheme with coefﬁcients b(0)1 = b(j1)1 = 1 and b(j1,j2)1 = b(j1,j2,j3)1 = 0. It can be easily
proved that the conditions 1–4 of Theorem 5 are fulﬁlled. Coefﬁcients for a Runge–Kutta method of order 2 can be
found in Fig. 6, which fulﬁll the conditions 1–8 of Theorem 5. In the following, some coefﬁcients deﬁning explicit
order three Runge–Kutta schemes with s = 4 stages are presented in Figs. 4 and 5 . Due to some degrees of freedom in
choosing the coefﬁcients it is possible to calculate a Runge–Kutta scheme converging with order four if it is applied to
an ODE (see Fig. 5). Therefore, if the weights b(0)i and the coefﬁcients Aij are chosen such that condition 1, 5, 9 and
10 of Theorem 5 and additionally the conditions
b(0)
T
(A((Ae)(Ae))) = 112 , b(0)
T
((Ae)(A(Ae))) = 18 , (26)
b(0)
T
(A(A(Ae))) = 124 , b(0)
T
((Ae)(Ae)(Ae)) = 14 , (27)
are fulﬁlled (see, e.g., [7]), then the Runge–Kutta scheme is of order four in the case of f j ≡ 0 for j = 1, . . . , k in
(1). Since the weights b(0)i and the coefﬁcients Aij are not linked to the other weights and coefﬁcients by the order
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Fig. 4. The explicit Runge–Kutta scheme RKAC1 with pD = 3 and pC = 3.
Fig. 5. The explicit Runge–Kutta scheme RKAC2 with pD = 4 and pC = 3.
Fig. 6. The explicit Runge–Kutta scheme RKAC3 with pD = 2 and pC = 2.
conditions, one can substitute the coefﬁcients for b(0) and A in the Runge–Kutta schemes presented by the coefﬁcients
of any well known Runge–Kutta method having at least order p.
6. A numerical example
We consider the following 2-dimensional afﬁnely controlled system [5]
dx(t)
dt
= f 0(x(t)) + u1(t)f 1(x(t)) :=
(
x2(t)
0
)
+ u1(t)
(−x2(t)
1
)
with control function u1(t)=sin(100/t) and the initial value x0 =(0, 0)T. It can be easily veriﬁed that the exact solution
is given by
x1(t) = I(1,0),0,t − I(1,1),0,t , x2(t) = I(1),0,t .
For the simulations, we consider the Euler scheme, the order 2 and order 3 Taylor schemes proposed in [5] (which
coincide for this example) and the order two Runge–Kutta scheme RKAC3. The calculations are performed by MAPLE
with step size h = 1400 . For this example, the Runge–Kutta method yields the same results as the Taylor scheme.
In Fig. 7, the solution and the approximations of the Taylor scheme and the RKAC3 scheme are very close together.
Only the result of the Euler scheme does not converge (see also [5]).
7. Conclusion
In the present paper, a general Runge–Kutta method is introduced for afﬁnely controlled nonlinear systems. Therefore,
the rooted tree analysis is applied to calculate the truncated Taylor expansion for the solution of the afﬁnely controlled
differential equation system. Further, a similar expansion for the Runge–Kutta method by rooted trees is applied to
derive the main Theorem 4, which easily provides order conditions for Runge–Kutta methods of arbitrary high order.
As an example, order conditions for Runge–Kutta methods of up to order 3 are calculated explicitly in Theorem 5.
Finally, some explicit Runge–Kutta schemes of order up to 3 are presented and their good performance is demonstrated
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Fig. 7. Results for the Euler, Taylor and RKAC3 schemes with N = 400.
by a numerical example. For future research, it would be interesting to determine implicit Runge–Kutta schemes and to
analyze stability features. Further, embedded Runge–Kutta schemes may be applied for a step size control algorithm.
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