Abstract-This paper presents a Bayesian fusion technique for remotely sensed multi-band images. The observed images are related to the high spectral and high spatial resolution image to be recovered through physical degradations, e.g., spatial and spectral blurring and/or subsampling defined by the sensor characteristics. The fusion problem is formulated within a Bayesian estimation framework. An appropriate prior distribution exploiting geometrical considerations is introduced. To compute the Bayesian estimator of the scene of interest from its posterior distribution, a Markov chain Monte Carlo algorithm is designed to generate samples asymptotically distributed according to the target distribution. To efficiently sample from this high-dimension distribution, a Hamiltonian Monte Carlo step is introduced within a Gibbs sampling strategy. The efficiency of the proposed fusion method is evaluated with respect to several state-of-the-art fusion techniques.
I. INTRODUCTION
T HE problem of fusing a high spatial and low spectral resolution image with an auxiliary image of higher spectral but lower spatial resolution, also known as multi-resolution image fusion, has been explored for many years [2] . When considering remotely sensed images, an archetypal fusion task is the pansharpening, which generally consists of fusing a high spatial resolution panchromatic (PAN) image and low spatial resolution multispectral (MS) image. Pansharpening has been addressed in the literature for several decades and still remains an active topic [2] - [4] . More recently, hyperspectral (HS) imaging, which consists of acquiring a same scene in several hundreds of contiguous spectral bands, has opened a new range of relevant applications, such as target detection, classification and spectral unmixing [5] . The visualization of HS images is also interesting to be explored [6] . Naturally, to take advantage of the newest benefits offered by HS images, the problem of fusing HS and PAN images has received some attention in the literature [7] - [9] . Capitalizing on decades of experience in MS pansharpening, most of the HS pansharpening approaches merely Manuscript received August 26, 2014 ; revised December 16, 2014 and February 18, 2015; accepted February 18, 2015 . Date of publication February 26, 2015 ; date of current version August 12, 2015 . This work was supported in part by the Hypanema ANR Project n ANR-12-BS03-003 and in part by ANR-11-LABX-0040-CIMI within the program ANR-11-IDEX-0002-02 within the thematic trimester on image processing. Part of this work was presented at IEEE ICASSP 2014 [1] . The guest editor coordinating the review of this manuscript and approving it for publication was Prof. Saurabh Prasad.
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Other methods are specifically designed to the HS pansharpening problem (see, e.g., [8] , [12] , [13] ). Conversely, the fusion of MS and HS images has been considered in fewer research works and is still a challenging problem because of the high dimensionality of the data to be processed. Indeed, the fusion of MS and HS differs from traditional MS or HS pansharpening by the fact that more spatial and spectral information is contained in multi-band images. This additional information can be exploited to obtain a high spatial and spectral resolution image. In practice, the spectral bands of panchromatic images always cover the visible and infra-red spectra. However, in several practical applications, the spectrum of MS data includes additional high-frequency spectral bands. For instance the MS data of WorldView-3 1 have spectral bands in the intervals [400-1750] nm and [2145-2365] nm whereas the PAN data are in the range [450-800] nm. Another interesting example is the HS+MS suite (called hyperspectral imager suite (HISUI)) that has been developed by the Japanese ministry of economy, trade, and industry (METI) [14] . HISUI is the Japanese nextgeneration Earth-observing sensor composed of HS and MS imagers and will be launched by the H-IIA rocket in 2015 or later as one of mission instruments onboard JAXA's ALOS-3 satellite. Some research activities have already been conducted for this practical multi-band fusion problem [15] . However, a lot of pansharpening methods, such as component substitution [2] , relative spectral contribution [16] and high-frequency injection [17] are inapplicable or inefficient for the fusion problem. To address the challenge raised by the high dimensionality of the data to be fused, innovative methods need to be developed, which is the main objective of this paper.
As demonstrated in [18] , [19] , the fusion of HS and MS images can be conveniently formulated within a Bayesian inference framework. Bayesian fusion allows an intuitive interpretation of the fusion process via the posterior distribution. Since the fusion problem is usually ill-posed, the Bayesian methodology offers a convenient way to regularize the problem by defining an appropriate prior distribution for the scene of interest. Following this strategy, Hardie et al. proposed a Bayesian estimator for fusing co-registered high spatial-resolution MS and high spectral-resolution HS images [18] . To improve the denoising performance, Zhang et al. implemented the estimator of [18] in the wavelet domain [19] .
In this paper, a prior knowledge accounting for artificial constraints related to the fusion problem is incorporated within the model via the prior distribution assigned to the scene to be estimated. Many strategies related to HS resolution enhance-ment have been proposed to define this prior distribution. For instance, in [3] , the highly resolved image to be estimated is a priori modeled by an in-homogeneous Gaussian Markov random field (IGMRF). The parameters of this IGMRF are empirically estimated from a PAN image in the first step of the analysis. In [18] and related works [20] , [21] , a multivariate Gaussian distribution is proposed as prior distribution for the unobserved scene. The resulting conditional mean and covariance matrix can then be inferred using a standard clustering technique [18] or using a stochastic mixing model [20] , [21] , incorporating spectral mixing constraints to improve spectral accuracy in the estimated high resolution image. In this paper, we propose to explicitly exploit the acquisition process of the different images. More precisely, the sensor specifications (i.e., spectral or spatial responses) are exploited to properly design the spatial or spectral degradations affecting the image to be recovered [22] . Moreover, to define the prior distribution assigned to this image, we resort to geometrical considerations well admitted in the HS imaging literature devoted to the linear unmixing problem [23] . In particular, the high spatial resolution HS image to be estimated is assumed to live in a lower dimensional subspace, which is a suitable hypothesis when the observed scene is composed of a finite number of macroscopic materials.
Within a Bayesian estimation framework, two statistical estimators are generally considered. The minimum mean square error (MMSE) estimator is defined as the mean of the posterior distribution. Its computation requires multidimensional integrations. Conversely, the maximum a posteriori (MAP) estimator is defined as the mode of the posterior distribution and is usually associated with a penalized maximum likelihood approach. Mainly due to the complexity of the integration required by the computation of the MMSE estimator (especially for high-dimension data), most of the Bayesian estimators have proposed to solve the HS and MS fusion problem using a MAP formulation [18] , [19] , [24] . However, optimization algorithms designed to maximize the posterior distribution may suffer from the presence of local extrema, that prevents any guarantee to converge towards the actual maximum of the posterior. In this paper, we propose to compute the MMSE estimator of the unknown scene by using samples generated by a Markov chain Monte Carlo (MCMC) algorithm. The posterior distribution resulting from the proposed forward model and the a priori modeling is defined in a high dimensional space, which makes difficult the use of any conventional MCMC algorithm, e.g., the Gibbs sampler or the Metropolis-Hastings sampler [25] . To overcome this difficulty, a particular MCMC scheme, called Hamiltonian Monte Carlo (HMC) algorithm, is investigated [26] , [27] . It differs from the standard Metropolis-Hastings algorithm by exploiting Hamiltonian evolution dynamics to propose states with higher acceptance ratio, reducing the correlation between successive samples. Thus, the main contributions of this paper are two-fold. First, the paper presents a new hierarchical Bayesian fusion model whose parameters and hyperparameters can be estimated from the observed images. This model is defined by the likelihood, the priors and the hyper-priors detailed in the following sections. Second, a hybrid Gibbs sampler based on a Hamiltonian MCMC method is introduced to sample the desired posterior distribution. These samples are subsequently used to approximate the MMSE estimator of the fused image.
The paper is organized as follows. Section II formulates the fusion problem in a Bayesian framework, with a particular attention to the forward model that exploits physical considerations. Section III derives the hierarchical Bayesian model to obtain the joint posterior distribution of the unknown image, its parameters and hyperparameters. In Section IV, the hybrid Gibbs sampler based on an HMC step is introduced to sample the desired posterior distribution. Simulations are conducted in Section V and conclusions are finally reported in Section VI.
II. PROBLEM FORMULATION

A. Notations and Observation Model
Let denote a set of multi-band images acquired by different optical sensors for a same scene . These measurements can be of different natures, e.g., PAN, MS and HS, with different spatial and/or spectral resolutions. The observed data , are supposed to be degraded versions of the high-spectral and high-spatial resolution scene , according to the following observation model (1) In (1), is a linear or nonlinear transformation that models the degradation operated on . As previously assumed in numerous works (see for instance [3] , [19] , [24] , [28] , [29] among some recent contributions), these degradations may include spatial blurring, spatial decimation and spectral mixing which can all be modeled by linear transformations. In what follows, the remotely sensed images and the unobserved scene are assumed to be pixelated images of sizes and , respectively, where and refer to both spatial dimensions of the images, and is for the spectral dimension. Moreover, in the right-hand side of (1), is an additive error term that reflects the mismodeling and the observation noise.
Classically, the observed image can be lexicographically ordered to build the vector , where is the total number of measurements in the observed image . For writing convenience, but without any loss of generality, the band interleaved by pixel (BIP) vectorization scheme (see ([30] , pp. 103-104) for a more detailed description of these data format conventions) is adopted in what follows (see paragraph III-B.1). Considering a linear degradation, the observation equation (1) can be easily rewritten as follows (2) where and are ordered versions of the scene (with ) and the noise term , respectively. In this work, the noise vector will be assumed to be a band-dependent Gaussian sequence, i.e., where is an vector made of zeros and is an matrix where is the identity matrix, is the Kronecker product and is a diagonal matrix containing the noise variances, i.e.,
. In (2), is an matrix that reflects the spatial and/or spectral degradation operated on . For instance, when applied to a single-band image (i.e., ) with a decimation factor in both spatial dimensions, it is easy to show that is an block diagonal matrix with and [31] . Another example of degradation frequently encountered in the signal and image processing literature is spatial blurring [19] , where usually represents a 2-dimensional convolution by a kernel . Similarly, when applied to a single-band image, is an Toeplitz matrix. The problem addressed in this paper consists of recovering the high-spectral and high-spatial resolution scene by fusing the various spatial and/or spectral information provided by all the observed images .
B. Bayesian Estimation of
In this work, we propose to estimate the unknown scene within a Bayesian estimation framework. In this statistical estimation scheme, the fused highly-resolved image is inferred through its posterior distribution . Given the observed data, this target distribution can be derived from the likelihood function and the prior distribution by using the Bayes formula , where means "proportional to". Based on the posterior distribution, several estimators of the scene can be investigated. For instance, maximizing leads to the MAP estimator . This estimator has been widely exploited for HS image enhancement (see for instance [18] , [20] , [21] or more recently [3] , [19] ). This work proposes to focus on the first moment of the posterior distribution , which is known as the posterior mean estimator or the MMSE estimator . This estimator is defined as
In order to compute (3), we propose a flexible and relevant statistical model to solve the fusion problem. Deriving the corresponding Bayesian estimator defined in (3), requires the definition of the likelihood function and the prior distribution . These quantities are detailed in the next section whereas notations are summarized in Table I .
III. HIERARCHICAL BAYESIAN MODEL
A. Likelihood Function
The statistical properties of the noise vectors allow one to state that the observed vector is normally distributed with mean vector and covariance matrix . Consequently, the likelihood function, that represents a data fitting term relative to the observed vector , can be easily derived leading to where is the determinant of the matrix . As mentioned in the previous section, the collected measurements may have been acquired by different (possibly heterogeneous) sensors. Therefore, the observed vectors can be generally assumed to be independent, conditionally upon the unobserved scene and the noise covariances . As a consequence, the joint likelihood function of the observed data is (4) with .
B. Prior Distributions
The unknown parameters of the likelihood (4) are the scene to be recovered and the noise covariance matrix relative to each observation. In this section, prior distributions are introduced for these parameters.
1) Scene Prior: Following a BIP strategy, the vectorized image can be decomposed as , where is the vector corresponding to the th spatial location (with ). Since adjacent HS bands are known to be highly correlated, the HS vector usually lives in a subspace whose dimension is much smaller than the number of bands [32] , i.e.,
where is the projection of the vector onto the subspace spanned by the columns of . Note that is possibly known a priori from the scene or can be learned from the HS data. In the proposed framework, we exploit the dimensionality reduction (DR) as prior information instead of reducing the dimensionality of HS data directly. Another motivation for DR is that the dimension of the subspace is generally much smaller than the number of bands, i.e.,
. As a consequence, inferring in the subspace greatly decreases the computational burden of the fusion algorithm. Note that the DR transformation defined by (5) has been used in some related HS analysis references, e.g., [23] , [32] . More experimental justifications for the necessity of DR can be found in [33] . Using the notation , we have , where is an block-diagonal matrix whose blocks are equal to and . Instead of assigning a prior distribution to the vectors , we propose to define a prior for the projected vectors (6) As is a linear transformation of , the Gaussian prior assigned to leads to a Gaussian prior for , which allows the ill-posed problem (2) to be regularized. The covariance matrix is designed to explore the correlations between the different spectral bands after projection in the subspace of interest. Also, the mean of the whole image as well as its covariance matrix can be constructed from and as follows
The Gaussian prior assigned to implies that the target image is a priori not too far from the mean vector , whereas the covariance matrix tells us how much confidence we have for the prior (the choice of the hyperparameters and will be discussed later in Section III-C). Choosing a Gaussian prior for the vectors is also motivated by the fact that this kind of prior has been used successfully in several works related to the fusion of multiple degraded images, including [20] , [34] , [35] . Note finally that the Gaussian prior has the interest of being a conjugate distribution relative to the statistical model (4) . As it will be shown in Section IV, coupling this Gaussian prior distribution with the Gaussian likelihood function leads to simpler estimators constructed from the posterior distribution .
2) Noise Variance Priors:
Inverse-gamma distributions are chosen as prior distributions for the noise variances
The inverse-gamma distribution is a very flexible distribution whose shape can be adjusted by its two parameters. For simplicity, we propose to fix the hyperparameter whereas the hyperparameter will be estimated from the data. This strategy is very classical for scale parameters (e.g., see [36] ). Note that the inverse-gamma distribution (7) is conjugate for the statistical model (4), which will allow closed-form expressions to be obtained for the conditional distributions of the noise variances. By assuming the variances are a priori independent, the joint prior distribution of the noise variance vector is (8)
C. Hyperparameter Priors
The hyperparameter vector associated with the parameter priors defined above includes
and . The quality of the fusion algorithm investigated in this paper depends on the values of the hyperparameters that need to be adjusted carefully. Instead of fixing all these hyperparameters a priori, we propose to estimate some of them from the data using a hierarchical Bayesian algorithm ( [37] , Chap. 8). Specifically, we propose to fix as the interpolated HS image in the subspace of interest following the strategy in [18] . Similarly, to reduce the number of statistical parameters to be estimated, all the covariance matrices are assumed to equal, i.e., (for ). Thus, the hyperparameter vector to be estimated jointly with the parameters of interest is . The prior distributions for these two hyperparameters are defined below.
1) Hyperparameter
: Assigning a conjugate a priori inverse-Wishart distribution to the covariance matrix of a Gaussian vector has provided interesting results in the signal and image processing literature [38] . Following these works, we have chosen the following prior for (9) whose density is Again, the hyper-hyperparameters and will be fixed to provide a non-informative prior.
2) Hyperparameter : To reflect the absence of prior knowledge regarding the mean noise level, a non-informative Jeffreys prior is assigned to the hyperparameter (10) where is the indicator function defined on
The use of the improper distribution (10) is classical and can be justified by different means (e.g., see ([37] , Chap. 1)), providing that the corresponding full posterior distribution is statistically well defined, which is the case for the proposed fusion model.
D. Inferring the Highly-Resolved HS Image From the Posterior Distribution of Its Projection
Following the parametrization used in (5), the unknown parameter vector is composed of the projected scene and the noise variance vector . The joint posterior distribution of the unknown parameters and hyperparameters can be computed following the hierarchical structure . By assuming prior independence between the hyperparameters and and the parameters and conditionally upon , the following results can be obtained and . Note that and have been defined in (4), (6) and (8) .
The posterior distribution of the projected target image , required to compute the Bayesian estimators (3), is obtained by marginalizing out the hyperparameter vector and the noise variances from the joint posterior distribution (11) The posterior distribution (11) is too complex to obtain closedform expressions of the MMSE and MAP estimators and . As an alternative, this paper proposes to use an MCMC algorithm to generate a collection of samples that are asymptotically distributed according to the posterior of interest . These samples will be used to compute the Bayesian estimators of . More precisely, the MMSE estimator of will be approximated by an empirical average of the generated samples (12) where is the number of burn-in iterations. Once the MMSE estimate has been computed, the highly-resolved HS image can be computed as . Sampling directly according to the marginal posterior distribution is not straightforward. Instead, we propose to sample according to the joint posterior (note that has been marginalized) by using a Metropolis-within-Gibbs sampler, which can be easily implemented since all the conditional distributions associated with are relatively simple. The resulting hybrid Gibbs sampler is detailed in the following section.
IV. HYBRID GIBBS SAMPLER
The Gibbs sampler has received a considerable attention in the statistical community to solve Bayesian estimation problems [25] . The interesting property of this Monte Carlo algorithm is that it only requires to determine the conditional distributions associated with the distribution of interest. These conditional distributions are generally easier to sample than the joint target distribution. The block Gibbs sampler that we have considered to sample according to is defined by a 3-step procedure reported in Algorithm 1. The distribution involved in this algorithm are detailed below. 
A. Sampling According to
Standard computations yield the following inverse-Wishart distribution as conditional distribution for the covariance matrix of the scene to be recovered (13)
B. Sampling According to
Choosing the conjugate distribution (6) as prior distribution for the projected unknown image leads to the following conditional posterior distribution for (14) with Sampling directly according to this multivariate Gaussian distribution requires the inversion of an matrix, which is impossible in most fusion problems. An alternative would be to sample each element of conditionally upon the others according to , where is the vector whose th component has been removed. However, this alternative would require to sample by using Gibbs moves, which is time demanding and leads to poor mixing properties.
The efficient strategy adopted in this work relies on a particular MCMC method, called Hamiltonian Monte Carlo (HMC) method (sometimes referred to as hybrid Monte Carlo method), which is considered to generate vectors directly. More precisely, we consider the HMC algorithm initially proposed by Duane et al. for simulating the lattice field theory in [26] . As detailed in [39] , this technique allows mixing property of the sampler to be improved, especially for a high-dimensional problem. It exploits the gradient of the distribution to be sampled by introducing auxiliary "momentum" variables . The joint distribution of the unknown parameter vector and the momentum is defined as where is the normal probability density function (pdf) with zero mean and identity covariance matrix. The Hamiltonian of the considered system is defined by taking the negative logarithm of the posterior distribution to be sampled, i.e., (15) where is the potential energy function defined by the negative logarithm of and is the corresponding kinetic energy (16) The parameter space where lives is explored following the scheme detailed in Algorithm 2. At iteration of the Gibbs sampler, a so-called leap-frogging procedure composed of iterations is achieved to propose a move from the current state to the state with stepsize . This move is operated in in a direction given by the gradient of the energy function
The new state is accepted with probability where This accept/reject procedure ensures that the simulated vectors ( ) are asymptotically distributed according to the distribution of interest. The way the parameters and have been adjusted will be detailed in Section V. To sample according to a high-dimension Gaussian distribution such as , one might think of using other simulation techniques such as the method proposed in [40] to solve super resolution problems. Similarly, Orieux et al. have proposed a perturbation approach to sample high-dimensional Gaussian distributions for general linear inverse problems [41] . However, these techniques rely on additional optimization schemes included within the Monte Carlo algorithm, which implies that the generated samples are only approximately distributed according to the target distribution. Conversely, the HMC strategy proposed here ensures asymptotic convergence of the generated samples to the posterior distribution. Moreover, the HMC method is very flexible and can be easily extended to handle non-Gaussian posterior distributions contrary to the methods investigated in [40] , [41] .
C. Sampling According to
The conditional pdf of the noise variance is (17) where contains the elements of the th band. Generating samples distributed according to is classically achieved by drawing samples from the following inverse-gamma distribution (18) In practice, if the noise variances are known a priori, we simply replace the noise variances by their known values and forget their sampling.
D. Complexity Analysis
The MCMC method can be computationally costly compared with optimization methods. The complexity of the proposed Gibbs sampler is mainly due to the HMC method whose complexity is , which is highly expensive as increases. Generally the number of pixels cannot be reduced significantly. Thus, projecting the high-dimensional vectors to a low-dimension space to form vectors decreases the complexity while keeping the most important information.
V. SIMULATION RESULTS
This section studies the performance of the proposed Bayesian fusion algorithm. The reference image, considered here as the high spatial and high spectral image, is an hyperspectral image acquired over Moffett field, CA, in 1994 by the JPL/NASA airborne visible/infrared imaging spectrometer (AVIRIS) 2 . This image was initially composed of 224 bands that have been reduced to 177 bands after removing the water vapor absorption bands.
A. Fusion of HS and MS Images
We propose to reconstruct the reference HS image from two lower resolved images. First, a high-spectral low-spatial resolution image , denoted as HS image, has been generated by applying a 5 5 averaging filter on each band of the reference image. Besides, an MS image is obtained by successively averaging the adjacent bands according to realistic spectral responses. More precisely, the reference image is filtered using the LANDSAT-like spectral responses depicted in the top of Fig. 1 , to obtain a 7-band MS image 3 . Note here that the observation models and corresponding to the HS and MS images are perfectly known. In addition to the blurring and spectral mixing, the HS 1) Subspace Learning: Learning the matrix in (5) is a preprocessing step, which can be solved by different strategies. A lot of DR methods might be exploited, such as locally linear embedding (LLE) [42] , independent component analysis (ICA) [43] , hyperspectral signal subspace identification by minimum error (HySime) [32] , minimum change rate deviation (MCRD) [44] and so on. In this work, we propose to use the principal component analysis (PCA), which is a classical DR technique used in HS imagery. It maps the original data into a lower dimensional subspace while preserving most information about the original data. Note that the bases of this subspace are the columns of the transformation matrix , which are exactly the same for all pixels (or spectral vectors). As in paragraph III-B.1, the vectorized HS image can be written as , where
. The sample covariance matrix of the HS image is diagonalized leading to (19) where is an orthogonal matrix and is a diagonal matrix whose diagonal elements are the ordered eigenvalues of denoted as . The dimension of the projection subspace is defined as the minimum integer satisfying the condition . The matrix is then constructed as the eigenvectors associated with the largest eigenvalues of . As an illustration, the eigenvalues of the sample covariance matrix for the Moffett field image are displayed in Fig. 3 . For this example, the eigenvectors contain 99.93% of the information. To conclude this part, we invite the readers to consult the technical report [33] containing additional results obtained for this image with and without PCA (illustrating the importance of DR).
2) Hyper-Hyperparameter Selection: In our experiments, fixed hyper-hyperparameters have been chosen as follows:
. These choices can be motivated by the following arguments
• The identity matrix assigned to ensures a non-informative prior.
• Setting the inverse gamma parameters to also leads to a non-informative prior [36] .
• The parameter disappears when the joint posterior is integrated out with respect to parameter .
B. Stepsize and Leapfrog Steps
The performance of the HMC method is mainly governed by the stepsize and the number of leapfrog steps . As pointed out in [27] , a too large stepsize will result in a very low acceptance rate and a too small stepsize yields high computational complexity. In order to adjust the stepsize parameter , we propose to monitor the statistical acceptance ratio defined as where is the length of the counting window (in our experiment, the counting window at time contains the vectors with ) and is the number of accepted samples in this window at time . As explained in [45] , the adaptive tuning should adapt less and less as the algorithm proceeds to guarantee that the generated samples form a stationary Markov chain. In the proposed implementation, the parameter is adjusted as in Algorithm 3. The thresholds have been fixed to and the scale parameters are (these parameters were adjusted by cross-validation). Note that the initial value of should not be too large to 'blow up' the leapfrog trajectory [27] . Generally, the stepsize converges after some iterations of Algorithm 3.
Algorithm 3: Adjusting Stepsize
Update with :
Regarding the number of leapfrogs, setting the trajectory length by trial and error is necessary [27] . To avoid the potential resonance, is randomly chosen from a uniform distribution from to . After some preliminary runs and tests, and have been selected.
C. Evaluation of the Fusion Quality
To evaluate the quality of the proposed fusion strategy, different image quality measures can be investigated. Referring to [19] , we propose to use RSNR, SAM, UIQI, ERGAS and DD as defined below. These measures have been widely used in the HS image processing community and are appropriate for evaluating the quality of the fusion in terms of spectral and spatial resolutions [18] , [46] , [47] .
1) RSNR:
The reconstruction SNR (RSNR) is related to the difference between the actual and fused images . The larger RSNR, the better the fusion quality and vice versa.
2) SAM: The spectral angle mapper (SAM) measures the spectral distortion between the actual and estimated images. The SAM of two spectral vectors and is defined as . The average SAM is finally obtained by averaging the SAMs of all image pixels. Note that SAM value is expressed in radians and thus belongs to . The smaller the absolute value of SAM, the less important the spectral distortion.
3) UIQI:
The universal image quality index (UIQI) was proposed in [48] for evaluating the similarity between two single 
4) ERGAS:
The relative dimensionless global error in synthesis (ERGAS) calculates the amount of spectral distortion in the image [49] . This measure of fusion quality is defined as , where is the ratio between the pixel sizes of the MS and HS images, is the mean of the th HS image band, and is the number of HS bands. The smaller ERGAS, the smaller the spectral distortion.
5) DD:
The degree of distortion (DD) between two images and is defined as . The smaller DD, the better the fusion.
D. Comparison With Other Bayesian Models
The Bayesian model proposed here differs from previous Bayesian models [18] , [19] in three aspects. First, in addition to the target image , the hierarchical Bayesian model allows the distributions of the noise variances and the hyperparameter to be inferred. The hierarchical inference structure makes this Bayesian model more general and flexible. Second, the covariance matrix is assumed to be block diagonal, which allows us to exploit the correlations between spectral bands. Third, the proposed method takes advantage of the relation between the MS image and the target image by introducing a forward model . This paragraph compares the proposed Bayesian fusion method with the two state-of-the-art fusion algorithms of [18] , [19] for fusion. The MMSE estimator of the image using the proposed Bayesian method is obtained from (12) . In this simulation, and . The fusion results obtained with different algorithms are depicted in Fig. 2 . Graphically, the proposed algorithm performs competitively with the state-of-the-art methods. This result is confirmed quantitatively in Table II which shows the RSNR, UIQI, SAM, ERGAS and DD for the three methods. Note that the HMC method provides slightly better results in terms of image restoration than the other methods. However, the proposed method allows the image covariance matrix and the noise variances to be estimated. The samples generated by the MCMC method can also be used to compute confidence intervals for the estimators (e.g., see error bars in Fig. 4) . 
E. Estimation of the Noise Variances
The proposed Bayesian method allows the noise variances to be estimated from the samples generated by the Gibbs sampler. The MMSE estimators of and are illustrated in Fig. 4 . Graphically, the estimations can track the variations of the noise powers within tolerable discrepancy.
F. Robustness With Respect to the Knowledge of
The sampling algorithm summarized in Algorithm 2 requires the knowledge of the spectral response . However, this knowledge can be partially known in some practical applications. As the spectral response is the same for each vector is a block diagonal matrix whose blocks are of size , i.e., . This paragraph is devoted to testing the robustness of the proposed algorithm to the imperfect knowledge of . In order to analyze this robustness, a zero-mean white Gaussian error has been added to any non-zero component of as shown in the bottom of Fig. 1. Of course, the level of uncertainty regarding is controlled by the variance of the error denoted as . The corresponding FSNR is defined as and adjusts the knowledge regarding . The larger FSNR, the more knowledge we have about . The RSNRs between the reference and estimated images are displayed in Fig. 5 as a function of FSNR. Obviously, the performance of the proposed Bayesian fusion algorithm decreases as the uncertainty about increases. However, as long as the FSNR is above 8 dB, the performance of the proposed method outperforms the MAP and wavelet-based MAP methods. Thus, the proposed method is quite robust with respect to the imperfect knowledge of .
G. Application to Pansharpening
The proposed algorithm can also be used for pansharpening, which is an important and popular application in the area of remote sensing. In this section, we focus on fusing panchromatic and hyperspectral images , which is the extension of conventional pansharpening . The reference image considered in this section (the high spatial and This image has received a lot of attention in the remote sensing literature [50] . The HS blurring kernel is the same as in paragraph V-A whereas the PAN image was obtained by averaging all the high resolution HS bands. The SNR of the PAN image is 30 dB. Apart from [18] , [19] , we also compare the results with the method of [51] , which proposes a popular pansharpening method. The results are displayed in Fig. 6 and the quantitative results are reported in Table III . The proposed Bayesian method still provides interesting results.
VI. CONCLUSION
This paper proposed a hierarchical Bayesian model to fuse multiple multi-band images with various spectral and spatial resolutions. The image to be recovered was assumed to be degraded according to physical transformations included within a forward model. An appropriate prior distribution that exploited geometrical concepts encountered in spectral unmixing problems was defined. The resulting posterior distribution was efficiently sampled thanks to a Hamiltonian Monte Carlo algorithm. Simulations conducted on pseudo-real data showed that the proposed method competed with some state-of-the-art techniques to fuse MS and HS images. These experiments also illustrated the robustness of the proposed method with respect to the misspecification of the forward model. Future work includes the estimation of the parameters involved in the forward model (e.g., the spatial and spectral responses of the sensors) to obtain a fully unsupervised fusion algorithm. The incorporation of spectral mixing constraints for a possible improved spectral accuracy and the generalization to nonlinear degradations would also deserve some attention. Finally, a comparison with very recent fusion methods [47] , [52] would be clearly interesting.
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