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Abstract 
Causal attribution of recent climate change is a difficult task, due to the complexity 
of the dynamics of the climate system. However, there is almost unanimous scientific 
consensus that the greenhouse gas emissions generated by human activity will change 
Earth’s climate. In the current dissertation study, it was investigated the dynamic 
interrelationship between total radiative forcing and global surface temperature, using both 
linear and non-linear models, in order to prove the existence of the anthropogenic climate 
change. Specifically, it was conducted a statistical analysis of historical data of global 
surface temperature and of the aggregate radiative forcing (solar irradiance, CO2, CH4, 
N2O, CFC-11, CFC-12, SOx) for the period 1856 to 2000. The findings from the time 
domain approach indicated that the time series have both a unit root with a structural break 
in the trend and the cointegration tests implemented showed a significant long-run 
relationship. However, the causality tests did not find any significant causal relationship 
between the time series. From the other hand, the results obtained from the frequency 
domain approach (Breitung and Candelon (2006) causality test and the Lemmens et al. 
(2008) causality test) presented a long-run causality running from total radiative forcing to 
temperature revealing the profound influence of both anthropogenic and natural forcings 
on temperature over time. The results are consistent with the literature in the statistical 
analysis, as well as, with that of the climate models, which attribute partially climate change 
in human activity. 
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1. Introduction  
The assessment of the impact of human activity on climate stems from two sources. The 
first are the physically-based models, known as General Circulation Models, in which 
the laws of physics are applied in order to simulate the behavior of the Earth, and more 
specific, the behavior of the temperature under different conditions. The second is the 
statistical analysis of historical data, and the one that will be analyzed further in the 
current dissertation. The statistical analysis deals with the historical records of 
temperature and the radiative forcing of solar irradiance and greenhouse gases, and 
searches for a link between the time series. However, due to the stochastic trends that 
the time series contain and which can generate spurious regressions, the interpretation 
of the results is complicated.  
In this dissertation study it will be examined the dynamic interrelationship 
between global surface temperature and total radiative forcing for the period after the 
industrial revolution until today, and specifically from 1856 to 2000.  We will approach 
this subject from two different aspects. The first approach is the time domain analysis 
and the second is the frequency domain analysis. The former will help us identify the 
properties of our time series by testing the series for stationarity which is an imperative 
condition in order to proceed in our analysis. To achieve that, we will use three different 
unit root tests (ADF, DF GLS, Phillip-Perron) and one stationarity test (KPSS), and we 
will search for structural breaks in our time series by applying the Zivot-Andrews unit 
root test.  In addition, we will apply the cointegration analysis (Johansen’s cointegration 
test and VECM) to test for common trends in the time series, as well as, two causality 
tests (Granger causality test and the Toda-Yamamoto causality test) to reveal if there is 
some direction such that the one time series drives the other one. The latter approach 
deals with the causal relations of data over different frequencies and particularly shows 
how important cycles of different frequencies account for the behavior of our series. In 
that section two tests will be used; the Breitung and Candelon (2006) causality test and 
the Lemmens et al. (2008) causality test.    
Our findings reveal that the time series are both of order of integration I(1) with 
break in trend. Thus, in the Johansen’s cointegration test we included two exogenous 
variables that contain the break points of each time series and the results showed that 
there is a cointegrating relation at the 5% significance level. In addition to the previous, 
the VECM confirmed the existence of a long-run equilibrium between total radiative 
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forcing and global surface temperature. However, both causality tests (Granger 
Causality test and Toda-Yamamoto test) implemented to the VECM-filtered residuals 
did not proved a significant causal relation between the time series. From the other 
hand, the results that were obtained from the causality tests performed in the frequency 
domain presented a long-run causality running from total forcing to temperature, 
revealing the profound influence that have the cumulative radiative forcing in the long-
term increase of global surface temperature. Lastly, the difference between the results of 
the causality tests shows that the simple techniques such as the Standard Granger 
causality test cannot capture the complexity of the dynamics of climate system.   
The structure of this dissertation is organized as follows: the remainder of this 
chapter describes some basics on how the climate system works and possible causes of 
climate change, as well as, it presents the climate forcings, both anthropogenic and 
natural. Chapter 2 reviews what has been investigated so far in the context of the 
statistical analysis of climate change. Chapter 3 describes the data for temperature and 
radiative forcing, and it follows the presentation of the methodological framework 
adopted in chapter 4. The empirical results are presented in chapter 5 and chapter 6 
discusses the EU climate policy framework and some policy implications. Lastly, 
chapter 7 concludes.       
1.1 Climate System and Climate Change 
Before we proceed with the analysis of our data and the interpretation of our empirical 
findings, it is important to understand some basics on how the climate system works. 
The climate system is a completely interactive system composed of five key elements: 
the atmosphere, which consists of several layers of gases that protect the Earth from 
high temperatures during the day and low temperatures during the night and hence, 
allows life to exist; the hydrosphere, which contains the aquatic resources found 
on, under and over the surface of the Earth; the cryosphere, which is the portion of 
the ice sheets in Earth’s surface; the land surface and specifically its texture, which 
determines the amount of energy that will be either absorbed or reflected back in 
space; and the biosphere, which is the set of all the ecosystems in the Earth. The 
aforementioned components are influenced by several external forcing 
mechanisms. The ultimate external driving force of the climate is the Sun. 
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Hence, the climate system is powered by the solar radiation. The radiation is 
absorbed mainly by the surface and the energy is redistributed by the atmosphere and 
the ocean and reemitted to the space as long wave radiation or infrared radiation, 
balancing the incoming energy.  Some of the infrared radiation is absorbed, principally, 
by water vapor, but also, by carbon dioxide and some other naturally occurring 
greenhouse gases. This process constitutes the Earth’s natural greenhouse effect, which 
keeps the surface temperature in sustainable levels.  
However, since the era of the industrial revolution the concentration of 
greenhouse gases in the atmosphere has been increased dramatically. Specifically, the 
levels of CO2 has risen from 280ppm (parts per million) to approximately 390ppm. As a 
result, the infrared radiation penetrates the atmosphere, most of which is absorbed by 
GHGs and the radiation that is eventually reflected to the space is from higher, colder 
levels of the atmosphere (as it is depicted in the Fig.1). The consequence of this 
phenomenon is to warm the Earth’s surface and the lower atmosphere. 
Figure1. Feedbacks in the climate system 
According to IPCC, Climate change refers to “any change in climate over time, 
whether due to natural variability or as a result of human activity”. Conversely, the 
Framework Convention on Climate Change refers to it as “a change of climate that is 
attributed directly or indirectly to human activity that alters the composition of the 
global atmosphere and that is in addition to natural climate variability observed over 
comparable time periods”. In this context, the term climate change has become 
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synonymous with anthropogenic global warming. Finally, scientific journals refer to 
global warming as in the sense of surface temperature increase, while climate change 
includes global warming and everything else that increasing greenhouse gases will 
affect.  
 
1.2 Climate forcings  
As a result from the above, it is presumed that both the internal variability of the system 
and the external factors influence and force the climate system to change and evolve 
over time. These factors are characterized as climate forcings. Some external forces, 
such as alterations in solar irradiance and volcanic eruptions, occur naturally and 
conduce to the sum of the natural variability of the climate system. Other external 
forces, such as the alteration in the constitution of the air that first begun with the 
industrial revolution, are the result of anthropogenic activity.  
The measurement of the influence of external forces on climate is achieved by 
using the notion of radiative forcing. The radiative forcing can be either positive or 
negative. For instance, the increasing concentrations of greenhouse gases have a 
positive radiative forcing and rise the surface temperature, whereas an increase of the 
aerosols in the atmosphere has a tendency to decrease the surface temperature and thus, 
has a negative effect. 
More precisely, radiative forcing is practically an index that the energy balance of 
the Earth’s atmosphere has altered when the forces that react on the climate have 
altered, too. The term radiative originates from the difference between the incoming and 
the outgoing infrared radiation, the balance of which regulates the surface temperature 
of the Earth. The term forcing is used to point out that the aforementioned radiative 
balance is impelled from its original state. Radiative forcing is commonly measured as 
the “rate of energy change per unit area of the globe as measured at the top of the 
atmosphere”, and is mathematically expressed as “Watts per square meter”. Radiative 
forcing can be related with a linear relationship to the global mean equilibrium 
temperature change at the Earth’s surface.   
  
1.3 Anthropogenic versus natural forcings and recent climate change 
There are several speculations that claim that the current global warming is part of a 
natural cycle. Although it is true that the planet has faced before higher temperatures 
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than todays, there a couple of important differences between past periods and the 
current. The first is that past natural cycles have evolved over thousands of years 
whereas today’s trend is evolving at a faster rate and only within a few decades. The 
other important difference is that the anthropogenic factor was not involved in the past 
periods. Moreover, the differences in the radiative forcing estimations between the 
present day and the start of the industrial revolution for solar radiation changes and 
volcanic activities are both negligible compared to the differences in radiative forcing 
estimations that have stemmed from anthropogenic activities.  Consequently, in today’s 
atmosphere, the anthropogenic radiative forcing plays a significant role for current and 
future climate change compared to the estimated radiative forcing from changes in 
natural variability.  
However, separating the anthropogenic from the natural influences on climate and 
determining the contribution of each factor is a difficult task, due to the complexity of 
the dynamics of the climate system, as there are interactions between different parts of 
the atmosphere with each other and with the oceans. In addition, the data sets for the 
climate forcings are of varying size and quality. Direct measurements of solar radiation 
are conducted for only a couple of decades, whereas, the systematic direct measurement 
of the atmospheric concentrations of carbon dioxide started in the middle of the 20th 
century and, in later years, for other long-lived, well-mixed gases such as 
chlorofluorocarbons, making the attribution of the causes of climate system even more 
difficult.  
Furthermore, on the one hand, there are some natural variability phenomena that 
are well-known and occur at fixed time scale, such as the seasonal cycle. From the other 
hand, natural forces such as the El Nino are more difficult to get separated from climate 
datasets, because it does not occur at specific time intervals, but ranges from 2 to 4 
years, and it has an impact that range from 3 to 6 months to be visible around the globe, 
depending on the circulation on the atmosphere.  
During the beginning of the previous century, there were few volcanic activities 
and the sum of the solar radiation was generally increasing from one solar cycle to the 
next, indicating a potential natural source of this warming trend. Diverse studies point 
out that natural forcings may have played a considerable role to this early-century 
warming but the warming has also been ascribed to an abnormally large indication of 
internal variability. Additionally, at the first half of the 20th century it was observed a 
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rapid increase in the surface temperature, as the one during the last 30 years, followed 
by a period of more than three decades when temperatures did not increase. It was after 
1960 when the net radiative forcing of the greenhouse gases in the atmosphere started to 
increase in a faster pace than before. 
While several GCM analyses indicate that there is an upward trend in temperature 
over the 20th century in most locations, there are a few regions that experience weal 
cooling over this time. This finding could be a result of increasing aerosols in the 
atmosphere due to combustion of biomass or changes in land use. However, there is an 
interesting finding which illustrates that the tropical Pacific has warmed at a significant 
slower pace than the rest of the globe. Satellite data from NASA attribute that finding to 
a longer term effect of El Nino, called the Pacific Decadal Oscillation (PDO), the spatial 
pattern of which has warming effects in some regions and cooling effects in others.        
In consequence with the aforementioned, the differences in the radiative forcing 
estimations between the present day and the start of the industrial revolution for solar 
radiation and volcanic activities are both negligible compared to the differences in 
radiative forcing estimations that have stemmed from anthropogenic activities. Hence, 
natural forcings were relatively more important in the early-century warming and 
anthropogenic forcings have played a dominant role in warming observed in recent 
decades. In general, there is a wide scientific consensus that the observed trends in 
climate system cannot be explained solely by natural forcings, reflecting human 
influences. Nevertheless, the identification of all the components that contribute to the 
climate and the mechanisms by which they exert a forcing are yet to be discovered and 
constitute an important challenge to the climate scientists. 
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2. Literature Review 
A number of studies have been performed, attempting to understand and identify the causes 
of climate change. This part is an overview of what has been investigated so far in the context 
of the statistical analysis of climate change.  A summary of some of the relevant papers is 
provided below, concerning the data used, the properties of the data, the approaches and the 
results generated.  
Efforts to examine the effect of human activity on climate have been carried out by 
Forster and Shine, (1999), by comparing the magnitude of the natural and anthropogenic 
forcings in a graphical figure. They claim that studies which have attributed observed climate 
change to human activities have only taken into account a subset of forcing mechanisms. 
Their study considers a broader set of mechanisms such as the effect of well-mixed greenhouse 
gases in climate, the stratospheric and tropospheric ozone, the direct and indirect effects of 
aerosols and the surface albedo. They attempted to give in a figure the global-mean radiative 
forcings, together with an indication of the size of natural forcing mechanisms. From that 
figure, it is apparent that, although the radiative forcing due to the well-mixed GHGs seems to 
dominate over the other forcings, the magnitude of this dominance is still uncertain, because 
the size of the indirect forcing is not yet well established. And it is only in the past few years 
that the quantification of the radiative forcing from human activities has been attempted. 
Finally, they conclude that the recent development of our understanding of radiative forcing 
mechanisms makes it difficult to say that all the major mechanisms have been identified. 
As it was discussed earlier in the introduction, it is important to identify the properties 
of the time series in order to generate meaningful results. Bloomfield and Nychka, (1992), 
were the first to analyze the properties of the data from temperature series and to test whether 
the incidental increases in temperature is the beginning of a systematic warming or the impact 
of natural variability. In order to answer that question they modeled temperature as a 
stationary Gaussian time series. Additionally, the study by Woodward and Gray, (1993), 
analyzes the properties of the time series of global temperature and investigates whether the 
global temperature contain a stochastic trend. In more detail, they use the model
tt EbtaY ++= , where tY is the global temperature, t  is the time and tE is the error term, and 
they test the hypothesis that b=0 under the assumption that tE is stationary. If the hypothesis 
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is rejected a linear trend exists. They applied several autoregressive tests and their findings 
suggest that there is a linear trend, indicating stationarity for the temperature series. 
Nevertheless, when there is large correlation between consecutive values, these tests 
mistakenly presume that the trend will continue and thus, should be handled with caution.  
Stern and Kaufmann, (1997), make also, an attempt to explore the properties of the 
time series and to find out whether the time series are stochastic. They explore this hypothesis 
by using three different tests, the Dickey-Fuller, the Phillips-Perron and the Augmented DF. 
The results presented that the radiative forcing of greenhouse gases and solar irradiance have 
an order of integration one, while temperature time series may be stationary, a fact that means 
that climate change cannot be attributed to anthropogenic forcing. However, the results may 
be biased due to the noise that the temperature time series contain. Hence, they applied a 
multivariate cointegration test, the Johansen method, which has the ability to reduce the 
noise. The outcome of this procedure showed that temperature contain a stochastic trend and 
that trend can be attributed both to natural and anthropogenic forcings.      
Subsequently, the study by Kaufmann et al., (2010), attempts to understand the causes 
of climate change, by answering the question whether the temperature time series should be 
modeled as a stochastic trend or as a stationary process. The methodology they follow 
generates in-sample forecasts for global temperature for the period 1870 to 2000 and 
compares them with the observed values of temperature. In particular, they created a trend 
stationary, model with a one-permanent shock (the TSS model), and they made their 
estimations with the Ordinary Least Squares. In addition, they created an in-sample 
temperature forecast using the Cointegration error correction model (the CEC model), and 
they estimated it with the Dynamic OLS. Finally, they evaluated the robustness of these 
models using a statistic test (Lehmann 1975). The results indicated that the in-sample 
temperature forecast generated by the CEC model is closer to the observed value of 
temperature than the one generated by the TSS model. From the above they concluded that 
modeling the surface temperature as a stochastic trend in surface temperature gives greater 
awareness about the causes of climate change, and the interpretation they give is that long-run 
changes in surface temperature associated with anthropogenic climate change are driven by 
changes in radiative forcings, which contain stochastic trend.  
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Regarding the statistical approaches that are used in order to examine a relation 
between series, the methods are either the univariate tests, especially the Augmented Dickey-
Fuller test, or the multivariate tests, such as the Cointegration Vector Autoregressive Models. 
The former method does not generate reliable results due to the noise that contain the 
temperature series, while the latter proved that generate robust results similar to the results 
from the GCM models. 
Kaufmann and Stern, (1997), perform an analysis on the observational temperature 
data for the Northern and Southern hemisphere. They apply univariate tests to check for 
stationarity in their variables, and they introduce the notion of Granger causality in order to 
find a causal direction. In fact, they search for an anthropogenic influence on temperature by 
testing if the radiative forcing of greenhouse gases and sulfate aerosols could interpret a 
discerned direction of Granger causality from the southern hemisphere temperatures to the 
northern hemisphere temperature. The outcome showed an apparent influence of northern 
hemisphere from the southern hemisphere temperature, which is strengthened over time. 
This causal relation is due to anthropogenic and natural forcings. The ratification of the 
results was tested by comparing them with temperature data from a climate model.    
In a proceeding study by Stern and Kaufmann, (1999), which deals with the causes of 
climate change, they applied, again, the techniques of univariate tests and Granger causality to 
test the relation of temperature between south and north hemispheres. Therefore, they tested 
whether southern hemisphere temperatures cause northern hemisphere temperatures and vice 
versa, and they found that there is causality from south to north. This is explained because the 
southern hemisphere is unaffected by the anthropogenic sulphate emissions that are emitted 
from the northern economies, and which mitigate radiative forcing. They, also, found that 
this causality is amplified over time, confirming the previous results.  Further in their study, 
they tested the time series for stochastic trends, because a common stochastic trend is a proof 
for a causal relationship. Thus, they focused on the existence of unit roots in the data. The 
results indicated that there is more than one unit root. However, due to the size and the 
complexity of the nature of the stochastic problem, there is not a clear picture regarding the 
degree of integration of the GHGs.  
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Furthermore, Kaufmann et al., (2006a), demonstrated that the properties of the 
climatic time series are generally non-stationary. Firstly, they build a simplified model of the 
climate system which consists of the global surface temperature and the atmospheric 
concentrations of CO2 and CH4 and they applied the Augmented Dickey-Fuller test to test 
for stationarity. The ADF test indicated that the time series contains a stochastic trend. More 
specific, temperature and solar irradiance are stationary in first differences, whereas GHGs are 
stationary in second differences. However, the stochastic trends in temperature are driven by 
the stochastic trends of radiative forcing. Hence, they tried to identify the sources of the 
stochastic trends by modeling and estimating three different equations, in order to determine 
the effect of radiative forcing in temperature. In particular, they modeled a temperature 
equation as a function of an aggregation of all the components of radiative forcing. In the 
other two equations, they modeled the atmospheric concentration of CO2 and CH4, as a 
function of net human emissions and net natural sources, respectively, and they estimated the 
equations using the Dynamic OLS. The results indicated that there is a strong cointegration 
between global surface temperature and radiative forcing of greenhouse gases, sulfur emissions 
and solar insolation, and that greenhouse gases and anthropogenic sulfur emissions are liable 
for the change in the temperature.  
In consequence to the previous, the study by Kaufmann et al., (2006b), examines the 
relationship between temperature and the radiative forcing of CO2 concentration and 
attempts to prove a statistical model that is an objective estimator. They applied the ADF tests 
on the residuals of the regression and found that temperature cointegrates with radiative 
forcing. That means that there is a long-run relationship between temperature and radiative 
forcing. The results indicated that the long-run temperature effect of a doubling in CO2 
represents the transient climate response which is unaffected by the size of the sample. 
Therefore, the statistical model they use is a precise estimate of the transient climate response. 
Another analysis on the effects of natural and anthropogenic forcings to global 
temperature, with the use of univariate tests, is performed by Attanasio, (2012). The dataset 
used include global temperature, greenhouse gases (CO2, CH4 and N2O), the total solar 
irradiance, the cosmic ray intensity and finally stratospheric aerosol thickness, for the period 
1850 to 2007. Attanassio searches for a linear causality from the single forcing to the global. 
10 
 
Unit root tests indicate that the maximum order of integration between global temperature 
and a single natural forcing is one.  The same results are extracted for the global temperature 
and the radiative forcing of greenhouse gases. This outcome points out that global 
temperature and radiative forcing are cointegrated. In order to find the direction of the 
causality the Granger causality test is applied.  The results show that for the natural forcings 
Granger causality is never found except for the case of cosmic ray intensity. On the other 
hand, greenhouse gases forcings always Granger cause global temperature, suggesting that the 
anthropogenic forcings have a strong influence on global temperature.  
Over and above, the paper by Kaufmann et al., (2011), studies the period 1998 to 2008. 
In that period of time the global surface temperature did not rise, while the concentration of 
CO2 and other greenhouse gases increased, creating doubts about the anthropogenic climate 
change. Hence, they used a statistical test from Kaufmann et al.,(2006a), and they tested the 
hypothesis that the long-run relationship between temperature and radiative forcing has not 
altered after 1998. The statistical test failed to reject the hypothesis. The results indicated that 
in that period is observed an increased concentration in sulfur emissions which has cooling 
effects and thus, decreases the net anthropogenic radiative forcing. In addition, in that period 
there is a decline in the solar insolation caused by the declining phase of the 11-year solar 
cycle. Finally, a net increase in the Southern Oscillation Index strengthens the cooling effect. 
Estimation results confirm our current understanding about the anthropogenic climate 
change.  
Conversely to the previous, climate models use for the simulations time series for 
radiative forcing that impart either stochastic or deterministic trends to the simulated time 
series for temperature. Unlike other models, Kaufmann et al., (2013), focus on the 
identification of the forces that impart these non-stationary trends by examining the time 
series properties of the inputs and the outputs of a climate model. The data used are 
greenhouse gases (CO2, CH4, N2O, CFC11, and CFC12), anthropogenic sulfur emissions, 
solar irradiance and volcanic forcings. Furthermore, the data are summed (except volcanic 
forcings) to form an aggregate time series for radiative forcing.  Hence, they proceed by testing 
for cointegration between temperature and the aggregate of the radiative forcings. The ADF 
test indicated that they share a common stochastic trend. These results are consistent with 
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those of climate models making cointegration a reliable tool for investigating the causes of 
climate change. 
On the other hand, Stern and Kaufmann, (2000), use a multivariate structural time 
series approach in order to avoid the noise in the hemispheric temperature time series. They 
expand their previous work (Kaufmann and Stern, 1997; Stern and Kaufmann, 1999) by 
including additional equations for greenhouse gases, anthropogenic sulfates and sulfate 
aerosols. The outcome of the structural time series model showed the radiative forcing of 
greenhouse gases, anthropogenic sulfate and solar irradiance can account for stochastic trends 
in hemispheric temperatures, indicating a global warming signal. However, the level of 
significance used is 15%, which means that the results are equivocal.  
In a following study, Kaufmann and Stern, (2002), use a cointegrated vector 
autoregression model in order to estimate the relation among temperature and the radiative 
forcing of greenhouse gases, solar irradiance and anthropogenic sulfur emissions. In 
consistence with the previous findings, the results showed that temperature cointegrate with 
the radiative forcing, indicating that the rise in global temperature during the past 130 years 
can be ascribed to changes in radiative forcing associated both with natural variability and 
human activity. Moreover, using the ADF test they found that the order of integration in the 
data is one, while the radiative forcing of greenhouse gases may contain an I(2) trend.  
Another recent research on the causes of climate change was held by Triacca et al., 
(2013). The approach they follow is the Granger causality test in order to examine the 
relationship between GHG forcing and global temperature in a multivariate system. 
Specifically, they use three variables in their system, which are the GHG-total RF as 
anthropogenic forcing, some indices of natural forcings, and some patterns of natural 
variability. First, they applied the Granger causality test from GHG-total RF to global 
temperature with the auxiliary variable as a single natural forcing. Then, they made the same 
experiment but this time the auxiliary variable was a single natural variability index. In both 
cases, it was found a strong causality from anthropogenic forcing to global temperature, except 
one case where the auxiliary variable was the total solar irradiance.  
In contrast to the previous approaches, Stern, (2006), proposed an alternative method 
to the determination of the effects of anthropogenic activities on climate change. What he 
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suggests is a multicointegration model, which will incorporate the direct relationship between 
temperature and radiative forcing, but also the indirect relationship of temperature and ocean 
heat. The factor of ocean heat plays a significant role, which is omitted in many studies, 
because the ocean has a high thermal inertia which affects the long-run equilibrium of the 
temperature. The outcome of the model shows high climate sensitivity and a slow adjustment 
to forcing, a fact that reveals anthropogenic climate warming.  
In consequence to the preceding study, in Stern, (2005), the author is focused on a 
multilayer ocean model. The methodology, that is used, is again the multicointegration model. 
The equations model the relation of atmospheric temperature to radiative forcing and to heat 
content, respectively. However, previous findings showed that the model that used 
observations of only top 300m of the ocean gave a better fit than those used the top 3000m of 
the ocean. Therefore, a two-layer model is applied where the heat content consists of two 
variables, the upper and the deep ocean layers.  This time the results were even more realistic 
and they fit with those generated by the simulation of the General Circulation Models.  
Another approach towards multivariate time series is the polynomial cointegration, 
which can be represented with a polynomial error correction model, as introduced by Gregoir 
and Laroque(1993). The application of polynomial cointegration has been performed in Liu 
and Rodriguez, (2005), in order to identify the existence of long-run relations between 
temperature and radiative forcing of solar irradiance and greenhouse gase.. Initially they tested 
for the existence of unit roots in the data. They found that temperature and solar irradiance 
are I(1) processes, CO2 is I(2) process and methane and nitrous oxide contain eruptive roots. 
Based on these evidences, they estimate three different systems. Their findings confirm the 
existence of both static and dynamic long-run relations between temperature and radiative 
forcing of solar irradiance and of the three GHGs series.  
In addition, the study by Beenstock et al.,(2012), tests the anthropogenic impact on 
global warming since 1850 through the polynomial cointegration, too. They found that the 
anthropogenic forcings do not polynomially cointegrate with global temperature and solar 
irradiance, which means that the anthropogenic global warming is not statistically significant. 
However, anthropogenic forcings might have a temporary effect on global warming, as there is 
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a positive relationship between temperature and the change in the estimated anthropogenic 
trend.  
Finally, the study by Dergiades et al., (2013), examines the effect of human activity on 
climate, by analyzing the relation in the time series for the global surface temperature and the 
radiative forcing over the last five centuries. More specifically, they argue that human activity 
is unlikely to have a significant effect on temperature and radiative forcing much before the 
industrial revolution. Therefore, there should be an abruption in the time series for these two 
parameters in the onset of the industrial revolution. That argument leads to the following 
testable hypothesis: there should be a long-run relation between temperature and radiative 
forcing that should strengthen over time because the signal imparted by human activity will 
strengthen relative to the internal noise of climate variability. The hypothesis was tested using 
the Cointegration analysis and the robustness of the results was verified by four alternative 
techniques (Dynamic OLS, Fully Modified OLS, Johansen’s, Johansen’s RM fix). The 
empirical findings indicate that the two time series cointegrate and thus, we can estimate their 
long-run relationship. Finally, the study ascertains the hypothesis and concludes that the 
impact of human activity in the temperature is barely discernible from natural variation. 
However, as the radiative forcing due to human activity rises, the temperature effects will 
become increasingly visible.  
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3. Da ta  Analysis 
3.1 Data Sources 
The data used in this dissertation cover the period 1850 to 2000 and they are annual time 
series obtained from Stern (2006)1. The dataset includes global mean temperature and 
atmospheric surface temperature for the southern and the northern hemisphere, respectively, 
in Celsius degrees. In addition, six components of anthropogenic forcings are included, and 
specifically, radiative forcings for carbon dioxide (CO2), methane (CH4), nitrous oxide 
(N2O), chlorofluorocarbons CFC11 and CFC12, and global sulfur aerosols (SOx), all 
measured in Watts per square meter (W/m2). Furthermore, concerning the natural forcing 
the dataset includes radiative forcing of solar irradiance and global radiative forcing of 
volcanic aerosols, again in Watts per square meter. Finally, we include the time series of 
Southern Oscillation Index (SOI), related to El Nino Southern Oscillation, as a pattern of 
natural variability. The SOI gives an indication of the intensity of El Nino events in the 
Pacific Ocean, and is defined as the normalized pressure between Tahiti and Darwin. The 
period of the dataset of SOI is from 1866 to 2000 and the data are obtained from the Climatic 
Research Unit, University of East Anglia.  
In Figure 2 is presented a graph with the radiative forcing components and the path 
they follow for the period 1856 to 2000. The radiative forcing of the two chlorofluorocarbons 
CFC11 and CFC12 and the anthropogenic sulfur aerosols is zero before 1950. In Figure3 are 
presented the stratospheric sulfates due to volcanic activity and in Figure4 is presented the 
Southern Oscillation Index (SOI), related to El Nino Southern Oscillation. Finally in Figures 
5, 6 and 7 are presented the atmospheric land and sea surface temperature for the globe, the 
northern and the southern hemispheres respectively.  
1 The dataset is available at: http://www.sterndavidi.com/datasite.html 
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Fig.2. Radiative forcing components. 
As we mentioned before, human activities result in emissions of gases, which 
accumulate in the atmosphere, causing concentrations to increase with time. Significant 
increases have occurred since the industrial revolution. More specific, atmospheric carbon 
dioxide is accelerating upward from decade to decade and that becomes apparent from the 
above figure. The main component of that is the increasing use of fossil fuels in 
transportation, building heating and cooling and manufacturing of cement. In addition, 
deforestation can account for up to one-third of total anthropogenic carbon dioxide 
emissions, as it reduces CO2 uptake by plants. Carbon dioxide is a long-lived2 greenhouse gas 
and it has the higher concentration in the Earth’s atmosphere.  
Furthermore, methane is the second most prevalent gas emitted and it follows an 
upward trend with a declining growth rate in the past years. Methane is a long-lived 
greenhouse gas and over a period of 100 years, each molecule of CH4 has 21 times the direct 
global warming potential of a molecule of CO2. The sources of methane are anthropogenic, as 
well as, natural. The former are related to agriculture, natural gas extraction and distribution, 
and landfills. The later include wetlands, as the largest natural source emitting methane, and 
smaller sources such as methane hydrate formations, termites, volcanoes and wildfires.   
2 The term long-lived GHGs refers to gases that are chemically stable and persist in the atmosphere over time 
scales of a decade to centuries or longer, so that their emission has a long-term influence on climate.  
16 
 
                                                          
Like the two previous greenhouse gases, nitrous oxide is also a long-lived GHG, with a 
direct global warming potential of 310 times that of a single molecule of CO2 in a time 
horizon of 100 years.. Before the industrial era, nitrous oxide concentration was maintained in 
a safe level by natural sinks, but since then it is growing rapidly. Fertilizers are the primary 
contributor of emissions, as well as, fossil fuel burning. Apart from human activities, natural 
processes which release nitrous oxide in the Earth’s soil, oceans and atmospheric chemical 
reactions.  
Chlorofluorocarbons (CFCs) are entirely man-made gases, which are well-known for 
stratospheric ozone depletion. They are long lived GHGs, and have a tremendous impact on 
global warming. In particular, CFC-11 has an impact of 3800 times and CFC-12 of 8100 
times than that of CO2 in a time horizon of 100 years. CFCs were absent from the 
atmosphere before 1930s, but their concentration grew enormously ever since as they are used 
in refrigerants and propellants. Since CFCs have been found to pose a serious environmental 
threat, they have been highly regulated under the Montreal Protocol (1989) and the vast 
majority of them are decreasing. Specifically, the emissions of CFC-12 have stopped, however 
it has a lifetime of 100 years, making it still responsible for the ozone depletion.  
Anthropogenic sulfur aerosols are small particles in the atmosphere with varying size, 
concentration and chemical composition. Human made aerosols are the result of burning 
mainly coal and oil, as well as, tropical forests, and it has the form of smoke. Hence its 
concentration has increased rapidly since the industrial revolution, and is highest in the 
northern hemisphere due to the existence of industrial activity. Sulfur aerosols are short-lived 
greenhouse gases; their lifespan is about 3 to 5 days. Moreover, they have a negative impact in 
the global warming, as they reflect the sunlight rather absorbing it, reducing in this way the 
amount of sunlight reaching the Earth’s surface. They, also, exert an indirect effect in climate 
by entering into the clouds and changing their radiative properties, amount and lifespan.  
The systematic monitoring of solar irradiance is performing the last 28 years. The 
estimations demonstrated that solar radiative forcing has gradually increased since the 
industrial era due to the cyclic changes in solar radiation according to the 11-year solar cycle. 
Estimations suggest that changes in solar irradiance could affect temperature with changes of 
the order of a few tenths of a degree Celsius. The Third Assessment Report (TAR) refers that 
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unless changes in solar irradiance can induce unknown feedbacks in the atmosphere, then they 
are not the main cause of climate change.   
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Fig.3. Volcanic radiative forcing. 
Explosive volcanic eruptions have the ability to release substantial amounts of sulfate 
aerosols into the lower stratosphere. Conversely to anthropogenic sulfur aerosols which are in 
the lower troposphere, volcanic aerosols which enter the stratosphere remain for several years, 
affecting the Earth’s climate. Less explosive eruptions have a lower impact on climate. 
Moreover, eruptions that occur in tropical regions have a greater impact than those occurring 
to the poles, due to the large-scale circulation patterns of the stratosphere which make aerosols 
spread out widely. For instance, in 1991 the eruption of Mount Pinatubo in Philippines 
created a peak in radiative forcing which outreached the -3 watts per square meter, as we can 
see in Figure 3. Although this was characterized as a moderate eruption, it had a cooling effect 
in the atmosphere by about 0.5 °C over the following years.     
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Fig.4. Southern Oscillation Index related to El Nino Southern Oscillation. 
El Nino is the meteorological phenomenon in which a band of warm ocean water 
temperatures that periodically develop in the western coast of South America, cause climatic 
changes across the Pacific ocean. This phenomenon has two phases. One is the El Nino –
Southern Oscillation (ENSO), characterized by unusually warm temperatures and high air 
surface pressure, and the other is La Nina characterized by unusually cool temperatures and 
low air surface pressure. The mechanisms that cause ENSO remain under study, and regional 
predictions of future climate change remain limited. The power of the Southern Oscillation is 
measured by the Southern Oscillation Index (SOI). The SOI is calculated from fluctuations 
in the surface air pressure difference between Tahiti and Darwin, Australia. The negative 
values of SOI represent El Nino, where there is a below normal pressure over Tahiti and above 
normal over Darwin. Observations of the last decades show that El Nino episodes have 
increased, whereas La Nina episodes have decreased.  
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Fig.5. Global atmospheric land and sea surface temperature. 
Global surface temperature has increased over the 21st century and continuous to rise. 
Over the globe, 2001 to 2010 was the warmest decade on record. Global average surface 
temperature has risen at an average of 0.6°C since the middle 1970s (Figure 5). In addition, 
the Earth’s surface is warming at a rate of about 0.18 °C per decade or 1.8°C per century. Sea 
temperature has also been rising at an average rate of 0.13°C per decade. Observations 
demonstrated two key periods with a significant increase in sea temperature. The one is from 
1910 to 1940 and the other from about 1970 to the present. The period from 1880 to 1910 
the sea surface temperature appears to have cooled. 
The northern and southern hemisphere annual trend series (Figures 6 and 7) show 
some general similarities with global surface temperature. For instance, there is a peak in the 
early 1940s and the highest temperatures occur after 1980.  
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Fig.6. Northern Hemisphere temperature anomaly. 
However, there are also some differences. Concerning the northern hemisphere (Figure 
6) it is observed a steady period of warming from 1910 to the middle 1940s. In addition, the 
northern hemisphere records present a gradual cooling from the middle 1940s until the 
middle 1970s, followed by steady temperature increases afterwards.   From the other hand, in 
the southern hemisphere (Figure 7) it is observed a less warming period from 1910 to 1930, 
followed by a sudden and fast warming from 1930 until the middle 1940s. Furthermore, there 
is an abrupt transition to cooler temperatures after 1945 with variable temperatures until the 
middle 1960s, and finally, followed by gradual augmentations thereafter. 
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Fig.7. Southern Hemisphere temperature anomaly. 
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4. Methodologica l fra mework 
We will build a statistical model that can describe the dynamic interrelationship between 
global temperature and total radiative forcing and express the climate change theory in terms 
of the parameters of the statistical model as hypothesis on these parameters. In order to gain 
an insight on the climate change theory, and whether human activity affects global 
temperature, we will follow two approaches, one on the time domain and one on the 
frequency domain. Further in this section we will analyze the methodology of the 
aforementioned approaches.    
4.1 Time domain analysis 
Time domain is the analysis of time series of data with respect to time. In this section, the 
vector autoregressive model will be used, as well as, the notions of integration, cointegration 
and common trends. 
4.1.1 A VAR model 
A vector autoregression or VAR model is a statistical model commonly used to captivate the 
linear interdependencies among multiple time series. Specifically, the model describes the 
progress of a set of k variables (the endogenous variables) as a linear function of their past 
values (or lagged values). The mathematical representation of a VAR is given below: 
tptpttt eyAyAyAcy +⋅++⋅+⋅+= −−− 2111  , (1) 
where ty  is a k vector of endogenous variables, c is a k×1 vector of constants, pAA ,...,1  are 
matrices of coefficients to be estimated, te  is a k×1 vector of error terms, and p is the 
maximum lag of the VAR model. A pth order VAR is called a VAR with p lags. 
4.1.2 Unit Roots and Stationarity Tests 
The theory behind the VAR estimation is based on stationary time series. This is a necessary 
and sufficient condition that the autoregressive process should satisfy, and should routinely be 
checked. Stationarity in time series is important because it influences the behavior of a series 
(i.e. shocks will persist infinitely in non-stationary series). Additionally, the non-existence of 
stationarity may lead to spurious regressions, meaning significant results even when time series 
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are totally unrelated, and finally, the standard assumptions for asymptotic analysis (t-ratio) 
will not be valid.  
A series is said to be stationary if it has a constant mean and a constant variance, or in 
other words, flat looking series, without trend, with constant variance over time and with no 
periodic fluctuations or autocorrelation.  The mathematical formulation of stationarity is 
given below. We consider a simple AR(1) process:  
ttt eypcy +⋅+= −1 ,  (2) 
where c is a constant, or a constant and trend, p  is a coefficient to be estimated and te  is the 
error term.  
⋅ If |p| ,1≥  then y is a non-stationary series and the variance of y increases over time.  
⋅ If |p| ,1<  then y is a stationary series. 
The formal method to test stationarity of a series is the unit root test. The unit root tests 
generally test the hypothesis H0 : p=1 against the alternative H1 : p<1. The unit root tests that 
were used will be presented below. 
The first test that was used is the Augmented Dickey-Fuller (ADF). The standard DF 
test estimates the following equations, which is the equation (2) after subtracting 1−ty from 
both sides of the equation: 
ttt eycy +⋅+=∆ −1α ,  (3) 
where 1−= pa , and the null and alternative hypothesis, respectively: 
H0 : a=0 
H1 : a<0  (4) 
The hypotheses are assessed using the t-ratio as follows: 
))(/(
∧∧
= aseata ,  (5) 
where  
∧
a is the estimate of a and )(
∧
ase is the standard error. When there is a unit root the t-
statistic does not follow the conventional t-distribution. However, the DF test described is 
valid only in time series with 1 lag. The Augmented Dickey-Fuller test is extended to an 
AR(p) model, testing series with higher order lags: 
tptptttt eyyyycy +∆⋅++∆⋅+∆⋅+⋅+=∆ −−−− βββα 12111 , (6) 
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Again this augmented formulation is used to test the hypotheses Eq. (4) using the t-ratio Eq. 
(5). Thus, the t-test for H0 is denoted the ADF test. An important issue here is the 
determination of the number of lagged difference terms (lag length) to be included. In this 
dissertation, the software, used to obtain the results, provide an automatic lag length selection. 
Otherwise, there should be included a number of lags sufficient to remove serial correlation 
from the residuals.  
The second unit root test that was performed is the Dickey-Fuller test with GLS 
Detrending. The test is an ADF test except that the time series is transformed via a 
generalized least squares (GLS) regression before performing the test. This test is proven to 
have significant power when there is an unknown mean or trend in the time series. The null 
hypothesis of this test is that ty is stationary with a linear trend or with a non-zero mean and 
with no linear trend. The DF-GLS involves the estimation of ADF test in the following Eq. 
(7), which is the Eq. (6) detrended.    
t
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d
t eyyyyy +∆⋅++∆⋅+∆⋅+⋅=∆ −−−− βββα 22111 , (7) 
where dty denotes the detrended time series, and for that reason the constant term is not 
included. Finally, as with the ADF we evaluate the t-ratio for 
∧
a  for this equation, where the 
null hypothesis is rejected for values blow the critical values. 
The third unit root test applied is the Phillips-Perron (PP) test. This test instead of 
introducing lags of ty∆  as regressors in the test equation, it uses the standard DF test Eq. (3) 
and makes a non-parametric correction to the t-ratio, so that serial correlation will not 
influence the distribution of the test statistic. The mathematical representation of the new 
modified t-ratio is given below: 
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,  (8)  
where 
∧
a  is the estimate and at the t-ratio of α, )(
∧
ase is a coefficient standard error, and s is the 
standard error of the test regression. Furthermore, γ0 is an estimate of the error variance in Eq. 
(3), and finally, the term f0 is an estimator of the residual spectrum at frequency zero. Once 
again, the asymptotic distribution of the modified t-test is the same as before.  
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The fourth and final unit root test that was performed in this dissertation is the 
Kwiatkowski, Phillips, Schmidt and Shin (KPSS) test. Conversely to the previous tests, KPSS 
defines the null hypothesis for the properties of the time series to be stationary. The test is 
based on the residuals from the OLS regression: 
tt ecy += ,  (9) 
where ty is the time series, c is a constant or a constant and a trend and te  is the standard 
error of the equation. The hypothesis is tested with the Lagrange multiplier test: 
∑=
t
fTtSLM )/()( 0
22  ,                                                                                                       (10) 
where f0 is an estimator of the residual spectrum at frequency zero, S(t) is an accumulating 
function of the residuals and T is the sample size.  
A common problem with the conventional unit root tests is that they do not allow for a 
structural break in the time series. The ADF test, for instance, in the presence of structural 
breaks is biased towards an acceptance of non-stationarity because of misspecification bias and 
size distortion. Thus, along with the conventional unit root tests, we performed the procedure 
proposed by Zivot and Andrews (1992) to test the null hypothesis of a unit root against the 
alternative of a break stationary. What they proposed is a data dependent algorithm to 
determine the break points. Particularly, they considered three different models to test for a 
unit root: model A allows one change in the level of the series; model B permits one change in 
the slope of the trend function; and model C that allows for both change in the level and in 
the slope of the trend function of the series. The mathematical formulations of the regression 
equations to be estimated are the following, and correspond to the above three models: 
∑
=
−− +∆⋅+⋅+⋅+⋅+=∆
k
j
tjtjttt ydDUtyacy
1
1 εγβ , (11)  
∑
=
−− +∆⋅+⋅+⋅+⋅+=∆
k
j
tjtjttt ydDTtyacy
1
1 εθβ , (12) 
∑
=
−− +∆⋅+⋅+⋅+⋅+⋅+=∆
k
j
tjtjtttt ydDTDUtyacy
1
1 εγθβ , (13) 
where DUt is an indicator for a mean switch at a potential break date and DTt is a trend shift, 
respectively. The null hypothesis implies that the time series contains a unit root excluding 
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any structural break, against the alternative which implies that the time series is trend 
stationary with a one-time break. In order to define the date of the break, their method runs a 
regression for every potential break-date consecutively. The selected date is the one which 
minimizes the one sided t-ratio for 
∧
a .    
Since we detected that our time series contain a structural break, we should remove this 
break and continue our statistical analysis with the new detrended series. The time series can 
be detrended by running a regression on a time index variable and then using the residuals as 
the detrended series. Once again, we test for stationarity in the new time series. 
4.1.3 Cointegration Analysis  
This section introduces the statistical concept of cointegration that is required in order to 
understand VAR models with non-stationary time series. When time series are non-
stationary, it is interesting to see if there a common trend between them. If, for instance, we 
have two time series with an order of integration I(1), and there exists a liner combination 
between them that is stationary, or I(0), these time series are said to be cointegrated. 
Cointegration means that although many processes can cause permanent changes in each time 
series, there is some long-run equilibrium which binds the time series together. In this 
dissertation, the Johansen’s (1995) approach is used, as well as, the Vector Error Correction 
Model (VECM).  
To carry out the Johansen’s cointegration test, we consider a VAR model like the one in 
Eq.1. However, in this case, the variable ty is a k-vector of non-stationary I(1) variables. We 
can rewrite this equation as, 
∑
−
=
−− +∆Γ+Π+=∆
1
1
11
p
i
ttitt eyycy , (14)  
Where: 
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ji A
1
,   (15) 
The matrix Π is called the long-run impact matrix and the matrix Γi are the short-run 
impact matrices. If the coefficient matrix Π has reduced rank r<n, then there are nxr matrices 
α and β both with rank r so as β ′=Π a  and tyβ ′ is stationary, or I(0). r denotes the number 
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of cointegrating combinations, matrix α contains the adjustment parameters in the vector 
error correction model and each column of matrix β is a cointegrating vector. For a given value 
of r, the maximum likelihood estimator of matrix β determines the combination of 1−ty   that 
generates the largest canonical correlations of ty∆  with 1−ty after correcting for lagged 
differences and deterministic variables when present. In case that there is no cointegration, 
each row of matrix Π must be filled with zeros, whereas in case that there are stationary 
combinations, some parameters in the matrix will be non-zero.  
Johansen proposed two likelihood ratio tests to show the significance of the 
aforementioned canonical correlations. These are the trace test and the maximum eigenvalue 
test, presented below: 
∑
+=
−−=
n
ri
itrace TJ
1
)ˆ1ln( λ ,   (16) 
)ˆ1ln( 1max +−−= rTJ λ ,   (17) 
where T is the sample size and Λ is the ith canonical correlation. The null hypothesis for the 
trace test is that there are r cointegrating vectors against the alternative of n. On the other 
hand, the null hypothesis for the maximum eigenvalue test tests the existence of r 
cointegrating vectors against the alternative of r+1 cointegrating vectors.     
A vector error correction model (VECM) is a VAR model augmented with the error 
term, which is the cointegration term, and is essentially a dynamical system with the 
characteristics that the deviation of the current state from its long-run relationship will appear 
in its short-run dynamics. Cointegration is a necessary condition for an error correction 
model. VECM describes the long run equilibrium relationship between non-stationary time 
series.   
4.1.4 The Standard Granger Causality Test  
In the previous section, we have analyzed the approach of finding the unit roots or the order 
of integration of our time series. In this stage of methodology we will describe the Granger 
causality test. The concept of Granger causality is a fundamental tool for the investigation of 
dynamic interrelationships. Specifically, a time series x is said to Granger cause y if the current 
y can be explained by past values of y  and by adding lagged values of x the explanation can be 
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improved. However, the statement “x Granger causes y” does not imply necessary a true 
causation, because the causality may be driven by a third variable that was omitted, hence 
producing misleading results. In order to test the null hypothesis that “x does not Granger 
cause y” we estimated the following VAR model: 
tlltltltt exxyayay +⋅+⋅⋅⋅+⋅+⋅++⋅+= −−−− ββα 11110  ,  (18) 
where l is the optimal lag length, and the null hypothesis corresponds to: 
 H0 : β1=β2==βl=0,  (19) 
The significance of this restriction Eq. (19) is assessed using the F-statistics test. A 
significant statistics implies that the null hypothesis is rejected. Finally, the optimal lag length 
is computed automatically through an option of the software used. In our case we used the 
optimal lag length computed by the Schwarz Information (SC) criterion. 
4.1.5 The Toda-Yamamoto Causality Test  
In addition to the Granger causality test, another causality model was applied in our statistical 
analysis. The model is the Toda and Yamamoto (1995) causality test, or the augmented 
Granger causality test, which does not require our series to be integrated in order to perform 
it. The Toda-Yamamoto test is based on the following equation: 
t
lh
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jtjitit exyay ∑ ∑
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−− +⋅+⋅+=
1 1
γβ , (20) 
where l is the maximum order of integration of the time series in the system, h and k are the 
optimal lag length, and e is the error term. Thus, all we have to do is to determine the 
maximum order of integration l, and create a VAR model in their levels with k+l lags, in total. 
The evaluation of the results is again tested with the F-statistic, as in the Granger causality 
test.  
4.2 Spectral Analysis 
To begin with, we will make a short introduction to the spectral analysis. Up to this point, we 
focused on a time-domain representation of our data, as the equation estimated had the form: 
tjtj
p
l
t eyAcy +⋅+= −
=
∑
1
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where ty denotes the value of time series at time t. In this section instead, the value of ty is 
described as a weighted sum of periodic functions of the form cos(ωt) and sin(ωt), with ω 
being a particular frequency. This representation of our data aims to show how important 
cycles of different frequencies account for the behavior of ty . This methodology is known as 
frequency-domain or spectral analysis.  
While the traditional Granger Causality is one of the most popular measures to present 
causality influence of time series based on the estimation of a linear model, this approach may 
not distinguish clearly between direct and indirect causal influences from one time series to 
another. Thus, it has been developed an extended Granger Causality test, the GC test in the 
spectrum domain, which studies causal relationships of data over different frequencies. In this 
dissertation, two different spectral approaches were applied, the methodology of which will be 
presented in this section. 
4.2.1 The Breitung and Candelon (2006) Causality Test 
The first approach was introduced by Breitung and Candelon (2006) and is based on the 
framework of Geweke(1982) and Hosoya(1991).  Geweke(1982) supported the view that it is 
possible to apply the causality test at different frequencies without losing the explanatory 
power, which means that the measure of causality ( XYF → )can be disentangled as : 
∫ →→ =
π
ωω
π 0
)(1 dfF XYXY , (21) 
In order to explain this causality measure, let us assume a two-dimensional vector of our 
time series '],[ ttt yxz = , where in our case tx  will be the global temperature time series and 
ty  the aggregate radiative forcing time series. We suppose that tz  has a finite-order VAR 
representation of the form: 
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where pp LLIL Θ−−Θ−=Θ 1)(  is a 2x2 lag polynomial and ktt
k zzL −= . Assuming that 
the system is stationary, the Moving Average (MA) representation of the system is: 
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where 11)()( −−Θ=Ψ GLL  and G the lower triangle matrix of Cholesky decomposition 
1−Σ=′GG  such that IE tt =)(
'ηη and tt Gεη = . The measure of causality in the frequency 
domain can be disentangled as: 
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In the case where 212 |)(|
ωie−Ψ  =0 we say that y does not cause x at the frequency ω. What 
Breitung and Candelon (2006) proved was that the above condition results in: 
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where k,12θ  is the (1,2)th element of kΘ . In order for (25) to be true, the following linear 
restrictions should apply: 
∑
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To simplify the Eq. (22), we can change the notation and let jja ,11θ=  and jj ,12θβ = , 
so that the VAR is rewritten as: 
tptptptptt yyxaxax 11111 εββ ++++++= −−−−   , (28) 
The null hypothesis becomes: 
H0:  R(ω)β=0,   (29) 
where β=[β1,...,βp] and R(ω)= 





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The evaluation of the results is again tested with the standard F-statistic test, which follows 
the distribution F(2, T-2p) for every ω ),0( π∈ . The test by Breitung and Candelon (2006) is 
proved to have good power which increases with the sample size. Further, it is worth 
mentioning that in cointegrated systems the concept of causality at zero frequency denotes 
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“long-run causality”. On the other hand, for stationary systems there is no long-run 
relationship between time series, rather causality at low frequencies denotes that the 
additional variable is capable of forecasting the low frequency part of the variable of interest 
one time ahead.  
4.2.2 The Lemmens et al. (2008) Causality Test 
The second spectral approach applied, was introduced by Lemmens et al. (2008), which is 
based on the work of Pierce (1979). Pierce suggested an R-squared measure for time series and 
disentangled it over each frequency of the spectrum, resulting in a measure for Granger 
Causality at every given frequency. It follows an analytical presentation of the methodology 
they followed. 
We assume that tx  and ty are two stationary time series, and we want to test whether 
tx  Granger causes ty  at a given frequency ω. Pierce’s (1979) method is performed on the 
univariate innovation series tu  and tv  derived from filtering tx  and ty  as univariate ARMA 
processes with the form: 
t
xx
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x uLcxL )()( Φ+=Θ ,  (30) 
t
yy
t
y vLcyL )()( Φ+=Θ ,  (31) 
where )(LxΘ  and )(LyΘ are autoregressive polynomials, )(LxΦ and )(LυΦ are moving 
average (MA) polynomials and, xc  and  yc  potential deterministic components. The 
innovation series tu  and tv  , are obtained after filtering the ARMA models Eq. (30) and Eq. 
(31), and are of great importance for the test proposed by Lemmens et al. (2008), as we will 
see below. 
We consider )(ωuS and )(ωvS  to be the spectral density functions, or the spectra of  
tu  and tv  at frequency ),0( πω ∈ : 
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where ),cov()( kttu uuk −=γ and ),cov()( kttv vvk −=γ are the autocovariances of tu  and tv at 
lag k. The notion behind the spectral analysis is that each time series may be disentangled into 
a sum of uncorrelated components, each related to a specific frequency ω3. The spectrum can 
be explained as a decomposition of the series variance by frequency. The area under )(ωuS
and )(ωvS  between two frequencies gives the share of variance tu  and tv  . We now consider 
a cross-spectrum )(ωuvS , which helps us determine the relationship between two time series 
as a function of frequency: 
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2
1)()()( ,  (34) 
where the )(ωuvc  is the cospectrum and the )(ωuvQ is the quadrature spectrum, which are the 
real and the imaginary parts of the cross-spectrum, respectively. Also, )(ωγ uv represents the 
covariance of tu  and tv at lag k. The spectrum )(ωuvQ  between two series tu  and tv  at 
frequency ω can be interpreted as the covariance that is attributed to cycles with frequency ω. 
The quadrature searches for evidences of out-of-phase cycles. Now, the cross-spectrum can be 
estimated non-parametrically as  
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where )(ωγ uv
∧
 is the empirical cross-covariance, and the Eq. (35) is called the weighted 
covariance estimator. The constant M sets the maximum lag order considered.  
The cross-spectrum permits us to calculate the coefficient of coherence )(ωuvh , defined 
as 
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uv SS
Sh = ,  (36) 
which measures the strength of the linear relationship between the two time series, frequency 
by frequency. The squared coefficient of coherence has an interpretation similar to the R-
3 The frequencies ω1,ω2,…,ωΝ are defined as: 
Τ=
Τ=
/4
/2
2
1
πω
πω  
The highest frequency considered is ΤΝ=Ν /2 πω ,where 2/Τ≡Ν  or 2/)1( −≡ TN , if T is an even number or 
an odd, respectively.  
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squared in a regression analysis, implying that it takes values between 0 and 1. The null 
hypothesis in that test is 0)( =ωuvh , and the alternative is 0)( 〉ωuvh . The null hypothesis is 
rejected when  
)1(2
)(
2
1,2
−
〉 −
∧
n
h auv
χ
ω ,  (37) 
With 21,2 a−χ  being the 1-α quantile of the chi-squared distribution with 2 degrees of freedom.   
Lemmens et al. (2008) disentangled the cross-spectrum (Eq. (35)) into three parts: (i)
vuS ⇔  , the instantaneous relationship between tu  and tv ; (ii) vuS ⇒ the directional 
relationship between tv  and lagged values of tu  ; and (iii) uvS ⇒ the directional relationship 
between tu  and lagged values of tv .  
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The suggested spectral measure of Granger causality is grounded on the idea that tu  
does not Granger-cause tv , if and only if  0)( =kuvγ for every k<0. The aim here is to test the 
predictive content of tu  relative to tv , which is given by the second part of Eq. (39): 






= ∑
−
−∞=
−
⇒
1
)(
2
1
k
ki
uvvu ekS
ωγ
π
,  (39) 
The Granger coefficient of coherence is then becomes: 
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In addition, the null hypothesis becomes 0)( =⇒ ωvuh  for every ω in (0,π], implying 
absence of Granger causality. According to Pierce (1979), Granger coefficient of coherence 
takes values between zero and one. The estimated Granger coefficient of coherence at 
frequency ω is given by: 
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where )(ωuvS
∧
 as in Eq. (36) but with wk=0 for every k 0≥ . Since the wk with a positive index 
k are set equal to zero, the wk with negative indices are taken into account when computing 
vuS ⇒ (ω). Hence the null hypothesis of no Granger causality is rejected when 
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h avu
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ω .  (42) 
The described frequency domain tests resulted to have comparable size and power 
properties, although the test suggested by Breitung and Candelon (2006) turned out to be 
more powerful when a sensible lag length selection is made.  
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5. Results 
The results were obtained using three different softwares. The statistical analysis was 
conducted using EViews 7, and the causality tests in the spectrum domain were performed in 
Gauss 10 and in R. 
In our statistical analysis the radiative forcing components are summed to form an 
aggregate time series for radiative forcing (Fig.8). Specifically, the aggregate radiative forcing 
includes the greenhouse gases (CO2, CH4, N2O, CFC11, and CFC12), the anthropogenic 
sulfur emissions and solar irradiance. The volcanic forcings will not be included. The 
statistical analysis will be performed with the aggregate radiative forcing time series and the 
global temperature time series and will test if a change in the aggregate radiative forcing will 
affect global temperature.   
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Fig.8. Aggregate radiative forcing (except volcanic forcing). 
Each time series is tested for the presence of a unit root against the alternative 
hypothesis that it is stationary or trend stationary with a break. To test the stationarity 
properties of the time series we estimate four unit root tests; (1) the Augmented Dickey and 
Fuller (1979) test (ADF), (2) the Generalized Least Squares ADF (GLS-ADF) test,(3) the 
Kwiatkowski, Phillips, Schmidt, and Shin (1992) stationarity test (KPSS) and (4) the Phillips-
Perron (1988). The tests are implemented both with and without a time trend and they are 
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applied to the levels of the time series, as well as to their first difference. The results are given 
below in the Table 1. 
 
Table 1. ADF , DF GLS, KPSS and Phillips-Perron test statistics 
Variables 
Levels First differences 
No trend Trend No trend Trend 
t-stat. (k) t-stat. (k) t-stat. (k) t-stat. (k) 
   Panel A- ADF unit root test 
TF 1.294 (11) -0.098 (11)  0.223 (10) -0.807 (10) 
Temp -0.292 (3) -5.754 (0)*** -11.524 (2)*** -11.586 (2)*** 
   Panel B- DF GLS unit root test 
TF 1.438 (11) -1.589 (11) -0.907 (10) -0.930 (10) 
Temp 0.426 (3) -5.521 (0)*** -0.586 (10) -10.574 (1)*** 
   Panel C- KPSS stationarity test 
TF 1.300 (9)*** 0.238 (9)*** 0.663 (4) *** 0.266 (0)*** 
Temp 1.300 (9)*** 0.218 (8)*** 0.124 (16) 0.059 (16) 
   Panel D- Phillips-Perron unit root test 
TF 3.119 (3) 1.209 (4) -6.753 (0)*** -7.328 (4)*** 
Temp -2.237 (4)** -5.894 (6)*** -24.897 (23)*** -26.592 (24)*** 
Notes: k represents the selected lag length (based on the Schwarz criterion with kmin=0 and kmax=13). *, ** 
and *** denote rejection of the null hypothesis at the 10%, 5%, and 1% significance level, respectively. 
The unit root tests indicated for the aggregate radiative forcing (TF) that is non-
stationary both in level and in the first difference, except from the Phillips-Perron test which 
resulted in stationarity of first order. Concerning the temperature (Temp) the tests indicated 
trend stationarity with order of integration I(0). However, from the above tests we did not 
obtain a clear picture of the order of our time series. If we observe the graphs of our time series 
in Figure5 and in Figure8, it is apparent that there is a structural break in both series. Hence, 
the approach of Zivot and Andrews unit root test was applied, in order to detect the date of 
the break. The results are given below in Table 2. 
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Table 2. Zivot-Andrews test statistics 
Variables 
Levels 
A B C 
t-stat. (k) [bp] t-stat. (k) [bp] t-stat. (k) [bp] 
TF -1.232 (4) [1978] -3.472 (4) [1974] -3.385 (4) [1968] 
Temp -3.543 (3) [1890] -3.607 (3) [1975] -3.760 (3) [1902] 
First differences 
  A B C 
dTF -8.853 (4) [1976]*** -8.695 (4) [1965]*** -9.041 (4) [1950]*** 
dTemp -8.421 (4) [1977]*** -8.239 (4) [1966]*** -8.566 (4) [1945]*** 
Notes: k represents the selected lag length (based on the Schwarz criterion with kmin=0 and kmax=4). *, ** and 
*** denote rejection of the null hypothesis at the 10%, 5%, and 1% significance level, respectively. bp denote 
the chosen break point.   
The Zivot and Andrews test statistic demonstrated that the time series are both of 
order of integration one with structural breaks. We will choose the model B because via the 
graphs we observe an intense change of the slope. For the aggregate radiative forcing (TF) the 
break point occurs in 1965 (or in the 105th observation). In addition, the break point for the 
temperature (Temp) occurs in 1966 (or the 106th observation). Thus, in order to remove the 
break point from our series I create two exogenous variables, which will contain the break in 
trend of each time series. Since our time series are I(1), I will test for cointegration. Hence, I 
run a VAR model with the time series on their level and with the two exogenous variables. In 
order to compute the optimal lag length we deployed the automated process of EViews and 
finally, we chose the Schwarz Information (SC) criterion. The chosen lag length is 2.  
Table 3. Cointegration test with two exogenous variables. 
Null Jtrace Jmax  
r=0 18.952**  18.542*** 
r=1 0.4098 0.4098 
Notes: **, *** denote rejection of the null hypothesis at the 0.05 and 0.001 significance levels, respectively, 
while r is the number of cointegrating vectors.  
According to Johansen’s cointegration test in Table 3 above, there is one cointegrating 
relation at the 5% level of significance, revealing the existence of a long-run equilibrium 
relationship. As long as, the time series are cointegrated I run the vector error correction 
model (VECM) to filter the series with a lag length diminished by one. Then, the acquired 
VECM-filtered residuals, which are exempted from any linear predictive power, are used to 
conduct the causality tests.  
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We begin causality testing by examining first the causality in the time domain and then 
we move to the frequency domain. We are interested on whether the total radiative forcing 
drives the global surface temperature to rise, and hence, we focus on testing for causality from 
total radiative forcing (TF) to global temperature (Temperature). In our analysis we deploy 
the Granger causality test and the Toda-Yamamoto causality test. Again the optimal lag 
length is according to the SC criterion 2 for the Standard Granger causality test, and it is 
augmented by one for the Toda-Yamamoto causality test. It becomes apparent from Table 4 
below, that there is no causality inference from any direction. However, it is well-known that 
Granger causal links are sensitive to the information set, let alone when dealing with a 
complex model as the climate system. Thus, we will extend this work using two nonlinear 
models, and particularly two causality tests in the frequency domain.  
Table 4. Causality Tests 
Causality direction 
  
  
Causality inference 
Probability (k) 
Panel A- Granger Causality Test 
TF→Temperature 0.7092 (2) ∉ 
Temperature→TF 0.8289 (2) ∉ 
Panel B- Toda Yamamoto Causality Test 
TF→Temperature 0.7248 (3) ∉ 
Temperature→TF 0.8992 (3) ∉ 
Notes: k represents the selected lag length (based on the Schwarz criterion with kmin=0 and kmax=8); the 
symbol ∉denotes no Granger causality.  
Initially, our time series are tested for causality (with and without conditioning on 
volcanic radiative forcing and on ENSO index) by implementing the Breitung and Candelon 
(2006) approach (or B&C). We will first examine the hypothesis whether the total radiative 
forcing causes temperature (TF→Temperature). For this frequency domain test the chosen 
lag length is very small, a fact that will not bring any significant results. This is why we chose a 
lag length of 4.  It becomes apparent from Figure 9 that the test is implemented in the spectral 
interval 0 to π (3.14). In more detail, the null hypothesis of no causality is rejected at the 0.05 
significance level for the interval (0, 0.293π].  Causality at low frequencies indicates that the 
variable TF is able to predict the variable of Temperature in the long-run. Using the formula 
of frequency, Τ⋅= πω 2 we can calculate the predictive power of our model. In more detail, 
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significance for frequencies less or equal to 0.293π (0, 0.92), corresponds to predictability for 
wave lengths of more than 6 years (due to annual data). This is reasonable as the effects of the 
emissions in the atmosphere act accumulatively in the rise of the temperature.     
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Fig.9. Total radiative forcing causes temperature (TF → Temperature). 
Note: The VAR lag-length used for the implementation of the frequency domain causality test is 4. 
In addition, in Figure 10 below, is depicted once again the hypothesis of whether total 
radiative forcing causes temperature (TF→Temperature), but this time we include the 
condition of the radiative forcing of volcanic eruption . The results remain almost the same, as 
the null hypothesis of no causality is again rejected at the 0.05 significance level and the 
causality interval grew slightly to (0, 0.348π], implying long-run causality. The predictive wave 
length for frequencies less or equal to 0.0348π (0, 1.09) is more than 5 years. Conditioning of 
volcanic radiative forcing diminished the predictive power, as the volcanic aerosols have a 
short-term impact on temperature of about 2 to 3 years. However, anomalies in the volcanic 
aerosols can induce many indirect effects in the circulation of the atmosphere, such as the 
gradient heating perturbation from equator to the north.  
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Fig.10. Total radiative forcing causes temperature (TF → Temperature). 
Note: The VAR lag-length used for the implementation of the frequency domain causality test is 4 for 
both cases (with and without volcanic radiative forcing and ENSO index conditioning).  
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Fig.11. Total radiative forcing causes temperature (TF → Temperature). 
Note: The VAR lag-length used for the implementation of the frequency domain causality test is 4 for 
both cases (with and without volcanic radiative forcing and ENSO index conditioning).  
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Furthermore, we included the conditioning of ENSO index which is illustrated in 
Figure 11, above. In that case the predictive power of our model is weakened as the line with 
ENSO index conditioning is slightly over the 5% significance level and the interval shortens to 
(0, 0.172π]. In that case, the predictive wave length for frequencies less or equal to 0.172π (0, 
0.54) is more than 11 years, due to the long-term effects that El Nino induces in the 
atmosphere. In Table 5 is presented a synopsis of the results from the frequency causality 
testing for some selected frequencies.   
Table 5. Summary of the spectrum causality testing for selected frequencies (B&C). 
Causality 
direction 
Selected spectrum values Causality 
inference 
Causality 
interval 0+ π/4 π/2 3π/4 π 
Panel A (without conditioning) 
Return series 
nTF→nTemp 7.953** 6.761** 3.222 1.476 3.460 ~∈  (0,0.293π] 
Panel B (volcanic conditioning) 
Return series 
nTF→nTemp 8.983** 8.021** 3.729 0.970 2.651 ~∈  (0,0.348π] 
Panel C (ENSO conditioning) 
Return series 
nTF→nTemp 6.272** 5.494 1.695 2.853 5.772 
~
∈  (0,0.172π] 
Notes: (a) the ** denotes statistical significance at the 0.05 significance level; (b) the arrow denotes the 
direction of causality; (c) the symbols ∈  , 
~
∈  and ∉stand for existence of causality over the entire frequency 
domain, the existence of causality over a segment in the frequency domain and no causality over the entire 
frequency domain, respectively; (d) the indicated causality intervals in the last column refer to a significant 
causality at the 0.05 significance level.   
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Lastly, we will examine the causal relationship between total radiative forcing and 
temperature by implementing the Lemmens et al. (2008) approach, the results of which are 
presented in Table 6 and the frequencies are illustrated in Figure 12. The results are in 
consistence with the previous findings, as they also present long-run causality running from 
the total radiative forcing to temperature. The predictive wave length for frequencies less or 
equal to 0.216π (0, 0.68) is more than 9 years. 
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Fig.12. Total radiative forcing causes temperature (TF → Temperature).
Notes: the dashed line represents the critical value at the 5% significance level, for the test for no Granger 
Causality. 
Table 6. Summary of the spectrum causality testing for selected frequencies (Lemmens et al.). 
Causality 
direction 
Selected spectrum values Causality 
inference 
Causality 
interval 0+ π/4 π/2 3π/4 π 
Panel A (without conditioning) 
Return series 
nTF→nTemp 0.457** 0.199 0.123 0.156 0.061 ~∈  (0,0.216π] 
Notes: (a) the dashed line represents the critical value at the 0.05 significance level; (b) the ** denotes statistical 
significance at the 0.05 significance level; (c) the arrow denotes the direction of causality; (d) the symbols ∈  , 
~
∈  and ∉stand for existence of causality over the entire frequency domain, the existence of causality over a 
segment in the frequency domain and no causality over the entire frequency domain, respectively; (e) the 
indicated causality intervals in the last column refer to a significant causality at the 0.05 significance level.   
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To sum up, the nature of the investigated causality between the total radiative forcing 
and the global surface temperature has the following characteristics: (a) there is a 
unidirectional causality that runs from the radiative forcing to temperature; and (b) the 
predictive power is long-term with a wave length ranging from 5 to 9 years depending on the 
conditioning components. 
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6. Policy needs 
Climate change policy has become a strategic priority for the European Union. 
The EU for several years now is pulling the strings towards the mitigation in the 
tackling climate change both internally and internationally, and played a 
significant part in the development of UN Framework Convention on Climate 
Change (UNFCCC) as well as, the Kyoto Protocol. The EU has committed to 
achieve some of the following targets: consuming more efficiently and less 
polluting energy, reducing emissions from transport with cleaner options,  
making companies more environmental conscious, ensuring environmental 
friendly land-use.   
6.1 The current EU climate policy 
In this section, we will present very briefly the current EU policy framework. 
The current EU policy framework, or the 2020 framework, is a set of binding 
legislation which is governed by three targets, the “20-20-20” targets. The 
objectives of these targets are related to: a 20% reduction in EU greenhouse gas 
emissions comparing to 1990 levels; a 20% raise in the energy consumption from 
renewable resources; and a 20% saving in energy consumption coming from 
primary sources. In addition to the previous, there are also specific targets for 
the transportation sector. Particularly, it is defined a 10% share for renewable 
energy for transportation, as well as, a 6% decarbonisation of transport fuels. An 
important aspect of the framework is that it recognizes the differences between 
the Member States in the energy mixes, the economic wealth and their capacity 
to act.      
6.2 The forthcoming EU climate policy 
In order to achieve a highly energy-efficient and low carbon economy, the EU 
has moved towards the 2030 framework and the Energy Roadmap 2050. The 
2030 framework will be based on the experience learnt from the 2020 
framework, and should consider the long-term prospect of the 2050 Roadmap. 
The 2030 framework which is currently under design should consider the 
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following issues concerning emissions: there should be made further investments 
towards the enhancement of energy efficiency, such us the increase of renewable 
energy shares and smarter energy infrastructures; given that the EU represents 
only the 11% of global greenhouse emissions, there is an imperative need to bind 
legally third countries towards the mitigation of climate change; finally, there is 
a crucial need for the participation of maritime and aviation in the reduction of 
greenhouse gases.       
Concerning the 2050 Roadmap, the EU has approved the target of reducing 
its greenhouse gas emissions by 80 to 95% compared to 1990 levels,  through 
domestic reductions alone. Furthermore, in the 2050 Roadmap several scenarios 
are presented regarding the 2030 targets.  In more detail,  the scenarios suggest 
that by 2030 EU emissions should be reduced by 30%, in order to achieve the 
international target of reducing global temperature by 2°C; in addition, for 
renewable energy it is suggested a share of about 30%; finally, it is expected a rise 
in energy prices which are mainly due to large investments in energy sector.   
6.3 Implications for policy 
We can conclude from the above that technology and policy tools do exist in 
order to address the climate change needs. However, the scientists who study 
climate change are certain that the warming of the planet is inevitable by at least 
1.8°C, over the 21s t century and that is due to the accumulation of past 
emissions of GHGs. Consequently, the time lags in the climate system are an 
important matter that may affect the effectiveness of the policies implemented. 
In more detail, as we mentioned earlier in the chapter of data analysis, 
there are several gases that are long-lived, which means that they will remain in 
the Earth’s atmosphere from decades to millennia. For instance, carbon dioxide 
emissions will continue to affect the climate even after hundreds of years. 
Thereby, the mitigation and the stabilization of GHGs concentrations require 
huge reductions in emissions as well as increase in the absorption means. 
However, even in the case of stabilization of GHGs the Earth’s climate would 
continue to change for many decades to centuries.  
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There are some interesting points that are made by climate experts and 
should be taken into account by the policy makers. First, as we have already 
mentioned, today’s greenhouse gases emissions will affect Earth’s climate for 
decades to hundreds of years. In addition, the reduction in the emissions of 
short-lived gases will generate quick effects on climate, while reducing the 
emissions of long-lived gases will have long-term effects on climate change. 
Although the benefits from the reductions in greenhouse gases may not be visible 
in the near future, the impact in the aggregated atmospheric lifetime of the gas 
will be huge. Moreover, the requirements in the emission reduction of any 
greenhouse gas would be greater, when the concentrations increase. Lastly, the 
more the Earth’s climate becomes warmer, the less efficient the natural removals 
will be (e.g. the uptake by the trees), and the harder the achievement towards a 
reduction target may be.   
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7. Conclusions 
There has been increasing concerns over the past years regarding the global warming trend. 
Despite the debates by climate scientists on the causes of climate change, a consensus has been 
gradually reached concerning the rise of the global surface temperature at an average of 0.6°C 
since the middle 1970s, a fact that is unprecedented in the most recent millennium of the 
Earth’s history.  Notwithstanding that the differences in the natural forcings (solar irradiance 
and volcanic eruption activity) between the present and the start of the industrial era are very 
small, the differences in the anthropogenic radiative forcing increase at a high rate.  
In this dissertation study was investigated the dynamic interrelationship between total 
radiative forcing and global surface temperature, using both linear and non-linear models, in 
order to prove the existence of the anthropogenic climate change. Specifically, it was 
performed a statistical analysis of the historical data of global surface temperature and of the 
aggregate radiative forcing that includes solar irradiance, greenhouse gases and anthropogenic 
sulfur emissions for the period 1856 to 2000. The findings from the linear or the time domain 
approach that was followed indicated that the time series have both a unit root with a 
structural break in the trend in the years of 1965 and 1966 for the total radiative forcing and 
the temperature, respectively. A logical explanation for this break is that around these years 
the concentrations of greenhouse gases grew at a very high rate. Since our time series are of 
order of integration I(1) we tested for cointegration between them. The Johansen’s 
cointegration test indicated a cointegrating vector between our time series, implying a 
statistically meaningful long-run relationship between radiative forcing and surface 
temperature, which also leads to the hypothesis that temperature do not contain any 
significant stochastic trends that are not also enclosed in the other variables of the model. In 
consequence to the previous findings, the VECM confirmed the existence of a long-run 
equilibrium between total radiative forcing and global temperature. However, the causality 
tests (Standard Granger causality test and Toda-Yamamoto causality test) implemented to the 
VECM-filtered residuals did not find any significant causal relationship between the time 
series.  
From the other hand, the results obtained from the non-linear or the frequency domain 
approach presented a long-run causality running from total radiative forcing to temperature. 
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That difference in the causality test results could be due to the fact that the simple linear 
techniques cannot capture and illustrate the complexity of the dynamics of the climate system. 
In more detail, all the tests indicated causality in the 5% significance level and in low 
frequencies. First, it was applied the Breitung and Candelon (2006) causality test without any 
conditioning. The outcome showed that total radiative forcing can influence temperature in 
the long run and has a predictive power of more than 6 years. In addition, it was performed 
the same test but this time with the conditioning of volcanic eruption radiative forcing. The 
results changed slightly, as the predictive power decreased to more than 5 years, revealing the 
nature of volcanic aerosols which have a short-term impact on temperature, although they 
may also have some long-term indirect effects. Furthermore, the B&C test was applied one 
final time with the condition of ENSO index. Although the significance of the test was 
weakened, the results once again depicted long-run causality with a wave length of more than 
11 years. This is a fact that can be attributed to many long-term indirect effects that ENSO 
has on the circulation of the atmosphere. Finally, the Lemmens et al. (2008) causality test was 
implemented. The results were again in consistence with the previous as they captured a long-
run causality running from the total radiative forcing to the temperature, with a wave length 
of more than 9 years, indicating that both anthropogenic and natural forcings act 
cumulatively on temperature over time.   
 Overall, the estimates presented in this dissertation proved a significant influence from 
aggregate radiative forcing to temperature. This implies that the increase in global surface 
temperature in the past 150 years can be attributed to changes in radiative forcing both of 
natural and of human activity. The results are consistent with the literature in the statistical 
analysis, as well as, with that of the climate models, which attribute partially climate change in 
human activity.  
The magnitude of the future climate change depends on factors concerning the growth 
rate of the concentrations of the greenhouse gases in the atmosphere, the level of 
correspondence of the atmosphere on these concentrations and the natural influences on 
climate. What governments and policy makers have to understand is that climate change is a 
classic risk management problem. It is critical to approach the risk as the product of possibility 
and consequence, to realize that the possibility of a climate impact depends on natural and 
human processes and to finally measure the consequence of the climate impact in terms of 
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either currency, or millions of population at risk, or species in danger and so on. In that 
process it is imperative that the policy makers take into account the accumulation of past 
climate impacts which have long-term effects, and may influence the effectiveness of the 
policies implemented.     
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