Abstract. We revisit Atiyah and Bott's study of Morse theory for the YangMills functional over a Riemann surface, and establish new formulas for the minimum codimension of a (non-semi-stable) stratum. These results yield the exact connectivity of the natural map
Introduction
Let M g be a Riemann surface of genus g > 0, and consider a vector bundle E over M . When E is trivial, the space A flat (E) of flat connections on E forms the minimum critical set for the Yang-Mills functional L : A(E) → R, where A(E) is the affine space of all connections, and for A ∈ A(E),
Here F (A) is the curvature form of A and the volume of M is normalized to 1. In their seminal paper on Yang-Mills theory [1] , Atiyah and Bott showed that by treating L as a gauge-equivariant Morse function, one can learn a great deal about the topology of the critical set A flat (E) and its stable manifold C ss (E), the space of semi-stable holomorphic structures on E. In particular, Atiyah and Bott provided a framework for computing the gauge-equivariant cohomology of these spaces. When E is non-trivial, the minimum critical set C min (E) of the Yang-Mills functional consists of central Yang-Mills connections and similar methods may be used to study the topology of this space. Again the space C ss (E) of semi-stable structures serves as the stable manifold of this critical set. This theory has been fleshed out and made rigorous by the work of Daskalopoulos [4] and Råde [12] (building upon Uhlenbeck's famous compactness theorem). In this paper, we prove (Theorem 4.9) that if E → M has rank n and Chern number k, then the connectivity of C min (E) is precisely 2 gcd(n, k) − 2 if the genus g of M is 1, and precisely 2 (min([k] n , [−k] n ) + (g − 1)(n − 1)) − 2 if g > 1 (here [r] n denotes the unique integer between 1 and n congruent to r modulo n). We provide a similarly explicit formula (Theorem 4.11) in the case of a non-orientable surface in low dimensions. In the orientable case, H * (BG(E); Z) and H * (BG 0 (E); Z) were computed in Atiyah-Bott [1, Section 2] . For non-orientable surfaces, rational cohomology may be computed similarly (see Ho-Liu [7, Section 2] ).
Atiyah and Bott's approach to calculating the gauge-equivariant cohomology of C min (E) may be seen as a close analogue of finite dimensional Morse theory. In the finite dimensional setting, one describes a manifold as a cell complex built inductively according to the critical-point structure of the Morse function in question. Each critical point corresponds to the addition of a new cell whose dimension equals the index of that critical point, i.e. the codimension of the stable manifold. In the infinite dimensional setting of Yang-Mills theory, one tries to mimic this picture by building up the space of connections one Yang-Mills stratum C µ at a time. At each stage, rather than attaching a finite dimensional cell, we add a new finite codimension submanifold. The effect in gauge-equivariant (co)homology can be analyzed by considering the long exact sequence associated to the pair (
One then hopes to establish a Thom isomorphism for the relative terms:
(C µm ; Z) .
Atiyah and Bott used this method to calculate the gauge-equivariant integral cohomology of the space of semi-stable holomorphic structures. However, this approach relies on several technical points: first, the strata must be locally closed submanifolds, of finite codimension in the space of all connections. This issue was resolved by Daskalopoulos [4] . Next, one must establish the necessary Thom isomorphisms. In Ramras [13] , it is shown that the strata C µ have gaugeinvariant tubular neighborhoods (neighborhoods equivariantly homeomorphic the orientable normal bundles ν(C µ )), and then the desired Thom isomorphisms follow by excising the complements of these tubular neighborhoods and applying the ordinary Thom isomorphism theorem (see Corollary 2.7). An alternate approach would be to use the fact that after modding out the (based, complex) gauge group, one obtains a smooth algebraic variety, and results of Shatz [15, Section 4] show that the bundles of type µ form a smooth subvariety. This algebraic approach involves various technicalities, which we will not attempt to resolve here. Our infinite dimensional approach also yields tubular neighborhoods (and Thom isomorphisms) in the setting of Ho and Liu's non-orientable Yang-Mills theory.
Orientability of the normal bundles is immediate over Riemann surfaces, because these are naturally complex vector bundles. Over a non-orientable surface, these are only real vector bundles, and before applying the (integral) Thom isomorphism theorem it is necessary to know that these bundles are orientable. A solution to this problem is given in Ho-Liu-Ramras [8] For the connectivity calculations in this paper, the mod-2 Thom isomorphism in non-equivariant cohomology, together with the universal coefficient theorem suffice. Hence these results do not depend on the existence of gauge-invariant tubular neighborhoods. There are still some subtleties regarding the construction of tubular neighborhoods for non-closed submanifolds, and we discuss these issues in Section 3.
This paper is organized as follows. In Section 2, we explain Atiyah and Bott's inductive method for calculating gauge-equivariant (co)homology using the YangMills stratification, and establish the necessary combinatorial properties of this stratification (filling in some gaps in the literature). In Section 3, we discuss tubular neighborhoods for locally closed submanifolds, and in Section 4 we combine these results with a combinatorial analysis of the Yang-Mills stratification to obtain the connectivity calculations described above.
A somewhat less detailed version of this paper (titled "On the Yang-Mills stratification for surfaces") will appear in the Proceedings of the AMS.
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The Harder-Narasimhan stratification
In this section we recall and analyze the Harder-Narasimhan stratification on the space of holomorphic structures on a smooth, complex vector bundle over a Riemann surface M = M g , as in [1, Section 7] (we suppress the genus g when possible). This stratification agrees with the Morse stratification for the Yang-Mills functional, in the sense that the Yang-Mills flow defines deformation retractions from each Harder-Narasimhan stratum to its subset of Yang-Mills critical points [4, 12] .
Let C(E) = C(n, k) denote the space of holomorphic structures on a rank n Hermitian bundle E with Chern number k. As shown in Atiyah-Bott [1, Sections 5, 7] , this is an affine space, isomorphic to the affine space A(E) of Hermitian connections on E. As such, we may equip this space with a Sobolev norm and complete it to a Hilbert space. Throughout this paper, C(n, k) will denote such a Hilbert space completion (we will not need to specify the Sobolev regularity). Recall that the unitary gauge group G(E) = G(n, k) of unitary automorphisms of E, and the larger complex gauge group G C (E) = G C (n, k) of all complex automorphisms of E, act on the space C(n, k). We will always implicitly consider the Hilbert Lie-group completions of these groups, as in [1, Section 14] .
To define the Harder-Narasimhan stratification of C(n, k), we must first recall the Harder-Narasimhan filtration on a holomorphic bundle. Given a holomorphic structure E on a bundle E → M of rank n and Chern number k, there is a unique filtration (the Harder-Narasimhan filtration)
of E by holomorphic subbundles with the property that each quotient
the type of E. Let C µ = C µ (n, k) ⊂ C(n, k) denote the subspace of all holomorphic structures complex gauge-equivalent to a smooth structure of type µ (by AtiyahBott [1, Section 14] , every orbit of the Hilbert Lie group G C (n, k) on the Hilbert space C(n, k) contains a unique isomorphism class of holomorphic structures). Note that the semi-stable stratum corresponds to µ = ((n, k)), and that since degrees add in exact sequences we have i k i = k. With this notation, we now have the following result from [1, Section 7] (see also [4, Theorem B] ).
Then the stratum C µ is a locally closed submanifold of C(n, k) with complex codimension given by
Following Atiyah and Bott, we proceed to describe C(n, k) as a colimit over unions of strata. This facilitates the inductive calculation of equivariant homology from [1] . The following definition will be useful. ((n 1 , k 1 ) , . . . , (n r , k r )) is admissible of total rank n and total degree k if n i > 0 for each i, n i = n, k i = k, and k1 n1 > · · · > kr nr . We denote the set of all admissible sequences of total rank n and total degree k by I(n, k). The set I(n, k) has a partial ordering defined as follows: given an admissible sequence µ = ((n 1 , k 1 ), . . . , (n r , k r )), letμ = (μ 1 ,μ 2 , . . . ,μ n ) where the first n 1 terms equal k 1 /n 1 , and next n 2 equal k 2 /n 2 and so on. Then we say λ µ if j iλ j j iμ j for i = 1, . . . , n.
Definition 2.2. A sequence
Following [1] , we introduce another way of thinking about the ordering on these strata (due to Shatz [15] ). Given an admissible sequence µ, we construct a convex path P (µ) in R 2 starting at (0, 0) and ending at (n, k) by connecting the points ( i j=1 n j , i j=1 k j ) with straight lines (i = 1, 2, · · · n). Convexity corresponds precisely to the condition that the slopes decrease, i.e. that
Now, for any λ, µ ∈ I(n, k), we have λ µ if and only if P (λ) lies above P (µ). Note that we may recover the sequence µ from P = P (µ) by reading off the coordinates of the points where P changes slope, and any convex path from (0, 0) to (n, k) which changes slope only at points with integer coordinates yields an admissible sequence.
Remark 2.3. When g = 0, Grothendieck's theorem states that every holomorphic bundle is a sum of line bundles. Hence in genus zero, the stratum corresponding to µ ∈ I(n, k) may empty. For this reason, we assume g > 0 throughout this paper (and in the non-orientable case we do not consider RP 2 ).
The necessary fact regarding the Harder-Narasimhan stratification is the following result, essentially due to Atiyah and Bott. Here we will fill in some details of the proof absent from their paper [1] , and which do not appear to have been clarified in the literature.
Proposition 2.4. The partial ordering on I(n, k) can be refined to a linear ordering µ 1 ≺ µ 2 ≺ · · · such that for any j,
Let E → M be a Hermitian bundle over a non-orientable surface, and let E → M denote the pullback of E to the orientable double cover of M . Connections on E pull back to connections on E, yielding an embedding i : A(E) ֒→ A( E), and following Ho and Liu [6] we define the Yang-Mills strata of A(E) to be the intersections of A(E) with the Harder-Narasimhan strata of A( E) ∼ = C( E). Now Proposition 2.4 implies:
Corollary 2.5. For any Hermitian bundle E on a non-orientable surface, the linear ordering ≺ on A( E) induces a linear ordering on the Yang-Mills strata of A(E) such that the union of any initial segment
Remark 2.6. Say Σ is a non-orientable surface with orientable double cover M g , and E → Σ is a Hermitian bundle. Then the intersections of the HarderNarasimhan strata for the pullback E → M g with the space of connections on E are sometimes empty. See [6, Section 7.1] for a precise determination of the nonempty strata.
The proof of Proposition 2.4 will require several lemmas, all implicit in [1] . First we note some simple but important corollaries. One would like to compute (co)homology inductively, by analyzing the spectral sequence (i.e. the collection of long exact sequences) associated to the filtration of C(n, k) by the strata. At each stage, one wants to analyze the relative term H * (C m , C m−1 ). The key result is the following Thom isomorphism.
Corollary 2.7. Let M g be a Riemann surface of genus g > 0, and let E be a complex vector bundle over M . Let C µ1 ≺ C µ2 ≺ · · · be a linear order on the Harder-Narasimhan strata of C(E) as in Proposition 2.4. Then there are Thom isomorphisms
and similarly for integral cohomology. Moreover, analogous isomorphisms hold for integral gauge-equivariant homology and cohomology. Here H * and H * are interpreted as zero when * is negative.
The same results hold in the space of connections on a complex bundle over any non-orientable surface Σ, so long as the genus g of the orientable double cover Σ is at least 2. With Z/2Z-coefficients, these results hold even when g = 1.
Proof. In the orientable case, this corollary is a simple consequence of the results proven in this paper. In Ramras [13] , we construct a G(E)-invariant tubular neighborhood ν m ⊂ C m of the not-necessarily-closed submanifold C µm . Excising the complement of ν m in C m and applying the Thom isomorphism theorem to the (complex, hence orientable) normal bundle of C µm gives the desired isomorphism in the non-equivariant case. In the equivariant case, one simply observes that for any G-equivariant complex vector bundle V → X, the homotopy orbit bundle V hG → X hG is still a complex vector bundle. Hence we may excise the complement of (ν m ) hG(E) in (C m ) hG(E) and apply the ordinary Thom isomorphism to the bundle
The same argument works in the non-orientable case, since it is proven in HoLiu-Ramras [8] that the normal bundles to the Yang-Mills strata (and the corresponding homotopy orbit bundles) are orientable (real) vector bundles, so long as g 2.
2
We now explain how to compute (gauge-equivariant) (co)homology of C(E) inductively via the linear ordering on the set of Harder-Narasimhan strata. For the cohomological case, we need a simple finiteness property of this stratification. As observed by Atiyah and Bott [1, p. 569], this lemma follows quickly from Theorem 2.1; for completeness we provide a proof.
Lemma 2.8 (Atiyah-Bott).
For any n, D ∈ N and any k ∈ Z, there are finitely many admissible sequences µ ∈ I(n, k) with c(µ) < D.
Proof. Let µ = ((n 1 , k 1 ), . . . , (n r , k r )) be an admissible sequence with c(µ) < D. Since n i = n, there are finitely many possibilities for the positive integers n i . By convexity, we have k 1 /n 1 > k/n, and hence k 1 > kn1 n . When k 0, this means that k 1 > k/n; when k < 0 it means that k 1 > k. We will check that if k 0, then k i > −D for each i > 1, and if k < 0, then k i > k − D for i > 1; since k i = k this means there are finitely many possibilities for the integers k i .
Since each term in the sum defining c(µ) is positive (Theorem 2.1) we know that k 1 n i − k i n 1 < D for each i, and rearranging gives
. We now use our bounds on k 1 . When k 0, we have
Corollary 2.9. For any Hermitian bundle E over a Riemann surface, there are isomorphisms
and
in gauge-equivariant integral (co)homology. (The corresponding statements for ordinary (co)homology with arbitrary coefficients also hold.) If E is a Hermitian bundle over a non-orientable surface Σ, then the same statements hold for the flitration of A(E) induced by the stratification in Corollary 2.5 (although for equivariant cohomology we must assume that the genus of the orientable double cover Σ is greater than 1).
Proof. The left-hand isomorphisms follow from contractibility of the affine space C(E) (or, in the non-orientable case, A(E)). Proposition 2.4 and Corollary 2.5 immediately yield the right-hand isomorphisms at the level of (equivariant) singular chains and cochains. The homological results follow from the fact that homology commutes with directed limits. In cohomology, Lemma 2.8 and Corollary 2.7 imply that for each p the inverse system {H p G(n,k) (C j (n, k); Z)} j is eventually constant, so lim 1 vanishes and the result follows from [10] . 2
The proof of Proposition 2.4 will require one further finiteness property of the partial ordering on I(n, k), also noted by Atiyah and Bott [1, p. 567].
Lemma 2.10 (Atiyah-Bott). If I ⊂ I(n, k) is a finite collection of admissible sequences, then there are finitely many minimal elements in the complement I c = I(n, k) − I.
Proof. We will phrase the argument in terms of convex paths. Let I be a finite collection of convex paths from (0, 0) to (n, k). If P is a minimal path in the complement of I, then every path beneath P lies in I, so either P is the minimum path, i.e. the line from (0, 0) to (n, k), or P is a minimal cover of a path Q ∈ I, meaning that Q < P and there is no path P ′ with Q < P ′ < P . So to prove the first statement of the lemma, it will suffice to show that each path Q has only finitely many minimal covers. In the course of proving this fact, we will also prove the second statement of the lemma.
Fix a sequence µ = ((n 1 , k 1 ), . . . , (n r , k r )) ∈ I(n, k) and let P = P (µ) be the associated path. Define s 1 (P ) = max{k 1 /n 1 , 0}; s r (P ) = min{k r /n r , 0}.
Consider another path Q = P (ν), where ν ∈ I(n, k) and ν = ((n, k)). Let h(Q) = (h 1 (Q), h 2 (Q)) denote the right endpoint of the rightmost line segment in Q with slope at least k n . We claim that if h 2 (Q) n(s 1 (P ) − s r (P )) + max{k, 0} + 1, and
Assuming (1), we now complete the proof. If Q is a minimal cover of P then either r > 2 and h 2 (Q) n(s 1 (P ) − s r (P )) + max{k, 0}, or r = 2 and P = Q ′ . In the former case, Q lies below the line of slope
n, this restricts Q to a finite region (depending only on P ). The latter conditions can hold for only finitely many paths Q, since if P = Q ′ then Q passes through (n, k 1 + 1). To prove (1), first note that Q ′ < ((0, 0), (h 1 (Q), h 2 (Q)), (n, k)) Q, so we need only check that P < Q ′ when r > 2. If not, then at some time x = x 0 the path P lies above the path Q ′ (since r > 2, P = Q ′ ). If x 0 h 1 (Q), then since Q ′ is just a straight line for x h 1 (Q), the initial slope of P must be more than the initial slope of Q ′ . Our assumption on h 2 (Q) now gives
Since s r (P ) 0, (2) yields s 1 (P ) > (n(s 1 (P ) − s r (P )) + max{k, 0} + 1) − 1 n n(s 1 (P ) − s r (P )) n = s 1 (P ) − s r (P ) s 1 (P ), a contradiction. Similarly, if x 0 > h 1 (Q) then the final slope of P is less than the final slope of Q ′ . Moreover, s 1 (P ) 0 and s r (P ) 0, so we have
a contradiciton as before. 2
We note that the proof of Lemma 2.10 also shows that for any µ ∈ I(n, k), all but finitely many λ ∈ I(n, k) satisfy λ µ. The final ingredient in the proof of Proposition 2.4 is the following result regarding the closures on the HarderNarasimhan strata.
Proposition 2.11. Let S ⊂ I(n, k) be a collection of admissible sequences that is upwardly closed, in the sense that if µ > µ ′ and µ ′ ∈ S, then µ ∈ S as well. Then the set µ∈S C µ is closed. 
where C µ denotes the closure of this stratum (this result originated in the algebrogeometric work of Shatz [15] ). To prove the stronger statement in Proposition 2.11, we will apply another result of Atiyah and Bott [1, Section 8].
Proposition 2.12 (Atiyah-Bott). Consider an admissible sequence µ = ((n 1 , k 1 ), . . . , (n r , k r )) ∈ I(n, k).
Then for any A ∈ C µ , we have
where L denotes the Yang-Mills functional and the infimum is taken over the complex gauge group.
Proof of Proposition 2.11. By (3), we have µ∈S C µ = µ∈S C µ . Since the union of a locally finite collection of closed sets is closed, it will suffice to show that the closures of the strata C µ form a locally finite cover of C(n, k). We will check that for each N ∈ Z, only finitely many closures C µ contain elements A with L(A) < N . For any M ∈ R there are finitely many µ ∈ I(n, k) with l(µ) M , because l(µ) M implies that the path P (µ) lies entirely under the line y = √ M x. It now suffices to check that if L(A) < N for some A ∈ C µ , then l(µ) < N . By continuity of L, there exists A ′ ∈ C µ with L(A ′ ) < N , and Proposition 2.12 implies that l(µ) L(A ′ ). Proof of Proposition 2.4. We construct a linear ordering ≺ on I(n, k) by setting T 0 = {((n, k))}, and inductively defining
where we choose any linear ordering ≺ on T l which extends the existing ordering ≺ on T l−1 and satisfies µ ≺ η if µ ∈ T l−1 and η ∈ T l \ T l−1 . The set T = l T l is linearly ordered by ≺, and if µ η then µ ≺ η.
We must check that T = I(n, k). If I(n, k)\ T is non-empty, then we may choose a -minimal element µ from this poset. There are finitely many η with η < µ, so we may choose a -maximal element η 0 from the finite set T µ = T ∩ {η|η < µ} (note that T µ necessarily contains the minimum sequence ((n, k)), so T µ = ∅). Then η 0 ∈ T N for some N . If µ were a minimal cover of η 0 in the poset (I(n, k), ), then by definition we would have µ ∈ T N +1 , a contradiction. So we may choose a minimal cover η 1 of η 0 with η 0 < η 1 < µ. Then η 1 ∈ T N +1 , so η 1 ∈ T µ , contradicting maximality of η 0 . Hence I(n, k) \ T must be empty. 
Tubular Neighborhoods
In the next section, we will need to apply the Thom isomorphism theorem to calculate H * (C i , C i−1 ; Z/2Z). This depends on the existence of tubular neighborhoods for the Yang-Mills strata C µi inside the open sets C i = j i=1 C µi . Although the construction is by now more or less standard, some subtleties arise due to the fact that the sets C µi are not closed. Hence we outline the argument. Our basic reference for Banach manifolds is Lang [9] . 
and similarly in the case of a non-orientable surface.
Proof. In the orientable case, A(E) is an (affine) Banach manifold, as are the open subsets C i . Daskalopoulos [4] showed that C µi is a locally closed submanifold of finite codimension, so by Lemma 3.1, C µi has a tubular neighborhood τ i in C i . When Σ is a non-orientable surface, pulling back to the orientable double cover Σ yields an embedding A(E) ֒→ A( E). The image is the fixed point set of an involution τ induced by the deck transformation on Σ (see Ho-Liu [6] ). Morse strata in A( E) are intersections of Morse strata in A k−1 ( E) with A(E), hence are locally closed submanifolds of finite codimension, and we apply Lemma 3.1 to obtain a tubular neighborhood τ i . The isomorphisms (4) come from excising the complement of τ i in C i and applying the Thom Isomorphism Theorem to the bundle τ i → C µi . 2
Connectivity of the space of central Yang-Mills connections
Recall that on a bundle E over a Riemann surface M g , the central Yang-Mills connections form the minimum critical set C min (E) of the Yang-Mills functional L : A(E) → R. The stable manifold of this critical set is the set C ss (E) of semistable holomorphic structures on E, which we refer to as the central stratum, and the Yang-Mills flow provides a deformation retraction C ss (E) ≃ C min (E).
Using the existence of tubular neighborhoods for Yang-Mills strata, we give a precise formula (Theorem 4.9) for the connectivity of the spaces C ss (E) ≃ C min (E), depending only on the genus of M and the rank and Chern number of E. In most cases, we obtain a similar result (Theorem 4.11) for the space A flat (E) of flat connections on a bundle E over non-orientable surfaces Σ. In this case, the connectivity depends only on the genus g of the orientable double cover Σ and the rank of E. Upon considering the homotopy orbits of these spaces under the actions of the gauge groups, these results lead to precise formulas for the connectivities of the natural maps from these homotopy orbit spaces to the classifying spaces of the gauge groups (Corollary 4.2).
The starting point for these calculations is a homological argument, which reduces the problem to a combinatorial question about the codimensions of the YangMills strata. It is worth noting that the partial ordering on our strata does not respect codimensions (see Example 4.10); this complicates the argument somewhat. Similarly, let Σ be a non-orientable surface and let E be a complex bundle over Σ. Let d = d(E) denote the minimum positive codimension of a stratum in the space of connections A(E). If A(E) contains no strata of codimension d + 1, then
Proof. The proofs in the orientable and non-orientable case are essentially identical, so we work in the orientable case (the extra hypothesis in the non-orientable case is automatically satisfied in the orientable case because there the codimensions are always even).
We begin by recalling that by the work of Daskalopoulos [4] and Råde [12] , the Yang-Mills flow provides a deformation retraction from the space C ss (E) of semi-stable holomorphic structures on E to its critical set N ss (E), and hence we may work with C ss (E). Using transversality arguments, it was shown in [14, Section 4 ] that π i C ss (E) = 0 for i d − 2 (that argument was stated only for the case k = 0, but works without change in the general case). We must show that π d−1 C ss (E) is non-zero. Since C ss (E) is (at least) (d − 2)-connected, it suffices, by the Hurewicz Theorem, to prove that H d−1 (C ss (E); Z) = 0. In fact, we claim that it is enough to show that H d−1 (C ss (E); Z/2Z) = 0. The Hurewicz Theorem implies that H i (C ss (E); Z) = 0 for i < d − 1, and hence Tor(H d−2 (C ss (E); Z), Z/2Z) = 0. By the Universal Coefficient Theorem, we now have
is non-zero, we must have H d−1 (C ss (E); Z) = 0 as well. From now on, all homology groups will be taken with Z/2Z-coefficients, and we will drop the coefficient group from our notation.
1
Let ≺ denote the linear ordering on the set of Yang-Mills strata guaranteed by Proposition 2.4; we will denote the strata by C ss = C µ0 ≺ C µ1 ≺ · · · . Let C µm be the first stratum with codimension d. As before, we use the notation
By construction, codim(C µj ) > d and hence these relative terms are zero in dimensions d − 1 and d. Thus the long exact sequences of the pairs (C j , C j−1 ) provide isomorphisms
It will now suffice to show that H d−1 (C m−1 ) = 0. We will argue by contradiction. Note that by Lemma 2.8, there are finitely many strata of codimension d, say 1 Our reason for working mod 2 is that in the non-orientable case, the normal bundles to the Yang-Mills strata are real vector bundles. In genus at least 2, these bundles are in fact orientable by Ho-Liu-Ramras [8] , but in genus 1 this is not known.
C µm 0 , . . . , C µm l (with m = m 0 ), and all other strata have codimension at least d + 2.
Now assume H d−1 (C m−1 ) = 0. We will prove that H d−1 (C mi−1 ) = 0 for i = 0, 1, . . . l. The proof is by induction on i; the base case is our initial assumption. Now, assuming H d−1 (C mi−1 ) = 0, consider the long exact sequence in homology for the pair (C mi , C mi−1 ). This sequence has the form
and by Proposition 3.3 the last term is zero. Hence the middle term is zero as well. Now, since the strata between C µm i and C µm i+1 all have codimension greater than d, applying Proposition 3.3 again gives isomorphisms
completing the induction. So we conclude that
The long-exact sequence for the pair C m l −1 ⊂ C m l has the form
Since C µm l has codimension d, Proposition 3.3 implies that the relative term is non-zero. Hence the left-hand term H d (C m l ) must be non-zero as well. But all the remaining strata have codimension at least d + 2, meaning that Proposition 3.3 and Corollary 2.9 give isomorphisms
(Note that here we are only using Corollary 2.9 with Z/2Z-coefficients, in which case the result follows immediately from Proposition 2.4.) Since C(E) is contractible, this is a contradiction and the proof is complete. 2
The additional hypothesis in the non-orientable case is satisfied in almost all cases, as we will see. Before beginning the computation of d(E), we note an immediate corollary. Recall that a map X → Y is n-connected if it induces an isomorphism on π k for k n and a surjection on π n+1 . For a rank n bundle E over a surface M , the spaces Map E (M, BU (n)) (the space of classifying maps for E) and Map E * (M, BU (n)) (the subspace of based maps) are models for BG(E) and BG 0 (E) respectively [1, Section 2]. Hence we obtain fibration sequences
, and since the quotient map C min (E) → C min (E)/G 0 (E) is a principal bundle [11] , we have weak equivalences
When C min (E) consists of flat connections, the quotient C min (E)/G 0 (E) is simply the representation space Hom(π 1 M, U (n)). (For details on these issues, we refer the reader to [14, Sections 3 and 5] .
By examining the long exact sequences of these fibrations, one sees that since π d−1 C min (E) = 0, the maps q and q 0 cannot induce isomorphisms on π d−1 and surjections on π d (although it is unclear which of these fails). Thus we have: Corollary 4.2. For any complex vector bundle E over a surface M , the maps
is the connectivity of C min (E) and is computed (in nearly all cases) in Theorems 4.9 and 4.11.
In the orientable case, the integral (co)homology of BG(E) and BG 0 (E) were computed by Atiyah and Bott and found to be torsion-free [1, Section 2]. For non-orientable surfaces, the rational (co)homology may be computed by the same method. Hence Corollary 4.2 yields computations of the equivariant (co)homology groups H * G(E) (C min (E)) and
We now turn to the question of computing the minimum codimension of a noncentral stratum. The case of a trivial bundle was addressed in Ramras [14, Lemma 4.5] . To handle non-trivial bundles, we will need some definitions and lemmas regarding the codimension of the Harder-Narasimhan strata. This approach will provide an alternate proof in the case k = 0. , k 1 ) , . . . , (n r , k r )) ∈ I(n, k) be an admissible sequence. We define
Note that the complex codimension of the corresponding Harder-Narasimhan stratum is given by c(µ) = c 1 (µ) + c 2 (µ).
We need some lemmas. The first follows immediately from the definitions.
Lemma 4.4. For any n ∈ N, k ∈ Z, and µ = ((n 1 , k 1 ) , . . . , (n r , k r )) ∈ I(n, k) with r > 2, we have
In particular, any admissible sequence minimizing the function c must be of length 2.
For a ∈ R, we let ⌈a⌉ will denote the smallest integer strictly greater than a (so for a ∈ Z, we set ⌈a⌉ = a + 1). This convention will simplify our notation.
Definition 4.5. For any n ∈ N, k ∈ Z, and m = 1, . . . , n − 1, let
We define I ′ (n, k) = {µ m : 0 < m < n} ⊂ I(n, k).
(The line from (0, 0) to (n, k) passes through (m, km n ), so µ m is admissible.) Lemma 4.6. For any n ∈ N, k ∈ Z, and any admissible sequence µ = ((m, l), (n − m, k − l)) ∈ I(n, k) of length two, we have c(µ) c(µ m ), with equality holding only when µ = µ m .
Hence if µ ∈ I(n, k) minimizes the function c, then µ ∈ I ′ (n, k).
We now consider what values the function c 1 may take on the set I ′ (n, k).
Definition 4.7. Given an integer r and a natural number n, we let [r] n denote the unique integer between 1 and n satisfying r ≡ [r] n (mod n).
Lemma 4.8. For any n ∈ N and k ∈ Z, we have c 1 (µ m ) = [km] n , and
(unless gcd(n, k) = 1, in which case n is not included in this set).
Proof. Let ⌈ Now, for any sequence µ m ∈ I ′ (n, k), we have
as desired. Now, consider the set {1, . . . , n} as a cyclic group under addition modulo n. Then c 1 (
is the subgroup of {1, . . . , n} generated by [−k] n . But gcd(n, k) is the minimal element of this subgroup, so the lemma follows. 2
We can now determine the exact connectivity of the space of central Yang-Mills connections on any bundle E over a Riemann surface. Recall that by Proposition 4.1, it suffices to calculate the minimum codimension of a non-central HarderNarasimhan stratum in the space C(E).
Theorem 4.9. If E is a complex vector bundle over a Riemann surface M g (g > 0), then the connectivity of the space C min (E) of central Yang-Mills connections is given by
Proof. We know (Lemma 4.6) that c is minimized by c(µ m ) for some integer m between 1 and n − 1. For g = 1, the function c 2 vanishes, so the result follows from Lemma 4.8. For g > 1, we begin by noting that
Assuming n 6, we will show that if m n/2 then c(µ m ) c(µ 1 ), and if m n/2 then c(µ m ) c(µ n−1 ). This will suffice to prove the theorem for n 6, since c(µ 1 ) = [−k] n + (g − 1)(n − 1) and c(µ n−1 ) = [k] n + (g − 1)(n − 1). The cases n < 6 can be checked by hand.
We first consider the case 2 m n/2; we may assume n > 2. The function f n (m) = mn−m 2 −n+1 has derivative (f n ) ′ (m) = n−2m 0 (since m n/2) and hence this function is minimized at m = 2, where we have f n (2) = 2n − 4 − n + 1 = n − 3 0. So mn − m 2 − n + 1 is always positive, and hence
Equations (5) and (6) imply that
For later reference, we work with a generic integer r in place of −k. Note that if l m n < [r] n l+1 m n (l = 0, 1, . . . , m − 1), then 0 < m[r] n − ln n, so we have (8) [mr] n = m[r] n − ln.
Furthermore, since l m − 1 and m n/2, (8) implies
Combining (9) and (7) yields
since n 6. Note that h n (2) = −1, so a different estimate is needed when m = 2.
When m = 2, we have
Combining (7) and (11) yields (for n 6)
Thus we have shown that c(µ m ) c(µ 1 ) for 2 m n/2. The proof that c(µ n−m ) c(µ n−1 ) for 2 m n/2 is symmetrical: as before we have
The argument now proceeds identically. 2
When k = 0, [0] n = n and hence the formula given here recovers that found in [14, Lemma 4.5]. We also note that when g = 1 and k = 0, this result shows that the connectivity of the space of central Yang-Mills connections does not tend to infinity with n. The following example shows that the strata of minimal codimension are not, in general, minimal covers of the central stratum.
Example 4.10. When n = 6, k = 2, and g > 1, Theorem 4.9 shows that the stratum µ 1 = ((1, 1), (5, 1) ) has minimum (complex) codimension, given in this case by 4 + 5(g − 1). However, this stratum lies above the stratum ((2, 1), (4, 1) ), which has complex codimension 2 + 8(g − 1).
Since the critical values of the Yang-Mills functional are given by Proposition 2.12 (see Remark 2.13), one can show by a combinatorial argument that these critical values respect the partial ordering on the strata (and of course one may check this directly in Example 4.10). Hence the Yang-Mills functional is not selfindexing, even after scaling.
We now turn to the case of a complex vector bundle E over a non-orientable surface Σ. Here the minimum critical set of the Yang-Mills functional is the space A flat (E) of flat connections. A combinatorial argument (simpler than the previous one) allows us to calculate the connectivity of A flat (E) in most cases.
Theorem 4.11. Let E be a complex bundle of rank n > 1 over a non-orientable surface Σ, and let g denote the genus of the orientable double cover Σ. If g 2 and n 9, then the space A flat (E) of flat connections on E is precisely (2n g − 3 g − 1)-connected.
Proof. We will show that the minimum (positive) codimension of a Yang-Mills stratum in the space A(E) of connections on E is precisely two more than the stated connectivity. Moreover, we will show that any other positive-codimension stratum has codimension at least two more than the minimum; the result then follows from Proposition 4.1. We will point out the differences in genus 1.
To begin, recall from Ho and Liu [6] or Ho-Liu-Ramras [8] that A(E) embeds as the set of fixed points of an involution on A( E), and each Yang-Mills stratum in A(E) is the collection of fixed points lying inside some given Yang-Mills stratum of A( E). In fact, any stratum in A( E) containing fixed points corresponds to an admissible sequence of the form (12) µ = ((n 1 , k 1 ), . . . , (n r , k r ), (n 0 , 0), (n r , −k r ), . . . , (n 1 , −k 1 )),
where n i = n and the bundle E is necessarily trivial (although not all such strata contain fixed points [6, Section 7.1]). We will call such sequences symmetric. The set of fixed points lying inside a symmetric stratum, if non-empty, has real codimension c(µ) inside A(E), where c(µ) is the complex codimension of the stratum A µ inside A( E) and is given by the formula in Definition 4.3. In analogy with Lemma 4.4, one sees that with µ as in (12), c(µ) c n i , k i , (n 0 , 0),
when r > 1, and hence any symmetric stratum minimizing c must be of the form µ = ((n 1 , k 1 ), (n 0 , 0), (n 1 , −k 1 )).
Next, it is again elementary to check that c((n 1 , k 1 ), (n 0 , 0), (n 1 , −k 1 )) c((n 1 , 1), (n 0 , 0), (n 1 , −1)) + 2 for k 1 > 1, so the minimum codimension can only be achieved by the strata µ i = ((i, 1), (n 0 , 0), (i, −1)), i = 1, . . . , ⌊n/2⌋ (here ⌊n/2⌋ = n/2 if n is even and ⌊n/2⌋ = (n − 1)/2 if n is odd). Now c(i) := c(µ i ) = 2n − 2i + (2ni − 3i 2 )( g − 1) is quadratic in i with a maximum at n−1/( g−1) 3
, and it is elementary to check that for g > 1, c(2) c(1) + 2 for n 9 and c(⌊n/2⌋) c(n/2) c(1) + 2 for n 12.
Hence when g > 1 and n 12, the c(i) is minimized when i = 1 (and c(1) = 2n g − 3 g + 1). The stratum µ 1 = ((1, 1), (n − 1, 1), (1, −1) is in fact non-empty because the degree zero factor has dimension n − 1 > 0 [6, Section 7.1]. Hence c(1) gives the minimum minimum positive codimension of a non-empty stratum. The cases g > 1, 9 n 11 can be checked by hand.
Our reduction to the strata µ i did not require n 9, so the remaining cases may be computed by hand. In most cases, one still obtains the connectivity of A flat (E) precisely. But when n = 5 and g = 2 or 4, there is a (non-empty) stratum of codimension one more than the minimum, so Proposition 4.1 does not apply.
The case g = 1, where Σ = K is the Klein bottle, is slightly different. When n is even, strata of the form ((n/2, k), (n/2, −k)) in A(E) may be empty: each such stratum for the trivial bundle on the double cover S 1 × S 1 contains connections from either E + or E − , but not both. When 2(n/2) + k + 2 = n + k + 2 is even, this stratum contains connections from E + , and when n + k + 2 is odd, it contains connections from E − [6, Proposition 7.1]. The reductions in the proof of Theorem 4.11 show that for odd n, the minimum codimension of a non-empty stratum is n + 1 and the connectivity of A flat (E) is precisely n − 1. If n is even and E = E − is the non-trivial bundle, one finds that the stratum ((n/2, 1), (n/2, −1)) is non-empty and again gives the minimum codimension, namely n. So A flat (E − ) is precisely (n − 2)-connected. Finally, if E + = K × C n , then these reductions show that any non-empty stratum has codimension at least two more than either ((n/2, 2), (n/2, −2)) or µ n/2−1 = ((n/2 − 1, 1), (2, 0), (n/2−1, −1)), both of which are non-empty. The minimum codimension of a non-empty stratum is thus c(n/2 − 1) = n + 2, and A flat (E + ) is precisely nconnected.
