We propose a novel non-invasive brain tumor type classification using Multi-fractal Detrended Fluctuation Analysis (MFDFA) [1] in structural magnetic resonance (MR) images. This preliminary work investigates the efficacy of the MFDFA features along with our novel texture feature known as multifractional Brownian motion (mBm) [2] in classifying (grading) brain tumors as High Grade (HG) and Low Grade (LG). Based on prior performance, Random Forest (RF) [3] is employed for tumor grading using two different datasets such as BRATS-2013 [4] and BRATS-2014 [5]. Quantitative scores such as precision, recall, accuracy are obtained using the confusion matrix. On an average 90% precision and 85% recall from the inter-dataset cross-validation confirm the efficacy of the proposed method.
Introduction
Grading tumor is important clinical decision regarding dose determination, medication or even surgery. Usually the grading is an invasive process that relies almost entirely on visual assessment of the tumor specimen under a microscope. However, the usual tumor grading procedure raises the concern of subjectivity and inter-observer variability; and clearly demands an efficient non-invasive method. In literature several non-invasive computer aided techniques are proposed. Among the recent works, Weber et al. [6] capture the inherent heterogeneity properties of brain neoplasms from spectroscopy and perfusion MR images. In [7] , Wang et al. classify malignant and benign brain neoplasm using the spectroscopy and conventional MR images. Zacharaki et al. [8] extract shape and Gabor-like texton [9] features from perfusion and conventional MRIs for tumor grading. However, none of the above methods employ only structural MRI that is the most routinely available imaging modalities. Devising a texture based non-invasive structural MRI method for tumor grading is useful.
In this work, we use MFDFA [1] and mBm [2] features that capture the multi-resolution texture patterns of tumors from the commonly available structural MRIs. Methods proposed in Gu et al. [1] and Kantelhardt et al. [10] show the effectiveness of MFDFA in classifying breast tumor in mammogram images. In our previous work [11] , we have shown preliminary results that MFDFA in structural MRI can be useful for tumor grading for the first time in literature. In this work, we use two different types of features; MFDFA and mBm from two different structural MRI modalities such as T1, and T1c. Experimental results shows that further improved results can be obtained with the proposed method.
Method
The overall flow diagram of the proposed method is shown in Figure 1 Brief descriptions for each steps in the above flow diagram is given below.
Input image
A single 2D slice image per modality (T1 and T1c) is selected manually, which shows the maximum size of the tumor regions. We observed that T1 and T1c modality contain the most discriminating information than the other modalities.
ROI extraction
Using the ground truth or an efficient segmentation method, only the tumor region is obtained and cropped. In general an effective tumor segmentation technique such as [2] [12] would extract the tumor segments. This cropped image is defined as ROI which goes under the next steps.
Feature extraction and Fusion
From the ROI image, five different features of two different types of features such as MFDFA and mBm are extracted. After extraction, features are fused such that the feature matrix contains all the corresponding feature values. Derivation of the texture feature from the mBm process can be found in [2] . The extraction of four useful features from MFDFA is given below.
Extracting features from MFDFA
The multi-fractal analysis obtains the self-similar features in an object at multiple resolution labels. The process of defining and measuring multifractal properties is only partially established and continues as an active research area. The MFDFA method measures the fluctuation of a signal and estimates the Hurst index at different resolution labels. The steps that are followed to extract the features can also be found in the preliminary work [11] . Here is a brief description of MFDFA; 
III.
The q th order fluctuation of each sub-image is given by Equation (2) is determined for values of = (−6, −4, −2,2,4,6). The sum of all fluctuations is averaged over total number of subimages. Equation (3) is used for q =0 [1] .
where, is the total number of sub-images.
IV.
The Hurst index   q h is found from the slope of the log-log plot of F q ( s ) versus ' s ' from (4) and the dependence of τ( q ) on the scaling exponents q and   q h in (5) is the necessary condition for multi-fractal images.
where, = 2, is the Euclidean dimension of 2D image.
V. The Hölder exponent = '( ) [1] is used to find the singularity spectrum [10] , f(α) in (6) is defined as the Hölder function.
From the above MFDF analysis, four useful features are extracted and shown in Figure-2 .
Classification
Since our dataset is highly unbalanced, we use Random Forest (RF) for classification. RF has methods to minimize the overall error rate due to the imbalance in class population by manipulating input parameter, class weight. Two other important parameters are, Ntree and mtry. We gradually increase Ntree and mtry each at a time and observed the overall classification performance. After extensive investigation we set Ntree =10 and mtry=3 for this work.
Evaluation
This works involves binary tumor grading such as HG and LG and hence ROC analysis for classifier performance may not be representative. . Therefore different quantitative scores for example true positive rate, true negative rate, precision, F-measure and accuracy are evaluated using the confusion matrix.
Results and Discussion:
In order to show the effectiveness of the proposed method, we perform inter-dataset cross-validation. Table 1 shows the confusion matrices obtained by classifiers trained with one dataset while testing on the other. Summary of the quantitative scores are shown in Table 2 .
Actual Grade Predicted Grade
Positive ( Results in Table 1 and Table 2 show, using the texture features (MFDFA and mBm) on an average around 85% true positive rate and 90% precision are obtained. However, note that the classifier performance is limited by the imbalance and imaging artifacts in the MRI as shown in Figure 3 of the dataset.
Conclusion and Future Works
This work presents a novel brain tumor grading scheme using only the structural MR images. Effective features are derived from MFDFA and combined with texture feature to capture the multi-resolution texture characteristics of brain tumors. Experimental results obtained of 221 patients from two different datasets show the promise of the proposed scheme. In this preliminary work, we manually picked a single slice that shows the maximum size and visibility of the tumor. In future we plan to extend this work from 2D slice to 3D tumor volume that may show better performance. We also plan to incorporate features from other modalities as well as other types of features such as ratio of tumor to non-tumor, ratio of tumor core to edema volume, tumor shape [8] to develop a robust grading scheme and validate our methods on large scale data. 
