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Abstrat
The question of reurrene and transiene of branhing Markov hains is more
subtle than for ordinary Markov hains; they an be lassied in transiene, weak
reurrene, and strong reurrene. We review riteria for transiene and weak re-
urrene and give several new onditions for weak reurrene and strong reurrene.
These onditions make a unied treatment of known and new examples possible and
provide enough information to distinguish between weak and strong reurrene. This
represents a step towards a general lassiation of branhing Markov hains. In par-
tiular, we show that in homogeneous ases weak reurrene and strong reurrene
oinide. Furthermore, we disuss the generalization of positive and null reurrene
to branhing Markov hains and show that branhing random walks on Z are either
transient or positive reurrent.
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1 Introdution
A branhing Markov hain (BMC) (X,P, µ) is a system of partiles in disrete time on
a disrete state spae X. The proess starts with one partile in some starting position
x ∈ X. At eah time partiles split up in ospring partiles independently aording to
some probability distributions (µ(x))x∈X . The new partiles then move independently
aording to some irreduible Markov hain (X,P ) with transition probabilities P.
Proesses of this type are studied in various artiles with dierent notations and
variations of the model.
Ordinary Markov hains are either transient or reurrent, i.e., the starting position
is either visited a nite or an innite number of times. This 0 − 1-law does not hold
for branhing Markov hains in general, ompare with [2℄, [10℄, and [20℄. Let α(x) be
the probability that starting the BMC in x the state x is visited an innite number of
times by some partiles. We an lassify the BMC in transient (α(x) = 0 for all x),
weakly reurrent (0 < α(x) < 1 for all x), and strongly reurrent (α(x) = 1 for all x).
In ases where we do not want to distinguish between weak and strong reurrene we
just say that the proess is reurrent. Eets of this type our also in a varied model
of BMC in whih the branhing is governed by a xed tree, ompare with [2℄ for more
details on Markov hains indexed by trees.
Let m(x) be the mean of the ospring distribution µ(x). If m(x) = m for all x
there is a nie and general riterion for transiene and reurrene: the BMC (X,P, µ)
is transient if and only if m ≤ 1/ρ(P ), where ρ(P ) is the spetral radius of the
underlying Markov hain (X,P ). Observe that the type of the proess depends only
on two harateristis, m and ρ(P ), of the proess. We give several desription of
the spetral radius ρ(P ). These desription are useful to give several dierent proofs
for the above riterion and oer various possibilities to deide whether a proess is
transient or reurrent.
Another purpose of this paper is to review and to ontinue the work of [2℄, [8℄, [10℄,
[12℄, [16℄, [17℄, [18℄, [21℄, [20℄, [23℄, [25℄, [26℄, and [28℄. We present a unifying desription
and give new onditions for weak and strong reurrene. Our results suggest that the
type of the proess only depends on the mean number of ospring and some variation
of the spetral radius of the underlying Markov hain, too.
A useful observation onerning the dierent types is that transiene / reurrene
is sensitive to loal hanges of the underlying proess but riteria for strong reurrene
have to ontain global information of the proess. This fat is exploited by the idea
of seeds, nite regions of the proess that may produe an innite number of partiles
independently of the rest of the proess. Eventually, innitely many partiles leave this
nite regions and return to the starting position. Hene, the BMC is reurrent. While
the existene of one suh seed already implies reurrene, we need suiently many
good seeds to guarantee strong reurrene, ompare with Setion 3. In homogeneous
ases, where loal properties beome global, reurrene and strong reurrene oinide,
ompare with Subsetion 3.2.
In Setion 2 we reall some fats about Markov hains, Green funtions, and the
orresponding spetral radius that are ruial for our further development. In par-
tiular, we give several desription of the spetral radius of a Markov hain, e.g. in
terms of power series, superharmoni funtions, Perron-Frobenius eigenvalues, and
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rate funtion of large deviations. In Subsetion 2.2 we dene the model of BMC for-
mally, reall the lassiation results for transiene and reurrene of [10℄ and [20℄,
and give onrete examples in Subsetion 2.3.
In Setion 3 we rst give general onditions for strong reurrene, see Subsetion
3.1, and show that in homogeneous ases reurrene and strong reurrene oinide,
see Subsetion 3.2 where we prove known (Theorems 3.7 and 3.9) and new results
(Theorems 3.8 and 3.11 as well as Subsetion 3.2.5) with a unied method. We then
disuss, see Subsetions 3.3, several onditions for strong reurrene that, while not
leading to a omplete lassiation in general, work well in onrete situations and
oer a toolbox to handle further onrete problems. In partiular, there is a seond
ritial value that divides the weakly and strongly reurrent phase. We want to point
out that at the seond ritial value the proess may be either strongly or weakly
reurrent, ompare with Theorem 3.14. In order to develop a omplete lassiation
we study BMC on graphs in Subsetion 3.3.2 and give onjetures in Subsetion 3.4.
In Setion 4 we generalize the onept of positive and null reurrene to BMC
and give onditions for positive reurrene in terms of a funtional equation, Theorem
4.4, that ts in the ontext of Theorems 2.11 and 3.2 and an be seen as the natu-
ral generalization of the riterion of Foster for positive reurrene of Markov hains.
Eventually, we onlude in showing that homogeneous branhing Markov hains on Z
with bounded jumps are either transient or positive reurrent, ompare with Theorem
4.8.
2 Preliminaries
2.1 Markov hains
A Markov hain (X,P ) is dened by a ountable state spae X and transition proba-
bilities P = (p(x, y))x,y∈X . The elements p(x, y) of P dene the probability of moving
from x to y in one step. As usual, let Xn denote the position of the Markov hain
at time n. The transition operator P an be interpreted as a (ountable) stohasti
matrix, so that, on the one hand, p(n)(x, y) is the (x, y)-entry of the matrix power Pn
and, on the other hand, we have that p(n)(x, y) = Px(Xn = y) is the probability to
get from x to y in n steps. We set P 0 = I, the identity matrix over X. Throughout
this paper we assume that the state spae is innite and that the transition opera-
tor P is irreduible, i.e., for every pair x, y ∈ X there exists some k ∈ N suh that
p(k)(x, y) > 0.
Markov hains are related to random walks on graphs. So let us reall some basi
standard notations of graphs. A (direted) graph G = (V,E) onsists of a nite or
ountable set of verties V and an adjaeny relation ∼ that denes the set of edges
E ⊂ V ×V.A path from a vertex x to some vertex y is a sequene x = x0, x1, . . . , xn = y
with xi ∼ xi+1 for all 0 ≤ i < n. The number n is the length of the path. A graph is
(strongly) onneted if every ordered pair of verties is joined by a path. The usual
graph distane d(x, y) is the minimum among the length of all paths from x to y.
A vertex y is alled a neighbor of x if x ∼ y. The degree deg(x) of a vertex x is
the numbers of its neighbors. A graph is alled loally nite if deg(x) is nite for
all verties x. We say a graph G has bounded geometry if deg(·) is bounded and is
3
M -regular if all verties have degree M.
Every Markov hain (X,P ) denes a graph G = (V,E), with a set of verties
V = X and a set of edges E := {(x, y) : p(x, y) > 0 x, y ∈ X}. It is lear that
a Markov hain is irreduible if and only if its orresponding graph is onneted.
If the transition probabilities of the Markov hain are in some kind adapted to the
struture of G, we shall speak of a random walk on G with transition probabilities P.
We shall all a Markov hain on a graph with symmetri adjaeny relation a simple
random walk (SRW) if the walker hooses every neighbor with the same probability,
i.e., p(x, y) = 1/deg(x) for x ∼ y and 0 otherwise.
We reall the Green funtion and the spetral radius of an irreduible Markov
hain. These two harateristis will be ruial for our further development, ompare
with 1 in [29℄ for proofs and more.
Denition 2.1. The Green funtion of (X,P ) is the power series
G(x, y|z) :=
∞∑
n=0
p(n)(x, y)zn, x, y ∈ X, z ∈ C.
We write G(x, x) for G(x, x|1).
Observe, that, due to the irreduibility, G(x, y|z) either onverges for all x, y ∈ X
or diverges for all x, y ∈ X. Therefore, we an dene R as the nite onvergene radius
of the series G(x, y|z) and all 1/R the spetral radius of the Markov hain.
Denition 2.2. The spetral radius of (X,P ) is dened as
ρ(P ) := lim sup
n→∞
(
p(n)(x, y)
)1/n
∈ (0, 1]. (2.1)
We denote ρ(G) the spetral radius of the SRW on the graph G.
Lemma 2.3. We have
p(n)(x, x) ≤ ρ(P )n, and lim
n→∞
(
p(nd)(x, x)
)1/nd
= ρ(P ),
where d := d(P ) := gcd{n : p(n)(x, x) > 0 ∀x} is the period of P.
If X and P are nite, the spetral radius of ρ(P ) beomes the largest, in absolute
value, eigenvalue of the matrix P and equals 1. The spetral radius of a Markov hain
with innite state spae an be approximated with spetral radii of nite sub-stohasti
matries. To this end we onsider (general) nite nonnegative matries Q. A matrix
Q = (Qi,j)i,j∈RN×N with nonnegative entries is alled irreduible if for any pair of
indies i, j we have Qm(i, j) > 0 for some m ∈ N. The well-known Perron-Frobenius
Theorem states (e.g. Theorem 3.1.1 in [7℄), among other things, that Q possesses a
largest, in absolute value, real eigenvalue ρ(Q). Furthermore, we have (e.g. with part
(e) of Theorem 3.1.1 in [7℄)
ρ(Q) = lim sup
n→∞
(Qn(i, i))
1/n ∀1 ≤ i ≤ N.
Remark 2.4. If Q is a symmetri matrix with ρ(Q) < ∞ then Q ats on l2(X) as a
bounded linear operator with norm ‖Q‖ = ρ(Q). The same holds true for reversible
Markov hains (X,P ) with P ating on some appropriate Hilbert spae.
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Now, let us onsider an innite irreduible Markov hain (X,P ). A subset Y ⊂ X
is alled irreduible if the sub-stohasti operator
PY = (pY (x, y))x,y∈Y
dened by pY (x, y) := p(x, y) for all x, y ∈ Y is irreduible.
It is straightforward to show the next haraterization.
Lemma 2.5. Let (X,P ) be an irreduible Markov hain. Then,
ρ(P ) = sup
Y
ρ(PY ), (2.2)
where the supremum is over nite and irreduible subsets Y ⊂ X. Furthermore,
ρ(PF ) < ρ(PG) if F ⊂ G.
For nite irreduible matries Q the spetral radius as dened in (2.1) equals the
largest eigenvalue of Q. This does not longer hold true for general innite irreduible
transition kernels P, ompare with [27℄, sine the existene of a Perron-Frobenius
eigenvalue an not be guaranteed. Nevertheless, the transition operator P ats on
funtions f : X → R by
Pf(x) :=
∑
y
p(x, y)f(y), (2.3)
where we assume that P |f | < ∞. It turns out that the spetral radius ρ(P ) an be
haraterized in terms of t-superharmoni funtions.
Denition 2.6. Fix t > 0. A t-superharmoni funtion is a funtion f : X → R
satisfying
Pf(x) ≤ t · f(x) ∀x ∈ X.
We obtain the following (well-)known haraterization of the spetral radius in
terms of t-superharmoni funtions, e.g. ompare with 7 in [29℄.
Lemma 2.7.
ρ(P ) = min{t > 0 : ∃ f(·) > 0 suh that Pf ≤ tf}
We an express the spetral radius in terms of the rate funtion I(·) of a large
deviation priniple (LDP). Let us assume that a LDP holds for the distane, i.e.,
lim inf
n→∞
1
n
logPo
(
d(Xn, o)
n
∈ O
)
≥ − inf
a∈O
I(a),
lim sup
n→∞
1
n
logPo
(
d(Xn, o)
n
∈ C
)
≤ − inf
a∈C
I(a),
for all open sets O ⊂ R and all losed sets C ⊂ R. Furthermore, we assume elliptiity,
i.e., that there is some onstant c > 0 suh that p(x, y) ≥ c · 1{p(x, y) > 0} for all
x, y ∈ X.
We do not laim to be the rst who make the following observation that is quite in-
tuitive sine LDP's for Markov hains are losely linked with Perron-Frobenius theory
for irreduible matries.
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Lemma 2.8. Let (X,P ) be an irreduible Markov hain with p(x, y) ≥ c ·1{p(x, y) >
0} for some onstant c > 0. Assume furthermore that a LDP holds for the distane
with rate funtion I(·), then
− log ρ(P ) = I(0). (2.4)
Proof. We have
−I(0) = lim
ε→0
lim
n→∞
1
n
logPo
(
d(Xn, o)
n
≤ ε
)
≥ lim sup
n→∞
1
n
logPo (Xn = o) = log ρ(P ).
For the onverse we use our assumption: p(x, y) ≥ c · 1{p(x, y) > 0} for some c > 0.
With 0 < ε < 1 we obtain
p(n)(o, o) ≥ Po
(
d(X⌈n(1−ε)⌉, o) ≤ ⌊nε⌋
)
c⌊nε⌋.
Therefore,
1
n
logPo
(
d(X⌈n(1−ε)⌉, o)
⌈n(1− ε)⌉ ≤
⌊nε⌋
⌈n(1− ε)⌉
)
=
1
n
logPo
(
d(X⌈n(1−ε)⌉, o) ≤ ⌊nε⌋
)
≤ 1
n
log
(
p(n)(o, o)c−⌊nε⌋)
)
= log
(
p(n)(o, o)
)1/n
− ⌊nε⌋
n
log c.
Hene, for all 0 < ε < 1
−I(0) ≤ lim
n→∞
1
n
logPo
(
d(Xn, o)
n
≤ ⌊nε⌋⌈n(1− ε)⌉
)
≤ log ρ− ε log c.
Now, letting ε→ 0 nishes the proof.
2.2 Branhing Markov hains
A branhing Markov hain (BMC) (X,P, µ) onsists of two dynamis on the state
spae X : branhing, (µ(x))x∈X , and movement, P. Here
µ(x) = (µk(x))k≥1
is a sequene of nonnegative numbers satisfying
∞∑
k=1
µk(x) = 1 and m(x) :=
∞∑
k=1
kµk(x) <∞,
and µk(x) is the probability that a partile in x splits up in k partiles. The movement
of the partiles is governed through an irreduible and innite Markov hain (X,P ).
Note that we always assume that eah partile has at least one ospring, i.e., µ0 = 0,
and hene the proess survives forever. Similar results an be obtained by onditioning
on the survival of the branhing proess.
The BMC is dened as follows. At time 0 we start with one partile in an arbitrary
starting position x ∈ X. At time 1 this partile splits up in k ospring partiles with
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probability µk(x). Still at time n = 1, these k ospring partiles then move indepen-
dently aording to the Markov hain (X,P ). The proess is dened indutively: At
eah time eah partile in position x splits up aording to µ(x) and the ospring
partiles move aording to (X,P ). At any time, all partiles move and branh in-
dependently of the other partiles and the previous history of the proess. If the
underlying Markov hain is a random walk on a graph G and the branhing distribu-
tions are adapted to G we shall also speak of a branhing random walk (BRW). In
the ase where the underlying random walk is a simple random walk on a graph G we
denote the proess (G,µ).
We introdue the following notations in order to desribe the proess. Let η(n) be
the total number of partiles at time n and let xi(n) denote the position of the ith
partile at time n. Denote Px(·) = P(·|x1(0) = x) the probability measure for a BMC
started with one partile in x. A BMC an be viewed as a Markov hain on the big
state spae
X := X ∪X2 ∪X3 ∪ . . . .
Clearly, this Markov hain on X is transient if m(x) > 1 for some x ∈ X. A priori
it is not lear in whih sense transiene and reurrene of Markov hains an be
generalized to BMC. One possibility is to say a BMC is reurrent if with probability
1 at least one partile returns to the starting position. This approah was followed
for example in [18℄. We hoose a dierent one, e.g. ompare with [2℄, [10℄, and [20℄,
sine this approah oers a ner partition in reurrene and transiene, and gives
interesting generalizations of equivalent onditions for transiene of (nonbranhing)
Markov hains, ompare with Theorem 2.11.
Denition 2.9. Let
α(x) := Px
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞
 . (2.5)
be the probability that x is visited an innite number of times, given the proess starts
in x with one partile. A BMC is alled transient if α(x) = 0 for some (⇔ all) x ∈ X,
weakly reurrent if 0 < α(x) < 1 for some (⇔ all) x ∈ X, and strongly reurrent if
α(x) = 1 for some (⇔ all) x ∈ X. We write α = 0 if α(x) = 0 for all x ∈ X and α > 0
and α ≡ 1, respetively. We all a BMC reurrent if it is not transient.
Denition 2.9 is justied through the next result.
Lemma 2.10. We have that α(x) = 0, α(x) > 0, and α(x) = 1 either hold for all or
none x ∈ X.
Proof. Let x, y ∈ X. Due to irreduibility and the independene of branhing and
movement we have that
Px
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = y} =∞
 = 0> 0
= 1
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is equivalent to
Py
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = y} =∞
 = 0> 0
= 1
.
Hene, it sues to show that
Px
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞ and
∞∑
n=1
η(n)∑
i=1
1{xi(n) = y} <∞
 = 0. (2.6)
We follow the line of the proof of Lemma 3.3 in [2℄. Sine (X,P ) is irreduible we
have p(l)(x, y) = δ > 0 for some l ∈ N. Let N,M ∈ N. The probability that there are
times M < n1, . . . , nN with nj−1 + l < nj for all 1 ≤ j ≤ N suh that xi(nj) = x for
some 1 ≤ i ≤ η(nj) for all j but xi(n) 6= y for all n > M and all 1 ≤ i ≤ η(n) is at
most (1− δ)N . Letting N →∞, this yields
Px
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞ and
∞∑
n=M
η(n)∑
i=1
1{xi(n) = y} = 0
 = 0.
Let AM be the event in the last formula. Notie that
⋃
M≥1
AM =

∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞ and
∞∑
n=1
η(n)∑
i=1
1{xi(n) = y} <∞
 .
This proves the laim.
In analogy to [18℄, see also the superposition priniple in [12℄, we introdue the
following modied version of BMC. We x some position o ∈ X, whih we denote the
origin of X. The new proess is like the original BMC at time n = 1, but is dierent
for n > 1. After the rst time step we oneive the origin as freezing: if a partile
reahes the origin, it stays there forever and stops splitting up. We denote this new
proess with BMC*. The proess BMC* is analogous to the original proess BMC
exept that p(o, o) = 1, p(o, x) = 0 ∀x 6= o and µ1(o) = 1 from the seond time step
on. Let η(n, x) be the number of partiles at position x at time n. We dene the
random variable ν(o) as
ν(o) := lim
n→∞
η(n, o) ∈ {0, 1, . . .} ∪ {∞}.
We write Exν(o) for the expetation of ν(o) given that x1(0) = x. Note that our
notation of η(n, o) and ν(o) is dierent from the one in [10℄. Sine the hoie of the
origin may aet the behavior of the BMC*, we keep trak of the dependene of the
variables η and ν on the hoie of the origin and write η(n, o) and ν(o). Furthermore,
our denition of the proess BMC* diers from the one given in [18℄: in our denition,
the origin is not absorbing at time n = 1.
The Green funtion G(x, x|m) at z = m gives the expeted number of partiles
that visits x of a BMC with onstant mean ospring m = m(x) started in x. Due to
this interpretation, G(x, y|m) < ∞ implies transiene of a BMC with onstant mean
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ospring m. While in some ases, e.g. random walk on homogeneous trees [12℄, the
onverse is true, it does not hold in general, ompare with Remark 2.13. It turns out
that another generating funtion is deisive for transiene. Let
Ty := min
n≥1
{Xn = y}
be the time of the rst return to y and
U(x, y|z) :=
∞∑
n=1
Px(Ty = n)z
n
its orresponding generating funtion. Due to the denition of the proess BMC* we
have the useful identity
Exν(y) = U(x, y|m)
for a BMC with onstant mean ospring m. Furthermore, the equality oers a proba-
bilisti interpretation for the generating funtion U(x, y|z) with z ≥ 1. The generating
funtions G and U are naturally onneted through
G(x, x|z) = 1
1− U(x, x|z)
and hene one an show that
ρ(P ) = max{z > 0 : U(x, x|z) ≤ 1}. (2.7)
The next Theorem, due to [20℄, gives several suient and neessary onditions
for transiene. Notie that the expeted number of partiles visiting x the rst time
in their anestry line, i.e., Exν(x), takes the role of the Green funtion in the theory
of Markov hains and that the riterion of transiene in terms of the existene of
nononstant superharmoni funtions beomes (iii).
Theorem 2.11. A BMC (X,P, µ) with m(y) > 1 for some y is transient if and only
if the three equivalent onditions hold:
(i) Eoν(o) ≤ 1 for some (⇔ all) o ∈ X.
(ii) Exν(o) <∞ for all x, o ∈ X.
(iii) There exists a stritly positive funtion f(·) suh that
Pf(x) ≤ f(x)
m(x)
∀x ∈ X.
In partiular if the mean ospring is onstant, i.e., m(x) = m ∀x ∈ X, we have,
due to Lemma 2.7, the following result of [10℄. Observe that in this ase we an speak
about a ritial behaviour.
Theorem 2.12. The BMC (X,P, µ) with onstant mean ospring m > 1 is transient
if and only if m ≤ 1/ρ(P ).
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Theorem 2.12 follows diretly from Lemma 2.7 and part (iii) of Theorem 2.11.
Another way, ompare with [30℄, to see Theorem 2.12 is ombining Theorem 2.11 (i)
and the fat that ρ(P ) = max{z > 0 : U(x, x|z) ≤ 1} (see Equation (2.7)) and
onlude with Exν(y) = U(x, y|m). We give a diret proof, without using the abstrat
arguments of Lemma 2.7 or Equation (2.7), sine the arguments used are helpful to
understand the reasonings in the remainder of the paper.
Proof. The ase m < 1/ρ(P ) is lear, sine G(x, x|m) < ∞ implies transiene. To
show that m > 1/ρ(P ) implies reurrene we ompare the original BMC with an
embedded proess and prove that this proess with fewer partiles is reurrent. We
start the BMC in o ∈ X . We know from the hypothesis and the denition of ρ(P )
that there exists a k = k(o) suh that
p(k)(o, o) > m−k.
We onstrut the embedded proess (ξi)i≥0 by observing the BMC only at times
k, 2k, 3k, . . . and by negleting all the partiles not being in position o at these times.
Let ξi be the number of partiles of the new proess in o at time ik. The proess (ξi)i≥0
is a Galton-Watson proess with mean p(k)(o, o) ·mk > 1, thus survives with positive
probability. Eventually, the origin is hit innitely often with positive probability.
In order to prove transiene at the ritial value m = 1/ρ(P ), we use a ontinuity
argument to show that the subset {m : (X,P, µ) is reurrent} ⊂ R is open. In other
words for any reurrent BMC with mean ospring m there exists some ε > 0 suh
that the BMC with mean ospring m− ε is still reurrent and hene the ritial BMC
must be transient. So assume the BMC to be reurrent. Due to Theorem 2.11 (i)
there exists some k suh that Eoη(k, o) > 1. We dene an embedded Galton-Watson
proess (ζi)i≥0. We start a BMC* with origin o with one partile in o. Let Ψ1 be the
partiles that are the rst partiles in their anestry line to return to o before time
k. We dene Ψi indutively as the number of partiles that have an anestor in Ψi−1
and are the rst in the anestry line of this anestor to return to o in at most k time
steps. Clearly ζ0 := 1 and ζi := |Ψi|, i ≥ 1, denes a superritial Galton-Watson
proess sine Eζ1 = Eoη(k, o) > 1. Furthermore, Eζ1 = Eoη(k, o) and
Exη(k, o) = m ·
∑
y 6=o
p(x, y)Eyη(k − 1, o) +m · p(x, o).
Now, it is easy to see that Eζ1 is ontinuous in m. Eventually, for ε > 0 suiently
small the BMC with mean ospring m− ε is still reurrent.
Remark 2.13. Theorem 2.12 implies that G(x, x|m) < ∞ is equivalent to transiene
of the proess if and only if G(x, x|1/ρ(P )) <∞, i.e., the underlying Markov hain is
ρ-transient.
Remark 2.14. The fat that mρ(P ) > 1 implies the reurrene of the BMC an be
also seen by dint of the interpretation as a general branhing proess and Lemma 2.5.
Due to the latter there exists a nite and irreduible Y suh that mρ(PY ) > 1. Now,
let us onsider only partiles in Y and neglet the partiles leaving Y. This denes a
superritial multi-type Galton-Watson proess with rst momentsm·PY that survives
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with positive probability, ompare with Chapter V in [1℄, and hene α(x) > 0. Finite
regions as Y, that may produe an innite number of partiles without help from
outside, are referred to as seeds. Note that in [6℄ regions of these kind are alled
reurrent seeds.
2.3 Examples
Example 2.15. Consider the random walk on Zd, d ∈ N. Let ei ∈ Zd with (ei)j = δij
for i, j ∈ {1, . . . , d}, d ≥ 1, and dene transition probabilities P by
p(x, x + ei) = p
+
i , p(x, x − ei) = p−i suh that
d∑
i=1
p+i +
d∑
i=1
p−i = 1, ∀x ∈ Zd
and suh that P is irreduible. Take branhing distributions with onstant mean
ospring m. We alulate, using for example large deviation estimates (ompare with
Lemma 2.2):
ρ(P ) = 2
d∑
i=1
√
p+i p
−
i .
Hene, the orresponding BMC is transient if and only if
m ≤ 1/
(
2
d∑
i=1
√
p+i p
−
i
)
.
In partiular, the BRW (Zd, µ) with onstant mean ospring is reurrent if m > 1.
Example 2.16. We onsider an irreduible symmetri random walk on a nitely gen-
erated group and onstant mean ospring m. We an lassify groups in amenable or
nonamenable using branhing random walks: a nitely generated group G is amenable
if and only if every BRW on G with onstant mean ospring m > 1 is reurrent. This
statement is a variation of Proposition 1.5 in [3℄ where tree-indexed Markov hains
are onsidered. To proof it, we merely need to ombine Theorem 2.12 with the well-
known result of Kesten stating that every irreduible and symmetri Random Walk
on a nitely generated group G has spetral radius 1 if and only if G is amenable, e.g.
ompare with Corollary 12.5 in [29℄.
Example 2.17. Let (X,P ) be the SRW on the regular tree TM . We have ρ(P ) =
ρ(TM ) =
2
√
M−1
M (ompare with Lemma 1.24 in [29℄). The BMC (TM , µ) with onstant
ospring distribution µ is transient if and only if
m ≤ M
2
√
M − 1 .
Example 2.18. We onsider the example of Setion 5 in [5℄ on Z with binary branhing,
i.e., µ2(x) = 1 for all x ∈ Z. The transition probabilities are p(1, 0) = p(1, 2) =
1/8, p(1, 1) = 3/4 and
p(x, x+ 1) = 1− p(x, x − 1) = 2 +
√
3
4
x 6= 1.
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The BMC (X,P, µ) is not strongly reurrent sine the spatially homogeneous BMC
with m(x) = 2 and p(x, x + 1) = 1 − p(x, x − 1) = 2+
√
3
4 for all x ∈ Z is transient,
see Example 2.15. Let us rst take 0 as the origin o of the orresponding BMC*.
We show that E1ν(0) = ∞. The number of partiles whih never leave state 1 is
given by a Galton-Watson proess with mean number 2 · 3/4 > 1. And so, with
positive probability, an innite number of partiles visits state 1. This learly implies
E1ν(0) = ∞. Eventually, the BMC (X,P, µ) is reurrent, but not strongly reurrent.
Notie, if o = 1 then we have for the orresponding BMC* that Exν(1) <∞ for all x.
Remark 2.19. Example 2.18 illustrates very well the idea of seeds that make BMCs
reurrent: state 1 an be seen as a seed that may reate an innite number of partiles
without help from outside. Sine in this ase the seed is just a loal inhomogeneity,
the proess may esape the seed and is not strongly reurrent.
3 Criteria for strong reurrene
In this setion we disuss riteria for strong reurrene of BMC. In Subsetion 3.1 we
present known and new onditions for general Markov hains and ospring distribu-
tions. While Theorem 3.2 of [18℄ is more of theoretial interest the Lemma 3.4 and
Proposition 3.6 are new useful tools to prove strong reurrene. In partiular, if the
underlying Markov hain and the ospring distributions are homogeneous, reurrene
and strong reurrene oinide, ompare with Subsetion 3.2.
In Subsetion 3.3 we present several approahes in order to develop suient and
neessary onditions for strong reurrene for general BMC, see Lemma 3.12, Theorem
3.14, and Lemma 3.17. An interesting observation is that transiene / reurrene
depend on loal properties and reurrene / strong reurrene on global properties
of the proess. Therefore a lassiation result would demand a suitable desription
of innite strutures and would deliver a measure for inhomogeneity of the proess.
The onditions for strong reurrene are given in terms of appropriate spetral radii.
While a general and appliable riterion for strong reurrene remains hallenging,
our ondition work well in onrete situations, e.g. ompare with Theorem 3.15 and
Example 3.26. The setion ends with a short disussion inluding onjetures in
Subsetion 3.4.
3.1 General Criteria
The riteria for transiene and reurrene, see Theorems 2.11 and 2.12, do not depend
on the preise struture of the branhing mehanism but only on the mean ospring
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m. This an no longer hold true for riteria for strong reurrene sine we an hoose
the branhing distribution suh that with positive probability no branhing ours at
all, see the following Example 3.1.
Example 3.1. Consider the random walk on Z with drift to the right, i.e., p(x, x+1) =
1− p(x, x− 1) = p > 1/2 ∀x ∈ Z. In order to onstrut a nontrivial BMC where with
positive probability no branhing ours, i.e., P(η(n) = 1 ∀n ≥ 1) > 0, we rst
investigate the underlying random walk. We know, Law of Large Numbers, that
Sn/n→ s := 2p− 1 as n→∞. Hene for eah realization Sn(ω) of the random walk
there exists some T (ω) suh that Sn(ω) > (s − ε)n for all n > T (ω) for some small
ε > 0. Dene
CT := {ω : Sn(ω) > (s− ε)n ∀n > T } and C∞ :=
∞⋃
T=1
CT .
Due to the Law of Large Numbers and sine the CT are inreasing, we have 1 =
P(C∞) = limT→∞ P(CT ). Hene, there exists some T > 0 suh that P(A) > 0, with
A := {ω : Sn(ω) > (s − ε)n ∀n > T }. Now we hoose the branhing distributions
suh that on the event A with positive probability no branhing ours. We dene
(µ(x))x∈Z suh that m(x) = m > 1/ρ(P ) and µ1(x) = 1 − e−bx for x > 0, and
µ1(x) = (1 − e−b) for x ≤ 0, where b is some positive onstant. Eventually,
P(η(n) = 1 ∀n ≥ 1|A) ≥ (1− e−b)T ∞∏
n=T
(
1− e−b(s−ε)n
)
> 0
and the BMC (X,P, µ) is not strongly reurrent but reurrent sine m > 1/ρ(P ). On
the other hand if µ˜(x) = µ˜ with m > 1/ρ(P ) and hene is homogeneous, then the
BMC (X,P, µ˜) is strongly reurrent, ompare with Subsetion 3.2.
Despite the above disussion, there exists a suient and neessary ondition for
strong reurrene where the ospring distribution may depend on the states. Let
Ψ(x, z) :=
∞∑
k=1
zkµk(x)
be the generating funtion of µ(x). We have the following neessary and suient
ondition for strong reurrene of [18℄.
Theorem 3.2. The BMC (X,P, µ) is not strongly reurrent if and only if there exists
a nite subset M of X and a funtion 0 < g ≤ 1, suh that
Ψ(x, Pg(x)) ≥ g(x) ∀x /∈M (3.1)
and
∃y /∈M : g(y) > max
x∈M
g(x). (3.2)
Proof. We give a sketh of the proof in [18℄. We start the BMC in y and dene
Q˜(n) :=
η(n)∏
i=1
g(xi(n)).
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Furthermore, let
τ := min
n≥0
{∃i ∈ {1, . . . , η(n)} : xi(n) ∈M}
be the entrane time in M. It turns out that
Q(n) := Q˜(n ∧ τ)
is a submartingal for n ≥ 0. Sine Q(n) is bounded, it onverges a.s. and in L1. Hene
there exists some random variable Q∞ suh that
Q∞ = lim
n→∞
Q(n)
and
EyQ∞ = lim
n→∞
EyQ(n) ≥ EyQ(0) = g(y). (3.3)
Assuming that the BMC is strongly reurrent, we obtain that τ <∞ a.s. and therefore
Q∞ ≤ maxx∈M g(x). This ontradits inequality (3.3) sine g(y) > maxx∈M g(x). The
onverse is more onstrutive. Assume the BMC not to be strongly reurrent and
onsider the probability that starting the BMC in x no partiles hits some o ∈ X :
g(x) := Px (∀n ≥ 0 ∀i = 1, . . . , η(n) : xi(n) 6= o) for x 6= o
and g(o) := 0. One easily heks that g veries the requested onditions for M :=
{o}.
The onditions in Theorem 3.2 are diult to hek. We did not nd a more
expliit formulation. Furthermore, it is not lear if strong reurrene depends on the
whole struture of the branhing distributions, sine the above onditions are written
in term of the generating funtion of µ. Nevertheless, we see in Subsetion 3.2 that
in homogenous ases the neessary and suient ondition for strong reurrene does
only depend on the mean ospring m(x) and onjeture that this fat holds in general,
see Conjeture 3.29.
Remark 3.3. Theorem 3.2 implies in partiular that strong reurrene depends on
global properties of the BMC sine loal properties an be exluded by the hoie of
the nite set M.
A useful tool are indued Markov hains that ouple a Markov hain to the branh-
ing Markov hain. The indued Markov hain Xn is dened indutively. We an think
of it as the position of a label. The BMC starts, at time n = 0, with one partile
that is labelled. At time n the labelled partile piks at random one of its ospring
and hand over the label. It is easy to hek that the position of the label denes a
Markov hain with transition probabilities P. Another way to interpret the indued
Markov hain is to modify the original proess in a way that partiles do not die but
produe ospring with distribution µ˜i−1 = µi, i ≥ 1. In this ase we an speak of the
trae of a partile whih has the same distribution as the trae of a Markov hain with
transition kernel P.
The next Lemma is our main tool to show strong reurrene.
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Lemma 3.4. Let c > 0 and dene C := {α(x) ≥ c}. If the set C is reurrent with
respet to the Markov hain (X,P ), i.e., is a.s. hit innitely often by the trae of the
Markov hain, the BMC is strongly reurrent.
Proof. The idea is to dene a sequene of embedded superritial Galton-Watson
proesses and show that at least one of them survives. We start the proess with
x = x1 ∈ C. Let us dene the rst Galton-Watson proess (ζ(1)i )i≥0. To this end, let
Ψ1 be the partiles that are the rst partiles in their anestry line to return to x
before time k (to be hosen later) and dene Ψi indutively as the number of partiles
that have an anestor in Ψi−1 and are the rst in the anestry line of this anestor to
return to x in at most k time steps. Clearly ζ
(1)
0 := 1 and ζ
(1)
i := |Ψi|, i ≥ 1, denes
a Galton-Watson proess. Due to the denition of the proess BMC* we have that
Eζ
(1)
1 = Exη(k, x).
Claim: There is some k suh that Eζ
(1)
1 > 1 and that the probability of survival of
(ζ
(1)
i )i≥0 is larger than c/2.
We hoose k suh that the probability of survival of (ζ
(1)
i )i≥0 is larger than c/2.
If this rst Galton-Watson proess dies out we wait until the indued Markov hain
hits a point x2 ∈ C; this happens with probability one sine C is reurrent w.r.t
the indued Markov hain. Then we start a seond proess (ζ
(2)
i )i≥0, dened in the
same way as the rst but started in position x2. If the seond proess dies out, we
onstrut a third one, and so on. We obtain a sequene of independent Galton-Watson
proesses
(
(ζ
(j)
i )i≥0
)
j≥1
. The probability that all these proesses die out is less than∏∞
j=1(1− c/2) = 0. Eventually, at least one proess survives and we have α(x) = 1 for
all x ∈ X.
It remains to prove the laim. Consider the Galton-Watson proess (Zi)i≥0 on-
struted as (ζ
(1)
i )i≥0 but with k = ∞. Hene EZ1 = Exν(x) ∈ (0,∞]. Let f(s) =∑∞
j=1 µjs
j , |s| ≤ 1 be the generation funtion of (Zi)i≥0. From the denition of f
as a power series with nonnegative oeients, we have that it is stritly onvex
and inreasing in [0, 1). Furthermore, the extintion probability q of (Zi)i≥0 is the
smallest nonnegative root of the equation t = f(t). For every k we dene a proess
(Zki )i≥0 with orresponding mean ospring η(k, x), distribution µ
k = (µk1 , µ
k
2 , . . .), and
generating funtion fk. The probabilities µk onverge pointwise to µ and so do the
generating funtions. Using the fat that f(q) = q and 1− q ≥ c we nd a k suh that
fk(1− c/2) ≤ 1− c/2, thus (Zki )i≥0 survives with probability at least c/2.
Remark 3.5. In Lemma 3.4 we an replae the ondition that C is reurrent w.r.t. the
Markov hain by the ondition that C is reurrent w.r.t. the BMC, i.e., C is visited
innitely often by some partiles of the BMC.
Let F (x) denote the return probability of the Markov hain (X,P ), i.e., the prob-
ability that the Markov hain started in x returns to x. If we assume the branhing
distributions to be onstant, i.e., µ(x) = µ for all x ∈ X, we have the following suf-
ient ondition for strong reurrene in terms of the mean ospring and the return
probability of the underlying Markov hain.
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Proposition 3.6. The BMC (X,P, µ) with onstant ospring distribution is strongly
reurrent if
m > sup
x∈X
1
F (x)
.
Proof. Due to Lemma 3.4 we have to show that α(x) ≥ c for all x ∈ X and some
c > 0. Consider the Galton-Watson proess (ξ˜i)i≥0 with ospring distribution µ and
mean m. Furthermore, let p suh that
1
m
< p < inf
x∈X
F (x)
and perolate the proess (ξ˜i)i≥0 with survival parameter p. This leads to a Galton-
Watson proess (ξi)i≥0 with mean mp > 1 and some survival probability c > 0,
ompare with [14℄. Bak on BMC, we start the proess (X,P, µ) with one partile
in some arbitrary position, say o, and ompare the original proess with the BMC
(X,P, µ˜) with fewer partiles: µ˜(o) := µ(o) and µ˜1(x) := 1 for all x 6= o. In other
words, (X,P, µ˜) does only branh in o. Observe that the number of partiles returning
to o in this proess an be desribed by dint of a perolated Galton-Watson proess
(ζi)i≥0 with ospring distribution µ and survival parameter F (o). Sine F (o) < p we
an use a standard oupling of Bernoulli perolation, ompare with Chapter 4 in [15℄,
to prove that the survival probability of (ζi)i≥0 is at least the one of (ξi)i≥0. If (ζi)i≥0
survives, an innite number of partiles visits o in (X,P, µ˜) and hene in (X,P, µ) as
well. We an onlude that α(o) ≥ c for the original BMC (X,P, µ).
3.2 Homogeneous BMC
Lemma 3.4 oers a general argument to show strong reurrene. In partiular, it
is used to prove that homogeneous BMC are strong reurrent if and only if they
are reurrent. This fat is also plausible from the viewpoint of seeds. An innite
number of seeds are visited and eah of these gives birth to a superritial multi-type
Galton-Watson proess with extintion probability bounded from below. We give
several known (3.2.1, 3.2.3) and new (3.2.2, 3.2.4, and 3.2.5) examples of homogeneous
proesses. They are all onsequenes of Theorem 2.12 and Lemma 3.4.
3.2.1 Quasi-transitive BMC
Let X be a loally nite, onneted graph with disrete metri d. An automorphism
of X is a self-isometry of X with respet to d, and AUT (X) is the group of all
automorphisms of X. Reall that when a group Γ ats on a set X, this proess is
alled a group ation: it permutes the elements of X. The group orbit of an element
x is dened as Γx := {γx : γ ∈ Γ}. A group Γ ats transitivly on X if it possesses
only a single group orbit, i.e., for every pair of elements x and y of X , there is a group
element γ ∈ Γ suh that γx = y. The graph X is alled transitive if AUT (X) ats
transitively on X , and quasi-transitive if AUT (X) ats with a nite number of orbits.
Let P be the transition matrix of an irreduible random walk on X and AUT (X,P )
be the group of all γ ∈ AUT (X) whih satisfy p(γx, γy) = p(x, y) for all x, y ∈ X. We
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say the Markov hain (X,P ) is transitive if the group AUT (X,P ) ats transitively on
X and quasi-transitive if AUT (X,P ) ats with a nite number of orbits on X.
The denition of quasi-transitivity an be extended to BMC. We say a BMC is
quasi-transitive if the groupAUT (X,P, µ) of all γ ∈ AUT (X,P ) whih satisfy µk(x) =
µk(γx) ∀k ≥ 1 for all x ∈ X ats with a nite number of orbits on X. Observing that
α(x) attains only a nite number of values and hene α(x) ≥ c for some c > 0 we
obtain due to Theorem 2.12 and Lemma 3.4 the following result. It is due to [10℄ and
also generalizes some results of [26℄.
Theorem 3.7. Let (X,P, µ) be a quasi-transitive BMC with onstant mean ospring
m(x) = m > 1. It holds that
• the BMC is transient (α = 0) if m ≤ 1/ρ(P ).
• the BMC is strongly reurrent (α = 1) if m > 1/ρ(P ).
3.2.2 Branhing random walk on trees with nitely many one types
An important lass of homogeneous trees are periodi trees that are also known as
trees with nitely many one types, ompare with [15℄ and [22℄ . These trees arise as
the direted over (based on r) of some nite onneted direted graph G : the tree T
has as verties the nite paths in G, i.e., 〈r, i1, . . . , in〉. We join two verties in T by
an edge if one path is an extension by one vertex of the other. The one T x at x ∈ T
is the subtree of T rooted at x and spannend by all verties y suh that x lies on the
geodesi from r to y. We say that T x and T y have the same one type if they are
isomorphi as rooted trees and every one type orresponds in a natural way to some
vertex in G. Let τ(x) be the funtion that maps a vertex x ∈ T to its one type in G.
If G is strongly onneted, i.e., for every pair x, y there is a direted path in G from x
to y, we all the one types irreduible. In this ase every one ontains every other
one type as a subtree.
We onsider the nearest neighbour random walk on T aording to [22℄. Suppose
we are given transition probabilities q(i, j)i,j∈G on G.We may hereby assume, w.l.o.g.,
that q(i, j) > 0 if and only if there is an edge from i to j in G. Furthermore, suppose
we are given bakward probabilities p(−i) ∈ (0, 1) for eah i ∈ G. Then the random
walk on the tree T is dened through the following transition probabilities p(x, y),
where x, y ∈ T :
p(o, y) := q(r, τ(y)), if x = y−,
and for x 6= o with τ(x) = i
p(x, y) :=
{(
1− p(−i))q(τ(x), τ(y)), if x = y−
p(−i), if y = x−,
where x− is the anestor of x. It's worth to mention, that if the one type are ir-
reduible, then ρ(P ) < 1 if and only if the random walk is transient, ompare with
Theorem B in [22℄.
Furthermore, we assign branhing distributions µ to the verties ofG and dene the
BRW (T, P, µ) with µ(x) = µ(τ(x)). We speak of a BRW of nitely many (irreduible)
one types and have the following lassiation:
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Theorem 3.8. Let (T, P, µ) be BRW with nitely many irreduible one types and
onstant mean ospring m(x) = m > 1. It holds that the BMC
• is transient (α = 0) if m ≤ 1/ρ(P ),
• is strongly reurrent (α = 1) if m > 1/ρ(P ).
Proof. First observe that the proess is not quasi-transitive and α(x) 6= α(y) for
τ(x) = τ(y). We prove that for every one type α(x) ≥ c(τ(x)) > 0 and onlude
with Theorem 2.12 and Lemma 3.4. Due to Lemma 2.5 there exists a nite subset
F suh that m · ρ(PF ) > 1. Now, sine the one types are irreduible every one T x
ontains F as a subset (hereby we mean a subset that is isomorphi to F ). We x
a one type say i ∈ G and and let x suh that τ(x) = i. There exists some n ∈ N
suh that the ball Bn(x) of radius n around x ontains F. Lemma 2.5 yields that
ρ(T x ∩ Bn(x)) · m > 1. Realling Remark 2.14 we notie that the embedded multi-
type Galton-Watson proess living on T x ∩ Bn(x) is superritial and survives mit
positive probability, say c(i). We an onlude with a standard oupling arguments
that α(x) ≥ c(i) for all τ(x) = i.
If the one types are not irreduible all three phases may our, ompare with
Theorem 3.15.
3.2.3 Branhing random walk in random environment (BRWRE)
on Cayley graphs
Let G be a nitely generated group. Unless G is abelian, we write the group operation
multipliatively. Let S be a nite symmetri generating set of G, i.e., every element of
G an be expressed as the produt of nitely many elements of S and S = S−1. The
Cayley graph X(G,S) with respet to S has vertex set G, and two verties x, y ∈ G
are joined by an edge if and only if x−1y ∈ S. Now, let q be some probability measure
on S. The random walk on X(G,S) with transition probabilities q is the Markov hain
with state spae X = G and transition probabilities
p(x, y) = q(x−1y) for x−1y ∈ S
and 0 otherwise. The disrete onvolution is dened as q ∗ q(x) = ∑y q(y)q(y−1x).
The n-step transition probabilities are
p(n)(x, y) = qn(x−1y),
where qn is the n-fold disrete onvolution of q with itself. We start the random walk
at time 0 in some position o ∈ X.
We introdue the random environment. Let M be the olletion of all probability
measures on S and let (ωx)x∈X be a olletion of iid random variables with values
in M whih serve as an environment. For eah realization ω := (ωx)x∈X of this
environment, we dene a Markov hain (Xn)n∈N on X = G with starting position o
and
Pω,o(Xn+1 = y|Xn = x) := pω(x, y) := ωx(x−1y) ∀n ≥ 1.
We denote by Pω the transition kernel of the Markov hain on the state spae X.
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Let η be the distribution of this environment. We assume that η is a produt
measure with one-dimensional marginal Q. The support of Q is denoted by K and its
onvex hull by Kˆ. We always assume the following ondition on Q that ensures the
irreduibility of a random walk with transition probabilities q ∈ Kˆ :
Q{ω : ω(s) > γ ∀s ∈ S′} = 1 for some γ > 0, (3.4)
where S′ ⊆ S is a minimal set of generators, i.e., every proper subset T ( S′ is not a
generating set.
In addition to the environment whih determines the random walk we introdue
a random environment determining the branhing mehanism. Let B be the set of
all innite positive sequenes µ = (µk)k≥1 satisfying
∑∞
k=1 µk = 1 and m(µ) :=∑∞
k=1 kµk <∞. Let Q˜ be a probability distribution on B and set
m∗ := sup{m(µ) : µ ∈ supp(Q˜)} (3.5)
whih may take values in R ∪ {∞}. Let (ωx)x∈X be a olletion of iid random vari-
ables with values in M and (µx)x∈X be a olletion of iid random variables with
values in B suh that (ωx)x∈X and (µx)x∈X are independent, too. Let Θ be the orre-
sponding produt measure with one-dimensional marginal Q× Q˜. For eah realization
(ω, µ) := (ωx, µx)x∈X let Pω be the transition kernel of the underlying Markov hain
and branhing distribution µ(x) = µx. Thus, eah realization (ω, µ) denes a BMC
(X,Pω , µ). We denote by Pω,µ the orresponding probability measure.
We assume that m∗ > 1, exluding the ase where the BMC is redued to a Markov
hain without branhing.
The lassiation is due to [20℄ where it is proved for BRWRE on Cayley graphs.
Furthermore, ompare to [21℄ where it is shown for a model where branhing and
movement may be dependent. The interesting fat is that the type only depends on
some extremal points of the support of the random environment, namely the highest
mean ospring and the less transient homogeneous random walk.
We obtain due to Lemma 3.4 and Theorem 2.12 that the spetral radius is deter-
ministi, i.e., ρ(Pω) = ρ for Θ-a.a. realizations. This an also be seen diretly from
the observation that ρ(Pω) = lim sup
(
p(n)(x, x)
)1/n
does not depend on x and hene
by ergodiity of the environment is onstant a.s. .
Theorem 3.9. If m∗ ≤ 1/ρ then the BRWRE is transient for Θ-a.a. realizations
(ω, µ), otherwise it is strongly reurrent for Θ-a.a. realizations (ω, µ).
In the speial ase of the lattie the spetral radius ρ an be alulated expliitly.
Corollary 3.10. The BRWRE on Zd is strongly reurrent for Θ-a.a. realizations if
(m∗)−1 < sup
p∈Kˆ
inf
θ∈Rd
(∑
s
e〈θ,s〉p(s)
)
.
Otherwise it is transient for Θ-a.a. realizations.
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3.2.4 BRW on perolation lusters
Let in this subsetion G be a graph with bounded geometry and origin o. We onsider
Bernoulli(p) perolation on G, i.e., for xed p ∈ [0, 1], eah edge is kept with proba-
bility p and removed otherwise, independently of the other edges. Denote the random
subgraph of G that remains by C(ω) and C(ω, x) the onneted omponent ontaining
x. We refer to Chapter 6 in [15℄ for more information and referenes on perolation
models.
Theorem 3.11. The BRW with onstant ospring distribution and m > 1 and un-
derlying SRW on a onneted omponent of C(ω) is a.s. strongly reurrent.
Proof. We start the BRW in o and onsider C(ω, o). Clearly if the omponent is nite
then the BRW is strongly reurrent. Due to Lemma 2.5 and ρ(Z) = 1 there exists
a subset Y of Z suh that ρ(PY ) · m > 1. W.l.o.g. we an assume Y to be a line
segment of length k. Now, let us imagine that the perolation is onstruted during
the evolution of the BRW. For n ≥ 1 we denote Bn = Bn(o) the ball of radius n
around the origin o. We perolate the edges in the ball Bk. The perolation luster is
now dened indutively. If one vertex of the border, say xi, of the ball Bik is hit by
some partile we perolate the edges in B(i+1)k \Bik. With positive probability β(xi)
we have that C(ω, xi)∩(B(i+1)k \Bik) equals the line segment of length k. Sine G is of
bounded geometry we have that β(xi) ≥ δ > 0 for all xi. Observe that α(xi) is at least
the survival probability, say c, of the multi-type Galton-Watson proess restrited on
the line segment of length k, ompare with Remark 2.14. Eventually, either C(ω, o) is
nite or the set {α(x) ≥ c · δ} is reurrent w.r.t. the BRW and we an onlude with
Remark 3.5.
3.2.5 Uniform BMC
Let us assume that (p(l)(x, x))1/l onverges uniformly in x, i.e., ∀ ε > 0 ∃ l suh that
(p(l)(x, x))1/l > ρ(P )−ε ∀x ∈ X, and that there is a k ∈ N suh that infx
∑k
i=1 iµi(x) ≥
1/ρ(P ). Now, onsider a modied BMC with branhing distributions
µ˜0(x) =
∞∑
i=k+1
µi(x) and µ˜i(x) = µi(x) for i = 1, . . . , k and x ∈ X.
For this new proess we obtain a sequene of superritial Galton-Watson proesses
((ζ
(j)
i )i≥1)j≥1 with bounded varianes and means bounded away from 1, sine l and
k do not depend on the starting position sj . Observe that we have for the generating
funtion f of a Galton Watson proess with mean m and variane σ2 that f ′(1) = m
and f ′′(1) = σ2/(m−m2). The extintion probability q of a Galton-Watson proess is
the unique nonnegative solution less than 1 of the equation s = f(s). Using Taylor's
Theorem and the onvexity of f ′ we an onlude that the extintion probabilities qj
of (ζ
(j)
i )i≥1 are bounded away from 1.
3.3 Inhomogeneous BMC
In this setion we give onditions for strong reurrene, α ≡ 1, and reurrene, α <
1, that, although failing to produe a omplete lassiation, work well in onrete
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examples. We assume throughout this setion that µ(x) = µ for all x ∈ X.
3.3.1 Conneting Markov hains at a ommon root
We present a method to glue dierent Markov hains following Chapter 9 in [29℄. Let
(Xi, Pi), i ∈ I, be a family of irreduible Markov hains. We hoose a root ri in eah
Xi and onnet the Xi by identifying all these roots. The rest of the Xi remains
disjoint. This gives a set X =
⋃
iXi with root r, {r} =
⋂
iXi. In order to dene the
transition matrix P on X , we hoose onstants αi > 0 suh that
∑
i αi = 1 and set
p(x, y) =

pi(x, y) x, y ∈ Xi, x 6= r,
αipi(r, y) x = r, y ∈ Xi \ {r},∑
i αipi(r, r) x = y = r,
0 otherwise.
(3.6)
When eah Xi is a graph and Pi is the SRW on Xi, then X is the graph obtained
by onneting the Xi at a ommon root r. Choosing αi = degXi(r)/degX(r), we obtain
the SRW onX. Due to this onstrution the alulation of the spetral radius of (X,P )
an be done with the help of generating funtions of (Xi, Pi), ompare with Chapter
9 in [29℄.
For these types of Markov hains we obtain a ondition for strong reurrene in
terms of
̺(P ) := inf
i∈I
ρ(Pi) ∈ [0, 1]. (3.7)
Lemma 3.12. Let (Xi, Pi), i ∈ I, be a family of irreduible Markov hains and (X,P )
as dened in (3.6). The BMC (X,P, µ) with onstant branhing distribution is not
strongly reurrent, i.e., α < 1, if
m < 1/̺(P ).
If the inf is attained then m = 1/̺(P ) implies α < 1, too.
Proof. There exists i ∈ I suh that m ≤ 1/ρ(Pi). Due to Theorem 2.12 we know that
the BMC (Xi, Pi, µ) is transient. Hene, there exists some x ∈ Xi suh that the BMC
(Xi, Pi, µ) started in x never hits ri = r with positive probability. Therefore, with
positive probability the BMC (X,P, µ) started in x never hits r.
Remark 3.13. If m = 1/̺(P ) and the infi∈I ρ(Pi) is not attained then both ases an
our. The BMC is strongly reurrent if all (Xi, Pi) are quasi-transitive, ompare with
Theorem 3.14. In order to onstrut an example that is not strongly reurrent, let
(X1, P1) be as in Example 2.18. For i ≥ 2, let (Xi, Pi) be the random walk on Z with
drift dened by pi(x, x + 1) =
2+
√
3
4 − 1i+1 . We glue the Markov hains in r = ri = 0
and obtain ̺(P ) = 12 . Sine the BMC (X1, P1, µ) with m = 2 is not strongly reurrent,
this follows for the BMC (X,P, µ) as well.
For ertain Markov hains, onstruted as above, we an give a omplete lassi-
ation in transiene, reurrene and strong reurrene. Observe that we an replae
quasi-transitive by any other homogeneous proess of Subsetion 3.2. Interesting is
the subtle behavior in the seond ritial value; the BMC may be strongly reurrent
or weakly reurrent.
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Theorem 3.14. Let (Xi, Pi), i ∈ I, be a family of quasi-transitive irreduible Markov
hains and (X,P ) as dened in (3.6). We have the following lassiation for the
BMC (X,P, µ) with onstant mean ospring m :
(i) m ≤ 1/ρ(P ) ⇐⇒ α ≡ 0,
(ii) 1/ρ(P ) < m < 1/̺(P ) ⇐⇒ 0 < α(x) < 1,
(iii) 1/̺(P ) < m ⇐⇒ α ≡ 1.
(3.8)
If the inf in the denition of ̺(P ) is attained, then m = 1/̺(P ) implies α < 1,
and if the inf is not attained, then m = 1/̺(P ) implies that α ≡ 1.
Proof. The part (i) is Theorem 2.12, (ii) is Lemma 3.12 and (iii) follows from The-
orem 3.7 by observing that eah BMC (Xi, Pi, µ) is strongly reurrent. The same
argumentation holds if the inf is not attained. The ase when the inf is attained
follows with Lemma 3.12.
Analogous arguments yield the lassiation for trees with nitely many one types
that are not neessarily irreduible. For this purpose let Gi be the irreduible lasses
of G, Ti the direted over of Gi, and ρ˜(T ) := mini ρ(Ti).
Theorem 3.15. Let (T, P, µ) be a BRW with nitely many one types and onstant
mean ospring m(x) = m > 1. We have
(i) α = 0 if m ≤ 1/ρ(P ),
(ii) 0 < α < 1 if 1/ρ(P ) < m ≤ 1/ρ˜(P ),
(iii) α = 1 if m > 1/ρ˜(P ).
Remark 3.16. The example in Theorem 3.15 illustrates very well the two exponential
eets that ompete. The rst is the exponential deay of the return probabilities
represented by ρ(Pi) and the other the exponential growth of the partiles represented
by m. If m is smaller that 1/ρ(Pi) for all i the deay of the return probabilities
always wins and the proess is transient. In the middle regime where 1/ρ(Pi) < m <
1/ρ(Pj) for some i, j the exponential growth may win but if m > 1/ρ(Pi) for all i the
exponential growth always wins and the proess is strongly reurrent.
3.3.2 Simple random walks on graphs
In order to nd onditions for strong reurrene we inverse the ation of onneting
graphs at a ommon root and split up some given graph in appropriate subgraphs. In
the remaining part of this setion we assume for sake of simpliity the Markov hain
to be a simple random walk on a graph G = (V,E), where V = X is the vertex set
and E is the set of edges. Keeping in mind that ρ(P ) = sup|F |<∞ ρ(PF ), ompare
with equation (2.2), we dene
ρ˜(P ) := inf
|∂F |<∞
ρ(PF ),
where the inf is over all innite irreduible F ⊂ X suh that the (inner) boundary of
F, ∂F := {x ∈ F : x ∼ F c} is a nite set. We assoiate a subset F ⊂ X with the
indued subgraph F ⊂ G that has vertex set F and ontains all the edges xy ∈ E
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with x, y ∈ F. We an express ρ˜(P ) in terms of transient SRWs on indued subgraphs
with |∂F | <∞. For suh a graph F we obtain
p
(n)
F (x, y) = Px(Xn = y,Xi ∈ F ∀i ≤ n)
= Px(Xn = y|Xi ∈ F ∀i ≤ n) · Px(Xi ∈ F ∀i ≤ n)
= q(n)(x, y) · Px(Xi ∈ F ∀i ≤ n),
where q(n)(x, y) are the nth step probabilities of the SRW on F with transition kernel
Q. Sine F is transient and ∂F is nite, we have for x ∈ F \ ∂F that
Px(Xi ∈ F ∀i ≤ n) ≥ Px(Xi ∈ F ∀i) > 0
and hene
lim sup
n→∞
(
p
(n)
F (x, y)
)1/n
= lim sup
n→∞
(
q(n)(x, y)
)1/n
, ∀x, y ∈ F.
Eventually, we an write
ρ˜(P ) = ρ˜(G) = inf
|∂F |<∞
ρ(F ),
where the inf is over all indued onneted innite subgraphs F ⊂ G with nite
boundaries. In analogy to the proof of Lemma 3.12 we obtain a neessary ondition
for strong reurrene that we onjeture to be suient for graphs with bounded
degrees.
Lemma 3.17. The BMC (G,µ) is not strongly reurrent, α < 1, if
m <
1
ρ˜(G)
.
If the inf is attained then m = 1/ρ˜(G) implies α < 1.
Remark 3.18. Lemma 3.17 holds true for any loally nite graph. However, m >
1/ρ˜(P ) does not imply strong reurrene in general, see the following Example 3.19
and Subsetion 3.4 for a more detailed disussion.
Example 3.19. Consider the following tree T with exploding degrees bearing opies
of Z+ on eah vertex. Let r be the root with degree 7. First, dene indutively the
skeleton of our tree: deg(x) = 22n+3 − 1 for verties x with d(r, x) = n. Now, glue on
eah vertex a opy of Z+, suh that in the nal tree a vertex with distane n from
the root has degree 22n+3 or 2. Due to this onstrution we have ρ(T ) = ρ˜(T ) = 1.
Consider the BRW (T, µ) with µ2(x) = 1 for all x ∈ T and start the proess with one
partile in r. The probability that no opy of Z+ is visited is at least the probability
that the proess lives only on the skeleton and moves always away from the root:(
1− 1
8
)2
·
∞∏
n=1
(
1− 1
22n+2
)2n+1
> 0.
Hene the BRW is not strongly reurrent.
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In order to give a suient ondition for strong reurrene we dene
ρˇ(P ) := lim sup
n→∞
inf
x∈X
ρ(PBn(x)) (3.9)
and write ρˇ(G) for the SRW on G. Here, Bn(x) is the ball of radius n around x.
Notie that this an be seen as a variation of of the spetral radius sine
ρ(P ) = lim sup
n→∞
sup
x∈X
ρ(PBn(x)).
Proposition 3.20. Let G be a graph with bounded geometry. The BRW (G,µ) with
onstant ospring distribution is strongly reurrent if
m >
1
ρˇ(G)
.
Proof. There exists some n ∈ N suh that for all x ∈ X we have m > 1/ρ(PBn(x)).
We follow the lines of the proof of Theorem 3.7 and onstrut and innite number of
superritial Galton-Watson proesses. Observe that sine the maximal degree of G is
bounded, there are only a nite number of dierent possibilities for the graphs Bx,n.
Therefore, the extintion probabilities of the Galton-Watson proesses are bounded
away from 1 and and we an onlude with Lemma 3.4.
Remark 3.21. The suient ondition in Proposition 3.20 is not neessary for strong
reurrene in general. Consider the following tree T that is a ombination of T3 and
Z : Let r be the root with degree 2. The tree T is dened suh that deg(x) = 3
for all x suh that d(r, x) ∈ [22k, 22k+1 − 1] and deg(x) = 2 for all x suh that
d(r, x) ∈ [22k+1, 22k+2 − 1] for k ≥ 0. We have ρ(T ) = 1, ρˇ(T ) = ρ(T3) = 2√2/3 < 1
and that the BRW (T, µ) is strongly reurrent for all m > 1. To see the latter observe
that for all m > 1 there exists some k suh that p
(k)
Z
(0, 0) ·mk > 1, where PZ is the
transition kernel of the SRW on Z. Thus eah part of Z of length k onstitutes a seed
and we onlude with Lemma 3.4.
3.3.3 Simple random walks on trees
Let T be a tree of degree bounded by M ∈ N and denote PT for the transition matrix
of the SRW on T and PTM for the transition matrix for the SRW on TM , theM -regular
tree. We onsider T to be an innite subtree of TM . One shows by indution on n :
Lemma 3.22.
p
(n)
T (x, y) ≥ p(n)TM (x, y) ∀x, y ∈ T ∀n ∈ N.
Sine the spetral radius of the SRW on TM is ρ(TM ) =
2
√
M−1
M , ompare with
Example 2.17, we immediately obtain a lower bound for the spetral radius of SRW
on trees with bounded degrees.
Lemma 3.23. Let T be a tree with degrees bounded by M. Then the simple random
walk on T satises
ρ(T ) ≥ 2
√
M − 1
M
.
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We obtain the following Corollary of Lemma 3.23 and Proposition 3.20.
Corollary 3.24. Let T be a tree with maximal degree M. The BRW (T, µ) with
onstant ospring distribution is strongly reurrent if m > 2
√
M−1
M .
Remark 3.25. Observe that Lemma 3.23 does hold for general graphs with degrees
bounded by M, ompare with Theorem 11.1 in [29℄. Therefore, Corollary 3.24 does
hold true for graphs with degrees bounded by M as well.
We onlude this hapter with an interesting and illustrative example, gathered
from [29℄ (Chapter 9), where we an give a omplete lassiation in transiene, re-
urrene and strong reurrene.
Example 3.26. We onstrut a graph that looks like
a rooted M -ary tree with a hair of length 2 at the
root. LetG1 be the tree where eah vertex has degree
M > 1, with the exeption of the root o, whih has
degreeM−1.AsG2 we hoose the nite path [0, 1, 2].
The graph G is obtained by identifying 0 with o,
ompare with Subsetion 3.3.1. The SRW on G is
obtained by setting α1 =
M−1
M and α2 =
1
M , ompare
with Equation (3.6). Let us rst onsider the ase
where M ≥ 5. One alulates the spetral radius of
the SRW on G :
ρ(G) =
√
M − 1
2(M − 2) .
seed
Reall that ̺(G) = min{ρ(G1), ρ(G2)}. Due to Lemma 3.23 we have ̺(G) ≥ 2
√
M−1
M .
Sine ρ(G1) =
2
√
M−1
M we have ̺(G) =
2
√
M−1
M . Notie that ̺(G) = ρ˜(G) = ρˇ(G).
Now, Theorem 2.12, Lemma 3.12 and the proof of Theorem 3.14 yields
(i) m ≤ 1/ρ(G) =⇒ (G,µ) is transient,
(ii) 1/ρ(G) < m ≤ 1/̺(G) =⇒ (G,µ) is reurrent,
(iii) m > 1/̺(G) =⇒ (G,µ) is strongly reurrent.
Observe that in this example the graph G2 an be seen as a seed that makes the
BRW reurrent. The rst ritial value 1/ρ(G) is suh that the G2 beomes a seed,
where the seond ritial value 1/̺(G) is suh that the branhing ompensates the
drift indued by the graph G1. Furthermore, notie that for M = 3, 4 the spetral
radius of G is ρ(G) = 2
√
M−1
M and reurrene and strong reurrene oinide. Thus in
this ase, the branhing whih is neessary to produe a seed in G2 must be at least
as high as the branhing that is needed to ompensate the drift of the SRW on G1.
3.4 Outlook
We know that if the ospring distributions depend on the state, any riterion for strong
reurrene must inorporate more information on the ospring distributions than the
mean. If the ospring distributions do not depend on the state, we onjeture, ompare
with the results obtained Setion 3, that there is a seond threshold:
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Conjeture 3.27. Let (X,P, µ) be a BMC with onstant ospring distribution. Then
there exists some m˜ suh that the BMC is strongly reurrent if m > m˜ and not strongly
reurrent if m < m˜.
Let us state the onjeture made in Subsetion 3.3.2. Reall
ρ˜(G) = inf
|∂F |<∞
ρ(F ),
where the inf is over all indued onneted innite subgraphs F ⊂ G with nite
boundaries.
Conjeture 3.28. Let G be a graph with bounded degrees. The BRW (G,µ) with
onstant ospring distribution is strongly reurrent if
m >
1
ρ˜(G)
.
For SRWs on loally nite graphs this is not true, ompare with Example 3.19.
This example suggests to onsider transient subsets. Let
ρ˜(G,m) := inf
F
ρ(F ),
where the inf is over all irreduible F ⊂ G where ∂F is transient with respet to the
BRW (F, µ). Observe that ρ˜(G,m) does depend on m sine transiene is w.r.t. the
BRW. In analogy to the proof of Lemma 3.17 we an prove that the BRW (G,µ) is
not strongly reurrent if m < 1/ρ˜(G,m). We onjeture that for BRWs 1/ρ˜(G,m) is
deisive for strong reurrene, ompare with Lemma 3.17.
Conjeture 3.29. Let G be a graph. The BRW (G,µ) with onstant ospring distri-
bution is strongly reurrent if
m >
1
ρ˜(G,m)
.
4 Positive reurrene
An irreduible Markov hain is alled positive reurrent if the expeted time to return
is nite for all possible starting positions. We generalize this denition to BMC and
say the proess returns to its starting position if the starting position is hit by at
least one partile. If the expeted time to return is nite, we all the BMC positive
reurrent.
Denition 4.1. A reurrent BMC is positive reurrent if
ExTx <∞ ∀x ∈ X, (4.1)
with Tx := inf{n > 0 : ∃i ∈ {1, 2, . . . , η(n)} : xi(n) = x}. Otherwise it is alled null
reurrent.
In ontrast to the question of transiene and reurrene of BMC, it is now also
interesting to onsider underlying null reurrent Markov hains and ask whether the
orresponding BMC is null or positive reurrent. For a Markov hain we have that
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either ExTx <∞ for all or for none x ∈ X. This does no longer hold for BMCs, as we
an see in the following Example 4.2. Furthermore, positive reurrene does depend
on more information of the ospring distribution then just the mean ospring.
Example 4.2. We onsider a random walk on a
direted graph with denumerable many direted
yles of exploding length emanating from the ori-
gin o. Let Ci = (c
(i)
0 , · · · , c(i)2i ) be yles of length
2i with c
(i)
0 = c
(i)
2i = o for i ≥ 1. The origin o
is the only ommon vertex of these yles, i.e.,
c
(i)
k 6= c(j)l , for 1 ≤ k < 2i and 1 ≤ l < 2j ∀i, j ∈
N. The transition probabilities P on X :=
⋃
i Ci
are dened as
p(o, c
(i)
1 ) :=
(
1
2
)i
, i ≥ 1,
p(c
(i)
k , c
(i)
k+1) := 1 ∀1 ≤ k < 2i, i ≥ 1.
The Markov hain (X,P ) is null reurrent. We onsider the BMC (X,P, µ) with
µ1(o) = µ3(o) =
1
2 and µ2(x) = 1 ∀x 6= o. It is now straightforward to show that
EoTo = ∞ but Ec(1)1 Tc(i)1 < ∞. Observe that the BMC with the same onstant mean
ospring m = 2 but µ2(x) = 1 for all x ∈ X is positive reurrent, i.e., ExTx < ∞ for
all x ∈ X.
Despite Example 4.2 we have under some natural assumptions on the branhing
that ExTx <∞ holds either for all or none x ∈ X.
Lemma 4.3. Let (X,P, µ) be a BMC and assume that 0 < µ1(x) < 1 for all x ∈ X.
If EoTo <∞ for some o ∈ X we have
ExTy <∞ ∀x, y ∈ X.
Proof. We start the BMC in o. Let y ∈ X and hoose k suh that p(k)(o, y) > 0. Sine
µ1(x) > 0 ∀x we have that with positive probability the total number of partiles at
time k is 1 and that this partile is in y, i.e., η(k) = η(k, y) = 1. Hene, EyTo < ∞.
In order to show EoTy < ∞ we use that µ1(x) < 1. Let τi be independent random
variables distributed like To under Po[·|η(1) = 1].We proeed with a geometri waiting
time argument : We start the proess with one partile in o and wait a random time
τi until a rst partile returns. This partile splits up in at least two partiles with
positive probability 1−µ1(o). One of these partiles starts a new proess that returns
to o after τ2 time steps. The remaining partiles, if there exists any, hit y after k
time steps with positive probability at least p(k)(x, y). This is repeated until y is hit.
Therefore, we obtain with q := (1− µ1(o))p(k)(o, y) :
EoTy ≤ k +
∞∑
i=1
(1− q)i−1q · i∑
j=1
Eτj
 <∞,
sine Eτi = Eo[To|η(1) = 1] < ∞. Hene, EoTy < ∞ and EyTo < ∞ for all y ∈ X.
Sine ExTy ≤ ExTo + EoTy ∀x, y ∈ X we are done.
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There is a branhing analog to the 2nd riterion of Foster, ompare with Theorem
2.2.3. in [9℄, for positive reurrene of Markov hains.
Theorem 4.4. Let o ∈ X. If there exists a nonnegative funtion f with f(o) > 0 suh
that
Pf(x) ≤ f(x) − ε
m(x)
∀x 6= o for some ε > 0, (4.2)
then ExTo <∞ for all x 6= o.
Proof. Let x 6= o. We dene
Q(n) :=
η(n)∑
i=1
f(xi(n))
and
Z(n) := Q(n ∧ To) + ε · (n ∧ To). (4.3)
We write ω(n) := {x1(n), . . . , xη(n)(n)} for the positions of partiles at time n and
obtain using Equation (4.2):
Ex[Q(n+ 1)|ω(n) = ω] ≤ Q(n)− εη(n)
under {To > n}. Hene, under {To > n} we have
Ex[Z(n+ 1)|ω(n) = ω] = Ex[Q(n+ 1) + ε(n+ 1)]
≤ Q(n)− εη(n) + ε(n+ 1)
≤ Q(n) + εn.
Therefore, Z(n) is a nonnegative supermartingale. We obtain with Equation (4.3)
Ex[n ∧ To] ≤ Ex[Z(n)]
ε
≤ Ex[Z(0)]
ε
=
f(x)
ε
.
Letting n→∞ yields
Ex[To] ≤ f(x)
ε
<∞ ∀x 6= o.
In general it is not possible to give riteria for the positive reurrene in terms
of the mean ospring m(x), ompare with Example 4.2. Despite this fat, it turns
out that for homogeneous BMC, e.g. quasi-transitive BMC, strong reurrene and
positive reurrene oinide. We refer to [6℄ where the asymptoti of the tail of the
distributions of the hitting times are studied even for branhing random walks in
random environment.
In the following subsetion,we present another method to show positive reurrene
of BRW on Z using large deviation estimates and the rate of esape of the BRW.
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4.1 BRW on Z
Let us onsider an irreduible, transient random walk, Sn =
∑n
i=1Xi, on Z with i.i.d.
inrements Xi. Furthermore, we assume bounded jumps, i.e., |Xi| ≤ d for some d ∈ N.
This assumption will be ruial in the proof of Lemmata 4.9 and 4.10 but an be
replaed for Theorem 4.5 and Corollary 4.6 by the assumption that Sn/n satises a
large deviation priniple. Without loss of generality we assume that the random walk
has drift to the right, i.e., E[Xi] > 0. Let I(·) be the stritly monotone rate funtion
dened by
−I(a) = lim
n→∞
1
n
logP(Sn ≤ an) for a ≤ EXi.
We onsider the BMC (X,P, µ) with onstant ospring distribution µ with mean
ospring m and denote Mn the leftmost partile at time n.
We have the well-known result for the minimal position of a BRW, ompare with
[11℄, [13℄, [4℄, [24℄, and [19℄ for multi-type BRWs.
Theorem 4.5.
lim inf
n→∞
Mn
n
= sup{s : I(s) ≥ logm} P-a.s.
Sine ρ(P ) = e−I(0), ompare with Lemma 2.8, we immediately obtain the follow-
ing result on the speed of the leftmost partile.
Corollary 4.6. Let (X,P ) be a random walk with bounded jumps on X = Z and drift
to the right. For a BRW (X,P, µ) with onstant ospring distribution the following
holds true:
(i) If m > 1/ρ(P ), then
lim inf
n→∞
Mn
n
< 0 P-a.s.
(ii) If m = 1/ρ(P ), then
lim inf
n→∞
Mn
n
= 0 P-a.s.
(iii) If m < 1/ρ(P ), then
lim inf
n→∞
Mn
n
> 0 P-a.s..
Remark 4.7. In partiular, Corollary 4.6 implies transiene if m < 1/ρ(P ) and strong
reurrene if m > 1/ρ(P ).
Eventually, we obtain that under the above onditions strong reurrene implies
positive reurrene:
Theorem 4.8. Let (X,P ) be a random walk with bounded jumps on X = Z and
drift to the right. The BRW (X,P, µ) with onstant ospring distribution is positive
reurrent if m > 1/ρ(P ).
The proof follows from the following Lemmata 4.9 and 4.10. Beside Tx we onsider
the following stopping time
T˜x := inf
n>0
{∃i ∈ {1, 2, . . . , η(n)} : xi(n) ∈ [x− d, x]}.
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Lemma 4.9. Let (X,P ) be a random walk with bounded jumps on X = Z and drift to
the right. For a BRW (X,P, µ) with onstant ospring distribution and m > 1/ρ(P )
we have
ExT˜x <∞ ∀x ∈ X.
Proof. We show the laim for x = 0 and write T˜ for T˜0. Sine
ET˜ =
∑
n≥0
P(T˜ > n)
it sues to study the behavior of P(T˜ > n) for large n and to show that it is
summable. To this end we split the sum into two terms:
P(T˜ > n) =
λn∑
k=1
P
(
T˜ > n|η(γn) = k
)
P (η(γn) = k)
+
∞∑
k=λn+1
P
(
T˜ > n|η(γn) = k
)
P (η(γn) = k)
with λ > 0 and γ ∈ (0, 1) to be hosen later. Here we assume that λn and γn take
values in N. We obtain
P(T˜ > n) ≤ P (η(γn) ≤ λn) +
∞∑
k=λn+1
P
(
T˜ > n|η(γn) = k
)
. (4.4)
In order to estimate the seond summand we observe that at time γn all partiles are
at worst at position γnd and obtain
P(T˜ > t|η(γn) = k) ≤ P (M(1−γ)n > −γnd)k
= P
(
M(1−γ)n
(1− γ)n > −
γd
1− γ
)k
.
Due to Corollary 4.6 we have
lim inf
n
M(1−γ)n
(1 − γ)n = s
for some s < 0. Now, we hoose γ suh that
− γd
1− γ > s.
Hene, there exists θ < 1 with
P
(
M(1−γ)n
(1− γ)n > −
γd
1− γ
)
≤ θ < 1,
for suiently large n. Therefore,
P(T˜ > n|η(γn) = k) ≤ θk (4.5)
and the seond summand in Equation (4.4) is bounded by θλ(n+1)/(1− θ).
30
It remains to bound the rst term in Equation (4.4). To do this we do not onsider
the whole BRW but fous on the indued random walk. Denote Yn the number of
times the labelled partile is not the only ospring of its anestor. In other words,
when we think about the proess where partiles live forever and produe ospring
aording to µ˜i−1 = µi i ≥ 1, then Yn is just the number of ospring of the starting
partile at time n. Hene, Yn ∼ Bin(n, p), where p :=
∑∞
i=2 µi > 0. Observe that a
Large Deviation Priniple holds for Yn, i.e., P (Yn ≤ an) deays exponentially fast for
a < p. Due to the denition of Yn we have η(γn) ≥ Yγn and obtain with l := γn that
P (η(γn) ≤ λn) ≤ P (Yγn ≤ λn) = P (Yl ≤ λγ−1l).
The last term deays exponentially fast for λγ−1 < p. Therefore, hoosing λ < pγ, we
obtain that P (η(γn) ≤ λn) deays exponentially fast.
Lemma 4.10. Under the assumptions of Lemma 4.9 we have
ExT˜x <∞ =⇒ ExTx <∞.
Proof. For simpliity let x = 0 and write T˜ and T for T˜0 and T0, respetively. Analo-
gous to the proof of Lemma 4.9, it is proven that Ey T˜ <∞ ∀y ∈ X.We start the BRW
in 0 and onsider the random time τ1 when [−d, 0] is hit for the rst time by some par-
tile. We pik one partile of those being in [−d, 0] at time τ1 and onsider the BRW
originating from this partile. Due to the irreduibility, there exists k ∈ N and q > 0
suh that ∀y ∈ [−d, 0] we have p(l)(y, 0) ≥ q > 0 for some l ≤ k. Hene, 0 is visited
by some partile up to time k with probability at least q. If 0 is not hit after k time
steps we onsider a BRW starting in some oupied position in [−d(k + 1), d(k + 1)]
and wait the random time τ2 until [−d, 0] is hit by some partile. This is repeated
until 0 is hit at the random time W. Sine ExT˜ <∞ for all x ∈ X, there exists some
C > 0 suh that ExT˜ ≤ C ∀x ∈ [−d(k + 1), d(k + 1)]. We onlude with
ET ≤ EW ≤ E [(τ1 + k)q + (1− q)q(τ1 + τ2 + k) + · · · ]
≤
∞∑
i=1
(iC + k)(1− q)i−1q <∞.
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