Recent developments in the ability to automatically and efficiently extract natural frequencies, damping ratios, and fullfield mode shapes from video of vibrating structures has great potential for reducing the resources and time required for performing experimental and operational modal analysis at very high spatial resolution. Furthermore, these techniques have the added advantage that they can be implemented remotely and in a non-contact fashion. Emerging full-field imaging techniques therefore have potential to allow the identification of the modal properties of structures in regimes that used to be challenging. For instance, these techniques suggest that the high spatial resolution structural identification could be performed on an aircraft during flight using a ground or aircraft-based imager. They also have the potential to identify the dynamics of microscopic systems. In order to realize this capability it will be necessary to develop techniques that can extract full-field structural dynamics in the presence of non-ideal operating conditions. In this work, we develop a framework for the deployment of emerging algorithms that allow the automatic extraction of high-resolution, full-field modal parameters in the presence of non-ideal operating conditions. One of the most notable non-ideal operating conditions is the rigid body motion of both the structure being measured as well as the imager performing the measurement. We demonstrate an instantiation of the framework by showing how it can be used to address, in-plane, translational, rigid body motion. The development of a frame-to-frame keypoint-based technique for identifying full-field structural dynamics in the presence of either rigid body motion is presented and demonstrated in the context of the framework for the deployment of full-field structural identification techniques in the presence of non-ideal operating conditions. It is expected that this framework will ultimately help enable the collection of full-field structural dynamics using measurement platforms including unmanned aerial vehicles, robotic telescopes, satellites, imagers mounted in high-vibration environments (seismic, industrial, harsh weather), characterization of microscopic structures, and human-carried imagers. If imager-based structural identification techniques mature to the point that they can be used in non-ideal field conditions, it could open up the possibility that the structural health monitoring community will be able to think beyond monitoring individual structures, to full-field structural integrity monitoring at the city scale.
Introduction
Full-field, high-resolution vibration measurements and characterization have long been desired for structural dynamics analysis and health monitoring. Its benefits are significant: it allows high-fidelity model development, validation, and updating of structural dynamics (Friswell and Mottershead, 1995) ; in addition, highresolution mode shapes, for example, enables accurate localization of structural damage, which is typically a local phenomenon (Dervilis et al., 2014; Doebling et al., 1998) . Traditionally, full-field measurements and characterization have been quite difficult to achieve. For example, due to high costs and intensive time and labor associated with the instrumentation process, accelerometers and strain gauges are typically installed in a limited number of locations, unable to achieve fullfield, high-resolution vibration measurements (Yang et al., 2017e; Yang et al., 2017d) . Optical fiber sensing (OFS) techniques (Li et al., 2004; Todd et al., 2007) , especially the more recently developed distributed OFS (Barrias et al., 2016) , can achieve high spatial resolution strain measurements; for example, the optical backscattered reflectometers could achieve strain measurements on the level of 1 mm. Nevertheless, significant challenges exist with OFS for field applications such as the fragility of the fibers. Non-contact optical measurement techniques, that is, interferometry techniques using laser beams, such as laser Doppler vibrometers (Castellini, 2006; Di Maio and Ewins, 2011; Mascarenas et al., 2012) , can provide high spatial resolution measurement. However, these measurement devices are active sensing methods that are relatively expensive and more applicable for non-destructive testing within limited regions of structures.
Photogrammetry emerges as an alternative noncontact optical measurement method to achieve fullfield, high-resolution measurements. It uses passive white-light imaging with digital video cameras that are relatively low-cost, agile, and provides simultaneous, very high spatial resolution measurements where every pixel effectively becomes a measurement point on the structure. These features make digital video camerasbased photogrammetry a promising tool to achieve full-field measurement and has been explored by the structural dynamics and health monitoring communities (Baqersad et al., 2017; Javh et al., 2018; Yang et al., 2017c; Yang et al., 2017e) . For example, digital image and video measurements have been used to identify and characterize local structural damage at detail (Jahanshahi et al., 2009; Javh et al., 2018; Yang and Nagarajaiah, 2015a) . Especially, using image processing algorithms, such as optical flow (Horn and Schunck, 1981; Yang and Nagarajaiah, 2015) and digital image correlation (DIC) (Pan et al., 2009; Sutton et al., 2009) , digital video camera measurements have been successfully used for full-field structural dynamics response measurements and subsequently experimental modal analysis (Helfrick et al., 2011; Schmidt et al., 2003; Siebert et al., 2009; Wang et al., 2011) . However, these methods typically rely on installing and tracking the optical markers or speckle paints on the structure's surface and are computationally extremely extensive (Pan et al., 2013) .
Recently, a phase-based video motion processing technique (originally proposed by Fleet and Jepson (1990) and further developed by Gautama and Van Hulle (2002) and Wadhwa et al. (2013) has been explored to perform full-field structural dynamics response measurements and output-only modal identification without the need for installing markers or speckle paints on a structure's surface (Cha et al., 2017; Chen et al., 2015a Chen et al., , 2015b Dasari et al., 2017; Dorn et al., 2016 Dorn et al., , 2017 Poozesh et al., 2017; Roeder et al., 2017; Sanchez et al., 2017; Sarrafi et al., 2017; Yang et al., 2017a Yang et al., , 2017b Yang et al., , 2017c Yang et al., , 2017d . Furthermore, the phase-based video motion processing is found computationally efficient to extract from the video the local motion that corresponds to the structural vibration (Yang et al., 2017a; Yang et al., 2017c) . In contrast to the technique in the study of Chen et al. (2015) , the proposed method (Yang et al., 2017a) exploits the physical relation between the unsupervised machine learning models and the structural dynamics models to model and process the high-dimensional pixel measurements and motion information, enabling automated, unsupervised, and efficient extraction of the output-only structure's modal frequencies, damping ratios, and full-field (full-pixel-resolution) mode shapes, even with possibly temporally aliased (sub-Nyquist) video measurements avoiding the need for using highspeed digital video cameras (Yang et al., 2017b) .
The key ingredient of the proposed full-field imaging method is that the spatiotemporal patterns of structural vibration (characterized by the modal superposition model), of high dimension, can be effectively modeled and processed by a family of unsupervised machine learning models (the linear mixtures model of blind source separation (BSS)). Its implementation to extract full-field modal parameters from the video is a multistep process. The first step was to apply the phasebased optical flow techniques (Fleet and Jepson, 1990; Wadhwa et al., 2013) . The spatiotemporal patterns corresponding to the mode shapes (spatial) and modal coordinates (temporal) could then be extracted automatically using BSS solution techniques as used in Kerschen et al. (2007) and Yang and Nagarajaiah (2013) . However, in order to apply BSS techniques to the video data, it is first necessary to reduce the dimensionality of the data. BSS typically makes the assumption that there are as many measured mixtures as there are generators in a system. In the case of videos of vibrating structures, there are typically only a few mode shapes that have been excited to generate the motion in the video. At the same time, there are typically many tens of thousands of pixels worth of measurements (full-field). So for video, there are significantly many more measured mixtures than there are generating modes. To address this issue, principal component analysis (PCA) is first applied to the calculated motion measurements (Yang et al., 2017a) . The number of non-trivial eigenvalues of the covariance matrix can then be used to make an estimate of the number of modes that are being excited in the structure. The subset of the eigenvectors corresponding to the nontrivial eigenvalues can then be used to accomplish two goals. First, the large eigenvectors can be used to perform dimensionality reduction in order to reduce the computational resources to perform additional processing. Second, by reducing the dimensionality of the data by projecting onto the large eigenvalue space that corresponds to significant motion components in the video, the number of mixture measurements can be made equal to the number of generators. By achieving this equality, the requirement for the number of generator to match the number of measured mixtures is met, and BSS techniques can be applied to the data. The full-field mode shapes themselves can then be found in the mixture matrix estimated using BSS. All of these calculations could be performed in a multi-scale manner (Fleet and Jepson, 1990; Wadhwa et al., 2013) as desired. A detailed summary of the technique can be found in the study of Yang et al. (2017a) .
Such a full-field imaging pipeline explicitly exploits the generic structural dynamics model and may be generalized to be imager agnostic. With minimal modification, this technique for extracting full-field mode shapes may be applicable to DIC measurements, depth measurements collected by RGB-D (Red, Green, Blue-Depth) imagers/time-of-flight cameras/stereo imagers (Kooij and Van Gemert, 2016) , thermal imagers, and just about any imager that can produce an appropriate temporal sequence of frames. Furthermore, it has been shown that by exploiting the spatiotemporal uncoupling property of the modal superposition model, it is possible to extract the full-field mode shapes from video even when the frame rate of the camera is below the required Nyquist frequency associated with the natural frequency of that mode (Yang et al., 2017b) . These results coupled with the result showing that low-rate random samples could be used to extract mode shapes using BSS (Yang et al., 2015b) , imply that it will even be possible to make the video-based techniques robust to the random loss of video frames during the measurement process. These properties make these techniques for extracting full-field mode shapes automatically from image sequences good candidates for field-deployed structural measurement systems. In fact, this class of techniques provides a path forward for moving beyond structural health monitoring at the individual structure, to full-field city-scale structural health monitoring.
Realizing such an ambitious goal requires enhancing the capabilities of the full-field imaging technique to handle non-ideal, real-world operating measurement environment. To the best knowledge of the authors, to date, all validated examples of the technique for the automatic identification of full-field structural dynamics have occurred in laboratory settings, with small-scale laboratory structures with a stationary camera and a structure not undergoing rigid body motion.
However, if this class of techniques can be modified and augmented to use video measurements collected under less controlled conditions, it could open up a number of opportunities in scientific research as well as for engineering applications. In this work, a framework is presented that shows how full-field imaging techniques for automatically identifying structural dynamics can be exploited for use in non-ideal, field deployment applications. The purpose of this framework is twofold. First, the framework provides a disciplined way to open the discussions about the requirements and steps necessary to implement imagerbased, full-field structural identification for real-world applications. Second, laying out this framework will facilitate the ability of researchers to identify sub-problems, and opportunities to work on that will facilitate the structural dynamics and health monitoring community's ability to apply these techniques on real-world structures.
A framework for the identification of fullfield structural dynamics under non-ideal operating conditions
The framework for the identification of full-field structural dynamics under non-ideal conditions from imager data can be seen in Figure 1 . This framework provides a very high-level view of the steps required to extract full-field structural dynamics in the field under nonideal conditions:
1. Image/data collection. During this step, it is necessary to decide what types of imager will be used to collect data from the structure of interest. Issues such as frame rate, imager optics, picture size, and the physical nature of the measurement are considered here. These decisions will depend on the physical nature of the structural dynamics of interest and whether or not the motion is in or out of plane. It is possible that this step could involve the use of multiple imagers and even different types of imagers. For instance, thermal imagers might be combined with image data from conventional cameras to study the effects of thermal loading on a bridge. In many cases, it may be beneficial to involve additional sensor modalities. In the case of a camera exposed to harsh weather, it may be beneficial to measure acceleration of the camera in three dimensions for the purpose of using this information later to identify and remove camera motion. It may even be the case that in this step, large-scale data are collected to help guide the data collection. For instance, records of neighbor complaints of maintenance, noise, or blight might be used to indicate that a particular structure is in need of additional monitoring. 2. Preprocessing. This step focuses on taking the raw image data and performing any necessary preprocessing. This could be using classification and detection algorithms to locate structural elements of interest in the images. For instance, in an image of a bridge, it might be desirable to automatically locate and crop out the cables; so they can each be analyzed separately. In the multi-camera case, it might be appropriate to perform sensor fusion at this step. In the case of some forms of moving camera, structure from motion techniques may prove useful in this step.
In the case of a moving camera/structure, rigid body motion extraction may take part at this step. This could involve the use of alternative sensing modalities such as accelerometers as suggested in step 1 to identify and remove the motion of the imager. 3. Motion extraction. Once the images have been preprocessed, the next step is to estimate structural motion from the sequence of images. The proposed method (Yang et al., 2017a) currently uses the multi-scale, phase-based optical flow technique (Fleet and Jepson, 1990; Wadhwa et al., 2013) . However, alternative techniques exist to extract the motion from the sequence of images. In some cases, this step may not be necessary. For instance, some imagers such as depth or velocity sensors may directly encode the data in a form that already captures the motion.
4. Dimensionality reduction. Dimensionality reduction is in general a useful step to include in the framework both to reduce computational requirements, as well as to prepare the motion data for the subsequent decomposition step. For instance, work on extracting full-field mode shapes has to date focused on the use of algorithms that solve the BSS problem. Typical solutions to the BSS problem require an equal number of mixed measurements as there are generators of the measurements. For this reason, dimensionality reduction techniques such as PCA are used to reduce the dimensionality of the motion data so that the number of mixed measurements and the number of generators are roughly the same. 5. Decomposition. Once the dimensionality of the motion data has been reduced, it can be fed to an appropriate decomposition algorithm to extract the mode shapes. The algorithm we currently use to perform the decomposition is the complexity pursuit (CP) solution (Stone, 2001) to the BSS problem. The reason being that the BSS model has a one-to-one correspondence with the linear structural dynamics model Poncelet et al., 2007) . In fact, the mixing matrix recovered by the CP algorithm theoretically corresponds exactly with the mode shapes of the structure's response. Any variety of additional decomposition algorithms could be developed in future work to improve the decomposition performance. The authors expect this to be an active area of Figure 1 . The framework for identifying full-field structural dynamics under non-ideal field conditions. Each step of the process provides examples of possible algorithms or actions that might be implemented to achieve that function.
research. BSS-based techniques are inherently a reasonable solution for decomposing linear structural dynamics. Perhaps nonlinear structural dynamics would be better captured using a sparse autoencoder. Sparse BSS techniques may have some advantages for capturing mode shapes because the time response associated with a single mode should generally be a singletone signal (Gribonval and Lesage, 2006) . Typical outputs-the output of the decomposition step is typically the natural frequencies, mode shapes, and damping ratios of all the modes that can be measured. It would also be common using the BSS technique to obtain the modal coordinates associated with each mode shape. As these techniques mature, the decomposition step may also output parameters of interest for nonlinear systems.
Typical applications-once the natural frequencies, mode shapes, and damping ratios associated with the structure of interest have been identified, this information can be used for a variety of different applications. For instance, the mode shape can be examined for signs of structural damage for structural health monitoring purposes. Changes in the natural frequency of a cable in a bridge can indicate the changes in the tension of the cable. Finally, the highresolution natural frequency and mode shape information can be used to perform model verification and validation/updating. This class of data can be subjected to many of the structural health monitoring and non-destructive evaluation algorithms that have been developed by the research community. The high spatial density nature of these measurements has the potential to change the way researchers think about performing structural health monitoring in much the same way that the availability of big data has impacted the ability to train deep learning artificial intelligence (AI) systems (Harvey et al., 2009 ). 6. Adapt image/data collection tactics. This step is inherently a feedback loop that is used to adjust the parameters of the image/data collection step so that the next time through the loop new and perhaps more relevant data can be collected and analyzed in order to accurately and completely identify the dynamics of the structure of interest. In many field applications of interest, the imager may be deployed in such a manner that it is possible to change the direction in which it is pointing, or adjust its optics. In some cases, the imager might be mounted on an unmanned aerial vehicle. In this case, it may be possible to move the unmanned aerial vehicle to a new location to collect relevant data from a structure of interest that was not available in the first data set. In the case of large structures, a robotic telescope might be directed to perform a scan of individual parts of the structure. This feedback loop step might implement an active learning algorithm or design of experiment. In the case of structural health monitoring, it would be useful to first have the system collect images of the whole structure. These images could then be analyzed for areas of potential damage. When an area of potential damage is found, the imager could be directed to zoom into that area and collect more detailed information concerning possible damage in that area.
It must be stressed that this framework is not set in stone. There are known cases where perhaps two of the required functions could be implemented in a single step. For instance, in some cases, it may be possible to remove rigid body motion at the motion extraction step as opposed to the preprocessing step. In addition, there are cases where classification might occur after the motion extraction step because perhaps the motion information helps identify the structure of interest. This framework is meant to simply be a guide showing what is possible with modern video processing techniques for structural dynamics, to lay out the requirements that must be met, and to provide a plausible framework for meeting those requirements in an effective manner. It can also help aid researchers in choosing research directions to make full-field identification of structural dynamics in the field a reality.
Removing the effects of rigid body motion during imager-based, full-field structural identification
One of the main challenges associated with expanding the scope of applications over which these emerging video-based structural ID techniques can be applied is the issue of dealing with rigid body motion in video. This non-ideal motion could either be a result of the structure of interest moving or the movement of the imager itself. To date, the authors are not aware of any work that directly addresses the issue of extracting fullfield structural dynamics in the presence of arbitrary rigid body motion of either the imager or the structure of interest. The work (Elgharib et al., 2016) focuses on magnifying small motions in video sequences in the presence of large motions. This work was primarily focused on visualization and did not concern itself with making quantitative measurements of structural dynamics, but it does provide some ideas for a plausible path forward for addressing rigid body motion. Work has been completed on estimating rigid body motions along with structural vibrations using DIC measurements (Luo et al., 1993; Peters et al., 1983) . However, the drawback to this work is that a highcontrast speckle pattern must be applied to the structure of interest before these techniques will work. This requirement makes DIC less attractive for non-ideal field deployment applications. However, research into addressing the effects of rigid body motion on the identification of full-field structural dynamics will probably benefit from considering techniques the DIC community has used to measure rigid body motion.
In this work, video stabilization is achieved using the consensus-based matching and tracking of keypoints for object tracking (CMT) algorithm developed in Nebehay and Pflugfelder (2015) . This video stabilization algorithm is attractive for structural dynamics applications because it is inherently meant to deal with deformable objects such as flexible structures. Furthermore, it is robust to changes in the perspective used to view the object of interest. This is useful for situations in which the camera moves relative to the structure and portions of the structure go in and out of view. The CMT algorithm was demonstrated to perform at the state of the art as of 2015.
It should be noted that alternative approaches to the problem of dealing with large motion in video sequences do exist. Perhaps most notably, a common technique used in optical flow research is the use of multi-scalar decomposition of the images (Florak and Nielsen, 1994; Meinhardt-Llopis et al., 2013; Niessen et al., 1997; Weber and Malik, 1995) . This class of techniques shows great promise for structural dynamics applications. Part of the attractiveness of this class of techniques is that they inherently are already an integral component of the techniques that have been developed to identify the fullfield dynamics of structures. However, questions remain regarding their ability to generalize to rigid rotational motion and their ability to adapt to changing perspectives. Furthermore, it is convenient to consider these frame-by-frame techniques upfront because they help flesh out the full-field framework in non-ideal operating conditions with respect to addressing any preprocessing that may need to take place before full-field dynamics can be extracted from the video. For these reasons, both classes of techniques are worth further study at this time. This work focuses on the development of a frameto-frame keypoint-based technique for performing system identification on structures in the presence of rigid body translational motion.
Overview of the technique for identifying full-field structural dynamics from video
For the sake of completeness, we review the technique for identifying full-field, high-resolution, mode shapes from the video measurement of a vibrating structure in an output-only manner. Details regarding the implementation of the technique can be found in the study of Yang et al. (2017a) .
A video of the operating structure records structural vibration in the frames with temporally displaced or translated image intensity I(x + d(x, t)) (assuming N pixels and T frames) where x is the spatial variable (pixel coordinate) and d(x, t) is the spatially local, temporally varying, motion. Structural motion is encoded in the local amplitudes r(x, t) and local phases c(x, t) of the image measurements, which can be extracted by the spatially multi-scale, localized, complex steerable pyramid filters (Simoncelli, 2009 ). Phase information has been shown to provide a robust approximation of the motion and relatively insensitive to changes in illumination, perspective, and surface conditions (Fleet and Jepson, 1990) .
After normalization, the obtained local phases c(x, t) directly correspond to the vibration motion d(x, t) which can be expressed by the modal expansion as linear combinations of the modal responses
where F 2 R N 3 n and q 2 R n 3 T with u i (x) as the ith mode shape and q i (t) the ith modal coordinate, both of which need to be identified from the only knowledge of the vibration d(x, t). Because the pixel dimension of d(x, t), N, is much higher than the mode dimension (number), n, that is, N ) n, equation (1) is a high-spatial-dimensional, low-modal-dimensional over-complete model representing the spatiotemporal d 0 (x, t) and the output-only modal identification problem above cannot be directly solved. A family of unsupervised machine learning approach, known as BSS, is adopted to explicitly model and tackle this over-complete output-only modal identification problem.
First, spatial dimension reduction of the overcomplete system described by equation (1) is first conducted by performing PCA or singular value decomposition (SVD) on the motion matrix
where S 2 R N 3 T is a diagonal matrix containing T non-decreasing diagonal elements, s i as the ith singular value (s 1 ! Á Á Á ! s i ! Á Á Á ! s T ! 0), and
) are the matrices of the left and right singular vectors. The rank of d is r if the number of non-zero singular values is r (s 1 ! Á Á Á ! s r .s r + 1 = Á Á Á = s T = 0). In structural dynamics, it has been shown that under certain assumptions, the principal directions will converge to the mode shape direction with the corresponding singular values indicating their participating energy in the structural vibration responses d. Therefore, the structure's active modes in d are projected onto the r'n principal components. Since there are only very few dominant active modes present in the structural vibration responses, the rank of d, r, is much smaller than the spatial dimension of d, N; that is, r ( N and d is low-rank. Therefore, PCA is able to conduct significant spatial dimension reduction on d by linearly projecting most energy (modal components) of d onto a very small number of principal components
where U r = ½u 1 , . . . , u r 2 R N 3 r is the first r ( ( N ) columns of U, and the ith row of the resultant h = ½h 1 , . . . , h r Ã 2 R r 3 T , h i , is the ith principal component of d. The above linear, invertible, PCA transform preserves the high spatial resolution of the low-
The projected r'n principal components h 2 R r 3 T can also be expressed as linear combinations of the modal coordinates
Substituting equations (1) and (5) into equation (4) yields
Comparing the two ends of equation (8) with r'n, it yields
Therefore, the remaining problem is finding g i to obtain the mode shape u i according to equation (5), which can be accomplished by a BSS technique termed CP to directly de-couple or separate h(x, t) into individual modal coordinates (Yang and Nagarajaiah, 2013) 
simultaneously yielding the de-mixing or de-coupled matrix W 2 R r 3 r and the modal coordinates q(t). Comparing equations (3) and (6), Y 2 R r 3 r is the inverse of W
Therefore, the high-resolution mode shapes u i (x) (i = 1, . . . , r), at a spatial (pixel) resolution of N, are estimated as per equations (2) to (9). Modal frequencies v i and damping ratios z i can be estimated from the obtained modal coordinates q i (t) (i = 1, . . . , r); however, they are not required information for the present damage detection method.
A frame-to-frame keypoint-based technique for addressing rigid body motion
In this work, the consensus-based matching and tracking of keypoints algorithm is used to remove the rigid body motion of the structure. This algorithm is also known as clustering of static-adaptive correspondences for deformable object tracking (CMT). This algorithm was developed by Li et al. (2014) and Nebehay and Pflugfelder (2015) . This algorithm was chosen because it has been shown to achieve robust object tracking performance even when the object is deforming. In addition, the technique is model-free, which is advantageous since obtaining a model of the structure is the goal of taking the video measurements in the first place. Since measurement of structure dynamics implies the structure is deforming, the ability to track objects robustly in the face of deformation is a highly desirable property. The principle behind the operation of the CMT algorithm can be summarized as follows: given a set of frames and an initial region of interest (ROI) to track, a set of keypoints is found within the ROI specified by the user in the first frame. The changes of these keypoints are tracked from the previous frame to the current frame using optical flow. Next, keypoints are matched in a global sense by comparing their binary descriptors (Leutenegger et al., 2011) . These two complementary techniques can be used together to find a set of corresponding keypoints. Consensus between the keypoints to find the object center is achieved by having each keypoint cast a vote for the object center. The CMT algorithm estimates an object's center, scaling factor, and the amount of in-plane rotation experienced by the object. Note that CMT is sensitive enough to capture an object's average movement (rigid body motion), but its reliance on keypoints stops it from picking up on smaller vibrations (our target). This is key to filter out rigid motion while leaving small vibrations intact.
The procedure used to stabilize the videos to remove rigid body motion using CMT is as follows:
1. Collect the video of the vibrating structure; 2. Crop the video so that only the pixels that include the structural motion over the whole time period of interest are included;
3. Run the CMT algorithm on the cropped videos in order to detect rigid body motion. Subtract it by translating corresponding frames against the rigid motion in the video stream. When choosing the ROI on the first frame for the CMT algorithm to track, select an ROI that includes all the pixels associated with the structure, but as few additional pixels as possible; 4. Crop the video again so that only the pixels associated with the structural motion remain; 5. Take the final cropped video and use the blind source separation-based methods to extract the natural frequencies and high-resolution mode shapes.
Experimental setup and procedure
A laboratory scale 3 degree-of-freedom (DOF) structure was used to test the performance of the CMTbased tracker to address the effects of rigid body motion on the ability to identify full-field structural dynamics from video ( Figure 2 ). The 3-DOF structure consists of three aluminum cubes, each vertically supported above the next using two aluminum supports. The aluminum supports are connected to each cube using quantity 2, ¼-20 screws at each connection. The aluminum cubes measure 50.8 mm (2 inches nominal) on each side. The space between each cube measures 98.4 mm. The aluminum support beams are 25.4-mmwide (1 in nominal) and 1.42-mm-thick (1/16 in nominal). The structure is affixed to an electromagnetic shaker. In this work, we are primarily interested in trying to identify the dynamics of the three dominant modes of this structure. An accelerometer placed on the top cube was used in conjunction with a modal hammer impact to the bottom cube to collect the natural frequencies associated with the three dominant modes. They were measured to be 10.3, 31.8, and 45.3 Hz. Excitation to the structure was provided in two different ways. First, a modal hammer was used to impart an impact to the structure by striking the structure on the bottom cube. Second, low-pass filtered white Gaussian noise was applied using the electromagnetic shaker. The bandwidth of the white Gaussian noise was sufficiently high to extend beyond the third highest mode of the structure.
A Sony NEX-FS700RH Super 35 Camcorder with a Sony Carl Zeiss Sonnar T E 24-mm F1.8 ZA lens was used to collect video measurements. All video measurements were taken at a frame rate of 240 frames per second (FPS), which may be selected as long as it is above twice the maximum modal frequency, although recent work has shown that sub-Nyquist imaging with temporally aliased video measurements may still be used for extracting full-field dynamic parameters (Yang et al., 2017b) . In order to introduce rigid body motion into our measurements, video camera was placed on a Newmark ET-300-21 translational stage in order to allow video to be taken while the camera translates parallel to the motion of the shake table. This stage has a total of 300 mm of travel. For static measurements, the stage was positioned in the middle of its travel. For measurements that featured the camera moving, the stage would start at one extreme end of its travel and jog over to the other extreme end of its travel at a constant speed of 38.9 mm/s excluding a 300 ms long linear acceleration/deceleration period at the start and stopping points. The camera lens was located a distance of 1.479 m (58.25 in) from the 3-DOF structure. A black background was placed behind the structure. A pair of halogen lamps not directly directed at the structure was used to provide illumination. In all measurements, the video camera was controlled using a remote control in order to avoid camera motion associated with pushing the record button. The experimental setup can be seen in Figure 3 . The video camera mounted on the translation stage can be seen in Figure 4 .
In order to get a sense of the motion of the structure during excitation, a dial indicator was used to measure the displacement of the structure under the excitation conditions employed in this work ( Figure 5 ). Three types of excitation were used in this experiment. First, impacts were applied to the structure at the bottom cube. These impacts were observed to displace the cube by 1.2-1.5 mm max. Next, two magnitudes of low-pass filtered white Gaussian noise in the form of base excitation by the electromagnetic shaker were used. These higher magnitude excitations were observed to displace the structure by ;1 mm max. The lower magnitude excitation was ;.12 mm max. This excitation had sufficiently high bandwidth to be able to excite the third mode of the structure. These excitations will be referred to as the 1-mm Gaussian excitation and the .12-mm Gaussian excitation throughout the remainder of the article.
Hammer impact on 3-DOF structure with camera static
For the purpose of comparison, first we measure an impact on the 3-DOF structure with the camera static. The original video was resized by a factor of .2 using a Gaussian blur to avoid spatial aliasing and cropped to only include the 3-DOF structure. The dimensions of the cropped video used in the analysis are 136 pixels vertical by 30 pixels horizontal by 1915 frames. The fullfield modal ID technique was directed to extract three components from the video. The estimated resonant frequencies of the three dominant modes are 10.03, 31.71, and 45.37 Hz. A representative frame from the cropped original video can be seen in Figure 6 . The eigenvalues associated with the covariance matrix of the phase of the video can be found in Figure 7 . The modal coordinates extracted using CP can be found in Figure 8 . Figure 9 shows the full-field mode shapes as determined by the mixing matrix produced by CP. Note that mode shapes (and modal coordinates) do not have units associated with them because they are only defined up to a constant of proportionality. In addition, since only the relative displacements are needed for extracting modal parameters, no length units are labeled on them either. In all plots of the full-field mode shapes, the vertical tip of the beam corresponds to the end of the plot where the vertical pixel is 0. An examination of the mode shapes shows that the three modes exhibit the expected inflection points for a 3-DOF structure. The second mode has one inflection point and the third mode has two inflection points that would correspond to the nodes of these modes. These results with the camera static can be used for comparison with the modes extracted when the camera is translating.
The 1-mm Gaussian excitation base excitation on the 3-DOF structure with camera static For further comparison purposes, next we measure the 1-mm Gaussian base excitation on the 3-DOF structure with the camera static. The original video was resized by a factor of .2 using a Gaussian blur to avoid spatial aliasing and cropped to only include the 3-DOF structure. The dimensions of the cropped video used in the analysis are 136 pixels vertical by 40 pixels horizontal by 1500 frames. The full-field modal ID technique was directed to extract five components from the video. The estimated resonant frequencies of the three dominant modes are 10.8, 30.8, and 45.12 Hz. A representative frame from the cropped original video can be seen Figure 7 . Eigenvalues from the covariance matrix of the phase data for the hammer impact test with the camera static. Figure 8 . The modal coordinates extracted using complexity pursuit from the phase data of the hammer impact test with the camera static.
in Figure 10 . The eigenvalues associated with the covariance matrix of the phase of the video can be found in Figure 11 . The raw modal coordinates extracted using CP can be found in Figure 12 . Figure 13 shows the raw, full-field mode shapes as determined by the mixing matrix produced by CP. In this case, it was necessary to extract five components using CP in order to extract the three modes individually. There is also a spurious peak at 20 Hz. At this time, it is suspected that this peak arises from a nonlinear affect associated with the first mode at 10.8 Hz. The magnitude of this peak is about 1 order of magnitude lower than the peak associated with the first node. The fourth CP component is not very sparse in the Fourier domain. It is not clear where this component comes from at this time, but the non-sparse nature of it suggests that it is not associated with a mode of interest.
For completeness, the three modes of the 3-DOF structure are plotted in order in Figure 14 for comparison with the results found in Figure 9 for the case of the 3-DOF structure impacted with the hammer.
An examination of the mode shapes shows that once again the three modes exhibit the expected inflection points for a 3-DOF structure. The second mode has one inflection point and the third mode has two inflection points that would correspond to the nodes of these modes. Modes 1 and 2 have significant similarity to those shown in Figure 9 . Mode 3 is not picked up as well in the region closest to the base. It is expected that Figure 12 . The modal coordinates extracted using complexity pursuit from the phase data of the 1-mm Gaussian base excitation test with the camera static. Mode 1 occurs in complexity pursuit component 5, Mode 2 occurs in complexity pursuit component 2, and mode 3 occurs in complexity pursuit component 1. Figure 13 . Raw full-field mode shapes extracted from the 1-mm Gaussian base excitation test with the camera static using complexity pursuit.
if multiple averages of this mode were taken, the third mode would come out more cleanly. This possibility will be explored in future work. This measurement was made to try and simulate how this analysis will perform when the structure is exposed to ambient vibration.
The 1-mm Gaussian excitation base excitation on the 3-DOF structure with camera translating-naïve approach Now consider the case of the 1-mm Gaussian base excitation on the 3-DOF structure with the camera translating. In this case, the camera travels along a linear stage over a distance of 300 mm at a speed of 38.9 mm/s with the exception of a 300 ms acceleration/deceleration step at the beginning and end of its motion. The algorithm for identifying full-field structural dynamics from video is applied directly to a cropped version of this video in order to evaluate its performance on video featuring translating structures. A representative frame from the cropped video that was analyzed is shown in Figure 15 . This video has dimensions 136 3 114 3 1500 frames. The eigenvalues associated with the covariance matrix of the phase of the video can be found in Figure 16 . It is worth noting that the number of non-trivial eigenvalues is significantly higher than is seen in any of the other tests. There are at least 100 non-trivial eigenvalues observed in this test as opposed to every other experiment reported in this work which tend to have 2-7 non-trivial eigenvalues. For illustration purposes, the CP algorithm was directed to find five components.
The raw modal coordinates extracted using CP can be found in Figure 17 . Figure 18 shows the raw, full-field mode shapes as determined by the mixing matrix produced by CP. The modal coordinates take the form of slightly corrupted Fourier components. The mode shapes themselves appear to be spurious and only correlated roughly with the edges of the structure. The number of non-trivial eigenvalues is typically used to try and estimate the number of CP components to extract. In this case, five components are extracted only to show the types of components that are exhibited. The CP algorithm was also run in such a manner to extract 100 components. In this case, the extracted modal coordinates continued to only exhibit themselves as corrupted Fourier components. It appears as if the algorithm was trying to form a subset of the Fourier basis. The natural frequencies were never observed in these components. However, even if they were, it is not clear how they would be distinguished from any of the other components because they are all also sparse in the Fourier domain. If the natural frequency components were present, it may be possible to look at the corresponding more shapes to determine which components actually corresponded to mode shapes by considering their sparsity under an appropriate basis. However, at this point, this is purely speculative. For practical purposes, naively applying the full-field structural identification algorithm does not appear to perform well. However, it is important to note that in this case, we are only examining one level of the mode shapes and modal coordinates. As mentioned earlier, if multiple levels were examined more carefully, it may be possible to find distinguish motions at different levels. This possibility will be explored more carefully in different work. Regardless, it is clear that identification of structural dynamics must be considered more carefully in the case of rigid body motion in the video. The 1-mm Gaussian excitation base excitation on the 3-DOF structure with camera translating-CMT tracker approach Next, we consider the case of the 1-mm Gaussian base excitation on the 3-DOF structure with the camera translating, but in this case, the video collected while the camera is translating is stabilized using the CMT tracker. The use of the CMT tracker to address the issue of rigid body motion is inspired by the work done by Elgharib et al. (2016) on video motion magnification in the presence of large motion. In this case, the camera travels along a linear stage over a distance of 300 mm at a speed of 38.9 mm/s with the exception of a 300 ms acceleration/deceleration step at the beginning and end of its motion. The procedure for using the CMT tracker to address rigid body motion is as follows:
1. The video is cropped in such a way that the resulting video is only slightly larger than is necessary to capture all the motion of the structure of interest (Figure 19 ). 2. Next, the CMT tracker algorithm is used to stabilize the video with respect to the structure. The CMT algorithm requires a bounding box be used to indicate the object to track. Figure  20 shows a typical bounding box used for the CMT tracker.
3. The CMT tracker algorithm outputs a new video that exhibits artifacts from the stabilization Figure 18 . Raw full-field mode shapes extracted from the 1-mm Gaussian base excitation test with the camera translating and the naïve application of complexity pursuit. These shapes appear to simply be related to the edges and otherwise spurious. A physical interpretation of these shapes is not currently available. procedure (Figure 21 ). These artifacts should be removed before performing full-field modal identification. The artifacts are cropped out and an example of the resulting frame fed to the fullfield identification algorithm is shown in Figure  22 .
The cropped, stabilized video was resized by a factor of .2 using a Gaussian blur to avoid spatial aliasing and cropped to only include the 3-DOF structure. The dimensions of the cropped video used in the analysis are 136 pixels vertical by 34 pixels horizontal by 1500 frames. The full-field modal ID technique was directed to extract 10 components from the video. The estimated resonant frequencies of the three dominant modes are 32.32 Hz for the second mode and 45.28 Hz for the third mode. The first mode was not observed. At this time, it is suspected that it was not excited enough to be apparent. The eigenvalues associated with the covariance matrix of the phase of the video can be found in Figure 23 . The raw modal coordinates extracted using CP can be found in Figure 24 . Figure  25 shows the full-field mode shapes associated with modes 2 and 3 as determined by the mixing matrix produced by CP. In this case, it was necessary to extract 10 components using CP in order to extract the three modes individually. It is worth noting that based on Figure 12 , CP components 7-10 appear to correlate with the rigid body translation of the camera. This suggests that using decomposition techniques such as CP may suggest a path forward for rejecting noise from unwanted motion/vibration from the modal estimates. It is also worth noting that the CP components 1 and 4 which correspond to modes 3 and 2, respectively, are highly sparse in the Fourier domain. This suggests that it may be possible to automatically distinguish structural modes from spurious vibrations by examining the magnitude of their L1 norm in the Fourier domain.
An examination of the mode shapes shows that the second and third modes exhibit the expected inflection points for a 3-DOF structure. The second mode has one inflection point, and the third mode has two inflection points that would correspond to the nodes of these modes. Modes 1 and 2 have significant similarity to those shown in Figure 9 . However, in both cases, there is an additional inflection point associated with the base of the structure. The current thought is that this is a result of noise/measurement quality. It is expected that if multiple averages of this mode were taken, the third mode would come out more cleanly. This possibility will be explored in future work. This measurement was made to try and simulate how this analysis will perform when the structure is exposed to ambient vibration and the camera is translating.
It should be noted that a currently unexplained peak is present in the measurement shown in Figure 24 in the third CP component at ;55 Hz. In future research, it will be important to distinguish between peaks originating from linear structural dynamics, nonlinear structural dynamics, and noise. For instance, if many measurements are averaged together it may be possible to remove spurious peaks caused by noise in the measurements. The .12-mm Gaussian excitation base excitation on the 3-DOF structure with camera translating-CMT tracker approach
In this section, we report on the smallest magnitude full-field mode shape that has been identified thus far from a translating imager, to the best of our knowledge. In this test, the 3-DOF structure is exposed to a base excitation consisting of white Gaussian noise that displaces the top block of the structure by ;.12 mm max. In this case, the camera travels along a linear stage over a distance of 300 mm at a speed of 38.9 mm/s with the exception of a 300 ms acceleration/deceleration step at the beginning and end of its motion. The same procedure is used for applying the CMT tracker for stabilizing the video as is previously described. It should be noted that this level of displacement is on the order of magnitude of the thickness of 1-2 human hairs.
The cropped, stabilized video was resized by a factor of .2 using a Gaussian blur to avoid spatial aliasing and cropped to only include the 3-DOF structure. The dimensions of the cropped video used in the analysis are 136 pixels vertical by 34 pixels horizontal by 1500 frames (Figure 26 ). The eigenvalues associated with the covariance matrix of the phase of the video can be found in Figure 27 . The full-field modal ID technique was directed to extract 10 components from the video (Figure 28 ). In this case, only the third mode is observed. It manifests itself at 45.16 Hz. The third mode is shown in Figure 29 . From this figure, the third mode is comparable to that shown in Figure 25 for an excitation whose magnitude is about eight times as large. However, it must be noted that this mode is not of perfect quality either in comparison to previous measurements. Figures 30 and 31 show two additional views of mode 3. These views illustrate that mode 3 is far from symmetric as would be expected. However, the shape for mode 3 is recognizable. This may be sufficient for certain applications and once again, averaging results over many measurements may help improve this estimate. The fact this mode can be distinguished at all at such a small magnitude of displacement suggests imager-based full-field structural identification techniques have potential to be extended to field applications with additional research. Particularly for applications in which there is no way to affix a sensor to the structure of interest. At this time, it hypothesized that the loss in symmetry might be a result of the small perspective change that occurs as the camera pans across the structure.
It is not uncommon to use multiple measurements when performing operational modal analysis. For this reason, it was decided to analyze additional video measurements from the three-story structure. Now consider two additional video measurements with the same experimental parameters discussed earlier in this section. The two video measurements designated as ''Test A'' and ''Test B'' appear to exhibit the second mode shape, but not the first or third mode. The eigenvalues associated with the covariance matrix of the phase of the video can be found in Figure 32 and Figure 33 for Test A and Test B, respectively. The full-field modal ID technique was directed to extract 10 components from the video. In both cases, only the second mode is observed. The second mode manifests itself at 32. Figure 27 . Eigenvalues from the covariance matrix of the phase data for the .12-mm Gaussian base excitation test with the camera translating after cropping, CMT stabilizing, and cropping again. Figure 28 . The modal coordinates extracted using complexity pursuit from the phase data of the 1-mm Gaussian base excitation test with the camera translating. The third mode exhibits itself in the third complexity pursuit component.
that shown in Figure 25 for an excitation whose magnitude is about eight times as large. In the case of Test A, the second modal coordinate exhibits very high spectral purity; however, the associated mode shape appears to have significant errors. In contract, in Test B, the second modal coordinate has low spectral purity, but the associated mode shape matches more closely with results displayed in Figure 9 . However, it must be noted that this mode is not of perfect quality either in comparison to previous measurements. Figures 38 to 41 show additional views of mode 2 for both Test A and Test B. Unlike the top and bottom views previously shown for mode 3, these mode shapes captured for the second mode are symmetric as expected. It should be noted that neither mode 1 nor mode 3 is observed in either Test A or Test B. In future research, Figure 34 . Test A-the modal coordinates extracted using complexity pursuit from the phase data of the 1-mm Gaussian base excitation test with the camera translating. The second mode exhibits itself in the second complexity pursuit component. Figure 35 . Test B-the modal coordinates extracted using complexity pursuit from the phase data of the 1-mm Gaussian base excitation test with the camera translating. The second mode exhibits itself in the third complexity pursuit component.
techniques for fusing multiple measurements such as these in a coherent fashion that improves accuracy and decreases signal-to-noise ratio should be developed. These techniques should then be extended to the different image resolutions as calculated with multi-scale pyramids. Furthermore, it appears that in different video measurements of the same structure subjected to random base excitation, it is possible for only a subset of the modes to be observed in a given video measurement. For this reason, future research should consider methods for fusing multiple video measurements together in such a way that as many modes as possible are measured and accounted for even though any individual video may only exhibit a subset of the modes.
Summary of results and speed of computation
Next, we discuss the computational time required to perform the stabilization using the CMT Tracker and the full-field modal identification. For this work, the computer had an Intel(R) Xeon(R) CPU E5-2650 0 @ 2.00 GHz (two processors), with 16 GB of RAM. The full-field modal identification code was run using MATLAB. The CMT tracker was implemented using Python 2.7.
First, consider the computational time for the CMT Tracker. To evaluate the performance of the CMT tracker, we consider the three video measurements taken with the translating camera. These measurements are cropped as shown in Figure 19 , and a ROI is selected as Figure 36 . Test A-second mode shape extracted from 3-DOF structure subjected to .12-mm Gaussian base excitation (camera moving). Figure 37 . Test B-second mode shape extracted from 3-DOF structure subjected to .12-mm Gaussian base excitation (camera moving). Figure 38 . Test A-bottom view of second mode shape extracted from 3-DOF structure subjected to .12-mm Gaussian base excitation (camera moving). Figure 39 . Test B-bottom view of second mode shape extracted from 3-DOF structure subjected to .12-mm Gaussian base excitation (camera moving).
shown in Figure 20 . The videos input into the CMT tracker had dimensions of 620 3 680 3 1915 frames. For each video, the CMT tracker was run four different times. Each time the bounding box was selected manually in the manner shown in Figure 20 . The manual selection of the bounding box provides some information on the sensitivity of the time requirements of the CMT Tracker. Finally, all 12 runs were aggregated, and on average, the time to perform stabilization on the cropped videos was 204.98 s with a standard deviation of 6.57 s.
Next, we consider the time to perform the full-field modal identification using BSS. A rescaling factor of .2 was applied to the videos output from the CMT tracker, and some of the final frames were removed so all three of the cropped videos had dimensions of 136 3 34 3 1500 frames. The time to perform the calculations required to generate the spatial filters to executing the CP algorithm searching for 10 modes on the resulting videos took 8.77, 10.31 and 8.51 s for each video output from the CMT tracker. It is possible that the time to perform the stabilization could be reduced by performing the rescaling prior to the CMT tracker step. This and other possible techniques for improving performance can be considered in future work.
The final results of this work are summarized in Tables 1 and 2 . These tables show the natural frequencies in Hz that were detected for all of the test cases discussed in this work and whether or not all the modes were observed.
Conclusion
Imager-based techniques for measuring structural dynamics have the potential to provide significant benefits for a variety of applications including structural health monitoring, mechanobiology, and characterization of nanomaterials/microelectromechanical systems (MEMs). Emerging techniques for automatically extracting full-field dynamics from video are showing very promising performance with regard to estimating mode shapes, natural frequencies, and damping ratios. This information can potentially be fed into a large number of the structural health monitoring algorithms and techniques that have been developed over the last 20 years. However, in order to realize the benefits of imager-based structural dynamics, it is necessary to Figure 40 . Test A-top view of second mode shape extracted from 3-DOF structure subjected to .12-mm Gaussian base excitation (camera moving). Figure 41 . Test B-top view of second mode shape extracted from 3-DOF structure subjected to .12-mm Gaussian base excitation (camera moving). Table 1 . Summary of the natural frequencies observed for the three block structures for the case of the camera static and the camera translating but no CMT algorithm applied (naïve).
Accelerometer
Hammer impact, camera static engage in additional research to make these techniques applicable in a variety of use conditions. In this work, we present a framework for extracting the full-field dynamics of structures in the presence of in-plane, translational, rigid body motion using a conventional video camera. An implementation of the framework is demonstrated for the case of translational motion of a video camera as it records frames of a structure undergoing random vibration. This framework provides a roadmap for researchers to build upon to make imagerbased techniques. This work also shows that it is in fact possible to recover mode shapes in the case of a camera experiencing rigid body translation. In fact, it has been shown that it is not impossible to capture a mode shape corresponding to ;.12 mm displacement of a structure at 1.48 m when the video camera is translating at 38.9 mm/s. To put this in perspective, this structural displacement is on the order magnitude of the thickness of 1 or 2 human hairs.
To improve the full-field modal identification technique for field applications and addressing rigid body motion, a number of new research issues must be considered. There is a need to improve the techniques to estimate the required number of CP components to extract. There is a need to develop new techniques for identifying and ignoring CP components that feature spurious peaks associated with nonlinear affects and noise. It may be possible to do this by examining the corresponding mode shapes. There is also a need to develop techniques to fuse multiple video measurements together in order to improve our estimation of modal parameters. Adapting techniques from conventional experimental and operational modal analysis may have success in achieving this goal.
One challenge in with dealing with translational rigid body motion is that the perspective of the camera can change. The result is that the change in perspective reveals different parts of the structure in different frames. This can lead to some challenges for the frame-to-frame keypoint-matching step. In future work, manifold learning-based structure from motion techniques may hold promise for addressing this problem.
In future work, we will consider the use of multiscale methods as an alternative for addressing rigid body motion of both the structure of interest, as well as the imager. However, keypoint-based techniques are attractive because they should generalize to the problem of rotational rigid body motion.
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