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1. INTRODUCTION 
Consider the matrix equation 
AM+MA*=N, (1) 
where A, M, and N are n x n complex matrices, M* = M and N* = N. 
The inertia theorem [l, 21 states that if N is positive definite, then 
La(A) = L(M), 
where I,(A) stands for the triplet ( 7~) Y, 6) with m, v  and S equal, respectively, 
to the number of eigenvalues of A with positive real part, negative real part 
and zero real part. Howland [3] attempted to generalize the result to the 
following equation 
n-1 n-1 
c c,,AkMA*l + c c,,AcMA*” = N, (2) 
k.l-0 k:.I4# 
where Zkl is the complex conjugate of ckL. Let hk , k = 1, 2,..., n, be the 
eigenvalues of A. Define 
n-1 
4(x, Y) = c CklXkYZ 
k.l-0 
and the n x n diagonal matrix 
d = t dhd+(~k,&d +'$(A, ,lk)). (4) 
Then Howland asserted [3] that if A is nonsingular, and if N in (2) is positive 
definite, then l,(d) = I,(M). This assertion is however not valid in general. 
This can be seen by the following counterexample: 
d(x,Y)=l +x+y+2xy 
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and 
CHI-TSONG CHEN 
1 A= r-y -21 A = [k 9 M = r:, &I 
and 
N= 
[ 
1.6 -1.4 
-1.4 I 3 a 
In this paper the inertia theorem will be extended to matrix equations 
which are more general than (1) but less general than (2). In addition, the 
condition on the matrix N will be relaxed. This extension is along the line 
of [4]. 
We introduce some notations. A positive definite Hermitian matrix M 
is denoted by M > 0; a positive semidefinite Hermitian matrix M by M > 0. 
We use [A, N] to denote the n x a2 composite matrix [NAN ..a A+lN]. 
The rank of [A, N] is denoted by p [A, N]. 
2. PRELIMINARY 
Let 01(x) be a polynomial in x with real or complex coefficients. It is 
assumed that the degree of a(~) is at least 1. Define $i(x, y) = a(~) + G(y), 
and define d, as in (4). 
THEOREM 1. Let A be an n x n matrix. Then there exists a Hermitian 
matrix M so that the matrix N given by 
a(A) M + MC(A*) = N (5) 
is positive semidifinite, and p [A, N] = n if and only if A, is nonsingular. 
The proof of this theorem is similar to that of Theorem 1 in [4] and is 
omitted. 
THEOREM 2. Let A be an n x n matrix and let M be Hermitian. If the 
matrix N given by (5) has the properties N 3 0 and p[A, N] = n, then the 
matrix M is nonsingular. 
It is easy to show that if p[A, N] = n, then p[ol(A), N] = n. Using this 
fact, this theorem can be similarly proved as Theorem 2 in [4]. 
THEOREM 3. Let A be an n x n matrix, and let M be Hermitian. If the 
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matrix N given by (5) has the properties N > 0 and p[A, N] = n, then 
AZ(M) = L(4) . 
The proof of this theorem is again similar to the one of Theorem 3 in [4], 
and is omitted. 
3. MAIN RESULTS 
Consider 
42(x, Y) = 44 P(Y) + B(x) 4Y), (6) 
where a(x) and p( x are polynomials with real or complex coefficients. It is ) 
assumed that the degree of a(x) or p(x) is at least one. 
THEOREM 4. Let A be an n x n, and let M be Hermitian. If the matrix N 
given by 
u(A) M&A*) + /3(A) ME(A*) = N, (7) 
has the properties N > 0 and p[A, N] = n, then I,(M) = I,(d2 ), where 
4 = diagM& , &)I. 
Proof. We first show that if there exists M such that N in (7) has the 
properties N > 0 and p[A, N] = n, then &(hi , xi) # 0 for all i, where hi are 
eigenvalues of A. Let e be an n x 1 vector such that e*A = h,e*. Premulti- 
plying e* and postmultiplying e on (7) yields 
~.&J , xi) e*Me = e*Ne. 
Since N > 0 and p[A, N] imply e*Ne > 0 [4], hence &(hi , &) # 0. This 
implies p(hi) # 0 for all i. Consequently, ,8(A) and p(A*) are nonsingular. 
Consider the matrix equation 
,F(A) a(A) M + ME(A*) ,&(A*) = p-l(A) Np-l(A*). (8) 
Since A and p-l(A) commute, we have 
[A, /?-l(A) N/Fl(A*)] = ,fF(A) [A, N] p-l(A*). 
Hence if p[A, N] = n, then p[A, p-l(A) Np-l(A*)] = n. Let g(x) be a 
polynomial so that g(A) = /l-l(A). Define +s(x, y) = g(x) U(X) + c(y) g(y), 
A, = diag{$& , A,)}. Then the application of Theorem 3 to (8) yields 
A&W = 444) . 
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Because of g(A) = /P(A), we have g(X,) = ,3-l(&). Hence 
4so(i , &) = Mb , Ai), and I,(M) = I,(4) . 
Q.E.D. 
THEOREM 5. Let A be an n x n matrix, and let M be Hermitian. If the 
matrix N given by 
y(A) M?;(A*) - 6(A) M&A*) = N 
has the properties N 3 0 and p[A, N] = n, then &I,(M) = I&14), where 
A, = diag{y(h,) r(Xi) - S(hi) 8(X,)}. 
This theorem can be easily obtained from Theorem 4 by the following 
transformations: 
44 = u/d3 (Y(X) - %a B(x) = u/a (Y(X) + S(x))* 
These results are generalizations of the results in 14, 51. By choosing 
+(x, y) properly, they can be used to check the number of eigenvalues of A 
lying inside and outside of a region such as sector, half plane or ellipse. 
From the counterexample shown in Section 1, we know that the inertia 
theorem does not hold for the general 4(x, y) given in (3). It is however not 
clear that whether or not 
$<X> Y) = 44 P(Y) + B(x) E(Y) and d(x9 Y> = Y(X) 3/(Y) - w B(Y) 
are the most general forms for which the inertia theorem holds. 
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