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1 
GENERAL INTRODUCTION 
This work contributes to the theory of the magnetic 
behavior and hysteretic losses of type-II superconductors in 
an external magnetic field that changes in both magnitude 
cind direction. 
Superconductors are classified in two large groups, 
type-I and type-II, according to the magnetization they show 
when a magnetic field is applied parallel to the axis of a 
cylindrical specimen. Type-I superconductivity, which is 
well understood in terms of microscopic BCS theory,^ shows 
perfect diamagnetism. That is, no magnetic field is present 
deep inside the material for values of the applied field 
below the bulk thermodynamic critical magnetic field; it 
is said that in this case the superconductor is in the 
Meissner state. Above this critical field, the material 
becomes normal. 
Type-II superconductors have two critical magnetic 
fields. Mhen the applied field is smaller than the lower 
critical field the material is in the Meissner state, 
and there is no flux deep inside the superconductor. For 
values of the magnetic field between and the upper 
critical field, the superconductor is in the mixed state, 
and for fields larger than the bulk of the material 
2 
becomes normal. When in the mixed state, the sample is 
composed essentially of thin tubes of normal phase imbedded 
in a superconducting matrix. This produces local 
supercurrents, vortices, around the normal tubes. The 
vortices arrange themselves in a two-dimensional array known 
as the Abrikosov lattice. The Ginzburg-Landau theory of 
superconductivity^ and its extensions by Abrikosov^ and 
Gor'kov* to the mixed state of type-II superconductors are 
in very good agreement with the experimental results. 
In ideal type-II superconductors the vortex array is 
free to move, subject only to a viscous drag force and the 
mutual repulsive interactions of the vortices. Such 
superconductors have a nearly reversible magnetization curve 
for slowly varying applied fields. On the other hand, type-
II superconductors that have metallurgical defects, although 
they have a mixed state with lower and upper critical 
fields, have irreversible magnetization curves and show 
hysteresis loops. In these materials, the vortex array is 
pinned by the defects, and internal flux gradients are 
produced. 
The magnetic behavior and hysteresis losses of type-II 
superconductors when the applied magnetic field changes in 
magnitude but is fixed in direction has been the object of 
extensive research. The first phenomenological explanation 
3 
of this behavior was suggested by. Bean®, who proposed the 
critical state model. This theory depends on only one 
material-dependent parameter, the superconducting critical 
current J^, which is supposed to flow, wherever a local 
electric field is felt, in the direction of this field. 
Moreover, this current will keep flowing even when the 
electric field is turned off. This means that there is 
always a current flow perpendicular to the local magnetic 
induction B, except in those regions that have never felt a 
magnetic field. The critical state model is in good 
agreement with many experimental observations®'^ in this 
geometry. 
Recently, in a series of important experiments, several 
workers,® ^^ have investigated situations in which the 
external applied magnetic field changes not only in 
magnitude but also in direction. It has been observed that 
in this regime the electric field inside the superconductor 
has components both perpendicular and parallel to the local 
magnetic field. The parallel electric field component is 
not easily understood because it is inconsistent with the 
expression^^'^^ Ê = 3 x v, which is known to apply to flux 
flow with velocity v when the current density ? is 
perpendicular to S. Several authors^'^^'^* have proposed 
flux-line-cutting (intersection and cross-joining of 
4 
adjacent nonparallel vortices) as the mechanism which 
produces this electric field component. 
In this dissertation, the phenomenon of flux-line 
cutting is exploited to formulate a general critical-state 
theory, which includes both flux pinning and flux-line 
cutting. In analogy with the simple critical state model, 
two material-dependent parameters are used,^® '^cn' ^he 
perpendicular critical current density, which governs flux-
pinning effects, and J^p, the parallel critical current 
density, which governs flux-cutting effects. 
Explanation of the Thesis Format 
This thesis follows the Alternate Thesis Format which 
permits the inclusion of papers submitted or to be submitted 
to scholarly journals. 
The research in all four sections was suggested by Dr. 
John R. Clem and performed under his supervision. In 
preparing this work for publication, the candidate had 
secondary responsibility for Sections I and II and primary 
responsibility for Sections III and IV. For Sections II and 
III, the candidate wrote several computer programs, which 
calculated the behavior of the magnetic field inside the 
superconductor in a variety of cases and thereby assisted in 
the development of a general analytic theory. Section IV is 
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a report of numerical calculations performed by a large 
general-purpose computer program written by the candidate. 
This program reproduces all the results discussed in the 
first three papers. Section I was published^^ in Physical 
Review B, Section II has been accepted for publication^® in 
Physical Review B, Section III has been submitted, and 
Section IV will be submitted for publication in Physical 
Review B. 
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I. FLUX-LINE-CUTTING AND FLUX-PINNING LOSSES 
IN TYPE-II SUPERCONDUCTORS IN ROTATING MAGNETIC FIELDS 
A. Introduction 
The behavior of a type-II superconductor subjected to a 
parallel magnetic field that slowly rotates relative to the 
specimen was Investigated recently in a series of important 
experiments by the authors of Refs. 1-3. To explain the 
results, fundeunental new equations must be added to the 
existing theory for the static and dynamic magnetic behavior 
of type-II superconductors. In these experiments, a 
stationary, irreversible type-II superconducting disk was 
subjected to an applied magnetic field parallel to the 
flat disk faces. Four initial magnetic states of the disk 
were examined; these were termed^ nonmagnetic, diamagnetic, 
paramagnetic, and hybrid, depending upon the magnetic 
history of the specimen. The nonmagnetic initial state, for 
example, was produced by cooling the specimen through its 
transition temperature in the presence of 3^, such that the 
initial magnetic flux density % mjHg was nearly uniform. 
Thus the disk initially contained an array of vortices of 
nearly constant density n^ = where = h/2e = 
2.07x10 Tm^. The disk then was slowly rotated about the 
7 
axis perpendicular to the flat surfaces, and the two 
components (parallel and perpendicular to of the 
magnetic flux parallel to the faces were monitored. 
Several striking effects occurred in the experiments;^ ^ 
First, during the initial stages of rotation, the magnitude 
B of the magnetic flux density in the disk decreased, as if 
vortices somehow were expelled from the specimen against the 
Lorentz force. Second, as rotation continued, a diamagnetic 
profile of B versus distance x from the disk's surface 
(i.e., B decreasing with x), developed in an outer, active 
region near the disk's faces. Third, as rotation 
progressed, the diamagnetic profile penetrated inward toward 
the disk's midplane, until B was brought to zero at a 
distance x„ from the surface. This effect occurred, 
however, only when flux pinning was sufficiently strong that 
Xq < X/2, where X is the disk thickness. Fourth, as 
rotation proceeded further, the magnetic flux distribution 
in an inner, trapped-flux region of thickness X -
straddling the disk's midplane, containing vortices pinned 
within the disk, rotated rigidly along with the disk, while 
the magnetic flux distribution in the outer, active regions 
within XQ of either surface kept a fixed orientation 
relative to and thus moved relative to the disk. The 
planes on which B = 0 at a distance x^ from either surface 
8 
thus decoupled the vortices in the inner, trapped-flux 
region, where there was no dissipation, from the outer, 
active regions, where dissipation occurred. 
From the empirical model introduced by the authors of 
Refs. 1-3, one can show that in the outer, active region 
both the induced current density ? and the electric field 2 
have components Jp and parallel to the local magnetic 
induction 3. The parallel component of Ë cannot be 
understood using only the familiar expression*'^ 2 = S x v, 
which is believed to hold when ^  has only a component 
perpendicular to S. (Here, v is the vortex velocity.) This 
component of ë, however, can be understood in terms of flux-
line cutting®'^ (intersection and cross-joining of adjacent 
nonparallel vortices). Recently, it has been shown that for 
a sufficiently large current density parallel to the 
vortices or, equivalently, for a sufficiently large vortex 
angle gradient instabilities of the vortex array®' 
can occur which lead to flux-line cutting, thereby 
generating a component^parallel to Ë. The parallel 
components and E_ together produce a contribution^® J E 
P P P P 
to the energy dissipation, which adds to the familiar flux-
flow (flux-pinning) contribution J^E^. 
In this paper, we treat the rotating-magnetic-field 
problem in type-II superconductors using the theory of flux-
9 
line-cutting losses presented in Ref. 18. We shall show 
that the main results of Refs. 1-3 find a natural 
explanation in terms of flux-line cutting. In Section B, we 
review the key results of Ref. 18 and formulate a general 
critical-state theory, which describes the critical flux-
density-profiles at the threshold of depinning or flux-line 
cutting. In the remainder of the paper, we consider the 
behavior of a type-II superconducting slab subjected to a 
rotating or oscillating parallel applied magnetic field 
The behavior is equivalent to that of a rotating or 
oscillating slab subjected to a fixed parallel applied 
magnetic field. In Section C, we present the final quasi-
steady-state solutions achieved when rotates with a 
constant angular velocity, emd in Section D we present ac 
solutions when the angle a. of Ft. oscillates with a limited S s 
amplitude a^. Finally, in Section E we summarize our 
findings, point out similarities to and differences from the 
empirical model of Refs. 1-3, compare our results with those 
of Bean,^® and discuss desired extensions of the theory. 
10 
B. Formulation of the General. Critical-State Theory 
Consider a high-K irreversible type-II superconducting 
infinite slab with surfaces at % = 0 and x = X = 2%: . An 
m 
external magnetic induction 
Bg(t) = iJi^fî(t) = BgKgCt) 
of fixed magnitude B^ but time-varying direction, 
A A A 
*2 = y sin otg + z cos , (1) 
is applied, inducing fields in the superconductor B, J, and 
2, which are parallel to the surfaces and which depend only 
upon the coordinate x and the time t. For simplicity, we 
assume that, to good approximation, 5 over the most 
important field range and that the length scales for spatial 
variation of S, ? and 1 are much longer than the weak-field 
penetration depth x. We write B = Bot, where B = |B| and 
A A A 
oc = y sin oc + z cos a . (2) 
We assume that the boundary conditions at x = 0 and x = X 
are B = B^ and a = i.e., we neglect the distinction 
between B emd in the superconductor and assume no 
barriers against flux entry or exit at the surface. 
11 
From Ampere's law, 3 ^ x Ë, we obtain Ï = J^a + 
where 
A A A A 
P = % X X = y cos ot - z sin a, (3) 
Jp = li~^B doL/dx, (4) 
. = -vi~^ 3B/ax. (5) 
From Faraday's law, ^  x Ê = -aS/at, we obtain 2 = E^a + E^p, 
where 
aE /ax = Baa/at + E aa/ax, (6) 
P n 
AEL/ax = - aB/at - E aa/ax. (7) 
n P 
As pointed out in Ref. 18, combining Eqs. (4) and (7) yields 
aB/at + ajgx/ax = -w^JpEp/B, (8) 
where 
is the B-current density. Equation (8) shows that a region 
of space in which flux-line cutting is occurring (JpE^ > 0) 
serves as a sink for B; in other words, flux-line cutting 
consumes B. 
12 
For slow variation of ot_, such that eddy currents are 
negligible, local vortex configurations generating the flux 
density S are assumed to be governed by the following 
general critical state principles: Metastable stationary 
distributions of 3, in which = 0, are always such that 
the magnitude of obeys 
|J| 1 Jcn/B)' (10) 
where > 0 is the function describing the transverse 
critical current density at the threshold for the depinning 
of a vortex array from a distribution of bulk pinning 
centers in the specimen. This condition is equivalent to 
the statement that the magnitude of the Lorentz force, 
= JjjB, never exceeds the volume pinning force Fp(B) 
= J^^(B)B. Similarly, metastable distributions of a, in 
which Ep = 0, are always such that the magnitude of obeys 
|J| 1 JcptB), (11) 
where J^p(B) > 0 is the function describing the longitudinal 
critical-current density at the threshold for the onset of 
flux-line cutting in the vortex array.Using Eq. (4), we 
can reexpress Eq. (11) as 
iaa/ax| 4 kcp(B), ( 1 2 )  
13 
where 
kcp(B) = (13) 
Throughout this paper, we assume isothermal behavior and 
ignore the temperature dependence of 3^^' fp' Jrp' k^p. 
Flux redistribution occurs when exceeds J^p, in which 
case > 0 and > 0; when < -J^^' we have E^ '< 0, 
such that acrain J_EI > 0. Flux redistribution also occurs 
n n 
when Jp exceeds J^p, in which case Ep > 0 and JpEp > 0; when 
Jp < -J^p, we have Ep < 0, such that again JpEp > 0. 
Regardless of their spatial dependences, both E^ and Ep are 
continuous functions of x. We denote a zone in which (a) 
only flux transport occurs (E^ # 0 but Ep = 0) as a T zone, 
(b) only flux cutting occurs (Ep / 0 but E^ = 0) as a C 
zone, (c) both flux cutting eind transport occur. (Ep ^ 0 and 
E^ ^  0) as a CT zone, and (d) neither flux cutting nor 
transport occurs (E^ = 0 and E^ = 0) as an 0 zone. In 
addition, we use subscripts + and - to indicate the signs of 
E^ or Ep. For example, a zone is one in which E^ > 0 but 
El = 0 and a C T, zone is a zone in which E < 0 and E > 0. p - + p n 
Equations (1)-(13) are concise statements of the general 
critical state theory (incorporating both flux pinning and 
flux-line cutting) to be used in this paper. He now show 
how these equations can be applied to calculate the 
14 
distributions of S, and Ê, as well as energy dissipation, 
for a variety of cases. To bring out the physics with the 
least mathematical complication, we take and k^^ to be 
constants independent of B. To obtain detailed agreement 
with experiment, however, it would be necessary to take into 
account the dependences of and k^^ upon B. For the 
calculations of Sections C-E the profiles of B and obey 
33/ax = ±B„/x„ (14) 
0 0 
at the threshold of depinning, and 
dK/ax = ±kgp (15) 
at the threshold of flux cutting, where x^ = is the 
distance from the surface at which B would be reduced from 
Bg to zero along a diamagnetic profile. It also is 
convenient to introduce the ratio of at B^ to 
X = kcpi, = Jcp'®o"^cn- '16' 
Interpretation of the experiments of Refs. 1-3 in terms of 
Eqs. (14)-(16) suggests that, for the specimens studied, x 
~ 10 for large B, that % > 1 for most of the field range 
investigated, emd that x < 1 only for very small B^. For 
the conditions considered in this paper, there is symmetry 
15 
about the midplane x = = X/2 of the slab, such that 
S(x,t) = 3(X-Xrt). We thus examine the distributions of 
and 2 only in the region 0 x ^  x^. 
16 
C. Quasi-Steady-State Solutions 
We consider first the solutions for Ë, and ^  achieved 
in quasi steady state after a long time of slow rotation, 
such that the surface field angle = wt obeys >> 1. 
Although the macroscopic electric field E here is time-
independent, the term quasi steady state is appropriate 
because Ë is produced on a microscopic scale by generally 
very complicated motions of vortices or vortex segments: 
is generated by translational vortex motion and E^ by 
countermotion of adjacent vortex segments.^® According to 
Eq.(8), flux-line cutting during the initial stages of 
rotation consumes B within the slab, such that, regardless 
of the slab's initial magnetic state, B(x) % 8^(1 - x/x^) 
and wherever dissipation occurs in steady state. 
The dissipative region extends to the slcib's midplane (x 
= x^ = X/2) if XQ > x^, but only as far as x = x^ = Bo^^o"^cn 
if x^ < x^. Within the dissipative region, aa/at = w. 
The details of the quasi-steady-state solutions depend 
upon the particular values of x = ^cp*o " ^ cp/^o^^^cn 
= k^pX^. When x and ]x lie in region A of Fig. 1, i.e., when 
^ > X, dissipation is limited to an outer, active, CT zone, 
0 6 X < Xg, in which both flux-line cutting and transport 
occur. The magnetic flux distribution remains stationary in 
17 
an inner, trapped-flux, 0 zone, 1 x ^  in which 
neither flux-line cutting nor transport occurs; the values 
of B and a in this zone depend upon the initial magnetic 
state. In regions B and C of Fig. 1, where y < Xr 
dissipation occurs throughout the entire region 0 4 x < 
*m* Regions B and C are separated by the curve = p^(x), 
where 
= X - cot(y^/2 - ir/2), n < < 2ir. (17) 
The curve of versus x has infinite slope at x^ = 1 + 3w/2 
= 5.71, where p^(Xi) = 3ir/2. In region B of Fig. 1, both 
flux-line cutting and transport occur continuously 
throughout the region 0 ^  x ( x^, a CT zone. In the cross-
hatched region C of Fig. 1, time-dependent instabilities, 
similar to flux jumps, are predicted to occur. The 
resulting electromagnetic behavior can be described in terms 
of moving T and CT zones but is too complex to discuss in 
detail in this paper. 
Region A 
For values of x and M in region A of Fig. 1, 
a(x,t) = wt - kgpX 
and 
18 
Jp(=) = -(Bokcp/*o)(l -
The solutions of Eqs.{6) and (7), subject to Ep(Xg) = E^(XQ) 
= 0, are 
Ep(x) = -(wBg/kgpXiCl - cosCkgptZQ-x)]}, (18) 
E^(x) = (wBg/k^p)C(l-x/XQ) - X ^sinCkgpfXg-x)]]. (19) 
Throughout the C_T+ zone 0 4 x < x^, Ep 4 0 and E^ > 0, even 
for large values of the arguments of the sine and cosine. 
This must be true in order to have both J_E_ > 0 and J E p p n n 
> 0, since Jp < 0 and > 0. Figure 2(a) shows a plot of 
E_ (solid line) and E (dashed line), in units of wB_/k 
n p 0 cp 
versus x for x = 8. 
Because 8B/8t = 0, Poynting'a theorem^® states that the 
rate of energy dissipation per unit surface area is equal to 
the X component of the Foynting vector at x = 0, 
= CwB^/UJJ^p(Bq)3(1 - x~^sin x). (20) 
Region B 
For values of x and w in region B of Fig. 1, &(x,t) = wt 
- kgpX and Jp(x) = -(B^k^p/p^j) ( 1 - x/x^). The solutions of 
Eqs. (6) and (7), subject to E: (x ) = E (x ) =0, are 
p m n m 
19 
Ep(x) = -(wB^o/lc^p)((l-x^/x^)3.inClc^p(x^-x)l 
+ x~^€l - cosCk^pfZQ-x)]}), (21) 
En(x) = (wBo/kcp){(l-x/Xo) - (l-Xj^/x^)co3CJc^p(Xj^-x)3 
- x~^3inCkçp(Xjjj-x)3î. (22) 
Throucrhout the C T, zone, 0 4 x < x„, < 0 and E_ > 0. 
- + ™ m p n 
Figure 2(b) shows a plot of E^ (solid line) and E^ (dashed 
line), in units of wB./k__, versus x for x = 8 and for three 0 cp 
values of y: 2, 3.6[p^(8)], and 6. Note that, when n = 2, 
Ep 4 0 and E^ 4 0 for all x, but when ^ = y^(8) = 3.6, which 
is at the boundary of the unstable region C of Fig. 1, Ep(0) 
= 0 at the surface. When y = 6 (in region C: p^(%) < y < %) 
Eq. (21) yields positive values of (dotted line) and 
negative values of J^E^ near the surface. This.is 
P P 
unphysical, since JE, the flux-line cutting contribution 
to the dissipation, must obey J_E 2 0» This behavior 
P P 
therefore indicates that the assumptions leading to Eqs. 
(21) and (22), while valid in region B of Fig. 1, are 
invalid for p and x in region C. Numerical solutions 
confirm this and, in addition, show that complicated 
instabilities can occur in region C. 
For }i and x in region B, the rate of energy dissipation 
per unit surface area, obtained by Poynting's theorem, is 
20 
S^(0) = (u)B^/|jIQ1c^P)C1 - cosp - x"-(sinw ~ WCOSM)]. (23) 
The expressions for S^(0) in regions A and B CEqs. (20) and 
(23)3 coincide along the boundary p = x in Fig. 1, where 
both S^(0) emd its iirst derivative with respect to ^  (or x) 
are continuous functions of x and ]i. For thin (^ << 1) 
slabs, Sg/O) <* \x^, and for thick (p > x) slaibs, S^XO) is 
independent of \x CEq. (20)3. For x 1 S^XO) is a 
monotonically increasing function of but for x > n, Eq. 
(23) predicts that S^XO) has a maximum at li = ir, where 
gmax^o) = Cu»BQ/UQJ^P(BQ)3(2 - ir/x). (24) 
The behavior of S^(0) versus \i for various values of x 
is shown in Fig. 3. Portions of the curves corresponding to 
values of x and \x in region B of Fig. 1 are indicated by 
solid curves; those portions in region h, by dashed lines. 
When V > 5.71, the solid curves end at u = u (v) CEa. (17)3,. 
where the region of instability C begins. 
In all cases, the rate of energy dissipation per unit 
volume 3*2 is the sum of the flux-pinning contribution 
and the flux-line-cutting contribution J^E^, both of which 
are nonnegative. The integral of from x = 0 to the 
smaller of x^ and x^^ is equal to Sg.(0). Referring to Eq. 
(8), we identify UgJpEp/B = in each case as the rate 
21 
at which flux-line cutting locally consumes B and ajg^/ax 
= BE^/ax as the rate at which flux transport replenishes B. 
These two rates are equal in quasi steady state, such that 
aB/at =0. 
22 
D. AC solutions 
We consider next the solutions for 3, and ^  achieved 
under ac conditions for which a_(t) oscillates with 
amplitude a^. We assume that the frequency is sufficiently 
low that the induced eddy currents make a negligible 
contribution to the dissipation. The resulting ac losses 
are then entirely hysteretic and independent of the 
particular waveform of otg(t) vs t; e.g., sinusoidal, 
triangular, and trapezoidal wave forms all yield the same 
loss per cycle. 
As a sweeps through its cycle, the details of the time 
evolution of &(%,t), Ep(x,t), and E^(x,t) depend upon three 
parameters: x = ^cp*o ' ~ ^cp^m* behavior is 
most complex when all three are much larger than unity. For 
example, when ot^ >> 1 and x < 5.71 or p < M^(x), the 
behavior of a(x,t), E_(x,t), and E„(x,t) is given over most 
f »» 
of the cycle by the steady-state results of Section C, and 
the energy dissipation per unit surface area per cycle can 
be obtained from time integrals of Eqs. (20) and (23). For 
dig >> 1, x > 5.71, and |i > (x) (see Fig. 1) instabilities 
are expected to occur. Space does not permit a description 
of the ac losses for all possible combinations of values of 
oig, X» and ji. Instead, we confine our attention to the case 
23 
for which at least one of these three parameters is 
sufficiently small that there is dissipation only in a 
single zone where both flux-line cutting and flux transport 
occur. The particular conditions for such single-
dissipative-zone behavior are x < Xj^ = 1 + 3ir/2 = 5.71 or, 
when X 1 X^, minta^fP) <. (x) CEq. (17)], where min(aQ,M) 
denotes the smaller of and Referring to Fig. 1 with 
the ordinate representing either y or a^, we see that 
single-dissipative-zone behavior occurs either in regions A 
and B to the left of the line x = Xi or in region B under 
the curve ji = w^(x) or = M^(x). 
In the single-dissipative-zone case, dissipation occurs 
only within a distance x^ = ag/k^p of the surface when x^ 
< x^ = min(x^,xjj^) or within a distance x^ when x^ > x^, 
i.e., the dissipation occurs within a distance x^^ 
= min(x^,x^) of the surface. The electrodynamic behavior 
becomes cyclic only after oig undergoes a certain number of 
oscillations, the precise number depending upon the 
specimen's magnetic history. During these preliminary 
oscillations, flux-line cutting consumes B and ultimately 
produces the time-independent profile B(x) = 8^(1 - x/x^) in 
the dissipative zone 0 x < x^^. Profiles of a(x,t) versus 
X are sketched in Fig. 4 for x^ < x^. For x^ < x^, the 
time-varying portions of a(x,t) versus x are the same. 
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except that they are truncated at x = x^. The two extremal 
profiles, a (x) and a_.„(x)r correspond to the cases when 
max mm 
otg = OLg emd respectively. 
«max'*' = % - "cp''- (25» 
= -»o + "cp*- '2G' 
The profile @^(x,t) corresponds to the case when is 
increasing.In the region 0 <. x <, x^(t), where 
x^(t) = [«.g + %g(t)]/2kgp, (27) 
a(x,t) is altered from a . (x) to 
mm 
(x^(x,t) = ag(t) - kgpX. (28) 
At X = x^(t), 
a^(x^,t) = a^^(t) = Cot„(t) - &_]/2. (29) 
It is convenient to define 
yit) = + »g(t)]/2, (30) 
so that y(0) = 0 at the beginning and y = ot^ at the end of 
the a^-increasing half cycle. The profile a^(x,t) shown in 
Fig. 4 corresponds to the case when oc^ is decreasing. 
When x^ < x^, Eqs. (26)-(30) still apply, but then we need 
only the values of a^(x,t) and a^(x,t) for 04x4 x^. 
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For the ot^-increasing case, S^(x,t), 3^(x,t), and 
ë^(x,t) are determined as follows. First, 3^(x,t) 
= B(x)a^ (x,t), where B(x) = B^ d - x/x^ ) and 
a^(x,t) = y sinot^(x,t) + z cos«^(x,t). (31) 
At time t, dissipation occurs only in the region 0 4 x 
4 x^^(t), where x^^(t) = minCx^(t)rX^3. In this region, 
Jfp(Z't) = -kcpB(x)/Wo, J+ntX't) = and the 
solutions of Eqs. (6) and (7), subject to E^^(x^^,t) 
= E+pfx+a't) = 0, are 
EfpC't) = -
f*sBo 
1 -
*fd^ 
0' 
sln[kcp(x,a-c)] 
+ X 
-1 
1 - cos[kcp(x,a-x)] (32) 
E^^(x,t) = 
X " 
1 '1 - ^  
I 
cos[kcp(x,a-x)] 
x"^3inCk^p(x^^-x)3 (33) 
where = da^/dt. When x < = 1 + 3ir/2 = 5.71 or, when x 
> x^r min(aQ,vi) 4 W^tX), we have E^p(x,t) 4 0 and E^j^{x,t) 
>, 0 throughout the region 04x4 x^^tt). 
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The rate of energy dissipation per unit surface area is 
2 \ 
l^okcp' 
1 - 1 - cos(kcp=fd) - -sin(kcpZfd) (34) 
The time integral of S^^(0,t) over the a^-increasing half-
cycle yields , the energy dissipated per unit surface 
area during this half-cycle. For integration, it is helpful 
to change variables from t to v, such that l^^p^td ~ ^ ^ ^^n y 
4 where = min(x,W), and It^p^td " °^d °^d 
4 Y 4 <*Q* A similar calculation for the otg-decreasing half-
/ 
cycle yields the corresponding dissipation which, by 
/ / / 
symmetry, is exactly equal to The sum of and 
is thus the total energy dissipated per unit surface area 
oer cvcle: 
Wa = - sinoL, 
- 4x"^sin(%g/2y[sin(%o/2) - (ajj/2)co3(oiQ/2)3} (35a) 
when and 
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W = (B^ )]{a,, - sinot, 
a 0 0 CP 0 d a ^ cp
- 4x"^sin(a^/2)Csln(a^/2) - (ot^/2)cos<a^/2)D 
+ (a -a.)El - cosa, - x ^(slna.-a cosa.)]} 0  a  d .  d a d  (35b) 
when ^ a^. Equation (35a) describes the dissipation when 
the angle amplitude is too small to drive the dissipative 
flux-line cutting region of thickness = Kg/kcp deep as 
either or the slab's midplane x^. Equation (35b) applies 
for large amplitudes when the thickness of the dissipative 
region is the smaller of x^ and x^. 
When OLg << 1 and < min(x,M), Eq. (35a) yields to good 
approximation,^® 
where b^^ = B^sina^ % ®o*o can be regarded as the transverse 
component (perpendicular to = B^z) of an applied ac 
magnetic induction. 
(36) 
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E. Summary and Conclusions 
In this paper, we formulated (Section B) a critical 
state theory for the hysteretic electrodynamic behavior of a 
type-II superconducting slab subjected to a parallel 
magnetic field that changes in both magnitude and direction. 
Two fundamental material-dependent quantities play key roles 
in this theory; the transverse critical current 
density at the threshold of depinning, and = Bk^p/^Q, 
the longitudinal critical current density at the threshold 
of flux-line cutting. We applied the theory, assuming 
constant and k__ for simplicity, to calculate 3, and 
cn cp 
2 êind the corresponding energy dissipation in a slcUs 
subjected to a parallel, constamt magnetic field whose 
direction undergoes either continuous rotation (Section C) 
or periodic oscillation (Section D). 
The theory described in this paper has several 
similarities to the simple model that was proposed to 
explain the pioneering experiments of Refs. 1-3. These 
include (a) the assumption that the steepest metastable 
gradients of B are governed by |dB/dx| = regardless 
of whether the direction of B changes or not, (b) the 
assumption that the steepest metastable gradients of the 
angle of Ë are governed by an additional equation, |d&/dx| 
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= kgp, and (c) the assertion that rotation ultimately leads 
to diamagnetic profiles of B near the surface, such that B 
decreases with distance from the surface according to 
IdB/dxl = Mg^cn* present theory, moreover, goes beyond 
that of Refs. 1-3 by identifying flux-line cutting as the 
physical mechanism that produces the diamagnetic B profiles 
near the surface. Faraday's law, when expressed as Eq. (8), 
shows that^® B is not conserved when flux-line cutting 
occurs, but instead is Irreversibly consumed. Such B 
consumption occurs even though fluxoid conservation is 
rigorously obeyed during each and every flux-line cutting 
event.® The authors of Refs. 1-3, who discovered that 
rotation reduces B inside a disk initially in a nonmagnetic 
or paramagnetic state, described^ this surprising effect as 
a "flux expulsion" phenomenon, by which "flux can leave the 
disk although the magnetic pressure is directed inwards at 
the surfaces." With the aid of the present theory, we see 
that "flux expulsion" is a misleading description of 
rotation-induced B consumption, because, rather than being 
transported out of the specimen as a result of rotation, 
vortices near the surface actually undergo net transport 
into the specimen, thereby replenishing B in those regions 
where flux-line cutting consumes it. We discussed this 
effect briefly at the end of Section C; we shall provide a 
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more complete description in a subsequent publication 
including an analysis of the approach to steady state. 
Although our theory yields results essentially identical 
to those of Refs. 1-3 in the quasi-steady state and under ac 
conditions after the diamagnetic profile at the surface has 
been established, it requires a significantly different 
description of the time evolution of the profiles of B and 
a, starting from nonmagnetic and paramagnetic initial 
states. In the context of our theory, the evolving profiles 
of B and % proposed in Refs. 1-3, in fact, do not obey 
Faraday's law CEqs. (6) and (7)3 with continuous and 
In a subsequent publication, we shall show how our theory 
yields the appropriate B and a profiles, which are in 
general considerably more complex than those of Refs. 1-3. 
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To compare our results with those of Bean, we first 
consider the solutions of Eqs. (1)-{13) using the model 
= const cuid = const = xJ^n" Me assume that = -wt and 
*0 ^ *m* results for 0 <. x 4 are 
B = B (1 - x/x^), 
0 0 
(37) 
ot = -wt - X ln(l - X/Xg ) (38) 
E^ = wBVn^Jçpd + 4/x~) (39) 
Ep = 2u)B^/M^J^pX(l + 4/%Z) (40) 
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The Poynting vector at the surface is 
S^(0) = cuBj/viJj^,p(l + 4/x^) (41) 
and the loss per revolution per unit area is 
= 2irB®/u^J^p( 1 + 4/%:). (42) 
With these assumptions for the B dependence of and 
the angle between ^  and 3 is tan ^(1/x), and the angle 
between 2 emd S is tan"^(%/2). 
Bean^® made two restrictive assumptions; (a) Ë always 
points along Î, and (b) the magnitude of ? is J^, the 
depinning critical-current density. Assumption (a) leads to 
the condition 1/x = x/2 or x = f2, and assumption (b) leads 
further to the conditions J^p = and 
Substitution of these into Eq. (42) leads to Bean's result^^ 
(reexpressed in mJcs units): 
= 2irB^/M2j^f6. (43) 
In our more general theory, assumptions (a) and (b) are 
replaced by two other assumptions; (a) is equal to the 
usual depinning critical current density measured by 
conventional means, and (b) J^p is a new, fundamental, 
sample-dependent, longitudinal critical current density at 
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the threshold of flux-line cutting, which must be measured 
or calculated independently of 
As in the case of the usual critical-state model 
(including only pinning), simple solutions for the field 
profiles are obtainable only with simple B dependences of 
Jcp J^n' this paper, we have kept these dependences 
as simple as possible to calculate and illustrate the 
electrodynamic behavior for a variety of cases. To make 
detailed comparisons with experiments, such as those in 
Refs. 1-3, the present theory must be extended to account 
for B dependence of both J^p and as well as for general 
time variations of the applied magnetic field 3_. To this 
end, we have developed a computer program which numerically 
solves Eqs. (4)-(7) not only for arbitrary B dependence of 
J^p and but also for arbitrary trajectories of 0,t) 
and Sg^(X,t). We plan to present our results in a subsequent 
publication. 
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^The subscripts t and 4 refer to the a -increasing and 
decreasing half cycles, respectively. 
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FIG. 1. Dissipation during constant rotation (a) is 
confined to within of either surface in region A, (b) 
occurs throughout the slab of thickness X = 2%^^ in regions B 
and C, and (c) is unstable in region C (cross-hatched). 
Here, p = and x = k^pX^. 
FIG. 2. (a) (solid line) and (dashed line) CEqs. 
(19) and (18)3, in units of wBg/k^p, versus x for x and ^ in 
region A of Fig. 1. Here, x = k^pX^ = 8 and y = k^^x^ > x-
(b) (solid line) and E^ (dashed line) CEqs. (22) and 
(21)3, in units of wB^/k^p, versus x for x and y in regions 
B and C of Fig. 1. Curves are shown for x = k^pX^ = 8 and 
for three values of p = k^ x„: (i) 2 (region B), (ii) Ji,(8) 
cp n I 
= 3.6 (boundary between regions B and C), and (iii) 6 
(region C). The dotted portion of E^ versus x for ^  = 8 is 
unphysical, indicating that Eqs. (21) and (22) do not apply 
in region C. 
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FIG. 3. S^(0) in units of ) versus y = 
for several values of % = kgpZg" Solid curves CEq. (23)3 
correspond to region B of Fig. 1; dashed lines CEq. (20)3, 
region A; for x > 5.71, solid curves end at p = p^(x), the 
boundary between regions B and C. 
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FIG. 4. Sketch of the extremal field angle profiles, 
""max *min' the &g-increasing and a^-decreasing 
profiles, and a^, vs x, calculated from the equation 
da/ax = ±k__. 
cp 
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II. RESPONSE OF TYPE-II, SUPERCONDUCTORS 
SUBJECTED TO PARALLEL ROTATING MAGNETIC FIELDS 
A. Introduction 
In a previous paper,^ we stated that in order to explain 
the experimental results^ '* in type-II superconductors 
subjected to parallel magnetic fields that slowly rotate 
relative to the specimen, one must include flux-line cutting 
effects in the theory of the static and dynamic magnetic 
behavior of these materials. In that paper, we presented a 
general critical-state model using the theory of flux-line 
cutting losses of Réf. 5 and used it in calculating the 
behavior of a type-II superconducting slab subjected to a 
rotating or oscillating applied magnetic field parallel to 
the flat surfaces. 
Several surprising effects were observed in the 
experiments performed by the authors of Refs. 2-4. At the 
beginning of rotation, the magnitude of the magnetic flux 
density inside the sample decreased as if vortices were 
expelled against the Lorentz force, and diamagnetic profiles 
developed near the surfaces of the specimen. With further 
rotation, the fronts of these diamagnetic profiles 
penetrated deeper into the sample until either they reached 
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the middle of the sample or B was first brought to zero. In 
the latter case, the sample was divided into two types of 
regions; an inner, trapped-flux region where the vortices 
remained fixed relative to the specimen and no dissipation 
occurred, and outer, active regions adjoining the surfaces 
where the vortices moved relative to the sample and 
dissipation occurred. In the former case, the active 
regions included the entire specimen. These experiments 
were done beginning with four different initial magnetic 
configurations, nonmagnetic, diamagnetic, paramagnetic, and 
hybrid, which depended on the previous magnetic history of 
the sample. 
In this paper, we discuss the time evolution of the 
currents and the magnetic and electric fields, starting from 
three of the four initial magnetic states mentioned aUsove 
and developing into the quasi-steady state. As asserted 
before, regardless of the initial distribution 3(x,0), the 
magnitude of the flux density B(x,t) near the surface 
(X = 0) evolves with time towards a quasi-steady-state 
diamagnetic profile, B(x) = B^d - x/x^), in a disslpative 
region of thickness x. = min(x„,x„). Here x„ is the d 0 m 0 
distance from the surface at which B is or would be reduced 
from B„ to zero, and x_ is the middle of the sample. This 0 m ^ 
effect is a consequence of Faraday's law written in the form 
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aB/at + ajg^/ax = -y^JpEp/B, d) 
which describes how flux-line cutting consumes B. Here jg^ 
= = Bv^r and Jp, J^, Ep, and E^ are the parallel and 
perpendicular components, with respect to the local 3 field, 
of the current ? and the electric field È, respectively. 
In this paper, we use the same notation as in Ref. 1 for 
referring to different zones. In a T zone, only flux 
transport occurs (E^ f 0, Ep = 0); in a C zone, only flux 
cutting occurs (Ep ^ 0, E^ = 0); in a CT zone, both flux 
cutting and transport occur (Ep ^ 0, E^ * 0); and in an 0 
zone, neither flux cutting nor flux transport occurs (Ep 
= 0, En = 0). We also use subscripts + and - to denote the 
signs of the corresponding electric fields; i.e., a C_T+ 
zone is a zone in which flux-line cutting occurs with Ep < 0 
and flux transport occurs with E^ > 0. 
In Section B, we write down the basic equations of the 
general critical-state model. In the remainder of the 
paper, we examine each of the initial configurations: 
Section C, diamagnetic initial state; Section D, 
paramagnetic initial state; and Section E, nonmagnetic 
initial state. Me show that, depending upon several 
specimen-dependent parameters, multiple-zone regimes can 
develop. We also show that, independent of magnetic 
history, flux-line-cutting B-consumption leads to a final 
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state in which either B has a diamagnetic profile or there 
are diamagnetic shoulders close to the sample surfaces and a 
frozen-in core of vortices in the middle of the sample. 
Finally, in Section F, we summarize our results, compare 
them to those of the empirical model of Refs. 2-4, and 
discuss possible extensions of the present theory. 
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B. Basic Equations 
We consider, as in Ref. 1, a high-K irreversible type-II 
superconducting infinite sletb with surfaces at x = 0 and x 
= X = to which we apply an external magnetic induction 
Sg(t) = ligîîgCt) = Bg^gCt) oî fix^d mBgnitude B^ but changing 
direction. 
otg = y sin «g + z cos «g. (2) 
For simplicity, we assume Ë = inside the sample, and 
we write S = Bot where B = |3| and 
oc = y sin ot + z cos %. (3) 
We also assume that the boundary conditions at x = 0 and x 
= X are B = B^ and a = Kg. Then, f rom Ampere's and 
^ A /V 
Faraday's laws, we obtain J = J^a + where 
P = oc X X = y cos a - z sin (4) 
Jp = M~^B 3a/ax, (5) 
= -Wg^aB/ax; . (6) 
^ A A 
and E = Ep* + E^g, where 
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aEL/ax = B3a/at + E„aa/3X, (7) 
P n • 
aE^/ax = - as/at - Epaa/ax. . (8) 
Combining Eqs. (5) and (8), we obtain Eq. (1). 
Because the same external field is applied to both 
surfaces, Ê has the symmetry 5(x,t) = 3(X-x,t). Henceforth, 
we shall examine only the half-thickness 0 i, x x^ = X/2. 
As stated in Ref. 1, metastable stationary distributions 
of B (E^ = 0) and a (E^ = 0) are such that 
Uni 4 Jcn(B) (9) 
and 
IJpl 1 Jcp(B)' (10) 
respectively, where (J^p) is a function describing the 
transverse (longitudinal) critical current density at the 
threshold for depinning (onset of flux-line cutting) in the 
vortex array. Using Eq. (5), we can rewrite Eq. (10) as 
|a*/ax| 4 kgptB), (11) 
where k^pfB) = IJQJ^P(B)/B. Flux redistribution occurs when 
|J^| (|Jp|) exceeds (J^p), in which case E^ o (Ep 
#  0 ) .  
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For simplicity, we take and k^p to be constants 
independent of B. In our calculations, the critical 
profiles of B and a then obey 
aB/ax = ±B_/x_, (12) 
0 0 
and 
9a/ax = ik^p, (13) 
where x_ = = const. We define x = k x 
0 0 0 cn cp o 
' Jcp'®o"^cn 
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C. Diamaçmetlc Initial State 
We begin a more detailed discussion of the behavior In a 
rotating applied field by considering first the simplest 
case, the time evolution from a diamagnetic initial state. 
At t = 0, the flux-density distribution in the 
—  ^ A 
superconductor is given by B(x,0) = zB^d - x/x^) for x 4 
and 3(x,0) = 0 for x > x^. Here, is the magnitude of the 
applied magnetic field and x^ = Bg^'^o^cn distance 
from the surface at which B is reduced from B^ to zero. 
As otg^t) slowly Increases from zero, the distribution of 
S predicted by Eqs. (1)-(13) initially develops the two-zone 
structure shown in Fig. 1: a C_T+ zone CO 4 x < x^(t)3 in 
which both flux-line cutting and transport occur, and an 0 
zone Cx„ i. x < x„3 in which neither flux-line cutting nor 
c — m 
flux transport occurs. 
In the region C T,, where x_(t) = a (t)/lc , the vortex 
- -r V- S I. y 
structure is at both the flux-line cutting and the depinning 
thresholds, such that a(x,t) = a (t) - k x, J (x,t) 
s cp p 
= -kgpB(x,t)/^g, and The solutions of Eqs. (7) 
and (8), subject to Ep(x^,t) = E^(x^,t) = 0 are 
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wB (( 
EL (x,t) = 1 -
''cl 
^o' 
3inCk^p(x^-x)3 
+ -£1 - cosCkgptx^-x)]} (14) 
wB, 
E^(x,t) = 
cp 
X 
1 
X. 
cosCk^p(x^-x)3 
sinCk^ptx^-x)] (15) 
As otg increases, the altered-S region grows, and we 
obtain the sequence of profiles of B(x,t) and a(x,t) 
sketched in Fig. 2 .  The electric fields of Eqs. (14) and 
(15) satisfy the conditions Ep(x,t) 4 0 and E^(x,t) ^  0 
throughout the region 0 4 x 4 x^(t) only for limited values 
of «.g and X' The range of validity corresponds to regions A 
and B of Fig. (I.D,® but with y replaced by = k^pX^ in 
Eq. (1.17).® If ttg amd x are within these ranges, a quasi-
steady- state distribution of 3 is achieved when either x^ 
= XQ (otg = X = kgpXg) for XQ < Xjj^ [Figs. 1(a) and 2(a)] or 
when ^*3 " ^  for Xq > x^ [Figs. Kb) and 
2(b)3. In the former case, the behavior after reaching the 
quasi-steady state is given by Eqs. (I.18)-(1.20), which 
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describe region A of Fig. (I.l); in the latter case, the 
behavior is given by Eqs. (1.21)-(I.23), which describe 
region B of Fig. (I.l). 
For values of oig and x outside the cUaove ranges, this 
theory predicts time-dependent instabilities similar to flux 
jumps. The resulting behavior can be described in terms of 
moving C and CT zones, which move so fast that eddy currents 
and the possibility of thermal runaway must be taken into 
account. Space does not permit a discussion of such 
behavior in this paper. 
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D. Paramagnetic Initial State 
For a paramagnetic initial state, we have the following 
conditions at t = 0; B(x,0) = 8^(1 + x/x^), as shown by the 
uppermost dashed line in Fig. 3, and ot(x,0) = 0. 
As <*g(t) increases from zero, Eqs. (1)-(13) predict 
initially the three-zone structure sketched in Fig. 3: a 
C_T^ zone in which flux-line cutting atnd flux transport to 
the right occur, a C_T_ zone in which flux-line cutting and 
flux transport to the left occur, and a T_ zone in which 
only flux transport to the left occurs. The vortices in the 
entire specimen are at the depinning threshold, and they are 
at the onset of flux-line cutting in the region 0 i, x < x^. 
The solutions of Eqs. (7) and (8), subject to the conditions 
EL(x_) = 0, E„(x„) = 0, and E„(x„) = 0, are as follows: 
p c n m n V 
Region C_T+ CO i x < x^(t)3 
wB ' r 0 
^cp 
1 - V sinCk^p(x^-x)3 
1 
+ —£1 — 
X 
+ DCOSCKGPCXY-X)]] 
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E^(x,t) = 
wB_ / r X 1 0 
— 
^cp k  1 xj \ 
- -(E^ + 1)SinCk 
X 
p 
1 -
=0^ 
cosCk^ptXy-x)] 
cp V 
(17) 
Region C_T_ Cx^(t) 4 x < x^(t)3 
Ep(x,t) = 
wB. 
cp 
m 
de. 
o' 
da. 
sinCkgpfx^-x)] 
de. 
1 - 2 -
da^J 
CI - COSCK^P(X^-X)3} (18) 
E^(x,t) = 
wB,'' 
cp 
i _ 2 !z + L  ^ + -
X 
de. 
1 - 2 -
daj 
sinCk^p(x^-x)3 
, _ , fï . ÎÇ . _ fsl 
de. 
da 
cosrkç.p(Xj,-x)3 
s-' 
( 19 )  
Region T_ Cx^(t) i x i x^] 
Ep(x,t) = 0, ( 2 0 )  
uB fx 
E^(x,t) = - 2- m 
cp U, 
X ' 
x_ 
de 
da. 
(21) 
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where 
-V <2x-3e +ii){l - cos a ) + (oc -M)(e -x)sin a 
~ ~ sin - (%g-^)cos 
and 0^ is the solution of 
d0^ X - ®^+ sin(ag-e^) - (x-20^+ag)cos((Xg-e^) 
dôF " 2sin(ag-0^) - 2((Xg-y)cos(ag-0^) (23) 
with initial condition 0^ = 0 at ttg = 0. We have used the 
following for Eqs. (22) and (23): 0 = k^p*' X = k^p^o' ^  
' kcpX." = ICcp^ v' "s ' ^ % ° "a ' ®v-
The B and a profiles are given by 
B = B„(l-x/x„), 0 i. X < x„ (C T^) (24a) 0 0 V - + 
B = Bjj(l-2X^/Xjj+X/Xg), Xy i X ( Xa (C_T_ and T_) (24b) 
and 
ot = ot -k X, 0 4 X < x^ (C T. and C T ) (25a) 
s cp c - + - -
a = 0, Xg 1 X < x^ (T_). (25b) 
If Xg < x^ [Fig. 3(a)], and x^ reaches x^ while x^ < x^, 
the specimen enters the quasi-steady state with a frozen 
core of thickness 2(Xg^ - Xg) around Xj^, and a diamagnetic 
shoulder of thickness at each surface. 
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On the other hand, if reaches before for 
x^ < Xjjj [Fig. 3(a)], or when x^ = x^^ for x^ > x^ CFig. 
3(b)], the specimen goes from the three-zone behavior just 
described to the two-zone structure of Fig. 4. Flux-line 
cutting occurs throughout the entire sample; in addition, 
transport to the right occurs in the C_T+ zone (0 4 x < x^), 
and transport to the left occurs in the C_T_ zone (x^ 1 x 
1 x_). In this case, the boundary conditions are E„(x^) 
m p m 
= E^(Xg^) = 0 emd E^(x^) = 0, and the solutions of Eqs. (7) 
and (8) are as follows: 
Region C_T+ CO <, x < x^(t)] 
Ep(x,t) and E^(x,t) are given by Eqs. (16) and (17), 
"v 
with Ep given not by Eq. (22) but by 
^ (2x-3e +vi)Ci - cos(vi-e )] 
E% = —, (26) 
^ sin(u-8_) 
where 6^ is the solution of 
de X - 8* + sin(n-e„) - (%-28 +w)cos(M-e ) 
—i£, - 1 Z V —. (27) 
dOpg 2sin(vi-9^) 
The initial conditions for Eq. (27) are = p and 9^ 
= 0^Q, Where 0^^ is obtained from Eq. (23) when = u. 
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Region C_T_ Cx^(t) <. x 4 
Ep(x,t) = 
wB^// 
0 
cp 
1 - 2;% + ;=):inckcp'::m-:'] 
de 
1 - 2 - V 
doCgJ 
£1 - cosCk^ptXQ-z)]} F (28) 
E^(x,t) = 
wB,/' 
cp^ 
i_2!z + l + -
% 
1 - 2  
46? 
1*s 
sinCJc^ p ( X j^-x)3 
i-25[ + 5. 
^0 =0^ 
cosCk^p(Xj^-x)3 (29) 
For Xg < Xjjj [Fig. 4(a)3, the specimen enters the quasi-
steady state when x^ = x^, emd again it has a frozen core 
and a diamagnetic shoulder. For x^ ^  CFig. 4(b)], we 
obtain from Eq. (27) the surprising result that the quasi-
steady state, in which x^ = x^, is not achieved for finite 
(x,g. On the other hand, x^ very closely approaches x^^ for 
large «.g. As -* », Eq. (27) yields 
*m-*v * *s'' 
*0 = =m' % = (30a) 
x^ -x^  « exp[-(x-w)»g/4], Xg > x^ , X > (30b) 
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Figure 5 gives several examples of this behavior. Shown are 
plots of = k^pX^ versus for \i = = 1 and various 
values of % = kcp*o' x = 0.5 and x = 0.75, the sample 
enters the quasi-steady state when 0^ = x as in Fig. 4(a). 
On the other hand, for x = 1 and x = 2, 6^ approaches p 
asymptotically from below, as expected from Eqs. (30a) and 
(30b). When Xg and oig > > 1, the specimen has a 
diamagnetic shoulder that extends from the surface to almost 
the center of the specimen. 
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E. Nonmagnetic Initial State 
We assume that at t = 0 the flux density in the 
superconductor is uniform cS(x,0) = B^zD and equal to the 
applied field. We first consider the case for which the 
specimen is sufficiently thick that, during the approach to 
the quasi-steady state, the regions of altered B, J, and E 
do not penetrate as far as the center of the slab. 
Initial Three-zone Structure CC T\/C -03 
- T — 
As (Xg(t) slowly increases from zero, the distribution 
predicted by Eqs. (1)-(13) initially develops the three-zone 
structure sketched in Fig. 6. A V-shaped minimum in B(x,t) 
versus x occurs at x = x^(t), where B(x^,t) = B^(t) = B^Cl 
- Xyttl/Xq], To the left of the minimum is a zone C_T+ CO 
1 X < x^(t)3 in which both flux-line cutting and transport 
occur. To the right of the minimum are a zone C_ Cx„(t) 4 x 
< x^(t)3 in which only flux-line cutting occurs and a zone 0 
Cx^(t) 4x4 x^] in which B(x,t) = B^, a(x,t) = 0, and 
neither flux-line cutting nor flux transport occurs. 
The vortex structure is at the flux-line cutting 
threshold throughout the region 0 4 x 4 x^(t), where x^(t) 
= &g(t)/kgp, such that a(x,t) = a^Ct) - and Jp(x,t) 
" The vortex structure in region C_ Cx^(t) 
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4 X < x^(t)3 is below the depinning threshold, such that 
|Jnl < and = 0. In this region, the solutions of 
Eqs. (7) and (0), subject to B(x^,t) = and E^(x^,t) = 0, 
are 
wB 
Ep(x,t) = sinCk^pfx^-x)], (31) 
"cp 
B(x,t) = Bg cosCJc^p(x^-x)3, (32) 
where w = da^/dt. Thus, Eq. (6) yields 
Jn(x,t) = - sinCk^p(x^-x)3. (33) 
Continuity of B(x,t) at x = x^(t) yields 
8y(t) = = X(l-cos a^), (34) 
where = a(x^^,t) = a^(t) - 0„(t). 
In the region C_T^ CO 4 x < x^(t)3, the vortices are at 
the depinning threshold, such that |J | = J and B(x) 
n en 
= 8^(1 - X/XQ). The solutions of Eqs. (7) and (8), subject 
to E^(x^,t) = 0 and Ep(x^,t) = -(wB^/k^plsin oc^, are 
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wB. 
E„(x,t) = - 3in[kgp(xg-x)] 
cp 
+ -£1 - cos[kgp(%y-x]] (35) 
E^(x,t) = 
wBo'' X ' 
1 - — 
*0^ 
- cos[k._(x -X)] 
cp c 
sinCkgpCXy-x)] (36) 
These quantities obey Ep(x,t) <, 0 and E^(x,t) >, 0 throughout 
the region 0 ^  x i. x^(t). 
The initial three-zone structure of Fig. 6 and the 
corresponding Eqs. (31)-(36) apply only in limited regions 
of values of and x» Consider first the behavior when x 
4 1. As increases, x^, the front of the altered-^ 
region, penetrates more deeply into the superconductor, and 
the sequence of profiles of B(x,t) and a(x,t) sketched in 
Fig. 7 occurs. Equations (31)-(36) remain valid, provided 
*s kgpX^ < ni(%), where 
= X + v/2. (37) 
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The value of is reduced to zero and a quasi-steady-state 
distribution of B is achieved when = k^pX^ = t|^(x) CFig. 
7(a) and (b), curves d3. For o&g > (Fig. 8), no 
further changes in B occur, but a(x,t) = ag(t) - k^pX within 
a distance x^ of the surface CFig. 7(b), curve e3. The 
behavior then is given by Eqs. (I.21)-(1.23), which describe 
region A of Fig. (I.l). 
However, when x > 1, Eqs. (31)-(36) apply only as long 
as |J^(x,t)| < in the region x^(t) i, x < Xj,(t). From 
Eq. (33) we see that, for x > 1» this condition is first 
violated when sinCa^(t)3 = 1/x or = k^^x^ = T|^(x)f where 
T\^(.\) = sin'^d/x) + X - (X^ - (38) 
This function, plotted in Fig. 8, has the limiting values 
Ti^(l) = ir/2 + 1 = 2.57 and ti^(X) - 3/2x for x >> For 
> the following structure occurs. 
Four-zone Structure CC_T^/C_T_-C_-0] 
For X > 1 and = k^pX^ > n^Xx)» the distribution of Ê 
predicted by Eqs. (1)-(13) changes from that of Fig. 6 
into that of Fig. 9. The minimum value of B(x,t) occurs at 
X = Xy(t), where B(x^,t) = B^(t) = B^Cl - X^(t)/XQ3. To the 
left of the minimum is a zone C_T+ CO 4 x < x^(t)] in which 
both flux-line cutting and transport occur. To the right of 
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the minimum are three zones; a zone C_T_ Cx^(t) 4 x 
< x^(t)] in which both flux-line cutting and flux transport 
occur, a zone C_ Cx^ 4 x < Xg(t)] in which only flux-line 
cutting occurs, and a zone 0 Cx^,(t) i, x 4 Xj^3 in which 
B(x,t) = BQ, %(x,t) = 0, and neither flux-line cutting nor 
flux transport occurs. 
Throughout the region 0 4  x < x^(t) the vortex structure 
is at the flux-line-cutting threshold, such that a(x,t) 
= % (t) - k X and J (x,t) = -k B(x,t)/y^. The vortex 
s cp p cp 0 
structure in region C_ Cx^tt) 4  x < x^(t)3 is below the 
depinning threshold, such that jJ^I < 0^^' = 0, and 
Ep(x,t), B(x,t), cund J^(x,t) are given by Eqs. (31)-(33). 
The vortex structure in the region C_T_ Cx^(t) 4 x 
< X (t)3 is at the depinning threshold, such that J = -J„„ 1 n cn 
and 
B(x,t) = BJCl + x/x^ - 2Xy(t)/Xg]. (39) 
The solutions of Eqs. (7) and (8), subject to E^(x^,t) = 0 
and Ep(x^,t) = -(wB^/k^plsin a^, where a^(t) = a,(x^,t), are 
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wB. 
Ep(x,t) = 
cp\ 
sinCkgpCXg-x)] 
1 - 2 -
da^J 
CI - cosCk^p(x^-x)3} (40) 
U)B(Xrt) wB, 
E^(x,t) 
CP CP 
cosCk^p(x^-x)3 
de. 
1 - 2 -
da^J 
sin[kgp(x^-x)] (41) 
which obey Ep(x,t) <. 0 and E^(x,t) 1 0 in zone C_T_. 
Continuity of B at x = x^ yields, from Eqs. (32) and (39), 
0^ = {0^ + xCl - cos(a,g - 0^)]}/2, (42) 
where 0^ = k^pX^ and 0^ = k^pX^. Because E^(x,t) ^  0 in 
region C_T+, we must have E^(Xy,t) = 0, which in combination 
with Eqs. (41) and (42) yields 
d© xCl - cos(a_ - e„)3 - 0 
— = 1 + — — ^  ^ ^ . (43) 
da CI - X sin(a^-0,)3sin(0 -0„) 
S 8 1 1 V 
Numerical solutions of this equation, subject to the 
boundary conditions that 0^ = 0^ = x - (X^ - 1)^^^, d0^/d%g 
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= 1.309017, and dS^/dotg = 1/2 at give 0^ 
= k^pX^, 0^ = Ic^pX^r and B^/B^ = (1 - 8^/%) as functions of 
"'s  "^ cp^ c-
The four-zone structure [C_T+/C_T_-C_-0] of Fig. 9 and 
the corresponding Eqs. (39)-(43) apply only in limited 
regions of values of «g and x» Consider first the case for 
which 1 < X 1 1.70. As ag increases beyond ngtx), which 
causes to penetrate more deeply into the superconductor, 
the sequence of profiles of B(x,t) and a(x,t) sketched in 
Fig. 10 occurs. Equations (39)-(43) apply provided 
1 a,g ^ n^CX), where is defined as the value of ot^ at 
which the solutions of Eq. (43) yield 0^ = x or B^ = 0. The 
quasi-steady-state distribution of B is thus achieved when 
*s ~ ^cp*c ~ [see Fig. 10, curves c]. Numerically 
obtained values of Tig(x) over the range 1 < x 4 1.70, shown 
In Fig. 8, are approximated with an error of less than 0.3% 
by 
n^fX) - 2.571 + l.lB6(x - 1). (44) 
For oig > T)g(x) no further changes in B occur, but oc(x,t) 
= a, (t) — k__x within a distance x of the surface, as shown 
s cp 0 
in Fig. 10(b), curve d. The behavior then is given by Eqs. 
(I.21)-(1.23). 
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When X > 1.70, however, Eqs. (39)-(43) apply only for 
< where ti^(x) is the value of at which the 
solutions of Eq. (43) yield 8^ = and 0^ = oig/2 < x« 
Numerically obtained values of shown in Fig. 8, can 
be approximated over the remge 1.70 < x < ? with an error of 
less them 2% by 
\ < X )  Z n g t X )  + (3.35 + 0.93/ x)sin~^(l/ x ). (45) 
For cig > T|^(x) the following structure occurs. 
Four-zone Structure CC_T^/C_T_-T_-03 
For X > 1.70 and oc^ = k^^x^ > n^tx), the distribution of 
3 predicted by Eqs. (1)-(13) changes from that of Fig. 9 
into that of Fig. 11. The minimum value of B(x,t) occurs at 
X = x^(t), where B(x^,t) = B^(t) = B^Cl - x^(t)7x^3. To the 
left of the minimum is a zone C_T^ CO S, x < x^(t)3 in which 
B = BQ(1 - X/XQ), and both flux-line cutting and transport 
occur. To the right of the minimum, there are three more 
zones; a zone C T Cx„(t) <, x < x„(t)3 in which both flux-
- - V c 
line cutting and transport occur, a zone T_ Cx^(t) 4 x 
< x^(t)] in which only flux transport occurs, amd a zone 0 
[x^(t) 4x4 x^] in which B(x,t) = B^, a(x,t) = 0, and 
neither flux-line cutting nor flux transport occurs. 
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Throughout the region x^(t) <, x < x^Ct), the vortex 
structure is at the depinning threshold such that 
and B(x,t) is given by Eq. (39) or, since x^(t) = 2x^(t), by 
B(x,t) = BgCl + Cx - X^(t)]/XQ]. (46) 
Because no flux-line cutting occurs in zone T_ Cx^(t) 4 x 
< x^(t)], the solutions of Eqs. (7) and (8) are Ep(x,t) = 0 
and 
wB de 
E: (x,t) = —- Cx (t) - x3. 
X dOLg 
(47) 
The vortex structure in the region C_T_ Cx^(t) x < x^(t)3 
is at the flux-line cutting threshold, such that a(x,t) = », 
- k^pX. The solutions of Eqs. (7) and (8), subject to 
Ep(x^,t) = 0 and Ey^(x^,t) = -(wBQ/)c) (d0j^/dag)CXj( t) -
x^(t)3, are 
r 1 fde. 
-\ 1 + - —^ - 1 
kcpl X idttg 
(e^-otg)]sinClCcp(Xc"*>^ 
1 
+ -
X 
5 
da. 
- 1 £1 - cosCk „(x^-x)3} , 
cp c 
(48) 
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E^(x,t) = -
kcplx 
5 
Ida, 
- 1 (e^-otg)cosCkcp(Xc-x)3 
+ sinCk^p fX g-x)] - B(x,t) + B^cosCk^p(x^-x)3 (49) 
which obey Ep(x,t) j. 0 and E^(x,t) j, 0 in zone C_T_. 
Because Ej^(x,t) ^  0 in zone C_T+, we must have E^(x^,t) = 0, 
such that Eq. (49) yields 
de^ X -  + (6^-*g-x)cos(ag-6y)  +  3 in(ag-0^)  
doCg (8^-ag)co8(%g-6y )  +  s i n ( ag-e^) 
where 0^ = k^pX^ = 0^/2. Numerical solutions of this 
equation, subject to the boundary condition at 
[see curve ti^(x) in Fig. 83 that »g = 20^ = 0^ = give 
®i = kcp=i' ®v = ^cp*v' and By/Bq = (1 - x^/x^) as functions 
of = k__x_. The time evolution of the multiple-zone 
2 Cp C 
structure is illustrated in Fig. 12. 
As in other cases, this four-zone structure only applies 
for limited values of a and x» As ot increases to values 
s s 
larger than the sample can reach either the quasi-
steady state or an unstable state, depending upon the value 
of X- For 1.70 < X < 2.16, the sequence of profiles shown 
in Fig. 12 occurs: For n^(x) < < ng(X), Eqs. (46)-(50) 
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are valid, and the sample reaches the quasi-steady state 
when a = ^_(x), which is the value of a_(t) such that B„ 
8 5 9 V 
= 0. The function shown in Fig. 8, must be obtained 
numerically from Eq. (50). For x  > 2.16, Eqs. (46)-(50) 
apply only for 4 oc^ 4 , where r\^(\) is the value 
of oig for which Ep(x = 0) =0. The function Tig(x) shown in 
Fig. 8, must be obtained numerically from Eq. (50) while 
monitoring E_(0,t) using Eq. (48). For a_ > n.(X), p So 
dynamical instabilities develop, and the seimple cannot be 
treated quasi-statically with the present theory. 
In the above discussion, we have considered only the 
behavior when the sample is sufficiently thick that the 
regions of altered Ë do not penetrate to the center of the 
slab. If this condition is not met, we must change from the 
boundary conditions used above to those in which the 
electric field is zero in the middle of the slab CE„(x„) p m 
= E„(x„) = 03 when a zone of altered S reaches the slab 
n m 
center. The precise behavior depends upon whether first 
reaches x_ in the three-zone structure CC T./C -03 of Fig. 6 
m — "T 
or in the four-zone structure [C_T+/C_T_-C_-0] of Fig. 9, or 
whether x^ reaches Xj^ in the four-zone structure 
[C_T+/C_T_-T_-0] of Fig. 11. There are too many different 
cases to discuss in detail here. The resulting magnetic 
structures, however, all can be determined from analytic or 
numerical solutions of Eqs. (1)-(13). 
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F. Summary and Conclusions 
In this paper, we have used the general critical-state 
theory of Ref. 1 to calculate the time dependence of the 
magnetic induction 3 (magnitude 6 and angle a.) during the 
approach to the quasi-steady state for a type-II 
superconducting slab subjected to a magnetic field which is 
parallel to the slab's flat surfaces and which changes in 
direction but not in magnitude. This theory contains two 
important material-dependent quantities: the 
transverse critical current density, and Ic = n J /B, 
cp 0 cp 
where is the parallel critical current density. Our 
calculations were done beginning with three different 
initial magnetic states: diamagnetic (Section C), 
paramagnetic (Section D), emd nonmagnetic (Section E). In 
every case we have shown that, regardless of magnetic 
history, flux-line cutting consumes B, ultimately taking the 
sample to a final, quasi-steady magnetic state in which B 
has a diamagnetic profile either in a region near the 
surface or in the entire sample, depending upon sample 
thickness and flux-line pinning strength. In applying this 
theory, we have assumed, for simplicity, that = const 
and k^p = const. The resulting profiles of B and a yield 
results in qualitative agreement with most of the 
experimental findings of Refs. 2-4. 
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Although our theory is similar in several respects to 
the empirical model of Refs. 2-4, there are important 
differences in both the physical interpretation and the 
details of the B and % profiles. Both models assume: (a) 
that the steepest metastable gradients of B are given by 
|aB/ax| = Pg^cn' regardless of whether B is changing 
direction or not, and (b) that the steepest metastable 
gradients of oc are given by iaa,/3x| = Jc^p. According to the 
empirical model,^ on the one hand, "if the initial magnetic 
induction B^tx) exceeds the value fi(x) established in the 
quasi-steady-state, then flux lines, somehow, escape from 
the disk during the rotation leading to setting up the 
quasi-steady-state." This model^ also "implies that flux 
cam exit from the specimen although the magnetic pressure or 
Lorentz force in the surface region is directed inwards." 
Our theory, on the other hand, provides a mechanism, flux-
line cutting, which reduces B in the specimen's interior and 
leads to diamagnetic profiles near the surface. The 
reduction of B is a natural consequence of Faraday's law, 
which, when written as Eq. (1), states that when flux-line 
cutting occurs, B is not conserved but is irreversibly 
consumed. According to our theory, flux lines do not 
migrate out of the specimen against a flux density gradient. 
Instead, as the diamagnetic profiles are being established 
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at the surface, flux transport into the specimen occurs, but 
this only partially replenishes the B that is consumed via 
flux-line cutting. 
According to our theory, the details of the evolving B 
and a profiles (Figs. 1-12) are considerably more complex 
than those proposed in Refs. 2-4, and this complexity is 
required to satisfy both Faraday's law CEqs. (7) and (8)3 
and continuity of 2 as a function of x. The main difference 
between our profiles and those of Refs. 2-4 are as follows: 
(a) Relative to the changing B profiles, our changing a 
profiles penetrate more deeply into the specimen than 
those assumed in Refs. 2-4. The differences show up 
most clearly in a comparison of Figs. 6-7 and 9-12 with 
Fig. 3(a) and (b) of Ref. 4, which exhibits profiles 
that we claim are inconsistent with Faraday's law and 
continuity of Ê versus x. 
(b) In addition to zones common to both models, in which 
(i) both the B and oc gradients are critical, (ii) only 
the B gradient is critical, or (iii) both the B and a 
gradients are subcritical, our theory predicts zones in 
which only the a gradient is critical. In such C zones 
no flux transport occurs, but flux-line cutting 
processes reduce B at a rate given by Eq. (1), 
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In this paper, we have kept the B dependences of and 
J^n simple as possible in order to obtain analytical 
expressions for the various fields involved and to 
illustrate the main features of the B and a profiles. For 
detailed comparisons of theoretical and experimental 
results, however, particularly when the applied field varies 
over a wide range, more realistic B dependences of and 
J will have to be included, which in turn will require 
cn 
numerical solutions of Eqs. (l)-(ll). We have developed a 
computer program to incorporate these changes, as well as to 
compute hysteretic losses. Me shall present our method and 
results in a subsequent publication. We have found that 
this numerical approach helps greatly in understanding the 
complex behavior that occurs when the field applied at the 
surface varies not only in direction but also in magnitude. 
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(a) x<H-
B(x.f)/B, 
C-T, 
Xc Xq Xfn 
(b) x>M 
\ 
Xm 
FIG. 1. Two-zone structure [C_T+-0] evolving from the 
diamagnetic initial state, (a) x = ( p = k x , 
cp 0 cp m 
(b) X > y» 
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(a)X<M 
1 
I 
" 1 
^  B (x, t)/Bo 1 
 ^ 1 
-
0 XQ XfT, 
X 
(b) X>4 
FIG. 2. Time evolution of B(x,t) and a(x,t) starting 
from the diamagnetic initial state. (a) x < M» (b) x > W* 
74 
(Q)X<M 
C_x C_T_ 
0 Xy/ Xo Xc 
X 
FIG. 3. Three-zone structure CC_T^/C_T_-T_] evolving 
from the paramagnetic initial state for < x^. (a) % < p: 
here, % = 1, p = k^pX^ = 2, and (Xg = k^pX^ = 1.5, (b) x > p: 
here, x = 1, M = 0.5, and ot^ = 0.406. 
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(b)X>4 
B(x,0)/B, 
C_T 
Xc 
X 
3.(b) See caption to Fig. 3.(a) 
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/ l\ y—Ct(x,t) 
/ 1 \  / 
/ '  i  X  y  
/  ,  i
X  I  / \  
\  1  /  \  
\  1  /  ^  
X- 1 y 
• 
C-T+ Ne C.T_ 
! \ 
1 \  1 V 
0 Xy XQ Xjti 
X 
FIG. 4. Two-zone structure [C_T+/C_T_] evolving from the 
paramagnetic initial state for The sample 
parameters are the same as in Fig. 3, except that = 2.5. 
(a) X ( W, (b) X > p. 
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0 
FIG. 4.(b) See caption to Fig. 4.(a) 
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X=2 
0.75 
0.5 
5 10 15 
Os 
FIG. 5. 0^ = k^pXy versus oc^ for u = ~ ^ 
kgpXg = 0.5, 0.75, 1.0, and 2.0, as computed from Eq. 
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C-T, 
X Xo 
FIG. 6. Initial three-zone structure CC_T^/C_-03 
evolving from the nonmagnetic initial state for x < 1. For 
this plot X = 0.5 and = 1.297. 
FIG. 7. Time evolution of (a) B(x,t) and (b) a(x,t) from 
the nonmagnetic initial state in the initial three-zone 
structure. Sample parameters are as in Fig. 6. Here 
= 2.071 and = (a) 0.848, (b) 1.297, (c) 1.693, and 
(d) 2.071 = Ti^(x)» where the quasi-steady state is achieved. 
For OLg > 2.071 no further changes in B occur, but a varies 
within XQ from the surface as shown in curve (e). Values of 
By/Bg, x^, and are IcUaeled for curves (b). The 
dashed curve shows a(x^,t). 
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(a) 
m 
ft 
m 
(b) 
a 
FIG. 8. Evolving multiple-zone structures predicted by 
Eqs. (28)-(47) for increasing starting from the 
nonmagnetic initial state. For x ( 1 the specimen first 
develops a [C_T+/C_-0] structure and then achieves the 
quasi-steady state when oig = For 1 < x < l»? the 
sample starts with a CC_T^/C_-03 structure for < Ti^(x)r 
develops a CC_T^/C_T_-C_-03 structure for ti^(x) < «.g 
< Tig(x)» and reaches the quasi-steady state when 
For 1.7 < X ^ 2.16 the sample has a CC_T^/C_-02 structure 
for & CC_T^/C_T_-C_-03 structure for < otg 
< and a CC_T_j./C_T_-T_-03 structure for ti^(x) < ot^ 
< T)^(x). It achieves the quasi-steady state when 
= rig(x). For X > 2.16 the specimen passes through the same 
zone structures as in the latter case, but instead of 
reaching the quasi-steady state, the behavior becomes 
unstable when The details of this behavior are 
not treated here. 
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X 
84 
a ( x , t )  
C_X C_T_ 
X 
FIG. 9. Four-zone structure [C_T^/C_T_-C_-0] evolving 
from the nonmagnetic initial state for 1 < x < 1.70. Here 
X = 1.3, OLg = 2.187. 
FIG. 10. Four-zone-structure CC_T+/C_T_-C_-0] time 
evolution of (a) B(x,t) emd (b) a(x,t) from the nonmagnetic 
initial state for 1 < x ^ 1.70 and increasing For this 
plot, X = 1.3, ngtX) = 1.347, and = (a) 1.347 
= Ti^<X)f (b) .187, and (c) 2.931 = ti^(x), where the quasi-
steady state is achieved. [For < 1.347 = T)^(x)» the B 
and a structure is as in Fig. 6.3 For > 2.931, no 
further changes in B occur, but a varies within of the 
surface as shown by curve (d). Values of By/B^, x^, x^, x^, 
and OLg are labeled for curves (b). The dashed curves show 
B(x^,t)/BQ, a(XY,t) anda(XJ,t). 
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(a) 
CO Bg 
Xo X, 
(b) 
a 
87 
a(x,t) 
CJL CJL 
FIG. 11. Four-zone structure CC_T^/C_T_-T_-03 evolving 
from the nonmagnetic initial state for 1.70 < x ( 2.16; here 
X = 2 and = 3.25. 
FIG. 12. Four-zone-structure CC_T^/C_T_-T_-0I1 time 
evolution of (a) B(x,t) and (b) a(x,t) from the nonmagnetic 
initial state for 1.70 < x < 2.16. For this plot x = 2, and 
otg = (a) 2.75 = r|^(x)r <b) 3.25, and (c) 3.724 = Tig(x)» 
where the quasi-steady state is achieved. [For otg < 0.791 
= Ti^(x)r the B and a structure is as in Fig. 6, and for 
0.791 < *g < 2.75 = Ti^(x)r the B and a structure is as in 
Fig.9.] For > 3.724 no further changes in B occur, but a 
varies within x_ of the surface as shown in curve (d). The U 
dashed curves show B(Xg,t)/Bg and a(x^,t). 
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III. AC LOSSES IN TYPE-II SUPERCONDUCTORS 
IN PARALLEL MAGNETIC FIELDS 
A. Introduction 
The hysteretic response of a type-II superconducting 
slab subjected to a parallel applied magnetic field that 
varies in both magnitude and direction is remarkably 
complexr as has been demonstrated in a series of experiments 
by the authors of Refs. 1-4. An interesting example of this 
is the behavior of a superconducting disk rotating relative 
to a fixed parallel applied magnetic field/"^; this 
corresponds to the case of a stationary superconductor 
subjected to a parallel applied field that varies in 
direction but not in magnitude. To explain the resulting 
behavior has required the development of a general critical-
state theory, which includes not only the effects of flux 
pinning, as in the usual critical-state theory, but also the 
effects of flux-line cutting.*"^ 
LeBlanc and Lorrain also haVe carried out experiments in 
which the applied magnetic field varies in both magnitude 
and direction.* They examined two magnetic regimes: the 
common collinear regime, in which an ac field is applied 
parallel to a dc bias field, and the noncollinear regime, in 
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which both an ac field and a dc bias field are applied 
parallel to a superconducting slab, but with the ac field at 
an arbitrary angle relative to the dc field. Although the 
usual critical-state theory can be used to derive 
expressions for the ac losses in the collinear regime, new 
equations and new physics must be added to calculate and 
understcund the losses in the noncollinear regime.° 
In this paper we apply our general critical-state 
theory® to calculate the hysteretic losses of a type-II 
superconductor in the noncollinear regime. The theory makes 
use of two fundamental material-dependent quantities; 
the transverse critical current density at the threshold of 
depinning, and J^p, the longitudinal critical current 
density at the threshold of flux-line cutting. Both and 
Jcp depend upon the magnitude of the local magnetic 
Induction B and the aJssolute temperature T. To obtain 
analytic expressions for the physical quantities of 
interest, e.g., electric fields, current densities, and 
losses per cycle, we assume here that the amplitude of the 
ac field is sufficiently small that J and J do not 
cn cp 
change significantly over the cycle. We derive the desired 
expressions for the ac losses in Section B. In Section C we 
apply these expressions to the experiments of Ref. 4, and in 
Section D we summarize our results and discuss needed 
extensions of the theory. 
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B. Theory 
We consider first a semi-infinite, high-K, irreversible 
type-II superconductor with surface at x = 0, to which is 
applied a dc bias field 5 = zB„ and an ac field S,(t) of 0 0 a 
amplitude b^ << at an arbitrary angle y (0i"Yi,ir/2) 
with respect to 3^. The net externally applied magnetic 
induction is M^Ct) = + S^(t), as sketched in Fig. 1. 
It is convenient to write the magnetic induction inside 
the specimen (x > 0) as ll - B%r f^ere B = |Ë| is its 
A 
magnitude and a its direction. 
ot = y sin» + z cos*. (1) 
We also write the current density 3 and the electric field Ê 
in terms of their components parallel and perpendicular to 
3; i.e., ^  = Jp» + and Ë = 2^% + where p = ot x x. 
Ws assusus that it is a good approximation to taks u — 
inside the superconductor, and we ignore any surface-barrier 
or surface-pinning effects. Using Ampere's law, ? = 7 x H 
(neglecting the displacement current), and Faraday's law, we 
obtain 
Jp = a« /3x ,  (2 )  
aB/ax ,  (3 )  
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and 
3E /3x = B aa/3t + aa/3x, (4) 
P n 
3E / 3 X  = -3B/ 3 t  - 30C/ 3 X .  (5) 
n p 
The general critical-state model® ^ states that metastable 
stationary distributions of B, in which E^ = 0, are always 
such that J„ obevs 
n 
Un'^^cn^®'* (6) 
Similarly, metastable stationary distributions of a, in 
which Ep = 0, are always such that obeys 
IJpl i Jcp(B)' (7) 
which can be written, using Eq. (2), as 
| 3 cx /ax |  4  k^pfB) ,  ( 8 )  
where k (B) = u J (B)/B. 
cp 0 cp 
We assume the material has been through many cycles, so 
that it posses a diamagnetic profile near the surface.^ The 
magnitude and direction of the external B field are, to 
first order in b^ (see Fig. 1), 
Bs = Bq + baCO&Y, (9) 
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and 
«g = (b^sin-y)/Bg. (10) 
The B emd a profiles are linear in x to lowest order in b^^. 
Figure 2 shows the extremal B and a profiles. 
" ®o - + MoJon*- '12' 
and 
«^max(^) = (bo/B,)sinY - k^pX, (13) 
*min<*^ = -(bo/B,)sinY + k^^pX, (14) 
where = Jcn^®o^ and k^p = k^p(Bg). The depths within 
which B and » change during each cycle are 
Xp = (b^cos7)/MoJcn (15) 
and 
*c (bqSinyl/MoJcp, (16) 
respectively. Note that x may be larger than, equal to, or 
smaller than x^, depending upon the values of y, and 
Jgp. Also shown in Fig. 2 are B and a profiles for the b^-
increasing (t) and bg-decreasing (!) cases. 
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The ac loss per unit area per cycle is given by the 
time integral over the entire cycle of the Poynting vector 
= \x~^ ^dt x«2(0,t)xcS^ + 2^(t)]. (17) 
Integrating Faraday's law from the surface to a point 
sufficiently deep in the superconductor that ÊCx^ft) = 0, we 
obtain 
X  X  Ë ( 0 , t )  =  d X  d ^ ( X r t ) / d t .  ( 1 8 )  
Defining 
S(Xrt) = l(x,t) - (19) 
and 
1>'(t) = dx b(x,t)r ( 2 0 )  
we obtain 
= w^ijdt 3a<t)'^3'(t), (21) 
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where we have made use of the periodicity of l^'(t) in time. 
Denoting values corresponding to the b^-increasing and b^-
decreasing half cycles by t and 4, respectively, and 
defining 
- 3^)'(y siny + z cosy), (22) 
we obtain, after integrating by parts and changing 
variables. 
,b. 
db^ '. (23) 
~b. 
Because we desire an expression for N' valid to order b\ we 
need to compute 6$' only to order b^. In this approximation 
Eq. (20) yields 
3+ = y dx *+(x) + 
"ci 
A 
+ z 
p* 
dxj^B^(x) - B^j + dxj^]  B (X) - B, 
mcix 
ain^y ^ cos^y 
+ z 
^ l^o^cp -^o^cn^ 
- "I] . (24) 
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where we have used 
2*.Jcp 
(25) 
- ^ a) ( 2 6 )  
Similarly 
îi = 
sin^f cos f ' 
+ z 
""o^cp *»'o'cn 
K + 2b,ba - b i ] '  (27) 
such that from Eq. (22) 
6$' = 
sin^Y cos^-Y 
+ 
- "[) • (28) 
rne resulting loss per unit area per cycie rrom t;q. vzj; is 
2b 
"a 3W 
3 
0 
2 
sin y cos y' 
——— + 
I J 
cp cn 
(29) 
An alternative derivation using the instantaneous power 
loss per unit volume, ë*? = E^Jp + reveals that the 
first terra on the right-hand side of Eq. (29) arises from 
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flux-line cutting losses and the second term arises from 
flux-pinning losses. Thus, can be expressed as 
+ W' , where W'„, the flux-line-cutting contribution, 
cip etc 
depends upon J^p, and W^p, the flux-pinning contribution, 
depends upon 
When "Y = 0, we have the common ac loss configuration in 
which no flux-line cutting occurs and the losses result from 
flux transport across the array of pinning centers. 
Equation (29) then reduces to the familiar result® 
2hl 
W = W = 2—. (30) 
When y  = v / 2 ,  on the other hand, there is no change in 
B to first order in b , and all the losses are associated 
s 0 
with flux-line cutting, which changes a but not B during the 
cycle. Equation (29) then reduces to the result derived in 
Refs. 5 amd 6, 
2hl 
H' = w; = ° • (31) 
The above results give the loss per unit area per cycle 
for a semi-infinite superconductor or at one surface of a 
superconducting slab whose thickness is more than twice as 
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large as Xp and CEqs. (15) and (16)3. We consider next 
the loss per cycle for a finite slatb with surfaces at x = 0 
and X = X = Zx^^. In this case, the magnitude and direction 
of the external field are still given by Eqs. (9) and (10), 
but since two surfaces are now exposed to the changing 
field, Eq. (17) is the ac loss per unit area per cycle per 
surface. Equations (15) and (16) are still valid, but now 
we must allow for the possibility that x^ or x^ can be 
larger than x^, the half-thickness of the slab. If x^ > x^, 
the upper limit x^ in Eq. (24) must be replaced by Xj^, and 
the upper or lower limit x^^ must be replaced by 
min(x^^,xjjj), the smaller of x^^ and x^. Similarly, if x^ 
> Xg^, the upper limit x^ in Eq. (24) must be replaced by x^, 
and. Xp^ must be replaced by minCXp^/x^). These replacements 
are required by the conditions that (a) B is symmetric with 
respect to the midpoint of the slab and (b) Ë(Xg^,t) = 0. 
To treat the case of a slab of finite thickness, we 
define two quantities in analogy with Eqs. (15) and (16), 
and 
boc= (33) 
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The size of relative to and b^^ determines the degree 
of penetration of the cheunging B and a profiles. When b^ 
< bgp and Xp < the changing B profile penetrates only 
part way to the slab's midplane; when b^ > b^p, full 
penetration of the changing B profile occurs. Similarly, 
when bg < b^^ and the changing a profile penetrates 
only part way to the slab's midplane; when b^ > b^^' full 
penetration of the changing a profile occurs. 
The ac loss per cycle per unit area of one surface 
obtained from Eqs. (23) and (24), is, when b^p 4 b^ 4 b^,^. 
(34) 
when b 
(35) 
and, when b^ I b^^ and b^ > b,p 
2b^^sin% 
3v:Jcp 
(3^0 - ^ \c) + 
2bLcosS 
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Equations (29), (34), (35), and (36) predict the 
variation of W' with y for fixed and B_. When both x^ 
a 0 0 c 
< Xjjj and Xp < x^ , the y dependence of is simple, as seen 
from Eq. (29)? otherwise, the y dependence of b^^ and b^p 
CEqs. (32)-(33)] leads to a more complex behavior. 
The predicted ac loss per unit volume per cycle is 
= where and W^p are the flux-line-
cutting and flux-pinning contributions, respectively. For 
fixed "Y and b^ but varying B^, J^p^^o^' and J^n^^o^' can 
be shown from the above equations that the maximum value of 
3b^ 
= —- sin\, (37) 
which occurs at a value of = B®^ such that b^^ = 3bQ/4 
or Jcp^®oc*^ = (3bQSin^)/4MgX^. Similarly, the maximum 
value of W^p is 
= — cosSr (38) 
4^ 0 
which occurs at a value of B^ " such that b^p = 3bjj/4 
or Jcn^®op*^ " (3bgCOSY)/4MoXQ. Thus, obeys 
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W  <  — ( 3 9 )  
with the equality holding only at a value of that 
simultaneously maximizes both and and an unlikely 
case. 
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C. Comparison with Experiment 
The validity of the theoretically predicted y dependence 
of should be checked experimentally using the following 
procedure. A superconducting slab or disk should be 
subjected to a parallel dc bias field and a parallel ac 
field S^(t) of amplitude b^ (b^ << B^) amd angle y relative 
to S . Measurements of W' should be made at -y = 0® to 
determine versus from Eq. (29) or (34); measurements 
cn o ^ 
then should be made at y = 90' to determine versus B„ 
' cp 0 
from Eq. (29) or (35). With and so 
obtainedr Eqs. (29) or (34)-(36) should be used to calculate 
values of to be compared with experiment for arbitrary 
values of b^, B^, and y. 
The theory of Section B assumes that and depend 
upon the magnitude but not the direction of relative to 
the sample. If specimen anisotropy renders this assumption 
incorrect, the best experimental procedure is to hold the 
direction of fixed relative to the specimen while the 
direction of is changed. If, on the other hand, the 
direction of is held fixed relative to the specimen while 
the direction of 3^ is changed, the expected angular (y) 
dependence of the changeover from flux-llne-cutting-
dominated to flux-pinnlng-dominated behavior could well be 
swamped by the effects of critical current anisotropy. 
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Numerous ac loss measurements have been reported using 
experimental geometries in which flux-line cutting evidently 
was involved.However, because none of these used a 
procedure like that suggested above, we currently are unable 
to make a definitive comparison with experiment. 
Nevertheless, in the following, we attempt to apply the 
theory of Section. B to some recent experiments* in which 
flux-line cutting evidently is the dominant loss mechanism. 
As will be shown, however, there is relatively poor 
agreement between theory and experiment, presumably because 
of the complicating influence of critical current 
anisotropy. 
LeBlanc and Lorrain* have reported measurements of ac 
losses in a rectangular specimen of _ Ti . In their 
' 0.24 0.76 
experiments, in the notation of our paper, the amplitude of 
was held constant (b. = 0.05 T) and its direction was 
ac 0 
fixed relative to the specimen, while 3^ varied in both 
magnitude and direction. From the authors' y = 90" data 
[triangular data points in Fig. 1(a) of Ref. 43 we can infer 
JcptB^) versus B^ as follows. The theoretical loss per unit 
volume per cycle at y =90" is 
(40) 
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for partial penetration of the a-profile CEq. (29)3 and 
"vc = 
0 
for full penetration of the a-profile CEq. (35)3. Using 
Eqs. (33), (40), and (41) and the triangular data points of 
Fig. 1(a) of Ref. 4, combined with the assumption that 
J^p(B) is a monotonically decreasing function of B, we infer 
the values of versus B shown as the points in Fig. 3. 
This behavior of can be approximated over the range 
0.5 T 1 B ^  2.2 T by (solid curve. Fig. 3) 
Jcp(B) = (6.9x10®) B"0'*33 (1 - B/Bg^) A/cm^ (42) 
where B is in T and B^^ = 4.0 T. 
The data shown in Fig. 1 of Ref. 4 do not permit us to 
make a corresponding inference ôdsout the values of J over 
the same range. The reported results in the collinear 
regime (-y = 0") are restricted to a small range of B^ for 
which bg and B^ are comparable in magnitude. We thus assume 
that 
Jcn(B) = Jcp(B)/X, (43) 
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where x is a constant independent of B, to calculate the 
losses when 0° < "y < 90*. 
Shown in Fig. 4 is a comparison of the calculated losses 
per unit volume per cycle, obtained from Eqs. (29) and (34)-
(36), (42), and (43) (solid curves), with the corresponding 
measured losses given in Fig. 1(a) of Ref. 4 (points). For 
this comparison the value % = 13 is used, as suggested in 
Ref. 4. In the experiments the bias field was 
= (Bp + b^)^^^, where b^ = 0 T (triangles) or 0.1 T 
(squares), the euaplitude of the ac field was bg = 0.05 T, 
and the angle y between the ac field and the net bias field 
was y = tan~^(Bp/bjj). For the triangles y = 90*, and for 
the squares y varied from 79* at Bp = 0.5 T to 87* at Bp 
= 2.2 T. The lower solid curve corresponds to the 
triangular data points (bj^ = 0 T). It fails to fit all the 
data points only because the empirical equation for Jgp(B) 
CEq. (42)] had only two adjustable parameters; using more 
adjustable parameters would have permitted a better fit. 
The upper solid curve in Fig. 4 corresponds to b^ = 0.1 T. 
The upward shift arises from the increased contribution of 
flux-pinning losses as y decreases. The predicted increase 
in the losses at smaller values of Bp, however, is much less 
than the experimentally observed increase. Since the losses 
at these values of Bp are still primarily flux-line-cutting 
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losses, we believe that the discrepancy between the 
theoretical and experimental losses is due to critical 
current anisotropy, i.e., dependence of upon the 
direction of Although for the triangular data points 
the direction of relative to. the sample is the same for 
all Bp, the direction of for the squares differs from the 
direction for the triangles by an angle S = tan'^fb^/Bp), 
which varies from 3® at B^ = 2.2 T to 11* at B„ = 0.5 T. 
P P 
In the limit of small amplitudes (b^ << B^), our general 
critical-state theory yields profiles that are 
indistinguishable from those obtained using a double 
critical state model like that of LeBlanc and Lorrain.* In 
agreement with Fig. 4, these authors already noted in Fig. 
1(c) of Ref. 4 that their experimental data were not well 
described by a critical angle gradient depending only upon 
the magnitude of Ë. On the other hand, they obtained good 
agreement CFig. 1(d) of Ref. 43 by assuming that the 
critical angle gradient depended upon both the magnitude and 
the direction of 3. In the framework of our theory, their 
approach corresponds to accounting for specimen anisotropy; 
i.e., they chose an empirical expression that modeled the 
dependence of upon both the magnitude of 3 and its 
direction relative to an axis of symmetry in the specimen. 
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D. Conclusions 
In this paper we derived in Section B explicit 
expressions for the small-amplitude ac losses occurring when 
the ac field is at an arbitrary angle y relative to the dc 
bias field. When y » 0®, these losses arise primarily from 
the transport of vortices across the array of pinning, 
centers, and when y % 90", the losses arise primarily from 
flux-line cutting processes. We suggested in Section C an 
experimental procedure for a definitive test of the 
predicted angular dependence. In the absence of experiments 
well suited for such a test, we applied the theory to the 
experiments of LeBlanc and Lorrain,'^ in which specimen 
anisotropy appears to have had an overriding influence. 
Several extensions to the theory would be desirable. In 
deriving the results of Section B we assumed that, for a 
given magnitude of the bias field 3^, the critical current 
densities were constants, and This 
corresponds to the assumption that the B and (x profiles 
during the cycle can be represented by segments of straight 
lines. This should be a good approximation for small 
amplitudes (b^ << B^). For large ac amplitudes, however, 
the magnitude of B inside the sample differs significantly 
from fig over the cycle, and local values of and 
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Jgp(B) should be used in computing the time-varying, 
nonlinear B and a profiles. It therefore would be desirable 
to extend the theory to permit the calculation of the ac 
losses for large ac amplitudes in which the B dependence of 
Jg^(B) and J^^CB) during the cycle plays an important role. 
We have developed a numerical method for such a purpose; we 
plan to present our results in a subsequent publication. It 
also would be desirable to account for the difference 
between 3 and inside the superconductor and to introduce 
surface barriers against the entry or exit of magnetic flux. 
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y 
FIG. 1. Sketch of the fields applied parallel to the 
surface. A dc bias field is applied in the z direction, 
and an ac field is applied parallel to the yz plane at an 
angle y with respect to 3^. To lowest order in the 
magnitude + b^cosy of the net applied field 
oscillates between ± b^cos-y» and the angle 
= (b^slnyl/Bg between the net field Bg and the z axis 
oscillates between ±(bi slny)/B . 
0 0 
113 
max(X) 
a,{x) 
B(X) 
max (X) 
Bo* bg cos/ 
FIG. 2. Sketch of (a) extremal field anale profiles a , 
max 
and and the ot^-increasing and Kg-decreasing profiles 
and (x^, versus x, calculated from iaot/ax| = k^^; (b) 
extremal field magnitude profiles and B . . and B -
max mm s 
increasing and B^-decreasing profiles B^ and B^, versus x. 
calculated from iaB/ax| = y J . 
0  cn 
114 
sr 
E 
u 
•• < 
n 
O 
o 
0.8 2.0 
FIG. 3. Experimental values (points) of vs from 
data in Fig. 1(a), Ref. 4, using Eqs. (40) and (41). The 
solid curve represents Eq. (42). 
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B^T) 
FIG. 4z Expérimental (pointsr Ref? 4) and theoretical 
(solid curves) values of the losses per unit volume per 
cycle as calculated from Eqs. (29), (34)-(36), (42), and 
(43) with X = 13. The ac field was = 0.05 T and the dc 
field was = (Bp + where (a) b^ = 0 T (triangles 
and lower curve) and (b) bj^ = 0.1 T (squares and upper 
curve). 
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IV. MAGNETIC RESPONSE OF TYPE-II SUPERCONDUCTORS 
SUBJECTED TO LARGE-AMPLITUDE PARALLEL MAGNETIC FIELDS 
VARYING IN BOTH MAGNITUDE AND DIRECTION 
A. Introduction 
We have shown in Refs. 1-3 that, in order to explain the 
remarkably complex behavior'*"^ of a type-II superconducting 
slab subjected to parallel magnetic fields that vary in both 
magnitude and direction, flux-line-cutting effects must be 
included in the theory describing the resulting magnetic 
response. We have calculated the response of a sample 
subjected to (a) a rotating magnetic field of constant 
magnitude^or (b) both a dc bias field and a small-
amplitude ac field.^ These calculations were done using a 
general critical-state theory^ that accounts for not only 
flux pinning® but also flux-line cutting.® Several striking 
effects occurred in the corresponding experiments:* ' (a) 
the magnitude B of the internal magnetic induction ÏÏ 
decreased with rotation, even though the applied magnetic 
field remained constant in magnitude; and (b) components of 
the current density ? and electric field Ê were generated 
parallel to the local S field. These effects find a natural 
explanation within the framework of our theory, in which 
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flux-line cutting provides a mechanism for explaining most 
of the experimental observations. 
In this paper we apply our critical-state theory to 
develop a general method for computing the response of a 
superconducting slab to time-varying parallel magnetic 
fields. In contrast to our earlier calculations,^ ^ we 
allow for large-amplitude ac fields and let the critical 
current densities have an arbitrary, but definite, B 
dependence. The calculations are, out of necessity, 
numerical because of the complexity of the equations 
involved in the theory. 
In Section B we transform the differential equations of 
the critical-state theory into difference equations suitable 
for computer calculations; we also give a general expression 
for the losses when the sample is subjected to ac magnetic 
fields. In Section C we report our results for the time 
development of the magnetic profiles in the specimen 
starting from two initial states, paramagnetic and 
nonmagnetic, when the direction of an applied magnetic field 
of fixed magnitude oscillates with a large amplitude. In 
Section D we report our results for the ac behavior of the 
sample when both the magnitude and the direction of an 
applied magnetic field are changing. Me discuss the 
behavior for three values of the angle y between the ac 
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field and the dc bias field; 0® (the collinear regime), 45®, 
and 90® (the perpendicular regime). In Section E we 
summarize our findings and discuss how these calculations 
can be improved. 
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B. Theory 
Consider a high-K, irreversible type-II superconducting 
infinite slab with surfaces at x = 0 and x = X = 2%: . The 
m 
slab is subjected to time-varying parallel applied magnetic 
fields and electrical currents, which in general vary in 
both magnitude and direction. The applied magnetic fields 
at the surfaces x = 0 and x = X are Sg(0,t) = Bg(0,t)(Xg(0,t) 
and 3g(X,t) = Bg(X,t)otg(X,t), where B^ = |2g|, and 
A A A 
*2 = y sin (Xg + z cos (1) 
Me assume that to good approximation B = inside the 
sample, and we neglect any surface barriers against flux 
entry or exit. The magnetic induction inside the sample 
depends only upon the coordinate x and the time t. Thus 
3(x,t) = B(x,t)a(x,t), where B = |3| is its magnitude and 
A A A 
a, = y sin a + z cos a, (2) 
is its direction. The surface boundary conditions on ÏÏ are 
1(0,t) = 3g(0,t) and S(X,t) = Sg(X,t). 
Resolving the current density Î and the electric field Ë 
into their components parallel and perpendicular to the 
local 3 (i.e., writing 7 = and Ë = EpOt + 
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where 3 = ot x x) and using Ampere's law, ? = 7 x and 
Faraday's law, V x E = -dS/at, we obtain 
Jp = UQ^ B aot/3x.  (3)  
Jn = as/ax.  (4)  
and 
dB 
_ 1 
C
P
 
L
"
 
1 
aoi 
( 5 )  
at  ax p ax 
doc 1  
5 .  !n 
aa ( 6 )  
at  B ax B ax 
The general critical-state theory^ states that, for slow 
variations of such that eddy currents are negligible, 
metastable distributions of B are such that the magnitude of 
ia always smaller than the transverse critical current at 
the threshold for depinning of the vortex array. 
Uni 4 Jen'®'• <" 
Similarly, metastable distributions of a are such that the 
magnitude of is always smaller than the longitudinal 
critical-current density at the threshold for the onset of 
flux-line cutting in the vortex array. 
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I J p l  <  J c p ( B ) ,  ( 8 )  
which may be written with the help of Eq. (3) as 
iaa/3x| 4 k^ptB), (9) 
where k^p(B) = Mo"^cp^®^ 
Equations (3) to (9) are concise statements of the 
general critical-state theory. We have derived and 
discussed analytic solutions of these equations in Refs. 1-3 
for a few simple examples. Such an analytic approach 
becomes remarkably clumsy, however, when just a few 
additional complications are included. For example, to 
account for arbitrary amplitudes of an applied ac field or 
to include realistic B dependences of J and J requires 
cn cp 
an undue amount of algebraic effort. Much of the difficulty 
arises because four different kinds of behavior can occur, 
depending upon the local magnitudes of and relative to 
the corresponding critical currents, and 
Accordingly, the specimen must be divided into four 
corresponding kinds of zones: 
(a) 0 zone 
Whenever both |J^| 4 and |Jpl 4 J^p, we have both 
E^ = 0 and Ep = 0, and neither flux transport nor flux-
line cutting occurs. In such a zone the vortex 
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configuration is metastable, and neither B nor a changes 
with time. 
(b) T zone 
Whenever but |Jp| 4 J^p, we have # 0 but 
Ep = 0, such that flux transport occurs but flux-line 
cutting does not. In such a zone the B profile is 
critical and advancing, but the a profile is subcritical. 
In migrating from large-B regions to small-B regions under 
the influence of the Lorentz force, the vortices preserve 
their original directions relative to the specimen. 
(c) C zone 
Whenever |J^| 4 J^p but |Jp| > J^p, we have E^ = 0 but 
Ep f 0, such that flux-line cutting occurs but flux 
transport does not. In such a zone the a profile is 
critical and advancing, but the B profile is subcritical; 
flux-line cutting consumes B.^'® 
(d) CT zone 
Whenever both |J^| > and |Jp| > J^p, we have E^ 
f 0 and Ep f 0, such that both flux transport and flux-
line cutting occur. In such a zone both the B and a 
profiles are critical and advancing; flux transport 
replenishes the B that is consumed by flux-line cutting. 
Since almost all the important physics already is included 
in Eqs. (3)-(9), we have developed a numerical method for 
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solving these equations, which easily accounts for 
complicated time-dependence of the applied fields and 
arbitrary B-dependence of the critical currents. Moreover, 
the method automatically determines the zone structure. 
Our numerical method employs Eqs. (3)-(9) and makes use 
of the assumption that, in analogy to the usual critical-
state model, the electric field behaves as 
^n = PrfJn " Jcn'S':' ^n > ^cn' 
= PnCJn + Jcn(B)]' < -'en' 
= 0 ,  I J n l  1  J e n '  ( 1 0 . c )  
and 
Ep = PpCJp - Jcp(B)], Jp > Jcp. (11.a) 
= PpCJp + Jcp(B)]' Jp < -Jcp' (ll'b) 
= 0 ,  I J p l  1  J c p ,  ( 1 1 . c )  
where and are effective flux-flow and flux-cutting 
resistivities of the material. Substitution of Eqs. (3), 
(4), (10), and (11) into Eqs. (5) and (5) yields a pair of 
coupled, nonlinear equations, which are first-order in t and 
second-order in x. They describe the diffusion of the B and 
a profile changes that result from changes of B^ and at 
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the surfaces. If the specimen is in the normal state, we 
have = J^p = 0 and = Pp = Pr the normal-state 
resistivity. Equations (5) and (6) then are equivalent to 
the two equations describing the diffusion of the and B^ 
chancres that result from chancres of 2, = BL^y + B„„z at the 
s sy sz 
surfaces. 
We transform Eqs. (5) and (6) into difference equations 
as follows. We divide the slab into N intervals of 
thickness = X/N and consider the values of B and a at 
points i, where = iAx and i = 0, 1, 2,..., N. The 
surface values of B and a (i.e., B^, Bjj, a^, and <Xjj) are 
fixed by the boundary conditions. The remaining values of 
Bj^ and (x,^ are determined from the equations obtained by 
evaluating Eqs. (5) and (6) at x^i 
SB, 
at 
BE 
n 
ax 
aa 
- E„. — 
X. P ax 
(12) 
aa. 
at 
1 aE_ 
Bj^ ax 
^i 
5ii 22 
B^ ax 
(13) 
^i 
To evaluate the terms needed on the right-hand sides of Eqs. 
(12) and (13), we first define current density and electric 
field components on the half intervals i + 1/2, centered at 
*i+i/2 = (1 + 1/2)ûx. From Eqs. (3) and (4) we obtain 
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where 
Bi+l/z ' 'Bl+i + 
When J (X. .) > J (B..), for example, Eq. (10.a) il x*r 1/2 cn 1 » X / z 
becomes 
^n^*i+x/2^ Pnl^n^^i+i/z) " ^cn^®i+i/2^] * 
Similar expressions for «md. are 
obtained from Eqs. (10) and (11), depending on the values of 
&nd relative to the corresponding 
critical current densities J__(B.. , ) and J (B.. , ). We 
cn i-rx/z cp i-i-i/z 
then define 
3E_ 
dX 
^n^^i+1/2^ " ^ n^^i-i/2^ 
Ax 
(18) 
5 
dX 
^i Ax 
(19) 
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) + E (X 
p 1-1/2 
)3/2 ( 2 0 )  
) + E_(x 
'n i-i/ 2  )3/2 (21) 
1-1 (22) 
3x 2Ax 
Substitution of Eqs. (18)-(22) into Eqs. (12) and (13) 
yields 2(N-1) coupled first-order differential equations for 
We solve Eqs. (12) and (13) using an explicit numerical 
scheme as follows. We replace aB^/3t by (B^ - B^)/At and 
ao^/at by (a£ - a^)/At, where B^ and are the values of B 
éuid a at time t, and B^ and are the corresponding values 
at time t - At. Equations (12) and (13) then yield the 
following expressions for B^ and . 
the unknown values of B^ and at i = 1, 2 N-1 
Bi ' Bi + ' "^cn I ®'"i+l/2 
- '^«1+1/2 K+l/Z ' "Jr") °'Vl+l/2 21 i+i/2 
+ '^1-1/2 K-1/2 * 4p'") ®'^l-l/2>]' 
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"i ' «i + Ï7[®1+i/2 K+1/2 ' Kcr''] ) 
- Bi-i/z K-1/2 ' "cp'") ®''i-i/z'] 
+ 2l^K+l/z K+l/z ' «'"i+1/2' 
+ '^«1-1/2 K-I/Z : KÎ;"1 ®'"l-l/z']- '24) 
where ©(x) is the Heaviside step function Cif x > 0, 0(x) 
=  1 ;  o t h e r w i s e ,  © ( x )  =  0 3 .  =  J ^ c p ^ ® i + i / 2 ^ c n ^ ' ^  
^o'^cn^®i+i/2^^*' A^i+1/2 " ®i+i " ®i' ®i+i/2 
= (Bi+i + B.)/2, = *1+1 - oc., *1+1/, 
= (»i+i + "i+i/2 = l^i+i/zl - Ken'''- Vi+./z 
= 1^*1+1/2' " Kcp^^^' the upper (lower) sigh is used if 
the preceding difference, 6B or A%, is larger (smaller) than 
Ken ("Kcn^ ^cp ^"^cp^' respectively. In the 
corresponding computer program, allowance is made for 
realistic B-dependences of k^^LB) and Je^(B). We are 
interested here in computing hysteretic states of the 
specimen. We thus consider only slow variations of the 
surface boundary conditions for which the induced electric 
field components are small: 1E^| << ^n^cn '^p' ^^ Pp^cp' 
The resulting profiles of B^ and are then nearly relaxed 
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and essentially independent of and p^. For simplicity, 
we thus replace and p^ by the normal-state resistivity p, 
such that only one dimensionless parameter enters Eqs. (18) 
and (19); X = (p/WQ)At/(Az)^. To assure numerical stability 
one must take x < 1/2. 
In Sections C and D we consider the case for which the 
specimen is subjected to the same applied field 3^(t) on 
both sides (at x = 0 and x = X). When and the resulting 
s 
B and a profiles vary periodically in time, as in Section D, 
the ac loss per unit area per cycle per surface of the 
sample can be obtained by integrating the Poynting vector 
over one cycle; 
= y^^jdt X'Ë(0,t)x3^(t). (25) 
The electric field at the surface of the sample can be found 
by integrating Faraday's law from x = 0 to the middle of the 
sample, at x = x_ = X/2, where 2(x_,t) = 0, 
m m 
X X i(0,t) = 
m 
dx aS(x,t)/dt. ( 2 6 )  
Def ining 
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?(t) = 
m I ^ 
dx B(x,t), (27) 
using the periodicity of ?(t) in time, and integrating b y  
parts, we obtain 
N ^ jdt Î(t).d3g(t)/dt. ( 2 8 )  
Let 3, (t) = 3, + 2_(t), where 3_(t) oscillates with S O cl SL 
amplitude b^. Then d^g(t ) /dt = dS^(t)/dt, aund we obtain 
,b 
w; = 
0 
-b 
dbg^ A$, (29) 
Here we have changed variables and used the definition 
A4 = j • sin y  +  z  cos vj , (30) 
where the subscripts t and 4 denote the b^^-increasing and 
b^-decreasing half cycles, respectively, and y is the angle 
between 3^ and 3^. Simpson's rule is used for calculating 
integrals (27) and (29). 
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C. Response to an Applied Magnetic Field 
whose Direction Oscillates with Large Amplitude 
In this section we use Eqs. (23) and (24) to compute the 
time evolution of the magnetic profiles in a specimen 
starting from two different initial states, paramagnetic and 
nonmagnetic. In both cases the parallel applied magnetic 
field is fixed in magnitude, but its angle oscillates with 
large amplitude. Me consider a sample of thickness X = 1.5 
mm and upper critical field = 4.0 T. To model the B-
dependence of the critical current densities we choose 
Jcp(B) = kcp(B) = B (1 - B/Bç;). (32) 
The choice of = 1.43x10^ A/m^ and = 897 rad/m 
will be explained in Section D. Figure 1 illustrates the S-
dependence of the critical current densities J^y^(B) and 
J__(B). We consider the time evolution when the magnitude 
cp 
of the applied field is 2.0 T and the amplitude of the 
oscillation is 1 rad. 
We first compute the magnetic response of a sample in 
the paramagnetic* initial state for which oc(x,0) = 0 and 
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B(x,0) = Bcz+fBg-B^ziexp 
Vcn^O)x 
B C2 
0 < X < X/2, (33.a) 
= B(X-x,0), X/2 < X < X. (33.b) 
This is the B profile inside the sample obtained from the 
usual critical state model and Eq. (31) when the applied 
magnetic field, initially very large, is lowered to its 
final value B^. Figure 2(a) shows the family of B profiles 
obtained from Eqs. (23) and (24) when the angle of the 
applied magnetic field slowly increases from 0 to 1 rad 
(solid curves) and then slowly decreases from 1 to 0 rad 
(dashed curves). Figure 2(b) shows the corresponding family 
of a profiles. Only the behavior for 0 ^  x x^ = X/2 is 
shown, because, by symmetry, B(X-x,t) = B(x,t) and &(X-x,t) 
= %(x,t); i.e., the B and a profiles exhibit mirror symmetry 
about the midplane x = x„. Figure 2(a) shows how the 
magnitude of the magnetic induction inside the sample 
decreases as a consequence of flux-line-cutting B-
consumption.^ Zones of different behavior also are clearly 
seen. For example, at the beginning of rotation as (x_ is 
increasing, the sample is divided into three regions, marked 
in Fig. 2 for otg = 0.2 rad (curves 2); in region 0 < x < x^, 
a C_T+ zone, both flux cutting and flux transport to the 
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right are occurring; in region x^. < x < x^, a C_T_ zone, 
flux cutting and flux transport to the left are occurring; 
and, finally, in region x^ < x < x^^^, a T_ zone, only flux 
transport to the left is occurring. Here the subscript on C 
denotes the sign of E , and the subscript on T denotes the 
P 
sign of E^. When the front of the changing a profile 
reaches the midplane (x = x^) of the sample, the initial 
three-zone (C_T+/C_T_-T_) structure changes to a two-zone 
(C_T^/C_T_) structure (curves 4), in which flux cutting is 
occurring throughout the region 0 < x < x^ and flux 
transport to the right and to the left is occurring to the 
left and to the right, respectively, of the V-shaped minimum 
in the B profile. [The minima shown in Fig. 2(a) do not 
appear to be quite V-shaped only because of the finite size 
of the grid spacing Ax.] 
When the sense of rotation is reversed (dashed curves 7-
11 in Fig. 2), similar behavior is found, except that the B 
profile remains unchanged until the front x^^, marked for 
curves 7, of the changing a profile reaches x^, the position 
of the minimum in the B profile reached when otg = 1 rad 
[curve 6 in Fig. 2(a)]. The reason for this is that flux-
line cutting occurs only to the left of x^j, but the B 
profile is completely relaxed in the region 0 < x < x^. For 
Xci > x^, the sample develops a three-zone (C+T+/C+T_-T_) 
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Structure (curves 7-9), and when x , reaches the middle of 
c+ 
the specimen, the sample again develops a two-zone 
(C.T./C.T ) structure (curves 10 and 11). Note that x^ (or 
+ + + - c 
x^^) in general is different from x^. This result disagrees 
with the double-critical-state model of Refs. 4-7, where it 
was assumed that, as initially increases, x^ = x^. 
Figure 3(a) and (b) shows the families of profiles when 
the angle otg at the surface continues decreasing from 0 to 
-1 rad (dashed curves) and then again increases from -1 to 0 
rad (solid curves). The sample remains in the two-zone 
(C.T./C.T ) structure until reaches -1 rad (curves 1-6). + + + • S 
When otg increases again, the B profile remains unchanged 
(curves 7) until the front x_., marked for curves 7, of the CT 
changing a profile reaches x^, the minimum in the B profile 
reached when otg = -1 rad. For x^^ > x^, the sample develops 
a three-zone (C_T+/C_T_-T_) structure (curves 8 and 9), and 
when Xç^ reaches x^, the sample develops again a two-zone 
(C T./C T ) structure (curves 10 and 11). Additional ex 
— + — - s 
oscillations produce more flux-line-cutting B-consumption, 
such that the B distribution gradually approaches the 
completely relaxed, diamagnetic B profile, which decreases 
monotonically from the sample's surface to its midplane. 
Me next compute the magnetic response of a sample in the 
nonmagnetic initial state for which a(x,0) = 0 and B(x,0) 
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= Bg. This is the B profile obtained when the sample is 
cooled through its critical temperature in the presence of 
Bg. Figure 4 (a) and (b) shows the family of B and a 
profiles obtained from Eqs. (23) and (24) when the angle 
of the applied magnetic field slowly increases from 0 to 1 
rad (solid curves) and then slowly decreases from 1 to 0 rad 
(dashed curves). In these plots, B-consumption via flux-
line cutting again is seen, as well as the different zones 
inside the superconductor. At the beginning of rotation, 
the sample is divided into three zones; a C_T^ zone between 
X = 0 and x = x^ (marked again for otg = 0.2 rad, curves 2), 
in which both flux cutting and flux transport are occurring; 
a C_ zone between x = x^ and x = x^, in which only flux 
cutting is occurring; and an 0 zone to the right of x = x^, 
in which neither flux cutting nor flux transport is 
occurring. Because the B profile in the C_ zone has not yet 
reached its critical gradient, there is no flux transport 
into this zone and thus no replenishing of the B consumed by 
flux cutting. For this choice of sample parameters, this 
behavior continues until x^ reaches the mldplane of the 
sample. When x„ reaches x_, a two-zone (C T./C ) structure 
c m - + -
develops, in which flux cutting occurs in the entire 
specimen. However, (see curves 4-6) flux transport occurs 
only to the left of x^, marked for curve 6. 
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The dashed curves 7-11 in Fig. 4 show the behavior when 
the sense of rotation is reversed and a, decreases from 1 to 
s 
0 rad. Again the B profile remains constant (curve 7) until 
marked for curves 9, reaches the position of the 
minimum in the B profile reached when = 1 rad [curve 6 in 
Fig. 4(a)3. For x^^ > x^, the region 0 < x < x^ is first 
divided into three zones (C+T+/C+-0) as before. Next a 
four-zone (C+T+/C+T_-C+-0) structure develops (curves 9), in 
which flux cutting and flux transport to the right occur in 
the zone 0 < x < x^, flux cutting and transport to the 
left occur in the C+T_ zone x^ ( x < x^, only flux cutting 
occurs in the zone x^ < x < x^^, and neither flux cutting 
nor flux transport occurs in the 0 zone x^^ < x < x^. Flux-
line cutting has consumed so much B in the vicinity of the 
minimum that the gradient of the B profile in region x^ < x 
< Xp is critical. After x^^ reaches x^, a three-zone 
(C.T./C.T -C.) structure occurs; a C^T. zone for 0 < x < x". 
-r -r -r — "r i==r V 
a C.T zone for x" < x < x", and a C. zone for x" < x < x_. 
+ - V p + p m 
Finally, flux-line cutting consumes so much B that x^ 
reaches x^, and the B profile becomes critical throughout 
the region x^ < x < Xj^. The resulting structure has two 
zones; a C^T^ zone to the left of the minimum of B, in which 
flux cutting and flux transport to the right occur, and a 
C^T_ zone to the right of the minimum of B, in which flux 
cutting and flux transport to the left occur. 
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Figure 5 shows the behavior of the profiles when oc^ 
takes increasingly negative values (dashed curves), reaches 
-1 rad and then starts increasing from -1 to 0 rad (solid 
curves). Since the B profile is now critical in the entire 
region 0 < x < x^, the behavior of the sample is very 
similar to that of the paramagnetic initial state. For the 
otg-decreasing quarter-cycle (curves 1-6), the sample remains 
in the two-zone (C^T^/C_j.T_) structure. When the sense of 
rotation is reversed, the B profile remains stationary for 
Xg^ (marked for curves 7) less than x^, the position of the 
minimum in the B profile achieved when oc^ = -1 rad; thus 
only flux cutting and transport to the right occur in the 
C_T+ zone 0 < x < x^^. For x^ < x^^ < x^^ (curves 9), the 
sample develops a three-zone (C_T+/C_T_-T_) structure and 
when x^i reaches x^^ (curves 10 and 11) , the sample returns 
to a two-zone (C T./C T ) structure. 
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D. AC Behavior 
In this section we discuss the results obtained from 
Eqs. (23) and (24) when both a dc bias field B^ and an ac 
field making an angle y relative to are applied 
parallel to both sides of a sample; the net field 2^ at the 
surface is sketched in Fig. 6(a). For the computations of 
this section the magnitude B^ of the dc field is 2.0 T, and 
the amplitude b^ of the ac field is 1.0 T. Three cases are 
discussed; y = 0* (collinear regime) CFig. 6(b)], y = 45® 
[Fig. 6(c)], and y = 90° (perpendicular regime) CFig. 6(d)]. 
Me consider the behavior after a sufficiently large number 
of cycles that flux-line-cutting B-consumption has proceeded 
to completion. The B profile at maximum B^ has the 
diamagnetic'^ form. 
B(x,0) = Bcz+fBg-B^^iexp 
B C2 
0 < X < X/2, (34.a) 
= B(X-x.O). X/2 < X < X, (34.b) 
which can be obtained from Eqs. (4) and (31) when 
= Jg^^B). The values of Jg^(O) = 1.43x10® A/m^ and k^ptO) 
= 897 rad/m, used in Eqs. (31) and (32), are chosen such 
that J^j^(2T) = J^p(2T) and such that the changing B and a 
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profiles penetrate all the way to the sample's midplane when 
Y = 0® and 90®, respectively. 
For the collinear regime, y = 0", our method reproduces 
the results of the conventional critical state model. 
Figure 7 shows the family of B profiles obtained when the ac 
field oscillates from +1 T to -1 T (solid curves, first 
half-cycle) and back to +1 T (dashed curves, second half-
cycle) . 
Figure 8 shows the family of B and a profiles during the 
first half-cycle when y = 45®, for which is sketched in 
Fig. 6(c). Figure 8 shows one of the main differences 
between our general critical-state theory and the double 
critical-state model proposed in Refs 4-7, namely that being 
in the critical state for one process, either flux cutting 
or flux transport, does not necessarily require being in the 
critical state for the other. That is, our theory permits 
flux transport without flux-line cutting (T zone behavior), 
or flux-line cutting without flux transport (C zone 
behavior). As shown in Fig. 8, during the initial part of 
the first half-cycle (curves 1-4), the sample develops a 
three-zone structure, marked for curves 3; a C^T_ zone, 0 
< X < x^^, in which both flux cutting and flux transport to 
the left are occurring; a T_ zone, x^^ < x < x^^, in which 
only flux transport to the left is occurring; and an 0 zone. 
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x„, < X < in which neither flux cutting nor flux p+ m 
transport is occurring. In the T_ zone, flux cutting is not 
occurring because vortices are being transported to the left 
while maintaining their original orientation, which causes 
the magnitude of the slope of the a profile to decrease. 
This behavior continues until x^^ reaches x^ (curve 5), when 
the sample develops a two-zone structure; a C+T_ zone for 0 
< X < Xg^ and a T_ zone for x^^ < x < x^. Finally, the 
front of the critical a profile at x^^ reaches the midplane 
of the sample at x^^, and the sample enters a single-zone 
(C+T_) regime (curves 6), in which both flux cutting and 
flux transport to the left occur throughout the region 0 < x 
During the second half-cycle for the y = 45® case, as b^^ 
changes from -1 T to +1 T, the response changes 
significantly from that just described. As marked for 
curves 3 in Fig. 9, x . initially is less than x^+. In this 
case, as in Fig. 2, flux transport occurs in the entire 
sample, but flux cutting occurs only to the left of x^^, 
producing a three-zone structure; flux cutting and flux 
transport to the right in the C_T+ zone, 0 < x < x^,; flux 
cutting and flux transport to the left in the C_T_ zone, x^^ 
< X < x^ j :  and only flux transport to the left in the T_ 
zone, Xg^ < X < x^. This happens because flux-line cutting 
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tends to reduce B in the C_T_ zone < x < x^,; flux 
transport, which must occur to maintain the critical slope 
to the right of x^^, partially replenishes the lost B in the 
C_T_ zone. The three-zone structure persists until x^^ 
reaches x^^ (curves 5). The sample then enters into a two-
zone (C_T+/C_T_) regime, in which flux cutting occurs in the 
entire sample, and flux transport to the right and to the 
left occurs to the left and to the right, respectively, of 
the minimum in B at x^^. Finally when x^^ reaches x^^ 
(curves 6), the sample enters into a single-zone (C_T+) 
regime; both flux cutting and transport to the right occur 
throughout the left side of the sample. 
We consider next the perpendicular regime (y = 90°), 
sketched in Fig. 6(d). We discuss only the first half-
cycle, as decreases from +1 T to -1 T, because the second 
half-cycle produces exactly the same family of B profiles, 
while the corresponding a profiles merely have reversed 
sign. Figure 10(a) shows the surprisingly complex behavior 
of the B profile. At the beginning of the first half-cycle, 
the sample has a three-zone (C^T_-C+-0) structure, as shown 
by curves 2 in Fig. 10(a) and (b): flux cutting and flux 
transport to the left occur in the C+T_ zone, 0 < x < x^^; 
flux cutting occurs in the C. zone, x„, < x < x_,, but since 
+ pt c + 
flux-line-cutting B-consumption there decreases the 
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magnitude of the slope of the B profile, no flux transport 
occurs in this zone; neither flux cutting nor flux transport 
occurs in the 0 zone, x^^ < x < x^. This three-zone 
structure persists (curves 3) until is nearly zero. As 
shown by curves 4, the sample next enters a four-zone (C+T+-
C^T_-C^-0) structure, in which the B profile begins to 
exhibit a segment of negative slope next to the surface, 
even though Bg has been continually decreasing. This is due 
to the fast rate at which B is being consumed via flux-line 
cutting and to the lower rate at which flux transport is 
replenishing B, these two processes being very much 
dependent on the sample parameters and the angle y. As 
continues to decrease and becomes negative (dashed curves 5-
7 in Fig. 10), B^ again increases, as can be seen from Fig. 
6(d). The region of negative B slope expands, and that of 
positive B slope contracts. As marked for curves 5, the 
sample is divided into the following four-zone (C^T^-C^T_-
C^-0) structure: flux cutting and transport to the right 
occur in the C.T. zone, 0 < x < x„.; flux cuttincr and 
+ + Pt 
transport to the left occur in the C^T_ zone, x^^ < x < x^^; 
only flux cutting and the corresponding B-consumption occur 
in the zone, x^^ < x < xv^? and neither flux cutting nor 
transport occurs in the 0 zone to the right of x^^. Curves 
6 show the distribution of zones when x^^ has overtaken x^^. 
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(such that the C^T zone no longer exists) and x„, has 
+ - ct 
reached the midplane of the sample. The specimen is then in 
a two-zone (C+T+-C+) regime, in which both flux cutting and 
flux transport to the right occur in a C^T_^ zone, 0 < x 
< Xp^, and only flux cutting occurs in a zone, x^^ < x 
< x^. This behavior continues until b^ reaches -1 T, when 
Xp^ reaches the middle of the sample and B returns to the 
diamagnetic profile of curve 7 [Fig. 10(a)] and Eq. (34). 
We have computed the hysteretic losses for the cases y 
= 0®, 45°, and 90® discussed this section, using Eq. (29) 
and Simpson's rule for the numerical integrations. These 
are given in Table I together with the corresponding results 
using the analytic expressions of Ref. 3. Although the 
latter expressions are strictly valid only in the limit of 
small amplitude b^, they yield results in reasonably good 
agreement with the more accurate numerical calculations. 
TABLE I. Hysteretic losses per unit area per cycle 
Loss per unit area per cycle 
y Numerical Analytic 
( ®) (J/m -cycle) 
0 
45 
90 
870 
930 
760 
880 
830 
880 
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E. Summary cind Discussion 
In this paper we have developed and applied a general 
numerical method for calculating how a type-II 
superconducting slab responds to time-dependent parallel 
applied magnetic fields. In Section B we started with the 
differential equations of our general critical-state theory^ 
and transformed them into difference equations suitable for 
numerical computations. This step was necessary because 
magnetic response calculations are most economically done 
numerically when the sample-dependent critical-current 
densities have a strong B dependence or when the amplitude 
of an applied ac magnetic field is large. We also derived a 
general expression for the hysteretlc losses when the slab 
is subjected to arbitrarily large ac magnetic fields. 
In Section C we applied our numerical scheme to the time 
development of the magnetic profiles when the sample is 
subjected to an applied magnetic field whose magnitude is 
fixed but whose direction oscillates with large amplitude. 
These calculations were done starting from two different 
initial magnetic states, paramagnetic and nonmagnetic. We 
described the rich sequence of zone structures that develop 
inside the superconductor. Our calculations also 
Illustrated how B is consumed via flux-line cutting.^'® 
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In Section D we computed the ac behavior of a sample 
when both the magnitude and direction of the applied 
magnetic field are changing. The net applied magnetic field 
was the superposition of a bias field of constant 
magnitude and direction and an ac field of amplitude b^ 
and making an angle y with respect to We discussed 
three cases in detail, the collinear regime iy = 0°). the 
perpendicular regime (y = 90"), and an intermediate regime 
(y = 45"); we also presented our results for the hysteretic 
energy losses per cycle for these three cases. 
The theory and its associated computer program now stand 
ready to predict the magnetic response of a type-II 
superconducting slab under a wide variety of experimental 
conditions. The theory should be subjected to stringent 
experimental tests to verify that it correctly accounts for 
flux-line cutting and to prove that it indeed is as general 
as we believe. The model B dependences assumed in Eqs.Ol) 
and (32) for the two key sample-dependent parameters of the 
theory, and undoubtedly are much too simple to 
describe most specimens. Experiments such as those proposed 
in Ref. 3. however, should permit the determination of the 
appropriate B dependences of and for the specimens 
under investigation. 
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Several extensions of this theory would be desirable. 
It would be both straightforward and useful to apply the 
theory to cylindrical geometry, to compute the dynamic 
response of solid or hollow superconducting cylinders 
subjected to time-varying longitudinal or azimuthal magnetic 
fields and currents. It also would be desirable, but more 
—^ f 
difficult, to include anisotropy of of J__(B) and to 
cn cp 
introduce surface barriers against entry or exit of magnetic 
flux, and to account for the distinction between B and 
inside the superconductor. 
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. (31) and (32)3 used in Sections C and D. 
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FIG. 6. (a) Sketch of the field applied at the surface, 
Sg(t) = $0 + S^(t) where oscillates with amplitude 
(b) Values of used to compute curves 1-6 in Fig. 7 during 
the first half-cycle for the collinear case, y = 0*. (c) 
Values of Sg used to compute curves 1-6 in Fig. 8 during the 
first half-cycle when y = 45". (d) Values of used to 
compute curves 1-7 during the first half-cycle for the 
perpendicular case, y = 90*. 
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perpendicular regime (y = 90®), as discussed in Section D. 
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SUMMARY 
A general critical-state theory for type-II 
superconductors was presented in this thesis. Both flux 
pinning and flux-line cutting were included within the 
framework of the theory, and in emalogy with the simple 
critical-state model, two material-dependent parameters were 
used, the perpendicular critical current density, which 
governs flux-pinning effects, and the parallel critical 
current density, which governs flux-cutting effects. 
In Section I, model calculations were performed to solve 
for the electromagnetic response of a slab subjected to a 
parallel, constant magnetic field whose direction undergoes 
either continuous rotation or periodic oscillation. 
In Section II, S, ?, and ê field distributions during 
the approach to quasi-steady state of a slab subjected to a 
parallel rotating magnetic field were calculated. These 
calculations were done starting from three different initial 
magnetic configurations. It was shown that, regardless of 
the specimen's magnetic history, flux-line-cutting B-
consumption leads to a final state in which B has a 
diamagnetic profile near the surface of the specimen. 
In Section III, hysteretic losses in samples subjected 
to an oscillating magnetic field oriented at an arbitrary 
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angle with respect to a bias field, both fields being 
parallel to the surface, were discussed. Analytic 
expressions for the ac losses were obtained for the case 
that the amplitude of the oscillating field is small 
compared with the bias field. 
In Section IV, arbitrary, but definite, B dependences of 
the critical current densities were included, and 
calculations similar to those in Sections II and III were 
performed. In the calculations of the ac losses, the sample 
was subjected to a large-amplitude ac field. All the 
calculations in this section were done numerically. 
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