simulations saturates into a turbulent state, but does not saturate when the steady-state flow inferred from measurements is not included. This is consistent with the experimental observations of the quiescent regime on DIII-D. The simulation with flow develops into a saturated turbulent state where the n φ =1 and 2 toroidal modes become dominant through an inverse cascade. Each mode in the range of n φ =1-5 is dominant at a different time. Consistent with experimental observations during QH-mode, the simulated state leads to large particle transport relative to the thermal transport. Analysis shows that the amplitude and phase of the density and temperature perturbations differ resulting in greater fluctuation-induced convective particle transport relative to the convective thermal transport. Comparison to magnetic-coil measurements shows rotation frequencies differ between the simulation and experiment which indicates that more sophisticated extended-MHD two-fluid modeling is required.
I. INTRODUCTION
The quiescent H-mode (QH-mode) tokamak regime addresses several burning-plasma requirements of ITER/DEMO operation [1] . To focus on one favorable property in particular, QH-mode is an operation regime without the impulsive heat loads arising from edge-localized modes (ELMs) [2, 3] . The quiescent regime was first observed in DIII-D [1, [4] [5] [6] [7] [8] discharges, but is also observed in JT-60U [9, 10] , JET [11] and ASDEX-U [12] . As the mode activity associated with QH-mode on DIII-D is characterized by small toroidal-mode numbers (n φ 1 − 5), it is suitable for simulation with global MHD codes. It is hypothesized that transport associated with the low-n φ perturbations is enhanced during QH-mode leading to essentially steady-state profiles in the pedestal region [13] . The goal of the present work is to use the extended-MHD model to develop further understanding of this hypothesis and the experimental phenomenology.
Computational investigation of QH-mode provides many insights. Linear computations with the M3D-C1 code show that low-n φ modes are destabilized by rotation and/or rotational shear while highn φ modes are stabilized [14] . Nonlinear computa- * Presently at Lawrence Livermore National Laboratory tions with the JOREK code demonstrate the existence of a saturated state dominated by low-n φ perturbations [15] . In Ref. [16] , initial analysis of nonlinear NIMROD [17] simulations of a QH-mode discharge with broadband activity is presented.
Our present work extends that work in three major ways: (1) As presented in Sec. III, the saturated simulation, which uses steady-state toroidal and poloidal flow as inferred from measurements, is compared to a simulation with identical initial perturbations and profiles with the exception that the steady-state flow is set to zero. This simulation with flow progresses to a low-n φ saturated state whereas high-n φ dynamics dominate the simulation without flow. ( 2) The flux-surface-averaged transport is analyzed in Sec. IV. It is established that fluctuation amplitudes and phases lead to larger edge convective particle transport relative to the thermal transport. This is similar to experimental observations of density pump-out during QH-mode where the particle transport is larger than the thermal transport. (3) Finally, the simulated rotation frequency as computed by a synthetic diagnostic probe within the pedestal region is compared to an analysis of the experimental signal from magnetic coils in Sec. V. The simulated perturbations rotate approximately at the frequency of the steady-state ion flow, whereas slower rotation is observed in the experiment which indicates the importance of effects beyond the singlefluid MHD model. In particular, it is hypothesized that two-fluid modeling is required to resolve this discrepancy.
NIMROD simulations are performed on a DIII-D QH-Mode discharge which exhibits both a phase of coherent edge-harmonic oscillation (EHO) activity and a phase of broadband MHD activity. The crosspower spectrum plot from magnetic probe measurements from DIII-D shot 145098 is shown in Fig. 1 . The initial phase of the discharge is dominated by an EHO and later, as the input neutral-beam torque is decreased, a subsequent phase with a mix of broadband-MHD and coherent activity is observed. Relative to QH-mode operation with EHO, operation with broadband MHD tends to occur at higher densities and lower rotation and thus may be more relevant to potential ITER discharge scenarios. We analyze the shot at t=4250 ms where the broadband MHD state has existed for over 1 second. This time period is chosen as it is a low-torque part of the discharge that is relevant to ITER. This is a lower-single-null discharge that predates the discovery of the double-null wide-pedestal QH-mode discharges [7, 8] . Before proceeding to the results of our analysis, we discuss the numerical formulation of the problem in the next section (Sec. II).
II. NUMERICAL FORMULATION OF THE PROBLEM
The initial 2D condition is a Grad-Shafranov equilibrium, which is a reconstruction of the plasma state as constrained by measurements. A problem arises near the edge as QH-mode discharges typically have large current near the separatrix. EFIT [18] , the most-widely used code for equilibrium reconstructions, does not ordinarily include current in the scrape-off-layer (SOL). Without SOL current, reconstructions must have one of two undesirable properties: 1) either there is an artificial constraint on the current where it must smoothly vanish at the separatrix, or 2) there is a current discontinuity at the separatrix. The first constraint leads to incorrect gradients in the pedestal region, and the second constraint leads to poor convergence for nonlinear runs. Most importantly, neither constraint gives SOL profiles that are consistent with MHD-force balance.
To ameliorate these issues, our equilibrium solver, nimeq [19] , is extended to include SOL profiles and current. The profiles are extended from the Last Closed Flux Surface (LCFS) into the SOL region. The SOL profiles for this particular case are described in detail in Ref. [16] . In Ref. [20] , a quantitative analysis of the impact of adding SOL current to the equilibrium is presented. Re-solving the equilibrium and including SOL current and flow has little effect on the linear analysis, but is critical for nonlinear simulations as it eliminates discontinuities in current and flow at the LCFS. These discontinuities produce numerical problems when perturbations are advected over the LCFS. We present details of the configuration of these nonlinear simulations next.
As seen in Figure 1 , a time late in the discharge (4250 ms) is chosen to analyze. The simulation therefore starts from a state that is itself a result of the low-n φ perturbation activity associated with QH-mode. The goal of our simulations is therefore not to understand the onset phase of the broadband activity, but rather is to answer the question: "Is the observed low-n φ activity calculated by extended MHD consistent with experimental observations?" Because there is some ambiguity in separating external sources and the radial transport that is caused by both macroscopic and microscopic turbulence, the simulations are run such that the sources exactly maintain the equilibrium. Although the simulation is run as an initial-value simulation, it is the (possibly turbulent) steady-state that is of interest. Our simulation formulation is more similar to gyrokinetic turbulence simulations and has similar concerns in terms of statistical validation and temporal convergence issues [21] . One difference with gyrokinetic simulations is that the modes are allowed to generate n = 0 transport. As long as this transport does not induce changes to the profiles that are far outside the measured constraints, our formulation is accurate and self-consistent.
The simulation is initialized from a linear computation of modes with a restricted toroidal-modenumber range (n φ = 1 − 8). The mode energies at t = 0s are small, and the largest energy is contained within the n φ = 4 mode that has a spectral kinetic-energy content of 4.2 × 10 −5 J and a spectral magnetic-energy content of 4.4 × 10 −6 J.
For the nonlinear runs, a resistive-MHD model with an anisotropic stress tensor and anisotropic thermal heat conduction is used as the computational resources required for two-fluid simulations are currently prohibitive. Although two-fluid nonlinearities could possibly change the nonlinear cascade, the macroscopic nature of this mode means that the MHD model may be sufficiently valid to begin gaining intuition in this regime. As discussed later, twofluid effects are likely critical for more quantitative understanding. The resistivity profile is chosen such that the Lundquist number, S, in the core is 1.1 × 10
6 . This choice of resistivity is enhanced by a factor of 100 relative to the Spitzer value for computational practicality. The model includes large parallel and small perpendicular diffusivities in the momentum and energy equations. Our simulations use χ = 10 8 m 2 /s. The small perpendicular diffusivities are modeled as isotropic particle, momentum and thermal diffusivities with a magnitude of 1 m 2 /s. Both the resistivity and isotropic viscosity profiles are proportional to T −3/2 e . The simulation is performed with a 60 × 128 high-order (bi-quartic) finite-element mesh packed around the pedestal region to resolve the poloidal plane and 24 Fourier modes in the toroidal direction. The boundary conditions, on both the inner annulus and outer wall, are no-slip for the velocity, Dirichlet for the density and temperature and a perfectly conducting-wall boundary condition for the magnetic field. Linear computations show that the mode growth rates are unaffected by presence of the inner boundary. For our nonlinear computations, the Dirichlet boundary conditions on density and temperature provide an unconstrained source that prevents the edge modes from simply transporting all the stored energy out of the confined plasma region.
III. SIMULATION DYNAMICS WITH AND WITHOUT FLOW
Experimentally, it is known that access to the QHmode regime requires control of the flow profile [22] . In particular, large E × B flow shear is correlated with QH-mode operation. In order to ascertain the impact of flow on the nonlinear evolution, we perform simulations with and without steady-state flow.
The energy evolution from the nonlinear simulation with steady-state flow, as decomposed by toroidal mode number, of DIII-D QH-mode shot 145098 at 4250 ms is shown in Fig. 2 . This simulation includes the toroidal and poloidal rotation profiles inferred from the Carbon impurity species as measured by Charge-Exchange Recombination (CER) spectroscopy. The simulations are initially dominated by a n φ = 5 perturbation that saturates at around 30 µs. After this time a nonlinear saturated quasi-turbulent state develops and the n φ = 1 and 2 perturbations become dominant through an inverse cascade. From 0.15ms onwards, modulations are observed in the energy (particularly the kinetic energy) and there is continued interplay between the perturbations. We use the phrase quasi-turbulent as the state is not laminar but it also is not strongly turbulent. If this were a laminar state such as a typical tearing mode case, the perturbed energies would be well-separated and constant in time.
Simulations without steady-state flow observe an ELM-like high-n φ evolution. With an identical initial condition as the simulations with flow, the lown φ modes are initially stable and later are slowly growing. The dynamics are ultimately overtaken by fast growing high-n φ modes as shown in Fig. 3 . The computation stops when the limit of the spatial resolution is reached. This behavior is similar to extended-MHD simulation of ELM dynamics [23] [24] [25] , not QH-mode. Importantly, the result that simulations with steady-state flow (and the associated large flow shear) saturate to a low-n φ state while simulations without steady-state flow (and thus no flow shear) lead to dynamics at high-n φ is consistent with the experimental observation that QH-mode access requires large-edge flow shear. We turn to analysis of the simulation with steadystate flow for the remainder of the paper. The eddies from the simulation with flow can clearly be seen in Fig. 4 . This figure plots 3D pressure contours on a poloidal cut of the full 3D torus at two different time slices to demonstrate the nonlinear evolution. During the initial stages (t=38 µs), dominantly n φ = 5 eddies of hot, high-density plasma are ejected from the pedestal and are advected poloidally in the counter-clockwise direction while being sheared apart through interaction with both the sub-dominant n φ = 4 perturbation and the underlying sheared flow. After this time the perturbation amplitudes are reduced and plots show a smokelike off-gassing behavior (not shown in figure) . Later in time (t=0.19 ms), a quasi-turbulent steady-state develops that is dominated by low-n φ perturbations. Fingers of hot plasma form near the x-point in the magnetic-flux expansion region, these are advected poloidally in the counter-clockwise direction and are ultimately sheared apart as they reach the outboard midplane similar to theoretical considerations [26] . Figure 4 (b) shows both a recently formed finger near the x-point and a highly sheared eddy near the outboard midplane. A video of these dynamics is available with this article. The period of modulation in the spectral energies in Fig. 2 is consistent with the time it takes to form and shear apart the eddies shown in Fig. 4(b) .
IV. TRANSPORT ANALYSIS
Having shown that low-n φ perturbations lead to near steady-state perturbations within the pedestal, it is natural to study the saturation mechanisms and transport in more detail. Figure 5 shows the fluxsurface-averaged values of the density, temperature, pressure, parallel-current density, toroidal rotation frequency and poloidal-rotation neoclassical coefficient relative to the location in the pedestal region on the outboard midplane for the initial condition and average values during four time windows. The symmetric flux surfaces associated with the 2D magnetic field are used to determine the surfaces in the flux-surface averages; i.e., we include both the equilibrium and the perturbed n φ = 0 contributions. The profiles during the latter two time windows, as associated with the fully saturated state (> 0.15 ms in Fig. 2 ), are very similar indicating a time-averaged steady 3D solution. The modifications to the flow profiles are small relative to the transport of pressure and current. We thus conclude that the saturation mechanism is related to a flattening of these latter profiles, and not changes to the flow profiles. This turbulent state leads to larger particle transport relative to thermal transport as shown by more flattening of the density profile relative to the temperature profile in Fig. 5 , qualitatively consistent with the experimental observations of density pump-out during QH-mode [1] . This result is surprising as the magnetic field is stochastic within the pedestal (see Ref. [16] ). With the highly anisotropic thermal conduction as included in the model, one would naively expect that thermal transport should be enhanced relative to the particle transport instead of the reverse.
The transport for density is advective, while temperature includes both convection and anisotropic thermal conduction. The contravariant normal component of the convective flux through a surface, Γ f , is the flux-surface integral of the product of the density and temperature fluctuations,f , and the velocity normal to the surface,
Here B 0 is the n φ = 0 magnetic field and θ is a poloidal coordinate. For this quadratic quantity, only mode self-interaction contributes after the application of a toroidal average to the toroidally symmetric surfaces. Importantly for Γ T and Γ n , only the phase and the amplitude of the perturbation relative to the normal velocity may impact the overall normalized magnitude. In Fig. 6 , a schematic shows how an in-phase density perturbation leads to enhanced outward (core to edge) transport while an out-of-phase temperature perturbation leads to inward (edge to core) transport. For mixed phases, the overall transport may vanish. Figure 7 shows temperature and density contours super-imposed with flux-surface-normal velocity color-plot on a poloidal cut of the tokamak at early and late times during the simulation. Early in time (Fig. 7(a) ), density is in phase with the normal flow while the temperature is out of phase. This effect leads to larger density flux relative to the thermal flux. Later in time (Fig. 7(b) ), a more mixed result is achieved as both the density and temperature are more in phase with the flows, but the large variation in the density contours shows that the amplitude of the density perturbations is larger than that of the temperature perturbations.
A more rigorous analysis is performed with Figs. 8 and 9. This analysis plots the flux-surface-integrated normalized fluxes and flux-surface-averaged perturbation amplitudes for both density and temperature in time-averaged early (Fig. 8, 0 .03 < t < 0.09 ms) and late (Fig. 9 , 0.16 < t < 0.21 ms) time windows. Both the total flux and contributions to it from the dominant modes during each time window are shown. The top two figures of each plot show the overall density and temperature convective transport during each window as normalized by the n φ = 0 values at R = 2.22 m on the outboard midplane. In both time windows, the density transport is large relative to the thermal transport. It is larger by factors of approximately 6× and 2× in the early and late windows, respectively. The second row of plots compares the normalized perturbation amplitudes, again normalized to the n φ = 0 values at R = 2.22 m. Consistent with the toroidally decomposed global energy, Fig. 2 , the n φ = 4 and 5 perturbations are dominant in the early time window and the n φ = 1 − 3 perturbations are largest during the late time window. For both time windows, the density perturbations are larger than the temperature perturbations by factors of 3× to 2× for the early and late windows, respectively. Thus the difference in amplitude fully accounts for the difference in the fluctuation-induced transport in the late time window, while the early time window still has a factor of approximately 2× that is unaccounted for. The last row of plots shows the convective transport normalized by the maximum perturbation amplitude. This choice of normalization provides an amplitudeindependent plot of the effect of the phase. Consistent with estimates from earlier plots, the phase differences contribute a factor of 2× in the early time window while they are negligible in the late time window. This more rigorous analysis shows that both amplitude and phase differences contribute to large fluctuation-induced convective density trans- port relative to the thermal transport.
More qualitatively, the differences in phase and amplitude arise from differences in the underlying density and temperature equations. The density equation captures the effects of advection and compression and also includes a small numerical diffusivity with coefficient D n ,
In contrast, the temperature equation differs in factors of the ratio of specific heat, Γ, and through the inclusion of large anistropic thermal conduction,
The factor of n(ψ 0 ) is the density on axis and is used to simplify the specification of the thermal conduction in units of m 2 /s. It can be inferred that differences in the temperature-evolution equation result from differences with the factors of Γ, and, likely more importantly, the inclusion of anisotropic thermal conduction. The additional terms modify the amplitude and phase relative to the density and reduce the time-averaged fluctuation-induced convective thermal transport when compared to the particle transport.
Of course, the thermal transport is enhanced by anisotropic thermal conduction along the stochasticmagnetic-field lines. As the analysis of the convective transport in the preceding paragraphs appears to explain the differences in the computed density and thermal transport, we expect the conductive transport to be small. In order to ascertain the approximate level of transport we next estimate the confinement times associated with the conductive and convective transport. Using the values of the convective transport during the late time stage (Fig. 9) , the convective confinement times for density and temperature are approximately
and
respectively. We estimate that L ⊥ = 0.03 m and < n 0 > and < T 0 > are evaluated at R = 2.22 m. Phase and amplitude effects are included in the fluxsurface-integrated expression in the denominator. The parallel conductive confinement time can be estimated based on the parallel length scale, L , from the magnetic-field puncture plot of Fig. 8 of Ref. [16] of 2500 m as
which is longer than the convective confinement time. The factors of density are added to produce an evaluation of the parallel thermal conduction in the pedestal that is consistent with our temperatureevolution equation (Eqn. (3)). Our parallel conduction model is somewhat crude; however, if we assume that the thermal conduction is in the fastest collisionless limit of free-streaming along field lines, we find that the confinement time is then
Here a thermal velocity of v T e = k B T e /m e 10 6 m/s is used which assumes an electron temperature of 10eV . This confinement time is comparable to the convective thermal confinement time; however, it is unlikely that collisionless conditions exist near the LCFS and thus the conductive confinement time is likely greater. Figure 10 shows the frequency of theB Z perturbation as measured by a toroidal set of synthetic probes at R = 2.22 m on the outboard midplane and decomposed by toroidal-mode number relative to a frequency spectrogram produced from a set of magnetic pickup coils at the wall in the experiment. Although we are unable to assign mode numbers to the rotating structures in the experiment, which precludes comparison of the amplitude and phase of the perturbations, it is clear that the simulated perturbation rotates much faster than those in the experiment. Our single-fluid computations rotate at approximately the frequency associated with the toroidal ion flow. It is likely that two-fluid effects (e.g. Ref. [27] [28] [29] ), which are known to modify the frequency through the mediation of the perturbations by both the ion and electron fluids are required to produce dynamics with a more representative frequency. The ion and electron fluids rotate in opposing directions for this discharge. Another possibility is that a drag on resistive wall components modifies the rotation frequency. This effect is not captured by the perfectly conducting wall boundary condition included in the simulation. 
V. FREQUENCY ANALYSIS

VI. DISCUSSION
A. Power flow
As QH-mode leads to steady-state pedestal profiles, the fluctuation-induced power flow through the pedestal can be bounded from the experimental data. With the configuration of our present modeling, there is no prior constraint on how much power the perturbations transport through the pedestal. However, we are unable to make this comparison given two limitations of the current model: (1) it uses enhanced dissipation parameters and (2) it does not include Ohmic and viscous heating. The former choice is made for computational practicality while the latter is a natural consequence of the former as the heating rate with enhanced dissipation would be too large. Computations with more realistic dissi-pation parameters and heating require higher resolution and large computational resources. Additionally, high-resolution computations are currently limited by a time-step restriction that results from the inclusion of flow in the steady state. This restriction requires the time-step size to become smaller as the poloidal resolution is increased. As this time-step restriction is not inherent to NIMROD's discretization or implicit time-step advance, further work is required to characterize its origin and circumvent it.
B. Sheared eddy hypothesis for QH-mode perturbations
Our simulations are consistent with qualitative features of DIII-D QH-mode; however, further study requires validation with local diagnostics [30] to determine whether our simulated state more closely resembles broadband MHD or coherent EHO. As explained in Sec. V, it is expected that extensions to the modeling are critical for quantitative comparison which likely requires the correct frequency dependence.
Despite this, the sheared nature of the computed saturated state leads to a hypothesis on the nature of different QH-mode perturbations. We posit that the broadband state is driven similar to the coherent EHO; however, the perturbations are sheared apart before they can reach a sufficient amplitude to form a coherent structure. Additionally, we expect that for moderate flow shear the eddy sizes are of the order of the ion gyroradius or larger, producing rotation in the ion direction. As the shearing rate increases relative to the growth of the instability, it restricts the saturated width of the perturbations to a radial extent that is smaller or on the order of the ion gyroradius. In this regime, the perturbation becomes dominated by the electron dynamics, and it then rotates in the direction of the electron fluid. This is consistent with experimental observations of the coherent EHO rotating in the ion direction, and broadband QH-mode rotating in the electron direction. Two-fluid computations that examine multiple cases with varied low-n φ perturbations are required to explore this hypothesis further.
C. Limitations of modeling assumptions
Ultimately, it is desired to have a modeling capability that can predict the onset of QH-mode. In such a simulation, the evolution of the 2D fields that comprise our underlying equilibrium are modeled. Presumably, a sufficient demonstration evolves the 2D fields through the stability boundary associated with the 3D modes and tracks the 3D dynamics through saturation. Our present simulation, which assumes the underlying state is static in time, is not able to capture this evolution. This requires a simulation that couples a model of the underlying drives and transport (which is a challenging problem itself, see e.g. Ref. [31] ) that are outside of the present model coupled to the dynamics and fluctuation-induced transport of the MHD model. This is left to future studies.
VII. SUMMARY
The simulations shown here have demonstrated the capability of the extended-MHD code NIMROD to model the low-n φ perturbations associated with QH-mode. With this capability, our longer term goal is to produce a model that is able to determine the feasibility of QH-mode operation in future burningplasma devices. This goal requires more quantitative validation on a broad set of discharges with varying parameters in addition to more focus on the role of the flow shear in the accessibility criterion for QHmode.
Our simulations that include the flow profiles inferred from CER Carbon impurity measurements produce a quasi-turbulent state dominated by the low-n φ perturbations. This state is only achieved after careful inclusion of the reconstructed equilibria including the addition of SOL profiles and associated current. The interplay between driven low-n φ perturbations and the flow shear prevents the formation of laminar dynamics. Importantly, simulations without flow have dynamics that develop at high-n φ and do not saturate consistent with experimental observations on the importance of large edge-flow shear to QH-mode access.
Analysis of the transport generated by the low-n φ perturbations shows that a flattening of the pressure and current profiles is the likely mechanism that eliminates the free-energy drive and leads to saturation. Regarding the modifications to the pressure profile, the particle transport is large relative to thermal transport. Further analysis shows that differences in the particle and thermal fluxes result from a difference in the amplitudes of the density and temperature perturbations as well as phase decorrelation of the temperature with respect to the normal flow. The conclusion is that differences in the temperature-evolution equation resulting from the inclusion of the anisotropic thermal conduction modify the amplitude and phase relative to the density perturbation and reduce the time-averaged convective thermal transport when compared to the particle transport.
