We extend previous computations of the second order QCD corrections to semileptonic b → c inclusive transitions, to the case where the charged lepton in the final state is massive. This allows accurate description of b → cτν τ decays. We review techniques used in the computation of O(α 2 s ) corrections to inclusive semileptonic b → c transitions and present extensive numerical studies of O(α 2 s ) QCD corrections to b → clν l decays, for l = e, τ .
Introduction
Inclusive semileptonic decays of B-mesons into charmed final states B → X c lν l are benchmark processes in B-physics. These processes were studied extensively at B-factories, LEP and the Tevatron [1, 2, 3, 4, 5, 6] . When lepton in the final state is electron or muon, most of the experimental data come from BABAR and BELLE, while measurements of inclusive rate for b → X c τν τ transition are due to ALEPH and OPAL [7, 8] . At B-factories only preliminary results on exclusive decay B → Dτν τ were reported [9] .
Theoretically, inclusive semileptonic decays of B-mesons are well-understood, thanks to the Operator Product Expansion (OPE) in inverse powers of the b-quark mass [10] . When results of experimental measurements for B → X c lν l are compared with theoretical predictions, one is able to determine with high precision the bottom and charm quark masses, the CKM matrix element |V cb | and the non-perturbative parameters of the heavy quark expansion [11, 12, 13] . Measurements of τ lepton branching fractions by ALEPH and OPAL are used to constrain possible contributions of a charged Higgs boson to semileptonic B-decays.
An important issue in physics of semileptonic B-decays, intimately related to a very high precision achieved in experimental measurements, and the intention to utilize this precision fully, is the necessity to understand and control perturbative QCD corrections in heavy quark decays. There are two aspects of this problem. First, one needs to understand the general structure of these corrections, to avoid large perturbative effects. A by-now standard example of this type is the recognition of a special role that short-distance lowscale quark masses play in avoiding large perturbative effects in quark decays [14] . Second, it is very important to provide explicit computations of QCD radiative corrections to quantities of direct relevance for experimental analysis. Large number of experimental results comes in the form of moments of lepton energy, hadron energy and hadron invariant mass with variable cut on the lepton energy. These are sufficiently complicated observables to make analytic computations, in particular in higher orders, impractical. On the contrary, if QCD effects are computed numerically for fully differential decay rates, any restriction on final state particles can be imposed.
It is interesting to point out in this regard that, while one-loop corrections to the decay rate and a number of basic differential distributions for b → X c lν l decays were computed long ago [15, 16] , fully differential decay rate through O(α s ) was obtained only in 2004 [17, 18, 19] . Early estimates of two-loop QCD corrections to the total rate for b → X c eν e decays were given in Refs. [20, 21, 22] . Fully differential decay rate through O(α 2 s ) for b → X c eν e was computed very recently in Ref. [23] . That calculation is based on the techniques developed in Refs. [24] for the computation of next-to-next-to-leading order (NNLO) QCD corrections to a number of processes in hadron collider physics. Those techniques were first applied to describe weak decays of charged fermions in Ref. [25] , where two-loop QED corrections to the electron energy spectrum in muon decay were studied. We note that analytic results for semileptonic decay rate b → X c lν l and moments of the lepton energy without lepton energy cut were computed through O(α 2 s ) in the form of m c /m b expansion in Refs. [26, 27] . Analytic results reported in those references are very handyespecially, when compared to numerical calculations reported in Ref. [23] and in the current paper -but it is not clear a'priori if they can be used for moments with lepton energy cuts, because the precision achieved in experimental measurements is rather high. Finally, we note that efforts are underway to compute O(α s ) corrections to Wilson coefficients of leading non-perturbative operators, that contribute to moments in b → X c lν l transitions [28] .
There are two goals that we pursue in this paper. First, we extend the calculation reported in Ref. [23] by considering massive lepton in the final state. Once this is accomplished, we have a fully differential description of b → X c lν l transition, where l can be electron, muon or τ . Second, we present a much more detailed study of O(α 2 s ) corrections in semileptonic B-decays, than what was published in Ref. [23] .
We point out that since our computations are numerical, the presence of a massive lepton in the final state is a relatively minor complication, so that the extension of the calculation reported in [23] to b → X c τν τ is straightforward. This feature is particular to numeric computations since for analytic calculations any additional massive particle in the final state is a serious complication.
We use our results for second order QCD corrections to b → X c τν τ transition to show that perturbative QCD corrections to the ratio B(b → X c τν τ )/B(b → X c lν l ) are very small. This ratio was measured at LEP by the ALEPH and OPAL collaborations with decent precision. Non-perturbative corrections to this ratio are computed within the framework of the operator product expansion in the inverse mass of the b-quark [29, 30, 31] and are also rather modest. Hence, the ratio of the branching fractions provides a simple constraint on the values of bottom and charm quark masses. More generally, it appears that the ratio of two semileptonic branchings is an observable that can be predicted very accurately in QCD so that a good measurement of b → X c τν τ decay branching fraction at future B-factories can be very interesting.
We also provide a detailed study of the second order QCD corrections to b → X c lν l for massless lepton. We compute the so-called non-BLM corrections to a large number of moments of different kinematic variables, for various charm and bottom quark masses and for different values of the lepton energy cut. These results can be used to create interpolating functions for O(α 2 s ) non-BLM corrections, for the use in fits to moments in semileptonic B decays.
The remainder of the paper is organized as follows. In Section 2, we describe technical details of the computation. We begin by explaining the phase-space parametrization that we employ and then discuss details pertinent to our computation of two-loop virtual, realvirtual and double-real emission corrections. In Section 3 we present the results of the calculation. We tabulate large number of non-BLM corrections to various moments for b → X c eν e decay and discuss their potential impact on the results of global fits of semileptonic B-decays. Then, we present O(α 2 s ) QCD corrections to the decay rate b → X c τν τ . We conclude in Section 4.
Technical details
In this Section we discuss technical aspects of the computation of the QCD radiative corrections to b → X c lν l , where lepton can be electron, muon or tau. We would like to develop fully numerical approach to the computation of these radiative corrections, since this is the only known way to achieve flexibility, required for the description of b-decays. Let us stress that such numerical computations would have been very straightforward if not for divergences that occur both in virtual loops and in real emission processes, when radiated gluons or massless quarks become soft or collinear to other particles.
The presence of singularities makes it necessary to develop techniques to extract them, before proceeding to the numerical computations. This is accomplished with the help of the sector decomposition [32] . Sector decomposition can be applied to integrals with complicated polynomials in denominators, to find changes of variables that factorize all singularities of the integrand. Given sufficiently complicated polynomials, such variable transformations can not be established globally and one needs to split the integral into many "sectors", where such variable transformations can be accomplished. It should be stressed that the sector decomposition technique is algorithmic and, hence, can be easily programmed -one does not need to examine all the integrals that appear in the problem to find suitable changes of variables.
Calculation of any physical quantity requires that squares of matrix elements are integrated over phase-space, allowed for final state particles. It is important, to choose the phase-space parametrization which is sufficiently simple to avoid proliferation of terms in the process of sector decomposition. We therefore start with the detailed discussion of how the phase-space can be parametrized. After parametrization of the phase-space is fixed, we explain how various parts of the NNLO computation are performed.
Phase-space parametrization
We need to consider phase-space parametrization for the following processes: i) Born b → clν l ; ii) single-gluon emission b → clν l g; iii) double-gluon emission b → clν l gg. In the latter case, the parametrization is also valid for quark emission processes b → clν l qq, for massless quarks. We do not consider final states with three charm quarks since this contribution is suppressed, for realistic bottom and charm quark masses.
Born process: b → clν l
We begin with the phase-space parametrization for Born process b −→ clν l . We label momenta of particles and their flavors in the same way so that, for example, b refers to p b , the momentum of the b-quark, where appropriate. The differential phase-space for final state particles reads
where the integration is performed in d-dimensional space, with d = 4−2ǫ. The integration measure is defined as
[dp]
The phase-space decomposition suitable for a three-body decay is carried out by assuming a sequence of two two-body decays. First, the b quark decays into an off-shell W -boson and the charm quark, then the virtual W -boson decays into the lepton l and the neutrino. We write
We now parametrize all entries in Eq.(2.
3) in such a way that the integration region is a unit hypercube. We begin with the leptonic phase-space. We note that the leptonic phase-space is universal for all processes involved in the NNLO computation. Hence, we can choose to calculate it in four dimensions and neglect all its dependence on ǫ. We therefore write
The physical meaning of the two parameters λ 7,8 is as follows -they describe the polar angle cos θ l = −1 + 2λ 7 and the azimuthal angle φ l = 2πλ 8 , that parametrize lepton momentum in the rest frame of the W -boson, relative to the direction of the W momentum in the rest frame of the decaying b-quark.
The remaining phase-space that describes b → c + W transition can be written as In Eq.(2.7), p l = E 2 l − m 2 l denotes the lepton three-momentum. The above formulas provide sufficient information to compute scalar products of the four-momenta of all particles that appear in the leading order calculation. Indeed, scalar products that involve the decaying b quark are straightforwardly expressed in terms of particle energies in the b-quark rest frame. The relative angle between the direction of the charged lepton and the direction of the charm quark is easily related to θ lW . Neutrino four-momentum is given byν l = W − l which implies that neutrino momentum does not lead to independent scalar products. The phase-space parametrization described in this subsection, is employed in all parts of the calculation where the three-particle phase-space enters. In NLO and NNLO computations, this occurs when contributions to the decay rate due to one-and two-loop virtual corrections, respectively, are calculated.
Single gluon emission process
Next, we discuss the phase-space parametrization for the process b → clν l g, with four particles in the final state. When the energy of the emitted gluon becomes small, the corresponding matrix element diverges. Good parametrization of the four-particle phasespace should factor out the dependence on the gluon energy, so that extraction of infrared divergences occurs easily. We write 8) and decompose it into quark and lepton phase-spaces, by introducing the four-momentum of the W boson. This leads to
Parametrization of the lepton phase-space is the same as for the Born process, described earlier. The quark phase-space is different. To arrive at a suitable parametrization, it is convenient to integrate over the three-momentum of the W -boson and then over the energy of the gluon, to remove all delta-functions. We introduce three variables 0 < x 1,2,3 < 1 and write
10)
All other angles can be derived. For example, the angle between the gluon and the W in the b-quark rest frame reads
The only other angle that we need in order to fix all independent scalar products is the angle between the lepton and the gluon, in the b-quark rest frame. We obtain cos θ lg = cos θ gW cos θ lW + sin θ gW sin θ lW cos φ l , (2.12)
where cos θ lW is given in Eq.(2.7) and φ l = 2πλ 8 . Finally, we obtain the following parametrization of the NLO phase space
We use dLips NLO in NLO calculations, as well as for dealing with real-virtual corrections in NNLO calculations.
Double gluon emission process
Finally, we discuss the parametrization of the five particle phase-space that is needed for the description of the double real-emission processes, such as
We introduce six variables x i=1.. 6 , that satisfy 0 < x i < 1 and use x 1,2,3 to parametrize energies of the charm quark and of the gluons, and the W invariant mass
14)
.
We use x 4,5,6 to parametrize the relevant angles. We note that, in order to handle collinear singularities related to g * → gg splitting, it is useful to have a simple parametrization of the relative angle between the two gluons. Therefore, we choose the z-axis to be aligned with the momentum of the gluon g 1 ; we choose the x-axis in such a way that the gluon g 2 is in the z − x plane. This fixes the global reference frame. The angle between the W -boson and any other particle is computed from momentum conservation W = b − c − g 1 − g 2 . For example, the angle between the W -boson and the gluon g 1 is given by
The relative angle between the charged lepton and any other particle is derived in a similar way. For example, the angle between the gluon g 1 and the lepton l reads
Finally, we express the phase-space for b → clν l g 1 g 2 decay through the appropriate variables and obtain
Having discussed parametrization of phase-spaces that we employ in the NNLO computation, we continue with the description of technical details relevant for the computation of O(α 2 s ) QCD corrections to b → clν l transition. There are three distinct components that need to be addressed -two-loop virtual corrections, virtual corrections to single real emission process and double real emission corrections. Since these components require different techniques, we describe the relevant details in the following subsections.
Two-loop virtual corrections
We begin with the discussion of how two-loop virtual corrections are computed. There are twelve two-loop diagrams; examples are shown in Fig.1 . These diagrams are complicated because they involve several mass scales, m 2 b , m 2 c , W 2 , m 2 l as well as complicated tensor integrals, e.g. due to spin correlations of final state leptons with bottom and charm quarks. These features make analytic computations impractical. However, we can compute those diagrams numerically using the method of sector decomposition [32] . We point out that application of sector decomposition is simplified in b-decays, since the two-loop diagrams do not develop genuine imaginary parts. In principle, sector decomposition method was extended recently [33, 34] to deal with problems where imaginary parts do appear but it is a welcome feature of the problem at hand, that we do not need to deal with additional complications.
Hence, the primary issue in the calculation of two-loop Feynman diagrams that we have to address is the efficient choice of Feynman parameters, to reduce the amount of sectors that are created in the process of sector decomposition. It is also important to perform integration over loop momenta in such a way that computation of tensor integrals does not introduce kinematic singularities. It turns out that a very simple and fairly efficient way to deal with tensor integrals is to integrate over two loop momenta sequentially. To illustrate this procedure, we consider the planar two-loop diagram, shown in Fig.1a . This diagram can be represented as a linear combination of tensor integrals 20) where k 1 and k 2 are the loop momenta, {q} i = q µ 1 ...q µ i is the rank-i tensor, composed of the relevant loop momenta and D m=1..6 are inverse Feynman propagators that appear in the planar diagram. They read
21)
where k 12 = k 1 + k 2 is used. To integrate over momentum k 2 , we introduce two Feynman parameters and write
is the integration measure and
Integration over the shifted loop momentum K is standard and can be easily performed for arbitrary rank tensor. The important point is that the higher the rank of the tensor, the smaller the power of the function 1/∆ is in the resultant integral. Since numerical integration is mostly problematic because of infrared divergences, we should be looking at the most infrared-singular integral, which is provided by the K-less term in the numerator of Eq.(2.23). For such integrals we find
Note that integrals with higher powers of K in Eq.(2.23), can, after K-integration, be written as a linear combination of the integrands in the right hand side of Eq.(2.26), by multiplying and dividing the integrand by appropriate powers of ∆(k 1 ). The important point is that additional powers of K in Eq.(2.23) do not generate yet higher powers of 1/∆ in Eq.(2.26). The next step requires integration over k 1 ; to do that, it is convenient to change variables
and
Since∆ is a polynomial in k 1 , the integration over k 1 can be performed in, essentially, the same way as what was described above in regard with k 2 integration. Integrals with strongest infrared divergences are the ones without additional powers of k 1 in the numerator. The corresponding scalar integral reads
where
It is clear from Eqs.(2.30,2.31) that the function 1/F 2+2ǫ develops overlapping singularities at the integration boundaries; for example F = 0 for λ 1 = 1, λ 5 = 0 and for λ 4 = 0, λ 5 = 0. To disentangle those singularities, we employ the technique of sector decomposition [32] . To this end, we map all the singularities to the origin by splitting the integration region into two intervals [0,1/2] and [1/2,1], for each λ i , and then change variables λ i → λ i /2 and λ i → 1 − λ i /2 in the first and second interval, respectively. The sector decomposition is then applied to the integrand; this allows us to find a sequence of variable transformations that factorize all singularities. Once singularities are factored out, for each tensor integral we get expressions of the following type
where all functions N α ij ({λ i }) and D α ij ({λ i }) are finite throughout the integration region. Hence, all the singularities of the integrand are in explicitly factorized form and it is easy to obtain integrable expressions by employing the plus-distribution prescription
We are now in a position to sketch all the steps that we go through to carry out a calculation of a planar two-loop diagram. After the planar two-loop diagram is multiplied with the complex conjugate tree-level amplitude and summation over polarizations of external particle is performed, we use Form [35] to integrate over the loop momenta, following the procedure that we just described. As explained earlier, we can always write the result in a form similar to that of the scalar two-loop integral provided that we allow for a polynomial function of Feynman parameters in the numerator. Since those numerator functions are finite, we do not need to know their explicit form and can treat them as generic finite functions in the process of sector decomposition. The sector decomposition procedure is coded up in Maple [36] . After sector decomposition is completed, Fortran files that contain finite functions to be integrated and all the changes of variables that the sector decomposition procedure found necessary to apply to the integrand to factor out potential singularities, are automatically written out.
Computation of the non-planar diagram and the diagram with the three-gluon vertex is very similar to what is described above; all that changes is the Feynman parametrization. However, the procedure has to be modified for diagrams with vacuum polarization insertions on a gluon line and for diagrams with self-energy insertions on bottom and charm quark lines. We begin with the discussion of the vacuum polarization diagrams with massless particles, e.g. gluons, quarks and ghosts. Such diagrams read
An obvious issue here is the presence of two identical gluon propagators k −2
1 . As the result, in the limit k 1 → 0, the denominator in Eq.(2.36) develops cubic, rather than linear, singularity. In principle, even in this case, it is possible to proceed along the lines described above for the planar diagram all the way through the application of the sector decomposition and factorization of singularities. However, the complication occurs in the process of the extraction of singularities using plus-distributions Eq.(2.34), since a term that scales like x −1−n for x → 0, leads to an expansion that involves n-th derivative of a δ-function rather than the δ-function itself. As it turns out, this complication is unnecessary since one can analytically integrate over k 2 in any massless vacuum polarization diagram and observe that 37) thanks to gauge-invariance. When dealing with massless vacuum polarization diagrams, we indeed integrate over k 2 analytically, cancel one of the 1/k 2 1 propagators and then perform numerical integration over k 1 .
Clearly, a similar problem occurs also in the case of vacuum polarization corrections with massive quarks. In that case, however, it is harder to explicitly factor out the dependence on the loop momentum k 1 , to cancel the cubic divergence at small k 1 . For vacuum polarizations with massive quarks we adopt a different strategy -we subtract those vacuum polarization loops at zero momentum transfer and use dispersion representation to connect the two-loop diagram with the massive fermion loop to a one-loop diagram with the massive gluon [37] .
Non-integrable singularities appear also in diagrams with the self-energy insertion on the massive (b or c) lines; in this case they are caused by the square of the massive propagator which becomes nearly on-shell for small momentum of the virtual gluon. In variance with the case of the massless vacuum polarization, it is not possible to perform analytic integration over the loop momentum of the "self-energy" loop. To get around this problem, we use a particular integral representation for the quark self-energy diagram. We consider a self-energy diagramΣ 38) where m i stands for m b or m c . We combine two denominators using Feynman parameters, integrate over the loop momentum and obtain
This integral can be written through hypergeometric functions. To this end, we introduce two Dirac structureŝ
and write
These hypergeometric functions are not suitable for the purpose of subsequent integration because the on-shell limit p 2 → m 2 i is at infinity. To take care of that, it is useful to employ an identity that relates the hypergeometric functions with the argument z and z/(z − 1). If we perform this transformation and go back to the integral representation, both of the hypergeometric functions (HGFs) become
where a, b are some integers. It is now straightforward to subtract from and add to the integrand in the right hand side of Eq.(2.42) its value at p 2 = m 2
(2.43) The first term in the right hand side of Eq.(2.43) can be inserted in a two-loop diagram since the pre-factor p 2 − m 2 i cancels one of the problematic massive fermion propagators. The second term is a constant; it can be combined with the mass counter-term contribution to cancel quadratic singularity and, after that, calculated explicitly.
Mixed real-virtual corrections
In this subsection we discuss the calculation of one-loop radiative corrections to single gluon real emission amplitudes. At first sight, these corrections may look much simpler than the two-loop virtual corrections discussed previously, since they involve only one-loop virtual diagrams and the final state with relatively low multiplicity. It would appear therefore that, technically, they fall into a category of well-established next-to-leading (NLO) calculations [38]. Unfortunately, this is not quite true since, in contrast to standard NLO computations, the emitted gluon in the final state can become soft, invalidating applicability of NLO computational techniques. Therefore, real-virtual corrections require careful study.
There are two strategies that one can pursue to deal with the real-virtual corrections. One can use Passarino-Veltman tensor reduction technique [38] and integration-by-parts identities [39] to reduce real-virtual corrections to one-loop scalar integrals. Then, one can attempt to extract singularities that appear when the energy of the gluon in the final state becomes small. While this approach was used in a number of calculations [24, 25] , it rapidly becomes impractical with the increase in the number of particles in the final state.
A flexible method should be based on numerical computations and it seems that Feynman parametrization of one-loop virtual corrections and subsequent application of sector decomposition to both Feynman parameters and the energy of the emitted gluon is a straightforward thing to do. The only problem with that approach is that one-loop corrections to real gluon emission do develop imaginary parts, even when all parameters in the integrand are real. Technically this happens because of the singularity on the real integration axis which is regulated by the +i0 prescription. While it is easy to implement such a prescription in analytical computations, it is difficult to do so in a fully numerical approach.
It turns out that there is a simple way to avoid the issue of the imaginary part in this problem. To this end, we observe that, for any Feynman diagram of the real-virtual type that contributes to b → c transition, it is possible to choose integration variables in such a way that the integration over at least one variable is of the form
In Eq.(2.44) x is a collection of other variables involved in the computation of the integral, A and B are some functions of those variables which satisfy B({x}) > A({x}) for all x and n i=1..4 are integers. We do not have a proof that such a parametrization is possible for real-virtual corrections under all possible circumstances, but we find empirically that it exists for b → c transitions.
The problem with the numerical evaluation of the integral in Eq.(2.44) is that, for n 3 > 0, it becomes singular at y = A(x)/B(x) < 1, so that this singularity occurs in the middle of the integration region. Such singularity can not be included into the sector decomposition framework in a straightforward way. To deal with this problem, we rewrite Eq.(2.44) in the following manner 45) and observe that the first integral can be computed analytically, while denominator of the function F (x, y) in the second term is sign-definite. Changing variables y → 1/y in the second term in Eq.(2.45), we obtain the integral that is amenable to sector decomposition. We now illustrate this general discussion by considering explicit examples. To set the stage, we begin with a simple case, where the imaginary part problem does not occur. This happens for all diagrams where the gluon is emitted from the b-quark line. For our example, we consider diagram Fig. 2a . Interference of this diagram with the tree amplitude that describes radiative decay of the b-quark b → c+W +g, contributes to O(α 2 s ) correction to the decay rate. We consider a scalar integral associated with this loop diagram
We introduce Feynman parameters and integrate over the loop momentum to obtain
for all values 0 < λ 1 , λ 2 < 1. This representation for ∆(λ 1 , λ 2 ) is instructive since it shows how new overlapping singularities appear when the emitted gluon becomes soft. Indeed, for non-vanishing gluon energy, ∆(λ 1 , λ 2 ) vanishes for λ 1 = λ 2 = 0. On the other hand, if the gluon is soft g → 0, ∆(λ 1 , λ 2 ) vanishes for λ 1 = 0 and any value of λ 2 . To take care of all possible cases, we employ explicit parametrization of the gluon energy in the b-quark rest frame, as described in the previous Section, and perform sector decomposition of the amplitude squared treating λ 1 , λ 2 and bg on equal footing. This allows us to extract all singularities associated with vanishing of both, the loop momentum and the momentum of the gluon in the final state. We now turn to the description of a more difficult case which occurs when, in the one-loop amplitude, the gluon is emitted from the charm quark line. A representative diagram is shown in Fig.2 . All the problems that appear in this case can be illustrated by considering the scalar integral as an example. We have
Changing variables x 2 = λ 1 (1 − λ 2 ) and x 3 = λ 1 λ 2 , we obtain
It is clear from Eq.(2.51) that there is a singularity at λ 1 = ξ, i.e. in the middle of the integration region, which can not be dealt with using the sector decomposition. To transform Eq.(2.51) into a form suitable for numerical integration, we proceed along the lines described in the beginning of this Section. Consider integration over λ 1 . Allowing for a general form of the integrand, we re-write
The remaining integrand is sign-definite, because ξ < 1. The problem of the singularity in the middle of the integration region has been handled by an analytic integration; the remnant of this problem is the imaginary part in (−1) b+ǫ . It is now very straightforward to apply the sector decomposition to the remaining integral in Eq.(2.53), to extract the infrared singularities. The above technique is applicable to all real-virtual diagrams. The first step -finding Feynman parametrization that is linear in (at least) one variable -requires careful inspection of each diagram individually but, once such parametrization is found, remaining steps are easily accomplished using algebraic manipulation programs. A slightly different approach is required for real-virtual contributions related to self-energy insertions on massive fermion lines where quadratic singularities appear. We deal with those singularities using parametrization of self-energy diagrams described earlier in this Section in the context of two-loop virtual corrections. 
Double real emission corrections
Finally, we address the computation of the double real emission corrections. Because we deal primarily with massive quarks, the majority of diagrams develop only infrared singularities. We can easily extract those using explicit parametrization of gluon energies in the b-quark rest frame, discussed earlier in this Section. The only exception to the "no collinear singularity" rule comes from diagrams where an off-shell gluon splits into two gluons or apair. In principle, since we use the relative angle between two gluons (or massless quarks) as one of the primary variables for the phase-space parametrization, extraction of (potential) collinear singularity is also straightforward. However, the complication arises because of the necessity to deal with the extraction of quadratic singularities in some of the diagrams. The problem and the solution is best illustrated by considering diagrams with a masslesspair in the final state.
Consider two diagrams that contribute to the process b → clν l + qq, shown in Fig.3 . Upon squaring these diagrams, we find that the gluon splitting g * →leads to a structure that involves square of the gluon propagator
An obvious problem with this result is that the singularity associated with the collinear limit is power-like; hence, we can not disregard the numerator in the process of the sectordecomposition since it provides the necessaryscalar product to soften the collinear singularity. The question is how to parametrize the momenta q,q to enable easy extraction of the scalar productfrom the numerator in Eq.(2.54). To deal with this problem, we need to exploit the fact that, when collinear singularity occurs in those diagrams, the momenta of q andq become parallel to each other. We use this feature to parametrize the scalar products of q andq momenta with, say, the charm quark momentum in the following way
Here x 4 describes the angle between q andq, cos θ 12 = 1 − 2x 4 . The important point is the factor √ x 4 in the second term on the right hand side in Eq.(2.55); it is crucial for regulating collinear singularity. On the other hand, the (complicated) function ∆ cq does not need to be made explicit in the matrix element to cancel collinear singularity. Nevertheless, we give it here for completeness
Very similar manipulations are needed for scalar products that involve the momentum of the charged lepton and the momenta of q andq.
Results
In this Section, we discuss the two-loop QCD radiative corrections to b → X c lν l transitions and present results for a large number of moments, relevant for the experimental analysis and semileptonic fits. We begin by writing the decay rate b → X c lν l as
where dF i stands for the differential decay rate, at leading, next-to-leading and next-tonext-to-leading order, respectively. The strong coupling constant α s = α s (m b ) is defined in the MS scheme in the theory with three massless flavors; it is renormalized at the value of the b-quark mass. The lepton and hadron moments are defined as
where E l,h are the lepton and hadron energies in the b-quark rest frame and m h is hadronic invariant mass. Also, 4) and .. implies integration of the corresponding quantity over available phase-space 1 . The calculation is performed in the pole mass scheme. For numerical integration, we use Vegas [40] , implemented in the Cuba library [41] . We treat the axial current as suggested in Ref. [42] . The lepton and hadron moments can be computed in an expansion in the strong coupling constant (5) 0.464(5) 0.462(5) 0.462(6) 0.454(7) 0.422(9) 0.410(9) (4) 0.417(4) 0.416(5) 0.413(5) 0.402(6) 0.377(7) 0.339(8) where β 0 = 11 − 2/3n f , and n f = 3 is the number of quark flavors that are treated as massless in the computation. Next-to-leading order and BLM corrections [43] to any kinematic distribution in b → X c lν l transition are known [15, 16, 17, 18, 19] . Non-BLM corrections L (2) n , H (2) ij for massless lepton were computed very recently and their detailed investigation is not available. In the remainder of this Section, we study non-BLM corrections to b → X c eν e decay in detail. Then we describe results for the inclusive rate b → X c τν τ .
Non-BLM corrections and moments of b → X c eν e decays
In this subsection, we study corrections to semileptonic decay b → X c lν l , where l is the massless lepton, in dependence of the bottom and charm quark masses, and the lepton energy cut. Because lepton and hadron moments defined in Eq.(3.5) and Eq.(3.6) are dimensionless, they depend on the two ratios of the three dimensionfull parameters. We choose r = m c /m b and ξ = 2E cut /m b as independent variables. In Table 1 we show non-BLM corrections to lepton moments L 0,1,2,3 for a number of r and ξ values. In Tables 2,3 results for hadron moments are given. These results can, in principle, be used in global fits of semileptonic decays where b and c masses are parameters that need to be fitted.
It was observed in [23] that second order QCD corrections to b-decays do not depend strongly on kinematics and it is interesting to further explore this observation. To this end, we may conjecture that non-BLM corrections to moments are given by constant, ξ-independent renormalization factors of the leading order moments. If true, this renormalization factor can be determined from Refs. [26, 27] , where lepton and hadron energy moments are analytically computed for zero lepton energy cut. We will construct the interpolating function for lepton energy moments, following this observation. At leading order, the lepton energy moments are given by
In Eq.(3.8) x m = 1 − r 2 and the integration is over x = 2E l /m b . Since the integration here is elementary but the resulting formulas are lengthy, we do not present the results of the integration here. We introduce the interpolating function by defining 9) so that the normalization of the non-BLM correction to the moment is fixed by its value at zero lepton energy cut and the shape is taken to coincide with the leading order shape. The interpolated moments L (2),in i (r, ξ) are given in Table 4 . Comparing computed and interpolated moments, we observe that L (2),in i (r, ξ) provides excellent approximation to L (2) i (r, ξ) for small values of ξ. However, the agreement becomes progressively worse for larger values of ξ. For example, a typical deviation between the interpolated and the explicitly computed non-BLM moments for ξ = 0.7 and m c /m b = 0.28 can be as much as twenty percent. Finally, we point out that a very similar behavior is observed for non-BLM hadron energy moments.
Note that by increasing the cut on the lepton energy, the phase-space is restricted to the region where soft gluon radiation becomes relatively more important and, hence, the dynamics of the final state changes with the increase of the cut on the lepton energy. It is therefore clear that for moments defined in Eqs.(3.5,3.6) perturbative corrections at different lepton energy cuts are not correlated, i.e. different physics becomes important for different values of the lepton energy cut. On the other hand, we point out that the moments measured in experimental analysis correspond to ratios of L-moments defined in Eqs.(3.5,3.6); as we explain below, this difference is essential for understanding importance of QCD radiative corrections in the global fits. We turn to the discussion of the potential impact that computed corrections may have on the extraction of fundamental quantities in heavy quark physics, such as |V cb |, m b , m c , µ 2 π , µ 2 G etc. from global fits to semileptonic moments. We stress that we do not attempt to perform a fit to data on semileptonic moments, leaving this task to experts. However, we find it instructive to illustrate shifts that may be expected in the values of, e.g. the |V cb | and the b-quark mass, if non-BLM corrections are included.
We begin with the discussion of the CKM matrix element |V cb |. Since the |V cb | is obtained from the normalization of the partial decay rate, it is mostly sensitive to QCD corrections to the moment L 0 . The non-BLM corrections to that moment for ξ = 0 and various values of r are shown in Fig.4 . We see that, for realistic ratios of quark masses, the non-BLM corrections to L 0 are between 2 and 1.5 percent. Since experimental measurement fixes |V cb | 2 L 0 , one can expect that |V cb | changes by about −1 percent, when non-BLM corrections are included. This is compatible with the uncertainty in |V cb | as currently estimated.
BABAR collaboration measured a number of lepton energy moments for b → clν l transitions with high precision [6] . For the illustration, we use their measurement of the (7) GeV, where we combined all uncertainties in quadratures. In terms of lepton moments computed in this paper, and neglecting non-perturbative contributions, we find
The non-BLM corrections to lepton moments were not accounted for in [6] . To estimate their impact, we compute L 0 and L 1 for m b = 4.55(5) GeV and m c = 1.08(7) GeV and E cut = 0.6 and 1.5 GeV. The results are given in Table 5 . Expanding Eq. 
To calculate dM pt 1 /dm b , we employ the leading order expression for M pt 1 , neglecting both perturbative and non-perturbative corrections; the impact of this derivative on the shift in the b-quark mass is small. We find the following change in the value of the b-quark pole mass
where we used α s (m b ) = 0.22. In brackets, the uncertainties in the mass shift related to numerical integration errors are indicated. Note a very strong amplification of the numerical integration errors when we pass from L to M moments -integration errors are just a few percent in the former and up to 60 percent in the latter. This implies a very strongly cancellation between radiative corrections in the ratio of L 1 and L 0 . Note that Eq.(3.14) gives corrections in the pole mass scheme and that additional non-BLM corrections appear if the pole mass is transformed to the kinetic mass [44] ; those corrections were computed in [45] . For the kinetic mass at µ = 1 GeV, the additional shift r \ξ can be expected 2 . There are two ways to look at the significance of this result. We can compare it to the uncertainty in the b-quark mass of about 40 − 50 MeV, typically obtained in fits to moments of semileptonic b-decays [11, 12, 13, 6] . This comparison indicates that the shift shown in Eq.(3.15) is rather small. On the other hand, the error on the b-quark mass in the fits is related to the fact that global fits are not very sensitive to m b and m c individually; rather, the linear combination m b − 0.6m c is restricted to about 6 MeV. Because we estimated the shift in the b-quark mass for the fixed value of the charm quark mass, a more relevant uncertainty in the b-quark mass to compare should be just these 6 MeV, which is similar to our estimate of δm b due to non-BLM corrections 3 . We emphasize that the change in the b-quark mass shown in Eq.(3.15) is only an estimate and more careful calculation, that includes larger number of moments and simultaneous extraction of all heavy quark parameters, is required. Finally, we stress that, regardless of what uncertainty δm b should be compared to, Eq.(3.14) is remarkable since it shows that the correction to a low-energy observable due to two-loop non-BLM QCD effects is much smaller than the naive estimate suggests
This feature is a consequence of a very strong cancellation between corrections to L (1) and L (0) , when the ratio of the two is taken to compute M pt 1 . To illustrate this point, note that if we set non-BLM corrections in L (0) to zero, the shift δm b increases from about −7 MeV , as shown in Eq.(3.14), to about −100 MeV. It appears therefore that high degree of cancellations of radiative corrections between different L-moments is crucial for claiming very small errors in m b , m c etc. In this respect, it is important to understand the origin of these cancellations since there are yet higher-order perturbative effects about which nothing is known at present and that, naively, are of the same order of magnitude as the non-BLM corrections computed in this paper. For example, although leading order BLM corrections O(α n s β n−1 0 ) are known and resummed [19] , subleading BLM effects O(α n s β n−2 0 ) are not known beyond n = 2. But, because β 0 ∼ 10 is large, one should expect that threeloop subleading BLM corrections to L 0 and L 1 are of the same order of magnitude as the two-loop non-BLM effects considered in this paper α 3 s β 0 ∼ α 2 s . The only way to avoid large shifts in the b-quark mass is to have nearly complete cancellation between these three-and higher-loop corrections to L 0 and L 1 . The degree of such cancellation is an assumption in existing fits to semileptonic moments in B-decays, as long as the origin of this cancellation is not clearly understood. To this end, it is interesting to give a few arguments in favor of non-accidental nature of these cancellations.
For example, it is easy to see that in the limit of a very high cut on the lepton energy, all perturbative corrections to normalized moments vanish. Indeed, we consider the n-th normalized moment of the lepton energy, computed in perturbation theory
We now make a simple observation that − E cut )/m b ); they are clearly much smaller than the naive O(α k s ) estimate of a k-loop QCD corrections. Moreover, one can relax the requirement of a high lepton energy cut, by making the following observations. The lepton energy distribution has a peak, at E l ≈ 0.8E max l . In the limit when this peak is infinitely narrow, normalized moments of, say, lepton energy are obviously protected from radiative corrections. Hence, deviations from the "no radiativecorrections" limit must be correlated with the broadness of the peak. To this end, note that the peak appears to be fairly narrow -for example, the position of the peak is only fifteen to twenty percent higher than the average lepton energy. We believe that results of explicit computations supplemented with these considerations, give a strong argument in favor of non-accidental nature of the observed cancellations in normalized moments for any value of the cut on the lepton energy and suggest that similar cancellations persist to higher orders in perturbative QCD.
Decay B → X c τν τ
We come to the discussion of the NNLO QCD corrections to semileptonic B decays into final states with the charm quark and the τ lepton. The corresponding branching ratios were measured at LEP by ALEPH and OPAL collaborations [7, 8] . The results read Br(B → X c τν τ ) = (2.43 ± 0.32) × 10 −2 , ALEPH, (2.78 ± 0.54) × 10 −2 , OPAL, (3.19) where we added statistical and systematic errors in quadratures. We employ the ALEPH measurement in the following numerical computation. Using the world average for semileptonic branching ratio into the massless lepton, The ratio R can be very accurately predicted in perturbative QCD. Indeed, setting m b = 4.6 GeV, m c = 1.15 GeV and m τ = 1.8 GeV, we obtain the following results for
Conclusions
In this paper, we studied the NNLO QCD corrections to semileptonic b → X c lν l decays. We described the computational method that allows us to consider decays into both massless and massive leptons and impose arbitrary cuts on the final state particles.
We showed that non-BLM NNLO QCD corrections to b → X c lν l decays, with l = e, µ, are not very sensitive to cuts on the lepton energy, as long as the cut is below 1 GeV. For higher values of the lepton energy cut, the non-BLM corrections do develop E cut dependence, although it is not very strong. We also found that there are very efficient cancellations of QCD radiative corrections to normalized moments, that are used in global fits to semileptonic B-decays, and that such cancellations are crucial for making the claimed accuracy of the fits credible. We argued that there are good reasons to believe that such cancellations are not accidental, and that they persist in higher orders of perturbation theory as well.
We also computed QCD radiative corrections to the ratio of branching fractions of b → X c τν τ and b → X c eν e decays. It turns out that radiative corrections to this ratio are very small and convergence of the perturbative expansion is excellent. Since nonperturbative effects are also moderate, this ratio is, potentially, a good source of information about bottom and charm quark masses. We showed that if the charm quark mass is extracted directly from this ratio, the result is in good agreement with the value of the charm quark mass obtained from fits to semileptonic B-decays.
