Équations Différentielles Ordinaires, BAC2 mathématique by Carletti, Timoteo & D'Hoedt, Sandrine
RESEARCH OUTPUTS / RÉSULTATS DE RECHERCHE
Author(s) - Auteur(s) :
Publication date - Date de publication :
Permanent link - Permalien :
Rights / License - Licence de droit d’auteur :
Bibliothèque Universitaire Moretus Plantin
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
researchportal.unamur.be
Équations Différentielles Ordinaires, BAC2 mathématique
Carletti, Timoteo; D'Hoedt, Sandrine
Publication date:
2007
Document Version
Première version, également connu sous le nom de pré-print
Link to publication
Citation for pulished version (HARVARD):
Carletti, T & D'Hoedt, S 2007, Équations Différentielles Ordinaires, BAC2 mathématique..
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 21. May. 2019
Table des matie`res
Avant–propos. v
Chapitre I. Introduction et premie`res de´finitions. 1
1. Datation avec C14 1
2. Capital et inte´reˆt 2
3. Recherche des Primitives 4
4. Chute des corps a` la surface de la terre 4
5. Vers une de´finition 5
6. Conclusions 7
Chapitre II. Le proble`me de Cauchy. 11
1. Existence et Unicite´ du PdC 11
2. Premie`re de´monstration du The´ore`me d’existence et unicite´ 13
2.1. The´ore`me des Contractions 13
2.2. Suite et Fin de´monstration The´ore`me existence et unicite´ 15
3. Deuxie`me de´monstration du The´ore`me d’existence et unicite´ 16
3.1. Une majoration 17
3.2. Suite et fin 17
4. Troisie`me de´monstration du The´ore`me d’existence et unicite´ : cas
analytique 18
4.1. Recherche de la solution explicite pour (II.4.6). 21
5. Re´gularite´ des solutions du PdC 21
6. Conclusions 22
Chapitre III. Prolongement des solutions. 23
1. De´finitions et The´ore`me d’existence 23
2. Construction du prolongement 25
Chapitre IV. De´pendance continue par rapport aux parame`tres. 31
1. De´pendance Continue par rapport aux parame`tres 31
1.1. Un Lemme technique [The´ore`me de la comparaison] 34
2. De´pendance continue par rapport aux donne´es initiales 35
Chapitre V. Quelques solutions explicites. 39
1. Introduction 39
2. Variations des constantes : cas line´aire, dimension 1. 40
3. Variables Se´parables. 40
3.1. Attentions : tournants dangereux ! 41
3.2. Cas a` reconduire a` Variables Se´parables. 42
3.3. E´quations Homoge`nes. 43
i
p. ii Chapitre
4. E´quation de Bernoulli 43
5. Me´thode de la diffe´rentielle exacte et Inte´grales premie`res 45
6. Oscillateur harmonique 46
Chapitre VI. E´quations Diffe´rentielles Ordinaires Line´aires. 49
1. EDO Line´aires : pre´liminaires. 49
2. EDO line´aires a` coefficients constants homoge`nes 52
2.1. Rappel d’alge`bre 52
2.2. Ope´rateur de de´rivation 52
2.3. De´terminant de Wronski 55
2.4. Inde´pendance line´aire de fonctions 59
2.5. Conclusions 60
3. EDO line´aires a` coefficients constants non homoge`nes 61
3.1. Cas 1 : f(t) = P(t) 62
3.2. Cas 2 : f(t) = P(t)eβt 62
3.3. Cas 3 : f(t) = P(t)eβt (a cos(γt) + b sin(γt)) 63
3.4. f(t) combinaisons de pre´ce´dents 64
4. EDO line´aires 64
4.1. Me´thode de la variation des constantes 64
5. Oscillateur line´aire (d’apre`s Anne Lemaˆıtre, cours me´canique) 67
5.1. Oscillateur harmonique : h = 0 67
5.2. Oscillateur faiblement amorti : h2 < ω2 68
5.3. Oscillateur fortement amorti : h2 > ω2 68
5.4. Cas critique : h2 = ω2 69
5.5. Oscillateur force´ : phe´nome`ne de re´sonance 69
5.6. Battements 70
Chapitre VII. Points d’e´quilibre et Dynamique locale. 73
1. Introduction 73
2. Points singuliers pour EDO line´aire a` coefficients constants homoge`nes
dans R2 73
2.1. Valeurs propres re´elles et distinctes. 74
2.1.1. Nœuds : Stables et Instables 75
2.1.2. Point selle 76
2.2. Valeurs propres complexes. 77
2.2.1. Foyer Stable et Instable 78
2.2.2. Centre 80
2.3. Cas de´ge´ne´re´ : valeurs propres e´gales 81
2.3.1. Nœud de´ge´ne´re´ : Cas I 81
2.3.2. Nœud de´ge´ne´re´ : Cas II 81
2.4. Valeurs propres nulles 82
2.4.1. λ1 6= 0 et λ2 = 0 82
2.4.2. λ1 = λ2 = 0 83
Chapitre VIII. Applications : dynamique des populations. 85
1. Mode`les de croissance de populations 85
2. Un mode`le de croissance d’une population 85
3. Un mode`le avec deux espe`ce en compe´tition 87
3.1. Analyse du point (x, y) = (0, 0). 89
version 7 mai 2008 Timoteo Carletti
Chapitre p. iii
3.2. Analyse du point (x, y) = (1, 0). 89
3.3. Analyse du point (x, y) = (0, 2). 90
3.4. Analyse du point (x, y) = (1/2, 1/2). 91
3.5. Dynamique globale. 92
3.6. Conclusion 93
3.7. Retour au syste`me ge´ne´rale (VIII.3.1) 94
4. Mode`le Proie–Pre´dateur 96
4.1. E´tude de l’origine 96
4.2. E´tude du point (x, y) =
(
a
b , 0
)
97
4.3. E´tude du point (x, y) =
[
c
β ,
b
α
(
a
b − cβ
)]
98
4.4. Portrait de phase globale 102
Chapitre IX. Bibliographie. 105
Annexe A. “Tout ce que vous auriez toujours voulu savoir mais que vous
n’avez jamais ose´ demander concernant l’analyse” 107
1. Le Principe d’induction 107
2. The´ore`me de la Moyenne ou de Lagrange. 108
3. The´ore`me de Schwartz ou de l’inversion de l’ordre de de´rivation. 108
4. Normes et Distances. 108
5. Re´duction de l’e´quation d’une conique en forme normale 110
version 7 mai 2008 Timoteo Carletti
Avant–propos.
Ces notes ont e´te´ conc¸ues initialement pour “aider”les e´tudiants dans la pre´paration
du cours E´quations Diffe´rentielles Ordinaire BAC2 et LIC1 anne´e 2005–2006. L’ar-
gument a traiter e´tait suˆrement tre`s vaste, meˆme trop pour un cours de 30h, j’ai
duˆ donc faire des choix portant sur le mate´riel a` pre´senter, compte tenu aussi du
“roˆle”et de la “position”de ce cours parmi les cours dispense´s aux De´partement de
Mathe´matique FUNDP. J’ai cependant inclus dans ces notes, non seulement tout
le mate´riel traite´ en cours, mais aussi des arguments que les e´tudiants inte´resse´s
pourront de´velopper par eux–meˆmes. Le but des ces notes e´tant de comple´ter la
pre´paration des e´tudiants avec les notes prises en cours par–eux meˆmes, je conseille
vivement de chercher d’autres sources “classiques”dont un certain nombre est pro-
pose´ en Bibliographie.
Je tiens a` remercier Sandrine d’Hoedt pour son aide dans la pre´paration des
exercices pour les TD, mais aussi pour tous les conseils donne´s pour ame´liorer la
premie`re version de ces notes, y compris la correction de fautes.
Les moyens informatiques offerts par le webcampus, permettent d’avoir un syl-
labus en e´volution–ame´lioration permanente, et non fige´ d’anne´e en anne´e. Pour
cela toute suggestion, conseil, ide´e pour corriger–modifier–remodeler ces notes sera
la bienvenue.
Je termine cet avant–propos avec une remarque concernant le nume´rotage des
e´quations, sections, sous–section etc. Les e´quations sont nume´rote´es conse´cutivement
a` l’inte´rieur de chaque section et leur nombre contient toujours le nombre du Cha-
pitre, c’est–a`–dire e´quation (I.2.3) signifie la troisie`me e´quation de la seconde sec-
tion du premier Chapitre. De´finitions, Exemples, Remarques, The´ore`mes, Corol-
laires, Lemmes et tout autre objet seront nume´rote´s conse´cutivement a` l’inte´rieur
de chaque section, leur nombre ne contient pas le nombre du Chapitre, mais seule-
ment le nombre de la Section. On aura donc De´finition 3.1, le premier objet de la
section 3, et qui sera suivie par Remarque 3.2, et cetera.
Les re´fe´rences a` objets (autres que e´quations) contiennent le nombre du Cha-
pitre si elle font re´fe´rence a` un objet contenu dans un Chapitre diffe´rent du Chapitre
courant. Donc objet I.2.3 signifie le troisie`me objet de la seconde section du premier
Chapitre, si on n’est pas en train de lire le premier Chapitre, autrement le meˆme
objet sera indique´ avec 2.3 dans le Chapitre I.
Timoteo Carletti
De´partement des Mathe´matiques FUNDP
rempart de la Vierge, 8
B–5000 Namur Belgique
timoteo.carletti@fundp.ac.be Namur, Janvier 2006
v
CHAPITRE I
Introduction et premie`res de´finitions.
Le but de ce Chapitre introductif est de de´finir, en partant d’un exemple, qu’est-
ce qu’une e´quation diffe´rentielle (ordinaire) et qu’est-ce que signifie en de´terminer
une solution. On donnera aussi la de´finition de Proble`me de Cauchy : recherche de
solutions avec donne´es initiales fixe´es a` priori.
On va de´marrer avec quelques exemples.
1. Datation avec C14
Le carbone pre´sent en nature est forme´ par un me´lange de plusieurs isotopes
(meˆme nombre de protons et e´lectrons mais diffe´rent nombre de neutrons dans son
noyau), parmi ceux–ci il y a le Carbone 14 qui est radioactif : ses neutrons ont un
temps de vie fini et leurs nombre de´croˆıt dans le temps.
Un arbre prend le carbone de l’atmosphe`re (sous forme d’anhydride–carbonique
CO2) et le lie a sa structure, donc le pourcentage de C
14 dans son bois est le
meˆme que celui de l’air et donc constant. Si au temps tcoupe on coupe l’arbre
il ne fixera plus de carbone, et donc C14 non plus, dans son bois, de plus le
pourcentage de C14 va diminuer suivant la loi (que l’on va e´tablir maintenant) :
N(t) = N(tcoupe)e
−α(t−tcoupe). En connaissant α, constante physique, et N(tcoupe)
(lie´ a` la proportion de C14 sur le total de carbone au moment de la coupe), de la
mesure de N(t) on peut de´terminer le temps passe´ entre la coupe de l’arbre et le
moment de la mesure (aujourd’hui) :
tmesure − tcoupe = − 1
α
log
N(tmesure)
N(tcoupe)
,
Passons maintenant a` la de´termination de la loi suivie par le nombre de neutrons
contenus dans le noyau d’un atome. Les neutrons sont des particules instables :
spontane´ment ils peuvent se de´sinte´grer en un proton, un e´lectron et un neutrino,
en formule,
n→ p+ + e− + ν .
Ce processus est re´gi par des lois statistiques : la probabilite´ qu’un neutron se
de´sinte`gre dans un “petit” intervalle de temps [t, t+∆t] est une constante physique,
ici appele´e α. Si on indique par N(t) le nombre (moyen) de neutrons pre´sents au
temps t, on aura au temps t+∆t un nombre de neutrons donne´ par :
N(t+∆t) = N(t)−N(t)α∆t ,
le nombre de neutrons au temps t+∆t est le nombre de neutrons au temps t duquel
on soustrait le nombre de neutrons qui peuvent se de´sinte´grer dans le temps ∆t. Si
on re´arrange les termes et on passe a` la limite ∆t→ 0, on obtient :
(I.1.1) lim
∆t→0
N(t+∆t)−N(t)
∆t
:= N˙(t) = −N(t)α ,
1
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ou` N˙(t) = dN(t)dt (notation de Physiciens) : de´rive´e de N(t) par rapport au temps,
e´value´e a` l’instant t. C’est–a`–dire : le taux net de changement du nombre (moyen)
de neutrons est proportionnel au nombre de neutrons pre´sents, fois la probabilite´
de de´sinte´gration.
On veut maintenant de´terminer le nombre de neutrons a` un certain temps t1,
N(t1) ; pour cela il faudra re´soudre l’e´quation (I.1.1) mais il faudra aussi connaˆıtre
le nombre de neutrons pre´sents a` un certain temps t0, N(t0).
Si pour un certain t¯ ∈ [t0, t1) on a N(t¯) = 0 alors, puisque le nombre de
neutron ne peut que diminuer et puisque ce nombre doit eˆtre positif, on a forcement
N(t1) = 0. On peut donc supposer que pour tout t ∈ [t0, t1), N(t) > 0 et diviser
dans (I.1.1) par N(t) :
1
N(t)
dN(t)
dt
= −α ;
en utilisant la re`gle de de´rivation de fonction compose´e et la de´rive´e de la fonction
logarithme on peut reconnaˆıtre que : 1N(t)
dN(t)
dt =
d
dt (logN(t)). Si maintenant on
inte`gre (voir section suivante) la relation pre´ce´dente entre les instants de temps t0
et t1, on a :
log(N(t1))− log(N(t0)) = −α(t1 − t0) ,
et donc
N(t1) = N(t0)e
−α(t1−t0) .
2. Capital et inte´reˆt
Nous allons pre´senter maintenant un deuxie`me exemple pour nous diriger vers
une de´finition d’une e´quation diffe´rentielle.
Supposons de de´poser dans un banque une somme d’argent initiale, u0, a` un
certain temps t0, et supposons que la banque nous offre un taux d’inte´reˆt annuel
de p%. Nous pouvons assumer que la banque calcule les inte´reˆts duˆs a` la fin de
chaque e´che´ance, qui peut eˆtre une anne´e, un mois ou un jour. Dans tout cas
a` la fin de chaque e´che´ance notre capital est augmente´ graˆce aux inte´reˆts, donc
pendant l’e´che´ance successive les inte´reˆts sont calcule´s sur un montant d’argent
plus important.
Si nous appelons u(ti) l’argent pre´sent sur notre compte bancaire au de´but de
la i–e`me e´che´ance alors nous avons :
(I.2.1) u(ti+1) = u(ti) + pu(ti)∆t ,
c’est–a`–dire au temps ti+1 notre capital sera donne´ par le capital pre´sent au de´but
de l’e´che´ance pre´ce´dente, augmente´ par les inte´reˆts calcule´s pendant cette pe´riode,
e´tant ∆t = ti+1 − ti la dure´e entre deux e´che´ances successives.
Nous voudrons maintenant savoir re´pondre a` la question suivante : combien
d’argent aurons–nous dans un an ? Ou plus en ge´ne´rale dans un temps t quelconque.
Pour faire cela nous allons re´crire la relation (I.2.1) de fac¸on diffe´rente :
(I.2.2)
u(ti+1)− u(ti)
∆t
= pu(ti) ,
car ∆t 6= 0. Ensuite nous allons supposer que la dure´e des e´che´ances peut eˆtre de
plus en plus courte, mathe´matiquement nous allons faire tendre ∆t→ 0 pour avoir
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un taux instantane´ de croissance. Nous pouvons supposer que la limite lim∆t→0
u(ti+∆t)−u(ti)
∆t
existe finie, autrement dit que la fonction u(ti) soit de´rivable pour tout ti, alors :
(I.2.3)
du
dt
(ti) = lim
∆t→0
u(ti +∆t)− u(ti)
∆t
= pu(ti) ,
Supposons pour le moment que u(t) 6= 0 pour tout t, alors en divisant par ce
terme nous allons obtenir :
1
u(t)
du
dt
= p ,
et si nous utilisons l’identite´ suivante (de´rivation de fonction compose´e) :
d
dt
log u(t) =
1
u(t)
du
dt
,
nous pouvons conclure que :
d
dt
log u(t) = p .
Pour passer des de´rive´es aux fonctions il suffit d’inte´grer l’e´quation pre´ce´dente :∫ t
t0
d
dt
log u(s) ds =
∫ t
t0
p ds ,
en utilisant le the´ore`me fondamental du calcul inte´grale nous avons :
log u(t)− log u(t0) = p(t− t0) ,
et finalement
u(t) = u(t0)e
p(t−t0) .
Nous avons donc trouve´e une fonction qui nous permet de savoir combien d’ar-
gent nous aurons a` un temps t quelconque, en connaissant la quantite´ initiale u(t0).
Revenons sur l’hypothe`se u(t) 6= 0 pour tout t. S’il existait un t¯ pour lequel
u(t¯) = 0 alors, graˆce a` l’e´quation diffe´rentielle on aurait aussi u(t¯)′ = 0, c’est–a`–dire
u(t) constant, et puisque en t¯ la fonction vaut ze´ro, cette constante sera ze´ro. On
ve´rifie facilement que la fonction u(t) = 0 pour tout t, est bien une solution, mais
qui sera e´carte´e, car elle n’est pas compatible avec notre condition initiale.
Supposons maintenant de retirer a` chaque e´che´ance une quantite´ d’argent, b,
donc le taux de croissance instantane´ devient
(I.2.4) u˙ = pu− b ,
et nous nous posons toujours la meˆme question : savoir combien d’argent nous
aurons a` un certain temps t.
En suivant des ide´es similaires a` celles utilise´es pre´ce´demment nous re´crivons (I.2.4)
de la fac¸on suivante :
1
pu− b u˙ = 1 ,
et donc avec une inte´gration nous allons de´terminer une fonction u qui satis-
fait (I.2.4) :
u(t) =
b
p
+
(
u(t0)− b
p
)
ep(t−t0) .
Il faut distinguer trois cas :
(1) b < pu(t0) : on retire moins d’argent que celui produit par les inte´reˆts,
donc le capital augmente ; en fait la fonction u(t) est toujours positive ;
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(2) b > pu(t0) : on retire plus d’argent que celui produit par les inte´reˆts, le
capital de´croit. La fonction est positive entre t0 et un certain T > t0 et
ensuite toujours ne´gative, la valeur T peut eˆtre de´termine´e en imposant
la condition u(T ) = 0, qui va nous donner :
T = t0 + log
b/p
b/p− u(t0) .
(3) b = pu(t0) : on retire autant d’argent que celui produit par les inte´reˆts,
le capital reste constant, la fonction u(t) est re´duite a` une constante :
u(t) = b/p pour tout t.
3. Recherche des Primitives
Dans l’exemple pre´ce´dent un pas fondamental pour obtenir la solution a e´te´ la
recherche d’une fonction dont la de´rive´e e´tait connue (c’e´tait le cas du logarithme),
c’est–a` dire une primitive. C’est cela une des applications les plus importantes de
la the´orie des e´quations diffe´rentielles : on se donne une fonction f(x) et on cherche
une deuxie`me fonction F (x) telle que : F ′(x) = f(x) (on a ici utilise´ la notation
“des mathe´maticiens” 1, F ′(x) = dF (x)dx ). D’apre`s le cours de Calcul si f est une
fonction continue dans un intervalle (a, b) ⊂ R alors la fonction de´finie par :
F (x) =
∫ x
a
f(ξ) dξ pour tout x ∈ (a, b),
est continue, sa de´rive´ est continue dans (a, b) et ve´rifie pour tout x ∈ (a, b) la
relation F ′(x) = f(x). On remarque qu’on peut rajouter a` F (x) une quelconque
constante arbitraire, c, telle que la fonction Fc(x) = F (x) + c ait les meˆmes pro-
prie´te´s que la fonction F , notamment sa de´rive´e ve´rifie F ′c(x) = f(x), pour tout
x ∈ (a, b).
4. Chute des corps a` la surface de la terre
C¸a rele`ve de l’expe´rience quotidienne que, lorsqu’un corps est laisse´ libre proche
de la surface de la terre, il tombe (voir la “pomme de Newton”). Dans cette section
nous allons montrer comme les EDO peuvent donne une re´ponse a` la question
suivante : apre`s combien de temps un corps lance´ sur la vertical avec une vitesse
v0, tombe a` terre ?
Si avec la variable x nous mesurons les hauteurs a` partir de la surface de la,
alors la position du corps au temps t sera donne´ par x(t). Si la position du corps,
mesure´e entre deux instants de temps t1 < t2, varie, alors nous pouvons de´finir la
vitesse moyenne comme
(I.4.1) v¯t1,t2 =
x(t1)− x(t2)
t1 − t2 .
Si les deux mesures de position sont faites pour de temps de plus en plus proche
v¯t1,t2 tendra vers une valeur limite, la vitesse instantane´e au temps t1 :
(I.4.2) v(t1) = lim
t2→t1
x(t1)− x(t2)
t1 − t2 ,
1On utilisera souvent le point en haut,“˙”, pour indiquer la de´rive´ par rapport a` la variable
inde´pendante s’il s’agit du temps, par contre le symbole “ ′”sera pre´fe´re´ dans les autres cas. On
pourra aussi utiliser une lettre supe´rieure (k) pour de´noter la de´rive´e k–ie`me.
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cette limite n’est rien d’autre que la de´rive´e de la fonction position par rapport au
temps :
(I.4.3) v(t1) = lim
t2→t1
x(t1)− x(t2)
t1 − t2 ≡
dx
dt
∣∣∣
t=t1
≡ x˙(t1) .
De fac¸on similaire une variation de la vitesse implique une acce´le´ration non
nulle et donc :
(I.4.4) a(t1) = lim
t2→t1
v(t1)− v(t2)
t1 − t2 ≡
dv
dt
∣∣∣
t=t1
≡ v˙(t1) ≡ d
2x
dt2
∣∣∣
t=t1
≡ x¨(t1) .
D’apre`s la me´canique classique (voir Galile´e et Newton), tout corps de masse
m proche de la terre est soumis a` une force −mg dirige´e vers le centre de la terre,
ou` g = 9.8m/s2 est une constante universelle. De plus cette force entraˆıne une
variation d’acce´le´ration :
(I.4.5) ma = F ;
dans notre cas nous avons donc :
(I.4.6) mx¨(t) = −mg .
Pour re´soudre la question pose´e, a` savoir combien de temps faut–il avant que
le corps tombe par terre, il est e´vident que nous devons donner aussi l’hauteur de
laquelle le corps est lance´ et sa vitesse, c’est–a` dire il faut donner les conditions
initiales. Dans notre cas :
(I.4.7) x(0) = h et x˙(0) = v0 .
L’inte´gration de l’e´quation (I.4.6) est banale :
(I.4.8) x˙(t)− x˙(0) = −gt et ensuite x(t) − x(0) = x˙(0)t− g
2
t2 ,
Le temps cherche´ tˆ sera donc solution de :
(I.4.9) x(tˆ) = 0 ;
cette solution existe toujours, car la solution (I.4.8) repre´sente dans le plan temps–
position une parabole concave avec sommet d’ordonne´e positive. Quelques passages
d’alge`bre nous fournissent la solution :
(I.4.10) tˆ =
v0 +
√
v20 + 2gh
g
,
observons que des deux solutions de l’e´quation de deuxie`me degre´ (I.4.8) seulement
une est physiquement acceptable, l’autre correspond a` une e´volution du temps
contraire a` la fle`che du temps re´el.
5. Vers une de´finition
Les exemples des sections pre´ce´dentes nous montrent qu’une e´quation diffe´rentielle
est une relation fonctionnelle (c’est–a` dire une e´quation dont la solution est une
fonction et pas un nombre, par exemple) entre une fonction et sa (ses) de´rive´e(s).
Formellement on donne la de´finition suivante
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DE´FINITION 5.1 (e´quation diffe´rentielle ordinaire). Une e´quation diffe´rentielle
d’ordre n, entier positif, est une relation du type :
(I.5.1) F
(
t, f(t), f ′(t), f ′′(t), . . . , f (n)(t)
)
= 0 ,
entre la variable inde´pendante t, la fonction inconnue f(t) et ses de´rive´es successives
jusqu’a` l’ordre n, note´es par f (l)(t), l = 1, . . . , n.
Si on peut isoler la de´rive´e d’ordre plus grand et re´crire la relation comme :
(I.5.2) f (n)(t) = G
(
t, f(t), f ′(t), f ′′(t), . . . , f (n−1)(t)
)
,
on parlera de forme normale. On a ici conside´re´ le cas de fonctions a` valeurs dans
R, mais de fac¸on similaire on pourra conside´rer fonctions a` valeurs dans Rk.
L’adjectif ordinaire se re´fe`re au fait que la fonction inconnue ne de´pend que
de la variable t ; dans le cas de de´pendance de plusieurs variables et des de´rive´es
respectives on aura une e´quation aux de´rive´es partielles.
Dans la plupart des cas on conside´rera des E´quations Diffe´rentielles Ordinaires
(EDO dans la suite) en forme normale pour lesquelles il n’est pas restrictif de les
conside´rer seulement du premier ordre,
REMARQUE 5.2. Supposons d’avoir une EDO d’ordre n ≥ 2 (en forme nor-
male) :
f (n)(t) = F
(
t, f(t), f ′(t), f ′′(t), . . . , f (n−1)(t)
)
,
on va introduire la fonction vectorielle 2 u(t) = (u0(t), . . . , un−1(t))T, dont les
composantes sont les fonctions de´finies par :
u0(t) = f(t) , u1(t) = f
′(t) , . . . , un−1(t) = f (n−1)(t) .
Notre relation est donc e´quivalente a` l’e´quation diffe´rentielle vectorielle du premier
ordre :
u˙ =


u1(t)
u2(t)
...
F (t,u(t))

 := G (t,u(t)) ,
comme on peut aise´ment ve´rifier par calcul direct.
Si l’EDO ne de´pend pas explicitement de la variable inde´pendante on parlera
d’EDO autonome.
Les exemples des sections pre´ce´dentes nous permettent de mettre en e´vidence
deux faits fondamentaux. D’apre`s les exemples des paragraphes pre´ce´dents on re-
marque que pour connaˆıtre le nombre de neutrons/argent/position au temps t1,
il faut savoir combien de neutrons/argent/position–vitesse on avait a` un certain
temps t0 (conditions initiales). Par contre pour re´soudre le proble`me du § 3, on
n’a pas eu besoin de cette information ulte´rieure mais on a introduit une constante
arbitraire et on de´termine une famille de solutions.
DE´FINITION 5.3 (Solution). On conside`re la fonction vectorielle f(t,u) =
(f1(t,u), . . . , fn(t,u))
T des n + 1 variables re´elles (t,u) = (t, u1, . . . , un), de´finie
dans l’ouvert A ⊂ Rn+1 et l’EDO du premier ordre (vectorielle) suivante :
(I.5.3) u˙ = f(t,u) .
2Les vecteurs seront toujours, sauf avis diffe´rent, des vecteurs colonne.
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Une fonction y(t) = (y1(t), . . . , y(t)n)
T, de´finie dans un intervalle I ⊂ R, est une
solution de l’EDO (I.5.3) si :
(1) pour tout t ∈ I le point (t,y(t)) appartient a` A ;
(2) pour tout t ∈ I on a y˙ = f(t,y(t)).
Si maintenant on fixe les conditions initiales, on cherche donc parmi toutes les
solutions celles qui passent pour un point donne´, on a :
DE´FINITION 5.4 (Proble`me de Cauchy et sa forme inte´grale). On conside`re
l’EDO (I.5.3) et soit (t0,u0) un point dans A, la recherche d’une solution avec
condition initiale y(t0) = u0, est appele´ Proble`me de Cauchy (PdC dans la suite),
en formule :
(I.5.4)
{
u˙ = f(t,u)
u(t0) = u0 .
Soit la fonction f continue dans A ; une fonction y(t) est une solution de (I.5.4) si
et seulement si elle est une solution continue de l’ e´quation inte´grale :
(I.5.5) y(t) = u0 +
∫ t
t0
f(s,y(s)) ds .
En fait si y(t) est une solution continue de (I.5.5), de´finie dans un voisinage de
t0, alors on a y(t0) = u0 et en e´tant une primitive de f(t,y(t)) elle est continuˆment
de´rivable et y˙(t) = f(t,y(t)), donc elle est une solution de (I.5.4). Par contre si y(t)
est une solution continuˆment de´rivable de (I.5.4) de´finie dans un voisinage de t0,
en inte´grant entre t0 et t on obtient (I.5.5).
6. Conclusions
Dans ce Chapitre on a introduit le concept d’ e´quation diffe´rentielle ordinaire
et de Proble`me de Cauchy, nous avons aussi donne´ la de´finition de solution.
Dans le Chapitre II on verra qu’on peut de´terminer des conditions, assez faibles,
sur f suffisantes pour l’existence et l’unicite´ du PdC. Meˆme si ces re´sultats sont
puissants et ge´ne´raux “il ne servent pratiquement a` rien”si on cherche a` de´terminer
“explicitement”la (les) solution(s) du PdC. On devra donc conside´rer en de´tail
quelques cas particuliers, mais tre`s importants, ou` on puisse de´velopper une The´orie
aussi pour la recherche d’une solution, Chapitre V.
Dans l’exemple du nombre de neutrons on a re´solu un PdC avec une et une
seule solution, qui en plus est de´finie pour tout t (si on oublie la contrainte sur la
positivite´ du nombre de neutrons). Cela est une situation bien spe´ciale, on peut
tre`s bien exhiber des exemples, aussi simples que les pre´ce´dents, ou` il y a plusieurs
fonctions qui ve´rifient le PdC et/ou` la solution n’est pas de´finie pour tout t.
EXEMPLE 6.1 (Manque d’unicite´). On conside`re le PdC suivant :{
u˙ = 3u2/3
u(0) = 0 .
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On ve´rifie aise´ment que la fonction y1(t) = t
3 est une solution, mais aussi la
fonction y2(t) = 0, comme d’ailleurs toutes les fonctions ya,b(t) de´finies par :
ya,b(t) =


(t+ b)3 t < −b
0 −b ≤ t ≤ a
(t− a)3 t > a ,
avec a et b nombres re´els positifs.
–10
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Fig. 1. Manque de Unicite´ : diffe´rentes solutions du PdC ci–
dessus, y2,1(x) en pointille´ et y1(x) en trait plein.
EXEMPLE 6.2 (Existence locale). On conside`re le PdC suivant :{
u˙ = −u2
u(0) = −1 .
On ve´rifie aise´ment que la fonction y(t) = 1/(t−1) est une solution, qui est de´finie
seulement pour t < 1.
Dans les Chapitres II et III on conside´rera ces proble`mes avec plus de de´tails
en montrant sous quelles conditions on pourra avoir une solution unique et de´finie
dans le plus grand intervalle possible.
Dans beaucoup de situations une EDO est le re´sultat d’un mode`le qui doit
de´crire le comportement d’un certain syste`me re´el ; il peut arriver que le mode`le
de´pende de certains parame`tres ou bien que le mode`le ne soit qu’une premie`re ap-
proximation du phe´nome`ne re´el, donc on peut espe´rer qu’il soit “proche”du syste`me
que nous e´tudions. Une question importante est donc de savoir combien les solutions
de l’EDO obtenues avec le mode`le sont “proches”du comportement re´el et comment
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Fig. 2. Solution locale : exemple avec solution qui ne peut pas
eˆtre prolonge´e dans aucun intervalle contenant [0, 1].
ces solutions varient en changeant les parame`tres du mode`le. Ces questions seront
conside´re´es dans le Chapitre IV.
Le Chapitre VI sera entie`rement consacre´ a` l’e´tude du cas tre`s important des
EDO line´aires. Dans le Chapitre VII nous nous concentrerons sur les solutions
stationnaires (points d’e´quilibre) pour des EDO avec un inte´reˆt particulier pour le
cas a` deux variables. Finalement dans le Chapitre VIII les outils mis au point dans
l’avant dernier Chapitre seront applique´s pour e´tudier des simples dynamiques de
populations (pre´dateur–proie / espe`ces en compe´tition).
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Le proble`me de Cauchy.
Dans ce Chapitre nous allons conside´rer en de´tail le Proble`me de Cauchy (PdC
dans la suite) et de´terminer des conditions suffisantes pour assurer l’existence d’une
solution. Dans beaucoup d’applications (et aussi d’un point de vu the´orique) il est
tre`s important de de´montrer aussi l’unicite´ de la solution : si les solutions d’un PdC
de´crivent la position d’un corps a` un certain temps on voudrait eˆtre suˆrs que, pour
des conditions initiales donne´es, on trouvera le corps dans un e´tat bien pre´cis a` un
temps donne´.
Les deux re´sultats principaux que nous verrons sont re´sume´s dans les deux
The´ore`mes suivants :
THE´ORE`ME (Existence de Peano) Si f(t, u) 1 est continue dans un voisinage
du point (t0, u0), alors le Proble`me de Cauchy admet une solution t 7→ y(t) de´finie
dans un voisinage de t0.
et
THE´ORE`ME (Existence et unicite´ de Picard) Si f(t, u) est continue dans un
voisinage du point (t0, u0) et ve´rifie une condition de Lipschitz par rapport a` la
deuxie`me variable (voir De´finition 1.1), alors le Proble`me de Cauchy admet une
solution locale unique.
Meˆme si d’un point de vu logique il serait pre´fe´rable de conside´rer d’abord
le proble`me d’existence et apre`s le proble`me d’unicite´ des solutions du PdC, on
est amene´ a` inverser l’ordre logique et de re´soudre d’abord la deuxie`me question,
en rele´guant en Annexe comme mate´riel comple´mentaire la question d’existence.
Cela pour la “simple raison”que les outils ne´cessaires pour le The´ore`me d’existence
de´passent les limites de ce cours et le temps a` notre disposition.
REMARQUE Dans ce Chapitre il y a trois de´monstrations du The´ore`me de
Picard, deux valables pour le cas diffe´rentiable et une pour le cas analytique. Ce-
pendant il sera suffisant que le lecteur en connaisse la premie`re cfr. § 2, les deux
autres cfr. § 3 et § 4 sont laisse´es comme mate´riel comple´mentaire.
1. Existence et Unicite´ du PdC
Soit f(t, u) une fonction des variables re´elles (t, u), de´finie dans l’ouvert A ⊂ R2
et soit (t0, u0) un point dans A. Le re´sultat principal de cette section est la preuve
du The´ore`me d’existence et unicite´ duˆ a` Picard. Dans la suite on aura besoin de la
de´finition suivante :
1Pour alle´ger les notations on va conside´rer dans ce Chapitre les cas d’EDO scalaires, c’est–
a` dire fonctions a` valeurs dans R. On montrera cependant les modifications ne´cessaires pour
de´velopper une The´orie analogue dans le cas vectoriel.
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DE´FINITION 1.1 (Condition de Lipschitz). Soit f une fonction continue dans
A ouvert de R2 a` valeurs dans R. S’il existe une constante positive L, tel que :
(II.1.1) |f(t, u)− f(t, v)| ≤ L|u− v| ,
pour tout (t, u) et (t, v) dans A, alors on dit que f ve´rifie une condition de Lip-
schitz (de constante L) par rapport a` la deuxie`me variable (noter que t, la premie`re
variable est fixe).
Cette de´finition, qui peut paraˆıtre difficile a` ve´rifier est automatiquement sa-
tisfaite si la fonction d’une seule variable u 7→ f(t, u), ou` t est fixe, est continuˆment
de´rivable, dans ce cas on de´note par ∂f∂u (t, u) sa de´rive´e. En effet en utilisant le
The´ore`me de la valeur moyenne ou de Lagrange (voir § A.2) on obtient quelles que
soient (t, u) et (t, v) dans A, avec u < v :
f(t, u)− f(t, v) = ∂f
∂u
(t, ξ)(u − v) ,
pour un certain ξ ∈ (u, v), si on appelle L = max
∣∣∣∂f∂u (t, ξ)∣∣∣ (dont l’existence est
assure´ par la continuite´ de u 7→ ∂f∂u (t, u)), on conclut que :
|f(t, u)− f(t, v)| ≤ L|u− v| ,
pour tout (t, u) et (t, v) dans A.
On va maintenant pouvoir e´noncer avec tous les de´tails le principal The´ore`me
de ce Chapitre,
THE´ORE`ME 1.2 (Picard). Soit A ⊂ R2 ouvert et (t0, u0) ∈ A. Soient r1 et r2
deux re´els positifs tels que, de´note´ par I = (t0− r1, t0+ r1) et J = (u0− r2, u0+ r2)
les intervalles ouverts centre´s respectivement sur t0 et u0, on ait I × J ⊂ A. Soit
f(t, u) une fonction :
(1) continue pour tout (t, u) ∈ A ;
(2) ve´rifiant une condition de Lipschitz de constante L > 0 dans I × J ;
(3) il existe M > 0 tel que : |f(t, u)| ≤M pour tout (t, u) ∈ I × J .
Alors il existe r0, 0 < r0 ≤ r1, tel que le PdC
(II.1.2)
{
u˙ = f(t, u)
u(t0) = u0 .
admet une solution unique dans (t0 − r0, t0 + r0).
Le reste du Chapitre est de´voue´ a` la de´monstration de ce The´ore`me, vu son im-
portance on en donnera deux de´monstrations le´ge`rement diffe´rentes ; la premie`re est
obtenue en utilisant le The´ore`me du Point Fixe pour les application contractantes,
ce qui nous permettra d’introduire et e´tudier ce dernier re´sultat. Dans la section 4
nous donnerons une nouvelle de´monstration de ce re´sultat, valable seulement dans
le cas analytique, qui nous permettra d’introduire et utiliser la me´thode des se´ries
majorantes.
On remarque que la condition I × J ⊂ A peut eˆtre toujours ve´rifie´e en prenant
r1 et r2 suffisamment petits et en utilisant le fait que A est ouvert.
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Fig. 1. Ge´ome´trie pour le The´ore`me de Picard.
2. Premie`re de´monstration du The´ore`me d’existence et unicite´
Cette de´monstration du The´ore`me d’existence et unicite´ nous donnera l’oppor-
tunite´ d’introduire et de´monter le The´ore`me de Contractions. On commence par
e´crire le PdC dans son e´quivalente formulation inte´grale :
(II.2.1) u(t) = u0 +
∫ t
t0
f(s, u(s)) ds ,
et on remarque que le The´ore`me est de´montre´ si on prouve que l’ e´quation inte´grale (II.2.1)
a une unique solution continue de´finie pour t ∈ (t0 − r0, t0 + r0). Pour cela on va
introduire une application F , qui a` une fonction continue, v(t), associe la fonction
F(v)(t) de´finie par :
(II.2.2) F(v)(t) = u0 +
∫ t
t0
f(s, v(s)) ds .
Donc l’ e´quation inte´grale (II.2.1) a une unique solution continue si il existe une
unique fonction continue y(t) telle que : F(y)(t) = y(t), c’est–a` dire que l’application
F admet une seul point fixe.
Le The´ore`me des Contractions est un puissant outil qui sous des conditions
assez ge´ne´rales nous permet de de´montrer l’existence et l’unicite´ d’un point fixe pour
une application contractante. On va donc arreˆter la de´monstration, pour introduire
et prouver ce re´sultat, et apre`s on finira la preuve du The´ore`me avec ce nouveau
outil.
2.1. The´ore`me des Contractions. On conside`re un espace me´trique (X, d)
(voir § A.4) et une fonction F : X → X , on introduit la de´finition suivante :
DE´FINITION 2.1 (Contraction). S’il existe une constante re´elle 0 < α < 1,
telle que pour tout couple (x, y) ∈ X ×X on ait :
d(F (x), F (y)) ≤ αd(x, y) ,
alors on dit que F est une contraction, ou application contractante.
On a tout de suite le re´sultat suivant
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PROPOSITION 2.2. Une contraction est continue.
De´monstration. Soit α la constante de contraction de F , alors pour tout
ǫ > 0 on peut prendre δ = ǫ/α et pour tout (x, y) ∈ X ×X tels que d(x, y) < δ 2,
alors
d(F (x), F (y)) ≤ αd(x, y) < αδ = ǫ .
D’ou` la continuite´. 
REMARQUE 2.3. On a de´montre´ plus que la continuite´, on a de´montre´ la conti-
nuite´ uniforme : ǫ est inde´pendant de x et y.
Une contraction ve´rifie une condition de Lipschitz de constante strictement plus
petite que 1.
On peut maintenant e´noncer le re´sultat
THE´ORE`ME 2.4 (Des contractions). Soit (X, d) un espace me´trique complet et
soit F : X → X une contraction. Alors il existe un seul point x¯ ∈ X tel que
F (x¯) = x¯ ,
c’est–a` dire x¯ est un point fixe de F . De plus x¯ est un attracteur : pour tout x ∈ X
alors 3 F ◦n(x)→ x¯ quand n→∞.
De´monstration. Soit x0 un point arbitraire de X , si F (x0) = x0 on a trouve´
le point fixe et on pourra passer a` la preuve de son unicite´. Autrement si F (x0) 6= x0
on de´finit la suite : x1 = F (x0), x2 = F (x1), en formule xn = F
◦n(x0). On va
mesurer la distance (voir note nume´ro 2 a` page 14) entre deux points successifs
dans la suite, donc pour tout entier positif n on a :
d(xn+1, xn) = d(F
◦(n+1)(x0), F ◦n(x0)) ≤ αd(F ◦n(x0), F ◦(n−1)(x0)) = αd(xn, xn−1) ,
et donc par induction :
d(xn+1, xn) ≤ αnd(x1, x0) .
Si on prend un deuxie`me entier positif m > n, on a
d(xm+1, xn) ≤
m∑
k=n
d(xk+1, xk) ≤ d(x1, x0)
m∑
k=n
αk ,
et finalement avec α < 1 pour le calcul explicite de la somme)
d(xm+1, xn) ≤ d(x1, x0) α
n
1− α .
Cette dernie`re relation implique que la suite (xn)n≥0 est de Cauchy 4 dans (X, d)
et donc puisque (X, d) est complet la suite est convergente (voir § A.4), il existe
donc x¯ ∈ X tel que xn → x¯ pour n→∞.
Il nous reste a` prouver que x¯ est un point fixe de F et qu’il est le seul. Par la
continuite´ de F on a F (limn→∞ xn) = limn→∞ F (xn) et donc :
F (x¯) = F ( lim
n→∞
xn) = lim
n→∞
F (xn) = lim
n→∞
xn+1 = x¯ .
2 Puisque l’espace de de´part et l’espace d’arrive´ sont les meˆmes,X, on peut utiliser la me´trique
d pour mesurer soit les distances entre les points que entre leurs images par F .
3F ◦n(x) est la composition de F , n–fois avec elle meˆme, e´value´ sur le point x : F ◦n(x) =
F
`
F ◦(n−1)(x)
´
.
4De`s que n est assez grand, le terme αn/(1 − α) peut eˆtre rendu plus petit que tout ǫ > 0
fixe´ a` priori.
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Si maintenant on suppose qu’il existe un deuxie`me point fixe pour F , xˆ 6= x¯, on va
montrer une contradiction et donc l’unicite´ du point fixe. On a
d(x¯, xˆ) = d(F (x¯), F (xˆ)) ≤ αd(x¯, xˆ) ,
mais α < 1, donc cette relation est possible si et seulement si d(x¯, xˆ) = 0, c’est–a`
dire xˆ = x¯, absurde.
Puisque x0 est un point ge´ne´rique dans X on a aussi montre´ que pour tout
point de X , les ite´re´s de F e´value´s sur ce point convergent vers x¯. 
Dans la suite on aura besoin du suivant re´sultat
PROPOSITION 2.5. Soit (X, d) un espace me´trique complet et F : X → X
une fonction continue. Si pour un certain entier positif m la fonction F ◦m est une
contraction, alors il existe un unique point fixe pour F , qui est un attracteur.
De´monstration. Soit x¯ le point fixe attractif de F ◦m, qui existe et est unique
pour le The´ore`me 2.4. Pour tout entier positif, n, il existe des entiers k et l avec
k ≥ 0 et 0 ≤ l < m tels que : n = km + l. Soit x0 ∈ X quelconque, on indique
par xl = F
◦l(x0), avec 0 ≤ l < m. Puisque x¯ est un attracteur pour F ◦m on a
[F ◦m]◦k (xl) → x¯ quand k → ∞ pour 0 ≤ l < m. Mais [F ◦m]◦k (xl) = F ◦n(x0) et
puisque n→∞ si et seulement si k →∞ (m et donc l, sont fixe´s), on a prouve´ que
pour tout x0 ∈ X , alors F ◦n(x0) → x¯, c’est–a` dire x¯ est un attracteur aussi pour
F .
On va maintenant montrer que x¯ est l’unique point fixe pour F , la de´monstration
est faite de la meˆme fac¸on que dans le The´ore`me 2.4, et la continuite´ joue un roˆle
fondamental (diffe´remment du The´ore`me 2.4 on ne sait pas que F est une contrac-
tion et donc il faut assumer la continuite´ pour F ). Sur une ligne :
x¯ = lim
n→∞
F ◦n (F (x)) = lim
n→∞
F ◦(n+1) (x) = F ( lim
n→∞
F ◦n(x)) = F (x¯) .

2.2. Suite et Fin de´monstration The´ore`me existence et unicite´. On
fixe l’intervalle I0 = (t0 − r0, t0 + r0), avec r0 < min{r1, r2/M} et on va de´finir
l’espace des fonctions continues sur I0 qui soient r2–proches de la fonction constante
u0 dans la norme (voir § A.4) du sup : X = {u ∈ C(I0) : ||u− u0||∞ ≤ r2}.
C(I0) est un espace complet (voir Exemple A.4.3) et X est un sous ensemble
ferme´ (graˆce a` l’ine´galite´ large ≤ dans sa de´finition) de C(I0) donc il est complet.
On va maintenant monter que F , de´finie dans (II.2.2), ve´rifie :
(1) F(X) ⊂ X ;
(2) il existe m entier positif, tel que F◦m est une contraction ;
a` ce point on peut utiliser le The´ore`me des Contractions 2.4 et conclure qu’il existe
une unique fonction dans X , donc continue et de´finie sur I0, telle que F(u) = u,
c’est–a` dire une unique solution du PdC.
Soit donc t ∈ I0 et ψ ∈ X , F(ψ)(t) est continue en e´tant de´finie comme inte´grale
de la composition d’une fonction continue f(s, u) avec une fonction continue ψ :
F (X) ⊂ C(I0) ; de plus
|F(ψ)(t)− u0| =
∣∣∣ ∫ t
t0
f(s, ψ(s)) ds
∣∣∣ ≤Mr0 ,
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ou` on a borne´ f avec son maximum M sur I × J , mais Mr0 < r2, par de´finition de
r0, donc en prenant le supremum sur t ∈ I0 on a ||F(ψ) − u0||∞ ≤ r2, c’est–a` dire
F (X) ⊂ X .
Pour ve´rifier la proprie´te´ 2 on montre que pour tout ψ1 et ψ2 dans X et tout
n entier positif on a :
(II.2.3) |F◦n(ψ1)(t) −F◦n(ψ2)(t)| ≤ L
n|t− t0|n
n!
||ψ1 − ψ2||∞ ∀t ∈ I0 .
Cette relation est de´montre´e par re´currence (voir § A.1) sur n ; si n = 0 elle est
banale, on suppose qu’elle soit vraie pour n > 0 et on la de´montre pour n+ 1 :
|F◦(n+1)(ψ1)(t)−F◦(n+1)(ψ2)(t)| ≤
∫ t
t0
∣∣∣f (s,F◦n(ψ1)(s))− f (s,F◦n(ψ2)(s)) ∣∣∣ ds ,
puisque F◦n(X) ⊂ X pour tout n, on peut utiliser la condition de Lipschitz pour
f et l’hypothe`se d’induction :
≤
∫ t
t0
L
∣∣∣F◦n(ψ1)(s)−F◦n(ψ2)(s)∣∣∣ ds ≤ L
∫ t
t0
Ln|s− t0|n
n!
||ψ1 − ψ2||∞ ds .
Une inte´gration nous permet de conclure :
|F◦(n+1)(ψ1)(t)−F◦(n+1)(ψ2)(t)| ≤ L
(n+1)|t− t0|(n+1)
(n+ 1)!
||ψ1 − ψ2||∞ .
La relation (II.2.3) nous permet de affirmer que pour n assez grand F◦n est
une contraction. Donc pour la Proposition 2.5 F admet un unique point fixe dans
X , qui re´sulte eˆtre la solution du PdC.
REMARQUE 2.6 (Cas vectoriel). Le The´ore`me des contractions est valable pour
un espace me´trique complet ge´ne´ral. Donc si on de´finit Ξ = {u ∈ C(I0) : ||u −
u0||∞ ≤ r2}, espace des fonctions continues et borne´es a` valeurs dans Rk, pour
un certain k ∈ N, r2–proche du vecteur constant u0, et on de´montre une relation
similaire a` la (II.2.3) avec une norme au lieu de la valeur absolue, on peut adapter
la meˆme de´monstration pour le cas vectoriel.
3. Deuxie`me de´monstration du The´ore`me d’existence et unicite´
Encore une fois on conside`re le PdC (II.1.2) dans sa formulation inte´grale
e´quivalente :
(II.3.1) u(t) = u0 +
∫ t
t0
f(s, u(s)) ds ,
et on de´finit par re´currence la suite de fonctions (yk(t))k≥0 telles que : y0(t) = u0
et pour tout k ≥ 1
(II.3.2) yk(t) = u0 +
∫ t
t0
f(s, yk−1(s)) ds ∀t ∈ I .
On veut de´montrer que la suite (yk)k≥0 converge vers une fonction y qui sera la
seule solution du PdC version inte´grale (II.3.1) et donc du PdC (II.1.2).
Puisque la proprie´te´ Lipschitz de f est valable seulement dans I × J , et qu’on
voudra l’utiliser dans la suite, on impose une premie`re restriction sur la taille de
l’intervalle temporel. Il faut donc controˆler que pour tout k ≥ 0 et t ∈ I on ait
yk(t) ∈ J , c’est–a` dire : |yk(t)−u0| < r2. On affirme que le choix t ∈ (t0−r0, t0+r0),
version 7 mai 2008 Timoteo Carletti
Chapitre II p. 17
avec r0 < min{r1, r2/M}, s’ave`re convenable. On va le ve´rifier par re´currence (voir
§ A.1) sur k. Pour k = 1 on a :
|y1(t)− u0| ≤
∫ t
t0
|f(s, u0)| ds ≤M |t− t0| ,
et donc avec le choix de r0, on conclut |y1(t)− u0| < r2 pour tout |t− t0| < r0. On
va supposer maintenant l’affirmation vraie pour k > 1 et on la de´montrera pour
k + 1. Par de´finition
|yk+1(t)− u0| ≤
∫ t
t0
|f(s, yk(s))| ds ≤M |t− t0| ,
ou` la dernie`re estimation a e´te´ faite car (par induction) |yk(t) − u0| < r2, pour
tout |t − t0| < r0 ≤ r1, donc f est e´value´e dans un domaine ou` M est une borne
supe´rieure pour f . On peut donc conclure que : |yk+1(t)− u0| < r2.
3.1. Une majoration. On aura besoin de l’estimation suivante :
(II.3.3) |yk+1(t)− yk(t)| ≤M L
k
(k + 1)!
|t− t0|k+1 ,
pour tout k ≥ 0 et t ∈ I. Elle sera de´montre´e par re´currence sur k.
La relation (II.3.3) est vraie pour k = 0 puisque par de´finition de y1(t) et y0(t)
on a :
|y1(t)− y0(t)| =
∣∣∣ ∫ t
t0
f(s, u0) ds
∣∣∣ ≤M |t− t0| .
On la suppose (II.3.3) vraie pour un certain k > 0 et on va de´montrer qu’elle est
vraie pour k + 1 aussi. On va donc estimer
|yk+1(t)−yk(t)| =
∣∣∣ ∫ t
t0
[f(s, yk(s))− f(s, yk−1(s))] ds
∣∣∣ ≤ ∫ t
t0
∣∣∣f(s, yk(s))−f(s, yk−1(s))∣∣∣ ds ,
en introduisant la condition de Lipschitz pour f on a :
|yk+1(t)− yk(t)| ≤
∫ t
t0
L|yk(s)− yk−1(s)| ds ,
et maintenant la condition (II.3.3) valable pour k nous permet d’estimer le terme
inte´grant :
|yk+1(t)− yk(t)| ≤
∫ t
t0
L
Lk−1
k!
|s− t0|k ds ,
d’ou` on obtient la the`se pour k + 1 avec une inte´gration.
3.2. Suite et fin. La se´rie de fonctions
∑+∞
k=0 [yk+1(t)− yk(t)] converge en
norme 5 pour tout t ∈ (t0 − r1, t0 + r1). En effet pour tout t ∈ (t0 − r1, t0 + r1) en
utilisant (II.3.3) on obtient :
||yk+1 − yk||∞ ≤M L
krk+11
(k + 1)!
,
5Une se´rie a` valeur dans un espace de Banach,
P
n≥0 xn, converge en norme si converge la
se´rie des normes :
P
n≥0 ||xn|| < +∞. Voir aussi § A.4
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ou` on a introduit la norme uniforme pour les fonctions continues (voir § A.4), d’ou`
l’estimation∣∣∣∣∣∣ +∞∑
k=0
[yk+1(t)− yk(t)]
∣∣∣∣∣∣
∞
≤
+∞∑
k=0
||yk+1 − yk||∞ ≤
∞∑
l≥1
M
L
(Lr1)
l
l!
=
M
L
(
eLr1 − 1) ,
et la convergence pour t ∈ I.
Cependant pour tout n ≥ 1 on peut e´crire
yn(t) = u0 +
n−1∑
k=0
[yk+1(t)− yk(t)] ,
donc la suite (yn)n≥1 converge uniforme´ment vers une fonction continue 6, ici ap-
pele´e y(t). Que la convergence soit uniforme peut eˆtre de´montre´ de la fac¸on sui-
vante : pour tout ǫ > 0 il existe N > 0 tel que pour tout t ∈ (t0 − r0, t0 + r0) et
pour tout n > N on a (en utilisant (II.3.3) dans (t0 − r0, t0 + r0)) :
|yn(t)− y(t)| ≤ ||yn(t)− y(t)||∞ ≤ M
L
∑
j≥k
(Lr0)
j
j!
.
La somme a` droite est le reste de la somme pour la fonction exponentielle et donc 7
|yn(t)− y(t)| ≤ M
L
(Lr0)
n
n!
eLr0 ,
et si n > N on a |yn(t)−y(t)| < ǫ pour tout t ∈ (t0−r0, t0+r0). D’ou` la convergence
uniforme.
Si maintenant on passe a` la limite sur k dans (II.3.2) on obtient (par continuite´
de f)
y(t) = u0 +
∫ t
t0
f(s, y(s)) ds ,
c’est–a` dire y est solution du PdC dans sa formulation inte´grale et donc du PdC (II.1.2).
Puisque la limite, si elle existe, est unique, on a aussi de´montre´ l’unicite´ de la solu-
tion du PdC.
4. Troisie`me de´monstration du The´ore`me d’existence et unicite´ : cas
analytique
Dans cette section on va donner une de´monstration du The´ore`me d’existence
et unicite´ du PdC valable seulement dans le cas analytique, le but de cette nouvelle
version est donc seulement didactique et c¸a va nous permettre d’apprendre l’usage
d’une me´thode tre`s importante dans beaucoup d’applications : me´thode des se´ries
majorantes.
On va donc conside´rer le PdC
(II.4.1)
{
u˙ = f(t, u)
u(t0) = u0 .
6La limite d’une suite de fonctions continues qui convergent uniforme´ment est une fonction
continue, voir Exemple A.4.3.
7Par le The´ore`me de Taylor avec reste en forme diffe´rentielle : ex −
Pk−1
j=0
xj
j!
= x
k
k!
eξ pour
un certain 0 < ξ < x.
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ou` f est une fonction analytique dans un ouvert A ⊂ R2 et (t0, u0) ∈ A ; on rappelle
ici que une fonction analytique peut eˆtre e´crite dans un certain voisinage de (t0, u0)
comme se´ries de puissances convergente (dans ce voisinage) :
f(t, u) =
∑
n≥0 ,m≥0
fnm(t− t0)n(u − u0)m ,
en plus ils existent trois constantes positives a, b et c telles que :
(II.4.2) |fnm| ≤ canbm ∀(n,m) ∈ N2 .
On va maintenant chercher la solution du PdC, y(t), sous forme de se´ries de
puissances en t− t0 :
y(t) =
∑
l≥0
yl(t− t0)l .
On fera d’abord un calcul formel, c’est–a` dire on effectuera des ope´rations (comme
de´rivation d’une se´ries et composition de fonctions, sans pouvoir les justifier a` priori,
et seulement a` la fin de la de´monstration on saura que toutes les ope´rations e´taient
admises graˆce a` la proprie´te´ d’analyticite´ qu’on de´montrera.
La de´rive´e de y peut eˆtre calcule´e comme :
(II.4.3)
d
dt
y(t) =
∑
l≥1
l yl(t− t0)l−1 ,
et la condition initiale : y(t0) = u0, qui implique y0 = u0.
Si y(t) e´tait une fonction analytique, alors aussi f(t, y(t)) serait une fonction
analytique (e´tant composition de fonctions analytiques). On va faire “comme si”c¸a
e´tait vrai et on de´veloppe f(t, y(t)) en puissances de t− t0 et on regroupe les termes
avec la meˆme puissance de t− t0 :
(II.4.4)
f(t, y(t)) =
∑
n≥0 ,m≥0
fnm(t− t0)n (y(t)− u0)m
=
∑
n≥0 ,m≥0
fnm(t− t0)n

∑
l≥1
yl(t− t0)l


m
= f00 + (t− t0) (f10 + f01y1) + (t− t0)2
(
f20 + f11y1 + f01y2 + f02y
2
1
)
+ . . . .
Dans cette dernie`re e´quation les coefficients (ym)m≥1 sont inconnus, on va donc
les de´terminer en imposant que y soit une solution : on e´galise les relations (II.4.3)
et (II.4.5). En imposant que les coefficients devant les meˆmes puissances de t − t0
soient e´gaux on trouve :
(II.4.5)
y1 = f00
y2 =
1
2
(f10 + f01y1) =
1
2
(f10 + f01f00)
y3 =
1
3
(
f20 + f11y1 + f01y2 + f02y
2
1
)
=
1
3
[
f20 + f11f00 + f01
1
2
(f10 + f01f00) + f02f
2
00
]
y4 = . . . .
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On peut de´monter (par induction) que pour tout l, yl est un polynoˆme a` coefficients
rationnels positifs dans les variables (fnm)0≤n≤l−1,0≤m≤l−1 que l’on va appeler
pl(fnm).
Il nous reste a` ve´rifier que y(t) = u0+
∑
l≥1 yl(t−t0)l avec yl donne´s par (II.4.5)
est bien une fonction analytique, c’est–a` dire que cette se´ries est convergente dans un
certain voisinage de t0, c’est maintenant qu’on va introduire les se´ries majorantes.
Une se´rie majorante pour f(t, u) est une se´rie, F (t, u) =
∑
n≥0,m≥0 Fnm(t−t0)n(u−
u0)
m, a` coefficients positifs, tels que pour tout n et m on ait :
|fnm| ≤ Fnm ,
en symboles on e´crit f ≺ F . Graˆce a` la condition (II.4.2) d’analyticite´ sur f une se´rie
majorante pour f est donne´e par : F (t, u) =
∑
n≥0,m≥0 ca
nbm(t − t0)n(u − u0)m.
Cette se´rie peut eˆtre somme´e (dans |t− t0|a < 1 et |u− u0|b < 1) et sa somme est
la fonction c(1−a(t−t0))(1−b(u−u0)) .
On conside`re maintenant le PdC avec meˆme condition initiale et fonction
F (t, u) :
(II.4.6)
{
u˙ = F (t, u)
u(t0) = u0 ;
et on affirme que si Y (t) est sa solution formelle, alors elle est une se´rie majorante
pour la solution y(t) du PdC (II.4.1) : y ≺ Y . En effet si on cherche la solution de
la forme Y (t) = u0 +
∑
l≥1 Yl(t − t0)l et on repe`te les meˆmes passages faits pour
y(t), on obtient
Y1 = F00
Y2 =
1
2
(F10 + F01F00)
Y3 =
1
3
[
F20 + F11F00 + F01
1
2
(F10 + F01F00) + F02F
2
00
]
Y4 = . . . ,
de plus on peut de´monter que pour tout l ≥ 1, Yl est donne´e par le meˆme polynoˆme a`
coefficients rationaux positifs que yl mais dans les variables (Fnm)0≤n≤l−1,0≤m≤l−1.
Finalement pour tout l ≥ 1 on a :
|yl| = |pl(fnm)| ≤ pl(|fnm|) ≤ pl(Fnm) = Yl ,
la premie`re ine´galite´ est due a la positivite´ des coefficients de pl, et la deuxie`me au
fait que f ≺ F , on a donc prouve´ que y ≺ Y .
Le PdC (II.4.6) a une solution explicite, comme montre´ dans § 4.1 :
Y (t) = u0 +
1
b
(
1−
√
1 +
2bc
a
log(1− a(t− t0))
)
,
qui est analytique pour |t− t0| < 1a
(
1− e a2bc ) (intervalle temporel ou` la racine est
bien de´finie). Cela implique que la solution formelle y(t) est analytique dans le meˆme
domaine et ici on a l’estimation y(t) ≤ u0 + 1b
(
1−
√
1 + 2bca log(1 − a(t− t0))
)
.
REMARQUE 4.1 (Dimension supe´rieure a` 1). Cette de´monstration peut eˆtre
adapte´e tre`s simplement au cas d’un PdC en dimension quelconque, et a` bien voir
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c¸a est effectivement une des raisons de l’importance de la me´thode des se´ries majo-
rantes. La premie`re remarque est qu’il faut travailler maintenant avec des fonctions
a` valeurs vecteurs et cela complique les formules puisque il faut tenir en compte
toutes les composantes.
La deuxie`me remarque est que une fonction analytique des plusieurs variables,f(x),
x = (x1, . . . , xd), peut eˆtre e´crite comme se´rie de puissances :
f(x) =
∑
n1,...,nd≥0
fn1,...,ndx
n1
1 . . . x
nd
d ,
et une estimation similaire a` la (II.4.2) est toujours valable. La composition de fonc-
tions analytiques donne encore une fonction analytique, seulement la formule (II.4.5)
va eˆtre plus complique´e vu le nombre plus grand de variables par rapport aux quelles
il faut de´velopper.
La partie restante de la de´monstration est exactement la meˆme, y comprise la
de´finition de se´rie majorante vectorielle sauf introduire une norme au lieu de la
valeur absolue.
4.1. Recherche de la solution explicite pour (II.4.6). On conside`re l’EDO :
u˙ = c
1
1− a(t− t0)
1
1− b(u− u0) ,
qui re´sulte a` variables se´parables (voir § V.3) et donc elle peut eˆtre re´solue par
quadratures : ∫ u
u0
(1− b(u− u0)) du = c
∫ t
t0
dt
1− a(t− t0) .
Ces inte´grales sont e´le´mentaires :
(u− u0)− b
2
(u− u0)2 = − c
a
log [1− a(t− t0)] ,
on va re´soudre l’e´quation pre´ce´dente par rapport a` u (e´quation du deuxie`me de´gre´
dans la variable u) :
u(t) = u0 +
1
b
(
1−
√
1 +
2bc
a
log(1− a(t− t0))
)
.
5. Re´gularite´ des solutions du PdC
On a vu que si f est continue (et Lipschitz dans la deuxie`me variable) alors la
solution du PdC est C1(I0), c’est–a` dire elle est continue et avec de´rive´e premie`re
continue.
Si f est plus re´gulie`re alors la solution du PdC aussi, sera plus re´gulie`re. Plus
pre´cise´ment si f ∈ Ck alors la solution sera Ck+1(I0). On peut de´montrer cela par
re´currence sur l’ordre de re´gularite´ k. Pour k = 0 on connaˆıt de´ja` le re´sultat, on va
assumer cela vrai pour k et on le de´montre pour k+1. Soit donc f ∈ Ck+1 et u une
solution de u˙ = f(t, u), puisque f est aussi f ∈ Ck, par hypothe`se d’induction u est
Ck+1. La fonction compose´e f(t, u(t)) est Ck+1 (en e´tant composition de fonctions
Ck+1), mais u˙ = f(t, u(t)), donc u ∈ Ck+2.
Si f ∈ C∞, infiniment de´rivable avec toutes de´rive´es continues, alors u ∈ C∞.
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6. Conclusions
Dans ce Chapitre on a montre´ (de trois fac¸ons diffe´rentes) que le Proble`me de
Cauchy admet une solution unique si la fonction f est assez re´gulie`re. Quelle que
soit la re´gularite´ la solution est, en ge´ne´ral, seulement locale (voir Exemple I.6.2).
Dans le Chapitre III on e´tudiera la question de prolongeabilite´ des solutions et sous
quelles hypothe`ses on aura des solutions de´finies pour tout temps.
La me´thode de Picard est puissante pour de´montrer l’existence des solutions
mains elle n’est point utile pour de´terminer les solutions explicites et/ou pour une
e´tude qualitative. On a donc besoin d’ e´tudier des me´thodes qui vont nous permettre
(he´las seulement dans certains cas, ne´anmoins tre`s fre´quents dans les applications
et donc utiles) de trouver une solution explicite. Cela sera le but des Chapitre V
et Chapitre VI. L’ e´tude qualitative des solutions sera e´tudie´e dans un cas simple
(voisinage d’une solution d’ e´quilibre) dans le Chapitre VII, et avec beaucoup plus
de de´tails dans le Cours de Master 1 The´orie Qualitative des Syste`mes Dynamiques.
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CHAPITRE III
Prolongement des solutions.
Dans ce Chapitre on va aborder et re´soudre une question laisse´e ouverte dans le
Chapitre II, a` savoir la question de prolongeabilite´ des solutions. Le The´ore`me II.1.2
nous permet de de´montrer l’existence d’une solution de´finie dans un voisinage de la
condition initiale t0, I0 = (t0−r0, t0+r0). On a de´ja` vu des exemples ou` la solution
n’est pas de´finie pour tout t re´el, cependant on peut espe´rer pouvoir prolonger la so-
lution donne´e par le pre´ce´dent The´ore`me dans des intervalles contenants l’intervalle
I0, jusqu’a` obtenir une solution de´finie sur l’intervalle le plus grand possible.
Encore une fois pour simplifier les notations on ne conside´rera explicitement
que le cas scalaire, c’est–a` dire dimension n = 1, mais toute la the´orie peut eˆtre
e´tendue au cas multidimensionnel.
1. De´finitions et The´ore`me d’existence
On remarque que dans tout ce Chapitre on va supposer ve´rifie´es les conditions
du The´ore`me II.1.2, c’est–a` dire existence et unicite´ locale des solutions.
DE´FINITION 1.1 (Prolongement et Solution Maximale). On conside`re l’EDO
u˙ = f(t, u) et u1(t) et u2(t) deux solutions de´finies, respectivement, dans les in-
tervalles I1 = (a1, b1) et I2 = (a2, b2). On appellera u2 un prolongement de u1
si :
(1) I1 ⊂ I2 ;
(2) u1(t) = u2(t) pour tout t ∈ I1.
Une solution qui n’admet aucun prolongement sera dite maximale.
u (t)2
u (t)1
I1
I2
t
u
Fig. 1. De´finition de prolongement : u2 prolonge u1 au dela` de I1.
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EXEMPLE 1.2. Conside´rons le PdC{
u˙ = −2t2u2
u(0) = −1 ;
dont la fonction y(t) = 1t2−1 , de´finie pour |t| < 1, est une solution (de´montrez-
le ou bien ve´rifiez–le). Cette solution est maximale, puisque elle n’admet pas de
prolongement contenant |t| ≤ 1.
On observe que la condition 2 peut eˆtre affaiblie (si comme nous supposons
les conditions d’existence et unicite´ sont ve´rifie´es) en demandant que u1(t) et u2(t)
co¨ıncident en un point de I1, comme le Lemme suivant nous montre.
LEMME 1.3. Soient u1(t) et u2(t) deux solutions de l’EDO, u˙ = f(t, u) de´finies
dans l’intervalle I = (a, b). Si il existe un point t¯ ∈ I tel que : u1(t¯) = u2(t¯), alors
u1 ≡ u2 dans I.
De´monstration. On conside`re se´pare´ment les cas t > t¯ et t < t¯. Soit E
l’ensemble des points de (t¯, b) ou` u1 6= u2. On suppose par absurde que E ne soit
pas vide et on appelle t0 = inf E ; clairement on a t¯ ≤ t0 < b et u1(t0) = u2(t0).
Cela est banal si t¯ = t0, par contre si t¯ < t0 le re´sultat suit de la continuite´ des
solutions et de l’ e´galite´ u1(t) = u2(t) pour t¯ ≤ t < t0.
On conside`re maintenant le PdC avec donne´ initiale (t0, u1(t0)) :{
u˙ = f(t, u)
u(t0) = u1(t0) ;
pour le The´ore`me II.1.2 il existe une solution unique dans I, voisinage de t0, donc
les deux solutions u1 et u2 doivent co¨ıncider : u1 ≡ u2 dans I. Ce qui est en
contradiction avec : u1(t) = u2(t) pour t¯ ≤ t ≤ t0 et u1(t) 6= u2(t) pour t > t0.
On conclut que E doit eˆtre vide, c’est–a` dire il n’y a pas de points dans (t¯, b) ou`
u1 6= u2, donc u1 ≡ u2 dans (t¯, b).
De la meˆme fac¸on on montre que u1 ≡ u2 dans (a, t¯) et la preuve du Lemme
est conclue. 
Cela nous permet d’affirmer que deux solutions du meˆme PdC, de´finies dans
des intervalles diffe´rents co¨ıncident sur l’intersection des deux intervalles.
COROLLAIRE 1.4. Soient u1 et u2 deux solutions d’un PdC de´finies respecti-
vement dans I1 et I2. Si I1 ⊂ I2 alors u2 est un prolongement de u1.
Le re´sultat suivant permet de re´pondre a` la question fondamentale : toute EDO
admet–elle une solution maximale ?
THE´ORE`ME 1.5 (Existence de solutions maximales). Chaque solution u(t) de
l’EDO, u˙ = f(t, u), admet un prolongement maximal.
De´monstration. On appelle Iu l’intervalle dans lequel la solution u(t) est
de´finie. Soit U l’ensemble de tous les prolongements de u, chaque e´le´ment v ∈ U est
de´fini dans un intervalle Iv = (av, bv) : Iu ⊂ Iv et u(t) = v(t) dans Iu. De plus si v
et w sont dans U alors v ≡ w dans Iv ∩ Iw.
Nous de´finissons les quantite´s suivantes
a = inf
v∈U
av et b = sup
v∈U
bv .
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Si t ∈ (a, b) alors il existe v ∈ U telle que t ∈ Iv, on va de´finir la fonction u¯ au point
t : u¯(t) = v(t). Cette de´finition est bien donne´e, en fait si il existe aussi w ∈ U telle
que t ∈ Iw , alors on aurait pu de´finir u¯(t) = w(t), mais on a de´ja` observe´ que v ≡ w
dans Iv ∩ Iw, donc u¯(t) = w(t) = v(t).
On va maintenant de´montrer que u¯ est un prolongement de u. D’abord u¯ est
une solution de l’EDO : si t ∈ Iv alors u¯(t) = v(t) et u¯ ≡ v dans un voisinage de t,
donc ˙¯u(t) = v˙(t) et
˙¯u(t) = v˙(t) = f(t, v(t)) = f(t, u¯(t)) .
Par construction u¯ est de´finie dans I¯ = (a, b) et par de´finition de U on a Iu ⊂ Iv
pour tout v ∈ U , donc Iu ⊂ I¯. De plus pour chaque v ∈ U on a u ≡ v dans Iu et
donc u ≡ u¯ pour tout t ∈ Iu.
Il nous reste a` prouver que u¯ est un prolongement maximal. Cela de´coule
imme´diatement du fait que pour tout v ∈ U on a Iv ⊂ (a, b). 
Dans la prochaine section nous allons e´tudier les “raisons ge´ome´triques”qui
permettent ou pas de construire un prolongement, c’est–a` dire le comportement
des solutions pre`s de la frontie`re de l’intervalle de de´finition locale.
2. Construction du prolongement
La possibilite´ de construire un prolongement est lie´e au comportement de la
solution quand on s’approche au bord de l’intervalle d’existence locale. Si v(t) est
une solution de u˙ = f(t, u) dans (a, b) et si on suppose que la limite suivante existe :
(III.2.1) lim
t→b−
v(t) = v0 ,
et le point (b, v0) appartienne a` l’ensemble ou` f ve´rifie les conditions du The´ore`me II.1.2,
alors on conside`re le PdC suivant :{
u˙ = f(t, u)
u(b) = v0 ,
qui par le The´ore`me de Picard admet une solution unique dans un voisinage de b,
que nous allons appeler w(t). Mais alors la fonction
u(t) =
{
v(t) dans (a, b)
w(t) dans [b, b+ r0) ,
est un prolongement de v, en e´tant une solution de u˙ = f(t, u) dans (a, b + r0) :
puisque (a, b+ r0) contient (a, b) et u(t) co¨ıncide avec v(t) dans (a, b).
Pour de´montrer que u(t) est une solution il faut ve´rifier que u(t) est de´rivable
en b et elle y ve´rifie l’ e´quation diffe´rentielle. Tout d’abord on ve´rifie que la limite
limt→b u(t) existe et donc la continuite´ de u. Par de´finition de u, u(b) = w(b) et
w(b) = v0 en e´tant solution du PdC, donc
lim
t→b−
u(t) = lim
t→b−
v(t) = v0 = lim
t→b+
w(t) = lim
t→b+
u(t) .
Pour le The´ore`me de Lagrange (u est continue dans (a, b] et de´rivable dans
(a, b))(voir § A.2) on a pour tout t ∈ (a, b) :
u(t)− u(b)
t− b = u˙(ξ) ,
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Fig. 2. Construction du prolongement.
avec ξ ∈ (t, b), mais
u˙(ξ) = v˙(ξ) = f(ξ, v(ξ)) .
En passant a` la limite t→ b− on a (ξ → b, continuite´ de u et par hypothe`se le
point (b, v0) appartient au domaine de continuite´ de f(t, u)) :
lim
t→b−
u(t)− u(b)
t− b = f(b, v0) ,
de la meˆme fac¸on on peut de´montrer que
lim
t→b+
u(t)− u(b)
t− b = f(b, v0) ,
et donc la de´rivabilite´ de u en b ou` elle ve´rifie l’ e´quation diffe´rentielle.
La me´thode ici pre´sente´e est assez ge´ne´rale mais elle a un point faible dans
la limite (III.2.1) : ce n’est pas toujours facile a` de´montrer que cette limite existe,
puisque en ge´ne´ral on ne connaˆıt pas une forme explicite de la solution. Les deux
re´sultats suivants nous permettent de re´soudre la question dans certains cas.
THE´ORE`ME 2.1. Soit u(t) une solution de u˙ = f(t, u) de´finie dans (a, b). Nous
supposons qu’il existe une suite (tn)n≥0 strictement croissante telle que :
(III.2.2) lim
n→∞
tn = b et lim
n→∞
u(tn) = u0 ,
et que le point (b, u0) appartienne au domaine, A, ou` f ve´rifie les hypothe`ses du
The´ore`me II.1.2. Alors
(III.2.3) lim
t→b−
u(t) = u0 ,
et donc la solution u admet un prolongement.
De´monstration. Puisque A est ouvert on peut trouver deux intervalles, I et
J , centre´s respectivement en b et u0 (qui appartiennent a` A par hypothe`se), tels
que I × J ⊂ A. On de´note M = supI×J |f(t, u)|. Pour de´montrer l’existence de la
limite (III.2.3) on prouvera que pour tout ǫ > 0 il existe j ∈ N tel que si tj < t < b
alors on a : |u(t)− u0| < ǫ.
Soit ǫ > 0 suffisamment petit pour avoir (u0 − ǫ, u0 + ǫ) ⊂ J , il existe j ∈ N
(suffisamment grand) tel que tj ∈ I et :
|tj − b| < ǫ
4M
, |u(tj)− u0| < ǫ
2
.
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Si on arrive a` de´montrer que
(III.2.4) |u(t)− u(tj)| < ǫ
2
,
pour tj < t < b, alors on a finit puisque :
|u(t)− u0| ≤ |u(t)− u(tj)|+ |u(tj)− u0| < ǫ
2
+
ǫ
2
< ǫ ,
comme on voulait de´montrer.
Pour prouver (III.2.4) on proce`de par contradiction, on suppose que celle–ci ne
soit pas vraie et donc que l’ensemble E = {t ∈ (tj , b) : |u(t) − u(tj)| ≥ ǫ2} ne soit
pas vide. Soit τ = inf E, puisque |u(t)− u(tj)|t=tj = 0 et ǫ2 > 0 on a τ > tj .
Si on prend ξ ∈ (tj , τ) on a (par de´finition de τ) |u(ξ)− u(tj)| < ǫ2 et donc
|u(ξ)− u0| ≤ |u(ξ)− u(tj)|+ |u(tj)− u0| < ǫ
2
+
ǫ
2
,
mais (u0 − ǫ, u0 + ǫ) ⊂ J donc u(ξ) ∈ J . Puisque tj ∈ I et ξ ∈ (tj , b) on a ξ ∈ I et
donc le couple (ξ, u(ξ)) appartient a` I × J ou` on a l’estimation |f(t, u)| ≤M , donc
|u˙(ξ)| = |f(ξ, u(ξ))| ≤M .
Si on utilise le point ξ pour le The´ore`me de Lagrange on a
|u(τ)− u(tj)| = |u˙(ξ) (τ − tj) | ,
et
ǫ
2
≤ |u(τ)− u(tj)| = |u˙(ξ) (τ − tj) | ≤M |b− tj | < M ǫ
4M
=
ǫ
4
,
et voila` une contradiction : ǫ2 <
ǫ
4 , donc E est vide, c’est–a` dire pour tout t ∈ (tj , b)
on a |u(tj)− u(t)| < ǫ2 . 
Ce re´sultat peut eˆtre re´crit de la fac¸on suivante :
THE´ORE`ME 2.2. Soit u(t) une solution maximale de l’ e´quation u˙ = f(t, u) et
soit (a, b) son intervalle de de´finition. Pour tout compact K, contenu dans A (ou`
f ve´rifie les hypothe`ses du The´ore`me II.1.2) il existe δ > 0 (qui de´pend de K) tel
que pour tout t 6∈ (a+ δ, b− δ) alors (t, u(t)) n’appartient pas a` K.
De´monstration. On suppose que la the`se soit fausse, donc on a une infinite´
de points (tj)j≥0, arbitrairement proches et qui convergent vers b (le meˆme raison-
nement peut eˆtre fait pour a), tels que (tj , u(tj)) appartienne a` K. Puisque K est
compact on peut extraire une sous–suite (tjn)n≥0, tel que u(tjn) converge vers un
point u0, donc (tjn , u(tjn))→ (b, u0) ∈ K ⊂ A. Mais alors pour le The´ore`me 2.1 la
solution u(t) serait prolongeable en contradiction avec le fait que u(t) soit maximale.

REMARQUE 2.3. Le re´sultat pre´ce´dent nous dit que lorsque t → b− le point
(t, u(t)) se dirige vers la frontie`re de A (un re´sultat similaire est vrai pour t→ a+),
mais il ne faut pas croire qu’il converge vers un point de ∂A, comme l’exemple
suivant nous montre.
EXEMPLE 2.4. On conside`re l’ e´quation diffe´rentielle
u˙ = u− e
t
t2
cos
1
t
,
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Fig. 3. Ge´ome´trie du The´ore`me 2.2.
la fonction f(t, u) = u − ett2 cos 1t ne ve´rifie pas les hypothe`ses du The´ore`me II.1.2
(elle n’est pas borne´e) ; elle est cependant continue et Lipschitzienne dans A =
(0,+∞)× R avec constante de Lipschitz L = 1.
La fonction y(t) = et sin 1t , pour t > 0, est une solution (ve´rifiez–le) de l’ e´quation
diffe´rentielle. La frontie`re de A est {0} × R, et quand t → 0+ le point (t, y(t)) ne
converge vers aucun point de ∂A, en fait pour tout y0 ∈ [−1, 1] on peut trouver
une suite (tn)n telle que : tn → 0 et y(tn) → y0 pour n → ∞. Par exemple soit
θ0 ∈ [0, 2π) tel que sin θ0 = y0 alors la suite tn = (θ0 + 2πn)−1 ve´rifie :
tn =
1
θ0 + 2πn
→ 0 pour n→∞
et
y(tn) = e
(θ0+2πn)
−1
sin (θ0 + 2πn) = e
(θ0+2πn)
−1
sin θ0 = e
(θ0+2πn)
−1
y0 → y0 ,
puisque et → 1 quand t→ 0.
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Fig. 4. Graphique de la fonction y(t) = et sin 1t proche de t = 0.
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REMARQUE 2.5 (Cas prolongeable). On conside`re le cas ou` A est de la forme
I × R, avec I = (α, β) intervalle de R. Si f est borne´e : |f | ≤ M dans A, et si u
est une solution dans (a, b) ⊂ (α, β), alors elle est borne´e dans un voisinage de b et
donc la solution est prolongeable.
Soient t, s ∈ (α, β), alors pour la solution on peut e´crire, en utilisant la borne
sur f :
|u(t)− u(s)| =
∣∣∣ ∫ t
s
f(τ, u(τ)) dτ
∣∣∣ ≤M |t− s| ,
d’ou` on obtient que u est borne´e. De plus cette relation implique par le crite`re
de Cauchy que u(t) → u0 quand t → b et pour le The´ore`me 2.1 la solution est
prolongeable.
t0 b−δ 1K
K1
t2
K2
t1
b−δK2
t
u
ba
A
u=L
u=−L
Fig. 5. Ge´ome´trie du The´ore`me 2.2 pour A = (a, b)× R.
Cette remarque nous donne un bon outil pour comprendre quand une solution
est prolongeable : solutions borne´es dans un voisinage de b et/ou a. On a donc
COROLLAIRE 2.6. Soit u(t) une solution de u˙ = f(t, u) dans (a, b) ⊂ (α, β)
(on rappelle que f est de´finie dans (α, β) × R). Si il existe deux constantes P ≥ 0
et Q > 0 telles que pour tout t ∈ (a, b) et u ∈ R on a :
(III.2.5) |f(t, u)| ≤ P +Q|u| (ces fonctions sont appele´es subline´aires) ,
alors pour tout t, s ∈ (a, b) on a :
|u(t)| ≤
[
P
Q
+ |u(s)|
]
eQ|t−s| .
De´monstration. De l’ e´quation diffe´rentielle et de la borne sur f on a :
|u˙(t)| ≤ P +Q|u(t)| ;
puisque la fonction valeur absolue n’est pas de´rivable nous allons la “re´gulariser”en
posant σ > 0 et z(t) =
√
σ2 + u2(t), alors pour tout t ∈ (a, b) on a :
|z˙(t)| =
∣∣∣ u(t)u˙(t)√
σ2 + u2(t)
∣∣∣ ≤ |u˙(t)| ,
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ou` on a utilise´ l’estimation
√
x2 + y2 ≥ |x|. Donc on obtient
|z˙(t)| ≤ P +Q|u(t)| ≤ P +Q|z(t)| ,
c’est–a` dire : ∣∣∣ d
dt
log (P +Qz(t))
∣∣∣ ≤ Q ,
et avec une inte´gration entre t et s :
log
P +Qz(t)
P +Qz(s)
≤ Q|t− s| ,
qui revient au meˆme que :
P +Qz(t) ≤ [P +Qz(s)] eQ|t−s| .
Mais Q|u(t)| ≤ Qz(t) ≤ Qz(t) + P donc :
|u(t)| ≤ P +Qz(s)
Q
eQ|t−s| ,
pour tout t, s dans (a, b) et pour tout σ > 0. Si on passe maintenant a` la limite
pour σ → 0+, on a z(t)→ |u(t)| et :
|u(t)| ≤
[
P
Q
+ |u(s)|
]
eQ|t−s| .

On conclut cette section avec le re´sultat suivant
THE´ORE`ME 2.7. Soit f(t, u) de´finie dans A = I×R, avec I = (α, β). Supposons
que pour tout compact K ⊂ I il existe deux constantes PK et QK , telles que :
(III.2.6) |f(t, u)| ≤ PK +QK |u| ∀t ∈ K , ∀u ∈ R .
Alors chaque solution u(t) de l´ e´quation u˙ = f(t, u) est prolongeable en une solution
de´finie dans tout I.
De´monstration. Soit u(t) une solution et soit u¯(t) la solution maximale
de´finie dans (a, b) ⊂ I. Si on avait b < β alors en prenant un compact (a, b) ⊂ K ⊂ I
par le Corollaire 2.6 u¯ serait borne´e dans un voisinage de b, mais cela implique (re-
marque 2.5) qu’elle est prolongeable au dela` de b, qui est absurde puisque u¯ est
maximale. Un meˆme raisonnement peut eˆtre fait pour a et donc on conclut que
toute solution u est prolongeable dans I tout entier. 
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De´pendance continue par rapport aux
parame`tres.
Dans ce Chapitre nous conside´rerons brie`vement le proble`me de la de´pendance
d’une solution d’un PdC (sous conditions d’existence et unicite´) par rapport aux
donne´es initiales et a` des parame`tres dont la fonction f pourrait de´pendre.
Nous montrerons d’abord un re´sultat de de´pendance continue de la solution du
PdC par rapport aux parame`tres et aux conditions initiales, ensuite nous prouverons
un re´sultat de de´pendance diffe´rentiable par rapport aux parame`tres et e´noncerons
le re´sultat de de´pendance diffe´rentiable par rapport aux conditions initiales. Ensuite
nous donnerons quelques estimation sur l’e´cart entre deux solutions du meˆme PdC
mais avec donne´es initiales diffe´rentes et comment se comportent deux solutions de
deux PdC “proches l’un de l’autre”avec meˆme donne´es initiales.
1. De´pendance Continue par rapport aux parame`tres
Conside´rons un EDO en forme normale scalaire (le cas vectoriel pourra eˆtre
conside`re de fac¸on similaire) qui de´pend des parame`tres re´els µ1, . . . , µl :
(IV.1.1) x˙ = f(t, x,µ) ,
ou` nous avons utilise´ la notation compacte µ = (µ1, . . . , µl).
La fonction f est de´finie dans l’ouvert A ⊂ Rl+2 ou`, elle et sa de´rive´e premie`re
par rapport a` x, sont des fonctions continues par rapport aux variables (t, x,µ).
Fixons les conditions initiales (t0, x0) pour le PdC :
(IV.1.2)
{
x˙ = f(t, x,µ)
x(t0) = x0 ,
et de´signons par M ⊂ Rl l’ensemble des points µ tel que le point (t0, x0,µ) soit
dans A. Il est e´vident que M est ouvert dans Rl et que a` tout point µ ∈ M on
peut associer une unique solution maximale, φ(t,µ), du PdC de´finie dans l’intervalle
m1(µ) < t < m2(µ) qui de´pend e´videmment de µ.
Soit T l’ensemble des couples (t,µ) pour lesquels la fonction φ(t,µ) est de´finie ;
cet ensemble peut eˆtre de´fini par les deux conditions :
µ ∈M et t ∈ (m1(µ),m2(µ)) .
On peut donc de´montrer le re´sultat
THE´ORE`ME 1.1. L’ensemble T est un ouvert de Rl+1 et la fonction φ(t,µ) est
continue sur T .
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Fig. 1. L’ensemble M .
De´monstration. Soit (t∗,µ∗) un point de T , nous allons de´montrer que tout
point (t,µ) ∈ Rl+1 suffisamment proche de (t∗,µ∗), appartient a` T (et donc T est
ouvert) en montrant que φ(t,µ) est bien de´finie. De plus l’e´cart |φ(t,µ)−φ(t∗,µ∗)|
est petit d’ou` la continuite´ de φ.
Nous allons conside´rer se´pare´ment les deux cas t0 ≥ t∗ et t0 ≤ t∗, mais puisque
le traitement du deuxie`me est tre`s fort similaire au premier nous de´velopperons en
de´tails seulement le premier.
Puisque (t∗,µ∗) ∈ T par de´finition φ(t∗,µ∗) est bien de´finie et il doit re´sulter
t∗ < m2(µ∗), c’est pour c¸a qu’il existe r2 ∈ (t∗,m2(µ∗)) tel que φ(t,µ∗) soit de´finie
pour t0 ≤ t ≤ r2.
Quand t parcourt l’intervalle [t0, r2], le point (t, φ(t,µ
∗),µ∗) de´crit une courbe,
appele´e Q dans Rl+2. Soit P un voisinage tubulaire de la courbe Q de´fini par les
conditions :
(IV.1.3) t0 ≤ t ≤ r2, |x− φ(t,µ∗)| ≤ a, |µ −µ∗| ≤ b ,
ou` a et b sont deux re´els positifs suffisamment petits afin que P soit contenu dans
A ; cela est toujours possible puisque P est ferme´, borne´ et contenu dans l’ouvert
A.
La de´rive´e de f par rapport a` x est continue et donc borne´e par un certain
K > 0 sur P , donc graˆce au The´ore`me de Lagrange (ou de la valeur moyenne,
voir § A.2) on peut conclure que :
(IV.1.4) |f(t, x1,µ)− f(t, x2,µ)| ≤ K|x1 − x2| ∀(t, xi,µ)i=1,2 ∈ P .
La fonction f est uniforme´ment continue sur P , en e´tant une fonction continue sur
un compact, donc pour tout ǫ > 0 il existe δ1(ǫ) > 0 (qui ne de´pend que de ǫ) tel
que pour tout couple (ti, xi,µi)i=1,2 dans P on a :
|f(t1, x1,µ1)− f(t2, x2,µ2)| ≤ ǫ ,
de`s que les points (t1, x1,µ1) et (t2, x2,µ2) sont au moins δ1–proches. En particulier
on a :
(IV.1.5) |f(t, x,µ)− f(t, x,µ∗)| ≤ ǫ ∀|µ −µ∗| < δ1 ,
si (t, x,µ) et (t, x,µ∗) appartiennent a` P .
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Fig. 2. La ge´ome´trie pour le The´ore`me 1.1. En fonce´ la courbe
φ(t,µ∗), en trait la courbe φ(t,µ), en pointille´–trait le voisinage P .
Soit |µ − µ∗| ≤ b et prenons maintenant comme coordonne´ x la solution du
PdC, φ(t,µ), avec donne´ initiale (t0, x0), de´finie pour m1(µ) < t < m2(µ). Le
The´ore`me III.2.2 affirme que le point (t, φ(t,µ),µ) doit quitter l’ensemble ferme´ P
quand t → m2(µ) ; soit t2 le premier instant auquel le point atteint la frontie`re de
P . Il est e´vident que t0 < t2 ≤ r2, car si t2 > r2, alors le point (t, x, µ′) aurait de´ja`
quitte´ l’ensemble P .
nous allons maintenant estimer l’e´cart |φ(t,µ) − φ(t,µ∗)| sur l’intervalle t0 ≤
t ≤ t2. L’expression inte´grale de la solution (rappelons que les donne´es initiales
co¨ıncident) nous permet d’e´crire
φ(t,µ)− φ(t,µ∗) =
∫ t
t0
(f(s, φ(s,µ),µ)− f(s, φ(s,µ∗),µ∗)) ds ∀t ∈ [t0, t2] .
Le terme dans l’inte´grale peut eˆtre controˆle´ graˆce aux estimations (IV.1.4) et (IV.1.5) :
|f(s, φ(s,µ),µ)− f(s, φ(s,µ∗),µ∗)| ≤ |f(s, φ(s,µ),µ)− f(s, φ(s,µ∗),µ)|
+|f(s, φ(s,µ∗),µ)− f(s, φ(s,µ∗),µ∗)| ≤ K|φ(s,µ)− φ(s,µ∗)|+ ǫ ,
si |µ −µ∗| < δ1(ǫ). Finalement on peut conclure que :
|φ(t,µ)− φ(t,µ∗)| ≤
∫ t
t0
K|φ(s,µ)− φ(s,µ∗)| ds+ ǫ(t− t0) .
Le Lemme 1.2 (dont la de´monstration sera faite dans le paragraphe 1.1 pour ne pas
interrompre cette de´monstration), nous permet de conclure que :
(IV.1.6) |φ(t,µ)− φ(t,µ∗)| ≤ ǫ
K
(
eK(r2−t0) − 1
)
=: ǫc2 ,
qui de´finit la constante c2.
Dans la suite nous choisirons ǫ > 0 tel que δ1(ǫ) ≤ b et c2ǫ < a, et supposerons
que |µ −µ∗| < δ1(ǫ).
Nous allons de´montrer que t2 = r2 de sorte que la solution φ(t,µ) est de´finie
sur tout le segment [t0, r2]. Par hypothe`se le point (t2, φ(t2,µ),µ) appartient a` la
frontie`re de P , donc au moins une des ine´galite´es (IV.1.3) doit eˆtre une e´galite´.
Mais par hypothe`se
|µ − µ∗| < δ1(ǫ) ≤ b ,
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en outre par la (IV.1.6) on a :
|φ(t,µ)− φ(t,µ∗)| ≤ ǫc2 < a ,
puisque t2 > t0 on doit forcement avoir t2 = r2.
En re´sumant nous avons de´montre´ que pour t∗ ≥ t0 il existe r2 > t0 et (pour
tout ǫ > 0 suffisamment petit) δ1 = δ(ǫ) tels que pour t0 ≤ t ≤ r2 et |µ −µ∗| < δ1,
la solution φ(t,µ) est bien de´finie (donc le point (t,µ) appartient a` T ) et de plus
|φ(t,µ)− φ(t,µ∗)| ≤ c2ǫ.
De fac¸on similaire nous pouvons de´montrer que pour t0 ≥ t∗, il existe r1 < t0 et
(pour tout ǫ > 0 suffisamment petit) δ2(ǫ), tels que pour r1 ≤ t ≤ t0 et |µ−µ∗| < δ2,
la solution φ(t,µ) est bien de´finie (donc le point (t,µ) appartient a` T ) et de plus
|φ(t,µ)− φ(t,µ∗)| ≤ c1ǫ, pour une certaine constante positive c1.
Nous pouvons donc conclure que pour tout t∗ (plus grand ou plus petit que t0)
il existe r = min{r1, r2} > 0 et (pour tout ǫ > 0 suffisamment petit), δ > 0 tels que
pour
|t− t∗| < r et |µ −µ∗| < δ ,
la solution φ(t,µ) est bien de´finie et donc le point (t,µ) appartient a` T et l’ine´galite´
(IV.1.7) |φ(t,µ)− (t,µ∗)| ≤ cǫ
est ve´rifie´e, avec c = max{c1, c2}. Montrons que cela implique que φ(t,µ) est conti-
nue au point (t∗,µ∗) :
|φ(t,µ)− φ(t∗,µ∗)| ≤ |φ(t,µ)− φ(t,µ∗)|+ |φ(t,µ∗)− φ(t∗,µ∗)| .
Soit ǫ > 0 suffisamment petit, alors le premier terme est plus petit que cǫ, graˆce a`
l’estimation pre´ce´dente (IV.1.7), et le deuxie`me est petit graˆce a` la continuite´ de la
solution du PdC par rapport au temps.
Le The´ore`me est ainsi de´montre´ modulo la preuve du Lemme 1.2 qui sera faite
dans le prochain paragraphe.
1.1. Un Lemme technique [The´ore`me de la comparaison]. Dans ce
paragraphe nous montrons le Lemme suivant qui a e´te´ utilise´ dans la preuve du
The´ore`me 1.1.
LEMME 1.2. Soit u(t) une fonction positive et continue sur un intervalle [t0, t1],
qui satisfait, pour tout t dans le meˆme intervalle, l’ine´galite´
u(t) ≤
∫ t
t0
(au(s) + b) ds ,
pour des constantes positives a, et b. Alors on a l’estimation
u(t) ≤ b
a
(
ea(t−t0) − 1
)
,
pour tout t ∈ [t0, t1].
Ce Lemme est en fait contenu dans le suivant re´sultat plus ge´ne´rale, qui sera
donc de´montre´
THE´ORE`ME 1.3 (Comparaison 1). Soient f1(t, x) et f2(t, x) fonctions continues
telles que f1(t, x) < f2(t, x). Soient φi(t), i = 1, 2, les solutions des PdC x˙ = fi(t, x)
1Celui qui marche plus doucement, n’arrive pas plus loin ; mais il peut arriver que la vitesse
de φ1 a` un instant donne´ soit plus grande de la vitesse de φ2 au meˆme instant.
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avec donne´e initiale x(t0) = x0, de´finies sur l’intervalle a < t < b. Alors pour t ≥ t0
dans (a, b) on a φ1(t) ≤ φ2(t) et pour t ≤ t0 dans (a, b) on a φ1(t) ≥ φ2(t)
De´monstration. Soit θ = sup{s : φ1(t) ≤ φ2(t) pour tout t0 ≤ t < s}, par
hypothe`se t0 ≤ θ ≤ b. Si θ = b on a fini, supposons donc que θ < b ; par la
continuite´ de φ1 et φ2 on a φ1(θ) = φ2(θ). Mais en e´tant solutions de l’EDO les
fonctions ve´rifient
dφi(t)
dt
= fi(t, φi(t)) ∀t ∈ (a, b) ,
qui pour t = θ nous donne :
dφ1(θ)
dt
= f1(θ, φ1(θ)) < f2(θ, φ2(θ)) =
dφ2(θ)
dt
.
Cette relation implique que φ1(t) < φ2(t) dans un voisinage droit de θ, donc θ ne
peut pas eˆtre le plus grand point ou` φ1(t) ≤ φ2(t). On conclut que θ = b.
De la meˆme fac¸on on peut e´tudier le cas t ≤ t0. 
Nous allons maintenant montrer pourquoi le Lemme 1.2 suit du The´ore`me de
la confrontation.
Soit ǫ > 0, f1(x, t) = ax+ b et f2(x, t) = ax + b + ǫ, avec les constantes a et b
introduites dans le Lemme 1.2. Alors appele´es u, respectivement v, les solutions du
PdC x˙ = f1(x, t), respectivement x˙ = f2(x, t), avec donne´e initiale x(t0) = 0. La
fonction u ve´rifie donc :
u(t) ≤
∫ t
t0
(au(s) + b) ds
mais par le The´ore`me 1.3 (en e´tant f1(x, t) < f2(x, t)) :
u(t) ≤ v(t) ∀t ∈ [t0, t1] .
avec v(t) de´termine´e explicitement :
v(t) =
b+ ǫ
a
(
ea(t−t0) − 1
)
,
donc
u(t) ≤ b+ ǫ
a
(
ea(t−t0) − 1
)
∀t ∈ [t0, t1] .
Puisque toutes les estimations sont valables pour tout ǫ > 0, on peut passer a` la
limite ǫ→ 0+ et conclure que :
u(t) ≤ b
a
(
ea(t−t0) − 1
)
∀t ∈ [t0, t1] .
2. De´pendance continue par rapport aux donne´es initiales
Dans cette section nous allons montrer que la solution d’un PdC de´pend de
fac¸on continue des donne´es initiales. Conside´rons une EDO en forme normale sca-
laire (le cas vectoriel pourra eˆtre conside`re de fac¸on similaire)
(IV.2.1) x˙ = f(t, x) ,
ou` la fonction f est de´finie dans l’ouvert A ⊂ R2 et y est continue avec sa de´rive´e
premie`re par rapport a` x. Pour toute condition initiale (τ, ξ) ∈ A, le PdC :
(IV.2.2)
{
x˙ = f(t, x)
x(τ) = ξ ,
version 7 mai 2008 Timoteo Carletti
p. 36 Chapitre IV
a une et une seule solution maximale, φ(t, τ, ξ), de´finie pour t ∈ (m1(τ, ξ),m2(τ, ξ)),
c’est–a` dire la fonction et son domaine de de´finition de´pendent des donne´es initiales.
Soit S ⊂ R3 l’ensemble des points (t, τ, ξ) pour les quels la solution φ(t, τ, ξ) est
de´finie. C’est clair que cet ensemble peut eˆtre de´fini par les conditions :
(τ, ξ) ∈ A et t ∈ (m1(τ, ξ),m2(τ, ξ)) .
On peut donc e´noncer le re´sultat
THE´ORE`ME 2.1. L’ensemble S est un ouvert de R3 et la fonction φ(t, τ, ξ) est
continue sur S.
De´monstration. La preuve de ce The´ore`me sera obtenue comme Corollaire
du The´ore`me 1.1, nous allons donc montrer comment lier la solution φ(t, τ, ξ) a` un
proble`me avec parame`tres.
Pour (τ, ξ) ∈ R2, soit s un “nouveau temps”, de´fini par t = τ + s et soit y
une nouvelle variable x = ξ + y. Nous voulons lier une solution une solution x(t)
avec une solution dans les nouvelles variables y(s) ; l’EDO (IV.2.1) peut eˆtre re´crite
comme :
dy(s)
ds
=
d
ds
(x(τ + s)− ξ) = dx(t)
dt
dt
ds
= f(t, x(t)) = f(τ+s, y(s)+ξ) ≡ g(s, y, τ, ξ) ,
ou` nous avons utilise´ le fait que ξ est une constante et nous avons introduit la
de´finition de la fonction g(s, y, τ, ξ).
La fonction g(s, y, τ, ξ) est de´finie pourvu que (s+ τ, y+ ξ) ∈ A, cette condition
de´finit un ensemble A˜ ⊂ R4. On peut aise´ment montrer que A˜ est ouvert et que g
et ∂yg sont continues dans cet ensemble.
La condition initiale x(τ) = ξ devient dans les nouvelles variables y(0) = 0,
donc le PdC (IV.2.2) se re´crit comme{
dy
ds = g(s, y, τ, ξ)
y(0) = 0 ,
et on observe que maintenant τ et ξ sont conside´re´s comme des parame`tres. Ce PdC
ve´rifie les hypothe`ses d’existence et unicite´, soit y = ψ(s, τ, ξ) la solution maximale
qui pour s = 0 passe par le point 0, c’est–a` dire ψ(0, τ, ξ) = 0. Par le The´ore`me 1.1
cette solution (avec donne´es initiales fixe´es) est de´finie dans un ensemble ouvert
T ⊂ R3 et y est continue par rapport a` ses variables.
Le changement de variables peut eˆtre inverse´ pour donner :
φ(t, τ, ξ) = ξ + ψ(t− τ, τ, ξ) ,
on peut ve´rifier que cette fonction φ(t, τ, ξ) est solution du PdC (IV.2.2), de plus la
transformation de (s, τ, ξ) a` (t, τ, ξ) est affine et donc envoie ouverts en ouverts. Si
S est l’image de T par cette transformation nous pouvons conclure que la solution
φ(t, τ, ξ) est de´finie dans un ouvert et continue sur cet ouvert. 
Les The´ore`mes 1.1 et 2.1 peuvent eˆtre re´unis dans un seul e´nonce´ qui tient
compte des parame`tres et des conditions initiales :
THE´ORE`ME 2.2 (De´pendance continue de parame`tres et donne´es initiales).
Soient f(t, x,µ) et ∂xf(t, x,µ) fonctions continues dans un ouvert A ⊂ R2+l, ou`
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µ = (µ1, . . . , µl) sont des parame`tres re´els. Soit φ(t, τ, ξ,µ) la solution maximale du
PdC {
x˙ = f(t, x,µ)
x(τ) = ξ ,
avec (τ, ξ,µ) ∈ A. Alors cette solution est de´finie et continue dans un ouvert de
R3+l (= Rt × Rτ × Rξ × Rlµ).
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Quelques solutions explicites.
1. Introduction
Dans le Chapitre II on a vu que le Proble`me de Cauchy u˙ = f(t, u), avec
u(t0) = u0 a une solution si f est continue, et de plus la solution est unique si
f est Lipschitz par rapport a` la deuxie`me variable. Mais he´las, le The´ore`me ne
nous donne aucune fac¸on de de´terminer explicitement la solution, sauf si f est
line´aire et inde´pendante du temps, on aura donc besoin de “trucs et astuces”qui
nous permettent de travailler en beaucoup de cas inte´ressants.
EXEMPLE 1.1 (f(t,u) = Au). Soit A une matrice n × n re´elle, constante et
soit f : R× Rn → Rn, de´finie par : f : (t,u) 7→ Au. On affirme que le PdC :{
u˙ = f(t,u) = Au
u(t0) = u0 ,
a une et une seule solution (quelque soit u0 ∈ Rn et t0 ∈ R), de plus cette so-
lution de´finie pour tout t ∈ R est donne´e par : u(t) = eA(t−t0)u0, ou` eA(t−t0) =∑
k≥0 A
k(t− t0)k/k! est l’exponentielle de la matrice A(t− t0).
f est line´aire et donc ve´rifie une condition de Lipschitz avec constante L =
||A|| = max1≤i,j≤n |aij |, c’est–a` dire la norme de la matrice A. C¸a suffirait donc
de ve´rifier que u(t) est bien une solution pour conclure graˆce a` l’unicite´, mais on
va donner une de´monstration constructive a` l’aide du The´ore`me de Picard.
On construit la suite :
u0 = u0 et pour k ≥ 1 : uk = u0 +
∫ t
t0
Auk−1(s) ds .
Les premiers termes de la suite sont :
u1 = u0 +
∫ t
t0
Au0 ds = u0 +Au0(t− t0)
u2 = u0 +
∫ t
t0
A [u0 +Au0(s− t0)] ds = u0 +Au0(t− t0) +A2u0 (t− t0)
2
2
,
et par re´currence sur k on peut monter que :
uk = u0 +Au0(t− t0) +A2u0 t− t0
2
+ · · ·+Aku0 (t− t0)
k
k!
.
Le The´ore`me de Picard nous dit que la solution du PdC est obtenue comme limite
de la suite (uk)k, donc u(t) = limk
∑k
l=0A
l(t− t0)l/l!.
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2. Variations des constantes : cas line´aire, dimension 1.
On va conside´rer ici un cas particulier d’ e´quation line´aire scalaire, qui sera
e´tudie´ dans un contexte plus ge´ne´rale dans le Chapitre VI. Soit donc l’ e´quation :
(V.2.1) y′ = a(x)y + b(x) ,
ou` les fonctions a et b sont continues et de´finies sur un intervalle I (qui peut co¨ıncider
aussi avec R tout entier). Les hypothe`ses du The´ore`me II.1.2 sont ve´rifie´es :
(1) f(x, y) = a(x)y + b(x) est continue dans I × R, puisque a et b le sont ;
(2) f(x, y) = a(x)y + b(x) est Lipschitz par rapport a` la variable y, avec
constante L = maxx∈I |a(x)| :
|f(x, y1)− f(x, y2)| = |a(x)||y1 − y2| ≤ max
x∈I
|a(x)||y1 − y2| ;
(3) pour tout J = (α, β), intervalle borne´ de R, il existeM = Lmax{|α|, |β|}+
maxx∈I |b(x)|, tel que |f(x, y)| ≤M :
|f(x, y)| ≤ |a(x)||y| + |b(x)| ≤ Lmax{|α|, |β|}+max
x∈I
|b(x)| =M .
On a donc existence et unicite´ pour le PdC avec donne´e initiale dans I×J . Nous al-
lons maintenant construire une solution, qui sera donc la seule solution de l’ e´quation
diffe´rentielle.
L’ e´quation (V.2.1) n’est pas homoge`ne a` cause du terme b(x), ignorons–le pour
le moment et conside´rons l’ e´quation homoge`ne associe´e :
y′ = a(x)y ,
il est imme´diat de montrer (ve´rifier) que si A(x) =
∫ x
x0
a(ξ) dξ alors yhom(x) =
eA(x)y0 est sa solution avec donne´e initiale y(x0) = y0.
Nous allons chercher la solution de l’ e´quation (V.2.1) dans la forme y(x) =
eA(x)v(x), ou` v est une fonction inconnue qui sera de´termine´e en imposant que y(x)
ve´rifie (V.2.1) :
a(x)y + b(x) = y′ = v
d
dx
eA(x) + eA(x)v′ = va(x)eA(x) + eA(x)v′ ,
donc v doit re´soudre :
v′ = b(x)e−A(x) .
La solution ge´ne´rale de (V.2.1) est :
y(x) = eA(x)
(∫ x
x0
b(ξ)e−A(ξ) dξ + c
)
,
avec c constante arbitraire a` de´terminer pour satisfaire la condition initiale.
La me´thode doit son nom au fait que la solution a e´te´ trouve´e en “variant la
constante y0 de la solution homoge`ne”.
3. Variables Se´parables.
Le concept de solution, comme d’ailleurs de fonction, a change´ dans le temps ;
dans un premier temps de´terminer une solution signifiait trouver une fonction com-
pose´e en partant de polynoˆmes, exponentielles et logarithmes. Plus tard on a admis
dans le roˆle de solution acceptable aussi les inte´grales de polynoˆmes, exponentielles
et logarithmes, cela a e´te´ un gros pas puisque ge´ne´ralement on ne sait pas inte´grer
ces fonctions et donc la solution restait quelque peu cache´e.
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Pour cette raison quand une EDO peut eˆtre re´solue en terme d’inte´grale de
fonctions simples (polynoˆmes, exponentielles et logarithmes), on dira par quadra-
ture, on peut se conside´rer heureux et croire avoir une solution explicite. Cela arrive
quand l’EDO scalaire du premier ordre est a` variables se´parables, c’est–a` dire quand
f(t, u) = g(t)h(u) .
La solution de u˙ = g(t)h(u) peut eˆtre obtenue comme suit, s’il existe un point
u¯ tel que h(u¯) = 0 alors la fonction u(t) = u¯ est une solution 1. Autrement soit
G(t) =
∫ t
g(s) ds une primitive de g et W (u) =
∫ x
1/h(x) dx une primitive de 1/h,
alors en divisant par h(u) l’EDO et en inte´grant par rapport a` t on obtient :∫ t u˙(s)
h(u(s))
ds =
∫ t
g(s) ds ,
dans la premie`re inte´grale on peut changer la variable d’inte´gration de s a` u et donc
la solution en forme implicite :
G(t) =
∫ u(t) 1
h(u)
du =W (u(t)) + c ,
ou` la constante c sera fixe´e par la condition initiale : c =W (u0)−G(t0). Si de plus
W est inversible on pourra e´crire :
u(t) =W−1 (G(t) +W (u0)−G(t0)) ,
ou` nous avons note´ par W−1 la fonction inverse ou re´ciproque de W .
3.1. Attentions : tournants dangereux ! Il faut faire tre`s attention quand
on inverse la fonction W et on de´termine un solution explicite, on peut vite se
tromper comme l’exemple suivant nous montre.
EXEMPLE 3.1. On conside`re le PdC{
y′ = 1+2xcos y
y(0) = π .
Avec les notations pre´ce´dentes h(y) = 1/ cos y, g(x) = 1 + 2x et d’apre`s ce qu’on
vient de dire si W (y) =
∫ y
1/h(y) dy = sin y et G(x) =
∫ x
g(x) dx = x + x2, une
solution est donne´e en forme implicite par :
sin y(x) = x+ x2 + c ,
et pour satisfaire la condition initiale on pose : c = 0.
On voudrait rendre explicite cette relation a` l’aide des fonctions trigonome´triques
inverse et on serait tente´ e´crire :
y(x) = arcsin(x+ x2) ,
mais he´las y(0) = arcsin(0) = 0 6= π : la condition initiale n’est plus ve´rifie´e. Le
proble`me est que la fonction sin n’est pas globalement inversible et arcsin est son
inverse seulement dans [−π/2, π/2], nous voulons par contre inverser le sin dans
un voisinage de π (condition initiale), on va donc poser z = y − π et la solution
implicite devient :
x+ x2 = sin (z(x) + π) = − sin z(x) ,
1Si on doit re´soudre le PdC u˙ = g(t)h(u) avec u(t0) = u0, alors si u0 6= u¯ le PdC n’a pas de
solution. Autrement dit le PdC a solution seulement pour les donne´es initiales u(t0) = u0 telles
que h(u0) = 0.
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ou` nous avons utilise´ les proprie´te´es de la fonction sin ; on peut finalement inverser
la fonction sin dans un voisinage de π et on obtient :
z(x) = − arcsin (x+ x2) ,
et en retournant a` la variable initiale :
y(x) = π − arcsin (x+ x2) .
Nous pouvons ve´rifier que, y(x) est bien une solution 2 :
y′(x) = − 1 + 2x√
1− (x+ x2)2
= − 1 + 2x√
1− [sin (π − y(x))]2
=
1 + 2x
cos y(x)
,
et y(0) = π.
3.2. Cas a` reconduire a` Variables Se´parables. On conside`re l’ e´quation :
y′ = f(ax+ by + c) ,
avec b 6= 0 (autrement on inte`gre directement), soit u = ax + by + c ; dans cette
nouvelle variable l’ e´quation peut eˆtre re´crite comme :
u′ = a+ by′(x) = a+ bf(u) ,
qui est a` variables se´parables g(t) ≡ 1 et h(u) = a+ bf(u).
EXEMPLE 3.2. Re´soudre l’ e´quation :
y′ = sin (x+ y + 3) .
On pose u = x+ y + 3 et on se rame`ne a` e´tudier :
u′ = 1 + sinu ,
qui peut eˆtre re´solue comme suit :
x+ c =
∫
du
1 + sinu
=
∫
2dt
(1 + t)2
= − 2
1 + t
,
ou` nous avons utilise´ le changement de variables (ou bien truc trigonome´trique)
sinu = 2t/(1 + t2) avec t = tanu/2, donc cosu = (1 − t2)/(1 + t2) et
du
1 + sinu
=
du
1 + sinu
1
cosu
d
dt
(
2t
1 + t2
)
dt = 2
1− t2
(1 + t2)2
1 + t2
1− t2
1 + t2
(1 + t)2
dt .
Finalement la solution est x + c = −2/(1 + tan u2 ), qui peut eˆtre inverse´e pour
donner :
u = −2 arctan
(
1 +
2
x+ c
)
⇒ y = −2 arctan
(
1 +
2
x+ c
)
− x− 3 .
2Nous rappelons ici la re`gle de de´rivation pour la fonction inverse, soit v0 = f(u0) alors
Dvf−1(v0) = 1/Duf(u0). Montrons que Dans notre Dv arcsin(v0) = 1/
q
1− v20 ; en fait arcsin v
est la fonction inverse de sinu restreint a` [−π/2, π/2]. Soit u0 ∈ [−π/2, π/2] et v0 = sinu0, alors
par la re`gle ge´ne´rale on a Dv arcsin(v0) = 1/Du sin(u0) = 1/ cosu0, mais cos u0 est positif car
u0 ∈ [−π/2, π/2], donc cos u0 =
p
1− sin2 u0 =
q
1− v20 .
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3.3. E´quations Homoge`nes. On appelle homoge`ne une e´quation de la forme :
y′ = f
(y
x
)
;
si on pose y = ux alors l’ e´quation dans la nouvelle variable u est a` variables
se´parables, puisque y′ = u′x+ u, on a :
u′ =
f(u)− u
x
,
EXEMPLE 3.3. Re´soudre l’ e´quation
y′ =
x2 + y2
xy
.
On remarque que
x2 + y2
xy
=
x
y
+
y
x
=
1
u
+ u ,
avec y = ux, donc l’ e´quation peut eˆtre re´crite comme
u′ =
1
xu
,
dont la solution (en forme implicite) est
u2
2
= log |x|+ c ,
d’ou` : y = x
√
2 (log |x|+ c).
4. E´quation de Bernoulli
Une e´quation du premier ordre de la forme
y′ + a(x)y = b(x)yα ,
(ou` on peut supposer α 6= 0 et α 6= 1, puisque autrement on retombe sur un cas
de´ja` e´tudie´ : cas line´aire) est dite de Bernoulli.
Une fac¸on de les re´soudre est de faire le changement des variables suivant :
y = u1/(1−α) ; on a donc :
y′ =
1
1− αu
α/(1−α)u′ ,
et finalement :
1
1− αu
α/(1−α)u′ = −a(x)u1/(1−α)+b(x)uα/(1−α) ⇒ u′ = −(1−α)a(x)u+(1−α)b(x) .
Cette e´quation est line´aire et la forme ge´ne´rale de sa solution est :
u(x) = e−(1−α)A(x)φ(x) ,
ou`
A(x) =
∫ x
a(ξ) dξ et φ(x) =
∫ x
(1− α)b(ξ)e(1−α)A(ξ) dξ .
Une deuxie`me fac¸on de re´soudre une e´quation de Bernoulli est d’introduire deux
fonctions inconnues u et v et de chercher la solution de la forme y = uv, cela nous
permet de re´crire l’ e´quation comme
u (v′ + a(x)v) + vu′ = b(x)uαvα .
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On choisi v comme solution de l’ e´quation v′ + a(x)v = 0 et donc u doit re´soudre
u′ = b(x)uαvα−1. Mais alors
v(x) = e−
R
x a(ξ) dξ et u′ = b(x)uαe−(α−1)
R
x a(ξ) dξ ,
et l’ e´quation pour u est a` variables se´parable.
EXEMPLE 4.1. Re´soudre l’ e´quation :
y′ − y
x
= y3 sinx ,
on remarque qu’elle est de Bernoulli avec a(x) = 1/x, b(x) = sinx et α = 3.
Premie`re me´thode. On pose y = u−1/2 et donc :
u′ = −2u
x
− 2 sinx ;
l’ e´quation homoge`ne associe´e (u′ + 2u/x = 0) admet comme solution u(x) = c/x2,
avec la me´thode des variation des constantes la solution ge´ne´rale est :
u(x) =
φ(x)
x2
,
avec φ(x) =
∫ x−2ξ sin ξ dξ. Cette inte´grale peut eˆtre explicitement calcule´e avec la
formule d’inte´gration par parties 3 :
φ(x) = 2x2 cosx− 4x sinx− 4 cosx+ c ,
c constante arbitraire. On conclut que la solution de l’ e´quation de Bernoulli est
y(x) =
1√
2 cosx− 4x sinx− 4x2 cosx+ cx2
.
Deuxie`me me´thode. On pose y = uv avec v solution de v′ − v/x = 0 et donc
u doit re´soudre u′ = u3v2 sinx. La premie`re e´quation a solution v(x) = ax, avec
a 6= 0 constante arbitraire, pour la deuxie`me on a :
u′
u3
= a2x2 sinx ,
d’ou` (variables se´parables) :
− 1
2u2
= a2
(−x2 cosx+ 2x sinx+ 2 cosx+ c) ,
c constante arbitraire, et finalement la solution y(x) est :
y(x) = u(x)v(x) =
xa√
a2 (2x2 cosx− 4x sinx− 4 cosx+ c) ,
qui apre`s simplification nous donne a` nouveau la solution de´ja` trouve´e.
3La formule d’inte´gration par parties dit que
R
f ′g = fg −
R
fg′.
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5. Me´thode de la diffe´rentielle exacte et Inte´grales premie`res
On conside`re une e´quation diffe´rentielle de la forme :
y′ =
f(x, y)
g(x, y)
,
avec les fonctions f et g de´finies et re´gulie`re dans un ouvert A ⊂ R2, ou` g ne
s’annule pas. On suppose qu’il existe une fonction F (x, y) de´finie et re´gulie`re sur A
telle que :
f(x, y) = −∂F
∂x
(x, y) et g(x, y) =
∂F
∂y
(x, y) ,
pour tout point (x, y) ∈ A. Si c¸a s’ave`re on dira que l’ e´quation admet une diffe´rentielle
exacte. On affirme que toutes les solutions sont de la forme F (x, y(x)) = c, avec c
constante arbitraire, on dira aussi qu’elle sont les lignes de niveaux de F .
Si y(x) est une solution de l’EDO, alors pour tout x dans l’intervalle de de´finition
on a :
y′(x) =
f(x, y)
g(x, y)
= −∂xF (x, y)
∂yF (x, y)
,
c’est–a` dire :
0 = ∂yF (x, y)y
′(x) + ∂xF (x, y) =
d
dx
F (x, y) ,
comme on peut constater en utilisant la re`gle de de´rivation de fonction compose´e ;
mais alors la fonction F est constante sur l’orbite, et donc il existe une constante c
telle que : F (x, y(x)) = c pour tout x dans l’intervalle de de´finition.
Si maintenant y(x) est une courbe solution de F (x, y(x)) = c pour une certaine
constante c et pour tout x dans un certain intervalle, alors en de´rivant par rapport
a` x on a (encore re`gle de de´rivation de fonction compose´e) :
0 =
∂F
∂x
(x, y(x)) +
∂F
∂y
(x, y(x))y′(x) ,
qui nous donne
y′(x) = −∂xF (x, y)
∂yF (x, y)
=
f(x, y)
g(x, y)
,
donc la courbe solution y(x) est aussi une solution de l’ e´quation diffe´rentielle.
La fonction F (x, y) est aussi appele´e inte´grale premie`re. En ge´ne´ral si on a
une EDO x˙ = f(x), avec f “re´gulie`re”sur un ouvert A, toute fonction u de´finie
et re´gulie`re dans G ouvert contenu dans A, telle que si φ(t) est une solution de
l’EDO, dont la trajectoire est comple`tement contenue dans G, alors u(φ(t)) est
une constante qui de´pend de la solution φ(t) et pas de t (donc on a u(φ(t)) = c
constante). On peut montrer que une fonction est une inte´grale premie`re si et
seulement si elle est solution de
n∑
l=1
∂u(x)
∂xj
fj(x) = 0 ,
ou` nous avons utilise´ la notation x = (x1, . . . , xn) et f(x) = (f1(x), . . . , fn(x)). On
peut ve´rifier sans peine que cette e´quation est e´quivalente a`
du(x)
dt
∣∣∣
flot
= 0 ,
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ou` la de´rive´e doit eˆtre e´value´e “sur le flot”de l’EDO, c’est–a` dire la de´rive´e de x
par rapport a` t est donne´e par l’EDO.
6. Oscillateur harmonique
Dans cette section nous allons e´tudier un syste`me tre`s important et fondamen-
tale dans beaucoup d’applications : l’oscillateur harmonique. Il s’agit du “plus sim-
ple”syste`me qui produit des oscillations, c’est–a`–dire des mouvements pe´riodiques
dans le temps. Vu son importance nous reverrons sur cet exemple dans le Cha-
pitre VI.
Il peut se pre´senter sous forme d’e´quation du deuxie`me ordre :
(V.6.1) x¨ = −ω2x ,
ou` ω est un re´el positif, que l’on verra repre´sente la fre´quence des oscillations
pe´riodiques et le double point repre´sente la de´rive´e seconde par rapport au temps.
Nous avons aussi vu que une e´quation du second ordre peut eˆtre re´crite comme une
e´quation du premier ordre mais vectorielle. Plus pre´cise´ment nous allons introduire
le vecteur ~x = (x1, x2)
T, de´fini par :
x1 = x et x2 = x˙1 ,
alors l’e´quation (V.6.1) permet d’e´crire la relation suivante entre les composantes
du vecteur ~x :
x˙1 = x˙ = x2 et x˙2 = x¨1 = −ω2x = −ω2x1 .
Sous forme vectorielle nous pouvons donc e´crire :
(V.6.2)
d
dt
(
x1
x2
)
=
(
x2
−ω2x1
)
:=
(
0 1
−ω2 0
)(
x1
x2
)
= A
(
x1
x2
)
,
ou` la dernie`re e´galite´ de´fini la matrice A.
Dans l’exemple 1.1 nous avons vu que la solution de (V.6.2) est donne´e par :
(V.6.3) ~x(t) = eA(t−t0)~x(t0) ,
ou` ~x(t0) est la donne´e du vecteur a` un certain temps t0. Cette solution peut eˆtre
mise dans une forme plus explicite en calculant l’exponentielle de la matrice A.
Pour faire cela remarquons les faits suivants :
(V.6.4) A2m = (−ω2)mI et A2m+1 = (−ω2)mA ∀m > 0 ;
la de´monstration est triviale et laisse´e en exercice.
Mais alors par de´finition d’exponentielle d’une matrice nous avons :
eA =
∑
l≥0
Al
l!
=
∑
l paire
Al
l!
+
∑
l impaire
Al
l!
=
∑
m=0
A2m
(2m)!
+
∑
m=0
A2m+1
(2m+ 1)!
,
et en utilisant (V.6.4) nous pouvons e´crire :
eAt =
∑
m=0
A2mt2m
(2m)!
+
∑
m=0
A2m+1t2m+1
(2m+ 1)!
=
∑
m=0
(−ω2t2)m
(2m)!
I +
∑
m=0
(−ω2t2)mt
(2m+ 1)!
A
=
∑
m=0
(−1)m(ωt)2m
(2m)!
I +
1
ω
∑
m=0
(−1)m(ωt)2m+1
(2m+ 1)!
A = cos(ωt)I +
1
ω
sin(ωt)A ,
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et finalement
(V.6.5) ~x(t) = eA(t−t0)~x(t0) =
(
cos(ω(t− t0)) 1ω sin(ω(t− t0))
−ω sin(ω(t− t0)) cos(ω(t− t0))
)
~x(t0) .
Dans les variables initiales nous avons donc :
(V.6.6) x = cos(ω(t− t0))x(t0) + 1
ω
sin(ω(t− t0))x˙(t0) .
Rappelons qu’il faut donner la valeur de la fonction en un point t0 mais aussi de
sa de´rive´e (dans le meˆme point) car il s’agit d’une e´quation du deuxie`me ordre. La
ve´rification que (V.6.6) est une solution est laisse´e en exercice.
On observe que la solution est pe´riodique, apre`s un temps T = 2π/ω, dit pe´riode
la solution repasse par la valeur du de´part :
x(t+
2π
ω
) = cos(ω(t+
2π
ω
− t0))x(t0) + 1
ω
sin(ω(t+
2π
ω
− t0))x˙(t0)
= cos(ω(t− t0) + 2π)x(t0) + 1
ω
sin(ω(t− t0) + 2π)x˙(t0)
= x(t) .(V.6.7)
Le nombre ω = T/(2π) est appele´ fre´quence du mouvement.
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CHAPITRE VI
E´quations Diffe´rentielles Ordinaires Line´aires.
1. EDO Line´aires : pre´liminaires.
Dans ce Chapitre nous e´tudierons en de´tail le cas des EDO line´aires, le sujet
n’est pas comple`tement neuf puisque nous avons de´ja` eu occasion de voir des EDO
line´aires, le but de ce Chapitre est de de´terminer de formules explicites pour les
solutions des EDO line´aires.
L’inte´reˆt pour ces types d’ e´quations vient du faits qu’on puisse de´terminer une
solution explicite mais aussi du fait que l’approximation line´aire d’une EDO non–
line´aire peut nous donner des informations sur le comportement de la solution pour
le cas non–line´aire.
Une EDO line´aire vectorielle du premier ordre en forme normale, est une
e´quation du type :
(VI.1.1) x˙ = A(t)x ,
ou` x appartient a` Rn et A(t) est une matrice n× n dont les composantes sont des
fonctions de´finies dans I ⊂ R intervalle ouvert. Nous avons aussi de´ja` remarque´ que
toute EDO scalaire d’ordre n homoge`ne 1
(VI.1.2) u(n) + an−1(t)u(n−1) + · · ·+ a0(t)u = 0 ,
ou` u est une fonction a` valeur dans R, (aj(t))j=0,...,n−1 sont des fonctions de´finies
dans un intervalle I ⊂ R, peut eˆtre re´crite comme EDO vectorielle line´aire (VI.1.1)
(dimension = ordre), avec x = (u, u(1), . . . , u(n−1)) et
A(t) =


0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
0 0 0 0
. . . 0
0 0 0 0 . . . 1
−a0 −a1 −a2 . . . −an−2 −an−1


.
Nous pouvons ge´ne´raliser les e´quation sous e´tude, en conside´rant le cas non ho-
moge`ne (scalaire ou vectoriel) :
(VI.1.3) x˙ = A(t)x+ f(t) et u(n) + an−1(t)u(n−1) + · · ·+ a0(t)u = f(t) .
Si A(t) et f(t) (ou bien (aj(t))j=0,...,n−1 et f(t)) sont de´finies et continues sur
un intervalle I ⊂ R, alors on peut aise´ment montrer que on peut appliquer le
The´ore`me de Picard II.1.2, et donc on a existence et unicite´ des solutions pour tout
1Remarquons que l’ e´criture plus ge´ne´rale an(t)u(n)+an−1(t)u(n−1)+ · · ·+a0(t)u = 0 donne
lieu a` des proble`mes si il existe t0 ∈ I tel que an(t0) = 0, puisque dans ce cas l’ordre de l’EDO
change. Si par ailleurs an(t) 6= 0 pour tout t nous pouvons diviser par an(t) et donc se ramener
au cas (VI.1.2).
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PdC associe´, et graˆce au The´ore`me III.2.7 on sait que la solution maximale est
de´finie sur tout l’intervalle I.
REMARQUE 1.1. Soit La : Cn(I) → C l’ope´rateur qui a` toute fonction n–fois
continuˆment diffe´rentiable associe la fonction :
(VI.1.4) La(u) = u
(n) + an−1(t)u(n−1) + · · ·+ a0(t)u ,
avec cette de´finition l’EDO scalaire d’ordre n peut eˆtre re´crite comme :
La(u) = 0 si homoge`ne etLa(u) = f autrement ,
on observe de plus que l’ope´rateur La est line´aire (d’ou` le nom EDO line´aire),
c’est–a` dire :
La(λu + µv) = λLa(u) + µLa(v) ,
pour tout λ et µ re´els.
Si u et v sont deux solutions de (VI.1.3) :
La(u) = f et La(v) = f ,
alors la fonction w = u− v est solution de l’EDO line´aire scalaire homoge`ne :
La(u − v) = 0 .
En d’autres termes si uf est une solution de l’EDO line´aire non homoge`ne alors
l’espace de toutes les solutions, Vf , est de´crit par :
w ∈ Vf ⇔ w = uf + u avec La(u) = 0.
La remarque pre´ce´dente nous dit que pour de´terminer toutes les solutions
de (VI.1.3) “c¸a suffit ”de trouver une solution particulie`re upart et de lui rajouter
toutes les solutions de l’EDO homoge`ne, c’est pour cela que nous allons de´marrer
notre e´tude avec la caracte´risation de V0. Si nous notons Vf l’ensemble des solutions
de (VI.1.3) alors
Vf = V0 + upart .
EXEMPLE 1.2. Conside´rons l’EDO
(VI.1.5) u˙+
u
t
= et ;
la solution de l’EDO homoge`ne (u˙ + u/t = 0) est u0(t) = c/t avec c constante
arbitraire. La solution ge´ne´rale de (VI.1.5) est donc ugen(t) = u0(t) + upart(t), ou`
upart(t) est une solution particulie`re de (VI.1.5). On peut ve´rifier que upart(t) =
(1− 1/t)et est une solution et donc la solution ge´ne´rale de (VI.1.5) est
ugen(t) = c/t+ (1− 1/t)et .
THE´ORE`ME 1.3 (caracte´risation de V0). L’espace des solutions de l’EDO line´aire
scalaire d’ordre n est un espace vectoriel de dimension n.
De´monstration. Le fait que V0 soit un espace vectoriel sur R (ou bien sur
C si on travaille avec des fonctions a` valeurs complexes) suit tout de suite de la
line´arite´ de l’ope´rateur La, si u et v sont dans V0, alors, pour tout λ et µ dans R,
on a :
La(λu+ µv) = La(λu) + La(µv) = 0⇒ λu+ µv ∈ V0 .
Pour montrer que la dimension est n il faut prouver l’existence de n vecteurs
dans V0 line´airement inde´pendants et apre`s montrer que tout e´le´ment de V0 peut
eˆtre e´crit comme combinaison line´aire a` coefficients dans R des n vecteurs trouve´s.
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On conside`re les n PdC

La(u) = 0
u(t0) = 1
u(1)(t0) = 0
...
u(n−1)(t0) = 0


La(u) = 0
u(t0) = 0
u(1)(t0) = 1
...
u(n−1)(t0) = 0
· · ·


La(u) = 0
u(t0) =
u(1)(t0) = 0
...
u(n−1)(t0) = 1
pour un certain t0 ∈ I, et soient u1(t), u2(t), . . . , un(t) les respectives solutions.
Montrons que ces fonctions sont line´airement inde´pendantes. Si elles n’e´taient pas
line´airement inde´pendantes il y aurait une combinaison line´aire
u(t) = λ1u1(t) + · · ·+ λnun(t) ,
avec λ1, . . . , λn non tous e´gales a` ze´ro tels que u(t) ≡ 0 (la fonction nulle est
l’ e´le´ment ze´ro de V0). Puisque V0 est un espace vectoriel u(t) appartient a` V0, donc
elle est une solution La(u) = 0, de plus elle est solution du PdC
La(u) = 0 , u(t0) = λ1 , u
(1)(t0) = λ2 , . . . , u
(n−1)(t0) = λn ,
comme on peut directement ve´rifier. Mais par l’unicite´ du The´ore`me de Picard la
fonction nulle est solution si et seulement si tous les λj sont eaux a` ze´ro.
Montrons maintenant que les solutions (u(t)j)j=1,...,n engendrent V0, c’est–a`
dire tout v ∈ V0 peut eˆtre e´crit comme combinaison line´aire des (u(t)j)j=1,...,n. La
fonction v ve´rifie le PdC
La(v) = 0 , v(t0) = v(t0) , v
(1)(t0) = v
(1)(t0) , . . . , v
(n−1)(t0) = v(n−1)(t0) ,
De´finissons la fonction
u(t) = v(t0)u1(t) + v
(1)(t0)u2(t) + · · ·+ v(n−1)(t0)un(t) ,
par la line´arite´ u est une solution, La(u) = 0, de plus elle ve´rifie le PdC :
La(u) = 0 , u(t0) = v(t0) , u
(1)(t0) = v
(1)(t0) , . . . , u
(n−1)(t0) = v(n−1)(t0) .
Qui est le meˆme PdC ve´rifie´ par v et donc a` cause de l’unicite´ nous pouvons conclure
que v(t) = u(t), c’est–a` dire si on pose µ1 = v(t0), . . . , µn = v
(n−1)(t0), alors on a
trouve´ la combinaison line´aire
v(t) = µ1u1(t) + · · ·+ µnun(t) ∀t ∈ I .

Un e´tude complet des EDO line´aires sera donc fait une fois nous aurons ca-
racte´rise´ l’espace vectoriel V0 et que nous aurons de´termine´ des proce´dures pour
trouver les solutions particulie`res.
Nous allons conside´rer d’abord le cas de EDO lina´ires a` coefficients constants,
c’est–a` dire les fonctions a0(t), . . . , an−1(t) sont des constantes.
Conside´rons donc l’EDO line´aire non homoge`ne
u(n) + an−1u(n−1) + · · ·+ a0u = f ,
ou` a0, . . . , an−1 sont des nombres re´els non tous ze´ro 2. Dans la prochaine section
nous e´tudierons les trois e´tapes suivantes :
(1) de´terminer une base de V0 ;
2On peut toujours normaliser a` 1 un coefficient de l’EDO, nous avons choisi celui d’ordre n.
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(2) de´terminer Vf pour certaines fonctions f “simples” ;
(3) de´crire une me´thode ge´ne´rale pour de´terminer Vf .
2. EDO line´aires a` coefficients constants homoge`nes
Dans cette section nous conside´rons une EDO line´aire a` coefficients constants
homoge`ne, nous montrerons que a` chaque EDO de ce type on peut associer un
polynoˆme qui va nous permettre de re´soudre a` la question du point 1). Avant de
de´montrer ce re´sultat nous avons besoin d’un petit rappel d’alge`bre et quelques
de´finitions.
2.1. Rappel d’alge`bre. Une alge`bre sur un corps K (pour nous R ou bien C)
est un espace vectoriel V sur K sur le quel nous avons de´fini un produit, note´ x · y,
de vecteurs avec les proprie´te´es suivantes, pour tout x, y, z ∈ V et α ∈ K alors :
(x · y) · z = x · (y · z)
x · (y + z) = x · y + x · z
α(x · y) = (αx) · y = x · (αy) ,
si de plus on a x · y = y · x alors on dira que l’alge`bre est commutative.
Soient A et B deux alge`bres et Φ : A → B, on dira que Φ est un isomorphisme
de alge`bres si
– Φ est un isomorphisme d’espaces vectoriels (Φ est injective et surjective,
Φ(x+ y) = Φ(x) + Φ(y) et Φ(αx) = αΦ(x)) ;
– Φ(x · y) = Φ(x) ·Φ(y) pour tout x, y ∈ A.
2.2. Ope´rateur de de´rivation. Conside´rons l’ope´rateur de de´rivation D :
C∞(I,R)→ C∞(I,R), avec I ⊂ R intervalle ouvert, de´fini par Du := dudt . Introdui-
sons aussi la notation Dn := D ◦Dn−1, c’est–a` dire Dnu = dnudtn .
Conside´rons l’ensemble des ope´rateurs line´aires D :
(VI.2.1)
D =
{
La|La : C∞(I,R)→ C∞(I,R), La = Dn+an−1Dn−1+· · ·+a1D+a0 , a0, . . . , an ∈ C , n ∈ N
}
.
Si La et Lb son deux e´le´ments de D, La = Dn + an−1Dn−1 + · · · + a0 et Lb =
Dm + bm−1Dm−1 + · · ·+ b0, alors on peut de´finir la somme comme (n > m) :
La + Lb := D
n + an−1Dn−1 + · · ·+ am+1Dm+1 + (am + bm)Dm + · · ·+ (a0 + b0) ,
et le produit comme convolution des ope´rateurs :
( , R)I I8C ( , R)I I8C
( , R)I I8C
oBA
B
A
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Par exemple (D − a) ◦ (D − b) = D2 − a(a+ b)D + ab, puisque pour tout fonction
u ∈ C∞(I,R) nous avons :
La ◦ Lbu(t) = La
(
u(1)(t)− bu(t)
)
= u(2)(t)− (a+ b)u(1)(t) + abu(t) .
On peut ve´rifier queD est une alge`bre commutative, puisque les de´rive´es commutent.
Soit P [α] l’espace vectoriel (ve´rifiez–le) des polynoˆmes dans la variable α avec
coefficients complexes. On a (ve´rifiez–le) que P [α] est une alge`bre commutative, ou`
le produit est le produit standard entre polynoˆmes.
Nous pouvons finalement e´noncer le
THE´ORE`ME 2.1 (Polynoˆme caracte´ristique). Les alge`bres commutatives D et
P [α] sont isomorphes et l’application Φ : D → P [α], de´finie par
(VI.2.2) Φ(La) = Φ(D
n + an−1Dn−1 + · · ·+ a0) = αn + an−1αn−1 + · · ·+ a0 ,
est un isomorphisme de alge`bres. Φ(La) est appele´ polynoˆme caracte´ristique (de
l’EDO line´aire a` coefficients constants).
De´monstration. Montrons d’abord que Φ est un isomorphisme entre espaces
vectoriels.
Soient La et Lb deux ope´rateurs de D tels que La 6= Lb. Si degLa 6= degLb
alors Φ(La) est un polynoˆme de de´gre´e diffe´rent de celui de Φ(Lb) et donc Φ(La) 6=
Φ(Lb) ; si degLa = degLb alors au moins un des coefficients a0, . . . , an−1 (n =
degLa) est diffe´rent du correspondant coefficient dans Lb : il existe j ∈ {0, . . . n−1}
tel que aj 6= bj . Alors les polynoˆmes Φ(La) et Φ(Lb) diffe´rent dans un coefficient et
donc ils sont diffe´rents (remarquez que les polynoˆmes sont normalise´s en posant le
coefficient du de´gre´e plus grand e´gal a un). Donc Φ est injectif.
Il est surjectif puisque quelque soit le polynoˆme p(α) ∈ P [α], αn+ an−1αn−1+
· · · + a0, alors l’ope´rateur La = Dn + an−1Dn−1 + · · · + a0 est bien dans D et
Φ(La) = p(α).
Finalement pour tout λ ∈ C il est clair que
Φ(λLa) = Φ
(
λDn + λan−1Dn−1 + · · ·+ λa0
)
= λαn + λan−1αn−1 + · · ·+ λa0 = λ
(
αn + an−1αn−1 + · · ·+ a0
)
= λΦ(La) ,
et donc Φ est un isomorphisme entre espaces vectoriels.
Pour montrer qu’il est isomorphisme entre alge`bres il faut controˆler son action
par rapport au produit dans les deux alge`bres. Conside´rons d’abord deux ope´rateurs
du premier ordre, La = D−a et Lb = D− b, alors Φ(La) = α−a et Φ(Lb) = α− b.
Nous avons de´ja` montre´ que La ◦ Lb = D2 − (a + b)D + ab et donc Φ(La ◦ Lb) =
α2 − (a+ b)α+ ab, finalement :
Φ(La ◦ Lb) = α2 − (a+ b)α+ ab = (α− a)(α− b) = Φ(La)Φ(Lb) .
En utilisant le The´ore`me fondamentale de l’alge`bre (tout polynoˆme se factorise
de fac¸on unique en un produit de polynoˆmes du premier ordre) on peut avec une
de´monstration par induction sur l’ordre des ope´rateurs, montrer que Φ se “comporte
bien”par rapport aux produits. 
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REMARQUE 2.2 (Factorisation). Puisque tout polynoˆme peut eˆtre factorise´ de
fac¸on unique en polynoˆmes du premier de´gre´e, graˆce a` l’isomorphisme Φ une fac-
torisation similaire est obtenue pour les ope´rateurs.
αn + an−1αn−1 + · · ·+ a0 ⇒ (α− λ1)m1 . . . (α− λk)mk ,
pour des opportuns entiers k ≤ n, m1 + · · · + mk = n et des opportuns nombres
complexes (λj)j=1,...,k, racines du polynoˆme de multiplicite´es (mj)j=1,...,k. Pour
l’ope´rateur La = D
n + an−1Dn−1 + · · ·+ a0 on a la factorisation
La = (D − λ1)m1 ◦ · · · ◦ (D − λk)mk .
Puisque l’alge`bre D est commutative nous avons
u ∈ K er(D − λj)mj ⇒ u ∈ K erLa .
Graˆce a` cette remarque nous pouvons commencer a` de´terminer le noyau (Ker-
nel) de (D − λ)m, pour λ ∈ C et m ≥ 1.
LEMME 2.3. Soit λ ∈ C et m ≥ 1, alors :
(VI.2.3) eλt, teλt, . . . , tm−1eλt ∈ K er(D − λ)m .
De´monstration. Nous allons de´montrer le re´sultat par induction sur m. Si
m = 1 alors
(D − λ)eλt = Deλt − λeλt = λeλt − λeλt = 0 ,
et donc eλt appartient au noyau de (D − λ).
Supposons (VI.2.3) vraie pourm et nous allons la de´montrer pourm+1. A cause
de la factorisation (voir remarque 2.2) nous avons (D− λ)m+1 = (D− λ)(D− λ)m
et donc par l’hypothe`se d’induction les fonctions eλt, teλt, . . . , tm−1eλt sont dans
le noyau de (D− λ)m. Il nous reste a` prouver que tmeλt appartient a(D− λ)m+1 :
(D − λ)m+1 (tmeλt) = (D − λ)m(D − λ) (tmeλt) = (D − λ)m (mtm−1eλt + tmλeλt − λtmeλt)
= (D − λ)m (mtm−1eλt) = 0 ,
ou` la dernie`re e´galite´ est obtenue puisque par l’hypothe`se d’induction nous savons
que tm−1eλt ∈ K er(D − λ)m. 
EXEMPLE 2.4. Conside´rons l’EDO line´aire a` coefficients constants homoge`ne :
(VI.2.4) u¨− 3u˙+ 2u = 0 .
En termes d’ope´rateurs nous avons (D2 − 3D + 2)u = 0. Le polynoˆme associe´ est
p(α) = α2 − 3α + 2, qui admet la factorisation p(α) = (α − 1)(α − 2) et donc
l’ope´rateur est factorise´ en (D − 1)(D − 2). Les fonctions u1(t) = et et u2(t) = e2t
sont respectivement dans les noyaux de D − 1 et D − 2, c’est–a` dire u1 et u2 sont
solutions de (VI.2.4). Puisque elles sont line´airement inde´pendantes (λ1e
t+λ2e
2t ≡
0 si et seulement si λ1 = λ2 = 0) la solution ge´ne´rale de (VI.2.4) est donne´e par
u(t) = c1u1(t) + c2u2(t) ,
avec c1 et c2 constantes arbitraires.
REMARQUE 2.5 (Racines complexes). Si l’EDO line´aire homoge`ne a` coeffi-
cients constants et re´els, alors le polynoˆme p(α) est aussi a` coefficients re´els. Il
peut cependant avoir des racines complexes et si λ = a+ ib est une racine complexe
alors la racine complexe conjugue´e, λ¯ = a− ib, est solution :
p(λ¯) = λ¯n + an−1λ¯n−1 + · · ·+ a0 = λn + an−1λn−1 + · · ·+ a0 = p(λ) = 0 .
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Cela implique que les fonctions e(a+ib)t et e(a−ib)t (qui sont line´airement inde´pendantes)
sont solutions de l’EDO. Mais
e(a+ib)t = ea(cos bt+ i sin bt) et e(a−ib)t = ea(cos bt− i sin bt) ,
et puisque une solution ge´ne´rale de l’EDO est combinaison line´aire de e(a+ib)t
et e(a−ib)t, on pourra aussi la e´crire comme combinaison line´aire des fonctions
aat cos bt et eat sin bt.
EXEMPLE 2.6. Conside´rons l’EDO
u(3) − 2u(2) + 2u(1) = 0 ;
on lui associe l’ope´rateur D3 − 2D2 + 2D1, dont le polynoˆme caracte´ristique est
p(α) = α3 − 2α2 + 2α. Ses racines sont α = 0, α = 1 + i et (donc) α = 1 − i, la
solution ge´ne´rale est
u(t) = c1 + c2e
t cos t+ c3e
t sin t ,
ou` c1 doit eˆtre lu comme c1e
0t.
EXEMPLE 2.7. Conside´rons l’EDO
u¨− 2u˙+ u = 0 ,
avec son ope´rateur (D2 − 2D + 1), factorise´ en (D − 1)2 : 1 racine double. Les
solutions sont u1(t) = e
t et u2(t) = te
t, elles sont bien line´airement inde´pendantes,
donc la solution ge´ne´rale est
u(t) = c1e
t + c2te
t .
Pour conclure la caracte´risation de V0 il nous reste a` prouver que les fonctions
eλ1 , teλ1t, . . . , tm1−1eλ1t, . . . , eλk , teλkt, . . . , tmk−1eλkt sont line´airement inde´pendantes,
puisque elles sont n et la dimension de V0 est n aussi, nous aurons de´termine´ une
base de l’espace vectoriel qui est appele´e aussi syste`me fondamentale.
2.3. De´terminant de Wronski. Soient φ1, . . . , φn e´le´ments de K erLa, c’est–
a` dire solutions de l’EDO line´aire homoge`ne, de´finissons la fonction :
(VI.2.5) t 7→ W(t) =


φ1(t) . . . φn(t)
φ
(1)
1 (t) . . . φ
(1)
n (t)
...
...
φ
(n−1)
1 (t) . . . φ
(n−1)
n (t)

 ,
et la fonction de´terminant appele´e de´terminant de Wronski ou Wronskien :
(VI.2.6) t 7→W (t) = detW(t) =W (t;φ1, . . . , φn) .
Nous allons montrer que a` l’aide W (t) la question de l’inde´pendance line´aire
sera facilement re´solue graˆce aux Lemmes suivants.
LEMME 2.8. Les fonctions φ1, . . . , φn forment un syste`me fondamental de V0
si et seulement si W (t;φ1, . . . , φn) 6= 0 pour tout t ∈ I.
De´monstration. La de´monstration est faite par contradiction. Supposons
donc qu’il existe n constantes, c1, . . . , cn, pas toutes nulles telles que :
(VI.2.7) c1φ1(t) + · · ·+ cnφn(t) = 0 ∀t ∈ I ,
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puisque les fonctions φi sont re´gulie`re (admettent les premie`res n − 1 de´rive´es
continues) pour tout k entier, k = 1, . . . , n − 1, nous pouvons calculer la de´rive´e
d’ordre k de la relation (VI.2.7) :
(VI.2.8) c1φ
(k)
1 (t) + · · ·+ cnφ(k)n (t) = 0 ∀t ∈ I et k = 1, . . . , n− 1 .
Ces n relations peuvent eˆtre e´crite sous forme matricielle :

φ1 . . . φn
φ
(1)
1 . . . φ
(1)
n
...
...
φ
(n−1)
1 . . . φ
(n−1)
n




c1
c2
...
cn

 = 0 ∀t ∈ I .
Mais par hypothe`se W (t) 6= 0, donc (c1, . . . , cn)T = 0 est la seule solution, contre
l’hypothe`se que les ci n’e´taient pas toutes nulles. Donc les φi sont line´airement
inde´pendantes. 
Mais on peut se simplifier la vie en ve´rifiant seulement que il existe t0 ∈ I tel
que W (t0) 6= 0 :
LEMME 2.9. Soient φ1, . . . , φn dans V0, alors on a deux seules possibilite´es :
(1) W (t) ≡ 0 dans I ;
(2) W (t) 6= 0 pour tout t ∈ I.
De´monstration. Soit t0 ∈ I tel que W (t0) = 0, nous allons montrer que cela
implique W (t) = 0 pour tout t.
Puisque le de´terminant vaut ze´ro en t0 ils existent des constantes re´elles c1, . . . , cn
pas toutes nulles, telles que :
c1


φ1(t0)
...
φ
(n−1)
1 (t0)

+ · · ·+ cn


φn(t0)
...
φ
(n−1)
n (t0)

 = 0 .
La fonction ψ(t) = c1φ1(t) + · · · + cnφn(t) est dans V0 (elle est solution de
l’EDO homoge`ne a` cause de la line´arite´) et de plus elle est solution du PdC :
La(ψ) = 0ψ(t0) = 0 , ψ
(1)(t0) = 0 , . . . , ψ
(n−1)(t0) = 0 ,
Mais ce PdC a comme solution la fonction identiquement nulle et donc par l’unicite´
du The´ore`me de Picard nous avons ψ(t) ≡ 0 et donc W (t) ≡ 0. 
Ce re´sultat est contenu dans le suivant Lemme purement alge´brique du a` Liou-
ville
LEMME 2.10 (Liouville). Soient φ1, . . . , φn dans V0, alors on a la relation
(VI.2.9) W (t) = e−(t−t0)an−1W (t0) .
De´monstration. Notons que les composantes de la matrice W peuvent eˆtre
re´crite comme il suit, pour 1 ≤ i ≤ n et 1 ≤ j ≤ n :
wi,j = φ
(i−1)
j .
Alors le de´terminant de Wronski est par de´finition :
W (t) = detW(t) =
∑
p∈Sn
sgn(p)wp(1),1 . . . wp(n),n ,
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ou` Sn est l’ensemble des permutations des entiers entre 1 et n, sgn(p) est la signature
de la permutation
sgn(p) =
{
1 si p est paire (produit d’un nombre pair de transpositions)
−1 si p est impaire (produit d’un nombre impair de transpositions)
et la somme est faite sur toutes les fac¸ons possibles de choisir n e´le´ments de W
appartenant a` des lignes et colonnes distinctes.
Calculons la de´rive´ de W (t) (rappelons que les composantes wi,j sont des fonc-
tions du temps) :
d
dt
detW(t) =
∑
p∈Sn
sgn(p)
d
dt
(
wp(1),1 . . . wp(n),n
)
=
n∑
i=1
∑
p∈Sn
sgn(p)wp(1),1 . . . wp(i−1),1w˙p(i),1wp(i+1),1wp(n),n
=
n∑
i=1
det


w1,1 . . . w1,n
...
...
wi−1,1 . . . wi−1,n
w˙i,1 . . . w˙i,n
wi+1,1 . . . wi+1,n
...
...
wn,1 . . . wn,n


=
n∑
i=1
W (t;φ1, . . . , φi−1, φ˙i, φi+1, . . . , φn) =
n∑
i=1
Wi(t) .
Donc le de´terminant est la somme de n de´terminants, chacun avec une seule de´rive´.
Mais si i ≤ n− 1, alors
d
dt
wi,j =
d
dt
φ
(i−1)
j = φ
(i)
j = wi+1,j ,
et donc tous les de´terminant Wi(t) sont ze´ro si i ≤ n−1 puisque ils ont deux lignes
e´gales, par exemple
W1(t) = det


w2,1 . . . w2,n
w2,1 . . . w2,n
...
...
wn,1 . . . wn,n

 = 0 ,W2(t) = det


w1,1 . . . w1,n
w3,1 . . . w3,n
w3,1 . . . w3,n
...
...
wn,1 . . . wn,n

 = 0 ,
et en ge´ne´ral
Wi(t) = det


w1,1 . . . w1,n
...
...
wi−1,1 . . . wi−1,n
wi+1,1 . . . wi+1,n
wi+1,1 . . . wi+1,n
...
...
wn,1 . . . wn,n


= 0 .
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Le seul de´terminant qui n’est pas ze´ro est Wn donc
d
dt
detW(t) = det


w1,1 . . . w1,n
...
...
wn−1,1 . . . wn−1,n
w˙n,1 . . . w˙n,n

 ,
mais w˙n,j = φ˙
(n−1)
j = φ
(n)
j et donc puisque φj sont des solutions de l’EDO nous
avons
φ
(n)
j = −an−1φ(n−1)j − · · · − a0φj = −an−1wn,j − · · · − a0w1,j ,
donc
d
dt
detW(t) = det


w1,1 . . . w1,n
...
...
wn−1,1 . . . wn−1,n
−an−1wn,1 − · · · − a0w1,1 . . . −an−1wn,n − · · · − a0w1,n

 .
On remarque que la dernie`re ligne a e´te´ construite a` partir W (t) comme il suit :
−an−1 fois la dernie`re ligne de W (t), −an−2 fois l’avant dernie`re ligne de W (t)
et cetera. Mais le de´terminant ne change pas si on substitue une ligne avec une
combinaison line´aire d’autres ligne et donc on peut retrancher tous les termes de la
combinaison line´aire sauf les premiers :
d
dt
W (t) = det


w1,1 . . . w1,n
...
...
wn−1,1 . . . wn−1,n
−an−1wn,1 . . . −an−1wn,n

 ,
et pour la proprie´te´ du de´terminant (si on multiplie une ligne par une constante
alors tout le de´terminant est multiplie´ par la meˆme constante on conclut que :
d
dt
W (t) = −an−1W (t) ,
et donc avec inte´gration
W (t) = e−an−1(t−t0)W (t0) .

REMARQUE 2.11. Nous observons que −an−1 est la trace de la matrice A
(somme des termes sur la diagonale) de l’EDO line´aire, donc en ge´ne´ral pour l’EDO
x˙ = Ax le de´terminant de Wronski ve´rifie :
W (t) =W (t0)e
−tr(A)(t−t0) .
REMARQUE 2.12. La de´monstration du Lemme 2.9 suit du Lemme 2.10 en
remarquant que la fonction exponentielle n’est jamais ze´ro et donc si il existe t0 tel
que W (t0) 6= 0 alors W (t) 6= 0 pour tout t.
REMARQUE 2.13 (Interpre´tation ge´ome´trique de Lemme 2.10). D’apre`s le
cours d’alge`bre (ou de calcul) on sait que le de´terminant est le volume oriente´ des
n vecteurs lignes (ou colonnes), donc le Lemme de Liouville nous dit que le volume
(de l’espace de phases) varie par rapport au temps avec une lois exponentielles, sauf
si la trace est nulle et alors il est constant.
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2.4. Inde´pendance line´aire de fonctions. Nous avons maintenant tous les
moyens pour de´montrer que les n fonctions eλ1 , teλ1t, . . . , tm1−1eλ1t, . . . , eλk , teλkt, . . . , tmk−1eλkt
de V0 sont line´airement inde´pendantes. Pour cela c¸a suffit de calculer leurs de´terminant
de Wronski :
W (t) =W (t; eλ1 , teλ1t, . . . , tm1−1eλ1t, . . . , eλk , teλkt, . . . , tmk−1eλkt) ,
et ve´rifier (graˆce au Lemme 2.9) qu’il existe un point t0 pour lequel W (t0) = 0.
Cela est ge´ne´ralement un tache dure sauf si le polynoˆme caracte´ristique p(α) =
αn+ an−1αn−1+ · · ·+ a0 a n racines distinctes : λ1, . . . , λn (k = n et mj = 1 pour
1 ≤ j ≤ n). Dans ce cas avec t0 = 0 nous avons
W (t; eλ1 , . . . , eλk) = det


eλ1t . . . eλnt
λ1e
λ1t . . . λne
λnt
...
...
λn−11 e
λ1t . . . λn−1n e
λnt

 (t = 0) = det


1 . . . 1
λ1 . . . λn
...
...
λn−11 . . . λ
n−1
n

 .
Montrons que ce de´terminant (appele´ de´terminant de Van der Monde) est
diffe´rent de ze´ro. Supposons au contraire qu’il soit e´gal a` ze´ro, donc ils existent
n constantes, non toutes nulles, c1, . . . , cn telles que pour tout 1 ≤ k ≤ n (combi-
naison line´aire des n colonnes) :
c1 + c2λk + c3λ
2
k · · ·+ cnλn−1k = 0 ,
mais alors le polynoˆme q(x) =
∑n
l=1 c1x
l−1, de de´gre´e n− 1, a n racines distinctes
λ1, . . . , λn ce qui est absurde puisque un polynoˆme peut avoir au plus un nombre
de racines distinctes e´gal a` son degre´.
La partie restante du paragraphe sera consacre´e a` la de´monstration de l’inde´pendance
des n fonctions eλ1 , teλ1t, . . . , tm1−1eλ1t, . . . , eλk , teλkt, . . . , tmk−1eλkt dans le cas
ge´ne´rale. Soit donc S =< eλ1 , teλ1t, . . . , tm1−1eλ1t, . . . , eλk , teλkt, . . . , tmk−1eλkt >
vous voulons de´montrer que S = V0, pour le moment nous savons seulement que :
S ⊂ V0. Pre´ mettons quelques remarques.
REMARQUE 2.14. Toute combinaison line´aire d’e´le´ments de S peut eˆtre re´crite
comme : p1(t)e
λ1t+ · · ·+ ps(t)eλst, ou` s ≤ k et pj(t) sont des polynoˆmes de de´gre´e
deg pj = dj ≤ mj−1. Pour cela c¸a suffit de mettre en facteurs pour j ∈ {1, . . . , k}, la
fonction exponentielle eλjt, et donc son “coefficient”sera par de´finition le polynoˆme
pj.
Donc des e´le´ments de S sont line´airement de´pendant s’ils existent s ≤ k po-
lynoˆmes (pj(t))1≤j≤s) de de´gre´e deg pj = dj ≤ mj − 1, qui ne sont pas tous nuls
tels que :
(VI.2.10) p1(t)e
λ1t + · · ·+ ps(t)eλst = 0 .
Montrons maintenant l’inde´pendance line´aire des e´le´ments de S. Supposons que
la the`se soit fausse et donc que les e´le´ments de S sont line´airement de´pendants ;
graˆce au remarque pre´ce´dant 2.14 ils existent s ≤ k polynoˆmes (pj(t))1≤j≤s) de
de´gre´e deg pj = dj ≤ mj − 1, pas tous nuls tels que : p1(t)eλ1t+ · · ·+ ps(t)eλst = 0.
Supposons que s soit le nombre minimale de polynoˆmes ne´cessaires pour faire une
telle combinaisons line´aire 3. Puisque eλ1t n’est jamais ze´ro on peut le factoriser et
donc la relation de de´pendance line´aire devient :
p1(t) + p2(t)e
(λ2−λ1)t + · · ·+ ps(t)e(λs−λ1)t = 0 .
3On peut assumer s > 1 puisque la relation p1(t)eλ1t = 0 ne peut jamais eˆtre re´alise´e.
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De´rivons la relation pre´ce´dente d1 + 1 fois (e´tant d1 le de´gre´e de p1), puisque
dd1+1
dtd1+1
p1(t) = 0 ,
nous avons
dd1+1
dtd1+1
(
p2(t)e
(λ2−λ1)t + · · ·+ ps(t)e(λs−λ1)t
)
= 0 .
Soit 2 ≤ j ≤ s et conside´rons la de´rive´e du terme avec pj(t) :
(VI.2.11)
dd1+1
dtd1+1
(
pj(t)e
(λj−λ1)t
)
=
(
(λj − λ1)d1+1pj(t) + (d1 + 1)(λj − λ1)d1 d
dt
pj(t) + . . .
)
e(λj−λ1)t ,
ou` les points repre´sentent des termes avec de´rive´es de pj d’ordre plus grand que
un avec certains coefficients. Donc si deg pj(t) = dj , le seul terme qui contiendra la
puissance tdj sera le premier avec un coefficient αj,dj (λj −λ1)d1+1 diffe´rent de ze´ro
puisque λj 6= λ1, tous les autres termes aurons des puissances tq avec q < dj . Si on
revient a` (VI.2.11) on pourra la re´crire comme
r2(t)e
(λ2−λ1)t + · · ·+ rs(t)e(λs−λ1)t = 0 ,
avec (rj(t))2≤j≤s polynoˆmes non tous nuls qui permettent d’e´crire une combinaison
line´aire nulle de e´le´ments de S, ce qui est en contradiction avec la minimalite´ de
s (le nombre de polynoˆmes choisi au de´part e´tait le plus petit possible). Donc
les e´le´ments de S sont bien line´airement inde´pendants et ils constituent une base,
syste`me fondamentale, de V0.
2.5. Conclusions. Nous pouvons donc conclure cette section en re´sumant les
re´sultats obtenus de la fac¸on suivante.
THE´ORE`ME 2.15. L’EDO line´aire homoge`ne d’ordre n a` coefficients constants :
(VI.2.12) u(n) + an−1u(n−1) + · · ·+ a0u = 0 ,
avec n ∈ N et (ak)0≤n−1 ⊂ C, admet une solution ge´ne´rale (inte´grale ge´ne´rale) de
la forme :
φ(t) =
s∑
j=1
pj(t)e
λjt ,
ou` :
(1) s est un entier plus petit ou e´gal a` n ;
(2) λ1, . . . , λs sont les racines distinctes complexes du polynoˆme caracte´ristique
associe´ a` l’EDO : p(α) = αn + an−1αn−1 + · · ·+ a0 ;
(3) m1, . . . ,ms (entiers plus grand que 1) sont les multiplicite´s des racines
λ1, . . . , λs ;
(4) p1(t), . . . , ps(t) sont des polynoˆmes a` coefficients complexes de de´gre´e res-
pectivement m1 − 1, . . . ,ms − 1.
Si l’EDO (VI.2.12) est a` coefficients re´els alors on voudrait pouvoir e´crire la
solution ge´ne´rale avec des fonctions re´elles, cela est possible graˆce au The´ore`me
suivant :
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THE´ORE`ME 2.16 (Coefficients re´els). L’EDO line´aire homoge`ne d’ordre n a`
coefficients re´els constants :
(VI.2.13) u(n) + an−1u(n−1) + · · ·+ a0u = 0 ,
avec n ∈ N et (ak)0≤n−1 ⊂ R, admet une solution ge´ne´rale (inte´grale ge´ne´rale) de
la forme :
φ(t) =
s′∑
j=1
pj(t)e
λj t +
s′′∑
l=1
(ql,1(t) cos(βlt) + ql,2 sin(βlt)) ,
ou` :
(1) s′ et s′′ sont des entiers tels que s′ + s′′ ≤ n ;
(2) λ1, . . . , λs′ sont les racines distinctes re´elles du polynoˆme caracte´ristique
associe´ a` l’EDO : p(α) = αn + an−1αn−1 + · · · + a0, de multiplicite´s :
m1, . . . ,ms′ ;
(3) α1±iβ1, . . . , αs′′±iβs′′ sont les racines distinctes complexes conjugue´es du
polynoˆme caracte´ristique associe´ a` l’EDO de multiplicite´s : µ1, . . . , µs′′ ;
(4) p1(t), . . . , ps′(t) sont des polynoˆmes a` coefficients re´els de de´gre´e respecti-
vement m1 − 1, . . . ,ms − 1 ;
(5) q1,j(t), . . . , ps′′,l(t), l = 1, 2, sont des polynoˆmes a` coefficients re´els de
de´gre´e respectivement µ1 − 1, . . . , µs′′ − 1.
3. EDO line´aires a` coefficients constants non homoge`nes
Conside´rons maintenant une EDO de la forme
u(n) + an−1u(n−1) + · · ·+ a0u = f ,
c’est–a` dire line´aire, non homoge`ne a` coefficients constants. Nous avons de´ja` vu que
toute solution peut eˆtre e´crite comme somme de la solution ge´ne´rale du proble`me
homoge`ne associe´ (voir section pre´ce´dente) avec une solution particulie`re.
Dans cette section nous montrerons une me´thode valable pour une classe de
fonctions f (polynoˆmes trigonome´triques ge´ne´ralise´s avec fonctions exponentielles)
qui nous permettra de de´terminer une solution particulie`re et donc une solution
ge´ne´rale d’apre`s les re´sultats pre´ce´dents.
Dans la section suivante nous pre´senterons une me´thode ge´ne´rale (pour f quel-
conque) pour de´terminer une solution particulie`re valable dans le cas de coefficient
non constants, mais quelque peu formelle et complique´e.
Conside´rons donc l’EDO
u(n) + an−1u(n−1) + · · ·+ a0u = f ,
ou` la fonction f peut eˆtre dans un des suivants cas :
(1) f est un polynoˆme P (t) ;
(2) f(t) est le produit d’un polynoˆme par une exponentielle re´elle : f(t) =
P (t)eβt, avec β ∈ R et P (t) un polynoˆme ;
(3) f(t) est le produit d’un polynoˆme, d’une exponentielle re´elle et d’un po-
lynoˆme trigonome´trique : f(t) = P (t)eβt (a cos(γt) + b sin(γt)), avec a, b, β
et γ re´els et P (t) un polynoˆme ;
(4) f est une combinaison line´aire des trois cas pre´ce´dents.
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Chaque cas sera conside´re´ se´pare´ment dans un des paragraphes suivants ou`
une me´thode pratique pour la recherche d’une solution particulie`re de l’EDO sera
montre´e.
3.1. Cas 1 : f(t) = P(t). Soit p = degP (t), cherchons la solutions particulie`re
dans la forme d’un polynoˆme de de´gre´e q, upart(t) = q(t). Les inconnues sont les
coefficients du polynoˆme q(t) et son de´gre´e.
Soit j le plus petit entier plus grand que 1 tel que aj 6= 0, en d’autres termes
le polynoˆme caracte´ristique associe´ a` l’EDO est de la forme : p(α) = αjp1(α), ou`
p1(0) 6= 0 (j est dite aussi multiplicite´ de 0). Alors Laq(t) est un polynoˆme de de´gre´e
q − j (on fait agir sur q(t) au minimum j de´rive´es) qui doit eˆtre e´gal au de´gre´e de
P (t), ce qui va fixer la premie`re inconnue : q = j + p.
Si on e´crit maintenant 4 upart(t) = t
j (b0 + b1t+ · · ·+ bptp) nous pouvons
de´terminer tous les coefficients en e´galisant les coefficients de meˆmes puissances
en t dans Laupart = P (t).
EXEMPLE 3.1. De´terminer la solution ge´ne´rale de l’EDO
u(3) + 2u(2) + u(1) = 1 + t2 .
Le polynoˆme caracte´ristique associe´ est p(α) = α3 + 2α2 + α qui se factorise en
α(α + 1)2 donc le racine sont λ1 = 0, avec m1 = 1 et λ2 = −1 avec m2 = 2.
D’apre`s le The´ore`me 2.15 l’inte´grale ge´ne´rale de l’EDO homoge`ne est :
u0(t) = c1 + c2e
−t + c3te−t .
Le polynoˆme P (t) = 1 + t2 a de´gre´e 2 et la multiplicite´ de la racine α = 0 est
un donc j = 1. On doit chercher les coefficients upart(t) = t(b0 + b1t+ b2t
2). Si on
fait agir La sur upart(t) on trouve :
u
(3)
part(t) + 2u
(2)
part(t) + u
(1)
part(t) = 3b2t
2 + (2b1 + 12b2)t+ (b0 + 4b1 + 6b2) ,
qui doit eˆtre e´gal a` P (t), donc

3b2 = 1
2b1 + 12b2 = 0
b0 + 4b1 + 6b2 = 1 .
On obtient avec simple calcul
upart(t) = t
(
7− 2t+ 1
3
t2
)
.
3.2. Cas 2 : f(t) = P(t)eβt. Soit p = degP (t) et soit j la multiplicite´ de β
comme racine du polynoˆme caracte´ristique p(α), si p(β) 6= 0 alors j = 0. On cherche
une solution particulie`re de la forme :
upart(t) = t
jeβt (b0 + b1t+ · · ·+ bptp) .
Encore une fois les coefficients b0, . . . , bp sont de´termine´s en identifiant les coeffi-
cients des meˆmes puissances de t dans Laupart(t) et P (t).
4Nous remarquons que celle–ci n’est pas la formule ge´ne´rale d’un polynoˆme de de´gre´e j+p, qui
serait q˜(t) = c0+ ct+ · · ·+ cj+ptj+p. Mais l’ope´rateur diffe´rentiel se factorise en La = ajLa′ ◦D
j ,
ou` La′ c’est un ope´rateur diffe´rentiel d’ordre n− j, et donc l’action de D
j e´limine dans q˜(t) tous
les coefficients des puissances plus petites que j, d’ou` la forme recherche´e.
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EXEMPLE 3.2. Conside´rons l’EDO
u(2) − u(1) − 2u = e2t(t2 + t) .
Le polynoˆme caracte´ristique de l’EDO homoge`ne associe´e est p(α) = α2 − α − 2,
qui se factorise en (α − 2)(α + 1) avec deux racines simples. La solution ge´ne´rale
de l’EDO homoge`ne est donc : u0(t) = c1e
2t + c2e
−t.
Le quasi–polynoˆme e2t(t2+ t) a β = 2 et p = 2, de plus β = 2 est racine simple
de p(α) donc j = 1. La solution particulie`re est cherche´e de la forme :
upart(t) = te
2t(b0 + b1t+ b2t
2) ,
dont les coefficients sont de´termine´s d’apre`s le calcul de Laupart :
u
(2)
part − u(1)part − 2upart = e2t
[
(3b0 + 2b1) + (6b2 + 6b1)t+ 9b2t
2
]
.
En e´galisant avec e2t(t2 + t) on a :

9b2 = 1
6b2 + 6b1 = 1
3b0 + 2b1 = 0 ,
d’ou` :
upart(t) = te
2t
(
− 1
27
+
t
18
+
t2
9
)
.
3.3. Cas 3 : f(t) = P(t)eβt (a cos(γt) + b sin(γt)). Soit p = degP (t), j la
multiplicite´ de β±iγ comme racine complexe conjugue´e du polynoˆme caracte´ristique
p(α), si p(β ± iγ) 6= 0 alors j = 0. On cherche alors une solution particulie`re de la
forme :
upart(t) = t
jeβt (Q1(t) cos(γt) +Q2(t) sin(γt)) ,
ou` Q1 et Q2 sont deux polynoˆmes de de´gre´e p.
EXEMPLE 3.3. Conside´rons l’EDO
u(2) + u = cos t ,
dont le polynoˆme caracte´ristique de l’EDO homoge`ne associe´e est p(α) = α2 + 1,
qui a comme racines simples ±i. La solution ge´ne´rale est donc
u0(t) = c1 cos t+ c2 sin t = d1e
it + d2e
−it .
Le quasi–polynoˆme trigonome´trique (ici re´duit au cos) a : β = 0, γ = 1 et p = 0, on
remarque que p(i) = 0 (racine simple) et donc j = 1, finalement on peut chercher
la solution particulie`re de la forme :
upart(t) = t(q1 cos t+ q2 sin t) ,
et les coefficients q1 et q2 sont de´termine´s de Laupart = cos t :
cos t = u
(2)
part + upart = −2q1 sin t+ q2 cos t ,
donc q1 = 0, q2 = 1/2 et la solution particulie`re est :
upart(t) =
t
2
sin t .
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3.4. f(t) combinaisons de pre´ce´dents. Si f est obtenue comme somme de
f1+f2+f3, ou` chaque terme est de la forme vu dans le cas pre´ce´dents, a` cause de la
line´arite´ de l’ope´rateur La nous pourrons de´terminer une solution particulie`re pour
chaque terme composant f et apre`s obtenir l’inte´grale particulie`re comme somme
des solutions particulie`res.
4. EDO line´aires
Conside´rons a` nouveau une EDO d’ordre n line´aire avec coefficients de´pendant
du temps :
u(n) + an−1(t)u(n−1) + · · ·+ a0(t)u = f ,
ou` avec l’ope´rateur diffe´rentiel associe´
Lau = f .
Nous avons de´ja` montre´ que toute solution peut eˆtre e´crite comme somme de la
solution ge´ne´rale de l’EDO homoge`ne associe´e avec une solution particulie`re et que
l’espace des solutions de de l’EDO homoge`ne associe´e, V0 est un espace vectoriel
de dimension n.
He´las cette fois nous n’avons pas une description en ge´ne´rale de la base, syste`me
fondamental, de V0, mais il ne fallait pas s’attendre diffe´remment puisque si les fonc-
tions ak(t) sont quelconques, la base aussi pourra eˆtre quelconque. On devra donc
utiliser pour chaque proble`me des me´thodes diffe´rentes pour obtenir les solutions
de l’EDO homoge`ne associe´e.
Si nous supposons d’avoir un syste`me fondamental pour V0, nous pouvons
conside´rer le proble`me initial non homoge`ne et montrer comment trouver une solu-
tion particulie`re (et donc toute solution en rajoutant la solution ge´ne´rale de l’EDO
homoge`ne).
4.1. Me´thode de la variation des constantes. La me´thode expose´e dans
cette section est une ge´ne´ralisation de la me´thode, portant le meˆme nom, vue dans
la section V.2 pour le cas particulier de dimension un.
Supposons de connaˆıtre un syste`me fondamental de l’EDO homoge`ne :
u(n) + an−1(t)u(n−1) + · · ·+ a0(t)u = 0 ,
et appelons ces fonctions (φj(t))1≤j≤n de´finies sur l’intervalle ouvert I, ou` aussi
les (aj(t))0≤j≤n−1 sont de´finies et continues. Donc la solution ge´ne´rale de l’EDO
homoge`ne est une fonction de la forme :
x0(t) = c
0
1φ1(t) + · · ·+ c0nφn(t) ,
ou` les c0j sont des constantes (re´elles ou complexes). En formule compacte nous
e´crirons :
φ(t) = (φ1(t), . . . , φn(t)) , c
0 = (c01, . . . , c
0
n) ,
et donc la solution ge´ne´rale comme :
x0(t) = c
0 · φ(t) :=
n∑
j=1
c0jφj(t) .
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Donne´e cette forme pour la solution de l’EDO homoge`ne, nous cherchons une
solution particulie`re de l’EDO non homoge`ne de la forme :
(VI.4.1) x(t) = c(t) ·φ(t) :=
n∑
j=1
cj(t)φj(t) ,
ou` maintenant c(t) est une fonction du temps (inconnue). La fonction x(t) est une
solution si elle ve´rifie
(VI.4.2) x(n)(t) + an−1(t)x(n−1)(t) + · · ·+ a0(t)x(t) = f(t) ,
puisque les fonctions c(t) sont arbitraire nous de´cidons de les soumettre aux contraints
suivants :
x(1)(t) = c(t) ·φ(1)(t)(VI.4.3)
x(2)(t) = c(t) ·φ(2)(t)
...
x(n−1)(t) = c(t) ·φ(n−1)(t) .
En de´rivant la de´finition (VI.4.1) nous obtenons :
x(1)(t) = c(1)(t) · φ(t) + c(t) · φ(1)(t) ,
qui avec le premier contraint (VI.4.3) nous donne :
(VI.4.4) c(1)(t) · φ(t) = 0 .
Si nous de´rivons le premier contraint (VI.4.3)
x(2)(t) = c(1)(t) ·φ(2)(t) + c(t) · φ(2)(t) ,
et nous utilisons la relation (VI.4.4), nous avons :
c(1)(t) · φ(1)(t) = 0 .
C’est clair qu’on peut continuer a` de´river les premiers n− 2 contraints (VI.4.3) et
utiliser les relations de´ja` trouve´es pour trouver :
c(1)(t) · φ(2)(t) = 0
...
c(1)(t) · φ(n−2)(t) = 0 .
La de´rivation du dernier contraint nous donne
x(n)(t) = c(1)(t) · φ(n−1)(t) + c(t) · φ(n)(t) ,
mais x(t) est une solution et donc elle ve´rifie (VI.4.2), en remplac¸ant les de´rive´es
de x(t) avec les (VI.4.3) et en utilisant la relation pre´ce´dente on obtient :
f(t)−an−1(t)c(t)·φ(t)(n−1)(t)−· · ·−a0(t)c(t)·φ(t) = c(1)(t)·φ(n−1)(t)+c(t)·φ(n)(t) .
Maisφ(t) est un vecteur dont les composantes sont des solutions de l’EDO homoge`ne
associe´e, c’est–a` dire :
φ(t)(n)(t) + an−1(t)φ(t)(n−1)(t) + · · ·+ a0(t)φ(t) = 0 ,
et donc :
(VI.4.5) c(1)(t) · φ(n−1)(t) = f(t) .
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En re´sumant x(t) = c(t) ·φ(t) est une solution de l’EDO si les fonctions c(1)(t)
ve´rifient le syste`me line´aire non homoge`ne suivant :

c(1)(t) · φ(t) = 0
c(1)(t) · φ(1)(t) = 0
...
c(1)(t) · φ(n−2)(t) = 0
c(1)(t) · φ(n−1)(t) = f(t) ,
qui peut eˆtre re´crit en utilisant la matrice deWronski (VI.2.5) dans la forme suivante
(VI.4.6) W(t)c(1)(t) =


0
...
0
f(t)

 .
Puisque detW(t) 6= 0, pour tout t ∈ I (Lemme 2.10) on peut inverser la matrice
W(t) et donc de´terminer le vecteur (c)(1) :
c(1)(t) =W−1(t)


0
...
0
f(t)

 ,
qui peut eˆtre simplifie´ avec la re`gle de Cramer
c
(1)
i (t) =
1
W (t)
∣∣∣∣∣∣∣∣∣
φ1(t) . . . φi−1(t) 0 φi+1(t) . . . φn(t)
φ
(1)
1 (t) . . . φ
(1)
i−1(t) 0 φ
(1)
i+1(t) . . . φ
(1)
n (t)
...
...
...
...
...
φ
(n−1)
1 (t) . . . φ
(n−1)
i−1 (t) f(t) φ
(n−1)
i+1 (t) . . . φ
(n−1)
n (t)
∣∣∣∣∣∣∣∣∣
=
Wni(t)
W (t)
f(t) ,
ou` W (t) est le de´terminant de Wronski et l’autre est le de´terminant de la matrice
obtenue en substituant la colonne i–e`me avec le vecteur (0, . . . , 0, f(t))T . Dans
la dernie`re e´galite´ Wni(t) est le comple´ment alge´brique (n, i) de la matrice W(t)
(c’est–a` dire le de´terminant de la matrice obtenue en supprimant la n–e`me ligne et
la i–e`me colonne de W(t) multiplie´ par (−1)n+i), cette e´galite´ est e´vidente une fois
qu’on de´veloppe le de´terminant dans la formule par rapport a` la colonne i–e`me et
on remarque que toutes les entre´es sont nulles sauf la n–ie`me qui vaut f(t).
Par inte´gration nous trouvons
c(t) = c(t0) +
∫ t
t0
Wni(s)
W (s)
f(s) ds ,
d’ou` la solution particulie`re est donne´e par :
x(t) =
n∑
j=1
φj(t)
(
cj(t0) +
∫ t
t0
Wnj(s)
W (s)
f(s) ds
)
.
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5. Oscillateur line´aire (d’apre`s Anne Lemaˆıtre, cours me´canique)
Nous allons conclure ce Chapitre avec une “application”des me´thodes de re´solution
des EDO line´aires. Cette application est prise du cours de Me´canique de BAC2, il
s’agit de l’oscillateur line´aire. Nous avons de´ja` vu au paragraphe V.6 l’oscillateur
harmonique, ce que nous ferons ici sera donc d’inclure l’exemple connu dans un
cadre plus ge´ne´ral.
Loscillateur line´aire libre (par opposition a` loscillateur line´aire force´ que nous
e´tudierons dans le paragraphe suivant) est d’e´crit par le´quation diffe´rentielle ho-
moge`ne :
(VI.5.1) x¨+ 2hx˙+ ω2x = 0 ,
par rapport a` l’oscillateur harmonique le extra-terme, 2hx˙ (le facteur 2 est mis
pour des “raisons esthe´tiques”pour les calculs suivants), peut eˆtre identifie´ avec
une friction, qui s’oppose au mouvement “naturel”et qui cause la non–conservation
de l’e´nergie.
Cette e´quation est importante pour (au moins) deux raisons :
(1) Cest une e´quation line´aire. Cest donc une e´quation dont on peut trouver
aise´ment une solution ge´ne´rale.
(2) De nombreuses situations physiques inte´ressantes peuvent eˆtre mode´lise´es
par une e´quation de ce type. Par exemple :
(a) Le ressort line´aire : Soit une masse attache´e a` lextre´mite´ dun ressort.
La masse peut se de´placer le long de laxe x. La force de rappel du
ressort est proportionnelle au de´placement de la masse et la force de
frottement est proportionnelle a` la vitesse.
(b) Circuit e´lectrique oscillant : Si la charge du condensateur est q,le
courant i vaut dq/dt et la tension cre´e´e par la bobine dinduction
vaut Ldi/dt. En sommant les diffe´rences de potentiel sur le circuit
ferme´, on trouve :
Lq¨ +Rq˙ +
q
C
= 0 .
L’e´quation (VI.5.1) est homoge`ne et line´aire, dons les me´thode vu dans ce
Chapitre sont d’application. Le polynoˆme caracte´ristique associe´ a` cette EDOL
est :
(VI.5.2) α2 + 2hα+ ω2 = 0 ,
dont les racines sont :
(VI.5.3) λ1 = −h+
√
h2 − ω2 and λ2 = −h−
√
h2 − ω2 .
Selon les valeurs des parame`tres h et ω nous aurons des comportements tout a´ fait
diffe´rents.
5.1. Oscillateur harmonique : h = 0. Nous avons de´ja´ e´tudie´ ce cas ; nous
rappelons brie`vement que les solutions sont donne´es par
x(t) = aeλ1t + beλ2t ,
avec des constantes complexes arbitraires a et b. Car λ1 = iω = λ¯2 et puisque
l’EDO est re´elle, nous pouvons exprimer aussi la solution en forme re´elle avec les
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fonctions trigonome´triques, nous e´crirons donc :
x(t) = c cos(ωt) + d sin(ωt) ,
ou encore
x(t) = A cos(ωt+ φ) .
Nous pouvons passer d’une formule a` l’autre avec les relations :
A =
√
c2 + d2 et tanφ = −d
c
.
5.2. Oscillateur faiblement amorti : h2 < ω2. Les deux racines du po-
lynoˆme caracte´ristique restent complexes conjugue´es :
λ1 = −h+ i
√
ω2 − h2 et λ2 = −h− i
√
ω2 − h2 ,
donc la solution ge´ne´rale est de la forme :
x(t) = e−ht (c cosΩt+ d sinΩt) = Ae−ht cos(Ωt+ φ) ,
avec Ω := ω2−h2, et la relation entre les deux formes de la solution est la meˆme de
celle vue au paragraphe pre´ce´dent. Ω est appele´e pseudo–fre´quence, car elle donne
bien une structure pe´riodique du mouvement (la solution passe par le ze´ro tous les
multiples entiers de 2π/Ω), mais la solution n’est pas pe´riodique, par exemple si
h > 0, alors la solution de´croit de fac¸on exponentielle pour t qui devient de plus en
plus grand.
Fig. 1. Oscillateur faiblement amorti. Solution x(t) pour h > 0.
On peut interpre´ter cette solution comme un mouvement oscillatoire avec de´croissance
exponentielle.
5.3. Oscillateur fortement amorti : h2 > ω2. Cette fois, les deux racines
du polynoˆme caracte´ristique sont re´elles et valent :
λ1 = −h+
√
h2 − ω2 et λ2 = −h−
√
h2 − ω2 ,
la solution ge´ne´rale est :
x(t) = e−ht
(
ceκt + de−κt
)
,
avec κ =
√
h2 − ω2 ; observons que, si h > 0, alors κ < h est donc le mouve-
ment sera toujours de´croissant pour t grand positif. Les oscillations pe´riodiques ont
comple`tement disparu.
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Fig. 2. Oscillateur fortement amorti. Solution x(t) pour h > 0.
5.4. Cas critique : h2 = ω2. Dans ce cas les valeurs propres sont e´gales :
λ1 = λ2 = −h ,
ou autrement dit −h est une solution de multiplicite´ 2 du polynoˆme caracte´ristique,
donc la solution ge´ne´rale est :
x(t) = ce−ht + dte−ht .
Encore une fois il n’y a aucun phe´nome`ne oscillatoire.
5.5. Oscillateur force´ : phe´nome`ne de re´sonance. Dans ce paragraphe
nous allons conside´rer la ge´ne´ralisation suivante de l’oscillateur vu pre´ce´demment.
Supposons quune force exte´rieure pe´riodique soit applique´e sur loscillateur line´aire.
Dans le cas le plus simple nous pouvons supposer que cette force ait une seule
fre´quence, alors le´quation du mouvement sera du type :
(VI.5.4) x¨+ 2hx˙+ ω2x = F sin(ω1t) .
Le´quation diffe´rentielle nest plus homoge`ne ; la fonction f(t) vaut ici F sin(ω1t).
Nous avons vu que la solution ge´ne´rale de ces EDOL non-homoge`ne est donne´e par
la solution ge´ne´rale de l’e´quation homoge`ne associe´e, plus une solution particulie`re.
Soit p(α) le polynoˆme caracte´ristique de l’e´quation homoge`ne, alors si p(ω1
neq0, hypothe`se que nous supposerons dans la suite, cette solution particulie`re sera
de la forme
xp(t) = a cosω1t+ b sinω1t ,
ou` les constantes a et b doivent eˆtre de´termine´es en imposant que xp soit une
solution de (VI.5.4).
Apre`s avoir substitue´ xp dans (VI.5.4) et e´galise´ les coefficients de meˆmes fonc-
tions trigonome´trique nous trouvons :{
a =
(ω2−ω21)F
4h2ω2
1
+(ω2−ω2
1
)2
b = −2hω1F
4h2ω2
1
+(ω2−ω2
1
)2
,
Nous pouvons e´crire sous une forme de plus facile interpre´tation :
y(t) = A sin(ω1t+ φ) ,
avec :
A =
√
a2 + b2 =
F√
4h2ω21 + (ω
2 − ω21)2
et tanφ =
b
a
=
−2hω1
ω2 − ω21
.
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La solution ge´ne´rale sera donc la somme de y(t) plus une des solutions vues
aux paragraphes pre´ce´dents selon les valeurs des parame`tres. Si h > 0, ces solutions
ont toujours un terme de´croissant exponentiellement :
x(t) = y(t) + e−ht(de´pend de la valeur de h2 − ω2) ,
donc apre`s suffisamment long temps la partie exponentielle sera tellement petite
qu’on ne pourra plus la de´tecter et donc la solution aura un comportement pure-
ment oscillatoire avec fre´quence ω1. De plus la de´pendance des conditions initiales
est contenue dans cette partie exponentiellement petite, et donc a` cause de l’amor-
tissement, apre`s un certain temps (transientla re´ponse de l’oscillateur ne de´pendra
que de la force externe.
Conside´rons maintenant l’amplitude de la solution apre`s ce transient ; nous
pouvons conside´rer A comme une fonction de la fre´quence externe, ω1, et chercher
pour quelle valeur cet amplitude admet un maximum. Un simple calcule montre
que la de´rive´ de A(ω1) vaut ze´ro si ω1 = 0 et si ω
2
1 = ω
2 − 2h2. Cette deuxie`me
solution est celle qui va nous inte´resser et nous pouvons supposer qu’elle soit valable
dans le re´gime de faible amortissement. Si donc ω2− 2h2 > 0, alors le maximum de
A vaut :
Amax =
F
2h
1
ω2 + 2
.
Fig. 3. Maximum de l’amplitude pour l’oscillateur force´.
On voit que l’amplitude de la re´ponse pre´sente un maximum pour ω1 ∼ ω et ce
maximum de´pend de 1/h : de plus l’amortissement est petit de plus ce maximum
est grand, et dans la limite h → 0 nous avons Amax → ∞. C’est le phe´nome`ne de
re´sonance : si la fre´quence externe est tre`s proche de la fre´quence propre, alors la
re´ponse peut devenir catastrophique.
5.6. Battements. Dans le paragraphe pre´ce´dent nous avons e´tudie´ la re´ponse
d’un oscillateur line´aire avec amortissement soumis a` une force externe. Dans cette
section nous allons conside´rer le dernier cas laisse´ ouvert, c’est–a`–dire la re´ponse
d’un oscillateur harmonique a` une force externe pe´riodique.
Supposons que la fre´quence propre, ω, et la fre´quence externe, ω1, ne soient pas
e´gales, alors la solution s’e´crit comme :
x(t) = A sin(ωt+ φ) +A1 sin(ω1t+ φ1) .
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La re´ponse est maintenant toujours oscillatoire, et si les fre´quences sont proches
mais distinctes nous sommes en pre´sence d’un phe´nome`ne bien connu par les mu-
siciens : les battements. La re´ponse a presque la fre´quence propre mais l’amplitude
aussi admet une oscillation dans le temps, avec une fre´quence tre`s petite et donc
avec une pe´riode tre`s grande. Si la re´ponse est une onde sonore, nous pouvons en-
tendre une note de fre´quence bien de´finie, mais dont l’intensite´ varie dans le temps.
D’un point de vu mathe´matique nous pouvons nous limiter au cas suivant sans
perte de ge´ne´ralite´ :
A = A1 , φ = φ1 et ω1 = ω + δ ,
ou` 0 < δ << 1 est le petit de´calage entre les fre´quences. Alors un peu de trigo-
nome´trie :
sin(a+ b) + sin(a− b) = 2 sin a cos b ,
nous permet de re´crire la re´ponse comme :
x(t) = 2A cos
(
−δt
2
)
sin
[(
ω +
δ
2
)
t+ φ
]
.
Donc x(t) oscille avec une fre´quence proche de ω si δ est petit, l’amplitude n’est
pas constate mais elle oscille avec un fre´quence δ.
0 10 20 30 40 50 60 70 80 90 100
−1.5
−1
−0.5
0
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1
1.5
Fig. 4. Phe´nome`ne des battements. En bleu la solution homoge`ne
et sur pose´ en noir la re´ponse, elles oscillent avec deux fre´quences
tre`s proches, mais les amplitudes sont tre`s diffe´rentes.
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CHAPITRE VII
Points d’e´quilibre et Dynamique locale.
1. Introduction
Conside´rons l’EDO autonome
x˙ = f(x) ,
ou` x ∈ Rn et f est une fonction de´finie et C1 dans un ouvert de Rn. Parmi toutes
les solutions il peut y avoir les solutions d’e´quilibre. S’il existe x0 tel que f(x0) = 0,
x0 est appele´ aussi point singulier, alors
x(t) = x0 ,
est une solution d’e´quilibre.
Il y a une autre situation dans la quelle on est emmene´s a` e´tudier les racines
de f(x) = 0 : l’e´tude du comportement des solutions pour t → ∞. Supposons que
la limite limt→+∞ x(t) = u+ existe finie, donc par continuite´ de f nous avons aussi
l’existence de la limite limt→+∞ f(x(t)) = f(u+). Puisque x˙ = f(x), si f(u+) 6= 0,
alors pour t “grand”nous avons x(t) ∼ f(u+)t, qui est en contradiction avec l’exis-
tence de la limite de x(t) pour t → +∞ ; donc il faut supposer f(u+) = 0. En
d’autres termes si une solution admet une limite pour t→∞ alors cette limite doit
eˆtre un point singulier de f .
Dans la suite nous e´tudierons les possibles comportements des solutions dans
le voisinage d’un point singulier dans un cas simple : f est line´aire et n = 2.
Dans le Chapitre VIII nous conside´rerons quelques applications de la The´orie
pre´sente´e ici.
2. Points singuliers pour EDO line´aire a` coefficients constants
homoge`nes dans R2
Conside´rons une EDO line´aire a` coefficients constants homoge`ne dans le plan,
nous pouvons toujours supposer que le point singulier (le ze´ro de l’application
line´aire) co¨ıncide avec l’origine (en fait nous pouvons faire un changement des coor-
donne´es line´aire pour nous ramener en ce cas). Soient donc le coordonne´es (x1, x2)
telles que l’EDO est de la forme :{
x˙1 = a11x1 + a12x2
x˙2 = a21x1 + a22x2 ,
ou sous forme vectorielle
(VII.2.1) x˙ = Ax ,
ou` x = (x1, x2) et A = (
a11 a12
a21 a22 ).
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Nous supposerons aussi que l’origine soit le seul point singulier (au moins loca-
lement), et pour cela est ne´cessaire et suffisant 1 que detA 6= 0, qui revient a` dire
que aucun valeur propre est e´gal a` ze´ro.
Nous avons de´ja` vu que la solution peut eˆtre e´crite comme x(t) = eA(t−t0)x0.
Pour calculer l’exponentielle de la matrice At nous utilisons les deux remarques
suivantes :
REMARQUE 2.1. Soient A et B deux matrices, supposons il existe une troisie`me
matrice non singulie`re C ; si AC = CB alors eAtC = CeBt.
On peur de´montrer par re´currence que AkC = CBk : pour k = 1 la the`se est
vraie, nous le supposons pour k > 1 et le de´montrons pour k + 1 avec
Ak+1C = AAkC = ACBk = CBBk = CBk+1 .
Donc avec la de´finition d’exponentielle de matrice
eAtC =
∑
k≥0
tk
k!
AkC =
∑
k≥0
tk
k!
CBk = CeBt .
Donc si C est une matrice telle que C−1AC = Adiag, ou` Adiag =
(
λ1 0
0 λ2
)
alors :
eAt = C−1eAdiagtC = C−1
(
eλ1t 0
0 eλ2t
)
C .
REMARQUE 2.2. Si λ est une valeur propre de A et v le vecteur propres associe´,
alors φ(t) = eλtv est une solution.
Par de´finition Av = λv et donc
d
dt
φ(t) = λeλtv = eλtAv = Aφ(t) .
La solution ge´ne´rale sera donc donne´e par une combinaison line´aire des solutions
propres :
x(t) = c1e
λ1tv1 + c2e
λ2tv2 ,
ou` c1 et c2 sont deux constates arbitraires quelconques, de´termine´es par les condi-
tions initiales.
Si λ1 et λ2 sont deux valeurs propres distinctes et v1 et v2 les vecteurs propres
associe´s, alors Φ(t) = (v1v2) est une matrice fondamentale et
eAt = Φ(t)Φ−1(0) .
Pour avoir une description pre´cise de la dynamique autour du point singulier
nous allons analyser les diffe´rents cas possibles pour les valeurs propres.
2.1. Valeurs propres re´elles et distinctes. Si les valeurs propres sont
re´elles et distinctes, alors nous pouvons de´terminer deux vecteurs v1 et v2, dis-
tincts avec composantes re´elles, qui serons les vecteurs propres. La remarque 2.2
nous permet d’affirmer que la solution ge´ne´rale est de la forme :
x(t) = c1e
λ1tv1 + c2e
λ2tv2 .
Si c1 = c2 = 0 nous avons la dynamique de l’origine : le point d’e´quilibre qui ne
bouge pas. Si c1 = 0 et c2 6= 0 alors l’orbite de´crit la droite repe´re´e par le vecteur
1Si detA = 0 alors ils existent λ et µ re´els non nuls tels que λ(a11, a12) = µ(a21, a22), donc le
syste`me Ax = 0 admet comme solution la droite a11x1 + a12x2 = 0, c’est–a` dire il y a des points
singuliers autant proche qu’on veuille de d’origine.
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v2 vers l’origine si λ2 < 0 pour t > 0 et en s’e´loignant de l’origine pour t < 0. D’une
fac¸on similaire nous pouvons de´crire les autres cas, ce que nous allons faire dans la
partie restante de cette section.
2.1.1. Nœuds : Stables et Instables. Si λ1 < λ2 < 0 nous avons un Nœud
Stable et si 0 < λ1 < λ2 un Nœud Instable. Nous allons conside´rer seulement le
premier cas, e´tant le deuxie`me similaire.
Toute trajectoire converge vers l’origine quand t→ +∞ et diverge a` “∞”pour
t→ −∞, non seulement les orbites sur les droites v1 et v2. De plus si on part “loin
”de la droite v1 (qui correspond a` la valeur propre plus petite), donc c2 6= 0, l’orbite
tend vers l’origine (si t > 0) avec comme tangente la direction de v2, en fait :
x(t) = c1e
λ1tv1 + c2e
λ2tv2 = c2e
λ2t
(
v2 +
c1
c2
e(λ1−λ2)tv1
)
,
et puisque λ1 − λ2 < 0, l’exponentielle est “tre`s petite ”si t est grand positif, donc
x(t) est presque paralle`le a` v2 si t est grand. Si t est tre`s ne´gatif, alors c’est λ1 qui
domine :
x(t) = c1e
λ1t
(
v1 +
c2
c1
e(λ2−λ1)tv2
)
,
c’est–a`–dire l’orbite vient de l’infini en suivant des directions paralle`les a` v1.
La Figure 1 montre un exemple de Nœud Stable pour le syste`me{
x˙ = −10x− y
y˙ = 2x− 3y λ1,2 = −
13
2
± 1
2
√
41 ,
et la Figure 2 montre un exemple de Nœud Instable pour le syste`me{
x˙ = 5x+ y
y˙ = 3x+ 4y
λ1,2 =
9
2
± 1
2
√
13 .
Fig. 1. Nœud Stable pour le syste`me : x˙ = −10x− y y˙ = 2x− 3y.
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Dans chaque Figure nous avons repre´sente´ par des fle`ches les directions du
champs de vecteurs (c’est–a` dire la tangente a` l’orbite qui passe par le point en
question), le ligne en trait e´pais correspondent a` les droites des vecteurs propres et
les lignes en trait fin sont des orbites.
Fig. 2. Nœud Instable pour le syste`me : x˙ = 5x+ y y˙ = 3x+ 4y.
2.1.2. Point selle. Les valeurs propres sont de signes oppose´s, pour fixer les
ide´es supposons λ1 < 0 < λ2. Soient encore v1 et v2 les respectives vecteurs propres,
alors l’orbite de condition initiale sur la droite de direction v1 (c1 6= 0 et c2 = 0)
approche l’origine si t → +∞ et s’en e´loigne si t → −∞, toujours en restant sur
cette droite. Pour v2 (c1 = 0 et c2 6= 0) la situation est oppose´e : l’orbite s’e´loigne
de l’origine (en restant sur la droite v2) pour t → +∞, et s’approche de l’origine
pour t→ −∞.
Ces sont les seules orbites qui peuvent atteindre l’origine (le point singulier),
toute outre orbite arrive proche (autant que l’on veut) a` l’origine pour apre`s s’en
e´loigner inde´finiment (elle diverge a` l’infini).
E´crivons encore une fois la solution comme combinaison line´aire des solutions
fondamentales : x(t) = c1e
λ1tv1 + c2e
λ2tv2, alors une orbite ge´ne´rique (c1 6= 0 et
c2 6= 0) tendra vers la direction v1 (direction relative a` la valeur propre ne´gative)
pour t→ −∞
x(t) = c1e
λ1t
(
v1 +
c2
c1
e(λ2−λ1)tv2
)
,
et puisque λ2 − λ1 > 0 pour t tre`s ne´gatif le deuxie`me terme est tre`s petit.
Par contre une orbite ge´ne´rique (c1 6= 0 et c2 6= 0) tendra vers la direction v2
(direction relative a` la valeur propre positive) pour t→ +∞
x(t) = c2e
λ2t
(
v2 +
c1
c2
e(λ1−λ2)tv1
)
,
et cette fois λ1 − λ2 < 0 et si t est grand alors le deuxie`me terme est tre`s petit.
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Dans la Figure 3 nous montrons un exemple de point selle pour le syste`me{
x˙ = 3x+ 2y
y˙ = 7x+ y
λ1,2 = 2±
√
15 .
Fig. 3. Point Selle pour le syste`me : x˙ = 3x+ 2y y˙ = 7x+ y.
2.2. Valeurs propres complexes. Assumons maintenant que les valeurs
propres soient complexes, donc elles doivent eˆtre complexes conjugue´es puisque le
syste`me est re´el, posons donc λ1 = µ + iν et λ2 = µ − iν, avec µ, ν ∈ R et ν 6= 0.
Nous pouvons de´terminer des vecteurs propres complexes conjugue´s, v et v¯ (car si
Av = λv alors Av¯ = λ¯v¯ en e´tant A re´elle) et donc la solution ge´ne´rale peut s’e´crire
comme :
x(t) = cve(µ+iν)t + c¯v¯e(µ−iν)t ,
avec c constante arbitraire complexe.
Nous pouvons introduire deux vecteurs re´els 2 line´airement inde´pendant v1 et
v2 tels que : v = v1 + iv2, c’est–a`–dire v1 = ℜv et v2 = ℑv. Ces vecteurs forment
une base de R2 et donc la solution x(t) admet une e´criture dans cette base (voir
Fig. 4) :
x(t) = ξ1v1 + ξ2v2 .
2Attention : ces vecteurs ne sont pas des vecteurs propres,car
Av1 = ℜ(Av) = ℜ [(µ + iν)v] = µv1 − νv2
Av2 = ℑ(Av) = ℑ [(µ + iν)v] = νv1 + µv2 .
Par exemple si A =
“
α β
−β α
”
alors un simple calcul permet de montrer que λ = α+ iβ et v =
`1
i
´
,
donc v1 =
`1
0
´
et v2 =
`0
1
´
. Si dans la base < v, v¯ > la matrice A est diagonale, dans la base
< v1,v2 > elle a la forme initiale.
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e1
e2
v1
v2
x (t)
x2
x1
ξ1
ξ2
Fig. 4. Ge´ome´trie pour le changement de base.
Les composantes de x(t) dans les deux syste`mes sont lie´es par :
x = cveλt + c¯v¯eλ¯t = c(v1 + iv2)e
λt + c¯(v1 − iv2)eλ¯t
= v1(ce
λt + c¯eλ¯t) + v2(ice
λt − ic¯eλ¯t) = 2ℜ(ceλt)v1 + 2ℑ(ceλt)v2
= ξ1v1 + ξ2v2 ,
c’est–a` dire :
ξ1(t) = 2ℜ(ceλt) et ξ2(t) = 2ℑ(ceλt) .
La distance du point x(t) de l’origine est donc :
|x(t)| = (ξ1)2 + (ξ2)2 = 4|c|2e2µt ,
nous pouvons aussi calculer sa position angulaire (par rapport a` l’axe des abscisses
par exemple) mais le calcul devient vite long, nous allons donc identifier le point
(ξ1, ξ2) avec un point dans le plan complexe : ζ = ξ1 + iξ2 =≡ ce(µ+iν)t, et donc
nous allons obtenir son module :
|ζ(t)| = 2|c|eµt ,
et sa position angulaire (par rapport a` l’axe des abscisses, ici ℜζ) :
φ(t) = arg(c) + iνt ,
ou` arg(c) est l’argument du nombre complexe c. Nous concluons donc que le com-
portement des solutions est fortement de´termine´ par le signe de µ (la partie re´elle du
valeur propre, dans les paragraphes suivants nous allons conside´rer les cas possibles.
2.2.1. Foyer Stable et Instable. Si µ < 0 alors toute orbite tend vers l’origine
pour t > 0 car sa distance diminue exponentiellement, et diverge a` l’infini pour
t < 0 en suivant la trajectoire d’une spirale logarithmique, l’origine est appele´e foyer
stable. Si µ > 0 la situation est inverse´e et on parle de foyer instable. Conside´rons
le premier cas.
Conside´rons a` nouveau la nombre complexe ζ, c’est–a`–dire le point dans la base
v1,v2 : ζ = |ζ|ei arg ζ , en e´crivant la constante c comme c = Reiα, alors l’orbite est
de´crite par
|ζ|(t) = Reµt et arg ζ(t) = νt+ α .
Puisque µ < 0 nous avons limt→+∞ |ζ|(t) = 0 et limt→−∞ |ζ|(t) = +∞, par contre
arg ζ(t) n’admet pas de limite en e´tant une fonction monotone non–borne´e de t
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(croissante si ν > 0 et de´croissante autrement). Dans les coordonne´es de de´part
nous aurons une spirale de´forme´e a` cause du changement de base :
x(t) = ξ1v1 + ξ2v2 = |ζ| (cos arg ζv1 + sin arg ζv2)
= Reµt (cos (νt+ α)v1 + sin (νt+ α)v2) .
EXEMPLE 2.3 (Foyer instable). Conside´rons l’exemple suivant :{
x˙ = x− 2y
y˙ = x+ y ,
on peut aise´ment ve´rifier que les valeurs propres sont
λ1 = 1− i
√
2 et λ2 = 1 + i
√
2 ,
avec vecteurs propres complexes
v =
(
2√
6
i
√
1
3
)
et v¯ .
On peut choisir les vecteurs re´els :
v1 =
(
2√
6
0
)
et v2 =
(
0√
1
3
)
.
La solution ge´ne´rale est donc
x(t) = Ret
(
cos(
√
2t+ α)v1 + sin(
√
2t+ α)v2
)
=
(
2√
6
cos(
√
2t+α)
1√
3
sin(
√
2t+α)
)
.
avec R et α constantes re´elles positives. La Figure 5 repre´sente quelques orbites
pour ce syste`mes.
Fig. 5. Foyer Instable pour le syste`me : x˙ = x− 2y y˙ = x+ y.
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2.2.2. Centre. Si µ = 0 alors le module de ζ (coordonne´es complexe) ne change
pas dans le temps, donc le point de´crit un cercle, dans les coordonne´es ξ1, ξ2 ce cercle
est de´forme´ en une ellipse.
EXEMPLE 2.4 (Centre). Conside´rons le syste`me{
x˙ = x− y
y˙ = 2x− y ,
les valeurs propres sont
λ1 = i et λ2 = −i ,
avec vecteurs propres
v =
(
1√
3
1+i√
3
)
et v¯ ;
les vecteurs :
v1 =
(
1√
3
1√
3
)
et v2 =
(
0
1√
3
)
.
La solution ge´ne´rale est donc
x(t) = R cos ((α+ 1)t)v1 +R sin ((α+ 1)t)v2 ,
avec R et α constantes re´elle positives.
Si on appelle x1 est x2 ses composantes, c’est–a` dire x1 =
1√
3
R cos ((α+ 1)t)
et x2 =
1√
3
R cos ((α+ 1)t) + 1√
3
R sin ((α+ 1)t), nous avons aussi :
2x21 − 2x1x2 + x22 =
2
3
R2 ,
qui donne l’e´quation carte´sienne de l’ellipse (voir § A.5 pour la de´termination du
type d’une conique dans le plan). La Figure 6 montre quelques orbites pour ce centre.
Fig. 6. Centre pour le syste`me : x˙ = x− y y˙ = 2x− y.
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2.3. Cas de´ge´ne´re´ : valeurs propres e´gales. Il nous reste un dernier cas
a` e´tudier : quand les valeurs propres sont e´gales et re´elles λ1 = λ2 = λ (multiplicite´
alge´brique e´gale a` 2). Cette situation est appele´e ge´ne´ralementNœud de´ge´ne´re´meˆme
si elle donne lieu a` deux comportements diffe´rents.
REMARQUE 2.5. Cette situation est appele´e de´ge´ne´re´ a` diffe´rence des tous les
cas vus dans les sections pre´ce´dentes qui sont appele´s non de´ge´ne´re´, sauf le centre
qui lui aussi re´sulte dans cette cate´gorie. La raison est la suivante, dans tous les cas
non de´ge´ne´re´ les valeurs propres sont distinctes et non nulles, donc nous pouvons
modifier le´ge`rement les e´le´ments de la matrice A sans changer la relation entre les
valeurs propres et donc les orbites non plus ne serons pas tre`s diffe´rentes avant et
apre`s. Dans le cas de´ge´ne´re´ meˆme un changement tre`s faible de la matrice A peut
modifier l’e´galite´ entre les valeurs propres ou bien le fait que la partie re´elle soit
e´gale a` ze´ro.
2.3.1. Nœud de´ge´ne´re´ : Cas I. Il existe une base v1, v2 compose´e de deux
vecteurs propres de A (multiplicite´ ge´ome´trique e´gale a` 2) :
Av1 = λv1 et Av2 = λv2 ,
dans ce cas la solution ge´ne´rale de l’EDO est donne´e par : x(t) = c1v1e
λt+c2v2e
λt =
eλt(c1v1+c2v2). Donc toute solution de´crit une demie–droite qui passe par l’origine
avec direction c1v1 + c2v2. Comme la Figure 7 pre´sente pour le syste`me{
x˙ = 2x
y˙ = 2y
λ = 2 .
Fig. 7. Nœud de´ge´ne´re´ instable pour le syste`me : x˙ = 2x y˙ = 2y.
2.3.2. Nœud de´ge´ne´re´ : Cas II. Supposons maintenant que K er(A−λI) ait
dimension un (multiplicite´ ge´ome´trique e´gale a` 1), il existe donc un vecteur propre
v1 et un vecteur v, tel que v1 et v soient line´airement inde´pendants et
Av1 = λv1 et Av = λv + v1 .
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Dans cette base la matrice A peut eˆtre e´crite comme A =
(
λ 0
α λ
)
avec α 6= 0, et
donc la solution ge´ne´rale est de la forme (calcul de eAt) :
x(t) = c1e
λtv1 + c2(tv1 + v)e
λt .
Dans les coordonne´es associe´es a` cette base, nous avons x = ξ1v1 + ξ2v, ξ1 =
(c1 + c2t)e
λt et ξ2 = c2e
λt.
Supposons λ < 0 (la cas λ > 0 est similaire et nous ne le conside´rerons pas).
Si c2 = 0 l’orbite de´crit la demie–droite repe´re´e par v1 en s’approchant a` l’origine ;
si c1 = 0 alors ξ1 = c2te
λt et ξ2 = c2e
λt, pour t = 0 le point est en (0, c2), pour
t qui tend vers −∞, ξ1 est ξ2 deviennent grands (en valeur absolue) et de signes
oppose´s (le signe de´pend de c2). Puisque la fonction te
λt a un seul maximum absolu
et tend vers ze´ro quand t→ +∞, nous avons que ξ1 croit en valeur absolue jusqu’a`
une certaine valeur de t et apre`s de´croit en valeur absolue jusqu’a` ze´ro, ξ2 de´croit
en valeur absolue ‘a ze´ro. Cela en de´crivant une S, ou Z, comme montre´ dans la
Figure 8 pour le syste`me : {
x˙ = −x2 + y
y˙ = − y2 .
Fig. 8. Nœud de´ge´ne´re´ stable pour le syste`me : x˙ = −x2 + y y˙ = − y2 .
Dans les coordonne´es initiales le S ou Z sera e´tire´ et de´forme´ a` cause du changement
de base.
2.4. Valeurs propres nulles. Dans ce dernier paragraphe nous allons conside´rer
le cas avec valeurs propres e´gale a` ze´ro, nous devons distinguer deux sous cas : λ1 6= 0
et λ2 = 0 ou` bien λ1 = λ2 = 0.
2.4.1. λ1 6= 0 et λ2 = 0. Si v1 et v2 sont les vecteurs propres de A, la solution
ge´ne´rale est de la forme
x(t) = c1v1e
λ1t + c2v2 ,
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donc toute solution avec c1 = 0 (c’est–a` dire sur la droite repe´re´e par v2 est une
solution stationnaire, par contre si c1 6= 0, pour t grand l’orbite se dirige en ligne
droite vers cette droite (si λ1 < 0). Voir Figure 9 pour le syste`me{
x˙ = −x+ 2y
y˙ = −3x+ 6y .
Fig. 9. λ1 6= 0 et λ2 = 0, pour le syste`me : x˙ = −x+ 2y y˙ = −3x+ 6y.
2.4.2. λ1 = λ2 = 0. Nous avons ici deux cas possibles : ou bien la matriceA = 0
et donc toute solution est une solution stationnaire, ou bien la matrice A = ( 0 α0 0 )
avec α 6= 0. Dans ce cas (voir § 2.3.2 )la solution ge´ne´rale est de la forme x(t) =
(c1 + c2t)v1 + c2v, et donc chaque orbite de´crit une droite paralle`le a` la direction
v.
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CHAPITRE VIII
Applications : dynamique des populations.
1. Mode`les de croissance de populations
Dans ce Chapitre nous montrerons certaines applications de la The´orie vue dans
le Chapitre pre´ce´dent, notamment nous e´tudierons quelques mode`les de croissance
de populations. Nous analyserons ces mode`les avec la The´orie Qualitative, c’est–a`
dire nous chercherons a` de´terminer le comportement qualitatif d’une solution (est-ce
qu’elle diverge a` infini ? Ou bien elle s’accumule sur un point singulier ? Ou encore
elle oscille) plutoˆt qu’en de´terminer une solution explicite.
Dans la premie`re section nous conside´rons un simple mode`le, dit de Verhulst ou`
logistique, pour de´crire la croissance d’une seule population ; dans la section suivante
nous e´tudierons un mode`le pour de´crire deux populations en compe´tition pour la
nourriture. Finalement dans la dernie`re section nous conside´rerons un mode`le a`
deux populations ou` une est une proie pour la seconde.
2. Un mode`le de croissance d’une population
Conside´rons une population isole´e et designons par x(t) le nombre d’individus
pre´sents au temps t dans la population.
Si a` un certain temps t¯ la population contient “peu d’individus”, x(t¯) est petit,
on peut assumer que dans les instants suivant la population grandisse en proportion
du nombre d’individus :
dx
dt
= αx ,
ou` α > 0 est appele´ taux de croissance. L’ide´e derrie`re ce mode`le est que s’il y a peu
d’individus, alors il y a de la nourriture (ressources) suffisante pour tous et donc il
y aura plus de naissances que de de´ce`s.
Ce mode`le n’est pas re´aliste, puisque nous avons de´ja` vu que la solution de
cette EDO est donne´e par
x(t) = eα(t−t¯)x(t¯) ,
donc une population qui croit de fac¸on exponentielle ! Il faut donc tenir en compte
qu’a` un certain moment il y aura “trop d’individus”dans la population et il n’y
aura pas assez de nourriture pour tous. Voila` qu’a` ce moment le mode`le ne sera
plus correct. La fac¸on plus simple d’introduire cette limitation due a` la population
elle meˆme, est de conside´rer un terme toujours ne´gatif qui “domine”par rapport au
terme αx si x est grand, un choix convenable est
(VIII.2.1)
dx
dt
= αx− βx2 ,
ou` β > 0, le terme βx2 peut eˆtre interpre´te´ comme la compe´tition de deux individus
pour la nourriture commune, avec une force β.
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Cette e´quation avec une donne´e initiale x(t0) est appele´e en litte´rature mode`le
de Verhulst ou logistique, ou encore de Landau. Le mode`le est si simple que nous
pouvons de´terminer les solutions explicitement.
Si la donne´e initiale ve´rifie :
x(t0) = 0 ou x(t0) =
α
β
,
alors on a une solution stationnaire :
x(t) = 0 ou x(t) =
α
β
∀t .
A cause du The´ore`me d’existence (ve´rifiez que notre mode`le satisfait aux hy-
pothe`ses du The´ore`me de Picard) toute autre solution ne pourra pas assumer ces
valeurs, 0 et α/β, pour aucun temps, donc toute autre solution ve´rifiera x(t) 6= 0
et x(t) 6= α/β. L’EDO peut eˆtre re´crite comme
(VIII.2.2)
1
αx− βx2
dx
dt
= 1 ,
le facteur a` gauche peut eˆtre re´crit comme
1
αx− βx2 =
1
α
(
1
x
+
β
α− βx
)
,
et donc en inte´grant (VIII.2.2) entre t et t0 nous avons
α(t− t0) =
∫ t
t0
(
1
x(s)
+
β
α− βx(s)
)
dx(s)
ds
ds .
On peut faire une changement de variable d’inte´gration et inte´grer en dx :
α(t− t0) =
∫ x(t)
x(t0)
(
1
x
+
β
α− βx
)
dx ;
cette inte´grale peut eˆtre directement calcule´e :
α(t− t0) = log x(t)
x(t0)
− log
∣∣∣ α− βx(t)
α− βx(t0)
∣∣∣ ,
et re´solue par rapport a` x(t) nous donne :
x(t) =
α
β + α−βx(t0)x(t0) e
−α(t−t0)
.
Une fois que nous avons la solution explicite nous pouvons e´tudier le compor-
tement du syste`me en e´tudiant la graphe de la fonction x(t), mais dans la plupart
de cas nous ne savons (pouvons) pas de´terminer une solution explicite et d’ailleurs
pour beaucoup de question ce n’est pas important d’avoir une solution explicite.
C’est pour cela que nous allons e´tudier le meˆme syste`me avec la The´orie Qualitative.
Nous ferons les conside´rations suivantes en nous re´fe´rant a` la Figure 1.
Nous connaissons de´ja` les solutions stationnaire (ou d’e´quilibre) x(t) = 0 et
x(t) = α/β. Si maintenant nous partons avec une donne´e initiale x(0) ∈ (0, α/β)
alors a` cause de l’EDO x˙(0) > 0 et donc x(t) est une fonction croissante du temps
(au moins pour t petit). Pendant que x(t) ∈ (0, α/β), alors x˙(t) > 0 et donc x(t) est
monotone croissante. Mais a` fur et a` mesure que x(t) s’approche de la valeur α/β,
la de´rive´e x˙ devient de plus en plus petite (mais toujours positive) et elle s’annule
quand x(t) = α/β, mais cette valeur ne peut pas eˆtre rejointe en temps fini (encore
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Fig. 1. Portrait de phase du mode`le logistique pour α = 2 et β = 0.3.
The´ore`me unicite´) et donc une solution que part avec x(0) ∈ (0, α/β) reste toujours
confine´e dans cet intervalle et admet comme limite (t→ +∞ la valeur α/β).
Si x(0) > α/β, alors x˙(0) < 0 et la solution est de´croissante donc elle reste
borne´e pour tout temps. Quand α/β < x(t) < x(0), la de´rive´e est toujours ne´gative
et donc x(t) de´croit ; mais elle ne peut pas rejoindre la valeur α/β en temps fini
(The´ore`me unicite´) et donc toute solution qui part de x(0) > α/β tend pour t →
+∞ a` la valeur α/β de fac¸on monotone.
Si l’e´quation logistique de´crit un mode`le de biologie, la valeur α/β est appele´e
niveau de saturation ou capacite´ totale : une population au dessous de cette valeur
ne peut jamais l’atteindre, par contre un population au dessus l’aura comme valeur
asymptotique. La solution d’e´quilibre α/β est dite stable puisque toute orbite qui
de´marre dans un voisinage est “attire´”par cette solution, par contre la solution 0
est instable toute orbite qui de´marre dans un voisinage, autant proche qu’on veuille
de 0, s’en e´loigne inde´finiment.
D’un point de vu mathe´matique l’e´quation logistique a une valeur propre po-
sitive, α, si on la line´arise (on ne garde que les termes line´aires et on jette tout le
reste) autour de x = 0. Par contre si on line´arise autour de x = α/β l’e´quation a
une valeur propre ne´gative, −α. Pour line´ariser autour de x = α/β nous posons
y = x− α/β et donc l’EDO est re´crite comme
y˙ = x˙ = α
(
y +
α
β
)
− β
(
y +
α
β
)2
= −αy − βy2 ,
si x ∼ α/β alors y ∼ 0 et donc line´ariser revient a` jeter tous les termes (en y) qui
ne sont pas line´aires.
3. Un mode`le avec deux espe`ce en compe´tition
Conside´rons maintenant un mode`le pour deux populations en compe´tition pour
la nourriture, par exemple deux espe`ce de poissons qui vivent dans un lac en
compe´tition pour la meˆme nourriture mais qui ne sont pas pre´dateurs l’un des
autres.
version 7 mai 2008 Timoteo Carletti
p. 88 Chapitre VIII
Soit x(t) la population de la premie`re espe`ce au temps t, et y(t) celle la de la
deuxie`me espe`ce. Par ce qu’on a vu dans le paragraphe pre´ce´dent, en l’absence de
l’autre espe`ce chacune suit la loi{
x˙ = α1x− β1x2
y˙ = α2y − β2y2 ,
avec tous les coefficients sont positifs.
Cependant quand les deux espe`ces sont pre´sentes, elles vont eˆtre en compe´tition
pour la nourriture et donc la croissance de chaque espe`ce est aussi de´termine´ par
la pre´sence de l’autre. Nous pouvons de´crire cela comme suit :
(VIII.3.1)
{
x˙ = α1x− β1x2 − γ1xy
y˙ = α2y − β2y2 − γ2xy ,
ou` les termes γjxy, j ∈ {1, 2}, de´crivent l’interaction (compe´tition) des deux espe`ces
pour la nourriture. Le coefficient γ1 > 0 donne la “de´gre´”avec lequel la premie`re
espe`ce est influence´e par la pre´sence de la deuxie`me, et de fac¸on similaire pour
γ2 > 0.
Puisque nous ne pouvons pas de´terminer une solution explicite de (VIII.3.1)
nous proce´derons avec une analyse qualitative des solutions. La premie`re e´tape
consiste a` de´terminer les solutions d’e´quilibre, c’est–a` dire trouver les ze´ros de{
x (α1 − β1x− γ1y) = 0
y (α2 − β2y − γ2x) = 0 .
Trois premier ze´ros sont facilement de´termine´s :
(x, y) = (0, 0) , (x, y) =
(
0,
α2
β2
)
et (x, y) =
(
α1
β1
, 0
)
,
ces trois positions d’e´quilibre correspondent au cas ou` au moins une espe`ce disparaˆıt
(toutes les deux dans le premier cas). Un quatrie`me e´ventuel ze´ro pourrait venir de
l’intersection des deux droites :{
α1 − β1x− γ1y = 0
α2 − β2y − γ2x = 0 .
Il y a donc plusieurs cas a` e´tudier selon la disposition relative des points
(
α1
β1
, 0
)
,(
0, α2β2
)
,
(
α2
γ2
, 0
)
et
(
0, α1γ1
)
dans le plan xy. Pour cela nous allons commencer par
un exemple spe´cifique.
Conside´rons les syste`me :
(VIII.3.2)
{
x˙ = x (1− x− y)
y˙ = y
(
1
2 − 34x− 14y
)
.
Les points d’e´quilibre sont :
(x, y) = (0, 0) (x, y) = (1, 0) (x, y) = (0, 2) et (x, y) =
(
1
2
,
1
2
)
,
nous allons e´tudier le comportement des solutions dans un voisinage de chaque
point.
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3.1. Analyse du point (x, y) = (0, 0). Nous devons line´ariser le syste`me dans
un voisinage du point (0, 0), et cela revient a` oublier tous les termes non line´aires
en x et y, il nous reste donc : {
x˙ = x
y˙ = 12y ,
les valeurs propres sont λ1 = 1 et λ2 =
1
2 et les vecteurs propres associe´s sont
v1 = (1, 0) et v2 = (0, 1). Les valeurs propres sont positives et distinctes, donc
l’origine est un nœud instable (voir § VII.2.1.1). La solution ge´ne´rale est de la forme
x(t) = c1v1e
t+c2v2e
t/2, pour c1 et c2 constantes re´elles. Pour c1 = 0 l’orbite de´crit
l’axe y et pour c2 = 0 l’axe des x, en direction de l’origine pour t → −∞, toute
autre solution se dirige vers l’origine pour t → −∞ avec tangente la direction de
v2 (axe des y) :
x(t) = c2e
t/2
(
v2 + v1
c1
c2
et/2
)
,
et le dernier terme va a` ze´ro pour t→ −∞.
Fig. 2. Portrait de phase du mode`le deux espe`ces dans un voisi-
nage du point (0, 0)
Dans le mode`le biologique cette dynamique implique que les deux espe`ces, si
pre´sentes au de´but, n’irons jamais vers l’extinction totale.
3.2. Analyse du point (x, y) = (1, 0). Nous devons line´ariser le syste`me dans
un voisinage du point (1, 0), pour cela nous introduisons des nouvelles coordonne´es
ξ = x− 1 et η = y ,
dans les quelles nous re´crivons le syste`me(VIII.3.2) :{
ξ˙ = (ξ + 1) (−ξ − η)
η˙ = η
(− 14 − 34ξ − 14η) .
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Si maintenant nous gardons seulement les termes line´aires en ξ et η nous obtenons{
ξ˙ = −ξ − η
η˙ = − 14η ,
et les valeurs propres sont λ1 = −1 et λ2 = − 14 . Elles sont ne´gatives et distinctes
donc le point (1, 0) est un nœud stable (voir § VII.2.1.1). Si les deux populations
de´marrent avec des valeurs “assez proches”du point (1, 0) alors dans le futur la
deuxie`me espe`ce y ira vers son extinction et la premie`re x vers son niveau de satu-
ration.
Le vecteur propre associe´ a` la valeur propre λ1 = −1 est v1 = (1, 0), et v2 =
(4,−3) est associe´ a` λ2 = −1/4. Pour le syste`me line´aire nous connaissons les
solutions explicites :
(ξ(t), η(t)) = c1v1e
−t + c2v2e−t/4 =
(
c1e
−t + 4c2e−t/4,−3c2e−t/4
)
,
si c2 = 0 le point suit la direction v1 (axe ξ ou bien x) vers le point singulier (1, 0)
pour t → +∞. Si c1 = 0 le point se dirige vers (1, 0) pour t grand en suivant la
direction v2. Une solution ge´ne´rale s’approchera du point singulier pour t → +∞
avec comme tangente la direction v2 :
x(t) = c1e
−t/4
(
v2 + v1
c1
c2
e−3t/4
)
.
Fig. 3. Portrait de phase du mode`le deux espe`ces dans un voisi-
nage du point (1, 0)
3.3. Analyse du point (x, y) = (0, 2). Nous devons line´ariser le syste`me dans
un voisinage du point (0, 2), pour cela nous introduisons des nouvelles coordonne´es
ξ = x et η = y − 2 ,
dans les quelles nous re´crivons le syste`me(VIII.3.2) :{
ξ˙ = ξ (−1− ξ − η)
η˙ = (η + 2)
(− 34ξ − 14η) .
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Si maintenant nous gardons seulement les termes line´aires en ξ et η nous obtenons{
ξ˙ = −ξ − η
η˙ = − 14η ,
et les valeurs propres sont λ1 = −1 et λ2 = − 12 . Elles sont ne´gatives et distinctes
donc le point (0, 2) aussi est un nœud stable (voir § VII.2.1.1). Si les deux popula-
tions de´marrent avec des valeurs “assez proches”du point (0, 2) alors dans le futur
la premie`re espe`ce x ira vers son extinction et la deuxie`me y vers son niveau de
saturation.
Le vecteur propre associe´ a` la valeur propre λ1 = −1 est v1 = (1,−3), et
v2 = (0, 1) celui associe´ a` λ2 = −1/2. La solution ge´ne´rale est
x(t) = c1v1e
−t + c2v2e−t/2 ,
donc pour c2 = 0 l’origine est atteinte le long de la direction v1, pour c1 = 0 l’orbite
se dirige vers (0, 2) le long de l’axe y (direction v2) et cela est vrai pour toutes les
autres orbites :
x(t) = c2e
−t/2
(
v2 + v1
c1
c2
e−t/2
)
.
Fig. 4. Portrait de phase du mode`le deux espe`ces dans un voisi-
nage du point (0, 2)
3.4. Analyse du point (x, y) = (1/2, 1/2). Pour line´ariser autour du point
singulier (1/2, 1/2) nous introduisons le changement des coordonne´es :
ξ = x− 1
2
et η = y − 1
2
,
qui permet de re´crire le syste`me comme{
ξ˙ = − (ξ + 12) (ξ + η)
η˙ =
(
η + 12
) (
3
4ξ +
η
4
)
.
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La line´arisation consiste a` ne retenir que les termes line´aires en ξ et η{
ξ˙ = − 12ξ − 12η
η˙ = − 38ξ − η8 ,
les valeurs propres sont λ1 =
(−5−√57) /16 avec vecteur propre v1 = (8,−3 +√
57) et λ2 =
(−5 +√57) /16 avec vecteur propre v2 = (8,−3−√57). Les valeurs
propres sont re´elles, distinctes et de signe oppose´, donc le point singulier (1/2, 1/2)
est un point selle (voir §2.1.2). L’orbite sur la droite de direction v1 s’approche du
point singulier pour t→ +∞ , et celle sur la droite v2 s’e´loigne du point (1/2, 1/2)
pour t grand.
Fig. 5. Portrait de phase du mode`le deux espe`ces dans un voisi-
nage du point (1/2, 1/2)
3.5. Dynamique globale. Nous avons ainsi construit les dynamiques locales
dans des voisinages de chaque point singulier, pour avoir une description comple`te
nous devons de´terminer la dynamique globale, c’est–a` dire relier les dynamiques
locales entre elles.
Pour cela nous ferons un certain nombre des remarques :
(1) A cause du The´ore`me d’unicite´ les orbites ne peuvent pas se croiser. Mais
chaque axe, x et y, est compose´e de quatre orbites (par exemple pour l’axe
x = {0} ∪ (0, 1) ∪ {1} ∪ (1,+∞)) et donc une orbite qui de´marre dans le
premier quadrant, x(0) > 0 et y(0) > 0, restera toujours dans ce quadrant,
et de plus une orbite qui de´marre dehors de ce quadrant ne pourra jamais
y arriver.
(2) Si x et y sont suffisamment grands alors nous avons x˙ < 0 et y˙ < 0, c’est–
a` dire une orbite qui se trouve dans une zone lointaine de l’origine, aura
tendance a` s’en approcher. Pour cela c¸a suffit de regarder directement le
syste`me d’EDO : {
x˙ = −x(x+ y − 1)
y˙ = −y ( 34x+ y4 − 12) ,
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avec x > 0 et y > 0, la premie`re e´quation est positive si et seulement si
x+ y − 1 > 0 et la deuxie`me si et seulement si 3x+ y − 2 > 0, donc pour
tous les points (x, y), dans le premier quadrant, tels que :{
x+ y − 1 > 0
3x+ y − 2 > 0 ,
nous aurons x˙ < 0 et y˙ < 0.
(3) Nous donnons pour acquit le fait suivant : toute orbite tend, pour t→∞,
vers un point singulier, ou` elle s’accumule sur une orbite pe´riodique, ou`
bien elle diverge a` l’infini. Dans notre exemple nous n’avons pas d’orbites
pe´riodiques et les orbites ne peuvent pas aller vers l’infini a` cause de la
remarque pre´ce´dente. Donc toute orbite doit se diriger vers un de quatre
points singuliers.
Une analyse de la “topologie”des orbites possible dans l’espace des phases nous
permet de conclure que le portrait de phase du syste`me (VIII.3.2) est bien reproduit
par la Figure 6.
3.6. Conclusion. L’analyse du syste`me de EDO nous a permit de conclure
que, ge´ne´riquement, quel que soit le nombre d’individus de la premie`re et de la
deuxie`me espe`ce a` un temps donne´ (choix de conditions initiales), alors une des
deux espe`ces va vers son extinction (cela de´pend du fait que le point initial soit
dans le domaine d’attraction – bassin d’attraction – du point stable (1, 0) ou (0, 2)).
Cela n’est pas vrai pour les donne´es initiales qui correspondent a` la varie´te´ stable
du point selle (1/2, 1/2), c’est–a` dire les points dont les orbites convergent vers ce
point selle, mais cette condition est “difficilement”ve´rifie´e (dans un ensemble de
mesure nulle de l’espace des phase, donc avec probabilite´ ze´ro).
Fig. 6. Portrait de phase globale du mode`le deux espe`ces
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3.7. Retour au syste`me ge´ne´rale (VIII.3.1). Dans le cas ge´ne´ral nous avons
un syste`me d’EDO du type (VIII.3.1) :{
x˙ = x (α1 − β1x− γ1y)
y˙ = y (α2 − β2y − γ2x) ,
et comme nous avons vu trois points d’e´quilibre existent toujours, le quatrie`me
(intersection des droites) de´pend de la position relative des droites ; il y a quatre
possibilite´es de´crite dans la Figure 7.
β1
α1 α β22
β1
γ1
γ2 β2
γ2 β2
β1
γ1
β1
γ1
γ2 β2
γ2 β2
β1
γ1
β1
α1 α β22
α β22 β1
α1
α β22 β1
α1
y
x
x x
x
y y
y
Fig. 7. Les quatre cas possibles pour la position relative des deux
droites. Les lignes “plaines ”correspondent a` l’e´quation α1−β1x−
γ1y = 0 et les lignes “en trait”correspondent a` l’e´quation α2 −
β2y − γ2x = 0.
En ge´ne´rale la de´marche a` faire implique une line´arisation dans un voisinage
d’un des points d’e´quilibre qui ne soit pas l’origine (car dans ce cas la situation est
beaucoup plus simple et elle ne ne´cessite pas d’un traitement particulier). Appelons–
les ge´ne´riquement (XE , YE), alors nous posons :{
x = XE + u
y = YE + v ,
et effectuons le changement de variables dans le syste`me (VIII.3.1) et rangeons les
termes en gardant seulement les termes au plus line´aires en u et/ou v :{
u˙ = XE (α1 − β1XE − γ1YE) + u (α1 − 2β1XE − γ1YE)− γ1XEv + . . .
y˙ = YE (α2 − β2YE − γ2XE) + v (α2 − 2β2YE − γ2XE)− γ2YEu+ . . . .
version 7 mai 2008 Timoteo Carletti
Chapitre VIII p. 95
Nous observons que le premier terme est toujours ze´ro, quel que soit le point
d’e´quilibre en question, puisque :
(1) le point d’e´quilibre co¨ıncide avec l’origine ;
(2) le point d’e´quilibre appartient a` une des axes coordonne´es : au moins une
des coordonne´es est ze´ro et l’autre vaut αj/βj , j = 1 ou j = 2 ;
(3) le point d’e´quilibre est donne´ par l’intersection des deux droites.
Remarquons aussi que si XE = 0 et/ou YE = 0 alors le calcul est plus simple
et la line´arisation triviale. Avec un raisonnement similaire on peut ve´rifier que les
coefficients de u et v aussi se simplifient ; donc, si (XE , YE) 6= (0, 0), le syste`me
line´aire associe´ peut eˆtre e´crit comme :
(VIII.3.3)
{
u˙ = −β1XEu− γ1XEv
y˙ = −γ2YEu− β2YEv ,
par contre si (XE , YE) = (0, 0), nous avons
(VIII.3.4)
{
u˙ = α1u
y˙ = α2v ,
et on voit tout de suite que l’origine est un nœud instable : valeurs propres positives
et ge´ne´riquement distinctes.
Nous allons maintenant chercher les valeurs propres associe´es a` ce syste`me
line´aire, det(A− λI) = 0, ou` A =
(
−βXE −γ1XE
−γ2YE −β2YE
)
:
λ =
− (β1XE + β2YE)±
√
(β1XE + β2YE)
2 − 4 (β1β2 − γ1γ2)XEYE
2
.
Pour de´terminer le caracte`re de chaque point d’e´quilibre nous allons e´tudier le
signe (de la partie re´elle, si valeurs propres complexes) des racines λ1,2, pour cela
nous distinguerons deux cas :
β1β2 − γ1γ2 > 0 et β1β2 − γ1γ2 < 0 .
Remarquons que avec notre choix initial tous les parame`tres sont re´els positifs et
que les coordonne´es des points d’e´quilibre qui nous inte´ressent sont elles aussi re´elles
et positives.
Si β1β2 − γ1γ2 < 0 alors le terme dans la racine est toujours positif et donc
nous avons deux valeurs propres re´elles, distinctes et de signes oppose´es. Le point
d’e´quilibre en question est un point selle.
Si β1β2−γ1γ2 > 0 alors le terme dans la racine peut eˆtre soit positif que ne´gatif,
donc les racine sont re´elles, distinctes et ne´gative ou bien complexes conjugue´es
avec partie re´elle ne´gative. Montrons que ce dernier cas n’est pas possible puisque
le terme dans la racine est toujours positif :
(β1XE + β2YE)
2 − 4 (β1β2 − γ1γ2)XEYE
= (β1XE)
2 + (β2YE)
2 + 2β1β2XEYE − 4β1β2XEYE + 4γ1γ2XEYE
= (β1XE − β2YE)2 + 4γ1γ2XEYE .
Donc le point d’e´quilibre en question est un nœud stable.
En analysant de cette fac¸on tous les points d’e´quilibres et les possibles orbites
qui peuvent les relier, nous pouvons construire un portrait de phase qualitatif et
obtenir nos conclusion sur l’e´volution des deux espe`ces.
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4. Mode`le Proie–Pre´dateur
Dans cette section nous conside´rons une deuxie`me application de la The´orie
qualitative a` un mode`le d’e´volution d’espe`ces. Encore une fois nous avons deux
espe`ces, disons lie`vres et renards, dont une est proie de la deuxie`me. Pour e´tablir
le mode`le assumons que :
(1) s’il n’y a pas de pre´dateurs, les proies suivent un mode`le logistique, vu
dans le §2, donc leur nombre x(t), ve´rifie l’EDO :
x˙ = ax− bx2 ,
avec a et b parame`tres re´els positifs ;
(2) en absence de proies les pre´dateurs meurent, donc leur nombre y(t) doit
de´croˆıtre a` ze´ro, un bon mode`le est :
y˙ = −cy ,
avec c parame`tre re´el positif.
(3) les nombres de pre´dateurs augmente s’il y a beaucoup de proies “dispo-
nibles ”et au meˆme temps le nombre de proies diminue en pre´sence de
beaucoup de pre´dateurs.
Un bon mode`le qui re´sume ces hypothe`ses est le suivant :
(VIII.4.1)
{
x˙ = ax− bx2 − αxy
y˙ = −cy + βxy ,
ou` α et β sont deux parame`tres re´els positifs qui de´crivent l’interaction entre les
proies et les pre´dateurs (le taux avec le quel les pre´dateurs mangent des proies a`
chaque rencontre et similaire pour les proies).
Comme nous avons de´ja` fait nous commenc¸ons notre analyse en de´terminant
les points d’e´quilibre du syste`me d’EDO :
(x, y) = (0, 0), (x, y) =
(a
b
, 0
)
et (x, y) =
[
c
β
,
b
α
(
a
b
− c
β
)]
,
ce dernier point doit eˆtre conside´re´ seulement si son ordonne´e est positive bα
(
a
b − cβ
)
>
0 ; cette condition est ve´rifie´e si et seulement si (rappelons que tous les parame`tres
sont re´els positifs).
(VIII.4.2)
a
b
>
c
β
.
Conside´rons maintenant la caracte`re de chaque position d’e´quilibre pour pou-
voir construire a` la fin un portrait de phases globale.
4.1. E´tude de l’origine. Le syste`me line´aire associe´ au syste`me (VIII.4.1)
est (on rappelle que cela e´quivaut a` ne garder que les termes au plus line´aires en x
et y) : {
x˙ = ax
y˙ = −cy ,
les valeurs propres, λ1 = a et λ2 = −c, sont re´elles, distinctes et de signe oppose´,
donc le point d’e´quilibre (0, 0) est une selle, quelle que soit la valeur de ab − cβ .
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4.2. E´tude du point (x, y) =
(
a
b , 0
)
. On fait le changement des coordonne´es{
x = ab + u
y = v ,
et le syste`me line´aire associe´ au syste`me (VIII.4.1) est (en gardant seulement les
termes line´aires en u et v) : {
u˙ = −au− αab v
v˙ = β
(
a
b − cβ
)
v .
Les valeurs propres sont les racines de l’e´quation du deuxie`me ordre, obtenue de
det(A− λI) = 0 avec A =
(−a − aα
b
0 β( ab− cβ )
)
:
λ2 + λ
[
a− β
(
a
b
− c
β
)]
− aβ
(
a
b
− c
β
)
= 0 ,
c’est–a` dire
(VIII.4.3) λ1,2 =
β
(
a
b − cβ
)
− a±
√[
β
(
a
b − cβ
)
− a
]2
+ 4aβ
(
a
b − cβ
)
2
;
remarquons que le terme sous racine est toujours positif puisque il peut eˆtre e´crit
comme[
β
(
a
b
− c
β
)
− a
]2
+4aβ
(
a
b − cβ
)
= β2
(
a
b − cβ
)2
− 2aβ
(
a
b − cβ
)
+ a2 + 4aβ
(
a
b − cβ
)
=
[
β
(
a
b − cβ
)
+ a
]2
.
Nous distinguerons deux cas possibles : deux racines e´gales ou bien distinctes.
(1) Cas : β
(
a
b − cβ
)
+a 6= 0. Un simple calcul montre que les valeurs propres
sont
λ1 = β
(
a
b
− c
β
)
et λ2 = −a ,
elles sont re´elles et distinctes, λ1 = β
(
a
b − cβ
)
6= −a = λ2, leurs signes et
positions relatives de´pendent de la condition (VIII.4.2).
– Si a/b − c/β > 0 les valeurs propres sont de signe oppose´ et donc
la position d’e´quilibre est un point selle ; voir Figure 10 pour le
syste`me {
x˙ = x(2− x− y)
y˙ = y(−1 + x) .
– Si a/b− c/β < 0 les valeurs propres sont du meˆme signe et le point
est un nœud stable ; voir Figure 8 pour le choix des parame`tres :
a = b = α = 1 = β = 1 et c = 3 .
Le vecteur propres associe´ a` la valeur propre λ2 = −a est v1 = (1, 0)
et celui associe´ a` λ1 est v2 =
(
−aαb , a+ β
(
a
b − cβ
))
.
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(2) Cas : β
(
a
b − cβ
)
+ a = 0 (cas de´ge´ne´re´). Les deux valeurs propres
co¨ıncident et la formule pour les racines de l’e´quation du deuxie`me degre´
nous donne
λ1,2 = −a .
Un premier vecteur propre est v1 = (1, 0), on ve´rifie que ker(A + aI) a
dimension 1, on doit donc chercher (voir § 2.3.2) un deuxie`me vecteur, v,
line´airement inde´pendant de v1 tel que : Av = −av+v1, on peut ve´rifier
que v = (0,−b/(aα)) est un bon choix :
Av =
(
1
b
α
)
=
(
0
b
α
)
+ v1 = −a
(
0
− b
aα
)
+ v1 = v + v1 .
Donc le point d’e´quilibre est un nœud de´ge´ne´re´ du deuxie`me type. Voir
Figure 9 pour un exemple de portrait de phase avec
a = b = α = 1 = β = 1 et c = 2 ,
donc
a
b
− c
β
= 1− 2 < 0 etβ
(
a
b
− c
β
)
+ a = 0 .
Notez que la seule diffe´rence entre ce syste`me et celui du cas pre´ce´dent
est le changement du parame`tre c de la valeur 3 a` la valeur 2.
Fig. 8. Portrait de phase globale pour le syste`me : x˙ = x(1− x−
y) y˙ = y(−3 + x).
4.3. E´tude du point (x, y) =
[
c
β ,
b
α
(
a
b − cβ
)]
. Ce point d’e´quilibre peut
eˆtre conside´re´ si et seulement si la condition (VIII.4.2) est ve´rifie´e, de cette fac¸on
il correspond bien a` un nombre positif d’individus de la population y, donc :
a
b
− c
β
> 0 .
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Fig. 9. Portrait de phase globale pour le syste`me : x˙ = x(1− x−
y) y˙ = y(−2 + x).
Fig. 10. Portrait de phase globale pour le syste`me : x˙ = x(2−x−
y) y˙ = y(−1 + x).
Pour line´ariser nous allons changer coordonne´es :{
x = cβ + u
y = bα
(
a
b − cβ
)
+ v ,
et re´crire l’EDO dans les nouvelles variables (u, v) (en ne gardant que les termes
au plus line´aires) : {
u˙ = − bcβ u− cαβ v
v˙ = bβα
(
a
b − cβ
)
u .
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Les vecteurs propres sont les racines de l’e´quation
λ2 +
bc
β
λ+ cb
(
a
b
− c
β
)
= 0 ,
donc
λ12 = − bc
2β
± 1
2
√(
bc
β
)2
− 4bc
(
a
b
− c
β
)
.
Puisque ab − cβ > 0 le terme dans la racine peut eˆtre ne´gatif ou bien positif, il
faut donc distinguer ces deux cas qui donnent lieu a` des valeurs propres complexes
ou re´elles.
(1) cas :
(
bc
β
)2
−4bc
(
a
b − cβ
)
> 0. Les valeurs propres sont re´elles, ne´gatives
et distinctes, en fait
λ1 = − bc
2β
− 1
2
√(
bc
β
)2
− 4bc
(
a
b
− c
β
)
< 0 ,
et puisque ab − cβ > 0 nous avons
√(
bc
β
)2
− 4bc
(
a
b − cβ
)
< bcβ , donc
λ2 = − bc
2β
+
1
2
√(
bc
β
)2
− 4bc
(
a
b
− c
β
)
< 0 .
Le point d’e´quilibre est donc un nœud stable. La Figure 11 repre´sente cette
situation pour le syste`me{
x˙ = x
(
2− 32x− y
)
y˙ = y (−1 + x) .
Fig. 11. Portrait de phase globale pour le syste`me : x˙ =
x
(
2− 32x− y
)
y˙ = y (−1 + x).
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(2) cas :
(
bc
β
)2
− 4bc
(
a
b − cβ
)
< 0. Les valeurs propres sont complexes
conjugue´es, avec parties re´elles ne´gatives et distinctes. La position d’e´quilibre
est un foyer stable. La Figure 10 repre´sente cette situation pour le syste`me{
x˙ = x (2− x− y)
y˙ = y (−1 + x) .
(3) cas :
(
bc
β
)2
− 4bc
(
a
b − cβ
)
= 0 (cas de´ge´ne´re´). Les valeurs propres
sont re´elles, ne´gatives et co¨ıncident (multiplicite´ alge´brique e´gale a` 2) :
λ = − bc2β . Comme vecteur propre associe´ on peut choisir : v1 =
( cα
β
− bc
2β
)
,
et on peut ve´rifier que la dimension de l’espace associe´ a` la valeur propre
est 1 (multiplicite´ ge´ome´trique e´gal a` un). Comme vu au § 2.3.2 il faut
chercher un deuxie`me vecteur, v, line´airement inde´pendant de v1 tel que :
Av = λv+v1, ou` A =
(
− bc
β
− cα
β
bβ
α (
a
b
− c
β ) 0
)
. On peut ve´rifier que v = (0,−1)
est un bon choix :
Av =
(
− bc
β
− cα
β
bβ
α (
a
b
− c
β ) 0
)(
0
−1
)
=
(
cα
β
0
)
= − bc
2β
(
0
−1
)
+
( cα
β
− bc
2β
)
= λv + v1 .
Donc le point d’e´quilibre est un nœud de´ge´ne´re´ du deuxie`me type. Voir
Figure 12 pour le syste`me :{
x˙ = x(3 − 2x− y)
y˙ = y(−1 + x) .
Fig. 12. Portrait de phase globale pour le syste`me : x˙ = x(3 −
2x− y) y˙ = y(−1 + x).
Avant de conclure l’analyse locale des points d’e´quilibre et de passer a` l’in-
terpre´tation biologique, nous allons conside´rer un dernier cas de´ge´ne´re´, c’est–a` dire
a/b = c/β.
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REMARQUE 4.1 (E´tude du cas de´ge´ne´re´ ab =
c
β ). La stabilite´ de l’origine ne
de´pend pas de la valeur de ab − cβ , et donc ce point d’e´quilibre ne change pas son
caracte`re.
Si on revient en arrie`re a` l’analyse faite pour (a/b, 0) on s’aperc¸oit que la
line´arisation nous donne un nouveau syste`me :{
u˙ = −au− aαb v
v˙ = 0 ,
c’est–a` dire dans l’approximation line´aire la coordonne´ v (et donc y) ne change pas
dans le temps. Les valeurs propres sont
λ1 = 0 et λ2 = −a ,
avec vecteurs propres
v1 = ( 10 ) et v2 =
(−α
b
1
)
.
Nous sommes dans le cas conside´re´ en § VII.2.4.1 ou` il y a une droite invariante
des point d’e´quilibre, cette droite est de´termine´ par la direction du vecteur propre
v2, et donc son e´quation carte´sienne est : bx + αy − a = 0. Cette situation est
valable pour le syste`me line´aire mais pas pour le syste`me complet, en fait si on
e´value l’EDO sur la droite en question (on remplace dans le syste`me la relation
entre x et y donne´e par la droite) on trouve{
x˙ = 0
y˙ = − bβα
(
x− ab
)2
,
donc y diminue, c’est–a` dire tout point sur la droite s’en e´loigne puisque son or-
donne´e de´croit. En particulier elle ne sera plus un ensemble des point d’e´quilibre.
Nous avons ici un phe´nome`ne ge´ne´rale pour les cas de´ge´ne´re´s : le caracte`re
du point d’e´quilibre de´termine´ avec la line´arisation n’est pas le meˆme du syste`me
complet. Son analyse ne´cessite donc d’autres moyens qui de´passent le niveau de ce
cours.
Le dernier point d’e´quilibre a` e´tudier est celui du § 4.3 qui maintenant devient
( cβ , 0) et a` cause de la relation
a
b =
c
β c’est la meˆme chose que le cas qu’on vient
de voir. La Figure 13 de´crit ce cas pour le syste`me{
x˙ = x(1− x− y)
y˙ = y(−1 + x) .
4.4. Portrait de phase globale. Nous pouvons finalement re´unir les construc-
tions locales pour essayer de de´crire les diffe´rents portraits de phase globaux ;
puisque cela va de´pendre des valeurs des parame`tres, et il y en a beaucoup, nous
analyserons seulement les cas non de´ge´ne´re´s. Il suffit donc de distinguer deux cas
selon le signe de ab − cβ .
(1) ab <
c
β . Le syste`me pre´sente deux seuls points d’e´quilibre, (0, 0) et (a/b, 0).
Le premier est toujours un point selle avec l’axe de y attractif et l’axe de
x re´pulsif, par contre le deuxie`me est toujours un nœud attracteur. Le
syste`me proie–pre´dateur a un seul possible sce´nario futur si au de´part on
a soit de proies que de pre´dateurs : les pre´dateur vont tous vers l’extinc-
tion et les proies vers leurs niveau de saturation. Si au de´part il y avait
seulement pre´dateurs alors ils irons vers leur extinction.
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Fig. 13. Portrait de phase globale pour le syste`me : x˙ = x(1−x−
y) y˙ = y(−1 + x).
(2) ab >
c
β . Le syste`me pre´sente trois points d’e´quilibre, (0, 0), (a/b, 0) et[
c
β ,
b
α
(
a
b − cβ
)]
, le premier et le deuxie`me sont toujours des points selle,
le troisie`me peut eˆtre un foyer stable ou bien un nœud attracteur. Si a`
l’instant initiale les deux espe`ces sont pre´sentes, alors il y a une seule
possibilite´ pour le futur : coexistence des deux espe`ces sur le troisie`me
point d’e´quilibre.
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ANNEXE A
“Tout ce que vous auriez toujours voulu savoir
mais que vous n’avez jamais ose´ demander
concernant l’analyse”
Dans ce Chapitre final nous avons essaye´ de mettre tous les re´sultats utilise´s ou
rappele´s dans les cours. Son but est donc de fournir un recueil, afin de comple´ter
la premie`re partie et d’avoir sous la main facilement et rapidement les re´sultats
les plus importants utilise´s. En consequent le style be sera pas trop formel, tout
lecteur est ivnite´ a` consulter un livre d’analyse/calcul pour avoir plus de de´tails et
approfondir les sujets traite´s.
1. Le Principe d’induction
Voila` un outils tre`s pratique pour de´montrer des choses,
THE´ORE`ME 1.1 (Principe Induction). Soit (Pn)n≥1 une suite de propositions,
de´pendantes de l’indice entier positif n. Si
(1) P1 est vrai (hypothe`se d’induction) ;
(2) pour tout n entier positif Pn ⇒ Pn+1 (induction) ;
alors Pn est vrai pour tout n.
EXEMPLE 1.2. Soit h ≥ −1, on veut montrer que pour tout n ≥ 1 on a :
(1 + h)n ≥ 1 + nh.
On conside`re la famille de propositions :
Pn : (1 + h)n ≥ 1 + nh est vrai .
Pour n = 1 on a (1 + h)1 − (1 + 1 h) = 0 et donc P1 est vraie, si on suppose Pn
vraie alors Pn+1 est vraie, puisque :
(1+h)n+1 = (1+h)(1+h)n ≥ (1+h)(1+nh) = 1+(n+1)h+nh2 ≥ 1+(n+1)h ,
ou` pour le premier passage on a utilise´ Pn et le fait que 1+h ≥ 0, le reste est simple
alge`bre. On peut donc conclure que pour tout n entier positif (1 + h)n ≥ 1 + nh.
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2. The´ore`me de la Moyenne ou de Lagrange.
THE´ORE`ME 2.1 (Valeur Moyenne ou de Lagrange). Soit f(x) une fonction
continue dans [a, b] ⊂ R et de´rivable dans (a, b). Alors il existe un point ξ ∈ (a, b)
tel que :
f(b)− f(a) = f ′(ξ)(b − a) .
3. The´ore`me de Schwartz ou de l’inversion de l’ordre de de´rivation.
THE´ORE`ME 3.1 (Schwartz). Soit A ⊂ Rk ouvert, f de´finie dans A et x0 un
point de A. Si les de´rive´es partielles mixtes
∂2
∂xi∂xj
f et
∂2
∂xj∂xi
f ,
existent dans un voisinage de x0 et sont continues en x0, alors
∂2
∂xi∂xj
f(x0) =
∂2
∂xj∂xi
f(x0) .
4. Normes et Distances.
SoitX un ensemble on appelle distance oume´trique une fonction d : X×X → R
telle que :
(d1) (positivite´) d(x, y) ≥ 0 pour tout (x, y) ∈ X × X ; d(x, y) = 0 si et
seulement si x = y.
(d2) (syme´trie) d(x, y) = d(y, x) pour tout (x, y) ∈ X ×X .
(d3) (ine´galite´ triangulaire) d(x, y) ≤ d(x, z) + d(z, y) pour tout (x, y, z) ∈
X ×X ×X .
Si d est une distance pour l’ensemble X , on appellera le couple (X, d) espace
me´trique.
EXEMPLE 4.1 (Me´triques pour R2). Une distance (bien connue) dans le plan
R2 est la suivante : si deux points P1 et P2 ont coordonne´es respectivement (x1, y1)
et (x2, y2), alors on ve´rifie aise´ment que la fonction d(P1, P2), de´finie par
d(P1, P2) =
√
(x1 − x2)2 + (y1 − y2)2 ,
est une distance sur R2, c’est–a` dire elle ve´rifie (d1), (d2) et (d3).
On peur ve´rifier que les fonctions :
d1(P1, P2) = |x1 − x2|+ |y1 − y2| et d2(P1, P2) = max{|x1 − x2|, |y1 − y2|} ,
sont aussi des distances pour R2. Les couples (R2, d), (R2, d1) et (R
2, d2) sont tous
des espaces me´triques a` priori distincts, mais on peut prouver que ces me´triques
sont e´quivalentes.
EXEMPLE 4.2 (Fonctions Continues et me´trique de la convergence uniforme).
Soit A ⊂ R un ouvert et soit C(A) l’ensemble des fonction continues et borne´es de
A a` valeurs re´elles. La fonction d : C(A)× C(A)→ R de´finie par :
d(f, g) = sup
t∈A
|f(t)− g(t)| ,
est une distance sur C(A).
version 7 mai 2008 Timoteo Carletti
Annexe A p. 109
Soient f et g deux fonctions continue dans A ⊂ R, alors par de´finition de valeur
absolue : |f(t)−g(t)| ≥ 0 pour tout t ∈ A, d’ou` la premie`re partie de (d1). Si f = g
alors d(f, g) = 0, par contre si d(f, g) = 0, on obtient :
0 = d(f, g) ≥ |f(t)− g(t)| ≥ 0 ∀t ∈ A ,
c’est–a` dire f(t) = g(t) dans A.
E´tant la proprie´te´ (d2) triviale, il nous reste a` de´montrer (d3). Pour tout f, g
et h dans C(A) et tout t ∈ A on a (proprie´te´ triangulaire de la valeur absolue) :
|f(t)− g(t)| ≤ |f(t)− h(t)|+ |h(t)− g(t)| ,
mais (de´finition de sup) |f(t)| ≤ sup |f(t)|, donc
|f(t)− g(t)| ≤ d(f, h) + d(h, g) .
E´tant cette ine´galite´ valable pour tout t ∈ A, on peut “passer au sup”, et elle restera
valable pour le sup aussi :
d(f, g) ≤ d(f, h) + d(h, g) .
Cette me´trique est dite de la convergence uniforme ou du sup (supremum).
On va maintenant supposer que l’ensemble X ait plus de structure, par exemple
qu’il soit un espace vectoriel 1 sur R. Une application N : X → R est dite norme
si :
(n1) (positivite´) N(x) ≥ 0 pour tout x ∈ X ; N(x) = 0 si et seulement si
x = 0.
(n2) (homoge´ne´ite´) N(αx) = |α|N(x) pour tout x ∈ X et α ∈ R.
(n3) (ine´galite´ triangulaire)N(x+y) ≤ N(x)+N(y) pour tout (x, y) ∈ X×X .
Le couple (X,N) est appele´ espace norme´ ; on indiquera souvent la norme par || · ||
au lieu de N(·).
Dans un espace norme´ on peut introduire une distance d(x, y) = ||x − y||, qui
le rend un espace me´trique. De plus un espace norme´ qui re´sulte complet 2 (comme
espace me´trique par rapport a` la me´trique induite de la norme) est appele´ espace
de Banach.
EXEMPLE 4.3 (C(X,R) est de Banach). Soit C(X,R) l’espace de fonctions
borne´es et continues de X (espace me´trique) a` valeurs dans R. On va de´montrer
que avec la me´trique de la convergence uniforme, d(f, g) = supX |f(x) − g(x)|,
C(X,R) c’est un espace me´trique complet.
Soit, en effet, (fn)n≥0 une suite de Cauchy dans C(X,R), alors pour tout x ∈ X
la suite (fn(x))n≥0 est fondamentale 3 dans R (espace complet) et donc la suite
admet une limite appele´e f(x).
On va montrer que (fn)n≥0 converge vers f , f est borne´e et continue, donc
C(X,R) est complet.
1Un espace vectoriel, aussi note´ espace line´aire, sur le corps K, est un ensemble (non vide), X,
sur le quel on a de´finies une ope´ration de addition, X ×X ∋ (x, y) 7→ x+ y ∈ X, et un produit par
scalaire, X × K ∋ (x, α) 7→ αx ∈ X. Entre les ope´rations on a deux conditions de compatibilite´ :
α(x+ y) = αx+ αy et (α+ β)x = αx+ βx.
2Toute suite fondamentale (ou de Cauchy) converge.
3Par de´finition, pour tout ǫ > 0, il existe N ∈ N tel que pour tout n,m > N on a :
d(fn, fm) < ǫ, donc pour tout x ∈ X on a aussi : |fn(x)− fm(x)| < ǫ.
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On a de´ja` remarque´ que pour tout ǫ > 0, il existe N ∈ N tel que pour tout
n,m > N on a : |fn(x) − fm(x)| < ǫ pour tout x ∈ X. On peut passer a` la limite
sur m→∞ et de la convergence de (fm(x))m≥0 on obtient :
|fn(x) − f(x)| < ǫ ∀x ∈ X .
Mais alors on a d(fn, f) ≤ ǫ si n > N . Puisque (fn)n≥0 est borne´e et la convergence
est uniforme, on a aussi que f est borne´e.
On fixe maintenant x0 ∈ X et a` l’aide de l’ine´galite´ triangulaire on e´crit :
|f(x)− f(x0)| ≤ |f(x)− fn(x)|+ |fn(x) − fn(x0)|+ |fn(x0)− f(x0)| ;
soit donc ǫ > 0, il existe N > 0 tel que si n > N alors : d(fn, f) < ǫ/3, et pour
tout x ∈ X : |f(x)− fn(x)| < ǫ/3. Cela nous permet d’e´crire :
|f(x)− f(x0)| ≤ ǫ/3 + |fn(x)− fn(x0)|+ ǫ/3 ,
mais fn est continue pour tout n, donc (avec le meˆme ǫ utilise´ avant) il existe
δ > 0 tel que si dX(x, x0) < δ (me´trique sur X), alors : |fn(x) − fn(x0)| < ǫ/3.
D’ou` finalement |f(x)− f(x0)| < ǫ, pour tout ǫ > 0, si x et x0 sont assez proches.
Puisque x0 est arbitraire on a la the`se.
La norme qui induit la me´trique de la convergence uniforme sera dite norme
uniforme et note´e avec || · ||∞.
5. Re´duction de l’e´quation d’une conique en forme normale
On se donne un repe`re orthonormale avec coordonne´es (x, y), un conique est
l’ensemble des points C tels que :
a11x
2 + a22y
2 + 2a12xy + 2a13x+ 2a23y + a33 = 0 ,
pour des coefficients re´els (aij). Le choix (apparemment bizarre) des notations est
du au fait que la classification des coniques du plan est e´troitement lie´ a` la The´orie
des Formes Quadratiques, en particulier si A =
(
a11 a12 a13
a12 a22 a23
a13 a23 a33
)
, alors on pourra e´crire
la conique comme (Qx,x), ou` x = (x, y, 1).
Sous cette forme n’est pas facile comprendre le type de la conique : cercle,
ellipse, parabole ou hyperbole. Mais la The´orie de Formes quadratiques va nous
aider.
La premie`re e´tape est de rendre la forme quadratique canonique,c’est–a` dire
sans termes mixtes xy, on effectue donc une rotation de repe`re d’angle θ et on
passe a` nouvelles coordonne´es (x′, y′) :{
x = x′ cos θ − y′ sin θ
y = x′ sin θ + y′ cos θ
,
un choix approprie´ de θ permet d’e´crire dans ces nouvelles coordonne´es l’e´quation
de C dans la forme suivante :
λ1(x
′)2 + λ2(y′)2 + 2a′13x
′ + 2a′23y
′ + a33 = 0 ,
pour des nouveaux parame`tres re´els λ1, λ2, a
′
13 et a
′
23. Nous observons que cela
revient a` chercher les valeurs propres, λ1, λ2, et les vecteurs propres de la matrice
A˜ = ( a11 a12a12 a22 ).
Effectuons maintenant un changement des coordonne´es (translation)
x′ = x′0 +X et y
′ = y′0 + Y ,
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avec (x′0, y
′
0) inconnus a` de´terminer pour simplifier encore la conique. Apre`s substi-
tution l’e´quation de la conique de´vient
λ1X
2 + λ2Y
2 + 2(a′13 + λ1x
′
0)X + 2(a
′
23 + λ2y
′
0)Y + γ = 0 ,
ou` γ = λ1(x
′
0)
2 + λ2(y
′
0)
2 + 2a′13x
′
0 + 2a
′
23y
′
0 + a33. Il faut distinguer a` ce moment
plusieurs cas :
(1) λ1λ2 6= 0, on peut donc univoquement de´terminer (x′0, y′0) pour e´liminer
les termes line´aires :
a′13 + λ1x
′
0 = 0 et a
′
23 + λ2y
′
0 = 0
et la conique s’e´crit comme :
λ1X
2 + λ2Y
2 + γ = 0 ,
et elle repre´sente une ellipse ou bien une hyperbole .
(2) Un des λj est e´gal a` ze´ro. La translation n’est pas comple`tement de´finie,
mais en utilisant la formule pour γ on peut toujours se ramener a` une
parabole (meˆme de´ge´ne´re´e en deux droites).
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