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Data analysis in high-dimensional spaces aims at obtaining a synthetic description of a data set,
revealing its main structure and its salient features. We here introduce an approach for charting data
spaces, providing a topography of the probability distribution from which the data are harvested.
This topography includes information on the number and the height of the probability peaks, the
depth of the “valleys” separating them, the relative location of the peaks and their hierarchical
organization. The topography is reconstructed by using an unsupervised variant of Density Peak
clustering exploiting a non-parametric density estimator, which automatically measures the density
in the manifold containing the data. Importantly, the density estimator provides an estimate of
the error. This is a key feature, which allows distinguishing genuine probability peaks from density
fluctuations due to finite sampling.
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I. INTRODUCTION
The rapidly increasing capability to generate data calls
for approaches able to provide a compact representation
of their underlying structure. These approaches aim at
making the information content of a data set with, let’s
say, 100 coordinates, human readable and useful.
A possible route to achieve this goal is attempting to
map the data on a two or three dimensional surface,
which can then be visualized directly. This approach
is followed in Principal Component Analysis [1] and,
within a framework which allows taking non-linearities
into account, in Diffusion Maps [2], Locally Linear Em-
bedding [3], Tree Preserving Embedding [4] and Sketch-
Map [5]. However, the intrinsic dimensionality (ID) of
realistic data sets is often larger than three. This has
become more and more evident in recent years, thanks
to the development of powerful and accurate approaches
capable of estimating the ID [6–8]. If the ID of a data
set is, say, 10, any attempt to describe it with only two
or three coordinates unavoidably leads to an information
loss, making the above-mentioned methods only partially
feasible in case of large IDs.
A different strategy for summarizing the information
content of a data set is considering the data as an en-
semble of realizations drawn from a probability distribu-
tion. The scope is then to find the peaks of this distri-
bution and estimate their properties, for example, by us-
ing density-based clustering [9–12], without forcing the
data onto a lower-dimensional representation. Impor-
tantly, this approach can be followed whatever the in-
trinsic dimensionality of the data set is. Moreover, it
can also be exploited to build a hierarchical representa-
tion of the probability distribution, by seeking to build
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a hierarchy of connected subsets of points. This idea
was introduced in the seminal work of Hartigan [13] and
has been exploited in many recent algorithms like, for in-
stance, HDBSCAN [14], Robust Single Linkage [15] and
Robust Density-Based Clustering [16].
In this work we introduce a method for reconstruct-
ing what we call the topography of a data set, namely a
simplified human-readable chart of the probability dis-
tribution, conveying information on the height of all the
probability peaks as well as on the organization of these
peaks in larger structures. This chart provides immedi-
ate visual information not only about the clusters, but
also about their relationships with each other. If the
probability distribution includes N peaks, the topogra-
phy consists in a N ×N symmetric matrix, in which the
diagonal entries are the heights of the peaks and the off-
diagonal entries are the heights of the saddle points sep-
arating these peaks. An entry is equal to zero if the two
peaks are not in contact. This matrix can be represented
in the form of a tree diagram, like in references [13–16],
a chart that unveils the hierarchies by focusing on the
highest saddles between clusters. More in general, we
will show that the topography can be visualized by one
of the approaches developed for representing the kinetic
models derived by Markov State Model analysis [17].
The topography is reconstructed by using a modified
version of the Density Peaks (DP) algorithm [12]. This
approach provides an empirical criterion for a quick and
reliable localization of the density peaks. However, its
original formulation is affected by two main drawbacks.
First, the selection of cluster centers is relatively sub-
jective, since it is based on the visual inspection of the
so-called decision graph. Second, like all density-based
clustering approaches, it is sensitive to the parameters
involved in the density estimation [18]. These draw-
backs have been addressed in many works [19–25]. For
instance, Liang and Chen [23] automatically finds the
number of clusters through a recursive inspection of the
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2decision graph based on a Divide-and-Conquer strategy.
In the two-dimensional case, [22] proposes instead a non-
parametric technique for estimating the densities based
on the heat diffusion equation. Although the proposed
method still requires the inspection of the decision graph,
it shows an improved performance in the classification of
artificial data sets. In Du et al. [20] it is proposed to
estimate the density by a combination of Principal Com-
ponents Analysis and the k-nearest neighbors method,
while Wang and Xu [21] proposes a local density estima-
tion based on a nonparametric multivariate kernel esti-
mation, which measures the cutoff distance by a statis-
tical approach. Extensions of the DP method are also
available to address the propagation of errors in the as-
signment strategy, especially in data sets with highly
overlapping clusters. In [24], for example, the authors
propose an assignment strategy based on fuzzy weighted
K-nearest neighbors, which makes the algorithm more
robust to outliers. However the choice of the number
of nearest neighbors k is not automatic and should be
specified by the user. Along the same line, in [25] it is
proposed a procedure to detect overlapping clusters in
social networks, making the DP algorithm more reliable
for studies in that field.
In this work we demonstrate that DP clustering algo-
rithm can be made fully unsupervised and parameter-
free by combining it with a non-parametric density es-
timator [26] recently proposed by us. This estimator is
able to find by a statistical approach the largest region
around each point in which the density is approximately
constant. One of the main innovations with respect to
other non-parametric estimators is that it measures the
density in the manifold in which the data lay, and not in
the embedding space whose dimensionality is normally
overwhelmingly large. We will show that the mathema-
tical formulation of the estimator in [26] naturally in-
duces a simple criterion to automatically find the den-
sity peaks thorough the DP clustering. Moreover, the
estimator provides a measure of the uncertainty on the
density. This last feature is a key ingredient, since it al-
lows to recognize genuine density peaks from statistical
fluctuations due to finite sampling. Furthermore, it al-
lows assessing the statistical reliability of the probability
peaks which are recognized as genuine. This, to the best
of our knowledge, is an original contribution of this work.
Finally, after testing the approach in several toy
problems, we analyze two real world data sets: the
MNIST database [27] of handwritten digits and a sam-
ple of protein sequences extracted from the Pfam clan
PUA [28, 29], a complex superfamily organized into ten
families, each containing a variety of architectures.
A B
C D
F
6
2
7
8
3
5
4
1
E
1
2
3
4
56
7
8
F
FIG. 1. Two dimensional toy examples. (A) Probability den-
sity function from which the 20000 points have been drawn.
(B) Decision graph using g as density. Circled points corre-
spond to the putative centers chosen by the automatic proce-
dure described in section II A 2, while the colored ones are the
centers of the significant clusters. (C) Borders (black points)
and saddles (blue points) between clusters. (D) Final assigna-
tion of the points to clusters, black points correspond to halo
points, while the color code is the same for panels B, E and
F. (E) Dendrogram representation of the data set topography.
(F) Network representation of the data set topography.
II. METHODS
A. Topography of Probability density function
landscapes
Data sets can often be described as realizations of an
underlying probability density function. This probability
density is defined in the space of the coordinates of the
data, and is often characterized by the presence of several
maxima, at times organized hierarchically. A synthetic
example of a probability density distribution with these
features is shown in FIG. 1A.
The scope of our approach is reconstructing in an un-
3supervised manner the topography of probability distri-
butions characterized by those features. A key step of
this procedure is identifying the density maxima within
the data set and the saddle points between them. We
will show that the density peaks and saddle points can
be automatically recognized by making use of the PAk
density estimator [26] within the framework of Density-
Peak clustering [12]. In the following, we first summarize
the principles of the PAk density estimator.
1. An adaptive k-Nearest Neighbor density estimator
PAk, which stands for Point Adaptive k-nearest neigh-
bor, relies on the observation that, at constant density
and for a given point i, the volumes of the shells defined
by two successive nearest neighbors are independent and
identically distributed according to an exponential dis-
tribution [8]. In this way, the k-NN estimation of the
density is the maximum of the log-likelihood
Li,k (ρ) = k · log ρ− ρ
k∑
l=1
vi,l = k · log ρ− ρVi,k. (1)
where vi,l = ω
(
rdi,l − rdi,l−1
)
, where ri,l denotes the
distance from the point i to the l-th neighbor and ω is a
constant. The parameter d entering the equation is the
Intrinsic Dimension (ID) of the manifold in which the
data points lay. In the PAk approach one defines the
likelihood using this parameter, rather than the dimen-
sion of the embedding space, which can be much larger
than d. The variance associated with the maximum like-
lihood estimate decreases with the square root of k, so the
estimate improves when using high values of k if the den-
sity is constant. PAk aims to find, for each data point,
the largest neighborhood at which the density can be
considered as constant by performing a Likelihood Ra-
tio Test [30] between two models: a first one in which
the densities at the point and at its kth nearest neighbor
are considered different and a second model in which the
densities are the same. This test is applied to increas-
ing values of k until the log-likelihoods of the two models
are distinguishable with a very high statistical confidence
(p-value=10−6). Since it is likely that, with such degree
of confidence, when the procedure stops the densities are
already different, a linear correction is applied in order to
deal with the induced bias. In detail, the rate of the expo-
nential distribution is substituted by an ansatz in which
the logarithm of the density at each of the sampled points
varies linearly as one moves further and further from it.
The modified likelihood is then maximized with respect
to its free parameters by the Newton-Raphson approach.
The error on the logarithm of the density is estimated
from the variance of the likelihood, and it is given by
εi =
√
4·kˆi+2
(kˆi−1)·kˆi .
2. Automatical detection of density peaks
As in standard Density-Peaks clustering we here as-
sume that the density peaks are surrounded by neighbors
with lower local density and are at a relatively large dis-
tance from any points with a higher local density. How-
ever, the PAk estimator provides important additional
information besides the density, which can be exploited
for our analysis: an estimate of the error in the density
and the neighborhood around each point in which the
density can be considered approximately constant.
To find the density peaks we do not directly consider
the density of points, which typically varies by several
orders of magnitude, but the logarithm of their density
log(ρi) = −Fi, identified as the free energy at point i.
Moreover, since the estimate of F can be affected by
non-uniform errors, we define as cluster centers the lo-
cal maxima of gi, where gi is defined as:
gi = log(ρi) + εi = −Fi + εi. (2)
This definition is a generalization of the one used in [12],
since the local maxima of gi coincide with the local max-
ima of ρi if the error is uniform. If the error is not uni-
form, points with large error are less likely to be selected
as local maxima with respect to points with a small error.
Following reference [12] we then compute δi = min
j:gj>gi
rij ,
namely the distance to the nearest point with higher g.
In order to automatically find the cluster centers, we ex-
ploit an important property of the PAk density estimator
that provides an estimate of the size of the neighborhood
in which the logarithm of the density can be considered
constant. Therefore, we consider as putative centers all
the points for which
δi > rkˆi (3)
where kˆi is the optimal number of nearest neighbors de-
fined as in [26]. Thus, a data point i is a center only if
all its kˆ nearest neighbors contributing to determine the
value of its density have a value of g lower than gi. A fur-
ther check, which makes putative centers selection more
robust in front of statistical fluctuations in the neighbor-
hood estimation, is that a center can not belong to the
neighborhood of any other point with higher g.
In Panel 1B we show the decision graph for a sample
of 20000 points extracted from the probability density
distribution shown in Panel A. The points surrounded
by a circle are those that are automatically chosen as
putative centers according to the criterion in (3).
The next step is to assign all the points that are not
centers to the same cluster as the nearest point with
higher g. This assignation is performed in order of de-
creasing g.
Choosing as centers the points highlighted in Panel 1B
leads to a high splitting of the data set (see FIG. S1 for
the result of this preliminary assignation). Indeed, the
4criterion in (3) correctly identifies the genuine probability
peaks but also the spurious statistical fluctuations of the
density induced by the finite sampling.
In the following we describe a protocol that allows
distinguishing meaningful density peaks from statistical
fluctuations of the density.
3. Finding the saddle points
We here introduce a procedure that allows finding the
saddle points between each peak and its neighboring
peaks. We first find the data points that are at the bor-
der between two clusters. A point i, belonging to cluster
c, is assumed to be at the border between cluster c and
c′ if its closest point j belonging to c′ is within a distance
rkˆi and if i is the closest point to j among those belong-
ing to c. The saddle point between a pair of clusters c
and c′ is defined as the point with the highest value of g
among those at the border between c and c′. The value
of the logarithm of the density of this point and its error
are denoted by −Fcc′ and εFcc′ . The border points be-
tween the clusters are shown in black in FIG. 1C, while
the saddle points are circled in blue.
4. Assessing the peaks significance
Based on the value of the saddle free energies Fcc′
and their error we introduce a criterion for distinguish-
ing genuine density peaks from statistical fluctuations of
the density due to finite sampling. Qualitatively, if all
the points in a cluster have density values compatible,
within their errors, with the border density, the cluster
can be considered as the result of a statistical fluctuation
and merged with another cluster. In particular, cluster c
is merged with cluster c′ if
(Fcc′ − Fc) < Z ·
(
εFc + εFcc′ ) (4)
where −Fc is the logarithm of the density of the center
of cluster c.
The constant Z entering the equation fixes the level
of statistical confidence at which one decides to consider
a cluster meaningful. It is a free parameter of our ap-
proach, but its value has a clear statistical interpreta-
tion. In section II A 6 and in Supp. Inf. we will describe
a criterion for i choosing reasonable values of Z in real
applications.
Condition (4) is checked for all the clusters c and c′ in
order of decreasing −Fcc′ . This procedure allows prun-
ing the set of clusters from those corresponding to density
maxima that are not statistically robust, thus recovering
the topography of the underlying probability function.
Furthermore, the knowledge of the border densities be-
tween clusters allows finding the so-called halo, namely
the set of points whose assignation is not reliable [12].
We here define as halo the points whose density is lower
than the density of the lowest saddle point.
In FIG. 1D it can be seen that the cluster assignation
after merging (with Z = 1.5) resembles almost perfectly
the peaks shown in panel A (black points correspond to
halo). Indeed, these results correspond with those ob-
tained by the standard Density Peaks method choosing
as centers the colored circles in panel B.
5. Representing the topography
The information about the location and the height of
the saddles allows building a compact representation of
the topography of the probability distribution function
from which the data points are harvested.
To visualize the topography of the density distribution
we follow two paths out of the several possibles. Both
are based on the fact that the higher the density of the
border between clusters, the higher can be considered
the similarity between them. Therefore, we define the
distance between two clusters as follows: dcc′ = Fcc′ −
min(Fc, F
′
c).
One possible way to visualize the topography is con-
structing a hierarchical tree by applying the Single Link-
age algorithm [31] using these distances. In this case, the
representation is similar to the one used in hierarchical
density based methods [13–16]. In our case, to encode
more information when representing the tree, the height
of the branches is proportional to the density of the peak
associated to them and the separation between branches
in the x-axis is proportional to the population of the clus-
ters. An example of this representation is provided in
FIG. 1E.
An alternative way of representing the topography is
projecting the clusters in two dimensions and visualizing
their relationship as a network, where the thickness of the
links between clusters is proportional to the log-density
at the border. This brings to a representation similar
to those used in Markov State Model analysis [17]. An
example of this representation is provided in FIG. 1F. To
encode more information in a single representation, the
area of the disks representing the clusters is proportional
to their population.
Both images provide complementary information
about the underlying probability density function. In the
example of FIG. 1 the hierarchical relationship between
clusters 2, 3 and 6 (magenta, red and blue) is more evi-
dent in the tree representation. However, the close con-
tact between clusters 4 and 8 (light green and light pink)
is evident only using the network representation.
Additional test cases in several toy problems can be
seen in S.I (FIG. S2-5).
6. Statistical significance of the clusters
The value of Z in (4) is used to control the statistical
reliability of the density peaks. A more detailed analysis
5FIG. 2. Results of the topography reconstruction of a data set with two spirals at different values of Z (panel A, Z = 1., panel
B Z = 2. and panel C Z = 3.. The colors in the dendrogram (center) and in the network (right) correspond to those in the
assignation (left).
of the role of this parameter can be found in Supplemen-
tary Text S1 and FIG. S6.
In general, at low Z values the method is more sensitive
to variations of the density, but also identifies as clusters
density fluctuations due to sampling artifacts. Then, the
higher the value of Z, the lower the sensitivity to den-
sity changes but the higher the statistical reliability of
the peaks. If the sampling of the probability distribution
function is good enough, one can increase the value of
Z in order to enhance the statistical confidence. If the
sampling is poor (something that easily happens if the
intrinsic dimension of the data is high), one is forced to
accept a lower level of confidence and a significant prob-
ability of observing some spurious clusters. In FIG. 2
we show an example of how the parameter Z affects the
clustering classification in a well sampled distribution.
6Although the best results are obtained with Z = 3, and
the number of clusters increases for smaller Z, the to-
pography of the data set allows identifying the two main
peaks of the distribution at any value of the parameter
Z.
III. RESULTS
A. Clustering a handwritten digits data set
We first tested our approach on the MNIST [27] data
set, which includes 60000 images of handwritten digits
between 0 and 9. We compute the pairwise distances
with the tangent distance method [32]. The intrinsic di-
mension of the data set, estimated by the TWO-NN ap-
proach [8], is 8. The value of Z is set to 1.6. The results
are summarized in FIG. 3, while the topography descrip-
tion is represented by the dendrogram in the left panel
and by the network at the bottom.
The color of each cluster in the topography represen-
tations derives from a majority rule assignation, i.e. the
color is the one corresponding to the label with higher
presence in the cluster whose color code is indicated un-
der the matrix. The number of elements in each cluster
is shown in italics between the dendrogram and the ma-
trix. As it can be seen, although the network presents a
quite high complexity, the splitting of labels into clus-
ters is consistent with the ground truth classification.
This complexity is due to the presence of elements whose
employed distance can not capture the difference in the
ground truth. In fact, the two main inconsistencies in the
matrix come from cluster 1, where there is a mix of ele-
ments labeled as one, two or seven, and cluster 14, where
the mixed labels are four and nine. A visual inspection
confirms that elements in both clusters are similar enough
to make it difficult to appreciate differences even for hu-
mans (see Fig. S7 for some examples). With the aim of
quantifying the correspondence between the clustering
and the ground truth classification, we assigned to each
cluster a label with a majority rule and then we computed
the Normalized Mutual Information (NMI) obtaining a
value of 0.84. The confusion matrix for this comparison
is shown in Table I.
0 1 2 3 4 5 6 7 8 9
0 5893 0 42 2 3 5 14 1 11 10
1 4 5032 141 8 34 3 21 44 48 3
2 0 1688 5699 304 15 58 1 1117 36 22
3 5 0 16 5690 1 104 1 0 115 54
4 2 6 3 1 5405 9 3 21 42 1065
5 3 0 2 46 0 5089 9 0 91 12
6 12 5 13 5 19 82 5867 0 34 1
7 0 5 32 22 7 6 0 5048 7 51
8 1 3 4 28 2 8 1 0 5374 14
9 3 3 6 25 356 57 1 34 93 4717
TABLE I. Confusion matrix between ground truth and cluster
classification labeled according with a majority rule.
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FIG. 3. Cluster analysis of the MNIST data set. In the matrix
we represent, for clusters with a population greater than 100,
the fraction of elements assigned to a cluster belonging to
each of the ground truth labels. The higher the fraction, the
darker the cell. On the left we show the dendrogram of the
clusters. In correspondence to each leaf we indicate the cluster
label and its population. To simplify the interpretation, the
color of the background of the cluster is chosen according
with a majority rule. For visualization purposes, only clusters
with population higher or equal than 100 are shown. Bottom:
the clusters with population higher than 600 in a network
representation.
7A further analysis of this data set was done after un-
dersampling it. In this case, only 10000 out of 60000 im-
ages were analyzed. The computed intrinsic dimension
with TWO-NN [8] is equal to 7, a result that is coherent
with the loss of information due to the undersampling.
In this case, the parameter Z is set to 1.0 since, as dis-
cussed above, to achieve a sufficient sensitivity to data
structures one must lower the level of confidence, and ac-
cept a higher number of spurious clusters. The results
are very similar to those of the complete data set. The
main difference is that the mixing between the classes of
number 4 and 9 is more significant, leading to a lower
NMI of 0.76. The corresponding confusion matrix can
be seen in Table S1.
B. The density topography of the PUA proteins
clan
We finally exploit the approach introduced in this work
to reconstruct the density topography of a sample of 9684
sequences extracted from the Pfam clan PUA. The Pfam
database [28] is a large collection of protein families,
grouped into clans or superfamilies; PUA is a complex
superfamily organized into ten families with a popula-
tion ranging from a few hundreds to thousands proteins.
Many families contain a variety of protein architectures.
We first compute the local pairwise distances between
the sequences by a BLAST [33] pairwise alignment. The
intrinsic dimension of the data set estimated by TWO-
NN [8] is equal to 9. If one uses the standard k-NN
density estimator to cluster the PUA protein sequences
the choice of the optimal global k is far from trivial. The
PAk density estimator, not surprisingly, finds a huge vari-
ability in the optimal values for k, ranging from 3 to 170
across the data set, reflecting the complexity of the sam-
ple. Using the density estimated by PAk with Z equal
to 2 one finds 123 clusters.
We test our results against the Pfam classification of
PUA sequences into families, and going into greater de-
tail, into architectures, by computing the purity of our
clusters. Here the purity of a cluster C with respect to
an architecture A is defined as the number of sequences
in C belonging to A divided by the total population of C.
In FIG. 4 we represent the correspondence between clus-
ters ordered according to the dendrogram (y-axis) and
architectures (x-axis). Again the network representation
is shown at the bottom of the graph. Only architec-
tures and clusters with a population greater than 40 are
displayed. The Pfam denomination of the architectures
considered in FIG. 4 is provided in Supplementary Ma-
terial. In this representation the purity of clusters with
respect to architectures is associated to a grey palette:
the darker the cell, the higher the purity. FIG. 4 shows
that clusters are substantially pure with respect to archi-
tectures (most of the clusters are over 90% pure). The
quality of the results was also assessed by computing the
NMI [34] of the clustering partition with respect to the
Pfam classification. Due to the hierarchical nature of the
method, to compute the indices a family (or architecture)
label is assigned to each cluster according to a majority
rule. We find a NMI of 0.978 for the classification in
families, and of 0.871 for the classification in architec-
tures. This reveals a high degree of similarity between
the clustering partition and the Pfam classification. The
dendrogram provides further information on the complex
topography of the data set, showing, for instance, that
clusters belonging to the same architecture are closely
related to each other. It essentially reflects the similarity
between families in the clan as well as their division into
architectures. The only important exception is that clus-
ter 9 is divided between families TruB-C 2 and TruB-C.
These two families are characterized by a low similarity
in the sequences within the same family. Thus the error
in the estimated densities is so large that the faint saddle
point that separates the two families is classified by our
algorithm as a statistical fluctuation.
The network representation shows a complex land-
scape. For instance, while some families are well isolated
others are interconnected through one or several nodes.
The families PUA and LON are divided in many clus-
ters but they are densely interconnected between them.
On the contrary, the family ASCH, although connected,
appears to be quite sparse. The centrality of cluster 9
between families TruB-C 2 and TruB-C is in agreement
with the analysis of the dendrogram.
IV. DISCUSSION
In this work we introduce a tool for analyzing large
and multidimensional data sets. Our tool is specifically
designed to treat cases in which the standard projection
technique (e.g. PCA) gives poor results. The idea is
reconstructing the topography of the probability distri-
bution from which the data are harvested. This topogra-
phy is a list of probability peaks, each characterized by
its properties: the height of the probability maximum,
the population, the list of neighboring peaks, etc. The
topography is estimated using only the distance between
points, avoiding the use of any coordinate system or pro-
jection. We illustrated two manners of visualizing this
topography: a hierarchical representation equivalent to
the one used in [13–16] and a graph representation tan-
tamount to the one of Markov State Models [17]. Of
course, one can imagine other graphical representations.
The topography is reconstructed by a modified version
of the Density Peaks clustering algorithm [12], which is
parameter free and unsupervised. A key ingredient of this
modified algorithm is the PAk density estimator, which
provides an accurate estimation of the probability density
at the data points in the manifold that embeds them,
as well as the error associated with the estimate. This
error is used for assessing the statistical significance of
the peaks found by the clustering procedure and, thus,
to discriminate between real features of the underlying
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FIG. 4. Cluster analysis of the clan PUA from the Pfam database. We represent the Purity Matrix for clusters and architectures
with a population greater than 40. Color boxes correspond to families. The purity of the clusters with respect to architectures is
associated to a grey palette: the darker the cell, the higher the purity. On the left of the Purity Matrix we show the dendrogram
of the clusters. In correspondence to each leaf we indicate the cluster label and the population of the cluster. The dendrogram
at the bottom is a schematic visualization of the hierarchical relationship existing between architectures according to Pfam:
architectures connected at a higher level (e.g. a1, a2, a3) belong to the same family, while those connected at a lower level
(e.g. a12, a13) belong to a clan. The Pfam denomination of the architectures is provided in Supp. Inf. .Bottom: the clusters
represented in the top panel in a network representation.
9probability distribution function and sampling artifacts
due to the finite sampling.
The statistical reliability of the probability peaks is
quantified by the Z score, which qualitatively measures
the negative of the probability that the peak is generated
by a statistical fluctuation. By choosing a threshold on
Z, one can filter out the peaks that are less reliable, and
obtain a more compact representation of the data.
The computational scaling of the method is determined
by the search of the nearest neighbors in the PAk algo-
rithm whose brute force implementation if O(N2), since
the nearest neighbor search requires computing the whole
distance matrix. However, there are approaches that
could lower this complexity to O(N log(N)) [35].
The method performs well in the two dimensional toy
examples in FIG. 1 and 2. However, it shows its real
power when the number of features is huge, as in the
cases of the handwritten numbers and the PUA familiy,
where computing the density in the manifold that embeds
the data instead of computing it in the coordinate space
is a key for a successful reconstruction of the topography.
Moreover, the use of PAk coupled with the Density Peaks
clustering algorithm leads to an accurate detection of the
main features of the underlying probability distribution
whose statistical reliability can be assessed from the pa-
rameter Z. Furthermore, the knowledge of the density at
the borders permits the visualization of the relationship
between these modes –the topography– in several ways
providing a visual grasp of the structure of the data set
with an unprecedented level of detail.
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