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Distributed Control of Multiagent Systems
under Unknown Persistent Disturbances
Tansel Yucelen and Magnus Egerstedt
Abstract— This paper focuses on the consensus and formation
problems of multiagent systems under unknown persistent
disturbances. Specifically, we propose a novel method that
combines an existing consensus (or formation) algorithm with
a new controller. The new controller has an integral action
that produces a control input based on an error signal locally
projected onto the column space of the graph Laplacian. This
action allows agents to achieve a consensus or a predetermined
formation objective under constant or time-varying distur-
bances. This study has analyzed the stability properties of
this architecture and provides several illustrative examples to
demonstrate the proposed approach.
I. INTRODUCTION
Numerous studies from diverse areas of science and en-
gineering have conducted research in the recent decades
that focused on the consensus and formation problems in
multiagent systems (see [1]–[3] and references therein).
Specifically, consensus refers to agents coming to a global
agreement on a state value, and formation refers to agents
moving toward a desired geometric shape. In this paper, we
explore new solutions to these problems for the case when
the dynamics of each agent is perturbed by an unknown
persistent disturbance.
We propose an architecture that combines an existing
consensus (or formation) algorithm with a new controller.
This controller’s integral action produces a control input
based on an error signal that is locally projected onto the
column space of the graph Laplacian, and this action allows
agents to achieve a consensus or a predetermined formation
objective under constant or time-varying disturbances. In
particular, local projection removes the effect of the bias that
could possibly contained in this error signal, and hence, this
controller does not necessarily drive the states of the agents
to the origin while suppressing the effect of disturbances.
The projected error signal is constructed by taking the
difference between an agent’s state and its predicted state. In
particular, the predicted state is obtained from a differential
equation that resembles an ideal consensus (or formation)
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model modified by this error term in such a way that the
ideal consensus (or formation) model is recovered (resp.,
approximately recovered) when this error term goes to zero
(resp., goes to a small neighborhood around zero). We refer
to [4] for more details regarding the state predictor which is
used in the context of adaptive control theory. The realization
of the proposed controller only requires an agent to have
access to its own state and to relative state information with
respect to its neighbors. We verify the stability properties
of this architecture by using the results from linear algebra,
matrix mathematics, and the Lyapunov theory.
The organization of the paper is as follows. Section II
recalls some of the basic notions from graph theory and then
provides the general setup of the consensus and formation
problems for multiagent networks. Section III presents the
formulation for the consensus problem. Section IV provides
the stability analysis for the architecture proposed in Section
III, including extensions to the formation problem. Section
V modifies the proposed approach of Section III for cases
in which the agents need to come to a global agreement on
a constant point in space. Section VI extends the results of
all previous sections to include the time-varying disturbance
case. Several illustrative examples on a cycle graph with six
agents are given in Section VII to demonstrate the efficacy
of the proposed approach, and conclusions are summarized
in Section VIII.
The notation used in this paper is fairly standard. Specifi-
cally, R denotes the set of real numbers, Rn denotes the set of
n×1 real column vectors, Rn×m denotes the set of n×m real
matrices, R+ denotes the set of positive real numbers, Rn×n+
(resp., Rn×n+ ) denotes the set of n×n positive-definite (resp.,
nonnegative-definite) real matrices, Sn×n+ (resp., S
n×n
+ ) de-
notes the set of n × n symmetric positive-definite (resp.,
symmetric nonnegative-definite) real matrices, 0n denotes
the n × 1 vector of all zeros, 1n denotes the n × 1 vector
of all ones, 0n×n denotes the n × n zero matrix, and In
denotes the n × n identity matrix. Furthermore, we write
(·)T for transpose, (·)−1 for inverse, (·)+ for the Moore-
Penrose generalized inverse, ⊗ for the Kronecker product,
‖ · ‖2 for the Euclidian norm, ‖ · ‖F for the Frobenius matrix
norm, λmin(A) (resp., λmax(A)) for the minimum (resp.,
maximum) eigenvalue of the Hermitian matrix A, λi(A) for
the i-th eigenvalue of A (A is symmetric and the eigenvalues
are ordered from least to greatest value), spec(A) for the
spectrum of A, π0(A), π+(A), and π−(A) for the number
of eigenvalues (counted with algebraic multiplicities) of A
having zero, positive, and negative real parts, respectively,
diag(a) for the diagonal matrix with the vector a on its
diagonal, [A]ij for the entry of the matrix A on the i-th
row and j-th column, N (A) for the null space of the matrix
A, and span(a) for the span of the vector a (the subspace
generated by scalar multiplies of a).
II. PRELIMINARIES
In this section we recall some of the basic notions from
graph theory, which is followed by the general setup of the
consensus and formation problems for multiagent networks.
We refer to [5] and [1] for more details about graph theory
and multiagent networks.
A. Graphs and Their Algebraic Representation
In the multiagent literature, graphs are broadly adopted
to encode interactions in networked systems. An undirected
graph G is defined by a set VG = {1, . . . , n} of nodes and a
set EG ⊂ VG × VG of edges. If (i, j) ∈ EG , then the nodes i
and j are neighbors and the neighboring relation is indicated
with i ∼ j. The degree of a node is given by the number of
its neighbors. Letting di be the degree of node i, then the
degree matrix of a graph G, D(G) ∈ Rn×n, is given by
D(G) , diag(d), d = [d1, . . . , dn]
T. (1)
A path i0i1 . . . iL is a finite sequence of nodes such that
ik−1 ∼ ik, k = 1, . . . , L, and a graph G is connected if there
is a path between any pair of distinct nodes. The adjacency
matrix of a graph G, A(G) ∈ Rn×n, is given by
[A(G)]ij ,
{
1, if (i, j) ∈ EG ,
0, otherwise. (2)
The Laplacian matrix of a graph, L(G) ∈ Sn×n+ , playing a
central role in many graph theoretic treatments of multiagent
systems is given by
L(G) , D(G) −A(G), (3)
where the spectrum of the Laplacian for a connected, undi-
rected graph can be ordered as
0 = λ1(L(G)) < λ2(L(G)) ≤ · · · ≤ λn(L(G)), (4)
with 1n as the eigenvector corresponding to the zero eigen-
value λ1(L(G)) and L(G)1n = 0n and eL(G)1n = 1n hold.
B. Consensus Dynamics
We can model a given multiagent system by a graph
G where nodes and edges represent agents and interagent
information exchange links, respectively1. Let xi(t) ∈ Rm,
1Throughout this paper we assume that the network is static. As such,
the movements of the agents will not cause edges to appear or disappear in
the network
denote the state of node i at time t ≥ 0, whose dynamics is
described by the single integrator
x˙i(t) = ui(t), xi(0) = xi0, i = 1, · · · , n, (5)
with ui(t) ∈ Rm being the control input of node i. Allowing
agent i to have access to the relative state information
with respect to its neighbors, the solution of the consensus
problem can be achieved by applying
ui(t) = −
∑
i∼j
(
xi(t)− xj(t)
)
, (6)
to the single integrator dynamics given by (5), where (5)
in conjunction with (6) can be represented as the Laplacian
dynamics of the form
x˙(t) = −L(G) ⊗ Im x(t), x(0) = x0, (7)
where x(t) = [xT1 (t), · · · , xTn (t)]T denotes the aggregated
state vector of the multiagent system. Although our results
can directly be extended to the case of (7), in what follows
we will focus on the system
x˙(t) = −L(G)x(t), x(0) = x0, (8)
capturing the multiagent dynamics with individual agent
states evolving in R. Furthermore, we assume that G
is connected. Considering (8), we note that x(t) →
1n(1
T
n1n)
−1
1
T
nx0 = (1n1
T
n/n)x0 as t → ∞, since the
(undirected) graph G is connected.
C. Formation Dynamics
For our take on the formation problem, define τi as the
displacement of xi from the target location ζi. Then, using
the state transformation given by
τi(t) = xi(t)− ζi, i = 1, . . . , n, (9)
the solution of the invariant formation problem follows from
(8) as
x˙(t) = −L(G)x(t) − L(G)ζ, x(0) = x0, (10)
where ζ = [ζ1, · · · , ζn]T. Note that (10) can equivalently be
written as
x˙i(t) = −
∑
i∼j
(
xi(t)− xj(t)
)
−
(
ζi − ζj
)
, xi(0) = xi0. (11)
D. Lyapunov and Asymptotic Stability
We conclude this section by noting that a matrix A ∈
Rn×n is Lyapunov stable if and only if every eigenvalue
of A has nonpositive real part and every eigenvalue of A
with zero real part is semisimple [6], and it is asymptotically
stable (Hurwitz) if and only if every eigenvalue of A has
negative real part [7]. Furthermore, the zero solution x(t) ≡
0 to a linear dynamical system of the form x˙(t) = Ax(t),
x(0) = x0, t ≥ 0, is Lyapunov stable if and only if A is
Lyapunov stable, and asymptotically stable if and only if A
is asymptotically stable (see, for example, Theorem 3.15 of
[7]). For a connected, undirected graph, −L(G) is Lyapunov
stable, which is a direct consequence of (4). Therefore, the
zero solution x(t) ≡ 0 to (8) is Lyapunov stable.
III. PROBLEM FORMULATION
Consider a system of n agents exchanging information
among each other using their local measurements, ac-
cording to a connected, undirected graph G. Let x(t) =
[x1(t), . . . , xn(t)]
T ∈ Rn and u(t) = [u1(t), . . . , un(t)]T ∈
Rn denote the aggregated state vector and control input of the
multiagent system at time t ≥ 0, respectively. Suppose that
the dynamics of agents are perturbed by an unknown constant
disturbance vector w = [w1, . . . , wn]T ∈ Rn, where wi,
i = 1, . . . , n, represents a disturbance effecting the dynamics
of i-th agent2. Then, the multiagent system is represented by
x˙(t) = u(t) + w, x(0) = x0. (12)
A. Proposed Controller
To address the consensus problem for the multiagent
system given by (12), we propose the controller of the form
u(t) = us(t) + ua(t), (13)
where us(t) ∈ Rn denotes the standard control input given
by
us(t) = −L(G)x(t), (14)
and ua(t) ∈ Rn denotes the additional control input given
by
ua(t) = −wˆ(t), (15)
where wˆ(t) ∈ Rn is an estimate of w obtained from
˙ˆw(t) = KQ(G)
(
x(t) − xˆ(t)
)
, wˆ(0) = wˆ0, (16)
with K = diag(k) ∈ Sn×n+ , k = [k1, . . . , kn]T, being the
learning rate matrix,
Q(G) = In − S(G)
(
In +A(G)
)
∈ Rn×n, (17)
S(G) = diag(s) ∈ Sn×n+ , s = [(N1 + 1)
−1, . . . , (Nn +
1)−1]T, with Ni, i = 1, . . . , n, being the number of neigh-
bors that agent i has, and xˆ(t) ∈ Rn is predicted state vector
[4] obtained from
˙ˆx(t) = −L(G)xˆ(t) +M
(
x(t)− xˆ(t)
)
, xˆ(0) = xˆ0, (18)
with M = mIn ∈ Sn×n+ being the predicted state gain.
In order to express the proposed controller for an agent i,
we first show that
Q(G) = S(G)L(G). (19)
2For the case when there is no disturbance effect on the dynamics of an
agent i, wi = 0. Note that we present extensions to time-varying disturbance
case later.
To see this, we write
In +A(G) = In +A(G)±D(G)
= In +D(G)− L(G)
= S(G)−1 − L(G), (20)
where
S(G) = [In +D(G)]
−1, (21)
by the definition of S(G). Then, using (20) in (17), we have
Q(G) = In − S(G)
(
In +A(G)
)
= In − S(G)
(
S(G)−1 − L(G)
)
= S(G)L(G), (22)
which shows the equality given by (19).
Now, considering the control input (13) along with (14),
(15), (16), and (18), and using (22) in (16), the form of the
proposed controller for an agent i becomes
ui(t) = −
∑
i∼j
(
xi(t)− xj(t)
)
−wˆi(t), (23)
˙ˆwi(t) = −[KS(G)]ii
∑
i∼j
(
x˜i(t)− x˜j(t)
)
, (24)
˙ˆxi(t) = −
∑
i∼j
(
xˆi(t)− xˆj(t)
)
+m
(
xi(t)− xˆi(t)
)
, (25)
where x˜i(t) , xi(t) − xˆi(t) and [KS(G)]ii is the i-th
diagonal element of the diagonal matrix KS(G).
B. Discussion
Before giving a formal mathematical proof of the proposed
controller (13) to show that it solves the consensus problem
for the multiagent system given by (12), we give here a
discussion about its architecture. Specifically, the proposed
controller given by (13) is constructed using the standard
control input (14) and the additional control input (15).
As we discussed in the preliminaries section, the standard
control input solves the consensus problem when w = 0n.
Here, the purpose using the additional control input is to
suppress the effect of disturbances in order to reach a
consensus.
The additional control input is determined from (16) and
(18). In particular, (18) serves as an ideal consensus model
capturing the dynamics given by (8) if x(t) − xˆ(t) ≈ 0n.
That is, since the difference between the aggregated state
vector and its estimation determines how close x(t) is to
the ideal consensus model, we use x(t) − xˆ(t) in (16) as
an error signal. Notice that since the additional control input
(15) is an integration of (16), then can be readily seen that it
minimizes this error signal multiplied from left by KQ(G),
i.e., KQ(G)
(
x(t) − xˆ(t)
)
. Hence, the form of Q(G) is not
arbitrary and plays an important role.
Consider the projections defined by
PL(G) , L(G)(L(G)
TL(G))+L(G)T, (26)
P⊥L(G) , In − PL(G), (27)
where PL(G) is a projection onto the column space of L(G)
and P⊥
L(G) is a projection onto the null space of L(G). Note
that P⊥
L(G) = 1n1
T
n/n holds. Furthermore, every solution to
(8) evolves in time to N (L(G)). Therefore, choosing Q(G)
in a form similar to the projection PL(G) = In − 1n1Tn/n
removes the bias from the error signal x(t)− xˆ(t). However,
if we choose Q(G) as In − 1n1Tn/n, then realization of
the proposed controller requires agent i to have access to
the relative state information of all other agents. In order
to overcome this problem, we choose Q(G) given by (17),
which can be viewed as the localized version of the pro-
jection In − (1n1Tn/n). Specifically, S(G) and In + A(G)
are the localized versions of 1/n and 1n1Tn , respectively.
Therefore, the realization of the proposed controller only
requires agent i to have access to its own state and to relative
state information with respect to its neighbors.
IV. STABILITY ANALYSIS
Let x˜(t) , x(t) − xˆ(t) and w˜(t) , wˆ(t) − w be the
aggregated state error and the disturbance error vectors,
respectively. Using (12), (16), and (18), we can write
˙˜x(t) = −L(G)x(t) − wˆ(t) + w + L(G)xˆ(t)−Mx˜(t)
= −L(G)x˜(t)−Mx˜(t)− w˜(t)
= A˜x˜(t)− w˜(t), x˜(0) = x0 − xˆ0, (28)
˙˜w(t) = KQ(G)
(
x(t) − xˆ(t)
)
= KQ(G)x˜(t), w˜(0) = wˆ0 − w, (29)
where A˜ , −L(G) − M . By defining e(t) ,[
x˜T(t), w˜T(t)
]T
, we can equivalently write (28) and (29)
as
e˙(t) =
[
A˜ −In
KQ(G) 0n×n
]
e(t), e(0) =
[
x0 − xˆ0
wˆ0 − w
]
. (30)
A. Supporting Lemmas
The 2n× 2n system matrix
A˜0 ,
[
A˜ −In
KQ(G) 0n×n
]
, (31)
in (30) plays an important role in the stability analysis. We
need the following supporting lemmas in order to analyze
the properties of this matrix.
Lemma 4.1: A˜ = −L(G) −M in (31) is asymptotically
stable.
Proof. Since −L(G) is Lyapunov stable, then there exists
a P ∈ Sn×n+ satisfying the Lyapunov equation
0 = −L(G)TP − PL(G) +R
= −L(G)P − PL(G) +R, (32)
for a given R ∈ Sn×n+ [6]. Adding and subtracting 2mP to
(32) yields
0 = −L(G)P − PL(G) +R± 2mP
= −
[
L(G) +mIn
]
P − P
[
L(G) +mIn
]
+R+ 2mP
= A˜P + PA˜+R+ 2mP, (33)
where it follows from (33) that
0 > A˜P + PA˜ = A˜TP + PA˜, (34)
since R + 2mP > 0. Now, since there exists a P ∈ Sn×n+
such that (34) holds, then it follows that A˜ is asymptotically
stable [6].
Lemma 4.2 ([8]): Let A, B ∈ Rn×n. Then, there is a
nonsingular matrix C ∈ Rn×n such that A = CBCT if and
only if A and B have the same number of positive, negative,
and zero eigenvalues.
Lemma 4.3: KQ(G) in (31) has n−1 positive eigenvalues
and a zero eigenvalue.
Proof. First note that KQ(G) = KS(G)L(G) from (19).
Let λ ∈ spec
(
KS(G)L(G)
)
be such that KS(G)L(G)η =
λη, where η ∈ Cn and η 6= 0. Now, noting that(
KS(G)
)1/2
L(G)η = λ
(
KS(G)
)−1/2
η or, equivalently,
CL(G)C
(
C−1η
)
= λ
(
C−1η
)
, C , (KS(G)
)1/2
, it follows
that CL(G)Cη˜ = λη˜, where (·)1/2 denotes the unique
positive-definite square root and η˜ , C−1η. This shows
that spec
(
KS(G)L(G)
)
= spec
(
CL(G)C
)
. Now, let L˜(G) ,
CL(G)C and note that C = CT. Then, it follows from
Lemma 4.2 that L˜(G) and L(G) have n − 1 positive
eigenvalues and a zero eigenvalue. From the equivalence
spec
(
KQ(G)
)
= spec
(
CL(G)C
)
, the result is immediate.
Lemma 4.1 shows that A˜ in (31) is asymptotically stable,
and hence, every eigenvalue of A˜ has negative real part. In
addition, Lemma 4.3 shows that KQ(G) in (31) has n − 1
positive eigenvalues and a zero eigenvalue. In order to use
these two results to analyze (31) (and hence, (30)), we also
need the following lemma.
Lemma 4.4 ([9]): Suppose Z(λ) = Aλ2+Bλ+C denotes
the quadratic matrix polynomial, where A ∈ Rn×n and
C ∈ Rn×n, and A is nonsingular. If B ∈ Rn×n is positive-
definite, then π+(Z) = π−(A)+π−(C), π−(Z) = π+(A)+
π+(C), and π0(Z) = π0(C), where π+(Z) + π−(Z) +
π0(Z) = 2n.
B. Main Result
The following theorem analyzes the solution e(t) of the
error system given by (30).
Theorem 4.1: The solution e(t) of the error system given
by (30) is Lyapunov stable for all e0 ∈ R2n and t ≥ 0, and
e(t)→ ǫ
[
1
T
n , −m1
T
n
]T
as t→∞, where ǫ is a constant in
R.
Proof. Differentiating (28) with respect to time and using
(29), we can write
¨˜x(t) = A˜x˙(t)−KQ(G)x˜(t). (35)
Define eξ1(t) , x˜(t) and eξ2(t) , ˙˜x(t). Then, letting
eξ(t) ,
[
eTξ1(t), e
T
ξ2(t)
]T yields
e˙ξ(t) =
[
0n×n In
−KQ(G) A˜
]
eξ(t). (36)
Notice that the system matrix of (36) is equivalent to the
system matrix of (30) in that the characteristic equations of
both matrices are the same and can be given from (36) as
Z(λ) = λ2In + λ(−A˜) +KQ(G) = 0. (37)
In order to apply Lemma 4.4, we only need to show
the positive-definiteness of −A˜. To see this, note that
ξTL(G)ξ ≥ 0. Then, we can write ξT
(
−A˜
)
ξ = ξT
(
L(G) +
mIn
)
ξ = ξTL(G)ξ +mξTξ > 0, ξ 6= 0. Therefore, −A˜ is
positive-definite.
In Lemma 4.1, we showed that every eigenvalue of A˜
has negative real part. This implies that every eigenvalue of
−A˜ has positive real part. Furthermore, in Lemma 4.3, we
showed that KQ(G) has n − 1 positive eigenvalues and a
zero eigenvalue. Therefore, it now follows from Lemma 4.4
that π+(Z) = 0, π−(Z) = 2n−1, and π0(Z) = 1, where Z
is given by (37). By the equivalency of the system matrices
appearing in (30) and (36), it follows that the system matrix
A˜0 given by (31) is Lyapunov stable, and hence, the solution
e(t) of the system (30) is Lyapunov stable for all e0 ∈ R2n
and t ≥ 0.
To prove e(t) → ǫ
[
1
T
n , −m1
T
n
]T
as t → ∞, first note
that the equilibrium solution e(t) = ee to (30) corresponds to
ee ∈ N (A˜0), and hence, every point in the null space of A˜0 is
an equilibrium point for (30) [7]. Therefore, e(t)→ N (A˜0)
as t→∞. Since[
A˜ −In
KQ(G) 0n×n
] [
p1
p2
]
=
[
0n
0n
]
, (38)
holds for p1 = ǫ1n and p2 = −ǫm1n, we conclude
that N (A˜0) = span{
[
1
T
n , −m1
T
n
]T
}. That is, e(t) →
ǫ
[
1
T
n , −m1
T
n
]T
as t→∞. Notice that this implies x˜(t)→
ǫ1n and w˜(t)→ −ǫm1n as t→∞.
The following proposition presents the main result of this
section.
Proposition 4.1: Consider the multiagent system given
by (12). Then, the proposed controller (13)–(18) produces
consensus, that is,
lim
t→∞
x(t) =
1n
n
[
1
T
nx0 − 1
T
n
∫ t
0
w˜(σ)dσ
]
. (39)
Proof. Consider the projections defined by (26) and (27).
We can write
x(t) = Inx(t)
=
(
PL(G) + P
⊥
L(G)
)
x(t)
= x1(t) + x2(t), (40)
where x1(t) , PL(G)x(t) and x2(t) , P⊥L(G)x(t). Therefore,
lim
t→∞
x(t) = lim
t→∞
x1(t) + lim
t→∞
x2(t), (41)
holds.
First, we show that
lim
t→∞
x1(t) = 0n. (42)
Differentiating x1(t) with respect to time, we have
x˙1(t) = PL(G)x˙(t)
= −PL(G)L(G)x(t) − PL(G)w˜(t)
= −L(G)PL(G)x(t) − PL(G)w˜(t)
= −L(G)x1(t)− PL(G)w˜(t). (43)
Recall from Theorem 4.1 that limt→∞ w˜(t) = −ǫm1n, and
hence, limt→∞ PL(G)w˜(t) = 0n, since PL(G)1n = 0n.
Therefore, it follows from limt→∞ PL(G)w˜(t) = 0n and
P⊥
L(G)x1(t) = 0 that x1(t)→ 0n as t→∞.
Next, we show that
lim
t→∞
x2(t) =
1n
n
[
1
T
nx0 − 1
T
n
∫ t
0
w˜(σ)dσ
]
. (44)
The solution x2(t) can be written as
x2(t) = P
⊥
L(G)x(t)
=
1n1
T
n
n
x(t)
=
1n1
T
n
n
e−L(G)tx0
−
1n1
T
n
n
∫ t
0
e−L(G)(t−σ)w˜(σ)dσ
=
1n1
T
n
n
xo −
∫ t
0
1n1
T
n
n
w˜(σ)dσ, (45)
which gives (44), where we used the fact 1Tne−L(G) = 1Tn .
Finally, it follows from (41) along with (42) and (44) that
the result is immediate.
C. Boundedness of the Control Signal
The next proposition shows that the proposed controller
given by (13) along with (14) and (15) produces a bounded
signal to the multiagent system given by (12).
Proposition 4.2: The control signal u(t) in (13) satisfies
‖u(t)‖2 ≤ u∗ for all t ≥ 0, where u∗ ∈ R+.
Proof. The multiagent system given by (12) subject to the
controller given by (13) along with (14) and (15) can be
written as
x˙(t) = −L(G)x(t) − w˜(t)
= Ax(t) + d(t), (46)
where A , −L(G) and d(t) , −w˜(t). By defining PΣ ,
[p1, . . . , pn−1, ǫ1n], where pi ∈ Rn, i = 1, . . . , n− 1, A can
be decomposed as A = PΣΣPTΣ , where
Σ ,
[
Σ0 0n−1
0
T
n−1 0
]
, (47)
with Σ0 being asymptotically stable. By applying the trans-
formation z(t) = PTΣ x(t), (46) becomes
z˙(t) = Σz(t) + PTΣ d(t), (48)
or, equivalently,
z˙1(t) = Σ0z1(t) + d1(t), (49)
z˙2(t) = d2(t), (50)
where z1(t) ∈ Rn−1, z2(t) ∈ R, and PTΣ d(t) =
[dT1 (t), d2(t)]
T with d1(t) ∈ Rn−1 and d2(t) ∈ R. Notice
that the solution z1(t) to (49) is bounded, since Σ0 is
asymptotically stable and d(t) = −w˜(t) is bounded from
Theorem 4.1.
Next, the control signal given by (13) can be written as
u(t) = −L(G)x(t) − wˆ(t)
= Ax(t) − wˆ(t)
= PΣΣP
T
Σ x(t) − wˆ(t)
= PΣΣz(t)− wˆ(t)
= PΣ
[
Σ0z1(t)
0
]
− wˆ(t), (51)
where the first term in (51) is bounded since the solution
z1(t) to (49) is bounded and also the second term in (51)
is bounded since w˜(t) is bounded and w˜(t) = wˆ(t) − w.
Therefore, there exists a u∗ ∈ R+ such that ‖u(t)‖2 ≤ u∗
for all t ≥ 0.
D. Formation Problem
Similar to Section II.C, the proposed controller for the
formation problem is given by
u(t) = us(t) + ua(t) + uf(t), (52)
where us(t) and ua(t) satisfy (14) and (15), respectively, and
the formation control signal uf(t) satisfies
uf(t) = −L(G)ζ. (53)
Furthermore, in this case, we use
˙ˆx(t) = −L(G)xˆ(t) +M
(
x(t)− xˆ(t)
)
+uf(t),
xˆ(0) = xˆ0, (54)
instead of (18).
Note that the aggregated state error and the disturbance
error vectors given by (28) and (29) remain the same for
the formation problem. Therefore, Theorem 4.1 still holds.
Considering Proposition 4.1, it can be easily shown that
lim
t→∞
x(t) = ζ +
1n
n
[
1
T
nx0 − 1
T
n
∫ t
0
w˜(σ)dσ
]
, (55)
holds by applying the state transformation given by (9).
Finally, it can be shown similar to Proposition 4.2 that the
proposed controller given by (52) produces a bounded signal
to the multiagent system given by (12), since uf(t) given by
(53) is bounded.
V. CONVERGENCE TO A CONSTANT POINT
In the previous section, we showed that the proposed con-
troller (13)–(18) produces consensus. However, the agents
do not necessarily come to a global agreement on a constant
point in space, since the second term in (39) (resp. the third
term in (55)) varies with time. For the applications when the
agents need to come to a global agreement on a constant
point in space, then one needs to modify (16), such that
w˜(t) → 0n as t → ∞, and hence, the second term in (39)
(resp. the third term in (55)) converges to a constant, that is
limt→∞ x(t) = 1nα holds, where α is a constant in R.
For this purpose, consider
˙ˆw(t) = K
(
Q(G) + qIn
)(
x(t)− xˆ(t)
)
, wˆ(0) = wˆ0, (56)
instead of (16), where q ∈ R+ is an additional design
parameter (which can be chosen close to zero in practice).
Note that (56) can be expressed for an agent i as
˙ˆwi(t) = −[KS(G)]ii
∑
i∼j
(
x˜i(t)− x˜j(t)
)
+q[K]iix˜i(t), (57)
using the similar arguments given in Section III.A.
Considering (56), the aggregated state error and the dis-
turbance error vectors given by (28) and
˙˜w(t) = K
(
Q(G) + qIn
)
x˜(t), w˜(0) = wˆ0 − w, (58)
respectively. By defining e(t) ,
[
x˜T(t), w˜T(t)
]T
, we can
equivalently write (28) and (58) as
e˙(t) =
[
A˜ −In
K
(
Q(G) + qIn
)
0n×n
]
e(t), e(0) =
[
x0 − xˆ0
wˆ0 − w
]
,
(59)
where in this case the 2n× 2n system matrix
A˜0 ,
[
A˜ −In
K
(
Q(G) + qIn
)
0n×n
]
, (60)
in (59) plays an important role in the stability analysis. One
can show using similar arguments as in Lemmas 4.1 and
4.3 that −K
(
Q(G) + qIn
)
is asymptotically stable. Hence,
by applying Lemma 4.4 as in the proof of Theorem 4.1, it
follows that e(t)→ 02n as t→∞, since −K
(
Q(G) + qIn
)
and A˜ are asymptotically stable (and hence, A˜0 given by (60)
is asymptotically stable). That is, x˜(t) → 0n and w˜(t) →
0n as t → ∞. Therefore, limt→∞ x(t) = 1nα is constant,
which is a direct consequence of Proposition 4.1. Note that,
it can be shown similar to Proposition 4.2 that the proposed
controller given by (13) still produces a bounded signal to
the multiagent system given by (12). Finally, the discussion
given in Section IV.D holds for the formation problem with
(16) replaced by (56).
VI. TIME-VARYING DISTURBANCES
This section deals with the case when the disturbances are
time-varying. That is, the dynamics of agents are perturbed
by an unknown time-varying disturbance vector w(t) =
[w1(t), . . . , wn(t)]
T ∈ Rn, where wi(t), i = 1, . . . , n, rep-
resents a disturbance effecting the dynamics of i-th agent3.
Then, the multiagent system is represented by
x˙(t) = u(t) + w(t), x(0) = x0. (61)
Here, we assume that the disturbance vector satisfies
‖w(t)‖2 ≤ w∗ and ‖w˙(t)‖2 ≤ w˙∗, where w∗, w˙∗ ∈ R+.
We consider the same proposed controller as given in
Section III.A with (16) replaced by
˙ˆw(t) = K
[
Q(G)
(
x(t) − xˆ(t)
)
−κwˆ
]
, wˆ(0) = wˆ0, (62)
where κ ∈ R+ is an additional design parameter that is used
to add damping to (62). In this case, the aggregated state
error and the disturbance error vectors given by (28) and
˙˜w(t) = K
[
Q(G)x˜(t)− κwˆ
]
−w˙, w˜(0) = wˆ0 − w, (63)
respectively.
Assumption 6.1: There exists R, R¯ ∈ Sn×n+ such that
−R , 2A˜+
1
µ
In < 0, (64)
R¯ , κIn −K
−1 − µQ¯TQ¯ > 0, (65)
holds, where Q¯ , S(G)
(
In + A(G)
)
and µ ∈ R+ is an
arbitrary constant.
Remark 6.1: In Assumption 6.1, (64) can equivalently be
written as
−R = 2A˜+
1
µ
In
= −2L(G)− 2mIn +
1
µ
In
= −2L(G)− (2m−
1
µ
)In < 0, (66)
and hence, the sufficient condition that (64) (resp. (66)) holds
can be given by
m >
1
2µ
. (67)
In order to satisfy (65) for a given κ design parameter, one
3For the case when there is no disturbance effect on the dynamics of an
agent i, wi(t) = 0
can choose λmin(K) to be large and µ to be small. Notice
that a small µ leads to a large m by (67). Therefore, there
always exists a set of design parameters m, κ, and K such
that Assumption 6.1 is satisfied.
Theorem 6.1: Consider the multiagent system given by
(61). Let the controller be given by (13), (14), (15), (18),
and (62) subject to Assumption 6.1. Then, the closed-loop
error signals given by (28) and (63) are uniformly bounded
for all (x˜(0), w˜(0)) ∈ Dα, where Dα is a compact positively
invariant set, with ultimate bound ‖e(t)‖2 < ε, t ≥ T , where
ε >
[
ν2x + λmax(K
−1)ν2w
]1/2
, (68)
νx ,
[
c/λmin(R)
]1/2
, (69)
νw ,
[
c/λmin(R¯)
]1/2
, (70)
where c , κw∗2 + λmax(K−1)w˙∗2.
Proof. Consider the Lyapunov-like function candidate
V (x˜, w˜) = x˜Tx˜+ w˜TK−1w˜. (71)
Note that (71) satisfies αˆ(‖e‖2) ≤ V (e) ≤ βˆ(‖e‖2), where
αˆ(‖e‖2) = βˆ(‖e‖2) = ‖e‖22 with ‖e‖22 = x˜Tx˜ + w˜TK−1w˜.
Furthermore, note that αˆ(·) and βˆ(·) are class K∞ functions.
Differentiating (71) along the closed-loop system trajectories
of (28) and (63) yields
V˙ (·) = 2x˜T(t)A˜x˜(t)− 2x˜T(t)w˜(t) + 2w˜T(t)Q(G)x˜(t)
−2κw˜T(t)wˆ(t)− 2w˜T(t)K−1w˙(t)
= 2x˜T(t)A˜x˜(t)− 2w˜T(t)Q¯x˜(t)− 2κw˜T(t)w˜(t)
−2κw˜T(t)w(t) − 2w˜T(t)K−1w˙(t). (72)
Using the inequalities
| − 2w˜TQ¯x˜| ≤ µw˜TQ¯TQ¯w˜ +
1
µ
x˜Tx˜, (73)
| − 2κw˜Tw| ≤ κw˜Tw˜ + κwTw, (74)
| − 2w˜TK−1w˙| ≤ w˜TK−1w˜ + w˙TK−1w˙, (75)
in (72), it follows that
V˙ (·) ≤ x˜T(t)
[
2A˜+
1
µ
In
]
x˜(t)− w˜T(t)
[
−µQ¯TQ¯− κIn
+K−1 + 2κIn
]
w˜(t) + κwT(t)w(t)
+w˙T(t)K−1w˙(t)
= −x˜T(t)Rx˜− w˜T(t)R¯w˜(t) + κwT(t)w(t)
+w˙T(t)K−1w˙(t)
≤ −λmin(R)‖x˜‖
2
2 − λmin(R¯)‖w˜‖
2
2 + c. (76)
Now, for ‖x˜(t)‖2 ≥ νx or ‖w˜(t)‖2 ≥ νw, it follows that
V˙ (·) ≤ 0 for all (x˜(t), w˜(t)) ∈ De \ Dr, where
De , {(x˜, w˜) ∈ R
n × Rn : x ∈ Rn}, (77)
Dr , {(x˜, w˜) ∈ R
n × Rn : ‖x˜(t)‖2 ≥ νx
or ‖w˜(t)‖2 ≥ νw}. (78)
Finally, define
Dα , {(x˜, w˜) ∈ R
n × Rn : V (x˜, w˜) ≤ α}, (79)
where α is the maximum value such that Dα ⊆ De, and
define
Dβ , {(x˜, w˜) ∈ R
n × Rn : V (x˜, w˜) ≤ β}, (80)
where β > βˆ(ξ) = ξ2 = ν2x + λmax(K−1)ν2w. To show
ultimate boundedness of the closed-loop system (28) and
(63), note that Dβ ⊂ Dα. Now, since V˙ (·) ≤ 0, t ≥ T ,
for all (x˜, w˜) ∈ De \ Dr and Dr ⊂ Dα, it follows that
Dα is positively invariant. Hence, if (x˜(0), w˜(0)) ∈ Dα,
then it follows from Corollary 4.4 of [7] that the solution
(x˜(t), w˜(t)) to (28) and (63) is ultimately bounded with
respect to (x˜, w˜) with ultimate bound αˆ−1(β) = β1/2, which
yields (68).
Remark 6.2: The ultimate bound given by (68) can be
made small by making c small. This leads to a small κ and
a large λmin(K). Recall also that Remark 6.1 suggests to
choose a large λmin(K).
Since this section deals with the disturbances that are as-
sumed to be time-varying and persistent, we can only achieve
approximate consensus. In particular, as discussed in Section
III.B, since (18) serves as an ideal consensus model capturing
the dynamics given by (8) when x˜(t) ≈ 0n, this suggests
to make ultimate bound as small as possible by judiciously
choosing the design parameters as outlined in Remark 6.2.
Furthermore, it can be shown similar to Proposition 4.2
that the proposed controller produces a bounded signal to
the multiagent system given by (61). Finally, the discussion
given in Section IV.D holds for the formation problem with
(16) replaced by (62).
VII. ILLUSTRATIVE EXAMPLES
We now present three numerical examples to demon-
strate the efficacy of the proposed controller for con-
sensus and formation problems under constant and time-
varying disturbances. Specifically, we consider a cycle graph
with six agents subject to the initial conditions x(0) =
[−0.4, −0.2, 0.0, 0.4, 0.6, 0.8]T. All initial conditions
associated with the proposed controller are set to zero.
Example 1: Consensus under Constant Disturbances.
This example illustrates the consensus problem for
the multiagent system given by (12) with w =
[−4.75, −2.75, −0.75, 1.25, 3.25, 5.25]T. In particular, we
use the controller presented in Section III with K = 100I6
and M = 5I6. Figure 1 shows the agent positions and control
histories when the controller given by (13) is applied without
the additional control input (ua(t) ≡ 0). Figure 2 shows
the same histories when both the standard control input (14)
and the additional control input (15) are applied. The latter
figure verifies the presented theory in Section III. In order
to converge to a constant point in space, we employed (56)
with q = 0.025 (instead of (16)) in Figure 3, where this
figure verifies the presented theory in Section V. △
Example 2: Consensus under Time-Varying Distur-
bances. Next, we illustrate the consensus problem for
the multiagent system given by (61) with w(t) =
[sin(0.2t+10o), sin(0.4t+20o), sin(0.6t+30o), sin(0.8t+
40o), sin(1.0t + 50o), sin(1.2t + 60o)]T. Here we use the
controller presented in Section VI with K = 100I6, M =
5I6, and κ = 0.0025. Figure 4 shows the agent positions and
control histories when the controller given by (13) is applied
without the additional control input (ua(t) ≡ 0). Figure 5
shows the same histories when both the standard control
input (14) and the additional control input (15) are applied.
The latter figure verifies the presented theory in Section VI.
△
Example 3: Formation under Constant Disturbances. Fi-
nally, we illustrate the formation problem for the multiagent
system given by (12) with the same disturbance vector given
in Example 1. We choose ζ = [0.0, 0.2, 0.4, 0.6, 0.8, 1.0]T
for (53). We use the controller presented in Section IV.D
with K = 100I6 and M = 5I6, where (56) is employed with
q = 0.025 (instead of (16)). Figure 6 verifies the presented
theory in Section IV.D. △
VIII. CONCLUSIONS
To contribute to previous studies of multiagent systems,
we have investigated the consensus and formation problems
for instances when the dynamics of agents are perturbed
by unknown persistent disturbances. We have shown that
the proposed controller suppresses the effect of constant or
time-varying disturbances in order to achieve a consensus or
a predetermined formation objective. The realization of the
proposed architecture only requires an agent to have access
to its own state and to relative state information with respect
to its neighbors. Illustrative examples indicated that the
presented theory and its numerical results are compatible.
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Fig. 1. Responses for x(t) and u(t) on the cycle graph with six agents
without the additional control input (ua(t) ≡ 0) under constant disturbances
for consensus problem (Example 1).
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Fig. 2. Responses for x(t) and u(t) on the cycle graph with six agents
with the additional control input under constant disturbances for consensus
problem (Example 1).
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Fig. 3. Responses for x(t) and u(t) on the cycle graph with six agents
with the additional control input and q = 0.025 under constant disturbances
for consensus problem (Example 1).
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Fig. 4. Responses for x(t) and u(t) on the cycle graph with six
agents without the additional control input (ua(t) ≡ 0) under time-varying
disturbances for consensus problem (Example 2).
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Fig. 5. Responses for x(t) and u(t) on the cycle graph with six agents
with the additional control input and κ = 0.0025 under time-varying
disturbances for consensus problem (Example 2).
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Fig. 6. Responses for x(t) and u(t) on the cycle graph with six agents
with the additional control input and q = 0.025 under constant disturbances
for formation problem (Example 3).
REFERENCES
[1] M. Mesbahi and M. Egerstedt, Graph theoretic methods in multiagent
networks. Princeton, 2010.
[2] R. Olfati-Saber, J. Alex Fax, and R. Murray, “Consensus and coop-
eration in networked multi-agent systems,” Proceedings of the IEEE,
2007.
[3] W. Ren, R. W. Beard, and E. M. Atkins, “A survey of consensus
problems in multi-agent coordination,” American Control Confer-
ence, Portland, OR, 2005.
[4] E. Lavretsky, “Reference dynamics modification in adaptive con-
trollers for improved transient performance,” AIAA Guidance, Nav-
igation, and Control Conference, Portland, OR, 2011.
[5] C. Godsil and G. Royle, Algebraic graph theory. Springer, 2001.
[6] D. S. Bernstein, Matrix mathematics: Theory, facts, and formulas.
Princeton, 2005.
[7] W. M. Haddad and V. Chellaboina, Nonlinear dynamical systems and
control: A Lyapunov-based approach. Princeton, 2008.
[8] R. A. Horn and C. R. Johnson, Matrix analysis. Cambridge Univer-
sity Press, 1999.
[9] B. Bilir and C. Chicone, ”A generalization of the inertia theorem for
quadratic matrix polynomials,” Linear Algebra and its Applications,
vol. 280, pp. 229-240, 1998.
