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MICHIGAN APPLE PEST IDENTIFIER AND MANAGER
EXPERT SYSTEM

James R. Schalk, M.S.
Western Michigan University, 1990

The Michigan Apple Pest Identifier and Management System (MAPI) is a knowl
edge-based consultation software system. MAPI was designed to provide the user
with the ability to identify insects which may harm the apples of Michigan orchards
and to project occurrences of maximum adult emergence. A discussion of standard
entomological and expert system concepts and the application of these concepts to
the processing of information by the Michigan Apple Pest Identifier and Management
System is presented. Future possible expansions of the system are suggested.
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CHAPTER I

INTRODUCTION

There has been much discussion and work in the last several years on the use of
computers in farming applications. This thesis is a report on project work which con
sisted of designing and developing a rule-based consultation expert system, written
in PROLOG. The project involved working with agricultural and entomological special
ists from Michigan State University, East Lansing, who provided valuable information
utilized in developing the Michigan Apple Pest Identifier and Manager System (MAPI)
expert system (Schalk 1990). The MAPI expert system was developed for use by
Michigan apple growers to aid in the identification and treatment of insect and mite
pests infesting their crops.

The Problem

The main function of a computer is to process information. When provided the
decision making power of expert system software, the computer can greatly facilitate
the use of this information so that early detection of certain insect species may be
made before they cause serious injury.
The apple is this nation’s most popular fresh fruit (McCann 1986). Americans eat
4.3 billion pounds of apples a year, including millions of bushels from Michigan. In
1985, Michigan apple grower’s output replaced New York as the number 2 producer
1
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of apples in the nation, behind Washington state.
Typically an average orchard owner with 100 acres has an investment in land and
trees of approximately $275,000 (McCann 1986). Once the farmer plants a tree, he
must wait five or six years before the first crop. A critical concern of orchard owners
is the rising costs of pesticides. There exist many insect and mite apple pests which
can harm the fruit or the foliage of the tree. These pests must be quickly, effectively,
and selectively controlled. I have included the word selectively, since apples aren’t
self pollinating and therefore the blossom is fertilized by apple pollen carried into it
on the body of beneficial insects.
Chemical control is the current primary tactic used to maintain pests below eco
nomic injury levels. Pesticide application must coincide with the presence of the pest
to be effective. The pests are present in a life stage susceptible to chemical con
trol for only a short time period. It therefore becomes advantageous to be aware of
susceptible life stages of the fruit pest in order to achieve proper timing of chemical
controls.
Because of governmental bans and restrictions due to problems caused by over
use of persistent chemicals (e.g., DDT), the fruit grower of today is left with an arse
nal of chemical controls that are environmentally safer. But their greater selectivity,
shorter residual activity, and biodegradability mean that these chemicals require a
greater degree of precision and knowledge for effective use as pesticides. Also the
escalating costs of pesticides and the fuel required for their application provide addi
tional motivation for well-conceived pest management practices. Modern pest man
agement practices attempt to integrate the carefully timed application of insecticides
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with biological and cultural controls. To do this, the grower must have information
on damage, life stages, and identification techniques.

Related Work

There have been at least two previous efforts at developing computer-based
insect pest identifier systems. Uppuluri and Rudd (1985) at Louisiana State Univer
sity, Baton Rouge, have created BUGID: A Soybean Insect Pest Identifier (Uppuluri
& Rudd 1985). It is written in OPS5, an expert system language. The features that
have been implemented in the system include the ability to start at any level of iden
tification, show the insects that are possible or not possible, trace to the beginning
of identification from any stage, and to display results. The system is also designed
to handle erroneous inputs. The system can guide the user at any stage, suggest
remedial measures for various insects, and give an explanation of how it arrived at
its conclusions and suggestions. BUGID is intended to be a component in a larger
expert system for insect pest management for which a prototype is being developed
at Louisiana State University.
Rimes and Rudd (1985), also at Louisiana State University, Baton Rouge, have
created Pest Management Modeller's Workbench (Rimes & Rudd 1985). The Pest
Management Modeller’s Workbench is a program developed as part of an expert
system for soybean crop production. The Pest Management program is designed
to simulate the growth rates of an insect by development stage. The attributes of an
insect to model are recorded in a data base and maintained through features built in
the package. The result of a simulation run is a day by day account of the insect’s

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

population per stage. Another feature of the program is a plot graph of the results,
allowing selection and/or grouping on insect stages as desired and the optional in
clusion of field data, plotted as points. The Pest Management Modeller’s Workbench
program is designed for ease of use by interacting with the system through the pro
gram and supplying the user with “help" during any point of the program. The Pest
Management program is currently running on a VAX under UNIX and is also being
adapted to run on the IBM PC system.

Project Overview

The project developed and reported on in this thesis is concerned primarily with
the development of an expert system (Schalk 1990) for identification and manage
ment of insect and mite pests of Michigan apples. The user is assumed to be a
computer novice. The command language of the system must therefore be simple,
both in syntax and scope.

The simple syntax does not necessarily imply simple

programs. Instead, the programming language used helps provide substantial pro
cessing which might otherwise be expected of the user. Approximately one-half to
one-third of the time spent on coding was spent developing a menu-oriented user
interface. The user interface must guide the user to give accurate answers since
inaccurate answers result in bad speculations. The system is targeted to an IBM PC.
Chapter II presents entomological background information needed to understand
the design of the knowledge base used in the expert system. Chapter III presents
the concept of an expert system and describes the functionality of the components
of an expert system. Chapter IV presents the logical design of the system including
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elaboration on the databases used in the system. Chapter V explains in detail the
implementation of the system including modules which are available in the system
for database administration. Chapter VI is a discussion of possible future expansions
of the system.
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CHAPTER II

ENTOMOLOGICAL TERMINOLOGY

While most insects damage fruit crops or trees in only one stage of their life
cycle, it is important to recognize and associate stages preceding and following the
damaging stage to implement proper pest management practices. Also needed to
implement proper pest management practices are criteria for correctly identifying
insects and mites (i.e., what primarily distinguishes one insect or mite from another,
and is it a pest or not?).

Life Cycles and Development

When insects molt, they grow larger and their body form changes. Metamor
phosis is a change in form, such as a caterpillar changing into a moth. Hormones
control both molting and metamorphosis. The change at each molt is dictated by a
substance called juvenile hormone which is located in glands just behind the brain.
During each molt, the juvenile hormone is released from the glands. In immature
stages it is present in large concentrations and gradually decreases in concentration
as the insect matures. The hormone is nearly absent in the final stage, permitting full
expression of adult characteristics. If the juvenile hormone is released at the wrong
time or in the wrong concentration during the insect’s life cycle, normal growth can
be disrupted, often leading to death. Some new “third generation" insecticides mimic

6
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juvenile hormones and use this principle to achieve control.
It is becoming increasingly important for fruit growers and their advisors to know
the life cycles of arthropod pests attacking their crops. Knowing the number of gen
erations completed per year, host plants utilized, temporal occurrence of life stages,
overwintering stages, and movements between host plants is critical for making op
timum use of resources in combating pest organisms.
The primary tactic currently used to maintain pests below economic injury levels
is chemical control. To be effective, pesticide applications must coincide with the
presence of the pest. But also, such pests are present in a life stage susceptible to
chemical control for only a short time period. It therefore becomes advantageous
to be aware of susceptible life stages of the fruit pest in order to achieve proper
timing of chemical controls. In addition, the new nonchemical pest control tactics
being developed and implemented by fruit pest management projects (e.g., biological
control, behavior disruption, sterile male releases, genetic control, etc.) demand that
growers and field advisory personnel have more detailed knowledge of insect life
cycles than ever before.
Life cycles of insects differ in complexity.

The apple maggot completes one

generation and utilizes only a few host plants. The European red mite completes six
to eight generations, usually on the same plant, though this species is capable of
developing on a number of host plants.
The most complex of all life cycles are those of aphids. The rosy apple aphid
begins its seasonal life cycle as a wingless aphid on apple trees where three to
four generations are completed. Winged forms are then produced, which migrate to
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summer hosts where several generations of wingless aphids are completed. As fall
approaches, winged forms are again produced, and these fly back to the apple trees
where mating and the deposition of overwintering eggs occurs.

Factors Utilized In Identification

Decisions concerning insect and mite control are primarily made following detec
tion of infestations. Therefore, correct identification is essential before implementing
controls. A method should be followed that ensures proper insect identification.
Three classes of information should be utilized when attempting to identify in
sects: morphological, ecological, and temporal.

These factors were used in the

knowledge base of the expert system pest identifier developed in the project de
scribed here.

Morphology

Morphology refers to the insect’s physical appearance such as, color, size, and
shape. Body shape and color are the two most useful morphological characteristics
to consider when making identifications (Brunner & Howitt 1981). Body shape can
be used to separate insects or mites into categories, thus greatly reducing the num
ber of candidates. Once the insect’s body is correctly categorized, color becomes
the important determining character. Color differentiates between similar appearing
insects.
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Ecology

Ecological factors include where an insect is found, where it occurs on trees,
and what types of feeding or other injury it produces. Many apple pests feed on a
variety of plants and fruit trees, although a few have a restricted host plant range.
Knowing the potential pest’s ecological habitat can help eliminate many possibilities
when attempting to identify an insect.
Since most insects feed on certain parts of the tree or fruit, the location on the fruit
tree where the insect is observed, can provide a clue to its identity. Understanding
where an insect is most likely to be found aids monitoring by reducing the area
examined.
The type of damage to the fruit tree often helps in determining the pest respon
sible. Usually, the dam age is not observed until after the insect is gone; however,
it is still very important to associate damage with the insect to implement controls
against subsequent generations.
Feeding behavior can be used to differentiate between pests. There are several
internal feeders attacking apples including codling moth, lesser appleworm, apple
maggot, and plum curcuilo. The codling moth usually enters the apple from the ca
lyx end or side, and the larva feeds at the center of the apple on flesh and developing
seeds. The lesser appleworm larva resembles that of the codling moth, but it gener
ally does not feed as deeply. The apple maggot larva tunnels erratically through the
flesh, leaving brown trails. The plum curculio larva also tunnels through the apple,
but the trails are much larger and associated with a granule-like brown frass.
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Temporal Considerations

Knowing the general time of year when a particular life stage of a particular
insect might be observed in the orchard can be useful when making identifications.
Insect and mite activity and growth are regulated by the physical environment. Rain,
humidity, photoperiod, evaporation, etc., all affect growth, but temperature appears
to be the dominant factor in determining growth rate.

<=

LTD

TEMP

TIME
Figure 1. Daily Temperature Trace Showing How an Insect’s Growth
is Influenced by Daily Temperature Fluctuations.

Insect response to daily temperature is graphically portrayed in Figure 1, adapted
from Brunner and Howitt (1981). The horizontal line passing through the daily temper
ature trace represents the insect's lower developmental threshold. At temperatures
below this threshold, the insect essentially does not grow. At temperatures above
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the lower developmental threshold (LDT), growth occurs; the higher the temperature
the more rapid the growth.
The shaded area above the LDT and within the temperature trace approximates
the growth occurring each day. The size of this shaded area varies from day to day
in relationship to the temperature and can be considered a measure of physiological
time. Some days no physiological time is accumulated, and thus no growth occurs.
Other days, the amount varies depending upon how high the temperature is and the
length of time it remains above the LDT.
Accumulation of time on the chronological scale is the same for every day. On
the physiological time scale, however, there are periods each year when little or no
insect growth occurs. The periods of slow and rapid growth rate do not coincide
from year to year. As a result, the occurrence of a particular insect life stage would
occur on different dates in different years.
For years fruit growers have indirectly used the accumulation of physiological
time to apply insecticide sprays correctly. They associate the arrival or development
of a particular insect pest with flower bud or leaf development of the fruit tree. Since
temperature influences tree growth in a manner similar to insects, the grower uses
the tree as a natural accumulator of physiological time. In addition, this accumulator
provides distinct cues (e.g., green tip, pink flower stage, petal fall, etc.) regarding
the time for applying controls. This natural timer is most useful early in the growing
season when the tree growth stages are readily observable.

However, a system

for making accurate predictions of insect life cycle events is needed throughout the
growing season. Thus, the importance of using physiological time to determine the
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most effective timing for applications must be emphasized, rather than using the
more traditional calendar or chronological scheduling of these control procedures.
Entomologists have established methods of measuring physiological time and
can estimate the rate of insect growth in response to daily temperatures. Each insect
stage requires the accumulation of a certain number of physiological time units,
called degree days, before molting to the next stage. The degree day concept is an
important one. Figure 2 outlines a simple method of computing degree days, given
daily high and low temperatures. Calculating degree day totals for each day provides
an accurate estimate of the accumulation of physiological time.

average
daily
temperature

-

lower
developmental
threshold

=

degree
days

e.g.,
80° F + 40° F
------------------------------

50° F

=

10 degree days

2
Figure 2. Calculation of Degree Days to Measure Time in
Physiological Units (Brunner & Howitt 1981).

By studying insect development in the field and laboratory, entomologists have
determined the LDTs and degree totals for the life stages of some insects.
By starting the accumulation of degree days after sighting the first adult, a more
accurate prediction of subsequent events in the insect’s life cycle can be made than if
degree days were accumulated from some arbitrary chronological starting date such
as January 1 .
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Beneficial Insects And Mites

Most insects occurring in commercial orchards are either of no consequence
or are beneficial and are not included in the knowledge base for the expert system
developed in this project. The decision to include in the knowledge base only those
insects and mites considered pests was based on the goal of the expert system
as well as economy. The goal was to identify all insects and mites that are pests
of Michigan apples. Also, thousands of insects exist in apple orchards, of which
only a few may be pests. Thus, instead of formulating the several thousand rules
that would be needed to identify these insects, the expert system assumes that the
insect or mite is of no interest unless it is represented in the knowledge base. The
complete list of all pests makes up the knowledge base and is provided in Appendix
A. However, an insect not included in the knowledge base could be a new pest as
opposed to a benign or beneficial insect. Most extension service agents or university
entomologists can identify these insects.

Once identified as a pest, it should be

entered into the data base along with all pertinent information.
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CHAPTER III

EXPERT SYSTEM OVERVIEW

This chapter includes background information about expert systems. The infor
mation presented includes an overview of expert systems, expert system develop
ment, the components of the expert system, and the PROLOG programming lan
guage.
An expert system is a computer software system that attempts to solve problems
as well as a human expert within some limited area of expertise. An expert system
is usually comprised of a knowledge base and an inference engine which uses the
knowledge base to arrive at a conclusion. An expert system is generally the result
of a joint effort by a domain expert and a knowledge engineer.
Rather than trying to recreate an expert, the basic goal is to create a place
where an expert’s knowledge can be stored, observed, interpreted, accessed, and
modified. Knowledge systems are not always meant to replace experts, but rather to
vastly expand the distribution and influence of expertise. A knowledge system can
be used to free the expert for other tasks or for easy application when the expert is
unavailable.
An expert system is able to make decisions on par with an expert primarily be
cause its structure reflects the manner in which human specialists arrange and make
inferences from their knowledge of the subject ( Michaelsen, Michie, & Boulanger

14
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1985). Most expert systems try to mimic, to some extent, the “spot-a-pattern/drawa-conclusion” style of reasoning.
In theory, expert systems should be quite simple to implement: collect all the
relevant facts, rules, and generalizations, code them in a high-level language or shell,
and the knowledge base is all set. Add a reasoning component to examine and
manipulate this knowledge and the system is done.

In reality there are a host of

difficulties, ranging from ambiguous facts and rules with unstated limitations, to the
hidden need for judgement in supposedly deterministic rules. Also, many proposed
expert systems attack liability-intensive domains such as medical and legal advice.
While these may be lucrative fields for human experts, they are a quagmire of potential
lawsuits for expert systems and their designers.
Because of their flexibility, LISP and PROLOG are both very useful languages
for expert system development.

Nonetheless, expert systems have been written

in languages such as Pascal, C, Forth, FORTRAN, BASIC, and nearly every other
computer language. It is often faster and more efficient to develop an expert system in
LISP or PROLOG, but it isn’t necessary to do so. Expert system shells are perhaps the
most typical implementation tool because they allow human experts to create expert
systems without learning the details and intricacies of a programming language. For
example, if a PROLOG supports a shell, people who would never learn PROLOG can
develop expert system applications that call on the power of PROLOG from hooks
within the shell (Dancer 1985).
Early work in Al focused on sophisticated reasoning approaches. The assump
tion was that if a program could reason extremely well, it could solve problems by
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reasoning about them. This approach worked very well up to a point. This point was
reached when the programs tried to solve real-world problems. To solve a real-world
problem, you have to know quite a lot about the world just to understand the prob
lem, and even more to solve it. Faced with this difficulty, one solution is to make the
reasoning algorithm simple and give the computer a sophisticated, detailed knowl
edge of the problem. Expert systems arose as a way to test this idea. It is accepted
that this approach works extremely well for a large class of problems.
The difference between a conventional program and an expert system program is
that the expert system has two logical components not characteristic of conventional
programs. The first is a simple processing strategy called an inference engine, which
searches through the conclusions of rules to solve goals. The second component
is the knowledge of the problem domain, called a knowledge base, which contains
whatever conventional and judgmental knowledge is necessary to solve the problem.
Program control is split between these two components.
This partitioning of the expert knowledge (the rules forming a knowledge base)
from the general-reasoning mechanism (the rule interpreter), together with the further
division of general knowledge into many separate rules, offers several important
advantages (Duda & Gaschnig 1981):
1. Incremental development of the knowledge base over an extended time by
letting the developers refine old rules and add new ones.
2. The same general reasoning system can be used for a variety of applications,
essentially by “unplugging" one set of rules and “plugging" in another.
3. The same knowledge can be put to use in different ways (including teaching)
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by changing the rule interpreter.
4. The program can give simple and illuminating explanations of its behavior
merely by describing the rules it is applying (this also turns out to be a powerful way
to debug faulty rules).
5. The possibility of developing systems that are introspective (e.g., can check
the consistency of their own rules) and evolutionary (e.g., can modify their own rules
and learn new ones).
The expert systems approach will not make conventional programming obsolete.
Rather, expert systems are useful for solving problems that are difficult to handle with
conventional approaches and they aren’t necessarily a good approach for problems
that are handled well by conventional programs. An expert system approach is useful
for capturing knowledge that involves heuristics or rules of thumb. It is also useful
for dealing with problems involving exponential complexity.
Great care must be exercised in selecting an appropriate problem domain for
an expert system. No hard and fast rules govern the selection of problem domains,
but applications that involve the manipulation of information by heuristics, pattern
matching and searching are often among the best candidates. Many scientific and
technical tasks, especially where there is a tradition of consultation, fall into these
areas.
Even so, many commonplace problems that appear to meet the criteria for Al
solutions remain insoluble by automated expertise. For most perceptual problems,
experts are unusual, relevant knowledge is extensive but difficult to pinpoint, and
general understanding of the perceptual process is limited. A literate adult might
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regard the solution of The New York Times Sunday crossword puzzle as a trivial task,
but an expert system would be unable to cope with a problem of this magnitude. And
many tasks are still waiting for the first expert to appear. An example is earthquake
prediction. There is now no geologist who can predict earthquakes accurately. An
expert system for earthquake prediction should not be expected to fare any better
than the human sources of its knowledge base.
In many instances, even state-of-the-art supercomputers lack the processing
speed to make an expert system solution feasible.
strained by the number of rules they contain.

Expert systems are also con

Most expert system programs are

composed of several hundred to several thousand IF-THEN rules or productions. A
program of more than 10,000 rules would be too slow and cumbersome to arrive at
a conclusion in a timely manner on a conventional computer. Human experts such
as chemists, physicians or chess grand masters typically rely on some 50,000 rules
that have been acquired over a long period of time.

Expert System Development

There are several stages in the development of an expert system. Various pub
lications have laid out the stages, and many recommendations for development are
available (Citrenbaum, Geissman, & Schultz 1987; Hayes-Roth, Waterman, & Lenat
1983). The following stages are a synthesis of these recommendations:
Stage 1. General Assessment. This involves assessing the feasibility of applying
the technology to the domain of knowledge under consideration.

It includes an

analysis of potential cost-benefit ratios, what areas of the knowledge domain could
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benefit by expert systems usage, what policy or other issues need to be addressed,
what resources are needed, etc.
It was easy to assess the feasibility of MAPI since articles referenced similar sys
tems. Potential benefits couid be foreseen by MAPI reducing some of the workload
of cooperative extension agents and at the same time aiding one of the largest fruit
crops in Michigan. The resources were minimal. All that was needed was an IBM
PC clone, an Al language, and time.
Stage 2. Design and Build prototype. This stage is an R&D (Research and De
velopment) effort to restrict the original problem to a relatively small subset and build
a prototype system for the knowledge domain selected. The tool or language to be
used is selected, a strategy for attacking the problem is formulated, and work begins
on developing the prototype. At this stage, several false starts may be experienced,
but the purpose is to get a prototype operational for further test and development.
The benefits are that a working model is produced early on and both the domain
expert and programmer can immediately test and refine their modifications and ad
ditions to the system.
MAPI was developed using a subset of the final database. The original subset
included one species of mite, fly, moth, and beetle. Working with such a small but
varied subset made debugging, testing, and changing strategies easy.
Stage 3. Development. Knowledge is added to the system, and experts are used
to further expand on the ability of the prototype to make accurate decisions. During
this stage, the goal is to insure the prototype is ready to be tested in an entire
knowledge domain, but the scope that has been selected must be thoroughly and
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completely developed.
M API’s knowledge base was fully developed via conversations with the agricul
tural and entomological specialists from Michigan State University. Much time was
also spent reading about insect identification, development, life histories, and treat
ment.
Stage 4. Test and Validation. During this stage, the prototype is put to actual
use. Its performance is closely monitored, and ideally, redundant work is performed
by human experts to check the validity of the system.

During this stage, further

development may be indicated by the results achieved in the beta test mode.
Two growing seasons (i.e., spring, summer, and fall) were devoted to field testing
and validation. The testing was done by the author and a novice user on insects
primarily found in and around fruit trees and other areas on the author’s property.
Stage 5. Implementation Planning. This stage will identify the means, methods
and time schedules for putting the prototype on line for productive use.
After the performance of the field testing and validation was evaluated, the sched
ule for implementation was modified. No means or methods needed to be identified
since the ones used for the prototype proved acceptable.
Stage 6. Implementation. The system is designated a standard system and dis
tributed for mandatory use by all users who are affected by its knowledge domain.
Stage 7. Maintenance and Extension. This stage is continuing in nature. All ex
pert systems require maintenance to keep them up-to-date with new knowledge. If
the prototype had limited scope in the applicable knowledge domain, then extension
of the system will be required until the entire knowledge domain can be provided by
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the system.
As the project comes to completion with the publishing of this thesis, MAPI
proceeds through stage 6 and into stage 7 of development.
Stages 5, 6 and 7 are stages that will occur assuming a successful prototype
is developed. They are routinely not addressed to any degree until the prototype
has been developed. They can be anticipated but not well planned for early in the
assessment process.
If applied to the right problems by people with realistic expectations, a good
project plan, and good support, knowledge processing can deliver extraordinary
gains in productivity. It is a technology that allows people with knowledge to benefit
from the tremendous processing capacity of the computer.

Knowledge Engineering

Knowledge engineering is the practice of formalizing knowledge and implement
ing a knowledge base to build an expert system. Giving the expert direct access
to the program is an ultimate goal (Duda & Gaschnig 1981), but the expert usually
lacks sufficient understanding of the program's representational mechanisms to ap
preciate the consequences of the many choices the program offers. An alternative to
direct access is to use a computer scientist (known as a knowledge engineer) who
understands the program’s mechanisms and provide specific tools matched to the
knowledge-acquisition process.
Some feel that the knowledge acquisition process is the principal bottleneck
in the development of an expert system (Hayes-Roth, Waterman, & Lenat 1983).
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The hundreds of rules and thousands of facts required by many of these systems
are generally obtained by interviewing experts in the domain of application. The
manual acquisition of knowledge from human experts and the representation of this
knowledge as facts and rules is a very time-consuming and tedious process. Also, as
the system evolves, current technology requires the addition, deletion, and changing
of facts and rules be done by the knowledge engineer.
Recently, with expert systems’ development and experimentation cost increas
ing, a trend toward developing design tools to build expert systems has emerged.
Tools are also being designed to facilitate easy modifications of an expert system and
for automating knowledge acquisition. These tools constitute a framework to make
it easier for the user with such domain-specific knowledge to construct the expert
system himself/herself. The knowledge engineer, and perhaps part of the bottleneck
mentioned earlier, is eliminated.

Knowledge Base

A knowledge base is a set of codified rules and practices obtained from an
expert on a particular subject. This domain-specific knowledge is the assemblage of
textbook knowledge and heuristics or "rules of thumb" used by the expert.
One of the earliest, and still most popular and useful ways to represent the
knowledge base is by using production rules. In the simplest case, a knowledge base
can consist of nothing more than a collection of these production rules. Depending
upon the difficulty and nature of the problem (and how well the knowledge base is
programmed), the knowledge base may consist of hundreds or thousands of rules
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and facts.
The rules in a knowledge base must be written in accordance with the way the
knowledge base will be processed. The inference engine provides a basic processing
strategy, but there are different approaches to making inferences. A knowledge base
must be programmed to work with the inference engine that is used, just as an
interpreted program must be written keeping in mind which interpreter will be used.
If you make a change to the inference engine, you will probably need to modify the
knowledge base to reflect this change.

Rule-Based Production Systems

Production rules consist of two parts: premises and conclusions. The premise is
made up of one or more clauses which make assertions that can be tested for their
truth or falsehood as in any if-then programming construct. If the premise conditions
are met then the conclusion can be asserted as being true. This assertion is added
to the work area ("working memory") where the inference engine stores conclusions
as it makes them. The conclusions in this work area can be used to test the premises
of other rules.
The rules are normally not implemented as subroutines or in any other part of
the code of the program (Duda & Gaschnig 1981). The rules for a particular task
are written in a specialized language, which are input by the program to produce
an internal representation that makes the expert system an expert about that task
domain. The program itself is only an interpreter and a general-reasoning mecha
nism. This illustrates an important distinction between rule-based systems and more
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conventional computer programs: there is a clear separation of general knowledge
about the problem (the rules forming a knowledge base) from information about the
current problem (the input data) and methods for applying the general knowledge to
the problem (the rule interpreter).
After the knowledge has been encoded as rules one general approach is to
make the knowledge an element of a “production system.” A production system
contains three major components: (1) a set of rules, (2) a global data base, and (3)
a rule interpreter. Some people call the set of rules the “knowledge base" and the
rule interpreter the "inference system."
The premises can be thought of as patterns that can be matched against entries
in the data base, and the conclusions as actions that can be performed (or conclu
sions that can be deduced) if all the premises match. The conclusion actions can
cause changes to the contents of the global data base, by changing an assertion
about the morphology of the organism, or by asking the user a question and adding
the answer given to the data base. Thus, the application of a rule can change the
state of the data base.
A production systems approach has the following benefits:
1. Production systems provide a seemingly good model of the basic human
problem-solving apparatus.
2. Production systems enforce a homogeneous representation of knowledge.
3. Production systems allow incremental growth of the knowledge base over an
extended time by letting the developers refine old rules and add new ones.
4.

Production systems allow unplanned but useful interactions which are not

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

possible with control structures in which all procedure interactions are determined
beforehand. A piece of knowledge can be applied whenever appropriate, not just
whenever a programmer predicts it can be appropriate.
There are several differences between this production system structure and con
ventional computational systems that use hierarchically organized programs (Nilsson
1980). The global database can be accessed by all of the rules; no part of it is local
to any of them in particular. Rules do not ''call" other rules; communication between
rules occurs only through the global database. One difficulty with using conventional
systems of hierarchically organized programs in Al applications is that additions or
changes to the knowledge base might require extensive changes to the various exist
ing programs, data structures, and subroutine organization. The production system
design is much more modular, and changes to the database, to the control system,
or to the rules can be made relatively independently.
A simple deduction-oriented production specifies a single conclusion which fol
lows from the simultaneous satisfaction of the situation recognition elements. Any
particular conclusion may result from many productions. The conclusion specified in
a production follows from the conjunction (AND) of the facts specified in the premise
recognition part. A conclusion reached by more than one production is said to be
the disjunction (OR) of those productions. Depicting these relationships graphically
produces an AND/OR tree.
Since the human brain seems to be able to do many things at the same time, it
is possible that an expert, while assessing data, may realize that more than a single
rule can be applied to a particular situation. Handling more than one possible rule
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at a time would be simple for a human expert and probably is what a human expert
does when problem-solving. Even though an expert might consider more than one
rule at a time, the cycle of selecting rules, assessing and evaluating data, and doing
the actions specified by the rule seems to be the basic problem-solving cycle an
expert carries out.

Inference Engine

The inference engine is the portion of the program in an expert system that
allows the system to draw inferences and make decisions from the knowledge base.
Reasoning strategies and control mechanisms constitute the basis of the inference
engine. The reasoning strategy can be utilized in one of several popular strategies.
A control mechanism is necessary to insure that the expert system knows how to
start, proceed through a decision making process, and to resolve conflicts when they
arise. The scheduler selects candidate rules. The interpreter processes candidate
rules (matches antecedents of candidate rules to actual database facts, asserts the
consequences, carries out specified actions).
With a single initial state and a single goal state, it makes no difference whether
the problem is solved in the forward or the backward direction. The computational
effort is the same for both directions. There are occasions, however, when it is more
efficient to solve a problem in one direction rather than the other. Which method is
better is decided by the purpose of the reasoning and by the shape of the problem
space.
Figures 3 and 4 (Winston 1984) illustrate two symmetric configurations of the
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state space. All possible states are represented along with the operations that can
change one state into a neighbor. The most efficient solution direction, in general,
depends on the structure of the state space. Figure 3 illustrates that forward chaining

INITIAL
STATES
GOAL
STATES

Figure 3. Forward Chaining.

is better because working from the initial states toward the goal states produces little
chance of the reasoning strategy coming to a dead end and being forced to backup
(i.e., a fan in condition). Figure 4 illustrates that the shape favors backward chaining
since working from the initial states toward the goal states produces great chance of
the reasoning strategy coming to a dead end and being forced to backup (i.e., a fan
out condition).
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Figure 4. Backward Chaining.

However, one method may be preferred over another, based on the purpose of
the reasoning rather than on the shape of the state space. If the goal is to discover all
that can be deduced from a given set of facts, then the production system must run
forward. On the other hand, if the purpose is to verify or deny a particular conclusion,
then production system reasoning strategy is probably best run backward from that
conclusion. Another reason to run backward is because many conclusions irrelevant
to the target conclusion can usually come out of an initial (given) set of facts.

If

these facts are fed to a forward running production system, then much work may be
wasted because of the tremendous amount of information that must be stacked and
later evaluated. With backward chaining needless fact accumulation is avoided; no
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irrelevant facts need be checked at all.
Backward chaining, also called goal-directed searching, is one of the more pop
ular and useful inferencing strategies (Buchanan & Shortliffe 1984). This simple but
powerful control strategy is based upon a set of goals. It works quite well as long as
there are a limited number of goals and one knows what the goals are.
In backward chaining we start with a goal description. We examine each of the
condition clauses in the rule to determine whether or not the clauses are true. To
determine the truth or falsity of a clause, we may have to create additional goals
(subgoals) and examine other rules. W e keep doing this recursively until the strategy
terminates by producing a subgoal description that is matched by the facts in the
initial state description, establishes that something is unknown, or the hypothesis is
disproven.
There are several important aspects about backward chaining. One can see how
the basic input-processing-output model works. Input is the data the program needs
to reach a conclusion. Consider the basic problem of asking the user for input about
a certain condition. When the user replied, it would output advice about a solution to
the problem. The processing would involve chaining recursively backward through
the knowledge base, then generating conclusions.
If the user was not aware of what was in the knowledge base, it would seem that
the system was making a decision upon trivial information. W hat’s encoded in the
knowledge base, however, is expert judgmental knowledge about all aspects of the
problem. Therefore, the seemingly trivial information has a special meaning in this
context.
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Selecting rules and keeping track of those sequences of rules already tried and
the databases they produced constitute the “control strategy.” In most A! appli
cations, the information available to the control strategy is not sufficient to permit
selection of the most appropriate rule on every pass through the database. The op
eration of production systems can thus be characterized as “a search process" in
which rules are tried until som e sequence of them is found that produces a database
satisfying the termination condition.
There exist two major kinds of control strategies: irrevocable and tentative (Nils
son 1980). In an irrevocable control regime, an applicable rule is selected and applied
irrevocably without provision for reconsideration later. In a tentative control regime,
an applicable rule is selected (either arbitrarily or perhaps with some good reason),
the rule is applied and provision is made to return later to this point in the computation
to apply some other rule.
In many problems, applying an inappropriate rule may prevent or substantially
delay successful termination. In these cases, we want a control strategy that can try
a rule and, if it later discovers that this rule was inappropriate, can go back and try
another one instead.
The backtracking process is one way in which the control strategy can be ten
tative. Backtracking is a recursive algorithm that selects a rule, marks it as being
visited and if it doesn’t lead to a solution, the intervening steps are forgotten and
another previously unvisited rule is selected. The algorithm remembers only those
rules on the current path back to the initial one. Unlike looping structures, which
are superficially similar, backtracking restores object bindings, including the control
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stack, to their former values.
The backtracking process is more efficient if rule selection is not arbitrary but is
instead guided by information about what might be the best move. If this information
is reasonably reliable, then the appropriate rule will usually be selected and there will
be little need for backtracking to consider alternative rules.
The backtracking strategy can be used regardless of how much knowledge is
available. Compared with graph-search control regimes, backtracking strategies are
usually simpler to implement and require less storage (Nilsson 1980).

Logic Programming and PROLOG

Logic programming is the use of symbolic logic as a programming language.
Two of the most popular logic programming languages are PROLOG (PROgramming
in LOGic) and LISP (LISt Processing). Logic programming languages are by nature
declarative. They are fundamentally different from the more traditional, procedural
programming style. Programming in a procedural language (e.g., FORTRAN, Pas
cal, Ada), is machine-oriented; the programmer prescribes the manner in which the
computer is to go about solving the problem, i.e., there is explicit specification of
the detailed flow of control necessary to carry out a given computation. In using
logic programming to solve problems, one describes or declares the logical struc
ture of the problem. The programmer simply specifies what the search strategy is
supposed to accomplish, and not how it should do it. For example, the PROLOG
language interpreter does this automatically through its unification and backtracking
mechanisms. A typical logic programming statement may be:
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spider(X)

if

has(X, 8 legs)

for “It is a spider if it has 8 legs".
The distinction between the implicit, interpreter-supplied flow of control demon
strated in a PROLOG program and the explicit, user-specified flow of control of pro
cedural languages is not merely an aesthetic one. D.A.Turner (1982) suggests that
the fundamental cause of the software crisis is the imperative and machine-oriented
nature of the programming languages being used.
It is obvious that the fewer lines of clearer code used to accomplish a task, the
better. A logic programming language seems to be the perfect candidate for getting
more work out of fewer lines of code due to its inherent declarativeness.
To use logic as computer language, one needs a suitable interpreter.

Both

PROLOG and LISP are such interpreters. Although they have limitations, they realize
the main ideas of logic programming. Because LISP and PROLOG allow symbolic
manipulation and each has powerful capabilities for pattern matching, most sophis
ticated Al programs are written in one of these languages.

Developed entirely in

America, LISP has been the dominant Al language in the United States. PROLOG
has a large following in Europe and Japan.
PROLOG was developed in the early 1970s by Al researchers at the University of
Marseilles and the University of Edinburgh. Credit must be given to Robert Kowalski
at Edinburgh for his theoretical contributions, Maarten van Emden at Edinburgh for
developing the experimental demonstration, and Alain Colmerauer at Marseilles for
implementation (Bratko 1987). While most PROLOGS adhere to Edinburgh syntax, no
standard yet exists. PROLOG developers are preparing to draft a PROLOG standard
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based on W. F. Clocksin and C. S. Mellish’s (1981) description of Edinburgh syntax
(Clocksin 1987).
PROLOG is basically a declarative, nonalgorithmic language wherein facts are
recorded in a database, but it also contains a procedural component similar to that
used by conventional programming languages. A PROLOG programmer takes an
unconventional approach to problem-solving. Instead of defining an algorithmic so
lution to a problem, the PROLOG programmer describes the problem at hand by
defining facts about objects and their relationships.

Finally he/she makes queries

about the objects and their relationships. PROLOG’S built-in inference engine an
swers these questions in the knowledge base of the program. PROLOG’S built-in
inference strategy gives it an advantage over LISP, in which the programmer has to
write his/her own inference engine. Also, on conventional processors PROLOG has
a less voracious appetite for memory and systems than does LISP.
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CHAPTER IV

DESIGN OF THE SYSTEM

MAPI (Schalk 1990) is organized around the systematic use of a knowledge
base containing rules that link insect data to species names. In several ways, the
program exploits the modularity provided by the use of rules to express this scientific
knowledge.

From a system development standpoint, modularity allows long-term

incremental development of the system by continual expansion and refinement of the
rule base. The program obtains information from a user by simply chaining backward
through its rules. This lets the program furnish simple but useful explanations of its
reasoning by stating the rules it is using.
The problem solving activities that MAPI uses are: identify the problem, pro
cess data, generate question, collect information, establish hypothesis, group and
differentiate, pursue and test hypothesis, explore and refine, and make a decision.
MAPI informs itself about particular cases by requesting information about the insect.
At each point, the question MAPI asks is determined by the ongoing analysis of all
previous questions. Thus the questions start as if taken from a check list but they
vary as evidence builds.
Backward chaining is the reasoning method of choice if a production system
is being used to check out one particular hypothesis (Winston 1984). MAPI checks
every possible hypothesis, so search economy is not the reason involved. Instead,
34
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MAPI uses backward chaining so that the questions seem focused. By sticking with
the questions that fan out in the implied AND/OR tree beneath a particular hypothe
sized conclusion, the questions are guaranteed to stick to that hypothesis (Winston
1984). A forward-running system can jump around, collecting information relevant
first to one hypothesis and then to another. Since MAPI is intended to be used by
people who are not programming experts, a clear human-computer interface is es
sential. This has been accomplished by inclusion of an English language interface
and an explanation capability.
A program's ability to give explanations for its reasoning has been judged to
be the single most important requirement for an advice-giving system in medicine
(Buchanan & Shortliffe 1984). Similarly, because farmers have the final responsibility
for using the expert system’s diagnosis as a basis for treatment, transparency of this
system’s reasoning is just as essential. MAPI’s explanation capability allows the user
of the consultation program to interrogate the system's current knowledge, either to
find out about inferences m ade during a particular consultation or to examine the
static knowledge base in general, independently of any specific consultation. At any
time during the consultation, when the user is asked a question, he or she can delay
answering it and instead ask why the question was asked. Since questions are asked
in order to establish the truth of the premise of some rule, a simple answer to "WHY"
is:

I try to show that: bug is a tarnished plant bug
By using rule number 32
Rule 32: bug is a tarnished plant bug
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if it has visible antennae half as long as its abdomen
and

its head is smaller than

its

abdomen

and

its body size is 3/16 to

3/8

inches

and it is an active flier
and

it is brown mottled with

yellow, black,and red

and

it is slightly flattened

and

oval in6hape

I have shown that: insect is a bug
By using rule number 6
Rule 6: insect is a bug
if it has 6 legs
I have shown that: organism is a insect
By using rule number 1
Rule 1: organism is a insect
if it has either 6 or zero legs

This is done by looking into the history of the production rules applied thus
far.

Much of this ability stands on the simple, highly constrained format that the

production system technique imposes on the stored knowledge.
Any errors or omissions in the initial or updated knowledge base must be cor
rected in the debugging process. The principal method of debugging is to run sample
consultations; i.e., the expert plays the role of a user seeking advice from the system
and checks that the correct conclusions are made. As the expert discovers errors,
he or she uses the knowledge editing facilities provided to modify existing rules or
add new ones.
Although the explanation capability was designed to allow the consultation user
to view the program’s reasoning, it is also a helpful high-level debugging aid for
the system designer. It is possible to examine any inferences that were made and
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thereby locate errors or omissions in the knowledge base.
Virtually all large Al systems must have a knowledge base editing system of
some sort to facilitate the processes of adding, deleting, and changing facts and
rules as the systems evolve. MAPI uses a template as a guide to help avoid syntactic
errors as each rule is entered. (Syntax refers to issues of rule form rather than the
actual information content.)

Utilization of the template reduces the likelihood that

the consultation program will fail due to "obvious" errors, thus freeing the expert to
concentrate on debugging logical errors and omissions.

Knowledge Base

The knowledge base is found in the file MAPI.DBA (refer to Appendix C for a
complete listing of the file.).

It contains the rules and conditions that are loaded

into the internal knowledge base used by MAPI system to identify target insects. To
simplify editing and the explanation capability, the file is a sequential access file with
the following format:

rule (1, category, eubcategory, [indexl, index2,...,index3))<CRXLF>

rule (n, category, subcategory, [indexl, index2,...,index3])<CRXLF>
condition (1, condition) <CRXLF>

condition (m, condition)<CRXLF>
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For example:
rule(l,"organism","insect",[2])
rule(2,"organism","mite",[1])
rule(3,"insect","fly",[3])
rule(4,"insect","beetle",[3])
rule(5,"insect","moth",[3])
rule(6,"insect","bug",[3])
rule(7,"insect","aphid",[3])
rule(8,"insect","scale",[4])
rule(9,"fly","apple maggot",[5,6,7,8,9,10])
rule(10,"beetle","plum curculio",[11,12,13,14,15,10] )

rule(44,"mite","apple rust mite",[125,126,127])
rule(45,"mite","pearleaf blister mite",[125,126,128,129])
cond(l,"it has 8 legs")
cond(2,"it has either 6 or zero legs")
cond(3,"it has 6 legs")
cond(4,"it has 0 legs")
cond(5,"it is fly-like")
cond(6,"its wings are darkly banded")
cond(7,"the body is black in color")
cond(8,"the eyes are dark red in color")
cond(9,"the thorax and abdomen have 3 or 4 distinctive whitish-colored bands")
cond(10,"it is about 1/4 inch in size")

cond(128,"it is white to light red")
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c o n d ( 1 2 9 ," it i s found i n b l i s t e r s on u n d e r sid e o f le a v e s " )

Degree Day Calculator Data File

The Degree Day Calculator Data is found in the file DEGREEDAY.DAT. It contains
the name of each insect found in the knowledge base along with its cumulative daily
degree day total as of January 1 of the current year, and the cumulative degree day
total that represents each generation’s peak emergence
To simplify editing, the file is a sequential access file with the following format:

insect #1 name <CRXLF>
insect #1 cumulative degree day total <CRXLF>
insect #1 peak emergence #1 at cumulative degree day total <CRXLF>

insect #1 peak emergence #n at cumulative degree day total <CRXLF>

For example, for the Codling moth, the entry would be as follows:

codling moth
300
550
1700

User Data File

When MAPI identifies an organism, the user is asked whether he/she would like
the insect’s development tracked. If the user answers ‘‘yes’’, the user’s data is stored
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in the file USERDATA.DAT. It contains the social security number of each user, the
name of each insect identified, and a flag for each peak emergence for the insect,
designating whether the user as been notified of the current peak emergence (0
represents not notified and 1 represents notified).
To simplify editing, the file is a sequential access file with the following format:

user social security number <CRXLF>
insect #1 <CR><LF>
insect #1 peak emergence #1 notification <CRXLF>

insect #1 peak emergence #n notification <CRXLF>

For example, for the Codling moth, the entry would be as follows:

123456789
codling moth
0
0
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CHAPTER V

SYSTEM IMPLEMENTATION

The MAPI system can be broken down into three distinct parts: the degree day
calculator, the actual apple pest identifier, and the knowledge base administration
functions.

DDCALC.PRO

APID.PRO

Degree Day Calculator

Apple Pest Identifier

DEGREEDAY.DAT

USERDATA.DAT

MAPI.DBA

SYSTEM ADMINISTRATION FUNCTIONS

Figure 5. MAPI.PRO Flow Diagram.

Degree Day Calculator

The degree day calculator is a program (DDCALC.PRO) that updates a data
41
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file (DEGREEDAY.DAT). The original DEGREEDAY.DAT data file, containing the 37
identified apple orchard pests found in Michigan, must be created by the knowledge
base administrator prior to January 1 of each season.
This program takes as input the minimum and maximum recorded temperatures
in Fahrenheit of the previous day. From these values it calculates the daily degree
days for each insect in the knowledge base. Next the program takes these calculated
daily degree days and adds them to the cumulative daily degree day totals of each
of the corresponding insects in the knowledge base.
This program should be run daily and previous to any user usage. This can
be done by choosing the option “Update Degree Day Calculator" in the main menu
while running MAPI.

Apple Pest Identifier

Upon initiating a MAPI session, the first piece of information that is asked for
from the user is his/her social security number. It is stored for future reference. Next,
transparent to the user, the system checks to see if the user’s social security number
has already been recorded. If it has, the system then checks each insect listed under
the user’s social security number against it’s current degree day total. The same
social security number can’t be associated with two different degree day regions.
This was based on the assumption that no user would have multiple orchards located
more than a few miles apart, and thus all orchards would be in the same degree day
region.
If the current degree day total for the insect is greater than or equal to a listed
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peak emergence degree day total and the entry is not flagged as "notified", a mes
sage stating that the insect is now at peak emergence level, is displayed and the
entry is flagged as “notified.” The Main Menu then appears.
The Apple Pest Identifier is represented by a knowledge base (MAPI.DBA) com
bined with an inference engine (MAPI.PRO) that identifies an apple orchard pest.
Identification is based on information provided by the current user of the system
through a interactive session made up of questions being asked by the system and
answers provided by the user. The session terminates by either identifying or not
identifying the insect. If an insect is identified, the user is asked if he/she wants to
track it.

If the answer is yes, the appropriate information is written to the USER

DATA.DAT file.

System Administration

Uhlman (1980) defines the database administrator as the person responsible for
the database as a whole.

His responsibilities include: (a) modifications of imple

mentation, (b) modification of database views, and (c) making backup copies and
repairing damage to the database.
The functions to handle these responsibilities are included in the MAPI system.
The functions can be executed independently of the actual apple pest identification
function. The functions are identified in the main menu as: (a) Edit Knowledge Base,
(b) Erase Knowledge Base From Memory, (c) List Rules In Loaded Knowledge Base,
(d) Load Knowledge Base, (e) Save Knowledge Base, and (f) Update Knowledge
Base.
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Even though these functions are readily accessible to the regular user, they
should be restricted to the system administrator. This is recommended since it is
assumed that the administrator is the one that understands the intimate workings of
the entire system.

Edit Knowledge Base

This function produces a menu titled "Knowledge Base Editing Menu."

The

menu has two options "Knowledge Base Exists" and “Knowledge Base Not Exist."
To choose an option, the user uses the arrow keys to move the highlighted bar over
the appropriate option and presses the Return key.
The "Knowledge Base Exists" option produces a window titled “PICK A DATA
FILE.” Within this window is a list of all knowledge base files (.DBA) that exist in
the current directory. To choose a file, the user uses the arrow keys to move the
highlighted bar over the appropriate option and presses the Return key. This will
load the chosen file into the editor.
To end the editing session press the ESC key. The user will then be prompted
“Save knowledge base (enter y or n)?" Answering "y" causes the file to be saved
to disk and the message “Edited knowledge base has been SAVED" will appear.
Answering “n" causes the file not to be saved to disk and the message "Edited
knowledge base has NOT been SAVED” will appear. In either case the main menu
will appear.
The “Knowledge Base Not Exist" option produces a window "Name of the file"
that contains a prompt "Enter Knowledge Base N am e:”. The user enters a file name
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whose extension is .DBA. The user will then be prompted “Save knowledge base
(enter y or n)?” Answering “y ” causes the file to be saved to disk and the mes
sage “Edited knowledge base has been SAVED" will appear.

The saved file just

created contains only one line: data_file("filename.DBA"). The user should use the
“Update Knowledge Base” option in the main menu to complete the editing of this
file. Answering “n" causes the file not to be saved to disk and the message "Edited
knowledge base has NOT been SAVED" will appear. In either case the main menu
will appear.

Erase Knowledge Base From Memory

This function erases the knowledge base {filename.DBA) from RAM. The knowl
edge base {filename.DBA) will remain intact on the disk.

List Rules In Loaded Knowledge Base

This option lets the user look at the current knowledge base loaded into RAM.
The listing is not in Prolog code, but is in an English-like form of what the knowledge
base represents. The user can use the arrow keys to move about the listing. By
doing so, the user can see the extent of the knowledge contained within MAPI.DBA.
Pressing the ESC key sends the user back to the main menu.
The format is:

Rule 1: insect is a {insect name}
if

{condition}

and {condition}
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and -{condition}

Rule B: insect is a {insect name}
if

{condition}

and {condition}

and {condition}

Load Knowledge Base

This function loads a knowledge base into RAM. The user is prompted by "Enter
the knowledge base file name:” and then presses the Return key to load the system
supplied knowledge base file (MAPI.DBA). Pressing any other key gives a directory
of all other available knowledge base files (filename.DBA) in the current directory.
To pick a knowledge base file (filename.DBA) from this directory, the arrow keys are
used to position the highlighted bar over the appropriate file and press the Return key.
A message will appear "Knowledge base filename.DBA has been loaded” followed
by the main menu.
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Save Knowledge Base

MAPI will save the knowledge base file out to disk.

If a knowledge base is

currently in RAM, the file is saved to disk and the message "Knowledge base filenam e.DBA has been saved" will appear. If no knowledge base is currently in RAM,
a window appears titled "Name of the file" containing the prompt “Enter Knowledge
Base Nam e:”. The user enters the file name in the form filename.DBA and presses
the Return key. The file will be saved to disk and the message "Knowledge base
entered filename.DBA has been saved” will appear. There will be only one line in this
newly created and saved file. It is: da\aJ\\e(“entered filename.DBA"). In either case
the main menu will appear.

Update Knowledge Base

The update window titled “UPDATE KNOWLEDGE BASE" prompts the user first
for the category to which the new insect belongs with "Name of Category:". After
entering the information into the category field, the user presses the Return key. Next
the user enters the information pertaining to the subcategory into the subcategory
field at the “Name of Subcategory:" prompt. If the user is unsure as to what category
or subcategory can be entered, a question mark (?) at either of these prompts can
be entered to obtain a help screen.
MAPI will ask the user to enter the conditions (characteristics) of the new insect
with the "condition:" prompt. The user enters the information into the condition field.
The user will then be prompted for another condition. The user may now either repeat
the process to enter additional condition information or simply press the Return key
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without entering more conditions and the update session will end and the main menu
will appear. The user must now choose the “Save Knowledge Base" option to save
a copy of the file from RAM to disk.
If the user enters a condition that is already a part of the knowledge base, MAPI
will not create an additional condition in the knowledge base.

However, the user

must be sure to enter the condition exactly the same way as it’s represented in the
knowledge base or a new condition will be adde

R eproduced with permission of the copyright owner. Further reproduction prohibited without permission.

CHAPTER VI

FUTURE IMPROVEMENTS

The MAPI (Schalk 1990) system is an expert system for the identification and
management of insect and mite pests of Michigan apples. It is a valuable endeavor
by virtue of the potential user and the quality of the processing provided. The em 
phasis of MAPI is reflected in making the system both accurate and convenient for
the user. This latter desire was the driving force to have an interactive system, a
simple command language and an explanation facility both in English, and let the
system provide as much decision making and processing as possible within given
constraints.
This chapter presents methods that could be used to enhance the current expert
system. The current system could be easily adapted to identify pests of other types
of crops. The system currently notifies the user of the appropriate time to treat for an
insect but the system could be expanded to provide information as to what treatment
to use and application directions. The system currently identifies adult insect and mite
pests and could be exnanded to identify larval stages of the insect and mite pests.
The discussed methods of searching and the use of meta-rules could be consid
ered for implementation in the current system but will show little effect until the system
grows larger. However, the methods of representing uncertain data described have
the potential to add mathematical stability to the reasoning strategy of the current
49
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system.

Searching

The expert system currently utilizes a backward chaining search strategy. How
ever, it is often a good idea to attempt a solution to a problem searching bidirectionally
(that is, both forward and backward simultaneously). To do so, we must incorporate
both state descriptions and goal descriptions into the global database. The F-rules
are rules that make up the forward searching strategy and B-rules are rules that make
up the backward searching strategy. F-rules are applied to the state description part,
while B-rules are applied to the goal description part.

In this type of search, the

termination condition to be used by the control system (to decide when the problem
is solved) must be stated as some type of matching condition between the state
description part and the goal description part of the global data base. The control
system must also decide at every stage whether to apply an applicable F-rule or an
applicable B-rule.
Since the system is still quite small, there was no need to implement the bidi
rectional search strategy. However, if the system were to grow larger, such an im
plementation could make the system more efficient.

Meta-Rules

The current system implements the concept of meta-rules in an informal manner.
For instance, the rules in the knowledge base are arranged so that information on the
insect’s shape is evaluated before information on color patterns, before other informa
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tion. Also, the more common pests appear in the knowledge base and are evaluated
before rare or sporadic pests. Rules expressing knowledge about the domain are the
necessary initial step in a rule based system, but interest has been generated lately
in the question of embodying strategies in rules (Davis & Buchanan 1977). These are
"rules about rules," and they contain strategies and heuristics. Thus, while ordinary
rules contain standard object-level knowledge about the domain, meta-rules contain
information about rules and embody strategies for selecting potentially useful paths
of reasoning.
This approach is suggested to provide an element of control in the context of
controlling MAPI’s inferences. Meta-rules may also be seen as a way of selecting
a subset of the conflict set (i.e., the arbitrary order of rules may lead to suboptimal
performance characterized by the system asking questions to the user that seem
unfocused) for execution. There are several advantages to this. First, the conflict
resolution algorithm is stated explicitly in the meta-rules (rather than implicitly in the
system's interpreter) and in the same representation as the rest of the rule-based
knowledge resulting in a uniform expression of many levels of knowledge. This uni
formity in turn means that the advantages inherent in a production rule (accessibility
and the possibility of automated explanation, modification, and acquisition of rules)
should be available for the higher-order rules as well. Second, the expression of any
new level of knowledge in the system can mean an increase in competence. This
sort of strategy information at best may translate into increased speed (since fewer
rules need be tried) or at least no degradation in speed even with large increases in
the number of rules. Third, since there can be a set of meta-rules for each subgoal
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type, the system can specify distinct, and potentially more customized, conflict res
olution strategies for each individual subgoal. Since the backward chaining of rules
may also be viewed as a depth-first search of an AND/OR goal tree, we may view
the search tree as storing at every branch point a collection of specific heuristics
about which path to take. In addition, rules in the system are inexact, judgmental
statements with a model of "approximate implication" in which the user may specify a
measure of how firmly he or she believes that in a given rule the antecedent implies
its consequent action (Shortliffe & Buchanan 1975). This admits the possibility of
writing numerous, perhaps conflicting heuristics, whose combined judgment forms
the conflict resolution algorithm.

Uncertain Data

Human experts are able to employ plausible inference and reasoning from in
complete or uncertain data (Michaelsen, Michie, & Boulanger 1985). However, Prolog
has trouble with incomplete knowledge ("don’t know” conditions). PROLOG follows
the closed world assumption which is the hypothesis that the locally available knowl
edge is complete, i.e., if a proposition does not follow from the local knowledge base,
then it is assumed to be false (Hewitt 1985). There needs to be a combination of
some theory of reasoning and the production apparatus.
Following are four of the more popular reasoning techniques which might be
used in MAPI given that Prolog has problems with incomplete knowledge.

Since

each method is based on a different mathematical formalism, each has its own in
herent strengths and weaknesses. To avoid digressing into the great debate of which
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method is best only an overview is presented. Those readers requiring a more rig
orous explanation of these models are directed to those articles referenced in this
section.

Certainty Factor

The theory is used to establish a certainty factor for each conclusion in the
AND/OR tree, but there are some inadequacies in how this is done and research
continues.

A degree of certainty on a scale of 0 to 1 is supplied by experts to

measure the importance of an association expressed in a rule. A user requesting a
consultation can also apply a degree of certainty to qualify an answer.
The theory requires each production description to include what amounts to an
attenuation factor which, like the certainty factors, ranges from zero to one (Win
ston 1984). Each production then passes on a number from the hypothesized facts
supporting it in the AND/OR tree as follows.
At AND nodes, the smallest certainty factor on the premise branches is multiplied
by the attenuation factor of the production. The product is passed upward. Thus the
conclusion can never be stronger than the weakest piece of required supporting
evidence.
At OR nodes, the certainty factors on the branches reinforce one another. With
one branch, the overall certainty is the certainty factor associated with that branch.
The remaining distance to total certainty is:

1 - <certainty factor 1>.
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Adding a second branch carries the certainty factor over this remaining distance
in proportion to the certainty associated with the second branch:

NOTE: C.F. = certainty factor
< C.F. > = < C. F. i> + < C. F. 2> - < C. F. 1> x < C. F. 2>

Thus, the strength of the conclusion increases with the combined strength of the
lines of reasoning leading to it.
Figure 6 (Winston 1984) illustrates how a simple theory of plausible inference
is used to pass certainty factors up the AND/OR tree from the given facts. The Fs
are the certainty factors attributed by the user to the facts he/she supplies, the Cs
are the certainty factors computed for each conclusion made, and the As are the
“attenuations" that indicate inherent reliability of the productions. Certainty factors
are computed at the AND and OR nodes according to the straightforward formulas
above. The truth of any fact whose certainty factor is computed to be below some
arbitrary threshold, say .2, is judged unknown and the certainty factor is reset to 0.
The discontinuity around the 0.2 threshold is not a necessary part of the CF
model. It was added to the implementation to keep the backward-chaining control
structure from expending effort for very small gain. In a goal-driven system, however,
the 0.2 threshold is a heuristic that precludes unnecessary questions. In the rule

A ft

b

ft c — > D

if any clause is not "true enough," the subsequent clauses will not be pursued. If
clause A, after tracing, has not accumulated evidence over the 0.2 threshold then the
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system will not bother to ask about clauses B and C. In brief, the threshold was
invented for purposes of human engineering since it shortens a consultation and
reduces the number of questions asked of the user.

Ci = .24

C2 = .3 + 0 = .3

C4 = .75 + .75-.5625

Au= .5

F2 = .2

F3 = .9

F4 = .9

Figure 6. AND/OR Tree.

This value of the threshold is arbitrary. It should be high enough to prevent the
system from wasting its time in an effort to use very small pieces of evidence. The
threshold also helps to avoid covering for almost every possible problem. The thresh
old has to be low enough, on the other hand, to be sure that important conclusions
are considered. Once the 0.2 threshold was chosen, C F’s on rules were sometimes
set with it in mind. For example, two rules concluding Codling Moth, each at the
C F = 0 .1 level, would not be sufficient alone to include Codling Moth in the list of
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possible causes to consider further.
Buchanan and Shortliffe (1984) developed the concept of certainty factors to
manage uncertainty in their medical diagnosis system MYCIN. The certainty factor
model is computationally simple and performs adequately for many applications.
However, Buchanan and Shortliffe were unable to give a theoretical justification for
the certainty factor model since certainty factors are based on heuristic measures of
belief and not strictly based on probabilities. Because of the difficulties associated
with the Bayesian and certainty factor models, Shortliffe has proposed using the
Dempster-Shafer calculus in MYCIN.

Bayes' Theorem

In Bayesian reasoning, statements are represented by variables that may take on
many different values, rather than being limited to just true and false. Each possible
value for a variable has a probability associated with it reflecting the current amount
of belief in that particular value (Morawski 1989).
By using Bayesian belief, insect identification can be viewed as the assignment
of possibilities to specific insects after analyzing all relevant data. If the sum of the
relevant data is represented by e and d-L is the /'th identification under consideration,
then P(di |e) is the conditional probability that organism is insect / in light of the
evidence e (Pearl 1988). Identification programs have traditionally sought to find a
set of evidence that allows P(d; |e) to exceed some threshold (i.e., 0.95) for one of
the possible insects.
Evidence is acquired piece by piece, the necessary additional data being iden
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tified on the basis of the likely identification at any given time. Diagnostic programs
that mimic the process of analyzing evidence incrementally often use a modified
version of Bayes’ Theorem that is appropriate for sequential identification.
Let e , be the set of all observations to date, and sf be some new piece of data.
Furthermore, let e be the new set of observations once sr has been added to e , ,
(Buchanan & Shortliffe 1984) then:

p in • i pi =

f ( s , 1d i& e ,)P (d j | e f )
Z P (s , \ d j & e , ) P { d j \ e ,

The problem with this method is that the successful programs that use Bayes’
Theorem in this form (i.e., PROSPECTOR) require huge amounts of statistical data,
not only P(sK|c/j) for each of the pieces of data, sK, in e, but also the interrelationships
of the s* within each identification dj . Also there are large areas of expert knowledge
and intuition that defy rigorous analysis because of insufficient data and because
experts resist expressing their reasoning process in coherent probabilistic terms.

Fuzzy Logic

Fuzzy logic, also known as Zadeh’s Possibility Theory, is an extension of con
ventional set theory (Zadeh 1978). In conventional set theory, a potential element of
a set is considered either to be contained in the set or not contained in the set. The
characteristic function of a conventional set can therefore only assume the values
of zero or one. In fuzzy set theory, the characteristic function is not binary-valued
(true or false) but instead assumes values expressed within a range from zero to
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one where zero represents definitely or completely false, one represents definitely or
completely true, and 0.5 represents equally likely to be true or false.
In the definition above, the numbers hint of a statistical probability in much the
same way that certainty factors do.

However, like certainty factors, the theory of

fuzzy logic leads to results that defy numerical manipulation in accordance with the
axioms of statistical probability. Fuzzy logic is an example of another semi-statistical
field in which classical probability theory fails.

Dempster-Shafer Theory of Belief

The Dempster-Shafer Theory of Belief models the narrowing of the hypothesis
set with the accumulation of evidence (Rothman 1989). An expert uses evidence that,
instead of bearing on a single hypothesis in the original hypothesis set, often bears
on a larger subset of this set. The functions and combining rule of the DempsterShafer theory are well suited to represent this type of evidence and its aggregation
(Tanimoto 1987).
A piece of evidence is acquired so that the hypothesis is narrowed to a proper
subset, which is really a new hypothesis. This piece of evidence gives no informa
tion concerning the relative likelihood of the insects in the subset. Bayesians might
assume equal priors and distribute the weight of this evidence equally among the
insects of this group. In doing so they fail to distinguish between uncertainty and
equal certainty. Shafer attributes belief to subsets as well as to individual elements of
the hypothesis set which many regard as a more accurate reflection of the evidencegathering process.
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A second distinct piece of evidence narrows the original hypothesis set to a
different subset. The Dempster-Shafer theory represents each piece of evidence by
a belief function, and the two belief functions are merged using a combination rule to
produce a new function. The combination rule, like the Bayesian and CF combining
functions, is independent of the order in which evidence is gathered, and requires
that the hypothesis under consideration be mutually exclusive and exhaustive. In
fact, the Dempster-Shafer combination rule includes the Bayesian and CF functions
as special cases.
Another consequence of the generality of the Dempster-Shafer belief functions
is avoidance of the Bayesian restriction that commitment of belief to a hypothesis
implies commitment of the remaining belief to its negative, i.e., that P(h) = 1-(P -ih)
(Shafer 1976). As in the CF model, the beliefs in each hypothesis in the original set
need not sum to 1 but may sum to a number less than or equal to 1; some of the
belief can be allotted to subsets of the original hypothesis set.
Thus the Dempster-Shafer model includes many of the features of the CF model
but is based on a firm mathematical foundation. This is a clear advantage over the
ad hoc nature of C F ’s.
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Insects
Apple maggot
Codling moth
Plum curculio
Green apple aphid
Rosy apple aphid
Apple grain aphid
Woolly apple aphid
Redbanded leafroller
Obliquebanded leafroller
Fruittree leafroller
Tufted apple budmoth
Variegated leafroller
San Jose scale
Oyster shell scale
Spotted tentiform leafminer
Green fruitworm
White apple leafhopper
Tarnished plant bug
Lesser appleworm
Apple curculio
Whitemarked tussock moth
Eastern tent caterpillar
Fall webworm
Rose chafer
Pistol Casebearer
Cigar Casebearer
Climbing cutworms
Oriental fruit moth
European fruit lecanium scale
American plum borer
Eyespotted bud moth (Brown apple budworm)
Mineola moth

Mites
European red mite
Two spotted mite
Brown mite
Apple rust mite
Pearleaf blister mite
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This appendix is broken down into two parts. The first part is a guide for the
end user who wants to run the expert system to either identify an insert or mite or
to check on the development of an already identified insect or mite. The second
part entitled “Other Options Available”, is designed for use by the knowledge base
administrator.
In either case, all components needed to run the expert system are contained
on one 5 and 1/4 inch floppy diskette. To install these components on the P.O., the
user must enter one of following sequences of commands.
If installing the system on a PC without a hard disk drive:
Put the floppy into Drive A
Log onto Drive A by typing “ a:’’ and press the ENTER key
Type ‘‘install a:’’
If installing the system on a PC with a hard disk drive:
Put the floppy into Drive A
Log onto Drive C by typing ‘‘c:’’ and press the ENTER key
Type ‘‘a: install a: c:mapi”
Both of the above sequence of commands with create the directories needed
and then read the information from the floppy diskette into these directories.
Step 1: Getting Started.
Typing: prolog MAPI.PRO, starts the session. Upon initiating a session, the first
piece of information that is asked for from the user is his/her Social Security Number.
It is stored for future reference.
Next, transparent to the user, the system checks to see if the user’s Social
Security Number has already been recorded. If it has, the system then checks each
insect listed under the user’s Social Security Number against it's current degree day
total. If the current degree day total for the insect is greater than or equal to a listed
peak emergence current degree day total and the entry is not flagged as “notified",
a message stating that the insect is now at peak emergence level, is displayed and
the entry is flagged as “notified.” The Main Menu then appears.
MAIN MENU
Update Degree Day Calculator
Run MAPI Expert System
Help Information
DOS Shell
Edit Knowledge Base
Update Knowledge Base
List Rules In Loaded Knowledge Base
Load Knowledge Base
Save Knowledge Base
Erase Knowledge Base
Exit
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NOTE: During most phases of the user’s session, a help window appears at the lower
part of the screen.
Step 2: Loading the knowledge base into RAM.
At the main menu, the user uses the arrow keys to place the highlighted bar over
the entry “Load Knowledge Base" and presses the return key. The user is prompted
to “Enter the knowledge base file name:”. The user may press the Return key to load
the system supplied knowledge base file (MAPI.DBA). The user may press any other
key for a directory of all other available knowledge base files (filename.DBA) in the
current directory. To pick a knowledge base file from this directory, the user uses
the arrow keys to position the highlighted bar over the appropriate file and presses
the Return key. A message will appear “Knowledge base filename.DBA has been
loaded" followed by the main menu.
Step 3: Running MAPI.
At the main menu, the user uses the arrow keys to place the highlighted bar
over the entry "Run MAPI Expert System" and presses the return key.
MAPI will begin to prompt the user with questions concerning the domain of
apple orchard pests found in Michigan. Since MAPI is a classification expert system,
it will try to identify an object (an insect).
MAPI begins the consultation with a question.
When responding to questions the user uses the answer menu. To answer “yes"
to the prompt, the user simply presses the Return key.
To answer "no", the user uses the arrow keys to move the highlighted bar down
to the “NO" option in the answer menu and presses the Return key.
MAPI will come back with another question.
MAPI will continue to prompt the user until either it succeeds or fails in matching
an insect to the user’s responses.
If an insect is identified, the user is asked if he/she wants to track it. If the
answer is yes, the user’s social security number and the insects name is written to
the USERDATA.DAT file. This information is later used to inform the user as to when
the insect is at peak emergence.
Whenever MAPI is prompting for an answer to a query the user may use the
"WHY" option in the menu to ask MAPI why it needs to know such information.
MAPI will respond with a list of rules it is currently trying to solve for. Pressing the
ESC key when through examining the rule explanation will return the user to the
prompt.
Step 4: Ending the Session.
To end the session, the user uses the arrow keys to move the highlighted bar
down to the “EXIT" option in the main menu and presses the Return key.
Other Options Available
Update Degree Day Calculator
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Choosing this function allows the administrator to enter the high and low tem
peratures of the previous day. The degree day calculator program will then calculate
the number of degree days produced from this temperature range and update the
cumulative degree day total found in DEGREEDAY.DAT.
Help Information
This function displays a text file of help information onto the screen.
DOS Shell
Choosing this function puts the user into the DOS operating system while still in
the expert system. To return to the expert system from the DOS operating system,
the user must type "EXIT" and the press the RETURN key.
Edit Knowledge Base
Once a user saves a file to disk, this function allows the user to edit the file by
invoking the editor.
Update Knowledge Base
This function lets the knowledge base administrator use a template to add new
rules to the knowledge base which currently reside in RAM. The update window
prompts the user first for the category to which the new insect belongs. After entering
the information into the category field, the user presses the Return key. Next the user
enters the information pertaining to the subcategory into the subcategory field and
presses the Return key.
If the user is unsure as to what a category or subcategory he/she can be enter
a question mark (?) at either of these prompts to obtain a help screen.
MAPI now asks the user to enter the conditions (characteristics) of the new insect.
The user enters the information into the condition field and presses the Return key.
The user will then be prompted for another condition. The user may now either repeat
the process to enter additional condition information or simply press the Return key
without entering more conditions and the update session will end and the main menu
will appear.
If the user enters a condition that is already a part of the knowledge base, MAPI
will not create an additional condition in the knowledge base. However, the user
must be sure to enter the condition exactly the same way as it’s represented in the
knowledge base or a new condition will be added.
The knowledge base administrator must now select the “Save Knowledge Base”
option from the main menu in order to save the newly modified knowledge base in
RAM to a file.
List Rules In Loaded Knowledge Base
Lets the user look at the current knowledge base loaded into RAM. The listing
is not in Prolog code, but is in an English-like form of what the knowledge base
represents. The user can use the arrow keys to move about the listing. Doing so,
the user can see the extent of the knowledge contained within MAPI.DBA. Pressing
the ESC key sends the user back to the main menu.
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Save Knowledge Base
MAPI will save the knowledge base just updated in a file out on disk.
Erase Knowledge Base
Choosing this function allows the user to erase the knowledge base from RAM.
Exit
This function exits the user from the expert system and puts he/she back in the
DOS operating system.
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rule(l>"organism","insect",[2])
rule(2,"organism","mite",[1])
ruled,"insect","fly", [3] )
rule(4,"insect","beetle",[3])
rule(5,"insect","moth",[3])
rule(6,"insect","bug",[3])
rule(7,"insect","aphid",[3])
r u l e d ,"insect","scale", [4] )
ruled,"fly","apple maggot", [5,6,7,8,9,10])
rule(10,"beetle","plum curculio",[11,12,13,14,15,10])
rule(ll,"beetle","apple curculio",[11,17,18,19,20,10])
rule(12,"beetle","rose chafer",[11,22,23,24,25,26,27])
rule(13,"moth","codling moth",[28,29,31,26])
rule(14,"moth","redbanded leafroller",[28,33,26])
rule(15,"moth","spotted tentiform leafminer", [28,37,10])
rule(16,"moth","fruittree leafroller",[28,39,40])
rule(17,"moth","obliquebanded leafroller",[28,41,40])
rule(18,"moth","variegated leafroller",[28,43,26])
rule(19,"moth","oriental fruit moth",[28,46,10])
rule(20,"moth","mineola moth",[28,47,48,26])
rule(21,"moth"."tufted apple budworm",[28,52,53,26])
rule(22,"moth","lesser appleworm",[28,56,10])
rule(23,"moth","whitemarked tussock moth",[28,58,26,60,61])
rule(24,"moth","eastern tent caterpillar",[28,62,40])
rule(25,"moth","fall webworm",[28,64,65,26])
rule(26,"moth","pistol casebearer",[28,67,68,10])
rule(27,"moth","cigar casebearer",[28,67,69,10])
rule(28,"moth","eyespotted bud moth (or brown apple budworm)", [28,70,10])
rule(29,"moth","american plum borer",[28,72,75,76,77,26])
rule(30,"moth"."green fruitworm",[28,36,40])
rule(31,"moth","climbing cutworm",[28,50,51,40])
rule(32,"bug","tarnished plant bug",[78,79,80,81,82,83])
rule(33,"bug","white apple leafhopper",[84,85,86,87,88,89])
rule(34,"aphid","green apple aphid",[79,90,91,92,93,94,95,96,97])
rule(35,"aphid","rosy apple aphid",[79,90,91,92,93,94,97,98,99])
rule(36,"aphid","woolly apple aphid",[79,90,91,92,93,94,97,100,101])
rule(37,"aphid","apple grain aphid",[79,90,91,92,93,94,97,102,103])
rule(38,"scale","san jose scale",[104,105,106])
rule(39,"scale","european fruit lecanium scale",[107,108])
rule(40,"scale","oyster shell scale",[109,110,111])
rule(41,"mite","european red mite",[112,113,114,79,115,116,117,118,119])
rule(42,"mite","twospotted spider mite",[112,113,114,79,115,116,117,120,121])
rule(43,"mite","brown mite",[112,113,114,79,115,116,117,122,123,124])
rule(44,"mite","apple rust mite",[125,126,127])
rule(45,"mite","pearleaf blister mite",[125,126,128,129])
cond(l,"it has 8 legs")
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cond(2,llit has either 6 or zero lege")
cond(3,"it has 6 legs")
cond(4,"it has 0 legs")
cond(5,"it is fly-like")
cond(6,"its wings are darkly banded")
cond(7,"the body is black incolor")
cond(8,"the eyes are dark redin color")
cond(9,"the thorax and abdomen have 3 or 4 distinctive whitish-colored bands")
cond(10,"it is about 1/4 inch in size")
cond(ll,"it is beetle-like")
cond(12,"it appears dark brown to gray brown (on closer look the beetle is
a variegated gray, brown, and black with white or silver flecks)")
cond(13,"it has 3 pairs of humps on the back (the middle 2 are the most
conspicuous)")
cond(14,"it has a long curved snout")
cond(15,"it usually feigns death and drops from the foliage or fruit when
disturbed")
cond(17,"it is light brown in color")
cond(18,"it has 4 distinct humps on the back")
cond(19,"the snout is very long and very slender")
cond(20,"it has a small head, with the body gradually increasing in size,
giving the insect a triangular shape")
cond(22,"it is often found hanging in clusters on foliage or fruit")
cond(23,"it is slender in shape")
cond(24,"it has long legs")
cond(25,"it is yellowish-brown or fawn-colored")
cond(26,"it is about 1/2 inch in length")
cond(27,"its long legs and sluggish movements give it an awkward appearance")
cond(28,"moth-like")
cond(29,"it appears dull gray (a closer look reveals the wings are crossed
with fine alternating gray and white bands. At each wing tip is a
golden-brown/coppery region that often shines in the sunlight")
cond(31,"it holds its wings tent-shaped over its body when at rest")
cond(33,"it appears reddish-brown, (a closer look reveals areas of silver-gray,
gold, and orange that set off the outer wing portion. A distinctive
reddish-brown band extends across the fore wing when at rest")
cond(36,"this ’miller’ is dark gray or brown in color with darker banded
front wings and lighter colored hind wings")
cond(37,"it is golden-brown with white bands or spots which give it a silvery
appearance when flying in the sunlight")
cond(39,"it is light golden brown with 2 white square to triangular spots
on the front margin of each fore wing")
cond(40,"it is about 3/4 inch in length")
cond(41,"it is tan or brownish in color and its fore wing is crossed by
alternating light and dark brown bands")
cond(43,"it is golden brown or tan in color has a blackish-brown area in
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the middle of the fore wing, the tip of which is tan, or a grayish band
across the fore wing which formB a V when the wings are folded")
cond(46,"it appears grayish and rather nondescript (a closer look reveals
the wings are made of alternate light and dark lines, giving it a
salt-and-pepper appearance)")
cond(47,"it is bluish-gray in color and has a broad transverse white
stripe about mid-way along the fore wing, the stripe is bordered posteriorly
by a smaller reddish-brown stripe. A similar white and red band, although
much narrower and more irregular, follows the posterior edge of the fore wing")
cond(48,"it is distinctly wedge-shaped at rest")
cond(50,"this ’miller’ is dull gray or brown in color with darker banded
front wings and lighter colored hind wings")
cond(51,"it is about 1 to 2 inch wingspan")
cond(52,"it is various shades of gray or brown in color and has copper
patches in the middle of each fore wing, and a longitudinal ribbed pattern
on the back part of each wing")
cond(53,"it has prominent snout-like mouth parts")
cond(56,"it has an overall dark gray appearance (a closer look reveals it
has white and shiny pale blue markings on the wings)")
cond(58,"it either has no wings and is light gray in color or has wings and
is ashy-gray in color")
cond(60,"if it has wings, it has about a 1-1/4 inch wingspan")
cond(61,"if it has wings its front wings are crossed with darker
undulating bands, and each has a conspicuous white spot near the angle of
the wing")
cond(62,"it is dull reddish-brown in color and has lighter brown lines
crossing the front wings")
cond(64,"it is satiny-white in color and has brown or black spots on the wings")
cond(65,"it has about a 1-1/2 inch wingspan")
cond(67,"it has narrow sharply pointed wings bordered with a wide fringe")
cond(68,"it is steel gray in color")
cond(69,"it is dull buff in color")
cond(70,"it has large gray and white regions on the wings, when at rest
there is a gray spot on the back of the moth in the nearly all white wing")
cond(72,"it is dull grayish-purple in color, has an irregular transverse
band two-thirds the distance to the outer margin of the fore wing, and its
hind wing is entirely light grayish-tan")
cond(75,"it has on both pairs of wings a short fringe on the outer margin
of the wings")
cond(76,"typically, at rest, the hind wings are not visible, as the moth
tends to sit with the fore wings held back, slightly overlapped")
cond(77,"the average extended wingspan is between 3/4 and 1 inch in length")
cond(78,"it has visible antennae usually half as long as abdomen")
cond(79,"its head is smaller than its abdomen")
cond(80,"it is brown mottled with yellow, black, and red")
cond(81,"it is slightly flattened and oval shape")
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cond(82,"it iB an active flier")
cond(83,"its body size is 3/16 to 3/8 inches")
cond(84,"its antennae is not easily visible in front and between eyes")
cond(85,"its head is wider than its abdomen")
cond(86,"its color is in the range of creamy-white to yellowish-green")
cond(87,"it is an active jumper or flier")
cond(88,"it is found on the underside of leaves particularly on suckers
or older terminal growth")
cond(89,"its body size is 1/16 to 1/4 inches")
cond(90,"its antennae is visible")
cond(91,"it is not an active flier or jumper")
cond(92,"many are found together")
cond(93,"its body is very soft")
cond(94,"its body is pear shaped")
cond(95,"it is yellowish-green to light green in color")
cond(96,"it is found on tips of growing terminals or suckers")
cond(97,"its body size is 1/16 to 3/8 inches")
cond(98("not winged individuals are purple to pinkish but winged
individuals are black in color")
cond(99,"it is found on spur leaves or leaves at terminal bases")
cond(100,"it is reddish-brown to purple but covered with white cottony
substance")
cond(101,"it is found at the base of suckers or on pruning scars")
cond(102,"it is green with a dark green stripe down the middle of the
back with dark green cross bars")
cond(103,"it is found at the tip of opening buds early; later on underside
of leaves")
cond(104,"the scale covering is gray-brown in color, round with a nipple
or about twice as wide as long, and is found on bark at the base of suckers
and spurs at the tree top")
cond(105,"the female is found under the scale covering and is small,
flat, disklike, legless, wingless, eyeless, and no antennae")
cond(106,"the male is small, pale, looks like a gnat with no mouthparts and
a stylelike process at the end of the abdomen, one pair of wings, well
defined legs and antennae")
cond(107,"the mature female scale is reddish-brown in color, large and
hemispherical (tortoise) in shape, and is found attached to bark of
small diameter twigs")
cond(108,"the male is small, pale, and one pair of wings")
cond(109,"the scale covering is grayish in color, elongated in shape;
larger and rounded at one end")
cond(110,"the female is found under the scale covering and is grub-like,
legless, wingless, and no antennae")
cond(lll,"the male is small, pale, looks like a gnat with no mouthparts
and a stylelike process at the end of the abdomen, one pair of wings, well
defined legs and antennae")
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cond(112,"it6 body size is very small and hard to B e e ")
cond(113,"it is visible to the naked eye (about the size of a pinhead)")
cond(114,"it looks like a miniature spider (elliptical in shape)")
cond(116,"it has no antennae visible")
cond(116,"it is very active")
cond(117,"many are found on a leaf")
cond(118,"it is dark red to brownish red or straw-yellow to reddish-yellow
in color")
cond(119,"it has bristles on top of the abdomen where white or lighter
areas are visible at the bristle base")
cond(120,"it is yellowish-green to dark green in color and has 2 black
spots on the abdomen (one on each side)")
cond(121,"it has some bristles on the back, but not very distinctive")
cond(122,"it is dull red to greenish-red in color")
cond(123,"it has a flattened back")
cond(124,"it has very long front legs")
cond(125,"you need a hand lens to see it; very small")
cond(126,"it is teardrop or triangular shape")
cond(127,"it is cream to light brown")
cond(128,"it is white to light red")
cond(129,"it is found in blisters on underside of leaves")
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