We apply the bosonization technique to the problem of tunneling in a Fermi liquid, and present a semiclassical theory of tunneling rates. To test the method, we derive and evaluate an expression for the tunneling current in the problem of two parallel Luttinger liquids. Next we study tunneling between parallel two dimensional Fermi liquids. In the absence of a magnetic field, the conductance I/V has a resonance peak at zero bias. Our estimate for the peak broadening agrees with the many-body theory results. In a magnetic field perpendicular to the plane, we find a tunneling gap linear in the field, in agreement with the experiment. In this regime the tunneling is spatially coherent over a distance of the order of the cyclotron radius. The coherence can be probed by a magnetic field parallel to the plane, which gives an Aharonov-Bohm phase to the tunneling amplitude. As a result, the current is an oscillatory function of the field.
I. INTRODUCTION
High mobility electron gas in GaAs quantum wells forms a very clean Fermi liquid. By varying electron density one can change the effective strength of the Coulomb interaction, and study the effects of electron correlation. Of special interest is the behaviour of this system in a magnetic field, because it gives a unique opportunity to study the properties of a Fermi liquid in a magnetic field, with virtually no disorder effects.
A new technique recently developed by Eisenstein is a tunneling experiment where two electron gases are confined in parallel wells separated by a thin barrier through which electrons can tunnel from one well to the other [1] [2] [3] . Unlike a conventional tunneling measurement, where electrons tunnel through a link between two reservoirs or through a weak place in a barrier, this system has a barrier that is very uniform. Because of this, and also due to a very small amount of an in-plane disorder, the momentum of a tunneling electron is conserved. This gives two conservation laws for the two components of momentum, which, together with the usual energy conservation, highly restrict the phase space of possible final states of the tunneling. As a result, the tunneling is of a resonance character, and the tunneling current displays a sharp peak. At close electron densities in the wells, the tunneling conductance measured as function of the density mismatch, has a peak of almost Lorentzian shape, and of the width determined by momentum relaxation time. This behaviour is accounted for by a free electron gas model [11] .
A very interesting change in the tunneling current is observed when a magnetic field is applied perpendicular to the plane of the barrier. In the field, the resonance peak is shifted away from zero bias by a certain amount, and a bias region is formed in which tunneling conductivity is almost totally suppressed. The physics of this "tunneling gap" can be understood in terms of the work one has to do to pull an electron out of one Fermi liquid, and to inject it in the liquid on the other side of the barrier [4, 5] . The role of the magnetic field is that it squeezes electron states and makes them localized in the lateral dimension, which increases the energy of the Coulomb interaction of an electron with its neighbors.
The bias at which there is enough energy to transfer an electron is bigger than the Coulomb energy, and determines the gap and the position of the peak.
The gap increases as a function of the magnetic field: linearly at weak fields, when there are many occupied Landau levels [5, 9] , and more slowly at higher fields [4, 8, 10] . Let us mention that a similar tunneling gap, linear in the field, was seen by Ashoori in a tunneling capacitance experiment [7] .
So far, theoretical work has dealt mostly with the gap in the high field limit, where the problem has been treated using many different methods [12] [13] [14] [15] , all arriving at the same estimate for the gap: ∆ ≃ e 2 /ǫl, where ǫ is the dielectric constant, and l is a characteristic interparticle separation in the system. (In the Quantum Hall regime, l is of the order of magnetic length l B = (hc/eB) 1/2 , and has a square root dependence on the electron density.) In the low field limit, there is a calculation by Aleiner, Baranger, and Glazman [16, 17] , which treats the problem by using a hydrodynamical picture of an ideal conducting liquid in a magnetic field, which is supposed to be valid at scales much bigger than the cyclotron radius. In this work, the gap is found to scale as a square of the magnetic field, which is at odds with the experiment [5, 9] . We think that the reason for disagreement is that the scale relevant for the problem is set by the screening length, which at a weak field is much less than the cyclotron radius. Therefore, an appropriate model should include Fermi liquid interaction effects, and thus the proper technique must be the Fermi liquid kinetic equation, rather than the long wavelength hydrodynamics.
A conventional technique that deals with the problem of tunneling in a Fermi system is the many-body perturbation theory, which expresses the tunneling current in terms of one-particle spectral weights, and then calculates the weights from the Green's function perturbation series [18] . However, because the interaction effects in this problem are in some sense always strong, and also because in a weak field limit the problem becomes semiclassical, a many-body perturbation theory calculation, although possible, is not very illuminating. Another option, less conventional in solid state theory, would be to use a time-dependent Hartry-Fock mean field equation in imaginary time, which is known in the theory of nuclear matter to be capable of dealing with collective tunneling phenomena such as nuclear fission [19] .
In this paper we present an approach which better captures the semiclassical character of the problem at weak fields, and treats it as a tunneling in a "bosonized" Fermi liquid. By that we mean that the Fermi liquid is described in terms of a Fermi surface fluctuating in space and in time. Of course, such an approach is equivalent to the many-body perturbation theory carried out in the long wavelength limit. Our motivation for employing it, apart from interest in exploring a new technique, is in its simplicity, and in the possibility of establishing a clear relation with the phenomenological Fermi liquid theory.
To clarify the last point let us recall that, when dealing with a one particle tunneling problem, it is customary to consider an equivalent classical problem and to evaluate the tunneling rate exponent as a classical action on a path in imaginary time. The Fermi liquid bosonization provides a natural extension of this approach to the problem of tunneling into a Fermi system. One can write an action which generates the Landau equation of the phenomenological Fermi liquid theory, and then look for least action paths in imaginary time. In such an approach one has Landau quasiparticles, represented by deviations of the Fermi surface from the spherical geometry, moving in imaginary time. To determine the tunneling rate exponent, one has to find a least action "bounce" solution of the Landau equation, which describes a particle injected into the Fermi liquid, and then later removed, and also the Fermi liquid response to the presence of the particle.
Bosonization of a Fermi system is a well known method in the one dimensional problem.
It has been pointed out by Luther that one can generalize the method to higher dimensions [20] , and since recent work by Haldane [23] great interest has been generated in this new technique [24, 25] . We begin with a short review of the method; in dimension one, and in many dimensions (Sec. II). In Sec. III, we discuss how the tunneling problem can be treated in this formalism.
In Sec. IV we turn to the specific problem of tunneling between two parallel Fermi liquids. There are some unusual features of this problem, from a technical viewpoint, that we discuss by using an example of two parallel one-dimensional Luttinger liquids. Due to the momentum conservation, the tunneling is spatially coherent along the barrier. In the instanton technique language, this is accounted for by summing over all points where the particle enters the liquid, and where the particle leaves the liquid. Such a summation gives an "entropical" contribution, which properly accounts for the conservation of momentum.
By calculating the tunneling current between Luttinger liquids, we demonstrate that such a method agrees with the result obtained from the known exact Green's functions. Another feature, explicit in the one dimensional problem, is the role of momentum non-conserving interaction. If the Luttinger liquid Hamiltonian has only a term corresponding to scattering forward, there is a divergence in the tunneling current at zero bias, accompanied by vanishing of the current at any finite bias, which is expected from what has been said above. Such a singular behaviour can be regularized either by introducing scattering by a disorder, or by fluctuations of the barrier width.
The entropical contribution, as well as the regularization by a momentum non-conserving scattering, are characteristic for the multi-dimensional problem as well. In Sec. V we generalize the observations of Sec. IV to the two dimensional problem, and also demonstrate a relation to the classical orbits. It turns out that, although we study dynamics in imaginary time, the spatial structure of the instanton is characterized by classical orbits found in real time, which are straight lines in the absence of a magnetic field, and Larmor circles in a magnetic field.
Our new results, all contained in Secs. V and VI, can be summarized as follows. In the absence of the field, and at matched electron densities in the wells, there is a peak of the tunneling conductance I/V near zero bias. The peak width is determined by momentum non-conserving scattering, and the shape of the peak is Lorentzian. The physics here is similar to that of the peak of the equilibrium conductivity I/V I→0 studied as a function of the density mismatch in the wells [11] .
At finite fields, which are much weaker than the Quantum Hall fields, the peak is shifted to a finite voltage and a tunneling gap is formed which scales linearly with the field. To compare this result to the hydrodynamical calculation [16] , we identify two terms in our instanton solution, accounting for a quasiparticle contribution to the gap, and for a collective Fermi liquid response effect. The latter is identical to the hydrodynamical theory result, however, the former is missing in it. The linear field dependence agrees with the recent experiment [5, 9] . However, the dependence of the gap on the electron density, predicted to be a square root, has not been seen.
Also, we find that the tunneling is spatially coherent over a large distance set by the cyclotron orbit radius, and propose to probe this coherence by a magnetic field parallel to the barrier. The advantage is that such a field does not affect the in-plane motion, however, there is a dramatic effect on the tunneling due to an Aharonov-Bohm phase in the tunneling amplitude. The Aharonov-Bohm effect destroys coherence of tunneling in the lateral dimension, and leads to oscillations of the current taken as a function of the parallel field. In the weak field limit these oscillations are given by a square of a Bessel function.
II. BOSONIZATION FORMALISM
A. One-dimensional bosonization.
Bosonization of one dimensional Fermi systems [22] is a powerful tool for the investigation of properties of low energy modes. It relies on the representation of the fermionic operators in terms of bosonic ones. In the low energy limit the current and the density of fermions become the only relevant variables, which makes the bosonization possible. Here we briefly review this method for the case of spinless fermions.
For making a relation to the higher-dimensional problem more transparent, instead of the density ρ and the current j, it is convenient to introduce the densities of right and left
, which satisfy commutation relations:
Then, one introduces the field operators
Here α is the ultraviolet cutoff set by the bandwidth. Conversely, the representation for fermionic operators has the form:
3)
The Hamiltonian of interacting fermions is
where a, b = +, −, and U is a 2 × 2 matrix of Fourier components of the interaction U(x):
After the bosonization transformation, the Hamiltonian turns into and backward (F +− , F −+ ) scattering. It will be seen later that the amplitudes F ab are 1D
analogs of the Landau function F (n 1 , n 2 ) of a Fermi liquid.
For considering tunneling in a Fermi liquid we need an action corresponding to Eq.(2.5).
We derive it from the Hamiltonian by following the method of Ref. [21] . From Eq.(2.1) we get the commutators of φ ± (x), and use them to write the action:
Note that our Lagrangian describes two chiral field theories interacting through backscattering. The Lagrangian of a chiral field theory [21] has the form:
solution of its equation of motion is φ(x, t) = φ 1 (x − t) + φ 2 (t), the second term φ 2 being a "ghost," which does not contribute to any observable (e.g., to ρ ∼ ∂ x φ). One can say that the appearance of the φ 2 is the charge one pays for the locality of the Lagrangian.
B. Multi-dimensional case
It is well known that for a Fermi-system in any space dimension, the relevant low energy analogous to that used in dimension one. One introduces normal displacement u n (r) of the Fermi surface at the space point r, in the direction n, which means that "local Fermi momentum" is now n(p F +u n (r)). Displacements u n (r) represent a multidimensional analog of ρ ± . Next, one defines φ n (r):
(cf. Eq.(2.2)). Then, a canonical operator of an electron can be written as
naturally lead to anticommuting ψ's. The Fermi-liquid Hamiltonian is expressed in terms of u n (r) as
Here dn is a normalized Fermi-surface area (in two dimensions, dn = dθ/2π), and ν is the density of states (ν 2D = m/πh 2 ). The integral operatorF describes quasiparticle interaction in the Fermi liquid. For simplicity, we assume the interaction to be of a density-density type:
, where U is the interaction potential. It will be obvious to generalize the method to a more general interaction
The action, by analogy with Eq.(2.6), is
The equation of motion that follows from this action has the form of the Fermi liquid kinetic equation:
It is not entirely trivial to include a magnetic field in this picture [23] . It cannot be done by a naïve replacement ∇ → ∇ − iē hc
A, because in the Fermi surface description one has to use the kinetic momentum mv, not the canonical one p = mv + eA/c. Hence, a gauge
To introduce a magnetic field, we consider the kinetic equation
where
Following Ref. [23] , we call this expression a "covariant derivative," since it takes into account the curvature of the trajectory. If s is the length along the trajectory, then the rate of change of u n (r) along it is given by δu/δs = Du.
Now we redefine φ so that u = Dφ and rewrite the action to fit the correct equation of motion.
This equation completes the description of the bosonized theory.
III. TUNNELING FORMALISM
Let us begin with some details on the system in which tunneling experiments are done.
Typically, it consists of two quantum wells separated by a barrier of thickness
The wells' width w is somewhat bigger: w ∼ 15−30nm. The density of electrons in the wells is of the order of 10 11 cm −2 . Usually electrons fill only the lowest energy mode of transverse quantization. Because of this one can ignore the motion perpendicular to the plane, and treat electron dynamics as two-dimensional. The Coulomb screening length r s estimated from the density is of the order of 5 − 10nm. However, due to the finite well width w, effective interaction between electrons at distances shorter than w is reduced compared to the Coulomb potential, and this leads to the increase of the screening length up to a few w's.
A magnetic field's strength varies from 0.5T to 5T and higher, corresponding to the filling factor varying from ν ≈ 10 to ν ≈ 1. For such fields, the magnetic length
is of the order of 10 − 30nm, which is less or comparable to the screening length.
In this paper we are going to deal with cooperative effects that may strongly suppress charge tunneling. During the tunneling, the Fermi system has to accomodate the presence of a new electron, and the action of this process will completely control the tunneling rate.
The single electron tunneling, which is a part of this more complex process, plays the role of an instant shake-up, followed by a slower relaxation in the many-body system.
In such a problem, one can use the tunneling Hamiltonian formalism [18] . By neglecting complications such as a finite well width, one can describe electrons in each well by a twodimensional Fermi liquid Hamiltonian. The wells are coupled due to tunneling through the barrier, which is accounted for by a tunneling term H T in the system Hamiltonian:
Here t 0 (r) is a tunneling matrix element. In a real system the barrier may be non-uniform, in which case t 0 acquires a spatial dependence.
The tunneling current due to a voltage drop across the barrier V can be found by a standard formalism [18] . First, one may gauge the voltage away by transforming ψ R → ψ R e ieV t . Then, one has to find the Matsubara transition amplitude,
To extract real-time information from the Matsubara function K, one continues K to real time from the upper and lower half-planes. (Following Ref. [26] , we denote these functions as K >(<) (r, τ )). The tunneling current I is determined by
where Φ r,t = K > (r, t) − K < (r, t). Now, let us derive an expression for the correlator in Eq.(3.2). We use Eq. Gaussian integral can be evaluated by a saddle-point method, so that
where S(n 0 , n 1 ) is the saddle-point action
. . . denotes . . . dndrdt, and
Eq.(3.5) has a simple interpretation in terms of the kinetic equation (2.13) . Suppose an electron is instantly transferred across the barrier at r = 0, t = 0, and then is transferred back at r = R, t = τ . To incorporate the electron transfer, one must add a source term to the right-hand side of the kinetic equation (2.13):
Then, one notes that Eq.(3.5) simply gives the action for this solution, describing the Fermi liquid accomodation as an injection and removal of an electron. Finally, according to Eq.(3.3), one has to integrate this action over R and τ , with the weight e −ieV t . This weight can be interpreted as an additional term in the action, which accounts for the change in the potential energy during the tunneling time t due to the voltage source.
In this way, one may interpret Eq.(3.5) as the action for a bouncing trajectory [27] , and treat Eq.(3.3) as a sum of the amplitudes of all the different bouncing trajectories. Quite often this summation can be done simply by taking the least action trajectory. However, in the case of tunneling between parallel layers this conventional procedure would lead to an incorrect result, because there exists a great number of trajectories and their "entropy" contribution becomes essential. As a technical remark, we will see that the summation over initial and final points is responsible for momentum conservation and can drastically change the answer.
In the next two sections, we apply Eq.(3.5) to the problem of tunneling in a onedimensional Luttinger liquid and in a two-dimensional Fermi liquid.
IV. ONE DIMENSIONAL PROBLEM A. Clean system
To illustrate how the formalism works, we first consider tunneling in a one-dimensional Fermi-system. Let us take two parallel Luttinger liquids with a tunneling coupling between them. For simplicity we include only interaction inside the wire, but generalization is straightforward. Then Eqs.(3.5) and (3.4) simplify to (we introduce matrix notation, corresponding to left and right movers) K = 1 (2πα) 2 e −S ± and
To find S in Eq.(4.1), one introduces Fourier transform and carries out matrix inversion. It
2 is the velocity of excitations in the Luttinger liquid [22] . After integration over ω and k, and summation over left and right movers (and cutting off the divergent integral at 1/α), one arrives at
One can compare this expression to the product of two exact Green's functions of the Luttinger liquid [28] . Note that for a chiral liquid (i.e., with no backscattering, F 2 = 0) one has β = 2, and only Fermi-velocity is renormalized. Note also that β does not depend on the sign of F 1 and F 2 to the first nonvanishing order of the perturbation theory in F 1 and F 2 . This happens because of an approximate "particle-hole symmetry": if the interaction is attractive, the work should be done to remove a particle, while for a repulsive interaction the same work is required to inject a particle.
To get the tunneling current, one has to compute the integral in Eq.(3.3). On dimensional grounds, one expects the current to behave as a power law: I ∼ V 2(β−2) . Explicit calculation (see Appendix A) gives
, (4.7)
where Γ(β) is the Γ-function. However, in an apparent contradiction to the dimensional estimate, for the simplest case of free fermions, Eq.(4.7) gives β = 2, C(β) = 0, and I(V ) = 0.
The same cancellation of current also occurs in the absence of backscattering.
This cancellation has a clear physical reason. It has been pointed out [2] that, in a gas of free fermions the energy and momentum conservation prohibit tunneling at any nonzero voltage. This argument works even for an interacting system in the absence of backscattering. However, it fails when the backscattering is present, because of the possibility of an electron scattering to another branch of the spectrum, with the 2p F change in momentum.
Therefore, to get a finite tunneling current for a system with no backscattering, one needs to introduce some mechanism which changes the momentum of the tunneling electron (i.e., breaks translation invariance). There are two mechanisms in real systems:
(i) scattering by a disorder;
(ii) spatially fluctuating barrier width;
or, more formally, a spatial dependence of the tunneling matrix element. If the barrier is not uniform, the tunneling occurs preferentially where it is low or narrow. Below we consider both mechanisms.
B. Scattering by a disorder
We consider here only weak disorder, so that electron motion can be treated as ballistic.
This is the case when the characteristic time of motion is much smaller than the scattering time. In this limit one may take scattering into account semiclassically. Namely, since the probability for the electron to move by a distance s without being scattered is equal to exp(−s/l s ) (l s is scattering length), we can simply multiply the amplitude K by this factor.
After such a "regularization by scattering," one gets
One can compare this result to the perturbation theory expression for the Green's function in a random potential. In a ladder approximation [29] , the Green's function average over disorder differs from that in a clean system by the factor exp(−r/2l s ).
After substituting Eq.(4.9) in Eq.(3.3), and integrating over x and t, one arrives at
where τ s = l s /v F . So, the effect of elastic scattering is that the conductance I/V becomes a Lorentzian function.
Note that at small V Eq.(4.10) gives Ohm's law, which differs from the power law (4.7).
This occurs because of the presence of an additional dimensional parameter l s .
Note also that the tunneling conductance in the Ohmic regime is proportional to l s . Such a result is unusual for a tunneling problem. For example, for tunneling in a point contact, the I-V dependence is also Ohmic, but the tunneling conductance is expressed solely through the density of states, and the mean free scattering path l s does not enter. Here, the appearance of l s reflects an important feature of tunneling between two layers: together, the energy and momentum conservation prohibit tunneling at any nonzero voltage, and due only to elastic scattering does the tunneling become possible. One also may note that the behaviour of the tunneling current as l s → ∞ is extremely singular.
To summarize, the disorder leads to the broadening of the resonance tunneling peak at V = 0 into a Lorentzian peak of the widthh/τ s .
C. A non-uniform barrier
Since the probability to tunnel depends on the width of the barrier exponentially, the tunneling through a barrier of a fluctuating thickness occurs at the points where the barrier is the thinnest. Near such points one can use the following model for the tunneling matrix element: Note that, compared to the previous case, the suppression of tunneling at large V is stronger.
Also, in the limit σ → 0, the barrier turns into a point contact, and one recovers from Eq.(4.12) the usual Ohm's law.
To summarize, the semiclassical treatment of tunneling through an extended barrier is different from that in a point contact. We will encounter a similar situation in the discussion of a two dimensional problem, so, to facilitate a comparison, let us list the main things we learn from the one dimensional tunneling problem:
(i) The summation over initial and final points is an essential feature of the formalism, and can change the answer drastically;
(ii) The tunneling current for free particles has to be regularized by breaking translational invariance; and (iii) The answer is sensitive to the regularization scheme, which has to be chosen on physical grounds.
V. TWO DIMENSIONAL PROBLEM: NO INTERACTION
It turns out that for 2D electrons in a magnetic field the technically difficult part is to carry out the semiclassical calculation for free particles. After that, taking into account the interaction will be straightforward.
A. Relation of the least action paths to classical orbits
Now, we will consider free electrons,F = 0, and evaluate the action (3.5). It is worthwhile to mention that because of the semiclassical character of the problem, the calculation will naturally lead to a relation with the cyclotron orbits of the classical problem. To deal with the operator in (3.5), it is useful to use Fourier-transform
and to look for a solution to the equation
where θ is polar angle: n = cos θi + sin θj. The solution is given by
where ω c = eB/mc is Larmor frequency and R c = v F /ω c is Larmor radius. Now, it is straightforward to evaluate the saddle-point action:
At this point we encounter a difficulty: the expression (5.4) is formally divergent. For electrons without a magnetic field it has been noted [20] that the action is finite only when there exists a classical trajectory with given momentum going from 0 to R. If this is not the case, the transition amplitude becomes zero. Now, we will see that the same situation occurs in a magnetic field.
To begin with, one divergence comes from the 0−th term of the sum in Eq.(5.4). This divergence will be eliminated, if we impose the condition
In the classical language, Eq.(5.5) means that the initial and final points belong to the same cyclotron orbit. However, this does not solve the whole problem, because now we have a diverging k-integration, which gives
To regularize this δ-function, let us note that Eq.(5.5) has semiclassical accuracy, because it implies a definite trajectory of the particle. However, in a quantum problem there is a finite thickness to anything, and thus the trajectory is washed out a bit, so that the δ-function effectively has a finite width. To determine this width, let us recall that, in a semiclassical picture, different states of a particle can be associated with the cells in the phase space of the volume (2πh) d , where d is the space dimension. From this, a regularization of the phase space δ-function follows:
where the subscripts denote the arguments of the δ-functions. To regularize the δ-function in Eq.(5.6), we rewrite it in terms of the coordinate and momentum:
Here, we drop higher order terms in the δ−function argument, since we are interested in dimension only.
Therefore, we find that:
(i) The action is finite only if there exists a corresponding classical trajectory;
(ii) The regularization of the action can be done semiclassically.
Let us mention a similarity of our regularization to the regularization of δ (4) (p) in the scattering amplitude in quantum field theory [30] , done by a finite volume. (A finite volume problem with periodic boundary conditions, leads to a lattice in the momentum space, and a lattice δ-function is finite.)
Now, the regularized action is finite:
The integral over ω can be done by the residue method, and the sum can be calculated by using the identity 10) and cutting it off for z = 0 divergent part at n max = ω c /v F α (Recall that α is a short time cutoff of the order of inverse Fermi-energy or bandwidth). Finally, the answer reads
where the sum is restricted to the points n 0 , n 1 , R of the cyclotron orbit given by Eq.(5.5).
From Eq.(5.3), a simple intuitive picture of tunneling follows. If one looks for a solution to the kinetic equation (3.7), one finds that it corresponds to the quasiparticle uniformly distributed along a cyclotron orbit at ω c τ ≫ 1. Clearly, it simply means that in a translationally invariant system only the tunneling between cyclotron orbits with the same centers is allowed, and thus one can think of a tunneling electron spread over a cyclotron orbit and hopping to an identical orbit in the other plane.
B. Semiclassical Jacobian
The sum in Eq.(5.11) still requires some care, because of the semiclassical accuracy of Eq.(5.5). Naïvely, one would simply take as a final answer the expression (5.11) for n 0 and n 1 satisfying Eq.(5.5), but this turns out to be incorrect. It is known [31] that a semiclassical propagator contains as a prefactor the Jacobian ∂p i /∂q j , describing the divergence rate of two trajectories going from the same point with different momenta. The role of this Jacobian is analogous to the role of the prefactor of the semiclassical wave function in dimension one:
Below, we present an "intuitive" way to get the Jacobian from the summation over n 0 , n 1 in Eq.(5.11).
To carry out the summation, let us consider the initial wave packet of the width δx in a direction transverse to the trajectory. This packet has, therefore, a transversal momentum distribution of the width δp = 2πh/δx. For free motion in a magnetic field, the corresponding uncertainty of the final point of the trajectory in the transverse direction is
To have non-zero probability of finding the particle at R, δx ′ ≤ δx is required. By putting all together, one derives the semiclassical interval of angles over which the sum should be taken:
From this, one can get the Green's function. By adding the amplitudes for (n 0 , n 1 ) and (−n 1 , −n 0 ), one has
where θ(r) = θ 0 − θ 1 = 2 sin −1 r/2R c . Now, for verification, one can check Eq.(5.13) with the semiclassical expansion of the exact Green's function.
Finally, let us remark that the inability of our semiclassical method to automatically generate a correct Jacobian is a general property of a theory with linearized spectrum. The reason is that, in such a theory wavepackets do not spread, due to a linear dispersion relation, and thus the Jacobian must equal one. For example, in a one dimensional problem with a linear spectrum, in the semiclassical expression for the wavefunction the prefactor p
is absent. Taken literally, this leads to various anomalies, e.g., to the absence of a linear response to an electric field. In the one dimensional problem, this drawback is eliminated by incorporating a chiral anomaly into the theory. The bosonized theory reflects the anomaly as the Schwinger term in the right hand side of Eq.(2.1). The multidimensional problem, however, does not incorporate it in a proper way. More exactly, only the "longitudinal" part of it is present in Eq.(2.9), because the Fermi surface is assumed to be locally flat, while its actual non-zero curvature is responsible for the "transverse" part that leads to the Jacobian obtained above. Also, in our opinion, the same physical reason applies to all the divergences discussed in the previous subsection.
C. Regularization by scattering
We are going to introduce elastic scattering to regularize the expression for the tunneling current, similar to how it was done in one dimension. In a higher dimension, it turns out to be a more complicated procedure, because of the uncertainty of the particle path going to a given final point r. In one dimension, the path length would be simply |r|, however, in two dimensions, since the motion in the magnetic field is periodic, the particle can make 0, 1, 2, . . . complete circles before arriving at r. One can resolve this difficulty, by using the 14) and expanding the amplitude K in the following series form:
By comparing it to the exact one-dimensional Green's function, one can see that the l−th term in this expression can be interpreted as an amplitude of l rotations before arriving at r.
In this way, the path for each term is s l = R c |θ + 2πl|. Therefore, due to elastic scattering, each term is reduced by exp(−s l /l s ). In this way, the regularized amplitude takes the form:
The scattering acts as a cutoff to this sum. Effectively, it eliminates the contributions of the trajectories which wind around the orbit so many times that their length exceeds the scattering length l s .
In order to be able to apply this method, one has to have a ballistic situation, R c ≫ l s . If this is not the case, the use of a collisionless Fermi-liquid equation to determine the motion is incorrect. Therefore, this method enables one to deal only with a classically strong magnetic field.
D. Calculation of tunneling current
Finite width of the experimentally observed peak has been attributed to the fluctuations of barrier width [9] . Here we calculate the effect on tunneling current due an in-plane elastic scattering. We expect that the broadening of the peak due to momentum non-conserving scattering (no matter what origin) will be similar to that found in Sec.IV for the onedimensional problem.
To get the tunneling current from Eqs.(3.3) and (5.16), we continue K to real time:
Now one plugs this expression into Eq.(3.3) and integrates it. Here it is useful to reduce the integration over r to the integration over θ: d 2 r = 2πrdr = 2πR c sin θdθ, since 2R c sin θ/2 = r. The final answer reads
where τ s = l s /v F . Note that this expression is identical, up to a prefactor, to the result for free electrons in the dimension one, given by Eq.(4.10), and the same discussion applies here.
VI. INTERACTING ELECTRONS IN A MAGNETIC FIELD A. Effective interaction
In this subsection we treatF in Eq.(3.5). We start with an expansion of Eq.(3.5) in powers of F , and rewrite it as a sum of two terms:
The first term on the right hand side of Eq.(6.1) yields the free particle action (5.9) studied above. The "effective" interaction F in the second term is defined by the Fermi liquid ladder,
given by Eq.(6.2). As usual, Eq.(6.2) can be treated as a Dyson equation. It describes the screening of the interaction F by the electron gas.
To solve Eq.(6.2), we rewrite it aŝ
and use Eq.(5.3) for (ω + D) −1 . If F does not depend on angles (like for a density-density type interaction), a convolution gives
Here J n are Bessel functions.
Let us solve Eq. Thus, for ω ≪ ω c , Eq.(6.4) turns into
.
(6.5) By using asymptotical expressions for the Bessel function, one finds that for kR c ≫ 1 the interaction is screened, like in a metal, while for kR c ≪ 1 the behaviour is like in a dielectric.
This reflects localization of electrons by a magnetic field. In reaction to a small external electric field, the cyclotron orbits are shifted by a small distance along the field, and also start drifting perpendicular to the field. Effectively, this leads to a dielectric response to an external electric field.
B. Tunneling gap
The interaction contribution to the saddle point action is
is straightforward to find that
Integrating over ω, one finds S int − S f ree = |τ |∆, where
Since the action is linear in time, the quantity δ is the energy of a static configuration, which eventually forms at t ≫ 1/ω c after tunneling.
By analytic continuation of t, this contribution to the action turns
f ree e ±i∆t . Now, it is useful to integrate in Eq.(3.3), first over t, and then over dr. The integral over t can be easily evaluated by the residue method, since the time integration contour can be closed.
It turns out that, because of the position of the poles of K >(<) , the contribution of K > is zero unless eV > ∆, while the contribution of K < is zero unless eV < −∆. This leads to the result:
0 at −∆ < V < ∆ ; 8) where I f ree is given by Eq.(5.18).
Hence, the dI/dV curve has peaks at eV = ±∆, and a gap of the width 2∆ between them. The applicability of Eq.(6.8) is restricted to the vicinity of the peaks: it correctly gives the width of the gap and the current near the peak, but it does not hold deep inside the gap, near V = 0, because our simple approach to scattering breaks down at t ≫ τ s . In this limit, the character of charge spreading changes from ballistic to diffusive, and one has a Coulomb anomaly problem in a diffusive system (e.g., see Ref. [32] ).
C. Qualitative discussion
One can make a simple qualitative picture of the tunneling on the basis of Eqs. (6.1) and (6.5) . Note that the first term in Eq.(6.1) yields a solution of the non-interacting Fermi liquid equation, which is is localized on the cyclotron orbit in space, and in the limit ω c τ ≫ 1 possesses an axial symmetry. This solution has a δ−function singularity in the momentum space, because at each point of the orbit the particle momentum is tangential to it.
In the presence of interaction, the solution has an extra term, which can be obtained by applyingF to the solution for the non-interacting problem. First, since the operator F integrates over all angles in the momentum space, the resulting contribution to u n (r) is a smooth function in the momentum space. Also, one can see that it has a spatial scale
c ≫ R c (at this scale the denominator in Eq.(6.5) becomes the order of 1).
Therefore, the two terms of the total solution are:
(i) a quasiparticle like δ−function singularity, localized on the classical orbit; and
(ii) a smooth background.
In Ref. [16] the second contribution was derived hydrodynamically, while the first one was missed, since it corresponds to the ballistic motion of one particle and cannot be treated hydrodynamically. In fact, we think that the applicability of hydrodynamics for treating this problem is questionable, since one deals here with the collisionless limit. Nevertheless, our consideration justifies the picture of Ref. [16] , and corrects it only in the region r ∼ R c where hydrodynamics is not applicable. This region corresponds to the core of the "vortex" of Aleiner, Baranger, and Glazman. Nevertheless, it turns out that the contribution of the core to the gap becomes essential in the two-layer system, when the electron at one plane interacts with a hole on the other plane. In the one-layer system, where one should substract self-interaction from Eq.(6.7), the result of Ref. [16] gives the correct value of the gap.
The electrostatic energy of the core is determined by the inverse cyclotron radius (see Ref. [33] ), while the energy of the smooth background is proportional to a 
is the Debye screening length, l B = hc/eB is magnetic length), one has
10)
The magnetic length was chosen as an ultraviolet cutoff, since at this distance the semiclassical approximation breaks down.
The contribution (6.9) coincides with that found by a hydrodynamical approach in Ref. [16] , the only difference being the effect of screening by another plane. From Eq.(6.10)
one can see that the region k ≫ 1/r c does give the main contribution to the gap. It can be interpreted as the electrostatic energy of two uniformly charged rings of charge e, radius r 0 , at distance d from each other, l B being the effective ring thickness. These rings correspond
to an electron and a hole uniformly spread along their cyclotron orbits.
The contribution (6.10) is proportional to the magnetic field. In Refs. [7] , [9] a gap linear in the magnetic field was reported. Our result for the gap is in agreement with this data, however, numerically it is somewhat bigger. It is natural, since the real charge distribution during the tunneling is more smeared than in our calculation, because l B is not very small, and also because the thickness w of the 2D electron layer is comparable to the distance between electrons. Hence, our calculation gives only the upper bound to the gap.
D. Effect of a parallel field
Let us consider the effect of a magnetic field parallel to the layers. This is interesting because the field effect on the I −V curve reveals the spatial coherence of the tunneling. The parallel magnetic field does not affect the motion in the plane. However, the parallel field flux, "captured" between the electron and hole trajectories, will give an Aharonov-Bohm phase to the tunneling amplitude. Thus, the tunneling current will oscillate as the parallel field is swept.
To incorporate the parallel field in the formalism, one may write its vector potential One may note that the tunneling current suppression by a factor oscillating as a function of the parallel field is similar to the magnetic field effect on the critical current in a wide
Josephson contact.
Note that the scale of spatial coherence R c is much less than the scale of the charge spreading during the tunneling, which is given by a 0 ∼ 1/B 2 .
For an ideal two dimensional system, the current dependence on B factors out because the parallel field does not affect the motion in the plane. For real wells of finite width, the factorization (6.12) should still be a good approximation at small B ⊥ , when the cyclotron radius is big compared to the well width. However, since the parallel field will squeeze the states in the wells, and effectively increase the barrier width, the tunneling rate may acquire an additional non-oscillatory suppression factor.
VII. CONCLUSION
The multi-dimensional bosonization technique is capable of dealing with the long wavelength excitations in a Fermi liquid. We applied this formalism to study tunneling into a
Fermi liquid in a magnetic field, where one has to account for the Fermi liquid response to injection or removal of an electron. In the absence of the field, there is a peak of the tunneling conductance near zero bias. In a finite field, the peak is shifted to higher voltage, and a tunneling gap is formed. We calculate the gap at the field weaker than the Quantum
Hall field, and find that it scales linearly with the field. We compare these results with the many-body calculation, and with experiments.
A particular advantage of the bosonization method is that it gives an explicit relation with the classical dynamics of cyclotron motion, and with cyclotron orbits. We find that the tunneling is spatially coherent on the scale set by the cyclotron radius, and propose to probe this coherence by a magnetic field parallel to the barrier. The effect of the parallel field on the tunneling is due to an Aharonov-Bohm phase in the tunneling amplitude, which leads to oscillations of the current taken as a function of the parallel field. 
Since we are dealing with the limit eV ≪hω c , only the 0−th term is essential, and one arrives at Eq.(6.12). Finally, Eq.(6.12) predicts the total suppression of the tunneling current at certain values of B , given by the roots of the Bessel function J 0 . However, near these points the current I(B ) vanishes. This is an artifact of the approximation. If one keeps the higher order terms in Eq.(B4), the minimal values of the current become positive.
