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Abstract
We give an approximation to the sum of non-integral powers of positive integers which is a natural
generalization of Faulhaber’s formula for the sum of integral powers of positive integers.
 2004 Elsevier Inc. All rights reserved.
Let k and N be positive integers. Faulhaber’s formula for the sum of the kth powers of
the first N positive integers is
N∑
n=1
nk = (k + 1)−1
k+1∑
j=1
(−1)δjk
(
k + 1
j
)
Bk+1−jNj . (1)
In (1) the numbers Bm are Bernoulli numbers and the
(
h
i
)
are binomial coefficients. Ref-
erences are [1] and [3]. For the history of the formula we refer the reader to [2]. While
we have not seen them ourselves, the significant early references are Johann Faulhaber’s
Academia algebrae of 1631 and Jakob Bernoulli’s Ars conjectandi of 1713.
When the powers being summed are not integral, there is no perfect analogue of Faul-
haber’s formula. One does have the following formula in terms of the Hurwitz zeta func-
tion1 ζ(z, a) (see [5]):
E-mail address: Hal.Parks@orst.edu.
1 The Hurwitz zeta function is given by
ζ(z, a) =
∞∑
n=0
(n + a)−z,
for Re(z) > 1, and by analytic continuation at other values of z (except the pole at z = 1). A reference is [6,
Chapter 13].0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
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n=1
nα = ζ(−α,1) − ζ(−α,N + 1). (2)
Unfortunately, the sum of powers on the left-hand side of (2) is more transparent than the
difference of zeta functions on the right-hand side.
Motivated by the proof of Faulhaber’s formula for k = 1 in which one writes
(n + 1/2)2 − (n − 1/2)2 = 2n
and sums the telescoping series
N∑
n=1
[
(n + 1/2)2 − (n − 1/2)2]
to obtain
2
N∑
n=1
n = (N + 1/2)2 − 1/4,
we have found the following result.
Theorem 1. Suppose α > −1 is not an integer. Define J and β by requiring
J to be even, 1 > β > −1, and α = J + β.
Then there is a polynomial Pα[X] of degree J and a finite real constant Cα such that
N∑
n=1
nα − (N + 1/2)β+1Pα[N + 1/2] → Cα
as N → ∞; moreover, the coefficients of odd degree powers of X in Pα[X] all vanish.
Remark 2.
(1) The preceding theorem allows us to approximate the sum of non-integral powers of
the first N positive integers using a formula similar to the Faulhaber formula.
(2) The theorem is still true if α is a non-negative integer, but, in that case, it is just a
consequence of Faulhaber’s formula.
(3) Since the preceding theorem seems to answer a natural question that could have been
posed by Bernoulli, it is remarkable that we have not been able to find the result in the
literature. We thank Kevin McGown for asking us the question.
Our starting point is the binomial theorem. Among many possible references, one is [6,
§5.4].
Newton’s binomial formula. If −1 < t < 1, then
(1 + t)γ = 1 +
∞∑(γ
r
)
tr ,r=1
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γ
r
)
= (γ )r
r! =
γ (γ − 1) · · · (γ − r + 1)
r! .
Lemma 3. For any positive integer N and any real γ , it holds that
(N + 1/2)γ+1 = 2−(γ+1) + (γ + 1)
N∑
n=1
nγ +
N∑
n=1
∞∑
k=1
(
γ + 1
2k + 1
)
2−2knγ−2k.
Proof. For n = 1,2, . . . , we apply the binomial formula to (1 + 2−1n−1)γ+1 and to
(1 − 2−1n−1)γ+1 to obtain
(n + 1/2)γ+1 = nγ+1(1 + 2−1n−1)γ+1 = nγ+1 + ∞∑
r=1
(
γ + 1
r
)
2−rnγ−r+1
and
(n − 1/2)γ+1 = nγ+1(1 − 2−1n−1)γ+1 = nγ+1 + ∞∑
r=1
(
γ + 1
r
)
(−1)r2−rnγ−r+1.
Subtracting these two equations, we obtain
(n + 1/2)γ+1 − (n − 1/2)γ+1 =
∞∑
k=0
(
γ + 1
2k + 1
)
2−2knγ−2k. (3)
Summing from n = 1 to n = N , we obtain
(N + 1/2)γ+1 − 2−(γ+1) =
N∑
n=1
∞∑
k=0
(
γ + 1
2k + 1
)
2−2knγ−2k
= (γ + 1)
N∑
n=1
nγ +
N∑
n=1
∞∑
k=1
(
γ + 1
2k + 1
)
2−2knγ−2k,
and the result follows. 
Theorem 4. For any real β < 1, it holds that
lim
N→∞
[
(N + 1/2)β+1 − (β + 1)
N∑
n=1
nβ
]
= 2−(β+1) +
∞∑
k=1
(
β + 1
2k + 1
)
2−2kζ(2k − β), (4)
where ζ(z) is Riemann’s zeta function given by
ζ(z) =
∞∑
n=1
n−z,
for Re(z) > 1 (see, for instance, [4]).
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Since, for 1 k, it holds that ζ(2k − β) ζ(2 − β) < ∞ and since all the binomial coef-
ficients
(
β+1
2k+1
)
have the same sign, it suffices to show that
∞∑
k=1
(
β + 1
2k + 1
)
2−2k
is convergent. But (3) with n = 1, tells us that
(
3
2
)β+1
−
(
1
2
)β+1
=
∞∑
k=0
(
β + 1
2k + 1
)
2−2k
and the result follows. 
Corollary 5. Suppose 1 > β > −1 and β = 0. Then Theorem 1 holds with Pβ [X] equal to
the constant polynomial 1/(β + 1) and with Cβ defined by requiring −(β + 1)Cβ to equal
the right-hand side of (4).
Proof of Theorem 1. By Corollary 5, we may suppose α > 1. Proceeding inductively, we
may suppose the result has been proved for α − 2, α − 4, . . . , α − J = β . Recall that J is
even and set K = J/2.
By Lemma 3, we have
(N + 1/2)α+1 − (α + 1)
N∑
n=1
nα = 2−α−1 +
K∑
k=1
(
α + 1
2k + 1
)
2−2k
N∑
n=1
nα−2k
+
∞∑
k=K+1
(
α + 1
2k + 1
)
2−2k
N∑
n=1
nα−2k.
By our induction hypothesis, we have
N∑
n=1
nα−2k − (N + 1/2)β+1Pα−2k[N + 1/2] → Cα−2k as N → ∞.
By the same argument as was used in the proof of Theorem 4, we have
∞∑
k=K+1
(
α + 1
2k + 1
)
2−2k
N∑
n=1
nα−2k →
∞∑
k=K+1
(
α + 1
2k + 1
)
2−2kζ(α − 2k) as N → ∞.
Thus we have
N∑
nα − (N + 1/2)β+1(α + 1)−1n=1
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[
(N + 1/2)J −
K∑
k=1
(
α + 1
2k + 1
)
2−2kPα−2k[N + 1/2]
]
→ − (α + 1)−1
[
2−α−1 +
K∑
k=1
(
α + 1
2k + 1
)
2−2kCα−2k
+
∞∑
k=K+1
(
α + 1
2k + 1
)
2−2kζ(α − 2k)
]
as N → ∞,
so if we set
Pα[X] = (α + 1)−1
[
XJ −
J/2∑
k=1
(
α + 1
2k + 1
)
2−2kPα−2k[X]
]
,
then the result follows. 
Some specific cases of interest are obtained using the following corollary.
Corollary 6. For 1 > β > −1, β = 0, it holds that
Pβ ≡ 1
β + 1 ,
Pβ+2[X] = 1
β + 3X
2 − β + 2
24
,
Pβ+4[X] = 1
β + 5X
4 − β + 4
24
X2 + (β + 4)(β + 3)(β + 2) 7
27 · 32 · 5 .
Example 7. Taking β = −1/2 and β = 1/2 in the preceding corollary, we obtain
N∑
n=1
n−1/2 ≈ 2(N + 1/2)1/2,
N∑
n=1
n1/2 ≈ (2/3)(N + 1/2)3/2,
N∑
n=1
n3/2 ≈ (2/5)(N + 1/2)5/2 − (1/16)(N + 1/2)1/2,
N∑
n=1
n5/2 ≈ (2/7)(N + 1/2)7/2 − (5/48)(N + 1/2)3/2,
N∑
n=1
n7/2 ≈ (2/9)(N + 1/2)9/2 − (7/48)(N + 1/2)5/2 − (49/3072)(N + 1/2)1/2,
N∑
n9/2 ≈ (2/11)(N + 1/2)11/2 − (3/16)(N + 1/2)7/2 − (49/1024)(N + 1/2)3/2.n=1
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Comparison when N = 100
α
∑100
n=1 nα Fα[100]
1.1 7,626.432 7,626.500
1.3 17,508.449 17,508.492
1.5 40,501.225 40,501.250
1.7 94,292.320 94,292.333
1.9 220,736.272 220,736.275
2.1 519,208.073 519,208.070
2.3 1,226,367.034 1,226,367.028
2.5 2,907,351.199 2,907,351.190
2.7 6,915,041.751 6,915,041.741
2.9 16,495,396.938 16,495,396.926
3.1 39,452,472.419 39,452,472.411
3.3 94,584,546.671 94,584,546.665
3.5 227,251,388.711 227,251,388.707
3.7 547,080,802.997 547,080,802.994
3.9 1,319,420,976.438 1,319,420,976.437
4.1 3,187,419,869.629 3,187,419,869.630
4.3 7,711,936,166.102 7,711,936,166.105
4.5 18,685,568,127.128 18,685,568,127.131
4.7 45,333,964,282.742 45,333,964,282.746
4.9 110,122,473,121.565 110,122,473,121.571
As a simple illustration, in Table 1, we give a comparison, for the case N = 100, of∑N
n=1 nα and Fα[N] = (N + 1/2)β+1Pα[N + 1/2]. This modest value of N = 100 was
chosen to avoid any delicate issues of numerical analysis and so that the table would not
be too large.
Remark 8. In the spirit of [3, Eq. (4)], still supposing 1 > β > −1, β = 0, by Lemma 3,
we see that

(N + 1/2)β+1
(N + 1/2)β+3
(N + 1/2)β+5
...


differs from

β + 1 0 0 · · ·
2−2
(
β+3
3
)
β + 3 0 · · ·
2−4
(
β+5
5
)
2−2
(
β+5
3
)
β + 5 · · ·
...
...
...




∑N
n=1 nβ∑N
n=1 nβ+2∑N
n=1 nβ+4
...


by constants and sums of powers of n of degree β − 2 and smaller. Since the first  rows
of the inverse of a lower-triangular matrix can be computed from the first  rows of the
original matrix, this approach gives us an algorithm for generating the coefficients of the
H.R. Parks / J. Math. Anal. Appl. 297 (2004) 343–349 349polynomial Pβ+2. Thus we see that

∑N
n=1 nβ∑N
n=1 nβ+2∑N
n=1 nβ+4
...


differs from

1
β+1 0 0 · · ·
−β+223·3 1β+3 0 . . .
7(β+4)(β+3)(β+2)
27·32·5 −β+423·3 1β+5 . . .
...
...
...




(N + 1/2)β+1
(N + 1/2)β+3
(N + 1/2)β+5
...


by constants and sums of powers of n of degree β − 2 and smaller.
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