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Abstract
Deep machine learning (DML) is a promising field of research that has enjoyed much
success in recent years. Two of the predominant deep learning architectures studied in
the literature are Convolutional Neural Networks (CNNs) and Deep Belief Networks
(DBNs). Both have been successfully applied to many standard benchmarks with a
primary focus on machine vision and speech processing domains.
Many real-world applications involve time-varying signals and, consequently,
necessitate models that efficiently represent both temporal and spatial attributes.
However, neither DBNs nor CNNs are designed to naturally capture temporal
dependencies in observed data, often resulting in the inadequate transformation of
spatio-temporal signals into wide spatial structures. It is argued that deep machine
learning without proper temporal representation mechanisms is unable to extract
meaningful information from many time-varying natural signals.
Another clear emerging need is in growing deep learning architectures with the
size of the problem at hand, suggesting that such architectures should map well to
custom hardware platforms. The latter offer much better performance than that
achievable using CPUs or even GPUs. Analog computation is a unique potential
solution to the scalability challenge offering the benefits of low power consumption
and smaller physical size when compared to digital implementations. However, these
benefits come with the consequence of inaccurate computations and noise.
This work presents an enhanced formulation of DeSTIN - a Deep Spatio-Temporal
Inference Network (DeSTIN) that is inherently designed to capture both spatial and

v

temporal dependencies in the data provided. The regular structure of DeSTIN, its
computational requirements, and local connectivity render it hardware-efficient and
highly scalable. Implementation of DeSTIN using analog computation is studied
in detail, where the architectural robustness to various distortions in its signals is
demonstrated. To the best of our knowledge, this is the first time custom analog
hardware has been developed for deep machine learning.

Key enhancements to

previous formulations of DeSTIN are discussed in detail and results on standard
benchmarks are presented. This work helps pave the way for advancing deep learning
to address some of the long-standing challenges in machine learning.

vi

Table of Contents
1 Introduction

1

1.1

Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

1.2

DeSTIN - A Compositional DML Architecture . . . . . . . . . . . . .

3

1.3

Benefits of Analog Architectures . . . . . . . . . . . . . . . . . . . . .

4

1.4

Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5

1.5

Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6

1.6

Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

2 Background and Literature Review
2.1

8

Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

2.1.1

Unsupervised Learning . . . . . . . . . . . . . . . . . . . . . .

9

2.1.2

Supervised Learning . . . . . . . . . . . . . . . . . . . . . . .

13

2.1.3

Semi-Supervised Learning . . . . . . . . . . . . . . . . . . . .

17

Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . .

18

2.2.1

Principal Component Analysis . . . . . . . . . . . . . . . . . .

19

2.2.2

Auto-encoders . . . . . . . . . . . . . . . . . . . . . . . . . . .

20

2.3

Image Whitening . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

20

2.4

Deep Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . .

21

2.4.1

Convolutional Neural Networks . . . . . . . . . . . . . . . . .

21

2.4.2

Deep Belief Networks . . . . . . . . . . . . . . . . . . . . . . .

23

2.2

vii

3 The DeSTIN Architecture

25

3.1

Incremental Clustering . . . . . . . . . . . . . . . . . . . . . . . . . .

28

3.2

The DeSTIN Node Revisited . . . . . . . . . . . . . . . . . . . . . . .

31

3.2.1

Recurrent Clustering . . . . . . . . . . . . . . . . . . . . . . .

31

3.2.2

Recurrent Clustering Models a Markov Chain . . . . . . . . .

34

3.2.3

Decay of Temporal Information . . . . . . . . . . . . . . . . .

37

3.2.4

Enhanced Cortical Circuit . . . . . . . . . . . . . . . . . . . .

38

3.3

Supervised Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . .

41

3.4

Scaling DeSTIN to CIFAR-10 . . . . . . . . . . . . . . . . . . . . . .

44

3.4.1

Sampling more movements nodes does not address shifts in
features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

45

3.4.2

Convolutional DeSTIN . . . . . . . . . . . . . . . . . . . . . .

45

3.4.3

Providing Unique Subsamples to Ensemble Members . . . . .

46

4 Implications of Analog Computation Inaccuracies
4.1

4.2

4.3

49

Generic Analog Clustering Model . . . . . . . . . . . . . . . . . . . .

50

4.1.1

Input Variation . . . . . . . . . . . . . . . . . . . . . . . . . .

51

4.1.2

Update Asymmetry and Variation . . . . . . . . . . . . . . . .

51

4.1.3

Memory Adaptation Variation . . . . . . . . . . . . . . . . . .

53

4.1.4

Distance Error . . . . . . . . . . . . . . . . . . . . . . . . . .

54

4.1.5

Distance Comparison . . . . . . . . . . . . . . . . . . . . . . .

55

4.1.6

Additive Noise . . . . . . . . . . . . . . . . . . . . . . . . . .

56

4.1.7

Resulting Generic Clustering Model . . . . . . . . . . . . . . .

56

4.1.8

Belief State Inaccuracy . . . . . . . . . . . . . . . . . . . . . .

57

Final Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

58

4.2.1

Errors in Centroid Updates . . . . . . . . . . . . . . . . . . .

58

4.2.2

Errors in Belief State Calculation . . . . . . . . . . . . . . . .

61

Effects of Analog Inaccuracies on DeSTIN . . . . . . . . . . . . . . .

62

4.3.1

62

Effect of Gain Errors . . . . . . . . . . . . . . . . . . . . . . .

viii

4.3.2

Effect of Belief Normalization Error. . . . . . . . . . . . . . .

63

4.3.3

Effect of Additive Noise . . . . . . . . . . . . . . . . . . . . .

64

4.3.4

Effects of Additive Noise on Depth . . . . . . . . . . . . . . .

65

5 Experimental Results
5.1

5.2

5.3

5.4

66

Standard Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . .

66

5.1.1

MNIST Dataset . . . . . . . . . . . . . . . . . . . . . . . . . .

66

5.1.2

PEMS-SF Dataset . . . . . . . . . . . . . . . . . . . . . . . .

68

5.1.3

CIFAR-10 Dataset . . . . . . . . . . . . . . . . . . . . . . . .

69

Demonstrative Results . . . . . . . . . . . . . . . . . . . . . . . . . .

69

5.2.1

Recurrent Clustering Temporal Representation Abilities . . . .

71

5.2.2

Supervised Clustering

. . . . . . . . . . . . . . . . . . . . . .

73

Maximum Performance on Standard Benchmarks . . . . . . . . . . .

75

5.3.1

MNIST Results . . . . . . . . . . . . . . . . . . . . . . . . . .

75

5.3.2

PEMS-SF Results . . . . . . . . . . . . . . . . . . . . . . . . .

77

5.3.3

CIFAR-10 Results . . . . . . . . . . . . . . . . . . . . . . . . .

78

System-Level Impacts: Modeling Inaccuracies . . . . . . . . . . . . .

80

5.4.1

Generic Clustering Model Results . . . . . . . . . . . . . . . .

80

5.4.2

Evaluation of Final Design . . . . . . . . . . . . . . . . . . . .

82

6 Discussion and Future work

98

6.1

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

98

6.2

Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

99

Bibliography

101

Appendix

112

Ensembles Operating on Unique Subsets of DeSTIN Beliefs . . . . . . . . . 113
Vita

117

ix

List of Tables
5.1

Comparison of Results on MNIST . . . . . . . . . . . . . . . . . . . .

77

5.2

Comparison of Results on PEMS-SF . . . . . . . . . . . . . . . . . .

77

5.3

Comparison of Results on CIFAR-10 . . . . . . . . . . . . . . . . . .

79

5.4

Noise Degradation to Guessing . . . . . . . . . . . . . . . . . . . . . .

94

x

List of Figures
2.1

This dendrogram represents the results of hierarchical clustering. . . .

2.2

A support vector machine attempts to find the hyperplane that

11

maximizes the distance (arrows in figure) between itself and the nearest
training samples. The support vectors are the samples nearest to the
hyperplane and are shown as solid circles and squares in this figure. .
2.3

15

Convolutional Neural Network: This figure is depicts a CNN with two
convolutional layers and two sub-sampling layers. This example has 3
hidden units in the first convolutional layer and 5 hidden units in the
second convolutional layer. . . . . . . . . . . . . . . . . . . . . . . . .

3.1

22

Typical use of DeSTIN in an image classification task. (TOP) The
images are provided to the bottom layer nodes.

(MIDDLE) The

bottom layer viewing window is scanned over the image in a specific
pattern. Belief states from specific movements are saved as indicated
by the black dots. (BOTTOM) The belief states must represent the
sequence of inputs provided to each node.
3.2

. . . . . . . . . . . . . . .

26

Typical use of DeSTIN in an image classification task. The images are
provided to DeSTIN which generates features that are supplied to a
classifier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xi

28

3.3

Typical use of DeSTIN in an image classification task. DeSTIN’s
receptive field (bottom layer inputs) is scanned across the image. Belief
states from specific movements are saved to be used as features to
a classifier. Thus the belief states from a specific movement must
characterize the inputs seen before that movement. . . . . . . . . . .

3.4

29

In recurrent clustering the previous belief is latched and augmented to
the input over which clustering is performed. . . . . . . . . . . . . . .

32

3.5

A two-state Markov Chain . . . . . . . . . . . . . . . . . . . . . . . .

34

3.6

(TOP) The distribution of the input vectors at t = 0.
Distribution and centroids at t  0 (p=0.5,q=0.5).

(LEFT)
(RIGHT)

Distribution and centroids at t  0 (p=0.5,q=0.9). . . . . . . . . . .
3.7

Two centroids and a subset of input vectors, A, that generate the same
belief state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.8

36

38

A 4-layer DeSTIN architecture illustrating the bottom-up and topdown signaling that is involved. All nodes operate independently and
in parallel such that each layer is delayed by one unit of time relative
to the layer below it. . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.9

40

A case where supervised clustering improves the clustering model.
(Top) Without labels to drive centroids toward intra-class regularities,
the resulting model does not separate the classes well. (Bottom) Once
labels are used, the centroids are able to discover intra-class regularities
and are able to separate the classes well. . . . . . . . . . . . . . . . .

42

3.10 A case where supervised clustering degrades the clustering model.
(Top) Without labels driving the clustering, the data is well represented
and a clustering model is formed that represents the data well.
(Bottom) Once labels are introduced, the none of the resulting
centroids ends up representing only a single class. . . . . . . . . . . .

43

3.11 Convolutional DeSTIN . . . . . . . . . . . . . . . . . . . . . . . . . .

46

xii

4.1

This is a block diagram of an analog clustering circuit courtesy of Junjie
Lu. oi refers to the dimension i of the input. . . . . . . . . . . . . . .

50

4.2

Input Gain Error: No error versus 4x error. . . . . . . . . . . . . . .

52

4.3

Centroid Offset Error: Varying amounts of asymmetry in updates.

.

53

4.4

Memory Adaptation Bias Error . . . . . . . . . . . . . . . . . . . . .

54

4.5

Illustration of a distance calculation error within the clustering process. 56

4.6

This figure gives the design of the analog clustering circuit design. It
represents a single dimension of a single centroid. (Top) This diagram
shows the configuration of the circuit during the centroid update phase.
(Bottom) This diagram shows the configuration of the circuit during
the belief state calculation phase. . . . . . . . . . . . . . . . . . . . .

5.1

MNIST Image Examples. There are 10 classes of images, and each
image is a 28x28 gray-scale image. . . . . . . . . . . . . . . . . . . . .

5.2

68

CIFAR-10 Image Examples. There are 10 classes of images, and each
image is a 32 × 32 RGB image. . . . . . . . . . . . . . . . . . . . . .

5.4

67

MNIST ”Z” Movement Sequence: The black dots indicate movements
from which belief states are saved. . . . . . . . . . . . . . . . . . . . .

5.3

59

70

Frequency Doubler results: (Top) The target vs. output plot is given
for recurrent clustering and for a case where only the current value
of the input is provided to the clustering algorithm. The period of
the original signal is 24 sample units. (Bottom) The ability of the
algorithm to capture information in long period sine waves is evaluated. 72

5.5

Sequence Detection Results: This plot illustrates the average classification accuracy as a function of the length of the sequence of interest.
The recurrent clustering algorithm is resourced with a varying number
of centroids. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xiii

73

5.6

MNIST results using supervised clustering. The classification accuracy
(left) and the average centroid variance (right) are plotted against the
label weight β. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5.7

PEMS-SF results using supervised clustering.

74

The classification

accuracy (left) and the average centroid variance (right) are plotted
against the label weight β. . . . . . . . . . . . . . . . . . . . . . . . .
5.8

CIFAR-10 results using supervised clustering.

74

The classification

accuracy (left) and the average centroid variance (right) are plotted
against the label weight β. 75 centroids per node were used to obtain
these results.
5.9

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

74

Large movement sequence used for better performance on MNIST. . .

76

5.10 Clean (left) and noisy (right) synthetic clustering data used for
evaluation of analog computation inaccuracies . . . . . . . . . . . . .

80

5.11 Accuracy vs. level of error (σ): Gain Errors on Clean Dataset (left)
and Noisy Dataset (right): This figure illustrates that the update and
input errors have the lowest impact on performance, while noise has
the most significant impact. . . . . . . . . . . . . . . . . . . . . . . .

82

5.12 Accuracy vs. level of error (σ): Additive Errors on Clean Dataset (left)
and Noisy Dataset (right): the update and input errors have the lowest
impact, while the remaining error components have an impact similar
to that of the additive noise of the same level. . . . . . . . . . . . . .

83

5.13 Analog MNIST Classification Results . . . . . . . . . . . . . . . . . .

84

5.14 Analog PEMS-SF Classification Results . . . . . . . . . . . . . . . . .

85

5.15 Analog CIFAR-10 Classification Results

86

. . . . . . . . . . . . . . . .

5.16 G4 Error and MNIST: Classification results compared to Second Layer
Centroid Variance . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

87

5.17 G4 Error and PEMS-SF: Classification results compared to Second
Layer Centroid Variance . . . . . . . . . . . . . . . . . . . . . . . . .

xiv

88

5.18 G4 Error and CIFAR-10: Classification results compared to Second
Layer Centroid Variance . . . . . . . . . . . . . . . . . . . . . . . . .
5.19 Percent non-zero belief elements versus tn

. . . . . . . . . . . . . . .

89
90

5.20 Noise and MNIST: Classification results compared to Second Layer
MDBC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

91

5.21 Noise and PEMS-SF: Classification results compared to Second Layer
MDBC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

92

5.22 Noise and CIFAR-10: Classification results compared to Second Layer
MDBC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

93

5.23 Depth,Noise, and MNIST: Classification results using only upper layer
beliefs compared to using beliefs from all layers. . . . . . . . . . . . .

95

5.24 Depth,Noise, and PEMS-SF: Classification results using only upper
layer beliefs compared to using beliefs from all layers. . . . . . . . . .

96

5.25 Depth,Noise, and CIFAR-10: Classification results using only upper
layer beliefs compared to using beliefs from all layers. . . . . . . . . .

97

A.1 MNIST: Classification accuracy versus percentage of features provided
to each classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.2 PEMS-SF: Classification accuracy versus percentage of features provided to each classifier . . . . . . . . . . . . . . . . . . . . . . . . . . 115
A.3 CIFAR-10: Classification accuracy versus percentage of features provided to each classifier . . . . . . . . . . . . . . . . . . . . . . . . . . 116

xv

Chapter 1
Introduction
In this chapter, the field of deep learning will be introduced and the research to be
presented throughout the remainder of this dissertation will be outlined. The work
presented in this dissertation focuses on a particular deep learning architecture known
as Deep Spatio-Temporal Inference Networks (DeSTIN).

1.1

Deep Learning

Deep learning is a field that is currently receiving a large amount of attention. A
recent article listed it as a “Top Ten Breakthrough Technology”of 2013 (Hof, 2013),
and Google’s success in using it to categorize millions of YouTube videos (Le et al.,
2012) has put the technology in the spotlight of many news sources. While these
success stories have received much attention, deep learning remains a very active
area of research. Some of the key challenges still faced by the research community
include devising methods to train such architectures, establishing their scalability
properties as well as the ability to mapped well to massive parallel architectures.
Moreover, inherently capturing temporal dependencies in natural signals remains
largely unaddressed.
Developing models that allow computers to achieve intelligence has long been a
focus of research. In order to work with problems that demonstrate intelligence, the
1

systems designed must be able to work with the large amounts of features and highdimensional data that are associated with these types of problems. In short, these
systems must deal with the “curse of dimensionality”(Bellman, 1957), or the fact that
the complexity of learning problems grows exponentially with the dimensionality of
the data involved. The conventional approach to addressing this challenge involves
utilizing human-domain knowledge to map problems to smaller feature spaces - a
process which is often difficult and has little application outside very specific domains
(Duda et al., 2000).
The definition of a deep architecture is a model that is comprised of multiple layers
of non-linear transformations (Bengio, 2009; Bengio et al., 2013; Schmidhuber, 2014).
While this definition describes the necessary components of a deep learning method,
it does not describe the purpose, use cases, or motivation for deep learning. Deep
learning attempts to remove or reduce the need for domain knowledge in machine
learning tasks and learn features directly from the data. Deep learning methods are
currently the state of the art for many object recognition tasks. They achieve this
without any prior information of the task other than the fact that the task is to
classify images. They do not pre-configured with the knowledge that certain objects
are frequently a particular color or that certain objects contain hard edges. They are
not even pre-configured to detect particular patterns in the images such as edges or
particular shapes.
Deep learning methods seek to learn a hierarchy of features where features at the
higher layers are constructed from features formed at the lower layers (Bengio, 2009).
Automatically learning these features with multiple levels of abstraction is the key to
avoiding the need for human-engineering of features. The depth of the architecture
refers to these layers of increasing abstraction, which are based on recent research
of the mammalian brain suggesting that the brain learns through the construction
of multiple layers of abstraction. This hierarchy of abstraction is the mechanism
that allows deep architectures to learn complex representations with little human
intervention or knowledge of the problem domain (Bengio and LeCun, 2007).
2

It is important to note that although deep architectures may appear to overcome
the curse of dimensionality that large data presents, in reality they do so by taking
advantage of the fact that some structure or locality exists in natural signals, which
allows sparsity to exist in the architectures.

Without taking advantage of this

structure, the problem would still exist. In order to take advantage of the locality,
deep learning methods represent relationships between spatially close signals with
greater detail while letting distant signals be represented with less detail. This is a
direct consequence of the increasing level of abstraction, or decreasing level of detail,
that results as signals move up through the hierarchies used. Though much of the
current research focuses on representing images, deep learning methods can be used
to discover structure of any modality Ngiam et al. (2011) with one successful example
being music signals Hamel and Eck (2010) and another is speech recognition (Hinton
et al., 2012).

1.2

DeSTIN - A Compositional DML Architecture

This work focuses on DeSTIN - a compositional deep machine learning architecture.
Compositional deep learning architectures are a particular family of DML systems
characterized by hosting multiple instantiations of a basic cortical circuit (or node)
that populates all layers of the hierarchy. Every node learns to represent the sequences
of patterns presented to it by a unique subset of nodes in the layer below it. The
nodes at the very lowest layer of the hierarchy operate on input data and construct a
belief state that tries to characterize the sequences of patterns observed in a compact
manner. All the layers above the input layer operate on the belief states of nodes
in the layer below and construct their own belief states that capture regularities
in this space. The learning process in this type of DML architecture aims to form a
hierarchical feature space that can be employed by classification or regression models.
The learning process at each node consists of exposing it to a large set of observations
and allowing the salient attributes of these observations to be captured. The resulting
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feature space should exhibit invariance to common distortions and variations in the
observations in order for the representations to be robust.

1.3

Benefits of Analog Architectures

The future of deep learning methods will lead to working with datasets of increasing
dimensionality.

In order to work with these large datasets, the computational

complexity and storage requirements involved in the training of DML architectures
must be addressed (Erhan et al., 2009).

While there has been some work in

implementing CNNs using FPGAs (Farabet et al., 2011, 2009, 2010), current research
has stopped short of actually creating custom hardware implementations in either
analog or digital technology. This research aims to enable deep learning to utilize the
power and speed advantages of analog hardware. Custom analog circuitry provides
a way to address the limitations of general purpose computers and digital VLSI
technology. The physical density of the building blocks of a DML system are critically
important to achieving the largest possible system provided a cost or physical size
constraint. Analog computation circuitry can provide an implementation that uses
one to two orders of magnitude less area than comparable digital technology and often
provides a significant reduction in power consumption. Both of these attributes will
become ever more important to DML architectures, which are designed to work on
large datasets, as they are moved closer to the sensors that provide the data they work
on in order to avoid sending large amounts of data over bandwidth limited networks.
In analog computation the natural physics of the devices provides the mechanism
for achieving this large improvement in density. For example, when using electric
currents to represent values, simple nodal analysis tells us we can perform addition
by just wiring these values together. The benefits that can be achieved in area and
power do come with disadvantages, such as offset errors, gain errors, and various noise.
However, the feedback that exists in most learning systems often helps to naturally
compensate for these inaccuracies. The brain is known to be comprised of highly noisy,
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inaccurate neuron activations and interconnection signals. Many of the behavioral
responses of animals occur in time periods around 30 ms long (Bialek et al., 1991),
and if neural signals are integrated over comparable time windows, they usually have
a signal-to-noise ratio (SNR) in the range of 1-10 (Bialek et al., 1991; de Ruyter van
Steveninck et al., 1997; van Rossum et al., 2003). SNRs of this level can easily
be achieved in moderate precision analog electronics. The low SNR requirements
of neural systems provide an opportunity to relax the accuracy requirements for
electronic computational primitives in order to allow aggressive optimization for area
and power consumption.

1.4

Contributions

The contributions of this research work include:
• Introduction of a recurrent clustering algorithm that is able to encode temporal
information into the belief states of DeSTIN nodes.
• A supervised training scheme for DeSTIN that drives it to not only discover
regularities, but to focus on regularities relevant to the task at hand.
• A modified DeSTIN architecture - Convolutional DeSTIN - that allows DeSTIN
to be applied to natural images instead of being confined to more structured
handwritten digit images.
• A DeSTIN architecture that maps well to parallel and custom analog circuitry
both in theory, such that nodes can operate in parallel and leverage the benefits
of analog design, and in practice, such that an implementation using these
technologies is a practical task.
• A detailed study of the effect inaccuracies introduced by analog computational
elements have upon custom DeSTIN architecture realizations.
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1.5

Publications

The following publications have appeared, addressing various parts of the research
conducted in this work.
• S. Young, J. Lu, J. Holleman, I. Arel ”On the Impact of Approximate
Computation in Analog Deep Machine Learning,” IEEE Transactions on Neural
Networks and Learning Systems, May 2014
• S. Young, A. Davis, A. Mishtal, I. Arel, ”Hierarchical Spatiotemporal Feature
Extraction using Recurrent Online Clustering,” Pattern Recognition Letters,
January, 2014
• S. Young, I. Arel, ”Recurrent Clustering for Unsupervised Feature Extraction
with Application to Sequence Detection,” in Proc.

IEEE International

Conference on Machine Learning and Applications (ICMLA), December, 2012
• S. Young, I. Arel, T. Karnowski, D. Rose, ”A Fast and Stable Incremental
Clustering Algorithm,” in Proc. 7th International Conference on Information
Technology (ITNG), April, 2010
Additionally, this work has supported the design of an analog clustering chip and
a small-scale analog DeSTIN implementation presented in the following publications.
• J. Lu, S. Young, I. Arel, J. Holleman, ”A 1 TOPS/W Analog Deep MachineLearning Engine with Floating-Gate Storage in 0.13 um CMOS,” to appear in
IEEE Journal of Solid State Circuits, January, 2015
• J. Lu, S. Young, I. Arel, J. Holleman, ”A 1TOPS/W Analog Deep Machine
Learning Engine with Floating-Gate Storage in 0.13um CMOS,” in Proc. 2014
IEEE international Solid-State Circuits Conference (ISSCC), February, 2014
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• J. Lu, S. Young, I. Arel, J. Holleman, ”An Analog Online Clustering Circuit
in 130nm CMOS,” in Proc.

IEEE Asian Solid-State Circuits Conference,

November, 2013

1.6

Dissertation Outline

In Chapter 2, an introduction to machine learning techniques necessary to understand
deep machine learning and DeSTIN is provided along with an overview of the primary
deep learning architectures studied in the literature. Chapter 3 introduces DeSTIN
and the contributions made in enhancing it relative to its previous formulation.
Chapter 4 discusses the implications of implementing DeSTIN in custom analog
hardware. Experimental results are presented in Chapter 5, which highlight the
attributes of DeSTIN and demonstrate the performance capabilities of DeSTIN on
standard benchmarks. Finally, in Chapter 6 a discussion of the impact of the work is
given along with some proposals for future work.
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Chapter 2
Background and Literature Review
2.1

Machine Learning

Machine learning (ML) can be defined as the field of study surrounding machines
that can learn to perform a task. Learning is the mechanism that distinguishes the
field from others. If a machine can perform a task before it is provided with data just
as well as after it is provided with data, it is not learning. This suggests that ML
algorithms must improve their performance with experience (Mitchell, 1997), rather
than its designers simply creating a system that is limited to their experiences.
Programming computers to learn is an appealing idea, since computers have the
ability to store large amounts of data very precisely, the ability to perform calculations
very quickly, and cost very little to acquire or use. These abilities have successfully
been leveraged to allow computers to perform tasks better than any human can,
such as the chess playing computer Deep Blue (Campbell et al., 2002). ML systems
have also been able to complete tasks very well that no human could reasonably
complete, such as the web search engine Google (Brin and Page, 1998) that spawned
the company of the same name. However, these systems were only designed to perform
very specific tasks, and many of the mechanisms that make them work do not carry
over into general machine learning tasks. The focus of the rest of the work presented
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here will be on more general ML algorithms that are designed to perform a variety
of tasks.

2.1.1

Unsupervised Learning

Unsupervised learning consists of methods in which there is no explicit teacher (Duda
et al., 2000). This type of algorithm strives to find structure in the dataset it is
provided without the help of any labeled data. While attempting to learn from
data without having context provided via labeled data may seem like an undesirable
goal, there are many benefits to unsupervised learning. The most obvious one being
that labeling large datasets is often prohibitively expensive. Unsupervised learning
algorithms are also able to take a complex, high-dimensional space and map it
to a simpler, lower-dimensional space. Thus, unsupervised learning methods are
often used to make classification a simpler task or to improve classification results
altogether, and not directly for classification. The remainder of this section outlines
some important unsupervised methods.
Clustering
The type of clustering that will be discussed here is unsupervised clustering which
strives to partition the feature space in order to characterize the data without any
labeled data guiding the process. Clustering operates on the premise that similar
data-points share meaning. Thus, it attempts to split the dataset into groups of
data-points that are spatially close to one another in order to assign meaning to a
data-point based on which partition it lies in.
The most widely used method of clustering is k-means clustering (MacQueen,
1967). This method attempts to select a set of centroids (or set means), µ, that
partition the space the observations, o, into k sets, S, in such a manner as to minimize
the within-cluster sum of squares:
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argmin
S

k X
X

k xj − µi k2

(2.1)

i=1 oj ∈Si

The standard algorithm for performing k-means clustering is straightforward:
1. Start with some initial set of centroids µ.
2. Assign each point to the set Si with the nearest centroid µi . (Assignment
Rule)
3. Calculate the means (new centroids) µ of the resulting sets. (Update Rule)
4. Repeat steps 2 and 3 until the assignments do not change.
This process requires that the distance between each centroid and the points in
its set be calculated each time the centroids are updated which causes the method
to be computationally intensive. If the size of the dataset makes these calculations
impractical or the complete dataset is not available such as in a real-time system, an
incremental (or online) update method can be used. Adapting k-means to have an
incremental update rule results in the following algorithm:
1. Start with some initial set of centroids µ.
2. Find the nearest centroid, µj to the current observation, oj .

i ← argmin k oj − µi k

(2.2)

i

3. Update the winning centroid, µi , towards the current observation, oj , by
some learning rate, η.

µi ← µi + η (oj − µi )
4. Repeat steps 2 and 3 until some stopping criteria is met.
10

(2.3)

Figure 2.1: This dendrogram represents the results of hierarchical clustering.
Algorithm 1 Agglomerative Hierarchical Clustering
1: c, ĉ ← n, D ← xi , i = 1, . . . , n
2: while c < ĉ do
3:
ĉ ← ĉ − 1
4:
find nearest clusters, Dj and Dk
5:
merge Dj and Dk
6: end while
This method is known as Winner-Take-All (WTA) clustering, or competitive
learning, since only a single centroid, the one closest to the current observation, is
updated for each data point (Duda et al., 2000). The learning rate, η, is particularly
important. If η is held constant over time, it can cause the centroids to never settle
to a fixed value. If η decays over time in order to force convergence, the centroids
may not be able to represent novel patterns observed later in the sequence or it may
not be able to track gradual, continuing changes in the data.
Another type of clustering often seen is hierarchical clustering (Day and Edelsbrunner, 1983). This method of clustering is based on the idea that clusters have
sub-clusters (Duda et al., 2000). In agglomerative hierarchical clustering, each data
point, xi starts out as its own cluster Di . The nearest two clusters are merged to
form their own cluster and then the process is repeated until the model has been
reduced to the specified number, c, of clusters is produced. This process, outlined in
Algorithm 1, can be represented with a dendrogram as shown in Figure 2.1.
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Gaussian Mixture Models
A Gaussian Mixture Model uses a weighted sum of Gaussian components to represent
a probability density function (Reynolds, 2008). A GMM made up of M components
is given by
p (x|λ) =

M
X

wi g (x|µi , Σi )

(2.4)

i=1

where x is a D-dimensional vector, wi is the mixture weight for component i, and
g (x|µi , Σi ) is the component density which is modeled as a D-variate Gaussian
PM
distribution,
With a sufficient number of
i=1 wi = 1, and λ = {w, µ, Σ}.
components, GMMs can be used to model any continuous distribution.
The goal of training a GMM is to find the most likely model given the set of
training vectors. In order to train the GMM using T training vectors X, the GMM
likelihood
p (X|λ) =

T
Y

p (xt |λ)

(2.5)

t=1

needs to be maximized, assuming the training vectors are independent.

This

independence assumption means only the diagonal elements of Σi will be non-zero.
The optimum parameters can be obtained iteratively using the following special case
of the expectation-maximization (EM) algorithm.
T
1X
wi =
P r(i|xt , λ)
T t=1

PT

t=1
P
T

µi =

σi2

[P r(i|xt , λ)xt ]

t=1 P r(i|xt , λ)

PT
=

2
t=1 [P r(i|xt , λ)xt ]
PT
t=1 P r(i|xt , λ)

− µ2i

wi g(xt |µi , Σi )
P r(i|xt , λ) = PM
k=1 wk g(xt |µk , Σk )
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(2.6)

(2.7)

(2.8)

(2.9)

2.1.2

Supervised Learning

Supervised learning methods use labeled data in order to train a classifier that can
predict the label of unlabeled test data. More formally, they attempt to model the
posteriori probability P (ωi |x) for class ωi and the data point x. Performance of these
classifiers is typically measured as the percentage of correctly labeled data samples
from the test set. Supervised learning methods can be separated into two main types:
parametric techniques and non-parametric techniques. Parametric techniques make
some assumption about the nature of the data (e.g. it obeys Gaussian distributions)
and learns a set of parameters to fit the data. Non-parametric techniques make no
assumption about the nature of the data. Since non-parametric techniques are the
type often paired with DeSTIN and other DML methods, they will be the focus of
the remainder of this section.
k-Nearest Neighbor Classifier
The k-NN classifier operates by assigning the test point x the label most frequently
represented among the k nearest samples (Duda et al., 2000).

This rule for

determining the most likely label for test data can be derived rather simply. If k
is the fixed value referring to the number of points in a sphere of volume V and n
is the total number of points in the dataset, then the probability density for x is
p(x) =

k
nV

. This means that the joint probability for the data point x and each class

ωi is given by
p(x, ωi ) =

ki
nV

(2.10)

where ki is the number of points in V that belong to class ωi . Thus, the posteriori
probability is given by
ki
ki
p(ωi |x) = PM
= nV =
k
k
j=1 p(x, ωj )
nV
p(x, ωi )
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(2.11)

Thus, the most well represented class among the k nearest neighbors will maximize
the posteriori probability.
Support Vector Machines
Assuming a two class classification problem (ω1 and ω2 ), support vector machines
are a type of linear discriminant function that attempt to find the hyperplane that
separates the classes with the maximum distance between itself and any points in
either class (Duda et al., 2000) as shown in Figure 2.2. A linear discriminant function,
P
g(x) = w0 + di=1 wi xi , attempts to find a hyperplane defined by wi , i = 0, . . . , d such
that g(x) > 0 if x ∈ ω1 and g(x) < 0 if x ∈ ω2 . This assumes that the classes are
linearly separable. If the classes are not linearly separable, then the data points xk
should be mapped to a higher dimensional space using an transform φ(·) such that
yk = φ(xk ). Assuming the scalar zk = ±1 indicates the class of the data point yk , a
linear discriminant function is given by
g(y) = at y

(2.12)

where both the weight vector and transformed vector have been augmented to
accommodate a bias weight (a0 = w0 and y0 = 1). This means a hyperplane that
separates the classes must satisfy

zk g(yk ) ≥ 1, k = 1, . . . , n

(2.13)

However, the goal of SVMs is to maximize the margins between itself and the two
classes. Since the distance from the hyperplane to the transformed pattern is given
|g(y)|
by
and it is assumed a positive margin b exists
kak
zk g(yk )
≥ b, k = 1, . . . , n
kak
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(2.14)

Figure 2.2: A support vector machine attempts to find the hyperplane that
maximizes the distance (arrows in figure) between itself and the nearest training
samples. The support vectors are the samples nearest to the hyperplane and are
shown as solid circles and squares in this figure.
Thus, the goal is to find a weight vector a that maximizes b. Thus, by using
the optimization method of Lagrange undetermined multipliers, the goal becomes to
minimize
n

X
1
αk [zk at yk − 1]
L(a, α) = k a k2 −
2
k=1

(2.15)

with respect to a and maximize it with respect to the undetermined multipliers αk ≥
0. This can be reformulated as maximizing
n
X

1X
αk αj zk zj ytj yk
2 k,j

(2.16)

zk αk = 0, αk ≥ 0, k = 1, . . . , n

(2.17)

L(α) =

k=1

αk −

subject to the constraints
n
X
k=1
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Neural Networks
As described in the previous section, linear discriminant functions can be used on
non-linearly separable problems by using a nonlinear transform function yk = φ(xk )
that maps the problem to a linearly separable space. However, determining what this
transform should be relies on having some knowledge relevant to the problem. Multilayer feed-forward neural networks approach this problem by learning the non-linear
mapping at the same time they learn the linear discriminant function (Duda et al.,
2000).
The discussion in this section will be limited to single hidden layer neural networks
that take the form
gk (x) ≡ zk = fO

nH
X

wkj fH

j=1

d
X

!

!
wji xi + wj0

+ wk0

(2.18)

i=1

where zk refers to the k th output of the neural network, fO and FH are the activation
functions of the output layer and hidden layer respectively, nH is the number of
neurons in the hidden layer, d is the dimensionality of the input vector, wkj and wji
refer to the weights of the output and input layer respectively, and wk0 and wj0 refer
to the bias weights. It can easily be seen that this is simply two linear discriminant
functions with an activation function, almost always non-linear, separating them.
Feed forward neural networks are frequently trained using the backpropagation
method that is based on gradient descent. The training error for a neural network
with c output neurons is defined as
c

1X
1
J(w) ≡
(tk − zk )2 = k t − z k2
2 k=1
2

(2.19)

where t and z are the target and output vectors respectively. The weights of the
network are initialized randomly and then updated in a direction that reduces the
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error using gradient descent
∆wpq = −η

∂J
∂wpq

(2.20)

where η is a the learning rate that regulates the size of the change in weights. From
the equations given the following equations can be derived that allows the neural
network in Equation 2.18 to be trained. First, it is denoted that:

netj =

d
X

wji xi + wj0 ≡ wtj x

(2.21)

wkj yj + wk0 ≡ wtk y

(2.22)

i=1

and
netk =

nH
X
h=1

Using this notation it can be shown that the output layer weights should be
updated as
∆wkj = η(tk − zk )f 0 (netk )yj

(2.23)

and the hidden layer weights should be updated as
"
∆wji = η

c
X

#
wkj (tk − zk )f 0 (netk ) f 0 (netj )xi

(2.24)

k=1

Neural networks are often trained until they begin to overfit the data. This is
generally performed by using a labeled validation set to detect when the problem is
no longer generalizing the problem well. The number of hidden neurons nH is typically
chosen heuristically based on knowledge of the problem at hand, and the number of
output neurons c typically corresponds to the number of classes in a classification
problem.

2.1.3

Semi-Supervised Learning

Semi-supervised learning is a subset of supervised learning methods that use both
labeled and unlabeled data for training. These methods are particularly useful for
17

tasks where obtaining labeled data is expensive but unlabeled data is plentiful.
Semi-supervised learning methods rely on assumptions about the nature of the
dataset that is being used (Chapelle et al., 2006). These assumptions include the
smoothness assumption, the cluster assumption, and the manifold assumption. These
assumptions depend on the idea that points that lie near each other, in the same
cluster, or on the same manifold share the same label. If the data does not meet
one of these assumptions, then semi-supervised learning methods will not be able to
improve over purely supervised methods. Semi-supervised methods leverage these
assumptions in order to form a model that increases performance on the learning
task.
Two-step learning algorithms are closely related to semi-supervised learning
(Chapelle et al., 2006). These perform an unsupervised step on all data such as
a change of representation or construction of a new kernel. Then, supervised learning
is uses this new representation of the data. DeSTIN is closely related to this class
of algorithm since it performs a transformation of the data into a new feature space
before utilizing tradition supervised classifiers.

2.2

Feature Extraction

Feature extraction is a process whose goal is to make classification an easier task.
An ideal feature extractor would only require a simple classifier, while an ideal
classifier would need no feature extractor at all (Duda et al., 2000). A feature can
be thought of as a measurement of the characteristics of the data. It is important
that the characteristics the features measure aid in differentiating between classes, or
performance will suffer. Early development of feature extractors consisted of handengineered processes, such as locating points of interest in an image and measuring
the distance between them (Gonzalez and Woods, 1992). Much of the literature
that exists in the field of feature extraction revolves around domain-specific methods
such as feature extractors that work with human faces (Yuille et al., 1992), Arabic
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handwritten digits (Abdelazeem, 2009), fingerprints (Ratha et al., 1995), and tumor
diagnosis (Street et al., 1993). However, the methods developed for these very specific
domains are often not helpful in others. Jiang (2009) defines four categories of
feature extraction for images: human expert knowledge based methods, image local
structure based approaches, image global structure based techniques and machine
learning based statistical approaches (Jiang, 2009). The first type, human expert
knowledge based methods, typically have no application outside the domain they were
designed for. The second type, local image structure approaches, include methods
designed to locate edges, lines, ridges, and similar characteristics while the third type,
global image structure approaches, includes methods such as histograms and Fourier
transforms. The final type, machine learning based statistical approaches, are the
most general and have the broadest application ability, and this type of approach is
the kind the work presented here can be categorized as. The remainder of this section
will outline a couple of machine learning type feature extraction processes.

2.2.1

Principal Component Analysis

Principal component analysis, first introduced by (Pearson, 1901), is often used to
map a dataset X of dimensionality D to a new feature set TL of dimensionality L ≤ D.
The first dimension of TL will correspond the the direction of greatest variation in
the dataset X, while the second dimension will correspond the direction orthogonal
to the first dimension with the greatest variance. This process continues until all the
dimensions of TL are constructed in order of rank by direction of maximum variation.
Singular value decomposition (SVD) can be used to produce TL (Gerbrands, 1981).
In order to retrieve the directions of greatest variation rather than just the directions
with the greatest average magnitude, a dataset X̂ must be created from X such that
the mean of each dimension of X̂ is zero. The SVD of X̂ is given by:
X̂ = USVT
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(2.25)

then TD can be calculated as
TD = US

(2.26)

TL is then simply the first L columns of TD . In this wasy, PCA attempts to map
the data onto a smaller space while preserving as much information about the data
as possible. Assuming that the L directions of greatest variation hold most of the
information about the problem, this is true. There is a tradeoff between the reduction
in complexity and the loss of information caused by reducing L.

2.2.2

Auto-encoders

Auto-encoders, or auto-associators, are neural networks that are trained with targets
that are the same as the input (Bengio, 2009). It has been shown that if the number of
hidden units nH is less than the dimensionality D of the input and the hidden layer has
a linear activation function, then the hidden layer learns to project the input onto the
span of the first nH principal components (Bourlard and Kamp, 1988). This makes
sense since the output of the hidden layer is a projection onto an nH dimensional
space from which the output layer is trying to minimize the reconstruction error.
This error can only be minimized, when the hidden layer is capturing the directions
of maximum variation. Thus, auto-encoders can be used as a feature extractor.
Although it may seem that auto-encoders with nH ≥ D would simply learn some
meaningless projection, such as learning an identity weight matrix, it has been shown
in practice that they can yield useful representations for classification (Bengio and
LeCun, 2007).

2.3

Image Whitening

The work presented later will include classifying natural images.

In order to

accomplish this, it is important to whiten the image patches. Whitening is a process
whereby the pixels that make up an image are normalized such that they have unit
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variance and are uncorrelated (Hyvrinen et al., 2009). In order to accomplish this,
principal component analysis (PCA) can be utilized.
First, the image patches are normalized to have zero mean. Then the covariance
matrix, Σ, of the image patches is calculated. SVD is then performed on this matrix.
A whitened image patch XP CA can then by calculated from an image patch X as
shown in Equation 2.27.  is a small constant used to guarantee numeric stability.
1

XP CA = (S + )− 2 UT X

(2.27)

However, this whitening process can be further improved. Zero-phase component
analysis (ZCA) (Bell and Sejnowski, 1996) whitens the data in such a manner as to
minimize the squared error between the original image and the whitened image. This
means the whitened image preserves the spatial structure of the original image. A
ZCA whitened image patch XZCA can then be calculated as given in Equation 2.28.
1

XZCA = U(S + )− 2 UT X

2.4

(2.28)

Deep Machine Learning

In Section 1.1 the motivation behind DML methods was discussed. In this section a
couple of well-known DML methods will be described. Deep Belief Networks (DBN)
(Hinton et al., 2006) and Convolutional Neural Networks (CNN) (Lee et al., 2009a)
are two of the mainstream DML paradigms that have been successfully demonstrated
in addressing pattern recognition problems in high dimensional data (e.g. images)
(Arel et al., 2010).

2.4.1

Convolutional Neural Networks

Although deep (many layered) neural networks have been found difficult to train,
Convolutional Neural Networks (CNNs) have been an exception (Bengio, 2009).
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Figure 2.3: Convolutional Neural Network: This figure is depicts a CNN with two
convolutional layers and two sub-sampling layers. This example has 3 hidden units
in the first convolutional layer and 5 hidden units in the second convolutional layer.
Inspired by the human visual system structure, they are based on the local
connectivities between hierarchically organized transformations of the input image.
Because of this nature of this system, it is designed for data that can meaningfully be
structured into a two-dimensional grid such as an images. CNNs take advantage of
three architectural ideas in order to attain some degree of shift, scale, and distortion
invariance: local receptive fields, shared weights (or weight replication), and spatial
subsampling (LeCun et al., 1998).

These methods also enforce sparsity in the

architecture and small-fan in at each neuron which has been hypothesized to aid
in credit assignment in such a deep neural network (Bengio, 2009).
The CNN process can be summarized as follows. The input image is convolved
with a set of N hidden units. Each hidden unit has a d × d receptive field. Thus,
all positions in the convolution share a common set of hidden units. The output
of this convolutional layer is N -channel feature map. This process is equivalent to
a convolution of N filters with the input image. This layer is then followed by a
subsampling (or pooling) layer. This layer performs a subsampling process in order to
reduce the dimensionality of the feature map output of the convolutional layer. This
is typically performed with a 2x2 averaging or max operation. This also increases the
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shift, rotation, and distortion invariance of the system. Then, successive convolutional
and subsampling layers alternate until finally the output of the final subsampling
layer is used as the input to a locally connected layer. A locally connected layer
is functionally identical to a convolutional layer except each position in the image
has a unique set of hidden units. Locally connected layers are not followed with
subsampling layers since that would entail pooling feature map values from hidden
units with different learned parameters. The final locally connected layer is then
connected to a fully connected MLP. Convolutional Neural Nets currently have the
best performance results on the MNIST handwritten digit dataset (Lecun and Cortes,
2009) and the CIFAR-10 object classification dataset (Krizhevsky and Hinton, 2009).

2.4.2

Deep Belief Networks

Deep Belief Networks (DBNs) are probabilistic generative models which separates
them greatly from traditional neural nets which are discriminative in nature (Hinton
et al., 2006).

Generative models estimate a joint probability distribution over

observable data and labels, facilitating the estimation of both P (Obs.|Label) as
well as P (Label|Obs.), while discriminative models can only estimate the posterior
probability P (Label|Obs.). This means that DBNs can not only predict a label given
an observation, but it can predict an observation given a label. Thus, if a DBN
is trained to recognize handwritten digits, that DBN can generate a representative
image of a ’7’ if the label ’7’ is provided to the network.
DBNs were designed to avoid the need for a substantial labeled dataset, the slow
learning caused by backpropagation, and avoid poor parameter initialization that
leads to the system being stuck in poor local optima. Although there has been some
success in training DBNs in a completely unsupervised manner (Lee et al., 2011), most
current work also performs supervised training after this unsupervised step. DBNs
also are not designed to naturally represent temporal information, although there
has been some similar work in which a type of RBM designed to capture temporal
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features have been arranged in a stack in order to naturally learn sequences (Lockett
and Miikkulainen, 2009). The most common application for DBNs is static images
and DBNs have been competitive on the MNIST benchmark (MarcAurelio Ranzato
et al., 2007; Lee et al., 2009b).
DBNs consist of several layers of Restricted Boltzmann Machines (RBMs) which
are restricted to a single visible layer and a single hidden layer where units within
a layer are not connected to one another. The hidden units are trained to capture
correlations observed at the visible units. During the initial training phase, these
layers are connected only by top-down generative weights. The ease of learning
these weights as compared to more traditional neural networks is what makes RBMs
more attractive as building blocks for deep layered networks. In order to learn these
generative weights, the initial training consists of an unsupervised, greedy layer-bylayer method called contrastive divergence (Hinton, 2002). To summarize this process,
a vector v̂ is presented to the visible units of the RBMs. The visible unit inputs are
then stochastically found going backwards through the RBM in such that the original
input is reconstructed. Then, the resulting visible neuron activations are forwarded
in order for one step reconstruction hidden unit activations v̂ to be obtained. These
forward and backward process is called as Gibbs sampling. The resulting weight
update is based on the difference in the correlation of the hidden activations and
the visible inputs (Arel et al., 2010). The top two layers of the network form an
associative memory. The weights of these layers are tied together in order for the lower
layer output to provide a reference clue the top layer can associate with its memory
contents. DBNs can be further trained after this unsupervised process using labels
and backpropagation to improve results. Finally, a set of labels is connected to the
associative memory and the bottom-up recognition weights (previously unconnected
during the unsupervised pre-training) are learned.
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Chapter 3
The DeSTIN Architecture
This chapter describes the Deep Spatio-temporal Inference Network (DeSTIN)
architecture, first introduced in Arel et al. (2009), and details efforts to improve
its performance and scalability. DeSTIN offers some advantages over other deep
learning methods.

Compared to the most successful DL method, convolutional

neural networks, it offers three primary advantages: faster convergence, more feasible
implementation in alternate technologies such as analog circuitry, and the ability to
naturally capture spatio-temporal features. DL architectures often contain millions of
learned parameters and multiple layers. Back-propagating an error through 5+ layers
and millions of parameters in order to correctly adjust each of those parameters takes
many iterations over a dataset. DeSTIN uses an incremental clustering algorithm
as its basic building block which is able to converge much quicker. The winner take
all clustering algorithm used does not have the credit assignment problem of backpropagation since one input only causes one centroid to be updated and thus takes
many fewer iterations to converge. DeSTIN is also a more feasible architecture to
implement in analog circuitry. Implementing an architecture that consists of series
of clustering nodes sparsely connected together like DeSTIN is more feasibility than
CNN’s which contain many types of layers, large feature maps between layers, and
much more dense connections between layers. This increased feasibility comes from
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Figure 3.1: Typical use of DeSTIN in an image classification task. (TOP) The
images are provided to the bottom layer nodes. (MIDDLE) The bottom layer viewing
window is scanned over the image in a specific pattern. Belief states from specific
movements are saved as indicated by the black dots. (BOTTOM) The belief states
must represent the sequence of inputs provided to each node.
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less design work (one type of layer), less connectivity between layers, and decreased
memory requirements on the chip (no feature maps between layers).
DeSTIN consists of multiple instantiations of an identical functional unit called
a node which learns to generate features via a completely unsupervised learning
process, unlike most of the previously discussed DML methods that rely on labeled
information. These nodes are arranged in layers, where each node is assigned children
nodes from the layer below and a parent node from the layer above as shown in Figure
3.1. Nodes at the lowest layer receive as input a subset of the raw sensory data while
nodes at all other layers receive the belief states, or outputs, from their children
nodes as input. This subset, or receptive field, will be unique for each node. The
receptive fields are disjoint in the work presented here, but could be overlapping
depending on the application. Each node attempts to capture the salient spatiotemporal regularities contained in its input and continuously update a belief state
meant to characterize the input and the sequences thereof. The belief state (or
belief) is a probability vector that indicates the probability of each possible state
given the information we know about the system. The beliefs formed throughout the
architecture can then be used as rich features for a classifier that can be trained using
supervised learning. Beliefs extracted from the lower layers will characterize local
features and beliefs from higher layers will characterize global features. Thus, DeSTIN
can be viewed as an unsupervised feature extraction engine that forms features from
data based on regularities it observes as shown in Figure 3.2. This stands in contrast
to the user-engineered features based approach, which relies on previous knowledge
of the problem at hand. The unsupervised nature of DeSTIN renders it much simpler
to train than other DML architectures (Karnowski, 2012). It also suggests that the
features generated by DeSTIN need not be unique in the sense that they converge to
singular values in order to be meaningful to a given application.
As outlined above, the core function of each node is to form a belief state that
characterizes the inputs observed. This belief state is expressed through the following
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Figure 3.2: Typical use of DeSTIN in an image classification task. The images are
provided to DeSTIN which generates features that are supplied to a classifier.
conditional probability function



Pr(o|st )
Pr(st |st−1 , at−1 )b(st−1 )
st ∈S
(
)
bt (st |a) =
P
P
Pr(o|s0t )
Pr(s00t |st−1 , a)b(st−1 )
P

s0t ∈S

(3.1)

s00
t ∈S

which serves as an update equation, as the system transitions from one time step
to the next. This function maps the input o from the layer below, belief state b
(which is a function of the system state s), and parent’s belief state(i.e. advice)
a from the layer above to an updated belief state bt (st ). The denominator of this
equation is a normalization factor. This equation should be viewed as two parts: (1)
a posterior over the observations, Pr(o|st ), that is modulated by a (2) construct that
P
reflects the system dynamics,
Pr(st |st−1 , at−1 )b(st−1 ). These building blocks of
st ∈S

the architecture are the pieces of information which must be learned from the data.
Figure 3.3 demonstrates how this temporal mechanism is used to capture information
as DeSTIN’s viewing window is scanned across an image.

3.1

Incremental Clustering

Since DeSTIN was designed as a system that is scalable using simple hardware,
an incremental clustering algorithm is employed for learning Pr(o|st ) in order to
minimize memory requirements. Young et al. (2010) introduced the winner-takeall incremental clustering algorithm used as the core of each DeSTIN node, though
several modifications have been made to the clustering algorithm itself in order to
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Figure 3.3: Typical use of DeSTIN in an image classification task. DeSTIN’s
receptive field (bottom layer inputs) is scanned across the image. Belief states
from specific movements are saved to be used as features to a classifier. Thus the
belief states from a specific movement must characterize the inputs seen before that
movement.
eliminate unnecessary computation and help generate richer features. The algorithm
finds centroids which are represented by a mean µ and variance σ 2 in each dimension.
Based on the centroids formed and their relationship to the input vector o, Pr(o|st ) is
obtained where st corresponds to a particular centroid in the set of centroids. A key
idea of this algorithm was the introduction of the starvation trace which addressed
centroids that happen to be initialized far from any dense regions of the observation
space and thus would never be selected for update. The starvation trace is used
to shrink the apparent distance of a starved centroid to all input vectors until it is
selected for update. A starvation trace value, ψ, is maintained for each centroid and
is decayed by a constant, γ, each time that centroid is not updated and increases once
the centroid is selected, as reflected by
ψc = γψc + (1 − γ)1x=c
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(3.2)

where x represents the chosen centroid. Starvation trace is utilized to weigh the
distances used to select the centroid to be updated, such that

x = argminc∈C [ψc ko − µc k]

(3.3)

where x is the centroid to be updated and C is the set of all centroids.
When a centroid is selected for an update, its mean is updated in the direction of
the input vector and its variance estimate is updated as follows:

µx = µx + α(o − µx )

(3.4)



σx2 = σx2 + β (o − µx )2 − σx2

(3.5)

Upon updating the selected centroid, the posterior distribution, Pr(o|s0 ), is obtained
using the normalized Euclidean distance between the input and each centroid c, such
that

nc =

d
X
(oi − µc,i )2
2
σc,i

i=1

n−1
c
P
pc =
n−1
c0

(3.6)

(3.7)

c0 ∈C

where pc represents the probability the observation belongs to the centroid c.
This is a departure from previous work (Karnowski, 2012; Karnowski et al.,
2010), where the posterior distribution was calculated as either a simple function
of the Euclidean distance or by sampling an exponential probability density function
centered at the centroid mean. The former method is lacking because it does not
take into account the variance of the data a centroid represents. The latter method
is lacking because it tends to form unreasonably confident beliefs for input vectors
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that are not near any centroid. It also complicates the calculation without adding
any more information content to the belief construct.

3.2

The DeSTIN Node Revisited

Here, several changes to previous implementations of DeSTIN are presented. Previously, each node was performing several dissimilar tasks in order to model the system
dynamics. The memory and/or computation requirements of these methods dwarfed
the resource requirements of the clustering algorithm that is supposed to be the core
of each DeSTIN node. Even without the resource requirements imposed by these
methods, the fact that there are many dissimilar operations required renders mapping
the architecture to a parallel platform rather challenging. The changes presented here
aim to include this functionality into the core clustering algorithm in order to lessen
these resource requirements and make the process of implementing DeSTIN in parallel
platforms a more attainable task.

3.2.1

Recurrent Clustering

In order to more easily map the DeSTIN architecture to a parallel implementation,
the mechanism used by the original DeSTIN architecture to capture temporal
information, reflected by the construct Pr(st |st−1 , at−1 ), needed to be revised. The
philosophical approach taken was to integrate the feedback/recurrence mechanism as
an inherent part of the clustering process. In previous work, the temporal regularities
Pr(st |st−1 , at−1 ) were captured by maintaining a table populated with the likelihoods
of transitioning between states or through a function approximation method that
attempted to predict the next state given the current state. Though keeping a table
of transition probabilities seems simple enough, the manner in which it was being
used necessitated that an array be kept for every movement made across the image
and for every possible belief state provided by the parent node. This results in a
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Calculation

Figure 3.4: In recurrent clustering the previous belief is latched and augmented to
the input over which clustering is performed.
table that has a memory requirement for a single node of Mtab = K 2 AL , where
K is the number of centroids for the node, L is the number of movements, and A
is the number of belief states from the parent. In addition to the large memory
requirement, using this table mandated an additional set of operations outside of the
core node functionalities of clustering and calculating Pr(o|st ). The other previously
used mechanism to estimate Pr(st |st−1 , at−1 ) is function approximation (Karnowski
et al., 2011). While this method has a more modest memory footprint, it requires an
extensive set of operations outside the core functionality of the node. These additional
operations make it incredibly difficult to map the DeSTIN architecture to a parallel
platform like a GPU or custom analog circuitry. For this reason, it is desired to
couple the learning of temporal regularities and parent advice more closely with the
clustering mechanism.
To address this problem, recurrent clustering is proposed as illustrated in Figure
3.4. Recurrent clustering takes as input the external input augmented by the node’s
previous time step belief. This allows the clustering to form beliefs that are based
on both spatial and temporal attributes. Consequently, µ and σ 2 have dimensions
K × (N + K), where K is the number of centroids and N is the number of input
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dimensions.

It is important to note that in addition to allowing the clustering

mechanism to capture temporal dependencies, this method facilitates the formation
of centroids that represent relationships between the spatial and temporal features
of the data. During the clustering process, the centroids will converge to values that
represent spatial and temporal regularities in the data. Previously, the clustering
algorithm could only observe the input vector and characterize it’s similarity to
other input vectors. In this revised formulation, the clustering results in belief states
that represent information about transitions between belief states or, more generally,
about a sequence of transitions between belief states, since each belief depends on the
preceding belief.
There are many hazards to consider in designing the recurrent clustering
mechanism due mainly to the introduction of a feedback loop. The most important
aspect to consider is the method used for determining which centroid is to be updated,
and the derivation of its respective belief state. It is imperative that the clusters
formed characterize both the temporal and spatial attributes of the data. As a result,
it is key to balance the contributions of the spatial and temporal components of the
input structure when selecting the centroid to update. This means that a selection
method that uses the centroid variances to weight the importance of each dimension
can not be used because it encourages the recurrent clustering algorithm to form very
confident beliefs that only consider temporal attributes. The result is a system that
can only act as a counter and provides no information about the inputs it observes.
For this reason, the selection method used is based solely on the Euclidean distance
between the centroid means and the combined input/belief vector, as suggested by
the selection rule of eq. (3.3). If the variances in the beliefs are expected to be
much different than the variances in the input data, it might be necessary to use
a distance measure that balances the spatial and temporal dimensions in order to
prevent either from improperly dominating the clustering process. However, this has
not been necessary in DeSTIN or any other applications explored thus far. Once the
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Figure 3.5: A two-state Markov Chain
winning centroid has been updated, the belief state is calculated as outlined in eq.
(3.6) and (3.7).

3.2.2

Recurrent Clustering Models a Markov Chain

In this section, the properties of recurrent clustering that allow it to model a Markov
chain are explained. For the purposes used here, the extrensic input will refer to the
value that a state in the Markov Chain emits. This value will be unique for each
state.
Definition 3.1. (Centroids). A clustering model is defined by a set of k centroids.
The centroids means, µ1 . . . µk , define the center of the data clusters.
Definition 3.2. (Input Vectors).

Each input vector, Xi,n , comprises elements

originating from an external source (i.e extrensic input) and elements of the previous
belief state (i.e. intrinsic input). Xi,n refers to the nth input vector belonging to the
ith centroid.
Definition 3.3. (Clustering Error). Clustering error, (µ, X), is defined as the
sum of the distances between each input vector and its corresponding centroid,

Pk PNi
kµ
−
X
k
. Winner-take-all clustering seeks to minimize this error.
i
i,n
i=1
n=1
When the centroids are randomly initialized, elements of the input vectors,
corresponding to the intrinsic input, will tend to have greater variance as no
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regularities have yet been discovered. This holds until such time as the extrensic
regularities are modeled by the centroids. Hence, during this period, the extrenisic
regularities will dominate the clustering algorithm since they have lower variance than
that of the intrinsic regularities. This suggests that the clustering error can only be
minimized in the space comprised of the extrensic inputs. If the means, Me , of the
extrensic input clusters are known and the elements of U ∈ Rkxk are all set equal to
1/k, then the centroids that would minimize the clustering error at t = 0 are given
by Equation 3.8. The uniform distribution of U is a result of the lack of regularity
exhibited by the intrinsic inputs.

µ̂ = argminµ (µ, X) ' [Me U ] , t ' 0

(3.8)

Once the extrensic elements of the centroids are found, the intrinsic dimensions can
begin to be learned. The intrinsic elements of the input vector denote the probability
that the previous input vector belonged to each centroid.

With the extrensic

regularities anchoring them, each centroid will minimize its clustering error when
its intrinsic dimensions are equal to the expected value of the intrinsic dimensions of
its inputs.

µ̂i,j = argminµi,j (

N
X

kµi,j − Xi,n,j k) 1 ≤ i ≤ k, j ∈ intrinsic dimension

(3.9)

n=1

µ̂i,j = E[Xi,1:Ni ,j ]

(3.10)

Thus, the value of a belief element j of a centroid i that will minimize the distance
between the centroid and its claimed samples is the probability that the previous state
was j given the current state was i,

µi,j = P (St−1 = j|St = i)
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(3.11)

Figure 3.6: (TOP) The distribution of the input vectors at t = 0. (LEFT)
Distribution and centroids at t  0 (p=0.5,q=0.5). (RIGHT) Distribution and
centroids at t  0 (p=0.5,q=0.9).
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The above clearly implies that the centroids represent the states of a Markov chain
in the extrensic components and the transition probabilities between these states in
the intrinsic components.

3.2.3

Decay of Temporal Information

In this section, the ability of recurrent clustering to capture temporal information
will be investigated.
Definition 3.4. (Belief State). A Belief State is a probability mass function over the
likelihood of a sample to belong to each of the centroids. Thus, all samples generating
the same belief state will hold a similar distance relationship to each of the centroids.
Assumption 3.1. Similar vectors have similar meanings. A basic assumption of
clustering is that samples which are spatially close to one another have similar
meaning.

Thus, any samples belonging to the same cluster should have similar

meaning. Furthermore, any samples similar enough to produce the same belief state
should share even greater similarity in meaning.
Axiom 3.1. If a belief state contains all spatio-temporal information about the system
it is attempting to characterize, then it should be able to determine all previous input
vectors (extrensic input + previous belief ) or input vectors with the same meaning.
However, from any belief state, the previous input vector cannot be uniquely
determined from the current belief state. Only the subset, A, of vectors that could
produce that belief state can be determined. If some of these vectors don’t have the
same meaning, F (x), information about previous states of the system is lost.
Assumption 3.2. It is assumed that all vectors in this subset have the same meaning
as the vector of interest with probability λ.

P (F (a) = F (b)) = λ ∀ a, b ∈ A
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(3.12)

Figure 3.7: Two centroids and a subset of input vectors, A, that generate the same
belief state
This implies that with probability λ an input vector with the same meaning as
the previous input vector can be determined. Since a portion of this previous input
vector is the belief state, this can then be used to attempt to determine its previous
input vector. Theorem 3.1 is the result of combining the idea of calculating the input
vectors backwards in time with Assumption 3.2, which states that this calculation
can only be performed accurately at each time-step with probability λ.
Theorem 3.1. Bt , the belief state at time t, can be used to determine a vector ît−k
that contains the same meaning as the input vector it−k with probability γ, such that
γ ∝ λk

3.2.4

(3.13)

Enhanced Cortical Circuit

Examining eq.

(3.1) reveals that the system needs to be able to estimate the

probability of the subsequent state given the information received from the parent
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Algorithm 2 DeSTIN Pseudocode: This process is performed at every node in the
pipelined hierarchy each when an example is presented to the hierarchy.
1: o ← [child1 .pc . . . childN .pc self.pc parent.pc ]
2: if TRAINING then
3:
x ← argminc∈C [ψc ko − µc k]
4:
µx ← µx + α(o − µx )
5:
σx2 ← σx2 + β [(o − µx )2 − σx2 ]
6:
ψc ← γψc + (1 − γ)1x=c
7: end if
Pd (oi −µc,i )2
8: nc ←
i=1
σ2
c,i

{Synchronize Nodes}
−1
10: pc ← Pnc −1
n
9:

c0 ∈C

c0

node. This may be achieved simply by providing the belief state of the parent node as
an additional input to the clustering algorithm of the child node, as depicted in Figure
3.8. Thus, parent belief is handled much like the node’s own previous belief and hence
harmful feedback is avoided using the same mechanisms already employed inside the
recurrent clustering algorithm. The system is now able to form beliefs based on local
spatial information (the input), local temporal information (the node’s previous belief
state), and a more global form of advice in the form of the parent node’s belief state.
The revised DeSTIN architecture is greatly simplified relative to its predecessor.
The memory footprint has been reduced and consolidated into a simple set of twodimensional matrices.

Taking into account the dominating constructs involved,

namely the centroid means, variances, starvation traces, and previous belief state,
the memory requirement for a single node becomes Mnode = 2K(K + N ) + 2K where
K is the number of centroids and N is the number of input dimensions. There are
only two core processes taking place at each node and those are very similar and share
the same data structure. This reduced architecture, outlined in Algorithm 2, makes
implementing DeSTIN on a GPU a far more realistic undertaking. It also suggests
that larger topologies, which would be needed for larger problems (e.g. streaming
video data), can fit onto a single GPU.
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Figure 3.8: A 4-layer DeSTIN architecture illustrating the bottom-up and top-down
signaling that is involved. All nodes operate independently and in parallel such that
each layer is delayed by one unit of time relative to the layer below it.
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3.3

Supervised Clustering

While unsupervised clustering methods strive to capture regularities in a dataset,
they do not necessarily capture the most relevant regularities in order to classify the
samples. In order to better represent the differences between classes, the class labels
can be used to help ensure that the clustering model captures regularities that help
discriminate the classes. By appending the label, y, to the input vector, o, a new input
vector, ô = [o y], is formed that allows improved centroids to be formed (Chen et al.,
1993; Pedrycz, 1998; Uykan et al., 2000). In some cases, the original input vector and
the label can have very different scales or distributions and cause an imbalance in the
importance attributed to the original input vector, o, and the label, y. In this case, a
scaling factor, β, can be used to modify the range of the output variable, ô = [o βy]
(Chen et al., 1993; Pedrycz, 1998; Uykan et al., 2000). The centroids, µ̂ = [µ µy ],
that are learned during this supervised training can then be projected onto the space
consisting of only the the original input vectors for testing.
Previous work provides little insight into selecting a proper value for β other than
to say that it is not overly critical and should be experimentally chosen (Pedrycz,
1998). If the chose value of β is too small, then the labels will not have an effect
on the resulting clustering model. A larger β value will result in a clustering model
where each cluster is more likely to represent a single class. It is important to note
that these more homogeneous clusters do not always provide more information for
the purpose of classification. Since the clusters must be projected onto the space that
excludes the label, this could result in many identical or greatly overlapping clusters.
At best, this results in clusters that add no information. For example, if the model
consists of K clusters and two clusters overlap greatly, then K − 1 clusters could
represent the same model. At worst, these near identical clusters can result in highly
different representations of near identical data points.
Since it is obvious that neither β = 0 nor β = ∞ are the optimal choice, deciding
on an optimal choice of β is a concern. A large enough value should be chosen such
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Figure 3.9: A case where supervised clustering improves the clustering model. (Top)
Without labels to drive centroids toward intra-class regularities, the resulting model
does not separate the classes well. (Bottom) Once labels are used, the centroids are
able to discover intra-class regularities and are able to separate the classes well.
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Figure 3.10: A case where supervised clustering degrades the clustering model.
(Top) Without labels driving the clustering, the data is well represented and a
clustering model is formed that represents the data well. (Bottom) Once labels are
introduced, the none of the resulting centroids ends up representing only a single
class.
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that each cluster is encouraged to represent points from a single class, but the value
should be small enough to avoid forming clusters that are near identical in the space
that does not include the label. Figure 3.9 demonstrates a case where supervised
clustering can improve discrimination between classes, while Figure 3.9 demonstrates
a case where it results in identical clusters. It can be observed that when identical
clusters are formed the average variance of the centroids that make up the clustering
model increases. Thus, a value for β can be chosen by selecting the largest value such
that the average variance of the centroids in the clustering model is not increased. In
Section 5, experimental results on standard benchmarks indicate that this method of
choosing the β results in the the best classification results.

3.4

Scaling DeSTIN to CIFAR-10

The naive approach to applying DeSTIN to larger, more complex problems (e.g. the
CIFAR-10 dataset which is widely used as a benchmark in deep learning) is sampling
belief states from more DeSTIN nodes and/or movements. Since simply sampling
more belief states to produce a larger feature vector does not scale, it was proposed
to provide unique sub-samples of this belief data to each classifier in an ensemble of
classifiers. However, there is a fundamental reason this approach cannot be successful.
Scanning over an image using movements and sampling belief states from positions
in this movement sequence does not allow DeSTIN to be invariant to the large shifts
in low-level features that exist in CIFAR-10. The following sections discuss why the
sub-sampling approach does not address the problem and how the problem can be
addressed.
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3.4.1

Sampling more movements nodes does not address
shifts in features

The above problem of number of large feature vectors, however, was not the barrier
to good performance on the CIFAR-10 dataset. The barrier was solving the problem
of DeSTIN, as previously used, not being invariant to large shifts in the location of
features in the image. In datasets like the MNIST handwritten digit dataset, large
shifts in feature locations do not occur. While the segments of the digits might not be
located in the exact same location, the expected shifts are small. Thus, as DeSTIN’s
viewing window is scanned over the image and belief states from specific movements
are saved, it is not required that DeSTIN be invariant to these large spatial shifts
(or temporal shifts when viewing movements as time) or to the changes in the order
that features are scanned. In order to provide DeSTIN with this shift invariance,
inspiration is drawn from Convolutional Neural Networks.

3.4.2

Convolutional DeSTIN

Previous work in applying DeSTIN to more complex image datasets such as CIFAR10 (Krizhevsky and Hinton, 2009) had been unsuccessful. With the MNIST dataset
(Lecun and Cortes, 2009), temporality is structured into the movement sequence.
This is suitable for MNIST since the location of features in the handwritten digits
is subject only to small shifts. However, in datasets like CIFAR-10, the location of
features in an image are often much less important than what features occur in the
image. Thus, scanning across the image and forcing ”temporality” on the data inhibits
classification. Thus, Convolutional DeSTIN is introduced to solve this problem.
In Convolutional DeSTIN, the bottom layer viewing window of DeSTIN is
convolved with the input image and the belief states from each quadrant of the image
are pooled (averaged) together and provided to an MLP. To more directly compare
this method to CNNs, DeSTIN’s bottom layer viewing window is convolved with the
image to form a set of feature maps. The number of feature maps is equivalent to the
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Figure 3.11: Convolutional DeSTIN
number of centroids in the architecture. Sub-sampling by averaging is then performed
on each of the quadrants of the resulting feature maps.
Since the higher layers of DeSTIN preserve larger scale features, DeSTIN can take
advantage of much larger pooling regions than CNNs. This pooling serves the same
purpose as that of CNNs; it provides the architecture with both shift invariance and
a reduction in the dimensionality of the features.
Results using this method, without using translations of the training set to increase
the number of training examples, are vastly improved over results using the previous
”temporal sampling” method.

3.4.3

Providing Unique Subsamples to Ensemble Members

Previous work (Bryll et al., 2003; Ho, 1998) in providing unique subsets of features
to members of an ensemble focuses on the problem of over-fitting when when the
number of samples is small compared to the dimensionality of the data. However,
my goal for using unique subsets in this work was simply to solve the computational
complexity problem of large feature vectors that would be required if more nodes or
centroids are used. In the 4:1 child to parent ratio architecture that is often used
with DeSTIN, the size of the feature vector would grow by a factor of four with each
layer added to the architectures. The resulting high-dimensional belief space causes
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computational resource problems and over-fitting problems. A better approach in
this situation would be to select a subset of the belief states from all layers of the
architecture and provide these to the classifier. However, when using Convolutional
DeSTIN, feature vectors too large to provide to a single classifier are not a problem.
The classifier used in this research is a negatively correlated ensemble of neural
networks (Mishtal and Arel, 2012). With ensemble methods, it is important that the
learners do not all produce the same result for each of the inputs. In other words,
if every member of the ensemble produces the same output all the time, resources
are wasted. One approach to promoting diversity among the learners is negatively
correlated learning which enforces diversity by adding an explicit diversity term to
the cost function of the neural network learners.
Another way to encourage diversity, while also letting the ensemble work with
more information from the DeSTIN hierarchy, is to let each learner work on a
unique subset of the belief states.

By providing each member of the ensemble

with a different subset of the belief states, each learner will naturally form unique
hypothesis. Assuming this new source of diversity is strong enough, no communication
between the learners is necessary and the training process becomes embarrassingly
parallel. Similar methods have been used to not only reduce the dimensionality of the
problem each classifier works on for computation purposes, but to boost the overall
performance of the ensemble result versus using the entire feature subspace when
using simpler classifiers such as decision trees and kNN classifiers (Bryll et al., 2003;
Ho, 1998). This result is not expected when using more complex classifiers, but it
does speak to the ability of unique subsets to drive diversity in ensembles.
Providing unique subsets of the features to members of an ensemble can certainly
drive diversity in the ensemble, but this is not as powerful as using negatively
correlated ensemble members (Mishtal and Arel, 2012). Using unique subsets of
features was proposed to reduce the number of features provided to the MLP classifier,
however is not necessary since it was falsely assumed that saving more movements or
adding more nodes to the DeSTIN architecture would be required to apply DeSTIN
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to the CIFAR-10 dataset. Some results using unique subsets of features generated by
DeSTIN with ensembles are provided in the Appendix.
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Chapter 4
Implications of Analog
Computation Inaccuracies
The possibility of an implementation of DeSTIN in analog circuitry has been an
important factor in many design decisions that have been made in this work. In
this chapter, the concerns of implementing the core functions of DeSTIN in analog
circuitry will be discussed.

The primary sources of inaccuracies that occur are

mismatch and noise. Mismatch occurs due to random variation in manufacturing
circuit components (Tsividis and McAndrew, 2011, sec. 9.7). The manufacturing
error that dominates this mismatch error is the variation in the threshold voltages of
MOS transistors. When a value is represented with a voltage, known as voltage-mode
signaling, this mismatch error manifests as an additive error. However, when currentmode signaling is used it manifests itself as gain error. The standard deviation of these
errors is inversely proportional to the area of the transistor (Young et al., 2014b).
Thus, reduction a reduction errors results in decreased density and a decrease in
computational throughput due to increased capacitance. It is important to note that
there is a trade-off between minimizing the mismatch and the power consumed, the
physical size of the transistor, and the speed at which calculations can be performed.
The errors will not be correlated across the dimensions of the input space or across

49

Centroid 0

o0

Centroid 1

…

Centroid M-1

Analog
Memory

Dist.

Analog
Memory

Dist.

Analog
Memory

Dist.

Analog
Memory

Dist.

Analog
Memory

Dist.

Analog
Memory

Dist.

Analog
Memory

Dist.

Analog
Memory

Dist.

Analog
Memory

Dist.

o1

…
oN-1

Distance
Comparison
Update
Logic

Cluster Probabilities

Figure 4.1: This is a block diagram of an analog clustering circuit courtesy of Junjie
Lu. oi refers to the dimension i of the input.
the centroids since the errors are generated by independent transistors. Thus, the
error term for each unit may be modeled by an i.i.d random variable.

4.1

Generic Analog Clustering Model

A generic clustering architecture is illustrated in Fig. 4.1, showing an N -dimensional
input and M centroids. The functions of our incremental clustering algorithm can be
implemented by the following four functions in analog circuitry.

di,j = (oi − µi,j )2
Dj =

N
X

(4.1)

di,j

(4.2)

i=1

µi,j [t + 1] =



µi,j [t] + α(oi − µi,j ) if Dj = min(D1:M )

µi,j [t]

2
[t + 1] =
σi,j

(4.3)

otherwise.




2
2
σi,j
[t] + β di,j − σi,j
[t] if Dj = min(D1:M )

σ 2
i,j

otherwise
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(4.4)

nj =

N
X
(oi − µi,j )2
2
σi,j

i=1

(4.5)

In the following sections the effects of transistor mismatch on the clustering process
will be described and a generic analog clustering model based upon the effects that
can be expected to be seen in any analog clustering circuit will be constructed.

4.1.1

Input Variation

Each dimension of the input signal must be copied to each of the centroids. In
current-mode signaling, this will be accomplished via a current mirror, and the input
will be multiplied by a gain error. With voltage signaling, the same input can be
physically shared between centroids without explicit copying, and this error source is
avoided. This results in modifications to (4.1) and (4.3) such that for a gain variation
di,j = f (i,j oi , µi,j ) and ci,j [t + 1] = g(µi,j [t], i,j oi [t]). The error term i,j is the same
in both equations, but is different for every centroid and for every dimension within
a centroid.
When modeled as a gain error, input variation error will have the effect of giving
certain dimensions of the input more or less weight in the distance calculations and
in the calculation of the belief state. The impact of this error will be dependent on
the characteristics of the true data clusters. If they are well separated, no significant
impact should be expected. If they are not, the system could characterize the input
in a different manner than expected if each input dimension were given equal weight
as demonstrated in Figure 4.2. Gain errors can cause the input to form centroids in
a skewed space. This figure demonstrates the effect of a gain error that is too large,
4x, in the second dimension of each centroid versus a case with no gain error.

4.1.2

Update Asymmetry and Variation

Mismatch in the update mechanisms may result in asymmetric updates, such that
increments to a given memory are of a different magnitude than decrements. Also due
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Figure 4.2: Input Gain Error: No error versus 4x error.
to variation in the update mechanism, the update rate may vary from one memory
cell to another.
An asymmetric error will have some system level impact. During the transient
stage of centroids moving towards their clusters, this error will simply cause the
learning rate to be modified. During the steady state stage of centroids learning the
mean and variance of their clusters, this will cause the mean to be offset within the
cluster and the calculated variance to be larger. The expected offset is expected to
be proportional to the mismatch between increments and decrements. Assuming the
increment is larger than the decrement, if the number of increments and decrements
are equal the centroid will move upwards. However, as the centroid moves upwards
the number of decrements will increase and cause the centroid to reach equilibrium.

λi P r(X > µ) = λd P r(X < µ)

(4.6)

A demonstration of this effect can be seen in Figure 4.3. As the size of the increments
relative to the decrements becomes larger, the centroid becomes more offset from the
true center of the data. Depending on the nature of the data being clustered over, the
amount of error that is acceptable may vary. It is also important to remember that
extremely accurate clustering is not needed, and even with fairly inaccurate clustering,
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Figure 4.3: Centroid Offset Error: Varying amounts of asymmetry in updates.
meaningful beliefs can be calculated. Variation in the update rate between memory
cells will have the effect of some centroids converging towards their equilibrium faster
than others. This will have no effect on the equilibrium state of the centroids and no
significant effect on the learning transient except in extreme cases.

4.1.3

Memory Adaptation Variation

Each analog memory cell will tend to converge towards the inputs applied to it when it
is updated. Input-referred offset or gain error here will cause the memory to converge
to a value different than the actual mean of the cluster it is learning. This error can
be represented by modifying the error term applied to the observation for the update
equation with respect to that applied for the distance measurement.

µx,gain = µx + αx,gain (o − µx )

(4.7)

µx,bias = µx + α(x,bias + (o − µx ))

(4.8)

If the memory adaptation variation is modeled as a gain error as in equation
4.7, it will have the effect of increasing or decreasing the learning rate. Much like
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Figure 4.4: Memory Adaptation Bias Error
the update variation error, it will have little to no effect except in extreme cases.
However, if this error is modeled as an additive error as in equation 4.8, it will have
the effect of shifting the learned centroid by the amount of the error. For small errors,
this will have a small effect on the calculation of the belief state. When the error
becomes larger, it can cause a centroid to walk far away from the data cluster it is
supposed to represent and possibly towards another data cluster. The effect of such
a case is demonstrated in Figure 4.4. This figure demonstrates what happens when
one centroid has a bias error in the memory adaptation. In this figure, Centroid B
has a bias error toward the top right of the plot. As it moves towards the other data
cluster, it swaps positions with Centroid A before reaching a steady state position
offset from its data cluster by approximately the magnitude of the bias error.

4.1.4

Distance Error

The distance measurement circuits may exhibit gain and/or offset errors. Variation
within a given centroid could result in one dimension contributing disproportionately
to the overall distance between an observation and an input. Circuitry accepting
the individual one-dimensional inputs will contribute to error uncorrelated across
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dimension within a given centroid. Circuitry operating on the aggregated distance
will contribute to an error that affects each dimension identically.
For reasonable error levels, distance error has the effect of giving one dimension
more or less importance is the centroid selection process much like the case of the
input gain error demonstrated in figure 4.2.

4.1.5

Distance Comparison

There may be input-referred offset in the distance comparison block, typically
implemented as either a winner-take-all (WTA) circuit for similarity or a loser-takeall (LTA) for difference. The effect of this can be expected to be similar to a distance
error that is identical for all dimensions of a given centroid, but that varies across
centroids.
On a system level, distance comparison error will have the effect of causing
inaccurate belief state calculations and making a centroid appear artificially further
from (or closer to) all inputs in the selection algorithm. If this error is small, it will
have no effect since the distance comparison is only used to select the centroid to
update. If the error is larger, a centroid could become starved until this distance
comparison error comes into equilibrium with the starvation trace.

Once this

equilibrium is reached, the centroid will still claim fewer input vectors than it should,
since its starvation trace cannot remain small enough to claim input vectors without
allowing other centroid to claim more input vectors. This effect is demonstrated in
Figure 4.5. In this figure, Centroid B has an error causing it to appear artificially more
distant from any input. This results in Centroid A to claiming some observations that
should belong to Centroid B.
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Figure 4.5: Illustration of a distance calculation error within the clustering process.

4.1.6

Additive Noise

Each of the signals is an analog current or voltage and is thus subject to additive
noise. The noise is typically Gaussian. It may be spectrally white such as shot noise
and thermal noise, or pink concentrated at low frequencies, such as flicker noise.
Noise should have no effect on the calculated centroid means since it is a zero
mean process. For clusters with a smaller variance than the noise level, the calculated
variance will be similar to the noise level rather than similar to the true variance. If
the true variances are less than the noise level for all centroids, then the beliefs will
be calculated based on a distance measure that is approximately Euclidean distance
than normalized Euclidean distance because of the inaccurate calculated variances.
The beliefs will then have less information than they otherwise would, but the beliefs
will still be meaningful because of the accurate mean values.

4.1.7

Resulting Generic Clustering Model

Assuming current-mode signaling is the only type used, incorporating the non-ideal
effects into ((4.1)-(4.5)) yields the following relationships:
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di,j =

(ai,j bi,j oi − µi,j + nai,j [t])2
+ nbi,j [t]
ci,j
Dj =

N
X

di,j di,j + nci,j [t]

(4.9)

(4.10)

i=0

δi,j = (ai,j ei,j oi − µi,j )


+


µi,j [t] + αi,j
δi,j



−
µi,j [t + 1] = µi,j [t] + αi,j
δi,j





µi,j [t]

if Dj = min(D1:M ) & δi,j > 0
if Dj = min(D1:M ) & δi,j < 0



+
2


σi,j
[t] + βi,j
γi,j



2
−
2
σi,j
[t + 1] = σi,j
[t] + βi,j
γi,j





2
σi,j
[t]

4.1.8

(4.12)

otherwise.

γi,j = (fi,j di,j − µi,j )

nj =

(4.11)

(4.13)

if Dj = min(D1:M ) & γi,j > 0
if Dj = min(D1:M ) & γi,j < 0

(4.14)

otherwise.

N
X
(ai,j bi,j oi − µi,j + nai,j [t])2
+ nbi,j [t]
2
σi,j [t]
i=1

(4.15)

Belief State Inaccuracy

While the prior sections focus on the inaccuracies that exist in the core clustering
algorithm, this section focuses on an inaccuracy exclusive to the belief state
calculation. When the belief state is being calculated, it is necessary to take a vector
of normalized euclidean distances, invert them, and normalize the result to sum to 1.
The analog circuitry used for this process can result in inaccurate calculations of the
belief state vector. During this normalization process, small belief state values are
calculated incorrectly. This effect can be modeled by setting any belief state element
bc smaller than a threshold tn to zero and renormalizing as shown in equation 4.16 to
get the resulting belief state element with this inaccuracy berr
c .
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bc 1b >t
= P c n
berr
c
bc0 1bc0 >tn

(4.16)

c0 ∈C

As tn grows, information from more centroids will be lost. However, a smaller
value of tn will require more power and area on the analog chip. The error model
given in Equation 4.16 is guaranteed to be stable as long as tn is less than

1
K

where

K is the number of centroids in the clustering model. For this reason, only values of
tn less than

1
K

will be explored in this work since larger values of tn could introduce

instabilities into the system.

4.2

Final Design

Using the results gathered by investigating the generic analog clustering model
heretofore, a specific implementation and design was proposed. The proposed design
is given in Figure 4.6 on a per dimension per centroid basis. Current-mode signaling
is being used for all signals in this circuit. This results in a system where mismatch
only arises as gain errors. On a per dimension per centroid basis, six gain errors are
inherent to the design.

4.2.1

Errors in Centroid Updates

The first diagram in Figure 4.6 demonstrates the circuit configuration used to update
the centroid values. In this section, the effect each of the errors have upon the
resulting learned centroids is discussed. The first error, G1 , is an input variation
error and will have the effect of altering the importance of each dimension, as was
previously discussed in Section 4.1.1. The second error, G2 , will have the effect of
an update asymmetry error as discussed in Section 4.1.2 when updating the centroid
mean. It will also have an effect on the calculation of the centroid variance. The
centroid variance will be miscalculated as shown in Equation 4.17.
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Figure 4.6: This figure gives the design of the analog clustering circuit design.
It represents a single dimension of a single centroid. (Top) This diagram shows the
configuration of the circuit during the centroid update phase. (Bottom) This diagram
shows the configuration of the circuit during the belief state calculation phase.
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(σ 2 )G2 ≈

1+G2 2
σ
2

(4.17)

The errors G3 and G4 will also result in a miscalculation of the centroid variances
as shown in Equations 4.18 and 4.19. These errors will also have exhibit the same
effects as the distance errors described in Section 4.1.4.

(σ 2 )G3 = G3 σ 2

(4.18)

(σ 2 )G4 =

(4.19)

1 2
σ
G4

The error G5 has the effect of a memory adaptation variation as presented in
Section 4.1.3, and it will have the effect of altering the learning rate of the centroid
means on a per dimension per centroid basis. The error G6 is an update asymmetry
in the calculation of the centroid variance. Thus, it will result in a shift in the
centroid variances. This shift will depend on the magnitude of G6 and will be bound
by between the maximum and minimum input provided to the non-ideal absolute
circuit. The effect this has on the calculated centroid variance is illustrated in the
Equations 4.20 - 4.22.

δ = (memoryµ − inputo )2

(4.20)

FX (y) = P r(x < y), (CDF )

(4.21)

1
(σ 2 )G6 ≈ Fδ−1 ( 1+G
)
6

(4.22)
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4.2.2

Errors in Belief State Calculation

Figure 4.6 shows the circuit configuration for both of the tasks at the heart of
the DeSTIN node: updating the centroids and calculating the belief state.

It

demonstrates how the same components are utilized for both of these operations.
By reusing the same circuitry for both operations, area on the chip is saved, and
the mismatch errors in computation are consistent between the two stages with the
exceptions of the error labeled G4 in Figure 4.6 and to a lesser degree the error
labeled G6 . This inconsistency can result in inaccurately calculated centroid variances
compared to the distance they are compared to as shown in Equation 4.26. This is
in contrast to an error like the one labeled G3 that exists in both the centroid update
process and the belief state calculation process. While G3 results in a miscalculated
centroid variance, its reuse in the belief calculation has results in this error having
no impact as long as linearity assumptions on the circuit are still valid. This is
demonstrated in Equation 4.25. The following equations demonstrate the effect each
error will have upon the normalized euclidean distance calculation for each dimension
of each centroid. G5 is not included because it only has an effect on the learning rate
of the centroid means. G2 can affect a shift in the centroid mean, but this effect is not
included below since the focus here is the effect on belief state calculation independent
of the centroid means.

(

X2
(G1 X)2
G21 X 2
X2
)G1 =
=
=
Y
G21 σ 2
G21 σ 2
σ2

2)
2) 2
( (1+G
X)2
( (1+G
) X2
X2
X2
2
2
( )G2 ≈ (1+G2 )
= (1+G2 )
= 2
Y
σ
( 2 )2 σ 2
( 2 )2 σ 2

(4.23)

(4.24)

X2
X2
X2
)G3 =
G
=
3
Y
G3 σ 2
σ2

(4.25)

X2
X2
G4 X 2
( )G4 = 1 2 =
Y
σ2
σ
G4

(4.26)

(
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δ = (memoryµ − inputo )2

(4.27)

FX (y) = P r(x < y), (CDF )

(4.28)

X2
X2
)G6 ≈ −1 1
Y
Fδ ( 1+G6 )

(4.29)

(

4.3

Effects of Analog Inaccuracies on DeSTIN

Discussion heretofore has focused on the effects analog inaccuracy has upon the
learned centroid parameters or upon the calculation of the belief state. In this section,
the effect these inaccuracies have upon the learning ability of DeSTIN is discussed.
DeSTIN does not rely upon convergence to a specific set of centroid values. It only
needs to capture regularities that exist in the data, and map these to belief values
that serve as good features for classification. The remainder of this chapter discusses
what constitutes a major distortion that will degrade DeSTIN’s ability to produce
good features.

4.3.1

Effect of Gain Errors

In Section 4.2.2, the effects of the gain errors on the belief state calculation were
discussed. Many of these errors had no effect effect on the belief state calculation
outside of the effect they have on the learned centroid means, which was discussed
in Section 4.2.1. G1 simply distorts the importance of each dimension in choosing
the winning centroid. G2 causes a shift in the location of the centroid mean. These
two errors can result in different centroid locations in the centroid mean locations.
G3 has no effect on the centroid mean and also has no effect on the belief state
calculation as shown in Equation 4.25. G5 simply alters the learning rate for the
centroid mean, and thus only has an effect on the rate of convergence. This leaves
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two gain errors errors that are more likely to have an impact on meaningful belief state
calculation. G6 has an effect such that an inaccurate centroid variance is calculated.
This inaccurate centroid variance is then used to calculate the normalized euclidean
distance. However, this miscalculated centroid variance is bound between the largest
and smallest squared distance between the centroid mean and the input. Thus, while
this results in a miscalculated centroid variance, it is still bounded by the actual
distances observed. G4 , however, is not exhibit this type of behavior. G4 can result
in centroid variances that are artificially small (or large) and are only bound by the
size of the error. If this error grows too large, the calculated normalized distances
are not based on the variances that are actually occurring. When this happens, the
centroid variances don’t capture which dimensions are highly varying and which are
not. Thus, two points that should produce different belief states since they are very
different in a low-variance dimension produce more similar belief states. This results
in lower-variance centroids being produced in the next layer than should be produced.
This is reflected in experimental results presented in Chapter 5.

4.3.2

Effect of Belief Normalization Error.

The belief normalization error presented in Section 4.1.8 could also have an effect
on the classification performance of DeSTIN. As the threshold is increased, the
information gained from from the centroids further away from the current point will
be lost. Without this error, the belief state formed will be based on the relationship
between the input and all K centroids. With this error, the belief state will not contain
information on the relationship between the input and the furthest centroids. As the
threshold tn grows larger, the belief state will lose information about the relationship
between the input and the centroids furthest from it. However, the most important
belief state elements are the one based on the closest centroids which means DeSTIN
should be relatively insensitive to this error. The error is explored experimentally in
Chapter 5.
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4.3.3

Effect of Additive Noise

Noise in the system is undoubtedly going to cause information in the belief state to
be lost. However, as state previously, there is not a correct belief state, and what
an acceptable change in the belief state is must be determined. All information is
expected to be lost if the variance of the noise is larger than the variance of the
clusters that would be formed without noise. At this point, any difference between
two inputs is going to be a result of noise and not a result of a meaningful difference
between the points. In other words, as the variance of the noise grows larger than
the variance of the clusters, the signal to noise ratio (SNR) approaches 0dB.
2
σcentroid
SN R = 2
σnoise

However, information will be lost before the noise grows that large.

(4.30)
It is

more useful to know how much noise can be withstood without losing significant
information. As the noise level rises compared to the variance of the centroids,
it will begin to have an effect on the belief states produced. This will result in
the next clustering layer operating in an altered space. In recurrent clustering, this
increased noise will lead to the more regularities existing in the intrinsic dimensions
comparatively to the extrensic dimensions. As a result, all points will produce more
similar belief states and the mean distance between centroids (MDBC) in the next
layer will decrease. This results in increased overlap in the space represented by
the centroids as shown in Equation 4.31 where Ac gives the area that is less than
one standard deviation from the mean of centroid c. In Convolutional DeSTIN, this
recurrence does not exist and the added noise will simply result in more wildly varying
belief states and the mean distance between centroids in the next layer will increase.
As the MDBC increases, the closest centroid will begin to dominate the belief state
resulting in a belief state the holds less information. As the MDBC decreases, there
will increased overlap and centroids are less able to characterize meaningful differences
in the input. Experimental results obtained in Chapter 5 demonstrate this.
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Overlap =

X X

Ac ∪ A0c

(4.31)

c∈C c0 6=c∈C

4.3.4

Effects of Additive Noise on Depth

DeSTIN is a multi-layered architecture which makes it important to understand
how noise interacts with higher layer features. The higher layers operate on the
belief states of the lower layers. Thus, as the belief states from the lower layers
degrade with increasing noise, the regularities captured at the higher layers will
be less meaningful. This results in belief states from the higher layers being less
meaningful for classification since clustering assumptions begin to fail (i.e. points in
the same cluster share meaning). This means that as the belief states from the first
layer begin to significantly degrade as the amount of noise increases, the belief states
from the upper layers will not be able to capture any meaningful information from
the layers below. Thus, as the MDBC for the second layer beliefs begin to change as
described in Section 4.3.3, the information contained in the upper layer beliefs will be
minimal, and classification performance will be near guessing. Thus, it is expected
that performance using beliefs from only the upper layers will approach guessing
at the same point classification using beliefs from all layers begins to significantly
decrease. This is reflected in results from Chapter 5. This is an important effect to
understand, since future work will focus on using only belief states from the upper
layers unlike current work that performs classification based on belief states collected
from all layers of DeSTIN.
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Chapter 5
Experimental Results
In this Chapter experimental results for the methods introduced in Chapter 3 and
and of the effect of the analog inaccuracies presented in Chapter 4 are presented.

5.1

Standard Datasets

In this section the standard datasets used in the research will be introduced. The
reasons for their use will be explained, and their characteristics will be detailed.

5.1.1

MNIST Dataset

One of the benchmarks presented here is the MNIST handwritten digit dataset (Lecun
and Cortes, 2009). While current literature in the field of deep learning focuses largely
on the CIFAR-10 dataset, results on MNIST are also frequently presented. This
dataset is also used here as a tool to compare the results of the improved DeSTIN
architecture to that of previous implementations. This dataset is used in such a
manner as to create ”synthetic” temporal data by scanning a viewing window over
the images such that the images are viewed as a sequence of smaller images. Thus,
the recurrent clustering mechanism must characterize the series of small images it is
presented with. This dataset has been used extensively in the literature and contains
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Figure 5.1: MNIST Image Examples. There are 10 classes of images, and each
image is a 28x28 gray-scale image.
60, 000 training images of digits 0-9 and 10, 000 testing images. The images are
28 × 28 pixels in size, roughly centered, and are gray-scale. It is important to note
that although the images are gray-scale, most values are near saturated to black or
white. A random sampling of images from each class is provided in Figure 5.1.
Unless stated otherwise, DeSTIN is configured as described here. The scanning
sequence in Figure 5.2 is used with 3 movements being saved. There are 3 layers
of DeSTIN nodes with 1, 4, and 16 nodes in each layer respectively. Each node is
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Figure 5.2: MNIST ”Z” Movement Sequence: The black dots indicate movements
from which belief states are saved.
resourced with 25 centroids. Each node in the bottom layer is provided with a 4 × 4
pixel patch from the image. Recurrent clustering is used.

5.1.2

PEMS-SF Dataset

The proposed method was also tested on the PEMS-SF database (Cuturi, 2011). This
dataset is used because it contains natural temporal features. Unlike the MNIST
dataset where temporal features are generated by scanning a viewing window across
an image, this dataset contains sensor data that varies over time. This dataset gives
the relative occupancy rate of many lanes of traffic on the San Francisco area freeways
collected over 15 months. Public holidays and two days that were missing data were
not included in the dataset. The data from 963 sensors was collected over 440 days
every 10 minutes and the task is to classify each day as the correct day of the week
(e.g. Monday). The dataset consists of 267 training samples and 173 testing samples.
For use in this work, the data from each sensor was normalized to have zero mean
and unit variance. Only 576 (24 × 24) of the 963 sensors were used in our tests to
accommodate the 24 × 24 ”viewing window” of the bottom layer and only 33 timesteps, every 4th starting from the beginning, were provided to the system. Now,
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instead of using the next movement over an image, the input layer is provided with
data from the next time-step. Then, a feature vector was produced from the belief
state of every node for every 11th time-step. This resulted in a feature vector made
up of belief states that characterized each third of the day. The DeSTIN hierachy is
configured in the same manner as for the MNIST dataset, with the exception that
each node has a 6 × 6 dimensional input.

5.1.3

CIFAR-10 Dataset

The CIFAR-10 dataset (Krizhevsky and Hinton, 2009) is the most widely used
benchmark for deep learning. It contains 50, 000 training examples and 10, 000 test
examples. Each example is a 32 × 32 color image. There are 10 classes: airplanes,
automobiles, birds, cats, deer, dogs, frogs, horses, ships, and trucks. These images
are a subset of the 80 million tiny images dataset (Torralba et al., 2008). A random
sampling of images from each class is provided provided in Figure 5.3.
Unless otherwise stated, when using the CIFAR-10 dataset DeSTIN is resources
similarly to when using the MNIST dataset. The major difference is that Convolutional DeSTIN is used instead of the temporal sampling scheme. With this dataset,
the normalization and ZCA whitening scheme outlined in Section 2.3 is performed on
each 4 × 4 pixel path provided to the bottom layer nodes. As previously stated, this
preprocessing step is performed in order to account for the strong correlation between
neighboring pixels.

5.2

Demonstrative Results

In this section demonstrative results verifying the methods and statements presented
in Chapter 3 are presented.
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Figure 5.3: CIFAR-10 Image Examples. There are 10 classes of images, and each
image is a 32 × 32 RGB image.
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5.2.1

Recurrent Clustering Temporal Representation Abilities

In this section, experiments that demonstrate the ability of recurrent clustering
to capture temporal information are presented.

First, its capabilities will be

explored in depth in order to demonstrate its contribution in extracting temporal
information from data even when the time scales of the important information is
large. Consequently, the performance of the algorithm within a fully-hierarchical
structure, as applied to a standard benchmark, will be presented.
A key attribute expected of recurrent clustering is recognition of patterns across
time. As means of demonstrating this capability, the proposed recurrent clustering
algorithm is applied to time-series prediction tasks. The first task explored is a
frequency doubler where the objective is for system to take as input a sampled sinusoid
signal with a period of N and to produce belief states that can be used as features
to a simple feed-forward neural network whose output should be a sinusoid with half
the period. This problem requires that the belief state captures information that at
least spans the current and previous inputs.
Figure 5.4 depicts the results of the frequency doubler test case. The algorithm
was run with 24 centroids and the feed-forward neural net is resourced with 32 hidden
neurons. As can be seen, the incremental algorithm was easily able to create features
capturing temporal dependencies even for fairly slow, small changes taking place in
the input, as reflected by larger periods. When the input signal period became too
large, prediction error began to grow as a result of the small differences between
samples which are challenging to represent using limited centroids. However, the
resulting prediction remains consistently better than a random guess.
The second experiment was targeted at the algorithm’s ability to capture temporal
attributes, particularly in the context of detecting a binary sequence of interest within
a general stream of binary inputs. The goal was to demonstrate the property of
latching on to long-term temporal regularities. The length of the sequence of interest
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Figure 5.4: Frequency Doubler results: (Top) The target vs. output plot is given
for recurrent clustering and for a case where only the current value of the input is
provided to the clustering algorithm. The period of the original signal is 24 sample
units. (Bottom) The ability of the algorithm to capture information in long period
sine waves is evaluated.
was varied in order to observe the impact of long sequences on the accuracy of the
algorithm. The sequence of interest was a randomly chosen binary sequence of specific
length. To further increase the challenge at hand, the overall input sequence was
generated by randomly selecting (with probability 0.5) either the sequence of interest
or the sequence of interest with the first binary element inverted. The belief states for
the sequences of interest and the sequence with only the first bit altered were provided
to a feed-forward neural network for the purpose of classifying each sequence. If the
belief states accurately learn to represent regularities in the sequences presented, the
classifier should be able to achieve a classification rate of 100%. A purely random
selection (i.e. guessing) is represented by a classification rate of 50%.
Classification results for the sequence detection task are presented in Figure 5.5
for varying sequence lengths and number of centroids. The classification rate observed
decays exponentially with the length of the sequence, which is anticipated as a result
of the unsupervised nature of the algorithm. Since there is no supervision that guides
the algorithm to best identify a sequence of any specific length, the beliefs will always
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Figure 5.5: Sequence Detection Results: This plot illustrates the average
classification accuracy as a function of the length of the sequence of interest. The
recurrent clustering algorithm is resourced with a varying number of centroids.
hold more information about more recent observations. The results indicate that there
is an optimal range for the number of centroids used where the algorithm performs
best. In the case of too few centroids, the belief state may not capture long time
spans, while if there are too many centroids, the belief state may represent features
in the data that are not relevant for identifying the sequence of interest. However,
the algorithm exhibits weak sensitivity to the number of clusters, which is a desired
property.

5.2.2

Supervised Clustering

In Section 3.3, the importance of selecting a proper label weight was discussed. It was
explained that a label weight that was too large would cause overlap in centroids since
centroids would be formed that contained no differences in the non-label dimensions.
This would manifest itself in increased centroid variances. Figures 5.6 - 5.8 illustrate
the classification performance and average centroid variance for each of the standard
benchmarks.
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Figure 5.6: MNIST results using supervised clustering. The classification accuracy
(left) and the average centroid variance (right) are plotted against the label weight
β.

Figure 5.7: PEMS-SF results using supervised clustering. The classification
accuracy (left) and the average centroid variance (right) are plotted against the label
weight β.

Figure 5.8: CIFAR-10 results using supervised clustering. The classification
accuracy (left) and the average centroid variance (right) are plotted against the label
weight β. 75 centroids per node were used to obtain these results.
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These figures demonstrate that the increase in cluster variance is indicative of
declining classification performance. This increase in cluster variance is the result
of the label weight, β, placing too much importance on the creating centroids that
represent a single class. This results in centroids that are near duplicates of each other
in the non-label dimensions and thus fewer unique centroids must represent the same
space that was previously represented with more unique centroids. Thus, the average
centroid variance increases. The PEMS-SF dataset appears to benefit the most from
this supervised clustering technique with a increase in classification performance of
1.5% over using unsupervised clustering, while the other datasets observe a smaller
increase in performance. The MNIST dataset saw a 0.5% increase in performance,
while the CIFAR-10 dataset saw only an 0.25% increase in performance.

5.3

Maximum Performance on Standard Benchmarks

In this section, the best results obtained on the standard benchmarks are presented.
These results are then compared to other state of the art methods and previous results
using DeSTIN.

5.3.1

MNIST Results

The 60, 000 training images were elastically deformed(Simard et al., 2003) in order
to form an additional 120, 000 training images.
The DeSTIN hierarchy employed consisted of 3 layers with 4 × 4 nodes in the
bottom layer, 2 × 2 nodes in the middle layer, and 1 node at the top layer. The
movement sequence used is shown in Figure 5.9. Each of the nodes in the bottom
layer received a different 4 × 4 pixel patch of the input image, which results in the
bottom layer viewing a 16 × 16 window during each movement. Nodes in every layer
hosted a different number of centroids with the bottom, middle, and top layers having
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Figure 5.9: Large movement sequence used for better performance on MNIST.
32, 24, and 32 centroids, respectively. For training purposes, a random sampling of
15, 000 of the training set images was used. Only 15,000 images are used since the
clustering algorithm only needs to be able to accurately calculate the mean and
variance of each centroid. Thus, as long as there are enough samples to accurately
characterize the regularities in the data, no benefit will be gained by training on
additional samples. Next, all 180, 000 training images and 10, 000 testing images
were provided to the DeSTIN network in order to generate feature vectors for each
image. A feature vector for each image consisted of the belief state of every node
in the hierarchy sampled at every 12th movement. These feature vectors were then
provided to an supervised classifier in order to obtain classification results.
The supervised classifier consisted of an ensemble of 11 feed-forward neural
networks trained with negative correlation learning . Each network hosted two hidden
layers with 128 and 64 hidden neurons respectively and was trained to predict the
posterior probability distribution over the classes. The cross-entropy error function
was used in conjunction with a softmax output activation function, which ensured
that the network outputs were within the range [0,1] and summed to one. All 180, 000
training feature vectors (both elastic and non-elastic) were used in training, and inputs
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Table 5.1: Comparison of Results on MNIST
Method
Classification Accuracy
DeSTIN (previous) (Karnowski,
98.55%
2012)
DeSTIN (this work)
98.71%
Single Deep Neural Network (no
99.53%
width normalization) (Schmidhuber, 2012)
Multi-Column Deep Neural Net99.77%
work (committee of 35 networks each trained on data with
different width normalization)
(Schmidhuber, 2012)
Table 5.2: Comparison of Results on PEMS-SF
Method
Classification Accuracy
AR-Kernel (Cuturi and Doucet, 2011)
75%
AR-Kernel using k (Cuturi and Doucet, 2011)
81%
BOV Kernel (Cuturi and Doucet, 2011)
82%
GA Kernel (Cuturi and Doucet, 2011)
79%
SS Kernel (Cuturi and Doucet, 2011)
81%
Kernels in Reservoir Space (Chen et al., 2013)
86%
DeSTIN
86%
to the networks were scaled to the range [-1, 1]. Using this experimental setup, a
classification accuracy of 98.71% was achieved which is comparable to previous work
involving the first-generation DeSTIN architecture which involved an additional layer
and more complex computations. These results are compared to results obtained for
this benchmark achieved with other state of the art methods (Kégl and Busa-Fekete,
2009; Salakhutdinov and Hinton, 2007; Simard et al., 2003; Schmidhuber, 2012) in
Table 5.1.

5.3.2

PEMS-SF Results

In this section, results on the PEMS-SF traffic sensor dataset are presented. The
DeSTIN hierarchy used was the same as before, except it had 50, 30, and 20 centroids
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in the nodes in the three layers respectively. A classification accuracy of 86% was
achieved, which is comparable to other state of the art methods (Cuturi, 2011; Cuturi
and Doucet, 2011; Chen et al., 2013) as can be seen in Table 5.2. This method
performed on par with state of the art results on this dataset and has demonstrated
an ability to perform well on two very different types of datasets without any complex
preprocessing or any significant changes in the method to handle these differences.
This ability to discover structure in many different types of data without significantly
altering the dataset to fit the method being used is important to the proliferation of
DML methods into new problem domains. In particular, it demonstrates DeSTIN’s
ability to capture temporal features that exist in data.

5.3.3

CIFAR-10 Results

For this test, DeSTIN was configured as before with the exception of the number of
centroids per node. 100 centroids per node were used. A classification accuracy of
76% was reached on the test set. This is compared to other methods in Table 5.3.
Horizontal reflections of the training set are used to augment the training set, but no
scaling or shifts are performed on the data.
While DeSTIN performs comparable to earlier convolutional neural network
results (Ngiam et al., 2010), it is still behind current state of the art results (Wan
et al., 2013). A discussion of some possible causes for this difference is discussed in
Chapter 6 along with some paths forward to improving DeSTIN’s performance. It
is important to note DeSTIN’s much faster training time. In a single threaded CPU
implementation, DeSTIN’s centroids can be trained 25x faster than a CNN model
can be trained. This is largely a factor of DeSTIN’s convergence speed.
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Table 5.3: Comparison of Results on CIFAR-10
Method

Classification
Accuracy

Single
Thread CPU
Runtime
n/a

GPU
Runtime

DeSTIN
(Non- 49%
n/a
Convolutional;
No
Translated Images)
Tiled Convolutional Neural 73%
n/a
n/a
Networks (Ngiam et al.,
2010)
DeSTIN (Convolutional; No 76%
1.6 hours †
n/a
Translated Images)
Convolutional Deep Belief 79%
n/a
81 hours
Network (Krizhevsky, 2010)
CNN + DropConnect (Sin- 81%
41 hours ††
25 minutes
gle Network; No Translated
Images) (Wan et al., 2013)
CNN + DropConnect (12 91%
n/a
n/a
Networks; Translated Images) (Wan et al., 2013)
†Time to train DeSTIN centroids
††Estimated time based on GPU run time and a comparison between GPU
implementation and single threaded CPU implementation of CNNs (Scherer et al.,
2010).
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Figure 5.10: Clean (left) and noisy (right) synthetic clustering data used for
evaluation of analog computation inaccuracies

5.4

System-Level Impacts: Modeling Inaccuracies

This section focuses on experimental results when simulating the effects of analog
circuitry as presented in Chapter 4. Results from both the generic analog clustering
model and the specific implementation used are presented.

5.4.1

Generic Clustering Model Results

In this section the impact of error sources on the belief state calculation using the when
using the generic analog clustering model presented in Section 4.1. First, a metric
for algorithmic performance must be defined. Since the common method for using
DeSTIN in pattern recognition tasks is to extract the beliefs as features, performance
is defined as the mean absolute error (MAE) between what the ideal belief values
should be and those calculated considering errors in the system. It is important to
note that this means performance is not directly tied to the numerical accuracy of
the calculated centroid means and variances, which are being calculated in a space
altered by the error sources. It is only tied to the ability to produce the correct belief
state. In the remainder of this section, the effects of the analog error sources on a
synthetic dataset in order to demonstrate the effect on calculated belief states when
the true centroids are known are explored.
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To demonstrate the effect of the various errors and mismatches, a simple clustering
problem is considered. The data shown in Figure 5.10 is clustered using a single
DeSTIN node with varying levels of error and noise. The noise is always additive
Gaussian noise, while Gain errors and additive errors are implemented according
to Equations (5.1) and (5.2), respectively, where rx is the difference between the
maximum and minimum values x can take. Noise is added to select signals in the
system in the same manner as additive error. The use of currents to represent variables
generally leads to gain errors, while voltage-based signals lead to offset errors. The
system was modeled as full current-mode signaling and full voltage-mode signaling to
explore the different effects. The impact of gain and offset errors on a system using
mixed-mode signaling can be expected to fall between these two cases.

x0 = xN (1, σ)

(5.1)

x0 = x + N (0, σ)rx

(5.2)

The resulting error in the belief is calculated as the mean absolute error between
the ideal belief vector and that obtained using analog computation. Figures 5.11 and
5.12 illustrate the effect of the errors discussed in this section on a single node’s belief
values. As can be observed, none of the errors introduce any notable degradation
below a standard deviation value of 10−3 .
When modeling all errors as gain errors, additive noise in the system has a much
larger impact than even the rest of the errors combined. Thus, it is demonstrated that
the inconsistency caused by noise is much more harmful than the consistent gain and
bias errors. The most destructive gain errors are the distance comparison, distance,
and memory adaptation variation errors. The update asymmetry, input, and update
variation errors have much less impact.
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Figure 5.11: Accuracy vs. level of error (σ): Gain Errors on Clean Dataset (left)
and Noisy Dataset (right): This figure illustrates that the update and input errors
have the lowest impact on performance, while noise has the most significant impact.
When all errors are modeled as bias errors, additive noise has much the same effect
as the distance comparison, distance, and memory adaptation variation errors. The
update asymmetry, input, and update variation errors still have much less impact.
In conclusion, the results presented here provide a comparison between the
mismatch errors that are expected along with noise in the system. This allowed
work to focus on the errors expected to have the largest impact when the final analog
circuit was designed. In the next section, the final implementation proposed by the
analog design team is evaluated.

5.4.2

Evaluation of Final Design

Results in the previous section were used to design a specific analog implementation
of the clustering circuit as described in Section 4.2. In this section, the sensitivity
of that specific implementation to error and noise is examined. The results in this
section focus on classification accuracy on the standard benchmarks. This is a more
useful tool for evaluation, since correct clustering is not necessary for DeSTIN to
produce meaningful beliefs. DeSTIN need not converge to a specific set of centroids.
Figures 5.13 - 5.15 contain the classification results on the three standard benchmarks
with each of the individual gain errors, all gain errors, noise, and all gain errors
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Figure 5.12: Accuracy vs. level of error (σ): Additive Errors on Clean Dataset
(left) and Noisy Dataset (right): the update and input errors have the lowest impact,
while the remaining error components have an impact similar to that of the additive
noise of the same level.
with noise. The classification results are plotted against the standard deviation of
the errors/noise in nano-amperes in order to relate the inaccuracies to a physical
value. This is calculated by converting the dynamic range of the signals to the typical
dynamic range of the signals on an analog chip.
The results from these classification tests on the three standard datasets allow
some important conclusions to be drawn. A significant amount of error and noise can
be introduced to the DeSTIN architecture without having a destructive effect upon
performance. It is particularly noteworthy that noise is the most harmful source of
inaccuracy by a significant margin. This is intuitively reasonable, as noise represents
a dynamic distortion to which the learning system cannot adapt. In contrast the
other error sources distort the signals in a static way, leaving relationships in the
underlying data intact.
Effect of Gain Errors
As seen in Figures 5.13 - 5.15, the only gain error with a significant impact on
classification accuracy is G4 . As discussed in Section 4.3.1, this is a result of this
error only existing in the centroid training phase and not in the belief state generation
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Figure 5.13: Analog MNIST Classification Results
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Figure 5.14: Analog PEMS-SF Classification Results
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Figure 5.15: Analog CIFAR-10 Classification Results
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Figure 5.16: G4 Error and MNIST: Classification results compared to Second Layer
Centroid Variance
phase. Figures 5.16 - 5.18 demonstrate the low-variance centroids produced in upper
layers as a result of the inaccurately calculated belief states from lower layers as this
error grows too large.
Effect of Belief Normalization Error
In this section the belief normalization error previously discussed in Section 4.3.2 is
explored experimentally. The threshold tn was varied in the range [1.0 × 10−6 , K1 ]
where the the model for this error is guaranteed to be stable. In this range there was
no degradation in classification accuracy. Figure 5.19 demonstrates what percentage
of belief state elements are non-zero for varying values of tn .
Since there is no degradation in results in this range, Figure 5.19 demonstrates
that the belief states from only 30% of centroids need to be calculated as non-zero.
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Figure 5.17: G4 Error and PEMS-SF: Classification results compared to Second
Layer Centroid Variance
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Figure 5.18: G4 Error and CIFAR-10: Classification results compared to Second
Layer Centroid Variance
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Figure 5.19: Percent non-zero belief elements versus tn
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Figure 5.20: Noise and MNIST: Classification results compared to Second Layer
MDBC
This means that in a typical DeSTIN configuration consisting of 25 centroids per
node, the belief state elements for only 8 centroids need to be correctly calculated as
non-zero.
Effect of Additive Noise
As seen in Figures 5.13 - 5.15, noise is has the most significant impact upon
classification accuracy on all three datasets. This dynamic distortion of the signals
cannot be learned by the system in any meaningful way.

Figures 5.20 - 5.22

demonstrate the changes in the mean distance between centroids in the upper layers
along with the decrease in classification performance as the amount of noise increases
as described in Section 4.3.3. The ”elbow” in the classification accuracy curves occurs
when the MDBC experience 2x change from the MDBC with no noise.
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Figure 5.21: Noise and PEMS-SF: Classification results compared to Second Layer
MDBC
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Figure 5.22: Noise and CIFAR-10: Classification results compared to Second Layer
MDBC
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Table 5.4: Noise Degradation to Guessing
Dataset

σcentroids (First Layer)

MNIST
PEMS-SF
CIFAR-10

1.0 × 100 nA
8.0 × 10−2 nA
2.5 × 100 nA

σnoise (Guessing First
Observed)
1.0 × 101 nA
2.5 × 10−1 nA
2.5 × 101 nA

Additionally, Table 5.4 demonstrates when classification degrades to guessing. As
predicted in Section 4.3.3, this occurs once the standard deviation of the noise is
larger than the average standard deviation of the learned centroids when no noise
is present. While the results presented in Figures 5.20 - 5.22 are undoubtedly more
important, these results explain the upper limit of noise that can be tolerated while
still retaining any information at all.
Effect of Additive Noise on Depth
It is important to understand the effect of noise upon the features generated in higher
layers of DeSTIN. Figures 5.23 - 5.25 compare classification results using just the
upper layer belief states and using belief states from all layers. As explained in
Section 4.3.4, classification based only on the belief states from the upper layers
will decrease to guessing before classification based on belief states from all layers.
Guessing is reached at approximately the point that MDBC centroids significantly
changes as seen in Figures 5.20 - 5.22.
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Figure 5.23: Depth,Noise, and MNIST: Classification results using only upper layer
beliefs compared to using beliefs from all layers.
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Figure 5.24: Depth,Noise, and PEMS-SF: Classification results using only upper
layer beliefs compared to using beliefs from all layers.
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Figure 5.25: Depth,Noise, and CIFAR-10: Classification results using only upper
layer beliefs compared to using beliefs from all layers.
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Chapter 6
Discussion and Future work
6.1

Discussion

In this work, a new temporal feedback scheme for DeSTIN was introduced. This
new method allows DeSTIN to be more easily mapped to alternative hardware by
condensing more functionality into the incremental clustering algorithm that is the
basic function of each node. A method for using class labels to form centroids more
relevant to the classification task being performed was introduced. The label weight,
β, given to the class label in the clustering process had previously not been explored
in related work. This work demonstrated the effect β has upon classification and
provided a method for determining the proper value of this parameter based purely
on clustering statistics.
This work presented a method for achieving meaningful results on natural images
(CIFAR-10) by borrowing the ideas of convolution and sub-sampling in order to gain
shift invariance. Providing meaningful results on the CIFAR-10 dataset was very
important since it is the most widely used benchmark for deep learning methods,
and MNIST’s use as benchmark in deep learning has declined since human-level
performance has been achieved.
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Finally, this work explored the feasibility of a DeSTIN implementation in analog
circuitry and explored the effects of analog inaccuracies on DeSTIN’s ability to
produce good features for classification. This work was used to guide the design of
an analog chip that contains a small-scale DeSTIN hierarchy for proof of concept
purposes.

The large computation requirements of deep learning methods make

implementations in custom architecture very attractive, and analog hardware provides
an opportunity to drastically decrease the power consumption of deep learning which
has heavily relied on GPUs in recent years.

6.2

Future Work

DeSTIN’s classification performance on the CIFAR-10 is still short of state of the art
results. DeSTIN relies upon clustering to generate good features for a classifier. Using
supervised clustering, the centroids can be forced to correlate with the classes in order
to create features that better separate the data for classification. However, CNNs are
not simply using the labels to make features correlate with classes. They use the
actual classification error to adjust the weights of the network. Future work should
include a scheme to leverage classification error to modulate the learned centroids
in order to improve classification. This could take the form of a back-propagation
method to fine-tune the centroids, or some other form of modulating the clustering
process based on the clustering error.
DeSTIN has demonstrated an ability to perform classification on datasets with
spatial features (CIFAR-10) and datasets with temporal features (PEMS-SF). The
next frontier will be video datasets. Applying DeSTIN to video would likely require
convolution across a frame and recurrence of beliefs between frames. Some work
has been done applying convolutional neural networks to video classification tasks
(e.g. football game vs. track meet), but results using multiple frames versus a single
frame on this task were mixed (Karpathy et al., 2014). This is likely because a
single frame is all that is required to recognize most of these scenes. Video datasets
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that contain more important temporal features should be explored. The videos used
should not be able to be classified based on a single frame and the order of events
should be important. One interesting application to explore would be sign language
gesture recognition. Gesture recognition tasks contain strong spatial and temporal
information, and it would be very impactful to accomplish for sign language what has
been accomplished in deep learning already for spoken language.
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Appendix A
Ensembles Operating on Unique
Subsets of DeSTIN Beliefs
Although using ensembles that operate on unique subsets of DeSTIN’s belief states
was not necessary as outlined in Section 3.4, some results are presented here. An
ensemble of 11 MLP classifers as used in Chapter 5 is used. Each ensemble member
operates on a random subset of the belief states. Figures A.1 - A.3 demonstrate
the classification accuracy achieved on the three standard datasets as the size of
the random subset of features provided to each classifier is varied. In these results,
no increase in performance is seen by providing fewer features to each classifier as
was seen when using simpler classifiers (decision trees) and domain specific features
(Bryll et al., 2003). However, on the MNIST and CIFAR-10 tasks these results
indicate an opportunity to decrease the number of features provided to each classifier
and maintain comparable performance to using all features which would reduce the
computational complexity of each classifier. On the PEMS-SF task, ensembles do
not offer any improvement over a single network. This is a result of this dataset only
containing 267 training examples, while the other datasets contain at least 50, 000
training examples.

113

Figure A.1: MNIST: Classification accuracy versus percentage of features provided
to each classifier
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Figure A.2: PEMS-SF: Classification accuracy versus percentage of features
provided to each classifier
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Figure A.3: CIFAR-10: Classification accuracy versus percentage of features
provided to each classifier
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