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The Infant Mortality Rate (IMR) is an important population health statistic often used as one of the
indicators of the health status of a nation. In many countries lacking adequate vital registration systems,
sample methods are used to estimate IMRs. However, evaluations of this approach are rare and the liter-
ature contains no assessments of the stochastic uncertainty underlying these estimated IMRs. Stochastic
uncertainty reflects the fact that even where the underlying IMR is constant in a small population over
time, there is a likelihood of yearly fluctuation in its empirical observations even if it is measured from
a complete count of the events of interest. In this study a method is presented that can be used to assess
this stochastic uncertainty. We use the country of Ghana as a case study for this purpose. The method, a
beta-binomial model, is described, tested for validity, and illustrated using 2014 sample-based estimates
of IMR for 13 sample regions in Ghana. As such, the approach we described regarding the revision of
sample-based IMR estimates is aimed at taking into account of the stochastic uncertainty while preserv-
ing the information concerning the uncertainty due to sampling. In applying the method to Ghana, we find
that the sample-based IMR estimates perform well in accounting for stochastic uncertainty and could be
applied elsewhere.
Keywords: Representational data, estimate, Beta Binomial model, validity
1. Introduction
Infant mortality level is one of the most important indicators of the state of health
and quality of life in any nation [1–5].1 Recent data show that worldwide, the infant
∗Corresponding author: David A. Swanson, Department of Sociology, University of California River-
side, Riverside, CA 92521, USA. Tel.: +951 827 6398; E-mail: dswanson@ucr.edu.
1Murray [35] has argued that the infant mortality rate is flawed when it is used as an index of overall
mortality (i.e., the mortality regime affecting a given population) and that “Disability Adjusted life Ex-
pectancy” should be used in its place. However, it has been pointed out by Reidpath and Allotey [36] that
the infant mortality rate and the measure proposed by Murray are so highly correlated that it merely goes
to reinforce the intuition that the causes of infant mortality are strongly related to those structural factors
like economic development, general living conditions, social well-being, and environmental factors, and,
and such, the infant mortality rate remains a useful and comparatively inexpensive indicator of popula-
tion health. Guillot et al. [37] also note that infant mortality is responsive to changes in annual mortality
conditions because it involves a short lag between the timing of mortality exposures and the timing of
corresponding births.
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Fig. 1. Map of ghana and its ten administrative regions. Source: Ghana statistical service and ICF interna-
tional, 2015: xxii.
mortality rate (IMR) has declined since 1990. It went from 64.8 deaths per 1,000 live
births in 1990 to 30.5 deaths per 1,000 live births in 2016, representing a decrease
of over 52% [6]. Despite the decline, there remain substantial IMR variations by
world regions, with countries in sub-Saharan Africa experiencing the highest rates.
Within sub-Saharan Africa, Ghana has had one of the lower rates, though by global
standards, its infant deaths remain relatively high. It had an estimated rate of 53.4
deaths per 1,000 live births in 2008, which declined to 41.2 deaths per 1,000 live
births in 2016 [7]. There is evidence to suggest that the relatively high infant deaths
in Ghana are in part attributable to the country’s high neonatal mortality rate [8].
As shown in Fig. 1, there are 10 administrative regions in Ghana: Western, Central,
Greater Accra, Volta, Eastern, Ashanti, Brong Ahafo, Northern, Upper East, and
Upper West [9]. Current national borders were established in the 1900s when Ghana
was known to Europeans as the British Gold Coast. It became independent in 1957
and became a republic in the British Commonwealth in 1960 [9]. Ghana’s population
was estimated at 27 million in 2014 [9]. The Ashanti, Eastern, and Greater Accra
regions together constitute about 50 percent of the country’s population. Upper East
is the least populated region, accounting for two percent of the total population of
Ghana [9]. The 2014 Demographic and Health Survey of Ghana showed evidence
that there are substantial regional variations in infant mortality [9]. Nationally, it
provided an estimate of 41.2 deaths per 1,000 live births [9]. Greater Accra, the most
developed region of the country and the nation’s most populous area had a rate of
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36.7, the lowest, followed by Volta (41.9). Moving further from Accra on the Atlantic
coast, there seems to be a south-north gradient in mortality, which is likely reflective
of rurality, ethnic differences, and especially socio-economic conditions [9, p. 103–
104]. Ashanti experienced 63.5 deaths per 1,000 live births; the Upper East had 46.1,
and the highest rate was reported in the Upper West (64.1 deaths).
Data availability and quality remain a major problem for any demographic analy-
sis of infant mortality in Ghana [8–14]. Although Ghana has made numerous positive
strides, in education, health, and infrastructure, the country lacks a fully functioning
vital registration system of births and deaths. Estimates of births and deaths are based
on surveys and hospital records [9–14].
Sample based estimates of infant deaths in Ghana for 2014 were obtained by ask-
ing women age 15–49 about their full birth history, including number of children
that had died the previous year, and for each death, age at death [9]. Such sample
based estimates are subject to error and sampling variability because survey partici-
pants are likely to underreport infant deaths particularly if such deaths had occurred
some years ago. In African tradition, women do not want to remember their dead
children and as such, many dead children are missed out of the estimate. This has
implications for the numerator of the equation often used for determining mortality
estimate. Furthermore, given high mortality at all ages, and high maternal mortality
rates in Ghana [9,11–15], figures on infant mortality will by design be underesti-
mated as women that died before the survey could not be asked about their own birth
histories. Another source of potential bias is that women aged below 15 years and
those above 49 years are not included in the sample, both of which tend to have
higher infant mortality rates than those aged 15–49 [9, p. 104–105]. As the Ghana
Statistical Service et al. [9, p. 100] acknowledges, inherent uncertainty exists in the
use of surveys for the estimation of infant mortality due to possible biases arising
from incomplete and possibly unrepresentative data.
In view of incomplete vital registration systems in Ghana, researchers studying
infant mortality only rely on estimates that are sample-based. The yet unanswered
question is: how reliable are the estimates of infant mortality obtained from sample
based data, and to what extent could they be extrapolated to the entire population?
Responding to these questions require some robust statistical techniques that are ca-
pable of providing valid estimates. The method we describe in this paper is therefore
tested for validity and illustrated in a case study using 2014 sample-based estimates
of IMR for the nation as a whole, its ten administrative regions an urban sample area,
and a rural sample area [9]. The assumption underlying the use of this method is that
there are two sources of variation in sample-based estimates of a variable, namely,
sample size and the variation of the variable in question in the population from which
the sample is taken. As such, the approach we describe in more detail in regard to
revising sample-based IMR estimates is aimed at taking into account the stochastic
uncertainty while preserving the information concerning the uncertainty due to sam-
pling. In the process of accounting for stochastic uncertainty, our method also may
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serve to ameliorate the sources of potential error that affect sample-based IMR esti-
mates. In general, our method represents a “representative context” approach, based
on the idea that it is a statistical estimator. To this end, a publication by Link and
Hahn [16] was used as a guide in generating the approach described, tested, and
applied.
Before turning to a description of our method and the data we employed, it is
appropriate to provide an overview of what our approach aims to do. Stochastic un-
certainty reflects the fact that even where the underlying IMR is constant in a small
population over time, empirical observations of it can fluctuate from year to year
even if it is measured from a complete count of the events of interest [17]. As such,
the approach described regarding to revising sample-based IMR estimates is aimed
at taking into account stochastic uncertainty while preserving the information con-
cerning the uncertainty due to sampling. Note that we employ the definition that:
(1) stochastic uncertainty is the manifestation of a process representing numerical
values of some system randomly changing over time [18]; and (2) sampling uncer-
tainty is an estimate attached to a test result that characterizes the range of values
within which the true value is asserted to lie [19].
2. Methods
2.1. Infant mortality rate as a beta binomial process
The infant mortality rate measures the proportion of births that result in deaths
during the first year of life. As such, it measures the relationship between events
(deaths) and trials (births) where
di,t = Di,t/Bi,t
where
i = area(i = 1 to n)
t = time
D = infant deaths
B = births
The distribution of infant deaths in a given area i at a given time t is (approxi-
mately) binomial, with parameter d, and is typically described as a beta binomial
random process with a probability mass function defined by two parameters: α and
β. The first parameter, α, can be interpreted as the count of the event of interest,
which in our case is the number of infant deaths, the number of births in which the
infant dies before achieving the first year of life. The second parameter, β, can be
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interpreted as the count of “non-events,” which in our case is the number of children
born who survive to reach one year of age. Note that “rate” = α/(α + β), which
in our case is equivalent to “infant mortality rate” = infant deaths/(infant deaths +
survivors to age 1), which reduces to infant deaths/births. Thus, parameter α is the
numerator in the expression defining a rate, and when added together, the parameters
α and β represent the denominator. Together, we may re-express the IMR rate as the
compound distribution of α and β captured in the beta-binomial probability model:
IMR = α/(α+ β) = infant deaths/(infant deaths + infant survivors)
Because IMR may be conceptualized directly using the beta-binomial process,
IMRs may be thought of as stochastic processes that occur within each region
while also contributing to higher-level meta-populations within which they are
nested [20,21]. As a general description, the method we employed is a distribution
of IMRs estimated from a “representative context” from which the two parameters
of a “Beta model” fitted to a binomial distribution made up IMRs (where the IMR is
divided by 1,000) are used to develop an IMR estimate for populations of interest.
Even where it is the case that the population is so small that neither infant deaths
nor births are reported, the two parameters can be used to develop an estimate of the
underlying IMR. However, in such a case, the underlying estimated IMR is an “av-
erage” based on the parameters generated by fitting a Beta Model to a distribution of
IMRs selected as representative of the population(s) of interest.
2.2. An indirect estimator of IMR using averaging of samples from a beta-binomial
stochastic process
A potential number of strategies exist for dealing with small sample size dynamics
(or confidentiality suppression) in making estimates of infant mortality rates. First,
one might simply use the IMR for the entire set (e.g., the nation as a whole) of hi-
erarchical geographies (the provinces of a given nation) in place of highly-uncertain
estimates of IMR for subsets of the whole, a strategy employed in the field of small
area population estimates [22]. This would stabilize estimates for IMR for selected
subsets, but at the expense of potentially masking heterogeneity in IMRs across ge-
ographic units. For purposes of capturing spatial patterns in IMR, a main priority in
smaller-level analyses, this solution is less acceptable. A second alternative might
be to make adjustments based on judgment. While this may improve estimates over-
all, especially when judgments are made by applied demographers with significant
experience, this approach is subject to the criticism that non-standard methods are
applied across different geographies and/or population groupings. An ideal approach
would be to utilize a principled method for adjusting local estimates of IMR. Simple
model averaging, based on the beta-binomial model represents a viable approach for
achieving this goal.
We have established that the IMR constitutes a beta-binomial probability process.
We may think of two estimates of this process as constituting samples of the mean
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and variance of the underlying process. Therefore, we may consider these as samples
obtained from the same underlying mortality process and in averaging them, we
might anticipate arriving upon a superior estimate of the mean proportion [20,21].
As such, the averages of two estimates based on the model may also be averaged as:
IMRaveraged = (α1 + α2)/((α1 + β1) + (α2 + β2))
where the subscripts (1, 2) now represent estimates of death and survivorship counts
for two groups. This method can, of course, be extended to k groups as desired.
Such model averaging yields an estimate where a larger-scale and representationally-
appropriate model IMR is leveraged to make smaller-scale estimates more precise
in a manner similar to that observed in the literature on indirect estimation in de-
mography [23,24]. Recent attempts to extend indirect estimation based on stochastic
process theory have been introduced [25] and here, we leverage this idea further in
developing indirect estimates of IMR. We note that this approach to estimating IMR
appears to be new in that no description of it is found in the literature [24,26,27].
Before turning to a discussion of the data, it is appropriate to discuss in some
detail the averaging process just described. Because an IMR is typically expressed
per 1,000 births, it can be turned into a binomial variable by dividing it by 1,000 (or
more generally if IMR is expressed as infant deaths per k births, it would be divided
by k). In this form, IMR is strictly bound in that it cannot be less than zero nor greater
than 1 (0 6 IMR 6 1). Because the denominator of the IMR measure contains those
at risk of dying, it is a probability. In practice, it is substantially less than one.
2.3. Validity test
Given that our proposed method is producing a revised IMR that is likely to be
close to the underlying IMR for a small population and therefore reflective of its in-
trinsic mortality regime, one would expect the method to do this where one could ob-
serve the intrinsic mortality regime. Model stable populations afford this opportunity
because they have known intrinsic mortality regimes, the model life tables associated
with a given set of model stable populations. To examine how the method works in
this environment, we employed the IMR associated with a model stable population
found in Manual IV, Methods of Estimating Basic Demographic Measures from In-
complete Data [24]. For this purpose, we selected the infant mortality rate associated
with West Level 23 for both sexes, which shows that of 100,000 births, 98,166 are
expected to reach their first birthday. This yields an IMR of 0.0184 = 1 − 0.98166.
Using the IMR of 0.0184 and a seed population of 100,000, a random sample of
5,000 IMRs was generated using the beta-binomial model simulation provided by
the NCSS statistical system (release 8). The sample is sufficiently large to allow the
simulation program the opportunity to generate outliers, which it did. As can be seen
in Fig. 2, the mean is 0.01838 with a standard deviation of 0.000423 and a coefficient
of variation equal to 0.02305. The minimum IMR is 0.016849 and the maximum is
0.020147.
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Fig. 2. NCSS report on the fit of the beta-binomial model to the IMRs of 58 counties in the validity test.
From the 5,000 randomly generated observations, we extracted two sets of data.
For the first set, we extracted the initial 43 IMR randomly generated observations
from the simulation. For the second, we rank-ordered the 5,000 observations: from
high to low and then from low to high, and extracted the eight highest IMR and
seven lowest IMRs, respectively from them. The idea is that the entire set repre-
sents a synthetic population with 58 observations while the second set of 43 sim-
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ulated IMRs represents the subset of the synthetic population in which IMRs are
reported, and the third set of 15 simulated IMRs represents a subset of “small popu-
lations” subject to a high level of stochastic uncertainty. These characteristics mimic
the 2009–2011 IMRs reported for the 58 counties of state of California, where the
results are not reported for 15 counties (due to their small populations). As such, the
validity test was set up as if there were 43 units for which IMRs were reported and
15 for which they were not, However, all of the data used in the validity test were
generated from the synthetic population that is based on Model Life Table, Level
23, as described in the text. The reporting structure as well as the actual data for
California can be found through the Open Portal service provided by the California
Health and Human Services Agency via a download of a CVS data set assembled
by the California Department of Public Health. This data set can be accessed by go-
ing to: https://data.chhs.ca.gov/dataset/infant-mortality-deaths-per-1000-live-births-
lghc-indicator-01/resource/ae78da8f-1661-45f6-b2d0-1014857d16e3 and then click-
ing on the “download” tab, which downloads the file, “Infant Mortality, Deaths Per
1,000 Live Births (LGHC Indicator 01) (CSV)” in CVS form. Once downloaded, it
can be saved as an excel file. The data in this file include the infant mortality rates
(identified as “rate” in the file) and the infant deaths (identified as “numerator” in
the file) and live births (identified as “denominator” in the file) used to calculate the
IMRs for all counties and other administrative areas, including the state as a whole.
The data represent the period 2009–11. A description of the methods, caveats, and
so forth associated with this data set can be found on the ULR shown above.
The 43 observations are expected to be closer, on average, to the “underlying”
IMR of 0.01838 or all 5,000 observations and have less variation, respectively, than
that found in the 15 observations. For the set of 43 observations, the mean IMR is
0.01834 and the coefficient of variation is 0.02305. For the set of 15 observations,
the mean IMR is 0.01855 and the coefficient of variation is 0.07692. Thus, the set
of 43 observations has a mean and a coefficient of variation closer to the mean and
coefficient of variation found in the full set of 5,000 observations than does the set
of 15 observations.
A beta-binomial model was fit to the set of 43 observations and its parameters
were used to revise the IMRs in the set of 15 observations. The expectation is that
the revised IMRs will yield a mean IMR closer to that found for the full 5,000 set
of simulated observations and that the variation among these revised means will
decline, yielding a smaller coefficient of observation.
The results show that the model moved the initial IMR estimates for the 15 ob-
servations closer to the underlying IMR. As such, they are more reflective of the
West Level 23 mortality regime that is intrinsic to them: the mean of the original
IMRs for the 15 observations is 0.01855 while the mean for the revised IMRs is
0.01839, which is closer to the underlying IMR of 0.01838. In terms of variation, the
coefficient of variation for the initial set of 15 IMRs is 0.07692, while that for the
revised set is 0.00338. These results support the argument that the method described
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in this paper is capable of moving IMRs subject to stochastic uncertainty closer to
the underlying IMRs and their respective intrinsic mortality regimes.
In the validity test, different counties are simulated from a common beta distri-
bution, and the result is that the two sets of counties, large and small, are normally
distributed around the intrinsic mean IMR of the “population”. The simulation shows
that the adjusted IMRs of the small counties move closer the intrinsic IMR, which
indicates that the method works when both the small counties and large counties
represent samples taken from the same underlying population. If the small counties
represent a sample from a different population than the sample of large counties,
then the adjustment may yield a “biased” estimate of the former’s intrinsic IMR.
This shows the importance of having a reference set that conceptually represents a
sample from the same underlying population as the small county sample. One way to
visualize the unbiased and biased outcomes is to picture the case where the method
yields: (1) an “unbiased” estimate, which is when the mean IMR of the large coun-
ties is between the intrinsic IMR of the counties and the small counties mean IMR;
and (2) a “biased” estimate when the method does not move the mean IMR for the
small counties closer to its intrinsic IMR, which occurs where the mean IMR of the
small counties is between its intrinsic IMR and the mean IMR of the large counties.2
3. Results
Along with sample size and related information, Table 1 displays the 2014 survey-
based IMRs for Ghana by the sampled regions, which include aggregations of the
administrative districts and the districts themselves (9). As can be seen in Table 1, the
national IMR is estimated to be 41.245, with a 95% confidence interval of 34.516–
47.974. Among the ten regions, IMR is lowest for Greater Accra (36.680), with a
95% confidence interval of 22,772–50.588, while the highest is for Ashanti (63.479),
which has a 95% confidence interval of 46.803–80.155.
Turning to the uncertainty in the sample-based IMR estimates, we discuss the stan-
dard errors, which provide information similar to that found using the coefficients of
2In the validity test, different counties are simulated from a common beta distribution, and the result
is that the two sets of counties, large and small, are normally distributed around the intrinsic mean IMRs
of the “population”. The simulation shows that the adjusted IMRs of the small counties move closer the
intrinsic IMR, which indicates that the method works when both the small counties and large counties rep-
resent samples taken from the same underlying population. If the small counties represent a sample from a
different population than the sample of large counties, then the adjustment may yield a “biased” estimate
of the former’s intrinsic IMR. This shows the importance of having a reference set that conceptually repre-
sents a sample from the same underlying population as the small county sample. One way to visualize the
unbiased and biased outcomes is to picture the case where the method yields: (1) an “unbiased” estimate,
which is when the mean IMR of the large counties is between the intrinsic IMR of the counties and the
small counties mean IMR; and (2) a “biased” estimate when the method does not move the mean IMR for
the small counties closer to its intrinsic IMR because the mean IMR of the small counties is between its
intrinsic IMR and the mean IMR of the large counties.
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Table 1
2014 ghds IMR by region for ghana with sample characteristics∗
Sample area Sample Standard error Lower 95% confidence Upper 95% confidence
IMR (sample IMR) limit of sample estimate limit of sample estimate
of IMR (prior) of IMR (prior)
National 41.245 3.433 34.516 47.974
Urban 49.057 4.493 40.251 57.863
Rural 46.108 2.852 40.518 51.698
Western 39.826 5.782 28.493 51.159
Central 48.001 6.207 35.835 60.167
Greater accra 36.680 7.096 22.772 50.588
Volta 41.876 8.391 25.430 58.322
Eastern 43.110 7.155 29.086 57.134
Ashanti 63.479 8.508 46.803 80.155
Brong ahofo 37.624 4.716 28.381 46.867
Northern 52.715 7.275 38.456 66.974
Upper east 46.248 8.743 29.112 63.384
Upper west 64.099 7.691 49.025 79.173
∗Ghana Health and Demographic Survey 2014 (October, 2015), Ghana Statistical Service, Accra, Ghana.
Ghana Health Service, Accra, Ghana. The DHS Program, ICF International, Rockville, MD USA. From
The National Sample to the Upper West Sample, respectively, data (for women) are taken from tables, B2
through B.14. (https://dhsprogram.com/pubs/pdf/FR307/FR307.pdf).
variation. For example, the standard error for Volta (8.391) is over twice as high as
the standard error for the country as a whole, at 3.433. The sample size (females)
for the country as a whole (9,396) is just over twelve times the size of the sample
for Volta (795). The relative population sizes are similar: In the 2010 census, the
population for the country as whole (approximately 24.7 million) is approximately
twelve times the size of that for Volta (approximately 2.1 million). Picking up on the
discussion of sample uncertainty and stochastic uncertainty found at the end of the
preceding section, we again note that there are two sources of variation in sample-
based estimates of IMRs: (1) sample size and (2) the variation of infant deaths in
the population from which the sample is taken. The standard errors reflect these two
sources. Volta’s estimated IMR also reflects a higher level of stochastic uncertainty
because of the small size of its population. It is the latter that our approach is aimed
at reducing in regard to revising sample-based IMR estimates, while at the same time
preserving the information concerning the uncertainty due to sampling.
The Beta Binomial model procedure found within the “survival/reliability” mod-
ule of the NCSS statistical analysis package (release 8) was used to obtain the two
Beta Model parameters using the infant mortality rates found for 238 countries pro-
vided by the World Bank [15]. The major results of interest found in running this
procedure with the data are found as Fig. 3. Note that there two different estimates
of the α and β parameters, one accomplished by the method of moments and the
other by Maximum Likelihood Estimation. The parameters of the latter are used
here, namely: α = 1.241538 and β = 49.78341. Again as stated earlier, we use the
MLE approach because it comes with estimates of the standard error and confidence
intervals.
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Fig. 3. NCSS report on the fit of the beta model to the IMRs of 238 countries.
Table 2 provides the revised 2014 IMRs estimated for each of the 13 Sampling
Regions of Ghana using our procedure.
4. Discussion
Table 3 shows the change from the sample-based IMRs to the revised IMRs esti-
mated by our method. In each case, the change resulted into a decline in the IMR. As
summary statistics, we employ the Mean Algebraic Percent Error (MALPE) and the
Mean Absolute Percent Error (MAPE). The former provides the average direction
of change while the latter provides an assessment of the agreement between the two
sets of estimates (22: 269–270). The MALPE for the all of the 13 sample regions
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Table 2
Revised 2014 IMR estimates by region, Ghana
Sample area Sample IMR Revised IMR estimates
National 41.245 40.858
Urban 49.057 48.723
Rural 46.108 45.842
Western 39.826 39.319
Central 48.001 46.991
Greater accra 36.680 36.309
Volta 41.876 41.097
Eastern 43.110 42.163
Ashanti 63.479 61.368
Brong ahofo 37.624 37.471
Northern 52.715 52.172
Upper east 46.248 45.029
Upper west 64.099 62.095
Table 3
Differences between the sample-based IMR estimates and the revised IMR estimates
Sample area Sample IMR Revised IMR Difference Percent
estimates (sample – revised) difference
National 41.245 40.858 0.387 0.95%
Urban 49.057 48.723 0.334 0.68%
Rural 46.108 45.842 0.266 0.58%
Western 39.826 39.319 0.507 1.29%
Central 48.001 46.991 1.010 2.15%
Greater accra 36.680 36.309 0.371 1.02%
Volta 41.876 41.097 0.779 1.90%
Eastern 43.110 42.163 0.947 2.25%
Ashanti 63.479 61.368 2.111 3.44%
Brong ahofo 37.624 37.471 0.153 0.41%
Northern 52.715 52.172 0.543 1.04%
Upper east 46.248 45.029 1.219 2.71%
Upper west 64.099 62.095 2.004 3.23%
is 1.66%, indicating a slight downward direction in going from the sample-based
IMRs to the revised estimated IMRs. The MAPE also is 1.66%, which indicates that
the revised estimated IMRs are relatively close to the sample-based IMR estimates.
Taken altogether, the results suggest that the stochastic uncertainty underlying the
sample-based estimates is not huge and, as such, they perform well in accounting for
it.
The estimates are subject to judgment, which largely occurs in the selection of the
“representative context” used to construct the Beta Model and its two parameters.
However, even still the entire process is transparent, which means that the results
are not subject to arbitrary and capricious judgments that render them difficult to
replication. This and the fact that estimates are valid and can be efficiently gener-
ated by the process described here suggests that they have the potential to assess the
stochastic uncertainty underlying sample-based estimates of IMRs. Estimates of this
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nature are found in countries lacking good vital registration systems. They also re-
flect sources of error (measurement, faulty sample frames, and non-response), which
are beyond the scope of assessing sample uncertainty and stochastic uncertainty.
Given this, we believe that our method offers a low-cost and efficient means of as-
sessing the stochastic uncertainty in sample based IMR estimates, thereby serving as
a validity check when these estimates are used to make policy decisions. Swanson
and Tayman [22, p. 304] suggest these characteristics are important components in
deciding what methods to use in developing estimates. Supporting this concluding
statement is the evidence from the validity test. For Ghana, our results suggest that
the sample based estimates are reliable for all 13 sample regions. This includes the
regions that have relative large standard errors (over 8.0) in terms of the sample sizes,
Ashanti, Upper East, and Volta.
While the beta-binomial model has been used in medical research [28–30], con-
sumer studies [31], bioinfomatics [32] and public health research [33,34], it has not
found much traction in economic, demographic, and sociological approaches to the
study of population. This is surprising on two counts: (1) the components of demo-
graphic change, births, deaths, and migration, can all be constructed as rates that
are inherently binomial variables; and (2) the method is simple to use, explain, and
understand.3 This paper illustrates one such use with a sub-set of the mortality com-
ponent, the infant mortality rate. Although we focus on an African application, the
method can be applied to many other situations where small, inherently binomial,
numbers are present and affected by stochastic uncertainty, whether they are from a
scientific sample, as is the case in this paper, or a “complete count” as found in a
reliable vital registration system [17].
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