Abstract-We present a novel approach to predicting the sentiment of documents in multiple languages, without translation. The only prerequisite is a multilingual parallel corpus wherein a training sample of the documents, in a single language only, have been tagged with their overall sentiment. Latent Semantic Indexing (LSI) converts that multilingual corpus into a multilingual "concept space". Both training and test documents can be projected into that space, allowing crosslingual semantic comparisons between the documents without the need for translation. Accordingly, the training documents with known sentiment are used to build a machine learning model which can, because of the multilingual nature of the document projections, be used to predict sentiment in the other languages. We explain and evaluate the accuracy of this approach. We also design and conduct experiments to investigate the extent to which topic and sentiment separately contribute to that classification accuracy, and thereby shed some initial light on the question of whether topic and sentiment can be sensibly teased apart.
I. INTRODUCTION
In this paper, we integrate sentiment analysis and a multilingual vector-space approach to information retrieval (in what we believe is a novel way) to address the problem of multilingual sentiment analysis.
Perhaps because sentiment analysis deals with what is inherently subjective, and perhaps because it is still a relatively new field, it remains hard to formulate sentiment-analysis problems in a computationally well-defined manner [1] . Yet the growth of the World Wide Web has generated a great deal of practical interest in this area, as grassroots opinions and reviews on everything from consumer products to government foreign policy actions are posted online. For anyone involved in marketing or public relations, there is a wealth of free information available just waiting to be mined. As examples, early forays [2] , [3] into this field investigated the application of machine-learning techniques to extracting the overall valence of product and movie reviews.
In the last couple of years, interest has grown in application of sentiment analysis to multilingual text; companies and governments are increasingly interested in how their products or actions are perceived worldwide. Initial approaches include
• First translating documents from source languages into English (for which sentiment-tagged data is more readily available), then applying sentiment analysis [4] .
• Or the reverse: translating sentiment-tagged lists from English and then using these to classify documents in the other language [5] .
• Or simply taking the labor-intensive brute force approach of creating a sentiment lexicon in every language of interest [6] . Here, we take a novel approach that avoids the need for translation altogether, allowing immediate and easy extension to languages for which no sentiment lexicon is available. We build upon the framework of multilingual Latent Semantic Indexing (LSI) [7] , [8] . LSI is a particular instantiation of the vector-space view of language. Under this view, the terms in documents are counted and each document is then represented as a vector. If n is the number of items in the vocabulary, the vector is n-dimensional.
In addition to enabling one to characterize documents and terms using a very limited number of dimensions (which can greatly ease the use of machine learning methods), LSI also has the proven ability to bring all documents in a multilingual corpus into a single 'language-blind' concept space, enabling documents in one language to be compared directly to those in another with high precision [9] .
To motivate the integration of multilingual LSI and machine learning, we first note that by using terms as features in a nonreduced space, documents of a single language can be classified by sentiment with accuracy well above the baseline [3] . We also know that the multilingual LSI approach achieves precision of up to 95% in a non-trivial multilingual clustering task [9] -and therefore that multilingual LSI can capture some of the overall semantics of documents, even abstracting away from the particular languages they are in and even though the reduced space of LSI only approximates the non-reduced pre-LSI space. While sentiment may be hard to define computationally, our specific hypothesis here is simply that sentiment forms a part of a document's overall semantics, and that like topic, sentiment is at least somewhat independent of a document's language. If this is the case, it should be possible to detect sentiment in the LSI vectors for documents using machine learning techniques.
Related to the question of whether sentiment is detectable in the document vectors, and just as important, is that of whether sentiment and topic are separable in the document vectors. It could be that sentiment is fully bound up with topic, or manifests primarily as a type of topic. We investigate this question with LSI. One of the by-products of LSI is a ranked list of the most important topics in a corpus. By ensuring that the documents we use for machine learning come from a mix of topics, we can test our hypothesis that sentiment is not just a type of topic: evidence for this hypothesis is the predictability of sentiment even when topics are mixed. In fact, we go even further, and shuffle the contents of documents in a fashion that breaks up topics while preserving sentiment, and investigate the effect on sentiment prediction.
To explore these ideas, our first step, in Section II, will be to introduce the different datasets (Europarl, the Bible, and ANEW) that support our analysis. We propose a method for attaching sentiment features (based on a sentiment lexicon such as ANEW) to untagged English-language documents from the Bible; these are then subjectively evaluated to confirm their reasonableness. The sentiment tags are extended to the translations of these English documents on the weak assumption that whatever sentiment is present in an English document will also be present in translations of that document in other languages. Thus the English sentiment-tagged Bible chapters will be used to build the sentiment prediction model, and the parallel foreign language sentiment-tagged Bible chapters will be used to assess it.
In Section III, we briefly review the mechanics of LSI, explaining why it works for cross-language information retrieval, how we apply it to the Europarl parallel corpus to construct a cross-language semantic space, and outlining the specific LSI settings which have been found to work best for this kind of application. In Section IV, we show specifically how the output of LSI can be used to characterize terms and documents (both those from Europarl and new documents) in feature space in a way which allows a natural formulation of our multilingual sentiment analysis task as a machine learning problem. In Section V, we test whether sentiment is indeed predictable by mixing the vectors for documents in different languages, both with and without an enforced mix of topics. We conclude and suggest further research in Section VI.
II. DATASETS
Our cross-language sentiment analysis has only two prerequisites: (a) a parallel (multilingual) corpus, and (b) documents in at least one language which are tagged according to sentiment (however that is defined). To empirically evaluate our approach, we additionally make use of (c) documents in other languages which are similarly tagged as to sentiment.
The tagged documents in (b) and (c) could be from the multilingual corpus in (a), or they could be a collection of non-parallel documents which happen to be in multiple languages. We use the documents in (c) as our "ground truth", and attempt to predict their sentiment, after using the documents in (b) to train a machine learning algorithm.
For our research, we have chosen to use Europarl [10] as (a), our base multi-parallel corpus. Europarl is a parallel corpus extracted from the proceedings of the European Parliament; our copy of the dataset contains speeches in 11 languages, aligned at roughly sentence level, in several hundred thousand parallel chunks.
For the sentiment training and evaluation data, (b) and (c), we use the Bible, which we have in 54 languages, as a second multi-parallel corpus. 1 We use two separate parallel corpora for the following reasons:
• Use of a parallel corpus in (b) and (c) is a control to ensure that exactly the same sentiment which is present in documents of one language, is present in documents of all languages.
• Use of separate corpora in (a) ensures that the data used to train LSI are kept separate from data used for machine learning. Fundamentally, we do this because we recognize that in most real-life applications, we will not want to predict sentiment in documents from a parallel corpus. Whether or not (b) is a parallel corpus, its documents can be 'projected' into the semantic space of (a) through a matrix multiplication operation which will be described in section IV. Effectively, we will therefore test whether the sentiment of the parallel Bible documents is still present after those documents are projected into the Europarl semantic space. Since the Bible is, as far as we know, untagged for sentiment, we had to prepare those sentiment tags ourselves. This could have been done, of course, by manual inspection and tagging of all of the chapters of the Bible. To accelerate that process, and to focus our tagging efforts more efficiently on the highest and lowest valence chapters, we made use of an English-only sentiment lexicon. Specifically, we drew upon the Affective Norms for English Words (ANEW) dataset [12] , which provides normative emotional ratings for just over 1,000 English words, based on aggregating responses from subjects in psychophysiological experiments.
There are 1,189 chapters in the Bible, and we chose to chunk the Bible at the chapter level and obtain sentiment labels for roughly 200 of them. To compute a rough score for the chapter valence, we use a simple weighted average of the ANEW valence 2 . For each chapter, we look up the ANEW valence value for each token in that chunk and sum the valence scores weighted by the token frequency in each chapter, and finally divide by the total number of ANEW words in the chapter. The resultant score will be in the same range as the ANEW valence (between 1 and 9). For example, if a particular document has 9 mentions of "happy" (8.20) and 1 of "unhappy" (1.57), then the overall score would be 7.5. Using this method, the chapter valence scores range from 4.25 for Ezekiel 5 to 7.8 for Psalm 117.
Admittedly, this is a crude approach that may miss simple semantics (e.g., negation), but to a first approximation, it serves our need for a way to sort the chapters to initialize manual inspection for label assignment. Moreover, use of the ANEW dataset in this way allows us to initially base our hand tagging on independent psychological research.
Once we had the initial per-chapter valence scores, we sorted them to find the chapters with the top 100 and bottom 100 values for valence. An example of a 'positive' Bible chapter produced by this process is Psalm 126 (the theme of which is thanksgiving), and examples of 'negative' chapters are 1 Samuel 31 (about the defeat and slaying of Saul and his sons) and Revelation 9 (describing a demonic plague of locusts).
Finally, we manually reviewed each of those 200 chapters, to weed out the few chapters whose sentiment was mischaracterized by this process.
III. USING LSI AND EUROPARL TO CONSTRUCT A SEMANTIC SPACE
In the standard LSI framework [13] a term-by-document matrix X is factorized by the singular value decomposition (SVD),
Each column vector in U maps the terms in the corpus to a single arbitrary concept, such that semantically related terms will tend to group together with similar values in columns of U . Typically, however, a truncated SVD is computed: if R indicates the reduced number of concept dimensions in LSI, only the R largest singular values in S are kept, and the rest discarded. Similarly, only the first R vectors of U and V are retained. This means that equality in (1) no longer 2 High valence in ANEW corresponds to 'pleasant'; low valence corresponds to 'unpleasant'. The three words with the highest valence in ANEW are 'triumphant', 'paradise', and 'love'; those with the lowest valence are 'rape', 'suicide', and 'funeral'. If the input is a multilingual parallel corpus (for example, Europarl), LSI can still be used, and with interesting results. Assume now that X is a five-language multi-parallel corpus (meaning X contains translations of each document into all five languages). X will then have a structure as shown on the left in Figure 1 . Here, the rows still represent terms; the horizontal bands in X show that the terms are grouped in languages, and the fact that the bands are of different heights corresponds to the fact that different languages have different vocabulary sizes. The columns also still represent documents, but the documents here are 'cross-language' (parallel text chunks), so the intersection of column j with the band for language k contains the weighting of terms in the translation of document j into language k. The SVD of X is then as shown in Figure 1 . Here, U now maps the terms (in specific languages) to multilingual concepts. Based on prior work with multilingual clustering, we choose to set R = 300, which yields 300 columns in U . (In any practical application, that value should be locally investigated and optimized, of course. One side advantage of the supervised machine learning framework discussed here is that crossvalidation methods could be used to hunt for the best R for any given training corpus.)
It should be noted that the best results are obtained in LSI when care is taken over the preparation of the X matrix before SVD. Each entry X ij in X represents the weight of a particular term i in a particular document j. Typically, the 'weight' is not the raw frequency of i in j, but rather a weighted frequency. Term weighting is particularly important in this multilingual application, as use of an inappropriate weighting scheme (for example log-entropy scaling [14] ) with multilingual parallel corpora often causes the undesirable result that the SVD generates concepts where single languages dominate particular concepts. It has been shown that pointwise mutual information (PMI) weighting is simpler and sometimes yields considerably better results [9] .
According to PMI, entry X ij is
where p(·) is a probability given the statistics of the corpus. Chew et al. [9] adapt Eq (2) for the multilingual case by simply making each probability conditional upon language, as follows:
The result-when we take the Europarl matrix, use it to form a weighted term-by-document matrix, and apply SVD-is that we have all the terms used in Europarl mapped to a cross-language concept space.
IV. CHARACTERIZING TERMS AND DOCUMENTS IN EUROPARL SEMANTIC SPACE
For applications in information retrieval, we are usually more interested in document vectors than in term vectors. That is all the more true in the current application, where the sentiment of a document is the focus, rather than that of a single term. As explained above, the U matrix projects terms into the LSI semantic space. Likewise, V projects documents into the same space; however, it does so only for the documents in the input. If the latter is a parallel corpus, V will contain vectors only for documents in the parallel corpus, but as stated above, the documents we are ultimately interested in analyzing are very unlikely to be parallel.
Fortunately, LSI also allows new documents (in our case, those not in Europarl) to be projected into the Europarl semantic space. This is achieved by multiplying term vectors for the new documents by the product US −1 , to yield concept vectors for these documents. These vectors encode the semantics of the non-Europarl documents just as the vectors in V encode the semantics of the Europarl documents.
In our case, then, we form a term-by-chapter matrix for the Bible and apply weighting using the expression in (3). If we call the resulting matrix B, then we can obtain Europarl concept vectors for each chapter in the Bible from the product (US −1 ) T B. As described earlier, our hypothesis is that these "chapter vectors" sufficiently encode the semantics of each chapter such that, if treated as input variables in a machine learning task, they will enable the prediction of the known output variable "sentiment" (obtained from the tagging procedure described in section II).
V. RESULTS AND DISCUSSION

A. The Sentiment Training Data
Since the ANEW lexicon pertains to English, we assigned sentiment to a subset of the Bible chapters in English using the process described in Section II. After manual inspection and then reseeding with additional chapters to replace those weeded out, the result was 115 chapters labeled positive and 78 chapters labeled negative; again, all in English.
To build some sense of the interplay of sentiment and topic in this data, consider that one can define a pairwise distance metric between documents i and j, based only on the terms in the documents, by computing one minus the cosine similarity of the term feature vectors for chapters i and j. Figure 2(a) is a visualization of how our 115+78=193 training chapters cluster when considered by that distance metric; we use multidimensional scaling (MDS) [15] to embed that clustering in a 2D space. 3 This layout could be seen as having three rough regions, with several books of the Bible clustering in different areas. For example, Psalms is in the upper right; Proverbs and Ecclesiastes are in the lower right; and Numbers, Chronicles, and Joshua are on the left. The chapters from the New Testament tend to be in the center. Note also that the sentiment tends to roughly cluster with the term-based layout, which makes sense, as our measure of document sentiment derives from the terms it contains. Now, however, consider projecting each of the 193 English Bible chapters with known sentiment labels into the multilingual concept space; this results in 300 features for each chapter. Figure 2(b) shows the corresponding MDS embedding of the same 193 chapters except now based upon a distance matrix computed from those concept vectors. Because the positive and negative chapters are more intermixed in this layout, we have reason to believe that the chapters have topics mixed with, but not identical to, sentiment. That is, it appears that sentiment is not completely correlated with topic. Still, this is something that we further investigate quantitatively in the experiments we describe below.
As a final data preparation and investigation step, we noted that our nominal training set, 193 chapters with 300 features each, seemed small, but that further manual inspection of sorted bible chapters would have been time consuming. So to see whether we could cheaply expand the size of our training set (and thereby, we hoped, improve performance), we found five alternative English translations that appeared varied with respect to each other in terms of MDS visualizations. Table I shows the five English versions that we used along with their term counts and overlap with Europarl and ANEW. We created individual training sets from each version and also collected them all together into one large training set for five times the amount of data.
B. Sentiment Prediction Accuracy
The concept feature vectors trained a non-parametric statistical prediction model (an ensemble of bagged decision 3 MDS finds an embedding of the chapters in a lower dimensional space (here, two dimensions) such that the pairwise distances between chapters in the original, higher dimensional term space are preserved as best as possible. The axes in the plot are not unique because arbitrary rotation or translation does not affect the pairwise distances. trees, with ensemble size selected algorithmically to ensure maximum accuracy [16] ), and that model was used to predict the sentiment labels for the exact same chapters in three test languages: Spanish, French, and German. Specifically, we projected all of the sentiment-tagged chapters from the five English versions of the Bible into the multilingual concept space and collected all of the resulting feature vectors into a single training set. We built our prediction model on that training data, and used it to predict the sentiment of the same chapters in Spanish, French, and German. (We are thus indeed testing on foreign language versions of the English chapters we used to build the model; we are essentially making use of the accuracy version of a precision metric commonly used to assess retrieval in the multilingual context [17] .)
The average accuracy over ten runs of this experiment was 74.9%, which is statistically significantly better (onesample t test, α = 0.01) than the 59.6% baseline accuracy one could obtain by guessing that all chapters were positive.
C. Separating Sentiment and Topic
The 74.9% accuracy just cited in Section V-B is encouraging, but it also raises a concern: we have interpreted this as accuracy in predicting sentiment, but perhaps sentiment is so entwined with topic that all we have actually done is show, again, that one can predict topic properties.
To address this, we conducted a series of experiments on a randomized dataset that we believe minimizes this possibility. Specifically, we shuffled the verses (which are about a sentence or two in length) to make new chapters. To be precise, we separately enumerated all of the verses in each class (positive or negative) and then did a random permutation of those verses so that the original chapter length (in terms of verses) was held constant but the content was scrambled within a chapter. Doing that separately for each class ensured that only verses from positive chapters were swapped into other positive chapters, and similarly for negative chapters.
The idea here is that shuffling should decouple concepts from sentiment, or at least generate largely new concepts on each run. For instance, there might be 8 chapters with 30 sentences mentioning taxes, corruption, evasion, and such, which might be enough to give rise to a "taxes protest" concept. But when those 30 sentences are doled out at random to 100 documents, that concept will likely be broken up. So, if performance trained on actual chapters is close to average performance trained on the shuffled chapters, this suggests that the performance really is due to finding sentiment. Figure 3 (a) shows a sample MDS layout of shuffled chapters. The positive and negative chapters now cleanly separate into two groups. Figure 3(b) shows the same shuffled chapters but now based upon a distance matrix computed from the concept vectors. Once again, the two classes separate nicely. This is an important result for our purposes; the fact that sentiment can be a dominant characteristic in the data once topic has been "averaged away" suggest that sentiment is not necessarily inextricably intertwined with topic.
Figures 4(a)-4(d) show the distribution of chapter valence scores for the actual and shuffled chapters. 4 One can see that the shuffling tends to tighten the distribution around 4 Because the term "God" appears frequently in the Bible and has a high valence at 8.15, we removed this term from the chapter valence computation. Otherwise, the chapter valence scores would be skewed more positive. the mean, especially in the case of the negative chapters, which originally had a bimodal distribution. In other words, shuffling, as we had hoped, smooths out the positivity and negativity, and prevents it from piling up in a select few chapters by giving most chapters something closer to the mean amount of valence.
To evaluate the impact of shuffling on sentiment prediction, we trained on shuffled chapters from five English versions and then tested on the actual chapters from Spanish, French, and German. The average accuracy was 72.0%, which is lower than the 74.9% achieved by training on the unshuffled chapters. This suggests that there was indeed some sentiment predictive value in the original topics.
On the other hand, Figure 5 shows a plot of the twodimensional MDS embedding of the test set labeled by sentiment and accuracy of prediction for one of the runs on shuffled training data (accuracy 71.2%). One can see that the missed predictions are not isolated to a single region, which suggests that topic has not been a dominant factor.
To test whether individual English translations are a factor, we created a combined version that merges all terms from 5 English versions on a chapter by chapter basis (instead of keeping the 5 English versions separate for 5 times as much training data). We trained on this single version by itself and also added it to the other five for a total of six times as much training data. Table II indicates that the separate versions help when training on actual chapters, but not when training on shuffled chapters. This seems to suggest that with more data from the actual chapters, a predictive model is also learning topics, but the shuffling is breaking that association. Finally, we trained on all English versions separately to see if there were particular translations that were affecting the results or if the better results were due to having additional training data. Table III suggests that, while the results are mixed, some versions are better than others, but not to the extent that would explain the results in Table II .
D. Does Shuffling Preserve Sentiment?
We assumed in the previous section that shuffling sentences across documents of like valence would preserve the valence of those documents. That seems reasonable, but Table IV , all of these are higher than the opposite experiment, which suggests that shuffling preserves valence. In fact, it sharpens it, which makes sense. As we noted in our discussion of Figures 4(a)-4(d) , shuffling tends to increase the chance that a positive chapter will have a valence closer to the mean positive valence, and thus be easier to detect as positive. (And similarly with negative valence chapters.)
VI. CONCLUSION
We have described a machine learning approach for detecting positive/negative sentiment in multilingual documents. We used only a multilingual parallel corpus and a single-language sentiment lexicon. (And even the single language sentiment lexicon is not strictly necessary, as the sentiment-tagged training documents could have been determined by solely manual means.) To prevent the predictive model from learning topic, a key step was to shuffle the sentences in each class, which we found helps break any topic/sentiment association. When doing so, our experiments showed an average accuracy of about 72% for detecting sentiment.
Though our interest was primarily in establishing whether translation-free multilingual sentiment detection was possible at all, if a higher accuracy is required there are a couple of straightforward next steps to investigate. One would be manual vetting of the sentiment of a larger number of documents from a parallel corpus. Or, conversely, one could attempt the same bootstrapping we used with the Bible, but start with a larger sentiment lexicon, such as SentiWordNet [18] .
While our investigation here centered on valence/sentiment, we see no reason why this approach could not be extended to other emotional dimensions, or to other meta-properties of the language only peripherally related to topic. As an example, we expect to be applying these methods to finding "framing language" [19] in text, as a means of intuiting the perspective of the author.
