Recently, machining has been exploited as a means for producing ultra-fine grained (UFG) and nanocrystalline microstructures for various metal materials, such as aluminum alloys, copper, stainless steel, titanium and nickel-based super alloys, etc. However, no predictive, analytical or numerical work has ever been presented to quantitatively predict the change of grain sizes during machining.
Introduction
Recently, machining has been extensively studied as a severe plastic deformation (SPD) process for the manufacture of ultra-fine grained (UFG) and nanocrystalline materials, which often possess higher strength, hardness and wearresistance than their coarse grained counterparts [1] [2] [3] [4] [5] [6] . Compared to other SPD processes such as equal channel angular processing (ECAP), high pressure torsion (HPT) and cold rolling, machining only needs one pass to create large enough strain required for the creation of sub-micron grain sizes in the chip and can be performed at near-ambient temperature for high strength alloys [7] . It has been shown that machining is a flexible and controllable method for producing UFG microstructures for various metals and alloys, such as copper [1] [2] [3] , aluminum alloys [3, 4] , titanium [5, 6] , nickelbased superalloys [6] and steels [3, 6] . To effectively design the machining process parameters for materials with varying thermo-mechanical properties and improve the quality of the resultant microstructures, it is necessary to investigate the microstructure refinement mechanism during severe deformation and is desirable to have an analytical model for predicting the grain sizes produced by machining.
There is no physics-based model, analytical or empirical, available in literature to quantitatively predict the change of grain sizes during machining to the authors' best knowledge. Large-strain in the chip formation by machining has been generally used as a qualitative measure to the grain size change in the experimental results. For example, Swaminathan et al. [3] undertook orthogonal cutting experiments of oxygen-free high thermal conductivity (OFHC) copper with cutting tools of varying rake angles and showed that the grain size in the chip reduced as the shear strain increased: average grain size was above 1 µm for a shear strain of 3, about 400 nm for a shear strain of 8 and about 200 nm for a shear strain above 13. It is noted that the aforementioned experimental conclusions, or any other experimental observations of strain-grain size relationship in those resultant UFG microstructures reported in [1] [2] [3] [4] [5] [6] , can not be simply extended to a different process condition or a different material, because each cutting condition for each material is unique and all the process parameters affect the resultant microstructures. Unfortunately, the effects of other important cutting process parameters, such as workpiece temperature and cutting speed, have not been clearly shown in measuring the resultant UFG microstructures produced by machining. Therefore, a predictive model based on the grain refinement mechanism in machining is critically needed to better design and optimize the process parameters, such as the cutting speed, temperature, depth of cut and tool geometry, etc., for producing the desirable UFG microstructures by machining.
Many theoretical attempts have been made to analyze grain refinement in a regular SPD process such as ECAP. Petryk et al. proposed a quantitative relationship between strain hardening and equiaxed grain size and modeled the grain size change for an ECAP process [8] and a multi-axis compression test [9] . Beygelzimer [10] proposed kinetic equations of grain refinement and pore generation by using a self-similarity hypothesis for the grain refining mechanism, and mathematically modeled the grain refinement during a general deformation process. These aforementioned models assumed that grain size depended only on strain, not on other involved process parameters like strain rate or temperature, and hence were not suitable for modeling a complex thermo-mechanical dynamic process such as machining.
Dislocation density-based material models are useful tools to capture grain size evolution during complex dynamic processes like machining involving multi-process variables. Recently, several dislocation density-based material models have been proposed to model the physics of grain refinement during SPD processes. Mohamed et al. [11] [12] [13] [14] modeled the obtainable minimum grain size during a ball milling process of various metals by balancing the hardening rate arising from the dislocation generation and the recovery rate caused by dislocation annihilation. The proposed model was useful in assessing the achievable minimum grain size under different process conditions, but was not suitable for modeling the significant variance of grain sizes or microstructure textures for a monotonic deformation such as machining. Starink et al. [15] predicted grain refinement during SPD using the volume averaged number of dislocations generated and proposed a strain hardening function considering the effect of minor obstacle particles. Their proposed model dealt with grain refinement during a SPD process with a strain greater than 3, with no strain rate dependence and a limited range of process temperature; hence, the model was not suitable for modeling grain refinement in machining with a wide range of cutting speeds and high temperature gradients. Estrin et al. [16] and Toth et al. [17] presented a set of differential equations to evaluate the dislocation density evolution rates and applied the dislocation density-based material model to grain refinement in the ECAP processes of various materials such as copper [18] , aluminum [19] and IF (interstitial-free) steel [20, 21] . The nucleation of dislocations due to deformation, annihilation of dislocations due to dynamic recovery, and interaction of dislocations between the dislocation cell interiors and cell walls were evaluated based on the deformation process state variables. Their proposed dislocation density-based material model was compatible with the material constitutive models developed under varying conditions of strains, strain rates and temperatures and can be adapted to model other deformation processes with high strain rates or high temperature gradients such as a Taylor impact test [22] or a machining process. Hence their dislocation density-based material model is selected for modeling grain refinement by machining.
In this paper, the suitability of this dislocation densitybased model is investigated for predicting the microstructure evolution at large strain, high strain rate and high temperature gradients and a finite element based numerical framework is developed to model both chip formation and grain refinement in machining. A novel Coupled Eulerian-Lagrangian (CEL) finite element model embedded with the dislocation density subroutine is developed to model the severe plastic deformation and grain refinement during a steady-state cutting process. The orthogonal cutting processes of a commercially pure titanium (CP Ti) material [5] are simulated in order to assess the validity of the numerical solution through comparison with experiments. Interest in titanium and titanium alloys with UFG microstructures is motivated by their potential attractiveness for use as high-temperature structural materials. The dislocation density-based material model is calibrated to replicate the observed material constitutive mechanical behavior of CP Ti under various strains, strain rates and temperatures in the cutting process. Modeling results are presented in chip formation, strains, strain rates, temperatures, grain sizes and dislocation densities in comparison with the actual measurements during orthogonal cutting.
Dislocation density-based material model
The dislocation density-based model is briefly presented in this section. In the model, a dislocation cell structure is assumed to form during deformation, which consists of two parts, dislocation cell walls and cell interiors, and obeys a rule of mixtures. The following describes the dislocation density evolution rates in cell interiors and cell walls, respectively:
where the cell interior dislocation density is defined as ρ c , and the dislocation density on the cell walls is defined as ρ w , which is a sum of statistical dislocations and geometrically necessary dislocations. The first terms on the right side correspond to the generation of dislocations due to the activation of Frank-Read sources. The second terms denote the transfer of cell interior dislocations to cell walls where they are woven in. The last terms in each of the evolution equations represent the annihilation of dislocations leading to dynamic recovery in the course of straining. α*, β*and k o are dislocation evolution rate control parameters for the material, n is a temperature sensitivity parameter, f is the volume fraction of the dislocation 
Volume fraction f of the dislocation cell wall, total dislocation density ρ tot and grain size d are given as follows:
(1 )
where f o and f ∞ are the initial and saturation volume fractions of cell walls, respectively, and the average cell size d is assumed to scale with the inverse of the square root of total dislocation density ρ tot . The resolved shear strain rate 
where m is the strain rate sensitivity of the material.
CEL modeling of steady-state cutting with grain refinement
A novel coupled Eulerian-Lagrangian (CEL) model was developed to simulate steady-state chip formation and grain refinement in two-dimensional orthogonal cutting by using the commercial software Abaqus 6.10.1.
The CEL model incorporated the dislocation density-based material model subroutines written in Fortran and calculated the dislocation fields in the workpiece during the cutting simulation. Fig. 1 shows the flow chart for CEL modeling using the dislocation density-based material model.
Fully coupled thermo-mechanical Abaqus/Explicit analysis was carried out for orthogonal cutting. Quadrilateral, four-node, linearly interpolated elements with automatic hourglass control and reduced integration were used. Fig. 2 shows the two-dimensional CEL model setup with applied mechanical boundary conditions, where cutting takes place under plane strain condition. The arbitrary-LagrangianEulerian (ALE) technique was used in the whole domain of workpiece, which was divided into four regions (Zone 1-4) to simulate material flow during cutting, as can be seen in Fig. 2 . During the simulation, material flows into the workpiece mesh from the left inlet surface of zone-1, passes zone-2 around the tool tip, and exits the simulation domain from the right outlet surface of zone-3 and the top surface of zone-4. Eulerian zones 1 and 2 remain mesh constrained at the left inlet and fully in space, respectively, while Lagrangian zones 3 and 4 grow in size generating the machined part and the chip, respectively. The chip morphology continuously evolves by either inflation or deflation until reaching a steady state. No chip separation criterion was required by the CEL model. A moderate mass scaling factor was used in the simulation to save the simulation time.
To assess the validity of the CEL model, 2d orthogonal cutting conditions listed in Table 1 were simulated to compare the predicted cutting force with the experimental results [23, 24] . Workpiece material constitutive models used in the simulation are given in Table 2 . A same friction coefficient of 0.4 was used to define the tool-chip interaction in the simulations as in [24] . Fig. 3 and Fig. 4 show the comparison of the cutting force and temperature predictions with the experimental results, respectively. The cutting force matches well with the experimental results for all three tool rake angles. Nearly identical chip morphology and temperature profile were predicted by the CEL model in comparison with the predictions made by Miguelez [23] . These results thus validate the CEL model for simulating 2d steady-state orthogonal cutting. 
Material modeling of CP Ti.
The material properties of CP Ti used in the orthogonal cutting tests are given in Table 3 and 4 [25] . The material constitutive plastic model (a modified Johnson-Cook type) for CP Ti is shown as follows:
where the model parameters are given in Table 5 . Note the standardized temperature form in Eqn. (10) differs from the definition of a Johnson-Cook type plasticity model. Flow stress data for CP Ti were obtained using the torsion tests in the temperature range from the ambient to 750 °C and at shear strain rate in the range from 0.192 to 122.0 s -1 [26] , which covers the ranges of temperature and strain rate in the cutting tests [5] . Table 3 . Material properties of CP Ti [25] Material E (GPa) To calibrate the dislocation density model parameters, which are unknown in literature for this material, the dislocation density-based material model was programmed with Matlab to simulate the stress-strain curves at different temperatures and strain rates. The goal of the calibration was to duplicate the stress-strain relationships with the dislocation density model under the same conditions used in the torsion tests of CP Ti. The dislocation density evolution rate control parameters, i.e., the dynamic coefficients of dislocation generation (α*), interaction between the cell walls and interiors (β*) and dislocation annihilation (k o ), have been calibrated according to the measured flow stress data. The dislocation density-based plasticity predicts the stress-strain relationships at different temperatures and strain rates and the simulation results are compared with the experimental data as well as calculations using the constitutive model in Eqn. (10) as can be seen in Fig. 5 . The calibrated dislocation density model parameters are given in Table 6 . The identified model parameters have been proved accurate enough to predict the stress-strain relationships under different temperatures and strain rates in comparison with experimental data, which validates the dislocation density-based material model for CP Ti.
The reference strain rate was set as 100 s -1 because the cutting speed used in the experiments was as low as 0.01 m/s and the resultant strain rate in the primary shear zone was close to 100 s -1 . Constant parameters α* and β* were identified as 0.03 and 0.058, respectively, which were close to the values used for the models of Cu [16] [17] [18] and IF steel [20, 21] . The temperature sensitivity coefficients m and n, dislocation annihilation rate parameter k o were determined to be temperature-dependent as follows: 
Eqns. 11 and 12 were adapted from [22] and A and B were identified to be 60,000 and 29,000, respectively. Since the cutting temperature in the experiments were about 100 °C, the resultant m and n were calculated to be about 150 and 50, respectively, which are close to the values that have been used for Cu, Al and IF steel [16] [17] [18] [19] [20] [21] . Eqn. 13 indicates an increase of annihilation rate of k o as the workpiece temperature T (°C) increases. A constant k o was usually used in ECAP models because the temperature profile is more uniform during the ECAP process than in machining. For the temperature range from ambient to 750 °C, k o ranges from 2.9 to 17.8 for CP Ti.
The model was also used to study the parameter sensitivity, and it was found that the model prediction was insensitive to the Initial dislocation densities. The other non-mentioned material constants were generally derived from the models for copper, aluminum and steel [16] [17] [18] [19] [20] [21] [22] . To assess the validity of the numerical solution ocation density material model, the grain refinement orthogonal cutting experiments to be simulated for CP Ti are given in Table 7 . Two tool rake angles were varied to study the effect of strains and a slow cutting speed of 0.01 m/s was used to ensure low cutting temperature in the deformation zone and to suppress grain dynamic recovery.
Ti [5] C Fig. 6 shows the strain rate predictions b orthogonal cutting of CP Ti with a rake angle of 20° in comparison with the strain rate measurement using a high speed camera by Shankar et al. [5] . The strain rate prediction matched well with the measurement such that its magnitude was at the same level as the measurement and their contours were very similar. The measured high shear strain rate zone was slightly wider than the prediction. The predicted chip morphology was nearly identical to the actual chip, as can be seen in Fig. 6 . Effective strains were also tracked along the middle line of the chip and about 32 µm beneath the machined surface. Fig. 7 shows the comparison of the predicted effective strains for cutting of CP Ti with a rake angle of 20° and the actual measurements, which again are in good agreement. The average effective strain in the chip was predicted to be about 1.5 and 3.8 for the rake angle of 20° and -20°, respectively, while the measured strains were 1.4 and 3.5 for the rake angle of 20° and -20°, respectively. Largest strains were predicted in the secondary shear zone along the tool-chip contact and on the machined surface. A very steep strain gradient was predicted in a shallow layer below the machined subsurface. Fig. 8 shows the predictions of workpiece temperature during cutting with the two different rake angles.
Simulation results of deformation field y the CEL model for
The predicted cutting temperature in the shear zone was increased from ambient to 70 °C and 150°C for the rake angle of 20° and -20°, respectively.
(a) Measured [5] (b) predicted 9 shows the predictions of the grain size distributions for the two tests. It can be seen that grain size was greatly reduced to a minimum of about 100 nm not only in the chip but also near the machined surface for both cases. The histograms of predicted grain sizes in the chips are shown in Fig. 10 , which clearly shows a further reduction of grain size by about 20 nm when the rake angle is changed from 20° to -20°. Table 8 
Discussions
It is noted that by using the -20° rake angle tool, the induced average shear strain in the chip was more than doubled from the case of 20° rake angle tool. However, the average temperature in the chip also increased by about 80-100 °C when using the -20° rake angle tool, which adversely affected the grain refinement due to the increase of dislocations annihilations at a higher temperature. The sum of the effects of the strain and temperature increases contributed to the shift of 20 nm in average grain size from the 20° to -20° rake angle tool. This further tells that the grain refinement mechanism is affected by a combination of process parameters as well as work material properties and is not determined by the induced strain alone. Using a more negative rake angle tool might not further reduce the grain size. Fig. 11 shows the predicted total dislocation density histograms in the primary shear zone and in the steady-state chip. Dislocations greatly increase as the material enters the primary shear zone from the bulk material zone and further get accumulated as the material becomes chip. Fig. 12 shows the predicted total dislocation density distribution and schematically illustrates the microstructural evolution from the bulk material zone to the primary shear zone and to chip during machining. It shows the initial dislocation distribution and the thermo-mechanical history of the material has little effect on the deformed microstructures developed in the primary shear zone, which has also been observed by Ni and Alpas [1] , Baik et al. [17] and Mishra [27] . As the material enters the primary shear zone, the dislocation cell structure is greatly elongated and new dislocations dramatically increase on the cell walls and some are blocked by the subgrain boundaries. As the deformation continues into the steadystate chip zone, elongated subgrains break up and are reoriented into ultrafine grains.
(a) In the primary shear zone (b) In the steady-state chip Fig. 11 Predicted total dislocation density (1/mm 2 ) histograms
CONCLUSIONS
In this paper, a finite element based numerical framework was developed to simulate chip formation and grain refinement by machining.
A dislocation density-based material model developed for ECAP was adapted to model the material microstructure evolution in machining. A novel CEL finite element model by incorporating the dislocation material subroutine was developed to model steady-state cutting with grain refinement. The validity of this approach was assessed through a direct comparison with literature data on the orthogonal cutting tests of a commercially pure titanium material. The dislocation density-based material model was calibrated to reproduce the observed material constitutive behaviors of CP Ti under various strains, strain rates and temperatures similar to those occurring in the cutting process. The results demonstrated that the essential characteristics of the mechanical behavior were captured by the newly developed model very well. In particular, the deformation behaviors under a wide temperature range of ambient to 750 °C were correctly modeled with the calibration of the temperature-dependent dislocation model control parameters.
The CEL model predictions of steady-state chip morphology, strain rate distribution and strains in the chip and near the machined surface all matched well with the actual measurements.
Largest strains were predicted in the secondary shear zone along the tool-chip contact and on the machined surface. A very steep strain gradient was predicted for a shallow layer below the machined surface, which confirmed the experimental observation of grain refinement near the machine surface. The CEL model predicted grain size refinement to a minimum of about 100 nm not only in the chip but also near the machined surface for cutting of CP Ti. The predicted minimum grain size in the chip was 110 and 93 nm for the tool rake angle of 20° and -20°, respectively, while the predicted minimum grain size near the machined surface was 99 and 103 nm for the tool rake angle of 20° and -20°, respectively. Therefore, the CEL model coupled with a dislocation model developed in this study has been shown to be a powerful tool to model grain refinement by cutting and can be used to better design process parameters to achieve optimum mechanical properties of the refined microstructure. 
