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UNIQUENESS OF BUBBLING SOLUTIONS OF MEAN FIELD
EQUATIONS WITH NON-QUANTIZED SINGULARITIES
LINA WU AND LEI ZHANG
ABSTRACT. For singular mean field equations defined on a compact Riemann
surface, we prove the uniqueness of bubbling solutions if some blowup points
coincide with bubbling sources. If the strength of the bubbling sources at blowup
points are not multiple of 4pi we prove that bubbling solutions are unique under
non-degeneracy assumptions. This work extends a previous work of Bartolucci,
et, al [3].
1. INTRODUCTION
The main goal of this article is to study the uniqueness property of the following
mean field equations with singularities:
(1.1) ∆gv+ρ
(
hev∫
M he
vdµ
−
1
volg(M)
)
=
N
∑
j=1
4piα j(δq j −
1
volg(M)
) in M,
where (M,g) be a Riemann surface with the metric g, ∆g is the Laplace-Beltrami
operator (−∆g ≥ 0), h is a positive smooth function on M, q1, · · · ,qN are distinct
points on M, ρ > 0,α j > −1 are constants, δq j is the Dirac measure at q j ∈ M.
Equation (1.1) is one of the most extensively studied elliptic PDE in the past few
decades, partly due to its immense and profound connections with many branches
of mathematics and Physics. In conformal geometry, (1.1) represents a metric on
M with conic singularity (see [21, 36, 37]). Also it is derived from the mean field
limit of point vortices in the Euler flow [9, 10] and serves as a model equation in
the Chern-Simons-Higgs theory [31, 33, 40] and in the electroweak theory [1], etc.
The literature for the study of various form of (1.1) is just too numerous to be listed
in any reasonable way.
Recently it was found by Lin-Yan [26] that the uniqueness property is particu-
larly important for equations with concentration phenomenon. In their work [26]
they proved the first uniqueness property for bubbling solutions of Chern-Simon-
Higgs equation and computed the exact number of solutions in certain special
cases. In an important work [3] Bartolucci, et. al, extended Lin-Yan’s result for
mean field equation (1.1) if the blowup points are not singular sources. Our goal
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in this article is to further extend the uniqueness property to the case that some
singular sources coincide with blowup points.
To write the main equation in an equivalent form, we invoke the standard Green’s
functionG(x, p):
(1.2)
{
−∆gG(x, p) = δp−1 in M∫
MG(x, p)dµ = 0,
where the volume of M is assumed to be 1 for convenience. Then it is well known
that in a neighborhood of p, G(x, p) can be written as
G(x, p) =−
1
2pi
logdist(x, p)+R(x, p)
where dist(x, p) is the geodesic distance from p to x for x close to p.
Using G(x, p) we write (1.1) as
(1.3) ∆gw+ρ
(
Hew∫
MHe
wdµ
−1
)
= 0 in M,
where
(1.4) w(x) = v(x)+4pi
N
∑
j=1
α jG(x,q j),
and
(1.5) H(x) = h(x)
N
∏
j=1
e−4piα jG(x,q j).
Note that in a local coordinate near q j,
(1.6) H(x) = h j(x)|x−q j|
2α j , |x−q j| ≪ 1, 1≤ j ≤ N,
for some h j(x)> 0.
We say that {vk} is a sequence of bubbling solutions of (1.1) if the corresponding
wk defined by (1.4) tends to infinity as k goes to infinity. The places that wk tends
to infinity are called blowup points of vk or wk. In this article we use p1, ..., pm to
denote blowup points. Let q1, ...,qN be the location of singular sources. If none
of p1, ...pm is a singular source, Bartolucci, et. al have obtained the uniqueness of
the blow up solution in [3]. Thus in this article we consider two cases: either all
blowup points are singular sources or part of blowup points coincide with singular
sources. In more precise terms let
(1.7)
{
p j = q j if 1≤ j ≤ τ ,
p j /∈ {q1, · · · ,qN} if τ +1≤ j ≤ m,
for some 1 ≤ τ ≤ m. Thus if τ = m all blowup points are singular sources, if
1 ≤ τ < m, some blowup points are singular sources and some are not. Let 4piα j
be the strength of the singular source at p j, so we have α j = 0 if j > τ . Since the
largest α j matters the most we require the first t of them to have this strength:
(1.8) α1 = · · ·= αt > αl, l ≥ t+1, where 1≤ t ≤ τ .
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It is well known that equation (1.3) is the Euler-Lagrange equation of the varia-
tional form:
Iρ(w) =
1
2
∫
M
|∇w|2+ρ
∫
M
w−ρ log
∫
M
Hew,
for w ∈ H1(M). Since adding a constant to any solution of (1.3) certainly gives to
another solution, the space of solutions for (1.3) is the set of all H1(M) function
with average equal to 0. The discussion on the variational structure of (1.3) can be
found in [28].
To state the main results we use the following notations:
G∗j(x) = 8pi(1+α j)R(x, p j)+8pi
1,··· ,m
∑
l 6= j
(1+αl)G(x, pl),(1.9)
L(p) =
t
∑
j=1
[
∆ logh(p j)+ρ∗−N
∗−2K(p j)
]
(h j(p j))
1
1+α1 e
G∗j (p j )
1+α1 ,(1.10)
D(p) =

∇(logh1+G∗1)(p1)· · ·
∇(loght +G
∗
t )(pt)

 ,(1.11)
where h j is defined in (1.6), and
ρ∗ = 8pi
m
∑
j=1
(1+α j), N
∗ = 4pi
N
∑
j=1
α j
Our first result is when all blowup points are singular sources:
Theorem 1.1. Let v
(1)
k and v
(2)
k be two sequences of bubbling solutions of (1.1) with
ρ
(1)
k = ρk = ρ
(1)
k and α j ∈ R
+ \N(1 ≤ j ≤ m). If L(p) 6= 0 and D(p) = 0, then
v
(1)
k = v
(2)
k for k large enough.
Note that we use N to denote the set of positive integers. The assumption that
α j ∈ R
+ \N implies that all blowup points are singular sources. It is also very
essential to require α j to be non-integer, since quantized singular sources ( if the
strength is 4piN) exhibit non-simple blowup phenomenon [24][38] that has to be
studied in a separate work in the future.
The assumption of D(p) is also very interesting. It is well known that if p is not
a singular source, the vanishing rate of D(p) is very fast for a regular blowup point
( [22],[13]).
Our second main result is about the uniqueness of bubbling solutions when some
blowup points are non-quantized singular sources and some are regular points. So
in this case we require 1≤ τ < m and for (xτ+1, · · · ,xm) ∈M×·· ·×M, we define
(1.12) f ∗(xτ+1, · · · ,xm) =
m
∑
j=τ+1
[
logh(x j)+4piR(x j,x j)
]
+4pi
τ+1,··· ,m
∑
l 6= j
G(xl ,x j).
It is well known that (pτ+1, · · · , pm) is a critical point of f
∗.
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Theorem 1.2. Let v
(1)
k and v
(2)
k be two sequences of bubbling solutions of (1.1)
with ρ
(1)
k = ρk = ρ
(1)
k and 0 ≤ α j < 1(1 ≤ j ≤ m). Suppose 1≤ τ < m, L(p) 6= 0,
D(p) = 0 and det
(
D2 f ∗(pτ+1, · · · , pm)
)
6= 0, then v
(1)
k = v
(2)
k for k large enough.
The notation D2 f ∗ in Theorem 1.2 stands for the Hessian tensor field on M.
Theorems 1.1 and Theorem 1.2 are clearly extensions of the main theorem in [3],
where the uniqueness of bubbling solutions around regular blowup points is estab-
lished. Here in our work, the assumptions of L(p) and D(p) are only placed on
singular sources with the strongest strength.
In addition to the importance of application, the proof of the main theorems
requires extremely delicate local analysis, just like the argument in [3]. Our argu-
ment relies heavily on the result of the second author in [42], Chen-Lin’s refined
estimates in [16, 17] and the argument used by Lin-Yan [26] and Bartolucci-et-al
[3]. Even though the outline of our paper is similar to those used in [26, 3] we have
to establish accurate estimates for certain terms in an iterative manner.
The proof of Theorem 1.1 and Theorem 1.2 can also be applied to solve the fol-
lowing locally defined Dirichlet boundary problem: Let Ω be an open and bounded
domain in R2 with regular boundary ∂Ω ∈C2, v be a solution of
(1.13)
{
∆v+ρ he
v∫
Ω he
vdx
= ∑Nj=1 4piα jδq j in Ω,
v= 0 on ∂Ω,
where h> 0 is aC1 funation in Ω, q1, · · · ,qN are distinct points in Ω, ρ > 0, α j > 0
are constants.
Let {vk} be a sequence of solutions to (1.13) with ρ = ρk. We say
(1.14) vk blows up at p j ∈ Ω, 1≤ j ≤m,
if ρ he
v∫
Ω he
vdx
⇀ 8pi ∑Nj=1(1+α j)δp j in Ω in the sense of measure, where α j = 0 if
p j /∈ {q1 · · · ,qN}. Similar to notations for the first part, we assume there exist
1≤ t ≤ τ ≤ m such that α1 = · · ·αt > αi, i≥ t+1 and ατ+1 = · · ·αm.
Let GΩ be the Green’s function defined by{
−∆GΩ(x, p) = δp in Ω,
GΩ(x, p) = 0 on ∂Ω,
and RΩ(x, p) = GΩ(x, p)+
1
2pi log |x− p| be the regular part of GΩ(x, p). In order
to state the uniqueness results of (1.13) we denote N∗ = 4pi ∑mj=1α j and
G∗j,Ω(x) = 8pi(1+α j)RΩ(x, p j)+8pi
1,··· ,m
∑
l 6= j
(1+αl)GΩ(x, pl),
LΩ(p) =
t
∑
j=1
[
∆ logh(p j)−N
∗
]
(h j(p j))
1
1+α1 e
G∗j (p j )
1+α1 ,
DΩ(p) =

∇(logh1+G∗1)(p1)· · ·
∇(loght +G
∗
t )(pt)

 .
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Then we have the following result similar to Theorem 1.1.
Theorem 1.3. Let v
(1)
k and v
(2)
k be two sequences of solutions of (1.13) (1.14) with
ρ
(1)
k = ρk = ρ
(1)
k and α j ∈ R
+ \N(1≤ j ≤ m). If LΩ(p) 6= 0 and DΩ(p) = 0, then
v
(1)
k = v
(2)
k for k large enough.
If the set of blowup points is a mixture of non-quantized singular sources and
regular points, we also have a uniqueness result. Let
f ∗Ω(xτ+1, · · · ,xm) =
m
∑
j=τ+1
[
logh(x j)+4piR(x j,x j)
]
+4pi
τ+1,··· ,m
∑
l 6= j
G(xl,x j),
and D2 f ∗Ω be the Hessian tensor field onM. In this case, (pτ+1, · · · , pm) is a critical
point of f ∗Ω. Then, we obtain the following result.
Theorem 1.4. Let v
(1)
k and v
(2)
k be two sequences of solutions of (1.13) (1.14) with
ρ
(1)
k = ρk = ρ
(1)
k and 0 ≤ α j < 1(1 ≤ j ≤ m). If LΩ(p) 6= 0, DΩ(p) = 0 and
det
(
D2 f ∗Ω(pτ+1, · · · , pm)
)
6= 0, then v
(1)
k = v
(2)
k for k large enough.
When we were in the final stage of writing this article, we found that Bartolucci,
et, al [4] posted an article on arxiv.org about the same topic. Their theorem is a
special case of our results and both works were carried out independently.
The organization of this paper is as follows. Section 2 is dedicated to notations
and preliminary sharp estimates for bubbling solutions of equation (1.1). In section
3 we consider the differences between two bubbling sequences and establish many
estimates near each blowup point and away from all blowup points. In section 4
we derive some Pohozaev-type identities and evaluate each term carefully. These
Pohozaev identities play a key role in the proof of the main theorems. Finally the
proof of Theorem 1.1 is placed in section 5 and that of Theorem 1.2 can be found in
section 6. At the end of section 6, we list the brief sketch of the proof of Theorems
1.3 and 1.4 based on well known facts [27].
2. PRELIMINARY ESTIMATES
Since the proof of the main theorems requires very delicate analysis, in this
section we list some established estimates in [13, 16, 41, 42].
Let wk be a sequence of solutions of (1.3) with ρ = ρk. Suppose that wk blows up
at m points {p1 · · · , pm} as we have stated in section one. To describe the bubbling
profile of wk near p j, we set
(2.1) uk = wk− log
(∫
M
Hewkdµ
)
and write the equation for uk as
(2.2) ∆guk+ρk(He
uk −1) = 0 in M.
It is easy to observe from the definition of uk that∫
M
Heukdµ = 1.
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From previous works of Liouville equations ( for example [13] ),
(2.3) uk− u¯k →
m
∑
j=1
8pi(1+α j)G(x, p j) in C
2
loc(M\{p1, · · · , pm})
where u¯k is the average of uk on M:
u¯k =
∫
M
ukdµ .
For the convenience later we fix r0 > 0 small and M j ⊂M,1≤ j ≤ m such that
(2.4) M =
m⋃
j=1
M j; M j∩Ml =∅, if j 6= l; B(p j,3r0)⊂M j, j = 1, · · · ,m.
According to this definition M1 =M, if m= 1.
Then we use λk, j to denote
(2.5) λk, j =
{
uk(p j) if α j 6= 0,
uk(pk, j) :=maxB(p j,r0) uk if α j = 0.
and letUk, j be a global solution of
(2.6) ∆Uk, j+ρkh j(pk, j)|x− pk, j|
2α jeUk, j = 0 in R2
with the expression (Uk, j is called a standard bubble):
(2.7) Uk, j(x) = λk, j−2log
(
1+
ρkh j(pk, j)
8(1+α j)2
eλk, j |x− pk, j|
2(1+α j)
)
.
It is well-known [25, 5] that uk can be approximated by the standard bubbles
Uk, j near p j with O(1) error:
(2.8)
∣∣uk(x)−Uk, j(x)∣∣≤C, x ∈ B(p j,r0).
As a consequence,
(2.9) |λk,i−λk, j| ≤C, 1≤ i, j ≤m.
for some C independent of k. Furthermore, it is established in [2] that ρ∗ =
limk→+∞ ρk.
Later, sharper estimates were obtained in [42, 16] for 1 ≤ j ≤ τ and in [13, 41,
22] for τ + 1 ≤ j ≤ m. In order to apply those estimates, we might consider the
equation in terms of the flat metric and introduce the following notations.
In B(p j,r0), the flat metric is ds
2 = eφ j
(
(dx1)
2+(dx2)
2
)
with φ j satisfying
(2.10)
{
∆φ j+2Ke
φ j = 0, in B(p j,r0),
φ j(0) = |∇φ j(0)|= 0,
where 0 is the coordinate of p j, ∆ = ∑
2
i=1
∂ 2
∂x2i
. In this local coordinate, equation
(2.2) is equivalent to
(2.11) ∆uk+ρke
φ j(Heuk −1) = 0 in B(p j,r0).
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If we denote h˜ j = h je
φ j , then (2.11) can be written as follows:
(2.12) ∆uk+ρkh˜ j|x− p j|
2α jeuk −ρke
φ j = 0 in B(p j,r0).
To state the more refined asymptotic analysis we introduce the following nota-
tions:
(2.13) ρk, j =
∫
B(pk, j,r0)
ρkHe
ukdµ , 1≤ j ≤ m,
(2.14) σk(x) = uk(x)− u¯k−
m
∑
j=1
ρk, jG(x, pk, j), x ∈M\
m⋃
j=1
B(pk, j,
r0
2
),
(2.15) Gk, j(x) = ρk, jR(x, pk, j)+
1,··· ,m
∑
l 6= j
ρk,lG(x, pk,l), x ∈ B(pk, j,r0),
where R(x, pk, j) is the regular part of G(x, pk, j). Finally for x ∈ B(pk, j,r0), set
u˜k, j(x) = uk(x)−
(
Gk, j(x)−Gk, j(pk, j)
)
,
(2.16) ηk, j(x) = u˜k, j(x)−Uk, j(x).
2.1. Sharper estimates.
If α j ∈R
+ \N, in order to obtain the refined estimates of the bubbling solutions,
the second author considered the harmonic function ψk, j in [42], which satisfies
(2.17)
{
∆ψk, j = 0 in B(pk, j,r0),
ψk, j = u˜k, j−
1
2pir0
∫
∂B(pk, j ,r0)
u˜k, jds on ∂B(pk, j,r0).
With the help of ψk, j, Zhang and Chen-Lin proved the following sharp estimate
in [42].
Theorem 1. [42, 16]
For x ∈ B(pk, j,r0), it holds that
ηk, j(x) =ψk, j(x)−
2(1+α j)
α j
〈a,x− pk, j〉
1+
ρkh j(p(k, j))
8(1+α j)2
eλk, j |x− pk, j|2(1+α j)
+d j log
(
2+ e
λk, j
2(1+α j ) |x− pk, j|
)
e
−
λk, j
1+α j +O(e
−
λk, j
1+α j ),
(2.18)
where a= ∇(logh j+Gk, j)(pk, j) ∈ R
2 and
d j =
pi
(1+α j)sin
pi
1+α j
(8(1+α j)2
ρkh j(pk, j)
) 1
1+α j
[
∆ logh(p j)+ρ∗−N
∗−2K(p j)
]
.
In [16],the following estimates for ψk, j and σk are established:
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Theorem 2. [16]
(2.19) |ψk, j(x)| = O(e
−
λk, j
1+α1 ), x ∈ B(pk, j,r0).
(2.20) |σk(x)|+ |∇σk(x)| = O(e
−
λk,1
1+α1 ), x ∈M\
( m⋃
j=1
B(pk, j,
r0
2
)
)
.
Then, by Theorem 1 and Theorem 2, we have
(2.21) |ηk, j(x)| = O(e
−
λk, j
2(1+α j ) + e
−
λk, j
1+α1 ), x ∈ B(pk, j,r0), 1≤ j ≤ τ .
For the case τ +1≤ j ≤ m, the estimate for ηk, j, established in [13][41][22], is
(2.22) |ηk, j(x)|= O(λk, je
−λk, j), x ∈ B(pk, j,r0), τ +1≤ j ≤ m.
Moreover, according to the proof of Theorem 3.5 in [16], the following estimate
holds:
(2.23)
u¯k+λk, j+2log
ρkh j(pk, j)
8(1+α j)2
+Gk, j(pk, j)+
d j
2(1+α j)
λk, je
−
λk, j
1+α1 = O(e
−
λk, j
1+α1 ).
As a consequence, we have
(2.24)
λk, j−λk,1 = 2log
(1+α j)
2h1(pk,1)
(1+α1)2h j(pk, j)
+Gk,1(pk,1)−Gk, j(pk, j)+O(e
−
λk,1
2(1+α1) ).
For the difference between ρk and ρ∗, ρk and 8pi(1+α j), the following estimates
also have been proved in [16, 13].
Theorem 3. [16, 13]
ρk, j−8pi(1+α j) = 2pid je
−
λk, j
1+α j +O
(
e
− 1+γ
1+α1
λk,1
)
, 1≤ j ≤ τ ,(2.25)
ρk, j−8pi = O
(
λk, je
−λk, j
)
, τ +1≤ j ≤m,(2.26)
ρk−ρ∗ = L
∗e
−
λk,1
1+α1 +O
(
e
− 1+γ
1+α1
λk,1
)
,(2.27)
with fixed γ ∈ (0,min(α1,
1
2
)) small and
L∗ =
2pi2
(1+α1)sin
pi
1+α1
e
−
G∗
1
(p1)
1+α1
(8(1+α1)2
ρ∗h1(p1)2
) 1
1+α1 L(p).
If τ <m, as in [13] and [3], non-degeneracy condition det
(
D2 f ∗(pτ+1, ·, pm)
)
6=
0 leads to
(2.28) |pk, j− p j|=O(λk, je
−λk, j ), τ +1≤ j ≤ m.
Futhermore, in [16], the authors showed that
(2.29) ∇(logh+G∗j)(pk, j) = O(e
−
λk, j
1+α1 ), τ +1≤ j ≤m.
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2.2. The kernel of the linearized equations.
In the proof of the uniqueness, we need some facts about the linearized equation
after the appropriate rescale.
For α ∈ R+ \N, Chen-Lin proved the following lemma in [16].
Lemma 1. Suppose α > 0 is not an integer, ϕ is a C2-function that satisfies{
∆ϕ + |x|2αeUα ϕ = 0 in R2,
|ϕ | ≤ (1+ |x|)κ in R2,
where Uα(x) = log
8(1+α)2
(1+|x|2(1+α))2
and κ ∈ (0,1). Then there exists some constant b0
such that
ϕ(x) = b0
1−|x|2(1+α)
1+ |x|2(1+α)
.
For α = 0, Chen-Lin proved the following lemma in [13].
Lemma 2. Let ϕ be a C2-function of{
∆ϕ + eUϕ = 0 in R2,
|ϕ | ≤ c
(
1+ |x|
)κ
in R2,
where U(x) = log 8
(1+|x|2)2
and κ ∈ [0,1). Then there exist constants b0, b1, b2 such
that
ϕ = b0ϕ0+b1ϕ1+b2ϕ2,
where
ϕ0(x) =
1−|x|2
1+ |x|2
, ϕ1(x) =
x1
1+ |x|2
, ϕ2(x) =
x2
1+ |x|2
.
3. THE DIFFERENCE BETWEEN u
(1)
k AND u
(2)
k
The way we prove the main theorems is by contradiction. So we assume that u
(1)
k
and u
(2)
k are two different sequences of solutions to (1.3) with ρ
(1)
k = ρk = ρ
(2)
k , and
common blowup points located at p1, · · · , pm. For i = 1,2, we use the following
notations
λ
(i)
k, j ,u
(i)
k, j,v
(i)
k, j,ρ
(i)
k, j, u¯
(i)
k ,U
(i)
k, j ,G
(i)
k, j,ψ
(i)
k, j,η
(i)
k, j,ε
(i)
k, j,σ
(i)
k , p
(i)
j ,
with obvious interpretations in the context. Finally the following three functions
are defined by the difference of uk1 and u
k
2:
ςk(x) =
u
(1)
k (x)−u
(2)
k (x)
‖ u
(1)
k −u
(2)
k ‖L∞(M)
,(3.1)
fk(x) = ρkH(x)
eu
(1)
k
(x)− eu
(2)
k
(x)
‖ u
(1)
k −u
(2)
k ‖L∞(M)
,(3.2)
ck(x) =
eu
(1)
k (x)− eu
(2)
k (x)
u
(1)
k (x)−u
(2)
k (x)
.(3.3)
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Clearly ςk satisfies
(3.4) ∆gςk(x)+ fk(x) = ∆gςk(x)+ρkH(x)ck(x)ςk(x) = 0, x ∈M.
As the first step of our proof, we give an initial estimate of ‖ u
(1)
k − u
(2)
k ‖L∞(M)
using L(p) 6= 0:
Lemma 3.1. Under the assumption of L(p) 6= 0, we have
(3.5) ‖ u
(1)
k −u
(2)
k ‖L∞(M)= O(e
− γ
1+α1
λ
(1)
k,1 ).
Proof. Step 1. For x ∈ B(pk, j,r0),1 ≤ j ≤ m, by (2.16) (2.21) (2.13) (2.15) and
Theorem 3, we have
u
(1)
k (x)−u
(2)
k (x)
=U
(1)
k, j (x)−U
(2)
k, j (x)+η
(1)
k, j (x)−η
(2)
k, j (x)+G
(1)
k, j (x)−G
(2)
k, j (x)
+G
(1)
k, j (p
(1)
k, j )−G
(2)
k, j (p
(2)
k, j )
=λ
(1)
k, j −λ
(2)
k, j −2log
(
1+
ρkh j(p
(1)
k, j )
8(1+α j)2
e
λ
(1)
k, j
∣∣x− p(1)k, j ∣∣2(1+α j))
+2log
(
1+
ρkh j(p
(2)
k, j )
8(1+α j)2
e
λ
(2)
k, j
∣∣x− p(2)k, j ∣∣2(1+α j))+O( 2∑
i=1
e
−
λ
(i)
k,1
2(1+α1)
)
.
Theorem 3 and L(p) 6= 0 give rise to
e
− 1
1+α1
(λ
(1)
k,1−λ
(2)
k,1 ) = 1+O
( 2
∑
i=1
e
− γ
1+α1
λ
(i)
k,1
)
,
which immediately implies
(3.6) λ
(1)
k,1 −λ
(2)
k,1 = O
( 2
∑
i=1
e
− γ
1+α1
λ
(i)
k,1
)
.
Then by (3.6) and (2.24), what holds for one point is also true at other blowup
points:
(3.7) λ
(1)
k, j −λ
(2)
k, j = O
( 2
∑
i=1
e
− γ
1+α1
λ
(i)
k,1
)
, 1≤ j ≤ m.
On the other hand, using (2.28) in direct computation, we have,
log
(
1+
ρkh j(p
(1)
k, j )
8(1+α j)2
e
λ
(1)
k, j
∣∣x− p(1)k, j ∣∣2(1+α j))− log(1+ ρkh j(p
(2)
k, j )
8(1+α j)2
e
λ
(2)
k, j
∣∣x− p(2)k, j ∣∣2(1+α j))
= O(λ
(1)
k, j −λ
(2)
k, j )
Thus u
(1)
k and u
(2)
k are close in the interior of the ball B(p
(1)
k, j ,r0):
(3.8) ‖ u
(1)
k −u
(2)
k ‖L∞(B(p(1)k, j ,r0))
= O
( 2
∑
i=1
e
− γ
1+α1
λ
(i)
k,1
)
= O(e
− γ
1+α1
λ
(1)
k,1 ).
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Step 2. For x ∈ M\
⋃m
j=1B(p
(1)
k, j ,r0), we first use the Green’s representation
formula to write u
(1)
k −u
(2)
k −
(
u¯
(1)
k − u¯
(2)
k
)
in three parts:
u
(1)
k −u
(2)
k −
(
u¯
(1)
k − u¯
(2)
k
)
=
∫
M
G(y,x)ρkH(y)(e
u
(1)
k (y)− eu
(2)
k (y))dµ(y)
=
m
∑
j=1
∫
B(p
(1)
k, j ,
r0
2
)
(
G(y,x)−G(p
(1)
k, j ,x)
)
ρkH(y)(e
u
(1)
k (y)− eu
(2)
k (y))dµ(y)
+
m
∑
j=1
G(p
(1)
k, j ,x)
∫
B(p
(1)
k, j ,
r0
2
)
ρkH(y)(e
u
(1)
k (y)− eu
(2)
k (y))dµ(y)
+
∫
M\
⋃m
j=1B(p
(1)
k, j ,
r0
2
)
G(y,x)ρkH(y)(e
u
(1)
k (y)− eu
(2)
k (y))dµ(y)
= : I1+ I2+ I3.
Before we evaluate each one of them we recall a few facts: First
p
(1)
k, j − p
(2)
k, j =
{
0, for 1≤ j ≤ τ ,
O(∑2i=1 λ
(i)
k, je
−λ
(i)
k, j ) if j > τ (see (2.28)).
Next for x ∈M\
⋃m
j=1B(p
(1)
k, j ,r0), y ∈ B(p
(1)
k, j ,
r0
2
),
G(y,x)−G(p
(1)
k, j ,x) = 〈∂yG(y,x)
∣∣
y−p
(1)
k, j
,y− p
(1)
k, j 〉+O(|y− p
(1)
k, j |
2)
Then using symmetry, scaling, and the closeness between u
(i)
k with standard bub-
bles, we have
I1 =
m
∑
j=1
2
∑
i=1
∫
B(p
(i)
k, j,
r0
2
)
〈∂yG(y,x)
∣∣
y=p
(i)
k, j
,y− p
(i)
k, j〉ρkh˜ j(y)|y− p
(i)
k, j|
2α j
(
1+
ρkh j(p
(i)
k, j)
8(1+α j)2
e
λ
(i)
k, j |y− p
(1)
k, j |
2(1+α j)
)2
×
(
1+O(|y− p
(i)
k, j|)+O(e
−
λ
(i)
k, j
2(1+α j ) )+O(e
−
λ
(i)
k, j
1+α1 )
)
dy+O
( 2
∑
i=1
e
−
λ
(i)
k,1
1+α1
)
,
= O
( 2
∑
i=1
e
−
λ
(i)
k,1
1+α1
)
.
The closeness between ρ
(1)
k, j and ρ
(2)
k, j leads to the smallness of I2 (see (2.13)
(2.25) and (2.26)):
(3.9) I2 =
m
∑
j=1
G(p
(1)
k, j ,x)(ρ
(1)
k, j −ρ
(2)
k, j ) = O
( 2
∑
i=1
e
−
λ
(i)
k,1
1+α1
)
.
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For I3, the magnitude of u
(i)
k outside the bubbling area determines the smallness of
I3:
I3 = ρk
∫
M\
⋃m
j=1B(p
(1)
k, j ,
r0
2
)
G(y,x)H(y)(eu
(1)
k (y)− eu
(2)
k (y))dµ(y) = O
( 2
∑
i=1
e
−λ
(i)
k,1
)
.
Therefore
(3.10) u
(1)
k −u
(2)
k −
(
u¯
(1)
k − u¯
(2)
k
)
= O
( 2
∑
i=1
e
−
λ
(i)
k,1
1+α1
)
in M\
m⋃
j=1
B(p
(1)
k, j ,r0).
To eliminate the averages in (3.10) we take advantage of (2.23) and (3.6):
(3.11) u¯
(1)
k − u¯
(2)
k =−(λ
(1)
k, j −λ
(2)
k, j )+O
( 2
∑
i=1
λ
(i)
k, je
−
λ
(i)
k,1
1+α1
)
= O
( 2
∑
i=1
e
− γ
1+α1
λ
(i)
k,1
)
,
Using (3.11) in (3.10) we arrive at
(3.12) u
(1)
k (x)−u
(2)
k (x) = O
( 2
∑
i=1
e
− γ
1+α1
λ
(i)
k,1
)
= O(e
− γ
1+α1
λ
(1)
k,1 ).
for all x ∈M\
⋃m
j=1B(p
(1)
k, j ,r0). Lemma 3.1 is established.

As an immediate application, Lemma 3.1 gives ( see (3.3) )
(3.13) ck(x) = e
u
(1)
k (x)
(
1+O(‖ u
(1)
k −u
(2)
k ‖L∞(M))
)
= eu
(1)
k (x)
(
1+O(e
− γ
1+α1
λ
(1)
k,1 )
)
.
To simply the notations, we set
(3.14) εk, j =
(
ρkh j(p
(1)
k, j )
8(1+α j)2
)− 1
2(1+α j )
e
−
λ
(1)
k, j
2(1+α j ) .
and
(3.15) ςk, j(z) = ςk(εk, jz+ p
(1)
k, j ), |z|<
r0
εk, j
, 1≤ j ≤ m,
which satisfies
(3.16) ∆ςk, j+
8(1+α j)
2
ρkh j(p
(1)
k, j )
ρkh˜ j(εk, jz+ p
(1)
k, j )e
−λ
(1)
k, j |z|2α jck(εk, jz+ p
(1)
k, j )ςk, j = 0.
for |z|< r0ε
−1
k, j .
The following lemma determines the limit of ςk, j in both situations:
Lemma 3.2. ( The limit of ςk, j )
(i) For 1≤ j ≤ τ ,
ςk, j → b j,0ϕ j,0 in Cloc(R
2).
where ϕ j,0 is
ϕ j,0(z) =
1−|z|2(1+α j)
1+ |z|2(1+α j)
.
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(ii) If τ <m and τ +1≤ j≤m, there exist constants b j,0, b j,1 and b j,2 such that
ςk, j → b j,0ϕ j,0+b j,1ϕ j,1+b j,2ϕ j,2 in Cloc(R
2),
where ϕ j,i are
ϕ j,0(z) =
1−|z|2
1+ |z|2
, ϕ j,1(z) =
z1
1+ |z|2
, ϕ j,2(z) =
z2
1+ |z|2
.
Proof. (i) For 1≤ j ≤ τ , it is easy to use (3.13) (2.16) (2.21) and (2.22) to obtain
8(1+α j)
2
ρkh j(p
(1)
k, j )
ρkh˜ j(εk, jz+ p
(1)
k, j )e
−λ
(1)
k, j ck(εk, jz+ p
(1)
k, j )
=
8(1+α j)
2
ρkh j(p
(1)
k, j )
ρkh˜ j(εk, jz+ p
(1)
k, j )e
−λ
(1)
k, j e
U
(1)
k, j +G
(1)
k, j (εk, jz+p
(1)
k, j )−G
(1)
k, j (p
(1)
k, j )
(
1+o(1)
)
=
8(1+α j)
2(
1+ |z|2(1+α j)
)2 (1+O(εk, j|z|)+o(1))→ 8(1+α j)2(
1+ |z|2(1+α j)
)2 in Cloc(R2).
Therefore, ςk, j → ς j inCloc(R
2) and ς j satisfies
(3.17) ∆ς j(z)+
8(1+α j)
2|z|2α j(
1+ |z|2(1+α j)
)2 ς j(z) = 0 in R2.
Since it is obvious to have |ς j| ≤ 1 from |ςk, j| ≤ 1, we apply Lemma 1 to have
ς j = b j,0ϕ j,0 for some constant b j,0 and
ϕ j,0(z) =
1−|z|2(1+α j)
1+ |z|2(1+α j)
.
That is ςk, j → b j,0ϕ j,0 in Cloc(R
2).
(ii) For τ+1≤ j≤m, by (3.13) (2.16) and (2.22), we have ςk, j → ς j inCloc(R
2),
where {
∆ς j(z)+
8
(1+|z|2)2
ς j(z) = 0 in R
2,
|ς j| ≤ 1 in R
2.
In this case we use Lemma 2 to conclude that
ς j(z) = b j,0ϕ j,0(z)+b j,1ϕ j,1(z)+b j,2ϕ j,2(z),
for some constants b j,0, b j,1 and b j,2. Lemma 3.2 is established.

Our next goal is to prove that all b j,0 are the same, and equal to the limit of ςk
away from the bubbling area. Our approach is similar to the corresponding parts
in [26] for the Chern-Simons-Higgs equation and in [3] for regular mean field
equations.
Lemma 3.3. There exists a constant b0 such that
ςk →−b0 in Cloc(M\{p1, · · · , pm}).
Moreover, b j,0 = b0 for all 1≤ j ≤ m.
14 LINAWU AND LEI ZHANG
Proof. Starting from the equation for ςk:
∆gςk(x)+ρkH(x)ck(x)ςk(x) = 0 in M,
we observe from (3.13) (2.14) and (2.20) that ck → 0 in Cloc(M\{p1, · · · , pm}).
Since ‖ςk‖L∞(M) ≤ 1, ςk → ς0 in Cloc(M\{p1, · · · , pm}), where ς0 satisfies
(3.18) ∆gς0 = 0 in M\{p1, · · · , pm}.
The bound for ς : ‖ς0‖L∞(M) ≤ 1, which comes from ‖ςk‖L∞(M) ≤ 1, yields the
smoothness of ς0 on the whole manifold. Thus ς0 ≡ −b0 in M for some constant
b0. In particular,
(3.19) ςk →−b0 in Cloc(M\{p1, · · · , pm}).
For 1≤ j ≤ m, let
ϕk, j(x) =
1−
ρkh j(p
(1)
k, j )
8(1+α j)2
e
λ
(1)
k, j |x− p
(1)
k, j |
2(1+α j)
1+
ρkh j(p
(1)
k, j )
8(1+α j)2
e
λ
(1)
k, j |x− p
(1)
k, j |
2(1+α j)
, x ∈ B(p
(1)
k, j ,r0).
be a sequence of solutions of
−∆ϕk, j(x) = ρkh j(p
(1)
k, j )|x− p
(1)
k, j |
2α je
U
(1)
k, j ϕk, j(x), x ∈ B(p
(1)
k, j ,r0).
Recall that
−∆ςk(x) = ρkh˜ j(x)|x− p
(1)
k, j |
2α j
eu
(1)
k
(x)− eu
(2)
k
(x)
u
(1)
k (x)−u
(2)
k (x)
ςk(x), x ∈ B(p
(1)
k, j ,r0).
Using (2.28) (2.16) (2.21), (2.22) and integration by parts, we find, for d ∈ (0,r0),
that∫
∂B(p
(1)
k, j ,d)
(
ϕk, j
∂ςk
∂ν
− ςk
∂ϕk, j
∂ν
)
dσ =
∫
B(p
(1)
k, j ,d)
(
ϕk, j∆ςk− ςk∆ϕk, j
)
dx
=
∫
B(p
(1)
k, j ,d)
ρkςkϕk, j
(
− h˜ j|x− p
(1)
k, j |
2α j
eu
(1)
k − eu
(2)
k
u
(1)
k −u
(2)
k
+h j(p
(1)
k, j )|x− p
(1)
k, j |
2α je
U
(1)
k, j
)
dx
=
∫
B(p
(1)
k, j ,d)
ρkςkϕk, j|x− p
(1)
k, j |
2α j
(
− h˜ je
u
(1)
k
(
1+O(|u
(1)
k −u
(2)
k |)
)
+h j(p
(1)
k, j )e
U
(1)
k, j
)
dx
=
∫
B(p
(1)
k, j ,d)
ρkςkϕk, j|x− p
(1)
k, j |
2α j
(
− h˜ je
U
(1)
k, j +G
(1)
k, j−G
(1)
k, j (p
(1)
k, j )+η
(1)
k, j
(
1+O(|u
(1)
k −u
(2)
k |)
)
+h j(p
(1)
k, j )e
U
(1)
k, j
)
dx.
By scaling x= εk, jz+ p
(1)
k, j , (2.21), (2.22) and the estimate of ‖ u
(1)
k −u
(2)
k ‖L∞(M),
it is not hard to obtain
(3.20)
∫
∂B(p
(1)
k, j ,d)
(
ϕk, j
∂ςk
∂ν
− ςk
∂ϕk, j
∂ν
)
dσ = O
(
e
− γ
1+α1
λ
(1)
k,1
)
.
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Let ςk, j(r) be the spherical average of ςk:
ς ∗k, j(r) =
1
2pi
∫ 2pi
0
ςk(rcosθ ,r sinθ)dθ ,
where r = |x− p
(1)
k, j |. Then (3.20) yields
(ς ∗k, j)
′(r)ϕk, j(r)− ς
∗
k, j(r)ϕ
′
k, j(r) =
1
r
O
(
e
− γ
1+α1
λ
(1)
k,1
)
, r ∈ (Rεk, j,r0).
For any r ∈ (Rεk, j,r0), we also notice that
ϕk, j(r) =−1+
1
r2(1+α j)
O(e−λ
(1)
k, j ),
ϕ ′k, j(r) =
1
r2α j+3
O(e−λ
(1)
k, j ).
Then we conclude
(3.21) (ς ∗k, j)
′(r) =
1
r
O
(
e
− γ
1+α1
λ
(1)
k,1
)
+
1
r2α j+3
O(e−λ
(1)
k, j ), r ∈ (Rεk, j,r0).
Integrating (3.21) from Rεk, j to r, we get for all r ∈ (Rεk, j,r0)
ς ∗k, j(r) =ς
∗
k, j(Rεk, j)+O
(
e
− γ
1+α1
λ
(1)
k, j
)(
log r+ logR+λ
(1)
k, j
)
+O
(
e
−λ
(1)
k, j
)(
r−2(1+α j)+ eλ
(1)
k, j R−2(1+α j)
)
=ς ∗k, j(Rεk, j)+o(1) logR+O(R
−2(1+α j)).
(3.22)
The first term of (3.22) is almost a constant ( Lemma 3.2 ):
ς ∗k, j(Rεk, j) =−b j,0+o(1)+oR(1),
where limR→+∞ oR(1) = 0. Then it is easy to see from (3.22) and (3.19) that b j,0 =
b0 for all 1≤ j ≤ m. 
Next we introduce a few quantities to be used later. For 1≤ j ≤m, let
φk, j(x) =
ρk
∑ml=1(1+αl)
{
(1+α j)
(
R(x, p
(1)
k, j )−R(p
(1)
k, j , p
(1)
k, j )
)
+
1,··· ,m
∑
l 6= j
(1+αl)
(
G(x, p
(1)
k,l )−G(p
(1)
k, j , p
(1)
k,l )
)}
,
(3.23)
(3.24) G˜k(x) = 8pi
m
∑
l=1
(1+αl)G(x, p
(1)
k,l ),
It is easy to see that inM \{p
(1)
k,1 , · · · , p
(1)
k,m},
(3.25) ∇
(
G˜k(x)−φk, j(x)
)
=−4(1+α j)
x− p
(1)
k, j
|x− p
(1)
k, j |
2
, ∆
(
G˜k(x)−φk, j(x)
)
= 0.
Set
(3.26) v
(i)
k, j(x) = u
(i)
k (x)−φk, j(x), i= 1,2,
16 LINAWU AND LEI ZHANG
and
(3.27) Ak, j =
∫
M j
fk dµ ,
then we estimate ∇v
(i)
k, j away from the bubbling area:
Lemma 3.4. For any θ ∈ (0,r0) small enough and x∈ B(p
(1)
k, j ,2r0)\B(p
(1)
k, j ,θ), the
gradient of v
(i)
k, j is very close to that of a harmonic function:
∇v
(i)
k, j(x) =−4(1+α j)
x− p
(1)
k, j
|x− p
(1)
k, j |
2
+O(e
−
λ
(1)
k, j
1+α1 ).(3.28)
Proof. By (2.14) (2.20) and Theorem 3, we have
O(e
−
λ
(1)
k, j
1+α1 ) = ∇σ
(i)
k = ∇(v
(i)
k, j+φk, j− G˜k)+O(e
−
λ
(1)
k, j
1+α1 ), x ∈ B(p
(1)
k, j ,2r0)\B(p
(1)
k, j ,θ)
for i= 1,2, 1≤ j ≤ m. Consequently using (3.23)∼(3.25) we have
∇v
(i)
k, j(x) =∇
(
G˜k(x)−φk, j(x)
)
+O(e
−
λ
(1)
k, j
1+α1 )
=−4(1+α j)
x− p
(1)
k, j
|x− p
(1)
k, j |
2
+O(e
−
λ
(1)
k, j
1+α1 ).

Next we estimate ςk and its derivatives away from blowup points.
Lemma 3.5. Given θ ∈ (0,r0) small enough, we have
ςk− ς¯k =
m
∑
j=1
Ak, jG(p
(1)
k, j ,x)+o(e
−
λ
(1)
k,1
2(1+α1) ) in M \
m⋃
j=1
B(p
(1)
k, j ,θ).(3.29)
Proof. From the Green’s representation formula for u
(i)
k and the definition of ςk,
we have the following expression of ςk:
ςk(x)− ς¯k =
∫
M
G(y,x) fk(y)dµ(y).
Then for x ∈M \
⋃m
j=1B(p
(1)
k, j ,θ) we evaluate the integral in three parts:
ςk(x)− ς¯k =
m
∑
j=1
Ak, jG(p
(1)
k, j ,x)+
τ
∑
j=1
∫
M j
(
G(y,x)−G(p
(1)
k, j ,x)
)
fk(y)dµ(y)
+
m
∑
j=τ+1
∫
M j
(
G(y,x)−G(p
(1)
k, j ,x)
)
fk(y)dµ(y)
= : J1+ J2+ J3
(3.30)
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Note that J3 = /0 if τ = m. Then it follows from the definition of η
(1)
k, j , (2.21) and
(2.22) that∫
M j
〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,y− p
(1)
k, j 〉 fk(y)dµ(y)
=
∫
B(p
(1)
k, j ,r0)
〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,y− p
(1)
k, j 〉 fk(y)e
φ j(y)dy+O(e−λ
(1)
k, j )
=
∫
B(p
(1)
k, j ,r0)
〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,y− p
(1)
k, j 〉ρkh j(p
(1)
k, j )|y− p
(1)
k, j |
2α je
U
(1)
k, j ςk(y)
×
(
1+O(|y− p
(1)
k, j |+ εk, j+ ε
2
k,1)
)
(1+o(1))dy+O(e−λ
(1)
k, j ).
For 1≤ j ≤ τ , using y= εk, jz+ p
(1)
k, j in the evaluation of the identity above, we
have ∫
B(p
(1)
k, j ,r0)
〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,y− p
(1)
k, j 〉 fk(y)e
φ jdy
=εk, j
∫
|z|<
r0
εk, j
〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,z〉
8(1+α j)
2|z|2α j
(1+ |z|2(1+α j))2
(
b0
1−|z|2(1−α j)
1+ |z|2(1+α j)
+o(1)
)
×
(
1+O(εk, j|z|+ εk, j+ ε
2
k,1)+o(1)
)
dz.
=o(e
−
λ
(1)
k, j
2(1+α j ) ),
If τ < m, let us recall that α j = 0 for τ +1 ≤ j ≤ m. Similarly, by the standard
scaling, Lemma 3.2 and symmetry, we have∫
B(p
(1)
k, j ,r0)
〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,y− p
(1)
k, j 〉 fk(y)e
φ jdy
=εk, j
∫
|z|<
r0
εk, j
〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,z〉
8
(1+ |z|2)2
ςk, j(z)dz+o(e
−
λ
(1)
k, j
2 )
=e−
λ
(1)
k, j
2
( 2
∑
h=1
∂yhG(y,x)
∣∣
y=p
(1)
k, j
b j,h
)
B j+o(e
−
λ
(1)
k, j
2 ),
where
(3.31) B j = 4
√
8
ρkh j(p
(1)
k, j )
∫
R2
|z|2
(1+ |z|2)3
dz.
For the second order terms in the expansion of G, we have∫
M j
|y− p
(1)
k, j |
2 fkdµ(y)
=
∫
B(p
(1)
k, j ,r0)
|y− p
(1)
k, j |
2 fke
φ jdy+O(e−λ
(1)
k, j )
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=O(e
−
λ
(1)
k, j
1+α j )
∫
|z|<
r0
εk, j
|z|2(1+α j)
(1+ |z|2(1+α j))2
(1+o(1))dz+O(e−λ
(1)
k, j )
=

 O(e
− 1
1+α j
λ
(1)
k, j ), 1≤ j ≤ τ ,
O(λ
(1)
k, j e
−λ
(1)
k, j ), τ +1≤ j ≤ m.
Consequently for J2 and J3 we have
(3.32) J2 = o(e
−
λ
(1)
k,1
2(1+α1) ),
(3.33) J3 =
m
∑
j=τ+1
e−
λ
(1)
k, j
2
( 2
∑
h=1
∂yhG(y,x)
∣∣
y=p
(1)
k, j
b j,h
)
B j+o(e
−
λ
(1)
k,1
2 ).
Observing (3.30) (3.32) and (3.33), we conclude that (3.29) holds. Then by
standard estimates we also have
∇ςk(x) =
m
∑
j=τ+1
Ak, j∇xG(p
(1)
k, j ,x)+o(e
−
λ
(1)
k,1
2(1+α1) ), x ∈M \
m⋃
j=1
B(p
(1)
k, j ,θ).(3.34)

4. ESTIMATES ASSOCIATED WITH POHOZAEV IDENTITIES
In this section, we establish some sharp estimates for certain terms crucial for
evaluation of Pohozaev identities.
The first important quantity is Ak, j, defined in (3.29) and the study of which is
through the following Pohozaev identity:
Lemma 4.1. For 1≤ j ≤m and any r ∈ (0,r0), it holds that
1
2
∫
∂B(p
(1)
k, j ,r)
r〈∇v
(1)
k, j +∇v
(2)
k, j ,∇ςk〉dσ
−
∫
∂B(p
(1)
k, j ,r)
r〈ν ,∇v
(1)
k, j +∇v
(2)
k, j 〉〈ν ,∇ςk〉dσ
=
∫
∂B(p
(1)
k, j ,r)
rρkh˜ j|x− p
(1)
k, j |
2α j
(
e
v
(1)
k, j+φk, j − ev
(2)
k, j+φk, j
)
‖ v
(1)
k, j − v
(2)
k, j ‖L∞(M)
dσ
−2(1+α j)
∫
B(p
(1)
k, j ,r)
ρkh˜ j|x− p
(1)
k, j |
2α j
(
e
v
(1)
k, j+φk, j − ev
(2)
k, j+φk, j
)
‖ v
(1)
k, j − v
(2)
k, j ‖L∞(M)
dx
−
∫
B(p
(1)
k, j ,r)
ρkh˜ j|x− p
(1)
k, j |
2α j
(
e
v
(1)
k, j+φk, j − ev
(2)
k, j+φk, j
)
‖ v
(1)
k, j − v
(2)
k, j ‖L∞(M)
〈∇
(
log h˜ j+φk, j
)
,x− p
(1)
k, j 〉dx.
(4.1)
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This Pohozaev identity has been used in [3] and [26], we include the proof for
the convenience of the readers.
Proof. First we observe that for any two smooth functions u and v,
∆u{∇v·(x− p
(1)
k, j )}+∆u{∇v·(x− p
(1)
k, j )}
=div
{
∇u
[
∇v·(x− p
(1)
k, j )
]
+∇v
[
∇u·(x− p
(1)
k, j )
]
−∇u·∇v(x− p
(1)
k, j )
}
.
(4.2)
Replacing u, v by v
(1)
k, j − v
(2)
k, j and v
(1)
k, j + v
(2)
k, j respectively in (4.2), we have
∆(v
(1)
k, j − v
(2)
k, j )
{
∇(v
(1)
k, j + v
(2)
k, j )·(x− p
(1)
k, j )
}
+∆(v
(1)
k, j + v
(2)
k, j )
{
∇(v
(1)
k, j − v
(2)
k, j )·(x− p
(1)
k, j )
}
=div
{
∇(v
(1)
k, j − v
(2)
k, j )
[
∇(v
(1)
k, j + v
(2)
k, j )·(x− p
(1)
k, j )
]
+∇(v
(1)
k, j + v
(2)
k, j )
[
∇(v
(1)
k, j − v
(2)
k, j )·(x− p
(1)
k, j )
]
−∇(v
(1)
k, j − v
(2)
k, j )·∇(v
(1)
k, j + v
(2)
k, j )(x− p
(1)
k, j )
}
.
(4.3)
By the definition of v
(i)
k, j , we see that, for x ∈ B(p
(1)
k, j ,r0),
∆(v
(1)
k, j ± v
(2)
k, j )+ρke
φk, j h˜ j|x− p
(1)
k, j |
2α j(eu
(1)
k ± eu
(2)
k ) = 0.(4.4)
Using (4.4) and
gi = e
v
(i)
k, j+φk, j+log h˜ j+2α j log |x−p
(1)
k, j |
the right hand side (RHS) of (4.3) can be written as:
(RHS) of (4.3)
=−ρk(g1−g2)
{
∇(v
(1)
k, j + v
(2)
k, j )·(x− p
(1)
k, j )
}
−ρk(g1+g2)
{
∇(v
(1)
k, j − v
(2)
k, j )·(x− p
(1)
k, j )
}
=−2ρkg1
{
∇v
(1)
k, j ·(x− p
(1)
k, j )
}
+2ρkg2
{
∇v
(2)
k, j ·(x− p
(1)
k, j )
}
=−div
{
2ρk(g1+g2)(x− p
(1)
k, j )
}
+2ρk(g1−g2)
{
∇(log h˜ j+φk, j)·(x− p
(1)
k, j )
}
+2ρk(g1−g2)
{
2α j∇ log |x− p
(1)
k, j |·(x− p
(1)
k, j )
}
+4ρk(g1−g2)
=−div
{
2ρk(g1+g2)(x− p
(1)
k, j )
}
+4(1+α j)ρk(g1−g2)
+2ρk(g1−g2)
{
∇(log h˜ j+φk, j)·(x− p
(1)
k, j )
}
.
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Since ςk =
v
(1)
k, j−v
(2)
k, j
‖v
(1)
k, j−v
(2)
k, j ‖L∞(M)
and ν =
x−p
(1)
k, j
r
, we have
∫
∂B(p
(1)
k, j ,r)
(RHS) of (4.3)
‖ v
(1)
k, j − v
(2)
k, j ‖L∞(M)
dσ
=−2
∫
∂B(p
(1)
k, j ,r)
rρkh˜ j|x− p
(1)
k, j |
2α j
(
e
v
(1)
k, j+φk, j + ev
(2)
k, j+φk, j
)
‖ v
(1)
k, j − v
(2)
k, j ‖L∞(M)
dσ
+4(1+α j)
∫
B(p
(1)
k, j ,r)
ρkh˜ j|x− p
(1)
k, j |
2α j
(
e
v
(1)
k, j+φk, j − ev
(2)
k, j+φk, j
)
‖ v
(1)
k, j − v
(2)
k, j ‖L∞(M)
dx
+2
∫
B(p
(1)
k, j ,r)
ρkh˜ j|x− p
(1)
k, j |
2α j
(
e
v
(1)
k, j+φk, j − ev
(2)
k, j+φk, j
)
‖ v
(1)
k, j − v
(2)
k, j ‖L∞(M)
〈∇
(
log h˜ j+φk, j
)
,x− p
(1)
k, j 〉dx.
(4.5)
On the other hand, ∫
∂B(p
(1)
k, j ,r)
(LHS) of (4.3)
‖ v
(1)
k, j − v
(2)
k, j ‖L∞(M)
dσ
=−
∫
∂B(p
(1)
k, j ,r)
r〈∇v
(1)
k, j +∇v
(2)
k, j ,∇ςk〉dσ
+2
∫
∂B(p
(1)
k, j ,r)
r〈ν ,∇v
(1)
k, j +∇v
(2)
k, j 〉〈ν ,∇ςk〉dσ
(4.6)
Then (4.1) follows from (4.3), (4.5) and (4.6).

Remark 4.1. It is easy to see Pohozaev-type identity (4.1) also holds for α j >−1.
Lemma 4.2. For all 1≤ j ≤ m,
(4.7) (LHS) of (4.1) =−4(1+α j)Ak, j+O(e
−
λ
(1)
k, j
1+α1
m
∑
l=1
|Ak,l |)+o(e
−
λ
(1)
k, j
1+α1 ).
Proof. From (3.28) and (3.34), we find that
(LHS) of (4.1)
=4(1+α j)
∫
∂B(p
(1)
k, j ,r)
〈ν ,Dςk〉dσ +O(e
−
λ
(1)
k, j
1+α1 ‖ Dςk ‖L∞(∂B(p(1)k, j ,r))
)
=4(1+α j)
∫
∂B(p
(1)
k, j ,r)
〈ν ,Dςk〉dσ +O(e
−
λ
(1)
k, j
1+α1
m
∑
l=1
|Ak,l |)+o(e
− 3
2(1+α1)
λ
(1)
k, j ).
For x ∈ ∂B(p
(1)
k, j ,r) we use the Green’s representation formula to estimate ςk(x):
ςk(x)− ς¯k =
∫
M
G(y,x) fk(y)dµ(y)
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=
m
∑
l=1
Ak,lG(p
(1)
k,l ,x)+
m
∑
l=1
2
∑
h=1
Bk,l,h∂yhG(y,x)
∣∣
y=p
(1)
k,l
+
1
2
m
∑
l=1
2
∑
h,i=1
Ck,l,h,i∂
2
yhyi
G(y,x)
∣∣
y=p
(1)
k,l
+O(1)
m
∑
l=1
∫
Ml
|y− p
(1)
k, j |
3 fkdµ(y) in C
1
(
B(p
(1)
k, j ,2r0)\B(p
(1)
k, j ,
r
2
)
)
,
where
Bk,l,h =
∫
Ml
(y− p
(1)
k,l )h fk(y)dµ(y),
Ck,l,h,i =
∫
Ml
(y− p
(1)
k,l )h(y− p
(1)
k,l )i fk(y)dµ(y).
It is easy to see that the last term is rather minor:
m
∑
l=1
∫
Ml
|y− p
(1)
k, j |
3 fk(y)dµ(y)
=
m
∑
l=1
∫
B(p
(1)
k,l ,r)
e
λ
(1)
k,l |y− p
(1)
k,l |
2αl+3(
1+ eλ
(1)
k,l |y− p
(1)
k,l |
2(1+αl)
)2 dy+O(e−λ (1)k,1 )
=
m
∑
l=1
O(e
− 3
2(1+αl )
λ
(1)
k,l )
∫
|z|< rεk,l
|z|2αl+3
(1+ |z|2(1+αl))2
dz+O(e−λ
(1)
k,1 )
=o(e
−
λ
(1)
k,1
1+α1 ).
Setting
G¯k(x) =ς¯k(x)+
m
∑
j=1
Ak, jG(p
(1)
k, j ,x)+
m
∑
l=1
2
∑
h=1
Bk,l,h∂yhG(y,x)
∣∣
y=p
(1)
k,l
+
1
2
m
∑
l=1
2
∑
h,i=1
Ck,l,h,i∂
2
yhyi
G(y,x)
∣∣
y=p
(1)
k,l
,
we now have
∇ςk(x)−∇G¯k(x) = o(e
−
λ
(1)
k,1
1+α1 ).
Thus
(LHS) of (4.1)
=4(1+α j)
∫
∂B(p
(1)
k, j ,r)
〈ν ,∇G¯k〉dσ +O(e
−
λ
(1)
k, j
1+α1
m
∑
l=1
|Ak,l |)+o(e
−
λ
(1)
k, j
1+α1 ).
(4.8)
Now we take the global cancellation property into consideration: for any fixed
θ ∈ (0,r),
(4.9) ∆G¯k =
m
∑
l=1
Ak,l =
∫
M
fk dµ = 0, in B(p
(1)
k, j ,2r0)\B(p
(1)
k, j ,θ).
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Using (3.25) (4.9) and (4.2), we have
0=
∫
Br\Bθ
{
∆G¯k
{
∇(G˜k−φk, j)·(x− p
(1)
k, j )
}
+∆(G˜k−φk, j)
{
∇G¯k·(x− p
(1)
k, j )
}}
dx
=−4pi(1+α j)
∫
∂ (Br\Bθ )
∂ G¯k
∂ν
dσ ,
where B(p
(1)
k, j ,r) and B(p
(1)
k, j ,θ) are replaced by Br, Bθ respectively for simplicity.
Therefore
(4.10)
∫
∂Br
∂ G¯k
∂ν
dσ =
∫
∂Bθ
∂ G¯k
∂ν
dσ .
Further direct computation yields∫
∂Bθ
〈ν ,
m
∑
l=1
Ak,l∇xG(p
(1)
k,l ,x)〉dσ
=−Ak, j
∫
∂Bθ
〈ν ,∇xG(p
(1)
k,l ,x)〉dσ +oθ (1)
=−Ak, j
∫
∂Bθ
〈ν ,∇x
1
2pi
log |x− p
(1)
k,l |〉dσ +oθ (1)
=−Ak, j+oθ (1),
(4.11)
where limθ→0 oθ (1) = 0, and we have used the fact that all the terms related to
l 6= j are minor. Let us observe that∫
∂B(0,θ )
〈ν ,∇x∂yh log |z|〉dσ =−
∫
∂B(0,θ )
2
∑
i=1
zi
|z|
δih|z|
2−2zizh
z4
dσ = 0,
∫
∂B(0,θ )
〈ν ,∇x
∂ 2
∂y2h
log |z|〉dσ =−
∫
∂B(0,θ )
( 2
|z|3
−
4z2h
|z|5
)
dσ = 0,
∫
∂B(0,θ )
〈ν ,∇x
∂ 2
∂yhyi
log |z|〉dσ =−
∫
∂B(0,θ )
(4zhzi
|z|5
−
8zhzi
|z|5
)
dσ = 0,
(4.12)
Obviously, from (4.10)∼(4.12) we can see that∫
∂B(p
(1)
k, j ,r)
〈ν ,∇G¯k〉dσ =−Ak, j+oθ (1).
which together with (4.8), concludes the proof of Lemma 4.2.

Lemma 4.3.
(RHS) of (4.1)
=−2(1+α j)Ak, j−
4pi2
[
∆ logh(p j)+ρ∗−N
∗−2K(p j)
]
(
ρkh j(p
(1)
k, j )
) 1
1+α1 (1+α1)sin
pi
1+α1
b0e
−
λ
(1)
k, j
1+α1
+o(e
−
λ
(1)
k, j
1+α1 ), 1≤ j ≤ t.
(4.13)
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(RHS) of (4.1) =−2(1+α j)Ak, j+o(e
−
λ
(1)
k, j
2(1+α1) ), t+1≤ j ≤ τ .(4.14)
(RHS) of (4.1) =−2(1+α j)Ak, j+o(e
−
λ
(1)
k, j
1+α1 ), τ +1≤ j ≤ m.(4.15)
Proof. We use K1,K2,K3 to denote the three terms on the right hand of (4.1). The
first two terms are quite easy to estimate:
(4.16)
K1 =
∫
∂B(p
(1)
k, j ,r)
r fk dσ =
∫
∂B(p
(1)
k, j ,r)
ρkh˜ jr
2α j+1eu
(1)
k (ςk+o(1))dσ = O(e
−λ
(1)
k, j ),
(4.17) K2 =−2(1+α j)Ak, j.
More work is needed for
K3 =−
∫
B(p
(1)
k, j ,r)
fke
φ j〈∇(log h˜ j+φk, j),x− p
(1)
k, j 〉dx.
First we use ∇φ j(p
(1)
k, j ) = 0 to write ∇(log h˜ j+φk, j)(x) as
∇(log h˜ j+φk, j)(x)
=∇(logh j+φk, j)(p
(1)
k, j )+ 〈D
2(log h˜ j+φk, j)(p
(1)
k, j ),x− p
(1)
k, j 〉+O(|x− p
(1)
k, j |
2).
(4.18)
Then we evaluate K3 in three cases:
Case 1 : 1≤ j≤ t (α j = α1). The assumption D(p) = 0 and (3.23) (2.27) imply
∇(logh j+φk, j)(p
(1)
k, j ) = O(e
−
λ
(1)
k, j
1+α1 ).
Thus, after the scaling x = εk, jz+ p
(1)
k, j , the first order term can be estimated as
follows:
(4.19)
∫
B(p
(1)
k, j ,r)
fke
φ j〈∇(logh j+φk, j)(p
(1)
k, j ),x− p
(1)
k, j 〉dx =O(e
−( 1
2(1+α j )
+ 1
1+α1
)λ
(1)
k, j ).
For the second order term that contains D2(log h˜ j+φk, j)(p
(1)
k, j ), we have∫
B(p
(1)
k, j ,r)
fke
φ j〈D2(log h˜ j+φk, j)(p
(1)
k, j )(x− p
(1)
k, j ),x− p
(1)
k, j 〉dx
=
∫
B(p
(1)
k, j ,r)
ρkh j(p
(1)
k, j )e
λ
(1)
k, j |x− p
(1)
k, j |
2α j(
1+
ρkh j(p
(1)
k, j )
8(1+α j)2
e
λ
(1)
k, j |x− p
(1)
k, j |
2(1+α j)
)2 (1+O(|x− p(1)k, j |+ εk, j+ ε2k,1))
× ςk(x)(1+o(1))〈D
2(log h˜ j+φk, j)(p
(1)
k, j )(x− p
(1)
k, j ),x− p
(1)
k, j 〉dx
=ε2k, j
∫
|z|< rεk, j
8(1+α j)
2|z|2α j
(1+ |z|2(1+α j))2
〈D2(log h˜ j+φk, j)(p
(1)
k, j )z,z〉ςk, j(z)dz+o(ε
2
k, j).
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The expression above can be greatly simplified by this beautiful identity:∫ ∞
0
8(1+α j)
2s2α j+3
(1+ s2(1+α j))2
1− s2(1+α j)
1+ s2(1+α j)
ds=−
4pi
(1+α j)sin
pi
1+α j
.
Consequently, Lemma 3.2 and the two identities above lead to
∫
B(p
(1)
k, j ,r)
fke
φ j〈D2(log h˜ j+φk, j)(p
(1)
k, j )(x− p
(1)
k, j ),x− p
(1)
k, j 〉dx
=ε2k, jpi∆(log h˜ j+φk, j)(p
(1)
k, j )b0
∫ ∞
0
8(1+α j)
2s2α j+3
(1+ s2(1+α j))2
1− s2(1+α j)
1+ s2(1+α j)
ds+o(ε2k, j)
=−
4pi2
[
∆ logh(p j)+ρ∗−N
∗−2K(p j)
]
(
ρkh j(p
(1)
k, j )
) 1
1+α1 (1+α1)sin
pi
1+α1
b0e
−
λ
(1)
k, j
1+α1 +o(e
−
λ
(1)
k, j
1+α1 ).
(4.20)
Also elementary estimate gives∫
B(p
(1)
k, j ,r)
fke
φ j〈O(|x− p
(1)
k, j |
2),x− p
(1)
k, j 〉dx
=O(1)e
− 3
2(1+α j )
λ
(1)
k, j
∫
|z|< rεk, j
|z|2α j+3
(1+ |z|2(1+α j))2
dz
=O(1)
(
e
− 3
2(1+α j )
λ
(1)
k, j + e−λ
(1)
k, j
)
= o(e
−
λ
(1)
k, j
1+α j ).
(4.21)
Therefore, we complete the proof of (4.13) by using (4.16) (4.17) and (4.19)∼(4.21).
Note that the leading term in the second order term is ignored at this stage, since
the requirement of error in the current step is still crude.
Case 2 : t+1≤ j ≤ τ (0< α j < α1). For the first term it is easy to see that
(4.22)
∫
B(p
(1)
k, j ,r)
fke
φ j〈∇(logh j+φk, j)(p
(1)
k, j ),x− p
(1)
k, j 〉dx= o(e
−
λ
(1)
k, j
2(1+α j ) ).
For the second order term we have∫
B(p
(1)
k, j ,r)
fke
φ j〈D2(log h˜ j+φk, j)(p
(1)
k, j )(x− p
(1)
k, j ),x− p
(1)
k, j 〉dx
=O(e
−
λ
(1)
k, j
1+α j ) = o(e
−
λ
(1)
k, j
1+α1 ),
(4.23)
where we used the scaling x= εk, jz+ p
(1)
k, j and α j < α1. Similar to (4.21), we know
∫
B(p
(1)
k, j ,r)
fke
φ j〈O(|x− p
(1)
k, j |
2),x− p
(1)
k, j 〉dx= o(e
−
λ
(1)
k, j
1+α j ).(4.24)
Therefore (4.14) follows from (4.16), (4.17) and (4.22)∼(4.24).
SINGULAR MEAN FIELD EQUATION 25
Case 3 : τ +1≤ j ≤m (α j = 0). In view of (2.29), we get
∇(logh j+φk, j)(p
(1)
k, j ) = ∇(logh+G
∗
j)(p j)+O(e
−
λ
(1)
k, j
1+α1 ) = O(e
−
λ
(1)
k, j
1+α1 ).
The first order term is rather small:
(4.25)
∫
B(p
(1)
k, j ,r)
fke
φ j〈D(logh j+φk, j)(p
(1)
k, j ),x− p
(1)
k, j 〉dx= O(e
−( 1
2
+ 1
1+α1
)λ
(1)
k, j ).
For the second order term we have∫
B(p
(1)
k, j ,r)
fke
φ j〈D2(log h˜ j+φk, j)(p
(1)
k, j )(x− p
(1)
k, j ),x− p
(1)
k, j 〉dx
=ε2k, j
∫
|z|< rεk, j
8
(1+ |z|2)2
〈D2(log h˜ j+φk, j)(p
(1)
k, j )z,z〉ςk, j(z)dz+O(e
−λ
(1)
k, j )
=ε2k, jpi∆(log h˜ j+φk, j)(p
(1)
k, j )b0
∫ r
εk, j
0
8s3
(1+ s2)2
1− s2
1+ s2
ds+O(e−λ
(1)
k, j ),
where we have used Lemma 3.2 and symmetry. It is easy to see∫ R
0
8s3
(1+ s2)2
1− s2
1+ s2
ds=−4
(
log(1+R2)−
1
1+R2
+
1
(1+R2)2
)
,
and
∫
B(p
(1)
k, j ,r)
fke
φ j〈D2(log h˜ j+φk, j)(p
(1)
k, j )(x− p
(1)
k, j ),x− p
(1)
k, j 〉dx= O(λ
(1)
k, j e
−λ
(1)
k, j ).
(4.26)
Finally, by scaling we immediately observe that∫
B(p
(1)
k, j ,r)
fke
φ j〈O(|x− p
(1)
k, j |
2),x− p
(1)
k, j 〉dx
=O(e−
3
2
λ
(1)
k, j )
∫
|z|< rεk, j
|z|3
(1+ |z|2)2
dz= O(e−λ
(1)
k, j ).
(4.27)
Therefore, K3 is small in this case as well.
(4.28) K3 = o(e
−
λ
(1)
k, j
1+α1 ), τ +1≤ j ≤ m,
where α1 > 0 is used. Lemma 4.3 is established.

Since |Ak, j| = O(1), (4.1) along with Lemma 4.2 and Lemma 4.3 implies the
initial estimate for Ak, j.
Corollary 4.1.
(4.29) |Ak, j|= o(e
−
λ
(1)
k, j
2(1+α1) ), 1≤ j ≤ m.

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Based on (4.29), we can improve the estimates in (4.7) and (3.29):
(4.30) (LHS) of (4.1) =−4(1+α j)Ak, j+o(e
−
λ
(1)
k, j
1+α1 ) 1≤ j ≤ m.
(4.31) ςk(x)− ς¯k = o(e
−
λ
(1)
k,1
2(1+α1) ) in C1
(
M \
m⋃
j=1
B(p
(1)
k, j ,θ)
)
.
The identity (4.31), which is the refinedC1-estimate of ςk away from the blowup
points, will help to improve the estimate of RHS of Pohozaev-type identity (4.1)
and the estimate of Dςk. The later one will play a part in section 6. In order to
achieve this goal, we analyse the projections of ςk, j in more detail.
For 1≤ j ≤ τ , we recall the equation of ςk in B(p
(1)
k, j ,r0):
 ∆ςk+ρkh˜ j|x− p
(1)
k, j |
2α je
U
(1)
k, j +G
(1)
k, j−G
(1)
k, j (p
(1)
k, j )+η
(1)
k, j ςk
1−eu
(2)
k
−u
(1)
k
u
(1)
k −u
(2)
k
= 0,
|ςk| ≤ 1,
and set the following quantities for convenience:
ak, j = ∇(logh j+G
(1)
k, j)(p
(1)
k, j ), dk =‖ u
(1)
k −u
(2)
k ‖L∞(M),
n0 =max
{
n ∈ N : n≤
1
2γ
}
, U j(r) = log
8(1+α j)
2
(1+ r2(1+α j))2
.
Then the equation for ςk becomes
∆ςk+
ρkh j(p
(1)
k, j )e
λ
(1)
k, j |x− p
(1)
k, j |
2α jegk(x)(
1+
ρkh j(p
(1)
k, j )
8(1+α j)2
e
λ
(1)
k, j |x− p
(1)
k, j |
2(1+α j)
)2
{ n0
∑
n=0
(−dk)
n
(n+1)!
ς n+1k +O(d
n0+1
k )
}
= 0,
where
gk(x) =〈ak, j,x− p
(1)
k, j 〉
{
1−
2(1+α j)
α j
(
1+
ρkh j(p
(1)
k, j )
8(1+α j)2
e
λ
(1)
k, j |x− p
(1)
k, j |
2(1+α j)
)−1}
+d j log
(
2+ e
λ
(1)
k, j
2(1+α j ) |x− p
(1)
k, j |
)
e
−
λ
(1)
k, j
1+α j +O(|x− p
(1)
k, j |
2)+O(ε2k,1)
After scaling x= εk, jz+ p
(1)
k, j , we have
∆ςk, j(z)+
8(1+α j)
2|z|2α j
(1+ |z|2(1+α j))2
ςk, j(z) = Ek, j(z),(4.32)
where
Ek, j(z) =
8(1+α j)
2|z|2α j
(1+ |z|2(1+α j))2
{
− εk, j〈ak, j,z〉
(
1−
2(1+α j)
α j
1
1+ |z|2(1+α j)
)
ςk, j(z)
+
[
1+ εk, j〈ak, j,z〉
(
1−
2(1+α j)
α j
1
1+ |z|2(1+α j)
)] n0
∑
n=1
(−1)n+1dnk
(n+1)!
ς n+1k, j +o(εk,1)
}
.
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For each integer l ≥ 0 we define the projections of frequency l as
ξl(r) =
1
2pi
∫ 2pi
0
ςk, j(rcosθ ,r sinθ)cos(lθ)dθ ,
ξ˜l(r) =
1
2pi
∫ 2pi
0
ςk, j(rcosθ ,r sinθ)sin(lθ)dθ .
Obviously the study of ξl is representative enough. (4.32) shows that ξl satisfies
ξ
′′
l +
1
r
ξ
′
l +
(
r2α jeU j −
l2
r2
)
ξl = E˜l(r), l ≥ 1,
where
E˜1(r) = r
2α jeU j
{
−
a1k, j
4
εk, jr
(
1−
2(1+α j)
α j
1
1+ r2(1+α j)
)
ξ0+O(dkξ1)+o(εk,1)
}
,
E˜2(r) = r
2α jeU j
{
−
a1k, j
4
εk, jr
(
1−
2(1+α j)
α j
1
1+ r2(1+α j)
)
ξ1+O(dkξ2)+o(εk,1)
}
,
E˜l(r) = r
2α jeU j
{
O(dkξl)+o(εk,1)
}
, l ≥ 3,
and a1k, j is the first component of ak, j . Moreover, from (4.31) we obtain that ξl(0) =
o(1) for all l ≥ 1 and
|ξl(r)| ≤ 1, r ∈ (0,
r0
εk, j
), l ≥ 0,
ξl(r) = o(εk,1), r ∼ e
λ
(1)
k, j
2(1+α j ) , l ≥ 1.
(4.33)
From the equation of ξl and the maximum principle, we only need to consider the
finite l. Without loss of generality, we consider 1 ≤ l ≤ l0 in the following analy-
sis. Let us denote δl, j =
l
1+α j
and consider the homogeneous ordinary differential
equation
(4.34) ξ
′′
l +
1
r
ξ
′
l +
(
r2α jeU j −
l2
r2
)
ξl = 0.
By direct computation, we can verify that the following two functions are two
fundamental solutions of (4.34)
ξl,1(r) =
(δl, j+1)r
l +(δl, j−1)r
2(1+α j)+l
1+ r2(1+α j)
,
ξl,2(r) =
(δl, j+1)r
2(1+α j)−l+(δl, j−1)r
−l
1+ r2(1+α j)
.
Using |ξl| ≤ 1 we have Cl,2 = 0, that is
ξl(r) =Cl,1ξl,1(r)+ξl,p(r)
whereCl,1 is a constant, and
(4.35) ξl,p(r) =
(∫ w1
w
dr
)
ξl,1(r)+
(∫ w2
w
dr
)
ξl,2(r)
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for
w=
∣∣∣∣ξl,1 ξl,2ξ ′l,1 ξ ′l,2
∣∣∣∣ , w1 =
∣∣∣∣ 0 ξl,2E˜l ξ ′l,2
∣∣∣∣ , w2 =
∣∣∣∣ξl,1 0ξ ′l,1 E˜l
∣∣∣∣ .
It is easy to see that w
′
= (ξl,1ξ
′
l,2− ξ
′
l,1ξl,2)
′
= − 1
r
w, which means w(r) ∼ 1
r
.
Next, let us estimate ξl in (0,
r0
εk, j
) for l ≥ 1.
For 1≤ j≤ t, the assumption D(p) = 0 implies ak, j =O(ε
2
k,1). Furthermore, for
t+1 ≤ j ≤ τ , it is easy to see that εk, j = o(εk,1). Therefore, for all 1 ≤ j ≤ τ , we
estimate E˜l as follows
E˜l(r) = r
2α jeU j
{
o(εk,1)r+O(dkξl)+o(εk,1)
}
, l = 1,2;
E˜l(r) = r
2α jeU j
{
O(dkξl)+o(εk,1)
}
, l ≥ 3.
(4.36)
Roughly,
E˜l(r) = r
2α jeU j
{
o(εk,1)r+O(dk)+o(εk,1)
}
, l = 1,2;
E˜l(r) = r
2α jeU j
{
O(dk)+o(εk,1)
}
, l ≥ 3.
(4.37)
By using the above estimates (4.37) for E˜l and (4.35), we have
ξl,p(r) =
(
O(dk)+o(εk,1)
){(∫ ∞
r
s2α j+1eU j(s)(s+1)ξl,2(s)ds
)
ξl,1(r)
+
(∫ ∞
r
s2α j+1eU j(s)(s+1)ξl,1(s)ds
)
ξl,2(r)
}
, l = 1,2.
ξl,p(r) =
(
O(dk)+o(εk,1)
){(∫ ∞
r
s2α j+1eU j(s)ξl,2(s)ds
)
ξl,1(r)
+
(∫ ∞
r
s2α j+1eU j(s)ξl,1(s)ds
)
ξl,2(r)
}
, l ≥ 3.
Direct computation shows, for 0< r < 1
ξl,p(r) =
(
O(dk)+o(εk,1)
)(
rl + r2α j+2
)
, l ≥ 1;
and for 1< r < r0εk, j
ξl,p(r) =
{ (
O(dk)+o(εk,1)
)(
r−l + r−(2α j+1)
)
, l = 1,2,(
O(dk)+o(εk,1)
)(
r−l + r−(2α j+2)
)
, l ≥ 3.
Consequently
(4.38) ‖ ξl,p ‖L∞((0, r0εk, j ))
= O(dk)+o(εk,1), 1≤ l ≤ l0.
Combining (4.36) and (4.38), we rewrite E˜l as
E˜l(r) = r
2α jeU j
{
o(εk,1)r+O(d
2
k )+o(εk,1)
}
, l = 1,2;
E˜l(r) = r
2α jeU j
{
O(d2k )+o(εk,1)
}
, l ≥ 3.
(4.39)
Then repeating the above argument n0 times, we obtain
(4.40) ‖ ξl,p ‖L∞((0, r0εk, j ))
= o(εk,1), 1≤ l ≤ l0.
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Then, from (4.33), we have
Cl,1 = o(εk,1)O(ε
l
k, j).
and
(4.41) ‖ ξl ‖L∞((0, r0εk, j ))
= o(εk,1), l ≥ 1.
Similarly,
(4.42) ‖ ξ˜l ‖L∞((0, r0εk, j ))
= o(εk,1), l ≥ 1.
In other words, all projections of high frequency of ςk, j (1≤ j ≤ τ) are o(εk,1).
Using (4.41) and (4.42), we now obtain an important sharper estimate of the
right hand side of (4.1).
Lemma 4.4.
(4.43) (RHS) of(4.1) =−2(1+α j)Ak, j+o(e
−
λ
(1)
k, j
1+α1 ), t+1≤ j ≤ τ .
Proof. In view of (4.16)∼(4.18) and (4.22)∼(4.24), we only need to improve the
estimate in (4.22). In other words, it is enough to prove the following estimate
(4.44)
∫
B(p
(1)
k, j ,r)
fke
φ j〈∇(logh j+φk, j)(p
(1)
k, j ),x− p
(1)
k, j 〉dx = o(e
−
λ
(1)
k, j
1+α1 ).
In fact, by the change of variable x= εk, jz+ p
(1)
k, j , we have∫
B(p
(1)
k, j ,r)
fke
φ j〈∇(logh j+φk, j)(p
(1)
k, j ),x− p
(1)
k, j 〉dx
=
∫
B(p
(1)
k, j ,r)
ρkh˜ j|x− p
(1)
k, j |
2α jeu
(1)
k ςk
1− eu
(2)
k −u
(1)
k
u
(1)
k −u
(2)
k
〈ak, j,x− p
(1)
k, j 〉dx
=
∫
B(p
(1)
k, j ,r)
ρkh j(p
(1)
k, j )e
λ
(1)
k, j |x− p
(1)
k, j |
2α jegk(x)(
1+
ρkh j(p
(1)
k, j )
8(1+α j)2
e
λ
(1)
k, j |x− p
(1)
k, j |
2(1+α j)
)2 〈ak, j,x− p(1)k, j 〉
×
{ n0
∑
n=0
(−dk)
n
(n+1)!
ς n+1k +O(d
n0+1
k )
}
dx
=εk, j
∫
|z|< rεk, j
8(1+α j)
2|z|2α j
(1+ |z|2(1+α j))2
n0
∑
n=0
(−dk)
n
(n+1)!
ς n+1k, j < ak, j,z> dx+o(ε
2
k,1).
where we used the fact α j < α1 and the definition of n0. Then from symmetry and
the estimates of high frequency of ςk, j, which are (4.41) and (4.42), we have the
following estimate∫
B(p
(1)
k, j ,r)
fke
φ j〈∇(logh j+φk, j)(p
(1)
k, j ),x− p
(1)
k, j 〉dx= O(εk, j)o(εk,1)+o(ε
2
k,1) = o(ε
2
k,1).
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Therefore, (4.44) holds. Finally, combining (4.44) with the proof of Lemma 4.3,
we obtain the esstimate (4.43).

Based on the Pohozaev-type identity (4.1) and its refined estimates, which are
(4.30) (4.14) (4.15) and (4.43), we can improve the estimate for Ak, j and prove
b0 = 0.
Corollary 4.2.
(4.45) |Ak, j|= O(e
−
λ
(1)
k, j
1+α1 ), 1≤ j ≤ m.

Proposition 4.1. b0 = 0. In particular, b j,0 = 0, for 1≤ j ≤ m.
Proof. Now the global cancellation property of fk plays a crucial role:
m
∑
j=1
Ak, j =
∫
M
fkdµ = 0.
From (4.1) (4.30) (4.14) (4.15) and (4.43), we can see
b0e
−
λ
(1)
k,1
1+α1
t
∑
j=1
[
∆h(p j)+ρ∗−N
∗−2K(p j)
](
ρkh j(p
(1)
k, j )
) 1
1+α1 = o(e
−
λ
(1)
k,1
1+α1 ).
On the other hand, from (2.24), it holds
h2j(p j) = h
2
1(p1)e
G∗1(p1)e−G
∗
j (p j)+o(1), 1≤ j ≤ t.
As a consequence, we obtain
e
−
G∗
1
(p1)
1+α1
(
ρ∗h
2
1(p1)
)− 1
1+α1 L(p)b0e
−
λ
(1)
k,1
1+α1 = o(e
−
λ
(1)
k,1
1+α1 ),(4.46)
which together with the assumption L(p) 6= 0 implies b0 = 0. In particular, b j,0 = 0
for 1≤ j ≤ m.

5. PROOF OF THEOREM 1.1
Proof of Theorem 1.1 . Let p∗k be a maximum point of ςk, which says
(5.1) |ςk(p
∗
k)|= 1
In view of Lemma 3.3 and Proposition 4.1, we obtain the fact
ςk → 0 in Cloc(M\{p1, · · · , pm}).
Therefore,
(5.2) lim
k→∞
p∗k = p j,
for some p j ∈ {p1, · · · , pm}. Moreover, denoting sk = |p
∗
k − p
(1)
k, j |, by Lemma 3.2
and Proposition 4.1, it holds
ςk, j → 0 in Cloc(R
2).
SINGULAR MEAN FIELD EQUATION 31
Thus,
(5.3) lim
k→∞
ε−1k, j sk =+∞
Setting ς˜k(x) = ςk(skx+ p
(1)
k, j ), |x|< s
−1
k r, where r > 0 small enough, then ς˜k satis-
fies
0=∆ς˜k(x)+ρkh˜ j(skx+ p
(1)
k, j )s
2(1+α j)
k |x|
2α jck(skx+ p
(1)
k, j )ς˜k(x)
=∆ς˜k(x)+
8(1+α j)
2(ε−1k, j sk)
2(1+α j)|x|2α j(
1+(ε−1k, j sk)
2(1+α j)|x|2(1+α j)
)2 (1+O(sk|x|)+o(1)).
On the other hand, by (5.1), we also have
(5.4)
∣∣∣ς˜k( p∗k− p
(1)
k, j
sk
)∣∣∣= |ςk(p∗k)|= 1.
In view of (5.3) and |ς˜k| ≤ 1, we see that ς˜k→ ς˜0 inCloc(R
2\{0}), where ς˜0 satisfies
∆ς˜0 = 0 in R
2\{0}. Since |ς˜0| ≤ 1, we have ∆ς˜0 = 0 in R
2. Hence ς˜0 is a constant.
Recalling that
|p∗k−p
(1)
k, j |
sk
= 1 and (5.4), we find that ς˜0 ≡ 1 or ς˜0 ≡−1. Therefore,
we obtain that for k large enough
(5.5) |ςk(x)| ≥
1
2
, |x− p
(1)
k, j | ∈
(sk
2
,2sk
)
.
By using Lemma 3.3, we have
(5.6) ςk(x) = o(1)+o(1) logR+O(R
−2(1+α j)), |x− p
(1)
k, j | ∈ (Rεk, j,d).
for fixed d > 0 small enough and arbitrary R> 0 large enough.
However, by (5.3), εk, j ≪ sk. Thus, |ςk(sk)| <
1
4
for k large enough, which
contradicts with (5.5). Theorem 1.1 is established.

6. PROOF OF THEOREM 1.2
In this section, we will analyse the behavior of u
(1)
k and u
(2)
k whose common
blowup points include singular source(s) and regular point(s). So in this section
τ < m, 0 < α j < 1 for 1 ≤ j ≤ τ and α j = 0 for τ + 1 ≤ j ≤ m. Our argument is
similar to the approach in [3] where all blowup points are regular points. The fact
that ςk, j → 0 in Cloc(R
2) for all 1≤ j ≤ m plays a vital role.
In [26], Lin-Yan obtained the following Pohozaev-type identity:
Lemma 3. [3, 26]
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For τ +1≤ j ≤ m, it holds∫
∂B(p
(1)
k, j ,r)
(
< ν ,∇ςk > ∇iv
(1)
k, j+< ν ,∇v
(2)
k, j > ∇iςk
)
dσ
−
1
2
∫
∂B(p
(1)
k, j ,r)
< ∇(v
(1)
k, j + v
(2)
k, j ),∇ςk >
(x− p
(1)
k, j )i
|x− p
(1)
k, j |
dσ ,
= −
∫
∂B(p
(1)
k, j ,r)
ρkh˜ j(x)
eu
(1)
k − eu
(2)
k
‖ u
(1)
k −u
(2)
k ‖L∞(M)
(x− p
(1)
k, j )i
|x− p
(1)
k, j |
dσ
+
∫
B(p
(1)
k, j ,r)
ρkh˜ j(x)
eu
(1)
k − eu
(2)
k
‖ u
(1)
k −u
(2)
k ‖L∞(M)
∇i
(
log h˜ j+φk, j
)
dx.
(6.1)
By Lemma 4.6 in [3] and Appendix D in [26], we have:
(RHS) of (6.1) = e−
λ
(1)
k, j
2
( 2
∑
h=1
D2h,i(log h˜ j+φk, j)(p
(1)
k, j )b j,h
)
B j+o(e
−
λ
(1)
k, j
2 ).(6.2)
for i= 1,2 and τ +1≤ j ≤ m. The detail of this proof can be found in [3].
The LHS of (6.1) boils down to sharp estimates of ∇v
(i)
k, j and ∇ςk on ∂B(p
(1)
k, j ,r).
The estimate for ∇v
(i)
k, j is established in Lemma 3.4, and the following lemma pro-
vides the estimates for ∇ςk (see (3.34) for comparison).
Lemma 6.1. For any θ ∈ (0,r) small enough, it holds
ςk− ς¯k =
m
∑
j=τ+1
e−
λ
(1)
k, j
2
( 2
∑
h=1
∂yhG(y,x)
∣∣
y=p
(1)
k, j
b j,h
)
B j+o(e
−
λ
(1)
k,1
2 )
in C1
(
M \
m⋃
j=1
B(p
(1)
k, j ,θ)
)
.
(6.3)
Proof. Using the same notations in (3.30) and (3.33), now we only need to show
J1 = o(e
−
λ
(1)
k,1
2 ), J2 = o(e
−
λ
(1)
k,1
2 ).
Indeed, from (4.45) and the assumption 0< α1 < 1, we have
(6.4) J1 =
m
∑
j=1
Ak, jG(p
(1)
k, j ,x) = O(e
−
λ
(1)
k,1
1+α1 ) = o(e−
λ
(1)
k,1
2 )
Recall that
J2 =
τ
∑
j=1
∫
M j
(
G(y,x)−G(p
(1)
k, j ,x)
)
fk(y)dµ(y)
=
τ
∑
j=1
∫
B(p
(1)
k, j ,r0)
fk(y)e
φ j(y)〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,y− p
(1)
k, j 〉dy+O(e
−
λ
(1)
k,1
1+α1 )
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Based on (4.41) and (4.42), by the method similar to the proof of (4.44) in Lemma
4.4, we have∫
B(p
(1)
k, j ,r0)
fk(y)e
φ j(y)〈∂yG(y,x)
∣∣
y=p
(1)
k, j
,y− p
(1)
k, j 〉dy=O(εk, j)o(εk,1)+o(ε
2
k,1)=O(ε
2
k,1).
Therefore,
(6.5) J2 =O(e
−
λ
(1)
k,1
1+α1 ) = o(e−
λ
(1)
k,1
2 ).
Consequently (6.3) holds in C1
(
M \
⋃m
j=1B(p
(1)
k, j ,θ)
)
and the gradient estimate
is
∇ςk(x) =
m
∑
j=τ+1
e−
λ
(1)
k, j
2 ∇x
( 2
∑
h=1
∂yhG(y,x)
∣∣
y=p
(1)
k, j
b j,h
)
B j+o(e
−
λ
(1)
k,1
2 ).(6.6)

By the improved estimates of ∇v
(i)
k, j and ∇ςk in (3.28) and (6.6), we can estimate
the left hand of (6.1) just like Lemma 4.7 in [3] or Appendix D in [26] and the
result is:
(LHS) of (6.1) =−8pi
{ τ+1,··· ,m
∑
l 6= j
e−
λ
(1)
k,l
2 ∂xi
( 2
∑
h=1
∂yhG(y,x)
∣∣
y=p
(1)
k,l
bl,h
)
Bl
+ e−
λ
(1)
k, j
2 ∂xi
( 2
∑
h=1
∂yhR(y,x)
∣∣
x=y=p
(1)
k, j
b j,h
)
B j
}
+o(e−
λ
(1)
k, j
2 ).
(6.7)
Finally we prove b j,1 = b j,2 = 0 for all j.
Proposition 6.1. b j,1 = b j,2 = 0, for all j = τ +1, · · · ,m. In particular,
ςk, j → 0 in Cloc(R
2), for all j = 1, · · · ,m.
Proof. Obviously, (6.1) together with (6.2) and (6.7) implies, for all i = 1,2, and
j = τ +1, · · · ,m,
e−
λ
(1)
k, j
2
( 2
∑
h=1
D2h,i(log h˜ j+φk, j)(p
(1)
k, j )b j,h
)
B j
=−8pi
τ+1,··· ,m
∑
l 6= j
e−
λ
(1)
k,l
2 ∂xi
( 2
∑
h=1
∂yhG(y,x)
∣∣
y=p
(1)
k,l
bl,h
)
Bl
−8pie−
λ
(1)
k, j
2 ∂xi
( 2
∑
h=1
∂yhR(y,x)
∣∣
x=y=p
(1)
k, j
b j,h
)
B j+o(e
−
λ
(1)
k, j
2 ).
(6.8)
Set~b= (b˜τ+1,1Bτ+1, b˜τ+1,2Bτ+1, · · · , b˜m,1Bm, b˜m,2Bm), where
b˜l,h = lim
k→+∞
(
e
λ
(1)
k, j
−λ
(1)
k,1
2 bl,h
)
.
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Then by (2.28) and letting k→+∞, we obtain that
(6.9) D2 f ∗(pτ+1, · · · , pm) ·~b= 0
By using the non-degeneracy assumption det
(
D2 f ∗(pτ+1, · · · , pm)
)
6= 0, we con-
clude that
(6.10) b j,1 = b j,2 = 0, j = τ +1, · · · ,m.
Proposition 6.1 is established.

Proof of Theorem 1.2 . From Lemma 3.3 and Proposition 4.1 ςk tends to 0 in
Cloc(M\{p1, · · · , pm}). By Lemma 3.2 and Proposition 6.1, we have
ςk, j → 0 in Cloc(R
2), 1≤ j ≤ m.
Theorem 1.2 follows just like the last step of the proof of Theorem 1.1.

Finally, we finish to prove Theorem 1.3 and Theorem 1.4 about Dirichlet prob-
lems.
Proof of Theorems 1.3, 1.4 . For the blowup solutions to (1.13), the correspond-
ing estimates as in section 2 have been also obtained in [16][42] for α j ∈ R
+ \N
and in [13][41][22] for α j = 0. Those preliminary estimates have almost the same
form except for φ j = 0 and K ≡ 0, where φ j are the conformal factor at p j and K
is the Gaussian curvature of M.
Then, under the assumption of regularity about ∂Ω and q j ∈ Ω (1 ≤ j ≤ N),
[27] has showed that the blowup points of (1.13) are far away from ∂Ω via the
moving plane method and the Pohozaev identities. Consequently, the terms coming
from the boundary of domain are included in the error term. In other words, those
boundary terms do not affect our argument.
On the other hand, the vital part of estimates obtained in section 3, 4 and 6
only come from local analysis, Therefore, such results still work for the Dirichlet
problem (1.13).
Thus, Theorem 1.3 and Theorem 1.4 can be proved as Theorem 1.1 and Theorem
1.4, respectively.

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