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SIMPLY CONNECTED TRANSLATING SOLITONS
CONTAINED IN SLABS
FRANCESCO CHINI
Abstract. In this work we show that 2-dimensional, simply connected,
translating solitons of the mean curvature flow embedded in a slab of R3
with entropy strictly less than 3 must be mean convex and thus, thanks
to a result by J. Spruck and L. Xiao [SX17], are convex. Recently, such
2-dimensional convex translating solitons have been completely classified
in [HIMW19a], up to an ambient isometry, as vertical plane, (tilted) grim
reaper cylinders, ∆-wings and bowl translater. These are all contained
in a slab, except for the rotationally symmetric bowl translater. New
examples by [HMW19a] show that the bound on the entropy is necessary.
Introduction
In [Br16], Brendle proved that any properly embedded 2-dimensional mean
curvature self-shrinker in R3 which is homeomorphic to an open subset of the
sphere must be a round sphere, or a cylinder or a plane, solving two problems
posed by Ilmanen (see 14 and 15 in [Il03]). In particular, it follows that the
round sphere is the only closed, embedded shrinker with genus 0. The main
step in Brendle’s paper was to first prove that any shrinker satisfying such
a topological assumption must be mean convex and with polynomial area
growth (his argument was partially inspired by [Ro95]). Then the conclusion
follows from Theorem 10.1 in [CM12], which is a refinement of a theorem by
Huisken [Hu90b] (see also [Hu90a] for the closed case).
One cannot expect such a strong result for translating solitons, even un-
der the more restrictive topological assumption of being simply connected.
In fact Hoffman, Martín and White [HMW19a] recently constructed new
examples of properly embedded translaters which are simply connected but
are not mean convex. The most surprising one is the so-called pitchfork
translater which has entropy equal to 3 and is contained in a slab.
In these notes we will consider smooth 2-dimensional translating solitons
of the mean curvature flow in R3, i.e. smooth surfaces immersed in R3
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satisfying the equation
(1) H = −〈ν, e3〉,
where ν is a smooth unit normal vector field on Σ and H denotes the mean
curvature. Note that Σ satisfies (1) if and only if the 1-parameter family
Σ+ te3 is a mean curvature flow, with t ∈ R.
Following [CM12] denote the entropy of Σ by λ(Σ) (see Appendix A for
details).
The main contribution of this work is the following result.
Theorem 1. Let Σ2 ⊆ R3 be a complete, embedded, translater satisfying the
following assumptions:
(i) Σ is simply connected,
(ii) λ(Σ) < 3,
(iii) Σ is contained in a slab.
Then Σ is mean convex.
Spruck and Xiao proved that 2-dimensional, mean convex translaters are
actually convex (Theorem 1.1 in [SX17]). Therefore their result together
with the classification of Hoffman, Ilmanen, Martín and White [HIMW19a],
yields the following corollary.
Corollary 2. Let Σ be as in Theorem 1. Then Σ is, up to an ambient
isometry, one of the following translating solitons:
(i) a vertical plane,
(ii) a grim reaper cylinder (possibly tilted),
(iii) a ∆-wing translater.
Remark 3. As mentioned above, the pitchfork example shows that the
bound on the entropy in the assumptions of Theorem 1 is necessary and
cannot be relaxed.
On the other hand, there are currently no known examples of complete
translaters contained in a slab with entropy strictly less than 3 which are
not simply connected. So it is not clear whether the topological assumption
is necessary. Hershkovits [He18] classified translaters with entropy less or
equal than the entropy of a cylinder without any further assumptions. More
precisely, he proved that a translater Σ2 ⊆ R3 satisfying the following entropy
bound
(2) λ(Σ) ≤ λ(S1 × R) =
√
2π
e
≈ 1.52
must be either a plane (λ(Σ) = 1) or the rotationally symmetric bowl trans-
later (λ(Σ) =
√
2π
e
). However, even though Hershkovits does not need any
toplogical assumption, his bound (2) is much more restrictive than the en-
tropy bound in our Theorem 1. In a later work, Hershkovits, Haslhofer and
Choi [HHC18] completely classified 2-dimensional ancient mean curvature
flows with entropy less or equal to λ(S1×R) and they used this classification
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to prove the mean convex neighborhood conjecture (see also the very recent
paper [HHCW19] for a higher dimensional analog).
Moreover, we believe that the assumption (iii) in Theorem 1 is purely
technical and can be removed.
Conjecture 4. Let Σ2 ⊆ R3 be an embedded simply connected translater
such that λ(Σ) < 3.
Then Σ is mean convex.
Remark 5. Simply connected translating solitons are particularly interes-
ting because it is known (see [IR17], [IR19], [KS18]) that complete 2-di-
mensional stable translaters in R3 must be simply connected. By stable
translaters we mean translaters which are linearly stable as minimal sur-
faces w.r.t. to the conformally flat metric ex3δEuclij (for more details see the
survey [HIMW19b]).
Observe that for shrinking solitons there is a connection between stability
and mean convexity. More precisely, Colding and Minicozzi [CM12] proved
that entropy stable shrinkers (with polynomial volume growth) are mean
convex. Entropy stability is intimately related with the index of the stability
operator of shrinkers as minimal surfaces in the gaussian metric e−
|x|2
4 δEuclij .
For these reasons and motivated by Theorem 1 , we are tempted to state the
following conjecture.
Conjecture 6. Let Σ2 ⊆ R3 be a complete embedded stable translater. Then
Σ is mean convex and therefore, thanks to [SX17] and [HIMW19a], up to an
ambient isometry, one of the following translating solitons:
(i) a vertical plane,
(ii) a grim reaper cylinder (possibly tilted),
(iii) a ∆-wing translater,
(iv) the rotationally symmetric bowl translater.
Organization of the paper. In Section 1 we derive a curvature estimate
for embedded, simply connected translating solitons with finite entropy,
which allows us to use a compactness theorem (based on a standard Arzelà-
Ascoli argument) in a crucial step of the proof of Theorem 1. The curvature
estimate is a consequence of an estimate by Schoen and Simon [SS83].
In Section 2, which is the longest section of this work, we prove Theo-
rem 10, which is a refinement of results contained in the paper by Møller
and the author [CM19a]. The proofs are based on a combination of the
Omori-Yau maximum principle and barrier arguments. As a byproduct of
Theorem 10, we obtain a Bernstein type theorem for 1-periodic properly
immersed translaters.
Section 3 is devoted to the study of the structure of the intersection Z :=
Σ∩TpΣ, where TpΣ denotes the geometric tangent space of Σ at some point
p ∈ Σ where H(p) = 0. This is done by observing that Z is the nodal set of
a function f : Σ→ R solving an elliptic PDE of the kind ∆Σf = hf for some
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function h ∈ C∞(Σ) and applying a result by [Ch76]. Under the assumption
of Σ being simply connected, we study the topology of Z. Namely, we show,
by using a maximum principle argument, that each connected component of
Z is contractible.
In Section 4 we study the structure of {H = 0} and show that on a
translater the unit normal vector cannot be constant along {H = 0} unless
the translater is mean convex.
In Section 5 we finally prove Theorem 1. The proof proceeds by contra-
diction. We assume that Σ is not mean convex and we carefully study the
intersection Z = Σ ∩ TpΣ, where p ∈ Σ is some point such that H(p) = 0.
We distinguish two different cases and we see that one case contradicts the
entropy bound and the other one contradicts the topological assumption of
Σ being simply connected.
In the Appendix A we recall the definition and some basic well-known
properties of the entropy functional.
Acknowledgments: I would like to thank Toby Colding and Bill Minicozzi
for their hospitality at MIT during Spring 2019, where some of the ideas
contained in this work were developed. During my stay, I had the opportu-
nity to have many enlightening conversations with several people, but I am
mostly in debt with Kyeongsu Choi, from whom I have learned many things.
I want to express my gratitude also to Alexander Friedrich and Felix Lubbe
for reading a preliminary version of this paper and giving me useful feedbacks.
I would like to thank my supervisor Niels Martin Møller for his constant
support.
1. Curvature estimate
In this section we derive a curvature estimate for simply connected trans-
lating solitons with finite entropy, which is of independent interest. Similar
results have already been obtained for 2-dimensional translating solitons, but
under different assumptions. See for instance Theorem 3.2 in [Sh15], Theo-
rem 4.8 in [Gu16], Theorem 2.8 in [SX17] and Theorem A.3 in [HMW19a].
Proposition 7. Let Σ2 ⊆ R3 be a complete, embedded, simply connected
translater such that λ(Σ) <∞.
Then there exists a constant C > 0 such that |A| ≤ C.
Proof. Remark 23 in the Appendix A, implies that there exists a constant
C1 = C1(λ(Σ)) > 0 such that
Area(Σ ∩ BR(x)) ≤ C1R2
for any radius R > 0, for any point x ∈ R3, where BR(x) is the open ball in
R3 centered at x ∈ R3 of radius R > 0.
Recall that Σ2 ⊆ R3 is said to have (γ1, γ2)-quasiconformal Gauss map,
with γ1, γ2 ≥ 0, if
(3) |A|2(p) ≤ −γ1K(p) + γ2, p ∈ Σ,
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where K denotes the Gauss curvature. Since Σ is a translater, i.e. satisfies
(1), then it has (2, 1)-quasiconformal Gauss map, namely
|A|2(p) = −2K(p) +H2(p) ≤ −2K(p) + 1, p ∈ Σ.
We can apply the estimate for embedded simply connected surfaces with
quasiconformal Gauss map of Schoen and Simon [SS83]. More precisely,
let us fix R > 0. Theorem 1 in [SS83] implies that there exist constants
C2 = C2(R,λ(Σ)) > 0 and α = α(R,λ(Σ)) ∈ (0, 1) such that for any p ∈ Σ
we have
(4) ‖ν(x) − ν(x˜)‖ ≤ C2‖x− x˜‖α,
for any x, x˜ ∈ Σ′, where Σ′ is the connected component of Σ ∩ BR(p) con-
taining p.
Equation (4) implies that there exists ̺ = ̺(λ(Σ)) > 0, such that for any
p ∈ Σ, the connected component of Σ ∩ B̺(p) containing p is the graph of a
smooth function u over an open domain Ω of TpΣ such that ‖∇u‖ < 1. Note
that TpΣ denotes the geometric tangent plane of Σ at p. It is easy to see that
the 2-dimensional disk B ̺√
2
(p) ⊆ TpΣ is contained in Ω. With a small abuse
of notation, we keep denoting the restriction u|B √̺
2
(p) by u. Note that we
have supB √̺
2
(p) |u| ≤ √̺2 . We summarize the above observations as follows
(5) ‖u‖
C1
(
B √̺
2
(p)
) ≤ 1 + ̺√
2
.
Observe that equation (1) implies that u solves the following elliptic equa-
tion
(6) div
(
Du√
1 + ‖Du‖2
)
= F,
where F (y) := 〈ν(y, u(y)), e3〉 is a smooth function and y = (y1, y2) are
Cartesian coordinates on the plane TpΣ. Observe that |F | ≤ 1 and from
(4), we have a uniform estimate of the α-Hölder norm of F . Namely, given
y, y˜ ∈ B ̺√
2
(p) ⊆ TpΣ, we have
|F (y)− F (y˜)|
‖y − y˜‖α ≤
‖ν(y, u(y)) − ν(y˜, u(y˜))‖
‖y − y˜‖α
≤ 2α ‖ν(y, u(y)) − ν(y˜, u(y˜))‖‖(y, u(y)) − (y˜, u(y˜)‖α
≤ 2α C2
Rα
=: C3.
We can think of (6) as a linear elliptic equation in u where the coefficients
depend on Du. The uniform C1 estimate (5) implies uniform ellipticity and
a uniform bound on C1-norms of the coefficients. This, together with the
uniform estimate of the α-Hölder norm of F , allow us to apply standard
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Schauder estimates (see for instance Corollary 6.3 in [GT83]). Therefore for
every δ ∈ (0, √̺
2
) there exists a constant C4 > 0 such that
(7) ‖u‖C2(Bδ(p)) ≤ C4.
The constant C4 depends only on δ and on the bounds on the C
1-norm of u
and the α-Hölder norm of F . Observe that none of those bounds depend on
the point p ∈ Σ. In fact, they ultimately depend on the value of the entropy
λ(Σ). This concludes the proof, since |A|2(p) = |Hess u|2(p). 
Remark 8. Note that in the proof of Proposition 7, after using [SS83] to
show that Σ can be locally described as a graph with a uniform control on its
C1 norm, we could have obtained a uniform estimate for |A| by applying the
local curvature estimate by Ecker and Huisken, i.e. Theorem 3.1 in [EH91].
2. Asymptotic behavior of properly immersed translaters
In this section, Σ2 ⊆ R3 is a properly immersed translater. We do not
assume any bound on the entropy and we do not put any restriction on the
topology of Σ.
Let us fix some notation.
• π : R3 → R2 denotes the projection π(x1, x2, x3) = (x1, x2).
• Conv(·) denotes the (closed) convex hul.
• B̺(q) denotes the open ball in R2 centered at a point q ∈ R2, with
radius ̺ > 0.
• We say that a plane P ⊆ R3 is vertical if P ‖ e3.
• We say that a halfspace H ⊆ R3 is vertical if the plane ∂H is vertical.
Remark 9. From [CM19a] (see also the more general case of ancient flows
[CM19b]) it is known that Conv(π(Σ)) is either a line, a strip, a half-plane
or the whole R2. Therefore π−1(∂ Conv(π(Σ))) can be, respectively, only
one of the following
(i) a vertical plane,
(ii) two parallel vertical planes,
(iii) the empty set.
We will see in this section that, if we are in Case (i) or (ii), Σ is (in some weak
sense) asymptotic to π−1(∂ Conv(π(Σ))) as x3 → ∞. See the Theorem 10
and Corollary 11 below for a precise statement.
Theorem 10. Let Σ2 ⊆ R3 be a properly immersed translater such that
∂ Conv(π(Σ)) 6= ∅.
Then for every q ∈ ∂ Conv(π(Σ)) and for every ̺ > 0 we have that
(8) sup
Σ∩π−1(B̺(q))
x3 = +∞.
Proof. Let us assume for contradiction that there exists q∗ ∈ ∂ Conv(π(Σ))
and a radius ̺∗ > 0 such that
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q∗=(0, 0)
(0, ̺∗)
(s, 0)
As
Figure 1.
sup
Σ∩π−1(B2̺∗ (q∗))
x3 < +∞.
Up to a translation in the e3 direction, we can assume that
(9) sup
Σ∩π−1(B̺∗ (q∗))
x3 < 0,
where B̺∗(q∗) is the closure of B̺∗(q∗).
W.l.o.g. we can assume that π(Σ) is contained in the upper half-plane of
R2, i.e. π(Σ) ⊆ {(x1, x2) ∈ R2 : x2 ≥ 0} and let us assume that the x1-axis
{(x1, x2) ∈ R2 : x2 = 0} is a connected component of ∂ Conv(π(Σ)). Let us
also assume q∗ = (0, 0).
The rest of the proof will be divided into three steps.
(i) By using the Omori-Yau maximum principle for properly immersed
translaters, we are going to prove that x3 is bounded from above on
Σ ∩ π−1(K), for every compact set K ⊆ {(x1, x2) ∈ R2 : 0 ≤ x2 < ̺∗}.
(ii) By using a family of grim reaper cylinders as barriers, we will prove
that x3 is uniformly bounded from above on
Σδ := Σ ∩ {x ∈ R3 : 0 ≤ x2 ≤ δ},
for every δ < ̺∗.
(iii) By using a family of ∆-wing translaters as barriers, we will finally get
a contradiction by proving that Σδ = ∅, for every δ < ̺∗.
Step (i): Observe that for every s ∈ R such that |s| > ̺∗, there exists a
unique closed disk Ds ⊆ {(x1, x2) : x2 ≥ 0} such that Ds is tangent to the
x1-axis at the point (s, 0), i.e.
Ds ∩ {(x1, x2) ∈ R2 : x2 = 0} = {(s, 0)}
and such that (0, ̺∗) ∈ ∂Ds. See Figure 1.
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Observe that {(x1, x2) ∈ R2 : x2 ≥ 0} \ (Ds ∪B̺∗(0)) has two connected
components a bounded one and an unbounded one. Let us call As the
bounded one. Observe that the family (As)|s|>̺∗ together with B̺∗(0), cover
the strip {(x1, x2) : 0 ≤ x2 < ̺∗}. Namely,
(10)
B̺∗(0) ∪ ⋃
s∈R : |s|>̺∗
As
 ⊇ {(x1, x2) : 0 ≤ x2 < ̺∗}.
We are now going to prove that x3 is bounded on Σ∩π−1(As) for every s ∈ R
such that |s| > ̺∗. This will finish the proof of Step (i), because of (10).
We will do this by using the Omori-Yau maximum principle for properly
immersed translaters and we refer to [CM19a] and to [Xi15] for details.
Let us assume for contradiction that there exists s∗ ∈ R such that |s∗| > ̺∗
and such that
sup
Σ∩π−1(As∗ )
x3 = +∞.
Let c ∈ {(x1, x2) : x2 ≥ 0} be the center of the disk Ds0 and let R > 0
be its radius. Let L be the vertical line passing through the center c, i.e.
L := π−1({c}) = {c} × R. Let us define a function f : R3 → R as follows:
(11) f(x) :=
{
dist (x,L) if π(x) ∈ As∗
R if π(x) /∈ As∗ .
Since As∗ is bounded, f is bounded. Observe that the the set of points
where f |Σ may be discontinuous is π−1 (∂B̺∗(q∗) ∩ ∂As∗)∩Σ, which is con-
tained in π−1 (∂B̺∗(q∗)) ∩ Σ. Let us consider the translater with boundary
Σ˜ := Σ ∩ {x ∈ R3 : x3 ≥ 0}.
From (9), we have that
π−1 (∂B̺∗(q∗)) ∩ Σ˜ = π−1 (∂B̺∗(q∗)) ∩ Σ ∩ {x ∈ R3 : x3 ≥ 0} = ∅,
therefore f |
Σ˜
is continuous. Moreover, f |Σ∩π−1(As∗ ) is smooth. From stan-
dard computations (see [CM19a]) and using equation (1), one can easily see
that on Σ ∩ π−1(As∗)
(12) ∆Σf =
1− ‖∇Σf‖2
f
− 〈∇R3f, ν〉〈ν, e3〉.
As in the proof of Theorem 1.2 in [CM19a], we will use the Omori-Yau
maximum principle combined with an “adiabatic trick”. More precisely, we
would like to apply the Omori-Yau maximum principle to the function f |Σ˜
defined on the translater with boundary Σ˜. But we need to employ the
adiabatic trick because the maximum might be reached on the boundary
∂Σ˜ = Σ ∩ {x3 = 0}.
Let ψ : R→ R be a smooth cut-off function such that
• 0 ≤ ψ ≤ 1,
• ψ|(−∞,0] ≡ 0,
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• ψ|[1,∞) ≡ 1.
For every l > 0, let χl : R3 → R be a function defined as follows:
χl(x) := ψ
(x3
l
)
.
Observe that there exists a constant C, which does not depend on l, such
that
(13) sup
x∈R3
‖∇R3χ(x)‖ ≤ C
l
, sup
x∈R3
‖HessR3 χ(x)‖ ≤ C
l2
.
Now let us define the function fl : R3 → R as follows:
fl(x) := f(x) +Mχl(x),
where M := sup f .
Observe that fl is bounded. In fact,
(14) R ≤ fl ≤ 2M.
Moreover, observe that
(15) sup
Σ˜∩π−1(As∗ )
fl > R+M = sup
Σ˜ \π−1(As∗ )
fl
and also note that fl is smooth on Σ˜ ∩ π−1(As∗) away from ∂Σ˜. The
Omori-Yau maximum principle yields the existence of a sequence (pk) ⊆
Σ˜ ∩ π−1(As∗) satisfying the following properties:
(i) limk→∞ fl(pk) = supΣ fl,
(ii) limk→∞∇Σfl(pk) = 0,
(iii) limk→∞∆Σfl(pk) ≤ 0.
Such a sequence (pk) is said to be an Omori-Yau sequence for fl.
We now distinguish two cases and we will see that they both lead to a
contradiction. Let us assume first that there exists l0 > 0 for which fl0 admits
an Omori-Yau sequence (pk) ⊆ Σ˜ ∩ π−1(As∗) with x3(pk) unbounded in the
+∞ direction. Therefore for k large enough, we have that x3(pk) ≥ l0 and
thus fl0(pk) = f(pk)+M , ∇Σfl0(pk) = ∇Σf(pk) and ∆Σfl0(pk) = ∆Σf(pk).
Therefore we have that
lim
k→∞
∇Σf(pk) = 0(16)
and
(17) lim
k→∞
∆Σf(pk) ≤ 0.
Note that on π−1(As∗), we have that ∇R3f is a unit vector field, since it
is the gradient of a distance function. Observe that from (16), and from the
decomposition
‖∇Σf‖2 =
∥∥∥∇R3f∥∥∥2 − ∥∥∥(∇R3f)⊥ ∥∥∥2,
we have that limk→∞ |〈∇R3f(pk), ν(pk)〉| = 1.
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Since ∇R3f ⊥ e3, this implies
(18) lim
k→∞
〈ν(pk), e3〉 = 0.
From (12), (18) and (16), we obtain
(19) lim
k→∞
∆Σf(pk) =
1
limk→∞ f(pk)
=
1
supΣ fl0 −M
> 0
and this is in contradiction with (17).
Let us now assume that for every l > 0, every Omori-Yau sequence has
bounded x3-coordinate. This implies, since Σ is proper, that fl attains its
maximum at some point ql ∈ Σ˜ ∩ π−1(As∗). Therefore we have
(i) fl(ql) = supΣ fl,
(ii) ∇Σfl(ql) = 0,
(iii) ∆Σfl(ql) ≤ 0.
From the estimates (13), we can estimate the gradient of f at ql,
‖∇Σf(ql)‖ = ‖∇Σfl(ql)−M∇Σχl(ql)‖
= ‖M∇Σχl(ql)‖ ≤ ‖M∇R3χl(ql)‖ ≤ C
l
.
Taking the limit for l→∞, we have
(20) lim
l→∞
‖∇Σf(ql)‖ = 0.
Note that from (13) we can estimate the Laplacian ∆Σχ as follows:
|∆Σχl| =
∣∣∣∆R3χl −HessR3χl(ν, ν) +H〈ν,∇R3χl〉∣∣∣
≤ C
l2
+
C
l
.
Therefore, we obtain
(21) lim sup
l→∞
∆Σf(ql) ≤ 0.
On the other hand, if we evaluate (12) at points ql, by using (20), we have
lim
l→∞
∆Σf(ql) > 0
and this is in contradiction with (21). This completes the proof of Step (i).
Step (ii): Let us now prove that x3 is uniformly bounded from above on
Σδ := Σ ∩ {x ∈ R3 : 0 ≤ x2 ≤ δ}
for every 0 < δ < ̺∗.
Let us decompose Σδ as
Σδ = Σ+ ∪ Σ−,
where Σ+ := Σδ ∩{x ∈ R3 : x1 ≥ 0}, similarly Σ− := Σδ ∩{x ∈ R3 : x1 ≤ 0}.
We are going to show that x3 is bounded from above separately on Σ+ and
Σ−.
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x1
x2
x2 = δ
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∗
θ
π(Γ) π(Γ
δ
θ)
π(Σ+)
Figure 2.
We prove the claim for Σ+ only, since the considerations for Σ− are anal-
ogous. Let us consider the grim reaper cylinder
Γ :=
{
(x1, x2, x3) : x3 = − log
(
cos
(
x1 +
π
2
))
, −π < x1 < 0
}
.
Observe that Γ ∩ Σ+ = ∅.
Let F δθ : R
3 → R3 be the rotation of angle θ ∈ [0, π2 ) around the vertical
line {(0, δ)} × R. Let us define the following 1-parameter family
Γδθ := F
δ
θ (Γ).
Note that
(22)
∂Σ+ = {x ∈ Σ: x1 = 0 and 0 ≤ x2 ≤ δ} ∪ {x ∈ Σ: x2 = δ and x1 ≥ 0}.
Because of assumption (9), we have that for every θ ∈ [0, π2 ),
(23) Γδθ ∩Σ ∩ {(0, x2, x3) ∈ R3 : 0 ≤ x2 ≤ δ} = ∅.
In fact, the grim reaper cylinder Γ is the graph of a convex and nonnegative
function, therefore the x3-coordinate function is nonnegative on each Γ
δ
θ.
Moreover from the construction of the family Γδθ, we have that for every
θ ∈ [0, π2 ),
(24) Γδθ ∩ Σ ∩ {(x1, δ, x3) : x1 ≥ 0} = ∅.
Therefore, combing (23) and (24) with (22), we conclude that
(25) Γδθ ∩ ∂Σ+ = ∅
for every θ ∈ [0, π2 ).
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We want to prove that Γδθ ∩ Σ+ = ∅ for every θ ∈ [0, π2 ). Recall that
Γδ0 ∩ Σ+ = Γ ∩ Σ+ = ∅. Consider the function
θ 7→ dist(Γδθ,Σ+) = dist(F δθ (Γ),Σ+).
It is clearly a continuous and nonnegative on [0, π2 ), since it is the composition
of two continuous functions. We want to prove that it is actually strictly
positive on [0, π2 ). Assume for contradiction that this is not the case and let
θ∗ := min
{
θ ∈
[
0,
π
2
)
: dist(Γδθ,Σ+) = 0
}
.
Observe that π(Γδθ) ∩ π(Σ+) is a triangle for each θ ∈ [0, π2 ) (see Figure
2). From Step (i), we have that the x3-coordinate is bounded from above
on π−1
(
π(Γδθ) ∩ π(Σ+)
)∩Σ+ and the x3-coordinate is bounded from belove
(is nonnegative) on Γδθ. Thus, since Σ+ and Γ
δ
θ are properly immersed, the
distance between Γδθ and Σ+ is always attained. In particular we have
dist(F δθ (Γ),Σ+) = 0⇔ F δθ (Γ) ∩ Σ+ = ∅,
thus there exists p ∈ Γδθ∗∩Σ+. From (25), we have that p ∈ (Σ+ \ ∂Σ+). But
this is in contradiction with the separating tangency principle (see Lemma
2.4 in [Mø14]).
Similarly, one can show that Γδθ ∩ Σ− = ∅ for θ ∈ (−π2 , 0]. This implies
that
(26) Σδ ∩ Γπ
2
= ∅.
Note that
Γπ
2
= Γ−π
2
=
{(
x1, x2,− log
(
cos
(
x2 − δ + π
2
)))
, δ − π < x2 < δ
}
.
In other words, the grim reaper cylinder Γπ
2
lies “above” Σδ. Observe that
(26) holds for every 0 < δ < ̺∗ (note that the domain of Γπ
2
depends on δ).
This finishes the proof of Step (ii).
Step (iii): We will now finally show that Σδ = ∅ for every δ < ̺∗. Thanks
to Step (ii), we can assume w.l.o.g.
(27) sup
Σδ
x3 < 0.
Let S ⊆ R3 be a ∆-wing translater (see [BLT18] and [HIMW19a]) such that
it is the graph of a convex function u : Ω ⊂ R2 → R, where Ω is the strip
Ω := {(x1, x2) ∈ R2 : − γ < x2 < δ}
for some γ > 0 such that γ + δ > π. Let us now define a one parameter
family of translaters with boundary S˜t as follows:
S˜t := (S + te3) ∩ {x ∈ R3 : x3 ≤ 0}.
Note that S˜t is compact and ∂(S˜t) = (S + te3) ∩ {x3 = 0}. Observe that
(28)
⋃
t∈R
S˜t = Ω× (−∞, 0].
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From the way we chose Ω, we have that Σ ∩ (Ω× (−∞, 0]) 6= ∅.
Since S˜t is compact for every t ∈ R and since Σ is properly immersed,
there exists t∗ ∈ R such that S˜t∗ ∩Σ 6= ∅ and such that S˜t∩Σ = ∅ for t > t∗.
From (27), we have that any intersection point p ∈ S˜t∗ ∩ Σ is an interior
point for S˜t∗ . We can therefore apply the separating tangency principle
and get that Σ = S + t∗e3, which is a contradiction because we assumed
π(Σ) ⊆ {(x1, x2) ∈ R2 : x2 ≥ 0}. 
Corollary 11. Let Σ2 ⊆ R3 be a properly immersed translater contained in
a slab. W.l.o.g. let us assume
Conv(π(Σ)) = {(x1, x2) ∈ R2 : |x2| < δ},
for some δ > 0. Thus {x ∈ R3 : |x2| = δ} = π−1(∂ Conv(π(Σ))). Let P be a
vertical plane such that P ∦ {x ∈ R3 : |x2| = δ}.
Then there exist two distinct sequences (p1k), (p
2
k) ⊆ Σ ∩ P satisfying the
following properties:
(i) limk→∞ x3(p1k) = limk→∞ x3(p
2
k) =∞,
(ii) limk→∞ dist(p1k, L1) = limk→∞ dist(p
2
k, L2) = 0,
where L1 and L2 are the two vertical lines L1 = {x ∈ R3 : x2 = δ} ∩ P and
L2 = {x ∈ R3 : x2 = −δ} ∩ P .
Proof. Assume by contradiction that the statement is not true. For instance,
let us assume that there is no sequence (p1k) satisfying (i) and (ii). Then
this means that x3 is bounded from above on {x ∈ Σ ∩ P : dist(x,L1) ≤ ε}
for some ε > 0. W.l.o.g. we can assume that
(29) x3 < 0
for every x = (x1, x2, x3) ∈ Σ ∩ P such that dist(x,L1) < ε.
Let H be one of the two halfspaces such that ∂H = P . Note that from
Theorem 10, we can assume that H∩Σ contains a sequence of points (qk) ⊆
H∩Σ such that x3(qk)ր∞ and dist(qk, L1)→ 0. Let C be a vertical cylinder
such that C ⊆ H∩ {x ∈ R3 : x2 ≤ δ} and such that C is tangent to P and to
{x ∈ R3 : x2 = δ}. Observe that π
((H ∩ {x ∈ R3 : x2 ≤ δ}) \ C) consists of
two connected components, one bounded and another one unbounded. Let
A be the bounded one. Moreover let L be the axis of the cylinder. Then we
define the function f : {(x1, x2) ∈ R2 : |x2| < δ} → R as follows
f(x) :=
{
dist(x,L) if π(x) ∈ A
R if π(x) /∈ A.
where R is the radius of C. Let us consider the restriction f |
Σ˜
, where Σ˜ is
the translater with boundary defined as
Σ˜ := Σ ∩ {x ∈ R3 : x3 ≥ 0}.
Note that, because of the existence of the sequence (qk), we have that
sup
Σ˜
(f) = dist(L, L) > R
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and from (29) follows that f |
Σ˜
is smooth on the set
{x ∈ Σ˜ : f |Σ˜(x) > sup
Σ˜
f − ε}.
We can therefore apply the Omori-Yau principle directly, without the need
of the “adiabatic trick”, in order to get a contradiction. The computations
are similar (and simpler, since we do not need the cut-off function here) to
the ones in the proof of Theorem 10. 
We include here a Bernstein type theorem for 1-periodic translaters, which
will not be used in the proof of Theorem 1 but it is worth mentioning. It is
a simple consequence of Theorem 10.
Corollary 12 (Bernstein type theorem for 1-periodic translaters). Let Σ2 ⊆
R3 be a properly immersed translater such that Σ ⊂ H, where H is a vertical
halfspace. Let us assume that Σ is 1-periodic in the e3-direction, i.e. there
exists a > 0 such that
(30) Σ = Σ+ ae3.
Then Σ is a vertical hyperplane.
Proof. Let us assume ∂H ⊆ π−1 (∂ Conv (π (Σ))). From Theorem 10 and
the 1-periodicity assumption (30), it follows that Σ ∩ ∂H. The conclusion
follows from the separating tangency principle. 
Remark 13. Observe that nontrivial periodic translaters do exist but the
known examples are in line with Corollary 12, because their period is a vector
orthogonal to e3 (see [Ng09] and the very recent paper [HMW19b]).
3. The structure of the set Z.
In this section we assume Σ to be a properly embedded translating soliton.
We want to study the structure of the intersection of Σ with a vertical plane
P and we denote such intersection as
Z := Σ ∩ P.
Note that Z can be described as the zero set of a function defined on Σ as
follows. Let p ∈ Z and let V ∈ S2 be a unit vector orthogonal to P . Then
Z is the zero set of the function
x 7→ 〈V, x− p〉, x ∈ Σ.
The structure of Z is described by the following lemma, which is inspired
by Lemma 6 in [Br16] and [Ro95].
Lemma 14. Let us assume that Σ is not flat, i.e. is not a vertical plane.
Then for each point x ∈ Z there exists an open neighborhood x ∈ U ⊆ Σ, such
that Z ∩ U is a union of finitely many C2-arcs Γ1, . . . ,Γm which intersect
transversally at x. The number m is the vanishing order of the function
x 7→ 〈V, x− p〉 at p.
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Globally, the set Z is the union of countably many 1-dimensional properly
immersed C2-submanifolds without boundary of R3 and they may intersect
pairwise only at isolated points.
Proof. Let f(x) := 〈V, x − p〉. Observe that ∇Σf = V ⊤. Moreover, using
the translater equation (1) and the fact that V ⊥ e3, we have
∆Σf = divΣ(V ⊤) = divΣ(V )− divΣ(V ⊥)
= −〈V, ν〉H = 〈V, e⊥3 〉 = −〈V, e⊤3 〉 = −〈∇Σf, e3〉.
Thus f satisfies the following elliptic equation
(31) ∆Σf + 〈∇Σf, e3〉 = 0.
Therefore,
∆Σ(e
x3
2 f) = divΣ(∇Σ(ex32 f))
= divΣ
(
e
x3
2
f
2
eT3 + e
x3
2 ∇Σf
)
= e
x3
2
(
f
4
|eT3 |2 +
f
2
divΣ(e⊤3 ) + 〈∇Σf, e3〉+∆Σf
)
=
(
e
x3
2 f
)( |eT3 |2
4
+
divΣ(e⊤3 )
2
)
.
The conclusion of the first part of the statement follows from applying The-
orem 2.5 in [Ch76] to the function x 7→ ex32 f(x) and observing that its zero
set coincides with the zero set of f .
The second part of the statement follows immediately from the first part
and from the properness of Σ. 
Remark 15. We are mainly interested in the special case where
H(p) = 0, P = TpΣ, V = ν(p),
where TpΣ denotes, with a little abuse of notation, the geometric tangent
plane of Σ at p. Observe that from equation (1), H(p) = 0 if and only
if TpΣ is a vertical plane. Note that in this case f : x 7→ 〈V, x − p〉 has
vanishing order m ≥ 2 at p, because ∇Σf = V ⊤ and V = ν(p), we have that
∇Σf |p = 0. Therefore there exists a neighborhood U of p such that Z ∩ U
consists of at least two C2-curves intersecting transversally at p.
We have also the following information about Z.
Lemma 16. Under the same assumptions as Lemma 14, if we further as-
sume Σ to be simply connected, then each connected component of Z is simply
connected. In particular, Z is the union of the images of countably many,
C2-embeddings γj : R→ Σ which may intersect pairwise at most at one point.
Proof. Assume by contradiction that there exists a continuous and injective
loop δ : S1 → Z which is not homotopically trivial. Then δ is a Jordan curve
in Σ, and since we are assuming Σ to be homeomorphic to the plane, from
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the Jordan theorem, the image of δ is the boundary of a nonempty, bounded
open set Ω ⊆ Σ. This means that the function f(x) = 〈V, x− p〉 satisfies the
following boundary problem:{
∆Σf + 〈∇Σf, e3〉 = 0 in Ω
f = 0 on ∂Ω.
From the maximum principle, it follows that f is identically zero in Ω, which
means Ω ⊆ Z. But this contradicts Lemma 14. 
Lemma 17. Let Σ2 ⊆ R3 be a simply connected, properly embedded trans-
later. Let H ⊆ R3 be a vertical halfspace.
Then each connected component of Σ ∩H is simply connected.
Proof. Let P be the vertical plane P = ∂H, p ∈ Z = P ∩ Σ and let V
be the orthogonal unit vector to P pointing outside H. Let us assume, for
contradiction, that there exists an embedding γ : S1 → Σ ∩ H which is not
homotopically trivial in Σ ∩ H. Since Σ is simply connected, there exists
Ω ⊆ Σ such that ∂Ω = γ(S1). Let f : Σ→ R be defined as f(x) = 〈V, x− p〉
as above. Observe that
f |∂Ω ≤ 0.
Since we are assuming γ is not homotopically trivial in Σ∩H, we have that
Ω * Σ ∩H. This implies
(32) max
Ω
f > 0 ≥ max
∂Ω
f.
On the other hand f satisfies the elliptic equation (31), therefore (32) violates
the maximum principle.

4. The structure of {H = 0}
In this section we study the zero set of the mean curvature of Σ.
Remark 18. On a translater Σ, the mean curvature H solves the following
equation:
(33) ∆ΣH + 〈∇ΣH, e3〉+ |A|2H = 0,
see for instance Lemma 2.1 in [MSS15]. As in the proof of Lemma 14, one
can readily check that e
x3
2 H satisfies the equation (without first order term):
∆Σ(e
x3
2 H) =
(
e
x3
2 H
)
h,
for some smooth function h. Observe that the zero set of e
x3
2 H coincides
with {H = 0}. If Σ is not flat, from Theorem 2.5 in [Ch76], we have that
it is a union of 1-dimensional C2-manifolds and the singular points (namely
the intersection points of such 1-dimensional manifolds) are isolated.
SIMPLY CONNECTED TRANSLATING SOLITONS CONTAINED IN SLABS 17
Lemma 19. Let Σ2 ⊆ R3 be a complete translater, such that the unit normal
vector field ν is constant along {H = 0}.
Then Σ is mean convex.
Proof. We can assume {H = 0} 6= ∅ and that Σ is not flat, otherwise the
statement is trivially true. Let us assume that ν is constant along {H = 0}.
Let V ∈ S2 be such that ν|{H=0} ≡ V . Note that from (1) we have that
V ⊥ e3. From Remark 18 we have that {H = 0} is a 1-dimensional smooth
manifold away from a set of isolated points.
Let p ∈ {H = 0} be a regular point and let γ : (−ε, ε) → {H = 0} be a
regular curve such that γ(0) = p. Since ν is constant along {H = 0}, we
have that Tγ(s)Σ = TpΣ and γ(s) ∈ TpΣ ∩ Σ = Z, for every s ∈ (−ε, ε).
From Lemma 14 we have that there exists a neighborhood p ∈ U ⊆ Σ such
that Z ∩ U is the union of finitely many C2-arcs intersecting transversally
at p. Moreover, we can assume that p is the only singular point of the
1-dimensional C2-manifold Z ∩ U .
Observe that the function x 7→ 〈V, x − p〉 has vanishing order m ≥ 2 at
γ(s) for every s ∈ (−ε, ε). Therefore, from Lemma 14, we have that each
point γ(s) is a singular point of {H = 0} and this is in contradiction with
the fact that p is an isolated singular point. 
We conclude this section with the following proposition which will not be
used in the proof of Theorem 1, but is a stand-alone observation.
Proposition 20. Let Σ2 ⊆ R3 be a complete translater with only one end
and assume {H = 0} to be compact.
Then {H = 0} is empty. Namely, Σ is strictly mean convex.
Proof. Let us assume by contradiction that {H = 0} is compact and non-
empty. From Remark 18, we have that it is a 1-dimensional smooth manifold
away from a closed set of isolated points. Therefore, since we are assuming
{H = 0} to be compact, the singular set is a union of finitely many points.
Since Σ has one end, we have that either {H ≥ 0} or {H ≤ 0} is compact.
Let us assume without loss of generality that Ω := {H ≥ 0} is compact.
Since H solves the elliptic equation (33), as an application of the strong
maximum principle applied to H, we have that the interior {H > 0} is
non-empty, unless Σ is flat. Observe that Ω is a compact translater with
boundary ∂Ω = {H = 0}.
Let V ∈ R3 be a vector such that 〈V, e3〉 = 0. Let PV := {x ∈ R3 : 〈V, x〉 =
0} and let us consider the one parameter family of planes PV,t := PV + tV ,
with t ∈ R. Since Ω is compact, there exists t∗ = t∗(V ) such that PV,t∩Ω = ∅
for every t < t∗ and PV,t∗ ∩ Ω 6= ∅. Let p ∈ PV,t∗ ∩ Ω. Observe that PV,t∗ is
also a translater. Therefore, if p ∈ Ω \ ∂Ω, we get a contradiction from the
separating tangency principle for translaters (Lemma 2.4 in [Mø14]). Thus
PV,t∗ ∩ Ω ⊆ ∂Ω.
Since ∂Ω has at most finitely many singular points, we can choose V , such
that there exists p ∈ PV,t∗ ∩ Ω ⊆ ∂Ω which is not a singular point. From
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the translater equation (1), we have that the geometric tangent space TpΣ
coincides with PV,t∗ . Since ∂Ω is regular at p, we get a contradiction also
in this case from the boundary version of the separating tangency principle
(see for instance Theorem 2.1.1 in [Pé16]). 
Remark 21. Observe that if Σ has more than one end, then {H = 0} can
be non-empty and compact. Consider for example the wing-like translater
introduced in [CSS07].
5. Proof of Theorem 1
Proof. The proof proceeds by contradiction. Let Σ be as in the assumptions
of Theorem 1 and let us assume for contradiction that Σ is not mean convex.
Since Σ has finite entropy and |H| ≤ 1, Lemma 24 in the Appendix
implies that Σ is properly embedded. Therefore, from the results in [CM19a]
(see Remark 9) we have that Conv(π(Σ)) is a strip. Let S be the slab
S := π−1 (Conv(π(Σ))).
From Lemma 19, we can find a point p ∈ {H = 0}, such that TpΣ is not
parallel to ∂S. Note that TpΣ is a vertical plane, because of (1). Observe
that S ∩ TpΣ is a vertical strip on which x1 and x2 are bounded and x3 is
unbounded. From Lemma 14 and Lemma 16, the set Z = Σ∩TpΣ is the union
of the images of countably many (possibly finitely many) C2-embeddings
γj : R→ Σ. Each of these 1-dimensional submanifolds is properly embedded
in R3 and since the coordinates x1 and x2 are bounded on Z, we have that
for each j the two limits limt→+∞ x3(γj(t)) and limt→−∞ x3(γj(t)) exist and
each of them is equal to +∞ or −∞.
In what follows, we use the term “ray” to denote a half curve, i.e. to denote
γ+j := γj |[0,∞) or γ−j := γj|(−∞,0].
Case 1: Let us assume that there are at least 3 rays in Z for which their
x3 coordinates goes to +∞. We will find a contradiction with the bound on
the entropy. This implies that there are at least three distinct sequences of
points (q1k), (q
2
k), (q
3
k) ⊆ Z such that
x3(q
1
k) = x3(q
2
k) = x3(q
3
k) = k
for every sufficiently large k ∈ N. From Corollary 11, we can assume
(34) dist(q1k, L1) −−−→
k→0
0, dist(q2k, L2) −−−→
k→0
0,
where L1 and L2 are the two vertical parallel lines such that L1∪L2 = P∩∂S.
Moreover, since π(P ∩ S) is compact, we can assume, up to extracting a
subsequence, that
(35) π(q3k) −−−→
k→∞
q
for some q ∈ π(P ∩ S). Let us consider the sequence of translaters (Σk),
defined as
Σk := Σ− ke3.
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Let us define the sequences (q˜ik) ⊆ Σk, for i = 1, 2, 3 as follows:
q˜ik := q
i
k − ke3.
From Proposition 7, we know that the norm of the second fundamental form
of Σk is uniformly bounded by a constant. Moreover, from (34) and from
(35), we have that
q˜1k −−−→
k→∞
π(L1), q˜
2
k −−−→
k→∞
π(L2), q˜
3
k −−−→
k→∞
q.
Therefore, by employing a standard Arzelà-Ascoli argument (see for in-
stance Theorem 2.14 in [BGM19]), we have that there exists a properly
embedded, not necessarily connected, smooth translater Σ∞, such that, up
to a subsequence, we have
Σk
C∞
loc−−−→
k→∞
Σ∞.
Moreover, we have that Σ∞ ⊆ S, L1 ∩Σ∞ 6= ∅ and L2 ∩Σ∞ 6= ∅. Therefore,
from the separating tangency principle, we can conclude that Σ∞ is the
following disjoint union
Σ∞ = P1 ∪ P2 ∪ Σ′ ,
where P1 and P2 are the two vertical parallel planes such that P1 ∪ P2 =
∂S and Σ′ is a complete translater passing through q. Corollary 26 and
Remark 22 in the Appendix implies that
λ(Σ∞) = λ(P1) + λ(P2) + λ(Σ′) ≥ 3.
Observe that q might coincide with π(L1) or π(L2) and in that case Σ
′
would coincide with P1 or P2, respectively. This is not a problem because in
this situation, the convergence of Σk to P1 or P2 would be of multiplicity at
least 2.
Let BR denote the ball in R3 of radius R > 0 centered at 0. Observe that,
for any x0 ∈ R3 and t0 > 0 we have
λ(Σ) = λ(Σk) ≥ Fx0,t0(Σk) ≥ Fx0,t0 (Σk ∩ BR) .(36)
The first equality in (36) follows from the translation invariance of the
entropy. Taking the limit for k → ∞ in (36) and using the fact that
limk→∞ Fx0,t0 (Σk ∩ BR) = Fx0,t0 (Σ∞ ∩ BR), we obtain
(37) λ(Σ) ≥ Fx0,t0(Σ∞ ∩ BR).
Inequality (37) holds for every R > 0, thus λ(Σ) ≥ Fx0,t0(Σ∞). After taking
the supremum over x0 ∈ R3 and t0 > 0, we finally obtain the following
contradiction
3 > λ(Σ) ≥ λ(Σ∞) ≥ 3.
Case 2: Let us now assume that there are at most 2 rays such that their
x3 coordinate goes to +∞. From Corollary 11, we know that x3 can not be
bounded from above on Z. Therefore there is at least one ray in Z on which
x3 goes to +∞.
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In what follows H+ and H− are the two open halfspaces with boundary
TpΣ, namely
H+ := {x ∈ R3 : 〈x− p, ν(p)〉 > 0},
H− := {x ∈ R3 : 〈x− p, ν(p)〉 < 0}.
Moreover, H+ and H− will denote the closure of H+ and H− respectively.
Let U be a neighborhood of p in Σ as in Lemma 14. Therefore,
Z ∩ U =
m⋃
j=1
Γj,
where Γj are C
2-arcs meeting transversally at p and m ≥ 2 (see Remark
15). We can choose U such that each Γj divides U into two connected
components. From Lemma 17, the arcs Γj intersect pair-wise only at p.
Moreover, we can assume U to be the graph of a function u : B → R
for some ball B ⊆ TpΣ. From the discussion above and from the sepa-
rating tangency principle, U \ Z is the union of 2m connected components
U+1 , . . . , U
+
m , U
−
1 , . . . , U
−
m, where U
+
j ⊆ H+ and U−j ⊆ H−.
We denote by Ω+j the connected component of Σ∩H+ containing U+j and
similarly, we denote by Ω−j the connected component of Σ ∩H− containing
U−j .
Observe that from Lemma 16 and Lemma 17, it follows that if j 6= k, U±j
and U±k belong to two distinct connected components of Σ ∩ H±. In other
words Ω+1 , . . . ,Ω
+
m,Ω
−
1 , . . . ,Ω
−
m are all distinct. Moreover observe that from
Lemma 16 we have that
(38) ∂Ω+j ∩ ∂Ω+k = {p}, ∂Ω−j ∩ ∂Ω−k = {p},
for j 6= k. Moreover, from Corollary 11, we have
(39) sup
∂Ω+
j
x3 = +∞, sup
∂Ω−
j
x3 = +∞,
for j = 1, . . . ,m.
Let Z˜ be the connected component of Z containing p. We will now dis-
tinguish the following subcases.
(a) The x3 coordinate is bounded from above on Z˜.
(b) Z˜ contains one ray such that the x3 coordinate goes to +∞.
(c) Z˜ contains two rays such that the x3 coordinate goes to +∞.
(a) Let us assume the coordinate x3 to be bounded from above on Z˜.
Since we are in Case 2, there can be at most 2 connected components of
Z for which x3 goes to +∞. Note that (38) and (39), together with the
fact that m ≥ 2, imply that, in fact, m = 2 and there are exactly 2 distinct
connected components Z1 and Z2 of Z on which x3 goes to +∞ and such
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that
(40) Z1 ⊆ ∂Ω+1 and Z1 ⊆ ∂Ω−1
and
(41) Z2 ⊆ ∂Ω+2 and Z2 ⊆ ∂Ω−2 .
But this is in contradiction with the fact that Σ is simply connected. Indeed,
we can construct a loop in Σ with base point p which is not homotopically
trivial as follows: let δ1 : [0, l1] → Σ be a regular curve such that δ1(0) = p
and δ1(l1) ∈ Z1 and δ1(t) ∈ Ω+1 for 0 < t < l2. Let δ2 : [0, l2]→ Σ be another
regular curve connecting Z1 and {p}, such that δ2(0) = δ1(l1), δ2(l2) = p
and such that δ2(t) ∈ Ω−1 . Let δ = δ1 ∗ δ2 be the concatenation of δ1 and
δ2. Observe that the existence of δ1 and δ2 is guaranteed by (40). It is
immediate to see that δ is not homotopically trivial, because Z1 and Z˜ are
two distinct connected components of Z.
(b) Let us assume that Z˜ contains one ray, such that the x3 coordinate
goes to +∞. One can find again a contradiction with a similar argument as
in the subcase (a).
(c) Let us assume Z˜ contains two rays r1 and r2, such that the x3-
coordinate goes to +∞. Since we are in Case 2, this implies that x3 is
bounded on all the other connected components of Z. For the sake of clarity,
let us assume that both rays are emanating from p (it is easy to deal with the
general case). Namely, let us assume that ri : [0,∞) → Z and ri(0) = p for
i = 1, 2. Note that there cannot be any other ray "between" them, otherwise
its x3-coordinate would have to go to+∞, violating the hypothesis of subcase
(c). Therefore, one of the connected components U+1 , . . . , U
+
m, U
−
1 , . . . , U
−
m
must have r1 ∩ U and r2 ∩ U as boundary in U . W.l.o.g., let us assume
∂U+1 = (r1 ∪ r2) ∩ U . Observe that (38) implies ∂Ω+j ∩ (r1 ∪ r2) = {p}
for every j = 2, . . . ,m. Therefore, x3 is bounded from above on ∂Ω
+
j for
j = 2, . . . ,m but this contradicts (39).

Appendix A. Colding-Minicozzi’s entropy
Let Σn ⊆ Rn+k be a submanifold. Following [CM12], given x0 ∈ Rn+k
and t0 > 0, the functional Fx0,t0 is defined as follows
(42) Fx0,t0(Σ) :=
1
(4πt0)
n
2
∫
Σ
e
− ‖x−x0‖2
4t0 dµ(x).
Then the entropy functional λ(Σ) is defined as follows (see also [MM09]):
(43) λ(Σ) := sup
x0∈Rn+k, t0>0
Fx0,t0(Σ).
The functionals F(x0,t0) and the entropy functional, naturally extend to
Radon measures.
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Remark 22. Observe that for any n-dimensional submanifold Σn ⊆ Rn+k
we have the bound λ(Σ) ≥ 1. The equality is reached if Σ is a flat n-plane.
An important feature of the entropy functional is that it is monotoni-
cally nonincreasing along a mean curvature flow. This is a consequence of
Huisken’s monotonicity formula [Hu90a].
Remark 23. For any submanifold Σn ⊆ Rn+k, having finite entropy is
equivalent to having bounds on area growth. See for instance Theorem 2.2
in [Su18]. In particular there exists a constant C such that for every x ∈ Rn+k
and for every R > 0, we have
(44) Area (Σ ∩ BR(x)) ≤ Cλ(Σ)Rn,
where BR(x) is the open ball in Rn+k of radius R > 0 centered at x.
Lemma 24. Let Σn ⊆ Rn+k be a complete, noncompact, immersed and
oriented submanifold. Let us assume that it has finite entropy λ(Σ) <∞ and
that the mean curvature H is bounded, namely |H| ≤ C for some constant
C > 0.
Then Σ is properly immersed.
This result in particular applies to translating solitons, since they have
bounded mean curvature. Note that we do not put any restriction on the
codimension k. The proof is essentially a corollary of Theorem 2.1 in [CL98].
Proof of Lemma 24. Let Σk ⊆ Rn+k be a complete, immersed and oriented
k-dimensional submanifold and let us assume that it is not properly im-
mersed. This implies that there exist x ∈ Rn+k and a sequence (pj)j ⊆ Σ
such that
‖pj − x‖Rn+k −−−→
j→∞
x
and such that there exists δ > 0 such that
distΣ(pj, pi) ≥ 2δ, j 6= i,
where distΣ(·, ·) denotes the intrinsic distance of Σ.
Let BΣδ (pj) denote the intrinsic geodesic ball of Σ of radius δ, centered at
pj. From Theorem 2.1 in [CL98], we have that there exists a constant β > 0
such that
Hn (BΣδ (pj)) ≥ βδ
for every j ∈ N, where Hn denotes the n-dimensional Hausdorff measure.
Let BR(x) be the ball in Rn+k of radius R > 0 centered at x. Take R large
enough such that BΣδ (pj) ⊆ BR(x) for every j. Then we have
Hn (Σ ∩ BR(x)) ≥
∞∑
j=1
Hn (BΣδ (pj)) ≥ ∞∑
j=1
βδ = +∞.
Therefore
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λ(Σ) ≥ Fx,1(Σ) = 1
(4πt)
n
2
∫
Σ
e−
‖y−x‖2
4 dµ(y)
≥ e
−R2
4
(4πt)
n
2
Hn (Σ ∩ BR(x)) = +∞.

The entropy of a translater is determined by its asymptotic behavior. More
precisely, we have the following explicit way for computing the entropy.
Lemma 25. Let Σn ⊆ Rn+1 be a translater with finite entropy. Then
λ(Σ) = lim
τ→∞F(0,1)
(
1
τ
Σ− τen+1
)
.
Proof. Let (y, t) ∈ Rn+1×R. From Huisken’s monotonicity formula we have
that
(45) F(y,t) (Σ) ≤ F(y+τen+1,t+τ) (Σ) ,
for any τ > 0 (see equation (1.9) in [CM12] and Lemma 4.2 in [Gu16]).
Therefore there exists
lim
τ→∞F(y+τen+1,t+τ) (Σ) =
: µ(y, t).
Let ε > 0 and let (y0, t0) ∈ Rn+1 × R such that F(y0,t0)(Σ) ≥ λ(Σ) − ε.
Clearly we have that
(46) λ(Σ)− ε ≤ µ(y0, t0) ≤ λ(Σ).
Moreover it is easy to check that the limit µ(y, t) actually is a constant,
namely it does not depend on (y, t). Therefore (46) implies that µ = λ(Σ).

Corollary 26. Let Σn1 ,Σ
n
2 ⊆ Rn+1 be translaters with finite entropy.
Then
(47) λ(Σ1 +Σ2) = λ(Σ1) + λ(Σ2),
where “Σ1 + Σ2” denotes the sum of Radon measures naturally induced by
Σ1 and Σ2.
Remark 27. Observe that (47) does not hold in general for hypersurfaces
which are not translating solitons. For instance take a hypersurface Σ for
which the function (x0, t0) 7→ Fx0,t0(Σ) achieves a strict global maximum.
This holds true, for instance, for shrinking solitons with polynomial volume
growth which do not split off a line isometrically (see Section 7 in [CM12]).
Let V ∈ Rn+1 be a nonzero vector and define Σ˜ := Σ + V . Note that the
function (x0, t0) 7→ Fx0,t0(Σ + Σ˜) achieves a strict global maximum as well
and λ(Σ + Σ˜) < λ(Σ) + λ(Σ˜).
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