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ABSTRACT 
The formation and behaviour of ion pairs have been examined 
by ear spectroscopy for the pyrene, perylene, naphthalene and 
dimethylnaphthalene systems. The alkali metal hyperfine split-
tinge and the linewidths, in particular, provide much information 
on the nature and dynamics of these ion pai~s. For some 
systems thermodynamic and kinetic data have been obtained. 
Various Molecular Orbital calculations were carried out and from 
these the most likely position of the alkali metal ion in the ion 
pairs is suggested. The trends in ion pair formation with 
cation, anion, solvent and temperature are discussed. In the 
symmetric dimethylnaphthalene series, the effect of the methyl 
groups on the counter-ion position is considered, with the 1,4-
~nd 2,3- systems being particularly interesting. The hyperfine 
splittings of the unsymmetric dimethylnaphthalenes allow an 
additivity model for methyl-group substitution to be completed. 
Five of the six 13c coupling constants for the pyrene anion were 
determined. 
1 • 
CHAPTER ONE 
INTRODUCTION AND REVIEW 
When an ~lkali metal is reacted with an aromatic hydrocarbon 
in an ether solvent, different types of product may result. 
These could be free ions, ion pairs or higher agglomerates and may 
exist either independently or in equilibria. 
Traditional techniques for investigating these systems, such 
as conductivity measurements, have in recent years been supple-
mented by a variety of spectroscopic techniques, such as 
ultraviolet, infra-red and magnetic resonance methods. Of these, 
electron spin resonance (esr) has probably y)elded the most 
detailed information, particularly on the structure and behaviour 
of ion pairs in solution. 
This thesis continues the application of esr to the study of 
radical anions and ion pairs in solution. No section is devoted 
to a description of the esr method or its basic theory. This is 
readily available in a number of standard texts. 1 
1.1 Earlier studies 
The reaction of alkali metals with aromatic hydrocarbons has 
been known for over a hundred years. In 1867 Bertholt2 described 
the formation of a black addition product on fusing metallic 
potassium with naphthalene in a closed tube. The first compre-
hensive investigations were carried out by Schlenk and his 
co~workers3 in the first quarter of this century; they found that 
a large number of aromatic hydrocarbons and ketones reacted with 
alkali metals in ethereal solutions to form coloured free radical 
2. 
products - the free radical nature was confirmed by magnetic 
susceptibility measurements. 4 Early formulations5 of these 
addition products emphasised this radical nature and considered 
the alkali metal to be covalently bound to a carbon atom. For H 
example, sodium naphthalene waa described by the formula ~ 
H Na 
Perhaps the most significant report of these early studies 
came in 1936 from Scott6 et al. who investigated the reaction of 
sodium with naphthalene in a variety of ether solvents. They 
found that the characteristic green colour of the alkali adduct 
rapidly appeared when the more polar ethers [such as dimethyl 
ether (DM), dimethoxyethane (DME) and tetrahydrofuran (THF)] were 
used, but did not appear at all in other less polar solvents 
[such as diethyl ether (DEE) or benzene]. Furthermore, the 
addition of DEE to a pre-formed solution of sodium naphthalene in 
DM caused it to decompose to the original naphthalene and sodium. 
Scott also noted that the green solution showed a relatively high 
electrical conductance, but he failed to foll.ow up the implication 
of this and of all his observations: that the adduct possessed 
ionic character. 
It was lett to Huckel and Bretschneider7 to raise objections 
to the earlier formulation of the adducts. They suggested, for 
the first time, that the hydrocarbon was converted into an anion 
by the transfer of an electron from the metal. 
Proof of this radical anion nature was provided by the 
pioneering esr studies of Weissman8 and his associates. They 
found these solutions showed intense resonance absorptions and 
this, plus the fact that the overall reaction involved one aro-
matic molecule per atom of sodium6' 9, conclusively indicated that 
free radical ions were formed by the transfer of one electron to 
the aromatic compound. The observed hyperfine structure also 
showed that the extra electron was delocalized over the whole 
molecule, occupying the lowest anti-bonding orbital. Weissman 
now represented these reactions by the scheme: 
+ [ -Na + Ar] 
and considered the position of equilibrium to depend mainly on 
the energy of solvation of the metal ion. 
3. 
With interest revived in the formation and properties of rad-
ical anions, many successful investigations using a variety of 
techniques were initiated. Hoijtink employed polarographic 
measurements10 and potentiometric titrations11 to study quantitat-
ively the ease o; reduction of many aromatic hydrocarbons and 
showed that,besides mononegative ions, dinegative ions can also 
be formed. He also studied the electronic spectra of the aniona12 
while Weissman and others continued esr investigations~3 
Theories accounting for these observations were developed13-16 
and most spectra could be satisfactorily interpreted in terms of 
Molecular Orbital (MO) theory. 
The most significant development in these studies was the 
detection of hyperfine splitting (hfs) due to the interaction of 
the unpaired electron of the radical anion with the nucleus of the 
cation. Weissman and his colleagues first observed this phenom-
enon with the sodium ketyl of benzophenone17 and later with sodium 
18 
naphthalene. This additional hfs was unambiguous proof of the 
presence of ion pairs. However, the absence of such cation 
splittings does not necessarily indicate that ion pairs are 
absent. 
Ion pairs represent a strong association between cation and 
anion and to be detected by the esr technique, each anion must 
4. 
retain its counter-ion for longer than -6 ..... 10 sec.• . -6 S1nce 10 
sec. is long in terms of molecular motion~ (Brownian motion is of 
the order of 10-10 sec.) these ion pairs may be considered to be 
thermodynamically stable species, distinct from free ions. 
Although ear studies provided the first direct proof of the 
existence of ion pairs as distinct, stable species, their format-
ion had been postulated more than thirty years earlier by Bjerrum 
to account for the low conductance of strong electrolytes in non-
1 t . 20 aqueous so u 1ons. The 11sphere-in-continuumlf model proposed by 
Bjerrum20 and improved by Fuoss21 described electrolyte solutions 
by assuming all the ions to be charged spheres and the solvent to 
be a continuum, characterised electrostatically by its macro-
scopic dielectric constant and hydrodynamically by its 
macroscopic viscosity. They derived an expression for the assoc-
iation constant from which the centre-to-centre distance of the 
oppositely-charged ions could be calculated. The Bjerrum-Fuoss 
approach was widely used in the next twenty years and despite its 
oversimplifications it was successful in interpreting the proper-
22 ties of many solutions. However this treatment has certain 
inherent defects which led Fuoss to propose a modified theory23 
in 1958 based on a new definition of ion pairs. 
The first thermodynamic approach to ion pair formation was 
made by Denison and Ramsey. 24 Using the thermodynamic cycle of 
Born25, they studied the dissociation scheme of an ion pair and 
derived an expression for the free energy of dissociation; this 
interpreted the increased degree of solvation as the main driving 
force for ion pair dissociation. A slightly improved expression 
Since the mean lifetime, ~ , of a species cannot be
6
shorter 
than the reciprocal of its linewidth, a, ~ > rv10- sec. for 
typical ear lines. 
26 
noted later by Ramsey was of the same form as that which Fuoss 
independently derived using statistical methods. 23 As with the 
preceAding theories, this a~proach took no account of the inter-
action of ions with solvent molecules and treats the solvent as 
simply a dielectric continuum. The first attempt to include ion-
solvent interactions in calculations of the association constant 
was that of Gilkerson27 who attacked the problem from a micro-
scopic point of view and used partition functions to calculate 
entropy contributions to the free energy. Although this and 
other theories have led to some agreement between calculated and 
observed quantities, ion-solvent interactions are still far from 
being completely understood. 28 
18 In their pioneering study, Weissman and Atherton not only 
detected metal hfs but under some conditions also observed both 
"split" and 11unsplit" spectra simultaneously. They assigned these 
to ion pair and free ion species respectively and,using the ob-
served spectrum intensities, calculated the thermodynamic 
parameters for the dissociation of the ion pair. This demon-
strated for the first time the vast potential of esr for 
studying both dynamic and structural aspects of iori pair 
formation. 
In the next few years the ear studies of Weissman, Symons, 
Reddoch, de Boer, Hirota, Fraenkel, Bolton and many others 
greatly extended the amount of data on radical ions and ion 
pairs. 19 Many types of radical anions and cations have now been 
studied under a large variety of conditions. Alkali metal 
splittings in particular have provided much insight into the 
structure of ion pairs. A number of theoretical attempts to 
calculate these splittings have been made and several different 
. 18,29-31 
mechan1sms proposed. 
6. 
Another very useful result to emerge from these studies was 
that of linewidth alternation, which arises from the out-of-phase 
modulation of spin densities. This modulation can be caused by a 
number of proce~ses such as the interconversion of chair and boat 
forms of a radical or the jumping of a cation between equi~aLent 
sites in an anion. Thislatterprocess, first observed by de Boer 
32 
and Mackor in the pyracene anion, often yields valuable infor-
mation on the relative positions of the cation and anion (i.e. 
ion pair structure) as well as activation energy and lifetime 
data. Other types of line broadening have also been analysed to 
give useful information on ion pair processes.33,34 
The ability of radical anions to associate with cations in 
low-polarity solvents also emerged from other types of studies. 
For instance, Szwarc 35 undertook an elegant series of conducti-
metric measurements in which he repeated and improved many of 
Hoijtink's earlier values11 for the reduction potentials of 
hydrocarbons. He also determined the dissociation constants of a 
number of aromatic radical anions by conductance measurements.36 
Perhaps the most extensive studies of the equilibria between 
alkali metals and aromatic hydrocarbons were carried out during 
the 1960 1 s by Shatenshtein andhisco-workers. 3 7 These provided 
much data on the solvating powers of different solvents. 
In the ultraviolet and visible spectra of ion pair solutions, 
the position of absorption maxima was shown to depend on the 
positive ion and on the solvent.38 McClelland explained many of 
these systematic shifts by allowing for the perturbing effects of 
the cation in Ruckel MO calculations.39 In fact, optical studies 
were the first to provide physical evidence for the existence of 
distinct ion pairs in solution. 40 Hogen-Esch and Smid found two 
absorption peaks in solutions of alkali salts of fluorenyl; their 
7. 
relative intensities were not affected by dilution but varied 
significantly with solvent, metal and temperature. This indi-
cated that two ion pair species coexisted in equilibrium 
(conductance studies verified that the free ion concentration was 
too low to be important). One absorption peak was assigned to a 
tight ion pair and the other to a loose ion pair.* 
The concept of different types of ion pairs was, in fact, 
introduced much earlier. In 1954, Winstein41 and Fuoss and Sadek42 
independently suggested their existence, Winstein to account for 
th'e mechanism and stereochemistry of solvolysis reactions and 
Fuoss and Sadek to explain electrolytic data. They envisaged 
that an ion surrounded by a tight solvation shell may approach a 
counter-ion without hindrance until its sol vat ion shell contacts 
the partner. Then, either the associate maintains its structure 
as a loose, solvent-separated ion pair, or expels the solvent 
molecules separating the ions forming a tight ion pair. Grunwald 
formalised these ideas, which are discussed in the next section. 
Hogen-Esch and Smid40 also found they could interpret much 
previous data in terms of tight-loose ion pair equilibria. 
Hirota44-47 meantime found that two rapidly equilibrating ion 
pairs could explain much of the extensive ear data he had call-
ected on naphthalene and anthracene radical anions. In 
particular, he had much success in accounting for the temperat~re 
dependence of many alkali metal splittings. The most convincing 
evidence for this equilibrium process was that the dependence of 
the linewidth on the alkali magnetic quantum number which this 
11dynamic 11 model predicts, has been observed on a number of 
Tight, contact or intimate ion pairs consist of a pair of ions 
with no interposed solvent molecules. 
Loose, solvent-separated or external ion pairs consist of a 
pair of ions with solvent molecules between them. 
8. 
occasions. 19 Such broadening has usually been assigned to 
equilibria between tight and loose ion pair structures but Hirota 
has also interpreted some broadenings as arising from equilibria 
between different types of tight ion pairs~6 Although some 
aspects of Hirota's analysis have been questioned, 48 it has been 
applied with considerable success to interpreting esr data and 
represents a significant contribution to the understanding of ion 
pair processes. 
More subtle variations, such as the effect of ion pairing on 
the proton splitting49 and g-values49 •5° of the radical anion, 
have been studied and also discussed in terms of such models. 
Another approach involving esr is that used in electron exchange 
studies. The pioneering work of Weissman and his colleagues34 
showed that the rate of electron exchange between radical anions 
and their parent molecules depends on the state of association of 
the anions and is generally slower for ion pairs than for free 
ions. Rate constants for the exchange process may be calculated 
from the shapes of the esr lines. There have been many subsequent 
studies, using both the slow and fast exchange limits, and 
considerable insight into ion pair equilibria has resulted. 
Many other important contributions to the applications of 
esr to the study of radical ions and ion pairs have been made over 
the last 15 years. Recently the application of alkali nuclear 
magnetic resonance (nmr) to the study of ion pairs has attracted 
much interest. 19 A special advantage of the nmr method is that 
the sign as well as the magnitude of the hfs of a given nucleus 
can be determined directly, while only the latter is given by ear. 
However, the high radical concentration necessary (~0.1 - 1 M) is 
often a complication and limits the usefulness of the method. 
As mentioned at the beginning of this chapter, a variety of 
techniques are available to study ions and ion pairs. Although 
the most detailed information has probably been obtained from ear 
studies. the importance of other approaches should be emphasised. 
For instance, while optical methods are not usually the most 
detailed, they are not limited to paramagnetic molecules (as is 
esr) or to high concentrations (as is nmr). And while ion pair 
types are often distinguished by typical esr studies, loose ion 
pairs and free ions usually are not, a fact which has caused 
considerable misinterpretation in the past; electron exchange or 
conductance studies, on the other hand, will usually distinguish 
the free ion from ion pairs. 
In summary, the presence of a cation can considerably modify 
the esr spectrum of a radical anion. The main source of 
structural information are the metal hyperfino coupling constants, 
particularly their temperature dependence. Linewidth variations 
and the observation of more than one species (simultaneously) can 
lead to a great deal of thermodynamic and kinetic data on the 
processes of ion pairs. 
1.2 The concept of structurally different ion pairs and its 
limitations. 
A brief description of the concept of different ion pairs 
will now be given to clarify the nature of loose and tight ion 
pairs and when they may and may not be regarded as distinct 
entities. This concept and its limitations has been lucidly 
dealt with by Szwara. 19,3G 
Grunwald 43 described the interactions leading to the separ-
ation of ions by a solvent molecule(s} in terms of the potential 
energy of the two ions as they are pulled away from their contact 
FIGURE 1.1 
POTENTIAL ENERGY WELLS FOR ION PAIRS 
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position. Initially, the solvent shells of the two ions are very 
incomplete and powerful electrostatic forces are important in 
stabilising the ion pair. 
Because the medium is not a continuum but is composed by 
discrete molecules of definite size, separ~tion of the ions 
requires energy. In ascending to the top of this energy barrier, 
more energy is required to oppose the attractive forces than is 
compensated for by increased solvation. qowever, beyond a certain 
separation, which allows a solvent molecule(s) to enter between 
the ions, increased solvation more than c0mpensates for the 
en~rgy input required for further separation of the ions, and a 
second minima occurs. Since the inner shell of solvation mole-
cules determines most of the energy of solvation, still further 
separation again increases the potential energy which eventually 
reaches its plateau value at infinite separation [Fig. 1 • 1 a]. 
The two minima correspond to two distinct species, a contAct ion 
pair and a solvent-separated ion pair coexisting in equilibrium. 
In this oversimplified description, Grunwald assumed the 
potential energy of an ion pair to be uniquely determined by the 
interionic distance, r. Although this is the usual case for 
gaseous ions,the situation for ions in solution is more complex. 
As Szwarc has pointed out37 , the ion pair is embedded in a 
fluctuating environment of solvent molecules, whose properties 
change with temperature. This means the average configuration of 
solvent molecules varies with temperature and the shape of the 
potential energy curve may be temperature dependent. Therefore 
the deep minima depicted in Grunwald's model may appear at one 
temperature, but not at another. It should also be noted that 
whenever the solvating power of a medium changes,the average 
interionic distance, r, in both solvent-separated and contact ion 
11. 
pairs may also change. 
In considering whether the concept of two types of ion pairs 
is valid for all systems containing associated ions, two extreme 
situations can be imagined. For narrow, deep wells (Fig 1.1a) 
the concept of two thermodynamically distinct ion pair species is 
justified over a wide temperature range. The whole system may be 
regarded as an equilibrium mixture of the two ion pair types and 
is described as the dynamic model. The observed properties of 
the system depend on temperature as well as on the lifetime of 
each species. The esr spectrum should show two sets of lines 
for slow rates of interconversion, sharp, averaged linea for fast 
equilibration, a~d broadening in the intermediate region. 
On the other hand, for broad potential energy wells, 
[Fig. 1.1 b,~] the distinction between ion pair types may not be 
valid. Since potential energy curves are temperature dependent, 
these shapes may change considerably; for instance, a well may be 
like Fig.1.1b at high temperatures, but like Fig.1.1c at low temp-
eratures. This represents a gradual transformation from a 
contact to a solvent-separated ion pair as the temperature 
decreases. Thus, in this static model, one structure describes 
the ion pair at each temperature .but this structure may be grad-
ually modified over a temperature range. At some temperatures, 
the two ions may vibrate between the two minima and the concept 
of two thermodynamically distinct species becomes meaningless. 
For this type of system the esr parameters should show a steady 
shift with temperature. 
Distinction between the static and dynamic models is not 
easy when only one metal hfs is observed. This is always antici-
pated by the static model but is also predicted by the dynamic 
model when the rate of interconversion between the various ion 
FIGURE 1.2 
STRUCTURAL FORMULAE FOR MOLECULES STUDIED 
IN THIS PROJECT 
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pair types is sufficiently fast. In some systems only one type 
of ion pair may exist. For instance, when ions do not coordinate 
with the solvent molecules, their association gives contact ion 
pairs only. Alternatively, for very strong coordination with the 
solvent, contac~ ion pairs may hat exist. Thus the concentration 
of one form may become vanishingly small under some conditions. 
Introduction to Present Studr 
In this project the radical anions of pyrene (PY), perylene 
(PYL) and of naphthalene (N) and its dimethyl derivatives (DMN) 
were studi~d by esr spectroscopy. (Fig 1.2]. 
A brief survey of previous esr studies using these compounds 
and the reasons for this lnvestigation will now be given. 
Py:rene 
When de Boer and Weissman13 first studied this anion, they 
assigned one proton splitting (by isotopic substitution) but found 
a serious discrepancy between the observed spectrum and that 
calculated on the basis of spin densities using Huckel Molecular 
Orbital (HMO) theory, which predicts a nodal plane and thus no 
spin density at the 2,7 positions. This led to the first 
postulate of negative n spin density,for radical anions. In 1960, 
McLachlan 51 showed how this might arise at the 2,7 carbon 
positions of the pyrene anion. Soon afterwards improved reso-
lution allowed ~Oijtink51 to observe and assign all three coupling 
constants. Nishiguchi et al.52 have reported Rb and Cs metal 
splittings using tetrahydropyran as the solvent and Hirota53 has 
recently published sodium splittings, as measured b~ nmr, for the 
DME and MTHF systems. Mobius54 reported the proton hfs for an 
electrolytically prepared sample. Reddoch55 has noted the . 
variation with temperature of the proton hfs for the Na/THF 
system and concluded the free ion to be present throughout the 
temperature range. Segal56 investigated the Na salt in DME at 
low temperature and Hirota57 concluded from electron transfer 
13. 
studies that this system contained either the free ion or a loose 
ion pair. Recently, a slightly slower rate was measured for the 
Na/THF system58 indicating a greater degree of ion pairing in 
this solvent than in DME. The g-values have been reported by 
Blois,59 Mobius,54 Sega160 and Fraenke1. 50 
Perhaps the most interesting report discussed the PY/K/THF 
system. Lyons, Moore and Morris61 interpreted small peaks astride 
the main proton line as due to a potassium splitting (0.14 G) from 
a K+ PY- ion pair, and concluded a free ion-ion pair equilibrium 
was present. As well, some of these small lines appeared to 
broaden as the temperature was decreased. They concluded this was 
due to linewidth alternation caused by migration of the K+ ion 
between the equivalent sites 2 and 7. The first part of this 
project was devised around this paper. 
As outlined above (Chap 1.1), linewidth alternation, 
equilibria between distinct species, and alkali metal coupling 
constants are among the most useful esr observations for probing 
ion pair formation. Of these, Lyons' work indicated the first 
two should be evident in a number of solvent/metal systems and the 
third had been only lightly studied. Thus, it was thought that a 
systematic study of this anion might result in considerable data 
on ion pairing processes and ion pair structure. 
Perylene 
. 13 In contrast to the pyrene case, de Boer and Weissman's 
initial esr work with the perylene anion showed an excellent fit 
between the calculated and observed spectra. Shortly afterwards, 
14. 
Carrington et a1. 62 measured the proton hfs forK reduction in 
THF. Bolton reported new values in 196363 and slightly modified 
ones a little later. 64 As with pyrene, Mobius54 published coup-
ling constants for an electrolytically prepared sample and 
Reddoch55 studied their temperature dependence in the Na/THF 
system. Hnoosh and Zingero65 unexpectedly observed the perylene 
anion spectrum when studying the reaction between tria-
(1-naphthalene) phosphine and lithium (accidentally lithium had 
initially reacted with the glass vessel). de Boer66 obtained the 
0 0 
ear spectrum of the PYL/Na/DME system from +20 C to -95 C but was 
interested in linewidth measurements and reported no coupling 
constants or ion pairin~. The g-values for the negative ion have 
been published a number of times5l~,59, 60 , 62 and the perylene 
cation is a well-studied cation species. 67 
From this brief survey, it is evident that esr data on ion 
pairing effects with perylene as the anion is negligible. 
Certainly most evidence predicts that large, diffuse ions like 
perylene form mainly solvent-separated ion pairs or free ions, 
neither of which is likely to yield a great deal of information 
via the esr technique. However, no attempt at a systematic study 
appeared to have been made. It was with the aim of extending 
esr investigations of ion pairs to larger anions that the 
perylene anion was studied. 
Naphthalene (N) and the dimethylnaphthalenes (DMN). 
An enormous amount of work has been carried out with the 
naphthalene anion and it was not intended in this project to 
reinvestigate this radical. Naphthalene samples were observed 
only for those systems used with the DMNs, so that a comparison 
with the unsubstituted molecule under the same preparative and 
operating conditions could be made. Such systems also serve as 
a check for the methods used in this project. Thus no survey of 
the data available on naphthalene will be made except to note 
that Hirota, 45• 46 in particular, has reported a large number of 
metal splittings and linewidth effects, and Reddoch 49 has 
studied the proton splittings most accurately. 
The initial work on DMN anions was the.t of de Waard and 
Henning68 who used a K/dioxane system at room temperature to 
reduce the si~ symmetrically substituted compounds. Gerson69 
investigated these anions in Na/DME at -70°C and correlated the 
methyl proton splittings with the Huckel spin densities allowing 
for the inductive effect of the methyl groups. About the same 
time, the spectrum of the 2,3DMN anion in liquid NH3 was reported 
70 by Maximadsky, but apparently no analysis was made. Moss et 
a1. 71 produced a sizeable report in 1969 in which they extended 
the number of systems investigated and found that changes in the 
proton coupling constants on methyl-substitution obeyed an 
additivity relationship. They also discussed the various models 
for the effects of methyl group substitution and performed a large 
number of correlations between calculated and observed quantities. 
In these studies no metal splittings or ion pairing effects were 
noted. 
Rieke72 observed the 2,3DHN/K/DME system in the course of his 
studies on ring strain effects and noted a large change in 
splitting constants as the temperature was decreased. He 
attributed this to an unsymmetrical ion pair which reverts to the 
free ion at low temperatures, although again no metal splitting 
was detected. Very recently he reported73 that the above system 
in a DME-HMPA mixture produced the free ion and temperature-
independent proton coupling constants. 
The first metal splitting for DMN anions was reported by 
16. 
Goldberg and Bolton31 for the 1,5DMN/Na/HTHF system. The Na hfs 
ranged from 0.5 (-120°C) to 0.9 G (+30°C). More recently 
Peake74 observed Cs splittings f0r 1,8- and 2,6-DMN in both DME 
and THF, and Na hfs for these anions in THF. He also observed 
the spectra of three of the fcur unsymmetrical DMN anions, but 
because of insufficient resolution was unable to analys& them. 
There appears to be no other reports for the unsymmetrical anions. 
Although some comprehensive investigations of DMN anions had 
already taken place, they were mainly concerned with the effects 
of methyl-substitution on the spin density distribution. Few had 
investigated ion pair formation, in obvious contrast to the 
unsubstituted ccmpound where ion pairing studies brought many 
interesting results. In this section of the project, it was 
hoped to obtain some esr data on ion pairing effects in these 
compounds. Besides its own intrinsic interest, such data could 
be used to test ideas such as that of Goldberg and Bolton.31 On 
the basis of their calculations for the naphthalene system, they 
suggested that differences in alkali metal splittings shown by 
the DMNs on the one hand, and N on the other, could be explained 
by steric arguments. 
Although this project was not principally a theoretical 
investigation, a few simple calculations were planned for 
comparison with the experimental data. 
17. 
CHAPTER TWO 
EXPERIMENTAL 
2.1 Radical Anion Preparations 
All the radical anions used in this project were prepared by 
the reduction of the parent hydrocarbons with alkali metals. The 
standard vacuum techniques employed in these preparations are 
well documented.9,74,75 About 1 mg. of hydrocarbon was used. 
CeRium was formed by gently heating a mixture of calcium turnings 
and cesium chloride76 while sodium and potassium were simply 
freshly cut metal pieces. 75 Purified sodium, potassium and 
cesium mirrors were formed by distilling the metal three times. 
The procerture suggested by Fraenkel50 was followed for lithium 
reductions. The solvents were purified and dried by the usual 
methods75 and stored in vacuo over potassium anthracenide. 
2.2 Chemicals 
Solvents: 
1,2-Dimethoxyethane (DME): BDH 
Tetrahydrofuran (THF): Fluka Purum 
2-Methyl tetrahydrofuran (MTHF): Eastman Organic Chemicals White 
Label 
Diethylether (DEE): Riedel-de Haen 
Ethanol (96%): Fluka Co., for UV spectroscopy 
~ydrocarbons: 
Pyrene (PY): Aldrick Chemical Co., Inc. 
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Perylene (PYL): Koch Light Laboratories Ltd. 
Naphthalene (N): BDH 
1,6-; 2,3-; 2,6~Dimethylnaphthalene (DMN): L. Light and Co. Ltd. 
1,4-; 1,3-; 1,5-DMN: Fluka Co. 
2,?-; 1,2-DMN: K and K Laboratories 
1:?-DMN: prepared by R.F.C. Claridge and D.A.R. Rapper from a 
succinic acid condensation and subsequent methylation. 77 
1,8DMN: prepared by s. Blackstock from the reduction of naphthalic 
anhydride. 78 
Metals: 
Potassium: BDH 
Lithium: Riedel-de Haen 
Sodium: BDH 
Cesium chloride: Riedel-de Haen 
The purity of the aromatic hydrocarbons was checked by nmr 
spectroscopy. Pyrena and naphthalene were used without further 
purification. Perylene was reorystallised from acetic acid and 
some of the DMNs were purified by recrystallisation (from 
ethanol) or column chromatography. 
2.3 Esr spectra 
The esr spectra were recorded on a Varian E12 spectrometer 
equipped with a Varian V455? temperature controller. The sample 
temperature was monitored with a copper-constantan thermocouple 
connected to a calibrated digital voltmeter and was steady to 
within 1.0°C over the time required to obtain a spectrum. The 
microwave frequency was measured using a Systron Donner Frequency 
Counter, Model 6016. 
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The scan range was calibrated from the smaller coupling 
constant of a N/K/DME• sample at room temperature. The absolute 
magnitude of this splitting was taken to be 1.835 Gauss49 
[ 1 Gauss (G) = 0.1 millitesla (mT)]. In the early part of this 
project the linearity of the recorder was found to be unaccep-
table. This fault was eventually corrected by replacing the X-Y 
scan potentiometer. Such nonlinearity can introduce serious 
errors into the measured coupling constant values if it is not 
recognised. This problem was overcome by confining all measure-
menta and computer simulations to lines which occured in a small, 
* * accurately calibrated portion of the scan. 
Early experi_ments showed that if 100 KHz modulation fre-
quency was used the effect of sidebands became evident when the 
lines were narrow (30 mG); in fact, this artifact resulted in a 
spectrum for the PY/K/MTHF system where each proton signal was 
split into a five-lined multiplet. This could very easily be 
misinterpreted as a K hfs plus a free-ion line. To eliminate 
this effect, all spectra were obtain~d using 10KHz modulation. 
No sidebands were observed under these conditions. In almost all 
cases the lowest modulation amplitude was also used, to prevent 
any lineshape distortion. 
To avoid saturation effects the power levels were always low 
(0.05- 0.2mW). This was most important for perylene samples, 
The symbolism R/M/S refers to a system in which R is the 
parent hydrocarbon, M is the metal, and S is the solvent. 
For example, for pyrene,simulated lines were all within 3.5 G 
of the central line, on the low field side. Using the 
principal line (MR=O, M =-1, My=O), a may be determined; 
there are then a fiumberaof lines whos~ position in the above 
portion of the scan is determined by either aa or ay. Hence 
all three coupling constants can be measured within the 
calibrated region. 
20. 
which were usually recorded at a power level of o.05mW. Most 
pyrene, naphthalene and DMN spectra were run at 0.1mW. 
The most critical parameter in obtaining well-resolved 
spectra was the concentration of the radical anion. As the 
concentration was lowered, the linewidth approached a min1mum 
vulue, and any further dilution merely reduced the amplitude of 
the signal. The optimum concentration was always sought by trial 
and error, and was of the order of 10-4 - 10-5 M. Spectra were 
usually recorded with a scan range of 10 G/40 em, a time constant 
of 0.3 sec, and a scan time of 16 min. 
On two occasions where both free ion a11d ion pair were 
observed simultaneously, the g-value of the ion pair was calcu-
lated. The free ion g-value was assumed to be that of the pyrene 
anion in the K/DME system which has been very accurately deter-
mined by Fraenkel. 50 The ion pair g-value can then be found from 
the measured microwave frequency and the field difference between 
the centres of the two spectra. 
Concentration measurements 
For systems which involve a free ion-ion pair equilibrium, 
the total concentration of radical anion is required to calculate 
the equilibrium constant. Immediately .after the esr spectra had 
been recorded, the height of the solution in the calibrated esr 
tube was noted, the tube carefully opened and the solvent 
evaporated off. The hydrocarbon was taken up in a known volume 
of 96% ethanol and the concentration obtained using UV-visible 
absorption. The required molar extinction coefficient of pyrene 
in 96% ethanol vias determined .from six experiments to be: 
4 
eAat 319nm = 2.92 x 10; 
and was accurate to within 10%. 
4 
= 4.82 X 10 
The extinction coefficient of perylene in 96% ethanol was 
taken to be: 79 
4 ~A at 434nm = 3.39 x 10 ; 4 eAat 405nm = 2.75 x 10 
The UV-visible spectra were obtained on a Varian Techtron 
Spectrometer, Model 635, with a digital readout. 
Calculations 
21. 
All the experimental coupling constants were determined by 
visually comparing computer simulated spectra with the observed 
spectra until the best agreement was achieved. The computer 
program used, SIMESR, 74 assumed each hyperfine line of a spectrum 
was of equal width but had provision for more than one spectrum 
to be superimposed. Spectra showing hyperfine lines of different 
widths could be simulated by de~omposing the spectra into a 
number of pseudo-spectra with equal linewidth, but differing from 
each other. All hyperfine lines were taken to be 100% Lorenztian 
in shape. The minimum plotting interval was 1/10011 ., 
Theoretical coupling constants were determined using a 
modified HMO method (program HOCALC) 74 and an INDO calculation 
(program CNINDO t QCPE 141) .,'BO 
All calculations were performed on an IBM 360/44 or a 
Burroughs 6718 computer at the University of Canterbury. All 
plotting was done on a Calcomp X-Y plotter controlled by a 
PDP11/20. 
FIGURE 3.1 
STRUCTURAL FOill1ULA AND NUMBERING SYSTEM 
FOR PYRENE 
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CHAPTER THREE 
PYRENE 
Pyrene was rapidly reduced, using the procedures of Chapter 
Two, to a stable, reddish-brown solution, characteristic of the 
pyrene anion. 61 Four alkali metals (Li, Na, K, Cs) and four ether 
solvents (DME, THF, MTHF, DEE) were used in all combinations. 
Only Cs/DEE gave no detectable changes. 
Pyrene has 3 sets of magnetically inequivalent protons, 
denoted a, a, Y [fig. 3.1] by ear spectroscopists; these sets con-
tain four, fou~ and two protons respectively and give rise to 
seventy-five lines in the absence of metal splitting. The coup-
ling constants have been assigned to positions in the molecule. 51 
3A. Ear spectra: observations 
The coupling constants which best simulated the experimental 
spectra are listed for each system in Table A.1., Appendix A 
K/DME, Li/DME, Na/DME, K/THF, Li/THF 
These systems produced esr spectra with very narrow 
(25 - 30 mG linewidth) lines arising from the proton splittings. 
In some, broadening occurred at higher temperatures probably due 
to an unresolved metal splitting. For such cases, an estimate of 
this "implied'' coupling constant is given in parentheses in 
Table A.1. For K/DME some broadening also occurred at lower 
temperatures; this may again be due to a small metal coupling 
constant or perhaps to the increased viscosity of the solvent. 
An interesting feature, first noted for the K/DME system but 
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subsequently for many others, was that the first derivative lines 
were slightly asymmetric. The lines, recorded in the - + phase 
(~),had a greater height from the crossover point to the top 
of the signal than to the bottom of the signal. Attempts to 
remove this distortion by adjusting the experimental varia~les 
were unsuccessful and it was concluded to be a real effect arising 
from second order shifts, as discussed in pRrt B. Computer 
simulations incorporating this effect for the larger proton coup-
ling constant showed con?iderably better agreement with the 
observed lineshape than·those without it. On this basis, subse-
quent pyrene simulations always included this second order 
calculation. 
Na/THF Extremely narrow lines (23 mG) were found for this 
system from -80°C to 0°C with broadening gradually increasing at 
higher temperatures (40 mG at +25°C). The asymmetry due to 
second order effects was probably best illustrated in these low 
temperature spectra. Reddoch's values55 are in close agreement 
0 
at +25 C and the temperature dependence of aa and ay are almost 
identical. However, he reports that a~ is also temperature 
dependent, although the shifts are very small (~0.4%). Reddoch 
makes no mention of the increasing linewidth above 0°C but he 
probably worked with higher minimum linewidths than were achieved 
in this work. 
Well-resolved spectra were found for this system at 
0 temperatures below -30 c. The linewidths were broader than those 
in the above systems (~4o mG), probably due to a small cesium 
splitting. Above -30°C an additional species was indicated by 
FIGURE 3.2 
ESR SPECTRAa)OF THE PY/CsjTHF SYSTEM 
Main free ion lines marked • 
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a) Only the downfield half of the first derivative esr spectrum is shown. 
Magnetic field always increases to the right. 
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the appearance of extra lines. These lines changed considerably 
over the temperature range where they were observed and were 
clearly due to an ion pair with a rapidly increasing Cs hfs. 
Despite a number of attempts to simulate these extra lines, little 
success was achieved, mainly because of the large number of lines, 
the lack of resolution and the low intensity of this species. A 
0 Cs hfs of the order of 0~3 G at +17 C gave some reasonable 
simulation. 
Cs/THF The spectra from this system disnlayed a large 
number of lines at all temperatures studied [Fig 3.2]. 
These were analysed as a superposition of two simpler spectra; 
one with each of the usual lines further "split" into eight com-
ponents. Such a splitting can only arise from a hyperfine 
interaction of the unpaired electron and the Cs nucleus 
(ICs = 7j2). Since both sets of lines are narrow, each species 
has a lifetime of at least 10-6 sec. Both "normal" and "split" 
spectra are present throughout the temperature range observed and 
their ratio changes with temperature. The former predominates at 
low temperatures, the latter at higher temperatures. If the 
sample is diluted at constant temperature, the. relative intensity 
of the unsplit component increases. All phenomena are reversible. 
The g-values of the two species are different and the difference 
is temperature dependent [Table 3.1]. For reasons detailed in 
the discussion, the "normal" spectrum was assigned to the free 
ion species, and the system taken to represent a free ion-ion 
pair equilibrium. 
Table 3.1: 5-factor differences and alkali metal hyperfine 
splittings 
System Temperature t.gc)x1o+6 I aMI 
(oC) (G) 
Cs/THF -88 123 0.,761 
-65 126 0.753 
-59 129 0.747 
-45 132 0.741 
-36 136 0.741 
-23 139 0.734 
-8 142 0.728 
+3 145 0.721 
+17 148 0.714 
K/MTHFb) 
-88 14 o.o48 
-81 1lt 0.050 
-71 12 0.053 
-60 11 o.055 
-55 9 o.057 
-43 9 0.057 
-35 9 0.057 
-24 9 0,057 
a) t.g - g - g . where gA . is taken to be 
- free ion ion palr rree 1on 
the g-value found for the K/DME system;50 both gf i 
ree on 
and gi i are corrected for second order effects; on pa r _6 
estimated error in bg is ~ 3 x 10 • 
b) from 1 G/40 em spectra. 
25. 
Li/MTHF At lower temperatures this system displayed typi~ 
cally narrow single lines, which broaden only slightly above 
+10°0, again possibly due to unresolved cation splitting. Above 
-10°0 additional small lines appeared on either side of the main 
ones and increased in.relative intensity and separation as the 
temperature was raised. These lines (also 30 mG linewidth) are 
presumably the outer lines of an IP species. This species has a 
.. 6 
slightly lower g value (~g ~6 x 10) but no frequency measure-
menta were made. 
Os/MTHF This system exhibited ear spectra with a large 
number of narrow lines (30 mG). Spectral simnlation showed that 
one ion pair species accounted for these throughout the temp-
erature range. 
Na/MTHF The ear spectra of this system displayed narrow 
At -29°0 the lines were 
definitely broadened and by -20°C sodium hfs was resolved which 
increased as the temperature was raised. Some small asymmetry of 
the resolved sodium hyperfine pattern was noted in the -20°C to 
+20°0 region which could arise from a small amount of another 
species, or, as discussed below, could be due to second order 
effects. 
K/HTHF As for the Os/THF case, this system was analysed in 
terms of an ion pair and a free ion species [Fig. 3.3]. Above 
0°0 the free ion concentration·became negligible in the samples 
studied. All lines were narrow (27 mG) so again both species 
-6 
exist for at least 10 sec. The ion pair and free ion have 
slightly different g values (Table 3.1 ). For the centre line 
FIGURE 3.3 
ESR SPECTRA OF THE PY/K/MTHF SYSTEM 
a) Scan range: 10G/40cm 
-
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b) Scan range: 1G/40cm 
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this causes the free ion signal to be superimposed on the second 
component of the K+ splitting. Because of this complexity, it was 
exceedingly difficult to determine which parameters to vary to 
obtain the best spectral simulations. For instance, small 
variqtions in the ion pair : free ion ratio (r), 6g, a or the K 
linewidths all affect the overall shape of the central quartet 
considerably. Since the thermodynamic parameters for this 
equilibrium depend directly on r , the central lines were rein-
vestigated on an expanded scale (1G/40cm). These spectra 
indicated the relative g-values and variations in the K hfs much 
more accurately so that the original spectra could be confidently 
simulated by adjusting the ratio of the two species. 
K/DEE These spectra showed a K hfs which varied only 
slightly in the temperature range studied. The linewidths were 
again very small (27 mG), with a slight increase above 0°C 
Na/DEE Esr spectra for this system exhibited an interesting 
effect: as the temperature was decreased the Na hfs decreased to 
zero <~-55°0) and then reappeared again. The lines were again 
narrow (28 mG), with some increase at very low temperatures and 
near room temperature. Below -60°0, a second species was 
apparently present as additional small signals appeared on either 
side of t~e main lines, and grew in intensity and separation as 
the temperature was lowered. However, samples prepared later to 
check reproducibility showed no second species. This strongly 
suggests the original extra lines were the result of impurities. 
Tuttle81 has pointed out that impurities, especially from 
potassium ions in sodium preparations, can readily contaminate 
FIGURE 3.4 
ESR SPECTRA OF THE PY/Li/DEE SYSTEM 
Main free ion lines ma~ked • 
a) Scan range: 10G/40cm 
• · • • ctd 
radical anion preparations, and lead to the incorrect analysis of 
spectra. For instance, Hirota45 initially interpreted extra 
metal splittings he observed in a N/Na/DEE sample as providing 
direct ear evidence for the simultaneous existance of two types 
of ion pairs, but he later46 found that the concentration of the 
second species strongly depended on the preparation. It seems 
that potassium salts present as impurities in commercial metallic 
sodium or on glass surfaces may exchange with ion pairs contain-
ing sodium to give an appreciable concentration of ion pairs 
containing potassium. It is interesting to note that the metal 
splitting of this "impurity'' (assuming it to be an ion pair 
species) is definitely larger than that found for aK in the K/DEE 
.system. [ 1~1 = 0.146 Gat 112°0; 0.133 Gat -86°0; 0.127 Gat 
-68°C) 
Li/DEE 0 From room temperature to about -35 C, spectra for 
this system displayed narrow lines (26 mG) with a large, increas-
ing Li hfs. Then, as the temperature was lowered further, two 
interesting effects were observed: the Li hfs decreased quite 
rapidly and the outer components (mi = ± 3/2) of this splitting 
broadened relative to the inner components (mi = ±1/2h By about 
-80°0 the ± 3/2 components were broadened beyond detection, and 
by -100°0 only narrow (28 mG) "normal'' lines for proton splittings 
were observed [Fig~ 3.4]. An additional single line spectrum was 
superimposed on the ion pair spectra. This was due to the free 
ion (see discussion) and grew in intensity relative to the ion 
pair spectrum as the temperature was decreased or the sample 
diluted at constant temperature. The free ion spectrum had a 
slightly higher g value (ng~6-9 x 106), at lower temperatures 
at least. All effects are reversible and reproducible. This 
FIGURE 3.4 (ctd) 
b) Scan range 1G/40cm. Centre lines only. 
0.5 G 
A B 
-54°c 
A 
B 
A 
B 
A: ;!:. 3/2 components of lithium hyper fine 
B: + 1/2 components of lithium hyper fine 
-
A 
A 
splitting 
splitting 
28. 
system was analysed in terms of two rapidly interconverting ion 
pairs (below -30°dand a free ion. The computer simulations were 
necessarily performed using one set of coupling constants for the 
total ion pair spectrum and another set for the free ion. 
Cs/DEE Six attempts were made to reduce pyrene in this 
system, but no reaction was observed. Hirota46 has noted that 
anthracene does not react with cesium in this solvent. 
3B. Discussion 
3B~: Second order shifts 
Second order corrections always result in a downfield 
shift, 82 given by~ 
~B = 2 2 -(a /2B0 )[I(I+1) - m ] (3.1) 
where B
0 
is the external magnetic field, 
a is the hyper fine splitting, 
I is the nuclear spin (for n equivalent nuclei of spin I, 
J = E I replaces I in Eqn. 3.1) n n 
and m is the z component of I. Since most aromatic hydrocarbons 
have coupling constants which are less than 5G, the resultant 
second order shifts (only a few milligauss) are usually masked by 
the linewidths and therefore disregarded. In molecules with 
larger splittings these shifts can provide useful structural 
information - for example, Gooijer and Maclean83 recently deduced 
the structure of the potassium pyrazine ion pair from asymmetries 
in the potassium hyperfine splitting induced by second order 
shifts (here ~N = 7.15 G and maximum shift was 48 mG.) 
For pyrene, the downfield second order shifts for the com-
ponents of the centre line (MJ = 0), using B
0 
= 3250 G and the 
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largest couplin~ constant a~= 4.85 G, are: 0.0213 G, (J=2, MJ=O), 
o.0072G 0=1, MJ=O) and o.o G (J=O, MJ=O). These components are 
of relative intensity 1:3:2 respectively. 82 When shifts are not 
resolved, an averaging procedure is often used to calculate the 
total shift for the degenerate lines~0 With the three sets of 
coupling constants, this gives shifts for the centre line of 
7.2 mG (~), 1.4 mG (a) and 0.15 mG (Y). The total second order 
shift is then 8.6 mG. Since the observed linewidths were only 
~25 - 30 mG, the observed asymmetry can clearly arise from 
second order effects. These calculations also show that ~ost of 
the shift arises from the a coupling constant, and justifies 
neglecting the contributions from the a and Y coupling constants 
in the computer simulated spectra. 
Second order shifts probably explain the observed asymmetry 
of the sodium splitting pattern in the Na/MTHF system, for small 
values of aNa• According to Gooijer and Maclean, 83 asymmetry 
may be expected when the cation hfs is less than twice the maxi-
mum second order shift, as observed here. 
3B.2: Line broaden in~ 
There is no evidence to indicate any linewidth alternation 
in these systems although it was the lil<ely prospect of observ-
ing this effect61 that originally prompted this study (Chapter 
1.) When line broadening did occur (apart from the Li/DEE case), 
it was the same for all lines. The increased linewidth noted 
occasionally at low temperature was probably due to the increased 
viscosity of the solvent, rither than any changes in actual ion 
pair structure. This causes the correlation time of species in 
solution to increase and anisotropic interactions, which are 
usually averaged to zero by rapid rotation, may contribute to 
the linewidth.* However, the increased linewidth often noted at 
higher temperatures may well reflect a change in structure. 
Aten et a1. 84 concluded from electron transfer studies, that ion 
pair formation is favoured by increasing temperature and increas-
ing cation radius, and this trend has been reported in many 
studies. 19 The observed line broadening may be due to unresolved 
metal splittings resulting from ion pair formation. Jones85 has 
studied the shape of such lines in much detail and found them to 
be broader in the wings than a sin~le pure Lorenztian line. No 
attempt to perform such an analysis was attempted in this work and 
therefore ion pair formation as the source of the broadening is 
only speculative. 
Where two species are observed simultaneously, the linewidth 
sets lower limits 1 on the lifetime,"&', of e::~.ch entity: for 
-6 widths of 25 - 30 mG, ~ > ~ 2 x 10 sec. A given species with 
sharp lines may itself be experiencing very rapid processes, such 
as the vibration of a cation. 
313.3: free ion - ion pair egu ilibria. 
For the K/MTHF, Cs/THF and Li/DEE systems, two species were 
observed simultaneously. Whenever this happens it is important 
1 According to Ayscough, an estimate of correlation time can be 
found from 
= 41D)a~ 
3kT 
where~ is the viscosity, a is the radius of a tumbling sphere 
and k is Boltzmann's constant. Then, if ow is the contri-
bution from anisotropic hyperfine interactions, the linewidth 
from this source is 
2 
't" • OW 
c 
Hence increased viscosity will increase the linewidth. 
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to establish the identity of the species involved. The usual 
problem is to distinguish between loose ion pairs and free ions. 
The presence of metal splitting in one spectrum indicates that an 
ion pair is certainly one of the species. However, the absence of 
metal coupling in the other spectrum does not prove it arises 
from the free ions; for example, the metal coupling may be too 
weak to resolve or it could be averaged to zero by rapid cation 
exchange processes. One potential way of solving this diffi-
culty is to apply the law of mass action. For a free ion (FI) -
ion pair (IP) equilibrium 
IP ~ + 
the dissociation constant is given by 
= 
[FI-] [M+] 
[IP] = 
2 
a c 
k 
(3. 2) 
(3.3) 
where a is the degree of dissociation, c is the total concen-
tration and activity coefficients are assumed to be unity. Hence 
the free ion is favoured by dilution. On the other hand, an ion 
pair-ion pair equilibrium 
(3.4) 
leads to an equilibrium constant given by 
K = (3.5) 
• which is independent of concentration. The dilution experiments 
[Part A] prove that a dissociation - association process is 
taking place [eqn 3.3]. Since one of the species is an ion pair, 
the other must be the free ion. 
The thermodynamic quantities characterising this dissociation 
process were found by calculating the equilibrium constant at a 
number of temperatures. Using Atherton and Weissman's notation, 18 
a particularly useful form for the equilibrium constant is, from 
In the limit of infinite dilution. 
Table 3~2: Experimental Dissociation Constants. 
PY/K/MTHF 
PY/Cs/THF 
PY/Li/DEE 
Temperature (K) 
260 
251 
249 
238 
232 
230 
218 
215 
213 
206 
202 
192 
185 
Temperature (K) 
290 
265 
250 
237 
228 
214 
208 
185 
Temperature (K) 
291 
283 
268 
255 
247 
236 
232 
220 
207 
196 
KD mol 1 -1 
1 8 10-6 
• X 6 
0 10-2. X 6 
2.,28 X 10-
3.91 X 10-6 
6.,37 X 10-6 
8.,41 X 10-6 
1.,27 X 10-5 
2.,44 X 10-5 
KD (TIP) 
-1 
mol 1 
Sample a) 
1 
1 
2 
2 
2 
2 
2 
1 
2 
1 
2 
2 
2 
KD (LIP) 
-1 
mol 1 
3.2 and 3.3: 
= 
c (3.6) 
where C is the total anion concentration (i.e. [IP] + [FI])and 
r· is the ratio of the concentrations of the two species <t;ij>. 
r was obtained directly from the computed spectra* and C was 
measured by absorption spectroscopy [Chapter 2]. 
This method of determining the concentration assumes: 
1) that all the radical anions present in the esr sample tube 
reverted to pyrene once the tube was opened; this is reasonable 
since the characteristic colour of the anions disappeared in1med-
iately and, after removal of the solvent, a. yellow-white solid 
(colour of pyrene) remained. 
2) that no neutral or dianion pyrene was present during the 
esr experiment. The narrow linewidths preclude the presence of 
unreacted pyrene. Dianion formation can be neglected since the 
pyrene anion has a very low electron affinity11 •35 and shows 
little tendency to disproportionate. 11 ,35 
3) that the concentration remained constant throughout the ear 
experiment. When temperatures already recorded were rechecked, 
this was found to be true. 
The values of K found by this analysis are presented in 
Table 3.2. From the relat1ohships 
nG = nH - TnS = - RT lnK 
a plot of log K vs 1/T [Fig 3.5] yields the enthalpy and entropy 
* For the Li/DEE system, r = [all ion pairs]/[FI] was 
obtained from spectral simulations. This relates to the 
apparent equilibrium: 
all ion pairs 
K 
app...., free ions. 
K is required to calculate the dissociation constants of 
app 
the individual ion pairs. (Eqn 3.15, page 37). 
logK 
-s.o 
-6.0 
-7.0 
4.0 
FIGURE 3. 5 
PLOTS OF LOGK vs ~ FOR THE DISSOCIATION 
OF PYRENE ION PAIRS 
4.4 
().ti/DEE(logKapp) 
() Cs/THF 
CD K/MTHF 
4.8 
K/MTIIF(expanded 
scale) 
5.2 
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of dissociation, as listed in Table 3.3. 
Table 3.3 Thermodynamic data for dissociation of ion pairs to 
free ions. 
System 
kJ mol-1 J K-1 mol-1 
K/MTHF -19 .. 3 -210 
Cs/THF -16.7 -176 
Li/DEE (app) 
-29.7 -243 
(TIP) -28.0 -230 
(IJIP) +5.0 -67 
6H0 -1 6S 0 10 J K-1 -1 D + 2.0 kJ mol ; D + mol 
3B.4: The Li/DEE system 
The variations in linewidth observed for the Li/DEE system 
(Fig 3.4) were analysed in terms of an equilibrium between two 
distinct ion pairs: 
IP loose (3.8) 
The interconversion rate has to be rapid enough to average the 
cation hfs but not fast enough to produce exchange-narrowed lines. 
This region is often called the "limit of rapid exchange. 1145 
Hirota has discussed such a model in detai145 and shown that 
the equilibrium constant is given by 
K = aTIP - aobs 
aobs - aLIP 
(3.9) 
FIGURE 3.6 
TEMPERATURE DEPENDENCE OF LITHIUM HYPERF'INE SPLITTING 
SYSTEM : PY/Li/DEE 
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where aTIP and aLIP arethe cation hfs for the tight and loose ion 
pairs respectivelyi a is the observed cation coupling constant. 
obs 
In a number of systems, Hirota found that an 11s-shaped" curve 
resulted from plotting aM vs T. He usually assumed aTIP to be 
the plateau value of aM on such a graph and aLIP to be zero. 
The validity of these assumptions is important for they are the 
basis of his thermodynamic calculations. Szwarc has criticised 
this approach, 48 pointing out that the assumption of temperature 
independent aTIP and aLIP values is at best doubtful since it 
implies that the ion pairs have the same structure throughout a 
whole temperature range. If either or both of these splittings 
are temperature d9pendent, then the magnitude of the calculated 
equilibrium constants would be modified which strongly influences 
the derived ~H and ~S values. Hirota's method, howevert often 
gives good straight lines for log K vs 1/T plots and he has 
claimed his ~H and ~S values are within 15% for sodium naphthalide 
salts~7 
The la1 il v. T graph for the Li/DEE system is shown in Fig. 
3.6. For the calculation of the equilibrium constant, values of 
aTIP and aLIP at each temperature were estimated on the follow-
ing basis: 
1) For the initial portion of the graph (T = 30°C to ~-30°C) 
aTIP = aobs - i.e. the solution is regarded as being 100% tight 
ion pairs at these temperatures; 
2) The rest of the graph results from the rapid interconversion 
of the two ion pairs (eqn 3.8); this equilibrium is changing so 
that the relative concentration of loose ion pairs increases as 
the temperature is lowered. The line broadening was first 
0 
observed at ,...; -30 C; 
Table 3.4: Thermodynamic and kinetic data for the interconversion of tight and loose ion pairs in the 
Temperature 
(oC) 
-34 
-40 
-45 
-50 
-54 
-60 
-64 
-70 
-73 
-80 
kJ mol-1 
-34.3.:!: 1.0 
a) + 5% 
PY/Li/DEE system. 
o.o44 
0.060 
0.098 
0.14 
0.20 
0.37 
0.51 
o.87 
1.1 
2.2 
J K-1 mol-1 
-172 .:!: 5 
b) + 20% 
kJ mol-1 
-1.5.:!: 2.0 
0.97 
0.,94 
0.,91 
0.,88 
0.83 
0.73 
o .. 65 
0,.54 
0.48 
0.31 
J K-1 mol-1 
-113 + 10 
k b) 
1 
s-1 
-6 
X 10 
3.02 
2.76c) 
2. 81 
2.8oc) 
2. 71 
kJ mol-1 
+36.4 + 2.0 
c) values found from interpolation of linewidth data. 
k b) 
-1 -6 
-- X 10 
s-1 
30.9 
19.5c) 
14.0 
7.58c) 
5.33 
2.91 
J K-1 mol-1 
+ 60 + 10 
35. 
3) aLIP = 0 at all temperatures. Any deviation from zero is 
probably very small since no Li hfs was observed in any other sol-
vent where loose ion pairs might be expected (the only exception 
is a very minor component in MTHF) and the plot approaches zero 
very quickly. 
4) 0 Below ,._..-30 c, the value of aTIP can be found by extra-
polation, assuming aTIP continues to vary linearly with 
temperature (see graph). Linear temperature dependence is dis-
played by nearly all the cation splittings in the pyrene systems 
studied here and has been found in many other systems. 19 A 
similar type of extrapolation was applied by de Boer to the 
metal splitting in an nmr study of the cesium biphenyl ion pair 
. d' 1 86 
.ln 1g yme •. 
0 From this model, K was calculated using eqn 3.9 and 6H 
and 6S 0 found by plotting log K vs 1/T [Table 3.4 and Fig 3.7]. 
Selective broadening of the type observed here results from 
an in-phase modulation of the metal splitting. 44 •87,BB When this 
modulation is due to an equilibrium between structurally differ-
ent ion pairs, then the rate of this interconversion, in the limit 
of rapid exchange, is given by47 
7 2 2 k1 = 2.03 x 10 • p11P.PTrP· (1+K) 
-1 
s 
where: pLIP is the fraction of loose ion pairs; pTIP the 
fraction of tight ion pairs: 
(3.10) 
is the field difference in the±~<±~) components of 
the two ion pairs; and 
<1~{x)2) is the contribution to the width of the ±*<±J-2> 
hyperfine lines that is due to the interconversion process. 
logK 
-o.o 
-0.5 
-1.0 
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Since 
K = = 
and 
aobs 
=-
aTIP 
= 
aTIP - aobs 
aobs aLIP 
(3.11) 
(3.12) 
all the variables in eqn 3.10 may be calculated or directly 
measured and k1 can be determined for each temperature. From 
eqn 3.11, k_1 may also be found [Table 3.4]. From the theory of 
absolute reaction rates, thA rate constant is given by: 
k = 
kT 
h exp (3 .13) 
where k is the Boltzmann constant, h is Planck's constant, R is 
* the gas constant and 6G is the free energy of activation. Using 
eqns 3.13 and 3.7, plots of log k 1 and log k_1 vs 1/T provide 
the enthalpy (ll.H'*) and entropy (6S*) of activation for the forward 
and reverse reactions. These are included in Figure 3.7 and 
Table 3.4. Since the free ion is also observed, the total 
system ~ay be represented as: 
K 
IPtight 
1 
IP loose 
K D_,loose· 
(3.14) 
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The dissociation constant for the tight and loose ion pairs can 
• 
now be determined at each temperature, using: 
= 
KD,TIP 
1 + K = 
~ 
1 + K • K (3.15) 
Log K vs 1/T plots allow the appropriat~ enthalpy and energy 
terms to be calculated [Table 3.3]. Thus, the thermodynamic 
parameters for all the processes in 3.14 have been determined 
from the esr spectra alone. 
3B.5: Interpretation of Thermodynamic Quantities 
a) Ion-pair - free ion equilibria 
Negative 6H0 and large negative 6S0 values are char~cteris-
tic of these equilibria!* The entropy term arises from two main 
effects: 
1) loss of freedom in the solvent: a partial ordering of solvent 
molecules results from the increased solvation of the cation in 
the dissociated state; 
2) loss of vibrational entropy of the ion pair: since the 
cation of an ion pair is in a potential energy well (Chapter 1.2), 
it has a large number of close-lying vibrational states available 
to it which are lost on dissociation. 
* By definition, 
K = D,loose 
From 
KD, tight 
[FI-][M+] 
[IPloosej 
[FI-][M+] 
= 
[FI-][M+] 
[IP tight] 
= [IPt. htJ+[IPl J l.g oose 
= 
and 
( IP1 J (1 +1) oose K 
** Aromatic radical anions are consider6ed to be only very weakly solvated in these solvents.3 
38. 
Both effects cause a negative entropy contribution and combine 
to give the unusually high negative nS 0 values for the dissoci-
ation of an ion pair. There is a positive entropy term which 
arises because a single entity (the ion pair) dissociates to 
form two species {the free ions) but its contribution is small. 
The enthalpy change can be divided into two important terms: 
= nH~ ~on-ion + nH
0 
ion-solvent 
{~H~olvent-solvent is considered to be much less important and is 
neglected). For a dissociation process, nH~ . represents the 
~on-~on 
enthalpy associated.with breaking the ionic bond of the ion pair, 
and is positive; ~H~on-solvent represents the heat of solvation 
of the created ions, and is negative.* Usually I~H~ 1 tl > 1on-so ven 
I~H? . I so that ~H0 is negative, in accord with most obser-
~on-lon 
vat ions. If I~H~ 1 tl is small, I~H? . I may become the ~on-so ven 1on-1on 
larger term, resulting in a positive nH0 • This is most likely in 
solvents of poor solvating power or when the change in structure 
on dissociation is small. Both situations apply for the dissoc-
iation of the loose ion pair of lithium in DEE: this ion pair is 
already significantly solvated (TIP~ LIP, ~s0 = -172 J K-1 
mol-1 ) leading to a low entropy of dissociation (-67 J K-1 mol-1 ) 
and DEE is a relatively weak solvation agent for cations. This 
probably accounts for the slightly positive nH found for this 
system. 
0 0 Large magnitudes of ~H and nS imply large changes in the 
1 t ' h I b f t · t Szwarc9°• 36 so va 1on sp ere. n a num er o aroma 1c sys ems, 
0 1 0 . -1 1 found -~H ~ 25 - 38 kJ mol- , -~s ~ 200 - 250 J K mol- for 
* Allendoerfer and Papez89 have pointed out that since the heat 
of solvation is expected to be temperature dependent (D 
changes with temperature), a plot of log K vs 1/T should hot 
be linear unless this effect on ~H is itself linear with 
temperature or is negligible. 
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0 ~1 the dissociation of contact ion pairs, and -6H ~ 0 - 9 kJ mol , 
-6S0 ~ 80- 125 J K-1 mol-1 for solvent-separated ion pai~s. 
The data for the Li/DEE system [Table 3.3] is consistent 
with this classification of tight and loose ion pairs. On the 
basis of their 6H0 and 6S 0 values the ion pairs of Cs/THF and 
K/MTHF systems are classified as tight ion pairs., 
It is not easy to compare the magnitudes of the 6H and 6S 
.terms because both cation and solvent are varying. Some insight 
into the state of solvation in the ion pair may be gained by 
considering the simple 11sphere ... ~n-continuum 11 model for desc~ib_. 
ing ion pair dissociation. Using this. model, Fuoss23 calculated 
that the dissociation constant is given by 
::: (3.16) 
where D is the macroscopic dielectric constant, N is Avogsdro 1s 
constant, e is the charge on each of the ions 9 T the tempersturs 
and a is the centre-to-centre distance between the two ions. 
From the standard thermodynamic relation 
= -R d (ln Kd)/d ( 1/T) (3.17) 
the enthalpy of dissociation is given by 
2 (Ne /aD)[1 + a(ln D)/8(ln T)] {3.18) 
24 
which is the same expression Denison and Ramsey arrived at 
from their Born cycle approach. 
This model gives reasonable results when specific solvent~ 
cation interactions are absent in both free ions and ion pairs. 
Smid40 found close agreement between calculated and experimental 
Kd values for the fluorenyl/Cs/THF system using an interionic 
distance of 3.76 H at all temperatures. On substituting this 
distance into eqn 3~18, he found excellent agreement between 
calculated and observed 6H values. He considered that any spec-· 
ific solvation between the Cs+ ion and the THF molecules must be 
Table 3.5: Calculated values using sphere-in-continuum model. 
Best-fit values 
a) b)· c) 
Temperature a(Kd) a(L'IHo) 6H 0 using a = 5.0~ 
.(K) {J~) (~) kJ mol -1 
PY/Cs/THF 185 6,5 1.03 -3.5 
208 6.0 1.18 -3.9 
214 6.0-5.5 1.21 -4.0 
228 5.5 1.30 -4.4 
237 5.5 1.37 -4.6 
250 5.0 1.45 ·-4.9 
265 5.0 1. 55 -5.2 
6H0 -16.7 
obs 
PY/K/MTHF 206 5.5 0.95 -3.6 
a) 
b) 
c) 
215 5.5 1.01 -3.8 
232 5.0 1. 09 -4.2 
251 4.5 1 .19 ~4.6 
260 4.5 1.24 _lj.. 7 
-19.3 6H 0 obs 
interionic distance which gives best agreement between 
calculated and experimental Kd values: a varied by 0.5~ 
interionic distance found by using experimental 6H 0 value. 
calculated 6H 0 values using interionic distances which 
give best Kd. 
40. 
small, a conclusion arrived at independently by Szwarc 91 who 
found the Stokes radius of Cs+ in THF (~2.4~) to be only 
slightly larger than the radius of the 11bare 11 Cs+ ion (,.....,1.9~). 
Applying this model to the PY/Cs/THF system, the interionic 
distances which give the best agreement between calculated and 
observed Kd values are shown in Table 3.5, and are of a reason-
able order of magnitude. Since the "height 11 of aromatic molecules 
' 31 36 like pyrene is 2.0 - 2.5 ~' ' these distances (5.5 - 6.5~) 
indicate the Cs+ ion in the pair is considerably solvated, 
contrary to both the conclusion reached earlier that the ion pairs 
are tight and to the work of Smid40 and Szwarc.91 Substituting 
these values into eqn 3.18 yields 6H values which are very 
different from that observed, showing that the model is inadequate 
for the PY/Cs/THF system. 
The sphere-in-continuum treatment, in neglecting specific 
solvent-cation interactions, considers the solvation enthalpy to 
arise only from the difference in electrostatic potential energy 
of an ion pair as compared to that of the free ion in a 
continuum of dielectric constant D. The increased exothermicity 
observed is due to the increased extent of cation solvation 
( AH 0 ) 1'n the d' · t d t t u ion-solvent lSSOCla e s a e. This increased solvat-
ion has an opposite effect on the two energy terms, 6H and -T6S: 
6H becomes more negative and -T6S more positive. Because of 
this strong compensation effect, and the relation -RT lnK = 
6H - T6S, the sphere-in-continuum model can appear to calculate 
reasonable dissociation constants when it is, in fact, an 
inadequate description of a given system. 
Similar considerations apply to the PY/K/MTHF system 
[Table 3.5]: the calculated enthalpy of dissociation is again in 
poor agreement with that observed (again the Kd values are 
41. 
reasonable), indicating significant changes in the extent of 
solvation on dissociation of this ion pair also. 
The best description of these systems still requires the 
formation of tight ion pairs so that the extent of cation sol-
vation can increase significantly on dissociation and account 
for the observed enthalpy and entropy changes. The 
fluorenyl/Cs/THF system also required tight ion pairs 
(a = 3.76~); the difference between the fluorenyl and pyrene 
systems is in the degree of solvation of the Cs+ ion in the ion 
pair, the former being more like the free ion and hence probably 
further from the anion. This may indicate an interionic distance 
of -3.6 ~for the Cs+PY- ion pair. 
b) Tight ion pair - loose ion pair equilibrium: 
The Li/DBE system 
For the same reasons that apply to the dissociation of ion 
pairs, the conversion of a tight to a loose ion pair is an exo-
thermic process. Since it also involves freezing solvent 
molecules around the cation, it has a negative entropy change. 
The large magnitude of both terms clearly indicates that the 
loose ion pair is a much more solvated species than the tight ion 
pair. 
The separation of kinetic data into enthalpy and entropy of 
activation terms usually provides some insight into the rate 
process being considered. Thus from the ~s1 values it appears 
that a significant amount of solvation takes place in going from 
the tight ion pair to the activated complex. The slightly 
positive ~H: indicates that the rate of the forward reaction is 
almost temperature independent while fiH~1 shows that the reverse 
reaction is considerably slower at lower temperatures. Put 
another way, the lifetime of the tight ion pair (~TIP) is 
42. 
approximately independent of temperature while 't' is very LIP 
sensitive to temperature. The activation energy for the 
conversion of tight to loose ion pairs is disturbingly low. 
Sometimes enthalpy and entropy diagrams are drawn to describe the 
interconversion process, 45,91 but this approach can be micleading. 
Considerable care is needed in considering these ~H+ and ~S+ 
terms, because they are obtained over a ran~e of temperatures. 
The true enthalpy and entropy of activation, as found from the 
theory of absolute reaction rates using equation 3.13, describe 
the rate characteristics of a particular process, A~B, where 
A and B are well defined, unchanging systems and the reaction 
proceeds via a transition state or activated complex. The real 
situation in liquids'is often more complicated since a change in 
temperature often influences more than just the rata process 
itself. For instance, in this Li/DEE system, the structure of 
as indicated by the 
temperature dependence of its lithium coupling constant. If this 
change (or any other temperature-dependent change) is in any way 
connected to the rate of the interconversion process, then ~H* 
and 6~ include these contributions and no longer characterize 
just the rate process itself. Furthermore, any changJs which 
accelerate the rate at lower temperatures can readily explain an 
apparently very small (or negative) activation energy such as 
' ( + -1) that observed here ~H 1 C={_ -1.5 kJ mol • 
For these reasons, it seems preferable to consider the rate 
constants at particular temperatures. This is conveniently done 
by considering 6G~ the free energy of activation at temperature 
T, which is related to the rate constant by eqn 3.13. Using the 
parameters in Table 3.4, ~G0 and ~G* terms for the interconversion 
process have been calculated at a number of temperatures and are 
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Table 3.~: Exchange res;ions for the PYLLilDEE srstem 
a) 
Temperature ,;x1o+7 
oc 
-34 
-54 
-73 
-87d) 
a) . 't' = 
s 
0.097 
o.6o 
1. 8 
3.8 
17 TIP 17 LIP 
17 TIP + 't' LIP 
b) 
C! -r I Ilia I J - 1 PTIP Exchans:ec) 
s region 
2.5 x10-7 0.97 fast 
2.4 x10-7 o .. 83 fast 
2.2 x10-7 0.48 fast-
intermediate 
2.1 x10-7 0.07 intermediate-
slow 
b) 
2 [ 2 )2 -1 c) Conditions for exchange: ,; < Ye< (lla >] and 
~>[IY I llla!J-1 for fast and slow motion respectively. 93 
e 
represented in Fig 3.8. Also included is an estimate of the 
minimum free energy of activation for the association of the free 
ions into an ion pair. This energy barrier corresponds to the 
reverse process in the equilibrium 
' k 1 
all ion pairs free ions (3.19) 
I I 
where KD = k1/k_1 is already known. In the absence of ,app 
interconversion, the "ion pair" of the above equilibrium shows 
narrow lines (rV30 mG); this places a lower limit on the lifetime 
I 
of the "ion pair" and hence an upper limit on k1 (assuming th"e 
rate of dissociation is first order). An upper limit to the 
reverse process can then be found and from Eqn 3.13 a minimum 
free energy of association. 
The Li/DEE system may now.be examined more quantitatively. 
The free energy diagrams indicate that at higher temperatures the 
free energy barrier for the conversion of loose to tight ion 
pairs becomes sufficiently low for the loose ion pairs to collapse 
immediately, and no longer "exist" (at -34°C, pTIP = 97%). This 
explains why only tight ion pairs and free ions are present at 
these temperatures. On cooling, ~LIP increases and the rate 
enters the fast exchange limit, [Table 3.6]. As can be seen from 
the expression for k1 [Eqn 3.10], the linewidth in this region is 
governed by a number of changing factors and not just the rate of 
the interconversion process. The fast exchange region exists from 
~-30°C to ~-80°C. Below these temperatures, pTIP decreases 
rapidly and the spectrum becomes that of the loose ion pair and 
. 0 . 0 
the free ion [at -83 C, pTIP = 22%; at -87 , pTIP = 7%]. 
FIGURE 3.9 
EXPERIMENTAL AND SIMULATED ESR SPECTRA FOR THE PY/Li/DEE SYSTEM 
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In summary, all spectra can be explained by assuming that a 
rapid equilibrium between tight and loose ion pairs operates 
0 . 0 
between -30 C and -90 c. Beyond these temperatures the concept 
of equilibrium becomes meaningless because one of the species can 
no longer be considered to be a thermodynamic entity. At high 
temperatures the tight ion pair is in equilibrium with the free 
ion only, but probably passes through the now unstable loose ion 
pair configuration during the process. 
Strong evidence supporting this model was obtained from 
spectral simulations using a program94 which calculated the 
effects of exchange on the lineshapes. 95 Using the parameters 
k1 , k_1 , PTIP' PLIP' aTIP and aLIP [Tables A.1, 3.4] from the 
above analysis and without any alteration, excellent agreement was 
found between computed and experimental spectra [Fig 3.9]. 
3B.6: Alkali 
The isotropic hyperfine coupling of the cation in the ion 
pair depends on both the spin density at the metal nucleus and 
the nuclear magnetic moment of that nucleus. By taking the spin 
density on the cation as the ratio of the observed coupling con-
stant to that of the free atom, i.e.: 
p = (3.20) 
the effect of different nuclear magnetic moments is eliminated. 
Fig 3.10 represents the temperature dependence of p in those 
systems where cation splittings were observed. 
The magnitude, sign and temperature dependence of p reflect 
the structure of ion pairs in a sensitive way. However, the 
mechanisms accounting for the spin density of the cation are 
quite complex. Recent Configuration Interaction (CI) calcula~ 
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tions which incorporate electron exchange effects account satis-
factorily for the occurrence of both positive and negative spin 
density.30 There appear to be two main contributions to the 
cation spin density: 
1) a zero-order, positive one (p ) from the direct mixing of the 
0 
valence shell metal s orbital in th~ unpaired electron molecular 
orbital (MO) [the overlap mechanism]; 
2) a first order negative contribution (p 1 ) arising from 
electron excitation from the aromatic system into the empty metal 
s orbital [exchange mechanism]. 
A third contribution, also first order, arises from excitation 
inside the aromatic system and can have either sign; it is usually 
considered to be negligible. Although both p
0 
and p 1 decrease 
with increasing interionic distance, p 1 becomes relatively more 
important at larger distances. 
Since the spin density at the alkali metal nucleus is the sum 
of positive and negative contributions, both dependent on tempera-
ture and cation-anion position, knowing the sign of the coupling 
constant can be of much assistance in determining ion pair 
structure. Negative coupling constants are observed if p
0 
is 
small, as when the cation resides in a nodal plane of the 
aromatic anion or when the interionic distance is large. 
Although direct determination of the sign at present requires nmr 
measurements, it is often strongly indicated by the temperature 
dependence of the cation hfs in esr spectra. From the known 
experimental data, it appears that the temperature coefficient of 
metal hyperfine coupling constants (d~/dt) is, in most cases, 
positive* so that if the magnitude of a splitting increases on 
* Some authors96 feel it is safe to conclude that d~/dt is 
always positive. 
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cooling, the splitting is negative. In systems where nmr 
measurements have been made, this relationship has been found to 
be valid. 53 ,97 , 98 
On this basis, negative metal coupling constants were 
assigned to the systems: K/DEE, Cs/THF, Cs/MTHF, Li/DEE and 
Na/DEE (low temperature only). The K/MTHF system is uncertain 
using this critereon sin~e aK is 0.057 G almost throughout the 
temperature range. However, a further relationship often observed 
for esr spectra indicates this splitting is probably negative 
also: p often changes regularly with increasing size of the 
alkali ion. 19 , 49 For the MTHF systems this follows only if 
potassium has a negative spin density. The remaining coupling 
constants are taken to be positive, which is definitely so for 
the Na/MTHF system, where nmr measurements have been made.53 
As well as the sign, the variation of the metal hfs with 
temperature often points to ion pair structure. Three models 
have been proposed to account for the temperature dependence: 
1} Hirota's model of a dynamic equilibrium between different 
44-46 ion pair types (discussed in section 3B.4) 
2) Szwarc's static model which relates the metal coupling 
constant variation to changes in solvation and ion pair structure 
with temperature.36 
3) Atherton and Weissman's vibrational model where variations 
are caused by thermal changes in the populations of the vibration-
al energy levels of the ion pair. 18 
In those pyrene systems where negative coupling constants 
were observed, the c·ation must be located near a nodal plane 
(p0~0). For the highest unpaired MO of pyrene both the xy and yz 
plane (Fig. 3.1~ are nodal.* 
The molecular plane (xy) is also nodal, but the cation is 
considered to be always above or below this plane. 
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The observed temperature dependence can then be explained by 
combining the static and vibrational models. At low temperatures 
the cation is located somewhere in a nodal plane and, as the 
temperature is raised, it vibrates through this plane with 
increasing amplitude. This increases the positive contribution 
to the spin density (p ) thus decreasing the total splitting. 0 . 
According to the static model, as the solvation changes, the 
position of the cation above the plane of the anion as well as 
the distance between the ions may vary. Both p1 and p 0 depend 
differently on these two factors. Thus jncreasing the cation-
anion distance by increasing the degree of solvation (lowering 
the temperature) decreases both p
0 
and P1 , hut alters their 
relative importance becausep 1 decreases more slowly. At 
sufficiently large interionic distances no metal hyperfine 
coupling is expected. 
Because of the presence of two nodal planes, the cation can 
be located in a number of positions and still lead to negative 
spin densities. There are three likely sites for the cation: 
A, Band C of figure 3.11. Clearly, if the cation is at B or C 
it must spend an equal time at B' and 0 1 since the spin distri-
bution as found by esr conformed to the symmetry of the molecule 
at all times. Interaction energy calculations (details in 3B.10) 
were performed to find the most favourable position energetically. 
At short interionic distances (3~), these showed there are double 
energy minima along both the x and y axes, with B the most 
favourable position [Fig. 3.11]. Electron repulsion effects, 
which must be considered at small interionic distances, also 
favour positions B and C rather than A. As the cation is placed 
at greater distances above the aromatic plane, the potential 
wells become shallower and the double minima tend to disappear. 
FIGURE 3.12 
CALCULATEb SPIN DENSITY AT A SODIUM NUCLEUS 
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with the most favourable energy position shifting to over the 
centre of the molecule. A similar shift in minimum energy 
position was found for naphthalene calculations. 31 
48. 
To try and locate the position of the cation more precisely, 
the positive spin density contribution (p
0
) was calculated using 
the method of Goldberg and Bolton.31 These calculations were 
performed for sodium and lithium ion pairs only and are 
summarised in figure 3.12 for the former (z = 0.3nm = 3R). 
For the Na/MTHF system the observed sodium spin density 
decreases steadily from 0.44 x 10-3 at +50°C to zero (-40°C). No 
negative splitting was observed at lower temperatures. The 
calculations show that if the cation is 4R above the pyrene 
plane a spin density of o.4 x 10-3 is possible only if the cation 
moves a large distance from its energetically most favourable 
position above the centre of the anion. Placed 3.0R above the 
anion plane, the sodium cation can readily acquire a positive of 
o.4 x 10-3 by vibrating short distances about positions B or C. 
Interaction energy calculations and electron repulsion consid-
erations indicate an energy minimum at both B and C, with B the 
most favoured position. However, if the cation remains at this 
short distance above the plane as the temperature decreases, a 
negative spin would be expected below -40°C [Fig. 3.10]. The 
lack of negative splitting is accounted for if, as the temperature 
decreases, the cation is slowly pulled away from the anion by the 
increasing solvating power of the solvent. By -40°C the cation 
may be sufficiently far from the anion for both p
0 
and p1 to be 
vanishingly small. Inserting a solvent molecule(s) between the 
sodium and pyrene ions is expected to increase the distance 
between them considerably. 
Thus a combination of the vibrational and static model can 
explain the observed spin density changes for the Na/MTHF system. 
At low temperatures, the ion pairs can be regarded as solvent-
separated with the cation probably located above the centre of the 
anion and greater than 4.0~ from it. As the solvating power of 
the solvent decreases with increasing temperature, the interionic 
distance decreases, the average position of the cation shifts 
(probably to position B) and the amplitude of vibration increases. 
At higher temperatures, the system consists of tight ion pairs, 
with the cation perhaps 3.0 - 3.5~ above the anion, according to 
the spin density calculations. Such an interionic distance is 
reasonable when van der Waal's and ionic radii are considerad, 
if solvent molecules surround the ion pair but do not separate 
the ions. The same interpretation of ion pairs in Na/MTHF was 
proposed for the tetraphenyl boride anion: the contact ion pairs 
formed at higher temperatures become gradually more solvated as 
the temperature decreased.90 
For the Na/DEE system, a spin density of 0.16 x 10-3 was 
found at +16°C and -0.22 x 10-3 at -112°0. If the cation is· 
placed 3.0 - 3.5 R above the nodal plane, then, at higher 
temperatures, vibration about positions B or C gives the correct 
order of magnitude to the positive spin density [Fig. 3.12]. 
DEE is a weaker solvent than MTHF [see 3B.7] and it does not gain 
sufficient solvating power to "pull off" the sodium cation as the 
temperature is lowered. Hence the cation remains in the potential 
energy well, probably at position B, with about the same interionic 
distance at lower temperatures. Since the amplitude of vibration 
also decreases, the sodium ion spends more time in the nodal 
plane, leading to a negative spin density below -60°0. These ion 
pairs are regarded as tight ion pairs at all temperatures. Above 
-40°C the sodium cation in DEE has a lower positive spin density 
50. 
than in MTHF [Fig. 3.10]. This probably arises because the cation 
is slightly closer to the anion in DEEt which will have less 
peripheral solvation of a .tight ion pair than MTHF; this allows 
the cation to spend more time in the position of minimum energy 
about the nodal plane where p is small. 
0 
In the Li/DEE system, the positive contribution to the spin 
density of the tight ion pair is low at all temperatures 
[Fig. 3.10]. With the cation 3.0R above the molecular plane, 
vibration about position B leads to very small p
0 
values, 
according to the calculations. On the other hand, 
the name degree of vibration about C leads to a significantly 
larger positive spin density. This again suggests position B is 
the more likely site for the cation at short interionic distan-
ces. For a tightly-bound li.thium ion pair, 3.0R is about the 
expected distance. 
The remaining systems where alkali metal splittings were 
observed contain the larger K+ and Cs+ ions. At the larger 
interionic distances expected for their tight ion pairs, 
3.5 - 4.0 R, the most likely location of the cation is above the 
centre of the anion at position A. From the calculations for the 
lithium and sodium ion pairs it is evident that the amount of 
positive spin density acquired by vibration about position A is 
always small in all directions. The negative splittings observed 
are therefore expected for these cations. The small changes in 
these spin densities with tem~erature indicate little change in 
the interionic distance and therefore little change in the 
solvation state of these tight ion pairs. 
51. 
3B.7 Solvent properties and ion pair structure 
Since the solvent competes with the anion for coordination 
to cation sites, variation in solvent properties can lead to 
extensive changes in ion pair structure. Differences in solvating 
power cannot be explained merely in terms of dielectric constant 
- i.e. electrostatic considerations. An important role is played 
by donor-acceptor interactions (basicity) ~nd by steric 
factors. 37 , 99. Although the basicity of MTHF is higher than that 
of THF,37 MTHF is a poorer solvent because the bulky methyl 
group increases the average distance between the ion and the 
solvent's coordination site. DME is a more powerful solvating 
agent than THF, despite its slightly lower dielectric constant 
at +25°C (7.20 and 7.39 respectively).91 DME possesses two 
oxygen atoms in a favoured steric arrangement to coordinate 
simultaneously with the cation, whereas THF can form only a single 
donor-acceptor bond. This means the number of solvent molecules 
in the solvation shell is reduced in DME (probably two in DME 
compared to four in THF) and the entropy of solvation is 
favoured. 
Shatenshtein37 has shown that the nature of the metal is 
also important and that solvation interactions are determined by 
the specific features of both metal and solvent. Usually smaller 
cations have a stronger interaction with the solvent molecules 
because of their more intense electric fields. 
The generally accepted order of decreasing solvating power 
DME > THF > MTHF > DEE. Hence solvent-separated ion pairs are 
expected in DME and tight ion pairs in DEE, while the larger 
cations should form tight ion pairs in THF and MTHF, in agreement 
with earlier conclusions on ion pair structure. The lack of 
reduction in the Cs/DEE system indicates that even in very tight 
52. 
ion pairs, some degree of solvation is necessary to stabilise the 
structure. 
3B.8 Proton cou~lihg constants and ion pairin~ effects. 
The effects of ion pair formation on the ~roton coupling 
constants of radical anions potentially contain much'information 
on ion pair structure since they reflect the electronic distri-
bution within a molecule. However, these effects are usually 
small and are much more difficult to monitor accurately than 
h ' t 1 1 ' t t ' H . t 4 G I . ' 1 OO d c anges 1n me·a sp 1 1ngs. 1ro a, wa1zum1, an 
Reddoch101 have been able to correlate changes in proton coupling 
constants with changes in ion pair structure for acenaphthylene, 
· azulene and other anions where th&y found variation in splittings 
of up to 10%. However Reddoch49 could find no correlation 
between the coupling constants of naphthalene and the effectsof 
ion pair formation. Similarly, there seems to be no single 
trend for the proton coupling constants of pyrene [Table A.1]. 
This is hardly surprising, since the solvent-cation interactions 
depend on the detailed nature of both s~ecies and vary with 
temperature. As the average interionic distance varies so does 
the perturbation of the proton spin densities caused by the metal 
ions. 
In all the systems observed in this work, the Y coupling 
constant decreases as the temperature is lowered, in agreement 
with Reddoch's findings.55 This seems to be an intrinsic property 
of the pyrene anion and is probably due to out-of-plane 
vibrations. 55 
There are some noteworthy features of the observed a and p 
coupling constants. Firstly, in both the K/MTHF and Cs/THF' 
systems, ap(IP) is greater than ap(FI) and aa(IP) is less than 
53. 
a (FI). Theoretical calculations [3B.10] predict this trend when 
a. 
the cation is situated above the centre of the anion but not if it 
is oscillating in the x andy directions [Fig. 3.11]. 
Secondly, the free ion values in MTHF and THF are similar to 
each other and to those found in Li/THF and K/DME (Reddoch 
has noted that free ion splittings can be solvent dependent 49 ). 
This may indicate that "free" ions are present in the latter two 
systems rather than loose ion pairs. All four systems have 
temperature independent a. and 6 coupling constants. 
A third feature is that in nearly all cases where the coup-
ling constants are temperature dependent, both la 61 and laa.l 
increase on cooling, as observed by Reddoch.55 He considerAd 
this was probably a property of the free ion due to proton 
vibration out of the molecular plane. In this work, some coup-
ling constants shift towards the area of the "free ion" values 
while others move further away, which may arise from the 
existence of opposing effects. Usually lowering the temperature 
increases the proportion of loose ion pairs, 36 , 40 ' 45 but if the 
ion pair is solvent-separated initially, lowering the temperature 
may cause the solvent sheath to become tighter so that the ionic 
distance decreases and cation perturbation increases. On the 
other hand, the improved solvating power on decreasing the 
temperature may gradually pull the cation further away from the 
anion and decrease its perturbing influence on the proton spin 
densities~ This further underlines the complications in trying 
to predict ion pair effects as solvent, cation and temperature 
are altered. 
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3B.9 The g-values and ion pairing effects. 
Reddoch49 and Fraenkel50 have recently shown that the 
g-value of a radical anion may change upon ion pair formation. 
Their results suggest a strong correlation between the g-factor 
and the appropriate metal spin orbit coupling (soc) parameter 
(~). For the Cs/THF and K/MTHF pyrene systems, both ion pairs 
and free ions were present simultaneously and 6g = gFI - giP 
could be found [Table 3.1]. In both cases 6g increased as !aMI 
decreased and, as expected, 49 •5° giP was less than gFr• 
Fraenke149 investigated the temperature variation of the 
g-factor in the same terms that are used for metal hfa changes: 
1) thermal changes in the population of the vibrational energy 
levels causing gradual changes with te~perature (static model , 
and 2) a rapid equilibrium between two distinct ion pairs 
(dynamic model). He showed that a linear relationship between 
Ag and aM should result if the dynamic model applie~and found 
this held for the naphthalene (N)/Na/THF system but not for 
N/Cs/DME. 
The linear relationship found between Ag and la0 sl for the 
PY/Cs/THF system [Fig. 3.13] is surprising since, from the 
linewidths and the temperature dependence of aCs'there is no 
reason to suspect the involvement of a rapid equilibrium. As 
noted by Fraenkel, 49 this linearity does not prove that two 
ion pair species are present but means this could be the case. 
A static model is still favoured to describe this PY/Cs/THF 
system where the temperature dependence of'6g and aCsis due to 
variations in the relative populations of the vibrational levels 
of a single ion pair species. Fraenkel 1 s g-value analysis,5° 
de Boer's detailed nmr measurements of linewidths, 86 and 
Reddoch's esr studies49 indicate that the static model usually 
55. 
suffices to describe cesium ion pairs. 
The data for PY/K/MTHF is limited. Both 6g and ~ are con-
stant above ~-50°C, and linearly related below thi~ 
The low temperature deviation in the p v T graph [Fig. 3.10] and 
the linear dependence of 6g and ~ both indicate two ion pairs 
0 * could be present below ~-60 C. 
3B.10 Calculations 
An attempt was made to calculate the effects of a 
counter-ion on the proton hfs, based on the modified Huckel 
approach of McClelland,39 Ire suggested that the electrostatic 
interaction of the cation and anion could be approximated by 
adding a term 2 
-e /r (r is the distance Letween the ions) to 
the unmodified Huckel Hamiltonian; the eigenvalues and eigen-
functions are then calculated in the usual way and the spin 
l2 ' densities found from the relation p 4 = C ., where C . is the 
... Ol. 01 
I 
coefficient of the MO containing the unpaired electron, W 9 at 0 
atom i. Usually McConnell 1 s 15 relation. 
a, 
l = 
(3 .21) 
is then used to estimate the coupling constant, a 1 , of proton 
Hi bonded to carbon c1• 
Since a simple MO treatment cannot explain the occurrence of 
negative proton spin density, McLachlan 1 s 16 method was used to 
calculate corrected spin densities for the anion system, the 
McClelland-type calculation then performed, and McLachlan's 
method used again. McLachlan's calculation is a semi-empirical 
If this is the case, then the rate of interconversion is very 
fast since no linewidth effects are noted. Such an equilib-
rium would have a negligible effect on the thermodynamic 
parameters derived for 'the IP~FI process since, in the 
region used for this analysis, pLIP~ o. 
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way of accounting for n-n spin interactions and is usually 
preferable to a simple HMO calculation, especially where there are 
nodes in the unpaired electron~ MO. Electrostatic interaction 
energy calculations were carried out at the same time to locate 
the cation-anion positions that are energetically favoured. 
These calculations measure the energy difference between a 
perturbed (ion pair) and an unperturbed (free ion) system, 
allowing for the repulsion between the effective positive carbon 
cores and the positive charge of the cation, at a given position. 
The three locations of the counter-ion discussed earlier: 
A, B and C, were considered from 2 - 7 R above the molecular 
plane • 
1 . 
McConnell's relation 'was used with a value for Q of 
. 26.0 G. The calculated proton coupling constants are expressed 
graphically in Fig. 3.14 and the calculated interaction energy 
maps shown in Fig. 3.11. It is the trends in calculated values, 
rather than their magnit.ude, which are usually considered most 
useful. 
As noted earlier, in two cases where ion pairs and free 
ion were simultaneously observed, la~(IP) I > lar/FI)I and 
laa(IP)I < lap(FI)j, as predicted by position A only. However, 
for Li/DEE in the region where loose and tight ion pairs were 
rapidly interconverting,the resulting lineshapes indicated that 
la~(LIP)I > la~(TIP)I, as predicted by positions Band c. 
Exactly the same conclusions were reached from considerations of 
the spin density (3B.6): i.e. in tight ion pairs the Li+ ion 
resides over ring positions (probably position B) while the K+ 
and Cs+ ions are located above the centre of the anion. 
In these calculations, trends are a function of interionic 
distance. Any changes due to some mechanism other than the 
perturbing effect of the cation are ignored. 
Table 3.7 Experimental hyperfine coupling constants for PY/K/THF 
Position 
H 
a1 
H 
a2 
H 
al~ 
c 
a1 
c 
a2 
c 
a4 
c 
a11 
c 
a15 
0 
at -30 C. 
coupling constant~) 
(G) 
(-)4.813 
(+)1.029 
(-)2.121 
+ 7.10 
- 6.00 
(+)1.84 
(-)2.58 
0.20 
linewidthb) 
(G) 
0.03 
0.03 
0.03 
o.o6 
o. oJ~ 
o.o4 
0.03 
a) + 0.02 G; signs in brackets are predicted by theory, the 
others determined from experiment. 
b) linewidth of low field component. 
% 
2.2 
1 • 1 
2.2 
2.2 
1 .1 
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3C: 13c coupling constants 
From the original K/THF spectra it was clear that the extra 
lines Lyons had earlier observed for this system61 were not due 
to a potassium ion pair. Lyons had considered the lines were too 
intense to be due to the natural abundance of 13c nuclei present., 
However additional minor peaks were present in all the spectra 
discussed above which did suggest hyperfine coupling to 13c 
nuclei as their source. To try and resolve this question, an 
attempt was made to determine the 13c hfs of the pyrene anion. 
The 13c nucleus has a natural abundance of 1.1% and a spin 
quantum number of I ~. Thus the intensity of each 13c 
satellite relative to the parent proton line is given by 
(n/2) x 0.011 where n is the number of equivalent positions that 
can accommodate a 13c nucleus. This "intensity criterion" is 
often useful in assigning 13c splittings but must be used with 
due caution in view of the linewidth effects discussed below. 
To detect all the hyperfine components arising from 13c nuclei 
present in natural abundance in complex molecules like pyrene, 
spectra of very high resolution and an extremely good signal-to-
noise ratio are vital. Since dilute solutions and low microwave 
power are still required (to avoid masking the 13c components 
with broad proton lines), stringent requirements are placed on 
spectrometer performance. To achieve adequate sensitivity, the 
system (K/THF at -30°C) wa~ investigated under high-gain slow-
scan conditions.* The coupling constants listed in Table 3.7 
* Conditions used: Receiver Gain: 8.,0 x 103; Power 0.1 mW; 
Time Constant: 3.0 sec; Scan time: 2 hr.; Modulation 
Frequency: 10 KHz; Modulation Amplitude: 1.,25 x 1 o-2. 
FIGURE 3.15 
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The large lines labelled H1, H2 etc, are t~e out~5most lines due 
to the protons. The remaining lines are due to C and are . 
labelled as low-field, 1, or high-field, 1, satellites of the 
proton lines. The subscripts are the respective coupling 
constants. 
gave excellent simulation of the wings of these high gain spectra. 
With these values, no lines were observed in any part of the 
spectrum which could not be reasonably accounted for [Fig. 3 .151. The 
coupling constants were assigned to the five distinct C positions 
on the basis of theoretical splittings, intensity ratios and 
linewidth effects. 
Table 3.8 lists the n spin densities of the carbon positions, 
n p (Ci), calculated by a variety of methods. The expressions of 
Karplus and Fraenkel 105 
(3. 22) 
and 
::: (3. 23) 
were used to calculate the corresponding coupling constants. 
Linewidths provide information on the sign of coupling 
constants because of their linear dependence on nuclear magnetic 
quantum numbers (M). In dilute solutions, two of the most 
important effects in causing linewidth variations among different 
hyperfine lines are the anisotropic dipolar electron-nuclear 
interaction and the g-tensor anisotropy. According to the theory 
. 106 
of lineshapes developed by Freed and Fraenkel, the width of 
the principal* hf lines arising from an equivalent set of nuclei 
and characterised by M (say) are given by· 
T2-
1 
= A + BM + CM2 
where A, B and C are parameters related to the anisotropic 
contributions. 
(3. 24) 
B involves a cross term between the anisotropic dipolar and 
and g-tensor interactions which de Boer and Mackor 107 have shown 
* Principal hf lines are lines characterised by only one quantum 
number unequal to zero. 
Table 3.8: Calculated 13c hy~erfine coupling constants and s~in densities. 
Position Spin densities Coupling constants (G) 
HMO MeL UHF 
1 0.,136 0.187 0 .. 174 +4.467 +7.352 +6.625 +9 .. 9 + 7 .. 10 
2 0 -0.052 .;o.o42 -3.781 -7.050 -6.332 -7 .. 1 - 6.00 
4 0.087 0 .. 092 0 .. 085 +1.512 +1.968 +1.692 -2.9 (+)1.84 
11 0.,027 0.002 0.,011 
-2.276 -3.650 +3.278 (-)2 .. 58 
15 0 -0.012 -0 .. 001 -0 .. 751 -0 .. 255 -0.389 0•20 
a) Simple Huckel method102 
b) McLachlan method 16 
c) Unrestricted Hartree-Fock method103 
d) INDO method104 
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is always negative for 13c nuclei. Since A and C are positive, 
a positive (negative) coupling constant will have broader lines 
at high (low) field. Hence measurement of the, appropriate 
• linewidths can determine the sign of coupling constants. 
The C parameter is a function of the anisotropic intramol-
ecular dipolar interaction and although it is of no value in 
determining the sign of 
it can b~ of assistance 
108 hfs, Bolton and FrR.enkel 
in assigning 13c splittings. 
have shown 
They found 
that for any skeletal carbon, the largest part of this dipolar 
line broadening arises from the spin density on the atom 
containing the nucleus (the local spin density). Further, the 
linewidth contribution is approximately proportional to the 
square of this local spin density. This is most accurate when 
the local spin density is large, but is still a reasonable guide 
for low values. 108 Hence, whenever the dipolar interactions are 
large enough to cause a measurable effect on the widths, the lines 
from nuclei with a large local spin density will be broader than 
those from nuclei with a small spin density. 
Analysis of the linewidths of the observed spectra led to 
these conclusions: the sign of the 7.10 G splitting was positive; 
the sign of the 6.0 G splitting was probably negative (lines 
not as clearly resolved); the linewidth of the 2.58 G coupling 
constant was narrower than that of the 1.84 G splitting. There 
was some evidence that the 1.84 G splitting was positive but this 
was not conclusive. 
Although this procedure is general, it is much more useful 
for 13c than for proton sign determinations! this is because 
the anisotropic hf interaction varies as r-Y, where r is the 
distance between the unpaired electron and the magnetic 
nuclei in question. Vfuen C atoms are part of the n-electron 
system, the hf anisotropic effects are much larger at their 
nuclei than at the neighbouring proton nuclei; hence the 
linewidth variations are greater. 
60. 
All the coupling constants calculated by the Karplus-
Fraenkel method 105 .predict positive values for positions 1 and 
4, and negative values for positions 2,11 and 15 [Table 3.8] The 
two largest splitting constants could be assigned to positions 1 
and 2 respectively on the basis of their magnitudes, relative 
intensities and signs. The two remaining constants observed 
were present in equal ratios (2.2%), were of similar magnitude 
and clearly b&long to positions 4 and 11, since for position 15 
a 1.1% intensity ratio and a much smaller counling constant are 
108 predicted. From Bolton and Fraenkel, the dipolar aniso-
tropic contribution to the linewidth should be significantly 
greater for the 4 position; hence the 1.84 G splitting can be 
assigned to position 4 and the 2.58 G constant to position 11. 
As no other 13c hfs could be found, the coupling constant for 
position 15 must be less than 0.20 G and hidden by the massive 
proton lines. 
Spectra taken at +17°C and -78°C showed some slight 
variations in the 13c hfs, but no thorough analysis was carried 
out. 
Since analysis of the proton spectra for the PYjK/THF system 
indicated that ay was temperature dependent (while aa and a~ 
were not), it seemed likely that the apparent broadening that 
61 . Lyons observed was due to this temperature variation. To 
check this,several simulations were made of the ordinary proton 
spectra including the appropriate of 13c splittings~ Although 
these simulations are limited in that both high and low peaks 
have to be assigned the same linewidths, they did indicate that 
the variation in ay with temperature causes linewidth variations 
in some regions of the spectra. Furthermore, with linewidths 
61. 
attained in this study, a potassium hfs of 0.14 G would have been 
clearly evident. The coupling constants listed in Table 3.7 
explain the total observed spectrum satisfactorily. 
3D. Conclusions 
Based on the data and evidence of this chapter, the 
following ion pair classifications are suggested; the Li/DME, THF, 
MTHF; Na/DME, THF; K/DME, THF and Cs/DME systems consist of 
well-solvated loose ion pairs. The Li/THF and K/DME systems 
may even contain the "free" pyrene anion. Na/MTHF and Li/DEE 
also contain loose ion pairs at low temperature while the 
remaining systeme consist of tight ion pairs only. In loose ion 
pairs the cation is localised above the centre of the anion and 
greater than 4.5~ from it. The tight ion pairs of cesium and 
potassium are of similar structure but with a shorter inter-
ionic distance (3.5 - ~4.0~). Lithium and sodium tight ion 
pairs involve a shorter distance between the ions (~3.0- 3.5~) 
with the cation located above ring positions. 
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CHAPTER FOUR 
PERYLENE 
The perylcne anion was readily formed using the methods of 
Chapter Two. The four alkali metals Li, Na, K, Cs and the four 
ether solvents DME, THF, MTHF, DEE were used in all combinations. 
As with pyrene, the Cs/DEE system would not reduce the hydro-
carbon. 
Perylene has three magnetically distinct sets of protons, 
usually labelled a, B, Y [Fig. 4.1]. Each set contains four 
protons giving rise to 125 lines but, as most previous investi-
62-67 gators have noted, these are not all resolved because of 
accidental overlap arising from the magnitude of the small coup-
ling constant being about equal to the difference between the two 
larger ones. 
4A: Esr spectra observations 
The coupling constants listed in Table A.2, [Appendix A, 
page 124 ] were found by spectral simulation. As noted in Chapter 
Two, the use of lower power levels often narrowed the lines for 
perylene systems considerably. 
Li/THF, K/THF, Na/THF 
The spectra from these systems exhibited extremely narrow 
linewidths (20 mG) and at low temperature the Y proton coupling 
constants were resolved [Fig. 4.2]. As for many of the pyrene 
systems, asymmetry due to second order effects was observed.* 
• The average downfield second-order shift, as calculated by 
eqn. 3.2, is ~6.7 mG for the perylene anion. 
PYL/K/THF 
0 
-5? c 
PYL/K/DME 
-23°C 
FIGURE 4.2 
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FIGURE 4.3 
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Li/DME, K/DME, Na/DME These spectra were again extremely 
narrow (20 mG) but unlike the THF systems, the Y coupling con-
stant was never resolved [Fig. 4.2]. Very small additional lines 
astride the main proton lines were observed in all three systems, 
as was asymmetry of the signals due to s3cond order shifts. 
Qs/DME This system produced lines which broadened consider-
ably on increasing the temperature, although no cesium splitting 
was resolved. 
Cs/THF Dilution experiments showed both ion pair and free ion 
were present for this system at low temperatures (linewidth 
30 mG). The ion pair had a slightly higher g-value than the free 
ion* (giP - gFI ~ 6 x 10-6 ) and the outer components of the Cs 
hfs were broadened relative to the inner ones. Above -40°0, the 
lines broadened and overlapped so much thatspectral simulation 
in terms of two species was no longer possible. 
K/MTHF With very dilute solutions both ion pair and free ion 
lines were distinguished [Fig. 4.3]. No metal hfs was detected 
a.t any temperature (linewidth 23 mG) but some broadening was 
noted at higher temperatures. Again, the ion pair had a higher 
( -6, g-value than the free ion giP- gFI~15 x 10 • 
Li/MTHF At high dilution and low temperatures, ion pair and 
free ion lines could be partially resolved (giP- gFI~ 3 x 10-6 ) 
but on increasing the temperature the lines merged and the 
species could not be distinguished. No lithium hfs was observed 
at any temperature. 
The g-value of the free ion was taken as that determined for 
the Na/DME system,60 allowing for Allendoerfer's correction109 
and second order effects. 
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Na/MTHF The extremely narrow (20 mG) single lines found at 
low temperature for this system were split by hyperfine coupling 
to the sodium cation at higher temperatures. The free ion was 
indicated in these spectra, but its relative concentration and 
coupling constants were difficult to simulate because of overlap 
complications, especially that caused by the relation:: 
Cs/MTHF This system also produced spectra of both free ion 
and ion pair simultaneously. At low temperatures (-80°C) all 
lines were sharp (20 mG) with the ion pair present in greater 
concentration than the free ion. Above -50°C the free ion 
intensity was too low to be detected. Frequency measurements 
-6 0 
showed the giP was 222 X 10 sreat~ than gFI' from -100 c to 
-6o0 c [Fig. 4.4]. 
Li/DEE These spectra displ~yed narrow, single lines 
(linewidth 20 mG) at low temperature which were broadened at 
-43°C and resolved into four components at ~23°C. The Li hfs 
increased to 0.051 G at -3°C and remained constant as the 
temperature was increased. 
K/DEE For this system, a potassium splitting was observed 
throughout the temperature range, decreasing very slightly as 
the temperature was raised [Fig. 4.5]. All systems showed narrow 
linewidths (25 mG). 
Na/DEE The extremely narrow lines for this system 
at low temperature (20 mG) allowed resolution of the Y coupling 
constant. A sodium hfs was resolved at -89°C which increased 
steadily with temperature. At higher temperatures the linewidth 
was slightly inc rea sed ( 28 mG). 
Table 4.,1 Experimental Dissociation Constants. 
Cs/THF 
K/MTHF 
Na/MTHF 
Cs/MTHF 
Temperature (K) 
175 
192 
211 
231 
168 
188 
208 
228 
248 
245 
261 
277 
170 
187 
189 
208 
KD (moll-1) 
2.,96 X 10-~ 
9.15 X 10-6 
4.42 X 10-
2.93 X 10-6 
8.15 X 10-6 
4.45 X 10-6 
1.67 X 10-6 
1.25 X 10-6 
8.9 X 10-7 
6 -6 2 • 1 X 10 _6 2.01 X 10 6 1. 23 x 1 o-
1.77 X 10-~ 
9.89 X 10-7 8.33 X 10-
5.45 X 10-7 
Table 4.i Thermodynamic data for the dissociation of ion pairs to 
free ions. 
System 
K/MTHFa) 
Cs/THFa) 
Na/MTHFb) 
Cs/MTHFa) 
a) t.Ho 2 kJ -1 D = + mol 9 
b) t.Ho 4 kJ -1 D ::: + mol 9 
-1 kJ mol 
-9.6 
-12.9 
-14.9 
-5.7 
0 Mt =.:!: 10 J 
0 
t.Sn::: .:!: 20 J 
J K-1 mol-1 
-155 
-162 
-167 
-146 
K -1 -1 mol .. 
K-1 -1 mol • 
Values found within temperature range ~170- 240 K except Na/MTHF: 
245 - 280 K., 
4B. Discussion 
4B.1 Free ion - ion pair equilibria 
Thermodynamic data [Kdiss' ~H, ~S-Tables 4.1, 4.2, Fig 4.6} 
were obtained for the dissociation of perylene ion pairs to free 
ions: 
( 4.1) 
in the Cs/THF, Na/MTHF, K/MTHF and Cs/MTHF systems. The presence 
of free ions was established by dilution at constant temperature, 
and the thermodynamic analysis carried out as detailed in· section 
3B.3. The determination of the total concentration required in 
the expression for the equilibrium constant [Eqn. 3.6] is more 
complicated for perylene than for pyrene systems for two reasons: 
the formation of the dinegative ion and the disproportionation of 
the anion occur more readily for perylene35, 110 (cf. assumption 
2, page 32). ·Considerable care was taken to allow the metal and 
perylene to remain in contact for only a short time to minimize 
any direct reduction,to the dianion. 110 Szwarc has recently 
shown that the equilibrium constant for disproportionation 
reactions 
2 PYL- M+ (4.2) 
is very small when the cation is poorly solvated in both the 
anion and dianion. Since weak cation solvation is expected in all 
the systems studied and since the narrow lines indicate that no 
significant amount of perylene hydrocarbon is present (as 
required by eqn 4.2), the effect of disproportionation was 
considered negligible. 
Small ~H0 and ~S 0 terms were found for the dissociation of 
perylene ion pairs in the Na/DME, Na/THF and Li/THF systems by 
Szwarc and his co-workers. 36 •90 They concluded these systems 
4.6 
PLOTS OF LOG K vs } FOR THE DISSOCIATION OF 
PERYLENE ION PAIRS 
log K 
-5.0 
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contained solvent-separated ion pairs only. The dissociation 
enthalpy for the Cs/MTHF system is of the same small order of 
magnitude but in this case does not arise from the presence of 
loose ion pairs. 0 As discussed in section 3B.5,small 6H terms 
are expected when I6H 0 I ion-solvent is small. This can occur: 
1) when well-solvated ion pairs dissociate to fully-solvated 
free ions (e.g. loose ion pair in PY/Li/DEE system); or 
2) when tight ion pairs with little specific solvation dissociate 
to free ions which also have weak coordination with the solvent. 
Since the Cs+ ion has only a small specific interaction with 
THF40 ,91 molecules and MTHF is an even weaker solvating 
40 90 
agent, ' the second situation applies and the dissociation of 
tight Cs+PYL- ion pairs gives rise to only a small negative 6H0 
term. 
0 The larger 6H terms for the sodium and potassium ion pairs 
in MTHF indicate a greater change in the solvation sphere on 
dissociation. Assuming these ion pairs are still tight ion 
pairs,* this change arises mainly from an increased degree of 
solvent coordination with the free cation. Since a smaller 
"bare" ion generates a greater polarising field in its vicinity, 
the expected order of these cation-solvent interactions is 
Na + > K+ > cs; in agreement with the trend in the observed 
enthalpy changes. Similarly the order of the negative entropy 
changes is Na+ > K+ > Cs+, consistent with the stronger cation-
solvent interactions inducing more order in the solvent. 
Tight cesium ion pairs are proposed for the THF and MTHF 
systems, so that the larger negative 6H 0 and 6S 0 values in THF 
* The classification of tight ion pairs for the Na/MTHF system 
applies only to the higher temperature region (> ""'"'-25°0 ). 
where thermodynamic data was obtained. 
Table 4.3: Calculated Kd. and t.H0 values using the nsphere-in-continuumn model 
J.SS 
Solvent: . MTHF 
Temperature 
K 
4.0 i 
Kd. 9 l.SS X 10+ 
mol 1-1 
168 5 .. 83 
188 4 .. 53 
208 3.59 
228 2.,78 
248 2.14 
t.H 
-1 kJ mol 
.6 
-4.1 
-4.6 
-5.1 
-5.6 
Interionic distanqe 
Kd. J..SS ~~~x 
mol 1-1 
1 .. 91 
1 .. 56 
1.29 
1.06 
0.86 
5.0 R 
t.H 
kJ mol-1 
-2 .. 9 
-3.3 
-3.7 
-4.1 
-4.5 
6.o R 
Kd. 6 
l.SS X 10+ 
mol 1-1 
1 .. 76 
1.49 
1.28 
1.08 
4 .. 54 
t.H 
kJ mol-1 
-2.4 
-2 .. 7 
-3.1 
-3.4 
-3.7 
again reflect this solvent's greater solvation of the free Cs+ 
ion. Both these solvents must contribute some solvation stability 
to cesium ion pairs which the weaker DEE is apparently unable to 
provide. 
The dissociation of perylene ion pairs may be compared with 
that of pyrene ion pairs in the K/MTHF and Cs/THF systems [3B.3]. 
The,less negativ~ ~H0 and ~S 0 terms observed for perylene ion 
pairs arise because of the greater delocalisation of negative 
charge in the perylene anion. This lowers the Coulombic 
attraction between anion and cation and, since the degree of 
cation solvation depends on the competitive interactions of anion 
and solvent for the cation binding sites, leads to more extensive 
solvation in perylene ion pairs. Thus dissociation to the free 
ion state requires less change in the solvation sphere of the 
' 0 0 
cation, resulting in smaller negative values for ~H and ~S • 
Calculations based on the simple "sphere-in-continuum" 
model [section 3B.5] have often been in good agreement with 
observed dissociation parameters when bulky ions are present or 
when.specific ion-solvent interactions are absent. On both counts, 
reasonable agreement might be expected for a number of these 
systems, especially Cs/MTHF. ·Using eqns 3.16 and 3.18 , values 
0 for Kd. and ~H were calculated at a number of temperatures for ~ss 
·MTHF solutions [Table 4.3]. Although none of the observed and 
calculated values correspond closely, the best agreement is 
found for the Cs/MTHF system. As with pyrene ion pairs, it 
appears that the sphere-in-continuum treatment is too simple to 
describe adequately the dissociation of the ion pairs of perylene 
studied in this project. Szwarc36 found this model gave reason-
able results for solvent-separated ion pairs in THF solution. 
FIGURE 4.7 
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-X 
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4B.2 The Li/DEE system 
The type of temperature dependence shown by the lithium 
hfs in DEE [Table A.1, Fig. 4.8] is often interpreted in terms 
f d . 'l'b . b t d. ff t . . t 44-46 o a ynam1c equ1 1 r1um e ween 1 eren 1on pa1r ypes. 
In many such cases additional evidence is provided by linewidth 
effects, as found for the PY/Li/DEE system [section 3B.4]. 
However if the rate of interconversion of the ion pairs is very 
fast the lines become exchange-narrowed, so the absence of 
linewidth effects for the PYL/Li/DEE system does not preclude 
such an equilibrium. 
If the equilibrium exists, the equilibrium constant may be 
determined from eqn 3.9: 
K -
aTIP - aobs 
aobs - aLIP 
From Figure 4.8, likely values for aTIP and aLIP ara 0.051 G and 
o.o G respectively. Since the observed value of 0.051 G is 
constant over a temperature range, it seems reasonable, in this 
case, to assume this value of aTIP is temperature independent. 
K may then be calculated and, from its temperature dependence, 
6H 0 and 6S 0 may be found [Table 4.4]. A reasonably linear plot 
results from log K vs 1/T [Fig. 4.7], but this does not prove 
the process exists. The derived 6H0 and 6S 0 values are almost 
identical to those for the same process in the pyrene system: 
0 4 -1 0 -1 -1 AH = -3 .3 kJ mol . and AS =-171 J K mol • The slightly 
higher enthalpy change for the perylene anion may reflect the 
fact that solvent-separated perylene ion pairs will be more 
solvated because of the more extensive delocalization in the 
larger molecule. 
The existence of this equilibrium between tight and loose 
perylene ion pairs is only speculative. If it does exist, this 
analysis shows the derived thermodynamic parameters that describe 
FIGURE 4.8 
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PERYLENE ION PAIRS 
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it are of the expected order of magnitude. 
4B.3 Alkali metal coupling constants and ion pair structure 
As detailed in section 3B.6, the sign, magnitude, and 
temperature dependence of the cation spin density often provide 
insight into the structure of ion pairs. A graph of lpml vs T 
is shown in Figure 4.8 for perylene ion pairs. From the fact 
that daM/dt is usually positive, the alkali metal hyperfine 
coupling constants in the Na/DEE, Na/MTHF and Cs/MTHF systems can 
be confidently assigned to be positive. For the Cs/THF system 
the data are limited but the coupling constant appears to be 
positive. In K/DEE, the coupling constant magnitude changes from 
o.o44 G to 0.051 G (experimental plotting limits:0.006 G) over a 
100°C range. On the basis of a smooth change of p with increasing 
atomic number this coupling constant should be positive also. 
If the Li/DEE system can be represented by one species only 
(static model) then the lithium coupling constant is positive from 
its temperature dependence, but if the dynamic model applies 
[4B.2], it could equally well be negative. 
To locate which positions correspond to minimum potential 
energy, interaction energy.calculations [section 3B.10] were 
carried out•. The results, summarised in Figure 4.9, show energy 
minima above the 11peri"-bonds, [position C of Fig. 4.9], and 
above the naphthalenic rings [position E], at short interionic 
distances. These minima disappear at greater ionic separations, 
being replaced by a shallow well above the centre of the 
molecule. However this calculation does not consider repulsion 
• The 11peri 11 -bonds that join carbon 15 (17) to carbon 20 (18) 
were taken to be 1.20 K111; all other C-C distances were 
assumed to be 1.39 ~' and all bond angles 120°. 
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between the electrons in the n-system and those of the cation. 
At close interionic distances, the repulsion becomes important. 
At 3.0 ~' the most favoured position (from interaction energy 
calculations) is also a region where significant electron 
repulsion is expected. While it is difficult to estimate the 
precise effect of these opposing interactions, they probably 
shift the position of true minimum energy to somewhere between 
positions A and C, near position B. The energy minima over the 
naphthalenic rings are not shifted by these considerations. 
To help locate the most likely position of the counter-ion, 
the unpaired electron density oh sodium and lithium ions in ion 
pairs with the perylene anion were determined. When· the centre 
of a sodium ion is 3.0~ above the nuclear plane of the anion, the 
spin density map shown in Figure 4.10 was calculated. 
For the Na/MTHF system 1 the observed spin densities [Fig. l~.8] 
are readily obtained if the cation is situated near the centre pf 
the molecule, even up to 4;o ~ from the molecular plane. The lack 
of negative hyperfine splitting at lower temperatures implies ~hat 
the spin density decreases because of increased solvation. 
Insertion of a solvent molecule(s) between the ions greatly 
increases the interionic distance, so both p
0 
and p1 are 
vanishingly small. The spin density calculations suggest this 
system contains tight ion pairs at higher temperatures, with the 
cation at position B or perhaps E, and loose ion pairs at lower 
temperatures, with the cation well away from the anion and 
probably above the centre. A similar description fits the Na/DEE 
system, where, because of the weaker solvating power of DEE, a 
lower temperature is required to produce the solvent-separated 
FIGURE 4.10 
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ion pairs [Fig 4.8].* Alternatively, this system could contain 
tight ion pairs at all temperatures, as it daes with the pyrene 
anion. 
Since the Li+ ion is smaller and has a considerably 
greater polarizing field than the Na+ ion, DEE solvates ths 
lithium cation more easily. Thus, solvent-separated, ion pairs 
are formed at considerably higher t~peratures id Li/DEE than in 
Na/DEE [Fig. 4.8]. The variation in cation spin density between 
-60°C and 0°C may be explained in two ways: an equilibrium 
between tight and loose ion pairs as discussed in part 4B.2, or 
by the gradu~ formation of tight ion pairs from loose pairs as 
the solvating power of the solvent decreases with increasing 
temperatures and the cation moves closer to the anion. In this 
case the constant p may indicate a distance of minim~m approach 
has been reached at ~ 0°0. Such a minimum distance was envis-
aged by Goldberg and Bolton31 when electron repulsion and 
interaction energy interactions oppose each other. For an ionic 
separation of 3.0 ~. the spin density calculations predict a 
value of 0.4 x 10-3 at about the positions expected for minimum 
energy: positions B or E. Since the dynamic model with very 
fast interconversion between the different ion pairs and the 
static model predict similar observations, they cannot be 
distinguished for this system. 
The weaker solvation characteristic of larger cations allows 
the ion pairs in the Cs/THF, Cs/MTHF and K/DEE systems to remain 
tight throughout the temperature range. The average position of 
• The weaker solvating power of DEE also allows the Na+ ion to 
approach the anion more closely, or at least spend more time 
at the position of minimum energy. Since the most favoured 
position (B or E) is not a nodal plane, a higher positive 
spin density results. This is in contrast to the pyrene 
case, where the minimum energy position was over a nodal 
plane and the sodium spin density was greater in MTHF than 
in DEE (pp. 49-50). 
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these cations may be slightly out of the nodal plane, between A 
and B •. This is consistent with the movement toward the centre 
of the molecule of the minimum energy position as the interionic 
distance increases and with the (assumed) positive sign of the 
coupling constant. 
In the K/MTHF system, no metal hfs was resolved although 
broadening was noted at higher temperatures. Because the 
magnetic moment of potassium is small, a coupling constant of 
only 0.025 G (would lead to the observed broadening) gives 
rise to a spin density of "-' 3 x 10-3 • This is of the same order 
as the spin density in the tight ion pairs of Na/MTHF and Na/DEE., 
Hence the lack of a resolved potassium splitting does not rule 
out the formation of tight ion pairs that was indicated by the 
thermodynamic data [4B.1]. 
' 
4B.4 Proton coupling constants: observations and calculations 
McClelland-type calculations [section 3B.10] were 
performed with the cation placed in a number of likely sites: 
A, c, D, E. The calculated coupling constants are shown in 
Figure 4.11. 
As with pyrene systems, there appears to be no single trend 
correlating all the observed coupling constants in perylene ion 
pairs. For those systems where both ion pairs and free ions were 
present simultaneously, the magnitudes of the coupling constants 
of the free ion were smaller than those of the ion pair. This 
behaviour is predicted by placing the cation at A or perhaps C, 
but not at D and E. The r coupling constant in particular, 
seems to be a sensitive indicator of the amount of cation pertur-
bation. In systems where tight ion pairs are formed, layl is, 
always larger than in systems where loose ion pairs or free ions 
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are present. Only sites A or e predict this observation. 
From considering the interaction energy and cation spin 
density calculations [4B.3] it waD concluded that the most 
likely cation position in tight ion pairs was either between 
A and C or near E. The calculations of this section strongly 
favour the former site. Although only limited weight should be 
given to calculations of this type, because of the small nature 
of the observed changes and the various approximations in the 
treatment, a cation position near position B in tight ion pairs 
and A .in loose ion pairs does provide agreement between the 
calculated and observed quantities. 
The g-values and ion pair structure 
The positive g-shift on ion pair formation observed in 
these perylene systems is unusual. Frequency measurements were 
made only for the large g-shift in the Cs/MTHF system but small 
positive shifts were noted for three other systems where ion 
pair and free ion spectra were simultaneously observed. The 
magnitude and direction of g-shifts has been used by Brustolon 
et a1. 112 to assign likely structures to ion pairs of the 
naphthalene (negative shift) and biphenylene (positive shift) 
systems. 
113 From Stone's theory of g-values, changes due to ion 
pairing require a small contribution from a metal p orbital to 
the ground state wave function of the ion pair. Only the ~ 
orbital has an appreciable overlap with the single electron's MO 
if the cation is located over the radical plane. Spin orbit 
interaction can then couple this ground state with configuration-
ally excited states involving p metal orbitals, resulting in a 
g-value shift; this shift is proport~onal to ~ and inversely 
proportional to the energy difference between the ground and 
excited statea. 11 3 On both counts, greater g-value shifts are 
74. 
expected fQr the large~ alkali atoms. 112 According to Brustolon, 
a negative g-value shift arises from excited states which mix 
metal p orbitals with the singly occupied rt MO ('1.'1t 1 ), whlle a m+ 
smaller positive shift may arise from excited states which 
mix the p orbi tala with the highest doubly occupied 1t MO ('¥~) .. 
Brustolon reasoned that since these contributions to the g-factor 
depend on the location of the cation relative to the anion, the 
magnitude and sign of the shifts may provide some insight into 
the geometry of the ion pair. 
For naphthalene, Brustolon112 considered that placing, the 
cation. in a position w~ere '¥ ~ has a nodal plane but '¥:+1 does 
not, resulted in a negative shift. For biphenylene, a position 
where 'l'n is not nodal but '1.'1t 1 is, was predicted to give a m m+ 
positive shift in agreement with experiment. However, consid-
eration of the likely cation sites [A,C,D and E of Fig. 4.9] and 
the nodal properties* of w10 and w11 of the perylene anion, 
predicts negative and not positive shifts. With this approach it 
is also difficult to predict the negative shifts observed in the 
pyrene systems [section 3B.9]. Fraenkel50 has noted that the 
direction of the g-factor change on ion pair formation may not 
be as significant as the usual trends might suggest., 
4c. Conclusion 
Loose ion pairs are formed throughout the temperature range 
studied in all the DME and THF systems, except Cs/THF. This and 
the K/DEE, K/MTHF, and Cs/MTHF systems form tight.ion pairs at 
all temperatures. In the Li/DEE and Na/MTHF systems, the tight 
pairs which are present at higher temperatures are converted to 
xz and yz are nodal planes; for '1'11 ,xz is nodal 
loose ion pairs on cooling. The same may apply to the Na/DEE 
and K/MTHF systems or they may remain as tight ion pairs at 
lower temperatures. 
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In the solvent-separated ion pairs the cation is probably 
centred over the anion and 5.0R or more from it. The cation 
appears to reside somewhere between the central position and the 
"peri"-bonds in the tight ion pairs, at ionic separations vary-
ing from 3 - 4R. 
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CHAPTER FIVE 
NAPHTHALBNE AND THE DH1ETHYLNAPHTHALENES 
This chapter is subdivtded. The Introduction (section 5.1) 
contains details of the preparations, spectral simulation, and 
types of calculations performed. The spectra of naphthalene 
and the symmetric dimethylnaphthalenes are discussed for 
individual met~l/solvent systems in sections 5.2 - 5.9. · The 
trends fo~ this series of compounds are then discussed and 
compared in section 5.10 and the unsymmetric dimethylnaphthnlenes 
are considered in section 5.11. 
5.1 Introduction 
Naphthalene (N) and the six symmetrical dimethylnaph-
thalenes (DMN) [Fig. 5.1] were reduced by sodium and potassium 
metals in DME, THF, MTHF and DEE. The Na/DEE combination 
produced no significant reduction of the DMNs over a period of 
two weeks, despite several attempts for each compound and storing 
at various temperatures. The four unsymmetric dimethylnaph-
thalenes [Fig. 5.1] were prepared in the K/DME system only. 
0 . Spectra were usually obtained at ~20 C intervals from about 
- 100°C to room temperature, with the central lines recorded more 
frequently when metal hyperfine coupling was present. All 
spectra were measured manually, andspectral simulation then 
carried out of representative spectra of a given system. All 
metal hfs were determined by computer simulation. The coupling 
constants used in the simulated spectra are listed in Tables A.3 
A.4 and A.5 [Appendix A]. Spectra at intervening temperatures fit 
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observed trends. Where a metal splitting was assumed because of 
line broadening but was not resolved, it is in brackets. 
The methyl- and ring- proton splittings were assigned to 
molecular positions on the basis of calculated values and previous 
assignments. 69, 71 The aromatic proton coupling constants are 
undoubtedly negative and those of the methyl-protons positive. 71 
The temperature dependence of the metal hfs indicated positive 
coupling constants in all cases. 
Interaction energy and coupling constant calculations using 
the McClelland treatment39 [section 3B.10] were again performed 
to a~sess the electrostatic pe~turbing effect of the cation and 
its most favourec position relative to the anion. Various 
models have been proposed to account for the effects produced by 
substituting a methyl group for a hydrogen in an aromatic system 
and discus~ed many times, 71 •114911 5 It appears that the 
hyperconjugation model plus a small inductive effect gives the 
most satisfact~ry results. 71 •114 , 11 5 In this model, the methyl 
group is treated as a modified vinyl groupt C-C 1 -H3 , where C is 
I the substituted carbon atom of the original n system, C represents 
the carbon of the methyl group, and H3 is the pseudo-atom 
corresponding to a group of three hydrogens. The Coulomb- and 
resonance- integral parameters are then defined by the expressions: 
a.c = a + 5 C~' 
0 c t ~' ~cc' = kcc•l3 a.c, = a. + 
o H 13' 13f"'tH = kC'H 13 a.H = a. + 
3 3 
v 3 3 (5.1) 
'115 The parameters determined by Lazdins and Karplus for the 
toluene anion: 
kCC' = 0.86, kC'H = 2.50 
3 
(5.2) 
were used, with the small inductive effect included as o C = 0.15. 
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The spin densities calculated by this model were compared 
to the observed ring proton coupling constants (aH.) by using 
McConnell's relation 15 
l. 
( 5.3) 
where proton Hi is attached to carbon c1• Q was taken to be 
-26.0G. For calculating the methyl-proton splittings from spin 
densities, an expression analogous to McConnell's can be used .11 7 
= Q'p c 
i 
(5.4) 
where the i th methyl group is bonded to the i th aromatic carbon*. 
Values of Q' vary from ""'20 - 35 G; Q1 = 26.0 G was chos.en 
unless otherwise stated. Correlations of theoretical spin 
densities with experimental coupling constants have been per-
formed a number of times to test other expressions relating the 
71 74 115 . two, ' ' but s1nce the purpose of this project was to 
investigate ion pairing effects, only the simple expressions 
[Eqns. 5.3 and 5.4] were used. 
The interaction energy maps calculated by this model 
[Fig. 5.2] determine the most favourable cation positions 
allowing for only the electrostatic effects of the methyl groups. 
There is an additional steric interaction arising from the bulk 
of the methyl group and the finite size of the cation, which 
favours catio~ positions away from the site of methyl substitution. 
This tends to reinforce the electrostatic effect, producing an 
extra tthardening 11 of the walls of the potential energy well near 
the methyl groups. Both effects mean that the 2,3- and 1,4- DMNs, 
with both methyl groups in the same ring, are different from the 
other compounds in the series. They have energetically favoured 
* In this project, aCH = 
3 
constant of the methyl group. 
aMe always relates to· the ,E£?ton 
FIGURE 5.2 (ctd). 
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sites which are no longer symmetrically placed about the centre 
of the naphthalene skeleton and these sites are of unequal 
energy. Thus any motion of the c~tion between the two most 
favoured positions is between inequivalent sites for the 2,3-
and 1,4- compounds, but between ivalent sites in the remaining 
compounds. This has important consequences in determining ion 
\ 
pair structure and cation motion. 
Two pertinent observations can be made from Table A.3 
regarding the proton hfs in the DMN anions. Firstly, the values 
of a 5 and aMe in 1,4DMN and of a 5 and a1 in 2,3DMN change 
considerably (~0.5 G) as the solvent/metal combination is 
altered, v:ith the more strongly solvating systems (e.g. Na/DME) 
having smaner a 5 and Jar~ar aMe (a1 ) coupling constants than the 
weaker solvating systems (such as Na/MTHF). In all other DMN 
systems, the changes in coupling constants with changes in metal 
and solvent are much smaller ( ""0.1 G). This strongly suggests 
that the geometries of tight and loose ion pairs in 2,3- and 
1,4- DMN are significantly different, apart from the usual 
increase in ionic separation. The McClelland-type perturbation 
calculations show that when the cation is placed over a ring 
position, the coupling constants in that ring increase consider-
ably while those in the other ring decrease. Thus the observed 
changes in the proton hfs indicate that the mean position of the 
cation in the tight ion pairs of 1,4- and 2,3- DMN is nearer the 
--
unsubstituted ring than it is in loose ion pairs. Further, the 
lack of coupling constant change in the other DMNs indicates that 
the mean position of the cation in their tight and loose ion 
pairs is the same. These conclusions also follow from the inter-
action energy maps discussed earlier [Fig 5.2] which predict the 
~ position of the cation to be over the centre of the 
Table 5.1: Calculated Coupling Constantsa for naphthalene and the 
s~mmetric dimethylnaphthalenes. 
Compound ition HMO MeL INDO Exptal b 
N 2 1 .. 8 1.1. 0.9 1.8 
1 4.7 5.9 5.3 4.9 
1, 5DMN 2 1.5 0.9 1.,1 1.1 
3 1. 8 1.2 o.8 2.4 
4 4.5 5.7 5.0 4.5 
CH3 4.6 5.8 6.5 4.4 
1,8DMN 2 1.3 o.6 1.3 '1.7 
3 2.0 1. 5 0.5 1. 8 
4 4.4 5.4 5.1 lj.. 5 
CH3 4.7 6.0 7.5 4.6 
1, 4DHN 2 1. 5 0.9 1. 0 1.7 
6 1.8 1. 2 0.8 1. 8 
5 5.1 6.4 4.6 5.6 
CH3 4.1 5.1 7.3 3.0 
2 ,3DHN c~3 1.9 1. 4 1 .. 4 1.7 1.8 1 • 1 0.9 1.8 
1 4.3 5.5 5.7 4.3 
5 lj.. 7 6.0 4.9 5.2 
2,6DMN CH3 1.,4 0.7 1.8 1. 2 3 2.3 1.9 0.7 2.8 
1 4.4 5.7 5.3 lj.. 6 
4 4.7 5.8 5.2 4.8 
2,7DMN CH3 1.7 1. 2 1. 8 2., 1 3 2.0 1. 4 0.8 1 .. 8 
1 L1-., 2 5.3 5.3 4.4 
4 4.9 6.2 5.1 5.2 
a) Details of calculations in text; the aromatic proton coupling 
constants are negative, the methyl proton coupling constants 
are positive; methods abbreviated as in Table 3.8. 
b) Since the experimental coupling constants depend on metal, 
salven~ and temperature, only an approximate value can be 
listed here. Accurate values for each system are in Table A.3. 
Bo. 
anions for all interionic distances, except for the 2,3 and 1,4 
compounds. 
It follows that for 2,3~ and 1,4- DMNs the values of a 5 and 
a 1 and of a 5 and aMe respectively provide an indication of the 
state of solvation in a given system. Larger a 5 and smaller a 1 
(aMe) values indicate tighter ion pairs. The precise value of 
the coupling co~stants in the tight and loose ion pairs will 
depend on metal, solvent, and temperature. 
The second observation from Table A.3 is that in most 
systems, the values of the large coupling constant decrease 
slightly as the temperature rises. This implies that, for a 
given type of ion pair structure, the effect of weaker solvent 
interaction (equated with increasing temperature) decreases the 
large splittings slightly, as the McClelland calculations39 
generally predict for structures where the cation is placed above 
the centre of the molecule or is oscillating between positions 
above the two rings. 
Combining these two observations, the conversion of a loose 
to a tight ion pair in the 2,3- and 1,4- DMNs should be 
accompanied by a large decrease in a 1 (aMe) and a smaller 
increase in For the other anions no significant changes are 
expected. 
INDO calculations80 were also carried out to assess the 
accuracy of this approximate self-consistent field method in 
predicting the observed coupling constants through a series of 
methyl-substituted compounds. For naphthalene, the calculated 
values tend to be too high for the B and too low for the a 
positions. Deviations from the experimental values is even 
greater with the dimethylnaphthalenes [Table 5.1]. The 
much more empirical Ruckel method predicts the trends and 
FIGURE 5.3 
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observed values far more accurately. The lack of success with 
the INDO treatment may be partly due to the choice of bond 
lengths and angles. For all calculations, the aromatic bond 
lengths were taken to be 1.39R, the C-H bond lengths 1.084R, and 
the aromatic carbon-methyl carbon distance 1.52R. The aromatic 
0 bond angles were all assumed to be 120 and HCH angles of the 
0 * methyl group 109.47 • The orbital energy convergence factor 
was decreased by an order of magnitude to 10-5, and the calcu-
lations performed in single precision. 
5.2: Na/DME systems 
A Observations 
For all six DMNs and N, this combination of metal and 
solvent resulted in narrow lines and well-resolved spectra at 
low temperatures. From above /V-60° -~50°C the lines broadened 
and led to spectra of low intensity at higher temperatures. 
This observation was quite general and reversible and was not a 
concentration effect. With the 2,3-, 2,6- and 2,7- DMNs and N, 
a sodium splitting was resolved above .-v0°C [Fig. 5~3], while all 
lines of the 1, , ~,4- and 1,8- DMNs continued to broaden. For 
N and 2,3DMN, the= 3/2 components of the resolved sodium hfs 
were clearly broader than the ± 1/2 components, as ahown for the 
* There is a good deal of evidence to show that in some DMNs 
there is a significant amount of steric interaction. In 
particula~ peri-interactions between the methyls in 1,8DMN 
causes molecular distortions, as determined by its crystal 
118 13 119 1 120 
structure and by C and H nmr spectroscopy. There 
is also steric interaction between the peri-H (on C8) and a 
methyl group on c1 11 9• 121 and between the methyls in 1,2- and 
2,3- DMN.11~. None of these distortions were allowed for in 
the molecular geometries assumed for the calculations. 
naphthalene centre lines: 
+30°C 
The rem~ining spectra had such low intensity and broad features 
at higher temperatures that this effeGt could not be conclusively 
determined, but was probably present. Previously reported 
11free ion" signals49 were not observed in this system and 
b bl . t t . . . t. . th 1 81 pro a y aue o po ass1um 1mpur1 1es 1n ose samp es. 
A Discussion 
were 
No previous stu.dies of this system reported any metal hfs 
for the DMNs. 69 , 71 ' 74 However, sodium splitting in the riaphthale~e 
53 49 ~o 
system has been noted by Hirota , Reddoch, Fraenkel,~ and 
Tuttle123, although only Hirota has reported the linewidth effect. 
These s·od ium hfs compare well with those observed in this project, 
as does the· temperature dependence reported by Hirota and Tuttle 
[Fig. 5.3]. . ' . 98 t:;3 The nmr exneriments of Hendricks and ~irota/ 
have shown this splitting is positive at all temneratures. 
Reddoch 1 s 49 proton splittings are also in close agreement to 
those found in this work. 
Proton coupling constants have been reported for all six 
DMNs in ~his system by Gerson69 (at -70°C) and by Peake74 
(at -85°C), who found temperature independent values and 
considered this system to contain free ions, with the exception 
of 2,3DMN (and possibly 1,8DMN) at higher temperatures. Although 
there are a few differences [Table A.3], the agreement is 
satisf3ctory. The only other DMN coupling constants reported for 
this system are those of Campion71 for the 1,4 compound at -70°C 
[Table A.3], and these values are identical to those found here. 
Since metal coupling constants were resolved in some systems 
at high temperatures, th~ broadening observed in all others was 
considered to be due to unresolved metal splittings. To account 
for the observed M1 (Na)- dependent linewidth broadening, it is 
tempting to pootulate an equilibrium between tight and loose ion 
pairs [section 3B.4]. This situation usually gives rise to a 
characteristically curved temperature dependence for aM. 
Although followed over a limited temperature range only~ the 
resolved sodium hfs increases smoothly as the temperature is 
raised in these systems* [Fig. 5.3], so that, as has been pointed 
out for the N/Li/MTHF system, 87 there is no justification for 
assuming the existence of only two types of ion pair. Hirota's 
more extensive data53 suggests that, at higher temperatures, the 
temperature dependence of aNa for the N/Na/DME system becomes 
nonlinear. 
Assuming an equilibrium between tight and loose ion pairs 
does exist, the thermodynamic parameters cannot be confidently 
derived for it, since a realistic value of aTIP is needed at each 
temperature to estimate K [eqn. 3.9], and K is required to 
calculate the rate data [eqn. 3.10]. The existence of this 
equilibrium would suggest that only solvent-separated ion pairs 
0 
are present below rv-50 C, as concluded by Szwarc from spectre-
• The static model, depicting a gradual change from a loose to 
tight ion pairs, predicts this type of temperature dependence, 
but not the linewidth effect. 
FIGURE 5.4 
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122 photometric methods. Above this temperature, the free energy 
gain due to cation solvation is no longer enough to prevent some 
loose ion pairs from collapsing to tight ion pairs, which increase 
in relative concentration as the temperature is further increased. 
The equilibrium would need to operate over a large temperature 
range, as the spin density expected for a sodium cation in a tight 
ion pair with naphthalenic systems is not realised until at least 
100°C, according to Hirota's graph.53 The decrease in the proton 
hfs as the temperature is raised [Table A.3] presumably reflects 
the formation of tight ion pairs. 
In summary, the limitea data available indicates ion pairs 
are formed in this system but does not allow analysis of the ion 
pair equilibria involved. A rapid tight to loose ion pair 
equilibrium anpears to be operating over a large temperature 
0 
range, above ...v -50 c. 
5.3; I'f~/THF systems 
A ervations 
All spectra exhibited the same kind of changes with temp-
erature. At low. temperature ( <"'-100°C) single, narrow lines 
were obtained. As the temperature was increased, these lines 
broadened and by -70°0 the amplitude of all signals was very 
low. Between --70 to -45°0, a sodium hyperfine splitting emerged 
with the outer components (MI = z 3/2) broader than the inner 
lines (MI = + 1/2) [Fig. 5.4]. Increasing the temperature 
sharpened all the lines and increased the sodium splitting. 
Because of the similarity of the behaviour of these compounds in 
this metal/solvent system, only one system, N/Na/THF, was more 
thoroughly analysed for linewidth broadening by recording spectra 
aNa 
(G) 
1.25 
1.0 
0.75 
0.5 
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on an expanded scale (4G/L~o em). The temperature dependence of 
the metal coupling constants is shown in Figure 5.5. 
B Discussion 
The N/Na/THF system has been the subject of numerous 
studies. Atherton and Wcissman, 18 Reddoch, 49 Hirota, 45 and 
Fraenkel49 nave all reported sodium hyperfine constants in good 
1+9 
agreement with those observed here, as are Reddoch's proton 
splittings. Nmr studies 53 ' 9B have shown that the sodium coupling 
constant is positive. A number of these studies also report the 
superposition of free ion and ion pair spectra, but peaks due to 
the free ion were not detected under the conditions used in this 
study. Conductance studies36 have proved that the concentration 
of free ions was too low to account for the reported intensities 
of "free ion" peaks in early esr studies. 18 Similarly, electron 
transfer rate studies 34 • 47 •124 indicated these signals (or at 
least part of them) were not due to the free ion. Recently 
Tuttle125 provided some explanation for the discrepancy between 
the esr and other results in terms of potassium impurities 
[section 3A, PY/Na/DEE system]. From Szwarc 1 s36 ion pair 
dissociation constants, some free ion lines would have been 
expected under the conditions used here, and the failure to 
observe them is surprising. Tuttle123 found a similar absence 
of free ion signal in t~e biphenylene/Na/THF system where 
calculations showed an equal amount of ion pair and free ion 
should have been present. An additional set of spectral lines of 
low intensity was observed in the 2,6DMN system and were simulated 
at -45°C with aMe = 1.222 G, a3 = 2.629 ~ a 1 = 4.656 G, a 4 = 4.797 
G, aNa = o.oa. An additional set of lines of even lower intensity 
was observed for 2,3DMN in this system. These species may be the 
free ion. 
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The temperature dependence of the sodium hfs has been 
attributed to a reduced amplitude of vibration of the cation 
about the centre of the anion18 or to a shifting equilibrium 
between tight and loose ion pairs. 45 Using the latter model, 
86. 
Hirota obtained thermodynamic parameters for the interconversion. 
Although he also noted the selective broadening of the outer 
sodium hfs components and has published full kinetic data for 
the mixed solvent THF-DEE systems, 49 Hirota does not appear to 
have fully analysed the THF system •. Only '1: TIP~ 5 x 1 o-9 s and 
* -1 . 6H1 ~ 20.9 kJ mol have been reported as far as is known. 
There seems little doubt that solvent-separated and tight 
ion pairs are present in the N/Na/THF system; besides Hirota's 
evidence, 45 Smid40 has observed both species by optical methods 
and Fraenkel 49 has found the shift in g-value with temperature 
is linearly dependent on laNai' a result expected if the ion pair 
equilibrium model applies. Szwarc 1 s36 studies of ion pair 
dissociation yield values characteristic of contact ion pairs 
at high temperatures and loose ion pairs at low temperatures. 
Further evidence is supplied by the proton coupling constants of 
the 1,4- and 2,3- DMN anions: as outlined at the beginning of 
this chapter, a large decrease in aMe (a1 ) and an increase in a 5 
are characteristic of a change from a loose to a ~ight ion pair 
structure with these anions. The substantial changes observed 
in this Na/THF system as the temperature is altered clearly 
indicate loose ion pairs at low and tight ion pairs at high 
temperatures. 
On the basis of these observations and the similarity of all 
spectra, a tight-loose ion pair equilibriu.m was assumed for all 
seven systems studied here. 
Hirota's method of analysis has been described in section 
3B.4 along with the equations and definitions involved. The 
Table 5.2: Calculated equilibrium constants and tight ion pair 
fractions, for the interconversion of tight and loose 
ion pairs. 
System: N/Na/THF 
Temperature Method (see text) 
(oC) 
aTIP = 1.15 G aTIP - line A aTIP - line B 
Kx10-1 PTIP Kx10-
1 
PTIP Kx10-
1 
PTIP 
-64 55.34 0.15 35.14 0.22 32.4 0.24 
-54 21.25 0.32 12.33 o.45 11.2 0.47 
_L~5 9.86 0.50 4.56 o.69 3. 91 0.72 
-35 6.64 o.6o 2.58 o.8o 2.10 o.83 
-23 3.82 0.72 o.82 0.92 o.48 0.95 
-11 2.91 0.78 o.44 0.96 0.20 0.98 
K: + 5% PTIP: + 29& 
-
Table 5.3: Thermodynamic data for the interconversion of tight 
and loose ion pairs 
Method 
"[see text) 
aT IP ::: 1. 15 
aTIP - line A 
aTIP - line B 
aTIP = 1.15 
non-esr 
System 
6H 0 
kJ mol-1 
-16.3 
-28.6 
-34.4 
-42.9 
-23.4 
-20.1 
-28.9 
N/Na/THF 
..-72 
-122 
-156 
-195 
-100 
-84 
-134 
-1 
+ 1.5 kJ mol ; 
References 
This work 
It 
" 
H . t 45,46 1ro a 
122 Szwarc 
equilibrium constant for the process: 
TIP 
is given by: 
K = 
LIP 
a 
obs 
aLIP 
(3.8) 
Szwarc 48 has questioned this method of analysis because it is 
generally assumed that aTIP and aLIP are temperature independent. 
If this is not the case, the derived thermodynamic parameters 
can be in considerable error. To assess the effect of these 
assumptions for the N/Na/THF, the data obtained in this project 
were treated in two ways: 
1) aTIP and aLIP were taken to be temperature independent and 
equal to 1.15 G and 0.0 G respectively, the values assumed by 
l~5 Hirota., 
. 2) aTIP was assumed to vary linearly with temperature, similar 
to the approach used for the PY/Li/DEE system. The lines 
labelled A and B in Figure 5.5 were considered reasonable choices 
for estimating aTIP at different temperatures. The most reason-
able value for aLIP seems to be'zero, throughout the temperature 
range. 
From the experimental coupling constants and using Eqns 3.9 
and 3.11, K and pTIP were found at a number of temperatures for 
each approach [Table 5. 2]. From plots of log K vs 1/T [Fig. 5.6] 9 
the enthalpy and ~ntropy changes can be found [Table 5.3]. The 
points resulting from approach \with aTIP = 1.15 Gat all temp-
eratures, appear to lie along two linear portions (in contrast to 
that found by Hirota 45) and the results 'for both portions are 
given. While approach 2, with temperature dependent aTIP values, 
yields a more linear dependence of log K, none of the lines 
Table 5.4: Thermodynamic and kinetic dataa) for the interconversion 
of tight and loose ion pairs. 
Temperature 
oc 
-23 
-23 
-34 
.:.35 
-45 
-45.5 
-50 
-54 
-54 
* liH1 = +12.3 
liS=!: 1 = -33 J 
liH::f 
. uo1 = +43.1 
kJ mol-1 
K-1 mol-1 
kJ mol -1 
liS::F -1 -1 
= -r100 J K mol 
-1 
29.7 
32.1 
15.5 
17.1 
11.1 
10.9 
11 .. 2 
9.93 
9.85 
System: N/Na/THF 
Method 
- line A 
k1 10-7 
-=1 X 
s 
1c75 
2.62 
2,.44 
3 .. 38 
3.24 
3.37 
4.,69 
4.69 
4 .. 85 
liH* 1 = -11.2 kJ mol-
1 
llsi; = 4 -1 -1 -1 7 J K mol 
11 6~* +27.3 -1 = kJ mol 
-1 
lli +27 J -1 -1 = K mol 
-1 
a) k::: 200),; l:II-I:j::: -1 liS;f: 15 J -1 1 ~1 + .::!:. 3.5 kJ mol ; + K mo 
-
b) uses a 
obs from 10 G/40 em spectra 
c) uses a 
obs from 4 G/40 em spectra 
b 
c 
c 
b 
b 
c 
c 
b 
c 
88. 
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correspond to that £ound independently by Szwarc from studies 
of electron transfer reactions. 
Th 1 . d . t f s I 1 • • t . . 48 f H . t I e va 1 1 y o zwarc s ear~1er cr1 1c1sm o 1ro a a 
approach is clearly evident from Tables 5.2 and 5.3 and from 
Figure 5.6. If Szwarc's thermodynamic parameters are correct, it 
appears that the temperature dependence of the tight (and perhaps 
loose) ion pair sodium splitting must vary in a non-linear way in 
order to fit the observed esr data. There is no a priori reason 
for aTIP to vary linearly with temperature, but in the absence of 
other indications it seems a reasonable assumption. 
Since approach 1 (with the 11best 11 slope) and approach 2 
using line A gave reasonable agreement with Szwarc's t.H 0 and 6S 0 
values respectively, they were both employed for the kinetic 
analysis of the linewidth broadening. Rate constants for the 
interconversion process can be found from Eqn. 3.10 [Table 5.4].* 
The calculated values are again very dependent on the approach 
used, especially at higher temperatures. The large variation in 
these values, when the onll difference in the calculations is the. 
value assigned to aTIP at a given temperature, is quite remarkable. 
Plots of log k1 vs 1/T and log k_1 vs 1/T are shown in Figure 5.7 
and the derived activation parameters, t.H* and 68~ are listed 
in Table 5.4. As pointed out previously [3B.4], the breakdown of 
kinetic data into thermodynamic terms may not be valid for these 
sys terns, so the t..H* and t..S :f: values may not be meaningful. It is 
preferable to consider the rate data at different temperatures, 
by using free energy diagrams [Fig. 5.8]. 
* Rate constants were calculated using the linewidth data from 
the 4G/40 em spectra; the fact that the metal coupling 
constants used were those observed in both 4G- and 10G-/40 em 
spectra and were not 11smoothed 11 out by graphical procedures, 
accounts for small variations only. 
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These show that the same trends are predicted by both approaches 
as the temperature varies, but that the free energy differences 
involved are very dependent on the assumptions involved. 
Clearly the thermodynamic parameters obtained using Hirota's 
traditional treatment45 •46 must be viewed with much caqtion 
unless the accuracy of the initial ~ssumptions can be verified. 
FIGURE 5.9 
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Analysis of the temperature dependence of the sodiu@ 
splitting for the DMN anions leads to 6H 0 and 6S 0 values similar 
to those of the naphthalene analysi~. The effect of methyl-groups 
substitution causes the absolute value of the sodium splitting to 
increase in the order (20°C): 1,5< 1,8<N <1,4<2,3 <2,6<2,7. 
The implications of this will be discussed in part 5.10. 
5.4: Na/MTHF Syste~~ 
A Observations 
At all temperatures, these spectra exhibited sodium 
splittings [Fig. 5.9]. At most temperatures the lines were 
narrow [Fig. 5.10] but some broadening occurred at very low 
temperatures where a second species, without sodium coupling and 
in low concentration, was sometimes observed(< -100°C). This 
could have been the free anion or a solvent-separated ion pair 
but no measurements or dilution studies were carried out. In 
spectra of the N/Na/MTHF system, the outer components of the 
sodium splitting appeared to be slightly broader than the inner 
components at very low temperatures (below ~-90°C). This was 
probably true of the DMN spectra but the greater number of over-
lapping lines makes this uncertain. The differences were too 
small and the uncertainties too large to make any analysis worth-
while. 
B Discussion 
The sodium coupling constants obtained in this system are 
very similar to those found by Atherton and Weissman, 18 Hirota46 
and Goldberg and Bolton31 for naphthalene and by the latter 
workers for 1,5DMN. 
The large magnitude and the linear temperature dependence of 
FIGURE 5.10 
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the sodium hfs indicates that only tight ion pairs are present 
throughout the temperature range studied.* This is in contrast 
to the situation in THF where loone ion pairs are also present 
and a rapid equilibrium between the two forms exists, but is in 
keeping with the greater solvating power of THF. It may also be 
contrasted with the anthracene/Na/MTHF system where Hirota45 has 
shown a tight-loose ion pair equilibrium also exists. Since 
anthracene has a more diffuse negative charge distribution, its 
ability to compete with the solvent for interaction with the 
positive ion is less than that of naphthalene. This difference 
apparently allows the MTHF molecules enough relative coordinating 
ability to form loose pairs in the anthracene system, whereas 
they have insufficient power.to form them in the naphthalene 
system, except perhaps at very low temperatures where this power 
is greatest. 
The magnitude and behaviour of the structure-sensitive 
proton splittings of 1,4- and 2,3- DMN [a5 and aMe (a1 )J indicate 
tight ion pair formation only. The a 5 coupling constant increases 
considerably on cooling, which may result from some slight 
changes in geometry within the tight ion pair caused by the large 
solvent molecules as the external solvation of the pair 
increases. 
At +20°C, the order of increasing sodium splittings among 
the ser of compounds is the same as for Na/THF: 
* 
1,5< 1,8< N <1,4 <2,3 <2,6 <2,7. 
The apparent M -linewidth dependence observed at very low 
temperatures z may indicate a rapid equilibrium between 
tight and loose ion pairs; thus loose ion pairs may also be 0 . 
formed below """"'-90 c. 
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5.5: Na/DEE s~stems 
A Observations 
Of all the compounds, only naphthalene could be reduced to 
any significant extent in th system, and this reduction 
occurred more readily at lower temperatures. The spectra of 
this system showed a large temperature-dependent sodium splitting 
and, below -30°C, selective broadening of the MI = + 3/2 
components of this splitting [Fig. 5.11]. 
B Discussion 
Szwarc 127 has reported difficulties in reducing naphthalen~ 
in this system and found the process was enhanced by low 
temperatures. Despite attempts under various experimental 
conditions, the DMNs could not be reduced sufficiently to 
produce any esr signals. Since some degree of solvation seems to 
be necessary to stabilise all ion pairs, the lack of reduction of 
the DMNs may reflect a steric effect of the methyl groups. Their 
size may prevent solvent molecules from approaching closely 
enough to solvate the periphery of the tight ion pairs to a 
sufficient extent for them to be stable. 
In naphthalene spectra, no additional lines due to a 
second ion .pair species, as noted by Hirota45, 46 and Fraenkel,50 
81 122 
were observed at any temperatures. As Tuttle and Szwarc 
have pointed out, these extra peaks were almost certainly due to 
traces of potassium in these samples. 
The observed sodium coupling constants seem to be marginally 
50 127 . 46 greater than those found by Fraenkel, Szwarc and H1rota 9 
but the differences are small and the temperature dependence 
similar [Fig. 5.12]. At higher temperatures, the aNa vs T plot 
begins to flatten out, as Hirota observed. 46 Both Szwarc and 
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The large sodium splitting and the weak solvating power of 
DEE make it very unlikely that any species other than tight ion 
pairs exist in this system. Hirot:6 has suggested the broadening 
in this system is due to a rapid equilibri':lm between two distinct 
tight ion pairs. TIP(1) k1 TIP( 2), in contrast to 
k_1 
the PY/Li/DEE and N/Na/THF systems previously considered, where 
one species was a loose ion pai~. Since the observed coupling 
constants give no indication of reasonable aTIP and aLIP values, 
which are required. for analysis of this equilibrium [Eqns 3.9, 
3.10, 3,11] Hirota's values of 2.45 G and 0.75 G 
9 
respectively were assumed. Analysis of the observed data in the 
usual way [sections 3B.4 and 5.3] yields the results in Table 5.5 
and Figure 5.13. A comparison of the thermodynamic parameters 
found here and those determined by Hirota shows good agreement. 
Since the separation of rate data into D.H=F and 6S* terms for 
processes of this type must be treated with caution [section 3B.5], 
the interconversion between the two species is best represented 
by free energy diagrams at a number of temperatures [Fig. 5.14]. 
Unlike the NjNa/THF system, there are no other obvious 
values to take for aTIP and aLIP so as to compare the results of 
an analysis with alternative assumptions. As would be expected, 
the D.H 0 and D.S 0 terms show the conversion of a tight ion pair 
into another tight ion pair requires much less change in the 
solvation sphere (and therefore smaller 6H0 and D.S 0 values) than 
does the change from a tight to a loose ion pair. The rate of 
this process is also significantly faster. However, in view of 
the doubt that must be associated with the estimating of the 
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aTIP and aLIP values, it may be unwise to place too much weight 
on the absolute values of the derived data. 
5.6: K/DME systems 
A Observations 
All systems displayed narrow lines at low temperatures. 
For N, 1,5- and 1,8- DMN 9 the linewidths increased only slightly 
at high temperatures, but for 2,3-, 2,7-, 2,6-, and 1,4- DMN, 
line-broadening began about -40° to -30°0 and was partially or 
fully resolved into a potassium hfs at higher temperatures 
[Table A.lO. 
The 1,4- and 2,3- DMNs also exhibited ~nether linewidth 
effect. Using the usual notation for describing spectral lines•f 
only the M1 (cH3 ) = -M1 (5) = o, .:;t1 lines remain sharp in 1,4DHN 
0 
as the temperature is varied [Fig. 5.15]- At -90 C, all lines 
are reasonably narrow but the height of the lines with MI(CH3 )* 
- M1(5) is less than that expected. As the temperature is 
increased these lines broaden until ~-25°C, above which they 
increase in height again. Similar behaviour is observed for 
2,3DMN in this system, where only lines with M1(1) = + MI(5) 
Each line is described by one of the z components (M1) of the total spin (I) of each of the sets of nuclei in the molecules. 
For 1,4DMN, the four sets of proton nuclei have coupling con-
stants denoted a2 , a6 , a 5 and aCH aMe' and M1 values 
denoted by M1(2), M1(6), M1(5) and ~ 1 (cH3 ). The lines arising 
from proton splittings in 2,3DMN are similarly described.by 
M1 (cH3 ), M1(6), M1(1) and M1(5). For negative (positive) 
coupling constants, the downfield lines are described by 
negative (positive) M1 values. All the ring-proton splittings 
are considered negative and all methyl-proton splittings 
positive.71 
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remain narrow as the t~mperature is va~ied [Fig, 5.16]. In this 
case, maximum broadening. occurs over a slightly lower temperature 
range (rv -50 to -30°C) than in 1, 4DMN ( "'-"' -60 to -40°C). 
B Discussion 
No potassium hfs has been detected by esr measurements for 
any of the DMNs or N reduced in K/DME. For naphthalene, 
Hendricks98 did find a small splitting (positive at high and 
negative at low temperatures) by the nmr technique and to explain 
the change of sign, he concluded that contact ion pairs were 
present over the entire temperature range. Reddoch49 considered 
this system contained ion pairs at higher temperature and the 
free ion at lower temperatures, on the basis of the temperature 
dependence of the proton coupling constants. His values and those 
reported here are in excellent agreement [Table A.3], Of the 
DMNs, Campion71 reported the 1,8 compound in K/DME at -70° and 
Peake74 found all six compounds gave identical results in K/DME 
to those in Na/DME, but with less resolution. Rieke72 observed 
the 2 93DMN/K/DME system and found similar coupling constants and 
shifts with temperature to those found in this project [Table A.3]. 
He considered the low temperature species to be the free ion and 
the high temperature species an unsymmetrical ion pair, with the 
large shift on cooling resulting from the dissociation of the 
ion pair. No mention was made of the broadening of certain lines 
as observed here, although the spectrum published in Rieke's 
paper72 appears to show lines of smaller height than expected, 
The most interesting aspects of this K/DME system are the 
selective broadening of lines and unusual shifts in the proton 
coupling constantq especially a 1 (aMe)' observed for both the 
2,3- and 1,4- DMNs. 
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Changes in the coupling constants of 1,l~- and 2,3- DMN were 
discussed above (p. 80) where it was concluded that a large 
decrease in aMe (a1 ) and a smaller increase in a5 were expected 
for these compounds if loose ion pairs were converted into tight 
ion pairs. Such shifts are observed as the temperature increases 
within the K/DME system of both 1,4- and 2,3- DMN [Table A.3]. 
On this basis, change from tight to loose ion pairs on cooling is 
postulated for these systems. The change may be dynamic (rapid 
equilibrium between the two ion pairs) or static (gradu~l 
transformation) in nature. 
Although this process accounts for the observed changes in 
the proton coupling constants, it does not nece~sarily cause the 
broadening of certain lines that was observed for the 1,4- and 2,3~ 
DMN anions in K/DME. The line-broadening results from a modulation 
of the spin densities on the 1,4,5 and 8 positions. The 
modulation causes a time-dependent variation in tho hyperfine 
splitting which, from the Uncertainty Principle, leads to 
broadening when the lifetime of a spin state approaches the 
inverse of the normal linewidth. In the dilute solutions used, 
this modulation must be caused by an intramolecular rate process 
involving the cation. If the cation movement is between two 
positions in the anion, A and B say, the process may be represented 
by (5.4) 
Positions A and B may change with temperature. To preserve the 
symmetry of the molecule this movement must be in the x, y or z 
directions. In discussing these motions, the 2,3DMN anion will 
be used but all considerations apply equally well to the 1,4DMN 
system. 
Cation movement in the x direction can be immediately 
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discounted because it leads to an out-of-phase* modulation of a5 
and a1 , which causes only alternate lines to broaden.
32 In this 
case the M1(5) = ± 1 and the M1(8) = ± 1 linea would remain 
sharp and the centre line would broaden, contrary to the observed 
Cation movement in the y and z direction produces in-phase 
modulation* of the anion spin densities. Although the spin 
density at protons 1 and 4 is changing with time, the two protons 
are equivalent at any instant. This means theapectral linea can 
still be described by the total nuclear spin quantum number 
M1 = m1(1) + m1(4) and can be treated as if they result from one 
interacting nucleus with a total spin density of I = I(1) + I(4) =1. 
Similarly for the protons at the 5 and 8 positions. 
For very fast rates of in-phase modulation, an averaged 
narrow set of lines appears. For very slow rates, the indi~idual 
spectra of A and B are superimposed with all lines again sharp. 
In the limit of 11slow 11 exchange, the lines whose position is 
altered by the exchange process are broadened by an amount 
proportional to the exchange rate but almost independent of the 
induced changes in their position, (6w)**. For form A, this gives 
a broadened signal centred at wA with the broadening due to 'the 
exchange given by 126 
-1 T2 (ex) = 
-1 
rcA (5 .. 5) 
In the limit of 11faat 11 exchange,*"' the exchanging lines appear at 
---------------------·-------------------------------------------------------
* For out-of-phase modulation, when a 5 increases, a8 decreases by the same amount; as and a 8 have the same time-average hyperfine splitting and the proton nuclei are said to be 
equivalent. Similarly for a 1 and a~. For in-phase modulation, the nuclei always have the same instantaneous hyperfine 
splitting and are said to be completely equivalent.93 
** For 11slow 11 exchange the lifetimes 'T:A and 'T:B must be suffic-
iently large compared t9 the invlrse of the frequency 
separation, ( wA - wB)- = (6w)- • The conditions for 
different exchange regions are more exactly defined in 
Table 3.6. 
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an averaged frequency and are broadened by an amount proportional 
2 126 to both the rate and 6W , . 
-1 ) 2 2 2 
T 2 (ex = p A PB (w A - W B) ('t' A + 't' B) (5.6) 
where pA and pB are the probabilities of finding forms A and B. 
At intermediate rates of exchange a more exact equation such as 
that of Gutowsky and Holm95 is required to analyse the broadening. 
Equation 5.6 can be rewritten in terms of the coupling constants 
of forms A and B, as 
-1 ) T2 (ex = ( 5. 7) 
where 't' = an~ Y9 is the magnetogyric ratio of 
a free electron. Hence, in the general case where all the coup-
ling constants in A and B differ, all lines but the central line 
(M=O) broaden and many different linewidths result. Clearly if 
the coupling constants for somA nuclei are identical in forms A 
and B, these lines remain sharp (6a=O). Since the lines 
associated with the hyperfine splittings of the nuclei at position 
2 and 3 and at 6 and 7 do not broaden, these splittings must 
be changed little by the motion of the cation (i.e. 6a ~ 0). 
There are two additional lines which remain sharp: those 
with M1 (1) = M1 (5) = ~ 1 in 2,3DMN and those with M1 (5) = 
-M1 (cu3 ) = + 1 in 1,4DMN. To account for this a special 
numerical relationship between the changes in the coupling 
constants resulting from the exchange process must be satisfied: 
the magnitude of the change induced in a 1 must be the same as 
that induced in a 59 
i.e. l6a1 1 = l6a5 1 for 2,3DNN 
and (5.8) 
lbaMel = l6a5 1 for 1,4DMN 
This means that from the centre given by 
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! Cla1 1 + la5 1J for 2,3DMN, and! ClaMel + la5 1J for 1,4DMN, 
will be the same in forms A and B and thus remain sharp. 
Of the two directions for cation motion, movement in the z 
direction represents the interconversion of tight and loose ion 
pairs by a rapid equilibrium. This process is already postulated 
to account for the observed proton hfs changes with temperature, 
but not necessarily as a dynamic equilibrium. There are two 
observations which show this motion is not responsible for the 
observed linebroadening: 
1) At all temperatures, the M1 (1) = MI(5) = + 1 lines broaden to 
about the same extent [Figs. 5.~5 and 5.16]. In the limit of 
rapid exchange and at constant temperature, Eqn 5.7 gives the 
.ratio of the linewidths of these lines as: 
(1) = -1) 
= ( 5. 9) 
= -1) 
This indicates that the M1(1) = -1 line should be about 16 times 
broader than the M1 (5) = -1 line, contrary to ob~ervation 
[ lt.a 1 l ~ 0. 4 G , lt.a 51 ~ 0 • 1 G ] .. 
2) From the magnitude of the changes in the coupling constants 
between the tight and loose ion pairs, the special numerical 
relationships required [eqn 5.8] clearly do not hold for this 
type of exchange. 
Cation movement in the y direction, between the two rings, 
has been postulated31 for the sodium ion pairs of naphthalene. 
Calculations showed this structure leads to spin densities of the 
correct order of magnitude for many systems.30,31 Goldberg and 
Bolton assumed this type of motion also occurs in the DMNs but 
that the sites occupied above each ring are altered by the 
presence of the bulky methyl groups.3 1 In N and the 2,6-, 2,7-, 
1,5- and 1,8- DMNs, these sites are equivalent and the cation 
Table 5.6: Calculated coupling constanta) differences induced by 
cation motion between two sites, A and B. 
System: 
Interionic a1 llla1 I a5 IC~a5 1 Distance(R) A B (G) A B 
2.0 2.365 9.250 8.885 9.997 1.020 8.977 
3.0 2.295 7.803 5.508 8.524 3.025 5.499 
4.0 3.625 6.772 3.147 7.448 4.325 3.125 
5.0 4.357 6.224 1.867 6.850 5.002 1.848 
6.0 4.757 5.933 1.176 6.525 5.363 1.162 
GX:C 
A 
a1 
B 
IC~a 1 I A a5 B IC~a5 1 
2.0 0.365 4.138 3.773 9.997 5. 7L1-3 4.254 
3.0 2.295 4.832 2.537 8.524 5.816 2.708 
4.0 3.625 5.120 1 .lf-95 7.448 5.885 1.563 
5.0 4.357 5.257 0.900 6.850 5.922 0.928 
6.0 4.757 5.329 0.572 6.525 5.941 0.584 
ctd. 
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must spend an equal time above each ring to preserve the molecule•s 
symmetrical spin distribution. Therefore 
The exchange causes out-of-phase modulation of the proton spin 
densities, but is usually considered to be very fast. With the 
2,3 and 1,4 compounds the sites are inequivalent, from both steric 
and electrostatic considerations [p. 78 ], and thus the popu-
lations of the two sites will be different, so that pA ~ pB 
and 't" A p 't" B. The exchange process produces in-phase 
modulation of both proton and cation spin densities. 
To adequately account for the observations, this cation 
movement across the molecule must satisfy the relationships of 
Eqn 5.8 which allow the two additional sharp lines to appear in 
each spectrum and cause the broadening rates of the exchanging 
lines to be about the same. As well, the spin densities of the 
substituents at positions 2 and 3 and 6 and 7 must change only a 
small amount with cation movement. 
Evidence that these conditions are satisfied is provided by 
the spin density calculations. Table 5.6 1 ts the results, for 
various heights above the aromatic plane, of McClelland 
calculations39 incorporating McLachlan's approximate treatment of 
f . t; . t t' 16 f 'd t' t' . . t con 1gura 1on 1n erac 1on, or rap1 ca 1on mo 1on • 1n wo 
oases: (1) between sites above the centres of each ring, and (2) 
between a site above the centre of the unsubstituted ring to one 
over the centre of the anion. Although the precise sites for 
the cation in forms A and B is not known, and are probably not 
those in the calculations, the calculations serve to show that, 
wherever these sites are, the changes induced in a 1 and a 5 
(2,3DMN) and in aMe and a 5 (1,4DMN) are about the same. Table 
5.6 also shows that the induced changes in these coupling 
constants are large [T2-
1 (ex) a 6a2 - Eqn 5.7], particularly for 
Table 5.6 continued 
a . lilaMel a5 lila5 1 A Me B A B 
2.0 0.725 9.117 8.452 (9.102)b 10.134 1 .391 8.743 
3.0 2.328 7. 453 5.125 (5.519) 8.898 3.547 5.351 
4.0 3.470 6.367 2.897 (3 .120) 7.900 4.846 3.054 
4.114 5.824 (1.842) 5.496 ., 1. 815 5.0 1.710 7.311 
6.0 4.470 5.544 1 .074 (1.156) 6.979 5. 835 1.144 
a lilaMel a5 lila5 1 A Me B A B 
2.0 0.725 3.997 2.727 (2.937) b 10.134 6.485 3. 6l~9 
3.0 2.328 4.576 2.248 (2.421) 8.898 6.436 2.462 
4.o 3.470 4.818 1.348 ( 1 • Lt 52) 7.900 6.425 1.475 
5.0 4.114 4.932 0.818 (0.881) 7.311 6.417 0.894 
6.0 4.470 4.991 0.521 (0.561) 6.979 6.411 0.568 
a) All coupling constants in gauss; Q = -Q' = -26.0 G 
[Eqns 5.3 and 5.4] 
b) lilaMel if Q' = 28.0 G. 
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the short distances characteristic of tight ion pairs. Similar 
calculations also show that differences in I aMe I and I a6 1 of 
2,3DMN and in la2 1 and la6 1 of 1 9 4DMN are small (,....,;0,.2 G). 
Even allowing for the approximations made in these calculations, 
they provide valuable evidence that the conditions required for 
the .observed broadening to occur are fulfilled. 
At high temperatures, the 2,3- and 1,4 DMN/K/DME systems 
are assumed to consist of tight ion pairs in which the unsolvated 
potassium ion oscillates very rapidly in the y direction between 
two inequivalent sites, A and B. The tight ion pairs of all the 
other metal/solvent/anion combinations are assumed to be of 
similar structure - i.e. the cation migrates rapidly across the 
molecule between sites determined by the exact nature of the 
metal, solvent and anion and by the temperature. To account for 
the fact that broadening is observed only for the K/DME systems 
of the 1,4- and 2,3- DMN anion, the movement of the cation must 
be slower in these particular systems. Since the electrostatic-
ally favoured sites will be toe same for all the 1, and·2,3-
DMN systems, sterid interactions appear to play a decisive role 
in determining the extent of allowed cation movement. 
As the temperature is decreased, the K+ ion of the tight 
ion pair becomes more tightly coordinated with DME molecules; 
the cation is probably still relatively close to the anion, but 
is now significantly bulkier. Since K+ is a larger cation than 
+ Na, and DME is the strongest solvating agent, the partially 
solvated K+ ion in the ion pair may reach a critical size while 
still close to the anio~ where the additional steric interactions 
repel the cation from the less favoured site, (say B), thus 
raising the energy barrier for motion from A to B and slowing 
down the exchange rate. As the temperature continues to decrease 
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the group becomes bulkier and the broadening more extensive. At 
the same time, the cation is also being pulled away from the anion 
by the increased solvating power of the solvent. At larger 
interionic distances the sites tend to coalesce into a broad 
.minimum [Fig. 5.2] characteristic of a loose ion pair, and the 
steric repulsions decrease. The rate process, becoming more like 
that of vibration about a shallow potential ~nergy well, will be 
less restricted by steric interaction at these larger ionic 
distances, so the lines begin to sharpen again at lower tempera-
tures. At sufficieritly low temperatures, the lines should be 
restored to their expected amplitude. Thus the movement of the 
cation is very fast at high and low temperatures but considerably 
slower in between. 
This model envisages a critical temperature range where the 
state of cation solvation (i.e. size of solvation cage) is large 
enough to cause substantial steric interactions with the methyl 
groups but where the cation is still reasonably close to 
the anion. In the Na/DME and Na/THF systems with the 1,4- and 
2,3- DMN anions, proton lines are not broadened but the outer 
lines of cation hfs are. This indicates a rapid tight ion pair -
loose ion pair equilibrium, in contrast to the gradual 
interconversion proposed in this model for the K/DME system. 
The sodium systems therefore have either a tightly ·bound 
unsolvated cation oscillating very rapidly between favoured sites, 
or a well-solvated cation far from the anion where very rapid\ 
cation vibration is again exp•cted. The lack of intermediate 
configurations may account for the absence of broadening in 
these systems. 
Although th interpretation of the linebroadening is 
speculative, it does seem to be consistent with the observations. 
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It would also predict that the additional steric effects present 
in K/DME systems should begin at a higher temperature in 1,4DMN 
than in 2,3DMN, because less solvation should be required to 
produce the same amount of interaction with the closer methyl 
groups. 
A more quantitative analysis of the broadening is hampered 
by a lack of fa~ts. In the usual cases where cation movement 
in ion pair systems produces an in-phase modulation of spin 
densities, it is the lines arising from the cation splitting 
which are broadened. Then an estimate of aA' aB' PA and pB may 
be made from the temperature dependence of the metal coupling 
constant [sections 3B.4, 5.3, 5.5]. A parallel procedure for 
the situation observed when proton lines are broadened requires 
an estimate of the proton coupling constants in forms A and B.* 
If the motion was slow enough to produce two sets of spectral 
lines at some temperature then aA and aB could be found. Since 
only one set of lines is observed at all temperatures, then 
either (a) the rate process is always in the fast exchange 
region and therefore a set of lines with time-averaged coupling 
constants is always found, or (b) when the rate is in the slow 
exchange limit, the percentage of the less favoured form, pB' 
is very short. The proposed model favours case (a). 
In summary, the K/DME system contains loose ion pairs at 
low temperatures and tight ion pairs at high temperatures. A 
gradual interconversion, rather than a rapid equilibrium, is 
postulated because this allows an explanation of the observed 
linewidth effects for the 1,4- and 2,3- DMNs in terms of cation 
• It was considered that the calculated values [Table 5.6] were 
too approximate to use since the precise cation positions in 
forms A and B are unknown and the calculated values are very 
dependent on these as well as on interionic distance. 
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motion along the y axis of the anions. The same processes are 
assumed to occur in tight ion pairs of the other DMNs (and N), 
but the steric and electrostatic effects of methyl substitution 
are less drastic, and the rate remains very fast at all 
temperatures. In the N/K/m~E system, thls proposed model is in 
agreement with Reddoch 1 s 49 conclusion based on the temperature 
dependence of the proton splittings. The change of sign of aK 
observed by Hendricks98 at lower temperatures is then due to 
increasing interionic distance, which, as noted in section 3B.6 
and confirmed by calculation,30 can lead to negative cation spin 
densities whenever the positive spin density is small. 
5.7 KftrHF systems 
A 
As the temperature was raised in this system, potassium 
splittings were resolved for the 1,4-, 2,7-, 2,6-, and 2,3- DMNs, 
but not for N, 1,5- and 1,8- DMN. This latter group of compounds 
showed broadened lines at high and low temperatures; 2,3DMN 
spectra also broadened at low temperatures. Otherwise, narrow 
lines were detected in all systems. The temperature dependence 
of the resolved cation couplings is shown in Figure 5.17. 
B Discussion 
Potassium splittings have not been report~d previously for 
?'l 74 
any DMNs in K/THF, although de Waard and Peake have reported 
proton coupling constants for some compounds. Fraenkel5B and 
' l 
Reddochf9 did not detect any metal coupling in the N/K/THF 
system. Reddoch 1 s 49 proton coupling constants at +26°C are 
identical to those observed in this study. 
Since loose ion pairs involving potassium ions are expected 
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to have very small potassium splittings, those systems where a 
resolved splitting is observed will contain tight ion pairs. Two 
of these, the 2,3- and 1,4- DMNs, provide strong evidence that 
only tight ion pairs exist at all the studied temperatures. 
The magnitude of their a 5 and a 1 (aM9 ) coupling constants, which 
are sensitive indicators of ion pair structure have values in 
the region expected for a tight ion pair structure in THF - i.e. 
between the values in strongly solvating. systems 1 ike K/Dr4E at 
low temperature and those found in weakly solvating systems like 
K/DEE •. The lack of any large changes in the coupling constants 
with temperature is consistent with one type of ion pair 
structure throughout the temperature range. If solvent-separated 
ion pairs were formed on coolin& much smaller a 5 and larger a 1 
(aM
8
) values would be expected (p. 80 ), as are found in some 
other systems. On this evidence, tight ion pairs are proposed for 
, all the anions in K/THF. 
No K hfs was observed for some anions, but th is not 
uncommon even in tight ion pairs involving potassium because of 
the small magnetic moment of the K nucleus. If the observed 
broadenin~ at both high and low temperatures is assumed to be due 
to unresolved metal splitting, positive and negative respectively, 
then the change in ·sign can be rationalised easily in terms of a 
reduced amplitude of vibration of the cation within the tight ion 
. 1' 18 pa1re, on coo 1ng. 
Although the tight ion pair classification is proposed for 
all compounds, the detailed ion pair structure depends on the 
nature of the anion as well as the metal and solvent. Clearly, 
the precise structure of the tight ion pairs is different for 
each system and the degree of "tightness" varies with temperature 
as the solvating properties of the solvent change. The small 
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changes in the proton coupling constants and the temperature 
dependence of the K hfs reflect this latter point. The effect of 
the methyl substituents on the potassium splitting, which 
increases in the order 2,3 < 2,6 < 2,7 < 1 ,4, is interesting 
because the value in the 1,4 compound is unexpectedly high, 
compared to the results for Na/THF system. 
It seems that THF, in the K/'rHF system with the 1,4- ·and 
2,3- DMN anion~ is not able to coordinate with K+ in the tight 
ion pairs to the same extent as DME does, since broadening is 
not observed in this system. This could reflect the fact that 
only one molecule of DME is required to coordinate withtwo cation 
sites, whereas two THF molecules are required [section 3B.7 ]. 
The methyl groups may hinder the approach of a second THF molecuLe 
sufficiently to prevent significant solvation of the K+ ion at 
the temperatures studied. 
A Observations 
Potassium couplings were ~esolved for N, 2,3~, 2,6-, 2,7-
and 1,4- DMN, which increased with increasing temperature 
[Fig. 5.18]. 'Spectra for the 1,5- and 1,8- DMNs showed some 
broadening at high and low temperatures, as did those of 2,3DMN 
and Nat very low temperatures (< -100°C). Narrow lines were 
found for all other conditions. 
B Discussion 
Potassium hfs have not been reported for any of these 
compounds in K/MTHF, and the only proton coupling constants 
7lt 
available seem to be those of Peake for the 1,8 compound, which 
are in fair agreement to those found here [Table A.3]. 
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Like the K/THF system and for the same general reasons, this 
system is considered to contain tight ion pairs at all temperatures. 
Since ion pairs in MTHF would be expected to have less external 
solvation, they should form a tighter structure than those in 
THF. This reflected in the potassium splittings where the 
trends are the same, but the magnitudes are greater in MTHF. It 
is also reflected in the a 5 and a 1(aMe) coupling constants of 
2,3- and 1,4- DMN in the two solvents where the magnitude of the 
coupling constants in MTHF is more like those predicted for 
poorly solvated systems - i.e. larger 
(aMe) values. 
and smaller 
The magnitude of a 5 increases considerPbly (rv0.2 G) on 
cooling in both 1,4- and 2,3- DMN. Since this is in the opposite 
direction to that expected for the formation of loose ion pairs 
(p. 80) at low temperatures, it does not affect the postulate of 
tight ion pairs at all temperatures. If the shift is s ificant, 
the reason for it is not readily apparent but, since it is not 
observed when THF is the solvent, it may be related to small 
changes in structure caused by the extra bulk of the MTHF 
molecules as the degree of external solvation increases at low 
temperature. A similar effect wa~ noted for the Na/MTHF system. 
5.9 K/DEE aye~ 
A Observations 
Spectra for all compounds except 1,5- and 1,8-DMN displayed 
resolved potassium splittings and narrow lines. throughout the 
temperature range [Fig. 5.1~. 1,5DMN showed a resolved coup-
ling constant above -70°C, but for the 1,8 compound only 
increased linebroadening was observed as the temperature was 
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raised. 
· B Discussion 
Hirota45 and Fraenkel50 have previously reported K hfs 
for the N/K/DEE system. Hirota's values are approximately 
temperature ind~pendent out Fraenkel 1 s increase slightly more 
with temperature than those observed here, although the 
differences are small. There are no reports of the DMNs in 
K/DEE. 
In this poorly solvating system, tight ion pairs are 
expected at all temperatures. Since DEE is a weaker solvating 
agent than MTHF, the extent of external ion pair solvation should 
be decreased, and. the "degree of tightness" of the pair increased 
in this system. Accordingly, the potassium hfs are larger* and 
the magnitudes of the a 5 and a1 (aMe) coupling constants of the 
?,3- and 1,4- DHNs are increased and decreased respectively 
(especially for 1,4DMN), relative to the K/MTHF system. The order 
of increasing cation splitting is typical of that found with 
potassium ion pairs, but is more complete than in the other 
solvents. At +20°C the order is 1,8 < 1,5 < N < 2,3 < 2,6 < 2,7< 
1,4. For the a-substituted compounds, the order is quite 
different from that found in sodium ion pairs and is discussed 
in section 5.10. 
* The "degree of tightness" does not neces ly imply only a 
decrease in the interionic distance - it may mean that the 
cation spends more time in the mi~fmum energy positions, as 
envisaged by Goldberg and Bolton. If this is true, then 
these minimum energy sites must also correspond to positions 
of greater unpaired electron density on the cation, or a 
smaller time-average coupling constant might be expected. 
5.10 !rends in the n!phthalene and the symmetric dimethz!-
naphthalene systems. 
With both sodium and potassium systems, the expected 
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trends in ion pair type as the solvent ia varied [section 3B.7] 
are found. Thus for sodium systems, loose ion pairs are found 
throughout the temperature range in DME, with tight pairs being 
formed only at higher temperatures and having a low relative 
concentration even at room temperature. In THF, tight ion 
pairs predominate at higher temperatures and loose ion pairs at 
low temperatures, the species being in rapid equilibrium in the 
intermediate range. Tight ion pairs exist throughout most of the 
temperature range studied in MTHF with loose ion pairs possibly 
formed at very low temperatures ( <~-100°C). Only tight pairs 
are found in DEE. For potassium systems, loose and tight ion 
pairs exist in DME onlyt the conversion taking place gradually 
as the temperature is varied. In the other solvents only tight 
pairs are formed, the "degree of tightness" increasing through 
THF, MTHF, DEE. 
In comparing the sodium and potassium systems with each 
other, it is clear that loose ion pair formation is more favoured, 
in a given solvent, for sodium pairs. This is an expected 
trend, since Na+ is a smaller cation than K+ and therefore 
generates a stronger polarising field to interact with the 
solvent molecules. 
In all tight ion pairs, the cation is assumed to be rapidly 
hopping between favoured sites. For all but the 1,4- and 2,3-
DMNs, this process is between equivalent sites above each ring 
and is very fast under all conditions. For the inequivalent sites 
of the 1,4- and 2,3- compounds it is usually a very rapid process 
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also, but in the K/DME system the combined effects of the 
electrostatic and steric perturbations slow down this motion 
sufficiently to cause linebroadening. A change from tight to 
loose ion pairs with these two anions also involves signifi-
cant changes in relative cation - anion geometry. 
Cation jumping between double minima above six-membered 
128 129 . 
rings has also been postulated ' 1n peri-substituted alkyl 
31 
naphthalenes, as well as in Goldberg and Bolton's later model 
for naphthalene ion pairs. Iwaizumi128 observed two linewidth 
alternation effects in acenaphthene [Fig. 5.20]: the first he 
explained in terms of cation exchange between positions above 
and below the molecular plane and the second he attributed to 
cation movement across the aromatic rings. As Reddoch129 has 
recently shown, this should lead to broadening of the lines due 
to protons 4 and 5 as well. Although not reported by Iwaizumi, 
Reddoch detected this broadening on reinvestigating th system.* 
He also showed, using spin density calculations similar to those 
used in this work, that a similar type of second linewidth 
alternation noted by de Boer29,3 2 in pyracene ion pairs [Fig. 5.20], 
is well accounted for by cation· oscillation from one six-
membered ring to the other. Earlier attempts to observe this 
movement experimentally with partially deuterated pyracene 
anions had been unsuccessful. 13° Cation movement from one 
aromatic ring to the other seems to account for the alternating 
linewidth effects observed in the 9,10-dihydroanthracene/K/DME: 
THF131 and 1,2,3,6,7,8-hexahydropyrene/K/THF132 systems [Fig. 5.20]. 
* In the K/DEE system used by Iwaizumi and Reddoch (-95°C), 
spectra of the closely;..related 1,8DfvlN showed no selective 
broadening of the lines due to the methyl-protons or the 
protons on positions 4 and 5, at -107°C or -85°C. 
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Thus, there is a growing amount of evidence to support the type 
of cation movement proposed for the tight ion pairs with DMN 
anions. 
Ri~ke investigated an interesting series of similar com-
pounds in his studies of the effects of ring strain on spin 
densities, including the benzo- and naphtho-cyclobutene anions 
which have ethylene bridges at the 2 and 3 positions [Fig. 5.20]. 
The benzo-compound showed an alternating linewidth effect and 
inequivalent methylene protons 133 •134 but Rieke found these 
protons were always equivalent in the naphtha- analogue. 135 He 
concluded that the cation was situated above the centre of the 
unsubstituted ring and was thus too far from the methylene 
protons to cause inequivalence. He also found that the a 5 and a 1 
coupling constants were markedly dependent on the metal/solvent 
combination, with a 1 decreasing and a 5 increasing in poorly 
solvating systems, as found in this study for the 1,4- and 2,3-
DMN systems. Unlike the DMNs in K/DME, the coupling constants 
were temperature independent from -50° to +25°C. No broadening 
was reported for the lines from the protons at positions 4 and 5 
in this or any other 2,3-alkyl substituted compound that Rieke 
t d . d 72,73,135 s u ~e • 
Although the introduction of a strained ring alters the 
spin distribution considerably,72 , 13 5 the cation may be expected 
to occupy similar positions to those in the 1,4- and 2,3- DMN 
systems. Since the 2,3-naphthocyclobutene anion would have 
inequivalent cation sites along the y axis, the mean position of 
a cation oscillating between them would be more over the 
unsubstituted ring than the 9-10 bond and Rieke's reason for the 
equivalence of the methylene protons may still be valid. 135 
The apparent lack of broadening in the K/DME system is surprising 
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but may reflect a greater steric interaction of the cation with 
the freely rotating methyl groups than with t~e rigid methylene 
protons. From the calculations in this chapter and those of 
Reddoch, 129 placing the cation over the centre of the unsubsti-
tuted ring should result in a substantial increase in the spin 
density of 5 and 8 positions, contrary to observation. 13 5 
Hence the cation may be oscillating across the molecule in 2,3 
naphthocyclobutene in a similar manner to that proposed fur 
DMN ion pairs. 
An unexpected feature of a comparison between the sodium and 
potassium DMN systems is tho different order of the cation 
splitting in tight ion pair structures. For sodium pairs in THF 
0 
and MTHF at 20 C, the sodium spin density increases in the order: 
1,5 < 1 9 8< N < 1,4 < 2,3 < 2,6 < 2,7. 
At very low temperatures (< -80°C), the positions of 1 1,8 1 and 
1 N1 reverse in MTHF, as do the positions of '2,3' and 1 2,6 1 below 
-30° in THF. On the other hand, the order of increasing potassium 
spin density in THF 1 MTHF and DEE is (at 20°C): 
1,8 < 1,5 < N < 2,3 < 2 9 6 <2,7 < 1,4. 
In DEE and MTHF, '2,3' and 1 N1 tend to the same value at low 
temperatures (-70°C and -30°C respectively). For THF and MTHF, 
no potassium hfs was resolved for 1,8- and 1, DMN, and in THF 
for N as well. 
Goldberg and Bolton31 have suggested a model to account for 
the marked changes in cation spin density when alkyl groups are 
introduced into the naphthalene system, in terms of a 1steric' 
effect. They propose that in 1,5DMN, for instance, the cation, 
which is considered to be moving rapidly across the rings, .is 
forced away from the positions of methyl substitution (1 and 5) 
toward the 4 and 8 positions; for 2,6 substitution they envisage 
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the cation oscillating between the two rings in a patential well 
that is "hardened" on the outsides by the proximity of the methyl 
groups. Using the cation spin density map calculated for 
naphthalene, they predicted these effects lead to a smaller 
cation spin density for 1,5DMN and a larger spin density for 
2,6-substitution than is found in naphthalene. 
This model successfully predicts the observed order of 
sodium and potassium spin densities to be: 
1,8; 1,5 < N < 2,6; 2,7 
Predictions when dimethyl substitution is in the same ring are 
not so obvious. The mean position of the cation in these tight 
ion pairs is more over the unsubstituted ring than the centre of 
the molecule, but the precise details are n0t known. The sites 
the cation oscillates between are inequivalent, so the observed 
spin density depends on the relative occupation of each site 
[aobs = PA aA + pB aB] which is also unknown. 
The Bolton-Goldberg method31 of calculating caiion spin 
densities and the hyperconjugative - inductive model for the 
effects of substituting a methyl-group for a hydrogen [section 5.1] 
were combined to test whether calculated and experimental sodium 
hfs were in good agreement. Using an interionic distance of 
3.0R, this treatment produced the correct order of magnitude at 
the sites predicted to be minimum energy positions by the 
interaction energy calculations, for the 2,6-, 2,7-, 1, and 
possibly 2,3- DMN anions. However, the predicted values with 
the 1,8- and 1,4- compounds (especially 1,4DMN) were in very poor 
agreement, and it appears that approximations in this treatment 
are too severe to allow accurate spin densities to be confidently 
calc~lated. Hence information on cation position from these 
calculations is limited. 
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The obser~ed difference in order of the metal coupling 
constants for Na and K indicates that tight ion pairs with the 
1,4DMN anion and K+ cation have a different structure to those 
with Na+ as cation. It seems most likely that the K+ ioti~ being. 
larger~ will tend tow~rd a mean position further away from the 
site of methyl substitution to minimize steric effects. This 
could arise from a greater time being spent at the most favoured 
site (greater pA value) or from the actual sites being 
different for the two cations. Unfortunately, this cannot be 
tested by comparing the structure-dependent aMe and a 5 coupling 
constants, because the two ions are of different size, and 
differing interionic distance also affects the proton splittings. 
The observed order for the metal coupling constants in this 
series of dimethylnaphthalenes shows that the general predictions 
of the Goldberg-Bolton 1 steric 1 model are followed - i.e. for 
a-methyl substitution lower cation spin densities should be 
found, with higher values expected for ~-substitution. More 
subtle differences such as the order among the P- or a-substituted 
compounds, the effect of different metals and the effect of 
disubstitution in the same ring, require more detailed consid-
erations taking account of the specific features of the entities 
involved. 
5.11 The unsymmetric dimethylnaphthalenes 
Spectra for the four unsymmetric dimethylnaphthalenes 
reduced in DME by potassium showed narrow lines at low tempera-
tures but broadened considerably as the temperature was raised. 
Tight ion pairs with unsolvated cations are assumed. 
Table 5.7: Additivity model for ring-proton splittings in the 
unsymmetric dimethylnaphthalenes. 
Dimethyl derivative 
of naphthalene anion 
1,2-
1,3-
1,6-
1,7-
Position 
3 
4 
5 
6 
7 
8 
2 
4 
5 
6 
7 
8 
2 
3 
L~ 
5 
7 
8 
2 
3 
4 
5 
6 
8 
Expression 
for 
~ + c + C I 
a + d + d' 
a + e + e' 
~ + f + f' 
~ + g + g' 
a + h + h' 
~-\ + b + c 
a + d + a' 
a + e + h' 
~ + f + g' 
~ + g + fl 
a + h + e' 
~ + b + fl 
~ + c + g' 
a·+ d + h' 
a + e + a' 
~ + g + c' 
a + h + d I 
~ + b + gl 
~ + c + f' 
a + d + e' 
a + e + d' 
~ + f + c' 
a. + h + a' 
Calculated 
-2.44 
-4.52 
-5.37 
-0 .. 98 
-2.58 
-4.78 
:..1.82 
_lt. 06 
-5.06 
-1.90 
-1.66 
-5.09 
-0.88 
-2.42 
-4.25 
_Lt • 87 
-2 .. 60 
-5.05 
-1.80 
-1.50 
_!t. 56 
-5.33 
-1.92 
-4 .. 59 
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The low temperature spectra were analysed by computer simulation 
and the experimental results are given in Table A.5, Appendix A. 
In his extensive studies of methyl-substituted naphthalones, 
Fraenkel71 found that changes in the proton splittings caused by 
methyl substitution obeyed an additivity relationship~ which 
may be stated as: methyl group substitution at positions i and j 
produces a change in the splitting at position k equal to the 
sum of the effects cibserved at k in radicals which are substituted 
only at i or only at j. The additivity relations are expected to 
be accurate when the substituent effects are small and the groups 
Jo not interact. Using FraenkeJ 's notation and values,* 
expressions for the ring-proton coupling constants for 
each position can be written and evaluated for the unsymmetric 
DMNs [Table 5.7]. These values are compared with those calculated 
by various Mo theories in Table 5.8. The methyl-proton splittings 
may be confidently assigned on the basis of the MO calculations, 
but assignments for the ring-proton splittings must be more 
tentative. Those suggested [Table 5.8] were made by comparing 
the order of the splittings at different positions predicted by 
the various treatments; when the order varied,most weight was 
given to the additivity model followed by the simple HMO method, 
which gave the best results for the symmetric DMNs. The INDO 
calculations again produced the largest deviations from the 
experimental results and usually predicted the order within the 
large and small sets of splittings to be opposite that of the 
For a methyl group at position 1, the changes in the 
splittings at 2,3,4,5,6,7, and 8 positions are represented 
by b,c,d,e,f,g, and h, respectively; similarl~ for a methyl 
group at position 2 the changes in the splittings are 
denoted a', c', d', e', f', g 1 , and h', respectively. a and 
~ are the proton splittings of the protons at positions 1 
and 2 respectively in the naphthalene anion. All values 
were taken from Fraenkel's paper71 and are based mainly on 
experimental results obtained from Na/DME systems. 
Table 5.8: Calculated and experimental coupling constant~a) for 
the unsymmetric dimethllnaphthalene~. 
Compound Position HMO MeL INDO Add.b) Exptal 0 ) 
1,2DMN 3 2.1 1. 8 o.4 2.,44 2.31 
4 4.3 5.3 5.6 1•. 52 4.50 
5 lt. 9 6.2 4.7 5.37 5.42 
6 1.8 1. 1 o.8 0.98 1. 01 
7 1.9 1. 2 0.9 2.58 2.65 
8 4.9 6.1 4.9 4.78 4.69 
CH -1 4.2 5.3 7.2 4.375 
CH3-2 1.3 0.5 2.6 1.943 3 
1 ,3DMN 2 1. 7 1. 2 0.9 1.82 1. 88 
4 3.9 4.9 7.3 4.o6 4.24 
5 4.8 5.9 5.3 5.06 5.07-
6 2.1 1. 6 0.2 1.90 2.03 
7 1.6 0.7 2.1 1.66 1.76 
8 5.1 6.5 3.5 5.09 5.24 
CH3-1 4.5 5.7 8.6 3.950 CH -3 1.6 1 • 1 3.3 1.867 3 
1,6DMN 2 1.3 o.4 1 .. 3 o.88 1. 11 
3 2.0 1. 6 0.7 2.,42 2.36 
4 4.2 5.1 5.2 4.25 4.10 
5 4.5 5.6 5.1 4.87 5.12 
7 2.1 1. 5 o.8 2.60 2.76 
8 5.0 6.3 5.0 5.05 5.38 
CH -1 4.6 5.8 6.6 4.38 
cns-6 1 .. 7 1 "1 1. 8 1.94 
1, 7DMN 2 1.6 0.9 1. 2' 1.80 1. 87 
3 1.7 1. 1 o.8 1. 50 1. 45 
4 4.4 5.5 5.1 4.56 L~ • 54 
5 4.9 6.1 5.0 5.33 4.88 
6 2.3 1. 8 o.6 1. 92 1~95 
8 4.6 6.3 5.0 4. 59 4.88 
CH -1 4.4 5.5 6 .. 8 3 .. 49 
CH3-7 1.5 o.B 2.0 2.18 3 
a) Footnotes a) -d) of Table 5.1 apply. 
b) From Fraenkel's additivity relation.71 
c) Suggested assignments. 
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other treatments. In general, the additivity model gives the 
most satisfactory fit with observed coupling constants. 
The methyl-proton splittings can also be described by a 
similar type of additivity model. The results obtained for the 
unsymmetric DMNs allow the gaps in Fraenkel 1 s model to be filled 
and further predictions made. 
The methyl-proton splitting in 1-methylnaphthalene is denoted 
by P and changes produced in this splitting by methyl-group 
substitution at positions 2,3,4,5,6,7 and 8 are designated 
B,C,D,E,F,G, and H respectively; similarly, Q denotes the proton-
methyl sp~itting in 2-methylnaphthalene and A1 , C1 , D1 , E'• F', 
G', and H' represent changes in this splitting by methyl-group 
substitution at positions 1,3,4,5,6,7, and 3 respectively. If P 
and Q are taken to be 3.87 G and 1~71 G respectively, the experi-
, 71 
mental constants fotind by Fraenkel, then all the remaining 
parameters ma~ be determined from the experimental results 
obtained in this study. This approach has the advantage that all 
the experimental constants were determined under similar condit-
ions. The ittings used were those found in K/DME systems at 
0 ;v-70 C*, and the derived parameters are listed in Table 5.9. 
Table 5.9: Additivity parameters for m~thll-proton splittings 
Parameter 
A 
B 
c 
D 
E 
F 
G 
H 
in methyl-substituted nap~thalene~. 
Value 
(G) 
+0.51 
+0.08 
-0.63 
+0.52 
+0.11 
-0.38 
+0.69 
Parameter 
A' 
B' 
c• 
D' 
E' 
F' 
G' 
H' 
Value 
+0.23 
o.oo 
+0.,16 
-0.40 
-0.49 
+0.47 
+0.47 
"' The value for P was found in the K/DNE system at -76° and 
that for Q observed in a Na/DME system at -75°. 
Table 5.10: Adaitivity model for the methyl-proton splittings 
in the symmetric tetramethylnaphthalene anions. 
Tetramethyl 
derivative of 
naphthale~ 
ion Posit ion 
1458 1 p + D + E + H 
2367 2 Q + C' + F 1 + G' 
1234 1 p + B + C + D 
2 Q + A' + c• + D' 
1256 1 p + B + E + F 
2 Q + A' + E 1 + F' 
1278 1 p + B + G + H 
2 Q + A I + G' + H' 
1357 1 p + C + E + G 
2 Q + D1 + F 1 + H' 
1368 1 p + C + F + H 
2 Q + D1 + Et + G' 
1467 1 p + D + F + G 
2 Q + c• + E' + H' 
a) Ref 71; Na/DME at -91°C 
b) Ref. 136; conditions unknow~ 
Calculat8d Experimental 
4.45 4.35a) 
1.69 1. 62b) 
3.83 3.74c) 
2.10 1. 98c) 
3.83 
1.05 
4.69 
2.88 
4.09 
1.85 
4.75 
1.94 
2.97 
1.78 
c) Ref. 137; K/DME, Na/DME from -90° to +30°C. 
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Methyl-proton splittings in any methyl-substituted naphthalene 
compound can be predicted using these parameters. For instance, 
the predicted methyl-proton splittings in the symmetric tetra-
methylnaphthalenes are given in Table 5.10. Since the calculated 
values rely solely on experimental observations and have not 
been refined in any way, the agreement with the experimental 
results that are available is most satisfactory. 
Although the spectra of all compounds broadened at higher 
temperatures, the spectra of the 1 ,3m~N in K/DHE, where the 
substituents are on the same rin~showed the same type of 
selective broadening as that observed for the 1,4- and 2,3- DMNs 
in this system. The lines associated with the proton splittings 
of the 4, 5,and 8 protons and the 1 methyl group were less 
intense than expected at -87°C, and broadened considerably as the 
temperature was raised [Fig. 5.21]. The greater number of 
coupling constants ~nd overlapping lines, and the reversible 
broadening of all lines at higher temperatures, prevent a more 
detailed analysis. The same model proposed for the 2,3- and 1,4-
systems accounts for this linebroadening- i.e.: modulation of 
the spin densities of the 1, 4,· 5, and 8 positions by movement 
of the cation between inequivalent sites, at a rate comparable to 
the inverse of the induced frequency changes. No selective 
broadening was observed for the 1,2- 1,6- or 1,7- DMN systems. 
Since the linewidth effect was noted for the 2,3-, 1,4- and 
1,3- DMN/K/DME systems, it is surprising it was not reported for 
the 1,2,3,4-tetramethylnaphthalene/K/DME system. Apparently 
spectra for this system were identical, from -90° to +30°C, to 
those found for the Na/DME system 9
137 where broadening would not 
be predicted from the results of this project, and does not seem 
to be present from the published spectrum. 137 It is unlikely 
J!'IGURE 5. 21 
ESR SPEC.TRA FOR THE 1 ,3DMN/K/DME SYSTEM 
Regions of'si~nificant broad~ning arrowed 
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that the very slow exchange region has been reached where the 
cation is stationary above the unsubstituted ring, for then 
substantial differences in the proton coupling constants compared 
to those found for the 2,3- and 1,4- DMN systems [Table A.3] 
should result, contrary to observation. 137 
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CHAPTER SIX 
COMPARISON OF SYSTEMS 
Since perylene, pyrene, and naphthalene radical ions were 
studied in this project, some of the effects on ion pair for-
mation can be assessed. For instance, Table 6.1 compares the 
type of ion pairs found in tho Na/MTHF system for the three 
anions. Some of the derived thermodynamic data can be directly 
compared to show the influence of the anion on a given process 
(TRble 6.2]. Since large valueG of 6H0 and 6S 0 indicate large 
changes in the state of solvation, the dissociation of perylene 
ion pairs involves significantly less solvent reorganisation than 
the dissociation of pyrene ion pairs. 
Consideration of all the available results shows that for a 
given solvent, cation, and temperature, the extent of loose ion 
pair formation increases in the order N << PY < PYL. This is 
expected because the more extensive delocalization of the 
unpaired electron in the larger anions reduces the Coulombic 
energy required to separate th~ ions of a tight ion pair. The 
gain in solvation energy for these anion moieties is considered 
negligible.3 6 It also follows that the 'tightness' of an ion 
pair structure will increase in the opposite order. A tighter 
structure does not necessarily result in a larger magnitude for 
the metal coupling constant under a given set of conditions. 
As discussed in section 3B.6, the magnitude depends not only on 
the interionic distance, but also on the relative positions of 
cation and anion, and the properties (particularly nodal 
properties) of the MOs of the particular anion. Thus, many 
pyrene ion pairs have a lower spin density on the cation than do 
Table 6.1: Comparison of ion pair types for perylene, pyrene and 
naphthalene systems reduced with sodium in ether 
DME 
THF 
MTHF 
DEE 
PYL. 
LIP 
only 
LIP 
only 
solvents. 
Metal: Na 
LIP low T 
LIP-"''riP 
- 0 ( > -50 C) 
TIP only; 
or· 
LIP low T; 
LIP~TIP > -110°C 
PY 
LIP 
only 
LIP 
only 
LIP low T 
LIP;;::::::1.1 IP ( > -50°C) 
TIP 
only 
N 
0 LIP < -50 C; 
LIP;;;:::: TIP 
( > -50°C) 
TIP only > +40°C; 
L IP 
LIP only < -80°C. 
TI:P only > -100°C; 
LIP~TIP ~ossibly 
< -100°0) 
TIP only, 
T IP 1 ;;::'! T IP 2 
ison of therm 
anion in common metal/solvent S;'[_stems. 
tem ocess L':.Ho 
l~J mol J 
PYL/K/MTHF IP;;::=FI 
-9 .• 6 .:!: 2 -155.:!: 10 
PY/K/MTHF IP.:;;::=-FI 
-19.3 .:!:. 2 -210 + 10 
PYL/Cs/THF IP;;;::FI 
-12.9 .:!:. 2 -162 + 10 
-
PY/Cs/THF IP :;;::FI 
-16.7 .±. 2 -176 + 10 
-
PYL/Li/DEE a) TIP:;;;;::!LIP 
-34.3 + 1. 5 -171 + 8 
-
PY/Li/DEE TIP IP -34.3 + 1 -172 + 5 
-
a) This process is postulated only on the basis of the aLi vs T 
graph and may not exist. 
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the corresponding perylene systems, despite the looser ion pairs 
and greater interionic distances expected in the latter. The 
substantially greater cation spin densities in naphthalene 
systems do reflect the shorter interionic distances in these ion 
pairs. 
All the anions have naphthalenic skeletons. In tight ion 
pairs with PY, N and the DMNs as anions, the cation* is envisaged 
as moving very rapidly between sites above the naphthal~nic rings. 
In tight ion pair structures with the PYL anion, the most likely 
cation position seems to be between the two naphthalene systems. 
This may arise because less than half of the unpaired electron 
density is now located at each naphthalenic skeleton, so that 
Coulombic attraction above the rings is reduced. This may be no 
longer sufficient to driYe the cation over the energy barriers 
for a rapid jumping process between the four equivalent sites. 
The kinetic parameters derived in this project cannot be 
compared for anion effects because the metal and/or solvent 
varies also. Hirota has reported 46 that the N/Li/DEE system 
exhibits selective linebroadening of the hyperfine components of 
the lithium splitting, but does· not appear to have published any 
kinetic parameters for this system. Since Li+N- ion pairs in 
tetrahydropyran and dioxane also show this 88 .+ -effect, the Ll PY 
system in these solvents may also lead to linebroadening. 
In all cases where the thermodynamic parameters of the 
conversion of tight to loose ion pairs were determined, negative 
0 0 6H and 6S terms were found. Such changes are well-
19 40 45 lt? documented ' ' ' , and reflect the increased enthalpy of 
solvation and the greater freezing of solvent molecules about the 
• For pyrene this applies only to the small cations like Li+ and 
Na+. Larger ions vibrate in a minimum above the centre of the 
molecule. 
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cation in loose ion pairs. Combining these thermodynamic con-
elusions with the observed effects on ion pair formation of 
varying cation, anion, solvent,and temperature, the conditions 
favouring the conversion of tight ion pairs to solvent-separated 
ion pairs may be summarised: 
(1) Decreasing temperature: this reduces ~G0 , since ~G0 = 
~H0 - T~S0 and ~S 0 is negative; 
(2) Increasing anion size: this increases electron delocali-
zation which reduces the energy required to separate the ions 
and so leads to a more negative ~H0 term; 
(3) Decreasing cation size: while this increases the energy 
required to separate the ions (~H? . ), it also leads to a 
lOU-lOll 
t f l t . ( AH 0 ) d t t grea er energy o so va 1on u ion=solvent an a grea er ne 
negative ~H0 term; 
(4) Increasing solvating power of the solvent 
(DHE > THF> HTHF> DEE): this depends on the coordinating ability 
and dielectric constant of each solvent in a complicated way,37,99 
and affects both the ~H0 and ~S 0 terms. 
The dimethylnaphthalenes behave similarly to naphthalene 
except where steric interactions become large. Since cation 
movement across the rings can be slowed down sufficiently to 
cause linebroadening in the 1,3-, 1,4-, and 2,3- DHN/K/DME 
systems, it might also be expected in a number of other DMN/metal/ 
solvent systems. The larger cations, Rb and Cs, in the usual 
ether solvents or Li and Na in the larger glymes may be suitable 
combinations. A study of the tetramethylnaphthalenes (TMN) listed 
in Table 5.10 would be particularly interesting for two reasons: 
(1) to test the predictions of the additivity model [section 5.11], 
and (2) to investigate linebroadening effects. From the second 
point of view, the 1,2,3,4THN/K/DHE system might be reinvestigated, 
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for the broadening should be very apparent. The 1,4,6,7-compound, 
which could be synthesised by adapting Rieke's recent method, 138 
would possess inequivalent cation sites but with steric inter-
actions in both rings. The remaining symmetrical TMNs possess 
equivalent sites above each riug, but substantial steric effects. 
A study of these compounds could lead to much information on 
cation moyement in substituted naphthalene systems. 
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Table A P;z~yene radical anion: coupling constantsa) 
System b) la
13
lc) Ia 1°) laylc) I aM 1°) Temperature 
(J., 
(oC) (G) (G) (G) (G) 
K/DHE +21 4. 832 2.127 1 .054 
+7 4. 832 2.127 1. 048 
-6 ~ .• 832 2.127 1. 041 
-23 4. 832 2.127 1.035 
-3ll- 4. 832 2.127 1.035 
-48 L1-. 832 2.127 1.035 
-73 4.832 2.127 1.029 
-83 4.832 2.127 1.022 
Li/DNE +25 4.902 2.156 1.068 
+3 L1- • 902 2.156 1.062 
-17 4.902 2" 156 1.055 
-?5 4.902 2.156 1 • OLI-9 
-55 I+. 902 . 2.156 1.042 
-77 4.902 2.156 1 .042 
+25 4.855 2.135 1. 061 (0.025) 
+8 4.862 2.135 1. 061 (0.019) 
-3 4.874 2.111-1 1.055 (0.013) 
-13 4.902 2.1 1.055 (0.006) 
-30 ll-. 902 2.155 1 • 01+8 
-'+5 4.902 2.155 1 .o48 
-59 4.902 2.155 1 • OLI-2 
-796 4.902 2.155 1 • 011-2 Segal 7 4.856 2.139 1.024 
Cs/DNE d 4.797 2.117 1.055 (0.018) +17d 
+2d 4.797 2.117 1.049 ( 0. 013) 
-17 L1- • 797 2.117 1.035 (0.013) 
5 4.797 2.117 1.029 (0.013) 
-55 4.797 2.117 1.029 (0.006) 
-73 4.797 2.117 1.023 (0.006) 
...:81+ L1-. 797 2.117 1.016 (0 .. 006) 
K/THF +20 4.807 2.102 1. 041 (0.019) 
+2 4.807 2.108 1.035 (0.013) 
-17 4.807 2.115 1.035 (0.,009) 
-28 L1-. 807 2.121 1.029 (o.oo6) 
-51 4.807 2 ,, 121 1.022 
-68 4 4.807 2.121 1. 016 Lyons~ 4.80 2.11 1.03 
Hoitjink 3 (-83) 11-.75 2.08 1.09 
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Table A.1 continued 
System Temperature Ia~ I Ia I lay I I aMI a (oC) (G) (G) (G) (G) 
Na/THF +32 4.797 2.116 1.055 (0.018) 
+22 4.797 2.122 1. oL~8 (0.013) 
+11 4.797 2.122 1. 041 (0.006) 
-5 lt. 797 2.122 1.035 
-23 4.797 2.122 1.028 
-40 4.797 2.122 1.022 
69-58 4.797 2.122 1. 016 
Reddoch7 r.:+25 4.815 2.125 1.040 Hirota ::;+25 
o.o(nmr) 
Li/THF +35 4. 830 2.130 1.055 (0.013) 
+18 4. 830 2.130 1. 049 (o.oo6) 
+2 Lf. 830 2.130 1.042 
-15 L~. 830 2.130 1.042 
-32 4.830 2.130 1.035 
-51 4.830 2.130 1. 029 
-62 4.830 2.130 1. 022 
-82 L~ • 830 2.136 1.022 
Gs/TH:V: 
Ion pair +17 4.869 2.117 1 .055 0.71lt 
+3 L~. 869 2.117 1.049 0.721 
-8 4.869 2.117 1 • oLt9 0.728 
-23 L~. 869 2.117 1 ~042 o. 734 
-36 4.869 2.117 1.035 0.741 
-45 4.869 2.117 1.035 o. 741 
-59 4.869 2.117 1.029 0.747 
-65 4.869 2.117 1. 029 0.753 
-88 4.869 2.117 1. 022 0.761 
Free ion +17 '+.830 2.136 1.055 
+3 4.830 2.136 1.049 
-8· 4. 830 2.136 1.049 
-23 L~ • 830 2.136 1.0h2 
-36 4. 830 2.136 1. 035 
-45 4. 830 2.136 1.035 
-59 4.830 2.136 1.029 
-65 '+.830 2.136 1.029 
-88 L~.830 2.136 1.023 
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Table A .1 continued 
System Temperature !a 13 1 Ia I lay I laM I a. (oC) (G) (G) (G) (G) 
Na/MTHF +50. 4.794 2.095 1. 041 0.140 
+1+1 L~. 794 2.095 1. 041 0.135 
+32 4.794 2.095 1.035 0.121 
+25 4.794 2,095 1. 035 0.108 
+20 4.794 2.095 1. 035 0.102 
+13 4.?94 2.095 1.029 0.089 
+4 4.794 2.095 1.029 0.070 
/+. 807 2.102 1.029 0,050 
.-13 l~. 807 2.102 1.029 0.044 
-20 4.807 2.108 1 .029 0.032 
-29 L~. 807 2.108 1. 022 (0.019) 
-35 4.807 2.108 1.022 (0.006) 
-48 4.807 2.115 1.016 
-58 L~ • 807 2.115 1.016 
-76 4.807 2. 115 1.010 
Hirota75+25 4.807 2.115 1. 010 0.17(nmr) 
Li/HTHF +21 4. 80i+ 2.117 1.049 (0.012) 
+12 lj.. 816 2.123 1.049 (0.006) 
+4 If. 830 2.130 1. 049 
-15 4.850 2.136 1. o1~2 
-35 4.863 2.142 1.042 
-52 4.863 2.142 1.035 
-70 L~. 863 2.142 1.029 
-89 4.863 2.142 1.029 
Second Species +21 L~ • 824 2.103 1.042 0.105 
+12 1+.843 2.117 . 1. 042 o.o86 
+4 4. 8'+3 2.117 1. 042 0.072 
K/fvl'rHF 
Ion pair +23 4.862 2.1 o8· 1. 05L1- 0.057 
+15 4.862 2.108 1.048 0.057 
+7 4.862 2.108 1.048 0.057 
-5 4.862 2.108 1 .041 0.057 
-13 Lj. • 862 2.108 1. 041 0.057 
-22 4.862 2.108 1.035 0.057 
-29 4.862 2.108 1.028 0.057 
-41 4.849 2.108 1. 028 0,057 
-58 lf. 849 2.108 1.022 0.057 
-67 ) 4.849 2.108 1. 016 0.051 
-71e 0.053 
-81e) 0.050 
-88e) o.o48 
Free ion -13 4.816 2.128 1 .041 
-22 4.816 2.128 1. 035 
-41 '+.816 2.128 1.028 
-58 4.816 2.128 1. 022 
-67 4.822 2.128 1 .016 
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Table A.1 continued 
System Temperature lap I laa I lay I laM I 
( oC) (G) (G) (G) (G) 
Cs/MTHF +13 4. 836 2.091 1.049 0.773 
-2 Lt-.836 2.091 1.042 0.780 
-17 4.849 2.092 1.042 0.?86 
-29 4.849 2.092 1.035 o.8oo 
-42 4. 8Lt-9 2.092 1. 029 o.8o6 
-53 4.849 2.103 1. 023 0 .. 812 
-63 4.849 2.110 1 .023 o.819 
-83 it-. 875 2.123 1. 016 0.832 
K/DEE +22 4.902 2.108 1. 061 0.065 
+12 4.902 2.108 1.055 0.065 
0 4.902 2.108 1. 055 0.065 
-11 4.908 2.108 1.055 0.072 
-20 4.908 2.108 1.048 0.072 
-28 4.922 2. 116 1. 048 0.072 
-37 lj.. 922 2.116 1.048 0.072 
-48 lj.. 922 2.116 1. 041 0.078 
-59 4.914 2.116 1. 035 0.078 
-64 4. 2.122 1.035 0.078 
-78 4. 9111- 2.122 1 .028 0.078 
-90 tl-.914 2.122 1.028 0.085 
Na/DEE +16 lj-. 807 2.089 1 .035 0.051 
+3 4.807 2.095 1. 029 o.o44 
-12 4.807 2.102 1. 022 0.038 
-21 4.807 2.102 1.022 0.032 
-28 lj-. 807 2.102 1.022 (04025) 
-54 f) 4.807 2.114 1 .0'16 
-68 ) lj-. 807 2.127 1.016 (0.006) 
-86f 11-.813 2.127 1 .010 0.038 
-112f) 4.813 2.127 1.003 0.070 
Table A.1 continued 
System Temperature Ia~ I Ia I a. lay I laM I ( oC) (G) (G) (G) (G) 
Li/DEE 
ion pairg) +20 4.771 2.136 1.029 0.180 
+10 4.771 2.136 1.029 0.190 
-5 4.771 2.136 1.029 0.203 
-18. 4.771 2.136 1.029 0,216 
-27 4.785 2. 11!-8 1.022 0.223 
-37 Lf. 797 2.156 1.022 0.223 
-45 1+. 797 2.156 1.022 0.218 
-53 4.804 2.156 1 .022 0.210 
-G6 4.817 2. '156 1.016 0.164 
-77h) 4.830 2.150. 1. 016 0.105 
-73 ) 0.130 
-83h o.o6o 
free ion -54 4.889 2.156 1.022 
-66 4.889 2.156 1.022 
-77 4.889 2.156 1.022 
-90 4.889 2.156 1. 016 
Footnotes: 
a) 
b) 
c) 
d) 
e) 
f) 
g) 
Values used to construct the computer simulated spectra •hich 
gave the best agreement with experimental spectra; smallest 
interval in computer simulations is o.oo6 G. 
0 
.±. 1.5 c 
± o.015G 
Second species observed, but signal-to-noise ra~io too
0
poor 
to determine coupling constants: la0sl~ 0.3 G at +17 c. 
From 1 G/40 em spectra; below -70°C 10 G/40 em spectra too 
difficult to simulate accurately because of changing aK and 
~g and overlapping of components. 
In one sample a
0
second soecies wag observed; this had I aM I = 
0.146 G at -112 C, 0.133 G at -86 C and -0.127 G at -68°C. 
Coupling constants are for both ion pairs; a slight difference 
in a~ is discussed in the text. 
h) From 1 G/40 em spectra. 
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Table A.2: Perylene radical anion: coupling constantsa) 
System Temperature Ia I lap I lay I laM I a. (oC) (G) (G) (G) (G) 
K/DME -86 3.478 3.039 o.432 
-73 3.478 3.039 o.432 
-60 3.478 3.039 0.432 
-39 3 • 1~7 2 3.026 o.432 
-17 3.459 3.020 o.438 
-6 3.453 3.020 o.438 
+10 3.453 3.020 o.438 
Li/DME -87 3.516 3.064 0.425 
-81 3.516 3.064 o.425 
-70 3. 503 3.058 o.432 
-49 3.503 3.058 o.432 
-34 3. 503 3.052 o. 438 
-19 3.503 3.052 o. 438 
-13 3. 503 3.052 o. 438 
+1 3. 503 3.045 o.444 
Na/DME -83 3.484 3.052 0.438 
-62 3.484 3.052 o. 438 
-46 3.484 3.045 o.1~38 
-30 3.491 3.039 o. 438 
-14 3.491 3.039 0. lt4lf 
+2 3.491 3.039 o.444 
+18 3. 491 3.039 o.444 
Cs/DME -86 3. 503 3.064 o. 432 
-74 3. 503 3.064 o.432 
-62 3.478 3.052 o.438 
-51 3.472 3.045 o.1~38 
-36 3.472 3.045 o.438 
-20 3.472 3. o 1~ 5 o.444 
K/THF -90 3.497 3.039 o.419 
-73 3.497 3.039 o.1.~19 
-57 3.497 3.039 o.425 
-39 3.497 3.039 o.425 
-23 3.491 3.033 o. 432 
_l~ 3.491 3.033 o.438 
62 +15 3.484 3.033 o.444 
Carrington 4.11 3.09 o.46 
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Table A.2 continued 
System Temperature Ia I Ia~ I lay I I aMI a. ( oC) (G) (G) (G) (G) 
Na/THF -81 3.478 3.020 o.419 
-71 3.478 3.020 o.419 
-66 3.478 3.020 0.419 
-62 3.472 3.020 o.419 
-54 3.472 3.014 o.419 
-43 3.465 3.007 0.425 
-35 3.465 3.007 o.432 
-28 3.465 3.007 o. 438 
Li/THF -82 3. 491 3.039 o.419 
-66 3.484 3.033 0.419 
_1+7 3.478 3.026 o.425 
-29 3 .l~72 3.026 o.432 
-13 3.472 3.020 o.432 
82 +3 3.472 3.020 o. 438 Hnoosh 3. 53 3.09 o.46 
Cs/THF 
Ion pair 
-98 3. 524 3.095 o.435 0.300 
-81 3.517 3.076 o.435 0.326 
-62 3.505 3.064 o.441 0.326 
-42 3.498 3-057 o.447 0.326 
Free ion 
-98 3.517 3.057 o.421 
-81 3.492 3.038 0.421 
-62 3.492 3.038 0.428 
-42 3 .l~92 3.038 o. 435 
Na/!v!THF 
Ion pair -68 3.498 3.057 o.435 (0.006) 
-49 3.498 3.057 o.L~35 (0.012) 
-28 3. 511 3.070 0 .lt41 0.038 
-12 3.511 3.070 0.447 0.057 
+4 3.505 3.064 o.453 0.089 
Free ion -28 3.492 3.045 o.422 
-12 3.492 3.045 0.428 
+4 3.492 3.045 o.435 
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Table A.2 continued 
System Temperature Ia I Ia~ I lay I I aMI a. (oC) (G) (G) (G) (G) 
Li/MTHF 
Ion pair -105 3. 524 3.095 o.435 
-86 3.517 3.076 o.435 
-67 3.498 3.057 o.435 
-48 3.492 3.051 o.435 
-28 3.479 3.038 o.441 
-7 3.479 3.038 o.447 
+15 3.473 3.025 o.447 
Free ion -105 3.505 3.070 o.416 
-86 3.505 3.051 o.422 
K/MTHF 
Ion pair -105 3. 505 3.070 o. 1-+35 
-85 3. 505 3.070 o. 435 
-65 3. 505 3.064 o.L~35 
_l~5 3. 505 3.057 o.441 
-25 3. 505 3.057 0.447 (0.012) 
-5 3.505 3.057 o.450 (0.018) 
+15 3.505 3.057 o.45o (0.025) 
Free ion -105 3.505 3.045 0.416 
-85 3. 486 3.025 o.422 
-45 3 .l~73 3.012 o.428 
-25 3.473 3.000 o.428 
Cs/MTHF 
Ion pair -100 3. 524 3.095 o.428 0 .l~22 
-80 3. 524 3.095 o. 435 o.441 
-60 3.518 3.064 o.L~35 0.454 
-43 3.518 3.047 o.441 0.467 
-23 3.518 3.047 o.441 o.486 
-2 3. 511 3.047 o.447 0.506 
+16 3.511 3.047 0.557 0.511 
Free ion -100 3.505 3.038 0.416 
-80 3. 505 3.038 o.416 
-60 3.505 3.031 o.422 
K/DEE -103 3.524 3.127 0 • L~ 51+ 0.051 
-82 3. 524 3.127 o.454 0.051 
-64 3.524 3.127 o.46o 0.051 
-44 3. 524 3.127 o.46o o. o4l~ 
-24 3.524 3 .123· o.467 o.o44 
-2 3.524 3.123 o.467 o.o44 
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Table A.2 continued 
System Temperature Ia I I a[31 lay I I aMI Ct. 
(oC) (G) (G) (G) (G) 
Na/DEE -104 3. 521~ 3.114 o.454 
-97 3.524 3.114 0 .t~54 
-89 3.524 3.114 o.454 0.025 
-76 3.518 3.114 o.46o 0.051 
-68 3.518 3.114 o.46o 0.055 
-48 3.518 3.114 o.467 0.077 
-28 3. 518 3.114 o.473 0.096 
-9 3.505 3.114 o.479 0.115 
+1 0.128 
+26 0.141 
Li/DEE 
-99 3.524 3.095 o.441 
-79 3.524 3.095 o. 4!t1 
-61 3.517 3.076 0 • 4L~7 
-~~3 3.524 3.076 0.447 (0.0'13) 
-23 3.486 3.057 0.454 0.032 
-3 3.473 3.057 o.46o 0.051 
+17 3.447 3.031 o.46o o.o57 
a) Footnotes a) - c) of Table A.1 
Table _A.3.: Proton CouElinp;constants for the s~mmetri~ 
dimethylnaphthalenes and naphthalene .a) 
System Temperature la2 1 la3 1 laCH I la4l ( oC) (G) (G) ( G)3 (G) 
1, 5DMN 
K/Dt~E ... 56 1.132 2.443 4.387 4.490 
+1 1.145 2.405 4.355 4.458 
Na/Dt1E ... 88 1.126 2.462 4.393 4.490 
-71 1.126 2. 436 4.374 4.483 
-'55 1.126 2.398 4.336 4.452 
69 ... 33 1;126 2.347 4.259 4.374 Gerson7 L~ -7d 1.13 2.46 4 • Lf1 4.50 Peake .. 85 1.19 2 .Lf41 1+ .378 4 • Lf64 
K/THF -53 I 1 .126 2. '51 4 4 .1+58 4. 502 . 
-35 1.132 2.475 4.413 4.470 
+18 1 .157 2.392 4.31+9 4.413 
Na/THF -86 1 .1 oo 2 • L~49 4.413 4. 477• 
•10 1.126 2.~07 4.381 4.425 
K/MTHF -101 1.100 2.564 4.477 4.477. 
.-46 1.132 2.495 4.419 4.458 
.. 8 1.132 2.436 4.343 4.381 
Na/MTHF 
-47 1.055 2.520 Lf. 3 87 4.387 
-10 1. 081 2.514 4.381 4.381 
K/DEE ... 102 1.126 2.507 4.400 4.400 
-28 1.164 2.449 4.374 4.419 
1 , 8DMN: 
K/DME -56 1. 657 1.714 4.560 4.662 
-20 1.625 1.720 4.541 4.611 
Campion71 
+16 1. 611 1.733 4.541 4.566 
-70 1.680 1.680 1+. 538 4.677 
Na/DME 
-71 1.682 1.682 4. 553 4.681 
-33 1. 657 1. 657 4.509 4. 630 
69 -18 1.657 1.657 4.509 1+.618 Gerso174 •70 1.70 1.'?0 IJ-. 61 4.73 
Peake 
--85 1.678 1.678 4. 535 4.665 
134. 
Table A.3 continued 
System Temperature la2 1 la3 1 la0H I la4l (oC) (G) (G) (G)3 (G) 
K/THF -91 1. 663 1. 810 4.656 4.713 
-73 1. 638 1.778 1+. 599 4.650 
4 0 1. 599 1. 733 4. 534 4.566 
Peake7 -90 to +40 1.678 1.678 4.535 4.695 
Na/THF -103 1. 707 1. 707 4.618 4.758 
-83 1. 701 1. 701 4.627 4.762 
-27 1.625 1.785 4.585 4. 630 
4 +11 1. 611 1. 766 4.566 4.592 
Peake7 -90 1. 63 1. 63 4.58 4.58 
K/MTHF -83 1. 651 1 • '797 4.611 4.669 
4 -8 1. 631 1.739 4. 553 4.599 
Peake7 -120 to -40 1.70 1.70 4.64 4.64 
Na/MTHF -84 1. 644 1. 835 4.630 4.694 
-65 1 .644 1. 835 4. 637 4.688 
-28 1. 599 1.804 4.579 4.599 
-10 1. 586 1.804 4.560 4.560 
K/DEE 
-85 1. 714 1.810 4.605 4.707 
-10 1. 682 1. 752 4.553 4.611 
'1, 4DMN la6 1 la51 
K/DME -69 1.663 1.829 3.300 5.416 
-28 1.669 1.829 3.175 5.513 
-9 1. 657 1. 823 3.108 5.519 
+11 1. 651 1.816 ).076 5.506 
Na/DME -89 1. 688 ' 1.842 3.358 5.416 
-69 1. 669 1.835 3.339 5.391 
_L~8 1. 663 1. 823 3.320 5.353 
69 -29 1. 650 1.804 3.300 5.347 Gerson7 L~ -70 1. 63 1.79 3.26 5.17 Peake 1 -85 1. 679 1.858 3.361 5.439 Campion7 
-70 1. 671 1. 832 3.343 5.393 
K/THF 
-7.4 1.694 1.848 3.102 5.672 
-35 1. 682 1.848 3.083 5.647 
Waard71 
+2 1.663 1.842 3.057 5.603 
de 
-50 1.65 1. 81 3.03 5.58 
135 .. 
Table A.3 continued 
System Temperature la2 1 la61 lacH I Ia 51 (oC) (G) (G) (G)3 (G) 
Na/THF -82 1.688 1.835 3.396 5.423 
-26 1.663 1.841 2.948 5.475 
+10 1.663 1. 835 2.910 5.641 
K/HTHF -86 1.707 1,867 2.948 5.811 
-45 1.676 1.848 2.929 5.743 
-28 1. 682 1.842 2.923 5.685 
+11 1 .,657 1.835 2.929 5.622 
Na/MTHF -86 1.695 1. R61 2.789 5.865 
-28 1.669 1.855 2.795 5.813 
+9 1.650 1,823 2.795 5.769 
K/DEE -102 1. 707 1.874 2.820 5.897 
-85 1. 701 1.874 2.833 5.890 
-46 1.688 1.855 2.820 5.794 
+10 1. 663 1.842 2.826 5.718 
2,7DMN la3 1 laCH I 3 
la1 1 la41 
K/DME -89 1.797 2,200 4.413 5. 1 
-49 1 .. 810 2. '168 4.400 5. 1 
1 1.810 2.149 4.368 5.200 
-12 1. 816 2. 1 !~9 4.3!~3 5.200 
Na/DME -88 1. 791 2,200 4.4o6 5.218 
69 -36 1. 791 2,194 4.368 5.206 
Gerson 74 -70 1.76 2,16 4.32 5.12 Peake -85 1.784 2.195 4.386 5.215 
K/THF -74 1. 861 2.168 4.419 5.212 
-1 1.835 2.136 4.381 5.200 
Na/THF -86 1.785 2.200 4.419 5.238 
-45 1.835 2.130 4.355 5.193 
-10 1. 8l~2 2.111 4.349 5.174 
K/MTHF -86 1. 861 2.200 lt-. 419 5. 23,1 
-68 1. 867 2.194 4.425 5.237 
-10 1.835 2.136 4.336 5.181 
Table A.3 continued 
System Temperature !a3 ! !acH I Ja1! la4l (oC) (G) (G) 3 (G) (G) 
Na/MTHF -65 1.874 2.142 4.4oo 5.206 
-27 1. 835 2,085 ll-.324 5.097 
-: 10 1.848 2.085 4.317 5.110 
K/DEE 
-85 1.861 2.174 4.400 5.2l+4 
-65 1.842 2.155 4.375 5.219 
-9 1. 816 2.117 4.324 5.161 
,S1.3DMN !aCH I 
3 
la6 ! la1! !a5 1 
K/DME -85 1. 714 1. 797 lj-. 733 5.033 
-45 1. 707 1.785 4.515 5.078 
-17 1.739 1. 739 4.432 5.135 
Rieke72 -65 1.7 1. 8 4.7 5.0 
+25 1.75 1. 75 4.32 5.25 
Na/DME 
-74 1. 688 1. 779 4. 681 4. 937 
-57 1.682 1. 758 4.662 4. 893 . 
6 -39 1.688 1. 752 4.669 4.886 
Gerson74 -70 1. 69 1.76 4.67 4.93 Peake -85 '1. 701 1.767 4.729 5.002 
K/THF 
-73 1. 739 1.810 4.355 5.309 
-36 10 739 1. 797 4.336 5.238 
4 +1 1.733 1.758 4.336 5.238 
Peake7 -90 to +40 1.78 1.78 4.40 5.38 
Na/THF -84 1.688 1. 758 4.681 4.963 
-'-l-4 1. 739 1. 810 1+. 331 5.155 
4 -10 1. 739 1.791 4.266 5.225 
Peake7 -95 1. 701 1.7?7 L1- • 7 29 5.002 
K/MTHF 
-89 1 .. 766 1. 861 4.297 5.525 
-48 1. 752 1. 816 4.259 5.378 
+10 1. 739 1. 791 4.259 5.231 
Na/MTHF -84 1. 766 1.861 4.137 5.590 
-65 1. 739 1. 835 4.106 5.410 
+10 1. 739 1.797 4.080 5.366 
K/DEE 
-47 1. 739 1.804 4.183 5.340 
-29 1. 746 1.816 4.190 5.398 
-11 1. 739 1.810 4.163 5.404 
137. 
Table A.3 continued 
System Temperature laCH I la3 1 la1 1 la4 1 ( oc) (G)3 (G) (G) (G) 
2 26DMN 
K/DME -72 1.222 2.724 4.681 1+. 83 5 
-39 1.183 2. 757 4.643 4.822 
+17 1.126 , 2. 757 4.553 4.758 
Na/DME 
-77 1.260 2.743 4.758 4.912 
-55 1.222 2.705 4.681 4. 835 
-36 1.209 2.686 4.643 4.797 
69 -18 1.189 2.648 2.585 4.719 Gerson74 -70 1. 22 2.68 4.65 4.79 Peake 
-85 1.223 2.702 1+.675 4.914 
K/THF -74 1. 216 2.795 4.681 4.866 
-18 1.164 2.776 4.605 4.803 
+1 1.138 2.757 4.566 4.765 
Na/THF -82 1.266 2.623 4.662 4.790 
-45 1.195 2.770 4.649 4.822 
-9 1.157 2.795 4.605 4.797 
+11 1 .151 2.795 4.585 4.778 
K/MTHF -103 1.228 2.770 4.643 4. 835 
-47 1.189 2.789 4.624 4.816 
-8 1 .157 2.782 4.605 4.790 
Na/MTHF -83 1. 241 2.801 4.670 4.866 
-65 1.216 2.801 4.675 4.866 
-28 1 .183 2.782 4.599 4.803 
+10 1.157 2.763 L~ • 553 4.752 
K/DEE -84 1.209 2.814 L~ • 669 4.860 
-46 1.164 2.798 4.605 4.813 
-29 1.1L~5 2.789 4.585 4.784 
-10 1.138 2.782 4.578 4.777 
+11 1.132 2.776 4. 532 4.745 
138.· 
Table A.3 continued 
System Temperature la11 la21 
(oC) (G) (G) 
N 
K/DME 
-75 4.965 1.842 
4 -18 4.,925 1.835 
Reddoch 9 +26 4.91 1. 835 
Na/DME -89 4.975 1.842 
Reddoch49 
-19 4 .. 918 1.816 
+26 4.92 1.825 
K/THF 
-93 4.985 1.865 
-56 4.930 1 • 8l1-8 
4 +20 4.908 .,. 838 
Reddoch 9 +26 L~. 91 1. 84 
Na/THF 
-98 4.975 1. 838 
4 -45 4.910 1. 843 
Reddoch 9 +26 4.91 1.85 
K/MTHF -104 4.985 1 .. 878 
-66 4.960 1 .. 872 
-46 4.944 1. 861 
-26 4.886 1.842 
+12 L• • 852 1.828 
Na/MTHF -66 4.956 1 .. 874 
-39 . ll-. 925 1.858 
-11 4.905 1.850 
+18 lt. 859 1. 838 
Na/DEE -100 1+. 925 1.867 
-76 4.888 1. 861 
-10 4.857 1.852 
K/DEE 
-67 4.973 1.888 
+10 4.890 1.,843 
a) Footnotes a) - c) of Table A.,1 
139 .. 
Table A.4: for the 
dimethylnaphthalenes and naphthalene~) 
System Temperature laM I 
(oC) (G) 
1,5DMN/Na/THF -47 o.429 
-37 0.550 
-27 0.656 
-19 0.716 
-10 0.748 
-1 0.718 
+10 0.812 
1,5DMN/Na/MTHF -101 0.531 
-96 0.537 
-86 0.576 
-76 0.607 
-64 0.626 
-57 o.653 
-47 0.~84 
-37 0.710 
-28 0.741 
-17 0.781 
-10 o.8o6 
+1 0.851 
+9 o.889 
+19 0.908 
1,5DMN/K/DEE -82 (0.026) 
-64 0.032 
-46 0.038 
-28 o.o44 
-9 0.047 
+10 0.054 
1,4DMN/K/DME +19 (0.032) 
+31 (0.051) 
+42 (0.,063) 
1,4DHN/K/THF 
-74 (0.025) 
-54 0.032 
-35 o.o44 
-17 0.051 
+2 0.057 
+21 0.070 
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•rable A. 4 continued 
System Temperature I aMI 
( oc) (G) 
1 9 4DMN/Na/THF -54 o.422 
-46 o.633 
-37 0.767 
-28 o.832 
-26 o. 832 
-19 0.901 
-9 0.931 
-1 0 .. 978 
+10 1.004 
+18 1.029 
1,4DHNjK/MTHF -101 o.o44 
-86 0.051 
-66 0.057 
_Lf5 o.o66 
-28 0.077 
'-8 o.o84 
+11 0.090 
+31 0.106 
1,4DMN/Na/MTHF -113 0.754 
-103 0.773 
-86 o.8o6 
·-75 o.854 
-67 o.863 
-58 0.901 
_1+8 0.928 
-36 0.966 
-28 0.985 
-17 1. 010 
-10 1.048 
0 1.100 
+9 1 .138 
+18 1.177 
1,4DMN/K/DEE -102 0.096 
-85 0.103 
-75 0.103 
-67 0.109 
-56 0.113 
-46 0.115 
-38 0.120 
-27 0.122 
-19 0.125 
-10 0.128 
'0 0.134 
+10 0.141 
+18 0.147 
Table A.4 continued 
System Temperature laM I 
( oC) (G) 
1,8DMN/Na/THF _1+6 0.512 
-36 o.678 
-27 0.754 
-18 o.8o6 
-9 0 .. 838 
+1 o.876 
+11 0.902 
+18 0.928 
1,8DMN/Na/MTHF -103 0.742 
-94 0.748 
-84 0.774 
-74 0.793 
-65 o.819 
-55 o.827 
-45 0,.845 
-38 o.882 
-28 0.901 
-19 0.928 
-10 0.947 
+1 1.004 
+10 1,.017 
+19 1.055 
1,8DMN/K/DEE 
-29 (0.032) 
-10 (0.036) 
+9 (0.,038) 
2,3DHN/K/DME 
-17 (0.025) 
-2 (0.032) 
+17 (o.o44) 
2,3DMN/Na/DME 
-3 0.185 
+14 o.403 
+37 0.754 
2,3DMN/K/THF -18 (0.,025) 
-1 0.032 
+18 0.038 
2,3DMN/Na/THF 
-73 o.428 
-64 0 • Lf73 
-53 0.729 
-49 0.787 
-44 o.863 
-37 0.895 
-27 0.991 
Table A.4 continued 
System Temperature I aMI 
(oC) (G) 
-19 1.042 
-10 1. 081 
+1 1.132 
+10 1.157 
+18 1.182 
2,3DMN/K/MTHF -29 (0.025) 
-11 0 .. 033 
-5 0.038 
+1 o.o4o 
+6 0,.042 
+10 o.o4L• 
+15 0.051 
+29 0.057 
2,3DMN/Na/MTHF -111 o.8o6 
-101 o.863 
-95 o.869 
-84 0.921 
-75 0.928 
-65 0.966 
-56 1.,004 
-46 1.036 
-37 1.081 
-28 1.107 
-19 1.151 
-10 1.183 
0 1.216 
+10 1.247 
+19 1.291 
2, 3 DMN/K/DEE -102 0.,054 
-85 0.054 
-66 0.057 
-47 o.o64 
-29 0 .. 070 
-11 0.070 
-9 0.077 
+1 0.081 
+9 o.o84 
+19 0.090 
2,6DMN/K/DME +17 (0.032) 
+29 o.o44 
+36 0.051 
Table A.4 continued 
System Temperature laM I 
( oC) (G) 
2 9 6DMN/Na/DME +1 0.185 
2,6DMN/K/THF -36 (0,.025) 
-18 0,.032 
+1 0.038 
+19 o .. o44 
+36 o .. o64 
2,6DMN/Na/THF -62 0,.447 
-55 0.595 
-50 o.685 
-45 0 .. 787 
-36 0,.908 
-26 1.004 
-18 1,055 
-9 1.119 
+2 1.144 
+11 1.189 
+18 1.222 
2,~DMN/K/MTHF -66 (0.025) 
-47 0,.032 
-28 o.o38 
-8 0.051 
+11 0.057 
+31 0,.070 
2,6DMN/Na/MTHF -111 0.,985 
-102 1,.029 
-92 1.029 
-83 1.094 
-73 1.107 
-65 1.151 
-56 1.178 
-48 1.203 
-38 1.209 
-28 1.254 
-20 1.284 
-10 1.317 
+1 1.363 
+10 1.401 
+19 1.432 
Table A.4 continued 
System Temperature I aMI 
(oC) (G) 
2,6DMN/K/DEE -84 0.,081 
-65 0.,081 
-46 o.o84 
-29 0.087 
-10 040094 
+11 0.,101 
+20 0,.103 
2,7DMN/K/DME -12 ( 0.,038) 
+11 (0 .. 051) 
+25 (0.,057) 
2,7DMN/Na/DME -36 ( o. 038) 
-18 (0.051) 
2,7DMN/K/THF -74 (0.02) 
-56 0,.028 
-36 0.,038 
-19 o.o44 
-1 0.051 
+17 0 .. 057 
2,7DMN/Na/THF -61 0 .. 633 
-55 0.,735 
-48 0.,838 
-45 0.,914 
-37 1.,029 
-27 1.094 
-10 1.209 
-1 1.235 
+9 1.279 
+18 1.311 
2,7DMN/K/MTHF -86 0.,032 
-75 0.,03.5 
-68 0.,041 
-47 0.,051 
-28 0.,059 
-10 0,070 
+9 0.,077 
+28 0.,084 
Table A.4 continued 
System Temperature laM I 
(oC) (G) 
2, 7 DMN/Na/MTHF -115 1.094 
-105 1.100 
-98 1.126 
-85 1.189 
-76 1.209 
-65 1.247 
-56 1.260 
-46 1.298 
-37 1.324 
-27 1.336 
-19 1.394 
-10 1.458 
+1 1.477 
+10 1. 510 
+19 1.560 
2,7DMN/K/DEE -103 0.096 
-85 0.096 
-65 o.o96 
-46 0.103 
-28 0.103 
-9 0.109 
+11 0.122 
N/Na/DME +8 0.153 
+13 0.251 
+22 0.347 
N/Na/THF -64 0.176 
-54 0.368 
-45 0.579 
-35 0.691 
-23 0.832 
-11 o.891 
+4 0.945 
+18 1.007 
N/Na/MTHF -136 0.592 
-126 0.655 
-106 0.679 
-101 0.711 
-92 0.710 
Table A.4 continued 
System Temperature laM I 
(oC) (G) 
N/Na/MTHF (ctd) -82 0.760 
-73 0.781 
-66 0.814 
-57 o.834 
-48 o.875 
-39 0.899 
-30 0.931 
-21 0.957 
-11 0.995 
-2 1.022 
+9 1. 071 
+18 1.095 
N/K/MTHF -27 (0.025) 
-9 0.032 
+11 0.038 
+29 o.o44 
N/Na/DEE -124 0.957 
-113 1. 010 
-110 1. 091 
-95 1. 232 
-86 1.304 
-76 1.380 
-65 1.506 
-57 1. 536 
-47 1.662 
-38 1.720 
-27 1. 818 
·-19 1.878 
-10 1.944 
-1 1. 991 
+9 2.014 
N/K/DEE -103 0.057 
-86 0.057 
-67 0.057 
-48 0.057 
-28 o.o6o 
-10 o.o6o 
+10 0.063 
a) Footnotes a) - c) of Table A.1 
Table A.5: Proton Coupling Constants for the unslmmetric 
Dimethylnaphthalenes.a) 
System 1, 2DHN/K/DHE 1 1 3DMN/K/DME 
Temperatm•e -85°0 -87°C 
laHI laHI 
(G) (G) 
1. 010 1. 759 
2.305 1.880 
2.648 2.032 
4.502 4.242 
4.693 5.074 
5.423 5.239 
laCH I 
3 
laCH I 
3 (G) (G) 
1 • 9l~ 3 1.867 
4.375 3.950 
System 1 1 6DHN/K/~ 1 , 7DMiiJ/K/DHE 
Temperature -83°0 -84°c -61°C 
laul laH! laul 
(G) (G) (G) 
1.105 1.448 1. 441 
2.362 1 • 9l~9 1.949 
2.762 1.867 1.892 
4.102 ') i?. 1.883 1+. 909 I 
5.124 4.883 l~. 870 
5 .. 378 4. 5lta lJ- .. 540 
laCH I 
3 
laCH I 
3 
!aCH I 
3 (G) (G) (G) 
1.308 ) 2.184 2.140 
3.975 3.492 3.480 
a) Footnotes a) - c) of Table A.1 
148 .. 
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13 C COUPLING IN THE E.S.R. SPECTRUM OF THE PYRENE ANION 
IN TETRAHYDROFURAN 
By R. F. C. CLARIDGE,* C. M. KIRK,* and B. M. PEAKEt 
[Manuscript received 4 April1973] 
Abstract 
Examination of the e.s.r. spectrum of pyrene anion in tetrahydrofuran under 
conditions of high resolution has yielded the 13C hyperfine coupling parameters for five 
of the six carbon positions. The parameters agree well with those calculated by molecu-
lar orbital methods. No evidence of ion pair formation was found under the conditions 
used in these experiments. 
In the numerous reports of e.s.r. studies on ion pair formation between aromatic 
radical anions and alkali metals controversy has existed over the relative locations of 
the anion and cation. 1 Lyons, Moore, and Morris2 in a report on the potassium-
pyrene system in tetrahydrofuran note the existence of small peaks not due to the 
major species. By the use of stick spectra they have assigned these to the outer pair 
of lines of a quartet arising from a K + pyrene- ion pair with a metal hyperfine spacing 
of 0 ·14 G. The possibility that these extra lines arise from the 1 ·1 % 13C present in 
natural abundance was discounted because the intensities of the lines relative to the 
major peaks were too great and showed an apparent temperature dependence. On 
lowering the temperature, certain of these lines were found to broaden which was 
interpreted in terms of a linewidth alternation arising from the migration of the K + 
cation between the equivalent sites 2 and 7 (see structure (1)). 
9 
7 (1) 
We have re-examined the potassium-pyrene system in tetrahydrofuran and 
wish to report that by allowing for 13C coupling constants we have been able to 
explain the observed spectrum. 
Under high resolution the spectrum appears to be more complex than indicated 
by Lyons and cannot be explained by a simple linewidth alternation effect. The 13C 
* Chemistry Department, University of Canterbury, Christchurch, New Zealand. 
t Chemistry Department, University of Otago, Dunedin, New Zealand. 
1 De Boer, E., and Mackor, E. L., J. Am. chem. Soc., 1964, 86, 1513; Iwaizumi, M., and 
Bolton, J. R., J. magn. Resonance, 1970,2, 279; Reddoch, A. H., Chern. Phys. Lett., 1971, 
10, 108. 
2 Lyons, L. E., Moore, J. E., and Morris, G. C., Aust. J. Chern., 1968, 21, 1337. 
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coupling constants were determined by analysing the extreme ends of the spectrum 
(Fig. 1) to avoid complication caused by overlapping lines. As pointed out by Bolton 
and Fraenkel3 the need for high resolution .and a high signal-to-noise ratio places 
stringent requirements on the spectrometer. To achieve the desired sensitivity a long 
time constant (10 s) and a slow scan rate (10 G/2 hr) had to be used. Because of the 
remaining noise level and the drift in the magnetic field (1 part in 105) over the long 
scan time, the 13C coupling constants cannot be quoted as accurately as the proton 
parameters. Spectra were recorded using 10-kHz modulation to reduce instrumental 
line broadening. 
Using the coupling constants, linewidths, and ratios relative to the parent proton 
peaks* of Table 1 we have obtained excellent simulation of the low-field spectral 
region. In the remainder of the spectrum where there are overlapping lines and the 
added complication that the low- and high-field components of the 13C lines can have 
different linewidths, the agreement is remarkable. All features of the spectrum are 
accounted for. 
TABLE 1 
HYPERFINE COUPLING CONSTANTS, IN GAUSS, AT - 30°C 
Position Constant• Linewidth Percentage 
A~ (-)4·813 
A~ (+)1·029 
A~ (-)2·121 
A~ +7·10 
A~ -6·00 
A~ (+ )1·84 
Ai 1 (-)2·58 
A~5 <0·20 
0·03 
0·03 
0·03 
0·06 
0·04 
0·04 
0·03 
2·2 
1·1 
2·2 
2·2 
• Proton constants ±0·005 G, 13C constants ±0·01 G. 
Signs in brackets are predicted by theory, the others are determined 
from experiment. 
The proton coupling constants have previously been assigned. 2 •4 The 13C 
assignments are based on a comparison of the experimental parameters with calculated 
spin densities. s-9 All the calculations shown in Table 2 predict positive coupling 
constants for positions 1 and 4, and negative constants for positions 2, 11, and 15. 
The two largest observed coupling constants have been assigned to positions 1 and 2 
respectively on the basis of their magni~udes, intensity ratio, and signs. The signs were 
*The intensity of each 13C satellite relative to the parent line is given by (n/2) x 0·011 where 
n is the number of equivalent positions capable of accommodating the 13C nucleus. 
3 Bolton, J. R., and Fraenkel, G. K., J. chem. Phys., 1964,41, 944; Bolton, J. R., and Fraenkel, 
G. K., J. chem. Phys., 1964, 40, 3307. 
4 De Boer, E., and Mackor, E. L., J. chem. Phys., 1963, 38, 1450. 
5 Streitwieser, A., "Molecular Orbital Theory for Organic Chemists," (John Wiley: New 
York 1961). 
6 McLachlan, A. D., MoZee. Phys., 1960, 3, 232. 
7 Snyder, L. C., and Amos, A. T., J. chem. Phys., 1965, 42, 3670. 
8 Karplus, M., and Fraenkel, G. K., J. chem. Phys., 1961, 35, 1312. 
9 Pople, J. A., and Beveridge, D. L., "Approximate Molecular Orbital Theory," (McGraw-
Hill: New York 1970). 
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(a) 
(b) 
H 
2G 
HI H2 H34 HS 
I I II I I I u Ill Ill II I I 
17•1 T 6·o 27•1 26•0 347·1 '1·8 57•1 56·0 677·1 87-1 97·1 86·0 
'2·5 346·0 22·5 21·8 342•5 676·0 52•5 
1, .• 341•8 2 1•8 
1 2•5 
Fig. I.-Low-field region of the spectrum of K + pyrene- in tetrahydrofuran. (a) Observed; (b) 
computer simulation. The large lines labelled H 1, H 2 etc. are the outermost lines due to the protons. 
The remaining lines are due to 13C and are labelled as low-field, I, or high-field, 1, satellites of the 
proton lines. The subscripts are the respective coupling constants. 
b'l 
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determined by observing the relative linewidths of the high- and low-field components 
of the lines. 5 The two remaining constants observed were present in equal ratios 
(2 · 2 %) and since they were of similar magnitude, 1 · 84 and 2 · 59 G, could not be distin-
guished by comparison with the calculated values for positions 4 and 11. Examination 
of the high- and low-field components did not reveal the sign of either constant because 
of accidental overlap of lines. However, on the basis that linewidth broadening due 
to the anisotropic dipolar interactions is approximately proportional to the square of 
local spin density, 3 the splitting (2 ·59 G) with the narrowest linewidth has been 
assigned to position 11. The 1 · 85 G constant has therefore been assigned to position 
4, since the remaining position, 15, was predicted to give a 1·1% 13C constant with a 
much smaller coupling constant. This final coupling constant could not be observed 
and it was concluded that it was less than 0 · 20 G and masked by the more inte)lse 
proton lines. 
TAIILE 2 
CALCULATED AND EXPERIMENTAL 13C CONSTANTS AND SPIN DENSITIES 
Position Spin densities pn(C;) Coupling constants Ac 
HMO" MCL" UHFC HMOd MCLd UHFd IND0° 
1 
2 
4 
11 
15 
0·136 0·187 0·174 
0 -0·052 -0·042 
0·087 0·092 0·085 
0·027 0·002 0·011 
0 -0·012 -0·001 
• Simple Htickel method, ref. 5. 
b McLachlan method, ref. 6. 
+4·467 
-3·781 
+1·512 
-2·276 
-0·751 
c Unrestricted Hartree-Fock method, ref. 7. 
d Calculated (ref. 8) using 
+7·352 +6·625 
-7·050 -6·332 
+1·968 +1·692 
-3·650 -3·278 
-0·255 -0·389 
Ac = 35 · 6pn(C) -13 · 9 ~ pn(C1) for C-C2 H fragments 
I 
Ac = 30·5pn(C)-13·9~ pn(C1) for C-C3 fragments 
I 
• Ref. 9. 
+9·9 
-7·1 
-2·9 
-
-
Exptl 
+7·10 
-6·00 
(+)1·84 
(-)2·58 
0·20 
Finally, the apparent selective broadening observed by Lyons et al. has a simple 
explanation. Measurements show that the majority of the lines which overlap at 
position A (of ref. 2) are 13C satellites of the y proton lines, whereas the main 13C 
components at position B of ref. 2 are not. It is a change in the y proton coupling 
constant with temperature rather than any linewidth broadening effect due to cation 
migration between positions 2 and 7 on the pyrene molecule which is responsible for 
the observed broadening. With the resolution obtained in these experiments (mean 
linewidth 0 · 030 G) components of a potassium coupling constant of 0 ·14 G should 
have been visible. 
The question of the relative positions of the cation and the anion in the pyrene 
system remains unsolved. Further work will be necessary to establish whether 
migration of the cation can be observed. 
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