ABSTRACT The PARAllel FACtor (PARAFAC) decomposition is known as one of the most commonly used tools in tensor signal/data processing. Unfortunately, its classical algorithms barely take the potential statistical and/or deterministic prior information of the decomposed tensor into consideration, while the modern ones are usually problem oriented, which limits their applications. To fill in this gap, the PARAFAC decomposition of a tensor is brought into the framework of Bayesian inference in this paper. By introducing transition models for the loading/factor matrices of a tensor, the PARAFAC decomposition can be formulated as an alternating Bayesian filter. By means of the flexibility of the Bayesian filter, the proposed filtering decomposition approach illustrated can cover two commonly used priors-parametric and time transition ones. Under the linear Gaussian assumption, the proposed filter can be implemented as an alternating (matrix) Kalman filter. Analyses show that the performance of the proposed filter is similar to the reported ALS-based algorithms when priors are unavailable. The results of numerical simulations show that our Bayesian approach outperforms the reported PARAFAC decomposition algorithms in the literature, especially for the cases where the statistical and/or deterministic priors are offered such as the target tracking application of a bistatic ULA multiple-input multiple-output radar system.
I. INTRODUCTION
It is well known that in many applications, such as Direct Sequence-Code Division Multiple Access (DS-CDMA) [1] , Multiple Input Multiple Output (MIMO) radar [2] , [3] , Blind Signal Separation (BSS) [4] , and Multidimensional Harmonic Retrieval (MHR) [5] , the received data are multidimensional (i.e., tensors). To fully utilize the structural advantage of such data, tensor-based methods have been introduced and drawn more attention in the past decades, among which, the PARAllel FACtor (PARAFAC) decomposition [6] , also known as the CANonical DECOMPosition (CANDECOMP) [7] or Canonical Polyadic Decomposition (CPD) [8] , is one of the most commonly used tools.
The PARAFAC decomposition factorizes an N-way array (tensor) into the sum of vector outer products, which can be seen as a generalization of the matrix Singular Value Decomposition (SVD) to multidimensional arrays. One of the most fundamental properties of the PARAFAC decomposition is its essential uniqueness (i.e., uniqueness with scaling and permutation ambiguity) [9] under mild conditions, which makes it a powerful tool for many applications. The most commonly used algorithm for the PARAFAC decomposition is the classical Alternating Least Squares (ALS) [6] , [7] . The ALS can be intuitively understood and simply implemented. However, it usually takes numerous iterations to converge. The ALS may also encounter the so-called swamp [10] or two-factor degeneracy (2FD) [11] phenomena, where two or more factors become highly collinear, keeping it from further convergence. To speed up the convergence of ALS, the Line Search (LS) [12] , [13] and Enhanced Line Search (ELS) [14] , [15] techniques have been reported. At the beginning of each iteration, the LS or ELS techniques predict the loading/factor matrices of a tensor with the previous estimates, resulting in a significant convergence acceleration. However, the coefficient of the LS is usually determined empirically, whereas the one of the ELS is determined by solving a polynomial equation of high degree, which can only be solved by numerical methods. In our previous work, a new acceleration method for the ALS, called as the Matrix Polynomial Predictive Model (MPPM), is proposed in [16] . The MPPM predicts the loading/factor matrices by a constructed FIR filter, whose coefficients can be determined offline. Other PARAFAC algorithms such as Alternating Slicewise Diagonalization (ASD) [17] , damped Gauss-Newton (dGN) [18] , and its variant 3-way Positive Matrix Factorization (PMF3) [19] , and Direct TriLinear Decomposition (DTLD) [20] , have also been reported. The surveys in [21] and [22] show that, among all of the methods as mentioned above, ALS is the best one in the quality of the solution while the derivative-based methods tend to have better convergence properties. Nevertheless, none of these classical algorithms can take the available prior statistical and/or deterministic information of the decomposed tensor into consideration. Such a situation is not broken until recent studies with the constraints such as the structured loading matrices [23] , orthogonal constraints [8] , missing values [24] , and time-varying tensors [25] . New Variational Bayesian (VB) based methods [24] , [26] provide even more possibility to handle different cases of the decomposition, e.g., sparse tensor decomposition [27] and EEG signal processing [28] . However, all these methods are problem oriented. For example, the VB algorithm proposed in [24] cannot incorporate the orthogonal constraints as done in [8] .
In this paper, by introducing transition models for the loading/factor matrices, it is shown that the PARAFAC decomposition of a tensor can be formulated as a Bayesian inference/filtering problem. By means of the flexibility of Bayesian filtering, the PARAFAC decomposition with two kinds of common used priors, the parametric and time transition ones, is studied. It is illustrated that the parametric prior can conveniently be incorporated into the filtering problem by regarding the prior as a conditional distribution model. When the time transition prior is used to describe the time relevance model of the tensors, it is found that the PARAFAC decomposition of time-varying tensors can also be viewed as a Bayesian filtering problem. In this way, even when these two kinds of priors are integrated together, the decomposition can still be handled by the proposed Bayesian filtering approach. It means that a lot of tensor data processing applications in the signal processing can be handled by our approach such the applications as reported in [2] , [8] , [23] , [25] , and [28] . Under the linear Gaussian assumption, i.e., the noises and the prior distributions of the loading matrices and/or their parameters are Gaussian, and the models of the parametric and/or time transition priors are linear, it is shown that the proposed filtering problem can be implemented as an Alternating (Matrix) Kalman Filter. Three linear transition models are introduced in order to implement such a filter. It is also pointed out that the proposed filter can still work well even if priors are unavailable. Under such a situation, the performance of the proposed filter is shown similar to the existing ALS based algorithms. The presented filter is tested in several scenarios to verify its performances. The results of numerical simulations show that our Bayesian approach outperforms the reported PARAFAC decomposition algorithms in literature, especially for the cases where the statistical and/or deterministic priors are offered such as the target tracking application of a bistatic ULA MIMO radar system. The rest of the paper is organized as follows. The preliminaries of this paper, including the notation, the PARAFAC decomposition, and matrix variates are reviewed in Section II. In Section III, the derivation of the proposed Bayesian filter and its extensions to both parametric and time-varying tensors are provided. In Section IV, three transition models are first introduced and then the proposed filter is implemented as an Alternating (Matrix) Kalman Filter under the linear Gaussian assumption. The results of the numerical simulations conducted for several scenarios, including the target tracking application of a MIMO radar system, are presented in Section V. Finally, conclusions are drawn in Section VI.
II. PRELIMINARIES
In this section, the PARAFAC decomposition and high order normal distributions will be briefly reviewed. For description convenience and without loss of generalization, only a thirdorder tensor is focused since it is trivial to extend our results to a higher order one.
A. NOTATION
The scalars, vectors, matrices, and tensors are denoted by lowercase letters x, lowercase boldface letters x, boldface capitals X, and calligraphic letters X , respectively. The superscripts * , T , and H respectively stand for the conjugate, transpose, and Hermitian transpose. The symbols ⊗, , •, and × n denote the Kronecker, Khatri-Rao, vector outer, and mode-n products respectively.
A (m) is also used for Kronecker products. The norm and determinant of a matrix are represented by · and |·| respectively. vec(·) indicates the operation that stacks the columns of a matrix or tensor into a long vector. tr(·) stands for the trace of a matrix. diag(x) signifies a diagonal matrix that holds x on its diagonal. I n denotes an n × n identity matrix.
B. PARAFAC DECOMPOSITION
Given a third-order tensor X ∈ C I 1 ×I 2 ×I 3 , the PARAFAC decomposition factorizes it into a sum of vector outer products as
where the minimal positive integer R making the equation true is called the rank of X and a (n) r ∈ C I n , r = 1, · · · , R, n = 1, 2, 3 are the columns of the loading/factor matrices A (n) ∈ C I n ×R . Sometimes, a (n) r are normalized to unit vectors to eliminate the scale ambiguity by introducing scaling factors 36488 VOLUME 6, 2018
The PARAFAC decomposition can also be described by several equivalent forms. For any element x i 1 ,i 2 ,i 3 of X , the PARAFAC decomposition can be expressed as
When X is matricized along mode-n as X (n) , i.e., the tensor element (i 1 , i 2 , i 3 ) is mapped to the matrix element with j =
,m =n I m [9] , the PARAFAC decomposition can be rewritten as
where
Moreover, the PARAFAC decomposition of X can also be expressed as a multilinear product with a super-diagonal core tensor as
where D ∈ C R×R×R is a diagonal tensor with λ on its diagonal. The vectorized forms of PARAFAC decomposition include
and
A (1) )λ.
C. HIGH ORDER NORMAL DISTRIBUTION
As an extension to the multivariate normal distribution, high order (matrix and tensor) normal distributions are reviewed here. For other distributions, please refer to [29] . A random matrix or matrix variate X ∈ R n×p is said to follow the Matrix Normal Distribution MN n,p (M, , ) iff
The probability density function (PDF) of X is of the form as
where M ∈ R n×p , ∈ R n×n , and ∈ R p×p denote the mean and the covariance matrices among rows and columns, respectively. A complex matrix Y ∈ C n×p is normal, if both the real and imaginary parts of Y follow the matrix normal distribution. In this paper, the real and imaginary parts of Y are assumed to be independent with each other (i.e., proper), and the covariance matrices of the real and imaginary parts are assumed equal (i.e. circular [30] ).
A third-order tensor X ∈ R I 1 ×I 2 ×I 3 is said to follow the Tensor Normal Distribution T N (M, (1) , (2) , (3) 
The PDF of X is written as
, (2) ,
where I = I n is the number of elements in the tensor X ;
M ∈ R I 1 ×I 2 ×I 3 and (n) ∈ R I n ×I n are the mean tensor and covariance matrices of the mode-n, respectively. A complex tensor Y ∈ C I 1 ×I 2 ×I 3 is normal, if both the real and imaginary parts of Y follow the tensor normal distribution. Moreover, Y is assumed proper and circular.
If a tensor X follows the Tensor Normal Distribution T N (M, (1) , (2) , (3) ), then its mode-n unfolding X (n) follows the Matrix Normal Distribution MN (M (n) , (n) , ), where M (n) is the mode-n unfolding of the mean tensor M, and = ⊗ m =n (m) . The relationships among the multivariate, matrix, and tensor normal distributions are summarized in TABLE 1.
III. ALTERNATING BAYESIAN FILTER
In this section, an alternating Bayesian filter for the PARAFAC decomposition of tensors will be derived. During the derivation, two kinds of prior information described as the time transition and/or parametric models will be taken into consideration and incorporated.
A. FILTERING FRAMEWORK
Consider an observed noisy tensor Y = X + V, where X is the true tensor data and V is an additive noise. The goal of the PARAFAC decomposition is to recover the loading matrices A (1) , A (2) , and A (3) (or equivalently, their columns a (n) r ) from Y (or its mode-n unfolding Y (n) ). In this paper, the scaling factors λ r corresponding to a (n) r , n = 1, 2, 3 will not be considered, since they can be absorbed by rescaling techniques according to the essential uniqueness property [9] of the PARAFAC decomposition.
From the view of Bayesian inference, the target of the PARAFAC decomposition is to obtain the joint posterior distribution p A (1) , A (2) , A (3) |Y (n) , from which A (1) , A (2) , and A (3) can be estimated, when a certain prior distribution p A (1) , A (2) , A (3) is given. When the matricized form of the PARAFAC decomposition (4) is taken into consideration, the target distribution can also be written as
where p Y (n) |A (1) , A (2) , A (3) is the likelihood of the decomposition model (4), and p Y (n) is the normalization constant. However, it is usually intractable or impossible to obtain the closed form of the integral in p Y (n) . To cope with such a situation, a simple solution is to assume that A (1) , A (2) , and A (3) are statistically independent with one another, i.e.,
Take A (1) as an example. The conditional posterior distribution of A (1) for such an assumption can be written as
The distributions for A (2) and A (3) can also be given in the similar way as shown in (14) . The statistical independence is usually a strong assumption. However, it is mild in the PARAFAC decomposition since each loading matrix is usually with its own interpretation. For example, in a bistatic ULA MIMO radar system, the loading matrices are the functions of the Direction of Arrivals (DoAs), Direction of Departures (DoDs), and Doppler frequency shifts of the targets [2] . The DoAs and DoDs are determined by the positions of the transmitting and receiving arrays, which are independent with each other in bistatic systems [2] . The Doppler shifts are proportional to the radial speeds of the targets, which has nothing to do with the arrays. In fact, not only the loading matrices, but also their elements assumed independent is a common practice for the Bayesian approaches [24] , [26] , [32] . Nevertheless, it is hardly possible to estimate A (1) directly from Y (n) because A (2) and A (3) in (14) are still unavailable. A straightforward solution is to substitute the unknown A (2) and A (3) with their estimatesÂ (2) andÂ (3) . In this way, the conditional posterior distribution (14) can be approximated as
Thus,Â (1) , the estimate of A (1) , can be calculated as the mean of the approximated conditional posterior distribution (15)
From (16), it can be seen thatÂ (1) is dependent onÂ (2) and A (3) . Similarly,Â (2) andÂ (3) are respectively dependent on A (1) andÂ (3) as well asÂ (1) andÂ (2) . Such dependency makes it reasonable to update A (1) , A (2) , and A (3) alternately. Let the process of updating all three matrices once be viewed as a âĂŸstep' and A (n) , n = 1, 2, 3 at step k be denoted as A (n) k , n = 1, 2, 3. Assume that the relationship between A (n) k and A (n) k−1 , i.e., the transition model is described as a conditional probability distribution p A
k−1 with Markovian properties [33] . Such an alternating process can be formulated as an alternating Bayesian filter with prior distributions p A (n) 0 , n = 1, 2, 3. At step k, the predictive distribution of A (1) k can be obtained by the Chapman-Kolmogorov equation [33] as (17) , as shown at the bottom of the next page, whereÂ (2) k−1 andÂ (3) k−1 are the latest estimates of A (2) and A (3) at step k − 1. Y (n),1:k−1 denotes the collection of the observed data from step 1 to k − 1. Given the observed data Y (n) , the approximate conditional posterior distribution at step k can thus be obtained as (18) , as shown at the bottom of the next page, where Z 1,k denotes the normalization constant for A (1) k at step k. Based on (18) , it can be seen thatÂ (1) k can be calculated by (16) . The same procedures can iteratively be applied to predict and update A (1) , A (2) , and A (3) until some termination conditions are met.
B. INCORPORATING THE PARAMETRIC INFORMATION
In some cases, one or more loading matrices are described by some internal parameters. For example, three loading matrices in a ULA MIMO system are determined by DoD, DoA, and radial speed of the targets. Let θ (n) be such parameters for A (n) . Then the parametric model of A (n) can be written as
36490 VOLUME 6, 2018 where H (n) (·) denotes a matrix-valued function. When the prior distribution of A (n) is given as the conditional distribution p A (n) |θ (n) , it has been known that the conditional posterior distribution of A (1) can be given as
|θ (1) . (20) The distributions of A (2) and A (3) can similarly be given. Note that (20) shares the same form as (14) , which means in this case A (n) can also be estimated by our alternating Bayesian filter approach as discussed in section III-A. Once A (n) is obtained, θ (n) can be recovered. Alternatively, θ (n) can also be estimated directly. Take θ (1) as an example. When the prior distribution of the parameter θ (1) is known as p θ (1) , one can get the conditional posterior
where p Y (n) , A (1) |A (2) , A (3) is the normalization constant. Similarly, when A (2) and A (3) in the above distribution p θ (1) |Y (n) , A (2) , A (3) are substituted by their estimateŝ A (2) andÂ (3) , i.e., when p θ 
|Y (n) ,Â (2) ,Â (3) , the estimate of θ (1) can be obtained aŝ
and A (1) can be estimated bŷ
dθ (1) . (23) It has been seen that the dependence of A (1) , A (2) , and A (3) or their parameters makes their estimation processes can be alternated. Let θ
, the parameter estimate process can also be formulated as an alternating Bayesian filter by the same derivations as above.
C. INCORPORATING THE TIME-TRANSITION INFORMATION
In some applications, such as target-tracking problems, the received data is a time series instead of a single data point. In such cases, the connection within the time series should be exploited to improve the performance of the estimates. Consider such a time series of tensors. Let the true tensorvalued data received at time t be denoted as X t and its mode-n matricization expressed as X t,(n) . Define the loading matrices of X t as A (1) t , A (2) t , and A (3) t , the PARAFAC decomposition of X t can be written as
If the relationship between A t . When a proper time transition model is given, the convergence of the parameter estimates can also be accelerated by the same way as the matrix case. In this way, the structure of the proposed filter for the parameter estimates can be summarized by Figure 1 .
IV. IMPLEMENTATIONS OF THE FILTER
In this section, the proposed alternating Bayesian filter will be implemented. The linear Gaussian assumption will be introduced. Under such an assumption, the Bayesian filter will be shown as the Alternating (Matrix) Kalman Filter.
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A. THE LINEAR GAUSSIAN ASSUMPTION
It is well known that the Bayesian filter usually does not have a closed-form solution. An exception is under the linear Gaussian condition, in which, both the transition and observation models are linear, and the noises and priors are Gaussian. In this case, the Bayesian filter becomes the Kalman Filter (KF). For the proposed alternating filter, the linear Gaussian assumption will result in an alternating Kalman based filter. In PARAFAC decomposition, the observation model is of the form as
where k denotes the number of iteration, V (n),k stands for the mode-n unfolding of the additive zero-mean Gaussian noise
v ,
v ). It can be seen that the model is linear with respect to A (n)
where n,k (·) is denoted as a matrix-valued linear function, and W
(n)
k is a zero-mean Gaussian noise with the covariance Q (n) k . In addition, assume that the prior distribution of A (n) follows the matrix normal distribution introduced in Section II-B as 0 are the initial covariances of the distribution. Thus, the linear Gaussian assumption is met. Instead of tracking the conditional posterior distribution, the Matrix Kalman Filter (MKF) reported in [34] can be used to track the posterior mean and covariance. In this way, the alternating Bayesian filter given in the previous section can be reformulated as an Alternating Matrix Kalman Filter (AMKF). When incorporating the parametric information, the closed-form solution can be obtained if both the parametric model H (n) (·) and the transition model for θ (n) are linear and the prior of θ (n) is Gaussian. It should be pointed out that the Gaussian assumption is not prerequisite. The Kalman based filters can always be used as an iterative MMSE estimator, no matter what kind of distribution the noises follow [35] . However, these filters give the exact conditional probability estimates only when all noises follow the Gaussian distribution.
B. TRANSITION MODELS
In each iteration of the AMKF, all loading matrices are predicted and updated once. To do so, a specific transition model (26) should be given. In fact, it is loose to choose the transition model n,k (·) in (26) with various forms in an AMKF. Three possible transition models are introduced here.
a: MATRIX RANDOM WALK MODEL
The simplest model for (26) is the matrix random walk model given as
In such a case, it has been well understood that the estimates of the Kalman filter are the same as the iterative least squares [35] . Therefore, it can be concluded that the performance of our AMKF should be the same of the classical ALS algorithm under the linear Gaussian assumptions, which will also be verified by our numerical simulations.
b: MATRIX POLYNOMIAL PREDICTIVE MODEL
The second transition model discussed here is called the Matrix Polynomial Predictive Model (MPPM) proposed in our previous work [16] . In the MPPM, the loading matrix is assumed to be a matrix-valued polynomial which can be predicted by an FIR filter as
where L denotes the degree of the matrix-valued polynomial and h L (m), m = 1, · · · , M are the coefficients of the filter. The MPPM can be seen as an extension of the LS and ELS acceleration techniques for the ALS. The difference between the MPPM and ELS is their coefficients or the relaxation factor. Please refer to [16] for the details of the MPPM.
c: GENERAL LINEAR MODEL
The final transition model introduced here is the following general linear model firstly given in the original MKF work in [34] , [36] 
n,k are called the left and right transition matrices. However, it is usually difficult to find an explicit closed-form relationship between A (n) k and A k−1 , with exceptions of combining the parametric and/or other kinds of priors.
In parameterized cases, the transition models for θ (n) can be given in a similar way. The transition models introduced in this subsection can also be used as time transition models when incorporating the time transition information.
C. ALTERNATING (MATRIX) KALMAN FILTER
Before implementing the filter, it is essential to determine the rank R of the tensor. In this paper, it is assumed as a known prior. Otherwise, it can be estimated by the methods given in [37] . In each iteration of the AMKF, all loading matrices are predicted and updated once. To make the prediction effectively work, all prediction steps should be carried out before any matrix is updated. An example of the order of prediction and update steps in an iteration is shown in Figure 2 . The prediction step of the AMKF varies with the chosen transition model. For example, if the MPPM is chosen as the transition model, the validity of the prediction should be checked because the prediction could be inaccuracy. The operations in a prediction step for different transition models are summarized in TABLE 2. Note that the matrix random walk model can be seen as a special case of both the MPPM and the linear model. Therefore, it is not listed in the table.
After all loading matrices are predicted, they can be updated one by one using standard MKF update operations, which is summarized in TABLE 3. In the TABLE 3,Â k|k , depending on the various possible orders of update steps. For example, let the matrices be updated as shown in Figure 2 . When updating A (1) , the latest estimates of A (2) and A (3) areÂ (2) k|k−1 andÂ (3) k|k−1 , respectively; when updating A (2) , the latest estimates of A (1) and A (3) becomê A (1) k|k andÂ (3) k|k−1 , respectively.
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Once all loading matrices are updated, instead of normalizing the columns of the loading matrices, the rescaling technique introduced in [2] will be used to solve the scale ambiguity. Let D (n) k ∈ R R×R be a diagonal matrix that contains the norm of each column inÂ
where a (n) r,k|k , r = 1, · · · , R stand for the columns ofÂ
, then the rescaling is achieved bŷ
The rescaling is not mandatory, but it is still recommended to avoid some potential ill condition and precision problems. When dealing with the parameterized cases, the unknown parameters of one loading matrix can be directly estimated according to (21) . For example, let A (n) be a structured matrix as given in [23] , i.e.,
u , u = 1, · · · , U n are the structure bases. In this case, the PARAFAC decomposition can be written in its vectorized form as
. Since the observation model of θ (n) is linear, θ (n) can be estimated by Kalman filter if the linear Gaussian assumption is met. Following this, the proposed filter can be implemented as an Alternating Kalman Filter (AKF). The AKF operates in a similar way to the AMKF, with the MKF replaced by the KF. Therefore, the AKF is not discussed in detail. If the parametric model is nonlinear, it will be hard to estimate θ (n) directly from the data. Under such circumstances, it is advised to construct the loading matrices A (n) first. θ (n) can be recovered from A (n) after they are updated after a step of the AMKF, as shown in Figure 3 . It should also be pointed out that the results will be more precise if the transition models, especially the time-transition models, are applied to the parameters instead of the loading matrices.
When dealing with time-varying tensors, the steps of the filter are almost the same, except for the initial estimates of the loading matrices at each time instant. Namely, all of the loading matrices of the decomposed time-varying tensor are initialized by the time transition models at each time instant, as discussed in Section III-C, whereas the ones of a single tensor can be initialized by the methods in [13] and [38] .
When the priors are not available, the proposed filter can still work. This is because the matrix random walk model can be viewed as the general transition model, and the specialized problem will degenerate into a basic PARAFAC decomposition. As mentioned above, the performance of the proposed filter should be almost the same as the ALS. 
V. NUMERICAL SIMULATIONS
In this section, numerical simulations in various scenarios will be conducted to verify the effectiveness of the proposed alternating Bayesian filter. All simulations are performed in MATLAB R2015b running on an Intel i7-4770 3.4GHz CPU. All ensemble averages are calculated by taking the 5% truncated mean of data to rule out the impact of potential numerical issues such as the 2FD [11] and swamp [10] . For each simulation, 1000 tensor samples are randomly generated, which means 50 worst results are discarded. The convergence criteria used for all iterative algorithms include:
• Normalized Mean Square Error (NMSE) tolerance k = 10 −8 ;
• Maximum number of iterations K = 5000, in which, the NMSE is calculated by
where · F denotes the Frobenius norm. The iteration stops if any of the aforementioned criteria is met. The relative NMSE tolerance should be the most commonly used one, while the NMSE tolerance is set at a small value to guarantee a full convergence, and the maximum number of iterations is a failsafe to break the loop when the algorithms encounter the 2FD or swamp phenomena.
A. STANDALONE PARAFAC DECOMPOSITIONS
In the first scenario, the standalone PARAFAC decompositions with or without parametric information will be tested. The decomposition model for these tests is constructed with
, where A (n) ∈ C I n ×R is with I 1 = I 2 = I 3 = 4 and R = 3. A (n) is set to follow 
Given each random tensor sample, the following algorithms are applied:
• AMKF: The loading matrices are assumed to follow the matrix normal distribution and estimated by the AMKF given in Section IV. Both the matrix random walk model (AMKF-MRW) and matrix polynomial predictive model (AMKF-MPPM) are applied.
• ALS: The classical ALS algorithm along with several line search techniques are applied. The line search methods tested here include: Bro's method [13] (ALS-LSB), Harshman's method [6] (ALS-LSH), and the Enhanced Line Search method [14] , [15] (ALS-ELS).
• AKF: This algorithm is applied when parametric model is considered. In such a case, both the random walk model (AKF-RW) and polynomial predictive model (AKF-PPM) are used as the transition model of θ (n) .
• CALS: The Constrained Alternating Least Square (CALS) algorithm introduced in [23] is tested for parameterized tensors. Figure 4 shows the test results of our proposed AMKF against other existing algorithms under different SNR conditions for complex tensors. It can clearly be seen that AMKF-MPPM takes less iterations than all other algorithms with an approximately equal NMSE. Nevertheless, AMKF-based algorithms usually take more time per iteration since they need to update both the mean and covariance of the normal distributed state. Figure 5 shows the average NMSE, number of iterations, and total CPU time of the testing algorithms under different SNR conditions. For each of the generated tensor samples, all loading matrices are circulant. It can be clearly seen that the NMSE of the AKF is almost identical to the CALS proposed in [23] , which is also close to the Cramér-Rao bound. On the other hand, the performances of the AMKF and ALS based algorithms become inferior in high SNR conditions, mainly due to the absence of the parametric model. Of all six iterative algorithms, two AKF-based algorithms along with the CALS take almost least iterations.
B. PARAFAC DECOMPOSITION FOR TIME-VARYING TENSORS
The second scenario considered here is the PARAFAC decomposition for time-varying tensors similar to the one studied in [25] . The received tensor varies in the following way. At each time instant, a new slice of data along moden arrives. Meanwhile, the oldest slice of data in mode-n is discarded, as shown in Figure 6 . Let x t be the vectorized form of the new slice of data. In this way, the received data at time instant t can be written as
where n is the dimension that data is appending and I n is the size of tensor in dimension n. From the definition of the PARAFAC decomposition, the loading matrix of dimension n is of the form as
where the subscript 2: denotes the second to last row of a matrix and a (n) t denotes the row brought by the new data x t with
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where η is a small number that controls the speed of the variation and N (m) t is a random disturbance. In this test, the size of the tensor is set as 5 × 5 × 5 with rank R = 3, and the speed of variation η = 0.001. The new data arrives along the second dimension. The proposed AMKF algorithm will be tested against the two adaptive algorithms âĂ" PARAFAC-RLST and PARAFAC-SDT proposed in [25] and the ALS under different SNR conditions. At each SNR, 100 tensor samples are generated randomly. The number of time instants for each sample is 100. The average results are shown in Figure 7 . It can be seen that the proposed AMKF algorithm outperforms other algorithms at most conditions.
C. TARGET TRACKING IN A ULA MIMO RADAR SYSTEM
Consider a more realistic scenario where a bistatic ULA MIMO radar system is used to detect the targets. In the system, a received pulse can be written as [25] 
where the symbols are explained as follows:
• S ∈ C N ×L -the transmitted pulse;
• N -the number of antennas in the transmitting array;
• L -the number of samples in one pulse;
T -the direction of departure (DoD) of the targets;
• K -the number of targets;
matrix containing the radar cross section (RCS) and the Doppler shift of the targets;
• M -the number of antennas in the receiving array;
T -the direction of arrival (DoA) of the targets;
• W ∈ C M ×L -the additive noise. If the columns of S are mutually orthogonal, the received data after matched filter can be written as 
where C(β, v) is composed by the diagonals of D p (β, v).
The target tracking problem in such a MIMO radar system aims to track the DoD ϕ, DoA θ, and radial speed v of the targets. The RCS β will not be considered since it is usually random. This problem is equivalent to tracking the parameters from each Y t in the time series {Y t }, t = 1, · · · , T , if all parameters remain the same in one CPI. In this test, the radar is set to be bistatic with 6 uniformly spaced antennas in both the transmitting and receiving arrays (ULA), i.e., M = N = 6. The spacing between neighboring antennas is set to be half wavelength of the carrier, whose frequency is fixed at 1GHz. One CPI is set to have P = 10 pulses with L = 512 samples in each pulse. The signal transmitted by the n-th antenna is generated by
2, where H L is the L×L Hadamard matrix. The number of targets is fixed at K = 3. All targets are assumed to follow the Swerling I model with the PDF of the RCS written as p(β) = exp(−β/β m )/β m , where β m is the mean of β. Besides, the radial speed of each target is assumed to keep invariant during the whole tracking procedure. The length of the tracking procedure is T = 100 CPIs. The algorithms tested here are configured as follows:
• AMKF-MRW-MRW: The parametric model is not considered. Matrix random walk model is used as both transition models.
• AMKF-PPM-PPM: All priors are taken into account. Polynomial predictive model is set as both transition models for the parameters.
• ALS-ELS-MRW: In each CPI, the loading matrices are initialized with the estimates of last CPI and ELS is applied.
• 3D-MUSIC: 3D-MUSIC algorithm in [39] is applied to estimate DoD, DoA, and Doppler shifts jointly. The algorithm scans 3 times in the neighborhood of the estimates in the last CPI with the 3D grid refined from 0.1 • × 0.1 • × 1m/s to 0.001 • × 0.001 • × 0.01m/s. Since the parametric model is nonlinear (exponential Vandermonde matrix), the recovery step of AMKF illustrated in Figure 3 (c) is achieved by Root-MUSIC [40] . Figure 8 shows the result of the DoD-DoA tracking trajectories of the targets using different algorithms at SNR of 10dB. It can be seen that only AMKF with full priors can track the targets' trajectories correctly and accurately. 3D-MUSIC can track the targets properly but its accuracy is significantly worse than AMKF's because it only uses a single snapshot. Further analyses show that AMKF-PPM-PPM gives the best performance on the estimation errors of the DoA and DoD under all test conditions. It also outperforms other algorithms on the estimation errors of the radial speed VOLUME 6, 2018 FIGURE 9. Average errors of (a) the DOD, (b) the DOA, and (c) the radial speed of the targets under different SNR conditions. when SNR is greater than 0dB. These results are shown in Figure 9 .
VI. CONCLUSION
In this paper, the PARAFAC decomposition of a tensor has been brought into the framework of Bayesian inference. It has been shown that the PARAFAC decomposition can be formulated as an alternating Bayesian filter by introducing transition models into the loading/factor matrices and/or their parameters. By means of the flexibility of the Bayesian filter, the proposed filtering approach can cover two priors, parametric and time transition ones. Analyses show that the proposed filter with the two priors can be implemented as an Alternating (Matrix) Kalman Filter under the linear Gaussian assumption. It has also been pointed out that the performance of the proposed filter is similar to the existing ALS based algorithms when the priors are unavailable. Simulation results show that the proposed filter outperforms the existing PARAFAC algorithms in terms of solution qualities when the priors are presented, especially for the target tracking application of a bistatic ULA MIMO radar system.
