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ABSTRACT 
The asymptotic distribution of singular values and eigenvalues of non-Hermitian 
block Toeplitz matrices is studied. These matrices are associated with the Fourier 
series of an univariate function f. The asymptotic distribution of singular values is 
computed when f belongs to L2 and is matrix-valued, not necessarily square. Clusters 
of singular values are also studied, and a new result is proved. Moreover, a classical 
formula due to Szegii concerning the asymptotic spectrum of Hermit& Toeplitz 
matrices is extended to the non-Hermitian block case, under the assumption that f is 
bounded and test functions are harmonic. Finally, it is proved that the class of 
harmonic test functions is optimal, as far as that formula is concerned. 0 1998 
Elsevier Science Inc. 
1. INTRODUCTION 
In this paper we deal with asymptotic singular values and eigenvalues of 
non-Hermitian block Toeplitz matrices, generated by a univariate matrix-val- 
ued function. Given such a function f : (- T, TT> + Chx k, supposed to be 
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integrable, one can build its matrix Fourier coefficients in the usual way: 
It is possible to associate with f a sequence (T,} of block Toeplitz matrices 
defined as 
T,, = 
I A, A, 1.. A,_, 
A -1 ‘. ‘. : 
A, 
\ A_,,, .**. A_; A, 
in this case, we say that the sequence IT,,} is generated by f. 
Well known is the case where the generating function takes real values, 
and hence the associated matrices {T,} are Hermitian and have plain Toeplitz 
structure; in this particular case, the following classical theorem holds (see 
[SD: 
THEOREM (Szegii). Suppose f :(-z-,77) + R is a bounded function, 
and let {T,} be the sequence of Hermitian Toeplitz matrices generated by f, 
then for any function F, continuous on the interval ess inf f < A < ess sup f, 
one has 
(3) 
where h&T,,), j = 1,. . . , n, are the eigenvalues of T,, 
This classical result has been extended and generalized in many directions 
ever since (see [12, 13, IS-201). I n a such extensions of the Szegii theorem, 11 
however, the generating function f (whether scalar or matrix valued) was 
assumed to be bounded; in his recent paper [16], Tyrtyshnikov (dealing with 
scalar-valued generating functions) showed that the assumption f E L” is not 
necessary, and showed that f E L2 is sufficient for (3) to hold, provided the 
test function F has compact support in R [this is not restrictive, and it 
guarantees that the integral in (3) exists also when f is not bounded]. Besides 
Szegii’s theorem, Tyrtyshnikov extended to the I,’ case also the theorem by 
Avram and Parter [l, 111, concerning the asymptotic distribution of singular 
values of non-Hermitian Toeplitz matrices; Theorem 5.5 of [16] can be stated 
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as follows: 
THEOREM (Tyrtyshnikov [16]). Iff : ( - n-, r> + C is L,‘, then the .singu- 
hzr values of {T,} are distributed as If< x)1, that is, for any continuous 
function F with compact support in R one has 
where a&T,), j = 1,. . . , n, are the singular values of T,,. 
The above theorem by Tyrtyshnikov covers the case where f is complex 
valued and the matrices {T,,} it generates are n X n square matrices; on the 
other hand, the notion of singular value makes sense also when the matrices 
involved are nonsquare (in this case, the number of singular values equals the 
minimum between the number of rows and the number of columns). In 
Section 4, we extend Tyrtyshnikov’s theorem to the more general case where 
the generating function f is matrix-valued; moreover, we allow f to be 
nonsquare, that is, we consider the case f : ( - IT, rr ) + C” ’k, h and k being 
(generally) distinct natural numbers. As a consequence, the hn X kn block 
Toeplitz matrices {T,}, generated by f according to (2) and (l), are not 
necessary square; moreover, in general they are not Toeplitz matrices (unless 
h = k = l), because we do not make any assumption concerning the struc- 
ture of the blocks {A,}. To be precise, in Theorem 4.4 we prove that, if 
f:(-?r, rr) + ChXk is L’ and {T,,} is the sequence of block Toeplitz 
matrices generated by f, then letting h A k = minfh, k), one has 
(*5) 
for any continuous function F with compact support in R. 
The factor l/(h A k) in both sides of (5) pl a y s a normalization role. since 
the singular values of f( > x are h A k while those of T,, are n(h A k). It is 
immediate to see that (5) reduces to Tyrtyshnikov’s theorem if h = k = 1, 
that is, if f is scalar valued: in fact, in this particular case f(x) has onl!, one 
singular value, namely If(x and T,, is n X II. 
Studying the singular values of nonsquare matrices, besides theoretical 
interest, is also important in many applications: consider, for example, a lineal 
system of the kind TX = 6, where the matrix T has block Toeplitz structure 
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but is nonsquare; if the number of rows of T exceeds the number of columns, 
the system TX = b may have no solution, but one can always consider 
solutions in the sense of least squares (see [6]), that is, vectors x which 
minimize the functional IITx - b112. It is well known that x minimizes 
IlTx - bl12 if and only if T*Tx = T*b, where T* is the Hermitian conjugate 
of T; moreover, the solution is unique if T has full rank. Therefore, iterative 
methods such as the conjugate gradient (see [9, 171) can be applied to solve 
the system T* TX = T*b; on the other hand, the convergence rate of 
conjugate gradient and analogous methods largely depends on the spectrum 
of the matrix involved (see [4, 711, and, since the eigenvalues of T*T are the 
squares of the singular values of T, formulas such as (5) play an important 
role. 
In the case where f is bounded we show (Theorem 4.1) that the singular 
values. of T,, cannot exceed a,,(f), which is, roughly speaking, the essen- 
tially largest singular value that f(r) assumes as x ranges between - rr and 
rr (see Definition 4.1). A nontrivial lower bound for the singular values of 
{T,) cannot be given in general (see Remark 4.2); nevertheless, in Theorem 
4.5 we prove that the interval [I,, cr,,a,,,(f)] is a cluster for the singular 
values of T,,: this essentially means that the number of singular values of T, 
which are smaller than crmi,(f> cannot grow linearly with n (the concept of 
cluster is taken from Tyrtyshnikov [16], and it is recalled in Definition 4.4). 
In Section 5, we deal with the eigenvalues of T,, (in the case where this 
makes sense, i.e. when h = k and f is square matrix valued). Our starting 
point is the localization Theorem 5.1, where we characterize the closed 
convex set Z?B’(f> (which is the essential numerical range of f; see Defini- 
tion 5.1) as a subset of @ containing all the eigenvalues of T,. When f is 
bounded, Z?s(f> is a compact set in C; then it might seem reasonable that 
Szegij’s formula (3) could be extended to the non-Hermitian case, under the 
hypothesis that F in (3) is continuous on the compact set 89(f). Unfortu- 
nately, as observed by Parter [ll], this cannot be done, and the reason is very 
simple: the eigenvalues of T, are far from being densely distributed on the 
range off as n tends to infinity. To see this, consider the scalar case where 
f(x) = 2”; it is obvious that kFS'(f > is the closed disk D = {z E @ : ) z 1 =G 1) 
(see Definition 5.11, and that 
0 1 
0 1 
T,, = I .:I 0 *. 1 ’ n E N. 
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Then the eigenvalues of T,, are all zero, and (3) reduces to 
it is clear that (6) does not hold for any F continuous on D, since the 
right-hand side only depends on the values of F( z 1 when I z I = 1. 
In the light of this example, it is natural to wonder to what extent (3) can 
be given a meaning in the non-Hermitian case. In Theorem 5.4 we answer 
this question, showing that there exists a nontrivial class of test functions F 
such that (3) holds also in the non-Hermitian case; moreover, we do this in 
the more general setting of block Toeplitz matrices. To be precise, under the 
assumption that f : ( - z-, ~-1 --j Ckx k is bounded, we prove that 
holds for any function F(x) harmonic in an open neighborhood of gS?(f) 
(see Definition 5.2). In other words, in the non-Hermitian case Szego’s 
formula continues to hold, formally unchanged, provided one restricts the 
class of test functions from continuous functions to harmonic functions. 
The importance of (7) . 1s mainly theoretical, since the class of harmonic 
test functions is perhaps too small for one to get from (5) precise information 
abut clustering of eigenvalues on ZS?(f); the main reason for this is the 
maximum principle for harmonic functions, which excludes functions with 
compact support from admittable test functions, and makes it impossible to 
estimate how many eigenvalues of T,, cluster in a given set Q c 299(f) by 
means of test functions supported in R (see, for example, the proof of 
Theorem 4.5, where this technique is successfully applied to singular values 
instead). 
One might ask if there exist continuous functions, which are not har- 
monic, such that (7) holds for all f: surprisingly, the answer is negative. In 
fact, in Theorem 5.5 we show that the class of harmonic functions is the 
largest class of admittable test functions in the non-Hermitian case, as far as 
(7) is concerned. This is due to the fact that f(x) (and hence I’,) here is not 
supposed to be Hermitian; if f is Hermitian matrix-valued, then the matrices 
{I’,,] are Hermitian and (7) holds for any function F continuous with compact 
support in R, under the very weak assumption that f is L’ (see [15]). In the 
non-Hermitian case examined in this paper, instead, the asymptotic misbe- 
havior of the eigenvalues of T, must be balanced by the stronger assumption 
that test functions are harmonic. 
64 PAOLO TILL1 
2. NOTATION AND PRELIMINARY CONSIDERATIONS 
Throughout this paper we denote by N, Z, [w, and C respectively the set 
of natural, integer, real and complex numbers. If a, b E [w, we define 
a A b = min{a, b} and a V b = max(a, b}; if z E @, we denote by ‘8 z the 
real part of 2. 
If X, y E @” are complex vectors, we denote by ( y, X> = Cy, i yiXi the 
usual scalar product on @“, and by IJx(I = dm the Euclidean norm of x. 
If A is a h x k matrix with complex entries {a,,J (we write A E ch x ‘1, we 
denote by 
Ih k 
IIAIIF = C C IUi,j12 
i=l j=1 
its Frobenius norm, and by A* E C kxh the Hermitian conjugate matrix; if 
moreover k = h, we denote by Tr A = C~=,U~,~ the trace of A, and by 
Aj(A), j = 1, . . . , k, the eigenvalues of A, counted with their multiplicities 
(since we do not assume that A is Hermitian, there is no natural order 
among its eigenvalues, and any labeling will do; what matters is that algebraic 
multiplicities are taken into account). 
We now briefly recall how singular values are defined. It is well know that 
for A E chxk there exist two unitary matrices U E chxh and V E UZkxk 
such that A = UXV, where X = ( oij} E Chxk satisfies gii = 0 for i # j, 
and ojj > 0 for j = 1, . . . , h A k. The matrix Z is known as the singular-value 
decomposition of A, while the nonnegative numbers 5j are the singular 
values of A. If A E UZhx k, we indicate with a;.(A), j = 1, . . . , h A k, the 
singular values of A, numbered in a nondecreasing way. We also write 
gmin( A) for (+i( A) and a,, (A) for ~~;n( A), where m = h A k is clear from 
the context. 
A well-known characterization of the singular values of A E chx k is the 
following: they are the largest m = h A k eigenvalues of the positive 
semidefinite matrix ( A*A) ‘I2 [if h > k = m, then ( A*A)'/' has exactly m 
eigenvalues, equal to the singular values of A; if k > h = m, then ( A*A)l12 
has k eigenvalues, and at least k - m of them are zero: the remaining m are 
the singular values of A]. 
Throughout this paper, we will deal with matrix-valued functions inte- 
grable with respect to Lebesgue measure on the interval Q = (- r’, ~1; if 
P(X) is a proposition depending on x E Q, by writing “P(x) for x E Q a.e.” 
we mean that P(X) holds for x E Q almost everywhere, that is, P( 1~) is true 
for x E Q \ Q’, where Q’ is a subset of Q and has zero Lebesgue measure. 
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We denote by E’:(Q, Chxk) th e s p ace of all h X k matrix-valued func- 
tions with compact support in Q, which are infinitely many times differen- 
tiable; if I c IA% is a compact set, E’(Z) denotes the Banach space of all 
complex-valued functions continuous on 1, endowed with the usual sup 
norm. 
If p > 1 is a real number, we denote by Lp(Q, Ckx k> (or simply by L J’ if 
the context is clear) the Banach space of all h X k matrix-valued functions 
which are p-integrable on Q, that is, 
f E Lf'(Q, Chxk) - IlfllLP = /f( *)I[: dx)“” < +x. 
where & indicates integration with respect to Lebesgue measure on Q. 
We will also deal with the Banach space IJm<Q, Chx k, of h X k matrix- 
valued measurable functions which are essentially bounded (or, simply. 
hour&d) over Q, that is, 
f~ L"(Q,Chxk) - 
Ilfll,_= = inf{ y E R: Ilf( x)II~ < y for x E Q a.e.} < +m. 
We use the Frobenius norm for convenience, but it is clear that any other 
vector norm would yield the same L I’ space, since all norms are equivalent in 
a finite dimensional space. The main reason to use the Frobenius norm is the 
following: the space L2(Q, C hx k, is a Hilbert space, with scalar product given 
bY 
<f, g)L2 = &/_” [Tr g( x)*f( x)] dx. 
7T 
If f E L’(Q, Chxk), we refer to the h x k complex matrices 
as the matrix Fourier coefficients off. Parseval’s relation in L2 then becomes 
IIf II22 = E II AjII: if f E L’(Q, Chxk). 
j= --Cc 
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DEFINITION 2.1. Let f E L’(Q, UZhx ‘1. We say that the sequence of 
matrices {T,} is generated by f if T,, is defined by (2>, where the blocks Aj 
are the matrix Fourier coefficients of f, defined by (1). 
A simple inequality we will need is the following: if f E L’(Q, Ch “1 and 
{T,,} is the set of block Toeplitz matrices generated by f, then 
This inequality easily follows from the block Toeplitz structure of T, and 
Parseval’s relation in L’(Q, ch “>: in fact, IlT,lli equals the sum of the 
squares of the Frobenius norms of its blocks, and each block Aj appears in 
T, at most n times. 
Another matrix norm we will use is the spectral norm, that is, the operator 
norm induced by the Euclidean norm on vectors; it is defined by 
IIMI 
IIAIlz = XsEk W’ A E Chxk. 
X#O 
(9) 
It is well known (see [lo]) that 11 AlI2 coincides with the largest eigenvalue of 
A*A, for any A E chxk; as a consequence, 
II Allz = qi,,,x( A) VA E chxk. (10) 
Although the above two quantities coincide, we prefer to keep the two 
concepts distinct, since they arise in different settings. For example, since 
11 - 112 is an operator norm, it follows straightforwardly that it is subadditive 
and submultiplicative with respect to matrices. We recall that also the 
Frobenius norm is submultiplicative, although it is not an operator norm; 
moreover, the spectral norm is majorized by Frobenius norm. 
Now we discuss some inequalities involving matrix norms, which will be 
widely used throughout. We begin with 
I( Av, u>l < cm,,( A)lbll Ilull VA E chxk, u E Ch, v E Ck, (11) 
which immediately follows from the Schwarz inequality, (91, and (10). 
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A simple but useful inequality is 
ITr Al =G fill AI/F VA E ckxk. (12) 
Another inequality which we will often use is 
(13) 
which is well known and holds for any two matrices A and B, provided their 
product AB makes sense; it can be easily proved by decomposing B 
(respectively, A) into singular values (this can be done because the two 
norms involved are unitarily invariant). Inductively applying (IS), one obtains 
NJ, ... u,vw, *** W”& < llvIlFllu,ll2 *.* IIqJlellW~lla *** llw,~112> (14) 
which holds for any matrices {I,$}, V, and {W,}, provided the above product 
makes sense. 
We will need also the following two inequalities: 
IlAP - BPll~ < (2p - 1)(llA112 + jIBI\2)‘-111A - ~11~ 
if A, B E C”“” and p E N, (15a) 
and an extension to nonsquare matrices: 
II( A*A)” - (B*B)~(I~ G (2~ - 1)(llAl12 + II~ll~)~~-~ll~ - BII~, 
if A, B E CfnX ‘,,’ and p E N. (15b) 
In order to prove (I5a>, we write AP as [(A - B) + ~]r’, thus obtaining 
AP-I3P= c fi[q(A-@+(I-aj)B], 
a&j=1 
(16) 
where & is the finite set of all p-tuples CY = ((Ye,. . . , (Y,,) E IO, l>P such that 
c:,=,czj > 0. 
Consider any of the above products, with cy E &: it is clear that the matrix 
A - B appears at least once within the product. Majorizing oilI A - BII2 + 
(1 - aj)llBlls with (IAIJz + IIBlln, by (14) we obtain 
l~fiLT(A - ‘) + (1 - aj)‘]iiF G (IIAIIe + IIBIl~)“-llI~ - BIIF, 
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which holds for any (Y E& Then (15a) easily follows from the above 
inequality and (161, since the cardinality of JX’ is 2 P - 1. Moreover, (15b) 
follows from (15a) applied to the square matrices A*A and B*B, observing 
that 
and 
IIA*A -B*% ~IA*(A - B)II, +[[(A* - B*)BIIF 
< (lb112 + 11B112)Ib - B/F. 
Finally, we will need the following perturbation result for singular values (its 
proof can be found in [lo, Corollary 7.3.81): 
THEOREM 2.1. Suppose A, B E Chxk. Then 
hr\k l/2 
C [q(A) - q(B)12 < IIA - B~F. 
j=l 
3. PRELIMINARY RESULTS 
This section is entirely devoted to establishing Lemma 3.3, concerning the 
asymptotic behavior of Tr (T,* T,) p and Tr T,P for p E N, when n tends to 
infinity. We will establish a relation between the trace of (T,* T,,)P and the 
trace of (f*f> r, and an analogous relation between the trace of T”P and the 
trace of fp when f is square; this will allow us to prove the distribution 
theorems in Sections 4 and 5. 
The following proposition is technical, and is used to simplify the proof of 
Lemma 3.3. 
PROPOSITION 3.1. Suppose f E L”(Q, Chxk), sN E LYQ, Chxk) for N 
E N, and there exists M > 0 such that IIf llL= < M, (IsNIIL= < Mfor N E k4. 
Zf sN converges to f in L’(Q, Chxk), then 
p E N. (17a) 
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Moreover, if h = k then 
Proof From the hypothesis it clearly follows that 
IIf(4IIP 4If(4llF GM> lI%WlL 4%4”)IlF GM 
for x E Q a.e.; (18) 
By (121, (15b), and (18) we obtain 
< Jq2” - 1)(2&f)“‘- &/: II%44 -fb>II, ds. Tr 
Finally, we observe that the last integral is infinitesimal when N tends to 
infinity, because sx converges to f in L’(Q, Chxk); therefore (17a> is proved. 
To prove (17b), the same argument can be repeated, using (15a) instead 
of(l5b) to majorize IIs,( -f(x)I’((F. 
LEMMA 3.2. Suppose sI\! is a h X k matrix-valued trigonometric pdt~ru- 
mial of degree N, that is, there rJxi.sts a natural numhrr N such that 
sx( x) = 5 Ajeijx. Aj E c’lxk, j = -A’,..., N. (19) 
j= -iv 
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Let {S,, ,J be the set of block Toeplitz matrices generated by sN. Then, for 
any natural number p > 1, 
lim ?Tr(Sg,,SN,,)’ = ~~~Tr[s,(x)*s,(x)lPdLr. 
n--+m n (2Oa> 7r 
Moreover, if h = k, then 
lim ;TrSY,,,, = $1: Trs,( x)” dx. 
n--rm n 77 
(20b) 
The idea underlying this lemma is the following: the product of two 
banded Toeplitz matrices is also a banded Toeplitz matrix (with larger 
bandwidth) up to the comers, and the size of the comers depends only on the 
bandwidth of the matrices (not on their order). 
In the proof of this lemma we adopt the following notation: if k is an 
integer, we let I = k + N and k = k - N. 
Proof. Let us prove (20a). It is clear that, for n > N, any matrix S,,, 
has block band structure, and the block bandwidth is at most 2 N + 1; in fact 
I 
S N,n = A-N 
AN 
A-N 
. . . 
A, E CnhXnk, n > N. 
Setting Aj = 0 for ljl > N in accordance with (19), a blockwise computation 
of the power CSZ, ,S,, ,JP yields 
Tr(%,nS,,,Y = i 
k,,k,,...,k,,=l 
Tr[(Ai,-k,Ak3-k2)(“$-k4b-kl) *** 
To simplify notation, we denote by P(k,, . . . , k,,) the product of blocks {AT} 
and { Aj} between square brackets in the above equation. By splitting the last 
summation into two parts depending on k,, and recalling that Aj = 0 if 
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Ijl > N, if n > 4Np we obtain 
Tr(SZ ,,Sx.JP 
nAI, 
c c... 
k,~tl....,2Np) k,=lvk, 
u(n-ZNp+l,...,n) 
k 21,~,=1~kZI,~2kep=1~k,~kl,,~, 
Tr P(k,, . . . , k,,). 
k,=ZNp+l k,=k, k,,,-,=k,,,-, k,>=k,,-,“k, 
It is easy to see that the first summation is uniformly bounded with respect to 
n (actually, it does not depend on n), while the second one is the sum of 
n - 4Np equal quantities, since the n - 4Np distinct values that k, can 
assume yield the same partial sum [this can be easily established by observing 
that Hk,,..., k,,) = P(k, + m,. . . , k,, + m) for any m E N]. Therefore, 
we obtain 
Tr(Sz,,,S,,,)’ = O(1) + (n - 4Np) 
X c Tr(A*,iAa,)(A*_a1Aa4) *.. (A~app_,Aa2,,)~ 
ae2f 
(22) 
where LX’ is the finite set of all integer 2 p-tuples (Y = ( (Y, , . . . , a2 p> such that 
er 
(YE {-N,...,N}+, c (Yi = 0. (23) 
i=l 
Dividing both sides of (22) by n and taking the limit, we obtain 
lim 1 Tr( Sg,,S,.,)’ = 
n+a: n c Tr( A*_u,Aa,)( AC(13A,4) .** (A*“_,kPp). ClEJd 
(24) 
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On the other hand, 
1 77 
=- 
/ 
Tr 
2n -r 
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1 
=- I n Tr 29-r -7r (PI ,..., Bz,)Et--N,...,hF 
and, since /T”, e ‘j’ dx equals 21r if j = 0 and is zero otherwise, by the 
linearity of the trace and the integral operators we obtain 
Comparing this equality with (241, the proof of (20a) is completed. 
The proof of (2Ob) is analogous to that of (20a>, and it is omitted. ??
Now we are ready to drop the assumption that the generating function is 
a trigonometric polynomial, extending the previous results to the case where 
the generating function is only supposed to be bounded. 
LEMMA 3.3. Suppose f E L”(Q, @ hx k>, and let (T,,} be the set of block 
Toeplitz matrices generated by f. Then, for any natural number p, 
,“;“I$Tr(TzT,)PA/:Tr[f(r)*f(x)]‘dx. (25a) 
n 
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Moreover, if h = k, then 
(25b) 
Proof. We begin with (25a). Th e case p = 0 is trivial, both sides being 
equal to k. If p > 1, we first suppose 
M = 5 IIAjIIF < +m> (26) 
j=-m 
where { Aj) is the set of the Fourier coefficients of f, given by (1). For any 
natural number N, we set 
(sN is the Nth Fourier polynomial associated with f>; it is well known that 
s.,,, converges to f in L2(Q,Chxk), and hence also in L1(Q,Chxk). From 
(26) it clearly follows that 
IlfllL= =Z M and lIs~llL= G M. (27) 
Let E > 0 be given. For any natural number N and n, 
+ lTr(S:,“S,,.)’ - &/” Tr[s,(x)*s,(x)]“& (29) n V 
:TTr[s,(x)*s,(x)]P clx - &/:nl.r[f(i).j(i)l” iii; 
= el(n, N) + e2(n, N) + e3(-V), (:3(j) 
where we have denoted the three terms in (28), (291, and (30) respectively 1)) 
e,(n, ~1, e,(n, N), and e,(N). 
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Since T,, and S, n , are nh X nk matrices, by (12) and then by (I5b) we 
obtain 
Ji; 
< ~(2~ - l)(llT,llz + llS,,,ll~)2p-111~, - SN,nll~ 
n 
VN, n E N. 
From Corollary 4.2 and (27) we obtain ]]T”]]2 Q M and ]JSN,n)]2 < M; on the 
other hand, from (8) it follows that IIT,, - SN,nllF < fillf - sN JIL2. Combin- 
ing all these estimates, we obtain 
e,(n, N) =S &(Zp - 1)(2M)2P-111f- SNIIL~ VN, n E IV. 
Therefore, e,(n, N) can be made smaller than e/3 for N sufficiently large, 
independently of n. By (17a) of Proposition (3.1), also e,(N) can be made 
smaller than e/3 for N sufficiently large. Once such a large N has been 
chosen, e,(n, N) can be made smaller than e/3 for n sufficiently large, 
because by Equation (2O.a) of Lemma 3.2 we obtain lim,, ~ m e,(n, N) = 0: 
since E > 0 was arbitrary, this concludes the proof of (25a), under the 
additional assumption (26). 
In order to drop the assumption (26), we proceed as follows. It is well 
known that there exists a sequence {sN) of functions belonging to ‘9r(Q, 
Chxk) such that 
(for example, such functions can be obtained by convolution with a sequence 
of mollifiers); on the other hand, if sN E @$‘( Q, Chx k, and {AjN’} are the 
matrix Fourier coefficients of sN, then 
e ((A;N)((F < +a (31) j= --cc 
(this is well known: a proof, in the case where sN is scalar-valued, can be 
found in [3]; if, as here, sN is matrix-valued, the statement is still true, since 
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the entries of the matrix Fourier coefficients of sN are just the scalar Fourier 
coefficients of the entries of sN). Letting M = IlfllLs, it is clear that (27) still 
holds; to complete the proof, it is sufficient to repeat all the previous steps, 
from (27) on. The only difference is the following: in order to show that 
lim n-ta e&n, N) = 0, we can no longer rely on (20a) of Lemma 3.2, because 
now .s~,(x) is not a trigonometric polynomial; this difficulty is overcome using 
(25a), which we have already proved under the additional assumption (31). 
Finally, (25b) can be proved just like (25a), that is, first assuming (26) and 
then dropping the assumption; the only difference is that (15a) must be used 
instead of (I5b), in order to majorize e,(n, N). H 
4. LOCATION AND DISTRIBUTION OF SINGULAR VALUES 
In Section 2 we defined a,,;,( A) and a,,,,,(A) as the smallest and, 
respectively, the largest singular value of a matrix A; if f E L’(Q, Chx “), we 
need global notions of essentially smallest and largest singular value of .f as a 
matrix-valued function; therefore, we give the following 
DEFINITION 4.1. If f E L’(Q, Chxb), we set 
ami,( f) := sup{ y E Iw : ami,(f( x)) > y for x E Q a.,~.}, 
a,,,(f) := inf{ y E [w: a,,,,,( f( x)) < y for s E Q a...}. 
Roughly speaking, c+,(f) is th e smallest singular value of f(r), and 
a,,,,(f) is the greatest singular value of f(x), as x ranges over Q, disregard- 
ing sets of measure zero. To be precise, ~,,~,(f) is the essential infimum of 
the real-valued function x -+ o,,~,,(~(x>), and o;,,,,(f) is the essential supre- 
mum of x + o,,,(f(x)>. 
The next theorem establishes a relationship between q,,,(f) and a,,,,,(T,,), 
where {T,,} is the sequence of matrices generated by f: it results in a 
localization theorem for the singular values of (T,,). 
THEOREM 4.1. Suppose f E L”(Q, Chxk), and let IT,,} he the set of block 
Toephtz matrices generated by f. Then 
~,x(Tn) f a,,,,,(f) Vn E N. 
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Proof. Let u be a singular value of T,,. From the singular-value decom- 
nosition of T,, it follows that there exist u E cn” and c E Cnk such that 
iiull = 1, Ml = 1, and u = (T,,v, a). If we partition u and c into blocks as 
1% I \ 01 
UP 02 
tl= . ) v= . 1 uj E ch, vj E ck, j = 1,. . .) n, 
\%I \““, 
by (2) and (1) a direct computation yields 
u= (T,,v,d = ~~~(f(x)v(x),li(x))dx; 
?T 
(33a) 
where 
j=l 
and v(x) = i vje-‘jx. 
j-1 
(33b) 
By (33) (11) and the Cauchy inequality we obtain 
where the last equality follows from a direct computation of the two integrals. 
The proof is completed, recalling that Ilull = /loll = 1. ??
COROLLARY 4.2. Suppose f E L”(Q, Chx k>, and let {T,} be the set of 
block Toeplitz matrices generated by f. Then 
Proof. From (10) and Theorem 4.1 we obtain IlT,llz < ~,~,,(f); it re- 
mains to observe that am,, G Ilfllr, which easily follows from ~~,,(f( x)) 
Q Ilf(x)llF, taking the essential supremum. ??
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REMARK 4.2. Theorem 4.1 yields an upper bound for the singular values 
of T,, in terms of f, which is independent of rz. A nontrivial lower bound in 
terms of the singular values of f cannot be given, even in the case where 
a,,,,,,(f) > 0. Consider, for example, the case where h = k = 1 and f(x) = 
e ‘I, already examined in Section 1. It is clear that the only singular value of 
f(x) is 1, and hence a,,,,,(f) = 1. Nevertheless, T,, has rank II -- I. and 
therefore u~,,,,(T,,> = 0 for all n. 
Now we are in a position to prove a distribution theorem for the singular 
values of {T,,), under the hypothesis that f is hounded; this assumption will 
be relaxed to f E L” in Theorem 4.4. 
T~IEOREM 4.3. Supposef E L”(Q, C:hx’), and let {T,,} he tlw .set of block 
Toe& matrices generated by f. F or any test ftAnction F, continuous on the 
inter-d [o. q,,,,,(f)], one has 
(34) 
Proof. We first suppose k < h; then T,, has nk singular values, and they 
coincide with the square roots of the eigenvalues of T,: T,,: therefore, letting 
G(x) = F(A), all we have to prove is that 
,!yrnk ,gG(Aj(T,*Tn)) =
J-1 
$Jy 
7r 
k ,i G($(f(~)*f(x)))dx (35) 
J=l 
holds for any function G continuous on the interval [O, a,,,(fY)]. From 
Theorem 4.1 we know that the singular values of T,, lie in [O, gm;,,(f)l or, 
equivalently, the eigenvalues of T,*T, lie in [O, o,,,,(f)‘]; if G is of the kind 
G(x) = x I’, then (35) (after removing the normalization factor l/k from both 
sides) can be rewritten as 
and this relation follows from Lemma 3.3. Since (35) is linear with respect to 
G and it holds when G(x) = x P, h t en it holds also when G is a polynomial; 
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finally, since the set of all polynomials is dense in E’([O, a,,,,,(f>“]> with 
respect to the sup norm, then (35) holds for any function continuous on 
[O, ~max(f)21 (this density ar g ument is a standard tool; see [S]). 
If k > h, it is sufficient to consider f * in place of f, and hence {I’:} in 
place of {T,}, observing that singular values are invariant under conjugation. 
I 
Now we characterize the distribution of singular values in the more 
general case where f is L2. 
THEOREM 4.4. Supposef E Lz(Q,Chxk >, and let {T,) be the set of block 
Toeplitz matrices generated by f. For any test function F continuous with 
compact support in R, one has 
1 n(h/‘ik) 
!zn(hr\k) j=, c F(q(T,)) = 
(36) 
Proof. Reasoning as in the proof of Theorem 4.3, we can suppose k < h 
so that h A k = k. 
For any positive real number r, we define the truncation function p, as 
follows: 
(37) 
For a matrix M = {mij} E Chxk, we let p, act componentwise, that is, we 
let p, M = { p,(mijI], we indicate with ZS( r) E Chx k the singular value 
decomposition of f(x), and we define the truncation operators P,. : L”(Q, 
Chxk) + Lm(Q,ChXli), r > 0, as follows: 
P,f(x) = 
i 
f(x) if Ilf(x)IIF < r, 
p .q) 
R if Ilf( x>II, Z r; 
(38) 
it is easy to see that P,f E L”(Q,Chxk) and IlP,f(x)IIp Q IIf<x>II,, x E Q. 
We claim that P,f converges to f in L2(Q, @ hx k, as r tends to infinity. In 
fact, letting g,(x) = If(x) - P,f(r)ll~, we have lim.,, g,(x) = 0 for x E 
Q a.e.; moreover, 
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and, since f E L’(Q, Chxk), we can apply dominated convergence and 
conclude that /Y ~ 1 g, 1 tends to zero when r tends to infinity. 
Now let F, continuous with compact support in R, and E > 0 be given. 
Let a > 0 be a real number such that the support of F is contained inside 
( --a, a); it is easy to see that r > a implies 
in fact, prf( x.) has the same singular values as f(x), except those greater than 
T, which are replaced by r; but in the latter case we have F(u) = 0 if (T > I^. 
Now let F’ be a differentiable function with compact support, such that 
IF(x) -@(x)1 < E V’x E R; (40) 
it is not restrictive to assume that the support of F’ (like that of F) lies inside 
C-u, a> and that max IF’1 > 0 (that is, F’ is not identically zero). We now 
choose T > a so large that 
-I 
Ilf- Prfll~~ < (maxI*l) E. (41) 
Let {T,‘} indicate the set of block Toeplitz matrices generated by Prf(x); b> 
(8) and (41) we obtain 
By (39) and the triangle inequality we obtain 
(43) 
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(46) 
= cl(n) + e,(n) + es(n) + e4, (47) 
where we have denoted the terms (43), (441, (45X and (46) respectively b
e,(n), e,(n), e,(n), and e4. From (40), it easily follows that 
cl(n) < E Vn, e4 < 65. (48) 
From the mean-value theorem applied to @ and the Cauchy inequality, we 
obtain 
e,(n) Q -J-(madF’I) F 1 qtTn) - 9tTi) I 
j=l 
by Theorem 2.1 and then by the inequality (42) we obtain 
To conclude_ the proof, we observe that p,f (as bounded generating 
function) and F (as continuous test function with compact support) satisfy 
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the hypothesis of Theorem 4.3, and therefore lim, --f m e,(n) = 0; this rela- 
tion, together with (48), (491, and (471, concludes the proof, since E > 0 was 
arbitrary. H 
REMARK 4.3. In Theorem 4.4 we use test functions with compact 
support in IF!: this is due to the fact that the integral in (36) may not exist if f 
is not bounded and F has not compact support. In Theorem 4.3, instead, f 
was bounded and we employed test functions continuous on the interval 
[O, %,(f>l, no compact support being assumed. Nevertheless, Theorem 4.4 
is, in every respect, more general than Theorem 4.3, although compact 
support is required; in fact, in the light of Theorem 4.1, the singular values of 
T, and f(r) are all in [O, a,,,(f)] when f ’ b is ounded: therefore any function 
F, continuous on [0, g,,,,(f)], can be extended to a continuous function with 
compact support in [w, and neither the left-hand nor the right-hand side of 
(36) is affected by the extension (which, of course, is not unique). 
Theorem 4.1 states that the singular values of {I’,,} lie in [O, a;,,,Y(f)]; 
dealing with asymptotic distribution, anyway, it is also important to have 
information about clustering of singular values. Therefore, following Tyrtysh- 
nikov [16], we give the 
DEFINITION 4.4. Let S c Iw, and let {Z’,,) be a sequence of matrices, 
T,, E Cnhxnk. We say that S is a cluster for the singular values of {T,,) if 
r,(n) 
lim ~ = 0 Ve > 0, 
n+~: n 
where T,(n) denotes the number of singular values of T,, whose distance 
from S is greater than E. 
The following theorem states that the interval [~,,~,(f>, a,,,,(f)] is a 
cluster for the singular values of {I’,,}, which is not trivial if a,,,,,,(.f> > 0; this 
result should be examined in the light of Remark 4.2. 
THEOHEM 4.5. Suppose f E L’(Q, chx k>, and let {T,,) he the set of block 
Toeplitz matrices generated by f. Then the set [q,,,,(f 1, a,,,,(f 11 is a cluster 
for the singular values of {T,,}. 
Proof. We already know that no singular value of T,, can be larger than 
q,,,;,,(f 1 [when f is b ounded it follows from Theorem 4.1; when f is not 
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bounded, it is trivial, since then a,,x<f> = +a]. Therefore, indicating with 
I,(n) the number of singular values of T, which are smaller than cr,,,i,,<f> - E, 
all we have to prove is 
l im  r,(n) 
- = 
o 
VE > 0. 
n-+m n (50) 
If E > gmi,(f> then (50) is trivial, because singular values are nonnegative 
and hence r,(n) = 0; therefore we can suppose omi,(f) > 0 and E < omi,,<f>. 
Let such E be given; consider a continuous function 0 < F, < 1 such that 
F,(x) = 0 if x Q -1 or x > omin(f) - i, 
F,(x) = 1 if 0 Q x < am,(f) - e. 
From the properties of F,, it immediately follows that 
and, taking the lim sup of both sides, by (36) we obtain 
lim sup 
r,cn) i n i h*k 
%r -,h/ikjzl / - c F,(aj(f(4))dx. n-rm n(h A k) 
It remains to observe that the integral in the right-hand side is zero, because 
the singular values of f(x) are not smaller than ~,~,(f> for x E Q a.e., and 
F,(a) = 0 if u > a,i,(f). ??
5. LOCATION AND DISTRIBUTION OF EIGENVALUES 
Now we turn our attention to the eigenvalues of {T,}, with the aim of 
relating them to the eigenvalues of f. 
If A E @ kx k is a square matrix, we recall that the numerical range of A 
is defined as 
R(A) = 
(h-,x> 
llxl12 
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It is obvious that the spectrum of A is contained in R(A) [if A is normal, 
then R(A) is the convex hull of the eigenvalues of A, but this is false in 
general]. If f E L’(Q, Ckxk), we need a global notion of (convex) essentiul 
numerical range of f as matrix-valued function; it is provided by the 
following 
DEFIN~I-ION 5.1. If f E L’(Q, Ckxk), we set 
where 0 is the family of all closed half pl anes A?‘c C such that R(f(r)) C% 
holds for almost every x E Q. If 0 = 0, then we agree to set ZS’(f) = @. 
From this definition it follows that Z?S’(f) is a closed convex set (being 
an intersection of closed convex sets); moreover, it is easy to see that if 
f E L”(Q, Ckxk) then E%‘(f). IS compact. It is also clear that the spectrum of 
f(x) is contained in gS(f) for x E Q a.e. 
Now we are in a position to state the following 
THEOREM 5.1. Suppose f E L’(Q, Ckx ‘), and let {T,} he the set of block 
Toeplitz matrices generated by f. If n E N, then R(T,) c 899(f), that is, the 
numerical range of T,, is contained in the essential numerical range off. In 
particular, if h is an eigenvalue of T,,, then h E 85% f >. 
Proof. Let n E M be given, and let u E C’” be a vector, partitioned 
into blocks as follows: 
UI \ 
u2 
11 = . , UJ E ck, j = I,...,n. 
\%I, 
Then by (2) and (1) a direct computation yields 
(T,u,u) = - 2~~~(f(~)u(~),u(l))d~: 
?r 
where U(X) = k uje-?Jx E Ck. (51) 
j=l 
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Now let XC C be a closed half plane such that R(f( x)) ~2 holds for 
x E Q a.e. [if such Zdoes not exist, then Z%(f) = C and there is nothing to 
prove]; let 2 be defined by 
Z?=‘X(z,t) = { wEC:nz(zw)>t}, 
where t E R, z E @, Izl = 1. (52) 
By (51) and by the properties of Z we obtain 
Therefore, if u # 0 we obtain (T,u,u)/~~u~~~ E% and, since 3 is an 
arbitrary closed half plane such that R(f(x)) ~2 holds for x E Q a.e., by 
Definition 5.1 it follows that (T,u, u)/lluI12 E 8’S’(f). Finally, from the 
arbitrariness of u E C nk it follows that R(T) c Z?g(f>. ??
Now we turn our attention to the distribution of eigenvalues. As observed 
in the introduction, in the non-Hermitian case it cannot be characterized in 
terms of continuous functions; therefore, it is necessary to restrict the class of 
test functions. 
DEFINITION 5.2. Let R c C be an open set. A complex-valued function 
F is called harmonic in fl if it satisfies Laplace’s equation 
(S+-$) F(x +:y) = 0, x + ;y E cl. 
This is the usual definition of harmonicity, if we mean F to be a function 
of the two real variables x and y; nevertheless, here it is more convenient to 
regard F as function of the complex variable x + ?y. 
LEMMA 5.2. Suppose f E Lm(Q, Ckxk), and let IT,,) be the set of block 
Toeplitz matrices generated by f. Th en or any function F holomorphic in an f 
open disk containing Z@f >, 
liFm -& ,$ F(Aj(Tn)) = k/_-v $,k F(‘j(f(X))) dx* (53) 
J-1 I7 I=1 
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proof It is clear that, substituting f(r) with f(r) + z,, I, for a suitable 
complex number z,,, we can suppose that F(z) is holomorphic in an open 
disk D = {z E @ : ( z I < R} centered at the origin and containing 89(f) [in 
fact, after such translation the spectra of f(r) and IT,,) are translated by ~~1. 
If F is of the kind F(z) = zp for some integer p > 0, then (53) can be 
written as 
1 
lim -Tr T,,P = - ,‘,I: Trf( r)” dx, 
n-co n 7? 
and this relation coincides with (25b) of Lemma (3.3). By linearity, (53) holds 
if F(z) is a polynomial in the complex variable z; finally, since F is 
holomorphic inside the open disk D (which is centered at the origin), a 
power-series expansion 
F(z) = 5 cpzJ’ (54) 
p=o 
holds for any z E D, and the partial sums of (54) converge to F( z > uniformly 
on every compact set contained inside D; in particular, the convergence is 
uniform for z E &79(f), since 89(f) is closed and bounded and g/%(f) c 
D. Therefore, the proof can be completed by a density argument, as for 
Theorem 4.4 ??
COROLLARY 5.3. Zff E L”(Q, Ckxk) and IT,,} is the set of block Toeplitz 
matrices generated by f, then for any complex number z @ ZZ(f > one ha.s 
Proof. Consider the function F(w) = ( z - w)- I, which is holomorphic 
everywhere except for zc: = z. Since &?9(f > is compact and convex, and 
z g ZZ(f ), it is cl ear that there exists an open disk D such that 89( f > c D 
and z @ D. Since F is holomorphic in D, (55) follows from the previous 
theorem. ??
THEOREM 5.4. Supposef E L=(Q, Ckxk), and let {T,,) be the set of block 
Toeplits matrices generated by f. Then for any ftmction F harmonic in an 
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open set Cl G @ containing 8.9(f ), 
Proof. Since ZS(f > 1s convex, it is not restrictive to assume that fl is 
simply connected: if this is not the case, it is sufficient to replace 0 by its 
connected component containing 89’(f) [according to Theorem 5.1, (56) 
depends only on the values that F assumes on ZYL&‘(f )I. Separating real and 
imaginary parts in (561, we can also suppose that F is real-valued; on the 
other hand, it is well known that a real-valued harmonic function in a simply 
connected domain Q c @ is the real part of a holomomorphic function in IR: 
therefore, it is sufficient to prove (56) when F is holomorphic in a. 
Let F be given, and suppose F is holomorphic in an open set 0 
containing the convex compact set g&f ). Let U be an open set such that 
gS(f) c U c R, U is bounded, and its boundary dU is a smooth Jordan 
curve contained in 0. From Cauchy’s theorem, applied nk times with 
respect to the Jordan curve aU and internal points hj(T,,), we obtain 
ni ,t F(‘j(Tn)) = &/,,GrzCz) dzl - n E tw, (57) 
J-1 
where 
G&) = &F(z) $ ’ 
j=l z - 'jCTrt) ’ 
2 E dU. (58) 
On the other hand, by (58) and Corollary 5.3 it follows that 
Letting M = maxz E dU 1 F(z)1 and denoting by d the distance between 89(f) 
and dU, we have d > 0 [because g9( f) and dU are disjoint compact sets] 
and /G,,(z)1 < M/d f or n E N and z E dU [because all the eigenvalues of 
T,, lie inside 89&f ), according to Theorem 5.11; then we can use the 
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dominated-convergence theorem, and by (57) and (59) we obtain 
1 1 4 j -3 F(z) = zz d” G -,k j=r 2 - hJf(x)) & dz. ! (60) 
Finally, since 
for z E dU and x E Q a.e. 
[this estimate holds for all z E dU and for those x E Q such that A,(f(x)) 
E z%$f>, j = 1, . ..) k 1, by Fubini’s theorem we can change the order of 
integration in (60) and obtain 
= &j; 
7r 
; t F($(f(x))) (ix, 
.i= ’ 
where the last equality follows from Cauchy’s theorem, applied for x E Q 
a.e. [that is, for those x E Q such that Aj(f<x)) E gS’(f), j = 1,. . . , k]. W 
Restricting the class of test functions from continuous functions to har- 
monic functions may seem unsatisfactory. On the other hand, in the next 
theorem we prove the converse of Theorem 5.4: if a function F continuous in 
Sz satisfies (56) for all generating functions f with ZS’(f) c R, then F is 
harmonic. 
THEOREM 5.5. Suppose Cl G C is a nonempty open set, let k E N, and 
let F be a complex-valued function continuous in R. Suppose that, for all 
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f E Lm(Q, Ckxk) with E’_%‘(f) c Cl, the limit relation (56) holds, where {T,l 
is the set of block Toeplitz matrices generated by f. Then F is harmonic in Cl. 
Proof, Let z0 E 0 and r > 0 be given, such that the closed disk D of 
radius r centered at z0 is contained in R. Let us set f(x) = (z,, + reix)Zk, 
where Zk is the k X k identity matrix. It is clear that z0 + re’” is the only 
eigenvalue of f(x), with k as multiplicity; moreover, the sequence {T,) is 
given by 
T,, = z,jzk ‘. n E N, 
‘I, 
%Ik _nkxnk 
and thus z0 is the only eigenvalue of T,, with nk as multiplicity. Then, (56) 
reduces to 
F(z,) = &/_” F(z, + re’“)dx, 
n 
that is, F(q) equals the mean value of F on the boundary of D; since D is 
an arbitrary closed disk in CI, F has the mean-value property in R, and 
hence F is harmonic in C! (the mean-value property completely characterizes 
harmonic functions: see, for example [5, Theorem 2.71. 
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