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Introduction
Most people have experienced the back pain in their life. 
Several factors can be the cause of the back pain, such as 
the lumbar disc herniation (LDH ) that is the protrusion 
of disc material from the space between the vertebrae,1 
the lumbar spinal canal stenosis (LSCS) that happens 
because the bone channel in spine becomes narrow 
and the required space for the spinal cord gets smaller,2 
vertebral fractures, tumors of the spine and any disease 
that disturbs the normal and stable form of the spine. 
These factors can be caused the pain, sensory and motor 
problems in legs, toes, hips and low back that disturb the 
patient’s daily activities. One of the therapeutic strategies 
that neurosurgeons recommend to the patients is spinal 
surgery. posterior spinal fusion (PSF) is a surgical 
procedure that is frequently performed in the spine to 
connect two or more vertebrae by the bone graft. Figure 
1 shows that how this fixation is created in the vertebrae 
of the spine.3 It improves many spinal deformities and 
restores the normal and stable form of the spine. The 
deformities of spine include scoliosis, kyphosis, fractures, 
spondylolisthesis and etc.4
One of the most important challenges that clinicians 
are encountered is “whether the surgery is a successful 
treatment or not?” Before the surgery, awareness of the 
result can assist the neurosurgeons in decision-making, 
extremely. 
In the recent years, use the statistical and mathematical 
methods for the clinical decision making has been 
one of the attractive research fields for the researchers. 
Development of the mathematical models can help 
physicians in decision making and prevent a lot of costs 
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Abstract
Background: Low back pain is a common problem in many people. Neurosurgeons recommend 
posterior spinal fusion (PSF) surgery as one of the therapeutic strategies to the patients with low 
back pain. Due to the high risk of this type of surgery and the critical importance of making the 
right decision, accurate prediction of the surgical outcome is one of the main concerns for the 
neurosurgeons.
Methods: In this study, 12 types of multi-layer perceptron (MLP) networks and 66 radial basis 
function (RBF) networks as the types of artificial neural network methods and a logistic regression 
(LR) model created and compared to predict the satisfaction with PSF surgery as one of the most 
well-known spinal surgeries.
Results: The most important clinical and radiologic features as twenty-seven factors for 480 patients 
(150 males, 330 females; mean age 52.32 ± 8.39 years) were considered as the model inputs that 
included: age, sex, type of disorder, duration of symptoms, job, walking distance without pain 
(WDP), walking distance without sensory (WDS) disorders, visual analog scale (VAS) scores, 
Japanese Orthopaedic Association (JOA) score, diabetes, smoking, knee pain (KP), pelvic pain 
(PP), osteoporosis, spinal deformity and etc. The indexes such as receiver operating characteristic–
area under curve (ROC-AUC), positive predictive value, negative predictive value and accuracy 
calculated to determine the best model. Postsurgical satisfaction was 77.5% at 6 months follow-up. 
The patients divided into the training, testing, and validation data sets.
Conclusion: The findings showed that the MLP model performed better in comparison with RBF and 
LR models for prediction of PSF surgery.
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in heath systems. Some of the most commonly used 
methods include artificial neural networks (ANNs), 
decision tree, support vector machine (SVM) and logistic 
regression (LR). These methods are used in the different 
clinical fields such as, prediction of surgery outcome in 
disc herniation using artificial neural network and logistic 
regression,1,5 prediction of surgery outcome in spinal 
canal stenosis using artificial neural network and logistic 
regression,2 decision making and prediction of mortality 
in the patients with head injury by comparison of ANN 
and LR,6-9 classification of fatty and cirrhosis liver using 
texture analysis of Computed tomography (CT) images 
and probabilistic neural network, back propagation neural 
network and linear vector quantization,10 prediction of 
survival in brain metastases using an ensemble of 5 ANNs, 
single ANN and LR,11 prediction and classification of low 
back pain by ANNs and LR,12,13 identifying prognostic 
factors in patients with primary pontine hemorrhage 
by LR,14 using binary LR analysis to predict eﬀect of 
gamma-knife radiosurgery in patients with cerebral 
arteriovenous malformations,15 identification of patients 
with acute coronary syndrome using neural networks and 
multiple LR,16 prediction of the recurrence-proneness 
for cervical cancer through the SVM, C5.0 and extreme 
learning machine,17 applying multivariate LR analyses 
for measurement intraventricular and intraparenchymal 
intracranial pressure monitoring in brain injury,18 using 
SVMs, k-nearest neighbors and ensemble AdaBoost 
classifier for diagnosis of Parkinson disease by kinematic 
features and pressure features of handwriting,19 using 
Naive Bayesian classifier for diagnosis of Alzheimer 
disease as one of the types of the dementia,20 classification 
of pediatric posterior fossa tumors using neural 
networks,21 evaluation of spinal loads and muscle forces 
using ANN.22
ANNs are powerful analyzers that discover the complex 
and non-linear relationships between the data set. ANN 
models imitate the biological nervous system. They can 
be trained the behavior of system by different learning 
algorithms and then extract the hidden knowledge in 
the data. Applications of these networks in the different 
sciences have been seen in many papers in the recent 
years for example medicine and health care systems and 
specifically in neurosurgery.23
This study was performed to investigate the predictive 
power of ANNs and LR in successful  prediction of PSF 
surgery as one of the most important spinal surgery. 
In this paper, spinal surgery is considered as a special 
medical domain, so several MLP and RBF models and 
a/one LR model are developed based on the clinical and 
radiologic features of the patients to predict the success of 
PSF surgery. The accuracy of each model is investigated to 
select the model with the highest accuracy. The remains 
of this paper is organized as follows: in methodology 
section the clinical and radiologic attributes as the model 
inputs are explained and a brief definition about them is 
represented, also the output variable, proposed models, 
development procedures and the indexes for comparison 
between the models, are introduced. In Results section, 
the results of the prediction models are presented and 
compared. Finally, the best model is selected based on 
the indexes. In discussion and conclusions section, the 
suggestions and conclusions are stated.
Materials and Methods
In this section, at first the important clinical attributes are 
stated then the development of multi-layer perceptron 
(MLP), radial basis function (RBF) and LR models are 
explained.
Data Collection
This study included 480 patients who were referred to 
Shohada Tajrish hospital in Tehran, as the neurosurgical 
center of excellence of Iran, for PSF surgery between 
January 2015 and May 2016. In all of the cases, PSF 
surgery was performed by experienced neurosurgeons in 
this hospital. PSF surgery is performed routinely in this 
hospital (at least 3 surgeries in a week).
In this study 2 types of the patients were considered, 
(1) LSCS and listesis, (2) LDH. The patients who were 
selected for PSF surgery were suffering from these two 
types of disorders. Data set divided into 3 groups: training 
data (n = 336), testing data (n = 72) and validation data 
(n = 72). 
Selection of Input Vector
The models were made on the 27 clinical and radiologic 
features according to the consultation with the 
neurosurgeons. Several professors of neurosurgery in 
the neurosurgical center of excellence of Iran affirmed 
that these features could present a full description of 
the physical and mental condition of the patient, before 
surgery. The features are shown in Table 1.
Some model inputs in Table 1 were recorded in the 
Figure 1. Connection Between the Vertebrae of Spine.
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patient’s documents such as age, sex, duration of symptoms 
(in month) that in short form, is called duration, job, 
walking distance without pain (WDP) that is the distance 
a patient can walk without feeling pain in meter, walking 
distance without sensory (WDS) disorders that is the 
distance a patient can walk without sensory disorders in 
meter, visual analog scale (VAS) that is a numerical tool 
for measuring pain,24 Japanese Orthopaedic Association 
(JOA) that is an international standard questionnaire that 
low back pain and leg pain are expressed as a number 
from -6 to 29,25 smoking, drug abuse (DA) and tobacco 
products, physical scale of SF36 (SF36P) and mental 
scale of SF36 (SF36M). SF36 is an international standard 
questionnaire for evaluation of physical and mental 
health that shows a number, knee pain (KP), pelvic pain 
(PP), leg or back pain (LBP), Zung Depression Scale that 
in short form, is called Zung. There is an international 
standard questionnaire for assessment of the depression 
in patients that report a numeric index between 20 and 
80, from number 55 to the top shows depression.1
The other model inputs in Table 1 such as type of 
disorder (includes patients with LSCS as class 1 and 
patients with LDH as class 2) that in short form, is called 
disease, diabetes, number of involved level (NL) that is 
the number of the vertebrae of the spine are involved 
Table 1. Clinical and Radiologic Features of the Patients, Before PSF Surgery, 
as the Inputs of the Models
No. of 
Features
Features
1 Type of disorder
2 Age
3 Sex
4 Duration of symptoms (mon)
5 Job
6 Walking distance without pain (m)
7 Walking distance without sensory disorders (m)
8 Visual analog scale
9 Japanese Orthopaedic Association
10 Diabetes
11 Smoking
12 Drug abuse
13 Tobacco
14 Surgical level
15 36 item Short Form Health Survey - Physical Scale
16 36 item Short Form Health Survey - Mental Scale
17 Knee pain
18 Pelvic pain
19 Leg/Back pain
20 The Zung Depression Scale
21 Stenosis ratio values
22 Number of Level
23 Osteoporosis
24 Spinal deformity
25 Pfirrmann
26 Type of Modic change
27 Level of Modic change
in disease, stenosis ratio values (SR) that is an indicator 
for measurement of the spinal canal stenosis and is a 
percentage value,26 surgical level (SL) that is the number 
of spaces between the vertebrae that the surgeon chooses 
for fixation, osteoporosis that in short form is called osteo, 
spinal deformity (SD)  (presence or absence of different 
types of spinal disorders for example kyphosis, scoliosis, 
hyperlordosis, flat back), type of Modic change (TMC), 
level of Modic (LMC) and Pfirrmann were explored on 
CT scan and MRI of the lumbar spine. All the CT and 
MRI imagines were studied by at least two neurosurgeons.
Modic changes are specified on MRI image in the signal 
of vertebral body that is indicative of end plate degenerative 
changes. Three Modic classifications are defined: the type 
one shows the vertebral instability and the type two and 
three indicate the fat and calcium deposit in the vertebral 
end plate respectively. Level of Modic refers to the levels 
these changes are seen.27
Pfirrmann classification indicates the degenerative 
changes of the vertebral disc that are characterized by 
MRI. Pfirrmann includes five categories in accordance 
with the changes.27 
Model Output
The patients’ satisfaction with surgery is considered 
as model output. This important factor for the neural 
network training was collected by international standard 
questionnaire Swiss Spinal Stenosis Score (SSS),28 at 6 
months follow-up. The questionnaire SSS indicates the 
patients’ satisfaction with treatment method as a number. 
If the number is less than 2.5, the patient is satisfied; 
therefore, the patients were classified as 2 classes: satisfied 
and unsatisfied patients. 
The MLP and RBF models are developed based on 
MATLAB software and LR model is made based on the 
IBM statistics SPSS 24 software.
Design and Development of the MLP Neural 
Network
MLP network is a feed-forward neural network and one of 
the most well-known networks that has many applications 
in the classification and function approximation. Back-
propagation algorithm in MLP is used for training.29 
Training functions include Levenberg-Marquardt (LM), 
scaled conjugate gradient (SCG), conjugate gradient with 
Powell-Beale restarts (CGB), resilient back propagation 
(RP) etc.
MLP includes input layer, hidden layer and output layer. 
The number of neurons in the input layer is equivalent to 
the number of features; also the number of neurons in the 
output layer depends on the number of problem output. 
In the hidden layer, the number of layers and neurons are 
determined through trial and error.30 To reach the best 
result. The connections between the neurons are defined 
by the weight values. The output is presented by the 
activation function as follows:
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( 1) ( ( ) ( ) ( ))k k jk j kjy t F w t y t tθ+ = +∑                    (1)
where yk (t) is the current activation or output for neuron 
k, hence, yk (t+1) is the new level of activation for neuron 
k. Fk is activation function which specifies the new level of 
activation, wjk specifies the effect of neuron j on neuron k, 
yj (t) is the current activation or output for neuron j and  is 
θk a bias value for each neuron. 
Various functions can be used as activation function, 
such as sign function, sigmoid function, Gaussian and 
hyperbolic tangent function etc. 
In this study, by trial and error, 12 MLP models were 
made by 1 and 2 hidden layers, the tangent sigmoid and 
log-sigmoid functions as the most common transfer 
functions in the hidden layer30,31 and sign function in 
the output layer. Also, Bayesian regularization back 
propagation is selected as the learning algorithm because 
it has better performance  in comparison with the other 
algorithms.32 Too many neurons can be caused to over-
fitting,32 hence for determination of the number of 
neurons in the hidden layer, various numbers of neurons 
were considered to achieve the best mode. We tried 
3 neurons as the low number, 7 neurons as the middle 
number and 12 neurons as the high number. 
Design and Development of the RBF Neural 
Network:
RBF network is a useful tool for approximating and 
predicting. Convergence and learning are fast in these 
networks. An advantage of these networks is that 
networks classify the patterns with non-linear space. 
There is not any processing in input layer; hidden layer 
performs as a nonlinear transformation from input layer 
to a space that usually has large dimensions. Output layer 
calculates the linear output by a weighted sum. Therefore, 
the processing is performed in hidden layer. The function 
of output layer is:
1
( ) ( )p j jjF x w x uφ== −∑                                          (2)
Where {ϕ(||x–uj||)  =  1,2, . . . , P} is a set of P arbitrary 
(generally nonlinear) functions, known as radial-basis 
functions. Equation (2) shows that to approximate 
of function F(x), the p radial functions with centers of 
function uj, are used. Symbol (|| ||) is applied to represent 
Euclidean distance. W is the weight vector.
Different radial functions can be used in RBF networks. 
One of the most well-known of them is Gaussian 
function33 as follows:
2
2
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j
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                                              (3)
 
Where σj is the width of jth unit in the hidden layer (the 
spread factor) and uj is the center of jth neuron, x is the 
training example. In this study, the K-means clustering 
algorithm is used to form the centers in the hidden layer 
and Gaussian function is used as activation function.
We made 66 RBF models by considering the different 
values of smoothing parameter and number of centers. For 
each model receiver operating characteristic-area under 
curve (ROC-AUC) and accuracy rate were calculated and 
the best model is specified. The number of neurons at the 
output layer is equal to the number of classes, here is equal 
to 2 as satisfied and unsatisfied patients.
Design and Development of the Logistic Regression 
LR models as a traditional tool for prediction is used 
frequently in medical applications and health care. LR as 
a statistical model is used when the dependent variable, Y 
is a binomial variable. When Y takes more than 2 values, 
MLR can be used. The LR function for k independent 
variables is as follows:
0 1 1 1 1( ) ( ) ...1 k k
zLn P Ln b b x b x b x
z
= = + + +
−
     (4)
where   
1
zP
z
=
−
                                                         (5)
x 1,x 2,…,x k are independent variables of the model 
and b 0,b 1,…,b k are the coefficients of the independent 
variables. The z symbol is a probability distribution 
function that ranges  
1
z
z−
from 0 to 1.
P or the ratio of  is called chance odds. The value of 
variable P can be between 0 and +∞, hence the value of 
Ln (P) is between -∞ and +∞.34
At first, the coefficients are estimated by the statistical 
techniques such as Maximum Likelihood and then the LR 
function is obtained. In LR modeling, there are different 
methods for selection and entering variables to the 
model. One of the most common ways is forward variable 
selection.35 In this study, LR model was developed by 
forward likelihood ratio. 
Index for Comparison of the Models
The criterions such as ROC-AUC, accuracy rate, 
sensitivity (SEN), specificity (SPE), positive predictive 
value (PPV) and negative predictive value (NPV) were 
determined to compare the models. In the next part, the 
results are reported.
Results
In this section, the results are accounted for each model.
Results of MLP Model
Table 2 shows the 12 MLP models. The first 6 models had 
one hidden layer and the second 6 models had 2 hidden 
layers. These models are with tansig and logsig transfer 
function. The second column of Table 2 shows the network 
structure in accordance with the output of MATLAB 
software, for example 27-3-2 in model 1 shows that this 
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model has 27 neurons in the input layer, 3 neurons in 
hidden layer and 2 neurons in output layer. The model 
with one hidden layer, logsig transfer function and the 
accuracy rate of 92% and AUC of 90% was recognized as 
the best model. The results of Table 2, obtained from 30 
times software runs for each stage. The ROC curve with 
AUC for the best MLP model is presented in Figure 2. 
Table 2. The Values of Accuracy and AUC for Different Specifications of MLP Models
Specifications of MLP Models Performance Index
Number of Model Network Structure Transfer Function Learning Algorithm Accuracy (%) AUC (%)
1 27-3-2 Tansig Trainbr 83.5 0.8387
2 27-7-2 Tansig Trainbr 83.8 0.894
3 27-12-2 Tansig Trainbr 82.5 0.8405
4 27-3-2 Logsig Trainbr 83.5 0.8387
5 27-7-2 Logsig Trainbr 83.8 0.8939
6 27-12-2 Logsig Trainbr 92 0.90
7 27-3-3-2 tansig- tansig Trainbr 80.6 0.8387
8 27-7-7-2 tansig- tansig Trainbr 82.7 0.8939
9 27-12-12-2 tansig- tansig Trainbr 81.9 0.8405
10 27- 3-3-2 Logsig - Logsig Trainbr 80.6 0.8387
11 27-7-7-2 Logsig- Logsig Trainbr 80.2 0.8939
12 27-12-12-2 Logsig- Logsig Trainbr 86.3 0.8405
Figure 2. Area Under the ROC Curve for the Best MLP Model.
Figure 3. Area Under the ROC Curve for the Best RBF Model With σ of 3 
and the Number of Centers of 55.
Results of RBF Model
Table 3 shows the values of accuracy rate that are 
calculated for each one of 66 RBF models. For the number 
of centers 11 values, from 5 to 55 and for the smoothing 
parameter σ 6 values from 0.5 to 3 were considered. The 
results showed that among 66 models, the model with σ 
of 3 and the number of centers of 55, with accuracy rate of 
89% and ROC-AUC of 79.41% performed better. Table 3 
represents that the small changes of σ have no significant 
effect on the accuracy rate. The ROC curve with AUC for 
the best RBF model is presented in Figure 3. AUC values 
for the different numbers of centers and the different 
values of σ are presented in Table 4. As Table 4 shows the 
AUC values increase with increasing the parameter σ and 
the number of centers.
Figure 4 shows the confusion matrix with 55 neurons 
and σ equal to 3. In this matrix, the third row and first 
column shows sensitivity or true positive rate 100%, 
that is the ability of the model to identify correctly the 
satisfied patients that is called class1 in this matrix. The 
second column shows specificity or true negative rate 
50.9% that is the ability of the model to identify correctly 
the unsatisfied patients that is called class2 in this matrix. 
Figure 4. Confusion Matrix of the Best Radial Basis Function Network..
Babaee et al
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The third column represents accuracy 89%, that shows 
how correct a model identifies the patients, third column 
and first row represents the precision or positive predictive 
value 87.5 that is the ratio of the real number of satisfied 
patients to the number of satisfied identified. The second 
row represents negative predictive value or NPV 100% that 
is the ratio of the real number of unsatisfied patients to 
the number of unsatisfied identified. Here, 480 data were 
used for classification. Satisfied patients that are correctly 
recognized or true positive are 372 and true negative or 
unsatisfied patients that are correctly recognized is 55. 
Unsatisfied patients that are incorrectly recognized or 
false negative is 53 and false positive or satisfied patients 
that are incorrectly recognized is zero. Therefore, this 
model has a very high accuracy for identification of the 
satisfied patients in comparison with identification of the 
unsatisfied patients. 
Results of LR Model
LR model with a forward stepwise variable selection 
was developed that included the effective variables. The 
following model was finally obtained: 
Ln  (P)  =  (-2.124)(  Constant)  +  (-0.971)(Disorder1)  + 
(0.974)(WDS1)  +  (1.148)  (WDS2) +  (0.222)(JOA)  + 
(-3.859)  (DA1)  +  (5.731)(SR)  + (0.605-)(NL)  +  (0.811) 
(Osteo1) +  (1.772) (TMC1)  +  (0.631)(TMC2) +  (1.560)
(TMC3)                                                                                (6)
Where Disorder1 is LSCS and listesis, DA1 refers 
to existence of drug abuse, Osteo1 is the presence of 
osteoporosis, TMC1, TMC2 and TMC3 are the presence of 
all 3 types of Modic change (type 1, 2 and 3, respectively).
The accuracy rate of model was obtained 80%. Figure 
5 and Table 5 show the area under the ROC curve that is 
calculated 83.2%. 
Results of Comparison Between the Models
The area under curve of the best model for MLP, RBF and 
LR are compared in Table 6. The values of SEN, SPE, PPV, 
NPV and accuracy for the best model in each type are 
compared in Table 7. The results of both Table 6 and Table 
Table 3. Accuracy rate for RBF Models for Different Number of Centers and Different Values of σ
σ
Number of Centers
5 10 15 20 25 30 35 40 45 50 55
0.5 78.5 79.6 80.6 81.7 82.7 83.8 84.8 85.8 86.9 87.9 89
1 78.5 79.6 80.6 81.7 82.7 83.8 84.8 85.8 86.9 87.9 89
1.5 78.5 79.6 80.6 81.7 82.7 83.8 84.8 85.8 86.9 87.9 89
2 78.5 79.6 80.6 81.7 82.7 83.8 84.8 85.8 86.9 87.9 89
2.5 78.5 79.6 80.6 81.7 82.7 83.8 84.8 85.8 86.9 87.9 89
3 78.5 79.6 80.6 81.7 82.7 83.8 84.8 85.8 86.9 87.9 89
Table 4. Percentage of AUC for RBF Models for Different Number of Centers and Different Values of σ
σ
Number of Centers
5 10 15 20 25 30 35 40 45 50 55
0.5 52.31 54.63 56.94 59.25 61.57 63.88 66.20 68.51 70.83 73.14 75.46
1 52.31 54.63 56.94 59.25 61.57 63.88 66.20 68.51 70.83 73.14 75.46
1.5 52.31 55.09 56.82 59.72 61.93 63.79 66.57 68.89 71.13 73.61 75.85
2 52.31 55.43 57.64 60.32 61.87 64.13 66.59 69.19 71.36 74.03 76
2.5 54.37 57.28 58.69 59.85 62.33 64.79 67.45 70.11 71.91 75.42 77.39
3 54.25 58.47 55.94 61.66 64.72 65.59 69.41 71.63 73.82 75.38 79.41
Figure 5. Area under the ROC curve for LR model. Figure 6. Area under the ROC curve for the three models.
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7 show that the MLP model in comparison with the RBF 
model and the LR model, generally, has performed better. 
The ROC curve with AUC for the 3 models is presented 
in Figure 6.
Discussion
PSF surgery as one of the treatment methods in spinal 
diseases is often recommended to the patients with low 
back pain. Daily activities of these patients are disturbed, 
consequently the successful outcomes and the satisfaction 
with this surgery is very important. Knowing the result 
of the surgery can help the surgeons to make a decision 
about doing the surgery or not. Because of the importance 
of this type of surgery, the precise prediction of surgical 
outcome is a serious decision for the neurosurgeons.
In this study, some prediction models were developed 
to predict the success of PSF surgery. The several MLP, 
RBF and LR models were compared on base the indexes 
such as ROC-AUC, accuracy, PPV, NPV, sensitivity 
and specificity. A wide range of the parameters was 
considered for development of the MLP and RBF model. 
In MLP model, there were 27 input nodes, 3,7,12 hidden 
nodes for the network with one hidden layer and 6, 14, 
24 hidden nodes for the network with two hidden layers. 
Tangent sigmoid transfer function and log-sigmoid 
transfer function and two output neurons for the output 
layer with sign function were considered. Totally 12 types 
of MLP models were created. In RBF model, 66 models 
with different values of the smoothing parameter (σ) 
and the number of centers were created. In LR model by 
forward stepwise method and α = 0.05 as type I error, the 
most important variables were recognized and created the 
model. All the models were trained, tested and validated. 
As the other studies show, each of these predictive 
models has performed differently in any data structure.36 
The results of this research can assist the physicians in 
diagnosis. In addition, it can be as a support system for 
decision making for example as a software application. 
Before the surgery, the software can predict the outcome 
of this treatment method in a short time by the evaluation 
of clinical data.
A limitation of this study is small number of the 
patients. Further studies are needed to develop such 
models with more number of patients. Also, more studies 
are needed to predict the surgical outcome in the more 
long- term follow-up and compare the results with short-
term follow-up such as 6 months. We recommend that 
other types of neural network and other techniques and 
algorithms such as genetic algorithm, SVM and different 
types of regression and statistical methods to be applied 
and compared with the finding of the present study. 
Conclusion
The study results show that the MLP model can predict 
the outcome of PSF surgery with a proper performance, 
sensitivity of 96.2%, specificity of 77.8%, accuracy of 
92%, PPV of 93.7%, NPV of 85.7% and AUC of 90%, 
accordingly the MLP performed better than the RBF and 
the LR models.
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