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Abstract
The connective eccentricity index (CEI) of a graph G is defined as ξce(G) =∑
v∈V (G)
dG(v)
εG(v)
, where dG(v) is the degree of v and εG(v) is the eccentricity of
v. In this paper, we characterize the unique graphs with maximum CEI from
three classes of graphs: the n-vertex graphs with fixed connectivity and diam-
eter, the n-vertex graphs with fixed connectivity and independence number,
and the n-vertex graphs with fixed connectivity and minimum degree.
Key Words: connective eccentricity index, connectivity, diameter, minimum
degree, independent number.
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1 Introduction
All graphs considered in this paper are simple and connected. Let G be graph on
n vertices with vertex set V (G) and edge set E(G). For v ∈ V (G), let NG(v) be
the set of all neighbors of v in G. The degree of v ∈ V (G), denoted by dG(v),
is the cardinality of NG(v). The maximum and minimum degree of G is denoted
by ∆(G) and δ(G), respectively. The graph formed from G by deleting any vertex
∗E-mail: fhayatmaths@gmail.com
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v ∈ V (G) (resp. edge uv ∈ E(G)) is denoted by G − v (resp. G − uv). Similarly,
the graph formed from G by adding an edge uv is denoted by G+ uv, where u and
v are non-adjacent vertices of G. For a vertex subset A of V (G), denote by G[A]
the subgraph induced by A. The distance between vertices u and v of G, denoted
by dG(u, v), is the length of a shortest path connecting u and v in G. For v ∈ V (G),
the eccentricity of v in G, denoted εG(v), is the maximum distance from v to all
other vertices of G. The diameter of a graph G is the maximum eccentricity of all
vertices in G. As usual, by Sn and Pn we denote the star and path on n vertices,
respectively.
A subset A of V (G) is called vertex cut of G if G − A is disconnected. The
minimum size of A such that G − A is disconnected or has exactly one vertex
is called connectivity of G, and denote by k(G). A graph is k-connected if its
connectivity is at least k. A subset I of V (G) is called an independent set of G if
I contains pairwise non-adjacent vertices. The independence number of G denoted
by α(G), is the maximum number of vertices of independent sets of G. The join
of two disjoint graphs M1 and M2 is denoted by M1 ∨ M2 is the graph formed
from M1 ∪ M2 by adding the edges {e = xy : x ∈ V (M1), y ∈ V (M2)}. Let
M1 ∨ M2 ∨ M3 ∨ · · · ∨ Mt = (M1 ∨ M2) ∪ (M2 ∨ M3) ∪ · · · ∪ (Mt−1 ∨ Mt). The
sequential join of t disjoint copies of a graph G is denoted by [t]G, and the union of
m disjoint copies of a graph G is denoted by mG.
Topological indices are numbers reflecting certain structural features of a molecule
that are derived from its molecular graph. They are used in theoretical chemistry
for design of chemical compounds with given physicochemical properties or given
pharmacological and biological activities.
The eccentric connectivity index of a graph G is a topological index based on
degree and eccentricity, defined as
ξc(G) =
∑
v∈V (G)
dG(v)εG(v).
It has been studied extensively, see [2, 5, 11, 12, 6].
Gupta et al. in 2000 [1], proposed a new topological index involving degree and
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eccentricity called the connective eccentricity index, defined as
ξce(G) =
∑
v∈V (G)
dG(v)
εG(v)
.
From experiments for treating hypertension of chemical compounds like non-peptide
N-benzylimidazole derivatives, the results obtained using the connective eccentricity
index were better than the corresponding values obtained using Balaban’s mean
square distance index. Therefore it is worth studying mathematical properties of
connective eccentricity index.
Mathematical properties of connective eccentricity index have been studied ex-
tensively for trees, unicyclic and general graph. In particular, Yu and Feng [9]
obtained upper or lower bounds for connective eccentricity index of graphs in terms
of many graph parameters such as radius, maximum degree, independence number,
vertex connectivity, minimum degree, number of pendant vertices and number of
cut edges. Li and Zhao [4] studied the extremal properties of connective eccentricity
index among n-vertex trees with given graph parameters such as, number of pendant
vertices, matching number, domination number, diameter, vertex bipartition. Xu
et al. [8] characterized the extremal graph for connective eccentricity index among
all connected graph with fixed order and fixed matching number. For more studies
on connective eccentricity index of graphs we refer [3, 7, 10] and the references cited
therein.
In the present paper, as a continuance we mainly study the mathematical prop-
erties of the connective eccentricity index of graphs in terms of various graph in-
variants. First, we determine the graph which attains the maximum CEI among
n-vertex graphs with fixed connectivity and diameter, then we identify the unique
graph with given connectivity and independence number having the maximum CEI.
Finally, we characterize those graph with maximum CEI among n-vertex graphs
with fixed connectivity and minimum degree.
Lemma 1.1. [9] Let G be a graph with a pair of non adjacent vertices u, v. Then
ξce(G) < ξce(G+ uv).
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2 Results
Let Gk(n, d) be the class of all k-connected graphs of order n with diameter d. If
d = 1, then Kn is the unique graph in Gk(n, 1). Therefore, we consider d ≥ 2 in
what follows.
Denoted by G(n, k, d) = K1 ∨ [(d − 2)/2]Kk ∨Kn−kd+2k−2 ∨ [(d − 2)/2]Kk ∨K1
for even d ≥ 4, and let H(n, k, d) be the set of graphs of K1∨ [(d−3)/2]Kk∨Ks+1∨
Kt+1 ∨ [(d− 3)/2]Kk ∨K1, where s, t ≥ k − 1 and s + t = n− kd + 3k − 4 for odd
d ≥ 3.
Theorem 2.1. Let G be a graph in Gk(n, d) with maximum CEI, where d ≥ 3.
Then G ∼= G(n, k, d) if d is even, and G ∈ H(n, k, d) otherwise.
Proof. Let G ∈ Gk(n, d) such that ξce(G) is as large as possible. Let P := u0u1 . . . ud
be a diametral path in G. Let Ai = {v ∈ V (G) : dG(v, u0) = i}. Then |A0| = 1 and
A0 ∪A1 ∪ · · · ∪Ad is a partition of V (G).
Note that G is a k-connected graph, we have |Ai| ≥ k for i ∈ {1, 2, . . . , d−1}. By
Lemma 1.1, we have G[Ai] and G[Ai−1 ∪Ai] are complete graphs for i ∈ {1, . . . , d}.
We claim that |Ad| = 1; Otherwise, we choose a vertex v ∈ Ad \ {ud} and let
G∗ = G+{vx : x ∈ Ad−2}. Clearly, G
∗ ∈ Gk(n, d). By Lemma 1.1, ξce(G) < ξce(G∗),
a contradiction. So |Ad| = 1. Thus, we have |A0| = |Ad| = 1, and |Ai| ≥ k for
i ∈ {2, . . . , d− 1}.
Case 1. d is even with d ≥ 4. then |A1| = |A2| = · · · = |A d
2
−1| = |A d
2
+1| = · · · =
|Ad−1| = k and |A d
2
| = n− kd+ 2k − 2.
First, we claim that |A1| = |Ad−1| = k. Suppose that |A1| ≥ k + 1, then we
choose w ∈ A1 \ {u1} and let G
′ = G − wu0 + {wx : x ∈ A3}. Clearly, A0 ∪ (A1 \
{w}) ∪ (A2 ∪ {w}) ∪ A0 ∪ · · · ∪ Ad is a partition of V (G
′). From the construction
of G′, we have dG(v) = dG′(v), εG(v) = εG′(v) for all v ∈ V (G) \ (A3 ∪ {u0, w}).
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Moreover,
dG(u0) = dG′(u0) + 1,
εG(u0) = εG′(u0) = d,
dG(w) = dG′(w) + 1− |A3|,
εG(w) > εG′(w),
dG(x) = dG′(x)− 1,
εG(x) = εG′(x) < d for all x ∈ A3.
By the definition of CEI, we have
ξce(G)− ξce(G′) =
dG(u0)
εG(u0)
−
dG′(u0)
εG′(u0)
+
dG(w)
εG(w)
−
dG′(w)
εG′(w)
+
∑
x∈A3
(
dG(x)
εG(x)
−
dG′(x)
εG′(x)
)
+
∑
v∈V (G)\(A3∪{u0,w})
(
dG(v)
εG(v)
−
dG′(v)
εG′(v)
)
=
1
d
+
dG(w)
εG(w)
−
dG′(w)
εG′(w)
+ |A3|
(
−1
εG(x)
)
<
1
d
+
1− |A3|
εG′(w)
−
|A3|
εG(x)
≤
1
d
−
|A3|
εG(x)
< 0,
where the last inequality follows from the fact that εG(x) < d and |A3| ≥ k ≥ 1.
Thus, ξce(G) < ξce(G′), a contradiction to the choice of G. Therefore, |A1| = k.
Similarly, |Ad−1| = k, as claimed. By similar argument as above we may also
show that |A2| = |Ad−2| = k, . . . , |A d
2
−1| = |A d
2
+1| = k. Then we have |A d
2
| =
n− kd+ 2k − 2. Therefore, G ∼= G(n, k, d).
Case 2. d is odd with d ≥ 3. By similar argument as in Case 1, we have |A1| =
|Ad| = k, |A2| = |Ad−1| = k, . . . , |A d−3
2
| = |A d+3
2
| = k. It follows that |A d−1
2
| +
|A d−1
2
| = n− kd + 3k − 2. Therefore, G ∈ H(n, k, d). Now only need to show that
all graphs in H(n, k, d) have equal CEI. Let G1 = K1 ∨ [(d − 3)/2]Kk ∨ Kz+1 ∨
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[(d − 3)/2]Kk ∨ K1, where z = n − kd + 2k − 3. Clearly, G1 ∈ H(n, d). For a
graph G2 = K1 ∨ [(d − 3)/2]Kk ∨Ks+1 ∨Kt+1 ∨ [(d − 3)/2]Kk ∨K1, we assume its
vertex partition A0 ∪ A1 ∪ · · · ∪ Ad is defined as above. If one of s, t is k − 1, then
ξce(G1) ∼= ξ
ce(G2). Suppose that s, t ≥ k. LetM ⊆ A d+1
2
\{u d+1
2
} and |M | = t−k+1.
Now we obtain G1 from G2 by the following graph transformation:
G1 = G2 − {xy : x ∈ M, y ∈ A d+3
2
}+ {xy : x ∈M, y ∈ A d−3
2
}.
Then, it is easy to see that A0∪A1∪· · ·∪A d−3
2
∪(A d−1
2
∪M)∪(A d+1
2
\M)∪A d+3
2
∪· · ·∪Ad
is a partition of V (G1). From the construction of G1, we have εG1(v) = εG2(v) for
all v ∈ V (G2) and dG1(v) = dG2(v) for all v ∈ V (G2) \ (A d+3
2
∪A d−3
2
), it follows that
dG2(x) = dG1(x) + t− k + 1 for each x ∈ A d+3
2
,
dG2(x) = dG1(x)− (t− k + 1) for each x ∈ A d−3
2
.
By the definition of CEI, we have
ξce(G2)− ξ
ce(G1) =
∑
x∈A d+3
2
(
dG2(x)
εG2(x)
−
dG1(x)
εG1(x)
)
+
∑
x∈A d−3
2
(
dG2(x)
εG2(x)
−
dG1(x)
εG1(x)
)
+
∑
v∈V (G2)\(A d+3
2
∪A d−3
2
)
(
dG2(v)
εG2(v)
−
dG1(v)
εG1(v)
)
= k
(
t− k + 1
εG2(x)
−
t− k + 1
εG2(x)
)
= 0.
Thus, ξce(G2) = ξ
ce(G1). This completes the proof.
Let Gk(n, α) be the class of all k-connected graphs of order n with independence
number α. If α = 1, then Kn is the unique graph in Gk(n, 1) with maximum CEI.
Therefore, we consider α ≥ 2 in what follows. Let
Sn,α = Kk ∨ (K1 ∪ (Kn−k−α ∨ (α− 1)K1).
Obviously, Sn,α ∈ Gk(n, α)
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Theorem 2.2. Among all graphs in Gk(n, α) with α ≥ 2, Sn,α is the unique graph
with maximum CEI.
Proof. Note that since G ∈ Gk(n, α), we have k + α ≤ n. If k + α = n then
G ∼= Kk ∨ αK1, and the result holds in this case. Therefore, we consider the case
k + α + 1 ≤ n in what follows.
Let G ∈ Gk(n, α) such that ξce(G) is as large as possible. Let I and A be
the maximum independent set and vertex cut of G, respectively with |I| = α and
|A| = k. Let G1, G2, . . . , Gs be the components of G − A with s ≥ 2. Assume
that |G1| ≥ |G2| ≥ · · · ≥ |Gs|. We claim that G1 is non-trivial; Otherwise, then
Gi is trivial for i ∈ {1, 2, . . . , s}, and the independence number of G is at least
n− k (≥ α + 1), a contradiction. So, G1 is non-trivial. Let |A ∩ I| = a, |A \ I| = b
and |V (Gi) ∩ I| = ni|, |V (Gi) \ I| = mi for i ∈ {1, 2, . . . , s}. Obviously, k = a + b
and V (Gi) = ni +mi for i ∈ {1, 2, . . . , s}. We proceed with the following claims.
Claim 1. G− A contains exactly two components, i.e., s = 2.
Proof of Claim 1. Suppose that s ≥ 3. Since G1 is non-trivial, we have V (G1)\I 6=
∅. Then choose u ∈ V (G1) \ I and v ∈ V (G2). Let H = G + uv. Clearly,
H ∈ Gk(n, α). By Lemma 1.1, we have ξce(G) < ξce(H), a contradiction. So, s = 2.
Claim 2. G[A] ∼= Kb∨aK1, Gi ∼= Kmi∨niK1 and G[V (Gi)UA]
∼= Kb+mi∨(a+ni)K1
for i = 1, 2.
Proof of Claim 2. First, we show that G[A] ∼= Kb ∨ aK1. Suppose that G[A] ≇
Kb ∨ aK1. Then there exist u, v ∈ A \ I or u ∈ A \ I, v ∈ A ∩ I. Let Q = G + uv.
Clearly, Q ∈ Gk(n, α). By Lemma 1.1, we have ξce(G) < ξce(Q), a contradiction.
So, G[A] ∼= Kb ∨ aK1. By similar techniques we can show that Gi ∼= Kmi ∨ niK1
and G[V (Gi)UA] ∼= Kb+mi ∨ (a+ ni)K1 for i = 1, 2.
Claim 3. G2 is trivial.
Proof of Claim 3. Suppose that G2 is non-trivial. Then we have the following
two possible cases.
Case 1. n2 = 0. If a = 0, then I = V (G1) ∩ I. Choose w ∈ V (G2) \ I, we get
I ∪ {w} is an independent set such that |I ∪ {w}| = α + 1, a contradiction. So,
a ≥ 1. Let G′ = G−{wx : x ∈ V (G2) \ {w}}+ {xy : x ∈ V (G2) \ {w}, y ∈ V (G1)}.
Clearly, G′ ∈ Gk(n, α). From the construction of G′, we have εG(v) = εG′(v) = 1
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for each v ∈ A \ I and εG(v) = εG′(v) = 2 for each v ∈ V (G) \ (A \ I). Moreover,
dG(w) = dG′(w) +m2 − 1,
εG(w) = εG′(w) = 2,
dG(x) = dG′(x) + 1− n1 −m1 for all x ∈ V (G2) \ {w},
εG(x) = εG′(x) = 2 for all x ∈ V (G2) \ {w},
dG(x) = dG′(x) + 1−m2 for all x ∈ V (G1),
εG(x) = εG′(x) = 2 for all x ∈ V (G1),
dG(x) = dG′(x) for all x ∈ A.
By the definition of CEI, we have
ξce(G)− ξce(G′) =
dG(w)
εG(w)
−
dG′(w)
εG′(w)
+
∑
x∈V (G2)\{w}
(
dG(x)
εG(x)
−
dG′(x)
εG′(x)
)
+
∑
x∈V (G1)
(
dG(x)
εG(x)
−
dG′(x)
εG′(x)
)
+
∑
x∈A
(
dG(x)
εG(x)
−
dG′(x)
εG′(x)
)
=
1
2
m2 − 1− (m2 + n2 − 1)
2 − (m2 − 1)(m1 + n1 − 1)
< 0,
a contradiction.
Case 2. n2 6= 0.
Choose w ∈ V (G2)∩I. Let G
′′ = G−{wx : x ∈ V (G2)}+{xy : x ∈ V (G1)∩I, y ∈
V (G2) \ I}+ {xy : x ∈ V (G1) \ I, y ∈ V (G2) \ {w}}. Clearly, G
′′ ∈ Gk(n, α). From
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the construction of G′′, we have εG(v) = εG′′(v) for all v ∈ V (G). Moreover,
dG(v) = dG′′(v) for all v ∈ A,
dG(w) = dG′′(w) +m2,
dG(x) = dG′′(x) + 1− n1 −m1 for all x ∈ V (G2) \ I,
dG(x) = dG′′(x)−m1 for all x ∈ (V (G2) ∩ I) \ {w},
dG(x) = dG′′(x)−m2 for all x ∈ V (G1) ∩ I,
dG(x) = dG′′(x) + 1− n2 −m2 for all x ∈ V (G1) \ I.
By the definition of CEI, we have
ξce(G)− ξce(G′′) =
dG(w)
εG(w)
−
dG′′(w)
εG′′(w)
+
∑
x∈V (G2)\I
(
dG(x)
εG(x)
−
dG′′(x)
εG′′(x)
)
+
∑
x∈(V (G2)∩I)\{w}
(
dG(x)
εG(x)
−
dG′′(x)
εG′′(x)
)
+
∑
x∈V (G1)∩I
(
dG(x)
εG(x)
−
dG′′(x)
εG′′(x)
)
+
∑
x∈V (G1)\I
(
dG(x)
εG(x)
−
dG′′(x)
εG′′(x)
)
+
∑
v∈A
(
dG(v)
εG(v)
−
dG′′(v)
εG′′(v)
)
=
1
εG(v)
{m2 −m2(n1 +m1 − 1)−m1(n2 − 1)
− n1m−m1(n2 +m2 − 1)}
< 0,
a contradiction. So, G2 is trivial.
Claim 4. V (G2) ⊆ I.
Proof of Claim 4. Suppose that V (G2) * I, then a ≥ 2. Suppose that a ≤ 1.
If a = 1, i.e., A ∩ I = {w1}. Let G
∗ = G + {w1x : x ∈ V (G1) ∩ I}. Clearly,
G∗ ∈ Gk(n, α). By Lemma 1.1, we have ξce(G) < ξce(G∗), a contradiction. If
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a = 0, then I ∪ V (G2) is an independent set of G such that |I ∪ V (G2)| = α + 1,
a contradiction. So, a ≥ 2. Since G1 is non-trivial then V (G1) \ I 6= ∅. Choose
w2 ∈ V (G1) \ I. Let G
∗∗ = G − {w1v : v = V (G2)} + {w2v : v = V (G2)}. Clearly,
G∗∗ ∈ Gk(n, α).
From the construction of G∗∗, we have εG(x) = εG∗∗(x) = 1 for all x ∈ A \ I,
εG(x) = εG∗∗(x) = 2 for all x ∈ (A∩I)∪ (V (G1)\{w2})∪{v} , and dG(x) = dG∗∗(x)
for all x ∈ V (G) \ {w1, w2}. Moreover,
dG(w1) = dG∗∗(w1) + 1,
εG(w1) = εG∗∗(w1) = 2,
dG(w2) = dG∗∗(w2)− 1,
εG(w2) = 2 > εG∗∗(w2) = 1.
By the definition of CEI, we have
ξce(G)− ξce(G∗∗) =
dG(w1)
εG(w1)
−
dG∗∗(w1)
εG∗∗(w1)
+
dG(w2)
εG(w2)
−
dG∗∗(w2)
εG∗∗(w2)
+
∑
x∈V (G)\{w1,w2}
(
dG(x)
εG(x)
−
dG∗∗(x)
εG∗∗(x)
)
= −
1 + d(w2)
2
< 0,
a contradiction. So, V (G2) ⊆ I. From claim 1–4, we have G ∼= Sn,α. This completes
the proof.
Let Gk(n, δ) be the class of all k-connected graphs of order n with minimum
degree at least δ. Let
Mn,δ = Kk ∨ (Kδ−k+1 ∪Kn−δ−1).
Obviously, Mn,δ ∈ Gk(n, δ)
Theorem 2.3. Among all graphs in Gk(n, δ), Mn,δ is the unique graph with maxi-
mum CEI.
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Proof. Note that G ∈ Gk(n, δ), we have k+1 ≤ n. If k+1 = n, then G ∼= Kk ∼= Mn,δ,
and the result holds in this case. Therefore, we consider the case k+2 ≤ n in what
follows.
Let G ∈ Gk(n, δ) such that ξce(G) is as large as possible. Let A be the vertex cut
of G with |A| = k. Let G1, G2, . . . , Gr be the components of G−A with r ≥ 2. We
claim that r = 2; Otherwise r ≥ 3, and let G1, G2, G3 be at least three components of
G. Let G′ = G + {xy : x ∈ V (G2), y ∈ V (G3)}. Clearly, G
′ ∈ Gk(n, δ). By Lemma
1.1, we have ξce(G) < ξce(G′), a contradiction. So, r = 2. Also by Lemma 1.1,
G[V (G1)∪A] and G[V (G2)∪A] are complete. Thus, we have G ∼= Kk∨ (Ka1 ∪Ka2),
where a1 = |V (G1)|, a2 = |V (G2)|, and a1 + a2 = n− k. Without loss of generality,
we assume that a1 ≤ a2.
To complete the proof it sufficies to show that a1 = δ − k + 1. Suppose that
a1 > δ − k + 1. For w ∈ V (G1), let G
′ = G− {wx : x ∈ V (G1) \ {w}}+ {wx : x ∈
V (G2)}. Clearly, G
′ ∈ Gk(n, δ).
From the construction of G′, we have
dG(w) = dG′(w) + a1 − a2 − 1,
εG(w) = εG′(w) = 2,
dG(z) = dG∗∗(z) + 1,
εG(z) = εG′(z) = 2 for all z ∈ V (G1) \ {w},
dG(t) = dG∗∗(t)− 1,
εG(t) = εG′(t) = 2 for all t ∈ V (G2),
dG(x) = dG∗∗(x),
εG(x) = εG′(x) = 1 for all x ∈ A.
By the definition of CEI, we have
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ξce(G)− ξce(G′) =
dG(w)
εG(w)
−
dG′(w)
εG′(w)
+
∑
z∈V (G1)\{w}
(
dG(z)
εG(z)
−
dG′(z)
εG′(z)
)
+
∑
t∈V (G2)
(
dG(t)
εG(t)
−
dG′(t)
εG′(t)
)
+
∑
x∈A
(
dG(x)
εG(x)
−
dG′(x)
εG′(x)
)
= a1 − 1− a2
< 0,
where the last inequality follows due to the fact that a1 ≤ a2, a contradiction. So,
a1 = δ − k + 1, one has a2 = n − δ − 1. Thus, G ∼= Mn,δ. This completes the
proof.
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