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Abstract
For real planar autonomous analytic differential equations we introduce the notion of persistent center
and show a list of equations with this property. We face the problem of whether our list is exhaustive or not
and we prove that it is for several families of planar systems, like cubic or rigid systems.
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1. Introduction
The problem of distinguishing whether a monodromic critical point with imaginary eigen-
values of a family of planar analytical vector field is a center or a focus was already solved by
Lyapunov. This problem is usually called the center-focus problem. The method consists in com-
puting several quantities associated to the point, the so-called Lyapunov constants, and study
whether they are zero or not. Without the aim of being exhaustive we quote some different meth-
ods addressed to compute them, collected according the approaches that they use: computation
of a Lyapunov function, following the first method introduced by Lyapunov [3,13,19]; use of
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lar coordinates [1,8,10]; use of the algebraic structure of the Lyapunov constants [2,9,17,18];
method of Lyapunov–Schmidt [5]; method of averaging [22], . . . .
In despite of all the above results the solution of the center focus-problem for natural and
simple families, like for instance the cubic systems, has resisted all the attempts. For this rea-
son in this paper we propose to grade the centers in three levels in order to make the problem
more feasible. Before introducing our results recall that a weak focus of a real analytic planar
autonomous differential equation can always we written as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x˙ = −y + P(x, y) = −y +
∞∑
k=2
Pk(x, y),
y˙ = x +Q(x,y) = x +
∞∑
k=2
Qk(x, y),
where Pk and Qk are real homogeneous polynomials of degree k, or equivalently as,
z˙ = iz+ F(z, z¯) = iz+
∞∑
k=2
Fk(z, z¯), (1)
where z = x + iy and Fk are complex homogeneous polynomials of degree k easily constructed
from the corresponding Pk and Qk . In this paper we will always work with this second equivalent
expression.
Definition 1. Given a differential equation (1), z˙ = iz+ F(z, z¯), we say that:
• The origin is a persistent center if it is a center for
z˙ = iz+ λF(z, z¯)
for all λ ∈ C.
• The origin is a weakly persistent center if it is a center for
z˙ = iz+ uF(z, z¯)
for all u ∈ R.
Notice that clearly
{persistent centers} ⊂ {weakly persistent centers} ⊂ {centers}.
This paper deals with the smallest category, the persistent centers. A similar concept could
also be introduced regarding to degenerate centers. The weakly persistent centers are not studied
in this work. We remark that this class forms a much more extensive family of centers. For
instance, in case of equations with homogeneous non-linearities, it can be easily seen that they
coincide with all the centers.
Our first result is a catalog of all the persistent centers that we have found.
Theorem 1.1. The origin of system (1) is a persistent center in the following cases:
(a) z˙ = iz+Az2 +Cz¯2 (quadratic),
(b) z˙ = iz+ f (z), with f (0) = f ′(0) = 0 (holomorphic),
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(d) z˙ = iz+ zz¯f (z¯) (separated),
(e) z˙ = iz+Bzkz¯lψ(zz¯), with k = l + 1 (reversible),
where f is a complex analytic function, A,B,C ∈ C and ψ is a real analytic function such that
zkz¯lψ(zz¯) starts at least with second order terms.
This theorem is proved in Section 3.1. The rest of Section 3 is devoted to show that in
several families of planar differential equations all the persistent centers are in the above list.
These families are cubic systems and rigid systems, see Proposition 3.1. For cubic systems we
prove:
Theorem 1.2. Consider the complex differential equation
z˙ = iz+Az2 +Bzz¯ +Cz¯2 +Dz3 +Ez2z¯+ Fzz¯2 +Gz¯3. (2)
The origin is a persistent center if and only if it writes in one following forms:
(a) z˙ = iz+Az2 +Cz¯2 (quadratic),
(b) z˙ = iz+Az2 +Dz3 (holomorphic),
(c) z˙ = iz+Cz¯2 +Gz¯3 (hamiltonian),
(d) z˙ = iz+Bzz¯ + Fzz¯2 (separated).
Recall again that the general problem of obtaining all the centers for cubic differential equa-
tions is far from being solved.
Our proofs will use the known expressions of the first Lyapunov constants for general sys-
tems (1), see Section 2.1 or [2,8], the computation of the first and second order Melnikov
functions using the approaches described in [6,11,15,16,20,21], see Section 2.3, as well as some
ad hoc computations.
2. Preliminary results
2.1. Lyapunov constants
In a neighborhood of the origin the differential equation (1) writes in polar coordinates
z = reiθ as
dr
dθ
=
∑
k2 Re(Sk(θ))rk
1 +∑k2 Im(Sk(θ))rk−1 =
∑
k2
Tk(θ)r
k, (3)
for some Tk(θ), where Sk(θ) = e−iθFk(eiθ , e−iθ ). Consider the solution of (3) such that it takes
the value ρ > 0 when θ = 0 and call it r(θ, ρ). Then
r(θ, ρ) =
∑
k1
uk(θ)ρ
k with u1(0) = 1 and uk(0) = 0 for k  2. (4)
By definition r = 0 is a center if and only if uk(2π) = 0 for k  2. In case that the origin is
not a center, it is well known that the first non-zero uk(2π) is given by some k = 2m + 1  3
odd, see [1]. Then V2m+1 := u2m+1(2π) is called the mth Lyapunov constant of the system. We
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give the first two below. The expression of V7 is too long to be repeated here. When we need
to arrive further in the computation of the Lyapunov constants we use the algorithm developed
in [10]. Notice that sometimes the Lyapunov constants computed with different approaches differ
from a positive multiplicative constant. When we do not worry about this constant, we will write
V2k+1 ∝ W , meaning that there is a positive constant C > 0 such that V2k+1 = CW .
To have simpler expressions for V3 and V5 sometimes along the paper instead of calling fk,l
to the coefficient of zkz¯l in F we will use the following notation:
If F(z, z¯) =∑k2 Fk(z, z¯) we write
F2(z, z¯) = Az2 +Bzz¯+Cz¯2,
F3(z, z¯) = Dz3 +Ez2z¯+ Fzz¯2 +Gz¯3,
F4(z, z¯) = Hz4 + Iz3z¯+ Jz2z¯2 +Kzz¯3 +Lz¯4,
F5(z, z¯) = Mz5 +Nz4z¯+Oz3z¯2 + Pz2z¯3 +Qzz¯4 +Rz¯5.
Then:
V3 = 2π
[
Re(E)− Im(AB)],
V5 = π3
[
6 Re(O)+ Im(3E2 − 6DF + 6AI¯ − 12BI − 6BJ¯ − 8CH − 2CK¯)
+ Re(−8CC¯E + 4ACF¯ + 6AB¯F + 6BC¯F − 12B2D
− 4ACD − 6AB¯D¯ + 10BC¯D¯ + 4AC¯G+ 2BCG¯)
+ Im(6AB¯2C + 3A2B2 − 4A2B¯C + 4B¯3C)].
Proposition 2.1. If the origin of Eq. (1) is a persistent center then:
E = 0, AB = 0, BC = 0, O = 0,
3DF + 6BI + 4CH = 0, Im(3AI¯ − 3BJ¯ −CK¯) = 0,
A(CF¯ + C¯G) = 0, D(3B2 +AC)= 0.
Proof. We write V2m+1(fk,l) for the mth Lyapunov constant in order to denote its dependence
on the coefficients of the equation. Observe that for all λ ∈ C, we have that V2m+1(λfk,l) =
V2m+1(fk,l) = 0. By taking λ = u ∈ R we obtain that all the homogeneous parts of the expres-
sions of V2m+1 have to be zero. For instance
V3(ufk,l) = 2π
[
Re(E)u− Im(AB)u2]= 0, for all u ∈ R.
Hence Re(E) = Im(AB) = 0. Similarly, by taking λ = iu, u ∈ R we get that Im(E) = 0. Finally,
by using λ = √iu, we prove that Re(AB) = 0. Hence E = AB = 0. This reasoning can be
extended to V5, see also Remark 2.2. Clearly a first step is that all the homogeneous parts of V5
have to be identically zero. Let us fix for instance the one of degree two,
W(fk,l) := Im(−6DF + 6AI¯ − 12BI − 6BJ¯ − 8CH − 2CK¯) = 0,
where we have already used that E = 0. Take λ = eiα . Then λ2 = e2iα and λλ¯ = 1. By replacing
each fk,l by λfk,l and writing
−6DF − 12BI − 8CH := Peip, 6AI¯ − 6BJ¯ − 2CK¯ := Qeiq,
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P sin(p + 2α)+Q sin(q) = 0 for all α ∈ R.
This identity implies that P = 0 and sin(q) = 0 which precisely give conditions
3DF + 6BI + 4CH = 0 and Im(6AI¯ − 6BJ¯ − 2CK¯) = 0.
The other announced conditions follow similarly. 
Remark 2.2. By using the same reasoning that in the above proposition we can split any cen-
ter condition V2m+1 = 0 into many conditions to search persistent centers. As we have seen
V3 = V5 = 0 give only two (real) conditions and on the other hand these two equalities give rise
to 2 × 7 + 1 = 15 real conditions for persistent centers. This splitting of conditions is the main
reason for which the search of persistent centers is much easier that the general center-focus
problem. Similarly, in the search of weakly persistent centers, from the conditions V3 = V5 = 0
we obtain 6 real conditions, one for each homogeneous part of the Lyapunov constants.
2.2. Some known families of centers
In next result we list some families of known centers.
Theorem 2.3. Consider Eq. (1), i.e. z˙ = iz + F(z, z¯) with F analytic and starting at least with
second order terms. Then, the following families have a center at the origin:
(a) F(z, z¯) = f (z) (holomorphic),
(b) Re( ∂F (z,z¯)
∂z¯
) ≡ 0 (hamiltonian),
(c) iz + F(z, z¯) = f (z)g(z¯) with f and g holomorphic functions, f (0) = 0, f ′(0) = i and
g(0) = 1 (separated),
(d) F is such that fk,l = −f¯k,lei(1+l−k)α for some α ∈ R and all k, l (reversible).
Proof. Results (a), (b) and (d) are classical and well known, for a proof see for instance [2].
Result (c) is already used in [7], we prove it again. In a neighborhood of the origin
z˙ = f (z)g(z¯) = f (z)g(z¯)g(z¯)
g(z¯)
= f (z)‖g(z¯)‖
2
g¯(z)
= f (z)
g¯(z)
∥∥g(z¯)∥∥2,
where g¯(w) := g(w¯). Hence near the origin the differential equation is a re-parametrization of a
holomorphic center and consequently it also has a center at the origin. 
An interesting family for which the center-focus problem is a little bit easier is the one of the
rigid or uniformly isochronous systems. This family is given by the planar system of the form (1)
such that expressed in polar coordinates z = reiθ satisfy θ˙ = 1. They can be written in the form
z˙ = iz+ zH(z, z¯), where H(z, z¯) = H(z, z¯), (5)
see [4] for a survey on that class of centers. Note that when some equation of the form (5) has
a center it is always isochronous. In Proposition 3.1 we will prove that the only persistent rigid
center is the linear one.
We end this section studying a class of centers already given in [12]. As we will see some of
them are persistent.
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polynomial of degree n and define Sn(θ) = e−iθFn(eiθ , e−iθ ). Then, if there exists s ∈ R such that
Re
(
sS′n(θ)i + Sn(θ)
)≡ 0,
then the origin is a center and moreover the equation has a first integral of Darboux type.
Proof. The expression of the equation in polar coordinates is
dr
dt
= Re(Sn(θ))rn = s Im(S′n(θ))rn,
dθ
dt
= 1 + Im(Sn(θ))rn−1. (6)
For the sake of notation we call S(θ) = Im(Sn(θ)). Then system (6) writes as
r˙ = dr/dt = sS′(θ)rn, θ˙ = dθ/dt = 1 + S(θ)rn−1. (7)
Let us impose that, for some a and b in R a function of the form H = H(r, θ) = rb +
aS(θ)rb+n−1 is a first integral of (7). So,
H˙ = dh
dt
= Hr r˙ +Hθ θ˙
= (brb−1 + (b + n− 1)aS(θ)rb+n−2)sS′(θ)rn + aS′(θ)rb+n−1(1 + S(θ)rn−1)
= [(sb + a)rb + ((b + n− 1)s + 1)aS(θ)rb+n−1]S′(θ)rn−1.
Thus, taking a + sb = s(b + n− 1)+ 1 = 0, we get that the function
H(r, θ) = r−(1+sn−s)/s(1 + (1 + ns − s)S(θ)rn−1)
is a Darboux first integral of the differential equation. Since either H or 1/H is continuous at the
origin we get that the origin is a center. 
Corollary 2.5. The origin of the differential equation
z˙ = iz+ fk,lzkz¯l , fkl ∈ C, (8)
is a persistent center if and only k = l + 1. Moreover it is reversible and Darboux integrable.
Proof. Than the origin is a persistent reversible center follows from Theorem 1.1(e), taking
ψ(zz¯) ≡ 1. Let us prove that it has a Darboux first integral. We will use Proposition 2.4. For
Eq. (8), Sn(θ) = fk,le(k−l−1)iθ with k − l − 1 = 0. So,
sS′n(θ)i + Sn(θ) =
(
1 − s(k − l − 1))fk,leiθ .
Taking s = 1/(k − l − 1), we obtain that the above expression is identically zero and thus that
the differential equation is Darboux integrable, as we wanted to see. 
Remark 2.6. (i) It is easy to prove that when k = l + 1 the origin is a center if and only if
Re(fk,l) = 0 and in this case it is weakly persistent and also reversible and Darboux integrable.
(ii) It is not difficult to check that not all the centers given in Proposition 2.4 are reversible.
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Associated to (1) we have the equivalent 1-form differential equation
Im
((
iz+ F(z, z¯))dz¯)= 0. (9)
Observe that if we introduce the hamiltonian H = zz¯/2 and w = Im(F (z, z¯) dz¯) we can
write (9) as dH +ω = 0. Consider now the family of 1-form equations
dH + εω = 0, (10)
where ε is a small real parameter. Let
L : (ρ, ) → L(ρ, ) = ρ + L1(ρ)+ · · · + kLk(ρ)+O
(
k+1
)
be the first return map near the origin associated to the flow of (10) defined on a transversal
section Σ , parameterized by H = ρ. It is clear that if the origin of a persistent center for (1) then
Lk(ρ) ≡ 0 for all k  1. By using the algorithm given in [6], developed afterwards in [10,11,15,
16,20,21], we can obtain a simple expression for the first non-zero Lk(ρ), k  1. We will use the
following result giving the expressions of L1(ρ) and L2(ρ), for a proof see for instance [10].
Theorem 2.7. Consider the differential equation (10)
dH + εω = 0,
where H(z, z¯) = zz¯/2 and ω is a 1-form starting with second order terms. Then
L1(ρ) = −
∫
H=ρ
ω.
When L1(ρ) ≡ 0 then
L2(ρ) = −
∫
H=ρ
hω,
where h is any function that satisfies d(hdH) = −dω.
Corollary 2.8. Consider the differential equation (10)
dH + εω = 0,
where H(z, z¯) = zz¯2 , ω = Im(F (z, z¯) dz¯) and F(z, z¯) =
∑
k+l2 fk,lzkz¯l . Then
L1(ρ) = 2π
∞∑
l=1
Re(fl+1,l)R2l+2 = 0,
where ρ = R2/2. When L1(ρ) ≡ 0, i.e. when Re(fl+1,l) = 0 for all l  1, then
L2(ρ) = −2π
∞∑
p=4
Im
[ ∑
(k,l,m,n)∈Dp∩{k+m=l+n+2}
k
k − l − 1fk,lfm,n
+
∑
(k,l,m,n)∈Dp∩{k+n=l+m}
k
k − l − 1fk,l f¯m,n
]
Rp,
where Dp := {(k, l,m,n): k + l +m+ n = p} ∩ {k = l + 1}.
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L1(ρ) = −
∫
H=ρ
Im(F dz¯) = − Im
∫
H=ρ
F dz¯.
If we parameterize {H = ρ} by z = Reiθ with ρ = R2/2 we get that
∫
H=ρ
F dz¯ = −i
2π∫
0
∞∑
k+l=2
fk,lR
k+l+1eiθ(k−l−1) dθ.
So,
L1(ρ) = 2π
∞∑
l=1
Re(fl+1,l)R2l+2,
as we wanted to see. Clearly L1(ρ) ≡ 0, if and only if Re(fl+1,l) = 0 for all l  2. In this situation
to compute L2(ρ) we need to obtain a function h such that d(hdH) = −dω. It is not difficult to
see that
h = − Im(G(z, z¯)), with G(z, z¯) = ∑′
k+l2
2k
k − l − 1fk,lz
k−1z¯l
satisfies this property. Here
∑′
k+l2 means that in the summation we drop out the indices satisfy-
ing that k = l+1. This can be done because when Re(fl+1,l)= 0 then d(Im(fl+1,lzl+1z¯l dz¯))= 0.
See also [6,10].
Initially, we calculate hω. Since −2 Im(α) Im(β) = Re(β(α − α¯)), we get that
hω = − Im(F dz¯) Im(G) = 1
2
Re
(
G(F dz¯− F¯ dz)).
So, since L2(ρ) = −
∫
H=ρ hω,
L2(ρ) = −Re
[ ∫
H=ρ
∑′
k+l2
k
k − l − 1fk,lz
k−1z¯l
( ∑
m+n2
fm,nz
mz¯n dz¯− f¯m,nz¯mzn dz
)]
= − Im
[ 2π∫
0
( ∑′
k+l2
∑
m+n2
k
k − l − 1fk,lfm,nR
k+l+m+neiθ(k−l+m−n−2)
+
∑′
k+l2
∑
m+n2
k
k − l − 1fk,l f¯m,nR
k+l+m+neiθ(k−l−m+n)
)
dθ
]
.
From the above expression the result follows. 
Corollary 2.9. If the differential equation z˙ = iz + F(z, z¯) has a persistent center at the origin
then
(a) fp+1,p = 0 for all p  1,
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(c) Im(∑(k,l,m,n)∈Dp∩{k+n=l+m} kk−l−1fk,l f¯m,n) = 0 for all p  4,
where F(z, z¯) =∑k+l2 fk,lzkz¯l and Dp := {(k, l,m,n): k + l +m+ n = p} ∩ {k = l + 1}.
Proof. We can apply Corollary 2.8 to each of the one forms associated to the equations z˙ =
iz + ελF(z, z¯), where λ ∈ C and ε > 0 is small enough. Then choosing suitable λ and using
similar arguments that in the proof of Proposition 2.1 we get the result. 
As an example of application of the above corollary we give some details of the computation
of L2(ρ). By using Corollary 2.8 we obtain that L2(ρ) = − Im(W(ρ)), where
W(ρ) = f1,1f2,0R4 +
(
−1
3
f1,3f¯0,2 + f3,0f1,2 − f1,1f¯2,2 + 2f1,1f3,1
− 2f2,2f¯1,1 + 2f2,0f¯3,1 + 3f3,1f¯2,0 + 43f4,0f0,2
)
R6
+
(
5
3
f5,1f0,2 + 54f5,0f0,3 −
1
4
f1,4f¯0,3 − 23f2,4f¯0,2 + f1,3f4,0
− 1
2
f1,2f¯2,3 + 32f1,2f4,1 − f2,3f¯1,2 +
1
2
f2,3f3,0 − f1,1f¯3,3
+ 3f1,1f4,2 + f2,2f3,1 − 3f3,3f¯1,1 − f3,3f2,0 + 32f3,0f¯4,1 + 2f4,1f¯3,0
+ 2f2,0f¯4,2 + 4f4,2f¯2,0
)
R8 +O(R10).
Hence, by using Corollary 2.9(a) and also (b)–(c) for p = 4 and p = 6 we get the following
necessary conditions for (1) to have a persistent center:
fp+1,p = 0 for all p  1, f1,1f2,0 = 0,
f3,0f1,2 + 2f1,1f3,1 + 43f4,0f0,2 = 0,
Im
(
−1
3
f1,3f¯0,2 − f1,1f¯2,2 − 2f2,2f¯1,1 + 2f2,0f¯3,1 + 3f3,1f¯2,0
)
= 0.
Notice that in the notation of Section 2.1, after some easy computations, the above list of condi-
tions gives
E = O = 0, AB = 0,
3DF + 6BI + 4HC = 0, Im(CK¯ + 3BJ¯ − 3AI¯) = 0,
which coincide with some of the conditions obtained in Proposition 2.1.
Similarly when we apply the above results to get necessary conditions to have a persistent
center for equations with homogeneous non-linearities
z˙ = iz+
n∑
fn,k−nznz¯n−k,
k=0
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k−1∑
j=0
fn−j,j fj+1,n−j−1 = 0.
In particular when F(z, z¯) = Hz4 + Iz3z¯+ Jz2z¯2 +Kzz¯3 +Lz¯4, then IJ +HK = 0 and when
F(z, z¯) = Mz5 +Nz4z¯+Oz3z¯2 + Pz2z¯3 +Qzz¯4 +Rz¯5 we get O = NP +MQ = 0.
3. Proof of the main results
3.1. Proof of Theorem 1.1
It is clear from the expression of all the systems listed in the statement that if they have a
center at the origin then it is a persistent center. Let us effectively prove that all them are centers.
Family (a) is a well-known family of quadratic centers, see for instance [23]. Cases (b) and (c)
follow easily from statements (a) and (b) of Theorem 2.3, respectively. Case (d) follows from
statement (c) of the same theorem because iz+ zz¯f (z¯) = iz(1 − iz¯f (z¯)). Finally we want to see
that in case (e) the origin is a reversible center. Note that by statement (d) of Theorem 2.3 we
have to find an α ∈ R such that
fk,l = −f¯k,lei(1+l−k)α (11)
for all the monomials of the corresponding F . In our case
F(z, z¯) = Bzkz¯lψ(zz¯) =
∞∑
j=0
Bψjz
k+j z¯l+j ,
for certain ψj ∈ R, j  0. Hence condition (11) writes as
θ = π − θ + α(1 + l − k)
where θ is the common argument of Bψj . So, since 1 + l − k = 0, by taking
α = 2θ − π
1 + l − k ,
the result follows.
3.2. Proof of Theorem 1.2
From Theorem 1.1 we know that all the equations listed in the statement have a persistent
center at the origin. Let us prove that they are the only one. By using Proposition 2.1 we know
that the conditions E = AB = BC = DF = 0 are necessary. So the persistent centers are inside
one of the following classes,
(I) E = B = D = 0,
(II) E = B = 0, D = 0 and F = 0,
(III) E = 0, B = 0 and A = C = DF = 0.
We will use several times the expression of V7. Following [8], we get that when E = B = 0,
it writes as:
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(
9 Re
(
18G¯F 2 + 48F¯DG− 18D2G)
− 3 Im(96AC¯D¯2 − 138AD¯G¯C + 63F¯ G¯C2 + 183G¯C2D
− 216AC¯D¯F + 198AG¯CF + 72AA¯DF
+ 456C¯CDF + 72AC¯F 2 − 27A2F¯G+ 45A2DG)
+ 2 Re(72A2C¯D¯C + 36A2A¯F¯C + 396AC¯F¯C2 − 72A2G¯C2
− 36A2A¯CD − 396AC¯C2D − 72A2C¯CF
+ 36A2A¯C¯G+ 54A3F¯G+ 396AC¯2CG))
and when E = A = C = 0, then
V7 = π216
(
9 Re
(−18D2G+ 48DF¯G+ 18F 2G¯)
− 3 Im(396B2D¯G¯+ 324B2FG¯+ 1224BB¯DF )
+ 2 Re(−1728B3B¯D − 243B4G¯)).
Case (I) writes as:
z˙ = iz+Az2 +Cz¯2 + Fzz¯2 +Gz¯3.
By using the first expression of V7 and similar reasonings that in the proof of Proposition 2.1 we
get that G¯F 2 = 0. We split the study of this case in two subcases, (I.1) when G = 0 and (I.2)
when G = 0 and F = 0. In the first case, by using again the first expression of V7 we obtain that
AC¯F 2 = 0, so we can split again the study in the situations F = 0, F = 0. The case F = 0 gives
the quadratic persistent center given in (a). The remainder cases of (I.1) are:
z˙ = iz+Cz¯2 + Fzz¯2 and z˙ = iz+Az2 + Fzz¯2,
always with F = 0. By using the method of computation of constants developed in [10] we get
that
V9 ∝ Re
(
C¯2F 3
)
and V9 ∝ Re
(
A2F 2F¯
)
,
respectively. Hence arguing as in the above paragraph we get that either C = 0 or A = 0, respec-
tively. Both situations correspond to a particular case of (d).
Subcase (I.2) writes as
z˙ = iz+Az2 +Cz¯2 +Gz¯3,
with G = 0. By using once more the first expression of V7 we obtain that A2G¯C2 = 0. Hence
AC = 0. When A = 0 we obtain the persistent hamiltonian equation (c). So it remains to study the
situation AG = 0 and C = 0 for the equation z˙ = iz + Az2 + Gz¯3. By using again the method
of [10] we obtain that V9 = 0 and V11 ∝ Re(G2G¯A4). Since AG = 0 there are no persistent
centers in this situation.
In case (II), by using condition D(3B2 + AC) = 0 of Proposition 2.1 we get that AC = 0.
Moreover, from the first expression of V7 and similar arguments that in the first case we get that
D2G = 0 and thus that G = 0. Hence it writes as
z˙ = iz+Az2 +Cz¯2 +Dz3,
with D = 0 and AC = 0. When C = 0 we have arrived to the holomorphic system given in
statement (b). The remainder case is CD = 0 and A = 0. By using again the method of [10] we
obtain that V9 ∝ Re(C2D3). Hence there are no persistent centers under these hypotheses.
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second expression of V7 we get that B4G¯ = 0. Therefore G = 0. So we have obtained equation
z˙ = iz+Bzz¯+ Fzz¯2 which is exactly the persistent center given in (d).
3.3. Rigid systems
The main result of this section tell us that the only rigid persistent center is the linear one.
Proposition 3.1. The only rigid differential equation
z˙ = iz+ zH(z, z¯), where H(z, z¯) = H(z, z¯),
having a persistent center at the origin is the trivial one corresponding to H(z, z¯) ≡ 0.
Proof. Write
H(z, z¯) =
∑
p1
Hp(z, z¯) =
∑
k+l1
hj,kz
j z¯k,
where Hp are homogeneous polynomials. As a first step, by using Corollary 2.9(1), we know
that to have a persistent center it is necessary that hk,k = 0 for all k  1. To continue our proof
we will directly compute the Lyapunov constants of the equation
z˙ = iz+ zλH(z, z¯), λ ∈ C.
In polar coordinates z = reiθ it writes as
dr
dθ
= R2(θ)r
2 +R3(θ)r3 + · · ·
1 + I2(θ)r + I3(θ)r2 + · · ·
= R2(θ)r2 +
(
R3(θ)− I2(θ)R2(θ)
)
r3 +O(r4), (12)
where
Rk(θ) = Re
(
λHk−1
(
eiθ , e−iθ
))
, Ik(θ) = Im
(
λHk−1
(
eiθ , e−iθ
))
.
Substituting the expression of r(θ, ρ) given in (4) in (12) we get
u′2(θ) = R2(θ), u′3(θ) = 2R2(θ)u2(θ)+
(
R3(θ)− I2(θ)R2(θ)
)
.
Hence
V2 = u2(2π) =
2π∫
0
R2(θ) dθ = Re
( 2π∫
0
λ
(
h1,0e
iθ + h1,0e−iθ
)
dθ
)
= 0,
and
V3 = u2(2π) =
2π∫
0
(
R3(θ)− I2(θ)R2(θ)
)
dθ = −
2π∫
0
I2(θ)R2(θ) dθ
= −1
2
2π∫
Im
(
λ2H 21
(
eiθ , e−iθ
))
dθ = −π Im(λ2)|h1,0|2,0
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sistent center is h1,0 = 0, so H1(z, z¯) ≡ 0 and consequently R2(θ) ≡ I2(θ) ≡ 0 and V3 = 0.
Now we proceed by induction. We prove that if H1 = H2 = · · · = Hk−1 = 0 (and so V3 =
V5 = · · · = V2k−1 = 0) then Hk = 0 and V2k+1 = 0.
Let us prove first that when k = 2 the above assertion is true. In this case the differential
equation (12) writes as
dr
dθ
= R3(θ)r
3 +R4(θ)r4 + · · ·
1 + I3(θ)r2 + I4(θ)r3 + · · ·
= R3(θ)r3 +R4(θ)r4 +
(
R5(θ)− I3(θ)R3(θ)
)
r5 +O(r6). (13)
Hence we get the differential equations
u′3(θ) = R3(θ), u′4(θ) = R4(θ),
u′5(θ) = 3R3(θ)u3(θ)+
(
R5(θ)− I3(θ)R3(θ)
)
.
Arguing again as in the previous case we have that V2 = V3 = V4 = 0 and
V5 = −12
2π∫
0
Im
(
λ2H 22
(
eiθ , e−iθ
))
dθ = −π Im(λ2)(|h2,0|2).
Since V5 has to be zero for any λ ∈ C we get that h2,0 = 0 and so H2 = 0 as we wanted to see.
Assume now that H1 = H2 = · · · = Hk−1 = 0. Then the differential equation (12) writes as
dr
dθ
= Rk+1(θ)r
k+1 +Rk+2(θ)rk+2 + · · ·
1 + Ik+1(θ)rk + Ik+2(θ)rk+1 + · · ·
= Rk+1(θ)rk+1 +Rk+2(θ)rk+2 + · · · +R2k(θ)r2k
+ (R2k+1(θ)− Ik+1(θ)Rk+1(θ))r2k+1 +O(r2k+2).
Now we obtain
u′k+1(θ) = Rk+1(θ), . . . , u′2k(θ) = R2k(θ),
u′2k+1(θ) = (k + 1)Rk+1(θ)uk+1(θ)+
(
R2k+1(θ)− I2k(θ)R2k(θ)
)
,
which implies V2 = V3 = · · · = V2k = 0 and
V2k+1 = −12
2π∫
0
Im
(
λ2H 2k
(
eiθ , e−iθ
))
dθ = −π Im(λ2)
( [(k+1)/2]∑
j=0
|hk,k−j |2
)
.
Hence Hk = 0 and V2k+1 = 0 as we wanted to prove. 
4. Conclusions
As we have seen all the persistent centers for some families of equations like cubic or rigid
equations have been found in this paper. On the other hand, the characterization of all the centers
in both families remains unsolved. The main reason is that the necessary conditions for having
a center, given by the vanishing of the Lyapunov constants, split in many simpler conditions
when we are searching persistent or weakly persistent centers, see Remark 2.2.
A. Cima et al. / Bull. Sci. math. 133 (2009) 644–657 657We believe that the problem of searching either the persistent centers or the weakly persis-
tent centers in other families of differential equations is of interest and it can help to a better
understanding of the structure of all the centers.
In particular the problem of knowing whether the list of persistent centers given in Theo-
rem 1.1 is exhaustive or not becomes a natural question in this context.
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