I. INTRODUCTION
The collective behavior of some spin systems is controlled by dipole-dipole interactions. It is so in some magnetic nanoparticle 1 arrays, 2, 3 in some crystals of organometallic molecules, 4 as well as in some magnetic salts, such as LiHoF 4 . In LiHoF 4 , uniaxial crystal-field anisotropy forces the Ho ion spins to point up or down along the anisotropy axis. 5, 6 A model of Ising spins with dipole-dipole interactions ought therefore to capture the main features of the magnetic behavior of LiHoF 4 . This system orders ferromagnetically at low temperatures, which, as Luttinger and Tisza 7 showed long ago, is accidental.
Had the Ho ions crystallized in a simple cubic lattice, for instance, it would have ordered antiferromagnetically. 8 This illustrates how delicate the balance between dipolar fields coming from different sources is. The frustration that underlies such a balance is expected to lead to spin-glass behavior in disordered-Ising-dipole (DID) models which mimic the LiHo x Y 1−x F 4 family of materials 9 if x 1.
Some details about LiHo x Y 1−x F 4 , such as the symmetry of its crystalline lattice, are irrelevant 10 if x 1. Other details, such as transverse fields, which have no place in the DID model, do make a difference. Thus, interesting quantum effects that have been observed 11, 12 in LiHo x Y 1−x F 4 at low temperatures are beyond DID models. On the other hand, a clear picture of the DID model seems like a good starting point for the study of quantum dipolar systems. Thus far, no such clear picture exists.
Several experiments 11, 13 on LiHo x Y 1−x F 4 suggest there is a paramagnetic (PM) to spin glass (SG) phase transition when x 0.25, but some skepticism remains. 12 Some computer simultion of DID models 14 point to a PM phase for all nonvanishing temperatures. However, the opposite conclusion has been drawn more recently.
3 reported work on the behavior of DID models under applied longitudinal magnetic fields.
Whether there is a thermal phase transition, between the PM and SG phases, as the temperature T is lowered in an applied magnetic field H is an important question. An H − T phase-boundary line was long ago discovered in the Sherrington configurations may be defined as the total fraction of sites on which spins point in the same direction minus the fraction of sites on which spins point oppositely.) Because dipole-dipole interactions are long ranged, the above argument is not immediately applicable to the DID model. Data for the mean square q 2 of the overlap between equilibrium states at H = 0 and at 33 H = 0.2 is exhibited in Fig. 1a for the DID model, for x = 0.35, all T and various system sizes in 3D. These results suggest that indeed q → 0 as L → ∞ for the DID model as well. Analogous results are shown in Fig. 1b for the SK model. Again, q → 0 as L → ∞ seems to ensue. This is in spite of the fact that an AT line is known to exist for the SK model. Whereas Imry and Ma 30 could conclude that a small magnetic field can destroy the antiferromagnetic phase of a dilute antiferromagnet (AF), the analogous conclusion could only be drawn for the DID model if it were known to fit the droplet scenario 29, 34 (in which there is no ground state degeneracy). This is why Fig. 1a provides insufficient evidence for the nonexistence of the Almeida-Thouless line in the DID model. An analogy with a simpler system is helpful at this point.
Consider an isotropic AF. Upon the application of an arbitrarily small magnetic field H, all spins rotate uniformly till they point nearly perpendicularly to H. From a canted AF alignment, spins can better minimize the ground state energy. It takes a nonvanishing H to further drive this "spin-flop" phase beyond the H-T boundary line, into the paramagnetic phase. 31 This is illustrated in Fig. 2 The DID model on a simple cubic (SC) lattice is next defined. All dipoles point along the z axis of the lattice. Each site is occupied with probability x. The Hamiltonian is given by,
where the sums are over all occupied sites, except for i = j in the double sum. σ i = ±1 on all occupied sites i,
r ij is the distance between i and j sites, z ij is the z component of r ij , ε a is an energy, and a is the SC lattice constant. Unless otherwise stated, all temperatures and energies for the DID model are given in terms of ε a /k B and ε a , respectively. The magnetic field H is defined by Eq. (1) to be an energy, and is therefore also given in terms of ε a . All times are given in MC sweeps (MCS). In order to bypass energy barriers that can trap a system's state at low temperatures the parallel tempered MC algorithm is used here, 38 following the steps outlined in Ref. 10 .
Configuration swap rates between systems at temperatures T and T + ∆T were checked to be reasonably large throughout. The smallest swap rates ensue for the lowest temperature (i.e., T = 0.05) and the largest systems (i.e., L = 10). Then, swap rates in equilibrium were found to be approximately 0.3, i.e., 30% of all attempts made for configuration exchanges are successful. Swap rates increase slowly with increasing T in the spin-glass phase, and faster above T sg .
In order to be able to calculate spin overlaps between different equilibrium states at the same temperature, not one, but two sets, each one of n identical systems, are allowed to evolve independently in parallel. All 2n systems start from independently chosen random configurations. The temperature spacing ∆T between systems in each set was chosen to be ∆T = 0.05. Checks for equilibrium are described below, following the time dependent spin-overlap definitions.
As usual, the Edwards-Anderson overlap 42 between identical systems (replicas) 1 and 2 is defined by,
where 
C. Equilibration
The purpose of this subsection is to establish how long it takes the DID model to come to thermal equilibrium. In order to be able to follow the equilibration process (under tempered MC rules), some useful quantities are next defined. First, two replicas are allowed to evolve independently, starting at t = 0 from two uncorrelated random states r µ and r ν . Let q 2 (t | r µ , r ν ) be the average of q 2 at time t over all sample realizations. Different samples start from different random pairs of states, r µ and r ν . In q 2 (t | r µ , r ν ), r µ and r ν appear only to remind us that all initial pairs of states at t = 0 are uncorrelated random states.
During equilibration, q 2 (t | r µ , r ν ) is expected to increase up to its equilibrium value, q 2 .
In Fig. 3a , q 2 (t | r µ , r ν ) is given for T /x = 0.571 and T /x = 1.14, at H = 0. In Fig. 3b ,
2, but everything else is as in Fig. 3a .
Finally, assume two replicas start evolving independently from the same equilibrium state e µ at time t = 0. That is, any state e µ is selected from the sequence of states the system of interest goes through after thermal equilibrium has been reached. The time dependent equilibrium correlation function q 2 (t | e µ , e µ ) is the average of q 2 at time t over all sample realizations. Again, e µ , e µ appear in q 2 (t | e µ , e µ ) only to remind us that both replica evolutions start at t = 0 from the same e µ equilibrium state.
Note that q 2 (0 | e µ , e µ ) = 1, and that ergodicity implies q 2 (t | e µ , e µ ) → q 2 as t → ∞.
Therefore, q 2 (t | e µ , e µ ) is expected to be an upper bound to q 2 . Plots of q 2 (t | e µ , e µ ) are shown in Fig. 3a for T /x = 0.571 and T /x = 1.14 at H = 0. In Fig. 3b , H = 0.2, but everything else is as in Fig. 3a .
A measure τ q of equilibration times in tempered MC evolutions, under the conditions specified in Table I , is defined graphically in Fig. 3a . It turns out that τ q ≈ 10 2 , 3 × Table I . They fulfill τ s τ q . Equilibrium was achieved in the first half of each run, that is while t < τ s .
All time averages for the calculation of equilibrium values were taken while τ s < t < 2τ s .
The following rules for the time evolution of q 2 (t | r µ , r ν ) under a tempered MC algorithm are noted in passing. The first rule, q 2 (0 | r µ , r ν ) = 1/N , which follows from the fact that spin configurations are initially random, is exact. The second rule, that
when 10 t τ q , and ζ L (T ) 0.4 (weakly dependent on T and L), follows from plots of q 2 (0 | r µ , r ν ) vs t, such as the ones shown in Figs. 3a and 3b. Further digression into equilibration behavior under tempered MC rules is beyond our aim here, which is simply to determine equilibration times.
III. EQUILIBRIUM RESULTS
Equilibrium results obtained from tempered Monte Carlo simulations are reported in this section. These results are for both site-diluted DID models and SK models. The SK model, in which an AT line is known to exist, is examined for comparison purposes.
All the data given here for DID models is for x = 0.35. This is well below x c ( 0.65), in a regime where DID models on SC lattices have been shown 10 to have an SG phase if 10 Let is the spin-glass susceptibility, χ sg .
In the paramagnetic phase, short range spin-spin correlations imply χ sg is finite, but 
22,44
For DID models, one must first decide how to scale χ sg . Recall that, quite generally, finite size scaling predicts a finite limit of χ sg /L 2−η at a critical point as L → ∞. Furthermore, Diagnostics with ξ/L is thus free from errors in the value of η. Let
wherek is a unit vector along k, and the L subscript is a reminder of the fact that, inevitably, the sum in the equation is performed over finite L 3 size systems. Obviously, ξ L is a correlation length measured along the k direction.
Numerical computations of the double sum in Eq. (6) 
Note that
can then be replaced by 1 + ik · r ij − (k · r ij ) 2 /2 in Eq. (5), and (ii) (2/k) sin(k/2) → 1 then.
Thus, Eqs. (6) and (7) are qualitatively equal in the paramagnetic phase. Equation (7) is therefore, as has become customary in SG work, 10, 16, 27 adopted here as the definition of 
Plots of ξ L /L vs T for the DID model at H = 0 and x = 0.35 are shown in Fig. 6a . The 
