Iterative thresholding algorithms seek to optimize a differentiable objective function over a sparsity or rank constraint by alternating between gradient steps that reduce the objective, and thresholding steps that enforce the constraint. This work examines the choice of the thresholding operator, and asks whether it is possible to achieve stronger guarantees than what is possible with hard thresholding. We develop the notion of relative concavity of a thresholding operator, a quantity that characterizes the convergence performance of any thresholding operator on the target optimization problem. Surprisingly, we find that commonly used thresholding operators, such as hard thresholding and soft thresholding, are suboptimal in terms of convergence guarantees. Instead, a general class of thresholding operators, lying between hard thresholding and soft thresholding, is shown to be optimal with the strongest possible convergence guarantee among all thresholding operators. Examples of this general class includes q thresholding with appropriate choices of q, and a newly defined reciprocal thresholding operator. We also investigate the implications of the improved optimization guarantee in the statistical setting of sparse linear regression, and show that this new class of thresholding operators attain the optimal rate for computationally efficient estimators, matching the Lasso.
Introduction
We consider the general problem of sparse optimization, where we seek to optimize a likelihood function or loss function subject to a sparsity constraint, min x∈R d , x 0≤s f(x).
Here f : R d → R is the target function that we would like to minimize, while the constraint x 0 ≤ s requires that the solution vector x has at most s many nonzero entries. Similarly, we may work with a matrix parameter X ∈ R n×m and search for a low-rank solution, min X∈R n×m ,rank(X)≤s f(X).
Optimization problems over a sparsity constraint or a rank constraint are ubiquitous in highdimensional statistics and machine learning. Sparsity of a vector parameter x represents the idea that we can model the data using a small fraction of the available features, which, for instance, may correspond to covariates in a regression model or to basis expansion terms in a nonparametric function estimation problem. Similarly, a rank constraint on a matrix parameter X might correspond to an underlying factor model with a small number of factors. We will focus on problems where f is a differentiable function, as is often the case for many likelihood models and other loss functions.
In this work, we will study the iterative thresholding approach, where gradient steps that lower the value of the target function f are alternated with thresholding steps to enforce the sparsity constraint-for instance, hard thresholding sets all but the largest s entries to zero, while soft thresholding shrinks all values towards zero equally until the sparsity constraint is satisfied. (The same ideas apply to a rank constraint, by thresholding or shrinking singular values instead of vector entries. For simplicity, we will primarily discuss the sparse minimization problem, and will return to the low-rank problem later on.)
For sparse minimization of a differentiable target function f(x), many existing algorithms can be broadly described as iterating steps of the following form:
Gradient step: x t = x t−1 − η t · ∇f(x t−1 ) for some step size η t , Sparsity step: x t = some sparse (or nearly sparse) approximation to x t .
(1)
Our aim in this work is to characterize the type of thresholding operators that are likely to be most successful at converging to a good solution, i.e. to a value of f(x) that is as low as possible.
Is an iterative thresholding algorithm most likely to succeed if we use hard thresholding, soft thresholding, or yet another form of thresholding to enforce the sparsity constraint?
In this work, we find that a success of a thresholding operator, relative to a broad class of target functions f that we may want to minimize, is fully characterized by a simple measure that we call the relative concavity. The relative concavity studies the behavior of the sparse thresholding map x t → x t in the iterative algorithm (1), viewed as an approximate projection onto the space of s-sparse vectors. Using relative concavity as a tool to evaluate and compare different thresholding operators, we find that commonly used thresholding operators, for example hard thresholding and soft thresholding, are indeed suboptimal. Instead, we characterize a general class of thresholding operators, lying between hard thresholding and soft thresholding, that we show to be optimal. This class includes q norm thresholding, where q ∈ (0, 1) is chosen adaptively relative to the particular problem; furthermore, choosing q = 2/3 is "universal" in the sense that it is nearly optimal across all sparse thresholding problems. We also develop the reciprocal thresholding operator, which enjoys the same optimality guarantees as q thresholding, but with a closed-form equation for the iterative thresholding step. These simple and efficient iterative thresholding methods are then applied to the statistical setting of sparse linear regression problem:
and are shown to match the Lasso in terms of the resulting guarantee on estimating the true mean vector Xθ 0 .
Background: sparse minimization
Before defining relative concavity and the reciprocal thresholding operator, we first review some of the recent literature on hard thresholding and related methods, and define the convexity and smoothness properties of the objective function f that we will assume throughout this work.
Restricted strong convexity and restricted smoothness
In many problems in high-dimensional statistics, we aim to optimize loss functions that may be very poorly conditioned in general, but nonetheless exhibit convergence properties of a well-conditioned function when working only with sparse or approximately sparse vectors. This behavior is captured in the notions of restricted strong convexity and restricted smoothness (see e.g. Negahban et al. [2009] , Loh and Wainwright [2013] for background).
A differentiable function f : R d → R satisfies restricted strong convexity with parameter α at sparsity level s, abbreviated as (α, s)-RSC, if f(y) ≥ f(x) + ∇f(x), y − x + α 2 x − y 2 2 for all x, y ∈ R d with x 0 ≤ s, y 0 ≤ s.
Similarly, f satisfies restricted smoothness with parameter β at sparsity level s, abbreviated as (β, s)-RSM, if f(y) ≤ f(x) + ∇f(x), y − x + β 2 x − y 2 2 for all x, y ∈ R d with x 0 ≤ s, y 0 ≤ s.
Our results will focus on κ = β/α, the condition number of the function f (at the given sparsity level s).
Iterative hard thresholding
Recent work by Jain et al. [2014] studies the iterative hard thresholding algorithm, which alternates between taking a gradient step, x−η∇f(x), and projecting onto the sparsity constraint. Specifically, given a target sparsity level s and an initial point x 0 ∈ R d , the iterative step of the algorithm is defined by x t = Ψ
HT s
where Ψ
HT s is the "hard thresholding" operator, which truncates any vector z ∈ R d to its s largest entries,
where S ⊂ {1, . . . , d} indexes the s largest-magnitude entries of z.
1
Restricted optimality for iterative hard thresholding It is well known that, due to the nonconvexity of the sparsity constraint x 0 ≤ s, the iterative hard thresholding algorithm cannot be guaranteed to find the global minimum, min x 0≤s f(x)-at least, not without strong assumptions. In other words, it may be the case that lim t→∞ f(x t ) is strictly larger than min x 0≤s f(x). However, Jain et al. [2014] 's analysis of the iterative hard thresholding algorithm (3) proves that IHT achieves a weaker optimization guarantee, converging to a loss value that is at least as small as the best value attained under a more restricted constraint x 0 ≤ s where s < s. More precisely, Jain et al. [2014, Theorem 1] prove that, for an objective function f satisfying (α, s)-RSC and (β, s)-RSM,
where κ = β/α, and where the step size is taken to be η ∝ 1/β. In other words, their result proves linear convergence to the bound
To be fully precise, in the case of a tie between different entries of z, we may need to choose which entries to keep and which to set to zero. This choice will not matter from the point of view of our theoretical analysis, and from this point on, we will assume that we have fixed some map z → S, mapping each vector z ∈ R d to a set S ⊂ {1, . . . , d} corresponding to the indices of the s largest entries, so that |S| = s and min i∈S |z i | ≥ max j ∈S |z j |, for every z. For instance, in the case of a tie between z i and z j for the position of the sth largest-magnitude entry, we might follow the rule that we choose to keep entry i if i < j and to keep entry j otherwise. Since the exact choice of the rule for breaking ties is not relevant for our results here, we will implicitly assume it to be fixed for the remainder of this paper.
meaning that while IHT may not find the global minimum of f(x) relative to the s-sparsity constraint, it is nonetheless guaranteed to perform at least as well as the best s/(32κ 2 )-sparse solution. An analogous result is proved for the low-rank setting, thresholding singular values instead of vector entries.
In this work, we will refer to this type of result as a restricted optimality guarantee, where the output of an s-sparse optimization algorithm is guaranteed to perform well relative to a more restrictive s -sparsity constraint, for some s < s. In particular, we will be interested in the sparsity ratio s /s-the ratio between the sparsity level s used in the algorithm, versus the level s appearing in the guarantee. Ideally, we would like this ratio to be as close to 1 as possible, for the strongest possible guarantee.
Related literature
Iterative thresholding There exists a vast literature on the properties of iterative thresholding algorithms, especially iterative hard thresholding, regarding the optimization properties and statistical guarantees of these algorithms. Recent results in this area include the work of Blumensath and Davies [2009] , Jain et al. [2014] , Chen and Wainwright [2015] , Bhatia et al. [2015] , Jain et al. [2016] , Cai et al. [2016] , Kyrillidis and Cevher [2014] .
Accelerated forms of the iterative hard thresholding algorithm are studied in Kyrillidis and Cevher [2011] , Blumensath [2012] , Khanna and Kyrillidis [2017] . In particular, Khanna and Kyrillidis [2017] finds substantial theoretical and empirical improvement over the original nonaccelerated version of the algorithm. Nguyen et al. [2017] studies iterative hard thresholding in the context of stochastic gradient descent, where at each step t we only have access to a noisy vector that approximates the true current gradient, ∇f(x t ). The works mentioned here also consider thresholding algorithms for the low-rank setting, truncating singular values instead of vector entries. More broadly, Nguyen et al. [2017] 's work considers approximate thresholding procedures and more general definitions of sparsity.
To the best of our knowledge, the question of optimality among thresholding operators has not been addressed before, and it is the goal of this work to provide a framework to identify the convergence behavior of all thresholding operators and to find the optimal ones.
Penalized and constrained optimization methods The sparse optimization problem can alternately be approximated by a penalized minimization problem,
where R(x) is a sparsity-promoting regularizer, and λ and c are tuning parameters controlling the penalization or constraint. Of course, choosing R(x) = x 0 would reduce to the original target optimization problem, but these minimizations are generally only feasible to solve if R(x) is some relaxation of the sparsity constraint/penalty. For example, the Lasso [Tibshirani, 1996] uses a convex regularizer, R(x) = x 1 , which enjoys many strong guarantees of accurate estimation of the true sparse signal x and of its support. More recently, many nonconvex penalties have been proposed that reduce the shrinkage bias of the Lasso, at the cost of a more challenging optimization problem, such as the SCAD [Fan and Li, 2001] and MCP [Zhang, 2010] penalties. The q norm, for q ∈ (0, 1), has also been extensively studied as a compromise between the convex but biased Foucart and Lai [2009] , Kabashima et al. [2009] , Lai and Wang [2011] . Zheng et al. [2015] 's recent work studies the q norm using the framework of approximate message passing to characterize its superior performance relative to the convex 1 norm. While the resulting optimization problem is nonconvex for these alternatives to the 1 norm, Loh and Wainwright [2013] show that restricted strong convexity in the objective function f is sufficient to outweigh bounded concavity in the penalty, to ensure successful optimization within a small error tolerance.
The penalized or constrained formulations of the sparse minimization problem may initially appear to be fundamentally different from the iterative thresholding approach. However, these penalized or constrained problems are often optimized with proximal gradient descent or projected gradient descent algorithms-specifically, for a penalty, the proximal gradient descent algorithm iterates the steps Gradient step: x t = x t−1 − η t · ∇f(x t−1 ) for some step size η t , Proximal step:
while for a constraint, projected gradient descent iterates the steps Gradient step: x t = x t−1 − η t · ∇f(x t−1 ) for some step size η t , Projection step:
Since R(x) is a sparsity-promoting regularizer, each iteration x t will therefore be sparse or approximately sparse. In this way, the penalized loss or constrained loss formulations of the sparse minimization problem can be viewed as analogous to the family of iterated thresholding algorithms, where the thresholding step is replaced by penalizing or constraining a regularizer R(x) that is a relaxation of the sparsity constraint.
Convergence of iterative thresholding
In this section, we examine the performance of gradient descent with iterative thresholding, for various choices of the thresholding operator Ψ s . Specifically, after initializing at any point x 0 ∈ R d , the algorithm proceeds by alternating between taking a gradient descent step, and applying a thresholding operator:
where Ψ s : R d → {x ∈ R d : x 0 ≤ s} is some thresholding operator that enforces s-sparsity at each step.
Step size choice Throughout the paper, we will primarily study this generalized iterative thresholding algorithm under the choice of a universal fixed step size η = 1/β, where β is the restricted smoothness parameter for the function f. When β is unknown, we will also consider the following adaptive choice of step size based on exact line search:
(6) Note that, since x t−1 and x t (η) are both s-sparse, the curvature condition
is necessarily satisfied for any η ≤ 1 β due to the restricted smoothness property. Therefore we will always have η t ≥ 1 β . Intuitively, the rule not only helps us get rid of the need to know β, but also allows the algorithm to take larger step size for more progress when possible. In practice, we would consider using a backtracking line search, that is, starting from a large step size and iteratively shrinking it until condition (7) is satisfied. In this way, condition (7) is similar to the classical Armijo rule for backtracking line search. For simplicity of our theoretical result we do not treat inexact linesearch in the following.
Restricted optimality Given an iterative algorithm that keeps the sparsity of the iterations at s, as discussed in Section 2.2, we cannot hope to achieve global optimality (i.e. a guarantee that f(x t ) is nearly as good as the best s-sparse solution, min x 0≤s f(x)), but we can instead prove guarantees of restricted optimality, that is lim t→∞ f(x t ) ≤ min x 0 ≤s f(x), for some tighter sparsity constraint s ≤ s. We will assess a thresholding operator Ψ s based on its ability to guarantee restricted optimality relative to a sparsity level s that is as close to s as possible, i.e. a sparsity ratio ρ = s /s that is as close to 1 as possible.
Relative concavity of a thresholding operator
Let s ∈ {1, . . . , d} be any fixed sparsity level and let ρ ∈ [0, 1]. We define the relative concavity of an s-sparse thresholding operator Ψ s relative to sparsity proportion ρ as
Note that
is the coefficient of projection when projecting z −Ψ s (z) onto y −Ψ s (z), and measures how much these two vectors align. To understand the term "relative concavity" in the name, we note that if Ψ s were a projection operator to some convex constraint set C, then we would have y − Ψ s (z), z − Ψ s (z) ≤ 0 for any y ∈ C, by the properties of convex projections. For sparse estimation, the constraint x 0 ≤ s is not convex; any positive values of y−Ψ s (z), z−Ψ s (z) with y 0 ≤ s measure the extent to which the thresholding operator Ψ s behaves differently from a convex projection. By taking a more restrictive constraint on y, namely y 0 ≤ ρs rather than y 0 ≤ s, we reduce this measure of concavity; the relative concavity of Ψ s will be smaller for lower values of ρ.
This notion of relative concavity is closely related to the local concavity coefficients developed in Barber and Ha [2017] for the purpose of studying projected gradient descent with an arbitrary nonconvex constraint. We will compare the two later on, after presenting our main theorems.
Relative concavity and iterative thresholding
We now examine how the relative concavity of Ψ s relates to the convergence behavior of iterative thresholding with a fixed step size. The main message, casted informally, is this: Given sparsity levels s and s = ρs, and an s-sparse thresholding operator Ψ s , the condition γ s,ρ (Ψ s ) ≤ 1 2κ is both necessary and sufficient for restricted optimality to hold relative to sparsity level s .
Stationary points Before giving our formal results, we start with a warm-up-supposing that x is a stationary point of the iterative thresholding algorithm with step size η = 
for any s-sparse y. Furthermore, writing z = x − η∇f(x), we know that Ψ s (z) = x since x is a stationary point. Therefore,
as long as y is ρs-sparse and the relative concavity satisfies γ s,ρ (Ψ s ) ≤ 1 2κ . In other words, this condition on relative concavity is sufficient to ensure that f(x) ≤ min y 0 ≤ρs f(y) for any stationary point x.
Conversely, if γ s,ρ (Ψ s ) > 1 2κ , Theorem 2 below will construct a stationary point x that fails to satisfy f(x) ≤ min y 0≤ρs f(y).
Convergence results Next we turn to results for the iterated thresholding algorithm initialized at an arbitrary s-sparse point x 0 (for example, initialized at zero). Our first theorem accounts for the sufficiency of the condition. Theorem 1. Consider any objective function f : R d → R, any sparsity levels s ≥ s , and any s-sparse thresholding operator Ψ s . Assume the objective function f satisfies (α, s)-RSC and (β, s)-RSM. Let ρ = s /s and κ = β/α, and assume that
Then, for any s-sparse x 0 ∈ R d and any s -sparse y ∈ R d , the iterated thresholding algorithm (5) initialized at x 0 and run with fixed step size η = 1/β satisfies
for each T ≥ 1. The same result holds for the iterative thresholding algorithm with adaptive step size (6).
In other words, the condition γ s,ρ (Ψ s ) < 1 2κ guarantees restricted optimality on the class of κ-conditioned objective functions at sparsity proportion ρ. Next, we examine the necessity of the bound on γ s,ρ (Ψ s ). The following result proves that, if γ s,ρ (Ψ s ) > 1 2κ , then there exists an objective function f(x) on which the restricted optimality guarantee fails, when we run iterative thresholding with fixed step size η = 1 β . Theorem 2. Consider any sparsity levels s ≥ s , any s-sparse thresholding operator Ψ s , and any constants β ≥ α > 0. Let ρ = s /s and κ = β/α, and assume that
Then there exists an objective function f(x) that satisfies (α, s)-RSC and (β, s)-RSM, and an ssparse x 0 ∈ R d and s -sparse y ∈ R d , such that the iterated thresholding algorithm (5) run with step size η = 1/β and initialization point x 0 satisfies
This result is proved by constructing an objective function f and an s-sparse point x 0 , such that f(x 0 ) > f(y), but x 0 is a stationary point of the iterated thresholding algorithm, i.e. by initializing at x 0 , we obtain x t = x 0 for all t ≥ 1. This proves that the iterated thresholding algorithm does not satisfy restricted optimality (at the given sparsity levels), since it is trapped at an s-sparse point x 0 whose objective value is strictly worse than that of the s -sparse point y.
Local vs global guarantees We have seen that the condition γ s,ρ (Ψ s ) < 1 2κ on the relative concavity, is sufficient to ensure a restricted optimality result, without any initialization conditionsthat is, this is a global result, rather than a result that holds only in some neighborhood of the optimal solution. We can compare this framework to the local concavity coefficients of Barber and Ha [2017] , where the convergence guarantee is of a local type.
In the present work, to achieve our convergence result via relative concavity, we require that, for any z ∈ R d and for
2 for all ρs-sparse y. For a stationary point x of the iterated thresholding algorithm with step size η = 1 β , we would have z = x − η∇f(x), and so the requirement above can be rewritten as
and the term βγ s,ρ (Ψ s ) on the right-hand side is bounded as βγ s,ρ (Ψ s ) < β · In contrast, Barber and Ha [2017] 's local concavity coefficient framework requires that, for any z ∈ R d and any
2 where x = P C (z) is the projection of z to the constraint set C. At a stationary point x of projected gradient descent, we have z = x − η∇f(x), and so equivalently,
Barber and Ha [2017] 's main results prove convergence to the global minimum over C, as long as the algorithm is initialized in a neighborhood within which the condition γ x (C) ∇f(x) < α 2 holds uniformly.
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Comparing the relative concavity framework (9) with Barber and Ha [2017] 's local concavity coefficient framework (10), we see that in both settings, y − x, −∇f(x) is required to strictly less than α 2 y − x 2 2 . The difference is that:
• Barber and Ha [2017] 's work requires this bound to hold for all y in the constraint set C, but only for x in some neighborhood the global optimum. If the algorithm is initialized in this neighborhood, then global optimality is guaranteed.
• Our present work requires this bound to hold only for a more restricted set of y's, i.e. with the restricted sparsity level y 0 ≤ s = ρs, but for all x in the constraint set of s-sparse vectors. Regardless of where the algorithm is initialized, we obtain a restricted optimality guarantee.
Overall, by requiring the concavity bound to hold only for a more restricted set of y's, our new result is able to avoid initialization conditions, at the cost of obtaining restricted optimality rather than global optimality as the final guarantee.
Upper and lower bounds on relative concavity
We have now seen that the relative concavity γ s,ρ (Ψ s ) fully characterizes the performance of the thresholding operator Ψ s in the gradient descent algorithm, with a convergence guarantee in Theorem 1 and a matching lower bound in Theorem 2 (assuming a fixed step size). In this next section, we turn to the question of investigating the relative concavity in greater detail, in order to determine which thresholding operators are most likely to lead to successful optimization. Along the way, we will focus on the following questions:
• What is the relative concavity of commonly used thresholding operators, for example, hard thresholding and soft thresholding?
• What is the best (i.e. lowest) possible relative concavity γ s,ρ (Ψ s ) among all thresholding operators Ψ s , and which thresholding operators are optimal?
Throughout this section, for providing upper and lower bounds on γ s,ρ (Ψ s ), we will assume without comment that s, s ∈ {1, . . . , d} are two sparsity levels satisfying 1 ≤ s ≤ s ≤ d and s + s ≤ d, and we will define ρ = s /s as usual.
Relative concavity of hard and soft thresholding
First, we consider hard thresholding, Ψ s = Ψ HT s . The following result computes the relative concavity for the hard thresholding operator: Lemma 1. The relative concavity of hard thresholding is given by
for every sparsity proportion ρ ∈ (0, 1].
In particular, with Lemma 1, the condition γ s,ρ (Ψ HT s ) < 1 2κ becomes ρ < 1 κ 2 . In light of Theorems 1 and 2, we see that for iterative hard thresholding algorithm, ρ < 1 κ 2 is necessary and sufficient to guarantee restricted optimality with sparsity level s and s , tightening the condition obtained in Jain et al. [2014] where they prove restricted optimality with the sparsity proportion ρ = 1 32κ 2 . We might wonder whether the highly discontinuous nature of the hard thresholding function might not be ideal-by smoothing out the discontinuity, could we attain better performance? However, we find that any continuous thresholding operator is necessarily worse than hard thresholding:
In particular, since κ ≥ 1, the condition γ s,ρ (Ψ s ) < 1 2κ never holds if Ψ s is continuous. Comparing to Theorem 2, we see that no continuous operator can guarantee restricted optimality at any sparsity ratio ρ, even in the ideal setting where f is well-conditioned.
Optimal value of relative concavity
In this section we turn to the question of optimality: what is the optimal value of relative concavity among all thresholding operators at a given sparsity proportion ρ? We will establish that
That is, the lowest relative concavity among all thresholding operators at a given sparsity proportion ρ is exactly ρ 1+ρ . Since this is much smaller than √ ρ 2 when ρ is small, we see that hard thresholding is suboptimal.
We start with the following lower bound for all thresholding operators:
x 0 ≤ s} and any sparsity proportion ρ ∈ (0, 1], the relative concavity is lower-bounded as
To show that this lower bound is indeed tight, we will consider q thresholding and establish upper bound for its relative concavity that matches this lower bound with proper choices of q. q thresholding encourage sparsity without exerting too much shrinkage by constraining the q norm of the vector after thresholding for some q ∈ (0, 1). To be precise, let
denote projection to the q ball, where
In words, Ψ q s (z) projects z to an q ball whose radius is chosen to be as large as possible while still ensuring s-sparsity.
3 The following result computes the relative concavity for q thresholding:
Lemma 4. The relative concavity of q thresholding Ψ q s is equal to
for every sparsity proportion ρ ∈ (0, 1). In particular, if we choose
then the resulting thresholding operator attains the lowest possible relative concavity,
In addition, the universal choice q = 2/3 yields relative concavity equal to,
, for all ρ ∈ (0, 1). Now we provide some explanation for this result. If we are allowed to choose q depend on ρ, then the choice q = 2(1−ρ) 3−ρ would lead to a relative concavity of ρ 1+ρ , which exactly matches the lower bound in Lemma 3. Of course this specific choice of q is chosen for a specific sparsity proportion ρ and might not work well for other values of the sparsity proportion. To avoid this drawback or the need to tune the parameter q, one can have the universal choice q = 2/3. Due to the expression for γ s,ρ (Ψ In particular, with the optimal value of relative concavity γ s,ρ = ρ 1+ρ , the condition γ s,ρ < 1 2κ
becomes ρ < 1 2κ−1 . In light of Theorem 1 and Theorem 2, we see that ρ < 1 2κ−1 is both necessary and sufficient for restricted optimality to hold with sparsity proportion ρ. Compare this with the condition ρ < 1 κ 2 required by hard thresholding, we see that the dependence on condition number is greatly improved! 3 Note that P q (z; t) may be non-unique. To be fully precise, we define Ψ q s (z) by first fixing some map z → S, the possibly non-unique support of its largest s entries, and then defining t(z) and choosing the possibly non-unique projection P q (z; t(z)) in such a way that the nonzero entries in the projection are exactly on this support. , corresponding to the reciprocal thresholding operator defined in Section 4.4.
A general class of thresholding operators
Now that we have seen that q thresholding operators enjoy good properties in terms of relative concavity, we can ask whether there are other thresholding operators of such optimal and nearoptimal properties. In this section we address this problem by showing q thresholding can be characterized as a special case of a larger class of thresholding operators, which all enjoy the same optimality properties in the sense of their relative concavity. Consider any nonincreasing function
which we call the "shrinkage function", which will determine the amount of shrinkage on each entry of a vector z at the thresholding step. Defining the support S and thresholding level τ = max i ∈S |z i | as before, we then define the thresholding operator Ψ s;σ as
In other words, for entry i ∈ S, σ |z i |/τ determines the relative amount of shrinkage on this entry. The intuitive meaning of σ is illustrated in Figure 1 . (If τ = 0, i.e. z is already s-sparse, then we would simply take Ψ s;σ (z) = z; we will ignore this case from this point on.)
Note that since σ is nondecreasing, the maximum shrinkage occurs when |z i | = τ exactly; the amount of shrinkage in this setting is governed by σ(1).
We can now examine the relationship of the choice of σ to the relative concavity:
Lemma 5. For any nonincreasing shrinkage function σ : [1, ∞) → [0, 1] such that 0 < σ(1) < 1 and t → σ(t)(t − σ(t)) is nondecreasing over t ≥ 1,
the thresholding operator Ψ s;σ has relative concavity
In particular, the resulting operator attains the lowest possible relative concavity, 
Examining the definition of this general family of thresholding operators, we can see that q thresholding corresponds to setting σ(t) = t − the larger-magnitude root x of the equation t = x + q(2 − 2q) 1−q /(2 − q)
for which we have σ(1) = q 2−q and which satisfies (11). We also have that σ(1) = 1 2 corresponds to the "universal" choices q = 2/3, and σ(1) = 1−ρ 2 (the optimal value) corresponds to the ρ-specific choices q = 2(1−ρ) 3−ρ . As a consequence, the previous result for q thresholding, Lemma 4, is simply special case of this more general lemma. On the other hand, the hard thresholding operator Ψ HT s can be obtained by setting σ(t) = 0 for all t ∈ [1, ∞), but this does not satisfy the assumption σ(1) > 0 required in the lemma. However, if we informally consider fixing ρ > 0 and taking a limit σ(1) → 0 in the upper bound in the lemma, we see
obtaining the relative concavity of hard thresholding calculated earlier.
Reciprocal thresholding and minimal shrinkage
Practically, for two thresholding operators with the same restricted optimality guarantees, i.e. with the exact same value of relative concavity, we may favor the one that exerts smaller amount of shrinkage. Thus it makes sense to ask among the general class of thresholding operators defined in Section 4.3, which operators exert the minimal amount of shrinkage? Consider all operators of the form Ψ s;σ , with some fixed value of σ(1) ∈ (0, 1/2]. For any σ satisfying the assumption (11), for all t ≥ 1 we have σ(t)(t − σ(t)) ≥ σ(1)(1 − σ(1)). 
Thus, we must have
for all t ≥ 1. This motivates a new family of thresholding operators, reciprocal thresholding with parameter c, which is designed to make the inequality (12) an equality. To be specific, we define reciprocal thresholding with parameter c to be
To apply this operator to some vector z ∈ R d , we first let S ⊂ {1, . . . , d} be the indices of the largest s entries of z (with our usual caveat about needing to establish some rule for breaking ties) and let τ = max i ∈S |z i | be the magnitude of the (s + 1)-st largest entry of z. Then Ψ RT,c s (z) operates entry-wise as follows:
Here the thresholded value Ψ RT,c s (z) i is equal to the larger-magnitude root t of the equation
hence the name "reciprocal" thresholding. As before, to avoid the need for selecting c adaptively, we might want to consider some fixed choices. At one extreme, taking c = 1 yields Ψ RT,1 s = Ψ HT s , the hard thresholding operator. At the other extreme, taking c = 0 defines the "universal" reciprocal thresholding operator:
RT s operate entry-wise as:
The following lemma calculates the relative concavity of Ψ 
An illustrative comparison
Through the development in this section, we see that there are three important benchmarks for relative concavity: the bound √ ρ/2 attained by hard thresholding Ψ . In this section we provide a comparison between these three values.
The left-hand plot of Figure 2 displays the three values of relative concavity as functions of the sparsity proportion ρ. We see that at small values ρ ≈ 0, the relative concavity of reciprocal thresholding and 2/3 thresholding is nearly identical to the optimal bound ρ 1+ρ , and is substantially better than the relative concavity for hard thresholding, given by √ ρ/2. At larger values of ρ, the relative concavity for hard thresholding is instead lower.
To view this comparison in another light, given any fixed thresholding operator Ψ s with certain relative concavity, and given an objective function f with condition number κ, for what sparsity ratio ρ = s /s is the iterative thresholding algorithm guaranteed to achieve restricted optimality? Using the condition γ s,ρ (Ψ s ) ≤ 1 2κ , for each relative concavity γ s,ρ we can solve for the largest possible κ for which restricted optimality is assured, as a function of ρ. This is illustrated in the right-hand plot of Figure 2 , where we see that the reciprocal thresholding operator Ψ RT s and the 2/3 thresholding operator achieve a nearly-optimal sparsity ratio ρ when the condition number κ is large and ρ is correspondingly close to zero, while hard thresholding Ψ HT s is closer to optimal for κ and ρ close to 1. Thus, we can conclude that reciprocal thresholding and 2/3 thresholding offer stronger theoretical guarantees when κ > 2, while hard thresholding may be better for very well-conditioned problems where 1 ≤ κ < 2. (Empirically, we have observed that it is often the case that the three perform nearly identically in "generic" problems, and only show substantial differences in problems constructed to mimic our lower bound result, Theorem 2, for example, in linear regression problems where a small subset of the features are generated to have covariance structure similar to the construction in Theorem 2.)
Iterative thresholding for low-rank matrices
We next extend our analysis of iterative thresholding methods to the setting of a low-rank constraint. In fact, our results carry over fully into this setting. Given a rank constraint, rank(X) ≤ s, the hard thresholding operator is defined as
4 That is, hard thresholding is performed on the singular values of the matrix X, rather than on its entries. Of course, we can extend this to any thresholding operator-given any Ψ s : R min{n,m} → {x ∈ R min{n,m} : x 0 ≤ s}, we can "lift" this thresholding operator to the matrix setting by defining
Of course, its possible to construct a rank-s thresholding operator Ψ s that is not of the form given in (16), for example, if Ψ s does not preserve the left and right singular vectors of Z. We next extend our convergence results, Theorems 1 and 2, to the low-rank setting. In order to do so, we need to define the matrix version of relative concavity-this definition is analogous to the vector case, with rank constraints in place of sparsity constraints:
As for the vector case, relative concavity is necessary and sufficient for guaranteeing restricted optimality-in fact, the proofs of these are completely identical to the vector case. For completeness, we state the results here, for the matrix version of the iterated thresholding algorithm:
with either fixed step size η t = 1/β or adaptive step size defined as in (6).
Theorem 3. Consider any objective function f : R n×m → R, any ranks s ≥ s , and any rank-s thresholding operator Ψ s . Assume the objective function f satisfies (α, s)-RSC and (β, s)-RSM relative to the rank constraint.
5 Let ρ = s /s and κ = β/α, and assume that γ s,ρ ( Ψ s ) < 1 2κ . Then, for any X 0 , Y ∈ R n×m with rank(X 0 ) ≤ s and rank(Y ) ≤ s , the iterated thresholding algorithm (17) run with step size η = 1/β and initialization point X 0 satisfies
Theorem 4. Consider any ranks s ≥ s , any rank-s thresholding operator Ψ s , and any constants β ≥ α > 0. Let ρ = s /s and κ = β/α, and assume that γ s,ρ ( Ψ s ) > 1 2κ . Then there exists an objective function f(X) that satisfies (α, s)-RSC and (β, s)-RSM relative to the rank constraint, and matrices X 0 , Y ∈ R n×m with rank(X 0 ) ≤ s and rank(Y ) ≤ s , such that the iterated thresholding algorithm (17) run with step size η = 1/β and initialization point X 0 satisfies
In other words, just as for the sparse optimization problem, the relationship between relative concavity and condition number gives a necessary and sufficient condition for guaranteed convergence. We note that these results apply to any rank-s thresholding operator Ψ s , whether or not it can be constructed by "lifting" a s-sparse thresholding operator as in (16).
Next, how can we calculate relative concavity of a thresholding operator in the matrix setting? For simplicity, from this point on we assume that we are working with ranks s ≥ s ≥ 1 with s + s ≤ min{n, m}. For this question, we will again see that results from the sparse setting transfer to the low-rank setting. First, we have the same lower bound uniformly over all operators:
Lemma 7. For any map Ψ s : R n×m → {X ∈ R n×m : rank(X) ≤ s} and any sparsity proportion ρ ∈ (0, 1], the relative concavity is lower-bounded as
Furthermore, if we restrict our attention to "lifted" thresholding operators of the form (16), the relative concavity of Ψ s is inherited by the lifted operator Ψ s -as long as we restrict ourselves to s-sparse thresholding operators Ψ s that satisfy a natural sign condition:
This effectively means that Ψ s (z) preserves the signs of z, but the signs of z do not affect the amount of shrinkage in the thresholded vector Ψ s (z). For example, this requires that Ψ s (−z) = −Ψ s (z). Under this assumption, the relative concavity of Ψ s carries over into the matrix setting.
Lemma 8. Let Ψ s be a s-sparse thresholding operator satisfying the sign condition (18), and let Ψ s be the lifted thresholding operator defined in (16). Then for every sparsity proportion ρ ∈ (0, 1],
In the low-rank setting, the RSC and RSM conditions are defined with rank in place of sparsity-specifically, we are assuming that
It is obvious that all the thresholding operators we have considered satisfy the sign condition (18). Thus, all the results of relative concavity that we have proved in the sparse setting, carry over directly to the low-rank setting. In particular, as for the sparse setting, the hard thresholding operator has relative concavity
while any thresholding operator Ψ s;σ constructed with some shrinkage function σ satisfying σ(1) = 1/2 and the conditions of Lemma 5, such as the reciprocal thresholding operator, Ψ RT s , or q thresholding with q = 2/3, Ψ 2/3 s , satisfy
If the desired rank proportion ρ = s /s is fixed in advance, then as before, choosing reciprocal thresholding with parameter c = ρ, or q thresholding with q = 2(1−ρ)
3−ρ , we again obtain the optimal relative concavity of ρ 1+ρ . As before, we can conclude that reciprocal thresholding and 2/3 each offer lower relative concavity than hard thresholding whenever ρ is small-and, correspondingly, are a safer choice for objective functions f whose condition number is not close to 1.
Sparse linear regression
Now that we have discussed the deterministic optimization setting in depth, it is natural to ask what is the implication of these guarantee for a statistically random setting. In this section, we apply our developed machinery to the concrete statistical setting of sparse linear regression. We work with the Gaussian linear model
where X ∈ R n×p is a fixed design matrix, θ 0 ∈ R p is the true coefficient vector assumed to be fixed and s 0 -sparse, and z ∼ N (0, σ 2 I n ) is the noise vector, with fixed unknown noise level σ 2 > 0. In this section we will mainly be interested in prediction error, i.e. how well we can estimate the true mean vector Xθ 0 . One way of capturing the conditioning of the design matrix is by the following definition: at some given sparsity level s, we define a set of design matrices X (α, β, s) as
(20) As usual, we will be interested in the condition number κ = β/α. A similar definition is the restricted eigenvalue condition on the design matrix X, which constrains X to the following set
To gain some intuition for when these conditions may hold, for a design matrix X whose rows are i.i.d. draws from a normal distribution N (0, Σ), Raskutti et al. [2010, Theorem 1] show that the population-level eigenvalues of the covariance Σ are approximately preserved in the design matrix, at any sparsity level s n log(p) .
Computational lower bound In terms of prediction error, the optimal method, 0 constrained least squares method, is not computable. Thus from the lower bound side, it is of interest to ask what is the lowest prediction error achievable in the class of computational feasible estimator. Recently, Zhang et al. [2014] provide a partial answer to this question, restricting to the class of s 0 sparse estimator. Their main result (see Theorem 1 in Zhang et al. [2014] ) states the following (informally):
Under the assumption that NP P \ poly, for any δ ∈ (0, 1), under some assumption on n, d, s 0 and for any κ in a wide range, there exists a design matrix X ∈ X RE (κ, s 0 ) such that for any computational efficient methods, the maximum prediction error (over all s 0 sparse θ 0 ) is lower bounded by (up to some constant) κ ·
Thus if we restrict ourselves to all computationally feasible s 0 sparse estimator, then the best achievable squared prediction error is of order κ ·
Upper bounds for iterative thresholding methods In this section we establish prediction error bounds for iterative thresholding algorithm. First we provide some intuition on how to connect restricted optimality guarantee with statistical performance. It is well known that the global optimum of 0 -constrained least squared loss, i.e.
θ ∈ arg min
achieves a squared prediction error scaling as
. For iterative thresholding algorithms, since we only have restricted optimality rather than global optimality, we are forced to work over a constraint at a larger sparsity s ≥ s 0 to guarantee y − X θ 2 2 ≤ min θ 0≤s0 y − Xθ 2 2 . The statistical price one has to pay for this computational strategy is the inflation in noise level corresponding to the inflation in sparsity-that is, we have error on s many nonzero coefficients, rather than s 0 many-so the final upper bound for prediction error would scale as
, where s is chosen to be the smallest sparsity level that guaratees restricted optimality relative to the lower sparsity level s = s 0 . Now recall from Section 4 that, while hard thresholding offers restricted optimality guarantees at sparsity levels s ∼ κ 2 s 0 , the optimal and near-optimal thresholding operators (for example reciprocal thresholding and 2/3 thresholding) improves this scaling to s ∼ κs 0 . This allows us to improve the upper bound for squared prediction error from scaling as κ 2 to κ, when we switch our method from iterative hard thresholding, to iterative thresholding with an operator Ψ s that enjoys a lower relative concavity. Indeed in Jain et al. [2014] , it is shown that iterative hard thresholding achieves a prediction error upper bounded by
. In view of our lower bound result Theorem 2, which states that the restircted optimality guarantee is tight, we postulate that the corresponding prediction error bound is also tight for iterative hard thresholding method. Now we formulate this rigorously. Consider the iterative thresholding algorithm with some thresholding operator Ψ s applied to the objective function f(θ) = 1 2n y − Xθ 2 2 , whose iteration takes the form
As usual, for the step size we may choose η t = 1/β if β is known, or we may choose η t adaptively as in (6). We will work with any thresholding operator Ψ s satisfying
From Section 4, we see that on the one hand, this condition rules out hard thresholding and any continuous thresholding operator; on the other hand, it is satisfied by the reciprocal thresholding operator, Ψ RT s , by q thresholding with q = 2/3, Ψ 2/3 s , and by any shrinkage operator Ψ s;σ where σ(1) = 1/2 and σ satisfies the conditions of Lemma 5. We now present our result for this setting:
Theorem 5. Suppose that y = Xθ 0 +N (0, σ 2 I n ), where θ 0 is s 0 -sparse, and where X ∈ X (α, β, s), where s = Cκs 0 for some C > 2. Suppose that Ψ s is any s-sparse thresholding operator satisfying (23).
Let θ t be the estimate produced at step t of the iterative thresholding algorithm (22) initialized at some s-sparse θ 0 ∈ R d . Letθ t ∈ arg min θ∈{ θ1,..., θt}
, that is,θ t is the best estimate seen before time t, relative to the loss function f(θ) = 1 2n y − Xθ 2 2 . Then, for any δ > 0 and any t ≥ 1,
with probability at least 1 − δ.
Since t can be taken to be large (each iteration is very cheap), the dominant term is the first one, so we essentially have
Comparing with the upper bound for iterative hard thresholding, we see that we now attains the ideal κ, rather than κ 2 , scaling.
Comparison with Lasso The Lasso estimate of θ 0 , given by the convex optimization problem θ ∈ arg min
is proved in Bickel et al.
[2009] to achieve a squared prediction error bounded as
with a penalty parameter value λ ∼ σ log(d)
n , under the assumption that X ∈ X RE (κ, s 0 ). Compared with Lasso, due to Theorem 5, iterative thresholding algorithms with proper thresholding operators, for example the simple and efficient reciprocal thresholding, achieve the same squared prediction error bound. Moreover, both Lasso and iterative reciprocal thresholding method are guaranteed to give an estimator that is O(κs 0 ) sparse (this sparsity level for Lasso is proved in Bickel et al. [2009, Eqn. (7.9) ]), and thus nearly match the computational lower bound with a gap in sparsity. An open question for future work is whether the larger sparsity level, i.e. O(κs 0 ) rather than s 0 , is unavoidable to achieve the squared prediction error κ · σ 2 s0 log(d) n , or whether there may be an O(s 0 )-sparse and computationally efficient estimator that achieves this bound.
Discussion
Relative concavity offers a framework for comparing theoretical properties of thresholding operators. Under this framework, we find a general class of optimal and near-optimal thresholding operators, among which is the new reciprocal thresholding operator, an alternative to hard and soft thresholding with tighter theoretical guarantees that is able to achieve better dependence on condition number for sparse and low-rank optimization problems. Nonetheless, many open questions remain for these problems. For example, our upper and lower bounds on lim t→∞ f(x t ) are proved relative to a broad class of functions satisfying (restricted) convexity and smoothness properties, with no underlying statistical model. In a statistical framework, we may be able to make additional assumptions, for instance, assuming that ∇f(y) is small at some highly sparse y (e.g. if y is the true model parameter vector, while f is the negative log-likelihood on the observed data)-is the relative concavity still necessary and sufficient for optimization guarantees, or would we observe different behavior of the various thresholding operators in this statistical setting? Furthermore, how does the choice of the thresholding operator interact with modifications of the gradient descent algorithm, such as decreasing step size, choosing the step size via backtracking or another adaptive method, acceleration of the gradient descent step, replacing gradients with stochastic gradients, or using second-order information? We hope to address these directions in future work.
A Proofs

A.1 Proofs of upper and lower bounds on convergence
In this section, we prove our upper and lower bounds on convergence for the sparse setting, Theorems 1 and 2. The results for the matrix setting, Theorems 3 and 4, are proved identically, so we do not give those proofs here.
Proof of Theorem 1. Fix any t ∈ {1, . . . , T }. Since x t−1 and x t are s-sparse by definition of the algorithm, and f satisfies (α, s)-RSC and (β, s)-RSM, we have
where η t = η = 1 β for the fixed step size algorithm (5), or η t is the adaptive step size defined in the algorithm (6)-note that in this second case, since f satisfies (β, s)-RSM, we see that η t ≥ 1 β since the step size is chosen by backtracking. Combining these two inequalities, we obtain
We can also calculate
where the last step applies the definition of restricted concavity, since x t = Ψ s (x t−1 − η t ∇f(x t−1 )) by definition of the algorithm. Combining steps (25) and (26), then,
Taking a weighted sum over t = 1, . . . , T , we obtain
where the next-to-last step simply cancels terms in the telescoping sum. After rescaling, we have
The left-hand side is a weighted average of f(x 1 ), f(x 2 ), . . . , f(x T ), and is therefore lower-bounded by min t=1,...,T f(x t ), while the denominator on the right-hand side is lower-bounded as
After simplifying, we therefore have
Proof of Theorem 2. By definition of γ s,ρ (Ψ s ), for any δ > 0, there exist some s -sparse y ∈ R d and some z ∈ R d such that x = Ψ s (z) = y and
Let U ∈ R d×d be any orthogonal matrix with its first column equal to
. We now define an objective function as
for some a 2 , . . . , a d ∈ [α, β]. Clearly, f satisfies (α, s)-RSC and (β, s)-RSM. Next, we can check that f(x) = 0, while
where the first step uses the definition of U , while the inequality follows from the definition of x, y, z. Since γ s,ρ (Ψ s ) > 1 2κ by assumption, and δ can be chosen to be arbitrarily small, we therefore have f(y) < 0 = f(x).
Finally, computing ∇f(w) = −β(z − w) + U DU (w − x), suppose that we run the iterated thresholding algorithm (5) with step size η = 1 β , initialized at the point x 0 = x. Since we have ∇f(x) = −β(z − x), the first update step is given by
This proves that x is a stationary point of the algorithm-in other words, if the algorithm is initalized at x 0 = x, then x t = x for all t ≥ 1. Therefore, lim t→∞ f(x t ) = f(x) > f(y), as desired.
A.2 Proofs for calculating relative concavity
In this section we give the proofs for all lemmas from Sections 4 and 5, calculating upper and lower bounds on relative concavity in the vector and matrix setting.
Proof of Lemma 1. Fix any z ∈ R d and any s -sparse y ∈ R d . Let x = Ψ HT s (z). Let S = Support(x) and S = Support(y). We can write
since x S = z S by definition of hard thresholding. Next, let τ = max i ∈S |z i |, i.e. the (s + 1)-st largest magnitude entry of z. Then |z i | ≥ τ for all i ∈ S by definition of the method, and so
where = |S ∩ S |. We also have
Combining everything and returning to (27), we have
where for the last step we consider t = y S \S 2 τ . This quantity is maximized at t = √ s − , so we obtain
Finally, by definition, we must have ∈ {0, 1, . . . , s }, so we obtain
where the maximum is obtained at = 0. This proves that γ s,ρ (Ψ
2 . To prove a matching lower bound, consider z = 1 d . Then x = Ψ HT s (z) = 1 S , for some subset S ⊂ {1, . . . , d} of cardinality |S| = s. Let S ⊂ {1, . . . , d}\S be a disjoint set of cardinality |S | = s (recall that we have assumed s + s ≤ d), and let y =
2 . Proof of Lemma 2. We consider two cases. If there exists z = 0 such that Ψ s (z) = 0, then fix any such z and fix an index i such that z i = 0. Let y = · sign(z i ) · e i , where e i is the vector with a 1 in entry i and zeros elsewhere. y is s -sparse since s ≥ 1. Then
Since |z i | > 0 and > 0 can be taken to be arbitrarily small, this shows that γ s,ρ (Ψ s ) = ∞ ≥ 1. On the other hand, if Ψ s (z) = 0 for any z = 0, then define g :
2 is a continuous function on a compact space and takes only positive values, Ψ s (x) 2 is lower-bounded by a positive value, which then implies g is continuous. Since g(x) inherits the sparsity of Ψ s (x) for all x, we see that
is a dense point on the sphere. Now let h be a homeomorphism from S d−1 \{x 0 } to R d−1 (for example, take h to be the stereographic projection from the point x 0 ). Then h • g : Proof of Lemmas 6 and 4. These lemmas are special cases of the general result, Lemma 5, proved below.
Proof of Lemma 3. Let z = 1 d and let x = Ψ s (z). Let S = Support(x), with |S| ≤ s, and let S ⊂ {1, . . . , d}\S be any set disjoint from S, with cardinality |S | = s (recall that we have assumed s + s ≤ d). Let y = t · 1 S , where t = r ρ 1 − r + r 2 − 2r + 1 + ρ , for r = x 2 √ s .
Then y 0 = s , and we can calculate y − x, z − x y − x 2 2 |(z − x) i | ≤ τ σ(1), |x i | ≥ τ (1 − σ(1)), and x i (z − x) i ≥ τ 2 σ(1) 1 − σ(1) . Plugging these bounds back in our calculation above, we get: , (29) where to compute the last step we can check that the maximum is achieved at This proves the upper bound. To prove the lower bound, we simply choose y and z so that the inequalities above become equalities. Set z = 1 d and x = Ψ RT s (z), and let S = Support(x). Due to the definition of Ψ s;σ , we see that x = (1 − σ(1)) · 1 S . To construct y, we consider two cases. If ρ ≤ 1 − σ(1) 2 , we let S ⊂ {1, . . . , d}\S be any set disjoint from S with cardinality |S | = s (recall that s + s ≤ d by assumption). Then let y = Combining the two cases, and recalling that t ≥ 0 is arbitrary, we see that , and let X = Ψ s (Z). Let X = U DV be a singular value decomposition of X, with U ∈ R n×s , V ∈ R m×s . Let V ⊥ ∈ R m×s be an orthonormal matrix that is orthogonal to V (recall that In other words, defining
we'd like to show that h(Y ) ≥ 0 for all rank-s matrices Y . Now, by definition of X, we can see that U and V are the left and right singular vector matrices for X + Z−X 2γs,ρ(Ψs) , and therefore h(Y ) is minimized by some matrix Y of the form Y = U · diag(y) · V , for some s -sparse vector y. Now, for any matrix of this form, we have 
A.3 Proofs for prediction error in linear regression
In this section we prove our prediction error bounds for the linear regression setting.
Proof of Theorem 5. Since s = Cκs 0 and so our sparsity ratio is ρ =
