Using computational models of motor neuron ion fluxes, firing properties, and energy requirements, Le Masson et al. (2014) reveal how local imbalances in energy homeostasis may self-amplify and contribute to neurodegeneration in ALS.
Neuroscientists, clinicians, and pharmaceutical companies interested in the mechanisms underlying neurodegenerative diseases face a wealth of old and new hypotheses, as well as uncertain criteria to guide their decisions as to merits and flaws of those hypotheses. One of the main challenges is that we have been lacking means to predict potential consequences of specific hypotheses on affected neurons in situ. On the other hand, in the absence of rigorously justified predictions it has been difficult to come up with credible ways to falsify current theories. Here is where computational models had been making increasingly important contributions to several areas of neuroscience, although not yet to research on disease.
The highly interdependent relationships between signaling, energy metabolism, ion homeostasis, and electrophysiological properties in neurons suggest that linear progression models will probably be inadequate to capture how specific dysfunctions in vulnerable neurons gradually escalate to neurodegeneration. For example, intertwined systems in neurons may stabilize and neutralize small initial imbalances or amplify them to pathological proportions. Computational tools are particularly invaluable to properly understand such complex systems and predict what interventions might likely have a substantial positive impact (Liu et al., 2011) . Full simulations of neurons are currently not feasible, but mathematical treatment of hypothesis-selected subsystems is within reach. However, to be useful, computational models of neurons in disease depend on detailed quantitative descriptions of relevant neurons in situ and on experimental data regarding key neuronal functions affected in disease.
The late-onset degenerative motor neuron (MN) disease known as amyotrophic lateral sclerosis (ALS) provides a particularly attractive case for modeling pathophysiological cascades relevant to disease. Spinal MNs vulnerable to ALS are anatomically segregated in the spinal cord and their axons project out of the CNS. Because of these favorable features, spinal MNs have been investigated in considerable detail (Kanning et al., 2010) , and computational models of their functional properties have been developed (Powers et al., 2012) . At least one disease mouse model of ALS (mutant SOD1 mice, Gurney et al., 1994) is available that closely matches the human phenotype. Using these animal models, vulnerable neuronal subpopulations have been thoroughly characterized and a wealth of abnormalities have been described (Kanning et al., 2010; Saxena and Caroni, 2011) . These studies revealed that within MN pools affected in disease high-threshold fast-fatigable (FF) MNs are particularly vulnerable and are affected very early in ALS, whereas lowthreshold slow (S) MNs are relatively resistant and still innervate muscle at endstage (Saxena and Caroni, 2011) . In addition, some MN pools are not affected in ALS (Kanning et al., 2010) . Disruption of mitochondrial morphology, biochemistry, and transport has been a recurring finding in human and animal samples of ALS (Israelson et al., 2010) . Both the direct interaction of misfolded mutant SOD1 with mitochondria and the secondary overload by ion uptake could account for mitochondrial metabolism failure, leading to reduced ATP availability (Israelson et al., 2010) . Building on these observations, Le Masson et al. (2014) now provide the first integration of energy metabolism, ion homeostasis, and excitation in a computational model of ALS.
What assumptions should be made in order to model relevant disease processes in ALS? Synaptic activity and excitability are major cost points on the energetic balance sheet of neurons, and in particular of MNs. For example, action potentials might consume more than a third of the overall ATP pool in a neuron (Harris et al., 2012) . Furthermore, reductions in energy metabolism have been reported in ALS. Le Masson et al. (2014) exchangers with an established model of ion conductances within the anatomical framework of a multicompartmental motor neuron with a complex dendritic tree and a 100-mmlong, distally branched axon. Ion-fluxes are coupled to a simplified model of ATP production in each compartment while allowing for intercompartmental diffusion of ATP. In the simulation of a healthy neuron, the amount of ATP required for ion homeostasis under spontaneous or synaptically driven firing conditions is closely matched by the amount of ATP generated by the metabolic cascade. When Le Masson et al. (2014) impose a metabolic impairment to the model, lowering the ATP steady-state concentration to one-tenth first, and later to one-hundredth of normal levels, homeostasis under spontaneous firing is not affected, but when higher-frequency firing is imposed, the amount of ATP generated cannot sustain the activity of Na + /K + -ATPase and the ion balance starts drifting away from the homeostatic set-point. With increasing firing rates and decreasing ATP production, the MN is driven into an unstable condition, where the higher the load of ionic imbalances, the less ATP is available for compensation (Figure 1) . Finally, the MN crashes into a state of depolarization, when it can no longer fire, although the energetic load keeps increasing. Notably, even comparatively small original imbalances can lead to MN failure if enough time and sufficient highfrequency firing are allowed in the simulation, suggesting that energetic mismatch could pile up during the lifetime of a MN at different rates due to different firing properties and patterns.
The simulation of vulnerable FF-MNs and resistant S-MNs based on realistic anatomical and physiological data shows that, because of intrinsic properties, the energetic cost of each action potential is higher for FF-MNs than for S-MN, even when both types of MNs fire at the same frequency. The computational approach therefore predicts the higher vulnerability of FF-MNs to small energetic imbalances and shows that even comparatively modest differences in neuronal structure may result in dramatically different (and ultimately diverging) consumption profiles and vulnerabilities to disease (Figure 1) . Notably, the computational analysis of metabolism-homeostasis coupling shows that local disturbances in ATP availability can produce self-perpetuating imbalances that grow and spread within the MN (Figure 1 ). For example, when an ATP deficit is imposed into the far end of the axon, the local influx of high-concentration ions spills the metabolic deficit into neighboring sections, which are then depolarized and spread the ionic imbalance. This results not only in axonally generated action potentials traveling backward toward the soma but also in local generation of action potentials that travel toward the periphery, thus resembling peripherally generated fasciculations that are often observed in ALS patients. Le Masson et al. (2014) 
Figure 1. Modeling Selective Neuronal Vulnerability in ALS
The schematic highlights processes linked to disease-related local energy deficits and leading to dysfunction in vulnerable spinal MNs. Data from patients and animal models of disease suggest that mitochondrial function is impaired in ALS (yellow). In vulnerable MNs with a high energetic cost per action potential (gray box), this eventually leads to local deficits in the ATP required to restore ion homeostasis through ion pumps. Ion pump failures lead to increasing residual cation load and sustained depolarization upon neuronal firing, putting a gradually increasing burden on mitochondrial function and ATP production (red arrows). This eventually leads to instability (red surfaces), self-amplification, and spreading of the ion imbalance within the MN (blue-to-red colors within axon).
(should lead to axonal degeneration) and of reduced neuronal firing (should delay disease). Perhaps most importantly, this study illustrates how it might be possible to model predictions of specific hypotheses concerning disease mechanisms and compare them with relevant experimental data. The extent to which such computational approaches can already be applied to falsify disease mechanism hypotheses remains, of course, to be determined. Inevitably, and in spite of its relative sophistication, the model introduced by Le Masson et al. (2014) might oversimplify MN pathophysiology in relevant ways. For example, neuronal energy levels, in the form of ATP, are influenced by external factors such as neuronal inputs and local nonneuronal cells (Harris et al., 2012) . Le Masson et al. (2014) highlight a critical relationship between neuronal morphology, neuronal firing, and metabolic load. Neurons differ widely in their firing patterns in vivo and subpopulations with very similar cellular makeup may be subjected to different firing regimes (imposing different metabolic loads), due to their specific inputs and network activity. The interaction of unique excitation patterns and intrinsic metabolic functions may be important in shaping the selective vulnerability of neuronal subpopulations to neurodegenerative diseases, but these aspects are still largely unexplored.
For the broader field of neurological diseases, whose underpinnings are likely rooted in disturbances of neuronal cell biology, the approach introduced by Le Masson et al. (2014) may be part of a shift toward more quantitative studies of disease. Computational analysis may be important to make sense of the large variety of isolated abnormal findings, which may or may not be critical to pathology. Building increasingly useful computational models of disease will require a focus on producing more reliable and quantitative data concerning affected neurons and systems in situ. For example, the metabolic, signaling, and transcriptional features of identified vulnerable neuronal subpopulations should be investigated under control and disease conditions. This analysis will require methods to analyze very small numbers of neurons under in situ-like conditions. To this end, technological platforms based on mass spectroscopy, cytofluorimetric approaches, and magnetic resonance are being improved to eventually monitor the metabolic and functional status of single cells. Considerable technical hurdles lie ahead, given the tiny amounts of source material and the intrinsically dynamic nature of the systems under study (Zenobi, 2013) . Nevertheless, a growing integration of biological and computational approaches promises to provide much needed new perspectives in the study and treatment of neurological diseases.
