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THE SECOND FUNDAMENTAL THEOREM OF INVARIANT
THEORY FOR THE ORTHOSYMPLECTIC SUPERGROUP
G.I. LEHRER AND R.B. ZHANG
Abstract. In a previous work we established a super Schur-Weyl-Brauer duality
between the orthosymplectic supergroup of superdimension (m|2n) and the Brauer
algebra with parameter m − 2n. This led to a proof of the first fundamental
theorem of invariant theory, using some elementary algebraic supergeometry, and
based upon an idea of Atiyah. In this work we use the same circle of ideas to prove
the second fundamental theorem for the orthosymplectic supergroup. The proof
uses algebraic supergeometry to reduce the problem to the case of the general linear
supergroup, which is understood. The main result has a succinct formulation in
terms of Brauer diagrams. Our proof includes new proofs of the corresponding
second fundamental theorems for the classical orthogonal and symplectic groups,
as well as their quantum analogues. These new proofs are independent of the
Capelli identities, which are replaced by algebraic geometric arguments.
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1. Introduction
s:intro
This paper is a sequel to [17], in which we proved the first fundamental theorem
of invariant theory for the orthosymplectic Lie group G = OSp(m|2n,Λ) over the
infinite dimensional Grassmann algebra Λ. That theorem provides a set of gener-
ators for the invariants of G on V ⊗r, where V is the ‘natural’ representation of G
on the superspace V of superdimension (m|2n); this theorem is equivalent to the
statement that there is a surjection Br(m− 2n) −→ EndG(V
⊗r), where Br(m− 2n)
is the r-string Brauer algebra with parameter m − 2n. In this paper we give a
linear description of all relations among these generators, thus proving the second
fundamental theorem of invariant theory.
We shall maintain the notation of op. cit., and use its results.
In this Introduction, we recall the basic notation and general setup of [17], and in
the next section we state the main result of [17], as well as giving a brief discussion of
the invariant theory of the general linear supergroup GL(V ), which will figure in the
proof of our main result. In the following section we state and prove the result. Our
method is based upon an idea due to Atiyah, Bott and Patodi [1, Appendix] in the
classical case, to use algebraic supergeometry to reduce the theorem to the case of the
general linear supergroup GL(V ). In particular, we use geometric means to define
an injective Λ-linear map h : EndG(V
⊗r) −→ ((V ∗)⊗r ⊗ V ⊗r)
GL(V )
. Using the fact
that a full description of ((V ∗)⊗r ⊗ V ⊗r)
GL(V )
is available in terms of generators and
relations, this provides the means to prove our main result, which has a particularly
attractive formulation in terms of diagrams in the Brauer category [16].
1.1. Linear superalgebra. (See [17, §§2.1,2.2]) We denote by VC = (VC)0¯ ⊕ (VC)1¯
a Z/2Z-graded complex vector space of superdimension sdimV = (m|2n), so that
dim(VC)0¯ = m and dim(VC)1¯ = 2n. If Λ(N) denotes the exterior algebra on C
N ,
then the natural inclusion CN ⊂ CN+1 induces an inclusion Λ(N) ⊂ Λ(N + 1). We
write Λ := lim
→
Λ(N) for the direct limit; this is the Grassmann algebra.
Since Λ is evidently a Z/2Z-graded algebra (graded by partity of the degree), we
may form V = VC ⊗C Λ. This is a Z2-graded Λ-module, and we write V = V0¯ ⊕ V1¯.
For a homogeneous element v ∈ V , we denote by [v] the parity of v. Thus [v] = 0 if
v ∈ V0¯ while [v] = 1 for v ∈ V1¯.
The Λ-module EndΛ(V ) of Λ-endomorphisms of V is Z/2Z-graded, and we write
E := EndΛ(V )0¯.
The group GL(V ) is the group of invertible elements of E, that is
GL(V ) = {g ∈ EndΛ(V )0¯ | g invertible}.
This is very much in the spirit of the physics literaure [20, 26].
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1.2. The orthosymplectic supergroup. Next suppose given a non-degenerate
even bilinear form
(−,−)C : VC × VC −→ C,
which is supersymmetric, that is, (u, v)C = (−1)
[u][v](v, u)C for all u, v ∈ VC. This
implies that the form is symmetric on (VC)0¯× (VC)0¯ and skew symmetric on (VC)1¯×
(VC)1¯, and satisfies (V0¯, V1¯)C = 0 = (V1¯, V0¯)C. Also, by non-degeneracy, dim(VC)1¯ =
2n must be even. We call this a nondegenerate supersymmetric form. Let η =(
Im 0
0 J
)
, where Im is the identity matrix of size m×m and J is a skew symmetric
matrix of size 2n× 2n given by J = diag(σ, . . . , σ) with σ =
(
0 −1
1 0
)
. Then there
exists an ordered homogeneous basis E = (e1, e2, . . . , em+2n) of VC such that
(ea, eb) = ηab, for all a, b.eq:standard (1.1)
Let V := VC ⊗ Λ. The given form (−,−)C extends uniquely to a Λ-bilinear form
eq:laform (1.2) (−,−) : V × V −→ Λ,
which is even and nongenerate, and is supersymmetric in the sense that (v, w) =
(−1)[v][w](w, v) for all v, w ∈ V . We call V an orthosymplectic superspace, and call
E an orthosymplectic basis of VC and of V . Note that (−,−) is Λ-bilinear in the
sense that for λ, λ′ ∈ Λ and v, v′ ∈ V , we have
eq:bil (1.3) (λv, v′λ′) = λ(v, v′)λ′.
def:sg Definition 1.1. The orthosymplectic supergroup G = OSp(V ) is defined as the set
of elements of GL(V ) which preserve the form (−,−). Specifically, the orthosym-
plectic supergroup G := {g ∈ GL(V ) | (gv, gw) = (v, w) for all v, w ∈ V }.
Although G = OSp(V ) will be the main focus of this work, we shall also refer to
the following related algebras and groups.
We write osp(VC) for the orthosymplectic Lie superalgebra over C [12, 21]; this is
the Lie sub-superalgebra of gl(VC) given by
osp(VC) = {X ∈ EndC(VC) | (Xv,w)C + (−1)
[X][v](v,Xw)C = 0, ∀v, w ∈ VC}.
Then osp(V ) = (osp(VC)⊗ Λ)0¯.
Write OSp(V )0 = O((VC)0¯)× Sp((VC)1¯); this group, which could be thought of as
the degree zero part of OSp(V ), acts on osp(VC) by conjugation, and both OSp(V )0
and osp(VC) act naturally on V
⊗r
C
for all r. Their actions are compatible in the
following sense. For all g ∈ OSp(V )0, X ∈ osp(VC) and w ∈ V
⊗r
C
, we have
g(Xw) = Adg(X)(gw),
where Adg denotes the conjugation action of g ∈ OSp(V )0 on osp(VC).
rem:HC-pair Remark 1.2. Note that (OSp(V )0, osp(VC)) is a Harish-Chandra super pair (see [5]
for details).
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2. Invariant theory for GL(V )
In this section we take VC to be a C-superspace with sdim (V ) = (m|ℓ), and write
V = VC⊗CΛ, for the corresponding Z2-graded Λ-module, where Λ is the Grassmann
algebra. Given any two Z2-graded C-vector spaces, VC,WC, we may form the tensor
product VC ⊗CWC (resp. V ⊗Λ W ). This is Z2-graded in the usual way. We have a
super-inversion τ : VC ⊗WC −→WC ⊗ VC, given by
τ(v ⊗ w) = (−1)[v][w]w ⊗ v,
for homogeneous v ∈ VC, w ∈ WC, and extended linearly. We shall be particularly
interested in this inversion when VC = WC, in which case it defines an endomorphism
of V ⊗2
C
.
Writing V = VC ⊗C Λ and similarly for W , the involution τ extends uniquely to
a Λ-module homomorphism
eq:tau (2.1) τ : V ⊗W →W ⊗ V, τ(v ⊗ w) = (−1)[v][w]w ⊗ v,
where v ∈ V, w ∈ W are homogeneous.
In particular, we can form the tensor powers T r(VC) = V
⊗r
C
= V ⊗Cr and T r(V ) =
V ⊗Λr. These spaces inherit actions from the relevant groups and algebras, and
we shall be concerned with the algebras EndG(V
⊗r) for various G, especially G =
GL(V ), and G = OSp(V ) when ℓ = 2n is even. The first fundamental theorem
(FFT) describes generators, and the second fundamental theorem (SFT) describes
relations for these algebras. In our previous paper [17] we proved the FFT for
OSp(V ), while the main purpose of this paper is to prove an SFT for this case.
2.1. Invariant theory for GL(V )-the first fundamental theorem. We shall
require a little background on GL(V ). The general linear Lie superalgebra gl(VC)
is defined as the complex Z2-graded algebra EndC(VC) with a bilinear Lie bracket
defined for X, Y ∈ gl(VC) by
[X, Y ] = XY − (−1)[X][Y ]Y X,
where the right hand side is defined by composition of endomorphisms. This algebra
is often referred to as gl(m|ℓ).
Let g˜l(V ) = gl(VC) ⊗C Λ and regard it as a Lie superalgebra over Λ with a Λ-
bilinear Lie bracket defined by
[X ⊗ λ, Y ⊗ µ] = [X, Y ]⊗ (−1)[λ]([Y⊗µ])µλ,
for all X, Y ∈ gl(VC) and µ, ν ∈ Λ. Then gl(V ) = (gl(VC) ⊗C Λ)0¯ forms a Lie
subalgebra of g˜l(V ) over Λ0¯, which will be referred to as the Lie algebra of GL(V ).
Note that gl(V ) = gl(m|ℓ)0¯ ⊗C Λ0¯ ⊕ gl(m|ℓ)1¯ ⊗C Λ1¯. Thus both gl(V ) and GL(V )
encode the graded structure of VC and of V (cf. Lemma 2.1 below). There is a
natural g˜l(V ) action on V given by (X ⊗ λ).(v ⊗ µ) = X.v ⊗ (−1)[λ]([v⊗µ])µλ. It
restricts to an action of gl(V ).
The following lemma provides a useful link between gl(m|ℓ) and GL(V ). Its proof
may be found in [22, Proposition 5.2] and [17, Lemma 2.6] (see also [3]).
lem:exp Lemma 2.1. (1) Given any X ∈ gl(V ), let exp(X) :=
∑∞
i=0
Xi
i!
. Then exp(X)
is a well defined automorphism of V which lies in GL(V ). Hence there exists
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a map
Exp : gl(V ) −→ GL(V ), X 7→ exp(X).
(2) The image of Exp generates GL(V ).
Now the general linear supergroup GL(V ) acts on T r(V ) by g.w = gw1⊗ ...⊗gwr
for any w = w1⊗ ...⊗wr and g ∈ GL(V ). The corresponding gl(V )-action on V
⊗Λr
is defined for all X ∈ gl(V ) by
eq:glvaction (2.2)
X.w = Xw1 ⊗ w2 ⊗ · · · ⊗ wr + w1 ⊗Xw2 ⊗ · · · ⊗ wr
+ · · ·+ w1 ⊗ w2 ⊗ · · · ⊗Xwr.
We denote the associated representations of both GL(V ) and g(V ) on V ⊗Λr by ρr.
The first fundamental theorem for GL(V ) is concerned with EndGL(V )(V
⊗Λr).
Define a Λ-linear action ̟r of the symmetric group Symr of degree r on T
r(V )
as follows. If si = (i, i+ 1), 1 ≤ i ≤ r− 1, are the simple reflections which generate
Symr, then for all i, we define ̟r(si) by
̟r(si) : w 7→ w1 ⊗ · · · ⊗ τ(wi ⊗ wi+1)⊗ · · · ⊗ wr,eq:sym (2.3)
where w = w1 ⊗ . . . ⊗ wr ∈ T
r(V ). The group ring ΛSymr = CSymr ⊗C Λ is an
associative superalgebra, with CSymr regarded as purely even. Extend Λ-linearly
the representation ̟r of Symr to obtain an action of the superalgebra ΛSymr.
It is evident that the actions of ΛSymr and GL(V ) on T
r(V ) commute with each
other. Thus we have a homomorphism of Z2-graded algebras
eq:varpi (2.4) ̟r : ΛSymr → EndGL(V )(V
⊗Λr),
where EndGL(V )(V
⊗Λr) = {φ ∈ EndΛ(V
⊗Λr) | gφ = φg, ∀g ∈ GL(V )}.
The following well-known result is the super analogue of Schur-Weyl duality. It
is the FFT for GL(V ). A proof may be found in [17, Theorem 3.2], but the result
goes back to the physics literature (see e.g., [6, 2]) and the papers [23, 24, 4].
thm:BR Theorem 2.2. (FFT for GL(V )) The homomorphism (2.4) is surjective. That is,
EndGL(V )(V
⊗Λr) = ̟r(ΛSymr).
2.2. Invariant theory for GL(V )-the second fundamental theorem. The sec-
ond fundamental theorem for GL(V ) describes the kernel of the surjective homo-
morphism ̟r of Theorem 2.2.
Recall that V = VC⊗CΛ, where sdim (V ) = (m|ℓ). The following result is an easy
consequence of [4, Theorem 3.20].
thm:BR2 Theorem 2.3. If r ≤ mℓ+m+ ℓ, then the homomorphism ̟r is an isomorphism.
If r > mℓ+m+ ℓ, then the kernel of ̟r is the (two-sided) ideal of ΛSymr generated
by the Young symmetriser of the partition with m+ 1 rows and ℓ+ 1 columns.
The kernel is therefore generated by an idempotent which is explicitly described
as follows. Consider the (m + 1) × (ℓ + 1) array of integers below, which form a
standard tableau.
1 2 . . . ℓ+ 1
ℓ+ 2 ℓ+ 3 . . . 2ℓ+ 2
. . . . . . . . . . . .
. . . . . . . . . . . .
mℓ +m+ 1 mℓ+m+ 2 . . . mℓ+m+ ℓ+ 1
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Let R and C be the subgroups of Symmℓ+m+ℓ+1 (regarded as the subgroup of Symr
which permutes the first mℓ + m + ℓ + 1 numbers) which stabilise the rows and
columns of the array respectively. Thus
R = Sym{1, 2, . . . , ℓ+ 1} × Sym{ℓ+ 2, ℓ+ 3, . . . , 2ℓ+ 2} × . . .
· · · × Sym{mℓ+m+ 1, mℓ+m+ 2, . . . , mℓ+m+ ℓ+ 1},
while
C = Sym{1, ℓ+ 2, . . . , mℓ+m+ 1} × Sym{2, ℓ+ 3, . . . , mℓ+m+ 2} × . . .
· · · × Sym{ℓ+ 1, 2ℓ+ 2, . . . , mℓ+m+ ℓ+ 1},
where Sym{X} denotes the group of permutations of the set X .
Then in the group ring ΛSymmℓ+m+ℓ+1 ⊆ ΛSymr, let e = e(m, ℓ) be the (even)
element defined by
eq:eml (2.5) e(m, ℓ) =
(∑
π∈R
π
)(∑
σ∈C
ε(σ)σ
)
= α+(R)α−(C),
where ε is the sign character of Symr, and for any subset H ⊆ Symr, we write α
+(H)
(resp. α−(H)) for the element
∑
h∈H h (resp.
∑
h∈H ε(h)h) of CSymr ⊆ ΛSymr.
It is known that (|R|!|C|!)−1e(m, ℓ) is a primitive idempotent in ΛSymmℓ+m+ℓ+1.
It is also well known that ΛSymr = ⊕µI(µ), where µ runs over the partitions of r,
and I(µ) is a simple ideal of ΛSymr for each µ. In this notation, the ideal of ΛSymr
which is generated by e(m, ℓ) is the sum of the I(µ) over those partitions µ which
contain an (m+ 1)× (ℓ+ 1) rectangle.
cor:sftgl Corollary 2.4. If r ≤ mℓ+m+ℓ then Ker(̟r) = 0. Otherwise, Ker(̟r) = ⊕µI(µ)
over those partitions µ of r which contain a rectangle of size (m+ 1)× (ℓ+ 1).
3. Invariant theory for the orthosymplectic supergroup
In this section we take ℓ = 2n and G to be the orthosymplectic group G =
OSp(V ) ⊆ GL(V ) as in Definition 1.1. Clearly G acts on T r(V ), and EndG(T
r(V ))
is a superalgebra which contains EndGL(V )(T
r(V )). We aim to describe this algebra.
3.1. The first fundamental theorem for OSp(V )-first formulation. We need
elements of EndG(T
r(V )) which are not in EndGL(V )(T
r(V )). Suppose r = 2 and
consider the following element c0 ∈ V ⊗ V . Let (ea), (e
∗
a) (a = 1, 2, . . . , m + 2n)
be a pair of dual C-bases of VC in the sense that (e
∗
a, eb) = δab (the Kronecker
delta) for all a, b. The element c0 =
∑
a ea ⊗ e
∗
a ∈ V ⊗ V is independent of the
basis chosen, and is G-invariant. Define γ ∈ EndG(V
⊗2) by γ(v ⊗ w) = (v, w)c0.
This permits us to define elements γi ∈ EndG(V
⊗r) (i = 1, . . . , r − 1) by γi =
idV ⊗ . . .⊗ idV︸ ︷︷ ︸
i−1
⊗γ ⊗ idV ⊗ . . .⊗ idV︸ ︷︷ ︸
r−i−1
, with γ acting on the i, i+ 1 factors.
The following result is equivalent to [17, Cor. 5.7].
thm:fft-osp1 Theorem 3.1. The superalgebra EndG(T
r(V )) is generated by the image of the ho-
momorphism ̟r of (2.4), together with γ1, . . . , γr−1.
This statement may be reformulated in terms of the Brauer algebra (cf. [17, §5.2]).
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cor:fft-ospbr Corollary 3.2. Let Br(m− 2n) be the Brauer algebra on r strings, with parameter
m − 2n, with generators si, ei (i = 1, . . . , r − 1 (see [17, §5.2]). Then there is a
surjective homomorphism Br(m−2n) −→ EndG(T
r(V )), such that si 7→ ̟r(si) and
ei 7→ γi for all i.
3.2. The first fundamental theorem-second formulation. The formulations
given above of the first fundamental theorem are statements about homomorphisms
of non-commutative associative algebras. There is a second formulation in terms of
multilinear maps, which is equivalent to the first, but which will be more convenient
for our purpose here. Recall that V ∗ = HomΛ(V,Λ) is a free Λ-module of superdi-
mension (m|ℓ). The group GL(V ) acts on V ∗ via gφ(v) := φ(g−1v) (for φ ∈ V ∗,
g ∈ GL(V ) and v ∈ V ). For the discussion of the orthosymplectic case, we shall
require that ℓ = 2n is even.
3.2.1. The case of GL(V ). For the moment, we again take sdim (VC) = (m|ℓ). To
relate the two formulations, we shall need the canonical isomorphism ξ : V ⊗
V ∗ −→ EndΛ(V ), given by ξ(v ⊗ φ)(w) = vφ(w). This map respects the GL(V )
action, where GL(V ) acts on EndΛ(V ) by conjugation. Consider the Λ-module
(T r(V ∗)⊗Λ T
s(V ))∗; this has an obvious GL(V ) action, and if r = s, we have
among the GL(V )-invariant elements the functions δπ (π ∈ Symr), defined in (3.5)
below. Up to sign, we have
eq:dpi (3.1) δπ(φ1 ⊗ . . .⊗ φr ⊗ v1 ⊗ . . .⊗ vr) = ±φ1(vπ1)φ2(vπ2) . . . φr(vπr).
thm:fft-gl2 Theorem 3.3. With notation as above we have
(T r(V ∗)⊗Λ T
s(V ))∗
GL(V )
=
{
0, if r 6= s∑
π∈Symr
Λδπ, if r = s.(3.2)
3.2.2. Equivalence of the two formulations. The equivalence between Theorems 3.3
and 2.2 is easily deduced from the following commutative diagram, in which all maps
respect the action of GL(V ). The key is to identify the image of π ∈ Symr under αr
ΛSymr
̟r

αr // (T r(V ∗)⊗Λ T
r(V ))∗
EndΛ(T
r(V )) T r(V )⊗ T r(V ∗).
f(r)oo
e(r) ≀
OO
eq:diag1 (3.3)
To describe these maps explicitly, the following notation is useful. If a, b ∈
(Z/2Z)r, define J(a, b) ∈ Z/2Z by J(a, b) = ar(b1+· · ·+br−1)+ar−1(b1+· · ·+br−2)+
· · ·+a2b1. We then also have J(a, b) = b1(a2+· · ·+ar)+b2(a3+· · ·+ar)+· · ·+br−1ar =∑
i>j aibj .
We shall apply this notation as follows. If v = v1⊗. . .⊗vr ∈ T
r(V ) or φ = φ1⊗. . .⊗
φr ∈ T
r(V ∗), we write p(v) for the parity sequence ([v1], [v2], . . . , [vr]) ∈ (Z/2Z)
r,
and similarly for p(φ).
The maps e(r) and f (r) are canonical GL(V )-isomorphisms of graded Λ-modules.
They are defined as follows. Let v = v1 ⊗ . . .⊗ vr ∈ T
r(V ) and φ = φ1 ⊗ . . .⊗ φr ∈
T r(V ∗). Then
f (r)(v ⊗ φ) : w1 ⊗ . . .⊗ wr 7→ (−1)
J(p(φ),p(w))vφ1(w1) . . . φr(wr).
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Similarly, for v, w ∈ T r(V ) and φ, ψ ∈ T r(V ∗), we have
e(r)(v ⊗ φ) : ψ ⊗ w 7→ (−1)c(v,φ,ψ,w)ψ1(v1) . . . ψr(vr)φ1(w1) . . . φr(wr),
where c(v, φ, ψ, w) = [ψ]([v] + [φ]) + J(p(ψ), p(v)) + J(p(φ), p(w)).
Our goal is to identify αr(π), where π ∈ Symn. To do this, we shall identify ̟r(π)
and use the isomorphisms above. For the former, we need the following definition.
def:n Definition 3.4. For v = v1 ⊗ . . . ⊗ vr ∈ T
r(V ) and σ ∈ Symr, define n(σ, v) :=∑
(i,j)∈N(σ)[vi][vj] ∈ Z/2Z, where N(σ) = {(i, j) | 1 ≤ i < j ≤ r, σ(i) > σ(j)}.
We then have
lem:vpaction Lemma 3.5. For π ∈ Symr, the element ̟r(π) ∈ EndΛ(T
r(V )) takes v = v1⊗ . . .⊗
vr to (−1)
n(π−1,v)vπ−11 ⊗ . . . vπ−1r.
We next identify the element of T r(V ) ⊗ T r(V ∗) which corresponds to ̟r(π) ∈
EndΛ(T
r(V )) under the isomorphism f (r). For this, we take a homogeneous basis
e1, . . . , em+ℓ of VC, where [ei] = 0¯ for 1 ≤ i ≤ m, and [ei] = 1¯ otherwise. Let
ε1, . . . , εm+ℓ be the dual basis of V
∗
C
. Then (ei) and (εi) are homogeneous bases of
the Λ-modules V and V ∗ respectively, and are dual in the sense that εi(ej) = δij.
As usual, we write [ei] = [i] = [εi] for the parity of these elements.
lem:epi Lemma 3.6. The element Eπ ∈ T
r(V ) ⊗ T r(V ∗) which corresponds to ̟r(π) ∈
EndΛ(T
r(V )) is given by
Eπ =
r∑
i1,...,ia=1
(−1)J(π,(ia))ei
π−11
⊗ ei
π−12
⊗ . . .⊗ ei
π−1r
⊗ εi1 ⊗ εi2 ⊗ . . .⊗ εir ,
where
J(π, (ia)) =
∑
1≤a<b≤r
π−1(a)<π−1(b)
[ia][ib].
Proof. It is straightforward to check that f (r)(Eπ) acts as ̟r(π) on each element
of the form ej1 ⊗ . . . ⊗ ejr . Since these elements form a basis of T
r(V ), the result
follows. 
def:brace Definition 3.7. Define the Λ-bilinear non-degenerate pairing 〈−,−〉 : T r(V ∗) ×
T r(V ) −→ Λ by
〈φ1 ⊗ . . .⊗ φr, v1 ⊗ . . .⊗ vr〉 = (−1)
J(p(φ),p(v))φ1(v1) . . . φr(vr).
It is a straightforward exercise to show that for π ∈ Symr, we then have, for φ ∈
T r(V ∗) and v ∈ T r(V ),
eq:slide (3.4) 〈̟r(π)(φ), v〉 = 〈φ,̟r(π
−1)(v)〉.
We now define the functions δπ ∈ ((T
r(V ∗)⊗ T r(V ))∗)GL(V ) by
eq:defdelta (3.5) δπ(ψ ⊗ w) := 〈ψ,̟r(π)(w)〉,
for ψ ∈ T r(V ∗) and w ∈ T r(V ).
lem:epie Lemma 3.8. For any elements ψ ∈ T r(V ∗) and w ∈ T r(V ), we have
e(r)(Eπ)(ψ ⊗ w) = δπ(ψ ⊗ w).
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Proof. Since the statement is bilinear in ψ and w it suffices to prove it for ψ =
εi1 ⊗ . . . ⊗ εir and w = ek1 ⊗ . . . ⊗ ekr . It is then clear that both sides are equal
to zero unless ia = kπ−1a for a = 1, 2, . . . , r. It remains only to check the sign, and
for this we note that we have the following equation in Z/2Z. For any sequence
([ia]) = [i1], . . . , [ir] ∈ (Z/2Z)
r, we have
J(π, (ia)) + n(π
−1, ei1 ⊗ . . .⊗ eir) = J(([ia]), ([ia]))
= J(([iπ−1a]), ([iπ−1a])) =
∑
a6=b
[ia][ib].

cor:equ Corollary 3.9. The functions δπ (π ∈ Symr) span ((T
r(V ∗)⊗ T r(V ))∗)GL(V ).
This is clear from the commutativity of the diagram (3.3).
3.2.3. The case of OSp(V ). The second formulation of the FFT for G = OSp(V )
describes the Λ-module (T r(V )∗)G = T r(V ∗)G. Here V is the orthosymplectic Λ-
superspace corresponding to VC, with sdim (VC) = (m|2n). As usual, the non-
degenerate orthosymplectic form (1.2) on V will be denoted (−,−).
If r = 2d is even and π ∈ Sym2d, then we have the element κπ ∈ (T
r(V )∗)G,
defined as follows.
First define 〈−〉0 ∈ T
2d(V )∗: for v = v1 ⊗ . . .⊗ v2d ∈ T
2d(V ),
〈v〉0 = (v1, v2)(v3, v4) . . . (v2d−1, v2d).
def:kappa Definition 3.10. For π ∈ Sym2d we define κπ ∈ T
2d(V )∗ by
eq:kappa (3.6)
κπ(v1⊗ . . .⊗ v2d) := 〈̟2d(π)(v)〉0
=(−1)n(π
−1,v)(vπ−1(1), vπ−1(2))(vπ−1(3), vπ−1(4)) . . . (vπ−1(2d−1), vπ−1(2d)).
The second formulation of the FFT for OSp(V ) is as follows.
thm:fft-osp2 Theorem 3.11. [17, Theorem 4.3] Maintaining the notation above, letW = T r(V ∗)
and G = OSp(V ). If r is odd, then WG = 0. If r = 2d is even, then WG =∑
π∈Sym2d
Λκπ.
Of course we may have κπ = κπ′ for distinct permutations π, π
′ ∈ Sym2d, and this
permits us to formulate a slightly sharper version of the FFT for OSp(V ) as follows.
def:c Definition 3.12. Let C be the centraliser of the involution (12)(34) . . . (2d− 1, 2d)
in Sym2d. It is the semidirect product C = Symd ⋉ (Z/2Z)
d.
The quotient Sym2d/C may be identified with the set of partitions {1, 2, . . . , 2d} =
{i1, j1} ∐ {i2, j2} ∐ · · · ∐ {id, jd} of {1, 2, . . . , 2d} into pairs. This is because Sym2d
evidently acts transitively on such partitions, and C is the stabiliser of the partition
{1, 2, . . . , 2d} = {1, 2} ∐ {3, 4} ∐ · · · ∐ {2d − 1, 2d}. This set of partitions is also
evidently in canonical bijection with the set of Brauer diagrams from 2d to 0 (see
[16, Definitions 2.1 and 2.3]), and the action of Sym2d on B
0
2d is precisely right
multiplication by the diagrams, where a permutation π ∈ Sym2d is thought of as a
Brauer diagram π : 2d→ 2d in B2d2d .
We shall freely make use of the language of the Brauer category and refer the
reader to [16] for details. In particular, for non-negative integers p, q Bqp denotes the
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Λ module of Brauer diagrams D : p → q. Specifically, the partitions D above may
be thought of as morphisms from 2d to 0 in the Brauer category B(m − 2n) (see
Fig. 1).
...
Figure 1. A diagram D : 2d −→ 0 Fig5
1 2 3 4
......
2d− 1 2d
......
π(1) π(2)π(3) π(4)π(2d− 1)π(2d)
Figure 2. A permutation π : 2d→ 2d Fig2
lem:ctriv Lemma 3.13. For any elements v ∈ T 2d(V ) and σ ∈ C, we have 〈̟2d(σ)v〉0 = 〈v〉0.
Proof. The group C is generated by the permutations (2i − 1, 2i + 1)(2i, 2i + 2)
(i = 1, 2, . . . , d− 1) together with (1, 2). It therefore suffices to prove the statement
for these permutations and all v, and this is a straightforward exercise. 
......
Figure 3. The diagram D0 : 2d→ 0 Fig3
cor:kd Corollary 3.14. Let D0 ∈ B
0
2d be the diagram corresponding to the partitioning
{1, 2, . . . , 2d} = {1, 2}∐ {3, 4}∐ · · · ∐ {2d− 1, 2d} and let D ∈ B02d be any diagram.
If π ∈ Sym2d is such that D = D0π, then κπ is independent of π, i.e. depends only
on D.
Proof. For π1, π2 ∈ Sym2d, we have D0π1 = D0π2 if and only if D0π1π2
−1 = D0, i.e.
if and only if π1 = σπ2 for some σ ∈ C. But for any v ∈ T
2d(V ), we then have
κπ1(v) = 〈̟2d(σπ2)(v)〉0 = 〈̟2d(σ)(̟2d(π2)v)〉0 = 〈̟2d(π2)v〉0 = κπ2(v),
the last equality being a consequence of the Lemma. This proves the corollary. 
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def:kd Definition 3.15. For any Brauer diagram D ∈ B02d, define κD ∈ (T
2d(V ∗))G by
κD = κπ for any π ∈ Sym2d such that D = D0π. By Corollary 3.14, this is well
defined.
cor:fft-osp2 Corollary 3.16. In the notation above, we have T 2d(V ∗)OSp(V ) =WG =
∑
D∈D
ΛκD.
Proof. For each permutation π ∈ Sym2d, we have κπ = κD where D is the diagram
D0π. The result is now immediate from Theorem 3.11. 
3.3. The second fundamental theorem for GL(V )-second formulation. Re-
call that when discussing GL(V ), we take sdim (VC) = (m|ℓ). We now interpret
the second fundamental theorem for GL(V ) in terms of the second formulation of
the first fundamental theorem. In the notation of Theorem 3.3, to describe the
space ((T r(V ∗)⊗ T r(V ))∗)GL(V ), we need to describe all Λ-linear relations among
the functions δπ (see (3.5)). The result is as follows.
thm:sft-gl2 Theorem 3.17. In the notation above, all linear relations among the δπ are conse-
quences of those of the form ∑
π∈Symr
aπδπ = 0,
where
∑
π∈Symr
aππ ∈ I(µ) for some partition µ of r, which contains an (m + 1)×
(ℓ+ 1) rectangle.
Proof. In the diagram (3.3), αr : ΛSymr −→ (T
r(V ∗)⊗Λ T
r(V ))∗
GL(V )
is defined so
as to make the diagram commute. By commutativity, Ker(αr) = Ker(̟r) =
∑
I(µ),
over those partitions µ which contain an (m+ 1)× (ℓ+ 1) rectangle.
The commutativity of the diagram (3.3), together with Lemmas 3.5 and 3.8, imply
that we have an isomorphism of Λ-modules Φ : EndGL(V )(T
r(V )) −→ (T r(V ∗) ⊗
T r(V ))GL(V ), such that Φ(̟r(π)) = δπ for each permutation π ∈ Symr. It follows
that for elements aπ ∈ Λ,
∑
π∈Symr
aπδπ = 0 if and only if
∑
π∈Symr
aπ̟r(π) = 0, and
by the first formulation, the last relation holds if and only if
∑
π∈Symr
aππ ∈ I(µ)
for some partition µ of r, which contains an (m+ 1)× (ℓ+ 1) rectangle. 
4. The second fundamental theorem for OSp(V )
In this section we assume that sdim (VC) = (m|2n), and we maintain the standard
notation V = VC⊗CΛ, and G = OSp(V ). The orthosymplectic form on V is denoted
(−,−), and the Λ-linear involution A 7→ A† on End(V ) is defined by (Av, w) =
(−1)[A][v](v, A†w) for all v, w ∈ V and A ∈ End(V ).
4.1. Canonical identifications. We recall the following facts from [17, §3.4]. For
v ∈ V , the element φv ∈ V
∗ is defined by φv(w) = (v, w) (v, w ∈ V ). Then for
g ∈ GL(V ), we have gφv = φgˆv, where gˆ = (g
†)−1. Further, we have a canonical
isomorphism of GL(V )-modules ζ∗ : V ∗ ⊗ V ∗ −→ End(V ), where ζ∗(φv ⊗ φw) :
x 7→ v(w, x) (for x, v, w ∈ V ). Here the action of GL(V ) on End(V ) is given by
g : A 7→ gˆAg−1 for g ∈ GL(V ) and A ∈ End(V ).
Recall [17, Lemma 3.22] that the isomorphism ζ∗ satisfies ζ∗ ◦ τ =† ◦ζ∗, where
τ is the usual graded involution defined by τ(φ ⊗ ψ) = (−1)[φ][ψ]ψ ⊗ φ. That is,
for φ, ψ ∈ V ∗, we have ζ∗(τ(φ ⊗ ψ)) = (ζ∗(φ ⊗ ψ))†. It follows that if S2(V ∗)
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and ∧2(V ∗) are respectively the +1 and −1 eigenspaces of τ , and EndΛ(V )
± are
the ±1 eigenspaces of †, then ζ∗ defines isomorphisms S2(V ∗) → EndΛ(V )
+ and
∧2(V ∗)→ EndΛ(V )
−.
We shall make crucial use of the following map.
def:omega Definition 4.1. Define the map ω : EndΛ(V ) → EndΛ(V )
+ by ω(A) = A†A. We
shall generally restrict ω to EndΛ(V )0¯ without changing the notation.
The following observation will be useful. Let r = 2d be even. Then we have the
canonical GL(V )-isomorphism
eq:ci (4.1) T d(ζ∗)⊗ T 2d(idV ) : T
2d(V ∗)⊗ T 2d(V ) −→ T d(End(V ))⊗ T 2d(V ).
lem:endinv Lemma 4.2. We have the following commutative diagram
T 2d(V ∗)⊗ T 2d(V )
〈−,−〉
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
// T d(End(V ))⊗ T 2d(V )
µ
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
Λ
where the horizontal arrow is as in (4.1), 〈−,−〉 ∈
(
(T 2d(V ∗)⊗ T 2d(V ))∗
)GL(V )
is
the form defined in Definition 3.7 above, and µ(A1 ⊗ . . . ⊗ Ad ⊗ v1 ⊗ . . . ⊗ v2d) =
(−1)J(A,v)(v1, A1v2) . . . (v2d−1, Adv2d) for Ai ∈ End(V ) and vj ∈ V , with J(A, v) =∑d
i=1[Ai](
∑2i−1
j=1 [vj ]).
Proof. Note first that it is easily verified that µ ∈
(
(T 2d(V ∗)⊗ T 2d(V ))∗
)GL(V )
. It is
straightforward to verify the commutativity of the diagram on elements of the form
φv1,w1 ⊗ . . . φvd,wd ⊗x1⊗ . . .⊗ x2d, where φv,w = ζ
∗(φv⊗ φw). The result now follows
by Λ-linearity. 
cor:dpi2 Corollary 4.3. For π ∈ Sym2d, the element δπ is realised on End(V ))⊗ T
2d(V ) by
the formula
δπ(A1 ⊗ . . .⊗Ad ⊗ w1 ⊗ . . .⊗ w2d)
= (−1)J(A,wπ−1 )+n(π
−1,w)(wπ−11, A1wπ−12) . . . (wπ−1(2d−1), Adwπ−1(2d)),
where n(π−1, w) is as in Definition 3.4 and wπ−1 = wπ−11 ⊗ . . .⊗ wπ−1(2d).
Proof. From (3.5), we have δπ(φ⊗w) = 〈φ,̟r(π)w〉 for φ ∈ T
2d(V ∗). The statement
is now immediate from Lemmas 3.5 and 4.2. 
4.2. Some super (Z/2Z-graded) geometry. We shall recall and complement
some notions concerning graded-commutative algebraic geometry. Background for
the material in this section may be found in [17, §3.2].
Let Λ be the infinite dimensional Grassmann algebra as above, and write its
generators as e(1), e(2), . . . . For any positive integerN , Λ(N) denotes the subalgebra
of Λ generated by e(1), e(2), . . . , e(N). Recall that Λ has a natural grading Λ =
⊕∞k=0Λ
k, where Λk is the subspace with basis {e(i1)e(i2) . . . e(ik) | i1 < i2 < · · · < ik}
and is a Z/2Z-graded algebra, with Λ0¯ = ⊕k evenΛ
k and Λ1¯ = ⊕k oddΛ
k.
Let MC be a Z/2Z-graded C-vector space with sdim (MC) = (k|l). We then
have the superspace M := MC ⊗C Λ. The (graded) symmetric algebra S(M) is
defined as S(M) = T (M)/I(M) = ⊕∞r=0S
r(M), where T (M) = ⊕∞j=0M
⊗Λr is the
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tensor algebra, and I(M) is the ideal of T (M) generated by elements of the form
v ⊗w− (−1)[v][w]w ⊗ v ∈ T 2(V ). It was shown in [17, loc. cit.] that Sr(M) may be
identified with T r(M)/Symr, where Symr acts via ̟r as above.
If, for any set U , F(U,Λ) denotes the Λ-module of functions f : U → Λ, then
we have a map F r : Sr(M∗) −→ F(M0¯,Λ) which was shown in [17, loc. cit.] to
be injective. The map is defined as follows. For φ1, φ2, . . . , φr ∈ M
∗, denote by
φ1 ⊗ . . .⊗ φr the image in S
r(M∗) of φ1⊗ . . .⊗ φr ∈ T
r(M∗). The for any m ∈M0¯,
we have F r(φ1 ⊗ . . .⊗ φr)(m) := 〈φ1⊗ . . .⊗φr, m⊗m⊗ . . .⊗m〉, where the bracket
is defined in Definition 3.7. This definition depends only on φ1 ⊗ . . .⊗ φr ∈ S
r(M∗),
not φ1 ⊗ . . .⊗ φr. The image F
r(Sr(M∗)) := Pr[M0¯], the Λ-module of polynomial
functions of degree r on M0¯. Let P[M0¯] := ⊕
∞
r=0P
r[M0¯], which forms an algebra,
the algebra of polynomial functions on M0¯.
Now let b1, . . . , bk+l be a homogeneous basis of MC, such that b1, . . . , bk ∈ (MC)0¯
while bk+1, . . . , bk+l ∈ (MC)1¯. Let X1, . . . , Xk+l be the dual basis of MC. Then
(bi), (Xi) are also dual homogeneous bases of the Λ-module M . It was shown in [17,
§3.2] that a polynomial f ∈ Pr[M0¯] may be represented (uniquely) in the form
eq:poly (4.2) f =
∑
m1+···+mk+l=r
λm1m2...mk+lX
m1
1 X
m2
2 . . . X
mk+l
k+l ,
where the sum is over non-negative itegers mi, λm1m2...mk+l ∈ Λ, and mj = 0 or 1 if
k + 1 ≤ j ≤ k + l. The value of this function f at m =
∑k+l
j=1 bjµj ∈M0¯ is given by
eq:fm (4.3) f(m) =
∑
m1+···+mk+l=r
λm1m2...mk+lµ
m1
1 µ
m2
2 . . . µ
mk+l
k+l .
A subset U ⊆ M0¯ is said to be dense if, for any polynomial function f ∈ P[M0¯],
we have f(U) = 0 implies that f = 0.
We shall give a suffcient condition for a subset to be dense. Before stating it, we
make some observations about M0¯. Notice that M0¯ = (MC)0¯ ⊗C Λ0¯ ⊕ (MC)1¯ ⊗C Λ1¯,
and that (MC)0¯ ⊗C Λ0¯ ⊇ (MC)0¯ = C
k since Λ0 = C. Let Λ(>N) = 〈e(n) | n > N〉
be the subalgebra of Λ generated by {e(n) | n > N}. Now let us say that the subset
U ⊆M0¯ has property D if
eq:d1 (4.4) u ∈ U and β ∈ C =⇒ βu ∈ U,
and for each integer N ≥ 0 there are elements ν1, . . . , νl ∈ Λ(>N) ∩ Λ1¯ such that
the products νi1νi2 . . . νij with i1 < · · · < ij for all j ≤ ℓ are linearly independent (in
particular, ν1ν2 . . . νl 6= 0) and a Zariski dense subset U
0 ⊆ Ck(= (MC)0¯ ⊗ Λ
0) such
that for each element (β1, . . . , βk) ∈ U
0, we have
eq:d2 (4.5) b1β1 + · · ·+ bkβk + bk+1ν1 + bk+2ν2 + · · ·+ bk+lνl ∈ U.
lem:dense Lemma 4.4. Suppose U ⊆M0¯ satisfies the conditions (4.4) and (4.5) above. Then
U is dense in M0¯.
Proof. Suppose f ∈ P[M0¯] vanishes on U , and that f = f0 + f1 + · · · + fr, where
fi ∈ P
i[M0¯]. We need to show that f vanishes on M0¯. Notice first that for u ∈ U
and β ∈ C, f(βu) = f0(u)+βf1(u)+β
2f2(u)+ · · ·+β
rfr(u). Hence by the property
(4.4), f(u) = 0 if and only if fi(u) = 0 for all i. Hence we may assume that f = fr
is homogeneous.
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Now suppose that f is as in (4.2). Then there is an integer N such that λm1m2...mk+l
∈ Λ(N). Take ν =
∑l
j=1 bk+jνj as specified by the property (4.5). Recall that
mi = 0 or 1 if k + 1 ≤ i ≤ k + l. Fix a sequence Mk+1, . . . ,Mk+l such that∑
j Mk+j = r − s ≤ r. We shall show that λm1...mkMk+1...Mk+l = 0 for all sequences
m1, . . . , mk with
∑s
i=1mi = s.
But by choice of the νi, it is clear that for all (β1, . . . , βk) ∈ U
0,∑
m1+···+mk=s
λm1...mkMk+1...Mk+lβ
m1
1 β
m2
2 . . . β
mk
k = 0.
It follows since U0 is Zariski dense in Ck that all coefficients λm1...mkMk+1...Mk+l are
zero. 
We shall need the next two results later.
prop:omegadense Proposition 4.5. The image of the map ω : EndΛ(V )0¯ → EndΛ(V )
+
0¯
(see Defini-
tion 4.1) above) is dense in EndΛ(V )
+
0¯
.
Proof. The argument in the proof of [17, Lemma 6.7] shows that the image of ω
satisfies the conditions (4.4) and (4.5). Hence the result is immediate from Lemma
4.4. 
prop:symspan Proposition 4.6. LetMC be a Z/2Z-graded complex vector space with sdim (MC) =
(k|ℓ), and let M = MC ⊗C Λ be the corresponding superspace over the Grassmann
algebra. Let B ⊆M0¯ be a subset satisfying the conditions
(i) ΛB =M ; that is, B generates M as Λ-module.
(ii) For any two distinct elements b, c ∈ B there are infinitely many complex
numbers λ such that b+ λc ∈ B.
Then for each integer r ≥ 0, the space (Sr(M))0¯ is the Λ0¯-span of the elements
{b⊗ b⊗ . . .⊗ b | b ∈ B}.
Proof. This will be by induction on r, the case r = 1 being trivial, since by the
condition (i), Λ0¯B =M0¯, so that M0¯ is the Λ0¯-span of B (and M1¯ is the Λ1¯-span of
B).
Now it follows from [17, Lemma 3.7] that Sr(M) = α+(r)T r(M), where α+(r) =∑
σ∈Symr
σ, with Symr acting on T
r(M) in the usual way through ̟r (see (2.3)).
Denote by Σ(r) the Λ0¯-span of {b ⊗ b ⊗ . . .⊗ b | b ∈ B}. Then by the last remark,
it suffices to show that for any element m1 ⊗m2 ⊗ . . .⊗mr ∈ T
r(M)0¯, we have
proj (4.6) α+(r)(m1 ⊗m2 ⊗ . . .⊗mr) ∈ Σ(r).
We shall prove (4.6) by induction on r. Assume (4.6) for a smaller number of
factors; we consider separately two cases.
Case 1: at least one of the factors mi lies in M0¯. In this case, since for any element
σ ∈ Symr we have α
+(r)σ = α+(r), we may clearly assume that mr ∈ M0¯. Then
m1⊗m2⊗ . . .⊗mr−1 ∈ T
r−1(M)0¯, and by induction, we have α
+(r− 1)(m1⊗m2⊗
. . .⊗mr−1) ∈ Σ(r − 1).
But from the coset decomposition of Symr with respect to Symr−1, we have
α+(r) =
(
1 +
r−1∑
i=1
(i, r)
)
α+(r − 1),
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where (i, j) denotes the transposition of i and j in Symr and Symr−1 is the sub-
group of Symr which permutes {1, . . . , r− 1}. The last two observations imply that
α+(r)(m1 ⊗m2 ⊗ . . .⊗mr) is a Λ0¯-linear combination of elements of the form
form (4.7)
(
1 +
r−1∑
i=1
(i, r)
)
(b⊗ b⊗ . . .⊗ b⊗ c),
where b, c ∈ B.
Now denote by si,j(b, c) the sum of all tensors of the form . . .⊗ b⊗ . . .⊗ c⊗ · · · ∈
T r(M), where all factors are either b or c, and there are i factors equal to b, and
j factors equal to c. Then the element in (4.7) is s1,r−1(b, c), and it will suffice
to show that if b, c ∈ B, then si,j(b, c) ∈ Σ(r) for all i, j such that i + j = r.
To see this last point, suppose λ ∈ C is such that b + λc ∈ B. Then Σ(r) ∋
(b + λc) ⊗ (b + λc) ⊗ . . . ⊗ (b + λc) =
∑r
j=0 λ
jsi,j(b, c). By taking r + 1 distinct
values λ for which this relation holds, we obtain, by the invertibility of the van der
Monde matrix, an equation for each element si,j(b, c) as a C-linear combination of
the elements (b + λc) ⊗ (b + λc) ⊗ . . . ⊗ (b + λc) ∈ Σ(r). Thus sr−1,1(b, c) ∈ Σ(r),
and the proof in Case 1 is complete.
Case 2: each factor mi ∈M1¯. In this case, we must have r even. Since α
+(r) is linear
in each variable mi and since M1¯ = Λ1¯B, we may assume that for i = 1, 2, . . . , r, we
have mi = λibi, where λi ∈ Λ1¯ and bi ∈ B. Then
α+(r)(λ1b1 ⊗ . . . λrbr) =
∑
σ∈Symr
σ(λ1b1 ⊗ . . . λrbr)
=
∑
σ∈Symr
ε(σ)λσ(1)λσ(2) . . . λσ(r)bσ(1) ⊗ . . .⊗ bσ(r)
=
∑
σ∈Symr
ε(σ)2λ1λ2 . . . λrbσ(1) ⊗ . . .⊗ bσ(r)
=λ1λ2 . . . λrα
+(r)(b1 ⊗ . . .⊗ br),
where ε is the alternating character of Symr. But since r is even, λ1 . . . λr ∈ Λ0¯;
finally, observe that by Case 1, α+(r)(b1⊗. . .⊗br) ∈ Σ(r), and the proof is complete.

cor:symspan Corollary 4.7. Let R ⊆ (EndΛ(V ))
+
0¯
be the set of elements A ∈ (EndΛ(V ))
+
0¯
such
that A = ω(X) = X†X for some X ∈ (EndΛ(V ))0¯. Then S
d((EndΛ(V ))
+)0¯ is
generated as Λ0¯-module by {A⊗ A⊗ . . .⊗ A | A ∈ R}.
Proof. By Proposition 4.6 it suffices to prove that the set R satisfies the conditions
(i) and (ii) on the set B in the statement. A close examination of the proof of [17,
Lemma 6.7] verifies these conditions. 
4.3. Orthosymplectic invariants. Let L ∈
(
T 2d(V )∗
)G
, where G = OSp(V ). In
[17, §4.2] we showed that there is a unique element FL ∈ P
d[S2(V ∗)0¯] ⊗ T
2d(V )∗
such that
eq:fl (4.8) FL(ω(A)⊗ v1 ⊗ . . .⊗ v2d) = L(Av1 ⊗ . . .⊗Av2d)
for any A ∈ End(V )0¯, where ω(A) = A
†A ∈ EndΛ(V )
+
0¯
∼= S2(V ∗)0¯. Note that
generically (i.e. for invertible X ∈ S2(V ∗)), X = ω(A) = ω(B) implies that B = gA
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for some g ∈ OSp(V )(= {g ∈ GL(V ) | g† = g−1}). Hence by OSp(V )-invariance,
L(Av1 ⊗ . . . ⊗ Av2d) = L(Bv1 ⊗ . . . ⊗ Bv2d). Further, for g ∈ GL(V ), ω(Ag
−1) =
gˆω(A)g−1. It follows that FL ∈
(
Pd[S2(V ∗)0¯]⊗ T
2d(V )∗
)GL(V )
.
rem:fl Remark 4.8. Note that since we have canonical GL(V )-equivariant isomorphisms
Pd[S2(V ∗)0¯] ∼= S
d(S2(V ∗)∗) ∼=
(
Sd(S2(V ∗))
)∗
,
FL may be thought of as an element of
(
Sd(S2(V ∗))⊗ T 2d(V )
)∗
, and hence as a
GL(V )-invariant linear map
eq:fllin (4.9) FL : S
d(S2(V ∗))⊗ T 2d(V ) −→ Λ.
Now there are canonical GL(V )-equivariant surjections
eq:sur (4.10) T d(EndΛ(V ))⊗ T
2d(V )
∼
−→ T 2d(V ∗)⊗ T 2d(V )
/C⊗id
−→ Sd(S2(V ∗))⊗ T 2d(V ),
where C is the centraliser in Sym2d of the element (12)(34) . . . (2d − 1, 2d), acting
on T 2d(V ∗) as usual (i.e. through ̟2d). It follows that FL may be pulled back to
T d(EndΛ(V ))⊗ T
2d(V ) to give an element HL ∈
(
(T d(EndΛ(V ))⊗ T
2d(V ))∗
)GL(V )
.
The result of these observations is the following statement. In the statement
below, we use the notation of [17, §3.4], so that EndΛ(V )
± = {A ∈ EndΛ(V ) | A
† =
±A}. Recall that under the isomorphism ζ∗ : V ∗ ⊗ V ∗ ≃ EndΛ(V ), EndΛ(V )
+ and
EndΛ(V )
− correspond respectively to S2(V ∗) and ∧2(V ∗).
prop:ltohl Proposition 4.9. Given L ∈
(
T 2d(V )∗
)G
, where G = OSp(V ), there is a uniquely
defined element HL ∈
(
(T d(EndΛ(V ))⊗ T
2d(V ))∗
)GL(V )
with the following proper-
ties.
(1) The map h : L 7→ HL is Λ-linear and injective
h : (T 2d(V )∗)G −→
(
(T d(EndΛ(V ))⊗ T
2d(V ))∗
)GL(V )
.
(2) We have HL(idV ⊗ . . .⊗ idV ⊗ v) = L(v) for v ∈ T
2d(V ).
(3) If A ∈ (EndΛ(V ))
+
0¯
and X ∈ (EndΛ(V ))0¯ is such that A = ω(X) = X
†X,
then for any element v ∈ T 2d(V ), we have HL(A⊗. . .⊗A⊗v) = FL(A⊗v) =
L(X.v) = L(Xv1 ⊗ . . .⊗Xv2d).
(4) If Ai ∈ (EndΛ(V ))
−
0¯
for some i, then for any element v ∈ T 2d(V ) and ele-
ments Ai ∈ EndΛ(V ), HL(A1 ⊗ . . .⊗ Ad ⊗ v) = 0.
This leads to the following form for the Second fundamental Theorem for OSp(V ).
thm:main Theorem 4.10. All linear relations among the functions κD (D ∈ D) (see Defini-
tion 3.15) are obtained as follows. We have
∑
D∈B02d
κDλD = 0, where λD ∈ Λ for
all D, if and only if we have
∑
D∈D h(κD)λD = 0 in
(
(T 2d(V ∗)⊗ T 2d(V ))∗
)GL(V )
.
We remark that all relations in
(
(T 2d(V ∗)⊗ T 2d(V ))∗
)GL(V )
are known from The-
orem 3.17. Thus in principle, all relations among the κD in W
G are known. To
make effective use of this we shall prove a more explicit diagrammatic version of
Theorem 4.10 in the next section. This will suffice to describe explicitly the kernel
of the surjective map κ : B02d −→ T
2d(V ∗)G defined by D 7→ κD.
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5. A diagrammatic form of the second fundamental theorem for
OSp(V )
In this section we continue with the notation of the previous one. Thus sdim VC =
(m|2n) and G = OSp(V ). We shall work in the Brauer category B(m−2n), and our
standard notation is that for non-negative integers s, t, Bts denotes HomB(m−2n)(s, t),
which is the free Λ-module with basis the set of Brauer diagrams from s to t.
5.1. The diagrammatic setup. Consider the following diagram:
cd1 (5.1) B02d
χ?

κ //
(
T 2d(V ∗)
)G
h

B2d2d
// ΛSym2d δ
//
(
T 2d(V ∗)⊗ T 2d(V )
)GL(V )
where κ and δ are defined respectively by κ(D) = κD and δ(π) = δπ, for a Brauer
diagram D from 2d to 0 and permutation π ∈ ΛSym2d; h is the map defined in
Proposition 4.9, and the map B2d2d → ΛSym2d is the natural map with kernel the
ideal spanned by diagrams with horizontal arcs. We shall define a Λ-linear map χ
as shown, which makes the diagram commute.
Let D be a diagram from 2d to 0. We shall define χ(D) ∈ ΛSym2d. For the
definition we shall require the C-symmetriser e(C) ∈ ΛSym2d, defined by
eq:alpha (5.2) e(C) := |C|−1α+(C) = |C|−1
∑
σ∈C
σ.
Now D = D0πD where D0 is the diagram defined in Corollary 3.14 and πD ∈ Sym2d
is unique up to left multiplication by an element σ ∈ C. It follows that the element
eq:chid (5.3) χ(D) := e(C)πD
is well defined, since for any element σ ∈ C, e(C)σ = e(C), so that χ(D) is inde-
pendent of the choice of πD.
...
e(C)
...
=
...
Figure 4. Composition D0e(C) = D0 Fig4
prop:chi Proposition 5.1. With χ : B02d → ΛSym2d defined as in (5.3) above, the diagram
(5.1) commutes.
The proof depends on some results to be proved below.
18 G.I. LEHRER AND R.B. ZHANG
...
- - - - - - - - - - - - - - - -
Figure 5. Diagram D in Fig. 1 as composition D0πD Fig6
5.2. Proof of Proposition 5.1. This will depend on the next two Lemmas. The
first simply identifies the projection p : T 2d(V ∗) −→ Sd(S2(V ∗)).
lem:proj Lemma 5.2. The canonical projection p : T 2d(V ∗) −→ Sd(S2(V ∗)) is realised by
the action of the idempotent ̟2d(e(C)), where e(C) = |C|
−1
∑
σ∈C σ is as defined in
(5.2).
This is clear from the definition of the super symmetric powers.
The next Lemma gives the values of FκD for D ∈ B
0
2d. Recall (see Remark 4.8)
that FL is to be thought of as a linear map from S
d(S2(V ∗))⊗T 2d(V ) to Λ, and HL
is its pullback to T 2d(V ∗)⊗ T 2d(V ) (cf. the last Lemma).
lem:fl Lemma 5.3. Let L = κD (see Definition 3.15). For ψ ∈ S
d(S2(V ∗)) ⊂ T 2d(V ∗)
and v ∈ T 2d(V ), we have FκD(ψ⊗ v) = δπD(ψ⊗ v), where πD is any permutation in
D, thought of as a coset CπD of C in Sym2d and FκD is defined in (4.8).
Proof. Note that by Lemma 5.2, Sd(S2(V ∗)) = ̟2d(e(C))T
2d(V ∗). Since the state-
ment is linear in ψ, it follows from Corollary 4.7 above, that it suffices to prove the
Lemma for ψ = A⊗A⊗ . . .⊗A | A ∈ (EndΛ(V ))
+
0¯
} ∈ Sd(S2(V ∗)), where A has the
form A = X†X for some X ∈ (EndΛ(V ))0¯. We therefore consider this case.
Then
FκD(A⊗ A⊗ . . .⊗ A⊗ v) = κD(Xv1 ⊗Xv2 ⊗ . . .⊗Xv2d)
= 〈̟2d(πD)(Xv1 ⊗ . . .⊗Xv2d)〉
= µ(A⊗A⊗ . . .⊗ A⊗̟2d(πD)(v)),
where µ is the map in Lemma 4.2, since (Xvi, Xvj) = (vi, X
†Xvj) = (vi, Avj) =
(Avi, vj).
From the commutativity of the diagram in Lemma 4.2, it follows that FκD(A ⊗
A ⊗ . . . ⊗ A ⊗ v) = 〈A ⊗ A ⊗ . . . ⊗ A,̟2d(πD)(v)〉 = δπD(A ⊗ A ⊗ . . . ⊗ A ⊗ v),
and replacing A ⊗ A ⊗ . . . ⊗ A by a general element ψ ∈ Sd(S2(V ∗)), the result
follows. 
Proof of Proposition 5.1. It remains to prove that for each element φ⊗v ∈ T 2d(V ∗)⊗
T 2d(V ), we have
eq:pf (5.4) h(κD)(φ⊗ v) = δ(χ(D))(φ⊗ v).
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By Lemma 5.2, the left side of (5.4) is equal to FκD(p(φ)⊗v) = FκD([̟2d(e(C))(φ)]⊗
v), which by Lemma 5.3 is equal to δπD([̟2d(e(C))(φ)]⊗ v). But
δπD([̟2d(e(C))(φ)]⊗ v) =〈[̟2d(e(C))(φ)], ̟2d(πD)(v)〉
=〈φ,̟2d(e(C))̟2d(πD)(v)〉
=〈φ,̟2d(|C|
−1
∑
σ∈C
σπD)(v)〉
=|C|−1
∑
σ∈C
δσπD(φ⊗ v)
=δ(e(C)πD)(φ⊗ v)
=δ(χ(D))(φ⊗ v),
and the proof is complete. 
5.3. The second fundamental theorem of invariant theory. The second fun-
damental theorem describes the kernel of the map κ in the diagram (5.1). The
result, which is the main result of this work, is as follows.
thm:Main Theorem 5.4. We have
Ker(κ) = D0I(m,n),
where I(m,n) is the ideal of ΛSym2d which is the sum of the two-sided ideals corre-
sponding to partitions which contain an (m+ 1)× (2n+ 1) rectangle, and D0 is the
diagram defined in Corollary 3.14.
Proof. Since h is injective, it follows that Ker(κ) = Ker(δ ◦χ). Hence b ∈ B02d lies in
Ker(κ) if and only if χ(b) ∈ Ker(δ), and by Theorem 3.17, Ker(δ) = I(m,n). But
we claim that χ−1(I(m,n)) = D0I(m,n), for if x ∈ I(m,n) then χ(D0x) = e(C)x ∈
I(m,n), while conversely if D0x ∈ χ
−1(I(m,n)), then χ(D0x) = e(C)x ∈ I(m,n).
But then D0x = D0e(C)x ∈ D0I(m,n), proving the assertion. The Theorem follows.

...
θ
...
with θ ∈ I(m,n).
Figure 6. Elements of Ker(κ) Fig7
The following statement concerns the range of values of d for which
cor:lowest Corollary 5.5. With notation as in Theorem 5.4, the kernel of κ is zero if 2d <
(m+ 1)(2n+ 1). Further Ker(κ) 6= 0 for d ≥ (m+ 1)(2n+ 1).
Proof. The first assertion is immediate from Theorem 5.4. The second follows from
the fact that I(m,n) = U(m+1)(2n+1)(D ◦
(
I(m,n)⊗ (1⊗(m+1)(2n+1)
)
), where D :
2(m + 1)(2n + 1) → 0 is the diagram with arcs (i, 2(m + 1)(2n + 1) − i + 1),
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i = 1, . . . , (m + 1)(2n + 1) and U is the map described in the first paragraph of
§5.4 below. The argument of U(m+1)(2n+1) on the right side is therefore a non-zero
element of Ker(κ). 
Note that as the discussion of the classical orthogonal and symplectic cases below
shows, Corollary 5.5 is not optimal. Here is a non-classical example.
ex:osp12 Example 5.6. We take m = 1 = n; thus we are in the case of OSp(1|2). In this
case the smallest value of d for which Ker(κ) could be non-zero is d = 3 (2d =
(m + 1)(2n + 1) = 2 × 3 = 6). However a straightforward calculation shows that
in this case (i.e. d = 3) we have D0I(1, 2) = 0 in B
0
6 . Thus here Ker(κ) = 0 when
2d = (m + 1)(2n + 1). In fact in this case one sees that Ker(κ) = 0 if and only if
d ≤ 3. For this one must verify that Ker(κ) 6= 0 when d = 4, i.e. that D0I(1, 2) 6= 0
in B08 .
Remark 5.7. The available evidence seems to point to the guess that the smallest
value of d for which Ker(κ) 6= 0 is d = (m+1)(n+1) (i.e. 2d = (m+1)(2n+1)+m+1).
However we have not verified this statement, which of course is true in the classical
cases m = 0 or n = 0.
ss:ff
5.4. Interpretation in the first formulation. Theorem 5.4 provides the SFT
for OSp(V ) in its second formulation; that is, it describes the linear structure of
(T 2d(V ))OSp(V ). It may be useful to point out that it may be reinterpreted in terms
of the Brauer algebra action ηr : Br(m − 2n) −→ EndOSp(V )(T
r(V )) (see [17, Cor.
5.7]). For this we note that in the Brauer category [17], for non-negative integers
p, q with p > 0 there is an isomorphism U : Bqp
∼
−→ Bq+1p−1. It is denoted U
1
p−1 in [16,
Cor. 2.8], and is depicted in Figure 7.
. . . q − 1 . . .
D
. . . p− 1 . . .
Figure 7. U(D) for D ∈ Bqp Fig9
One therefore has an isomorphism Ud : B02d −→ B
d
d , and this leads to the following
extension of the diagram (5.1).
cd2 (5.5)
Bdd
η
−−−→ EndG(T
d(V ))
Ud
x∼= y∼=
B02d
κ
−−−→
(
T 2d(V ∗)
)G
χ
y yh
ΛSym2d ⊆ B
2d
2d −−−→
δ
(
T 2d(V ∗)⊗ T 2d(V )
)GL(V )
.
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The top map η : Bdd(m − 2n) → EndG(T
d(V )) is precisely the map discussed in
the paper [16]. Theorem 5.4 has the following evident consequence.
cor:Main Corollary 5.8. The kernel of the surjective homomorphism η : Bd(m − 2n) :=
Bdd → EndG(T
d(V )) is Ud(D0I(m,n)).
Remark 5.9. In [15] and [16] we showed that in the classical cases when m = 0 or
when n = 0, the kernel is actually generated by a single idempotent in Bd(m− 2n),
but we do not yet have a similar result in the general case.
6. Application to the classical groups
In this final section we shall show how our main theorem provides a new proof
of the second fundamental theorem in the classical cases of the orthogonal and
symplectic groups over C (see, e.g., [7, 19]). The principal observation is that
Theorem 5.4 and its proof remain valid mutatis mutandis in these cases when Λ is
replaced by C, V = VC ⊗C Λ by VC, and OSp(VC ⊗C Λ) is replaced by G = O(m,C)
or Sp(2n,C).
In this section we therefore take V to be VC, and apply Theorem 5.4 in those
respective cases.
6.1. The othogonal case: G = O(m,C). Here we take VC = (VC)0¯ to be purely
even, and the form (−,−) to be symmetric. Then parts (1)-(3) of Proposition
4.9 recover the key elements in the proof of the first fundamental theorem of the
invariant theory of O(m,C) given in [1]. The ideal I(m,n) = I(m, 0) is spanned
(over C) by elements of the form πα−(m+ 1)π′, where π, π′ ∈ Sym2d and for ℓ such
that 1 ≤ ℓ ≤ 2d, α−(ℓ) =
∑
σ∈Symℓ
ε(σ)σ, where ε is the alternating character of
Sym2d and Symℓ ⊆ Sym2d is the subgroup which permutes the first ℓ symbols.
Theorem 5.4 asserts that Ker
(
κ : B02d(C) −→ (T
2d(V ∗)G
)
is spanned by the ele-
ments D0πα
−(m + 1)π′. The next Lemma shows that if d is small, the kernel is
zero.
lem:smalld Lemma 6.1. If d ≤ m, then each element D0πα
−(m+ 1)π′ of B02d is zero.
Proof. Let π ∈ Sym2d and consider the diagram D = D0π. If d ≤ m, then d < m+1,
and it follows that at least one arc of D has both ends in {1, 2, . . . , m+ 1} (if each
arc with an end in {1, 2, . . . , m+1} had an end outside {1, 2, . . . , m+1}, we would
have 2d ≥ 2(m+ 1)). Suppose this arc is from i to j, where 1 ≤ i < j ≤ m+1, and
write (ij) for the transposition in Sym2d which interchanges i and j.
Then by the rules for multiplying Brauer diagrams, we have D(ij) = D, whence
D0π(ij)α
−(m+ 1) = D0πα
−(m+ 1).
But by the alternating property of α−(m+1), we have (ij)α−(m+1) = −α−(m+
1), whence D0π(ij)α
−(m+ 1) = −D0πα
−(m+ 1). The Lemma follows. 
cor:smalld Corollary 6.2. If d ≤ m, Ker(κ) = 0, and κ : B02d(C) −→ (T
2d(V ∗))G is an
isomorphism.
Our main theorem now has the following interpretation in the present case (cf.
[16, Theorem 3.4]). Recall that diagrams D ∈ B02d are in canonical bijection with
partitions of {1, . . . , 2d} into pairs.
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......
α−(m+ 1)
... ... ... ...
Figure 8. A zero element in B02d Fig8
thm:orth Theorem 6.3. Let V = V0¯ = C
m and G = O(n,C). If d ≤ m, then Ker(κ) = 0.
Assume that d ≥ m+ 1.
Define a set of linear relations among the κD as follows. Let S, S
′ be two disjoint
subsets of {1, . . . , 2d} such that |S| = |S ′| = m + 1, and for σ ∈ Sym({S}), let
D(π, π′; σ) be the diagram in B02d which pairs σ(si) with s
′
i, where the si ∈ S, s
′
i ∈ S
′
are written in increasing order, and the points in {1, . . . , 2d} \ (S ∪S ′) are paired as
they are in each diagram occurring in D0πα
−(m+ 1)π′.
Then for each π, π′ ∈ Sym2d,
eq:relo (6.1)
∑
σ∈Symm+1
ε(σ)κD(π,π′,σ) = 0,
and all relations among the κD are linear consequences of these relations.
Proof. The first statement is Corollary 6.2.
By Theorem 5.4, all relations among the κD are consequences of the relations
κ(D0πα
−(m+ 1)π′) = 0, for π, π′ ∈ Sym2d.
Now the argument of the proof of Lemma 6.1 shows that if two of the points in the
set S := {π−1(1), π−1(2), . . . , π−1(m+1)} are paired by D0 thenD0πα
−(m+1)π′ = 0
in B02d, and so to obtain a non-zero element of the kernel, we may assume that no
two points in S are paired by D0, and hence that the set S
′ of points which are
paired by D0 with a point of S is disjoint from S.
In this case, the relation κ(D0πα
−(m + 1)π′) = 0 is easily seen to translate into
(6.1), and the result is now clear. 
× •• × •×
... ... ... ...
Figure 9. The set S consists of •’s and S ′ of ×’s Fig10
6.2. The symplectic case. In this case we take V = VC = V1¯. The form (−,−) is
then skew, and G = Sp(2n,C). The ideal I(m,n) = I(0, n) is in this case spanned
(over C) by elements of the form πα+(2n + 1)π′, where π, π′ ∈ Sym2d and for each
integer ℓ with 1 ≤ ℓ ≤ 2d, α+(ℓ) =
∑
σ∈Symℓ
σ, where as above, Symℓ ⊆ Sym2d is
the subgroup which permutes the first ℓ symbols.
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In this case, the analogue of Lemma 6.1 is the trivial observation that there are
no non-zero elements of the kernel unless 2d ≥ 2n+ 1, i.e. d ≥ n + 1.
Taking into account that for a symplectic form (v, v) = 0 for all v ∈ V , we obtain
the following form of the main theorem for the symplectic case.
thm:symp Theorem 6.4. Let V = V1¯ = C
2n, and G = Sp(2n,C). If d ≤ n, then Ker(κ) = 0.
Assume that d ≥ n+ 1.
Define a set of linear relations among the κD as follows. Let S be a subset of
{1, . . . , 2d} such that |S| = 2n + 1. For any diagram D ∈ B02d and σ ∈ Sym({S}),
let D(S, σ) be the diagram D(S, σ) = Dσ, where σ is regarded as an element of
Sym2d ⊂ B
2d
2d which fixes the points outside S.
Then
eq:relsp (6.2)
∑
σ∈Sym({S})
κD(S,σ) = 0,
and all relations among the κD are linear consequences of these relations.
This is clear from Theorem 5.4.
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