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Abstract
Thin surfaces, such as the leaves of a plant, pose a significant challenge for implicit surface
reconstruction techniques, which typically assume a closed, orientable surface. We show
that by approximately interpolating a point cloud of the surface (augmented with off-
surface points) and restricting the evaluation of the interpolant to a tight domain around
the point cloud, we need only require an orientable surface for the reconstruction. We
use polyharmonic smoothing splines to fit approximate interpolants to noisy data, and
a partition of unity method with an octree-like strategy for choosing subdomains. This
method enables us to interpolate an N -point dataset in O(N) operations. We present
results for point clouds of capsicum and tomato plants, scanned with a handheld device.
An important outcome of the work is that sufficiently smooth leaf surfaces are generated
that are amenable for droplet spreading simulations.
Keywords: radial basis function, partition of unity, thin surface, implicit surface
reconstruction, polyharmonic spline
1. Introduction
Surface reconstruction is the problem of constructing a digital representation of a
physical object from scanned data. Techniques for reconstructing a surface with global
smoothness are of specific interest in our related work on simulating droplet retention
on plant surfaces [1, 2, 3, 4, 5]. Many algorithms have been proposed for this type
of reconstruction from point cloud datasets [6, 7, 8, 9, 10, 11, 12]. These algorithms
typically consider watertight surfaces; 2D compact manifolds without boundary. The
resolution required to reconstruct a plant leaf as a volume is prohibitively fine, so instead
we imagine it to be infinitesimally thin; a 2D non-compact manifold with boundary. This
constraint, together with the often complex geometry of whole plants, poses a challenge
for established surface reconstruction algorithms. We will demonstrate that by casting
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the surface reconstruction problem as an approximate scattered data interpolation prob-
lem, a novel combination of well-established techniques can reconstruct globally smooth
thin surfaces from large, noisy point clouds.
The datasets from which we reconstruct surfaces are point clouds generated by a
handheld Artec Eva scanner [13]. The scanner captures 16 frames of range data per
second, which are then registered together by the included proprietary software. An
example of a scanned point cloud is shown in Figure 1. This data is quite noisy –
this is not entirely due to the measurement error of the Artec Eva scanner (accurate
to 0.1mm), but also due to some slight movement of the plant while scanning, and the
varying thickness of its leaves.
Many models for droplet motion on plant surfaces involve the surface curvature [1], so
our surface reconstructions should be at least twice continuously differentiable (C2). Fur-
thermore, we would like to distinguish between distinct leaves of the plant – to study them
individually or extract statistics to describe the plant – so our reconstruction should be
easily segmentable. Lastly, our method should be robust to typical large, noisy datasets
generated by a handheld range scanner, so that they may be applied to scans collected
by an end-user of spray retention modelling software (such as that developed by Dorr et
al. [2, 3]).
Kempthorne et al. [14] compared some techniques for fitting continuously differen-
tiable (C1) surfaces to scanned point clouds of various plant leaves. They fit surfaces
of the form z = F(x, y) (explicit interpolants) and found that, of the methods tested,
discrete smoothing D2-splines produced the smoothest leaf models. While their surfaces
were smooth and reproduced the leaf morphology well, there is a limitation to the explicit
approach when applied to leaves with more complex structure. For example, the surface
may be multiply-defined in the z-dimension, but F(x, y) may only take on one value.
Kempthorne et al. [15] provided a solution to this problem (for reconstructing wheat
leaves) by defining a new locally orthogonal coordinate system with respect to the leaf:
(u, v, w), with the u-axis running parallel to the blade. An explicit interpolant was then
formed: w = F(u, v). This approach, however, requires the construction of the coordi-
nate system for each individual leaf, and manual segmentation of leaves from the plant
(for individual fitting). Other algorithms in computer graphics contexts have presented
a solution to these parameterisation limitations using implicit surface reconstruction.
Implicit methods [6, 7, 8, 11, 12] construct a scalar field F : Ω→ R, where Ω ⊆ R3 is
an appropriate domain about the point cloud, such that the surface σ is a level set of F :
σ = {x ∈ Ω : F(x) = 0}.
These methods vary in their approach to constructing the function F . It should be noted
that throughout this paper we will refer to constructing such a function as ‘interpolation’,
in keeping with the literature, although F may not be an exact fit to the data.
Hoppe et al. [6] approached this problem by imagining F(x) as the orthogonal pro-
jection of x onto the tangent plane of the surface at the nearest neighbour in the point
cloud, xj :
F(x) = (x− xj) · nj ,
where each unit normal nj defining the tangent plane at xj is estimated by principal
component analysis.
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Many other algorithms take advantage of surface normal information. Carr et al. [7]
constructed the scalar field F as a regularised radial basis function interpolant, fitted
to an augmented point cloud with off-surface points added along normal directions to
avoid the trivial (zero-everywhere) interpolant. Similarly, Ohtake et al. [8] interpolated
augmented point clouds with many low degree polynomials in a partition of unity. The
partition of unity ‘blended’ together local interpolants fit to small subsets of the data.
Another implicit method proposed was Poisson surface reconstruction [11], which
sought not to enforce values at points (F(xj) = 0), but rather to enforce normals:
∇F(xj) = nj . This formulation was solved as a Poisson problem, and produced smooth
surfaces robust to noisy data [11]. Fitting only to the normals was found by Kazhdan
and Hoppe [16] to produce over-smoothed surfaces. A variant called screened Poisson
surface reconstruction was proposed [16] that balances the fit to the normals with the fit
to the points. Poisson reconstruction has recently been successful in reconstructing soy
bean plants from point clouds for analysis of phenotype development [17].
We choose polyharmonic spline radial basis function (RBF) interpolation to construct
the scalar field F for its flexibility and smoothing properties as demonstrated by Carr
et al. [7].
1.1. Noisy data
Figure 1 shows a noisy dataset typical of those generated by the Artec scanner we
use. Clearly, we require interpolation methods that are robust to (hopefully small)
inaccuracies in the data. In least squares approximation problems, a common extension
of the cost function involves including a regularisation term. For our purposes, this
extra term can control the smoothness of the interpolant. This formulation is sometimes
referred to as ridge regression, and was discussed at length by Wahba [18].
One use of ridge regression, which has been extensively studied [18] and applied to
noisy range data by Carr et al. [19], is spline smoothing. The success of this method
hinges on the use of polyharmonic splines, which are radial basis functions minimising
a penalty functional analogous to ‘bending energy’. Smoothing spline interpolants are
found by minimising a cost function that depends on both the error of the interpolation,
and the bending energy penalty. When the error of the interpolant dominates the cost
function, the surface may be rough and overfit the data. Conversely, when the bend-
ing energy penalty dominates, the reconstructed surfaces tend to more primitive forms,
and only loosely resemble the data. Wahba [18] discussed ways to choose this param-
eter, for example by generalised cross-validation. We choose these splines for ease of
implementation and extensibility to higher orders of continuity.
1.2. Reducing complexity
The usual approach to an RBF interpolation problem with N points involves the
solution of a large linear system of dimension N ×N , which is known to require O(N3)
floating point operations to solve using a typical direct method. Such an approach, then,
is clearly infeasible for a large number of points (eg., O(105)). Several methods have been
proposed to reduce the computational complexity of solving the interpolation problem,
many of which involve introducing locality to the interpolant.
Wendland [20] introduced a class of RBFs with compact support to introduce sparsity
(and therefore enable the use of fast sparse solvers), although this approach requires tun-
ing the radius of support. Beatson et al. [21] detailed the use of domain decomposition
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methods, in which solutions to smaller, local interpolation problems are used to precon-
dition the global interpolation problem. When coupled with a fast method for computing
the action of an interpolation matrix on a vector, this method enables efficient solutions
to large problems; however, fast evaluators (such as those by Beatson et al. [22, 23]) are
technical to implement and RBF-specific.
The localisation method we consider is the partition of unity method (PUM), first
introduced by Franke [24, 25]. The PUM works by dividing the domain of the data into
smaller, more manageable subdomains. The subdomains need not be distinct, but their
union should cover the domain, and they should each be small enough to contain no
more datapoints than is feasible for direct solution methods. Figure 4 shows an example
of a point cloud, partitioned into spherical volumes. We fit local interpolants to the
data in the subdomains, independent of one another. It has been show that the PUM
reduces the complexity of the interpolation problem on N points to O(N) operations,
under some mild assumptions on the data structures used in the implementation [26, 27].
Applications of the PUM with other interpolation methods can be found in the literature,
such as the work by Ohtake et al. [8], using implicit polynomials as local interpolants.
In this work, we propose a new technique based on implicit radial basis function
(RBF) interpolation and the partition of unity method (PUM) for reconstructing thin
leaf surfaces, suitable for large, noisy datasets. Our methods are most similar to the
approach by Tobor et al. [9] and Xiaojun et al. [10], who employ both RBF interpolants
and the PUM to implicitly reconstruct closed surfaces. We will show that the RBF-PUM,
with polyharmonic smoothing splines, can reliably reconstruct smooth, thin surfaces from
scanned point clouds.
The remainder of this paper is organised as follows: in section 2, we detail the steps
to prepare the dataset for fitting the implicit interpolant. Next, in section 3, we discuss
fitting the RBF-PUM interpolant. In section 4, we focus on extracting a mesh repre-
sentation of the implicitly defined surface reconstruction. We present the results and
discussion of our reconstructions of capsicum plant surfaces in section 5, and in section
6, the outcome of our work is summarised.
2. Preprocessing
2.1. Cleaning the data
Figure 1 shows a raw point cloud, scanned from a capsicum plant. Evidently, some
outliers are present in the dataset, possibly due to plant movement during scanning, or
poor registration (the matching of scans from different viewpoints). Before we ready the
dataset for interpolation, we clean it by removing outliers and downsampling to ensure
a more regular point distribution.
The outlier detection we use is based on the average distance to neighbours of a point.
We typically consider the average (Euclidean) distance to the 50 nearest neighbours of
each point in the point cloud. Any point with an average greater than a specified thresh-
old is labelled an outlier and excluded from the dataset. For example, we use a threshold
of 0.15 standard deviations for the capsicum plant shown in Figure 1. Once the point
cloud is denoised, we downsample it using a grid average method [28] for a few reasons.
Firstly, we find the sampling density of the Artec Eva scanner more than sufficient for our
purposes, so downsampling can offer computational speedup without adversely affecting
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Figure 1: Scanned point cloud of a capsicum plant before (left) and after (right) preprocessing.
Coloured by x-component for clarity.
the quality of the reconstruction. Secondly, the condition number of the matrix arising
from the RBF-PUM interpolation problem increases exponentially with the minimum
point separation distance [29] – grid average downsampling combines very close-together
points, increasing the minimum separation distance. Lastly, the averaging may partially
mitigate the effects of noise in the dataset.
2.2. Estimating surface normals
A closed, orientable surface σ can be thought of as the zero level set of its signed-
distance function. That is, if we have a scalar field f(x) that is negative on one side of
the surface, positive on the other, and satisfies:
|f(x)| = min
y∈σ ‖y − x‖2 ,
then we can recover the surface as its zero level set:
σ = {x : f(x) = 0}.
We can fit interpolants that mimic signed distance functions and recover (orientable)
surfaces as their zero level set, regardless of the surface’s topology.
To fit such an interpolant given only points on the surface, we must add artificial
points. With only on-surface points, we would be fitting an interpolant to only zero-
valued data, which would lead to the trivial solution that the interpolant is simply zero
everywhere [7]. Adding off-surface points with non-zero values to the dataset prevents
this trivial solution. It is typical to approximate surface normals from the point cloud
and add off-surface points along these normals [6]. We use MATLAB’s in-built method
pcnormals to approximate surface normals at the datapoints. The algorithm is based on
principal component analysis of a point’s k nearest neighbours (we typically use k = 50
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for our applications), and is described by Hoppe et al. [6]. We add the off-surface points
xj ± Lnj . The scalar L is on the order of the grid spacing used for downsampling.
Now that we have surface normals, we are faced with the problem of their orientation.
Clearly, −nj would also be a valid choice for the normal if we were not concerned with
the orientation of the surface. We must align the approximated normals by flipping
their direction to define a consistent orientation, however it is not clear how we should
traverse the surface to do so. A solution to this problem is given by Hoppe et al. [6].
First, consider the weighted graph G, with vertices corresponding to the points xj in the
point cloud. If two points, xi and xj are sufficiently close, connect their nodes with an
edge with weight Gij , defined by:
Gij = 1− |ni · nj |.
This way, a low edge weight Gij indicates a small change in the surface normal between
points xi and xj . We consider two points to be sufficiently close if the Euclidean distance
between them is less than some threshold, ε. Note that this condition means G may not
necessarily be connected.
We could traverse G in search of neighbouring points with inconsistent normals (vary-
ing by more than 90◦), however we are likely to encounter cycles in the graph, or con-
tradictory orientations. Instead, we find an approximate minimal spanning tree for each
connected component of G (a minimal spanning forest). We then traverse these trees
systematically, flipping normals where necessary. We follow Hoppe et al. [6] and use a
breadth-first search. This way we can avoid comparing points whose normals are dis-
similar, where it may not be clear which point’s normal orientation is ‘correct’. Figure 2
shows a graph and minimal spanning forest formed in this way for a downsampled point
cloud of some tomato leaves. Note that for large point clouds, it is sufficient to orient
normals of a downsampled copy, and use this to orient the normals of the full point cloud.
A useful side effect of this algorithm is that it clusters the points – the components
of the minimal spanning forest are usually distinct leaves, or at least groups of leaves
close together. This information could be used to reconstruct the leaves separately (in
parallel). Furthermore, in future droplet spray models, we may wish to extend existing
capabilities [1, 2, 3] by varying certain wettability properties not just between plants, but
also between leaves, making this clustering information very valuable. The idea could
also be extended to infer some chemical properties of the leaf by recognising its growth
stage from its physical characteristics.
With the point cloud now equipped with oriented normals (and by extension, off-
surface points), we can now form implicit RBF-PUM interpolants.
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Figure 2: Orienting normals for tomato leaves. Left: the weighted graph G, with edges coloured
by weight. A high weight indicates a large change in normal. Right: a minimal spanning forest
for the graph G, with nodes coloured to indicate distinct components.
3. Interpolation
Radial basis function (RBF) methods are powerful tools for interpolation which make
very few assumptions about the structure of the data. We build interpolants as weighted
sums of rotationally invariant basis functions, shifted to datasites, augmented with poly-
nomial terms, in the form:
F(x) =
N∑
j=1
λjφ(‖x− xj‖2) +
n∑
k=1
akpk(x), x ∈ Ω,
where xj are the centres, φ(r) is the radial basis function, pk are the polynomials, λi, ak
are weights to be determined, and n is the dimension of the space of polynomials of
degree at most m− 1.
3.1. Polyharmonic spline radial basis functions
Polyharmonic splines are a class of radial functions on Rd that minimise a partic-
ular measure of the curvature of an interpolant. We will follow the derivation in the
monograph by Wahba [18], where more detail and background can be found.
The ‘measure of curvature’ we consider is the thin-plate penalty functional of order
m on Rd:
Jdm(F) =
∑
α1+···+αs=m
m!
α1! . . . αd!
∫
Rd
(
∂mF
∂xα11 . . . ∂x
αd
d
)2
dx, (1)
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which is the sum of squared m-th order mixed partial derivatives of F . For example, the
second order (m = 2) thin-plate penalty functional in R2 is:
J22 (F) =
∫
R2
(
∂2F
∂x21
)2
+ 2
(
∂2F
∂x1x2
)2
+
(
∂2F
∂x22
)2
dx1 dx2.
We restrict ourselves to interpolants in the space containing distributions on Rd with
square-integrable m-th derivatives, so that the penalty functional (1) is defined. Fur-
thermore, for reasons discussed by Wahba [18], we must have 2m− d > 0.
Duchon [30] showed that the basis functions of an interpolant minimising this penalty
functional are Green’s functions for the m-iterated Laplacian, ∆m [18], namely:
Em(x,xj) := E(‖x− xj‖2), where
E(τ) =
{
θdm|τ |2m−d log |τ |, 2m− d even,
θdm|τ |2m−d, otherwise,
with θdm =
{
(−1)d/2+1+m
22m−1pid/2(m−1)!(m−d/2)! , 2m− d even,
Γ(d/2−m)
22mpid/2(m−1)! , otherwise.
Formally, the functions Em(·,xj) solve the polyharmonic equation:
∆mEm(·,xj) = δ(xj),
where δ(xj) is the Dirac delta function, so that
∆mF(x) = 0, for x 6= xj , j = 1, . . . , N.
Thus, an interpolant minimising the penalty functional (1) has the form:
F(x) =
N∑
j=1
λjEm(x,xj) +
n∑
k=1
akpk(x),
where the polynomials pk span the n =
(
d+m−1
d
)
-dimensional space of polynomials of
total degree at most m− 1.
The weights λj and ak are determined by enforcing exact interpolation conditions:
F(xj) = uj ,
imposing the additional orthogonality conditions [18]:
N∑
j=1
λjpk(xj) = 0,
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and solving the resulting linear system:[
A P
P T 0n×n
] [
λ
a
]
=
[
u
0n×1
]
,
Aij = φ(‖xi − xj‖2), Pik = pk(xi),
u = [u1, . . . , uN ]
T .
(2)
It can be shown that the polyharmonic spline of order m on Rd is strictly conditionally
positive definite of order m [30, 18, 29]. That is, the interpolation conditions together
with the orthogonality conditions have a unique solution (if the xj are such that least
squares regression on pk is unique).
Now that we have basis functions that form exact interpolants with minimal cur-
vature, a natural extension is fitting approximate interpolants by adding a ‘curvature
penalty’. To fit approximate interpolants, we relax the exact interpolation conditions,
and instead minimise the objective function:
1
N
N∑
j=1
(uj −F(xj))2 + ρJdm(F), (3)
where Jdm is the penalty functional defined in equation (1) and ρ is the smoothing pa-
rameter. As mentioned in the introduction, this is known in the statistics literature as
ridge regression [18].
The parameters λ = [λ1, . . . , λN ]
T and a = [a1, . . . , an]
T can then be shown [18] to
solve the modified linear system:[
A+ (ρN/θdm)I P
P T 0n×n
] [
λ
a
]
=
[
u
0n×1
]
, (4)
Aij = φ(‖xi − xj‖2), Pik = pk(xi),
u = [u1, . . . , uN ]
T ,
φ(τ) =
{
|τ |2m−d log |τ |, 2m− d even,
|τ |2m−d, otherwise, (5)
where I is the N ×N identity matrix.
We now have a class of basis functions with smoothing properties for which we can
guarantee the existence of unique solutions to our interpolation problem. Table 1 sum-
marises some basis functions in the class.
Table 1: Some polyharmonic spline radial basis functions.
Order (m) Dimension (d) RBF (φ) 1/θdm
2 2 r2 log r 8pi
2 3 r −8pi
3 3 r3 96pi
4 3 r5 −2880pi
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3.2. Generalised cross validation
Wahba [18] introduced a method for estimating the optimal smoothing parameter ρ
known as generalised cross validation (GCV).
Define B(ρ), the influence matrix, such that:F(x1)...
F(x1)
 = B(ρ)f .
Then the GCV objective function is [18]:
V (ρ) =
N ‖(I −B(ρ))f‖22
tr(I −B(ρ))2 . (6)
Letting the QR decomposition of the matrix P from equation (4) be:
P =
[
Q1 Q2
] [ R
0n×1
]
,
we have the convenient representation for the matrix I −B(ρ) [18]:
I −B(ρ) = (ρN/θdm)Q2 (QT2 (A+ (ρN/θdm)I)Q2)−1QT2 .
We find an estimate for the smoothing parameter ρ by minimising V (ρ). MATLAB’s [28]
fminbnd function is well suited to this, given a sensible region in which the smoothing
parameter is expected to lie. For example, we search for ρ between 10−6 and 10−1.
3.3. Partition of unity method
Direct interpolation of scattered data quickly becomes infeasible for large datasets.
Notice that for a dataset with N datasites, we require O(N2) storage and O(N3) oper-
ations for the solution to the linear system (2). Several techniques exist to reduce the
complexity of this interpolation problem. We use the partition of unity method (PUM)
for introducing locality to the interpolant, so that we may decouple the solution of the
interpolation problem into many smaller problems.
The PUM was first discussed by Franke [24], and analysed by Wendland [26]. The
core idea is to partition the domain into M (possibly overlapping) subdomains. A local
interpolant is then fit to each of these independently, and the global interpolant is a
weighted sum of the local interpolants. The PUM is efficient, and does not sacrifice the
exactness of the global interpolant, as we will discuss.
First, we partition the domain, Ω, into M overlapping sub-domains {Ωi}Mi=1 such that
the union of the subdomains contains the domain entirely. That is,
Ω ⊆
M⋃
i=1
Ωi.
We consider M interpolants – one for the data in each of the subdomains. Note that
this method can lead to one datapoint being used to fit multiple interpolants. For
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efficiency, then, the overlap of neighbouring subdomains should be small. Figure 4 shows
an example of a domain partitioned in this way. We use spherical (in three dimensions)
subdomains, defined by a centre, ci, and a radius, ri. The subdomain is then given by:
Ωi :=
{
x :
‖x− ci‖2
ri
≤ 1
}
.
We denote the interpolant of the data in Ωi as Fi.
Next, we require a way to formulate a global interpolant from these local interpolants.
We do this by weighting the contribution of a patch by the distance to its centre. The
weight functions we use are compactly supported Wendland functions [20] such as:
ϕ(r) =
{
(1− r)4(4r + 1), if 0 ≤ r ≤ 1
0, otherwise,
or:
ϕ(r) =
{
(1− r)6(35r2 + 18r + 3), if 0 ≤ r ≤ 1
0, otherwise,
depending on the degree of continuity required.
The weight functions must be normalised to sum to unity at any x ∈ Ω. First, we
map the input to the unit sphere:
ϕi(x) = ϕ
(‖x− ci‖2
ri
)
, i = 1, . . . ,M.
Next, we use Shepard’s method [31] to normalise these functions:
wi(x) =
ϕi(x)∑M
k=1 ϕk(x)
.
Finally, we construct the global interpolant:
F(x) =
M∑
i=1
wi(x)Fi(x)
=
M∑
i=1
wi(x)

Ni∑
j=1
λijφ
(‖x− xj‖2)+ n∑
k=1
aikpk(x)
 . (7)
We note that if the local interpolants are exact, the global interpolant respects this
exactness. To see this connection, consider a sample point (xj , uj). The local interpolants
satisfy:
Fi(xj) = uj , xj ∈ Ωi.
Now, since the weight functions are normalised to sum to unity, and zero outside their
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respective subdomains, we have the global interpolant:
F(xj) =
M∑
i=1
wi(xj)Fi(xj) =
M∑
i=1
wi(xj)uj = uj .
Furthermore, the PUM is stable in the sense that the global error is bounded by the
worst local error [27]. To see this, consider a function f(x), and its PUM interpolant
F(x), from samples (xj , f(xj)), and then take the absolute error to obtain:
|f(x)−F(x)| =
∣∣∣∣∣
M∑
i=1
wi(x) [f(x)−Fi(x)]
∣∣∣∣∣
≤
M∑
i=1
wi(x) |f(x)−Fi(x)|
≤ max
1≤i≤M
‖f −Fi‖L∞(Ωi).
3.4. Choosing subdomains
If the data were somewhat evenly scattered, we could simply set the subdomains on
a regular grid. For other types of data (point clouds, for example) we must be more
careful about how we partition the domain.
We use an octree-like method similar to that described by Ohtake et al. [8] to par-
tition the domain in the case of unorganised point cloud data. The method is given in
psuedo-code in Appendix A. The core idea is to iteratively partition the domain into
distinct cubes, then construct a spherical subdomain to cover each cube (we refer to
these as covering spheres). We introduce two new parameters for this method, nmin and
nmax. At each iteration, the cube whose covering sphere contains the most datasites
is partitioned into eight sub-cubes, until no covering sphere contains more than nmax
datapoints. Once these iterations are halted, we ensure that each subdomain has suffi-
ciently many datapoints by expanding the radii of spheres containing fewer than nmin
datapoints. Pseudocode for this method is given in Appendix A.
Figure 3 shows a simple example of the algorithm for 2D, variable density data. The
first step ensures that no subdomain contains too many points, and the second ensures
that each subdomain contains enough points to produce a quality interpolant. Figure 4
shows the result of an octree-like partitioning for a capsicum plant point cloud.
3.5. Numerical solutions for RBF-PUM interpolants
As usual, we enforce the interpolation conditions:
Fi(xj) = uj , xj ∈ Ωi, i = 1, . . . ,M.
At first glance, this equation yields a large (albeit sparse) linear system for the weights.
For example, an interpolation problem with two subdomains is solved by the linear
12
(a) The bottom-left subdo-
main contains more than
nmax points, so it is re-
placed with four smaller sub-
domains.
(b) The top-right subdomain
contains fewer than nmin
points, so it is expanded.
(c) The final partition of
the domain, satisfying Ni ∈
[nmin, nmax] for i = 1, . . . ,M .
Figure 3: Example of an octree-like method for partitioning a domain. Sample points (blue) in
a domain in R2, with varying point density. Black circles show the boundaries of the circular
subdomains. Dashed grey lines show the underlying octree partitioning.
system: 
A(Ω1) P (Ω1)
P (Ω1)
T 0
A(Ω2) P (Ω2)
P (Ω2)
T 0


λ1
a1
λ2
a2
 =

u1
0
u2
0
 ,
A(Ωl)ij = φ
(‖xi − xj‖2) , xi,xj ∈ Ωl,
P (Ωl)ik = pk(xi), xi ∈ Ωl,
λi = [λi1, . . . , λ
i
Ni ]
T ,
ai = [ai1, . . . , a
i
n]
T ,
where ui is the vector of samples corresponding to the points x in the subdomain Ωi.
We decouple this system into M smaller linear systems – one for each subdomain –
since the local interpolants are independent. These smaller linear systems could theo-
retically be solved in parallel, providing even greater speed-up. Furthermore, the total
operation count for solving all of the local interpolation problems is O(M(N/M)3). If
we consider N/M (the average number of datapoints per subdomain) to be constant,
this reduces to O(N). Note that the PUM runtime depends not only on the solutions
to the local interpolation problems, but also on the method used to determine which
points lie in a given subdomain. We use a tree-like data structure (namely, MATLAB’s
KDTreeSearcher object), as recommended by Wendland [27], so the cost of searching
the datapoints is O(logN), with O(N logN) setup.
Figure 5 demonstrates the computational advantages of the partition of unity method
with around 1000 datapoints per subdomain. The runtime of the global method is not
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Figure 4: Top: point cloud of a capsicum plant from two viewpoints. Bottom: spherical subdo-
mains for the partition of unity method. Octree-like domain partitioning ensures each subdomain
has between nmin and nmax points.
shown for N > 104, as the distance matrix is dense and prohibitively large. Note,
however, the full distance matrix is never required for the partition of unity method.
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Figure 5: Wall-clock time taken to fit a 2D thin plate spline interpolant to random data (average
of 10 trials). For N > 104, the distance matrix for the global interpolant is prohibitively large,
so a power law is fit and extrapolated for comparison. Subdomains are chosen to contain
approximately 1000 datapoints each.
4. Postprocessing
4.1. Domain for evaluation
The partition of unity method restricts the definition of the interpolant to the union
of the subdomains. However, we must still take care to restrict the sampling of the
interpolant to near the point cloud, as sampling too far from the true surface may result
in erroneous surface sheets [11]. We do this using MATLAB’s alphaShape [28], which,
given a radius, α, returns a triangulated surface enveloping a set of points [32]. A
smaller α produces a tighter α-shape, while a large α tends to produce a convex hull-like
α-shape. Figure 6 shows some α-shapes for the capsicum plant point cloud – note that
the triangulations around distinct leaves may not be connected, but are still component-
wise watertight. We have found that appropriate values for α lie between 5L and 10L,
where L is the height of the off-surface points, xj ± Lnj . MATLAB’s alphaShape class
also contains a method to determine whether a point lies outside the α-shape, and when
sampling the interpolant, we simply exclude such points.
4.2. Extracting the isosurface
If we sample the interpolant on a regular grid, we can extract an approximate surface
as a triangulation using MATLAB’s isosurface [28]. We have also found some success
in meshing the α-shape with tetrahedra, sampling the interpolant at the vertices, then
extracting a triangulated surface with the marching tetrahedra algorithm [33]. Figure 7
shows a triangulated leaf surface, extracted from an implicit RBF-PUM interpolant. A
slice through the leaf shows the value of the interpolant – negative on one side of the leaf,
zero at the surface, then positive on the other side. This is the essence of the implicit
reconstruction.
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(a) α = L (b) α = 5L
(c) α = 20L (d) α = 100L
Figure 6: Some α-shapes for the capsicum point cloud, associated with radii α that are multiples
of L, the offset length of the off-surface points. The α-shape is a triangulated surface forming a
closed volume around the extended point cloud (including off-surface points).
Figure 7: Left: a reconstruction of a capsicum leaf and a plane through it. Right: the value of
the function F on the plane. The green line where F is zero valued is the reconstructed leaf
surface.
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5. Results
We have implemented the RBF-PUM in MATLAB, and reconstructed plant surfaces
using the C2 spline φ(r) = r3. In general, the method is applicable to point clouds with
millions of points. Here, however, we have used grid average downsampled versions of
our scanned point clouds, in part to lessen the effect of noise. The other advantage of
this approach is to improve the conditioning of the interpolation problem: the condi-
tion number of the matrix A in equation (4) increases exponentially with the minimum
seperation distance between datasites [29]. By using a grid average downsampling, the
minimum seperation distance increases with the grid spacing.
The local interpolation problems are formulated as in section 3 and solved using
MATLAB’s backslash. We avoided the use of a basis-function-specific fast solver here,
to demonstrate the flexibility of the RBF-PUM interpolation. That is, the ability of
our method to deal with large datasets is due to the partition of unity method, which
is independent of the local interpolation method. Furthermore, we note that our imple-
mentation has not taken full advantage of parallel computing, although in theory the
local interpolation problems are entirely decoupled and may be solved simultaneously.
By default, we choose a constant value for the smoothing parameter ρ across all of the
subdomains. We believe this choice is suitable given that the noise present is introduced
in the scanning process, and should not vary greatly between leaves. For other applica-
tions of this method to datasets with spatially varying noise, generalised cross-validation
may be necessary to choose the smoothing parameter on a per-subdomain basis. Figure
8 shows a comparison of reconstructions of a capsicum leaf: three with constant, global
smoothing parameters (ρ), and one with locally GCV-estimated smoothing parameters.
We see that the GCV estimate preserves major features of the leaf, but avoids overfitting
the noisy scan data.
Figure 9 shows two angles of the same reconstruction of a scanned capsicum plant.
Some artifacts are present near where small leaves protrude from a shared stem, although
this is not unexpected: the normal direction changes quite sharply there – too sharply
to be captured in the resolution of the point cloud. The scan resolution is also the
reason that the stem of the plant is only partially captured (where it is thickest). Our
reconstruction captures the vein structure and even boundaries of the larger, separated
leaves. We note that the boundary is a by-product of the α-shape restricting evaluations,
and as such is not smooth, despite appearances.
5.1. Curvature
One of the key advantages of our method is the flexibility in the choice of basis
function. We sought this flexibility so as to use polyharmonic splines with appropriately
high orders of continuity, for use in related work on droplet simulation on leaf surfaces.
Specifically, we require continuous mean curvature across our reconstructed surfaces. We
can calculate the mean curvature, KM , of a surface defined implicitly by F = 0 [34]:
KM = −∇ ·
( ∇F
‖∇F‖
)
,
where ∇F is the gradient of F .
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(a) ρ = 10−5 (b) ρ = 10−4
(c) ρ = 10−3 (d) Optimal ρ estimated by GCV for
each of 36 subdomains. Median ρ is
3.1153× 10−4.
(e)
(f)
Figure 8: Reconstruction of a capsicum leaf. (a-d) A comparison of some reconstructions using
global choices of ρ with a reconstruction using locally GCV-estimated ρ. (e) A photograph
of the capsicum leaf, enhanced for clarity. (f) The GCV-estimate reconstruction, coloured by
projecting the image of the leaf onto the surface.
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Figure 9: A reconstruction of a capsicum plant from a downsampled (grid average with size
0.5 units) point cloud of 604,847 points, using a partition of unity with 4,701 subdomains,
each containing 2,000 to 5,000 points. The interpolant was fit in 41 minutes with smoothing
parameter 10−3, and evaluated at 2,209,201 points in 53 minutes. Two off-surface points were
added to every second point, at an offset of 0.5 units; the downsampling grid spacing.
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Figure 10: A reconstruction of a capsicum leaf from a downsampled point cloud of 65,609
points, using a partition of unity with 437 subdomains. Colour indicates mean curvature. Left:
reconstructed from the C0 spline φ(r) = r, showing discontinuity in mean curvature. Right:
reconstructed from the C2 spline φ(r) = r3, which has continuous second derivatives and thus
produces a surface with continuous curvature.
Figure 10 shows the curvature of a capsicum leaf, reconstructed from the same point
cloud using two different polyharmonic splines: φ(r) = r (which is C0), and φ(r) = r3
(which is C2). The discontinuity of second derivatives manifests in the C0 surface as sharp
changes in curvature. The C2 surface, however, does not exhibit these discontinuities.
The importance of this continuous curvature is in future work with these surfaces: for
example, thin film models for droplet spreading on leaves will involve a surface curvature
term, so we require at least a C2 surface.
6. Conclusion
We have described and tested a novel method for reconstructing thin surfaces, built
up from existing techniques. The only condition we impose on the input point cloud
is that the true surface have continuously varying normals. Our interpolation approach
combines smoothing polyharmonic splines with a partition of unity method, and an
adaptive octree-like process for partitioning the domain. For evaluation, we use alpha-
shapes to define a tight domain around the point cloud to avoid evaluating the interpolant
far away from the true surface, where it may be incorrectly zero-valued.
The modular nature of the method means that it would be straightforward to adapt
to different local interpolation methods: no fast solver is required. Furthermore, the
decoupling of the local interpolation problems means this method could take advantage
of the efficiencies of parallel computing, with only minor modifications.
Going forward, the plant surfaces reconstructed by this method will be incorporated
into forthcoming models for droplet spreading and movement on leaves. They will also
be added to the growing suite of plant models available in a ‘plant retention spray model’
(PRSm) [2, 3, 4]. There they will be used to simulate interception, shatter, bounce and
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retention of droplets on plant crops with an outlook towards developing more efficient
agrichemical spraying processes.
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Appendix A. Pseudocode
Algorithm Appendix A.1 Orienting normals [6]
Input: X = {x1, . . . ,xN} ⊂ Rs, N = {n1, . . . ,nN}, coarseGrid, graphNbrs, pcaNbrs
Output: N
X ∗ ← pcdownsample(X , coarseGrid) // MATLAB routine
N ∗ ← pcnormals(X ∗, pcaNbrs) // MATLAB routine
initialise sparse graph G with vertices X
for all x∗i in X ∗ do
find graphNbrs nearest neighbours of x∗i in X ∗
exclude neighbours more than 2 ∗ coarseGrid away
for all neighbours x∗j do
G[i, j]← 1− |n∗i · n∗j |
end for
G[i, i]← 0
end for
T ← minspantree(G) // MATLAB routine; ‘sparse’ and ‘forest’ options
make list of edges for breadth-first search of T // in MATLAB: bfsearch
for k = 1 to number of edges do
(i, j)← edges[k]
if n∗i · n∗j < 0 then
n∗j ← −n∗j // if normals disagree, flip normal
end if
end for
for all x∗i in X ∗ do
find neighbours of x∗i in X , within radius coarseGrid
for all xj in neighbours do
if n∗i · nj < 0 then
nj ← −nj
end if
end for
end for
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Algorithm Appendix A.2 Octree method for partition of unity
Input: X = {x1, . . . ,xN} ⊂ Rs, nmin, nmax.
Output: P, R
y1 ← 0.5
(
[maxj xj,1, . . . ,maxj xj,s]
T − [minj xj,1, . . . ,minj xj,s]T
)
// initial cube
centre
P ← {y1} // set of cube centres
l1 ← 2 maxj ‖y1 − xj‖∞ // side length of initial cube
L ← {l1} // set of side lengths
r1 ←
√
s
(
l1
2
)2
// radius of initial covering sphere
R ← {r1} // set of radii
while maxi countData(X ,yi, ri) > nmax do
i∗ ← arg maxi countData(X ,yi, ri)
P∗ ←
s∏
k=1
{
yi∗,k − ri
∗
2
, yi∗,k +
ri∗
2
}
// set product
L∗ ←
 li∗2 , . . . , li∗2
2s times

R∗ ←

√
s
(
li∗
2
)2
, . . . ,
√
s
(
li∗
2
)2
2s times

P ← (P \ {yi∗}) ∪ P∗
L ← (L \ {li∗}) ∪ L∗
R ← (R \ {ri∗}) ∪R∗
end while
for i = 1 to |P| do
n← countData(X ,yi, ri)
if n = 0 then
mark subdomain i for deletion
else if n < nmin then
find x∗, the (nmin)th nearest neighbour of yi in X .
ri ← ‖yi − x∗‖2
end if
end for
delete subdomains marked for deletion
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