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Abstract
In this thesis we shall deal with utility maximization and stochastic optimal
control problems through several modern points of view. We shall be interested
in understanding how such problems behave under parameter uncertainty under
respectively the robustness paradigm and the first order sensitivity approach. Af-
terwards, we shall leave the single-agent world and tackle an instance of a two-agent
problem where the first one delegates his/her investments to the second through
a contract.
In the first place, we consider the robust utility maximization problem in contin-
uous time financial market models, where we formulate conditions for the partial
and full solvability of the problem without assuming weak compactness of the den-
sities of the so-called uncertainty set, which is a set of measures upon which the
utility maximizing agent wants to perform robust investments. These conditions
are stated in terms of functional spaces that arise naturally from the formulation
of the problem. For general markets, we show that the relevant space is a certain
Modular space, through which we can prove a minimax equality and the existence
of optimal strategies. In complete markets the relevant space is an Orlicz space,
and upon granting its reflexivity under verifiable conditions on the utility function,
we obtain in addition the existence of a worst-case measure in the uncertainty set.
We moreover characterize the latter in terms of the solution to a certain bi-dual
problem which can in practical cases be simpler to solve.
Secondly we turn our attention to continuous-time stochastic optimal control,
where we provide a first order sensitivity analysis to some parameterized variants
of such problems. The main tool here is the one-to-one correspondence, which
we rigorously prove, between the adjoint states appearing in a weak form of the
stochastic Pontryagin principle and the Lagrange multipliers associated to the con-
trolled equation when viewed as a functional constraint on a space of processes.
The sensitivity analysis is then deployed in its full strength in the case of convex
problems and additive perturbations as well as in specific mean-variance or linear-
quadratic problems and multiplicative perturbations.
In a final part, we proceed to Principal-Agent problems in discrete time. Here
we apply in the greatest possible generality the tools from conditional analysis to
the case of linear contracts and show that most results known in the literature for
very specific instances of the problem carry on to a much larger family of utility
functions and probabilistic settings. In particular, the existence of a first-best
optimal contract and its implementability by the Agent is recovered.
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Zusammenfassung
In dieser Arbeit beschäftigen wir uns mit Nutzenoptimierungs- und stochas-
tischen Kontrollproblemen unter mehreren modernen Gesichtspunkten. Wir un-
tersuchen die Parameterunsicherheit solcher Probleme, einerseits im Sinne des
Robustheitsparadigma und andererseits bezüglich des ersten Ordnungssensitivi-
tätsansatzes. Neben der Betrachtung dieser Einagentenproblemen widmen wir uns
auch einem Zweiagentenproblem, bei dem der eine Agent dem anderen das Mana-
gement seines Portfolios vertraglich überträgt.
Wir betrachten das robuste Nutzenoptimierungsproblem in zeitstetigen Finanz-
marktmodellen, wobei wir hinreichende Bedingungen für die partielle und vollstän-
dige Lösbarkeit des Problems formulieren, ohne jegliche schwache Kompaktheit der
sogenannten Unsicherheitsmenge zu fordern, welche die Maße enthält, auf die der
Optimierer robustifiziert. Unsere Bedingungen sind über gewisse Funktionenräume
beschrieben, die sich in einer natürlichen Weise aus der Formulierung des Optimie-
rungsproblems ergeben. Für allgemeine Märkte zeigen wir, dass der passende Raum
ein bestimmter Modularraum ist, mittels dem wir eine Min-Max-Gleichung und
die Existenz von optimalen Strategien beweisen können. In vollständigen Märk-
ten ist der relevante Raum ein Orlicz-Raum, und nachdem man seine Reflexivität
mithilfe verifizierbarer Bedingungen überprüft hat, erhält man zusätzlich die Exis-
tenz sogenannter Worst-Case-Maße innerhalb der Unsicherheitsmenge. Weiterhin
charakterisieren wir diese Maße anhand der Lösung eines bestimmten bi-dualen
Problems, welches in spezifischen Fällen einfacher zu lösen ist.
Für die Parameterabhängigkeit stochastischer Kontrollprobleme in stetiger Zeit
entwickeln wir einen Sensitivitätsansatz erster Ordnung. Das Kernargument ist
hier die Korrespondenz, die wir rigoros beweisen, zwischen dem adjungierten Zu-
stand zur schwachen Formulierung des Pontryaginschen Prinzips und den Lagrange-
Multiplikatoren, die der Kontrollgleichung assoziiert werden, wenn man sie als eine
funktionale Bedingung auf einem Raum von Prozessen betrachtet. Der Sensitivi-
tätsansatz wird dann in voller Stärke auf konvexe Probleme mit additiver Störung,
sowie für spezifische Mean-Variance- und linear-quadratische Probleme mit multi-
plikativer Störung angewendet.
Das Prinzipal-Agent-Problem formulieren wir in diskreter Zeit. Wir wenden in
größter Verallgemeinerung die Methoden der bedingten Analysis auf den Fall li-
nearer Verträge an und zeigen, dass sich die Mehrheit der in der Literatur unter
sehr spezifischen Annahmen bekannten Ergebnisse auf eine deutlich umfassende-
rer Klasse von Nutzenfunktionen und probabilistischer Kontexte verallgemeinern
lässt. Insbesondere erhalten wir weiterhin die Existenz eines first-best-optimalen
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1 Introduction
In this thesis we shall deal with utility maximization and stochastic optimal control
problems through several modern perspectives and mathematical lenses. One aspect
that will interest us is the question of dependence of a stochastic optimization problem
with respect to its defining model parameters. There are at least two ways of assessing
this, which in a sense lie at opposite poles; on the one hand the robust approach whereby
a worst-case point of view with respect to parameter uncertainty is implemented and
on the other hand the sensitivity approach in which case one tries to understand the
infinitesimal behaviour of an optimization problem’s value as its parameters are slightly
varied. The first approach is carried out in Chapter 2 where the issue of robustness in
the problem of maximization of expected utility from terminal wealth in continuous
time is tackled through convex duality and functional analytical arguments. Then
in Chapter 3 we deal with the second approach applied to stochastic optimal control
problems, showing how the solution to the Backward Stochastic Differential Equation
in Pontryagin’s Principle encodes the marginal dependence of the optimal value of the
problem with respect to say the drift and the volatility parameters in the concrete model.
A further question of interest in this thesis is the more modern and realistic situation in
which the utility maximizing agent delegates to a third party the management of his/her
wealth through an incentive providing contract. In Chapter 4 we employ the recently
developed theory of conditional analysis to deal with the mentioned dynamic agency
problem in discrete time and under linear contracts for very general utility functions
and probabilistic frameworks.
The problem of expected utility maximization in continuous time models of financial
markets has been thoroughly researched in the last decades. For a complete solution
of the very well understood frictionless case (and without consumption) we refer to
Kramkov and Schachermayer [1999], which is the culmination of a long line of related
works, and the references therein, where the authors use convex duality methods as well
as some pseudo-notions of compactness on the non-locally convex space of measurable
functions to fully characterize the solution of the problem, even in the case of incomplete
markets.
However, in a standard utility maximization problem one is forced to choose (or say
fix) a probability measure P under which the random objects in the model shall evolve.
It goes without a saying that in practical terms it is next to impossible to, with complete
accuracy, compute this real-world measure. For instance, any statistical method shall
only sign out a region of confidence for it, and not a single one. Therefore one is quickly
led to consider utility maximization under families of possible measures (we refer to
this as the uncertainty set and denote it Q) rather than over a unique a priori one;
1
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see Gilboa and Schmeidler [1989] for more on this idea. A commonly adopted (though




EQ [Utility(X)] over all admissible terminal wealths X.
We will also consider in Chapter 2 such a point of view and, as usual in the literature, we
shall refer to this stochastic optimization problem as the robust variant of the (standard,
non-robust) utility maximization one.
In Quenez [2004], Gundel [2005], Schied and Wu [2005], Schied [2005], Föllmer and
Gundel [2006], to name a few, the problem of robust utility maximization from terminal
wealth is solved in a way that greatly recovers the results known for the non-robust sit-
uation. In more concrete terms; under the assumption that the uncertainty set enjoys
some sort of compactness and its measures are dominated by a single, reference one,
the authors successfully apply convex-duality arguments and deliver attainability of the
problem (as well as its dual, conjugate problem) and even the existence of what may
be called a worst-case measure, which is a measure in the given family for which the
optimal utility is as low as it gets. We should say at this point that in the presence of
consumption the robust instance of the problem has also been considered in e.g. Burgert
and Rüschendorf [2005] and Wittmüss [2008], and that in general convex analysis is not
the only way to tackle these problems: see Hernández-Hernández and Schied [2007] for
a stochastic control approach (via PDEs), as well as Bordigoni et al. [2007] and the ref-
erences therein for an approach using BSDEs. However, the assumption of compactness
on the family of possible measures seems prevalent in the literature, whatever the ap-
proach. Moreover whereas some sort of explicit characterization for the optimal wealth
(strategy) for the problem is typically deduced, very little is said about the worst-case
measure in concrete terms, beyond very specific instances of the problem.
The usual actual assumption of compactness of the uncertainty set is specifically
that the densities of the measures therein with respect to a fix reference one P form
a uniformly integrable set. Looking at an extremely simple instance of the problem
(see Examples 2.2.1 and 2.2.3) suggests that both this compactness assumption and
the lack of a systematic characterization for the worst-case measure could be tackled
with general techniques and tools of convex duality. For instance consider that the
family of measures came out of the intersection of a hyperplane (in the space of signed
measures) with the set of probability measures. Then the densities of this family are
certainly not expected to enjoy any compactness property a priori (we will later provide
an explicit example of this situation), as hyperplanes are quite unbounded in most
senses. However, when seen as an infinite-dimensional optimization problem, the dual
of the robust utility maximization problem turns out to be, in this particular case,
what is called a convex problem: to minimize a convex functional under linear-convex
constraints. Therefore, there is every reason to believe that an a priori compactness
requirement of the feasible set of measures could be relaxed under some wider structural
assumptions on the problem, and that a full characterization of the solution should be
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available, in particular meaning an explicit expression for the worst-case measure. This
is also suggested by relatively recent developments on general entropy minimization
problems (see e.g. Léonard [2008], Léonard [2010] and references therein), which deal
with such situations.
In this work we shall only consider the case of utility functions on the positive half
line. Our approach will consist on finding an appropriate Banach space where the
potential worst-case measures should a fortiori lie. This space will turn out to be a
Modular space (see Musielak [1983]) and its norm will be closely related to the elements
of the optimization problems at hand (more concretely, to the dual problem related
to the Legendre transform of the utility function). The crucial argument, and the
point where most mathematical difficulties arise, is to prove under verifiable conditions
on the utility function and the market that the image through the utility function of
all possible terminal wealths is a bounded set K contained in the norm-dual of the









over K ∈ K,
providing us with the needed compactness which we use in Theorems 2.2.3 and 2.5.1 to
prove the usual minimax equality as well as the existence of optimal wealth processes
even when Q is quite arbitrary. We thus recover some of the results in Schied and Wu
[2005], Föllmer and Gundel [2006] et al. under the less stringent assumption that the
densities of the uncertainty set be closed with respect to the modular space topology.
We also stress that we divert from the usual paradigm of finding a worst-case measure
first and then the optimal wealth (thus only defined up to the support of such mea-
sure); indeed, we find an optimal wealth defined over the whole support of the reference
probability measure even if a worst-case measure does not exist. Let us mention that
we envision that the compactness of the image by the utility function of the final ad-
missible wealths should become a fruitful argument for problems beyond robust utility
maximization, and already in the non-robust case it sheds new insight into the subject
(see Proposition 2.5.6).
When we set ourselves to recover or sharpen those results in Schied and Wu [2005],
Föllmer and Gundel [2006] et al. not covered by the aforementioned approach, for in-
stance the existence of a worst-case measure or the characterization of the optimal
wealths, we realize that reflexivity of the Modular space is a sufficient means to do-
ing this. In this respect we prove, modulo some pathologies on the filtered probability
space, that our Modular spaces are unfortunately never reflexive for strict incomplete
markets; this is the content of Theorem 2.5.2 and the remarks thereafter. On the positive
side, when we specialize our analysis to complete markets, our Modular spaces become
Orlicz-Musielak spaces (a generalization of Lp spaces) and we can provide easily verifi-
able conditions under which they do become reflexive, from which most of the results
in the literature are recovered even under the less stringent hypothesis of closedness of
the densities of the uncertainty set with respect to the given Orlicz-Musielak topology,
as we prove in Theorem 2.2.5. We should stress that Orlicz spaces are of course known
3
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about in Mathematical Finance, for instance through the articles Cheridito and Li [2009]
regarding risk measures or Biagini and Frittelli [2008] regarding utility maximization
and admissibility of trading strategies. In Föllmer and Gundel [2006] the authors use
the concept of f-divergences (see also Goll and Rüschendorf [2001] and the references
given) to study the robust utility maximization problem and a Vallee Poussin criterion
which is connected to a certain Orlicz space. The approach to the robust problem we
shall develop here is different and makes a more systematic use of such type of spaces
and its generalizations (Modular spaces).
In the complete market case, this Orlicz space formulation of the (dual) problem
will also allow us to describe the worst-case measure. More precisely, by writing the
set of possible models in terms of a potentially infinite system of linear constraints,
we will be able to give an explicit characterization of the worst-case measures in a
much more general setting than it is available in the literature, in the reflexive case.
To that end we will adapt to the present setting in Theorems 2.2.6 and 2.4.2 general
entropy minimization techniques developed in Léonard [2010] and Léonard [2008] (see
the references therein as well) in order to characterize the worst-case measure Q̂ ∈ Q
in terms of the solution g of a related abstract convex optimization problem (which we
may call with some abuse the bi-dual problem):
Q̂ ∝ d[U
−1]
dx (linear functional(g)) .
The so-called bi-dual problem may in many practical situations be easier to solve than
the original problem (for instance, it may be finite-dimensional). Let us point out that
for incomplete markets, a better understanding of the relevant Modular spaces should
enable the use of the general entropy minimization techniques developed in Léonard
[2008] in order to characterize the attainability of some extension of the dual problem.
In the complete case, it is precisely reflexivity that permits to avoid such an extension.
We close Chapter 2 with a more exploratory discussion regarding the potential of the
approach in the case when there is no reference measure dominating the uncertainty set
Q. Such a setting has already been studied in Denis and Kervarec [2013] in the context
of robust utility maximization under the assumption that Q is weakly compact as a set
of measures (i.e. tight), and the main motivation comes from volatility uncertainty or
ambiguity. We skip the delicate issue of the definition of stochastic integrals under infi-
nite possibly singular measures, or their aggregation into a single universally measurable
process, and instead focus on finding the candidate Modular spaces of the problem and
proving some preliminary results suggesting that the approach might render positive
insight into the case when the uncertainty set is not weakly compact any-more.
In Chapter 3 we turn our attention to the issue of first-order sensitivity in stochastic
optimal control problems. Our starting point is a reinterpretation of one of the most
important results in stochastic optimal control theory: the Pontryagin Principle. Intro-
duced and refined by Kushner [1965], Bismut [1976a], Haussmann [1986], Bensoussan
[1983] and Peng [1990] among others (see [Yong and Zhou, 1999, Chapter 3, Section 7]
for a historical account), in its simplest form it states that almost surely the optimal
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control minimizes an associated Hamiltonian. This Hamiltonian depends on the optimal
state and an adjoint pair, which solves an associated Backward Stochastic Differential
Equation (BSDE for short). Roughly speaking, the mentioned necessary condition ap-
pears as one perturbs the optimal control and analyzes up to first order (or second-order,
if the volatility term is controlled and the set of admissible controls is non-convex) the
impact of such perturbation on the cost function. A natural question that arises is
whether by regarding the stochastic optimal control problem as an infinite dimensional
optimization problem in an appropriate functional setting, the usual machinery of opti-
mization theory yields an interpretation of the aforementioned adjoint states. From this
perspective it is conceivable that fundamental tools such as convex-duality, Lagrange
multipliers and non-smooth analysis (to name a few) may shed a different light and
provide new interpretations into the field of stochastic optimal control.
The idea of dealing with stochastic optimal control problems from the point of view
of abstract optimization theory is not new. In a remarkable article Bismut [1973], the
author extends to the stochastic case the results of Rockafellar [1970a] obtained in the
deterministic framework. For convex problems, he proves essentially that the solutions
of the original optimization problem and its dual, in the sense of convex analysis, must
fulfil the conditions appearing in Pontryagin’s Principle. In the non-convex case, a very
interesting analysis is performed in Loewen [1987] where the author uses non-smooth
analysis techniques to tackle the case of a non-linear controlled Stochastic Differential
Equation (SDE for short)1.
In Chapter 3 we develop a rigorous functional framework under which the Lagrangian
approach to stochastic optimal control becomes fruitful. As a matter of fact, we relate
the adjoint states appearing in the Pontryagin principle with the Lagrange multipliers
of the associate optimization problem, thus extending the results of Bismut [1973] in
the convex case, by using a different method. In several interesting cases, this result
allows us to perform a first order sensitivity analysis of the value function, under random
functional perturbations of the dynamics. To the best of our knowledge, this type of
sensitivity results had been obtained for finite dimensional perturbations of the initial
condition only (see the works Loewen [1987], Zhou [1990, 1991]). We restrict ourselves
to a finite-horizon, brownian setting, yet consider the case of non-linear controlled SDEs
with random coefficients and the control being present both in the drift and diffusion
parts, pointwise convex constraints on the controls, and finite dimensional constraints of
expectation-type on the final state. In mathematical language, we deal with problems
1More recently, in e.g. Cheng and Yan [2012], Kosmol and Pavon [2001], the Lagrange multiplier tech-
nique has been applied formally in order to derive optimality conditions. However, no connexions









`(ω, t, x(t), u(t))dt+ Φ(ω, x(T ))
]
s.t. x(t) = x0 +
∫ t
0 f(s, x(s), u(s))ds+
∫ t
0 σ(s, x(s), u(s))dW (s), ∀ t ∈ [0, T [,
E (ΦE(x(T ))) = 0, E (ΦI(x(T ))) ≤ 0, u(ω, t) ∈ U a.s.

(CP )
where `, Φ, f , σ, x0, ΦE , ΦI are the data of the problem, which can be random,
satisfying some natural requirements detailed in Section 3.4, and U ⊆ Rm is a convex set.
Under standard assumptions, we have that for every square integrable and progressively
measurable control u, there exists a unique solution x[u] of the SDE in (CP ). In this
sense, problem (CP ) can be reformulated in terms of u only and the SDE constraint can
be eliminated. However, we have chosen to work with the pair (x, u) and keep the SDE
constraint in order to associate to it a Lagrange multiplier, in view of the important
consequences of this approach in the sensitivity analysis of the optimal cost of (CP )
(see Section 3.5).
By defining a Hilbert space topology on a certain space of Itô processes, we naturally
deduce that whenever the Lagrange multipliers associated to the SDE constraint in (CP )
exist they must be Itô processes themselves. With this methodology we can prove a
one-to-one simple relationship between the aforementioned Lagrange multipliers and the
adjoint states appearing in a weak form of Pontryagin’s principle. More concretely, we
say that (p, q) is a weak-Pontryagin multiplier at a solution (x, u) if the same conditions
appearing in the usual Pontryagin principle hold true (see [Peng, 1990, Theorem 3]),
except for the condition of minimization of the Hamiltonian which is replaced by the
weaker statement corresponding to its first order optimality condition (see Section 3.4.1
for a detailed exposition). Thus, it is easily seen that every adjoint pair appearing in
the usual Pontryagin principle is a weak-Pontryagin multiplier. In Theorem 3.4.2 we
prove that given a weak-Pontryagin multiplier (p, q), the process







is a Lagrange multiplier associated to the SDE constraint in (CP ). Conversely, every




0 λ2(s)dW (s), associated to this con-
straint, satisfies that λ0 = λ1(0) and (λ1, λ2) is a weak-Pontryagin multiplier. Let us
stress that the main difficulty of this results lies in first having identified the proper
Hilbertian topology useful for our problem and then making a link between certain ad-
joint operators on Itô processes and linear BSDEs. The latter point is a generalization
of e.g. [Yong and Zhou, 1999, Chapter 7, Section 2]. What is more, in the case of convex
costs and linear dynamics we derive in Theorem 3.5.1 the existence of Lagrange mul-
tipliers and hence the Pontryagin principle, by solely invoking the theory of Lagrange
multipliers in Banach spaces (see e.g. Bonnans and Shapiro [1998, 2000] for a survey).
Even if this type of arguments can be extended to the case of non-convex costs (see
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Remark 3.5.1(iv)), at the present time we do not know if it is possible by the latter
theory to prove Pontryagin’s principle in the case of non-linear dynamics.
One advantage of identifying the Lagrange multipliers of an optimization problem
is that, under some precise conditions, these multipliers allow to perform a first-order
sensitivity analysis of the value function as a function of the problem parameters. In
a nutshell, if the optimization problem at hand is convex (this is the case of convex
costs and linear equality constraints) or smooth and stable with respect to parameter
perturbations (e.g. if the optimizers converge as we vary the parameters, and the func-
tions involved are at least continuously differentiable) then the sensitivity of the value
function in terms of the perturbation is related to the derivative of the Lagrangian with
respect to the parameters taken in the perturbation direction (see e.g. [Bonnans and
Shapiro, 2000, Section 4.3]).
Using the identification of Lagrange and weak-Pontryagin multipliers we establish in
Section 3.5 our main results. In a first part we rely on classical duality theory for convex
problems (see e.g. Rockafellar [1974]) and we prove in Theorem 3.5.1, for example,
that for stochastic optimal control problems with convex costs and linear dynamics,
an additive (random, time-dependent) perturbation (∆f,∆σ) to the drift and diffusion
















where (p, q) is (in this case) the unique adjoint state appearing in the Pontryagin’s prin-
ciple. A simple corollary of this is that if one perturbs a deterministic optimal control
problem by a small (brownian) noise term, the value function remains unaltered up to
first-order, as was observed in Loewen [1987] by other methods. Then in Theorem 3.5.2
we provide a version of the previous result when final constraints are considered. We
remark that in this case, due to the possible non-uniqueness of the Lagrange multipli-
ers, the directional derivative is not necessarily a linear function of the perturbations.
Despite that at the present point we cannot extend the previous sensitivity analysis to
general non-convex problems, we do tackle in a second part some cases of non-additive
parameter perturbations of convex stochastic optimal control problems. This is an im-
portant improvement from what was outlined in the previous paragraph, as in practice
parameter error/inaccuracy can propagate in very complicated fashions if for instance
this error is amplified by the decision (control) variable. This is the setting we face in
two benchmark examples we deal with in this chapter; the stochastic Linear-Quadratic
(LQ) control problem and the Mean-Variance portfolio selection problem, which is an
LQ problem with a constraint on the expected value of the final state. In these prob-
lems, it is natural to consider perturbations of the matrices appearing in the dynamics
that multiply either the state or the control. We should underline that for these types of
perturbations, classical arguments based on convex analysis as in Rockafellar [1974] are
not applicable and more recent results on perturbation analysis have to be invoked (see
Bonnans and Shapiro [1998, 2000]). The main tool here is again the identification in
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Theorem 3.4.2 and the stability result in Proposition 3.5.1 regarding a weak continuity
property for the solutions of linear SDE and BSDE in terms of the parameters, which
in both mentioned examples allows us to prove the convergence of the solutions of the
perturbed problems.
As suggested by their name, in a stochastic LQ problem one seeks to minimize a
quadratic functional of the state and control variables, which are related through a linear
SDE. Such problems are to be found everywhere in engineering and economics and we
refer the reader to Bismut [1976b], Chen and Yong [2001], Tang [2003], Yong and Zhou
[1999] and the references therein for an exposition of the theory. Our main results here
are a strong stability property for the solutions of parameterized unconstrained convex
LQ problems (see Proposition 3.5.2) and Theorem 3.5.3, where we provide a complete
sensitivity analysis for the value function in terms of the parameters. More precisely,
we prove that the optimal cost depends in a continuously differentiable manner on the
various parameters and we give explicit expressions for the associated derivatives. From
the practical point of view, this result may have interesting applications. As matter of
fact, recall that the resolution of deterministic LQ problems can be achieved by solving
an associated deterministic backward Riccati differential equation. The analogous result
holds true in the stochastic framework, see e.g. Tang [2003], but in that case the Riccati
equation is a highly nonlinear BSDE. Therefore, for small random perturbations of the
matrices of a deterministic LQ problem, it seems reasonable to approximate the value
function of the perturbed problem as the value of the deterministic one plus a first
order term, which can be calculated in terms of the solution of the deterministic Riccati
equation (see Remark 3.5.3(i)).
In the classical Mean-Variance portfolio selection problem, one seeks to find the port-
folio rendering the least variance of the terminal wealth with a guaranteed fixed expected
return. This is a very central topic in finance and economics, and we refer the reader
to Li and Zhou [2000] (random coefficients), Framstad et al. [2004] (case with jumps),
among others, for a modern point of view. As for the general LQ case, our major
contributions here are Proposition 3.5.3, dealing with the stability analysis for the opti-
mal solutions in terms of the perturbation parameters (the initial capital, deterministic
interest/saving rates, the desired return, the drift and the diffusion coefficients) and
Theorem 3.5.4, where we prove that the optimal cost is continuously differentiable with
respect to those perturbations.
To the best of our knowledge the aforementioned results for the LQ and mean variance
problems, regarding the strong stability of the minimizers, the C1-differentiability of the
value functions and the computation of the derivatives for general random perturbations
of the dynamics are novel in the literature and certainly we cannot envision at the time
any alternative approach yielding similar results/statements.
We close Chapter 3 with a more exploratory sensitivity analysis of the non-robust
utility maximization problem, thus providing a bridge to Chapter 2 and yielding a
“dual” point of view towards model uncertainty, by looking at the first-order effect of
slight misspecification of parameters instead of robustifying on them. We discuss two
possible formulations of the problem, and realize that in one of them (which we refer
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to as the weak one) the parameters to be varied do not enter in the state constraint
so typical of such financial problems. We can thus endeavour for this formulation a
sensitivity analysis by mixing ideas and result from both referred chapters, the caveat
being that often we assume for simplicity complete markets and/or power utilities.
In the last chapter of this thesis we move on to the so-called Principal-Agent Problem
(PA hereafter) of delegated portfolio management. As opposed to the previous sections,
we restrict ourselves to discrete-time here. This problem is an instance of PA problems
under moral hazard, and we refer to Holmström and Milgrom [1987], Schättler and
Sung [1993] for some of the seminal contributions in this theory, Williams [2013] and the
compendium Cvitanić and Zhang [2013] where mainly Pontryagin stochastic maximum
principle is applied, Sannikov [2008] for a modern approach using as well Hamilton-
Jacobi-Bellman (HJB) equations and discussing the relevant issues of retirement and
quitting, among other types of contracting relationships, and Cvitanić et al. [2014] for
a very recent approach to the case of moral hazard under incomplete information.
In our setting, however, we take as motivation the work of Ou-Yang [2003] (which in a
sense is generalized in Cadenillas et al. [2007]), where a delegated portfolio management
problem with linear contracts in continuous-time was analyzed, and look at its discrete-
time variant as outlined in sections 4.2 and 4.4. Thought of as a PA problem under moral
hazard, their setting is the following: an investor (the Principal) wants to get her capital
invested by a manager (the Agent) in a financial market, for which a contract between
them is to be designed so that it is in the latter’s best interest to behave optimally
for the former. The key issue is that the Principal cannot in principle force the Agent
to choose what she wants and very often the latter’s decisions are not observable nor
contractible by the former. In the mentioned article and mainly under the assumption
of exponential utilities the contracting problem is solved by means of a HJB approach
and the optimal contract is showed to be of the form
“lump-sum payment plus gains/losses with respect to a benchmark portfolio,”
which is in fact the most common compensation structure used in practice. As it is
the case for many specific PA models analysed in the literature, in Ou-Yang [2003]
the author achieves to solve the problem explicitly to a significant extent and extract
qualitative understanding of the situation. However when one considers a fully general
PA problem (under moral hazard), things become much more entangled. For instance,
in Cvitanić and Zhang [2013] the contracting problem reduces to solving a fully-coupled
system of Forward-Backward Stochastic Differential Equations (FBSDE for short). Due
to the generality of their setting, it is barely possible to gain an understanding out of
such a system, and often it is not even well-known if the mentioned system admits a
global solution at all. This trade-off between tractability and generality is a constant
actor in the literature on PA problems. In this thesis we deal with this phenomenon
by restricting ourselves to the discrete-time setting with linear contracts yet otherwise
considering very arbitrary utility functions and price dynamics.
The main technical tool for our approach will be Conditional Analysis, which al-
lows to translate most of the usual results in Analysis (therefore also convex analysis,
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optimization, etc.) to the case when sets and set-relations are replaced by suitable con-
ditional variants thereof. We refer the reader to Filipović et al. [2012], Filipović et al.
[2009] and Cheridito et al. [b] to get a flavour of the type of statements and results
available in that theory, and to our section 4.5 for a summary of known results plus
a few new ones which will be useful in our framework. The whole point is that after
we write our dynamic optimization PA problem, and under suitable assumptions like
time-consistency and cash invariance, we may reduce it by Theorem 4.4.1 to a series of
static yet random optimization problems of risk-sharing type but under constraints. For
such a deduction we employ the usual argument of turning the Agent’s inter-temporal
wealth as a driving variable, in spirit similar to Spear and Srivastava [1987]. We are
hence lead to dealing with random optimization problems and here conditional analysis
provides the framework and tools to tackle them in an elegant and general way, at the
same time avoiding the usual measurable selection argument typically needed in such
situations and which tend to be highly technical. We should stress that this programme
has already been used in the different setting of equilibrium (see Cheridito et al. [a]).
The first main difficulty that arises in our approach is that at a first glance the
mentioned random (i.e. conditional in our case) static optimization problems are not of
a convex kind, owing to the Principal having to take account of the Agent’s rationality
into her decision making as a constraint; this is usually called incentive compatibility in
the literature. However we very directly prove in Theorem 4.4.2 that both Principal’s
and Agent’s problems can be merged into a single unconstrained one in our setting,
whose solution yields the optimal contract. In economical terms, we see that an optimal
first-best contract (i.e. one obtained as if the Principal could force the Agent to do what
she wants) is implementable by the Agent, meaning that it is in his best interest to
behave as the Principal wanted, and thus this first-best contract is also optimal in the
original situation with moral hazard. This is already a generalization of the related
result in Ou-Yang [2003] and is connected to Korn and Kraft [2008].
The second main difficulty is then solving the conditional optimization problems
which together yield the first-best contract. These being unconstrained convex ones
(strictly speaking concave, as we will be always maximizing), we are now in a better
position to tackling them. The approach we follow is to prove that the set of potential
optimizers is bounded in a suitable sense, and this is indeed obtained under several
assumptions and in different contexts. In the greatest generality we work in the con-
ditional version of L1 spaces and with conditional utility functions enjoying a certain
variational representation in the spirit of Maccheroni et al. [2006], and the transit from
boundedness to optimality is achieved in Theorem 4.6.2 through either a randomized
Bolzano-Weierstrass Theorem or a Komlos-type argument involving convex combina-
tions of the original bounded, optimizing sequences. On the other extreme, and under
suitable assumptions making it possible to essentially reduce the static conditional prob-
lems to deterministic ones in Euclidean spaces, we find in Theorem 4.8.1 the optimal
contract by the Lagrange multiplier method. In the latter case we recover the known
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result that the optimal contract is of the form
“lump-sum payment plus gains/losses with respect to a benchmark portfolio.”
We close the chapter with a brief discussion on possible extensions and lines of research
opened by the present work and a wrap-up discussion.
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2 Robust utility maximization without
model compactness
2.1 Introduction
In the robust utility maximization problem we deal with in this chapter, an investor/agent
seeks to optimize her expected utility from final wealth taking into account the fact that
she does not know accurately the “true” market dynamics. This is modelled as she tak-
ing a worst-case approach with respect to a family of possible probability measures
which we call here the uncertainty set. As it was mentioned in Chapter 1, a prevalent
assumption in the literature on the subject is to work with uncertainty sets with some
sort of compactness property. In the present chapter we show how this assumption can
be dispensed with, essentially by introducing a functional framework in a way that the
images through the utility function of the terminal admissible wealths become (weakly)
compact and thus allowing to relax the restrictions on the uncertainty set. Further, in
the complete case, we provide a new characterization of the worst-case measures (i.e.
those measures in the uncertainty set which yield the least optimal utility to the in-
vestor) by means of general convex duality. For pedagogical reasons we shall present
our results in the complete and incomplete case rather separately, even though most of
them in the former case are a direct consequence of those in the latter case, as notation
and ideas are simpler to grasp in the complete case.
The chapter is organized as follows. In the next section, we describe the mathematical
framework of the robust optimization problem in continuous-time financial markets and
we recall the main results established in Schied and Wu [2005]. Then, we will state in a
simplified way our main results about the incomplete market case. We further specialize
our survey of results in the complete market case and illustrate their application with
a simple example not covered by the previous literature. Then we end the section by
working out such simple example, where our methodology provides in the complete
case an explicit description of the worst-case measure and the optimal final wealth. In
Section 2.3 we introduce and study some properties of the Orlicz-Musielak spaces that
will be relevant in the complete case. Our main results on the robust optimization
problem in that case (including the characterization of the worst-case measure) are
then established in a general form in Section 2.4. In Section 2.5 we introduce the
Modular spaces associated with the incomplete case. We then deduce from their study
a new general minimax result which in particular entails the existence of optimal wealth
processes. We also discuss the issue of reflexivity of our Modular spaces, proving that
such a property seldom holds beyond the complete market case. We close the chapter
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with a rather heuristic discussion in section 2.6, where we address how our method could
be extended to the case where there is no known global reference probability measure
governing the market (in the sense that the uncertainty set is not absolutely continuous
with respect to any measure a priori). Except for such section, this chapter is based on
a joint work with Professor Joaquín Fontbona of the Universidad de Chile, which can
be found in Backhoff and Fontbona and which is itself a deep extension of the present
author’s earlier work Backhoff.
2.2 Preliminaries and statement of main results
We will work in the same setting as Schied and Wu [2005], Kramkov and Schacher-





1≤i≤d be the price process of these stocks, and T <∞ a finite investment hori-
zon. The process S is assumed to be a semimartingale in a filtered probability space
(Ω,F , (F)t≤T ,P), where P will always stand for the reference measure. The expectation
with respect to P will be denoted by E. The set of all probability measures on (Ω,F)
absolutely continuous w.r.t. P will be denoted by P, and the expectation with respect
to Q ∈ P\{P} will be expressed by EQ.
A (self-financing) portfolio π is defined as a couple (X0, H), where X0 ≥ 0 denotes
the (constant) initial value associated to it and H = (Hi)di=1 is a predictable and S-
integrable process which represents the number of shares of each type under possession.
The wealth associated to a portfolio π is the process X = (Xt)t≤T given by




and the set of attainable wealths from x is defined as
X (x) = {X ≥ 0 : X as in (2.2.1) s.t. X0 ≤ x} . (2.2.2)
The set of equivalent local martingale measures (or risk neutral measures) associated
to S is
Me(S) = {P∗ ∼ P : every X ∈ X (1) is a P∗-local martingale} (2.2.3)
which reduces to
Me(S) = {P∗ ∼ P : S is a P∗-local martingale} ,
if S is locally bounded. We assume this in the sequel, and that the market is arbitrage-
free in the sense of NFLVR, meaning thatMe(S) is not empty.
As usual the market model is coined complete ifMe(S) is reduced to a singleton, i.e.
Me(S) = {P∗}. Given Q ∈ P, the following set generalizes the set of density processes
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(with respect to Q) of risk neutral measures equivalent to it:
YQ(y) := {Y ≥ 0|Y0 = y , XY is Q− supermartingale ∀X ∈ X (1)} .
Introduced in Kramkov and Schachermayer [1999], YQ(y) plays a central role in portfolio
optimization in incomplete markets.
Definition 2.2.1 A function U : (0,∞)→ R is called a utility function on (0,+∞), if
it is strictly increasing, strictly concave and continuously differentiable. It will be said
to satisfy INADA if
U ′(0+) =∞ and U ′(+∞) = 0 .
Its asymptotic elasticity, introduced in Kramkov and Schachermayer [1999], is defined
as AE(U) := lim supx→∞
xU ′(x)
U(x) .
Such a function U is extended as −∞ on (−∞, 0).
Suppose now that an agent aims to optimize her wealth by investing in a market which
might be modelled by more than one probabilistic model, the actual or more accurate
one being unknown to her. Let Q ⊂ P be a set of feasible probability measures or
models on (Ω,F , (F)t≤T ,P) representing the mentioned ambiguity or uncertainty. We
shall refer to such a set as the uncertainty set from here on. A common paradigm in
robust optimization consists in adopting a conservative or risk averse point of view, in





EQ (U (XT )) , (2.2.4)
(a suitable meaning can often be given to the expectation in case U is unbounded) which
represents the situation in which she tries to maximize the worst-case expected utility
given the set of models under consideration.
Throughout the present work it will be assumed that Q contains only probability
measures that are absolutely continuous with respect to P. We will write
Qe := {Q ∈ Q|Q ∼ P},




dP the set of densities with respect to P of





















dP > 0 a.s.
}
.
As in the standard, i.e. non-robust, setting (see Pham [2009] for general background)
the dual formulation of the optimization problem (2.2.4) will make use of the conjugate
function of U (actually the Fenchel conjugate of −U(−·)), given by
V (y) := sup
x>0
[U(x)− xy] ∀y > 0. (2.2.5)
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The following functions commonly used in the literature to tackle problem (2.2.4), will





EQ (U (XT )) , (2.2.6)
uQ(x) = sup
X∈X (x)
EQ (U (XT )) , (2.2.7)
vQ(y) = inf
Y ∈YQ(y)




Of course, uQ(x) is the investor’s “subjective” utility under model Q ∈ Qe, when starting
from an initial wealth not larger that x > 0, whereas u(x) is her robust utility. The
function x 7→ uQ(x) is concave (as an easy check shows), so that uQ(x0) < +∞ at some
x0 > 0 for some given Q ∈ Q implies uQ < +∞ and then, u < +∞, by the usual
minimax inequality.
For a fixed Q ∈ Qe it was proven in [Kramkov and Schachermayer, 1999, Theorem
3.1] that, whenever uQ is finite, the functions uQ and vQ are conjugate:
uQ(x) = inf
y>0
(vQ(y) + xy) and vQ(y) = sup
x>0
(uQ(x)− xy) . (2.2.10)





















(v(y) + xy) ,
(2.2.11)
always hold, the function v can be considered as a candidate conjugate of u.
We will denote in the sequel by L0 = L0(Ω,P) the space of measurable functions
equipped with the topology of convergence in probability, and by L0+ ⊂ L0 the cone of
non-negative functions therein.
Let us now briefly summarize the main available general results on the robust problem,
obtained in Schied and Wu [2005]. The following assumption on Q is required:
Assumption 1
1. Q is convex.
2. P(A) = 0 if and only if [Q(A) = 0,∀Q ∈ Q].
3. The set dQdP is closed in L
0(P), i.e. with respect to convergence in P-measure.
Theorem 2.2.1 (Theorem 2.2,Schied and Wu [2005]) Suppose Assumptions 1 and
Me(S) 6= ∅ hold, as well as:
∃x > 0,Q0 ∈ Qe st. uQ0(x) <∞. (2.2.12)
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EQ (U (XT )) . (2.2.13)
Moreover, u and v as in (2.2.9) are conjugate:
u(x) = inf
y>0
(v(y) + xy) , and v(y) = sup
x>0
(u(x)− xy) . (2.2.14)
In particular, v is convex. Also, their derivatives satisfy:
u′(0+) =∞ , and , v′(∞−) = 0. (2.2.15)
Theorem 2.2.2 (Theorem 2.6,Schied and Wu [2005]) Suppose Assumption 1 and
∀y > 0,∀Q ∈ Qe, vQ(y) <∞ (2.2.16)
(which is true as soon as uQ is finite ∀Q ∈ Qe and AE(U) < 1). Then, the derivatives
of the value functions satisfy:
v′(0+) = −∞ , and u′(∞−) = 0, (2.2.17)
















that is, the suprema and infima in (2.2.13) are attained. Moreover, there exists ŷ in the




























If additionally AE(U) < 1, then u is strictly concave, v is continuously differentiable,
and: {







Some comments about Assumption 1 on Q are in order. Point (1) together with (3)
imply that Q is countably convex, and together with point (2) this is used in Schied and
Wu [2005] to ensure that Qe is not empty (thanks to Halmos-Savage Theorem, see [Klein
and Schachermayer, 1996, Theorem 1.1] or [Föllmer and Schied, 2004, Theorem 1.61]).
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More importantly, in view of points (1) and (2), point (3) is equivalent to dQdP being a
σ(L1, L∞)-compact set (see Lemma 3.2 of Schied and Wu [2005]). This fact turns out to
be crucial in the proofs of the above results, in order to establish, among other things,
the minimax identity (2.2.13) and the expression for v(ŷ) in (2.2.19), as well as to ensure
the fact that the double infimum in (2.2.9) is attained. To our knowledge, the same
L1− weak compactness condition is present, for instance in Föllmer and Gundel [2006],
where the authors study the above problem through a different approach (of robust
projections) and, in some way or another, in all the available results about problem
(2.2.4).
The next example shows, however, that meaningful uncertainty sets which are not
closed in L0 arise naturally or are simple to conceive:
Example 2.2.1 Let us imagine that the investor in the continuous time market model
(2.2.1) has an apriori knowledge (as in insider trading) or belief (as in our robustness
interpretation) that on average a certain FT−measurable unbounded random variable
h (e.g. ST ) is bounded from below by a constant A > 0. If E(h) < ∞, then the set
of densities dQAdP of the uncertainty set QA := {Q ∈ P : Q  P, E
Q(h) ≥ A} is
not-closed in L0. Indeed, the sequence Qn(·) := P(·|h ≥ nA) ∈ QA, is such that
dQn
dP = P(h ≥ nA)
−11{h≥nA} → 0 in L0 when n→∞, yet obviously 0 /∈ QA.
Our main goal is to establish a functional framework allowing us to study the robust
optimization problem without the L1− weak compactness assumption, and to recover
at least in some general situations, some of the results in Schied and Wu [2005] in such a
setting. The spaces and tools we will introduce will be naturally related to the elements
of the problem, and they will allow us to deal with some examples of uncertainty sets
Q that commonly arise in concrete situations.
In the remainder of this chapter, we will restrict our attention to the setting of
Assumption 2 U is a utility function on (0,∞), not bounded from above, satisfying
INADA and such that U(0+) = 0.
Remark 2.2.1 It is easy to see that power utilities (i.e. U(·) = α−1(·)α, α ∈ (0, 1))
fulfil such set of conditions. Moreover, the above assumption is satisfied if and only if for
the inverse of U it holds: U−1 is convex and increasing, U−1(0+) = 0, U−1(∞) = ∞,
[U−1]′(0+) = 0 and [U−1]′(∞) =∞. With this we can see that, for instance, the inverse
on [0,+∞) of x 7→ ex − x− 1 satisfies Assumption 2.
Remark 2.2.2 If U(0+) > −∞ only, by a translation argument it can be assumed
w.l.o.g. that U(0+) = 0. Also, under the latter condition we have V ≥ 0.
An overview of our approach and results is presented in the following subsections.
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2.2.1 Main statements in general markets
Suppose for ease of exposition that the reference measure is a martingale one. The













where Y := YP(1), and we often write Y for YT . Therefore, if equality at some finite value
is to hold in (2.2.11), the optimization problem (2.2.4) can be restricted to measures





where for every Y ∈ Y we define:
L|·|V ◦Y/|·| :=
{
Z ∈ L0 s.t. ∃α > 0,EP [|Z|V (Y/(α|Z|))] <∞
}
.
The function z 7→ |z|V (Y/|z|) is a.s. non-negative and convex under Assumption 2, so
that L|·|V ◦Y/|·| will turn out to be an Orlicz-Musielak space (see Remark 2.3.3), hence
a Banach space with the adequate norms. The convex conjugate of | · |V ◦ Y/| · | will be











Relevant properties of L|·|V ◦Y/|·| and LY U−1◦|·| will be pointed out in a more general
setting below. In particular the following conditions will be relevant in the study of
topological duality between these spaces:
Assumption 3 Assumption 2 on the utility function U holds and, for some constants
a, b, k, d > 0, the convex functions V (y) = supx>0[U(x) − xy] and U−1(y) on (0,∞)
satisfy
V (y/2) ≤ aV (y) + b(y + 1) ∀y > 0, (2.2.23)
and
U−1(2y) ≤ kU−1(y) + d ∀y > 0. (2.2.24)
In the jargon of Orlicz space theory (see e.g. Rao and Ren [1991]), Assumption 3 will
correspond to “∆2 and ∇2”-type conditions on the Young function | · |V ◦ 1/| · |. Let us
point out that this is satisfied for instance by the utility functions on (0,∞) given by
U(x) = x
α
α , α ∈ (0, 1).
In Section 2.5.1 a suitable Banach Space topology on LI is defined (called a Modular
Space topology), which is a generalization of the Orlicz-Musielak one. Furthermore, we
shall find that this norm topology harmonizes tightly with our optimization problems.
We are thus led to finding verifiable conditions on the utility function U that may render
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the space LI to be tractable. This is done for the next result, where under the right
assumptions that allow us to identify the dual of LI (with some concrete space LJ
related to the intersection of the LY U−1◦|·| spaces), we can obtain the minimax equality
and existence of optimal strategies by exploiting a certain compactness of the image
under U of the terminal wealths as elements in the dual space of LI . This is the content
of Theorem 2.5.1, of which we give a simplified version now:
Theorem 2.2.3 Suppose Assumption 2, that (for simplicity) the reference measure P
is already a martingale one, and that the set Q satisfies:
• Q is countably convex,
• [P(A) = 0 ⇐⇒ ∀Q ∈ Q,Q(A) = 0],
• dQdP ∩ LI is non-empty and closed w.r.t. the topology on LI weakened by its dual,
• ∃x0 > 0,∃Q0 ∈ Qe such that uQ0(x0) <∞.
Then under condition (2.2.23) in Assumption 3, we have that for every x > 0:







= infQ∈Qe supX∈X (x) EQ (U (XT )) < +∞, (2.2.25)
for some X̂ ∈ X (x). Moreover v is finite and u, v are conjugates on (0,∞).
In Section 2.5.2 we will build up the rigorous functional analytic setting in order to
prove the above result. In the section thereafter we will further see that a sufficient
condition for the existence of a saddle point (hence a worst-case measure) is that LI
be a reflexive space, which is why we also investigate conditions for that property to
hold. The main result in this respect, stated next, gives a rather sobering answer to
that question:
Theorem 2.2.4 Under Assumptions 2 and 9, if the set Y is not uniformly integrable,
then LI is not reflexive.
As it shall be discussed, in most reasonable strict incomplete market models (for
instance those involving the brownian filtration) the mentioned set is not uniformly in-
tegrable and thus LI is not reflexive. On the positive side, in the complete case Y is of
course dominated in L1 (see e.g. [Kramkov and Schachermayer, 1999, Lemma 4.3]) and
therefore the previous result does not exclude reflexivity in that case. We will actually
see that under Assumption 3 the space LI is reflexive in the complete market case. This
fact will allow us to fully remove in the complete case the assumption of L1−weakly
compact uncertainty sets, recover in that enlarged setting the main statement of Theo-
rems 2.2.1 and 2.2.2, and state new results characterizing the worst-case measure.
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2.2.2 Main statements in the complete market case
We specify the discussion to the complete setting, otherwise keeping the notation intro-










Then, if equality at some finite value is to hold in (2.2.11), the optimization problem




Z ∈ L0 s.t. ∃α > 0,E [|Z|V (1/(α|Z|))] <∞
}
.
The space L|·|V ◦1/|·| is a classical Orlicz space, and in the current setting it coincides,
as a topological space, with the space LI previously introduced.
Because in the complete case we can sharpen our results, in particular providing
existence and characterization of worst-case measures and optimal strategies, we shall
write in detail the assumptions and results that we need and obtain:
Assumption 4
• Q is countably convex.
• [P(A) = 0 ⇐⇒ ∀Q ∈ Q,Q(A) = 0].
• dQdP ∩ L|·|V ◦1/|·| is a non-empty, weakly closed convex set of L|·|V ◦1/|·|
• ∃x0 > 0,∃Q0 ∈ Qe such that uQ0(x0) <∞,
As in the assumptions in Theorem 2.2.3, and unlike Assumption 1, the third condition
depends on the utility function at hand. Since we cannot get countable convexity out of
convexity in the present context, we add this to the assumptions. The fourth condition,
which we add straight from the beginning, is required in any case for most of the results
in Schied and Wu [2005].
We state now our main result in the complete case, which will be proved in Section
2.4.1. We phrase it on purpose as in the corresponding results in Schied and Wu [2005]:
Theorem 2.2.5 Assume that the market is complete, and (only for simplicity) that the
reference measure P is the risk-neutral one. Suppose Assumptions 3 and 4 hold. Then:





EQ (U (XT )) .
What is more, v is finite, convex l.s.c, and u, v are conjugates on (0,∞):
u(x) = inf
y>0
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= uQ̂(x) = v(ŷ) + xŷ, (2.2.27)





as well as Q̂−a.s.




c) If additionally AE(U) < 1, then u is strictly concave, v is continuously differen-





Remark 2.2.3 By Hahn-Banach theorem, Q ⊂ P satisfies the third point of Assump-
tion 4 if and only if there exists a family H = (hλ)λ∈Λ of elements of LU−1◦|·| and a
function λ 7→ (aλ, bλ) with −∞ ≤ aλ ≤ bλ ≤ +∞ such that
dQ







dP ∈ L|·|V ◦1/|·| and E
Q (hλ) ∈ [aλ, bλ]
}
. (2.2.28)
The functions hλ in Remark 2.2.3 can actually be interpreted as real “observables of
the market,” so that the uncertainty set can always be understood as those models
under which their expected observed values EQ(hλ) lie, when defined, on the prescribed
extended real intervals [aλ, bλ]. Uncertainty sets specified in such way naturally arise in
modelling situations (e.g. information on moments).
We will later see that under Assumption 2 on the utility function, the first three
points in Assumption 4 on the uncertainty set are implied by Assumption 1. It is easy
to see that the converse is not true, as we show in this example:
Example 2.2.2 Consider the utility function U(x) = x
α
α , α ∈ (0, 1), so that L|·|V ◦1/|·| =
L
1
α , and the uncertainty set QA of Example 2.2.1 . If the r.v. h is in L
1
1−α , one can
check with help of Hölder’s inequality that L|·|V ◦1/|·|∩QA is a closed subset of L|·|V ◦1/|·|.
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2.2.3 Characterization of the solution in the complete case
Our next aim is to characterize the solution Q̂ of the robust portfolio optimization
problem (i.e. the worst-case measure) in the complete case, by adapting to the present
framework techniques developed in the context of abstract entropy minimization prob-
lems in a series of papers by C. Léonard (see Léonard [2008], Léonard [2010], Léonard
[2003] and references therein). We will state in a particular (simplified) setting our main
result on the characterization of the worst-case measure in the complete case. Some ad-
ditional notation and hypotheses are needed (see Remark 2.2.3 for the context). We
denote by CΛ the convex subset of RΛ
CΛ := {t ∈ RΛ : ∀λ ∈ Λ, tλ ∈ [aλ, bλ]}.
The following condition of linear independence regarding the family of observables H
(enlarged with the constant observable 1) will be useful.
Assumption 5 There exists a family of random variables H = (hλ)λ∈Λ associated
with Q as in (2.2.28), such that for each finite subset Λ′ ⊂ Λ, and every α = (αλ) ∈ RΛ
′




αλhλ = 0 P− a.s. if and only if α = 0 and β = 0.
It will be seen later on that Assumption 5 is not an actual restriction.
For each y > 0, we next introduce the function νy : RΛ × R→ R ∪ {+∞} defined at
(t, s) = ((tλ)λ∈Λ, s) by

















The following is a key assumption (introduced in Léonard [2008]) to be interpreted
as a qualification condition of weak type which enables the characterization of the
minimizing measures. Recall that the affine hull aff(A) of A ⊂ L, where L is a linear
space, is the smallest affine subspace of L containing A, and the intrinsic core of A is
icor(A) := {a ∈ A|∀x ∈ aff(A),∃t > 0 st. a+ t(x− a) ∈ A} ;
this is the biggest topology-free definition of the interior of a set.
Assumption 6 For each y > 0:(
CΛ × {1}
)
∩ icor (dom νy) 6= ∅.
We also write RΛH for the linear subspace of RΛ × R given by
RΛH := {(t, s) ∈ RΛ × R : ∃Z ∈ L|·|V ◦1/|·| s.t. tλ = E(Zhλ) ∀λ ∈ Λ, s = E(Z)},
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the expectations making sense by Hölder’s inequality in Orlicz spaces. Notice that
for each (t, s) = (E(Zhλ)λ∈Λ,E(Z)) ∈ RΛH, the linear mapping defined on the span
R + 〈H〉 = {β +
∑
λ∈Λ′ αλhλ : β ∈ R, (αλ) ∈ RΛ
′

















can be extended by density to a unique linear map defined in the closure R + 〈H〉 of
R + 〈H〉 in LU−1◦|·| and denoted
β + h 7→ βs+ 〈h, t〉.
The definition does not depend on Z such that (t, s) = (E(Zhλ)λ∈Λ,E(Z)). We have
Theorem 2.2.6 Suppose that the general assumptions of Theorem 2.2.5 hold, together
with Assumption 5.
a) For each y > 0, the following identities hold:
v(y) = inf
t∈CΛ






































Moreover, the infimum (2.2.26) is attained at a unique element Zy ∈ dQdP .




























where ŷ belongs to the super-differential of u at x.
c) If in addition Assumption 6 holds, then the second maximization problem in (2.2.29)
has a solution β + h ∈ R + 〈H〉. Moreover, there exists a P−a.s. unique non-
negative function h̄ ∈ LU−1◦|·| such that (β + h)+ = h̄ for any solution β + h ∈











Plainly, the previous result states that under suitable conditions, the problem of
finding the worst-case measure in the robust portfolio optimization problem can (at
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least theoretically) be solved in the complete case, through the following strategy:
• finding for each y > 0 a solution β + h to the last problem in (2.2.29)













• and minimizing on y > 0 the obtained values of v(y) + xy. Then, Z ŷ associated
with the minimizer ŷ is the worst-case measure.
Notice that, in general, Z ŷ might depend on x and on the utility function, contrary
to the least favourable measures determined for instance in Baudoin [2003] or Schied
[2005] (see also Föllmer and Schied [2004]) for specific uncertainty sets.
Of course, for each y > 0 the problem (2.2.29) is a dual problem to (2.2.26) and so, in
some sense, a “bi-dual problem” to the original robust optimization one. Assumption
6 corresponds in that context to a weak constraint qualification condition of geometric
(rather than topological) type.
Our general results stated later on will also cover the case of uncertainty set Q defined
by observables hλ taking values in vector spaces of arbitrary dimension (and with general
convex subsets Cλ in each of them instead of the intervals [aλ, bλ]). We point out that
the problem (2.2.29) will be solved by considering first an extension in some abstract
functional space, and showing that its solution actually is in LU−1◦|·|. A characterization
of the solution pair to the primal-extended dual problems will also be provided.
In checking the condition in Assumption 6, the next result (following from Léonard
[2010] as explained later on), is useful:
Lemma 2.2.1 For all y > 0 and (t, s) = ((tλ)λ∈Λ, s) ∈ RΛ × R one has







where the infimum is taken over {Z ∈ L|·|V ◦1/|·| : (E(Zhλ)λ∈Λ,E(Z)) = (t, s)}.
Notice that if the uncertainty set is determined by the expectations of finitely many
observables in R, say n ∈ N of them, the maximization problems in (2.2.29) are stated
in the n+ 1 dimensional euclidean space.
Example 2.2.3 Consider the Samuelson model under the risk neutral measure. That







for some standard Brownian motion W , where σ2 > 0 and S0 = 1
(for simplicity). For A > 0, we consider the uncertainty set QA := {Q ∈ P : Q 
P, EQ(ST ) ≥ A} corresponding to the one in Example 2.2.1 with h := ST , and the
utility function U(x) = 2x1/2 in Example 2.2.2 with α = 1/2. Since ST ∈ LU−1◦|·| = L2,
dQA
dP ∩ L|·|V ◦1/|·| is weakly closed in L|·|V ◦1/|·| = L
2. With Girsanov Theorem we easily
see that for each A > 0, there is a probability measure QA with dQAdP ∈ L
2 such that
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EQA(ST ) = A. In particular, QA 6= ∅. Moreover, QA is closed under infinite convex
combinations.
In order to check Assumption 6, notice first that for any (a, b) ∈ R2+ with a, b 6= 0 there
is an element Z ∈ L2, Z ≥ 0 such that (E(Z),E(ZST )) = (a, b) (take e.g. Z := adQAdP ∈
L2 with QA as above and A = ba). From Lemma 2.2.1 we get aff (dom νy)) = R
2 and
from the previous we actually obtain CΛ × {1} ⊂ icor (dom νy).






















P ((β + STα)21β+STα>0) .
(2.2.30)
In order to get explicit expressions, we assume in what follows that
eσ
2T > A > 1.




is convex on the whole plane
R2 (as inherited out of the convexity of U−1), the function f(β, α) being maximized in





= eσ2T and EP (ST ) = 1, in {(β, α) ∈ R2 : β > 0, α > 0} we have
f(β, α) = β +Aα− y4
(




whence f is twice continuously differentiable on such part of the plane. Since exp{σ2T} >









(β∗, α∗) ∈ (0,∞)2 and ∇f(β∗, α∗) = 0. Thus (β∗, α∗) is a local maximum of f and












































We conclude that the optimal measure is given in terms of the pair (β∗, α∗) = (β∗(ŷ), α∗(ŷ))
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by Q̂ = ŷ[U−1]′ (〈(β∗, α∗), (1, ST )〉)P(dω), that is
Q̂(dω) := e
σ2T −A+ ST (A− 1)
eσ2T − 1
P(dω).
Let us remark that Q̂ is the unique convex combination of the measures dP and STdP
being a probability measure and satisfying EQ̂(ST ) = A.
Last, part b) of Theorem 2.2.5 implies that the terminal wealth of the optimal portfolio




2T −A+ ST (A− 1)
)2
(eσ2T − 1 + (A− 1)2) (eσ2T − 1)
.
The robust optimal strategy can then be derived by standard hedging arguments, using
the fact that X̂T is under P the final value of a martingale issued from x (which also
follows from X̂t being a submartingale with EP(X̂T ) = x).
2.3 Orlicz-Musielak spaces and the robust optimization
problem
We now introduce some general functional spaces needed in our study of the robust
optimization problem. These can actually be seen as Orlicz spaces based on “randomized
Young functions.” Their main properties including dual spaces and reflexivity are first
recalled, following succinctly the presentation in Kozek [1976/77] and Kozek [1980].
We then translate these concepts to the robust optimization setting, for which some
relevant functionals are introduced, and their main properties are studied. The goal
is to identify, from the ingredients of the financial problem, who the key “randomized
Young functions” are and from them construct the Orlicz-Musielak spaces that shall be
relevant in our analysis (see Remark 2.3.3 for this).
2.3.1 Orlicz-Musielak spaces
Recall that (Ω,F ,P) is a (complete) probability space and that the notation E(·) is
employed for the expectation under P. Let us define what we meant with randomized
Young functions:
Definition 2.3.1 A functional ρ : (−∞,∞)×Ω→ [0,∞] is said to be a rho-functional
if the following hold:
1. ρ is jointly measurable
2. for almost every ω ∈ Ω, ρ(·, ω) is lower-semicontinuous and convex
3. ρ(0, ·) ≡ 0 and ρ(x, ·) = ρ(−x, ·)
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4. If α : Ω → (0,∞) is measurable, then there exists a measurable function λ : Ω →
(0,∞) such that a.s. [|x| ≥ λ(ω)⇒ ρ(x, ω) ≥ α(ω)] .
5. If ε : Ω → (0,∞) is measurable, then there exists a measurable function ρ : Ω →
(0,∞) such that a.s. [|x| ≤ ρ(ω)⇒ ρ(x, ω) ≤ ε(ω)] .
6. The random variables ρ(x, ·) and ρ∗(y, ·) := supx∈(−∞,∞)(xy − ρ(x, ·)) are inte-
grable for every x, y ∈ (−∞,∞).
Remark 2.3.1 Under the conditions in Definition 2.3.1, the results in Kozek [1976/77]
are valid. It is worth noting that in that paper a functional ρ satisfying conditions 1.
through 5. was called an “N-function.” However, such a ρ “only” converges a.s. to zero
(resp. to∞) when x tends to zero (resp. to∞), whereas in the standard definition of N-
functions, it is the quotient ρ(x,ω)x that has this limiting behaviour in x near 0 and +∞.
To avoid confusions we use here the different “rho-functional” terminology. Also, in the
language of Kozek [1976/77], the above condition 6. amounts to requiring “condition B
on ρ and ρ∗,” and is necessary to obtain nice topological properties (see below). Last, it
is not difficult to see from the above definition that ρ∗ is also a rho-functional.
Define now for a random variable Z : Ω→ (−∞,∞),
Iρ(Z) := E [ρ(Z, ·)] ≤ ∞.
In the terminology of Kozek [1976/77], this is a normal convex modular. This allows
us to define the following spaces:
Definition 2.3.2 The Orlicz-Musielak space (or generalized Orlicz space) associated to
ρ is defined as:
Lρ(Ω,P) :=
{
Z ∈ L0 s.t. ∃α > 0, Iρ(αZ) <∞
}
, (2.3.1)
and its so-called Orlicz heart is the subspace:
Eρ(Ω,P) :=
{
Z ∈ L0 s.t. ∀α > 0, Iρ(αZ) <∞
}
. (2.3.2)
In the following, Lρ will stand as an abbreviation for Lρ(Ω,P). We have:
Theorem 2.3.1 The following functionals define equivalent norms on Lρ:
‖Z‖`ρ := inf
{
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where Îρ(φ) := sup
Z∈Lρ
[E(φZ)− Iρ(Z)] = Iρ∗ , and ρ∗(·, ω) is the a.s. convex conjugate of









Under these equivalent norms, the linear space Lρ is a Banach space.
Finally, when ρ is finite the topological dual of Eρ is isometrically isomorphic to Lρ∗
(assuming that in one space a ‖ · ‖` norm is taken and in the other a ‖ · ‖a norm is
taken) with the identification [φ ∈ E∗ρ ↔ g ∈ Lρ∗ ] ⇐⇒ [φ(Z) = E(Zg),∀Z ∈ Eρ].
Proof. The first, second and third assertions follow from [Kozek, 1980, Proposi-
tions 1.5 and 1.6], plus [Kozek, 1976/77, Proposition 4.5 and Theorem 2.4 ]. The last
assertion stems on the one hand from [Kozek, 1976/77, Theorem 4.8 and Proposition
3.3] (stating that the topological dual of the closure Mρ under ‖ · ‖ρ of the linear span
of simple functions is always isometrically isomorphic to Lρ∗) and, on the other hand,
from [Musielak, 1983, Theorem 7.6] (implying that Eρ = Mρ when point 6. in the above
definition of rho-functionals holds).
The norms ‖ · ‖`ρ and ‖ · ‖aρ are called respectively Luxemburg and Amemiya norms.
Now thanks to Young’s inequality, one can derive a series of Hölder inequalities:
E(|Zg|) ≤ 2Nρ(Z)Nρ∗(g),
where Nρ (resp. Nρ∗) represents any of the norms in Lρ (resp. Lρ∗) introduced in
Theorem 2.3.1. In particular, Lρ∗ (resp. Lρ) is embedded in the topological dual of Lρ
(resp. L∗ρ), and Lρ and Lρ∗ are continuously embedded in L1. The following growth
property of a rho-functional and its relation with topological properties of the associated
Orlicz-Musielak space is relevant:
Definition 2.3.3 A finite rho-functional is said to satisfy the ∆2 condition (or ρ ∈ ∆2),
if there is a constant K ≥ 1 and a non-negative integrable function h such that a.s.:
ρ(2x, ω) ≤ Kρ(x, ω) + h(ω). (2.3.7)
We then have by [Kozek, 1980, Corollary 1.7.4] that:
Theorem 2.3.2 Let ρ satisfy condition ∆2. Then Eρ = dom (Iρ) = Lρ and hence
(Lρ)∗ is isometrically isomorphic to Lρ∗ . Moreover, if the measure P is non-atomic,
the condition ∆2 is also necessary for this last isomorphism to hold.
Therefore, if both ρ and ρ∗ satisfy the ∆2 condition, the Banach spaces Lρ and Lρ∗
are in topological duality and are reflexive. The converse is true if P is non-atomic.
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2.3.2 Towards the robust optimization problem
Our next aim is to associate a family of Orlicz-Musielak spaces of the previous type





EQ (U (XT )) .
We recall first some useful and well known properties of the function V in (2.2.5) that
follow from Assumption 2:
Lemma 2.3.1 The function V is strictly convex, l.s.c. finite and differentiable (on





= inf{x : U(x) > −∞}, (2.3.8)
V (0) = lim
x→∞
U(x). (2.3.9)
Moreover, if U satisfies AE(U) < 1, then condition (2.2.23) holds for V .
Proof. The facts that V is strictly convex, l.s.c. finite and differentiable (on (0,∞))
follow form the properties of U and standard results on Fenchel conjugates (see [Rock-
afellar, 1970b, Theorem 26.3]) as also does the fact that V ′ = −[U ′]−1. Noting that
[U ′]−1(·) > 0, V has to be strictly decreasing. By definition V (y) ≥ U(0+) = 0, and
this plus its strict decreasing character imply its strict positivity. Results (2.3.8), (2.3.9)
and the last statement appear in [Gundel, 2006, Lemma 2.1.6].
The functions that are next introduced will play a central role in the sequel:
Definition 2.3.4 For l ≥ 0 we define the function
γ∗l (z) =
{






if z ≥ 0, (2.3.10)
and we call γl its conjugate:
γl(x) = sup
z≥0
{xz − γ∗l (z)}.
In robust optimization on finite-dimensional spaces, one would call this function γ∗l
the adjoint of V (see e.g. Ben-Tal et al. [1991]).
The next three results are probably known and certainly follow from elementary
arguments. The proofs of the first two are contained in Backhoff; we show them here
for completeness.
Lemma 2.3.2 Under Assumption 2, we have
• The function (y, z) 7→ γ∗y(z) is convex on (0,∞)2.
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• The function γ∗l (·) is l.s.c, strictly convex in its domain, finite, increasing and
strictly positive on the positive half-line, γ∗l (0) = 0 and limt→+∞
γ∗l (t)
t = +∞.
• The function γl is finite, everywhere differentiable, non-negative, not identically
null and satisfies γl(x) = 0 if x ≤ 0. Furthermore, ∀l > 0 : γl(·) = lγ1(·).
Proof. The first point is known (see Föllmer and Gundel [2006] or Schied and Wu
[2005]): for y0, y1, z0, z1 > 0 and β ∈ (0, 1), the numbers yβ := βy1 + (1 − β)y0,






=zβV (α(y1/z1) + (1− α)(y0/z0))
≤ zβ(αV (y1/z1) + (1− α)V (y0/z0)) = βz1V (y1/z1) + (1− β)z0V (y0/z0)
by convexity of V , with strict inequality if y0z0 6=
y1
z1
. The latter holds in particular when
y0 = y1 and z0 6= z1 yielding the strict convexity in the second point. By Assumption
2, the limit in (2.3.8) equals 0 and since V is finite in the positive half-line, we conclude
that γ∗l is continuous in [0,∞) hence l.s.c. in (−∞,∞). Strict positivity in (0,∞) is also




+∞. The latter implies on the other hand that the recession function of γ∗l is identically
infinite, this is, γ∗l is co-finite in the sense of [Rockafellar, 1970b, Corollary 13.3.1], which
according to this same result is equivalent to γl being finite. Moreover, from [Rockafellar,
1970b, Theorem 26.3], convexity of γ∗l (·) plus strict convexity in its domain (which
implies that this function be essentially strictly convex), imply through this result that
γl(·) be essentially smooth. As this last function is finite, this entails it is everywhere
differentiable. Next, from identity γl(x) = [γ∗l ]
∗ = supy>0[xy − yV (l/y)] it follows that
γl(x) ≥ [−γ∗l (0)] = 0, i.e. γl is non-negative. Moreover, γl(0) = supy[−γ∗l (y)] ≤ 0, from
where γl(0) = 0, and if x < 0, γl(x) = supy≥0[xy − γ∗l (y)] ≤ 0. Notice γl can’t be
null, because if it were so, γ∗l would have some infinite value, which is a contradiction.
Finally, supy>0[xy − yV (l/y)] = l supz>0[xz − zV (1/z)] = lγ1(x).
Since the functions γl and γ∗l take respectively the values 0 and +∞ over the negative
reals, it will be convenient to consider their even versions. Set
γ̄l(·) := max {γl(·), γl(−·)} = γl(| · |).
Lemma 2.3.3 Under Assumption 2, it holds for all l > 0 that
γ∗l (| · |) = (γ̄l)
∗ (·) ≤ γ∗l (·).
Moreover, γ∗l (| · |) is l.s.c, strictly convex, finite and strictly positive except at z = 0
where it vanishes and such that lim|t|→+∞
γ∗l (|t|)
|t| = +∞. Finally, the function γ̄l is
finite, everywhere differentiable, non-negative, not identically null, vanishing at z = 0,
and satisfies ∀l > 0,γ̄l(·) = lγ̄1(·).
Proof. Since γl(| · |) ≥ γl(·), then (γ̄l)∗ (·) ≤ γ∗l (·). Also (γ̄l)
∗ (y) = supx{xy −
γl(|x|)} = supx>0{x|y| − γl(x)}. Hence if y > 0, supx>0{xy − γl(x)} = (γ̄l)
∗ (y) ≤
31
2 Robust utility maximization without model compactness
γ∗l (y) = max{supx>0{xy − γl(x)}, supx≤0{xy − γl(x)}}. Now, it will be proved that
supx>0{xy − γl(x)} ≥ supx≤0{xy − γl(x)} = supx≤0{xy}. For this, given c ≤ 0 it
will be proved that ∃z > 0 st. cy ≤ zy − γl(z), i.e. that γl(z) ≤ (z − c)y. Notice
γl(·) under the assumption is continuous. Hence ∃a0 > 0 st. ∀0 < a ≤ a0, γl(a) ≤ y.
Fix now 0 < a ≤ min{a0, 1}, y, 0 < x ≤ min{1, ca−1}. By convexity, follows that
γl(ax) = γl(ax + 0(1 − x)) ≤ xγl(a) ≤ xy. Yet since x ≤ ca−1 , then x ≤ ax − c, from
where xy ≤ (ax− c)y, and thus γl(ax) ≤ (ax− c)y. Hence taking z = ax > 0, it’s been
shown that y > 0, (γ̄l)∗ (y) = γ∗l (y). But (γ̄l)
∗ is even, as follows from the beginning of
the proof. The two last claims are simple consequence of the properties of γ∗l and γl.
The explicit form of γ̄l turns out to be very simple, and we shall profit from it:
Lemma 2.3.4 The conjugate function of γ∗l (| · |) is γ̄l(·) = lU−1(| · |).
Proof. Clearly γ̄l(x) = supz≥0{|x|z − zV (l/z)}. The first order condition for this
(assuming z 6= 0) is |x| − V (l/z) + lzV
′(l/z) = 0. But using that V ′ = −[U ′]−1 one gets
|x| = U([U ′]−1(l/z)) or better z = lU ′◦U−1(|x|) . Therefore
γ̄l(x) =
|x|l
U ′ ◦ U−1(|x|) −
l
U ′ ◦ U−1(|x|)V ◦ U
′ ◦ U−1(|x|).
Using again the identity V (y) = U([U ′]−1(y)) − y[U ′]−1(y) one arrives at γ̄l(x) =
lU−1(|x|). By Lemma 2.3.2 one knows that γ̄l ≥ 0 and is null only at the origin.
Thus if the supremum defining it were attained at 0, since 0V (l/0) = 0, this shows x
must be null. But also U−1(0) = 0. Hence, the asserted expression for γ̄l is always
valid.




: Y ∈ YP(1)
}
, where
















This implies that if v is to be finite at some point y > 0, the only measures Q that












Since those YT vanishing on a set of positive measure would induce the expectation in
(2.3.11) to be equal to +∞ (since V (0) = U(+∞) = +∞ by assumption), there is no
loss of generality in considering only almost surely strictly positive YT when studying
(2.3.11). Notice that strictly positive elements in YP(1) do exist, see e.g. [Pratelli, 2005,
Lemma 4.1].
This leads us to introduce
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Definition 2.3.5 Let Y ∈ YP(1). We denote by η∗Y , ηY : (−∞,∞) × Ω → [0,∞] the
functionals respectively given by







ηY (z, ω) := γYT (ω)(|z|) = YT (ω)U
−1(|z|).
Of course, if YT > 0 a.s., η∗Y (·, ω) and ηY (·, ω) almost surely inherit the properties of
γ∗l (| · |) and γl(| · |) stated in Lemma 2.3.3. As it is next proved, under mild assumptions
they induce rho-functionals.
Proposition 2.3.1 Let Y ∈ YP(1) be strictly positive a.s. and suppose Assumption 2.
a) Then, a.s. the convex conjugate of the function η∗Y (·, ω) is ηY (·, ω) and, provided
that
∀β > 0,E[V (βYT )] <∞,
η∗Y (·, , ω) and ηY (·, , ω) are rho-functionals in the sense of Definition 2.3.1.
b) If condition (2.2.23) (resp (2.2.24)) holds, the function η∗Y (·, , ω) (resp. ηY (·, , ω))
is in ∆2.
c) If AE(U) < 1, then η∗Y ∈ ∆2 and the condition in a) reduces to
∃β > 0,E[V (βYT )] <∞.
Proof. The functionals ηY and η∗Y are clearly jointly measurable, and the fact that
they are conjugate to each other follows from applying Lemma 2.3.4 almost surely. By
properties of U and V , as functions of z they are a.s. l.s.c., even, null at the origin and
convergent to 0 at 0 and to infinity at infinity. Also, E[YTU−1(c)] ≤ U−1(c) for every
constant c > 0 since Y ∈ YP(1) satisfies E(YT ) ≤ 1. Hence, ηY (c) is integrable. The
assumption E[V (βYT )] < ∞ for every β > 0 implies that also η∗Y is integrable when
applied to constants. We conclude that they are rho-functional. For the second point,






≤ 2aη∗Y (z) + 2b(Y + z)
=2aη∗Y (z) + 2bY + 2bz1{z≥Y/V −1(1)} + 2bz1{z<Y/V −1(1)}
≤2aη∗Y (z) + 2bY + 2bη∗Y (z) + 2bY/V −1(1),
for every z > 0, which means that η∗Y ∈ ∆2. The corresponding property for ηY is
direct. The last statement c) follows from the last part of Lemma 2.3.1.
Point (c) above should be compared with the comment before [Kramkov and Schacher-
mayer, 1999, Corollary 6.1].
With some abuse of notation, for Z ∈ L0 we will write simply η∗Y (Z) referring to the
function η∗Y (Z, ·) : Ω→ [0,+∞) such that η∗Y (Z, ·)(ω) = η∗Y (Z(ω), ω).
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Remark 2.3.3 We deduce that if Y ∈ YP(1) satisfies YT > 0 a.s. and E[V (βYT )] <





Z ∈ L0 s.t. ∃α > 0,EP [η∗Y (αZ)] <∞
}
,
is an Orlicz-Musielak space. Moreover, Lη∗
Y
and LηY (defined analogously) are in sepa-
rating topological duality and by [Kozek, 1976/77, Theorem A.5] or [Kozek, 1980, Propo-
sition 1.5] we get that E[η∗Y (·)] and E[ηY (·)] are convex conjugates to each other w.r.t.
the given duality.
Now some enlightening topological aspects of Lη∗
Y
are given:
Lemma 2.3.5 Assume that for all β > 0, E[V (βYT )] <∞.
• If {Zn} ⊂ Lη∗
Y
converges to 0, so it does in L1.
• Bounded subsets of Lη∗
Y
are uniformly integrable.
Proof. Since η∗Y is a rho-functional, Hölder’s inequality implying that Lη∗Y in injected
continuously in L1 yields the first point. For the second point, let K be a bounded
subset of Lη∗
Y
. Since it is bounded in L1 by the previous point, we only need to show
that ∀ε > 0,∃δ > 0 such that P(A) ≤ δ implies ∀A ∈ K :
∫
A
ZdP < ε. So first
fix ε > 0. From the aforementioned Hölder inequality for Orlicz-Musielak spaces, we
have that E [Z1A] ≤ 2‖Z‖η∗
Y





















, from where we conclude that E [Z1A] ≤ ε if P(A) is small enough.
In the next section we will apply the Orlicz-Musielak point of view in detail in the
case of a complete market, in order to get rid of the assumption of closedness in L0
of the set dQdP , and thus extend some of the results of Föllmer and Gundel [2006] and
Schied and Wu [2005].
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2.4 The Complete case
For notational simplicity we assume that the reference measure is the unique martingale
measure. The results can be readily generalized if this were not the case, at the price of
dealing with the random Young functions η∗Y , ηY (where Y is the density of the unique
martingale measure ) instead of the deterministic ones that we will encounter. Under
this assumption, [Kramkov and Schachermayer, 1999, Lemma 4.3] and its proof states











The only Orlicz-Musielak space pertinent to the problem is thus the Orlicz space
Lη∗ =
{









= γ∗1 (|z|), z ∈ (−∞,∞). (2.4.2)
Recall from Lemma 2.3.4 that the conjugate function of η∗ is the even function
η := γ̄1(·) = γ1(| · |) = U−1(| · |).
In the results to be established in this section, the plain idea is to recover and indeed
sharpen the results already known in the literature (Kramkov and Schachermayer [1999]
in the non-robust case and Schied and Wu [2005], Gundel [2006] in the robust case),
replacing weak compactness in L1 of dQdP by weak closedness in Lη∗ and reflexivity of
that space (for some results it will be enough to have this space be a norm-dual one),
for instance by characterizing the worst-case measures. Additional relevant properties
of Q in Schied and Wu [2005] which are obtained as consequence of the L0-closedness
will be provided here by our assumptions on Q.
We remark that norm-bounds, the minimax equality, attainability of strategies and
conjugacy between u and v, shall be obtained in the incomplete market setting. For ped-
agogical reasons, we state without proof in this section these results, and then establish
further specific results that are not covered by the incomplete-case analysis.
2.4.1 Solving the robust optimization problem without weak L1−
compactness
We will make throughout this section the assumption:
Assumption 7
• Q is countably convex.
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• [P(A) = 0 ⇐⇒ ∀Q ∈ Q,Q(A) = 0].
• dQdP is a non-empty σ(Lη∗ , Eη)-weakly (i.e. weak-star) closed subset of Lη∗ .
Remark 2.4.1 Under the first two points above, again Halmos-Savage Theorem guar-
antees that Qe is non-empty. We could have naturally assumed convexity of Q and
non-triviality of Qe only.
The next result, is a special case of Proposition 2.5.5 valid in the incomplete case:
Proposition 2.4.1 Suppose Assumptions 2 and 7, and moreover that ∃x0 > 0,∃Q0 ∈
Qe such that uQ0(x0) <∞. Then, for all x > 0 we have that









Let us also specialize Theorem 2.5.1, dealing with minimax equality and optimal
strategies in the incomplete case, to the current setting:
Theorem 2.4.1 Suppose Assumptions 2 and 7, and assume that the space Lη∗ is re-
flexive (e.g. η∗ ∈ ∆2 and η ∈ ∆2). Assume that ∃x0 > 0 such that uQ0(x0) < ∞ for
some Q0 ∈ Qe. Then for every x > 0:
u(x) = infQ∈Q supX∈X (x) EQ (U (XT )) = minQ∈Q maxX∈X (x)
EQ (U (XT ))
= infQ∈Qe supX∈X (x) EQ (U (XT )) < +∞. (2.4.4)























Remark 2.4.2 The condition [∃x0 > 0 such that uQ0(x0) < ∞, for some Q0 ∈ Qe]
has several consequences: first u(·) must be finite, second and in view of the lower
bound in (2.4.3) and the minimax Theorem (so assuming reflexivity) we see that if Q
had measures outside Lη∗ then these would not count for u (this is the connection between
Assumptions 7 and 4), and third that again by reflexivity for Q ∈ Qe the function vQ
(and hence v) must be everywhere finite owing to the ∆2 condition and by the previous
point.
Since we will have proved the minimax equality (2.4.4), the estimates (2.4.3) (e.g. the
lower bound therein) and clearly ‖Z‖aη∗ ≤ y+E[|Z|V (y/|Z|)], we could separately reduce
the problems infQ uQ(x) and infQ vQ(y) to subsets of Q whose densities become weakly-
compact sets in L1, and actually these subsets could be chosen fixed for neighbourhoods
around x and y respectively. Although probably feasible, it is not obvious how to connect
these local reductions with the original problem (u and v) since convex conjugacy is not
simply localizable. We thus choose not to embed (locally) our problem in L1 and instead
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stay in our Orlicz space, and follow the route in Schied and Wu [2005] generalizing and
applying the results therein as needed.
We now prove an attainability/stability result, which we will subsequently need.
Proposition 2.4.2 Under the same assumptions of Theorem 2.4.1, for every x, y > 0
there exists Ẑ, Z ∈ dQdP such that (calling Q̂ = ẐdP,Q = ZdP),
u(x) = uQ̂(x) := sup
X∈X (x)
EQ̂ (U (XT )) and v(y) = vQ(y) = E[ZV (y/Z)]. (2.4.5)
Moreover, Ẑ can be chosen to be the strong Lη∗ limit of a sequence {Bn}n ⊂
dQe
dP such
that u(x) = lim uBndP(x), and Z the strong Lη∗ limit of a sequence {Zn}n ⊂
dQe
dP such
that E[γ∗y(Zn)] := E[ZnV (y/Zn)]→ v(y).
Proof. As explained in Schied and Wu [2005], if y > 0 is such that v(y) <∞ (which
is the case, see Remark 2.4.2) then:
v(y) = inf
Q∈Qe
EQ[V (ydP/dQ)] = inf
Q∈Q
EQ[V (y[dQ/dP]−1)].
Hence for the second statement let Wn ∈ dQedP be such that
EWndP[V (yW−1n )] = E[WnV (y/Wn)]↘ v(y).
Due to the simple bound ‖Wn‖aη∗ ≤ y + E[WnV (y/Wn)] we see that the sequence
is bounded and thus except for a subsequence it is weakly convergent (in dQdP , by
assumption). Recalling Mazur’s Lemma, which allows to pass from weak to strong
convergence by convex combinations of the tail of the sequence, we therefore find
Zn → Z strongly and by assumption the Zn’s live in dQedP and Z in
dQ
dP . Notice
v(y) ≤ lim inf E[ZnV (y/Zn)] ≤ limE[WnV (y/Wn)] = v(y), by convexity of E[·V (y/·)]
plus the choice of {Wn} and {Zn}, from which analogously v(y) = limE[ZnV (y/Zn)].
Building on Remark 2.3.3 we see that E[| · |V (y/| · |)] is a conjugate function and thus
l.s.c., from which Z indeed attains v(y).
From Theorem 2.4.1, a sequence {An}n ⊂
dQe
dP such that uAn(x)↘ u(x) exists. As in
the previous paragraph, and out of the convexity of Z 7→ uZdP(x) plus the lower bound
in (2.4.3), a further sequence {Bn}n ⊂
dQe
dP can be found, such that u(x) = lim uBn(x)
and it is convergent strongly to a certain Ẑ. Since Z 7→ uZdP(x) = supH∈U(X (x)) E[ZH]
is weakly l.s.c. in Lη∗ , by virtue of U(X (x)) ⊂ Lη, we see that ẐdP attains inf uQ(x) =
u(x).
We can now prove Theorem 2.2.5, as was stated in the overview cection 2.2.2. This
is the main result of the present section, as it extends in the complete setting the main
results in Schied and Wu [2005]. Notice that we avoid using Komlos-type arguments
(see [Delbaen and Schachermayer, 1994, Lemma A.1.1]), as usually done in Schied and
Wu [2005] and elsewhere, by employing instead our reflexive Orlicz spaces.
37
2 Robust utility maximization without model compactness
Proof. (of Theorem 2.2.5) By Remark 2.4.2 we see that Assumption 4 implies
that w.l.o.g. we may suppose Assumption 7. Also, Assumption 3 implies that we are in
the reflexive case. Thus part (a) in Theorem 2.2.5 is a consequence of Theorem 2.4.1.
We next recover [Schied and Wu, 2005, Lemma 4.1], following its proof closely. Fixing
x > 0 and taking Bn and Ẑ as in Proposition 2.4.2 we still find that any accumulation
point of u′BndP(x) is contained in the superdifferential of u at x. Now, by the usual
non-robust duality we know that
u(x) = lim uBndP(x) = lim vBndP(yn) + xyn ≥ E[ẐV (ŷ/Ẑ)] + xŷ,
where yn = u′BndP(x) and we eventually passed to a subsequence so that yn → ŷ and
used that E[·V (1/·)] is l.s.c. Since ŷ is in the superdifferential of u at x, we have
u(x) = v(ŷ) + xŷ and finally conclude that v(ŷ) = E[ẐV (ŷ/Ẑ)].
The existence of an optimal strategy is known from the minimax Theorem. The proof
of the explicit expression for X̂ (on the support of Ẑ) then proceeds as in the proof of
[Schied and Wu, 2005, Theorem 2.6].
Finally for part (c) of our theorem, we start by noticing that [Schied and Wu, 2005,
Lemma 4.2] remains true (except for an adaptation to the complete case), since it does
not employ the topology of Q. This and again the proof of Theorem 2.6 imply that
XT = 0 ⇐⇒ dQ̂dP = 0 (P−as), and so the expression for XT is valid P−a.s., since





, P−a.s. Strict differentiability of u again follows
from the proof of Theorem 2.6. This finishes our proof.
We now attempt to characterize the worst-case measure associated to u(x), by using
the fact that it must minimize vQ(y); see Theorem 2.2.5.
2.4.2 Characterization of the minimizing measure











and then to describe the optimal Q̂ in part b) of Theorem 2.2.5, by using general entropy
minimization results in Léonard [2008].
To that end, it will be convenient to embed first the minimization problem (2.4.6) in
the space
Mf =Mf (Ω,FT ),
of finite signed measures on (Ω,FT ) (endowed with the total variation norm), and to
describe the uncertainty set Q so that the results of Léonard [2008] can be applied when
possible. This will allow us to state then a general result characterizing the minimizing
measure. We will finally deduce the proof of Theorem 2.2.6 as a particular application.
In what follows, Assumptions 2 and 3 are enforced, in particular we have that Lη = Eη
and the spaces Lη and Lη∗ are in (reflexive) duality. We shall use the Luxemburg norms
in these spaces unless otherwise stated. Assumptions on Q will be specified as needed.
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dP if M  P
+∞ otherwise.
(2.4.7)
Notice that Lη∗ =
{
Z ∈ L0 s.t. ∃α > 0,EP [η∗ (αZ)] <∞
}
is continuously embedded
intoMf through the mapping
Z ∈ Lη∗ 7→M = Z · dP ∈Mf
and can thus be seen as a subspace of Mf on which the convex function Ψy can be
evaluated. Since γ∗y = +∞ in (−∞, 0), any M ∈ Mf that is feasible for (2.4.6) must
have a non-negative density with respect to P. Therefore, problem (2.4.6) is equivalent
to minimizing Ψy overMf under the constraints that
∫
Ω dM = 1 and M ∈ Q.
The description of the uncertainty set requires the following elements:
i) Let (F0,G0) be a pair of linear spaces of arbitrary dimension, such that F0 is the
algebraic dual of G0; we denote this by F0 = (G0)′ and we write 〈·, ·〉G0,F0 for
the corresponding dual product.
ii) Let θ : Ω→ F0 a function.
iii) Let C0 ⊂ F0 be a convex subset.
The function θ is interpreted as an “observable” of the market taking values in F0.
We will consider uncertainty sets Q characterized by distributional constraints on θ,
to be expressed in terms of the set C0. To make this precise, recall that the function
γy = (γ∗y)∗ introduced in Lemma 2.3.2 satisfies γy = yγ1 and that η = γ̄1(·) = γ1(| · |) =
U−1(| · |). We will then write
γ := γ1,
and enforce in what follows:
Assumption 8
i) ∀g ∈ G0, the function ω ∈ Ω 7→ 〈g, θ(ω)〉G0,F0 is measurable.






dP <∞; equivalently, ∀g ∈ G0, 〈g, θ〉G0,F0 ∈ Eη.
iii) ∀(g, a) ∈ G0 × (−∞,∞), one has 〈g, θ(·)〉G0,F0 = a,P -a.s. iff g = 0 and a = 0.
iv) The set Q is given by
Q :=
{









where Θ : Lη∗ → F0 is the linear operator Θ(Z) =
∫




〈g, θ〉G0,F0 Z dP,
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for all g ∈ G0.
Remark 2.4.3 Under points i) and ii) of Assumption 8, for each M  P with dMdP ∈
Lη∗ the integral ∫
Ω
〈g, θ(ω)〉G0,F0 M(dω),
is well defined for all g ∈ G0, since
∫ ∣∣∣〈g, θ〉G0,F0 ∣∣∣M(dω) ≤ 2∥∥∥〈g, θ〉G0,F0∥∥∥Lη ∥∥dMdP ∥∥Lη∗
by Hölder inequality. It therefore defines an element of F0 = (G0)′ denoted by Θ(Z)
in point iv). Observe also that if Θ∗ denotes the adjoint of Θ : Lη∗ → F0, defined by
Θ∗(g)(ω) = 〈g, θ(ω)〉G0,F0 , point i) can also be stated as Θ
∗(G0) ⊂ Eη. The use of
point iii) will become clear below. It is actually not an effective restriction. Finally,
notice that Q as in point iv) is always convex though not necessarily countably convex.
We write now
F1 := F0 × R, G1 = G0 × R,
and notice that F1 = (G1)′ (algebraic dual) with the obvious duality product, denoted
〈·, ·〉G1,F1 . Set also










C1 := C0 × {1}.
With the previous objects, under Assumption 8 the problem (2.4.6) can be written
as the following (primal) convex optimization problem inMf with convex constraints:









In order to apply the results in Léonard [2008] based on Fenchel duality for the
problem (PCy), we next introduce its dual. Observe to that end that
Θ∗1(G1) = {〈g0, θ(·)〉G0,F0 + a : g0 ∈ G0, a ∈ R},
is a linear subspace of Lη, by point ii) in Assumption 8. Also, because of point iii),
the linear span in F1 of the range of Θ1 is in separating duality with G1, the function
g ∈ G1 7→ ‖Θ∗1(g)‖η defines a norm and Θ∗1 : G1 → Lη is an injection. In particular G1
can be identified with Θ∗1(G1). Point iii) can always be assumed to hold, replacing G1
by G1/ Ker Θ∗1 if needed.
Introduce now the completion G of G1 with respect to ‖Θ∗1(·)‖η, which is isometrically
isomorphic to the closure Θ∗1(G1)
Lη in Lη. The mapping Θ∗1 has a natural equally
denoted isometric extension to G and, with some abuse of notation, we write
〈g, θ1〉 := Θ∗1(g) (2.4.8)
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for the element of Θ∗1(G1)
Lη identified with g ∈ G. We also denote by F the topological
dual F = G∗ of G (or G1, equivalently):
F := {f ∈ F1 : ∃Cf > 0 s.t. |〈g, f〉G1,F1 | ≤ Cf‖Θ∗1(g)‖η ∀g ∈ G1},
and we use the notation 〈·, ·〉 also for the natural extension of the dual product 〈·, ·〉G1,F1
from G1×F to G×F, namely 〈g, f〉 := limn→∞〈gn, f〉G1,F1 for any sequence gn ∈ G1
such that ‖〈gn, θ1〉G1,F1 − 〈g, θ1〉‖η → 0.
Notice that Θ1 continuously embeds Lη∗ into F. Moreover, by Hahn-Banach extension
Theorem, with each f ∈ F one can associate an element Zf ∈ Lη∗ such that
〈g, f〉 =
∫
Zf 〈g, θ1〉dP = 〈g,Θ1(Zf )〉 for all g ∈ G1. (2.4.9)
In other words, Θ1 : Lη∗ 7→ F is surjective. Thus, F can be identified with the quotient





. One can moreover always choose Zf associated
with f ∈ F in the space {E(Z|G) : Z ∈ Lη∗} of conditional expectations of r.v. in Lη∗
given the sigma-field G generated by Θ∗1(G1).
Setting C := C1 ∩ F, we introduce the dual problem of (PCy) given by
Maximize inf
f∈C
〈g, f〉 − y
∫
γ(〈g, θ1〉)dP , g ∈ G. (DCy)
The first result of this paragraph states primal attainability and primal-dual equality
and it is as a simple application of part of [Léonard, 2008, Theorem 3.2]. The following
functional will be useful to state and check sufficient conditions:
Γ∗y(f) := sup
g∈G1
〈g, f〉G1,F1 − y
∫
γ(〈g, θ1〉)dP , f ∈ F1. (2.4.10)
Proposition 2.4.3 Suppose Assumptions 2, 3 and 8 hold. Assume also that y > 0 is
such that Q∩dom(Ψy) is a σ(Lη∗ , Eη)−weakly∗ closed subset of Lη∗ . Then, primal-dual
equality (PCy) = (DCy) holds. Moreover, if C1 ∩ Θ1(dom (Ψy)) 6= ∅ or equivalently
C1∩ dom(Γ∗y) 6= ∅, the minimization problem (2.4.6) is finite and has a unique solution

















Last, any minimizing sequence converges to Qy with respect to the topology σ(Lη∗ , Lη).
Proof. The functions γ∗y and γy above correspond respectively to the functions γ∗
and γ in Léonard [2008] (notice that in the notation therein, we have that m(z) = 0
and γ = λ). Moreover, by Lemma 2.3.3 the functions η∗y and ηy above correspond to
the functions λ∗ and λ in Léonard [2008]. Also, our mappings θ1 and Θ1 correspond
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respectively to the mappings θ and T0 therein, and our spaces and sets F1,G1,C1,F and
G correspond respectively to X0, Y0, C, X and Y in that work. One can then apply
parts a) and b) of [Léonard, 2008, Theorem 3.2], conditions 1) and 2) of that result
being granted by our assumptions. Notice that the equivalence between the conditions
C1 ∩Θ1(dom (Ψy)) 6= ∅ and C1 ∩ dom(Γ∗y) 6= ∅ follows from the “little dual equality”
Γ∗y(f) = inf
{
Φ∗y(Z) : Z ∈ Lη∗ ,Θ(Z) = f
}
, (2.4.12)
proved in part a) of [Léonard, 2010, Proposition 5.7] (see the beginning of the proof of
Theorem 2.4.2 below for an explanation of the notation used therein).
Remark 2.4.4 Notice that Lemma 2.2.1 is a rewriting of identity (2.4.12).
We will next study the attainability of the dual problem (DCy) and characterize the
measure Qy ∈ Q that solves (PCy). We point out that, even in the reflexive setting
considered here, when the convex integral function considered is not even, a solution to
(DCy) might not exist in G, and as in Léonard [2008], a suitable extended dual problem
must be considered. Attainability and characterization issues are addressed in terms of
such problem in parts c) and d) of Theorem 3.2 therein. However, the fact that the
function w 7→ γy((w)−) is in null prevents us here from applying that result (which
would be possible if that function and function w 7→ γy((w)+) were both not identically
null).
Nevertheless, we can adapt to our setting the study in Léonard [2008] of the extended
dual problem based on abstract convex duality results of Léonard [2010]. Moreover,
this study will also show that the solution to the extended dual problem actually solves
(DCy) in our case.
Let us introduce the extension of problem (DCy), following Léonard [2008]. We
denote by L̃η the algebraic dual of Lη∗ , and we write 〈·, ·〉 for the dual product. We
also consider the space G̃ defined as the algebraic dual of F, and we write also 〈·, ·〉
for the corresponding dual product (which dual product is meant should be clear from
the context). Observe that the operator Θ1 : Lη∗ → F naturally induces the extension
Θ∗1 : G̃→ L̃η of Θ∗1 : G→ Lη given by
〈Θ∗1(g), Z〉 = 〈g,Θ1(Z)〉 , (g, Z) ∈ G̃× Lη∗ .
Introduce now the convex functions
Φy(W ) := y
∫







γ(W )dP , Z ∈ Lη∗ , (2.4.13)
(the last equality by Proposition 2.3.1 a)) and
Φy(ζ) := sup
Z∈Lη∗
〈ζ, Z〉 − Φ∗y(Z) , ζ ∈ L̃η .
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With these elements, the extended dual problem is defined as:
Maximize inf
f∈C
〈g, f〉 − Φy(Θ∗1(g)) , g ∈ G̃. (D̃Cy)
We can now state the main result of this section, namely dual attainability and
characterization of the primal-dual solution pairs. The function in (2.4.10) will again
be useful in order to provide weak qualification conditions of purely geometric type.
Theorem 2.4.2 Let y > 0 and suppose all assumptions of Proposition 2.4.3 hold.
Suppose moreover that C1 ∩ icor dom(Γ∗y) 6= ∅.
i) The extended dual problem D̃Cy has a solution. Moreover, any solution ḡ is in G
and thus solves (DCy).
ii) A pair (Z, g) ∈ Lη∗ × G̃ solves PCy and D̃Cy if and only if g ∈ G and
• Θ1 (Z) ∈ C ∩ domΓ∗y
• 〈g,Θ1 (Z)〉 ≤ 〈g, f〉 for all f ∈ C ∩ domΓ∗y
• Z = yγ′ ([Θ∗1(g)]+) .
(2.4.14)
In particular, since PCy has a unique solution and γ′ is strictly increasing, any two
solutions ḡ and g′ of D̃Cy must satisfy [Θ∗1(ḡ)]+ = [Θ∗1(g′)]+ a.s.
We need a preliminary result which will provide crucial information about the domain
of Φy. It relies on [Léonard, 2008, Proposition 5.10] and on well know facts about Riesz
spaces that are recalled next (we refer e.g. to [Aliprantis and Border, 2006, Chapters 8
and 9] for background).
A topological vector space L is said to be a Riesz space if it is endowed with a partial
order ≤ making it a lattice (i.e. for any `1, `s ∈ L, there exists an element `1 ∨ `2 ∈ L
such that `1 ∨ `2 ≥ `i, i = 1, 2 and `1 ∨ `2 ≤ ` for all ` ∈ L such that ` ≥ `i, i = 1, 2,
as well as an element `1 ∧ `2 defined analogously). Given ` ∈ L, the elements `+, `−
and |`| are defined and related between each other in a similar way as in R. The order
induces an (equally denoted) dual order in the algebraic dual space of L. The space Lb
of relatively bounded forms on L, also called order dual, is the subspace of the algebraic
dual of L of linear forms ζ such that
sup
`′∈L, |`′|≤`
|〈ζ, `′〉| <∞ for all ` ∈ L , ` ≥ 0.
By Riesz’ Theorem, Lb is also a Riesz space with the dual order. In particular, elements
ζ ∈ Lb admit (unique) positive and negative parts ζ+, ζ− ∈ Lb such that ζ = ζ+ − ζ−
and 〈ζ+, `〉, 〈ζ−, `〉 ≥ 0 for all ` ≥ 0, with
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Last, recall that a normed and complete Riesz space L where its norm ‖ · ‖ is such
that |`1| ≤ |`2| ⇒ ‖`1‖ ≤ ‖`2‖ is called a Banach lattice, and that its order dual and
its topological dual coincide, along with their corresponding order structures (see e.g.
[Aliprantis and Border, 2006, Theorem 9.11]).
Lemma 2.4.1 Let ζ ∈ L̃η be such that Φy(ζ) <∞. Then, we have ζ ∈ Lη, in the sense
that there exists W ζ ∈ Lη such that 〈ζ, Z〉 = E(W ζZ) for all Z ∈ Lη∗ . Moreover, we
have
Φy(ζ) = Φy(ζ+) = Φy((W ζ)+).
Proof. Let L̃η∗ denote the algebraic dual of the Riesz space Lη and L̂η∗ be the
corresponding subspace of relatively bounded forms. In this proof we will also denote
by Φ∗y : L̃η∗ → R the natural extension of Φ∗y to L̃η∗ (defined replacing the expectation
in (2.4.13) by the dual product). This extension corresponds to the function Φ∗ in
[Léonard, 2008, Proposition 5.10], and space U therein corresponds to Lη here. We




〈ξ,W 〉 − y
∫
γ(|W |)dP , ξ ∈ L̃η∗ ,
and to the convex indicator of 0, since γ(−| · |) = 0. It follows then from part a) of
[Léonard, 2008, Proposition 5.10] that domΦ∗y = {ξ ∈ L̃η∗ : Φ∗y(ξ) <∞} is included in
{ξ ∈ L̂η∗ : ξ− = 0} and that for all ξ ∈ domΦ∗y, Φ∗y(ξ) = Φ∗y,+(ξ+) = Φ∗y(ξ+).
We now show that domΦ∗y,+ ⊂ L̃η∗ is indeed equal to Lη∗ . The inclusion Lη∗ ⊂
domΦ∗y,+ is clear since for Z ∈ Lη∗ , Φ∗y,+(Z) =
∫
γ∗y(|Z|)dP < ∞. The other inclusion
is obtained by a gauge argument. More precisely, we notice that for ξ ∈ domΦ∗y,+, it
holds for all non-null W ∈ Lη that
〈ξ,W/‖W‖Lη 〉 ≤ Φ∗y,+(ξ) + y
∫
γ(|W |/‖W‖Lη )dP ≤ Φ∗y,+(ξ) + y,
since
∫
γ(|W |/‖W‖Lη )dP =
∫
η(W/‖W‖Lη )dP ≤ 1, by definition of ‖W‖Lη and Fatou’s
Lemma. Taking −W instead of W , we then get that
|〈ξ,W 〉| ≤ (Φ∗y,+(ξ) + y)‖W‖Lη ,
which shows that ξ ∈ Lη∗ .
The previous allows us to identify the spaces L and L+ in the notation of [Léonard,
2008, Proposition 5.10] respectively defined there as the spans of dom Φ∗ and of
dom Φ∗+ with our space Lη∗ , and the space L− therein, defined as the span of dom Φ∗−,
with the trivial space {0}. Applying part b) of that result, we deduce that domΦy =
{ζ ∈ L̃η : Φy(ζ) <∞} is included in L̂η and that for all ζ ∈ domΦy one has
Φy(ζ) = Φy,+(ζ+) = Φy(ζ+), (2.4.15)
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where for all ζ ∈ L̃η,
Φy,+(ζ) := sup
Z∈Lη∗





Since the Orlicz space Lη∗ is reflexive, by [Aliprantis and Border, 2006, Theorem 9.11]
we get that L̂η = Lη so that domΦy ⊂ Lη as claimed. Taking into account the fact
that Φy and Φy coincide in Lη, the remaining statements follow since the previous
identification of order and topological duals is consistent with the lattice structures of
these spaces.
Proof. (of Theorem 2.4.2)
i) Existence follows applying [Léonard, 2008, Theorem 5.3] to U = Lη = U ′′, L = Lη∗ ,
X = F and Y = G with our functions Φy and Θ1 in the respective roles of functions
Φ0 and T0 therein (notice that we have interchanged the roles of the symbols ′ and ∗
used to denote topological or algebraic dual spaces). The first and second properties of
the solution are straightforward from Lemma 2.4.1 and the fact that the value of the
primal and dual problems is real.
ii) We use [Léonard, 2008, Theorem 5.4] stating that (Z, g) is a solution if and only
if the following hold:
• Θ1 (Z) ∈ C
• 〈Θ∗1(g), Z〉L̃η,Lη∗ ≤ 〈Θ
∗
1(g), Z ′〉L̃η,Lη∗ for all Z
′ ∈ dom Φ∗y such that Θ1 (Z ′) ∈ C
• Z ∈ ∂Lη∗Φy(Θ∗1(g)).
(2.4.16)
Since γ(−| · |) = 0, by part c) of [Léonard, 2008, Proposition 5.10] the third point
is equivalent to Z ≥ 0 and Z ∈ ∂Lη∗Φy,+(Θ∗1(g)). Thus, if (Z, g) is a solution of
PCy and D̃Cy we moreover have Z ∈ ∂Lη∗Φy([Θ∗1(g)]+). We show now that Φy is
Gâteaux differentiable in Lη with derivative at point W ∈ Lη given by yγ′(W ). Indeed
by mean value theorem and increasingness of γ we see that γ(2z) − γ(z) ≥ γ′(z)z if
z ≥ 0, and from (2.2.24) (we use that notation) we get (k − 1)γ(z) + d ≥ γ′(z)z, where
necessarily k ≥ 1. From γ(W ) + γ∗ ◦ γ′(W ) = Wγ′(W ) we conclude that γ′(W ) ∈ Lη∗ .
The claim now follows by a dominated convergence argument and recalling that the
Gâteaux differential coincides with the sub-differential of a convex function when the
function is differentiable in this sense. The third condition in (2.4.14) is thus satisfied.
The two other conditions in (2.4.14) are straightforward using the equality (2.4.12).
Reciprocally, if (2.4.14) holds, by the third point therein one has Z ≥ 0. From there,
the third point in (2.4.16) follows by similar arguments as before.
As a simple application of the previous result, we conclude this section with the
Proof. (of Theorem 2.2.6 ) We apply the previous result to the product space
F0 = RΛ, and the direct sum
G0 = {α ∈ RΛ : ∃Λ′ ⊂ Λ a finite subset s.t. aλ = 0∀λ ∈ Λ\Λ′},
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the former corresponding to the algebraic dual of the latter with the product 〈α, t〉G0,F0 =∑
λ∈Λ′ αλtλ. Moreover, we take θ : Ω→ F0 given by θ(ω) = (hλ(ω))λ∈Λ, C0 = CΛ, and
(νy : RΛ × R→ R) = (Γ∗y : F1 → R).
These identifications being done, part a) follows from Proposition 2.4.3. Part b) is
a simple application of part a). Part c) follows immediately from part i) of Theorem
2.4.2.
2.5 Modular spaces and the incomplete case
In this section, the robust optimization problem without compactness in the incomplete
market case will be explored. As a guideline, the Orlicz-Musielak approach is extended
in an obvious way, which will lead to the so-called modular spaces. We will prove that
a minimax identity, as well as existence of optimal strategies, always hold under our
assumptions. On the other hand, we shall also prove that reflexivity, crucial in our
approach to deriving existence of worst-case measures and characterizing the optimal
strategies, is seldom obtainable, due to the presence of too many martingale measures
(no matter how stringent conditions on the utility functions may be imposed).
In Subsection 2.5.1 the natural extension from the Orlicz-Musielak setting to the
modular one, when one leaves the complete market case, will be motivated. Likewise
the potential usefulness of this extension to the robust optimization problem will be
sketched. Then in Subsection 2.5.2 and its subsequent one, the machinery of modular
spaces and its link to the problem of robust optimization will be fully explored. The main
result here is Theorem 2.5.1, providing a common minimax and attainability of strategies
result for complete and incomplete markets, without a L0 closedness assumption on the
densities of the uncertainty set. The second crucial result is then Theorem 2.5.2 and
the remarks after it, stating that reflexivity of the modular spaces under consideration
extremely limits the scope of incomplete markets the theory is applicable to.
2.5.1 Modular space associated with the incomplete case
For ease of notation call Y := {Y ∈ YP(1) : Y > 0}, where as usual Y ∈ Y may denote
the whole process or just its end value. The Assumption 2 will always hold throughout
this section.
Recall that η∗Y (z) = |z|V (Y/|z|) is a “random Young functions” induced by Y ∈ Y.
Such functions induce a space Lη∗
Y
= {Z ∈ L0 : E[η∗Y (αZ)] < ∞, some α > 0} (called,
in case η∗Y were a rho-functional, Orlicz-Musielak space) which we will denote here L∗Y for
simplicity. Again in case that η∗Y were a rho-functional, these spaces have as previously
discussed several equivalent norms, for instance the Luxemburg or the Amemiya norms
respectively:
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We also define the spaces LY analogously, in terms of ηY , the conjugate of η∗Y .
Now let us define the following important functionals:
I(Z) := infY ∈Y E[η∗Y (Z)] = infY ∈Y E[|Z|V (Y/|Z|)],
J(X) := supY ∈Y E[ηY (X)] = supY ∈Y E[Y U−1(|X|)].
It is then clear that v(1) = infZ∈dQe/dP I(Z) and more generally
v(y) = y inf
Z∈dQe/dP
I(Z/y).
On the other hand, recall that the function (Y,Z) ∈ (L0)+ × (L0)+ 7→ E[ZV (Y/Z)] is
jointly convex (as (y, z) → zV (y/z) is so) and jointly lower-semicontinuous w.r.t. con-
vergence in probability (see the proof of [Schied and Wu, 2005, Lemma 3.7]). Also recall
the following Komlos-type argument (see [Delbaen and Schachermayer, 1994, Lemma
A.1.1]): if {An}n is a sequence of positive random variables bounded in L0, then there
is a positive finite rv. A and a sequence Bn ∈ conv{An, An+1, . . . } such that Bn → A
in probability.
We associate to the functional I a set, in complete analogy to Orlicz-Musielak spaces:
LI :=
{
Z ∈ L0(P) : I(αZ) <∞ for some α > 0
}
, (2.5.1)
and define LJ accordingly in terms of J . Now we collect some elementary observations:
Lemma 2.5.1 The following hold:
• The set LI is a linear space coinciding with ∪Y ∈YL∗Y , whereas the set LJ is a
linear space contained in ∩Y ∈YLY .
• The functionals I, J : (L0)+ → [0,∞] are convex and moreover I is lower- semi-
continuous w.r.t. convergence in measure. Also, for each non-vanishing Z ∈
dom(I), the infimum in I(Z) is attained at some Y ∈ Y.
• J(C) ≤ x ⇐⇒ U−1(|C|) ≤ XT for some X ∈ X (x).
Proof. For the convexity of I, recall that the partial infimum of every jointly convex
function is convex. The fact that I(Z) is attained is a consequence of the closedness
and convexity of Y, a Komlos-type argument and the lower semicontinuity of Y 7→
E[ZV (Y/Z)]. This in turn implies the lower semicontinuity of I, now because (Y,Z) 7→
E[ZV (Y/Z)] is l.s.c.
For the first point, consider the functional I. The equality of the mentioned sets
is evident from the fact that for Z fixed the infimum over the Y ∈ Y is attained.
The linearity of LI follows now from the convexity of I: if I(αZ), I(βX) < ∞, taking










Consider now J . That J is convex is a consequence of the convexity of U−1, and from
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this the linearity of LJ is proved as in the case of LI . Finally, it is clear that if X ∈ LJ
then also X ∈ LY , for every Y ∈ Y.
The last point goes by definition of J and [Kramkov and Schachermayer, 1999, Propo-
sition 3.1.ii].
We shall soon see that |Z|aI = infk>0[ 1k +
I(kZ)
k ] is a norm on LI , making it a Banach
space. Further this norm-topology will be stronger than that of convergence in measure.
This implies immediately that I would be lower-semicontinuous with respect to | · |aI . In
the next remark we justify the appeal of the space LI , in light of the previous points:
Remark 2.5.1 It has already been noted that v(y) = y infZ∈dQe/dP I(Z/y), but also
|Z|aI ≤ y + yI(Z/y) by definition. Thus, by taking a minimizing sequence {Zn} such
that yI(Zn/y) decreases to v(y) it follows that the sequence {Zn} would be bounded in
(LI , | · |aI ). On the other hand, we shall see in Proposition 2.5.5 that uQ(x) ≥ c|Z|aI .
This shows that in minimizing the uQ’s we may restrict Q to its intersection with a
given ball.
The two previous estimates show that requiring dQ/dP to be closed in (LI , | · |aI )
and asking for conditions on the ingredients of the problem so that this space becomes
reflexive, would allow to solve the robust optimization problem in incomplete markets
along the same lines as in the complete case (we just need to replace Orlicz-Musielak
spaces by the Banach space LI). We will see, however, that LI is reflexive almost exactly
when the market is complete, and that this is independent of how well-behaved our utility
function is (in stark contrast to the complete case). On the other hand, because we will
be able to prove that LJ is a norm-dual space, and since the image through U of the
terminal wealths live in this space, we can still obtain optimal strategies and derive a
minimax identity.
2.5.2 Modular spaces LF and EF ; topological/duality results
Generating a space from a functional is a classical subject. See e.g. Nakano [1951] and
Musielak [1983]. There are quite minimalistic conditions ensuring that the generated
space be an F-space and that some related functionals form a family of pseudo-norms
for it. Here, rather than working at this level of generality, a more relaxed terminology
and a lighter approach (as in [Nakano, 1951, Chapter XI]) will be pursued.
We first introduce the notion of a convex modular, and then its associated modular
space. We shall see that I (respect. J) and LI (respect. LJ) fulfil these definitions.
Definition 2.5.1 A functional F : S → [0,∞] over a vector space S is called a Convex
Modular if the following axioms are fulfilled:
1. F (0) = 0,
2. F (s) = F (−s),
3. ∀s ∈ S,∃λ > 0 : F (λs) <∞,
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4. F (ξs) = 0 for every ξ > 0 implies s = 0,
5. F is convex,
6. F (s) = sup
0≤ξ<1
F (ξs).
Some authors would use the word modular for a much general family of functionals,
and regard some of the above axioms as desirable additional properties. However with
this definition, it follows that on the space
LF (S) := {s ∈ S : lim
α→0
F (αs) = 0} = {s ∈ S : F (αs) <∞ for some α > 0},
the following functionals are equivalent norms, called Luxemburg and Amemiya norms
respectively:






: k > 0
}
, (2.5.2)
and actually thanks to [Musielak, 1983, Theorem 1.10], |s|`F ≤ |s|aF ≤ 2|s|`F . It can be
proved, as in [Nakano, 1951, Chapter XI, 81], that the topology induced by the Luxem-
burg norm is exactly the (weakest locally convex topology) generated by the family of
neighbourhoods of the origin {F−1(−∞, c])}c. The space LF is called a Modular space
associated to F .
Now recalling the definitions in the previous subsection, we prove:
Proposition 2.5.1 The functional I is a convex modular and LI is a modular space
associated to it. Likewise the functional J is a convex modular and LJ is a modular
space associated to it.
Proof. For I first. Axioms (1), (2) and (3) hold by definition, and (5) is proved in
Lemma 2.5.1. For (4) notice that I(ξZ) = 0 implies E[ZV (Y/(ξZ))] = 0 for some Y ∈ Y.
By positivity, this shows ZV (Y/(ξZ)) = 0 a.s., from where Z = 0 a.s. Finally, for axiom
(6), first recall that z 7→ zV (Y/z) is increasing, from which I(Z) ≥ sup
0≤ξ<1
I(ξZ) =: ζ.
Now, take εn ↗ 1 so ζ = lim I(εnZ). Because I is l.s.c. we deduce that lim I(εnZ) ≥
I(Z) and thus I(Z) = ζ.
Now for J . Axioms (1), (2) and (3) are direct. If J(ξX) = 0 this means Y U−1(ξX) =
0, for all Y ∈ Y a.s. Thus X = 0 a.s. Lastly, by increasingness of U−1 it holds
that for fixed Y : Y U−1(ξX) ↗ Y U−1(X) as ξ ↗ 1. By monotone convergence then
E[Y U−1(ξX)] ↗ E[Y U−1(X)] and thus sup0≤ξ<1 E[Y U−1(ξX)] = E[Y U−1(X)] and
now taking supremum over Y ∈ Y we get axiom (6).
Call now L∗I and L∗J the topological duals. By the “reflexivity Theorem” in Nakano
[1968] it holds automatically that the modulars J and I are reflexive, in the sense that
if the following functionals are defined:
I∗(l) := sup
Z∈LI
{l(Z)− I(Z)} for l ∈ L∗I and J∗(j) := sup
X∈LJ
{j(X)− J(X)} for j ∈ L∗J ,
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In particular then, both I and J are lower semicontinuous under the strong topologies
introduced thus far, and by convexity, also under their weak topologies. What is more,
from Lemma 2.5.2, part 1), we deduce by [Aliprantis and Border, 2006, Theorem 5.43]
that both functionals are norm-continuous in the interior of their domains.
Another space of interest is the so-called set of finite elements of a modular space LF ,
denoted EF , which typically has better properties:
EF = {s ∈ S : F (αs) <∞ for all α > 0}.
We remark that EI = LI = dom(I) as soon as condition (2.2.23) in Assumption 3 holds.
Let us state now a few results that will be repeatedly useful:














2. Zn norm converges to Z (respect. Xn norm converges to X) if and only if for all
α > 0, I(α[Zn − Z])→ 0 (respect. J(α[Xn −X])→ 0)
3. I(Z) + J(X) ≥ E[XZ].






≤ supY E[Y U−1(X/‖X‖`ηY )] ≤ 1, the
first inequality because clearly |X|`J ≥ ‖X‖`ηY and the second by definition of the Lux-
emburg norm and Fatou’s Lemma. On the other hand take βn ↘ |Z|`I such that





≤ lim inf I (Z/βn) ≤ 1.
Part (2) is a direct consequence of [Nakano, 1951, Chapter XI.81, Theorem 3]. For
part (3), by Remark 2.3.3 the conjugate of ηY is η∗Y , and so E[XZ] ≤ E[ZV (Y/Z)] +
E[Y U−1(X)] for every Y ∈ Y∗. Thus bounding E[Y U−1(X)] above by J(X) and then
taking infimum over Y ∈ Y yields E[XZ] ≤ I(Z) + J(X).
Time is ripe to prove some more refined properties of the spaces LI and LJ . However,
often it will be useful to lift properties satisfied by the LY or L∗Y spaces to LJ and LI
respectively. Hence it is desirable that both LY and L∗Y have nice properties. As it was
previously discussed this is the case when they are Orlicz-Musielak spaces, which by
virtue of the discussion after Lemma 2.3.1, is the case whenever ∀β > 0,E[V (βY )] <∞.
Call then:
Y∗ := {Y ∈ Y : ∀β > 0,E[V (βY )] <∞}.
To prove that there is no loss in switching from Y to Y∗ it is necessary to have that
I(Z) = infY ∈Y∗ E[η∗Y (Z)] and J(X) = supY ∈Y∗ E[ηY (X)]. Therefore the following
assumption will be made and will hold for the rest of the section unless otherwise
stated:
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Assumption 9 The set Y∗ is a non-empty subset of YP(1) which further satisfies
I(Z) = inf
Y ∈Y∗
E[η∗Y (Z)] , and J(X) = sup
Y ∈Y∗
E[ηY (X)].
As said before, with this assumption LY and L∗Y are Orlicz-Musielak spaces for Y ∈
Y∗ and the values of I and J remain the same when considering only elements of Y∗ in
their definitions. However it should be noted that I and J may be attained by elements
Y ∈ Y not necessarily in Y∗. The next lemma gives easy sufficient conditions for the
above assumption to hold.
Lemma 2.5.3 Suppose either:
• that the reference measure P is already a martingale one
• that there is a continuous P−local martingale M such that the price process is
well-defined and satisfies dSt = dMt + λt · d〈M〉t, the market has no arbitrages
and E [V (βE(λ ·M)T )] < ∞ for every β > 0, where E stands for the stochastic
exponential.
Then Assumption 9 is verified.
Proof. For the first claim, we see easily that 1 ∈ Y and naturally also 1 ∈ Y∗.
Now take any Y ∈ Y and define Y n = n−1n Y +
1
n . By convexity Y
n ∈ Y, and by
non-negativity Y n ≥ 1n , implying that Y
n ∈ Y∗, since V is decreasing. By convexity









so lim inf E[|Z|V (Y nT /|Z|)] ≤ E[|Z|V (YT /|Z|)] and we get that I(Z) = infY ∈Y∗ E[η∗Y (Z)].
On the other hand, takeX ∈ dom(J) and since of course n−1n E[Y U
−1(X)]+ 1nE[U
−1(X)]
tends to E[Y U−1(X)], this directly shows that J(X) = supY ∈Y∗ E[ηY (X)]. If J(X) =
+∞, take E[ŶmU−1(X)] growing to +∞. If these values are finite then the previous
argument shows how to approximate them in Y∗. If (for large enough m) they are
infinite, then also n−1n Ŷm +
1
n generates an infinite value. Therefore the identity for J
always holds.
For the second claim, and thanks to the structure of the price process, start by
recalling from [Larsen and Žitković, 2007b, Proposition 3.2 ] that every positive process
in Y can be written as Y = DE(λ ·M)E(L) where L is a càdlàg local martingale strongly
orthogonal to M (we write L ∈ L for this) and D is càdlàg, decreasing with D0 = 1.
We obviously then have that I(Z) = infL∈L E[|Z|V (E(λ ·M)E(L)/|Z|)] and J(X) =
supL∈L E[E(λ ·M)E(L)U−1(|X|))]. Now call LB := {L ∈ L : ∃c > 0 st. E(L)T ≥ c}.
We notice that E(λ ·M)E(L) ∈ Y∗ whenever L ∈ LB since then for a c = c(L) > 0
we have E[V (βE(λ ·M)TE(L)T )] ≤ E[V (βcE(λ ·M)T )] < ∞, by assumption. Next we
follow Corollary 3.4 in Larsen and Žitković [2007b] noticing that if L 6∈ LB we may







and get that Y n ∈ Y from which we deduce that
Y n = E(λ ·M)E(Ln)Dn and we easily deduce that E(Ln)T ≥ 1/n and thus Ln ∈ LB.
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Hence, I(Z) = infL∈LB E[|Z|V (E(λ ·M)E(L)/|Z|)] and since infY ∈Y∗ E[η∗Y (Z)] stands






























≤ lim sup ∆n.










lies in between these two values we have the desired equality.
We now provide an insight into the topological properties of the spaces introduced.
Proposition 2.5.2 Both subspaces EI and EJ are closed subspaces of LI and LJ re-
spectively. When considering the almost-sure ordering, EI and LJ are Banach lattices,
and furthermore EI is order-continuous.
Proof. The almost-sure order is a partial order. From this both LI and LJ are
ordered vector spaces and lattices, that is, Riesz lattices. Now, because any of the
norms defined in this section are lattice norm (i.e. order preserving), both LI and LJ
are Normed Riesz Spaces.
First we prove that both EI and EJ are closed subspaces of LI and LJ , in the spirit
of the proof of [Rao and Ren, 1991, Chapter 3.4, Proposition 3 ]. Denote F either I or
J . We need to show that EF ⊂ EF . Take s ∈ EF and sn → s elements in EF . For a
fixed positive k, choose n so that |s− sn|`F < 12k . We then see by convexity and Lemma
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2.5.2.(1), that





≤ |2k[s− sn]|`F ≤ 1.
Thus, since ks = 12 (2k[s− sn]) +
1
2 [2ksn] we get by convexity that F (ks) ≤
1
2F (2k[s−
sn]) + 12F (2ksn) < ∞. Since this holds for any k > 0, we conclude that s ∈ EF . Now
completeness of EI and LJ will be proved, showing that both spaces are Banach lattices.
For EI recall (see [Aliprantis and Border, 2006, Theorem 9.3]) that a Normed Riesz
space is a Banach Lattice if and only if every positive, increasing Cauchy sequence is
norm convergent. Therefore take (Zn) a positive, increasing Cauchy sequence in EI (for
Luxemburg’s norm). By definition (Zn) converges a.s. to its supremum, which we call
Z, and might be ∞-valued. Since the sequence is Cauchy, there is a k > 0 such that
|Zn|`I ≤ k for every n. By parts (1) and (3) in Lemma 2.5.2 we have that E(Zn/k) ≤
I(Zn/k) + J(1) ≤ 1 +U−1(1) implying by Fatou’s Lemma that Z is in particular finite,
and so Zn converges to Z in probability (on the non-extended real line). Notice that for
every λ > 0 also I(λ(Zn − Zm)) → 0 as (n,m) grows. Indeed, if λ|Zn − Zm|`I ≤ ε < 1
we have by convexity and Lemma 2.5.2.(1) that I(λ(Zn − Zm)) ≤ λ|Zn − Zm|`I ≤ ε.
Therefore fixing any λ > 0 we have for every ε > 0 the existence of N = N(λ, ε) big
enough s.t. m > n > N implies I(λ(Zm − Zn)) ≤ ε and hence taking limit in m by
lower-semicontinuity we get I(λ(Z −Zn)) ≤ ε. Thus I(λ|Zn −Z|)→ 0 and by part (3)
in Lemma 2.5.2 we see that Zn → Z strongly. By the first part of this proof we finally
get that Z ∈ EI .
Now for LJ , take (Xn) an arbitrary Cauchy sequence. Thus the same sequence is
Cauchy in every Orlicz-Musielak space associated to Y U−1(·) (Y ∈ Y∗). Call ‖ · ‖Y the
associated Luxemburg norm. Because these spaces are complete, the sequence norm-
converges to (possibly different) limits in each of them. However, since this convergences
are stronger than L0 convergence, the limit must be necessarily (a.s.) unique. Thus,
Xn → X for every Orlicz-Musielak space associated to ηY and in probability. By Fatou’s
lemma W 7→ E[Y U−1(W )] is lower-semicontinuous in (L0)+ and thus (as a supremum)
also J(·) is so, from which J(kX) ≤ lim inf J(kXn) ≤ 1 where k−1 is an upper bound
for the LJ norms of the (Xn) (it exists because sequence is Cauchy) and by Lemma
2.5.2.(1). Therefore X ∈ LJ . Evidently ‖Xn −X‖Y ≤ ‖Xn −Xm‖Y + ‖Xm −X‖Y ≤
|Xn−Xm|`J +‖Xm−X‖Y . Now given ε > 0 we can make |Xn−Xm|`J ≤ ε for n,m ≥ N
independently of Y ∈ Y∗. On the other hand ‖Xm −X‖Y ≤ ε for m ≥ M(Y ). From
here, ‖Xn − X‖Y ≤ 2ε for every n ≥ N independent of Y . Thus by Lemma 2.5.2.(1)
again, E[Y U−1([Xn −X/[2ε]])] ≤ 1 and taking supremum yields J([Xn −X]/[2ε]) ≤ 1
also, from which |Xn −X|`J ≤ 2ε by definition of this norm. Therefore the sequence is
convergent.
For the order-continuity of EI , we need to show that if Zα ↘ 0 a.s. then |Zα|I ↘ 0.
Fix β > 0 and for a fixed α0 in the set of indices, notice that I(βZα0) <∞. Thus there
is a Y such that E[Zα0V (Y/(βZα0))] < ∞. But ZαV (Y/(βZα)) decreases to 0 and is
dominated by Zα0V (Y/(βZα0)) (for α big enough, in the sense of the net), which is
integrable. By dominated (or monotone) convergence then E[ZαV (Y/(βZα))]↘ 0 and
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therefore I(βZα)↘ 0. Since this holds for every β > 0, by Lemma 2.5.2.(3) this shows
that |Zα|I ↘ 0.
In the last result, any of the previously defined norms may have been used.
In order to further understand the modular spaces introduced thus far, and in doing
so paving the way for the central statements of this section, some duality results will be
pursued. First of all, Hölder-type inequalities are proved:
Proposition 2.5.3 We have:





where i, j, k ∈ {a, `} and i 6= j. Furthermore, the inclusions L∞ → LJ → L1 and
L∞ → LI → L1 are continuous.
Proof. From inequality (3) in Lemma 2.5.2 follows that E[XZ] ≤ 1αβ {I(αZ) +





taking infimum over α > 0 yields E[XZ] ≤ 1β |Z|
a
I . Now taking infimum of the 1/β
such that J(βX) ≤ 1 gives E[XZ] ≤ |X|`J |Z|aI . From here also |E[XZ]| ≤ |X|`J |Z|aI and
by a similar argument |E[XZ]| ≤ |X|aJ |Z|`I . Finally, because in the general context of
Modular spaces (see [Nakano, 1951, Chapter XI]) holds that | · |` ≤ | · |a ≤ 2| · |` we get
the desired inequalities.
Evidently 1 ∈ LJ and by Assumption 9 also 1 ∈ LI . By using the derived Hölder
inequalities, this shows the continuity of the inclusions into L1. On the other hand,
because both I and J are increasing, | · |I ≤ | · |∞|1|I and likewise for J , thus proving
the continuity of the inclusions from L∞.
Notice from this that as it can be expected, for every X ∈ LJ the functional lX(·) =
E[·X] belongs to L∗I and for every Z ∈ LI the functional lZ(·) = E[·Z] belongs to L∗J .
Moreover, we can state a result along the lines of the Riesz representation Theorem in
Lp spaces. This will rest in a few technical points to be proven in Lemma 2.5.4.
Proposition 2.5.4 The topological dual of EI is LJ , with the usual identification:
l ∈ (EI)∗ ↔ l(Z) = E[ZX] for some X ∈ LJ ,
and this identification is isomorphic between (EI , | · |aI ) and (LJ , | · |`J).
Furthermore, for every Z ∈ LI , X ∈ LJ , we have I∗(lX) = J(X), and if EI = LI
also J∗(lZ) = I(Z).
Proof. Let l ∈ (EI)∗ and define µ(A) := l(1A) for A ∈ F (well-defined and finite by
Lemma 2.5.4,(1)). Clearly µ(∅) = 0. Also if An ∈ F are disjoint, and writing A = ∪nAn,
then
∑
n≤N 1An → 1A a.s. and |
∑
n≤N 1An − 1A| ≤ 1. Therefore by (3) in Lemma
2.5.4 then
∑
n≤N 1An → 1A in EI . By continuity of l then l(1A) = limN
∑
n≤N l(1An).
Thus µ is clearly a finite, signed, countably-additive measure. If A ∈ F is such that
P(A) = 0 then l(1A) = 0 and hence µ(A) = 0. So µ is absolutely continuous w.r.t. P.
By Radon-Nikodym’s Theorem then g := dµdP exists and is P−integrable. By linearity
then l(f) = E[fg] for every simple function f . By continuity |E[fg]| ≤ C|f |I for
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simple functions. Therefore sup{|E[fg]| : f simple and |f |aI ≤ 1} < ∞ and by (4) in
Lemma 2.5.4 we get that g ∈ LJ and that |g|`J equals the above supremum. Since both
l(·) and E(·g) are uniformly continuous functions coinciding on a dense set (by (2) in
Lemma 2.5.4, simple functions are such a set), they must agree in the whole of EI .
Hence l(f) = E[fg] for every f ∈ EI and so (EI)∗ ⊂ LJ , but using Proposition 2.5.3
the reverse inclusion already holds. Therefore (EI)∗ = LJ , where the identification is
isomorphic if LJ is endowed with the Luxemburg norm and EI with the Amemiya one.





















since the conjugate of η∗Y is ηY . Now fix Z ∈ LI and assume LI = EI . Then
J∗(lZ) = supX∈LJ{E[XZ]− I
∗[lX ]} by the previous lines. On the other hand, I(Z) =
supl∈(LI)∗{l(Z)−I
∗(l)} = supX∈LJ{E[XZ]−I
∗[lX ]}, since (EI)∗ = LJ . Thus J∗(lZ) =
I(Z).
Lemma 2.5.4
1. 1A ∈ EI for every A ∈ F
2. Simple functions are norm dense in EI
3. If Zn → 0 a.s. and |Zn| is bounded by a constant, then |Zn|I → 0
4. If κ := sup{|E[fg]| : f simple and |f |aI ≤ 1} <∞ then g ∈ LJ and |g|`J = κ
Proof. For the first point, 1A ∈ EI iff infY ∈Y E[1AV (βY )] < ∞ for every β > 0.
This is true, simply by taking a Y ∈ Y∗.
For the third point, if |Zn| ≤ K, then I(αZn) ≤ α infY ∈Y E[KV (Y/(αK))]. But
|Zn|V (Y/α|Zn|) → 0 a.s. and this sequence is dominated by KV (Y/(αK)). Therefore
if there exists a Y ∈ Y such that E[V (Y/(αK))] < ∞, then it would follow that
I(αZn) → 0. But this holds (for every α > 0) again by taking Y ∈ Y∗. By Lemma
2.5.2.(3) we conclude that Zn → 0 strongly.
The proof of the second point resembles the previous one. First, since simple functions
are dense in L∞ and by Proposition 2.5.3 this last space is contained continuously in
LI (obviously then also in EI), it suffices to show that bounded functions are dense in
EI . Take Z ∈ EI and define Zn = Z1|Z|<n. Thus Xn := |Z −Zn| = |Z|1|Z|≥n ↘ 0 a.s.
Now fix β > 0. Taking any N > 0 and because ∞ > I(βXN ) = βE[XNV (Y/(βXN ))]
for some Y ∈ Y, and XnV (Y/(βXn)) ↘ 0 a.s. then by dominated (or monotone)
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convergence E[XnV (Y/(βXn))]→ 0 and thus I(βXn)→ 0. Now because this holds for
every β, by Lemma 2.5.2.(3) then |Xn|I → 0.
Finally, for the fourth point, take κ <∞ as in the statement. Then clearly sup{|E[zg]| :
z simple and ||z||aη∗
Y
≤ 1} ≤ κ for every Y ∈ Y∗. A classical result in Orlicz theory (see
(10) in [Rao and Ren, 1991, Chapter 3.4, Proposition 10]), which readily generalizes




≤ 1}, and hence
‖g‖`ηY ≤ κ, since any non-negative z may be approximated in an increasing way a.s. by
simple functions. Hence supY ∈Y∗ ‖g‖`ηY ≤ κ. Since E[Y U
−1(g/‖g‖`ηY )] ≤ 1 (by defini-
tion of the norm and Fatou’s Lemma) then E[Y U−1(g/κ)] ≤ 1 and thus J(g/κ) ≤ 1
from which |g|`J ≤ κ <∞. Finally, by Proposition 2.5.3 we have |E[fg]| ≤ |g|`J |f |aI and
so if f is simple and such that |f |aI ≤ 1 we get that |E[fg]| ≤ |g|`J and then by taking
supremum over such functions we derive that κ ≤ |g|`J , and therefore there is equality.
Notice that being LJ = (EI)∗ this already implies completeness of LJ . Also notice
that a property analogous to point (3) in the above lemma does not hold in EJ if Y is
not uniformly integrable. This already is evidence of non-reflexivity in a general situa-
tion. We shall discuss this in depth later on.
2.5.3 Applications of the Modular approach to the robust
optimization problem
We are ready to apply the previously introduced modular spaces in the study of the
robust optimization problem. In what follows it will be assumed that the uncertainty
set Q satisfies the following assumptions:
Assumption 10
• Q is countably convex.
• [P(A) = 0 ⇐⇒ ∀Q ∈ Q,Q(A) = 0].
• dQ/dP is a non-empty σ(LI , LJ)-closed subset of LI .
• ∃x > 0,Q ∈ Qe such that uQ(x) <∞.
As commented before, the first two assumptions imply the non-emptiness of the set
Qe of equivalent measures in Q. We could actually replace, as will be mentioned in
Remark 2.5.2, the first and fourth points by [Q is convex and dQe/dP ∩ LI 6= ∅].
As a consequence of Proposition 2.5.3, we can prove the following result, of interest
on its own, which we already mentioned in Remark 2.5.1 and will be useful in proving
the general minimax Theorem 2.5.1 below:
Proposition 2.5.5 Suppose Assumptions 2 and 10. Then, for all x > 0 we have that










2.5 Modular spaces and the incomplete case
Proof. By Proposition 2.5.3 we have:
EQ[U(XT )] ≤ |dQ/dP|`I |U(XT )|aJ ≤ [1 + J(U(XT ))]|dQ/dP|`I ,
by definition of the norm. Hence, by Lemma 2.5.1 we get that uQ(x) ≤ [1+x]|dQ/dP|`I .
Now we prove the lower bound for uQ(x) in (2.5.3). Let us call Z = dQdP ∈
dQe
dP . Recalling
that vQ(y) := infY ∈Y E [ZV (yY/Z)], we have:
|Z|aI ≤ y + yI(Z/y) = y + vQ(y) ≤ y + cvQ(y),





every x > 0, finding c ≥ 1 such that x ≥ c−1 and then taking infimum over {y > 0}
yields uQ(x) ≥ C|Z|I : if the r.h.s. is infinite there is nothing to prove, and otherwise by
[Kramkov and Schachermayer, 1999, Theorem 3.1] it holds uQ(x) = infy>0 [vQ(y) + xy]
and we still get the desired bound. The best constant C is thus 1 ∧ x.
If now Z := dQ/dP ∈ dQdP \
dQe
dP is such that uQ(x) = +∞, the lower bound trivially
holds. If in turn uQ(x) < ∞ we resort to [Schied and Wu, 2005, Lemma 3.3], which
states that whenever Qi ∈ Q, i = 1, 2 are such that uQi < ∞, the function t ∈ [0, 1] 7→
utQ1+(1−t)Q2(x) is continuous ∀x > 0 (note that this result does not use the assumption
that dQdP be closed in L
0). Notice that Zt = tdQ0/dP + (1 − t)Z (with Q0 as in the
statement of the present result) satisfies Zt ∈ dQedP for 0 < t ≤ 1. Thus we get that
∀ε > 0, ∃δ such that t ∈ (0, δ) ⇒ uQ(x) ≥ uZtdP(x) − ε ≥ Cx|Zt|aI − ε. Hence, taking
t→ 0+ we get that uQ(x) ≥ Cx|Z|I − ε,∀ε > 0, and the lower bound follows by letting
ε→ 0.
Remark 2.5.2 In light of the upper bound in (2.5.3), we see that indeed the third and
fourth points in Assumption 10 could be replaced respectively by dQ/dP∩LI being weakly
closed and dQe/dP ∩ LI 6= ∅, and so likewise the first point by the usual convexity of
the set Q.
Thanks to Proposition 2.5.4 we can endow LJ with a weak-* topology and thus prove
the following crucial minimax Theorem, of which Theorems 2.2.3 and 2.4.1 are special
cases:
Theorem 2.5.1 Suppose Assumptions 2, 9 and 10 hold. Assume that L∗I ∼= LJ (e.g.
under condition (2.2.23) in Assumption 3). Then for every x > 0:







= infQ∈Qe supX∈X (x) EQ (U (XT )) < +∞, (2.5.4)
for some X̂ ∈ X (x), and moreover v is finite and u, v are conjugate on (0,∞).
Furthermore, if LI is reflexive (e.g. in the complete market case under the two condi-
tions in Assumption 3) there is a saddle point, i.e. there exists a Q̂ ∈ Q so that all the








2 Robust utility maximization without model compactness
Proof. Fix x > 0. We now intend to apply [Aubin and Ekeland, 2006, Chapter 6,
Theorem 7] (Lopsided minimax Theorem, also stated on page 295 therein). First, let
us define the set G := {g ∈ LJ : 0 ≤ g ≤ U(XT ), some X ∈ X (x)}. Now let us define
a bilinear function F : G × dQ/dP → [0,∞) by F (g, Z) = E[Zg]. Evidently under
condition L∗I ∼= LJ we must have that EI = LI (which is the case anyway if condition
(2.2.23) in Assumption 3 holds).
We first endow the convex set G with the weak-* topology σ(LJ , EI). Let us prove
that G is closed with it. Indeed if {gα}α ⊂ G, we have by Lemma 2.5.1, part c), that
J(gα) ≤ x. But by Proposition 2.5.4, the spaces (EI , σ(EI , LJ)), (LJ , σ(LJ , EI)) are in
topological duality and J = I∗. Therefore J is σ(LJ , EI)-l.s.c. and we conclude that
if gα → g in this topology, then J(g) ≤ x. Again by Lemma 2.5.1, part c), we see
that |g| ∈ G. On the other hand 1g<0 ∈ EI (by Lemma 2.5.4) and so E[g1g<0] =
limE[gα1g<0] ≥ 0, from which g ≥ 0 and so g ∈ G.
We now prove that G is weak*-compact. By Banach-Alaoglu it suffices to prove that
it is norm bounded. But this holds since |g|aJ ≤ 1 + J(g) ≤ 1 + x, for every g ∈ G.
We apply now the lopsided minimax Theorem. The function F satisfies:
• F (g, ·) is convex
• {g ∈ G : F (g, Z) ≥ β} is weak*-compact for every β, Z.
• F (·, Z) is concave and continuous,
and thus −F satisfies with ease the requirements of that theorem. We conclude then
the minimax equality and the attainability of an optimal g ∈ G. By simple arguments
in Schied and Wu [2005] (see the proof of Lemma 3.4 therein) any optimal g must be
of the form U(XT ) and one may approximate the “infsup” by taking the infimum over
Qe.
Because we proved that u(x) = inf
Q∈Qe
uQ(x) we also have u(x) = inf
Q∈Qe,uQ(x)<∞
uQ(x).
Now applying [Kramkov and Schachermayer, 1999, Theorem 3.1] we see that u(x) =
infy≥0
[
infQ∈Qe,uQ(x)<∞ vQ(y) + xy
]
and so by the first statement in [Schied and Wu,
2005, Lemma 3.5] we conclude that u is the conjugate of v. Finiteness of v on (0,∞)
is a consequence of LI = EI . Because I is convex and v(y) = infZ∈dQe/dP yI(Z/y), an
argument as in the proof of Lemma 2.3.2 shows that v is convex and so we conclude
by [Aliprantis and Border, 2006, Theorem 7.22] that v is continuous in (0,∞). Since
clearly v(y) ≥ V (y) we see that v(0+) =∞. Thus defining v(·) =∞ on (−∞, 0] we get
a l.s.c. function everywhere. Defining u(0) = 0 and u(x) = −∞ if x < 0, we still get
that u is the concave conjugate of v. This in turn implies that v is conjugate to u and
also that if y > 0 then v(y) = supx>0[u(x) + xy].






we realize that it
is enough to do it over a norm-bounded subset of dQ/dP. Indeed, we have already proven
that u(x) = infQ∈Q uQ(x), and this is finite by Assumption 10. Thus we may only regard
Q∩{Q : uQ(x) ≤ u(x)+1}, but by Proposition 2.5.5 we have that uQ(x) ≥ c(x)|dQ/dP|aI ,
and so this set is contained in Q ∩ {Q : |dQ/dP|aI ≤ c(x)−1[u(x) + 1]}. By reflexivity
and Assumption 10, these sets are weakly compact (i.e. σ(EI , LJ)-compact) and so the
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attains its minimum there. Any of
these densities along with any optimal X̂ conforms a saddle point.
We finally stress that the reflexivity condition on LI is satisfied if the market is
complete and Assumption 3 holds. Indeed by completeness we would have that I(·) =
E[η∗1(·)] and J(·) = E[η1(·)], and so by Assumption 3 coupled with Proposition 2.3.1
and Theorem 2.3.2 we get the desired reflexivity.
Remark 2.5.3 Proposition 2.5.5 and the previous theorem prove that under the as-
sumption ∃x > 0,Q ∈ Qe such that uQ(x) < ∞, it is equivalent to write closedness
conditions on dQ/dP ∩ LI or on dQ/dP ⊂ LI .
Remark 2.5.4 From the previous proof it is clear that if dQ/dP ⊂ EI then at least for
the minimax result and the existence of an optimal wealth, the condition L∗I ∼= LJ can
be avoided altogether, since we may work on EI instead if LI from the beginning.
Let us point out that at the moment we can only prove existence of a worst-case Q̂
(as well as relating it explicitly to the optimal X̂) in the case that our modular spaces
are reflexive. In Theorem 2.5.2 and Remark 2.5.6, we aim to find out when this is the
case. The following property relates the answer to the set Y.
Lemma 2.5.5 If EJ has order-continuous norm (i.e. |xα|J ↘ 0 whenever xα ↘ 0)
then Y is uniformly integrable.
Proof. By [Aliprantis and Border, 2006, Theorem 9.22], EJ has order-continuous
norm if and only if every sequence of order-bounded and disjoint elements is strongly
convergent to zero. So take An a sequence of disjoint sets. Notice that 1An is an order-
bounded and disjoint sequence, and thus |1An |J → 0. This implies J(1An)→ 0, which
means supY ∈Y E[1AnY ]→ 0. Now, from [Diestel, 1991, Theorem 7] this implies that Y
is uniformly integrable.
The following theorem is essential and it implies Theorem 2.2.4.
Theorem 2.5.2 If the set Y is not uniformly integrable, then neither EJ , LJ nor EI
can be reflexive.
Proof. As pointed out in [Aliprantis and Border, 2006, Corollary 9.23], a reflexive
Banach lattice has order continuous norm. Since EJ is a Banach lattice in itself, if it
were reflexive, by Lemma 2.5.5 the set Y would be uniformly integrable. Thus EJ is
not reflexive and therefore LJ neither, since the former is a closed subset of the latter.
On the other hand, under the assumption of this section the dual of EI is isomorphic
to LJ (which we proved in Proposition 2.5.4) which in turn implies that EI cannot be
reflexive either.
Remark 2.5.5 The previous result states that lack of uniform integrability of Y implies
that the space LI cannot be reflexive. This lack of reflexivity means that the approach
used for Orlicz-Musielak spaces (in the complete case) does not extend vis-à-vis to the
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current Modular space setting, since subsequence principles rely precisely on reflexivity
(see Remark 2.5.1 for some context). It is remarkable that no growth conditions on U or
V may yield reflexivity to our Modular spaces as soon as Y is not uniformly integrable.
Remark 2.5.6 If the set Y were uniformly integrable, then also the set of absolutely
continuous martingale measureM would be so (more precisely, their densities would be
σ(L1, L∞)− relatively compact). The results [Delbaen, 1992, Theorem 6.7 and Corollary
7.2] then say that M must be a singleton, at least in the case of bounded continuous
prices and either if all martingales on the filtration are continuous (this is the case of
the augmented brownian filtration) or if the filtration is quasi left-continuous. Therefore
in most interesting cases uniform integrability of Y implies market completeness.
We have seen in Theorem 2.5.1 how despite the lack of reflexivity the modular space
approach still provides a nice setting to tackle robust problems without a-priori compact-
ness. We close this section remarking that this framework may also be useful in other
contexts (e.g. risk measures, pricing, etc). To illustrate the point, we derive a rather
short proof of the existence of an optimal strategy in the classical, non-robust, utility
maximization problem in incomplete markets (compare with [Kramkov and Schacher-
mayer, 1999, Lemma 3.9], [Kramkov and Schachermayer, 2003, Lemma 1], or the proof
of existence after [Schachermayer, 2004, Lemma 3.16]) by means of the modular spaces
and weak compactness. This can be seen of course as corollary to our minimax Theorem,
but for the sake of the argument we show the full proof:
Proposition 2.5.6 Under Assumptions 2 and 9, the value function uP(·) is everywhere
finite and for every x > 0 the problem uP(x) := supX∈X (x) E[U(XT )] is attained at a
unique element.
Proof. Since Y∗ 6= ∅ we get that LI contains the constants and thus by the upper
bound in Proposition 2.5.5 we get that uP(·) <∞.
Fix now x > 0 and take Xn ∈ X (x) so that E[U(XnT )] → uP(x). By definition we
derive that |U(XnT )|aJ ≤ 1 + J(U(XnT )) ≤ 1 + x, where we also used Lemma 2.5.1. By
Proposition 2.5.4 and Banach-Alaoglu Theorem, there is a subnet of U(Xn) convergent
in σ(LJ , EI) (i.e. weak*) to an element K ∈ LJ . Since 1 ∈ EI by Assumption 9 we
conclude that u(x) = E[K]. Further, by invoking part (1) of Lemma 2.5.4 we conclude
that E[K1K<0] ≥ 0 and so K ≥ 0 a.s. On the other hand, Proposition 2.5.4 also shows
that (EI , σ(EI , LJ)) and (LJ , σ(LJ , EI)) are in separating duality and have compatible
topologies, and by the same Proposition J = (Ĩ)∗ where Ĩ is I’s restriction to EI .
This proves that J is σ(LJ , EI)-l.s.c. and in particular J(K) ≤ x, since J(U(XnT )) ≤ x
(this from Lemma 2.5.1). By the same lemma we deduce that U−1(K) ≤ X̂T for some
X̂ ∈ X (x) and so K ≤ U(X̂T ), which proves that uP(x) = E[U(X̂T )].
Uniqueness is a consequence of U being strictly concave.
Remark 2.5.7 The previous result may appear to contradict the statement in Kramkov
and Schachermayer [1999] that the condition AE(U) < 1 is almost necessary for the ex-
istence of optimal wealth, but this is not the case. Concretely, in Example 5.2 therein the
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authors construct a complete market for which whenever AE(U) = 1 no optimal wealth
processes exist for initial capital x big enough. However in this type of constructions
one needs that E[V (βY )] = +∞ for every β small enough (see Lemma 5.1.iii therein),
where Y is the unique martingale measure, and so violate the condition Y∗ 6= ∅ in our
Assumption 9. Thus our assumptions rule out the combinations of market models and
utility functions for which such counter-examples can be built. This is in accordance
with Kramkov and Schachermayer [2003] where sufficient and necessary conditions are
given for pairs of market models and utility functions.
Remark 2.5.8 We envisage that further analysis of our modular spaces (for instance
identifying the dual of LJ) may bring more understanding of the robust problem and
the (non)existence of the associated worst-case measures. This could be endeavoured
through minimization of entropy techniques as well. We should also say that one may
add more ad-hoc conditions on the set dQ/dP in order to retrieve in incomplete markets
the results obtained for the complete one, even without reflexivity. An example would
be to ask dQ/dP ∩ BLI (0, R) to be weakly compact, for R large enough. Then most of
the points in Theorems 2.2.2 and 2.2.1 could be derived. However, tractable conditions
implying such a property should still be provided in order to derive applicable criteria.
2.6 On a possible extension to the non-dominated case
In this last brief section of the present chapter we will discuss heuristically how its core
idea, namely that we can relax the requirements on the uncertainty set thanks to a
certain compactness on the set of images through the utility function of the admissible
wealths, may be generalized for the case of non-dominated models. This should serve as
a motivation for that line of research, and also highlight where the hardest difficulties
should arise when implementing the suggested programme.
We start by remarking that in the previous sections there was always a privileged
probability measure, the reference one P, and that all the measures in the uncertainty
set were assumed to be absolutely continuous with respect to it. In fact, if we define
the set function CQ(·) = supQ∈QQ(·), we as well as Schied and Wu [2005] had assumed
that “CQ is equivalent to P,” in the sense that CQ(A) = 0 ⇐⇒ P(A) = 0.
This is however not an appropriate assumption for models with misspecified (i.e.
uncertain) volatility. For instance, to exemplify, it is well-known that the measures on
path-space making the coordinate process a martingale with density of its quadratic
variation w.r.t. the Lebesgue measure equal to infinite different constants are actually
singular to each other and non-dominated. Thus, the case when the uncertainty set Q
is not dominated by a single measure is of great interest, and indeed there has been a
lot of work in the subject lately. We will often refer to Denis and Kervarec [2013] and
do not provide here an extensive list of the research that has been done on the issue.
In this setting, which we refer to as the non-dominated case, already talking about
stochastic integrals is a delicate subject. We avoid discussing these technicalities and
refer to Soner et al. [2011], Denis and Martini [2006], Denis and Kervarec [2013], Nutz
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[2012] for some possible ways to give a meaningful sense of a stochastic integral well-
defined for every Q ∈ Q simultaneously. In this section we keep the notation we have
used before and as usual Assumption 2 is supposed to hold. We will also use the set
function CQ but do not assume it absolutely continuous w.r.t. any measure. As a matter
of language, a set A such that CQ(A) = 0 will be called polar. We remark that we do
not assume a priori that the set Q is weakly-compact (i.e. tight), as opposed to Denis
and Kervarec [2013].
Let us assume then that we can define the sets of non-negative admissible terminal
wealths X (x), in a filtered space (Ω, {Ft}0≤t≤T ), so that the expressions EQ[U(XT )] are
meaningful. Further let us denote by Pm the set of probability measures on FT under
which every element in X :=
⋃







the difference being that now we cannot write EQ[U(XT )] = EP[U(XT )dQ/dP] because
there is no reference P. So, if we want to do anything along the lines of what was
successful in the dominated case, we need to identify first of all the modular functionals.
For a signed measure of finite variation Q we denote by |Q| its associated variation
measure and P(Q) the subset of Pm consisting of elements absolutely continuous w.r.t.








E|Q| [V (yZ)] + xy
)
,
where for Q ∈ Q obviously Q = |Q|, but we use the latter to motivate the definition
of I below. We notice that the r.h.s. suggests that we should look at a functional of Q
that already summarizes the presence of the martingale densities.
We believe that in the present case something along the lines of
I(Q) :=

0 if Q = 0
+∞ if P(Q) = ∅
inf
{
E|Q| [V (Z)] : Z ∈ dP(Q)d|Q|
L0(|Q|)}
otherwise,
is likely appropriate. As explained in [Schachermayer, 2004, p.48], we could take instead
of dP(Q)d|Q|
L0(|Q|)
the setsZ : 0 ≤ Z ≤W , Q-a.s., some W ∈ dP(Q)d|Q|
L0(|Q|)
 , or
YQ(1) := {Y non-negative |Q|-supermart. : Y0 = 1, XY is a |Q|-supermart.,∀X ∈ X},
where as usual YQ(1) may also denote the set of final values of the processes therein
(context should be clear). The functional I is defined in the space of all signed measures
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of finite variation, and here and elsewhere L0(|Q|) denotes the space of measurable
functions (identifying |Q|-a.e. equal ones) equipped with convergence in |Q|-measure,
and we keep the notation E|Q| even-though the measure might not have mass equal to
one. It is easily seen that in case we had a reference measure P, the previous functional
coincides with the one we had in the dominated case (called I likewise) on the subset
of signed measures of finite variation given by {ZdP : Z ∈ L1(P)}. Furthermore, upon
defining v(y) = infQ∈Q infY ∈YQ(y) EQ (V (YT )), it is then clear that v(1) = infQ∈Q I(Q)
and more generally v(y) = y infQ∈Q I(Q/y).
Let us now consider the set of signed measures of finite variation absolutely continuous
w.r.t. CQ, denoted M(CQ) := {Q measure : |Q|(Ω) < ∞,Q  CQ}, where Q  CQ
means |Q|  CQ (which we already defined). We restrict preliminarily
I :M(CQ)→ R+ ∪ {+∞},
and define the sets:
LI := {Q ∈M(CQ) : ∃α > 0, I(αQ) <∞},
EI := {Q ∈M(CQ) : ∀α > 0, I(αQ) <∞}.








where L(CQ) denotes the space of equivalence classes of measurable functions where
polar equal ones (w.r.t. CQ) are identified. Let us introduce accordingly:
LJ := {X ∈ L(CQ) : ∃α > 0, J(αX) <∞},
EJ := {X ∈ L(CQ) : ∀α > 0, J(αX) <∞}.
One may expect the functional J to be, upon identifications, the conjugate of I. We
remark that the definition of J extends the one we used in the dominated case, and this
holds also for the L and E spaces above, so we keep the notation from the dominated
case.
Let us prove the following result, for which it is important that we work on LI only:
Lemma 2.6.1 If Q ∈ LI\{0} we have P(Q) 6= ∅ and the infimum defining I(Q) is
attained. Furthermore, the set LI is linear and the functional I(·) is convex on it.
Finally, I is l.s.c. on any segment of LI (equipped with the embedded euclidean topology).





we see that Q ∈ LI\{0} ⇒ P(Q) 6= ∅. The fact that I(Q) is attained now follows
from the closedness, convexity and boundedness in L0(|Q|) of the set YQ(1), upon
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which the corresponding infimum is computed, a Komlos-type argument and the lower
semicontinuity of Z 7→ E|Q|[V (Z)].
Let us initially prove that LI is convex on the non-negative elements ofM(CQ), which
is clearly a convex set. So we take Q1,Q2 therein. If either P(Qi) is empty the claim is
trivial. We first then suppose P(Qi), i = 1, 2, non-empty and both Q’s not identically







. Thus we get:









Let us call ∆ the above quantity. We observe that Q := λQ1 + (1 − λ)Q2  Q1,Q2,
























λm1dQ1/dQ + (1− λ)m2dQ2/dQ






λm1dQ1/dQ + (1− λ)m2dQ2/dQ
)]
=: κ,
where the first inequality comes from the joint convexity of (x, y) 7→ xV (y/x) and the
equality after it is just the definition of Q. We next easily see that κ ≥ I(Q), thanks to
Bayes’ formula, and arrive at the convexity inequality.
We now tackle the case when say Q2 = 0 and Q1 is such that P(Q1) 6= ∅. For future




1| [λV (Z)] = inf
Z∈dP(|Q1|)/d|Q1|
E|Q
1| [λV (Z/λ)] ≤ λI(Q1),
(2.6.1)
where for the inequality we used that 1/λ ≥ 1 and V (·) is decreasing. Since this holds
for every λ ∈ (0, 1], we also get the convexity inequality since I(Q2) = 0. All in all, I is
then convex on the non-negative elements ofM(CQ).
The previous proves that the set of non-negative elements in LI , which we denote
L+I , is convex. Indeed, if I(αQ1), I(βQ2) < ∞ then the convexity of I implies that
I
(
{λ/α+ (1− λ)/β}−1[λQ1 + (1− λ)Q2]
)
< ∞. Thus I restricted to L+I is convex.
Let us now observe that if Q1,P ∈ L+I then λ ∈ [0, 1] 7→ I(λQ1 + (1 − λ)P) is l.s.c.
This is true since λQ1 + (1 − λ)P  12 (Q
1 + P) and so we may rewrite our functional
I on the segment between Q and P as the I that we had in the dominated case, with
1
2 (Q
1 + P) as reference measure, and so the statement reduces to the L0(1/2(Q1 + P))-
lower semicontinuity of the restricted functional.
We will now observe that I on L+I is increasing w.r.t. the order Q ≤ P ⇐⇒ Q(A) ≤
P(A),∀A ∈ FT . We may assume that Q 6= 0 and so P(Q) 6= ∅. If we define Qλ = λQ +
(1−λ)P we then have that for λ ∈ [0, 1) Qλ is equivalent to P. Thus YQλ = YP×dP/dQλ
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where for the inequality we used that dQλ/dP ≤ 1 (since Q ≤ P) and that z 7→ zV (l/z)
is increasing. Now taking λ ↗ 1 and using the l.s.c. obtained previously we get that
I(Q) ≤ I(P).
We proceed to prove the convexity of I on the whole of LI . Observing that I on LI
is just the composition of Q 7→ |Q| and the restriction of I to L+I , we have:
I(λQ1 +(1−λ)Q2) = I(|λQ1 +(1−λ)Q2|) ≤ I(λ|Q1|+(1−λ)|Q2|) ≤ λI(|Q1|)+(1−λ)I(|Q2|),
and the last term equals λI(Q1)+(1−λ)I(Q2), finally proving the convexity. The proof
of the linearity of LI follows from this with analogous arguments as in Lemma 2.5.1,
and the lower semicontinuity of I on segments of lines in LI is a trivial extension of the
previous argument on segments in the positive cone.
Remark 2.6.1 We stress that I need not be convex on the whole ofM(CQ), but only in
its positive cone, and this cannot be remedied by any redefinition of I on the measures
for which P(Q) = ∅, which is what causes the trouble. The reason why convexity does
appear when restricting I to LI is that for the non-trivial measures therein P(Q) 6= ∅
automatically holds. This issue of course never arises in the dominated case, as one
only needs to keep track of P(P) for one reference measure P.
We now proceed to summarize some more or less direct results related to the func-
tionals and spaces introduced so far. We assume in the following that
Q ⊂ LI ,
holds.
Proposition 2.6.1
• J is a convex modular on either modular (in particular linear) spaces LJ or EJ .
• I is a convex modular on either modular (in particular linear) spaces LI or EI .







• A Young-type inequality holds between I and J , namely:
∀(Q,X) ∈ LI × L(CQ) holds: I(Q) + J(X) ≥ EQ(X). (2.6.2)
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Proof. The convexity of J is a consequence of it being a supremum of convex
functions, and that of I has already been established in Lemma 2.6.1. The linearity
of the spaces LI , EI , LJ , EJ is an easy consequence of the convexity of I and J (see
Lemma 2.5.1).
Equation (2.6.1) implies the increasingness of α ∈ R+ 7→ I(αQ), and to prove the
lower bound for I we simply observe that (|Q|(Ω))−1|Q| is a probability measure and
so by Jensen’s inequality













We now prove that LI and LJ are modular spaces with convex modulars I and J
respectively. Recall the corresponding definition 2.5.1. For I first. Axioms (1), (2) and
(3) therein hold by definition, and (5) has already been established. For (4) we invoke
the lower bound on I already obtained. Finally, for axiom (6), the increasingness of I
along lines shows that I(Q) ≥ sup
0≤ξ<1
I(ξQ) =: ζ. Now, take εn ↗ 1 so ζ = lim I(εnQ).
Because I is l.s.c. along segments of lines, thanks to Lemma 2.6.1, we deduce that
lim I(εnQ) ≥ I(Q) and thus I(Q) = ζ as desired. Now for J . Axioms (1), (2) and
(3) are direct. If J(ξX) = 0 this means Y U−1(ξX) = 0, |Q|-a.e. ∀Q ∈ LI , Y ∈ YQ.
Notice that for Q ∈ LI\{0} there must exist a strictly positive Y ∈ YQ and thus
U−1(ξX) = 0, |Q|-a.e. ∀Q ∈ LI\{0}, implying that U−1(ξX) = 0 also outside a polar
set, by virtue of our assumption that Q ⊂ LI . Hence X = 0 outside a polar set. Lastly,
by increasingness of U−1 it holds that for fixed Y ∈ YQ: Y U−1(ξX) ↗ Y U−1(X)
|Q|-a.e. as ξ ↗ 1. By monotone convergence then E|Q|[Y U−1(ξX)] ↗ E|Q|[Y U−1(X)]
and thus sup0≤ξ<1 E|Q|[Y U−1(ξX)] = E|Q|[Y U−1(X)] and now taking supremum over
Y ∈ YQ and Q ∈ LI we get axiom (6).
We conclude with the Young-type inequality. Fix Q ∈ LI , X ∈ LJ and Y ∈ YQ. Then
we have:










where the first inequality follows from the fact that V (y) = supz>0[z − yU−1(z)] and




from above by J(X) and
take infimum over Y ∈ YQ in E|Q| [V (Y )] + J(X) ≥ EQ(X), we arrive to the desired
result.
Since we are dealing with convex modulars, we endow now LI (respect. LJ) with
either the Amemiya | · |aI or the equivalent Luxemburg | · |`I norms (respect. | · |aJ , | · |`J)
as in the previous sections (see e.g. (2.5.2)).
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≤ 1 and further
∣∣EQ[X]∣∣ ≤ |X|iJ |Q|jI ≤ 2|X|kJ |Q|kI ,
where i, j, k ∈ {a, `} and i 6= j.
Proof. Let βn ↘ |Q|`I so that I(Q/βn) ≤ 1. Then Lemma 2.6.1 shows that the
inequality is preserved in the limit. The inequality for J is a trivial adaptation of that
in Lemma 2.5.2. Finally the proof of the Hölder inequalities are consequence of Young’s
inequality in Proposition 2.6.1, along the same lines as in Proposition 2.5.3.
These are all encouraging results that show that probably the modular functionals
and modular spaces introduced should be meaningful in the present, non-dominated,
context.
We close the section with the following open questions:
1. Are LI , EI , LJ , EJ Banach spaces?
2. Is there a condition, in the spirit of Assumption 9, guaranteeing an isometric
identification between (EI)∗ and LJ , or at least making it possible to apply a
Banach-Alaoglu-Bourbaki theorem for general dual pairings?
3. Does it hold that J(C) ≤ x ⇐⇒ U−1(|C|) ≤ XT for some X ∈ X (x)?
Regarding these open questions, the first one seems to be the more tractable one; it
is probably just an elaboration of the proof given in the dominated case. The second
question seems to be far more difficult than its dominated counterpart and its truthful-
ness is uncertain; for instance, just talking about the norm dual of the space of finite
variation measures is a very tricky subject (see e.g. Mauldin [1973], [MacNerney, 1980,
Chapter II], Gordon [1966]). The non-trivial implication in the third point is very likely
another hard question. If the three previous questions had an affirmative answer, this
might yield existence of optimal strategies and minimax equality even in the case when
Q is not weakly-compact.
2.7 Concluding remarks
In this work we investigated conditions on the elements of the robust utility maximiza-
tion problem allowing us to relax the usual compactness assumptions on the set of den-
sities in the uncertainty set. This was done by identifying relevant Banach spaces where
a fortiori worst-case measures (if they exist) should live, and formulating conditions
on them for the solvability of the original problem. In complete markets the relevant
space is an Orlicz space. Upon granting its reflexivity, which we could do under simple
growth assumptions on the utility function and its conjugate, we proved attainability
of optimal strategies and existence of a worst-case measure. Furthermore, by means of
entropy minimization techniques we gave an explicit characterization of this measure
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in terms of the solution to a certain bi-dual problem, which may be easier to solve.
In particular, in many practical cases of interest, that problem is finite dimensional.
For general markets, we showed that the relevant Banach space is a certain Modular
space which, no matter the ingredients of the problem, is practically never (beyond the
complete case) a reflexive space. Nevertheless, we could obtain in that general setting
a minimax equality and the existence of optimal strategies, without resorting to model
compactness assumptions nor ensuring existence of a worst-case measure. The core of
the argument is that the image through the utility function of the terminal wealths
live in an appropriate weak-star compact set. We argue that the Modular spaces we
have introduced, or relevant modifications thereof, provide a framework where related
problems can be further investigated. In particular we show how the approach simplifies
some aspects of the non-robust variant of the problem as well as hints how to tackle the
non-dominated, robust, version of it.1
1We would like to thank Christian Léonard for useful and stimulating exchanges about his works on
entropy minimization, Freddy Delbaen for kindly commenting on the link between compactness of
martingale measure densities and incompleteness, Alexander Schied for his encouraging interest on
an early version of this work and for pointing out some references, Michael Kupper for providing
in the beginning useful insight into the incomplete setting, Andrzej Kozek for facilitating electronic
versions of his works on Orlicz-Muzielak spaces, and Ludovic Tangpi for his interest and comments
on the section on the nondominated case.
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3.1 Introduction
In the present chapter we shall develop, mainly in the context of stochastic optimal
control problems, a first-order sensitivity analysis for the optimal value of such problems
with respect to the several parameters defining it. From optimization theory me know
that the key to such analysis is to identify the Lagrange multipliers associated to the
various constraints in the problem. For that matter we build a Hilbertian framework,
by considering a space of Itô processes and identifying a scalar product therein, and
we will be able to translate the original stochastic control problem into the language of
infinite-dimensional optimization theory and then prove a correspondence between the
associated Lagrange multipliers of the problem and the (weak) Pontryagin multipliers
coming from Prontryiagin’s principle. With such a correspondence we endeavour our
sensitivity analysis, in the case of convex problems with additive perturbations and
quadratic problems (Mean-Variance and LQ) with multiplicative perturbations.
The chapter is structured as follows. In Section 3.2 we introduce relevant notation
and present the mentioned Hilbert space topology in the space of Itô processes, along
with some needed technical lemmata. Next in Section 3.3 we identify some operators
that will be of importance in the following sections and find their adjoints in terms of
associated BSDEs. In Section 3.4 we define the stochastic optimal control problem,
study the differentiability properties of the several functionals appearing in the data
and culminate by establishing the one-to-one relationship between Lagrange and weak-
Pontryagin multipliers. Then in Section 3.5 we take advantage of the Lagrange point
of view and analyze the differentiability properties of the value function with respect
to its parameters in the case of linear perturbations (Section 3.5.1) of convex problems,
the case of stochastic Linear-Quadratic problems (Section 3.5.2) and Mean-Variance
portfolio optimization problem (Section 3.5.3). The chapter is then closed with section
3.6, where we discuss in a restricted setting how a sensitivity analysis of utility maxi-
mization problems might look like, making a connection with Chapter 2 and using some
ideas thereof. This chapter is a collaboration with Francisco Silva of the Université de
Limoges, and except for the final section the work is based on Backhoff and Silva.
3.2 Preliminaries and functional framework
Let T > 0 and consider a filtered probability space (Ω,F ,F,P), on which a d-dimensional
(d ∈ N∗) Brownian motion W (·) is defined. We suppose that F = {Ft}0≤t≤T is the
natural filtration, augmented by all P-null sets in F , associated to W (·). We recall that
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v ∈ Lβ (Ω;Lp ([0, T ];Rn)) : (t, ω)→ v(t, ω) is F-progressively measurable
}
.







β and ‖v‖∞,p := ess sup
ω∈Ω
‖v(ω)‖Lp([0,T ]).
The case β = p = 2 is of particular interest since (L2,2F )n is a Hilbert space endowed
with the scalar product






We set (M2c)n for the set consisting of F-adapted, Rn-valued square integrable mar-
tingales x(·) satisfying that x(0) = 0. Recall that in the brownian filtration F, every
martingale admits a version having P-almost surely (a.s.) continuous trajectories (see
[Revuz and Yor, 1999, Theorem 3.5, Chapter V]). In particular, the elements in (M2c)n
can be identified with F-progressively measurable processes. Let us also recall that for
every x ∈ (M2c)n, the martingale representation theorem (see e.g. [Ikeda and Watanabe,





x2(s)dW (s) ∀t ∈ [0, T ], (3.2.1)











xij2 (s)dW j(s) for all i = 1, . . . , n.
Note that relation (3.2.1), Doob’s inequality and the Itô-isometry for the stochastic
integral imply that, endowed with the scalar product





the set (M2c)n is a Hilbert space which is a closed subspace of (L
2,∞
F )n. We now
consider a larger Hilbert space, called Itô space, which is fundamental in the rest of
the chapter. In order to provide a rigorous definition let us consider the application
I : Rn × (L2,2F )n × (L
2,2
F )n×d → (L
2,∞
F )n defined as








Lemma 3.2.1 The application I is well defined, injective and there exists a c > 0 such
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that
‖I(x0, x1, x2)‖2,∞ ≤ c




Proof. There exists a constant c > 0 such that for all t ∈ [0, T ],
|x(t)|2 =



































Taking the expected value, Doob’s inequality and the Itô-isometry property for the
stochastic integrals yields to (3.2.3). Finally, since the only continuous martingales
with finite-variation are the constants (see e.g. [Revuz and Yor, 1999, Proposition 1.2]),
we see that I is injective.
We consider the space In of Rn-valued Itô processes defined by
In := I
(
Rn × (L2,2F )




By Lemma 3.2.1 have that In is a linear space which can be identified with Rn ×
(L2,2F )n × (L
2,2
F )n×d. For x ∈ In we set (x0, x1, x2) = I−1(x) and we define the scalar
product



































for every x, y ∈ In, and we define the norm ‖x‖I :=
√
〈x, x〉I .
Lemma 3.2.2 The space (In, ‖ · ‖I) is a Hilbert space which is continuously embedded
in (L2,∞F )n.
Proof. The result is a direct consequence of the fact that Rn × (L2,2F )n × (L
2,2
F )n×d is
a Hilbert space and Lemma 3.2.1.
Remark 3.2.1 (i) We can thus identify In with Rn×(L2,2F )n×(L
2,2
F )n×d and by (3.2.1)
with Rn × (L2,2F )n × (M2c)n.
(ii) We will identify the topological dual I∗ with the space I itself.
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3.3 Adjoint operators and Backward Stochastic
Differential Equations (BSDEs)
We start with two basic well-known results. However, since the proofs are short, we
provide the details for the reader’s convenience.
Lemma 3.3.1 Let x ∈ (L2,∞F )n and r ∈ (L
2,2




x(s)>r(s)dW j(s) is a martingale.
Proof. Since x ∈ (L2,∞F )n and r ∈ (L
2,2
F )n we have that the stochastic integral M j is
well-defined and is a local-martingale. By the Burkholder-Davis-Gundy inequality (see














where the last inequality follows from the Cauchy-Schwarz inequality. Therefore, by
[Protter, 2005, Theorem 51], we have that M j(·) is a martingale with null expectation.
Using the above result, the following one is a straightforward consequence of Itô’s
lemma and Lemma 3.2.2.





= x>0 y0 + E
∫ T
0







Given a sigma-algebra G ⊆ F we write LpG := Lp(Ω,G,P). The following Proposition
will be useful.
Proposition 3.3.1 Let g ∈ (L2FT )

























































3.3 Adjoint operators and Backward Stochastic Differential Equations (BSDEs)
where (p, q) ∈ In × (L2,2F )n×d is the unique solution of the BSDE
dp = −a(t)dt+ q(t)dW (t),
p(T ) = g.
Proof. Let us first prove (3.3.1). Let us denote by rg for the unique element in (L2,2F )n×d








































0 rg(t)dW (t), z
〉
I ,






















and the second identity in (3.3.1) follows from the first one. To establish (3.3.2), let












































from which the result follows.
For g ∈ (L∞,∞F )n×n and h = (hj)dj=1 with hj ∈ (L
∞,∞
F )n×n, let us define the operators
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Proposition 3.3.1 has the following consequence:
Corollary 3.3.1 The following assertions hold:














∣∣Ft)dt ∀ r ∈ In.
(3.3.5)
Moreover,






qg,r(t)dW (t) ∀ r ∈ In,
where (pg,r, qg,r) ∈ In × (L2,2F )n×d is the unique solution to the following BSDE
dp(t) = −g(t)>r1(t)dt+ q(t)dW (t),
p(T ) = 0.
















∣∣Ft)dt ∀ r ∈ In.
(3.3.6)
Moreover,






qh,r(t)dW (t) ∀ r ∈ In,





p(T ) = 0.
Consequently, the adjoint of Ag +Bh is given by






qr(t)dW (t) ∀ r ∈ In,









p(T ) = 0.
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2 ≤ nd‖g‖∞,∞‖z‖2,2 ≤ nd
√
T‖g‖∞,∞‖z‖2,∞.
Therefore, Lemma 3.2.2 implies that the linear operators are indeed continuous. We





















which, by Lemma 3.3.1, implies the expression for A∗g in (i). The corresponding identity
for B∗g in (ii) is obtained by an analogous argument, while assertion (iii) is a direct
consequence of (i)-(ii).
3.4 Optimal control problems and Lagrange multipliers
Let us introduce some notation and assumptions. For a differentiable function (a, b) ∈
Rn1 × Rn2 7→ ψ(a, b) ∈ Rn3 we denote by ψa(a, b) ∈ Rn3×n1 and ψb(a, b) ∈ Rn3×n2
the corresponding Jacobian matrices. Let f : Ω × [0, T ] × Rn × Rm → Rn and σ :
Ω × [0, T ] × Rn × Rm → Rn×d. In what follows we use the notation f = (f i)(1≤i≤n)
and σ = (σij)1≤i≤n, 1≤j≤d, where each f i and σij is real valued. The columns of σ are
written σj for j = 1, . . . , d. We suppose that:
Assumption 11 The maps ψ = f j , σij satisfy:
(i) ψ is FT ⊗ B([0, T ]× Rn × Rm)-measurable.
(ii) For a.a. (ω, t) ∈ Ω× [0, T ] the mapping (x, u) 7→ ψ(ω, t, x, u) is C1, the application
(ω, t) ∈ Ω × [0, T ] 7→ ψ(ω, t, ·, ·) ∈ C1(Rn × Rm) is progressively measurable and there
exists c1 > 0 such that almost surely in (ω, t) |ψ(ω, t, x, u)| ≤ c1 (1 + |x|+ |u|) ,|ψx(ω, t, x, u)|+ |ψu(ω, t, x, u)| ≤ c1, (3.4.1)
Remark 3.4.1 Note that under Assumption 11 for every (x, u) ∈ In × (L2,2F )m we
have that (ω, t) 7→ ψ(ω, t, x(ω, t), u(ω, t)) is progressively measurable, and therefore∫ ·
0 f(ω, t, x(ω, t), u(ω, t))dt and
∫ ·
0 σ(ω, t, x(ω, t), u(ω, t))dW (t) are two a.s.
continuous progressively measurable processes. The latter is also a square integrable
continuous martingale.
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σ(s, x(s), u(s))dW (s)− x(·). (3.4.2)
Lemma 3.4.1 Under Assumption 11 the mapping G is Lipschitz continuous and Gâteaux
differentiable. Its Gâteaux derivative DG(x, u) : In × (L2,2F )m → In is given by
DG(x, u)(z, v)(·) =
∫ ·
0 [fx(t, x(t), u(t))z(t) + fu(t, x(t), u(t))v(t)] dt
+
∫ ·
0 [σx(t, x(t), u(t))z(t) + σu(t, x(t), u(t))v(t)] dW (t)− z(·),
(3.4.3)
for all (z, v) ∈ In × (L2,2F )m. Moreover, for every u, v ∈ (L
2,2
F )m and every x ∈ In we
have that DG(x, u)(·, v) : In → In is bijective.
Proof. Given z ∈ In, v ∈ (L2,2F )m and τ > 0, by a first order Taylor expansion of f
and σ we obtain
G(x+ τz, u+ τv)−G(x, u) = τ
∫ ·
0 [fx(t, x(t), u(t))z(t) + fu(t, x(t), u(t))v(t) + r1(t, τ)] dt
+τ
∫ ·




r1(ω, t, τ) :=
∫ 1
0 [Df(t, x(t) + θτz(t), u(t) + θτv(t))−Df(t, x(t), u(t))] (z, v)dθ,
r2(ω, t, τ) :=
∫ 1
0 [Dσ(t, x(t) + θτz(t), u(t) + θτv(t))−Dσ(t, x(t), u(t))] (z, v)dθ.
By Assumption 11(ii), we have that
|r1(ω, t, τ)|2 + |r2(ω, t, τ)|2 ≤ c′
(
|z(ω, t)|2 + |v(ω, t)|2
)
for a.a. (ω, t) ∈ Ω× [0, T ].
(3.4.5)
Since the left hand side of (3.4.5) converges a.s. to 0 as τ ↓ 0, we deduce with Lemma











→ 0 as τ ↓ 0,
and thus (3.4.3) follows by dividing by τ in (3.4.4), taking the limit τ ↓ 0 and the
definition of convergence in In. Now, fix v ∈ (L2,2F )m and ξ ∈ In. Let us prove that
there exists z ∈ In such that DG(x, u)(z, v) = ξ. By definition, this is equivalent to
solving the SDE
dz = [fx(t, x(t), u(t))z(t) + fu(t, x(t), u(t))v(t)− ξ1] dt
+ [σx(t, x(t), u(t))z(t) + σu(t, x(t), u(t))v(t)− ξ2] dW (t)
z(0) = −ξ0.
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Since (ξ1, ξ2) ∈ (L2,2F )n×(L
2,2
F )n×d, under Assumption 11 classical results for solvability
of linear SDEs (see e.g. [Bismut, 1976b, Theorem 2.1]) imply that the above equation
has a unique solution.
Remark 3.4.2 Note that under our assumptions G is Lipschitz. Therefore, by classi-




G(x+ τz′, u+ τv′)(·)−G(x, u)(·)
τ
= DG(x, u)(z, v)(·) in In.
In general, it is not clear whether G is C1. However, if f and σ are affine functions of the
pair (x, u), it can be easily checked that (x, u) ∈ In × (L2,2F )m → DG(x, u) ∈ L(In, In)
is continuous (L(In, In) is the space of bounded linear applications from In to In),
which implies that G is continuously differentiable.
Now, let
` : Ω×[0, T ]×Rn×Rm → R, Φ : Ω×Rn → R ΦE : Ω×Rn → RnE , ΦI : Ω×Rn → RnI .
Assumption 12 We suppose that:
(i) The maps ` and ψ = Φ, ΦiE, Φ
j
I (1 ≤ i ≤ nE and 1 ≤ j ≤ nI) are respectively
FT ⊗ B([0, T ]× Rn × Rm) and FT ⊗ B(Rn) measurable.
(ii) For a.a. (ω, t) the maps (x, u) 7→ `(ω, t, x, u) and x 7→ ψ(ω, x) are C1. The
application (ω, t) ∈ Ω× [0, T ] 7→ `(ω, t, ·, ·) ∈ C1(Rn × Rm) is progressively measurable.
In addition, there exists c2 > 0 such that almost surely in (ω, t) we have that
|`(ω, t, x, u)| ≤ c2 (1 + |x|+ |u|)2 ,
|`x(ω, t, x, u)|+ |`u(ω, t, x, u)| ≤ c2 (1 + |x|+ |u|) ,
|ψ(ω, x)| ≤ c2 (1 + |x|)2 , |ψx(ω, x)| ≤ c2 (1 + |x|) .
(3.4.6)
We define F : In × (L2,2F )m → R, GE : In → RnE and GI : In → RnI as
F (x, u) := E
(∫ T












∀ j = 1, . . . , nI .
(3.4.7)
Lemma 3.4.2 The functions F , GE and GI are continuously differentiable (in the
Fréchet sense) and for every (x, u), (z, v) ∈ In × (L2,2F )m we have that
DF (x, u)(z, v) = E
(∫ T
0
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∀ 1 ≤ i ≤ nE ,




∀ 1 ≤ j ≤ nI . (3.4.8)
Proof. The proof that F is Gâteaux differentiable and that its Gâteaux derivative
satisfies the first equation in (3.4.8) follows the same lines as the proof of Lemma 3.4.1.
Now note that given (z, v) ∈ In × (L2,2F )m with ‖z‖I = ‖v‖2,2 = 1, for all (x, u),
(x′, u′) ∈ In × (L2,2F )m,



























|DF (x, u)(z, v)−DF (x′, u′)(z, v)|2 ≤ cw(x′, u′),
where




|`x(t, x, u)− `x(t, x′, u′)|2 + |`u(t, x, u)− `u(t, x′, u′)|2
]
dt
+ |Φx(x(T ))− Φx(x′(T ))|2
)
.
Since `x, `u and Φx satisfy the linear growth property in (3.4.6), we have by dominated
convergence that w(x′, u′)→ 0 as ‖x′ − x‖I + ‖u′ − u‖2,2 → 0. Thus DF is continuous
and therefore F is Fréchet differentiable. The proof of the analogous result for GE and
GI goes similarly.
Let U ⊆ Rm be a non-empty, closed and convex set and define
U :=
{
u ∈ (L2,2F )
m : u(ω, t) ∈ U for a.a. (ω, t) ∈ Ω× [0, T ]
}
. (3.4.9)
We consider the optimal control problem
min
x∈In,u∈(L2,2F )m
F (x, u) s.t. G(x, u) + x0 = 0, GE(x) = 0 and GI(x) ≤ 0, u ∈ U .
(SP)
Remark 3.4.3 Usually the optimal control problem above is stated only in terms of u.
Indeed, under our assumptions, for every u ∈ (L2,2F )m there exists a unique x[u] ∈ In
such that G(x[u], u) + x0 = 0. Therefore, problem (SP) can be equivalently written as
Min u F (x[u], u) s.t. GE(x[u]) = 0 and GI(x[u]) ≤ 0, u ∈ U . (SP ′)
We have preferred to consider the minimization problem in terms of the pair (x, u)
and thus to maintain explicitly the constraint G(x, u) + x0 = 0 in order to associate a
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Lagrange multiplier to it.
Definition 3.4.1 (i) We say that (x, u) ∈ In× (L2,2F )m is feasible for (SP) if G(x, u)+
x0 = 0, GE(x) = 0, GI(x) ≤ 0 and u ∈ U . The set of feasible pairs for problem (SP) is
denoted by F (SP).
(ii) We say that (x̄, ū) ∈ F (SP) is a local solution of (SP) iff ∃ ε > 0 such that
F (x̄, ū) ≤ F (x, u) for all (x, u) ∈ F (SP) satisfying that ‖x− x̄‖I + ‖u− ū‖2,2 ≤ ε.
3.4.1 Weak-Pontryagin multipliers and Lagrange multipliers
Given α ≥ 0 the Hamiltonian H[α] : Ω× [0, T ]×Rn ×Rm ×Rn ×Rn×d → R is defined
as
H[α](ω, t, x, u, p, q) := α`(ω, t, x, u) + p>f(ω, t, x, u) +
d∑
j=1
(qj)>σj(ω, t, x, u). (3.4.10)
Definition 3.4.2 (weak-Pontryagin multiplier) We say that 0 6= (ᾱ, p̄, q̄, λ̄E , λ̄I) ∈
R×In× (L2,2F )n×d×RnE ×RnI is a generalized weak-Pontryagin multiplier at (x̄, ū) if
dp̄(t) = −Hx[ᾱ](t, x̄(t), ū(t), p̄(t), q̄(t))>dt+ q̄(t)dW (t),
p̄(T ) = ᾱΦx(x̄(T ))> + (ΦE)x(x̄(T ))>λ̄E + (ΦI)x(x̄(T ))>λ̄I ,
0 ≤ Hu[ᾱ](ω, t, x̄(t), ū(t), p̄(t), q̄(t))(v − ū(ω, t)) ∀v ∈ U a.a. (ω, t) ∈ Ω× [0, T ],
0 < |ᾱ|+ |λ̄I |+ |λ̄E |,
0 = λ̄jIG
j
I(x̄(T )) ∀ j = 1, . . . , nI ,
0 ≤ λ̄jI ∀ j = 1, . . . , nI and 0 ≤ ᾱ.
(3.4.11)
If ᾱ > 0 (and therefore can be normalized to ᾱ = 1), we say that 0 6= (p̄, q̄, λ̄E , λ̄I) is a
weak-Pontryagin multiplier at (x̄, ū). The set of weak-Pontryagin multipliers is denoted
by ΛwP (x̄, ū).
It is well known that the following stochastic weak-Pontryagin minimum principle holds
(see e.g. Peng [1990], Mou and Yong [2007] and [Yong and Zhou, 1999, Theorem 3.2,
Chapter 3])
Theorem 3.4.1 (weak-Pontryagin minimum principle) Assume that Assumptions
11-12 hold and let (x̄, ū) ∈ In × (L2,2F )m be a local solution of (SP ). Then, there exists
at least one weak-Pontryagin multiplier at (x̄, ū).
Remark 3.4.4 (i) In view of Remark 3.4.3, Pontryagin principles are usually stated
for a local solution ū of (SP ′). However, we easily check that ū is a local solution of
(SP ′) if and only if (x̄, ū) is a local solution of (SP).
(ii) We called the result of Theorem 3.4.1 a weak-Pontryagin minimum principle, since
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in general more information can be obtained. In fact, even when U is not convex, un-
der a Lipschitz type assumption on the second derivatives of the data, a second pair of
adjoint processes can be introduced in such a manner that the optimal ū minimizes an
associated Hamiltonian in U . In the particular case when U is convex, (3.4.11) is an
easy consequence of this result (see e.g. Peng [1990] and [Yong and Zhou, 1999, Chapter
3]).
The Lagrangian L : In × (L2,2F )m × In × R × RnE × RnI → R associated to problem
(SP) is defined by
L(x, u, α, λI , λE , λI) := αF (x, u)+〈λI , G(x, u)+x0〉I+λ>EGE(x)+λ>I GI(x), (3.4.12)
where G : In × (L2,2F )m → In is defined in (3.4.2) and F , GE and GI are defined in
(3.4.7).
Definition 3.4.3 We say that 0 6= (ᾱ, λ̄I , λ̄E , λ̄I) is a generalized Lagrange multiplier
at (x̄, ū) if
0 = DxL(x̄, ū, ᾱ, λ̄I , λ̄E , λ̄I),
0 ≤ DuL(x̄, ū, ᾱ, λ̄I , λ̄E , λ̄I)(v − ū) ∀v ∈ U ,
0 < |ᾱ|+ |λ̄I |+ |λ̄E |,
0 = λ̄jIG
j
I(x̄(T )) ∀ j = 1, . . . , nI ,
0 ≤ λ̄jI ∀ j = 1, . . . , nI and 0 ≤ ᾱ.
(3.4.13)
If ᾱ > 0 (and therefore can be normalized to ᾱ = 1) we will say that 0 6= (λ̄I , λ̄E , λ̄I)
is a Lagrange multiplier at (x̄, ū) and we will eliminate the ᾱ from the arguments of L.
The set of Lagrange multipliers is denoted by ΛL(x̄, ū).
Remark 3.4.5 If no final constraints are present, we will eliminate (λE , λI) from the
arguments of L
Using the theoretical framework introduced in the previous sections we can prove the
following
Theorem 3.4.2 Let (x̄, ū) ∈ F (SP). If (ᾱ, p̄, q̄, λ̄E , λ̄I) is a generalized weak-Pontryagin
multiplier at (x̄, ū) then (ᾱ, λ̄I , λ̄E , λ̄I) is a generalized Lagrange multiplier at (x̄, ū),
where







Conversely, if (ᾱ, λ̄I , λ̄E , λ̄I) is a generalized Lagrange multiplier at (x̄, ū) then (λ̄I)0 =
(λ̄I)1(0) and (ᾱ, (λ̄I)1, (λ̄I)2, λ̄E , λ̄I) is a generalized weak-Pontryagin multiplier at
(x̄, ū).
Remark 3.4.6 If ᾱ = 1 we can replace in the statement of the theorem “generalized
weak-Pontryagin multiplier” by “weak-Pontryagin multiplier” and “generalized Lagrange
multiplier” by “Lagrange multiplier.”
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Proof. For notational convenience we set `x(t) := `x(t, x̄(t), ū(t)) with analogous defi-
nitions for fu(t), σx(t) and σu(t). Let (ᾱ, p̄, q̄, λ̄E , λ̄I) be a generalized weak-Pontryagin
multiplier at (x̄, ū). In order to prove that (ᾱ, λ̄I , λ̄E , λ̄I), with λ̄I given by (3.4.14), is
a generalized Lagrange multiplier at (x̄, ū) it suffices to show that the first two relations
in (3.4.13) hold true. For the first one, for every z ∈ In, Lemma 3.4.1 and Lemma 3.4.2
imply that
ᾱDxF (x, u)z = E
(∫ T
0 ᾱ`x(t)z(t)dt+ ᾱΦx(x̄(T ))z(T )
)
,





〈λ̄I , DxGI(x̄)z〉 = E
(
λ̄>I (ΦI)x(x̄(T ))z(T )
)
,












− 〈λ̄I , z〉I .
(3.4.15)
Using Proposition 3.3.1, with a = ᾱ`x(t) and g> = ᾱΦx(x̄(T )) + λ̄>E(ΦE)x(x̄(T )) +
λ̄>I (ΦI)x(x̄(T )), we get, recalling (3.3.4), that






0 q̂dW − λ̄I , z
〉
I







0 q̂dW + (Afx +Bσx)




where (p̂, q̂) ∈ In × (L2,2F )n×d is the unique solution of
dp̂(t) = −ᾱ`x(t)>dt+ q̂(t)dW (t),
p̂(T ) = ᾱΦx(x̄(T ))> + (ΦE)x(x̄(T ))>λ̄E + (ΦI)x(x̄(T ))>λ̄I .
By Corollary 3.3.1 we get that












where (p, q) ∈ In × (L2,2F )n×d is the unique solution of
dp(t) = −
[
ᾱ`x(t)> + fx(t)>(λ̄I)1(t) + σx(t)>(λ̄I)2(t)
]
dt+ q(t)dW (t),
p(T ) = ᾱΦx(x̄(T ))> + (ΦE)x(x̄(T ))>λ̄E + (ΦI)x(x̄(T ))>λ̄I .
(3.4.17)
Since ((λ̄I)1, (λ̄I)2) = (p̄, q̄), by (3.4.11) we get that p(T )− p̄(T ) = 0 and d[p− p̄](t) =
[q(t)− q̄(t)]dW (t) which yields to p = p̄, q = q̄ and in particular p(0) = p̄(0), hence the
first relation in (3.4.13) follows from (3.4.16). In order to prove the second relation in
(3.4.13) it suffices to note that for all v ∈ U
DuL(x̄, ū, ᾱ, λ̄I , λ̄E , λ̄I)(v − ū) = E
(∫ T
0
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Now, let (ᾱ, λ̄I , λ̄E , λ̄I) be a generalized Lagrange multiplier at (x̄, ū). By the first
relation in (3.4.13) and (3.4.16) we obtain that







where (p, q) ∈ In×(L2,2F )n×d solves (3.4.17). Therefore, we get (λ̄I)1 = p and (λ̄I)2 = q
and (λ̄I)0 = p(0) = (λ̄I)1(0). Thus (3.4.17) implies that ((λ̄I)1, (λ̄I)2) satisfies the
first and second relations in (3.4.11). Finally, by the second relation in (3.4.13) and
expression (3.4.18), we obtain the third relation in (3.4.11) following the same argument
as in the proof of [Cadenillas and Karatzas, 1995, Theorem 1.5].
As a consequence of the above result we obtain the following sufficient condition,
under convexity assumptions. The proof is standard, but since it is very short we
provide it for the reader’s convenience.
Corollary 3.4.1 (Sufficient condition for convex problems) Suppose that F and
GI are convex and that G and GE are affine.
(i) Let (x̄, ū) ∈ F (SP) and suppose that (p̄, q̄, λ̄E , λ̄I) ∈ In × (L2,2F )n×d × RnE × RnI is
a weak-Pontryagin multiplier at (x̄, ū). Then, the pair (x̄, ū) solves (SP).
(ii) The set of weak-Pontryagin multipliers is independent of the solutions of (SP). More
precisely, let (x̄1, ū1), (x̄2, ū2) ∈ F (SP) be two solutions of (SP). Then, (p̄, q̄, λ̄E , λ̄I) is
a weak-Pontryagin multiplier at (x̄1, ū1) if and only if it is a weak-Pontryagin multiplier
at (x̄2, ū2).
Proof. By Theorem 3.4.2, λ̄I ∈ In defined by (3.4.14) is such that (λ̄I , λ̄E , λ̄I) is
a Lagrange multiplier. Now, let (x, u) be feasible for (SP), then by the convexity of
L(·, ·, 1, λ̄I , λ̄E , λ̄I),
F (x, u) ≥ L(x, u, 1, λ̄I , λ̄E , λ̄I) ≥ L(x̄, ū, 1, λ̄I , λ̄E , λ̄I) +DxL(x̄, ū, 1, λ̄I , λ̄E , λ̄I)(x− x̄)
+DuL(x̄, ū, 1, λ̄I , λ̄E , λ̄I)(u− ū).
Since L(x̄, ū, 1, λ̄I , λ̄E , λ̄I) = F (x̄, ū) assertion (i) follows from (3.4.13). Assertion (ii) is
a direct consequence of Theorem 3.4.2 and the fact that for convex problems the set of
Lagrange multipliers ΛL(x̄, ū) does not depend on (x̄, ū) (see e.g. [Bonnans and Shapiro,
2000, Theorem 3.6]).
3.5 Some sensitivity results
In this section we take advantage of the Lagrange multiplier interpretation of the ad-
joint state (p, q) in order to obtain some sensitivity results for the optimal cost when the
problem dynamics and final constraints are perturbed. We will first consider general
convex problems and linear perturbations of the dynamics. Next, we study in detail
the case of Linear Quadratic (LQ) stochastic problems and the mean variance portfolio
selection problem, where the perturbations are performed also in the matrices multiply-
ing the state and control variables. We shall study these last two problems separately,
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since although they belong to a same family, their specific structures mean that we need
to employ slightly different arguments and assume different hypotheses. In any case a
stability result for the solutions of the parameterized problems is needed and will be a
consequence of the following result:
Proposition 3.5.1 The following assertions hold:
(i) Let xk ∈ In be a sequence converging weakly to x ∈ In. Then xk converges weakly to
x in (L2,2F )n and for all t ∈ [0, T ] we have that xk(t) converges weakly to x(t) in (L2Ft)
n.
(ii) Let xk0 ∈ Rn, Ak ∈ (L
∞,∞
F )n×n, (Cj)k ∈ (L
∞,∞







(j = 1, . . . , d). Suppose that (xk0 , Ak, (Cj)k) converge strongly to (x0, A,Cj) and that
(ξk1 , (ξ
j
2)k) converge weakly to (ξ1, ξ
j
2). Then, the solutions xk of
dxk(t) =
[









xk(0) = xk0 ,
converge weakly in In to the solution x of









(iii) Let Dk ∈ (L∞,∞F )n×n, (Ej)k ∈ (L
∞,∞
F )n×n (j = 1, . . . , d), ξk3 ∈ (L
2,2
F )n and ξk4 ∈
(L2FT )
n. Suppose that (Dk, (Ej)k) converge strongly to (D,Ej) and (ξk3 , ξk4 ) converge





j=1(Ej)k(t)(qj)k(t) + ξk3 (t)
]
dt+ qk(t)dW (t),
pk(T ) = ξk4 .
(3.5.2)









p(T ) = ξ4.
(3.5.3)
Proof. Assertion (i) follows directly from Lemma 3.2.2 and the fact that (L2,∞F )n is con-
tinuously embedded in (L2,2F )n and (L2Ft)
n, for all t ∈ [0, T ]. Let us prove assertion (ii).
Since |xk0 |, ‖Ak‖∞,∞, ‖(Cj)k‖∞,∞, ‖(Dj)k‖∞,∞, ‖ξk1‖2,2 and ‖(ξ
j
2)k‖2,2 are bounded,
by the classical proof for the stability of linear SDEs (see e.g. [Yong and Zhou, 1999,
Chapter 6, Section 4]), we have that ‖xk‖2,∞ is uniformly bounded in k. Therefore for
any subsequence there exists x̂ ∈ (L2,2F )n such that a further subsequence xk converges
weakly in (L2,2F )n to x̂. Using that Akxk, (Cj)kxk converge weakly in (L
2,2
F )n to Ax̂,
Cj x̂, respectively, we see that xk converges weakly in In to
x̃(·) := x0 +
∫ ·
0
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By (i) we have that x̃ = x̂ and since (3.5.1) has a unique solution (and so independent
of the given subsequence) the result follows. In order to prove (iii), we argue in a sim-
ilar manner. Note that since (ξk3 , ξk4 ) is bounded in (L
2,2
F )n × (L2FT )
n and ‖Dk‖∞,∞,
‖(Ej)k‖∞,∞ are bounded, following the lines of the proof [Yong and Zhou, 1999, Chap-
ter 7, Theorem 2.2]) we obtain that ‖pk‖2,∞ +
∑d
j=1 ‖(qj)k‖2,2 is uniformly bounded
in k. So for any subsequence there exists (p̂, q̂) ∈ (L2,2F )n × (L
2,2
F )n×d such that, except
for some further subsequence, (pk, qk) converge to (p̂, q̂) weakly in (L2,2F )n × (L
2,2
F )n×d.
Since Dkpk and (Ej)k(qj)k converge weakly in (L2,2F )n respectively to Dp̂, Ej q̂j , we
easily obtain that pk converges weakly in In to


















By (i) we obtain that p̃ = p̂, and p̂(T ) = ξ4 using that pk(T ) = ξk4 converges weakly
in (L2FT )
n to ξ4. From this fact and (3.5.4), we have that (p̂, q̂) solves (3.5.3). Finally,
since the solution of (3.5.3) is unique, the result follows.
3.5.1 Convex problems and linear perturbations of the dynamics
Let us define the perturbation space P1 := Rn × (L2,2F )n × (L
2,2
F )n×d and let P :=











dx(t) = [f(t, ω, x(t), u(t)) + f̂(t, ω)]dt+ [σ(t, ω, x(t), u(t)) + σ̂(t, ω)]dW (t),
x(0) = x0,
u ∈ U .
(P1,P )
We suppose that (`,Φ, f, σ) satisfy Assumptions 11-12 in Section 3.4 and U is given by
(3.4.9). In addition, we will need the following convexity assumption:
Assumption 13 For almost all (t, ω) ∈ [0, T ] × Ω (respectively ω ∈ Ω), the function
`(t, ω, ·, ·) (respectively Φ(ω, ·)) is convex. Moreover, we assume that a.s. in [0, T ] × Ω
the functions f(t, ω, ·, ·) and σ(t, ω, ·, ·) are affine.
We define the value function v : P1 → R ∪ {−∞} for the function that associates to
P the optimal cost for problem (P1,P ). Note that under Assumptions 11-12 the feasible
set for (P1,P ) is not empty, and therefore v is well defined.
In the next theorem we prove that given a nominal parameter P , where problem
(P1,P ) admits at least one solution, and a random functional perturbation ∆P acting
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linearly on the dynamics, the value function v admits directional derivatives that can
be expressed in terms of a unique adjoint state, which, in view of the convexity of the
problem, is independent of the solution of (P1,P ). The existence of such adjoint state has
been proved for the first time in Bismut [1973] and, as pointed out in Remark 3.4.4(i),
it also follows from the more general results in Peng [1990]. Due to its simplicity, we
provide here a short and direct proof of the existence and uniqueness of such an adjoint
state using classical results in abstract optimization theory (see e.g. Maurer and Zowe
[1979], Robinson [1976], Zowe and Kurcyusz [1979]) and the identification of Lagrange
multipliers and adjoint states in Theorem 3.4.2.
Theorem 3.5.1 Assume that Assumptions 11-13 hold and that for P ∈ P1 problem
(P1,P ) admits at least one solution. Then, there exists (p̄, q̄) ∈ In × (L2,2F )n×d such
that for every solution (x̄, ū) of (P1,P ), the pair (p̄, q̄) is the unique weak-Pontryagin
multiplier associated to (x̄, ū). Moreover, the value function v is continuous at P ,
Hadamard and Gâteaux directionally differentiable at P and its directional derivative
Dv(P ; ·) : P1 → R is given by
















for all ∆P = (∆x0,∆f,∆σ) ∈ P1.
Proof. Let us write the problem (P1,P ) as
inf
(x,u)∈In×(L2,2F )m
F (x, u) + χU (x, u) subject to G(x, u) + P = 0,
where χU : In × (L2,2F )m → R ∪ {+∞} is the convex, proper, l.s.c. function defined as




f(t, ω, x(t), u(t))dt+
∫ ·
0
σ(t, ω, x(t), u(t))dW (t)− x(·).
For every (x, u) ∈ In×(L2,2F )m and v ∈ (L
2,2
F )m, Lemma 3.4.1 implies thatDG(x, u)(·, v)
is surjective. Therefore, the following regularity condition is trivially satisfied (see e.g.
[Bonnans and Shapiro, 1998, Section 3.2])
0 ∈ int {G(x, u) + P +DG(x, u) (In × U)} . (3.5.6)
Thus, by classical results in convex optimization (see e.g. [Bonnans, 2006, Section 4.3.2,
Example 4.51] or [Bonnans and Shapiro, 2000, Section 2.5]) (x, u) is a solution of (P1,P )
iff there exists λ ∈ In such that
(0, 0) ∈ ∂(x,u)(F (x, u) + χU (x, u)) +DG(x, u)∗λ. (3.5.7)
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Since F is differentiable in In × (L2,2F )m, in particular it is continuous in In × U , and
so (see e.g. [Bonnans and Shapiro, 2000, Remark 2.170]):
∂(x,u)(F (x, u)+χU (x, u)) = ∂(x,u)F (x, u)+∂(x,u)χU (x, u) ⊆ (DxF (x, u), DuF (x, u))+{0}×NU (u),
where NU (u) := {v∗ ∈ (L2,2F )m ; 〈v∗, v − u〉L2 ≤ 0, ∀ v ∈ U} is the normal cone to U
at u. Using that DG(x, u)∗λ = (DxG(x, u)∗λ,DuG(x, u)∗λ), we obtain with (3.5.7)
(0, 0) ⊆ (DxF (x, u), DuF (x, u)) + {0} ×NU (u) + (DxG(x, u)∗λ,DuG(x, u)∗λ),
which is equivalent to
DxL(x, u, λ) = 0 and DuL(x, u, λ)(v − u) ≥ 0 ∀v ∈ U . (3.5.8)
Therefore, λ ∈ ΛL(x, u) and by Theorem 3.4.2 and the convexity of the associated
Hamiltonian we have that (p̄, q̄) := (λ1, λ2) is weak-Pontryagin multiplier. Now, let λ1I ,
λ2I ∈ ΛL(x, u). By the first equation in (3.5.8), we get that〈
(DxG(x, u))∗ (λ1I − λ2I), z
〉
I = 0 ∀ z ∈ I
n, or (DxG(x, u))∗ (λ1I − λ2I) = 0.
Since, by Lemma 3.4.1, DxG(x, u) : In 7→ In is surjective we get that DxG(x, u)∗
is injective, which implies that λ1I = λ2I and by Theorem 3.4.2 the weak-Pontryagin
multiplier is unique. The independence of the set ΛL(·) over the set of solutions of
(P1,P ) is a consequence of Corollary 3.4.1(ii). Finally, the continuity, the Gâteaux
and Hadamard differentiability of v and expression (3.5.5) for Dv(P ; ∆P ) are a direct
translation of [Rockafellar, 1974, Theorem 17] using the uniqueness of the Lagrange
multiplier.
In the following remark we underline some simple consequences of Theorem 3.5.1:
Remark 3.5.1 (i) The gradient of v at P , i.e. the Riesz representative of the bounded








(ii) It is well known (see e.g. [Bonnans and Shapiro, 2000, Section 2.2] and the references
therein) that for real-valued functions defined on finite dimensional spaces, Gâteaux
differentiability together with Hadamard differentiability imply Fréchet differentiabil-
ity. Therefore, if the perturbations for problem (P1,P ) are finite dimensional, then v
is Fréchet differentiable at P . This is the case, for example, if the initial condition is
perturbed and/or the perturbations of the dynamics have the form ∆f(t, ω) = ξ0(t, ω)A0,
(∆σ(t, ω))j = ξj(t, ω)Aj with ξ0, ξj ∈ (L∞,∞F )n×n (j = 1, . . . , d) being fixed, and A0,
Aj ∈ Rn being the perturbation parameters. In fact, defining the new states
dy0 = 0, for t ∈ [0, T ], y0(0) = A0, dyj = 0, for t ∈ [0, T ], yj(0) = Aj for j = 1, . . . , d,
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the new dynamical system is affine w.r.t. (x, (y0, yj)) and the perturbations are performed
over the initial condition. Let us point out that the Fréchet differentiability of the value
function under finite-dimensional perturbations in our convex framework can also be
deduced using [Yong and Zhou, 1999, Chapter 5, Corollary 4.5].
(iii) Suppose that the nominal problem is deterministic (and thus q̄ = 0) and only the
dW (t) part of the dynamics is perturbed, i.e. ∆x0 = 0, ∆f ≡ 0. Then, by (3.5.5)
we directly obtain that Dv(P ; ∆P ) = 0. This fact was already observed by Loewen in
Loewen [1987] for finite dimensional perturbations.
(iv) A close look at the proof Theorem 3.5.1 shows that even if `(ω, t, ·, ·) and Φ(ω, ·)
are not convex, we can apply the abstract optimization results (see e.g. [Bonnans and
Shapiro, 2000, Section 3.1]) in order to derive existence and uniqueness of a Lagrange
multiplier at a local solution ū. More precisely, using (3.5.6) it is possible to show (see
[Bonnans and Shapiro, 2000, Lemma 3.7]) that if (x, u) is a solution of problem (P1,P )
then (z, v) = (0, 0) is a solution of
inf
(z,v)∈In×(L2,2F )m
DF (x, u)(z, v) such that DG(x, u)(z, v) = 0, v ∈ TU (u), (LP )
(where TU (u), defined as the closure in (L2,2F )m of
⋃
τ>0 τ
−1(U −u), is the tangent cone
to U at u, see [Bonnans and Shapiro, 2000, Proposition 2.55]). Problem (LP ) is a convex
one and we can proceed exactly as in the proof of Theorem 3.5.1 in order to show the
existence and uniqueness of a Lagrange multiplier λ at (0, 0). It is easy to see that λ is
a Lagrange multiplier at (0, 0) for problem (LP ) iff λ is a Lagrange multiplier at (x, u)
for problem (P1,P ). Therefore, by Theorem 3.4.2 this argument provides a simple proof
of the existence of weak-Pontryagin multipliers for stochastic problems with non-convex
cost and linear dynamics. Let us point out that it is not clear that the general result of
Peng [1990] for the case of nonlinear dynamics, even in the form of a weak-Pontryagin
principle, can be derived with the Lagrange multipliers method. In fact, the main issue
is the apparent lack of C1 differentiability of G(x, u) in the non-affine case (see Remark
3.4.2) and the non-convexity of U in Peng [1990].
We consider now the case of final state constraints without control constraints1. We
propose as parameter set the space P2 := Rn × (L2,2F )n × (L
2,2
F )n×d × RnE × RnI . Let
P := (x0, f̂ , σ̂, δE , δI) ∈ P2 and consider the problem
1Actually we can handle also control and final state constraints simultaneously under a suitable
qualification condition (see [Bonnans and Shapiro, 1998, Section 3.2]). However, for the sake of
simplicity we preferred to state the results for both types of constraints separately.
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dx(t) = [f(t, ω, x(t), u(t)) + f̂(t, ω)]dt











≤ −δj for all j = 1, . . . , nI .
(P2,P )
We will assume that:
Assumption 14 For almost all ω ∈ Ω the functions ΦiE(ω, ·) (i = 1, . . . , nE) are affine
and ΦjI(ω, ·) (j = 1, . . . , nI) are convex.
The proof of the following result follows the same lines as those in the proof of
Theorem 3.5.1 and therefore is omitted. Recall that G is defined in (3.4.2) and GE , GI
are defined in (3.4.7).
Theorem 3.5.2 Assume that the Assumptions 11-14 hold and that for P ∈ P2 problem
(P2,P ) admits at least one solution (x̄, ū). Suppose in addition that the following Slater
constraint qualification condition at (x̄, ū) holds
(i) (DG(x̄, ū), DGE(x̄)) : In × (L2,2F )
m 7→ In × RnE is surjective and
(ii) ∃ (ẑ, v̂) ∈ In × (L2,2F )
m ; G(ẑ, v̂) = 0, GE(ẑ, v̂) = 0, GjI(ẑ) < 0 ∀ j = 1, . . . , , nI .
}
(S)
Then, the set of weak-Pontryagin multipliers ΛwP (x̄, ū) ⊂ In ×RnE+nI at any solution
(x̄, ū) is a non-empty, weakly compact set, which is independent of the solution (x̄, ū).
Moreover, the value function v is continuous at P , Hadamard directionally differentiable
at P and its directional derivative Dv(P ; ·) : P2 → R is given by
Dv(P ; ∆P ) = max















+ λ>E∆δE + λ>I ∆δI
}
,
for all ∆P = (∆x0,∆f,∆σ,∆δE ,∆δI) ∈ P2.
Remark 3.5.2 (i) Note that if no inequality constraints are present (which can be writ-
ten as nI = 0), the qualification condition for (P2,P ) is given by (S)(i). In this case,
as in Theorem 3.5.1, we get the uniqueness of the multiplier and thus v is also Gâteaux
differentiable at P .
(ii) Since (G,GE) is affine and GjI (j = 1, . . . , nI) are convex, we have that the Slater
condition (S) is equivalent to the following Mangasarian-Fromovitz condition
(a) (DG(x̄, ū), DGE(x̄)) : In × (L2,2F )
m 7→ In × RnE is surjective and
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Condition (MF ) has been stated in the literature (see e.g. Bonnans and Silva [2012]) for
the reduced optimal control problem (SP ′). More precisely, for v ∈ (L2,2F )m let z[v] ∈ In
be defined by the equation DG(x̄, ū)(z, v) = 0. Since this is a standard linear SDE in
the variable z, under our assumptions, we get that z[v] is well defined. We check then
that (MF ) is equivalent to
(a′) v ∈ (L2,2F )
m → DGE(x̄)z[v] ∈ RnE is surjective and
(b′) ∃ v̂ ∈ (L2,2F )
m such that DGE(x̄)z[v] = 0 and DGjI(x̄)z[v] < 0 ∀ j = 1, . . . , , nI .
}
3.5.2 Multiplicative perturbations in the Linear Quadratic framework
In this part we adopt the framework of unconstrained Linear Quadratic (LQ) stochastic
control problems with random coefficients (see e.g Bismut [1976b], Chen and Yong
[2001], Tang [2003], Yong and Zhou [1999] and the references therein). More precisely,










dt+ x(T )>Mx(T )
)
s.t.
 dx(t) = [A(t)x(t) +B(t)u(t) + e(t)]dt+
d∑
j=1
[Cj(t)x(t) +Dj(t)u(t) + f j(t)]dW j(t),
x(0) = x0.
(P3,P )
We shall view P = (x0, A,B,Cj , Dj , e, f j) (j = 1, . . . , d) as parameters for the prob-
lem (P3,P ). Thus, we consider as parameter space







It is well known (see [Bismut, 1976b, Theorem 2.1]) that given P ∈ P3 and u ∈ (L2,2F )m
the linear SDE in (P3,P ) admits a unique solution in In. We will also need the following
result:
Lemma 3.5.1 The constraint function G : In × (L2,2F )m × P3 7→ In defined by:
G(x, u, P ) := −x(·) + x0 +
∫ ·






[Cj(t)x(t) +Dj(t)u(t) + f j(t)]dW j(t),
is continuously Fréchet differentiable. Furthermore, D(x,u)G(x, u, P ) is onto.
Proof. That G is well defined is a simple application of Lemma 3.2.2. Following
the lines of the proof of Lemma 3.4.1 we have that G is Gâteaux differentiable at
any (x, u, P ) ∈ In × (L2,2F )m × P3 and for every (x′, u′) ∈ In × (L
2,2
F )m and P ′ =
(x′0, A′, B′, {(Cj)′}, {(Dj)′}, e′, {(f j)′}) ∈ P3 we have that
DG(x, u, P )(x′, u′, P ′) =
∫ ·
0 [Ax














[(Cj)′X + (Dj)′u]dW j + x′0 − x′(·).
89
3 Sensitivity analysis in optimal control
Thus, for every (x1, u1), (x2, u2) ∈ In × (L2,2F )m and P1, P2 ∈ P3 we have that













∣∣∣(Cj1 − Cj2)x′ + (Dj1 −Dj2)u′ + (Cj)′(x1 − x2) + (Dj)′(u1 − u2)∣∣∣2 dt) .




‖x1 − x2‖2I + ‖u1 − u2‖
2

















for some c > 0, where we used Lemma 3.2.2 to make ‖ · ‖I appear. Thus, G is Gâteaux
differentiable with a continuous directional derivative, and so G is indeed Fréchet con-
tinuously differentiable. The surjectivity of D(x,u)G(x, u, P ) follows from Lemma 3.4.1.
We make the following convexity assumption:
Assumption 15 The matrix processes Q : [0, T ]×Ω 7→ Rn×n, N : [0, T ]×Ω 7→ Rm×m
are essentially bounded and progressively measurable, whereas the matrixM : Ω 7→ Rn×n
is essentially bounded and FT -measurable. In addition Q, N and M are a.s. non-
negative symmetric matrices and further there exists δ > 0 such that N  δI.
By [Bismut, 1976b, Theorem 3.1] we have that under Assumption 15 problem (P3,P )
admits a unique solution (x[P ], u[P ]). Moreover, by [Bismut, 1976b, Theorem 3.2]
(or Theorem 3.5.1) we obtain the existence of a unique weak-Pontryagin multiplier
(p[P ], q[P ]) ∈ In × (L2,2F )n×d such that
dx(t) = [A(t)x(t) +B(t)u(t) + e(t)]dt+
d∑
j=1
















x(0) = x0 , p(T ) = Mx(T ),
(3.5.9)
where we have omitted the dependence on P in order to simplify the notation. We want
to obtain now an energy estimate for (x[P ], u[P ], p[P ], q[P ]) in terms of P , in the spirit
of [Tang, 2003, Theorem 2.2]. Because we need to keep track of the constants that will
appear (since they depend on model parameters, which we shall later vary) we prove
the following Lemma:
Lemma 3.5.2 Under Assumption 15 there exists a continuous function β : P3 → R
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such that
‖x[P ]‖2I + ‖u[P ]‖22,2 + ‖p[P ]‖2I +
d∑
j=1
‖qj [P ]‖22,2 ≤ β(P ).
Proof. For notational convenience we will omit the dependence on P of the vector
(x[P ], u[P ], p[P ], q[P ]). A close look at the classical proof for the stability of solutions
to linear SDEs (see e.g. [Yong and Zhou, 1999, Chapter 6, Section 4]) and of linear
BSDEs (see e.g. [Yong and Zhou, 1999, Chapter 7, Theorem 2.2]) gives that
‖x‖22,∞ ≤ κ0(P )
(







j=1 ‖qj‖22,2 ≤ κ1(P )E
(























are continuous functions. Recall that for a symmetric non-negative matrix L ∈ Rn×n
one has that kLL  L2 for kL equals the largest eigenvalue of L. It is easy to check






|M(T )x(T )|2 ≤ cx(T )>M(T )x(T ),
(3.5.11)
where c = nmax{‖Q‖∞,∞, ‖M‖∞}. Now, combining Lemma 3.3.2 and (3.5.9), we get
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where κ2 depends continuously on c and κ1 only, and so the r.h.s. is clearly a continuous
function of the model parameters. On the other hand, by (3.5.11) we have that
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Using (3.5.13) we obtain that ‖u‖22,2 is bounded by a continuous function of P . There-
fore, from the first equation in (3.5.10) we get that ‖x‖22,∞ is bounded by a continuous
function of P . Thus, noting that
x1[P ] = Ax[P ] +Bu[P ] + e and xj2[P ] = Cj(t)x[P ](t) +Dj(t)u[P ](t) + f j(t),
p1[P ] = −[A(t)>p[P ](t) +
∑d
j=1 C
j(t)>q[P ]j(t) +Q(t)x[P ](t)] and pj2[P ] = q[P ]j ,







we obtain that ‖x[P ]‖2I +‖p[P ]‖2I is bounded by a continuous function of P . The result
follows.
We prove now a crucial stability result for the solutions of (P3,P ) in terms of P . More
precisely, let P k and P ∈ P3 be such that P k → P as k → ∞. We have the following
stability result for (xk, uk, pk, qk) := (x[P k], u[P k], p[P k], q[P k]).
Proposition 3.5.2 Suppose that Assumption 15 holds true. Then, as k ↑ ∞, we have
that v(P k)→ v(P ) and (xk, uk, pk, qk) converges strongly in In×(L2,2F )m×In×(L
2,2
F )n×d
to (x̄, ū, p̄, q̄) := (x[P ], u[P ], p[P ], q[P ]).
Proof. Let us first prove the convergence of the value functions. Define x̂k as the
solution of the following SDE:




[(Cj)k(t)x̂k(t) + (Dj)k(t)ū(t) + (f j)k(t)]dW j(t),
x̂k(0) = xk0 .
By definition, (x̂k, ū) ∈ F (P3,Pk) and by the first estimate in (3.5.10) we have x̂k is
bounded in (L2,∞F )n, uniformly in k. Now, ẑk := x̂k − x̄ ∈ In satisfies




[Cj(t)ẑk(t) + δkCj(t)x̂k + δkDj(t)ū(t) + δkf j(t)]dW j(t)
ẑk(0) = δkx0,
where δkA := Ak − A, δkB := Bk − B and δke := ek − e with an analogous definition
for δkx0, δkCj , δkDj , δkf j . By the convergence P k → P , the boundedness of x̂k in
(L2,∞F )n and classical bounds for linear SDEs (see e.g. [Yong and Zhou, 1999, Chapter
6, Section 4]), we get that ẑk → 0 in (L2,∞F )n. This implies that |F (x̂k, ū) − F (x̄, ū)|
tends to zero as k ↑ ∞. Therefore, we get
v(P k) ≤ F (x̂k, ū) = F (x̄, ū) + o(1) = v(P ) + o(1),
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which implies that lim supk↑∞[v(P k)− v(P )] ≤ 0. Analogously, if x̃k is the solution of




[Cj(t)x̃k(t) +Dj(t)uk(t) + f j(t)]dW j(t),
x̃k(0) = x0,
we have that (x̃k, uk) ∈ F (P3,P ). In addition, z̃k := xk − x̃k satisfies




[Cj(t)z̃k(t) + δkCj(t)x̃k + δkDj(t)uk(t) + δkf j(t)]dW j(t),
z̃k(0) = δkx0.
By Lemma 3.5.2 we see that uk is bounded in (L2,2)m. So as before since Pk → P we
get that x̃k is bounded in (L2,∞F )n, and similarly obtain that z̃k → 0 in (L
2,∞
F )n and so
|F (x̃k, uk)− F (xk, uk)| → 0. Thus, we obtain
v(P ) ≤ F (x̃k, uk) = F (xk, uk) + o(1) = v(P k) + o(1),
which implies that lim infk↑∞[v(P k)− v(P )] ≥ 0, proving the convergence of the value
functions. On the other hand, since P k converges to P , Lemma 3.5.2 implies the
existence of (x̂, û, p̂, q̂) such that, up to some subsequence, (xk, uk, pk, qk) converges
weakly in In × (L2,2F )m × In × (L
2,2
F )n×d to (x̂, û, p̂, q̂). By Proposition 3.5.1, we easily
get that (x̂, û, p̂, q̂) satisfies (3.5.9). By Corollary 3.4.1, we have that (x̂, û) is a solution
of (P3,P ), which by uniqueness implies that (x̂, û) = (x̄, ū) and so (p̂, q̂) = (p̄, q̄). On the
other hand, using the elementary fact that for every sequences ak, bk of real numbers
such that ak + bk → a + b and a ≤ lim inf ak, b ≤ lim inf bk we have that ak → a and











and so by expanding E
[∫ T
0 (u
k − u)>N(uk − u)
]
and Assumption 15 we conclude that ‖uk‖2,2 → ‖u‖2.2. Therefore uk → ū strongly in
(L2,2F )m. Setting zk := xk − x̄ and vk = uk − ū, we have




[Cj(t)zk(t) + δkCj(t)xk +Dj(t)vk + δkDj(t)uk(t) + δkf j(t)]dW j(t),
zk(0) = δkx0.
Since vk → 0 in (L2,2F )m, using the first estimate of (3.5.10) and the fact that (xk, uk) is
bounded in In× (L2,2F )m, we obtain that xk → x strongly in (L
2,∞
F )n and consequently,
passing to the (L2,2F )n limit in xk1 and xk2 , also in In. Finally, setting p̂k := pk − p̄ and
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q̂k := qk − q̄, we have that
dp̂k(t) = −
[










p̂k(T ) = Mzk(T ).
Then, applying the classical estimates for linear BSDEs (see e.g. [Yong and Zhou, 1999,
Chapter 7, Theorem 2.2]) and using that zk(T ) → 0 strongly in (L2FT )
n, and that
(pk, qk) remain bounded in In × (L2,2F )n×d, we get that (p̂k, q̂k) → (0, 0) strongly in
(L2,2F )n × (L
2,2
F )n×d. By passing to the limit in p̂k1 and p̂k2 we obtain the desired result.
Define now the value function v : P3 7→ R of (P3,P ) as a function of the parameters.
Note that, under Assumption 15, v is well defined. With the previous proposition, we
can prove the following sensitivity result:
Theorem 3.5.3 Suppose that Assumption 15 holds. Then, v is of class C1. Moreover,
at any P = (x0, A,B, {Cj}, {Dj}, e, {f j}) ∈ P3 the directional derivative is given by
Dv(P ; ∆P ) = p̄(0)∆x0 + E
(∫ T
0 p̄(t)















where ∆P := (∆x0,∆A,∆B, {∆Cj}, {∆Dj},∆e, {∆f j}) and the nominal solution sys-
tem is (x̄, ū, p̄, q̄) = (x[P ], u[P ], p[P ], q[P ]).
Proof. The Hadamard differentiability property for v and expression (3.5.14) fol-
low from the surjectivity result in Lemma 3.5.1, the strong stability of the solutions
proved in Proposition 3.5.2, the identification of the Lagrange multipliers with the
weak-Pontryagin multipliers proved in Theorem 3.4.2 and [Bonnans and Shapiro, 2000,
Theorem 4.24], dealing with sensitivity results for the optimal value in optimization
problems in Banach spaces. Moreover, using again Proposition 3.5.2 and expression
(3.5.14) we easily check that Dv(·) : P3 → L(P3,R) is continuous, which implies the C1
property.
Remark 3.5.3 (i) Note that if the nominal problem is deterministic then
Dv(P ; ∆P ) = p̄(0)∆x0 +
∫ T
0
p̄(t)> [E (∆A(t)) x̄(t) + E (∆B(t)) ū(t) + E[∆e(t)]] dt
Therefore, the first order term of v(P + ∆P )− v(P ) can be computed with the help of a
deterministic differential Riccati equation. This could be useful in practice, since it pro-
vides a first order approximation for the value v(P +∆P ) of the stochastic LQ problem,
whose solution is typically characterized in terms of Riccati backward stochastic differ-
ential equations, which are more difficult to solve than their deterministic counterpart.
(ii) It could be interesting to study the extension of the above result for the case of in-
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definite control weight costs, i.e. when N is not necessarily definite positive (see Chen
et al. [1998], [Yong and Zhou, 1999, Chapter 6] and references therein).
3.5.3 Mean-Variance Portfolio Selection
Suppose that a market consists of d + 1 assets S0, S1, . . . , Sd whose prices are defined
by
dS0(t) = rS0(t), for t ∈ [0, T ], S0(0) = 1,
dS(t) = diag(S(t))µ(t)dt+ diag(S(t))σ(t)dW (t) for t ∈ [0, T ], S(0) = S0 ∈ Rd,
(3.5.15)
where S := (S1, . . . , Sd) and for a ∈ Rd the matrix diag(a) ∈ Rd×d is defined as
diag(a)ij = δijai for all i, j ∈ {1, . . . , d} (δij is the Kronecker symbol). The precise
properties on the processes r ∈ L∞([0, T ];R), µ ∈ (L∞,∞F )d and σ ∈ (L
∞,∞
F )d×d shall
be given shortly and will imply that the financial market is arbitrage-free and complete
(see e.g. [Karatzas and Shreve, 1998, Chapter 1,Theorem 4.2 and 6.6]).
Given an initial wealth x ∈ R and a self-financing portfolio π ∈ (L2,2F )d measured in
units of wealth, the associated wealth process X is defined through the SDE:
dX(t) = {r(t)X(t) + π(t)>(µ(t)− r(t)1)}dt+ π(t)>σ(t)dW (t) for all t ∈ [0, T ],
X(0) = x.
(3.5.16)
where 1 denotes the vector of ones in Rd. For A ∈ R we consider the problem (see e.g.







, such that (3.5.16) is verified and E (X(T )) = A.
(MV P )
We then see that the aim is to minimize the risk (variance) subject to a guaranteed
mean-return at the final time T .
We intend to compute the sensitivities of this problem with respect to its parameters.
Let us define as parameter space P4 := R×L∞([0, T ])×R× (L∞,∞F )d× (L
∞,∞
F )d×d. We
will further say that P = (x, r, A, µ, σ) belongs to P̂4 if P ∈ P4, σσ>  δId×d for some







)∣∣∣∣∣ > 0. (3.5.17)
Note that P̂4 is an open subset of P4. Let us call v(P ) := value of (MV P ), the
corresponding optimal value function (as a function of the model parameters). On a
first step we prove some estimates relating the norms of the portfolio and wealth. As
in the LQ-case, we compute the constants rather explicitly to show that they will not
explode when we vary the model parameters.
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Proof. By classical results on SDEs (e.g. [Bismut, 1976b, Theorem 2.1]) we have that











By Itô’s formula we have that







Using Lemma 3.3.1 we see that
∫ ·
0 Xπ
>σdW is a martingale, and so taking the expec-
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and the first estimate in (3.5.18) follows from estimate (3.5.19), Fubini’s Theorem, the
definition of Z and the fact that σσ> ≥ δId×d. Finally, the second estimate in (3.5.18)
is a consequence of (3.5.20) and Fubini’s Theorem.
For P ∈ P4 let us write the dynamic constraint (3.5.16) as G(X,π, P ) = 0 with
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and further consider Ĝ(X,π, P ) = (G(X,π, P ),E[X(T )]−A). Let us prove first:
Lemma 3.5.4 The function Ĝ : I1 × (L2,2F )d × P4 7→ I1 × R is continuously Fréchet
differentiable. Furthermore, if P ∈ P̂4, then D(x,π)Ĝ(X,π, P ) : I1 × (L2,2F )d 7→ I1 × R
is onto.
Proof. The Fréchet differentiability of Ĝ can be proved following exactly the same
lines of the proof in Lemma 3.5.1 and using that the second component of Ĝ is a
continuous linear functional. For the surjectivity claim, suppose that P ∈ P̂4 and that















E[Z(T )] = ξ.
(3.5.21)




dt 6= 0. Then, consider the





















 e∫ t0 r(s)ds.
Then, defining Z ∈ I1 as the solution of
dZ(t) =
[








we easily check that (Z, ν) satisfies (3.5.21).
We now show that problem (MV P ) is attained. From here onwards P := (x, r,A, µ, σ)
in P̂4 will denote a tuple of (reference, nominal) parameters. We denote by v(P ) the
value of (MV P ) under parameters P .
Lemma 3.5.5 We have that v(P ) <∞, and further this value is attained at a unique
feasible pair (X[P ], π[P ]). Moreover, there exists a unique weak-Pontryagin multiplier
(p[P ], q[P ], λE [P ]) ∈ I × (L2,2F )
1×d × R,
satisfying:
dp[P ](t) = −r(t)p[P ](t)dt+ q[P ](t)dW (t) for all t ∈]0, T [,
p[P ](T ) = 2[X[P ](T )−A] + λE [P ] a.s. in Ω,
p[P ](t, ω)(µ(t, ω)− r(t)1) = −σ(t, ω)(q[P ](t, ω))> a.s. in [0, T ]× Ω.
(3.5.22)
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Proof. For the finiteness of v(P ) it suffices to prove that the feasible set is non-empty.
Indeed, by (3.5.17) there is an i such that E[
∫ T
0 (µ
i(t) − r(t))dt] 6= 0. Therefore, as in
the proof of Lemma 3.5.4, we may build the portfolio π having 0 in every coordinate
except for the i-th one, which is set to(
A exp{−
∫ T










We easily see that the corresponding wealth process has expected return equal to A at









. If X1(T ) were not almost surely equal to
X2(T ), by strict convexity of Z ∈ L2FT 7→ E[Z
2] we would get that the pair 12 (X
1 +
X2, π1 + π2) is feasible and induces a strictly smaller value of the objective function,
yielding a contradiction. Calling now







we see that X̂(T ) = 0 and from Lemma 3.5.3 that π1−π2 ≡ 0 and thus X̂(·) ≡ 0, and so
that X1 and X2 are indistinguishable. For attainability, suppose first that (Xk, πk) is a




is bounded. By Lemma
3.5.3 we get that πk is bounded in (L2,2F )d and Xk is bounded in L
2,2
F . Therefore, there
exist π ∈ (L2,2F )d, X̂ ∈ L
2,2
F such that, up to some subsequence, (Xk, πk) converges
weakly to (X̂, π) in L2,2F × (L
2,2
F )d. Moreover, since in L
2,2
F we have that Xk1 converges
weakly to rX̂ + π>(µ − r1) and Xk2 converges weakly to π>σ, we obtain that Xk











Therefore, using that I is injected continuously in L2,2F by Proposition 3.5.1(i), unique-
ness of the weak limit implies that X̂ = X. Moreover, using Proposition 3.5.1(i) again
we see that E[Xk(T )] = A passes to the limit and we obtain that (X,π) is a feasible pair.
Since the cost function is convex and strongly continuous we have that it is l.s.c. with
respect to the weak convergence in I1, which implies that (X,π) is the optimal pair. Fi-
nally, the existence and uniqueness of the weak-Pontryagin multiplier (p[P ], q[P ], λE [P ])
is a direct consequence of Theorem 3.5.2, Remark 3.5.2(i) and Lemma 3.5.4. Using
(3.4.11), it is straightforward to see that (p[P ], q[P ], λE [P ]) satisfies (3.5.22).
In order to simplify the sensitivity analysis, we use a change of variables that reduces







r(t)dt and for the




π(·). With this change




, 0, 0, µ − r1, σ) we have the
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identity





Moreover, (X̄, π̄, p̄, q̄, λ̄E) = (X[P ], π[P ], p[P ], q[P ], λE [P ]) if and only if











































Therefore, in the following we will consider general perturbations with respect to the
initial condition, the drift and diffusion coefficients, and for ease of notation we will
write the value function only in terms of these parameters. That is, we shall assume
that r ≡ 0, A = 0 and consider perturbed parameters of the form P (k) := (xk, µk, σk).
In the end of this section we shall undo the above change of variables and analyse the
full original problem.
We will repeatedly use the notation
(Xk, πk, pk, qk, λk) := (X[P (k)], π[P (k)], p[P (k)], q[P (k)], λE [P (k)]),
(X̄, π̄, p̄, q̄, λ̄E) := (X[P ], π[P ], p[P ], q[P ], λE [P ]),
We now prove a stability result, essential to our analysis.
Proposition 3.5.3 For any sequence P (k) → P we have that v(P (k)) → v(P ) and
further (




X̄, π̄, p̄, q̄, λ̄E
)
,
strongly in I1 × (L2,2F )d × I1 × (L
2,2
F )1,d × R.





















and so the portfolios with i-th component equal to −xk/E(
∫ T
0 (µ
i)kdt) (and zero in the
remaining ones) are feasible for (MV P (k)). Using these feasible portfolios, we easily
get the existence of K > 0 (independent of k) such that v(P (k)) = E[Xk(T )2] ≤ K and
thus by Lemma 3.5.3 we obtain that πk is bounded in (L2,2F )d.
Now, consider first only those k such that v(P (k)) ≥ v(P ) and define a portfolio νk
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k)>σkdW (t), we easily check that (Zk, νk)
is feasible for (MV P (k)) and, since zk → 0, we have that E[(Zk(T ))2] → E[(X̄(T ))2].
Hence, for any ε > 0 and k large enough we obtain that |v(P (k))−v(P )| ≤ v(P (k))+ε−
E[(Zk(T ))2] ≤ ε. On the other hand, by considering those k such that v(P (k)) ≤ v(P ),
with a similar manner we can construct out of πk a new portfolio ξk obtained by
modification of πk’s i-th component in a way that it becomes feasible for the unperturbed





















Since πk is bounded in (L2,2F )d we obtain that ẑk → 0 and, as before, we get that for
every ε > 0 and n large enough, |v(P (k))− v(P )| ≤ ε, which proves convergence of the
value functions.















we get that, except for some subsequence, 〈Xk, (y, Y, Z)〉I → 〈X, (y, Y, Z)〉I , where






>σdW (t), and thus Xk → X weakly in I1. Noticing that
E(X(T )) = 0, and by virtue of convergence of the value functions, we have similarly
as in Lemma 3.5.5 that (X,π) = (X̄, π̄). By Proposition 3.5.1(i) we see that Xk(T )
converges weakly in L2FT to X̄(T ) and using that E([X
k(T )]2)→ E([X̄(T )]2) we obtain







Then by Lemma 3.5.3:
‖πk − π̄‖22,2 ≤ CE[(X̂k(T )− X̄(T ))2],
where C = C(µ, σ) > 0 is some positive constant. Now, we have that E[(X̄(T ) −
Xk(T ))2] tends to zero, and
E[(X̂k(T )−Xk(T ))2] ≤ |x− xk|2 + T‖πk‖22,2
[
‖µ− µk‖2∞,∞ + ‖σ − σk‖2∞,∞
]
,
which also tends to zero. We conclude with the triangle inequality that πk → π̄ strongly
in (L2,2F )d. Finally, since
‖Xk − X̄‖2I = |x− xk|2 + ‖(πk)>µk − π̄>µ‖22,2 + ‖(πk)>σk − π̄>σ‖22,2,
we conclude that Xk → X̄ strongly in I1. Now, for the weak-Pontryagin multipliers
(pk, qk, λk) ∈ I1 × (L2,2F )1×d × R, by (3.5.22) we have that:
dpk = qkdW (t) for all t ∈]0, T [, pk(T ) = 2Xk(T ) + λk,
0 = pk(t, ω)µk(t, ω) + σk(t, ω)(qk(t, ω))>, for a.a. (t, ω) ∈ [0, T ]× Ω.
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We will show now that the λk are bounded uniformly in k. Define P k = pk−λk. Then we
know that P k(T ) = 2Xk(T ) and dP k(t) = qkdW (t). Since theXk(T ) are L2FT -bounded,
classical estimates for linear BSDEs imply that both qk and P k are bounded in (L2,2F )1×d
and L2,2F , respectively. On the other hand we have that (P k + λk)µk + σk(qk)> = 0,
which proves that λkµk = −P kµk − σk(qk)> and thus:
|λk|‖µk‖2,2 = ‖λkµk‖2,2 ≤ ‖µk‖∞‖P k‖2,2 + ‖σk‖∞‖qk‖2,2.
The right hand-side of the above expression is uniformly bounded by the nature of
the perturbations we have, and the estimates we already had. Further, we check that
‖µk‖2,2 is bounded away from zero since µ 6≡ 0 and thus λk is bounded. Take now
any subsequence of (Xk, πk, λk). Then, there exists λ̂ ∈ R such that, except for some
subsequence, (Xk, πk, λk) converges strongly to (X̄, π̄, λ̂). This implies, by the classical
estimates for linear BSDEs, that the corresponding (pk, qk) converge strongly in L2,∞F ×
(L2,2F )1×d to the solution (p, q) of
dp(t) = q(t)dW (t) for t ∈]0, T [, p(T ) = X̄(T ) + λ̂.
Further, since pk(·) = λk+
∫ ·
0 q
kdW , we have that pk → p strongly in I1. Moreover, since
(qk)> = −pk(σk)−1µk converges in (L2,2F )1,d to −pσ−1µ we conclude that pµ+σq> = 0.
Therefore, by the uniqueness of the weak-Pontryagin multiplier in Lemma 3.5.5, we
deduce that (p, q, λ̂) = (p̄, q̄, λ̄E). This proves that the whole sequence (pk, qk, λk)
converges to (p̄, q̄, λ̄E) strongly in I1 × (L2,2F )1,d × R.
By Lemma 3.5.4, Proposition 3.5.3 and arguing exactly as in the proof of Theorem
3.5.3, we have the following result:
Proposition 3.5.4 The value function v : P4 7→ R is of class C1 on P̂4. Moreover, at
every P = (x, 0, 0, µ, σ) ∈ P̂4 we have that












where ∆P = (∆x, 0, 0,∆µ,∆σ) and (X̄, π̄, p̄, q̄, λ̄E) = (X[P ], π[P ], p[P ], q[P ], λE [P ]) is
given by Lemma 3.5.5.
We now unwind the change of variables done in order to reduce the size of the pa-
rameter space. In this way we obtain sensitivities with respect to the initial capital,
deterministic interest/saving rates, the desired return, the drift and the diffusion coef-
ficients.
Theorem 3.5.4 The value function v : P4 7→ R is C1 on P̂4. Moreover, at every
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P = (x, r, A, µ, σ) ∈ P̂4 we have that
Dxv(P ; ∆x) = p̄(0)∆x,






DAv(P ; ∆A) = −λ̄E∆A,













where (X̄, π̄, p̄, q̄, λ̄E) = (X[P ], π[P ], p[P ], q[P ], λE [P ]) is given by Lemma 3.5.5.




, 0, 0, µ− r1, σ) is C1, we can apply the
chain rule in (3.5.23). Therefore, by (3.5.24) and Proposition 3.5.4 we have that




p[P ′](0) = p̄(0)










λE [P ′] = −λ̄E

















































Finally, setting R(·) :=
∫ ·
0 ∆r(t)dt and using that p[P
′](0) = λE [P ′], we obtain













































By Itô’s formula, we can write
d(X̄(t)p̄(t)) =
[








Since, by the third line in (3.5.22), (µ(t)−r(t)1)p̄(t) = σ(t)q̄(t)> we obtain with Lemma
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X̄(T )[2(X̄(T )−A) + λ̄E ]
)
,
= 2R(T )v(P ) + λ̄ER(T )A.
(3.5.29)
The conclusion follows from (3.5.27) and (3.5.29).
Comparison with a known explicit result
We want to compare the theoretical sensitivities we obtained with those coming from a
simplified model where an explicit solution is known. We choose to compare our results
with the model in [Framstad et al., 2004, Example 4.1] (with null jump component).
More precisely, we consider the (MV P ) problem with d = 1, r ≡ 0 and µ(·) : [0, T ]→ R,
σ : [0, T ]→ R being deterministic bounded functions. Assuming that
∫ T
0 µ(t)dt 6= 0 and
that σ is uniformly positive, problem (MV P ) can be explicitly solved (see Framstad
et al. [2004] for the details). Setting Σ := µ/σ, the optimal portfolio, optimal states
and adjoint states are given by














(Σ(s)dW (s)+ 32 Σ2(s)ds) − 1
]
,




















(Σ(s)dW (s)+ 12 Σ2(s)ds), (3.5.31)








(Σ(s)dW (s)+ 12 Σ2(s)ds). (3.5.32)
Thus, setting P = (x, 0, A, µ, σ) and ∆P = (∆x, 0,∆A,∆µ,∆σ) from Theorem 3.5.4
we have











If we assume that ∆µ and ∆σ are deterministic, a brief computation then yields to:















3 Sensitivity analysis in optimal control


























Since we know explicitly the solution, we can actually verify that







and thus computing its derivatives we easily recover (3.5.33)-(3.5.36).
3.6 On a possible sensitivity analysis of the utility
maximization problem
In this part we go back to the setting of expected utility maximization from terminal
wealth in incomplete markets, as in Chapter 2. However, here we are interested in
computing the several sensitivities with respect to the model parameters of a standard
(non-robust) expected utility maximizing agent. This is in a sense a complementary
approach to that of the mentioned chapter; whereas in the robust approach one seeks
to hedge oneself against all possible (reasonable) inaccuracies in the price model, in the
sensitivity approach one seeks to estimate how sensitive a particular price model is when
one is led to changing its parameters slightly. We remark that the results obtained thus
far in the present part of the thesis are not directly applicable to the utility maximization
problem (for prices governed by a Brownian Motion) because of the presence of state
constraints (requiring the wealth process to be bounded from below) and because even
when working with square integrable portfolios (the control), an optimal one might just
be locally square integrable and accordingly the optimal wealth may not belong to the
Itô space as we defined it.
Let us take Proposition 2.5.6 as our starting point, and borrow all the notation
used in section 2.5.1. The point of the mentioned proposition is that under the stated
assumptions, the optimal utility from an initial wealth x and under the probability






where {Z ∈ L+J , J(Z) ≤ x} is a σ(LJ , EI), i.e. weak*, compact set.
The purpose of this section is to motivate how a sensitivity analysis can be performed
by taking advantage of (3.6.1). For that matter let us consider a more specific, paramet-
ric, price model for this section, which generalizes the one we used for the mean-variance
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case. Suppose that the market consists of d+1 assets S0, S1, . . . , Sd whose prices evolve
under P as
dS0(t) = rS0(t), for t ∈ [0, T ], S0(0) = 1,
dS(t) = diag(S(t))µ(t)dt+ diag(S(t))σ(t)dW (t) for t ∈ [0, T ], S(0) = S0 ∈ Rd,
(3.6.2)
where S := (S1, . . . , Sd) and W is a P-brownian motion in Rn. The precise properties
on the processes r ∈ L∞,∞F , µ ∈ (L
∞,∞
F )d and σ ∈ (L
∞,∞
F )d×n shall be given shortly and
will imply that the financial market is arbitrage-free and complete (see e.g. [Karatzas
and Shreve, 1998, Chapter 1,Theorem 4.2 and 6.6]).
Given an initial wealth x ∈ R and a self-financing portfolio π ∈ (L2,2F )d measured in
units of wealth, the associated wealth process X is defined through the SDE:
dXπ(t) = {r(t)Xπ(t) + π(t)>(µ(t)− r(t)1)}dt+ π(t)>σ(t)dW (t) for all t ∈ [0, T ],
Xπ(0) = x.
(3.6.3)
Here we face a modelling decision. If we want to study the model under parameters
(rk, µk, σk) := (r + τk∆r, µ + τk∆µ, σ + τk∆σ), there are at least two options. One,
which we call the strong variant/formulation is to consider a new process Sk like that of
S but under the new parameters, so that the possible wealth precesses are of the form:
dXπ,k(t) = {rk(t)Xπ,k(t) + π(t)>(µk(t)− rk(t)1)}dt+ π(t)>σk(t)dW (t) ,
Xπ,k(0) = x.
(Prob(k))
and the perturbed problem becomes (we use the s to denote strong):
us(rk, µk, σk) = sup
π∈L2F







On the other hand, if we call λ = σ>(σσ>)−1(µ − r1) we get that the dynamics
(3.6.3) can be expressed as
dXπ(t) = r(t)Xπ(t)dt+ π(t)>σ [λ(t)dt+ dW (t)] for all t ∈ [0, T ],
Xπ(0) = x,
(3.6.5)
therefore if we suppose that (Prob(k)) enjoys uniqueness in law (e.g. if π(t) is a Lipschitz
function of X(t) and the model parameters are deterministic), then the above element
Xπ has under dQk = E
(∫
(λk − λ)(·)>dW (·)
)
T
dP the same law as Xπ,k under P, where









This leads us to consider the weak variant, where we move the parameters by changing
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the probability measure. Thus, we define the weak value-function as
uw(rk, µk, σk) := sup
π∈L2F





In light of (3.6.1) we can further rewrite the above as:

















Remark 3.6.1 The value functions us, uw defer in general. In Larsen and Žitković
[2007a] the analysis of the continuity of us w.r.t. its arguments (actually λ) was per-
formed. In Kardaras and Žitković [2011] the continuity of uw (in a broader context) was
analysed as well. Thanks to our rewriting of uw in (3.6.6), we will be able to deal with
the analysis of the differentiability of this function w.r.t. all of its parameters. Let us
remark that the differential (first and second order) analysis of the value function w.r.t.
the initial wealth x was performed in e.g. Kramkov and Schachermayer [1999] and more
specifically in Kramkov and Sîrbu [2006].
We thus see that a sensitivity analysis of the weak value function is more tractable
than for the strong one, since the perturbed parameters disappear from the state con-
straint and only enter through the stochastic exponential.
We will here perform a sensitivity analysis in the weak formulation, in the simplest
possible setting, so as to motivate the type of results expected in a more general one.
We make the following assumption, supposed to hold for the remaining of this section:
Assumption 16 We have n = d and suppose that the process σ is a.e. invertible with
|σ−1(t, ω)| uniformly bounded by a constant (market completeness), and take U(x) =
2
√
x as our utility function.
Let us rewrite λ = σ−1(µ− r1). These parameters shall be kept fixed from now on.
We also consider general, arbitrary parameters (r̄, µ̄, σ̄) and call for simplicity:
u(r̄, µ̄, σ̄) := sup
π∈[L2F ]
d
Xπ(0)=x, dXπ as in (3.6.3)
Xπ(·)≥0
EP̄ [U(Xπ(T ))] , (3.6.7)
where P̄ is the probability measure given by E(
∫
[Λ−λ]>dW )dP, and Λ := σ̄−1(µ̄−r̄1),
so that if the parameters are close to the original ones then so is Λ to λ and also Novikov’s
condition implies that indeed P̄ is a probability measure.
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Remark 3.6.2 We easily see, in the jargon of section 2.5.1, that
LI =
{




























































2 . Thus LJ is just an L2(Q) space,
where dQ := E(−
∫
λ>dW )TdP.







We shall prove continuity and Gâteaux differentiability of g, by repeatedly introducing
SDEs and invoking Proposition 3.5.1. We hope that a related reasoning can be helpful
in the future for different utility functions, at least of power type. For the different
notions of directional differentiability see [Bonnans and Shapiro, 2000, Chapter 2.2.1].
Lemma 3.6.1 The function g : [L∞,∞F ]d → LI is well defined and continuous w.r.t.



















































where K := exp{
∫ T
0 |Λ|












since every positive local martingale is a super-martingale. Thus g(Λ) ∈ LI .
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Let us prove that g is continuous. Given Λ and L in [L∞,∞F ]d we compute by devel-
oping squares:
‖g(Λ)− g(L)‖2I = E[A(T )] + E[B(T )]− 2E[C(T )],
where we can check that



















































(Λ + L− λ)>dW − 12
∫ T
0
[|L|2 + |Λ|2 + |λ|2 − 2〈Λ + L, λ〉]dt
}
.
By letting T be variable in the definitions of A,B,C, we get that the associated












〈L,Λ〉dt+ (Λ + L− λ)>dW
}
.
By Proposition 3.5.1.ii we have that both B and C converge weakly to A as Itô pro-
cesses (and in L2,2F ) as L→ Λ strongly, and by Proposition 3.5.1.i we get that also their
values at the final time T converge weakly (in L2FT ), so in particular their expectations
converge, proving that E[B(T )],E[C(T )]→ E[A(T )]. This proves the desired continuity.
For the directional differentiability, we shall first prove that































weakly in L2FT , as ε ↘ 0. Then we will prove that the L
2 norm of the l.h.s. converges
to that of the r.h.s., and so as a consequence we get that the l.h.s. converges in L2FT to









0 〈Λ− λ, L〉dt
}
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in LI , proving the directional differentiability of g. The linearity of Dg(Λ)(·) and its
continuity, which is consequence of a reasoning as in the proof of g being well-defined,
then yield the full Gâteaux differentiability of g.
Let us prove the weak convergence in (3.6.9). Some simple computations yield that
the process defined by the r.h.s. (taking a varying t instead of T , as before) is the
solution to de SDE:







2 + |λ|2/2 − 2〈Λ, λ〉]dt. On the other hand, the
process associated to the l.h.s. in (3.6.9) solves the following SDE:
dhε = {hε[Λ+εL−λ/2]+exp(c)L}>dW +{hε[〈λ,Λ+εL〉/2−|λ|/8]+exp(c)〈λ, L〉/2}dt.
By Proposition 3.5.1.ii we see that the process hε converges in the Itô sense to h and
so in particular by part i of that result, we get the desired weak convergence in (3.6.9).
Now we prove that the L2FT norm of the l.h.s. in (3.6.9) converges to that of the r.h.s.
For that matter let us consider the notation of (3.6.8), where we rename B and C by Bε
and Cε respectively and where we take the L variable there to be equal to the current










2 = A(T ) +Bε(T )− 2Cε(T )
ε2
=: Rε(T ),
and we verify that viewed as a process,
dRε =
{













On the other hand, we may verify that for
















the following SDE holds:
dR =
{
R|Λ|2 +A|L|2 + 2〈L,Λ〉Ψ
}
dt+ {R[2Λ− λ] + 2LΨ}> dW,





0 〈Λ− λ, L〉dt]. The L
2
FT -norm convergence that we
want to prove is equivalent to the convergence E[Rε(T )]→ E[R(T )]. If we could prove
that Rε → R weakly as Itô processes this would be a consequence of Proposition 3.5.1.i.
On the other hand, by Proposition 3.5.1.ii and because we already know that Bε → A





→ Ψ weakly in L2,2F . Let us do this.
First we notice that Ψ satisfies:
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dΨ = {Ψ|Λ|2 +A〈Λ, L〉}dt+ {Ψ(2Λ− λ) +AL}>dW.






dΨε = {Ψε|Λ|2 + (2Bε − Cε)〈Λ, L〉}dt+ {Ψε(2Λ + εL− λ) +ABε}>dW.
Because Bε, Cε → A in L2,2F , we conclude that Ψε → Ψ in L
2,2
F , by Proposition 3.5.1.ii
and i. This completes the proof.
We can now prove by chain rule the following result. Some parts of the proof have
nothing to do with our choice of utility function, pointing out that we may in the future
extend the approach:












































: Z ∈ L+J , J(Z) ≤ x
}
,
or equivalently, Z(Λ) = U(X(Λ)T ) and X(Λ) is the unique solution to (3.6.10).
Proof. We first write f(Λ) = sup
{
E [g(Λ)Z] : Z ∈ L+J , J(Z) ≤ x
}
, and denote F :
LI → R the function Y 7→ sup
{
E [Y Z] : Z ∈ L+J , J(Z) ≤ x
}
, so that f = F ◦ g. Let us
observe that it would suffice to understand F acting on E++I := {Y ∈ EI : Y > 0 a.s.}
intersected with the sphere in L1 only. We now verify that F is Lipschitz continuous.
Indeed, by Proposition 2.5.4 we know that {Z ∈ L+J : J(Z) ≤ x} is a weak* compact
set in LJ , thus if we take Y1, Y2 and assume w.l.o.g. that F (Y1) ≥ F (Y2), we see:




E(Z{Y1 − Y2}) ≤ K‖Y1 − Y2‖I ,
where we used Proposition 2.5.3 and defined K = sup{Z∈L+
J
:J(Z)≤x} ‖Z‖J < ∞. By
Lemma 3.6.1 we thus have that f is continuous.
Let us prove that F is a directionally differentiable function and actually Hadamard
differentiable when restricted to E++I , and that DF (Y,∆Y ) = E[Z(Y )∆Y ], where Z(Y )
is the only element of the set S(Y ) := {Z ∈ L+J : J(Z) ≤ x, F (Y ) = E[ZY ]}. Indeed,
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by Lemma 2.5.1.iii we know that Z ∈ S(Y ) ⇒ ∃X ∈ X (x) s.t. Z ≤ U(X(T )), and
so if Y ∈ L++I the only possible elements in S(Y ) are of the form U(X(T )), for some




and so S(Y ) must be a singleton. Indeed, the equivalent probability measure dPY ∝
Y dP induces a complete market whose unique martingale measure Q (the same as in








and we verify that
EP
Y
[V (βY −1dQ/dP)] = I (βY ) <∞,
for every β > 0, since Y ∈ EI . Therefore Assumption 9 holds and by Proposition 2.5.6
we have that S(Y ) is a singleton.
From all this we can invoke [Bonnans and Shapiro, 2000, Proposition 2.121] and obtain
that the subdifferential of F at any Y ∈ E++I is a singleton and hence by [Bonnans
and Shapiro, 2000, Proposition 2.126] F is Hadamard differentiable and DF (Y )(·) =
E[·Z(Y )].
By the chain rule in [Bonnans and Shapiro, 2000, Proposition 2.47] and Lemma 3.6.1


































and since the first term in the r.h.s. is bounded by 1 +x and the second one is bounded
whenever ∆Λ is taken in a bounded set (as in the proof of the Gâteaux differentiability
of g in Lemma 3.6.1), we see that the directional derivative of f is continuous.





Df (Λ + t[Γ− Λ]) (Γ−Λ)dt ≤ ‖Γ−Λ‖∞ sup
0≤t≤1
‖Df (Λ + t[Γ− Λ]) ‖,
(3.6.11)
where the last norm is the operator norm (from [L∞,∞F ]d to R). From here we shall prove
that f is locally Lipschitz, and so an obvious modification of [Bonnans and Shapiro, 2000,
Proposition 2.49] shows that f is indeed Hadamard directionally differentiable. Let us
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Since by Girsanov’s Theorem, WQ := W +
∫ ·
0 λdt is a Q-brownian motion, we have:∥∥∥∥∫ T
0






















where k(·) is a quadratic function and we assumed ‖η‖∞ = 1. On the other hand, if we





dP, we know (e.g. by Kramkov and Schachermayer [1999])
that the optimal wealth X̃T associated to the optimization problem under this measure,
whose optimal value we denote uΛ̃(x), is given by




























































































3.6 On a possible sensitivity analysis of the utility maximization problem
Because uΛ̃(·) is concave and strictly increasing we have:
u′Λ̃(x) ≥ uΛ̃(x+ 1)− uΛ̃(x) > 0,
so recalling that we already proved that uΛ̃(x) = f(Λ̃) is continuous w.r.t. Λ̃, and this





‖ ≤ C in that neighbourhood (for some constant C) and hence
by (3.6.11):
|f(Γ)− f(Λ)| ≤ C‖Γ− Λ‖∞,
for any Γ near enough to Λ. This entails the locally Lipschitz character of f and finishes
the proof.
We finally prove the desired sensitivities of the (weak) value function given in (3.6.7)
with respect to its parameters:
Theorem 3.6.1 Under Assumption 16 and calling
P5 :=
{
(r̄, µ̄, σ̄) ∈ L∞,∞F × (L
∞,∞
F )
d × (L∞,∞F )




we have that after fixing (r, µ, σ) ∈ P5, the function
(r̄, µ̄, σ̄) ∈ P5 7→ u(r̄, µ̄, σ̄),
given in (3.6.7) is continuous and Gâteaux differentiable, with directional derivatives
given by:






































and X̄(T ) is the
unique optimal terminal wealth attaining u(r̄, µ̄, σ̄).





Next we notice that the function H given by (r̄, µ̄, σ̄) ∈ P5 7→ σ̄−1(µ̄ − r̄1) is clearly
continuous and Gâteaux differentiable with
DH(r̄, µ̄, σ̄)(∆r,∆µ,∆σ) = −σ̄−1∆r1 + σ̄−1∆µ− σ̄−1∆σσ̄−1(µ̄− r̄1).
Finally we note that u(r̄, µ̄, σ̄) = f ◦H(r̄, µ̄, σ̄), for f as in (3.6.10). By Proposition
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3.6.1 we see that u is indeed continuous and the composition of a Hadamard and a
directionally differentiable function. By [Bonnans and Shapiro, 2000, Proposition 2.47]
we conclude that u is directionally differentiable, and these derivatives are as stated.
Finally, as we did in the end of Proposition 3.6.1, we may use Proposition 2.5.3 to prove
the continuity of the directional derivatives proving the Gâteaux differentiability.
Remark 3.6.3 The extension of this result to more general utility functions and in-
complete markets is an ongoing work.
Remark 3.6.4 The most meaningful message of the previous theorem is when we ana-
lyze the sensitivity of the weak value function around the nominal parameters themselves
(r, µ, σ) (which amount to taking (r̄, µ̄, σ̄) = (r, µ, σ)). In this case we get that

















where X∗ is the optimal wealth under parameters (r, µ, σ).
We conclude by commenting informally for the last time about the relationship be-
tween the sensitivities computed from the weak and strong variant of the problem (the
latter will be subject of future research). Let us take r ≡ 0 to simplify and consider us
as in (3.6.4), where we write everything in terms of λ = σ−1{µ − r1} as usual. Even-
though the sensitivity analysis of the strong formulation is hard due to the presence of
the parameters in the state constraint, we can reasonably conjecture (if anything like










where X∗ is as in the previous remark and π is a corresponding optimal portfolio. The
question is, how does this expression compare to that in Remark 3.6.4? If we suppose
that both π∗ and λ are deterministic, we may use Malliavin Calculus (we refer to Nualart





























3.6 On a possible sensitivity analysis of the utility maximization problem
where the first equality comes from the integration by parts formula, the second by the






= π∗1[0,T ](t). We therefore see that the (candidate) sensitivity
in the strong formulation then should coincide with the one in the weak formulation, at
least if the parameters are deterministic as well as the optimal portfolio. Actually this
should not be surprising, given that in this case we know that equation (Prob(k)) has
uniqueness in law and so the weak and strong formulations have the same value at λ.
It is nevertheless interesting that the perturbation direction ∆Λ may be taken random
and yet still both sensitivities apparently coincide. The previous heuristic analysis also
shows that in more general situations both sensitivities should differ, as the Malliavin
derivative of X∗(T ) shall involve more terms.
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4 Conditional Analysis and a
Principal-Agent problem
4.1 Introduction
In this last chapter we shall analyse a so-called Principal-Agent problem under moral
hazard, the main motivation of it being the case of delegated portfolio management
under hidden or non-contractible action. We mainly follow the modelling framework of
Ou-Yang [2003], but in the discrete-time case, and will constantly compare our results
with theirs. Thanks to our assumptions we will be able to reduce the original dynamic
stochastic optimization problem to a series of random, static ones, which unfortunately
lack a certain convexity. A simple argument however will then reduce these problems
to a new series of convex (strictly speaking concave, as we will be always maximizing
here) unconstrained ones. With the aid of Conditional Analysis we are then able to
solve these problems in a variety of situations and hence construct an optimal contract.
In section 4.2 we introduce the modelling framework and fix notation. Then in section
4.3 we define the way we model the preferences of both the Principal and the Agent.
In section 4.4 thereafter we introduce the linear contracts that the Principal has access
to and derive first formally and then rigorously the principle according to which the
dynamic problem reduces to a sequence of static, potentially non-convex ones. We
close that section with the result showing that these problems may be replaced by
unconstrained, convex ones. Later in section 4.5 we survey some of the results in
Conditional Analysis that we will need, as well as derive a few new ones. Then in section
4.6 we provide the most general attainability results we have, followed by section 4.7
and 4.8 where we specialize our analysis progressively. We close the chapter with 4.9
where we discuss some possible extensions and conclude.
4.2 On the model
Let us introduce the model we will be occupied with. We start by fixing a discrete-time
setting, where the time-grid is given by {ti = i∆t : i = 0, . . . , T/∆t} and T (the trading
horizon) is a finite deterministic time. We denote by Ω the set of states-of-the-world.
We introduce an N−dimensional, strictly positive, discounted price process P defined
on Ω whose filtration we denote by (Ft)t, representing the prices of N tradable goods
(we can think of stocks). The notation ∆Pt+1 will be a short-hand for Pt+1 − Pt
and ∆P̃t+1 = diag(Pt)−1∆Pt+1, whereby diag(·) denotes the natural diagonal matrix
associated to the vector in its argument. The same notation applies for other processes
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different than P . We shall write P0:t to denote the path of the price process from time
0 to t. We take the convention that vectors are regarded as column ones.
At each time t < T the Agent (he) will choose an N-dimensional strategy/effort-
level/action At only known to him and adapted to the price filtration, representing the
amount of money invested in each asset in the portfolio during the time interval [t, t+1),
and costing him c(t, At) units of wealth, where c(t, ·) : RN → R are given cost functions
which we shall always assume convex (hence continuous). With this he generates a
wealth increment proportional to ∆P̃ by investing in the market. More concretely, if we
denote by WAt the wealth accumulated by a self-financing portfolio up to time t, then:




As for the Principal (she), we assume that she observes progressively the price process
as well as the wealth WA generated by the Agent. We remark that in principle this
does not imply that the Principal observes Agent’s decisions.
Regarding how the actors in the market interact, we suppose that the Principal
will offer the Agent a contract, consisting of a linear combination of a fixed payment
(contingent on the whole history of the price process) and a reward depending linearly
on the wealth generated by Agent’s portfolio, which is payable at the closing date T .
The explicit expression of contracts will be introduced in the next sections, as well as
the form of the preferences of the Agent and the Principal.
We finally suppose that we have a probability measure P defined on (Ω,FT ). Let us
for once say that equalities and inequalities are to be understood in the P-almost sure
sense, so for instance X = Y (respect. X 6= Y ) means that the two random variables
agree (respect. disagree) on a set of full measure, unless otherwise stated.
On the economical side, we suppose that the market described by P and our filtered







A′t∆Pt+1 = 0 a.s.,
and we do not assume market completeness.
4.3 On the preferences
Regarding the Agent’s and Principal’s “valuations” (i.e. the way they quantitatively as-
sess the world), a natural assumption is that at time t they update theirs after observing
respectively {Ps}s≤t and {Ps,WAs }s≤t, reflecting the fact that the Agent only observes
P and reacts accordingly, whereas the Principal observes both P and the output WA
progressively. Let us denote by FA the natural filtration of (P,WA) and remark that
for the Agent both filtrations introduced so far coincide whereas for the Principal they
differ unless she knew Agent’s actions. From this we see that at time t both actors
have a history-dependent utility functional. Thus Principal’s and Agent’s preferences
are encoded by a stream of operators, which we shall call family of utility functionals,
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of the form:
Uat : L0(FT )→ L0(Ft) and U
p
t : L0(FAT )→ L0(FAt ),
whereby L0(FT ) denotes the set of real-valued FT−measurable functions, and L0(Ft)
the real and possibly {−∞}−valued Ft−measurable functions, and likewise for FA.
This is in stark contrast with the von Neumann-Morgenstern representation (expected
utility) and certainly generalizes in principle conditional expectation-based representa-
tions. We shall use the notation Ua referring to the Agent’s utilities and Up to the
Principal’s.
We now introduce several general (desirable) properties of utility functionals which
we will use in Assumption 17 in identifying both Ua and Up. Let us denote by Ut :
L0(FT ) 7→ L0(Ft) a generic family of utility functionals. The same concepts can be
defined w.r.t. FA. Then U := {Ut}t is said to be:
• normalized if Ut(0) = 0,
• proper if −∞ 6≡ Ut(·) < +∞,
• monotone if Ut(X) ≥ Ut(Y ) whenever X,Y ∈ L0(FT ) and X ≥ Y a.s.,
• Ft-conditionally concave if Ut(λX+(1−λ)Y ) ≥ λUt(X)+(1−λ)Ut(Y ) whenever
λ ∈ L0(Ft) ∩ [0, 1] and X,Y ∈ L0(FT ),
• Ft-translation invariant if Ut(X + Y ) = Ut(X) + Y whenever X ∈ L0(FT ) and
Y ∈ L0(Ft),
• time consistent if Ut+1(X) ≥ Ut+1(Y )⇒ Ut(X) ≥ Ut(Y ),
and the former hold for every t ≤ T . Of course for a specific t all but the last property
above can be defined for an operator V : L0(FT ) 7→ L0(Ft).
We shall denote dom(Ut) := {X ∈ L0(FT ) : Ut(X) ∈ L0(Ft)}. It is well-known
(see Cheridito et al. [a] or Filipović et al. [2012]) in particular that from these axioms
follows the so-called tower property stating that Ut(X) = Ut(Ut+1(X)) whenever X ∈
dom(Ut+1), as well as the local property saying that 1AUt(X) = 1AUt(Y ) whenever
X,Y ∈ L0(FT ), A ∈ Ft and 1AX = 1AY . All of the previous properties will be referred
to as the usual properties/assumptions/conditions.
For a discussion on these properties the reader may check Cheridito et al. [a]. We
present some basic examples of such functionals:
Example 4.3.1 We start with Ũt : L∞(Ft+1) 7→ L∞(Ft) as given normalized and





Ũt([X ∧ n] ∨m),
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are well defined between L(Ft+1) and L(Ft), and we keep calling them Ũt. It is not
difficult to see that Ut(X) := Ũt ◦ Ũt+1 ◦ · · · ◦ ŨT (X) forms a time consistent and
translation invariant family.
Example 4.3.2 Both the risk neutral family X 7→ E(X|Ft) and the entropic family
X 7→ − 1γ log (E(exp(−γX)|Ft)) satisfy the usual assumptions (using the construction
in the previous example). What is more, the family X 7→ ess sups∈R{s−E[H(s−X)|Ft]}
satisfies these properties as well, provided H is a convex and increasing function with
the property sups[s − H(s)] = 0. The latter family of functionals is called Optimized
Certainty Equivalent (this is actually their dual representation, see Cheridito et al. [a])
and we shall often refer to them. In Cheridito et al. [a] and the references therein the
extension property of the previous example is discussed and for instance it is proved that
optimized certainty equivalents allow for it.
Before presenting the standing assumptions throughout this chapter we introduce
some notation and terminology which will be often used in the sequel; given two sigma-
algebras K ⊂ K̃ we denote L1K(K̃) :=
{
Z ∈ L0(K̃) : E[|Z||K] ∈ L0(K)
}
, and remark
that clearly L1K(K̃) = L0(K)L1(K̃) as sets. Also, we will say that a utility functional
U is L0−upper semicontinuous whenever at each X ∈ dom(U) and for each sequence
Xn → X almost surely, it holds that lim supU(Xn) ≤ U(X) a.s. In section 4.5 a more
topological notion of semicontinuity, related to L1K(K̃) (and more general spaces) will
be given, and we shall call this notion L1K(K̃)−semicontinuity.
We proceed to our standing Assumption in this work:
Assumption 17 Both Ua and Up satisfy the normalization, properness, monotonic-
ity, conditional concavity, translation invariance and time consistency axioms (i.e. they
satisfy the usual assumptions) with respect to F and FA respectively. Furthermore, we
assume that Upt (L0(FT )) ⊂ L0(Ft) for each t.
Remark 4.3.1 The last point in the previous assumption means that Up is F-adapted
over L0(FT ) and implies that such restriction satisfies the usual assumptions w.r.t. F .
In the following we will always suppose Assumption 17 to hold. We move on now to
the design of contracts.
4.4 On the contracts
The simplest contracts the Principal may offer the Agent are those (performance-
dependent, linear) ones contingent on the possible realizations of WAT . Concretely,
such a contract (or more exactly, a menu of payments) is defined as:
S̄ =
{
A 7→ S̄(A) := ε(P0:T ) + βWAT
}
,
where ε is a Borel-measurable functions and β is a constant. Thus the contract consists of
a fixed (lump-side) payment ε which we may interpret as a financial derivative contingent
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only on the path of the price process (i.e. FT -measurable), plus a constant β times
the closing value of the portfolio WAT . Thus we may call β the sensitivity-to-wealth
component of the contract.
Remark 4.4.1 We may think of the contract as a menu of possible payments ε+βWAT ,
whereWAT ranges through all possible wealth levels that the Agent can output as he varies
his strategies. Most importantly, notice that the Principal cannot infer Agent’s actions
A by simply looking at WAT .
Because the Principal observes the whole wealth process progressively, we shall actu-
ally consider a wider family of contracts of the form:
S =
{






where βt ∈ L0(Ft) and ε is as before, which make better use of her available information.
Let us however emphasize that unless the market consists of only one asset, Agent’s
actions remain unobservable since the most that can be inferred form P and WA are
the affine linear spaces where A must have evolved (see (4.2.1)). However, as in Ou-
Yang [2003], we will find that the extra freedom of contracts of type S is not going to
be used by the Principal when she restricts herself to incentive-compatible contracts
(whereby she proposes actions to the Agent) and thus an optimal contract shall be of
the form S̄ instead. This is desirable since from a practical point of view it means that
the Principal need not waste her time monitoring what happens to the output wealth
process at intermediate times, and may be a consequence of our assumption that the
Principal does not seek to infer/learn anything about A from observing P and WA,
which we may justify as it being to expensive or time-consuming for her; instead she
will recommend the Agent what to do. Regarding notation, we will conveniently refer
to a contract as S, (ε, β) or (ε, {βt}) depending on the context.
We will now proceed to motivate the very important definition of incentive compat-
ible contracts, which we formalize in Definition 4.4.1. This definition will be in turn
motivated by a set of recursions (that we derive heuristically in a first stage) which also
imply that the whole dynamic contracting problem reduces to a sequence of conditional
optimization (static) ones. It is the purpose of Theorem 4.4.1 to make all of these steps
rigorous.
Given that the Agent decides to follow an investment strategy A during [0, T ], which is
nothing but an adapted stochastic process (At ∈ L0(Ft)), his total cost of effort is then
C(A) =
∑T−1
t=0 c(t, At)∆t. For ease of notation we denote ct(A) := c(t, At). By choosing
A, the output (wealth) process W is determined by (4.2.1) and hence also the payment
of the contract from the Principal to the Agent, amounting to S(A). Viewed from time
t this gives the Agent a utility of Uat (S(A) − C(A)). Using translation invariance we
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With translation invariance and time consistency in mind we see that this expression
has a recursive structure. This suggests that Agent’s optimization problem of finding
the best A given a contract S(·) would reduce to the following recursion:
HT = ε(P0:T ) (4.4.2)










where we omit for brevity’s sake the dependence of H in S. Thus Ht has the inter-
pretation of being the maximal utility the Agent can get, from time t onwards. This
intuition will be made rigorous with the aid of Theorem 4.4.1 and its proof. Also notice
that adding an Ft−measurable term to ε translates additively into H and preserves
optimality of any A, down to time t. This shows also that the random variables Ht
span all of L0(Ft) as the Principal varies the contract parameters.
Since the Principal’s utility at time t = 0 is given by Up0 (WAT − ε −
∑
βs∆WAs+1),
we see that she will want to steer (simply by modifying ε by a constant) H0 to its
lowest admissible level, and in doing so increasing her utility by the same constant
(again by translation invariance). Thus, if R denotes Agent’s reservation utility (i.e.
the minimum amount which he needs to be offered at time t = 0 in order to commit to
the contract), we may assume that in Principal’s optimization problem the condition
H0 = R is binding (i.e. contracts delivering H0 > R cannot be optimal).
Let us now derive a recursion for the Principal. Suppose again that the Agent has
chosen A when presented with a contract S, and this time assume that the Principal











(1− βs)As∆P̃s+1 + Upt
∑
s≥t
(1− βs)As∆P̃s+1 − ε

= W0 −Ht +
∑
s<t
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where the identity ε = Ht +
∑
s≥t ∆Hs+1 and translation invariance was used. Now





















ht+1(A, β) + (1− βt)At∆P̃t+1 −Ht+1
)
,
where the definition of Ht was used (as well as the optimality of A), and we defined






which represents Principal’s future utility from time t + 1 on. Evidently ht+1(A, β) is
a short-hand for ht+1((As, βs)s≥t+1). With this the preceding identity is more clearly
expressed as:










We are hence suggested to perform the change of variables
Γt+1 = βtAt∆P̃t+1 +Ht+1 ∈ L0(Ft+1).
Let us write ht(A,Γ) whenever in ht(A, β) this substitution has been made. We thus
get:




ht+1(A,Γ) +At∆P̃t+1 − Γt+1
)
. (4.4.4)
The following observation is crucial at this point:
Remark 4.4.2 Because in the previous derivation we assumed that the Principal knows
the mappings At as functions of {Ps}s≤t for each t, this means that ht ∈ L0(Ft), since
the term Upt (. . . ) which is a function of {Ps,WAs }s≤t becomes then a function of {Ps}s≤t
only. That is, whenever the Principal recommends an action and this is implemented
by the Agent, all the variables involved in (4.4.3) and (4.4.4) become price-adapted.
For a contract we may ask whether a given sequence of efforts recommended by the
Principal may be chosen/implemented by the Agent or not. This is the concept behind
the following definition of incentive compatibility:
Definition 4.4.1 Given a contract (ε, {βt}) and a recommended effort {At}, we say
that the tuple (ε, {βt}, {At}) is incentive compatible if the essential suprema in (4.4.2)
are attained by At for every t.
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Notice that if (ε, {βt}, {At}) is incentive compatible, we may construct for every time











Therefore we shall also say that ({A}, {Γ}) is incentive compatible whenever for every t
this At attains the essential supremum in the previous line.
Let us now define a set which will be relevant in the following:
Ct(β) :=
{
(A,Γ) ∈ [L0(Ft)]N × L0(Ft+1) s.t. for every Ā ∈ [L0(Ft)]N :







It is then an easy exercise to check that for an incentive compatible tuple (ε, β,A), and
after computing the Γ’s associated to them, it must hold that (At,Γt+1) ∈ Ct(βt) for
every time t. Therefore at the level of the A’s and Γ’s the sets Ct take care of incentive
compatibility. In Theorem 4.4.1 we shall work this out in detail.
Upon revisiting equation (4.4.4) for h(A,Γ) and keeping in mind the just mentioned
interpretation of the sets C, we now introduce a recursion for a process with the inter-
pretation of Principal’s future optimal wealth:
hT = 0, (4.4.5)
ht = ess sup
(β,A,Γ)
(A,Γ)∈Ct(β)




ht+1 +A∆P̃t+1 − Γ
)
.
Thus far we have derived heuristically a set of recursions, and motivated the notion
of (one-step) incentive compatibility. The next Theorem and its proof show rigorously
how the dynamic contracting problem reduces to a sequence of one-step conditional
optimization problems.
Theorem 4.4.1 Assume that the recursions (4.4.2) and (4.4.5) admit a solution and
are attained at each time t. Then Principal’s optimal utility at time t = 0 equals
W0 −R+ h0.
Further calling (βt, At,Γt+1)t<T the maximizers attaining h in (4.4.5), and defining




Γt+1 − βtAt∆P̃t+1 − Uat (Γt+1) + ct(At)∆t
]
,
we see that the contract S = {(Ā) 7→ ε(P0:T ) +
∑
βt∆W Āt+1} is the optimal contract
for the Principal, among those satisfying incentive compatibility and reservation utility
constraints. The associated optimal effort for the Agent is exactly A and his optimal
wealth will be R.
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Proof. First we turn our attention to the Agent’s recursion. Let ā be a generic
sequence of efforts. From equation (4.4.1), we see that defining




βs∆W ās+1 − cs+1(ās+1)∆t
}− ct(āt)∆t,
we get the recursion
HT = ε(P0:T ),
Ht(āt, . . . , āT−1) = Uat
(
Ht+1(āt+1, . . . , āT−1) + βtāt∆P̃t+1
)
− ct(āt)∆t.
Then, in terms of Ht := ess supat,...,aT−1 Ht(at, . . . , aT−1), we get:




Ht+1(at+1, . . . , aT−1) + βtāt∆P̃t+1
)
.






. For t = T − 1
this is an equality and by assumption the value HT−1 is attained at some âT−1. Suppose
now that equality holds in the previous equation for t + 1, . . . , T − 1, and Ht+1 was
attained say at (ât+1, . . . , âT−1). This implies that:
















Ht(At, . . . , AT−1)
=: Ht.







and by assumption the last term is attained at some ât, from which Ht is attained at
(ât, . . . , âT−1). This closes the inductive step, and therefore the desired recursion holds.
Now we will establish rigorously recursion (4.4.4) (equivalently (4.4.3)). To this end we
denote by β = (βt)t a generic decision variable for the Principal and a = (at)t where
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= Upt
(
at∆P̃t+1 − Γ + Uat (Γ)− ct(at)∆t+N
)
= Uat (Γ)− ct(at)∆t+ Upt
(
at∆P̃t+1 − Γ +N
)
.








= Uat (Γ)− ct(at)∆t+Upt
(





we obtain recursion (4.4.4). That is to say, if (a,Γ) does not satisfy this recursion, they
will not be chosen by the Principal. In the same way we conclude for (a, β) and recursion
(4.4.3). With these recursions for ht(·) already established, we proceed to prove (4.4.5).
First recall that actually ht(a,Γ) is a short-hand for ht((as,Γs+1)s≥t). From this and
(4.4.4) we have:




ht+1(A,Γ) + āt∆P̃t+1 − Γ̄t+1
)
+ Uat (Γ̄t+1)− ct(āt)∆t.
This yields








ht+1 + at∆P̃t+1 − Γt+1
)
+ Uat (Γt+1)− ct(at)∆t.
For t = T −1 this is an equality (we define hT = 0) and by assumption the value hT−1 is
attained, say at (âT−1, Γ̂T ). Now suppose that for t+ 1, . . . , T − 1 equality holds in the
previous equation, and ht+1 was attained say at (âs, Γ̂s+1)s≥t+1. This implies, thanks
to (4.4.4), that:




ht+1(â, Γ̂) + at∆P̃t+1 − Γt+1
)






ht+1(a,Γ) + at∆P̃t+1 − Γt+1
)






So indeed equality holds also at time t and by assumption the last term is attained at
some (ât, Γ̂t+1), from which ht is attained at (âs, Γ̂s+1)s≥t. This closes the inductive
step and therefore the desired recursion holds.
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The validity of the change of variables βtat∆P̃t+1+Ht+1 → Γt+1 and the introduction
of C(β) as a constraint inducing incentive compatibility are now obvious. This means
that h represents the future wealth prospects of the Principal. Hence at time t = 0
we obtain a solution for the whole Principal’s problem, proving as well that Principal’s
optimal wealth is W0 −R+ h0.
We proceed now to prove that a solution to Principal’s recursion delivers indeed an op-
timal (dynamic) contract, and that the Agent behaves as predicted. Call (βt, At,Γt+1)t
the optimal quantities attaining h in (4.4.5). Define ε and the contract S as in the











Γt+1 − βtAt∆P̃t+1 − Uat (Γt+1) + ct(At)∆t
]
R + [cT−1(AT−1)− cT−1(aT−1)]∆t− UaT−1(ΓT )
+UaT−1
(
ΓT − βT−1AT−1∆P̃T + βT−1aT−1∆P̃T
)
.
By definition of C(β) the sum of the last terms is smaller or equal than 0, and exactly















This shows that at time T − 1 the Agent chooses AT−1 when presented with (ε, β). If
we define HT = ε, we are thus entitled to call HT the value (left hand side or right one)















where the above value (right hand side or the left one) we call Ht+1, and we assume













Γt+1 − βtAt∆P̃t+1 + βtat∆P̃t+1
)
−ct(at)∆t− Uat (Γt+1) +R,
and we see again that by definition of C(β) the sum of the last term is at most 0 and
equal to this number for at = At. Therefore, also at time t the Agent chooses At when
















−Uas (Γs+1) + cs(As)∆t] .
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By induction we have proven that the contract S (defined from (ε, β)) is optimal for the
Principal and incentive compatible (notice that automatically H0 = R), and the Agent
indeed chooses A under this contract. This finishes the proof.
Remark 4.4.3 The same reasoning would have been applicable if either Principal or
Agent had had a random initial endowment (call them Ep and Ea respectively), or for
that matter, had had to hedge some claims. The only difference is that in recursion
(4.4.2) the ending-condition has to be changed to HT = ε(P0:T ) + Ea, and for the
Principal, the ending condition in recursion (4.4.5) has to be changed to hT = Ep. All
of the attainability results in the next sections would still apply, but the catch is that
several (conditional) integrability conditions need be satisfied and their fulfilment will
obviously depend on the specific random endowments.
We define now an auxiliary unconstrained version of (4.4.5) and prove that if such
a problem is well-posed, it yields a solution to the original one-step problem, and the
corresponding β = 1 is optimal. If this is the case for every time, this implies that
the first-best solution is implementable if it exists. The importance of this simple
result is that we may dispense with the non-convex sets Ct, thus turning a non-concave
maximization problem into a concave one.
Theorem 4.4.2 Assume that the following problem is finite and attainable:
Σ := ess sup
(A,Γ)∈[L0(Ft)]N×L0(Ft+1)















∈ Ct(1) and therefore
Σ = ess sup
(β,A,Γ)
(A,Γ)∈Ct(β)











be a maximizer for (4.4.6). For arbitrary A, define Γ = Γ̂ + (A−




is better than (A,Γ) for (4.4.6), we see that the terms
involving Up cancel out and we are left with:
Uat (Γ̂)− ct(Â)∆t ≥ Uat (Γ̂ + (A− Â)∆P̃ )− ct(A)∆t, (4.4.7)





implying that the value of the constrained and the unconstrained problems coincide.
Remark 4.4.4 Since we are dealing with recommended efforts and incentive compatible
contracts, we have that Up(. . . ) only depends on P . It is this function of P that appears
in Σ in the above result. We thus may and will simply consider the restriction of Upt to
L0(FT ), recalling that it then satisfies the usual hypotheses w.r.t. Ft as well.
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The previous proof heavily relies on the fact that contracts are linear. Indeed by
varying Γ̂ in any direction of the form (A − Â)∆P̃ and from linearity of contracts the
term in the objective function involving Principal’s utility became irrelevant, making it
possible to compare the values of Agent’s utilities.
Remark 4.4.5 A contract S̄ for which the β’s equal 1 has the form S described at the
beginning of this section. Furthermore, in such case the interpretation is that the Agent
keeps the output WT to himself and pays in return the derivative −ε to the Principal.
Because the unrestricted problem gives a solution to the original one, provided the for-
mer is attained, we shall turn in section 4.6 our attention to the question of attainability
of the unconstrained problems. Before that we need to introduce the technical language
and results that permit to study the attainability issue.
4.5 Digression into conditional analysis essentials
Let us present some results concerning finite-dimensional conditional analysis, as well
as conditional analysis on Lp spaces. This sections is mainly a survey, although suitable
extensions of known results are proved when needed.
Finite-dimensional case
We follow Cheridito et al. [b]. On our probability space (Ω,F ,P) call L the set of all
measurable functions (possibly infinite-valued) and L0 the finite ones. As usual consider
almost-sure identification and ordering on this set. Further call L = {X ∈ L : X > −∞}
(and L = {X ∈ L : X <∞}) and N(F) the set of variables in L0 taking values in N.
The spaces to be surveyed here are the finite cartesian products of L0 spaces. From
now on we fix N ∈ N and call E = [L0(F)]N . We view now this space as a finite-
dimensional topological L0(F)-module over the ring L0(F). On E we define the condi-
tional norm ‖X‖ = (X ·X) 12 (notice that this is a random variable), where the product
is the euclidean one.
Definition 4.5.1
A set C ⊂ E is called:
• stable if 1AX + 1AcY ∈ C, for every X,Y ∈ C, A ∈ F
• σ−stable if
∑
n∈N 1AnXn ∈ C, for every sequence (Xn) ⊂ C and every partition
(An) ⊂ F of Ω
• L0−convex if λX + (1− λ)Y ∈ C, for every X,Y ∈ C and λ ∈ L0 with values in
[0, 1]
• sequentially closed if it contains all the limits of its a.s. converging sequences.
• L0−bounded if ess supX∈C ‖X‖ ∈ L0.
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Notice that a stable and sequentially closed set is automatically σ−stable. We define
for M ∈ N(F) and (Xn) ⊂ E the element XM =
∑
n∈N 1M=nXn ∈ E. Notice that if
the former sequence belongs to a σ−stable set, then the latter element too.
The following result is a generalization of the classical Bolzano-Weierstrass Theorem:
Theorem 4.5.1 Let (Xn) ⊂ E be L0−bounded. Then there exists X ∈ E and a se-
quence (Nn) ∈ N(F) such that Nn+1 > Nn and X = limn→∞XNn a.s.
Also, let (xn) ⊂ L0 be such that x := lim supxn ∈ L0. Then there exists a sequence
(Nn) ∈ N(F) such that Nn+1 > Nn and x = limn→∞ xNn a.s.
Proof. For the first statement refer to [Cheridito et al., b, Theorem 3.8]. For the
second, define N0 = 0 and Nn = min{m > Nn−1 : xm ≥ x − 1/n}. Then clearly
Nn ∈ N(F) and Nn+1 > Nn, from which Nn ≥ n follows. Now, notice supm≥n xm ≥
supm≥Nn xm ≥ xNn ≥ x− 1/n a.s., from which x = limn→∞ xNn a.s.
Clearly if the sequences above had belonged to a stable, sequentially closed and
L0−bounded set, then also the randomized subsequences as well as its limits would
have belonged to the same set.
As in the euclidean case, convexity opens the way to a necessary and sufficient char-
acterization of boundedness (see [Cheridito et al., b, Theorem 3.13]):
Theorem 4.5.2 Let C be a sequentially closed L0−convex subset of E which contains
0. Then C is L0−bounded if and only if for any X ∈ C\{0} there exists a k ∈ N such
that kX /∈ C.
Definition 4.5.2
Let C ⊂ E. A function f : C → L is called:
• L0−lower semicontinuous at X ∈ C if f(X) ≤ lim inf f(Xn) for every sequence
(Xn) ⊂ C with a.s. limit X.
• L0−continuous at X ∈ C if f(X) = lim f(Xn) for every sequence (Xn) ⊂ C with
a.s. limit X.
• L0−convex if f(λX + (1− λ)Y ) ≤ λf(X) + (1− λ)f(Y ), for every X,Y ∈ C and
λ ∈ L0 with values in [0, 1]
• stable if f(1AX + 1AcY ) = 1Af(X) + 1Acf(Y ), for every X,Y ∈ C, A ∈ F .
Of course stability, as defined, holds equivalently for any finite partition. Also it
is assumed that for the last two points the set C must be itself L0−convex or stable
respectively. The dual definitions of upper semicontinuity and L0−concavity are the
obvious ones. Strict L0−convexity is defined with an<, on the set {X 6= λX+(1−λ)Y 6=
Y }. Finally the function is called (upper/lower semi)continuous on C if it is so on every
point of C. Notice that if f is continuous and stable over a σ−stable and sequentially
closed set, then it satisfies the stability property for countable partitions too. What is
more, if f is only L0−convex or L0−concave, then it is automatically local ( meaning
1Af(X) = 1Af(Y ) whenever 1AX = 1AY ), which in itself directly implies that it also
satisfies the stability property for countable partitions.
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Remark 4.5.1 By the previous discussion, if f is a L0(F)−convex (resp. -concave)
function then the set {f ≤ s} (resp. {f ≥ s}) is L0(F)−convex and σ−stable, for every
s ∈ L0(F).
The previous remark will sometimes be used along the following result:
Lemma 4.5.1 If a non-empty set C ⊂ E is σ−stable and is not L0−bounded, then
there is a set Ω̃ with P(Ω̃) > 0 and a sequence {Xn} ⊂ C such that, for every n ∈ N,
|Xn| ≥ n over Ω̃
Proof. Define Un := {B ∈ F : ∃X ∈ C, |X| ≥ n on B}, which is non-empty by






, which is a measurable way
of defining
⋃
B∈Un B. Noticing that the An are decreasing let us introduce A :=
⋂
nAn.












Since X was arbitrary in C, this implies that C is L0(F)−bounded. Therefore P(A) > 0
must hold.
By definition of ess sup we have that there exist {Bl,n}l ∈ Un such that ess sup
B∈Un
1B =
supl 1Bl,n a.s. Therefore also An =
⋃
lB
l,n a.s. Taking X l,n such that |X l,n| ≥ n on


















and therefore a.s. |1AX(n)| ≥ n1A. Thus we have that |X(n)| ≥ n on A for every n.
Remark 4.5.2 The previous lemma is actually implied by a part of the proof of [Cherid-
ito et al., b, Theorem 4.13], since all the authors use is σ−stability of the set under
consideration (which is implied by their stronger assumptions of conditional convexity
and sequential closedness). We chose to give a self-contained proof here.
With the applications in mind, the following conditional optimization theorem will
be useful (see [Cheridito et al., b, Theorem 4.4]):
Theorem 4.5.3 Let C be a sequentially closed and stable subset of E and f : C → L
a L0−lower semicontinuous, stable function. Assume there exists an X0 ∈ C such that
the set {X ∈ C : f(X) ≤ f(X0)} is L0−bounded. Then there exists an X̂ ∈ C such that
131








If f and C are L0−convex then the “argmin” set is also L0−convex, and if in addition
f is strictly L0−convex then X̂ is the sole (a.s.) optimizer.
A last concept that will prove useful later on is that of orthogonal complement. For
a non-empty set C ⊂ E its orthogonal complement is given by C⊥ := {X ∈ E :
X · Y = 0, ∀Y ∈ C}. In case C were a σ−stable L0−linear set, then C + C⊥ = E and
C ∩ C⊥ = {0} (see Cheridito et al. [b]).
In the next section, a very specific instance of infinite-dimensional analysis will be
briefly introduced.
Conditional analysis on Lp spaces
Let F be a sub sigma-algebra of G. The conditional version of the Lp spaces will be
introduced. For a thorough treatment one may see Filipović et al. [2012].
For every p ∈ [1,+∞] define:
||X||p =
{
E[|X|p|F ] if p ∈ [1,+∞)
ess inf{Y ∈ L0+(F) s.t. Y ≥ |X|} if p = +∞.
This is well defined for every X ∈ L0(G). We further define the conditional Lp-space
LpF (G) := {X ∈ L0(G) st. ||X||p ∈ L0(F)}. As remarked in Filipović et al. [2012],
LpF (G) is a topological L0(F)−module over the topological ring L0(F), and || · ||p is an
L0(F)−norm inducing the module topology on LpF (G).
A function U : LpF (G)→ L
0 will be called:
• L0(F)−Concave: if U(λX + (1 − λ)X ′) ≥ λU(X) + (1 − λ)U(X ′) for every λ ∈
L0(F) ∩ [0, 1] and every X,X ′ ∈ LpF (G)
• Proper: if ∃X ∈ LpF (G) such that U(X) > −∞ and ∀X ′ ∈ L
p
F (G) it holds
U(X) <∞
• LpF (G)-upper semicontinuous: if for every net {Xα} ⊂ L
p
F (G) converging to some
X in conditional norm, it holds that ess infβ ess supα≥β U(Xα) ≤ U(X)
• Monotone: if U(X) ≥ U(X ′) whenever X ≥ X ′
• Translation invariant: if U(X + Y ) = U(X) + Y for every X ∈ LpF (G) and Y ∈
L0(F)
The whole purpose of the present section is the following representation result of a
functional satisfying the above properties. This is a re-phrasing of [Filipović et al., 2012,
Corollary 3.14]:
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Theorem 4.5.4 Let U : LpF (G) → L
0(F) be proper, LpF (G)-upper semicontinuous,
monotone, translation invariant and L0(F)−concave. Define q as the Hölder conjugate




U(X) = ess inf
Z∈W
{E[ZX|F ] + α(Z)}
In the next Proposition we prove how LpF (G)−upper semicontinuity is a consequence
of L0−upper semicontinuity (see section 4.3), which is nothing but a sequential and
almost-sure version of upper semicontinuity. This result will be invoked in Remark
4.6.3.
Proposition 4.5.1 Let U : LpF (G)→ L
0(F) be L0−upper semicontinuous (i.e. sequen-
tially, almost surely). Then U is also LpF (G)−upper semicontinuous.
Proof. By [Filipović et al., 2009, Lemma 3.10], it is enough to prove that the sets
Kk := {X ∈ LpF (G) : U(X) ≥ k} are conditionally closed for every k ∈ L0(F). We
will prove that their complements are conditionally open. So let us fix such a k and by
contradiction, suppose that (Kk)c is not open. We thus take X such that U(X) < k on
a non-negligible set (i.e. X ∈ (Kk)c) and such that for every N ∈ N(F) we have that
Kk∩B(X, 1/N) 6= ∅, where B(X, 1/N) = {Z : E(|Z−X|p|F) ≤ 1/N}. This means that
we can find, for every N ∈ N(F), an element XN ∈ B(X, 1/N) such that U(XN ) ≥ k
a.s. A trivial adaptation of Markov’s inequality gives that for every ε ∈ L0(F)++,
P(|XN −X| ≥ ε|F) ≤ E(|XN−X|
p|F)
εp . From this we may find for every natural number
n an element Mn ∈ N(F) such that:
• For every N ∈ N(F) st. N ≥Mn holds that P(|XN −X| ≥ 1/n|F) ≤ 1/n2 a.s.
• For every n: Mn+1 > Mn a.s.
Now, we will use a "Borel-Cantelli Lemma"-type reasoning in order to prove that this
sequence {XMn} converges almost surely to X. First notice that for a fixed l ∈ N:
∑
n∈N
P(|XMn −X| ≥ 1/l|F) ≤
∑
n≤l
P(|XMn −X| ≥ 1/l|F) +
∑
n>l
P(|XMn −X| ≥ 1/n|F),
and since the last term is bounded above by
∑
n>l 1/n2 we see that the original
sum belongs to L0(F) (and so is a.s. finite). Define now i.o. {|XM· −X| ≥ 1/l} :=⋂
m∈N
⋃
n≥m {|XMn −X| ≥ 1/l}. Then:
P (i.o. {|XM· −X| ≥ 1/l} |F) ≤ P
 ⋃
n≥m





P(|XMn −X| ≥ 1/l|F),
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and so the left hand-side does not depend on m whereas the right one tends a.s. to 0
as m increases. This shows that P (i.o. {|XM· −X| ≥ 1/l} |F) = 0 almost surely, and
taking expectations P (i.o. {|XM· −X| ≥ 1/l}) = 0. Since this holds for every l a natural
number, we conclude that indeed {XMn} converges almost surely to X.
Finally we have by assumption that k ≤ lim supn U(XMn) ≤ U(X) a.s., but also
U(X) < k on a non-negligible set, which is a contradiction. This completes the proof.
Let us introduce a concept which will be useful in the proof of Theorem 4.6.2. It is a
slight extension of [Delbaen and Schachermayer, 1994, Lemma A1.1], which is in itself
a Komlos-type result:
Lemma 4.5.2 Let {ξn}n be [0,+∞)-valued random variables defined on a common
probability space (Ω,G,P), take F a sub-sigma algebra and assume C := conv{ξn : n ∈
N} is “F-conditionally bounded in probability,” defined as:
∀ε ∈ L0+(F),∃a ∈ L0(F) such that ∀h ∈ C,P(h ≥ a|F) ≤ ε.
Then there exists an [0,+∞)-valued random variable X and a sequence {xn}n, where
xn belongs to the convex hull of {ξn, ξn+1, . . . } such that xn → X almost surely.
Proof. Following the proof in [Delbaen and Schachermayer, 1994, Lemma A1.1],
the sequence {xn}n with the desired convergence is obtained. It remains to be shown
that its limit X is a.s. finite. But notice that by conditional Fatou’s lemma P(X ≥
a|F) ≤ lim inf P(xn ≥ a|F), for every a ∈ L0(F). Therefore, fixing ε ∈ L0+(F) the
existence of a ∈ L0(F) such that P(xn ≥ a|F) ≤ ε shows that P(X ≥ a|F) ≤ ε. On
the other hand, P(X =∞|F) ≤ P(X ≥ a|F) ≤ ε. Since ε was arbitrary this shows that
P(X =∞|F) = 0 a.s. and therefore P(X =∞) = 0.
Notice that we have referred to several types of boundedness so far. A set C of L0(F)
was called L0(F)-bounded when ess supc∈C |c| <∞ (this is pointwise boundedness, more
or less). In Delbaen and Schachermayer [1994] they use another notion of boundedness,
which we may call “in probability”: ∀ε ∈ R++,∃a ∈ R+ such that P(|c| ≥ a) ≤ ε for
every c ∈ C. The latter notion is weaker than the former, or than norm boundedness
in some Lp space. Finally, we introduced “F-conditionally bounded in probability.” It
is clear that if the set C (now assumed to consist of functions measurable in a bigger
sigma-algebra G) is bounded in some conditional LpF (G) space then it is also bounded
F−conditionally in probability (for instance, if ∃f ∈ L0(F),∀c ∈ C : E(|c||F) ≤ f ,
then for any ε ∈ L0+(F) taking a = f/ε follows P(|c| ≥ a|F) ≤ ε). If in Lemma 4.5.2
the sequence {ξn}n was more generally real valued then the existence of a sequence
in the convex hull of its tails, convergent almost surely to a finite limit follows from
conv{|ξn| : n ∈ N} ( or equivalently both conv{ξ+n : n ∈ N} and conv{ξ−n : n ∈ N})
being F-conditionally bounded in probability. For vector valued sequences we may use
these criteria component-wise.
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4.6 General attainability results
Let us return to our Principal-Agent problem. By the recursions already derived we have
to deal with (single-period) conditional optimization problems, both for the Principal
and the Agent, for which we just gave a series of results, tools and nomenclature at our
disposal.
Remark 4.6.1 Because we will be dealing with (conditional) optimization problems
without constraints, the idea will be to show that the objective functions to be maximized
have super-level sets (e.g. of the form {objective.function ≥ 0}) bounded in appropriate
senses, among other properties. We should mention that there are other ways one may
approach the existence of an optimizer for a convex optimization problem, for instance
by showing that it is the (parametric) dual of a problem for which suitable regularity (i.e.
qualification conditions) hold, or by Hahn-Banach separation results with which one may
prove the non-emptiness of the topological super-differential of the concave conjugate of
the objective function at the origin.
We start with Agent’s problem. First let us call








This function equals the right hand-side in Agent’s recursion (4.4.2), if we take (X,β) =
(Ht+1, βt).
We will first give a general attainability result for G, as it will spare us some repetitive
work later. For simplicity, let us call:
gt(A) = −ct(A)∆t+ Uat (X + βA∆P̃ ).
This function has to be maximized over all A ∈ [L0(Ft)]N . Under the usual assumptions
g is automatically an Ft−concave function, and hence stable (see Definition 4.5.2). The
main difficulty for the conditional optimization problem of determining G is that we
need to reduce the problem to a bounded (concretely, L0(Ft)−bounded) set. The
following concept will prove useful for that matter:
Definition 4.6.1 A family of time-consistent utility functionals (Ut)t is said to be Sen-
sitive to Large Losses if limλ→∞ U0(λx) = −∞ for every x such that P(x < 0) > 0.
The idea behind this definition is that dissatisfaction from losses outpace asymp-
totically the satisfaction from gains. This property is fulfilled by entropic families of
functionals as well as by most optimized certainty equivalents pasted together (see Ex-
ample 4.3.1); we refer to Cheridito et al. [a] and Cherny and Kupper [2007] for more on
this.
The following result deals with G, and its proof is partly inspired by [Cheridito et al.,
a, Lemma B.1]:
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Theorem 4.6.1 Let Ua satisfy the usual assumptions. For a fixed t assume that Uat
is L0−upper-semicontinuous and X ∈ dom(Uat ). Then, under any of the next three
conditions the problem G(t,X, β) = ess supA∈[L0(Ft)]N gt(A) is attained:
• Ua is Sensitive to Large Losses, ct(·) ≥ K ′ + λ| · | with λ > 0 and X ∈ dom(Ua0 ),
• Uat (·) ≤ K+E[·|Ft], E(X+|Ft) <∞ and c(·) ≥ K ′+λ|·| with λ∆t >
∣∣βE[∆P̃ |Ft]∣∣
a.s.,
• Uat (·) ≤ K + E[·|Ft], E(X+|Ft) <∞, ∆Pt+1 ∈ L1Ft(Ft+1) and lim|a|→∞
c(a)
|a| = +∞,
for generic constants K ′ ∈ R and K ∈ L0(Ft).
Proof. We intend to apply Theorem 4.5.3. Let us call ψ(A) = βAdiag(P )−1. Then
gt(A) = Uat (X + ψ(A)∆P )− c(A)∆t. Evidently
ess sup
A∈[L0(F)]N
gt(A) = ess sup
A∈Λ
gt(A),
where Λ = {A : gt(A) ≥ gt(0)}. Clearly the set Λ is sequentially closed, L0−convex,
contains the origin and is σ−stable. Now we define
M = {A ∈ [L0(F)]N : ψ(A)∆Pt+1 = 0},
and M⊥ its orthogonal (almost pointwise) complement. We are ready to prove that Λ
is L0−bounded under each of the conditions in the statement of the present Theorem.
For the first condition:
Take initially 0 6= A ∈ M⊥, hence ψ(A)∆P 6= 0. Because there is No-Arbitrage in
the market we have that P(ψ(A)∆P < 0) > 0, from which there exists a δ > 0 such
that ψ(A)∆P < −δ on a certain Ω1 ⊂ Ft+1 with positive measure. On the other hand,
since X is a.s. finite we can always find a C ∈ R such that the set {X ≤ C} has measure
arbitrarily close to 1. From this, if C is large enough the set Ω2 := {X ≤ C}∩Ω1 ⊂ Ft+1
has positive measure. This implies the existence of an m ∈ N such that
P(X+ +mψ(A)∆P < 0) > 0.
Indeed, otherwise a.s. for every q ∈ N: X+ ≥ q(−ψ(A)∆P ), from which a.s. on Ω2
and for all q we would have C ≥ qδ, which is a contradiction. The random variable
Y := (X+ +mψ(A)∆P )/m satisfies P(Y < 0) > 0 and hence Ua0 (nY )→ −∞ as n goes
to infinity by sensitivity to large losses. On the other hand:
∀n ≥ m : X + nψ(A)∆P ≤ nY and thus Ua0 (X + nψ(A)∆P )→ −∞.
This shows that for any given element a+A ∈ Λ, with a ∈M,A ∈M⊥, there is a large
n such that n(A + a) /∈ Λ as long as A 6= 0. Indeed, if the contrary were the case, by
bounding −c ≤ −K ′, definition of Λ and recalling time-consistency (and monotonicity)
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it would follow that
−K ′∆t+ Ua0 (X + nψ(A)∆P ) ≥ Ua0 (X)− c(0)∆t,
whose left-hand side tends to −∞ by the previous paragraph, yielding a contradiction.
For the case A = 0 we easily see that gt(na) = Ut(X) − c(na)∆t tends to −∞
on a non-negligible set (by the growth condition of c) as soon as a 6= 0, proving that
0 6= a ∈ Λ∩M implies na 6∈ Λ for large n. By Lemma 4.5.2 we get that Λ is L0-bounded.
As for the second condition:
We notice that for (a,A) ∈M ×M⊥:
gt(nA+ na) = Uat (X + ψ(nA)∆P )− c(nA+ na)∆t
≤ K + E[X+|Ft] + nE[ψ(A)∆P |Ft]− c(nA+ na)∆t. (4.6.1)
Using that A ∈ L0(Ft)N and Cauchy-Schwarz applied pointwise, the sum of the last
two terms is bounded from above by
n|A||βE[∆P̃ |Ft]| − n|A|λ∆t− n|a|λ∆t−K ′∆t.
Hence we see that gt(nA+ na) tends to −∞ on a non-negligible as n grows, under the
assumption made on λ. But gt(0) > −∞ and again the set Λ must be L0−bounded by
Lemma 4.5.2.
As for the third condition, we see first from equation (4.6.1) that
gt(nA+ na) ≤ K + E[X+|Ft] + n|A||β||E[∆P̃ |Ft]| − c(nA+ na)∆t.
If A = 0 then a 6= 0 and we get that gt(na) → −∞ on a non-negligible. If now A = 0
does not hold, we have that in the set where A is not null:







Since |E[∆P̃ |Ft]| is a.s. finite we see that the majorizing term tends to −∞ on a non-
negligible set and thus g(nA+na) does it likewise. As for the previous case, this implies
in the end that the set Λ must be L0−bounded.
Hence under any of the three conditions Theorem 4.5.3 applies for ess supA∈Λ g(A),
yielding attainability.
Remark 4.6.2 Regarding the second and third conditions in the previous result: if a
representation as Uat (X) = ess infZ∈W{E[ZX|Ft] + α(Z)} was available (see section
4.5), then we could have obtained the requirement Ua(·) ≤ K + E[·|Ft] under the con-
dition 1 ∈ dom(α). This is the case if U arises as an optimized certainty equivalent
(see example 4.3.2) for which Ua(·) = ess sups{s − E[H(s − ·)|F ]}, because then the
corresponding α in its variational representation coincides on W (as can be found in
Cheridito et al. [a]) with E[H∗(·)|F ], and H∗(1) = 0 by assumption on H (as usual
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H∗ stands for the Fenchel conjugate of H). A slight generalization of this argument
would have been to bound Uat (·) ≤ K+E[·Z|Ft] for some Z ∈ W∩dom(α), but then the
condition E(ZX+|Ft) <∞ has to be generally taken into account, the criterion relating
λ and ∆P has to be adjusted to λ∆t >
∣∣βE[Z∆P̃ |Ft]∣∣ a.s. in the second case, and in the
third case Z∆P ∈ L1Ft(Ft+1) should hold. Such an argument will be made in Theorem
4.6.2.
Thus, for a fixed contract and time, Agent’s one-step problems are attainable under
the conditions of the following direct corollary:
Corollary 4.6.1 Consider the one-step conditional optimization problem of the Agent,
as in (4.4.2). Let Uat satisfy the usual assumptions and further be L0-upper semicon-
tinuous, and Ht+1 ∈ dom(Uat ). Then, under any of the next three conditions Agent’s
problem (4.4.2) at time t is attained:
• Ua is Sensitive to Large Losses, ct(·) ≥ K ′+λ|·| with λ > 0 and Ht+1 ∈ dom(Ua0 ),
• Uat (·) ≤ K + E[·|Ft], E ([Ht+1]+|Ft) < ∞ and ct(·) ≥ K ′ + λ| · | with λ >
|β|
∆t |E[∆P̃t+1|Ft]| a.s.,




for generic constants K ′ ∈ R and K ∈ L0(Ft).
We move on to the attainability of Principal’s unconstrained one-step problems, as
in Theorem 4.4.2. Let us call:




ht+1 +A∆P̃t+1 − Γ
)
,
and remember from Remark 4.4.2 that Vt(A,Γ) ∈ L0(Ft) and from Remark 4.4.4 that
we may consider, and will do it for the rest of the chapter, Upt : L0(FT ) 7→ L0(Ft)
satisfying the usual assumptions w.r.t. F .
Let us introduce the following assumption, which will hold for the rest of this work.
Assumption 18 dom(Upt ) ∪ dom(Uat ) ⊂ {Y ∈ L0(FT ) : E[Y−|Ft] < ∞ , a.s.} and
dom(Upt ) ∩ dom(Uat ) 6= ∅.
With this assumption, if E(|Γ||Ft) is not a.s. finite, then the random variables of the
form Uat (Γ)+U
p
t (E−Γ) will take the value −∞. Therefore when optimizing V over Γ it
will be assumed that E(Γ±|Ft) are finite (i.e. Γ ∈ L1Ft(Ft+1)). This justifies that w.l.o.g.
we can further assume E[Γ|Ft] = 0 when maximizing V , by translation invariance. This
assumption holds automatically for entropic functionals, for instance.
We provide now a general attainability result for Principal’s unconstrained one-step
problems. This improves on Theorem 4.4.2 in that, under further technical conditions,
the attainability and finiteness hypotheses therein are now guaranteed.
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Theorem 4.6.2 Suppose that beyond satisfying the usual properties and Assumption
18, Uat and U
p
t are L0−upper-semicontinuous, satisfy dom(U
p
t ), dom(Uat ) ⊂ L1Ft(FT )
and have the following representations:
Upt (X) = ess inf
Z∈W
{E[ZX|Ft] + αpt (Z)} for X ∈ L1Ft(Ft+1), (4.6.2)
Uat (X) = ess inf
Z∈W
{E[ZX|Ft] + αat (Z)} for X ∈ L1Ft(Ft+1),
where αat , αp : L∞Ft(Ft+1)→ L(Ft) and W := {Z ∈ L
∞
Ft(Ft+1) : Z ≥ 0,E[Z|Ft] = 1}.
Assume that
Kpt := ess sup
Z∈W∩[0,2]
αp(Z) ∈ L0(Ft) and Kat := ess sup
Z∈W∩[0,2]
αa(Z) ∈ L0(Ft).
Finally suppose that ht+1 ∈ dom(Upt ),∆Pt+1 ∈ L1Ft(FT ), and ct satisfy either:
• ct(·) ≥ K+λ| · | and a.s. λ∆t >






Then Σ := ess sup
(A,Γ)∈[L0(Ft)]N×L1Ft (Ft+1)
Vt(A,Γ) ∈ L0(Ft) and this problem has an opti-
mal solution and thus at time t we have that βt = 1 is optimal.
Proof. Define S = {(A,Γ) ∈ L0(Ft)N ×Q : V (A,Γ) ≥ V (0, 0)}, where
Q :=
{
Γ ∈ L1Ft(Ft+1) : E[Γ|Ft] = 0
}
.
Notice that in computing Σ we may assume that (A,Γ) belong to S, since Ft-measurable
components of Γ cancel out in V . In a first step, we will show that the set
SA := {A ∈ L0(Ft)N : ∃Γ ∈ Q such that (A,Γ) ∈ S},
of A’s in S, is L0(Ft)−bounded. First, notice V (0, 0) = −c(0)∆t+ Upt (ht+1) ∈ L0(Ft).
Taking Z̃ ∈ dom(αp) ∩ dom(αa) ∩ W ∩ L0(Ft) (by assumption, 1 belongs to it, for
instance), then Uat (Γ) ≤ αa(Z̃) + Z̃E[Γ|Ft] and
Upt (h+A∆P̃ − Γ) ≤ αp(Z̃) + Z̃E[h|Ft]− Z̃E[Γ|Ft] + Z̃E[A∆P̃t+1|Ft].
For Γ ∈ Q the term E[Γ|Ft] vanishes and hence
V (0, 0) ≤ αp(Z̃) + αa(Z̃) + Z̃E[h|Ft] + |A||Z̃E[∆P̃t+1|Ft]| − c(A)∆t.
Since we clearly have that SA is σ-stable, we can use Lemma 4.5.1 to prove what we
want. Indeed, if SA were not L0(Ft)−bounded, we would get the existence of a non-
negligible set Ω̃ and a sequence {An} ⊂ SA such that |An| ≥ n on Ω̃. It is a simple
exercise, in the spirit of the proof of Theorem 4.6.1, to check that under either growth
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condition stated for c (one would additionally require a.s. λ∆t >
∣∣Z̃E[∆P̃t+1|Ft]∣∣ for
the first one), we would have that V (0, 0) = −∞ on a non-negligible set, which is a
contradiction to our hypotheses. Thus SA must be L0(Ft)−bounded.
Now, call SΓ the set of Γ’s in S (this is its projection in the “Γ” coordinate); we will
prove it to be bounded in L1Ft(FT ). Fix such a Γ and define
Za := 1Γ≤0 + P(Γ > 0|Ft) and Zp := 1Γ>0 + P(Γ ≤ 0|Ft).
Notice that Za, Zp ∈ L∞(FT ) ∩ [0, 2]. Since Γ ∈ Q we see that
E[ZaΓ|Ft] = −E[(Γ)−|Ft] and E[ZpΓ|Ft] = E[(Γ)+|Ft].
Clearly also E[Za|Ft] = E[Zp|Ft] = 1, implying that Za,p ∈ W and thus αp(Zp) ≤ Kp
and αa(Za) ≤ Ka. We hence obtain that Ua(Γ) ≤ −E[(Γ)−|Ft] +Ka and
Up(h+A∆P̃ − Γ) ≤ E[Zp(h+A∆P̃ )|Ft]− E[Γ+|Ft] +Kp
≤ 2E[|h||Ft] + 2|A|E[|∆P̃ ||Ft]− E[Γ+|Ft] +Kp
≤ N − E[Γ+|Ft],
with N ∈ L0(Ft) by assumption and the fact that the A’s have been proven to be
L0(Ft)−bounded. Therefore for (A,Γ) ∈ S one has
V (0, 0) ≤ V (A,Γ) ≤ N +Ka − E[(Γ)−|Ft]− E[Γ+|Ft]− ct(A)∆t ≤ K̃ − E[|Γ||Ft],
where K̃ ∈ L0(Ft) and upon using again the boundedness of SA (and the continuity of
ct(·)). This means of course that SΓ is bounded in L1Ft(FT ).
Recall that Σ := ess sup(A,Γ)∈S V (A,Γ) and notice that S is directed upwards. Indeed
if V (A1,Γ1) ≥ V (0, 0) and V (A2,Γ2) ≥ V (0, 0) define ξ = {V (A1,Γ1) ≥ V (A2,Γ2)}
and (A,Γ) = (A1,Γ1)1ξ + (A2,Γ2)1ξc . Then
V (A,Γ) = max{V (A1,Γ1), V (A2,Γ2)} ≥ V (0, 0),
thanks to the terms in V being Ft−stable and ξ ∈ Ft. Therefore we have Σ =
ess supA,Γ V (A,Γ) = limnV (An,Γn) and the limit is increasing. Take then (An,Γn) ∈ S
such that V (An,Γn) increases to Σ. Applying Lemma 4.5.2 iteratively (component-wise
for the An’s and then to the Γn’s, see discussion around the mentioned lemma), we




i = 1, and random









i Ai → A∗ almost surely. Notice that (Ãn, Γ̃n) ∈ S by convexity. What is
more




λni V (Ai,Γi) ≤ lim sup
n
V (Ãn, Γ̃n),
where for the second equality it was used (a.s.) that real convergent sequences remain
converging under convex combinations of its tails, and for the inequality that V is
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concave.
By using (sequential) L0-uppersemicontinuity of each of the terms in V , we get that
Σ ≤ V (A∗,Γ∗) and hence we have equality and therefore attainment. This shows that
Σ < ∞ by properness of the U ’s. Finally by Theorem 4.4.2 we conclude that β = 1 is
optimal and Principal’s one-step problem is attained.
Remark 4.6.3 From Theorem 4.5.4, we see that the variational representations (4.6.2)
of Upt and Uat are consequence of them being proper functions from L1Ft(Ft+1) to L(Ft),
monotone, Ft−translation invariant and L1Ft(Ft+1)−upper semicontinuous. This last
property is implied by their L0−upper semicontinuity, as is proven in Proposition 4.5.1.
We remark that if Upt has initially a variational representation with respect to FAt , then
Upt (L0(FT )) ⊂ L0(Ft) is trivially satisfied. On the other hand, under the conditions for
Ka,p we have automatically that dom(αp) ∩ dom(αa) ∩W ∩ L0(Ft) is not empty since
1 would belong to it.
Remark 4.6.4 Building on Remark 4.6.2, the conditions in Theorem 4.6.2 concerning
the Ka,p are automatically satisfied if the utility functionals are of the form of optimized
certainty equivalents for which the corresponding H’s satisfy H∗(0), H∗(2) ∈ R. In The-
orem 4.6.5 we shall find a simple instance where also the other finiteness/integrability
conditions are satisfied for these type of functionals.
Remark 4.6.5 For sake of generality we chose to work in the biggest conditional (loc.
convex) space of Lp-type, this is, the conditional L1 space. Had we worked with smaller
subspaces, we would have had more tools at hand to prove the attainability of Principal’s
one-step problems. For instance, a natural space associated to an optimized certainty
equivalent should be a conditional Orlicz space (related to the corresponding H function).
We chose however not to limit the scope of utility functionals for which the theory would
be applicable to, and thus work with conditional L1.
It is well known that if the utility functionals are of a similar structure, i.e. when they
are a re-scaling of each other, a more explicit treatment of equilibrium/risk-sharing
problems becomes available (see e.g. Barrieu and Karoui [2005] or the seminal work
Borch [1960]). Along these lines we prove the following result:
Theorem 4.6.3 Suppose there is a family of utility functionals Ut, satisfying the usual
assumptions and being L0−upper-semicontinuous, such that U it (·) = 1γiUt(γ
i·) for i =




1/γa+1/γp . Assuming that
for a fixed time t any of the following holds:
• the family U is Sensitive to Large Losses, ct(·) ≥ K ′ + λ| · | with λ > 0, and
γ̂ht+1 ∈ dom(U0) ∩ dom(Ut)
• Ut(·) ≤ K+E[·|Ft], E([ht+1]+|Ft) <∞, ct(·) ≥ K ′+λ|·| with λ∆t >
∣∣E[∆P̃t+1|Ft]∣∣,
and γ̂ht+1 ∈ dom(Ut)
• Ut(·) ≤ K + E[·|Ft], E([ht+1]+|Ft) <∞, ∆Pt+1 ∈ L1Ft(Ft+1), lim|a|→∞
ct(a)
|a| = +∞,
and γ̂ht+1 ∈ dom(Ut),
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then Principal’s one-step problem (at time t) has as solution:
β = 1 and Γ∗ = γ
p
γa + γp (ht+1 +A
∗∆P̃t+1),












Proof. By Theorem 4.4.2, Principal’s problem reduces to maximizing −ct(A)∆t +
Uat (Γ) + U
p
t (ht+1 + A∗∆P̃ − Γ) over A ∈ L0(Ft)N and Γ ∈ L0(Ft+1). Consider first A




















Hence ess supΓ 1γaUt(γ
aΓ) + 1γpUt(γ
p[x − Γ]) ≤ 1γ̂Ut(γ̂x). On the other hand, taking
Γ∗ = γ
p




p[x− Γ∗]) = 1γ̂Ut(γ̂x). Therefore this
Γ∗ attains the essential supremum above. Thus, one can replace this again in Principal’s











If this problem is attained at a certain A∗, the previous argument shows that Γ∗ =
γp
γa+γp (ht+1 +A
∗∆P̃t+1) would be optimal.
The problem (4.6.3) is of the same form as that analyzed in Theorem 4.6.1, simply
replacing Ua by 1γ̂Ut(γ̂·), calling X = h and taking β = 1. So applying this result,
under the corresponding conditions, we get the existence of A∗ such that w(A∗) =
ess supA w(A). Finally, because the one-step unconstrained problem is attained, The-
orem 4.4.2 shows that taking β = 1, A∗ and Γ∗ at time t yields an optimal one-step
decision.
The following Lemma gives another sufficient condition for the attainability of Princi-
pal’s problem, providing an alternative to the more technical Theorem 4.6.2. The point
here is to assume a certain boundedness from the outset; thus no growth condition has
to be required in principle:
Lemma 4.6.1 Suppose that the usual assumptions on Ua and Up and their L0−upper-
semicontinuity. A sufficient condition for ht = Σ is the existence of r ∈ L0(Ft) and
r̃ ∈ L0(Ft+1), both a.s. positive, such that for every (A,Γ) ∈ L0(Ft)N × Q satisfying
V (A,Γ) ≥ V (0, 0) necessarily |A| ≤ r and |Γ| ≤ r̃, where Q = {Γ : E[Γ|Ft] = 0}. If this
is the case, then:
ht = Vt(A∗,Γ∗) for some (A∗,Γ∗) ∈ C(1).
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Proof. In light of Theorem 4.4.2 we only need to check that the unconstrained
problem ess supA,Γ Vt(A,Γ) is attained. Let us call
S := {(A,Γ) ∈ L0(Ft)N × L0(Ft+1) : Vt(A,Γ) ≥ Vt(0, 0)}.
This set is oriented upwards, by the same argument as in the proof of Theorem 4.6.2.
Therefore
Σ = ess sup
A,Γ
Vt(A,Γ) = limnV (An,Γn),
and the limit is increasing. By translation invariance we may assume w.l.o.g. that Γn ∈
Q, as we have done before. From this, by assumption {Γn} is bounded in L0(Ft+1) and
therefore a Komlos argument (see e.g. Lemma 4.5.2 and surrounding discussion) gives














λnmV (Am,Γm) ≤ V (Ãn, Γ̃n),
and so Σ ≤ lim infn V (Ãn, Γ̃n).
We have {Γ̃n} ∈ Q, since Γn ∈ Q. The above inequalities also show that V (0, 0) ≤
V (Ãn, Γ̃n), and thus by assumption {Ãn} is L0(Ft)−bounded, and hence from Theorem
4.5.1 (one could alternatively use a Komlos argument as well) we get the existence of
A∗ ∈ L0(Ft)N such that ÃNn → A∗ a.s., for a randomized sequence Nn ∈ N(Ft). It is
clear that still Γ̃Nn → Γ∗. Notice that
V (ÃNn , Γ̃Nn) =
∑
m≥n
V (Ãm, Γ̃m)1Nn=m ≥ inf
m≥n
V (Ãm, Γ̃m),
and by taking limsup and then recalling the inequality derived for Σ, we see that Σ ≤
lim supn V (ÃNn , Γ̃Nn) ≤ V (A∗,Γ∗), by upper-semicontinuity. Since A∗ ∈ L0(Ft)N and
Γ∗ ∈ L0(Ft+1), this shows that Σ is attained and thus finite.
Remark 4.6.6 It is not difficult to find examples where the set of Γs such that K ≤
Ua(Γ) + Up(−Γ), is not “pointwise” (i.e. L0(Ft+1)-) bounded, and where even the es-
sential supremum and infimum of such family is plus and minus infinity respectively.
This is why Lemma 4.6.1 cannot be always applied in this level of generality.
Despite the previous comment, the latter lemma will prove very useful for the so-called
case with predictable representation property, which we will introduce soon.
The most important results in this section were Theorems 4.6.2 and 4.6.3 for the
attainability of Principal’s one-step problems respectively without or with scalability
of the utility functionals in a general filtration. Let us remark that in each case only
the instantaneous (one-step) formulation of the (PA) problem was analyzed. So does
that mean that the whole dynamic PA problem (in {0, . . . , T}) was solved? In light of
Theorem 4.4.1 the answer is positive, up to some technicalities. We know that what is
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needed is that at each time step the one-step problems be finite and attained. However,
the output of the problem at step t+ 1 (that is Ht+1 and ht+1) enters into the problem
at time t, and in order to apply the sufficient conditions we have, we need these random
variables to be sufficiently integrable or belong to certain domains. To clarify this, the
following summarizing result is in order (the usual hypotheses, L0-upper semicontinuity
and Assumption 18 also hold of course). We omit the obvious proof.
Theorem 4.6.4 In the setting of generic dynamic utility functionals (see Theorem
4.6.2) satisfying for every t the assumptions on Ka,pt and such that the ct’s satisfy
any of the two required assumptions therein for the whole time span, if ht+1 ∈ dom(Upt )
holds for every t, then the one-step problems have a solution and glueing them together
yields a solution for the dynamic problem.
In the setting of utility functionals of the same form, i.e. coming from scaling of a
fixed one (see Theorem 4.6.3), and assuming the Ut’s, ct’s and ht’s satisfy any of the
three required assumptions therein for every time, then the one-step problems have a
solution and glueing them together yields a solution for the dynamic problem.
In particular, in any of the previous cases, βt = 1 for every t is optimal.
Finally, to illustrate how the assumptions in the previous theorem may be checked, we
analyse the simpler case of certainty equivalent utility functionals and bounded prices:
Theorem 4.6.5 In the case of certainty equivalent functionals of the same kind, in a
market with bounded prices (0 < p− ≤ P it ≤ p+ a.s.), and c super linear with a strong
enough slope, the whole PA dynamic problem has a solution.
Proof. By assumption Up and Ua stem from Ut(X) = ess sups{s−E[H(s−X)|Ft]},
for some normalized, convex and increasing function H. By previous remarks, this im-
plies that Ut(X) ≤ E[X|Ft]. It thus suffices to show that ht+1 is bounded by constants,
in order to apply Theorem 4.6.4.
First of all |∆P̃t+1| = |diag(Pt)−1∆Pt+1| ≤ 2p+p− . Now, since ct is lower-semicontinuous,
has super-linear growth and is convex, it has a global minimum (say at a ∈ RN ). Clearly
(a, 0) ∈ Ct(0), thus showing that
ht ≥ Vt(a, 0) = −c(a)∆t+ Upt (ht+1 + a · diag(Pt)−1∆Pt+1) ≥ k + U
p
t (ht+1),
for some constant k. Now, by backwards induction and since hT = 0, we have that
there is a constant α− so that hpt+1 ≥ α− for all t. On the other hand, by the upper
bounds on Up and Ua, we have that
Vt(A,Γ) ≤ −c(A)∆t+AE[∆P̃ |Ft] + E[ht+1|Ft]
≤ −K − (λ− 2p+/p−)|A|∆t+ E[ht+1|Ft]
≤ K ′′ + E[ht+1|Ft],
where K ′′ ∈ R and the super-linear growth of c (with λ large enough) was used. From
here we get that ht ≤ K ′′ + E[ht+1|Ft] and again by backwards inductions follows that
hpt+1 ≤ α+, for another constant.
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4.7 The case under the predictable representation
property
Here we intend to apply Lemma 4.6.1 under the so-called Predictable Representation
Property (PRP for short) assumption. The reason why the PRP-case works (without
having to resort to Theorem 4.6.2) is that all of the one-step decision variables now will
be measurable with respect to the same sigma-algebra, and hence the finite-dimensional
conditional analysis ideas and results will apply more directly, providing for instance
the “pointwise” boundedness of the decision variables in our one-step problems. We
remark that in this section we aim to relax the condition involving the α’s in Theorem
4.6.2 and at the same time provide less technical proofs without invoking explicitly the
variational representation of the utility functionals.
In order to avoid repetitions, throughout this section we make the following assump-
tion at every time: ct(·) ≥ K+λ|·| , the Ut’s satisfy the usual properties, are L0−upper-
semicontinuous and Sensitive to Large Losses, and for the price increments we have
E[|∆P̃t||Ft] < ∞ a.s. Furthermore, we assume also throughout this section that the
price process is a martingale (that is, that the reference measure is a martingale mea-
sure). Notice that because the output wealth of Agent’s decisions do not enter directly
into his utility function, the previous martingality assumption does not trivialize the
problem at all.
We introduce now the defining assumption for the current analysis:
Assumption 19 [Predictable Representation Property (PRP)]
There is anm <∞ and anm−dimensional martingale processM adapted to the original
filtration F , such that the N + m =: D−dimensional process R := (P,M) has the
following Predictable Representation Property, with unique decomposition, for every t:
L0(Ft+1) = {z+Z1 ·∆Pt+1 +Z2 ·∆Mt+1 : z ∈ L0(Ft), Z1 ∈ [L0(Ft)]N , Z2 ∈ [L0(Ft)]m}
Let us present an example of this notion:
Example 4.7.1 (Bernoulli Walk) Consider in Rd, d independent Bernoulli walks
w1, . . . , wd on {0, h, 2h, . . . , T} starting at 0, such that P(∆wit =
√
h) = P(∆wit =
−
√
h) = 12 . Assume that the filtration is the natural one associated to these processes.
Clearly these increments are then centred, independent to each other and to their past,
and have variance equal to h. However, they do not necessarily have the predictable
representation property, unless d = 1. Yet, as shown in the appendix of Cheridito
et al. [a] and calling D = 2d − 1, there exists an adapted family wd+1, · · · , wD of
likewise distributed random walks, such that the whole extended family w1, . . . , wD has
increments uncorrelated to each other and independent from the past, and enjoys the
Predictable Representation Property. We call this family in the following simply “the
Bernoulli walk.”
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Notice that under the PRP assumption E(·|Ft) always exists. Moreover
γ∆Rt+1 = 0 if and only if γ = 0.
We can thus identify Γ ∈ L0(Ft+1) with γ ∈ [L0(Ft)]D by means of Γ−E[Γ|Ft] = γ ·∆R.
We remark that in this context the PRP hypothesis is a type of market completion.
From now on, in this section, Assumption 19 is supposed to hold and we redefine
Vt, Ct(·) and the recursion for h in terms of γ ∈ [L0(Ft)]D by replacing Γ with γ ·∆R.
The next lemma shows that in the presence of PRP our utility functionals are affinely
dominated by the conditional expectation thanks to sensitivity to large losses. Notice
however that this does not make any of the sufficient conditions in Theorem 4.6.1
redundant, as a weaker condition on Ua requires stronger conditions on c.
Lemma 4.7.1 Take Ut : L0(FT ) → L(Ft) (which stands for either Uat or U
p
t ). Then
there exists K ∈ L0(Ft) such that:
Ut(X) ≤ K + E[X|Ft].
Proof. Let ∇ = {A ∈ L0(Ft)D : Ut(A∆Rt+1) ≥ 0}. The set ∇ is not-empty, sequen-
tially closed, stable and conditionally convex. To prove that ∇ is L0(Ft)−bounded it
suffices by Theorem 4.5.2 to prove that for every A ∈ ∇, A 6= 0, there exists an n such
that nA /∈ Λ. Indeed, for such an A we have that A∆Rt+1 cannot be identically null, and
since E[A∆Rt+1] = 0, we have A∆Rt+1 < 0 on a set with positive measure, from which
by hypothesis U0(nA∆Rt+1)→ −∞ which implies nA /∈ Γ for large n, by time consis-
tency. Therefore by Theorem (4.5.3) we have thatK := ess supA∈L0(Ft)D Ut(A∆Rt+1) ∈
L0(Ft). By the PRP then, Ut(X)− E[X|Ft] ≤ K.
To prove the attainability of Principal’s problem under PRP the following Lemma
will be useful:
Lemma 4.7.2 Assume that E[ht+1|Ft] <∞. If Vt(0, 0) ∈ dom(Up0 ) ∪ dom(Ua0 ) then{




Proof. The set S :=
{
(A, γ) ∈ L0(Ft)N × L0(Ft)D : Vt(A, γ) ≥ Vt(0, 0)
}
is clearly
L0(Ft)−convex and actually σ−stable thanks to remark 4.5.1. It is also sequentially
closed, by sequential upper-semicontinuity of Vt(·, ·). As usual we call SA and Sγ the
projection of the set S onto its first and second coordinate. Notice that σ−stability of
SA is inherited from that of S. In the following we aim at proving L0−boundedness of
S.
We first prove that SA is L0−bounded. Using Lemma 4.7.1 we bound the U ’s by
conditional expectations. Notice that the terms E(γ∆R|F),E(A∆P̃ |F) vanish. Hence
V (A, γ) ≤ −c(A)∆t. Lemma 4.5.1 tells us that if SA were not L0−bounded there
would exist a non-negligible set Ω̃ and a sequence {An} ⊂ SA such that |An| ≥ n on Ω̃.
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Therefore under the growth condition of c we get then that Vt(0, 0) = −∞ on Ω̃, which
is a contradiction. Therefore indeed SA is L0−bounded.
We will seek to apply Theorem 4.5.2 to get boundedness of Sγ , but to this end we
first need to prove that this set is sequentially closed. Indeed, let {γn} ⊂ Sγ (and take
An such that (An, γn) ∈ S) so that γn → γ a.s. Because SA is L0−bounded we get by
the randomized Bolzano-Weierstrass Theorem 4.5.1 the existence of A ∈ L0(Ft)N and
of randomized sequences Nn ∈ N(Ft) such that ANn → A a.s. By σ−stability we have
(ANn , γNn) ∈ S and obviously γNn → γ a.s. still. Because S is sequentially closed we
get that (A, γ) ∈ S from which γ ∈ Sγ . Therefore Sγ is indeed sequentially closed.
We proceed now to prove boundedness of Sγ . Let us take (A, γ) ∈ S arbitrary. By
applying the lower bound on c and the bound in Lemma 4.7.1 first to Ua and then to
Up, we get after recalling that SA is L0−bounded, that respectively
Vt(A, γ) ≤ L1 + Upt (Q1 − γ∆R), and Vt(A, γ) ≤ L2 + Uat (γ∆R)
Here L1, L2 ∈ L0(Ft) and Q1 ∈ L0(Ft+1). From these inequalities we get by translation
invariance and time-consistency that
Up0 (Vt(0, 0)) ≤ U
p
0 (L1 +Q1 − γ∆R) and Ua0 (Vt(0, 0)) ≤ Ua0 (L2 + γ∆R).
This is valid for every γ ∈ Sγ . Now take γ 6= 0, and assume that nγ ∈ Sγ for all n.
Since γ∆R 6= 0 and because E[γ∆R] = 0 we see that γ∆R < 0 and γ∆R > 0 on non-
negligible sets. Using the same argument as in the proof of Theorem 4.6.1 we see that
both Ua0 (L2 + γ∆R) and U
p
0 (L1 + Q1 − γ∆R) converge to −∞ by sensitivity to large
losses, contradicting the assumption that Vt(0, 0) ∈ dom(Up0 ) ∪ dom(Ua0 ). Therefore
Sγ 3 γ 6= 0 implies that there is an n such that nγ 6∈ Sγ , from where we see that Sγ
must be L0(Ft)−bounded.
We conclude that S is likewise L0(Ft)−bounded.
Now, attainability of Principal’s problem under PRP:
Theorem 4.7.1 Let us assume that E[ht+1|Ft] <∞ a.s. Further assume that Upt (ht+1) ∈
dom(Up0 ) ∪ dom(Ua0 ). Then Principal’s one-step problem at time t is attained by some
(A∗, γ∗) ∈ L0(Ft)N × L0(Ft)D and taking βt = 1 is optimal.
Proof. Since V (0, 0) = −c(0)∆t + Upt (ht+1) we see that V (0, 0) ∈ dom(U
p
0 ) ∪
dom(Ua0 ). The previous Lemma yields that the set S := {V (A, γ) ≥ V (0, 0)} is
L0(Ft)−bounded. Calling κ ∈ L0(Ft) the bound on the second component, we find
that |γ∆R| ≤ κ|∆R| =: r̃ ∈ L0(Ft+1). Therefore, recalling that Γ − E[Γ|Ft] = γ∆R,
Lemma 4.6.1 gives the desired attainability of the problem.
We now give an analogous result to Theorem 4.6.4, stating in the PRP case how all
the one-step results can be combined together to obtain a result for dynamic contracts
on the whole contracting period:
Theorem 4.7.2 In the setting of generic functionals under PRP (see Theorem 4.7.1),
and assuming the U ’s satisfy the usual hypotheses plus L0-upper semicontinuity and
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sensitivity to large losses, c the super linear growth condition, and if for every time t
it holds that Upt (ht+1) ∈ dom(U
p
0 ) ∪ dom(Ua0 ) plus E(ht+1|Ft) < ∞, then the one-step
problems have a solution and glueing them together yields a solution for the dynamic
problem. In particular βt = 1 for every t is optimal.
Remark 4.7.1 In light of Theorem 4.7.2 in the PRP case or Theorem 4.6.4 in the
general filtration case, the claim that “it suffices to write a contract in terms of the
terminal wealth” is confirmed. This is, even given the liberty to use the whole trajectory
of the wealth process, the Principal can simply limit herself to more basic contracts of
the forms ε+ βWT without losing any money. Moreover, we see that β = 1 is optimal.
This means that the Principal essentially gives the Agent all of the money generated by
the portfolio he chose, and receives in return a “derivative” −ε.
Remark 4.7.2 A look at all the proofs made so far shows that Ft-concavity was used
essentially only to deliver Ft-convexity of super-level sets (i.e. of the form {f ≥ a},
where f is a functional) and to control the pass to sequences of convex combinations.
Clearly both arguments hold if our utility functions (at time t, for every t) had more
generally been Ft-quasi concave, which we may define as:
∀X,Y ∈ L0(FT ),∀λ ∈ L0(Ft) ∩ [0, 1] : Ut(λX + (1− λ)Y ) ≥ min{Ut(X), Ut(Y )}.
Indeed quasi-concavity is equivalent to convexity of all super-level sets, and in our proofs
because we work with increasing limits of evaluations of functions, when performing
convex combinations we would still “keep under control” the resulting sequence. For the
sake of exposition and simplicity, we chose to stay in the concave framework.
4.8 Specialization to the Markovian case
Up to this point the probability space and the price process P had been rather
arbitrary. In this section we will add more structure to the problem.
As an initial step we suppose price dynamics of the form:
∆Pt+1 = Pt [µ∆t+ σ∆wt+1] . (4.8.1)
Here σ is a N×d matrix with linearly independent rows and d ≥ N . We could in general
assume that µ, σ are deterministic functions of time, but this does not add much value
to our analysis and so we will suppose them constant. On the other hand, the process
w is a d−dimensional martingale with finite second moments generating the filtration
of the market. Such a model induces typically an arbitrage-free incomplete market. In
this section we assume that both the Agent and the Principal observe w.
Notice that without loss of generality the increments of the driving process w can
be assumed to be centred with uncorrelated components. We will want to have a
Predictable Representation Property for w, and for that matter we know we may have
to add new (adapted) components to it. We do exactly that, while keep calling without
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danger of confusion w to this extended process. Note that by completing σ with null
rows the above dynamics still make sense for the extended process. Here the proper
assumption/definition:
Assumption 20 In the probability space (Ω,F,F ,P), the filtration is generated by the
realizations of the D−dimensional stochastic process w (that is, Ft = σ ({w0, . . . , wt})).
The increments of this process are uncorrelated to each other, independent of the past,
have mean zero and not-null second moments (that is E(∆wit∆wkt ) is equal to 0 if i 6= k




x+ Z ·∆wt+1 : x ∈ L0(Ft), Z ∈ [L0(Ft)]D
}
, (4.8.2)
where as usual ∆wt+1 = [w1t+1 − w1t , . . . , wDt+1 − wDt ]′.
Again, if initially the d−dimensional w process driving the price had not enjoyed
the PRP, then the previous assumption simply says that we can complete the former
process obtaining something that does enjoy the PRP, while preserving “orthogonality”
and not changing the informational structure of the model. At this point, it is worth
making an observation about the PRP in discrete-time:
Remark 4.8.1 Under Assumption 20, the space L0(Ft) is isomorphic to R(D+1)
t . Even
without “orthogonality” of the increments one can show L0(Ft) to be isomorphic to a
subspace of R(D+1)t . Indeed if for instance D = 3 and (w1, w2, w3) had the PRP,
then f ∈ L0(F1) ⇐⇒ f = a + b1∆w11 + b2∆w21 + b3∆w31 for some real constants
a, b1, b2, b3. In general, for every element in L0(Ft) we need to specify a real number
for every possible product of intertemporal increments (as well as a constant term) of
the different components of w up to time t. This shows that under the PRP one could
effectively reduce Principal’s and Agent’s problems to finite-dimensional ones, by solving
such problems for every fixed random event (or tree branch) and then putting all together.
However, we would need to keep track of (D + 1)t real-valued functions and potentially
give conditions on them for attainability of the problems. Therefore even in the case
with PRP the setting and tools of finite-dimensional conditional analysis provide a more
direct and elegant approach based on the original elements of the problem (as opposed
to the (D + 1)t real-valued functions “hidden” under a functional Ut).
Now, some observations about the utility functionals (Ua, Up) are in order:
Remark 4.8.2 Evidently, the decomposition in Assumption 20 is a.s. unique. Also
notice that if U is a utility functional, then Ut(x + Z · ∆wt+1) = x + Ut(Z · ∆wt+1)
and therefore all the relevant information of Ut is summarized by the functional Z ∈
[L0(Ft)]D 7→ gt(Z) := Ut(Z ·∆wt+1), which will be called the generator of Ut. Clearly
gt inherits from U being null at the origin and concave. In the case that P may only
take a finite number of values, and by the “local property,” it holds 1Z(·)=zgt(Z)(·) =
1Z(·)=zgt(z)(·).
149
4 Conditional Analysis and a Principal-Agent problem
Remark 4.8.3 Unlike in the linear expectation case, gt(·) = Ut(·∆wt) need not be a real
valued function (as opposed to L0(Ft)-valued) even if restricted to RD, because in general
Ut is a non-linear operator and the increments of w are only assumed independent from
the past in the linear expectation sense. This is simply to say that g decomposes into
a sum or real-valued functions multiplied by products of random increments (see note
4.8.1). However, for instance when U is of the form of an optimized certainty equivalent
Ut(X) := ess sup
s∈R
{s− E(H(s−X)|Ft)} then it does hold that gt is real-valued over RD
and hence easier to deal with (the previous observation shows that this in turn makes U
also easier to deal with). This is of course the case for entropic utility functions (taking
H(l) = exp(l − 1)). In the converse direction, if gt is real-valued over RD and we call
g̃t this restriction, and assuming that gt is L0-upper semicontinuous, then a decreasing
approximation by step functions argument yields that gt(Z) = g̃t(Z) a.s.
Let us summarize some previous results to the present context, and in particular
notice that recursions become backward stochastic difference equations (BS∆Es for
short):
Corollary 4.8.1 Under Assumption 20, call ga and gp the corresponding generators of
Ua and Up. Suppose that ga is real-valued over RD and differentiable as well as c.
Agent’s optimal wealth given a contract (ε, β) is then the unique solution of the following
BS∆E (along with a unique process Za):
HT = ε
∆Ht+1 = Zat ·∆wt+1 −G(t, Zat ), (4.8.3)
where G(t,X) = esssupA∈L0(Ft) {[βtA · µ− ct(A)]∆t+ gat (X + βtA · σ)}.
Therefore Principal’s future utility is uniquely determined (along with a unique process
Ẑp) by:
hT = 0
∆ht = − ess sup
(A,β,γ)∈(L0)N×L0×(L0)D
[βµ−∇ct(A)]∆t+βσ∇ga(γ)=0




Ẑpt +A · σ − γ
)
+Ẑpt ·∆wt+1. (4.8.4)
Proof. It is a straightforward adaptation of some arguments in Theorem 4.4.1 to the
present context. In general, simply notice that if K is a translation invariant operator,
and ms = K(ms+1), then ms+1 −ms = ms+1 −K(ms+1) = πt(ms+1)−K(πt(ms+1)),
where πt(X) = X − E[X|Ft]. By the PRP, clearly πt(X) = something ·∆wt+1, which
completes the proof
Thus, both Principal’s and Agent’s problems are written as BS∆Es. In each case, we
call the respective Z process the driver, and the Ft−measurable term in the BS∆E (the
one without the stochastic increment) the drift. Of course this could have also been
done in the previous section, after the PRP assumption had been made.
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In order to proceed, some more simplifications are helpful. They will render our
problem a natural Markovian nature, and hence the name of this section. Take the
following assumption:
Assumption 21 Suppose that the generators ga and gp are Markovian, this is, ga, gp :
RD → R. Also, suppose that the increments have a constant variance equal to h := ∆t,





In light of the previous remarks and notes, Markovianity as defined above is equivalent
to having that in the decomposition of Ut into a weighed sum of products, all of the
coefficients vanish except for the one associated to no-increments. This has the virtue
of effectively turning the whole optimization into a finite-dimensional one, without any
randomness at all. Now, some examples to better understand the issue at hand:
Example 4.8.1 In the case of a Bernoulli walk setting, it is clear that Ut(x∆wt) =
sup
s∈R
{s− E(H(s− x∆wt))} =: g(x), and hence they are Markovian. In light of this and
previous examples, a Bernoulli walk setting with these kind of utility functions always
fulfils Assumptions 21 and 20.
Remark 4.8.4 From equation (4.8.4) it becomes apparent that under the PRP As-
sumption 20 and Markovianity 21, both ht ∈ R and Ẑpt = 0, for all t. Indeed, ev-
erything (the g’s and c) is non-random in this case, from which it suffices to consider
(A, β, γ) ∈ RN × R × RD in the maximization. And because hT = 0, simply taking
ẐpT = 0 yields hT−1 ∈ R (thus in L0(FT−1)). Hence, by backwards induction we see
quite analogously what is claimed, provided at every step the suprema are finite. This
also shows that in this case if there is an optimal contract, then (A, β, γ) is non-random.
This is in accordance to a previous observation that under the Markovianity assumption
the problem is essentially a deterministic one.
Without any danger of confusion, a tuple (A, β, γ) will also be called a contract. From
now on, the PRP-Assumption 20 and Markovian-Assumption 21 will always hold unless
stated otherwise.
Of course the theorems about attainability of the (PA) problem in the previous sec-
tions are applicable in the present setting. Therefore, we next try a more direct approach
which takes advantage of the fact that we can employ standard calculus techniques in
the present context.
4.8.1 Computing the optimal contract: necessary conditions
A quite general existence (attainability) theory for the (PA) problems was developed
under great generality in the previous sections. The basic idea was to solve a certain
unrestricted problem whose well-posedness was analyzed in the general setting as well
as in the case with PRP. In this section, under PRP+Markovianity assumptions and
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starting from the formulation (4.8.4) the attainability issue will be tackled without
resorting immediately to the unconstrained variant. We will see that in fact solving this
unconstrained problem is not only sufficient but necessary in a sense. For that matter,
as it was just commented, the fact that all ingredients of the problem are real numbers
(vectors, matrices, etc) gives us more tools to start with. Furthermore, we will be able
to write down very explicitly the optimal contract.
Let us begin by deriving the First Order Conditions (FOC) for Agent’s problem and
Principal’s problem with the aid of Lagrange multipliers:
Lemma 4.8.1 Assume that gpt is once and gat , ct are twice continuously differentiable,
for every t.
Suppose a given contract (A, β, γ) is optimal for the Principal, and that for every time
t the implied one-step contracts form a regular point for the corresponding constraints
appearing in the drift of (4.8.4): this is, the matrix
[
µ∆t+σ∇gat (γt) | βtσ∇2gat (γt) | −
∇2ct(At)∆t
]
∈ RN×(N+D+1) has full range (equal to N) for every t.
Then, for each t there exists a Lagrange multiplier λt ∈ RN such that the following
system admits a solution:
0 = [βtµ−∇ct(At)] ∆t+ βtσ∇gat (γt)
0 = [µ−∇ct(At)]∆t+ σ∇gp(At · σ − γt)−∇2ct(At)λt∆t
0 = ∇gat (γt)−∇g
p
t (At · σ − γt) + βt∇2gat (γt)σ′λt
0 = λt · [µ∆t+ σ∇gat (γt)].
Proof. We omit the time index for simplicity. It is easy to see that the matrix[
µ∆t+ σ∇ga(γ) | βσ∇2ga(γ) | − ∇2c(A)∆t
]
∈ RN×(N+d+1),
has as rows the gradients (of the components) of the constraints of the problem. There-
fore, asking linear independence of these gradients equals to asking this matrix to be of
full rank (equal to N). This is the standard constraint qualification (regularity) needed
in order for the constrained optimization problem of the Principal to have necessary
first order conditions, dependent on a multiplier λ whose existence also follow from
regularity (see e.g. [Bonnans and Shapiro, 1998, Chapter 3]). Forming the Lagrangian
L = [A′µ− ct(A)] ∆t+ gat (γ) + g
p
t (A · σ − γ) + λ · {[βµ−∇ct(A)] ∆t+ βσ∇ga (γ)} ,
taking the partial derivatives w.r.t. λ,A, γ, β and making them equal zero yields the
system above.
Dropping the time index again, notice that multiplying the first equation by λ yields
λ · ∇c(A) = 0. Thus multiplying the third one by λ′σ, the second one by λ, adding
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them and then multiplying by β yields:
βλ′[βσ∇2ga(γ)σ′ −∇2c(A)∆t]λ = 0.
Therefore, as soon as one searches for a β > 0 (which makes economic sense) and either
c or ga are respectively strictly convex or concave, then necessarily λ = 0. This shows
that a reasonable optimal solution to the problems (meaning β > 0) must necessarily
solve also the “unconstrained” problem with FOC:
0 = [βµ−∇ct(A)] ∆t+ βσ∇ga(γ)
0 = [µ−∇ct(A)]∆t+ σ∇gp(σ′A− γ)
0 = ∇ga(γ)−∇gp(σ′A− γ).
This is, the Principal solves her problem without taking into account Agent’s incentive
compatibility constraint. We knew from previous sections, in greater generality, that
solving the unconstrained problem permits (i.e. is sufficient) to construct a solution to
the original constrained one. Hence these last equations show that, in the present con-
text at least, passing through the unconstrained formulation is actually also necessary,
as long as we are looking for contracts with β > 0.
As a consequence of the above equations, by summing the first two and using the
third one, we get:
(β − 1)[µ∆t+ σ∇ga(γ)] = 0.
Thus either β = 1 is optimal, or µ∆t + σ∇ga(γ) = 0. This last case can be called
a degenerate case, since under it we easily derive that it is optimal for the Agent to
exercise minimum effort: ∇c(A) = 0. Since necessary conditions give a larger set of
potential optimal points than the actual set of optima, we are inclined to say that this
degenerate case is never optimal at all. This idea is enforced by the results in section
4.6, giving conditions under which β = 1 is indeed optimal.
As a final reassuring remark, we look at the case when both utility functionals stem
from a single one, and we shall recover Theorem 4.6.3 in the present setting. Therefore,
let us assume Ua(·) = 1γaU(γ
a·) and Up(·) = 1γpU(γ
p·), or in terms of generators,
ga(·) = 1γa g(γ
a·) and gp(·) = 1γp g(γ
p·), and suppose ∇g to be injective. Then we can
always say that (A∗, γ∗, β∗) satisfies the system in Lemma 4.8.1, with λ = 0, where A∗
solves







and γ∗ = γ
p
γa+γpσ
′A∗ and β∗ = 1. This is indeed in perfect harmony with Theorem
4.6.3 for the more general case, after making the proper identifications.
Let us now find the ultimate (and more explicit) structure of optimal contracts under
the current assumptions:
Theorem 4.8.1 Under the Markovianity and PRP Assumptions, the optimal contract
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is of the form (interpreted as a mapping between strategies to payments) of:
A 7→ SA = κ+
∑
γ∗t ∆wt+1 + [WAT − W̃T ],
where WAT = W0 +
∑
At∆P̃t+1, W̃ = WA
∗ , and κ ∈ R. Here A∗ and γ∗ (both real
vector/real valued deterministic processes) are the optimal ones for the Principal, as in
Lemma 4.8.1.
If moreover the utility functionals stem from a single one by scaling, then we can write
the optimal contract as






γp + γa [W
A
T − W̃T ].






[Zat ∆w + c(A∗t )∆t−A∗tµ∆t− gat (Zat +A∗tσ)]
= R+
∑[




γ∗t ∆w − W̃T ,
where we used γ∗ coming from Lemma 4.8.1 (as well as A∗) and identified Za = γ−Aσ.
This shows that the contract A 7→ κ+
∑
γ∗t ∆w+WAT − W̃T is optimal, since β = 1.
Notice that κ = R+
∑
c(A∗t )∆t−gat (Zat +A∗tσ) is a constant, thanks to the Markovianity
Assumption and the fact that A∗t , γ∗t are non-random as discussed in Remark 4.8.4.
If further the utility functionals have the same structure, i.e. they are a re-scaling
of one another, we know that γ∗t =
γp
γp+γaσ
′A∗t , and plugging in this into the previous
expression for the optimal contract, we conclude.
Remark 4.8.5 The last expression for the optimal contract is the analogue of that
obtained in Ou-Yang [2003] in continuous-time and with exponential utilities. Notice
that if we drop the assumption that the utility functions are of the same form, we still
get a contract, but it is potentially not adapted to the price-filtration.
Remark 4.8.6 The previous proof shows that ε = κ +
∑
γ∗t ∆w − W̃T with κ = R +∑
[c(A∗t )∆t−gat (γ∗t )] ∈ R. In case γ∗ =
γp
γa+γpσ
′A∗ (e.g. utilities of the same form) then
this reduces to ε = κ̄− γ
a
γa+γp W̃T and κ̄ = R+
∑
[c(A∗t )∆t−gat (γ∗t )−γp/(γa+γp)A∗tµ∆t] ∈
R. In any case we see that the lump-side payment ε may be arbitrarily positive or
negative as the driving random process w allows for. Therefore, the question of contracts
with limited liability (where the contracts delivering unbounded losses to the Agent are
forbidden) is certainly not covered by this analysis and is a very interesting matter on
its own.
We close this section by presenting an example where we find semi-explicit solutions.
We remark that in the present, discrete-time setting, it is next to impossible to obtain
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fully explicit solutions, yet appropriate limits when the time step tends to zero are
usually simpler.
Example 4.8.2 (1d-Bernoulli Setting, Entropic Utility) Suppose Agent’s and Prin-
cipal’s utility functions are respectively





















with γa, γp > 0, and that Agent’s cost function is c(a) = a
2
2 . Assume also a one
dimensional market driven by a simple Bernoulli-walk setting (that is N = d = 1: one
asset, one source of randomness); see example 4.7.1.





















here, and manipulating (4.8.5), we get that the optimal action A∗t at time t is the









σ + (A∗t − µ)
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t and β∗t = 1.
4.9 On possible extensions and conclusion
4.9.1 Possible extensions
In this last section we outline and comment on some possible extensions to the economic
model considered in this chapter as well as the mathematics employed to deal with it.
First of all, we stress what has been said in Remark 4.8.6; the case of contracts with
limited liability must be analyzed. This is an interesting question on its own and we
can clearly see that the method we use is not well-suited, as it stands, to dealing with
such a question. Indeed, a key step in dispensing with the Agent’s problem (recursion)
was that his utility can in principle be steered by the Principal’s choice of contract,
and so in particular by steering the lump-side payment ε, which of course in the limited
liability case is restricted to a certain subset only.
A second question of interest is the pass to the limit of the model under Markovianity
and the PRP, as ∆t → 0 and as a proper scaling of space is introduced (for instance,
h = ∆t in example 4.7.1). So far we know heuristically that if a limit exists, then the
recursions and BS∆E that we have turn to backward stochastic differential equations
(BSDE), and indeed closed form solution exists where before only implicit solutions
were available in the discrete framework (see Example 4.8.2).
Another theme of interest corresponds to changing the structure of the possible con-
tracts. In this sense, it is a challenging issue to prove that optimal contracts belong
to a specific subfamily (for instance linear ones, as we have considered here) when the
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Principal has access to a broader family of contracts (for instance non-linear ones, or
those linear in more factors). We can at this point only describe what happens when,
while keeping with linear contracts, the lump-side payment is of the form of cash plus a
fixed dynamic portfolio, which translates as considering only ε = ε̃+
∑
νt∆P̃t+1, where
ε̃ ∈ L0(F0) and ν being F−adapted are control variables for the Principal. Notice that
in doing so, we are excluding most options and other financial derivatives from partici-
pating in these contracts. In this context it is not difficult to arrive similarly to optimal
recursions for the Principal and the Agent, but we can see that Agent’s wealth is not
directly controllable by ε̃, the way it used to be by ε. Nevertheless it is possible to solve
the resulting one-period problems by analogous conditional analysis techniques (in fact,
of the finite-dimensional kind).
Very importantly, we remark that it would be desirable to build up a more robust
mathematical methodology based on conditional analysis ideas, allowing to solve a
broader class of dynamic stochastic optimization problems of which the present was
just an instance. We envision that the approach used here should be generalizable to a
more abstract level.
As a final remark, let us point out that in this work despite the Agent and Prin-
cipal playing quite different roles, the information structure was rather symmetric. A
further improvement or generalization in this direction would be to consider the Agent
possessing more information (i.e. a larger filtration) than the Principal as a modelling
assumption. An alternative point of view would be to couple the present problem with
adverse selection, in which the Principal does not know the “true type” of the Agent,
but has an a-priori distribution on the possible types. As a motivation, we close this
section with an example where, under asymmetry of information, the solution known
in the symmetric case (whereby β = 1 is optimal) is no longer optimal.
Example 4.9.1 For simplicity we deal with a one-period model and set P0 = W0 = 0,
∆t = 1.
Assume that beside the price P1 = P there is a random variable B correlated to it
such that E[P |B] 6= 0. Information is asymmetric in the sense that at time zero the
Agent observes B whereas the Principal cannot do so. We assume for simplicity that
both individuals are risk-neutral, but the Agent takes the ex-Post knowledge of B into
account. Further, the cost for the Agent is given by c(·) = (·)2/2. Finally, a contract is
a couple of real numbers (ε, β) consisting of a payment ε+βAP in case the Agent chose
A as an action.





form which for a given
contract his optimal action is Ā = βE[P |B]. If the Agent has a reservation utility R
(which for simplicity we assume deterministic), then given β the best the Principal can
do is to set ε = R+ ess supω{Ā2/2−βĀE[P |B]}, since this gives the Agent the smallest
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2





4.9 On possible extensions and conclusion
the solution of which is
β̄ = E [PE[P |B]]2E[PE[P |B]]− ess inf E[P |B]2 .
We thus see that β̄ = 1 is optimal if and only if E [PE[P |B]] = ess inf E[P |B]2.
Clearly, this is generally not the case, since P and B where quite arbitrary. Reassuringly
in case that B is degenerate or independent of P , which amounts to having symmetry
of information, we recover that β̄ = 1 is optimal.
4.9.2 Conclusions
In this work we have proved in discrete-time that the results currently know in the lit-
erature about Principal-Agent problems under moral hazard and liner contracts (with
further emphasis in the setting of portfolio delegation, as in Ou-Yang [2003]) are utterly
robust with respect to the modelling framework. In this sense, we have proved that it
was not an accident that exponential utility functions had been successfully used for
these problems in the past in order to get a rather explicit solution of the contracting
problem: the point is that the usual arguments rely greatly on time-consistency and
translation invariance, and so we can extend them to far more general settings through
the utility functionals employed in the present work. This naturally leads to analysing
conditional optimization problems in finite and infinite dimensions, for which we have
established a certain approach in order to tackle them. On the interpretation side again,
under this more general modelling framework we could prove that the first-best solution
(whereby the Agent is surrogate to the Principal) is implementable by the Principal as
had been proved in Ou-Yang [2003] in their specific framework, and we showed that the
real argument behind this is the simple algebraic fact that the risk-sharing- (convolution-
) type first best problem is perfectly aligned with the Agent’s incentive compatibility
condition as soon as in Principal’s linear contracts the sensitivity-to-performance pa-
rameter β is set to 1 at every time step, in effect implying that it is optimal for the
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