ABSTRACT Light field cameras become increasingly popular recently, as they can capture 3-D geometry of the scene in a single snap-shot. Many post-capture adjustments can be realized after the disparity map or the equivalent depth map being estimated. Recent studies about light field depth recovery are more designed for commercial microlens cameras, such as Lytro and Raytrix. However, camera arrays capture scenes with sparser angular samplings and lower angular resolution than microlens cameras. When previous approaches are employed, there will be larger noise and more depth ambiguities in the estimated disparity map, especially, in the textureless regions. In this paper, we propose a method to estimate the disparity from camera arrays. The local disparity with the corresponding reliability is first computed by analyzing the angular variance of the input sub-images. We further optimize the local disparity map by introducing a novel prior and inferring the corresponding implementation algorithm named reliability guided disparity propagation (RGDP). With the global optimization using RGDP, a high-quality disparity map can be generated with noise being suppressed and edges being protected. We conduct experiments on both public data sets and real-world scenes. The effectiveness and outperformance of our method are demonstrated as compared with other state-of-the-art methods.
I. INTRODUCTION
Light field cameras have become increasingly popular and have a huge potential in both consumer and industrial applications. Compared to traditional digital cameras, a light field camera not only records the spatial intensity of 3D objects, but also captures the angular information of the physical world. It enables effective passive and general disparity estimation or the equivalent depth estimation. With the accurate reconstruction of the depth map, light field cameras possess a strong capability of post-capture adjustments such as super resolution [2] - [4] , and 3D reconstruction [5] .
To capture light field signal, many designs have been proposed, such as microlens array [6] , mask [7] , coded aperture [8] and camera array [9] . Among these, microlens array based design (also termed as plenoptic camera) is commercially available, e.g., Lytro [6] and Raytrix [10] . It places an array of microlens between main lens and charge coupled device (CCD) sensors to capture the angular information of the scene. However, because of the limitation of the total sensor resolution, one can either opt for a dense sampling in angular (viewpoint) domain [10] , or vice versa [6] , [11] , [12] . In contrast, camera array which sets several independent cameras in an array shows potential benefits in image resolution improvement. Previous papers [3] , [13] argue that it is hardware-intensive, i.e., it may have difficulties in popularization. Nevertheless, some studies exploit the probability of camera miniaturization and develop small size camera arrays. Specifically, an ultra-thin high performance monolithic camera array named PiCam is designed in [14] , and it can be embedded in smart phones. With the rapid development of camera miniaturization, miniature camera array with light field capture capability will be exploited as an attractive product as Lytro and Raytrix today.
As a pre-operation for most post-capture adjustments, an accurate depth map of the scene needs to be firstly recovered. Depth estimation is a long-standing problem in computer vision. Before the advent of light field cameras, many traditional multi-view stereo approaches have been proposed to handle depth recovery problems with image pairs captured by binocular cameras [15] , [30] , [31] . They generally use the approach of stereo matching [16] or optical flow [17] to find correspondence between rectified image pairs and further compute the depth. However, when applied to light field cameras, these approaches cannot take the rich angular information into fully use [18] . Another category of widely investigated disparity estimation algorithms is based on plenoptic cameras. Wanner and Goldluecke [3] and [13] propose to analyze epipolar plane image (EPI) by the structure tensor. They obtain the local disparity with corresponding reliability and conduct optimization by minimizing a global energy function. Inspired by Wanner's idea, a great number of studies [18] - [22] aim to improve the work based on this EPI framework. Different from [3] and [13] , Tao et al. [23] model the defocus and correspondence cues and combine them into a Markov random field to optimize the depth map. More recently, Zhu et al. [26] explore the complete occlusion model in light field to recover the depth accurately especially on occlusion occasions.
However, all of the methods perform less well with sparse angular samplings. Wanner and Goldluecke [3] point out that the sampling of the viewpoints should be dense enough, otherwise, the line in EPI will be broken, leading to inaccurate local estimations. Tao et al. [23] stress their limitations that objects too far from the main len's focus plane will have incorrect depth estimations due to the large stereo displacement. Zhu et al. [26] also mention that their proposed algorithm is more suitable for narrow baseline and dense angular samplings. Since sparse angular samplings lead to larger noise and more depth ambiguities, methods tend to degrade unless reasonable paradigms with stronger priors are applied.
In order to take the captured information into good use and obtain an accurate depth map from the sparse angular samplings, in this paper, we propose a method to estimate the disparity from camera arrays. By searching the minimum angular variance of each pixel, we roughly estimate the local disparity. Specifically, we solve the distribution of reliability by analyzing the second order angular variance. To eliminate noise and depth errors, we introduce a novel prior and infer the corresponding optimization algorithms named reliability guided disparity propagation (RGDP). Guided by the reliability, disparities in low-reliability (LR) regions are firstly infected by those in high-reliability (HR) regions, leading to disparity downflow. Afterward, we introduce an edge enhancement operation named disparity backflow to tackle the blurring problem brought by the initial propagation. In the backflow, disparities propagate from LR regions to HR regions guided by the dilated reliability. By the powerful global optimization using RGDP, noise and errors are well restrained whereas edges are well protected, especially in textureless regions.
The remainder of the paper is organized as follows. In Section II, we focus on the light field model and present the method to estimate the local disparity. In Section III, we introduce the global prior and infer the optimization algorithm using RGDP. Experiments are conducted in Section IV and the conclusions are drawn in Section V.
II. DISPARITY ESTIMATION FROM 4D LIGHT FIELDS
A. 4D LIGHT FIELDS, DEPTH, SLOPE AND DISPARITY As argued in [1] , a light field can be represented by a 4D function L (u, v, x, y) . As shown in Fig. 1 (a) , light rays are parameterized by their intersections with two planes. The focal plane = {(x, y)} describes the spatial distribution whereas the camera plane = {(u, v)} describes the angular direction of light rays. f represents the focal length in pixels and γ denotes the depth value of point P. γ is generally regarded as the distance from its vertical projection to the camera plane. It is obvious that γ can be accurately inferred with the known coordinates and focal length. To simplify the analysis, we fix one spatial dimension y = y * and one angular dimension v = v * , project the model onto (u, x) plane, as shown in Fig. 1 
Using similar triangle calculations, we can easily find the relationship between depth and disparity as d = fB/γ . Consequently, depth recovery and disparity estimation have the same form. Due to the large synthetic aperture, a camera array is able to detect parallax from multi-view sub-images to enable refocusing and disparity estimation. It should be emphasized that all of the cameras in the array are uniformly spaced, i.e., the distances between any two adjacent cameras are same. Consequently, we are able to insert a line vertically through pixels on the same depth layer of the sub-images to demonstrate the depth property of the scene, and find relationship between depth and the slope of the line. For original images where parallax at infinity equals to 0, shallower depth corresponds to larger parallax and accordingly, steeper slope. However, because oversized disparities will cause error in estimation, sub-images are generally rectified to a certain depth to reduce the absolute value of the disparity. As a result, the rectified depth corresponds to a line perpendicular to the sub-image plane whereas shallower depth and deeper depth respectively match to positive and negative slopes, as shown in Fig. 2 (a). When we employ Shift and Sum approach [24] to refocus the sub-images, pixels on different depth layers correspond to different shearing shifts. As illustrated in Fig. 2 (c) , when a certain depth is vertically aligned by the proper shearing shifts, objects on this depth are in focus whereas objects on other depth suffer blurs. To further explore the relationship between slope and disparity, we follow the simplification work proposed by Wanner and Goldluecke [3] and analyze the simplified 2D model (also known as EPI) of the light field. A schematic sketch is drawn in Fig. 2 (b) .
In Fig. 2 (b), b is a fixed constant representing the length of baseline in pixels between two adjacent cameras, d represents disparity, and slope is defined as s = tan ϕ. From geometrical relationship, we see that there is a linear relationship between disparity and slope. That is, the depth reconstruction or disparity estimation problem can be ultimately attributed to slope estimation.
B. LOCAL DISPARITY ESTIMATION
Without loss of generality, we infer our theory based on a 5×5 camera array. Same as in [23] , the refocusing process can be expressed as
where u, v ∈ {−2, −1, 0, 1, 2} is the coordinates of cameras in the array (the center camera u = 0, v = 0 is set as the reference camera). s ∈ {s 1 , s 2 , · · · , s N } represents the ranged slopes, which are generally preset properly (always provided by the public data sets) to cover the depth value of the scene. N represents the depth resolution implying the total number of depth layers. M is the total number of cameras in the array (M = 25 for a 5 × 5 camera array). We derive the angular variance as
Notice that region in focus corresponds to a smaller variance because pixels of the similar values are aligned by the shifts. After computing the variance of all candidate slopes, we recover the depth by searching the slope with the smallest variance. To improve robustness, we calculate the neighborhood-averaged standard deviation to express the blurring degree. For convenience, we still call V as variance in the rest of the paper. It will not cause an ambiguity since V will not be used anymore.
Here, W D is a window around pixel (x, y) and is set as a 7 × 7 patch in our implementation. |W D | represents its size, i.e., the total number of pixels in the window. D (x, y) is the estimated local disparity. Fig. 3 (b) shows the estimated local disparity map using the algorithm above. 
III. GLOBAL OPTIMIZATION USING RGDP
As shown in Fig. 3 (b) , the local disparity map is noisy and inaccurate, especially in textureless regions. In this section, we introduce a novel prior with corresponding implementation details to refine the local disparity map. The overall framework of RGDP is summarized graphically in Fig. 4 .
In Section III-A, we derive the reliability of disparity and map it into a proper scale. In Section III-B, we introduce a novel prior and realize it using reliability guided disparity downflow. In Section III-C, we present an edge enhancement scheme where disparities flow back guided by the dilated reliability. The overall framework of RGDP. The local disparity and the corresponding reliability are firstly estimated from the sub-images. Guided by the reliability, the disparity propagates from HR region to LR region (Disparity Downflow). To enhance edges, the dilated reliability is further adopted to guide the disparity to propagate from LR region back to HR region (Disparity Backflow). With the bidirectional RGDP, the final disparity map can be ultimately computed.
A. INFERENCE OF RELIABILITY
In this sub-section, we will compute the reliability of the estimated disparity. As discussed in Section II, disparity estimation is equivalent to slope estimation where the minimum of the variance is searched in slope domain. As shown in Fig. 5 , we cut a row slice from the scene Lego Truck and depict the 3D map of the variance on column-slope space. We can see that different depths reflect valleys at different slope locations. Notice that, in textureless region such as the background, the magnitude of variance is tiny with all slopes. That is, details in textureless regions vary little whether in focus or out of focus, leading to confusions in slope assignment. To alleviate the depth ambiguities, we measure the undulation of the variance by defining the second order variance (variance of V in slope domain) of each pixel as y, s i ) . W measures the undulation of V and reflects the reliability of the estimated disparity. In other word, estimations with an obvious discrepancy under focused and unfocused slopes are more reliable than those whose variances differ scarcely among ranged slopes.
Logarithm modification Differences of W (x, y) under various orders of magnitudes can be mapped onto comparable scales by logarithm modification as
where ε is a small scalar preventing the denominator from becoming zero. It is generally set to 10 −4 . Normalization We map the logarithmic second order variance onto inter-
Using normalization, the undulation can be evaluated by η ranged 0 to 1. Here, a smaller η corresponds to the stronger undulation, i.e., lower reliability. Sigmoid transformation To divide η (x, y) into two separate parts (HR section and LR section) appropriately, we introduce sigmoid function as where a is a decaying factor to control sensitivity and b is a shifting factor to control the threshold. The sigmoid function is shown in Fig. 6 . By adopting the sigmoid function, we transform the normalized and logarithmic second order variance into usable reliability as
where we set a and b to 15 and 0.5 in implementation, which are confirmed by extensive experiments and can produce satisfying results on various scenes in practice. After the scale adjustments, the reliability can be used in RGDP Regularization. It will be presented in the next subsection. The reliability map of the scene Lego Truck is shown in Fig. 5 (d) .
B. REGULARIZATION WITH DISPARITY DOWNFLOW
To solve the ambiguity problem in textureless region and suppress noise to the greatest extent, we introduce a prior as follows:
On general occasions, there are always some weak textures in or around textureless regions. The depth of textureless region and that of neighbor texture region tend to be similar.
With the computed reliability, we can present the prior into a regularization term aŝ
In (10), the objective function f (X) consists of two parts, the fidelity term E R (X) to prevent HR regions from being blurred and the regularization term J R (X) to propagate the disparity from HR regions to LR regions. λ is a scalar balancing the weight between fidelity and regularization, and it is set to 10 in our implementation. X and X 0 represent the variable disparity map and the local disparity map, respectively. R represents the reliability map and 1 represents a vector with all elements equal to 1. X, X 0 and R are all ordered as vectors and under the same size. The square matrix H represents the operation of directional disparity downflow from HR regions to LR regions. It should be noticed that all of the vectors and matrices are extremely large-scaled, and the multiplications between two vectors or between a matrix and a vector are treated as various operations in image space. For instance, the inner product R T X can be calculated by multiplying the reliability map with the disparity map pixel by pixel, then adding the result. Specifically, the multiplication HX can be implemented by designing a reliability-weighted average filter, which is detailed in Algorithm 1.
Ultimately, the propagated disparityX can be obtained by minimizing the objective function in (10) . We derive the gradient of f (X) as in (11), and employ the steepest decent method to solve the minimization problem in (10) iteratively.
where β is the step size, it is empirically set to 0.05. By initializing the input X as the local disparity map X 0 , we are able to reach the optimal solution. 
C. EDGE ENHANCEMENT WITH DISPARITY BACKFLOW
With the strong regularization, disparity ambiguities in unreliable regions can be well modified. However, it causes blurs in the periphery of HR regions. To prevent edges from being decimated, we introduce an edge enhancement scheme including reliability dilation and disparity backflow.
Reliability dilation We design a maximum filter to dilate the reliability, i.e., to expand the HR regions. We define the dilated reliability map as I Re and the value of each pixel can be calculated according to
Here, P i,j is a patch centered on (i, j), the maximum filter extracts the maximum value in the neighborhood of each pixel. After the operation, HR regions will expand whereas LR regions will shrink. In our implementation, we select P i,j as a 3 × 3 patch and dilate the reliability by employing this filter for five times. Disparity backflow With reliability dilation, we obtain a novel reliability map I Re . Since the blur generally occurs on the periphery of the HR region (the HR region itself is protected by the fidelity term in the disparity downflow), we employ disparity backflow where disparities in LR regions propagate to HR regions and infect the values around edges. We carry out the disparity backflow by optimizing the following function.
It can be seen that the formula has the similar form as (10) with the same fidelity term to keep the disparity value in HR region. λ b is the weight of regularization and is generally set to 10. H b is a matrix representing the spatial variant average filter where LR regions share a heavier weight. The filtering operation is demonstrated in Algorithm 2.
IV. EXPERIMENT
In this section, extensive experiments are conducted to test the methods in various scenarios. We firstly introduce the compared methods and implementation details. Then, we test the universality of each approach on two public data sets and obtain quantitative metrics in Section IV-A. In Section IV-B, we carry out experiments on real-world scenes using our selfdeveloped light field devices to test the practicality of the methods.
Compared methods In order to demonstrate the superiority of our proposed method comprehensively, we compare our work with a series of the state-of-the-art approaches including Sun et al. [17] , Wanner and Goldluecke [3] , Tao et al. [23] , and Zhu et al. [26] . Although [17] is not a light-field method, we use it to benchmark the competing correspondenceonly stereo algorithms, allowing us to evaluate the benefits of using all of the sub-images caught by a camera array. We choose Sun's method because it supports running without rectification, which is important for light-field data. Since the source codes of Sun et al. and Tao et al. are available on their homepage and the source code of Zhu et al. is provided by the authors, we run the algorithms with their default settings and our normalized inputs. For Sun's method, we adopt a pair of images on either side of the center sub-image as inputs. Because there is no available released code for the method in [3] , we derive the approach referring to their published paper. Implementation In the implementation, we set the patch size ρ to 7 in both Algorithm 1 and Algorithm 2. The depth resolution is set to 100. For Wanner and Goldluecke, the local tensor structure default parameters are inner scale radius of 6 and σ of 0.8, the outer scale radius of 6 and ρ of 0.8. For its global optimization, we apply the fast denoising scheme proposed in [3] .
All algorithms are implemented in MATLAB 2014a and running on a Core i7-5500U @ 2.40 GHz CPU with a 12 GB RAM.
A. EXPERIMENTS ON PUBLIC DATA SETS
We employ the HCI data set [27] and the Stanford data set [25] to test the effectiveness of our methods. The HCI VOLUME 6, 2018 data set is built by Heidelberg University and contains a 9 × 9 array of sub-images with a ground truth map for each scene. Since the original baseline of the scenes in the HCI data sets is narrow, we adopt every other sub-image to form a 5×5 square array with a wider baseline to achieve the sparse sampling. Here, we use RMSE, PSNR and SSIM as the quantitative metrics to comprehensively evaluate the methods. The Stanford data set is produced by the light field laboratory in Stanford University. We directly use the center 5×5 sub-images to run the experiments since the baseline is originally large. Because the data set has no ground truth, we concentrate on the visual results. We conduct our experiments on all of the scenes of both data sets. The quantitative results of the HCI data set are listed in Table 1 , and two scenes of each data set are selected to be presented in Fig. 7 and Fig. 8, respectively .
From the results in Fig. 7 , we can learn that Wanner and Goldluecke can only estimate depth within its tolerance range, i.e., depth far from the rectified planes (near the camera or in the distance) cannot be recovered correctly. The results demonstrate that the Wanner's framework is not robust to sparse angular samplings with wide baseline. The method proposed by Sun et al. [17] is not influenced by the wide baseline, and generally produces results with a good balance between denoising and edge enhancement. However, because the information of the light field has not been fully utilized (only a pair of images are employed as inputs), the performance of Sun et al. is limited. For example, there is a depth mismatch on the upper edge of the show case in the scene Museum, implying that the algorithm misunderstands the structure of the scene. Since an image pair with only horizontal parallax is adopted, it is relatively difficult to distinguish which depth layer the upper edge belongs to. Similarly, when dealing with repeat textures as in the background of the scene Sideboard, Sun et al. cannot produce an accurate result as well.
In contrast, Tao et al. and Zhu et al. eliminate the depth ambiguities effectively by analyzing both horizontal and vertical parallax. However, they perform less well in global optimizations. Because Tao et al. [23] utilizes some disparity values of low reliabilities, it has to employ a stronger smoothing operation to suppress the noise, causing blurred edges and diffused disparities. Zhu et al. [26] concentrates more on the occlusions in global optimization step. It generates results with clear edges but lacks strength of denoising, causing inferior metrics in Table 1 .
Compared with all the approaches above, our method produces commendable results with overall best metrics in Table 1 (smallest RMSE, largest PSNR and SSIM). Due to the employment of RGDP, our method utilizes the prior properly and makes preferable disparity estimations with a better balance between noise elimination and edge protection.
We can learn more details from As our reliability map reflects, the estimated disparity values in these grids are less reliable, implying that algorithms tend to make mistakes unless some strong priors are employed. Moreover, although there is no obvious depth mismatches in the result generated by Sun et al., disparities in one grid are constrained to be same by its prior. In contrast, our algorithm allows disparities to change gradually in one grid by the employment of RGDP, which is more consistent with the actual situation.
As for the scene Lego Truck, Sun et al. segments the depth map by intention, causing the over-smoothing and the lack of details. Zhu et al. does well in the details but has problems in the disparity range. Tao et al. performs unsatisfyingly in the textureless background. Using our method, the detailrich regions undergo less regularization whereas textureless regions generally go through strong post optimizations. Our method can enhance details as Zhu et al. whereas smooth the textureless background as Sun et al., and generate the overall satisfying estimations.
B. EXPERIMENTS ON REAL-WORLD SCENES
To test the practicality of methods when dealing with real disparity estimation problems, we use our self-developed scanning gantry with a camera to capture the real-world scene in our laboratory. The devices and the scene are shown in Fig. 9 . Similar to the flatbed scanner design proposed in [28] , we shift the camera to 25 corners of a 4 × 4 grid and then scan the scene. Due to the parallax between the 25 captured sub-images, we are able to recover the depth after camera calibration [29] . We follow the parameters used on public data sets. The results are presented in Fig. 10 .
We can see from Fig. 10 
V. CONCLUSION
In this paper, we propose a method to estimate the disparity for camera arrays. We compute the local disparity with the corresponding reliability by analyzing vertical angular variance of the sub-images in slope domain. Moreover, we introduce a novel prior and realize it using RGDP. Different from previous work, our approach not only takes the captured sub-images into good use, but also fits the sparse angular samplings. Experiments on public data sets and real-world scenes have fully demonstrated the effectiveness and outperformance of our method. However, our method performs less well on non-Lambertian surfaces and scenes with severe occlusions. As depth recovery is a well-known problem in computer vision, in the future, we will continue to explore and develop novel algorithms to further improve their performance.
