I. INTRODUCTION The aim of neutron-scattering measurements at highmomentum transfer is to determine single-particle properties such as the momentum distribution and atomic kinetic energies in fluids and solids. Measurements at high Q were originally proposed' to observe the condensate fraction, no, in superfluid He. Since that time there have been many measurements and theoretical papers ' on liquid He and other systems. Full reference to a growing literature appears in several review articles 31 -33 Extracting the momentum distribution from the observed coherent dynamic structure factor, S(Q, co), however, is complicated by the interaction of the struck single particle with remainder of system; the final-state (FS) interactions. Recently, this problem has been addressed by going to higher-momentum transfer, where S(Q,co) more nearly approaches the impulse-approximation (IA) and FS contributions are small. In this way and using calculated values of the FS broadening function the condensate fraction, no, has been recently measured' in superfluid He and atomic kinetic energies have been determined ' ' ' in several quantum solids and fluids.
The main features of the FS broadening function in liquid He at high-momentum transfer (titQ) have also been determined from experiment. ' In this paper, we propose a general method for analyzing neutron-scattering data at intermediate-and highmomentum transfer. The aim is to separate explicitly the IA from the FS contributions to S(Q, co) and to determine both. The method also provides a functional forro of S(Q, co), which has a sound physical basis that can be 6tted to observed data. In this way other properties of S(Q, co} such as the peak position and full width at half maximum can be readily displayed. Rather Q is a short scattering time limit. Terms up to t are retained in the examples presented here. The coefficients in the expansion can be related to the central moments of S(Q,to), as discussed, for example, by Rahman, Singwi, and Sjolander and Sears. In the proposed method, the coeScients are treated as parameters to be determined by fitting the Fourier transform, S(Q, co), to experiment.
The IA and the FS function contribute to S( Q, t) at different powers of t and with coefficients, which have a difFerent Q dependence. The coefficients belonging to each can be identified and the S,A(Q, t) [and therefore the one-body density matrix and n(k)] and FS function, Gaussian character, superfluid He, is discussed in Sec.
VI. Full results for S(Q,co), n (k), and R (Q, co} obtained using the method in normal and superfluid He are presented in a forthcoming paper.
S,A(Q, t) =exp( -icot(t)
Xexp --at + -at --at +. In this section we illustrate the fitting method for the incoherent limit, where the static structure factor S (Q) = 1 and the expansion in powers of t is simpler. We begin by expanding the impulse approximation.
The IA is defined in terms of the atomic momentum distribution n (k) by,
The odd cumulants vanish because (k&) =0 for odd n The even ones can be readily related to central moments of the IA, I"= f a~(~~)"s, (g,~) =q "& k J ) . (6) S«(g, co)-= f dkn(k)S co -cog=&a -, -qk, )), (2) where cot(=fig /2M is the free-atom recoil frequency, q =kg/M is the free-atom recoil velocity and haik& is the atomic momentum variable projected along Q, k&= (k Q)/Q. The expectation value in (2) is the usual thermal average, but, since only the momentum appears, it reduces to an average over n (k). From (2), the intermediate function in the IA is s«(g, t)= f" a~e '"'s«(g,~) coe ' ' co S,A(g, t) may be viewed as a Gaussian (term in t ) plus corrections to a Gaussian (terms in t,t, . . . ). Using the Gaussian term we may introduce a scattering time r =2/a2=2/ q2(k& ), which is defined as the time over which S,A(g, t) decays to zero. During the scattering time, the struck atom travels a distance s =q~=(/2/(k&)', which is short (i.e. , (k& )
'~-1.0 A ' in liquid He) and independent of Q. Using s, and (3) we see that the convergence of (4) is independent of Q and depends only on the cumulants of k&. For a Gaussian, a"=0 for n &2. Thus (4) provides an approximate description of S«(g, t) and n (k).
We define the final-state broadening function R (Q, t) (12) into (13) and carrying out the differentiation indicated. The subscript has been dropped in (14) because (14) holds for any function S(Q, t) expanded as in (12) . Indeed, (13) provides a method for generating the usual expression for the cumulants in terms of the moments. Equation (4} is a special case of (12) for k&(t') = k&(0) at all t ' Using the definition (7) and comparing the expansions of S,~(Q, t) and S, (Q, t) in (4) and (12},respectively, we obtain R ( Q, t } in the incoherent limit as (15) in which the coefficients are p"; =p, ", (n odd) and P"; =p", -a"(n even).
An important feature is that t appears in an exponential in (15) so that R (Q, t) can be Fourier transformed to obtain R (Q, co}. This R (Q, co} can then be used in the convolution form (8).
The method consists of fitting S;(Q, t) given by (12) to experiment at several Q values with the p, ", (Q) regarded as adjustable parameters. This yields empirical values of the p",, and the aim is to determine a"and P"separately.
This can be done because (1} P2; =0 so that pi, =a2, (2) the a"=o for odd n so that P"; =p", for odd n, and (3) for n even (n & 4), p, "; =a"+P";, and the Q dependence of a" and P", differ. For example, the a" in (5) are independent of Q, while P"=P", /q" are proportional to Q (n even).
By plotting p";(Q} versus Q we can determine the contributions from a"and P", . In the examples that follow, we determined p"up to p5. Using the a",SiA(Q, t) and n (k) is constructed. The P"are used to determine R ( Q, t }.
This procedure can be applied directly to any system in which n (k) is approximately Gaussian. For systems such as superAuid He in which the IA is not well described by (4) (i.e. , the one-body density matrix has a long time tail) it is important to introduce a specific model of n(k) as discussed in Sec. V below. The method may be regarded as providing a functional form of S(Q, co) to fit to data and a means of disentangling R (Q, t) from S«(Q, t).
III. COHERENT CASK
In this section, we derive the method for the coherent dynamic structure factor, S(Q,co 
where we have used the f-sum rule, (co&=con and (ton &=tons(Q). Substituting (21) into (13), we may
show from the first derivative of S (Q, t) that,
The p"and a"are defined in (14) and (5},respectively. In this way the FS resolution function is completely specified. In the incoherent regime we expect the p"(Q)
to oscillate with Q. These oscillations will disappear at higher Q when the incoherent limit is reached. In this limit, the central moments simplify and the Q dependence of them can be specified. Since the Q dependence of the a" is known, the Q dependence of the p"can then be obtained from (27} in this limit. This is done in the next section.
We conclude by setting out the moments of R (Q, t}.
Equation (14) Stringari. Using the definition (7), and the expansions (4) and (21) for Si~(Q, t) and S(Q, t), respectively, the FS resolution function R (Q, t) (36) are independent of q. The coefficients P"; =p, "; -a"are (34}without the a"=q"a".
The a2= ( k& ) must be positive, but the a4 and a6 can be positive or negative. For a solid in which the dynamics can be represented by a density of phonon states g ( & ) (31) can be readily expressed in terms of the moments of g(~), (V U(r) )/M represents an average frequency, which is positive, and (F& ) is positive. A positive p3, =M&, shifts the peak of S;(Q, co) to lower co (below co"), which appears to be universally observed. For a classical fluid in which n(k) is Gaussian (Maxwell-Boltzmann distribution) and in a solid in which the phonons are statistically independent and a g (co) can be defined, we find (see also In the additive approach, the general expression (41) for S(Q, t) to be fitted to experiment is expanded as
In (42), we have expanded the cubic and higher-power terms in t and retained the terms up to 0 (t~). The corresponding expansion for S,A(Q, t) in (4) In the additive approach, we fit (45) directly to the data with the aim of determining p2-p5. The advantage of (45) is that the largest term, S,~(Q, co },is a Gaussian, and the corrections to this Gaussian appear as simple analytic expressions. The parameters p2, p3, p4, and p5 are adjusted to get the best fit. S(Q) and co"'=co+/S(Q) are known. The disadvantage of (45) is that we cannot recover R (Q, t) in a form suitable for a convolution. As usual, S(Q, co) must be convoluted with the instrument resolution function I(co), 0(Q, co) = f dco'S(Q, co')I(co co'), - (47) and 0 (Q, co) 
of (42) takes a simple, additive analytic form,
where We recall that in the incoherent limit, the coefticients p" in (46) are (p"~p", . ) given by (34). In the incoherent limit, S,~(Q, co}, is a Gaussian impulse approximation with p2=az. The S,(Q, co} and S3(Q,co} represent deviations due solely to final-state contributions, p& =P3, P5~5.
The $2(Q, co), with p4=P4+a4, represents a deviation of n(k) from a Gaussian, due to a4, plus final-state efFects. Clearly, S,( Q, co ) and $3(Q, co ) are odd in (co -co+) and S2(Q, co) is even in (co -co+). In the incoherent limit, the expansion (45) Table I. A numerical instrument resolution function computed by Andersen et al. (Ref. 40) Specifically, the longitudinal momentum distribution n (k&), n(k) projected along Q, is the Fourier transform of (e n(k)=(2nkc)~e (47), with the p, " treated as free parameters. Since P4 will be positive, it is necessary to keep terms up to ps in (41) so that the R (Q, t) can be Fourier transformed. We found ps could be determined within a factor of 2. The p& affects R (Q, co) chiefly at high cu. We assumed that as=0 and assigned the whole of ps to Ps. The chief role of ps is to ensure convergence of the Fourier transforms, and, since p6 could not be well determined, we simply kept ps at a small value (ps=50 Q meV ).
In the lower half of Fig. 1 we show a fit of (41) to the -1.
observed scattering intensity at Q =8 A ' in normal He at T=2.5 K. The parameters p"up to n =5 were retained, and the fitted values are listed in Table I . Clearly, it is again possible to get a good fit. Also the parameters obtained using the CA (21) and the AA (45) are consistent. In Fig. 3 In Fig. 4 , we show R (Q, ro) obtained from (26) Table I . Si~(g, ru) = I dkn (k)5(ro -co~-qkg) .
The model n(k) may contain parameters to be determined by fitting to experiment, or it could be a calculated n (k) that we wish to test. The S,~(g, co) is then convoluted with the R (Q, ro) given by (9) Table II ). Table IV ). Higher-moment relations can also be used.
Substituting n (k) from (56) into (60) R (Q,~-coR ) peaks. The no f (k) is also sufficiently narrow compared to R (Q, co) that it contributes in the same way as np5(k). Thus, the discrepancy in the peak region in the upper part of Fig. 6 suggests no =0.08 is too small. To test this we have arbitrarily increased no to no =0.10 and 0.12, while keeping all other parameters constant except A "which was adjusted to maintain normalization of n (k} in (56). The corresponding fits are shown in the middle and lower frames of Fig. 6 . The value no=0. 10 fits best in the peak region.
There is a second interesting e5'ect when no is increased. In the wings of S (Q, co), e. Table V ). This solution is essentially the method proposed by Sears to obtain no(T) from the kinetic energy,
here from the ratio R =(K)s/(K)~=0. 893. In this application we have included f (k) so that no depends upon f (k), and particularly on the cut off k, as well as on R. In Table VI With no=0. 08 and A& determined by normalization, n(k) in (56} is completely fixed. We fit the resulting S( Q, co) to experiment by adjusting the parameters p2 to p5, with JM6 set at @6=50/Q . The fit at Q =8 A ' and T = 1.42 K is shown in the upper part of Fig. 6 . We see that the fit is good. The chief discrepancy is that the fitted S(Q, co) is too low in the peak region, which suggests that no is somewhat too small. That is, if we substitute n05(k) into (54) and (55), we obtain a contribution to S(Q,co) of (56) and (60) Fig. 6 ). In SM (2) p& is fixed at p&=a2 to simulate the incoherent limit (see Fig. 8 50 50 the fitted line oscillates around the observed data. These oscillations originate from the oscillations in R (Q, ui) at larger co (see Fig. 7 ) and enter S(Q,c0) through the term (63). Thus the contribution from no can be seen away from the peak region due to R (Q, co J(g,y) = j dy'J«(y -y')R (Q, y') .
The corresponding (65) so that (8}becomes
In the incoherent limit, the present FS broadening function R ( Q, ro) obtained in the form (15) at one Q, may be scaled to any Q. This is readily done using the usual y with a"defined in (5) and The parameters are listed in Table V as SM (2). where P"-: P"-a"and, as noted, P2=0 and a"=O for odd n.
Using (15) or (70) for R (Q, s), P"=p", /q" -a", and substituting (34) for iM";, we obtain R(g, gi) shows the expected form with oscillations at high co. It is independent of T between T =2.5 and 1.42 K within the error of determination, i.e. , the R (Q, co) obtained at T =1.42 K using the CA is the same as that in Fig. 4 (Fig. 1 ) using free paraineters p2, p3, p2 p3 p4 and p2, p3, p4, p5, respectively. This suggested including p5 did not improve the fit. Also p3 and p5 appeared highly correlated. Thus only p2, ls3, p~w ere retained here.
In the CA, y decreased out to and including p, 5. At
