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Abstract. We propose and analyze a method for computing failure probabilities of systems modeled as numer-
ical deterministic models (e.g., PDEs) with uncertain input data. A failure occurs when a functional
of the solution to the model is below (or above) some critical value. By combining recent results
on quantile estimation and the multilevel Monte Carlo method, we develop a method that reduces
computational cost without loss of accuracy. We show how the computational cost of the method
relates to error tolerance of the failure probability. For a wide and common class of problems, the
computational cost is asymptotically proportional to solving a single accurate realization of the nu-
merical model, i.e., independent of the number of samples. Signiﬁcant reductions in computational
cost are also observed in numerical experiments.
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1. Introduction. This paper is concerned with the computational problem of ﬁnding the
probability for failures of a modeled system. The model input is subject to uncertainty with
known distribution, and a failure is the event that a functional (quantity of interest (QoI))
of the model output is below (or above) some critical value. The goal of this paper is to
develop an eﬃcient and accurate multilevel Monte Carlo (MLMC) method to ﬁnd the failure
probability. We focus mainly on the case when the model is a partial diﬀerential equation
(PDE), and we use terminology from the discipline of numerical methods for PDEs. However,
the methodology presented here is also applicable in a more general setting.
An MLMC method inherits the nonintrusive and nonparametric characteristics from the
standard Monte Carlo (MC) method. This allows the method to be used for complex black-
box problems for which intrusive analysis is diﬃcult or impossible. The MLMC method uses
a hierarchy of numerical approximations on diﬀerent accuracy levels. The levels in the hier-
archy are typically directly related to a grid size or timestep length. The key idea behind the
MLMC method is to use low accuracy solutions as control variates for high accuracy solu-
tions in order to construct an estimator with lower variance. Savings in computational cost are
achieved when the low accuracy solutions are cheap and are suﬃciently correlated with the high
∗Received by the editors August 29, 2014; accepted for publication (in revised form) January 28, 2016; published
electronically April 5, 2016.
http://www.siam.org/journals/juq/4/98429.html
†Department of Mathematics and Mathematical Statistics, Ume˚a University, SE-901 87 Ume˚a, Sweden
(daniel.elfverson@umu.se). The research of this author was supported by the Go¨ran Gustafsson Foundation.
‡Information Technology, Uppsala University, SE-751 05 Uppsala, Sweden (fredrik.hellman@it.uu.se). The re-
search of this author was supported by the Centre for Interdisciplinary Mathematics, Uppsala University.
§Department of Mathematical Sciences, Chalmers University of Technology and University of Gothenburg, SE-
412 96 Go¨teborg, Sweden (axel@chalmers.se). The research of this author was supported by the Swedish Research
Council.
312
Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited.
MLMC METHOD FOR FAILURE PROBABILITIES 313
accuracy solutions. MLMC was ﬁrst introduced in [10] for stochastic diﬀerential equations
(SDEs) as a generalization of a two-level variance reduction technique introduced in [17]. The
method has been applied to and analyzed for elliptic PDEs in [3, 5, 4, 19]. Further improve-
ments of the MLMC method, such as work on optimal hierarchies, nonuniform meshes, and
more accurate error estimates, can be found in [15, 6]. In the present paper, we are not
interested in the expected value of the QoI, but instead are interested in a failure probability,
which is essentially a single point evaluation of the cumulative distribution function (cdf). For
extreme failure probabilities, related methods include importance sampling [14], importance
splitting [13], and subset simulations [1]. Works more closely related to the present paper
include the results on MLMC methods for computing payoﬀs of binary options [2] and non-
parametric density estimation for PDE models in [9] and, in particular, [8]. In the latter, the
selective reﬁnement method for quantiles was formulated and analyzed.
In this paper, we seek to compute the cdf at a given critical value. The cdf at the critical
value can be expressed as the expectation value of a Bernoulli distributed random variable
Q that is equal to 1 if the QoI is smaller than the critical value, and 0 otherwise. The key
idea behind selective reﬁnement is that realizations with QoI far from the critical value can
be solved to a lower accuracy than those close to the critical value, and still yield the same
value of Q. The random variable Q lacks regularity with respect to the uncertain input
data, and hence we are in an unfavorable situation for application of the MLMC method.
However, with the computational savings from the selective reﬁnement, it is still possible to
obtain an asymptotic result for the computational cost where the cost for the full estimator
is proportional to the cost for a single realization to the highest accuracy.
The paper is structured as follows. Section 2 presents the necessary assumptions and the
precise problem description. It is followed by section 3, where our particular failure probability
functional is deﬁned and analyzed for the MLMC method. In sections 4 and 5 we revisit the
MLMC and selective reﬁnement methods adapted to this problem, and in section 6 we show
how to combine MLMC with selective reﬁnement to obtain optimal computational cost. In
section 7 we give details on how to implement the method in practice. The paper is concluded
with two numerical experiments in section 8.
2. Problem formulation. We consider a model problem M, e.g., a (non)linear diﬀerential
operator with uncertain data. We let u denote the solution to the model
M(ω, u) = 0,
where the data ω is sampled from a space Ω. In what follows we assume that there exists a
unique solution u given any ω ∈ Ω almost surely. It follows that the solution u to a given
model problem M is a random variable which can be parameterized in ω, i.e., u = u(ω).
The focus of this work is to compute failure probabilities; i.e., we are not interested in
some pointwise estimate of the expected value of the solution, E[u], but rather the probability
that a given QoI expressed as a functional, X(u) of the solution u, is less (or greater) than
some given critical value y. We let F denote the cdf of the random variable X = X(ω). The
failure probability is then given by
(2.1) p = F (y) = Pr(X ≤ y).
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The following example illustrates how the problem description relates to real world problems.
Example 2.1. As an example, geological sequestration of carbon dioxide (CO2) is performed
by injection of CO2 in an underground reservoir. The fate of the CO2 determines the success
or failure of the storage system. The CO2 propagation is often modeled as a PDE with random
input data, such as a random permeability ﬁeld. Typical QoIs include reservoir breakthrough
time or pressure at a fault. The value y corresponds to a critical value which the QoI may
not exceed or go below. In the breakthrough time case, low values are considered failures. In
the pressure case, high values are considered failures. In the latter case, one should negate
the QoI to transform the problem into the form of (2.1).
The only regularity assumption on the model is the following Lipschitz continuity assump-
tion of the cdf, which is assumed to hold throughout the paper.
Assumption 2.2. For any x, y ∈ R,
(2.2) |F (x)− F (y)| ≤ CL|x− y|.
To compute the failure probability, we consider the Bernoulli distributed variable Q =
 (X ≤ y) which takes the value 1 if X ≤ y and 0 otherwise. The cdf can be expressed as the
expected value of Q, i.e., p = F (y) = E[Q]. In practice we construct an estimator Q̂ for E[Q],
based on approximate sample values from X. As such, Q̂ often suﬀers from numerical bias
from the approximation in the underlying sample. Our goal is to compute the estimator Q̂ to
a given root mean square error (RMSE) tolerance , i.e., to compute
e
[
Q̂
]
=
(
E
[(
Q̂− E[Q]
)2])1/2
=
(
V
[
Q̂
]
+
(
E
[
Q̂−Q
])2)1/2 ≤ 
to a minimal computational cost. The equality above shows a standard way of splitting the
RMSE into a stochastic error and a numerical bias contribution.
The next section presents assumptions and results regarding the numerical discretization
of the particular failure probability functional Q.
3. Approximate failure probability functional. We will not consider a particular approx-
imation technique for computing Q̂, but instead make some abstract assumptions on the
underlying discretization. We introduce a hierarchy of reﬁnement levels  = 0, 1, . . . and let
X ′ and Q
′
 =  (X
′
 ≤ y) be an approximate QoI of the model, and we approximate failure
probability, respectively, on level . One possible and natural way to deﬁne the accuracy on
level  is by assuming
(3.1)
∣∣X −X ′∣∣ ≤ γ
for some 0 < γ < 1. This means that the error of all realizations on level  is uniformly
bounded by γ. In a PDE setting, typically an a priori error bound or a posteriori error
estimate,
|X(ω)−Xh(ω)| ≤ C(ω)hs,
can be derived for some constants C(ω), s and for a discretization parameter h. Then we
can choose X ′ = Xh with h =
(
C(ω)−1γ
)1/s
to fulﬁll (3.1). We denote by C[·] the expected
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computational cost to compute a certain quantity. We make the following assumption on the
computational cost.
Assumption 3.1. The expected computational cost for computing one realization of X ′ is
(3.2) C[X ′] = γ−q
for some q > 0.
Typically ﬁnite element methods, ﬁnite volume methods, or ﬁnite diﬀerence schemes are
used to compute X ′. Then q depends on the physical dimension of the computational domain,
the convergence rate of the solution method, and the computational complexity for assembling
and solving the linear system. Note that the unit of work is normalized according to (3.2).
For an accurate value of the failure probability functional, the condition in (3.1) is un-
necessarily strong. This functional is very sensitive to perturbations of values close to y,
but insensitive to perturbations for values far from y. This insensitivity can be exploited.
We introduce a diﬀerent approximation X and impose the following, relaxed, assumption on
this approximation of X, which allows for larger errors far from the critical value y. This
assumption is illustrated in Figure 1.
Assumption 3.2. The numerical approximation X of X satisﬁes
(3.3) |X −X| ≤ γ or |X −X| < |X − y|
for a ﬁxed 0 < γ < 1.
y
γ
X
|X −X|
|X −X| ≤ γ
|X −X| < |X − y|
Figure 1. Illustration of condition (3.3). The numerical error is allowed to be larger than γ far away from y.
We deﬁne Q =  (X ≤ y) analogously to Q′. Let us compare the implications of the two
conditions (3.1) and (3.3) on the quality of the two respective approximations. Denote by X ′
and Q′ stochastic variables obeying the error bound (3.1) and its corresponding approximate
failure functional, respectively, and let X obey (3.3). In a practical situation, Assumption 3.2
is fulﬁlled by iterative reﬁnements of X until condition (3.3) is satisﬁed. It is natural to use
a similar procedure to achieve the stricter condition (3.1) for X ′. We express this latter
assumption of using similar procedures for computing X and X
′
 as
(3.4) |X −X| ≤ γ implies X ′ = X;
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i.e., for outcomes where X is solved to accuracy γ
, X ′ is equal to X. Under that assumption,
the following lemma shows that of the two approximations Q′ and Q, Q
′
 is the most accurate.
Lemma 3.3. Let X ′ and X fulﬁll (3.1) and (3.3), respectively, and assume (3.4) holds.
Then Pr(Q = Q) ≥ Pr(Q′ = Q).
Proof. We split Ω into the events A = {ω ∈ Ω : |X −X| ≤ γ} and its complement Ω \A.
For ω ∈ A, using (3.4), we conclude that Q′ = Q, and hence
Pr(Q = Q | A) = Pr(Q′ = Q | A).
For ω /∈ A, we have |X −X| > γ, and from (3.3) we have that |X −X| < |X− y|. We now
want to show that this implies Q = Q or, equivalently, X ≤ y ⇔ X ≤ y. For the direction
⇒,
(3.5) 0 ≤ |X − y| = y −X ≤ y −X + |X −X| ≤ y −X + |X − y|,
i.e., X ≤ y. The procedure is similar for ⇐. Hence,
Pr(Q = Q | Ω \A) = 1.
Since Pr(Q′ = Q | Ω \ A) ≤ 1, we get Pr(Q = Q) ≥ Pr(Q′ = Q).
Under Assumption 3.2 we can prove the following lemma on the accuracy of the failure
probability function Q.
Lemma 3.4. Under Assumptions 2.2 and 3.2, the following statements are satisﬁed, where
C1 and C2 do not depend on :
M1. |E[Q −Q]| ≤ C1γ,
M2. V[Q −Q−1] ≤ C2γ for  ≥ 1.
Proof. We split Ω into the events B = {ω ∈ Ω : γ ≥ |X− y|} and its complement Ω \B.
In Ω \ B, we have Q = Q, since |X − X| < |X − y| from (3.3). See (3.5) in the previous
proof. Also, we note that the event B implies |X −X| ≤ γ, and hence |X − y| ≤ 2γ. Then
|E[Q −Q]| =
∣∣∣∣∫
B
Q(ω)−Q(ω) dP (ω)
∣∣∣∣ ≤ ∫
B
1 dP (ω)
≤ Pr(|X − y| ≤ 2γ) = F (y − 2γ)− F (y + 2γ)
≤ 4CLγ,
which proves M1. Statement M2 follows directly from M1, since
V[Q −Q−1] = E
[
(Q −Q−1)2
]− E[Q −Q−1]2
≤ E[Q − 2QQ−1 +Q−1]
≤ |E[Q −Q]|+ |2E[QQ−1 −Q]|+ |E[Q−1 −Q]|
≤ 2|E[Q −Q]|+ 2|E[Q−1 −Q]|
≤ C2γ,
where (Q)
2 = Q was used.
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It is interesting to note that with this particular failure probability functional, the con-
vergence rate in M2 cannot be improved if the rate in M1 is already sharp, as the following
lemma shows.
Lemma 3.5. Let 0 < γ < 1 be ﬁxed. If there is a 0 < c ≤ C1 such that the failure probability
functional satisﬁes
cγ ≤ |E[Q −Q]| ≤ C1γ
for all  = 0, 1, . . ., then
V[Q −Q−1] ≤ C2γβ,
where β = 1 is sharp in the sense that the relation will be violated for suﬃciently large  if
β > 1.
Proof. Assume that V[Q −Q−1] ≤ Cγβ for some constant C and β > 1. For two levels
k <  such that cγk > C1γ
 we have that
|E[Q −Qk]| ≥ ||E[Q −Q]| − |E[Qk −Q]|| ≥
(
c− C1γ−k
)
γk = c˜γk,
with c˜ = c− C1γ−k > 0. For such  and k, we have
c˜γk ≤ |E[Q −Qk]| ≤
−1∑
j=k
|E[Qj+1 −Qj]| ≤
−1∑
j=k
E
[
(Qj+1 −Qj)2
]
=
−1∑
j=k
(
V[Qj+1 −Qj ] + (E[Qj+1 −Qj])2
)
≤
−1∑
j=k
(
Cγβj +O(γ2j)
)
≤ C˜γβk +O(γ2k).
For , k → ∞ (keeping − k constant) we have a contradiction due to the mismatching rates,
and hence β ≤ 1, which proves that the bound cannot be improved.
4. Multilevel Monte Carlo method. In this section, we present the MLMC method in a
general context. Because of the low convergence rate of the variance in M2, the MLMC method
does not perform optimally for the failure probability functional. The results presented here
will be combined with the results from section 5 to derive a new method to compute failure
probabilities eﬃciently in section 6.
The (standard) MC estimator at reﬁnement level  of E[Q] using a sample {ωi}Ni=1 reads
as
Q̂MCN, =
1
N
N∑
i=1
Q(ω
i
).
Note that the subscripts N and  control the statistical error and numerical bias, respectively.
The expected value and variance of the estimator Q̂MCN, are E
[
Q̂MCN,
]
= E[Q] and V
[
Q̂MCN,
]
=
N−1 V[Q], respectively. Referring to the goal of the paper, we want the MSE (square of the
RMSE) to satisfy
e
[
Q̂MCN,
]2
= N−1 V[Q] + (E[Q −Q])2 ≤ 2/2 + 2/2 = 2;
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i.e., both the statistical error and the numerical error should be less than 2/2. The MLMC
method is a variance reduction technique for the MC method. The MLMC estimator Q̂ML{N},L
at reﬁnement level L is expressed as a sum of MC estimators ŶMCN, of the correctors Y =
Q −Q−1 for  = 1, . . . , L and Y0 = Q0 for  = 0. The estimator reads as
Q̂ML{N},L =
L∑
=0
ŶMCN, =
L∑
=0
1
N
N∑
i=1
Y(ω
i
) =
L∑
=0
1
N
N∑
i=1
(Q −Q−1)(ωi),
where Q−1 = 0. There is one corrector for every reﬁnement level  = 0, . . . , L, each with
a speciﬁc MC estimator sample size N. The expected value and variance of the MLMC
estimator are
(4.1)
E
[
Q̂ML{N},L
]
=
L∑
=0
E[Q −Q−1] = E[QL] and
V
[
Q̂ML{N},L
]
=
L∑
=0
N−1 V[Q −Q−1],
respectively. Using (4.1) the MSE for the MLMC estimator can be expressed as
e
[
Q̂ML{N},L
]2
=
L∑
=0
N−1 V[Q −Q−1] + (E[QL −Q])2,
and can be computed at expected cost
C
[
Q̂ML{N},L
]
=
L∑
=0
Nc,
where c = C[Q] + C[Q−1]. Given that the variance of the MLMC estimator is 2/2, the
expected cost is minimized by choosing
(4.2) N = 2
−2√
V[Q −Q−1]/c
L∑
k=0
√
V[Qk −Qk−1]ck
(see Appendix A), and hence the total expected cost is
(4.3) C
[
Q̂ML{N},L
]
= 2−2
(
L∑
=0
√
V[Q −Q−1]c
)2
.
In the analysis, we assume N can attain noninteger values. In practice, however, we use
sample size 
N. If the product V[Q −Q−1]c increases (or decreases) with , then the
dominating term in (4.3) will be  = L (or  = 0). The values N can be estimated on the ﬂy
in the MLMC algorithm using (4.2), while the cost c can be estimated using an a priori model.
The computational complexity to obtain an RMSE less than  of the MLMC estimator for the
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failure probability functional is given by the theorem below. In the following, the notation
a  b stands for a ≤ Cb with some constant C independent of  and .
Theorem 4.1. Let Assumptions 2.2 and 3.2 hold (so that Lemma 3.4 holds), and let C[Q] 
γ−r. Then there exists a constant L and a sequence {N} such that the RMSE is less than ,
and the expected cost of the MLMC estimator is
(4.4) C
[
Q̂ML{N},L
]

⎧⎪⎨⎪⎩
−2, r < 1,
−2(log −1)2, r = 1,
−1−r, r > 1.
Proof. For a proof see, e.g., [5, 10].
The most straightforward procedure to fulﬁll Assumption 3.2 in practice is to reﬁne all
realizations on level  uniformly to an error tolerance γ, i.e., to compute X ′ introduced in
section 3, for which |X −X ′| ≤ γ. Computing Q′ using this procedure has the same cost as
computing X ′. The cost rate from Assumption 3.1 directly applies to Q
′
, and we have
(4.5) C[Q′] = γ−q.
Using Theorem 4.1, with Q′ instead of Q (which is possible, since Q
′
 trivially fulﬁlls As-
sumption 3.2) we obtain an RMSE of the expected cost less than −1−q = −1C[Q′] for the
case q > 1.
In the next section we describe how the selective reﬁnement algorithm computes X (hence
Q) that fulﬁlls Assumption 3.2 to a lower cost than its fully reﬁned equivalent X
′
. The
theorem above can then be applied with r = q − 1 instead of r = q.
5. Selective refinement algorithm. In this section we modify the selective reﬁnement
algorithm proposed in [8] for computing failure probabilities (instead of quantiles) and for
quantifying the error using the RMSE. The selective reﬁnement algorithm computes X so
that
|X −X| ≤ γ or |X −X| < |X − y|
in Assumption 3.2 is fulﬁlled without requiring the stronger (full reﬁnement) condition
|X −X| ≤ γ.
In contrast to the selective reﬁnement algorithm in [8], Assumption 3.2 can be fulﬁlled by
iterative reﬁnement of realizations over all realizations independently. This allows for an
eﬃcient totally parallel implementation. We are particularly interested in quantifying the
expected cost required by the selective reﬁnement algorithm, and showing that theX resulting
from the algorithm fulﬁlls Assumption 3.2.
Algorithm 1 exploits the fact that Q = Q for realizations satisfying |X −X| < |X − y|.
That is, even if the error of X is greater than γ
, it might be suﬃciently accurate to yield
the correct value of Q. The algorithm works on a per-realization basis, starting with an
error tolerance 1. The realization is reﬁned iteratively until Assumption 3.2 is fulﬁlled. The
advantage is that many realizations are solved only with low accuracy, and hence the average
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Algorithm 1 Selective reﬁnement algorithm.
1: Input arguments: level , realization i, critical value y, and tolerance factor γ
2: Compute X ′0(ωi)
3: Let j = 0
4: while j <  and γj ≥ |X ′j(ωi)− y| do
5: Let j = j + 1
6: Compute X ′j(ω
i
)
7: end while
8: Let X(ω
i
) = X
′
j(ω
i
)
cost per Q is reduced. Lemma 5.1 shows that X computed using Algorithm 1 satisﬁes
Assumption 3.2.
Lemma 5.1. Approximations X computed using Algorithm 1 satisfy Assumption 3.2.
Proof. At each iteration in the while-loop of Algorithm 1, γj is the error tolerance of
X(ω
i
), i.e., |X(ωi)−X(ωi)| ≤ γj . The stopping criterion hence implies Assumption 3.2 for
X(ω
i
).
The expected cost for computing Q using Algorithm 1 is given by the following lemma.
Lemma 5.2. Under Assumption 3.1 the expected cost to compute the failure probability
functional using Algorithm 1 can be bounded as
C[Q] 
∑
j=0
γ(1−q)j .
Proof. Consider iteration j, i.e., when X(ω
i
) has been computed to tolerance γ
j−1. We
denote by Ej the probability that a realization enters iteration j. For j ≤ ,
Pr(Ej) = Pr(y − γj−1 ≤ X ′j−1 ≤ y + γj−1)
≤ Pr(y − 2γj−1 ≤ X ≤ y + 2γj−1)
= F (y + 2γj−1)− F (y − 2γj−1)
≤ 4CLγj−1.
Every realization is initially solved to tolerance 1. Using that the cost for solving a realization
to tolerance γj is γ−qj from Assumption 3.1, we get that the expected cost is
C[Q] = 1 +
∑
j=1
Pr(Ej)γ
−qj ≤ 1 +
∑
j=1
4CLγ
j−1γ−qj 
∑
j=0
γ(1−q)j ,
which concludes the proof.
6. Multilevel Monte Carlo using the selective refinement strategy. Combining the
MLMC method with the algorithm for selective reﬁnement, there can be further savings
in computational cost. We call this method multilevel Monte Carlo with selective reﬁnement
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(MLMC-SR). In particular, for q > 1 we obtain from Lemma 5.2 that the expected cost for
one sample can be bounded as
(6.1) C[Q] 
∑
j=0
γ(1−q)j  γ(1−q).
Applying Theorem 4.1 with r = q − 1 yields the following result.
Theorem 6.1. Let Assumptions 2.2, 3.1, and 3.2 hold. Further, suppose that Algorithm 1 is
executed to compute Q and that C[Q′]  γ−q. Then there exists a constant L and a sequence
{N} such that the RMSE is less than , and the expected cost for the MLMC estimator with
selective reﬁnement is
(6.2) C
[
Q̂ML{N},L
]

⎧⎪⎨⎪⎩
−2, q < 2,
−2(log −1)2, q = 2,
−q, q > 2.
Proof. For q > 1, using Lemmas 3.4 and 5.2, the result follows directly from Theorem 4.1
with r = q − 1. For q ≤ 1, we use the rate −2 from the case 1 < q < 2, since the cost cannot
be worsened by making each sample cheaper to compute.
In a standard MC method we have −2 ∼ N, where N is the number of samples, and
−q ∼ C[Q′L], where C[Q′L] is the expected computational cost for solving one realization on
the ﬁnest level without selective reﬁnement. The MLMC-SR method then has the following
cost:
(6.3) C
[
Q̂ML{N},L
]

{
N, q < 2,
C[Q′L], q > 2.
A comparison of MC, MLMC with full reﬁnement (MLMC), and MLMC with selective reﬁne-
ment (MLMC-SR) is given in Table 1. To summarize, the best possible scenario is when the
cost is −2, which is equivalent to a standard MC method, where all samples can be obtained
with cost 1. This complexity is obtained for the MLMC method when q < 1 and for the
MLMC-SR method when q < 2. For q > 2, the MC method has the same complexity as solv-
ing N problems on the ﬁnest level NC[Q′L], MLMC has the same complexity as solving N1/2
problems on the ﬁnest level N1/2C[Q′L], and the MLMC-SR method has the same complexity
as solving one problem on the ﬁnest level C[Q′L].
Table 1
Comparison of work between MC, MLMC with full reﬁnement (MLMC), and MLMC with selective reﬁne-
ment (MLMC-SR) for diﬀerent q.
Method 0 ≤ q < 1 1 < q < 2 q > 2
MC −2−q −2−q −2−q
MLMC −2 −1−q −1−q
MLMC-SR −2 −2 −q
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7. Heuristic algorithm. In this section, we present a heuristic algorithm for MLMC-SR.
Contrary to Theorem 6.1, this algorithm does not guarantee that the RMSE is O(), since in
practice we lack a priori knowledge of the constants C1 and C2 in Lemma 3.4. Instead, the
RMSE needs to be estimated. Recall the split of the MSE into a numerical and a statistical
contribution:
(7.1)
(
E
[
Q− Q̂
])2
≤ 1
2
2 and V
[
Q̂
]
≤ 1
2
2.
With Q̂ being the multilevel MC estimator Q̂ML{N},L, here we present heuristics for estimating
the numerical and the statistical error of the estimator.
For both estimates and  ≥ 1, we make use of the discrete variable Y(ω) = (Q −
Q−1)(ω). We denote the probability of Y being −1, 0, and 1 by p−1, p0, and p1, respectively.
For convenience, we drop the index  for the probabilities; however, they do depend on .
In order to estimate the numerical bias E
[
Q− Q̂ML{N},L
]
= E[Q−QL], we assume that M1
holds approximately with equality, i.e., |E[Q−Q]| ≈ C1γ. Then the numerical bias can be
overestimated, |E[Q−Q]| ≤ |E[Y]|(γ−1 − 1)−1, since
|E[Y]| = |E[Q −Q]− E[Q−1 −Q]|
≥ ||E[Q −Q]| − |E[Q−1 −Q]||
≈
∣∣∣C1γ − C1γ−1∣∣∣
= C1γ
(γ−1 − 1).
Hence, we concentrate our eﬀort on estimating |E[Y]|.
It has been observed that the accuracy of sample estimates of mean and variance of
Y might deteriorate for deep levels   1, and a continuation multilevel MC method was
proposed in [6] as a remedy for this. That idea could be applied and specialized for this
functional to obtain more accurate estimates. However, in this work we use the properties
of Y to construct a method with optimal asymptotic behavior, possibly with an increase of
computational cost by a constant.
We consider the three Bernoulli distributions [Y = 1], [Y = −1], and [Y = 0] which have
parameters p1, p−1, and p1 + p−1, respectively ([·] is the Iverson bracket notation). These
parameters can be used in estimates for both the expectation value and the variance of the
trinomially distributed Y. Considering a general Bernoulli distribution with parameter p, we
want to estimate p. For our distributions, as the level  increases, p approaches zero, which
is why we are concerned with ﬁnding stable estimates for small p. It is important that the
parameter is not underestimated, since it is used to control the numerical bias and statistical
error and could then cause premature termination. We propose an estimation method that
is easy to implement, and that will overestimate the parameter in case of accuracy problems,
rather than underestimate it, while keeping the asymptotic rates given in Lemma 3.4 for the
estimators.
The standard unbiased estimator of p is pˆ = xn−1, where x is the number of observed
successes. The proposed alternative (and biased) estimator is p˜ = (x + k)(n + k)−1 for a
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k > 0. This corresponds to a Bayesian estimate with prior beta distribution with parameters
(k + 1, 1). Observing that
(7.2)
|E[Y]| = |p1 − p−1|,
V[Y] = p1 + p−1 − (p1 − p−1)2
and considering Lemma 3.4 (assuming equality with the rates), we conclude that all three
parameters p ∝ γ (where ∝ means “asymptotically proportional to” for   1). With the
standard estimator pˆ, the relative variance can be expressed as V[pˆ](E[pˆ])−2. This quantity
should be less than 1 for an accurate estimate. We now examine its asymptotic behavior. The
parameter n is the optimal number of samples at level  (equation (4.2)) and can be expressed
as
(7.3) n ∝ γ 12 q− 12L(2+q),
where we used that  ∝ γL, C[Y] ∝ γ(1−q), and V[Y] ∝ γ. Then we have
V[pˆ]
E[pˆ]2
=
n−1p(1− p)
p2
=
1− p
np
∝ γ 2+q2 (L−).
In particular, for  = L, the relative variance is asymptotically constant, but we do not know
a priori how big this constant is. When it is large (greater than 1), the relative variance of pˆ
might be very large. An analogous analysis on p˜ yields
(7.4)
V[p˜]
E[p˜]2
=
(n+ k)−2np(1− p)
(n+ k)−2(np+ k)2
=
np(1− p)
(np+ k)2
≤ np
(np+ k)2
.
Maximizing the bound in (7.4) with respect to np gives
V[p˜]
E[p˜]2
≤ 1
4k
.
Choosing, for instance, k = 1 gives a maximum relative variance of 1/4. Choosing a larger
k gives larger bias but smaller relative variance. The bias of this estimator is signiﬁcant if
np  k; however, that is the case when we have too few samples to estimate the parameter
accurately, and then p˜ instead acts as a bound. The estimate p˜ keeps the asymptotic behavior
E[p˜] ∝ γ, since
E[p˜] =
np+ k
n+ k
∝ np+ k
n
= p+
k
n
∝ γ + γ− 12 q+ 12L(2+q) = γ(1 + γ 12 (L−)(2+q)) ≤ 2γ ∝ p,
where we used that  < L and k is constant.
Now, estimating the parameters p1, p−1, and p1 + p−1 as p˜1, p˜−1, and p˜±1, respectively,
using the estimator p˜ above (note that the sum p1 + p−1 is estimated separately from p1 and
p−1) we can bound (approximately) the expected value and variance of Y in (7.2):
(7.5) |E[Y]| ≤ max(p1, p−1) ≈ max(p˜1, p˜−1)
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and
(7.6) V[Y] ≤ p1 + p−1 ≈ p˜±1
for  ≥ 1. For  = 0, the sample size is usually large enough to use the sample mean
and variance as accurate estimates. Since the asymptotic behavior of p˜ is γ, the rates in
Lemma 3.4 still hold and Theorem 6.1 applies (however, with approximate quantities).
In practice, the optimal number of levels L and sample sizes N in Q̂
ML
{N},L are not known.
We present Algorithm 2, which is similar to the algorithm in [10], for estimating these quanti-
ties and computing the estimate. The diﬀerence between standard MLMC and MLMC-SR is
that, in the latter, the corrector estimates ŶMCN, are computed using the selective reﬁnement
algorithm. According to Lemma 3.3 and Theorem 6.1, this gives an estimate of the same ac-
curacy but to a lower cost. The termination criterion is the same as that used in the standard
MLMC algorithm [10], i.e.,
(7.7) max(γ|E[YL−1]|, |E[YL]|) < 1√
2
(γ−1 − 1),
where |E[YL−1]| and |E[YL]| are estimated using the methods presented above. A diﬀerence
from the standard MLMC algorithm is that the initial sample size for level L is NL = Nγ
−L
instead of NL = N for some N . This is what is predicted by (7.3) and is necessary to provide
accurate estimates of the expectation value and variance of Y for deep levels. Other diﬀerences
from the standard MLMC algorithm are that the selective reﬁnement algorithm (Algorithm 1)
is used to compute Q̂MCN,L, and that the estimates of expectation value and variance of Y are
computed according to the discussion above.
Algorithm 2 MLMC method using selective reﬁnement.
1: Pick critical value y, cost model parameter q, tolerance factor γ, initial number of samples
N , parameter k, and ﬁnal tolerance 
2: Set L = 0
3: loop
4: Let NL = Nγ
−L and compute ŶMCN,L using selective reﬁnement (Algorithm 1)
5: Estimate V[Q −Q−1] using (7.6)
6: Compute the optimal {N}L=0 using (4.2) and cost model (6.1)
7: Compute ŶMCN, for all levels  = 0, . . . , L using selective reﬁnement (Algorithm 1)
8: Estimate E[Q −Q−1] using (7.5)
9: Terminate if converged by checking inequality (7.7)
10: Set L = L + 1
11: end loop
12: The MLMC-SR estimator is Q̂ML{N},L =
∑L
=0 Ŷ
MC
N,
8. Numerical experiments. Two types of numerical experiments are presented in this
section. The ﬁrst experiment (in section 8.1) is performed on a simple and cheap model M
so that the asymptotic results of the computational cost, derived in Theorem 6.1, can be
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veriﬁed. The second experiment (in section 8.2) is performed on a PDE model M to show the
method’s applicability to realistic problems. In our experiments we made use of the software
FEniCS [18] and SciPy [16].
8.1. Failure probability of a normal distribution. In this ﬁrst demonstrational experi-
ment, we let the QoI X belong to the standard normal distribution, and we seek to ﬁnd the
probability of X ≤ y = 0.8. The true value of this probability is Pr(X ≤ 0.8) = Φ(0.8) ≈
0.78814, and hence we have a reliable reference solution. We deﬁne approximations Xh of X
as follows. First, we let our input data ω belong to the standard normal distribution, and let
X(ω) = ω. Then, we let Xh(ω) = ω + h(2U(ω, h)− 1 + b)/(1 + b), where b = 0.1 and U(ω, h)
is a uniformly distributed random number between 0 and 1. Since we have an error bound
|Xh − X| ≤ h, the selective reﬁnement algorithm (Algorithm 1) can be used to construct a
function X satisfying Assumption 3.2. With this setup it is very cheap to compute Xh to
any accuracy h; however, for illustrative purposes we assume a cost model C[Xh] = h−q with
q = 1, 2, and 3 to cover the three cases in Theorem 6.1.
For the three values of q, and eight logarithmically distributed values of  between 10−3
and 10−1, we performed 100 runs of Algorithm 2. All parameters used in the simulations are
presented in Table 2.
Table 2
Parameters used for the demonstrational experiment.
Parameter Value
y 0.8
q 1, 2, 3
γ 0.5
N 10
k 1
 (10−3, 10−1)
For convenience, we denote by Q̂i the MLMC-SR estimator Q̂
ML
{N},L of the failure proba-
bility from run i = 1, . . . ,M with M = 100. For each tolerance  and cost parameter q, we
estimated the RMSE of the MLMC-SR estimator by
e
[
Q̂ML{N},L
]
=
(
E
[(
Q̂ML{N},L − E[Q]
)2])1/2 ≈ ( 1
M
M∑
i=1
(
Q̂i − E[Q]
)2)1/2
.
Also, for each of the eight tolerances , we computed the run-speciﬁc estimation errors |Q̂i −
E[Q]|, i = 1, . . . ,M . In Figure 2 we present three plots of the RMSE versus , one for each
value of q. We can see that the method yields solutions with the correct accuracy.
In order to verify Theorem 6.1, we estimated the expected cost for each tolerance  and
value of q by computing the mean of the total cost over 100 runs. The cost for each realization
was computed using the cost model in (4.5). The cost for realizations diﬀers not only between
levels , but also within a level  owing to the selective reﬁnement algorithm. For each run i,
the costs of all realizations were summed to obtain the total cost for that run. We computed
a mean of the total costs for the 100 runs. A plot of the result can be found in Figure 3. As
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(b) Case q = 2.
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R
M
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(c) Case q = 3.
RMSE
|Q̂i − 0.78814]|

(d) Legend.
Figure 2. RMSE (square markers and line) plotted versus tolerance for the experiment described in section
8.1. The dashed line is the tolerance  and the dots are the individual errors for the 100 runs at each tolerance.
the tolerance  decreases, the expected cost approaches the rates given in Theorem 6.1. The
reference costs are multiplied by constants to align well with the estimated expected costs.
8.2. Single-phase flow in media with log-normal permeability. We consider Darcy’s law
on a unit square [0, 1]2 on which we have impearmeable upper and lower boundaries, high
pressure on the left boundary (Γ1), and low pressure on the right boundary (Γ2). We deﬁne
the spaces H1f (D) = {v ∈ H1(D) : v|Γ1 = f and v|Γ2 = 0}, and let n denote the unit normal
of D .
The weak form of the PDE reads as follows: ﬁnd u ∈ H11 (D) such that
(8.1) (a(ω, ·)∇u,∇v) = 0 in D
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Figure 3. Computed mean total cost (diamond, triangle, square markers and lines) plotted with theoretical
reference cost (dashed lines) for the experiment described in section 8.1. The reference costs for the three values
of q are 20−2 for q = 1, 2 log(−1)2−2 for q = 2, and 6−3 for q = 3.
for all v ∈ H10 (D), and a is a stationary log-normal distributed random ﬁeld
(8.2) a(ω, ·) = exp(κ(ω, ·))
over D , where κ(·, x) has zero mean and is normal distributed with exponential covariance;
i.e., for all x1, x2 ∈ D we have that
(8.3) E[κ(·, x1)κ(·, x2)] = σ2 exp
(−‖x1 − x2‖2
ρ
)
.
We choose σ = 1 and ρ = 0.1 in the numerical experiment.
We are interested in the boundary ﬂux on the right boundary, i.e., the functional X(ω) =∫
Γ2
n · a(ω)∇udx = (a(ω, ·)∇u,∇g), for any g ∈ H1(D), g|Γ1 = 0, and g|Γ2 = 1. The last
equality comes by a generalized Green’s identity; see [12, Chap. 1, Cor. 2.1].
To generate realizations of a(ω, ·), the circulant embedding method introduced in [7] is
employed. The mesh resolution for the input data of the realizations generated on level  in
the MLMC-SR algorithm is chosen such that the ﬁnest mesh needed on level  is not ﬁner than
the chosen mesh. For a ﬁxed realization on level  we do not know how ﬁne our data should be
because of the selective reﬁnement procedure. This means that the complexity obtained for
the MLMC-SR algorithm does not apply for the generation of data. The circulant embedding
method has log-linear complexity. A remedy for the complexity of generating realizations is
to use a truncated Karhunen–Loe`ve expansion that can easily be reﬁned. However, numerical
experiments show that we are in a regime where the time spent on generating realizations
using circulant embedding is negligible compared to the time spent in the linear solvers.
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Table 3
Parameters used for the single-phase ﬂow experiment. The parameters y, q, γ,N, k,  are used in the MLMC-
SR algorithm and ρ, σ to deﬁne the log-normal ﬁeld.
Parameter Value
y 1.5
q 2
γ 0.5
N 10
k 1
 10−1, 10−1.5, 10−2
ρ 0.1
σ 1
The PDE is discretized using a ﬁnite element method (FEM) discretization with linear
Lagrange elements. We have a family of structured nested meshes Thm, where a mesh param-
eter hm is the maximum element diameter of the given mesh. The data a(ω, ·) is deﬁned in
the grid points of the meshes. Using the circulant embedding we get an exact representation
of the stochastic ﬁeld in the grid points of the given mesh. This can be interpreted as not
making any approximation of the stochastic ﬁeld but instead making a quadrature error when
computing the bilinear form.
The functional for a discretization on mesh m is deﬁned as Xhm(ω) = (a(ω, ·)∇uhm ,∇g).
The convergence rates in energy norm for log-normal data is h1/2−δ for any δ > 0 [4]. Using
postprocessing, it can be shown that the error in the functional converges twice as fast [11],
i.e., |Xhm −Xhm(ω)| ≤ Chs−2δ for s = 1. We use a multigrid solver that has linear α = 1 (up
to log-factors) complexity. The work for one sample can then be computed as γ−q, where
γ is the numerical bias tolerance for the sample and q ≈ 2α/s = 2, which was also veriﬁed
numerically. The error is estimated using the dual solution computed on a ﬁner mesh. Since
it can be quite expensive to solve a dual problem for each realization of the data, the error in
the functional can also be computed by estimating the constant C and s either numerically
or theoretically.
We choose γ = 0.5, N = 10, and k = 1 in the MLMC-SR algorithm; see section 7 for more
information on the choices of parameters. The problem reads as follows: ﬁnd the probability
p for X ≤ y = 1.5 to the given RMSE . We compute p for  = 10−1, 10−1.5, and 10−2. All
parameters used in the simulation are presented in Table 3.
To verify the accuracy of the estimator we compute 100 simulations of the MLMC-SR
estimator for each RMSE  and present the sample standard deviation (square root of the
sample variance) of the MLMC-SR estimators in Table 4.
We see that in all three cases the sample std is smaller than the statistical contribution
/
√
2 of the RMSE . Since the exact ﬂux is unknown, the numerical contribution in the
estimator has to be approximated to be less than /
√
2 as well, which is done in the termination
criterion of the MLMC-SR algorithm, so it is not presented here. The mean number of samples
computed to the diﬀerent tolerances on each level of the MLMC-SR algorithm is computed
from 100 simulations of the MLMC-SR estimator for  = 10−2 and is shown in Table 5.
Table 5 shows that the selective reﬁnement algorithm only reﬁnes a fraction of all problems
to the highest accuracy level j = . Using an MLMC method (without selective reﬁnement)
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Table 4
The mean failure probability p and sample standard deviation (std) computed using 100 MLMC-SR esti-
mators and compared to the target std which is the statistical part of the RMSE error .
 Mean p Sample std Target std (/
√
2)
10−1 0.8834 6.472 · 10−2 7.071 · 10−2
10−1.5 0.8890 1.873 · 10−2 2.236 · 10−2
10−2 0.8933 5.557 · 10−3 7.071 · 10−3
Table 5
The distribution of realizations solved to diﬀerent tolerance levels j for the case  = 10−2. The table is
based on the mean of 100 runs.
 0 1 2 3 4
Mean N 16526.81 9045.41 4524.83 1471.63 738.63
j = 0 16526.81 4520.99 2265.23 734.21 366.90
j = 1 4524.42 1486.62 484.11 244.69
j = 2 772.98 232.33 116.77
j = 3 20.98 9.76
j = 4 0.51
the N problem would be solved to the highest accuracy level. Using the cost model γ
−q
for  = 10−2, we gain a factor ∼ 6 in computational cost for this particular problem using
MLMC-SR compared to MLMC. From Theorem 6.1 the computational cost for MLMC-SR
and MLMC increases as −2 log(−1)2 and −3, respectively.
Appendix A. Derivation of optimal level sample size. To determine the optimal sample
level size N in (4.2), we minimize the total cost, keeping the variance of the MLMC estimator
equal to 2/2, i.e.,
(A.1)
min
L∑
=0
Nc
subject to
L∑
=0
N−1 V[Y] = 
2/2,
where Y = Q −Q−1. We reformulate the problem using a Lagrangian multiplier μ for the
constraint. Deﬁne the objective function
(A.2) g(N, μ) =
L∑
=0
Nc + μ
(
L∑
=0
N−1 V[Y]− 2/2
)
.
The solution is a stationary point (N, μ) such that ∇N,μg(N, μ) = 0. Denoting by Nˆ and
μˆ the components of the gradient, we obtain
(A.3) ∇N,μg(N, μ) =
(
c − μN−2 V[Y]
)
Nˆ +
(
L∑
=0
N−1 V[Y]− 2/2
)
μˆ.
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Choosing N =
√
μV[Y]/c makes the Nˆ components zero. The μˆ component is zero when∑L
=0N
−1
 V[Y] = 
2/2. Plugging in N yields 2
−2∑L
=0
√
V[Y]c =
√
μ, and hence the
optimal sample size is
(A.4) N = 2
−2√
V[Y]/c
L∑
k=0
√
V[Yk]ck.
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