Abstract. Motivated by recent work on mixtures of classical and free probabilities, we introduce and study the notion of ǫ-noncrossing partitions. It is shown that the set of such partitions forms a lattice, which interpolates as a poset between the poset of partitions and the one of noncrossing partitions. Moreover, ǫ-cumulants are introduced and shown to characterize the notion of ǫ-independence.
Introduction
The notion of ǫ-independence was introduced by M lotkowski in [1] and developed further in the recent work [5] . This concept describes a mixture of classical and free independence; thus on one hand, its investigation allows a very general frame which should include classical and free probability at the same time. On the other hand, this twilight zone between classical and free yields also a wealth of new examples for non-commutative forms of independences and stimulate new directions for investigations. For example, the determination of the quantum symmetries behind this ǫ-independence in [4] gave not only new examples of quantum groups, but led also to the discovery of ǫ-versions of spheres. A crucial ingredient in [4] was the reformulation of ǫ-independence from [5] in terms of free cumulants. However, though this formulation gave a useful description for the calculation of mixed moments in ǫ-independent variables it was lacking a more general conceptual approach; which should rest on a general notion of ǫ-cumulants. Here we will provide this missing part of the theory. Namely, we introduce and explore the notion of ǫ-noncrossing partitions. It will be shown that they form a lattice, which interpolates as a poset between the poset of partitions and the one of noncrossing partitions. Then we will use these ǫ-noncrossing partitions to define, in the standard way, ǫ-cumulants. Our main theorem will then be that ǫ-independence is equivalent to the vanishing of mixed ǫ-cumulants. This includes as special cases the corresponding characterizations of classical independence by classical cumulants and of free independence by free cumulants. The calculation rule for mixed moments for ǫ-independent variables from [5] is then also an easy consequence of this.
The article is organized as follows. In the next section we review the notion of ǫ-independence and fix notation. The third section introduces ǫ-noncrossing partitions. The fourth section shows that they form a lattice. The fifth section proves various identities satisfied by ǫ-cumulants. The last section shows the equivalence between ǫ-independence and the vanishing of ǫ-cumulants.
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Preliminaries
In what follows K denotes a ground field of characteristic zero over which all algebraic structures are considered. The set of partitions of rns :" t1, . . . , nu is denoted P n and forms a lattice [6] . Recall that a partition Γ " Γ 1 š¨¨¨š Γ k of rns consists of a collection of (non-empty) subsets Γ i Ă rns, called blocks, which are mutually disjoint, Γ i X Γ j " H for all i ‰ j, and whose union,
The number of blocks of Γ and the number of elements in a specific block Γ i of Γ are denoted by |Γ| :" k and |Γ i |, respectively. If X is a subset of rns, we write Γ |X for the restriction of Γ to X: Γ |X " pΓ 1 X Xq š¨¨¨š pΓ k X Xq. The lattice P n has a partial order induced by refinement, i.e., Γ ď Θ if Γ is a finer partition than Θ. The partition denoted by1 n consists of a single block, i.e., |1 n | " 1. It is the maximal element in P n . The partition0 n , on the other hand, is the one with n blocks and is the minimal element in P n . For example, for n " 3 the maximal and minimal elements in P 3 are t1, 2, 3u and t1u š t2u š t3u, respectively. The other partitions of order three are: t1u š t2, 3u; t1, 2u š t3u; t1, 3u š t2u. A partition Γ is called noncrossing if and only if there are no elements i ă j ă k ă l in rns, such that ti, ku and tj, lu belong to two disjoint blocks of the partition Γ. Noncrossing partitions form a lattice denoted N C n . For n " 1, 2, 3 all partitions are noncrossing. For n " 4 the partition t1, 3u š t2, 4u is not in N C 4 .
Recall that a noncommutative probability space, pA, φq, consists of an associative K-algebra A with unit 1 A together with a unital linear functional φ : A Ñ K (so that φp1 A q " 1). For background, definitions and terminology of free probability the reader is referred to [2] .
In the following I denotes a finite or infinite index set, and for i, j P I, ǫ ij " ǫ ji P t0, 1u. For the definition of ǫ-independence the values ǫ ii on the diagonal do not play a role. They will only become important later, when we are going to define ǫ-noncrossing partitions and ǫ-cumulants. Notice that for this we will not assume that ǫ ii " 0, but instead will allow for all possible combinations of 0 and 1 for the diagonal values.
The subset I ǫ n Ă I consists by definition of n-tuples i " tip1q, . . . , ipnqu which satisfy that if ipkq " iplq for 1 ď k ă l ď n, then there exists a k ă p ă l such that ipkq ‰ ippq and ǫ ippqipkq " 0.
For any linear functional ψ : À 8 l"0 A bl Ñ K, any sequence a " pa 1 , . . . , a n q of elements of A and any partition Γ " Γ 1 š¨¨¨š Γ k P P n , we write
. . , a n q :"
where for X " tx 1 , . . . , x i u Ă rns with x i ă x i`1 for i ă n:
We now consider unital subalgebras pA i q iPI in A, and define the notion of ǫ-independence. It is assumed that these algebras share the unit 1 A with A. However, sometimes we will have to distinguish notationally between the units according to the algebra they are considered to belong to, and will then write 1 i for the unit of the subalgebra A i . Definition 1. Let pA, φq be a noncommutative probability space. The subalgebras A i Ă A, i P I, are ǫ-independent if and only if i) the algebras A i and A j commute for all i " j for which ǫ ij " 1. ii) for pip1q, . . . , ipnqq P I ǫ n and pa 1 , . . . , a n q P A ip1qˆ¨¨¨ˆAipnq , such that φpa k q " 0 for all 1 ď k ď n, it follows that φpa 1¨¨¨an q " 0.
Let us consider the set of maps from rns to I, I
rns , as a set of decorations of the integers. An element d of I rns is called simply a decoration and is represented by the sequence of values pdp1q, . . . , dpnqq. For a given d P I rns , a d-decorated partition Γ of rns is a partition Γ " Γ 1 š¨¨¨š Γ k where the elements of block Γ i inherit the d-decorations. The set of d-decorated partitions of rns is denoted by P d n . For notational clarity, we will writeΓ "Γ 1 š¨¨¨šΓ k for the underlying undecorated partition of rns. The d-decorated partitions are represented indexing the integer i by dpiq. For example, in P d 3 the d-decorated partitions are denoted: t1 dp1q , 2 dp2q , 3 dp3q u; t1 dp1q u š t2 dp2q u š t3 dp3q u; t1 dp1q u š t2 dp2q , 3 dp3q u; t1 dp1q , 2 dp2q u š t3 dp3q u; t1 dp1q , 3 dp3q u š t2 dp2q u. The n-th symmetric group, S n , is acting on decorated partitions as follows. For any d-decorated partition Γ of rns, the action of σ P S n is the usual one on the underlying partition (i.e., the one induced by the action on elements):
However, in the d-decorated case the integer σpiq is now decorated by dpiq. That is, the decoration, written σpdq, of σpΓq is given by σpdqpiq :" dpσ´1piqq. For example, under the transposition τ 2 " p2, 3q the d-decorated partitions in P d 3 in the above example are mapped to: t1 dp1q , 3 dp2q , 2 dp3q u; t1 dp1q u š t3 dp2q u š t2 dp3q u; t1 dp1q u š t3 dp2q , 2 dp3q u; t1 dp1q , 3 dp2q u š t2 dp3q u; t1 dp1q , 2 dp3q u š t3 dp2q u. Let X " tx 1 , . . . , x n u (where x i ă x i`1 ) be an arbitrary finite subset of the integers decorated by d P I X . We call standardization of d and write stpdq the decoration of rns defined by stpdqpiq :" dpx i q. Writing µ for the map µ : X Ñ rns, x i Þ Ñ µpx i q :" i, a d-decorated partition Γ of X gives rise to a stpdq-decorated partition µpΓq of rns called the standardization of Γ and written stpΓq.
ǫ-noncrossing partitions
With the aim to simplify the presentation of the material, an assertion such as "consider a decorated partition Γ" shall mean from now on and if not stated otherwise, "for
We will now define the notion of ǫ-noncrossing partitions. For this the value of ǫ on the diagonal will become important; different choices for the values on the diagonal will lead to different kinds of ǫ-cumulants for the description of the same ǫ-independence. The idea is that ǫ dpiqdpjq tells us whether we can use a i a j " a j a i , for a i P A dpiq and a j P A dpjq , in order to bring a decorated partition in a noncrossing form; however, if dpiq " dpjq then a i a j " a j a i would mean that elements in A dpiq have to commute, which we do not want to assume. By putting ǫ dpiqdpjq " 1 we will thus only enforce such a commutation between a i and a j if they belong to two different blocks in our partition.
Definition 2. Let Γ P P d n be a decorated partition such that ǫ dpiqdpi`1q " 1 and that either (a) dpiq " dpi`1q or (b) dpiq " dpi`1q and i and i`1 belong to different blocks of Γ. Then we say that the transposition τ i :" pi, i`1q is an allowed move between the d-decorated partition Γ and the σpdq-decorated partition Γ 1 :" τ i pΓq. An element σ P S n which can be written as a sequence σ " τ i k¨¨¨τ i 1 of allowed moves (i.e., τ i j is an allowed move from τ i j´1¨¨¨τ i 1 pΓq to τ i j¨¨¨τ i 1 pΓq) is called an allowed permutation of the partition Γ.
Note that excluding τ i when ǫ dpiqdpi`1q " 1, dpiq " dpi`1q and i and i`1 belong to the same block as an allowed move does not really present a restriction because in this case τ i pΓq would be the same as Γ, so such a move would not have any effect.
For example, consider the d-decorated partition Γ " t1 dp1q , 3 dp3q u š t2 dp2q , 4 dp4q u in P d 4 with ǫ dp2qdp3q " 1. The transposition τ 2 is an allowed move and maps Γ to Γ 1 " t1 dp1q , 2 dp3q u š t3 dp2q , 4 dp4q u. For ǫ dp1qdp2q " 1 the transposition τ 1 is allowed and maps Γ to Γ 1 " t2 dp1q , 3 dp3q u š t1 dp2q , 4 dp4q u. Recall that a connected subset of rns is an interval, i.e., an arbitrary subset of consecutive integers tk, k`1, . . . , k`pu Ă rns. Definition 3. A decorated partition Γ P P d n is called reducible if there exists an allowed permutation σ P S n of Γ and an index i ď k such that σpΓ i q is a connected subset of rns. We then say that pσ, iq is a reduction and that Γ can be reduced to the decorated partition n . Assume that ǫ dpiqdpjq " 1 for all i " j. Then, all d-decorated partitions are ǫ-noncrossing. Assume that ǫ dpiqdpjq " 0 for all pairs pi, jq, i " j, then a decorated partition is ǫ-noncrossing if and only if it is noncrossing. Definition 5. Let pA, φq be a noncommutative probability space. The ǫ-cumulant k ǫ is a map from the direct sum of tensor products A dp1q b¨¨¨b A dpnq to K, where d runs over I rns , defined inductively
where a " pa 1 , . . . , a n q and P d,ǫ n stands for the set of d-decorated ǫ-noncrossing partitions. For example, consider a " pa 1 , a 2 , a 3 , a 4 q in A dp1q b¨¨¨b A dp4q with ǫ dpiqdpjq " 0 for all pairs pi, jq, i " j, except ǫ dp2qdp3q " 1. Then
Remark 1. Assume that all a 1 , . . . , a n P A i are from the same subalgebra. Then our decoration is given by d " pi, i, . . . , iq and the relevant set of ǫ-noncrossing partitions P
n are exactly the noncrossing partitions and the defining equation for ǫ-cumulants reduces to the free momentcumulant relation; hence in this case the ǫ-cumulants are the same as free cumulants. For arguments from different subalgebras the situation gets of course more complicated; the ǫ-cumulants will then depend also on the non-diagonal values of the ǫ ij and are in general neither classical nor free cumulants.
The lattice of ǫ-noncrossing partitions
Let us show first that ǫ-noncrossing partitions are stable by taking subpartitions. The property may be clear intuitively, we simply indicate its proof.
Lemma 2. Let Γ be a d-decorated ǫ-noncrossing partition and i ď n. Consider the induced decorated partition of rns´tiu and write Γ 1 for its standardization, with decoration d 1 induced by the standardization of the restriction of d to rns´tiu. Then, Γ 1 is a d 1 -decorated ǫ-noncrossing partition.
Proof. Indeed, let τ j be an allowed move for the decorated partition Γ. It maps the pair pΓ, tiuq to pτ j pΓq, tiuq if j ă i´1 or j ą i; to pτ j pΓq, ti´1uq if j " i´1; and to pτ j pΓq, ti`1uq if j " i. It induces on Γ 1 :
‚ the allowed move τ j if j ă i´1, ‚ the identity map if j " i´1 or i, ‚ the allowed move τ j´1 if j ą i.
By this process, an allowed permutation (respectively reduction, respectively trivialization) of Γ induces an allowed permutation (respectively reduction, respectively trivialization) of Γ 1 (the permutation maps Γ 1 " stpΓ |rns´tiu q to stpσpΓq |rns´tσpiqu q). The lemma follows.
Corollary 3. Using the same notation as in the foregoing lemma, for an arbitrary subset X Ă rns, the standardization Γ X of the restriction of Γ to X is an ǫ-noncrossing partition.
For later use, if β is an allowed permutation of Γ, then we write β X for the induced allowed permutation of Γ X . Analogously, for a reduction pσ, iq (respectively trivialization σ) of Γ, the induced reduction (trivialization) is denoted pσ X , iq (respectively σ X ). Notice that the induced reduction can be trivial, i.e., simplify to the identity map, if Γ i Ă rns´X.
Let us consider now a decoration d and the set P n is a lattice. For notational simplicity, we will omit taking standardizations in the proof, when considering subpartitions.
š¨¨¨š Γ 1 l be two ǫ-noncrossing partitions -with respect to the same decoration d -and pσ, iq be a reduction of Γ, and β be a trivialization of Γ 1 . The meet of Γ and
The allowed permutation σ of Γ is also an allowed permutation of Γ^Γ 1 (indeed, an allowed move τ i for Γ is such that ǫ dpiqdpi`1q " 1 and either dpiq " dpi`1q or dpiq " dpi`1q and i, i`1 belong to two different blocks of Γ. These properties are inherited by Γ^Γ 1 ). The permutation σ maps Γ^Γ 1 to the decorated partition with underlying partition
where
Since pσ, iq is a reduction for Γ, σpΓ i q is an interval, i.e., a connected subset of rns. We finally get that β Γ i˝σ´1 σpΓ i q is a trivialization of the partition σpΓ i X Γ 
Values of ǫ-cumulants.
Recall that, by definition of ǫ-cumulants, and due to our conventions for units, we have k ǫ p1 j q " k ǫ p1 A q " φp1 A q " 1.
Lemma 5. Consider a " pa 1 , . . . , a n q, a j P A i j . Then, for n ą 1, k ǫ pa 1 , . . . , a n q " 0 if one of the a j is 1 i j .
Proof. The proof runs by induction on n. For n " 2, we have k ǫ pa 1 , 1 i 2 q`k ǫ pa 1 q " k ǫ pa 1 , 1 i 2 qk ǫ pa 1 qk ǫ p1 i 2 q " φpa 1 1 i 2 q " φpa 1 q " k ǫ pa 1 q, and therefore k ǫ pa 1 , 1 i 2 q " 0. Similarly, k ǫ p1 i 1 , a 2 q " 0.
In general, assuming that the property holds up to order n, we have, for an arbitrary p P I, φpa 1¨¨¨ai 1 p a i`1¨¨¨an q " φpa 1¨¨¨an q. The term on the righthand side can be expanded as a sum of cumulants k Γ ǫ paq, where Γ runs over ǫ-noncrossing partitions associated to the decoration pdp1q, . . . , dpnqq " pi 1 , . . . , i n q. The term on the lefthand side can be expanded as a sum of cumulants k Γ ǫ paq, where Γ runs over ǫ-noncrossing partitions associated to the decoration pdp1q, . . . , dpiq, p, dpi`1q, . . . , dpnqq. These partitions split into three groups:
‚ The maximal partition1 n`1 " rn`1s, corresponding to the cumulant k ǫ pa 1 b¨¨¨b a i b 1 p b a i`1 b¨¨¨b a n q " k ǫ pa 1 , . . . , 1 p , . . . a n q. ‚ Partitions Γ "1 n`1 where i `1 (the index of 1 p in the sequence pa 1 , . . . , a i , 1 p , a i`1 , . . . , a n q)
is contained in a block with at least two elements. By the induction hypothesis, the corresponding cumulants k Γ ǫ pa 1 , . . . , a i , 1 p , a i`1 , . . . , a n q are equal to zero. ‚ Partitions Γ where ti`1u is a singleton block. Those partitons are in bijection with the ǫ-noncrossing partitions associated to the decoration pdp1q, . . . , dpnqq, and we have that k
. . , a n q.
The statement of the lemma follows.
Consider now the following problem: let a " pa 1 , . . . , a n q P A i 1ˆ¨¨¨ˆA in with associated decoration mapdpjq " i j . Choose a sequence of integers 1 ď p 1 ă¨¨¨ă p m´1 ă n such that i 1 "¨¨¨" i p 1 , . . . , i p m´1`1 "¨¨¨" i n . Define now b " pb 1 , . . . , b m q by b j :" a i p j´1`1¨¨¨a ip j , so that b j P A ip j (with p 0 :" 0, p m :" n). We want to express the cumulant k ǫ pb 1 , . . . , b m q in terms of cumulants k Γ ǫ paq. Let s be the surjection from rns to rms defined by: sp1q "¨¨¨" spp 1 q :" 1, . . . , spp m´1`1 q "¨¨" spnq :" m.
Lemma 6. Let Γ " Γ 1 š¨¨¨š Γ k be a d-decorated ǫ-noncrossing partition of rms. DefineΓ as the decorated partition of rns obtained as the inverse image of Γ under the surjection s, with decoratioñ d, wheredpiq :" d˝spiq. Then,Γ is an ǫ-noncrossing partition.
Proof. Indeed, let τ i be an allowed move for Γ. Then, since ǫ dpiqdpi`1q " 1, we have ǫd paqdpbq " 1 for any a in s´1ptiuq, b in s´1pti`1uq. When furthermore dpiq " dpi`1q, i and i`1 belong to different blocks of Γ and the same property holds for a, b andΓ. It follows that the permutationτ i in S n switching tp i´1`1 , . . . , p i u and tp i`1 , . . . , p i`1 u is an allowed permutation ofΓ. Therefore, an allowed permutation, respectively a trivialization of Γ induces an allowed permutation, respectively a trivialization ofΓ. The Lemma follows. Proof. In view of Lemma 6, the Lemma follows if we prove that alld-decorated ǫ-noncrossing partitions Φ of rns with Φ ě0 m are of the formΓ. However, since Φ ě0 m , Φ " s´1pΓq for a certain d-decorated partition Γ of rms. Let us show that Γ is ǫ-noncrossing.
Let, for that purpose, σ be a trivialization of Φ. Set X :" t1, p 1`1 , . . . , p m´1`1 u. Then X is in bijection with rms and Φ X " Γ as a d-decorated partition. The Lemma follows since σ X is a trivialization of Φ X .
Corollary
Then, the following statements are equivalent:
The Corollary follows from [3, Thm. 3.4] . Applying these results to the functions f m pΓq :" φ Γ pbq on P d,ǫ m , respectively f n pΓq :" φ Γ paq on Pd ,ǫ n (hence the g's are the ǫ-cumulants) and noticing that f m pΓq " φ Γ pbq " φΓpaq " f n pΓq, we get the next result.
Theorem 9. With the above notations, let Γ be a d-decorated partition, then the following equation holds: k
For further use, we will say that Φ with Φ _0 m "Γ couples two blocks of0 m if and only if they are subsets of the same block ofΓ.
Vanishing of cumulants and independence
This section is dedicated to the proof of the main theorem, which states that ǫ-independence is equivalent to the vanishing of mixed cumulants.
Theorem 10. Let pA, φq be a noncommutative probability space, I a set of indices, ǫ ij " ǫ ji P t0, 1u, and pA i q iPI unital subalgebras with the same unit as A; and such that algebras A i and A j , for i " j, commute whenever ǫ ij " 1. Then, the following statements are equivalent:
‚ (ii) For all n ě 2 and a j P A i j we have k ǫ pa 1 , . . . , a n q " 0, whenever there exist 1 ď l ă k ď n with i l " i k .
Let us point out again that statement piq does not depend on the choice of the ǫ ii , whereas statement piiq uses this information, as for different choices of the diagonal values we have different versions of the k ǫ .
We first show two technical lemmas.
Lemma 11. Let Γ be a decorated partition and pa 1 , . . . , a n q P A dp1qˆ¨¨¨ˆAdpnq . Then, if τ i is an allowed move for Γ and Γ 1 " τ i pΓq,
. . , a n q " φ Γ 1 pa 1 , . . . , a i`1 , a i , . . . , a n q and k Γ ǫ pa 1 , . . . , a n q " k
. . , a n q. Proof. When i and i`1 belong to different blocks, the identities follow at once from the definitions. When this is not the case, dpiq " dpi`1q and we have the commutativity relation a i a i`1 " a i`1 a i . Under this assumption, the first identity follows then from the properties of φ. The second follows by induction from the identity φpa 1¨¨¨an q " φpa 1¨¨¨ai`1 a i¨¨¨an q together with the identity relating φ and k ǫ (using the induction hypothesis stating that k ǫ pa 1 , . . . , a n q equals k ǫ pa 1 , . . . , a i`1 , a i , . . . , a n q, and noticing that it implies that k
. . , a m q for all decorated partitions Γ whose blocks contain at most n elements).
The following lemma follows from the definitions.
Lemma 12. Assume that d " pi 1 , . . . , i n q P I ǫ n , then for any d-decorated partition Γ and allowed move τ k for Γ we also have that pi 1 , . . . , i k`1 , i k , . . . , i n q is in I ǫ n . As a consequence, I ǫ n is stable under the action of allowed permutations.
Remark 13. Note that allowed permutations do not form a group due to the fact that whether a permutation is allowed or not depends on the decorated partition under consideration. Decorations in I ǫ n and allowed permutations do form a groupoïd, and "stability" has to be understood in that sense, that is, an allowed permutation with respect to a given d-decorated partition with d P I ǫ n maps this decoration to another element of I ǫ n . Proof of Thm. 10. Let us prove Theorem 10 by showing first that (i) implies (ii) using induction. By Lemma 4, we can always assume that the a i are centered (φpa i q " 0). For n " 2 and i 1 " i 2 , we have, due to ǫ-independence,
Let us assume that the property holds till rank n´1 ě 2.
Step 1. Let us assume first that d " pi 1 , . . . , i n q P I ǫ n . From ǫ-independence we have 0 " φpa 1¨¨¨an q " k ǫ pa 1 , . . . , a n q`ÿ n , which will imply the property. Since an ǫ-noncrossing partition Γ can be transformed into an ǫ-noncrossing partition Γ 1 containing a block Γ 1 i , which is an interval, by an allowed permutation, Lemma 11 and Lemma 12 above imply that we can always assume, up to an allowed permutation of the a i , that Γ has this property. This interval is therefore either a singleton or, by the assumption d " pi 1 , . . . , i n q P I ǫ n , it contains at least two elements with different decorations. The vanishing of k Γ ǫ paq follows then from the induction hypothesis.
Step 2. Assume that there exist distinct k, l with i k " i l . We have to show that k ǫ pa 1 , . . . , a n q " 0. Lemmas 11 and 12 imply that we do not change the problem if we let an allowed permutation reorder the a i . In particular, we can permute the a i in such a way that a 1 , . . . , a p 1 belong to the same algebra A ip 1 , a p 1`1 , . . . , a p 2 belong to the same algebra A ip 2 , and so on, until a p m´1`1 , . . . , a n belong to the same algebra A in , so that we also have pi p 1 , . . . , i n q P I ǫ m . Note that m ě 2 because of our assumption i k " i l . We set b 1 :" a 1¨¨¨ap 1 , b 2 :" a p 1`1¨¨¨a p 2 , and so on, until b m :" a p m´1`1¨¨¨a n . Then, by Theorem 9, we have k ǫ pb 1 , . . . , b m q " ÿ ΦPPd ,ǫ n Φ_0m"rns k Φ ǫ pa 1 , . . . , a n q.
Since pi p 1 , . . . , i n q P I ǫ m we have k ǫ pb 1 , . . . , b m q " 0 according to Step 1. Furthermore, for Φ " rns, the term k Φ ǫ pa 1 , . . . , a n q is a product of cumulants of lengths strictly smaller than n. Thus our induction hypothesis applies to them and we see that k Φ ǫ pa 1 , . . . , a n q can be different from zero only if each block of Φ contains only elements from the same subalgebra. However, we are only looking at Φ with the additional property that Φ _0 m " rns, which means that Φ has to couple all blocks of0 m . This is possible only if a block of Φ contains two elements in different algebras, hence a contradiction if we had k Φ ǫ pa 1 , . . . , a n q " 0. Thus there is no non-vanishing contribution in the above sum from the non trivial partitions in the right hand side and we get k ǫ pa 1 , . . . , a n q " 0.
The direction (ii) implies (i) is simpler: Consider a j P A i j , j " 1, . . . , n with pi 1 , . . . , i n q P I ǫ n and φpa j q " 0, for j " 1, . . . , n. Then we have to show that φpa 1¨¨¨an q " 0. However, we have φpa 1¨¨¨an q " ř Γ k Γ ǫ pa 1 , . . . , a n q where Γ runs over all ǫ-noncrossing partitions associated to the decoration pi 1 , . . . , i n q. By Lemmas 11 and 12, to show that k Γ ǫ pa 1 , . . . , a n q " 0 we can always assume that Γ contains a block which is an interval. Making this assumption, each product k Γ ǫ pa 1 , . . . , a n q " ś k i"1 k ǫ pa Γ i q contains at least one factor of the form k ǫ pa l , a l`1 , . . . , a l`p q which vanishes, for p ą 0, because of our assumption on the vanishing of mixed cumulants and, for p " 0, by the assumption that φpa l q " 0.
By taking also into account our Remark 1, the vanishing of mixed cumulants allows us to recover directly the main result from [5] . Note that we have here actually the more general version of this as alluded to in Remark 5.4 of [5] .
For d P I rns we write ker d for the partition š iPI d´1ptiuq (i.e. the one whose blocks are the subsets of rns of elements with the same decoration). Notice that for a d-decorated partition Γ, Γ ď ker d means precisely that elements in an arbitrary block of Γ belong to the same subalgebra.
