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1 はじめに
非線形回帰モデルは, 複雑な非線形構造を内包する現象のモデル化に有用な手法として用いられる. 特に,
基底展開法による非線形回帰モデルは, 様々な現象のモデル化に有用な非線形解析手法である. 基底展開法に
おいて, 基底関数の個数の決定は重要な問題である. 従来, 最尤法により推定を行い, AIC (Akaike, 1973)や
BIC (Schwarz, 1978) などの情報量規準やベイズアプローチにより評価 選択を行ってきたが, 基底関数の個
数が多数になる場合は計算コストが膨大になり実行が難しく, さらに推定が不安定となる. その不安定性を改
善する方法として, 正則化法により推定を行う, 特に, L1 正則化項を用いた推定を行うことで, 推定と基底関
数選択を同時に行う方法を考える. 本発表では, 基底展開法による非線形回帰モデリングやその推定方法につ
いて述べ, 予測に有効なモデル構築のための変数選択方法として, L1 正則化法の一つである SCAD (Fan and
Li, 2001)について述べる. また, 正則化パラメーターの選択の基準として SCAD正則化法に対する一般化情
報量規準 GIC (Konishi and Kitagawa, 1996)を提案し, 今後の課題について検討する．
2 基底展開法による非線形回帰モデル
複雑な非線形構造のみられるデータに対しては, 特定の関数で現象の構造を捉えることは難しい. そこで, よ
り柔軟なスプラインや B-スプライン, 動径基底関数などによるモデルが有効である.
いま, 観測されたデータ f(xi; yi); i = 1; 2;    ; ng に対して, 基底関数に基づく回帰モデルは, 基底関数
fb1(x1);    ; bm(xm)gを用いて
yi = w0 +
mX
j=1
wjbj(xi) + i; i = 1; 2;    ; n (2.1)
と表せる. また, 行列とベクトルを用いて
y = Bw + 
と表せる. ただし, y は, n 次元観測値ベクトル y = (y1; y2;    ; yn)T , B は基底関数からなる n  m
基底関数行列, w は, m 次元パラメーターベクトル w = (w1; w2;    ; wm)T ,  は n 次元誤差ベクトル
 = (1; 2;    ; n)T とし, i は互いに無相関かつ, 平均 0, 分散 2 の分布に従うものとする. ここで, 切片
については, データの中心化により独立して推定できる.
3 正則化最尤法
回帰モデルに含まれる未知パラメーターを推定する方法として, 最小 2乗法や最尤法がある. 多くの基底関
数により構成された非線形モデルでは, 推定の不安定性を避けるため, 対数尤度関数に正則化項 P (w)を付与
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した次の正則化対数尤度関数の最大化によって推定する.
`p() =
nX
i=1
log f(yijxi;w; 2)  P (w)
=  n
2
log (22)  1
22
(y  Bw)T (y  Bw)  P (w) (3.1)
ここで, 式 (2.1)に対して, 誤差 が   N(0; 2In)となるガウス型非線形回帰モデルを想定した. 推定値 ^
は, この正則化対数尤度関数を最大とする  として与えられる.
4 SCAD (Smoothly Clipped Absolute Derivation)
Fan and Li (2001)は, lasso (Tibshirani, 1996)が変数選択における一致性を持たないことを指摘し, それ
を改善した正則化項として SCAD (Smoothly Clipped Absolute Derivation)を提案した.
4.1 SCAD正則化項の定義
SCAD正則化項 q(jwj)は
q(jwj) =
8>>>>>>><>>>>>>>:
jwj if jwj  
  (jwj
2   2ajwj+ 2)
2(a  1) if  < jwj  a
(a+ 1)2
2
if jwj > a
(4.1)
で定義される. ただし a; はチューニングパラメーターであり, a > 2;  > 0である.
図 1 SCAD-Penalty ( = 2:0; a = 3:7)
図 2 SCAD-Penalty の Thresoulding rule. ( =
2:0; a = 3:7)
SCAD 正則化項は, L1 型正則化項であるから, 変数選択と推定を同時に行える. Lasso も同様の性質を持
つが, 絶対値の大きな真のパラメーターに対して不必要なバイアスを生じさせるという問題点がある. 一方,
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SCADはこのような場合に対して, 不偏性を持つという特徴がある. また, lassoは変数選択における一致性を
持たないため, 真に 0であるパラメーターを 0と推定できない可能性があるのに対して, SCADは変数選択に
おける一致性を持つ.
4.2 SCAD正則化法による推定
SCAD正則化項は lasso同様, 原点で特異であるため, 解析的に解を求めることができない. そこで Fan and
Li (2001) では, LQA (局所 2 次近似) により罰則関数を近似することで, Newton-Raphson 法を適用可能と
し, 解を得る手法を提案した.
ここで, Newton-Raphson法による反復式は
w(k+1) = w(k)  

r2`(w(k)) + nD(w(k))
 1
r`(w(k)) + nD(w(k))w(k)

(4.2)
となる. ただし,
r = @
@w
; r2 = @
2
@w@wT
; D(w(k)) = diag

q0(jw(k)1 j)=jw(k)1 j; : : : ; q0(jw(k)m j)=jw(k)m j

(4.3)
である.
5 SCAD正則化非線形モデルに対する一般化情報量規準 GICSCAD
AICや BICは正則化最尤法には適用できない. そこで, 最尤法をはじめとし, ロバスト推定やベイズ推定,
そして正則化法など, 様々な推定法に適用することのできる, 一般化情報量規準 GIC (Konishi and Kitagawa,
1996)を用いた評価 選択を提案する.
正則化最尤法で推定した基底展開法に基づく非線形モデルに対する一般化情報量規準 GICは
GIC = n(log 2 + 1) + n log ^2 + 2trfR(P ; G^) 1Q(P ; G^)g (5.1)
で与えられる. ただし, R(P ; G^); Q(P ; G^)は
R(P ; G^) =  
1
n
nX
i=1
@P (yi;)
T
@

=^P
(5.2)
Q(P ; G^) =
1
n
nX
i=1
P (x; ^)
@ log f(yijxi;)
@T

=^P
(5.3)
である. ただし, P は式 (3.1) の  = (w; 2)T に関する 1次導関数である. 正則化パラメーター を変化さ
せ, GICの値を最小とするモデルを最適なモデルとして選択する.
ここで, SCAD正則化項が原点を除いて微分可能であるため, SCAD正則化法により推定した基底展開法に
よる非線形モデルに対する GICSCAD を導出するために必要な行列 R; Qは
R(P ; G^) =  
1
n
nX
i=1
@P (yi;)
T
@

=^
SCAD
=
1
n
264
1
2
BTB + nDm
1
^4
BTC1n
1
^4
1TnCB
n
2^4
375
3
Q(P ; G^) =
1
n
nX
i=1
P (x; ^)
@ log f(yijxi;)
@T

=^
SCAD
=
1
n
264 1^4BTC2B   1^2 q0(jw^j)1TnCB 12^6BTC31n   12^4BTC1n1
2^6
1TnC
3B   1
2^4
1TnCB
1
4^8
1TnC
41n   n
4^4
375
となる. ただし
Dm =
@2
@w@wT
mX
j=1
q(jwj j) = diagfq00(jw1j);    ; q00(jwmj)g
q0(jwj) = (q0(jw1j);    ; q0(jwmj))T
とする. これにより GICSCAD を求め, 正則化パラメーターの評価 選択を行う.
6 今後の課題
本稿では, 正則化法により推定した基底展開法による非線形回帰モデルについて述べ, 正則化項として
SCAD正則化項を利用することで, 推定と基底関数の選択を同時に行う方法を述べた. また, SCAD正則化法
による非線形モデリングや正則化パラメーターの選択基準として, GICSCAD について理論的に述べたが, 有効
に機能するかどうかを数値実験を通し検証する必要がある. さらに, 実データへの応用や他の評価基準との比
較検証なども課題として挙げられる.
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