Abstract. This paper study the nature of the Laplacian on a noncompact complete Riemannian manifold with ends each of which has different limits of radial curvature at infinity. We shall prove the limiting absorption principle on those manifolds, from which the absolute continuity of the Laplacian follows. Note that our method is a classical one, that is, the integration by parts arguments.
Introduction
The Laplace-Beltrami operator ∆ on a noncompact complete Riemannian manifold (M, g) is essentially self-adjoit on C ∞ 0 (M ) and its self-adjoit extension to L 2 (M ) has been studied by several authors from various points of view. The purpose of this paper is to prove the limiting absorption principle and absolute continuity of the Laplacian on a Riemannian manifold having ends with various radial curvatures. Manifolds with various types of ends has been considered mainly on hyperbolic or asymptotically hyperbolic cases and sectional curvatures on their ends converge to a common constant at infinity (see Mazzeo-Melrose [21] , Mazzeo [20] , Perry [24] , Bouclet [3] and so on). In this paper, we shall treat a manifold having ends with various radial curvatures from more geometric points of view, that is, from the viewpoint of shape operators of the level hypersurfaces of a distance function. It is important to clarify the structure of the spectrum of the Laplacian because it determines the asymptotic behavior of the solution of the wave equation or timedependent Schrödinger equation as time tends to plus or minus infinity. To take a notable fact due to Ruelle [28] (see also [1] ), if u is a vector of the absolutely continuous subspace, then the wave function e i∆t u decays locally as t → ±∞; that is, the states in the (absolutely) continuous subspace correspond to the scattering states. On the other hand, if u is an element of the pure point subspace, the wave function e −i∆t u remains localized for all time t ∈ R; that is, the states in the pure point subspace correspond to the bound states.
We shall introduce some terminology and notations to state our results. Let (M, g) be an n-dimensional noncompact complete connected Riemannian manifold and V an open subset of M . In general, we shall say that M − V is an end with radial coordinates if and only if V has a compact connected C ∞ -boundary ∂V such that the outward normal exponential map exp Let r : M − U → R denote the distance function to U . We shall say that a plane π ⊂ T x M (x ∈ M − U ) is radial if π contains ∇r, and, by the radial curvature, we mean the restriction of the sectional curvature to all the radial planes. It will be convenient to denote by K rad. the radial curvature. For convenience, we shall say that an end E satisfies the condition "SFF we shall also say that an end E satisfies the condition "SFF(−k, δ)" if there exist constants k > 0 and δ ∈ (0, 1) such that
("SFF" stands for "second fundamental form"). Note that Hessian ∇dr of the distance function r is the second fundamental forms of each level hypersurface of the function r and that ∇dr expresses the growth of the metrics on level hypersurfaces. We assume that there exists a sequence of real numbers
and positive real numbers a 1 , a 2 , · · · , a m0
such that E j satisfies SFF a j r , δ j (1 ≤ j ≤ m 0 ); (3) E j satisfies SFF(−k j , δ j ) (m 0 + 1 ≤ j ≤ m), (4) where 0 ≤ m 0 ≤ m is an integer. If m 0 = 0, we mean that every end satisfies (2) with some positive constants k and δ and that there is no end satisfying (1) with any positive constants a and δ, and hence, {a 1 , a 2 , · · · , a m0 } = ∅.
It may be interesting to reconsider our condition (2) from the viewpoints of curvatures; note that the condition (2) is satisfied if the following (2 ′ ) holds:
where δ ′ is a constant satisfying 0 < δ ′ < δ. This fact is proved by the comparison theorem in Riemannian geometry. As for the condition (1) , if ∇dr = a r (g − dr ⊗ dr) holds on E, the radial curvature K rad. is a(1 − a)/r 2 ; in particular, if a ∈ (0, 1), K rad. > 0; if a = 1, K rad. ≡ 0; if a > 1, K rad. < 0.
In order to state our theorems, we need to introduce some more notations. Let v g be the Riemannian measure of (M, g). For any real number s, let L 2 s (M, v g ) denote the Hilbert space of all complex-valued measurable functions f such that |(1 + r) s f | is square integrable on M ; its inner product and norm will be denoted as follows: ,vg) . We denote by R(z) the resolvent (−∆ − z) −1 of −∆ for z ∈ ρ(−∆), where ρ(−∆) stands for the resolvent set of −∆. For real numbers t and t ′ , we also denote by B(t, t ′ ) the space of all bounded operators T on L
is a Banach space with the operator norm * B(t,t ′ ) . We set
and denote
Now let us state our main results. 
and positive real numbers
such that conditions (3) and (4) hold. Furthermore, for the first end E 1 , assume that
where b 1 (t) is a positive-valued function of t ∈ [0, ∞) satisfying lim t→∞ b 1 (t) = 0. Let s and s ′ be real numbers satisfying
where a min = min{a 1 , · · · , a m0 }. Then, in the Banach space B(
λ ∈ I (double sign in same order).
Moreover, this convergence is uniform on any compact subset of I, and hence, R(z) is continuous on Π + and Π − with respect to the operator norm * B(
Note that the condition (6) above is satisfied, when the condition (2 ′ ) holds on the end E 1 .
In order to state the next theorem, let us recall some terminology from spectral theory: let H be a self-adjoint operator on a Hilbert space X and E(Λ) (Λ ∈ B) denote the spectral measure of H on the Hilbert space X, where B stands for the set of all Borel sets of the real line R. ('Spectral measure' is also called 'spectral decomposition' or 'spectral projection'). Any u ∈ X defines the measure m u (Λ) = (E(Λ)u, u) X (Λ ∈ B) on R, whose nature classifies vectors in X as follows: set X pp = the closure of the linear hull of eigenvectors of H, X c = {u ∈ X | m u ({a}) = 0 for any a ∈ R} ; X pp and X c are closed sunspace of X, are orthogonal complement to each other, and reduce H; X pp and X c are called the pure point subspace of H and the continuous subspace of H, respectively. Let | * | denote the Lebesgue measure on the real line R. The continuous subspace X c is further decomposed as follows: set X ac = u ∈ X | m u is absolutely continuous with respect to | * | , X sc = u ∈ X | m u is singular continuous with respect to | * | ; X ac and X sc are closed subspace of X c , are orthogonal complement to each other, and reduce H; X c = X ac ⊕ X sc ; X ac and X sc are called the absolutely continuous subspace of H and the singular continuous subspace of H, respectively. Thus, X is decomposed into the direct sum of three closed subspaces:
where X pp , X ac , and X sc are orthogonal to each other and reduce H; hence, corresponding to the decomposition ( * ), H decomposes into the direct sum of three self-adjoint operators:
If H = H ac , that is, if X = X ac , H is said to be absolutely continuous. Also, if H = H sc , that is, if X = X sc , H is said to be singular continuous. Moreover, if H| E(J)X is absolutely continuous for an open interval J of R, H is said to be absolutely continuous on J. (For the facts mentioned above, see, for example, [14] Chapter 10, or [26] VII.2 ). 2 , ∞ and −∆ is absolutely continuous on (c 1 )
2 , ∞ , where σ ess (−∆) stands for the essential spectrum of −∆. In particular, −∆ has no singular continuous spectrum. Corollary 1.1. Let (M, g) be an n-dimensional Riemannian manifold as in Theorem 1.1. If M has at least one end satisfying (3) and (5), then −∆ is absolutely continuous on (0, ∞) and 0 is not the eigenvalue of −∆. Corollary 1.1 means that incoming particles will encounter no effective geometric obstacle and will ultimately recede to infinity. Corollary 1.2. Let (M, g) be an n-dimensional Riemannian manifold as in Theorem 1.1 and E −∆ (Λ) (Λ ∈ B) denote the spectral measure of −∆ on the Hilbert space L 2 (M, v g ). Let j ∈ {2, · · · , m} be an integer satisfying c 1 < c j and set
Corollary 1.2 means that ends into which a particle expressed as a wave function e it∆ u will recede as t → ±∞ are not 'high energy' ends
2 , (c j ) 2 . Now, let us recall some earlier works and compare them to ours. Xavier proved the following: Theorem 1.3 (Xavier [29] ). Let (M, g) be an Hadamard manifold and r the distance function to some fixed point of M . Assume that the function f = (r 2 + 1)
satisfies the following condition (i) and (ii):
where C 1 and C 2 are positive constants. Then, −∆ is absolutely continuous on (α, ∞), where 4α = 6C 1 + C 2 .
Although the conditions of Theorem 1.3 do not require M to be asymptotically close to a given model, the nature of Theorem 1.3 seems to be more analytic than geometric, because the term ∆ 2 f in the condition (ii) above contains the derivatives of the curvature. Our theorem seems to be more geometric than Xavier's in that we does not require any estimates of derivatives of the curvature.
As for ends satisfying (2) and (6), note that our decay order is fairly sharp: indeed, we have an example (see [17] ) of a rotationally symmetric manifold whose radial curvature K rad. converges to −1 at infinity with its decay order K + 1 = O(r −1 ) and it has an eigenvalue ((n−1) 2 /4)+1 embedded in the essential spectrum [(n − 1) 2 /4, ∞). Besides, Donnelly [5] proved the following theorem by using the Mourre theory: Theorem 1.4 (Donnelly [5] ). Let (M, g) be a complete Riemannian manifold and admit a proper C 2 -exhaustion function b satisfying the following:
for some positive constants c 1 and c 2 ;
where c and ε are positive constants and r denotes the distance function to a fixed point of M . Then −∆ is absolutely continuous on (0, ∞).
Our conditions (3) and (5) seem to be more geometric than the condition (iv) in Theorem 1.4. Although we assume that the outward exponential map induces a diffeomorphism, our manifolds seems to be general in that our ends are not necessarily hyperbolic and not necessarily conformally compact.
In addition, in view of Pearson [25] , note that we can construct a rotationally symmetric manifold with singular continuous spectrum and its radial curvature K rad. tends to nonpositive constant at infinity.
In this paper, we adopt a classical method, that is, integration by parts arguments among various methods for the proof of the limiting absorption principle. The author has a feeling that this method is more suitable than the rest in the setting of Riemannian manifolds. For classical methods in the analysis of the Schrödinger equation on Euclidean space, see, Eidus [6] [7] , Ikebe and Saito [13] , and Mochizuki and Uchiyama [23] and so on.
The Mourre theory ( [22] , [2] ) is a powerful pool for studying the essential spectrum of the Schrödinger equation on the Euclidean space and its nature is quite abstract. Note that Froese and Hislop [9] studied spectral properties of secondorder elliptic operators on noncompact manifolds by using the Mourre theory from analytic points of view; Golénia and Moroianu [11] proved the limiting absorption principle under a bounded condition on the second derivative of the metric on conformally cusp manifolds also by modifying the Mourre theory. See also Donnelly [4] , Froese-Hislop-Perry [10] , and Guillopé [12] . For the time-dependent method for the Schrödinger operators on Euclidian space, see Enss [8] .
Unitarily equivalent operator L and radiation condition
In this section, we shall define the unitarily equivalent operator L and introduce the radiation condition for our manifolds. We also cite two theorems from author's previous papers which are essential for the uniqueness of the solution to the equation (12) (see Lemma 6.2) .
First, we shall list the notation used in the sequel. For 0 ≤ s < t and 0 < R, we set
v g = the Riemannian measure of (M, g); C = the set of complex numbers; Re z = the real part of z ∈ C;
Im z = the imaginary part of z ∈ C.
Also, let us set
and take a real-valued C ∞ function w on M satisfying
We shall introduce a new measure µ on M and the operator L as follows:
Then, a direct computation shows that
} is an nonnegative self-adjoint operator on the Hilbert space L 2 (M, µ). We note that our assumptions (3) and (4) (see also (1) and (2)) imply that ∆r → 2c j as r → ∞ on E j , and hence,
In particular, V is bounded on M .
We denote the induced measures from the Riemannian measure v g on each level hypersurface S(t) (t ≥ 0) simply by A and set
For Ω ⊂ M and a real number s, let L 2 s (Ω, µ) denote the Hilbert space of all complex-valued measurable functions f such that |(1 + r) s f | is square integrable over Ω; the inner product and norm of L 2 (Ω, µ) will be denoted as follows:
(Ω) be the class of all functions such that all generalized derivatives up to second order are square integrable over K for any compact subset K ⊂ Ω. Now, we shall consider the equation
is the resolvent set of −L. In order to extend this uniqueness theorem for z ∈ σ c (−L), we have to consider the operator −L in a wider class and introduce the boundary condition at infinity for our manifolds, where σ c (−L) stands for the continuous spectrum of −L.
Let I be a union of open intervals such that
and set
Let K + and K − be any compact subsets in Π + and Π − , respectively. We choose smooth functions
, where r 0 ≥ 1 is a constant and α j is also a constant defined by (14) α
Note that the square root in (13) is the principal value, that is, the analytic extension of √ x for x > 0. Note also that we are following the usual "double sign in same order" convention" in (13) . This convention will be used in the sequel of this paper.
We shall consider the following condition for our manifolds:
We shall say that a solution to the equation (12) with z ∈ Π ± satisfies the radiation condition if there exists constants s ′ and s such that
A solution u to the equation (12) satisfying the radiation condition will be called an outgoing solution or incoming solution if z ∈ Π + or z ∈ Π + , respectively. From author's previous papers, we quote two theorems. As we shall see later, these theorems are essential to show the uniqueness of the solution to (12) (see Lemma 6.2). First, the following is Theorem 1.3 in [17] : Theorem 2.1. Let (N, g) be an n-dimensional Riemannian manifold and V an open subset of N . Assume that E := N − V is an end with radial coordinates and set
Assume that
where k > 0 is a constant and
where A is the measures on each level hypersurface S(t) induced from the Riemannian measure v g . Consider the operator L = e cr ∆e −cr and let u be a solution to the equation
Note that the conditions (17) and (18) 
where a and b are positive constants satisfying
Let λ > 0 be a constant and u a solution to the eigenvalue equation
Assume that a constant γ satisfies
Energy integral
In this section, we will prove two energy integrals of a solution to (12) in Proposition 3.1 and 3.2.
We extend the Riemannian metric g = * , * for complex tangent vectors as follows:
we also denote
First, note the following:
Let Ω be a relatively compact open subset of M with C ∞ -boundary ∂Ω, and u and v be C ∞ -functions on M . Then, we have
where − → n stands for the outward unit normal vector field along ∂Ω.
Proof. From (7) and (9), we have
Lemma 3.1 follows from this equation.
Lemma 3.2 (divergence theorem).
Let Ω be a relatively compact open subset of M with C ∞ -boundary ∂Ω, and X a C ∞ -vector field on M . Then, we have
Proposition 3.1. Let ϕ(r) be a nonnegative function of r ≥ 0 and u ∈ H 2 loc (M ) be a solution to the equation (12) . Let Ω be a relatively compact open subset of M with smooth boundary ∂Ω. Then, we have
Proof. Let us multiply the equation (12) by ϕu and integrate it over Ω with respect to the measure µ. Then, since Lemma 3.1 yields
we get our desired result.
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The following proposition with functional analytic property will play an important role in our arguments: Proposition 3.2. Let ϕ = ϕ(r) be a real-valued function of r ∈ (0, ∞) satisfying ϕ(r) ≥ 0 for r > 0, and u ∈ H 2 loc (M ) a solution to (12) satisfying the radiation condition. We write (∂ r + ∂ r p ± )u = ∂ r u + (∂ r p ± )u for simplicity. Then, for any R > r 0 , we have
Here, note that
Proof. By Proposition 3.1, we have
Substituting the equation, ∂ r u = (∂ r + ∂ r p ± )u − (∂ r p ± )u, into the first term of this equation makes
Taking the imaginary part of both sides of this equation, we get
Here, by (13) and (14),
Recall that we take the principal value as our square root. Note that signs of Im ∂ r p + and Im z are different and ϕ|u| 2 ≥ 0. Hence, Proposition 3.2 follows from (21), (22) , and (23).
In the sequel, we will simply write Im (∂ r u)u = Im (∂ r u)u and so on.
Estimate of |∇u|
We shall introduce an operator
. Then, applying integration by parts to (9) yields the following: Moreover, assume that there exist a constant s ∈ R and a function u such that
Then, for any ε ∈ (0, 1), we have
where
Proof. Since
Now, Lemma 4.1 follows from this inequality and the assumption |ϕ| ≤ 1.
Corollary 4.1 (global a priori estimate). Assume that there exit a constant s ∈ R and a function u such that
, where
Proof. For t > 0, let us set
where we set
Since |h ′ t | ≤ 1 and |s|(1 + r) −1 |h t | ≤ |s|, we have
Now, V is bounded on M by (11) , and hence, letting t → ∞, we get the desired result.
Estimate of |∇u
where u is a solution to the equation (12) . Since −∆u + 2 ∇w, ∇u + V u − zu = f , direct computations show the following:
The following Proposition 5.1 will serve the estimate of the function |∇u + u∇p ± | on M (see Proposition 5.2). 
Proof. Direct calculations show the following:
and 2Re (∇dv)(X, ∇v) = ∇ X (∇v), ∇v + ∇v, ∇ X (∇v) (27) =div ∇v, ∇v X − ∇v, ∇v div X.
Combining (26) and (27) makes
Therefore, multiplying the equation (24) by X, ∇v and taking its real part, we have
Multiplying this equation by the real-valued function ψ makes − Re div ψ X, ∇v ∇v + Re X, ∇v ∇v, ∇ψ + ψ Re ∇ ∇v X, ∇v
Integrating this equation on Ω with respect to the measure µ and applying Lemma 3.2 to the first and fourth term above make
Re X, ∇v ∇v, ∇ψ + 2ψ ∇ρ + ∇w, ∇v − ψqv − ψe ρ f dµ = 0.
Since the term 2 Ω ψRe X, ∇v ∇v, ∇w dµ appears twice with different signs on the left hand side of the equation above, we see that Proposition 5.1 follows from this equation.
In the sequel, we shall set
and let us recall that K + and K − are any compact subsets in Π + and Π − , respectively; we have the following Lemma 5.1. If we set ρ = p ± and if z ∈ K ± , then the function q defined by (25) has the following asymptotic property on M :
Proof. First, let us consider the case that x ∈ E j (r 0 , ∞) (1 ≤ j ≤ m 0 ) and r(x) → ∞. Then,
and hence,
Therefore,
Note that (3) implies that
Therefore, combining (29) and (30), we get the desired result for ends E 1 , · · · , E m0 . Next, we shall consider the case that x ∈ E j (r 0 , ∞) (m 0 + 1 ≤ j ≤ m) and r(x) → ∞. In this case,
In view of the fact that c j = (n−1)kj 2 for m 0 + 1 ≤ j ≤ m, we see that (4) implies that
Therefore, combining (31) and (32), we get the desired result for ends E m0+1 , · · · , E m .
In the following proposition, recall that K ± is any compact subset of Π ± .
Proposition 5.2. Let s, s
′ and R be positive real numbers and z a complex number satisfying
In addition, assume that f ∈ L (M, µ) and that u is a solution to (12) satisfying the radiation condition (see Definition 1). Then, we have
where c 4 (s, a min , R, K ± ) is a constant depending only on s, a min , R, and K ± .
Proof. First, set a function of r ≥ 0 as follows:
where R ≥ 2 is a constant. In Proposition 5.1, we shall substitute
where t > R + 1 is a constant. Recall that p ± is the function defined by (13) . For simplicity, we denote Y = e −ρ ∇v = ∇u + u∇p ± . Then, since 
Re ∇ψ + 2ψ∇ρ, ∇v ∇r, ∇v
substituting (33), (34), (35), (36), and (37) into the equation of Proposition 5.1, we get
note that ϕ R (R) = 0, and hence, the boundary integral on S j (R) vanishes. Let us write Y = Y, ∇r ∇r ⊕ Y ⊥ (∇r ⊥ Y ⊥ ) and we shall bound the integrand of the right hand side of (38) from below.
First, let us consider the case that 1 ≤ j ≤ m 0 . Then, w ≡ 0;
Hence, in this case, the integrand of the right hand side of (38) is bounded from below as follows:
where R ′ j is a constant depending only on the geometry of E j (1 ≤ j ≤ m 0 ). Next, consider the case that m 0 + 1 ≤ j ≤ m. Then, on E j , we have
where R j is a constant depending only on the geometry of E j . Thus, (39) and (40) imply that
where R 3 is a constant depending only on the geometry of M and c 1 (s) = min{s, a min − s}/2. Now, we shall bound the left hand side of (38) from above. First, let us bound the third term of the left hand side of (38). As we have seen in Lemma 5.1, there exists a constant c > 0 such that |q| ≤ c r −1−δ for r(x) ≥ 1. So, by Schwarz's inequality, we have
From these inequalities, we have
where c 2 (s) = max{ c 2 , 1}/ c 1 (s). Next, let us bound the second term of the left hand side of (38). Since Y = e −ρ ∇v = ∇u + u∇p ± , we have
otherwise, and −Lu = zu + f into Lemma 3.4 makes
where we have used the assumptions R ≥ 2 and 0 < s ≤ 1/2. Combining (43) and (44), we have
where we have again used the assumption R ≥ 2 and set
Putting together (38), (41), (42), and (45), we get
where we have used the assumption s + s ′ ≤ δ.
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Since u satisfies the radiation condition (see (16) Hence, substituting t = t i in (46) and letting i → ∞, we get
Proposition 5.2 follows from (47).
6. Decay estimate for the case Re z < (c j )
2
This section studies the decay estimate to the solution (12) on an end E j satisfying "SFF(k j , δ j )" in the case that Re z < (c j )
2 . First, let us recall (11) , that is, on an end E j satisfying SFF(k j , δ j ), the real valued function V = c j (∆r − c j ) converges to the positive constant (c j )
2 at infinity. An a priori decay estimate of solutions to (12) will be obtained by taking the real part of the energy integral in Proposition 3.1. 
where v gN stands for the Riemannian measure of (N, g N ). Let s and s ′ be constants satisfying
and u a solution to the equation
Assume that there exist positive constants θ, ε, and R 1 such that θ > ε;
Then, for any ℓ ≥ 2 and R ≥ max{R 1 , 2},
where c 0 (θ, ε) = 5/(θ − ε).
Proof. First, note that
Let h = h(r) be any real valued function of r ∈ (R 1 , ∞) with compact support in (R 1 , ∞). Let us set ϕ = h 2 and Ω = E in Proposition 3.1 and take its real part. Then, by (48), we have
For any constants ℓ ≥ 2, R ≥ 2 and t satisfying R 1 < R < ℓR < t − 1, set
and substitute this function h into (49). Then, we have
We shall multiply (50) by (1 + t)
−2−2s
′ and integrate it with respect to t over [ℓR + 1, ∞). Then, as for the integral of the left hand side of (50), Fubini's theorem implies that
(1 + r)
where we have set
|u| 2 e −2cr dA (52) and A stands for the measures induced from the Riemannian measure v gN on each level surface S(r) = {x ∈ N | dist (∂N, x) = r}; note that ℓ ≥ 2, R ≥ 2, and 0 < s ′ ≤ 2/1. As for the integral of the first term on the right hand side of (50), we have
′ |u| 2 dµ.
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As for the integral of the second term on the right hand side of (50), we have
where, in the third line, we have used Fubini's theorem; in the fourth line, we have used the fact that (1 + t)
′ . As for the integral of the last term on the right hand side of (50), by Fubini's theorem, we have
Since s ′ ≤ s, we have
Therefore, since s ′ ≤ s, (55), (57), and (58) imply that
Now, putting together (51), (53), (54) and (59), we have
Proposition 6.1 follows from this inequality.
7.
Decay estimate for the case that Re z > (c j )
2
In this section, we will show the a priori decay estimate of an outgoing or incoming solution of the equation (12) on the end E j in the case that Re z > (c j )
2 . This will be accomplished by combining Proposition 5.2 and Lemma 7.1 below. Furthermore, lemma 7.1 will be proved by taking the imaginary part of the equation in Proposition 3.1. (M, µ) and u a solution to (12) satisfying the radiation condition. Assume that
Then, for any R and
where c 3 = c 3 (s, s ′ , a min , R 1 , K ± ) is a constant depending only on s, s ′ , a min , R 1 , and K ± .
As is mentioned above, Proposition 7.1 immediately follows from the following Lemma 7.1 and Proposition 5.2, and hence, it suffices to prove the following:
(M, µ) and u an outgoing or incoming solution to (12) . Assume that z ∈ Π ± and Re z > (c j )
2 . Then, for any R and R 1 satisfying
where c 4 = 64 (R 1 ) 2 |z| 2 + 1 + max M |V | . Here, we simply write
Proof. In proposition 3.1, let us set Ω = E j (R 1 , t) and
Substituting ∂ r u = (∂ r + ∂ r p ± )u − (∂ r p ± )u into the first term of (60), we get
Taking the imaginary part of (61), we have
Im (∂ r u)u dµ.
and that
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(63) and (64) follow from the assumption Re z > (c j )
2 . Thus, signs of real numbers, Im z and Im ∂ r p ± , are different. Hence, by (62), (63), and (64), we have
We shall multiply the inequality (65) by (1 + t) −1−2s ′ and integrate it over [R, ∞) with respect to t. Then, as for the integration of the first term on the right hand side of (65), we have, by Schwarz's inequality,
As for the integration of the second term on the right hand side of (65), we have
where we have used Fubini's theorem in the second line; we have used Schwarz's inequality and the assumption s ′ ≤ s in the last line. As for the integration of the 27 third term on the right hand side of (65), we have
Now, let us apply Lemma 4.1 to the first term on the right hand side of (68); set Ω = E j , ε = 1 2 , and
Then, in view of −L loc u = zu + f , we get
by the fact 0 < s < 1/2. Thus, from (68) and (69), we have
Ej(R1−1,R1+2)
where (1 + r)
Since s ′ ≤ s and 0 < s
Lemma 7.1 follows from (71), (72), and (73).
The proof of main theorems
In this section, we shall prove main theorems after preparing some lemmas.
In the following, we shall fix real numbers s ′ and s satisfying
and use these numbers in the definition of the radiation condition (15) and (16) 
, where ρ(−L) stands for the resolvent set of −L. Moreover, we denote by Proposition 8.1. Let z ∈ C − R. Then, the following (i) and (ii) hold:
2 (M, µ) and u be an outgoing (or incoming) solution to (12) 
, and u be an outgoing (or incoming) solution to (12) 
Proof. (i) We may assume that u is non-trivial. Set ϕ = 1 in Proposition 3.2. Then, we get |Im z|
Thus, in view of s ′ ≤ s, we have, by Schwarz's inequality,
, and hence, |Im z|
. Now, since u satisfies the condition (16), we see that lim inf
Therefore, substituting an appropriate divergent sequence {R i } ∞ i=1 of positive numbers into (75), we get our desired result (i).
(ii) First, note that −Lu = f + zu ∈ L 2 (M, µ) by (i). So, Corollary 3.1 implies that |∇u| ∈ L 2 (M, µ), and hence, (∂ r + ∂ r p ± )u ∈ L 2 (M, µ) by (13) and (14) . Therefore, we see that lim inf
Therefore, bearing (77) in mind, substituting an appropriate divergent sequence
into (78), and letting i → ∞, we get
Here, since −1 + γ 2 ≤ 0, by Corollary 4.1, we have
where c 8 = 9 2 + 3 max M |V |. Thus, by (79) and (80),
In view of (81) and (82), we see that ∂ r u ∈ L 
Now, we shall set ϕ(r) = (1+r) 2γ in Proposition 3.2 and repeat the same arguments as above: then, we have |Im z|
Bearing (84) in mind, substituting an appropriate divergent sequence
into (85), and letting i → ∞, we get
Now, (ii) follows from (86) and (87).
Proposition 8.1 immediately implies the following two lemmas: 
we see that On the other hand, as is seen in Proposition 8.1, under the assumptions f ∈ L (1 + r) Next, let us show the following uniqueness theorem:
Lemma 8.3 (uniqueness). Assume that z = α ∈ Π ± ∩ (0, ∞). Then, outgoing or incoming solution u to (12), if it exists, is uniquely determined by z and f .
Proof. First, note that z = α > (c 1 ) 2 by the definition of Π ± . Let u 1 and u 2 be solutions to the same equation (12) . Then, u = u 1 − u 2 is a solution to the eigenvalue equation |(∂ r + ∂ r p ± )u| |u| dA w .
Therefore, in view of (22) and (23) (74)). Now, recalling our assumption (5) and (6), and applying Theorem 2.1 or Theorem 2.2 for the first end E 1 , (90) implies that u 1 − u 2 = u ≡ 0 on E 1 , and hence, on M by the unique continuation theorem. Therefore,
Riemann-Lebesgue lemma implies that the last term of (107) converge to zero as t → ±. Thus, e it∆ ∆ k (1 − ∆)u weakly converges to zero as t → ±∞ in L 2 (M, v g ) for each nonnegative integer k. Set
Then, χ U(R) (1 − ∆) −1 is a compact operator on L 2 (M, v g ), by the Rellich's lemma. 
≥ lim ℓ→∞ ∆ k e it ℓ ∆ u
