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Integrable systems associated to the filtrations of Lie algebras and
almost multiplicity free subgroups of compact Lie groups
Bozˇidar Jovanovic´, Tijana Sˇukilovic´, Srdjan Vukmirovic´
Abstract. In 1983 Bogoyavlenski conjectured that if the Euler equations on a Lie al-
gebra g0 are integrable, then their certain extensions to semisimple lie algebras g related
to the filtrations of Lie algebras g0 ⊂ g1 ⊂ g2 · · · ⊂ gn−1 ⊂ gn = g are integrable as
well. In particular, by taking g0 = {0} and natural filtrations of so(n) and u(n), we have
Gel’fand-Cetlin integrable systems. We proved the conjecture for filtrations of compact
Lie algebras g: the system are integrable in a noncommutative sense by means of polyno-
mial integrals. In addition, related to the construction of a complete set of commutative
polynomial integrals, we classify almost multiplicity free subgroups of compact simple
Lie groups.
1. Introduction
Let G be a compact connected Lie group. Consider a chain of connected compact Lie
subgroups
G0 ⊂ G1 ⊂ G2 ⊂ · · · ⊂ Gn−1 ⊂ Gn = G
and the corresponding filtration of the Lie algebra g = Lie(G)
(1) g0 ⊂ g1 ⊂ g2 · · · ⊂ gn−1 ⊂ gn = g.
We study integrable Euler equations related to the filtration (1). One can consider non
compact Lie algebras as well. In fact, one of the first contribution is given by Trofimov,
who constructed integrable systems on Borel subgroups of complex semisimple Lie algebras
(see [31]). Later, Bogoyavlenski [2] considered filtration of semisimple Lie algebras, such
that the restrictions of the Killing form to gi, i = 0, . . . , n are non-degenerate. We restrict
ourself to the compact case and a generalization of Gel’fand-Cetlin systems on Lie algebras
so(n) and u(n) given by filtrations (8) and (9) below in order to insure compact invariant
manifolds of the flows. Similar statements can be formulated for reductive groups as well.
Fix an invariant scalar product 〈 · , · 〉 on g and denote the restrictions of 〈 · , · 〉 to gi also
by 〈 · , · 〉. By the use of 〈 · , · 〉, we identify g ∼= g∗ and gi ∼= g
∗
i , i = 0, . . . , n. Let pi be the
orthogonal complement of gi−1 in gi, p0 = g0 and prpi and prgi the orthogonal projections
onto pi and gi, respectively. For x ∈ g, we denote
yi = prpi(x), xi = y0 + y1 + · · ·+ yi = prgi(x), i = 0, . . . , n.
The Euler equations
(2) x˙ = [x,A(x)]
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associated with a symmetric positive operator of the form
(3) A(x) = A0(x0) +
n∑
i=1
siyi, A0 : g0 → g0, si ∈ R, i = 1, . . . , n
were studied by Bogoyavlenski [2]. The equations are Hamiltonian with respect to the
Lie–Poisson bracket
(4) {f, g}|x = −〈x, [∇f(x),∇g(x)]〉
and the Hamiltonian function H(x) = 1
2
〈A(x), x〉.1
Due to the relations
[pi, pj] ⊂ pj, 0 ≤ i < j ≤ n,
the Euler equations (2) can be rewritten into the form
x˙0 = [x0, A0(x0)],(5)
y˙i = [yi, A0(x0)− six0 + (s1 − si)y1 + · · ·+ (si−1 − si)yi−1], i = 1, . . . , n.(6)
Specially, if g0 = {0} is a trivial Lie algebra, we have y1 = const and the components
of y2 are elementary functions of the time t.
The system (5), (6) has obvious family of polynomial first integrals
(7) I = I1 + I2 + · · ·+ In,
where Ii are invariants R[gi]
Gi lifted to g along the projection to gi: Ii = pr
∗
gi
R[gi]
Gi ,
i = 1, . . . , n. According to the following (quite simple, but important) lemma, it is clear
that I is a commutative algebra with respect to the Lie-Poisson bracket (4).
Lemma 1 ( [2,30,31]). If f and g Lie–Poisson commute on gi, then their lifts f˜ = pr
∗
gi
f
and g˜ = pr∗gi g Lie–Poisson commute on g.
Bogoyavlenski conjectured that the equations (5), (6) are completely integrable if this
is true for the Euler equations (5). In [20], Mikityuk proved Bogoyavlenski’s conjecture in
the case when (gi, gi−1) are symmetric pairs, that is when
[pi, pi] ⊂ gi−1, i = 1, . . . , n.
On the other hand, Thimm used chains of subalgebras (1) in studying the integrability
of geodesic flows on homogeneous spaces (see [30]). He proved that integrals (7) form a
complete commutative algebras on the Lie algebras so(n) and u(n), with respect to the
natural filtrations
(8) so(2) ⊂ so(3) ⊂ · · · ⊂ so(n− 1) ⊂ so(n)
and
(9) u(1) ⊂ u(2) ⊂ · · · ⊂ u(n− 1) ⊂ u(n),
respectively.
After [11], the corresponding integrable systems are refereed as Gel’fand-Cetlin systems
on so(n) and u(n). Namely, Gel’fand and Cetlin constructed canonical bases for a finite-
dimensional representation of the orthogonal and unitary groups by the decomposition of
the representation by a chain of subgroups [8, 9]. The corresponding integrable systems
on the adjoint orbits with integrals I can be seen as a symplectic geometric version, via
geometric quantization of the Gelfand-Cetlin construction [11]. Also, Thimm’s examples
motivated Guillemin and Sternberg to introduce an important notion of multiplicity free
Hamiltonain actions [12] (see also [15] and references therein).
1The gradient is determined by an invariant metric: df(ξ) = 〈∇f(x), ξ〉. Also, to simplify notation, the
Lie brackets, the Lie-Poisson brackets and the gradients of the functions on gi will be denoted by the same
symbols as on g, i = 1, . . . , n.
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In this paper we prove complete integrability in a noncommutative sense of the system
(5), (6) (Theorem 2, Section 3):
Main result 1. Assume that the Euler equations (5) are integrable by polynomial
integrals. Then the Euler equations (5), (6) are completely integrable in a noncommutative
sense by means of polynomial integrals as well.
Concerning dynamics, noncommutative (or superintegrability) is a stronger character-
istic then the usual commutative (or Liouville) integrability. The system is solvable by
quadratures, regular compact invariant manifolds are isotropic tori, and there exist an ap-
propriate action–angle coordinates in which the dynamics is linearized [24,25]. It implies
the Liouville integrability, at least by means of smooth functions: invariant isotropic tori
can be always organized into resonant Lagrangian tori [3].
According to the Mischenko-Fomenko conjecture, a natural algebraic problem is a con-
struction of a complete commutative set of polynomial integrals. The problem can be
formulated in terms of pairs (Gi−1, Gi) (Corollary 4, Theorem 5, Section 4). The Gel’fand-
Cetlin systems on so(n) and u(n) provides the simplest situation, when the invariants (7)
are sufficient. This is related to the fact that SO(n− 1) and U(n− 1) are multiplicity free
subgroups of SO(n) and U(n), respectively. The next step is to consider a pair (Gi−1, Gi)
when apart from invariants we need one additional integral (see Proposition 7), that is
Gi−1 ⊂ Gi is an almost multiplicity free subgroup.
The characterization of (almost) multiplicity free subgroups K ⊂ G can be naturally
formulated in terms of the associated pairs of Lie algebras (g, k) (Proposition 8, Section 5).
The classification of pairs (g, k) for multiplicity free subgroups of compact Lie groups is well
known (see Kra¨mer [17] and Heckman [14]). Note that the multiplicity free and almost
multiplicity free actions are of interest not only in the field of integrable systems, but also
in the symplectic geometry and theory of representation of Lie groups (e.g., see [15,16] and
references therein). Here we solved the problem of classifications of almost multiplicity free
subgroups of compact simple Lie groups (Theorem 9):
Main result 2. The pair of corresponding Lie algebras (g, k) belongs to the following
list:
(An, An−1), (A3, A1 ⊕A1 ⊕ u(1)), (B2, u(2)),
(B2, B1 ⊕ u(1)), (B3, g2), (g2, A2).
We shall deal with various constructions of complete commutative polynomial integrals
for the system (5), (6), where Gi−1 not need to be a multiplicity free or almost multiplicity
subgroup, in a separate paper. As an example and a complement to (8) and (9), a complete
commutative sets of polynomials for the filtrations
sp(k0) ⊂ sp(k1) ⊂ · · · ⊂ sp(kn), k0 < k1 < · · · < kn
are given (Proposition 6, Section 4, see also [13]).
For the completeness of the exposition, in the next section we briefly recall on the
concept of noncommutative integrability and the Mishchenko-Fomenko conjecture.
2. Complete algebras of functions on Poisson manifolds
Let (M,Λ) be a Poisson manifold. The Poisson bracket of two smooth functions is
defined by the use of the Poisson tensor Λ as usual {f, g}|x = Λx(df(x), dg(x)), giving the
Lie algebra structure to C∞(M). Let x = (x1, . . . , xm) be local coordinates on M . Let f
and g be the first integrals of the Hamiltonian equations with the Hamiltonian H :
(10) x˙ = XH =
∑
i
{xi, H}
∂
∂xi
=
∑
i,j
Λij
∂H
∂xj
∂
∂xi
,
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that is {f,H} = {g,H} = 0. Then, due to the Jacobi identity, their Poisson bracket {f, g}
is also the first integral: {{f, g}, H} = 0.
Therefore we can consider the Lie algebra F of first integrals. It is a complete algebra
at x ∈M if
dimFx + dimkerΛx|Fx = dimM + dimkerΛx, Fx = {df | f ∈ F}.
Equivalently, F is complete at x if
(11) FΛx = {ξ ∈ T
∗
xM |Λx(Fx, ξ) = 0} ⊂ Fx.
If the above relation is satisfied on an open dense subset U ofM , where the dimensions of
Fx and kerΛx|Fx are constant, we say that F is a complete algebra onM . The corresponding
dimensions are denoted by ddim F (differential dimension of F) and dind F (differential
index of F), respectively.
The Hamiltonian system (10) with a complete algebra F of first integrals is com-
pletely integrable in a noncommutative sense (or superintegrable). The system is solvable
by quadratures, the regular compact connected components of the level sets determined by
functions in F are δ–dimensional (isotropic considered on the symplecic leaves of Λ) tori
(δ = dimM − ddim F = dind F − corank Λ), and there exist an appropriate action–angle
coordinates in which the dynamics is linearized [24,25]. When F is commutative and
ddim F = a(M) =
1
2
(
dimM + corank Λ
)
we have the usual Liouville integrability. The trajectories are quasi-periodic over δ0 =
dimM − a(M) dimensional (Lagrangian on the symplectic leaves) tori.
Note that a(M) is the maximal number of Poisson commuting independent functions
at a generic point of M , while for an arbitrary algebra F from (11) we have the inequality
(12) ddim F + dind F ≤ 2a(M) = dimM + corank Λ.
If F is a complete algebra on M then F|S (the restrictions of the functions to S) will
be a complete algebra on a generic symplectic leaf S ⊂M . Specially, we may be interested
in the competentness of F not on M but on a particular, regular or singular, simplectic leaf
S0 (see Lemma 3 below). Then the condition (11) is slightly changed: F|S0 is complete
ddim (F|S0) + dind (F|S0) = dimS0,
if FΛx = {ξ ∈ T
∗
xM |Λx(Fx, ξ) = 0} ⊂ Fx + kerΛx, for a generic x ∈ S0.
Mishchenko and Fomenko stated the conjecture that noncommutative integrability im-
plies the Liouville integrability by means of an algebra of integrals that belong to the same
functional class as the original one [24]. Note that in the case of noncommutative integra-
bility trajectories of (10) belong to the tori of dimension δ < δ0 = dimM − a(M), that
is, δ0–dimensional Lagrangian invariant tori are resonant: they are filled with (δ0 − δ)–
parametric family of δ-dimensional invariant tori. In a smooth category the problem is easy
to solve: we can always semi–locally reorganize isotropic toric foliation into the Lagrangian
toric foliation (see [3]2).
The polynomial Mishchenko-Fomenko conjecture says that one can find independent
commuting functions p1, . . . , pa, that are polynomials in functions from F . The conjecture
is solved for finite dimensional Lie algebras F (see [5,29,32]).
From a point of view of the dynamics, noncommutative integrability is stronger then
the Liouville one since Lagrangian tori are resonant and not an intrinsic property of the
system. On the other hand, the construction of polynomial first integrals is not only an
algebraic problem. We can use them to perform integrable deformations x˙ = XH +XH˜ of
the original system (10). For example, in such a way, starting from a normal metric, we get
2In [3] the symplectic case is considered, but the proof can be easily modified to the Poisson case.
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a variety of metrics with integrable geodesic flows on homogeneous spaces [4]. In our case,
we can deal with integrable deformations
x˙ = [x,A(x)] + [x, A˜(x)]
of the Euler equations (2), (3) given by appropriate quadratic integrals.
3. Polynomial noncommutative integrability
Suppose that the Euler equations (5) are completely integrable by means of a complete
algebra A0 of polynomial integrals,
ddim A0 + dind A0 = dim g0 + rank g0,
and let δ0 = dind A0 − rank g0 be the dimension of generic invariant tori.
Let Ai be the polynomial algebra R[gi]
Gi−1 of Gi−1-invariant functions on gi. Consider
the lift of algebras Ai to the Lie algebra g:
Ai = pr
∗
gi
Ai, i = 0, . . . , n.
In particular, since the invariants on gi belong to Ai, we have Ii ⊂ Ai.
Theorem 2. The system (5), (6) is completely integrable with a complete set of poly-
nomial integrals
A = A0 +A1 + · · ·+An.
A generic motion is a quasi-periodic winding over
δ = δ0 + rankg0 − rank g+
n∑
i=1
dimprpi(gi(xi))
dimensional invariant tori determined by the integrals A. Here we take generic elements
xi ∈ gi, i = 1, . . . , n.
3
Recall that for a generic xi ∈ gi, gi(xi) is a Cartan subalgebra in g that is spanned by
the gradients of rank gi basic invariant polynomials in R[gi]
Gi , which also coincides with the
kernel of the Lie-Poisson structure of gi at xi.
Proof. First, note that polynomials Ai (i > 0) are indeed integrals of the equations.
The polynomial p belongs to Ai, i = 1, . . . , n, if and only if
〈∇p(xi), [ξ, xi]〉 = 0, for all ξ ∈ gi−1.
Let p˜ = pr∗gi p. Then
d
dt
p˜(x) = 〈∇p(xi), x˙i〉 = 〈∇p(xi), [xi, A(xi)]〉 = 〈∇p(xi), [xi, A(xi−1)− sixi−1]〉 = 0.
Let Oi ⊂ gi be a generic Gi-adjoint orbit. The momentum mapping of Gi adjoint action
is simply the inclusion mapping ı : Oi →֒ gi, while the momentum mapping of the adjoint
action of Gi−1 is
Φi−1 : Oi → gi−1, Φi−1 = prgi−1 ◦ ı.
According to the Lemma 3 below, the algebra C∞Gi−1(Oi) +Φ
∗
i−1(R[gi−1]) is a complete
algebra on Oi, where C
∞
Gi−1
(Oi) is the algebra of smooth Gi−1-invariant functions. Since
generic orbit of Gi−1-action on gi are separated by invariant polynomials, we have that
Ai|Oi +Φ
∗
i−1(R[gi−1]) is a complete polynomial algebra on Oi. Therefore
Ai + pr
∗
i−1(R[gi−1])
3gl(xk) denotes the isotropy algebra of xk ∈ gk within gl:
gl(xk) = {ξ ∈ gl | [ξ, xk] = 0}, l ≤ k.
Generic means that the dimensions of the isotropy algebras gi(xi) and gi−1(xi) are minimal.
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is a complete algebra on gi (recall that the invariants R[gi]
Gi are contained in Ai =
R[gi]
Gi−1). Next, by induction using the item (ii) of Lemma 3, we get that A is a complete
algebra of integrals on g.
In order to determine the dimension of invariant tori, note that the dimension of invari-
ant tori determined by the functions Ai|Oi +Φ
∗
i−1(R[gi−1]) on Oi equals (Lemma 3):
δi = dind (Ai|Oi +Φ
∗
i−1(R[gi−1])) = dind (Ai|Oi) = dind (Φ
∗
i−1(R[gi−1])))
= dim gi−1(xi−1)− dim gi−1(xi)
= rank gi−1 − dim(gi−1 ∩ gi(xi))
= rank gi−1 − rank gi + dimprpi(gi(xi)).
Here xi ∈ Oi is a generic element and xi−1 = prgi−1(xi).
Again, by induction using the item (ii) of Lemma 3, we get the dimension of invariant
tori:
δ = δ0 + δ1 + · · ·+ δn
= δ0 + rankg0 − rank g1 + dimprp1(g1(x1)) + rank g1 − rank g2 + dimprp2(g2(x2))
+ · · ·+ rankgn−1 − rank gn + dimprpn(gn(xn))
= δ0 + rankg0 − rank gn + dimprp1(g1(x1)) + · · ·+ dimprpn(gn(xn)),
for a generic xi ∈ gi, i = 1, . . . , n. 
Consider the Hamiltonian action of a compact connected Lie groupK on the symplectic
manifold M with the equivariant momentum mapping Φ :M → k∗ ∼= k. Let C∞K (M) be the
algebra of K–invariant functions. According to the Noether theorem, {f, p˜}M = 0 for all
f ∈ C∞K (M), p˜ = Φ ◦ p, p ∈ R[k]. It is clear that
ddim C∞K (M) = dimM − dimK + dimKx, ddim Φ
∗(R[k])) = dimK − dimKx.
Also, if p ∈ R[k]K is an invariant polynomial, then p˜ is K–invariant. In [3] we proved the
following quite simple but important statement.
Lemma 3 ( [3]). (i) The algebra of functions C∞K (M) + Φ
∗(R[k]) is complete on M :
ddim (C∞K (M) + Φ
∗(R[k])) + dind (C∞K (M) + Φ
∗(R[k])) = dimM
and the dimension of invariant regular isotropic tori is
δ0 = dind (C
∞
K (M) + Φ
∗(R[k])) = dind C∞K (M) = dind Φ
∗(R[k]) = dimKµ − dimKx,
where Kx and Kµ are isotropic subgroups of a generic x ∈M and µ = Φ(x) ∈ k.
(ii) Let F ⊂ R[k] be complete on a generic adjoint orbit in the image of M ,
ddim (F|O) + dind (F|O) = dimO, O ⊂ Φ(M),
and let F = Φ∗F. Then C∞K (M) + F is complete on M :
ddim (C∞K (M) + F) + dind (C
∞
K (M) + F) = dimM
and the dimension of invariant isotropic tori is
δ1 = dind (C
∞
K (M) + F) = δ0 + dind (F|O).
Note that all adjoint orbits in Φ(M) could be singular and then the completeness of F
on k does not imply directly the completeness of the restriction F|O, O ⊂ Φ(M).
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4. The problem of a polynomial commutative integrability
As above, we suppose that the Euler equations (5) are completely integrable by means
of a complete commutative algebra A0 of polynomial integrals and set A0 = pr
∗
g0
A0.
According to Lemma 1 and Theorem 2, we have
Corollary 4. Suppose that for every i = 1, . . . , n there exist a commutative subalgebra
Bi of Ai = R[gi]
Gi−1 , such that
(13) Bi + pr
∗
gi−1
(R[gi−1])
is a complete algebra on gi. Then
(14) B = A0 + B1 + · · ·+ Bn, Bi = pr
∗
gi
(Bi), i = 1, . . . , n
is a complete commutative set on g:
ddim B = a(g) =
1
2
(
dim g+ rank g
)
.
Therefore, the polynomial commutative integrability of the system (5), (6), reduces to
a construction of commutative subalgebras Bi of Ai, such that (13) are complete algebras
of polynomials on gi, i = 1, . . . , n.
In fact, Mikityuk’s construction of integrals [20] solves the problem in the case when
(gi, gi−1) are symmetric pairs [pi, pi] ⊂ gi−1 (see also examples in [13,27]).
To simplify notation, let us denote K = Gi−1, G = Gi, k = gi−1, g = gi, p = pi, x = xi,
x0 = xi−1, y = yi.
Theorem 5. Let B be a commutative subset of A = R[g]K . The algebra
(15) B+ pr∗k (R[k])
is complete in g if and only if there are
b(g, k) =
1
2
(dim p+ rank g− rank k)
polynomials in B independent from polynomials pr∗k (R[k]). In other words,
dimprp span {∇p(x) | p ∈ B} = b(g, k).
Proof. Assume that A is complete and let dim prp span {∇p(x) | p ∈ B} = κ. Then,
due to inequality (12), we have
ddim (B+ pr∗k (R[k])) + dind (B + pr
∗
k (R[k])) = 2κ+ dim k+ rank k ≤ dim g+ rankg.
Therefore, B+ pr∗k (R[k]) is complete if and only if κ = b(g, k). 
Note that the construction of B is closely related to the construction of complete G–
invariant algebras of functions on the cotangent bundle of the homogeneous space G/K
(see [4]).
Example 1. Let p1, . . . , pr be the base of homogeneous invariant polynomials on g,
r = rank g. Consider polynomials defined as coefficients in λ of pj(x0 + λy):
B = {pj,k(x) | k = 0, . . . , deg pj , j = 1, . . . , r},(16)
pj,λ(x) = pj(x0 + λy) =
∑
k
λkpj,k(x), j = 1, . . . , r.
Mikityuk have proved the following completeness statement. Assume that (g, k) is a
symmetric pair. Then, for B given by (16), the set (15) is complete on g (Theorem 1 [20]).
Therefore, if all pairs (gi, gi−1), i = 1, . . . , n are symmetric, then the associated set (14) is
a complete commutative set on g (Theorem 2 [20]).
8 BOZˇIDAR JOVANOVIC´, TIJANA SˇUKILOVIC´, SRDJAN VUKMIROVIC´
There is a small variation of Mikityuk’s construction that allows us to significantly
extend the class of examples if not all of the pairs (gi, gi−1), i = 1, . . . , n are symmetric.
Simply, we can extend the original filtration and use different methods at every step. As
an illustration, consider an arbitrary chain of compact symplectic groups with standard
inclusions
(17) Sp(k0) ⊂ Sp(k1) ⊂ · · · ⊂ Sp(kn), k0 < k1 < · · · < kn.
Then, we extend (17) to the filtration (also using natural inclusions):
Sp(k0) ⊂ Sp(k0)× Sp(k1 − k0) ⊂ Sp(k1) ⊂ · · · ⊂ Sp(kn−1)× Sp(kn − kn−1) ⊂ Sp(kn).
Now, the construction of functions in involution is clear. If in the step (gi, gi−1) we
have a symmetric pair (sp(kj), sp(kj−1) × sp(kj − kj−1)), then Bi is given by (16). On
the other hand, if (gi, gi−1) is (sp(kj−1) × sp(kj − kj−1), sp(kj−1)), then for Bi we take an
arbitrary complete commutative set on sp(kj − kj−1) (for example using the argument shift
method [23]). Thus we get.
Proposition 6. Assume that the Euler equations (5) on sp(k0) are integrable by poly-
nomial integrals. Then the Euler equations (5), (6) associated to the filtration (17) are
completely integrable in a commutative sense by means of polynomial integrals as well.
We shall deal with other constructions of commutative polynomials B ⊂ A = R[g]K in
a separate paper and in the next section we consider the cases when the algebra A is already
commutative i.e., almost commutative.
5. Multiplicity free and almost-multiplicity free subgroups of compact Lie
groups
The Hamiltonian action of a compact connected Lie group K on a symplectic manifold
M with the equivariant momentum mapping Φ : M → k∗ ∼= k is multiplicity free (or the
complexity-0 action) if the algebra of K–invariant functions C∞K (M) is commutative [12].
This is equivalent to the condition that the algebra of the Noether functions Φ∗(R[k]) is
complete on M (see Lemma 3):
ddim (Φ∗(R[k])) + dind (Φ∗(R[k])) = dimM.
More generally, the Hamiltonian action of a compact connected Lie group K on a
symplectic manifoldM has the complexity c = c(M,K) if the Poisson algebra ofK–invariant
functions, besides central functions, has exactly 2c additional independent functions:
(18) 2c(M,K) = ddim C∞K (M)− dind C
∞
K (M) = dimM − dimK + 2dimKx − dimKµ.
In other words, the dimension of a generic symplectic leaf in the ”singular Poisson manifold”
M/K is 2c. For example, the natural left K-action on T ∗K has complexity equal to the
one half of the dimension of a generic adjoint orbit in k.
Concerning integrability, the complexity c(M,K) can be characterized as a number of
Poisson commuting K-invariant functions f1, . . . , fc (independent from the Noether ones)
we need to add to the Noether functions to obtain a complete set of functions on M :
ddim (〈f1, . . . , fc〉+Φ
∗(R[k∗])) + dind (〈f1, . . . , fc〉+Φ
∗(R[k∗])) =
2c(M,K) + ddim (Φ∗(R[k∗])) + dind (Φ∗(R[k∗])) =dimM.
If the complexity equals 1, we say that the action is almost multiplicity free. The
classification of complexity 0 and 1 actions of the reductive groups G on cotangent bundles
of homogeneous spaces G/K is given in [1,18,21,22,26,34]. Another general classification
of multiplicity free and almost multiplicity free actions is recently obtained in [15] and [16],
respectively.
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In our case, the complexity c(O,K), for a generic G–orbit O ⊂ g will be denoted by
c(g, k). If c(g, k) = 0, the algebra A is commutative and K is referred as a multiplicity free
subgroup of G. Then for B we can simply take the algebra of invariants R[g]G. This is the
essential fact providing that Thimm’s method work [30] in the case of filtrations (8) and
(9) (see [10]).
Various characterisations of multiplicity free subgroups can be found in [28]. Note that
K does not have to be a multiplicity free subgroup in order to have c(O,K) = 0 for a
singular adjoint orbit O (see [19,33]).
We say that K is an almost multiplicity free subgroup of G if the adjoint action of K on
a generic G–adjoint orbit O ⊂ g is almost multiplicity free. Then a required commutative
set of polynomials B stated in Theorem 5 can be constructed easily:
Proposition 7. Assume that K is an almost multiplicity free subgroup of G. Then
the algebra of polynomials (15), where B generated by invariants R[g]G and an arbitrary
polynomial in A = R[g]K (independent from R[g]G and pr∗k (R[k])), is complete in g.
We can state the following algebraic condition on the pair (G,K) in order to have
(almost) multiplicity free K adjoint action on a generic orbit O ⊂ g.
Proposition 8. The complexity c(g, k) of the K-action on O is given by
c(g, k) =
1
2
(dim p+ rank g− rank k)− dimprp(g(x)) = b(g, k)− dimprp(g(x)),
for a generic x ∈ g. Therefore
(i) K is a multiplicity free subgroup of G if and only if
dim prp(g(x)) = b(g, k) =
1
2
(
dim p+ rank g− rank k
)
.
(ii) K is an almost multiplicity free subgroup of G if and only if
dim prp(g(x)) = b(g, k)− 1 =
1
2
(
dim p+ rank g− rank k
)
− 1.
Proof. Let ı : O →֒ g be the inclusion and Φ = prk ◦ı the momentum mapping of the
K-action on O. From
dim k(x) = rank g− dimprp(g(x)))
and (18) we obtain
2c(g, k) = (dim g− rank g)− dim k+ 2(rank g− dim prp(g(x))) − rank k,
which proves the statement. 
Since dimprp(g(x)) ≤ rank g, from Proposition 8 we have
(19) dim p ≤ rank g+ rank k+ 2c(g, k).
The classification of multiplicity free subgroups K of compact Lie groups G is given by
Kra¨mer [17] (see also Heckman [14]). If G is a simple group, the pair of corresponding Lie
algebras (g, k) is
(Bn, Dn), (Dn, Bn−1), or (An, An−1 ⊕ u(1)).
Example 2. Multiplicity free pairs are:
(SU(n), S(U(1)× U(n− 1))), (SU(n), U(n− 1)), (SU(4), Sp(2)),
(SO(n), SO(n − 1)), (SO(4), U(2)), (SO(4), SU(2)),
(SO(6), U(3)), (SO(8), Spin(7)), (Spin(7), SU(4)).
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Recall that there are low dimensional isomorphism of Lie algebras su(2) = so(3) = sp(1)
(A1 = B1 = C1), so(5) = sp(2) (B2 = C2), so(6) = su(4) (D3 = A3).
By using the inequality (19) and modifying Kra¨mer’s proof, we obtain the following
statement.
Theorem 9. Let G be a compact simple Lie group and K ⊂ G a connected subgroup,
such that K-action on a generic G-adjoint orbit is almost multiplicity free. Then the pair
of corresponding Lie algebras (g, k) belongs to the following list:
(An, An−1), (A3, A1 ⊕A1 ⊕ u(1)), (B2, u(2)),
(B2, B1 ⊕ u(1)), (B3, g2), (g2, A2).
Example 3. Almost multiplicity free pairs:
(SU(n), SU(n− 1)), (SU(4), S(U(2)× U(2)), (SU(3), SO(3)),
(SO(5), SO(3)× SO(2)), (Sp(2), Sp(1)× U(1)), (SO(5), U(2)),
(Sp(2), U(2)), (SO(6), SO(4)× SO(2)), (SO(6), SU(3)),
(Spin(7), G2), (G2, SU(3)), (SO(3)× SO(4), SO(3)).
Note that in Examples 2 and 3 we consider natural inclusions SU(n) ⊂ U(n) ⊂ SO(2n),
Sp(n) ⊂ SU(2n), and SO(3) is diagonally embedded into SO(3) × SO(4). Semi-simple
examples with G = SO(4) and G = SO(3)× SO(4) are also given.
Proof. First, note that the condition (19) for the almost multiplicity free pairs (g, k)
can be replaced with:
(20) cardR+g ≤ cardR
+
k + rank k+ c(g, k) = cardR
+
k + rank k+ 1,
where R+g and R
+
k denote the numbers of positive roots of g and k respectively. For c(g, k) =
0, the inequality (20) is obtained in [14,17] and used in the classification of multiplicity free
subgroups.
Similar to Kra¨mer’s proof of [17, Proposition 3], we consider the classical Lie algebras
An = su(n − 1), Bn = so(2n + 1), Cn = sp(n), Dn = so(2n) and exceptional Lie algebras
g2, f4, e6, e7, e8 and their maximal subalgebras, since the condition (20) requires ”large”
subalgebras.
Maximal subalgebras of compact simple Lie algebras are roughly divided in the following
classes (see [6, 7]): maximal non-simple reducible subalgebras embedded in the standard
way, maximal non-simple irreducible subalgebras represented as a tensor product of vector
representations and maximal simple subalgebras.
Case 1. Let g = su(n), n ≥ 2. Maximal, non-simple, reducible subalgebras are of the form
R⊕ su(p)⊕ su(q), n = p+ q, p ≥ q ≥ 1. In that case the inequality (20) becomes
n(n− 1)
2
≤ 1 +
p(p− 1)
2
+
q(q − 1)
2
+ (p− 1) + (q − 1) + 1.
Using the relation n = p+ q, after simple calculation, this is equivalent to n ≥ pq.
This is fulfilled only for p = n − 1, q = 1 (which corresponds to the multiplicity
free case) and n = 4, p = q = 2.
We have to show that the pair (su(4),R ⊕ su(2) ⊕ su(2)) is indeed almost
multiplicity free. Denote by eij the standard basis of algebra so(n). Consider a
regular element
x = e12 + e23 + e34 ∈ su(4) = so(4) ∩ gl4(C)
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with the isotropy subalgebra su(4)x spanned by x, ix
2, x3. Let p be the orthogonal
complement of k = R⊕ su(2)⊕ su(2) with respect to the Killing form. Since
prp(x) = e23, prp(ix
2) = ie13 + ie22, prp(x
3) = 3e23 + e14,
are linearly independent, the pair (su(4),R⊕ su(2)⊕ su(2)) is almost mulitplicity
free.
The only non-simple, maximal, irreducible subalgebras of su(n) are su(p) ⊕
su(q), pq = n, p, q ≥ 2, acting via tensor product representation. In this case
inequality (20) cannot be fulfilled.
It can be checked that the non-simple, non-maximal subalgebras: the di-
rect sum Rl−1 ⊕
⊕l
k=1 su(p) (n = pl, l ≥ 3, p ≥ 2) and the Cartesian product∏l
k=1 su(p) (n = p
l, l ≥ 3, p ≥ 2) cannot satisfy (20).
Now, let us consider simple non-maximal subalgebras. If k = su(p) ⊂ su(n),
then for p = n− 1 the inequality (20) is satisfied and the pair (su(n), su(n− 1)) is
a candidate for almost multiplicity free pair. Using a technique similar to the case
(su(4),R⊕ su(2)⊕ su(2)) one can show that (su(n), su(n− 1)) is a multiplicity free
pair.
If k = so(p), the only examples are the trivial so(2) ⊂ su(2) and so(3) =
su(2) ⊂ su(3) which we already covered. Finally, one can show that in case k =
sp(p) or k is exceptional, there is no pair (su(n), k) satisfying (20).
Case 2. Let g = so(n), n 6= 4. This requires more detailed analysis than the previous case.
First, let us exclude the case so(n − 1) ⊂ so(n) which is multiplicity free
and consider non-simple, reducible, maximal subalgebras k = so(p) ⊕ so(q), n =
p + q, p ≥ q ≥ 2. By using the identification so(2) = R = u(1), here we are also
considering the case of reducible subalgebra R⊕ so(p), p ≥ 3. If both p and q are
odd, from inequality (20) one can show that there are no candidates for almost
multiplicity free pairs.
If q is even, we find two possible pairs (so(5), so(3)⊕ so(2)) and (so(6), so(4)⊕
so(2)). The second one is isomorphic to (su(4),R⊕ su(2)⊕ su(2)), we have already
found to be almost multiplicity free. Using a similar method, one can show that
the pair (so(5), so(3)⊕ so(2)) is almost multiplicity free as well.
For irreducible, maximal subalgebras k = so(p) ⊕ so(q), n = pq, p ≥ q ≥
3, p, q 6= 4 and k = sp(p) ⊕ sp(q), n = 4pq 6= 4, given by tensor product of vector
representations, no example exists.
Now we consider reducible subalgebras. If k = u(p) ⊂ so(n), n = 2p, p ≥ 3,
the only examples are multiplicity free pairs (so(4), u(2)) and (so(6), u(3)).
Note that k = u(p) is also the subalgebra of so(2p+ 1) and it satisfies (20) for
p = 2. One can show that the pair (so(5), u(2)) is almost multiplicity free.
Also, non-maximal non-simple subalgebras
⊕l
k=1 so(p) (n = pl, p, l ≥ 3),∏l
k=1 so(p) (n = p
l, p, l ≥ 3, p 6= 4),
∏l
k=1 sp(p) (n = (2p)
l, p ≥ 1, l ≥ 4, l–even)
and so(p)× sp(2)× sp(2) (p ≥ 3, p 6= 4) cannot be part of the almost multiplicity
free pair.
Simple subalgebra so(p) ⊂ so(n) satisfies (20) only for p = n − 1, i.e. only if
the pair is multiplicity free. Next, subalgebra su(p) ⊂ so(2p) is multiplicity free
for p = 2 and almost multiplicity free for p = 3 (we already considered this as
so(6) = su(4)). Note that we could also consider inclusion su(p) ⊂ so(2p + 1).
However, the inequality (20) holds only for p = 1 which corresponds to the already
examined case su(1) ⊂ so(3) = su(2).
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One can easily verify that the last simple classical Lie algebra k = sp(p) cannot
fulfill the condition (20) for any p. The same is true for all exceptional Lie algebras
except g2 ⊂ so(7).
Let us examine the pair (so(7), g2) in more details. g2 has rank 2, the number
of positive roots is 6, and the number of positive roots of so(7) is 9. Thus, in
(20) the equality holds. As above, let p be the orthogonal complement of g2 with
respect to the Killing form and set (g2)x = {y ∈ g2 | [x, y] = 0}. The condition that
a generic Cartan’s subalgebra and its projection onto p have the same dimensions
is equivalent to the condition that (g2)x is trivial for a generic x ∈ so(7). Denote
by {eij | 1 ≤ i < j ≤ 7} the standard basis of so(7). It is well known that
P0 = e32 + e67, P1 = e13 + e57, P2 = e21 + e74, P3 = e14 + e72,
P4 = e51 + e37, P5 = e17 + e35, P6 = e61 + e43,
Q0 = e45 + e67, Q1 = e46 + e57, Q2 = e56 + e74, Q3 = e36 + e72,
Q4 = e26 + e37, Q5 = e24 + e35, Q6 = e25 + e43
(21)
constitute the basis of the Lie algebra g2. One can show that for x = e12+e34+e56 ∈
so(7) none of the elements
∑
i aiPi + bjQj ∈ g2 commutes with it. Thus, (g2)x is
trivial for a generic x ∈ so(7) and (so(7), g2) is indeed an almost multiplicity free
pair.
Case 3. In case g = sp(n), n ≥ 3 the analysis similar to the previous cases shows that
sp(n) cannot contribute to the list of almost multiplicity free pairs.
Case 4. Let us consider the exceptional Lie algebra g = g2. According to [6] it has two
subalgebras as maximal subalgebras with the maximal rank 2. The algebra k =
sp(1) ⊕ sp(1) doesn’t satisfy (20). For maximal subalgebra k = g2 the inequality
(20) is satisfied so let us examine if the pair (g2, su(3)) is almost multiplicity free.
Let the basis of the Lie algebra g2 be given by (21), then the basis of su(3) is
{P0, Q0, . . . , Q6}. For example, set x = P0 + P1. Then it is an easy exercise to
show that the element from su(3) commuting with it does not exist. Hence, the
pair (g2, su(3)) is almost multiplicity free.
Case 5. For the rest of the exceptional Lie algebras f4, e6, e7 and e8 the number of positive
roots is significantly larger than number of positive roots of any of its subalgebras
(see [6,7]). Therefore, no new examples can appear.

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