A new mimetic iterative scheme for solving general biharmonic equations under Robin's conditions is presented. This approach combines recently developed mimetic techniques for partial differential equations (PDEs) with an efficient iterative scheme based on a global conjugate gradient and a local preconditioned biconjugate gradient methods. The elegant matrix formulation of mimetic methods allows us to present an original convergence analysis of the proposed scheme. Numerical experiments provide strong evidences of the advantages of the novel approach.
Introduction
In the last ten years, a new type of numerical methods for solving PDEs, named mimetic methods, have been proposed in the technical literature [1, 2, 3, 4] . An important feature of mimetic methods is that they do not discretize PDEs directly, but they discretize the main differential operators of mathematical physics [10] : divergence, gradient, and rotational, in such a way that they satisfy discrete versions of the Green-Gauss-Stokes theorem [4, 5] . This feature of mimetic methods allows us to establish a general framework to discretize PDEs based on the mimetic discretization of the main differential operators. It is known that mimetic schemes for PDEs produce better approximations to solutions of problems with discontinuous coefficients. There are many versions of mimetic methods, they differ in technical details and presentation display. However, there is a second order version of mimetic methods whose discretizations of gradient and divergence operators achieve same order of accuracy at the boundaries and inner points [6] . The advantage of this property is that mimetic schemes for second order elliptic equations register a quadratic convergence rate at the boundaries, which produce smaller global errors as a consequence of the modulus maximum principle [6, 7] . In general, mimetic finite difference schemes have been studied and applied with success to second order elliptic, parabolic, and hyperbolic equations [1, 6, 7, 8, 9] . However, they have not been applied to higher order PDEs.
Biharmonic equations are fourth order elliptic problems with many applications in science and engineering [10, 11] . There are two general approaches for solving these equations, they are: the single equation and the coupled equations approach [11] . In this article, the coupled equations approach and the second order mimetic method described in [6, 7] will be used to solve the biharmonic equations. The coupled equations technique splits fourth order equations into systems of second order equations, which are discretized, in this work, with mimetic methods. This approach is the best for mimetic methods because all mimetic discretizations of first order differential operators satisfy their continuous properties at discrete level up to second order. Moreover, combination of coupled equation approach and mimetic methods produce matrices with better conditions and very efficient iterative methods are available for their solution. These advantages have direct impact on solution's precision and number of iterations.
Reduction of general biharmonic equations to a system of second order boundary value problems have been a well known approach, so their numerical solution have been fully studied with finite difference and finite element methods [12, 13] . An important issue in the numerical solution of biharmonic equations is the boundary conditions. Most of the research literature in numerical analysis present their results for Dirichlet conditions, but mimetic methods do not add any improvement in that context. The study of well posedness of biharmonic equations for Neumann and Robin's conditions was reported in [14] . Recently, a general iterative scheme was developed for biharmonic equations under Neumann conditions [15] . It reduces the general biharmonic equations to a system of second order equations of Helmholtz type. This system is solved by a Richardson iterative scheme and a finite difference method. Our work provides a new version of the iterative scheme described in [15] . It combines the conjugate gradient and mimetic methods to obtain a more efficient iterative scheme for solving biharmonic equations under Robin's conditions. The content of this paper is divided into seven sections. First section is this introduction. Second section presents the general fourth order biharmonic equation studied in this work. Third section gives a brief description of mimetic discretizations. Fourth section formulates the new conjugate gradient mimetic iterative scheme. Fifth section gives the convergence analysis of the new iterative scheme. Sixth section provides numerical results and a comparative study. Finally, seventh section has the conclusions and recommendations.
Equations
This paper will develop an iterative scheme for the following biharmonic equation
under Robin's condition
In these expressions, ∆ 2 is the classical biharmonic operator, ∆ is the Laplacian, Ω is a bounded domain, ∂Ω is the domain's boundary, ∂(.)/∂n is the outward normal directional derivative at the boundary, and σ is a known positive function. The constants a, b are positive, and functions f , g o , and g 1 are given as data. It is known that equations (1) and (2) are wellposed boundary value problems [14] . Elementary considerations show that biharmonic equation (1) can always be factorized as a product of Helmholtz operators
where µ, λ are positive constants, µ ≥ λ, and α = b−µλ. This last expression allows us to write the boundary value problem (1) and (2) as a system of Helmholtz equations
where v is an auxiliary function. The above system is coupled if α = 0 and a numerical iterative scheme will be developed for its solutions. In the case α = 0 the system is uncoupled, its solution can be obtained by sequential solutions of Helmholtz equations, and it does not require the design of an iterative scheme.
The superposition principle splits system (4) into two simpler systems
and
with complementary equations v = v 1 + v 2 , u = u 1 + u 2 , and ϕ = −αu.
This transformation produces a coupled system with homogeneous boundary conditions, (5) , and an uncoupled system (6) . Both system are equivalent to the original boundary value problem (1), (2) , and they have a more appropriate form to develop the new iterative scheme by the coupled equations approach.
Mimetic Discretizations
This section presents a description of Helmholtz equations mimetic discretizations under Robin's conditions. The mimetic method used in the discretizations is the second order version developed in [6, 7] . Since Helmholtz equations, in the system (5) and (6) , are extensions of the static diffusion equations, then the exposition will be brief and many details are omitted at some points, because they are already published in the references.
A mimetic scheme provides finite difference matricial discretizations for the gradient operator
and the divergence operator
Description of these operators should be in correspondence with a mimetic grid. This type of grid is sometimes named staggered grid. This means that variables or vectors − → u and − → v in (8) and (9) are not defined at the same inner points. Our work is restricted to uniform cartesian grids. In that context a mimetic grid has the same characteristics of a block center grid at inner blocks. However, its blocks with sides on the boundary will contain additional nodes at the center of each boundary's side. Moreover, the blocks of a multidimensional grid do not have nodes at their corners. A graphical display of cartesian mimetic grids is presented in [6, 7, 16] . Vector − → u has entries of the form u(x i ) where x i are the center of a block side in the mimetic grid. Vector − → v has entries of the form v(y i ) and y i represent a block center or the center of a boundary's side. The scalar h denotes the length of a generic block edge in a cartesian uniform mimetic grid and e i is a general element in the standard basis for the Euclidean space. If a is the center of a boundary block side and the side is orthogonal to e i then the mimetic gradient operator at a for a generic scalar function u, denoted by (Gu)(a), is given by the relation
where the positive or negative sign are selected in such a way that the arguments of u belong to the grid. If a is a center of an inner block side, which is orthogonal to e i , then (Gu)(a) is the standard central finite difference approximations for a derivative
Coefficients of h(Gu)(a) in (10) and (11) determine matrix G entries. In the case of the divergence operator, its mimetic approximation is defined at center nodes in each block and on the boundary's nodes. In order to obtain consistence in matrix dimension then the mimetic divergence operator at a boundary's node a for a generic field u = (u 1 , . . . , u n ) is defined by (Du)(a) = 0. On the other hand, if a is a block center then the mimetic divergence operator reduces to the standard finite difference formulations for it
Coefficients of h(Du)(a) in the above expression define the entries in matrix D. Simple Taylor's expansions show second order approximations for mimetic operators G and D.
Since operators G and D are mimetic then their matrices, G and D, satisfy a discrete version of the Green-Gauss-Stokes theorem
In this expression brackets represent generalized inner product of the form − → x , − → y A = − → x t A − → y , Q and P are weighting diagonal matrices, I is the identity matrix, and the boundary operator B must satisfy
In the second order case Q is the identity and the diagonal entries of P are Newton Cotes integration coefficients. Mimetic discretizations of PDEs use properties of mimetic approximations (8), (9) , and (14) . It is known that composition of divergence and gradient mimetic operators produce a mimetic discretization for the Laplacian
Similarly, the composition of the mimetic boundary operator and the mimetic gradient gives a mimetic discretization of the exterior normal directional derivative at the boundary
These mimetic approximations allow us to write a mimetic discretization for the Helmholtz equation, (−∆ + a)u = f with a > 0, under homogeneous Robin's condition, ∂u/∂n + σu = 0 with σ > 0, as the following expression
In this equation Υ is a diagonal matrix whose non null entries are Υ(i, i) = σ(x i ) if x i is a grid node at the boundary, u h is the mimetic approximation of u on an uniform mimetic grid with edge blocks of length h, and f h is the projection of f on the same grid. The convergence of the mimetic scheme for the Helmholtz type equations will be sketched with the aid of the results for the static diffusion equations [7] . An application of Green-Gauss-Stokes theorem (13) shows that the mimetic Helmholtz operator,
This means that its spectrum is real and bounded below by the spectrum of the mimetic Laplacian,
, under the same boundary conditions. Both operators have the same set of eigenvectors. As a consequence of this observation and the fact that σ > 0, then Green-Gauss-Stokes theorem (13) shows that the eigenvalues for the Laplacian are positive. Collecting all these facts and observing that the mimetic discretization of the Laplacian produces a convergent mimetic scheme [7] , then approximations u h , defined by the mimetic scheme (17) , must converge to the exact solution u of Helmholtz equation under mesh refinement. The case of non homogeneous boundary conditions can always be reduced to a problem with homogeneous conditions, so it does not require further analysis. The mimetic discretization of Helmholtz equations enable us to obtain the mimetic discretizations of (5)
and system (6)
Their auxiliary equations are
, and
Description of variables and subindexes in the above equations are similar to those given in the mimetic discretization of Helmholtz equation (17).
Iterative Scheme
The solution of systems (18) and (19) produce a mimetic approximation u h to the solution u of the biharmonic equations (1) and (2) . Since (19) is a uncoupled system, then its solutions can be efficiently obtained by a sequential solution of Helmholtz equations. On the other hand, system (18) is coupled and linear, so the simultaneous solution of its equations is needed to obtain u 1,h . Such approach is not efficient and a new iterative scheme is proposed in this section for solving its equations sequentially.
The formulation of new iterative scheme is based on the operator A defined by the equation
This operator assigns to each function ϕ h the associated solution u 1,h of system (18) . The operator A is well defined, because as soon as the function ϕ h is known then system (18) becomes decoupled and its solution u 1,h can be obtained by sequential solution of its equations. Equation (21) represents the following linear equation for u 1,h .
This equation is not sharp, because operator A appears two times and its evaluation is numerically expensive. There are two possible simplifications for (22). One of them is to write the equation as a function of ϕ h
The second form is written as a function of u h
The last two equations are almost identical. In fact, equation (23) is solved in [15] by a Richardson iterative scheme in the context of Neumann condition. Therefore, our work will adopt equation (24) to design the new iterative scheme. Before going into the formulation of the new iterative scheme,we will prove that operator A is symmetric and positive definite. These properties will be important in the new iterative scheme formulation.
Let's prove that A is symmetric. Consider generic functions ϕ h , ψ h and their images Aϕ h = u 1,h , Aψ h = w 1,h , then operator A definition permits us to write
where p 1,h and ψ h take the place of the auxiliary function v 1,h and ϕ h in (18) . Applying the Green-Gauss-Stokes theorem (13) twice to the right term in (25) produces the relation
This relation was expected. It was mentioned in previous section that the mimetic Helmholtz operators are symmetric under homogeneous Robin's conditions. The second equation in (18) gives the following identity
Taking the second equation in (18) with w 1,h and p 1,h in place of u 1,h and v 1,h , reduces the right side in (27) into the next expression
The application of the Green-Gauss-Stokes theorem (13) twice in the last expression or the symmetry of mimetic Helmholtz operators produces the relation
but the second equation in (18) simplifies (29) in the next formulae
Let's use the second equation in (18) again with w 1,h and p 1,h in place of u 1,h and v 1,h to obtain the equation
The symmetry of the mimetic Helmholtz operator or a final application of the Green-Gauss-Stokes theorem, two times, in the right hand side of (31) produces the relation
so A is symmetric.
The same proof of symmetry shows that A is positive definite. In effect, if ψ h = ϕ h then equations (25) to (28) prove the equation
An application of the Green-Gauss-Stokes theorem (13) in the right side of equation (34) produces the expression
which proves that A is positive definite.
The above two properties of operator A imply that (I + αA) is positive definite and symmetric. Therefore, equation (24) has a unique solution and it can be obtained by a direct application of a conjugate gradient method [17] . The conjugate gradient method needs to evaluate the operator A at each iteration. This evaluation is equivalent to the sequential solution of the two Helmholtz equations in systems (18) or (19). Mimetic discretizations of Helmholtz equations produce sparse and non symmetric linear systems, which can be solved by any standard linear solver. These observations allow us to write an algorithm for new iterative scheme to solve (24).
Mimetic Iterative Algorithm
In this algorithm the brackets symbolize the standard inner product in the Euclidean space. Since operator A represents a symbolic solution to systems (18) , which are mimetic discretizations of Helmholtz type equations, and the above algorithm is an adaptation of standard conjugate gradient method to operator (I + αA), then it can be named conjugate gradient mimetic scheme or mimetic iterative scheme for short. There are two main differences between the standard conjugate gradient method and the new iterative scheme. The first difference is step 1, which represents the solution of the uncoupled system (19) to obtain u 2,h . Second difference is the operator A, which does not have an explicit numerical matrix representation for its evaluation.
Convergence
The conjugate gradient mimetic scheme produces a sequence {u n h } n of approximated solutions to equation (24). Since operator (I + αA) satisfies all the conditions for the convergence of the conjugate gradient method, then u n h converges to the solution of (24), u h , when the number of iterations n increases indefinitely.
On the other hand, equation (24) is a convenient representation of system (18), so its auxiliary equations imply that u h = u 1,h + u 2,h . Since mimetic discretizations of Helmholtz equations are convergent and (19) is an uncoupled system of this type of discretizations, then mimetic approximation u 2,h satisfies
This first order estimate comes from truncation errors in mimetic discretizations for Helmholtz equations, which are first order at inner grid points close to the boundary. A truncation error analysis in system (18) and the above estimate give the following system of equations:
System (37) is uncoupled and it can be reduced to the equation
In the above equation O(h) contains a term of the form A(O(h)), which is O(h) by the convergence of the mimetic scheme for Helmholtz equations. Since (I + αA) is a positive definite, lower bounded by one, and symmetric, then its inverse is uniformly bounded and the estimate
is valid for the solution u 1 and its mimetic approximation u 1,h . Estimates (39), (36) and auxiliary relations for systems (18) and (19) imply the convergence under mesh refinement of mimetic approximation u h to the bihamonic equations solution u.
The proof of convergence presented in this section uses first order convergence rate for the mimetic discretizations of Helmholtz equations generated by biharmonic equations. That rate of convergence is determined by truncation errors. It is known that truncation errors do not provide optimum convergence rates for mimetic methods developed in [6, 7] . Moreover, mimetic discretizations of Helmholtz equations associated with (3) must inherit the quadratic convergence rate of the static diffusion equations described in [7] . A proof of this fact should follow the same analysis presented in [7] . However, such analysis is beyond the scope of this article.
Numerical Results
This section presents numerical results of implementing the new mimetic iterative scheme for a specific biharmonic equation. This implementation requires a linear solver for solving the algebraic systems generated by the mimetic discretizations of Helmholtz equations in (18) or (19). Technical literature reports some numerical experiment with iterative methods for solving linear system generated by mimetic discretizations of Poisson type equations [18] . In our work, the linear iterative solver selected for solving the mimetic discretizations of Helmholtz equations is the biconjugate gradient (BCG) method with a first order incomplete ILU factorization preconditioner (ILU(1)) [17] . In our tests, the BCG with ILU(1) preconditioner always reached convergence and its execution times were smaller than those obtained by preconditionated BCGSTAB or GMRES method with less iterations.
The boundary value problem used to test the new mimetic iterative scheme is defined by equation (1) with coefficients a = b = 1, Robin's condition (2) with σ = 1, and the domain Ω represented by a unitary square (0, 1) × (0, 1). The analytic solution for this boundary value problem is given by u(x, y) = sin(πx)sin(πy), which defines the functions f ,g o , and g 1 by direct substitution in (1) and (2) . This problem is the easiest one that could be used to test a new numerical scheme so all the numerical results should reflect its best properties. Tolerance for the mimetic iterative scheme and the BCG method were 10 −5 and 10 −10 respectively. Table 1 displays the numerical results of solving the test problem with the new mimetic iterative scheme. First column shows different grid sizes used in the test. Mimetic discretizations of Helmholtz equations on a n × n grid generate linear system with n 2 + 4n unknowns, so the number of unknowns for each grid in the table are 285, 1020, 4485, and 14880, respectively. Second column provides an average of the number of iterations reported by the preconditionated BCG method for solving the linear system associated to Helmholtz equations mimetic discretizations. The number of inner iterations gives evidence that ILU(1) preconditioner produces a 95 percent reduction in the number of iteration of simple BCG method. Third column shows the number of iterations reported by conjugate gradient method, which is described by steps 3 to 10 in the mimetic iterative algorithm. The number of exterior iterations in invariant with grid refinement. This is an interesting and unexpected feature of the new mimetic iterative scheme. Last column gives the error in the maximum norm between the mimetic approximations and the exact solution to the boundary value problem in the test problem. It gives evidence that mimetic approximations computed with the new mimetic iterative scheme converge to the exact solution under mesh refinement, which ratifies our theoretical analysis. In addition, last row in table 1 provides the numerical convergence rate for the mimetic method. That rate is almost quadratic, the optimum convergence rate for second order mimetic discretizations.
The test problem was also solved by a Richardson iterative scheme combined with mimetic methods for Helmholtz equations. This iterative method is the same proposed in [15] , but it uses mimetic method instead of finite difference methods. Results obtained by the Richardson iterative scheme are presented in table 2. The first column represents the values of the it- table 2 were obtained on a 65×65 grid, and our main effort was to get an estimation of τ opt . In theory, estimation of τ opt requires the evaluation of I + αA 2 , which could be numerically as expensive as solving the original problem by the iterative method. The first column in table 2 shows several values τ used in the searching of τ opt with the Richardson scheme. It was found that an approximated value for τ opt , in our test problem, should be around one. τ opt determines the minimum number of iteration for solving the test problem by Richardson iterative scheme. The number of iterations in the Richardson scheme are reported in the third column as external iterations. It was found that the minimum number of external iteration for the test problem with the Richardson approach is the same obtained with the new mimetic iterative scheme. However, the new mimetic iterative does not require parameter estimations to achieve a minimum number of external iterations. Since the grid size does change in the tests with the Richardson scheme, then inner iterations and errors in table 2 remain invariant. Moreover, they agree with the values reported in table 1 for the same grid size.
Conclusions
This article has presented a new mimetic iterative scheme for solving a general biharmonic equation under Robin's conditions. A complete and original analysis of convergence for the new scheme was developed with the aid of mimetic method properties. Application of mimetic methods to biharmonic equations is a new contribution and it has not been reported in the technical literature to the best of our knowledge. The new scheme was tested on a synthetic problem. It was obtained evidence that mimetic discretizations of biharmonic and Helmholtz equations inherit second order convergence rate reported for static diffusion equations. Numerical results show that the mimetic iterative scheme achieves a minimum number iterations without the parameter estimation required by the Richardson iterative method. Moreover, the numerical tests showed an interesting property of the mimetic iterative scheme, that is its invariance in the number of iterations under mesh refinements.
