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Abstract
Two point correlation functions of the off-critical primary fields φ1,1+s are consid-
ered in the perturbed minimal models M2,2N+3 + φ1,3. They are given as infinite
series of form factor contributions. The form factors of φ1,1+s are conjectured from
the known results for those of φ1,2 and φ1,3. The conjectured form factors are
rewritten in the form which is convenient for summing up. The final expression of
the two point functions is written as a determinant of an integral operator.
∗e-mail: toota@yukawa.kyoto-u.ac.jp
1 Introduction
Correlation functions are important tools to study quantum field theories. In many
two-dimensional models, it is known that the determinant representation is useful for
non-perturbative analysis of correlation functions [1]–[11].
In a class of 1+ 1 dimensional, massive, integrable models [12]–[25], correlation func-
tions of some operators can be written as an infinite sum over intermediate states and
are analysed through the form factor bootstrap procedure [12, 13].
Recently, it is shown that determinant representation of integral operators is useful
to sum up the infinite series in the sinh-Gordon model [26] and in the scaling Lee-Yang
model [27]. In these models, an auxiliary Fock space and auxiliary Bose fields, which are
called dual fields, are introduced. This approach was developed in [5, 28, 29]
The scaling Lee-Yang model [30] can be identified with the N = 1 case of the per-
turbed minimal model M2,2N+3 + φ1,3 [31]. The purposes of this paper are to generalize
the result of [27] to arbitrary N and to show that the determinant representation is useful
also in the perturbed minimal conformal field theories.
The minimal model M2,2N+3 is non-unitary and contains N + 1 scalar primary fields
φ1,1+s = φ1,2N+2−s (s = 0, . . . , 2N + 1) with scaling dimensions (∆(1,1+s),∆(1,1+s)) [32]:
∆(1,1+s) = −
s(2N + 1− s)
2(2N + 3)
, s = 0, . . . , 2N + 1. (1.1)
The primary operator φ1,1 = φ1,2N+2 is the identity operator.
The φ1,3-perturbation of M2,2N+3 is known to be integrable and is described by the
A
(2)
2N -type factorizable scattering theory. The mass spectrum of A
(2)
2N theory consists of N
scalar particles with mass
ma = 2m sin(aπ/h), a = 1, . . . , N, (1.2)
where h = 2N+1 is the Coxeter number of the Lie algebra A
(2)
2N . The two-body scattering
amplitude is given by [33]
Sab(β) =
a+b−1∏
x=|a−b|+1
step2
{x}(β), (1.3)
where
{x}(β) =
tanh 1
2
(β + (x− 1)πi/h) tanh 1
2
(β + (x+ 1)πi/h)
tanh 1
2
(β − (x− 1)πi/h) tanh 1
2
(β − (x+ 1)πi/h)
. (1.4)
It is conjectured that the conformal primary fields φ1,1+s become off-critical primary
fields [19]. We use same symbol φ1,1+s to denote the corresponding off-critical primary
operators.
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Form factors of a local operator O(x) are defined as the matrix elements between
the vacuum state 〈vac| and n particle states characterized by particle species ai (ai ∈
{1, . . . , N}) and rapidities βi ( i = 1, . . . , n ):
FOa1...an(β1, . . . , βn) = 〈vac|O(0)|β1, . . . , βn〉a1...an . (1.5)
The multi-particle form factors for φ1,2 and φ1,3 were calculated in [14]
F φ1,2a1...an(β1, . . . , βn) = f0;a1...an(β1, . . . , βn)
n∏
j=1
νaj
n∏
i<j
ζaiaj (βi − βj), (1.6)
F φ1,3a1...an(β1, . . . , βn)
=
2 cos(π/h)
m1

 n∑
j=1
maje
±βj

 f±;a1...an(β1, . . . , βn) n∏
j=1
νaj
n∏
i<j
ζaiaj (βi − βj). (1.7)
The explicit forms of the constants νa, the functions fλ;a1...an(β1, . . . , βn) (λ = 0,±1) and
ζab(β) are given in section 2.1. Note that (1.7) gives two equivalent definitions of φ1,3.
For other operators, the explicit form of multi-particle form factors were determined
only when a1 = . . . = an = 1 [19]. The explicit form for the form factors containing the
other particle species had not been known. These form factors used to be given indirectly
by using the fusion procedure. We will derive these in this paper.
After Wick rotation to the Euclidean space, the two-point correlation function of
the operator φ1,1+s and φ1,1+s′ can be represented as an infinite series of form factors
contributions
〈φ1,1+s(x)φ1,1+s′(0)〉
=
∞∑
n=0
N∑
ai=1
∫
dnβ
n!(2π)n
〈vac|φ1,1+s(x)|β1, . . . , βn〉a1...an
an...a1〈βn, . . . , β1|φ1,1+s′(0)|vac〉
=
∞∑
n=0
∑
ai
∫
dnβ
n!(2π)n
F φ1,1+sa1...an (β1, . . . , βn)F
φ1,1+s′
an...a1 (βn + πi, . . . , β1 + πi)
× exp

−r n∑
j=1
maj cosh βj

 , (1.8)
where r = (xµxµ)
1/2. In the next section, we transform (1.6) and (1.7) to forms which are
convenient to sum up the series (1.8). From the final expression, we can guess the form
of the form factors for the other off-critical primary operators. We give the conjectured
form factors for φ1,1+s and demonstrate that they satisfy form factor bootstrap equations.
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We discuss the relation between the conjectured form factors and their known forms with
all ai = 1 given by Koubek [19].
This paper is organized as follows. In the first part of section 2, a brief review of the
form factor bootstrap equations is given. In section 2.1, the form factors (1.6) and (1.7)
are transformed to a form which is convenient for summation. In section 2.2, we give the
form factors for other primary operators φ1,1+s. In section 3, with the help of dual fields
which act on an auxiliary Fock space, we sum up the infinite series (1.8) to a Fredholm
determinant. Section 4 is devoted to discussion. In the appendix we give the evidences
that the proposed form factors of φ1,1+s satisfy the form factor bootstrap equations.
2 Form factor
To fix a notation, we briefly summarize the form factor bootstrap equations [12, 13].
The form factor bootstrap equations are axiomized in the following way.
(i) Watson’s equations:
FOa1...aiai+1...an(β1, . . . , βi, βi+1, . . . , βn)
=Saiai+1(βi − βi+1)F
O
a1...ai+1ai...an
(β1, . . . , βi+1, βi, . . . , βn), (2.1)
FOa1a2...an(β1 + 2πi, β2, . . . , βn) = F
O
a2...ana1
(β2, . . . , βn, β1). (2.2)
(ii) Lorentz covariance:
FOa1...an(β1 + Λ, . . . , βn + Λ) = e
s(O)ΛFOa1...an(β1, . . . , βn), (2.3)
where s(O) is the Lorentz spin of the operator O. The off-critical primary fields are
scalar operators : s(φ1,1+s) = 0.
(iii) The kinematical residue equation:
−i lim
ǫ→0
ǫFOaad1 ...dn(β + πi+ ǫ, β, β1, . . . , βn)
=

1− n∏
j=1
Sadj (β − βj)

FOd1...dn(β1, . . . , βn). (2.4)
(iv) Bound state residue equation:
For a fusion process a× b→ c, form factors satisfy the bound state residue equation
− i lim
ǫ→0
ǫFOabd1 ...an(β + iθ¯
b
ac + ǫ, β − iθ¯
a
bc, β1, . . . , βn) = Γ
c
abF
O
cd1...dn
(β, β1, . . . , βn), (2.5)
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where θ¯ = π − θ and θcab is the fusion angle. Let n(a, b) = min(a + b, h − a − b). In the
perturbed minimal models, the fusion process occurs for c = n(a, b) or c = |a − b|( 6= 0)
and the fusion angles are [33]
θ
|a−b|
ab = (h− |a− b|)π/h,
θ
n(a,b)
ab = (a+ b)π/h. (2.6)
The on-shell three-point coupling constant Γcab is given by
Sab(β) ∼
i(Γcab)
2
β − iθcab
, for β ∼ iθcab. (2.7)
Because the perturbed minimal model is non-unitary, the three point coupling constant
is pure imaginary for the case c = h− a− b (a+ b > N) [33].
The S-matrix (1.3) has a double pole at β = (a+b−2c)πi/h for c = 1, . . . , min(a, b)−1
which corresponds to a weak bound state a × b → ((a − c) × c) × ((b − c) × c) [33].
Corresponding to this double pole, the form factor has a simple pole at certain rapidity
difference. We do not give the explicit form of the (weak) bound state residue equations,
which can be found in [13, 14].
As was shown by Koubek [19], it is sufficient to consider the minimal fusion process
a× b→ a+ b (a+ b < N). Informations about the other fusion processes are indirectly
contained in the minimal ones.
The explicit form of the minimal bound state residue equation is
−i lim
ǫ→0
ǫFOabd1...dn(β + bπi/h + ǫ, β − aπi/h, β1, . . . , βn)
=Γ
(a+b)
ab F
O
(a+b)d1...dn
(β, β1, . . . , βn), a + b ≤ N, (2.8)
where
Γ
(a+b)
ab )
2 = 2 tan((a+ b)π/h)
tan(max(a, b)π/h)
tan(min(a, b)π/h)
min(a,b)−1∏
k=1
(
tan((max(a, b) + k)π/h)
tan((min(a, b)− k)π/h)
)2
.
(2.9)
The rest of the bound state residue equations can be derived from (2.8).
(v) Cluster properties [14, 17, 18, 34]:
lim
Λ→∞
F φ1,1+sa1...amam+1...am+n(β1 + Λ, . . . , βm + Λ, βm+1, . . . , βm+n)
=
1
〈φ1,1+s〉
F φ1,1+sa1...am(β1, . . . , βm)F
φ1,1+s
am+1...am+n(βm+1, . . . , βm+n). (2.10)
Here 〈φ1,1+s〉 is the vacuum expectation value of the off-critical primary operator φ1,1+s
[34]. We choose the normalization as follows
〈φ1,1+s〉 = 1. (2.11)
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2.1 Form factors for φ1,2 and φ1,3
As was mentioned in the previous section, the form factors for φ1,2 and φ1,3 are given in
the form (1.6) and (1.7) respectively.
The auxiliary objects fλ;a1...an(β1, . . . , βn) are defined by
fλ;a1...an(β1, . . . , βn)
= (−1)n−12
∫
Γa1(β1)
dα1
2πi
. . .
∫
Γan−1 (βn−1)
dαn−1
2πi
n−1∏
i=1
n∏
j=1
ϕaj (αi − βj)
×
n−1∏
i<j
sinh(αi − αj) exp

λ(n−1∑
i=1
αi −
n∑
j=1
βj)

 , λ = 0,±1, (2.12)
where Γa(β) is the contour enveloping the points β + (a− 2l)πi/h, l = 0, 1, . . . , a and
ϕa(β) =
a−1∏
j=1
cosh
1
2
(β + (a− 2j)πi/h)
2
a∏
j=0
sinh
1
2
(β + (a− 2j)πi/h)
. (2.13)
Note that our fλ;a1...an(β1, . . . , βn) corresponds to Smirnov’s F−λ(β1, . . . , βn)a1...an [14].
Although the integration contour Γan(βn) is absent in the expression (2.12), all rapidities
are on the same footing in fλ;a1...an . See (2.37).
The function ζab(β) is defined by
ζab(β) = Wab(β)F
(min)
ab (β), (2.14)
where
Wab(β) = (−1)
a+min(a,b)+1
2
|a−b|∏
j=0
sinh
1
2
(β + (|a− b| − 2j)πi/h)
a+b−1∏
j=1
cosh
1
2
(β + (a+ b− 2j)πi/h)
. (2.15)
The phase of Wab(β) is chosen such that the cluster equation (2.10) holds. The minimal
two-body form factor F
(min)
ab (β) is given by
F
(min)
ab (β) =
a+b−1∏
x=|a−b|+1
step2
F (min)x (β). (2.16)
Here F (min)x (β) is a building block of the minimal two-body form factor:
F (min)x (β) = Nx exp
(
4
∫ ∞
0
dk
k
sin2(βˆk/2π) cosh(1/2− x/h)k cosh(k/h)
cosh(k/2) sinh k
)
, (2.17)
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where βˆ = πi− β and a normalization constant Nx is chosen as
Nx = exp
(
2
∫ ∞
0
dk
k
cosh(k/2)− cosh (1/2− x/h) k cosh(k/h)
cosh(k/2) sinh k
)
. (2.18)
F (min)x (β) has no poles or no zeros in the strip 0 < Imβ < 2π. F
(min)
1 (β) has a single
zero at β = 0.
The constant νa is defined by
νa = i
a
(
2 sin(2aπ/h)
πF
(min)
aa (πi)
)1/2 a−1∏
l=1
sin(lπ/h). (2.19)
Then the functions (1.6) and (1.7) with (2.12), (2.14) and (2.19) satisfy the form factor
bootstrap equations and are indeed form factors for φ1,2 and φ1,3 respectively [14].
In order to transform the form factors into forms suited for summation, we rewrite
fλ;a1...an(β1, . . . , βn) in terms of ti = e
αi and xj = e
βj . Let ω = exp(2πi/h). We have
fλ;a1...an(β1, . . . , βn)
= (−1)n−12n(n+1)/2
n∏
j=1
xn−λ−1j
∫
γa1 (x1)
dt1
2πi
. . .
∫
γan−1 (xn−1)
dtn−1
2πi
×
n−1∏
i=1
n∏
j=1
ϕaj (ti, xj)
n−1∏
i<j
(t2i − t
2
j )
n−1∏
i=1
tλ+1i , (2.20)
where the contour γa(x) envelops the points xω
a/2−l for l = 0, . . . , a. For t = eα and
x = eβ, the function ϕa(t, x) is defined by ϕa(α− β) = 2txϕa(t, x). The explicit form of
ϕa(t, x) is given by
ϕa(t, x) =
a−1∏
j=1
(t+ xωa/2−j)
a∏
j=0
(t− xωa/2−j)
. (2.21)
With help of a Vandermonde determinant
n−1∏
i>j
(t2i − t
2
j ) = det
(
t2j−2i
)
1≤i,j≤n−1
, (2.22)
we can write (2.20) in the following form:
fλ;a1...an(β1, . . . , βn)
= (−1)n(n−1)/22n(n+1)/2
n∏
j=1
xn−λ−1j det
(
Kλa1...an;ij
)
1≤i,j≤n−1
, (2.23)
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where
Kλa1...an;ij =
∫
γai(xi)
dt
2πi
t2j+λ−1
n∏
k=1
ϕak(t, xk), i, j = 1, . . . , n− 1. (2.24)
The contour γai(xi) envelops the points t = xiω
ai/2−l for l = 0, . . . , ai.
Following the procedure of [14], we transform the determinant of Kλa1...an (2.24). Let
us consider the properties of (2.24). The pole structure of the integrand is determined
by
n∏
k=1
ϕak(t, xk). (2.25)
The function ϕak(t, xk) (k 6= i) has no pole in the contour γai(xi). Thus the value of the
integral does not change if ϕak(t, xk) (k 6= i) is replaced by
th − (−1)akxhk
(−1)aixhi − (−1)
akxhk
ϕak(t, xk). (2.26)
Then we have
Kλa1...an;ij
=
∫
γai (xi)
dt
2πi
t2j+λ−1ϕai(t, xi)
n∏
k 6=i
(
th − (−1)akxhk
)
ϕak(t, xk)
(−1)aixhi − (−1)
akxhk
=
n∏
k 6=i
1
(−1)aixhi − (−1)
akxhk
∫
γai (xi)
dt
2πi
t2j+λ−1
n∏
k=1
ψak(t, xk)
1
th − (−1)aixhi
, (2.27)
where
ψa(t, x) =
(
th − (−1)axh
)
ϕa(t, x)
=
a−1∏
j=1
(t+ xωa/2−j)
h−a−1∏
j=1
(t+ xω(h−a)/2−j). (2.28)
Now the integrand in the integral over t is regular at the point t = 0 and has no singu-
larities except for the points xiω
ai/2−l for l = 0, . . . , ai. Thus we can replace the contour
γai(xi) by a circle whose radius is larger than |xi|. Then we have
det
(
Kλa1...an;ij
)
1≤i,j≤n−1
=
n−1∏
i=1
n∏
j=1(6=i)
(
(−1)aixhi − (−1)
ajxhj
)−1
det
(
K˜λa1...an;ij
)
1≤i,j≤n−1
, (2.29)
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where
K˜λa1...an;ij =
∮
dt
2πi
t2j+λ−1
n∏
k=1
ψak(t, xk)
1
th − (−1)aixhi
. (2.30)
On the contour it holds that |t| > |xj|. So we can expand (t
h − (−1)aixhi )
−1 as follows:
1
th − (−1)aixhi
=
∞∑
q=1
(−1)ai(q−1)x
h(q−1)
i t
−hq. (2.31)
Note that after substitution of the above equation into the integral (2.30), terms with
q ≥ n vanish because the highest degree of the integrand in t is smaller than −1. The
number of non-vanishing terms is at most n− 1:
K˜λa1...an;ij =
n−1∑
q=1
(−1)ai(q−1)x
h(q−1)
i
∮
dt
2πi
t2j+λ−1−hq
n∏
k=1
ψak(t, xk). (2.32)
The sum over q in the above equation can be interpreted as matrix product of two matrices
of dimension n− 1. The determinant of K˜λa1...an becomes product of two determinants:
det
(
K˜λa1...an;ij
)
1≤i,j≤n−1
=det
(
(−1)ai(q−1)x
h(q−1)
i
)
1≤i,q≤n−1
det
(∮ dt
2πi
t2j+λ−1−hq
n∏
k=1
ψak(t, xk)
)
1≤q,j≤n−1
=
n−1∏
i>j
(
(−1)aixhi − (−1)
ajxhj
)
det
(∮ dt
2πi
t2j+λ−1−hi
n∏
k=1
ψak(t, xk)
)
1≤i,j≤n−1
. (2.33)
To make the meaning of the determinant in (2.33) clear, it is useful to introduce a
notion of “generalized” elementary symmetric polynomials. Recall that the elementary
symmetric polynomials with m variables are defined by
m∏
k=1
(t+ zk) =
∑
k∈Z
tm−kσ
(m)
k (z1, . . . , zm). (2.34)
It holds that σ
(m)
k = 0 if k < 0, k > m. Similarly, let us define generalized elementary
symmetric polynomials by
n∏
k=1
ψak(t, xk) =
∑
k∈Z
t(h−2)n−kEa1...an;k(x1, . . . , xn). (2.35)
Using the definition of ψa(t, x) (2.28), we can express the generalized elementary symmet-
ric polynomial in terms of the ordinary elementary symmetric polynomials with (h−2)n
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variables:
Ea1...an;k(x1, . . . , xn)
= σ
((h−2)n)
k


a1−1︷ ︸︸ ︷
ωa1/2−1x1, ω
a1/2−2x1, . . . , ω
−a1/2+1x1,
h−a1−1︷ ︸︸ ︷
ω(h−a1)/2−1x1, ω
(h−a1)/2−2x1, . . . , ω
−(h−a1)/2+1x1,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,
an−1︷ ︸︸ ︷
ωan/2−1xn, ω
an/2−2xn, . . . , ω
−an/2+1xn,
h−an−1︷ ︸︸ ︷
ω(h−an)/2−1xn, ω
(h−an)/2−2xn, . . . , ω
−(h−an)/2+1xn

 .
Note that Ea1...an;k = 0 for k < 0 or k > (h− 2)n.
For N = 1, the generalized elementary symmetric polynomials coincide with the
ordinary symmetric polynomials.
The determinant can be written as follows:
det
(∮
dt
2πi
t2j+λ−1−hi
n∏
k=1
ψak(t, xk)
)
1≤i,j≤n−1
=det
(
Ea1...an;h(n−i)−2(n−j)+λ
)
1≤i,j≤n−1
=det (Ea1...an;hi−2j+λ)1≤i,j≤n−1 . (2.36)
Recall that the form factor in the scaling Lee-Yang model (N = 1, h = 3) was propor-
tional to det(σ
(n)
3i−2j+λ)1≤i,j≤n−1 [14, 15]. Thus, the expression (2.36) is natural general-
ization of N = 1 case.
Then, we have a representation of fλ;a1...an :
fλ;a1...an(β1, . . . , βn)= 2
n(n+1)/2
n∏
j=1
xn−λ−1j
n∏
i>j
(
(−1)aixhi − (−1)
ajxhj
)−1
×det (Ea1...an;hi−2j+λ)1≤i,j≤n−1 , λ = 0,±1. (2.37)
As was shown in [26, 27], in order to represent two-point correlation function as a Fred-
holm determinant, it is necessary to transform the determinant of the matrix of dimension
n− 1 into a determinant of a matrix of dimension n.
Let us consider the following matrix:
Mλa1...an;ij(x1, . . . , xn) = Ea1...an;hi−2j+λ−h+1(x1, . . . , xn), i, j = 1, . . . n. (2.38)
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For λ = 0 or 1, it holds that
Mλ+1a1...an;1j = Ea1...an;λδj,1, j = 1, . . . , n, λ = 0, 1, (2.39)
and Mλ+1a1...an;(i+1)(j+1) = Ea1...an;hi−2j+λ for 1 ≤ i, j ≤ n− 1. Thus we have
det
(
Mλ+1a1...an;ij
)
1≤i,j≤n
= Ea1...an;λdet (Ea1...an;hi−2j+λ)1≤i,j≤n−1 , λ = 0, 1. (2.40)
For λ = −1, it holds that
Mλ+h−1a1...an;nj = Ea1...an;(h−2)n−1δn,j, j = 1, . . . , n, λ = −1, (2.41)
and Mλ+h−1a1...an;ij = Ea1...an;hi−2j+λ for 1 ≤ i, j ≤ n− 1. Thus we have
det
(
Mλ+h−1a1...an;ij
)
1≤i,j≤n
= Ea1...an;(h−2)n−1det (Ea1...an;hi−2j+λ)1≤i,j≤n−1 , λ = −1.
(2.42)
Note that
Ea1...an;0 = 1, (2.43)
Ea1...an;1 = 2 cos(π/h)
n∑
j=1
sin(ajπ/h)
sin(π/h)
xj =
2 cos(π/h)
m1

 n∑
j=1
maje
βj

 . (2.44)
Ea1...an;(h−2)n−1(x1, . . . , xn) =

 n∏
j=1
xh−2j

Ea1...an;1(x−11 , . . . , x−1n ). (2.45)
Combining the above results with (1.6) and (1.7), the form factors of φ1,1+s (s = 1, 2)
can be rewritten as:
F φ1,1+sa1...an (β1, . . . , βn)
= f˜λ;a1...an(β1, . . . , βn)

 n∏
j=1
νaj

 n∏
i<j
ζaiaj (βi − βj), s = 1, 2, (2.46)
where λ = 1 for s = 1, and λ = 2 or h− 2 for s = 2 and
f˜λ;a1...an(β1, . . . , βn)
= 2n(n+1)/2
n∏
j=1
xn−λj
n∏
i>j
(
(−1)aixhi − (−1)
ajxhj
)−1
det
(
Mλa1...an;ij
)
1≤i,j≤n
. (2.47)
The above auxiliary object has an integral representation similar to fλ (2.12):
f˜λ;a1...an(β1, . . . , βn)=
∫
Γa1(β1)
dα1
2πi
. . .
∫
Γan (βn)
dαn
2πi
n∏
i=1
n∏
j=1
ϕaj (αi − βj)
×
n∏
i<j
sinh(αi − αj) exp

λ n∑
j=1
(αj − βj)

 . (2.48)
In contrast to (2.12), this expression treats all βi on equal footing. The equivalence of
(2.48) to (2.47) can be proven in exactly the same way as for the case of fλ;a1...an .
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2.2 Form factors for φ1,1+s
Let us analyse properties of (2.47) more closely.
Except for λ = 1, . . . , 2N , detMλa1...an are trivial: detM
λ
a1...an
= δn,0.
From the definition of the generalized elementary symmetric polynomials (2.35), we
can show that
Ea1...an;k(x1, . . . , xn) =

 n∏
j=1
xh−2j

Ea1...an;(h−2)n−k(x−11 , . . . , x−1n ). (2.49)
The matrix Mh−λa1...an is “isomorphic” to the matrix M
λ
a1...an
in the sense:
Mh−λa1...an;ij(x1, . . . , xn) =

 n∏
j=1
xh−2j

Mλa1...an;(n+1−i)(n+1−j)(x−11 , . . . , x−1n ). (2.50)
Further, it holds that
 n∏
j=1
x−λj

 det (Mλa1...an(x1, . . . , xn)) =

 n∏
j=1
xλ−hj

 det (Mh−λa1...an(x1, . . . , xn)) . (2.51)
So, we have
f˜h−λ;a1...an(β1, . . . , βn) = f˜λ;a1...an(β1, . . . , βn). (2.52)
Now, it is easy to guess the form of the form factors for the general off-critical primary
fields φ1,1+s (s = 0, . . . , 2N + 1). Suppose that the form factors of φ1,1+s is given by
F φ1,1+sa1...an (β1, . . . , βn) = f˜s;a1...an(β1, . . . , βn)

 n∏
j=1
νaj

 n∏
i<j
ζaiaj (βi − βj), (2.53)
where f˜s;a1...an is given by eq.(2.47)
f˜s;a1...an(β1, . . . , βn)
= 2n(n+1)/2
n∏
j=1
xn−sj
n∏
i>j
(
(−1)aixhi − (−1)
ajxhj
)−1
det
(
Msa1...an;ij
)
1≤i,j≤n
, (2.54)
and Msa1...an;ij is given by eq.(2.38)
Msa1...an;ij(x1, . . . , xn) = Ea1...an;hi−2j+s−h+1(x1, . . . , xn), i, j = 1, . . . n. (2.55)
Recall that the definition of the constant νa and the function ζab(β) is given by eq.(2.19)
and eq.(2.14) respectively.
In appendix, we demonstrate that (2.53) satisfy the form factor bootstrap equations.
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The form of the form factor bootstrap equations does not depend on the operator.
We need to identify the solution with some operator. The justification of the operator
identification in (2.53) is the following: From eq.(2.52), it holds that φ1,1+s = φ1,1+h−s.
For s = 0 or s = 2N + 1 case, the off-critical primary field is the identity operator and
the above form factors give trivial solution. For s = 1, 2, 2N − 1, eq.(2.53) yields the
known results [14]. For general s, let us consider the special case of (2.53):
F φ1,1+sn (β1, . . . , βn) := F
φ1,1+s
1...1 (β1, . . . , βn). (2.56)
The explicit form of the form factors of φ1,1+2k for a1 = . . . = an = 1 can be found in
[19]. We conjecture that (2.56) has another equivalent expression:
F φ1,1+sn (β1, . . . , βn)
= (2ν1)
n[s]ω1/2det
(
[s+ 2i− 2j]ω1/2σ
(n)
2i−j
)
1≤i,j≤n−1
×
n∏
i<j
F
(min)
11 (βi − βj)
(xi + xj) sinh
1
2
(βi − βj + 2πi/h) sinh
1
2
(βi − βj − 2πi/h)
, (2.57)
where
[n]ω1/2 =
ωn/2 − ω−n/2
ω1/2 − ω−1/2
=
sin(nπ/h)
sin(π/h)
. (2.58)
We checked that both (2.56) and (2.57) satisfy the same kinematical residue equations
and give the same results for small n. If we set s = 2k, (2.57) agrees with the Koubek’s
results [19]. The scaling dimensions of the operators were checked numerically for small
N in [35]. These results completely agree with our operator identification.
Thus the function (2.53) gives the form factor for φ1,1+s. Eq.(2.53) is one of the main
results of this paper.
For later convenience, we further rewrite the form factor (2.53) as follows:
F φ1,1+sa1...an (β1, . . . , βn) = 2
n

 n∏
j=1
νajx
1−s
j

 det (Msa1...an)
n∏
i<j
ζ˜aiaj (βi − βj)
(xixj)(h−2)/2
, (2.59)
where
ζ˜ab(β) = W˜ab(β)F
(min)
ab (β), (2.60)
2Wab(β − β
′)
(−1)byh − (−1)axh
= (xy)−h/2W˜ab(β − β
′), x = eβ , y = eβ
′
. (2.61)
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The explicit form of W˜ab is given by
W˜ab(β) =
i|a−b|
sinh 1
2
h(β + (a+ b)πi/h)
2
|a−b|∏
j=0
sinh
1
2
(β + (|a− b| − 2j)πi/h)
a+b−1∏
j=1
cosh
1
2
(β + (a+ b− 2j)πi/h)
. (2.62)
In the next section, using the expression (2.59), we sum up the two-point correlation
function (1.8) into a Fredholm determinant of an integral operator.
3 The determinant representation
A Fredholm determinant of a linear integral operator I + V can be decomposed into a
Taylor series:
det(I + V ) =
∞∑
n=0
∫
dx1 · · · dxn
n!
det (V (xi, xj))1≤i,j≤n . (3.1)
In order to obtain a determinant representation for the correlation functions we shall
represent the form factor expansion (1.8) in the form (3.1).
The representation of the form factor (2.59) allows us to write the product of two
form factors in (1.8) as follows:
F φ1,1+sa1...an (β1, . . . , βn)F
φ1,1+s′
an...a1 (βn, . . . , β1)
= (−1)a1+···+an
n∏
j=1
|2νaj |
2x2−s−s
′
j
n∏
i<j
∣∣∣∣∣∣
ζ˜aiaj (βi − βj)
(xixj)(h−2)/2
∣∣∣∣∣∣
2
det
(
Msa1...an
)
det
(
Ms
′
a1...an
)
.(3.2)
Note that the phase (−1)a1+···+an comes from a relation ν2a = (−1)
a|νa|
2 which is a
consequence of non-unitarity.
First, let us consider the product of two determinants. It is convenient to introduce
a matrix:
C
(s;s′)
a1...an;ij =
((
Msa1...an
)T
Ms
′
a1...an
)
ij
=
n∑
k=1
Ea1...an;hk−2i+s−h+1Ea1...an;hk−2j+s′−h+1
=
n∑
k=−∞
Ea1...an;hk−2i+s−h+1Ea1...an;hk−2j+s′−h+1. (3.3)
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Here we have used the fact that Ea1...an;l = 0 if l < 0.
Recall that the generalized symmetric polynomials can be expressed as:
Ea1...an;k =
∮ dt
2πi
t−(h−2)n+k−1
n∏
l=1
ψal(t, xl), (3.4)
where the integration contour is a circle around the origin in positive direction.
Substituting the above expression into (3.3) and summing up the infinite series, we
have
C
(s;s′)
a1...an;jk
=
∮ dt1
2πi
∮ dt2
2πi
t
2(n−j)+s
1 t
2(n−k)+s′
2
(t1t2)h − 1
n∏
l=1
ψal(t1, xl)ψal(t2, xl). (3.5)
The radius of the integration contour is chosen to be greater than one in order for the
series to converge.
As in [26, 27], let us introduce a matrix D(s;s
′)
a1...an by a linear transformation:
D(s;s
′)
a1...an
= ATC(s;s
′)
a1...an
A, (3.6)
where
Ajk =
1
(n− j)!
dn−j
d(x2)n−j
n∏
l 6=k
(x2 + x2l )
∣∣∣∣∣∣
x2=0
, (3.7)
which has a determinant
detA =
n∏
i<j
(x2i − x
2
j ). (3.8)
An explicit expression for matrix elements of D(s;s
′)
a1...an
is given by
D
(s;s′)
a1...an;jk
=
∮
d2t
(2πi)2
ts1t
s′
2
(t1t2)h − 1
Ya1...an(t1, xj)Ya1...an(t2, xk), (3.9)
where
Ya1...an(t, x) =
Ja1...an(t)
(t2 + x2)
, (3.10)
and
Ja1...an(t) =
n∏
l=1
(t2 + x2l )ψal(t, xl). (3.11)
The determinants of matrices C(s;s
′)
a1...an
and D(s;s
′)
a1...an
are related by
det
(
C
(s;s′)
a1...an;jk
)
1≤j,k≤n
= det
(
D
(s;s′)
a1...an;jk
)
1≤j,k≤n
n∏
i<j
(x2i − x
2
j )
−2. (3.12)
Now the matrix elements D
(s;s′)
a1...an;jk
depend on matrix indices jk through the variables
xj and xk. However, the element D
(s;s′)
a1...an;jk
is not yet a function of only two arguments,
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because of Ja1...an(t). This product depends on all xk. In order to get rid of this product
we introduce an auxiliary Fock space and auxiliary quantum operators called dual fields.
Let us define
Φ1a(x) = q1a(x) + p2a(x), Φ2a(x) = q2a(x) + p1a(x), a = 1, . . . , N, (3.13)
where the operators pja(x) and qja(x) act on the canonical Fock space in the following
way
(0|qja(x) = 0, pja(x)|0) = 0, a = 1, . . . , N. (3.14)
Non-zero commutators are given by
[p1a(x), q1a(y)] = [p2a(x), q2a(y)] = ξa(x, y), (3.15)
where
ξa(x, y) = log
(
(x2 + y2)ψa(x, y)
)
. (3.16)
Note that in the definitions of Φja(x) (3.13), the coordinate qja(x) is added to the mo-
mentum p(3−j)a(x) conjugate to q(3−j)a(x).
Due to the symmetry of the function ξa(x, y) = ξa(y, x), all fields Φja(x) commute
with each other
[Φja(x),Φkb(y)] = 0, a, b = 1, . . . , N, j, k = 1, 2. (3.17)
Instead of Ya1...an(t, x) and D
(s;s′)
a1...an;ij, let us define an operator valued function
Yˆ (t, x) =
eΦ1(t)
t2 + x2
, (3.18)
where
Φ1(x) =
n∑
a=1
Φ1a(x), (3.19)
and
Dˆ(s;s
′)(x, y) =
∮
d2t
(2πi)2
ts1t
s′
2
(t1t2)h − 1
Yˆ (t1, x)Yˆ (t2, y). (3.20)
It is easy to show that an exponent of the dual field acts like a shift operator. Namely,
if g(Φ1(y)) is a function of Φ1(y) then
(0|
(
n∏
l=1
eΦ2al(xl)
)
g (Φ1(y)) |0) = g (log(Ja1...an(y))) . (3.21)
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Using this property of dual fields one can remove the products Ja1...an(t) from the matrix
D
(s;s′)
a1...an;ij. For a more detailed derivation one should look in at formula (3.6) of the paper
[26]. Standard arguments of quantum field theory show that
detnD
(s;s′)
a1...an
= (0|
(
n∏
l=1
eΦ2al(xl)
)
det
(
Dˆ(s;s
′)(xj , xk)
)
1≤j,k≤n
|0). (3.22)
Up to now, we have rewritten the polynomial part of the product of form factors:
F φ1,1+sa1...an (β1, . . . , βn)F
φ1,1+s′
an...a1 (βn, . . . , β1)
= (−1)a1+···+an
n∏
j=1
|2νaj |
2x2−s−s
′
j
n∏
i<j
∣∣∣∣∣∣
ζ˜aiaj (βi − βj)
(xixj)(h−2)/2(x2i − x
2
j )
∣∣∣∣∣∣
2
×det
(
D
(s;s′)
a1...an;jk
)
1≤j,k≤n
. (3.23)
In order to factorize the double product part, we introduce another set of dual fields
Φ˜0a(x) = q˜0a(x) + p˜0a(x), a = 1, . . . , N. (3.24)
As usual
(0|q˜0a(x) = 0, p˜0a(x)|0) = 0, a = 1, . . . , N. (3.25)
The operators q˜0a(x) and p˜0a(x) commute with all qja(x) and pja(x) (j = 1, 2 and a =
1, . . . N). The non-zero commutators are given by
[p˜0a(x), q˜0b(y)] = ηab(x, y) = ηba(x, y), (3.26)
where
ηab(x, y) = ηab(y, x) = 2 log
∣∣∣∣∣ ζ˜ab(log(x/y))(xy)(h−2)/2(x2 − y2)
∣∣∣∣∣ . (3.27)
Because |ζab(β)| is a symmetric function |ζab(−β)| = |ζba(β)|, the newly introduced dual
fields also mutually commute
[Φ˜0a(x), Φ˜0b(y)] = 0 = [Φ˜0a(x),Φjb(y)]. (3.28)
Due to the fact that ζaa(β) has a zero of first order at β = 0, ηaa(x, y) has no
singularity at x = y.
ηaa(x, x) = −2 log |λax
h|, (3.29)
where
λa =
h
|νa|2
. (3.30)
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Here we used the value of the derivative of ζaa(β) at β = 0:
|ζ˜ ′aa(0)| =
2
h
|νa|
2. (3.31)
The Campbell-Hausdorff formula yields
(0|
n∏
l=1
eΦ˜0al (xl)|0) =
n∏
i=1
n∏
j=1
e
1
2
ηaiaj (xi,xj) =
n∏
j=1
λ−1aj x
−h
j
∏
i<j
∣∣∣∣∣∣
ζ˜aiaj (log(xi/xj))
(xixj)(h−2)/2(x2i − x
2
j )
∣∣∣∣∣∣
2
. (3.32)
Combining these results, we can represent the product of two form factors in (1.8) as
follows:
F φ1,1+sa1...an (β1, . . . , βn)F
φ1,1+s′
an...a1 (βn, . . . , β1)
= (−1)a1+···+an(4h)n
×(0|
n∏
l=1
eΦ0al (xl)det
(
(xjxk)
(h−s−s′+2)/2Dˆ(s;s
′)(xj , xk)
)
1≤j,k≤n
|0), (3.33)
where
Φ0a(x) = Φ˜0a(x) + Φ2a(x). (3.34)
Then two point function (1.8) can be written as
〈φ1,1+s(x)φ1,1+s′(0)〉
=
∞∑
n=0
1
n!
(
2h
π
)n ∫ ∞
0
dnx
×(0|
(
n∏
l=1
V (xl)
)
det
(
(xjxk)
(h−s−s′+1)/2Dˆ(s;s
′)(xj , xk)
)
1≤j,k≤n
|0), (3.35)
where
V (x) =
N∑
a=1
(−1)aeΦ0a(x)−θa(x), (3.36)
with θa(x) = rma(x + x
−1)/2. Because all operators Φ0a(x) commute with each other,
we can formally define the logarithm of the operator V (x) by
eΦ0(x) = V (x) =
N∑
a=1
(−1)aeΦ0a(x)−θa(x). (3.37)
Finally we obtain a determinant representation in terms of an integral operator
〈φ1,1+s(x)φ1,1+s′(0)〉
=
∞∑
n=0
1
n!
(
2h
π
)n ∫ ∞
0
dnx
×(0|det
(
(xjxk)
(h−s−s′+1)/2Dˆ(s;s
′)(xj , xk)e
1
2
Φ0(xj)+
1
2
Φ0(xk)
)
1≤j,k≤n
|0)
= (0|det
(
I + Uˆ (s;s
′)
)
|0), (3.38)
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where an integral operator is defined by
U (s;s
′)(x, y) = 2hπ−1(xy)(h−s−s
′+1)/2Dˆ(s;s
′)(x, y)e
1
2
Φ0(x)+
1
2
Φ0(y). (3.39)
Here the integral operator Dˆ(s;s
′) is given by (3.20).
4 Discussion
In this paper, we have considered the two-point correlation functions in the perturbed
minimal models M2,2N+3 + φ1,3.
It is known that the operator content of the perturbed model is same as the unper-
turbed models [19]. The model contains N + 1 off-critical primary fields φ1,1+s.
We have determined the explicit form of the form factors for the off-critical primary
fields φ1,1+s (2.53). The information about the operator φ1,1+s is carried by the function
f˜s;a1...an (2.48):
f˜s;a1...an(β1, . . . , βn)=
∫
Γa1(β1)
dα1
2πi
. . .
∫
Γan(βn)
dαn
2πi
n∏
i=1
n∏
j=1
ϕaj (αi − βj)
×
n∏
i<j
sinh(αi − αj) exp

s n∑
j=1
(αj − βj)

 . (4.1)
This representation reveals remarkably simple structure of the operator content of the
perturbed minimal model.
Recall that the perturbed minimal model can be described as the restriction of the
sine-Gordon model at the coupling constant g2/8π = 2/(2N + 3) [14]. In the restricted
sine-Gordon model, the off-critical primary field φ1,1+s corresponds to the following ex-
ponential operator:
Peisgφ/2P, (4.2)
where φ is the sine-Gordon field and P is the projection operator into the soliton-free
sector [14, 19]. If we use the representation (2.48) (not (2.47)) and replace 2π/h by
ξ = πg2/(8π − g2), the form factor (2.53) becomes the breather form factor for the
exponential operator eisgφ/2 in the unrestricted sine-Gordon model. The expression (2.57)
remains valid by this replacement and it gives the form factors for the lightest breathers.
It can be obtained from the form factors of the exponential operator in the sinh-Gordon
model by analytic continuation in the coupling constant [24].
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Using a representation of the form factor (2.59), we have obtained determinant rep-
resentation for two-point correlation function of off-critical primary fields (3.38), which
is natural generalization of that of the scaling Lee-Yang model [27].
It would be very interesting if one could extract some non-perturbative features from
the determinant representations (3.38).
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A Appendix
In this appendix, we collect some relations which are helpful to show that the function
(2.53) satisfies the form factor bootstrap equations (i)-(v).
There is no difficulty in proving (i) Watson’s equation and (ii) Lorentz covariance.
Note that the minimal building block of the two-body form factor F (min)x (β) (2.17)
has a property
F (min)x (β) = {x}(β)F
(min)
x (−β), (A.1)
F (min)x (β + 2πi) = F
(min)
x (−β). (A.2)
Then the minimal two-body form factor F
(min)
ab (β) (2.16) satisfies Watson’s equation for
n = 2:
F
(min)
ab (β) = Sab(β)F
(min)
ab (−β), (A.3)
F
(min)
ab (β + 2πi) = F
(min)
ab (−β). (A.4)
Using these relations, one can easily check that (2.53) obeys Watson’s equations for
general n.
(iii) Kinematical residue equation:
To show that (2.53) satisfies the kinematical residue equation, we need the following
relations.
The residue of ζaa(β) at β = πi is given by
− i lim
ǫ→0
ǫζaa(πi+ ǫ) = (−1)
a−14iF (min)aa (πi)
a−1∏
j=1
sin−2(jπ/h). (A.5)
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Using a representation of f˜λ (2.48), one can show that
f˜λ;aad1...dn(β + πi, β, β1, . . . , βn)
=
i
sin(2πa/h)

 n∏
j=1
ϕdj (β − βj + πi− aπi/h)ϕdj (β − βj + aπi/h)
−
n∏
j=1
ϕdj (β − βj + πi+ aπi/h)ϕdj (β − βj − aπi/h)


×f˜λ;d1...dn(β1, . . . , βn). (A.6)
With the choice of the normalization (2.18), the building block (2.17) satisfies
F (min)x (β + πi)F
(min)
x (β)
=− cosh
1
2
(β − (x− 1)πi/h) cosh
1
2
(β − (x+ 1)πi/h)
× sinh
1
2
(β + (x− 1)πi/h) sinh
1
2
(β + (x+ 1)πi/h). (A.7)
Using this relation, we can show that
ζad(β + πi)ζad(β)
=ϕ−1a (β + dπi/h)ϕ
−1
a (β + πi− dπi/h)
=ϕ−1d (β + aπi/h)ϕ
−1
d (β + πi− aπi/h). (A.8)
It holds that
ϕd(β + πi+ aπi/h)ϕd(β − aπi/h)
ϕd(β + πi− aπi/h)ϕd(β + aπi/h)
= Sad(β). (A.9)
Making use of these relations, we can show the function (2.53) satisfies the kinematical
residue equations.
(iv) Bound state residue equation:
In order to verify that (2.53) satisfies the bound state residue equation for the minimal
fusion process a× b→ (a + b) (a+ b ≤ N), we need the following relations.
−i lim
ǫ→0
ǫf˜λ;abd1...dn(β + bπi/h + ǫ, β − aπi/h, β1, . . . , βn)
= (−1)nia−b+1µaµbf˜λ;(a+b)d1...dn(β, β1, . . . , βn)
n∏
j=1
ϕdj (β − βj + (b− a)πi/h), (A.10)
where
µa = i
−a
∮
dα
2πi
ϕa(α− aπi/h) =
a−1∏
j=1
cos(jπ/h)
a∏
j=1
sin(jπ/h)
. (A.11)
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It holds that∮ dα
2πi
ϕ(a+b)(α) = i
a−bµaµb =
∮ dα
2πi
ϕa(α− aπi/h)
∮ dα′
2πi
ϕb(α
′ + bπi/h). (A.12)
The function ζab(β) satisfies a bootstrap equation:
ζad(β + bπi/h)ζbd(β − aπi/h) = −ϕ
−1
d (β + (b− a)πi/h)ζ(a+b)d(β). (A.13)
There is a relation among constants:
F
(min)
(a+b)(a+b)(πi)
F
(min)
aa (πi)F
(min)
bb (πi)
(
F
(min)
ab ((a+ b)πi/h)
)2
=
2a+2b−1∏
x=2max(a,b)+1
step 2
sin2
(x− 1)π
2h
sin2
(x+ 1)π
2h
,
(A.14)
2
max(a,b)∏
j=min(a,b)
sin(jπ/h)
a+b−1∏
j=1
cos(jπ/h)
νaνb
ν(a+b)
µaµbF
(min)
ab ((a+ b)πi/h) = Γ
(a+b)
ab . (A.15)
With the aid of these relations, one can prove that the function (2.53) satisfy bound
state residue equations.
(v) Cluster properties:
Finally we analyse cluster properties (2.10).
For β → ±∞, the building block of the minimal two-body form factor behaves as
F (min)x (β) = −
1
4
e|β| + . . . . (A.16)
Therefore, for β →∞,
ζab(β) = (−1)
a+1 1
2
eβ + . . . , (A.17)
and for β → −∞,
ζab(β) = (−1)
b1
2
e−β + . . . . (A.18)
Let us consider the large Λ limit of
Mλa1...amam+1...am+n(e
Λx1, . . . , e
Λxm, xm+1, . . . , xm+n). (A.19)
Similar to the case of the ordinary elementary symmetric polynomials [17, 18], the leading
behavior of the generalized symmetric polynomials is determined by the highest degree
term.
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If k ≤ (h− 2)m,
Ea1...amam+1...am+n;k(e
Λx1, . . . , e
Λxm, xm+1, . . . , xm+n)
∼ ekΛEa1...am;k(x1, . . . , xm). (A.20)
If k > (h− 2)m,
Ea1...amam+1...am+n;k(e
Λx1, . . . , e
Λxm, xm+1, . . . , xm+n)
∼ e(h−2)mΛEa1...am;(h−2)m(x1, . . . , xm)Eam+1...am+n;k−(h−2)m(xm+1, . . . , xm+n)
= e(h−2)mΛ

 m∏
j=1
xh−2j

Eam+1...am+n;k−(h−2)m(xm+1, . . . , xm+n). (A.21)
Then
det
(
Mλa1...amam+1...am+n(e
Λx1, . . . , e
Λxm, xm+1, . . . , xm+n)
)
=det
(
Ea1...amam+1...am+n;hi−2j+λ−h+1(e
Λx1, . . . , e
Λxm, xm+1, . . . , xm+n)
)
1≤i,j≤m+n
∼ det
(
Ea1...amam+1...am+n;hi−2j+λ−h+1(e
Λx1, . . . , e
Λxm)
)
1≤i,j≤m
× e(h−2)mnΛ

 m∏
j=1
x
(h−2)n
j


×det
(
Eam+1...am+n;h(i−m)−2(j−m)+λ−h+1(xm+1, . . . , xm+n)
)
m+1≤i,j≤m+n
=exp
[(
(h− 2)(n+
m− 1
2
) + λ
)
mΛ
] m∏
j=1
x
(h−2)n
j


×det
(
Mλa1...am(x1, . . . , xm)
)
det
(
Mλam+1...am+n(xm+1, . . . , xm+n)
)
. (A.22)
These results allow us to verify that the functions (2.53) satisfy cluster equation with
normalization 〈φ1,1+s〉 = 1.
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