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Since its first observation the Kondo effect has been a continuous 
drive for both theoretical and experimental physics and has seen an 
unprecedented renewed interest in the last years due to its obser-
vation in quantum dots. This work investigates the implications of 
ferromagnetic contacts (PdNi) for the transport properties in general 
and for the Kondo effect in particular. Despite the presence of the 
ferromagnetic leads, Kondo correlations are still possible. In contrast 
to a zero bias Kondo peak, the resonance peaks of the differential 
conductance are now at finite bias voltages. The reason for that is 
that the charge fluctuations between the quantum dot and the con-
tacts renormalize the discrete states of the quantum dot in a spin 
dependent way. Intuitive formulas for the amount of splitting and 
its dependence on the level position are derived. Additionally, the 
scaling properties show that the tunneling induced exchange field 
influences the level structure and such the Kondo effect exactly in the 
same way as an external magnetic field.
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1. Introduction
In 1965 Intel co-founder Gordon E. Moore formulated an empirical law - that the number
of transistors in an integrated circuit would double every year. It has later been refined to a
period of two years [1]. The actual development of integration density has been following
this law surprisingly close for more than 40 years now [2]. Although the real value of
the law and its scientific legitimacy might be questionable - some even speak of a self-
fulfilling prophecy - it can serve very well to describe a general trend of miniaturization
in modern information technology. If this trend continues, it is foreseeable that structures
of such small size will be reached that quantum effects of charge carriers can no longer be
neglected. From the importance of information technology in our modern society alone
one can already understand the huge interest in mesoscopic physics. This term describes
a subfield of solid state physics that focuses on system sizes between the microscopic
length scale, dealing with length scales of single atoms, and the macroscopic world that
describes roughly speaking bulk properties. The dominant length scales in mesoscopic
physics are usually several 10nm to 1000nm.
The understanding of fundamental quantum mechanical processes in solids is important
for the ongoing miniaturization of integrated circuits. But even with this knowledge it
is not possible to avoid another effect going hand in hand with higher integration den-
sity, that is heat dissipation. A very elegant way of increasing the degree of efficiency
of information processing alongside with the miniaturization would be to use an addi-
tional parameter besides the charge to encode information. From quantum mechanics it is
known that electrons carry not only a fundamental charge quantity but also have a spin [3].
Analogous to the field of electronics, where the charge is the relevant quantity, it has been
suggested to design logic elements that use the spin rather than the charge for their oper-
ations. To stress the close connection to electronics this field of information processing
is called spin-electronics or short spintronics [4]. A prominent conceptual example from
spintronics is the spin field-effect transistor by Datta and Das [5], see figure 1.1, whose
analogue is the field-effect transistor well known from electronics. The three key ingre-
dients to spin based information processing are initialization of a certain spin state, its
manipulation, and finally the read out [6].
The field of spintronics is not only a highly interesting field of fundamental research in
itself but also the main focus of a dedicated research initiative at the University of Re-
gensburg, the Collaborative Research Center (SFB) "Spin Phenomena in Reduced Dimen-
sions". The reduced dimensions in the present case are provided by carbon nanotubes and
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Vgate
Conduction Channel
Source Drain
BSO

Figure 1.1.: Concept of a spin analog of the electric field effect transistor proposed by
Supriyo Datta and Biswajit Das in 1990 [5]. The left electrode injects charge carriers with a
spin parallel to the magnetization into the conducting channel. The resistance for the charge
carriers at the other lead, the drain electrode, depends on whether the spin orientation of
the particle has changed during its path along the channel. This can happen by spin-orbit
interaction, where the orbital momentum of the particle influences its spin. This mechanism
can be visualized as an effective magnetic field in the channel, consequently being referred
to as spin-orbit field. In some materials this effective spin-orbit field is known to depend on
an applied electric field. This would - via a gate voltage Vgate - give an all electric control
over the resistance of the device due to the spin orientation.
the quantum dots defined in them. The spin phenomena that are investigated are tunneling
induced exchange fields and the Kondo effect.
Carbon nanotubes (CNT) possess many properties that make them interesting candidates
for the realization of spin sensitive logic elements. Being composed mainly of the far
more frequent carbon isotope 12C which has no nuclear spin [7] the charge carrier spin
lifetime and coherence is not limited by the hyperfine interaction. Thus, spins can relax
predominantly only via spin-orbit interaction (SOI). In principle spin-orbit interaction is
present in every carbon nanotube due to its curvature [8]. However, resolving SOI requires
very clean carbon nanotubes [9]. Nowadays well controlled processes allow to fabricate
very regular carbon nanotubes, showing ballistic transport over length scales of several
100nm and such also scattering events do not limit the coherence of the wave function.
Employing these extraordinary electronic properties, there has been much research on
effects like tunnel magnetoresistance, spin valve behavior, and phase coherence in carbon
nanotubes, with the most prominent examples being Refs. [10–14].
Besides the remarkable electronic properties mentioned above, also other astonishing fea-
tures of carbon nanotubes, more concerning the structural properties, are often discussed.
These are, e.g., the potential for an immense current density of up to 109Acm−2 [15] and
3a mechanical stiffness expressed in terms of the Young’s modulus which can be as high as
1TPa [16, 17]. This latter feature has made nanotubes part of science fiction-like consid-
erations of constructing a space elevator.1 Standard building materials like steel or brick
have the limitation of collapsing under their own weight once reaching a certain height, a
limitation that affects carbon nanotubes much less. In addition, also more “down to earth”
applications of carbon nanotubes are discussed, e.g. using them as drug delivery systems
in biological or medical applications [18].
The field of carbon nanotube research is still rather young and really began to thrive with
the discovery of multi wall nanotubes in transmission electron microscopy (TEM) ex-
periments by Sumio Iijima in 1991 [19] and the subsequent observation of single wall
nanotubes [20, 21]. It should be mentioned here however, that there is an ongoing de-
bate in the scientific community [22] about whether the first observation of nanotubes
was already made in 1952, when two Russian scientists published images indeed show-
ing structures very reminiscent of the later observed nanotubes [23]. Since then there
has been tremendous progress in the fabrication of nanotubes, which gave the possibility
to use them in a controllable and reproducible fashion in scientific experiments. An es-
sential step was the ability to fabricate carbon nanotubes in a way that allows to contact
them individually. This can be achieved by different means. For fundamental research,
the most common process today is chemical vapor deposition [24], which allows to in-
vestigate the electronic structure of single, defect-free carbon nanotubes [25–28]. Since
then many hallmark experiments from mesoscopic physics have been reproduced or even
conducted for the first time in carbon nanotubes. Coherent transport in an open quantum
dot analogous to the optical case of a Fabry-Perot interferometer was for instance beauti-
fully demonstrated in [29], as well as phase coherence along a multi wall carbon nanotube
seen in Aharonov-Bohm oscillations in a magnetic field along the tube axis [30]. With the
ability to fabricate quantum dots with varying contact transparencies the investigation of
carbon nanotubes in different transport regimes [31] became feasible. This opened up the
possibility to research many fundamental phenomena from condensed matter physics in
the controllable sandbox that quantum dots offer.
One of these effects that has been a very fruitful drive for the development and testing of
theoretical methods is the so-called Kondo effect. The still important and instructive field
of Kondo physics started already in the 1930s. Experiments showed that the resistance of
solids containing a small amount of ferromagnetic impurities exhibit an unusual tempera-
ture dependence. For reviews of the experimental results see e.g. Refs. [32,33]. Up to that
point, two distinct temperature dependences were known. For most metals the resistance
saturates at a finite value for T → 0K. A second class of metals, discovered in 1911 by
Heike Kamerlingh Onnes [34], is given by superconductors, displaying an immeasurably
low resistance below a certain critical temperature.
Metals containing magnetic impurities, however, show an increase of the resistance below
1cf. e.g. http://science.nasa.gov/science-news/science-at-nasa/2000/ast07sep_1
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a characteristic temperature. In 1964 Jun Kondo successfully explained the experimen-
tal observation of this increasing resistance in dilute ferromagnets [35] with an enhanced
scattering probability due to a screening of unpaired spins. The model proposed by Kondo
however predicted a logarithmic divergence of the conductance for T → 0K. Later Ap-
pelbaum [36], Anderson [37], and Wilson [38] were able to fully explain the unusual
temperature behavior.
In these earlier years it was certainly not foreseen that the same effect would face a revival
in mesoscopic physics as it did in the last years [39]. In 1998, the first observations of
the Kondo effect were made in semiconductor based quantum dots by Goldhaber-Gordon
et al. [40], Cronenwett et al. [41], and Schmid et al. [42]. Only shortly after this finding
in two dimensional electron systems, the Kondo effect was also observed in carbon nan-
otubes by Nygård et al. [43]. The experimental fingerprint of the Kondo effect in quantum
dots [44] is an increase of the conductance with a peak at zero bias rather than an increase
of the resistance as might have been expected from bulk magnetic alloys. The value of the
conductance at zero bias shows a very characteristic temperature dependence that is often
used to identify an observed conductance enhancement as Kondo phenomenon. Another
hallmark of the Kondo effect is that the conductance peak splits under the influence of an
external magnetic field.
Being able to fabricate magnetic contacts to carbon based molecular conductors as well as
to semiconductor quantum dots allows to investigate the effect of magnetization and spin
polarization in the leads on the Kondo effect. The main observation in such experiments
is a splitting of the Kondo resonance without an external field. This was observed, e.g., in
semiconductor based devices [45, 46] formed by self assembled InAs quantum dots with
Co leads or by magnetically focussing polarized charge carriers into the source contact
of a split gate defined quantum dot. In another experiment a Buckminster Fullerene was
contacted by nickel electrodes [47] causing the Kondo conductance to show a very strong
splitting in zero field. Finally, the most influential experiment for this work has been
performed with carbon nanotubes connected to nickel leads [48]. In this case the Kondo
conductance did not only show a splitting in zero field but also displayed a very peculiar
gate voltage dependence. There has already been extensive theoretical work [49–54] de-
scribing a renormalization of the level position on the quantum dot by tunneling induced
exchange interaction. This thesis aims at experimentally complementing the rich theo-
retical literature. It is remarkable that the exchange field is zero when the contacts are
magnetized anti-parallel and is on the order of Tesla if the magnetization is parallel. This
means that with coercive fields on the order of 100mT exchange fields on the order of
several Tesla can be turned on and off. Also, since the exchange field is a result of the
band structure of the leads, its strength is very stable and should surpass externally applied
fields in this regard.
This thesis is organized as follows. Due to both their structural and electronic proper-
ties, carbon nanotubes are seen as promising candidates for further progress in modern
5information processing. Consequently, chapter 2 provides a thorough introduction to the
mechanical and electronic structure of carbon nanotubes. From that the electronic prop-
erties will be derived following the usually employed tight binding argumentation. That
leads, e.g., to the explanation why nanotubes can either be metallic or semiconducting.
Chapter 3 begins with an introduction of important general concepts of mesoscopic trans-
port. The predominant part of this chapter is devoted to quantum dots (QD) and the elec-
tronic transport through them. Important concepts like Coulomb blockade and transport
spectroscopy will be introduced in this chapter. With this knowledge the basic properties
of nanotube quantum dots like charging energy and level spacing can be derived from the
experimental data.
After the chapter on general transport, chapter 4 deals with the many particle phenomenon
called Kondo effect. The description is mainly phenomenological, following the experi-
mental observations mentioned in literature. This leads from ferromagnetic impurities in
bulk metals to semiconductor quantum dots all the way to carbon nanotube quantum dots.
The second part of this chapter contains the main theoretical preparation for understand-
ing the presented experiments. It is sketched both qualitatively and quantitatively how the
presence of ferromagnetic contacts influences and alters the level structure of the quan-
tum dot. These changes of the level structure in turn are reflected in the Kondo effect by a
splitting of the conductance resonance. Two basic cases of magnetic band structures in the
leads, finite polarization and finite magnetization, are discussed and their separate conse-
quences for the transport properties summarized. The final result is that for both cases
intuitive expressions for the expected size of the effect in terms of accessible quantities
are given.
After the focus on theory in the first half of the thesis, the second part, describing the
experimental work, starts in chapter 5 with an overview of the sample preparation steps
as well as the sample properties and the measurement method. Here also the magnetic
properties of the contact material that were measured within the diploma thesis of D.
Steininger [55] are compared to literature like Refs. [56–58].
In chapter 6 measurements on two different CNT devices are evaluated in order to gain
access to important electronic parameters of the nanotube. From transport spectroscopy
the level structure is determined by giving numerical values for the charging energy, the
level spacing, and the subband mismatch. The remainder of this chapter shows exemplary
for one charge state the determination of the coupling strength as well as the coupling
asymmetry.
A detailed qualitative and quantitative comparison between the theoretical predictions of
chapter 4 and the experimental results is done in chapter 7. It is shown that the finite
spin polarization and/or magnetization in source and drain contacts generates a tunneling
induced exchange field. This results in a splitting of the Kondo resonance. With reference
to the theoretical works that laid out the ground for the understanding, the splitting of
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the Kondo resonance is explained. In addition also the dependence on an external field is
investigated in this chapter.
Finally chapter 8 shows that the scaling properties, known to be present for the Kondo ef-
fect with normal leads, are found also for ferromagnetic contacts. While the conductance
in the normal case scales universally with the temperature at zero field or with the field
at zero temperature, for ferromagnetic contacts this universality is recovered if the field is
replaced by an effective field.
At the end of this work, chapter 9 presents a short summary and a discussion of possible
additional effects that have been excluded during the discussions in the main part. These
are a potential extension of the single Anderson impurity model to the case of a mul-
tilevel quantum dot, i.e. a carbon nanotube, as well as spin-orbit interaction that might
additionally influence the level structure. It concludes with a short outlook onto possible
future experiments for gaining further insight into this fascinating field of spin dependent
transport through mesoscopic structures.
2. Structure and electronic properties
of carbon nanotubes
This chapter summarizes the most important structural, electronic and transport properties
of carbon nanotubes, following Refs. [59–61]. Besides enabling the reader to follow the
interpretations of the experimental results in chapter 6 and the following chapters, many
important quantities of carbon nanotubes are introduced and defined.
2.1. Lattice structure
In nature, crystalline carbon appears in two variations which differ in the number of va-
lence bonds of the carbon atoms. In one case, one s−orbital and two p−orbitals hybridize
into three sp2-orbitals; in a second case one s−orbital and three p−orbitals form four sp3-
orbitals through hybridization. In the latter case the result is a tetrahedral unit which forms
a three dimensional network known as diamond which is very stiff, transparent, and insu-
lating with a band gap of about 6eV. The sp2-hybridization results in a planar honeycomb
lattice. Stacking of such planes upon each other builds up graphite. This hexagonal lattice
can also be viewed as a superposition of two trigonal lattices, since the corner atoms of the
hexagons are only equivalent to every second other corner point. The resulting different
“flavors” of carbon atoms are often marked by lattice sites A and B [compare figure 2.3].
A single example of such a sheet is called graphene; this has become increasingly impor-
tant since its first experimental isolation in 2004 [62], which ultimately led to awarding the
pioneers of the field, Andre Geim and Konstantin Novoselov, the Nobel Prize in Physics
in 2010.
Even sooner than the observation of isolated atomically thin carbon planes, in 1952,
L. V. Radushkevich and V. M. Lukyanovich [23] and then again later, in 1991, S. Iijima
discovered helical microtubules of graphene in a tunneling electron microscope [19].
These tubes with walls of carbon can be imagined to be constructed by seamlessly rolling
up a graphene sheet into a cylinder that consequently has the thinnest possible wall thick-
ness of one atom. Next to these just mentioned single wall carbon nanotubes (SWCNT)
there are two other basic forms which are frequently observed. Two or more nanotubes
arranged coaxially form what is called a multi wall carbon nanotube (MWCNT), and sev-
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Figure 2.1.: A carbon nanotube can be imagined as being constructed by rolling up a
graphene sheet. Graphene consists of a hexagonal Bravais lattice with one carbon atom
at every corner point. In the top left corner the two atomic unit cell (shaded area) and the
two basis vectors a1 and a2 are shown. One specific example of how a nanotube could be
constructed is indicated by the vectors T and C. The point O is mapped onto point A so
that C runs once around the circumference of the tube. Thus, T points along the tube axis.
In this specific example a (6,3) chiral nanotube is shown (see text for details). The chiral
angle is indicated as Θ. The two special cases of Θ = 0 (zigzag) and Θ = 30◦ (armchair)
are indicated as blue lines.
eral carbon nanotubes grouped together by van der Waals interaction appear as a bundle
of carbon nanotubes.
Nanotubes can be generated by a number of different methods [63] including arc-
discharge, laser ablation, chemical vapor deposition (CVD), and high pressure CO con-
version (HiPCO). The process of CVD can be briefly sketched as follows. By providing
a feedstock of carbon in form of a hydrocarbon gas (e.g. methane) and decomposing it
by metal catalysts at growth temperatures between 500◦C and 1000◦C carbon nanotubes
grow out from the catalysts in more or less random directions. This is the method used to
grow the nanotubes in the present work and hence it will be described in more detail in
chapter 5 and appendix A.
Being the building block for all three forms of nanotubes, the structure of a SWCNT will
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Figure 2.2.: Three examples of carbon nanotubes with different chiralities. The respective
chiral indices are (a) (7,7), (b) (12,0), and (c) (8,3). These correspond to an armchair [indi-
cated by the yellow line in (a)], a zig-zag [indicated by the yellow line in (b)], and a chiral
tube. The high symmetry of the achiral tubes can best be seen when looking along the tube
axis.
be described in more detail in the following. The picture of rolling up a single sheet of
graphene has already been mentioned. This procedure can be carried out in an infinite
number of ways. The outcome are tubes that differ not only in diameter but also in a
property called chirality. The vector along which the carbon nanotube is rolled up and
which accordingly then runs once around the circumference is called the chiral vector C,
compare figure 2.1. It can be expressed in terms of basis vectors as C = na1+ma2, where
n and m are called chiral indices. The shortest lattice vector pointing along the tube axis
is denoted by T and defines the lattice translations in axial direction. The diameter d and
the so-called chiral angle Θ [cf. figure 2.1] can be expressed in terms of (n,m) as
d =
C
π
=
a
π
(m2+mn+n2)1/2 (2.1)
Θ= arctan
( √
3m
m+2n
)
. (2.2)
Here a =
√
3aCC is the lattice constant and aCC the nearest neighbor distance (i.e. bond
length) of the carbon lattice (for graphite aCC = 0.142nm). There are two distinct cases
in which the nanotube is highly symmetric and non-chiral. These two cases have chiral
indices (n,0) and (n,n) and are called “zigzag” and “armchair” nanotubes due to how the
honeycomb lattice looks when following C [cf. figure2.1]. The general case of (n,m) is
simply called a chiral nanotube [cf. figure 2.2]. The area OAB′B defined by the vectors
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C and T is the unit cell of the carbon nanotube, as opposed to the vectors a1 and a2
which define the unit cell of graphene. This connection allows to determine the number
of hexagons N that are building up the unit cell of the carbon nanotube as
N =
|C×T |
|a1×a2| . (2.3)
Since each hexagon contains two carbon atoms there are 2N carbon atoms in the unit cell.
2.2. Electronic properties of carbon nanotubes
The electronic properties of carbon nanotubes are deduced from those of graphene fol-
lowing the same line of arguments as already mentioned in the previous section on the
structure of nanotubes. At first one considers a flat surface of graphene and uses a tight
binding approach to determine the band structure. The next step is often referred to as
zone folding, i.e., rolling up the flat carbon sheet and imposing periodic boundary con-
ditions for the wave functions along the circumference of the nanotube. In figure 2.3
the direct and reciprocal lattices of graphene are shown. The reciprocal lattice is again a
hexagonal lattice but rotated by 90◦ with respect to the direct lattice.
It has already been pointed out that the graphene unit cell contains two atoms, each with
three sp2- and one pz-orbital. This gives a total of six sp2-orbitals which form 3 σ - and
3 σ∗-orbitals which are called bonding and antibonding orbitals, respectively. The three
σ -orbitals are occupied with six electrons and lie far below the Fermi energy. The three
σ∗-orbitals are unoccupied. Just in the same way the two pz-orbitals form a π- and a
π∗-band filled with two electrons. These behave like nearly free electrons and determine
the electronic properties of graphene.
Within the tight binding approach the dispersion relation of graphene can be expressed as
E(kx,ky) =±γ0
[
1+4cos
(√
3kxa
2
)
cos
(
kya
2
)
+4cos2
(
kya
2
)]1/2
, (2.4)
where γ0 ≈ 3eV is the hopping between neighboring carbon atoms. Plotting equation 2.4
one immediately realizes that the valence and the conduction bands touch at six discrete
points, the corner points of the first Brillouin zone, see figure 2.4 (a). The six touching
points can be classified into two triplets, each of which groups together points that are
equivalent under lattice translations. These two inequivalent groups are usually addressed
as K and K′ points as indicated for instance in figure 2.4 (b). In the undoped case the
Fermi energy lies exactly in the middle between valence and conduction band so that the
Fermi surface consists only of the six touching points.
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Figure 2.3.: (a) Two-dimensional crystal lattice of graphene in real space. Shown are the
basis vectors and the primitive unit cell (shaded area). The unit cell contains two atoms,
which consequently are not related by lattice translations. This is the reason for the two
groups of K points that result in reciprocal space. (b) The reciprocal lattice of graphene is
again a hexagonal lattice as in real space. The basis vectors are denotedb1 andb2. The first
Brillouin zone is indicated by the shaded area.
Next, the aforementioned zone folding is carried out leading to periodic boundary con-
ditions for electrons moving around the circumference and consequently along the chiral
vector C of the nanotube. The wave vector associated with movement perpendicular to
the tube axis becomes quantized: k⊥ =k · C = 2πq,(q = 0,1,2, ...,2n). The wave vec-
tor component along the tube axis, parallel to T , remains continuous, at least as long as
the nanotubes are assumed to be infinitely long. The result of this quantization are one
dimensional subbands in k-space as indicated by the white lines in figure 2.4 (b). The ori-
entation of these lines with respect to the reciprocal lattice depends on the chiral angle Θ,
their length depends on the translation vector T as 2π/T . The distance of these discrete
lines will later be important for transport properties, as it is the distance of the one dimen-
sional subbands. It is inversely proportional to the diameter d of the nanotube and given
by Δk = 2/d. The interband spacing and the orientation of the subbands are of special
interest because they determine whether the nanotube shows metallic or semiconducting
behavior. If the discrete lines that indicate the one dimensional subbands cross the K and
K′ points, the nanotube is metallic if not, it is semiconducting.
As has already been mentioned in the beginning of this chapter, both diameter and chiral
angle, are closely related to the chiral indices (n,m) and hence the two classes of nan-
otubes can be discriminated by their chiral indices. It turns out that armchair nanotubes
(n,n) are always metallic. For zigzag nanotubes (n,0) just like for all other chiral tubes it
holds true that every third tube is metallic, namely every time (2n+m) or equally (n−m)
is an integer multiple of three.
For a better understanding of the formation of the one dimensional dispersion relation the
two highly symmetric, non chiral cases of armchair and zigzag nanotube will be discussed
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Figure 2.4.: (a) Result of tight binding calculations for the band structure of graphene. The
valence and conduction bands touch at six discrete points which fall into two physically
distinguishable triplets referred to as K and K′. In the vicinity of these six points the dis-
persion relation can be approximated linearly. In the undoped case the Fermi energy lies
in the middle between the valence and the conduction band and consequently the Fermi
surface consists just of these six points. (b) Color scale plot of the anti-bonding π∗-band
of graphene. Implying periodic boundary conditions for kx (once around the circumfer-
ence) results in discretization of the allowedk points (indicated by the white lines). Only
if these white lines touch the K and K′ points, the tube is metallic. In all other cases it is
semiconducting. The white lines are drawn for the case of an armchair nanotube.
in more detail. For armchair nanotubes the length of the chiral vector C is simply a while
for zigzag tubes its length is
√
3a where a again is given by the graphene lattice constant
aCC as a =
√
3aCC. In the case of armchair nanotubes the quantization is along the kx-
direction and reads
√
3nakx = 2πq while for zigzag nanotubes the ky-direction is getting
discretized as naky = 2πq. For both cases q is running from 1 to 2n. Plugging these two
quantization conditions into equation 2.4 the energy dispersions for armchair and zigzag
nanotubes can be expressed as
Earmchair(ky) =±γ0
[
1±4cos
(πq
n
)
cos
(
kya
2
)
+4cos2
(
kya
2
)]1/2
(2.5)
Ezigzag(kx) =±γ0
[
1±4cos
(√
3kxa
2
)
cos
(πq
n
)
+4cos2
(πq
n
)]1/2
. (2.6)
The one dimensional dispersion relations shown in figure 2.5 are examples created by
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Figure 2.5.: One dimensional dispersion relation examples of single wall carbon nanotubes
with different chiral indices. Note that the zone boundary or the X point for armchair
nanotubes corresponds to k = ±π/a and for zigzag tubes to k = ±π/√3a. The slightly
thicker lines indicate doubly degenerate levels. (a) Dispersion relation of a (5,5) armchair
nanotube. As can be seen, there are two bands crossing two thirds between the Γ and the
X point. Armchair nanotubes are always metallic. (b) Example of a metallic zigzag (9,0)
nanotube. (c) A (10,0) zigzag tube has a band gap and no states available at the Fermi
energy.
plotting equations 2.5 and 2.6 for (n,m) equal to (5,5), (9,0), and (10,0). In case of an
armchair nanotube like for instance (5,5) there are six one dimensional subbands in the
conduction band and an equal number in the valence band (see figure 2.5(a)). Four of
the six bands are doubly degenerate so that there is a total number of ten levels which
is consistent with the ten hexagons around the circumference of a (5,5) nanotube. The
valence and the conduction band for the armchair nanotube cross at a k point two thirds
of the distance between Γ and X point. This crossing takes place at the Fermi energy and
makes that specific nanotube a zero-gap semiconductor exhibiting metallic conduction at
finite temperatures. For zigzag nanotubes, (n,0), one has to distinguish between situations
in which n is an integer multiple of three and situations in which this is not the case.
Figure 2.5 (b) shows the one dimensional dispersion relations of a (9,0) tube. Also here
there is no energy gap and consequently the tube will show metallic conduction. However,
for a (10,0) nanotube shown in figure 2.5 (c) a finite energy gap appears and the tube will
behave like a semiconductor. The resulting densities of states for the respective tubes are
shown in figure 2.6 and have been experimentally observed for instance in Ref. [26].
This overview of the electronic properties of carbon nanotubes is concluded with a short
account of additional effects that result from the curvature of nanotubes. These effects are,
e.g., different lengths of C-C bonds parallel or perpendicular to the tube axis and a mixing
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Figure 2.6.: Density of states for the same tubes for which the dispersion relations were
shown in figure 2.5. These densities can be mapped out for instance by measurements of
the differential conductance in scanning tunneling microscopes. (a) Density of states for a
(5,5) tube. It can be clearly seen that there is a finite density around zero energy, i.e. the
Fermi edge. (b) The same holds for the (9,0) nanotube which also has a finite density of
states stemming from the level crossing in figure 2.5(b). (c) A (10,0) nanotube exhibits a
finite energy gap and consequently shows semiconducting behavior.
of the π- and σ -states due to the broken planar symmetry. This area is usually referred
to as “beyond zone folding” as it is not described by the model given above [61]. One of
the curvature induced effects is that the Fermi vector kF is shifted away from the corners
(K point) of the Brillouin zone. For non-armchair nanotubes this shift of kF opens a small
band gap around EF. This means that, when the curvature is taken into account, at first
only armchair nanotubes remain metallic. Due to symmetry reasons armchair nanotubes
preserve their metallic character even with this alteration. The non-armchair nanotubes
where the difference between the chiral indices (n−m) is an integer multiple of three are
then called small band gap nanotubes. In addition to that, the mixing of the π- and σ -
states can have the effect that, e.g. a (6,0) nanotube, which is turned into a small band gap
nanotube as just described, becomes again metallic, i.e. shows a finite density of states at
the Fermi level when this mixing is taken into account [64].
3. Electronic transport in mesoscopic
structures
3.1. Transport regimes
This section briefly reviews some important transport phenomena of mesoscopic physics
in general and their occurrence in carbon nanotubes in particular. As a starting point, the
differences between classical and quantum transport are shortly reviewed.
For a macroscopic system the resistance R and conductance G are simply given by
R = ρ
L
W 2
, (3.1)
G = σ
W 2
L
= R−1, (3.2)
where L and W are sample length and width respectively. The resistivity ρ and its inverse
the conductivity σ generally depend on neither sample dimension nor applied fields but
are material constants. However, when the size of the conductor becomes small compared
to the characteristic length scales for the motion of electrons, ρ or σ will depend on the
sample dimension through quantum effects as, e.g., interference when scattered on the
sample boundaries or off a defect or an impurity. The criterion whether a nanotube or a
conductor in general appear as a classical or a quantum conductor is set by three length
scales. These are the Fermi wavelength λF, the momentum relaxation length or simply
mean free path Lm, and the phase relaxation length Lϕ . The Fermi wavelength λF = 2π/kF
is the de Broglie wavelength λB = h/mvF for electrons at the Fermi energy EF. The phase
correlation length Lϕ is the distance over which an electron can travel before losing its
coherence as a wave, i.e. the information about its phase.
Charge carriers behave differently according to how Lm and Lϕ compare to the characteris-
tic sample length L. In the following subsections different situations according to table 3.1
will be discussed. It should be noted that the mentioned length scales are not equally af-
fected by the different scattering mechanisms. Elastic scattering on the one hand does not
affect the phase coherence length Lϕ but only the mean free path Lm. Inelastic scattering
on the other hand limits both, the momentum relaxation length Lm as well as the phase
coherence length Lϕ . A third type of scattering mechanism comes from electron-electron
interactions. This only limits Lϕ while it has no effect on Lm. In transport experiments
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regime relationship coherence length
classical Lϕ < Lm 	 L ∼ Lm
localized Lm 	 Lϕ < L many Lm’s
weakly Lϕ < Lc Lϕ
strongly Lϕ > Lc Lc
ballistic Lm > Lϕ > L L
Table 3.1.: Summary of the different transport regimes in mesoscopic physics. The case of
diffusive transport is represented by the two situations of weak and strong localization. The
second column describes the conditions for the respective regime. In the last column the
resulting length scale over which coherence effects can be observed is listed. Lc is called
the localization length (see subsection 3.1.3). Adapted from [63].
only the electrons at the Fermi energy contribute and hence the Fermi wavelength λF or
more directly the Fermi velocity (in carbon nanotubes vF ∼ 8.1×105ms−1) connects the
length scales to time scales - in particular the momentum relaxation time tm = Lm/vF and
the phase relaxation time tϕ = Lϕ/vF. The relation between the aforementioned length
scales determines one of three transport regimes: ballistic, diffusive, or classical trans-
port.
3.1.1. Ballistic transport
L 	 Lm,Lϕ — Ballistic transport manifests as single electron conduction without mo-
mentum or phase relaxation. In this regime the electron wave function is the solution of
Schrödinger’s equation. In carbon nanotubes the structural quality, depending on the con-
trol over the fabrication process, can be sufficiently high to observe ballistic transport. In
the case of highly transparent contacts and defectless tubes the one-dimensional subbands
[cf. figure 2.5] form conduction channels in the sense of the Landauer-Büttiker formal-
ism [65]. In case of spin-degenerate channels each channel contributes G0 = 2e2/h to
the conductance. Adding the additional orbital or angular momentum degeneracy corre-
sponding to the K and K′ points, the overall theoretical conductance of a single nanotube
is given by
G = 2G0 = 4e2/h = (6.4kΩ)−1. (3.3)
In a realistic experimental situation non ideal contacts and lattice irregularities of the
carbon nanotube limit the conductance typically to G ≈ 3e2/h. The reality of ballistic
transport has been shown for instance by Liang et al. [29] where electron coherence has
been demonstrated by Fabry-Perot interference of multiply reflected electrons in a single
wall carbon nanotube [see figure 3.1(a)].
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Figure 3.1.: (a) Measurement by Liang et al. [29] of a multi wall carbon nanotube demon-
strating ballistic transport. The oscillatory conductance stems from the constructive and
destructive Fabry-Perot interference of frequently reflected electron wave functions in the
carbon nanotube “cavity”. As the electron wave vector is influenced by the gate voltage,
the oscillations depend on Vgate. (b) Measurement by Schönenberger et al. [66] showing
diffusive transport phenomena in multi wall carbon nanotubes. The central peak of the re-
sistance versus magnetic field can be explained by weak localization, while the aperiodic
fluctuations clearly visible for the lower temperature are attributed to universal conductance
fluctuations (see text). The insert shows the determination of the phase coherence length
Lϕ .
3.1.2. Classical transport
Lϕ 	 Lm 	 L — In this regime momentum and phase relaxation events occur so fre-
quently that the electron can be viewed as a particle. Since the phase is not preserved over
a length L, Schrödinger’s equation cannot be solved for the entire sample. In this case
the total resistance is given by a series connection of microscopic resistances for every
momentum relaxation length Lm, and summing up all resistances results in Ohm’s law as
expected for a classical conductor.
3.1.3. Diffusive transport and localization
Lm 	 Lϕ < L — When transport through a conductor occurs in the diffusive regime many
elastic scattering events take place. Since elastic scattering events only affect the mean
free path and not the phase coherence length, Lϕ can become much longer than Lm. The
wave function is said to be localized. One can distinguish between two different cases of
localization which will be described in the following.
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Both localization regimes have in common that the phase coherence length Lϕ has to
be larger than the mean free path Lm. An additional length scale to discriminate the
localization regimes is provided by the localization length Lc = MLm where M denotes
the number of channels. The localization length Lc describes the average spatial extent of
quantum mechanical states. For a perfectly periodic lattice, the Bloch states are spread
out infinitely (Lc = ∞). Defects or disorder may lead to a restriction of the spatial extent
giving rise to a finite value of the localization length [67].
For the case that the phase coherence length Lϕ is much larger than the localization length
the sample is in the strong localization regime. This localization is the effect of a ran-
dom potential, generated, e.g., by defects, on the wave function and is called Anderson
localization. If, on the other hand, the phase coherence length is smaller than the localiza-
tion length the predominant transport regime is called weak localization. There are two
important consequences of weak localization that are regularly observed in experimental
situations and hence justify a closer look.
Universal conductance fluctuations
When the phase coherence length Lϕ is comparable to or larger than the sample length L,
interference effects from a superposition of all transmission channels become important
[see figure 3.1 (b)]. The interference contribution originates in the random phases of
different paths and varies as a function of magnetic field or Fermi wave vector. These
fluctuations, although random, do not average out but produce a universal contribution to
the conductance of magnitude G≈ e2/h. If, on the other hand, the phase coherence length
is smaller than the sample size, the fluctuations in the consecutive segments of length Lϕ
sum up independently and the relative size of the fluctuations is suppressed.
Negative magnetoresistance at B = 0
Negative magnetoresistance is another effect that is observable in the presence of weak
localization and describes the fact that the resistance of a sample is decreasing when a
magnetic field is applied [see figure 3.1 (b)]. It is closely related to the Aharonov-Bohm
effect as will become clear from the following description. Consider the special case of
an electron path that forms a closed loop. An electron can travel along this path either
in a clockwise or a counter clockwise, time-reversed, direction. If the length of path
does not exceed the phase coherence length, the two processes of clockwise and counter
clockwise propagation are coherent. This coherence results in enhanced backscattering.
The vector potential of a magnetic field influences the phases of the wave functions of the
time-reversed paths differently and consequently destroys phase coherence. This in turn
increases the conductance because backscattering is suppressed.
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Electron-electron interaction
While in macroscopic conductors effects of electron-electron interactions (EEI) are usu-
ally very weak because the long range part of the Coulomb interaction is only appearing
as an exponentially screened interaction potential, in conductors of reduced dimensions
this screening is less effective. This results in an anomaly in the density of single particle
states near the Fermi energy. For strictly one dimensional systems as, e.g., single wall
carbon nanotubes, the Fermi liquid theory is predicted to break down completely. Instead,
the system is in a state whose lowest energy excitations are plasma oscillations with a
bosonic character. This new state is referred to as Tomonaga-Luttinger liquid. Although
its most prominent prediction, spin-charge separation, is very intriguing, it will not be
covered in more detail within this work.
A much more frequently observed implication of electron-electron interactions, Coulomb
blockade (CB), takes place under certain conditions in conductive islands connected to
metallic leads by tunnel junctions [cf. figure 3.2 (a)]. This structure is called a quantum
dot and due to its great importance for the study of transport phenomena will be described
in greater detail in the following section.
3.2. Quantum dots and Coulomb blockade
A quantum dot in general is a conductive island of nanoscale proportions in an otherwise
non-conductive environment [see figure 3.2]. For the measurement of transport properties
a source and a drain electrode are connected via tunnel junctions. In addition, the poten-
tial of the quantum dot can be adjusted by a capacitively coupled gate electrode. This
clustering of atoms can in principle be almost anything from a molecule, to a small grain
or metallic island, or an electrostatically defined patch of a 2DEG. Despite the variety
of systems that exist, the transport properties of a quantum dot are quite generic. These
transport properties are summarized in this section which follows closely the reviews by
Kouwenhoven et al. [68–70]. Additionally, several other sources as e.g. [71] are used.
Groundbreaking articles in this field were Refs. [72–76]. For the first two subsections the
discussion is restricted to the linear response regime, i.e. Vsd  0 or μs  μd.
3.2.1. Classical Coulomb Blockade (continuous level spectrum)
In a model assuming a metallic capacitor, the number of charges on the quantum dot
can only change by one if the charging energy U = e2/CΣ is supplied to overcome the
repulsion of the remaining electrons already residing on the dot. In the expression for
the charging energy the capacitance of source and drain as well as for the gate electrode
are summed with any other residual capacitance into CΣ. If the thermal energy of the
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Figure 3.2.: Schematic of a quantum dot (QD) in transport experiments. Source and drain
contacts are tunnel coupled to the conductive island. The coupling can be parametrized
by a capacitance Cs,d and a tunneling resistance Rs,d. The connection scheme for transport
measurements is indicated. The current I through the device is measured depending on the
voltage Vsd between source and drain and the gate voltage Vgate applied across a capacitance
Cgate.
electrons due to a finite temperature is much smaller than the charging energy, the number
of charges can not fluctuate due to thermal excitations either. This gives the first condition
for a fixed charge number and can be summarized as
e2
CΣ
 kBT. (3.4)
The second condition arises from the fact that the number of charges during the time scale
of a typical measurement should be well defined. In order for this to be valid, the tunneling
resistance Rt = Rs,d from the island to source or drain contacts has to be sufficiently high.
With a typical time Δt = RtCs,d for charging or discharging the island, the Heisenberg
uncertainty relation ΔEΔt = UΔt = (e2/CΣ)RtCs,d implies that the tunneling resistance
has to be bigger than the quantum of resistance
Rt  he2 = 25.813kΩ. (3.5)
The condition of equation 3.4 can be met by a combination of millikelvin temperatures and
small structures (recall that the capacitance of, e.g., a sphere,C= 4πεrε0R, a flat disc,C=
8εrε0R, or a cylinder over a flat plane C = 2πεl/arcosh(d/R) all scale with the radius).
The inequality expressed in equation 3.5 on the other hand means that the contact between
electrodes and island has to be sufficiently opaque, providing the mentioned requirement
of tunnel barriers.
If both conditions are met, a phenomenon called Coulomb blockade (CB) can be observed
which essentially means that charge transfer through the nanostructure is blocked due to
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Figure 3.3.: Energy diagram for the process of single electron tunneling through a quantum
dot. (a) The chemical potential of the quantum dot lies below those of the leads. No current
can flow due to Coulomb blockade. The potential of the dot can be adjusted by a capacitively
coupled gate voltage Vgate. (b) The condition for charge fluctuation is fulfilled and the
quantum dot changes its behavior from Coulomb blockade to single electron tunneling.
Coulomb repulsion between the electrons on the dot and those in the leads. The first
observations of this phenomenon were made on metallic islands [77]. The high density
of states in metals has the effect that many states contribute to the tunneling event. The
probability for N charges on the quantum dot can be derived from the grand canonical
potential as
P(N) =
1
Z
exp
(
−Ω(N)
kBT
)
, (3.6)
where the grand canonical potential is given by Ω(N) = F(N)− μN. Here μ is the
chemical potential of the surrounding reservoirs, Z is the partition function, and F(N) =
E(N)− ST the free energy. At sufficiently low temperatures the free energy can be ap-
proximated by the ground state energy E(N) of the quantum dot.
In order for current being able to flow through the quantum dot, the charge number on the
dot has to fluctuate at least by one which means that the probability for N and N+1 charge
carriers have to be equal. The condition P(N) = P(N+1) at low temperatures simplifies
to
E(N)−E(N+1) = μ, (3.7)
where E(N) is the total ground state energy for N electrons on the island at zero tem-
perature. That means that the chemical potential of the leads has to be as large as the
difference between the ground state energies with N and N+1 particles, in order to allow
for the transition between the states with these particle numbers.
It is common to define the difference between the two ground state energies given in
equation 3.7 as the chemical potential
μdot(N)≡ E(N)−E(N+1) (3.8)
of the quantum dot with N charge carriers. This allows to formulate the condition for
single electron tunneling simply as μdot = μ . This condition is illustrated in figure 3.3. If
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Figure 3.4.: Schematic of the interrelations between the involved quantities of classical
Coulomb blockade and their dependence on the gate voltage Vgate. (a) Electrostatic energy
of the quantum dot (solid lines) and difference of the electrostatic energies for adjacent
charge numbers (dashed lines). (b) Differential conductance through the quantum dot in the
linear regime and at T  0. (c) Charge number on the quantum dot.
the chemical potential of the dot is below the chemical potential of the leads as shown in
figure 3.3(a) no current can flow and the quantum dot is said to be in Coulomb blockade.
In figure 3.3(b) the chemical potential of the dot is aligned with the chemical potential of
the leads and the charge number on the dot can fluctuate by one, i.e. current can flow.
For a metallic island where the quantization of the states can be neglected due to the
quasi constant density of states in the metal, the energy E(N) can be approximated by the
classical charging energy for a capacitor
E(N) 1
2CΣ
(eN+CgateVgate)2, (3.9)
where CΣ is again the sum of all capacitances of the system
CΣ =Cs+Cd+Cgate+Crest. (3.10)
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(a) Δε  e2/CΣ 	 kBT no discreteness of charge due to:
· temperature too high
· or quantum dot not small enough
· or tunneling resistance too low
(b) Δε 	 kBT 	 e2/CΣ classical or metallic Coulomb blockade regime
· many levels contribute to tunneling
· many levels excited by thermal fluctuations
(c) kBT 	 Δε < e2/CΣ
h¯Γ	 kBT
quantum Coulomb blockade regime
· only one or a few levels participate in transport
· width of conductance peaks set by temperature
(d) kBT 	 h¯Γ	 Δε quantum Coulomb blockade regime
· only one or a few levels participate in transport
· width of conductance peaks set by life time
Table 3.2.: Transport regimes for single electron tunneling.
With this expression for the ground state energy and equation 3.7 the condition for single
electron tunneling can be written as
μ = eαgateVgate+
e2
CΣ
(
N+
1
2
)
= eαgateVgate+U
(
N+
1
2
)
. (3.11)
Here the ratio between the gate capacitance and the total capacitance was shortened into
the so-called gate conversion factor αg, i.e.
αgate ≡ CgateCΣ . (3.12)
Since the potential of the QD can be changed by the gate voltage, Coulomb blockade can
be removed by aligning the chemical potential for the next additional charge μdot(N+1) at
the chemical potential of the leads. With equation 3.11 and assuming that αgate is constant
for different particle numbers on the dot, the distance in terms of gate voltage between
two Coulomb oscillations is given by
ΔVgate =
e
αgateCΣ
=
e
Cgate
, (3.13)
i.e. the oscillations are equidistant. The above discussed properties of the QD and the gate
voltage are depicted in figure 3.4. In panel (a) the electrostatic energy as given in equa-
tion 3.9 is plotted against the gate voltage. The quadratic dependence on Vgate results in
the parabolas. The energy difference between states separated by one charge is indicated
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by the dashed lines. At the points where two neighboring parabolas intersect, the energies
E(N) and E(N + 1) are degenerate. This means that current can flow which is reflected
by the peaks in the conductance in panel (b) at exactly those positions. In panel (c) fi-
nally the average charge number of the quantum dot is plotted. Every time a conductance
maximum is passed, the charge number changes by ΔN = 1.
3.2.2. Quantum Coulomb blockade
So far only the case of a metallic quantum dot with a continuous density of states has been
discussed. If the quantum dot however is fabricated for instance within a semiconductor
heterostructure where the Fermi wavelength can be easily on the order of 100nm and thus
on the scale of the device itself, the energy spectrum will be discrete. If the spacing of the
discrete states is bigger than the thermal energy (Δε  kBT ) it is observed in experiments.
The value of Δε at the Fermi energy EF depends on the dimensionality D of the system.
For a particle in a box of size L, including spin degeneracy, one obtains for instance
Δε =
N
4
h¯2π2
mL2
(1D)
=
1
π
h¯2π2
mL2
(2D)
=
(
1
3π2N
)1/3 h¯2π2
mL2
. (3D)
Typically, in semiconductor quantum dots the spacing of the discrete states for structure
sizes of around 100nm is in the range of 0.1meV to several meV. Compared to the
thermal energy at typical cryogenic temperatures kB·100mK ∼ 10μeV, it is clear that Δε
plays a role in the spectrum of quantum dots in this situation.
In order to describe the implications of a discrete level structure an account of the typical
transport regimes is given here starting with the purely classical case of an Ohmic con-
ductor. At thermal energies that are even larger than the classical charging energy of the
metallic island it behaves like a regular conductor. By subsequently lowering the ther-
mal energy with respect to the other energy scales like the charging energy U = e2/CΣ,
the level spacing Δε , or the tunnel coupling h¯Γ the basic transport mechanism changes.
These different transport regimes together with the relation of the involved energy scales
are summarized in table 3.2.
In the high temperature limit e2/CΣ 	 kBT [(a) in table 3.2] the conductance is indepen-
dent of the electron number. Its inverse, corresponding to the resistance, is given by the
sum of the inverse barrier conductances 1/G = 1/G∞ = 1/GS+1/GD. Note that the high
temperature conductance G∞ is completely independent of the size of the dot and that it is
entirely characterized by the two barriers.
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Figure 3.5.: Plots of the calculated temperature dependence of Coulomb oscilla-
tions as a function of the Fermi energy in the classical regime (a) and the quan-
tum regime (b) both in the situation where the linewidth is set by thermal activation.
In (a) the parameters for the calculation were Δε = 0.01e2/CΣ and kBT/(e2/CΣ) =
0.075 [a], 0.15 [b], 0.3 [c], 0.4 [d], 1 [e], and 2 [f]. In (b) the parameters were
Δε = 0.01e2/C and kBT/Δε = 0.5 [a], 1 [b], 7.5 [c], and 15 [d]. Reproduced from [80]
The classical Coulomb blockade [(b) table 3.2] can be described by the so-called “ortho-
dox” Coulomb blockade theory [75, 78–80]. In figure 3.5(a) Coulomb oscillations for the
classical case were calculated following [80] for energy independent tunneling rates Γs
and Γd as well as an energy independent density of states D in the leads. The line shape
of an individual Coulomb peak in this regime is given by
G = Gmax
δ/kBT
2sinh(δ/kBT )
≈ 1
2
cosh−2
(
δ
2.5kBT
)
for h¯Γ	 kBT 	 e2/CΣ (3.14)
with
Gmax =
e2D
2
ΓsΓd
Γs+Γd
. (3.15)
Here δ is related to gate voltage by δ = eαgate|Vgate,res−Vgate|, where Vgate, res is the gate
voltage at the peak center. Effectively, δ denotes the distance from the position of the res-
onance maximum. For kBT 	 e2/CΣ the peak width decreases linearly with temperature
and the peak height Gmax is independent of temperature (cf. curves a and b in figure 3.5).
The value of Gmax is equal to half of the high temperature value Gmax = G∞/2. This is
because when Coulomb blockade becomes effective an electron first has to tunnel off the
island before a second one can enter it. So the tunneling probability decreases by a factor
of 2.
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In the quantum Coulomb blockade regime [(c) and (d) in table 3.2] tunneling occurs
through a single quantum level. Depending on the relation between the charging energy
e2/CΣ and the level spacing Δε nearly equidistant or aperiodic Coulomb oscillations are
observed. The temperature dependence of the Coulomb peaks was derived in [75] as
G = Gmax cosh−2
(
δ
2kBT
)
, for h¯Γ	 kBT 	 Δε, e2/CΣ (3.16)
with
Gmax =
e2
4kBT
ΓsΓd
Γs+Γd
. (3.17)
One can see that the line shape of the classical and the quantum case are practically the
same. It is the peak height where the main distinction can be found. While the peak
height was constant in the classical case, it is inversely proportional to the temperature in
the quantum case.
For the last case [(d) in table 3.2], the assumption h¯Γ	 kBT is dropped. This means that
the barrier conductances are now becoming important. At sufficiently low temperatures,
the coupling h¯Γ can be substantially larger than the thermal energy kBT . This results
in charge fluctuations between the quantum dot and the contacts which corresponds to a
finite life time of the state with, e.g., N electrons. By the Heisenberg principle a finite life
time corresponds to an energy uncertainty which means that the state will be smeared out.
In this situation the line shape is given by the Breit-Wigner formula for the conductance
as
G = Gmax
(Γ/2)2
(Γ/2)2+(eαgate(Vgate−Vgate,res))2
. (3.18)
The maximum conductance is given by
Gmax = G
e2
h
ΓsΓd
Γs+Γd
4
Γ
(3.19)
where G denotes the degree of degeneracy of the electronic states participating in the
tunneling process. The tunneling rates to source and drain contacts are given by Γs and
Γd, respectively. The rate Γ≥ Γs+Γd corresponds to the total life time broadening.
For the case that tunneling occurs only through a single quantum level calculating E(N)
for a quantum dot with discrete levels is not straight forward and usually several assump-
tions to simplify the problem are made and summarized under the name “constant inter-
action model”. These are
• that the quantum levels on the dot can be calculated independent of the total number
of electrons on the dot,
• that the Coulomb interactions among the electrons on the dot and the interactions
between electrons on the dot and those in the leads or the metallic gates can be
parametrized by a single parameter, the capacitance CΣ, and
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• that this total capacitance CΣ is independent of the total number of electrons on the
dot.
3.2.3. Non-linear transport
So far the only energy supplied to the quantum dot came from charging the gate elec-
trode. In addition to measuring the linear response Coulomb oscillations at negligible
bias voltage, further information about the relevant energy scales of the quantum dot can
be gathered by measuring the non-linear dependence of the current on the bias voltage
Vsd.
A guide is that the current depends on the number of available states within the bias
window given by eVsd = μs−μd. For the details of non-linear transport it is again helpful,
like in the previous section, to distinguish between the classical and the quantum case.
In the classical regime the current is zero as long as the chemical potential of the quantum
dot does not lie within the interval between μs and μd [compare figure 3.3]. Current
will flow as soon as either μs > μdot(N + 1) or μd < μdot(N), depending on how the
voltage drops across the two barriers. These two cases correspond to either the transition
N ↔ (N+1) or (N−1)↔N, respectively. IfVsd is increased even further a second charge
state can enter the bias window leading to yet another increase in current. This stepwise
increase of the current is known as the Coulomb staircase. The width of each step is given
by the classical charging energy e2/CΣ.
The real correspondence to spectroscopy becomes obvious only in the quantum regime.
Here discrete levels as well as excitations of these levels can be made visible by tunnel-
ing experiments. Increasing Vsd leads to two different types of changes in the tunneling
current. One corresponds to the change in the number of accessible charge states just as
in the classical case. The second one, though, corresponds to changes in the number of
quantum states that electrons can occupy while on the dot. According to their origin, the
voltage difference between current steps of the first type is called addition energy while
the voltage difference for current changes of the second type is called excitation energy.
Figure 3.6 shows the typical pattern that results when the current is measured versus bias
and gate voltage and color coded in a two dimensional map. The white diamonds in
figure 3.6 mark the combinations of bias and gate voltage where no current can flow due
to Coulomb blockade; these are also called Coulomb (blockade) diamonds. Along the
zero bias line the touching points of the diamonds are the degeneracy points where the
charge state of the quantum dot is aligned with both chemical potentials of the leads. A
trace at zero bias along the gate voltage reproduces the Coulomb oscillations that were
shown already for instance in figure 3.4(b).
Consider a fixed gate voltage in the regime where current is blocked. Increasing the source
drain voltage at one point will bring a charge state into the bias window. At this point
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Figure 3.6.: Non-linear transport spectroscopy: the left panel shows a schematic of what is
commonly called a charging or a stability diagram. Such a measurement records the color
coded size of the current at different combinations of gate and bias voltage, I(Vsd,Vgate).
The areas where current is blocked due to Coulomb blockade (CB) form white diamond
shaped areas. The diamonds touch at zero bias voltage at the degeneracy points where the
chemical potential of the dot is in resonance with the chemical potentials of the leads. The
lightest grey areas map the region where exactly one charge state is within the bias window
and current is given by single electron tunneling (SET). At the transition (N+1)↔ (N+2)
the right panel visualizes the potential landscape at four distinct points that are also marked
on the two dimensional plot on the left. The source-drain voltage V ∗sd for all four points is
the same. Transport on the boundary lines of the diamonds is due to the dot level being in
resonance with the chemical potential of either source or drain. The additional lines that
are shown exemplarily in one case come from charge transfer through excited states as also
depicted on the right side.
single electron tunneling can occur. In addition to the ground state energies of the N and
N+1 charge states, there will also be excited states due to size quantizations analogous to
a particle in a box. The excited states offer additional charge transfer channels that usually
increase the tunneling probability, leading to an increase of current. This is indicated in
figure 3.6 by the different shades of grey in one of the SET regimes. For a more detailed
quantitative analysis one defines conversion factors for source (αs) and drain (αd) contacts
αs ≡ CsCΣ αd ≡
Cd
CΣ
(3.20)
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in analogy to the gate conversion factor αgate with the capacitances between the quantum
dot and source and drain contacts, Cs and Cd respectively.
Assuming the drain potential is constant (μd = const.) and considering the SET line
through point 1 in figure 3.6, the chemical potential of the quantum dot can be written
as
μdot = μd = EN+
(
N+
1
2
)
e2
CΣ
+ e(αsVsd+αgateVgate) = const. (3.21)
Equally, the condition for the SET line through point 4 in figure 3.6 can be written as
μdot = μs = EN+
(
N+
1
2
)
e2
CΣ
+ e((αs−1)Vsd+αgateVgate) = const. (3.22)
With these two equations one can determine the slopes of the lines that define the Coulomb
diamond as
λs ≡ dVgatedVsd =
1−αs
αgate
=
CΣ−Cs
Cgate
(3.23)
λd ≡ dVgatedVsd =−
αs
αgate
=− Cs
Cgate
. (3.24)
These slopes allow to determine the gate conversion factor αgate as
αgate =
1
|λd|+ |λs| . (3.25)
3.2.4. Quantum dots in carbon nanotubes
After the general description of quantum dots in the previous sections, the focus of the
present part is set on quantum dots formed in carbon nanotubes following [76] and [81].
Especially the different transport regimes depending on the transparency of the tube-
contact interface will be reviewed. These will allow to divide devices into classes showing
almost exclusively certain transport properties. Unfortunately in carbon nanotube quan-
tum dots it is not as easy to vary the transparency as in split-gate defined heterostructure
quantum dots. In CNT quantum dots usually the relation between the work function of
the contact material and the nanotube sets the transparency. The transparency however is
not fully set by the choice of material. Since the electrostatic potential of the quantum dot
can be tuned by a gate voltage the actual transparency can vary with Vgate. This is again
especially obvious in semiconducting tubes where the tunnel barrier for hole transport can
be much smaller than for electron transport. Consequently, semiconducting tubes often
show different transport behavior on either side of the gap [31, 82].
Starting at the lowest transparency or the highest interface resistance, carbon nanotube
quantum dots are in the so-called closed regime. This means that electrons will tunnel
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Figure 3.7.: Stability diagrams of the conductance for different transport regimes, taken
from [31]. (a) For highly transmissive contacts the carbon nanotube acts as a waveguide
and displays interference effects. This Fabry-Perot interference pattern allows to read off
the cavity length from the characteristic period Δε . Note that the conductance in this regime
can reach the maximum of conductance of 4e2/h. (b) For intermediate coupling between the
contacts and the carbon nanotube the transport is influenced by higher order processes such
as the Kondo effect. (c) Low transparency of the contact interfaces leads to single charge
tunneling and Coulomb blockade. In this example, several excited states can be observed
(see text and figure 3.8 for details).
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one by one and the system if often called a single electron transistor (SET). This has been
already extensively discussed in the previous sections.
When intermediate transparency is achieved the electron number on the quantum dot is
still well defined. Higher order effects like cotunneling will however give rise to correla-
tions between the localized electrons on the dot and the delocalized electrons in the leads.
It is in this regime where one can also observe the Kondo effect that is the main focus
of the experimental part of this work. The necessary details of the Kondo effect will be
explained in chapter 4.
Increasing the transparency even further will allow the observation of a transport phe-
nomenon that is a direct analog of Fabry-Perot interference in optical interferometers.
The nanotube behaves like a coherent electron wave guide with the cavity being formed
between the two tube-contact interfaces [29]. Also this transport regime has already been
mentioned in the part on general mesoscopic transport phenomena [cf. figure 3.1].
The experimental observation of these three transport regimes is shown in figure 3.7 that
has been taken from [31]. From top to bottom the samples that have been investigated
become less and less transparent. While in panel (a) the high transmission leads to inter-
ference effects, in panel (b) the intermediate regime is reached in which several different
manifestations of the Kondo effect can be seen. In panel (c) finally, the transmission is so
low that the transport is governed by electron-electron interaction which leads to Coulomb
blockade.
The samples investigated in this work lie in the intermediate regime, which is supported
by the presence of higher order processes. However, regular single electron charging
is still observed. In the experimental part later in this work, the important energies for
interpreting the data will be deduced from transport spectroscopy.
At this point the review is restricted to the information that can be derived from the
Coulomb blockade features. It reflects the subsequent filling of the shells by single elec-
trons. This filling happens in a characteristic fashion, which allow to derive all important
energy scales of the CNT QD [28]. For that an extension of the constant interaction
model (CI) to five independent parameters is carried out [83]. These five parameters are
the charging energy U , the quantum energy level separation Δε , the subband mismatch
δ , the exchange energy J, and the excess Coulomb energy dU . The intuitive meaning
of these energies is visualized schematically in figure 3.8. The exchange energy J cor-
responds to the energy difference between parallel and antiparallel spin configurations in
different orbital states. The excess Coulomb energy dU is the difference between the en-
ergy of two electrons in the same orbital state and that of two electrons in different orbital
states. One can deduce following expressions for the energies
Δμ1 =U +dU + J, Δμ2 =U +δ −dU,
Δμ3 = Δμ1, Δμ4 =U +Δε −δ −dU,
μex1 = δ , μ
ex
2 = δ − J−dU. (3.26)
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Figure 3.8.: Schematic of the shell filling for a four-fold symmetric metallic nanotube
adapted from [28]. (a) Due to the longitudinal constriction of the tube the two linear
branches of the carbon nanotube band structure get discretized. The discrete levels on each
branch are spaced by the quantum level separation Δε . Due to, for instance, spin-orbit ef-
fects, the orbital momenta on the two branches can vary slightly. This leads to the so-called
subband mismatch δ . (b) Visualization of J and dU , two of the five independent parameters
of the extended model. (c) The Coulomb diamonds in this case will follow a regular pattern
of small size, medium size, small size, and large size. In the Coulomb diamonds the shell
filling for the corresponding electron number is shown. For one and two electrons also the
excited states μex1,2 are indicated (see text for details).
Note that the Δμi are the addition energies for specific charge numbers as marked in
figure 3.8(c). The addition “ex” for the last two equations indicates that these are transport
channels in which excited states are involved.
4. Kondo effect
When in the 1930s the temperature dependence of the electrical resistance of different
metals and alloys was investigated, two distinct types of behavior were known. For ordi-
nary metals the resistance decreases, as lattice vibrations which disturb the regularity of
the crystal lattice freeze out [cf. blue trace in figure 4.1(a)]. The finite saturation value
is determined by lattice mismatches and impurity scattering. A second type of tempera-
ture dependence was observed already in 1911, shortly after the liquefaction of helium in
1908 [34]. In the laboratory of Heike Kamerlingh Onnes at the University of Leiden the
resistance of mercury was observed to drop to immeasurably low values [cf. green trace
in figure 4.1(a)]. This new state of matter became known as superconductivity [84].
Eventually, when dilute ferromagnetic alloys were investigated, a third type of behavior
was discovered. When lowering the temperature, the resistance displays a minimum at
a certain temperature after which it increases again [cf. red trace in figure 4.1(a)]. This
unusual temperature dependence was a longstanding puzzle until finally in 1964 Japanese
physicist Jun Kondo solved the problem with a perturbative approach [35]. Consequently
this effect has been named Kondo effect. Kondo’s solution correctly describes the de-
pendence of the resistance at low temperatures. However, it also predicts a logarithmic
divergence of the resistance at even lower temperatures. This unphysical issue was solved
partly through the idea of scaling introduced by Phil Anderson in the 1960s. The full
solution was eventually found by the introduction of Kenneth Wilson’s numerical renor-
malization approach [85].
The fact that the Kondo effect is still an active field in research is due to its rediscovery
in mesoscopic physics and especially quantum dots [39, 40, 44]. This system, compared
to the bulk systems with ferromagnetic impurities, offers a much more direct access to
many of the properties affecting the Kondo effect. The role of the impurity in the case of
a quantum dot is played by an unpaired spin on the dot. The following introduction has
been inspired by the concise accounts given in Refs. [71, 86].
4.1. General description
The qualitative picture for understanding the Kondo effect is straightforward. It is based
on the assumption that a spin degenerate impurity exists and is only singly occupied by
an electron. This unpaired spin is screened by the mobile electrons of the metal. This was
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Figure 4.1.: (a) Different temperature dependences of the resistance of bulk materials. Nor-
mal metals (—) show a finite resistance at low temperatures. Superconductors (—) on the
other hand feature an immeasurably low resistance below a certain critical temperature.
Metals containing ferromagnetic impurities (—) were found to display an unusual resis-
tance minimum at temperatures on the order of 10K below which the resistance rises again.
(b) For a quantum dot the result of the Kondo effect is exactly the opposite of the result in
bulk materials. While the conductance usually decreases for decreasing temperatures (—),
the Kondo correlations give rise to a logarithmic increase of the conductance (—) below
temperatures of typically half a kelvin to several kelvin.
described in 1961 by P. Anderson in Ref. [87] by assuming a single level with an energy
ε . The impurity carries a spin 1/2. However, via virtual transitions of the free electrons
between the conduction band and the impurity the spin of the impurity can be flipped.
The consequence of a coherent summation of many such transitions is the formation of a
new state at the Fermi energy of the metal, cf. figure 4.2. This state is called the Kondo
resonance. In the bulk metal it offers a large density of states into which electrons can be
scattered. This can be visualized as a cloud of electrons with the opposite spin to that of
the impurity surrounding the location of the unpaired spin. This Kondo cloud increases
the scattering cross section of the impurity thus increasing the resistance. In figure 4.2
the exchange process between the free electrons and the impurity spin is indicated by the
red dashed ellipses which symbolizes the spin singlet that is formed. The binding energy
of this spin singlet corresponds to the so-called Kondo temperature. It is also seen in the
energy width of the resonance.
Today the Kondo effect has seen an unprecedented revival in mesoscopic physics [39]. It
owes this to the fact that its appearance in quantum dots fabricated from semiconductor
heterostructures [40, 41] or nanotubes [43] is accompanied by a high tunability. Thus,
different predictions for the Kondo effect can readily be tested within one system only
by adjusting e.g. the tunnel coupling, the temperature, or the gate potential. In recent
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Figure 4.2.: Kondo effect in metals and quantum dots. (a) Schematic of the spin exchange
between the electrons of the host material and the spin of a localized impurity. The coherent
superposition of many such exchange events gives rise to a sharp resonance in the density
of states (DOS) at μ = EF. The linewidth of the Kondo resonance is typically much sharper
than that of the localized state. (b) Analogous situation for a quantum dot. The role of the
impurity spin is played by an unpaired electron on the spin degenerate quantum dot state.
years the growing understanding of the Kondo effect has led to an almost technological
employment of it to test other fundamental predictions.
The qualitative picture of the Kondo effect in quantum dots relies on the same arguments
as for bulk metals. The quantum dot replaces the impurity mentioned above, see fig-
ure 4.2(b). An unpaired spin on the quantum dot is screened by a cloud of electrons in the
contacts which again results in a sharp resonance of the density of states on the quantum
dot at the Fermi energy of the leads, cf. figure 4.2(b). Despite the exact same mechanism
in bulk systems and quantum dots, the consequences for the transport properties of the
quantum dot are exactly the opposite. Instead of increasing the resistance, the conduc-
tance increases [88, 89]. This can again be understood qualitatively by appreciating that
the Kondo resonance is built up by charge transition effects from both leads. This intro-
duces a mixing of states from opposite leads which results in the increased conductance
as shown in figure 4.1(b).
The intuitive but strongly simplified picture that illustrates the Kondo effect in a quantum
dot is shown in figure 4.3. The different states shown in figures 4.3(a) to (c) effectively flip
the spin on the quantum dot. Coherent superposition of such spin-flip events leads to the
extra resonance at the Fermi energy of the leads and gives rise to an increased conductance
across the quantum dot.
Figure 4.4 shows schematically the main characteristics of electronic transport through a
quantum dot in the Kondo regime, i.e. with a coupling strength between the leads and the
dot sufficiently high to efficiently screen the spin by charge fluctuations. As the Kondo
effect is only expected for a finite spin of the impurity, it occurs primarily for an odd
number of electrons on the dot. Here, typically, the spin of one electron remains unpaired
and the total spin of the quantum dot is S = 1/2. For an even number of electrons the spin
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Figure 4.3.: Schematic of the effective spin flip process leading to the Kondo conductance
across a quantum dot. (a) Coulomb blockade due to charging energy U for a state at energy
ε below EF of the leads. (b) Classically forbidden virtual state. (c) An electron with opposite
spin tunnels onto the dot. The dot spin has effectively been flipped.
is S = 0 in the simplest case, and Kondo correlations do not arise. This is illustrated by
the linear conductance plotted versus the gate voltage at different temperatures shown in
figure 4.4(a). For a temperature above the Kondo temperature (T3 > TK) no conductance
enhancement is observed. At a temperature slightly below the Kondo temperature (T2 
TK) the Kondo correlations already strongly influence the conductance in ever second,
i.e. odd valley. Finally at the lowest temperature (T1 < TK) the conductance in the ideal
case reaches G = 2e2/h, the theoretical maximum for transport across a spin degenerate
channel.
Figure 4.4(b) shows another central aspect of Kondo correlations, the typical temperature
dependence of the conductance. It has been shown in [90] that the result for the differential
conductance at zero dc bias obtained from numerical renormalization group calculations
[91] can be expressed in a simple empirical formula as
G(T ) = G0
(
T ′2K
T 2+T ′2K
)s
, (4.1)
where T ′K = TK/
√
21/s−1 so that G(TK) =G0/2. The parameter s is a fit parameter which
has been determined in [90] to be s= 0.22±0.01 for a spin 1/2 impurity. The Kondo tem-
perature TK corresponds to the binding energy of the spin singlet that is formed between
the localized, unpaired electron and the electrons in the surrounding electrodes. The ex-
pression for TK in the single Anderson impurity model contains all relevant parameters of
the system and can be written as
kBTK =
√
ΓU
2
eπε(ε+U)/ΓU . (4.2)
Note that TK does strongly depend on the level position ε and such the Kondo enhanced
conductance is strongest, i.e. TK is largest, near the degeneracy points ε → 0 and ε →−U .
Consequently, in the normal case of a spin 1/2 Kondo resonance, the center of the charge
state, ε =−U/2 would not be the ideal point to investigate the temperature dependence; a
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Figure 4.4.: Main characteristics of electronic transport through a Kondo quantum dot. (a)
Linear conductance versus gate voltage for different temperatures. The Kondo temperature
in this case is TK  T2 and accordingly T1 < TK < T3. In the odd carrier number valleys the
Kondo effect increases the conductance theoretically all the way to the unitary limit. (b) The
temperature dependence of the conductance shows a characteristic logarithmic behavior. (c)
In the stability diagram G(Vsd,Vgate) the increased conductance shows up as a horizontal
line in every second Coulomb diamond. (d) Zero bias resonance along the dashed line in
(c) caused by the Kondo effect.
larger range of temperature values could be covered closer to the degeneracy points. The
Kondo temperature TK contains all characteristic parameters of the system and sums them
up in one quantity. This results in a very distinct behavior of Kondo correlations. Let us
consider for instance the temperature dependence of the Kondo conductance for systems
with, e.g., different Γ or different U . Then all the properties of the system are summed up
by the Kondo temperature and the temperature dependences for different systems collapse
on one universal curve if the temperature is scaled by the Kondo temperature, i.e. if the
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Figure 4.5.: (a) and (b) With an external magnetic field B the spin degeneracy of the quan-
tum dot is lifted and initial and final states are not connected by zero energy fluctuations any
more. (c) The energy difference necessary for the fluctuations to occur needs to be supplied
by, e.g., a bias voltage Vsd.
normalized conductance G(T )/G(T = 0) is plotted versus T/TK, see chapter 8 for more
details.
In figure 4.4(c) and (d) the signature of the Kondo resonance in the differential conduc-
tance is illustrated. The experimental fingerprint of the Kondo effect in a stability diagram
is a line of increased conductance at zero bias across every second Coulomb diamond. The
relation to the linear conductance gate trace is indicated by the dashed lines. The short
dashed line vertically across the Kondo resonance finally marks the spot along which the
differential conductance trace in figure 4.4(d) is plotted.
The picture used in figure 4.3 also helps understanding another important property of the
Kondo effect. In an external magnetic field the spin degeneracy of the quantum dot state
is lifted, essentially making one spin direction the designated ground state. The fact that
the two spin directions are now separated by a finite Zeeman energy ΔEZ = gμBB inhibits
fluctuations between the two states of opposite spin directions [cf. figures 4.5(a) and (b)].
Only if the energy difference between these two states is provided through a bias voltage
between the source and drain contacts, fluctuations screening the spin can occur again.
The condition for this bias voltage is
|eVsd|= gμBB, (4.3)
where B is the external field, μB the Bohr magneton and g= 2 the g-factor of an electron in
a nanotube. Since this condition is fulfilled twice, once for forward and once for backward
bias, the resonance lines due to the Kondo effect lie at
Vsd =±gμBB/e, (4.4)
see figure 4.6. The distance between the two conductance resonances observed in trans-
port experiments is therefore expected to be
ΔVsd = 2gμBB/e. (4.5)
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Figure 4.6.: Implications of an external magnetic field on the Kondo effect. As sketched
in figure 4.3(f) the fluctuations between the two spin directions are now only possible if a
finite voltage Vsd is applied supplying the energy eVsd =±gμBB.
4.2. The Kondo effect with ferromagnetic contacts
In the previous section the Kondo effect was shown to arise if an unpaired spin is present
on the quantum dot. The result of the Kondo correlations is a sharp peak in the density
of states of the quantum dot which lies at the position of the Fermi level of the leads. An
external magnetic field leads to a splitting of the zero bias conductance peak to finite bias
voltages, which correspond to the Zeeman energy of the electrons in the external field.
Thus, interesting consequences can be expected when ferromagnetic material is used for
the source and drain contacts of the quantum dot. It will be shown here that the influence
on the Kondo effect is not simply that of a stray field giving rise to a Zeeman splitting, but
rather a change of the level structure of the quantum dot, which is reflected as a peculiarity
of the Kondo effect.
The root of this influence are spin dependent charge fluctuations leading to a renormal-
ization of the quantum dot level. The size of the renormalization can be described well
by treating the charge fluctuations as a perturbation to the bare Hamiltonian. As has been
said before, the effect of charge fluctuations, meaning a variation of the charge number
of the dot, can be treated as a small perturbation of the dot with constant charge number.
The second order correction for the ground state energy due to a perturbation is known
from quantum mechanics textbooks to be always negative [92]. In other words, the renor-
malization due to charge fluctuations will shift the quantum dot state to lower energies in
a spin-dependent fashion. One has to identify how “easily” the charge fluctuations can
occur in order to determine the size of the energy shift.
The tunneling induced level shifts are - as will be shown later - on the order of a few
hundred μeV, while the life-time broadening of the quantum dot states typically is on the
order of meV. In the regime of intermediate coupling where the effect of renormalization
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Figure 4.7.: (a) A quantum dot in Coulomb blockade. The dot level is broadened due to a
finite life-time of the charge state. The broadening is determined by the coupling strength
Γ. (b) For ferromagnetic leads the dot level is split by a tunneling induced exchange field.
This splitting is typically so small that the densities of states for the two states overlap and
appear as a single peak. Spectroscopically it is not resolvable. (c) For the situation of an
unpaired spin on the quantum dot, the Kondo effect provides a sharp resonance of width
kBTK 	 Γ that allows to distinguish the splitting of the dot level.
will be appreciable the presence of the leads at the same time destroys the possibility to
resolve this effect. Fortunately, the Kondo effect introduced in the previous section occurs
precisely in this same regime and gives rise to a sharp resonance in the density of states
at the Fermi level of the leads. The width of this resonance is on the order of kBTK 	 Γ.
This gives a sharp spectroscopic tool to resolve the splitting of the levels by investigating
the Kondo resonance, as illustrated in figure 4.7.
The influence of ferromagnetic contacts on the level structure of a quantum dot in the
Kondo regime has theoretically already been extensively studied [49, 51–53, 93]. For
the sake of simplicity the theoretical treatment will be only crudely summarized. For
the interested reader the above mentioned references are the entry points into a deeper
discussion of the details. When any reference to theory is given in this section, it will
mostly be from the latest of these studies [53] that can be seen as a review or a summary of
much of the work published before. In it the authors compare three basic spin asymmetric
densities of states which are
1. a finite spin polarization in the leads (at the Fermi surface),
2. a Stoner splitting of the bands, and
3. an arbitrary shape of the lead density of states.
The present discussion will focus on the first two of these band structure types and discuss
in detail the corrections to the energy of the quantum dot level that are to be expected. The
starting point is an expression for the spin-dependent energy correction of the dot level
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position which reads
δεσ − 1π
∫
dω
{
Γσ (ω)[1− f (ω)]
ω − εσ +
Γσ¯ (ω) f (ω)
εσ¯ +U −ω
}
. (4.6)
This equation already indicates that the spin-dependent energy renormalization is not only
an effect of the Fermi surface, i.e. the states at EF but rather the full density of states. The
first term of equation 4.6 describes electron-like processes which can be seen from the
factor [1− f (ω)] that corresponds to the amount of available states for the electron from
the dot to tunnel into. In the same sense the second term describes hole-like processes,
indicated by the factor f (ω) that includes the number of states from where a second elec-
tron can tunnel onto the dot. Both terms are divided by the energy difference between final
and initial state. The larger this difference is, the less the according fluctuation contributes
to the renormalization. The spin dependence enters through the coupling strength
Γσ (ω) = πρσ (ω)|V (ω)|2
where ρσ (ω), with σ =↑ (↓) and σ¯ =↓ (↑), is in the most general case the spin- and
energy-dependent density of states and V (ω) is the tunneling matrix element between the
dot and the leads. The tunneling matrix element V (ω) is assumed to be spin independent,
and the whole spin dependence of the coupling strength Γσ is described by the spin-
dependent density of states ρσ in the leads. Equation 4.6 is the central starting point from
which the scaling can be derived for both limiting cases that are going to be examined.
With equation 4.6 the total energy splitting can be expressed as
Δε(FM) ≡ δε↓ −δε↑+gμBBext. (4.7)
In particular, a superscript M refers to a splitting contribution due to the magnetization
and a superscriptP to a splitting due to the polarization. Concerning the terminology, see
figure 4.8. A finite value of the magnetization [figure 4.8(a)] corresponds to the difference
in the total number of spin-up and spin-down electrons and is defined as magnetization
M ≡ n↑ −n↓
Na
. (4.8)
Here nσ = ρ0(D0+EF±ΔSt/2) is the number of spin-σ electrons, EF is the Fermi energy,
and Na the number of states per atom and spin orientation. This way the magnetization is
described by a number between 0 and 1, and as intuition suggests, it is equal to 1 in the
case that one spin subband is completely filled and the other one completely empty. The
situation in figure 4.8(b) on the other hand shows a situation where the total numbers of
spin-up and spin-down electrons are equal and the magnetization therefore is zero. What
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Figure 4.8.: Definition of the two central terms to describe the influence of ferromagnetic
contacts. (a) Magnetization: The two bands with a bandwidth of 2D0 are shifted by the
Stoner splitting ΔSt with respect to each other. The density of states in this case is assumed to
be constant, ρ↑ = ρ↓ = ρ0. The bands are filled up to a finite energy E which is described by
the filling fraction F (averaged over both spin directions). (b) Polarization: The densities
of states at the Fermi level for the two spin directions are different, ρ↑ = ρ↓. The total
number of spin-up and spin-down particles are equal, meaning that the bandwidths are also
different, D↑ = D↓.
is not zero however is the polarization, which is expressed by the relative difference of the
densities of states at the Fermi level for the two spin directions. It is written as
P ≡ ρ↑ −ρ↓
ρ↑+ρ↓
. (4.9)
4.2.1. Polarization induced level renormalization
In the case of finite polarization and vanishing magnetization [see figure 4.8(b)], simple
qualitative arguments can already provide an intuitive understanding. In order to deter-
mine the energy correction for a certain spin direction, the charge fluctuations for such a
kind of band structure have to be summed. The two configurations that are compared in
this case are sketched in figures 4.9(a) and (b). They differ in the position of the singly
occupied level with respect to the Fermi level of the leads. Note that the level is still drawn
to be spin degenerate before the fluctuations lift this degeneracy. In the schematics of the
two dimensional stability diagram (Coulomb diamonds) which are shown in figures 4.9(c)
and (d) the level positions in (a) and (b) correspond to gate voltages close to the left or
close to the right degeneracy point, respectively. Accordingly the charge fluctuations tak-
ing place are different. Without loss of generality the density of states of the spin-down
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Figure 4.9.: This graphic shows how a finite polarization with zero magnetization leads
to a spin-dependent renormalization of the quantum dot state. (a) With the occupied level
slightly below the Fermi energy of the leads the charge number of the dot fluctuates between
1 and 0 [see (c)]. This results in lifting of the spin degeneracy in the depicted way. (b)
Analogous situation as shown in (a) only that the charge number fluctuates between 1 and 2
[see (d)]. Again the spin degeneracy is lifted. (e) The gate dependent level renormalization
carries over to a characteristic gate dependent position of the Kondo resonance (see text for
details).
band is assumed to be larger than that of the spin-up band, ρ↓ > ρ↑. For the situation
depicted in figures 4.9(a) and (c) the fluctuations taking place can be summed up as
(i) |1,σ〉 ↔ |0〉
which means that the charge number of the dot fluctuates between one and zero. These
fluctuations occur more frequently for that spin direction which finds the higher density of
states in the leads to tunnel into, spin-down in this case. Thus the energy correction due to
renormalization will be larger for the spin-down state compared to the spin-up state. This
result is depicted in 4.9(a) to the right of the arrow (i.e. after the renormalization) by the
fact that the blue line which corresponds to the spin-down state is lowered further than the
red line with respect to the dashed line, the unperturbed level position.
For a gate voltage that corresponds to the vicinity of the right degeneracy point as shown
in figures 4.9(b) and (d) the fluctuations will occur mostly between the singly and doubly
occupied state. They can be summed up as
(ii) |1,σ〉 ↔ |2〉 .
In this case it is again the spin-down level that will be renormalized to a lower energy due
to the higher density of states of the spin-down band in the leads. There is however an
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important difference to the previous case. If the virtually occupied state is predominantly
spin-down due to the lower renormalized energy, the occupied state needs to be spin-up
not to violate the Pauli principle. In other words the renormalization carries over to the
state far below the Fermi level in such a way that the ground state is different from the
situation described above, cf. figure 4.9(b) to the right of the arrow.
Summing up the observation for a gate voltage close to the left degeneracy point and
that for close to the right degeneracy point, the total result is visualized in figure 4.9(e).
The Kondo resonance displays a very characteristic gate dependent shape that mirrors
the position of the two levels on the quantum dot with respect to each other. The splitting
between the levels is largest close to each of the degeneracy points because the fluctuations
giving rise to the renormalizations occur most frequently in this vicinity. At the electron-
hole symmetric point in the center of the diamond both levels get renormalized by the
same amount which results in a crossing of the Kondo resonance at zero bias. The fact
that the blue line corresponding to the spin-down state is below the red one on the left side
of the Coulomb diamond and above it on the right side indicates the change of ground
state spin. This means that for this situation the ground state spin can be adjusted fully
electrically via the gate voltage.
The detailed derivation of the quantitative expression for the energy correction in case of a
finite polarization is based on a perturbative approach. Analogous to equation 4.7 the total
energy difference between the corrected level energies δε(P)σ due to a finite polarization
is denoted by
ΔεP = δε(P)↓ −δε
(P)
↑ . (4.10)
In the spirit of the qualitative understanding the correction can be calculated by summing
up the possible electron- and hole-like fluctuations. For one spin direction, say spin-up,
the correction due to these fluctuations can be written as
δε(P)↑ = ∑
ω>0
σ=↑
V 2
ε −ω + ∑ω<0
σ=↓
V 2
−(ε +U)+ω (4.11)
where the V 2 in the numerator describes the energy independent tunneling between leads
and quantum dot. Just as in equation 4.6 the first term describes tunneling events of the
spin-up electron on the dot into empty (ω > 0) states of the spin-up band (σ =↑). The
second term on the other hand describes events where the dot is virtually occupied with an
additional electron from the occupied states (ω < 0) of the spin-down band (σ =↓). The
denominator in both cases is the difference between the energies of the final and initial
state. The charging energy U reflects the fact that the dot is occupied with an additional
electron during these fluctuations. The sums can be rewritten as integrals
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δε(P)↑ = ρ↑V
2
D0∫
0
dω
ε −ω +ρ↓V
2
0∫
−D0
dω
−(ε +U)+ω (4.12)
=
Γ↑
π
ln
∣∣∣∣ εD0− ε
∣∣∣∣− Γ↓π ln
∣∣∣∣D0+ ε +Uε +U
∣∣∣∣ (4.13)
which makes the resemblance to equation 4.6 even more obvious.1
The only difference to equation 4.6 is that the terms [1− f (ω)] and f (ω) in the numerators
of equation 4.6 are very simple in the present case. For the given limits of the integration
f (ω) = 1 and [1− f (ω)] = 1, respectively. Note that without loss of generality here the
Fermi level is assumed to be at EF = 0. For the present case of a flat (energy independent)
band the perturbation ρσV 2 was replaced by Γσ/π . The analogous result follows for the
second spin direction, which can be written as
δε(P)↓ =
Γ↓
π
ln
∣∣∣∣ εD0− ε
∣∣∣∣− Γ↑π ln
∣∣∣∣D0+ ε +Uε +U
∣∣∣∣. (4.14)
With equation 4.10 the total correction due to charge fluctuations for a band structure with
finite polarization and zero magnetization is given by
Δε(P)  1
π
(Γ↑ −Γ↓) ln
[
ε +U
|ε|
]
. (4.15)
With the definition of the polarizationP = (ρ↑−ρ↓)/(ρ↑−ρ↓) and Γ=Γ↑+Γ↓= π(ρ↑+
ρ↓)V 2 finally the end result for the correction due to spin-dependent charge fluctuation at
finite polarization can be written as
Δε(P) =
PΓ
π
ln
[
ε +U
|ε|
]
. (4.16)
Note that the energy independent but spin dependent coupling in this case can be
parametrized by the polarization P as Γ↑(↓) = 1/2Γ(1±P). So, since Γσ = πρσV 2, the
spin dependence of Γσ for technical reasons can be absorbed in a spin dependent tunnel-
ing matrix element V → Vσ = V
√
1/2(1±P). This allows to treat the leads essentially
as unpolarized.
1Note that we assume D↑ = D↓ = D0 for the calculation. Since the bandwidth is in any case much larger
than both charging energy U and level position ε , a difference between D↑ and D↓ will not influence the
result.
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4.2.2. Magnetization induced renormalization
In analogy to the just discussed case of finite polarization also the situation of finite mag-
netization M and zero polarization P is first going to be described qualitatively. Later,
when the description is going to become more quantitative, reasonable assumptions are
made. These assumptions are that the bandwidth D0 and the Stoner splitting ΔSt both are
much larger than the energy of the quantum dot level and the charging energy,
ΔSt,D0  |ε|,ε +U.
Both assumptions are well met in realistic situations. The magnetism of typical band
ferromagnets such as Fe, Co, and Ni is mainly related to electron correlations in the spa-
tially strong confined d bands. The strong spatial confinement by virtue of the uncertainty
principle makes the bands rather wide in terms of energy. Typical bandwidths are on the
order of several eV, and the value for the Stoner or exchange splitting of the bands in
pure Nickel can for instance be found in [94] to be 300meV. At the composition of the
ferromagnetic alloy that is used in the present experiment with a Nickel content of 70%
no considerable deviations from these values are expected. The energy of the quantum
dot state ε with respect to the Fermi energy EF however is on the order of a few meV at
most, and the same holds for the charging energy U . This essentially means that the posi-
tion of the level with respect to the band edges does not matter for the size of the effect,
suggesting a gate voltage independence of this contribution.
The frequency of charge fluctuations can be compared for the two different spin directions
by considering a schematic picture as shown in figures 4.10(a) and (b). For the exemplary
case of a spin-up electron on the quantum dot the fluctuations taking place can once again
be summed up as
(i) |1,↑〉 ↔ |0〉 .
In these processes the spin-up electron tunnels off and back onto the dot. The second
possible type of fluctuations that can renormalize the energy of the state on the quantum
dot involve tunneling events of a spin-down electron abbreviated by
(ii) |1,↑〉 ↔ |2〉 .
The rate of fluctuations for the first process is determined by the number of empty states
in the spin-up band of the leads while for the second process it is the number of occupied
states in the spin-down band. The empty and occupied states of the corresponding spin
band constitute the phase space available for charge fluctuations for a certain spin orien-
tation. This phase space is schematically indicated by the hatched areas in figure 4.10(a).
Analogously, for the opposite spin direction, spin-down in this example, the charge fluc-
tuations are depicted in 4.10(b). In this case the fluctuations that occur can be written as
|1,↓〉 ↔ |0〉 and |1,↓〉 ↔ |2〉. The rate at which these fluctuations can occur is set by the
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Figure 4.10.: Schematic tunneling induced renormalization in the case of M = 0 and
P = 0. (a) Charge fluctuations for a spin-up electron occupying the quantum dot. The
hatched area indicates qualitatively the size of the phase space available for fluctuations. (b)
Analogous situation for a spin-down electron on the quantum dot. Note that the hatched area
in this case is larger than in (a), meaning that the phase space for the fluctuations is larger.
This increases the energy by which the level is renormalized. (c) Resulting level structure
on the quantum dot after renormalization. The close up shows the correction δε(M )↑ for
the spin-up state and the correction δε(M )↓ for the spin-down state. The difference Δε
(M )
between these two corrections is the level splitting.
number of empty states in the spin-down band of the leads together with the number of
occupied states in the spin-up band. The pictorial size of the phase space for this spin di-
rection is again indicated by the hatched areas in figure 4.10(b). The finite Stoner splitting
ΔSt renders the size of the two phase spaces in Fig. 4.10(a) and (b) to be different. A dif-
ferent size of the phase space mean essentially more frequent fluctuations and through that
a different correction. This results in a lower renormalized energy for one spin direction
compared to the other, as is shown schematically in figure 4.10(c). The energy correction
that is induced by a finite magnetization M it is labeled with a superscript (M ), the spin
dependence by an index σ =↑ / ↓. The difference of the two corrections which gives the
effective splitting of the levels is denoted by
Δε(M ) = δε(M )↓ −δε
(M )
↑ . (4.17)
For a quantitative analysis we once more consider figure 4.8(a). For the sketched band
structure the number of electrons with spin-up is given by n↑ = ρ0(D0+EF+ΔSt/2) and
analogously the number of spin-down electrons by n↓ = ρ0(D0+EF−ΔSt/2). With this
the expression for the magnetization can be rewritten as
M =
n↑ −n↓
Na
=
ΔSt
2D0
. (4.18)
Note that Na denotes the number of states per atom and spin orientation and is equal
to the “area” of one spin band, i.e. 2ρ0D0 [compare figure 4.8(a)]. The fluctuations
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renormalizing for example a spin-up state can be summed up as
δε(M )↑ = ∑
ω>EF
σ=↑
V 2
1
ε0−ω + ∑ω<EF
σ=↓
V 2
1
−(ε0+U)+ω , (4.19)
where the tunnel matrix element V 2 describes the perturbation by charge fluctuations.
Note that in this case the Fermi energy is not simply taken to be at 0 as was done for the
purely polarized case. The level energy ε with respect to the Fermi energy EF then can be
expressed by the level energy with respect to 0 as ε0 ≡ ε+EF. This equation again reflects
very intuitively what has been said in the qualitative discussion leading up to this point.
The first term incorporates fluctuations of the spin-up (σ =↑) electron with an energy
ε0 from the dot into empty states (ω > EF) of the leads. The second term sums up the
fluctuations of a spin-down (σ =↓) electron from the filled states (ω < EF) of the leads
onto a dot state at an energy ε0+U . The charging energy Ureflects the fact that the dot is
occupied with an additional electron during these fluctuations. Replacing the summation
again by an integration this can be rewritten as
δε(M )↑ = ρ0V
2
⎛
⎜⎜⎝
D0−ΔSt2∫
EF
dω
ε0−ω +
EF∫
−D0+ΔSt2
dω
−(ε0+U)+ω
⎞
⎟⎟⎠
=
Γ
2π
[
ln
∣∣∣∣∣ ε0−EFD0− ΔSt2 − ε0
∣∣∣∣∣− ln
∣∣∣∣∣D0−
ΔSt
2 + ε0+U
ε0+U −EF
∣∣∣∣∣
]
. (4.20)
Here the density of states ρ0 is equal for both spin directions, so the tunneling matrix
element V 2 expressed in terms of the coupling strength Γ in this case simply reads
Γ≡ π(ρ↑+ρ↓)V 2 = 2πρ0V 2. (4.21)
Similarly, the perturbative correction due to magnetization for a spin-down electron on
the dot can be expressed as
δε(M )↓ =
Γ
2π
[
ln
∣∣∣∣∣ ε0−EFD0+ ΔSt2 − ε0
∣∣∣∣∣− ln
∣∣∣∣∣D0+
ΔSt
2 + ε0+U
ε0+U −EF
∣∣∣∣∣
]
. (4.22)
and as defined in equation 4.17 the total splitting Δε(M ) is given by
Δε(M ) = δε(M )↓ −δε
(M )
↑
=
Γ
2π
ln
[
(D0− ΔSt2 − ε0d )(D0− ΔSt2 + ε0+U)
(D0+
ΔSt
2 − ε0)(D0+ ΔSt2 + ε0+U)
]
=
Γ
2π
ln
[
(D0− ΔSt2 − ε −EF)(D0− ΔSt2 + ε +U +EF)
(D0+
ΔSt
2 − ε −EF)(D0+ ΔSt2 + ε +U +EF)
]
. (4.23)
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Note that at this point the expression still contains the level position as ε and such still pre-
dicts a dependence on gate voltage. Up to this point the same expressions can already be
found in literature, see e.g. [53]. More detailed understanding can be reached by remem-
bering the assumptions from the beginning of this section. The value of the bandwidth D0
and of the Stoner splitting ΔSt as well as additionally the size of the, in this case finite,
Fermi energy are much larger than ε , i.e. in detail
D0,ΔSt, |EF|  |ε|,ε +U.
This allows to replace the parameters in equation 4.23 by accessible ones and to reduce
the equation to a considerably simpler form,
Δε(M )  Γ
2π
ln
[
(D0− ΔSt2 −EF)(D0− ΔSt2 +EF)
(D0+
ΔSt
2 −EF)(D0+ ΔSt2 +EF)
]
=
Γ
2π
ln
[
(D0− ΔSt2 )2−E2F
(D0+
ΔSt
2 )
2−E2F
]
. (4.24)
Using equation 4.18 to express the Stoner splitting ΔSt in terms of the magnetization M
and defining ξ ≡ EFD0 this can be even more concisely written as
Δε(M )  Γ
2π
ln
[
(1−M )2−ξ 2
(1+M )2−ξ 2
]
. (4.25)
The parameter ξ can be expressed by the filling fraction F , defined as
F ≡ number of electrons
number of states
=
2ρ0D0+2ρ0EF
2ρ02D0
=
1
2
(1+ξ ). (4.26)
With this the final expression for the tunneling induced exchange splitting for finite mag-
netization and zero polarization contains no appearance of the level position any more
and reads
Δε(M )  Γ
2π
ln
[
(1−M )2− (2F −1)2
(1+M )2− (2F −1)2
]
. (4.27)
Note that equation 4.27 shows that the amount of the splitting is not mainly determined
by the Stoner splitting ΔSt, expressed by the magnetization M , but rather by the coupling
strength Γ. The dependence on M is only logarithmic and thereby very weak.
4.2.3. Parabolic bands in literature
A very detailed discussion of these renormalization processes with the distinction that
parabolic bands instead of flat bands were used is given in reference [53]. In equation (24)
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Figure 4.11.: Reproduced and adapted from [53]. Parabolic density of states for a constant
Stoner splitting, a value of ΔSt = 0.3D0 was assumed, and an additional spin asymmetry Q
of (a) 0.0, (b) 0.1, and (c) 0.3 (see eq. 4.28 for the exact definition of the band structure
parameters Q and D0).
the authors consider an arbitrary density of states in the leads of the form
ρσ (ω) =
1
2
3
√
2
8
D−3/20 (1+σQ)
√
ω +D0+σΔ/2 (4.28)
which allows to model the band structures depicted in figure 4.11. The difference in this
case, compared to the flat band model, is that there is no parameter set that shows a purely
polarized case. All band structures display a finite Stoner splitting of an assumed size
ΔSt = 0.3D0 where D0 is the bandwidth. The spin asymmetry at EF, i.e. the polarization,
is accounted for by the parameter Q. With equation 4.28 the definition of the polarization
given in equation 4.9 then reads
P ≡ ρ↑ −ρ↓
ρ↑+ρ↓
=
[
(1+Q)
√
EF+D0+
ΔSt
2 − (1−Q)
√
EF+D0− ΔSt2
]
[
(1+Q)
√
EF+D0+
ΔSt
2 +(1−Q)
√
EF+D0− ΔSt2
] . (4.29)
Note, that even for Q = 0 due to the parabolic shape of the bands and the finite Stoner
shift, there is already a difference of the DOS for different spin directions at the Fermi
level.
By taking this band structure the authors of the corresponding reference could calculate
via numerical renormalization group methods the spectral function ΣσΓσAσ (ω) which is
shown in figure 4.12. The spin resolved conductance follows from the spectral function
via
Gσ =
e2
h¯
2Γs,σΓd,σ
(Γs,σ +Γd,σ )
∞∫
−∞
dωAσ (ω)
[
−∂ f (ω)
∂ω
]
. (4.30)
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Figure 4.12.: Spectral function plotted versus the effective gate potential ε/U and the effec-
tive energy ω/U . (a) For Q = 0, i.e. low polarization, the splitting is roughly independent
of gate voltage. (b) At Q = 0.1, the splitting is strongly gate dependent but no compensa-
tion of the splitting is achieved. (c) For even higher Q = 0.3, the splitting is again strongly
gate voltage dependent. This time at a particular gate voltage the splitting is compensated.
Reproduced and adapted from [53] for the band structures shown in figure 4.11.
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Figure 4.13.: Spectral function analogous to figure 4.12(a), this time however an external
field is applied. For this specific band structure the result is a central resonance with a very
small gate voltage dependence indicated by the dashed white lines. Note that, indicated by
the dashed white lines, there is again a finite gate voltage dependence visible due to the
finite spin polarization that is present because of the parabolic bands even though Q = 0.
The total conductance then is the sum of the conductances for each spin direction.
In addition to investigating the transport properties of a Kondo quantum dot coupled to
ferromagnetic leads with different band structures in zero external field, the authors of
Ref. [53] also model the effect of an external field. The effect of an external field was again
52 4. Kondo effect
investigated for the three kinds of band structure that were discussed before. Figure 4.13
shows the result of this modeling for the case of the band structure shown in figure 4.11(a).
It is seen that at the specifically chosen field value the previous two resonances merge
into one apparent resonance. The weak gate voltage dependence that was observed for
this type of band structure in figure 4.12(a) is now not easily seen any more due to the
compensation. The finite width of the conductance peaks makes them overlap so that
the slope in terms of gate voltage dependence is indicated by the dashed white lines in
figure 4.13.
All discussed level shifts are only observable by spectroscopy in the case that Kondo
correlations occur. These deliver a sufficiently sharp resonance to resolve the small level
shifts and especially the finite splitting. With equations 4.16 and 4.27 all necessary tools
for quantifying the experimental results are available.
5. Sample fabrication and experimental
methods
After the importance of geometrical length scales has been stressed already on plenty
occasions during the introductory parts of this work, this chapter provides a short overview
of the steps that led to the mesoscopic samples that have actually been measured. The
process can be divided into three steps which are nanotube growth, nanotube localization,
and electron beam lithography including metallization and lift-off. After completion of
these steps the samples are usually characterized electronically at room temperature in a
probe station and bonded in a chip carrier that can be mounted into the sample holder of a
cryogenic setup. One of the already mentioned advantages of chemical vapor deposition,
the process that generated the tubes for the present investigation, is scalability. This has
been put to use here, meaning that the tubes that were measured have been produced in a
single growth run on a large piece of substrate [95].
5.1. Sample fabrication
This section briefly summarizes the steps towards a typical sample that was used for trans-
port measurements. Detailed process parameters are given in appendix A.
5.1.1. Wafer material
Appropriate wafer material has to provide the possibility to electrostatically influence the
potential of the device. This is realized by using a highly doped silicon wafer with an
insulating silicon oxide top layer. The insulating layer is generated via thermal oxidation.
For the samples in this work a typical oxide thickness of 300nm was used. The relative
permittivity of silicon oxide has a value of εr  3.9. If electrically and mechanically
connected to the conducting bottom plate of a chip carrier by e.g. silver epoxy paint, a
voltage Vgate can be applied to the silicon substrate. It will thereby act as a back gate for
the device on top analogously to a capacitor plate. Indeed, the basic model that is used to
describe the action of the back gate on the quantum dot relies on the capacitance between
a cylinder (modeling the nanotube quantum dot) and a plate (modeling the substrate).
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The material is then cut into pieces of typically 4mm× 4mm. Alternatively, if the process
parameters are well controlled, a scaled up process with chip sizes of 16mm × 16mm
is also possible. In the latter case a total of 16 chips are processed at the same time.
The nanotubes used in the present work were the result of such a scaled up production
run where the deposition of the catalysts, the nanotubegrowth and the definition of the
alignment markers were all done by L. Herrmann [95].
5.1.2. Single wall nanotubes
Carbon nanotubes were grown by chemical vapor deposition (CVD). The recipe used for
the growth process dates back to the work by Kong et al. [24]. The details of the recipe
can be found in the appendix.
For later alignment of the desired structures to the actual position of the nanotube a grid
of reference points, so called alignment marks, is required. For that purpose the highly
doped p++ silicon wafer is coated with the e-beam lithography (EBL) resist polymethyl
methacrylate (PMMA). This synthetic polymer is sensitive to the electron beam in the
sense that the polymer chains are split in smaller chain lengths which increases the sol-
ubility by solvents like methyl isobutyl ketone (MIBK) or isopropyl alcohol. This type
of resist is called positive. In the opposite case of a negative resist, the exposed areas are
insensitive to the developer and all the non exposed resist is dissolved.
Depending on the temperature stability of the material that is used for the markers this
step can be done either before or after the CVD growth of the nanotubes. In the present
case, the alignment markers were made of gold, which provides good contrast under the
electron microscope but which also severely deforms under the influence of the high tem-
peratures during the growth process. This makes the markers sometimes hard to interpret
and in extreme cases dissolves them completely. If the markers are structured afterwards
however, the already grown nanotubes will be exposed to PMMA one additional time
which increases the degree of contamination of the nanotubes. Hence, the ideal strategy
is to pattern the markers beforehand with a material that does not melt at the tempera-
tures during growth. Good experiences have been made with e.g. a small layer of gold
on a temperature stable chromium base or alternatively platinum on a sticking layer of
tungsten. A typical example of alignment markers is shown in figure 5.1. Such an array
allows to uniquely identify the position of the nanotube. Each 4mm × 4mm chip has four
groups of four such arrays so that potentially 16 nanotube positions can be referenced, cf.
figure 5.1.
The next step is to structure an array of catalyst droplets. This catalyst dissociates the
gas later during the growth process, i.e. the carbon nanotubes are in most cases growing
out of these catalyst dots. The catalyst is a mixture of fine grained metal compounds like
for instance 0.05mmol/15mg/15mlFe(NO3)3 · 9H2O/alumina brought into suspension
in methanol. In order to restrict the growth to desired positions, the catalyst accordingly
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a) b) c)
4 mm 200 μm 80 μm
Figure 5.1.: This figure shows the typical pattern of alignment marks that has been used
for referencing the position of the nanotube. (a) The black frame here indicates typical
sample dimensions. (b) One of the four groups of areas referenced by alignment marks. (c)
Close up of one of the alignment mark areas. Each symbol is unique, allowing to locate the
absolute position also if only a small fraction of the total array is visible.
has to be supplied only at these desired points again by EBL. After developing, the result
in this case is a pattern of holes where the bare substrate is exposed. This pattern of holes
in the resist is used to structure an array of catalyst droplets. The catalyst suspension is
brought onto the sample with a pipette and ideally adheres to the exposed substrate form-
ing small droplets. After application, the sample is left in air for the solvent to evaporate.
A lift-off step removes the residual PMMA and only leaves the predefined pattern of cat-
alyst dots. Afterwards the sample can be heated to, e.g., remove potential residues of the
catalyst solvent.
Subsequently the sample is put into a CVD furnace which consists of a quartz glass tube
about 1.5m long that has a high power heat source surrounding it over a length of roughly
40cm in the center. At one end of the tube an airtight feedthrough allows different gases
to stream in. At the other end these gases are exiting into a venting system. For each type
of gas a separate gas flow rate can be set by mass flow controllers. The specific details
of the gas composition, flow rates, and temperatures differ slightly from recipe to recipe.
The sample is heated up in a flow of inert gas like Argon to roughly 900◦C, at which a
feedstock of carbon is provided, most commonly by methane. At 900◦C catalytic decom-
position of methane outweighs pyrolysis, providing atomic carbon rather than amorphous.
This step is carried out over typically 10min, after which the sample cools down, yet again
in a flow of inert gas.
Now the samples are placed into an electron microscope where they are checked for suc-
cessful carbon nanotube growth. In the event that there are nanotubes that have grown out
from the catalysts, particularly long and straight ones are selected. With the least possi-
ble amount of exposure to the electron beam two or three images of each nanotube and
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Figure 5.2.: This figure shows a typical structure as it was designed in eDrawTM. Different
colors denote different layers that are used to set appropriate current values for the electron
beam during the lithography process. The layer colored in  constitutes what will later be
used as bonding pad, i.e. as an anchor point for the aluminum wires that are ultrasonically
bonded to the structure. All the layers from to form what is called the leads. The actual
contacts are shown in . This is the only part of the structure that consists of ferromagnetic
material.
its surrounding at different magnifications are recorded. These images can afterwards be
imported into the structure design suite for the lithography system.
5.1.3. Sample design
The SEM images of the selected tube and the nearest alignment markers are imported into
eDrawTM. This way the position of the selected tube with reference to other structures
can be evaluated easily and the leads and contacts can be designed accordingly. The
actual design process is done by manually assembling the structure from polygons [cf.
figure 5.2]. Already at this stage different elements of the structure can be placed into
different layers. This will later allow to set appropriate current values of the electron beam
during the lithography so that the larger elements of the structure will also be written in a
reasonable amount of time.
The next step in this workflow is to import the structures into the actual lithography control
software eLithoTM. In there the previously determined doses of exposure and the align-
ment steps for each constituent of the structure are set. The values used for the present
samples are given in the appendix A. The alignment procedure normally consists of three
steps during each of which an image at increasing magnification is recorded. After each
step at least three, but normally four points are identified in the image. The corresponding
points have previously also been marked in the design file and can therefore now be used
to determine the absolute position of the nanotube with respect to the electron beam. For
an exact adjustment it is important to that the last repositioning image has been recorded
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1μm
Figure 5.3.: (a) Close-up of an electron microscope picture of one of the samples that
were used for transport experiments in this work. On the left a catalyst structure can be
distinguished from which clearly a thin white line sets off diagonally across the picture. This
single wall carbon nanotube is contacted by four ferromagnetic contacts (green) of different
widths and an approximate distance of 300nm. On the very right one of the alignment
markers (yellow) is visible. (b) Larger overview with the gold leads contacting the green
ferromagnetic contacts. At this magnification more alignment marks can be seen that are
building up a grid to which nanotubes and contacts are referenced. (c) Fully contacted and
bonded sample.
with the same magnification as the corresponding writing step. With the lithography file
ready the sample is mounted into the electron microscope after being coated with a layer
of polymethyl methacrylate (PMMA).
In total this coating and writing procedure has to be done twice because the last part of the
structure in contact with the nanotube is going to be made of a ferromagnetic material. As
the domain configuration in the contact should not be influenced by the leads, these were
made of a nonmagnetic material, Au in the present case. Both materials are evaporated
thermally in a high vacuum chamber. The gold layer had a 5nm Titanium sticking layer
underneath and itself a thickness of about 40nm to 50nm. The layer thickness of PdNi was
on the order of 50nm. The oscillating quartz crystal for measuring the deposited material
thickness in the system in which the evaporation was carried out was only calibrated for
Nickel so the actual layer thickness may deviate.
The magnetic properties of the contact material will be discussed in the following sec-
tion of this chapter. Each evaporation process was completed by a standard lift-off step
in warm isopropyl alcohol during which redundant parts of the metal were removed by
dissolving the residual PMMA underneath.
The following step is to test and select the individual devices in terms of quality and
functionality. This is necessary because as mentioned before, on every chip there are po-
tentially 16 devices each of which is fabricated to have four electrodes. This would lead
to a total of 64 necessary connections which is impossible with the standard chip carriers
that are used in the low temperature setup. They provide only a maximum of 20 connec-
tions. Because of complications during bonding and thermal voltages between coaxial
and standard cables typically a maximum of 15 connections are established. Typically
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only two or three devices have been wire bonded in the present case which have to be
preselected by room temperature characterization using a probe station. This process in-
troduced an additional risk of damaging the samples, e.g. in terms of gate leakages. Still
it has proven to be the quickest way to scan a large amount of samples and select the most
promising ones. In case of big contact resistances the nanotube contacts can be annealed.
For this also the CVD oven is used, as it provides stable temperatures and a well-defined
atmosphere. In the present case the method of choice was to heat the samples to 300◦C in
a flow of Argon, resulting in an overall resistance decrease. Once the devices have been
selected they are glued into a chip carrier with silver paste. To increase the quality of
the interface between chip and chip carrier the bottom side of the wafer can be scratched
with a diamond cutter leading to clean, unoxidized interfaces. The electrical connection
between chip carrier and sample is then established by wire bonding with aluminum wire
[cf. figure 5.3(c)].
5.2. Properties of the ferromagnetic alloy Pd0.3Ni0.7
For the present experiment we require a material where both the spin imbalance and the
coupling strength to the nanotube are as high as possible. The expression spin imbalance
in this context sums up two signatures of magnetism at the same time, the magnetization
M and the polarizationP , both already discussed in chapter 4. This combination of high
transparency and simultaneously high spin imbalance are known to be very well met by
the alloy of palladium and nickel [12]. Measurements using an external field to control
the magnetization of the contacts and by that proving the spin filtering effect of ferromag-
netic leads have already been successfully demonstrated [10, 13, 96]. A material used for
these experiments often has been PdNi, which has shown a clear tunnel magnetoresistance
(TMR) in several experiments [12]. One example of such a measurement is displayed in
figure 5.4.
Palladium has excellent wetting properties on carbon nanotubes. Its high work function re-
sults in the absence of a Schottky barrier between the metallic contacts and the potentially
semiconducting nanotubes [97]. In addition to that, palladium is a paramagnet which only
very closely does not fulfill the Stoner criterion for being a ferromagnet. This criterion
determines whether ferromagnetic order develops or not. The argumentation leading up to
the criterion starts by realizing that in the vicinity of, e.g., a spin-up electron other spin-up
electrons are driven away due to Pauli exclusion. This lowers the effective charge density
around this electron and is known as exchange hole. Due to the lower charge density the
Coulomb potential of the atoms is screened less efficiently and the energy of the spin-up
electron is reduced. The size of the reduction of the energy is described by the Stoner
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Figure 5.4.: Successful demonstration of spin-valve effects in carbon nanotubes with PdNi
contacts from literature. The tunnel magnetoresistance (TMR), which is defined as the
relative difference between the high and low resistive state as indicated in the figure, varies
in size and even sign as a function of the gate voltage Vgate. The image has been taken with
slight adaptations from [10]
parameter I. For the two spin bands the energy correction can be formulated as
E↑(k) = E˜(k)− IR/2
E↓(k) = E˜(k)+ IR/2. (5.1)
In this expression E˜(k) = E(k)− I(n↑+ n↓)/2N. The number of atoms is denoted as N
and the parameter R = (n↑ −n↓)/N is the relative excess of one spin direction. With this
the condition for ferromagnetism (R > 0) can be formulated as
−1− I
N∑
k
∂ f (k)
∂ E˜(k)
> 0. (5.2)
Evaluating this for T = 0 and expressing the density of states per atom and spin direction
as ρ˜(EF) = V2N ρ(EF), this can be converted into the Stoner criterion
ρ˜(EF)I > 1. (5.3)
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With a small amount of ferromagnetic material, such as nickel, palladium can be driven
into the ferromagnetic state at low temperatures [98]. The actual composition of Pd0.3Ni0.7
in the present case consists of a rather large amount of nickel - to ensure that the magnetic
properties prevail - and only a comparably small amount of palladium for the wetting
properties. It should be mentioned that there has been a discussion about the exact mag-
netic properties of this material for a considerable time now [56, 57, 99, 100] which in
some sense has found its conclusion now in the extensive investigation of [58].
The main result from this work is that the macroscopic magnetization behaves more com-
plicated than naively expected. As an example, for thin mesoscopic stripes with typical
dimensions of d = 50nm, l = 5μm, and w = 100nm to 900nm it was shown that there is
a uniaxial anisotropy perpendicular to the long axis. The domain structure that has been
found in, e.g., magnetic force microscopy measurements is such that the magnetization
alternates in stripes along the long axis of the strip. The exact domain structure seems
to depend on the substrate on which the alloy is deposited. Strain building up between
the deposited structures and the substrate during the condensation does not relax equally
along the defined structure.
Magnetic fields present during the evaporation alter the final domain structure consider-
ably. All these points are potential reasons for the difficulty to reproduce results when
measuring the tunneling magnetoresistance.
The main results of work presented here in this thesis however are not relying on an exact
evaluation of the micromagnetic structure of the sample but rather on generic parameters
that define the band structure. Three parameters of the ferromagnetic alloy are of central
importance, the magnetizationM , the polarizationP , and the filling fraction of the bands
F , cf. equations 4.27 and 4.16. The magnetization as defined in chapter 4 will be derived
from experimental investigations. The polarization of Pd0.3Ni0.7 is a parameter that varies
strongly throughout the literature. Depending on the method of determining the polariza-
tion the given values range from roughly 10% to more than 20% [13, 96]. In addition, for
estimating the polarization ab initio calculations were performed by S. Mankovsky. The
experimental results of this work will later be used to estimate the order of magnitude of
the polarization P and compare it to the numerical values and those from literature. The
ab initio calculations also allow a determination of the filling fraction as will be shown
below.
Our starting point for determining the magnetization is the investigation by J. C. Ododo in
the early 1980s [57]. For a nickel concentration of 70% (c = 70) the bulk magnetization
or average magnetic moment per atom is given in Ref. [57] as
μ¯ = 0.324(c−2.72)0.14 μB
atom
= 0.584
μB
atom
, (5.4)
where μB = 5.788×10−5 eVT−1 is the Bohr magneton. Recalling the definition of the
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Figure 5.5.: Ab-initio calculations (SPR-KKR-ASA) of the band structure of (a) nickel in
Pd0.3Ni0.7 and (b) palladium in Pd0.3Ni0.7. The upper part of each panel shows the number
of states versus energy for the spin-down band while the lower one shows the same for the
spin-up band. The images clearly reflect that the dominant contribution to magnetism stems
from the d-bands. S. Mankovsky, private communication.
magnetization as it was given in equation 4.18,
M =
n↑ −n↓
Na
,
we can infer the magnetization from equation 5.4. Since the effective magnetic moment
per atom is given equation 5.4 in units of the Bohr magneton, the prefactor 0.584 has to re-
sult from the different numbers of electrons with up and down spins, i.e. n↑−n↓, meaning
that this factor only needs to be divided by Na to get the value of the magnetization.
The magnetic order of band ferromagnets such as Ni is mainly governed by correlation
effects in the narrow 3d-bands. Since the number of states for a d-band is 10 the num-
ber of states per atom and spin is simply 5. As a side note, although the magnetization
has its origin within the d-subbands, the electrons from that band do not contribute to the
transport due to their strong spatial confinement. It is rather the s-electrons that carry the
transport current. Their finite spin polarization comes from exchange effects with uncom-
pensated magnetic moments of the localized d-electrons [53]. This allows to conclude a
value for the magnetization which is
M =
0.584
5
= 0.117. (5.5)
The literature value of 0.584 μB/atom can be backed up by measurements of the magnetic
moment with a superconducting quantum interference device (SQUID). Such measure-
ments have been carried out within the diploma thesis of Daniel Steininger in the group
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Figure 5.6.: Combined band structure for Pd0.3Ni0.7. The number of states as a function of
the energy is shown for both spin directions separately.
of Prof. Christoph Strunk in cooperation with the magnetic research group of Prof. Chris-
tian Back [101]. The result of this SQUID measurement was an absolute value for the
magnetic moment of
μ = 2.5×10−5 emu = 3.5×10−8Am2.
The volume of the material for which this magnetic moment was measured amounts to
V = 54×103 μm3. With this the magnetization can be inferred by dividing the magnetic
moment μ by V which results in a value of
M =
μ
V
= 463×103Am−1.
Expressing this in terms of the Bohr magneton μB yields
M = 463×103Am−1 = μB ·4.98×1022 cm−3.
Taking the average density of the Pd0.3Ni0.7 alloy as
0.3ρPd+0.7ρNi = 8.5×1022 atoms/cm3
this can be converted into a magnetization or a magnetic moment per atom. The final
result is then
M = 0.586
μB
atom
.
This is in excellent agreement with the literature value, which is going to be taken as the
value for the magnetization for the later quantitative comparisons between the numerical
model and the experiments, cf. chapter 7.
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Ni DOS(EF) NOS Pspin μspin
s 0.2548 0.6530 0.0664 -0.0038
p 0.6005 0.7582 0.0739 -0.0210
d 24.3991 8.5606 -20.3647 0.7499
f 0.1290 0.0971 -0.0923 -0.0010
sum 25.3833 10.0688 -20.3168 0.7241
Table 5.1.: Numerical values resulting from ab initio calculations for nickel in Pd0.3Ni0.7.
DOS(EF) denotes the density of states at EF, NOS the number of valence electrons at atom
Ni, Pspin the spin polarization at EF, and μspin the spin magnetic moment. S. Mankovsky,
private communication.
Pd DOS(EF) NOS Pspin μspin
s 0.2129 0.5980 0.0537 -0.0056
p 0.5143 0.6593 0.0501 -0.0195
d 10.2643 8.4606 -6.4170 0.2487
f 0.1580 0.1216 -0.1120 -0.0016
sum 11.1495 9.8395 -6.4252 0.2220
Table 5.2.: Numerical values resulting from ab initio calculations for palladium in
Pd0.3Ni0.7. Otherwise the notation is the same as in table 5.1. S. Mankovsky, private com-
munication.
The second parameter that is required from the sample properties is the filling factor or
filling fraction F of the bands, i.e. the fraction of the band that is filled just as defined
in figure 4.8 (a). Access to this value can be gained through ab-initio calculations. Such
calculations for the desired composition of palladium and nickel have been carried out by
S. Mankovsky. The results are summed up in figures 5.5 and 5.6 as well as in tables 5.1
and 5.2. The filling fraction corresponds to the number of valence electrons per one atom
of nickel or palladium [cf. column labeled NOS in tables 5.1 and 5.2]. Again this is done
for the d-band exclusively. The ratio of this number and the total number of states, 10 for
the d-band, then determines the filling fraction. For the alloy, one has to account for the
different material concentrations. In the case of Pd0.3Ni0.7 the filling fraction is given by
F = 0.3× 8.46
10
+0.7× 8.56
10
= 0.853. (5.6)
Finally with the same reasoning one can also use the values for the sum of the single
band contributions in tables 5.1 and 5.2 to estimate a value of the polarization P . The
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parameter Pspin denotes the spin polarization at EF; forming the weighted sum of the two
values for Pd and Ni one finds
P = 0.3× (−6.43%)+0.7× (−20.32%) =−16.2%. (5.7)
The minus sign indicates a peculiar property of Pd0.3Ni0.7 that it inherits from pure nickel,
namely that the density of states at the Fermi energy is larger for the minority spin. Note
that also the spin magnetic moment μspin from tables 5.1 and 5.2 can be used to once more
derive a value for the overall magnetic moment which gives
μ totspin = 0.7×0.7241+0.3×0.222 = 0.573.
This value again agrees very well with both previously mentioned values from literature
and from SQUID measurements.
5.3. Experimental methods
This section briefly summarizes the experimental methods necessary for the presented
transport experiments in two parts. In chapter 3 low temperatures were mentioned as one
of the crucial necessities to observe single electron tunneling in nanostructures, conse-
quently the first part describes the equipment used to generate low temperatures. The
second part of the present section describes the actual electrical scheme with which the
transport measurements were carried out.
5.3.1. Low temperatures
For the purpose of generating low temperatures a 3He/4He dilution refrigerator of the type
Air Liquide Minidil is employed. The cooling mechanism relies on the fact that there is
an incomplete phase separation between 3He and 4He below T ≈ 870mK in the sense that
the content of 3He in 4He does not become zero even down to the lowest temperatures.
While the 3He-rich phase eventually becomes pure 3He, it turns out that the minimal con-
centration of 3He in 4He is 6.6%. The actual cooling then is often compared to evaporative
cooling, only that the evaporation does not take place from a liquid into a gaseous phase
but from the 3He-rich liquid phase into the 3He-poor liquid phase. However, this only
gives a crude picture of the real cooling mechanism which relies on the mixing enthalpy
of two quantum liquids [102,103].
In the state where there is already liquid mixture of 3He and 4He present, the operation
principle is that 3He gas is pumped into the system from room temperature. Through
several heat exchangers the gas is pre-cooled and finally condensed at about T ≈ 1.5K by
e.g. a Joule-Thomson expansion stage or a 1K-pot. Through several more heat exchangers
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Figure 5.7.: Photographs showing different views of the dilution refrigerator measurement
setup. (a) Overview, showing the copper shield which completely surrounds the low tem-
perature part. (b) Dewar with the dilution system inserted. (c) Dilution system without
vacuum shields.
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and flow impedances the now liquid 3He enters the mixing chamber such that it is added
to the pure 3He phase that floats on top of the heavier 4He-rich phase or, from point of
view of the 3He, the diluted phase. Another tube connects this diluted phase with the still
where the concentration of liquid 3He is less than 1%. The still is heated to a temperature
at which 3He and 4He have very different vapor pressures so that almost exclusively 3He
evaporates; the typical concentration of 3He in the vapor above the diluted phase is> 90%.
This almost pure 3He gas is pumped away and re-enters the system at the starting point
to complete the cycle. The fact that 3He is continuously extracted from the dilute phase
together with the fact that the concentration of 3He in 4He can not decrease to below 6.6%
causes 3He from the pure 3He phase in the mixing chamber to cross the phase separation
line. This constant mixing of 3He and 4He creates cooling power.
The used system is completely shielded by a massive copper construction [see fig-
ure 5.7(a)] to prevent electromagnetic and acoustic noise. In order to lower also the noise
level and the effective electron temperature as far as possible the electrical connections
from room temperature are filtered and thermally anchored several times. The first filter
stage is made up of π-filters at room temperature with an efficient attenuation for radio
frequencies. Additionally, two sets of copper powder filters at T = 1K and T = 100mK
provide a cutoff frequency around 500MHz [see figure 5.7(c)].
The whole dilution system is fitted into a dewar with a sliding seal [see figure 5.7(b)].
The dewar is equipped with a superconducting magnet for fields up to 8T. With this
system typically bath temperatures of T = 25mK can be reached. By mounting a Coulomb
blockade thermometer in the sample holder the efficiency of the thermal filtering of the
current lines could be tested and an effective electron temperature of 30mK was estimated.
5.3.2. Transport measurements
The setup for electrical measurements is a straightforward two point geometry resistance
measurement, i.e. two contacts to the nanotube are connected and current is measured
as function of the applied bias voltage [cf. figure 5.8]. The reason for structuring four
contacts, as shown in figure 5.3, is to increase the chance of a low resistance connection.
This is, however, not a limitation, as a four point measurement is mainly beneficial when
the sample resistance is on the same order as the resistance of the leads. In the case
of Coulomb blockade, typical sample resistances are  6kΩ and the resistance of the
leads, which is on the order of ∼ 100Ω, can be neglected. One of the two connections
is used to apply a bias voltage from a voltage source. In the present case a Yokogawa
7651 dc voltage source is connected through a voltage divider (typically ×10−3− 10−5)
to one of the contacts. One of the neighboring contacts is then connected to a current
to voltage amplifier, usually of the make DL Instruments 1211. Sensitivity and rise time
of the amplifier are typically set to 10−8AV−1 and 300ms, respectively. The back-gate
potential is set by connecting another Yokogawa 7651 dc voltage source through a high
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Figure 5.8.: Simplified measurement schematic. The Cu shield usually serves as anchoring
point for all ground potentials. Connections are fed through the Cu shield by π-filters. The
bias voltage Vsd is divided by a factor ∼ 1000. The connection to the back gate is protected
by a large resistor of typically 1MΩ. The current through the device is converted by an
amplifier into a voltage which is finally picked up by a digital multimeter.
resistor of typically 1MΩ. The resistor is placed for protection of the sample from too
high currents, e.g. in case of a shortcut through the gate oxide. Additionally, together with
the lead capacitance it constitutes a low pass that attenuates high frequency interference.
Summing up, the quantity that is measured is the current I depending on, e.g., the gate
voltage Vgate, the bias voltage Vsd, or the magnetic field B. Unless noted differently, the
current is numerically differentiated with respect to the bias voltage to yield the differen-
tial conductance as a function of the gate voltage Vgate and the bias voltage Vsd
G = G(Vgate,Vsd)
or the differential conductance as a function of the magnetic field B and the bias voltage
Vsd (magnetoconductance)
G = G(B,Vsd).
In order to get rid of spurious effects from ground loops every external control device
is powered through a separate isolation transformer. The grounding scheme is as far as
possible carried out as a “star network". The main ground point is provided by the copper
shield, and every device obtains its ground potential through a short connection to it.
The copper shield itself is connected only to the main ground potential of the lab. All
additional connections from pumps or meters are electrically isolated or ground-free.
The measurements are automated by controlling the instruments with a computer
via the “general purpose interface bus” (GPIB). For this purpose Lab::VISA (now
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Lab::Measurement), a suite of device drivers written in Perl was used. This suite was
started in Munich by D. Schröer and adapted in Regensburg by A. Hüttel, D. Kalok, and
F. Olbrich. A measurement is performed by running a simple Perl script that calls func-
tions from the package, thereby, e.g., executing voltage sweeps and reading out multimeter
values. The advantage of this method is that it is highly modular - any type of measure-
ment can be freely designed by such scripts. An example for a simple I(V ) measurement
is listed and briefly explained in appendix B.
Before measurements are conducted at the lowest temperatures it is advisable to thor-
oughly test the samples already at room temperature in terms of the conductance through
the device as well as potential leakage of the gates through the oxide. The sample is then
glued into a chip carrier and mounted at the cold stage of the dilution refrigerator. At
4.2K, before the 3He/4He-mixture is injected, the same test routine is carried out again.
These two sets of measurements can already contain valuable information about whether
the device behaves metallic or semiconducting. If the conductance in terms of the gate
voltage, G(Vgate), does not vary much over the accessible gate range the nanotube is as-
sumed to be metallic; if a zero-conductance gap is observed, the nanotube is semiconduct-
ing. The results of these characterization measurements and all following experimental
investigations will be discussed in the next chapters.
6. Electronic sample characterization
In this chapter an overview of the determination of important electrical properties of the
samples is given. In the first section the level spectrum is derived from an evaluation
of spectroscopy data and the values for the charging energy U , the level spacing Δ, and
the subband mismatch δ are given. The second section deals with the estimation of the
coupling strength between the nanotube and the leads as well as of the asymmetry between
the coupling strength to source and drain contact.
6.1. Sample classification
In this brief section the different samples and measurement runs are shortly summarized.
The measurements were performed on two samples, AC and BA, from two different prepa-
ration runs [cf. table 6.1]. The difference between the two samples is that the ferromag-
netic alloy for sample AC was prepared in house in a custom built annealing oven with
a mass ratio of 3 : 7 which, converted into a stoichiometric ratio, rather corresponds to
Pd1−xNix with x = 0.8 instead of x = 0.7. For sample BA a custom made pellet of alloy
with the desired ratio was used for evaporation.
In the first measurement campaign sample AC was cooled down twice with a magnetic
field orientation in the plane of the contacts and perpendicular to the tube axis. The second
measurement campaign consisted of a total of three cool down runs of sample BA differing
only in the orientation of the external field with respect to the sample plane. Two runs were
carried out with an in-plane orientation while one had an out-of-plane orientation. In the
in-plane situations the magnetic field was aligned parallel to the tube axis.
In the course of this work two more sets of samples have been produced. Sample AA
before and sample BB after the two main samples mentioned above. Sample AA features
pure nickel electrodes. Sample BB has only two contacts that are aligned parallel to
the tube axis. This was thought to give the possibility to align the magnetic field in the
direction of the easy axis of the contacts while still being perpendicular to the tube axis.
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sample cooldowns field orientation
AC 2 B
BA 2 B
BA 1 B
Table 6.1.: This table schematically shows the external field orientation relative to the car-
bon nanotube axis and the magnetic contacts for the different measurement runs and sam-
ples.
6.2. Determination of the level spectrum
The basic starting measurement is recording the conductance G versus the gate voltage
Vgate. This allows to determine whether the specific nanotube is metallic or semiconduct-
ing. At lower temperatures where Coulomb blockade sets in, the gate traces allow to
select regular areas with promising conductance. Additionally, the charging energy, the
level spacing, and the subband mismatch can all be determined from such a zero bias gate
trace of the conductance after a characteristic scaling parameter α has been determined
which allows to translate the gate voltage scale into an energy scale. Figures 6.1 and 6.2
show examples of such measurements. Note that these gate traces are recorded in dc with
a small forward bias voltage. At the higher temperatures typically a bias value of 1mV is
used, while at lower temperatures the bias is chosen at about 50μV.
The conductance axes in figure 6.1 have been scaled to 4e2/h which is theoretically the
highest possible value for a four channel conductor. This value is not nearly reached which
is likely due to the interface resistance between electrodes and nanotube. In figure 6.1 the
conductance of sample BA is measured over the whole experimentally accessible gate
voltage range at different temperatures. At room temperature [figure 6.1(a)] the conduc-
tance only weakly depends on gate voltage. No band gap is observed, meaning that the
tube is metallic. The inset of figure 6.1(a) shows an measurement of the current versus the
6.2. Determination of the level spectrum 71
a)
b)
c)
-40
0
40
I (
nA
)
-1.0 0.0 1.0
Vsd (mV)
0.8
0.6
0.4
0.2
0.0
G
 (4
e2
/h
)
 T = 300 K
0.8
0.6
0.4
0.2
0.0
G
 (4
e2
/h
)
 T = 4.2 K
0.8
0.6
0.4
0.2
0.0
G
 (4
e2
/h
)
3020100-10-20-30
Vgate (V)
 T = 24 mK
Figure 6.1.: Linear conductance versus gate voltage at different temperatures to character-
ize the sample. (a) Conductance versus gate voltage at Vsd ≈ 0 and room temperature. The
inset shows the linear IV -characteristic atVgate = 0 which agrees with the conductance value
that is shown. (b) Same data as in (a) at T = 4.2K. The conductance now displays clear
signs of Coulomb blockade. (c) Same data as in (a) at T = 25mK. The small increase of the
peak height compared to (b) possibly indicates the transition from temperature broadened
to life-time broadened peaks (see text for details).
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Figure 6.2.: Linear conductance at T = 25mK for Vgate= 6V to 9V. (a) Conductance for
two consecutive sweeps fromVgate = 6V to 9V (i.e. “up-sweeps”). (b) Conductance for two
consecutive sweeps from Vgate = 9V to 6V (i.e. “down-sweeps”).
source-drain voltage at Vgate = 0. The value of the conductance determined from the inset
is G≈ 80nA/2mV= 40μS≈ 0.25×4e2/h, agreeing well with the value read off from the
gate trace. At lower temperatures in figures 6.1(b) and (c) the behavior of the conductance
changes drastically. Already at T = 4.2K charging effects dominate the conductance and
give rise to Coulomb oscillations. When the gate voltage is swept over such a wide range
the Coulomb oscillations appear very irregular. This is among other things due to charge
traps in the gate oxide and the fast variation of the gate potential which give rise to sudden
jumps in the effective potential and hysteretic effects. The behavior of the conductance
at base temperature, T = 25mK, of the system does not change much compared to the
situation at 4.2K. On this scale the most obvious change is the slight increase of the aver-
age peak height. This indicates the transition from temperature broadened (h¯Γ	 kBT ) to
life-time broadened quantum peaks (kBT 	 h¯Γ), cf. equations 3.17 and 3.19.
Figures 6.2(a) and (b) show the conductance versus Vgate in a much smaller gate voltage
range. The figure compares two consecutive sweeps from 6V to 9V with each other and at
the same time with two sweeps in the opposite direction. While the traces already appear
much more regular than when measured over the full gate voltage range, still considerable
deviations between the single traces are observed. There is rarely a feature that can be
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Figure 6.3.: Differential conductance versus gate voltage and source-drain voltage
G(Vgate,Vsd) for sample AC at T = 80mK. Regular charging according to the four fold sym-
metry is clearly visible. Numbers indicate the corresponding relative number of charges on
the quantum dot. Note the recurring feature that the conductance for charge states 3 and
4 is weaker, indicating an overall weaker coupling of the corresponding part of the wave
function.
found at approximately the same gate voltage position in all four traces. In the displayed
example of figure 6.2(b) the voltage range from 7.2V to 7.5V shows potentially inter-
esting and fairly regular peaks. Similar features are seen in the traces from the opposite
sweep direction in (a). The method of choice now is to slowly restrict the gate voltage
more and more approaching the desired range while always checking that the regular os-
cillations are still within the measured range. This should minimize sudden fluctuations
of the gate potential by charge traps. This cautious procedure of course makes comparing
different magnetic field orientations practically impossible, as changing the field orien-
tation requires to fully warm up to room temperature to rotate the sample and then cool
down again.
With such a gate voltage region selected the next step is to measure the differential con-
ductance versus the gate voltage and the source-drain voltage, G(Vgate,Vsd). An example
of such a stability diagram is shown in figure 6.3, displaying the well known pattern of
Coulomb diamonds that was already introduced in chapter 3. In contrast to figure 3.6,
however, here the differential conductance is plotted instead of the current. The steps of
current every time a new transport channel becomes available show up as lines in this
case.
This regular pattern allows to determine the characteristic electronic properties of the
sample as already sketched in chapter 3. Before coming to the evaluation of the electrical
parameters of the sample figure 6.3 already allows to state the main experimental observa-
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Figure 6.4.: (a) Differential conductance versus gate voltage and source-drain voltage
G(Vgate,Vsd) of sample BA at T = 25mK. The white dashed boxes indicate the Coulomb
diamonds whose edge slopes have been used to determine the coupling capacitances. The
charge state are labeled for later reference. (b) Zero bias gate trace G(Vgate,0) of the same
gate voltage region used to read off the widths of the Coulomb diamonds (i.e. ΔVgate).
tions of this work. These are (i) a regular charging pattern, (ii) a four fold symmetry, (iii) a
rather strong coupling, leading to broad resonance lines and a variety of higher order pro-
cesses, (iv) a strong coupling asymmetry between the first two and second two oscillations
within a group of four, and (v) the main feature of this investigation, lines of enhanced
conductance at small, approximately constant bias values in every second Coulomb di-
amond. Observation (v) will be of central importance in the following chapter. It will
be shown that these lines are conductance resonances brought about by a spin-1/2 Kondo
effect, split due to the presence of ferromagnetic contacts. The Kondo effect allows to
determine the amount of the underlying tunneling induced level splitting.
In the following we focus on the characterization of the nanotube level structure. Let us
consider the charging diagram given in figure 6.4 (a). In an extension of the constant inter-
action model, there are five different parameters that determine the electronic properties
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of a carbon nanotube quantum dot [28, 83, 104]. These five parameters are the charging
energy U , the level spacing Δε , the sub-band mismatch δ , the exchange energy J, and the
excess Coulomb energy dU as sketched in figure 3.8 and explained in chapter 2.
To determine all five parameters, five distinct features, i.e. peaks in the conductance, in
the charging diagram have to be evaluated. Three of these five conductance peaks are con-
nected to ground state transitions and thus normally well visible in transport spectroscopy
experiments. The other two are connected to excited states and are only observed in very
clean and regular samples with comparably high tunneling barriers. High tunneling barri-
ers in turn means, that transport is dominated by Coulomb blockade and the main feature
of the underlying investigation, the Kondo effect, is absent. The energies of transitions
involving certain excited states are connected to the values of J and dU used in the model
explained in 2. In typical experiments these values are rather small compared to the other
three (compare [28]). Consequently, we will assume J,dU ≈ 0 here due the fact that the
coupling in the present situation is so strong that the line widths of the SET lines are too
large to resolve the excited states. Thus, from the six expressions given in equation 3.26,
only the four relations
Δμ1 =U Δμ2 =U +δ
Δμ3 = Δμ1 Δμ4 =U +Δε −δ
remain. As seen in figure 3.8 the Δμi are the heights of the separate Coulomb diamonds
in terms of source-drain voltage Vsd. These values are often hard to read off from experi-
mental data. This can be because of increasing noise level at higher bias voltages, or the
complete absence of the tips because the bias window was chosen too small. However, the
conversion factor αgate introduced in equation 3.25, directly provides the ratio of width (in
Vgate) and height (inVsd) of the CB diamonds. The trace G(Vsd = 0,Vgate) is experimentally
accessible and the width of the diamonds can be very accurately read off from the peak
distance of the Coulomb oscillation when plotted as a line trace, see figure 6.4 (b). The
conversion factor αgate for the group of Coulomb diamonds depicted in figure 6.4 follows
from the slopes λs and λd as given in equations 3.23 and 3.24, respectively. Following
equation 3.25 the results for αgate for the corresponding Coulomb diamond are summed
up in table 6.2.
Note that for diamond “2” the value of the slopes can not be read off from the charging
diagram as seen in figure 6.4. For that reason the same value as for diamond “1” was
assumed. Due to the vicinity in terms of gate voltage this should be a valid approximation.
The charge state labeled by “4” within the same group as the first two diamonds was
unfortunately affected by a gate irregularity. Thus, the diamond labeled with “4a” in
figure 6.4 was used to determine Δμ4. Since this charge state is separated from the others
by a larger gate voltage range, the evaluation leading to αgate was repeated. The result was
again obtained by taking the average of the two corresponding slopes and yielded a result
of αgate = 0.185. With these values the distances between the resonances, ΔVgate, can now
be attributed to energies. This results in
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Charge State λs λd αgate
“1” 3 -8.6 0.086
“2” n/a n/a 0.086
“4a” 1.9 -3.5 0.185
Table 6.2.: Observed CB diamond edge slopes and corresponding gate conversion factors
(see text for details). Note that the separate values for λ are the mean values of the respective
single slopes.
Δμ1 =U = 4.3meV
Δμ2 =U +δ = 5.3meV
Δμ4 =U +Δε −δ = 5.3meV,
and the fundamental electrical parameters can be determined as
U = 4.3meV
δ = 1.0meV
Δε = 9.4meV
for this specific case of nanotube and Vgate region.
6.3. Coupling strength and asymmetry
For the quantitative comparison between theory and experiment and especially for the nu-
merical calculation of the density of states two additional parameters are required. These
are the overall coupling strength Γ= Γs+Γd and the coupling asymmetry Γs/Γd between
source and drain contact. Both quantities can be determined from stability diagrams as
will be demonstrated below.
Coupling strength
At the low temperatures present in the dilution refrigerator the thermal broaden-
ing of the Fermi function in the leads that is given by the thermal energy kBT =
8.617×10−5 eVK−1× 30mK ∼ 2.5μeV is very small. Thus it can be neglected and the
only process that contributes to the observed width of the quantum dot levels is life time
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Figure 6.5.: (a) Differential conductance G(Vgate,Vsd) again at the same resonance as in
figure 6.4 (a); the black and white dashed line marks the gate voltage along which the trace
of panel (b) is taken. (b) Conductance peak G(Vsd) at constant Vgate = 2.011V, i.e. across
the resonance point marked in (a). The trace can be fitted to high accuracy with a Lorentzian
line shape with a FWHM of 1.3meV.
broadening due to the tunnel coupling to the reservoirs. In this case the resonance has a
Breit-Wigner, i.e. a Lorentzian, line shape given by
GBW(ω) = G0
(Γ/2)2
(Γ/2)2+ω2
(6.1)
where ω is the distance from the resonance peak in terms of energy or source drain volt-
age. Note that in equation 3.18 the line shape was described as a function of the gate
voltage. This is equally possible but introduces an additional complication because the
width expressed as gate voltage has to be converted into an energy by the conversion
factor αgate.
The determination of the coupling is shown in figure 6.5, done for the left degeneracy
point of charge state “1” of figure 6.4 (a) by fitting it with a Lorentzian line shape. The
fitting routine then readily delivers the parameters which set the shape of the Lorentzian.
These are the x-coordinate of the peak as well as the FWHM 2ω . For the given example
of figure 6.5 (a) the conductance peak is shown in figure 6.5 (b) together with the Lorentz
fit that yields Γ= 1.3meV.
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Figure 6.6.: (a) Zoom into the region marked as charge state “3” in figure 6.4(a). The asym-
metry in the coupling between source or drain contact and the quantum dot, respectively is
seen in the different brightness of the lines of enhanced conductance. (b) Conductance
along the dashed lines at Vsd = ±0.6mV indicated in (a). The value of asymmetry can be
estimated best by comparing the peak conductance between source and drain SET line (see
text for details). Note that the conductance scale was changed compared to figure 6.4 in
order to increase the contrast.
Asymmetry
With the help of charge state 3 from figure 6.4(a) the determination of the coupling asym-
metry is illustrated exemplarily. In chapter 3 and especially figure 3.6 it was shown that
the border lines of the Coulomb diamonds can be attributed to the state on the dot being
in resonance either with the Fermi level in the source or the drain contact. So, comparing
the conductance on an SET line that is caused by a resonance of the dot state with the
source contact to the conductance on an SET line which is caused by the resonance to the
drain results in the ratio of the coupling strengths. This is demonstrated in figure 6.6 for
the above mentioned charge state.
For the estimation of the asymmetry horizontal line cuts at constant source drain voltages
are taken in steps of 100mV as indicated by the dashed line in figure 6.6. The single peak
values for each of the line cuts as well as their ratio are listed in table 6.3.
The resulting values illustrate that most of the ratios are reasonably close to 2, which
is assumed as the asymmetry of the coupling in the present sample. It should not be
concealed that this evaluation was done for just a single charge state. It will turn out
however that the assumption allowed to successfully reproduce the experimental results
by means of numerical calculations. This will be demonstrated in detail in chapter 7.
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Vsd (mV ) left peak (e2/h) right peak (e2/h) left/right right/left
1.2 0.142 0.260 0.543 1.840
1 0.133 0.285 0.466 2.146
0.8 0.139 0.292 0.475 2.105
0.6 0.144 0.346 0.415 2.408
0.4 0.155 0.370 0.417 2.395
0.2 0.176 0.407 0.433 2.311
0 0.203 0.460 0.440 2.271
-0.2 0.265 0.269 0.984 1.016
-0.4 0.322 0.221 1.456 0.687
-0.6 0.393 0.208 1.887 0.530
-0.8 0.408 0.196 2.079 0.481
-1 0.406 0.286 1.422 0.703
-1.2 0.457 0.249 1.832 0.546
Table 6.3.: This table shows the ratios of the peak heights for the left and right single
electron tunneling lines seen in figure 6.6. The peak values for the two peaks were compared
for different values of source drain voltage Vsd and apart from some exceptions lie well in
the vicinity of 2. The gray shaded entries indicate the reciprocal values.

7. The Kondo splitting and its magnetic
field dependence
7.1. Splitting of the Kondo resonance
In this section the central experimental observation of this work will be focused on, i.e.
the splitting of the Kondo resonance. In the second sections of chapter 4 the theoretically
well described influence of magnetic contacts was summarized. To repeat this briefly, the
magnetic contacts generate an exchange field by charge fluctuations. The specific scale
and potential dependence on gate voltage of this exchange field is governed by the band
structure of the ferromagnetic material that is used for the leads. For purely polarized leads
with different densities of states at the Fermi energy the expectation is a gate dependent
splitting of the levels that is reflected as a crossing of the two Kondo resonances in the
center of the Coulomb diamond. For the opposite case of P = 0 and finite magnetization
the expected splitting is practically gate independent for the assumptions explained in
chapter 4.
Figure 6.3 of our experimental observations already showed the alternating appearance of
a split conductance resonance in every second Coulomb diamond in a wide fraction of the
monitored gate voltage range as also did figure 6.4(a). Figure 7.1 now zooms in on charge
state “1” of figure 6.4(a).
Two nearly gate-independent lines of enhanced conductance are clearly visible in the
Coulomb diamond. The main features, the nearly gate independent splitting and the ab-
sence of a crossing of the conductance resonances, allow to relate this image to the one
shown in figure 4.12(a) and also the corresponding band structure shown in figure 4.11(a)
in chapter 4. The close correspondence of figure 7.1 to figure 4.12(a) is a strong indica-
tion that a similar band structure is present. The band structure in figure 4.11 is mainly
characterized by a finite Stoner splitting ΔSt and only a small difference of the density of
states ρσ for the different spin directions. In the specific case of figure 4.11(a) no extra
spin asymmetry was added to the band structure (Q = 0). The finite asymmetry is a con-
sequence of the parabolic bands that were assumed. For our flat band model this situation
corresponds to M = 0 and P = 0 and thus does not produce a finite spin asymmetry at
the Fermi energy. The experimental observation indicates that the parabolic band structure
delivers a more realistic result than simple flat bands. This means at the same time that
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Figure 7.1.: Close up of charge state “1” from figure 6.4 sample BA). The observed splitting
is clearly only weakly gate dependent and thus closely corresponds to panels (a) both in
figure 4.12 as well as in figure 4.11.
for flat bands taking into consideration only the limiting cases M = 0 and P = 0 versus
P = 0 and M = 0 does not suffice to fully describe the experimental situation. Never-
theless, for a quantitative comparison, the results from the flat band model presented in
chapter 4 offer an intriguingly simple approach and thus will still be used for that purpose.
This can always be justified by restricting the considerations to the electron-hole symmet-
ric point at the center of the Coulomb blockade diamond where the contribution from a
finite polarization to the tunneling induced level renormalization vanishes. Note that the
gate voltage dependence of the conductance maxima appears to be very pronounced to-
wards the degeneracy points. The exact position of the conductance resonance and with
that also the definite gate voltage dependence is however hard to point at for these gate
voltages. Approaching the degeneracy points the polarization induced level shift diverges
logarithmically but at the same the Kondo temperature rises, leading to an increase of the
width of the conductance peaks.
For the quantitative comparison between theory and experiment figure 7.2(b) shows again
a larger Vgate-range from the same sample. It clearly displays another aspect from the the-
oretical premises in this experimental situation. At the end of chapter 4 it was emphasized
that the size of the tunneling induced splitting is much stronger influenced by the cou-
pling strength and only weakly, i.e. logarithmically, by the Stoner splitting. This becomes
obvious when comparing the two split resonances in charge state “1” and “3a” shown in
figure 7.2(b). If the splitting of the conductance resonance would be mainly an effect of
the Stoner splitting in the leads, the observed splitting should not be so different. The
same argument by the way excludes also an effect of an external field. For charge state
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Figure 7.2.: (a) Trace of G(Vsd) along the dashed white line through the center of Coulomb
diamond “1” in (b), i.e. at Vgate = 2.044V. The position of the conductances peaks in terms
of Vsd is marked. (b) Differential conductance G(Vgate,Vsd) at T = 25mK as already shown
in figure 6.4 (a). Conductance resonances appear in every second Coulomb diamond at
small but finite bias values symmetric around zero. For the diamond labeled with “3” no
splitting is visible. The splitting is much smaller for charge state “3a” compared to “1”
and “1a”. (c) Trace of G(Vsd) along the white dashed line through charge state “3”, i.e. at
Vgate = 2.546V.
“3a” the coupling is much weaker, as can be seen from the value of the conductance at
the degeneracy points as well as the brightness of the SET edge lines. The corresponding
splitting of the Kondo resonance in this charge state hence is much smaller.
The exact distance of the resonance lines in Vsd can best be read off from line cuts along
Vsd at constant Vgate. Such line cuts are shown in figure 7.2(a) and (c) for the charge
states “1” and “3a”, respectively. Their position is indicated by the dashed white lines in
figure 7.2(b). For resonance “1” the value of the experimentally observed splitting is
Δεexp = 252μeV− (−253μeV) = 505μeV.
For the case of non-magnetic contacts, it was shown in chapter 4 that a magnetic field
causes the zero bias conductance anomaly to split into two peaks at Vsd = ±gμBB/e.
Assuming the splitting to be generated by an effective field, the size of the splitting in
terms of Vsd can be related to a magnetic field scale. With a g-factor of g = 2 for carbon
nanotubes, the observed splitting of 505μeV then yields an effective magnetic field value
of
B =
505μeV
2×2×5.788×10−5 eVT−1 ∼ 2.18T.
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The large size of this effective magnetic field is another indication, besides the fact that
different splittings are observed for different charge states, that a stray field from the
magnetic electrodes can be excluded as a source for the splitting. For electrodes of the
present size and material typical stray field values of some tens of mT are expected.
Taking the value of the coupling strength Γ for charge state “1” that was inferred in chap-
ter 6 as
Γ= 1.3meV
and the band structure information given in chapter 5 as
M = 0.116 and F = 0.853
equation 4.27 yields as theoretical prediction for the renormalization-induced level split-
ting
|Δε(M )|= 1.3meV
2π
ln
[
(1−0.116)2− (2×0.853−1)2
(1+0.116)2− (2×0.853−1)2
]
= 197μeV. (7.1)
With a splitting of the dot level of that size a conductance resonance due to Kondo corre-
lations is expected at Vsd =±197μV, leading to a peak distance of
Δεtheo = 2×|Δε(M )|= 394μeV. (7.2)
This agrees very well with the experimentally observed value of 505μeV. The same is
true if the analogous evaluation is done for the weakly coupled resonance “3a”. With a
coupling strength of Γ= 0.26meV, the results for this charge state then are
Δεexp = 53μeV− (−54μeV) = 107μeV.
and
Δεtheo = 2×|Δε(M )|
= 2× 0.26meV
2π
ln
[
(1−0.116)2− (2×0.853−1)2
(1+0.116)2− (2×0.853−1)2
]
= 2×39.4μeV
= 78.8μeV. (7.3)
The agreement is of the same quality as for charge state “1”. The factor by which the
prediction for the strong coupled case is off is 505/394 = 1.28 while that for the weak
coupled situation is 107/79= 1.35. This shows that the analytic expression works equally
well for charge states with profoundly different coupling strengths. The slight disagree-
ment between theory and experiment can be related to the fact that the flat band structure
assumption that led to equation 4.27 might be an oversimplification. However, the param-
eters of the band structure for the case M = 0 and P = 0 enter only with a logarithmic
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Figure 7.3.: Comparison between the absolute values of the Kondo temperature TK and
the exchange splitting Δε(M ) as predicted by the analytic formulas, cf. equations 4.2 and
4.27. It is immediately recognizable that below a coupling strength Γ of about 2.3meV the
exchange splitting is always larger than the Kondo temperature.
weight. The far more important parameter is the coupling strength, which can be deter-
mined from a Lorentz fit with an accuracy of ±20% as demonstrated in chapter 6.
An exception from this otherwise very conclusive picture is seen in charge state “3” in
figure 7.2 where the faint resonance that is seen, appears to be not split. Even additional
line traces at constant Vgate through the center of this diamond did only show a single
peak. Since the temperature at which the conductance was measured (25mK ∼ 2.2μeV)
is smaller than any other energy scale in the problem it can not be that the appearance of a
single resonance peak is due to temperature broadening. Then the only remaining logical
explanation in principle would be that the Kondo temperature for this resonance is larger
than the tunneling induced level splitting. This way the two Kondo peaks would overlap
so much that they would appear as one. The relation between the involved energy scales
can be summarized as kBT < Δε(M ) < kBTK. The expressions that describe the Kondo
temperature and the exchange splitting can be compared to reveal if this is possible. In
chapter 4 these expressions were already given as
kBTK =
√
ΓU
2
eπε(ε+U)/ΓU (4.2)
and
Δε(M ) =
Γ
2π
ln
[
(1−M )2− (2F −1)2
(1+M )2− (2F −1)2
]
. (4.27)
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Adding the experimental parameters as determined in the previous chapters,U = 4.3meV,
M = 0.116, and F = 0.853, both expressions can be plotted as functions of Γ. This
allows to determine graphically at which size of Γ one or the other energy scale dominates.
The plot is shown in figure 7.3 displaying the crossing point of the Kondo temperature
TK and the exchange splitting Δε(M ) at a coupling strength of Γ ∼ 2.3meV. This is
consistent with the observation of the splitting in resonance “1” since the coupling strength
there was estimated to be 1.3meV. However, for even smaller coupling the situation
does not change any more. The exchange splitting remains the dominant energy scale
and should be observable. For a non-split resonance the energies should be related like
Δε(M ) kBT < kBTK which means that the finite temperature overcomes the spin splitting
but is still smaller than the Kondo temperature so that Kondo correlations are possible. As
figure 7.3 shows, such a case is indeed possible for a coupling strength Γ > 2.2meV.
However, the average amplitude of the SET lines for resonance “3” compared to “1” is
clearly lower so that a higher coupling strength is unlikely. At the same time, also the
temperature would have to lie between TK and Δε(M ). For the present set of parameters
this would mean a temperature on the order of kBT ∼ 400μeV or T ∼ 4.6K, which is
unreasonably high.
Two possible explanations remaining for the observation of the non split resonance in
charge state “3” are experimental limitations that resulted in resolution problems or other
factors limiting the size of Δε(M ), that are not included in the simple model. However,
still the question remains, why either of these speculated explanations should happen only
for this specific resonance while, e.g., the one in state “3a” again is well resolved and
shows a finite splitting.
7.2. Magnetic field dependence
It was already discussed that the size of the resonance line splitting can be translated into
a magnetic field via the Zeeman effect. The typical range of magnetic fields that can be
attributed to the observed splitting is on the order of 1T to 2T. This order of magnitude
is well accessible with the magnet installed in the present low temperature setup. A field
of the same size as the attributed effective field should be a distinct point in this field
dependence. Note that, as has been pointed out before [see e.g. chapter 5], the orientation
of the external magnetic field with respect to the nanotube axis or the contacts did not show
a significant influence on the physical features. It is assumed that the magnetization of the
contacts always points into the direction of the external field. However for completeness,
the sample name can be connected to a specific field orientation via table 6.1.
The differential conductance for the same bias and gate voltage range as in figure 7.1,
was measured for several values of an external field but identical bias and gate voltage
range. The field in this case was applied parallel to the tube axis in plane with the contacts
7.2. Magnetic field dependence 87
(sample BA). The field value is increased in steps of 0.5T. Already at the first finite field
measurement, the contacts are expected to be fully magnetized along the direction of the
external field. Coercive fields for this type of material lie typically in the range of 100mT
and in all the experimental data no clear hysteretic switching of the contacts was observed.
In this field range also the band structure is not influenced significantly; a typical value of
the Stoner exchange field for nickel of 300meV corresponds to a field value in the range
of 2000T. It can be concluded that any effect of the field has to come from its effect on
the level structure on the quantum dot.
In figure 7.4 the corresponding plots of the differential conductance at different field val-
ues are shown. From panel (a) to (d) the magnetic field increases in steps of 0.5T. Com-
paring figure 7.4 (a) and (b), it is clearly visible that the splitting decreases with increasing
field. At B= 2T in figure 7.4(e) the splitting is exactly compensated and only one conduc-
tance peak at Vsd = 0 remains. This compensation of the splitting at B = 2T agrees well
with the field value of ∼ 2.18T that was attributed to the splitting in the previous chapter.
In anticipation of the origin of the splitting, the field value at which the splitting is com-
pensated will be referred to as Bexch. As was already mentioned and is visible in figure
7.4(f), at higher fields there is an overcompensation by the external field and the splitting
reappears. This close relation between an external field and the splitting of the Kondo
resonance is indicative of an explanation for the tunneling induced exchange field as an
effective magnetic field. Note that in figure 7.4(e), at the compensation field, additional
dotted and dashed lines indicate the contributions that result from a finite polarization of
P = 10% for the dotted line and P = 20% for the dashed line. The lines were generated
by plotting equation 4.16, i.e.
Δε(P) =
PΓ
π
ln
[
ε +U
|ε|
]
,
for these values of P and Γ = 1.3meV between ε = 0 and ε = −U . This shows that
the estimate of 16% for the polarization using the ab initio data in chapter 6 agrees well
with our measurements. Since the external field in this case fully compensates the gate
independent contribution from a finite magnetization M , the only remaining contribution
is the one from the polarization.
Note that the resemblance between figure 7.4(e) and figure 4.13 is already very good al-
though the numerical calculations were not adapted to the exact experimental situation.
The fundamental features, the full compensation of the splitting to a seemingly single
resonance and a practically gate voltage independent splitting, were already seen in these
earlier calculations. New calculations, carried out with the input of the present experimen-
tal parameters, were additionally done and show an even closer match between theory and
experiment.
Figure 7.5 shows a numerical renormalization group calculation by I. Weymann as the
exact analogue of figure 7.4. It displays the normalized equilibrium zero-temperature
spectral function G =∑σ πΓσ (0)Aσ (ω) versus the frequency h¯ω/e and the dimensionless
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Figure 7.4.: Evolution of the split conductance peaks in an external magnetic field for the
same resonance as shown in figure 7.1. The plots show the differential conductance in linear
color scale, as function of gate voltage Vgate and bias voltage Vsd. From (a) to (d) a magnetic
field is increased in steps of 0.5T from 0T to 2.5T. All measurements are recorded at a
slightly elevated temperature of 100mK. Note that the splitting is fully compensated in
panel (e) for a field of B = 2T. The dashed and dotted lines in this panel indicate the
expected contribution to level shifts from a finite spin polarization of P = 10% and 20%,
respectively. At higher fields (d) the splitting is overcompensated by the Zeeman energy
from the external field and increases again.
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Figure 7.5.: Normalized equilibrium zero-temperature spectral function G =
∑σ πΓσ (0)Aσ (ω) obtained using the parameters determined from the experimental
data, see text. The horizontal axis is the dimensionless gate potential ng = 1/2− εd/U , the
vertical axis is the scaled frequency h¯ω/e such that it can be compared to its experimental
analogue, the bias voltage.
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Figure 7.6.: Line traces of the conductance respectively the spectral function through the
center of the corresponding panels in figure 7.4 and 7.5. (a) to (c) Differential conductance
versus Vsd at B= 0T, 1T, and 2T. In (c) the two arrows mark two shoulder features appear-
ing at either side of the central maximum at finite fields. (d) to (f) Spectral function versus
h¯ω/e at the same finite fields as (a) to (c).
gate potential ng = 1/2− ε/U . Note that, although the vertical axis is given in units of
mV, the quantity that is calculated is an equilibrium quantity. The dimensionless gate
potential is expressed such that it runs from ε = 0 to slightly above ε = −U . Thus the
electron-hole symmetric point is at ng = 1 corresponding to ε = −U/2. The agreement
between figure 7.4 and figure 7.5 is striking. Not only does the theory reproduce the
qualitative features, also the size of the compensation field and the exact same slight gate
voltage dependence are matched. Note that the calculations were done for a single lead
Anderson model with the DOS shown in figure 4.8(a), but with ρ↑ = ρ↓. The effective
value assumed for the polarization wasP = 10%. Also an asymmetry between source and
drain coupling of 2 as estimated from the experimental data, cf. chapter 6 was assumed
in the numerics. This then even reproduces the pattern of weak and strong single electron
tunneling lines as observed in the experiment.
In figure 7.6 the experimental and theoretical results for the conductance and the spectral
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Figure 7.7.: Differential conductance versus magnetic field B and source drain voltage Vsd
for a fixed gate voltageVgate = 2.044V corresponding to the center of the charge state shown
in figure 7.4 (a). The two parts of the image for positive and negative magnetic fields were
stitched together and result from two separate measurements. The dashed lines indicate the
expected slope for Vsd = (gμB/e)B with g = 2.
function can be compared directly by means of line traces through the center of the corre-
sponding plots in figures 7.4(a), (c), and (e) as well as figures 7.5(a), (c), and (e). The finite
background conductance from which the Kondo peak emerges is caused by a superposi-
tion of the logarithmic decay of the Kondo effect from the dominant level and cotunneling
contribution from other levels. The numerical data reproduces the general line shape of
the measured peaks as well as the evolution of their splitting with good agreement.
In panel (c) of figure 7.6, an additional feature of the measurement is marked by the black
arrows. At values close to the compensation field small side maxima or shoulders of
the main peak appear. A possible explanation for these additional peaks is discussed in
chapter 9.
As the final measurement in this chapter, figure 7.7 shows the full evolution of the splitting
in the center of Coulomb diamond “1” for a magnetic field range of −3T to 3T. Starting
from zero field the splitting is first compensated in either direction until the compensation
at a field Bexch ∼ 2T is reached. At this point the two high conductance lines representing
the split Kondo resonance merge. At even higher absolute field values the exchange field
is overcompensated by the external field, leading again to a separation of the conductance
peaks. The linear evolution of the peak splitting is indicated by the dashed white lines that
display a slope of gμB/e for g = 2, exactly what is expected from the Zeemann effect.
The fact that the conductance enhancement due to Kondo correlations is found again at
zero bias voltage for finite fields, indicates that the tunneling induced level splitting is
exactly compensated and coherent spin flip processes can again occur at zero extra energy.
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This motivates the assumption that the tunneling induced exchange field is completely
analogous to an external field, which is further confirmed by the considerations of the
scaling properties in the following chapter.
8. Scaling properties
In this chapter a fundamental feature of Kondo physics is tested, namely universal scal-
ing. In chapter 4 it was already briefly mentioned that the temperature dependence of the
normalized Kondo conductance shows a universal behavior if the temperature is scaled by
the Kondo temperature, i.e. G(T/TK)/G(T = 0) is universal for any Kondo quantum dot.
The semi-empirical expression for the conductance was already given in equation 4.1.
Besides the temperature dependence, universal scaling is theoretically also expected for
the magnetoconductance, i.e. the dependence of the conductance on the magnetic field.
In this case the magnetic field needs to be scaled by, what we call, a Kondo field BK
summing up all relevant parameters in one quantity. Theoretically this scaling is expected
[see figure 8.1] but we are only aware of a single experimental work that looked at the
magnetic field scaling [105]. To our knowledge, so far no experimental investigation of
these universal scaling properties in the presence of ferromagnetic leads was conducted.
8.1. Scaling as a function of temperature
The property of universal scaling of the temperature dependence is so generic that is has
often been used in observations of potential Kondo correlations both in semiconductor
as well as carbon nanotube based quantum dots to attribute the observed conductance
enhancements to the Kondo effect via their temperature dependence [41, 43].
As expressed at the end of the previous chapter, the observation that the splitting of the
Kondo conductance is compensated in a certain finite magnetic field can be seen as an
equivalence of external field and exchange field. If the Kondo effect is fully restored at
zero bias for finite fields, it should also be possible to observe the well known universal
scaling of G(T )/G(T = 0) at this field value. Figure 8.2 shows a charge state for which
the temperature dependence was measured at a finite magnetic field of B= 1T. For a com-
parison, figure 8.2(a) shows the conductance map at base temperature and zero field. The
plot is not centered around Vsd = 0 but rather shows an asymmetric bias range, in order to
include an additional conductance resonance appearing at higher voltages. This resonance
is probably a result of higher order tunneling events, so-called inelastic cotunneling. The
corresponding excited states are often orbital excitations. In this case the position of the
peak at Vsd ≈ 1.2mV and the subband mismatch, i.e. the distance to the next orbital state,
δ ≈ 1meV as determined in chapter 6, fit reasonably well.
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Figure 8.1.: Exemplary numerical renormalization group calculation for the magnetic field
dependence of the Kondo conductance. In analogy to the temperature dependence, the
scaling parameter BK is defined such that G(B = BK)/G(B = 0) = 1/2. Here the level
position is ε = −2.5meV and the charging energy is U = 5meV(calculations done by I.
Weymann).
In figure 8.2(b) the same charge state as in (a) is shown at a finite field of B = 1T. The
splitting is compensated and only a sharp central resonance remains (cf. chapter 7). This
central peak is labeled by “1” for later reference. The cotunneling resonance is also still
present and it has not been influenced by the presence of magnetic field. This is logical
since the magnetic field was applied perpendicular to the carbon nanotube and should not
influence the orbital degrees of freedom. In figure 8.2(c) line cuts at constant gate voltage
along the center of the Coulomb diamond in (b) are shown at different temperatures.
The height of peak “1” decreases with increasing temperature while peak “2” remains
unchanged, showing the fundamentally different nature of the effects leading to these
conductance resonances. The detailed temperature dependence for peak “1” is shown in
figure 8.3(a). A fit to these points with the semi-empirical formula 4.1 for the spin-1/2
Kondo conductance yields a very good result over the whole available temperature range.
In figure 8.3(b) the scaled data points are shown together with a fit curve that is the result
of simply plotting the scaled conductance. Although from a single set of data no con-
clusion about universality can be drawn, figure 8.3(b) demonstrates how accurately the
fit describes the data points as well as the expected scaled behavior. The plot levels off
exactly at 1, so G(T = 0) = 0.43(e2/h) as resulting from the fit describes the zero temper-
ature value of the conductance very well. Furthermore the value of G(T = TK)/G(T = 0)
is almost exactly 0.5 as expected from equation 4.1 if plotting the scaled parameters [90].
As equation 4.1 has seen numerous experimental validations, an agreeing fit for the tem-
8.1. Scaling as a function of temperature 95
7.807.787.76
V gate (V)
1.5
1.0
0.5
0.0
V
sd
 (m
V
)
7.807.787.76
V gate (V)
1.5
1.0
0.5
0.0
a)
c)
b)
1.0
0.8
0.6
0.4
0.2
0.0
G (e2/h)
1
2
1
2
0.4
0.3
0.2
0.1
0.0
G
 (e
2 /h
)
1.61.41.21.00.80.60.40.20.0-0.2
Vsd (mV)
T = 30 mK
T = 50 mK
T = 90 mK
T = 130 mK
T = 170 mK
T = 230 mK
T = 290 mK
T = 350 mK
T = 410 mK
T = 470 mK
T = 550 mK
T = 630 mK
Figure 8.2.: (a) Color scale plot of the conductance as a function ofVgate andVsd at T = Tbase
and B= 0T. Apart from the central split resonance another conductance resonance at higher
positive bias can seen. (b) Same measurement as shown in (a), now at B= 1T. The splitting
of the Kondo resonance is completely compensated (peak 1). Note that neither the position
nor the shape of peak 2 has changed. (c) Temperature dependence of the conductance along
the dashed line in panel (b). The Kondo peak shows a strong temperature dependence while
peak 2 is not changing significantly.
perature dependence of the conductance enhancement is seen as a strong indication that
the underlying physics is dominated by Kondo correlations.
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Figure 8.3.: (a) Maximum values of the conductance traces shown in figure 8.2(a) versus
the temperature. Also shown is the result of a fit of the empirical temperature dependence
[eq. 4.1] to the data points. The resulting fit parameters are TK = 384mK and G(T = 0) =
0.43 e2/h. (b) Same data as in (a) plotted on the scaled axes. In all cases, a linear scaling
has been chosen for the temperature axis as fit for the range 0 < T  3TK. (c) Temperature
dependent line traces as shown in figure 8.2(c). The energy that corresponds to TK is marked
by the dashed vertical black line. Note that it is not equal to the half width at half maximum
(HWHM) which is marked by the solid vertical black line.
In the following part of this section we give an account of the temperature dependence of
two resonances at zero field. Although we do not expect universal behavior in this situa-
tion, the observations are still instructive. Figure 8.4(a) and 8.4(c) show two-dimensional
color scale plots of the differential conductance G(Vgate,Vsd), both measured at zero ex-
ternal field and base temperature. In figs. 8.4(b) and 8.4(d) line traces of the differential
conductance G(Vgate=const.,Vsd) at the center of each CB region of (a) and (c) at different
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Figure 8.4.: (a) and (c) Color scale plot of the differential conductance as a function ofVgate
and Vsd at T = 25mK and B = 0T for sample BA. The two panels display different charge
states; for both additionally also the temperature dependence of the conductance along the
dashed line was measured. (b) and (d) Temperature dependence of the conductance along
the dashed lines in (a) and (c), measured at Vgate = 5.688V and Vgate = 7.755V respec-
tively. The apparent difference of the gate voltages in (a) and (c) and the values where the
line traces were measured result from a small drift in the effective gate potential typically
occurring over the course of one or two days.
temperatures are displayed. The offset between the voltage values at which the line traces
were recorded and the apparent center of the charge states is due to a slow drift of the gate
potential. From these curves the peak height both for the left and right peak is extracted.
The conductance values at the peaks are plotted versus the temperature in figures 8.5(a)
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Figure 8.5.: (a) Peak values of the conductance from fig. 8.4(b) for Vgate= 5.688V, both for
the left and right peak in the split case. The dashed and solid lines are fits to either right or
left peak value taking into account all the data points or just a subset, respectively (see text).
(b) Same evaluation as panel (a) forVgate= 7.755V. At the higher temperatures T > 400mK
only one peak remains. The temperature dependence changes considerably at this point.
and 8.5(b), together with resulting fits to different portions of the data. In one case all
data points were taken into account for the fit. In a second try the fits were tweaked
by not taking into account the points that deviated strongest. The results of the fitting
procedures for all points as well as for a subset of data points are shown in table 8.1. The
most obvious observation in figure 8.5 is that in both cases the conductance peaks do in
fact vary strongly with temperature. In the first case, for Vgate = 5.688V, the temperature
dependence shows an irregularity for T = 75,100,125, and 150mK. The conductance
for these values appears disproportionately lower than compared to both lower and higher
temperature values. The exact reason for this effect is unclear but it makes fitting the data
with a single temperature dependence very unreliable. These are consequently also the
points that were masked for a potentially improved fitting result.
The situation appears even more intricate for the temperature dependence in the case of
Vgate = 7.755V. From a temperature of about T = 350mK on upwards the peak height
has decreased so much, and at the same time the width has increased, so that no peak
separation but only one apparent peak remains. After the merging of the peaks obviously
only the height of the central peak is read off for retrieving the data points in figure 8.5(b).
It is clearly visible in figure 8.5(b) that the behavior of the conductance changes drastically
from the point on where only one apparent peak remains. To put the effect into perspective
one can have a look at the value of the temperature at which this transition occurs - in
figure 8.5(b) from 350mK to 400mK.
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peak parameter all points sel. points Vgate
right
TK(mK)
985.88 1026
5.
68
8
V
left 832.19 862.1
right
G0(e2/h)
0.18589 0.19022
left 0.18968 0.19419
right
TK(mK)
1797.8 779.3
7.
75
5
V
left 1174.6 735.81
right
G0(e2/h)
0.40982 0.44556
left 0.47002 0.49609
Table 8.1.: Parameters resulting from a numerical fit of the universal Kondo conductance
function, G(T ) = G0/[1+(21/s − 1)(T/TK)2]s with s = 0.22, to the experimental data of
Fig. 8.5. Values are given for both peaks separately either taking into account all or just a
selected subset of data points (see text for details).
The size of the splitting in zero field, as has already been argued in chapter 7, can be
converted to a field value via the Zeeman effect. Here, the splitting in terms of energy is
almost exactly ΔVsd = 150μeV which corresponds to an effective field of Beff = 0.65T.
Translated into a temperature according to equation 4.5, it corresponds to roughly
Δε/kB = 37μeV/kB  400mK. (8.1)
This is in very good agreement with the temperature scale at which the above mentioned
transition occurs. This essentially means that the Kondo correlations which are suppressed
at zero energy since the spin-degeneracy of the quantum level is lifted by the tunneling
induced effective field [cf. figure 4.3(d) and (e)] are re-established at zero energy because
oscillations between the two spin directions become possible again due to the elevated
temperature. From this background it is not surprising that these two distinct parameter
regimes can not be fitted with a single temperature dependence. Indeed both traces, the
left and the right peak points for Vgate = 7.755V, can be fitted quite well when the fit
is restricted to the data points for the lowest few temperatures, see Fig. 8.5(b). This
however is not possible when the full range is taken into account. It might seem like
these arguments are a bit too artificially trying to contradict the potentially satisfying fit
results of figure 8.5. However, seeing that several combinations of TK and G0 result in
more or less satisfying fitting results, there is a certain ambiguity in the choice of these
parameters. Also, the considerations done in the context of figure 7.3, further support the
low reliability of the fits in zero field. Would the Kondo temperature really reach values
of ∼ 750mK - according to the fit to selected points - or even ∼1200mK to 1800mK -
according to the fit to all points - kBTK would be in fact larger than Δε(M ). This means
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in turn that the width of the Kondo resonance would be so large that only a singly peak
would be observed. Since clearly two peaks are observed, the level splitting has to be at
least of the same size as the Kondo temperature.
For the second example at Vgate = 5.688V, the splitting amounts to almost exactly ΔVsd =
150μeV which corresponds to Beff ∼ 0.7T. The investigated temperature range for this
specific charge state unfortunately ends at T = 300mK.
To conclude this discussion about the temperature dependence, it should be mentioned
that a universal scaling is only expected for a situation where the sample is definitely
in the Kondo regime. The general description of a single localized state connected to
electron reservoirs by tunnel junctions is delivered by the Anderson model. This model
has several regimes that are parametrized by ε˜ ≡ ε/Γ [90]. Only for ε˜ 	−0.5 the system
is said to be in the Kondo regime. For −0.5  ε˜  0 the system is said to be in the
mixed-valence regime where a deviation from the universal scaling behavior is expected.
However, taking typical experimentally determined parameters for the sample at hand, the
charging energy amounts to roughly EC ≈ 5meV. Lets assume an occupation of the dot
with 4N + 1 or 4N + 3 electrons as necessary for the spin-1/2 Kondo effect. The size of
the Coulomb diamonds belonging to these charge states, in the easiest case, is U . Being
at the center of the Coulomb diamond means that the level position is at half the addition
energy, U in this case, so ε ≈−2.5meV. The coupling strength is on the order of 1meV.
This means that a good estimate for ε˜ is ε˜0 ≈ −2.5 	 −0.5 and so the sample should
definitely be in the Kondo regime and universal scaling should be observed.
8.2. Scaling as a function of magnetic field
Up to this point it was shown that a proper fit to the empirical formula [eq. 4.1] can
only be achieved when investigating the temperature dependence of a quantum dot with
ferromagnetic leads at a finite external field of the appropriate size to compensate the
tunneling induced exchange field. This is already a strong indication that universal scaling
behavior is recovered when quantities are measured relative to zero effective field Beff =
B−Bexch = 0, where Bexch is the tunneling induced exchange field and B the externally
applied field.
Several charge states have been investigated in terms of their magnetoconductance. An
external magnetic field poses, just as a finite temperature does, an energy scale on which
the conductance depends. For the Kondo effect in quantum dots with normal leads it is
known that the magnetoconductance at zero temperature also shows a universal scaling
behavior. In other words, G(B)/G(B = 0) versus B/BK, where G˜(BK) = 1/2, is indepen-
dent of the specific charging energy U , coupling strength Γ, or the actual level position ε
(i.e. the gate voltage). If the above considerations are correct, the same scaling behavior
should also be seen in the presence of ferromagnetic contacts, with the reference point
8.2. Scaling as a function of magnetic field 101
a) b)
c) d)
e) f)
3.02.52.01.51.00.50.0
B (T)
B (T)
-0.5
0.0
0.5
V s
d (
m
V
)
V s
d (
m
V
)
1.0
0.8
0.6
0.4
0.2
0.0
G (e2/h)
3.02.52.01.51.00.50.0
B (T)
-0.5
0.0
0.5
V s
d (
m
V
)
3.02.52.01.51.00.50.0
B (T)
-0.5
0.0
0.5
V s
d (
m
V
)
V s
d (
m
V
)
3.02.52.01.51.00.50.0
B (T)
-0.5
0.0
0.5
3.02.52.01.51.00.50.0
B (T)
-0.5
0.0
0.5
V s
d (
m
V
)
3.02.52.01.51.00.50.0
-0.5
0.0
0.5
Vgate = 7.692 V Vgate = 7.744 V
Vgate = 7.033 V Vgate = 7.753 V
Vgate = 2.044 V Vgate = 7.761 V
Figure 8.6.: Differential conductance as function of source drain volt-
age Vsd and magnetic field B for six different gate voltage values Vgate =
7.692V(a), 7.744V(b), 7.033V(c), 7.753V(d), 2.044V(e), and 7.761V( f ). Note
that the color scale shown in (a) applies to all plots. The plots shown in (b), (d), and (f) are
from the same Coulomb blockade region at positions ε/U =−1/4, −1/2, and −3/4. The
white arrows indicate the value of the tunneling induced exchange field Bexch. In panel (d)
the white dashed lines indicate the positions of the traces for fixed Vsd and fixed B that are
referenced in the text.
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Figure 8.7.: (a) Numerical results for the scaling of the conductance versus the magnetic
field, for different values of the characteristic parameters ε (level position), U (charging
energy), P (polarization), and M (magnetization). The scaling parameter in this case was
the Kondo field BK (see text). Note that the HWHM is then by definition 1. The non-
magnetic case was included in the considerations and is plotted as the green curve. The
scaling collapse is of such high quality that the curves are virtually indistinguishable. (b)
Numerical scaling result if the scaling parameter is taken to be the Kondo temperature TK.
As elaborated in the text, the value of kBTK is a factor 1.4 smaller than gμBBK, seen in the
fact the the HWHM is wider by precisely this value (see red double arrow). The dashed
line corresponds to the cyan line from panel (a) and was added to illustrate the difference
between BK and TK.
zero effective field:
G(Beff)/G(Beff = 0) vs gμBBeff/kBTK. (8.2)
In figure 8.6 the differential conductance is plotted versus the source drain voltage and
the magnetic field, G(Vsd,B) for different charge states of different samples. The split-
ting at zero field is reduced when the field is increased until it is compensated at a field
value characteristic for the particular charge state. The compensation field is marked by
a white arrow in each panel of figure 8.6. From these plots the zero bias conductance is
extracted as indicated by the dashed white line in figure 8.6 (d). This specific example is
displayed in figure 8.8. Here both the compensation field Bexch and the conductance at the
compensation field G(Bexch) can be read off.
From the theoretical side, the question of interest is whether the scaling behavior for the
magnetoconductance can be recovered in the presence of a tunneling induced exchange
field. Before this question can be answered one has to consider that there are different
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Fig. 8.6 Vgate Bexch G(Beff = 0) BK
(V ) (T ) (e2/h) (T )
(a) 7.692 0.75 1.085 0.72
(b) 7.744 0.7 0.800 0.72
(d) 7.753 0.8 0.547 0.55
(f) 7.761 0.8 0.807 0.77
(e) 2.044 2.15 1.070 0.55
(c) 7.033 0.3 0.209 0.58
Table 8.2.: Summary of parameters extracted from line traces analogous to figure 8.8 from
the color maps in figure 8.6. BK denotes the Kondo field value that results from manually
scaling the field axis to make the experimental data coincide with the NRG curve (see text
for details).
ways of determining the Kondo temperature or rather the Kondo energy scale. So far
only the temperature dependence of the conductance was investigated. In this case, for
Vsd = 0 and B = 0, the Kondo temperature TK is defined as the temperature value where
G(T = 0)/G(T = TK) = 1/2. Similarly a Kondo energy scale can be defined by taking
the value of source drain voltage VK where G(V = 0)/G(VK) = 1/2 for T  0 and B = 0.
This was already indicated by the solid line in figure 8.3(c), while the dashed line in the
figure corresponded to the value for TK. Via NRG calculations the expected ratio between
these two values is determined as eVK/kBTK ∼ 2 [106]. In the experiment the values are
kBTK = 33μeV and eVK ≈ 41μeV, giving only a ratio of 1.3. However, already the fact
that eVK is larger than kBTK should be seen as a positive indication. Due to the absence
of further temperature measurements unfortunately no additional tests for this prognosis
could be made.
There is yet another way to define a Kondo energy scale, which becomes available when
investigating the dependence of the conductance on a magnetic field. In analogy to the
previous two cases one can define a Kondo field BK by the relation G(Beff = 0)/G(Beff =
BK) = 1/2. Note that the magnetoconductance trace here in the presence of ferromagnetic
leads has to be shifted by the amount of the tunneling induced exchange field Bexch in order
to refer to Beff = 0 rather than simply B = 0. The corresponding scaling collapse for this
situation as expected from NRG calculations is shown in figure 8.7(a) for different sets of
parameters ε , U , P , and M . The quasi perfect scaling collapse shows impressively that
from the theoretical side unquestionably universal scaling, i.e. local spin symmetry, is
recovered even in the presence of magnetization or spin polarization in the contacts when
a finite external field is applied to compensate the tunneling induced exchange field.
NRG theory predicts a ratio of gμBBK/kBTK ∼ 1.4. This ratio is indicated by a red double
arrow in figure 8.7 (b) where the scaling result is shown when the effective magnetic field
104 8. Scaling properties
1.0
0.8
0.6
0.4
0.2
0.0
G 
(e
2 /h
)
3.02.01.00.0
B (T)
Bexch
G(Bexch)
Figure 8.8.: Differential conductance versus magnetic field along the horizontal dashed line
in figure 8.6 (d). Such a plot is generated for every gate voltage shown in 8.6 which allows to
extract the tunneling induced exchange field, here Bexch ≈ 0.8T, and the peak conductance,
here G(Bexch)≈ 0.55e2/h.
is scaled by the Kondo temperature TK rather than the Kondo field BK as was done in 8.7
(a). Besides the scaling itself, this ratio is a second test that can be performed for the
magnetoconductance due to the fact that several charge states were investigated.
Coming back to the experimental data, in figure 8.8 an exemplary zero bias magnetocon-
ductance trace is shown for the gate voltage Vgate = 7.753V, which corresponds to the
conductance along the white dashed line in figure 8.6 (d). The position of the conductance
peak can be easily read off as Bexch ≈ 0.8T. The same is true for the conductance value
at the peak which is G(Bexch) ≈ 0.55e2/h. These values were extracted for each of the
magnetoconductance color maps displayed in figure 8.6 and are listed in table 8.2.
With the respective field value the conductance traces for each of the charge states can
be shifted by the tunneling induced exchange field, resulting in an effective field axis.
Figure 8.9(a) displays the raw data as extracted. The next step is to scale all the traces
to the same height by dividing the data by the respective peak conductance value. The
result of this operation is shown in figure 8.9(b) together with one of the coinciding NRG
curves from figure 8.7(a). The deviation from the theory curve is still substantial. The
corresponding Kondo field BK is now determined by scaling the x-axis of each of the
experimental traces separately such that the data points coincide optimally with the theo-
retical curve. This procedure of graphical fitting is equivalent to what is commonly done
when fitting the temperature dependence to the semi empirical equation, with the only
difference that there is no such equation for the case of the magnetic field dependence.
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Figure 8.9.: Visualization of the single steps towards universal scaling of the experimental
data. Note that the legend of panel (c) is the same for panels (a) and (b), with the only
exception that the NRG data was omitted in the first panel. (a) Unscaled conductance versus
external magnetic field B. (b) Scaled conductance versus effective magnetic field, together
with a curve of the numerical data that was already displayed in figure 8.7(a). (c) Final
scaling result. Each set of experimental data points was scaled by its appropriate Kondo
field BK (see text for details).
The resulting values for BK were already given in table 8.2 and are repeated in table 8.3
together with the resulting energy values - if the magnetic field is translated into a Zeeman
energy - and the corresponding temperature values.
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Figure 8.9(c) shows the main result of this whole chapter. The theoretically predicted
scaling behavior of G(Beff,Vsd = 0,T  0) is a central aspect of Kondo correlations which
only appears in the case of local spin symmetry. Showing that the Kondo effect reappears
at zero bias in finite field Bext =Bexch and scales in the expected way, demonstrates or even
proves that the tunneling induced exchange field can be considered physically equivalent
to an externally applied field. This is not to be confused with a mere stray field effect
generated by the presence of the magnetic contacts. Such a field would be on the order of
 100mT, while the observed field scale in the present case is on the order of 1 Tesla.
This being said, also the obvious shortcomings of the scaling collapse need to be ad-
dressed. The scaling does not work equally well for all investigated charge states. Note
that BK in all cases was chosen such that the data points at positive effective field values,
i.e. right of the compensation point, agree best with the numerical curve. This is justi-
fied by the fact that it should be done consistently for all examples and in most cases the
amount of available data above the compensation field exceeds that below.
One exception from having more data points below than above Beff = 0 is the case of
Vgate = 2.044V which indeed shows a strong asymmetry of the scaling collapse. This
apparent asymmetry would decrease if the fitting was done so that the full field range is
optimally fit. The case of Vgate = 7.692V behaves similarly. There, more data points are
available for positive effective field values (to which it is fit), but still an even stronger
asymmetry appears is seen in the deviation from the NRG curve at negative effective
fields. The key to this asymmetry may therefore lie in similarities of these two cases.
Looking at figure 8.6 one realizes that these two charge states by far display the highest
overall conductance. This could indicate the presence of elastic cotunneling events that
can in principle already set in in the linear regime. A contribution from such tunneling
events is not included in the present model and may be able to explain the deviations
as they are mainly observed for the case of high conductance. The observation that the
conductance for negative effective fields is lower than predicted by the NRG calculations
seems to contradict this speculation. However, would the scaling be done such that the
data points at negative fields coincided with the universal curve, the points positive effec-
tive fields would lie above the NRG data.
At this stage, with access to several Kondo energy scales, i.e. kBTK or gμBBK, as well
as data for the level splitting induced by charge fluctuations for a number of different
charge states, the analytical expressions, equation 4.1 and equation 4.27, that were already
plotted in figure 7.3 can be compared to experimental data. Such a comparison is shown
in figure 8.10. The solid lines are plots of the just mentioned equations analogous to
figure 7.3. Note that certain assumptions were made to produce these plots. For the
Kondo temperature equation 4.1 was evaluated at the center of the charge state, i.e. at
ε = −U/2, for a charging energy of U = 4.3meV. Assuming equal charging energies
for different samples and gate voltage areas is certainly not justified, but the following
discussion is rather meant to be a qualitative one rather than a quantitative one. The plot
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Figure 8.10.: Comparison between the theoretical expressions for the Kondo temperature
kBTK (cf. equation 4.1) and the level splitting Δε(M ) and the corresponding experimentally
observed values and their dependence on the coupling strength Γ. The theoretical curves
(solid lines) were already shown in figure 7.3. The experimental data points for Δε(M )
(open blue symbols, different symbols correspond to different samples) are taken from a
variety of samples and charge states at the center of the corresponding Coulomb diamond.
The coupling strength was determined as described in chapter 6. Note that the star symbols
for the Kondo temperature are results of dividing gμBBK by 1.4. The open red circle is the
Kondo temperature as determined in figure 8.3 (see text for details).
for the level splitting Δε(M ) was done using the values forM andF as given in chapter 5.
For different samples also these values might fluctuate due to small changes in the actual
composition of the alloy.
The symbols in figure 8.10 are showing the experimentally determined parameters. They
can be attributed to the theoretical curves by their color. The different shapes of the open
blue symbols indicate different samples or charge states from which these values were
derived. The two different shapes of the red symbols discriminate the way in which the
Kondo temperature was determined. The open red circle is the value as determined by the
temperature dependence of the conductance at finite field as described in the first section
of the present chapter, cf. figure 8.3. The values shown as red asterisks were determined
by dividing the Kondo energy gμBBK as given in table 8.3 by 1.4 [106].
The first thing to be recognized in figure 8.10 is that the experimental data points are in the
right order of magnitude compared to the analytical expressions. The rather strong scatter
should not distract from this fact. This is again a very good result of the rather simplified
assumptions of a flat band structure and a single Anderson impurity model as was already
stressed in the context of figure 7.2. Another agreement with the general understanding
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Vgate BK gμBBK/kB gμBBK VK VK/BK
(V ) (T ) (K) (μeV) (μeV)
7.692 0.72 0.967 83.38 52 0.623
7.744 0.72 0.967 83.38 78 0.936
7.753 0.55 0.739 63.69 74 1.162
7.761 0.77 1.034 89.17 97 1.088
2.044 0.55 0.739 63.69 76 1.193
7.033 0.58 0.779 67.16 202 3.008
Table 8.3.: Summary of scaling results. The value of BK is extracted by scaling the effective
field axis. The third and fourth column contain this value expressed as a temperature and
an energy, assuming g = 2. The fifth column shows the HWHM of the G(Vsd,Beff = 0,T ≈
0) traces shown in figure 8.11. In the last column the ratio VK/BK is given, for which
theoretically expected values range from 1.4 to 1.8. The agreement is not perfect but well
in the right order of magnitude for most cases (see text for details).
can be seen in the fact that basically all experimental data points lie left of the crossing
point of the theoretical curves. This means, in a range of coupling strengths where the
splitting is expected to be larger than the Kondo temperature, i.e. observable in transport
experiments, as is the case. Note that the values indicated by the asterisks are indirect re-
sults for the Kondo temperature, i.e. they were derived from the magnetoconductance data
as described above. An apparently far more trustworthy value of the Kondo temperature
indicated by the red circle in figure 8.10 is achieved by the direct fit of the temperature
dependence. The counterpart to this Kondo temperature is the level splitting indicated by
the open blue diamond. For this pair of values, determined for the same charge state, it is
indeed the case that the level splitting is found to be larger than the Kondo temperature.
As a final consistency check for the applied theory, the predicted ratio between BK and VK
is tested. From detailed analysis of the Anderson model by means of numerical renormal-
ization group techniques, the ratio between the Kondo field and the Kondo voltage can be
determined to be between 1.37 and 1.79 [106]. For this test, the HWHM of the conduc-
tance versus bias voltage at zero effective field, G(Vsd,Beff = 0), is determined. The plots
in figure 8.11 show these traces for the same gate voltages that were already displayed in
figure 8.6 as indicated by the dashed white line in panel (d) figure 8.6. The figure already
displays the most obvious weaknesses of this evaluation. Some peaks are considerably
asymmetric and especially the example shown in 8.11 (b) is so shallow that the HWHM
value is hard to extract. Nevertheless, for a qualitative test, the resulting values of this in-
vestigation are still listed in the second to last column of table 8.3 together with the Kondo
field BK in different units. Additionally in the last column of table 8.3 the resulting ratios
VK/BK are given. Generally it can be stated that the overall agreement is satisfactory. The
deviation is in no case larger than an order of magnitude. The strongest deviations are
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Figure 8.11.: Conductance line traces for constant magnetic field values as indicated by the
vertical dashed white line in figure 8.6 (d). The magnetic field values for each of the panels
corresponds to the size of the tunneling induced exchange field Bexch for the respective
charge state. The separate panels correspond to (a) Vgate = 7.692V, B = 0.75T; (b) Vgate =
7.033V, B = 0.3T; (c) Vgate = 2.044V, B = 2.15T; (d) Vgate = 7.744V, B = 0.7T; (e) Vgate
= 7.753V, B = 0.8T; and (f) Vgate = 7.761V B = 0.8T. The arrow in each panel marks the
FWHM.
seen for the casesVgate = 7.692V andVgate = 7.033V, one being smaller by about a factor
of two, the other one larger by a factor of two. These two states also show the largest
and smallest overall conductance of the investigated cases. For Vgate = 7.033V with the
smallest observed conductance the deviation is definitely partly due to systematic errors
when reading off Bexch, G(Beff = 0), and VK. The strong deviation for Vgate = 7.692V
comes a bit as a surprise, seeing that the ratioVK/BK is in principle closest to the expected
value of that ratio for Vgate = 2.044V. These two charge states showed similarities when
discussing the asymmetry of the scaling collapse which was attributed to the large overall
conductance observed for both these values. The fact that the situation appears opposite
in this case is not understood. This being said, as already stated, the small amount of
available experimental data is not really suited for a systematic, maybe even statistical
analysis, and the agreement in the order of magnitude can already be seen as a success of
the measurement.

9. Summary and discussion
In this thesis, a thorough introduction on the structural and electronic properties of carbon
nanotubes is presented. Starting from the band structure of a flat sheet of atomically thin
carbon (graphene), the band structure of a carbon nanotube is deduced by imposing peri-
odic boundary conditions to the wave function in the direction of the circumference of the
tube. If the nanotube is also constricted longitudinally, a further quantization condition
arises which leads to discrete states. The nanotube then becomes essentially a zero dimen-
sional object, a quantum dot. The main properties of such a quantum dot are summarized
in another chapter.
The second part of the introduction lays out the fundamentals of the Kondo effect. First
this many body effect is described for a general situation of normal metallic contacts.
It is also pointed out that peculiarly the Kondo correlations in a quantum dot give rise
to an increased conductance while in a bulk system they increase the resistance. The
major part of the corresponding chapter however is dedicated to the influence of magnetic
contacts on the Kondo effect in a quantum dot. It is emphasized that the influence on
the Kondo effect comes through the influence of the ferromagnetic contacts on the level
structure. The states on the quantum dot are renormalized by charge fluctuations between
the dot and the leads, i.e., the energy and the width of a certain level changes, according
to the amount of charge fluctuations it is subject to. For spin imbalanced leads these
charge fluctuations are spin dependent. An intuitive equation predicting the energy shift
or rather the level splitting for different spin directions is given in terms of experimentally
accessible parameters.
The experimental part finally can again be divided in two sections. The first part presents
the observations of split Kondo resonances in carbon nanotube quantum dots with fer-
romagnetic leads, a main result of this thesis. First the qualitative features of the con-
ductance resonance in terms of bias voltage and gate voltage are compared to theoretical
considerations from chapter 4 and Ref. [53]. Then the results are also compared quantita-
tively. Having determined the coupling strength Γ, the magnetization M , and the filling
fraction F of the present sample, equation 4.27 allows to theoretically predict a value
for the tunneling induced spin splitting of the dot levels. This prediction compares very
well to the experimentally determined value. The high level of understanding is further
demonstrated by providing numerical renormalization group results, coming from calcu-
lations done by I. Weymann in the group of J. v. Delft in Munich, for the conductance of
a Kondo quantum dot with ferromagnetic leads. For these calculations the experimentally
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Figure 9.1.: States participating in the charge fluctuations for an initial state |1,↑〉 (central
column). We assume that also fluctuations into the energetically close excited states are
possible. The characteristic energies of the spectrum are the level spacing Δε and the sub-
band spacing δ . The ground states are denoted as GS while the excited states are marked
by ES.
determined parameters are used. The agreement between the experimental and numerical
conductance data is very good.
The second part of the experimental discussion is dedicated to a more subtle property of
Kondo physics. For normal contacts it is known that the conductance depends universally
on the temperature in zero field or universally on an external field at zero temperature.
Universal dependence in this context means that differences in the sample parameters as
e.g. coupling strength between leads and nanotube or the actual position of the quantum
dot level with respect to the Fermi energy all are lost when scaling the temperature or the
field by a single parameter. Thus, universality means that all parameters determining the
conductance in the Kondo regime can be summed up in a single parameter. The same
behavior is found for the present case of ferromagnetic contacts if the field B is replaced
by the effective field Beff = B−Bexch, meaning that the universality in the temperature
dependence is observed not at zero field but at zero effective field. Zero effective field
in this context means that the tunneling induced exchange field is compensated by an
external field. Just as well, the universality in the field dependence is recovered when
shifting the magnetoconductance data by the value of the exchange field. This recovery
of the universality feature in a finite external field is a very strong indication that the
tunneling induced exchange field behaves completely analogous to an external field.
In the main part of the presented work the evaluation was mostly restricted to those mea-
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surement features that clearly relate to the underlying physical effects discussed in the
course of this work. The theoretical prediction for the tunneling induced exchange split-
ting, equation 4.1, and the experimentally observed value for the splitting differ by about
a factor of 1.3 for the one case that was evaluated in detail in the main part. At the end
of chapter 8 figure 8.10 showed the comparison between several experimental values and
the theoretical prediction. For some values we see a considerable deviation from the pre-
dictions. One possible reason for this disagreement could be limitations of the single
impurity model arising from the fact that a carbon nanotube provides more than just a
single level as was shown in chapter 2. These additional levels could very well play an
important role for the tunneling amplitudes and change the size of the energy correction.
Let us assume that a quantum dot contains one extra charge as depicted in the central panel
of figure 9.1. The charge fluctuations that renormalize the energy of the state then again
can be abbreviated by |1,σ〉 ↔ |0〉 and |1,σ〉 ↔ |2〉. While there is only one way to carry
out either of these processes for the single impurity model, the additional available states
of a carbon nanotube might add to the tunneling amplitude. The ground state to ground
state transitions must be extended by transitions involving excited states. The different
possibilities for excited final states are visualized in figure 9.1. In order to simplify the
discussion a bit, tunneling that involves states from a completely different orbital level
are omitted. Also we assume the initial state always to be the ground state. The spin
direction of the tunneling particle will be denoted by an arrow in the index, the orbital
state as subscripts L or R.
The energy correction for the situation displayed in figure 9.1 has a completely analogous
form to the correction for the single impurity Anderson model, cf. equation 4.6. This
means that an integration of all available states in the leads is carried out over a sum
of terms. Each of these terms corresponds to a certain charge fluctuation. The single
terms are fractions where the numerator is the product of the tunnel coupling, for the
spin direction tunneling, times the density of states from which or into which the charge
tunnels. The denominator is the difference between the energy of the initial state and the
final state. This way the tunneling process becomes less and less likely for higher energy
difference between initial and final states. This results in the following expression:
δε↑ =− 1π
∫
dω
{
Γ↑[1− f (ω)]
ω − εL,↑ +
Γ↓ f (ω)
εL,↓+U −ω +
Γ↑ f (ω)
εR,↑+U −ω +
Γ↓ f (ω)
εR,↓+U −ω
}
(9.1)
Note that the subband spacing δ does not appear explicitly in this notation since the differ-
ence in the orbital states was captured in the subscripts L and R. The first two terms then
are the ones that already appeared in equation 4.6, while the last two terms correspond to
the tunneling events involving excited states.
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The same expression can be written down for the initial state with one spin on the dot but
opposite spin direction |1,↓〉. It reads
δε↓ =− 1π
∫
dω
{
Γ↓[1− f (ω)]
ω − εL,↓ +
Γ↑ f (ω)
εL,↑+U −ω +
Γ↓ f (ω)
εR,↓+U −ω +
Γ↑ f (ω)
εR,↑+U −ω
}
.
(9.2)
With this the energy difference, i.e. the splitting, simply results in
δε↑ −δε↓ =− 1π
∫
dω
{
Γ↑[1− f (ω)]
ω − εL,↑ −
Γ↓[1− f (ω)]
ω − εL,↓ +
Γ↓ f (ω)
εL,↓+U −ω −
Γ↑ f (ω)
εL,↑+U −ω
}
(9.3)
which is the same expression as the already known result from the single impurity An-
derson model. This is actually quite intuitive as the excited states can be occupied by
either spin direction and thus contribute equally to the corrections. Thus, when taking the
difference these terms simply disappear. This remains correct also for the case of a dot
occupation N+3 and also for higher excited states and shows that these additional levels
do not contribute further to energy renormalization. This means that fermionic excitations
alone do not lead to further contributions to the level splitting.
This changes however, when also bosonic excitations are taken into account. These are ba-
sically collective charge waves that can be excited at energies relevant in carbon nanotubes
and provide further transport channels. These collective charge waves can be pictured as
synchronized oscillation of the charge carriers in the nanotube due to Coulomb repulsion.
It was shown recently by Koller et al. [107] that these bosonic excitation indeed need to
be considered.
Another aspect that was neglected in the evaluation so far is spin orbit interaction. In the
introduction it was already briefly addressed that spin orbit interaction was long thought to
be absent in carbon nanotubes just like interaction between the electron spin and nuclear
moments. However, the curvature of the nanotubes was in recent years more and more
recognized as a source of spin orbit interaction. It turned out that indeed a finite spin orbit
parameter could be determined and should be present in practically any situation [8, 9].
After these experimental evidences of spin orbit interaction in carbon nanotubes also first
theoretical works started to investigate the influence of spin orbit coupling on the Kondo
effect [108,109]. Part of the predictions from these works is a rich substructure of satellite
peaks in the conductance, see figure 9.2 from Ref [108]. Note that no ferromagnetic
contacts were assumed in this case.
The discussion here should by no means be considered as conclusive but rather as an out-
look onto what future experiments could aim at. A similar substructure was also observed
in some of the measurements not presented in the main part. Most of the observations
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Figure 9.2.: Implications of the spin orbit coupling on the Kondo effect. (a) External mag-
netic field applied parallel to the tube axis. Due the SOI the Kondo peaks in the differential
conductance split already at zero field. At higher fields a variety of peaks is predicted each
of which can attributed to single electron cotunneling events shown in (b). (c) Differential
conductance for the external field perpendicular to the axis. Taken from Ref. [108].
stem from an early measurement that best can be considered as preparatory. Such an ex-
ample is presented in figure 9.3. Unfortunately there are no measurements for B = 0T in
the same gate voltage region, and the zero field splitting could not be determined. How-
ever, the splitting at B =−0.5T, Δε = 412μeV, can be taken as an indication for the zero
field splitting. Translating this value again into the tunneling induced exchange field this
results in
B =
412μeV
2×2×5.788×10−5 eVT−1 ∼ 1.78T.
Taking into account that the splitting at zero field probably was a little larger a good esti-
mation for the tunneling induced exchange field would be 2T. In the context of what has
been established in this work the expectation then would be to see the splitting being more
and more compensated as an external field value of, e.g., −2T is approached. The result
however looks completely different as figure 9.3(b) and (c) show. Instead of a smaller
and smaller splitting additional peaks appear that are already visible in the color maps but
even better in the corresponding line traces below the two dimensional plots. The ener-
gies at which the peaks are observed are typically of the order 0.1mV. Note that at least
one experimental investigation [8] states a value of 0.15meV for the spin-orbit interaction
strength. Also note that exactly at zero bias the conductance changes from a minimum
at B = −0.5T to a local maximum at B = −1T and back to a minimum at B = −1.5T,
similar to what is observed in figure 9.2(a). Seeing that the contacts in the experimental
case were ferromagnetic while the theoretical considerations were done for normal con-
tacts, the albeit limited correspondence between figure 9.3 and figure 9.2 is certainly still
intriguing at least. With the understanding of the tunneling induced exchange field to
which the present work contributes and the knowledge of a sizeable spin orbit interaction
especially in nanotubes with small diameters, future experiments should be able to target
the appropriate parameter regime for observing the interplay between the two effects.
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Figure 9.3.: Differential conductance for (a) B=−0.5T, (b) B=−1T, and (c) B=−1.5T.
The panels underneath each of the color scale plots show line traces along the dashed white
lines in the upper panels. At B = −0.5T the conductance shows the same feature as ex-
plained in the main text, two resonances at finite voltages. Increasing the field to higher
absolute values however reveals a variety of peaks. Note that the conductance at zero bias
changes from a minimum to a maximum and back to a minimum from left to right.
As perspective, the research presented here makes it conceivable to employ the different
contributions from the Stoner field and the polarization to tailor the magnetic contacts
such that the ground state spin of the quantum dot can be adjusted purely electrically [48].
Currently work is being continued in the direction of using exchange biased bilayers to
stabilize the magnetization. In these materials, usually a ferromagnetic layer is combined
with an antiferromagnetic one. The result is that the center of the hysteresis curve of such
a bilayer system is shifted away from zero external field.
In addition, a very recent discussion revolves around potentially spin polarized transport
channels being established by the Kondo effect. A combination of two such Kondo quan-
tum dots in a double quantum dot may increase greatly the filter efficiency for a certain
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spin direction. An application of such quantum dots under the influence of an exchange
field can be imagined in the context of the recently introduced Cooper pair beam split-
ters [110, 111]. If signals at the two arms of such a beam splitter are found to depend on
the potential spin selectivity induced by the Kondo dots, this can be seen as an indication
of splitting a Cooper pair into two single, entangled electrons.
Research is by far not restricted to carbon nanotubes. It should in principle be easily ex-
tendable, e.g., to transport experiments in semiconductor nanowires. Such nanowires also
represent a unique system for exploring phenomena at the nanoscale; they are expected to
play a critical role in future electronic and optoelectronic devices [112]. Especially III-V
nanowires, e.g. InAs or InSb, show very large g-factors [113]. The possibility to influ-
ence spin states should benefit from this fact. Similar experiments can also be performed
in graphene, where the argument for the absence of hyperfine interaction in 12C remains.
Additionally, the curvature induced spin-orbit interaction should not be present in the pla-
nar sheets of graphene. Spin injection and precession experiments in graphene show very
promising spin coherence, see e.g. Ref. [114].
Besides these various alternative material systems, also nanotubes of course retain a high
potential for fundamental research. A rapidly growing field of research deals with exper-
iments employing the mechanical properties, briefly mentioned at the beginning of this
work. It was shown for instance in Ref. [115] that a strong coupling between single-
electron tunneling and nanomechanical motion is possible.
In summary, the experiments presented here demonstrate the versatility of quantum dots
in general and carbon nanotubes in particular. The combination of a prominent example
for a many particle phenomenon, the Kondo effect, and spin-selective spectroscopy of
the quantum dot levels by transport experiments resulted in new insights. By employing
similar combinations in hybrid systems, the research area of low temperature mesoscopic
physics certainly will see many more fruitful discoveries in the future.

A. Sample preparation parameters
The preparation parameters given in this chapter were used to fabricate all the samples
mentioned in the main part of the thesis. Especially the parameters for the nanotube
growth should be seen as a guide for potentially good growth results. Practice showed that
the growth conditions can vary substantially even between consecutive growth processes
and that the "sweet spot" of the CVD system is undergoing constant change.
A.1. Substrate and alignment marks
For the substrate a highly doped (p++) silicon wafer with a thermally oxidized top layer
of SiO2 is used. The oxide layer is typically 300nm thick. The used wafers are 2
′′ or 4′′
in diameter. Depending on the reliability of the process theses are either cut into smaller
pieces of 4mm × 4mm or, for a scaled up process, 16mm × 16mm.
The pattern for the alignment marks and the catalyst dot array both are defined by electron
beam lithography (EBL). For the catalyst dots the lift-off after deposition often poses
problems with a single layer of PMMA. For that reason a double layer system is employed
the this step. The two layers are made up of PMMA with a molecular weight of 950K
at 2% concentration in chlorobenzene on top of PMMA 200K at 7% concentration. The
single layer resist for the alignment marks is made of PMMA 200K at 3.5% concentration.
After spin coating the samples, the resist is baked on a hot plate at 150◦C. The spin
coating is done in two stages. In the first stage the rotations per minute are set to 3000
for a duration of 5s and an acceleration of 0. The second stage is 30s at 8000rpm and an
acceleration of 9. The parameters for the electron beam that work for these resists were
• 25kV acceleration voltage, 195μC/cm2 for the alignment marks
• 25kV acceleration voltage, 300μC/cm2 for the catalyst dots.
The developing of the structure is done by rinsing the sample gently for 30s in a mixture
of one volume part MIBK and three volume parts 2-propanol. After that the sample is
rinsed with 2-propanol and blown dry.
For the alignment marks, depending on whether the nanotubes are grown before or after,
usually 40nm of rhenium or gold are deposited. More details on on processing the catalyst
dots are given in the next section.
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A.2. Nanotube growth
As already mentioned in the main text, the nanotubes used in the presented experiments
were produced in an upscaled process yielding a large number of samples. Processing
was done by L. Herrmann in the framework of his thesis [95]. The parameters given here
rely on these experiences.
A.2.1. Catalyst
The catalyst is composed of:
• 30ml methanol
• 40.0mg Fe(NO3)3 · 9H2O (Fluka Chemie AG)
• 30.0mg Al2O3 nanoparticles (diameter about 14nm, Degussa GmbH)
• 10.0mg [CH3COCH−C(O−)CH3]2MoO3 (Sigma-Aldrich Chemie GmbH)
The catalyst suspension is brought onto the chip in following steps:
• stir suspension for 30min
• prepare warm (60◦C) acetone
• use clean (rinse with propanol and methanol) glas pipette to disperse suspension on
the sample
• gently blow the sample dry with nitrogen at a small angle
• put the sample on a heating plate at 150◦C for 6min
• check the sample under the optical microscope for deposited catalyst
• disperse the sample upside down in the previously prepared warm acetone for lift-
off
• clean the sample in two steps by rinsing it with acetone and submersing it in
propanol for 30s
• blow the sample dry with nitrogen and once more check the result under the optical
microscope
A.2.2. Growth
• center the sample in the 1′′ quartz tube closely to the thermometer of the oven
• seal the quartz tube tightly
• flush quartz tube with process gases (methane, argon, and hydrogen) for 2min
A.3. Electron beam lithography and metallization III
• flush tube for another 2min with pure argon at a flow of 1500 sccm
• with constant argon flow, heat furnace to 900◦C
• set hydrogen flow to 700 sccm
• stop argon flow
• start the growth process: set methane flow to 760 sccm for 15min
• end the growth process: stop methane flow
• flush quartz tube with 1500 sccm argon
• stop heater and open furnace; let the sample cool down to 600◦C in flow of argon
and hydrogen
• at 600◦C stop the hydrogen flow; keep up argon flow at least down to 150◦C
• stop all gas flows at below 150◦C
Recent enhancements of the CVD system, like improving the tightness of the gas flow
connection to the glass tube, changed these paremeters significantly and growth, at the
time of writing this, works best for a gas flow of 1 sccm methane and 2 sccm hydrogen at
a growth temperature of 850◦C
A.3. Electron beam lithography and metallization
The EBL for the contacts to the tube is performed in two steps. In the first step the bonding
pads and the leads towards the area where the tube was identified are structured. In the
second step, exclusively the ferromagnetic contacts are lithographically defined. This way
first the bonding pads and the leads can be deposited as a double layer of titanium and
gold, both of which are non-magnetic. The ferromagnetic contacts are simple rectangles,
and the domain structure is expected to be as regular as possible.
The EBL parameters for the pads and leads were
• PMMA 200K at 7%; 10min postbake at 150◦C.
For the different structure sizes different apertures were used in order to minmize the
writing time; these were
• 30μm (74pA)
• 60μm (1300pA)
• 120μm (4800pA)
with the average current given in parenthesis. To develop the structure, the same process
is used as given above for the alignment marks.
IV A. Sample preparation parameters
The metal is deposited in a vacuum chamber. For the pads and leads following parameters
were used:
• 5nm of Ti at an e-gun current of 40mA and a rate of 1.4Å/s
• 50nm of Au thermally evaporated at a current of 130A and a rate of 2Å/s.
The lift-off is done in warm acetone, typically over night. After that, for the second eBL
step, the sample is once more spin coated with the same resist (700K at 7%) and baked at
150◦C for 10min.
The lithography for the ferromagnetic contacts is done by aligning the contacts with ref-
erence to the previously deposited gold leads. This step is written with an aperture of
30μm.
Note that the scanning area of the image that is taken for connecting sample and micro-
scope stage positions has to be the same as for the writing step. If the software adjusts the
magnification of the microscope between the positioning and the writing a shift results
that could in extreme cases end in disconnected sample structures.
B. Measurement Scripts
This part of the appendix is intended to give a quick example of a measurement script that
was used to conduct a simple measurement of the current I as a function of the voltage
V . The scripts are based on the Lab::VISA Perl package, which was recently renamed to
Lab::Measurement, see http://www.labmeasurement.de/. The voltage from a Yokogawa
voltage source is swept from −1mV to 1mV in steps of 2μV and the current through the
device is read in from a digital multimeter. In the header of the script the device drivers
and other utilities are loaded by the use command.
#!/usr/bin/perl
use strict;
use Lab::Instrument::Yokogawa7651;
use Lab::Instrument::HP3458A;
use Time::HiRes qw/usleep/;
use Lab::Measurement;
In this case the instruments are a Yokogawa current source and an Agilent digital multi-
meter (HP3458A). The package Lab::Measurement provides the main functions to
construct the actual measurement.
Then the sweep parameters, the GPIB addresses of the instruments, and some constants
are defined. Also the name of the destination file is given here. For the convenience of
the user also a comment can be edited that is written automatically written into a meta file
that contains useful information about the measurement.
my $start_sd=-1.000;
my $stop_sd=1.000;
my $step_sd=0.002;
my $gate_v=0;
my $gpib_sd=5;
my $type_sd="Lab::Instrument::Yokogawa7651";
my $gpib_hp=22;
my $hp=new Lab::Instrument::HP3458A(0,$gpib_hp);
$hp->set_nplc(0.1);
my $amp=1e-8; # Ithaco amplification
my $Vdiv=1.088e-3;
V
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my $name_gate = "Backgate";
my $sample="Sample_BA_-_Structure_22C";
my $title="1D_Biassweep";
my $filename="BiassweepVg=0V_B=0T_T=4p2K";
my $comment=<<COMMENT;
Yokogawa: V_{SD}=$start_sd..$stop_sd mV an 3;
Ithaco: Amplification $amp an 9, Rise Time 300 ms;
Gate: $name_gate = $gate_v V;
Temperature: T = 4.2 K;
Vdiv: Vsd = 1000:1;
GateResist: 10 MOhm
COMMENT
This next block initializes the voltage source at a certain GPIB address. Additionally some
convenience functionalities like a maximum step size for that device can be supplied.
my $source_sd=new $type_sd({
’GPIB_board’ => 0,
’GPIB_address’ => $gpib_sd,
’gate_protect’ => 0,
’gp_max_volt_per_second’ => 10,
’gp_max_volt_per_step’ => 1,
’gp_min_volt’ => -10,
’gp_max_volt’ => 10, });
The following block contains the main part of the script, namely the actual measurement.
The measurement itself is an object that has different methods and attributes. One attribute
e.g. is the sample name for this measurement. Another one could be a live plot. The script
launches a plotting tool at the beginning of the measurement and updates the plot every
second. In the attributes constants, colums, and axes parameters are supplied to
display the data correctly scaled and on the real physical axes. The actual measurement
is then started by calling the method start_block(). The method log_line(),
e.g., writes its arguments to a file named filename. The source and the multimeter
objects know such methods as set_voltage() or read_value() that hardly need
any further explanation.
my $measurement=new Lab::Measurement(
sample => $sample,
title => $title,
filename_base => $filename,
description => $comment,
live_plot => ’IV-Curve’,
live_refresh => ’1’,
VII
constants => [
{
’name’ => ’AMP’,
’value’ => $amp,
},
],
columns => [
{
’unit’ => ’V’,
’label’ => ’Source-drain voltage’,
’description’ => ’Applied_via_1000:1_divider’,
},
{
’unit’ => ’V’,
’label’ => ’Amplifier_output’,
’description’ => "Voltage_at_current_amplifier_set_to_$amp.",
}
],
axes => [
{
’unit’ => ’V’,
’expression’ => ’$C0’,
’label’ => ’source-drain voltage’,
’min’ => ($start_sd<$stop_sd) ? $start_sd:$stop_sd,
’max’ => ($start_sd<$stop_sd) ? $stop_sd:$start_sd,
’description’ => ’Applied_via_1000:1_divider’,
},
{
’unit’ => ’A’,
’expression’ => "\$C1*AMP",
’label’ => ’current’,
’description’ => ’Current_through_dot’,
# ’min’ => 0,
},
],
plots => [
’IV-Curve’ => {
’type’ => ’line’,
’xaxis’ => 0,
’yaxis’ => 1,
’grid’ => ’xtics,ytics’,
},
],
);
my $stepsign_sd=$step_sd/abs($step_sd);
$measurement->start_block();
$measurement->log_line("#Vbias_raw","Current_raw","Vbias","Current");
VIII B. Measurement Scripts
for (my $volt_sd=$start_sd;
$stepsign_sd*$volt_sd<=$stepsign_sd*$stop_sd;
$volt_sd+=$step_sd)
{
$source_sd->set_voltage($volt_sd);
my $meas=$hp->read_value();
my $real=$volt_sd;
$measurement->log_line($real,$meas,$real*$Vdiv,$meas*$amp);
}
my $meta=$measurement->finish_measurement();
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