Abstmct-An efficient adaptive filtering algorithm named as the unconstrained Hartley domain least mean square (UHLMS) algorithm has heen proposed. It is found from computer simulation that the proposed algorithm has similar performance as the time domain least mean square (LMS) algorithm [11 for uncorrelated signal; but yields faster and better convergence compared to the other for highly correlated signal. The UHLMS algorithm has identical performance as those of the unconstrained frequency domain least mean square (UFLMS) algorithm [31 and 141, but requires significantly less computation compared to the others.
I. INTRODUCTION
The tap delay line (TDL) filters whose filter weights are updated by the Widrow-Hoff least mean square (LMS) algorithm [l] may be considered as the simplest known adaptive filter. The convergence speed of the LMS algorithm is, however, greatly reduced with the increase of the eigenvalue ratio Amax/Amin of the input auto correlation matrix. The LMS algorithm, therefore, has poor convergence for highly correlated input [2] . Mansour and Gray [3] have proposed the unconstrained frequency domain least mean square (UFLMS) algorithm which offers faster convergence compared to the LMS heavily coloured signal by squeezing the eigenvalue ratio. Wong and Kwong [41 have proposed to compute the linear convolution of UFLMS [3] using the discrete Hartley transform (DHT) of the input signal and the real and the imaginary parts of the Fourier domain weights. For the sake of convenience, we have referred this algorithm as unconstrained split Fourier least mean square algorithm (USFLMS) because it separately uses the real and the imaginary parts of the Fourier domain weights updated according to the UFLMS [3] . It has been shown [4] that the USFLMS costs less computation compared to the UFLMS algorithm.
In this paper we have proposed the Hartley domain realization of the UFLMS algorithm [31, hereafter mentioned as the unconstrained Hartley domain least mean square (UHLMS) algorithm to distinguish it from its Fourier domain counterpart [3] . It is shown that the proposed algorithm has similar performance as the time domain LMS algorithm [l] for uncorrelated signal; but yields faster and better convergence compared to the other for highly correlated signals. Apart from that, the proposed adaptive algorithm has similar performance as those of [3] and [4] when simulated under identical conditions. Another advantage of the UHLMS is that for an N-th order filter it requires only 2 N real filter weights, while the UFLMS requires 2 N complex weights and USFLMS requires 4N real weights [4] for the filter of the same order. Besides, it requires significantly less computation compared to the USFLMS for all possible filter orders. 
The over bar in (1) represents complex conjugate, and the symbol '0' denotes the scalar product. I N is an N X N identity matfix, 0 is an N x N null matrix and F is 2 N X 2 N DFT matrix.
x k is a 2N-point column vector given by,
where x k contains the 2N-point input signal given by,
dk is the N-point column vector constituting the desired signal and ek is the 2N-point error vector of k-th iteration. S k is the 2 N-point step-size vector, whose elements are given by, where
a and p are called as the energy smoothing factors whose values lie between 0 and 1. zk(i) is an estimate of energy of at the i-th frequency. The Fourier domain circular correlation in the second term on the R.H.S. of (1) and the Fourier domain circular convolution of (4) associated with the UFLMS algorithm are required to be replaced by, the equivalent DHT based representations, in the Hartley domain adaptive algorithm. Therefore, to obtain the UHLMS algorithm, (1) and (4) may, respectively, be replaced by
where {ffk(i)} and {Hk+l(i)} are the old and the new Hartley domain weights, respectively. {xek(i)} and {&k(i)}, respectively, represent the even and the odd parts of the 2N-point DHT of xk. {ck(i)} represents the 2N-point DHT of ek.
Similarly, the step size adaptation (7) and (8) 
The adaptive filter structure employing the proposed adaptive algorithm given by (3), (6), and (9)- (12) is depicted in Fig. 1 . 
SIMULATION RESULTS
The LMS, UFLMS, USFLMS, and the proposed algorithm are simulated for a system identification problem. The simulation configuration is shown in Fig. 2 . The system to be identified is a 32-point finite impulse response (FIR) filter. The values of the filter coefficients of the system used for the simulation are taken from [3] . The simulation is carried out in two parts. In the first part of the simulation random white noise (distributed uniformly between -0.5 and + O S ) is used as the input. For the second part of the simulation a highly correlated input is obtained by passing the random white noise of the first part of the simulation, through a 12-th order all-pole filter. The coefficients of the all-pole filter are also taken from [3] . In both the parts of the simulation the fixed system is contaminated with uncorrelated white noise of -40 db strength compared to unity signal power. The smoothing factor /3 is taken to be 0.8 for both correlated as well as uncorrelated signals. The values of a are taken to be 0.4 and 0.6 for correlated and uncorrelated signals, respectively. For the time domain LMS the convergence factor is taken to be 0.006 and 0.011 for the correlated and the uncorrelated signals, respectively, to maintain the same misadjustments as those of the others.
The noise to signal ratio (NSR) in decibels, obtained by the ratio of the error signal power to the desired response power for different algorithms are shown in Fig. 3 for uncorrelated signal and in Fig. 4 for correlated signal. It may be noted that each of the convergence curve is obtained by averaging the results of 20 ensembles. From the convergence curves one may observe that the LMS algorithm as well as the proposed one yield similar performances for uncorrelated input. But, for correlated input the proposed algorithm offers much better convergence performance over the other. The UFLMS, the USFLMS and the proposed algorithm, however, have similar performances for the correlated as well as uncorrelated signals when simulated under identical conditions.
IV. COMPARISON OF COMPUTATIONAL COMPLEXITY
For every iteration of UHLMS algorithm one has to compute: (i) the even and the odd parts of a 2N-point DHT of the signal block xk to be used for weight updating and Hartley domain convolution by (9) and (lo), respectively, (ii) a 2N-point DHT of the error vector ek for (9) and (iii) an inverse DHT for (10).
The even and the odd parts of the DHT may, however, be conveniently obtained from a 2N-point DFT of real-valued data. Again, the inverse DHT is identical to the forward DHT, except a scale factor. The computational load per every iteration of the UHLMS algorithm, therefore, amounts to one 2N-point DFT of real-valued data and two 2N-point DHT's along with (6N -2) multiplications and (4N -2) additions for weight updating by (9), (4N -2) multiplications and (2N -2) additions for convo- 
V. CQNCLUSION
An efficient Hartley domain adaptive algorithm is presented. It is shown that the proposed algorithm has similar performance as the time domain least mean square (LMS) algorithm [l] for uncorrelated signal; but yields faster and better convergence compared to the other for highly correlated signal. Besides, the proposed algorithm has similar performance as UFLMS [3] and USFLMS [4] for correlated as well as uncorrelated input. Another advantage of this algorithm over the UFLMS and the USFLMS is that it uses only 2 N real filter weights to be updated in every iteration while the UFLMS requires 2 N complex weights and the USFLMS on the other hand requires 4N real filter weights [4] for an N-point filter. Apart from these, the proposed algorithm offers considerable saving of multiplications as well as addition over the USFLMS algorithm for various filter orders.
