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Abstract
This paper focuses on variational solutions of the Cauchy problem for a non-
linear wave equation with space-time fractional Brownian noise driving force of
Hurst index H ∈ (1/(! + 1),1) and random initial data. ! is the Ho¨lder expo-
nent of the differentiated nonlinearity in the stochastic term of the equation. It is
shown that this problem has a unique solution which depends continuously on the
random initial data. Moreover, stability with respect to truncation of the infinite
dimensional noise is also established.
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1 Introduction
Gaussian processes with independent increments and a certain self-similarity property
were first studied by [10] and [11] in which they were called “Wiener spirals”. They
were later renamed as fractional Brownian motion in [15] where a representation in
terms of a stochastic integral with respect to a standard Brownian motion was given.
For an encyclopedic review of the intrinsic properties of the process see the forthcom-
ing book [3]. These processes has now found applications in such diverse fields as
finance, see e.g. [1] and the references therein, climatology and hydrology [19], tem-
perature modelling [4] and traffic networks [12] to name a few.
In many applications of these processes, the mathematical model is a differential
equation in time, possibly also depending on spatial coordinates, in which case the
model is a stochastic partial differential equation perturbed by fractional Brownian
noise in some sense. An elliptic equation is treated [9] in a white noise setting but
more often parabolic equations are on the menu. Some papers are [16] and [18]. To the
best of authors knowledge, the only two papers dealing with hyperbolic equations are
[7] which considers a 1-dimensional wave equation without diffusion term, and [6], on
a classical linear wave equation, both with additive space/time noise.
In general, hyperbolic equations are known for their notorious difficulty due to the
fact that the fundamental solution is not smoothing, as in the parabolic case. Moreover,
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it is not even a function in dimensions greater than two but a distribution. In case the
noise is not fractional but Brownian, some works exist, see e.g. [14] for an equation
appearing in relativistic quantum mechanics, and an effort has been made to extend
the work on martingale measures in [22] to allow for distributional fundamental solu-
tions which are then applicable to wave equations, see [5]. However, since a fractional
Brownian process is never a martingale that approach is not applicable here.
The chosen method in this paper is a variational one, using finite-dimensional Ga-
lerkin approximations to generate a sequence of functions, converging in a suitable
space to a solution of the original equation. This paves the way for a numerical treat-
ment which, however, is lacking in the present paper, in which focus is on existence,
uniqueness, and continuity with respect to input data and truncation of the infinite di-
mensional noie.
The purpose of this paper is to study stochastic wave equations with random initial
values formally written as
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" t (x,0) = h(x), (1.1)
with Neumann boundary condition
〈Du(x,t), A(x)N(x)〉Rd = 0 (x,t) ∈ "U × I. (1.2)
HereU ⊂Rd is open and bounded, I = (0,T ] for some finite T , and N(x) is the exterior
unit normal at x ∈ "U . The random force, BH , is a vector valued fractional Brownian
process.
Existence will be proved in a variational setting to this Cauchy problem. Continu-
ous dependence on initial data will also be shown.
In Section 2 the fractional Brownian noise is described. In Section 3 the equation
is properly formulated. In Section 4 a unique solution to the Galerkin approximated
problem is shown to exist and the existence of a solution to the original equation is
the goal of Section 5. In Section 6 we prove uniqueness and continuity with respect to
initial data. The final Section 7 is on a continuity property with respect to truncation of
the noise.
2 The infinite-dimensional noise







& je j(x)'Hj (t)
where {e j}$1 is an orthonormal basis ofH 1(U) such that ‖e j‖H1,$(U) <$ and {'Hj }$j=1
is a sequence of independent, zero mean fractional Brownian motions on R with co-
variance given by
r(t,s) = E'H(t)'H(s) = 12
(|t|2H + |s|2H − |t− s|2H)
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and Hurst index H ∈ (1/(1+ !),1). The significance of ! will be descussed in the
next section. We require the following hypothesis to hold, regarding the continuity






& j‖e j‖H1,$ < $.
The noise is white in in time and correlated in space which is in agreement with the
suspicion that, in many real-world processes, the correlation in time is often of a much
smaller magnitude than the spatial correlation, see [2] and [13]. Due to the continuous















& j‖e j‖H1,$(U) < $.
Hence the covariance operator, C, is not only trace class but also its square root is:
Tr C1/2 < $.
2.1 The pathwise integral with respect to 'H
Assume ( ∈ (1−H,1/2). The following space will be needed.
Definition 2.1. Let a < b and denote by W (,1(a,b) the Banach space of measurable










| f ())− f (* )|
|)−* |1+( d* d) < $.
If {ut}t∈I is a process with trajectories inW (,1(I), then its pathwise integral with
respect to fractional Brownian motion, ' H , exists (see [21]), and we have the estimate∣∣∣∣∫I u(t)d'H(t)
∣∣∣∣≤ G‖u‖(,1,I, (2.1)
where G is a random variable only depending on ' and having finite moments of all
orders. The estimate is a result from [18] and we will use it frequently. Since we will
be dealing with infinitely many fractional Brownian motions, G j will be the random
variable associated with 'Hj via (2.1). A random variable that appear often in this






& j‖e j‖H1,$ Gj
which is a.s. finite because of condition (C) and since the G j’s are independent and
identically distributed with a finite moment.
3 The equation















The matrix A= {ak,l} has measurable components and satisfies the conditions
(+)










ak,l(x),k,l ≤ A0|, |2 boundedness
where 0 < a0 ≤ A0 < $. Du denotes the gradient of u. The drift term f is Lipschitz
continuous in its last three variables with a Lipschitz coefficient L f :
(D) | f (x,t,u1,u2,u3)− f (x,t,v1,v2,v3)| ≤ Lf (|u1− v1|+ |u2− v2|+ |u3− v3|) .
As for the diffusion coefficient, # is differentiable with a bounded Ho¨lder continu-
ous derivative of order ! : # ∈ C1+!(R). In particular, # is Lipschitz contiuous with
Lipschitz coefficient L#
(S) |#(y)−#(x)| ≤ L# |y− x|
By (+), the matrix norm of A is bounded by
‖A(x)‖ ≤ A0. (3.1)
The initial condition will be the following: g and h are random fields onU such that
(I) ‖g‖H1(U) and ‖h‖L2(U) are finite a.s.
























In view of (3.2) it can be considered natural to adopt the following solution concept:
Definition 3.1. An L2(U)-valued random field u(t), t ∈ I, is a weak solution to (1.1) if
(1) u ∈ H1(I×U) a.s.
(2) u(0) = g a.s.
(3) The integral relation (3.2) holds a.s. for every - ∈ H 1(U) and every t ∈ I.
One should check that all terms in (3.2) are well defined and finite in the chosen
function space and this is the topic of the following Lemma.
Lemma 3.2. The terms appearing in (3.2) are well defined and finite a.s.
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Proof : Estimating the diffusion term gives, by (3.1)∣∣∣∣∫ )0 〈Du(·,* ), ADv〉2 d*
∣∣∣∣ ≤ A0‖v‖H1 ∫ )0 ‖Du(·,* )‖2d*
≤ √TA0‖v‖H1‖u‖H1(I×U).
As for the drift term we use Ho¨lder’s inequality to get∫ t
0






















∣∣∣∣ ≤ Gj‖s )→ 〈#(u(·,s)), -e j〉2 ‖(,1,* ,) (3.4)
and estimating theW (,1(* ,)) norm yields∫ )
*
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0 ‖u′(·,, )‖2 d,
(s−* )( ds






























(, −* )1−(‖u′(·,, )‖2 d,



























〈#(u(·,))),-e j〉2 'Hj (d))
∣∣∣∣∣








which is a.s. finite by (1). !
4 The finite-dimensional solution
We will consider variational solutions and shall therefore assume given a sequence of
supposedly easily computable functions, the “elements”, {wn}$n=1 with each wn be-
longing to H1(U) and such that
{wn}$n=1 is an orthonormal basis in L2(U)
together with
{wn}$n=1 is an orthogonal basis in H 1(U).
By the former Lemmas we can now prove a simple result which will be the basis of all
further investigations
Corollary 4.1. Let u satisfy the regularity requrement (1) and initial data (2) of Defi-























holds a.s. for every n ∈ Z+ and every t ∈ I. In this case u is also called a variational
solution to (1.1).
Proof : Any weak solution is clearly a solution to (4.1) so we need only show the if part.






By using the properties (1)-(2) it is then trivial, except perhaps for the stochastic inte-
gral term, to note that the finite sums of (4.2) together with (4.1) will give us a sequence
of equations with each term converging a.s. in H 1(I×U) to the corresponding one in
(3.2). To verify this for the stochastic integral, let vN(x) = %N1 vnwn(x) and replace v
with v− vN in (3.9). By the general assumptions, convergence follows. !
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4.1 Galerkin approximation
Let VN be the linear span of w1, . . . ,wN . Since VN is finite dimensional the norms on









|cn|2 = C2N‖u‖2. (4.3)
Let .N denote the orthonormal projection of . ∈ L2(U) ontoVN .
Definition 4.2. A random field uN is an N’th order Galerkin approximation to (4.1) if
(1) uN ∈ H1(I×U) a.s.
(2) uN(0) = gN a.s.























Integrating the equation (4.4) gives























〈#(uN(·,* )), wne j〉2'Hj (d* )d) (4.5)
and because of the assumption (1) this equation can be differentiated (termwise) to
yield (4.4). Hence we may as well consider (4.5).

































〈#(u(·,* )), wne j〉2 'Hj (d* )d)
= t〈hN , wn〉2 + 〈gN , wn〉2 − En(u)(t) + Fn(u)(t) + Sn(u)(t)
for every n ∈ {1, . . . ,N} and every t ∈ I. To solve the N’th order Galerkin approxima-
tion problem we will show existence of a fixpoint
/N(uN) = uN (4.6)
in the space shortly written as H 1(L2N) and defined by the set of functions{
u : I )→VN
∣∣ sup
t∈I
(‖u(·,t)‖2+‖u′(·,t)‖2+‖Du(·, t)‖2) < $} .
Because of (4.3) and the fact that
‖u(·,t)‖2 =







H1(L2N) can be more economically written as
H1(L2N) =
{u : I )→VN ∣∣u′ ∃ and u′ ∈ L$(I;L2(U))} .








To establish the fixpoint we need some results concerning Lipschitz continuity with
respect to u in H1(L2N) . That is, we need to consider the differentiated version of (4.6).
Introduce the notation +En(t) = En(u)(t)−En(u∗)(t) and similarly for Fn(t) and Sn(t).
Lemma 4.3. Let u ∈H1(L2N). Then En(u), Fn(u) ∈ L$(I;R). In particular,
|En(u)|' ≤ C'−1‖u‖' , (4.7)
and similarly for Fn. Moreover, for every ' ∈ [1,$), the mappings
En, Fn : H1N(I×U) )→ L$(I;R)
are Lipschitz continuous, i.e., if ' ≥ 1 then there is some C =C(N) such that
|En(u)−En(v)|' ≤ C'−1‖u− v‖' (4.8)
and similarly for Fn(t).
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Proof : Starting with the diffusion term En we get, by (3.1),
|En(u)′(t)−En(v)′(t)| =


















‖u′(·,, )− v′(·,, )‖2 d, d)
Using this estimate in the ' -norm gives
|En(u)−En(v)|' = sup
t∈I







e−',‖u′(·,, )− v′(·,, )‖2 d, e−' (t−))d)





≤ CN ‖u− v‖''−1. (4.9)
Coming to the drift term Fn, note that, by Ho¨lder’s inequality, (D), and sinceVN is finite
dimensional
|〈 f (·,) ,u,u′,Du), wn〉2− 〈 f (·,) ,v,v′,Dv), wn〉 |
≤ CN




‖u′(·,* )− v′(·,* )‖2 d* +‖u′(·,))− v′(·,))‖2
)
.
Hence, again by Ho¨lder’s inequality,







‖u′(·,* )− v′(·,* )‖2 d* +‖u′(·,))− v′(·,))‖2
)
d)




≤ CN ‖u− v‖''−1.
By chosing u∗ = 0 in (4.9) we obtain the special case
|En(u)|' ≤ CN '−1‖u‖'
by linearity which proves (4.7) for this term. Because of the nonlinearity, that argument
does not work for Fn. Instead we estimate the ' -norm of Fn(u)(t) at u= u′ = Du= 0
as follows:




By the triangle inequality we now obtain
|Fn(u)|' ≤ |Fn(u)−Fn(0)|' + |Fn(0)|' ≤ C'−1(1 + ‖u‖' ) < $. !
We will now prove an analogue of (4.7) and (4.8) for S n.
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Lemma 4.4. Let u ∈H1(L2N). Then Sn(u) ∈ L$(I;R) and the following estimate holds
for all ' ≥ 1
|Sn(u)|' ≤ C Ĝ '−1/p(1+‖g‖2+‖u‖').

















e−' (t−, ), 1−(e−',‖u′(·,, )‖2 d,
]
≤ C Ĝ '−1/p(1+‖g‖2+‖u‖')
for some p≥ 1 depending on ( . !
In order to prove existence of a fixpoint to /N , we need the following invariance
result.
Lemma 4.5. Let u ∈H1(L2N). Then
/N(u) ∈ HN a.s.
and there exists a large enough random variable '0 taking values in [1,$), and a
constant CN, such that the closed (random) ball
BN =
{u ∈ HN : ‖u‖'0 ≤ 1+2C‖gN‖2}







By a trivial maximization procedure the linear term has the ' -norm
|t 〈hN , wn〉2 |' = C|〈hN , wn〉2 |'−1 ≤ C‖hN‖2'−1.
Using this estimate together with Lemmas 4.3 and 4.4 we obtain, since ' ≥ 1,
‖/N(u)‖'
≤ C (‖hN‖2|'−1+‖gN‖2+ |En(u)|' + |Fn(u)|' + |Sn(u)|' )
≤ C‖gN‖2 +C(1+ Ĝ)'−1/p
(‖hN‖2+‖gN‖2+‖u‖') .
Hence, a.s.,/N(u) ∈HN . Chosing the random variable '0 to take values in the interval(
max(1, [(1+ Ĝ)(1+‖hN‖2+‖gN‖2)2C]p),$
)
ensuresC'−1/p0 (1+ Ĝ0)(1+‖hN‖2+‖gN‖2)≤ 12 and we obtain
‖/N(u)‖'0 ≤ C ‖gN‖2+
1
2(1+‖u‖'0).
If u ∈ BN , then /N(u) ∈ BN since
‖/N(u)‖'0 ≤ C ‖gN‖2+
1
2 (1+1+2C‖gN‖2) = 1+2C‖gN‖2. !
10
Lemma 4.6. If u,v ∈ H1(L2N) then








































() −* )1+( dy
]
d)










e−'*‖u(·,* )− v(·,* )‖2d* d)





≤ C Ĝ b ‖u− v‖' '−1. (4.11)
As for the second term we need Lemma 4, 5, and parts of Proposition 2 of [18] to
conclude that it is bounded by
CĜ' 2(−1‖u− v‖' . (4.12)
Adding (4.11) and (4.12) gives the result. !
The next Lemma is on a contraction property of /N , crucial in the fixpoint argu-
ment which will provide the N’th order Galerkin approximation to (4.1).
Lemma 4.7. There exists a random variable '1 ∈ [1,$) such that the map /N is a




Proof : Let u,v ∈ H(L2N). Then, by the Lipschitz continuity of the terms En, Fn and Sn










(|+En|' + |+Fn|' + |+Sn|')
≤ CN(1+ Ĝ)‖u− v‖'' 2(−1 (4.14)
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ensures the conclusion (4.13). !
Proposition 4.8. The map /N has a fix point uN ∈ H1(L2N) for every positive integer
N. Moreover, uN ∈ BN.
Proof : The argument is identical to the existence part of Proposition 2 in [18]. !
This far we have shown that the Galerkin approximation has a unique solution.
Note how all arguments are done pathwisely, for a fixed, but arbitrary path 0 .
We have the following apriori smoothness of the Galerkin approximation u N .
Proposition 4.9. uN ∈C1+1/2(I ; H−1(U)) a.s. and
‖uN ′(·,))−uN ′(·,* )‖H−1(U)
≤ C (1+ Ĝ)() −* )1/2
[




r* (·,t) = uN ′(·,t)−uN ′(·,* ).
Then, by (4.4), for every n ∈ {1, . . . ,N},






















By linearity, this extends to all VN-valued - ∈ H1(U):






















By Ho¨lder’s inequality and the calculations leading to (3.9),



















‖uN ′(·,, )‖2 d,
)
≤ C (1+ Ĝ)‖-‖H1()−* )1/2
×
[




Dividing by ‖-‖H1 and taking the supremum over - ∈ H 1∩VN yields
‖r* (·,))‖H−1 ≤ C (1+ Ĝ)() −* )1/2
×
[
1+‖g‖2+‖uN ′‖L2(* ,);L2(U)) +‖DuN‖L2(* ,);L2(U))
]
= CNĜ ()−* )1/2 (4.15)
for some random constantCNĜ. !
5 Existence of solutions
Proposition 5.1. Introduce the measurable mappings p : I→H 1(U) such that p′ : I )→
L2(U) and q′ : I )→ L2(U). Assume also e ∈ H1,$(U). Define p0 = p(0). Then∣∣∣∣∫ t0 〈#(p(s)), q′(s)e〉 d' (s)



















Proof : Note first that
‖p(s)‖2 =







and ∣∣∣∣∫ t0 〈q′(s), e〉 d' (s)
∣∣∣∣ ≤ G∫ t0



















By the condition (S)
|D#(p(y))| ≤ ‖# ′‖$|Dp(y)|.




















































In the estimate of the double integral it is really essential, due to Proposition 4.9, that
e ∈ H1,$ and not just L$(U). It also displays the difficulty in letting # depend on













|〈[#(p(s))−#(p(y))]q′(s)+#(p(y)) [q′(s)−q′(y)] , e〉 |
(s− y)1+( dyds














































































































1+‖g‖22+‖uN ′‖2L2(* ,);L2(U)) +‖DuN‖2L2(* ,);L2(U))
]}








if ( < 1/2.
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The next step is to let N→$ in the Galerkin sequence uN and we will discover that
{uN}$N=1 is suitably bounded and has a subsequence that converges a.s. to a solution
of equation (4.1).
Proposition 5.2. Assume ( ∈ (1−H,1/2). Then
{uN}$N=1,
{uN ′}$N=1 and {DuN}$N=1
are a.s. bounded sequences in L$(I;L2(U)).
Proof : Square the equation using Proposition A.1 of [18] to get〈uN ′(·,t), wn〉22



















〈uN ′(·,)), wn〉2wn〉 d' j()).
Summing over n ∈ {1, . . . ,N} gives
‖uN ′(·,t)‖22 + 2
∫ t
0














#(uN(·,))), e juN ′(·,))
〉 d' j()). (5.2)











= 〈ADuN(·,t), DuN(·,t)〉− 〈ADuN(·,0), DuN(·,0)〉
≥ a0‖DuN(·,t)‖22−A0‖DuN(·,0)‖22 (5.3)
by the ellipticity condition (+). For the second term on the right we use (3.3), Cauchy’s

















(‖uN ′(·,))‖22+‖DuN(·,))‖22) d)] (5.4)
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Using the estimates (5.3), (5.4), and (5.5) together with Ho¨lder’s inequality, in (5.2) we
get
‖uN ′(·,t)‖22+a0‖DuN(·,t)‖22
≤ C (1+ Ĝ3)
[







Gronwall’s inequality gives then
‖uN ′(·,t)‖22+‖DuN(·,t)‖22 ≤ C (1+ Ĝ3)
(





1 + ‖g‖2H1(U) + ‖h‖22
)
eC (1+Ĝ2)(1+t1−( )
Note that the right hand side is finite and independent of the dimension N. The propo-
sition is proved. !
Proposition 5.3. There is an element u˜ ∈ L2(I;H1(U)) with u˜′ ∈ L2(I;L2(U)) (i.e.,


































as N→ $, for every 1 ∈ L2(I;L2(U)) and 2 ∈ L2(I;(L2(U))⊗d).
Proof : Since, by Lemma 5.2, {uN} is, a.s., a bounded sequence in L2(I;L2(U)), which
is the dual of L2(I;L2(U)), there is a subsequence, also denoted by {uN}, and an el-
ement u˜ ∈ L2(I;L2(U)) such that uN → u˜, a.s., in the weak topology of L2(I;L2(U)).
This means that, with probability one,
〈uN , 1〉 → 〈u˜,1〉, ∀1 ∈ L2(I;L2(U)), (5.6)
where 〈 f1, f2〉 is short for the integral of the product f 1 f2 overU× I. Hence (1) holds.
Similarly, by passing to still another subsequencewe have, for some v∈L 2(I;(L2(U))⊗d),
〈DuN , 2〉 → 〈v, 2〉 , ∀2 ∈ L1(I;(L2(U))⊗d).
Wewill now identify v. Let . :U×I )→Rd ∈ (C$c (U×I))⊗d . By the Gauss’ divergence
theorem (assuming div acts on the x variable only) and (5.6)
〈v, .〉 = lim
N→$ 〈DuN , .〉 = − limN→$ 〈uN , div.〉2 = −〈u˜, div.〉 .
This means u˜ ∈ L2(I;H1(U)), Du˜ = v, and (3) holds. A similar calculation shows
u˜′ ∈ L2(I;L2(U)) and that (2) holds. !
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A similar reasoning using the fact that the sequence {uN} is really in L$(I;L2(U))
gives an element v˜ ∈ L$(I;H1(U)) with v′ ∈ L$(I;L2(U)) such that the limits (1), (2),
and (3) are valid when1 ∈ L1(I;L2(U)) and2∈ L1(I;(L2(U))⊗d). If1 ∈ L2(I;L2(U))
then 〈v′, 1〉2 = limN→$〈uN ′, 1〉2 = 〈u˜′, 1〉2
so that we can identify v with u˜. Hence, we have
u˜ ∈H1,$(I×U).
It is natural to hope u˜ qualifies as a solution to (4.1). We will send N to $ in each
term of (4.1) separately and discover this very fact.
Theorem 5.4. There exists a solution to (4.1).
Proof :With the help of Proposition 5.3 we will now show that each term in (4.4) con-
verges a.s. on R to the corresponding term in (4.1) from which the theorem follows.
Since the test functions are invariant with respect to multiplication by a characteristic
function i[0,t] we need only check this for the full time interval I. It is immediate that the
terms involving initial data converge to the same ones with uN replaced by u˜. Coming
















〈|uN(·,))− u˜(·,))|+ |uN ′(·,))− u˜′(·,))|+ |DuN(·,))−Du˜(·,))|, |wn|〉2 d)
→ 0,
since 1 = |wn| ∈ L2(I×U). Finally, we discuss the noise term. By Lemma 13, 14, 15
in [18] and copying parts of their lemma 16 and Proposition 4 we obtain immediately
the required convergence of the stochastic integral. !
6 Uniqueness and stability
We will now prove a general inequality from which both global existence, uniqueness
and continuity with respect to initial data and will follow. We start with a variant of
Proposition 4.9. In this section it is assumed throughout that # is an affine function:
#(r) = a+br.
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Proposition 6.1. Let u satisfying (1) and (2) be a solution to (1.1) and similarly for u ∗
but with initial data g∗ and h∗. Then∫ t
0
















Proof : Note that, by linearity, (4.4) is satisfied if wn is replaced by any - ∈ VN . For
such -’s define
rs(t) =









〈 f (·,) ,uN (·,)),uN ′(·,)),DuN(·,)))





















































(t− ))( d) . (6.2)
The integral on the second line is bounded by
‖gN−g∗N‖2(t− s)+ (t− s)
∫ t
0




‖uN ′(·,))−u∗N ′(·,))‖2 d) (6.3)
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‖uN ′(·,, )−u∗N ′(·,, )‖2d,
)
d)














‖uN ′(·,, )−u∗N ′(·,, )‖2d, d)
)
(6.5)
Dividing (6.5) by (t− s)1+( and integrating in s from 0 to t gives























‖uN ′(·,, )−u∗N ′(·,, )‖2 d, d) ds
)
, (6.6)
































≤ C t1−2( . (6.7)


































‖uN ′(·,, )−u∗N ′(·,, )‖2d,
by the calculations in (6.7). Hence, (6.6) is bounded by







































‖uN ′(·,, )−u∗N ′(·,, )‖H−1 d,
1





































(t− , )( .
Hence, (6.9) is bounded by
b Ĝ ‖-‖H1 t1−(
∫ t
0
‖uN ′(·,, )−u∗N ′(·,, )‖H−1
(t− , )( d, . (6.10)
Dividing (6.1) by ‖-‖H1 and taking the supremum over - ∈H 1, using (6.2), (6.4), (6.8)
and (6.10) yields



























which proves the Proposition. !
Theorem 6.2. Let u and u∗ be solutions corresponding to initial data (g,h) and (g ∗,h∗)







Proof : Consider the difference of the equations (4.4) for two different sequences u n and
u∗N and denote this difference Z = ZN(x,t). As in the proof of Proposition 5.2 we now





〈 f (·,) ,uN(·,)),uN ′(·,)),DuN(·,)))









〈ZN(·,)), e jZ′N(·,))〉2 d' j()) (6.12)
Hence, integrating the second term to the left making use of the ellipticity condition


























[ZN(·,))−ZN(·,* )]Z′N(·,)), e j
〉
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(∥∥Z′N(·,))∥∥22+‖DZN(·,))‖22) d)) . (6.16)
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The second integral term on the right, i.e., the first one appearing in the sum, is bounded



























































The fifth integral to the right is bounded by, using Ho¨lder’s inequality, changing the
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()− , )( d, d)
]












The last integral in (6.13) is, by changing the order of integration and using Cauchy’s
22








()−* )1+( d) d*
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()−* )2+( d* d)
]














Chosing 4 = 1/(2C) in (6.14), and putting the estimates (6.14), (6.16), (6.17), (6.18),
and (6.19) back into (6.13) gives∥∥Z′N(·,t)∥∥22+a0‖DZN(·,t)‖22














An application of Gronwall’s lemma gives now∥∥Z′N(·,t)∥∥22+‖DZN(·,t)‖22 ≤ C (1+ Ĝ3)eCĜ3 (‖hN−h∗N‖22+‖gN−g∗N‖2H1(U))
Now, let 1 ∈ H1(I×U). Then we have






Hence, in the limit N→ $ we get, by previous results,





Dividing by ‖1‖H1(I×U) and taking the supremum over all functions 1 gives the final
estimate. !
The following are immediate consequences.
Corollary 6.3. Any solution to (4.1) is unique.
Corollary 6.4. The solution to (4.1) depends continuously on the initial data.
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7 Stability with respect to truncation
When trying to implement a numerical scheme for (4.4) it would be a natural first step
to truncate the infinite sum of (one dimensional) stochastic integrals. One then hopes
that the solution corresponding to the truncated sum is, in some sense, close to the
original one. To discuss these matters in more detail, let u be the solution to (4.4) and
u5 a solution of the same equation but with & j = 0, j≥6+1, for some positive integer
6. With this notation the following result holds.
Theorem 7.1. Assume #(x) = a+ bx. Then there is a random variable C = C(0),
which is finite a.s., such that the following estimate holds:
‖u′ −u5 ′‖L$(I;L2(U)) +‖Du−Du5‖L$(I;L2(U)) ≤ C(0) (Ĝ− Ĝ5).
Before proving this we will derive a variant of Proposition 4.9 for the process Z N ′ =
uN ′ − u5N ′. Let us use the notation R* (·, t) = ZN ′(·,t)−ZN ′(·,* ). Similarly as for uN ′
we get







































































〈 f (·,) ,u(·,)),u′(·,)),Du(·,)))





























Squaring and summing gives
‖ZN ′(·,t)‖22 = −2
∫ t
0




〈 f (·,) ,u(·,)),u′(·,)),Du(·,)))
















































〈ZN(·,)), ZN ′(·,))e j〉− 〈ZN(·,y), ZN ′(·,y)e j〉
















〈a+buN(·,)), ZN ′(·,))e j〉− 〈a+buN(·,y), ZN ′(·,y)e j〉
()− y)1+( dy
∣∣∣∣∣ d) .(7.2)











































































































































































































































An application of Gronwall’s inequality gives then







Taking the square root, the sup over I, and sending N to $ now yields
‖u′ −u5 ′‖L$(I;L2(U)) +‖Du−Du5‖L$(I;L2(U))







≤ C(0) (Ĝ− Ĝ5)
for some random constantC(0). !
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