ABSTRACT Two-layer model predictive control is restricted in the field of high real-time control and poor computational controller, due to the high computational complexity. In this paper, we propose an offline optimization and online table look-up strategy of two-layer model predictive control to address the problem. In the upper layer of steady-state target calculation, offline optimization, and online table look-up is developed to calculate steady-state targets. In the lower layer of dynamic optimization, an unconstrained model predictive control is adopted to track the steady-state targets from the upper layer. For the case that the online table look-up method is infeasible, multi-parametric LP and linear weighted sum methods are presented. An exhaustive simulation of a fat system is made to explore the performance of the strategy of the two-layer model predictive control. Furthermore, the properties of computation complexity, steady-state, and robustness are examined from the point of implementation. Simulated studies demonstrate the effectiveness of the proposed strategy.
I. INTRODUCTION
Model predictive control (MPC) is a class of control algorithms which use a process model to predict the future response of a plant. At each sampling instant, a sequence of optimal control moves is calculated by a quadratic performance index, but only the first move is applied to the plant. Due to the excellent properties at handling constraints, multivariables and delay, MPC has been implemented widely in petroleum, chemical and other process industries [1] , [2] .
In modern processing plants, MPC is implemented as part of hierarchical control system. Almost all of the MPC products (RMPCT, PFC, Aspen Target, MVC, et al.) use two-layer structure, due to the disturbance and the change of the operation input that lead to the change of the optimal steady-state. The structure of the hierarchical control system is shown as Figure 1 [3] . The upper layer Steady-State Target Calculation (SSTC) recalculates the targets from the local optimizer every time. The lower layer Dynamic Optimization (DO) receives the targets as the set-points of MPCs for implementation. SSTC adopting a Linear Program (LP) or a operating point based on a nonlinear steady-state model of the plant [4] .
The idea of SSTC can be traced back to MPC control theory mentioned by Cutler et al. [5] , Muske and Rawlings [6] . This predictive control with cascaded structure is called twolayer MPC [7] or two-stage MPC [8] , which is used to distinguish traditional predictive control. A SSTC approach that determines the steady-state targets for non-square systems is presented [9] , [10] . For the case that the number of controlled variables is more than manipulated variables, performance index minimizing the steady-state deviation from the controlled variable target in a least squares sense is defined. For the case that manipulated variables are more than controlled variables, input targets are specified to remove the additional degrees of freedom. A more detailed description of the output offset and non-determinedness of the steadystate, Tao et al. [11] tackle the two issues as the compatibility and uniqueness of the non-homogeneous linear equations set, respectively. Marchettia et al. [12] describe three different QP design approaches to improve the optimality of the stationary operating points reached by the SSTC-MPC control system in the presence plant-model mismatch and constraints. To obtain resilience of control systems, Pepe and Zanoli et al. [13] propose a formulation of two-layer MPC where a status value associated with each process variable is taken into account.
In practical applications, computational complexity of online optimization has become an issue when applying twolayer MPC to systems acquiring a quick response. To reduce the online computation complexity, a strategy based on centralized optimization and decentralized control is proposed [14] , the strategy divides the large-scale system into several subsystems. Vanantwerp and Braatz [15] propose a fast MPC algorithm based on an offline singular value decomposition of the model, and the proposed algorithm is applied to a paper machine. Ling et al. [16] introduce a multiplexed model predictive control (MMPC) algorithm in which the control variables are moved asynchronously, and the computational speed-up is demonstrated through an example. MMPC has been successfully applied to semiconductor manufacturing [17] , vehicle suspension control [18] . Bemporad et al. [19] develop an explicit MPC algorithm to solve the optimization problem offline by exploiting multiparametric programming techniques within a given set and make the dependence of output explicit, rather than implicitly. Since then, Various explicit MPC applications have been reported [20] - [22] . Although explicit MPC reduces the complexity of online optimization, it is required that the optimization problems are feasible. This paper focuses mainly on reducing the computational load of two-layer MPC and promoting the application of two-layer MPC on a Programmable Logic Controller (PLC) or a chip. The rest of this paper is organized as follows: The structure of two-layer MPC are introduced in Section 2. An offline optimization and online table look-up strategy of two-layer MPC (for short as online table look-up twolayer MPC) are presented in Section 3, and the algorithm complexity is analyzed. Section 4 reveals the proposed algorithm is computationally efficient while keeping better control precision thought a simulation. Section 5 gives the conclusion.
II. TWO-LAYER MODEL PREDICTIVE CONTROL A. THE PLANT MODEL
Consider the following model of a discrete-time linear time-invariant system of (1).
While fulfilling the following constrains (2) at all the sampling time k.
Where P is prediction horizon length. x∈R p , u∈R m and y∈R n represent the state, input and output vectors, respectively. We assume that the pair (A, B) is controllable, and the pair (C, A) is observable (an observer model can also be used [23] ). Furthermore, C is assumed to have full row rank. The estimated disturbance change e(k) is the difference between measurements y(k) and predicted output y(k|k − 1).
Let (y SS , u SS ) denote the steady-state outputs and inputs, then the stable model can be cast in the following form:
where SS denotes steady-state. [17] , and shown in Figure 2 .
1) TARGET TRACKING
In hierarchical structure, because of the remarkable differences in model type and sampling time between 47434 VOLUME 6, 2018 MPC and RTO, the optimizations of RTO (y TT , u TT ) are not directly applied to MPC as set-points. Target tracking algorithm combing the actual situations of the system with (y TT , u TT ) to recalculate the feasible set-points, is widely used to solve the problem. The target tracking formulation is given by the following QP problem:
Where Q SS , V SS and T SS are positive definite penalty matrixes, SS is the slack vector used to guarantee a feasible solution to the QP.
2) ECONOMIC SELF-OPTIMIZATION
Economic self-optimization is suitable for non-hierarchical structure control systems. Consider the following LP formulation:
Equation (6) illustrates the benefit of the production process. The vectors α T and β T are m-dimension and n-dimension which represent the cost and efficient coefficients respectively.C T is a n-dimensional vector which penalizes output deviations. Because of the linear relationship of u SS (k) and y SS (k), (6) can be rewritten as follow:
Where C is a linear combination of α and β. Constrains is the same as (5), and not repeated here.
C. DO
In DO layer, local MPCs which execute at the same frequency as LP or QP in the upper layer, track the steady-state targets updated by SSTC through calculating a sequence of future input moves subject to operating constraints and applying the first control actions to the plant. DO formulation is given by the following optimization problem:
Subject to the model constraint of (1), and inequality constraints:
Where e y k+j = y SS (k + 1) − y(k + j|k) and e u k+j = u SS (k) − u(k + j|k) represent future outputs and inputs behavior deviations from the steady-state targets. j is output constraint slack vectors. M is control horizon length. Q j , T j , V j , R j are weight matrices which are chosen to be positive semi-definite.
At each sampling time k, a set of input adjustments
] is calculated by solving (8a), and the first input value u (k | k) as the actual signal is applied to the process. At sampling time k +1, a new optimization is solved over a shifted prediction horizon. Then the purpose of tracking the steady-state targets of the upper layer is achieved.
Remark 1: Process constraints have been considered in SSTC, so unconstrained MPC algorithm is adopted in DO.
III. ONLINE TABLE LOOK-UP TWO-LAYER MPC
A large amount of calculation to accomplish feasibility analysis, soft constraints adjustment and QP/LP solution is required in two-layer MPC. To address such limitations, a method of online table look-up two-layer MPC is proposed in this section.
A. SSTC BASED ON OFFLINE OPTIMIZATION AND ONLINE TABLE LOOK-UP 1) OFFLINE OPTIMIZATION
To reduce the online computation complexity, we could turn the optimization online to offline under the condition that u SS (k − 1), y SS (k), e SS (k) are known offline. Fist, these variables are list offline by means of enumeration as many as possible. Then, u SS (k) can be calculated offline. This offline method is suitable for both single variable systems and multi-variable systems. Here, a single input and single output (SISO) system is taken as an example in this section to illustrate the offline optimization approach.
First, synthesizing complexity and precision. Here, we assume that the ranges of u SS (k − 1), y SS (k), e SS (k) are divided into a, b and c equal segments respectively. The sets of variables are shown in Table 1 .
Second, assume u SS (k − 1), y SS (k) and e SS (k) are equal to u i SS , y j SS and e k SS in Table 1 , respectively, where
SS are calculated according to (4) and (5) or (5) and (6) . A table which consists of u SS (k −1), y SS (k), e SS (k) and u SS (k), is shown as Table 2 . 
2) ONLINE TABLE LOOK-UP
Under the condition that u SS (k − 1), y SS (k) and e SS (k) are known, u SS (k) can be obtained online by means of table look-up in Table 2 . Although, the values of u SS (k − 1), y SS (k) and e SS (k) may not be able to be found in Table 2 at every sampling time in practice.
By exploiting multi-parametric QP techniques, an ''explicit'' linear function of the state vectors shown below is used to express the optimal control computed by explicit MPC offline [19] .
Where the polyhedral sets H i x≤k i are a partition of a given set of sates X. N r is the partitions number. By using multiparametric LP, the same conclusion is presented for a linear optimal control problem [25] . Also, the conclusion is suitable to address target tracking problem (QP) and economic selfoptimization problem (LP) in SSTC.
Suppose that Table 2 to Z = (u SS (k − 1), y SS (k), e SS (k)), and the distance between Z i SS and Z is L i . In the case that Z and Z SS are in the same partition j, by (9), we solve the following linear homogeneous differential (10) .
As u ai,bi,ci SS could be looked up in Table 2 , then F j and g j are obtained, and
In the case that Z and Z SS are not in the same partition,
B. DO BASED ON UNCONSTRAINED MPC
Process constraints have been considered in SSTC, so unconstrained MPC algorithm is adopted in DO. Taking a difference operation on both sides of (1), we obtain the following augmented model: 
Where x(j + 1|k) and u(k) are the increments of the variables x and u. Based on the augmented model of (13), the predicted output variables y PM (k) are calculated using the set of future control movements u M (k):
Where
. . .
Where the dimensions of y SS,P (k + 1) and u SS,M (k) are nP, mM respectively. For the case of predictive control without constraints, the objective function (8a) in DO will become:
Putting together by (14)- (16), J (k) is expressed as
The optimal u M (k) is obtained from the necessary condition of the minimum J (k) (
Then, the first move u(k|k) is applied to the process. Based on the above discussion, the following simple procedure of offline optimization and online table look-up strategy of two-layer MPC are outlined: Table LookUp for Two-Layer MPC  Input: A look-up table built as Table 2 , u SS (k − 1), y SS (k), e SS (k),N SS , D 1 and D 2 . Output: The optimal u(k|k).
Algorithm 1 Offline Optimization and Online
Step 1. Let Z SS be the points with the N SS shortest dis-
Step 2. u ai,bi,ci SS is obtained.
Step 3. Compute u SS (k) from (11) or (12) . Then, u SS (k),y SS (k + 1) are determined from (5).
Step 4. Determine u M (k) from (18) , u M (k) from (15).
Step 5. Apply the first move u(k|k) to the process.
Step 6. Increase k by 1 and repeat step 1-step 5.
C. COMPLEXITY ANALYSIS
In order to simplify the analysis, the unconstrained target tracking problem is considered, and the objective function (4) can be converted to
u SS (k) is obtained from the necessary condition of the minimum J (k) ( Offline optimization and online table look-up method greatly reduces the time complexity (online computation times considered only), which is decreased from O(m 3 ) to O(N SS ). While, to improve the control precision, the greater the segment number, the higher the time (space) complexity. Therefore, engineers are advised to choose a reasonable segment number, integrating precision and complexity.
D. OFFLINE COMPUTATION TIME
In Table 3 , The offline computation times T off obtained by solving a target tracking problem on random SISO systems with input and output constraints are compared by varying the number of segments a, b, c. T off are evaluated by computing the (4) and (5) in MATLAB on an i5 CPU @ 2.50GHz computer.
E. ONLINE COMPUTATION TIME
The way to implement SSTC based on offline optimization and online table look-up is to store the look-up table as Here a method of on-line search Z i SS is presented, as follows.
At
which is nearest to Z in Table 2 is (ai, bi, ci) , where
For example, consider the following problem: Constraints:
We can build the look- up table as Table 2 .
If Z = (−0.45, 0, 0), then we can get ai = 0, bi = 5, ci = 5, which means that Z is nearest to Z i Table 2 . If Z = (−0.35, 0, 0), then we can get ai = 1, bi = 5, ci = 5, which means that Z is nearest to Z i Table 2 . From the above discussion, it is clear that only the data of Table 2 need to be stored in the implementation process.
in the same polyhedral set described in (9), the solution of (10) is the exact solution. Otherwise, it is not.
With the change of conditions (model, constraint and cost and efficient coefficient), the look-up table must be re-built.
Online table look-up two-layer MPC reduces runtime effectively, while the storage space will increase. Therefore, the method is applicable to small system.
IV. COMPUTER SIMULATION RESULTS
Consider the 2 inputs and single output system
sample the dynamics with T s = 3 s, where the cost and efficient coefficient vector is
The task is to regulate the system to gain the maximum benefit while fulfilling the following constraints:
To this aim, we first design a traditional two-layer MPC (economic self-optimization of SSTC and unconstrained MPC of DO) controller with C = 1, P = 12, M = 10, Q = 2I, V = I, R = I.
The closed-loop behavior starting from zero initial conditions is depicted in Figure 3(a) . Then, we design an online table look-up two-layer MPC, where a1 = a2 = b = c = 10, a1 and a2 are segments of u 1 and u 2 , respectively. Other parameters keep the same. The closed-loop behavior is depicted in Figure 3(b) .
The above setup of two-layer MPC may not be optimal. However, since traditional two-layer MPC and online table look-up two-layer MPC are using the same parameter Settings, the comparison is fair. The following points on the performances of the two kinds of two-layer MPC are compared.
A. SOLUTION TIME,STORAGE
The solution time for traditional two-layer MPC and online table look-up two-layer MPC is 1.22 s and 0.06 s. Obviously, traditional two-layer MPC is twenty times as long as online table look-up two-layer MPC.
A look-up table for online table look-up two-layer MPC takes up about 80KB space (data is stored by float type). For a standard S7-300 controller of Siemens PLC, the capacity of Flash EPROM card can reach 4MB which is sufficient for storage. The greater the inputs/outputs number or segment number, the higher the space is cost.
B. STEADY-STATE PERFORMANCE
Benchmarked against the result of traditional two-layer MPC, at sampling time k = 4, the error of y SS is large for online table look-up two-layer MPC in Figure 3(b) . The reason is that the value of y SS (k)(k = 4) which is greater than y max cannot be searched in the look-up table, and it was set to y max by default in the simulation. The situation also exists in Figure 4 and Figure 5 , and will not be repeated later.
For traditional two-layer MPC, the results of online optimization u SS and y SS hold constant from sampling time k = 6, where u SS = [0.3420; −0.5000], y SS = 0.5000. For online table look-up two-layer MPC, u 2SS and y SS hold constant from sampling time k=10, where u 2SS = −0.5000, y SS = 0.5000, u 1SS keep oscillation between 0.3370 and 0.3713. At the end of simulation, the maximum steady-state error is 8.5% benchmarked against the result of traditional two-layer MPC also. Steady-state errors can be reduced by adding the number of a, b, c, d or N tab as outlined above, while the compute time and storage space will increase.
C. ROBUSTNESS
Here plant model error and disturbance handing ability are introduced so that one can evaluate the online table look-up two-layer MPC.
1) PLANT MODEL ERROR
Here model mismatch is considered, and assume that the plant is actually
We use this model as the true plant for the remaining simulations, Other coefficients are kept unchanged. Figure 4 shows the close-loop responses.
For traditional two-layer MPC, u 2SS and y SS hold constant from sampling time k = 6 and k = 1, where u 2SS = −0.5000, y SS = 0.5000. with the e SS (k) decreasing to zero,u 1SS tends to 0.3721. For online table look-up two-layer MPC, u 2SS and y SS hold constant from sampling time k = 6 and k = 22, where u 2SS = −0.5000, y SS = 0.5000, the same as simulation result of traditional two-layer MPC. And,u 1SS keep oscillation between 0.3577 and 0.3822.
2) DISTURBANCE HANDLING ABILITY
In the case of Plant Model Error, a step disturbance whose magnitude is equal to 0.1 is introduced between sampling time k = 30 and k = 40. The responses to disturbances are plotted in Figure 5 . As can be seen from Figure 5 The results of simulation above show that dynamic performance of online table look-up two-layer MPC is roughly identical to traditional two-layer MPC, because of the presence of dynamic optimization.
V. CONCLUSION
In this paper we have shown one online table look-up two-layer MPC. An offline optimization and online table look-up method is adopted in SSTC, and unconstrained MPC algorithm in DO. Multi-parametric LP and linear weighted sum method are presented for the case that online table lookup method is infeasible. The properties of the online table look-up two-layer MPC approach is examined. The affects of disturbances and pant-model mismatch are continuously estimated. Finally, these are demonstrated using a simulation as a case study.
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