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1. INTRODUCTION 
This paper is concerned with the configuration of solution curves (paths) 
near a critical point of a certain real 3-dimensional autonomous analytic 
system of ordinary differential equations. We will henceforth call this configu- 
ration the local phase portrait at the critical point. 
A real 3-dimensional autonomous system which has a critical point, 
assumed to be at the origin, may be written 
dxldt = ~11~ + a,,~ + ~132 + fi(x, Y, 4 
4W = %1X + a22Y + a232 + fib Y, z> 
dzldt = 031X + a32Y + a332 +f,(X, Y, z>, 
U-1) 
where (x, y, z) is a point of R3, Euclidean 3-space; t is a real variable; aij 
(i,,i = 1, 2, 3) are real numbers; and the real functions fi are “higher order 
terms.” 
The “simplest” cases for (1 .l) are those for which the eigenvalues of the 
matrix (aij) have nonzero real parts. Under this assumption, and with some 
restrictions (less strict than analytic) on thefi , Bihari [l] has given qualitative 
descriptions of the possible local phase portraits of (1.1). 
The “next simplest” case for (1.1) might be that for which the matrix (Q) 
has a single zero eigenvalue, and the other two eigenvalues are real and of 
opposite sign. The present paper is concerned with this case of (l.l), with 
the additional assumption that the fi are analytic in some neighborhood of 
the origin. By a suitable choice of coordinates, such a system may be written 
dx/dt = X(x, y, z) 
dyldt = $J + Y(x, y, 4 
Wdt = P + Z(x, Y, 4, 
(1.2) 
* This research was carried out while the author held a Commonwealth Post- 
Graduate Award at the University of New England, Armidale. 
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where h < 0 < p; and X, I:, Z are analytic in some neighborhood of the 
origin, and their power series expansions at the origin contain no terms of 
degree less than 2. We will use the notation [x, y, z],, to denote a real powct 
series whose expansion starts with terms of degree at least n, and which 
converges in some neighborhood of the origin. In this notation, X, I’, % are 
Ix, Y, 42 ’ 
In order to state a theorem about the local phase portraits of (l.Z), we 
define the term TO-path. A path y : .\I == x(l), y -y(t), x mm- z(t) which 
tends to the origin in such a way that 
exists is called a TO-path as t -+ co. Suppose that this limit is (ul , u2 , us); 
then we say y is TO along (ul , u2 , UJ (or along the ray from the origin 
through the point (ul , U$ , us)). In a similar way we define a TO-path as 
t--t-co. 
Suppose that y’ is another path, tending to a critical point Q not at the 
origin. We will use the phrase “y’ is a TO-path at Q” to mean “if Q is taken 
as origin, then y’ is a TO-path.” This phrase will be useful in dealing with 
nonisolated critical points. 
We may now state the main result of this paper. 
FIGURE 1 
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THEOREM 1.3. There are five cases for the local phase portrait of (1.2). 
There is a neighborhood of the origin where these may be described as follows: 
(i) There is a curve of critical points y = x1(x), x = x2(x), where x1 , xz 
are [xl2 . At each critical point, there are two TO-paths as t + c;o, and two 
TO-paths as t - -CD. The former lie on an analytic surface z = Yz(x, y), 
where !Pz is [x, ylz ; and the latter lie on an analytic surface y = YI(x, x), 
where Y, is [x, .zlZ . All other paths leave the neighborhood of the origin both 
as t increases and as t decreases; and they leave in such a way that ( z - Yz(x, y)i 
is increasing as t increases, while 1 y - YI(x, z)i is increasing as t decreases. 
(See Fig. 1.) 
(ii) The origin is an isolated critical point. There is one path TO along the 
positive y-axis, one path TO along the negative y-axis, a 2-dimensional set of 
paths TO along the positive x-axis, and a 2-dimensional set of paths TO along 
FIGURE 2 
the negative x-axis; these paths are TO as t + 00. There is one path TO along 
the positive z-axis, and one path TO along the negative z-axis; these paths are 
TO as t -+ - 03. All other paths leave the neighborhood of the origin both as t 
increases and as t decreases; and they leave in such a way that j z ) is increasing 
as t increases, while j x / + / y / is increasing as t decreases. (See Fig. 2.) 
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(iii) The origin is an isolated critical point. There is one path TO along 
the positive y-axis, one path TO along the negative y-axis, and a 2-dimensional 
set of paths TO along the positive x-axis; these paths are TO as t ---, CC. There 
is one path TO along the positive x-axis, one path TO along the negative z-axis, 
and a 2-dimensional set of paths TO along the negative x-axis; these paths are 
TO as t + - 00. All other paths leave the neighborhood of the origin both as t 
increases and as t decreases; and they leave in such a way that j .Y ; -, j u” 1 is 
increasing as t increases, while : x ~ + 1 y 1 is increasing as t decreases. (See 
Fig. 3.) 
FIGURE 3 
(iv) The origin is an isolated critical point. There is one path TO along 
the positive y-axis, and one path TO along the negative y-axis; these paths are 
TO as t - CO. There is one path TO along the positive z-axis, one path TO 
along the negative x-axis, a 2-dimensional set of paths TO along the positive 
x-axis, and a 2-dimensional set of paths TO along the negative x-axis; these 
paths are TO as t + -m. All other paths leave the neighborhood of the origin 
both as t increases and as t decreases; and they leave in such a way that / x j + j y / 
is increasing as t increases, while 1 y 1 is increasing as t decreases. (See Fig. 4.) 
(v) The origin is an isolated critical point. There is one path TO along 
the positive y-axis, one path TO along the negative y-axis, and a 2-dimensional 
set of paths TO along the negative x-axis; these paths are TO as t - 03. There 
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is one path TO along the positive z-axis, one path TO along the negative z-axis, 
and a 2-dimensional set of paths TO along the positive x-axis; these paths are 
TO as t + --co. All other paths leave the neighborhood of the origin both as 
t increases and as t decreases; and they leave in such a way that j x ) + j z j is 
increasing as t increases, while / x / + / y 1 is increasing as t decreases. (See 
Fig. 5.) 
The method used in obtaining these local phase portraits has its basis in 
the work of Bendixson [2] and Gomory [3]. Bendixson is concerned with 
analytic critical points in 2-space. He shows that it is possible to find all 
TO-paths at such a critical point by making a finite number of finite sequences 
of quadratic transformations of the form 
x = (a + by,) x1 , Y = Cc + 4) xl . 
These reduce the critical point to “simple” ones. Actually, Bendixson’s 
method yields the configuration, not just of TO-paths, but of all paths. 
Bendixson does not show much concern for all paths, but Lefschetz, in a 
recent paper [4], does. Lefschetz’ paper is in the spirit of Bendixson’s, but 
his transformations are not quadratic, and he determines them more precisely 
than does Bendixson. It should be mentioned here that Andreev has also 
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FIGTJHE 5 
successfully treated analytic critical points in 2-space by making use of 
“TO-curvature.” (See [5, 61.) 
Gomory is concerned with analytic critical points in 3-space, in particular, 
with the ways in which a path can tend to such a critical point. In vague 
terms, his method is to “inflate” the critical point into a sphere, and study 
paths tending to the sphere. An autonomous system of ordinary differential 
equations is defined on and near the sphere. Gomory relates paths tending 
to the sphere to the limit sets of paths of the system on the sphere. Gomory’s 
method, however, involves more than just paths tending to the critical point; 
the configuration of all paths near the sphere represents the full local phase 
portrait at the critical point. 
The system defined on and near the sphere by Gomory’s method always 
has a critical point on the sphere. We may study behavior near this critical 
point by “inflating” it into a sphere, in Gomory’s manner. This second 
sphere will have critical points on it, which may themselves be “inflated”; 
and so on. In parallel with Bendixson, we show that this process leads, in 
our case, to a “simple” critical point in a finite number of steps. 
Systems similar to the one treated in the present paper have been studied 
by a number of authors. Hartman [7] and Grobman [8] consider the systems 
dxjdt = Ax +f(x) (1.4) 
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and 
dy/dt = Ay, (1.5) 
where X, y are real n-vectors, f is a real vector function withf(0) = 0, and 
A is a real n x n matrix. Under the assumption that the real parts of the 
eigenvalues of A are nonzero, and provided that f is sufficiently smooth, 
they show that there is a homeomorphism of a neighborhood of the x-origin 
onto a neighborhood of the y-origin which carries paths of (1.4) onto paths 
of (1.5) (or, in other words, that (1.4) and (1.5) are topologically equivalent 
near the origin). Hartman also shows that, even if f is analytic, this homeo- 
morphism need not be Cl. 
Reizin’ [9] considers (1.4), assuming that one eigenvalue of A is zero, that 
all the other eigenvalues of A have nonzero real parts, and that f is sufficiently 
differentiable. He shows that such a system is topologically equivalent in a 
neighborhood of the origin to an explicitly given linear system, provided 
that an integer occurring in a canonical form of the original system is odd. 
Reizin”s case overlaps to some extent the case considered in the present 
paper. However, topological equivalence need not preserve TO-behavior, 
and so the results of the present paper are, in a sense, “finer” than those of 
Reizin’. It should be pointed out, though, that the methods used in the present 
paper do not decide whether the different cases for the local phase portrait 
of (1.2) are in fact topological cases. 
In [lo], Mendelson considers (1.4) under the assumptions that one eigen- 
value of A is zero, that the real parts of the other eigenvalues are greater 
than zero, and that f is analytic and satisfies an additional restriction, He 
makes use of a quadratic transformation, and thereby finds some TO-paths, 
but does not obtain a complete description of the local phase portrait. 
In [ll], Coleman considers (amongst other things) the behavior near 
z = 0 of solution curves of 
dzjdt = p(z) + e(z, t). (1.6) 
Here x is a 3-vector, p(z) is a 3-vector whose components are homogeneous 
polynomials of degree k > 1 (thus excluding (1.2)), and e(z, t) is a “higher 
order term” which is bounded for all t. In addition, (1.6) satisfies four hypoth- 
eses. Coleman’s method involves a study of solution curves of an associated 
system on a 2-sphere. Roughly, the results are these: in a certain neigh- 
borhood of the origin, solution curves of (1.6) tend to the origin as t - co, 
or as t 4 -00, or both, and do so in one of two ways-along a ray through 
the origin, or along a cone with vertex at the origin. 
505/IO/i-3 
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2. THE GOMORY SPHERE PORTRAIT 
This section gives some details of Gomory’s method. Some of our notations 
will differ from those of Gomory. We write v for the vector (x, y, z) of R”, 
and (vr , vz) for the scalar product of two vectors vi , va . Also, wc write u 
for the length of v, and u for the unit vector in the direction of v; that is, 
o2 = (v, v), and u m= v/a. Sometimes we will use ! to denote the length of 
a vector. 
In vector notation, a 3-dimensional autonomous system may be written 
dvjdt = V(v), (2.1) 
where V(v) is a 3-vector (X(v), Y(v), Z(v)). We are only concerned with 
analytic systems with a critical point at v = 0. Hence, X, Y, 2 are [x, y, z]i , 
None of X, Y, 2 need contain a term of degree 1. However, there exists an 
integer m > I such that X, Y, Z are [x, y, a],, , and that at least one of S, 
Y, 2 contains a term of degree m. (For the system (1.2), we have m I .) 
We will also use the notation X(“)(v), Y(“)(v), Z(“)(v) to denote the homo- 
geneous polynomials consisting of the terms of degree s in S, Y, Z, respec- 
tively; and we will write V”‘(v) f or the vector (Xc8’(v), Y”“‘(v), Z(“)(v)). 
Hence X(v) = Cy=, Xcs)(v); and similarly for Y(v), Z(v), V(v). From the 
definition of m, it follows that V(“)(v) does not vanish identically. 
In terms of the coordinates o, u, (2.1) is 
dajdt = (u, V(u)> 
du/dt = (l/u){V(v) - (u, V(v)/uf, 
G-9) 
which, when arranged in powers of U, becomes 
doldt = f’ a’(~, V’“‘(u), 
s=m 
duldt == f a~~-l{V(“)(u) -- (u, W(U),~U). 
s=m 
(2.3) 
We write R*3 for another 3-dimensional Euclidean space (with vectors 
v* = (x*, y*, a*), etc.). Consider the mapping of R3 into R*3 defined by 
u* c= 1 j 0, u* = u. (2.4) 
This mapping is the “inflation” referred to in Section 1. It maps 0 ;: 0 
onto cr* > 1. The mapping is a homeomorphism on CJ > 0 (which maps onto 
u* > 1); and (T = 0 is mapped onto U* :. 1. 
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Under (2.4), the system (2.3) becomes 
dg = EL (u* - l)“(u”, Vs’(u*)> 
(2.5) 
du” 
__ = sg, (u” - l)S-l(v(s)(u*) - (u*, v’“‘(u*)) u”}. 
dt 
The map (2.4) carries paths of (2.3) in 0 > 0 onto paths of (2.5) in u* > 1. 
Suppose that y = {v j u = a(t), u = b(t)}, where a(t), b(t) are differentiable 
and a(t) > 0, is a path of (2.3). Under (2.4), y maps onto the path 
y* = {v* / U* = 1 + a(t), u* = b(t)} of (2.5); and y* maps onto y under 
the inverse of (2.4). Hence, if the configuration of paths of (2.5) in u* > 1 is 
known, it is easy to interpret it as the local phase portrait of (2.3) at the origin. 
In vague terms, the “pattern of the paths” of (2.3) is not altered by the 
transformation (2.4). 
In particular, suppose y* tends to U* = 1 as t-+ co (that is, 
lim,,,{l + a(t)} = 1). Then y tends to the origin as t - co. If y* tends to 
a single point, say u* = b, , of 0* = 1 as t + co (i.e., lim,,,{l + u(t)} = 1, 
lim,,,b(t) = b,), then y is TO as t- co along the line {v 1 u == b,}. 
We return now to (2.5). We really wish to determine only the configura- 
tion of paths in G* > 1. However, it turns out to be useful to consider the 
behavior in u* > 1, not of paths of (2.5), but of the system 
da* __ = & (u* - l)~-~+yu*, vyu*>> 
dt, 
du* __ = 8fm (l7* - I)-{V(qU*) - (u*, v’“‘(u*)) *}, 
4 _ 
which is obtained from (2.5) by writing dt, = (u* - 1)+-l dt. Since 
(u* - I)+l is continuous and positive in u* > 1, the paths of (2.5) and 
(2.1)* are identical in u* > 1. (That is, they are identical as point sets; but 
their parametric descriptions are not the same.) For both (2.5) and (2.1)*, 
u* = 1 consists entirely of paths. If m = 1, (2.5) and (2.1)* are the same. 
If nz > 1, u* = 1 consists entirely of critical points of (2.5); but u* = 1 does 
not consist entirely of critical points of (2.1)*, except in the special case 
when V(“)(u*) - (u*, V(“)(u*)) u* vanishes identically. On u* = 1, (2.1)* 
is 
du*/dt, = V’“‘(u*) - (u*, V’“‘(u*)) u*. (2.6) 
The configuration of paths of (2.6) determines to some extent the configu- 
ration of paths of (2.1)* in u* > 1. For one thing, it restricts the ways in 
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which a path of (2.1)* can tend to CJ * == 1. Gomory’s results (see [3]) describe 
the different possible ways. kt’e will only need one of his theorems 
(Theorem 7), which is restated below without proof. (Here A~ (y*j, A (yi 1 
are, respectively, the positive and negative limit sets of y*. For definitiotis;. 
see Lefschetz [12, p. 2261. For the definition of pafk polygon, see Lefschctz 
[ 12, p. 2301). 
THEOREM 2.7. Suppose that y* is a path of (2.1)* in ox > 1 tending to 
u* = 1 as t, ---f co (respectively, as t, + -CO). Suppose further that the critical 
points of (2.6) are isolated. Then fl+(y*) (respectively, A (y”)) is either a single 
critical point of (2.6), or a single closed path of (2.6), or a ($nite or injnite) 
union of path polygons of (2.6). 
For convenience, we will use the following conventions. The phase 
portrait of (2.6) on V* = 1 will be called the Gomory sphere portrait corrc- 
spondmg to the critical point of (2.1) at the origin. “Starred” letters will 
always be used for the coordinates of the space in which the Gomory sphere 
is embedded. If a system of differential equations with a critical point is 
labelled with a particular number (e.g., (2.1)), then the re-scaled system, 
describing paths outside and on the Gomory sphere corresponding to the 
critical point, will be labelled by that number “starred” (e.g., (2. I)*). 
For the study of paths of (2.1)* in 4 * > 1, it is convenient to use systems 
of local coordinates. We will show later in this section that a transformation 
from original coordinates (x, y, z) to such a system of local coordinates 
resembles Bendixson’s quadratic transformations. In {v* u* _. 1, .t.* :y 01, 
e.g., we define new coordinates (E, , vi , 5,) by 
5, = X*(1 - l/u*), ?jl II= y*/x*, 4, z Z”~X”. (2.8) 
The set {v* [ u* 3 1, x* > 0} is homeomorphically mapped by (2.8) onto 
the half-space [i > 0; and 5, = 0 is the image of {v* I u* = 1, x* > 01. 
Under (2.8), (2.1)* is transformed into 
(2.9) 
where d7 = dt,{l + qrz + {12}1/2(m-1); and since { 1 + 7r2 + J12}1/2(m-1) is a 
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continuous positive function, the paths (as point sets) are not altered by the 
resealing of parameter. 
The system (2.9) in [, 3 0 represents (2.1)” in {v* 1 u* 1; 1, x’* ; 0;. On 
El = 0, (2.9) becomes 
and (2.10) represents (2.1)” on {v” 1 o* = 1, xii > 0). 
Further, we can interpret (2.9) in [i :z 0 as (2.1)* in {v” j u* G 1, xv < 0); 
for we can consider (2.8) as a homeomorphism of (v* 1 u* ,-I I, x* < 01 
onto [r < 0, with {v* j 0* = 1, xv < 0} mapping onto ti = 0. We note 
that, with this interpretation, the signs of Q , 1;r are opposite to the signs of 
y*, z*, respectively, and that (2.10) represents (2.1)” on iv* 1 (TV == 1, X* < 01. 
Therefore, if we know the behavior of paths of (2. I)” on (v* I D*: == 1, X* > 01, 
we also know the behavior on (v* / u* = 1, x* < 0). 
Finally, as promised, we determine the relation between the coordinates 
(tr , 7l , <,) and the original coordinates (x, y, 2). From (2.4) we have 
u* = 1 +a, ,pp z x/g, 
so that x*(1 - l/u*) = X. Using (2.8), we have 
x = El, Y = 7A 2 x --= <,f, . 
The similarity of (2.11) to Bendixson’s transformations is obvious. 
(2.11) 
3. PRELIMINARY RESULTS FOR (1.2) 
We begin by determining the Gomory sphere portrait corresponding to 
the critical point of (1.2) at the origin. Our first steps are summarised in 
Theorem 3.10 below, which is free of case divisions. When we examine in 
turn cases (i) to (v) in Theorem 1.3, Theorem 3.10 will be an important tool. 
Remark. In Section 2, we frequently made use of a change of scale of the 
parameter of paths. In future, we will make no further mention of this, and 
will use the same letter t in all cases. No confusion will arise. 
With (E, , 71, {r) defined by (2.8), th e configuration on the hemisphere 
{v* j (T* = 1, X* > 0}, and also the configuration on the hemisphere 
iv* I u* = 1, x* < 0}, is given by 
d7lW = A71 7 Wdt = A , (3.1) 
which yields a saddle point at vi = {r = 0. 
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With (k2, r12, i,) defined by 
the configuration on {v* / U* = 1 , y* > 01, and also the configuration on 
bJ* I CT* = I, y* < 0}, is given by 
df,Jdt = -A&, &,ldt = (p - A) i2 , (3.3) 
which yields an unstable 2-tangent node at tx =: {a := 0. 
With (t3 , r/3 , t3) defined by 
t3 = x*/z*, 73 = y*lz*, l3 :-~ z$(l - r/u*), (3.4) 
the configuration on {v* / a * == I, z* > 0}, and also the configuration on 
{v* I u* = 1, B* < 0) is given by 
&--,ldt == -t&3 , 4&t -= 0 - CL) 713 > (3.5) 
which represents a stable 2-tangent node at 8, = q3 = 0. 
Hence, the Gomory sphere portrait for (1.2) has critical points at 
(x*, y*, z*) = ($1, 0, 0) (saddles), at (x*, y”, 2”) = (0, 5 1, 0) (unstable 
2-tangent nodes), at (x*, y*, z”) = (0, 0, *I) (stable 2-tangent nodes), and 
no others. The configuration on the hemisphere {v* i u* = 1, Y* > 0} is 
shown in Fig. 6. (In the figure, the x*-axis points out of the page.) There are 
no closed paths or path polygons. Hence, application of Theorem 2.7 to this 
F~cuae 6 
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Gomory sphere portrait yields that the limit set of a path of (1.2)* which 
tends to u* = 1 can only be one of the six critical points. For (1.2), this 
means 
(3.6) If there exists a path of (1.2) tending to the origin, then it is TO along 
one of the coordinate axes. 
To determine the configuration of paths of (1.2)” near the Gomory 
sphere, it is sufficient to determine the local phase portraits at the six critical 
points on the sphere. For, the path of (1.2)* through an ordinary point of 
the Gomory sphere is embedded in a “tube” of paths, see Lefschetz [12, p.491. 
So paths of (1.2)* in u* > 1, near ordinary points on u* = 1, “follow” 
those paths. (This argument would be unsatisfactory if there were a closed 
path or a path polygon on the Gomory sphere; for it would not decide whether 
or not there were paths in u* > 1 spiralling onto the closed path or path 
polygon. But this difficulty does not arise in our case.) 
The local phase portraits at (x*, y*, .z*) = (0, ii, 0), (0, 0, &I) are easily 
determined. With (E, , Q , 5,) defined by (3.2), the local phase portrait of 
(1.2) * in 0* Qz 1, at the critical point (x*, y*, z*) r= (0, 1, 0), is that portion 
of the local phase portrait at t2 = na = J& = 0 of 
43 = (tc - 4 i? + f ~2”-1{z’x’(~, , 1, 5,) - [,Y’“‘(& , 1, [a)}, 
s=2 
which is in Q > 0. And (3.7) in Q < 0 is (1.2)*, in u* 2: 1, and near 
(0, ---I, 0). 
The terms 1/2X’2)([r , 1, 5,) and QY’~‘([, , 1, 5,) may contain a linear term 
m Q . Therefore, (3.7) may be written in the form 
(3.8) 
where E2 , H, , 2, are [t, , v2 , {Jr . By the nonsingular linear transformation 
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the system (3.8) is reduced to a system of the form 
where Ea’, H,‘, Z2’ are [&‘, Q’, i,‘], . 
The local phase portrait of (3.9) h as b een determined by Bihari [1] (see 
his Theorem 3.2). It may be described as follows. The plane ~a’ = 0 consists 
entirely of paths of (3.9) and the configuration on that plane is a 2-dimen- 
sional unstable node. There is one path TO as t -+ co along the positive 
va’-axis, and one path TO as t * CC along the negative r/a/-axis. All other 
paths leave a neighborhood of the origin both as t increases and as t decreases; 
and they leave in such a way that ~ tp’ 1 + <,’ / is increasing as t increases, 
while 1 vr’ 1 is increasing as t decreases. (See Fig. 7 for the portrait in r/a’ k-- 0.) 
For (3.8), this means that the plane Q 0 consists entirely of paths; 
that there is only one path in Q > 0, and only one path in Q < 0, which 
tends to ,$a ~ Q : 5, ~ 0; and that these paths are TO as t - cx) along the 
line <, = g,77,/(2X), I, p: k,77,/(U - p). 
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Hence, for (1.2)* there is a single path in U* > 1 tending to (x*, y*, z*) = 
(0, 1, 0), and a single path in u* > 1 tending to (x*, y*, 2”) == (0, - 1,O); 
both tend to the critical point as t ---f co. For (1.2), this means that there is 
a single TO-path (TO as t + co) along the positive y-axis, and a single 
TO-path (TO as t + CO) along the negative y-axis. 
We may determine the local phase portraits of (1.2)* at (x*, y*, z*) = 
(0, 0, i 1) in a manner similar to that for the portraits at (x”, y”, z*) = 
(0, +I, 0). Again, we arrive at a system whose local phase portrait has been 
determined by Bihari [l]; it gives us that, in u* > 1, there is one path 
tending to (x*, y*, z*) = (0, 0, 1) as t -+ -co, one path tending to 
(x*,y*, z*) = (0, 0, -1) as t + -CD, and that all other paths in CJ* > 1 
near these critical points leave a neighborhood of the critical point both as t 
increases and as t decreases. For (1.2) this means that there is a single 
TO-path (TO as t - -co) along the positive z-axis, and a single TO-path 
(TO as t ---f - co) along the negative x-axis. 
We summarise these results in 
THEOREM 3.10. For (1.2), there is a single path TO along the positive 
y-axis, a single path TO along the negative y-axis, a single path TO along the 
positive z-axis, and a single path TO along the negative z-axis. The two former 
tend to the critical point as t - CO, and the two latter as t -+ --co. 
To determine completely the configuration of paths of (1.2)* near u* = 1 
(and from there the full local phase portrait of (1.2)) we have only to deter- 
mine the local phase portraits of (1.2)* at (x*, y*, z*) = (I-t 1, 0, 0). With 
([i , q1 , 5,) defined by (2.8) these are given by the local phase portrait of 
dTl/dt = h-rl, + f 5;-1{Y’s’(L 71 > 5,) - w+)(L rll > 5,)) (3.11) 
s=2 
The system (3.11) is of the form (1.2), and so we do not know its local 
phase portrait. But (3.11) is “simpler” than (1.2) in that the plane Q = 0 
consists entirely of paths. We might hope that by treating (3.11) as (1.2) we 
would arrive at an even more simple form. It turns out that, apart from a 
special case, we can make a reduction to a particularly simple form in a finite 
number of steps. 
To exhibit the special case, and to show the reduction of other cases in a 
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finite number of steps, we will make an analytic change of variables in (1.2). 
This change of variables was used by Liapunov [13, p. 3021 in studying the 
stability of certain critical points. The method is as follows. By the implicit 
function theorem, we may solve simultaneously 
xy t E’(x, y, z) --- 0, pz $- 2(x, y, z) = 0 
to give y = xl(x), z = xs(x), where x1 , xz are [x]s . Writing 
x0 = x, Yo ~~~ Y - x1(4 % - x - x44 (3.12) 
in (1.2), we get 
dxoldt = x’bo t ~a t- xdxoh zo + x&o)) 
dyo/dt = Yyo + xd"o)l -t Wo > YO -t- xdxo), zo t x&o)) 
- (dxdxo)idxo) x-(x, , YO + x&o), zo + x&o)) (3.13) 
dzoldt = /&,, t x&J) t- Z(xo , yo + xdxoo), zo -1 xdxo)) 
- (dxz(xoW) X(x, , yo i xd.yo), xo C x&o))- 
Since X(x, , x1(x0), x2(x0)) is [xolz , we may write 
where g f 0, p > 2, and Ei(xo) is a power series with nonzero radius of 
convergence, and with E,(O) = 1. (A convergent power series E(x,) with 
E(0) f 0 is called a unit.) It may be that X(x,, x1(x0), x&x0)) vanishes 
identically, and we shall cover this by saying p =- co in (3.14). 
Since hxdxo) + W. , xl(xo), xz(xoN and PLX&~) + Go y x~C~~), x2bo)) 
vanish identically, we may write (3.13) as 
dxoldt = gxo"Wo) + 2o(xo , Y,, , ~0) 
dyoldt =: AY, + hxo4-%(xo) + I3,(xo , yo , ~0) 
dz,/dt = Pro -: ~.~oT~&o) + 20(x0 > Yo 7 x0), 
(3.15) 
where q, r 3 p + 1; &(x0) (i = I, 2, 3) are units with E,(O) = 1; z. , Lo , z,, 
are [x0 , y. , zo]a ; and 2o(xo , 0,O) = po(xo , 0, 0) = ~o(xo , 0,O) : 0. 
In the following sections, we will determine the possible local phase 
portraits for (3.15). The special case referred to above is p = cc, and we will 
consider this case first. 
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4. LOCAL PHASE PORTRAIT OF (3.15) WHEN p IS INFINITE. 
CORRESPONDING PORTRAIT OF (1.2) 
In this case (3.15) is 
The system (4. I ) is of the form (I .2), and so Theorem 3.10 applies. Hence, 
for (4.1), there is a single path TO as t - co along the positive y,-axis, a 
single path TO as t - GO along the negative y,-axis, a single path TO as 
t + -CO along the positive z,-axis, and a single path TO as t -+ -co along 
the negative z,-axis. 
Since x0(x0 , 0,O) = I?o(~o , 0,O) = &,(.x~ , 0,O) = 0, there is a neigh- 
borhood of the origin in which every point of the x,-axis is a critical point 
of (4.1). Suppose (LU, 0, 0) is such a point, and write .x,’ = x0 - CC The 
system (4.1) becomes 
dx,‘/dt = zo(xu’ $ 01, y. , ro) 
dyoldt = xyo + po(.c’ + 01, yo , ~0) 
dq,ldt = w, + zo(x,’ + 01, yo , zo), 
which may be written in the form 
dxa’ldt = 44 yo t 0) zo + &(x,‘, yo , ~0) 
dyoldt = ix + 44l~o + 44 + Yah’r YO > 23 
dz,ldt = 44 y. + {P + &)) z. f Z&C’, y. , x0>, 
(4.2) 
where q(a), &(or) (z’ = 1,2,3) are [@Jr ; AYa , Y, , Z, are [x,‘, y. , zo]s , with coef- 
ficients of the form [alo ; and &(x~‘, 0, 0) = Y,(x,‘, 0,O) = 2,(x,‘, 0,O) = 0. 
The eigenvames of the matrix of linear terms of (4.2) are 0, 
${A + a2 + p + 6, & [(A - p f as - b# $ 4~,b,]~~~}. If we choose 01 small 
enough, the nonzero eigenvalues will be real and of opposite sign, and may 
be written X + A(a), p + I, where X(a), p(a) are [01]r . The eigenvalues 0, 
A + A(a), p + I have, respectively, corresponding eigenvectors of the 
form 
44 COUPER 
where AZ(~), Bi(n), C,(a) (i 2, 3) arc [ah. ‘IVe define new variables 
(% > ya 1 =a) by 
In terms of these new variables, (4.2) takes the form 
(4.1 )a 
where 20 , p,? , gU are [.Y~ , yLY , z& with coefficients of the form [oc],, , and 
x4xcl ) 0, 0) = P&x, ) 0, 0) == 2Jxa , 0, 0) = 0. 
The system (4. l), is also of the form (1.2), and so Theorem 3.10 again 
applies. Hence, for small 01, the system (4.1), has a single path TO as t + co 
along the positive y&-axis, a single path TO as t + cc along the negative 
ye-axis, a single path TO as t -k --cc along the positive q-axis, and a single 
path TO as t ---f -cc along the negative z&-axis. 
We will show that these paths lie on analytic surfaces. More precisely, 
THEOREM 4.4. There is a neighborhood hl of the origin, and an analytic 
surface z,, = C&(X,, , yo) (-[x0 , y&) defined in N, such that the paths TO along 
the y,-axis at a critical point (01, 0, 0) in N lie on z,, = Qz(xO , yO). Similarly, 
there is an analytic surface y0 = Gl(x,, , q,) (= [x0 , .q,].J defined in N, such 
that the paths TO along the z,,-axis at a critical point (01,0, 0) in Ai lie on 
Yo = @l(“O ) 20). 
Proof. We will show first the existence of the surface z. = D2(xo , yo). 
We recall that Liapunov’s expansion theorem refers to n-dimensional analytic 
systems whose linear approximations have n “well-behaved” eigenvalues. 
We need the more special result (14.5) of Lefschetz [l2, p. IO.51 (described 
there as a “complement” to Liapunov’s theorem), that if there are k well- 
behaved eigen-values of an autonomous system, then the system has a family 
of paths depending analytically on k parameters. In our case, k = l-we 
consider the single eigenvalue h -1. A(,), with negative real part, of the matrix 
of linear terms of (4.l),-and with K = I, the “well-behaved” condition 
(8.5) of Lefschetz [ 12, p. 961 becomes vacuous. Hence, this “complement” to 
Liapunov’s expansion theorem yields that (4.1), has a solution of the form 
x’, = [ZUJZ , 3:* == zu, + [%]z , “1& == [w& ) (4.5) 
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where w, = c exp[{h + A(N)} t], and c is a nonzero real number. Taking 
c > 0 in (4.5) gives the path of (4.1), TO along the positive y&-axis, and 
taking c < 0 in (4.5) gives the path of (4.1), TO along the negative y,-axis. 
The coefficients of the power series in (4.5) are analytic functions of LY. (This 
property comes from the method of determination of these coefficients, see 
Lefschetz [12, pp. 99, 1001. Hence, (4.5) may be written 
% = 1% w,lz > Ye = WC? + [a, %I2 , - = [a, w,jr . -, (4.6) 
Using the implicit function theorem, we may eliminate W, from (4.6) to give 
% = [a, Yalz , 2, = [% Y&l2 * (4.7) 
VVe may write the Eqs. (4.7) in terms of x0 , yn , z0 , 01 by using the relations 
(4.3) and the fact that x1’ = s,, - N. The Eqs. (4.7) then take the form 
x0 - 01 + 1% %J ,yo ,x012 =0 (4.8) 
x0 + [% 3’0,~olz = 0. (4.9) 
By the implicit function theorem, we may solve (4.8) to give 
Substituting for 01 in (4.9) we get 
x0 + [x0 I Yo 9 2012 =0, 
which we may solve by the implicit function to give z. = QZ(xo , yo), where 
@2 = ho ) Yolz . 
This proves the first part of Theorem 4.4. The second part may be proved 
in a similar manner, and so the proof of Theorem 4.4 is complete. 
We note that the x,-axis lies on both the surfaces y. == @i(xo , a,), 
z. = @a(xo , yo), and hence that @i(~~ , 0) = Q2(xo , 0) = 0. If we write 
Yol = yo - Q&o , x0), 20’ = x0 - Q&o 9 Yo), 
then (4.1) will be transformed into a similar system, for which the planes 
yo’ = 0 and zo’ = 0 consist entirely of paths. Therefore, the new system 
will have the form 
dx,/dt = Xo’(xo , yo’, zo’) 
Liy;pt = hy,‘E,‘(x, ) yo’, zo’) (4.10) 
dz,‘/dt = pO’EB’(xO , y;, zo’), 
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where X,,’ is [x0, ya’, zO’lz ; Xe’(x, , 0, 0) =- 0; and El’, E,’ are units with 
E,'(O, 0, 0) = E,'(O, 0, 0) = 1. 
Along paths of (4.10) not lying on y,,’ = 0 or x,,’ = 0, / x0’ 1 increases as t 
increases, while 1 y,,’ increases as t decreases. Hence, these paths leave a 
neighborhood of the origin both as t increases and as t decreases. We have, 
therefore, proved that if we replace (x, y, x) by (x,, , yO’, z,,‘) in Theorem 1.3, 
then the local phase portrait of (4.10) satisfies (i) of that theorem, with the 
curve of critical points for (4.10) being the x,-axis, and the analytic surfaces 
for (4.10) being the planes y,,’ =~ 0, x0’ = 0. 
For (4.1) (or, equivalently, for (3.15) when p is infinite) this means that 
if we replace (x, y, z) by (x0 , y,, , z,,) in Theorem 1.3, the local phase portrait 
is described by (i) of that theorem. The curve of critical points for (4.1) is 
again the x,-axis, but the analytic surfaces for (4.1) are now the surfaces 
Yo = @1(x0 T Z”), 20 = @*(x0 1 Y”). 
We can now deduce the local phase portrait for (I .2) in the case when it 
is reduced to (4.1) by the transformation (3.12). The x,-axis is the image 
under (3.12) of the curve y m: xl(x), z = x2(x), which, therefore, consists of 
critical points. Each critical point of this curve has two TO-paths which tend 
to it as t --+ a, and two TO-paths which tend to it as t + -cc. The surfaces 
y. = %(x0 , ,4 and z. 2 G2(xo , yo) map, under the inverse of (3.12) into 
surfaces y - x1(x) = @r(x, z -~ X*(X)), z --- x2(x) =: 02(x,y - xl(x)); and 
these may be written y = Y~(x, x), 2 = Ya(x, y), where ul, is [x, ~1~ and 
Y, is [x, yJz . Paths not lying on either of these surfaces leave a neighborhood 
of the origin both as t increases and as t decreases, and do so in the manner 
described in (i) of Theorem I .3. 
Hence, we have proved that the local phase portrait of the case of (1.2) 
which reduces to (4.1) under (3.12) is d escribed by (i) of Theorem 1.3. 
5. REDUCTION OF (3.15) IN THE CASE p FINITE 
The system (3.15) is of the form (1.2). Hence, we know the behavior of 
paths of (3.15)* near all points of the Gomory sphere uo* = 1 except the 
points (x0*, yo*, zro*) = (5 1, 0, 0). With (x1 , y1 , zr), defined by 
x1 = X0*(1 - l/ue*), Yl = Yo*!xo*3 21 = zo*/xo*, (5*1), 
the local phase portrait of (3.15)* at (x0*, yo*, z(,*) = (1, 0, 0) is given by 
the local phase portrait in x1 > 0 of 
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dy,/dt = xy, f h-‘E,(q) - gypyE, 
+ f x;--l{V(l, y1 , Xl) - Y&“‘( 1, y1 , +lf 
s=2 
and the local phase portrait of (3.15)* at (x0*, yO*, z,,*) = (-I, 0, 0) is given 
by the above system in x1 < 0. (Here zf), pi’), 2:” are the homogeneous 
polynomiaIs consisting of the terms of degree s in z0 , p0 , 2” , respectively.) 
We rewrite the above system as 
where x1 , FL , & are [x1 , y1 , zJl , and contain no term in x1 alone. There- 
fore, if we know the local phase portrait of (3.15), , we can determine the 
local phase portrait of (3.15). 
We now treat (3.151, as (3.15). Since (3.15), has the form (1.2), we know 
the behavior of paths of (3.15),* near all points of the Gomory sphere 
ul* = 1 except the points (x1*, yl”, zl*) = (&I, 0, 0). We write 
x2 = x1*(1 - l/a,*), Y2 = y1*/x1*, *I * 22 = 21 /Xl , (5*1), 
and then the local phase portraits of (3.15),* at (xl*,yl*, zl*) L= (-171, 0, 0) 
are given by the local phase portrait at the origin of the system 
4ldt = gx,P.W,) -t f x;+~$~)(I, y2 , z2) 
s=2 
dyJdt = Ay, + h~;~~E~(x~,) - gy,x;-‘E&c,) 
$- g x2${ sy( 1, y2 ) ZZ) - y2x&S)( 1) yz , zz)} 
sd 
dz,/dt = p2 j- kx;-2E,(x,) - g~~x;-~E,(x,) 
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We may rewrite this system as 
(3.15), 
where L?s , P2 , 2% arc [x2 , ya , xzll , and contain no term in x2 alone. And 
if we know the local phase portrait of (3.1$ , we can determine the local 
phase portraits of (3.15), and (3.15). 
If p = 2, then 
dx,jdt = p2”{ I + x&,(x, , ye , r,)), 
where S, is [x2 , yz , ,z~]~ ; in this case, (3.1 5)2 is in the simple form referred 
to in Section 3. If p ; 2, we continue to (3.15)s. For any particular p, we 
continue this process until we reach (3.15), . The step from (3.15), 
(2 ~5 i >< p - 1) to (3.15)& 1 is made by introducing (local) coordinates 
(Xi. 1 > yi-1 > 3+1 ) defined in terms of (xi*, yi*, zl*) by 
s 1 L, = .q”( 1 - I :1u,*:j, yl+l == yi*/xi*, 2j+l = xi~/hi*. (5.1),+, 
And for each (3.15)z1, , we know the behavior near all points of CJ~“,~ --= I 
except (x,*,, , yz*+1 , z&) =- (3: I, 0, 0). 
The system (3. IS),, will have the form 
(3.15), 
where X, , P, , 2, are [x, , yU , ,z,]~ , and I’, , 2, contain no term in x, 
alone. And if we know the local phase portrait of (3.15), , we can determine 
the local phase portraits of (3.15),-., , (3.15),_, ,..., (3.15), and (3.15). In 
Section 6, we will determine the possible local phase portraits of (3.15), . 
6. POSSIBLE LOCAT, PHASE PORTRAITS OF (3.15), 
It will be convenient to rescale t in (3.15), by writing dt, = 
(1 + “p&(X, > Y,, , z,)j dt. Then (3. I 5)p will take the form 
dx,/dt, := gx,” 
dy,,‘dt, = hy,j -t Q, + “~Y,(~,, , ~1, > 4 
d.z,,‘df, =: pu -t kls, -I- ,x,J,(x, , y,, , zD), 
(6.1) 
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where h, , k, are constants (which may be zero), and Y, , 2, are [x, , yp , z,]r . 
By the nonsingular linear transformation 
5 =x,9 17 = YTJ + b%l~~ 5 = z, + k,x,Ip, (6.2) 
the system (6.1) is changed into a system of the form 
(6.3) 
where N, 2 are [t, 7, {]r . We will determine the local phase portrait of (6.3). 
The plane t = 0 consists entirely of paths of (6.3) and on that plane (6.3) 
becomes 
dq/dt, = XT, dl;ldt, = PC; 
so the configuration of (6.3) on [ = 0 is that of a 2-dimensional saddle point 
with the T- and <-axes as separatrices. Since (6.3) is of the form (1.2), 
Theorem 3.10 applies, and we have 
(6.4) The only paths of (6.3) TO along the T- or <-axis are the axes them- 
selves. 
We will now divide the study of (6.3) into two parts, f > 0 and 5 < 0. 
(i) Local Phase Portrait of (6.3) in [ > 0 
We will separate two cases for (6.3) in E > 0, namely g < 0 and g > 0. 
Case (1): g < 0. Write A for an open ball whose closure d is contained 
in the spheres of convergence of the power series H(t, 3, Q, Z([, I), 5). Write 
where a > 0 is chosen so that the following statements are true: 
the closure A of A is contained in A; 
a < {min - h/(2M),r.c/(2M)}; 
Aa + 5H(E, a, 5) < 0 for 0 < 6 < a, I 5 I i a; 
--ha + W(E, -a, 5) > 0 for 0 < 5 < a, I 5 I < a; 
pa + EZ(t, rl, a) > 0 for 0 < t < a, I 7 I d a; 
--pa + Ez(t, 77, -a) < 0 for 0 < 4 < a, 117 I < a. 
With a so chosen, it is easy to describe the behavior of paths on the 
5’?@/‘-4 
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boundary of A. (See Fig. 8.) Paths through points of the fact 
{(t, 7, 1;) 1 5 = 0, / 7 j < a, 1 5 1 < LZ} remain in [ ~-: 0. Paths through 
points of each of the three faces {(E, 7, 5) I 0 < [ < a, 7 -~ a, j [ 1 -. LZ), 
{(5,7, l) IO < E < 4 7 == --a, ( i I < a}, {(5,7, I) I 5 = a, I7 I < 4 I 5 : -:a; 
enter -4 as t, increases and leave 2 as t, decreases. Paths through 
points of the two faces {([, 7, 5) / 0 < [ C: a, 7 ~ < a, < = a), 
FIGURE 8 
((5, 7, 5) / 0 < 5 < a, 1 7 j < a, 5 = -a} enter A as t, decreases, and leave B 
as t, increases. Paths through the edges {(f, 7, <) 1 5 = a, 7 = a, 1 4 1 < a}, 
((f, 7, 5) 1 5 = a, 7 = --a, 1 5 1 < u} enter A as t, increases, and leave A as 
t, decreases. Paths through the edges {(E, 7, 5) 1 6 = a, 1 7 I < a, < = a], 
{(‘!,‘I, 0 I 5 = 4 I 7 I < 6 5 = -4, ((5, 7, 5) I 0 < E < 4 7 = 4 5 = 4, 
{(5,7,6) I0 < 5 < a, 7 = --a, i = 4, &t, %5) I 0 < f .G 4 7 = 4 5 = -4, 
{(t, 7, 5) 1 0 < [ < a, 7 = --a, 5 = -a} leave 2 both as t, increases and as 
t, decreases. 
From the facts that dt/dt, = g[” andg < 0, it follows that the path through 
a point of A leaves A in a finite (negative) time as t, decreases. There are 
points of A such that the path through one of these points also leaves A in 
a finite time as t, increases. Paths leaving A in a finite time as t, increases can 
do so only through one of the faces {(6,7, 5) 1 0 < 6 < a, / 7 [ < a, 5 = u} 
and {(f, 7, 5) / 0 < 6 < a, 1 7 I < a, 5 = -u} of A. Write A+ (respectively, 
A-) for the set of points of A which are such that the path through a point of 
A+ (respectively, A-) leaves A through ((t, 7, 5) / 0 < 4 < a, I 7 I < a, 5 = u> 
(respectively, ((5, 7, t;) / 0 < [ < a, j 7 / < a, 5 = -a}) as t, increases. 
From the continuous dependence of paths on initial values, and the fact that 
the above faces are open (as 2-dimensional sets), it follows that A+ and 
ANALYTICAL CRITICAL POINTS IN 3-SPACE 51 
A- are nonempty connected sets which are open in 3-space. Write 
A, = A - (A+ u A-). Then A,, is not empty, is closed in A, and dis- 
connects A (that is, divides A into two open disjoint sets, see Hurewicz- 
Wallman [14, p. lo]). The following theorem proves the existence of E-axis 
TO paths for (6.3) when g < 0. 
THEOREM 6.5. The path through a point of A,, tends to the origin as t, --f a3. 
Further, it is TO along the &axis. 
Proof. If y is the path through a point of A, , then y does not leave d 
in a finite time as t, increases. Since dt/dt, = g[” and g < 0, [ tends to zero 
along y as t, + CO. Clearly, y can tend only to the critical point on the face 
[ = 0 of A. Since (6.3) is of the form (1.2), (3.6) applies; and combining 
this with (6.4) we see that y is TO along the E-axis. This completes the proof. 
It is now our aim to prove 
THEOREM 6.6. A,, is 2-dimensional. 
In order to prove (6.6), we will rewrite the system (6.3) in a different form, 
and then prove a lemma. Since we are concerned at present only with 5 > 0, 
we may rewrite (6.3) as 
(6.7) 
The right sides of (6.7) are real analytic functions of (E, 7, 5) in A n (5 > O}. 
Hence, a solution curve of (6.7), so long as it remains in A n (t > 0}, may 
be written rl = T(E), 5 = 5(t), where 43, iI(E) are real analytic functions of 6. 
Suppose that (a,, , b, , c,,) is a point of A,, and that 7 = 7&t), 5 = l,,(t) 
is the solution curve through that point. Then 
‘,i:: q&c) = 0, + $iz 70(t) = 0. 
If we define q,-,(O) = 0, c,(O) = 0, then qO(f), &,(.$) will be continuous at 
6 == 0 (but need not be analytic there). Any other solution curve of (6.7) 
in A n (5 > 0} may be written 
rl = 70(E) + W), 5 = 50(t) + 45); 
and S(t), ~(6) will be real analytic functions of 5, for those 5 for which the 
point (6, ~~(69 + W), Z;,(i3 + 43) is in A n (5 > O}. Suppose P(t, , yp , 5,) 
is any point of A,, and Q(to, qQ , [Q) is any point on the boundary of A. 
Write 
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Since A, C A C A, we have 6, > 0, E,, > 0. Hence, the point (6, ~(5) -1. S(t), 
<,(t) + ~(5)) will certainly be in d n (5 > 0} if the inequalities 0 .-: t ‘. (I, 
1 S(t)1 < S, , [ ~(01 < E,, are satisfied. 
We may now state and prove the lemma referred to above. 
LEMMA 6.8. Suppose that 17 = q,,(t) + S,(t), 5 = t,,(t) -T cl([) is a solu- 
tion curve of (6.7) for which S,(a,) = 0, 0 < ~~(a,,) < co/2. Then there exists 
a real number a, , with 0 < a, < q,, such that ~,(a,) = ~42. 
Proof. From (6.7), the functions 6 = S,(t), E = cl(E) satisfy 
WE = {AS f cW(t, d5) + 6, S,(E) -t 6) - 5fW, r1&5)> So(S))W’ 
d+t = {CLE i- @V, rlo(t) + 6, 1,(5‘) + E) - 5-W, ~,,(5), 5,(5))h’&‘. 
(6.9) 
The system (6.9) is defined in ((5, 7, <) [ 0 & l < a, / S / < 6, , 1 c 1 < E,J. 
(On 6 = 0, (6.9) becomes dS/dc = hS/(p.~).) Write 
T = ((5, 8, 6) I o < 5 < a, o < e < 4, -cz < 6 < + 
Then the point (a,, S,(a,), ~(a,,)) is in T. Write y for the solution curve 
6 = S,(t), E = <r(E) of (6.9). We will show that y leaves T through the face 
E = ~42 of T as t decreases. 
In the set {(E, 6, l ) 1 0 < E < a, 1 S 1 < 6, , 1 E 1 < co>, (6.9) may be written, 
by Taylor’s theorem, 
where I$([), #(f) are functions of 5 such that 0 ,( 4(t) < 1, 0 < (cr([) < 1. 
Hence, with M defined as before, we have in T 
e(p - a . 2M) < g[” . dc/d[ < c(p + a . 2M); 
and since a < p/(2M), this implies g[ P . de/d5 > 0 in T, i.e., dc/df < 0 in T. 
On the face, ((5, 6, c) 1 0 < 5 < a, 0 < E < 42, 6 = e} of T, 
E@ - a . 2M) < gc$P . dS/dE < E(A + a .2M), 
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and since a < --X/(2M), this implies d&/d6 > 0 on this face. Similarly, we can 
show that dS/dt < 0 on the face ((6, 6, C) / 0 < 5 < a, 0 < E < <s/2, S = -E} 
of T. It follows that the solution curve of (6.9) through a point of either of 
these faces enters T as 5 decreases. So y cannot leave T through either of 
these faces as 6 decreases. 
The configuration of solution curves of (6.9) on the plane [ == 0 is that of 
a simple saddle point at the origin; it follows that the only point on 6 = 0 
to which a solution curve of (6.9) can tend is the origin. And the solution 
curve y cannot tend to the origin, since, along y, 1 E ~ increases as 6 decreases. 
Hence, y leaves T through the face 
{(t, 6, c) i 0 < 5 < a, E = 42, -S < E < 6) 
as 5 decreases. Therefore, there is a real number a,, with 0 < a, < a,, 
such that the point (ur , S,(q), pi) of y is on this face of T. This proves 
the lemma. 
Proof of Theorem 6.6. Since A, dis connects A, the dimension of A,, is 
either 2 or 3 (see Hurewicz-Wallman [14, Theorem IV 4, p. 481). We will 
show that the assumption that A, is of dimension 3 leads to a contradiction. 
Suppose that the dimension of A,, is 3. By Theorem IV 3 of Hurewicz- 
Wallman [14, p. 441, A, contains a nonempty subset which is open in 3-space. 
The point (u 0, b, , c,,) was taken to be any point of A, ; so we may now 
assume that (a,, b, , c,,) is contained in such a subset. Then, there exists 
ci > 0 such that the closed segment 
1 = ((‘5 7, 5) I t = a0 , 71 = bo , co e 5 < co + 4 
is contained in A, . The solution curve of (6.7) through a point (a0 , b, , c) 
of I may be written 
71 = 170(t) + w; 4, i = 5,(E) +44; 4, 
where the functions S([; c), ~(5; c are defined and continuous in both variables ) 
overtherangeO~~~uo,co~c~co+c,;also,S(uo;c)=O,~(uo;c)=c, 
and S(t; co) = l ([; co) = 0 for all 5 satisfying 0 ,< E < a,. Hence, there 
exists cs > 0 such that if c, < c < co + cs , then 1 c([; c)l < co,/2 for all 6 
satisfying 0 < 8 < a0 . 
But this contradicts Lemma 6.8. Hence the dimension of A,, cannot be 3, 
and Theorem 6.6 is proved. 
Thus we have proved 
(6.10) When g < 0, the system (6.3) has in E > 0 a 2-dimensional set of 
paths TO along the &axis as t, + 00. All other paths in [ > 0 near the origin 
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leave a neighborhood of the origin both as t, increases and as t, decreases; and 
tkey leave in such a way that 1 5 increases as t, increases, while I [ I -I- ~ 71 
increases as t, decreases. 
Case (2): g > 0. \Vriting t, == -t, in (6.3) we have 
When g > 0, the system (6.11) has the form of (6.3) with g < 0 and the 
roles of 17 and 1 interchanged. Hence, when g > 0 the behavior of paths of 
(6.11) in e > 0 is described by (6.10) with t, replacing t, and with 7 and 5 
interchanged. Therefore, we have 
(6.12) When g > 0, tke system (6.3) has in e > 0 a 2-dimensional set of 
paths TO along the t-axis as t, - - c(j. All other paths in [ > 0 leave a 
neighborhood of the origin both as t, increases and as t, decreases; and they leaz*e 
in such a way that i t ! + 1 < / increases as t, decreases, while 1 17 1 increases as 
t, decreases. 
(ii) Local Phase Portrait of (6.3) in [ < 0 
Writing [’ = -E in (6.3) we have 
d[‘/dt, = (- l)“‘l . g[“’ 
dqldt, = XT - t’H(-t“, 7, 0 
44 =- ~5 - E’z(-t’, 7, 5). 
(6.13) 
There are two cases for (6.13) in 5’ > 0: 
Case (1): (- l)+i ‘g < 0. (Hence either g < 0 and p is odd, or g > 0 
andp is even.) In this case the behavior of paths of (6.13) in [’ > 0 is described 
by (6.10), with 5 replacing 5. 
Case (2): (-l)l’-l g > 0. (Hence either g > 0 and p is odd, or g < 0 
and p is even.) In this case, the behavior of paths of (6.13) is described by 
(6.12), with 5’ replacing 5. 
Combining the “bits” of the local phase portrait of (6.3) in [ > 0, t = 0, 
and [ < 0, we see that there are four cases. If we replace x, y, z, t by t,q, 5, t, 
in Theorem I .3, then when g < 0 and p is odd, the local phase portrait of 
(6.3) is described by (ii) of that theorem. With the same replacements, the 
local phase portrait of (6.3) is described by (iii) of Theorem 1.3 when g < 0 
and p is even, by (iv) when g > 0 and p is odd, and by (v) when g > 0 and 
p is even. In addition, for each case the plane 5 = 0 consists entirely of 
paths of (6.3). 
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The system (6.1) is reduced to (6.3) by (6.2). Therefore there are four cases 
for the local phase portrait of (6.1). Th ese local phase portraits differ from 
those of (6.3) only in that they have the liney, + R,x,/h = 0, z, $ R,x,/~ = 0, 
instead of the x,-axis, as the TO-tangent which does not lie in the plane 
x, = 0. 
Finally we note that, as far as local phase portrait at the origin is concerned, 
(6.1) is (3.15), . 
7. LOCAL PHASE PORTRAITS OF (3.15) WHEN p IS FINITE. 
CORRESPONDING PHASE PORTRAITS OF (I .2) 
The full local phase portrait of (3.15), g ives the local phase portraits of 
(3.15&L at (LX*,, , ytl , zL1) = (+l, 0, 0), and hence completes the 
determination of the configuration of paths of (3.15);-i near u&i = 1. So 
there are four cases for (3.15& (and hence four cases for (3.15),-i). In 
each case for (3.15)$-r , there is one path tending to (x*,, , y$-r , &) = 
(0, 1,O) as t ---f CO, one path tending to (0, - 1,O) as t -+ co, one path tending 
to (0, 0, 1) as t --+ - co, and one path tending to (0, 0, - 1) as t -+ -CO. We 
will now describe separately the other details of the different cases for 
(3.15)%1, and from there the local phase portraits of (3.15),-i . 
(a) g < 0, p odd. In addition to the above paths, there is a 2-dimen- 
sional set of paths tending to (& , Y*,~ , .e&) = (1, 0, 0) as t + CO, and 
a 2-dimensional set of paths tending to (x*,, , y*+r , .z*,r) = (- 1, 0,O) as 
t - 00. All other paths leave a neighborhood of u:i = 1 both as t increases 
and as t decreases; and they do so in such a way that i zzl / is increasing 
as t increases, while 1 ski 1 + ! y:r j . is increasing as t decreases. (See Fig. 9.) 
We now interpret this case of (3.15)&_, as the local phase portrait of 
(3.15),-r . The mapping from (x* e1 , r~i , &)-space to (kl , Y~-~ , +A- 
space is a homeomorphism of a*=1 > 1 onto (~~-r > 0. Hence the dimension 
of the sets of paths tending to (& , yg-r , z*,J = (I, 0,O) and 
C$L , & , z*,& = (-- 1, 0, 0) is p reserved; and it is easy to see that the 
corresponding local phase portrait of (3.15),-i is described by (ii) of 
Theorem 1.3. 
(b) g < 0, p even. In addition to the paths tending to 
there is a 2-dimensional set of paths tending to (x:-r , yg-i , z&) = (1, 0,O) 
as t + 00, and a 2-dimensional set of paths tending to (x:-r , y$-r , zg-r) = 
(- 1, 0,O) as t * - CO. All other paths leave a neighborhood of ug-r = 1 
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both as t increases and as t decreases; and they leave in such a way that 
1 $-I 1 -:- ~ zkl 1 is increasing as t increases, while 1 x$-r / -I- / yg-r ; is 
increasing as t decreases. Hence, the corresponding local phase portrait of 
(3.15),-i is described by (iii) of Theorem I .3. 
FIGURE 9 
(c) g > 0, p odd. In addition to the paths tending to 
there is a 2-dimensional set of paths tending to (x:-r , ycel , &) = (1, 0,O) 
as t --f - CO, and a 2-dimensional set of paths tending to (x:-r , ys-r , z&J = 
(- 1, 0,O) as t + - 03. All other paths leave a neighborhood of u$-r = I 
both as t increases and as t decreases; and they do so in such a way that 
I XL I + I & i is increasing as t increases, while / yzP1 / is increasing as t 
decreases. Hence the corresponding local phase portrait of (3.15),-r is 
described by (iv) of Theorem I .3. 
(d) g > 0, p even. In addition to the paths tending to 
there is a 2-dimensional set of paths tending to (x$-r , ygP1 , z&r) = (1, 0, 0) 
as t ---f -CO, and a 2-dimensional set of paths tending to (x*+, , ygel , z&) = 
(- 1, 0,O) as t + CO. All other paths leave a neighborhood of &,, = 1 
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both as t increases and as t decreases; and they do so in such a way that 
j L& 1 + i z$-~ 1 is increasing as t increases, while 1 & 1 -+ 1 Y$-~ 1 is 
increasing as t decreases. Hence, the corresponding local phase portrait of 
(3. I$,-, is described by (v) of Theorem 1.3. 
In addition, in each of the above cases the plane xDdl = 0 consists entirely 
of paths. 
Continuing like this, we see that there are four cases for the local phase 
portrait of (3.15), , for each i =p - 2,p - 3,..., 1, and four cases for (3.15) 
itself. These cases will be described by (ii) to (v) of Theorem 1.3, and dis- 
tinction between cases is made on the sign of g and the oddness or evenness 
of p. 
Finally, consider the possible local phase portraits of (1.2) when it can be 
reduced by (3.12) to (3.15) with p finite. The inverse of (3.12) maps a path 
of (3.15) TO along the x,-axis (respectively, y,-axis, z,-axis) onto a path of 
(1.2) TO along the x-axis (respectively, y-axis, x-axis). Also, it maps a path 
of (3.15) which leaves a neighborhood of the origin (with ~ x,, 1 + ; ,zO j 
increasing) as t increases and (with 1 x0 1 + 1 y0 1 increasing) as t decreases 
onto a path of (1.2) which leaves a neighborhood of the origin (with / x 1 + 1 z 1 
increasing) as t increases and (with 1 x 1 + 1 y 1 increasing) as t decreases. 
Therefore, corresponding to (3.15) with p finite, there are four cases for 
the local phase portrait of (1.2), and these cases are described by (ii) to (v) 
of Theorem 1.3. 
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