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I
Zusammenfassung
Für die Erzeugung isolierter, hochenergetischer Attosekundenpulse im extrem ultravio-
letten Spektralbereich mittels Laser-Plasma-Wechselwirkung an festen Oberflächen wer-
den Lichtquellen mit herausragenden Eigenschaften benötigt. Die Hauptanforderun-
gen sind: relativistische Intensitäten von mehr als 1019 W/cm2, ultrakurze Pulsdauern
mit nur wenigen Schwingungen des elektrischen Feldes (“few-cycle”) und ein hoher
zeitlicher Kontrast von mehr als zehn Größenordnungen. Mit gegenwärtigen Festkörper-
lasern lassen sich zwar die gewünschten Intensitäten erreichen, hinsichtlich der angestreb-
ten Pulsdauer und des benötigten ultrahohen Kontrasts stoßen diese Systeme jedoch an
ihre Grenzen. Eine alternative Technik gegenüber der konventiellen Laserverstärkung
stellt die optische parametrische Verstärkung gestreckter Pulse (OPCPA) dar, mittels der
man hofft, alle genannten Anfordungen gleichzeitig zu erfüllen.
In dieser Arbeit werden die neuesten Fortschritte bei der Entwicklung des Petawatt
Field Synthesizers (PFS) beschrieben, eines OPCPA-Systems für die Erzeugung von few-
cycle Lichtpulsen mit einer Energie im Joule-Bereich. Die angestrebte Pulsdauer von 5 fs
entspricht etwa zwei Schwingungen des elektrischen Feldes bei 900 nm Zentralwellen-
länge, was eine Verstärkungsbandbreite von einer Oktave erforderlich macht. Dies wird
durch den Einsatz dünner nichtlinearer Kristalle (LBO) in den OPCPA-Stufen ermöglicht.
Eine diodengepumpte Ytterbium-basierte Verstärkerkette liefert die nötigen intensiven
Pumppulse für eine effiziente parametrische Verstärkung. Aufgrund der kurzen Pump-
pulsdauer von weniger als einer Pikosekunde und des instantanen Energieübertrags im
OPCPA-Prozess erwartet man einen hervorragenden Kontrast auf dieser Zeitskala.
Die vorliegende Arbeit widmet sich hauptsächlich drei Themen: Zum einen wird die
Erzeugung breitbandiger, hochenergetischer Seed-Pulse für die parametrische Verstär-
kung diskutiert, wozu verschiedene Schemata aufgebaut und getestet wurden. Beson-
deres Augenmerk wurde auf die Erzeugung von Pulsen mit glattem Spektrum und glat-
ter Phase gelegt, um zu verhindern, dass sich Unregelmäßigkeiten bei der Verstärkung
weiter ausbreiten.
Zum zweiten wird die parametrische Verstärkung der gestreckten Seed-Pulse in zwei
OPCPA-Stufen von wenigen µJ auf zunächst 1 mJ in der ersten und mehr als 50 mJ in
der zweiten Stufe präsentiert. Die anschließende zeitliche Komprimierung der verstärk-
ten Pulse mit gechirpten Spiegeln auf eine Pulsdauer von 6.4 fs führt zu einer effek-
tiven Spitzenleistung von 4.9 TW und nach Fokussierung zu einer Intensität von bis zu
4.5 × 1019 W/cm2. Der gemessene zeitliche Kontrast von mehr als 1011, der bereits 1 ps
vor dem Hauptpuls erreicht wird, verdeutlicht das Potential von OPCPA-Systemen mit
kurzen Pumppulsen. Mit diesen Werten zählt der PFS zu den weltweit leistungsfähigsten
few-cycle-Lichquellen und kann zum ersten Mal zur Erzeugung höherer Harmonischer
(HHG) in unserem Labor eingesetzt werden.
Zum dritten werden vorbereitende Maßnahmen zur Erweiterung des aktuellen PFS-
Systems vorgestellt, von der man sich eine Verbesserung der Ausgangsleistung um mehr
als eine Größenordnung auf bis zu 100 TW erwartet. Die dazu notwendige Vergößerung
der Strahldurchmesser erfordert zum einen die Bestimmung der optimalen Parameter
der zu beschaffenden nichtlinearen Kristalle. Zum anderen wird ein Konzept zur Über-





For the generation of isolated, high-energy attosecond pulses in the extreme ultraviolet
(XUV) by laser-plasma interaction on solid surfaces, there is a strong demand for light
sources with exceptional properties. The key requirements are: relativistic intensities of
more than 1019 W/cm2, an ultrashort pulse duration with only few cycles of the electric
field and a high temporal contrast of better than 1010. While state-of-the-art solid-state
laser systems do reach the desired intensities, they face fundamental difficulties to gener-
ate few-cycle pulses with the required high contrast. As an alternative technique to con-
ventional laser amplification, Optical Parametric Chirped Pulse Amplification (OPCPA)
promises to fulfill all listed requirements at the same time.
In this thesis the recent progress in the development of the Petawatt Field Synthesizer
(PFS) is described, an OPCPA system that aims at generating light pulses with Joule-
scale energy and ultrashort duration of 5 fs (sub-two optical cycles at 900 nm central
wavelength). The octave-spanning amplification bandwidth necessary to achieve this
goal is supported via the implementation of thin nonlinear crystals (LBO) for the OPCPA
stages. A diode-pumped Ytterbium-based amplifier chain provides the intense pump
pulses for efficient parametric amplification. From the sub-picosecond pump pulse du-
ration in combination with the instantaneous energy transfer in the OPCPA process, an
excellent contrast on this time scale can be expected.
The presented work is dedicated to three major subjects: First, the generation of broad-
band high-energy seed pulses for parametric amplification is discussed. To this end, dif-
ferent schemes were set up and tested, where special effort was made to produce pulses
with a smooth spectral intensity and phase to avoid the aggravation of distortions during
later amplification.
Second, the parametric amplification of the stretched seed pulses in two OPCPA stages
from few µJ to 1 mJ after the first and more than 50 mJ after the second stage is pre-
sented. By all-chirped-mirror compression of the amplified pulses, a pulse duration of
6.4 fs was achieved, resulting in an effective peak power of 4.9 TW and a peak intensity
of 4.5 × 1019 W/cm2 after focusing. The temporal contrast of the pulses was measured to
be better than 1011 starting from 1 ps before the main peak, which demonstrates the po-
tential of OPCPA systems that employ short pump pulses. At this performance, the PFS
ranks among the most powerful few-cycle light sources existing today and is currently
used for first high-harmonic generation (HHG) experiments in our lab.
Finally, preparations were made for an upgrade of the current system which is ex-
pected to boost the output power by more than an order of magnitude towards the
100 TW regime. The necessary upscaling of beam diameters for this step required the
determination of optimal parameters for the large nonlinear crystals to be purchased.
Furthermore, a concept was developed to match the pulse fronts of pump and signal
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1.1 Short light pulses – motivation and historical background
Light plays an essential role in our everyday life. Its detection via the eye provides us
with continuous information about the objects and dynamics in our surroundings. For
scientists, it has been a strong motivation to surpass the capabilities of the eye by techno-
logical means in order to gain insights into natures’ structures and processes that would
be otherwise too small, too fast or too weak to be observed. Over the past centuries this
desire has led to great innovations on the fields of photography, microscopy, astronomy
and many others.
The experimental realization of the laser (“light amplification by stimulated emission
of radiation”) in 1960 [1] constitutes a major step regarding this goal and enabled a va-
riety of new techniques and applications in the last decades such as optical tweezers [2],
frequency combs [3], or highly precise interferometers [4].
One of the most interesting consequences of the laser principle is the ability to concen-
trate energy into very short pulses by the coherent superposition of light waves. For the
study of fast physical processes this is a valuable property as it allows to resolve these
processes on a time scale shorter than their temporal constants. Hence, with picosecond
(1 ps = 10−12 s) laser pulses generated in the 1970s, for the first time the vibrational dynam-
ics of molecules could be observed [5]. The development of femtosecond (1 fs = 10−15 s)
lasers in the 1980s opened the door to the measurement (and control) of atomic motion
and chemical reactions [6].
Using titanium-sapphire (Ti:Sa) as a gain medium, conventional laser schemes have
been optimized to their limits in terms of spectral bandwidth and pulse duration. Orig-
inally developed in the late 1980s and early 1990s [7, 8], Ti:Sa-based laser systems until
today constitute the main work horse in many laser labs and may provide ∼5 fs pulses
on a nanojoule-level from oscillators [9]. One of the main obstacles on the route towards
even shorter pulses is the fluorescence emission bandwidth of the laser gain medium
[10] that limits the maximum spectral width to less than one optical octave. Moreover,
this physical property also leads to a spectral narrowing of the pulses during further am-
plification (“gain narrowing”): as a consequence, high-energy pulses on the millijoule-
to joule-level from Ti:Sa power amplifiers typically feature pulse durations only in the
range of 20-30 fs [11, 12].
Hence, for the next big step towards ever shorter pulses – entering the attosecond
(1 as = 10−18 s) regime which allows the observation and control of electronic motion –
a fundamentally new approach was required.
Already in 1961, one year after the first demonstration of the laser, Franken et al. ex-
ploited the temporal confinement of energy in short laser pulses to achieve electric field
strengths of ∼107 V/m, approaching the binding forces of electrons in matter [13]. Trig-
gering in this way a nonlinear response in crystalline quartz, the second harmonic of
the fundamental laser pulse was generated (SHG), giving birth to the field of nonlinear
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optics.
Thanks to advances in laser development with ever increasing peak intensities, multi-
ple other nonlinear effects were observed in the following decades. Of particular interest
for the generation of ultrashort pulses is the nonlinear spectral broadening of laser pulses
in gas-filled capillaries [14]. By this technique, amplified Ti:Sa pulses with mJ energy can
be compressed to sub-4 fs (about two optical cycles) [15]. While not being substantially
shorter than Ti:Sa oscillator pulses (∼5 fs), the boost in pulse energy allows to drive an-
other nonlinear process: the generation of high harmonics (HHG) [16]. This process
can be triggered by focusing an intense laser pulse into a gas jet which results in the ion-
ization of the atoms. The free electrons follow the oscillations of the electric field of the
pulse and generate for each re-collision with the quasi-static parent ions a short burst
of extreme ultraviolet (XUV) radiation, forming a train of attosecond pulses. Due to the
high nonlinearity of the process, this train can be confined to a single attosecond pulse
when using few-cycle driving pulses such as the mentioned spectrally broadened Ti:Sa
output (“amplitude gating”) [17]. At record pulse durations of less than 100 as [18], these
isolated attosecond pulses provide until today an unrivaled temporal resolution. A com-
mon application here is the pump-probe technique where a fs-pulse triggers electronic
motion in solids (“pump”) and the as-pulse serves as an ultra-fast camera to resolve the
response (“probe”) [19–21].
To achieve ultimate temporal resolution and enable an even broader range of appli-
cations, it is desirable to use the attosecond XUV pulses not only as a probe but also as
the pump. This in turn requires an increase of the pulse energy by orders of magnitude
which proved to be difficult to accomplish with the described HHG technique in gas: As
the peak intensity of the driving pulse is limited by the ionization threshold of the tar-
get gas medium, a loose-focusing geometry is obligatory for high-energy laser systems.
This geometry becomes impractically large (several meters) when the few-cycle driving
pulses approach energies of tens of mJ [22–25].
A method that circumvents the intensity limitation of HHG in gas and at the same time
exhibits significantly higher conversion efficiencies, is the generation of high harmonics
on plasma targets [26–30]. In this process an intense light pulse interacts with a solid sur-
face (SHHG ), ionizes it and creates a nearly step-like vacuum-plasma interface. Under
the effect of the ponderomotive force of the incident pulse and the restoring Coulomb
force of the ionized background, the free electrons perform oscillations perpendicular
to the surface, forming a plasma mirror that moves at relativistic speed. The incident
light pulse that creates this oscillating mirror (ROM), at the same time is reflected from
it. Owing to the relativistic oscillations of the mirror, it gets Doppler-shifted resulting in
high-harmonic radiation in the deep XUV and even soft X-ray region. In the temporal do-
main, this corresponds to the generation of one attosecond pulse per cycle of the electric
field where once again amplitude gating can be used to select an isolated pulse.
To perform SHHG experiments, relativistic intensities larger than 1.37 × 1018 W/cm2
× 2c [µm] are required on target, where c is the central wavelength of the driving pulse.
For few-cycle pulses with c∼1 µm and a typical focal spot size of few µm2, this calls for
pulse energies of at least the order of mJ. For an efficient operation of the process and
for the generation of high harmonics up to the water window (>280 eV), however, rather
hundreds of mJ are necessary [27].
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Even though conventional laser systems exist that provide pulses with Petawatt peak
power and strongly relativistic intensities [31, 32], their long pulse duration prevents the
generation of isolated attosecond pulses by SHHG. The aforementioned temporal com-
pression to the few-cycle regime by nonlinear spectral broadening does not help here
as the technique is limited in energy: so far only the generation of sub-two-cycle pulses
at ∼3 mJ pulse energy [33] and sub-four-cycle pulses at ∼10 mJ [34] have been demon-
strated. A recently suggested scheme for upscaling the concept to the joule-level by spec-
tral broadening in thin foils still has to show its experimental feasibility [35, 36].
Besides the limitation in pulse duration, conventional lasers face another issue when
used for plasma experiments, namely the imperfect temporal contrast: Essentially all
high-energy laser pulses exhibit an amplified spontaneous emission (ASE) background
and a coherent pedestal from pulse compression after chirped-pulse amplification (see for
example [37]). As the intensity of these artifacts is typically of the order of 10−9 relative to
the intensity of the main pulse, they may well exceed the threshold intensity for plasma
formation of ∼1010 W/cm2. Due to the long temporal extent of the pedestals, this occurs
already tens (coherent pedestal) or hundreds (ASE) of picoseconds before the main pulse
arrives, giving the generated plasma time to expand. Thus, in the case of SHHG the
otherwise clean plasma-vacuum interface created by the main pulse is critically distorted,
impairing the generation of high harmonics.
Next generation relativistic light sources
Mainly for the reason of contrast improvement, several large-scale systems nowadays
combine the standard laser amplification with optical parametric amplification (OPA)
[38–40]. This technique exploits the second-order nonlinearity of birefringent crystals
to transfer energy from an energetic, narrowband “pump” beam to a weak, but broad-
band “signal” beam [41, 42]. A third beam – called “idler” – is generated in this three-
wave-mixing process and guarantees conservation of energy and momentum. Being an
instantaneous process, no energy is stored in the nonlinear crystal and therefore parasitic
effects are limited to the duration of the pump pulse. This property makes OPA schemes
an ideal frontend for systems with high contrast requirements.
Going one step further, conventional laser amplifiers can be entirely replaced by para-
metric amplifiers, which has already been demonstrated on a single shot basis for high
energies (35 J, 84 fs) [43]. The main motivation behind this step is the ability of the OPA
technique to amplify ultrashort pulses as the bandwidth depends only on the phase-
mismatch between pump, signal and idler that is aggregated by propagation of the pulses
inside the nonlinear crystal (assuming no strong absorption of spectral components in the
medium). At multi-TW peak power, this capability has been impressively shown by the
LWS20 system delivering 4.5 fs pulses with up to 80 mJ energy at a 10 Hz repetition rate
[44].
This thesis is dedicated to the continued development of a light source that is planned
to take the concept of parametric ultrashort pulse amplification to the Petawatt-level.
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1.2 The PFS project
The Petawatt Field Synthesizer (PFS) at the Max-Planck-Institut für Quantenoptik (MPQ)
has been designed to deliver sub-two-cycle, high-contrast light pulses for the generation
of high harmonics on solid surfaces as the main application [45, 46]. To reach the am-
bitious target parameters – a pulse duration of 5 fs, pulse energies of up to 3 J and a
repetition rate of 10 Hz – the concept of this fully OPA-based system contains several key
features, which will be briefly explained in the following.
In order to scale OPA systems to high pulse energies, the amplification is distributed
to several consecutive OPA stages similar to the amplifier chains in conventional laser
systems. The number of required stages depends on the achievable gain per stage which
in turn is determined by experimental conditions such as the amplification bandwidth or
the type of nonlinear crystal. To reach the PFS target energy of 3 J, the last stages have
to be pumped by multi-joule pump pulses requiring large nonlinear crystals and beam
diameters of the order of several centimeters to keep the fluences below the damage
threshold of the medium.
At the time of design of the system in 2007, potassium dideuterium phosphate KD2PO4
(DKDP) was the only suitable nonlinear crystal type available at this size. Due to its
comparatively weak nonlinearity, high pump intensities are necessary to maintain an
efficient parametric amplification – at first glance a contradiction to the prior condition
of low fluences to prevent optical damage. The solution is to use short pump pulses at
∼1 ps pulse duration: Owing to the
√
-scaling of the damage threshold fluence for pulse
durations  in the nanosecond to picosecond range [47], a safe operation of the OPA
stages at intensities of the order of 100 GW/cm2 is possible.
In the first (small) OPA stages, DKDP was later replaced by lithium triborate (LBO)
owing to its superior nonlinear properties. As a result, in the design of the system the
total number of required stages could be reduced from eight to five [48, 49].
To reach the desired amplification bandwidth of about one optical octave, the phase-
mismatch between the three interacting waves in the OPA process is kept small by em-
ploying thin nonlinear crystals. Due to the shorter interaction length, choosing this solu-
tion usually comes at the price of a reduced OPA gain. The high-intensity pump pulses,
however, mostly compensate for this effect. Overall, this ansatz constitutes a notable
difference to high-energy OPA systems using longer pump pulses and thicker crystals
where two-color pumping is required to achieve a similar bandwidth [50].
For an efficient transfer of energy from the pump pulses to the signal, the temporal
overlap between both pulses during amplification should be as large as possible [51].
This is accomplished by introducing a chirp in the 5 fs signal pulses before amplification
in order to stretch them to the ∼1 ps pulse duration of the pump. After amplification, the
signal pulses are re-compressed to achieve highest peak-powers.
In analogy to the chirped pulse amplification (CPA) technique known from conven-
tional laser amplifiers [52] this method is termed optical parametric chirped pulse am-
plification (OPCPA). Compared to typical CPA schemes, the required chirp is orders of
magnitude smaller – owing to the broad signal bandwidth and the short pump pulse du-
ration. On the other hand, the 5 fs target duration for the amplified signal pulses poses
high requirements to the compensation of higher order dispersion.
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As mentioned before, an excellent temporal contrast is vital for HHG experiments on
solid surfaces – the main application of the PFS. Considering the potential peak intensity
of up to 1022 W/cm2 in the fully realized version of the system, a contrast of better than
1012 has to be provided to stay below the plasma formation threshold of ∼1010 W/cm2.
The PFS concept not only promises to reach and surpass such contrast ratios owing to the
intrinsic temporal filtering via the OPA technique but is expected to do so even on a 1 ps
time scale due to the short pump pulses, thus outperforming OPA systems with longer
pump pulse durations.
For the experimental realization of the PFS concept, three main challenges have to be
mastered:
(I) The generation of 1 ps pump pulses featuring energies of more than 10 J in the fun-
damental beam at a repetition rate of 10 Hz. Not being commercially available, a
system delivering such pulses based on ytterbium-doped gain media (1030 nm cen-
tral wavelength) had to be newly developed at the MPQ.
(II) The generation of high-energy, broadband signal (“seed”) pulses for the OPA chain
from a commercial Ti:Sa frontend. The required spectral range of 700-1400 nm for
these pulses is defined by the frequency-doubled pump wavelength of 515 nm and
the phase-matching properties of the DKPD and LBO crystals.
(III) The combination of pump and signal for parametric amplification. This involves
the installation and optimization of the OPA system as well as the dispersion man-
agement for the signal pulses, i.e. the temporal stretching before and re-compression
after amplification.
Regarding all three pillars significant achievements have been attained by co-workers,
namely (in approximately historical order) the installation of the PFS frontend includ-
ing a preliminary scheme for broadband seed generation [53, 54], the development of
an Yb-based CPA pump amplifier chain delivering up to 0.8 J compressed energy at a
pulse duration of ∼800 fs [55–59] as well as first proof-of-principle OPA experiments at a
reduced pump energy [48, 49].
Building on these earlier works, we will describe in the following chapters new de-
velopments, modifications and improvements to the PFS system, with the main focus
on seed generation (pillar II) and OPA development (pillar III). The overall goal of these
measures is to reach for the first time relativistic intensities exceeding 1019 W/cm2 that
allow to perform SHHG experiments.
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1.3 Structure of the thesis
Chapter 2 – Fundamentals
This chapter provides an introduction into the mathematical description of ultrashort
light pulses. The linear and nonlinear physical effects relevant to this work are dis-
cussed and experimental tools for temporal characterization are presented.
Chapter 3 – The Petawatt Field Synthesizer system
This chapter gives an overview over the PFS system, summarizes previous works and
explains new or modified parts of the system. In particular the initial seed generation
scheme is described which delivered the broadband pulses for the OPCPA chain by
spectral broadening in two cascaded hollow-core fibers (HCF). The shortcomings of
this scheme provide the motivation for chapter 4.
Main modifications to the system:
• The replacement of the master oscillator with an updated version simplifies the
pump chain owing to an additional 1030 nm output.
• The rebuild of the pump compressor in vacuum slightly reduces the timing jitter
and allows the compression of high-energy pump pulses (potentially >10 J).
• The rebuild of the currently last pump amplifier enables a stable long-term op-
eration and improves the maintainability of the setup, the beam profile and the
output energy.
Chapter 4 – Seed generation schemes
In this chapter the principle ideas and experimental realizations of alternative schemes
for the generation of broadband seed/signal pulses for the OPCPA chain are ex-
plained. In total three different schemes are tested that use a Ti:Sa amplifier (1.5 mJ,
30 fs, 1 kHz) as a common frontend.
4.1 Idler generation
In this scheme the Ti:Sa pulses are split into two channels, where one channel
is frequency-doubled and the other broadened in a HCF. By recombination in
a non-collinear OPA stage, a broadband idler is produced. Theoretical con-
siderations and experiments are presented, aiming at the compensation of the
intrinsic angular chirp of this idler.
Main results:
• The generated idler pulses feature energies of up to 15 µJ and a spectral
range of 680-1400 nm.
• The experimentally achievable compensation of the angular chirp is not
sufficient to allow the use of the generated pulses as a seed.
4.2 Cross-polarized wave generation
Reusing the original seed generation scheme consisting of two HCFs, the
broadband pulses are temporally gated and spectrally smoothed in a cross-
polarized wave (XPW) generation stage.
Main results:
• 4 µJ pulses are generated that feature a smooth spectrum spanning 680-
1600 nm with an almost Gaussian shape.
• The reliability of the setup makes it the scheme of choice for daily oper-
ation as an OPA seed source.
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4.3 Cascaded difference-frequency generation
After pulse compression of the Ti:Sa pulses in one HCF, strong broadening into
the infrared is achieved by cascaded second-order intra-pulse interactions in
a BBO crystal.
Main results:
• Generation of 10 µJ pulses with extremely broad spectra from 600 nm to
more than 2400 nm (∼8 µJ in the relevant range of 700 nm to 1400 nm).
• Being conceptually simple and scalable in energy, the scheme is recom-
mended as the future seed source for the PFS.
Chapter 5 – OPCPA experiments with two OPA stages
This chapter describes the OPCPA experiments carried out in vacuum on two OPA
stages with LBO crystals.
5.1 Performance of alternative seed generation schemes
The seed pulses from the idler generation and the XPW generation scheme are
parametrically amplified and compared to prior experiments with the initial
seed generation scheme. Furthermore, the temporal compressibility of the
amplified XPW pulses is tested in air.
Main results:
• Compared to the initial seed generation scheme, both alternative
schemes yield (at a comparable gain) significantly less modulated spec-
tra of the amplified pulses promising better compressibility.
• Seeding with the XPW scheme, energies of 180 µJ and 9.8 mJ are achieved
after the first and second OPA stage respectively (4.5 mJ and 81 mJ pump
energy at 1 Hz).
• Test compression of the amplified pulses with chirped mirrors in air re-
sults in a pulse duration of 7 fs.
5.2 High-energy OPCPA experiments
For the first time the full 1.2 J fundamental pulse energy available from the last
pump amplifier are used for OPA experiments at 10 Hz
Main results:
• The pump SHG efficiency is improved from previously 45 % to 55 % by
the implementation of a fast-switching Pockels cell in the amplifier chain
to suppress amplified spontaneous emission. This results in frequency-
doubled pump pulse energies of 14 mJ and 400 mJ respectively for the
two OPA stages.
• The parametric amplification of the broadband seed pulses generated by
the XPW scheme yields pulse energies of 1.0 mJ after the first and 53 mJ
after the second OPA stage.
• These amplified signal pulses are compressed to approximately 6.4 fs
(sub-2.5-optical cycles) with chirped mirrors in vacuum, resulting in a
peak power of 4.9 TW.
• The temporal contrast of the amplified signal pulses is measured to be
better than 1011 on a 1 ps time scale.
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Chapter 6 – Preparations for a third OPA stage
In this chapter the preparations for the next upgrade of the PFS system are presented.
This includes the basic design considerations for the system, experimental tests of non-
linear crystals and an examination of potential schemes to match the pulse fronts of
pump and signal in the upscaled system.
6.1 General layout
The designed layout for the system upgrade is discussed.
Main planned modifications:
• The existing system will be extended with a third (using pump recycling
possibly even with a fourth) OPA stage.
• A new pump amplifier is planned to deliver the required energy of 10 J
in the fundamental beam. After splitting this beam into a 9 J and a 1 J
arm, the pulses will be individually compressed and frequency-doubled,
providing 4 J and 400 mJ + 15 mJ pump energy for the OPA stages.
6.2 Evaluation of nonlinear crystals
Possible options regarding the nonlinear crystal type (DKDP or LBO) to be
used for pump SHG and OPA in the upgraded system are examined.
Main results:
• Owing to the measured four times higher damage threshold, the supe-
rior nonlinear properties and a comparable pricing, LBO is preferred
over DKDP as a crystal material. For the size of the LBO crystals, the
largest commercially available diameter of 80 mm will be used.
• Measurements with small test crystals give an optimal thickness of
1.5 mm for the SHG crystal at the planned peak fluence of 0.19 J/cm2
(fundamental beam).
• Testing different crystal thicknesses for OPA reveals a trade-off between
energy, stability and spectral smoothness. A final decision will be made
based on the results of a second campaign in the near future.
6.3 Pulse front matching
A detailed analysis of the required pulse front matching of pump and signal
beam in large non-collinear OPA systems is presented. Different schemes are
discussed that introduce a pulse front tilt (PFT) in the pump beam.
Main results:
• Matching the pulse fronts of pump and signal at the second and third
OPA stage is crucial to ensure spatio-temporal overlap and efficient am-
plification.
• A potential scheme that tilts the pump pulse front with a pair of large
transmission gratings is discarded due to the low damage threshold of
the tested gratings.
• Instead, an alternative scheme is suggested that introduces the required
PFT by a controlled misalignment of the pump compressor. This method
allows an independent control of the pump PFT at the second and third
OPA stage. An additional pair of transmission gratings will adjust the
tilt for the (weak) pump pulses at the first OPA stage.
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2 Fundamentals
This thesis is dedicated to the generation and amplification of intense, ultrashort light
pulses. For a thorough understanding of the physical effects encountered when working
with such pulses, the following chapter provides a mathematical description of the prop-
agation and interaction of light. Furthermore, some experimental tools for the temporal
characterization of ultrashort pulse are introduced.
2.1 Mathematical description of ultrashort light pulses
On the next pages we will derive the first-order propagation equation of electromagnetic
fields and discuss its spatial and temporal solutions, i.e. the mathematical approxima-
tions to experimentally observable light pulses.
The description and nomenclature follows and combines the well-known books writ-
ten by Boyd [60], Sutherland [61] and Trebino [62] as well as the notes of a lecture on
computational photonics held by Karpowicz [63].
2.1.1 Derivation of the first-order propagation equation
Since optical pulses are a special form of electromagnetic fields, their description starts
with Maxwell’s equations. Typically, pulses propagate in regions containing no free
charges (% = 0) or free currents (j = 0) and hence we can limit ourselves to this case:
∇ · D = 0 ∇ · B = 0
∇ × E = −∂t B ∇ ×H = ∂t D (2.1)
where E = E (r , t ) is the space- and time-dependent electric field, B(r , t ) is the magnetic,
H (r , t ) the magnetizing and D(r , t ) the displacement field. For propagation in nonmag-
netic media it is:
B = µ0H . (2.2)
The displacement can be expanded to
D = "0E + P (2.3)
with the polarization P that is defined as
P = "0
(
(1)E + (2)E E + (3)E E E + ...
)
= P (1) + P (NL) (2.4)
where (n) is the n-th order susceptibility (tensor) of the medium and P (1) and P (NL) are
the linear and nonlinear polarization. Combining equations (2.1), (2.2) and (2.3) yields
the well-known general wave equation:
∇ × ∇ × E +
1
c 2





It is common to use the approximation
∇ × ∇ × E = ∇(∇E ) − ∆E ≈ −∆E (2.6)
which is valid if∇E is zero or very small. In linear optics and for homogeneous media this
is fulfilled as we have P = P (1) = "0 (1)E and therefore the equations (2.1) and (2.3) yield
∇E ∝ ∇D = 0. In nonlinear optics P 6∝ E and thus ∇E 6∝ ∇D . However, for a transverse
infinite plane wave it holds that ∇E = 0. Hence, for a field close to a transverse, infinite
plane wave (i.e. a collimated or loosely focused laser beam) ∇E is close to zero.







∂2t P . (2.7)








where the tilde-notation indicates fields in the frequency domain, e.g.:
Ẽ = Ẽ (r , !) = Fou
t→!
{E (r , t )} =
∫ ∞
−∞
E (r , t ) e−i!t dt . (2.9)














































with the permittivity of the medium "(1) and the wavenumber k = !c
√
"(1). Assuming that
the wave propagates in z -direction, one can separate the Laplace operator into axial and
transversal derivatives:

∂2z + ∆⊥ + k





In this partial differential equation (PDE) the important terms are already disentangled
but it still contains a second-order derivative of z which makes it computationally disad-
vantageous. To transform it into a first-order PDE, one can use the ansatz suggested by
Brabec and Krausz [17]
Ẽ (r , !) = eik (!)zŨ (r , !) (2.12)
i.e. the electric field is split into a slowly and a rapidly varying function with z . Substi-
tuting Ẽ in Eq. (2.11) and performing the differentiation one obtains:

∂2z + 2ik ∂z + ∆⊥

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must be fulfilled. This approximation is called “slowly varying envelope approximation”
(SVEA) and requires that nonlinear and diffraction effects are weak, i.e. that the envelope
of the pulse is changing slowly* during propagation. Furthermore, the SVEA in general
applies only if the pulse duration is long compared to one oscillation of the electric field.
It has been shown in [64], however, that under the assumption of weak† dispersion far
from resonances the approximation in Eq. (2.14) can also be used for the propagation of
few-cycle pulses. This is known as the “slowly evolving wave approximation” (SEWA).
Hence, Eq. (2.13) can be approximated to:





Re-substituting Ũ by Ẽ yields










and finally results in the first-order propagation equation (FOPE) :
∂z Ẽ (r , !) = ik (!)︸︷︷︸
dispersion,
absorption
Ẽ (r , !) + i
2k (!)∆⊥︸     ︷︷     ︸
diffraction
Ẽ (r , !) + i!
2
2"0c 2k (!) P̃
NL(r , !)︸                     ︷︷                     ︸
nonlinear effects
(2.17)
As denoted below the individual terms, all important spatial and temporal effects of
pulse propagation are present in this equation and nicely disentangled. The physical
meaning of these terms will be described in the next sections in more detail.
Summary
Let us briefly summarize the approximations and assumptions that lead to Eq. (2.17) in
order to clarify under which conditions it is valid:
• The medium of light propagation contains no free charges or currents and is non-
magnetic.
• The propagation takes place in a homogeneous medium. In particular there are no
abrupt changes of physical properties in the volume of interest (such as on inter-
faces).
* More precisely: there is only a small change of Ũ within a distance of one wavelength  = 2/k .
† The mathematical requirement is that the difference between phase velocity vp = !k and group velocity
vg =
∂!
∂k is small compared to the latter.
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• There are no counter-propagating beams (e.g. reflections from surfaces) that in-
teract/interfere with the beam of interest. This constraint is a consequence of the
PDE-type of Eq. (2.17): it restricts itself to a propagating of the field – known at a
certain z -position – in forward z -direction in contrast to the general wave equation
Eq. (2.5) that calculates the field at all points in space and time as a whole. However,
dealing with just one z -slice at a time makes the first-order propagation equation
computationally very advantageous.
• The paraxial approximation applies, i.e. the simulated beams are neither strongly
focused nor intersect at a large angle.
• During propagation the variation of the field amplitude due to nonlinear effects and
the variation of the temporal shape of the pulse due to dispersion is slow (SEWA ).
Despite this apparently large number of restrictions the FOPE applies for many practical
cases in the lab such as the propagation and nonlinear interaction of collimated or loosely
focused laser pulses in homogeneous media (vacuum, gases, solids). It therefore serves as
the basis for the following theoretical considerations and will also be used for numerical
simulations.
2.1.2 Spatial description and diffraction of light pulses
Neglecting for the moment the dispersion term and nonlinear effects in Eq. (2.17), one
obtains the paraxial Helmholtz equation that approximates the spatial propagation of
either weak and monochromatic light or light that propagates in vacuum:
∆⊥Ẽ (r , !) + 2ik ∂z Ẽ (r , !) = 0 (2.18)
The most prominent solution to this equation is the monochromatic Gaussian beam that
– assuming linear polarization in x-direction – is described by
Ẽ (r⊥, z ) = E0 x̂ w0
w (z ) e
−r 2⊥/w (z )2 e−ikr 2⊥/(2R(z )) ei((z )−k z ) (2.19)
where r⊥ =
√
x2 + y 2, E0 is the electric field amplitude, w0 is the waist size and w (z ) is the
position-dependent beam size:








with the Rayleigh length zR = w0 , where  =
2 c
! is the wavelength. The radius of
curvature of the wavefront R(z ) evolves as







and the Gouy phase is






Starting from the position of the waist (z = 0) the beam size w increases according to
Eq. (2.20) because of diffraction. The shape of the transversal profile of a Gaussian beam,
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(a) Gaussian (b) flat top (c) 6th order super-Gaussian
Fig. 2.1: Diffraction effects for different beam profiles. Direction of propagation is along the
x-axis, lateral size of the beam is along the y-axis. Propagation is simulated in 3D with
monochromatic beams (=800 nm). Plotted lines show the near-field and far-field intensity
distribution (cross section through the center of the beam). Colors indicate the intensity
distribution during propagation.
however, does not change during propagation. This is reflected by the expression for the
intensity







⊥/w (z )2 ∝

Ẽ (r⊥, z )2 . (2.23)
where the functional dependence on the transverse coordinate r⊥ remains unchanged for
all positions z . This invariance of shape during propagation that is depicted in Fig. 2.1a
makes Gaussian beams useful for many applications and simulations. On the other hand,
for nonlinear conversion processes that will be discussed later in this chapter, it is often
advantageous to have a constant intensity over a large area of the beam profile. The
extreme case would be a flat-top beam but strong diffraction effects (see Fig. 2.1b) due to
the steep edges complicate beam transport and limit its practical usability. A compromise
between Gaussian and flat-top beam is the nth-order super-Gaussian with an intensity
distribution of
In(r⊥, 0) = I0 e−r n⊥/2n (2.24)
where  is a beam size parameter. The rather smooth propagation and the intensity
plateau at the center of the beam as shown for a 6th-order super-Gaussian in Fig. 2.1c
make the super-Gaussian a frequently used beam shape for nonlinear applications.
The size of laser beams is commonly specified in terms of the full width at half max-
imum (FWHM) or the 1/e2-diameter. Another useful definition is the D86 width that
gives the diameter of an aperture transmitting 86% of the total beam power. For conver-
sion between these quantities see Table 2.1. In order to estimate the encircled power for
arbitrary aperture diameters, Fig. 2.2 can be used.
Often one is interested in the peak intensity of a laser pulse with a given energy E , beam
diameter DFWHM and pulse duration FWHM. Assuming a Gaussian envelope in time, the





where the factor  depends on the shape (see again Table 2.1).
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 (Eq. (2.24)) 1/e2-diameter D86 width  (Eq. (2.26))
2nd order Gauss 0.42×DFWHM 1.7×DFWHM 1.7×DFWHM




4th order Gauss 0.46×DFWHM 1.3×DFWHM 1.1×DFWHM 1.12
6th order Gauss 0.47×DFWHM 1.2×DFWHM 1.0×DFWHM 1.19






Table 2.1: Conversion table for different beam size parameters/definitions.
(a) (b)
Fig. 2.2: (a) Intensity and encircled power for different beam shapes. Solid lines show the in-
tensity cross sections, dashed lines the encircled power. (b) Same plot as in (a) but with the
respective 2D-Fourier-transformed beam shapes. For the x-axis scaling we used the FWHM
diameter DFWHM of the original beam, the wavenumber k and the angle of observation .
For laser-plasma interactions, an important parameter is the normalized vector poten-





·  [µm] . (2.26)
Its amplitude indicates whether the momentum gain of an electron within one field cy-
cle of this laser pulse exceeds the electron rest mass: For a0  1 the electron motion is
considered as relativistic for a0  1 it is non-relativistic.
2.1.3 Temporal and spectral description of light pulses
The time dependent electric field of a laser pulse at a fixed point in space can be expressed
as





e−iΦ(t ) + eiΦ(t )
)
(2.28)
with the field envelope E(t ) and the temporal phase Φ(t ). The intensity I (t ) of this field
is by definition:
I (t ) = c "0
2
E2(t ) (2.29)
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(a)  = 20 fs (b)  = 4 fs
Fig. 2.3: Temporal waveform of optical pulses with different pulse durations  featuring (a)
multiple or (b) few oscillations of the electric field. Curves for two values of the CEP Φ0 are
shown. The carrier frequency of all pulses is !0 = 2.35 PHz (0 = 800 nm).
As an example Fig. 2.3 shows two pulses with a Gaussian envelope and a linear temporal
phaseΦ(t ) = !0t +Φ0, where the frequency !0 is called carrier frequency and the relative
offsetΦ0 between envelope and carrier wave is the carrier-envelope-phase (CEP). While
for pulses with many electric field oscillations (Fig. 2.3a) the CEP has little influence on
the amplitude of each half-cycle the effect is significant for few-cycle pulses (Fig. 2.3b).
Hence, the measurement and stabilization of the CEP plays an important role when per-
forming experiments with ultrashort pulses [65].
For mathematical convenience the conjugate term in Eq. (2.28) is generally omitted and
only the complex field E+(t ) is further used:
E+(t ) = E(t ) e−iΦ(t ) (2.30)
=
√
2 I (t )
c "0
e−iΦ(t ) (2.31)
The real electric field, however, can always be retrieved by adding the complex conjugate:
E (t ) = 1
2
(
E+(t ) + E−(t ) ) = 1
2
(
E+(t ) + c.c. ) (2.32)












where S(!) is the spectral intensity (“spectrum”) and ’(!) is the spectral phase. Be-
ing the Fourier transform of each other, both E+(t ) and Ẽ+(!) fully characterize the laser
pulse. In accordance with Eq. (2.31) and Eq. (2.33) the intensity and phase in the respec-
tive domain can be calculated as:
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I (t ) = c "0
2

E+(t )2 S(!) = Ẽ+(!)2
















Note that in dielectric media the intensity is given by I (t ) = c n "02 |E+(t )|2 with the refrac-
tive index n that will be discussed in the the next section.
From the temporal phase one can derive another useful quantity, the instantaneous
frequency !inst(t ):
!inst(t ) = −dΦ(t )dt (2.35)
It specifies the oscillation frequency of the electric field at a certain point in time and
illustrates the meaning of the temporal phase.
While in this section only scalar fields E (t ) have been used, the generalization to a
vectorial description for linearly polarized pulses is simple as the field E (t ) can be de-
composed into its – again scalar – polarization components Ex (t ), Ey (t ) and Ez (t ). For the
treatment of elliptically polarized fields the Jones calculus can be used as described for
example in [66].
2.1.4 Dispersion and absorption
Dispersion is a physical effect that – as the name suggests – leads to a separation of
spectral light components in time and space. As its impact increases with the spectral
bandwidth, the effect constitutes a major challenge in ultra-fast optics where pulse spec-
tra may span tens or hundreds of nanometers.
The term “dispersion” is often used in a broader sense to indicate any dependence
of light propagation on the wavelength. Strictly speaking, however, it is defined as the
wavelength/frequency-dependence of the phase velocity of light








where n(!) is the refractive index and c is the vacuum speed of light. A related quantity










n(!) + ! ∂n(!)∂!
(2.37)
that indicates the propagation speed of the pulse envelope. Notably, the difference be-
tween phase and group velocity of the carrier frequency of the pulse results in a shift of
the absolute CEP during propagation.
The refractive index itself is a material property and is related to the relative permittiv-
ity "r and the linear susceptibility (1) by:
n(!) = √"r (!) = √1 + (1)(!) (2.38)
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Material Refractive Index















2−0.01667 − 0.01627 





2 + 0.0006081 4 − 0.00006740 6 [69]
CaF2 n =
√


























2−0.01189 − 0.01848 




2−0.01223 − 0.01861 
2 + 0.000045778e 4 − 0.000032526 6 [72]
Table 2.2: Sellmeier equations and coefficients of selected materials to calculate the
wavelength-dependent refractive index. By convention the unit of the wavelength  is
µm.
The frequency-dependence of (1), "r and n is the physical origin of dispersion. This
dependence can be well approximated for most materials with the so-called “Sellmeier
equations”. In Table 2.2 the equations and coefficients for a few typical media are listed
that were used in this work.
In general the refractive index is a complex number ncplx = n + i with the imagi-
nary part (!) that defines the absorption of light that propagates in a material. To-
gether with dispersion it enters the FOPE via the frequency-dependent wavenumber
k (!) = kvac ncplx(!). During propagation the electric field strength decreases due to ab-
sorption, where the penetration depth L is the distance after which the intensity (I∼|E |2)
has dropped to 1/e of its initial value. It is defined by L = 1/ with the absorption coeffi-
cient :
(!) = 4  (!)

(2.39)
Tabulated values for  can be found in the literature, e.g. [73, 74].
The contribution from dispersion to the FOPE leads to an accumulated spectral phase
’(!):
’(!) = n(!) !
c
L (2.40)
where L is the propagation distance in a medium with the refractive index n(!). It is

















The dispersion coefficients Dm in this expansion are named as follows:
D0 = ’(!) !=!0 = zeroth-order phase = ’(!0)
D1 = ∂! ’(!) !=!0 = group delay = GD(!0)
D2 = ∂
2
! ’(!) !=!0 = group delay dispersion = GDD(!0)
D3 = ∂
3
! ’(!) !=!0 = third order dispersion = TOD(!0)
D4 = ∂
4
! ’(!) !=!0 = forth order dispersion = FOD(!0)
D5, ..., D∞ = ∂
5...∞
! ’(!) !=!0 = higher order dispersion
Fig. 2.4 shows the influence of the low order dispersion coefficients on the electric field
of a laser pulse with a compressed pulse duration of 5 fs. It is apparent that dispersion
can affect the CEP, the temporal delay, the instantaneous frequency (“chirp”) and the
pulse duration. Furthermore, the peak electric field strength is always reduced if any of
the dispersion coefficients (with the exception of the group delay) is non-zero.
In many cases the described Taylor expansion is very useful as higher-order dispersion
coefficients are often small and hence the spectral phase can be well approximated by a
low-order polynomial allowing for an analytical treatment of dispersion effects. How-
ever, for broad spectral bandwidths and more complex phase curves ’(!) the practicabil-
ity of the Taylor expansion reaches its limit and a numerical treatment can be the better
choice.
For visualization, instead of the phase ’(!) often the frequency dependent group de-
lay* GD(!) = ∂! ’(!) is plotted as it is the more intuitive quantity: sloppily speaking the
GD gives the relative temporal delay of each frequency !. Hence, a constant GD for all
! indicates a perfectly compressed pulse, a constant slope of the GD curve indicates a
linear chirp and so on.
For most experiments it is crucial to work with compressed or specifically chirped
pulses. Furthermore, it is common in laser amplifier chains to temporally stretch the
optical pulses before amplification and to re-compress them afterwards. Therefore dis-
persion control plays a key role in ultrashort laser systems as will be briefly discussed in
the following.
2.1.5 Chirped pulse amplification and dispersion control
The concept of chirped pulse amplification (CPA) has been first demonstrated by Strick-
land and Mourou in 1985 [52] and addresses the problem of laser induced damage of
optical components in high energy amplifiers: by stretching the pulses to be amplified in
time, the intensity can be reduced by orders of magnitude which allows a safe operation
of the amplifier chain. In a subsequent compressor that is matched to the stretcher and
to the additional dispersion of the beam path, the amplified pulses are re-compressed to
finally obtain high-energy, high-intensity pulses. A schematic illustration of the concept
is shown in Fig. 2.5a.
* Not to be confused with the dispersion coefficient for the group delay D1 = GD(!0) which is the temporal
delay of the carrier frequency !0 and hence a single value.
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Fig. 2.4: Effect of different dispersion coefficients on the temporal waveform of a 5 fs pulse.
The specified coefficients are evaluated at the carrier frequency !0 = 2.35 PHz (0 =
800 nm).
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(a) Chirped pulse amplification (CPA)
(b) Optical parametric chirped pulse amplification (OPCPA)
Fig. 2.5: Illustration of the concepts of (a) chirped pulse amplification and (b) optical para-
metric chirped pulse amplification.
Optical parametric chirped pulse amplification (OPCPA, cf. Fig. 2.5b) transfers the idea
of CPA to systems based on optical parametric amplification (OPA), a nonlinear amplifi-
cation process that will be later explained in more detail. In contrast to classical CPA, the
reason for stretching and re-compression of the "signal" pulses in the OPCPA scheme is
usually not to prevent laser damage but to match their pulse duration with the duration
of the typically orders of magnitude longer "pump" pulses. By this means, the extraction
of pump energy by the signal is enhanced and the amplification gain is maximized [51].
For the application of these CPA concepts and to compensate dispersion introduced
by media it is necessary to gain control over the individual dispersion coefficients of a
pulse. To this end, a large variety of tools has been developed with the most prominent
examples being prism and grating stretchers/compressors [75], chirped mirrors [76, 77],
spatial light modulators (SLM) [78] and acousto-optic modulators (AOM) [79]. An ex-
cellent introduction to ultrashort pulse shaping using some of these instruments can be
found in [80].
The usability of the respective tools depends very much on the specific application and
often a combination of different schemes is implemented in one laser system. Table 2.3
gives a quick overview about typical advantages and disadvantages of the schemes with-
out claiming validity for all possible cases (depending on the bandwidth, the wavelength
region, and other factors, the performance might be better or worse than indicated). In
the PFS system, all of the listed schemes are used as will be described in later chapters.
2.2 Nonlinear processes
Having discussed diffraction and dispersion in the previous sections, the last term in
the FOPE (Eq. (2.17)) that needs to be treated is the nonlinear one on the right-hand-
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Table 2.3: Capabilities of different dispersion control schemes.
side. Besides the frequency-dependent prefactor, this term contains the already defined
nonlinear polarization which is given by




i jk E j Ek + 
(3)
i jkl E j Ek El + ...
)
(2.42)
where the indices i ,j ,k denote the polarization components of the electric field and take









i jk E j Ek = 
(2)
ixx Ex Ex + 
(2)
ixy Ex Ey + ... (2.43)
It is obvious that the nonlinear polarization P (NL)i is created by the combined interaction of
different electric field components. During propagation in accordance with the FOPE this
leads to an exchange of energy between the fields or the generation of new fields. The
coupling strength between the components in this interaction is given by the material-
specific nonlinear susceptibility tensors (n) that will be discussed in Section 2.3.4 in more
detail.
Depending on the number of fields that interact with each other (or with themselves)
the induced nonlinear processes are referred to as second-order processes, third-order
processes and so on. In the following the most important of these processes will be de-
scribed.
2.2.1 Second-order processes
To understand how second-order nonlinear processes lead to the generation of new fre-
quencies let us consider an electric field
Ei (z, t ) = Ai (z ) ei(ki z−!i t ) + c.c. (2.44)
where each polarization direction i ∈ {x, y, z} contains a distinct field amplitude Ai (z )
and frequency !i . The second-order nonlinear polarization is then given by:
P (2)i = "0 
(2)
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where A∗k (z ) is the complex conjugate of Ak (z ). As one can see from the time-dependent
exponential terms, the nonlinear polarization oscillates at two new central frequencies:
• Sum-frequency generation (SFG) produces:
SFG : !j + !k → !SF (2.46)
In the special case that both input frequencies are identical (!j = !k = !), the
process is called second-harmonic generation (SHG) :
SHG: ! + ! → !SH = 2! (2.47)
• For difference-frequency generation (DFG) it is common to name the three in-
volved frequencies pump, signal and idler. Accordingly, the newly generated idler
frequency !i is produced by:
DFG: !p − !s → !i (2.48)
The DFG process is often also referred to as optical parametric amplification (OPA)
with the signal beam being amplified by the pump. Hence, the interaction can
alternatively be written as:
OPA : !p → !s + !i (2.49)
Physically both processes are identical. The chosen designation generally depends
on which beam is further used for experiments: the newly generated idler (“DFG”)
or the amplified signal beam (“OPA”).
SFG and DFG are widespread techniques to convert light from one spectral region to an-
other and allow to access different wavelength bands with just one primary light source.
OPA on the other hand is used to transfer energy from the pump to the signal beam and
to generate by this means high-energy pulses in spectral regions or with broad band-
widths that could not be accessed by classical laser amplification. As OPA is one of the
most important processes for the experiments in this work, we will have a more detailed
look onto it in the following.
Simple analytical simulation of optical parametric amplification
In order to derive a simple analytical model for OPA, we take only the DFG-term from
Eq. (2.45) and omit the complex conjugate:
P (2)+OPA, i = "0 
(2)
i jk Aj A
∗
k e
i(kj−kk )z−i(!j−!k )t (2.50)
Restricting ourselves to the OPA interaction, we can furthermore substitute* the tensor

(2)
i jk by the scalar value deff from literature [60, 81] and replace the indices i ,j ,k in accor-
dance with the pump-signal-idler nomenclature:
* This substitution adds a factor of two due to the historical definition of deff and another factor of two
due to the permutation symmetry of (2)i jk . The relation between deff and 
(2)
i jk will be further explained
in Section 2.3.4.
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E+i (z, t ) = Ai(z ) eikiz−i!it (2.52)
for the electric field of the idler we can insert Eq. (2.51) and Eq. (2.52) into the FOPE
Eq. (2.17). For infinite plane waves the diffraction term vanishes and as we defined our
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Ap(z )A∗s (z ) ei∆k z (2.53)
where
∆k = kp − ks − ki (2.54)
is the wavevector mismatch and ∆k z is the phase mismatch . Eq. (2.53) describes the
evolution of the idler amplitude during propagation along z . The corresponding differ-
ential equations for signal and pump are respectively




Ap(z )A∗i (z ) ei∆k z (2.55)
∂z Ap(z ) =
2 i!2p deff
c 2 kp
As(z )Ai(z ) e−i∆k z (2.56)
yielding all together the well known set of coupled PDEs for OPA [60]. Assuming Ap ≈
const. (i.e. neglecting pump depletion), As(z=0)  Ap(z=0) and Ai(z=0) = 0, this set of
PDEs can be solved analytically [42, 61] resulting in an expression for the parametric gain
G of the signal intensity Is:
Is(z = L)
Is(z = 0) = 1 + G = 1 + (g L)
2
sinh2
(√(g L)2 − (∆k L/2)2)
(g L)2 − (∆k L/2)2 (2.57)






with the pump intensity Ip, the refractive indices np, ns and ni, and the wavelengths s
and i.
Depending on the values of g , L and ∆k there are three limit cases:
∆k  g ⇒ G ≈ (g L)2 sinc2(∆k L/2) (2.59)
∆k  g and g L  1 ⇒ G ≈ (g L)2 (2.60)






Fig. 2.6: (a) Simulated gain curves for monochromatic OPA as a function of distance L for
different values of wavevector mismatch ∆k and gain coefficient g . Grey curves show the
limit cases for g = 2.5 and ∆k = 12. (b) Same plot on logarithmic y-scale.
Fig. 2.6 illustrates these cases with a few exemplary curves for different gain coefficient
and wavevector mismatch values: The oscillatory behavior (”back-conversion“) from
Eq. (2.59), the quadratic increase from Eq. (2.60) at small L values and the exponential
gain from Eq. (2.61) for small ∆k and large L are clearly visible. It becomes obvious from
the plots that a small ∆k is very beneficial to achieve a high gain. Note that while in
theory the negative effect of any ∆k , 0 can be compensated with a larger gain coefficient
g , in practice this is not feasible: Typically the only way to increase g is by increasing the
pump intensity Ip and therefore the damage threshold of the medium and the onset of
other nonlinear effects set a limit to this measure. Hence, minimizing ∆k in the first place
is a key requirement for efficient OPA as will be described in Section 2.3.3.
We will see that for broadband signal pulses a value of ∆k = 0 cannot simultaneously
be achieved for all wavelengths and therefore a wavelength-dependent phase mismatch
remains. Besides the discussed implications for the parametric gain, this mismatch also
affects the spectral phase of the amplified signal pulses. The difference between ampli-
fied and unamplified signal phase is known as optical parametric phase or OPA phase .










(√(g L)2 − (∆k L/2)2)√(g L)2 − (∆k L/2)2 +/- (2.62)
In Fig. 2.7 this OPA phase is shown as a function of the parametric gain G for different
phase mismatch values ∆k L. As one can see from Fig. 2.7a, the magnitude of the OPA
phase increases with higher gain and phase mismatch (but with a negative sign). To il-
lustrate the functional interrelation, in Fig. 2.7b we plotted the OPA phase in units of the
phase mismatch. It is apparent that for high gain values there is an almost constant ratio
between the two that slowly converges towards -0.5 for G → ∞. In practice this means
that after high gain amplification, the signal pulses feature an additional phase ’OPA(!)
which is negative proportional to the phase mismatch ∆k (!) L of the OPA process. Taking
into account and compensating this additional phase is vital for a full temporal compres-
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(a) (b)
Fig. 2.7: (a) Simulated OPA phase as a function of parametric gain G for different phase mis-
match values ∆k L. Plot (b) shows again the OPA phase but this time in units of ∆k L to
illustrate the tendency towards a constant ratio between OPA phase and phase mismatch
for large gain values.
sion of the amplified pulses (an example can be found in [83]).
It should be pointed out that the analytical description of OPA here does only treat
the interaction of three monochromatic waves in the case of low efficiency (non-depleted
pump). So while the considerations provide some useful insight into the mechanism
and scaling, a thorough treatment of broadband and highly efficient OPA (together with
other nonlinear interactions) requires more sophisticated and numerical tools as will be
described in Section 2.4.
2.2.2 Third-order processes
Since there exists a large variety of third-order processes we will limit ourself here to
the effects most relevant for this work. These effects are self-focusing, self-phase mod-
ulation (SPM), cross-phase modulation (XPM) and cross-polarized wave generation
(XPW) and all of them can be symbolically described by a four-wave-mixing process:
self-focussing, SPM, XPM, XPW : !1 + !2 − !3 → !4 (2.63)
In the following we will describe the origin and physical consequences of these mixing
processes.
Self-focusing, self-phase modulation and self-steepening
Let us assume a pulse propagates in z -direction with a linearly polarized electric field
along the x-axis:
Ex (r , t ) = Ex (r , t ) cos (!t )
=







where the vector r = (x, y, z ) accounts for a spatially dependent field strength. The third-
order nonlinear polarization along the same axis is then given by:
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As one can see, the nonlinear polarization contains one term that oscillates at 3! (third-
harmonic generation, THG ) and another that reproduces the original field Ex (r , t ), how-
ever, modulated by its intensity Ix (r , t )∼E2x (r , t ). While THG – in the same way as SHG –
transfers energy from the fundamental frequency range into another spectral band, the
second term modifies the fundamental pulse itself. This can be seen, when inserting P (3)x
into the FOPE (Eq. (2.17)) where this second term adds an intensity-dependent phase to
the original field Ex (r , t ) with important consequences:
a) For a beam with spatially varying intensity I = I (x, y ) (e.g. a Gaussian beam) the
additional phase leads for the common case of (3) > 0 to a slower propagation of
the pulse wavefront in regions with high intensity compared to regions with low
intensity resulting in a bent wavefront. Depending on the shape of the intensity
distribution this can cause a focusing of the entire beam or of small intense regions
(“hot spots”) and is referred to as self-focusing [84].
b) If the intensity varies over time (which is the case by definition for all short laser
pulses) the introduced nonlinear phase is also time-dependent which implies (re-
calling the definition !inst = −dΦ/dt ) the generation of new frequencies. This mod-
ification is called self-phase modulation (SPM).
Additionally, the high-intensity temporal peak propagates slower than the less in-
tense wings which is the temporal equivalent to the spatial self-focusing and re-
sults in a steepening of the pulse envelope at the trailing edge of the pulse (self-
steepening) [85].
The effect of SPM and self-steepening is shown in Fig. 2.8 where we simulated the
third-order nonlinear propagation of a pulse in a dispersion-free medium. The ap-
parent spectral broadening induced by the combination of both effects can be ex-
perimentally exploited for supercontinuum generation in gas-filled hollow core
fibers or in bulk material as we will show in Section 3.1.
The (3)-nonlinearity leading to self-focusing, SPM and self-steepening is often referred
to as intensity-dependent nonlinear refractive index n(, I ):
n(, I ) = n0() + n2() · I + ... (2.66)
where higher orders are usually neglected. The nonlinear refractive index provides an
intuitive explanation of the additional phase delay introduced by high intensities and
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(a) electic fields (b) instantaneous frequency (c) spectra
Fig. 2.8: Simulation of SPM and self-steepening for 20 fs-pulses with different intensity (in-
creasing from #0 to #3) propagating in an artificial medium featuring (3)-nonlinearity but
no dispersion. (a) shows the electric fields of the two extreme cases where the modu-
lated oscillation frequency and amplitude steepening towards the trailing edge of the high-
intensity pulse are clearly visible. (b) shows the variation of the instantaneous frequency
with time across the different pulses. In (c) the increasing spectral broadening can be seen.
The nonlinear refractive index of gases is typically of the order of 10−19 m
2
W while for glasses
and common nonlinear crystals it is of the order of 10−16 m
2
W . Tabulated values for different
materials can be found for example in [60, 61].






n2 I (z ) dz (2.68)
This integral measures the accumulated nonlinear phase shift after a propagation length
L in units of one oscillation of the central wavelength 0. Hence, it provides an esti-
mate for the impact of self-focusing and SPM on pulse shape and propagation. For beam
transport these effects are usually unwanted and the B-integral is kept as small as possi-
ble e.g. by avoiding transmission of high-intensity pulses through glass substrates or by
propagation in vacuum instead of air. In general, a B-integral value smaller than one is
assumed to be tolerable.
Cross-phase modulation and cross-polarized wave generation
In contrast to self-focusing and SPM where the four interacting fields are polarized along
the same direction and belong to a single beam, cross-phase modulation (XPM) denotes
the case of third-order interactions between fields that belong to different beams or are
polarized along different directions. The physical consequences are in fact quite similar
to self-focusing and SPM with the difference that the nonlinear phase induced by one
beam can be imprinted onto the other when the beams overlap in space and time [87].
Note that XPM represents a direct modulation of the phase via (3) and should not be
confused with the situation when self-focusing and SPM in one of the beams affects the
other via (2) processes such as OPA [88].
Cross-polarized wave generation (XPW) is known as an (3)-effect where the electric
field along one polarization direction not only modulates the phase of a cross-polarized
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(a) spectra (b) temporal contrast
Fig. 2.9: Simulation of spectral broadening and temporal cleaning for a pulse that propagates
in an artificial non-dispersing medium with a (3) nonlinearity supporting exclusively XPW
generation. (a) Broadened spectrum of the cross-polarized wave compared to the input
spectrum. (b) Contrast enhancement (logarithmic scale) by nonlinear suppression of tem-
poral artifacts in the input field.
field but even creates this field [89]. The exemplary generation of a y-polarization P (3)y,XPW








x (r , t )Ex (r , t ) (2.69)
The implementation of XPW generation into laser systems has become very popular in
the past years [90–96] as it exhibits two attractive features:
a) Since XPW generation is a third-order process, the envelope of the newly generated
pulse is proportional to P (3)y,XPW and therefore to the third power of the input pulse
envelope:
Ey,XPW(r , t ) ∼ E3x (r , t ) (2.70)
Hence, in the ideal case of perfectly compressed input pulses, negligible disper-
sion, no saturation and absence of other nonlinear effects, XPW generation leads
to a pulse shortening by 1/√3 ≈ 0.58 which implies a spectral broadening of
√
3.
Compared to spectral broadening by SPM this technique has the advantage that
the broadening does not depend on input intensity. Thus, it can be used in cases
where a high conversion efficiency (which does depend on intensity) is not required
but pulses are too long for broadening by SPM or their phase would be critically
distorted by the process.
b) The second interesting feature of XPW generation is the fact that because of the
high nonlinearity of the effect, any weak temporal artifacts (pre-/post-pulses) of
the input field are strongly suppressed in the cross-polarized output. Hence, the
contrast of the newly generated field is significantly enhanced: the process acts as
a temporal pulse cleaner.
In Fig. 2.9 the simulation results for XPW generation by a 20 fs input pulse are shown. The
spectral broadening as well as the temporal cleaning are clearly visible. Experimentally
we will take advantage of both effects to produce high-contrast seed pulses for OPA as
will be described in Section 4.2.
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2.3 Nonlinear media
Generally speaking, nonlinear processes in dielectric media become important if the
electric field amplitude of an optical pulse is of the order of the atomic electric field
strength Eatom. For the hydrogen atom for example this corresponds to a field of Eatom ≈
5 × 1011 V/m. Hence, one can expect that the second-order susceptibility (2) is of the order
of 1/Eatom ≈ 2 pm/V, the third-order susceptibility (3) is of the order of 4 pm2/V2 and so
on. Indeed this estimate roughly matches the experimentally determined values of many
dielectrics as can be seen from the susceptibility tensor components of a few exemplary
materials listed in Table 2.4.
Material Susceptibility tensor components















BBO, (2) d23 = 2.2 pm/V d31 = 0.16 pm/V [98]
BBO, (3) c11 = 500 pm2/V2 c10 =−24 pm2/V2
c16 = 147 pm2/V2 c33 = −535 pm2/V2 [99]
LBO, (2) d31 = d15 = 0.85 pm/V d32 = d34 = −0.67 pm/V
d33 = 0.04 pm/V [100]
Table 2.4: Tabulated values of the nonlinear susceptibility tensor components for selected
crystals. For conversion between the contracted notations dil and cim and the genuine
tensors (2)i jk and 
(3)
i jkl see Table A.1 in the appendix.
2.3.1 Isotropic media
Whether a medium exhibits a certain type of nonlinearity depends very much on its
atomic structure. Isotropic media like gases or glasses possess spherically symmetric
binding potentials and therefore do not support even-order nonlinear processes such as
SHG (except at interfaces). Hence, these media are typically used to trigger third-order
effects like SPM. As air and glass substrates are often unavoidable components in laser
systems also their unintended nonlinear impact (e.g. self-focusing) on high-intensity
pulses has to be considered. In the last section we have already introduced the B-integral
(Eq. (2.68)) to quantify this impact.
2.3.2 Crystals
Crystals – in contrast to isotropic media – exhibit distinct symmetries in the atomic struc-
ture and especially may be non-centrosymmetric thus enabling even-order nonlinear ef-
fects. An anisotropy of the crystalline structure generally implies also an anisotropy of
the refractive index, i.e. the indices along the principle axes* of the crystal are different
* For orthorhombic crystals the principle axes correspond to the crystallographic axes. For non-
orthogonal crystal structures such as hexagonal or triclinic crystals, however, principle and crystallo-
graphic axes do not coincide.
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(a) rotation by 180° − ’
around the z -axis
(b) rotation by #
around the y -axis
(c) rotation by  
around the z -axis
Fig. 2.10: Orientation of a beam inside a crystal: Successive rotation of the beam coordinate
system (x ,y ,z ) with respect to the principle axes of the crystal (X ,Y ,Z ) by ’, # and  . The z -
axis indicates the direction of beam propagation, x and y are the directions of polarization.
from each other. As a consequence, a laser beam that propagates through such a crystal
”sees“ different refractive indices depending on the orientation of the beam polarization
with respect to the principle crystal axes. Hence, two orthogonally polarized electric
fields in general are refracted differently at the crystal surface and propagate at different
speed inside the material (birefringence).
If the electric field of a laser beam is not polarized along one of the principle axes
of the crystal, the so-called “effective” refractive index has to be calculated. For this
purpose one defines a beam coordinate system where the z -axis denotes the direction
of propagation and x- and y -axis are the polarization directions* of the electric field. By
convention, the orientation of this coordinate system with respect to the principle axes of
the crystal is specified by the rotation angles ’, # and  as shown in Fig. 2.10. The further
procedure to determine the effective refractive indices nx and ny depends on the type of
crystal.
Uniaxial crystals
Uniaxial crystals possess one optical axis Z with a refractive index different to the other
two axes X and Y . For negative uniaxial crystals like BBO (beta-barium borate, -BaB2O4)
or DKDP (potassium dideuterium phosphate, KD2PO4) the relation between the indices
is nZ < nX = nY , whereas for positive uniaxial crystals it is nZ > nX = nY [101]. The plane
that contains the direction of beam propagation z and the optical axis Z of the crystal is
termed "principle plane". A beam polarized perpendicular to this plane is called ordinary
while a beam polarized in this plane is called extra-ordinary. In Fig. 2.10b these polar-
ization directions are represented by the y - and x-axis respectively. Hence, the ordinary
refractive index is given by
no = nX (= nY ), (2.71)










* For simplicity we consider in the following only linearly polarized beams.
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takes a value between nX and nZ that depends on the angle #. Since nX = nY , in uniaxial
crystals a rotation around the optical axis by ’ has no influence on both refractive indices.
For typical values of the “roll”-angle  (compare Fig. 2.10c) the beam polarization along




ne (#) for  ∈ {0°, 180°}
no for  ∈ {90°, 270°}
(2.73)
For the y -polarization with the effective refractive index ny the assignment is vice versa.
In the general case that  has any other than the specified values, x- and y -axis do not
coincide with ordinary or extra-ordinary axes. As a consequence, the field components
of a laser pulse Ex and Ey are decomposed into ordinary and extra-ordinary fields
Eo = Ex sin + Ey cos (2.74)
Ee = Ex cos + Ey sin (2.75)
with the respective refractive indices no and ne (#) as already specified. This decompo-
sition is exploited for example in half-wave plates [102] where the input polarization
splits into ordinary and extra-ordinary waves that propagate at different phase veloci-
ties. Hence, during propagation a phase delay between the two waves is created. When
the two waves “recombine” at the exit surface of the wave plate this phase delay effec-
tively results in a rotated polarization of the output beam with respect to the input.
Furthermore, the polarization splitting into ordinary and extra-ordinary components
leads to the well known phenomenon of double refraction where objects appear as dou-
ble images when observed through a birefringent crystal. Two physical effects are re-
sponsible for this phenomenon: first, according to Snell’s law the polarization dependent
refractive index leads to different angles of refraction at the crystal surface. And second,
for the extra-ordinary beam (in contrast to the ordinary beam) the direction of energy
flow does not coincide with the direction of the wavevector [98]. The angle % between
these two directions is called walk-off angle and can be calculated as:









where ne = ne (# = 90°) = nZ . As a consequence of this walk-off, ordinary and extra-
ordinary beams are spatially separated after propagation through a birefringent crystal.
Remarkably, this effect also occurs for a perpendicular angle of incidence of the beam
onto the crystal surface.
Biaxial crystals
In biaxial crystals the refractive indices nX , nY , nZ along the principle crystal axes are
all different from each other. The assignment of the axes is by convention such that
nZ > nY > nX . A biaxial crystal is called positive if nY is closer to nX than to nZ , oth-
erwise it is called negative. The latter applies for example for LBO (lithium triborate,
LiB3O5) [98].
Allowing for arbitrary values of ’ and # (i.e. an arbitrary beam orientation) all possible
effective refractive indices in a biaxial crystal can be visualized by the so-called “refrac-




Fig. 2.11: (a) Refractive index ellipsoid of a biaxial crystal. nX , nY , nZ are the refractive indices
along the principle crystal axes X , Y , Z and nx , ny are the effective refractive indices along
the axes x , y of a beam coordinate system rotated by ’ and # relative to the crystal system.
(b) and (c) show two examples of quasi-uniaxial orientations of a biaxial crystal.
crystals in most cases not possible to identify an ordinary and an extra-ordinary polariza-
tion: in fact beams polarized along x or y are in general both extra-ordinary in the sense
that their refractive indices depend on ’ and # and both beams exhibit walk-off.
However, in the special but commonly used case that the direction of propagation z
lies in one of the principle planes XY , X Z or Y Z , a biaxial crystal can be treated as quasi-
uniaxial. This special orientation is obtained if ’ (or #) is 0° or a multiple of 90° and is
shown for two exemplary cases in Fig. 2.11b and Fig. 2.11c. Consequently, ny (or nx ) rep-
resents the ordinary refractive index and is identical to one of the principle indices while
nx (or ny ) represents the extra-ordinary index and takes a value between the other two
principle indices as a function of # (or ’). For the calculation of nx and ny the following






















Having described now in this section how the effective refractive indices in birefrin-
gent crystals depend on the relative orientation of principle crystal axes and beam po-
larizations, we will discuss in the following how this property is used to achieve phase
matching in nonlinear processes.
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2.3.3 Critical phase matching
In general, the electric fields that take part in a nonlinear interaction cover different
and/or broad wavelength bands. As we have already discussed, these different spec-
tral components propagate at different phase velocities because of material dispersion.
Hence, without further action the individual fields will be out of phase after a propaga-
tion distance equal to the coherence length Lc=/∆k , where ∆k is the wavevector mis-
match of the interacting fields. This loss in coherence eventually leads to the reversal of a
nonlinear interaction (“back-conversion”) and thus reduces its efficiency. Using OPA as
an example we have seen this effect already in Fig. 2.6.
In this respect, the birefringence of many nonlinear crystals is a very beneficial property
as it allows to tune the effective refractive indices nx and ny by adjusting the orientation
of the crystal. Since the wavevectors of the interacting fields depend on the index of
refraction (k = kvac ·n) by this means the wavevector mismatch ∆k can be minimized. This
method is called critical phase matching as opposed to other phase matching techniques
such as temperature phase matching [61] or quasi-phase-matching [41].
Fig. 2.12 shows how the SHG-process 1030 nm→ 515 nm in an LBO crystal can be phase
matched by rotating the crystal such that the refractive index at 1030 nm on the x-axis
(ordinary) and the index at 515 nm on the y -axis (extra-ordinary) are equal. For the cal-
culation of nx and ny the equations (2.77) and (2.78) can be used.
While this example shows that by crystal angle tuning it is possible to phase-match
two discrete wavelengths, the frequency conversion and amplification of ultrashort laser
pulses requires simultaneous phase matching for spectral bandwidths of up to several
hundred nanometers. In the case of OPA with collinear pump, signal and idler beams
Fig. 2.12: Example for critical phase matching in an LBO crystal: by rotation of the crystal,
the effective refractive indices nx (1030 nm) and ny (515 nm) are matched to support efficient
SHG: 1030 nm → 515 nm. The principle refractive indices of LBO nX , nY , nZ are shown as
dashed lines.
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(a) NOPA scheme (b) conservation of
energy
(c) wavevector mismatch
Fig. 2.13: Schematics of (a) the non-collinear interaction of pump, signal and idler, (b) conser-
vation of energy of the involved photons for different signal/idler frequencies, (c) wavevec-
tor mismatch in collinear and non-collinear OPA for different signal/idler wavevectors.
this means that the wavevector mismatch




wp np −ws ns −wi ni

(2.79)
has to be zero (or close to zero) for all interacting frequencies yielding the condition
ni (!p − !s) != np !p − ns !s ∀ !p, !s (2.80)
where we used the conservation of energy !i = !p − !s.
For most materials and spectral regions this condition cannot be fulfilled due to the
unfavorable development of the refractive indices with !. A common method to work
around this issue is to introduce a non-collinear angle  between pump and signal beam
(see Fig. 2.13a) as an additional degree of freedom [103]. To avoid confusion, in the fol-
lowing we will call the angle between pump and signal inside the interaction medium
int whereas the angle outside the medium will be called ext. To describe the wavevector
mismatch in such a non-collinear OPA (NOPA) scheme, Eq. (2.79) has to be modified to
a vectorial equation:







k 2p + k
2
s − 2kp ks cos (int) − ki (2.82)
Compared to collinear OPA, the free parameter int allows to reduce the mismatch ∆k for
different signal/idler wavevector pairs geometrically as depicted in Fig. 2.13c.
Fig. 2.14 demonstrates numerically how such a NOPA scheme can be used to phase-
match a broadband signal (s=680-1400 nm) and a narrowband pump (p=515 nm) in an
LBO crystal. The chosen wavelengths correspond to the OPCPA design of the PFS system
that will be described in the next chapter. Using the absolute value of the wavevector
mismatch integrated over the full wavelength range as a cost function, Fig. 2.14a shows
the dependence of the optimal phase-matching angle ’ on the non-collinear angle int
(white line). The wavelength-resolved wavevector mismatch for selected points on this
curve is displayed in Fig. 2.14b where int = 1.1° and ’ = 14.4° can be identified as the
optimal parameter set to accomplish at the same time a small total mismatch and a broad
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(a) (b)
(c) (d)
Fig. 2.14: Wavevector mismatch for broadband NOPA in an LBO crystal. (a) total mismatch
∆ktot =
∫ |∆k (!s)| d!s for different combinations of int and ’. The white line indicates for
each int the optimal angle ’ to achieve minimal total mismatch. (b) Wavelength-resolved
wavevector mismatch for selected combinations of int and ’. Dashed lines show mismatch
for a ±0.5 nm shifted pump wavelength emulating a broadband pump. (c) Scan of phase
matching angle ’. (d) Scan of non-collinear angle int.
phase-matching bandwidth. The dashed curves show the respective ∆k values for this
parameter set if the pump wavelength would be changed by ±0.5 nm and hence emulate
the slightly relaxed phase matching with a non-monochromatic pump. Fig. 2.14c and
Fig. 2.14d illustrate how the wavevector mismatch changes if one of the two angles is
scanned while the other is fixed.
2.3.4 Nonlinear susceptibility tensors
The nonlinear susceptibility tensors (2), (3), ..., (n) that define the coupling strength
between electric fields in a nonlinear interaction possess without further assumptions
3n independent elements. However, by applying crystal and Kleinman symmetries this
number can often be greatly reduced [60]. Additionally, it is common to use the con-
tracted notation with the matrices dil and cim instead of 
(2)
i jk and 
(3)
i jkl . Hence, often only
few independent and non-zero elements remain (compare Table 2.4).
Similar to the effective refractive index, there is an effective susceptibility tensor that
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determines the nonlinear interaction for a beam propagating in a crystal under some
angle. By using the rotation matrix
T (’, #) =
*...
,
− cos ’ cos # − sin ’ cos # sin #
sin ’ − cos ’ 0




where the angles ’ and # are the same as defined in Fig. 2.10, one can calculate* the
effective second-order nonlinear tensor (2)′lmn :

(2)′







where T −1 is the inverse of T . The dash in (2)′lmn indicates that the tensor is now given in
the basis of the beam coordinate system (x ,y ,z ) while the original tensor without dash is
given in crystal coordinates (X ,Y ,Z ). Accordingly, for the third order susceptibility holds:

(3)′









To illustrate the idea of tensor transformation we will use the (2)-tensor of BBO (3m
point group crystal structure) that has eleven non-zero components with three indepen-
dent values, namely d22, d31 and d33 [61]. As the value of d33 is very small it is usually
neglected. Performing now the matrix multiplications of Eq. (2.84) with this tensor and
taking a look at the component (2)′xy y , one obtains:

(2)′
xy y = 2
(
d31 sin # − d22 sin 3’ cos #
)
= 2deff (2.86)
with the well-known deff value from literature [60]. In the typical case of ’ = 90◦ we can
identify x as the extra-ordinary and y as the ordinary axis, thus (2)′xy y (like deff) is the
coupling constant for the Type I interaction o + o → e .
In summary, the matrix formalism allows to easily calculate the effective nonlinear
susceptibility tensors for any crystal orientation. Using this formalism for the simula-
tion of nonlinear interactions has the advantage over simulations based on a single deff
value that it automatically considers all nonlinear coupling coefficients and therefore all
possible interactions are included.
2.4 Numerical simulations
In order to understand and optimize nonlinear processes, considerable efforts have been
made to simulate the propagation and interaction of short light pulses. In particular OPA
with its ability to generate ultra-broadband pulses with high energy has raised a great
interest [42, 48, 51, 60, 61, 104, 105]. While analytical considerations such as presented
in Section 2.2.1 help to identify the important quantities and constraints, they generally
have to make certain assumptions to be analytically solvable. These assumptions – e.g.
regarding the spectral and temporal shape of the pulses, regarding dispersion, pump
depletion, etc. – often do not reflect the conditions in real world systems.
* For a derivation of Eq. (2.84) see section A.2.2 in the appendix.
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Hence, numerical tools have been developed to overcome these limitations. The most
prominent one is probably the SNLO software by Arlee Smith [106] that serves as an ex-
cellent database for nonlinear crystals and their properties and as a simulation tool for
second-order interactions. However, as it lacks the possibility to include experimentally
determined pulse features such as spectrum, spectral phase or spatial shape and as it
does not allow to run batch parameter scans, it cannot be used for all applications. Fur-
thermore, it is based on a single nonlinear coupling coefficient deff and hence does not
include multiple second-order or any third-order interactions.
The SISYFOS package by Gunnar Arisholm [104] on the other hand is able to integrate
experimental data or arbitrary pulse parameters and has been extensively used to simu-
late OPCPA systems such as PFS [49, 105, 107]. It constitutes a very powerful tool that
contains most linear and nonlinear effects (except for XPM, XPW) and even allows the
simulation of entire optical systems consisting of multiple components. A drawback of
these capacities is that the tool is quite complex and being closed-source the code cannot
be freely analyzed or extended.
Other tools such as the SOPAS code written by Christoph Skrobol in our group [49]
contain some of the features of SISYFOS but also suffer from restrictions (such as allowing
only for monochromatic pump pulses) that limit the applicability for the interaction of
multiple broadband pulses.
As an extension to the available tools, we therefore developed a code specialized on
the interaction of collinearly propagating ultra-broadband pulses including dispersion,
linear absorption and all second- and third-order nonlinear effects. Written entirely in
MATLAB, the code is easy to read, maintain and extend and allows the input and output
of data at any time.
Since the goal is to simulate the interaction of broadband pulses that might spectrally
overlap (“degenerate” interactions), the frequently used approach to distinguish beams
by their spectral bands is not practicable. Furthermore, the limitation to certain wave-
length bands would intrinsically suppress unpredicted mixing products generated e.g.
by cascaded processes. Therefore we follow the more general approach (described for
example in [108]) to distinguish pulses (or rather their electric fields) not by spectral re-
gions but only by their polarization direction. As a starting point serves the FOPE where
we limit ourself to infinite plane waves and therefore neglect the diffraction term:
∂z Ẽi (z, !) = iki Ẽi (z, !) + i!2"0ni c P̃NL, i (z, !)






E j (z, t )Ek (z, t )	 + (3)i jkl F

E j (z, t )Ek (z, t )El (z, t )	
)
(2.87)
Higher order nonlinear susceptibility tensors like (4)i jklm are not considered (but could
be included if necessary). Assuming that pulses propagate along the z -axis all indices
in this equation can take the value x or y . Hence, Eq. (2.87) in fact defines two coupled
PDEs describing the propagation and interaction of the electric fields Ex and Ey . This set
of PDEs can be solved numerically in different ways. We chose to use the exponential
Euler method [109] which solves a differential equation of the form
∂z y (z ) = Ay + F (y ) (2.88)
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Fig. 2.15: Comparison of the simulation results obtained by SNLO and the exponential Euler
code. For the simulation 30 fs pulses with central wavelength 0 = 800 nm were used.
by
ys+1 = e
A ∆z ys −
1 − e A ∆z
A
F (ys ) (2.89)
where ∆z is the appropriately chosen step size and s iterates until s · ∆z reaches the pre-
defined end position. Applying this method on Eq. (2.87) and calculating the effective
refractive indices and susceptibility tensors as described in Section 2.3 (indicated by the
dash symbols), one obtains:

















E ′n,s (t )E ′p,s (t )E ′q,s (t )
})
(2.90)
This set of equations (once more m, n, p, q can take the value x and y ) corresponds to a
1D+time split-step-method, i.e. for each step s it switches between the frequency domain
in which the linear propagation (dispersion and absorption) is calculated and the time
domain in which the nonlinear interaction is performed. For a better numerical stability
we use reduced wavenumbers m = km − k0, where k0 is the wavenumber of the central
frequency (“moving frame”).
For a test of the fidelity of the exponential Euler code we compared it with SNLO
(“PW-mix SP” method) by calculating with both tools the SHG efficiency of 30 fs pulses
at 0 = 800 nm central wavelength in a BBO crystal. In our code we set (3) to zero
thus only (2) effects were included. As can be seen in Fig. 2.15 the simulation results
are quasi-identical demonstrating that the exponential Euler code in principle works (al-
though experimentally the high efficiencies suggested by both simulations will hardly
be achieved due to the onset of other nonlinear effects and optical damage of the BBO
crystal).
As the stability of the code strongly depends on the step size ∆z and the number of
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equidistant frequency points N!, these parameters have to be chosen carefully. In prac-
tice, it proved to be a good indication for sufficiently fine sampling if the sum of input
and the sum of output energies of the simulated beams were identical (when absorption
is switched off). Since the code does not include any lateral dimension, it is reasonably
fast: at N∆z = 1000 slices and N! = 214 frequency points the computation takes less than
two seconds on one core of an Intel® Xeon E3-1240.
2.5 Temporal characterization of ultrashort light pulses
To resolve a short phenomenon such as a light pulse in time, one always needs a compa-
rably short reference that allows to temporally sample the phenomenon. In the case of
ultrashort light pulses the shortest references at hand are in fact other light pulses or the
original pulse itself. For this all-optical characterization of light pulses several methods
have been developed that can mostly be assigned to three categories:
With the second-order auto-correlation technique a light pulse is measured by splitting
it in a Michelson-interferometer setup into two duplicates which are then recombined
and overlapped in time and space at a second-order nonlinear crystal [62]. Recording
the intensity of the generated second-harmonic signal while temporally delaying one of
the duplicates with respect to the other yields an auto-correlation signal over time. This
signal can be used to determine the pulse duration of the original light pulse. If the
pulse to be examined is combined with a known reference pulse (instead of creating and
combining two duplicates), the technique is referred to as cross-correlation. The problem
of auto- as well as cross-correlation is that while they provide a proper estimate for the
pulse duration, the actual temporal shape cannot be unambiguously retrieved.
Interferometric methods represent the second category of pulse measurement tech-
niques and take advantage of the fact that according to Eq. (2.33) a light pulse is fully
characterized in time if its spectrum S(!) and spectral phase ’(!) are known.
Using Spectral Interferometry (SI) [110], two pulses with a fixed temporal delay ∆t
between them are combined at a beam sampler and sent to a spectrometer. The measure-
ment of the individual pulse spectra S1(!) and S2(!) is performed by blocking the other
beam. To determine the spectral phase, one can use the modulations in the combined
spectrum that result from the interference of the two pulses. From the mathematical ex-
pression for these modulations, given by
Smod(!) ∝ cos
(
’1(!) − ’2(!) − !∆t
)
, (2.91)
one can infer that they provide only information about the relative spectral phase ’rel(!) =
’1(!) − ’2(!) between the pulses. In particular for the case that a replica of the first pulse
is used as the second one (’1 = ’2), the relative phase term vanishes entirely. Therefore,
SI in general does not allow the full characterization of a light pulse.
An established technique to work around this issue is Spectral Phase Interferometry
for Direct Electric-field Reconstruction (SPIDER) [111]. The principle of SPIDER is to
create two replicas of the pulse to be characterized, introduce a fixed temporal delay
∆t between them, and mix them with a chirped copy of the original pulse in a nonlinear
crystal. The sum-frequency pulses generated by this means exhibit a temporal offset ∆t as
well as a spectral offset ∆! with respect to each other. As a consequence, the interference
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spectrum of the sum-frequency pulses is given by
Smod(!) ∝ cos
(
’(!) − ’(! + ∆!) − !∆t ) . (2.92)
Since ∆t and ∆! can be determined from the experimental setup, this allows to calculate
the absolute spectral phase ’(!) of the input pulse (modulo a constant phase and group
delay term). As SPIDER is furthermore intrinsically a single-shot method, it is widely
used for pulse characterization and many variants have been developed [112].
A rather new but conceptually straight-forward modification of the SI principle to al-
low the measurement of the absolute spectral phase is the Self-Referenced Spectral In-
terferometry (SRSI) [113, 114]. It creates a reference pulse by XPW generation from the
pulse to be characterized and measures the interference spectrum between the two. Due
to the cubic nonlinearity of the XPW generation process, the reference pulse features a
significantly smoothed spectral phase that can in most cases be considered to be flat.
Hence, the measured relative phase between the interfering pulses represents approx-
imately the absolute phase of the test pulse. Compared to SPIDER, the SRSI setup is
simpler in design and the measured signal is located in the same frequency band as the
input spectrum since no frequency conversion is involved. This makes SRSI for some
applications the better choice.
The third category of pulse characterization methods is represented by variants of the
Frequency Resolved Optical Gating (FROG) technique [62]. As the name suggests, the
idea of FROG is to temporally crop the test pulse E (t ) with a gate G (t ) and to measure the
spectrum of the resulting gated pulse as a function of the delay ∆t between test and gate
pulse. This yields a signal of the form
S(∆t , !) ∝

∫




i.e. a 2D spectrogram, also known as the FROG trace. From this spectrogram the test and
gate pulse can be iteratively retrieved with Principal Component Generalized Projections
Algorithms (PCGPA) [115, 116].
Depending on what is used as a gate G (t ), one distinguishes different FROG types
[117]. During the course of this work, three FROG devices were built and used for pulse
characterization as will be shortly explained in the following.
2.5.1 Cross-correlation FROG
In a cross-correlation FROG (XFROG) scheme, a typically compressed reference pulse
is used as the gate pulse G (t ) which is non-collinearly mixed with the test pulse in a
second-order nonlinear crystal. The resulting sum frequency is recorded as a function of
the relative delay between the two pulses and yields the 2D spectrogram. Fig. 2.16 shows
a sketch of the home-built XFROG setup: gate and test pulse are sent to a flat bi-mirror,
where one of the mirrors is mounted on a motorized delay stage. A subsequent spherical
mirror focuses both beams into a thin BBO crystal to generate the sum frequency. The
residual fundamental beams as well as the respective second-harmonics are blocked by a
horizontal slit. A lens images the sum-frequency beam from the crystal onto the entrance
of a spectrometer fiber for the acquisition of the spectrum.
The probably most beneficial property of the XFROG method is the usually straight-
forward interpretability of the FROG trace: if the gate pulse is “well-behaved”, i.e. if










Fig. 2.16: Sketch of the home-built XFROG setup. SM = spherical mirror, HS = horizontal slit.
Fig. 2.17: Comparison of experimentally determined material dispersion from two XFROG
measurements with theory. The FROG traces shown to the left are obtained by gating
uncompressed broadband pulses (700-1300 nm) with compressed 25 fs reference pulses at
795 nm central wavelength. For the measurement of the lower trace, a 4 mm CaF2 substrate
was placed in the beam path of the broadband pulses. The main plot shows the respective
retrieved GD curves and the difference between the two as well as the theoretical dispersion
of CaF2 calculated from the Sellmeier equation.
it does not exhibit strong amplitude modulations or phase distortions, the intensity dis-
tribution of the trace closely resembles the group delay curve GD(!) of the test pulse.
Hence, often no retrieval of the spectrogram is required to judge the chirp of the test
pulse and to decide how dispersion has to be adjusted in order to achieve best compres-
sion.
As the temporal delay ∆t is set by the mechanical movement of one of the bi-mirrors,
it is possible to measure ultrashort (few femtoseconds) as well as comparably long or
chirped pulses (tens of picoseconds) with our setup. This flexibility comes at a price
which is the scanning nature of the device. Thus, shot-to-shot-stable test and gate pulses
are required to obtain clean and meaningful FROG traces.
Exemplary traces are shown in Fig. 2.17 where we checked the performance of our
XFROG setup by comparing measured material dispersion with theory. As one can see
from the main plot, the difference in retrieved GD curves matches the theoretical expec-
tation very well, demonstrating the capabilities of the XFROG method.
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2.5.2 Single-shot second-harmonic generation FROG
A FROG variant that – different to the XFROG – does not rely on a reference pulse is
the so-called second-harmonic generation FROG (SHG-FROG). As a gate it uses the test
pulse itself and is thus a self-referencing method. Its spectrogram
S(∆t , !) ∝

∫




is always symmetric in time and has to be retrieved by PCGPAs to obtain information
about the spectral phase of the test pulse (in contrast to the intuitive XFROG traces). A
scanning SHG-FROG scheme would look identical to the XFROG version in Fig. 2.16 with
the only difference that instead of the reference pulse a copy of the test pulse would be
used at the input.
To make an SHG-FROG setup a single-shot device (SS-SHG-FROG ), it is necessary to
modify the setup such that the time delay is encoded along one spatial dimension and
the spectrum along the other. In this way, a 2D sensor such as a CCD camera can capture
the spectrogram in a single measurement [118]. Fig. 2.18 shows the realization of such a
scheme as a schematic layout.
In the top view in Fig. 2.18a the frequency encoding on the CCD can be seen. It is
accomplished by focusing the input beam with a cylindrical mirror into a nonlinear crys-
tal, re-collimating the generated second harmonic with two spherical mirrors and finally
separating the wavelengths with a prism and a lens. A horizontal slit located in the im-
age plane of the nonlinear crystal is used to adjust the spectral resolution and to remove
out-of-focus artifacts.
In the side view in Fig. 2.18b and Fig. 2.18c the time encoding is shown. It is achieved by
splitting the input beam into two halves with a bi-mirror and crossing these halves under
an angle inside the nonlinear crystal (note that in this dimension the cylindrical mirror
acts as a flat mirror). As can be seen from the magnified inset in Fig. 2.18c, this angle leads
to a tilt between the pulse fronts of the two beam halves and thus to a varying delay across
the beam profile. This spatio-temporal relation is imprinted onto the generated second-
harmonic signal which is subsequently imaged by two spherical mirrors and a lens onto
the CCD. A vertical slit removes the fundamental beams together with their respective
second harmonics.
In order to be able to put correctly scaled axes to the acquired camera pictures, we
calibrated our SS-SHG-FROG device spectrally with a set of narrowband dielectric filters
and temporally with a double-pulse featuring a known delay. The spectral sensitivity was
determined by using a compressed broadband pulse and comparing the time-integrated
spectrum of the measured trace with the theoretical second-harmonic spectrum. Correct-
ing for this sensitivity, finally the calibrated spectrogram is obtained. For all measure-
ments described later in this work, we used the freely available FROG code from Rick
Trebino’s group [116] to retrieve the pulse properties from the spectrograms.
Fig. 2.19 shows a test measurement with broadband pulses where we checked once
more the consistency of measured and theoretical dispersion with a CaF2 substrate. Some
deviation of the GD curves is visible in the short wavelength region <900 nm where a
reliable retrieval is difficult due to the low second-harmonic signal in this range in the
measurement with the CaF2 substrate. The overall agreement of theory and experiment,
however, is quite good and allows the temporal characterization of ∼5 fs pulses with our
SS-SHG-FROG device.
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Fig. 2.18: Sketch of the home-built single-shot SHG-FROG setup: (a) shows the view from the
top, (b) shows the view from the side and (c) shows a pseudo side view where the beam
path is unfolded and drawn similar to (a) for a better visibility. CM = cylindrical mirror,
SM = spherical mirror, VS = vertical slit, HS = horizontal slit.
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Fig. 2.19: Consistency check of experimentally determined material dispersion from two SS-
SHG-FROG measurements and theory. To the left the two calibrated FROG traces are
shown where an additional 5 mm CaF2 substrate was placed in the beam path for the mea-
surement of the lower trace. The main plot shows the respective retrieved group delay
curves and the difference between the two as well as the theoretical dispersion of CaF2
calculated from the Sellmeier equation.
2.5.3 Transient-grating FROG
The third FROG type which we set up to characterize our light pulses is a transient-
grating FROG (TG-FROG) [119]. In contrast to the FROG types presented before, it ex-
ploits the third-order nonlinearity of a medium for the gating process. By crossing two
intense light pulses under an angle in a (3) medium, an interference pattern is created
which locally alters the refractive index and generates a transient grating. Provided spa-
tial and temporal overlap, a third pulse (“probe”) can diffract from this grating resulting
in a fourth pulse (four wave mixing). If all three input pulses are derived from one single
pulse E (t ), this process is again a self-referenced gating process with the transient grating
acting as the gate G (t ) ∝ |E (t )|2. Measuring the spectrum of the diffracted pulse as a
function of delay between grating and probe, consequently yields a spectrogram of the
form
S(∆t , !) ∝

∫




Experimentally, the splitting of the input beam into three sub-beams can be achieved by
using a mask as shown in Fig. 2.20. Focusing these beams into a thin fused silica substrate
that represents the (3) medium yields the required high intensities. For this focusing a
spherical bi-mirror is used to allow a variable delay between the two beams generating
the grating and the third beam that gets diffracted from it. The newly created diffracted
beam is separated from the others with an iris and sent to a spectrometer.
Since the gate function in the TG-FROG method is proportional to the square of the in-
put field, side wings of uncompressed pulses are partially suppressed which often results
in intuitively understandable FROG traces similar to XFROG traces. This useful property
can be pushed even further by limiting the bandwidth of the gate pulse after the mask
with a bandpass filter. By this means, the effect of higher order dispersion terms on the
gate pulse is reduced, making the device de facto a “TG-XFROG”.












Fig. 2.20: Sketch of the home-built TG-FROG setup.
nature of the gating process, the spectral range of the generated signal (i.e. the diffracted
pulse) is identical to the range of the input pulses. This allows to characterize pulses with
wavelengths down to the UV region, where SHG-FROG-type methods usually fail due
to absorption of the generated second harmonic.
The downsides of the implemented TG-FROG are the higher requirements regarding
input pulse energy (about 10 µJ minimum versus <1 µJ for the SHG-FROG setup) and the
fact that it does not allow single-shot measurements (mechanical scanning device).
2.6 Summary
In summary, in this chapter the theoretical and experimental tools for the description and
characterization of ultrashort, intense light pulses have been presented. Furthermore, the
most common nonlinear optical processes have been introduced that can be observed and
triggered by propagating such pulses in dielectric media. In the following chapters we
will refer to these explanations to understand the conducted experiments.
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3 The Petawatt Field Synthesizer system
The PFS system consists of four main sections as shown in the schematic overview in
Fig. 3.1:
• The Ti:Sa-based frontend from which all optical pulses of the system are derived.
• The Yb-based amplifier chain that provides high-energy pump pulses for paramet-
ric amplification.
• The broadband seed generation section.
• The OPCPA chain where pump and seed pulses are combined.
Framed boxes in the overview indicate elements that – compared to the system status re-
ported in previous works [49, 54, 57, 59] – are new in the sense that these elements were
greatly modified, have been installed and used for the first time or constitute entirely
new developments. In the present chapter, some of these new elements will be described
and a summary of the already established components will be given to provide a gen-
eral understanding of the PFS system. The central topics of this thesis, however, i.e. the
development of new seed generation schemes, the OPCPA measurements and the prepa-
rations for the PFS upgrade with a third OPCPA stage are discussed in separate chapters.
Fig. 3.1: Overview of the PFS system. Framed boxes indicate elements that were newly in-
stalled or significantly modified during the course of this work. White boxes indicate the
components used during the high-energy OPCPA experiments described in Chapter 5.2.
Gray boxes refer to used or developed elements that have been dismissed. Purple boxes
indicate elements that are planned for the next extension of the system.
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3.1 Frontend and initial seed generation approach
For optical synchronization, all pulses of the PFS system are derived from one Ti:Sa mas-
ter oscillator (Rainbow, Femtolasers, 75 MHz, 300 mW) that provides both 6 fs, broad-
band pulses at 790 nm central wavelength for the OPCPA seed generation as well as nar-
rowband pulses at 1030 nm for the pump chain on a separate output. Compared to the
previously implemented version of the oscillator, this additional output (enabled by an
optimized intra-cavity dispersion management) constitutes a valuable improvement as it
allows direct seeding of Yb:YAG-based amplifiers. An intermediate photonic crystal fiber
stage [54] that had to be used in the past to shift the central frequency of the broadband
oscillator pulses into the 1030 nm band therefore became obsolete. The oscillator is fur-
thermore equipped with a feed-forward CEP-stabilization system (CEP4 SEED, Femto-
lasers) that corrects for fast and slow drifts inside the cavity and thus provides CEP-stable
pulses.
To obtain high-energy pulses for the generation of the OPCPA seed, the oscillator out-
put is amplified in a CPA scheme as shown in Fig. 3.2: the pulses are first temporally
stretched by TOD chirped mirrors, a 40 mm SF57 substrate and the tellurium dioxide
crystal of an acousto-optic modulator (Dazzler, Fastlite) which is used for shaping the
spectral amplitude and phase of the pulses. The chirped pulses are then amplified in
a 10-pass Ti:Sapphire amplifier (Femtopower CompactPro, Femtolasers) from few-nJ to
2 mJ-pulse energy at 1 kHz repetition rate. A small fraction of the amplified stretched
pulses is coupled out by a beam splitter and is later used for synchronization between
OPCPA seed and pump beam line (see Section 3.3.3). The main beam is sent through
a hybrid compressor consisting of a pair of double prisms for pre-compression and an
array of chirped mirrors (CM) for final compression to a pulse duration of about 25 fs.
This combination of compression techniques proved to be necessary as the exclusive use
of prisms resulted in SPM effects in the last prism (for details see [54]). From the com-
pressed beam again a fraction is split off and used as a gate for XFROG measurements.
The remaining energy of 1.5 mJ is further used for seed generation.
































Fig. 3.2: Sketch of the PFS frontend system providing optically synchronized pulses for the
pump chain and for seed generation. TOD-CM = third-order-dispersion chirped mirrors,
CMC = chirped mirror compressor.

















Fig. 3.3: Sketch of the initial seed generation scheme with two cascaded hollow core fibers.
700 nm to 1400 nm using the output of the Femtopower was developed by Izhar Ah-
mad and Sergei Trushin and is described in [53]. It consists of two cascaded hollow core
fibers (HCF) and applies the widespread HCF compression technique to produce few-
cycle or even sub-cycle pulses from a multi-cycle input [14, 120–124]. This technique is
also termed “supercontinuum generation” referring to the spectral broadening associ-
ated with the process. The underlying idea is to confine intense light to a small area (the
gas-filled void of a hollow-core fiber) over a long propagation distance of typically 1-2 m
to trigger high-order nonlinear effects such as SPM and self-steepening. Similarly, super-
continua can be generated by self-focusing and filamentation in bulk material, however,
the eventual break up of the filament at high input power limits the available output en-
ergy for this method typically to the order of nanojoule to microjoule [125]. HCF broad-
ening on the other hand has been demonstrated with pulse energies of up to several
millijoule [126, 127].
The setup of the initial seed generation scheme is shown in Fig. 3.3: The compressed
Femtopower output is focused by a lens (f = 2 m) into a first HCF (300 µm core di-
ameter, 1 m length) filled with Neon gas. Since proper coupling of the beam into the
fiber is crucial for a stable operation, a commercial beam stabilization system (Aligna4D,
TEM Messtechnik) was installed that corrects for beam pointing and long term drifts. By
adjusting dispersion with the Dazzler and by optimizing gas pressure for a high fiber
throughput and good spectral broadening, an output pulse energy of about 650 µJ at a
Neon pressure of 2.3 bar was achieved.
At 600-950 nm, the spectral range of the output pulses (see Fig. 3.4) did not fully cover
the desired seed spectrum of 700-1400 nm which is due to the intrinsic blue-shift of the
HCF compression technique that prevents an efficient broadening into the IR in a single-
fiber setup [54]. Hence, the pulses were re-compressed in an intermediate chirped mirror
compressor to ∼5 fs and sent into a second HCF (250 µm diameter, 1 m length, 3.3 bar of
Neon) yielding a supercontinuum spanning 300-1400 nm with a total energy of 200 µJ
(see Fig. 3.4). By cutting the spectrum with an RG-680 filter (SCHOTT) to the spectral
range of interest (700-1400 nm), pulses with an energy of ∼30 µJ were obtained.
Even though the pulses produced by this method formally match the spectral and ener-
getic requirements to serve as a seed for the PFS OPCPA chain, we will see in Section 3.3.1
that the pronounced spectral modulations cause serious distortions of spectrum and
spectral phase during parametric amplification. For this reason, alternative seed gen-
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Fig. 3.4: Spectra from the the two hollow core fibers. Figure adapted from [54] with permis-
sion of the author.
eration schemes have been developed as will be described in Chapter 4.
3.2 The pump chain
The PFS pump chain – as proposed in the original concept [46] – is planned to deliver
sub-picosecond pulses with energies of up to 12 J per pulse in the fundamental beam
at 10 Hz repetition rate. Since a system matching these demanding specifications is not
commercially available, a set of amplifiers as well as a scheme for dispersion control
were developed by Izhar Ahmad [53, 54], Sandro Klingebiel [55–57], Christoph Wandt
[58, 59] and co-workers. In the following we will briefly summarize the essential ideas
and setups and discuss the modifications we performed to further improve the system.
The pump amplifier chain is based on ytterbium-doped yttrium aluminum garnet
(Yb:YAG) as a gain material which was at the time of design of the PFS system a rela-
tively new material but has become very popular [93, 128–130] for several reasons:
• Despite being a quasi-three-level system Yb:YAG can be operated at room temper-
ature which allows a water- based cooling scheme.
• Compared to the commonly used Nd:YAG (neodymium-doped YAG) crystal, the
emission bandwidth of Yb:YAG is significantly broader and hence supports the
compression of amplified pulses to shorter pulse durations.
• The absorption maximum at 940 nm [131] allows direct pumping with laser diodes,
an advantage over Ti:Sapphire systems where the absorption maximum around
500 nm requires pumping by frequency-doubled Nd-based lasers (which in turn
are pumped by flash lamps or diodes). Hence, high-average-power or high-energy
OPCPA systems like PFS that employ Yb:YAG benefit from a higher wall-plug effi-
ciency and thus from a smaller energetic, spatial and financial footprint.
• Emitting light at 1030 nm, Yb:YAG has a small quantum defect which implies a low
heat aggregation in the crystal [132].
In Fig. 3.5 the main elements of the PFS pump chain are displayed. The 1030 nm output
pulses from the oscillator are amplified in two CW-pumped Yb-doped fiber amplifiers
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Fig. 3.5: Schematic illustration of the individual elements of the PFS pump chain. Boxes with
a thick frame refer to new or modified elements compared to the status reported in [49]. PC
= Pockels cell, FM = folding mirror, RM = roof mirror, CM = curved mirror, DM = dichroic
mirror, TFP = thin film polarizer, QWP = quarter wave plate, L = lens, VRM = vertical roof
mirror, HRM = horizontal roof mirror. (Modified version of an original sketch by Mathias
Krüger)
(developed by the Institute for Applied Physics, Jena, Germany) from 4 pJ to about 1 nJ.
To counteract gain depletion of subsequent amplifiers due to the strong amplified spon-
taneous emission (ASE) background generated in the fiber amplifiers, a fast-switching
Pockels cell (Leysop Ltd.) has been installed. By gating the pulses with a ∼150 ps time
window, the ASE outside this window is suppressed and its further amplification in sub-
sequent amplifiers is prevented. The benefits of this measure will be further discussed in
Section 5.2.1.
For a safe amplification of the required high-energy pump pulses the integration of
the CPA concept is obligatory. The dispersion control in the pump chain is realized by
a matched grating stretcher/compressor. The stretcher is a Martinez-type setup in a
doubly-folded and reflective variant to reduce the length of the assembly [57, 133]. At
a grating line density of 1740 lines/mm, an incident angle of 60° and a virtual grating
separation of about 6.2 m, it introduces a GDD of 4.9 × 108 fs2 and a TOD of −8.6 × 109 fs3
and stretches the pulses to about 4 ns.
A Dazzler (Fastlite) allows to adjust higher dispersion orders by controlling the spec-
tral phase of the transmitted pulses and is used for optimization of compression after the
CPA chain. Additionally, the spectral amplitude is shaped in order to counteract gain
narrowing in the following amplifier stages. By this means, a broad bandwidth and thus
a short Fourier-limited pulse duration is maintained.
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Fig. 3.6: Degradated Tube beam profile at 1 J output energy measured at the position of the
SHG crystal. Cross sections at different points are shown. Gray contours correspond to
median values along the respective dimension.
In a regenerative amplifier (“Regen”) the shaped pulses are amplified to 180 µJ in
about 110 passes at a roundtrip time of 7.4 ns. Due to the large gain of the order of 106 this
amplifier has been set up with Yb:glass as the gain medium because of the broader emis-
sion bandwidth compared to Yb:YAG that prevents excessive gain narrowing. Saturation
in the last roundtrips ensures that despite the large gain the output energy fluctuations
are small (less than 1 %).
The Regen output is further amplified in a half-bow-tie eight-pass Yb:YAG amplifier
(“Booster”) to 170 mJ. To compensate the deterioration of the beam quality in this am-
plifier, a spatial filter (pinhole, about 75 % transmission) is installed in the focus of the
magnifying telescope that adapts the beam size for the next stage.
The currently last amplifier of the PFS pump chain is a 20-pass relay imaging ampli-
fier. The first version of this amplifier was capable of delivering pulse energies of more
than 1 J at 2 Hz and has been described in [58]. Because of high intensities at the in-
termediate foci, the whole setup had to be located in vacuum with a DN-320 tube as a
housing, hence the nickname “Tube”. While the concept was successfully demonstrated
and the Tube could be used at output energies of up to 1 J for first OPCPA experiments
(see Chapter 5), a stable long term operation was not possible: at high energy we repeat-
edly observed damages on the Yb:YAG crystal and imaging mirrors with a corresponding
degradation of the beam profile as shown exemplary in Fig. 3.6. In this regard, the com-
pact design of the vacuum housing turned out to be problematic as it strongly hampered
the replacement and subsequent optimization of optical components.
As a consequence, an improved version of the 1 J amplifier was designed and set up by
Mathias Krüger and Andreas Münzer. It includes several changes compared to the Tube
with the most obvious one being a re-designed vacuum vessel consisting of connected
cuboids for convenient access to the optical components, earning it the nickname “Cube”.
By increasing the beam size from ∼7 mm to ∼12 mm and by implementing a stronger
pump diode (up to 40 J pulse energy, 10.5 J used), an output energy of up to 2 J could be
demonstrated. As a reliable and safe point for daily operation, however, a pulse energy
of 1.2 J was chosen. Owing to saturation, a good long-term stability of 0.6 % rms was
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(a)
(b)
Fig. 3.7: (a) Sketch of the vacuum setup of the folded grating compressor of the PFS pump
chain (taken from [57] with the permission of the author). (b) Photo of the assembly in the
lab.
achieved. Furthermore, the more elaborate cooling system of the Cube allowed to raise
the repetition rate from 2 Hz of the Tube to the full 10 Hz.
The pulses from the last amplifier are finally magnified with an imaging telescope and
sent to a folded Treacy-type grating compressor that is matched to the stretcher [57, 134].
Compared to prior experiments described in [49], the compressor was re-built in vacuum
(Fig. 3.7 shows a sketch of the setup and a photo of the assembly) and connected to the
OPCPA system which will be described in the next section. By compressing the pump
pulses directly in vacuum, the propagation of compressed pulses in air and the transmis-
sion through vacuum windows is avoided and hence the overall B-integral is reduced.
This modification allows to use the full ≥1 J output of the last pump amplifier. After opti-
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mal alignment of the compressor and adjustment of the spectral phase with the Dazzler,
a pulse duration of about 850 fs was achieved – comparable to the previously reported
results with the compressor setup in air [49].
3.3 The OPCPA system
3.3.1 Previous experiments
In early experiments performed by Christoph Skrobol and colleagues, two OPCPA stages
were set up in air to test the concept of picosecond-pumped parametric amplification
[49]. During these measurements, the originally planned DKDP crystals were replaced
by LBO in both OPA stages as the latter crystal type showed a better performance in
terms of bandwidth and gain. This replacement was possible due to the comparably
small beam sizes of few millimeters and the availability of LBO crystals at such aper-
tures. For the seed pulses the output of the already described cascaded HCFs scheme
was used. At the time of measurement, the Booster was the last amplifier in the pump
chain providing frequency-doubled pump pulses at 515 nm with energies of 5.3 mJ and
31.3 mJ for the first and second OPCPA stage respectively. The results shown in Fig. 3.8
in general demonstrated the feasibility of broadband amplification but revealed also a
serious issue: in contrast to earlier expectations, during amplification the spectral mod-
ulations in the signal pulses were not smoothed by saturation but even enhanced. This
behavior – that was reproduced later in simulations – can be explained by the influence
of the OPA phase: since the signal pulses are chirped, the spectral intensity variations
are also present in the time domain and distort – due to the intensity dependent OPA
phase – during amplification the spectral phase of the signal pulses. These distortions in
turn enhance the amplification in the respective temporal/spectral regions which distorts
the phase even more. As a consequence of this positive-feedback process, the amplified
pulses eventually feature both a modulated spectrum and a distorted spectral phase and
therefore cannot be compressed for subsequent experiments. Furthermore, even in the
Fig. 3.8: OPCPA measurements with a proof-of-principle setup in air using the initial seed
generation scheme consisting of two cascaded HCFs. The spectral modulations present in
the seed are enhanced by amplification (note the logarithmic scale). Data taken from [49]
with the permission of the author.
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case of perfect compression the spectral modulations result in temporal pedestals and
satellite pulses that contain a significant fraction of the total energy and hence reduce the
intensity of the main peak. These observations were the motivation for the development
of alternative seed generation schemes that will be discussed in Chapter 4.
Furthermore, the experiments revealed that operating the OPA stages in air limits the
usable pump energy to few tens of millijoule due to self-focussing. Hence, an OPCPA
vacuum system was designed and constructed by Skrobol et al. [49] which was – largely
unchanged – also used for the OPCPA experiments in this work and is described in the
following.
3.3.2 The current system
The current OPCPA vacuum system is shown in Fig. 3.9 as a 3D model (top) and as a
schematic layout (bottom). Starting from the compressor exit, the fundamental pump
beam is slightly demagnified and spatially filtered with a telescope that images the com-
pressor output onto a DKDP crystal (Type II, # = 54.4°, 4 mm) for second-harmonic gen-
eration. A half-wave plate (HWP) in front of the crystal rotates the fundamental polariza-
tion to 45°, yielding a second-harmonic polarization parallel to the table. A beamsplitter
divides the frequency-doubled beam into a 6 % portion for the first and a 94 % portion
for the second OPCPA stage. While the pump beam for the first stage makes a detour in
air for timing adjustment, the pump for the second stage stays in vacuum to minimize
B-integral. The residual fundamental is transmitted by the beamsplitter and dumped in
air.
Two HWPs are used to independently control the polarization and therefore the effec-
tive pump energy for both OPA stages. The pump beams are again imaged by telescopes
from the SHG crystal onto the respective OPA crystal. In combination with the above
described cascade of telescopes, this ensures that the output of the last amplifier of the
pump chain is imaged through the whole system (including compressor) onto the OPA
crystals. In this way, the super-gaussian beam profile of the Tube/Cube can – to some
extent – be maintained and a deterioration due to a propagation of wavefront errors is
suppressed.
The chirped seed pulses (for dispersion management see Section 5.2.2) are coupled into
the vacuum system from the opposite side and are amplified in the first OPA stage. A
retro-reflector mounted on a motorized delay stage is used to adjust the timing for the
second OPA stage. With an imaging telescope the beam size of the signal is increased
between the stages by a factor of four to match the size of the pump beam at the second
stage. After the second stage a rotatable mirror either sends the amplified signal beam
to a diagnostic setup in air for characterization of energy and spectrum or guides it to
a chamber on a separate table (see the 3D model in the top panel of Fig. 3.9) where the
chirped mirrors for compression are located. From there the beam is further transported
to the target area (not shown in the model).
3.3.3 Timing jitter
Even though pump and seed pulses are derived from the same master oscillator, the long




























Fig. 3.9: 3D model and schematic layout of the PFS OPCPA vacuum system. BS = beamsplitter, HWP = half-wave plate. For details see main text.
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between the pulses. To measure and compensate this effect that eventually has a negative
influence on OPCPA stability, a cross-correlation technique [57] is used where the leak-
age of the pump pulses through a high-reflective mirror (see Fig. 3.9) is combined with
an uncompressed part of the Femtopower output (see Fig. 3.2) in a nonlinear crystal as
shown in Fig. 3.10 to generate sum-frequency pulses. Due to the chirp in the Femtopower
pulses, a relative delay of the pump pulses results in a shift of the sum frequency. After
a calibration, this shift can be used to determine the relative timing for every shot. By
feeding the measured delay to a stepper-motor-driven delay stage in the pump chain,
both pulses can be synchronized. Assuming furthermore that there is only a constant rel-
ative delay between the chirped Femtopower output and the actual OPCPA seed pulses
(in good agreement with experimental tests), this method eventually synchronizes pump
and seed in the OPCPA crystals.
Initially, the timing jitter measured by Klingebiel et al. in preparation for the first OPA
experiments was unacceptably high at 400 fs rms and considerable efforts were made
to minimize this value [57]. By theoretical considerations it was suggested that beam
pointing due to vibrations and air turbulences inside the pump stretcher and compressor
could be the main source of fluctuations*. Indeed the construction of a mechanically more
stable version of the stretcher setup inside an air-tight box resulted in an improved jitter
of ∼100 fs rms, thus small enough for OPCPA experiments but still unsatisfactorily high.
Therefore, a great improvement was expected from the rebuild of the compressor in vac-
uum as described in Section 3.2. However, measurements performed after completion
of the rebuild revealed only a slight decrease to about 80 fs rms (see Fig. 3.11). A com-
parison of Fig. 3.11a and Fig. 3.11b shows that a temporal drift on the time scale of few
seconds can be compensated by the stabilization system but the shot-to-shot fluctuations
that dominate the overall jitter can not.
In general, the stabilization is limited to the Nyquist frequency, i.e. half of the acqui-
sition frequency which is given by the repetition rate of the pump. In this respect the
change from Tube (2 Hz) to Cube (10 Hz) should have a positive effect which we, how-
ever, did not see: in fact the timing jitter even slightly increased when switching to the
Cube, indicating on the one hand a strong influence of high-frequency fluctuations and
on the other hand that the last pump amplifier might be one of the sources of the remain-
ing jitter. Further investigations are planned for the near future, the achieved temporal
stability that corresponds to about 10 % of the pump pulse duration, however, allowed a
reasonable operation of the OPCPA stages.
* Note, that at the same time a direct contribution of beam pointing via geometrical elongation of the
optical path outside the stretcher and compressor was excluded. It can be shown, however, that due
to the non-collinear geometry of the diagnostic setup the calculated pointing-induced jitter of 17 as [56]
underestimates the contribution by about two orders of magnitude. For details see Appendix A.3.
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(a) (b)
(c)
Fig. 3.10: Cross-correlation technique to measure the timing jitter between pump and sig-
nal/frontend. (a) Schematic setup. (b) Illustration of how the temporal delay between
pulses affects the sum frequency. (c) Calibration measurement to determine the relation
between the central wavelength of the sum frequency and the pump pulse delay.
(a) not stabilized (b) stabilized
Fig. 3.11: (a) Measurement of timing jitter with the cross-correlation technique (see Fig. 3.10)
when the stabilization system was switched off. For the measurement the compressed
output pulses from the Tube at 2 Hz were used. The pump stretcher was located in an
air-tight box and the compressor in vacuum. (b) Measurement under same conditions but
with the stabilization system switched on. For stabilization, the average of the last three
shots was used (averaging over only two shots or working on a single-shot basis did not
result in smaller jitter values).
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In the previous chapter it was discussed that the strong spectral modulations in the seed
pulses generated by spectral broadening in cascaded HCFs constitute a serious problem
for the parametric amplification and temporal compression of these pulses. In the present
chapter we will describe our efforts to overcome this problem and discuss the advantages
and disadvantages of three alternative seed generation schemes we developed.
4.1 Idler generation
The idler generation scheme that is described in the following is based on optical para-
metric amplification with the second harmonic (395 nm) of the Femtopower serving as
the pump beam and the broadband (500-950 nm) output of a single HCF as the signal
beam. Using a Type I BBO in non-collinear geometry, a broad bandwidth can be phase-
matched (see Fig. 4.1) and the spectrum of the generated idler is located at 700-1400 nm,
therefore potentially serving as a seed for the PFS OPCPA chain.
The scheme has a few attractive properties: Since idler photons are only generated dur-
ing the simultaneous presence of the short (few tens of femtoseconds) pump and signal
pulses at the NOPA-crystal, a high contrast can be expected. Furthermore, the temporal
gating effectively suppresses high-frequency modulations in the idler spectrum.
The major challenge of the scheme on the other hand is the compensation of the an-
gular dispersion of the idler that originates from momentum conservation in the non-
collinear geometry. A possible setup to accomplish this compensation has been proposed
by Shirakawa and Kobayashi [135, 136] and is shown in Fig. 4.2. The idea is to image the
dispersed idler with a telescope onto a diffraction grating and to match by this means
(a) (b)
Fig. 4.1: Wavevector mismatch for broadband NOPA in a BBO crystal: (a) total mismatch
∆ktot =
∫ |∆k (!s)| d!s for different combinations of int and #. The white line indicates
for each int the optimal # to achieve minimal total mismatch. (b) Wavelength-resolved
wavevector mismatch for selected combinations of int and #.
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Fig. 4.2: Scheme for compensating the angular chirp of the idler with an imaging telescope
and a diffraction grating.
the angular dispersion of the idler with that of the grating to obtain in the end a nearly
collimated beam.
4.1.1 Experimental realization
As a starting point, we used a publication [137] by Wang et al. who built a first test
setup of the idler generation scheme at our lab and investigated the scheme theoretically.
Despite some conceptual similarities, however, the setup reported here is a complete new
development and contains several essential improvements. Additionally, we found some
theoretical flaws in [137] that will be addressed later.
The layout of the experimental realization is shown in Fig. 4.3 with the optical path of
the individual beams as follows: The output of the Femtopower amplifier is split into two
arms containing ≈500 µJ (pump arm) and ≈330 µJ (seed arm), respectively. A common
lens (f =2 m) and beam stabilization system creates a focus of 200 µm FWHM for both
beams.
The pump arm is spatially filtered with a pinhole in vacuum and afterwards frequency-
doubled in a BBO crystal (200 µm, # = 29.1°). Because of the long focal length of the
focussing lens, the beam divergence at the crystal is small and the effect on phasematch-
Fig. 4.3: Sketch of the experimental idler generation setup. Find details to the individual
components in the text. In insets are shown a symbolical depiction of the introduced pulse
front tilt of the pump and the beam profiles of signal, pump and idler beam at the position
of the NOPA-crystal.
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Fig. 4.4: (a) Spectrum of the pump beam and TG-Frog traces of (b) chirped and (c) compressed
pump pulses taken at the position of the NOPA-crystal. The compressed pulse duration
was ∼45 fs.
ing is negligible. After collimation, the fundamental beam is removed by two dielec-
tric mirrors with high-reflectivity at 380-420 nm. The spectrum of the generated second-
harmonic is shown in Fig. 4.4a and contains 150 µJ of energy. For good spatio-temporal
overlap with the seed in the NOPA crystal, the pulse front of the pump was tilted* with
a pair of lithographic transmission gratings (2500 l/mm line density). To counteract the
negative dispersion introduced by the unavoidable gap between the two gratings (mak-
ing them act effectively as a compressor), 25 mm of fused silica was added to the beam
path. By this measure, the pump pulses could be compressed to about the Fourier-limited
pulse duration of 45 fs at the NOPA-crystal as measured with a home-built TG-FROG (cf.
Fig. 4.4b and Fig. 4.4c). With 100 µJ of energy and a FWHM beam size of 700 µm at the
NOPA crystal, the peak intensity of the pump was 375 GW/cm2.
The 330 µJ pulses in the seed arm were sent into an HCF (300 µm core diameter, 1 m
length) filled with 550 mbar of argon gas. The dispersion of the input pulses was tuned
for optimal broadening with the Dazzler inside the Femtopower. Input and broadened
spectrum are displayed in Fig. 4.5a. The output pulses have spectral components in the
range of 500-950 nm and an energy of 180 µJ. Partial temporal compression was achieved
with chirped mirrors and a thin fused silica substrate as shown in Fig. 4.5b and Fig. 4.5c.
Since all relevant seed frequencies lie within the pump duration of 45 fs, no special ef-
fort was made to compensate higher order dispersion. The remaining chirp was tuned
such that short wavelengths are more stretched, enabling better energy extraction from
the pump beam for this spectral range to boost the rather weak long wavelength tail of
the generated idler. The seed beam size was adapted with a Galilean-type telescope (to
avoid a focus in air), leading to a wavelength-dependent signal beam diameter (larger for
longer wavelengths) due to diffraction after the HCF. To support the parametric ampli-
fication of short signal wavelengths and hence again the generation of long idler wave-
lengths, the FWHM diameter of the seed (1100 µm) was set slightly larger than the pump
diameter. The temporal overlap with the pump beam was controlled with a delay line.
* A detailed description of angular chirp and tilted pulse fronts can be found in Section 6.3.
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Fig. 4.5: (a) Spectrum of the seed beam and TG-Frog traces of (b) chirped and (c) partially
compressed seed pulses taken at the position of the NOPA-crystal.
The idler pulses are produced by the interaction of pump and signal in a Type I BBO
(500 µm, #=31°) with an experimentally determined optimal non-collinear angle of 3.7°.
As expected, the idler has spectral components ranging from 680 to 1500 nm as displayed
in Fig. 4.6a with a maximal total energy of 15 µJ and a homogeneous beam profile (cf.
Fig. 4.3). The angular chirp was measured by scanning a spectrometer fiber laterally
across the dispersed beam behind the NOPA crystal and recording the central wave-
length at each position (see Fig. 4.6b).
4.1.2 Compensation of the angular chirp
To compensate this chirp, the beam was imaged with a reflective telescope (f1=200 mm,
f2=182.5 mm) onto a blazed grating (300 lines/mm) using components that had already
been suggested and purchased by T. J. Wang. To keep aberrations from the telescope-
grating-system as small as possible (NA > 0.1!), the idler beam was folded in the non-
dispersed vertical dimension as indicated in Fig. 4.3. At ∼30 % losses from the telescope-
grating-system, a pulse energy of ∼10 µJ was obtained for the compensated idler. Addi-
tionally, the output spectrum was slightly narrowed (cf. Fig. 4.6a) due to the wavelength-
dependent diffraction efficiency of the grating.
The residual angle after compensation was measured by focusing the idler with a
curved mirror (f =500 mm) onto a CCD. By placing a movable slit into the Fourier plane
of the telescope (cf. Fig. 4.2), it is possible to select a narrow spectral band of the idler
and detect its focus position on the CCD. Shifting the slit and recording the individual
focus positions yields the relative angle for different idler wavelengths. By this method,
the telescope and the angle of incidence onto the grating #gr was optimized to achieve a
minimal amplitude of the residual angle curve within the spectral range detectable by the
CCD (. 1150 nm). The result is shown in Fig. 4.6c and reveals a residual angular spread
of ∼1 mrad, more than a magnitude larger than what has been calculated by Wang.
To understand this discrepancy, we had a closer look at the calculation of ext(i) in
[137] and it turned out that some crucial aspects had not been considered (for details see
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(a) idler spectra (b) external idler angle
relative to pump beam
(c) residual angle after
compensation
Fig. 4.6: Experimental results for the generated idler: (a) Spectra before and after the tele-
scope-grating-system, (b) wavelength-dependent angle of the idler beam with respect to
the pump beam after the NOPA crystal and (c) residual relative angle after the compensa-
tion. Simulation results (red curves) were calculated with Eq. (4.1) and Eq. (4.2).





















is the refractive index of the idler, int is the internal non-
collinear angle between pump and signal and kp, ks are the wavenumbers of pump and
signal. Note that as the incidence angle of the signal beam onto the crystal surface de-
pends on the cut angle and is generally not exactly 90°, int depends due to refraction on
the refractive index of the signal ns and therefore on s.
Fig. 4.7 shows a comparison of both simulations using the experimental parameters.
While the differences between Wang’s and our calculation seem to be subtle for ext
(cf. Fig. 4.7a), they become obvious for the first (b) and the second-order derivatives (c).
Since the goal is to achieve a minimal residual angular dispersion after compensation,
these higher orders are important.
Calculating the wavelength-dependent output angle #out of the idler beam after the



















where d is the line separation of the grating, M = f2/f1 is the telescope magnification and
#gr is the angle between grating surface normal and optical axis of the telescope. For
minimal aberrations, the system is set up such that this axis is the angle bisector of the
bundle of idler rays . Hence,
tel(i) = ext(i) − ext(i,central) (4.3)
with the central idler wavelength i,central = 1040 nm.
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(a) external angle (b) first derivative (c) second derivative
Fig. 4.7: Theoretical prediction for external angle and angular dispersion of the generated
idler (red curve). For comparison the curves obtained by Wang et al. [137] are shown.
The results of the corrected theoretical predictions for ext and #out(i) are plotted to-
gether with the experimental results in the already displayed figures 4.6b and 4.6c. While
for ext the precision of the experimental data is not high enough to discriminate between
the two theoretical predictions, the measured residual angles are clearly better described
by the new simulation than by Wang’s prediction. However, there is still a noticeable
deviation between experiment and theory.
To estimate with what accuracy the angular chirp has to be compensated, a model sug-
gested in [138] is used that quantifies the effect of angular dispersion on the intensity of














defines the temporal elongation of the pulse as well as the enlargement of the focal spot
along the dimension of dispersion. The quantities in the equation are the angular disper-
sion Ca, the bandwidth ∆FWHM of the pulse, the central wavelength 0 and the beam size
dFWHM. Since both pulse duration and focal spot size are affected by angular dispersion,
the reduction of intensity is inversely proportional to 2.
From the measured residual relative angles shown in Fig. 4.6c, one can deduce an an-
gular dispersion of up to 5 µrad/nm, which would according to Eq. (4.4) imply an unac-
ceptable peak intensity reduction by 2 of up to 10. We define here 2 = 1.5 as an accept-
able value, i.e. allow for a 33% reduction of peak intensity. This value is chosen rather
generously being aware of the fact that the spectrum of the idler is not Gaussian and the
residual angular dispersion is not constant over the full spectral range and therefore the
actual impact on peak intensity is less drastic than the nominal value of 33% suggests. To
achieve this defined limit, a reduction of the angular dispersion Ca to about 1 µrad/nm
would be necessary.
To determine the potential for improvement when choosing another combination of
telescope magnification M and grating line density 1/d , we performed a global opti-
mization with these free parameters and the grating angle #gr. A perfect compensation
of the angular chirp of the idler beam is equivalent to achieving an identical #out for all
i. Hence, as a cost function for numerical optimization, we chose the standard deviation
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(a) (b)
Fig. 4.8: (a) Simulated residual relative angle and angular dispersion of the idler beam af-
ter compensation with a telescope and grating. Purple curves correspond to the experi-
mentally realized configuration of telescope and grating where only #gr was used for opti-
mization. Olive curves correspond to the case that all three parameters M , d and #gr were
optimized. (b) Residual angular dispersion in a 2D parameter space. For details see text.
of the residual dispersion ∂i #out(i) from zero. Fig. 4.8a shows the results for the experi-
mentally realized case of M = 0.9125 and d = 1/300 mm and for the global optimum. As one
can see, the simulation suggests that by choosing a larger magnification and a smaller
line density, a reduction of the residual angular dispersion by a factor of 10 is possible, at
least in theory.
However, a stability analysis reveals that achieving this optimal compensation is not
a trivial task. In Fig. 4.8b the residual angular dispersion for a range of telescope magnifi-
cations and grating line densities is plotted where for each combination of M and 1/d the
angle #gr was optimized to obtain a minimal residual angular dispersion. Apparently, all
good combinations of M and grating line density follow a distinct line (white dashed)
where the parameter space with acceptable residual dispersion (i.e. pixels with colors
black to purple-blue) is narrower when choosing higher grating line densities. Both, the
experimental setup as well as the setup suggested by global optimization, are located in
this region of high line density. As a consequence, M and #gr have to be adjusted very
carefully as can be deduced from the inset of Fig. 4.8b for a grating with 300 lines/mm. A
deviation of M by 1% from the optimum – e.g. due to misalignment or a slightly wrong
focal length of one of the telescope mirrors – can already make it impossible to achieve
an acceptable compensation, even if #gr is afterwards fully optimized. In practice, the
global optimizing of M and #gr is a cumbersome process as for each measurement point
the grating has to be positioned in the image plane of the telescope, the beam has to be
re-aligned onto the CCD after setting the grating angle and the residual angular chirp has
to be measured by scanning over the wavelengths.
Furthermore, experience from daily operation as well as theoretical considerations
show that any slight change of the non-collinear angle ext between pump and signal
does not only influence the direction of the idler beam but also its angular dispersion.
For instance, changing ext by 200 µrad results in an already critical change of angular
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dispersion by more than 0.5 µrad/nm for all wavelengths. At an angular magnification
of ∼3 by the telescopes of pump and signal before the NOPA-crystal, a misalignment
of this order of magnitude can easily happen during a measurement day, thus requir-
ing monitoring and a (possibly time-consuming) realignment of the compensation setup.
Since the seed generation setup constitutes just one of many elements of the whole PFS
system, a less maintenance-prone solution is needed.
4.1.3 Possible improvements of the setup
There are a few conceivable options to reduce the residual angular chirp and to improve
the stability of the idler generation scheme:
Since the described instability in the experimentally realized setup would apply in the
same way for the globally optimal configuration (M =1.072, 253 lines/mm, #gr=12.25°),
there is not much improvement to expect from the realization of this setup. Additionally,
it remains unclear if the deviation of the experimental residual angle from the theoretical
prediction in Fig. 4.6c is only due to non-perfect optimization or if there is a systematic
offset from theory that would also negatively affect the achievable compensation for any
other grating-telescope combination.
Having another look at Fig. 4.8b it seems advantageous to work at a lower line density
and a larger magnification to reduce the sensitivity to misalignment. However, Eq. (4.4)
teaches us that to maintain a fixed pulse lengthening , the angular dispersion Ca has
to scale inversely proportional to the beam diameter dFWHM. Hence, for a magnification
of M =2 the required Ca would be 0.5 µrad/nm (instead of 1 µrad/nm) which is already
slightly lower than the theoretical limit for this setup.
Another option would be the installation of an adaptive mirror as folding mirror in
the Fourier plane of the telescope (indicated in Fig. 4.2). The ability to control the angle of
the mirror surface at different positions (=wavelengths) allows in principle for a perfect
compensation of the residual angular chirp. But besides adding more complexity to the
setup, an unfavorable angular-temporal entanglement would be introduced: since an
adaptive mirror generates the required angles via local longitudinal shifts of the mirror
surface, a wavelength dependent delay is introduced at the same time which adversely
affects temporal compression.
It appears that the only viable solution would be to work with smaller beam profiles
at the NOPA-crystal, i.e. to reduce dFWHM in Eq. (4.4). But since we already worked
rather close to the damage threshold intensity of the NOPA-crystal, one would have to
simultaneously reduce the total energy, a measure that is not very satisfactory. A way to
circumvent this energy reduction could be to create line foci (or strongly elliptical beams)
for pump and seed where the minor axis would be in the plane of angular dispersion. By
this means the effective dFWHM could be reduced without increasing the intensity above
damage threshold. Furthermore, due to the decreased beam size along the non-collinear
dimension, the PFT gratings for the pump would not be necessary anymore.
Since the experimental realization of this idea, however, would have required a ma-
jor rebuild of the setup and since we found a simpler scheme for seed generation in the
meantime (see next section), the development of the idler generation scheme was dis-
continued at that point.
4.2 Cross-polarized wave generation 67
4.2 Cross-polarized wave generation
The idler generation scheme described in the last section can be understood as an at-
tempt to avoid the problems of the original cascaded HCF scheme (cf. Section 3.3.1)
by implementing an entirely different scheme. In parallel, we followed another, more
straightforward route: Since the problems we faced with the cascaded HCFs arose from
the strong modulations in the spectrum of the seed pulses, the obvious solution would
be to spectrally smooth these pulses in a subsequent step. In practice, this smoothing can
be realized by temporal gating of the pulses. Owing to the required ultrashort switching
time of few femtoseconds, this gating has to be based on an optical process. XPW gener-
ation that has been described mathematically in Section 2.2.2 performs exactly this task
and experimentally proved to be a reliable method to spectrally broaden and improve the
contrast of short [93, 94] and ultrashort [91, 95, 96] pulses. Hence, the scheme described
in the following was developed using this technique.
The setup we built for temporal gating of the modulated pulses is shown in Fig. 4.9:
The output of the second HCF is filtered with a dielectric longpass filter (LP900, Asahi
Spectra, cut=900 nm) and imaged with a spherical mirror (f=1500 mm) onto a BaF2 crys-
tal (1 mm, z-cut) that serves as (3)-medium for the XPW generation process. In between,
a polarizer (Thorlabs, LPVIS) selects the p-polarization from the slightly elliptically po-
larized output of the HCF and a pair of fused silica wedges and four chirped mirrors
(PC503, UltraFast Innovations) are used for temporal compression. One might notice
that as the beam is not collimated, the angle of incidence for example at the chirped mir-
rors slightly changes across the beam profile due to the bent wavefront. However, since
the convergence angle is small (<0.2°) no significant negative effect is to be expected. Af-
ter the BaF2 crystal the beam is collimated for transport to the OPCPA stages. A second
polarizer with crossed orientation relative to the first one selects the s-polarized XPW.
Fig. 4.9: Sketch of the XPW seed generation setup. The output of the second HCF is tem-
porally compressed and focused into a BaF2 crystal. A crossed polarizer pair selects the
generated XPW. For details about the used components see the main text.
The LP900 longpass filter serves three important purposes: first, it protects the subse-
quent silver mirrors against ultraviolet radiation of the HCF output pulses that would
otherwise damage them over time. Second, it shifts the central wavelength of the filtered
pulses to about 1050 nm, supporting spectral broadening in the range of interest (700-
1400 nm) by SPM and XPW generation. And finally it removes weak but temporally long
artifacts at wavelengths below 900 nm that we found are otherwise able to leak through
the crossed polarizers. In a prior configuration with an RG-1000 filter (SCHOTT) featur-
ing a smooth but very broad cut-off around 1000 nm these spectral component were not
entirely removed and experienced large gain during amplification in the OPCPA stages
and hence distorted once more the amplified spectrum and phase. Therefore, we decided
to use the described dielectric filter with a hard cut-off.
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(a) (b)
Fig. 4.10: (a) Output spectrum of the second HCF (wavelengths <650 nm not shown) and
transmitted spectrum by the LP900 longpass filter. The inset shows a TG-FROG trace of
the compressed pulses at the BaF2 crystal where an RG680 longpass filter was used to allow
for the measurement of a broader spectral range. (b) Input and output spectra of the XPW
generation process.
In Fig. 4.10a the modulated output of the second HCF is displayed together with the
spectrum of the pulses transmitted by the longpass filter. Note that wavelengths below
650 nm that contain a large fraction of the 150 µJ total energy are not shown here. The
FROG trace (see inset) was measured with a home-built TG-FROG at the position of the
BaF2 crystal and demonstrates the decent overall compression of the HCF pulses that is
required to achieve a high XPW conversion efficiency [139]. The FROG measurement
was taken using an RG680 longpass filter instead of the LP900 to show a broader spectral
range. Therefore at wavelengths below ∼900 nm the mentioned temporal artifacts are
visible that are otherwise cropped by the LP900 filter in the normal configuration.
Fig. 4.10b shows the spectra measured in front of and behind the BaF2 crystal. As one
can see by comparison of the input and the total output spectrum (which contains both
polarizations: input and crossed) there is a significant contribution from SPM to spectral
broadening towards shorter wavelengths. This is a general phenomenon as efficient XPW
generation requires very high intensities (∼15 TW/cm2 in our setup) and hence other (3)-
effects such as SPM are inevitably triggered simultaneously [140]. Compared to the total
output, however, the XPW spectrum is much less modulated as is expected from the
temporal gating of the process. Due to this gating and the decent compression of the
input pulses, the pulse duration of the cross-polarized pulse after the BaF2 crystal can be
assumed to be close to the Fourier limit of 4.6 fs. FROG measurements of the stretched
and re-compressed pulses after the OPCPA stages will be presented in Section 5.2.3 and
verify the good compressibility.
The measured XPW generation efficiency is at about 20% fairly good considering the
predicted theoretical limit for Gaussian pulses of 28% [90]. Compared to the anticipated
20 µJ of seed energy in the original design of the OPCPA stages [49], however, the XPW
energy of 4 µJ is considerably lower – a drawback of this scheme. Yet, we will see that
saturation of the OPCPA stages to some extent compensates this decrease. On the pos-
itive side, the smooth spectrum and spectral phase of the XPW promise a significant
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improvement of the compressibility of the amplified pulses. This property together with
the reliability of the setup made the XPW scheme our standard seed generation scheme
for daily operation.
4.3 Cascaded difference-frequency generation
In the last section it was demonstrated that seed generation by two cascaded HCFs and a
subsequent XPW stage is a reliable method to generate broadband pulses with a smooth
spectral phase. The final seed pulse energy of about 4 µJ, however, reflects an unsatis-
fyingly low overall seed generation efficiency considering the available energy of 1.5 mJ
from the Femtopower. More importantly, simulations show that higher seed pulse en-
ergies result in a better extraction of pump energy in the OPCPA stages [49] and hence
allow to use thinner OPA crystals for the same output energy. This in turn would on
the one hand relax phase-matching conditions leading to broader amplified bandwidths
and on the other hand reduce parametric fluorescence as well as parasitic amplification
of temporal artifacts.
Therefore, in parallel to the OPCPA experiments described in the next chapter, we con-
tinued our search for a robust and efficient seed generation scheme and became aware
of a method suggested by Fattahi et al. [141]: they were able to convert a 450-950 nm spec-
trum to the 1000-2500 nm range (short-wavelength infrared, SWIR) by collinear difference-
frequency generation in an appropriately phase-matched BBO crystal. At a reported con-
version efficiency of more than 12% this method appeared to be an attractive way to first
shift the central frequency of spectrally broadened Ti:Sa pulses to the SWIR region and
to broaden the obtained pulses afterwards in another HCF. Because of the typical blue-
shift in HCF broadening, in the end a substantial energy fraction can be expected in the
range of 700-1400 nm. The fact that the reported central wavelength (≈2000 nm) of the
SWIR pulses is located outside this spectral range of interest would have been quite ben-
eficial here as the characteristic spectral and phase distortions caused by SPM are usually
confined to a narrow spectral band around the central wavelength. Hence, the combina-
tion of DFG and subsequent broadening promised to generate high-energy pulses with a
smooth spectral intensity and phase in the range of 700-1400 nm.
Our attempts to reproduce the DFG results in [141], however, were not successful
as the measured spectrum of the generated pulses peaked around 1000 nm and not as
reported above 2000 nm (cf. Fig. 4.13 later in this chapter). Upon a closer analysis, it
turned out that the strongly wavelength-dependent spectral sensitivity of the spectrom-
eter (NIRQuest512-2.5, Ocean Optics) shared by our groups had not been taken into ac-
count in [141]. Therefore one has to assume that the reported DFG conversion efficiency
was overestimated, rendering the planned scheme of DFG and HCF broadening unattrac-
tively inefficient.
On the other hand, the output energy and spectrum that was measured in our setup
matched the requirements for a PFS seed quite well. This was at first glance surprising
since the observed spectrum could not be explained by simple DFG alone. Therefore we
investigated the scheme further to understand the underlying physics and to examine
its potential usability for our purposes. The results of this investigation are published in
[142] and will be summarized in the following.
70 4 Seed generation schemes
4.3.1 Experimental setup and findings
The experimental setup is shown in Fig. 4.11 and starts with the broadened output of
the first HCF of the cascaded HCF seed generation scheme. The gas pressure inside the
fiber was set to 3 bar of Neon to provide a bandwidth of 500-950 nm. The pulses are
compressed by chirped mirrors (PC70, UltraFast Innovations) and a pair of fused-silica
wedges to about 4.7 fs (Fourier limit: 4.1 fs) and are linearly polarized by a thin nano-
particle polarizer (Thorlabs, LPVIS). A silver-coated filter wheel is used to fine control
the power. The beam is then focused with a spherical mirror into a BBO crystal (Type I,
#=20◦, ’=90◦, d=500 µm) and afterwards recollimated by another spherical mirror. A
second polarizer is used to select the (relative to the BBO) ordinary polarized components
which are then analyzed with a power meter and a set of three calibrated broadband
spectrometers (Ocean Optics).
Fig. 4.11: Scheme of the cascaded DFG seed generation setup.
A crucial point for the experiment is the rotation angle  of the BBO crystal (the roll-
angle in the “yaw-pitch-roll” terminology, compare also Fig. 2.10): If the crystal is ori-
ented such that the input beam is polarized along its extraordinary axis, the output beam
is also exclusively extraordinarily polarized (see Fig. 4.12a) and no light passes the ordi-
nary oriented second polarizer. However, if one rotates the BBO by  around the optical
axis, the input beam splits when it enters the crystal because of birefringence into or-
dinary and extraordinary components, where the respective electric field amplitudes Ao
and Ae depend on the field amplitude Ain of the input as well as on the angle  :
a) Ao = Ain sin b) Ae = Ain cos (4.5)
The energy that is contained in the two polarization directions is by definition propor-
tional to |Ao/e |2 and hence proportional to sin2  and cos2  . This scaling was confirmed
experimentally with weak, temporally stretched pulses to suppress any nonlinear contri-
butions (see blue curve in Fig. 4.12b). If one increases the intensity to several TW/cm2
in the focus (Ein=60µJ) and spectrally filters the output beam with a long-pass filter
(RG1000), the generation of new wavelengths above 1000 nm can be observed (red curve
in Fig. 4.12b). A strong dependence of the energy in this spectral region on  is visible as
well as the existence of an angle where no new frequencies are generated. In the follow-
ing experiments,  was set to about 5◦ as this angle proved to give best results in terms
of energy and spectral shape of the generated pulses.
The measurement of the spectrum of the o-polarized output pulses reveals a contin-
uum that spans more than two octaves from 500-2400 nm (see Fig. 4.13). This continuum



















i)  Low intensity, BBO axes along input polarization
ii)  Low intensity, BBO rotated
iii)  High intensity, BBO rotated
e-polarized
(a) (b)
Fig. 4.12: (a) Sketch of the polarization directions. Linearly polarized input pulses are split
into extra-ordinary (green) and ordinary (blue) polarized components depending on the
roll-angle  of the BBO crystal (i) & (ii). For high intensities, new frequencies are generated
on the ordinary axis (iii).
(b) Measured energy on the ordinary axis in dependence of  . The blue curve shows the
sin2-scaling for weak input pulses (8 µJ, 500-950 nm) in agreement with Eq. (4.5). The input
pulses were additionally temporally stretched with a block of glass to suppress any non-
linear effects. The red curve shows the generation of new wavelengths (>1000 nm selected
by an RG1000 filter) for high intensity input pulses (Ein=60µJ). The small x-offset of the
red curve with respect to the blue one can be explained by a slight nonlinear polarization
rotation in air before the crystal for intense pulses. The non-zero power of the blue data
points around the minimum of the curve originates from the imperfect contrast of the used
polarizers for  < 600 nm.
contains spectral bands of different origins:
1. In the region 500-950 nm we first of all find the ordinary-polarized fraction of the
input beam (“seed” or “signal”) corresponding to the blue curve in Fig. 4.12b. For  = 5◦
its energy equals less than 1% of the total input energy while more than 99% is contained
on the e-axis (“pump”).
2. By OPA, the long wavelength part (> 700 nm) of the signal is amplified by the short
wavelength part of the pump, for example:
!p,=600 nm (e) + !s,=825 nm (o) → 2 × !s,=825 nm (o) + !i,=2200 nm (o) (4.6)
This parametric amplification of the signal boosts the output energy in the range of 700-
950 nm significantly*. By the same process, the SWIR components above ∼1400 nm are
generated as the difference frequency (“idler”) of pump and signal – represented in
Eq. (4.6) by !i,=2200 nm. This is also the interaction that has been described in [141].
* It should be pointed out that the broad bandwidth of the interaction would usually (i.e. for a narrow-
band pump) require a non-collinear geometry for phase matching. Because of the broadband pump
employed here, however, this requirement is relaxed permitting the described collinear OPA.
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Fig. 4.13: Experimentally generated spectra in a 500 µm BBO for different input energies. Find
details about the involved nonlinear processes in the text.
3. The most interesting spectral region is that between ∼950-1400 nm which contains
a large fraction of the total energy. As mentioned before, the generation of photons in
this band is at first glance surprising since they cannot be efficiently produced by a single
(2)-process given the range of the input spectra. A strong influence of (3)-processes on
the other hand can be excluded: if XPM by the pump caused a broadening of the signal
into the infrared, one should also observe SPM in the pump spectrum (which we did
not) as both effects generally appear at a similar intensity level [140]. Additionally, the
spectral broadening via XPM would strongly depend on intensity, whereas we can see in
Fig. 4.13 that the spectral shape between 950-1400 nm is hardly changing with increasing
input energy. XPW generation does not serve as a proper explanation either since the
XPW would not vanish for  = 0 which was the case in our measurements as already
shown in Fig. 4.12b.
Our explanation for the findings is therefore the cascading of two (2)-processes, an
effect that has been reported before in other experiments [143–145]. An exemplary inter-
action would be:
step 1 : !p,=600 nm (e) − !s,=825 nm (o) → !i,=2200 nm (o)
step 2 : !p,=700 nm (e) − !i,=2200 nm (o) → !s,=1027 nm (o)
So the idler photons generated in a first DFG process by one pump wavelength (600 nm)
interact subsequently with pump photons of a different wavelength (700 nm) in a second
process and generate photons in the sought-after spectral region. Both processes are well
phasematched by the employed BBO crystal leading to an efficient cascading.
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4.3.2 Simulation
To verify our explanation that cascading processes contribute significantly to the gen-
eration of the measured output pulses, we performed simulations with the exponential
Euler method that was described in Section 2.4. Because of the small thickness of the
crystal and the long Rayleigh-length of the beam, the plane wave approximation of the
simulation is justified and effects such as walk-off, diffraction and self-focusing can be
neglected. The effective nonlinear susceptibility tensors (2)′lmn and 
(3)′
mnpq were obtained
by using Eq. (2.84) and Eq. (2.85) and the rotation angle  = 5◦ was accounted for by
scaling the amplitudes of the input fields on ordinary (x) and extraordinary (y ) axes in
accordance with Eq. (4.5). For the spectrum and spectral phase of the input fields the
experimental spectra and the retrieved phase of a TG-FROG measurement were used.
As mentioned before, the simulation code contains only one spatial dimension, namely
the direction of propagation. However, by segmenting the lateral beam profile into a 2D-
grid and assuming that the electric fields within one segment propagate independently
of the fields in other segments, a spatially dependent intensity profile can be taken into
account (quasi 3D+time). For the simulation we used a Gaussian profile with 380 µm
FWHM diameter and circular symmetry in good agreement with a CCD-measurement
of the real beam. The profile was divided into 200x200 segments and the corresponding
intensity values were retrieved. After running the simulation for a range of 60 different
input intensities to create a lookup-table of generated spectra, each segment can be linked
to a spectrum in the lookup-table according to its intensity value. The summed up spectra
of all segments yield then the global spectrum.
The results of these calculations – i.e. the generated global spectra – are shown in
Fig. 4.14. To allow the comparison with experimental data, the same total energies were
Fig. 4.14: Simulated output spectra of the broadband cascaded nonlinear interaction. For
comparison three measured spectra are plotted.
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Fig. 4.15: Simulated output of nonlinearly interacting narrowband pulses: two pump wave-
lengths (600 and 700 nm) on the e-axis and one seed/signal wavelength (825 nm) on the
o-axis. The different frequency-mixing products are labeled with the underlying processes.
Products marked with an asterisk are passively CEP stable.
used as input parameter. As one can see, the creation of a multi-octave-spanning spec-
trum is qualitatively well reproduced and especially the efficient generation of new fre-
quency components at 950-1400 nm is confirmed. The simulated spectra in fact extend
to about 3000 nm, suggesting that also the experimental spectra might have components
up to that wavelength (which we could not measure with the available spectrometers).
Including or neglecting third-order effects in the simulation did not affect the results sig-
nificantly which confirms that cascaded (2)-interactions are the dominant factor. Quan-
titatively, the order of magnitude of the output energy is correctly calculated but a higher
conversion efficiency compared to the experimental results is predicted. This might orig-
inate from overestimating the peak intensity of the input pulse due to temporal and spa-
tial artifacts from the hollow-core fiber broadening and chirped mirror compression or
from imperfections in the BBO crystal.
To visualize the cascading nature of the nonlinear interactions, we additionally ran a
simulation with narrow spectral bands but otherwise unchanged parameters (cf. Fig. 4.15).
The small bandwidths allow to identify the underlying frequency-mixing processes and
the result confirms the contribution of cascaded interactions to the formation of the multi-
octave spectrum.
It should be noted at this point that if CEP stability is of interest for an application,
only DFG-products generated by an odd number of cascaded (2)-processes are pas-
sively phase-stable, while the other products inherit the phase of the input pulses [146].
This is also important if the entire spectral bandwidth is planned to be used since in the
case of a non-CEP-stable input beam a variable phase jump at the border (∼1400 nm) be-
tween these two spectral regions would prevent full temporal compression of the output
pulses. However, simulations show that for actively stabilized systems, CEP fluctuations
of ∼300 mrad and intensity fluctuations of up to ±20% are tolerable to maintain a stable
waveform of the output pulses. Under these practically feasible conditions the achiev-
able pulse duration of 2.6 fs (sub-cycle) is lengthened by not more than 10%. The spectral
phase of the output pulses is smooth (dominated by dispersion) and can be well approx-
imated with a polynomial function (dispersion coefficients: GDD = 28 fs2, TOD = 37 fs3,
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Fig. 4.16: Modified cascaded DFG scheme featuring an additional BaF2 crystal for XPW gen-
eration and seeding of the cascaded processes in the subsequent BBO crystal.
FOD = −71 fs4, specified at c = 1000 nm). Hence, good compression with standard tools
is expected. A test with chirped mirrors designed for 800-1300 nm experimentally con-
firmed the compressibility of the pulses in at least this spectral range.
4.3.3 Discussion and conclusions
The simplicity of the setup and the high conversion efficiency of up to 15% (with more
than 80% of the generated pulse energy in the spectral range 700-1400 nm) make the cas-
caded DFG scheme an interesting PFS seed generation candidate for replacing the cur-
rent cascaded HCF + XPW scheme. Moreover, the straightforward scalability suggests
that when using the full output of the HCF in an adapted setup, seed energies of few tens
of microjoule should be feasibly.
A potential issue of the setup arises from the fact that the seed for the cascaded DFG
is linearly derived from the input pulses by rotation of the birefringent BBO crystal. As
a consequence, any phase distortions or temporal artifacts in the input pulses are for-
warded with this seed to the OPCPA chain, which – as has been already discussed – can
negatively affect the amplified spectrum and spectral phase.
A simple modification to address this issue is the integration of an XPW generation
stage as shown in Fig. 4.16. By installing a thin BaF2 crystal in front of the BBO crystal, a
cross-polarized wave is generated that serves as the ordinary polarized seed for cascaded
DFG. Consequently, the roll-angle  of the BBO can be set to zero and thus the second
polarizer that is adjusted along the ordinary axis of the BBO is now crossed with respect
to the first polarizer. By this measure, temporal artifacts that do not take part in the
nonlinear interactions cannot pass the setup anymore. Conveniently, the efficiency of
XPW generation is of no particular importance in this scheme as it has been shown that
less than 1 % of the total energy on the o-polarized axis is sufficient for a decent cascaded
DFG efficiency.
In a short proof-of-principle experiment, a 500 µm BaF2 crystal was installed few cen-
timeters in front of the BBO crystal. Fig. 4.17 depicts the measured spectra for 60 µJ input
pulses. Since the additional dispersion from the BaF2 crystal was not compensated, the
cascaded DFG efficiency was not optimal. However, the obtained results demonstrate
the feasibility of the concept.
Having a look at the cascaded DFG scheme from a conceptual point of view, it com-
bines in a sense the two previously described alternative seed generation schemes and
overcomes their shortcomings: the main drawback of the idler generation scheme is the
angular chirp of the idler as a consequence of the non-collinear geometry required by
phase matching. Working with a broadband pump and collinear beams, this problem
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Fig. 4.17: Output spectra from cascaded DFG at a BBO orientation of  = 0° where the ordi-
nary polarized seed pulses are generated by XPW generation in BaF2. The total input pulse
energy is 60 µJ.
is completely avoided in the cascaded DFG scheme. From the cascaded HCF + XPW
generation scheme the new scheme inherits the HCF broadening and the XPW method
for contrast enhancement. However, by employing only one fiber and a more efficient
technique of wavelength conversion into the range of interest (700-1400 nm) an output
energy increase by up to an order of magnitude seems feasible.
In summary, the combination of spectral broadening in a single HCF with XPW gen-
eration and cascaded DFG constitutes an attractive seed generation scheme that promises
high-energy, high-contrast and ultra-broadband pulses with a smooth spectrum and spec-
tral phase. Hence, the integration of an adapted version of this scheme into the PFS sys-
tem is planned for the future.
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5 OPCPA experiments with two OPA stages
5.1 Performance of alternative seed generation schemes
In the following we report on the first series of OPCPA measurements which we con-
ducted on two LBO stages in vacuum (cf. Fig. 3.9). The presented data have been taken
together with Christoph Skrobol and have partially already been described in his thesis
[49]. For the measurement campaign, the Tube served as the last pump amplifier and the
pump compressor was still located in air. Due to the low damage threshold of a dichroic
mirror inside the Tube, the output energy of the fundamental pulses was kept at 400 mJ.
Unresolved thermal issues limited the repetition rate to 1 Hz. After compression and
SHG, the energy of the frequency-doubled pump pulses was 4.2-4.5 mJ for the first and
75-81 mJ for the second OPCPA stage.
The seed pulses were provided by the new seed generation schemes described in the
previous chapter, namely the idler generation and the cascaded HCFs + XPW generation*.
While the idler scheme was only used for a short proof-of-principle experiment where
OPA phase matching conditions have not been fully optimized, the data obtained with
the XPW scheme represent the final outcome of a thorough optimization.
The OPA stages themselves consist of two LBO crystals (Type I, #=90°, ’=14.5°). Ex-
perimentally, an optimum crystal thickness of 4 mm in both stages was determined for
highest OPCPA efficiency. While in principle two orientations of the crystals are possible
(walk-off compensation or tangential phase matching [49, 66]), in practice the choice of
orientation is only relevant for small beam sizes and thick crystals†: At a non-collinear
angle of int = 1.1° and a walk-off angle of % = 0.45° in both OPCPA stages, the relative
lateral shift between pump and signal beams inside the LBO crystals is 46 µm (walk-off
comp.) or 108 µm (tangential phase matching). These values are small compared to the
beam diameters of several millimeters and consequently we could not detect any differ-
ence in spectrum, energy or beam profile when testing both orientations. Since in theory,
however, the group-velocity mismatch between pump and signal is slightly smaller in the
tangential-phase-matching geometry [148], we installed the crystals in this orientation.
The amplification results shown in Fig. 5.1a and Fig. 5.1b demonstrate for both alter-
native seed generation schemes a broad amplification bandwidth with pulse energies of
up to ∼10 mJ (for XPW). For convenience, Fig. 5.1c shows once again the measurement
results reported in Section 3.3.1 with the OPA stages in air, pumped by the Booster and
seeded by the initial cascaded HCFs scheme.
Owing to the different conditions in the three measurements, the results are not entirely
quantitatively comparable, however a few fundamental observations can be made:
* For this OPCPA campaign an early version of the XPW scheme was used that delivered only ∼1 µJ
compared to ∼4 µJ in the final version that was described in Section 4.2.
† For some crystals and spectral bands also the suppression of parasitic SHG can play a role. For LBO and
signal wavelengths from 700 nm to 1400 nm, however, none of the two orientations has an advantage
over the other [147].
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(a) idler generation (b) cascaded HCFs + XPW
(c) cascaded HCFs
Fig. 5.1: Results from parametric amplification in two OPA stages that are seeded by (a) the
idler generation scheme, (b) the cascaded HCFs plus XPW stage (both pumped by the Tube)
or (c) the cascaded HCFs without XPW (pumped by the Booster). Figure (c) is identical to
Fig. 3.8 in Section 3.3.1.
• As intended, the implementation of both alternative schemes yields significantly
smoother spectra for the input as well as for the amplified pulses compared to the
initial seed generation scheme. This fact already indicates a reduced (if not entirely
suppressed) distortion of the spectral phase and therefore suggests a good temporal
compressibility of the pulses.
• A comparison (see Table 5.1) of the measured efficiencies at the first OPA stage
when seeded by the idler generation or the XPW scheme reveals that higher seed
energies lead to a better energy extraction from the pump which agrees with in-
tuitive expectations. In this respect, schemes with higher seed energy would be
preferable. However, because of saturation and possibly back-conversion, this ef-
fect does not necessarily lead to higher output energies after the second OPA stage.
• It is interesting to note that the residual angular chirp of pulses generated with
the idler scheme has no obvious adverse effect on amplification bandwidth in the
first OPCPA stage* as can be seen in Fig. 5.1a. At first glance this observation might
* The amplification results from the second stage are less instructive as phase matching was not optimized
in this measurement in contrast to the more extensive XPW-campaign.
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seed scheme efficiency 1st OPA stage efficiency 2nd OPA stage
casc. HCFs 5.5 % 12.2 %
Idler generation 7.1 % ( 7.1 % )
casc. HCFs + XPW 4.0 % 11.9 %
Table 5.1: OPCPA efficiencies measured with different seed generation schemes.
be surprising but can be understood considering two points: First, by imaging the
idler beam from the position of generation onto the first OPCPA stage, any forma-
tion of a spatial chirp was prevented that could have affected the bandwidth at the
center of the beam. And second, even though the non-collinear angle  is not iden-
tical for all wavelengths due to the angular chirp ( = ()), the maximal deviation
of ±0.02° at the first and ±0.005° at second stage over the full spectral range is too
small to have a measurable effect on phase matching (cf. Fig. 2.14d).
However, despite the good OPCPA performance, the problem of insufficient com-
pressibility and focusibility of the amplified pulses because of the angular chirp
remains. Therefore the idler scheme was eventually abandoned.
• Overall, the OPCPA efficiencies of 4.0-7.1 % in the first and 7.1-12.2 % in the second
stage were significantly lower than predicted by simulations that suggest efficien-
cies of around 20 % [49]. In fact, we achieved slightly better efficiencies in the high
energy campaign presented in the next section but still not close to the theoretical
predictions. On the other hand, a comparison with similar broadband OPCPA sys-
tems shows that efficiencies of 10-15 % in high gain stages are rather the rule than
the exception [145, 149–151]. Hence, the simulations might neglect higher-order
losses present in real world systems that prevent reaching higher efficiencies.
After these amplification tests, the XPW seed scheme was used to examine the com-
pressibility of the amplified pulses. For this purpose, the pulses were coupled out of the
OPCPA vacuum system after amplification. A fraction of the beam was forked off by
a wedge, demagnified and sent through a 1” chirped-mirror-compressor (16 reflections)
and a pair of fused silica wedges. An additional neutral density filter further attenuated
the beam to protect the diagnostics. After optimization of dispersion with the wedges
and selecting a combination of three types of chirped mirrors (PC503, PC515, PC518:
UltraFast Innovations), a compressed pulse duration of 7 fs (Fourier limit 6 fs) was mea-
sured with an early version of the SS-SHG-FROG as shown in Fig. 5.2.
The described measurements demonstrated for the first time the successful operation
of a picosecond-pumped OPCPA system with multi-mJ output energy and a compressed
pulse duration of slightly more than two optical cycles. However, in order to use the
generated pulses for applications, the amplified pulse energy had to be further increased
and at the same time the setup had to be modified to allow the temporal compression
of the full beam (and not just an attenuated fraction). The efforts made to achieve these
goals will be described in the following section.
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(a) measured FROG trace (b) retrieved FROG trace
(c) retrieved spectrum and GD (d) retrieved temporal shape
Fig. 5.2: Single-shot SHG-FROG measurements of the amplified signal pulses. (a) Measured
FROG trace, (b) retrieved FROG trace, (c) measured and retrieved spectrum as well as
retrieved group delay, (d) retrieved temporal shape. Pictures taken from [49] with the per-
mission of the author.
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5.2 High-energy OPCPA experiments
After the proof-of-principle experiments presented in the previous section, we will de-
scribe in the following the results of the OPCPA campaign at full pump energy available
from the last pump amplifier.
5.2.1 Pump
Historically, the high-energy OPCPA campaign was started with the Tube as the last
pump amplifier. Upon completion of the OPA test campaign described in the previous
section its 400 mJ-limitation of output energy was overcome and 1 J maximal energy at
2 Hz repetition rate was provided. However, due to reoccurring damages of optics in-
side the amplifier and a corresponding degradation of the beam profile, the Tube was
later replaced by the Cube that provided pulse energies of up to 1.2 J at 10 Hz on a daily
basis (cf. Section 3.2). While most results presented in this section were obtained with
the Cube, a few measurements still were taken with the Tube as will be indicated in the
respective figures.
Compared to the status documented in [49], the rebuild of the pump compressor as
described in Section 3.2 allowed to use the full energy of ∼1 J in the fundamental beam
for compression and frequency-doubling to generate high-energy pump pulses for the
OPCPA chain.
Fig. 5.3 shows the beam profiles of fundamental and second harmonic of the Cube at
the position of the frequency-doubling DKDP crystal at full energy. Even though some
hot-spots are visible at the bottom right, the intensity distribution over the entire beam
is quite homogeneous as shown by the cross sections with a total standard deviation of
about 20 % from mean.
(a) fundamental (1030 nm) (b) second harmonic (515 nm)
Fig. 5.3: Cube beam profiles of (a) the fundamental (1030 nm) and (b) the second harmonic
(515 nm) at the position of the SHG crystal at full energy. Cross sections at different points
are shown. Gray contours correspond to median values along the respective dimension.
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(a) (b)
Fig. 5.4: (a) Acceptance angle of the 4 mm Type II DKDP crystal for SHG. (b) Time structure
of the compressed fundamental pump pulses with and without the fast Pockels cell. Per-
centage values indicate the energy proportions relative to the total energy. (Measurements
taken with the Tube)
The frequency-doubling efficiency was initially rather poor at about 45 %, a fact already
observed in [49] and suspected there to have its origin in wavefront distortions in the
fundamental beam. By scanning the phase matching angle of the employed SHG crystal,
however, we measured an acceptance angle of 0.46° on a 50 % level (see Fig. 5.4a). This
matches quite well the theoretical prediction by a simple analytical model [152]. Wave-
front distortions with angles of this order of magnitude would be clearly visible in short
distance beam deformation which we did not observe. This line of argument is also sup-
ported by the fact that the two minima in Fig. 5.4a at ±0.5° both reach a value of zero
within the accuracy of measurement: in the presence of severe wavefront distortions,
there would be a broad range of incident angles of the beam onto the crystal and there-
fore a perfect mismatch could not be achieved: the efficiency minima would show a clear
offset from zero. So in summary, wavefront distortions could be excluded as the main
source of low SHG efficiency.
Instead, we found that the time structure of the pump pulses was not as clean as ex-
pected and that a significant fraction of the total energy was not confined to the main
pulse: measurements of the compressed 1 J pump pulses with a fast photodiode and
different neutral-density filters for a high dynamic range revealed a series of small pre-
pulses next to the main pulse, a strong post-pulse and an ASE pedestal as shown by the
blue curve in Fig. 5.4b. These low-intensity features have a vanishingly small SHG effi-
ciency and therefore reduce the overall efficiency. The features originate from different
components of the pump chain:
The pre-pulses are created as leakage of the regenerative amplifier. For each round-
trip, the finite contrast of out-coupling Pockels cell and thin-film-polarizer (TFP) leads to
a small loss in pulse energy, forming a train of weak pulses that exit the cavity. However,
as this pulse train carries less than 0.25 % of the total energy, the effect can be ignored.
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Fig. 5.5: Record measurement of second-harmonic generation with compressed pulses from
the Cube in a 4 mm DKDP crystal (Type II).
The post-pulse with about 4 % of the total energy is created in a similar way: due to the
limited contrast of Pockels cell and TFP, a fraction of the main pulse is not coupled out,
makes one more amplified round-trip and exits the cavity almost undisturbed because of
the comparably long fall-time of the Pockels cell. By replacing it with a version featuring
a shorter fall-time, this artifact could be suppressed in the future.
Finally, the ASE contains approximately 18 % of the energy and is already generated
in the fiber-amplifier. In order to efficiently remove this pedestal and prevent its fur-
ther parasitic amplification, the pulses have to be temporally cleaned before the stretcher
where they are still short. For this purpose, a fast-switching Pockels-cell (Leysop Ltd,
gate≈200 ps) was installed that successfully reduces the ASE energy to 3.4 % and boosts
the energy ratio in the main pulse from 78 % to 92 % (see Fig. 5.4b).
As a consequence, the SHG efficiency could be improved to 55 %, corresponding to
an increase in second-harmonic energy of 20 %. In a record measurement, 860 mJ in
the fundamental beam at the SHG crystal (1.2 J at the Cube and 75 % transmission of
compressor and beam line) were converted to 475 mJ in the frequeny-doubled beam (see
Fig. 5.5). Typical energies at the two OPCPA stages were 14 mJ and 400 mJ respectively
with a shot-to-shot energy stability of 1.5 %. Fig. 5.6 shows the fundamental and second-
harmonic spectra at different amplifier output energies. The fact that the measured spec-
tra in Fig. 5.6b are slightly narrower than theoretically expected might be an indication
that either the temporal compression is not yet ideal or the used 4 mm DKDP crystal is
too thick for the bandwidth of the pulses.
While the pulse duration of the fundamental beam was determined with an SHG-
FROG [49], the duration of the second-harmonic pulses could be only indirectly mea-
sured: for this purpose, a narrow spectral band (∆ ∼ 20 nm) around 800 nm central
wavelength was selected from the seed pulses to create a short probe pulse which was
then temporally scanned relative to the pump pulse at the OPA stage. By recording the
parametrically amplified output spectrum of the probe pulse for each delay, one obtains a
correlation trace as shown in the inset of Fig. 5.7. In a separate measurement at time zero
the scaling of the amplified signal energy with pump energy was found to be approx-
imately linear for high energies. Therefore, the spectrally integrated correlation signal
(green curve in Fig. 5.7) with a FWHM of 670 fs can be interpreted as the temporal inten-
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(a) fundamental spectrum (b) second-harmonic spectrum
Fig. 5.6: (a) Output spectrum of the Cube at different energies. (b) Second-harmonic spec-
trum after frequency-doubling of the compressed pulses in 4 mm DKDP. The theoretical
spectra (dashed curves) are calculated from the fundamental spectra in the left plot un-
der the assumption of perfect compression and phase matching. Experimental spectra are
scaled according to the contained energy, theoretical spectra such that the area under the
curves is identical to the respective experimental curve.
sity of the frequency-doubled pulses and provides an estimate for their duration.
Considering on the other hand the pronounced saturation of SHG that is visible in
Fig. 5.5 at high energies, one would rather expect a comparable pulse duration of funda-
mental and second-harmonic pulses and thus a pulse duration of about 850 fs.
Depending on which value is used, the average pump intensities at the OPA stages are
approximately 90 GW/cm2 (70 GW/cm2) at the first and 150 GW/cm2 (120 GW/cm2) at
the second stage.
Fig. 5.7: Indirect measurement of the duration of the pump pulses (515 nm) by parametric
amplification of narrowband, short signal pulses. The inset depicts the amplified signal
spectra for different delays between signal and pump. The green curve in the inset as well
as in the main plot shows the spectral integral for each delay. The width of this curve gives
an estimate for the duration of the frequency-doubled pump pulses.
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5.2.2 Signal
The seed/signal pulses for the high-energy OPCPA measurements were again generated
by the cascaded HCFs + XPW scheme. However, in order to increase the seed energy
compared to the proof-of-principle OPCPA campaign, an improved version of the XPW
scheme was set up, delivering up to 4 µJ as presented in Section 4.2. As this improvement
required a relocation of the XPW setup, the optical path length to the OPCPA stages and
hence the effective dispersion was changed. Furthermore, the new OPCPA compressor
was set up entirely in vacuum necessitating a new dispersion management as shown in
Fig. 5.8. In short, we introduce positive dispersion in front of the OPA stages to stretch the
seed pulses to about 800 fs and compresses the amplified pulses afterwards with nega-
tively chirped mirrors. The compression results as well as details about the optional zero-
dispersion stretcher (ZDS) and liquid-crystal spatial light modulator (LC-SLM) setup will
be described in Section 5.2.3.
The motivation for adding chirped mirrors to the previously all-material based stretch-
ing scheme before the vacuum system was that in the OPCPA experiments conducted
with the all-material scheme, a low OPA gain was measured for signal wavelengths
longer than ∼950 nm. This finding raised the question whether the pronounced TOD
from material dispersion was responsible for the effect: as long-wavelength components
are less stretched than short ones, there is a stronger competition for pump energy in this
spectral region which in turn is expected to reduce the gain. In order to test the impact of
this effect, a set of four chirped mirrors (PC528, UltraFast Innovations) was designed and
installed to compensate the dispersion-induced TOD and generate a linear input chirp.
Note, that the target GD-curve of the PC528 mirrors is designed to be monotonous as
shown in Fig. 5.9 to avoid the error-prone production of TOD-only mirrors we suffered
from previously [49]. An XFROG measurement of the stretched pulses revealed a perfect
linear chirp as shown in Fig. 5.10.
In the end, the hypothesis that the amplified signal spectrum significantly depends
on the TOD of the pulses proved experimentally false by testing two experimental sce-
narios: in the first case the seed was stretched by four reflections on PC528 mirrors as
explained. In the second case the mirrors were bypassed and the seed was instead dis-
Fig. 5.8: Scheme of the dispersion management scheme for the signal beam. FS = fused sil-
ica, PCxxx = chirped mirrors (dispersion curves shown in Fig. 5.9), ZDS = zero-dispersion
stretcher, SLM = liquid-crystal spatial light modulator.
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Fig. 5.9: Design curves of selected chirped mirrors used in this work. Except for PC503 the
CMs are double-angle mirrors, i.e. all mirrors of one type are identical but have to be
used in pairs with two different angles of incidence in order to collectively compensate the
typical GD oscillations from the CM layer structure as shown exemplary for PC544. Group
delay and reflectivity curves are design data “per reflection”, i.e. the average of two mirrors
placed at the given angles.
persed by transmission through a 9.5 mm thick fused silica substrate. By this means,
the seed pulses feature the same group delay of ∼800 fs between spectral components at
700 nm and 1400 nm but with an increased TOD. Since both scenarios resulted in iden-
tical amplified spectra and energies within the accuracy of measurement, the constraint
of a linear chirp was later given up to obtain an easily accessible additional degree of
freedom for temporal compression by changing the number of PC528 reflections.
(a) XFROG trace (b) retrieved group delay
Fig. 5.10: (a) XFROG trace of the stretched signal pulses (optical path including 4x PC528 and
5 mm CaF2). (b) Group delay retrieved from this trace featuring a linear chirp.
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(a) near field (b) focus
Fig. 5.11: (a) Signal beam profile at the position of the second OPCPA crystal. (b) Beam profile
in the focus of a concave mirror with 1 m focal length.
The near field profile of the signal beam at the position of the second OPCPA stage
has a FWHM size of 10.5× 12 mm2 and is shown in Fig. 5.11a. Focusing this beam with a
concave mirror of 1 m focal length yields a spot size of 58× 55 µm2 FWHM as shown in
Fig. 5.11b which demonstrates the good focusibility (diffraction-limited size: 52× 49 µm2).
5.2.3 OPCPA
Amplification results
In Fig. 5.12 the results from parametric amplification are shown, where pump pulse en-
ergies of 13 mJ and 415 mJ were used at the two OPA stages. In Fig. 5.12a, the typical
spectra of the amplified signal pulses are plotted on a logarithmic scale, spanning the full
range from 690-1350 nm with pulse energies of 1.0 mJ (∼7 % efficiency) after the first and
53 mJ (∼13 % efficiency) after the second stage. Despite the more pronounced spectral
modulations compared to the low energy OPA campaign, the overall smoothness of the
spectra is still acceptable given the large bandwidth.
One exception is the spike around 1140 nm which is better seen when plotting the nor-
malized spectra on a linear scale (cf. Fig. 5.12b). The origin of this spike was initially
unclear as it could not be detected in the unamplified seed. In a later conducted investi-
gation it was found to be created by a weak train of post-pulses in the seed at this specific
wavelength, each about four orders of magnitude lower than the main pulse and sepa-
rated by ∼200 fs. As the stretched main seed pulse temporally overlaps with just the cen-
tral part of the pump pulse, one or two of these post-pulses have exclusive overlap with
the trailing wing of the pump and hence experience large gain when driving the OPCPA
stages in saturation. By adjusting phase matching and/or timing between signal and
pump, the spike can be reduced, however, at the expense of amplified bandwidth and
energy. Due to the short separation between the pulses, we suspect that the post-pulses
originate from a dielectric coating in the beam path of the seed (an erroneous reflection
from windows or the backside of mirror substrates can be excluded as 200 fs separation
would correspond to a substrate thickness of only ∼20 µm). The investigations to identify
and replace the problematic component are still ongoing.
Fig. 5.12c shows that the amplified spectrum after the second stage theoretically sup-
ports a Fourier-limited pulse duration of 4.2 fs, corresponding to 1.6 optical cycles of the
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(a) signal spectra (b) normalized signal spectra
(c) time structure (d) near field (e) focus
Fig. 5.12: Spectra of seed and amplified signal. (a) shows the energy-scaled spectra on a
logarithmic plot, (b) shows the same spectra on a linear scale and normalized to unity for
direct comparison (c) is the theoretical time structure for perfectly compressed pulses, (d)
is the near field beam profile after the second OPCPA stage and (e) shows the beam profile
in the focus of a concave mirror with 1 m focal length.
electric field at 817 nm central wavelength. In this ideal case, 77 % of the total energy is
confined to the central peak. Excluding the presumably incompressible spectral compo-
nents at 1100-1160 nm (i.e. the discussed spike), the limit increases to 4.6 fs.
In Fig. 5.12d, the amplified beam profile at full energy is displayed where the imprint
of pump features onto the originally smooth seed profile (cf. Fig. 5.11a) is clearly visi-
ble. The elliptical shape is caused by a mismatch of the pulse fronts of pump and signal
which originates from two independent sources: first, owing to the non-collinear geome-
try, pump and signal beam intersect at an angle int resulting in a pulse front mismatch in
the horizontal plane. And second, due to a slight misalignment in the pump compressor*,
* In the current setup, this misalignment is difficult to correct as it emerges only when the compressor
chamber is evacuated, i.e. when the components are inaccessible for manual alignment. In a currently
ongoing rebuild this issue is solved by a motorization of the critical components. For details about the
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the pulse front of the pump pulses themselves are tilted in the vertical dimension with
respect to the direction of propagation. The superposition of these two effects yields a di-
agonal mismatch angle between pump and signal pulses. Since both pulses are short and
their lateral extension is large, this mismatch results in a poor spatio-temporal overlap at
the edges of the beam profiles and leads to the elliptical shape. A detailed quantitative
analysis of the pulse front mismatch as well as a scheme for compensation can be found
in Section 6.3.
The poor overlap also results in a reduced total amplification efficiency at the second
OPA stage: in a later series of measurements presented in Section 6.2.2 an efficiency of up
to 18 % was observed when limiting the analysis to the central part of the beam. There-
fore, we expect a significant increase of total amplified signal pulse energy when the
pulse fronts are properly matched.
As can be seen in Fig. 5.12e, the ellipticity of the beam profile additionally affects the
focus spot size: at 81× 59 µm FWHM along the major and minor axes, the focus area
is increased by about 50 % with respect to the focus area of the unamplified beam (cf.
Fig. 5.11b).
Compression
The compression of chirped, few-cycle pulses down to their Fourier-limit is a challenging
task by itself. Furthermore, as described in Section 2.2.1, the parametric amplification
introduces an additional spectral phase (the OPA phase) that depends on gain and phase-
matching conditions.
Hence, after the first proof-of-principle OPCPA experiments it was planned to imple-
ment an acousto-optic modulator (Dazzler, FastLite) in the signal path before amplifica-
tion for adaptive dispersion control. The first design of an appropriate scheme was based
on a single Dazzler and an additional grism-compressor [153, 154] to compensate the un-
avoidable material dispersion of the acousto-optic crystal. Due to the spectral range and
the broad bandwidth of the PFS signal pulses, however, the expected total throughput of
such a scheme was unacceptably poor at ∼1 %.
The idea of a second approach developed in cooperation with FastLite was to split (and
afterwards recombine) the signal pulses in a Mach-Zehnder-interferometer-like setup
into two color channels with two individual Dazzler units. By this means, the Daz-
zlers would be able to compensate their own material dispersion and thus no additional
compressor would be needed. Due to this fact and because of a better adaption of the
Dazzlers to their respective wavelength bands, the expected throughput of this solution
was acceptable at ∼10 %. In the end, however, the increased costs induced by the second
Dazzler unit resulted in a cancellation of the project.
Hence, it was necessary to temporally compress the amplified signal pulses again by
chirped mirrors only. Since after the cancellation of the Dual-Dazzler-purchase there was
no other possibility to shape higher-order dispersion terms, we decided to design two
different sets of chirped mirrors: one set to compensate a perfectly linear chirp (PC529,
cf. Fig. 5.9) and one set to compensate dispersion of the OPA crystals and the predicted
OPA phase (PC531). Thus, by exchanging pairs of one type of mirrors with the other
and by fine-tuning the residual GDD with CaF2-wedges, one gains a certain flexibility for
influence of compressor misalignment on pulse front tilt, see also Section 6.3.
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adjusting higher-order dispersion.
At first, a measurement campaign with 1” mirrors in air (dispersion-compensated by
one more set of mirrors: PC532) was performed to examine the design and production
of the planned full-size 2” mirrors and to verify the compressibility of the unamplified
signal pulses. The campaign unveiled the typical challenges of all-chirped-mirror com-
pression of few-cycle pulses:
• A production error in the PC531 mirrors was detected that introduced strong phase-
modulations which only became evident as an accumulated effect and was not no-
ticed e.g. when single mirrors were analyzed in a white-light interferometer. There-
fore, the PC531 mirrors in the test compression setup had to be replaced by an older
set of mirrors (PC503) with a similar dispersion.
• It proved very difficult to determine the spectral target phase for the chirped mir-
rors with the required precision since systematic errors of few percent in the XFROG
measurements of stretched pulses or in the dispersion calculations with Sellmeier
equations can already result in a critical deviation from the real spectral phase of
the pulses and eventually prevent full compression. Moreover, because of the nec-
essarily large number of chirped mirrors the same applies for the precision of pro-
duction: small systematic discrepancies in the multi-layer structure can lead to a
significant accumulated deviation of the introduced spectral phase from the target
curves. These deviations can be of higher order and thus a compensation with e.g.
CaF2 wedges is in general not possible. Hence, the initially measured chirp of the
signal pulses as well as the accordingly calculated target curves of the chirped mir-
rors were used just as a starting point for the compressor setup before iteratively
testing different mirror combinations to achieve final compression.
In the end, a combination of 6×PC529, 14×PC532 and 4×PC503 was experimentally
found to yield optimal compression of the unamplified pulses. Fig. 5.13a and Fig. 5.13b
show the corresponding XFROG and SS-SHG-FROG traces with retrieved pulse dura-
tions of 5.7 fs and 6.0 fs respectively. When parametric amplification was switched on,
the pulses were not compressed anymore by this mirror combination as expected due
to the additional OPA-phase described in Section 2.2.1. This effect is clearly visible from
the FROG measurements shown in Fig. 5.13c and Fig. 5.13d. In order to determine the
OPA phase as precisely as possible, the difference in the group delay of amplified and
unamplified pulses was retrieved from the FROG traces. Additionally, a spectral inter-
ferometry measurement was conducted. For this purpose, a fraction of the seed pulses
was split off, guided parallel to the OPA system and interfered afterwards with the un-
amplified and amplified signal pulses. The resulting spectral modulations and retreived
group delays are shown in Fig. 5.13e.
The experimental results were compared to simple theoretical predictions based on
the quasi-constant ratio between OPA phase and phase mismatch for high gain stages* as
suggested by Fig. 2.7b. As can be seen in Fig. 5.13f there is reasonable agreement between
experiment and theory. Hence, the OPA phase determined by SI was included in the
design of the target curve for a new chirped mirror (PC544).
* For the phase mismatch, the results from Fig. 2.14b were used. The gain was assumed to be 103 in the
first and 50 in the second stage. The crystal thickness was 4 mm in both stages
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(e) spectral interferometry measurement
upper panel: unamplified signal
lower panel: amplified signal
(f) group delay introduced by amplification
(OPA phase)
Fig. 5.13: Compression of unamplified signal pulses in air and measurement of OPA phase.
Installed chirped mirrors: 6×PC529, 14×PC532 and 4×PC503. (a) & (b) FROG traces of
unamplified pulses. (c) & (d) Corresponding traces for amplified pulses (after two OPA
stages). To protect diagnostics and chirped mirrors, amplified pulses were attenuated with
wedges. (e) Measured interference spectra of reference pulses bypassing the OPA system
with seed and amplified pulses passing through the system. Dashed curves show the re-
trieved group delays. (f) comparison of simulated and measured group delays introduced
by amplification (OPA phase).
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(a) beam path on upper level (b) beam path on lower level
Fig. 5.14: Vacuum chamber with 2” double-angle chirped mirrors for compression of the
amplified signal pulses. A motorized stage is used to pick the compressed beam for mea-
surement of pulse duration (purple beam path).
The PC544 as well as the already tested PC529 design were produced on 2” substrates
to support the full beam size of the amplified pulses and formed the final compressor.
A reduction of beam size prior to compression as an alternative option was excluded
for damage threshold reasons: testing a demagnification by a factor of two of the quasi-
compressed signal pulses to emulate a 1” chirped mirror compressor resulted in mirror
surface damages already at ∼20 mJ pulse energy.
Fig. 5.14 shows the compact compressor assembly and beam path inside an old vacuum
chamber which we adapted for our purposes. The chamber itself is located on a separate
optical table (cf. Fig. 3.9) and connects the OPA system with the beam line to the target
area of our lab.
Despite testing several combinations of chirped mirrors* including changing the num-
ber of “positive” PC528 mirrors in front of the OPCPA stages, the compression of am-
plified pulses was not satisfactory and measured pulse durations were not shorter than
∼10 fs, almost a factor of two longer than the Fourier limit. Hence, we decided to bor-
row a liquid-crystal spatial light modulator (LC-SLM, SLM-S640, JENOPTIK) from a
neighboring group to gain a finer control over dispersion [155]. Implementing such a
device was first ruled out because of concerns that the imprint of the inherent pixelation
on the spectrum and phase could deteriorate the contrast. A careful theoretical investiga-
tion, however, yields that temporal artifacts due to this pixelation are not stronger than
10−6 relative to the main pulse. This could be experimentally confirmed by a measure-
ment of the contrast of the unamplified pulses at least down to 2 × 10−5 (for details see
Appendix A.5). As the LC-SLM is installed before OPA and as the temporal artifacts ex-
pected from simulation lie outside the OPA pump window of ∼1 ps they are not further
* ... a cumbersome process involving venting and re-evacuation of the vacuum chambers for each modifi-
cation as well as the partial rebuild of the compressor setup due to different design angles of the chirped
mirrors.
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Fig. 5.15: Sketch of the zero-dispersion stretcher setup consisting of a blazed grating to angu-
larly disperse the signal pulses, a spherical mirror to collimate the wavelengths and an end
mirror to send the beam back for recombination. A liquid-crystal spatial light modulator
in the Fourier plane is used to adjust the spectral phase of the seed pulses for OPCPA.
amplified. This reduces the possible impact of the LC-SLM on the final contrast to the
acceptable level of 10−10 assuming a parametric gain of about 105.
To use an LC-SLM for spectral shaping, it has to be located in a plane where the wave-
lengths of the pulse to be shaped are spatially separated. To this end, a so-called “zero-
dispersion stretcher” was build that creates this separation. The setup is schematically
shown in Fig. 5.15 and consists of a blazed grating and a spherical mirror. The scheme
earns its name from the fact that it does not introduce different optical path lengths for
different spectral components as normal stretchers do. Thus, except for the unavoidable
propagation through the LC-SLM (∼6 mm FS) and air, there is no additional (“zero”) dis-
persion. The setup was integrated in the signal beam path before the OPCPA system with
four additional reflections on PC532 mirrors (not shown) to roughly compensate the ma-
terial and air dispersion. The mirror configuration in the compressor chamber after OPA
was 6×PC529 and 8×PC544.
In the optimization process, the spectral phase of the amplified pulses was changed
with the LC-SLM while observing the temporal compression live with the SS-SHG-FROG.
Finally, this yielded a pulse duration of 6.4 fs as shown in Fig. 5.16 and corresponds to a
waveform featuring just 2.2 optical cycles at the measured central wavelength of 870 nm.
One might notice that in Fig. 5.16c the measured and retrieved spectra do not exactly
match. As a consequence, the retrieved pulse duration as well as the Fourier limit of
5.9 fs might slightly underestimate the real pulse duration, however, by not more than
approximately 10 %.
At a total chirped mirror compressor transmission of 84 % (about 7 % of the 16 % losses
are from silver mirrors for beam transport), there remains a compressed pulse energy
of up to 45 mJ. Taking into account that the main peak of the temporal intensity curve
contains 75 % of the total fluence (cf. Fig. 5.16d), the generated pulses feature a peak
power of 4.9 TW.
Guiding the amplified pulses to the target chamber further losses of ∼17 % due to beam
transport have to be considered. Focusing the beam with a 45° off-axis parabolic mirror
(f/1.2) resulted in a focal spot size of 2.0 × 3.2 µm2 FWHM as shown in Fig. 5.17. Taking
into account the spatial intensity distribution, the peak intensity on target can be as high
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as 4.5 × 1019 W/cm2. In terms of the normalized vector potential, this corresponds to a
relativistic value of a0 = 5.0.
(a) measured trace (b) retieved trace
(c) spectrum and spectral phase (d) retrieved time structure
Fig. 5.16: Compression results of amplified signal pulses with 2” CMs in vacuum. Dispersion
of seed pulses was optimized with the LC-SLM. Temporal characterization was performed
with the SS-SHG-FROG located in air adding 0.7 mm fused silica and 500 mm air to the
dispersion. (a) & (b) Measured and retrieved FROG traces (G-error = 2 %, 256x256 pixels).
(c) Measured and retrieved spectrum and spectral phase. (d) Time structure of the retrieved
pulse and the Fourier-limit pulse.
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(a) (b)
Fig. 5.17: (a) Focus spot of the amplified and temporally compressed signal beam on target,
generated with a 45° off-axis parabolic mirror (f/1.2). For the measurement the beam was
attenuated and imaged with an infinity-corrected microscope objective (40x, NA 0.65) and
a lens (f=200 mm) onto a CCD. (b) shows the intensity profile along the major and minor
axes as indicated in (a). Raw data by courtesy of Olga Lysov and Vyacheslav Leshchenko.
Contrast
In the introduction, the potentially high temporal contrast was listed as one of the key
advantages of OPA systems over conventional laser amplifiers when it comes to the gen-
eration of relativistic light pulses. To test the validity of this expectation for our system,
we measured the contrast of the signal pulses amplified in both OPA stages with a third-
order autocorrelator (Tundra, UltraFast Innovations). The device splits the input beam
into two arms, generates second-harmonic pulses in one of them and then recombines
these pulses with the fundamental in the other arm. By recording the produced third-
harmonic pulses with a photo-multiplier-tube while scanning the delay between the two
arms, one obtains the temporal structure of the input pulses.
Initially, the Tundra was used with the full OPA bandwidth of 700-1300 nm. However,
in this configuration the measured background level of the device was raised by about
two orders of magnitude compared to the ideal case, most likely due to higher-order
nonlinear effects in the crystals. Since anyway the provided Tundra did not support
the full OPA bandwidth by design due to phase-matching limitations of the nonlinear
crystals and bandwidth limitations of the mirrors, a bandpass filter was installed at the
entrance of the device to cut out the accepted spectral range (∆=40 nm at c = 800 nm).
By this means the full dynamic range of the device could be exploited.
Fig. 5.18 shows that with this optimized configuration of the setup we could measure
an excellent ratio of about 1011 between the main pulse and the background. In particular,
it can be seen from the inset that there is no long pedestal around time zero and that the
intensity stays at the noise level until ∼1 ps before the main peak (temporal resolution of
the Tundra: ∼100 fs).
In the plot, a few pre-pulses are visible which we believe are measurement artifacts:
in general, the idea of a third-order autocorrelator is to exploit the nonlinearity of the
SHG process in order to obtain “clean” frequency-doubled pulses that can be used in
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Fig. 5.18: Contrast measurement with a third-harmonic autocorrelator (Tundra, UltraFast In-
novations). The blue curve shows the third harmonic of the signal pulses after OPA in
two stages. The gray curve is a copy of the blue one, mirrored at time zero to allow the
identification of pre-puls artifacts generated by post-pulses. For details see the main text.
the following to scan the fundamental pulses. However, a temporal feature in the in-
put pulses with an intensity ratio of 1/Q with respect to the main peak is not entirely
removed by SHG but just attenuated, yielding a ratio of 1/Q2 in the second harmonic
beam. During the THG scan, these attenuated features in the second-harmonic arm tem-
porally overlap with the main peak of the fundamental and create time-inverted artifacts
in the recorded curve. Hence, post-pulses in the input beam lead to the measurement
of pseudo pre-pulses. Comparing the third-harmonic signal in Fig. 5.18 with the time-
inverted plot (gray curve) within the common window of ±20 ps, the correspondence of
pre- and post-pulses is evident. Since furthermore the ratio between coinciding features
agrees in most cases quite well with the expected 1/Q2-scaling, we conclude that the
measured pre-pulses are not real or at least far less intense than they appear to be. In
a later measurement we could identify plane-parallel substrates which we use for dis-
persion control as responsible for some of the post-pulses. The vacuum exit window on
the diagnostic beam path to the Tundra as well as the OPA-crystals are other potential
sources.
Due to the bandwidth limitation of the device to the region ∼780-820 nm, in principle
we cannot exclude the existence of temporal features from spectral components outside
this range. However, as all spectral components of the signal pulses are synchronously
generated and follow the same optical path in the system, we believe that the scenario of
wavelength-selective pre-pulses or coherent pedestals is rather unlikely.
5.2.4 Summary
In summary, in this chapter the successful parametric amplification of octave spanning
pulses in two OPA stages was presented, yielding pulse energies of more than 50 mJ. By
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temporal compression of the stretched amplified pulses with a combination of two types
of chirped mirrors and an LC-SLM for fine dispersion control, a pulse duration of 6.4 fs
was achieved corresponding to a 2.2-cycle waveform at 870 nm central wavelength. At
a compressed pulse energy of ∼45 mJ, the achieved peak power was up to 4.9 TW. A
focus measurement with an off-axis parabolic mirror showed that the peak intensity on
target can be as high as 4.5 × 1019 W/cm2. These values mark a notable improvement
compared to the prior low-energy OPA campaign described briefly at the beginning of
the chapter: While in this campaign an energy of 400 mJ (at 1030 nm) from the last pump
amplifier was used to provide signal pulses with a compressed peak power of 0.65 TW,
tripling the fundamental pump energy to 1.2 J in the high-energy campaign resulted in
a signal peak power more than seven times higher than before. Hence, not only the
absolute energies were scaled but additionally the overall efficiency of the PFS system
could be more than doubled. The measured excellent temporal contrast of ∼1011, finally,
confirmed the usability of the generated pulses for applications.
Currently, first high-harmonic-generation experiments on solid surfaces are carried out
that use the described OPA system. In parallel, preparations were started for an upgrade
of the PFS, which aims at upscaling the amplified pulse energies by more than order of
magnitude in a third OPA stage. These preparations will be described in the next chapter.
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6 Preparations for a third OPA stage
At the present state as described in the last chapter, the PFS is able to deliver 4.9 TW, few-
cycle pulses which are already used for applications. To boost the peak power further
towards the envisaged petawatt level enabling experiments with unprecedented pulse
parameters, an upgrade of the PFS system is currently under construction. The core ele-
ment of this upgrade is a third OPA stage whose operation requires major modifications
to the current system. In the following, the most important considerations and experi-
mental tests that were carried out to prepare for this step will be described.
6.1 General layout
In Fig. 6.1, the planned layout of the upgraded PFS system is shown. In total we aim
for an increase of the amplified signal pulse energy by more than an order of magnitude
which requires an increase of pump pulse energy by about the same factor.
To achieve this, an upscaled version of the Cube amplifier is currently under develop-
ment. It reuses the established 20-pass relay imaging design [58] with an enlarged beam
size allowing for higher energies from the pump diodes. By installing two (instead of
one) separately pumped Yb:YAG crystals in both image planes of the setup, the heat ag-
gregation in the crystals is reduced and cooling is more efficient. From simulations and
experimental tests with the Cube, the new amplifier (dubbed here “Cube10”) is expected













































Fig. 6.1: Layout of the extended PFS OPCPA system. Elements drawn with a thick frame
correspond to new or modified components. The magnifications of existing or planned
telescopes as well as the estimated pulse energies at certain points are specified.
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In the current design it is planned to split the generated pump pulses before compres-
sion into a 1 J-channel for the first two OPCPA stages and a 9 J-channel for the third stage.
On the one hand, this design has the drawback that both channels have to be individually
compressed requiring a tight packing of mirrors on two layers in the compressor chamber
to allow the simultaneous use of the large diffraction grating. On the other hand, the de-
sign has a few advantages: First, splitting the pulses only after compression would imply
a transmission of high-intensity pulses through the (thick) beam splitter substrate intro-
ducing B-integral. Second, in case of an outage or a longer service of the 10 J-amplifier,
with the planned scheme there remains the possibility to bypass the 10 J-amplifier and
beam splitter and to continue experiments with the Cube on the 1 J-channel (i.e. operat-
ing two OPCPA stages). And finally, the separate beam paths in the compressor allow to
individually control compression and the pulse front tilt of the pump pulses for all three
OPCPA stages as will be explained in Section 6.3.
In general, it is planned to attach the third OPCPA stage including pump-SHG to the
existing system, i.e. to leave the setup of first and second OPA stage (as presented in
Fig. 3.9) largely unchanged. One modification, however, becomes necessary: as there is
only limited space on the diffraction grating of the compressor and as fluences should
be kept as low as possible to protect the grating from damage, the beam size of the 1 J
beam has to shrink compared to the current setup to leave enough space for the 9 J beam.
The telescopes before the compressor will therefore scale the 1 J and 9 J beams to fill the
maximum free apertures in the compressor of about 30 mm and 100 mm respectively. The
telescope that images the compressed 1 J pulses (∼0.75 J transmitted) onto the SHG crystal
will correspondingly be adapted to yield the same beam size and fluence as in the current
system. The scaling of the 9 J beam after compression is determined by the aperture of
the nonlinear crystals and will be discussed in the next section.
The signal pulses will be partially re-compressed between the second and third OPA
stage by four chirped mirrors to counteract the dispersion of the first two OPA crystals.
A magnifying telescope adapts the signal beam size for the third stage which will be
pumped by approximately 4 J at 515 nm. Based on our experience with the current OPA
stages (compare also the tests in Section 6.2.2), we expect a total efficiency of 12-15 % for
the third OPA stage corresponding to amplified signal pulse energies of 500-600 mJ. After
compression by chirped mirrors (4” diameter), this yields a peak power of 60-70 TW on
target, assuming a pulse duration of 6.5 fs and a 80 % transmission through the compres-
sor and the beamline.
This peak power could be even further increased by reusing the remaining pump en-
ergy after the third OPA stage to amplify the signal once more in a fourth stage ("pump
recycling"). To allow for this measure, the vacuum chambers for the extended system
have already been designed to accommodate another OPA crystal on a second layer. Sim-
ulations and experimental studies of pump recycling by other groups suggest an increase
of the output energy by 50-70 % by this technique [107, 156, 157]. Therefore, an ultimate
peak power of 90-120 TW might be achievable with the upgraded PFS system.
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6.2 Evaluation of nonlinear crystals
In the original concept of the PFS, it was planned to use DKDP crystals for frequency-
doubling of the pump as well as for the OPA stages owing to the commercial availability
of this crystal type in large sizes [46]. While other crystals such as LBO are known to
be superior to DKDP*, they could not be considered for the high-energy stages of the
PFS in the past due to their limited apertures (max. 50 mm diameter LBO available on
an experimental basis in 2007). Only at the first two OPA stages of PFS where beam
diameters are comparably small and crystals easily available, DKDP could be replaced
by LBO as has been described in [49].
Today, crystal production has evolved and LBO crystals can be purchased with diam-
eters of up to 80 mm (Cristal Laser S.A.) at slightly higher cost than DKDP crystals of
the same size. Hence, both crystal types are possible options for SHG and OPA in the
planned upgrade.
To calculate the fluences to be expected when working with crystals of this size, we as-
sume a circular 6th-order Gaussian pump beam profile for the output of the 10 J-amplifier
and a clear aperture of 75 mm for the crystals. Requiring a geometrical transmission of
95 % of the total energy through this aperture yields a FWHM beam diameter of 65 mm
(cf. Fig. 2.2a). At this beam size, the peak fluence is ∼ 0.19 J/cm2 for the fundamental
pump pulses if we assume an energy of 6.5 J after compression. Aiming for an SHG
efficiency of 60 %, this corresponds to a peak fluence of ∼ 0.12 J/cm2 at 515 nm.
To test whether an operation of SHG and OPA stages at these fluences is possible, the
damage threshold of AR-coated samples of both DKDP (Eksma) and LBO (Cristal Laser)
was measured.
6.2.1 Damage threshold measurements
For the measurement of damage threshold, the compressed fundamental or frequency-
doubled pulses from the Tube were cropped by an iris and focused with a lens (f = 1 m)
onto the crystals, yielding an airy disk with 180 µm FWHM†. The pulse energy was then
increased step by step while observing the crystal under scrutiny by camera and eye.
In general, when ramping up the energy we first detected damages at the back side of
the crystals, then bulk damage at ∼1.5 x higher energy and finally damages at the front
side at ∼2-3 x higher energy. Since the B-integral value in the test setup was up to 10 and
since the beam diameter was small compared to the crystal thicknesses (cf. Table 6.1),
we blame self-focusing to be responsible for this effect. This is in agreement with the
observed emergence of strong diffraction patterns when imaging the transmitted beam
at high energy onto a camera (still below damage threshold). Therefore we believe that
the damage threshold of the front surface is the most meaningful quantity as the fluences
inside the crystal or at the backside depend on the magnitude of self-focusing and could
not be reliably determined.
At 2 Hz repetition rate of the Tube, several hundred shots were recorded on different
spots on the samples. Table 6.1 shows the highest peak fluences the crystals could with-
* The higher nonlinearity of LBO compared to DKDP enables at an identical gain the use of thinner
crystals and therefore yields a lower B-integral and better phase-matching conditions which result in
a broader amplified bandwidth.
† To achieve the same focal spot size for both wavelengths, the diameter of the iris was adjusted.
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1030 nm 515 nm
DKDP, EKSMA
65x4 mm, #=54.4°, ’=0° 2.3 ± 0.5 J/cm2 0.5 ± 0.1 J/cm2
LBO, Cristal Laser
20x25x3.2 mm, #=90°, ’=0° 4.3 ± 0.9 J/cm2 1.0 ± 0.2 J/cm2
Table 6.1: Results from damage threshold measurement. Listed values indicate the highest
fluence the crystals could withstand for at least a few hundred shots. Increasing the fluence
further (by ∼20 %), a damage could be detected on the front surface.
stand before the emergence of scattering from front surface damage. The measured value
for LBO at 515 nm could be compared with more precise test data from the manufacturer
(1.3 J/cm2 at 1 kHz, 1.5 ps), showing good agreement within the error of measurement
and by considering the longer pulse duration in their setup*.
Comparing the measured damage thresholds of the test crystals with the peak fluence
of 0.12 J/cm2 at 515 nm, the safety margin (at least for DKDP) appears rather small: if we
assume that inhomogeneities in the pump beam profile (cf. Fig. 5.3a) result in a locally
higher fluence by a factor of two with respect to the nominal value and if we consider a
further increase due to self-focusing by another factor of two for the back surface†, the
effective fluence can be as high as ∼0.5 J/cm2. Thus, DKDP cannot be safely used in the
described scenario. LBO on the other hand at a twice higher damage threshold would be
still acceptable.
Apparently, the damage threshold deficiency of DKDP could be circumvented by pur-
chasing larger crystals and working at lower fluences. However, enquiries to different
manufacturers revealed that prices of DKDP crystals larger than 100 mm exceed those of
80 mm LBO crystals. This fact, together with the generally inferior nonlinear properties
of DKDP therefore renders this option rather unattractive. Hence, we decided to employ
LBO crystals for both the third (and fourth) OPA stage as well as for SHG of the pump
pulses.
6.2.2 Determination of optimal thickness
SHG crystal
For the experimental determination of optimal crystal thickness, Cristal Laser provided
us several small LBO samples (Type I, ’ = 13.3°). To test SHG with high fluence, the
compressed pump pulses from the Cube were demagnified with a 3:1 reflective Galilean
telescope. By cropping the fundamental as well as the frequency-doubled beam behind
* As a test, we temporally stretched our pump pulses by about a factor of 4 resulting in an increase of the
damage threshold fluence by a factor of ∼2. Interestingly this result is in accordance with the
√
 scaling
which is supposed to apply only for pulses longer then few tens of picoseconds [158]).
† Note that the self-focusing-induced damage threshold ratio of 2-3 between front and back surface which
we observed in our measurements represents an upper limit: as we spatially filter the pump beams in
the real system, hot-spots smaller than ∼1 mm are removed and self-focusing is less dramatic compared
to the 180 µm beam size used for damage threshold measurements.
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Fig. 6.2: Measured SHG efficiency for LBO crystals (Type I, ’ = 13.3°) of different thickness.
the crystal with a single common iris (3.8 mm diameter), a homogeneous region of the
beam profile was selected to emulate a flat-top-like beam while still covering a represen-
tative area of the crystal. Fundamental and second-harmonic pulses were separated by
three high-reflective mirrors coated for 515 nm which allowed to determine the respective
pulse energies.
Fig. 6.2 shows the measured SHG efficiencies in dependence on the input fluence for
different crystal samples. The maximum achievable efficiency is similar for all crystals,
however, as expected thinner crystals reach this point and saturate at higher input flu-
ences. Furthermore, for the 2 mm, 2.5 mm and 3 mm samples there exists a clear maxi-
mum beyond which back-conversion leads to a drop in efficiency. Due to damages on
the back side of the first tested 3 mm crystal and the high-reflective mirrors that occurred
when increasing the input fluences to more than 0.2 J/cm2, the following crystals were
tested only up to this point. The 1 mm crystal (being the last sample in the campaign)
was then again measured at high fluences up to 0.26 J/cm2 without any damages on the
crystal. Therefore, we assume that the reason for damaging of the 3 mm sample was self-
focusing inside the crystal which is more severe for thicker crystals. It should again be
mentioned at this point that the pump beam was demagnified for the measurement and
inhomogeneities that remained after spatial filtering were consequently smaller than in
the full beam, leading to faster self-focusing. Hence, the effect should be less pronounced
in the final setup and the crystals might survive higher fluences.
For the assumed 6th-order Gaussian pump beam from the last amplifier the peak flu-
ence of the fundamental beam at 0.19 J/cm2 corresponds to a weighted mean fluence*
* By “weighted mean fluence” we refer to the average fluence value of a beam, weighted with the gen-
erated second-harmonic energy: For any non-flat-top beam shape, there is a range of fluences F within
the clear aperture of the crystal which can be described by a fluence distribution D(F ), normalized to∫ ∞
0 D(F ) dF = 1. Assuming a constant SHG efficiency, it is FSHG ∝ F and one obtains for the energy
distribution (sloppily: the “energy fraction transported by the respective fluence”): ESHG(F ) ∝ D(F ) F .
Hence, the weighted mean fluence is F̄ =
∫ ∞
0 ESHG(F ) F dF∫ ∞
0 ESHG(F ) dF
=
∫ ∞
0 D(F ) F 2 dF∫ ∞
0 D(F ) F dF
. For a 6th-order Gaussian beam
and a crystal aperture of 1.15×FWHM this yields F̄ = 0.82 Fmax (0.88 Fmax for the non-saturated case
where the SHG efficiency increases linearly with F ).
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of 0.16 J/cm2. At this value, the 1.5 mm crystal shows best performance. Even though
Fig. 6.2 suggests a slightly lower peak SHG efficiency compared to e.g. the 2.5 mm sam-
ple, we believe that achieving an efficiency of close to 60 % is still feasible with the 1.5 mm
crystal: as the high-reflective mirrors used for measuring the frequency-doubled energy
were not in the best shape and degraded further during the campaign, the measured
absolute values of second harmonic energy and efficiency are not exact and presumably
slightly lower than the actual values.
OPA crystal
Originally, it was intended to experimentally determine the optimal crystal thickness for
the third OPA stage in the final setup with the new 10 J-pump amplifier. This would have
had the advantage that no assumptions needed to be made regarding the exact output
energy of this amplifier, transmission through the system or SHG efficiency, and crystals
could be tested under real conditions. By growing the 80 mm crystals already beforehand,
the time between final thickness specification with small test samples and delivery of the
large crystals could be minimized.
However, since the time of completion of the currently developed 10 J-pump amplifier
is hard to predict, it was decided to perform a few measurements with the present system
consisting of two OPA stages. By this means, one obtains already a first estimate of the
crystal performance to be expected in the final setup. As a boundary condition for the
measurements, concurrent experiments with the system were not be disturbed for longer
than few days. Therefore, the OPCPA scheme was kept unchanged and only the crystal
of the second stage was replaced by different samples (a time consuming procedure by
itself due to the vacuum-based setup). The downside of this compromise was that the
used pump fluence and gain did not fully resemble those of the planned third stage.
To suppress any influence of the pulse front mismatch between pump and signal pulses
(compare the distorted beam profile in Fig. 5.12d) both beams were cropped after the OPA
stages with an iris and measured pulse energies and spectra at the middle of the beam.
Three different LBO crystals with large apertures were used in the second OPA stage:
two crystals with 40 mm diameter and a thickness of 4 mm and 3 mm (Crystal Laser) as
well as a 25x25 mm2 crystal with 2 mm thickness (EKSMA). Note, that we decided not to
install the small test samples used in the previously described SHG campaign in order to
avoid cropping of the pump beam inside vacuum which would result in material ablation
and possible damages of optics.
The results shown in Fig. 6.3 were obtained keeping the output of the Cube as well
as the amplification at the first OPA stage constant. The effective pump fluence for the
second stage was controlled by rotating the polarization of the pump pulses with a half-
wave plate. It is obvious from the plot that the scaling of the OPA efficiency with pump
fluence strongly depends on the thickness of the installed crystal. As expected from the-
ory and similar to the SHG results presented in the last section, the two thicker crystals
show a local efficiency maximum at low pump fluences (around 0.02 J/cm2) before back-
conversion leads to a drop in efficiency. For higher fluences, the efficiency of the 4 mm
crystal increases again, surpasses the value of the first maximum and peaks at about 18 %
for the highest used pump fluence of 0.09 J/cm2. At this configuration, also the largest
amplified signal energy was measured. Note that this maximization of energy and effi-
ciency was the reason why the 4 mm crystal was used for OPA experiments in [49] and
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Fig. 6.3: Measured energies and efficiencies of the second OPCPA stage for three different
LBO crystal thicknesses.
Chapter 5.
In contrast, the first efficiency maximum of the 2 mm crystal is located at 0.065 J/cm2
and hence at significantly higher fluence values than for the other two crystals. Energy-
wise, at maximum pump fluence the crystal ranks second after the 4 mm sample. Slight
back-conversion is visible at this point which is expected to be advantageous for the
stability of the OPA stage as theoretically discussed in [49]. We could confirm this pre-
diction experimentally as energy fluctuations of only 5 % were measured for the 2 mm
crystal which was about a factor of two smaller than for the 4 mm crystal (11 %).
To gain a better understanding of the amplification behavior of the crystals, a series
of measurements was performed where the pump fluence was ramped up and the am-
plified signal spectrum was recorded for each point. The obtained results are shown in
Fig. 6.4. As one can see, the energy and efficiency scaling of Fig. 6.3 is generally repro-
duced, however, there are significant differences depending on the examined spectral re-
gion: In Fig. 6.4a-c the already discussed oscillatory behavior of the efficiency of the 4 mm
crystal is visible at 850 nm and 900 nm. An extreme case is the region around 950 nm
where almost full depletion can be observed at 0.05 J/cm2. For wavelengths longer than
950 nm, the development of efficiency with increasing pump fluence is heterogeneous:
at 1000 nm it continuously drops, at 1100 nm and 1200 nm it remains approximately con-
stant.
For the 2 mm LBO crystal, the situation is quite different: the efficiencies in all spectral
regions scale very similarly (Fig. 6.4d-f) and reach their maxima at or slightly before the
highest measured pump fluence. From the raw data points (thin lines in the plots) also
the better stability compared to the 4 mm crystal is apparent.
The amplified signal spectra for the three crystals at 0.09 J/cm2 pump fluence are shown
in Fig. 6.5a. It is obvious that the 4 mm as well as the 3 mm crystal provide more energy
in the long-wavelength part of the spectrum, while the 2 mm crystal results in an over-
all significantly smoother spectrum. This is reflected by the theoretical time structure of
the perfectly compressed pulses as shown in Fig. 6.5b: 4 mm and 3 mm crystals allow
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(a) fluence scan (4 mm) (b) spectral energy (4 mm) (c) spectral efficiency (4 mm)
(d) fluence scan (2 mm) (e) rspectral energy (2 mm) (f) spectral efficiency (2 mm)
Fig. 6.4: Results of a pump fluence scan at the second OPA stage with 2 mm and 4 mm LBO
crystals. (a) and (d) show the recorded spectra of the amplified signal pulses in dependence
on the fluence as a color coded plot. (b) and (e) show the spectral energy for a few selected
wavelengths. (c) and (f) show the corresponding efficiencies. Thin lines are raw data, thick
lines are smoothed curved. The plots are scaled according to the pulse energies to allow a
direct comparison of the 2 mm and the 4 mm crystal.
shorter pulse durations whereas the 2 mm crystal leads to reduced side wings and a bet-
ter confinement of energy in the main peak. In practice, we expect that the difference in
pulse duration is less severe than the numbers suggest as the mentioned spectral modu-
lations might locally affect the spectral phase and therefore prevent full compression to
the Fourier limit.
Making a final decision on optimal crystal thickness for the third OPCPA stage based
on the presented data is not straight forward. From the point of view of OPA efficiency
and achievable peak intensity, the 4 mm crystal appears to provide best results. However,
since the pump fluence could not be increased up to the planned value of 0.12 J/cm2 in
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(a) spectra (b) time structure
Fig. 6.5: (a) Measured spectra of the signal pulses after parametric amplification in three
different LBO crystals at 0.09 J/cm2 pump fluence. Spectra are scaled according to their
respective pulse energy. (b) Corresponding theoretical time structure of the pulses when
compressed to their Fourier-limit.
the performed measurements, it is yet unclear how the OPA efficiency curve continues
in this region. Therefore, the 3 mm crystal, recovering from its local efficiency minimum
at 0.08 J/cm2, might be the better choice to maximize the OPA efficiency at full pump
energy.
On the other hand, working far beyond the first local efficiency maximum – as for
the 4 mm and 3 mm crystals – has disadvantages in terms of spectral smoothness (and
thus compressibility) and energy fluctuations as discussed. In this respect, the 2 mm
crystal performs better than the thicker samples. The assumption that these factors play
an important role is supported by first SHHG experiments performed in our group where
best results were obtained with the 2 mm crystal. This observation, however, has to be
considered as preliminary since the intensity on target was just above the threshold of
SHHG. More precise data are expected from measurements that will be conducted after a
rebuild of the pump compressor, beam line and target chamber. Promising higher pulse
energies on target and a more reliable SHHG, these reconstructions will allow a thorough
optimization of laser parameters including a test of different crystals.
Another aspect that needs to be considered is that the gain in the tested second OPA
stage was about 20-30 (cf. Fig. 6.3) while it is expected to be only about 10 in the third
stage. Due to the higher signal energy at the input, in low-gain OPA stages the energy
is extracted faster from the pump and the point of saturation is reached after a shorter
propagation distance in the crystal compared to stages with high gain [49]. This aspect
once again calls for the use of thinner crystals (potentially even 1.5 mm) in the third OPA
stage.
Summary
In summary, the SHG measurements with LBO crystals of different thickness yield a con-
clusive picture: At the target fluence of 0.16 J/cm2 in the fundamental beam, the 1.5 mm
crystal provides the highest conversion efficiency of all samples and therefore also the
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highest frequency doubled pulse energy. Hence this will be the thickness of choice for
the 80 mm diameter SHG crystal to be ordered. In case that the currently developed last
pump amplifier does not reach (or slightly exceeds) the desired output energy of 10 J, the
imaging telescopes before and after the pump compressor (cf. Fig. 6.1) could be adapted
to keep the fluence at the SHG crystal at the target value.
For the OPA crystal the situation is not so clear: first, the performed measurements
with the present system did not fully resemble the conditions at the future third OPA
stage. And second, there are different parameters that could be used as the figure of
merit: In terms of amplified energy, OPA efficiency and spectral width, the 4 mm crys-
tal performs best, whereas the 2 mm crystal is preferable in terms of stability, spectral
smoothness and cleanness of the temporal shape.
More information – especially regarding the presumably most important figure of
merit, the peak intensity – is excepted from a second series of measurements which is
planned for the near future.
6.3 Pulse front matching 109
6.3 Pulse front matching
For phase matching reasons, the OPCPA stages of the PFS system employs a non-collinear
geometry, i.e. signal and pump beams intersect at an angle int in the crystals. As a con-
sequence of this non-collinearity and the fact that the intersecting pulses are short (pulse
duration  < 1 ps), there is only a limited region of good spatio-temporal overlap in the
center of the beams as depicted in Fig. 6.6a.
For constant  and int, the effect of poor spatio-temporal overlap becomes more pro-
nounced with growing beam diameters DOPA resulting in a laterally cropped amplified
signal beam. Moreover the combination of pulse front mismatch and temporal chirp of
the signal pulses leads to a spatial chirp in the amplified beam. In the first OPCPA stage
of the PFS system this effect is still small but at the second, larger stage it is already
(a) pulse fronts perpendicular to k-vectors
(b) tilted pump pulse front
Fig. 6.6: (a) Schematic illustration of poor spatio-temporal overlap when short pulses with
large diameter cross at a non-collinear angle. (b) By tilting the pulse front of one beam the
overlap can be improved.
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 = 1 ps
DOPA = 8 mm
 = int = 1.1°
h = DOPA tan 2 ≈ 77 µm
Table 6.2: Simulation parameters
for non-collinear OPCPA with
non-matched pulse fronts (de-
rived from [49]).
Fig. 6.7: Simulated beam profile and spectra at
different points of the beam (taken from [49]
with the permission of the author).
measurable. For the planned third stage, finally, the pulse front mismatch must be com-
pensated to prevent an unacceptable beam deformation and low OPCPA efficiency. This
compensation can be achieved by tilting the pulse front of the pump* by an angle int to
reduce the mismatch angle  = int − int as shown in Fig. 6.6b.
For a quantitative estimation, we start at an OPCPA simulation performed in [49] with
the parameter set shown in Table 6.2. In Fig. 6.7, the distorted amplified beam profile
as well as the spatial chirp (indicated by the simulated spectra at different points along
the non-collinear dimension) are clearly visible. Based on this simulation, we define the
maximum tolerable separation between pulse fronts (cf. Fig. 6.6) as
hmax := 15 µm , (6.1)
















As this angle decreases for larger beam diameters DOPA, at some point max becomes
smaller than the angle between signal and pump pulse fronts, i.e. the non-collinear angle
int. From this point on, it is necessary to tilt the pulse front of the pump beam to reduce





with a tolerable deviation of
∆int = max . (6.4)
In the following, we will discuss how to generate such a PFT for all three OPCPA stages.
* In principle one could also tilt the signal pulse front but since this beam is to be used for further experi-
ments and since a PFT implies angular dispersion and distorts the beam focus, this is not an option for
the PFS system.
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6.3.1 PFT control with transmission gratings
In general, the pulse front of a beam can be tilted by introducing an angular chirp [138]
which can be accomplished in many different ways. A simple and adaptive method is to
send the beam through a pair of transmission gratings and control the PFT by adjusting
the relative angle between these gratings [159]. This method was also our first choice to
generate a PFT in the pump beam.
As the pump pulses in the PFS system are imaged from the SHG crystals onto the
OPCPA stages (cf. Fig. 3.9) the most suitable position for the transmission gratings would
be close to the SHG crystal as shown in Fig. 6.8 since in this case any spatial chirp created
by propagation is compensated by the imaging system. The required pulse front tilt angle
SHG at the SHG crystal position can be calculated as:
ext = arcsin
(
nLBO,515 nm sin int
)
PFT angle at OPA crystal (6.5)
= arcsin
(
nLBO,515 nm sin int
)
≈ nLBO,515 nm int (6.6)
SHG = MSHG ext ≈ MSHG nLBO,515 nm int PFT angle at SHG crystal (6.7)
where MSHG is the magnification of the telescope between SHG crystal and OPCPA stage
and nLBO,515 nm ≈ 1.6 is the extra-ordinary refractive index of LBO at the second-harmonic
pump wavelength. The tolerance




defines the maximum permissible deviation from SHG.
For an optimum installation of the transmission gratings, two angles are important:
a) The angle of incidence of the beam onto the gratings should match the Littrow angle


















Fig. 6.8: Schematic setup of a pair of transmission gratings that introduce angular dispersion
and therefore tilt the pulse front of the pump pulses after frequency-doubling for optimal
overlap with the signal beam in the non-collinear OPCPA. For a better visibility the spatial
chirp resulting from angular dispersion between the two gratings is omitted.
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where 0 is the central wavelength and d is the grating constant. If the grating pair
is not parallel, an incident angle of #L cannot be accomplished for both gratings
at the same time. In this case, the total diffraction efficiency is maximized if both
angles are symmetrically offset from #L. For small tilt angles between the gratings,
however, the effect is negligible. Hence, we will assume in the following that the
first grating is hit under the Littrow angle and the second one is slightly off.
b) The tilt angle ’ between the gratings determines the PFT. For the generation of a






 = m’  (6.10)
where we define m’ := cos #Ltan #L
d
0
as a scaling factor.
The corresponding linear dependence between  and ’ also holds for the tolerances:
∆’ = m’ ∆SHG (6.11)
The value of ∆’ not only defines the required accuracy of grating alignment but also sets
a limit to deformations of the grating substrates themselves. This effect is not negligible
as the substrates have to be large to transmit the pump beam and thin to avoid B-Integral
due to high intensities. Therefore a deformation – especially because of the one-sided
AR-coating – is very likely.
Fig. 6.9a shows as a simple example the case of a spherical bending of one of the grat-
ings. As the angle ’ between the gratings is not constant anymore but varies across the
beam profile (’ = ’(x)), this leads effectively to a bent pulse front. If this bending is
severe, it causes a poor spatio-temporal overlap of signal and pump pulses in the OPA
crystal similar to the already discussed case of plane pulse fronts that intersect at an an-
gle. To avoid this poor overlap, the local angle between the gratings must not deviate











where Dproj = DSHG/ cos #L is the projected beam size on the gratings.
In order to evaluate the severity of this effect for real gratings, measurements with a
representative test sample from LightSmyth (150 mm diameter, 0.95 mm thickness, and
1702 lines/mm) were performed. To examine the flatness of the substrate, we used a
large-aperture imaging Michelson interferometer (=780 nm) at our institute and inter-
fered the direct 0°-reflection from the wafer with the reflection from a flat reference†. The
* This approach slightly overestimates the effective mismatch as most pump energy is confined to the
central part of the beam where bending angles are smaller than in the outer parts.
† It should be noted here that the common test setup with a double pass through the grating at Littrow
angle does not provide meaningful information regarding surface flatness as in this configuration any
small deformation is intrinsically compensated and does not appear in the interferogram (for details
about his effect see [160]).

















Fig. 6.9: (a) Sketch of a grating pair where one grating is tilted and spherically bent leading
to a tilted and bent pulse front of the transmitted pulse. (b) Measured interferogram of a
flat reference with the 0°-reflection of a thin test grating indicating an elliptical bending of
the grating substrate. Inset: rectangular stitching artifacts from grating production.
resulting interferogram in Fig. 6.9b shows an elliptical bending with a maximal height
difference of ∼30 µm across the entire wafer and about 13 µm in the area approximately
covered by the beam (Dproj ≈ 70 mm). Compared to the threshold of smax ≈ 47 µm cal-
culated with Eq. (6.12), this value is acceptable, even more as the main source of defor-
mation is presumably the AR-coating: if both gratings feature a similar deformation, the
PFT bending is partially compensated in the final setup when the gratings are oriented
such that the ruled sides face each other (compare the considerations by Zhou et al. in
[160]).
In general, thin transmission gratings with high diffraction efficiencies for 515 nm that
match our size requirements are difficult and costly to manufacture. For this reason,
LightSmyth uses projection photolithography to write comparably small 20× 50 mm2
grating patches on a wafer and arranges several of these patches to generate a quasi-
continuous large grating area (“stitching”) [161]. However, even though the border be-
tween patches is less than 10 µm wide, the mesh-like structure is well visible. This can
be seen in the inset of Fig. 6.9b where a beam that passed the grating twice was imaged
onto a CCD camera. Moving the camera out ot the image plane or trying to spatially
filter the artifacts resulted in a strong enhancement of the effect, suggesting interference
of neighboring patches as the source (probably due to a relative shift between the patches
that does not exactly match the groove period). The accordingly expected distortions in
the pump beam profile at the OPCPA crystal as well as in the amplified signal would not
be desirable but probably still tolerable.
As a showstopper, however, we identified the low damage threshold of the gratings.
In a series of measurements a small uncoated test sample from LightSmyth was exposed
to focused, temporally compressed 515 nm pump pulses and revealed an upper fluence
limit before damage of 0.056 ± 0.020 J/cm2, more than a factor of two smaller than the
planned fluence of about 0.12 J/cm2. This low damage threshold can be explained to
some extent by local field enhancements due to the grating structure of theoretically up
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to a factor of four in intensity (according to LightSmyth). However, since a reference
measurement with an uncoated BK7 substrate survived more than 0.65 J/cm2 (the highest
possible intensity on the day of measurement) there might be also other reasons like
micro-defects or the like.
A measurement of the damage threshold at 1030 nm with the same test grating yielded
a significantly higher survival intensity of 0.34 ± 0.06 J/cm2, though still critically close to
the planned intensity of 0.19 J/cm2 of the fundamental beam at the SHG crystal. Hence,
an alternative scheme based on tilting the pulse front of the fundamental beam with trans-
mission gratings before frequency-doubling proved to be not a viable option either.
In summary, the low damage threshold of the tested transmission gratings rendered
them unusable for our purposes. Based on the assumption that gratings from other man-
ufacturers would show similar performance, it was decided to look for an alternative
solution.
6.3.2 PFT control by adjustment of the pump compressor
In many laser systems angular dispersion is accidentally generated when a beam passes
a grating compressor that is misaligned in the sense that the grating surfaces or grooves
are not parallel to each other. Usually the PFT resulting from this non-parallelism is un-
wanted, however, the effect can also be exploited to generate a desired PFT by controlled
misalignment [162, 163]. Compared to the previous scheme with transmission gratings,
this method has the advantage that no additional components have to be installed and
hence losses are avoided.
In the folded design of the PFS pump compressor ([57, 134]) with just one grating, a
horizontal and a vertical roof mirror (RM), the described non-parallelism can be real-
ized by a misalignment of the horizontal RM. An interesting feature of the setup is that
if the overall alignment is not exceptionally poor, no significant angular dispersion can
develop in the vertical plane: in case that the grooves of the grating are not exactly per-
pendicular to the table, an angular dispersion component in the vertical dimension is
created. However, the vertical RM (= end-mirror) inverts this dispersion and therefore it
is compensated by the second pass on the way back, with just a remaining spatial chirp.
In contrast, angular dispersion in the horizontal plane introduced by a non-orthogonal
horizontal RM does not cancel but doubles. A schematic illustration of the beam paths
is shown in Fig. 6.10. Note that when tilting the horizontal RM, the vertical RM has
to be rotated to make sure that the direction of the beam exiting the compressor stays
unchanged.
Similar to Eq. (6.10), a PFT angle cmp at the output of the compressor is created by









where #in and #out are the angles of incident and diffracted beam relative to the grating
normal, d is again the grating constant and 0 is the central wavelength. The additional
factor of 1/4 originates from the double-pass through the compressor and the angle-
doubling by reflection of the beam on the tilted mirror. The required PFT angle cmp at

















(b) slightly misaligned horizontal roof mirror
Fig. 6.10: Sketch of the beam path in a (a) perfectly aligned and (b) slightly misaligned folded
grating compressor. View is from top, the beam path is shown for two colors, r(ed) and
b(lue). Dashed and pale elements correspond to the second pass through the compressor
which is displayed here separately for a better visibility. In case of a slightly misaligned
– i.e. non-orthogonal – horizontal roof mirror (RM) the pulse front of the output pulses is
tilted.
the compressor can be calculated from the PFT angle SHG at the SHG crystal (cf. Eq. (6.8))
by taking into account the magnification Mcmp of the intermediate imaging telescope:
cmp = Mcmp SHG ≈ Mcmp MSHG nLBO,515 nm int (6.14)
As the PFT of the fundamental pulses directly transfers to the frequency-doubled pulses
in the SHG process, no further conversion is required. The tolerance for the tilt angle of



















For the 9 J fundamental beam that is later used to pump the 3rd OPA stage, the planned
parameters are: #in = 60°, #out(0) = 67.8°, d = 1/1740 lines/mm, 0 = 1030 nm, Mcmp,3 =
0.8, MSHG,3 = 1 and DOPA,3 = 65 mm. This yields an optimal tilt angle of "3 = 0.0401 ± 0.0010°
for the horizontal RM. Although setting the mirror angle to this value within the permis-
sible tolerance requires a highly accurate alignment, the large size of the horizontal RM
substrates (∼200 mm) creates a lever that is expected to make this precision accessible.
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The proposed adjustment of the PFT in the fundamental beam by a controlled mis-
alignment of the pump compressor has a few consequences that need to be considered:
First, by propagation inside the pump compressor chamber the angularly dispersed











and a propagation distance L of only few meters, the lateral wavelength separation of
Cs = L ∆ Ca is (at a bandwidth of ∆∼3 nm) less than 1 mm and thus small compared to
the beam diameter Dcmp = 65 mm. Any further increase of this spatial chirp after the
compressor chamber on the other hand is compensated by the already described tele-
scope imaging system.
A second aspect is the one-dimensionally enlarged focal spot size (due to angular
dispersion) in the telescope between compressor and SHG crystal that might affect the
planned spatial filtering of the beam with a pinhole. At about 75 µrad, however, the
angle spread is smaller than the 200 µrad diameter (in angular space) of the pinhole that
is currently employed in the spatial filter of the 1 J system. This pinhole size has exper-
imentally been found to be optimal by choosing the diameter as small as possible for
efficient spatial filtering while still keeping energy losses lower than a few percent. As
wavefront distortions and pointing will presumably require a similar pinhole diameter
for the 9 J beam line, the angular dispersion from pulse front tilting should therefore not
be the limiting factor.
Finally, a decrease in SHG efficiency due to the angular chirp is not expected as the
range of angles is ±37 µrad and hence about two orders of magnitude smaller than the
acceptance angle of the SHG crystal at ±4.3 mrad (cf. Fig. 5.4a).
PFT control for the first and second OPA stage
As already mentioned, in the planned setup the 9 J and 1 J pump pulses will have separate
beam paths inside the compressor with separate horizontal roof mirrors. This important
fact allows an adjustment of the pump PFT for the second OPA stage independently from
the optimization of the third stage that has been discussed so far. With the planned tele-
scope magnifications Mcmp,2 = 1.4 and MSHG,2 = 0.56, the target tilt angle of the horizontal
RM is accordingly "2 = 0.0391 ± 0.0031°.*
In the current (as well as in the planned) system, the frequency-doubled 1 J-pulses
are split for the first and second OPA stage only after SHG. Therefore, the PFT that is
introduced by compressor adjustment in the pump for the second stage will also affect
the pump for the first stage. However, since the telescope magnifications MSHG of the two
stages are different, the generated PFT of int = 4.2° at the first stage does not match the
target angle int = 1.1°. Even though the PFT tolerance is at ∆int, 1 = 0.34° comparably
large due to the small beam size at this stage, the deviation |int | = |int − int | = 3.1°
exceeds this value significantly and hence requires a compensation.
* One might notice that within the tolerance, "2 is equal to "3. This is due to the fact that the summed
up telescope magnifications planned for the 1 J and 9 J beams from the compressor to the OPA stages
are quasi-identical. As the setup, however, might change in the future, an independent optimization is
nevertheless essential.
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For this reason, a pair of transmission gratings for 515 nm was purchased from Fraun-
hofer IOF (75x85x3 mm, 65x75 mm grating area, 2000 lines/mm, #L = 31.0°, eff. > 95 %).
Placed behind the beam splitter in the optical path of the pump for the first OPA stage,
the intensity is very low at about 1.7 mJ/cm2 and hence the risk of laser-induced damage
as well as B-integral can be neglected. This allowed us to use thicker grating substrates
with a good flatness (peak to valley∼ 4 µm). Furthermore, in contrast to the stitched grat-
ings from LightSmyth, the pattern of the IOF gratings is written as a whole (electron
beam lithography) and is hence smooth.
Tilting these gratings relative to each other by ’ = 1.01 ± 0.11° will compensate the PFT
introduced by the pump compressor and provide the required angles SHG, 1 = 0.26° and
int, 1 = 1.1°. The complete proposed setup is shown schematically in Fig. 6.11 and the
corresponding parameters are once more listed in Table 6.3.
Summary
In summary, a scheme was suggested that matches the pulse fronts of signal and pump
beams in the three individual OPA stages by tilting the pump pulse fronts in accordance
with the non-collinear angle. For the second and third OPA stage this tilt will be intro-
duced by a controlled misalignment of the pump compressor. As the pump beam for the
first OPA stage is affected by this measure as well, its pulse front tilt will be corrected by
an additionally implemented pair of transmission gratings. For a potential fourth OPA
stage the pump pulses of the third stage are recycled, hence pulse front matching with
the signal is automatically fulfilled if the number of mirror reflections between the two
stages is properly chosen.
At the time this thesis is written, a rotating periscope in the vacuum system between
pump compressor and SHG crystal (cf. Fig. 3.9) still prevents the implementation of
the suggested solution: since in the compressor only a horizontal PFT can be generated
which is rotated by the periscope to a vertical PFT, so far the pulse fronts of pump and
signal (intersecting at the OPA stages in the horizontal plane) cannot be matched. In the
currently ongoing reconstruction of the PFS system in preparation for the upgrade, how-
ever, this shortcoming will be removed by a new and non-rotating vacuum connection
for both 1 J and 9 J beam. Furthermore, a new motorization of the horizontal and vertical










































Fig. 6.11: Sketch of the suggested setup to control the pulse front tilt of pump beams for all three OPCPA stages. Note that in the real compressor
setup the 9 J and 1 J beams share one large grating with separate roof mirrors on different heights.
OPCPA
stage
Dcmp " ± ∆" cmp ± ∆cmp Mcmp DSHG ’ ± ∆’ SHG ± ∆SHG MSHG DOPA int ± ∆int
3 81 mm 0.0401 ± 0.0010° 1.413 ± 0.036° 0.8 65 mm - 1.766 ± 0.045° 1 65 mm 1.100 ± 0.028°
2 25 mm 0.0391 ± 0.0031° 1.38 ± 0.11° 1.4 35 mm - 0.987 ± 0.079° 0.56 20 mm 1.100 ± 0.088°
1 — = — — = — — = — — = — — = — 1.01 ± 0.11° 0.256 ± 0.079° 0.145 5.1 mm 1.10 ± 0.34°
Table 6.3: Configuration parameters of the suggested setup. D are FWHM beam diameters,  are PFT angles, M are telescope magnifications, " are
tilt angles for the horizontal roof mirror in the pump compressor and ’ is the tilt angle between the transmission gratings. Tolerance values define
the range within which the corresponding PFT mismatch in the OPCPA stages is still acceptable. For details see main text.
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7 Summary and outlook
7.1 Summary
In this work, the recent progress of the Petawatt Field Synthesizer has been described, a
system that is designed to generate few-cycle light pulses at highly relativistic intensities
by broadband OPCPA with picosecond pumping. On the route towards the experimental
realization of this system with its unrivaled target parameters, important milestones have
been reached.
Motivated by the poor performance of the prior method of broadband seed generation,
three alternative schemes have been developed and tested: The idler generation scheme
in principle provides high pulse energies (10 µJ) and the required broad spectral band-
width (680-1400 nm) but proved unusable due to an uncompensatable angular chirp in
the generated pulses. As a second scheme, the previous seed generation setup based on
two hollow-core fibers was improved by adding an XPW-stage to temporally gate the
spectrally broadened pulses, yielding 4 µJ pulse energy and a very smooth broadband
spectrum. These pulses were used on a daily basis as the seed for OPCPA experiments.
The third tested scheme – based on cascaded nonlinear processes – promises significantly
higher pulse energies (tens of µJ) and is suggested as a future seed source.
In a low-energy OPCPA campaign, the XPW seed pulses were amplified in a vacuum-
based OPA system with two stages (LBO) to pulse energies of up to 10 mJ. Test compres-
sion of the resulting broadband pulses (700-1300 nm) with chirped mirrors in air yielded
a pulse duration of 7 fs and demonstrated the suitability of the XPW pulses as a seed for
the OPA chain.
In preparation for the high-energy OPCPA campaign, several improvements were made
to the pump system: the replacement of the master oscillator allowed direct seeding of
the Yb-based pump chain at 1030 nm, the last amplifier was replaced by a more reliable
and more energetic version and the pump compressor was rebuilt in vacuum to improve
stability and support higher pulse energies. Furthermore, the SHG efficiency of the com-
pressed pump pulses was significantly increased from 45 % to 55 % by temporal gating of
the fundamental pulses with a fast-switching Pockels cell that suppressed a pronounced
ASE pedestal.
Pumping the two OPA stages at 10 Hz with 14 mJ and 400 mJ respective pump energy
resulted in an amplified signal pulse energy of 1 mJ after the first and 53 mJ after the
second stage. Staying inside the vacuum system, the amplified pulses were temporally
compressed by 14 reflections on chirped mirrors. In combination with adaptive disper-
sion control of the seed pulses before amplification, a pulse duration of 6.4 fs (2.2-cycles)
was achieved. In total this yielded a peak power of up to 4.9 TW after compression and a
peak intensity of up to 4.5 × 1019 W/cm2 after focusing.
The measurement of the temporal contrast revealed a ratio of at least 1011 between the
main peak and the background – an excellent value as expected from OPA systems due
to the instantaneous transfer of energy from pump to signal beam. Moreover, it could
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be shown that owing to the sub-picosecond pump pulse duration, there is no pedestal
around the main peak (at least not longer than ∼1 ps), a crucial advantage of the PFS over
OPCPA systems with longer pump pulse durations (e.g. [164, 165]) especially for the key
application of surface high-harmonic generation.
Furthermore, preparations were made for an upgrade of the PFS system that is ex-
pected to boost the output power in a third and potentially fourth OPA stage by more
than an order of magnitude towards the 100 TW regime. The progress in crystal manu-
facturing in the past years allows us to use 80 mm LBO crystals for the new OPA stages
and for frequency-doubling of the pump pulses instead of DKDP crystals, as originally
planned. To determine the optimum crystal parameters for our purposes, we conducted
a series of test measurements that suggest a thickness of 1.5 mm for the pump SHG crys-
tal at a fluence of 0.16 J/cm2 (fundamental beam). For the OPA crystals, the preliminary
test results revealed for different crystal thicknesses a trade-off between amplified pulse
energy, spectral smoothness and stability. The final decision will be based on the outcome
of a planned second measurement series.
Finally, it was shown that due to the short pulse durations and the large beam diame-
ters in the upgraded system, matching the pulse fronts of pump and signal pulses at the
OPA stages is indispensable to guarantee a good spatio-temporal overlap. To this end,
two potential schemes were analyzed that tilt the pulse fronts of the pump pulses. The
first scheme – comprising a pair of transmission gratings – turned out to be only usable
for low-intensity pulses because of the low damage threshold of the gratings. Hence, a
second scheme was considered where the PFT is created by a controlled misalignment of
the pump compressor. Based on a quantitative analysis, a combination of both schemes
was proposed to independently match the pulse fronts of pump and signal at all three
(or even four) OPA stages of the upgraded system.
7.2 High peak-power systems worldwide
As roughly ten years have passed now since the first design of the PFS concept, it is a
good idea to take a step back, have a look at the current status of the project and compare
its present as well as expected future performance to other high-energy systems that have
been built or designed in the meanwhile.
Fig. 7.1 shows a selection of light sources including the PFS system with the parameters
achieved in this work and expected from the upgrade. In the examined temporal region
(1.5-200 fs) different concepts can be identified: at comparably long pulse durations there
are a few light sources around the 1 PW-level which are based on Nd- or Yb-doped gain
media such as the all-diode-pumped POLARIS system in Jena [173]. The majority of
existing and planned systems at or above 1 PW, however, is represented by Ti:Sa-based
systems in the 10-50 fs region. Notably, at 5 PW the highest-peak-power system existing
today is also based on Ti:Sa as a gain medium [12]. Owing to the high contrast achievable
by OPCPA, it has become popular to combine an OPCPA frontend with one or multiple
successive conventional laser amplifiers that boost the pulse energy to the desired value
[40, 167]. Experiments with the inverted scheme (Ti:Sa frontend, OPCPA booster) have
also been reported [38]. Regarding the pulse duration, however, these schemes are re-
stricted to the region >10 fs. This applies also for the ambitious OPAL and XCEL projects
that seek to bring OPCPA at moderate bandwidth to the kilojoule-level.
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Fig. 7.1: Selection of worldwide light sources. Connected markers correspond to identical or
closely related systems. DESY-CFEL [166], MPQ-AS1 [121], LWS-pro [107], Ecole Polytech-
nique [126], LWS20 [44], ELI-ALPS Sylos [165], CELIA [34], ELI-ALPS HF [167], Apollon
10 PW [40], OPAL [168], ATLAS [169], ELI-NP HPLS [39], SIOM-SULF [12, 38], XCEL [170],
Astra-Gemeni [171], BELLA [32], Vulcan [43, 172], POLARIS [173], PENELOPE [174], Texas
PW [31].
It should be noted that the plot does not provide any information about the repetition rate.
As this quantity varies for the examined systems from few shots per day to multi-kHz the
choice of the optimum system for a specific application depends very much on whether the
peak or the average power is more important. In this respect, recently developed systems
with µJ pulse energy but very high repetition rates of 0.3-1.27 MHz are worth mentioning
[175, 176].
The few- and single-cycle domain 2-10 fs can be accessed by either broadband OPCPA
or by nonlinear spectral broadening of conventionally generated laser pulses. While the
latter technique has been demonstrated so far only up to the 1 TW level as shown in the
plot, theoretical studies suggest to apply it also on a Petawatt scale [35, 36]. Depending
on the experimental success of the proposed schemes, they might provide an attractive
way towards ultrashort, high-intensity light pulses.
For the time being, pure OPCPA systems promise the best performance in the sub-
10 fs regime. Currently, the most powerful few-cycle light source at ∼20 TW is the LWS20
(Light Wave Synthesizer) [44], a two-color-pumped (2! and 3! of Nd:YAG) OPCPA sys-
tem operating at 10 Hz that has recently moved from the MPQ to Umeå University. Other
systems trying to reach a comparable peak power (at higher repetition rates) are the
LWS-pro at the Laboratory for Extreme Photonics (LEX) [107] as well as the Sylos system
as part of the ELI-ALPS (Extreme Light Infrastructure - Attosecond Light Pulse Source)
project in Hungary [165].
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The PFS, at the parameters achieved in this work, is among the leading systems in
the sub-10 fs category, as can be seen from the plot. The upgrade that is currently under
construction is expected to boost the PFS pulse energy into a region, no few-cycle laser
has reached so far, enabling experiments with unprecedented pulse parameters. In that
sense the long development time of the PFS will hopefully still pay off.
7.3 Current works and outlook
Using the OPCPA system as described in Chapter 5, first HHG experiments on solid sur-
faces have been conducted by Olga Lysov and Vyacheslav Leshchenko (both from our
group). To this end the compressed signal pulses were magnified in a reflective telescope
and guided to the target chamber where a f/1.2 45° off-axis parabolic mirror focused
them onto a fused silica substrate. By motorized rotation of the target, it was made sure
that every shot hits a fresh spot on the surface. For various reasons, in this campaign
the pulse energy on target was only ∼10 mJ at a pulse duration of ∼6.5 fs. The focal spot
diameter was measured to be 1.8 µm FWHM with about 70 % of the total energy within
the central peak. In total this yields a peak intensity of 2.1 × 1019 W/cm2 corresponding
to a normalized vector potential of a0 ≈ 3.
Fig. 7.2 shows the spectrum of the first high-harmonic pulses generated with the ROM
technique described in the introduction. The displayed data were acquired by removing
the fundamental beam with an Al-filter and guiding the transmitted harmonic pulses to
an XUV-spectrometer consisting of a grating and a CCD. The measured spectral modula-
tions in Fig. 7.2 correspond to the 17th to 30th harmonic, where the decrease of intensity
at the left (long wavelengths) is only due to the spectral sensitivity of the diagnostics.
Having conducted this proof-of-principle experiment, it is planned to examine the spec-
Fig. 7.2: First XUV spectrum generated with the PFS by high-harmonic generation on solid
surfaces. The picture in the upper panel shows the raw CCD data from the spectrometer,
the plot in the lower panel displays the pictures’ line-out after vertical binning. (Courtesy
of Olga Lysov and Vyacheslav Leshchenko).
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tral cut-off at the short wave end and shift it as far as possible into the XUV by further
optimization of the driving pulses, i.e. bandwidth, temporal shape and energy on tar-
get. Furthermore, by tagging the CEP, the dependence of the XUV spectra on the abso-
lute phase of the generating pulses will be analyzed. Finally, it is planned to temporally
characterize the high-harmonic radiation to verify the generation of isolated attosecond
pulses.
At the moment the preparations for the PFS upgrade are under way and first changes to
the setup have already been made: the 1 J-line in the pump compressor has been rebuild
to give space for the compression of the future 9 J pulses and additionally the vacuum
beam line and spatial filter between compressor and SHG has been replaced by a new
version that allows us to apply the suggested method for pulse front matching.
Depending on the pace of progress in the pump amplifier development, the first tests
with the upgraded system will still be conducted at the MPQ or later at the nearby Centre
for Advanced Laser Applications (CALA) [177] to which the PFS will move by the end
of this year (2017). Together with its sister system – the PFS-pro that aims at lower pulse
energies but higher repetitions rates (100 mJ at 10 kHz) – it will provide light pulses for
HHG on solid surfaces, ion-acceleration [178], and Thomson-scattering experiments.
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Appendix A: Supplementary calculations and experiments
A.1 Spectral conversion between wavelength and frequency space





the conversion of a laser pulse spectrum from one space to the other is not a linear trans-
formation but is defined by




Neglecting this rule by assuming that S!(!) = S() is a frequently encountered mistake
that modifies the energy density in each spectral region and leads for example to a wrong
calculation of the Fourier limited pulse duration.
A.2 Nonlinear crystals
A.2.1 Contracted susceptibility tensor notations






i jk ci jkl = 
(3)
i jkl (A.3)
often the contracted notations dil and cim are used that take advantage of crystal symme-
tries [60]. The corresponding indices in the original and contracted notation are listed in
Table A.1.
dil ↔ di jk :
l 1 2 3 4 5 6
jk 11 22 33 23,32 13,31 12,21
cim ↔ ci jkl :
m 1 2 3 4 5 6
jkl 111 222 333 233,323,332 223,232,322 133,313,331
7 8 9 0
113,131,311 122,212,221 112,121,211 123,132,213,231,312,321
Table A.1: Corresponding indices in original and contracted notation of the second- and
third-order nonlinear tensors.
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A.2.2 Coordinate transformation of the susceptibility tensor
If a nonlinear crystal is rotated with respect to the beam coordinate system, one can use
the rotation matrix T
T (’, #) =
*...
,
− cos ’ cos # − sin ’ cos # sin #
sin ’ − cos ’ 0




to calculate its effective nonlinear susceptibility tensors. For this purpose, one should first
consider the transformation of an electric field E defined in crystal coordinates (X ,Y ,Z )


















E = T −1(’, #) · E ′ (A.6)
Using these identities, one can calculate for the second-order nonlinear polarization
Pi = "0 
(2)
i jk E j Ek
⇔ T −1il P
′








































The same rules apply for the third order tensor

′(3)









or any higher order tensors.
A.3 Influence of pointing on the timing jitter
In Section 3.3.3 it was mentioned that the simple calculation by Klingebiel et al. (com-
pare Fig. 4 in [56]) regarding the impact of pointing on the timing jitter is in our opinion
not entirely correct. The missing aspect in their calculation is the non-collinear angle be-
tween the intersecting beams in the cross-correlation setup used to measure the jitter (cf.
Fig. 3.10) as well as in the OPA stages. In the following we will show that in general this
aspect is important to quantify the temporal effect of pointing. It will, however, turn out
that even though the effect is two orders of magnitude stronger than expected before, it
is not the dominant source of jitter at our system.














Fig. A.1: Illustration of the impact of beam pointing on the timing jitter measurement with
the cross-correlation technique. Due to the non-collinear angle int, the deflected pump
beams intersect with the Femtopower reference at different points marked by crosses. As
the travel time to reach these points is different for pump and reference (for details see main
text), the relative delay between the pulses (=jitter) depends on the point of intersection, i.e.
on pointing.
In Fig. A.1 once more the cross-correlation scheme from Fig. 3.10 is shown*, but this
time with an additional pointing source P (e.g. a vibrating mirror or air fluctuations) in
the optical path of the pump beam that deflects the beam randomly from shot to shot. As
a consequence, also the point of intersection with the Femtopower reference is changing.
If we assume that the pointing source only affects the beam direction and does not intro-
duce any time delay by itself, an undeflected pump pulse shot arrives at B at the same
time as a deflected shot arrives at C (cf. Fig. A.1). To reach A, i.e. the point of intersection





is required where C A is the distance between C and A and vgr,p is the group velocity of
the pump pulses in the crystal:
vgr,p =
c
n(p) − p ∂n∂ p
(A.11)
with the vacuum speed of light c and the ordinary refractive index n of BBO. Correspond-





for the Femtopower pulses to travel from B to A, where vgr,FP is the group velocity for
these pulses.
Let us assume that the undeflected pump and Femtopower pulses arrive simultane-
ously at B . Then it follows from the previous considerations that for a deflected pump
* Note that the actual setup is slightly more complex since pump and Femtopower beam are focused,
there is refraction at the crystal surfaces, etc.. However, these simplifications do not affect the validity
of the considerations.
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beam, the pulses do not reach A at the same time due to the different travel times. A














By trigonometric rules one can relate the distances C A and BA to the non-collinear angle









The quantity ∆xp can be understood as the spatial fluctuations of the pump beam at the
position of the crystal due to pointing. Since there is also pointing of the Femtopower
beam resulting in additional spatial fluctuations ∆xFP, we merge ∆xp and ∆xFP in one





















At a non-collinear angle int = 2.3° in our setup and measured spatial fluctuations of
∆xp = 25 µm (RMS of several hundred shots) and ∆xFP = 19 µm, this would result in a
timing jitter of ∆t = 28.9 fs.
It is important to note, however, that Eq. (A.17) is only true if the two intersecting
beams spatio-temporally overlap entirely inside the crystal. This is shown in Fig. A.2a
for small (compared to ∆x) beam diameters and in Fig. A.2b for large diameters. While
for small beams the intersection is point-like, for large beams there is an area of overlap*.
In the latter case, the effective delay between the pulses is determined by averaging over
all relative delays inside this area or simply by taking the delay at the center of mass.
As can be seen these center points in Fig. A.2b correspond to the points of intersection in
Fig. A.2a which implies that the effective delay can again be calculated with Eq. (A.17).
In contrast, if the crystal thickness d is smaller than the longitudinal pointing




as shown in Fig. A.2c, some of the deflected pulses might not overlap anymore with the
Femtopower pulses inside the crystal and hence generate no sum-frequency signal. Thus,
* Note that this geometrical approach is just a first-order approximation and that the overlap in fact de-
pends on many parameters such as the exact beam profiles, the angle between the pulse fronts or walk-
off.
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(a) small beams, thick crystal (b) large beams, thick crystal
(c) small beams, thin crystal (d) large beams, thin crystal
Fig. A.2: Spatial overlap of pump and Femtopower pulses in a nonlinear crystal for three
different scenarios: (a) If beams are small, the overlap can be considered to be point-like. (b)
If beams are large, there is an area of overlap. The centers of mass of the areas correspond
to the points in (a). (c) If the crystal is thin, some of the deflected pulses do not overlap
with the Femtopower inside the crystal and hence produce no sum-frequency signal. (d)
If beams are large and the crystal is thin, the effective overlap areas shrink to the crystal
dimension shifting the centers of mass.













At a crystal thickness d = 500 µm in our setup, the maximum observable pointing-
induced jitter is therefore limited to ∆tmax = 9.2 fs.
For large beam diameters D , the effective delay between the pulses is once more re-
duced by an effect shown in Fig. A.2d: if the crystal is smaller than the longitudinal di-














the effective overlap area shrinks to the crystal dimension. As a consequence, the center
points of these areas are located closer to each other and therefore the effective delay
between the pulses is smaller.
Analytically, this effect is difficult to quantify, therefore we performed a quick quasi-
3D numerical study with Gaussian-shaped beams. We calculated the regions of overlap
for deflected and undeflected beams, cropped them by the crystal thickness and deter-
mined the respective centers of mass. Using the experimentally determined beam sizes
in the cross-correlation setup of D = 100 µm for both beams, one obtains an effective max-
imal time delay of ∆tmax,eff = 1.5 fs . This value finally is the jitter that is expected to be
measured in the presence of the specified pointing.
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Due to the larger beam sizes at the OPA stages (of the order of millimeters), the pointing-
induced jitter between pump and signal is significantly lower than in the cross-correlations
setup (assuming identical pointing) and only of the order of 10-500 as. Interestingly, this
implies that the timing stabilization based on the measured jitter value can even increase
the actual jitter in the OPA stages. But since the measured total jitter is about 80 fs (cf.
Section 3.3.3), it is obvious that pointing does not represent the dominant source of jitter
and therefore can be neglected.
However, as the effect is two orders of magnitude larger than the previously calculated
value of 17 as [56], the presented considerations might be helpful for the proper design of
jitter-stabilization systems for applications where other jitter sources have already been
suppressed and where fs-precision is required, e.g. for the synthesis of few-cycle pulses.
A.4 Additional calculations for the idler generation scheme
A.4.1 Derivation of the wavelength-dependent idler exit angle
In the following, Eq. (4.1) from Section 4.1 will be derived. To do so, we shall recall two
identities: Energy conservation requires that the idler frequency is
!i = !p − !s (A.21)




k 2p + k
2
s − 2kp ks cos int (A.22)
where the subscript “pm” indicates that this equation holds only in the phase-matched
case. The geometrical equivalent to Eq. (A.22) is depicted in Fig. A.3a.










1 + k 2p/k 2s − 2 kp/ks cos (int)
(A.25)
and finally












, ki,pm , (A.27)
so momentum conservation is violated and Eq. (A.22) does not hold anymore. Geomet-
rically, this implies that the length of ki is changed and the triangle of kp, ks and ki is not
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(a) phase-matched (b) non-phase-matched
Fig. A.3: Depiction of the wavevectors of a non-collinear OPA in the (a) phase-matched
and (b) non-phase-matched case. In both cases kidler points towards the tip of the pump
wavevector to minimize the wavevector mismatch ∆k .
closed anymore as shown in Fig. A.3b. However, the “preferred” direction of ki is the one
that minimizes ∆k and therefore the angle int is the same as in Fig. A.3a. For compari-
son, the vector ki,Wang as calculated in [137] is shown that has the same length as ki but
is pointing in a different direction. Since this direction does not minimize ∆k , the angle
int reported in Eq.(1) of [137] is in our opinion not correct and Eq. (A.25) should be used
instead.
A.4.2 Derivation of the idler angles after compensation
Here we briefly derive Eq. (4.2), i.e. the wavelength dependent output angle of the idler
beam #out(i) after having passed the compensation scheme consisting of telescope and
grating. As already mentioned in Section 4.1.2, the bundle of idler rays is centered around
the optical axis of the telescope to reduce aberrations:
tel(i) = ext(i) − ext(i,central) (A.28)











Note that neglecting the tangent as has been done in [137] is not valid since the angles in
the idler generation setup are not small.
The well known equation for the first diffraction order from a grating with line sepa-
ration d states [102]:

d
= sin #in + sin #out (A.30)




















which is the equation (4.2) to be derived.
A.5 Contrast deterioration by a liquid-crystal spatial light modulator
In this section, the potential pulse distortions introduced by an LC-SLM due to its intrin-
sic pixelation will be discussed. For the case study we will use the specifications of the
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device implemented into our system as listed in Table A.2. From the spatial chirp created
by the zero-dispersion stretcher described in Section 5.2.3, one can infer an effective num-
ber of 541 stripes that are covered by the examined spectral components at 650-1500 nm.
Device type Jenoptik SLM-S640
Active area 64 mm × 10 mm
Number of stripes 640
Fill factor 97 %
Wavelength range 430-1600 nm
Maximal phase shift ∼7  @ 430 nm
∼2  @ 1600 nm
Table A.2: Specifications of the implemented liquid-crystal spatial light modulator.
In general, there are two independent effects from pixelation that can deteriorate the
temporal contrast: First, for technical reasons there are small gaps (3 µm wide) between
the individual stripes of the liquid-crystal array. Being opaque, these gaps effectively
block spectral components of the spatially chirped pulses passing the array. The resulting
modulation of the spectrum corresponds to artifacts in the temporal waveform.
Second, the intended task of the LC-SLM is to adjust the spectral phase of the trans-
mitted pulses. This is achieved by applying different voltages to the individual stripes of
the LC-SLM which results in a rotation of the liquid crystals and an according phase shift
for e-polarized light. As this phase shift, however, is constant within one stripe, there are
discrete phase jumps at the stripe borders. For the pulses passing the liquid-crystal array
this leads to a stepped spectral phase which can again affect the temporal contrast. In the
following we will try to quantify the influence of these effects.
As the input phase of the seed pulses, an arbitrary curve (see Fig. A.4) is chosen that is
(a) full range (b) zoomed plot
Fig. A.4: Simulation: arbitrary spectral phase of the seed pulses and compensation by the
LC-SLM. Due to the pixelation of the device, the introduced SLM phase is stepped and
hence the phase of the compressed pulse is represented by a saw-tooth function.
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(a) undistorted pulse spectrum
(b) distorted spectrum for hypothetic case of perfect spatial separation of wavelengths
(c) distorted spectrum for realistic case: finite focus size of ∼70 µm at the LC-SLM
Fig. A.5: Simulated distortion of the spectral amplitude due to the pixelation of the LC-SLM.
Left column shows distortions of the full spectral range, right column shows zoomed in
plots for better visibility.
at the limit of what can be compensated by the LC-SLM. The unavoidable discretization
of the introduced phase and the resulting saw-tooth-like output phase is shown in the
magnified plot in Fig. A.4b.
The distortions of the spectral amplitude are displayed in Fig. A.5: Fig. A.5a shows
the input seed spectrum without pixelation. Fig. A.5b shows the distorted spectrum for
the hypothetic case of perfect spatial separation of wavelengths in the Fourier plane,
i.e. at the LC-SLM. This would, however, imply that all wavelengths are focused by
the zero-dispersion stretcher setup to infinitely small spots. The more realistic case of a
finite focus diameter of ∼70 µm FWHM (measured in our system) is shown in Fig. A.5c:
the transmitted spectrum corresponds to a convolution of the Gaussian focus with the
discrete structure of the liquid-crystal array.
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(a) undistorted pulse (b) hypothetic case of
perfect spatial separation
of wavelengths
(c) realistic case of finite
focus size
Fig. A.6: Simulated temporal contrast of (a) ideal, undistorted pulses, (b) distorted pulses
in the hypothetic case of perfect separation of wavelengths in the Fourier plane and (c)
distorted pulses in the realistic case.
The same applies for the spectral phase jumps from Fig. A.4: they are smoothed by the
spatial averaging of the real beam with just a small remaining modulation. In Fig. A.6, the
temporal contrast for the different cases is shown where several important observations
can be made: Rather than creating short, isolated pre- and post-pulses, the simulated dis-
tortions due to pixelation result in picosecond-long structured side-wings. In fact, this is
a consequence of the angular dispersion introduced by the grating in the zero-dispersion-
stretcher, which generates a spatial chirp linear in wavelength (and not in frequency). For
the realistic case in Fig. A.6c, the additional temporal features reach a relative intensity
of up to ∼3 × 10−7 and are confined to the region −4 ps to −1 ps (as well as 1 ps to 4 ps).
This position of the side wings is determined by the number of effectively used stripes of
the LC-SLM: if for example the otherwise identical Jenoptik SLM-S320 with only half the
number of total stripes was used, the side wings would be a factor of two closer to the
main peak. Finally, the direct comparison of black and colored curves in the plots reveals
that phase distortions can boost the adverse effect of amplitude distortions on the time
structure of the pulse by more than an order of magnitude.
To test these predictions experimentally, we performed an XFROG measurement of the
partially compressed seed pulses after passing the zero-dispersion-stretcher, the LC-SLM
and the OPA vacuum system. The gate pulses were provided by the reference output
channel of the Femtopower (25 fs, 20 µJ). The result of the measurement, i.e. the spec-
trally integrated sum-frequency signal is shown in Fig. A.7. Due to the low seed pulse
energy of less than 1 µJ at the diagnostic setup and the limited sensitivity of the spec-
trometer that detects the generated sum frequencies, the temporal contrast could only be
measured with a dynamic range of ∼10−5. At this level, however, no temporal features
could be detected in the region of interest at −4 ps to −1 ps which supports the theoretical
predictions.
In summary, two aspects in the theoretical and experimental data are crucial for the
usability of the examined LC-SLM in the PFS system: First, due to the pixel resolution of
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Fig. A.7: Contrast measurement of the seed pulses with an XFROG. Within the dynamic range
of the setup no features are visible in the temporal region that could potentially by com-
promised by the pixelation of the LC-SLM.
the device, the created temporal artifacts are located outside the pump pulse window of
about ±0.5 ps and will thus not be amplified during OPA. And second, the intensity of
these artifacts relative to the main peak is estimated to be <10−6. Hence, at a parametric
gain of more than 104, the expected contrast of the amplified signal pulses is sufficiently
good at >1010.




BBO beta barium borate, -BaB2O4
CCD charge-coupled device
CEP carrier envelope phase
CPA chirped pulse amplification
DFG difference-frequency generation
DKDP potassium dideuterium phosphate, KD2PO4
FOD fourth-order dispersion
FOPE first-order propagation equation
FROG frequency resolved optical gating
FWHM full width at half maximum
GD group delay
GDD group-delay dispersion
HCF hollow core fiber
HHG high-harmonic generation
IR infrared
LBO lithium triborate, LiB3O5
LC-SLM liquid-crystal spatial light modulator
MCP multi-channel plate detector
Nd:YAG neodymium-doped yttrium aluminum garnet, Nd3+:Y3Al5O12
NOPA non-collinear optical parametric amplification
OPA optical parametric amplification
OPCPA optical parametric chirped pulse amplification
PDE partial differential equation
PFS Petawatt Field Synthesizer
ROM relativistic oscillating mirror
SFG sum-frequency generation
SHG second-harmonic generation
SHHG high-harmonic generation on solid surfaces
SI spectral interferometry
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SPIDER spectral phase interferometry for direct electric-field reconstruction
SPM self-phase modulation
SRSI self-referenced spectral interferometry
SS-SHG-FROG single-shot, SHG-based frequency resolved optical gating
SWIR short-wavelength infrared
TFP thin-film polarizer





XFROG cross-correlation frequency resolved optical gating
XPM cross-phase modulation
XPW cross-polarized wave generation
XUV extreme ultraviolet
YAG yttrium aluminum garnet, Y3Al5O12
Yb:YAG ytterbium-doped yttrium aluminum garnet, Yb3+:Y3Al5O12
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Abstract: We present the generation of optical pulses with a spectral
range of 500-2400 nm and energies up to 10 µJ at 1 kHz repetition rate
by cascaded second-order nonlinear interaction of few-cycle pulses in
beta-barium borate (BBO). Numerical simulations with a 1D+time split-
step model are performed to explain the experimental findings. The large
bandwidth and smooth spectral amplitude of the resulting pulses make
them an ideal seed for ultra-broadband optical parametric chirped pulse
amplification and an attractive source for spectroscopic applications.
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8. O. Mücke, S. Fang, G. Cirmi, G. Rossi, S.-H. Chia, H. Ye, Y. Yang, R. Mainz, C. Manzoni, P. Farinello,
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1. Introduction
Few-cycle light pulses with mJ-scale pulse energies are of high interest to produce isolated
attosecond pulses in gases and on surfaces [1,2]. Classical laser systems have proved incapable
of directly generating or amplifying such pulses due to the lack of broadband gain materials that
would allow to enter the few-cycle regime. Therefore these systems – e.g. Ti:Sapphire systems
– are used in combination with nonlinear broadening techniques like hollow core fiber (HCF)
compression to overcome this limitation [3]. Such schemes have been in use for several years
and are able to generate pulses with durations of less than 4 fs and energies up to 3.4 mJ [4].
For high-energy attosecond pulse generation, however, input energies of a few mJ are
not sufficient. A common method to further amplify few-cycle pulses is optical parametric
chirped-pulse amplification (OPCPA), where a strong narrowband pump beam amplifies a
weak broadband signal inside a crystal possessing a second-order nonlinearity. [5–8]. It has
been demonstrated that with this concept pulse energies of 80 mJ together with pulse durations
of less than 5 fs are achievable [9].
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On the way to even higher energies with OPCPA systems the damage threshold and the
available aperture size of commonly used nonlinear crystals like BBO and Lithium Triborate
(LBO) limit the upscaling. The Petawatt-Field-Synthesizer (PFS) project that aims for multi-
Joule pulse energies tries to work around this issue by employing DKDP-crystals which can
be grown to very large apertures [10, 11]. With these crystals and an Yb:YAG-based pump
system [12,13] (frequency-doubled central wavelength of 515 nm) the phase-matchable spectral
range for the seed is 700-1400 nm – a rather exotic wavelength band for high-energy OPA
systems.
The generation of appropriate seed pulses in this spectral range is a non-trivial task [14, 15]
and was the main motivation for the work described in this publication. The scheme we present
in the following was adapted from Fattahi et al. [16] who used difference frequency generation
(DFG) in BBO to generate pulses in the range of 1000-2500 nm for seeding a short-wavelength
infrared (SWIR) OPCPA system. In contrast to their setup where the DFG was optimized for
maximal energy around 2000 nm and long wavelength components were separated spectrally
from the input pulses we took advantage of cascaded nonlinear interactions to produce pulses
with an ultra-broad spectrum of 500-2400 nm and separated the output from the input by pola-
rization selection.
2. Experimental setup
The experiment is set up as follows: The compressed output of a commercial multi-pass
Ti:Sapphire amplifier (1.5 mJ, λ0 = 790 nm, 25 fs, 1 kHz) is focused into a gas-filled hollow
core fiber and spectrally broadened to 500-950 nm. The pulses are compressed by chirped mir-
rors and a pair of fused-silica wedges to about 4.7 fs (Fourier limit 4.1 fs) and are linearly
polarized by a thin nano-particle polarizer (Thorlabs Inc.). A reflective filter wheel is used to
fine control the power. The beam is then focused with a spherical mirror into a BBO crystal
(Type I, ϑ=20◦, ϕ=90◦, d=500 µm) and afterwards recollimated by another spherical mirror. A
second polarizer is used to filter out ordinary polarized components which are then analyzed
with a power meter and a set of three calibrated broadband spectrometers (Ocean Optics).
A crucial point for the experiment is the rotation angle ψ of the BBO crystal (the roll-angle
in the “yaw-pitch-roll” terminology): If the crystal is oriented such that the polarization of the
input beam is along the extra-ordinary axis the output beam is also exclusively extra-ordinary
polarized (see Fig. 1(a)) and no light passes the ordinary-oriented polarizer. However, if one
rotates the BBO by ψ around the optical axis the input beam splits when it enters the crystal
into ordinary and extra-ordinary components whose electric field amplitudes Ao and Ae depend
on the total input field amplitude Ain and on the angle ψ:
a) Ao = Ain sinψ b) Ae = Ain cosψ (1)
The energy that is contained in the respective polarization directions is then Ee/o ∼ |Ae/o|2.
This scaling was confirmed experimentally with weak, temporally stretched pulses to suppress
nonlinear contributions (see blue curve in Fig. 1(b)). If one increases the intensity to several
TW/cm2 in the focus (Ein = 60µJ) and spectrally filters the output beam with a long-pass
filter (RG1000) the nonlinear generation of new wavelengths >1000 nm can be detected (red
curve in Fig. 1(b)). A strong dependence of the energy in this spectral region on ψ is visible
as well as the existence of an angle where no new frequencies are generated. Throughout the
experiments ψ was set to about 5◦ as this angle proved to give best results in terms of energy
and spectral shape.
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i)  Low intensity, BBO axes along input polarization
ii)  Low intensity, BBO rotated
iii)  High intensity, BBO rotated
e-polarized
(a) (b)
Fig. 1. (a) Sketch of the polarization directions. Linearly polarized input pulses are split
into extra-ordinary (green) and ordinary (blue) polarized components depending on the
roll-angle ψ of the BBO crystal (i) & (ii). For high intensities nonlinear effects cause the
generation of new frequencies on the ordinary axis (iii). (b) Measured energy on the ordi-
nary axis in dependence of ψ . The blue curve shows the sin2-scaling for weak input pulses
(8 µJ, 500-950 nm) in agreement with Eq. (1). The input pulses were additionally tempo-
rally stretched with a block of glass to suppress any nonlinear effects. The red curve shows
the generation of new wavelengths (λ > 1000nm selected by an RG1000 filter) for high
intensity input pulses (Ein = 60µJ). The small x-offset of the red curve with respect to the
blue one can be explained by a slight nonlinear polarization rotation in air before the crystal
for intense pulses. The non-zero power of the blue data points around the minimum of the
curve originates from the imperfect contrast of the used polarizers for λ < 600nm.
The measurement of the spectrum of the o-polarized output pulses reveals a continuum that
spans more than two octaves from 500-2400 nm (see Fig. 2). This continuum contains spectral
bands of different origins:
1. In the region 500-950 nm we first of all find the ordinary-polarized fraction of the input beam
(“seed” or “signal”). For ψ = 5◦ its energy equals less than 1% of the total input energy while
more than 99% is contained on the e-axis (“pump”).
2. By optical parametric amplification the long wavelength part (> 700nm) of the signal is
amplified by the short wavelength part of the pump, for example:
ωpump,λ=600nm (e) → ωsignal,λ=825nm (o) + ωidler,λ=2200nm (o) (2)
This amplification of the signal boosts the output energy in the range of 700-950 nm signifi-
cantly. By the same process the SWIR components above ∼ 1400nm are generated as the
difference frequency (“idler”) of pump and signal – represented by the 2200 nm product in
Eq. (2). This interaction has been described in [16].
It should be pointed out that the broad bandwidth of the interaction would usually (for a narrow-
band pump) require a non-collinear geometry for phase-matching. Because of the broadband
pump employed here this requirement is relaxed, permitting a collinear geometry.
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Fig. 2. Experimentally generated spectra in a 500 µm BBO for different input energies. Find
details about the involved nonlinear processes in the text.
3. The most interesting spectral region is that between∼950-1400 nm which contains a large
fraction of the total energy. The generation of photons in this band is at first glance surprising
since these spectral components cannot be produced efficiently by a single χ(2)-process given
the range of the input spectra.
A strong influence of χ(3)-processes on the other hand can be excluded: if cross-phase-
modulation (XPM) by the pump would cause a broadening of the signal into the infrared we
should also see self-phase-modulation (SPM) in the pump spectrum (which we did not) as both
effects generally appear at a similar intensity level [17]. Additionally the spectral broadening
via XPM would strongly depend on intensity, whereas we can see in Fig. 2 that the spectral
shape between 950-1400 nm is hardly changing with increasing input energy. Cross-polarized-
wave (XPW) generation [18] does also not serve as a proper explanation since the XPW would
not vanish for ψ = 0 which is the case in our measurements as already shown in Fig. 1(b).
Our explanation for the findings is therefore the cascading of two χ(2)-processes, an effect
that has been reported before in other experiments [19–21]. An exemplary interaction would
be:
step 1 : ωpump,λ=600nm (e) − ωsignal,λ=825nm (o) → ωidler,λ=2200nm (o)
step 2 : ωpump,λ=700nm (e) − ωidler,λ=2200nm (o) → ωsignal,λ=1027nm (o)
So the idler photons generated in a first DFG process by one pump wavelength (600 nm) interact
subsequently with pump photons of a different wavelength (700 nm) in a second process and
generate photons in the sought-after spectral region. Both processes are well phasematched by
the employed BBO crystal leading to an efficient cascading.
3. Simulation
To verify our explanation that cascading processes contribute significantly to the generation of
the measured output pulses, we performed simulations with a 1D+time split-step method that
will be described in the following.
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Many analytical and numerical simulations of nonlinear interactions of light waves limit
themselves to interactions of discrete wavelengths or specific, pre-selected wavelength bands
for the reason of simplicity, of faster computation or to keep problems analytically solvable
[22, 23]. Usually this limitation is justified due to the small bandwidths involved or because
the products of the interaction are known and parasitic effects can be neglected. However,
for few-cycle pulses as described in this work very broad bandwidths and possible cascaded
interactions have to be taken into account. Likewise, the common distinction of pump, signal
and idler beam by specific wavelength bands becomes problematic in degenerated cases when
their spectral regions overlap.
Therefore our simulation follows a more general approach similar to [24] and distinguishes
pulses (or rather their electric fields) not by spectral regions but only by their polarization direc-
tion. Hence the model describes the propagation and nonlinear interaction of extra-ordinary and
ordinary polarized pulses that both may span the whole spectral range of interest. Propagation
and interaction are calculated in the frequency- and time-domain respectively by subsequently
Fourier-transforming between the two domains at each calculation step (split-step). Because of
the small thickness of the employed crystal and the long Rayleigh-length of the beam we could
neglect effects like walk-off, diffraction and self-focusing.
For the calculations we start with the equation for the propagation of ultra-short pulses in the
slowly-varying-envelope approximation from Appendix B of [25] omitting the diffraction term
for simplicity:




with the components of the electric field vector
Ẽi(Z,ω) = F{Ei(Z, t)}, (4)
the refractive index ni and the nonlinear polarization
P̃NL,i(Z,ω) = F{PNL,i(Z, t)}
= F{ε0 χ(2)i jk E j(Z, t)Ek(Z, t) + ε0 χ
(3)
i jkl E j(Z, t)Ek(Z, t)El(Z, t) + ...} (5)
The indices i, j,k, l denote the X-, Y - and Z-coordinates and F is the Fourier transformation.
Throughout our calculations we use the Einstein sum convention.
Taking into account only second-order effects this yields a set of nonlinear equations for the






E j(Z, t)Ek(Z, t)
}
(6)
This set of equations describes the propagation and interaction of fields in the crystal coordinate
system X ,Y,Z. However, to accomplish phase-matching the beam propagation vector (defined
by the z-axis of a beam coordinate system x,y,z) has to be rotated with respect to the crystal
system. For easier comparison we follow the convention [26] to rotate the beam system first by
ϕ around the z-axis, then by ϑ around the y-axis and finally by ψ around (again) the z-axis (see
Fig. 3). The more practical view of this transformation is from a fixed beam coordinate system
(i.e. the lab) where consequently the crystal is rotated. The respective transformation of crystal
coordinates into lab coordinates is given by the matrix
T (ϕ,ϑ ,ψ) =
(−sin(ϕ)sin(ψ)− cos(ϕ)cos(ϑ)cos(ψ) cos(ϕ)sin(ψ)− sin(ϕ)cos(ϑ)cos(ψ) sin(ϑ)cos(ψ)
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(a) rotation by ϕ around the
z-axis
(b) rotation by ϑ around the
y-axis
(c) rotation by ψ around the
z-axis
Fig. 3. Successive rotation of the beam coordinate system (x,y,z) with respect to the crys-
tal coordinate system (X ,Y,Z) by ϕ and ϑ for phase-matching and by ψ for polarization
selection. The z-axis marks the optical axis, i.e. the direction of beam propagation.
With this matrix the effective nonlinear tensor χ(2)′lmn in lab coordinates (indicated by the dash)
can be calculated from the tensor χ(2)i jk in crystal coordinates by performing three matrix multi-
plications:







where T−1 is the inverse matrix of T .
To illustrate the idea we choose ψ = 0 and take a look at the component χ(2)′xyy . For a crystal
with a 3m point group like BBO the χ(2)i jk -tensor has eleven non-zero components with three
independent values, namely d22, d31 and d33 [26]. Performing the matrix multiplications of
Eq. (8) the value of χ(2)′xyy is 2(d31 sinϑ −d22 sin3ϕ cosϑ) reproducing the well-known deff
value from literature. In the typical case of ϕ = 90◦ the x-axis is the extra-ordinary axis and
the y-axis the ordinary, hence χ(2)′xyy (like deff) defines the coupling constant for the interaction
o + o→ e.
The advantage of the matrix formalism over a single deff-value is that it contains the effective
coefficients for all possible interactions and that the tensor-dimension can be easily extended
to include χ(3)-, χ(4)-, ... interactions as well.
In Eq. (6) one can now replace χ(2)i jk by the obtained effective tensor χ
(2)′
lmn of the rotated
crystal. To solve the resulting differential equation numerically we divide the z-propagation
distance (i.e. the crystal length) into S discrete slices of thickness ∆z and apply the Exponential
Euler Method [27] to calculate the electric fields at a slice s+1 from the fields at the previous
slice s:













Note that also the electric fields are now in lab coordinates. For a better numerical stability
reduced wavenumbers k∗l = kl − k0 are used, i.e. the wavenumber k0 of the central frequency
is subtracted from the wavenumbers kl (“moving frame”). Furthermore absorption is taken into
account. Implementing Eq. (9) into MATLAB® with S = 1000 slices and 214 equidistant ω-
points the computation takes less than two seconds on one core of an Intel® Xeon E3-1240.
For simplified calculation we choose ψ = 0 to have x as the extra-ordinary and y as the
ordinary axis. The de facto polarization rotation of ψ = 5◦ is accounted for by applying Eq. (1)
and distribute the input energy onto x- and y-axis accordingly. For the respective input fields
Ẽ ′x,0(ω) and Ẽ
′
y,0(ω) the experimentally measured spectra as well as the retrieved spectral phase
obtained with the transient-grating frequency-resolved optical gating (TG-FROG) technique
were used. The beam profile at the focus was taken to be Gaussian with 380 µm full width at
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half maximum (FWHM) and circular symmetry in good agreement with a CCD-measurement
of the real beam. In order to take the spatial dependence of the intensity into account the beam
profile was segmented into 200x200 pixels with corresponding intensity values. Simulations
were performed for a range of 60 different input intensities to create a lookup-table of generated
spectra. Subsequently each pixel can be linked to a spectrum in the lookup-table according to
its intensity value. The summed up spectra of all pixels yield then the global spectrum (quasi-
2D+time).
The results of these calculations – i.e. the generated global spectra – are shown in Fig. 4. To
be able to compare them with the experimental data the same total energies were used as input
parameter. As one can see, the forming of the multi-octave-spanning spectrum is qualitatively
reproduced. Especially the efficient generation of new frequency components at 950-1400 nm
is well confirmed. Quantitatively the order of magnitude of the output energy is correctly calcu-
lated but a higher conversion efficiency compared to the experimental results is predicted. This
might originate from overestimating the peak intensity of the input pulse due to temporal and
spatial artifacts from the hollow-core fiber broadening and the chirped mirror compression or
from imperfections in the BBO crystal.
Fig. 4. Simulated output of nonlinearly interacting pulses inside a BBO crystal. Input pa-
rameters – i.e. energy, spectrum and spectral phase – were taken from experimental data
(see Fig. 2). For comparison three measured spectra are plotted and the long wavelength
range is limited to 2400 nm. The simulated spectra extend to about 3000 nm suggesting
that also the experimental spectra might have components up to that wavelength.
To visualize the cascading nature of the nonlinear interactions we also performed a simu-
lation with narrow spectral bands but otherwise unchanged parameters (see Fig. 5). The small
bandwidths allow us to identify the underlying frequency-mixing processes and the result con-
firms the contribution of cascaded interactions to the formation of the multi-octave spectra of
Fig. 4.
It should be noted at this point that if carrier-envelope-phase (CEP) stability is of interest
for an application, only (cascaded) DFG-products generated by an even number of interacting
wavelengths are passively phase-stable, while the other products inherit the phase of the input
pulses. This is also important if the entire spectral bandwidth is planned to be used since in the
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case of a non-CEP-stable input beam a variable phase jump at the border (∼ 1400nm) between
these two spectral regions would yield different temporal compression for each shot. However,
simulations show that for actively stabilized systems CEP fluctuations of ±300mrad around
CEP=0 and intensity fluctuations of up to ±20% are tolerable to maintain a stable waveform of
the output pulses. Under these practically feasible conditions the achievable pulse duration of
∼ 2.6fs (sub-cycle) is lengthened by not more than 10%. The spectral phase of these pulses is
– dominated by dispersion – smooth and can be well approximated with a polynomial function
(dispersion coefficients: GDD=28 fs2, TOD=37 fs3, FOD=−71 fs4, λcentral=1000 nm). Hence
good compression with standard tools is expected. A test with chirped mirrors designed for
800-1300 nm experimentally confirmed the compressibility of the pulses in at least this spectral
range.
Fig. 5. Simulated output of nonlinearly interacting narrow-band pulses: two “pump” wave-
lengths (600 and 700 nm) on the e-axis and one “signal” wavelength (825 nm) on the o-axis.
The different frequency-mixing products are labeled with the underlying processes. Prod-
ucts marked with an asterisk are passively CEP stable.
4. Conclusions
We have demonstrated that by making use of (cascaded) second-order nonlinear effects in BBO
one can generate pulses with a spectral range of 500-2400 nm from 4.7 fs (500-950 nm) input
pulses. The experimentally achieved overall conversion efficiency was up to 15%. With nu-
merical simulations we could reconstruct the experimental findings and identify the processes
contributing to the output spectrum.
The scheme described in this publication provides a simple, efficient, scalable and therefore
attractive way of generating broadband seed pulses for OPA systems in the near- to short-
wave-IR region. If a high contrast of the seed pulses is required the scheme even allows for
the integration of an XPW stage: by placing an appropriate barium fluoride crystal directly
in front of the BBO and setting the roll-angle ψ of the BBO to zero the ordinary-polarized
components (that take part in the subsequent nonlinear interactions) originate solely from the
XPW generation process. The temporal cleaning by this process ensures that no artifacts of the
few-cycle input pulses are transmitted. A conducted proof-of-principle experiment with this
setup demonstrated already its feasibility.
Simulations suggest that provided a CEP-stable input and an ultra-broadband compression
scheme pulse durations of about 2.6 fs could be achieved rendering the generated pulses poten-
tially useful for ultrafast spectroscopy.
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Abstract In this paper the development and implementation of
a novel amplifier setup as an additional stage for the CPA pump
laser of the Petawatt Field Synthesizer, currently developed at
the Max-Planck-Institute of Quantum Optics, is presented. This
amplifier design comprises 20 relay-imaged passes through the
active medium which are arranged in rotational symmetry. As
the gain material, an in-house-developed Yb:YAG active-mirror
is used. With this setup, stretched 4 ns seed pulses are ampli-
fied to output energies exceeding 1 J with repetition rates of up
to 2 Hz. Furthermore, a spectral bandwidth of 3.5 nm (FWHM)
is maintained during amplification and the compression of the
pulses down to their Fourier-limit of 740 fs is achieved. To
the best of our knowledge, this is the first demonstration of
1 TW pulses generated via CPA in diode-pumped Yb:YAG.
Development of a Joule-class Yb:YAG amplifier and its
implementation in a CPA system generating 1 TW pulses
Christoph Wandt1,∗, Sandro Klingebiel1, Sebastian Keppler3, Marco Hornung3,4,
Markus Loeser5,6, Mathias Siebold5, Christoph Skrobol1,2, Alexander Kessel1,
Sergei A. Trushin1, Zsuzsanna Major1,2, Joachim Hein3,4, Malte C. Kaluza3,4,
Ferenc Krausz1,2, and Stefan Karsch1,2
1. Introduction
Optical parametric chirped pulse amplification (OPCPA)
[1] is a promising technique for increasing the energy of
few-cycle laser pulses. Utilizing high-energy pump pulses
provided by laser systems based on chirped pulse ampli-
fication (CPA) [2], OPCPA systems are able to deliver
Joule-level pulse energies with few-femtosecond pulse du-
rations. Such light sources are a prerequisite for explor-
ing physics driven by single attosecond extreme ultraviolet
(XUV) pulses generated via surface harmonics [3,4] and for
studying plasma physics and electron acceleration at ultra-
fast time scales [5,6]. So far, peak powers in the TW-range
have been demonstrated for few-cycle pulses [7].
The Max-Planck-Institute of Quantum Optics1 (MPQ)
is pursuing OPCPA with the development of the Petawatt
Field Synthesizer (PFS) [8]. The final parameters of the
PFS are a pulse energy of 5 J at a pulse duration of
5 fs. To achieve these goals one needs, on the one hand,
a nearly octave-spanning seed spectrum and amplification
bandwidth, in our case ranging from 700 nm–1400 nm [9]
and on the other hand, a state-of-the-art ultra-intense, high-
energy pump laser which has to deliver an initial pump
energy of 4 × 12.5 J at a pulse duration of 1 ps.
1 Max-Planck-Institut für Quantenoptik, Hans-Kopfermann-Str.1, 85748, Garching, Germany
2 Department für Physik, Ludwig-Maximilians-Universität München, Am Coulombwall 1, 85748, Garching, Germany
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6 Institut für Kern- und Teilchenphysik, Technische Universität Dresden, Zellescher Weg 19, 01069 Dresden, Germany
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For this pump laser, PFS is pursuing CPA in diode-
pumped Yb:YAG since the emission cross section of
Yb:YAG [10] supports a few-picosecond pulse duration
and its thermal properties [11, 12] allow for high average
powers [13,14]. Furthermore, Yb:YAG is ideally suited for
direct diode-pumping which in combination with the long
fluorescence lifetime of 1 ms [15, 16] makes these lasers
highly efficient.
Preliminary investigations concerning amplifiers for
the PFS pump laser were done in collaboration with the
POLARIS group at the Institute of Optics and Quantum
Electronics3 (IOQ) in Jena. Two different Yb:YAG ampli-
fiers were developed and tested. The first amplifier gener-
ated an output energy of 200 mJ at 10 Hz repetition rate
[17] which was then amplified to 3 J in the second stage
[18]. However, both amplifiers were not working in a CPA
configuration and the beam quality of the second amplifier
was limited by the pump arrangement. Thus, only the first
amplifier setup was implemented into the PFS CPA pump
chain at the MPQ. Here, stretched 4 ns-pulses were ampli-
fied in 8 passes through diode-pumped Yb:YAG to a pulse
energy of 300 mJ at 10 Hz repetition rate while maintaining
a spectral bandwidth of 3.8 nm. Furthermore, compression
to pulse durations <1 ps was realized [19].
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2. 20-pass relay-imaging amplifier concept
Owing to the thermal lensing introduced by the non-ideal
cooling of the Yb:YAG crystal the 300 mJ-amplifier could
not serve as a model for an upscaled version. The new
amplifier stage to generate a pulse energy ≥1 J therefore
features an Yb:YAG active-mirror architecture to reduce
the thermal load on the crystal. Furthermore, the amplifier
is arranged in a relay-imaging configuration in order to
improve the beam profile and the extraction efficiency.
2.1. Active-mirror Yb:YAG
During the last decade, the thin-disk laser concept [20]
proved its capability for effective cooling of the laser ma-
terial. However, thin-disk lasers require a high doping
concentration, which is counter-productive whenever large
beam diameters are required. In fact, the high doping con-
centration facilitates parasitic effects, e.g. transverse lasing,
which tend to deplete the inversion [21]. An alternative is
to use thicker disks featuring lower doping concentrations
also known as the active-mirror concept [22, 23].
Analogously to thin-disk lasers, the crystal is cooled
via its back surface and since the thickness of the crystal
is still smaller than its diameter the heat transfer in the
longitudinal direction dominates minimizing the thermal
lens. The cooling of the crystal can either be achieved by
direct water-cooling of the back surface or by bonding the
crystal onto a cooled heat sink. Therefore, the back surface
of the crystal has to be coated with a high reflection coating
for both pump and seed radiation and thus the crystal is
inherently double passed by the pump radiation.
Since no commercial active-mirror Yb:YAG setup was
available, a proprietary glueing process, utilizing an acrylic
adhesive, for bonding large crystals to gold-plated copper
heat sinks was developed. The main task was to achieve
glue layers as thin as possible to optimize the heat transfer.
Figure 1 Example of a 2 mm × 20 × 20 mm2 Yb:YAG crystal
glued on a water-cooled heat sink. Under illumination with white
light, an interference pattern between the back side of the crystal
an the heat sink is observed indicating a glue-layer thickness in
the few µm range.
An interference pattern, see Fig. 1, between the back side of
the crystal and the heat sink under illumination with white
light confirms achieved glue layer thicknesses on the order
of only several µm.
2.2. Design of a 20-pass relay-imaged amplifier
Despite the active-mirror concept, a thermal lens in the
laser crystal should be taken into account for the design of
the new multi-pass amplifier since it may lead to focussing
of the beam, influencing the efficiency or causing optical
damage. A way to cope with this problem is relay imaging -
the multi-pass is set up in such a way that each pass through
the crystal is imaged via a 4f-configuration. An example of














Figure 2 Setup of a 2 × 2-pass relay-imaging amplifier. The input
plane (IN) is imaged via a spherical lens (SL1) and a concave
mirror (CM1) to the gain material which is double passed. From
there it is imaged onto an end mirror (EM) via CM2 and SL2. The
end mirror sends the beam back into itself and thus an additional
imaged double-pass through the crystal and onto the output plane
(OUT) is realized. A quarter-wave plate (QWP) and a polarizer
(PO) are used to separate input and output beam.
Figure 3 Beam diameter during the 10th imaging round trip in
a 2 × 4f -setup taking into account a thermal lens with an exem-
plary focal length of 50 m for a single reflection off the crystal.
In the uncompensated case (green, dashed) the beam diameter
on certain imaging optics reaches the lower limit given by the
damage threshold (red line). This effect can be compensated by
decreasing distance D by 2 cm in this case (blue line).
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Figure 4 Schematical setup of the 20-pass relay-imaging amplifier. It combines 5 × 2 × 2-passes, see Fig. 2, in 5 different planes
rotated by an angle of 30◦ with respect to each other allowing for 20 amplification passes through the Yb:YAG crystal. For the sake of
clarity only 4 passes are shown. The incoming beam is imaged with a spherical lens (SL on CM Ring 2) and a concave mirror (CM1 on
CM Ring 1) (ROC = 2 m) to the Yb:YAG crystal via a folding mirror (FM1) and a rooftop mirror in the pump chamber. The active-mirror
Yb:YAG is double-passed. From there the beam is imaged via FM1, CM2 and CM3 to a plane-mirror (FM2) located at the image
plane position of the Yb:YAG crystal. The transition between the amplification planes is realized via an angle offset between CM2 and
CM3. After reflection at FM2 the beam reaches CM4 which is the starting point for the next double-pass through the arrangement on
a similar path as before. After 10 passes the beam is back-reflected through the whole setup via CM19 in combination with a plane
mirror (BM) realizing 10 additional passes. A quarter-wave plate (QWP) ensures the separation of the output beam via a polarizer. All
optics are mounted on carrier rings which themself are adjustable on carrier rails (4 in total, only 2 depicted). As indicated in the lower
illustration, the setup sits in a vacuum tube necessary due to the high intensities in the intermediate foci. The vacuum tube consists
of 4 parts and only the main part is used to mount the construction which allows for fast access of the pump chamber and the mirror
rings.
The main advantage of a relay-imaging approach is that
in each round trip the beam size in the imaging plane, e.g.
the crystal, is constant. A thermal lens just leads to different
beam diameters on the imaging optics. Nevertheless, this
can be compensated by adjusting the distance between the
imaging optics, as shown in Fig. 3. For clarification, 10
round trips in 2 × 4f -setup are considered and the evo-
lution of the beam diameter during the 10th round trip is
shown.
Taking the experimental pump and seed parameters, see
Sec. 3, into account, preliminary simulations exposed the
need of 20 amplification passes through Yb:YAG to achieve
the desired amplifier output energy of 1 J.
To realize these 20 passes, 5 of the relay-imaging setups
shown in Fig. 2 were arranged in a rotationally symmetric
architecture. The beam transition between the individual
amplification planes is achieved by slightly tilted mirrors.
In doing so, all 5 amplification planes are traversed subse-
quently. At the end, the beam is back-reflected into itself
and thus 2 × 5 × 2 = 20 passes through the Yb:YAG crystal
are achieved. The mechanical design of this setup is shown
in Fig. 4 and the beam path is explained in detail in the
figure caption. One advantage of the rotationally symmet-
rical arrangement is that it simplifies the incorporation of
the setup into a vacuum tube which is necessary due to the
high intensities in the intermediate foci.
Since the utilization of curved mirrors under a non-zero
angle of incidence introduces astigmatism, a ray-tracing
analysis of the complete amplifier setup was performed.
It was found that the rotationally symmetrical arrange-
ment and the back-reflection through the setup compensates
most of the introduced astigmatism. The resulting wave-
front aberrations of the chosen 20-pass are in the range of
only λ/10.
The development of this relay-imaging amplifier design
was again performed in collaboration with the IOQ3 &
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90mJ,...AM Yb:YAG relay-imaging 20-pass amplifier
FM1 FM2 10x
seed beam profile & spectrum for the 20-pass amplifier
isolator iris +  spatial filter
Figure 5 Layout of the PFS CPA pump laser including key parameters. The pulses coming from the frontend (Ti:Sa oscillator)
are spectrally shifted to 1030 nm in a photonic crystal fiber (PCF) and then pre-amplified in a two-stage Yb:glass fiber amplifier.
A double pass through a grating stretcher (8 reflections on 1740 lines/mm) increases the pulse duration to 4 ns with a spectral
throughput of 4.5 nm. The spectral amplitude and phase of the stretched pulses can be shaped with an acusto-optic-modulator
(Dazzler). After reducing the repetition rate to 10 Hz the pulses are amplified in an Yb:glass regenerative amplifier to 150 µJ. In
the subsequent Yb:YAG 8-pass amplifier, the pulse energy is boosted to 220 mJ while maintaining a spectral bandwidth of 3.8 nm.
To improve the beam profile, the center part of the beam is cut out by an iris, expanded and spatially filtered leading to a beam
diameter of 4.6 mm (FWHM), see inset, at the reduced pulse energy of 90 mJ. These pulses serve as seed for the 20-pass
relay-imaging Yb:YAG amplifier. Finally, the pulses are compressed in a reflection-grating-based compressor (1740 lines/mm). (SM:
spherical mirror, EM: end mirror, DM: dichroic mirror, RM: roof mirror, FM: folding mirror, TFP: thin-film polarizer, QWP: quater-wave
plate.)
HIJ4 in Jena where this design is currently investigated as
a possible replacement for existing amplification stages of
the POLARIS laser system [24] in order to optimize beam
profile and pulse contrast.
3. Experimental results
As mentioned before, the new amplifier was designed as
an additional stage for the PFS pump chain with the aim
of generating pulse energies in the 1 J-range. In compar-
ison to the results published in [19], the existing system
was improved in terms of amplified bandwidth and beam
profile. However, to serve as seed for the 20-pass amplifier
additional spatial filtering had to be applied which leads
to a maximum seed energy of 90 mJ. Figure 5 shows the
complete layout of this CPA system including its key pa-
rameters as well as the seed beam profile and a typical seed
spectrum.
The pump source for the 20-pass amplifier is one of
the 13.5 kW laser-diode modules described in [18]. To
further optimize the pump beam profile, the module was
equipped with two micro-lens-array beam-homogenizers
[25] generating a 10 × 10 mm2 flat-top pump spot. The
final peak pump power impinging on the Yb:YAG crystal
is 11 kW.
As discussed previously in 2.1, a major design issue
is choosing the right doping concentration of Yb3+ ions
for the YAG crystal. A high doping concentration allows
for thin crystals but will enhance parasitic effects in the
transverse direction of the large pump profile.
Therefore, several Yb:YAG crystals differing in dop-
ing concentration, thickness and size were analysed ac-
cording to their amplification performance in the 20-pass
amplifier.
It turned out that parasitic effects strongly reduce the
overall gain if the doping concentration exceeds 2% at
the set pump parameters of 11 kW on 10 × 10 mm2 and
pump pulse durations ≥1000 µs. Additionally, it was shown
that a large unpumped area surrounding the pump spot is
beneficial because the ground-state absorption, caused by
the quasi-three-level nature of Yb:YAG, in this unpumped
area acts as an absorbing edge cladding. Thus, a 2%-doped
6 mm × 40 × 40 mm2 crystal was chosen for the final active-
mirror setup, depicted on the right side of the abstract.
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During amplification in Yb:YAG, gain narrowing
severely influences the amplified bandwidth. This is coun-
teracted, as explained in [19], by spectral amplitude
shaping using a programmable acousto-optic filter (Daz-
zler, FASTLITE Inc.) [26]. Therefore, further prepara-
tions were necessary to adjust the spectral shaping in
order to achieve the broadest bandwidth at the highest
energies.
A full characterization of the amplification performance
was carried out at 1 Hz and 2 Hz repetition rate. The
measured output energy in dependence of the seed en-
ergy at a heat-sink temperature of 20◦C are shown in
Fig. 6.
Figure 6 Amplification performance of the 2% 6 mm × 40 ×
40 mm2 active-mirror Yb:YAG in the 20-pass relay-imaging am-
plifier. At 1 Hz (blue) and 2 Hz (red) repetition rate a pulse energy
of 1 J was realized experimentally. The dotted lines are the result
of a simulation and reproduce the measured values very well.
1 J output energy with a pulse-to-pulse stability of
±1.5% rms was reached either with 1 Hz or 2 Hz rep-
etition rate. While a seed energy of 60 mJ is needed to
generate 1 J output energy at 1 Hz repetition rate, the seed
energy had to be increased to 70 mJ at 2 Hz since the higher
crystal temperature in this case leads to a higher reabsorp-
tion due to the quasi-three-level nature of Yb:YAG. For this
measurement the pump pulse duration was set to 1500 µs
resulting in an optical-to-optical efficiency of ≈6%.
The measured amplification curves can be reproduced
using our simulation code, as initially described in [17]. For
the present work, it was modified to consider the depletion
of the population inversion due to amplified spontaneous
emission, according to [27] via an average amplification
path length for spontaneously emitted photons. Further-
more, temperature-dependent cross-sections [10, 28] were
included to simulate the absorption and amplification in a
wavelength- and temperature-dependent manner. Both the
characteristic length and the crystal temperature were de-
termined by fitting the results of additional seed energy-
and repetition rate-dependent gain measurements with the
code, using these values as free parameters. From these
benchmarks a crystal temperature of 297 K at 1 Hz and
302 K at 2 Hz repetition rate is obtained. Under these con-
ditions, the code predicts a small signal gain for 20 passes
of 145 at 1 Hz and 107 at 2 Hz operation. Taking into ac-
count saturation, the maximum extractable energy amounts
to 1.31 J and 1.26 J, respectively.
However, as stated above, we limited the pulse energy
to 1 J for long-term operation over several days. This pre-
caution measure was set because utilizing an inferior mirror
coating in a former experiment campaign revealed damage
issues above that level.
Figure 7 shows the measured output beam profiles at
1 J pulse energy for 1 Hz and 2 Hz repetition rate.
Figure 7 Output beam profiles at 1 J pulse energy. An averaged
diameter of ≈7 mm (FWHM) is measured. In comparison to the
seed profile, cf. inset in Fig. 5, a steepening of the edges due
to saturation effects is observable leading to a more top-hat-like
beam shape. The mean fluence in both cases is 1.4 J/cm2 with a
maximum value of 2.5 J/cm2. The small sharp features are due
to the dust on the used filters in front of the camera.
The 1 J pulses were then compressed and attenuated
before the pulse duration was determined with a second-
order, single-shot FROG [29]. By analysing the correspond-
ing autocorrelation trace, the pulse duration (FWHM) was
minimized online using the Dazzler. For 1 Hz and 2 Hz
operation the same minimal pulse duration was achieved
and the shot-to-shot stability is measured to be within
±1% rms.
For the evaluation of the measured FROG-traces, FROG
3.1.2 provided by Femtosoft Technologies was used. The
results of the FROG evaluation revealing the shortest pulse
duration is shown in Fig. 8.
A good agreement between the measured and retrieved
pulse spectra was obtained (FROG error = 0.2% on a
1064 × 1064 grid), as shown in Fig. 8(a). The retrieved
spectral phase is nearly flat. Thus, the retrieved pulse dura-
tion of 740 fs (FWHM) closely matches the Fourier-limited
pulse duration of 738 fs (FWHM) extracted from the mea-
sured spectra, see Fig. 8(b).
Under consideration of the measured compressor trans-
mission (76%), the maximum compressed pulse energy is
calculated to 0.8 J and 0.78 J for 1 Hz and 2 Hz, respectively.
Thus, the pulse power (transmitted energy/pulse duration
(FWHM)) is calculated to 1.08 TW for 1 Hz and 1.05 TW
for 2 Hz. Using a more refined analysis which takes the
retrieved temporal pulse shape, cf. Fig. 8(b), into account
leads to a pulse peak power 0.96 TW for 1 Hz and 0.92 TW
for 2 Hz operation.
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Figure 8 FROG evaluation of the shortest compressed pulse
obtained at 1 Hz. The retrieved pulse spectrum ((a), black) repro-
duces the measured one ((a), blue) very well. The obtained spec-
tral phase ((a), green) is nearly flat. Hence, the retrieved pulse
shape ((b), black) matches the pulse shape given by the Fourier-
transformation of the measured spectrum ((b), blue & red). The
retrieved pulse duration is 740 fs (FWHM).
4. Conclusion and Outlook
In conclusion, we have demonstrated a peak power of about
1 TW in a diode-pumped Yb:YAG CPA system for the first
time. This shows the great potential of this laser material
for the generation of high-energy picosecond pulses.
To achieve this peak power, a novel 20-pass relay-
imaging amplifier architecture was developed which in
combination with active-mirror Yb:YAG delivered a pulse
energy of 1 J with repetition rates of up to 2 Hz. Moreover,
a spectral bandwidth of 3.5 nm (FWHM) was maintained
during amplification allowing for the Fourier-limited com-
pressed pulse duration of 740 fs.
Taking the measured near-field beam profile into ac-
count, this system is well suited as a pump source for
highly-efficient, ultra-broadband OPCPA as it has been
proven successfully in first experiments at a lower pump
power [30].
Another promising application is the upscaled genera-
tion of high-energy terahertz pulses via optical rectification
as presented in [31] using 50 mJ/1.3 ps pulses generated by
our system.
The current bottle-neck for long-term operation at rep-
etition rates >2 Hz is the non-absorbed part of the pump
radiation. This heats up the vacuum tube and leads to a not
fully compensable beam drift. An operation of the ampli-
fier at an increased repetition rate is expected in the near
future with the installation of a refined version of the pump
chamber with advanced cooling and alignment capabilities.
Furthermore, a scaled version of the amplifier is currently
developed to boost the output energy to the 10 J-level.
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Data archiving
The experimental raw data, the corresponding evaluation files and the resulting fig-
ures can be found on the data-archive server of the Laboratory for Attosecond Physics
at //AFS/ipp-garching.mpg.de/mpq/lap/publication_archive. The files are
organized in accordance with the structure of the thesis: For each figure, there is a dedi-
cated folder containing the raw data, Matlab scripts for data analysis or simulations, and
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