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Abstract—Given a set S of multi-dimensional objects and a 
query object q, a k nearest neighbor (kNN) query finds from S the 
k closest objects to q. This query is a fundamental problem in 
database, data mining, and information retrieval research. It 
plays an important role in a wide spectrum of real applications 
such as image recognition and location-based services. However, 
due to the failure of data transmission devices, improper storage, 
and accidental loss, incomplete data exists widely in those 
applications, where some dimensional values of data items are 
missing. In this paper, we systematically study incomplete k 
nearest neighbor (IkNN) search, which aims at the kNN query for 
incomplete data. We formalize this problem, and propose an 
efficient LP algorithm using our newly developed  index to 
support exact IkNN retrieval, with the help of two pruning 
heuristics, i.e.,  value pruning and partial distance pruning. 
Furthermore, we propose an approximate algorithm, namely HA, 
to support approximate IkNN search with improved search 
efficiency and guaranteed error bound. Extensive experiments 
using both real and synthetic data sets demonstrate the 
effectiveness of newly designed indexes and pruning heuristics, as 
well as the performance of our presented algorithms under a 
variety of experimental settings.  
 
Index Terms—k Nearest Neighbor Search, Incomplete Data, 
Query Processing. 
I. INTRODUCTION 
ITH data and information available almost everywhere, 
we are now entering “Big Data” era. A recent IDC 
forecast [1] shows that the Big Data technology and services 
market will grow at about six times the growth rate of the 
overall information and communication technology (ICT) 
market, and its revenue will be above 50 billion in 2017. 
Although the term “Big Data” appears to be focused on the 
volume of the data, its real power is the analytics. 
Organizations think they have a good, clean data set, but it is 
not the case in most, if not all, cases. For example, 
incompleteness is a common problem data sets suffer from. 
Here, incompleteness refers to the case where data has error or 
certain information is missing, and we only focus on missing 
data in this paper.  
Missing data is very common in our everyday life as well as 
all types of research. Users tend to skip certain fields when they 
fill out on-line forms; participants choose to skip questions on 
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surveys; sensors fail which results in the loss of certain readings; 
and some locations on free, publicly viewable satellite map 
services have missing map data. Although we can simply 
perform all the analysis tasks based on complete data sets by 
discarding all the incomplete data, the output might be biased or 
inaccurate. Obviously, a better solution is to design certain 
analysis techniques that can be applied to both complete and 
incomplete data sets. In this paper, we study incomplete k 
nearest neighbour (IkNN) search (i.e., kNN retrieval on 
incomplete data), which returns the k objects closest to a query 
object q from a given object set S. Here, objects in S are 
multi-dimensional, and might be incomplete. This query is a 
fundamental problem in database, data mining, and information 
retrieval research. It plays an important role in a wide spectrum 
of real applications such as image recognition and 
location-based services.  
It is worth noting that, the incomplete data we consider, as 
pointed out in [2], [3], is different from the uncertain data 
studied in [4]-[7]. To be more specific, incomplete data does 
not rely on any data distribution assumption, and it requires 
zero knowledge of the missing values. Nevertheless, uncertain 
data always interferes to probabilistic databases, in which the 
data is uncertain in some probabilities, and is derived by some 
probabilistic distributions such as Gaussian, Uniform, and 
Poisson distributions. On the other hand, the incomplete data 
and the uncertain data are two different approaches to handle 
the missing data [8], and they have their own application bases. 
For instance, it might be hard to model the missing data sets 
that are generated dynamically and/or temporally as uncertain 
data, while they can be modeled as incomplete data naturally. 
In addition, the incomplete data we propose to model the 
missing values in this paper does not require any support from 
data correlation assumption or previous knowledge, which 
could be desirable in many applications.  
Many efforts have recently been made in terms of incomplete 
data, including the methodologies on incomplete data [9]- [12], 
indexing incomplete data [13], [14], and querying incomplete 
data [2], [3], [15], [16]. To the best of our knowledge, this is the 
first attempt on studying IkNN retrieval systematically. 
Furthermore, the most related work is the probabilistic 
similarity search on uncertain data [4]-[7]. Nonetheless, due to 
the differences between uncertain data and incomplete data 
mentioned earlier, existing probabilistic similarity search 
algorithms (as to be surveyed in Section II.A) cannot be utilized 
directly to tackle IkNN queries. On the other hand, traditional 
similarity search algorithms for complete data cannot also be 
applied to answer IkNN retrieval because of the missing values. 
In addition, some common indexes, such as the R-tree family 
[17], cannot be used for IkNN search, since it is hard to find the 
minimum bounding rectangle (MBR) for the incomplete data 
we target at. Therefore, our objective of this work is to present 
efficient indexes and algorithms to support IkNN queries.  
In this paper, we first introduce a distance function to 
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measure the proximity of two objects even if they have missing 
values. This function could be employed to find the similar 
incomplete objects in k nearest neighbor imputation for the 
classification, clustering on incomplete data in many research 
fields including data mining and pattern recognition [18]-[23]. 
However, the existing k nearest neighbor algorithm in terms of 
incomplete data is to compute the distances between all the data 
objects and a query object, and to get the k nearest neighbors of 
the query object, which is simple, but inefficient, as 
demonstrated by experimental study. Consequently, we 
propose an efficient lattice partition (LP) algorithm for exact 
IkNN retrieval using a newly developed L B index, and an 
approximate IkNN search algorithm, namely, histogram 
approximate (HA) algorithm, based on a new index structure 
called HIT index, which employs the histogram technique to 
divide the objects observed into several bins for every 
dimension. In brief, the key contributions of this paper are 
summarized as follows.  
 We identify and formulate the IkNN query, and introduce a 
method to measure the closeness between objects even with 
incomplete data values.   
 We present a novel L B index structure with the support of 
lattice and bucket structures, and develop an exact LP 
algorithm based on the L B index to solve IkNN search, 
using efficient pruning heuristics.  
 We propose an efficient approximate HA algorithm based 
on the HIT index to handle IkNN retrieval efficiently under 
the theoretical precision bound.  
 We conduct extensive experiments with both real and 
synthetic datasets to verify the effectiveness of L B and 
HIT indexes and our presented heuristics, and the efficiency 
of our proposed algorithms under a variety of settings.   
The rest of this paper is organized as follows. Section II 
reviews related work. Section III formalizes the IkNN query. 
Our proposed algorithm using the L B index for exact IkNN 
search is presented in Section IV. Section V elaborates an 
efficient approximate algorithm with the support of HIT index 
to address IkNN retrieval. Section VI reports the performance 
evaluation of the presented indexes and algorithms and our 
findings. Finally, Section VII concludes the paper with some 
directions for future work.   
II. RELATED WORK 
In this section, we overview previous work on traditional 
kNN queries, and then survey query processing over 
incomplete data and kNN imputation for incomplete data. 
A. Traditional kNN Queries 
Traditional k nearest neighbor (kNN) queries have been well 
studied in the database literature. Most of the algorithms for 
kNN search follow either depth-ﬁrst (DF) [24], [25] or best-ﬁrst 
(BF) [26], [27] traversal paradigm. To be more specific, a DF 
algorithm [24] traverses the index tree in a depth-ﬁrst fashion, 
according to some distance metrics such as mindist and 
minmaxdist. Although DF algorithm is simple, it is sub-optimal 
in terms of I/O cost, i.e., it accesses more nodes than necessary 
[28]. Hjaltason and Samet [26] introduce the idea of the 
best-first traversal, and propose an algorithm to rank spatial 
objects. Then, they develop the BF algorithm [27], which tries 
to minimize the number of node accesses (i.e., I/O overhead). 
As shown in [27], BF outperforms DF in terms of the I/O cost 
and the CPU cost. In addition, there are many efforts on the 
variations of kNN queries, e.g., aggregate NN search [29], [30], 
reverse NN retrieval [31], [32], visible/obstacle NN search [33], 
[34], to name just a few. Note that, the existing algorithms for 
kNN queries mostly focus on traditional complete data, but not 
incomplete data. Moreover, indexes of the R-tree family and 
the similarity metrics defined based on complete data are not 
applicable to incomplete data. Consequently, these algorithms 
and indexes cannot be (directly) applied to IkNN queries.  
Another related work to ours is similarity queries on uncertain 
data [4]-[7], [35]-[38]. Specifically, Cheng et al. [5], [35], [36] 
study the problem of augmenting probability information to 
queries over uncertain data. Probabilistic verifiers, described in 
[6], can generate answer objects’ probability bounds without 
performing expensive integration operations. Another way to 
compute answer probabilities is based on sampling [37]. 
Bernecker et al. [4] present a novel and efficient probabilistic 
pruning criterion for probabilistic similarity search on uncertain 
data. Recently, Xie et al. [38] explore how the Voronoi diagram 
can be used for uncertain spatial data, which are inherent in 
scientific and business applications. Zhang et al. [7] propose a 
probabilistic NN query algorithm based on PV-cells, and 
develop the PV-index which stores the minimum bounding 
rectangles (MBRs) in a systematic manner in order to 
efﬁciently answer the probabilistic NN query. In addition, the 
uncertain data index for similarity search is proposed in [39], 
[40]. Note that, the aforementioned similarity queries over 
uncertain data differ from IkNN retrieval. This is because 
uncertain data is different from incomplete data as explained in 
Section I. Furthermore, these algorithms and indexes for 
similarity queries on uncertain data are not applicable to our 
problem studied in this paper, since the model of incomplete 
data differs from that of probabilistic data.  
B. Querying Incomplete Data  
Imielinski and Lipski [11] first discuss the fundamental 
concept of c-table and its restrictions to simple tables with 
variables for relational databases with incomplete information. 
Meyden [12] surveys the literature on the modelling and 
processing of incomplete information using the tools derived 
from classical logic and modal logic. Green and Tannen [10] 
compare some new models with some old ones for incomplete 
and probabilistic databases. Antova et al. [9] introduce I-SQL, 
an analog to SQL for the case of incomplete information, and 
present the World-set Algebra language that can map from a 
complete database to incomplete one comprising several 
possible worlds. Burdick et al. [41] extend the OLAP data 
model to represent data ambiguity, speciﬁcally imprecision and 
uncertainty, and introduce an allocation-based approach to the 
semantics of aggregation queries over such data. Wolf et al. [42] 
present a novel query rewriting and the optimization 
framework QPIAD for incomplete autonomous databases. 
Ooi et al. [14] propose two indexing schemes called the 
Bitstring-augmented R-tree (BR-tree) and the MOSAIC 
structure for improving the efficiency of data retrieval in 
high-dimensional incomplete databases. Canahuate et al. [13] 
utilize two popularly employed indexing techniques, i.e., 
bitmaps and quantization, to efficiently answer queries in the 
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presence of missing data.  
Several interesting queries on incomplete data, including 
ranking/top-k queries [15], [43], skyline queries [2], [3], [16], 
and similarity queries [44]-[46], have also been investigated. 
Haghani et al. [15] explore the problem of processing 
continuous monitoring top-k queries over multiple 
non-synchronized incomplete data streams. Soliman et al. [43] 
propose a novel probabilistic model that extends partial orders 
to represent the uncertainty in the score of database records, and 
formulate several types of ranking queries on such model. 
Khalefa et al. [3] describe the non-transitive and cyclic 
properties of dominance relationship over incomplete data, and 
present ISkyline algorithm to obtain skyline objects from 
incomplete data. More recently, Lofi et al. [16] present an 
approach to compute the skyline by using crowd-enabled 
databases with the challenge of dealing with missing 
information in datasets. Gao et al. [2] propose an efficient kISB 
algorithm for processing k-skyband queries over incomplete 
data. Chen et al. [44] define a set of extended aggregate 
operations, i.e., sum, average, count, maximum, and minimum, 
which can be applied to an attribute containing partial values. 
Cheng et al. [45] explore similarity search on dimension 
incomplete data, which considers that the dimensions with the 
missing values are unknown. A novel technique for efficiently 
answering range queries over incomplete spatial databases is 
proposed in [46] via integrating geometrical information and 
topological reasoning.  
Although lots of works have been done in the field of 
incomplete data, to the best of our knowledge, this work is the 
first attempt to support IkNN queries. 
C. kNN Imputation for Incomplete Data  
Imputation is an important tool to handle incomplete data, 
where missing values could be replaced with estimated values 
according to an imputation method or model. There are several 
works studying the kNN imputation for incomplete data [18]- 
[23], [47]. Specifically, Jonsson and Wohlin [19] present an 
evaluation of the performance of the kNN imputation method 
using Likert data. A new kNN method to classify and impute 
incomplete data is established in [18], based on the mutual 
information concept. The correlations between different 
dimensions in weighted-kNN distance metric are exploited in 
[22], when imputing the missing dimension, where each 
dimension should be weighted by the respective correlation 
coefficient obtained by the Support Vector Regression (SVR) 
method. Li et al. [20] use kNN algorithm to compute 
nearest-neighbor intervals for developing a novel fuzzy 
c-means algorithm for incomplete data. Recently, Li and Parker 
[21] develop a novel NN imputation method that estimates 
missing data in wireless sensor networks by learning spatial and 
temporal correlations between sensor nodes. Van Hulse and 
Khoshgoftaar [23] present a detailed simulation comparing 
complete case kNN imputation and incomplete case kNN 
imputation using two different software measurement datasets. 
In addition, Song et al. [47] compare the impact of the missing 
data toleration technique of C4.5 with the kNN missing data 
imputation method on the prediction accuracy of C4.5 in the 
context of software cost prediction. They point out that, one 
advantage of kNN imputation is that, it does not require 
creating a predictive model for each feature with missing data. 
Most notably, kNN imputation has no explicit missingness 
mechanism assumption, which makes it practically useful.  
Consequently, we can conclude that kNN algorithms for 
incomplete data are very useful and promising in kNN 
imputation for the incomplete data management such as 
clustering [48]-[51]. However, most current kNN algorithms 
studied in the above literatures [18]-[23] are simple, which 
might be inefficient, as discussed in Section I. Although Li and 
Parker [34] employ kd-tree to find k NNs of incomplete objects, 
the kd-tree is constructed only for complete objects by 
discarding the incomplete objects, which results in 
biased/inaccurate outputs, especially for the dataset with a large 
amount of incomplete objects. Thus, new efficient IkNN 
algorithms are desired to be proposed. 
III. PROBLEM FORMULATION 
In this section, we introduce a distance function to measure 
the proximity between objects even with missing data values; 
and then formalize IkNN retrieval. Table I summarizes the 
symbols used frequently throughout this paper.  
Given a d-dimensional object o, notation o.[i] refers to the 
i-th dimensional value. For ease of presentation, we use a dash 
“-” to represent a missing dimensional value of an object o. As 
an example, for an object B1(-, 8, 9, 15), we know that its 1st 
dimensional value is missing. We have B1.[1] = “-”, B1.[2] = 8, 
B1.[3] = 9, and B1.[4] = 15. We also utilize a bit string with d 
bits, i.e., , to denote whether the dimensional values of the 
object o are missing, e.g., the i-th bit of  is on (i.e., 1) if its 
i-th dimensional value is observed; otherwise, its i-th bit is off 
(i.e., 0). Let Iset(o) be the set of the dimensions i on which o is 
observed. For the above example object B1(-, 8, 9, 15), its 
corresponding bit string  = 0111 and Iset(B1) = {d2, d3, d4}.  
For traditional complete data, there are a variety of distance 
metrics, such as edit distance, road network distance, and Lp 
norm. These distance metrics can be used in different 
applications. Nevertheless, they are not applicable to the 
objects having some missing dimensional values. Fortunately, 
there is a distance function for incomplete data defined by 
Dixon [52], which is widely utilized to support the kNN 
imputation in the classification and clustering on incomplete 
data [18]-[23], as reviewed in Section II.C. Thus, in this paper, 
we employ this distance function defined by Dixon, as stated in 
Definition 1, for IkNN search.  
TABLE I 
SYMBOLS AND DESCRIPTION  
Notation Description 
o  a d-dimensional data object with missing values on some 
dimensions  
S a set of d-dimensional data objects o  
 a bitmap corresponding to an object o with d bits 
o.[i] the i-th dimensional value of an object o  
Iset(o) the set of the dimensions i where o is observed 
q a query object 
(o, p) the distance between two objects o and p 
 the k-th shortest distance from objects in S to q 
Sk the global/final result of an IkNN query  
 the  value of an object o 
( )  the candidate  range for an IkNN query  
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Definition 1 (DISTANCE FUNCTION) [52]. Given a set S of 
d-dimensional incomplete data objects, the distance between 
two objects o, p  S, denoted as (o, p), is defined as  
 (1) 
where  is defined as  
 (2) 
For a special case that , the distance 
 is defined as . Take incomplete objects B1(-, 8, 9, 15) 
and C1(-, 9, -, 27) as an example. The distance (B1, C1) can be 
calculated as follows. Since Iset(B1) = {d2, d3, d4} and Iset(C1) 
= {d2, d4}, we have  Iset(B1) ∩ Iset(C1) = {d2, d4}, and we can 
derive (B1, C1) = [(8-9)2+(15-27)2] = 290 according to Eq. 
(1) and Eq. (2).  
It is worth noting that, the distance function defined above 
computes the distance between two incomplete objects, and 
normalizes it to compensate for missing values. To be more 
specific, the distance definition assumes that the distance 
between objects in the missing value dimension(s) is similar as 
the average distance between objects based on dimension(s) 
with observed values. In addition, if there are no missing values, 
(o, p) is the square of Euclidean distance (L2) between objects 
o and p, and it ranks objects in the same order as the Euclidean 
distance does. Based on the distance definition for incomplete 
objects, the incomplete k nearest neighbor (IkNN) query is 
formally defined as follows. 
Definition 2 (INCOMPLETE K NEAREST NEIGHBOR SEARCH). 
Given a d-dimensional incomplete data set S and a query object 
q, an incomplete k nearest neighbor (IkNN) query returns a set 
Sk  S of the k closest objects to q, i.e., |Sk| = k   o  Sk and  
p  S  Sk, (p, q)  (o, q).  
For instance, given a dataset S = {A1(3, 4, 10, 2), B1(-, 8, 9, 
15), C1(-, 9, -, 27)} and a query object q(25, 78, 36, 10), we 
have (A1, q) = 6700, (B1, q) = 7538+ , and (C1, q) = 10100. 
Thus, an I1NN (k = 1) query returns {A1} and an I2NN (k = 2) 
query returns {A1, B1}. Note that, when there is a tie, random 
selection serves as the tie breaker.  
Without loss of generality, we assume that the query object 
for the IkNN query is complete with no missing value. 
Nonetheless, it is worth mentioning that, the proposed 
techniques can also be easily extended to support the IkNN 
query with an incomplete query object. The corresponding 
solutions and the experimental results can be found in Section 
VI.E. In addition, unless mentioned otherwise, the dataset in 
Figure 1 serves as a running example in the rest of this paper. 
IV. EXACT IKNN QUERIES USING L B INDEX  
Based on Definition 2, a naive method to support IkNN 
search (denoted as Baseline) is to rank the objects in 
non-descending order of their distances to q and then to return 
the top-k objects with minimum distances for the IkNN query. 
Clearly, this approach has to blindly explore whole search 
space, and hence, it is inefficient, as discussed in Section I, 
especially when k<<|S|. Can we do better than the naive method? 
The answer is yes because we can develop efficient indexes to 
enable search space pruning and try to avoid the evaluation of 
those objects that are definitely not answer objects. In this 
section, we present a novel index, namely L B, to index 
incomplete objects, and propose a lattice partition (LP) 
algorithm, which utilizes the L B index and some pruning 
techniques to support IkNN retrieval. Before presenting the 
details of LP algorithm, we first describe the L B index.   
A. L B Index  
 The L B index is an efficient structure to support incomplete 
data, and its main framework is depicted in Figure 2. L B 
organizes and clusters incomplete data objects by a two layer 
structure including a lattice layer and a bucket layer. 
Specifically, for the coarse (lattice) layer, L B employs the 
lattice structure to cluster the buckets based on the total number 
of observed dimensions (i.e., |Iset|). Note that, Iset in this paper 
denotes the set Iset(o) for a certain object o.  The objects in the 
same lattice have the identical number of observed dimensional 
values, e.g., lattice L[1] contains the buckets B11, B12, …, B1n 
with only one observed dimension as shown in Figure 2 (if 
there are n buckets in L[1]). Note that, given a d-dimensional 
dataset S, there are at most d lattices.  
In the fine (bucket) layer, for every lattice, L B partitions 
objects o in the lattice into buckets based on Iset(o) sets, and the 
objects in the same buckets share the same Iset(o) set. Each 
bucket O is stored in the form of Iset(O),  (o1), o1,  (o2), 
o2, …,  (om), om if there a re m objects in the bucket O, 
where oi (i = 1, 2, …, m) represents the data object with 
Iset(oi)=Iset(O), and (oi) is the  value of oi (to be introduced 
later). The objects in every bucket are stored in the 
non-descending order of their  values, i.e., (o1)  (o2)  …
 (om). It is easy to conclude that, there are at most d buckets 
in lattice L[1] (i.e., the number of buckets  in L[1] of 
Figure 2), and there is at most one bucket in lattice L[d], 
because there are d possible  (Iset) which has one observed 
dimension, and there is only one possible  (Iset) that has no 
missing dimension.  
In general, the maximum number of buckets in lattice L[i] is 
, where d refers to the total number of dimensions. 
Consequently, the total number of buckets in all lattices is 
bounded by 2d−1. Roughly speaking, the bucket structure and 
the lattice structure are actually hash tables by different keys, in 
which the cardinality of Iset, i.e., |Iset|, is the key for the lattice, 
and the set Iset is the key for the bucket.  
Recall that, in L B, the objects in every bucket are sorted 
based on their  values. Thus, we introduce the definition of  
value of a data object in Definition 3, where we can observe 
that the  value of an object is only dependent on the object, 
and it provides some clue to the distance from the object to a 
query object, presented in Heuristic 1 in Section IV.B.  
 
Fig. 1. Illustration of a sample dataset  
A1 (03, 04, 10, 02)  B1 ( - , 08, 09, 15)  C1 (  - , 09,  - , 27)  D1 ( - ,  - ,  - , 23)   
E5 (16, 36, 48,  - )  E1 (96, 24, 30,  - )  D5 ( - ,  - ,  -  , 46)  B2 (  - , 26, 53, 17)
C2 ( - , 24,  - , 81)  B3 (  - , 82, 46, 24) C4 ( - , 82,  -  , 54)  B4 ( - , 02, 91, 54)
E3 (66, 43, 22,  -  ) A5 (06, 87, 37, 29)  E4 (26, 58, 69,  - ) A4 (96, 45, 29, 33)
B5 ( - , 82, 43, 38)  C3 (  - , 17,  - , 35)  D4 ( - ,  - ,  - , 85)   D2 ( - ,  - ,  - , 11)
D3 ( - ,  - ,  - , 09)  E2 (88, 55, 26,  - )  A2 (60, 27, 34, 46)  A3 (56, 13, 21, 07)
C5 (  - , 02,  - , 39) 
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Definition 3 (  VALUE). Given an object o in a d-dimensional 
incomplete dataset S (i.e., o  S), its  value, denoted as , 
is defined as  
 (3) 
In fact, the  value  is the average of the observed 
dimensional values of o. Take objects A1(3, 4, 10, 2) and B1(-, 8, 
9, 15) as an example. (A1) =   4.8, and (B1) = 
  10.7.  
Take the sample dataset illustrated in Figure 1 as an example. 
L B partitions the dataset in Figure 1 into different lattices, 
with each lattice corresponding to one |Iset| value. Within every 
lattice, L B further divides the objects into different buckets by 
Iset of the objects. As shown in Figure 3, there are in total four 
lattices and five buckets. In particular, bucket D is fit into lattice 
L[1] since its corresponding |Iset(D)| (= 1); bucket C is fit into 
lattice L[2] and its |Iset(C)| = 2; buckets B and E are 
accommodated by lattice L[3] as they share the same |Iset| 
values (i.e., |Iset(B)| = |Iset(E)| = 3); and bucket A is fit into 
lattice L[4] and its |Iset(A)| = 4. For each bucket, the objects are 
sorted by their  values shown in the left column of every 
bucket. For instance, it ranks the objects in bucket D as D3, D2, 
D1, D5, D4, in the non-descending order of their  values. Note 
that, it is coincident to have five buckets with four different 
|Iset| values, and have five objects in every bucket.  
Deletion/Insertion operation. The update operation for the 
L B index can be conducted as follows. (i) Deletion operation: 
if an object o needs to be deleted, L B deletes o from the 
corresponding bucket O that accommodates o. When an bucket 
O is empty, O is deleted from the corresponding lattice 
L[|Iset(o)|]. (ii) Insertion operation: if an object o needs to be 
inserted into the L B index, it first finds the corresponding 
lattice L[|Iset(o)|] using |Iset(o)| value. Then, from lattice 
L[|Iset(o)|], it gets the corresponding bucket O using Iset(o) if 
O exists. Otherwise, it initializes a new bucket O for the object 
o, and inserts bucket O into L[|Iset(o)|]. Next, L B computes 
the  value (i.e., (o)) of the object o. Finally, o is added to 
the bucket O in non-descending order of  values. 
B. Lattice Partition Algorithm  
Based on the L B index, we propose lattice partition (LP) 
algorithm to solve IkNN search, which utilizes two pruning 
heuristics, i.e.,  value pruning and partial distance pruning. 
In the following, we first present the two pruning heuristics, 
and then, we present LP algorithm. To begin with, based on the 
L B index, we introduce a new concept, namely, candidate  
range, to support  value pruning, as defined in Definition 4.  
Definition 4 (CANDIDATE  RANGE). Given a query object q, 
a d-dimensional incomplete dataset S, and a candidate set Sk 
containing k objects, let  be the maximum distance between a 
candidate object from Sk and q (i.e.,  , and 
,  = ). Then, for an object o  S, parameters 
 and  can be derived based on Eq. (4) below, and ( , ) 
bounds o’s candidate  range w.r.t. q and Sk.  
,   (4) 
For example, assume that a query object q(25, 78, 36, 10), 
and currently we have Sk = {D2, D3} and  = 4. For a given 
object A1(3, 4, 10, 2), we can get  =   −   36.3, 
and  =  +   38.3. Since (A1) (= 4.8) is not 
within the candidate  range ( , ) = (36.3, 38.3) defined by 
corresponding  and , object A1 is for sure not a candidate 
object, as guaranteed by Heuristic 1.  
Heuristic 1 (  VALUE PRUNING). Given a d-dimensional 
incomplete dataset S, a query object q, a candidate set Sk 
containing k objects, and an object o  S, let ( , ) be the 
candidate  range of o for the IkNN query. Assume that the 
absolute difference of the distinct dimensional values is no less 
than 1, i.e., 1 for o.[i]  q.[i]. If the  value of 
object o is not in ( , ), i.e.,    or  ≥ , the 
object o can be pruned away safely.  
Proof. We prove it by contradiction. Assume that an object o 
with  ( , ) is a real answer object. For the case that 
  , we have   , i.e., 
. Then, we can conclude that the 
left part of the above inequality is a lower bound of , i.e., 
  d   = , based on 
the assumption that 1. Thus, we can get . 
On the other hand, if  ≥ , we have  ≥ 
, i.e.,   . Similar 
as the situation of , we can also get that   . 
For both cases, we can prove that (o, q)  . Given the fact 
that Sk contains k objects with their distances to q bounded by , 
and hence, the object o cannot be an actual answer object. Thus, 
our assumption is invalid, and the proof completes.                 
It is important to note that, the assumption in Heuristic 1 that 
the absolute difference of the distinct dimensional values is no 
less than 1 always holds for the dataset only including integer 
numbers. Furthermore, this assumption also holds for the 
dataset containing some floating-point numbers if the dataset is 
transferred into the one only containing integer numbers via 
   
Fig. 2. Illustration of the L B index structure                                                    Fig. 3. The L B index for the dataset in Fig. 1  
  
 
 
B11 B12 B1n…
…
Iset ID, <   , object>
B21 B22 B2m… Bd1
L[1] L[2] L[d] lattice 
bucket 
9 
11
23
46
85
L[1] L[2] L[3]
 D3 (-, -, -, 09)
 D2 (-, -, -, 11)
 D1 (-, -, -, 23)
D5 (-, -, -, 46)
 D4 (-, -, -, 85)
object
18 
20.5
26
52.5
68
C1 (-, 09, -, 27) 
C5 (-, 02, -, 39)
C3 (-, 17, -, 35)
C2 (-, 24, -, 81)
C4 (-, 82, -, 54)
object
B1 (-, 08, 09, 15)
B2 (-, 26, 53, 17)
B4 (-, 02, 91, 54)
B3 (-, 82, 46, 24)
B5 (-, 82, 43, 38)
object
10.7 
32
49
50.7
54.3
E5 (16, 36, 48, -)
E3 (66, 43, 22, -)
E1 (96, 24, 30, -)
E4 (26, 58, 69, -)
E2 (88, 55, 26, -)
object
33.3 
43.7
50
51
56.3
L[4]
A1 (03, 04, 10, 02)
A3 (56, 13, 21, 07)
A5 (06, 87, 37, 29)
A2 (60, 27, 34, 46)
A4 (96, 45, 29, 33)
object
4.8 
24.3
39.8
41.8
50.8
D <0001> C <0101> B <0111> E <1110> A <1111>
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some existing space partition techniques in the pre-processing 
procedure. Consider that transferring a dataset into the dataset 
only including integer numbers is beyond the score of this 
paper, for the sake of simplicity, in our implementation, we get 
the integer numbers by multiplying  for the original dataset.  
Now we can find the clue that  value provides for the 
distance to a query object. Heuristic 1 explains why we 
introduce  value and the candidate  range and how to utilize 
the  value of an object and its corresponding candidate  
range to prune away objects for IkNN search. Moreover, if we 
observe these two values carefully, it is not hard to notice that 
the  value of an object is only dependent on the object while 
the candidate  range is defined based on the object, query 
object, and candidate set. In other words, objects with the same 
 or Iset set actually share the same candidate  range, i.e., ( , 
), for a given query object q and a specified candidate set Sk, 
unless the candidate set Sk is changed. Hence, processing the 
objects in the unit of buckets could reduce the calculation cost 
of the candidate  range for IkNN retrieval.  
In addition, in order to cut down the cost of distance 
computation, the partial distance pruning is derived based on 
some observed, but not all, dimensions, to disqualify object o 
from being an answer object for the IkNN query, as stated in 
Heuristic 2. In other words, we can reduce the distance 
computation cost by strategically performing the calculation 
dimension by dimension using Heuristic 2.  
Heuristic 2 (PARTIAL DISTANCE PRUNING). Given a 
d-dimensional incomplete dataset S, an object o  S, a query 
object q, and a candidate set Sk containing k objects, if there is 
an integer t  d satisfying the inequality (5) below, the object o 
can be pruned away safely.  
 (5) 
Proof. The proof is straightforward, and thus, it is omitted for 
space saving.                                                                                    
With the support of the L B index,  value pruning, and 
partial distance pruning, we propose the lattice partition (LP) 
algorithm for IkNN retrieval over incomplete data. The 
pseudo-code of LP algorithm is depicted in Algorithm 1. First 
of all, LP initializes the global result Sk as empty (line 1). Then, 
it starts evaluating the objects with the help of the L B index 
(lines 2-10). Whenever a bucket B is evaluated, LP first derives 
the value  used for the computation of the candidate  range 
( , ), and gets the position of q (denoted as pos) in the 
objects of bucket B via BinarySearch Function, whose 
implementation is simple and hence omitted here (lines 3-6). 
Note that, ( , ) range remains the same for the objects in 
the same bucket, unless the candidate set Sk is updated. 
Thereafter, objects in the current bucket B are evaluated from 
pos to both sides by calling Search function (lines 7-10).  
Specifically, in Search function, we visit the objects in B 
from the pos to both sides until the condition of Heuristic 1 
holds or all the objects of B are evaluated. For the object o in 
B[pos], it is inserted into a candidate set Sk  if Sk is not full, and 
 and  are updated if | Sk | = k (lines 13-19). Otherwise, we 
compare o’s  value (o) with the candidate  range ( , ). 
Only when (o)  ( , ), the object o might contribute to 
the candidate set, and thus, it needs to be evaluated. Notice that, 
instead of calculating the distance from o to q directly, we 
strategically perform the calculation dimension by dimension 
using the partial distance pruning, as stated in Heuristic 2. If 
object o cannot be discarded by Heuristic 2 (i.e., (o, q)  -1), 
the object o is added to the candidate set Sk to replace the top 
object of the current Sk with the maximum distance to q, and the 
candidate  range ( , ) is updated accordingly (lines 
20-24). If (o)   or (o) ≥ , it means that the object o and 
the remaining unvisited objects can be pruned according to 
Heuristic 1. Hence, the while-loop of Search function 
terminates. This is because the objects in a bucket are ranked in 
the order of their  values. Below, we employ an example (i.e., 
Example 1) to illustrate LP algorithm.  
Example 1. To illustrate how LP algorithm works, we 
assume that an I2NN (k = 2) query is issued at a query object q 
(25, 78, 36, 10) on our sample dataset. The L B index is given 
in Figure 3. Assume that LP first visits bucket D from lattice 
L[1]. To be more specific, it computes  =  =10, and 
gets the position pos = 0 of q, in bucket D. In the sequel, LP 
visits object D3 from the bucket D. As Sk is empty, it gets 
 (= 4), and inserts D3 into Sk. Since there is no object 
having s maller  value than (D3), LP visits the object from 
the position pos+1 for the objects in D. Hence, the object D2 is 
accessed. It calculates  = 4, and adds D2 to Sk. At this 
moment, Sk ={D2, D3}, and LP sets  = 9 and  = 11 based 
Algorithm 1 Lattice Partition Algorithm (LP)  
  Input: an incomplete dataset S, a query object q, a parameter k, a L B index L  
  Output: the result set Sk of an IkNN query on S  
  1: initialize a max-heap Sk     
  2: for each bucket B  L do  
  3:         
  4:       if | Sk | = k then  
  5:          + ,    // update ,  by Eq. 4 
  6:       pos = BinarySearch(B, )               // find the position of q in bucket B 
  7:       if pos  0 then  
  8:          Search(Sk, k, B, pos, , 0)              // visit objects from B[pos] to B[0] 
9:       if pos+1< B.size then  
10:          Search(Sk, k, B, pos+1, , 1)              // visit objects from B[pos+1] to 
B[B.size1] 
11: return Sk 
 
  Search(Sk, k, B, pos, , tag) 
12: i  pos, flag  true 
13: while (i  0  tag = 0) or (i < B.size  tag = 1) do 
14:    get the object o in B[i]  
15:    if | Sk | < k then  
16:       (o, q)  Get-Dist(o, q)  
17:       Sk  Sk + {o}  
18:       if | Sk | = k then  
19:          + ,       // update ,  by Eq. 4 
20:    else if (  >   tag = 0) or (  <  tag = 1) then  
21:       (o, q)  Get-Dist(o, q) by partial distance pruning          // Heuristic 2 
22:        if (o, q)  -1 then  
23:           Sk  Sk – { Sk.top} + {o}  
24:           + ,     // update ,  by Eq. 4 
25:    else  
26:       flag  false, break                                                              // Heuristic 1 
27:    if tag = 0 then i  i  1 
28:    if tag = 1 then i  i + 1 
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on Eq. (4), as shown in the third row (step 2) of Figure 4. In the 
following, LP evaluates the next object D1. As  = 23 (>
), the algorithm terminates the evaluation of the remaining 
objects in the bucket D based on Heuristic 1. Similarly, LP 
accesses the buckets from other lattices randomly (e.g., L[2], 
L[3], L[4] in order) in the same fashion. After evaluating all the 
buckets, LP stops and obtains the final query result set Sk = {D2,  
D3}.  Figure 4 depicts the procedure of the query processing, in 
which the symbol “” represents the corresponding value not 
calculated during search, and “” denotes that there is no 
change of the corresponding value.                                              
C. Discussion  
Time complexities of L B index and LP algorithm. Let N 
be the cardinality of a given dataset. For each object o in the 
dataset, it is inserted into one bucket of L B index using Iset(o) 
and (o) values. Therefore, the construction of L B index 
takes O(N) time. On the other hand, at the worst case, LP 
algorithm has to compute the distances between all objects and 
a specified query object. Consequently, our proposed LP 
algorithm takes O(N) time.  
Correctness of LP algorithm. First, LP algorithm uses  
value pruning and partial distance pruning to discard 
unqualified objects, which are both proved to be correct. 
Second, LP algorithm obtains the final query result Sk via the 
direct distance computation for the objects not pruned by the 
two heuristics. Hence, our presented LP algorithm is correct.  
V. APPROXIMATE IKNN QUERIES USING HIT INDEX  
In many real-life applications, it is impossible or too 
expensive for users to get exact query results within a short 
duration, especially for a huge amount of data. An alternative is 
to trade the accuracy for efficiency via conducting an 
approximation search. To this end, many approximate kNN 
search algorithms have also been widely explored. As an 
example, in the Mnist database of handwritten digits 
(yann.lecun.com/exdb/mnist), the digits have been 
size-normalized and centered in a fixed-size image with 28×28 
pixel values. Consequently, the exact algorithms for kNN 
queries on this database may not be able to return the answers 
immediately, since the query is costly on the high dimensional 
database. In view of this, we propose an approximate algorithm, 
i.e., histogram approximate (HA) algorithm, using the HIT 
index (described below) for processing IkNN query efficiently, 
and analyze the lower bound of the precision for HA. Before 
presenting HA algorithm, we first introduce the HIT index.  
A. HIT Index  
The HIT index manages separately the objects in every 
dimension. For each dimension i, HIT index clusters the objects 
o with observed o.[i] into different bins based on the order of 
the observed i-th dimensional values. The dimensional values 
are disjoint for different bins on every dimension. For a given 
number i of bins for the i-th dimension, the observed objects in 
the i-th dimension are at most partitioned into i bins. Thus, 
there are in total no more than  bins for the incomplete 
data in a d-dimensional space. Note that, we prefer the bins are 
equal-sized, and the expected size of objects in each bin is  on 
the i-th dimension.  
For ease of presentation, the bin vector F = (F1, F2, …, Fd) is 
employed, where Fi is a bin array indexing the objects o with 
o.[i] observed, with Fi.[1] as a bin in Fi corresponding to the 
first bin of the i-th dimension, Fi.[2] as a bin in Fi 
corresponding to the second bin, and so on. In other words, Fi 
manages the objects observed in the i-th dimension. To be more 
specific, for an incomplete dataset with d dimensions, as shown 
in Figure 5, there are d bin arrays Fi in HIT index, and ni bins 
for each Fi. Every bin, denoted as Fi.[t] ( ), is stored in 
the form key, P, P.size, where key contains all the distinct i-th 
dimensional values of the objects in Fi.[t], and P includes all the 
objects in Fi.[t] with P.size as the size of the objects in Fi.[t].  
In order to illustrate the HIT index, we take our sample 
dataset as an example. There are four bin arrays, i.e., F = (F1, F2, 
F3, F4), as shown in Figure 6. They contain 2, 4, 3, 4 bins on the 
four dimensions, respectively. For the bin array F1 w.r.t. the 1st 
dimension, there are in total 10 objects with their 1st 
dimensional values observed (i.e., {A1, A2, A3, A4, A5, E1, E2, E3, 
E4, E5}). Let the number of bins on the 1-st dimension be 2, 
then the expected size of objects in each bin is 5 for F1. If we 
sort the 10 objects in non-descending order of their dimensional 
values, F1.[1] contains objects {A1, A5, E5, E4, A3} (with the 
associated form F1.[1] = key, P, P.size shown in Figure 6) and 
F1.[2] contains {A2, E3, E2, A4, E1}. We will explain later the 
advantage of packing similar number of objects in every bin, 
 
Fig. 4. Illustration of the procedure of LP algorithm  
 
Fig. 5. Illustration of the HIT index structure  
 
2 D2 4
3 D1 D  ~
step object ID bucket ID
1 D3 D 4
{D2,D3}
{D2,D3}
Sk
5 C2  ~
4 C3 C  ~
7 B4 B  ~
{D2,D3}
{D2,D3}
{D2,D3}
6 B2 B  ~ {D2,D3}
9
↑
 ~
↑
43
↑
40.3
{D3}
D 11
↑
 ~
↑
45
↑
42.3
9
23
    value
11
52.5
26
49
32
C
8 E3 E  ~ {D2,D3}
9 E1 E  ~ {D2,D3}
11 A5  ~
10 A3 A  ~
{D2,D3}
{D2,D3}
45.3
↑
↑
36.3
47.3
↑
↑
38.3
43.7
50
39.8
24.3
A
Fd
F2
F1 F1.[2]F1.[1] F1.[n1]…
F2.[2]F2.[1] F2.[n2]…
Fd.[2]Fd.[1] Fd.[nd]…
 <key, P, P.size>…
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and sorting these bins based on ascending order of bin 
boundaries. Note that, in each bin, the order of the objects in 
“key” and in “P” does not affect the efficiency and accuracy of 
HA algorithm.  
In addition, it is worth mentioning that, in the 
implementation of HIT index, we use a basic index structure, 
i.e., B+-tree [53], to support the construction of HIT index. 
Specifically, there are d B+-trees for the construction of HIT 
index, where every B+-tree indexes the observed objects in 
every i-th dimension. Then, the bin boundaries in HIT index 
could be easily derived by the B+-trees if the number of bins is 
specified. It is important to note that, B+-tree structure is a 
typical and useful index structure for indexing one dimensional 
values, which is widely used in the literature. A B+-tree consists 
of a root, intermediate nodes, and leaves. Only the leaves 
contain the data objects, and the data objects are also linked by 
a list in the B+-tree. The order (or branching factor, denoted as b) 
of a B+-tree measures the capacity of nodes (i.e., the number of 
child nodes) for intermediate nodes in the tree. The actual 
number of children for a node (referred as m), is constrained for 
intermediate nodes so that . The root is an 
exception: it is allowed to have as few as two children. For 
example, if the order of a B+-tree is 3, each intermediate node 
(except for the root) may have between 2 and 3 children. For 
ease of understanding, we illustrate a B+-tree structure to index 
the objects with observed first dimensional values, as shown in 
Figure 7. Note that, the leaves of the B+-tree contain the objects 
A1, A2, A3, A4, A5, E1, E2, E3, E4, and E5 respectively. In addition, 
we can easily find that inserting an object requires  
operations in B+-tree, and thus, building a B+-tree takes  
 time if N is the dataset cardinality. Consequently, 
with the support of d B+-trees indexing the objects in d 
dimensions, we can construct HIT index in  time. 
Deletion/Insertion operation. For HIT index, the 
deletion/insertion operation is conducted as follows. (i) 
Deletion operation: if an object o needs to be deleted, for each 
observed dimension i of o, HIT removes o from the 
corresponding bin Fi.[t] if o exists in Fi.[t] of HIT index. 
Specifically, for each Fi.[t] including o, HIT deletes o from the 
point set P of Fi.[t]. After deleting p from P, if P is empty, the 
bin Fi.[t] is deleted from the bin array Fi. In addition, it is 
worthwhile to note that, every key in the key set of some bin in 
HIT index corresponds to at least one object in the point set P of 
that bin. Thus, if the key o.[i] in bin Fi.[t] only corresponds to 
the object o in the set P of Fi.[t] (i.e., there is no object in Fi.[t] 
sharing the identical key o.[i]), the key o.[i] needs to be 
removed from the key set key of bin Fi.[t] when object o is 
deleted from P. Here, the deletion operation completes. (ii) 
Insertion operation: if an object o needs to be added to HIT 
index, for each observed dimension i of o, HIT finds out the 
corresponding bin Fi.[t] that o locates in, and then inserts o 
into it, which completes the insertion operation.  
Batch deletion/insertion operation. Different from the 
above deletion/insertion operation, one alternative method is to 
deal with the objects in batch. In particular, the 
deletion/insertion operation is triggered by the approaching of a 
batch of the objects to be deleted/inserted. Specifically, when 
the objects need to be deleted/inserted from/into HIT index, 
they are firstly deleted/inserted from/into d B+-trees which are 
used to construct HIT index (as mentioned previously). Once 
there is a batch of the objects deleted/inserted from/into 
B+-trees, it is triggered to reconstruct the HIT index by the 
updated B+-trees. Note that, the effect of the number of one 
batch objects for the update efficiency of HIT index is to be 
evaluated in Section VI.B for the performance of HIT index.  
B.  Histogram Approximate Algorithm  
Based on HIT index, we present HA algorithm for 
approximate IkNN retrieval. In the first place, let us introduce a 
simple example of IkNN search using HIT index. Suppose there 
is a 2-dimensional dataset S = {a, b, c, d, e, f, g, h} plotted in 
Figure 8, in which the object c is incomplete and its value on 
x-axis is missing. Assume that we have partitioned the dataset 
into 3 bins F1.[1], F1.[2], and F1.[3] along the 1st dimension 
(i.e., x-axis) and 2 bins F2.[1] and F2.[2] along the 2nd 
dimension (i.e., y-axis). When a query object q is specified, we 
can locate it in one and only one bin on every dimension. Let 
position vector pos(q) = (p1, p2, …, pd) record the specific bin 
Fi.[pi] on each i-th dimension that q is located in to facilitate 
query processing. For the query object q shown in Figure 8, the 
corresponding pos(q) = (1, 2). In other words, p1 = 1 as q is 
located in the first bin on the 1st dimension, and p2 = 2 since q is 
located in the second bin on the 2nd dimension. 
Then, in order to find answer objects for the IkNN query 
issued at q, we only need to consider the objects within the 
same bins as q. In other words, the objects in F1.[1]  F2.[2] 
(i.e., {a, b, d, e}) form the candidate set while the objects in (S − 
F1.[1]  F2.[2]) (i.e., {c, f, g, h}) can be discarded shortly. The 
intuition behind the HIT-index based pruning is that, every 
answer object shall be close to the query object in at least one 
dimension. This is just the main motivation to divide the objects 
on each dimension according to their dimensional values. Now 
we understand how to use HIT index in the IkNN query.  
Note that, in the above example, the I3NN query returns {b, 
d, a} as the final query result, which is obtained based on the 
candidate set F1.[1]  F2.[2] (i.e., {a, b, d, e}). However, we 
can directly find that, the real I3NN query result should be {b, f, 
d}. In other words, this I3NN query has a false negative, i.e., 
object f (meaning that there is also a false positive, i.e., object a), 
where the object f (i.e., the real 2nd nearest neighbor of the 
query point) is pruned by HIT-index based pruning, as 
explained above. Accordingly, we can find that, HA algorithm 
         
Fig. 8 Illustration of HA algorithm  
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may have some false negatives (positives) when the query 
object locates near to the bin boundaries. In the following, we 
analyze the false negative ratio of HA algorithm, as stated in 
Lemma 1. It is worth pointing out that, the false positive ratio 
(denoted as ) refers to the probability that the unqualified 
object is returned by the IkNN query, formally,  = 
; and the false negative ratio (denoted as ) 
denotes the probability that the real answer object is missing, 
formally,  = . Here, , , and  
represent the number of false positives, the number of false 
negatives, and the number of true positives in the IkNN query, 
respectively. Note that, the formal definitions can refer to 
[56].To simplify discussion, we assume that there are the same 
number of bins in every dimension, denoted as .  
Lemma 1 (FALSE NEGATIVE FOR IKNN SEARCH). Given a 
d-dimensional incomplete dataset S indexed by HIT index and 
the IkNN query issued at a query object q. Assume that 
different dimensions of the objects are independent, and N is 
the cardinality of the dataset. If PFN denotes the false negative 
ratio, i.e., the probability that a real answer object for IkNN 
retrieval issued at q is not inside the set of objects in 
Fi.[pos(q).[i]], we can derive the upper bound of PFN, denoted 
as , by Eq. (6) below.  
PFN   =  (6) 
Proof. Based on the definition of false negative rate, false 
negative rate PFN is equal to the probability that an actual 
answer object o is not located in any bin q locates, i.e., PFN = 
Pr(  pos(o).[i]  pos(q).[i] | o is a real answer). Then, we 
can conclude that, the probability Pr(  pos(o).[i]  
pos(q).[i] | o is a real answer) is equal to or smaller than 
Pr( pos(o).[i]  pos(q).[i]). Next, we prove that 
Pr( pos(o).[i]  pos(q).[i]) =  as follows. First, on a 
single dimension, there are  bins, and Pr(pos(o).[1]  
pos(q).[1]) = . In general, for d dimensions, it is obvious that 
Pr(  pos(o).[i]  pos(q).[i]) = , if different 
dimensions are independent. Consequently, the upper bound of 
PFN, i.e., , is equal to , which completes the proof.  
Algorithm 2 presents the pseudo-code of HA algorithm for 
the IkNN query. It first initializes the result set Sk as empty (line 
1). Then, for each dimension, HA gets the position of a query 
object q (denoted as pos) by invoking Get-Position function 
(lines 2-3). The main objective is to form a subset  Fi.[pos] 
that contains all the objects we need to evaluate. Hence, HA 
evaluates the objects in each Fi.[pos] that have not been visited, 
and updates the result set Sk if necessary (lines 4-10). Finally, 
HA returns Sk, and terminates (line 11).  
Example 2. Assume that an I2NN (k = 2) query is issued at a 
query object q(25, 78, 36, 10) based on the sample dataset. The 
HIT index is illustrated in Figure 6. First, HA locates q into bins 
along all four dimensions with pos(q) = (1, 4, 2, 1) by 
Get-Position function. Then, the objects in the four bins F1.[1], 
F2.[4], F3.[2], F4.[1] (shown as the shaded area in Figure 6) 
form the candidate set {A1, A2, A3, A4, A5, B1, B3, B5, C4, D2, D3, 
E1, E4, E5}. Note that, all the objects not in the candidate set (i.e., 
B2, B4, C1, C2, C3, C5, D1, D4, D5, E2, E3) are pruned away safely. 
Thereafter, HA evaluates candidate objects one by one. For 
example, it first visits A1, gets  = 6700, and then inserts 
A1 into Sk. Similarly, it evaluates other candidate objects as well. 
Finally, HA obtains the final query result set {D2, D3}.            
C.  Discussion  
In the sequel, we analyze the time complexities of HIT index 
and HA algorithm. Then, we discuss the precision of HA 
algorithm.  
Time complexities of HIT index and HA algorithm. Let N 
be the cardinality of the dataset. For the construction of HIT 
index, as discussed earlier, for each dimension i, there is a 
B+-tree indexing the observed objects in i-th dimension. The d 
B+-trees are constructed in total, which take O(d N logN) time. 
The construction of HIT index takes O(dN) time based on the 
B+-tree structure. Thus, in summary, the construction of HIT 
index takes O(d N logN) time. On the other hand, HA takes O(N) 
time using HIT index, because it needs N distance 
computations at the worst case.  
As stated in Theorem 1, we derive the lower bound of the 
Precision of HA algorithm for IkNN search. Note that, 
precision is the fraction of the retrieved objects that are actual 
answer objects, i.e., . Hence, precision is actually 
equal to 1 minus the false positive rate, i.e., Precision = 
 = 1   = 1  . On the other hand, 
since the number of IkNN query result is constant (i.e., k), the 
number of false positives is equal to the number of false 
negatives, i.e., . Thus, we have  = , 
according to the definitions of  =   and  = 
. Hence we can conclude that Precision = 1  , 
and thereby its lower bound is derived in Theorem 1 below. 
Theorem 1 (PRECISION FOR IKNN SEARCH). Let N be the 
cardinality of the dataset, d be the number of dimensions, and  
be the number of bins in every dimension. The lower bound of 
the precision for HA, denoted as , for the IkNN 
query can be defined by Eq. (7).  
 (7) 
Proof. Based on the above discussion that Precision = 1  
, we can derive that the lower bound of the precision for 
the IkNN query, i.e.,  = 1   = 1  . 
Therefore, Eq. (7) holds.  The proof completes.                         
Algorithm 2 Histogram Approximate Algorithm (HA)  
  Input: an incomplete dataset S, a query object q, k, the HIT index F  
  Output: the result set Sk of an IkNN query on S  
  1: initialize a max-heap Sk     
  2: for each dimension i  [1, d] do  
  3:    pos  Get-Position(q, Fi) 
  4:    for every unvisited object o  Fi.[pos] do  
  5:       mark o as visited  
  6:       (o, q)  Get-Dist(o, q)  
  7:       if | Sk | < k then 
  8:          Sk  Sk + {o}  
  9:       else if (o, q) < ( Sk.top, q) then  
10:          Sk  Sk  {Sk.top} + {o}  
11: return Sk 
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VI. EXPERIMENTAL EVALUATION 
In this section, we experimentally evaluate the efficiency and 
scalability of our algorithms using both real and synthetic 
datasets. In what follows, we first present experimental setup, 
then verify the effectiveness of our proposed indexes, and 
report the results on IkNN queries and our findings, and finally 
evaluate the effectiveness of our presented pruning heuristics, 
and the efficiency and accuracy of our algorithms for IkNN 
search with incomplete query objects. All algorithms are 
implemented in Java SE7, and all experiments are conducted on 
an Intel Core 4 3.10GHz PC with 4GB RAM, running 
Microsoft Windows XP Professional Edition.   
A. Experimental Settings   
In our experiments, we use both real and synthetic datasets. 
As for real data, we utilize two widely employed real datasets 
Mnist [54] and Color [55]. To be more specific, Mnist 
(yann.lecun.com/exdb/mnist) is a set of 70,000 points including 
a training set of 60,000 examples and a test set of 10,000 
examples. Every point has 784 dimensions, capturing the pixel 
values of a 28×28 image. However, since most pixels are 
insigniﬁcant, we reduce dimensionality by set 100 as the 
maximum cardinality. Color (archive.ics.uci.edu/ml/datasets/ 
Corel+Image+ Features) is extracted as a 16-dimensional 
dataset with 68,040 points, where each point describes the color 
histogram of an image in the Corel image collection. We also 
create two synthetic datasets Uniform and Zipf following the 
Uniform and Zipf distributions, respectively. The coordinates 
of every point in a Uniform dataset are generated randomly in 
[0, 10000], whereas, for a Zipf dataset, the coordinates follow 
the Zipf distribution skewed towards 0 (with a skew coefﬁcient 
0.8). These datasets may contain incomplete information due to 
the improper format, the incomplete pixels, the limitation of 
measurement instruments and the accidental loss. Thus, 
without loss of generality, we delete randomly some 
dimensional values from complete datasets to simulate 
incomplete datasets. The datasets with the default parameter 
values used in the experiments are listed in Table II.  
We explore several factors in our experiments, as 
summarized in Table III, where the default values are shown in 
bold. In each set of experiments, we only change one parameter 
but fix others to their defaults. During query processing, 100 
objects are randomly removed from the datasets to form a query 
set. In addition, as mentioned earlier, the existing algorithm 
(denote as Baseline) for the IkNN query is to conduct 
exhaustive distance computations among the whole dataset to 
get the final query result, which is inefficient. Compared with 
Baseline, LP partitions the dataset based on  index, and 
HA is developed to efficiently address IkNN queries 
approximately by using HIT index. Consequently, in our 
experimental evaluation, we verify the proposed LP and HA 
algorithms, compared against Baseline algorithm. 
B. Effectiveness of Indexes   
The first set of experiments evaluates the effectiveness of our 
proposed L B and HIT indexes. Table IV depicts the 
construction time and the sizes of two indexes on four datasets. 
Compared with L B index, HIT index has a relatively small 
construction cost and storage cost. On the other hand, in Table 
V, we give the update cost for L B and HIT indexes, in which 
the CPU time is the average update time of 50 update (including 
50 deletion and 50 insertion) operations. Here, the batch update 
time responds to the batch update strategy that 50 
deletion/insertion operations trigger one update operation. Note 
that, the update cost of L B index is smaller than that of HIT 
index, even using the batch update strategy. The reason is that, 
for each object o we update, it needs to update |Iset(o)| 
corresponding bins in HIT index, while it only needs to update 
the corresponding bucket once in L B index.   
In addition, in order to investigate the simple update method 
and the batch update solution for HIT index, we report the CPU 
time of the two methods in Figure 9, with varying the size of 
objects in one batch from 50 to 250 on synthetic and real 
datasets. It is obvious that the batch update is better than the 
simple update approach in all cases. This is because, in HIT 
index, the simple update method chooses the proper bin Fi.[t] 
for every observed i-th dimension of the deleted/inserted object 
and updates the related parameters of these bins (i.e., key, P, 
and P.size of Fi.[t]), which results in high update cost. 
Nevertheless, the batch update strategy only updates the 
B+-trees of the datasets until the batch is full (contains fixed 
number of objects), and then reconstructs HIT index based on 
B+-trees only once. Moreover, the simple update method has a 
disadvantage that it may incur skewed bins by the update 
operations, since the size of some bins may become very 
small/large when some close objects are deleted/inserted 
from/into the bin, which may degrade the performance of IkNN 
search. Therefore, the batch update strategy is a promising 
alternative for the update of HIT index.  
TABLE II 
STATISTICS OF DATASETS 
Dataset Size Dimensionality Missing Rate 
Color 68,040 16  30% 
Mnist 70,000 100 30% 
Uniform 500,000 10 30% 
Zipf 500,000 10 30% 
TABLE III 
PARAMETER RANGES AND DEFAULT VALUES 
Parameter Range 
k (NNs requested)  1, 2, 4, 8, 16  
the number N of objects  250K, 500K, 750K, 1000K 
dimensionality dim 6, 8, 10, 12, 14 
missing rate  (%) 0, 10, 20, 30, 40, 50 
the number  of bins 200, 250, 300, 350 
 
TABLE IV 
TIME COST AND SPACE COST OF INDEXES FOR DIFFERENT DATASETS  
Dataset Mnist Color Uniform Zipf 
L B 
Construction Time (s) 2.9 5.4 65.4 65.5 
Index Size (M) 29.5 5.1 25.1 25.1 
HIT 
Construction Time (s) 1.7 1.2 4.0 3.2 
Index Size (M) 18.7 4.3 14.4 14.4 
TABLE V 
UPDATE COST OF INDEXES FOR DIFFERENT DATASETS  
Dataset Mnist Color Uniform Zipf 
L B Update Time (ms) 8.44 0.62 1.26 1.26 
HIT 
Update Time (ms) 460.08 5.90 2.60 2.38 
Batch Update Time (ms) 2.30 2.44 2.18 2.12 
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C.  Results on IkNN Queries  
 This set of experiments explores the efficiency of the 
algorithms for IkNN search under different parameters on both 
synthetic and real datasets, respectively.  
Results on synthetic datasets. First of all, given the fact that 
there are many lattices available in LP algorithm, we first 
conduct a set of experiments to verify which kind of access 
order could facilitate IkNN search. As shown in Figure 10, we 
find that the different orders (including Ascend, Descend, and 
Random) of visiting these lattices have no obvious impact on 
the algorithm efficiency. Note that, Ascend, Descend, and 
Random in the figure corresponds to the lattices in LP 
algorithm processed in the ascending/descending/random order 
of missing rate. Therefore, we use the random access method in 
LP algorithm in the rest of experiments.  
We vary k from 1 to 16, and Figure 11 depicts the CPU time 
of the algorithms, i.e., Baseline, LP, and HA algorithms, with 
respect to k using synthetic datasets. Notice that, HA 
outperforms LP and Baseline algorithms. This is because, HA 
gets the query result approximately by utilizing HIT index. It is 
observed that the three algorithms are not very sensitive to k. 
The reason behind is that, no matter which value k is, Baseline 
computes the distances between the objects in the dataset and 
the query object; the number of visited objects in LP does not 
change significantly, as plotted in Figure 19 later; the size of 
candidate set is constant for HA when the number of bins is 
fixed. Consequently, the CPU time is rather stable to k. In 
addition, Baseline is clearly worse than the other two 
algorithms. Thus, in the rest of the experiments, we only verify 
the efficiency of LP and HA algorithms for IkNN search.  
Then, we study the impact of the algorithms by varying 
cardinality N from 250K to 1000K. Figure 12 plots the CPU 
time of the algorithms for IkNN queries under various N, using 
synthetic datasets. It is observed that, HA is better than LP on 
both Uniform and Zipf datasets, and the CPU time ascends with 
N. This is because, with the growth of N, more objects need to 
be evaluated, incurring higher cost.  
Next, we verify the performance of the algorithms under 
different dim based on synthetic datasets. Figure 13 shows the 
CPU time of the algorithms for IkNN queries. Obviously, LP is 
inferior to its competitor, i.e., HA performs better than LP, and 
the CPU time increases as dim grows. The reason is that, the 
number of lattices in L B index and the number of bin arrays in 
HIT index become larger when dim grows, resulting in more 
CPU cost during IkNN search.  
We investigate the effect of the missing rate  on the 
efficiency of our presented algorithms, using synthetic datasets 
and changing  from 0 to 50%. Figure 14 depicts the cost of the 
algorithms as a function of  for IkNN queries. Evidently, HA 
outperforms LP in all cases. Note that, CPU time of HA is 
stable to the missing rate , because, given the number of bins 
in HA algorithm, the size of candidate objects is constant. In 
addition, with the growth of , the cost of LP first ascends and 
then drops slightly. The reason is that, when  grows, the 
number of buckets in L B index first increases and then 
decreases, which enables the evaluation cost of LP algorithm to 
turn larger firstly and then become small.  
In addition, in order to evaluate the performance of our 
approximate algorithm, i.e., HA algorithm, we report the query 
cost and the precision for IkNN retrieval in Figure 15, by 
varying the number  of bins. It is observed that, the CPU time 
of IkNN queries decreases as  grows. This is because, when  
increases, the size of candidate objects is smaller, and the cost 
of HA drops accordingly. On the other hand, the precision of 
IkNN search decreases with the growth of . The reason is that, 
as  grows, the average number of objects in every bin 
  
(a) Mnist                                                 (b) Color                                                  (c) Uniform                                         (d) Zipf 
Fig. 9. HIT update cost vs. batch size  
   
(a) Uniform                                                 (b) Zipf                                                  (a) Uniform                                           (b) Zipf                                 
Fig. 10. IkNN cost on synthetic data vs. lattice access order                                   Fig. 11. IkNN cost on synthetic data vs. k  
  
(a) Uniform                                          (b) Zipf                                                  (a) Uniform                                          (b) Zipf              
Fig. 12. IkNN cost on synthetic data vs. N                                                   Fig.13. IkNN cost on synthetic data vs. dim           
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becomes smaller, and thus, the size of candidate objects 
becomes smaller, resulting in more false negatives. It is also 
consistent with the analysis in Theorem 1, i.e., the precision 
drops with the increasing number of bins .  
Results on real datasets. Based on the real datasets, we 
study the efficiency of the algorithms for IkNN search under 
various k and dim, respectively. In particular, Figure 16 shows 
the CPU time of the algorithms, with k varied from 1 to 16 on 
Mnist and Color datasets. Similar as the performance on 
synthetic datasets, HA exceeds LP in all cases. Also, we 
illustrate the results of 8 nearest neighbors in Figure 17, when 
query objects are handwritten images “5” and “7” on Mnist, 
respectively. Clearly, the readers can easily identify the 
returned answers match users’ expectation. Furthermore, we 
believe that the system can also employ IkNN retrieval to 
identify/label the real digits for some objects without labels 
(through setting these objects as query objects). Here, it is 
obvious that the IkNN query can cluster the images according 
to their digits, which is widely used in some research fields 
such as data mining and pattern recognition. Therefore, the 
IkNN query is useful and meaningful.  
Finally, we investigate the performance of the algorithms 
with various dim on Mnist and Color datasets. Figure 18 depicts 
the CPU time of the algorithms for IkNN queries. It is not a 
surprise that HA outperforms LP, and the CPU time increases 
as dim grows. The reason is similar to that on synthetic datasets.  
In summary, on both real and synthetic datasets, HA performs 
best, followed by LP algorithm in terms of the performance for 
IkNN query processing. Thus, HA and LP can efficiently 
support kNN search for the dataset with incomplete information. 
Moreover, as explained previously, the two algorithms could be 
utilized in kNN imputation for clustering and classification 
incomplete data [16], [27], [33], [35], [44]. In addition, HA 
algorithm is a better choice if efficiency, but not accuracy, is 
critical in some specified real-life applications.  
D. Effectiveness of Pruning Heuristics  
This set of experiments is conducted to verify the 
effectiveness of our presented pruning heuristics in LP 
algorithm for IkNN search. Specifically, LP algorithm utilizes 
 value pruning (Heuristic 1) and partial distance pruning 
(Heuristic 2). Figure 19 plots the results of the two pruning 
heuristics in terms of the number of the objects pruned under 
both real and synthetic datasets, with different k values for 
IkNN retrieval. It is worth noting that, Heuristic 1 and Heuristic 
2 are not performed in parallel as Heuristic 2 is used to filter 
some unqualified objects that are not discarded by Heuristic 1. 
In other words, the number of the objects pruned by Heuristic 2 
reported in Figure 17 only computes the objects pruned by 
Heuristic 2 but not by Heuristic 1. Observed that the two 
pruning heuristics are effective on all datasets for IkNN search.  
E.  Results on IkNN Queries with Incomplete Query Objects  
It is important to note that, our proposed algorithms can be 
extended to tackle IkNN query when the query object is 
incomplete. Specifically, for LP algorithm, we extend it 
(termed as ELP) to solve the IkNN query with an incomplete 
query object, where ELP utilizes the L B index but not uses  
value pruning. Also, we extend HA algorithm (termed as EHA) 
to solve the IkNN query with the incomplete query object. EHA 
algorithm employs HIT index to collect the candidate objects 
from the bins containing the query object.  
In order to verify the flexibility of our proposed algorithms 
when the query object is incomplete, we report the 
experimental results in Figure 20 when the missing rate of the 
query object varies from 0 to 60%. The line corresponds to the 
average CPU time of IkNN search (i.e., ELP-C, EHA-C), and 
the bar corresponds to the accuracy (i.e., ELP-A, EHA-A), 
compared with the IkNN result sets with complete query 
objects. Note that, this missing rate (w.r.t. query object) is 
defined as the proportion of the number of missing dimensional 
values to the number of all dimensions, and the accuracy is 
defined as the ratio of the number of the same answers between 
the query result sets w.r.t. complete query objects and the one 
w.r.t. incomplete query objects to the cardinality of query 
results (i.e., k). Note that, 100 objects are randomly removed 
from the datasets to form a query set in this set of experiments. 
Observed from Figure 20, we can find that, the query time 
decreases with the increasing missing rate. This is because, if 
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Fig. 14. IkNN cost on synthetic data vs.                                                        Fig. 15. Performance of HA for IkNN search vs.            
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Fig. 17. Meaningfulness of IkNN search on Mnist  
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the missing rate of query object ascends, the number of bins 
containing the query object becomes fewer, and thereby the 
size of candidate object set (including the objects sharing bins 
with the query object) in EHA turns smaller. On the other hand, 
the accuracy of the query decreases due to the more missing 
information of query object. Since EHA is an approximate 
algorithm, its accuracy is stably lower than that of ELP. Thus, 
we can conclude that, our ELP and EHA algorithms can also 
tackle the IkNN query with an incomplete query object.  
VII. CONCLUSIONS 
The k nearest neighbor (kNN) query plays an important role 
in many real-life applications including image recognition and 
location-based services. Also, it is common that, in those 
practical applications, kNN retrieval struggles with incomplete 
data. In this paper, we study the problem of incomplete k 
nearest neighbor (IkNN) search, which focuses on the kNN 
query for incomplete data. We first develop an efficient index, 
i.e., L B index, using lattice/bucket structures and  values of 
incomplete objects, to index incomplete data. Then, based on L
B index, we propose LP algorithm to tackle IkNN retrieval 
efficiently, which utilizes two pruning heuristics, i.e.,  value 
pruning and partial distance pruning. Furthermore, we present 
an approximate algorithm, i.e., HA algorithm, with the support 
of HIT index under the theoretical precision guarantee, to 
further improve query efficiency. In particular, HIT index 
employs the histogram technique to form the candidate set for 
IkNN search. Considerable experimental results demonstrate 
the effectiveness of our developed indexes and our presented 
heuristics, and the performance of our proposed algorithms. In 
the future, we intend to explore other interesting queries (e.g., 
reverse k nearest neighbor search) on incomplete data.  
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