The main goal of this paper is to investigate under which conditions cash-subadditive convex dynamic risk measures are time-consistent. Proceeding as in Detlefsen and Scandolo [15] and inspired by their result, we give a dual representation of dynamic cash-subadditive convex risk measures (that can also be seen as particular case of the dual quasiconvex representation). The main result of the paper consists in providing, in the cash-subadditive case, a sufficient condition for strong time-consistency (or recursivity) in terms of a generalized cocycle condition. On one hand, our result can be seen as an extension to cash-subadditive convex dynamic risk measures of Theorem 2.5 in Bion-Nadal [4]; on the other hand, it is weaker since strong time-consistency is not fully characterized. Finally, we exploit the relation between different notions of time-consistency.
Introduction
Starting from the seminal work of Artzner et al. [2] on coherent risk measures, an increasing attention has been devoted to quantifying the riskiness of financial positions. Coherent risk measures have been introduced and defined axiomatically by Artzner et al. [2] and Delbaen [11] , by imposing a set of axioms that are reasonable (or, better, coherent) from a financial point of view. Motivated by liquidity arguments, Föllmer and Schied [21] and Frittelli and Rosazza Gianin [24] introduced independently the wider class of convex risk measures by replacing the axioms of positive homogeneity and subadditivity with the weaker axiom of convexity.
While the notions above deal with quantifying now the riskiness of a financial position (static setting), it is more realistic to consider a dynamic setting where the riskiness of the position would be quantified at any time between the current one and a fixed future horizon. For this reason, dynamic coherent and convex risk measures have been introduced and investigated. See, among many others, Artzner et al. [3] , Bion-Nadal [4] , [5] , Cheridito et al. [9] , Delbaen [13] , Detlefsen and Scandolo [15] , Föllmer and Penner [20] , Frittelli and Rosazza Gianin [25] , Klöppel and Schweizer [26] and Riedel [27] .
A key property, in the dynamic setting, is the notion of time-consistency. Among the different notions of time-consistency introduced and studied in the literature, the most widely used is the so-called strong time-consistency, corresponding to recursivity. While time-consistency of dynamic coherent risk measures is strongly related to m-stability (or rectangularity) of the set of probability measures appearing in the dual representation of such risk measures (see Delbaen [13] ), in the dynamic convex case strong time-consistency has been characterized by means of a decomposition property on acceptance sets (see Cheridito et al. [9] ) and in terms of a property (called cocycle) on the minimal penalty term (see Bion-Nadal [4] in continuous time and Föllmer and Penner [20] in discrete time). Further studies on time-consistency of risk measures can be found in Acciaio and Penner [1] , Cheridito and Kupper [10] , Delbaen et al. [14] , Detlefsen and Scandolo [15] , Drapeau et al. [17] , Klöppel and Schweizer [26] , Riedel [27] , Roorda and Schumacher [28] and Rosazza Gianin [29] , among others.
Although in the aforementioned works on static and dynamic risk measures cash-additivity is often assumed, such axiom has been recently discussed by El Karoui and Ravanelli [19] (and later on also by Cerreia-Vioglio et al. [6] , Drapeau and Kupper [16] and Frittelli and Maggis [23] ). As argued by these authors, indeed, cash-additivity is too strong, mainly when dealing with stochastic interest rates or ambiguity over discounting. Motivated by this argument, the wider class of cash-subadditive risk measures has been introduced by El Karoui and Ravanelli [19] by replacing cash-additivity with cash-subadditivity.
In this paper, we focus on dynamic convex cash-subadditive dynamic risk measures, in the perspective of generalizing the results established in the literature for dynamic convex cash-additive risk measures.
First, we provide a dual representation of dynamic convex cash-subadditive risk measures by means of a penalty term and of discount factors and by following an approach that is different from the one used by El Karoui and Ravanelli [19] for static risk measures.
Second, we prove that a generalized cocycle condition on the penalty term together with suitable conditions on the discount factors and on the set of probability measures guarantees the strong time-consistency of the corresponding dynamic risk measure.
Finally, we discuss and relate the different notions of time-consistency proposed in the literature in the cash-subadditive case. In particular, we study the link between strong, weak and weak* time-consistency. We emphasize that, be-cause of the lack of cash-additivity, one cannot expect the equivalence between these notions. Although strong time-consistency implies weak time-consistency, we show that the converse is no more true when cash-additivity is replaced by cash-subadditivity. On the one hand, our results on time-consistency can be seen as an extension to dynamic convex cash-subadditive risk measures of [4, Theorem 2.5] and [15, Proposition 5] ; on the other hand, they are weaker since we are not able to prove full characterizations.
The paper is organized as follows: in Section 2 we introduce notations and basic assumptions used in the paper; in Section 3 we review and refine the dual representation results of dynamic convex risk measures when the cash-additivity assumption is replaced by cash-subadditivity. The main result of the paper can be found in Section 4, where we provide sufficient conditions (in terms of a generalized cocycle property for the penalty and of pasting properties on the discount factors and on the set of probability measures) for a dynamic convex cash-subadditive risk measure to be time-consistent. Finally, the link between different notions of time-consistency is considered in Section 5. Example and counterexamples which emphasize the differences between the cash-additive and the cash-subadditive case are also considered. Section 6 collects some concluding remarks, while the appendix contains the proofs of the main results.
Notation and initial remarks
Let (Ω, F ) be a measurable space and let P be a probability measure defined on it.
Denote by M 1,f M 1,f (Ω, F ) the class of all finitely additive set functions Q : F → [0, 1] that are normalized to 1 and by M 1 = M 1 (Ω, F ) the subset of M 1,f formed by all the σ-additive elements of M 1,f , that is the class of all probability measures on (Ω, F ). Furthermore, M s,f (resp. M s ) will denote the set of all finitely additive (resp. σ-additive) measures µ on (Ω, F ) such that 0 ≤ µ(Ω) ≤ 1 (called subprobabilities).
will denote the set of all σ-additive probability (resp. subprobability) measures on (Ω, F ) that are absolutely continuous with respect to P . With an abuse of notation, in the following E Q [X] will denote the integral of X with respect to Q ∈ M 1,f .
Notice that any element µ ∈ M s,f (resp. in M s ) can be decomposed as µ(·) = aQ(·) for some constant a ∈ [0, 1] and some measure Q ∈ M 1,f (resp. in M 1 ). If µ = 0 then a = 0 and Q ∈ M 1,f (resp. in M 1 ) is not uniquely identified.
In the following, we will focus on random variables on L ∞ (Ω, F , P ), where L ∞ (Ω, F , P ) is the space of all essentially bounded random variables on (Ω, F , P ). For simplicity of notations, we will often write L ∞ instead of L ∞ (Ω, F , P ). We recall that the topological dual space of L ∞ endowed with the · ∞ is ba, while the one of L ∞ endowed with the weak * topology σ(L ∞ , L 1 ) is L 1 .
Let T be a finite fixed time horizon, let T be either the set {0, 1, ..., T } (discrete time) or the time interval [0, T ] (continuous time) and let (F t ) t∈T be a filtration of F satisfying F 0 = {∅; Ω} and F T = F .
We recall that a static risk measure ρ is a functional ρ : L ∞ → R satisfying some suitable assumptions. (Static) coherent and convex cash-additive risk measures have been widely discussed and studied in the literature. See Artzner et al. [2] , Delbaen [12] , Föllmer and Schied [21] , [22] , Frittelli and Rosazza Gianin [24] , among many others. In a dynamic setting, a dynamic risk measure has been defined as a family (ρ t ) t∈T of functionals ρ t :
taking into account all the information available till time t. Similar axioms as in the static case are sometimes imposed to dynamic risk measures (see, among others, Artzner et al. [3] , Detlefsen and Scandolo [15] , Föllmer and Penner [20] , Frittelli and Rosazza Gianin [25] , Klöppel and Schweizer [26] and Riedel [27] ).
Here below a list of the main ones: -convexity:
for any t ∈ T ; -continuity from above (respectively below): X n ↓ n X (resp. X n ↑ n X) implies that lim n ρ t (X n ) = ρ t (X) for any t ∈ T ; -cash-additivity: for any t ∈ T , ρ t (X + m t ) = ρ t (X) − m t for any X ∈ L ∞ (F T ) and m t ∈ L ∞ (F t ); -normalization: ρ t (0) = 0 for any t ∈ T ; -constancy: ρ t (m t ) = −m t for any m t ∈ L ∞ (F t ).
A more technical axiom is the following: -regularity:
Quite recently, axioms of cash-additivity and of convexity have been discussed (see El Karoui and Ravanelli [19] and Cerreia-Vioglio et al. [6] ) and weakened, respectively, by: -cash-subadditivity: for any t ∈ T ,
We postpone to the next section the discussion of cash-additivity versus cash-subadditivity. Notice that cash-subadditivity and normalization imply that
From now on, we will denote by ρ s,t : L ∞ (F t ) → L ∞ (F s ) (for s ≤ t) and by ρ s = ρ s,T .
A desirable property for a dynamic risk measure is the so-called time-consistency that allows to relate the same risk measure at different times. Different notions of time-consistency exist, however, in the literature: -strong time-consistency (shortly, time-consistency) or recursivity:
While strong time-consistency guarantees that the riskiness of a position at time s can be equivalently calculated in two ways (that is, directly at time s or in two steps -from time u to time t and then to time s), weak and weak* time-consistency imply that if a position is riskier than (or as risky as) another at time t then the same holds at any time s ≤ t. Further notions of timeconsistency can be also found in the recent paper of Roorda and Schumacher [28] .
It is well known (see Föllmer and Penner [20] , Delbaen [13] and Detlefsen and Scandolo [15] , among others) that for convex cash-additive risk measures the three notions above are equivalent. Moreover, for dynamic convex cash-additive risk measures Bion-Nadal [4] , [5] proved that time-consistency is strongly related to the so-called cocycle property of the penalty term of the dynamic risk measure.
The main aim of this paper is to investigate what happens in the cashsubadditive case and to provide sufficient conditions for a convex cash-subadditive risk measure to be time-consistent. Obviously, for general risk measures weak time-consistency implies weak* time-consistency.
Dual representation of Cash-Subadditive Risk Measures
As emphasized in El Karoui and Ravanelli [19] , assuming cash-additivity is not always reasonable for a risk measure mainly when dealing with stochastic interest rates or ambiguity over discounting. Motivated by these arguments, the aforementioned authors proposed to replace cash-additivity with the weaker assumption of cash-subadditivity.
Static setting
In the following, we recall from El Karoui and Ravanelli [19] the dual representation of convex cash-subadditive risk measures, similar to the one for convex cash-additive risk measures but in terms of subprobabilities, and we provide some additional results that will be useful in the paper. In particular, a characterization of those convex cash-subadditive measures of risk on L ∞ which can be represented by a penalty function concentrated on probability measures is given.
Proposition 1 (see Theorem 4.3 in El Karoui and Ravanelli [19] ) Any convex, monotone, normalized and cash-subadditive risk measure ρ : L ∞ → R can be represented as
wherec is the minimal penalty function defined bȳ
Remark 2 Since any subprobability µ ∈ M s,f can be written as µ(·) = aQ(·) for some a ∈ [0, 1] and Q ∈ M 1,f , then representation (1) (and the analogous with any penalty function) can be rewritten as follows
where c is any penalty function. In the rest of the paper we will always refer to this representation, where the penalty functions are seen as maps on
As recalled below, continuity from below of ρ guarantees that the dual representation in (1) can be done in terms of probability measures, not only of finitely additive measures. Suppose that c is any penalty function on
We focus now on those risk measures which are defined on a probability space (Ω, F , P ). From now on L ∞ will denote L ∞ = L ∞ (Ω, F , P ) while M 1 (P ) (respectively M s (P )) the set of all σ-additive probability (resp. subprobability) measures on (Ω, F ) which are absolutely continuous with respect to P .
Notice that any risk measure ρ : L ∞ → R ∪ {+∞} satisfying monotonicity, cash-subadditivity and normalization is finite-valued. Indeed: by monotonicity ρ(ess.sup X) ≤ ρ(X) ≤ ρ(ess.inf X). If ess.inf(X) ≥ 0, then ρ(X) ≤
The following result characterizes those convex, cash-subadditive, monotone, normalized risk measures that can be represented in terms of subprobability measures. The proof is driven by means of Fenchel-Moreau biconjugate theorem or, in particular, by using the representation of general convex risk measures (see Frittelli and Rosazza Gianin [24] and Föllmer and Schied [22] ). This approach is different from the one used in the proof of Theorem 4.3 in El Karoui and Ravanelli [19] . In that case, indeed, the aforementioned authors prove that to any cash-subadditive risk measure it corresponds a cash-additive one by adding a new dimension, hence they apply the results already known for cash-additive risk measures.
Theorem 4 Let ρ : L ∞ → R be a convex, monotone, cash-subadditive and normalized risk measure. Then the following are equivalent:
(i) ρ is continuous from above;
(ii) ρ is lower semi-continuous with respect to the σ(L ∞ , L 1 )-topology;
(iii) ρ can be represented as
where Q ⊆ M 1 (P ) and where the minimal penalty functionc :
(iv) ρ can be represented as in (5) by means of some penalty function c :
The proof of the previous result is postponed to the Appendix (see section 7.1).
Dynamic setting
In the previous section we saw that any (static) convex cash-subadditive and continuous from above risk measure ρ : L ∞ (Ω, F , P ) → R can be represented as
in terms of a set Q ⊆ M 1 (P ) of probability measures and of a penalty function c : [0, 1] × Q → [0, +∞]. We focus now on a dynamic setting where we prove a similar dual representation for dynamic convex cash-subadditive risk measures that are continuous from above. To this aim we follow a different approach from the one used in El Karoui and Ravanelli [19] for the static case where the authors associated to any cash-subadditive risk measure a cash-additive one by adding a new dimension so to be able to use classical results for cash-additive risk measures. To be more precise, we will follow an approach similar to the one used by Detlefsen and Scandolo [15] for cash-additive risk measures.
Let [0, T ] be a time interval and (F t ) t∈[0,T ] be a filtration of F such that F 0 = {∅; Ω} and F T = F . Denote by D the set of all adapted stochastic processes (D t ) t∈[0,T ] taking values in [0, 1] and by Q t the following set of probability measures reducing to P on F t , that is
Moreover, in the following we will consider a generalized notion of penalty term c t (DQ) (for any t ∈ [0, T ]) that is defined for any D ∈ D and Q ∈ Q, and is an F t -measurable non-negative random variable taking also +∞ as possible value. From now on, in a dynamic setting with penalty term we will mean c t (with t ∈ [0, T ]) as above.
The following result guarantees that the dynamic version of (7) is a dynamic convex, monotone, cash-subadditive and normalized risk measure.
Proposition 5 Given a penalty term c t satisfying ess.inf (D,Q)∈D×Q c t (DQ) = 0, the dynamic risk measure defined by
is convex, monotone, cash-subadditive and normalized and taking values in L ∞ (F t ).
Proof. Convexity, monotonicity and normalization (as well as ρ t (·) ∈ L ∞ (F t )) are straightforward.
Cash-subadditivity: for any t ∈ [0, T ], m t ∈ L ∞ + (F t ) and X ∈ L ∞ (F T ) it holds that
hence the thesis. Under a continuity and a regularity condition also a converse result holds, as shown below.
Proposition 6 Let (ρ t ) t∈[0,T ] be a dynamic convex, monotone, cash-subadditive, normalized and regular risk measure with ρ t : L ∞ (F T ) → L ∞ (F t ). Then the following are equivalent:
(i) for any t ∈ [0, T ], ρ t is continuous from above;
(ii) for any t ∈ [0, T ], ρ t can be represented as
for some penalty term c t ;
(iii) for any t ∈ [0, T ], ρ t can be represented as in (9) in terms of the minimal penalty termc t , that is
The proof of the previous result is postponed to the Appendix (see section 7.2).
Time-consistency for cash-subadditive risk measures
In Drapeau et al. [17] and in El Karoui and Ravanelli [19] , dynamic convex cashsubadditive risk measures of the following form were considered in a Brownian setting:
where B is a set of adapted stochastic processes β, B β s,t = exp{− t s β u du} is the discount factor associated to β, Q is a set of d-dimensional adapted stochastic processes q corresponding to probability measures Q via stochastic exponentials, i.e. E dQ
is a given functional. In particular, the previous dynamic risk measures are shown to be time-consistent and the penalty term c t,T (β, q) = E Q T t B β t,s f (β s , q s )ds F t satisfies the following generalized cocycle property:
for any t, u s.t. 0 ≤ t ≤ u ≤ T .
Inspired by the results above and by Bion-Nadal [4] , [5] (where the classical cocycle property has been shown to be related to time-consistency of dynamic convex cash-additive risk measures), we ask whether the generalized cocycle -eventually together with other conditions -guarantees that the corresponding dynamic convex cash-subadditive risk measure is time-consistent or, better, under which conditions a general dynamic cash-subadditive risk measures is time-consistent. In this section we will give an answer to the question above by following an approach similar to the one used by Bion-Nadal [4] , [5] for cash-additivite risk measures.
As previously, let D be the set of all adapted stochastic processes (D t ) t∈[0,T ] taking values in [0, 1] and let Q be a set of probability measures (absolutely continuous or equivalent to P ). Let now (ρ t ) t∈[0,T ] be a dynamic risk measure of the following form:
for any t ∈ [0, T ] and X ∈ L ∞ (F t ) or, more in general,
for any t, u ∈ [0, T ] with t ≤ u and Y ∈ L ∞ (F u ). With (D t,u ) t∈[0,u] we mean an adapted stochastic process with time horizon u and taking values in [0, 1], with (c t,u ) t∈[0,u] the generalized penalty term referring to a time horizon u, while with D t = D t,T , c t = c t,T and ρ t = ρ t,T . D t,u can be interpreted as a discount factor. Notice that D t,u is F t -measurable while in Drapeau et al. [17] and in El Karoui and Ravanelli [19] B t,u was F u -measurable.
It is worth to emphasize that assuming that ρ t is of the form (13) is not too restrictive. Indeed, from Proposition 5 we know that (ρ t ) t∈[0,T ] is a dynamic convex, monotone and cash-subadditive risk measure, while from Proposition 6 we know that, under continuity from above and regularity, any dynamic convex, monotone and cash-subadditive risk measure can be represented as in (13) once Q is replaced by Q t .
We consider now the following assumptions:
assumptions on Q:
(Qa) Q is a subset of probability measures that are all equivalent to the initial P .
(Qb) (stability for pasting) for any Q 1 , Q 2 ∈ Q and for any s, t, u ∈ [0, T ] with s ≤ t ≤ u there exists a probability measure Q * ∈ Q (pasting between Q 1 and Q 2 ) such that:
(Qc) (stability for bifurcation) for any Q 1 , Q 2 ∈ Q, for any s, t ∈ [0, T ] with s ≤ t and for any A ∈ F s there exists a probability measure Q * ∈ Q such that:
assumption on D:
(Da) for any D 1 , D 2 ∈ D, for any s, t ∈ [0, T ] with s ≤ t and for any A ∈ F s there exists D * ∈ D such that:
assumption on Q and D jointly:
(QDa) (stability for joint pasting) for any Q 1 , Q 2 ∈ Q, D 1 , D 2 ∈ D and for any s, t, u ∈ [0, T ] with s ≤ t ≤ u there exist Q * ∈ Q and D * ∈ D such that:
Moreover: when both Q 1 = Q 2 = Q and D 1 = D 2 = D are satisfied, it holds that D * = D and Q * = Q.
assumptions on the penalty term c:
(Ca) c s,t (DQ) is a F s -measurable non-negative random variable taking, eventually, also +∞ as possible value and defined for any D ∈ D and Q ∈ Q.
(Cb) (generalized locality) for any
with s ≤ t and for any A ∈ F s it holds that:
(Cc) (generalized cocycle) for any Q ∈ Q, D ∈ D, for any s, t, u ∈ [0, T ] with s ≤ t ≤ u:
Assumptions (Qa), (Qb) and (Qc) on Q are the the same as in Bion-Nadal [4] , where (Qc) is called stability for bifurcation. Assumptions (Cb) and (Cc) on c reduce to the classical ones (see Bion-Nadal [4] , [5] ) when D = {D : D ≡ 1} (corresponding to the cash-additive case). Assumptions on D as well as the assumption (QDa) on D and Q jointly are new. Notice that this last assumption reduces to stability for pasting on Q (Qb) when D = {D : D ≡ 1}.
Theorem 7 If (ρ s,t ) 0≤s≤t≤T is defined as in (14) , with D, Q and c satisfying all the assumptions above, then it is (strongly) time-consistent.
The proof of the previous result can be found in the appendix (see Section 7.3).
Different notions of time-consistency and their relations
under the assumption of cash-additivity, a key question concerning dynamic convex risk measures is whether there is any relation between the same dynamic risk measure at different times. Although this question has lead to the introduction of several notions of time-consistency, for dynamic convex cash-additive risk measures it is well known (see Proposition 1.16 in [1] , among others) that the three main notions of time-consistency (strong, weak and weak*) are all equivalent. In the following, we will investigate what happens for cash-subadditive convex risk measures and, in particular, whether a similar result still holds (once cash-additivity is weakened by cash-subadditivity).
We will see that in the cash-subadditive case the equivalence of strong, weak and weak* time-consistency is no longer valid while only some implications remain true. The following result emphasizes the link between strong, weak and weak* time-consistency when only cash-subadditivity holds. On the one hand, this result can be seen as an extension of Proposition 1.16 in [1] to the cash-subadditive case; on the other hand, it is weaker than the aforementioned result. 
for any s, t with 0 ≤ s ≤ t ≤ T and any X ∈ L ∞ (F T ) s.t. ρ t (X) ≤ 0 (resp. ρ t (X) ≥ 0).
Proof. a) can be proved exactly as in Föllmer and Penner [20] where cashadditivity is not needed.
b) The proof can be done similarly as in Föllmer and Penner [20] . By constancy, indeed, ρ t (X) = ρ t (−ρ t (X)) holds for any X ∈ L ∞ (F t ) and t ∈ [0, T ]. Weak* time-consistency thus implies that ρ s (X) = ρ s (−ρ t (X)) for any s ∈ [0, t], hence time-consistency. c) Take any s, t with 0 ≤ s ≤ t ≤ T and any X ∈ L ∞ (F T ) s.t. ρ t (X) ≤ 0. By ρ t (X) ≤ 0 and cash-subadditivity it follows that ρ t (−ρ t (X)) ≥ ρ t (X). So, by weak time-consistency, ρ s (−ρ t (X)) ≥ ρ s (X).
The case where ρ t (X) ≤ 0 can be checked similarly.
The above result provides the following implications for monotone risk measures:
• strong time-consistency ⇒ weak time-consistency (⇒ weak* time-consistency)
• under constancy: strong time-consistency ⇐ weak* time consistency
The following example emphasizes that weak time-consistency does not guarantee strong time-consistency in general when cash-additivity is replaced by cash-subadditivity,.
Example 9 Consider the following dynamic risk measure:
Such kind of dynamic risk measure generalizes to the dynamic setting the notion of put premium risk measure introduced in El Karoui and Ravanelli [19, pag. 569 ]. As in Corollary 3.4 of [19] it can be proved that (ρ t ) t≥0 is a dynamic cash-subadditive risk measure. Moreover, ρ t is convex, positively homogeneous and monotone for any t ≥ 0.
We prove now that (ρ t ) t≥0 is weakly time-consistent but not strongly timeconsistent. Weak time-consistency of (ρ t ) t≥0 . Suppose that for a given t ≥ 0 and X, Y ∈ L ∞ we have ρ t (X) ≤ ρ t (Y ). This is equivalent to say that
Now consider ρ s (X) and ρ s (Y ) for any s ∈ [0, t]. By definition of ρ s and by inequality (16) we get
. Hence (ρ t ) t≥0 is weakly time-consistent. Non strong time consistency. We are going to prove the following strict inequality: ρ s (−ρ t (X)) < ρ s (X), for some X and 0 ≤ s ≤ t,
which clearly implies that (ρ t ) t≥0 cannot be strong time-consistent. For s ∈ [0, t], we have
, hence strong time-consistency fails to be satisfied by (ρ t ) t .
Concluding remarks
The main results obtained in the paper can be summarized as follows: first, we provide a dual representation of dynamic convex cash-subadditive risk measures by means of a penalty term and of discount factors, result obtained by following a different approach from the one used by El Karoui and Ravanelli [19] for static risk measures; second, suitable conditions on the penalty term, on the discount factors and on the set of probability measures have been proved to be sufficient for a dynamic convex cash-subadditive risk measure to be strongly time-consistent; finally, we investigate which relations between the notions of strong, weak and weak* time-consistency hold true in the cash-subadditive case. 
that is in terms of the Fenchel-Moreau conjugate ρ * of ρ and of a non-empty convex set P ⊆ L 1 + . We may suppose without loss of generality that all the elements in P satisfy ρ * (X ′ ) < +∞.
It is sufficient to prove that
If (18) holds, indeed, we can identify any X ′ ∈ W with a subprobability measure µ ∈ P ′ ⊆ M s (P ) by setting X ′ = dµ dP . By using indifferently the following notations
for some Q ⊆ M 1 (P ) since, by definition, the minimal penalty functionc can be identified with ρ * . Let us, therefore, prove (18) . By cash-subadditivity and normalization we have ρ(−m) ≤ m for any m ∈ R with m ≥ 0. Hence,
This implies that
or, equivalently,
Suppose now that X ′ (1) > 1. Since inequality (19) holds for any m ≥ 0, then it would imply ρ * (X ′ ) = +∞. Hence the thesis. Implication (iii) ⇒ (iv) is obvious, while (iv) ⇒ (i) can be proved similarly to Lemma 4.20 in Föllmer and Schied [22] .
Proof of Proposition 6
The present proof extends the one of Detlefsen and Scandolo [15, Theorem 1] to the case of dynamic convex cash-subadditive risk measures.
The implication (iii) ⇒ (ii) is immediate.
(ii) ⇒ (i) can be proved similarly to Detlefsen and Scandolo [15] . We include such a proof for completeness.
Suppose that ρ t can be represented as in (9) by means of a penalty term c t and assume that X n ց X P -a.s. By Theorem of Monotone Convergence it follows that
where the last inequality is due to monotonicity of ρ t .
(i) ⇒ (iii). Suppose that, for any t ∈ [0, T ], ρ t is continuous from above. We have to prove that
Since the inequality ≥ follows immediately from the definition ofc t , it remains to show the reverse inequality. To this aim, it is sufficient to prove that, for any t ∈ [0, T ], it holds
In that case, indeed, the random variable
≤ 0, implying that Y = 0, P -a.s., hence the thesis.
We proceed now in successive steps.
Step 1: definition and properties of ρ 0,t . Let now the map ρ 0,t : L ∞ → R be defined as ρ 0,t (X) E[ρ t (X)] for X ∈ L ∞ . It is immediate to check that ρ 0,t is a static convex, monotone, cashsubadditive risk measure. Furthermore, ρ 0,t is continuous from above. Taking indeed any sequence X n ց X, P -a.s., by monotone convergence and continuity from above of ρ t it holds that
By the arguments above and by Theorem 4 it follows that ρ 0,t can be represented as
where Q ⊆ M 1 (P ), S ⊆ M s (P ) and
We need to prove that ρ 0,t can be written also in the following way:
Step 2: µ can be decomposed as µ = D tQ for some D t ∈ D andQ ∈ Q t .
We proceed by proving that if µ = aQ (with Q ∈ M 1 (P ), Q ≪ P and a ∈ [0, 1]) satisfiesc 0,t (µ) < +∞, then there exist
Denote by Z T = dQ dP , by Z t E P dQ dP F t and by N 0,t the set N 0,t {ω ∈ Ω : Z t (ω) = 0}. Clearly, N 0,t ∈ F t . Moreover, we notice that 1 N0,t Z T ≡ 0 P -a.s.. Indeed,
The argument above and 1 N0,t Z T ≥ 0, P -a.s., imply that 1 N0,t Z T ≡ 0, P -a.s..
Set now
Hence D t ≥ 0, P -a.s., and D t = 0 on N 0,t . Furthermore, it can be checked that Q is a probability measure. We verify now thatQ = P on F t . For any B ∈ F t , indeed, we havẽ
Since B \ N 0,t ∈ F t , using the definition of conditional expectation, we obtain
Using the last equality, (22) since C∩N0,t aZ T (ω)dP (ω) = 0 = C∩N0,t D t (ω)dQ(ω). Hence µ = D tQ . We already know that D t ≥ 0, P -a.s.. It remains to verify that D t ≤ 1, P -a.s.. Suppose now by contradiction that P (D t > 1) > 0 and set A = {ω : that is a contradiction with the assumptionc 0,t (µ) < +∞. Hence 0 ≤ D t ≤ 1, P -a.s. By all the arguments above we deduce that
Step 3: E[c t (DQ)] =c 0,t (DQ) for any D ∈ D, Q ∈ Q t .
We prove now that E[c t (DQ)] =c 0,t (DQ) for any D ∈ D and Q ∈ Q t . Fix (D, Q) ∈ D × Q t arbitrarily and set
We claim that C D,Q is upward directed, that is for any X, Y ∈ L ∞ there exists X ∈ L ∞ such that
(hence belonging to C D,Q ).
Indeed, fix X, Y ∈ L ∞ and set Z X1
Obviously, A ∈ F t . By the regularity of ρ t ,
Therefore, C D,Q is upward directed. By Föllmer and Schied [22, Theorem A.32] , it follows that
Hence, for any (D, Q) ∈ D × Q t ,
− ρ 0,t (X)} =c 0,t (DQ).
Step 4: final arguments. Finally, by (20) we obtain
that completes the proof.
Proof of Theorem 7
The present proof is in line with the one of Theorem 4.4 of Bion-Nadal [4] for dynamic convex and cash-additive risk measures. Let s, t ∈ [0, T ] (with s ≤ t) and X ∈ L ∞ (F t ) be fixed arbitrarily and set Let us prove that C X is upward directed, that is: for any D 1 , D 2 ∈ D, Q 1 , Q 2 ∈ Q there existD ∈ D,Q ∈ Q such that
(hence belonging to C X ). Let D 1 , D 2 ∈ D and Q 1 , Q 2 ∈ Q and set
Obviously, A ∈ F s . By stability of D and Q, there existD ∈ D andQ ∈ Q such that
s,t + 1 A c D 2 s,t . By the arguments above and by generalized locality of c it follows that 1 A c s,t (DQ) = 1 A c s,t (D 1 Q 1 ) 1 A c c s,t (DQ) = 1 A c c s,t (D 2 Q 2 ), thenD
