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Spectral Analysis of a Discrete Metastable System
Driven by Le´vy Flights
Toralf Burghoff˚ and Ilya Pavlyukevich:
Abstract
In this paper we consider a finite state time discrete Markov chain that mimics the behaviour of solutions
of the stochastic differential equation
X
ε
t pxq “ x´
ż t
0
U
1pXεs q ds` εLt,
where U is a multi-well potential with n ě 2 local minima and L “ pLtqtě0 is a symmetric α-stable
Le´vy process (Le´vy flights process). We investigate the spectrum of the generator of this Markov chain
in the limit εÑ 0 and localize the top n eigenvalues λε1, . . . , λ
ε
n. These eigenvalues turn out to be of the
same algebraic order Opεαq and are well separated from the rest of the spectrum by a spectral gap. We
also determine the limits limεÑ0 ε
´αλεi , 1 ď i ď n, and show that the corresponding eigenvectors are
approximately constant over the domains which correspond to the potential wells of U .
Keywords: metastability; Le´vy flights; α-stable Le´vy process; eigenvalues; spectral gap; Markov chain;
transition times; fractional Laplacian; semiclassical limit.
AMS Subject Classification: 60J10˚, 60J75, 47A75, 47G20, 15B51, 15A18
1 Introduction. Spectral properties of Gaussian small noise
diffusions
Let U P C3pR,Rq be a one-dimensional multi-well potential (see, e.g. Fig. 1) such that |U 1pxq| ą c|x|1`c
as x Ñ ˘8 for some c ą 0. Assume that U has exactly n local minima mi, 1 ď i ď n, as well as n´ 1
local maxima si, 1 ď i ď n´ 1, enumerated in increasing order
´8 “ s0 ă m1 ă s1 ă m2 ă ¨ ¨ ¨ ă mn ă sn “ 8. (1.1)
Moreover, we suppose that all these extrema are non-degenerate, i.e.
U
2pmiq ą 0, 1 ď i ď n, and U
2psiq ă 0, 1 ď i ď n´ 1, (1.2)
and denote
M :“ tm1, . . . ,mnu. (1.3)
The points mi, i “ 1, . . . , n, are exponentially stable attractors of a deterministic dynamical system
generated by the ordinary differential equation 9xt “ ´U
1pxtq. For any initial position x P psi´1, siq, the
solution xtpxq does not leave the domain of attraction psi´1, siq and xtpxq Ñ mi as tÑ8.
Although deterministic gradient systems with multiple attractors appear naturally in various applica-
tion problems (e.g. climate modelling [2,17,38], physics [32], robotics [12], economics [45]), their evident
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drawback often consists in an impossibility of transitions between the domains of attraction. To over-
come this limitation, a small noise is often added to the model. Intuitively the perturbed random system
stays in the vicinity of one of the attractors mi most of the time, making sporadic transitions to the
other domains of attraction. This type of behaviour is often referred to as metastability. The essential
characteristics of the small noise system as a metastable hopping process are the life times in the domains
of attraction, transition probabilities between the wells, the most probable state etc. Naturally, these
characteristics depend heavily on the type of the noisy perturbation. The case of Brownian perturbations
is the most well studied.
For a standard Brownian motion W “ pWtqtě0, consider the SDE
X
ε
t pxq “ x´
ż t
0
U
1pXεs qds` εWt. (1.4)
Under the conditions on U formulated above, for any x P R, (1.4) has a unique strong solution Xε “
pXεt qtě0 (see e.g. [14]). Since the classical results by Kramers [32], it is known that the mean life times
of Xε in the potential wells are exponentially long with respect to the parameter ε, more precisely of the
order minte2pUpsi´1q´Upmiqq{ε
2
, e2pUpsi`1q´Upmiqq{ε
2
} for the i-th well. Considering a generic perturbed
gradient system on exponentially long time scales of the order T pεq “ eµ{ε
2
, µ ą 0, one can recover
different behaviours. In particular on the slowly growing (short) scales, when eµ{ε
2
is less than the life
times in all the wells (µ ă 2pUpsi˘1q´Upmiqq, i “ 1, . . . n), the trajectory pX
ε
T pεq¨tqtPr0,1s does not succeed
in leaving any of the domains of attraction. On longer time scales, the trajectory may leave some of the
domains of attraction thus making transitions and eventually forming a sublimit distribution. On the
longest scale, Xε converges to its stationary law which is concentrated in the vicinity of the potential’s
global minimum. For a generic potential, there are n ´ 1 such critical values which are different and
can be ordered in decreasing order µ2 ą µ3 ą ¨ ¨ ¨ ą µn. These values determine the time scales
T pεq “ eµi{ε
2
which distinguish the sublimit distributions. The values µi, i “ 2, . . . , n, can be calculated
probabilistically in terms of the heights of the potential barriers of U with the help of the large deviations
theory by Freidlin and Wentzell (see [21, §VI.6] or a recent exposition [13]).
Recall that Xε is a strong Markov processes with the infinitesimal generator
Lεfpxq “
ε2
2
f
2pxq ´ U 1pxqf 1pxq, f P C80 pR,Rq. (1.5)
The existence of multiple sublimit distributions is reflected in the spectral properties of the opera-
tor Lε. The generator Lε is a negative definite essentially self-adjoint operator in the weighted space
L2pR, e´2Upxq{ε
2
dxq. It has a discrete non-positive spectrum 0 ě ´λε1 ě ´λ
ε
2 ě ¨ ¨ ¨ and a corresponding
sequence of eigenfunctions tΦεi uiě1 which form an orthonormal basis (see [24, Chapter 3] for the detailed
exposition). Whereas its top eigenvalue is identically zero, λ1ε ” 0, with the corresponding eigenfunction
being a constant, it turns out that the next n´ 1 eigenvalues are of the order e´µi{ε
2
where the rates µi
are obtained above. The principle non-zero eigenvalue λ2ε corresponding to the longest time scale e
µ2{ε
2
determines the speed of convergence of the law of Xεt to the stationary distribution as t Ñ 8; further
eigenvalues recover the speeds of convergence to sublimit distributions. With the help of the Fourier
method of separation of variables, the functional uεpt, xq “ ExfpX
ε
t q which is the solution of the Cauchy
problem Btu “ Lεu, uεp0, xq “ fpxq, can be represented as
uεpt, xq “
ż
R
fpyqe´2Upyq{ε
2
dyż
R
e´2Upyq{ε
2
dy
`
nÿ
i“2
´ ż
R
fpyqΦεi pyqe
´2Upyq{ε2 dy
¯
¨ Φεi pxqe
´λεi t `Rεpt, xq. (1.6)
The remainder term Rε can be shown to be negligible compared to the leading n terms of the expansion
due to the spectral gap property, namely, that there is a constant M not depending on ε such that
λεn`1 ě M for all ε P p0, 1s. Moreover, the eigenfunctions Φ
ε
i , 2 ď i ď n, are almost constant over the
potential wells.
A rich literature is devoted to the analysis of metastability of the system of the type (1.4) on different
levels of rigour. A probabilistic characterization of the principle eigenvalue of Lε in a bounded domain
with the Dirichlet boundary conditions was obtained by Khasminski [28] (see also Friedman [22, Lemma
1.1]). Schuss et al. [35, 42, 43] determined the shape of the eigenfunction Φε2 and the asymptotics of the
eigenvalue λε2, especially its subexponential prefactor in terms of the values U
2psiq and U
2pmiq with the
help of formal asymptotic expansions of solutions of second order ordinary differential equations. Buslov,
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Makarov and Kolokoltsov [10, 11, 30, 31, 34] established a connection between the top spectrum of the
diffusion’s generator and the spectrum of the matrix of the inverse mean life times of Xε in the potential
wells, found very exact approximations for the corresponding eigenfunctions and proved the existence
of an ε-independent spectral gap. Bovier, Eckhoff, Gayrard and Klein in [6–8,20] developed a potential
theoretic approach to metastability of Markov chains and gradient diffusions and obtained very exact
asymptotics of the top eigenvalues. Metastable behaviour of diffusions in a double-well potential was
studied by probabilistic methods in [23,29,39]. Applications of the spectral theory to simulated annealing
can be found in [16,25,26], to stochastic resonance in [24], and to analysis of molecular dynamics [37,44].
Berglund and Gentz [4] studied the behaviour of small noise diffusions in potentials with non-quadratic
extrema. We refer the reader to a recent review [3] by Berglund for further references on the subject.
In recent time, equations driven by non-Gaussian noise, especially α-stable Le´vy processes (Le´vy
flights), are being adopted for description and modelling of various real world phenomena (see e.g. [36]).
Let L “ pLtqtě0 be a symmetric α-stable Le´vy process with the characteristic function
EeıuLt “ e´cpαqt|u|
α
, u P R, α P p0, 2q, (1.7)
where cpαq “ α
ş8
0
1´cos y
y1`α
dy P p0,8q. Such a process has heavy tails and for convenience the constant
cpαq is chosen to guarantee the following tail asymptotics:
lim
uÑ8
u
α
Pp|L1| ě uq “ 1. (1.8)
For ε ą 0, the SDE
X
ε
t pxq “ x´
ż t
0
U
1pXεs qds` εLt (1.9)
possesses a unique strong solution Xε “ pXεt qtě0 which is a strong Markov processes (see [1,27]).
In the limit εÑ 0, the process Xε enjoys the metastable behaviour in the following sense.
Theorem 1.1 (Theorem 1.1, [27]). Let k “ 1, . . . , n and x P psk´1, sk´1q. Then the process pX
ε
t{εα qtą0,
Xε0 “ x, converges, as ε Ñ 0, in the sense of finite dimensional distributions to a Markov chain Y “
pYtqtą0, Y0 “ mk, on the state space M with the stable conservative generator Q “ pqi,jq
n
i,j“1 given by
qi,j “
$’’&
’%
1
2
ˇˇˇ
1
|sj´1 ´ mi|α
´
1
|sj ´mi|α
ˇˇˇ
, i ‰ j,
´
1
2
´ 1
|si´1 ´ mi|α
`
1
|si ´ mi|α
¯
, i “ j.
(1.10)

In other words, there is a time scale T pεq “ ε´α on which the process Xε reminds of a finite state
Markov chain Y . It was also shown in [27], that on slower time scales ε´µ, µ ă α, the process Xε does
not leave the potential well where it has started. On faster time scales ε´µ, µ ą α, one cannot obtain a
meaningful limit of Xε since its life times in the potential wells converge to zero and the process Xεt{εα
persistently jumps between different wells.
The generator of Xε is the integro-differential operator
Dεfpxq “
α
2
ε
α
ż 8
0
fpx` zq ´ 2fpxq ` fpx´ zq
z1`α
dz ´ U 1pxqf 1pxq
“ ´
α
2
ε
αp´∆qα{2fpxq ´ U 1pxqf 1pxq, f P C80 pR,Rq,
(1.11)
and the metastability result of Theorem 1.1 suggests that the top spectrum of Dε should remind of the
spectrum of the Markov chain Y . One can expect that the top n eigenvalues λε1 “ 0, λ
ε
2, . . . , λ
ε
n of Dε
should be closely connected with the eigenvalues of the matrix Q and well separated from the rest of the
spectrum by a spectral gap. Since the time scale in the metastability result is unique, the eigenvalues
should be all of the same order Opεαq.
Unfortunately not much can be said about the spectrum of Dε. No weighted space is known where
Dε is self-adjoint and no general spectral theory can be applied in this case. Although it is known that
the invariant distribution exists and is unique [33, 41], explicit formulae for its density can be obtained
only in a very few particular cases (mainly for the Cauchy process α “ 1 and polynomial potentials,
see [15,18,19])
In this paper we make the first step towards a better understanding of the spectral properties of Xε
by reduction of a jump-diffusion to a finite state discrete time Markov chain and analysing its spectral
properties in the limit εÑ 0.
3
2 A discrete Le´vy driven system and the main result
We construct a discrete-time Markov chain on a finite state space that mimic the metastable behaviour
of the solution Xε of (1.9) in the limit of small ε. The construction is based on the standard Euler
scheme for SDEs.
For any γ ą 0 there are a range parameter R ą 0, a time step h ą 0 as well as the spacial mesh
parameter δ ą 0 such that R´1 ` h` δ ď γ and such that the following holds true.
All the local minima of U belong to r´R,Rq, ´R ă m1 ă mn ă R. With R fixed, let us redefine the
points s0 :“ ´R and sn :“ R for convenience.
There exists a finite set of points S and a partition
Ů
xPS Ix “ rs0, snq “ consisting of the intervals
Ix “ rax, bxq such that maxxPS |bx ´ ax| ď δ{2, each interval Ix contains only one point from S and
x P pax, bxq, M Ă S , ts0, . . . , snu Ă tax, bxuxPS , and for any x P SzM
x´ hU 1pxq R Ix. (2.1)
Example 2.1. The set S and the intervals Ix can be constructed as follows. Let R ą
3
γ
_ |m1| _ |mn|.
Let δ ă γ
3
^ 1
8
mini,j |si ´ mj |.
First, we demand that all mi P S and set Imi “ rmi ´
δ
4
,mi `
δ
4
q. Choose 0 ă h ď γ{3 such that for
all i “ 1, . . . , n, all x P rsi´1 `
δ
4
,mi ´
δ
4
s
x´ U 1pxqh P rsi´1,mis (2.2)
and for x P rmi `
δ
4
, si ´
δ
4
s
x´ U 1pxqh P rmi, sis. (2.3)
For definiteness, let us construct the partition of the interval rm1 `
δ
4
, s1q. Let z1 be the solution of
the equation z ´ U 1pzqh “ m1 `
δ
4
, z1 ą m1 `
δ
4
. Decompose the interval
rm1 `
δ
4
, z1 ^ si ´
δ
4
q (2.4)
into a finite disjoint union of the intervals rax, bxq, bx ´ ax ă
δ
2
, denote by x the middle point of each
such an interval, and add x to S . Then due to the fact that U 1pxq ą 0 on rm1 `
δ
4
, s1 ´
δ
4
s, we get
x´U 1pxqh P Im1 . Denote z2 the solution of the equation z ´U
1pzqh “ z1, z2 ą z1 and again decompose
the interval rz1, z2 ^ s1 ´
δ
4
q a finite disjoint union of the intervals of the maximal length δ
2
. Continue
this procedure and assign the last interval to be pax, sis. 
For any x P S let y˚pxq P S be the unique element such that
x´ hU 1pxq P Iy˚pxq. (2.5)
Let us denote by T : S Ñ S the mapping corresponding to the operation “ * ”, i.e. Tx :“ y˚pxq. The
condition (2.1) implies that Tx “ y˚pxq ‰ x for x P SzM whereas Tx “ y˚pxq “ x for x PM.
On the set S define a discrete time deterministic motion Z0 “ pZ0kqkě0 such that
Z
0
0 “ x, Z
0
k “ y
˚pZ0k´1q “ T
k
x, k ě 1. (2.6)
For any x P S the sequence tZ0kpxqukě0 is monotone.
The deterministic motion Z0 mimics the behaviour of the solutions of the deterministic ordinary
differential equation 9xt “ ´U
1pxtq. It can also be described as a discrete time Markov chain on S with
the matrix P0 “ pp0x,yqx,yPS of one step transition probabilities given by
p
0
x,y :“
#
1, y “ y˚pxq,
0, otherwise.
(2.7)
Eventually let us construct a discrete-time Markov chain Zε “ pZεkqkě0 on the state space S which
mimics the behaviour of the jump-diffusion Xε and can be considered as a random perturbation of Z0.
Denote y˜ :“ minty : y P Su and yˆ :“ maxty : y P Su and define the matrix of one-step transition
probabilities Pε “ ppεx,yqx,yPS of Z
ε as
p
ε
x,y :“ Ppx´ hU
1pxq ` εh
1
αL1 P Iyq, y ‰ y˜, yˆ, (2.8)
as well as
p
ε
x,y˜ :“ Ppx´ hU
1pxq ` εh
1
αL1 ď by˜q (2.9)
4
p
ε
x,yˆ :“ Ppx´ hU
1pxkq ` εh
1
αL1 ě ayˆq. (2.10)
By construction, the Markov chain Zε gets reflected at the barriers ´R and R which mimics the very
fast return from infinity of the trajectory of Xε due to the fast increase of the potential at infinity.
First we have to study the metastable behaviour of Zε as ε Ñ 0. Since Zε is constructed in such a
way that it resembles the Le´vy driven jump diffusion Xε one could expect that the Zε demonstrates the
same metastable behaviour. Indeed, the following analogue of the Theorem 1.1 holds true.
Theorem 2.2. Let k “ 1, . . . , n and x P SXrsk´1, sks. Then the process pZ
ε
r t
hεα
s
qtą0, Z
ε
0 “ x, converges,
as ε Ñ 0, in the sense of finite dimensional distributions to a Markov chain Y “ pYtqtą0, Y0 “ mk, on
the state space M with the generator Q defined in (1.10).
Proof. The proof of this result essentially follows the arguments presented in [27] for the case of a one
dimensional jump diffusion Xε. The arguments are even easier since by construction, S does not contain
the local maxima of U Furthermore thanks to the reflection condition at ˘R and the finiteness of S , we
do not have to consider returns of Zε from infinity. Note that this convergence result does not depend on
the size or the particular choice of the state space S . For a detailed proof we refer the reader to Chapter
3 in [9].
The Theorem 2.2 suggests that top spectrum of the generator of the Markov chain Zε should be
closely related to the spectrum of the matrix Q. Let N “ |S | denote the cardinality of the set S . To
compare the generators of Zε and Y we note that
P
ε “ eP
ε´IN , (2.11)
so that the matrix Pε ´ IN can be viewed as the discrete analogue of an infinitesimal generator. Taking
into account the time scaling t ÞÑ t
hεα
which appears in the metastability result (Theorem 2.2), we
introduce the N ˆN matrix
Q
ε :“
1
hεα
pPε ´ IN q (2.12)
and denote by σpQεq :“ tλε1, . . . , λ
ε
Nu and σpQq :“ tλ
Q
1
, . . . , λQn u the spectra of Q
ε and Q, respectively.
Then the following main theorem holds.
Theorem 2.3. The spectrum σpQεq can be divided into two disjoint parts σ1pQ
εq and σ2pQ
εq for which
the following assertions hold:
(i) σ1pQ
εq contains precisely n eigenvalues λε1, . . . , λ
ε
n such that λ
ε
1 “ λ
Q
1
“ 0 and
lim
εÑ0
λ
ε
i “ λ
Q
i , 2 ď i ď n; (2.13)
(ii) For any sequence trεuεą0 such that rε Ñ `8, rεε
α
n`1 Ñ 0 there is ε0 ą 0 such that for all ε P p0, ε0s
and all i “ n` 1, . . . , N
|λεi | ě rε. (2.14)
The proof the Theorem 2.3 does not take unto account any a priori information about the eigenvalues
of Q other than the fact that one of them is 0. However, we strongly believe that in the generic case, e.g.
when the potential U does not have any intrinsic symmetries, all eigenvalues of Q are real and simple.
This conjecture is supported by numerous computer simulations of spectra of a matrix Q, when the
entries of the form (1.10) are randomly generated.
Denote by δj “ pδjxqxPS , 1 ď j ď n, the indicator function (vector) of the set Sj :“ S X rsi´1, sis, i.e.
δjx “ 1 for x P Sj and 0 elsewhere.
Theorem 2.4. Assume that the eigenvalues of Q are real and simple. Let 1 ď i ď n and let ψε,i “
pψε,ix qxPS be the right eigenvector of Q
ε associated with λεi and normalized such that max1ďjďn |ψ
ε,i
mj
| “
1. Let ψQ,i “ pψQ,ij q
n
j“1 be the right eigenvector of Q associated with λ
Q
i and normalized such that
max1ďjďn |ψ
Q,i
j | “ 1. Then the following limit holds:
max
xPS
ˇˇˇ
ψ
ε,i
x ´
nÿ
j“1
ψ
Q,i
j δ
j
x
ˇˇˇ
Ñ 0, εÑ 0. (2.15)
In particular, for i “ 1, λε1 “ 0 and ψ
ε,1 “ 1.
5
´R R
x
0
Upxq
m1 s1 s2 m3m2
Figure 1: A potential U with the minima m1 “ ´4.015,m2 “ 0.468,m3 “ 3.966 and the maxima s1 “ ´1.034,
s2 “ 1.921; the range R “ 5.
iy
5 ¨ 109
1 ¨ 1010
´1 ¨ 1010
´5 ¨ 109
x
´2 ¨ 1010
Figure 2: The spectrum of the matrix Qε on the complex plane. The top three eigenvalues are located in
the neighbourhood of the origin and well separated from the rest of the spectrum.
x
ψ
ε,2
x
´4´5 ´3 ´2 ´1 1 2 3 54
0.5
´0.5
´4´5 ´3 ´2 ´1 1 2 3 54
1
0.5
´0.5
x
ψ
ε,3
x
Figure 3: The eigenvectors ψε,2 and ψε,3 of the matrix Qε are almost constant over the domains of attraction
of U .
Example 2.5. Consider a three-well potential U such that, for simplicity of simulations, U 1 “ ˘1 outside
of small neighbourhoods of the extrema, see Fig. 1, and fix α “ 1.8. The matrix Q calculated according
to (1.10) has the eigenvalues λQ
1
“ 0, λQ
2
“ ´0.124, λQ
3
“ ´0.579, and the corresponding eigenvectors
ψQ,1 “ p1, 1, 1q, ψQ,2 “ p´0.629, 0.280, 1q, ψQ,3 “ p´0.088, 1,´0.245q. We construct the state space S
consisting of N “ 203 points from the interval r´5, 5q and a Markov chain with the matrix of transition
probabilities defined according to (2.8), (2.9), (2.10) with h “ 10{N and ε “ 10´5. The spectrum of the
matrix Qε “ 1
εαh
pPε ´ IN q consists of 203 eigenvalues, see Fig. 2, and the top eigenvalues are λ
ε
1, λ
ε
2
and λε3, coincide with the spectrum of Q with a four decimal places precision. The eigenvector ψ
ε,1 is
constant on S whereas the eigenvectors ψε,2 and ψε,3 converge to the values ψQ,2k , ψ
Q,3
k , k “ 1, 2, 3, on
the parts of S corresponding to the domains of attraction of U , see Fig. 3.
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3 Eigenvalues. Proof of the Theorem 2.3
Let L1 by a symmetric α-stable random variable with the characteristic function (1.7). It is well-known
(see [5]) that L1 has a density pαpxq on R which can be expanded as xÑ `8 as:
pαpxq “
α
2xα`1
`O
´ 1
x2α`1
¯
. (3.1)
In particular, for any fixed 0 ă a ă b and h ą 0 there is C ą 0 such that in the limit εÑ 0ˇˇˇ
Ppa ď εh
1
αL1 ă bq ´
εαh
2
´ 1
aα
´
1
bα
¯ˇˇˇ
ď Cε2α. (3.2)
The next Lemma follows directly form the formulae (2.8), (2.9) and (2.10).
Lemma 3.1. Let α P p0, 2q and the set S and the partition r´R,Rq “
Ů
xPS rax, byq be fixed. Then there
is ε0 ą 0 small enough and a constant C “ Cph, δ,R, αq ą 0 such that for all 0 ă ε ă ε0 the following
estimates hold:
(i) for any x P S and any y P S such that y ‰ y˚pxq we haveˇˇ
p
ε
x,y ´ dx,y ε
α
h
ˇˇ
ď Cε2α (3.3)
where
dx,y “
$’’’&
’’’%
1
2
ˇˇˇ 1
|ay ´ x` hU 1pxq|α
´
1
|by ´ x` hU 1pxq|α
ˇˇˇ
, y R ty˜, yˆ, y˚pxqu,
1
2|by˜ ´ x` hU 1pxq|α
, y “ y˜,
1
2|ayˆ ´ x` hU 1pxq|α
, y “ yˆ;
(3.4)
(ii) for x P S and y “ y˚pxq we have
|pεx,y˚pxq ´ p1´ fx,y˚pxq ε
α
hq| ď Cε2α, (3.5)
where
fx,y˚pxq “
1
2
´ 1
|ay˚pxq ´ x` hU 1pxq|α
`
1
|by˚pxq ´ x` hU 1pxq|α
¯
. (3.6)
3.1 Proof of Theorem 2.3
In the first step we will analyse the structure of the matrix
A
εpλq :“ Qε ´ λIN “
1
εαh
pPε ´ IN q ´ λIN , λ P C, (3.7)
which obviously plays the essential role in the investigation of the spectrum of Qε.
First we observe that the matrices Pε and Aεpλq possess a block structure. Indeed, recalling the
decomposition of the state space S “ S1 \ . . .\ Sn, Si “ S X rsi´1, sis, i “ 1, . . . , n, as a disjoint union
of states belonging to different potential wells, we may write
P
ε “
¨
˚˝P
ε
S1,S1
¨ ¨ ¨ PεS1,Sn
...
...
PεSn,S1 ¨ ¨ ¨ P
ε
Sn,Sn
˛
‹‚, Aεpλq “
¨
˚˝A
ε
S1,S1
pλq ¨ ¨ ¨ AεS1,Sn
...
...
AεSn,S1 ¨ ¨ ¨ A
ε
Sn,Snpλq
˛
‹‚. (3.8)
The blocks PεSi,Sj of P
ε determine the transitions of the Markov chain Zε between the wells Si and Sj .
Only the blocks AεSi,Sipλq, i “ 1, . . . , n, that include the main diagonal depend on λ.
For the further analysis of the matrix Aεpλq it is helpful to study the limit behaviour of its entries
aεx,ypλq as εÑ 0.
The following expansions follow immediately from Lemma 3.1.
Lemma 3.2. Let λ P C, then
(i) for x, y P S and y R
 
x, y˚pxq
(
we have aεx,y “ dx,yp1`Opε
αqq;
7
(ii) for x P SzM and y “ y˚pxq we have aεx,y˚pxqpλq “ Opε
´αq, more precisely,
a
ε
x,y˚pxqpλq “
1
εαh
´ a˜εx,y˚pxq where a˜
ε
x,y˚pxq “ fx,y˚pxqp1`Opε
αqq; (3.9)
(iii) for x P SzM we have aεx,xpλq “ Opε
´α), more precisely,
a
ε
x,xpλq “ ´
1
εαh
´ λ` a˜εx,x where a˜
ε
x,x “ dx,xp1`Opε
αqq; (3.10)
(iv) for x PM we have aεx,x “ Op1q, more precisely,
a
ε
x,x “ ´a˜
ε
x,x ´ λ where a˜
ε
x,x “ fx,xp1`Opε
αqq. (3.11)
As in Lemma 3.1, the bounds hidden in the Landau symbols O are uniform over x, y P S.
To get a better understanding of the structure of Aεpλq, let us for example take a detailed look at
the block AεS1,S1pλq. If we number the states of S1 in the increasing order by x1, . . . , xNp1q, then this
block has the form¨
˚˚˚
˚˚˚
˚˝
´ 1
εαh
´ λ` a˜εx1,x1 ¨ ¨ ¨
1
εαh
´ a˜εx1,y˚px1q ¨ ¨ ¨ a
ε
x1,m1 ¨ ¨ ¨ a
ε
x1,xNp1q
...
... ¨ ¨ ¨
...
aεm1,x1 a
ε
m1,y
˚px1q
´a˜εm1,m1 ´ λ a
ε
m1,xNp1q
...
... ¨ ¨ ¨
...
aεxNp1q,x1 a
ε
xNp1q,y
˚px1q
aεxNp1q,m1 ¨ ¨ ¨ ´
1
εαh
´ λ` a˜εxNp1q,xNp1q
˛
‹‹‹‹‹‹‹‚
(3.12)
Note that the numbers a˜εx,y that appear in the previous lemma are all positive.
Let us establish the connection between the matrix 1
εαh
pPε ´ INq and the matrix Q of the limit
Markov chain appearing in the Theorems 1.1 and 2.2.
Lemma 3.3. Let Q “ pqi,jq
n
i,j“1 be the generator of the Markov chain Y on the state space M defined
in (1.10). Then there exist constants Cˆ “ Cˆpδ, h, R,αq and ε0 ą 0 such that for every 0 ă ε ă ε0, every
1 ď i, j ď n, i ‰ j, ˇˇˇ
qi,j ´
1
εαh
ÿ
yPSj
p
ε
mi,y
ˇˇˇ
ď Cˆεα (3.13)
and ˇˇˇ
qi,i ´
1
εαh
ÿ
yPSj
ppεmi,y ´ δ
y
mi
q
ˇˇˇ
ď Cˆεα. (3.14)
Proof. Let for definiteness 1 ď i ă j ă n. Then according to (2.8), (3.2) and (1.10)
1
εαh
ÿ
yPSj
p
ε
mi,y
“
1
εαh
ÿ
yPSj
P
´
mi ´ hU
1pmiq ` ε
1
α hL1 P Iy
¯
“
1
εαh
P
´
mi ` ε
1
α hL1 P rsj´1, sjq
¯
“
1
2
´ 1
psj´1 ´ miqα
´
1
psj ´ miqα
¯
`Opεαq “ qi,j `Opε
αq.
(3.15)
Analogously, for j “ n, with the help of (2.10), (3.2) and (1.10) we get
1
εαh
ÿ
yPSn
p
ε
mi,y
“
1
εαh
ÿ
yPSn
P
´
mi ´ hU
1pmiq ` ε
1
α hL1 P Iy
¯
“
1
εαh
P
´
mi ` ε
1
α hL1 P rsn´1,`8q
¯
“
1
2
1
psj´1 ´ miqα
`Opεαq “ qi,n `Opε
αq,
(3.16)
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and for i “ j
1
εαh
ÿ
yPSi
´
p
ε
mi,y
´ δymi
¯
“
1
εαh
´
´ 1`
ÿ
yPSi
P
´
mi ´ hU
1pmiq ` ε
1
α hL1 P Iy
¯¯
“ ´
1
εαh
P
´
mi ` ε
1
α hL1 R rsi´1, siq
¯
“ ´
1
2
´ 1
pmi ´ si´1qα
`
1
psj ´ miqα
¯
`Opεαq “ qi,i `Opε
αq.
(3.17)
Now let us come to the investigation of the eigenvalues. We start with a well known result.
Proposition 3.4. All eigenvalues of Q and Qε have non-positive real parts.
Proof. This result follows from the Gershgorin circle theorem (see, for example, Theorem 1.11 in [46]).
Indeed, since qi,i ă 0 for all 1 ď i ď n, and q
ε
x,x ă 0 for all x P S , as well asÿ
j‰i
qi,j “ ´qi,i and
ÿ
y‰x
q
ε
x,y “ ´q
ε
x,x (3.18)
all the Gershgorin circles are located in the negative complex half plane and touch the origin. In particular
the principal eigenvalues equal to zero, λε1 “ λ
Q
1
“ 0.
The proof of Theorem 2.3 mainly consists in the investigation of the asymptotics of the characteristic
polynomial P εpλq :“ detpAεpλqq in the limit ε Ñ 0. We will show that, after an appropriate scaling, it
converges uniformly on a sufficiently large disc to the characteristic polynomial PQpλq :“ detpAQpλqq
where AQpλq :“ Q´ λIn.
Proposition 3.5. There exist constants ε0 ą 0, and C “ Cph, δ, α, Rq ą 1 such that for every 0 ă ε ă ε0
and λ P C ˇˇˇ
p´εαhqN´nP εpλq ´ PQpλq
ˇˇˇ
ď Cp|λ| ` Cqn`1εα. (3.19)
Before we start with the proof of this Proposition let us show how it implies the statements of Theorem
2.3.
Proof of Theorem 2.3. Both statements follow from Proposition 3.5 and the Hurwitz Theorem (see, for
example, Theorem 1.3.8 in [40]):
Theorem 3.6 (Hurwitz). Let G Ă C be a region and let tfkukě1 be a sequence of analytic functions on
G that converges to a non-zero function f uniformly on every compact subset of G. Then z0 P G is a
zero of f with multiplicity m if and only if there exists a neighbourhood H Ă G such that, in every ball
tz P C : |z ´ z0| ď Ru Ă H, each function fk whose index exceeds some bound k0 “ k0pRq has exactly m
zeros, counted according to their multiplicities.
For the proof of (i) fix a closed ball centred around 0 that includes all the eigenvalues of Q. Then
Proposition 3.5 ensures the uniform convergence inside of this ball. Moreover, let a sequence rε ą 0 be
such that
lim
εÑ0
rε “ `8 and lim
εÑ0
ε
α
r
n`1
ε “ 0. (3.20)
Then, Proposition 3.5 implies that
lim
εÑ0
sup
|λ|ďrε
|p´εαhqN´nP εpλq ´ PQpλq| “ 0 (3.21)
and that proves the statement (ii). (Theorem 2.3)l
The rest of this section is devoted to the proof of Proposition 3.5. We start of with some preparations.
Recall that the set S consists of N elements, let
SN “ S|S| :“ tpi “ ppixqxPS : pi is bijective mapping S Ñ Su (3.22)
be the set of all permutations of S , and denote by id the identity permutation. The Leibniz formula for
the characteristic polynomial P εpλq gives
P
εpλq “
ÿ
piPSN
sgnppiq
ź
xPS
a
ε
x,pixpλq. (3.23)
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Let us briefly explain the heuristics behind the following analysis of P ε. Let the parameters h, δ, R
and α be fixed. Clearly, in view of the asymptotics of the entries aεx,y as ε Ñ 0, for any fixed λ P C
we have |P εpλq| Ñ 8 as ε Ñ 0. With that in mind, let us omit for a moment the values a˜εx,y since
they are of the order Op1q, that is negligible in comparison to ε´α. Then one can think of P εpλq as of a
polynomial of the variable ε´α with coefficients depending on λ and terms of order Op1q.
The degree of this polynomial does not exceed N ´ n since only the rows indexed by the minima
m1, . . . ,mn do not contain the term pε
αhq´1. Hence we can write
P
εpλq «
N´nÿ
j“0
c
ε
jpλqpε
α
hq´j . (3.24)
By a multiplication by the factor pεαhqN´n we single out the coefficient cεN´npλq since all the other
summands vanish in the limit ε Ñ 0. On the other hand, cεN´npλq contains expressions of the formř
yPSj
1
εαh
pεmi,y, 1 ď i, j ď n, which, as we saw in Lemma 3.3, are approximations of the entries qi,j of
the generator matrix Q. Finally, having that in mind we prove that cεN´npλq approximates P
Qpλq.
In view of the Leibniz formula (3.23) we should first turn to the permutations that contribute the
terms of order Oppεαhq´pN´nqq to the polynomial P ε. As we see from Lemma 3.2 (ii) and (iii), such
permutations are precisely those which satisfy the condition pix “ x or pix “ y
˚pxq for x P SzM. Consider
the family of permutations
Π0 :“
 
pi “ ppixqxPS P SN : pix “ x or pix “ y
˚pxq for all x P SzM
(
. (3.25)
Lemma 3.7. For every i “ 1, . . . , n, every y P Si there exists a permutation pi P Π0 such that
pimi “ y. (3.26)
Proof. Fix y P Si. If y “ mi, then we can choose pi “ id. Otherwise there exists a k “ kpyq ě 1 such that
ppP0qpkqqy,mi “ 1, that is the deterministic motion, if started in y, reaches the minimum mi in k steps.
Recall that the mapping T : S Ñ S , T pxq :“ y˚pxq. Then the equality ppP0qpkqqy,mi “ 1 is equivalent to
T
k
y “ mi. (3.27)
Now we can define a permutation pˆi : S Ñ S by
pˆiy :“ Ty, pˆiTy “ T
2
y, . . . , pˆiTk´1y “ T
k
y “ mi, pˆimi “ y (3.28)
as well as
pˆiz “ z if z P Szty, Ty, . . . , T
k
yu, (3.29)
It is clear that pˆi P Π0.
Consider the family of vectors
Tn :“ tpy1, . . . , ynq : yi P Siu . (3.30)
Lemma 3.8. For every py1, . . . , ynq P Tn there exists a permutation pi P Π0 such that
pimi “ yi, 1 ď i ď n. (3.31)
Proof. Let pii, i “ 1, . . . , n, be the permutations constructed in the proof of Lemma 3.7. Note that each
of them is non-identical only on the set Si. Hence a composition of pii, i “ 1, . . . , n, has the desired
property.
Lemma 3.9. For every py1, . . . , ynq P Tn there exists a permutation pi P Π0 such that
pimi “ yj , 1 ď i, j ď n. (3.32)
Proof. Fix py1, . . . , ynq P Tn and an associated permutation pi from Lemma 3.8 such that pimi “ yi,
i “ 1, . . . , n. Since no condition on the images of the states m1, . . . ,mn is imposed in the definition of
Π0, we can permute them among each other to obtain pi P Π0 with the required property.
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For the investigation of the determinant of the matrix Aεpλq we need to introduce the following
disjoint decomposition of the set of all permutations SN . For p “ 0, . . . , N ´ n let
Πp :“ tpi P SN : there are precisely p states x1, . . . , xp P SzM
such that pixq R
 
xq, y
˚pxqq
(
for all 1 ď q ď pu.
(3.33)
With this definition we can write
SN “
N´nğ
p“0
Πp. (3.34)
Also note that the definition of Π0 in (3.25) coincides with the one given in (3.33). For any pi P SN we
also define
S1ppiq :“ tx P SzM : pix “ xu,
S2ppiq :“ tx P SzM : pix “ y
˚pxqu,
S3ppiq :“ Sz
´
S1ppiq
ğ
S2ppiq
¯
.
(3.35)
Clearly these sets are disjoint and S “
Ů
3
i“1 S
ippiq.
The following Lemma follows directly from the definition of Πp.
Lemma 3.10. (i) For every pi P Π0 we have S
3ppiq “M.
(ii) For every 0 ď p ď N ´ n and every pi P Πp we have |S
1ppiq \ S2ppiq| “ N ´ n´ p.
Let us introduce functions fp : pi Ñ N0 that count the number of fixed points of pi P Πp on the set
SzM, namely
fpppiq :“ |tx P SzM : pix “ xu| “ |S
1ppiq|. (3.36)
By definition of Πp, it follows that fp has values in t0, . . . , N ´ n´ pu. We obtain a trivial equalityź
xPS1ppiq
´
´
1
εαh
´ λ` a˜εx,x
¯
“ p´1qfpppiq
ź
xPS1ppiq
´ 1
εαh
` pλ´ a˜εx,xq
¯
(3.37)
which allows us to write the characteristic polynomial P ε as
P
εpλq “
N´nÿ
p“0
” ÿ
piPΠp
sgnppiqp´1qfpppiq ¨
ź
xPS1ppiq
´ 1
εαh
` pλ´ a˜εx,xq
¯
ˆ
ź
xPS2ppiq
´ 1
εαh
´ a˜εx,y˚pxq
¯
ˆ
ź
xPS3ppiq
a
ε
x,pix
ı
.
(3.38)
Using Lemma 3.10 (ii) along with a simple straightforward calculation yields that there are numbers
βεl,p,pipλq “ Op1q such that
ź
xPS1ppiq
´ 1
εαh
` pλ´ a˜εx,xq
¯ ź
xPS2ppiq
´ 1
εαh
´ a˜εx,x
¯
“
N´n´pÿ
l“0
β
ε
l,p,pipλq
´ 1
εαh
¯l
. (3.39)
As explained before P ε can roughly be viewed as a polynomial in the variable pεαhq´1 and our aim is to
single out the coefficient that belongs to the highest power.
After multiplying the polynomial P ε by the factor pεαhqN´n and taking Lemma 3.10 (i) into account,
we split the sum in (3.38) up into three parts to get the representation
pεαhqN´nP εpλq “
ÿ
piPΠ0
sgnppiqp´1qf0ppiq
nź
i“1
a
ε
mi,pimi
pλq
`
ÿ
piPΠ0
sgnppiqp´1qf0ppiq
´N´n´1ÿ
l“0
β
ε
l,0,pipλqpε
α
hqN´n´l
¯ nź
i“1
a
ε
mi,pimi
pλq
`
N´nÿ
p“1
ÿ
piPΠp
sgnppiqp´1qfpppiq
´N´n´pÿ
l“0
β
ε
l,p,pipλqpε
α
hqN´n´l
¯ ź
xPS3ppiq
a
ε
x,pix .
(3.40)
Let us continue the investigation of the permutations.
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Lemma 3.11. Fix pi P Π0 such that pimi P Si for every 1 ď i ď n. Then
sgnppiqp´1qf0ppiq “ p´1qN´n. (3.41)
Proof. Fix 1 ď i ď n and let pimi “ yi P Si. From this condition and from the definition of Π0 it follows
that for every x P Si we have pix P Si. Hence, we can write pi as a product of n disjoint permutation
cycles
pi “ ξ1 ¨ . . . ¨ ξn, (3.42)
where each cycle ξi acts only on Si. Define ki “ kpyiq ě 0 as the number of steps the deterministic
motion needs to reach mi if started in yi (see the proof of Lemma 3.7). Then we can write each cycle ξi
as
ξi “
#
yi ÞÑ Tyi ÞÑ ¨ ¨ ¨ ÞÑ T
ki´1yi ÞÑ mi ÞÑ yi, ki ě 1,
mi ÞÑ mi, ki “ 0.
(3.43)
If case ki “ 0 then pi acts as identity in Si, i.e. pix “ x for all x P Si. For the consistency of notation in
this case, however, we do not omit the identity cycle ξi having in mind that the sign of an identity cycle
is 1. Let |ξi| denote the length of the i-th cycle. Then |ξi| “ ki ` 1 and
sgnppiq “ p´1q|ξ1|´1 ¨ . . . ¨ p´1q|ξn|´1 “ p´1q
řn
i“1 ki . (3.44)
On the other hand, from the definition of f0 it follows that
f0ppiq “
nÿ
i“1
p|Si| ´ pki ` 1qq “ N ´ n´
nÿ
i“1
ki (3.45)
which proves the claim.
We construct a further decomposition of the set Π0. Let Sn denote the set of all permutations
σ : t1, . . . , nu Ñ t1, . . . , nu and set
Πpσq :“ tpi P Π0 : pimi P Sσi , 1 ď i ď nu. (3.46)
Then it is easy to see that
Π0 “
ğ
σPSn
Πpσq. (3.47)
Lemma 3.12. Let σ P Sn. Then, for every pi P Πpσq
sgnpσqp´1qN´n “ sgnppiqp´1qf0ppiq. (3.48)
Proof. Let σ “ ζ1 ¨ . . . ¨ ζL be a representation of σ as a product of 1 ď L ď n disjoint cycles. In
particular, |ζ1| ` ¨ ¨ ¨ ` |ζL| “ n.
From the definition of Πpσq it follows that there exists a collection of states py1, . . . , ynq P Tn such
that
pim1 “ yσ1 P Sσ1 , . . . , pimn “ yσn P Sσn . (3.49)
Now, every pi P Π0 can be written as a composition pi “ piσ ˝ p˜i where p˜i P Π0 such that p˜imi P Si
and where piσ only acts on the states y1 “ p˜im1 , . . . , yn “ p˜imn according to the permutation σ. So let
σpy1, . . . , ynq denote a cycle representation of piσ. With the notations introduced in the previous lemmas
we then can write pi as
pi “ σpy1, . . . , ynq
´
m1 ÞÑ y1 ÞÑ ¨ ¨ ¨ ÞÑ T
k1´1y1
¯
¨ . . . ¨
´
mn ÞÑ yn ÞÑ ¨ ¨ ¨ ÞÑ T
kn´1yn
¯
. (3.50)
Keep in mind that the numbers ki also depend on yi and that one always has T
kiyi “ mi. Since
f0 does not take m1, . . . ,mn into account we have f0ppiq “ f0pp˜iq. Combining that with the equality
sgnpσq “ sgnppiσq and Lemma 3.12 yields
sgnppiqp´1qf0ppiq “ sgnppiσq sgnpp˜iqp´1q
f0pp˜iq “ sgnpσqp´1qN´n. (3.51)
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Lemma 3.11 allows us to rewrite the first summand in (3.40) as
ÿ
piPΠ0
sgnppiqp´1qf0ppiq
nź
i“1
a
ε
mi,pimi
pλq “
ÿ
σPSn
ÿ
piPΠpσq
sgnppiqp´1qf0ppiq
nź
i“1
a
ε
mi,pimi
pλq
“
ÿ
σPSn
sgnpσqp´1qN´n
ÿ
piPΠpσq
nź
i“1
a
ε
mi,pimi
pλq
“ p´1qN´n
ÿ
σPSn
sgnpσq
ÿ
y1PSσ1
¨ ¨ ¨
ÿ
ynPSσn
nź
i“1
a
ε
mi,yi
pλq
“ p´1qN´n
ÿ
σPSn
sgnpσq
nź
i“1
ÿ
yPSσi
a
ε
mi,y
pλq.
(3.52)
This representation makes clear why we also included the term p´1qN´n into the normalization factor
for P ε in Proposition 3.5.
The next lemma provides us with the crucial estimate.
Lemma 3.13. There exist constants ε0 ą 0 and C˜ “ C˜ph, δ,R, α, nq ą 1 such that for every λ P C and
every 0 ă ε ă ε0
ˇˇˇ ÿ
σPSn
sgnpσq
nź
i“1
ÿ
yPSσi
a
ε
mi,y
pλq ´
ÿ
σPSn
sgnpσq
nź
i“1
a
Q
i,σi
pλq
ˇˇˇ
ď C˜pC˜ ` |λ|qn´1εα. (3.53)
Proof. First we need a generalization of the binomial formula that can be easily derived by a straight-
forward calculation. Fix numbers c1, . . . , cn, d1, . . . , dn P R. Then
nź
i“1
pci ` diq “
nÿ
i“0
Gi (3.54)
where
G0 “
nź
l“1
dl and Gi “
ÿ
1ďj1ă...ăjiďn
ź
kPtj1,...,jiu
ck
ź
lPt1,...,nu
lRtj1,...,jiu
dl. (3.55)
Now, abbreviate the left hand side of (3.53) with (LHS). We apply (3.54) with ci “
ř
yPSσi
aεmi,ypλq ´
a
Q
i,σi
pλq and di “ a
Q
i,σi
pλq to obtain
(LHS) ď
ÿ
σPSn
ˇˇˇ
ˇˇ nź
i“1
˜ ÿ
yPSσi
a
ε
mi,y
pλq ´ aQi,σipλq ` a
Q
i,σi
pλq
¸
´
nź
i“1
a
Q
i,σi
pλq
ˇˇˇ
ˇˇ
“
ÿ
σPSn
ˇˇˇ
ˇˇ nź
i“1
ci `
n´1ÿ
i“1
ÿ
1ďj1ă...ăjiďn
ź
kPtj1,...,jiu
ck
ź
lPt1,...,nu
lRtj1,...,jiu
dl
ˇˇˇ
ˇˇ
ď
ÿ
σPSn
nź
i“1
ˇˇˇ
ˇˇ ÿ
yPSσi
a
ε
mi,y
pλq ´ aQi,σipλq
ˇˇˇ
ˇˇ`
ÿ
σPSn
n´1ÿ
i“1
ÿ
1ďj1ă...ăjiďn
ź
kPtj1,...,jiu
ˇˇˇ
ˇˇ ÿ
yPSσk
a
ε
mk,y
pλq ´ aQk,σkpλq
ˇˇˇ
ˇˇ ź
lPt1,...,nu
lRtj1,...,jiu
ˇˇˇ
a
Q
l,σl
pλq
ˇˇˇ
l jh n
p˚q
.
(3.56)
Since each row sum of Pε ´ IN is equal to 0, we have for every x P S
ÿ
yPSi
pPε ´ IN qx,y “ ´
nÿ
j“1
j‰i
ÿ
yPSj
pPε ´ IN qx,y. (3.57)
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For σ P Sn define F pσq :“ t1 ď i ď n : σi “ iu as the set of all the fixed points of σ. Then, with the
help of Lemma 3.3 we derive for some constant C ą 0
ÿ
σPSn
nź
i“1
ˇˇˇ
ˇˇ ÿ
yPSσi
a
ε
mi,y
pλq ´ aQi,σipλq
ˇˇˇ
ˇˇ
“
ÿ
σPSn
«
nź
i“1
iRF pσq
ˇˇˇ
ˇˇ ÿ
yPSσi
a
ε
mi,y
´ aQi,σi
ˇˇˇ
ˇˇ ¨ nź
i“1
iPF pσq
ˇˇˇ
ˇˇ´ nÿ
j“1
j‰i
ÿ
yPSj
a
ε
mi,y
´ λ´
˜
´
nÿ
j“1
j‰i
qi,j ´ λ
¸ˇˇˇ
ˇˇ
ff
“
ÿ
σPSn
«
nź
i“1
iRF pσq
ˇˇˇ
ˇˇ ÿ
yPSσi
1
εαh
p
ε
mi,y
´ qi,σi
ˇˇˇ
ˇˇ ¨ nź
i“1
iPF pσq
ˇˇˇ
ˇˇ´ nÿ
j“1
j‰i
ÿ
yPSj
1
εαh
p
ε
mi,y
`
nÿ
j“1
j‰i
qi,j
ˇˇˇ
ˇˇ
ff
ď
ÿ
σPSn
pCεαqn´|F pσq| pnCεαq|F pσq|
ď n! pnCεαqn .
(3.58)
Similarly one can estimate the expression p˚q in (3.56) as follows:
p˚q ď
ź
kPtj1,...,jiu
kRF pσq
ˇˇˇ ÿ
yPSk
1
εαh
p
ε
mk,y
´ qk,σk
ˇˇˇ
¨
ź
lPt1,...,nu
lRtj1,...,jiu
lRF pσq
|ql,σl |
¨
ź
kPtj1,...,jiu
kPF pσq
ˇˇˇ
´
ÿ
s‰k
ÿ
yPSs
1
εαh
p
ε
mk,y
`
ÿ
s‰k
qk,s
ˇˇˇ
¨
ź
lPt1,...,nu
lRtj1,...,jiu
lRF pσq
|ql,l ´ λ|
ď pCεαq|tkPtj1,...,jiu : σk‰k|pnCεαq|tkPtj1,...,jiu : σk“ku|
ˆ p}Q}8q
tkPt1,...,nuztj1 ,...,jiu : σk‰kup}Q}8 ` |λ|q
tkPt1,...,nuztj1,...,jiu : σk“ku
ď pnCεαqip}Q}8 ` |λ|q
n´i
.
(3.59)
We finish the proof by continuing in (3.56):
(LHS) ď n! ¨ pnCεαqn ` n!
n´1ÿ
i“1
˜
n
i
¸
pnCεαqip}Q}8 ` |λ|q
n´i ď C˜ max
1ďkďn´1
p}Q}8 ` |λ|q
k
ε
α
. (3.60)
Assigning C˜ to be the maximum of C˜ and 1` }Q}8 yields the result.
We now complete the proof of Proposition 3.5.
Proof of Proposition 3.5. First, we combine the equations (3.40) and (3.52) to obtain
p´εαhqN´nP εpλq “
ÿ
σPSn
sgnpσq
nź
i“1
ÿ
yPSσi
a
ε
mi,y
` p´1qN´n
ÿ
piPΠ0
sgnppiqp´1qf0ppiq
´N´n´1ÿ
l“0
β
ε
l,0,pipλqpε
α
hqN´n´l
¯ nź
i“1
a
ε
mi,pimi
pλq
` p´1qN´n
N´nÿ
p“1
ÿ
piPΠp
sgnppiqp´1qfpppiq
´N´n´pÿ
l“0
β
ε
l,p,pipλqpε
α
hqN´n´l
¯ ź
xPS3ppiq
a
ε
x,pix .
(3.61)
An application of Lemma 3.13 then yieldsˇˇˇ
p´εαhqN´nP εpλq ´ PQpλq
ˇˇˇ
ď C˜pC˜ ` |λ|qn´1εα
`
ÿ
piPΠ0
ˇˇˇN´n´1ÿ
l“0
β
ε
l,0,pipλqpε
α
hqN´n´l
nź
i“1
a
ε
mi,pimi
pλq
ˇˇˇ
`
N´nÿ
p“1
ÿ
piPΠp
ˇˇˇN´n´pÿ
l“0
β
ε
l,p,pipλqpε
α
hqN´n´l
ź
xPS3ppiq
a
ε
x,pix
ˇˇˇ
.
(3.62)
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We have to estimate the second and third summand. For this let us use Lemma 3.10 to renumber the
states of S1ppiq and S2ppiq such that S1ppiq “ tx1, . . . , xfpppiqu and S
2ppiq “ txfpppiq`1, . . . , xN´n´pu.
Then, from (3.39) it is easy to see that the numbers βεl,p,pipλq are polynomials in λ of degree |S
1ppiq| “
fpppiq. Expanding them with respect to λ yields for l “ 0
β
ε
0,p,pipλq “
fpppiqź
ν“1
pλ´ a˜εxν ,xν q ¨
N´n´pź
ν“fpppiq`1
p´a˜εxν ,xν q (3.63)
as well as for 1 ď l ď N ´ n´ p
β
ε
l,p,pipλq “
ÿ
1ďµ1ă¨¨¨ăµlďN´n´p
˜
fpppiqź
ν“1
νRtµ1,...,µlu
pλ´ aεxν ,xν q ¨
N´n´pź
ν“fpppiq`1
νRtµ1,...,µlu
p´a˜εxν,xν q
¸
. (3.64)
Then, by Lemma 3.2 and Lemma 3.1 we can find a constant c “ cpα, h, δ,Rq such that for 0 ă ε ă ε0
|βε0,p,pipλq| “
fpppiqź
ν“1
|λ ´ a˜εxν ,xν | ¨
N´n´pź
ν“fpppiq`1
|a˜εxν ,xν | “
fpppiqź
ν“1
ˇˇˇ
λ`
Nÿ
κ“1
κ‰ν
a˜
ε
xκ,xκ
ˇˇˇ
¨
N´n´pź
ν“fpppiq`1
|a˜εxν ,xν |
ď
´ fpppiqź
ν“1
p|λ| `Ncq
¯
pcqN´n´p´fpppiq
ď p|λ| `NcqfpppiqpcqN´n´p´fpppiq
ď p|λ| `NcqN´n´p
(3.65)
and similarly
|βεl,p,pipλq| ď N !p|λ| `Ncq
N´n´p´l
, 1 ď l ď N ´ n´ p. (3.66)
Also, note that for pi P Πp we have |S
3ppiq| “ n` p. Thenˇˇˇ ź
xPS3ppiq
a
ε
x,pixpλq
ˇˇˇ
“
ź
xPS3ppiq
pix“x
|λ` a˜εx,x|
ź
xPS3ppiq
pix‰x
|aεx,pix | ď p|λ| `Ncq
n`p
. (3.67)
We finish the proof by continuing in (3.62) for sufficiently small ε and C big enoughˇˇˇ
p´εαhqN´nP εpλq ´ PQpλq
ˇˇˇ
ď C˜pC˜ ` |λ|qn´1εα
` p|λ| `Ncqn
ÿ
piPΠ0
N´n´1ÿ
l“0
N !p|λ| `NcqN´n´lpεαhqN´n´l
`
N´nÿ
p“1
p|λ| `Ncqn`p
ÿ
piPΠp
N´n´pÿ
l“0
N !p|λ| `NcqN´n´p´lpεαhqN´n´l
ď C˜pC˜ ` |λ|qn´1εα
` p|λ| `NcqnpN !q2
” 8ÿ
l“0
p|λ| `Ncqlpεαhql ´ 1
ı
` p|λ| `NcqnpN ´ nqpN !q2
” 8ÿ
l“0
p|λ| `Ncqlpεαhql ´ 1
ı
ď C˜pC˜ ` |λ|qn´1εα ` 2p|λ| `Ncqn`1pN !q2εαh` 2p|λ| `Ncqn`1pN ´ nqpN !q2εαh
ď CpC ` |λ|qn`1εα.
(3.68)
l
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4 Eigenvectors. Proof of Theorem 2.4
For the investigation of the eigenvectors we will use some facts presented in [20] where the author
considered the spectrum of the unscaled matrix IN ´ P
ε. Let λ˜i “ ´ε
αhλεi , 1 ď i ď N , be the
eigenvalues of this matrix. Of course, the eigenspaces of Qε and IN ´P
ε coincide and Theorem 2.3 (i)
and Proposition 3.4 imply that
λ˜
ε
1 “ 0, λ˜
ε
i “ Opε
αq, 2 ď i ď n, and Re λ˜εi ě 0, 1 ď i ď n. (4.1)
The proof of Theorem 2.4 needs some preparations. For a given subset I Ă S consider the first hitting
time of I ,
σ
ε
I :“ inftk ě 0: Z
ε
k P Iu, (4.2)
and, for convenience, the first return time to I ,
τ
ε
I :“ inftk ě 1: Z
ε
k P Iu. (4.3)
For u P C, x P S and I, J Ă S consider the conditional Laplace transforms
G
x,ε
I,J puq :“ Ex
”
euτ
ε
I 1tτε
I
ďτε
J
u
ı
(4.4)
and
K
x,ε
I,J puq :“ Ex
”
euσ
ε
I1tσε
I
ďσε
J
u
ı
. (4.5)
These expressions are finite for every u P C such that Reu ď 0 but they can be infinite if the real part
of u is positive. We will discuss the finiteness of these Laplace transforms for certain special cases later.
Since for any initial state x P SzI we have the equality σεI “ τ
ε
I , it follows that
K
x,ε
I,J puq “
$’&
’%
G
x,ε
I,Jpuq, x R I Y J,
1, x P I,
0, x P JzI.
(4.6)
In the following lemma we will prove another useful relation between these two functions (see Section 2
in [20]).
Lemma 4.1. Fix an arbitrary x P S, subsets I, J Ă S and u P C such that Gx,εI,J puq is finite. Then
eu
ÿ
yPS
p
ε
x,yK
y,ε
I,J puq “ G
x,ε
I,J puq. (4.7)
Proof. An application of the strong Markov property yields
G
x,ε
I,J puq “ Ex
”
euτ
ε
I 1tτεIďτ
ε
Ju
ı
“
ÿ
yPS
Ex
”
eup1`σ
ε
I q1t1`σεIď1`σ
ε
Ju
|Zε1 “ y
ı
PxpZ
ε
1 “ yq
“ eu
ÿ
yPS
p
ε
x,yK
y,ε
I,J puq.
(4.8)
Now let us introduce the following quantities. Define Tmax P N to be the maximal number of steps
the deterministic motion Z0 needs to reach M when starting somewhere in S ,
T
max “ max
xPS
mintk ě 1: Z0kpxq PMu. (4.9)
Recall the definitions of the interval boundaries ay and by of Iy and of the state y
˚pxq for a given x P S
and define
D :“ Dph, δq :“ min
xPS
dist
´
x´ hU 1pxq, ray˚pxq, by˚pxqs
¯
. (4.10)
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This quantity gives the minimal distance which the deterministic motion has to the interval boundaries
after one time step and is crucial when it comes to comparing the trajectories of Z0 and Zε. In particular,
(3.5) implies that
min
xPS
PxpZ
0
1 ‰ Z
ε
1q “ 1´ PxpZ
0
1 “ Z
ε
1q “ 1´ PxpZ
ε
1 “ y
˚pxqq “ pεx,y˚pxq ě ε
α
hD
´α
. (4.11)
We denote pε :“ εαhD´α, pε “ Opεαq as εÑ 0.
We are interested in the radius of convergence of the Laplace transforms Gx,εI,J and K
x,ε
I,J in dependence
on ε and for the case I, J Ă M. For this let
u
ε
M :“ sup
!
u ě 0: Gx,ε
M,Mpuq “ Exe
uτε
M ă 8 for all x P S
)
. (4.12)
Obviously, for u ě 0 and I Ă M one always has Gx,εI,Mpuq ď G
x,ε
M,Mpuq so we can immediately conclude
G
x,ε
I,Mpuq ă 8 for every u P C with 0 ď Reu ă u
ε
M.
Proposition 4.2. We have
lim
εÑ0
u
ε
M “ 8. (4.13)
Proof. Consider k ě 1 such that Tmax ` 1 ď k ď 2Tmax. The occurrence of the event tτ εM “ ku implies
that the Markov chain Zε did not follow the deterministic motion Z0 at at least one step on the time
interval r0, ks, namely
tτ εM “ ku Ď tZ
ε
l ‰ Z
0
l for at least one 1 ď l ď ku. (4.14)
Similarly, for 2Tmax`1 ď k ď 3Tmax the occurrence of tτ εM “ ku implies that such a deviation happened
at least twice and so forth. Hence, for µ P N and µTmax ` 1 ď k ď pµ` 1qTmax one has
tτ εM “ ku Ď tZ
ε
l ‰ Z
0
l for at least µ time instants tl1, . . . , lµu Ă t1, . . . , kuu. (4.15)
Therefore for all x P S , µ P N and µTmax ` 1 ď k ď pµ ` 1qTmax we find with the help of the Markov
property that
Pxpτ
ε
M “ kq ď Px
´
Z
ε
l ‰ Z
0
l for at least µ time instants tl1, . . . , lµu Ă t1, . . . , ku
¯
ď Px
´
Z
ε
l ‰ Z
0
l for at least µ time instants tl1, . . . , lµu Ă t1, . . . , pµ` 1qT
maxu
¯
ď
pµ`1qTmaxÿ
l“µ
˜
pµ` 1qTmax
l
¸
ppεql.
(4.16)
We apply the well known estimate for the binomial coefficient
`
n
k
˘
ď pne
k
qk, n ě 1, 1 ď k ď n, and the
bound µ ď l ď pµ` 1qTmax to get the estimate˜
pµ` 1qTmax
l
¸
ď C1K
µ
. (4.17)
for some constants C1 ą 0 and K ą 1. Then for some constant C2 ą 0:
Pxpτ
ε
M “ kq ď C1
´
pµ` 1qTmax ´ µ` 1
¯
K
µppεqµ ď C2µpKp
εqµ. (4.18)
For any u ě 0 we set C3 “
řTmax
k“1 e
uk
Pxpτ
ε
M “ kq and obtain
Exe
uτε
M “
8ÿ
k“1
eukPxpτ
ε
M “ kq
“ C3 `
8ÿ
µ“1
pµ`1qTmaxÿ
k“µTmax`1
eukPxpτ
ε
M “ kq
ď C3 ` C4
8ÿ
µ“1
eupµ`1qT
max
µpKpεqµ.
(4.19)
This series converges if euT
max
Kpε ă 1 or, equivalently, if u ă 1
Tmax
lnp 1
pε
q ´ lnpKq. The claim of the
proposition follows from the fact that pε is of order Opεαq.
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From this proposition it follows that for a fixed u0 ą 0 one can always choose ε small enough such
that u0 ď u
ε
M and therefore we can immediately deduce the following corollary that will provide us with
an approximation of Gx,εI,J puq with respect to u in a neighbourhood of 0.
Corollary 4.3. Fix u0 ą 0 and ε0 ą 0 such that u0 ď u
ε
M and 0 ă ε ă ε0. Let x P S and I ĎM. Then
there exists a constant L ą 0, which can be chosen independently of ε and x, such that for every u ď u0ˇˇ
G
x,ε
I,Mpuq ´G
x,ε
I,Mp0q
ˇˇ
ď L ¨ |u|. (4.20)
Proof. The choice of ε guarantees that Gx,εI,Mpuq is finite for u ď u0. We then use the Taylor expansion
and obtain
|Gx,εI,Mpuq ´G
x,ε
I,Mp0q| ď
8ÿ
n“1
1
n!
ˇˇˇdnGx,εI,Mp0q
dun
ˇˇˇ
¨ |u|n. (4.21)
We have to estimate the expressions
d
nG
x,ε
I,M
puq
dun
ˇˇˇ
u“0
in the limit of small ε. An easy calculation yields
ˇˇˇdnGx,εI,Mp0q
dun
ˇˇˇ
“
8ÿ
k“1
ˇˇˇ dn
dun
euk
ˇˇˇ
u“0
¨ Pxpτ
ε
I “ k ď τ
ε
Mq
“
8ÿ
k“1
k
n
Pxpτ
ε
I “ k ď τ
ε
Mq
ď
8ÿ
k“1
k
n
Pxpk ď τ
ε
Mq
“
8ÿ
k“1
k
n
8ÿ
l“k
Pxpτ
ε
M “ lq.
(4.22)
We proceed with similar arguments and the same constants C2 and K as in the proof of Proposition 4.2.
For a given k ě 1 let µk P N be defined by the relation µkT
max ` 1 ď k ď pµk ` 1qT
max. Then,
8ÿ
k“1
k
n
8ÿ
l“k
Pxpτ
ε
M “ lq ď
8ÿ
k“1
k
n
8ÿ
µ“µk
pµ`1qTmaxÿ
l“µTmax`1
Pxpτ
ε
M “ lq
ď
8ÿ
k“1
k
n
8ÿ
µ“µk
C2µpKp
εqµ
ď C3
8ÿ
k“1
k
n
8ÿ
µ“µk
p2Kpεqµ
“
C3
1´ 2Kpε
8ÿ
k“1
k
np2Kpεqµk .
(4.23)
We note that µk ď
k´1
Tmax
, abbreviate rε :“ p2Kpεq
1
Tmax , choose ε small enough such that rεe
u0 ă 1{2
and find yet another constant C4 ą 0 such that
|Gx,εI,Mpuq ´G
x,ε
I,Mp0q| ď C4
8ÿ
n“1
|u|n
n!
8ÿ
k“0
k
nprεqk “ C4
8ÿ
k“0
prεqkpek|u| ´ 1q
“ C4
rεpe|u| ´ 1q
p1´ rεqp1´ rεe|u|q
ď L|u|
(4.24)
with a certain constant L ą 0.
Lemma 4.4. Let A be a nˆn matrix such that 0 P σpAq and eigenspace corresponding to the eigenvalue
0 be one-dimensional. Let ψ be an eigenvector normalized such that }ψ}8 :“ max1ďjďn |ψj | “ 1.
Furthermore, let ρpεq, ε ą 0, be a sequence of vectors such that limεÑ0 }ρpεq}8 “ 0 and assume that
for every ε ą 0 the equation Ax “ ρpεq possesses a solution x “ ψpεq such that }ψpεq}8 “ 1. Then
limεÑ0 }ψpεq ´ψ}8 “ 0.
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Proof. The matrix A defines a linear mapping from Rn to Rn. Let E1 :“ kerpAq and E2 :“ impAq
such that Rn “ E1 ‘ E2. Then it is easy to see that the restriction A2 :“ A|E2 of A on E2 a bijection
from E2 onto E2. Indeed, since every x P R
n such that Ax “ 0 is an element of E1 we can deduce that
kerpA2q “ 0 and hence A is injective. We also know that for every x P E2, we can find y “ y1 ` y2,
y1 P E1, y2 P E2 such that x “ Ay “ Ay2 “ A2y2 which implies the surjectivity.
Now let ψpεq be the normalized solution to Aψpεq “ ρpεq. We then can write ψpεq “ tpεq ` upεq
for certain tpεq P E1 and upεq P E2. Hence Aupεq “ ρpεq. Since A is invertible on E2 and pAq
´1|E2 “
pA2q|E2 we can write upεq “ pA2q
´1ρpεq and therefore }ψpεq ´ tpεq}8 “ }upεq}8 Ñ 0 as ε Ñ 0. Since
tpεq P E1 “ taψ : a P Ru we can conclude by the normalization condition on ψpεq that }ψpεq´ψ}8 Ñ 0
what finishes the proof.
Now we are able to finish the proof of Theorem 2.4.
Proof of Theorem 2.4:
For i ď 2 ď n, let uεi be defined by λ˜
ε
i “ 1 ´ e
´uεi . By (4.1) it follows that limεÑ0 u
ε
i “ 0. We use a
convenient representation of the eigenvectors of IN ´ P
ε obtained in [20, Lemma 4.1]. Namely, for any
ε ą 0, applying this lemma with I “ H, J “ M we get that there is a non-zero vector pψε,im1 , . . . , ψ
ε,i
mnq
such that the eigenvector of IN ´P
ε is expressed in terms of the Laplace transforms Kx,ε
mj ,M
as
ψ
ε,i
x “
nÿ
j“1
ψ
ε,i
mj
K
x,ε
mj ,M
puεi q, x P S . (4.25)
For definiteness let us normalize max1ďjďn |ψ
ε,i
mj
| “ 1. Expanding the functions u ÞÑ Kpuq with the help
of Corollary 4.3 we get
K
x,ε
mj ,M
puεi q “
$’&
’’%
1, x “ mj ,
Px
´
σεmj ď σ
ε
M
¯
` bx,mj pεq, x P Ωj , x ‰ mj ,
Px
´
σεmk ď σ
ε
M
¯
` bx,mkpεq, x P Ωk, k ‰ j,
(4.26)
where maxx,k |bx,mk pεq| “ Opε
αq. For x P Ωj we also have
lim
εÑ0
Px
´
σ
ε
mj
ď σεM
¯
“ 1 as well as lim
εÑ0
Px
´
σ
ε
mk
ď σεM
¯
“ 0, k ‰ j. (4.27)
Recall that ψε,i satisfies the eigenvalue equation Aεpλεi qψ
ε,i “ 0. From this system, let us single out n
equations indexed by m1, . . . ,mn:
nÿ
j“1
ψ
ε,i
mj
ÿ
yPS
pAεpλεi qqmk,y ¨
´
Py
´
σ
ε
mj
ď σεM
¯
` by,mj pεq
¯
“ 0, k “ 1, . . . , n. (4.28)
Abbreviate AQpλq :“ Q´ λIn and recall the following limits:
lim
εÑ0
ÿ
yPSj
pAεpλqqmk,y “ pA
Qpλqqk,j , j “ 1, . . . , n,
lim
εÑ0
ε
α
hλ
ε
i “ λ
Q
i .
(4.29)
Thus we can denote
ρ
i
kpεq “
nÿ
j“1
pAQpλQi qqk,jψ
ε,i
mj
, k “ 1, . . . , n. (4.30)
where maxk |ρ
i
kpεq| Ñ 0 as εÑ 0. Recall that the eigenspace of λ
Q
i is one dimensional and apply Lemma
4.4. That proves the assertion of the theorem. l
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