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Restoring geometrical optics near caustics using sequenced metaplectic transforms
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Geometrical optics (GO) is often used to model wave propagation in weakly inhomogeneous media
and quantum-particle motion in the semiclassical limit. However, GO predicts spurious singularities
of the wavefield near reflection points and, more generally, at caustics. We present a new formulation
of GO, called metaplectic geometrical optics (MGO), that is free from these singularities and can be
applied to any linear wave equation. MGO uses sequenced metaplectic transforms of the wavefield,
corresponding to symplectic transformations of the ray phase space, such that caustics disappear in
the new variables, and GO is reinstated. The Airy problem and the quantum harmonic oscillator are
described analytically using MGO for illustration. In both cases, the MGO solutions are remarkably
close to the exact solutions and remain finite at cutoffs, unlike the usual GO solutions.
I. INTRODUCTION
The geometrical-optics (GO) approximation, some-
times called the Wentzel–Kramers–Brillouin (WKB) ap-
proximation, is commonly used to model wave propaga-
tion in weakly inhomogeneous media, a special case be-
ing the semiclassical motion of quantum particles [1–4].
It is applicable when, loosely speaking, kL ≫ 1, where
k is the local wavenumber and L is the smallest scale
among those that characterize the local properties of the
medium, the wave envelope, and k itself. However, even
for initially smooth fields, GO often predicts the appear-
ance of caustics, where kL → 0. Examples of simple
caustics include cutoffs (where k → 0) and focal points
(where L→ 0). The GO wavefield has spurious singular-
ities at caustics, which is an issue for many applications
of GO, such as calculating scattering cross sections [5, 6]
and modeling thermonuclear fusion experiments [7–10].
Hence, developing reduced models for handling caustics
is an important practical problem.
In some cases, this problem is solved by locally re-
ducing a given wave equation to a simpler one with a
known solution, such as Airy’s equation [11–13]. In other
cases, cutoffs are modeled as discrete interfaces, such
as in specular-reflection or perfect-conductor approxima-
tions [14–16]. However, such approaches assume that the
spatial structure of the caustic is known a priori, which
is not often the case. A more fundamental description of
caustics was developed by Maslov [17] based on geomet-
rical properties of GO solutions in the ray phase space.
By occasionally rotating the phase space by π/2 using
the Fourier transform in one or more spatial variables,
one can remove a caustic and locally reinstate GO. Still,
this approach is inconvenient for simulations because the
rotation points have to be introduced ad hoc, requiring
the simulations to be supervised. (Maslov’s approach is
discussed in more detail in Sec. II C.) Improvements have
been made in the specific context of the Helmholtz equa-
tion [18] and in wavepacket propagation [8, 19, 20], but
not in the general case.
Here, we propose an alternate formulation of GO that
can handle caustics without encountering these issues.
We use the same general idea as in Maslov’s method;
however, instead of rotating the phase space by π/2 at
select locations, we rotate the phase space continually
along a GO ray. This is accomplished with the meta-
plectic transform (MT) [19, 21], or more precisely, the
near-identity metaplectic transform (NIMT) [22]. Impor-
tantly, we assume neither the caustic structure nor a spe-
cific wave equation. Using the Weyl symbol calculus [4],
we formulate this procedure for any linear wave, in-
cluding those governed by integro-differential equations.
Hence, our approach can be useful for a wide variety of
applications, such as in optics and in plasma physics.
This paper is organized as follows. In Sec. II, we review
the basic equations of GO and introduce caustics. We
also discuss Maslov’s method in more detail. In Sec. III,
our new approach, called metaplectic GO or MGO, is
derived. Subsidiary results include an algorithm to ex-
plicitly construct the rotation matrices that our method
employs and also the GO equations in an arbitrarily ro-
tated phase space. In Sec. IV, we discuss two examples
of one-dimensional (1-D) waves governed by Airy’s equa-
tion and by Weber’s equation. We study these systems
analytically and show that MGO yields an accurate ap-
proximation at all locations, including near the cutoffs.
In Sec. V, we summarize our main conclusions. Auxiliary
calculations are presented in appendices.
II. GEOMETRICAL OPTICS AND ITS
BREAKDOWN NEAR CAUSTICS
A. The geometrical-optics equations
Consider an undriven linear scalar wave equation on an
N -D configuration space with coordinates q, or q-space,
which is assumed to be Euclidean1. In general, such an
1 A generalization to a non-Euclidean space can be done using the
machinery described in Ref. [23].
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equation can be written as∫
dq′D(q,q′)ψ(q′) = 0 , (1)
where ψ(q) is the wavefield on q, and D(q,q′) is some
dispersion kernel. Through use of Dirac δ-functions,
Eq. (1) can describe local differential wave equations (but
it can also describe integro-differential wave equations
such as those common in plasma physics [4]). For exam-
ple, choosing D(q,q′) = ∇′2δ(q′ − q) + n2(q′)δ(q′ − q)
leads to the Helmholtz equation with a spatially varying
index of refraction n(q). Here, ∇ and ∇′ are the gradient
with respect to q and q′ respectively.
Let us introduce2 a Hilbert space of state vectors |ψ〉
such that ψ(q) is the projection of a given |ψ〉 onto the
eigenbasis {|q〉} of the coordinate operator qˆ. We adopt
the usual normalization such that∫
dq |q〉〈q| = 1ˆ , (2)
where 1ˆ is the identity operator. Then,
ψ(q)
.
= 〈q|ψ〉 , (3)
where the symbol
.
= denotes definitions. We define qˆ
through its action on the Hilbert space as qˆ|q′〉 = q′|q′〉,
or equivalently, through its matrix elements
〈q|qˆ|q′〉 = q′δ(q′ − q) . (4)
The canonically conjugate momentum operator pˆ is sim-
ilarly defined through its matrix elements as
〈q|pˆ|q′〉 = i∇′δ(q′ − q) . (5)
Let us further define the dispersion operator Dˆ through
its matrix elements 〈q|Dˆ|q′〉 = D(q,q′). Then, Eq. (1)
can be represented as
Dˆ(qˆ, pˆ)|ψ〉 = |0〉 , (6)
with Eq. (1) being simply the projection of Eq. (6) onto
the coordinate eigenbasis. (Here, |0〉 is the null vector.)
Note that Dˆ is expressed as a function of qˆ and pˆ. When
the dispersion kernel D(q,q′) describes a local differen-
tial wave equation, the construction of Dˆ(qˆ, pˆ) is trivial.
For example, the aforementioned Helmholtz equation has
Dˆ(qˆ, pˆ) = −pˆ2 + n2(qˆ). However, constructing Dˆ(qˆ, pˆ)
for integro-differential wave equations requires a pseudo-
differential representation of D(q,q′). Such a represen-
tation can be obtained using the Weyl symbol calculus,
which we shall introduce momentarily.
GO is the asymptotic model of Eq. (6) for the short-
wavelength limit (Sec. I). In this limit, the wavefield can
2 Here, we use the bra-ket notation that is standard in quantum
mechanics and optics [24].
be partitioned into a rapidly varying phase and a slowly
varying envelope. Following Ref. [23], we define the en-
velope state vector |φ〉 via the unitary transformation
|φ〉 .= e−iθ(qˆ)|ψ〉 , (7)
where θ(qˆ) is a hermitian operator representing the phase
of ψ(q). Under this transformation, Eq. (6) becomes
e−iθ(qˆ)Dˆ(qˆ, pˆ) eiθ(qˆ)|φ〉 = |0〉 . (8)
We shall now approximate the envelope dispersion op-
erator of Eq. (8) in the GO limit. This is readily accom-
plished using the Weyl symbol calculus, which provides a
mapping between functions and operators [25]. Let A(z)
be a function on classical phase space with coordinates
z
.
= (q,p)⊺. The Weyl transform W maps A(z) to an
operator Aˆ(zˆ) on the Hilbert space as
Aˆ(zˆ) = W [A(z)]
.
=
∫
dz′ dζ
(2π)2N
A(z′)e−iζ⊺Jz′eiζ⊺Jzˆ , (9)
where zˆ
.
= (qˆ, pˆ)⊺ and we have introduced the matrix
J
.
=
(
0N IN
−IN 0N
)
, (10)
with 0N and IN being respectively the N -D null and iden-
tity matrices. (Here, ⊺ denotes the matrix transpose,
which also denotes the scalar dot product for vectors, i.e.,
a⊺b ≡ a·b.) The function A(z) is called the Weyl symbol
of Aˆ(zˆ). The inverse Weyl transform, sometimes called
the Wigner transform, maps operators back to phase-
space functions as
A(z) = W−1 [Aˆ(zˆ)]
.
=
∫
dz′
(2π)N
ei(z
′)
⊺
Jz tr
[
e−i(z
′)
⊺
JzˆAˆ(zˆ)
]
. (11)
The Weyl symbol calculus is reviewed in Appendix A.
With the Weyl symbol calculus, approximating oper-
ators becomes as easy as approximating functions: one
performs a Wigner transform to obtain the operator’s
Weyl symbol, approximates the symbol in the desired
limit using, say, familiar Taylor expansions, then per-
forms a Weyl transform to obtain the correspondingly
approximated operator. As shown in Appendix B, ap-
plying this procedure to Eq. (8) ultimately yields{
D [qˆ,p(qˆ)] + v(qˆ)⊺pˆ− i
2
∂q · v(qˆ)
}
|φ〉 = |0〉 , (12)
where
D(z) .= W−1 [Dˆ(zˆ)] , (13a)
p(q)
.
= ∂qθ(q) , (13b)
v(q)
.
= ∂pD(q,p)|p=p(q) (13c)
2
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are interpreted respectively as the local dispersion rela-
tion, the local wavevector, and the local group velocity.
Importantly, note that
∇× p(q) = 0 . (14)
Projecting Eq. (12) onto q-space then yields the GO
equations,
D [q,p(q)] = 0 , (15a)
v(q)⊺∂qφ(q) +
1
2
[∂q · v(q)] φ(q) = 0 , (15b)
where φ(q)
.
= 〈q|φ〉. Specifically, Eq. (15a) represents
a local dispersion relation, and Eq. (15b) represents an
envelope equation. Note that for vector fields, additional
polarization terms can emerge [23, 26].
B. Ray trajectories and caustics
Equations (15) are commonly solved along the 1-D
characteristic ray trajectories of Eq. (15a). These rays
are described by Hamilton’s equations
∂τ1z = J ∂zD(z) , (16)
where τ1 is some variable used for ray parameterization.
Since the value ofD(z) [Eq. (15a)] and∇×p(q) [Eq. (14)]
are conserved along each ray, the solutions to Eq. (16)
are confined to an N -D surface in the 2N -D phase space
called the dispersion manifold. A parametric representa-
tion of the dispersion manifold is readily obtained by inte-
grating Eq. (16). Indeed, the formal solution to Eq. (16)
can be written as z(τ ), where τ
.
= (τ1, τ⊥) and τ⊥ are
coordinates on the (N − 1)-D sub-surface of initial con-
ditions z0(τ⊥)
.
= z(0, τ⊥).
Importantly, since Eq. (16) is a first-order autonomous
system, rays can never cross in phase space; however,
their projections onto q-space, q(τ ), have no such re-
striction. This can be problematic for the GO model
[Eqs. (15)], which is constructed in q-space using q(τ ).
To see why, let us integrate Eq. (15b) along a ray. The
first term in Eq. (15b) is clearly the directional deriva-
tive of φ along the ray trajectory. Following Ref. [2], the
second term is simplified upon noting that
∂q · v(τ ) = tr [∂qv(τ )] , (17)
where tr denotes the matrix trace and v(τ )
.
= v [q(τ )].
Then, since
∂qv(τ ) = ∂τv(τ ) [∂τq(τ )]
−1
= ∂τ [∂τ1q(τ )] [∂τq(τ )]
−1
= ∂τ1 [∂τq(τ )] [∂τq(τ )]
−1
(18)
by the chain rule, Jacobi’s formula for the derivative of
the matrix determinant implies that
tr [∂qv(τ )] = ∂τ1 log J(τ ) , (19)
q
τ
q3q2q1
1 Ray5 Rays3 Rays1 Ray
FIG. 1: For a continuous function q(τ ), det ∂τq = 0
typically occurs at boundaries between regions where
q(τ ) = q
0
has differing numbers of roots. This is illustrated
above in 1-D, where q′(τ ) = 0 at q1, q2, and q3. An
exception is when det ∂τq = 0 corresponds to a degenerate
saddlepoint (an inflection point in 1-D); however, these
structures are not stable to small perturbations, so they are
not often seen in physical systems.
where J(τ )
.
= det ∂τq(τ ) is the Jacobian determinant of
the ray evolution in q-space, and log(x) is the natural
logarithm.
Hence, Eq. (15b) is written along a ray as
∂τ1φ(τ ) +
1
2
[∂τ1 log J(τ )]φ(τ ) = 0 . (20)
The solution of Eq. (20) is
φ(τ ) = φ0(τ⊥)
√
J0(τ⊥)
J(τ )
, (21)
where φ0(τ⊥)
.
= φ(0, τ⊥) and J0(τ⊥)
.
= J(0, τ⊥) are
set by initial conditions. Clearly, φ(τ ) has singularities
where J(τ ) = 0. These locations are called caustics.
To better understand where and why caustics occur,
let us consider the extended ‘ray parameter’ space (q, τ ).
In this space, the ray trajectories are represented by the
graph τ = τ (q), which is obtained by a formal inver-
sion of q(τ ). The condition J(τ ) = 0 has a geometric
interpretation in this space: J(τ ) = 0 where the projec-
tion of τ (q) onto q-space becomes singular. Importantly,
caustics do not occur every time rays cross in q-space,
but rather, when the number of rays crossing in q-space
changes abruptly. In this sense, caustics appear as topo-
logical boundaries (see Fig. 1).
Since τ are coordinates on the dispersion manifold,
the same geometric interpretation of caustics must hold
3
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in phase space as well. Indeed, since
∂qp(τ ) = ∂τp(τ ) [∂τq(τ )]
−1 , (22)
it follows that
det ∂qp(τ ) =
det ∂τp(τ )
J(τ )
. (23)
Hence, J(τ ) = 0 where the dispersion manifold has a sin-
gular projection onto q-space as well. Formulating caus-
tics as projection singularities in phase space is advanta-
geous because it highlights the arbitrariness in the initial
choice to project Eq. (6) onto q-space. More generally,
a caustic occurs wherever the dispersion manifold has
a singular projection onto the chosen projection plane.
Consequently, caustics can be removed by rotating the
projection plane.
C. Maslov’s method for caustic removal
A popular paradigm for performing such phase-space
rotations is Maslov’s method [17, 27]. This method takes
advantage of the fact that a well-behaved dispersion man-
ifold cannot have a singular projection onto both q-space
and p-space simultaneously. A caustic that appears in
q-space is thus absent in p-space, and vice versa. By re-
peatedly switching between q-space and p-space as caus-
tics are approached, one can construct a GO framework
that does not produce singularities along a given ray.
To illustrate this method qualitatively, let us consider
the dispersion manifold shown in Fig. 2. A q-space caus-
tic occurs at q(τ1), while p-space caustics occur at p(τ2)
and p(τ3). Consider a wave initially located at q(τ0). In
region A, that is, for τ between τ0 and some τa to be spec-
ified momentarily, q-space can be used as the projection
plane. Consequently, the wave envelope is evolved using
Eq. (15b). Near the q-space caustic at q(τ1), however,
Eq. (15b) breaks down and cannot be used. Instead,
the projection plane should be switched from q-space
to p-space prior to encountering the caustic at τ1. The
switching location, τa, must be far enough from q-space
and p-space caustics such that GO is accurate in both
representations near τa, but is otherwise arbitrary.
Next, the wavefield ψ(q) is transformed to its p-space
representation Ψ(p) at τa. This is achieved using the
Fourier transform (FT) subsequently evaluated via the
stationary phase approximation (SPA) [28]. Indeed, since
Ψ(p) =
∫
dq√
2π
ψ(q)e−ipq =
∫
dq√
2π
φ(q)eiθ(q)−ipq , (24)
the phase of the FT integrand is stationary where
∂qθ(q) = p, which is satisfied along the dispersion mani-
fold by definition. When τa is chosen sufficiently far from
both q-space caustics (such that φ is not singular) and
p-space caustics (such that ∂2qθ ≡ ∂qp is nonzero), the
SPA of Eq. (24) is
Ψ [p(τa)] =
ψ [q(τa)]√
∂qp(τa)
ei
pi
4−ip(τa)q(τa) . (25)
q
p
τ0
τA
τ1
τB
τ2
τ3
Region A
Region B
Region C
FIG. 2: A 1-D dispersion manifold with coordinate τ that
exhibits a q-space caustic at τ = τ1 and two p-space caustics
at τ = τ2 and τ = τ3. Region A (τ ≤ τA) is far from the
caustics, so both the q-space and p-space GO solutions are
well-behaved. However, region B (τA < τ < τB) is close to
the q-space caustic, so the q-space GO solution is singular
while the p-space GO solution is well-behaved. Similarly,
region C (τ ≥ τB) is close to the p-space caustics, so the
q-space GO solution is well-behaved while the p-space GO
solution is singular.
Thus, the SPA has the important role in Maslov’s method
of localizing the FT to become a pointwise mapping from
ψ [q(τa)] to Ψ [p(τa)].
Being absent from p-space caustics, Ψ(p) is evolved in
region B from τa to τb using GO formulated in p-space.
We shall derive the GO equations in various projection
planes, including p-space, in the following section; for
the moment, let us simply note that the p-space GO
equations are not obtained by projecting Eq. (12) onto
{|p〉}, but instead, more sophisticated machinery must
be introduced. After propagating Ψ(p) through region B,
the projection plane must be switched back to q-space to
avoid the p-space caustic at p(τ2). This is accomplished
by using the inverse FT evaluated via SPA. Since there
are no remaining q-space caustics, ψ(q) can be evolved
using q-space GO for all subsequent τ > τb.
Maslov’s method has been very successful for the theo-
retical analysis of caustics. However, the lack of rigorous
criteria for choosing when to switch between q-space and
p-space is unsatisfying and can be awkward for practical
calculations. For a code, this selection must be performed
using an external module that supervises the envelope
evaluation, detects when a caustic is becoming ‘close’ us-
ing some ad hoc cost function, then triggers a switch in
representation. A framework that could proceed unsu-
pervised would be more desirable. In the remainder of
the paper, we shall present such a framework.
III. RESTORING GEOMETRICAL OPTICS
USING PHASE-SPACE ROTATIONS
Maslov’s method for caustic removal uses only a small
subset of all the possible projective planes; indeed,
4
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FIG. 3: New framework for GO that is free from caustic
singularities. This new approach consists of three steps: for
a given point on the dispersion manifold, (i) the GO solution
is calculated on the local tangent plane using metaplectic
geometrical optics (MGO), (ii) the MGO solution is
projected onto the tangent plane of the next point on the
dispersion manifold using a near-identity metaplectic
transform (NIMT) to initialize the next MGO calculation,
(iii) the MGO solution is projected onto configuration space
using a metaplectic transform (MT) subsequently evaluated
using stationary phase or steepest-descent method. The
process is repeated for all points on the dispersion manifold.
only q-space, p-space, and simple combinations such as
(qx, py) are considered. This restriction ultimately results
in an algorithm which must be supervised. However, al-
lowing for a wider variety of possible projective planes
can eliminate this need for supervision. This is the basis
for our approach, which is outlined in Fig. 3.
In short, rather than sometimes switching between q-
space and p-space as in Maslov’s method, we propose
to always switch between q-space and the local tangent
plane of the dispersion manifold at a desired query point
z(τ ). Each point on the dispersion manifold is thus
treated equally, and there is no need to arbitrarily des-
ignate specific points as ‘switching’ points. Also, there
will never be a caustic near z(τ ) by definition. For these
reasons, our approach should be easy to implement in a
code. Let us now develop this idea in more detail.
A. Phase-space rotations via metaplectic operators
Let us first discuss how to transform between q-space
and the local tangent plane of the dispersion manifold.
Generally speaking, for a given plane in phase space to
be a valid choice for a GO projective plane, it must be
related to q-space by a linear symplectic transformation.
This is because linear symplectic transformations pre-
serve the Poisson bracket, and consequently define an
equivalency class on phase space [29].
A linear symplectic transformation is defined by a 2N×
2N matrix S which satisfies
SJS
⊺ = J . (26)
This matrix transforms the original phase space z into a
new phase space Z− via
Z− = Sz , (27a)
or more explicitly, using Z− .= (Q,P)⊺ and z .= (q,p)⊺,
Q = Aq+ Bp , P = Cq+ Dp , (27b)
where A, B, C, and D are N × N block matrices that
comprise S as follows:
S
.
=
(
A B
C D
)
. (28)
The inverse matrix, S−1, has a similar block decomposi-
tion given as
S
−1 =
(
D⊺ −B⊺
−C⊺ A⊺
)
, (29)
which is readily derived using Eqs. (26) and (28).
Note that Eq. (27a) preserves the origin of phase space,
i.e., z = 0 maps to Z− = 0. Shifting the origin does
not affect the projective properties of a plane; hence,
for the purposes of developing GO, we can identify all
projective planes which differ only by a shift in the origin
as equivalent. As a result, when we speak of the ‘tangent
plane’ of the dispersion manifold at z(τ ), we really speak
of the plane which is parallel to the tangent plane at z(τ )
and passes through the origin.
In the Hilbert space, linear symplectic transformations
are performed using metaplectic operators. A metaplec-
tic operator Mˆ is a unitary operator which, via conjuga-
tion, transforms the operator zˆ to Zˆ− as
Zˆ− .= Mˆ †zˆMˆ = Szˆ , (30a)
or in terms of qˆ and pˆ,
Qˆ
.
= Mˆ †qˆMˆ = Aqˆ+ Bpˆ , (30b)
Pˆ
.
= Mˆ †pˆMˆ = Cqˆ+ Dpˆ . (30c)
Configuration-space basis vectors are transformed as
|Q〉 = Mˆ †|q〉 . (31)
Correspondingly, wavefunctions of q-space are projected
onto Q-space as [22]
Ψ(Q) =
∫
dq 〈Q|q〉〈q|ψ〉
=
∫
σ dq
(2πi)N/2
√
detB
ψ(q) eiG1(q,Q) . (32)
5
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Here, σ
.
= ±1 is the overall sign of the MT, G1(q,Q) is
the generating function [29]
G1(q,Q)
.
=
1
2
q⊺B−1Aq−q⊺B−1Q+ 1
2
Q
⊺
DB
−1Q , (33)
and our branch-cut convention restricts all complex
phases onto the interval (−π, π]. Thus, σ determines
the sign of
√
detB. In writing Eq. (32), we have also as-
sumed that B is invertible for simplicity. The generaliza-
tion for non-invertible B is straightforward, and involves
a δ-function kernel within the nullspace of B [19].
Equation (32) defines Ψ(Q) as the metaplectic trans-
form (MT) of ψ(q). The inverse MT is given as
ψ(q) =
∫
σ dQ
(−2πi)N/2√detB Ψ(Q) e
−iG1(q,Q) , (34)
with complex phases restricted to the interval [−π, π).
Special cases of the MT include the FT and the fractional
FT. When S is near-identity, the integral transform of
Eq. (32) is well-approximated by a differential transform.
For eikonal ψ(q), the near-identity MT (NIMT) which
transforms ψ(q) to Ψ(Q) is given as [22]
Ψ(Q) ≈ e
iΘ(A−1Q)
√
detA
{
φ
(
A
−1Q
)
−1
2
tr
[
A
−1
BF
(
A
−1Q
)]}
, (35a)
F(q)
.
= ∂qθ(q) [∂qφ(q)]
⊺
+ ∂qφ(q) [∂qθ(q)]
⊺
+ φ(q)∂2qqθ(q) , (35b)
Θ(q)
.
= θ(q) +
1
2
q⊺A⊺Cq
− 1
2
[∂qθ(q)]
⊺
A
−1
B ∂qθ(q) , (35c)
where we have dropped the term ∂2qqφ(q) from F(q) be-
cause it is higher order in the GO parameter.
Now, let us explicitly construct the symplectic matrix
that maps q-space to the tangent plane of the dispersion
manifold at some z(τ ). Recall that coordinates and coor-
dinate axes transform oppositely (contravariantly versus
covariantly). In other words, if the coordinates are trans-
formed by S, then the coordinate axes are transformed
by S−1; hence, we desire S−1 to map q-space to the local
tangent space, rather than S. Let {Tˇj(t)} and {Nˇj(t)}
be a symplectically dual set of N orthonormal tangent
vectors and normal vectors to the dispersion manifold at
τ = t, respectively. As can be readily verified, the matrix
Rt =
 ↑ ↑ ↑ ↑Tˇ1(t) . . . TˇN (t) Nˇ1(t) . . . NˇN (t)
↓ ↓ ↓ ↓
 (36)
maps q-space to the local tangent space at τ = t. (The
arrows emphasize that {Tˇj(t)} and {Nˇj(t)} form the
columns of Rt.) Since Rt is unitary, we obtain
St = R
⊺
t . (37)
The vectors {Tˇj(t)} and {Nˇj(t)} can be constructed
using a ‘symplectic Gram–Schmidt’ method as follows.
First, designate
Tˇ1(t) = ∂τ1z(τ )/ ‖∂τ1z(τ )‖|τ=t . (38)
Next, the complete set {Tˇj(t)} is obtained as
Tˇj(t) = Gs
[
Tˇ1(t), . . . , Tˇj−1(t), ∂τjz(τ )
∣∣
τ=t
]
, (39)
where Gs represents the ‘modified Gram–Schmidt oper-
ator’, which returns the orthogonalized version of its fi-
nal argument with respect to the previous j − 1 argu-
ments [30]. Finally, the complete set {Nˇj(t)} are ob-
tained from {Tˇj(t)} as
Nˇj(t) = −J Tˇj(t) . (40)
Let us confirm that as constructed, St is indeed both
orthogonal and symplectic. By Eq. (39),
[Tˇj(t)]
⊺
Tˇj′(t) = δjj′ , (41a)
which immediately implies that
[Nˇj(t)]
⊺
Nˇj′(t) = δjj′ , (41b)
[Nˇj(t)]
⊺
J Tˇj′(t) = −δjj′ . (41c)
Also, since the dispersion manifold is obtained by the
gradient lift p = ∂qθ(q), the dispersion manifold is a
Lagrangian manifold [31]. A Lagrangian manifold has
the property that any set of tangent vectors satisfy
[Tˇj(t)]
⊺
J Tˇj′(t) = 0 . (41d)
Consequently,
[Nˇj(t)]
⊺
J Nˇj′ (t) = 0 , (41e)
[Nˇj(t)]
⊺
Tˇj′ (t) = 0 . (41f)
Hence, St is orthogonal per Eqs. (41a), (41b), and (41f),
and is symplectic per Eqs. (41c), (41d), and (41e).
B. Geometrical optics in arbitrary projective plane
Let us now develop the GO equations on a projective
plane that is obtained from q-space via some symplectic
matrix S. We again consider the general wave equation
given in Eq. (6), but, rather than introducing an eikonal
ansatz on q-space as done in Eq. (7), we now assume
the wavefield is eikonal on the desired projective plane.
Hence, we perform the unitary transformation
|Φ〉 = e−iΘ(Qˆ)|ψ〉 (42)
such that Eq. (6) becomes
e−iΘ(Qˆ)Dˆ(zˆ) eiΘ(Qˆ)|Φ〉 = |0〉 . (43)
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In principle, Eq. (43) is sufficient to develop GO; how-
ever, the simultaneous presence of Qˆ and zˆ is inconve-
nient. To rectify this, let us introduce into Eq. (43) the
metaplectic operator corresponding to S as
e−iΘ(Qˆ)MˆMˆ †Dˆ(zˆ) MˆMˆ †eiΘ(Qˆ)|Φ〉 = |0〉 , (44)
where we have used the unitarity of Mˆ . This allows us to
rigorously transform zˆ to Zˆ−. As shown in Appendix C,
W
−1
[
MˆMˆ †Dˆ(zˆ) MˆMˆ †
]
= D (S−1Z−) = D(z) , (45)
which also demonstrates the well-known ‘symplectic co-
variance’ property of the Weyl symbol [19, 21]. In other
words, the Weyl symbol of an operator at a given phase-
space location does not depend on how this location is pa-
rameterized, as long as different parameterizations (here,
z and Z) are connected via symplectic transformations.
Since symplectic transformations preserve the Poisson
bracket, they also preserve the Moyal star product (Ap-
pendix A). Hence, the GO limit of Eq. (44) can be ob-
tained using the procedure outlined in Appendix B, but
replacing D(z) with D(S−1Z) and z by Z. This yields{
D [S−1Z−(Qˆ)] +V(Qˆ)⊺Pˆ− i
2
∂Q ·V(Qˆ)
−1
2
∆QO(Zˆ−)
}
|Φ〉 = |0〉 , (46)
where, given recent interest [23, 32, 33], we have included
the quasioptical (QO) term which governs diffraction as
∆QO(Zˆ−) .= −M(Qˆ):PˆPˆ+ i [∂Q ·M(Qˆ)] Pˆ . (47)
We have also defined the following quantities:
P(Q)
.
= ∂QΘ(Q) , (48a)
V(Q)
.
= ∂PD
(
S
−1Z−)∣∣
P=P(Q)
, (48b)
M(Q)
.
= ∂2PPD
(
S
−1Z−)∣∣
P=P(Q)
. (48c)
Dynamical equations that govern Φ(Q)
.
= 〈Q|Φ〉 are
obtained by projecting Eq. (46) onto {|Q〉}. Neglecting
diffraction, the GO equations on this projective plane are
D [S−1Z−(Q)] = 0 , (49a)
V(Q)⊺∂QΦ(Q) +
1
2
[∂Q ·V(Q)] Φ(Q) = 0 . (49b)
As before, Eq. (49a) is solved via ray tracing, while
Eq. (49b) can be formally solved as
Φ(τ ) = φ0(τ⊥)
√
det ∂τQ(0, τ⊥)
det ∂τQ(τ )
. (50)
However, let us make an observation regarding the rays
generated by Eq. (49a). These rays satisfy
∂τ1Z− = J ∂Z−D
(
S
−1Z−) . (51)
Since S is constant, the chain rule yields
∂τ1Z− = J
(
S
−1
)⊺
∂zD (z)|z=S−1Z− . (52)
Moreover, since S is symplectic, multiplication by S−1
from the left yields
∂τ1
(
S
−1Z−) = J ∂zD (z)|z=S−1Z− . (53)
Finally, a comparison with Eq. (16) yields the relation-
ship between the original and the transformed rays:
Z−(τ ) = S z(τ ) . (54)
Thus, one does not need to re-trace rays every time the
projection plane is changed, but rather, one can simply
perform the same symplectic transformation to the rays
that one applies to the ambient phase space.
The wavefield on the projective plane is constructed as
Ψ(Q)
.
= Φ(Q)eiΘ(Q) , (55)
summed over all branches of Θ(Q) if Θ(Q) is multivalued.
The wavefield on q-space can then be obtained by taking
the inverse MT of Ψ(Q) using Eq. (34).
C. Sequenced geometrical optics in a
piecewise-linear tangent space
We are now equipped to discuss the new method of
caustic removal outlined in Fig. 3. In this subsection we
shall discuss steps (i) and (ii) of Fig. 3, that is, perform-
ing GO in the various tangent planes of the dispersion
manifold and linking the obtained GO solutions using the
NIMT, while in the following subsection we shall discuss
step (iii). We shall assume that the dispersion manifold
z(τ ) has already been obtained via Eq. (16). This is not
a restrictive assumption, though, because the ray trajec-
tories themselves are unaffected by caustics.
Let us consider some point q in configuration space
and attempt to construct ψ(q). To do so, we shall map
q to the dispersion manifold using the ray map τ (q),
solve for Ψ(Q) in the optimal projection plane, that is,
the tangent plane of the dispersion manifold at τ , and
then map Ψ(Q) to ψ(q) using an inverse MT. In general,
however, τ (q) will be multi-valued, and for the aforemen-
tioned scheme to work, the contributions to ψ(q) from
each branch must be considered separately.
Let t ∈ τ (q) be a branch of τ (q), and let us construct
the GO wavefield in the tangent plane at t. Equations
(36) and (37) yield the St that transforms q-space to the
tangent plane. The rays are transformed into the new
coordinates using Eq. (54) as
Z−t(τ ) = St z(τ ) . (56)
Using the rays, Pt(Q) can be constructed as
Pt(Q)
.
= Pt [τ t(Q)] , (57)
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where τ t(Q) is the function inverse of Qt(τ ). Then, the
phase on the tangent plane is computed as
Θt(Q) =
∫ Q
Qt(t)
(
dQ′
)⊺
Pt
(
Q′
)
, (58)
while the envelope is computed using Eq. (49b) or its
QO analogue. Importantly, when τ (q) is multi-valued,
then Pt(Q) should be restricted to the branch contain-
ing Pt(t). This is because we are only interested in the
contribution near t on the dispersion manifold.
Let Φt(Q) be the solution to Eq. (49b) (or its QO
analogue) subject to the initial condition Φt [Qt(t)] = 1.
The wavefield on the tangent plane is
Ψt(Q) = αtΦt(Q)e
iΘt(Q) , (59)
where
αt
.
= Ψt [Qt(t)] (60)
is a function of t which is required to make ψ(q) contin-
uous. It can be found from
αt+h = αt N
St+hS
−1
t
[
Φt(Q) e
iΘt(Q)
]∣∣∣
Qt+h(t+h)
, (61)
where N
S
[ψ(q)] denotes the NIMT of ψ(q) with respect
to S via Eq. (35). In other words, the arbitrary constant
in Ψt+h(Q) is obtained by projecting the neighboring
Ψt(Q) onto the tangent plane at τ = t+ h.
In the continuous limit, Eq. (61) can also be written
as a differential equation. Using Eqs. (35) and results
presented in Appendix C of Ref. [22], one can show that
N
St+hS
−1
t
[
Φt(Q) e
iΘt(Q)
]∣∣∣
Qt+h(t+h)
≈ 1 + h ηt , (62)
where we have defined ηt as
ηt
.
=
[
∂hQt(t)− V⊺tQt(t)
]⊺ {
∂QΦt [Qt(t)] + iPt(t)
}
− [Pt(t)]⊺Wt
{
∂QΦt [Qt(t)] +
i
2
Pt(t)
}
− 1
2
tr (Vt)− i
2
[Qt(t)]
⊺
UtQt(t) . (63)
The N ×N matrices U, V, and W are obtained through
the matrix decomposition
(∂hSt)S
−1
t
.
=
(
V
⊺
t Wt
−Ut −Vt
)
, (64)
which is possible because (∂hSt)S
−1
t is a Hamiltonian
matrix [22]. Consequently, Ut and Wt are both symmet-
ric. We have also defined the directional derivative as
h ∂h
.
= h⊺∂t . (65)
Note that ∂h is a total (directional) derivative in t, so it
acts on both arguments ofQt(t), including the subscript.
Then, Eq. (61) yields
∂h logαt = ηt . (66)
When αt is evolved along a ray, then ∂h = ∂t1 , and
Eq. (66) is trivially integrated as
αt = α(0,t⊥) exp
[∫ t1
0
dh η(h,t⊥)
]
. (67)
The remaining constant function α(0,t⊥) is determined by
initial conditions.
D. Projecting tangent-space GO solution to
configuration space
Equations (59) and (67), along with initial conditions,
completely specify the wavefield in the tangent space of
the dispersion manifold as Ψ(τ )
.
= Ψτ [Qτ (τ )]. This
wavefield is free from caustics, and may be sufficient for
certain applications. When ψ(q) is required, then Ψt(Q)
must be projected back onto q-space using Eq. (34) as3
ψt(q) =
∫
dQσt αt Φt(Q)
(−2πi)N/2√detBt
eiΘt(Q)−iG1(q,Q) , (68)
and the contribution to ψt(q) from the field near t must
be isolated by using the SPA. Indeed, we calculate
∂QΘt(Q)− ∂QG1(q,Q)
= Pt(Q) +
(
B
−1
t
)⊺
q− DtB−1t Q . (69)
The roots to Eq. (69) are Q = Qt [τ (q)]. Hence, re-
stricting the integration domain near Qt(t) will isolate
the contribution from t. To this end, let us define
ǫ
.
= Q−Qt(t) . (70)
After performing a change in variables, Eq. (68) becomes
ψt(q) =
σt αt exp (−iβt)
(−2πi)N/2√detBt
Υt , (71)
where we have defined
βt
.
=
1
2
q⊺B−1t Atq− q⊺B−1t Qt(t)
+
1
2
[Qt(t)]
⊺
DtB
−1
t Qt(t) , (72a)
Υt
.
=
∫
dǫΦt [ǫ+Qt(t)]
× exp
{
iΘt [ǫ+Qt(t)]− iγt(ǫ)
}
, (72b)
γt(ǫ)
.
=
1
2
ǫ⊺DtB
−1
t ǫ+ [D
⊺
tQt(t)− q]⊺ B−1t ǫ . (72c)
The overall sign σt is constant unless detBt crosses the
branch cut for the MT. Then, σt changes sign to ensure
3 In using Eq. (34), we assume that detBt 6= 0. In particular, the
following analysis is unsuitable for wave propagation in homoge-
neous media, because ∂qD = 0 implies that detBt = 0.
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that ψt evolves smoothly in t. (See Sec. 2 of Ref. [22] for
details or Sec. IVB for an example.)
Invoking the SPA, the integration domain is restricted
to the neighborhood of ǫ = 0, denoted δǫ. This yields
Υt ≈
∫
δǫ
dǫΦt [ǫ+Qt(t)]
× exp
{
iΘt [ǫ+Qt(t)]− iγt(ǫ)
}
. (73)
No further approximations to Υt can be made with-
out additional knowledge of the caustic structure. We
shall discuss some of these additional approximations in
Sec. IV. Nevertheless, by properly choosing δǫ, it should
be possible to numerically evaluate Eq. (73) to sufficiently
high accuracy in the general case. Having isolated the
field contribution from a single branch of the dispersion
manifold, we sum over all such contributions to obtain
ψ(q) =
∑
t∈τ(q)
ψt [q(t)] . (74)
E. Curvature-dependent adaptive discretization
Since the accuracy of the NIMT depends on the ro-
tation angle between neighboring tangent planes, the
discretization of the dispersion manifold would ideally
have smaller step sizes in regions with higher curvature.
This can be achieved by replacing the ray Hamiltonian
D(z) in Eq. (16) with a new function D˜(z) that gener-
ates the same ray trajectories in phase space but with a
different ‘time’ parameterization. In this manner, adap-
tive integration schemes can be developed which are self-
supervising (do not need to be error-controlled in the tra-
ditional sense [34]), and amenable to symplectic methods
of numerical integration [35, 36].
Let us consider a modified ray Hamiltonian
D˜(z) .= f(z)D(z) , (75)
where f(z) is some smooth function. Let zD and zf
denote the zero sets of D(z) and f(z) respectively, i.e.,
zD
.
= {z | D(z) = 0} , zf .= {z | f(z) = 0} . (76)
Clearly, the zero set of D˜(z) is
z
D˜
.
= {z | f(z)D(z) = 0} = zD
⋃
zf , (77)
where
⋃
denotes the set union. For D˜(z) and D(z) to
generate the same set of rays, f(z) and D(z) cannot be
zero simultaneously. Hence, we require
zD
⋂
zf = ∅ , (78)
where
⋂
denotes the set intersection and ∅ is the empty
set. Equation (78) is most easily satisfied by requiring
f(z) be sign-definite, say, positive (so zf = ∅).
K
1
f(K)
(a)
○
○
○
○○○○
○
○
○
○
○
○
○
○
○
○
○
○
○
q
p
τ
˜
1 τ1
(b)
FIG. 4: (a) An example f(K), where K is the local
curvature of the dispersion manifold, which satisfies the
requirements (78), (81), and (82). (b) Comparison of the
uniform discretization τ1 and the adaptive discretization τ˜1
for the Airy dispersion manifold [Eq. (86)] using f(K)
provided by Eq. (83) with µ = 1. The values of τ1 and τ˜1 are
uniformly discretized on the intervals [0, 4] and [0, 6.5]
respectively. K(z) is calculated in the usual manner for a
1-D planar curve, i.e.,
K(z) = ‖∂zD(z)‖−3
∣∣J ∂zD(z):∂2zzD(z)
∣∣ [38]. For
visualization purposes, the dispersion manifolds are
displaced slightly from the origin, and the τ1 discretization
is reflected about the p axis.
Let us now compute the rays generated by D˜(z). Anal-
ogous to Eq. (16), the new rays satisfy
∂τ˜1z = J ∂zD˜(z) = f(z)J ∂zD(z) +D(z)J ∂zf(z) (79)
for some new parameterization τ˜1. From Eq. (79), rays
initialized within zD will always remain in zD, at least
in exact arithmetic. For such rays, the second term in
Eq. (79) is identically zero, making Eq. (79) simply a
reparameterization of Eq. (16) with
τ1 = f(z)τ˜1 . (80)
For inexact arithmetic, however, the second term in
Eq. (79) is not exactly zero, and therefore must be re-
tained to preserve the Hamiltonian structure [36, 37].
By Eq. (80), τ1 is non-uniformly discretized when τ˜1
is uniformly discretized; hence, a curvature-dependent
adaptive discretization can be achieved by properly de-
signing f(z). First, we restrict f(z) to only depend on
the local curvature of the dispersion manifold, denoted
K(z)4. Next, we impose that the uniform and the adap-
4 K(z) may be difficult to calculate numerically, since obtaining
the dispersion manifold is often the result of ray-tracing, not the
prerequisite as we suggest here. An iterative approach might be
possible; however, this is outside the scope of the present work.
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tive discretizations are equivalent when K(z) = 0. Hence,
lim
K→0
f(K) = 1 . (81)
Finally, for the adaptive discretization to congregate in
regions of high curvature, we require f(K) to be a strictly
decreasing function of K, that is
f ′(K 6= 0) < 0 , f ′(0) ≤ 0 . (82)
Any function which satisfies Eqs. (78), (81), and (82)
will be a suitable choice, for example,
f [K(z)] = 1
1 + µ [K(z)]2 , (83)
with µ ≥ 0 a free parameter. Figure 4 shows an example
f(K) which satisfies these three requirements, and shows
the adaptive discretization generated by Eq. (83). As a
final remark, when reparameterized rays are used to cal-
culate Φ(Q), additional terms related to ∂zf(z) will arise.
These can be interpreted as the ‘gravitational’ forces as-
sociated with the ‘time dilation’ τ1 → τ˜1 [23, 39].
IV. EXAMPLES
We now illustrate our methodology with a pair of ex-
amples, performed in 1-D for simplicity.
A. Airy’s equation in one dimension
As a first example, let us consider a simple fold caustic
in 1-D, which occurs when a wave encounters an isolated
cutoff. For slowly varying media, this situation is often
modeled with Airy’s equation [11],
∂2qψ(q)− qψ(q) = 0 . (84)
Like with Eq. (6), we can also write Eq. (84) as
Dˆ(zˆ)|ψ〉 = |0〉 , Dˆ(zˆ) .= pˆ2 + qˆ , (85)
where we have first multiplied Eq. (84) by minus one for
convenience. Using results presented in Appendix A, the
Weyl symbol of Dˆ(zˆ) is calculated to be
D(z) .= W−1 [Dˆ(zˆ)] = p2 + q . (86)
In this case, the dispersion manifold D(z) = 0 is a
parabola which opens along the negative q-axis.
By Eq. (16), the rays are obtained by integrating(
∂τq
∂τp
)
=
(
0 1
−1 0
)(
∂qD(z)
∂pD(z)
)
=
(
2p
−1
)
. (87)
The solution to Eq. (87) is
q(τ) = −(p0 − τ)2 , p(τ) = p0 − τ , (88)
where p0 is a constant determined by initial conditions.
From Eqs. (38) and (88), we compute the unit tangent
vector to the dispersion manifold at some τ = t as
Tˇ(t) =
1
ϑ(t)
(
2p(t)
−1
)
, (89)
where we have defined
ϑ(t)
.
=
√
1 + 4p2(t) . (90)
Correspondingly, the normal vector to the dispersion
manifold is calculated via Eq. (40) as
Nˇ(t) =
1
ϑ(t)
(
1
2p(t)
)
. (91)
Using Eqs. (36) and (37), we therefore construct
St =
1
ϑ(t)
(
2p(t) −1
1 2p(t)
)
(92)
and identify the 1× 1 block matrices
At = Dt =
2p(t)
ϑ(t)
, Bt = −Ct = − 1
ϑ(t)
. (93)
Since Bt never changes sign, then the sign of the inverse
MT never changes either, and we can choose
σt = 1 . (94)
Using Eq. (54), the rays are transformed by St as
Qt(τ) = −p(τ) + 2p(t)p
2(τ)
ϑ(t)
, (95a)
Pt(τ) =
2p(t)p(τ)− p2(τ)
ϑ(t)
. (95b)
Equations (95) can be combined to obtain Pt(Q) as
Pt(Q) =
4p(t)Q+ ϑ(t)
[
−1±√1− 8p(t)ϑ(t)Q]
8p2(t)
. (96)
Hence, Pt(Q) is double-valued. As discussed following
Eq. (58), we must restrict Pt(Q) to the branch where
Pt[Qt(t)] = Pt(t). This is accomplished by choosing the
(+) sign in Eq. (96). The wavefield phase near Qt(t) is
obtained by integrating Eq. (58); this ultimately yields
Θt [ǫ +Qt(t)] =
8p4(t)− ϑ4(t)
8p2(t)ϑ(t)
ǫ+
1
4p(t)
ǫ2
+
ϑ6(t)− [ϑ4(t)− 8p(t)ϑ(t)ǫ]3/2
96p3(t)
, (97)
where as a reminder, ǫ
.
= Q −Qt(t).
It is easier analytically to obtain Φt(Q) via Eq. (49b)
rather than Eq. (50), since using Eq. (50) would require
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Re[t(Q)]
Pt(Q)
-8 -4
Q
t = -3
-8 -4
Q
t = -0.5
-3 3
Q
t = 0
4 8
Q
t = 1
-8 -4
Q
Qt(t) Qc(t)
-8 -4
Q
Qt(t)
Qc(t)
-3 3
Q
Qt(t)
4 8
Q
Qt(t)Qc(t)
FIG. 5: The MGO solution Ψt(Q) and the dispersion manifold Pt(Q) for Airy’s equation, given respectively by Eqs. (107)
and (96), at t = −3, t = −0.5, t = 0, and t = 1. For each value of t, the projective plane Q is the tangent plane at Qt(t),
denoted by the black dashed line. The caustic, denoted by the red dashed line, is located at Qc(t) where the curve Pt(Q) has a
vertical tangent line. We therefore see that under this rotation scheme, the neighborhood of Qt(t) is always free from caustics.
inverting Qt(τ). (In numerical implementations, though,
this may not be an issue). Therefore, we must compute
Vt(Q)
.
= ∂PD
(
S
−1
t Z−
)∣∣
P=Pt(Q)
. (98)
Since
D (S−1t Z−) = [2p(t)P −Q]2ϑ2(t) + P + 2p(t)Qϑ(t) , (99)
we compute
Vt(Q) =
√
1− 8p(t)ϑ(t)Q
ϑ(t)
. (100)
Depending on implementation, it may be more conve-
nient to compute Vt(Q) by using the chain rule to express
∂PD (StZ−) = [−Bt ∂qD (z) + At ∂pD (z)]|z=S−1t Z− . (101)
Using Eq. (49b), we therefore obtain
Φt [ǫ+Qt(t)] =
ϑ(t)
[ϑ4(t)− 8p(t)ϑ(t)ǫ]1/4
, (102)
where we have imposed that Φt [Qt(t)] = 1 in accordance
with the discussion preceding Eq. (59).
As our final step in constructing Ψt(Q), we must cal-
culate αt. From Eq. (64), we compute
Ut = Wt =
2
ϑ2(t)
∂tp(t) , Vt = 0 . (103)
We also compute
∂tQt(t) =
2p2(t)− ϑ4(t)
ϑ3(t)
∂tp(t) , (104a)
∂QΦt [Qt(t)] =
2p(t)
ϑ3(t)
. (104b)
Hence, using Eq. (63) we compute
ηt = −∂tp(t)
[
2p(t)
ϑ2(t)
+i
20p6(t) + 11p4(t) + 2p2(t)
ϑ4(t)
]
. (105)
Performing a change in variables allows the integral in
Eq. (67) to be evaluated as∫ t
0
dh ηh = −
∫ p(t)
0
dp
2p
1 + 4p2
− i
∫ p(t)
0
dp
20p6 + 11p4 + 2p2
(1 + 4p2)
2
= − log
√
ϑ(t)− i2p
3(t)
3
+ i
p5(t)
ϑ2(t)
, (106)
where we have chosen p(0) = 0, i.e., p0 = 0.
Thus, using Eqs. (59), (67), and (106), we obtain the
wavefield on the tangent plane,
Ψt(Q) =
α0Φt(Q)√
ϑ(t)
exp
[
i
p5(t)
ϑ2(t)
− i2p
3(t)
3
+ iΘt(Q)
]
,
(107)
where Θt(Q) and Φt(Q) are provided in Eqs. (97) and
(102) respectively. For reference, Ψt [Qt(t)] is plotted for
select values of t in Fig. 5.
Next, we perform the inverse MT via Eq. (71) to obtain
ψt [q(t)]. From Eq. (72a), we compute
βt =
p5(t)
ϑ2(t)
. (108)
Hence, Eq. (71) yields
ψt [q(t)] =
iα0√−2πi exp
[
−i2
3
p3(t)
]
Υt , (109)
where Υt is given in Eq. (73). We can now make further
approximations to Υt. First, since the integral of Υt is
restricted to δǫ, let us approximate
Φt [ǫ+Qt(t)] ≈ Φt [Qt(t)] = 1 . (110)
Second, let us expand the exponential term about ǫ = 0.
From Eq. (72c), we compute
γt(ǫ) =
p2(t)
ϑ(t)
ǫ− p(t)ǫ2 . (111)
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Therefore,
Θt [ǫ+Qt(t)]− γt(ǫ) ≈ p(t)ǫ2 − ǫ
3
3ϑ3(t)
, (112)
and consequently,
Υt ≈
∫
δǫ
dǫ exp
[
ip(t)ǫ2 − i ǫ
3
3ϑ3(t)
]
. (113)
Since the coefficient of ǫ2 vanishes when t = p0, while
that of ǫ3 remains nonzero for all t, Eq. (113) contains a
pair of coalescing saddle points; isolating the contribution
from the saddlepoint at ǫ = 0 analytically is therefore
nontrivial. For now, let us suppose there is some ‘sad-
dlepoint filter’ F which can perform this operation. [We
shall soon show that F is related to choosing a steepest
descent curve to evaluate Eq. (113).] Then, by definition
of F , we can extend the integration bounds to infinity
without incurring large errors. This yields
Υt ≈ F
{∫ ∞
−∞
dǫ exp
[
ip(t)ǫ2 − i ǫ
3
3ϑ3(t)
]}
. (114)
By making the substitution ε
.
= iǫ/ϑ(t)−ip(t)ϑ2(t) and
using Cauchy’s integral theorem, the integral of Eq. (114)
is placed into standard form∫ ∞
−∞
dǫ exp
[
ip(t)ǫ2 − i ǫ
3
3ϑ3(t)
]
= −iϑ(t)
×
∫
C0
dε exp
[
i
2
3
p3(t)ϑ6(t) + p2(t)ϑ4(t)ε+
ε3
3
]
, (115)
where C0 is a contour from re−iπ/3 to reiπ/3, where
r → ∞ (see Fig. 6). There are two saddlepoints in
Eq. (115), located respectively at ε = ε±
.
= ∓i|p(t)ϑ2(t)|.
When Eq. (115) is evaluated using the method of steep-
est descent [40], the integration contour must be split
into the two pieces denoted C+ and C−, each of which
encounters only one of the two saddle points (Fig. 6).
It is now clear how the ‘saddlepoint filter’ F can
be designed: when F acts on Eq. (115), rather than
evaluating the integral over both C+ and C−, the inte-
gral is evaluated over either C+ or C−. To determine
which, note that when p > 0, ǫ = 0 corresponds to
ε = −ipϑ2 = −i|pϑ2| = ǫ+, while when p < 0, ǫ = 0
corresponds to ε = −ipϑ2 = +i|pϑ2| = ǫ−. Hence,
F
{∫ ∞
−∞
dǫ exp
[
ip(t)ǫ2 − i ǫ
3
3ϑ3(t)
]}
.
= −iϑ(t)
×
∫
Cs(t)
dε exp
[
i
2
3
p3(t)ϑ6(t) + p2(t)ϑ4(t)ε+
ε3
3
]
, (116)
with
s(t)
.
= sign [p(t)] = sign (p0 − t) . (117)
As can readily be shown,∫
C±
dε exp
(
ε3
3
− xε
)
= iπ
[
Ai(x) ± iBi(x)
]
, (118)
Steepest descent paths for Airy's equation
Im[ε]
Re[ε]
FIG. 6: The function f(ε;x) = xε+ ε
3
3
in the complex ε
plane with x ≥ 0, which serves as the phase in Airy’s
integral (115). The background color depicts Re [f(ε;x)],
with blue denoting negative values. The points ε± = ∓i
√
|x|
are the saddlepoints where ∂εf(ε;x) = 0. Correspondingly,
the standard contour for Airy’s integral, C0, can be
decomposed into the two steepest descent contours C±.
where Ai(x) and Bi(x) are the Airy functions of the
first and second kind, respectively [28]. Thus, using
Eqs. (109), (114), and (116), we obtain
ψt [q(t)] = iα0
√
π√−2iϑ(t) exp
{
i
2
3
p3(t)
[
ϑ6(t)− 1]}
×
{
Ai
[−p2(t)ϑ4(t)]+ i s(t)Bi [−p2(t)ϑ4(t)] } . (119)
We next sum over both branches of τ(q), per Eq. (74).
Upon setting α0 = −
√
i/2π, we obtain
ψ(q) =
√
1− 4qAi [−̺2(q)] cos[̟(q)]
−
√
1− 4qBi [−̺2(q)] sin[̟(q)] , (120)
where we have defined
̺(q)
.
= (1 − 4q)√−q , (121a)
̟(q)
.
=
2
3
̺3(q)− 2
3
(−q)3/2 . (121b)
Figure 7 compares Eq. (120) with the exact solution,
ψexact(q) = Ai(q) , (122)
and with the standard GO approximation [28],
ψGO = π
−1/2(−q)−1/4 sin
[
2
3
(−q)3/2 + π
4
]
. (123)
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Exact
Metaplectic GO
Standard GO
-8 -6 -4 -2
q
-0.5
1
ψ( )
Airy's Equation
FIG. 7: Comparison between the Airy function Ai(q), its
standard GO approximation [Eq. (123)], and its MGO
approximation [Eq. (120)]. The caustic is located at q = 0.
The error in the MGO solution is largely due to the
approximations made when performing the inverse MT
(which may not be needed for certain applications).
As can be seen, the MGO solution is almost indistinguish-
able from the standard GO approximation far from the
caustic at q = 0. However, in contrast to the standard
GO solution, our solution remains finite for all q ≤ 0, like
the exact solution of Eq. (84).
B. Weber’s equation in one dimension
Next, let us consider a bounded wave in a 1-D har-
monic potential, which exhibits two adjacent fold caus-
tics. This situation is described mathematically by We-
ber’s equation,
∂2qψ(q) +
(
2ν + 1− q2)ψ(q) = 0 , (124)
which is also the Schro¨dinger equation for a quantum
harmonic oscillator [3]. Equation (124) can be written as
Dˆ(zˆ)|ψ〉 = |0〉 , Dˆ(zˆ) .= pˆ2 + qˆ2 − 2E 1ˆ , (125)
where E
.
= ν + 1/2. As before, we have multiplied
Eq. (124) by minus one for convenience. The Weyl sym-
bol is readily computed to be
D(z) = p2 + q2 − 2E . (126)
In this case, the dispersion manifold D(z) = 0 is a circle
of radius R
.
=
√
2E.
From Eq. (16), the ray equations are
∂τ q = 2p , ∂τp = −2q . (127)
Their solutions have the form
q(τ) = R cos (2τ) , p(τ) = −R sin (2τ) , (128)
where we have assumed the initial condition q(0) = R.
The unit tangent and normal vectors at τ = t are calcu-
lated from Eqs. (38) and (40) as
Tˇ(t) =
(− sin (2t)
− cos (2t)
)
, Nˇ(t) =
(
cos (2t)
− sin (2t)
)
. (129)
Using Eqs. (36) and (37), we therefore construct
St =
(− sin (2t) − cos (2t)
cos (2t) − sin (2t)
)
(130)
and identify the 1× 1 block matrices
At = Dt = − sin (2t) , Bt = −Ct = − cos (2t) . (131)
Unlike the previous example, Bt can now change sign,
and consequently, σt will change sign as well. Let us
choose to have Bt cross the branch cut whenever Bt
changes from positive to negative. This is encapsulated
by the phase convention
Bt = |Bt| exp
(
i
⌊
4t− π
2π
⌋
π
)
, (132)
where ⌊ ⌋ denotes the floor operation. Hence, choosing
σt = exp
(
−i
⌊
4t+ π
4π
⌋
π
)
(133)
will ensure continuity in t across the branch cut.
Using Eq. (54), the rays are transformed by St as
Qt(τ) = R sin (2τ − 2t) , (134a)
Pt(τ) = R cos (2τ − 2t) . (134b)
Equations (134) can be combined to obtain Pt(Q) as
Pt(Q) = ±
√
R2 −Q2 . (135)
Hence, Pt(Q) is double-valued. As before, we restrict
Pt(Q) to the (+) branch. After integrating Eq. (58), we
obtain the wavefield phase
Θt (ǫ) =
ǫ
2
√
R2 − ǫ2 + R
2
2
tan−1
(
ǫ√
R2 − ǫ2
)
, (136)
where ǫ
.
= Q−Qt(t) = Q, since per Eqs. (134), Qt(t) = 0.
Next, since
D (S−1t Z−) = P 2 +Q2 −R2 , (137)
we compute
Vt(Q) = 2
√
R2 −Q2 . (138)
Thus, using Eq. (49b) we obtain the wavefield envelope
Φt (ǫ) =
[
1− (ǫ/R)2
]−1/4
, (139)
where as before, we set Φt [Qt(t)] = Φ(0) = 1.
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Re[Ψt(Q)]
-R R
Q
t = 0 R = 3
Qt(t)Qc(t) Qc(t)
-R R
Q
t = 2 R = 3
Qt(t)Qc(t) Qc(t)
-R R
Q
t =  R = 5
Qt(t)Qc(t) Qc(t)
-R R
Q
t =  R = 
Qt(t)Qc(t) Qc(t)
FIG. 8: Same as Fig. 5 but for Weber’s equation (124) for two different values of t and R. In all cases, Pt(Q) is a circle of
radius R centered at the origin.
We now calculate αt. From Eq. (64), we compute
Ut = Wt = −2 , Vt = 0 . (140)
We also compute
∂tQt(t) = 0 , ∂QΦt [Qt(t)] = 0 . (141)
Hence, using Eq. (63) we compute
ηt = iR
2 . (142)
Thus, we evaluate ∫ t
0
dh ηh = iR
2t . (143)
The wavefield on the tangent plane is therefore
Ψt(Q) = α0Φt(Q) exp
[
iR2t+ iΘt(Q)
]
. (144)
Figure 8 shows Ψt(Q) at select values of t and R.
Next, we perform the inverse MT via Eq. (71) to obtain
ψt [q(t)]. From Eq. (72a), we compute
βt =
1
2
tan (2t) q2 . (145)
Hence, Eq. (71) yields
ψt [q(t)] =
α0 σt exp
[
iR2t− iR24 sin (4t)
]
√−2πi√− cos (2t) Υt , (146)
where Υt is given in Eq. (73). Before proceeding, note
that Υt only involves functions which are either constant
(Φt, Θt) or π-periodic in time (St, q). Thus,
ψt+π [q(t+ π)] = ψt [q(t)] exp
[
iπ(R2 − 1)] , (147)
where we have used σt+π = σt exp (−iπ). For ψt to be
single-valued over the dispersion manifold, R2 − 1 must
be an even integer, which in turn requires ν to be an
integer. Since E ≥ 0 is also needed for R to be real, the
integer must be nonnegative. All together, this leads to
the Bohr–Sommerfeld quantization of Weber’s equation,
more commonly known as [3]
E = ν + 1/2 , ν = 0, 1, 2, . . . . (148)
To evaluate Υt, note that Eq. (72c) leads to
γt(ǫ) = ǫR+
tan (2t)
2
ǫ2 . (149)
We then approximate Υt in the same manner as in the
previous example; namely, we approximate
Φt (ǫ) ≈ Φt(0) = 1 , (150)
and we approximate
Θt (ǫ)− γt(ǫ) ≈ − tan (2t)
2
ǫ2 − ǫ
3
6R
. (151)
Consequently,
Υt ≈
∫
δǫ
dǫ exp
[
−i tan (2t)
2
ǫ2 − i ǫ
3
6R
]
. (152)
Equation (152) is of the same basic form as Eq. (113).
Therefore, we immediately conclude that
Υt ≈ π(2R)1/3 exp
[
−iR
2
3
tan3(2t)
]
×
{
Ai
[
− tan
2(2t)
4
(2R)4/3
]
+i s(t)Bi
[
− tan
2(2t)
4
(2R)4/3
]}
, (153)
where we have defined
s(t)
.
= −sign [tan(2t)] = sign [p(t)] sign [q(t)] . (154)
Hence,
ψt [q(t)] = α0
σt
√
iπ√− cos(2t)
(
R√
2
)1/3
× exp
{
iR2
[
t− sin(4t)
4
− tan
3(2t)
3
]}
×
{
Ai
[
− tan
2(2t)
4
(2R)4/3
]
+i s(t)Bi
[
− tan
2(2t)
4
(2R)4/3
]}
. (155)
Upon setting α0 = −i(iπ)−1/2 (2R)−5/6, we sum over
both branches of τ(q) to obtain the MGO solution
ψ(q) =
Ai
[−̺2(q)] cos̟(q)√|q|
− sign(q)Bi
[−̺2(q)] sin̟(q)√|q| , (156)
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q
-0.5
0.5
ψ(q)
Weber's Equation: ν = 0
(a)
-R R
q
-0.5
0.5
ψ(q)
Weber's Equation: ν = 1
(b)
-R R
q
-0.5
0.5
ψ(q)
Weber's Equation: ν = 4
(c)
Exact
Metaplectic GO
Standard GO
-R R
q
-0.5
0.5
ψ(q)
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FIG. 9: Comparison between the parabolic cylinder function [Eq. (158)], its standard GO approximation [Eq. (159)], and its
MGO approximation [Eq. (156)] for ν = 0, ν = 1, ν = 4, and ν = 9. Two caustics are located at ±R, where R .= √2ν + 1.
where we have defined
̺(q)
.
=
R2/3
√
R2 − q2
21/3q
, (157a)
̟(q)
.
=
q
√
R2 − q2
2
− R
2 cos−1
(
q
R
)
2
+
2
3
̺3(q) +
π
4
[1− sign(q)] . (157b)
Figure 9 compares Eq. (156) with the exact solution
for the boundary condition ψ(R) = Ai(0)/
√
R,
ψexact(q) =
Ai(0)√
R
Dν(
√
2 q)
Dν(
√
2R)
, (158)
where Dν(x) is Whittaker’s parabolic cylinder func-
tion [28], and with the standard GO approximation [41],
ψGO =
21/6 cos
[
q
2
√
R2 − q2 − R22 cos−1
(
q
R
)
+ π4
]
√
π R1/3(R2 − q2)1/4 .
(159)
Already for ν = 0, our MGO solution generally captures
the exact solution behavior, albeit with some small error.
Beginning from ν = 1, the agreement with the exact
solution becomes even more remarkable, for either parity.
Just like the previous example, our solution remains finite
everywhere, whereas the standard GO solution becomes
singular near the cutoffs at q = ±R.
V. CONCLUSION
In this work, we develop a reformulation of GO, called
‘metaplectic GO’ or MGO, that is well-behaved near
caustics and can be applied to any linear wave equa-
tion. MGO uses sequenced MTs to rotate the phase space
continually along a ray such that caustics are never en-
countered. For each point on the dispersion manifold, (i)
the phase space is rotated to align configuration space
with the local tangent plane, (ii) GO is applied in the ro-
tated phase space, (iii) the GO solution Ψ(Q) is linked to
previous and subsequent GO calculations via NIMTs to
ensure continuity, and (iv) Ψ(Q) is transformed back to
the original phase space using an MT, summing over dis-
tinct branches of the dispersion manifold if applicable.
This procedure should also be suitable for quasioptical
modeling when generalized to non-Euclidean ray-based
coordinates.
Our auxiliary results include: (i) an explicit construc-
tion of the rotation matrix for the tangent plane based on
Gram–Schmidt orthogonalization with symplectic modi-
fications; (ii) the GO equations for an arbitrarily rotated
phase space (and more generally, a phase space obtained
by an arbitrary linear symplectic transformation); and
(iii) a simplified version of the MT to obtain ψ(q) from
Ψ(Q) using the stationary phase approximation. This
final result is restricted to detB 6= 0, which prohibits its
use to analyze wave propagation in homogeneous media;
however, a generalization that would allow for detB = 0
is straightforward and will be discussed in a future pub-
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lication. We present two examples of 1-D linear wave
problems and show analytically how MGO successfully
approximates the exact wave dynamics. Based on these
promising analytical results, future work will explore a
computational implementation of MGO.
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Appendix A: Weyl symbol calculus
Here, we briefly review some aspects of the Weyl sym-
bol calculus. The Weyl transform along with its in-
verse, the Wigner transform, provide a mapping be-
tween operators on a Hilbert space and functions on
the corresponding phase space. Equations (9) and (11)
present this mapping explicitly, which we shall repeat
here for convenience. We shall only consider the mapping
between scalar functions and scalar operators; matrix-
valued functions and matrix-valued operators can be
transformed elementwise using the scalar formulae. Also,
we assume all functions are square integrable, and all op-
erators are Hilbert–Schmidt normalizable.
Let A(z) be a phase-space function. The Weyl trans-
form maps A(z) to the Hilbert-space operator
W [A(z)] .=
∫
dz′ dζ
(2π)2N
A(z′)e−iζ⊺Jz′eiζ⊺Jzˆ , (A1)
where both integrals are taken over phase space. Sim-
ilarly, let Aˆ be a Hilbert-space operator. The Wigner
transform maps Aˆ to the phase-space function
W
−1 [Aˆ]
.
=
∫
dz′
(2π)N
ei(z
′)⊺Jz tr
[
e−i(z
′)⊺JzˆAˆ
]
, (A2)
where tr is the matrix trace, and the integral is taken
over phase space. If the q-space matrix elements of Aˆ
are known, then the Wigner transform is also given by
W
−1 [Aˆ]
.
=
∫
ds eip
⊺s〈q− s/2|Aˆ|q+ s/2〉 , (A3)
where the integral is now taken over q-space. Note that
Eq. (A3) is derived from Eq. (A2) using the q-space ma-
trix elements [19]
〈q|e−i(z′)⊺Jzˆ|q′′〉 = e i2 (p′)⊺(q+q′′)δ(q− q′ − q′′) . (A4)
Here, we summarize some important properties of the
Weyl transform:5:
W [A∗(z)] = W [A(z)]† , (A5a)
W [αA(z) + βB(z)] = αW [A(z)] + βW [B(z)] , (A5b)
‖W [A(z)] ‖HS = (2π)−N ‖A(z)‖L2 , (A5c)
where ‖ · ‖HS is the Hilbert–Schmidt norm on the space
of operators, defined as
‖W [A(z)] ‖HS .= tr {W [A∗(z)]W [A(z)]} , (A6)
and ‖·‖L2 is the L2 norm on the space of functions. Also,
W
−1[AˆBˆ] = A(z) ⋆ B(z) , (A7)
where ⋆ denotes the Moyal star product. The Moyal star
product is an associative non-commutative product rule
for phase-space functions given explicitly as
A(z) ⋆ B(z) =
∞∑
s=0
(
i
2∂
⊺
z J ∂ζ
)s
s!
A(z)B(ζ)
∣∣∣∣∣
ζ=z
= A(z)B(z) + i
2
{A(z),B(z)} + . . . , (A8)
where we have introduced the Poisson bracket
{A(z),B(z)} = [∂zA(z)]⊺ J ∂zB(z) , (A9)
with J provided by Eq. (10).
Importantly, Eqs. (A5) imply that the Weyl transform
preserves both hermiticity and locality: the Weyl sym-
bol of a hermitian operator is a function that is purely
real, and the Weyl transforms of two functions which are
‘close’ to each other in the function space will also be
‘close’ in the operator space. Both of these properties
make the Weyl symbol calculus an attractive means to
approximate wave equations.
The following are some relevant Weyl transforms:
W [f(q)] = f(qˆ) , (A10a)
W [f(p)] = f(pˆ) , (A10b)
W [v(q)⊺p] = v(qˆ)⊺pˆ− i
2
∂q · v(qˆ) , (A10c)
W [p⊺M(q)p] = M(qˆ):pˆpˆ− i [∂q ·M(qˆ)]⊺ pˆ
− 1
4
∂2qq:M(qˆ) , (A10d)
where : denotes the double contraction.
Appendix B: Approximating the envelope equation
in the GO limit via the Weyl symbol calculus
Here, we derive Eq. (12) from Eq. (8) using the Weyl
symbol calculus. (See also Refs. [23, 25].) To obtain the
5 For proofs, see Ref. [42]. For some extensions to non-Euclidean
coordinates, see also the Supplementary Material in Ref. [23].
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GO envelope operator, we shall (i) calculate the Weyl
symbol of the envelope operator, (ii) approximate the
Weyl symbol in the GO limit, and (iii) take the Weyl
transform of the GO Weyl symbol.
Using Eqs. (A7) and (A10a), one obtains
W
−1
[
e−iθ(qˆ)Dˆ(zˆ)eiθ(qˆ)
]
= e−iθ(q) ⋆D(z) ⋆ eiθ(q) , (B1)
where D(z) .= W−1 [Dˆ(zˆ)]. Since eiθ(q) is independent of
p, one readily finds using Eq. (A8) that
D(z) ⋆ eiθ(q) =
∞∑
s=0
1
s!
(
∂⊺p∂ς
2iκ
)s
D(z)eiκθ(ς)
∣∣∣∣∣
ς=q
. (B2)
Here, κ is a dimensionless wavenumber that has been
formally introduced to elucidate the GO ordering, where
κ→∞. We shall keep terms up to O(κ−2), rather than
O(κ−1) as is traditionally done, to demonstrate the ease
with which ‘full-wave’ effects such as diffraction can be
included into reduced wave models.
Let us consider 1-D for simplicity. (The N -D case is
analogous.) Using Faa di Bruno’s formula [43],
∂sς e
iκθ(ς) = eiκθ(ς)
s∑
j=1
(iκ)jBs,j
[
∂ςθ(ς), . . . , ∂
s−j+1
ς θ(ς)
]
,
(B3)
where Bs,j are the incomplete, or partial, Bell polynomi-
als. Some important Bell polynomials are
Bs,s(f1) = (f1)
s , (B4a)
Bs,s−1(f1, f2) =
(
s
2
)
(f1)
s−2f2 , (B4b)
Bs,s−2(f1, f2, f3) =
(
s
3
)
(f1)
s−3f3
+ 3
(
s
4
)
(f1)
s−4(f2)
2 , (B4c)
where
(
n
m
) .
= n!m!(n−m)! . Hence, to O(κ
−2),
D(z) ⋆ eiθ(q) ≈ eiκθ(q)
{
∞∑
s=0
[θ′(q)/2]
s
s!
∂spD(z)
− iθ
′′(q)
8κ
∞∑
s=2
[θ′(q)/2]
s−2
(s− 2)! ∂
s
pD(z)
− θ
′′′(q)
48κ2
∞∑
s=3
[θ′(q)/2]
s−3
(s− 3)! ∂
s
pD(z)
− [θ
′′(q)]
2
128κ2
∞∑
s=4
[θ′(q)/2]
s−4
(s− 4)! ∂
s
pD(z)
}
, (B5)
where θ′(q)
.
= ∂qθ(q), since θ(q) is univariate.
Upon shifting the indices back to s = 0, we obtain
D(z) ⋆ eiθ(q) ≈ eiκθ(q)
{
∞∑
s=0
[θ′(q)/2]
s
s!
∂spD(z)
− iθ
′′(q)
8κ
∞∑
s=0
[θ′(q)/2]s
s!
∂s+2p D(z)
− θ
′′′(q)
48κ2
∞∑
s=0
[θ′(q)/2]
s
s!
∂s+3p D(z)
− [θ
′′(q)]
2
128κ2
∞∑
s=0
[θ′(q)/2]
s
s!
∂s+4p D(z)
}
. (B6)
We recognize these summations as the Taylor expansions
of D, ∂2pD, ∂3pD, and ∂4pD about p+ θ′/2. Therefore,
D(z) ⋆ eiθ(q) ≈ eiκθ(q)
{
D
[
q, p+
θ′(q)
2
]
− iθ
′′(q)
8κ
∂2pD
[
q, p+
θ′(q)
2
]
− θ
′′′(q)
48κ2
∂3pD
[
q, p+
θ′(q)
2
]
− [θ
′′(q)]
2
128κ2
∂4pD
[
q, p+
θ′(q)
2
]}
. (B7)
A similar calculation will show that
e−iθ(q) ⋆D(z) ⋆ eiθ(q) = e−iθ(q) ⋆
[
D(z) ⋆ eiθ(q)
]
≈ D [q, p+ θ′(q)]
− θ
′′′(q)
24κ2
∂3pD [q, p+ θ′(q)] . (B8)
In multiple dimensions, Eq. (B8) readily generalizes to
e−iθ(q) ⋆D(z) ⋆ eiθ(q) ≈ Dc [q,p+ ∂qθ(q)] , (B9)
where
Dc(z) .= D(z)− 1
24κ2
∂3qqqθ(q)∴ ∂
3
pppD(z) (B10)
is the correction to D(z) found in Ref. [23]. Here, ∴
denotes the triple contraction.
Since W [p] = pˆ ∼ κ−1∂q on q-space, a power series
expansion of Dc [q,p+ ∂qθ(q)] in κ−1 is equivalent to a
power series expansion in p. Hence,
Dc [q,p+ ∂qθ(q)] ≈ Dc [q, ∂qθ(q)]
+
1
κ
v(q)⊺p+
1
2κ2
p⊺m(q)p , (B11)
where we have defined
v(q)
.
= ∂pDc(z)|p=∂qθ(q) , (B12a)
m(q)
.
= ∂2ppDc(z)
∣∣
p=∂qθ(q)
. (B12b)
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Finally, taking the Weyl transform of Eq. (B11) using
Eqs. (A10) yields the reduced envelope operator
W
[
e−iθ(q) ⋆D(z) ⋆ eiθ(q)
]
≈
Dc [qˆ, ∂qθ(qˆ)] +
v(qˆ)⊺pˆ− i2∂q · v(qˆ)
κ
+
m(qˆ):pˆpˆ− i [∂q ·m(qˆ)]⊺ pˆ− 14∂2qq:m(qˆ)
2κ2
. (B13)
Section II B only considers the lowest order GO ap-
proximation. Hence, Eq. (12) is obtained from Eq. (B13)
by dropping all O(κ−2) terms. Also, ∂3pppD(z) and
∂2qq:m(q) are often negligibly small. (Both are identi-
cally zero for the Helmholtz equation, for example.) We
therefore drop these two terms in obtaining Eq. (47).
Appendix C: Symplectic covariance of the Weyl
symbol
Here we demonstrate the symplectic covariance of the
Weyl symbol. Consider some operator Dˆ with symbol
D(z) =
∫
dz′
(2π)N
ei(z
′)
⊺
Jz tr
[
e−i(z
′)
⊺
JzˆDˆ
]
. (C1)
Correspondingly, the symbol of Mˆ †DˆMˆ is
W
−1
[
Mˆ†DˆMˆ
]
=
∫
dz′
(2π)N
ei(z
′)
⊺
Jz
× tr
[
e−i(z
′)⊺JzˆMˆ †DˆMˆ
]
. (C2)
Since Mˆ is unitary,
tr
[
e−i(z
′)
⊺
JzˆMˆ †DˆMˆ
]
= tr
[
Mˆe−i(z
′)
⊺
JzˆMˆ †Dˆ
]
= tr
[
e−i(z
′)
⊺
JMˆ zˆMˆ†Dˆ
]
= tr
[
e−i(z
′)⊺JS−1zˆDˆ
]
. (C3)
Since S is symplectic,
(z′)
⊺
JS
−1zˆ = (z′)
⊺
S
⊺
(
S
−1
)⊺
JS
−1zˆ = (Sz′)
⊺
J zˆ . (C4)
Hence, after making the variable substitution ζ
.
= Sz′,
W
−1
[
Mˆ †DˆMˆ
]
=
∫
dζ
(2π)N
ei(S
−1ζ)
⊺
Jz tr
(
e−iζ
⊺
JzˆDˆ
)
=
∫
dζ
(2π)N
eiζ
⊺
J S z tr
(
e−iζ
⊺
JzˆDˆ
)
,
(C5)
where we have used Eq. (26) and also that detS = 1 for
any symplectic matrix. We therefore obtain
W
−1
[
Mˆ †DˆMˆ
]
= D (Sz) = D (Z−) , (C6)
using Eq. (27a). Similarly,
W
−1
[
MˆMˆ†DˆMˆMˆ†
]
=
∫
dζ
(2π)N
eiζ
⊺
JZ− tr
[
e−iζ
⊺
JzˆMˆDˆMˆ †
]
=
∫
dz′
(2π)N
ei(z
′)
⊺
JS
−1 Z− tr
[
e−i(z
′)
⊺
JzˆDˆ
]
. (C7)
Therefore,
W
−1
[
MˆMˆ †DˆMˆMˆ †
]
= D (S−1Z−) = D(z) . (C8)
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