Adaptive codes have been introduced in [5] as a new class of non-standard variablelength codes. These codes associate variable-length codewords to symbols being encoded depending on the previous symbols in the input data string. A new data compression algorithm, called EAH, has been introduced in [7] , where we have behaviorally shown that for a large class of input data strings, this algorithm substantially outperforms the well-known Lempel-Ziv universal data compression algorithm. In this paper, we translate the EAH encoder into automata theory.
Introduction
New algorithms for data compression, based on adaptive codes of order one [5] and Huffman codes, have been introduced in [6] , where we have behaviorally shown that for a large class of input data strings, these algorithms substantially outperform the well-known Lempel-Ziv universal data compression algorithm [12] .
EAH (Encoder based on Adaptive codes and Huffman codes) has been introduced in [7] , as an improved version of the algorithms presented in [6] . The work carried out so far [6, 7] has behaviorally proved that EAH is a highly promising data compression algorithm, as one can remark again in the examples presented in the following sections. In this paper, we translate the EAH algorithm into automata theory.
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Before ending this introductory section, let us recall some basic notions and notations used throughout the paper. We denote by |S| the cardinality of the set S; if x is a string of finite length, then |x| denotes the length of x. The empty string is denoted by λ.
For an alphabet ∆, we denote by ∆ * the set ∞ n=0 ∆ n , and by ∆ + the set ∞ n=1 ∆ n , where ∆ 0 denotes the set {λ}. Also, we denote by ∆ ≤n the set n i=0 ∆ i , and by ∆ ≥n the set
Let X be a finite and nonempty subset of ∆ + , and w ∈ ∆ + . A decomposition of w over X is any sequence of words u 1 , u 2 , . . . , u h with u i ∈ X, 1 ≤ i ≤ h, such that w = u 1 u 2 . . . u h . A code over ∆ is any nonempty set C ⊆ ∆ + such that each word w ∈ ∆ + has at most one decomposition over C. A prefix code over ∆ is any code C over ∆ such that no word in C is proper prefix of another word in C. If u, v are two strings, then we denote by u · v, or simply by uv the catenation between u and v.
A Short Review of Adaptive Codes
Adaptive codes have been recently introduced in [5] as a new class of nonstandard variable-length codes. The aim of this section is to briefly review some basic definitions, results, and notations directly related to this class of codes.
Definition 1 Let Σ and ∆ be alphabets. A function c : Σ × Σ ≤n → ∆ + , n ≥ 1, is called adaptive code of order n if its unique homomorphic extension c : Σ * → ∆ * defined by:
As specified by the definition above, an adaptive code of order n associates variable-length codewords to symbols being encoded depending on the previous n symbols in the input data string. Let us take an example in order to better understand this adaptive mechanism. Σ\Σ ≤2 a b c aa ab ac ba bb bc ca cb cc λ a 01 10 10 00 11 10 01 10 11 11 11 00 00 b 10 00 11 11 01 00 00 11 01 10 00 10 11 c 11 01 01 10 00 11 11 00 00 00 10 11 10 Let x = abacca ∈ Σ + be an input data string. Using the definition above, we encode x by c(x) = c(a,λ)c(b,a)c(a,ab)c(c,ba)c(c,ac)c(a,cc) = 001011111100.
≤n − {λ}, and by C c,λ the set {c(σ, λ) | σ ∈ Σ}. We write C σ 1 σ 2 ...σ h instead of C c,σ 1 σ 2 ...σ h , and C λ instead of C c,λ whenever there is no confusion. Let us denote by AC(Σ, ∆, n) the set {c : Σ × Σ ≤n → ∆ + | c is an adaptive code of order n }. The proof of the following theorem can be found in [5] .
Theorem 3 Let Σ and ∆ be two alphabets, and c : Σ×Σ
Translating the EAH Encoder into Automata Theory
In this section, we focus on translating the EAH data compression algorithm [7] into automata theory. Before translating the algorithm, some new definitions are needed. For further details on formal languages, the reader is reffered to [3] .
Definition 4 Let Σ be an alphabet such that ⋆ / ∈ Σ, and w = u 1 u 2 . . . u h ∈ Σ + , u i ∈ Σ, ∀i. The adaptive automaton of order n associated to w is the nondeterministic finite automaton A n (w) = (S(w, n), T (w, n), δ w,n , s 0 (w, n), F (w, n)), where S(w, n), T (w, n), δ w,n , s 0 (w, n), and F (w, n) are defined by:
+ is the codeword associated to u j+n , when the previous n symbols are u j . .
and Z n w (s, a, c) is given by:
Example 5 Let Σ = {a,b,c,d} be an alphabet, and w = abdbacdba ∈ Σ + . It is easy to verify that the adaptive automaton of order one associated to w is constructed as below (the algorithm which associates the codewords is not important in this example). 
The 0-tuple is denoted by (). The length of the tuple U is denoted by Len(U).
. . , p t ) are tuples and q is an element or a tuple, then we define P ⊳ q, P ⊲ i, U △ V , and M♦N by:
where m i , n j are integers, 1 ≤ i ≤ r and 1 ≤ j ≤ s. If (f 1 , . . . , f k ) is a tuple of integers, let us denote by Huffman(f 1 , . . . , f k ) the Huffman algorithm, which returns a tuple ((c 1 , l 1 ) , . . . , (c k , l k )), where c i is the codeword associated to the symbol with the frequency f i , and l i is the length of c i , 1 ≤ i ≤ k.
Algorithm 1
Huffman(tuple 
EAHn(w).1 = A.
Let Index : Σ → {0, 1, . . . , m − 1} be a function which gets as input a symbol σ ∈ Σ and outputs an index i such that σ = σ i . If h ≥ n, then A = Base10Base2 (Index(w 1 )) . . . Base10Base2(Index(w n )), that is, A is the conversion of the sequence Index(w 1 ), . . . , Index(w n ) from base 10 to base 2, and |A| = n * ⌈log 2 m⌉. Otherwise, if h < n, then we consider A = Base10Base2 (Index(w 1 )) . . . Base10Base2 (Index(w h )) , that is, A is the conversion of Index(w 1 ), . . . , Index(w h ) from base 10 to base 2, and |A| = h * ⌈log 2 m⌉.
EAHn(w).2 = B.
B = B 0 B 1 . . . B m n −1 , where B j is defined by:
, . . . , m − 1} and ∃ k ∈ {1, . . . , h} such that
for all j, 0 ≤ j ≤ m n − 1, and 10 m(j) is a tuple of length n denoting the conversion of j from base 10 to base m, such that Len(10 m(j)) = n and 10 m(j).i is the i-th digit (from left to right) of this conversion.
* is defined by:
1 if B j = 1 and ∃ k ∈ {1, 2, . . . , h} such that
0 if B j = 1 and ∄ k ∈ {1, 2, . . . , h} such that
where F req(σ i , j) = |{k | w k . . . w k+n = σ 10 m(j).1 . . . σ 10 m(j).n σ i }|.
Let us denote by Marked the set {(i, j) | C j i = 1}. The greatest element of the set {|Base10Base2(F req(σ i , j))| | (i, j) ∈ Marked} is denoted by Max. Then, MBase10Base2(F req(σ i , j)) is defined by:
E denotes the compression of w using A, B, C, D, the adaptive automaton of order n associated to w, and the Huffman algorithm.
Algorithm 2
EAHn(string w = w 1 w 2 . . . w h ∈ Σ + , such that w i ∈ Σ, 1 ≤ i ≤ h, h > n) 1. A := λ; B := λ; C = λ; D := λ; E := λ; A n (w).1 := {⋆}; A n (w).2 := ∅; 2. A n (w).4 := w 1 . . . w n ; A n (w).5 := {w h−n+1 . . . w h }; M 1 := (); M 2 := (); 3. for j = n + 1 to h do A n (w).1 := A n (w).1 ∪ {w j }; 4. for j = 1 to h − n do A n (w).1 := A n (w).1 ∪ {w j w j+1 . . . w j+n−1 }; 5. for j = n + 1 to h do 27. for j = 0 to m n − 1 do 28. if ∃ t ∈ A n (w).2 such that δ(σ 10 m(j).1 . . . σ 10 m(j).n , t) − {⋆} = ∅ 29.
then B := B · 1; 30.
else B := B · 0; 31. for i = 0 to m − 1 do 32. for j = 0 to m n − 1 do 33. if B j = 1 then 34.
if ∃ t such that δ(σ 10 m(j).1 . . . σ 10 m(j).n , t) = σ i then begin 34.1.
35.
else C := C · 0; 36. for i = n + 1 to h do begin 36.1. Let t ∈ A n (w).2 be such that w i ∈ δ(w i−n . . . w i−1 , t); 36.2. E := E · t.2; end 37. return (A, B, C, D, E) ; Let u be a string. In the remainder of this paper, we denote by LZ(u) the encoding of u using the Lempel-Ziv data compression algorithm [12] , and by H(u) the encoding of u using the Huffman algorithm. Also, let us consider the following notations: One can easily verify that we obtain:
LH(w) = 462 LEAH1(w) = 310 LLZ(w) = 388 which shows that in this case, EAH1 substantially outperforms the well-known Lempel-Ziv universal data compression algorithm [12] .
Concluding Remarks
The EAH data compression algorithm has been proposed in [7] , where we have behaviorally shown that for a large class of input data strings, this algorithm substantially outperforms the Lempel-Ziv data compression algorithm. In this paper, we translated the EAH algorithm into automata theory. Further work on adaptive codes will be focused on finding new improvements for the EAH algorithm, as well as other algorithms for data compression based on adaptive codes.
