With the development of network technology such as software-defined network (SDN) and network function virtualization (NFV), Internet service providers (ISPs) are increasingly placing the virtual network function(VNF) instances at the network edge to provide network service. However, there are some issues to be tackled in the distributed SDN/NFV enabled cloud. Firstly, VNF instances require to be chained in predefined order to provide network services. It is a challenge to optimally select and chain VNF instances from the multi-instances. Moreover, due to the capacity limitation of the distributed edge nodes. The capacity of the Virtual Machines (VMs) that host VNFs should be proactively adjusted to cope with traffic demands. Since most existing works ignore the vertical capacity scaling problem in routing commodities with Service Function Chain (SFC) requests. In this paper, a fine-grained scheduling scheme at VM-level is proposed. Firstly, we formulate the SFC chaining problem as an Integer Linear Programming (ILP) model aiming to embed SFC requests with minimum estimated latency cost. Furthermore, we formulate the adaptive VNF resource allocation (VNF-AR) problem as a convex optimization. The theoretical optimal capacity for each VM can be derived from the Karush-Kuhn Tucker (KKT) conditions. At last, a novel joint optimization approach of VNF chaining and adaptive scaling (VNF-CAS) is proposed to efficiently embed the SFC requests. Performance evaluation shows that VNF-CAS can achieve better performance in SFC requests acceptance rate, average effective throughput, average load utilization and VM load balancing when it is compared with other algorithms in existing works.
I. INTRODUCTION
In traditional, the Internet service providers (ISPs) use the dedicated hardware equipment to offer different network functions such as Firewalls, Proxies, Network Address Translators (NATs) and Intrusion Detection Systems (IDSs), this can result in high cost and inflexible management of ISP's network. To reduce the Operating Expenditures (OPEX) and Capacity Expenditures (CAPEX), network function virtualization (NFV) [1] was proposed to migrate network functions from the hardware-based equipment to softwaredefined instances and allow scalable and flexible deployment of network functions. In NFV, different network functions are executed in virtual machines (VMs) or containers on The associate editor coordinating the review of this manuscript and approving it for publication was Xiaodong Xu . standardized servers. In general, the NFV architecture [2] is composed of three main components, Virtual Network Functions (VNF), Network Function Virtualization Infrastructure (NFVI), management and orchestration architectural framework (NFV MANO). The VNFs are controlled and managed by MANO according to software-defined networking (SDN) paradigm [3] . Typically, NFV is used in the data center network, which brings great advantages in flexibility and cost-efficiency. However, the centralized orchestration of a large number of VNFs becomes a problem. To reduce the complexity of orchestration, the ISPs can place a few VNFs in distributed Micro-Data Centers (MDCs) [4] with the network edge computing technology [5] . These distributed MDCs can be deployed in buildings or neighbors near users to achieve better QoS and lower latency. In addition, NFV is applied to 5G network slice technology, which provides diversified and customized network services to users through on-demand network slicing [6] .
In fact, there are several issues to be investigated on the orchestration of VNFs. Firstly, how to concatenate different VNFs effectively within the ordering constraints. In real scenarios, the service requests from clients often consist of several network functions. Network flows need to traverse through a series of VNFs in sequence to achieve the specific objective. The interconnection of VNFs which provide endto-end Internet service is defined as a service function chain (SFC) [7] , [8] . As different chain composition affects the performance of the network service. Authors in [9] defined a model for formalizing the chaining of network functions using a context-free language. In [10] , a topological dependence sorting method was used to jointly optimize the processes of SFC designing and deployment. Secondly, a lot of researchers have focused on how to deploy the SFC optimally to achieve a good network performance. In [11] , an approximation algorithm based on GAP (Generalized Assigned Problem) was applied to solve the NFV location problem of small distributed cloud nodes. The work in [12] studied the joint problem of VNF placement and path selection to better utilize network resource, it was verified to serve more demands by optimizing the VM reuse factor and path length. Besides, Energy-aware SFC placement strategy was proposed to reduce power consumption in data center scenarios [13] , [14] .
Since the different stages of SFC orchestration are relevant to each other. (e.g. SFC chaining and SFC placement).
A growing number of studies are trying to consider many stages together and jointly optimize them. Therein, the optimal steering and resource allocation of NFV has attracted attention from both academia and industry [15] . Once given the available locations of VNF instances, there are usually multiple instances to choose from. How to optimally select the VNF instance and construct the routing path without violating constraints becomes a problem, especially in the distributed network. Fig.1 shows a simple instance of the SFC in the distributed cloud system: a client needs to get social network service (e.g. logging in Facebook server through an SFC). This SFC is composed of 3 types of VNFs, the Web Proxy, the Firewall (FW) and the Load Balancer (LB). There are 3 switch nodes and 4 MDC nodes in the substrate network. And four types of VNFs are deployed on MDC nodes B, C, D, E respectively. Each type of VNF usually has multiple instances located in different MDC nodes. In that case, there are many paths that can satisfy the predefined order for the orchestrator to choose. For example, Path I: Switch A ⇒ MDC B ⇒ Switch B ⇒ MDC D ⇒ Switch C ⇒ MDC E ⇒ Switch C ⇒ Facebook server or Path II: Switch A ⇒ MDC C ⇒ Switch B ⇒ MDC E ⇒ Switch C ⇒ Facebook server. Path I traverses VNFs in different MDCs, which may result in much bandwidth usage and many hop counts. Path II traverses VNFs by sharing MDC node C, which may be helpful to reduce hop counts and bandwidth usage. However, it can lead to load imbalance when too many phsical resources are occupied in a single node. Therefore, due to the limited physical resources (i.e. CPU, memory and bandwidth) in the substrate network, it is a challenge to find the best compromise routing path to achieve load balancing and reduce resource bottlenecks.
On the side of the client's needs, the clients want to get better Internet QoS such as low end-to-end delay and low packet loss rate. Different network services also have different preferred network metrics. For example, the real-time video service typically requires more bandwidth whereas the VoIP service is more sensitive to latency. There is a need to design a resource-aware VNF chaining algorithm related to clients' demand. On the other side of the network provider's requirements, the network is ought to accommodate flows as many as possible under the capacity constraints to achieve throughput-optimal. There should be a mechanism to dynamically adjust resource allocation to balance the load based on the historical traffic. But little research has been done in the joint optimization of VNF chaining and scaling. In this paper, a joint VNF chaining and adaptive scaling optimization in the distributed cloud system is proposed. There are mainly two problems in the following to be solved: (1) How to optimally select and concatenate VNF instances based on the resource information of the substrate network. (2) How to dynamically adjust resource allocation of VMs according to the traffic demand. The contributions of this paper are listed as follows:
• We formulate the VNF chaining (VNF-C) problem as an ILP model aiming at minimizing the estimated delay cost. Taking the bandwidth of links, the load of VMs into account, a Service Function Graph method is proposed to chain VNFs in a fine-grained VM level.
• Instead of simply allocating resources fairly to VMs of different VNFs (e.g. in [12] ), we first formulate the adaptive VNF resource allocation (VNF-AR) problem into a convex optimization and give the optimal capacity in theoretical analysis.
• Furthermore, by combining the optimization results above. We design a novel VNF chaining and adaptive scaling (VNF-CAS) algorithm. The joint VNF-CAS algorithm is proven to provide good performance guarantees by real trace-driven simulation. The performance evaluation results show that our proposed algorithm achieves better performance in acceptance rate, effective throughput, average load utilization and load balancing than the existing algorithms [16] - [18] in different topologies.
The rest of the paper is organized as follows: The related work is presented in Section II. We explain the detailed model in Section III and formulate it into an ILP model in Section IV. Section V gives the description of the proposed algorithms including VNF-C, VNF-AR, and VNF-CAS. In section VI, we validate our proposed algorithm through real trace-driven simulation and compare it with other existing algorithms in different topologies. Finally, Section VII gives the conclusion of the paper.
II. RELATED WORK
To solve virtual network function chaining and routing problem. Bari et al. [18] formulated this problem as an ILP model, the costs of VNF deployment, energy, and Service Level Objective (SLO) violation are considered with the aim of minimum OPEX and fragmentation. A heuristic-based on the Viterbi algorithm was proposed to embed SFC requests in a multi-stage graph. Mechtri et al. [19] , [20] proposed a matrixbased approach, using eigendecomposition of adjacency matrices to cope with the VNF placement and chaining problem in distributed cloud environments. Khebbache et al. [21] also adopted matrix-based optimization and multi-stage graph method to find solutions in polynomial times. Using perfect 2 matching method at the VNF chain placement stage is helpful to enhance resolution time and guarantee scalability. Nevertheless, studies in [18] - [20] select VNFs in a greedy way at each stage of the multi-stage graph. Though the heuristic method may be conducive to reduce the execution time of solution and improve scalability. These algorithms can lead to a sub-optimal solution for the routing of SFC flows.
Tang et al. [22] raised a dynamic queuing model to deal with the VNF placement in 5G access network. With Lyapunov optimization technique, a genetic algorithm-based heuristic SFC scheduling and mapping algorithm (QDPVNF) was presented. In addition, other methods like dynamic programming (DP) [23] , Column Generation (CG) [24] , Monte Carlo Tree Search (MCTS) [25] are also applied in the VNF placement and chaining.
Different from the research works above, some studies formulate the SFC placement problem from the perspective of multi-path routing (MRP). Cao et al. [16] proposed a novel algorithm named Competitive Online Algorithm for Traffic Steering (COATS) based on segmentation and lazy dual. In COATS, the flows are given one by one and the objective is to steer the flows to maximize the total amount of traffic. Dwaraki et al. [26] proposed an adaptive service routing algorithm to solve the online problem. In the algorithm, the network graph is transformed into a layered graph. The author proposed a way to calculate end-to-end delay from utilization measurement on links and servers. Conventional SP algorithm is executed to get the optimal solution and the feasibility of this approach is verified through an emulated prototype implementation.
Based on the research method of [16] , [26] , Pei et al. [17] proposed a differentiated routing algorithm aiming to minimize resource consumption costs of flows with SFC requests. In this algorithm, the flows are classified into different kinds based on resource preference. The costs of different flows are defined differentially to balance resource consumption. In [27] , Sallam et al. proposed a transformation of the network graph which can reduce the computational complexity of works in [16] , [26] . Then they formulated this SFC-constrained maximum flow problem as a fractional multicommodity to achieve throughput-optimal routing. Similarly, Pei et al. [28] designed a routing scheme based on deep learning to reduce the routing computation time of the layered method. Performance evaluation shows that the deep learning method can get almost the same performance in acceptance rate and end-to-end delay, but enhance time efficiency dramatically.
Considering the more complicated scenario, due to the highly dynamic of resource usage and limited duration time of SFC requests. The SFC requests are dynamic and result in the variation of network load. Zhou [29] proposed a primaldual placement scheme that makes on-spot decisions upon the arrival of SFC. Pei et al. [30] studied the SFC embedding problem to optimize the number and placement of VNF instances according to the dynamic load in geo-distributed cloud system. A novel SFC embedding approach (SFC-MAP) and a VNF dynamic release algorithm (VNF-DRA) were proposed to efficiently embed SFC requests and optimize the number of placed VNF instances. Furthermore, with the traffic history, the upcoming traffic can be predicted. VNF instances should be dynamically scaled up or down. Fei et al. [31] employed an efficient online method called follow-the-regularized-leader (FTRL) to minimize the error in predicting SFC demands. With the prediction results, the processing capacity can be derived to adaptively assign VNF instances. The joint online algorithm is proven to provide good performance guarantees by both theoretical analysis and trace-driven simulation.
Nevertheless, most of the mentioned works neglect the fact that different VNFs are segregated in different VMs to share the processing-resource. Each VM has a limited computational capacity and the load imbalance of VMs will cause network performance degradation. In that case, there should be an efficient processing-resource allocation mechanism to accommodate VNF demands. Buh et al. [32] defined a novel adaptive traffic distribution among multi-core architectures, this method was experimentally validated by tests on Linux Bridge networking devices. Savi et al. [33] considered two penalties include context switching costs (causing by repeated context loading/saving on the same CPU) and upscaling costs (causing by load-balancing needs of VNFs among multiple CPU cores). Both of them were verified to affect the embedding of SFCs. Kulkarni et al. [34] proposed a VNF scheduling and service chain management framework named VNFnice to achieve fair resource allocation of CPU. In their work, the VNF load was calculated as the product of the arrival rate and estimated service time. An extending backpressure approach at packet granularity was applied to manage congestion. A DPDK based platform [35] that runs VNFs in containers was used to facilitate deployment. In this paper, we mainly focus on the optimal selection and chaining problem of SFC in the distributed system. A joint optimization method of SFC chaining and VNF adaptive scaling is proposed.
III. SYSTEM MODEL A. SUBSTRATE NETWORK
The network is generally modeled as an undirected graph G = (V, E), where V is the node set and E is the link set. The node number |V| and the link number |E| are both limited. Here, we assume two kinds of nodes in the distributed cloud network, V = V se ∪ V sw where V se is the server node set and V sw is the switch node set. Switch nodes are responsible to forward data to neighbors. Server nodes are not only responsible to forward data but also to process the traffic of SFC demands. Both of switches and servers work under the control instructions of the orchestrator. Since the switches do not need to process the flows, we neglect the communication cost on switch nodes. In the NFV MANO network architecture, the NFV orchestrators can be seen as a kind of SDN controllers responsible to collect the network status and manage the VNF orchestration.
For each link (v, w) ∈ E, its bandwidth capacity is C vw . We use η vw to represent the relative bandwidth utilization of link (v, w) ∈ E. For each node v ∈ V se , we use C v to represent the computational capacity. While C v = 0 for v ∈ V sw . In most NFV scenarios, the CPU capacity is regarded to be the most important metric to evaluate computational resources in MIPs (million instructions per second), whereas other hardware resource like memory is relatively sufficient. Multiple VMs can be installed to hold VNF instances on each server node. We use η m v to represent the relative load utilization of the m th VM on server node v ∈ V se and η v to represent the load utilization of the server node. In NFV-enabled network, the network can support a set of VNFs F (with maximum number |F|). Each f ∈ F is associated with a specific kind of VNF like the firewall. We assume that every VM is able to execute one VNF f ∈ F. The VNF types in different servers can be the same, but the VNF types of VMs on the same server must be different from each other. In addition, since the orchestrators have no aprior knowledge of the traffic distribution of VNF instances. At the Initial phase, we assume the CPU capacity of each VM C m v on the same server is allocated equally according to server's C v and VM number M v .
B. SERVICE FUNCTION CHAIN REQUESTS
In this network model, all data that enter the network are associated with a particular commodity with SFC request. A seven-tuple is defined to symbolize the SFC
Given a set of SFC commodities, we use |S| to represent the total number of the existed commodities in the network. Let o i and d i represent the source and destination address of S i respectively. Each S i is composed of a series of VNFs in a specific order which is defined as ϕ i = {ϕ i1 , ϕ i2 , . . . , ϕ il }. ϕ ij represents the j th VNF request of S i , where j = 1, 2, 3, . . . l, l = |ϕ i | is the maximum VNF number of S i . For each S i , the CPU demand, bandwidth consumption and maximum tolerated delay are defined as R cpu i , R bw i , R D i . Both of these metrics depend on the specific demand of SFC. It's important to note that since there exsit non-prioritized flows like IoT traffic, these traffic can be delayed and their tolerated delay is assumed to be infinite. For each SFC commodity, to simplify its complexity, we assume the bandwidth consumption and CPU demand of VNFs to be the same value. As for G i = V i , E i , it is a directed graph to describe the available routing path of S i . V i is the set of available virtual nodes that can host the required VNF and E i is the set of virtual links to connect adjacent VNFs. The direction of links must satisfy the constraints in ϕ i and the weight of links represents the resource consumption cost between adjacent nodes. Routing graph
To better utilize resources, we allow different flows to share the same VNF instance if its capacity C m v is sufficient. In addition, any two different VNFs in one SFC can be served on the same server, so that the communication between them becomes intra-node. In this case, the bandwidth consumption of the corresponding virtual link is regarded to be zero. It is beneficial to reduce the end-to-end latency. Last but not least, though service function chains can greatly enrich the diversity of NFV, the actual form of the SFC is usually not arbitrary in the real scenario. Taking the Web service as an example, the requests of a user usually need to sequentially go through the web proxy, the load balancer and the firewall to access to the Internet. Therefore, It is assumed that there is a set to cover all the SFC forms, and we merge the service function chains that have the same ingress node o i , egress node d i and the same VNF forms into one group k .
IV. PROBLEM FORMULATION A. PROBLEM DESCRIPTION
In this paper, once the network topology G = (V, E) and a set of SFC commodities are given. To realize the SFC optimal routing in distributed cloud network, the network sevice provider needs to (1) collect the VNFs' location and resource usage status of the substrate network (2) construct a multi-layer graph for each SFC and calculate the weights of corresponding edges (3) select a path and judge whether the required VNFs can be placed or not. The optimal VNF selection and chaining problem can be seen as a multi-path routing problem (MRP) with SFC constraints. From another perspective, the relationship between server nodes and SFCs can be compared to the facilities and clients. This problem can also be formulated as a facility location problem (FLP), which is aiming at minimizing the total cost of matching the facilities to clients.
B. DETAILED FORMULATION
In this section, we formulate the optimal VNF selection and chaining problem into an ILP model, which can be seen as the combination model of MRP and FLP. The main notions are listed in TABLE 1.
There are many constraints for SFC in the NFV enabled network. Firstly, the routing path of S i starts from o i and ends at d i , it can not be split. If S i is accepted and placed, then it should origin from o i to d i as:
Here, we use binary variable z v,w
The selected routing path π i must be able to traverse through VNFs following the specified order in S i , i.e. I ϕ i,j ≤ I ϕ i,j+1 ∀i, j.I ϕ i,j indicates the sequence index of the node in selected path π i . VOLUME 7, 2019 Secondly, the total bandwidth consumption on each physical link (v, w) ∈ E would not exceed bandwidth capacity as:
As for the capacity constraints of nodes, the required computational resources on each VM of node would not exceed its CPU capacity. Secondly, the total capacities of VMs would not exceed their server's CPU capacity. Here, y
For any server nodes in the network, the VM of a server node is assumed to host only one type of VNF f ∈ F.
Here,
The VNF types of VMs on the same server node are supposed to be different from each other as:
f ∈F
If different SFCs traverse the same VM in a server node, they must request the same type of VNF:
For each S i , (8) ensures that different VNFs in S i can be served on one server, but the VNF instance number can not exceed the maximum VM number. So there may be some loops in the routing path.
At last, the end-to-end delay of selected path must be smaller than SFC's maximum tolerated delay. In this paper, we consider the end-to-end delay of S i consists of three components: queuing delay D (
From a multi-path routing perspective, we define the objective function of the optimal VNF chaining as the resource cost. In order to meet the requirements of network service providers and clients, the resource cost is ought to be relevant to bandwidth utilization and load utilization.
In addition, we hope to balance the workload and reduce the resource bottlenecks by minimizing the defined resource cost. So we consider using the definition of estimated endto-end delay in [26] to represent the cost of a routing path.
The resource cost for traversing a link consists of two components: estimated propagation delay D prop vw as in (10) and estimated queuing delay D queue vw as in (11) . The resource cost for traversing a VM consists of the estimated processing delay D proc v,m as in (12) . The estimated propagation delay is calculated by the physical length Dis(v, w) of link and propagation speed of signals in that medium. c medium is generally measured to be 5µs/km in optical fiber.
The estimated queuing delay is dependent on the bandwidth utilization η vw of link. Using a simple M/M/1 queuing model with an expected service time, d tx represents the transmission delay which is dependent on the transmitted packet size and link bandwidth. Similarly, the estimated processing delay of VM is depending on its load utilization η m v . t proc is the per packet processing time.
The resource costs defined in (11) and (12) are closely relevant to the load of links and nodes. Both of them are increasing and convex functions of load utilization. This kind of function captures nearly linear growth in latency at light traffic load, but it witnesses a sharp increase when the resource consumptions are nearly approaching the maximum capacity. It is noted that the estimated processing delay in (12) is only considered on the server node v ∈ V se .
In our hypothesis, the resource cost is calculated by the estimated end-to-end delay. However, the real end-to-end delay is dynamic and stochastic in the network. It is difficult to evaluate with the resource usage information. But the resource utilization of network can be a way to estimate the delay cost. Furthermore, this method is tested to be effective to match with dynamic network data as in [26] . So in this paper, we use the sum of estimated delay on the routing path to indicate the resource cost. The objective function of each SFC request is:
The aim of the ILP model is to find the optimal solutions of z v,w i,v,m and z v,w i,vw to minimize the estimated end-to-end delay cost. Because the objective function defined in (13) can reflect the load status of links and nodes on the path. If the resource cost is a very big number, we can infer that something bad happens on the routing path. Maybe the resources are exhausted in some bottleneck links or nodes. Maybe the end-to-end delay of the flow is beyond its tolerated upbound. In this way, an optimal routing path can be found to achieve load balance and avoid congestion.
V. PROPOSED ALGORITHM
In this section, we propose the novel optimal VNF chaining and adaptive scaling algorithm (VNF-CAS). It is composed of two parts, the first part is the optimal VNF chaining algorithm (VNF-C). When executing VNF-C, for each SFC flow, the candidate VNFs are selected and rearranged in order. The original network graph is transformed into a multi-layer graph. Based on the defined latency cost on each virtual link of multi-layer graph, the optimal path can be obtained through a modified shortest path (SP) algorithm. Considering the capacity limitation in the distributed cloud edge node. The second part is a VNF resource allocation scheme (VNF-AR) to adjust the capacity of VMs according to different traffic demands, We formulate the resource allocation problem as a convex optimization model. The optimal allocated capacity of different VMs can be derived by the KKT conditions. Orchestrators are responsible to give instructions to re-allocate the CPU resource of each VM based on the optimal result. In this algorithm, the network traffic is assumed to be steady without huge fluctuations, every SFC request is handled one by one. Details of VNF-CAS are presented in the following subsections.
A. OPTIMAL VNF CHAINING ALGORITHM (VNF-C) 1) CONSTRUCTING SERVICE FUNCTION GRAPH
In order to solve the optimal selection and chaining problem of SFC, instead of finding exact numerical solutions by an analytical method which suffers from combinatorial complexity and high time complexity, we consider using the approach of constructing the Service Function Graph. It is modified from the Route Segmentation [16] in finer granularity at VM-level. For each SFC flow S i , the Service Function Graph is constructed as a multi-layer directed graph
where V i is the set of virtual nodes and E i is the set of virtual links. 
Assuming the virtual routing path with minimum resource cost is Switch A ⇒ Node C VM1 ⇒ Node C VM2 ⇒ Node E VM1 ⇒ Switch C. It can be mapped in Switch A ⇒ MDC C ⇒ Switch B ⇒ MDC E⇒ Switch C in the substrate network if all the constraints are satisfied.
Considering using SP to solve the objective function in (13) . The estimated latency cost of substrate network should be transformed into the weight of virtual links in the Service Function Graph. For each SFC flow S i , the weight of the virtual link from v(j) to w(j + 1) is denoted as C i,v(j),w(j+1) in (14) . Here, v(j) represents virtual node v ∈ V i in the j th layer and w(j + 1) represents virtual node w ∈ V i in the next (j + 1) th layer. The binary variable z v(j),w(j+1) i,vw indicates whether virtual link (v(j), w(j + 1)) ∈ E i traverses VOLUME 7, 2019 through link (v, w) ∈ E. Noting that since there exists special case when adjacent required VNFs are mapped into one server node. (e.g. Path: Switch A⇒Node C VM1⇒Node C VM2⇒Node E VM1⇒Switch C). z v(j),w(j+1) i,vw is assumed to be zero when adjacent virtual nodes v(j) and w(j + 1) are mapped into the same server node. Furthermore, a mapping function F(·) is defined in (15) transforming the virtual node v(j) to its corresponding VM's load utilization.
Based on the weight of virtual links, the virtual path with the minimum resource cost can be obtained by executing the shortest path algorithm in the Service Function Graph. Therefore, the Service Function Graph has the benefit of simplifying the substrate network topology, which improves the efficiency of path computation. The pseudocode of VNF-C is presented in Algorithm 1. 
In VNF-C, Firstly the complexity of calculating the resource cost on nodes and links is at most O(|V| + |E|). Since the construction of the Service Function Graph needs to copy the avaliable function nodes at each layer. Considering the worst case, all types of VNFs can be deployed on every server node. Therefore, there are no more than l max |V se | + 2 virtual nodes and 2 |V se | + (l max − 1) |V se | 2 virtual links on the Service Function Graph. l max indicates the maximum number of the VNFs in the SFC commodity. In general, the time complexity of the SP algorithm (e.g. Dijkstra algorithm) is O(|E| + |V| log |V|) on G = (V, E). In the Service Function Graph, the weight of virtual links are calculated through the SP with complexity of O |V se | 2 (|E| + |V| log |V|) . So the complexity of VNF-C is at most O |V se | 2 (|E| + |V| log |V|) .
B. ADAPTIVE VNF RESOURCE ALLOCATION (VNF-AR)
Due to the processing resource sharing of hardware among different VNFs, the unbalanced resource sharing results in congestion and additional processing latency. VNF-AR focuses on the efficient CPU resource allocation on VMs according to the traffic demands.
1) OPTIMAL RESOURCE ALLOCATION FORMULATION
In each server node v ∈ V se , the CPU cores are shared among VNFs hosted by different VMs. Fig.3 shows a simple example of a 4-core CPU are shared by 2 different VNFs. Alternatively, if the VNF2 requires more computational resources, while the VNF1 requires few computational resources. The server node should have an adaptive resource allocation scheme to balance the load, which can adjust capacity allocation for different VMs according to VNF's traffic demand. (i.e. Re-allocating the CPU resources of VNF1 from 2 cores to one core, but increasing the CPU resources of VNF2 from 2 cores to 3 cores).
VNF-AR formulates this problem into a convex optimization with nonlinear programming. The objective function is defined to minimize the estimated processing delay cost for each server node v ∈ V se :
Subject to:
In VNF-AR, We use C m v to represent the possessed CPU resource of the m th VM on server node v ∈ V se . It is a visible metric that can be measured and collected on each node. This optimization problem is a convex optimization, the reason is as follow: Firstly, the objective function D proc v,m is a convex function which is already proved and used in [36] . The sum of D proc v,m over VMs is also a convex function. Secondly, Inequality constraint function in (18) is convex. And the equality constraint in (19) is affine. According to the theorems in convex optimization, considering the dual to this problem, we associate dual variables µ for the constraint (17), λ 1 and λ 2 for the constraint (18) . The Lagrange dual function is defined as follow:
For any convex optimization, the KKT conditions provide necessary and sufficient conditions for optimality. In VNF-AR, C m * v and λ * 1 , λ * 2 , µ * that satisfy the KKT conditions are primal and dual optimal, and have zero duality gap. By applying the KKT condition:
It can be derived that C m * v is optimal if it does not violate the constraints in (17)- (19) and there exist λ 1 , λ 2 ∈ R M v and µ ∈ R satisfy:
Considering the practical definition of C m v should be a positive number, λ * 1 m and λ * 2 m are assumed to be 0. Thus, the optimal C m * v is given by:
Combining the capacity constraint in (19) , the optimal µ * can be derived as well.
In the end, the final optimal C m * v can be obtained if we substitute µ * for µ in (25) .
2) COMPLEXITY ANALYSIS
The interior-point method is applied to calculate the optimal allocated capacity. For each server node, the time complexity 
C. OPTIMAL VNF CHAINING AND ADAPTIVE SCALING ALGORITHM(VNF-CAS)
In VNF-CAS, based on the mentioned two parts (i.e. VNF-C and VNF-AR), an efficient resource-aware and load balancing VNF embedding algorithm is proposed. For each SFC, Service Function Graph gives a simple perspective to describe the SFC constraints. A modified shortest path algorithm can be executed to obtain the optimal path with the minimum resource cost. Furthermore, by accumulating a number of traffic requests, the capacity of VMs on the server node can be scaled after serving every batch of traffic T.
1) ALGORITHM DESCRIPTION
The pseudocode of VNF-CAS is described in Algorithm 2. In general, given the network parameters and SFC commodities, VNF-CAS finds a path for every SFC to chain required VNFs. Firstly, we initialize the capacity scaling batch size T and re-routing threshold coefficient σ . After accumulating every batch of traffic, the server node can scale its VMs' capacity to accommodate new SFC requests. Line 3 is to prune the nodes and links that can't accommodate the new incoming SFC request. In line 4, VNF-C is used to construct corresponding Service Function Graph G i = (V i , E i ), the resource cost C i,v(j),w(j+1) of each virtual link is calculated. In line 5, the SP algorithm(e.g. Dijkstra algorithm) based on the above weights is executed to obtain the Routing Graph η v , η m v , η vw ← Update the resource utilization; line 12. In lines 13-17, when the number of existed SFC requests |S| reaches the capacity scaling batch size, VNF-AR is applied in line 16 to find the optimal capacity for each VM. During the same time, Lines 18-27 are aimed to re-calculate the routing path π i for the existed SFC requests whose estimated delay exceeds the threshold. There is a threshold cofficient σ in view of the gap between the estimated delay and the actual delay. In this paper, we assume the capacity scaling batch size T as a fix number chosen by network operators. Furthermore, Adjusting T dynamically according to the fluctuations of traffic volumes is an interesting research challenge beyond the scope of this work. Maybe we will pursue to solve it in the future work.
2) COMPLEXITY ANALYSIS
VNF-CAS is composed of VNF-C and VNF-AR.For each SFC flow, the complexity of constructing Service Function Graph in VNF-C is O |V se | 2 (|E| + |V| log |V|) . Then the SP is executed to obtain the optimal path, the complexity of the VNF chaining is thus O l max |V se | 2 . l max indicates the maximum number of the VNFs in the SFC commodity. The complexity of transformation and resource update is O(1). Because l max is quite a small number when compared with |E|. Taking the total number of the SFC commodities into account. The complexity of the VNF chaining and re-routing part is at most O | | |V se | 2 (|E| + |V| log |V|) . As for the adaptive resource allocation, the update times is at most | | T . During every update of the network status, the complexity of VNF resource optimal allocation is at most
where M represents the maximum VM number. Therefore, the complexity of the adaptive scal-
M log(M ) . Finally, by combaining the two parts, the complexity of VNF-CAS at the worst situa-
In addition, the complexity of VNF-C can be further reduced by merging the SFCs that belong to the same k into one group. During the construction of the Service Function Graph, the service function chains that have the same ingress node o i , egress node d i and VNF forms usually belong to the same Service Function Graph. There is no need to calculate G i = (V i , E i ) for every SFC and it can be just calculated one time for each group.
VI. PERFORMANCE EVALUATION
In this section, we demonstrate the performance of our proposed algorithms. Firstly, the simulation configuration is illustrated. Then, we compare the performance of VNF-CAS with modified VNF-C without adaptive scaling and three other existing algorithms [16] - [18] . All the simulations are implemented with MATLAB 2018A and performed on a computer with Intel(R) Core(TM) i5-8250 CPU @ 1.60 GHz and 8 GB RAM.
A. SIMULATION CONFIGURATION
In our simulation, the network topology that we use is two WAN topologies in SNDlib [37] and a data center network [38] . (1) Abilene is a small-sized network topology with 12 nodes and 15 links. (2) Germany50 is a middlesized network topology which is composed of 50 nodes and 88 links. (3) EDU1 is a university data center network with 22 device nodes and 41 links.
Similarly in [30] , the server nodes in WAN topologies are selected according to the node degree. In Abilene topology, we select the top 40% nodes as the server nodes with the number of 5. And in Germany topology, we select the top 30% nodes as the server nodes with the number of 15. For the data center network, we attach each edge/ToR device to a server node. For simplicity, the CPU capacity of each server node v ∈ V se is set uniformly as 15000 MIPs. The VM numbers which are activated on the server nodes are all set to be 4. Therefore, the initial CPU capacity of each VM on server node is set as 3750 MIPs. Besides, the bandwidth capacity of each link is uniformly set as 1000 Mbps.
Considering the latency and processing parameters of the estimated delay cost, the transmission delay d tx in Eq.(11) is set as 10µs and the per packet processing time in Eq.(12) is set as 1 ms [39] . In addition, the propagation speed of links is set to be 5µs/km. The propagation delay D prop vw of each link is derived from the real length Dis(v, w) in the used dataset. During the updated re-allocation of the capacity, the scaling batch size T is set as 50. All the network parameters used in the simulation are presented in TABLE 2.
In this simulation, all the node pairs generate traffic according to the avaliable traces in [37] , [38] , which means the ingress and egress nodes of the SFC request is the same as the distribution in real traces. Moreover, we consider six different VNFs that can be chained to provide four different network services [40] , [41] as in TABLE 3 (i.e. Web Service, VoIP, Video Streaming and Online Gaming) And they are generated according to the corresponding probability in [41] . TABLE 3 shows the performance requirements in terms of bandwidth consumption R bw i and maximum tolerated latency R D i for each SFC. In our performance evaluation, for simplicity, we assume every link of the SFC's path occupies the same bandwidth. As for the CPU demands of VNFs, we assume the CPU demands of different VNFs in one SFC are the same. with probability 10% which is used in [12] . By combining the synthetical generated SFC types and real traffic traces, we get the final experimental data in our performance evaluation.
B. INTRODUCTION OF THE COMPARED ALGORITHM
In the simulation, the performance of VNF-CAS is compared with four other algorithms. All of the three algorithms are executed by constructing the multi-layer graph. The first one is the modified VNF-C algorithm without capacity scaling which is already introduced in this paper. The second one is the algorithm named Competitive Online Algorithm for Traffic Steering (COATS) proposed in [16] . In COATS, the resource cost is calculated based on the remaining bandwidth on the link. With the lazy dual update, COATS selects the shortest path with the lowest cost to route a flow with SFC request.
The third algorithm named Resource Aware Routing Algorithm (RA-RA) is introduced in [17] . In RA-RA, the flows are classified into different kinds based on the bandwidth and CPU consumptions. Different kind of flow has different relative cost defined on the virtual link. Different from the finegrained VM-level schedule in VNF-CAS, the resource cost in is only defined at the node-level. Considering the experimental data in our paper, we choose the bandwidth threshold as 1 Mb/s and CPU consumption threshold as 10 MIPs to differentiate flows. Therefore, the SFC commodities in the simulation are classified into four kinds. And their relative costs are defined according to the corresponding equations. Finally, a modified K-shortest path algorithm is used to find the available path.
The fourth algorithm named ProvisionTraffic is proposed in [18] . ProvisonTraffic adopts the Viterbi algorithm to place and steer VNF instances to minimize the OPEX and resource fragmentation. Based on a multi-stage graph (similar to Service Function Graph), the link cost is related to the VNF deployment cost, server's energy consumption, traffic forwarding cost and penalty for Service Level Objective violation. We use the server data in [18] to caculate the corresponding cost. 
C. SIMULATION RESULTS

1) COMPARISON OF ACCEPTANCE RATE, AVERAGE EFFECTIVE THROUGHPUT AND AVERAGE LOAD UTILIZATION
Based on the above simulation configuration, we first compare VNF-CAS with VNF-C, COATS, RA-RA and Pro-visionTraffic in terms of average acceptance rate, load utilization and effective throughput in different topologies. Figure 4 provides an overview of the acceptance rate evaluation of these algorithms in different topologies. The acceptance rate reflects the served flow number accounting for the total arriving flow number. It is an important metric to evaluate system capacity. We record the actual acceptance rate after handling every new SFC request. In Fig.4(a) , It can be seen from the chart that VNF-CAS achieves the highest acceptance rate among the five algorithms, which is about 7 % higher than VNF-C, 15% higher than Provi-sionTraffic, 18% higher than RA-RA and 20% higher than COATS in heavy traffic load. Similarly, VNF-CAS also performs best in Fig.4(b) and Fig.4(c) . The acceptance rate of RA-RA is close to ProvisionTraffic in light traffic load. After handling a number of SFC requests, RA-RA performs better than ProvisionTraffic in Germany but performs worse than ProvisionTraffic in Abilene and EDU1. The COATS performs worst among these algorithms, the main reason is that though COATS can balance the consumption of bandwidth. But it neglects the consumption of server node and latency, which can result in the resource exhaustion on the node with few remaining CPU resources. While RA-RA, ProvisionTraffic, and VNF-C all consider the CPU consumption on the server node. RA-RA mainly considers the load of server node when serving the dense flow. Provi-sionTraffic considers the server's energy consumption and VNF-C considers the VM load to balance the consumption of CPU. As for VNF-CAS, since it is built on VNF-C and further adjusts the VM's capacity periodically. This algorithm can accommodate more SFC flows and performs best. Figure 5 describes the performance evaluation of the average effective throughput among the five algorithms in different topologies. The average effective throughput is the total occupied bandwidth of flows received successfully in the network. Since accepting more flows will take up more bandwidth, the average effective throughput is related to the acceptance rate of the SFC requests. As shown in Fig.5(a) (b)(c), the maximum throughput of VNF-CAS is nearly more than twice of COATS, which can reach nearly 6500 Mbps in Abilene, 24000 Mbps in Germany and 57000 Mbps in EDU1. Under light traffic load condition, the average effective throughput of VNF-C is more than that of VNF-CAS. The reason may be the adaptive capacity scaling causes the choice of shorter path in VNF-CAS which results in less consumption of the bandwidth. RA-RA and ProvisonTraffic basically achieve similar effective throughput under different loads, although there are small differences in the three topologies. Figure 6 presents an evaluation of the average load utilization among these algorithms in different topologies. The average load utilization shows the average CPU utilization of all server nodes, which can reflect the maximum processing capacity of the network. In light traffic load condition, the performance of different algorithms can be the same because all the flows are accepted successfully. In extreme case, it's obvious that VNF-CAS ranks first with the average load utilization of 90% in the three topologies. Due to the lack of effective resource re-allocation mechanism, VNF-C, RA-RA, ProvisonTraffic, and COATS are just able to reach under 80% CPU utilization.
2) COMPARISON OF LOAD BALANCE RATIO AND VM LOAD UTILIZATION
Secondly, we compare VNF-CAS with COATS, RA-RA, VNF-C and ProvisionTraffic in regard to the node load balance ratio and VM load utilization of a specific node in different topologies.
In Fig.7 , we evaluate the load balance ratio's variation when the SFC requests increase in different topologies. The load balance ratio σ is calculated as in Eq. (27) . It reflects the load difference between different server nodes. The lower the load balance ratio is, the better the load balance of the algorithm. It can be seen in Fig.7(b) (c) that VNF-CAS goes through an up-down fluctuation and gets the lowest σ in Germany and EDU1. In fact, all of the five algorithms have the ability to balance the load. However, COATS performs worst since it only considers the bandwidth consumptions. The performance of RA-RA outperforms that of VNF-C. The reason is that the relative cost defined in RA-RA mainly indicates the resource conditions on nodes and links. If the CPU resources on nodes are going to be exhausted, the relative resource costs will surge dramatically to avoid to be used. So RA-RA can achieve a good load balance at node-level. As for VNF-CAS, because the adaptive capacity scaling approach can achieve fine-grained load balance on VMs. VNF-CAS has the best performance in load balance under the heavy traffic load condition. But the performance of VNF-CAS in Fig.7 (a) seems not better than ProvisionTraffic, Provision-Traffic can balance the load based on the server's energy status. When the SFC forms are generated in proportion, the balance ratio may be related to the network topology and traffic volumes.
The performance of VM load utilization is evaluated in Fig.8 . Since there are many VMs to choose from the network. Referring to TABLE 3, we choose the server nodes that host the VNF WOC in different topologies, which is prone to reflect the imbalance of VM load due to this VNF is rarely used. In Fig.8(a) , we record the VM load utilization when 400 SFC requests are accepted. WOC is deployed in VM1 in advance. The utilization of VM1 is always around 1% among VNF-C, RA-RA, COATS and ProvisionTraffic, but VM2's load utilization comes close to 95% of these algorithms. Only in VNF-CAS, the utilization of VM1 is around 10%. Similarly in Fig.8(b)(c) , the VM load utilization is depicted when 1000 SFC requests are accepted. With the help of VNF-AR, the utilization of VM3 that hosts WOC can reach 10% or so. While the other VMs' load utilization can witness a moderate decrease, which is conducive to avoid capacity bottlenecks. The performance evaluation proves that VNF-CAS has the ability to migrate the resources from the inactive VM to the frequently used VM. (i.e. In EDU1 topology, it migrates the residual resources from VM3 to other VMs so that the load utilization of VM1, VM2 and VM4 can be reduced).
3) COMPARISON OF ESTIMATED END-TO-END DELAY AND REMAINING BANDWIDTH
In the end, we compare VNF-CAS with COATS, RA-RA, VNF-C and ProvisionTraffic in the field of estimated end-to-end delay and remaining bandwidth in different topologies. Figure 9 illustrates the CDF of the estimated end-to-end delay when 400 SFC requests are accepted in Abilene, 1000 SFC requests are accepted in Germany and EDU1. Among the five algorithms, VNF-CAS gets the best performance with the estimated latency under 10 ms in EDU1, 20 ms in Germany and 50 ms in Abilene. VNF-C also gets a good latency performance under 100 ms in different topologies. This is because the objective functions of VNF-CAS and VNF-C are both the estimated end-to-end delay when solving the SFC chaining problem. RA-RA also pays attention to avoid bottlenecks to reduce the queuing delay and processing delay. But COATS can only balance the bandwidth consumption which is beneficial to reduce a part of latency, so it performs worst in the simulation.
In Fig.10 , the CDF of the average remaining bandwidth among the five algorithms is depicted. When receiving 400 SFC requests in Fig.10(a) , the proportion of the links with remaining bandwidth less than 700Mbps is around 7% for COATS, 10% for RA-RA and ProvisionTraffic but around 27% for VNF-CAS and 30% for VNF-C. When receiving 1000 SFC requests in Fig.10(b) , the proportion of the links with remaining bandwidth between 800Mbps to 1000Mbps is about 90% for VNF-CAS and VNF-C, but 95% for the other algorithms. Only VNF-CAS and VNF-C have the remaining bandwidth less than 600Mbps in Germany. Similarly in Fig.10(c) , only VNF-CAS and VNF-C have remaining bandwidth less than 550Mbps with a proportion of 10% in EDU1. It can be seen from the comparison that the proportion of the bottleneck links in VNF-CAS and VNF-C is higher than the other three algorithms. The distribution of the remaining bandwidth is more balanced in RA-RA and COATS. Because COATS mainly consider the bandwidth consumption to avoid congestion, RA-RA also considers to balancing the bandwidth consumption for elephant flows. While in VNF-C and VNF-CAS, more resource elements like latency are taken into account. They sacrifice the performance in bandwidth balance to get a better performance in the load balance. Our proposed method is more helpful to solve the load imbalance problem under the condition of high traffic volumes.
VII. CONCLUSION
In this paper, we study the optimal VNF chaining and resource allocation problem in the distributed cloud network. Based on the fine-grained VM scheduling in the multilayer graph, the VNF-C algorithm is proposed to embed SFC requests with minimum estimated delay. Since the estimated delay cost is relevant to the resource status in the network. The NFV orchestrators are able to calculate the optimal path for each SFC request depending on the resource utilization. Moreover, considering the on-demand VNF placement is usually proactive and dynamic. The VNF-CAS algorithm with a fine-tune in VM capacity at each service provision time is proposed to efficiently make use of the CPU resource on server nodes. Performance evaluation results show that VNF-CAS can achieve approximately 90% average load utilization, and obtain performance improvement in acceptance rate, average effective throughput, VM load balance and estimated end-to-end delay compared with the existing algorithms in other literatures.
In the future, we plan to extend our work from the offline mechanism to online mechanism which is adapted to dynamic work loads. In the more complicated situation, the duration time of the SFC and the VM migration for VNF should be considered. In addition, In view of the high computation complexity to embed the SFC requests. A heuristic approach in the large-sized network should be designed to improve the network scalability.
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