Abstract Model transformation is one of the pillars of model-driven engineering (MDE). The increasing complexity of systems and modelling languages has dramatically raised the complexity and size of model transformations as well. Even though many transformation languages and tools have been proposed in the last few years, most of them are directed to the implementation phase of transformation development. In this way, even though transformations should be built using sound engineering principles-just like any other kind of software-there is currently a lack of cohesive support for the other phases of the transformation development, like requirements, analysis, design and testing. In this paper, we propose a unified family of languages to cover the life cycle of transformation development enabling the engineering of transformations. Moreover, following an MDE approach, we provide tools to partially automate the progressive refinement of models between the different phases Communicated by Prof. Dorina Petriu.
Introduction
Model-driven engineering (MDE) relies on models to conduct the software development process. In this way, highlevel models are refined using automated transformations until the code of the final application is obtained. A key aspect in MDE is the automation of model management operations. In particular, there is a recurring need to transform models between different languages and levels of abstraction, e.g. to migrate between language versions, to translate models into semantic domains for analysis, to generate platformdependent from platform-independent models, or to refine and abstract models. This kind of transformation is called model-to-model (M2M) transformation.
In MDE, transformations are seldom specified with general-purpose programming languages (e.g. Java), but with M2M transformation languages specially tailored for the task of transforming models [12] . Prominent examples of such languages are QVT [52] , ATL [36] , Triple Graph Grammars [57] and ETL [40] .
M2M transformations are deployed as software and, like any other software, they need to be analysed, designed, implemented and tested. Therefore, their development requires systematic engineering processes, notations, methods and tools. This need is more acute in industrial projects, where the complexity of models and modelling languages makes necessary large and complex transformations. Surprisingly, most transformation languages proposed by the MDE community nowadays are either directed towards the implementation phase of transformations, or are not integrated in a unified engineering process. As a consequence, there is a lack of cohesive support for transformations-involving notations, methods and tools-across all development phases. This makes more difficult the design of large-scale transformations, hinders the standardization and codification of best practices (e.g. patterns [1, 6] analogous to design patterns in UML) and complicates the maintenance and understandability of the transformation code.
In this paper, we present a family of modelling languages, called transML, which covers the whole life cycle of transformation development: requirements, analysis, design and testing. It can be used together with any transformation implementation language. Moreover, following an MDE approach to the construction of transformations, we provide partial automation for the refinement of transML models and the generation of code for several transformation implementation languages. We also provide support for reengineering transformation code by its parsing into transML models and facilitating platform migration.
This paper is an extended version of [29] . Most notably, here we: incorporate a new diagram type for transformation testing-in a style similar to the xUnit testing frameworks [4] -together with a supporting platform; illustrate the use of platform models to characterize different implementation languages and validate rule diagrams for them; support the generation of QVT code from transML models; and elaborate on two extended case studies.
The paper is organized as follows. Section 2 reviews previous attempts to model transformations, pointing out limitations and motivating the needs for high-level modelling languages for transformations. Next, Sect. 3 gives an overview of transML, our family of languages that cover the identified needs to build transformations in the large. The following sections describe each language of the family: Sect. 4 describes our support for the requirements and analysis phases; Sect. 5 shows our notation to model the architecture; Sect. 6 introduces the languages to model the high-level (mappings) and low-level (rule structure and behaviour) design; and Sect. 7 explains our support for testing. Then, Sect. 8 shows how all these languages are integrated by means of traceability relations. Section 9 presents tool support for forward and reverse transformation engineering, followed by Sect. 10, which evaluates the approach with two case studies. Finally, Sect. 11 gives the conclusion.
Related work
Most research in M2M transformation focuses on the implementation phase, either to develop new languages to implement transformations, or to test final implementations. This is likely due to the infancy of M2M transformation research and is analogous to early research on software engineering languages, where the focus was directed to implementation languages. Analysis and design notations came later, when issues of system scale became a concern. In the following, we review languages and approaches directed at modelling transformation development phases other than implementation. Requirements and analysis Very few attempts to describe methods for capturing and representing model transformation requirements can be found in the literature. In [26] , the authors propose applying test-driven development [4] to model transformations. Thus, requirements are captured in the form of test cases made of an input model, together with output fragments and assertions expressed in OCL. This representation is, however, not suitable to capture non-functional requirements, or to express relationships between functional ones. Other recent works only target a specific non-functional requirement type, such as [34, 48] , where the expected quality attributes for transformations are modelled and subsequently used to discriminate between alternative transformation design solutions. Design As for analysis, there is limited work proposing design notations for transformations. For instance, [53] presents a language to design transformations, but focused only on their implementation. There are several approaches that use UML object diagrams to represent each rule pre and post-conditions [11, 20] , as well as notations similar to activity diagrams to represent rule control flow. As an example, UML-like class diagrams are used to represent the structure of rules and cover the low-level design of transformations in [18] . In [27] the authors propose a UML profile for modelling transformations. In particular, they use a stereotyped activity diagram where each activity is tagged with the name of a rule, and rule behaviour is expressed by class diagrams with stereotypes (like create and destroy). The aim of that work is to enable the generation of code for different transformation engines.
There is also work on architectural design languages allowing for the composition and orchestration of transformations. Whereas [55] is a specific language for composing ATL transformations, the approach in [64] is more platform independent. Kleppe proposed the MCC environment [37] , which offers a scripting language with composition operators enabling the design of transformation chains. In [66] , the authors propose mechanisms to compose transformation chains by defining correspondence meta-models. In [2] , the authors present a tool integration framework enabling the description and execution of MDE processes. In all cases, other phases of transformation development are neglected. Validation and verification Validation and verification is an integral task of software development. In the context of model transformations, there are many works targeting the verifica-tion of transformation implementations. We distinguish two approaches: those based on the use of a formal transformation language, like graph transformation [16, 17] , and those translating the transformation specifications into a formal domain enabling analysis, such as Petri nets [14] , rewriting logic [8] or a SAT problem [10] .
There are also works dealing with model transformation testing [3, 9, 21, 43] . In [46] , the authors present a testing framework for the C-SAW transformation languages atop the GME meta-modelling environment. A test case in this approach consists of a source model and its expected output model. An execution engine runs the tests and displays the differences between the actual and expected output. The approaches in [26, 41] follow a similar philosophy to the xUnit framework, but for transformation testing.
Another branch of related works deals with the generation of input test models for transformation testing [21, 58] . These works tend to consider only the features of the input meta-models to generate the test models, but not properties of the transformations (i.e. they support black-box testing).
There are a few exceptions though. For example, in [43] , the authors propose using all possible overlapping models of each pair of rules in a transformation as input models for testing as well (i.e. white-box testing).
Other works target the testing of transformation engines [13, 61] . For instance, in [13] , the authors generate test models to test the pattern matching algorithm of graph transformation engines. The generated test models consider the structure of the rule pre-conditions, the specific semantics of graph transformation (e.g. dangling edges, non-injective matches) and fault injection techniques.
Finally, some approaches bring techniques from compiler testing for the purpose of testing model-based code generators [56, 62] . For example, MetaTest [56] is a tool directed to testing model-based processors, like code generators or model simulators. It allows the specification of the model syntax using context-free grammars, and their semantics using inference rules. Then, the tool uses the inference rules to generate models satisfying certain syntactic and semantic coverability criteria.
In [62] , the authors test optimization rules in model-based C code generation from Simulink models. The semantics of the optimization rule under test is given by a graph transformation rule, and its (possibly infinite) input space is partitioned into a finite number of equivalence classes. Then, test cases are automatically generated to compare the execution of the Simulink model and the generated C code. Complete life cycle Only a few works cover several phases of transformation development, being closer to our engineering view of developing transformations. For instance, [59] identifies a transformation development life cycle and proposes describing transformations incrementally, starting from transformational patterns and partial specifications that are gradually refined. Unfortunately, no concrete notation or tool is proposed. The position paper [42] envisages a mapping and a transformation view for transformations. Its aim is providing a precise semantics for mappings in terms of Petri nets so that the transformation view can be generated from the mappings view. Still, the framework seems ad hoc for their particular transformation approach and cannot be applied to other implementation languages.
In the context of the QVT RFP, the authors in [5] propose using a tool/technology-independent transformation representation, which could be used to realize the transformation using several implementation languages. The suggested platform-independent representation is UML, modelling transformations as operations in a class diagram and resorting to activity diagrams to express the transformation behaviour. Even though this work recognizes that transformations should be developed similarly to other software, it obviates the fact that activities like analysis and testing are required as well, and that transformation development requires from specific abstractions and primitives not present in UML. Thus, from the point of view of transformation designers, it is more productive to have notations with native support for transformation concepts like mapping, rule or transformation.
In summary, we observe a lack of modelling notations and tools to cover the complete life cycle of transformation development in a cohesive way. Transformation developers should be able to use such notations with their favourite transformation implementation languages, in the same way as the UML can be used with any object-oriented programming language. Having available such transformation modelling notations would make it possible to apply systematic engineering principles to transformation development, to trace the models in the different stages of the transformation development in a non ad hoc way, as well as to apply MDE techniques to obtain transformation code from high-level models. Such notations are urgently needed to be able to benefit from proven software engineering principles, like design patterns for model transformations [1, 6, 33] .
Overview of transML: a family of languages to model transformations
How are transformations developed? The answer is too frequently "in an ad hoc manner". Jumping directly to an implementation language may be sufficient for simple transformations, but this approach is challenging in the large. If transformation technology is to be used in industry, transformations must be constructed using engineering principles [5] . Hence, the process of transformation development should include other phases in addition to coding and testing, namely: requirements, analysis, architectural design, highlevel design and detailed design. 
Fig. 1 Model transformation framework
The notations to be used in these phases have to consider the specificities of model transformation development. Figure 1 gives an overview of transML, the family of languages we propose and their relations. The upper part of the figure shows the languages in the family: a requirements diagram, formal specification diagrams and scenarios to cover the transformation analysis; an architecture diagram to break the transformation in modular units; a high-level design view of the transformation specified as a mapping diagram; and rule diagrams for the low-level design. The figure also shows relations to enable tracing elements across diagrams, e.g. to discover the requirements each rule is addressing. The objective of these diagrams is guiding the construction of the software artefacts shown to the bottom of the figure: the transformation code (in any implementation language such as QVT or ETL), the generation of test cases and testing models (also supported by transML) to exercise the transformation using different criteria, the run-time verification of transformation code and the orchestration of transformations.
We do not prescribe a particular process in which these phases should occur, but in our experience transformations are often built in an iterative, incremental way. Our testing models allow test-driven development of transformations as well [26] . We do not suggest either that all diagrams have to be used when building a transformation, just like when building object-oriented systems it is not mandatory to use all UML diagram types. Depending on the project characteristics, we may emphasize the use of the formal specification language e.g. for complex transformations that should preserve behaviour, or just use the high-level design diagrams but not the low-level ones for small, one-to-one transformations. Nonetheless, the full power of transML comes by using its diagrams in combination.
The following sections present transML in detail. We will use as a running example the class-to-relational transformation to ease understanding, and we will provide evaluation of its use with two more complex transformations, one of them in an industrial project, in Sect. 10.
Requirements and analysis

Requirements elicitation
Just like in the development of any other kind of software, transformation developers need to record the transformation rationale, identifying functional and non-functional requirements. Therefore, notations helping the hierarchical decomposition of requirements and permitting traceability to further models are especially useful. Here, we can use any technique and notation from the Requirements Engineering community [63] . However, to trace requirements into subsequent phases, transML includes a representation of requirements in the form of diagrams. In particular, we use a notation similar to SySML requirement diagrams [22] , where we have left out elements not deemed necessary for gathering transformation requirements and added other concepts specific to transformations (e.g. a classification of the source of requirements).
The meta-model for this representation, shown in Fig. 2 , enables hierarchical decomposition, classification, refinement and traceability of requirements. Requirements contain an index indicating their relative position in the hierarchical decomposition and are classified in a dual way: depending on whether they are functional or not, and whether they are requirements of the input models, output models or the transformation itself.
Since transformations are sometimes not meant to work properly with all possible instances of the input meta-models, but with a restriction of them, it is important to explicitly record the requirements needed by input models to qualify for the transformation. Similarly, the transformation may not be able to generate each possible instance of the output metamodels (i.e. it may be not surjective), and this knowledge should also be recorded. In our diagram it is possible to dif- Fig. 3 Requirements for the example transformation ferentiate between these two requirement types. We will see in the next subsection that our formal specification language is able to precisely describe some of these requirements.
As an example, Fig. 3 shows the requirements diagram for the class-to-relational transformation. Requirements for the input model are annotated with a rightward arrow in the upper right corner, whereas requirements of the transformation are annotated with dented wheels. The children of a requirement are shown below it, connected with lines terminated in a divided circle and indexed concatenating consecutive numbers to the index of the parent. In the figure, requirement 0.1 restricts input models to have no redefined attributes, whereas requirement 0.3.1 derives from requirements 0.3.2 and 0.3.3.
Analysis
Software engineers use a variety of mechanisms to analyse, understand and reason about requirements. We have identified techniques based on scenarios and on formal specification languages, which we have adapted for transML.
First, once some requirements are fixed, engineers can write scenarios that provide examples of the transformation (similar to the role of uses cases in UML). We call these examples transformation cases, which describe how concrete source models are transformed into target ones. The examples may contain either full-fledged models or model fragments.
As an example, Fig. 4 shows a transformation case explaining that a multi-valued attribute should be translated into a table with a foreign key from the table associated to its owner class. Actually, this transformation case is given through model fragments as, in a correct OO model, classes need to be enclosed in packages, whereas in correct DB models tables should belong to a schema. Although in this case we have used the abstract syntax for both models, we could use a concrete syntax as well.
The use of transformation cases serves different purposes. the transformation has to do. Second, they can be used as input to model transformation-by-example techniques [65] which derive a rough sketch of the transformation. Third, they can drive the transformation implementation using testdriven development approaches [26] , and they can also be used as test cases to validate the transformation implementation (see Sect. 7).
The second notation we use in this phase is a visual, formal specification language [28] . Similar to the role of Z [60] or Alloy [35] for general software engineering, this language is used to: (a) describe in an abstract manner what the transformation has to do without stating how to do it, (b) specify correctness properties that the implementation should satisfy and (c) specify restrictions on the input or output models. These specifications can be used later for formal reasoning of transformation requirements and for specification-driven testing of transformations through the generation of an oracle function to test the transformation.
Our specification language abstracts from concrete examples through declarative patterns that express allowed or forbidden relations between two models. Its meta-model is shown in Fig. 5 and its formalization is available at [28, 30] . Patterns have a graphical part (class ConstraintTripleGraph in the meta-model) and can include conditions on the attribute values and constraints (we use EOL [38] for this). Patterns expressing allowed relations are called positive, while those expressing forbidden relations are called negative. Thus, the language supports constructive and non-constructive specification styles, in contrast to scenarios which are always constructive. Moreover, patterns permit specifying properties for both uni-directional and bi-directional transformations, as they can be interpreted as source-to-target and targetto-source.
Since transML is designed to be independent of the language used to implement the transformation, our specification language supports the two most common styles for M2M transformation: trace-based and traceless, depending on whether explicit traces are given between source and target elements or not. Examples of languages that use an , and the graphical part of the patterns is made of two Graphs related through a CorrespondenceGraph which stores the traces. In the case of a traceless specification, there is no correspondence graph, but patterns are similar to QVT relations [52] and can include graph pre-and post-conditions (when and where clauses, respectively).
Our patterns have a formal semantics, which allows answering correctness questions about specifications, e.g. whether there are conflicts between patterns. In addition, we provide a compilation of patterns into OCL expressions for the purpose of testing if a pair of models (usually an input model and the result of its transformation) satisfies the pattern or not. The details of this compilation are given in [28] .
Finally, we maintain traceability between our patterns, the transformation cases and the requirements of the requirement diagram. A pattern addressing some requirement in the requirements diagram is said to refine it. As patterns can be used also for testing, this traceability enables the detection of non-satisfied requirements.
As an example, the left of Fig. 6 shows a negative pattern (indicated by the N(...)) used to express a restriction on the input models. The pattern refines requirement 0.1 in Fig. 3 (no redefined attributes). It checks the existence of two classes c and p such that p is an ancestor of c, having both an attribute with the same name (represented by variable X). In our language, attributes may have a specific value, or may be assigned to a variable, which then can be included in
N(N R d fi dAtt ) P(I h it dAtt )
p:Class
N(NoRedefinedAttrs)
a:Attribute
P(InheritedAttrs)
p: Class a: Attribute t1: a constraint. As the pattern is negative, models in which the pattern occurs are invalid. In this respect, we can inject in the transformation code the OCL expressions generated from the pattern to test whether a given input model qualifies for the transformation.
The right of the figure shows a positive pattern (indicated by the P(...)) expressing a property of the transformation. The pattern refines requirement 0.3.1 (inherited attributes). It expresses that if a class p has two children classes c1 and c2, then each attribute in the ancestor class p has to be replicated as a column in the tables associated with c1 and c2. The tables in which the classes are transformed are located by equality of names (variables C1 and C2), but any formula relating their names is also allowed. We can use patterns like this one for several purposes. First, we can inject the OCL code generated from the pattern in the transformation, to check whether the implementation generates target models satisfying these properties. Second, we can use the patterns as assertions in testing models, so that combined with a suitable set of input models enable transformation testing in a similar style to the xUnit framework. Finally, we can use these patterns to reason about the correctness of the requirements themselves.
Although there is considerable research in languages to express patterns on graphs [31, 51, 54] , our language has the characteristic of being specifically designed for M2M transformations. Hence, our patterns contain both a source and a target model (graph pattern languages only consider one graph) and their bidirectional semantics enables their interpretation forwards and backwards.
Architecture
Large software is seldom monolithic, but is decomposed into interacting blocks. Hence, engineers have to design its architecture. Moreover, it is often the case that a transformation has to be integrated with further software components providing extra functionality, such as code generators. For these reasons, we have included a modelling language for architectural design, which permits the modular decomposition of transformations in functional units, as well as their integration with other software artefacts. This is very useful in large-scale transformations that need to be split into different units and orchestrated. For the design of this language, we have taken some ideas from works dealing with orchestration of transformations [55, 64] , as well as from architectural description languages [25] .
Our architectural language is made of components and connectors, as the meta-model in Fig. 7 shows. Components interact through directional interfaces with a type given by meta-models, event types, artefacts or other components (to allow higher-order transformations). They can have a set of constraints, can be arranged hierarchically, and may represent transformations (model-to-model, modelto-text, text-to-model or in-place), software (a black-box) or actors (to model human intervention). As we will see later, transML foresees different kinds of constraints: interpreted constraints in some language like OCL, opaque constraints written e.g. in natural language and constraints given by a pattern specification like the ones used during the analysis phase (previous section). Constraints act like a contract [50] to further restrict the expected inputs and outputs of a component. Moreover, assigning constraints to ports enables conformance checking when connecting two components. Figure 8 shows a simple architectural diagram for our example. The model depicts a chain of transformations: the first takes an OO model and transforms it into a DB model, the second optimizes this DB model, and the third generates textual code for a particular platform. The diagram shows the transformations as components with typed, directional interfaces. The type of the interfaces is given by a meta-model, together with extra constraints to rule out models that conform to the meta-model but are not handled by the transformation. Models conforming to those interfaces can be input/output of the transformations. For example, the input interface of component OO2DB has the UML metamodel as type, and is constrained by the pattern N(NoRedefinedAttrs) shown in Fig. 6 . The type also allows checking compatibility when connecting two transformation components. Figure 9 shows a type-centric view of the same model. This view is similar to a mega-model [19] , where transformation components are visualized as arrows connecting interface types. This architectural view can bridge modelware and grammarware technical spaces by including modelto-text and text-to-model transformations.
Design
High-level design: mappings
The design of a transformation benefits from proceeding from a high to a lower level of abstraction, andtherefore we provide We use a concrete syntax similar to Triple Graph Grammar schemas [57] ; however, our mappings are not intended to be used as an auxiliary tracing mechanism to guide the actual execution of the transformation code. Figure 10 shows the mappings meta-model. A mapping model is established between several languages, each one of them defined by a meta-model. The directionality of the transformation is established using the navigable attribute in ModelEnds. Models are structured in packages, each one of them containing mappings that can be organized hierarchically as well. Mappings connect elements in the meta-models of the involved languages through MappingEnds. Mappings are provided with constraints to express when a mapping holds. Constraints can be given either in uninterpreted text, in some language like OCL, or using our formal specification patterns. The mapping meta-model refers to the meta-models of the languages involved in the transformation. We use an abstract class ModellingElement to represent meta-model elements, which can be replaced by any concrete meta-modelling infrastructure. Figure 11 shows a mapping diagram. It has one block for each language, containing the relevant elements of their meta-model. Another block in the middle includes mappings connecting some of these elements to indicate a causal relation between them. The links from the mappings to the language elements have a role name (e.g. fkey, pkey), a mul- tiplicity (1 is assumed if it is not shown) and a direction (to denote either access or creation of elements). As our example transformation is uni-directional, mapping ends are depicted with arrows on the side of the DB. Mapping diagrams can be used with different levels of detail. One can start with a rough sketch of the mappings and add details as the transformation is better understood. For example, in Fig. 11 , we have omitted element ForeignKey of the DB meta-model. Later, if needed, one can add more details: further mapping ends, additional mappings or new constraints to refine existing mappings. For instance, Fig. 12 shows an excerpt of a mapping diagram that refines the previous one by attaching an OCL constraint to one of the mappings. The constraint demands the owner class of the attribute at to be top level, so that the mapping makes sense only in this case.
The mapping diagram is a high-level design notation, and hence independent of the transformation implementation language. Moreover, it is not necessarily the case that a mapping has to be implemented by a unique rule and vice versa. As we show next, we can use rule diagrams as a way to design the implementation of mappings if more details are needed before coding. 6.2 Low-level design: rule structure and rule behaviour Low-level detailed design diagrams indicate how the transformation has to be implemented. Here, we use a rule-based style for transformations and separate the description of the rule structure from its behaviour (other transformation styles such as functional are not currently supported). Hence, one or several rule structure diagrams may describe the structure of the rules in the transformation, and several rule behaviour diagrams attached to the rules can be used to specify what these rules should do. In particular, rule structure diagrams are helpful to specify and understand the relationships between rules, both control flow and parameter passing. They provide high-level structuring mechanisms like blocks, which perhaps are not present in the target implementation language, as well as a compact notation to express common dependencies. Our notation can also help in describing good practices and transformation patterns, in the same way as UML helps to record object-oriented patterns. Finally, rule diagrams are also useful to generate code for different platforms and reengineering of existing code, so that implementation code can be better understood using a more abstract notation. Figure 13 shows part of the meta-model of the rule structure diagrams. This kind of diagram depicts the structure of rules (input and output parameters), their execution flow and data dependencies between them (e.g. parameter passing). Rule diagrams refine mapping diagrams by giving the lowlevel design of how the specified mappings are to be realized. In this way, a rule can contribute to implement several mappings, and a mapping can be realized by several rules. Regarding rule structure, we can declare uni-directional or bi-directional rules, their involved domains and their parameters. It is also possible to specify helpers, i.e. auxiliary operations to be used by rules.
Concerning the execution flow, we support both explicit flows (subclasses of Flow) as well as non-deterministic constructs found e.g. in graph transformation, as one can place a collection of rules inside a non-deterministic Block. Among the flows, we differentiate between rule execution order (class After), alternative execution flows (Choice) and explicit invocations to other rules (or blocks of rules), which may imply parameter passing (classes When and Call for invocations that occur before or after the rule, respectively). Figure 14 shows a rule structure diagram with four rules, which considers ETL as the implementation language of the transformation. The diagram is semi-collapsed, as it only shows the parameters of the OO domain. The diagram shows the rule execution flow by means of rounded rectangles (Block objects), in a notation similar to activity diagrams. Hence, the starting point is the block containing rule Class2Table, which implements the Class mapping. After executing this rule, the control passes to another block with three rules, to be executed in any order. In particular, rule MultiValuedAtt2Table has been designed to In all cases, rules are applied at all matches of the input parameters. As previously stated, note how blocks serve as a useful structuring mechanism, which may not be present in the target implementation language (ETL in this case).
In contrast to the previous stages in the transformation modelling, where the designer can remain oblivious of the language finally used to implement the transformation, in this stage the particular language should be taken into account. This is so as the rule structure diagram models the actual rules of the transformation, their relations and the execution flow. Since the features of the great variety of implementation languages are heterogeneous, targeting one language or other may result in different rule diagrams. For instance, Fig. 15 shows the rule structure diagram in case the transformation is being written with QVT-Relations. In this case, Class2Table is a top rule (indicated with a double thicker border), there is an additional rule ChClass-Table to handle the transformation of children classes, and the rules in the right block are explicitly invoked receiving a class and table as parameters (since all rules in this block receive the same parameters, we use a shortcut notation and indicate the parameters in the block instead of in each one of the rules). This diagram cannot be used for ETL because ETL rules are allowed to have only one parameter in the source domain.
Thus, although our rule language captures the main features of transformation languages, a particular rule diagram has to consider the specific implementation platform. For example, rules can have an arbitrary number of input parameters if we use ATL as the implementation language, whereas they only have one input parameter if we use ETL, and we have object patterns if using QVT-Relations. Also, platforms differ in the execution control of their rules. While in graph transformation the execution scheme is "as long as possible" (ALAP) and we can have rule priorities or layers, in ETL rules are executed once at each instance of the input parameter type. Hence, even though our language for modelling rule structure covers the most widely used styles of transformation, for its use with particular platforms we define platform models for different transformation languages. These models contain the features allowed in each language, and can be used to check whether a rule model is compliant with an execution platform when code is generated, as well as by editors to guide the user in building compliant models with the platform. Hence, they act as a kind of profiling mechanism for different transformation languages. Figure 16 shows the meta-model of our platform models. This allows customizing the supported control flow constructions, rule features, number and type of rule parameters, and execution policy of transformation languages. Boolean features, such rule extension and abstraction, can be either present or absent in a certain language. Features with type SupportType can be either the only possible choice in the language (value all), it can be an optional feature (selectable) or unsupported. For instance, in QVT-Relations rules are always executed as long as possible (all), we can choose whether they are top or not (selectable), and rule priorities are not supported.
As an example, Table 1 depicts in the form of a table the platform models for the languages ETL and QVT-Relations. Platform models allow comparison of transformation languages. While QVT-Relations supports bi-directionality and rules with arbitrary parameters, ETL is directional and rules support one parameter in the from domain. Hence, platform models allow comparing different transformation approaches, in a similar way as in [12] . From the point of view of the rule structure diagrams, rules are black-boxes: their behaviour is still missing, in particular, attribute computations and object and link creations are not specified. We use rule behaviour diagrams to specify the actions each rule performs. We have identified three ways of expressing behaviour: (a) action languages, (b) declarative, graphical pre-and post-conditions, and (c) object diagrams annotated with operations like new, delete or forbidden.
In the case of an action language, one can use the concrete syntax of existing transformation implementation languages such as ATL or ETL. The case of pre-and post-conditions follows the style of graph transformation [57] . The third option is present in tools like Fujaba [23] . As an example, the left of Fig. 17 shows a behavioural diagram using this third type of syntax where created elements are annotated with the new keyword. The right of the figure shows the same rule using an action language with ETL syntax.
Implementation and testing
transML does not include any implementation language, but we can use any existing target language to implement the transformations (e.g. QVT, ATL or ETL). Using the MDE philosophy, code for different platforms can be generated from the diagrams, specifically from the rule (structure and behaviour) diagrams. Currently, we support both ETL and QVT-Relations, but many other languages, like ATL, could be targeted as well. With respect to testing, transML includes a dedicated language for model-based testing, of which its meta-model is shown in Fig. 18 . This language enables the description of test cases, including both the test input models (class TestInput) and the expected outcome or oracle function (class Assertion). The language supports four different formats for the input data: models (which can be either a file or a transML graph model), meta-models, graph constraints and constructive operational specifications (for instance, written in EOL). In the case of meta-models and graph constraints, it is possible to specify cardinality for the number of instance models to be generated as input, as well as a set of generation criteria guiding the test generation procedure and defining coverage criteria [21] (e.g. class, association and attribute coverage among others). The expected output for a specific test case can be given as an operation over a given model or as an oracle function. The first possibility is useful to check whether the transformation result is equals, includes or overlaps with a given model. The second approach allows checking verification properties of the resulting model, which can be defined either as a specification (e.g. written in OCL) or as a graph constraint using a pattern of our formal specification language.
Test cases can be automatically generated from the transformation cases as these already define the expected output for a given input, as well as from the formal specification built in the analysis phase, in this case by deriving AssertionGraphConstraint assertions from each one of the verification properties. Thus, having an explicit model for the test suite makes it possible to trace back detected errors to the specific transformation cases and properties that were violated during a particular transformation execution. Table { name="author"; columns=[@co3,@co4]; } co1:Column { name="BookId"; } co2:Column { name="authorId"; } co3:Column { name="value"; } co4:Column { name="id"; } fk:ForeignKey { child=@co2; parent=@co4; } } .included() } }
Listing 1 Test case derived from a transformation case
As an example, Listing 1 shows a testing model for the class-to-relational transformation, using a textual concrete syntax. It contains a test case derived from the transformation case in Fig. 4 , which exemplified the transformation of multi-valued attributes. Its input is the OO model in the transformation case where, in addition, the operation 'complete' in line 9 indicates that the model fragment is added the necessary elements to obtain a valid instance of the OO meta-model. This is necessary as, in general, transformations assume correct input models. The assertion in lines 11-19 checks whether transforming the OO model yields a model that includes the DB model in the transformation case. Note how, in lines 3-4, the test case is annotated with the name of the transformation case from which it was derived. Listing 2 contains another set of test cases for our transformation. In this case, the input models are files specified at the test suite level (lines 3 and 4); therefore, they are used as TestSuite "OO2DB.etl" <OO:"OO", DB:"DB"> { input model "models/OOInstance1.xmi" input model "models/OOInstance2.xmi" @property(name="InheritedAttrs") @requirement(name="0. input by all the test cases in the suite. Lines 8-23 correspond to a test case derived from the specification property shown on the right of Fig. 6 . This is an assertion of type AssertionGraphConstraint, and it uses a textual concrete syntax for the property. Another test case is shown in lines 25-34, which illustrates the use of a constraint language such as EOL to specify model assertions. The first assertion checks the absence of duplicated columns in tables, while the second checks that as many tables are generated as classes, or more (in case of transforming multi-valued attributes).
The automatically generated test cases perform blackbox testing of transformations, where the granularity level is the complete transformation as the expected output is evaluated only after the transformation is completely executed. Nonetheless, it is also possible to check assertions after rule executions through class RuleTestCase, allowing for a finer control of errors. Regarding white-box testing, one is interested in specifying input models enabling the execution (or not) of sequences of rules. Some degree of automation could be achieved for this purpose by taking into account the defined rule diagrams. The more detailed and complete the rule models, the more accurate are the generated tests.
Complementing the test cases, it is also possible to generate assertion code from the formal specification of transformation properties, and directly inject it in the final transformation code for its run-time verification. This injected code is an oracle function, independent from the actual language used to implement the transformation. As an example, Listing 3 shows part of the EOL code automatically generated from pattern N(NoRedefinedAttrs) in Fig. 6 , which can be injected into the pre section of the ETL transformation code to discard non-supported input models.
Putting everything together: traceability
Even though the different transML diagrams can be used in isolation, their power comes from their combined use. This is so as one can trace requirements into the code and build the final transformation by the progressive refinement of models. For this purpose, we have defined traceability relations between the different diagrams as shown in Fig. 19 . These relations correspond to the dotted arrows in Fig. 1 .
In particular, it is possible to trace which requirements are addressed by a given transformation case or specification pattern (refines relationship). Architectural components, mappings and test cases are also traced to requirements. We can trace the mappings that a rule implements and the behavioural diagrams that refine a rule. Therefore, we can trace the requirements each rule addresses and vice versa. Finally, test cases can refer to the requirements they address, and to the transformation cases or verification patterns they test. Making available explicit traces between the different transML models permits automating the generation of requirement traceability matrices [63] documenting the requirements of a transformation against its test cases or analysis properties. As an example, Fig. 23 shows the requirement traceability matrix for the test cases of our example, using a Web-based user-friendly format.
Finally, we provide some automation for traceability. For instance, we create traces when generating the skeleton of a rule structure diagram from a mapping diagram (see Fig.  20 ) or when generating a test case from a transformation case (see Listing 1). However, most traceability links have to be specified by hand (see for example the annotations in Listing 2). A higher degree of automation (e.g. inference or maintenance of traces) is left for future work.
Tool support: towards the model-driven engineering of transformations
We have built Ecore meta-models for the presented languages, together with several modeltransformations and code generators that allow automating the conversion between diagrams, as shown in Fig. 20 . The purpose of these transformations is to provide partial automation for model refinement from requirements to code generation and testing. Hence, they enable the construction of model transformations using MDE. For example, given a mapping diagram we generate a skeleton of a rule structure diagram, which has to be completed with the rule behaviour model by the transformation developer. All model transformations have been implemented with ETL, and all code generators with EGL. The code generator with label "1" takes as input the architecture diagram and generates ANT files that orchestrate the execution of the transformation chain specified in the architecture (i.e. it will ask the user the models to transform and pass them to the appropriate transformations). This generator also produces one additional ANT file for each transformation in the architecture, which defines tasks to automate the other labelled activities in the figure.
Transformation "2" generates one mapping diagram for each transformation in the architecture. The mapping diagrams are added a mapping for each concrete class defined by the input port types. Then, the transformation designer is in charge of connecting the mappings with the appropriate output types.
Transformation "3" generates a simple rule diagram from a mapping diagram that contains one rule for each mapping. Each rule stores a trace pointing to the mapping it implements. The opposite transformation is also possible for reengineering (label "7").
As stated before, one may use features of rule diagrams that are not available in the specific execution platform. To check whether a rule diagram fits a particular platform, we have created an EVL [39] program made of OCL-like constraints which validate a rule diagram for a specific platform model, discovering whether it conforms to the features of the platform and automatically repairing the detected errors when possible (label "8").
In "4", code is generated from the structural rule diagram, taking into account the flow directives. In our current implementation, we generate ETL code and a parser for reverse engineering (label "6") generates a rule diagram from the ETL code. Although not shown in the figure, we support the generation of QVT-Relations code from structural diagrams as well, but not its reverse engineering.
The generator in "5" produces OCL code from the properties defined with the specification language. There are two ways to inject this code into ETL transformations. Firstly, code generated from patterns specifying restrictions on the input model is included in the pre section of the transformation and checked on the input model before the transformation starts. If the model violates these constraints, a pop-up window informs the user of the unsatisfied properties. Secondly, code generated from patterns specifying properties of the transformation or of the expected output models is injected in the post section of the transformation and checked when the transformation ends. This is used to perform runtime verification of the transformation. When the execution of a transformation finishes, the user is informed of any violated property and of the rules that are responsible for the error. An example screenshot is shown in Fig. 38 .
To enable systematic transformation testing, a testing model is generated from the formal properties and transformation cases (label "9"). The generated test cases can be executed to test the final transformation. Currently, we only support model files as input test data and all assertion types in our meta-model. Supporting other criteria for input model generation is left as future work. The execution of a test case for a given input model returns whether the result of transforming the model violates any of the specified assertions. As an example, Fig. 21 shows in the upper right window part of a test case (the complete test case was previously shown in Listing 2). The lower right window contains the result of running the test case.
Additionally, starting from the transML models, we generate different requirement traceability matrices, which can be visualized in a Web browser. In particular, we trace requirements against test cases to analyse whether every requirement has been tested, as well as against transformation cases and verification properties. Figure 22 shows a screenshot of a requirements diagram being edited, while Fig. 23 shows the generated matrix tracing requirements (rows) against existing test cases (columns). Crossed cells have different colours depending on whether there is a direct traceability link between the requirement and the test case (e.g. requirement Inherited Attributes and test InheritedAttrs), or if the test covers a sub-requirement of a given one (e.g. requirement Features and test 
Case studies
This section illustrates the use of transML with two real case studies. In the first one, the aim was to translatemodels of productions systems into Petri nets for their analysis, and the chosen transformation language was QVT-Relations. The second example is an industrial project in the railway domain for which we used ETL.
From production plants to time Petri nets
In this section, we describe the use of transML for building a transformation chain for the verification of production plant models [15] using time Petri nets [49] . Petri nets have powerful analysis techniques and hence are a frequently used analysis domain for higher-level modelling languages like UML or domain-specific languages [7] .
We use a domain-specific language to describe production plants as nets of interconnected machines and conveyors with a certain capacity. There are four types of machines: generators of cylinders and bars, assemblers and packaging machines. Generators introduce a given kind of part (a cylinder or a bar) in a factory conveyor, assemblers take one cylinder and a bar and produce an assembled part, and packaging machines remove assembled parts from the factory. All machines are characterized by some processing delay given by a uniform time interval, whereas for simplicity conveyors have zero transport time.
As a first step in the development of our transformation, we defined several transformation cases with examples of specific models or model fragments and the expected time Petri net in each case. For example, Fig. 24 depicts how the connection between two conveyors of capacity 4 and 3 should be expressed in time Petri nets, where in addition the target conveyor is full as it contains three parts (two cylinders and one assembled part). In this example, we can see that conveyors should be transformed into a set of places, one for each kind of part (e.g. the places cvs cyl, cvs bar and cvs assem correspond to conveyor cvs). The Petri net representation for conveyors should also include an additional place to ensure the maximum capacity constraint of conveyors (places cvs cap and cvt cap). This transformation case is an example of situation where the target conveyor is full (zero tokens in the place for capacity Figure 25 shows another transformation case, this time an example of the transformation of a complete factory model. The factory contains a generator of bars gb, a generator of cylinders gc, an assembler asse and a packaging machine pack. One conveyor feeds pieces into the assembler, and another conveyor moves the assembled parts to the packaging machine. From this example, we learnt how to transform the different kinds of machines and that unused places of conveyors should be deleted.
The Petri nets generated by our transformation must ensure the preservation of the maximum capacity for conveyors. As the transformation case in Fig. 24 showed, this should be implemented by an extra place connected to each transition and removing or adding tokens to the set of places modelling the conveyor. More in detail, if a transition adds tokens (parts) to the places of the conveyor, it should remove the same amount of tokens from the capacity constraining place. This property can be formally expressed using our specification language as shown in Fig. 26 . We also [l,h] x+' cap' w [l,h] x+' cap' w P(Capacity) Other desired properties of the generated time Petri nets were the absence of non-used places (which could come from conveyors not connected directly or indirectly to some generator) as well as the absence of dead transitions (i.e. transitions that can never fire as they are connected to an incoming place with zero tokens and without any other input transition). These two properties were specified with the patterns shown in Fig. 27 .
Regarding the transformation design, we decided to break the transformation into two steps: the first one transforming the factory models into time Petri nets, and the second one simplifying the resulting net by eliminating unconnected places and dead transitions. Altogether, our architectural diagram is shown in Fig. 28 . The two transformation steps are included in a composite block, for which the output is constrained by some of the identified verification properties. Afterwards, a model-to-text transformation would produce code for its analysis with the Romeo tool [24] .
Next, we built the mapping diagram shown in Fig. 29 for the first transformation step, named ProdSys2TPNets. The diagram only reflects the transformation of entities (i.e. conveyors, machines and parts), but not the net topology (i.e. Token Fig. 29 Mapping diagram for the first transformation connections). This was quite useful as we only wanted to focus on this aspect of the transformation, instead of having to specify all details. Thus, the diagram shows that any kind of generator should be translated into one transition, any part should be transformed into a token, and assemblers should be transformed into two places, two transitions and one token. We chose QVT-Relations to implement the first transformation due to its declarative nature, which was very convenient because the source and target languages were heterogeneous and we had to create complex patterns in the target model. Figure 30 shows the rule structure diagram, which is organized into two main blocks: Entities and Topology. The Entities block contains one rule to transform each entity kind, according to the mapping diagram of Fig. 29 . The translation of parts is handled by block genParts, which is collapsed so that it only shows the number of rules it contains (4, one for each kind of part and another one for the capacity constraint places). The Topology block contains rules to connect the Petri net fragments generated by the first block. Indeed, these rules have dependencies with the rules in the first block. For instance, rule Connect Packaging can be executed only when rules Packaging2Transition and Conveyor2Places (this latter dependency indicated in the block) have been executed. Altogether, we found this diagram useful to understand the relationships between rules. Moreover, it provided structuring mechanisms like blocks, which were not present in QVT-Relations, as well as a compact notation to express common dependencies (e.g. we specified a when dependency for all rules in block Topology with a single arrow).
Starting from our rule diagram, we used our code generator for QVT-Relations to generate a skeleton of the transformation implementation, which ended up with some 350 lines of code (LOC). The simplification transformation was writ- Altogether, transML offered a step-by-step guideline to engineer the transformation. In particular, we intensively used the transformation cases, which were used for automated testing later. The specification language was useful to explicitly formalize knowledge of Petri net patterns and idioms (e.g. how capacity constraint places work, Fig. 26 ), as well as specific properties of our target models (Fig.  27 ). The architecture diagram was a means to modularize and organize the transformation. The mapping diagram provided a first sketch of how elements in both languages corresponded to each other and served well for the purpose of understanding the transformation design. Finally, the rule structure diagrams allowed a more structured way to coding and constituted a good means for documenting and understanding the transformation code. FP7 programme of the European Union, comprising 30 partners, including six railway companies. Its objective is to provide a common railway signalling system that integrates existing European ones. In the project, experts have been modelling a specification of the proposed integrated signalling system using xUML [47] . This is a subset of UML comprising class diagrams and state machines, as well as an action language to specify class operations and state actions. The idea is to use the specified xUML models to check for inconsistencies in the requirements and against core properties of the system provided by professional railway engineers. Currently, xUML models can be analysed only via simulation, but due to safety-critical requirements involved in railway signalling systems, our work in the project is to enable the analysis of models using formal verification.
To achieve this goal, we use a transformation-based approach for the formal analysis of the xUML models. This entails on the automatic translation of xUML models to the input language of formal verification tools, like SPIN [32] . While previous works in the literature [44, 45] have analysed subsets of UML (in particular, Statechart diagrams) using model checkers, the main feature of this project is that we deal with the action language of xUML in its full generality. Because of the research nature of the project, we were not given initial requirements about the transformation. Instead, they began emerging as we started designing the transformation. In the first stages, we agreed on some guidelines for the experts to build the xUML models. Expressing these requirements using transML verification patterns automates checking if a given xUML model satisfies these guidelines and therefore qualifies for the transformation. Some of the main requirements included: (i) classes always have exactly one associated behaviour, of type state machine; (ii) multiple inheritance is not allowed; (iii) a transition always has a unique trigger; (iv) a change-event can be associated with at most one trigger; (v) transition triggers have to be of type change event, time event or signal event; (vi) a special class called "Application" is used to instantiate a scenario (representing a railway track layout) for the execution of the model; (vii) objects can only be created in the state machine of the "Application" class. As an example, Fig. 31 shows the verification pattern formalizing requirement (i), while Fig. 32 partially describes requirement (vii). For this latter requirement, another similar pattern is needed to check the creation of objects in transition actions.
The main difficulties found in our transformation were dealing with both the action language and inheritance in the xUML language. First, dealing with the action language in its full generality means that certain actions have to be specially encoded in the target language (formal languages normally comprise a more basic set of statements). Second, since every class has an associated state machine, by inheriting a class, two state machines have to be executed in parallel in the tar- To deal with these issues in a more structured and efficient way, we decided to split the transformation into several steps. The architecture representing the transformation to the input language of the SPIN model-checker is shown in Fig. 33 . It makes use of an intermediate meta-model, called (transitionbased) tbUML, which is a simplified UML meta-model that only considers the structure of class diagrams and the possible set of transitions of the state machines. In this way, the first transformation performs a flattening of the classes and states machines, and the second one transforms the obtained tbUML model into a PROMELA model-the input language to SPIN-from which code conforming to the PROMELA grammar is generated as input to SPIN.
Splitting the transformation facilitates the elicitation of requirements. For instance, requirements related to the flattening of classes in the first transformation include copying attributes, associations and states for each class and its generalizations. A pattern specifying the requirement on attributes is described in Fig. 34 , and the other requirements about the flattening of classes are defined similarly. Requirements related to the flattening of state machines include aggregating and creating transitions depending on concurrent events of orthogonal states and of state machines associated with super-classes, as well as on exit actions in composite states. We were also able to express these requirements using our specification language.
We chose ETL to implement the transformations and EGL for code generation. We did not define a mapping diagram for the first transformation (UML to tbUML) as it was straightforward, but we built the mapping diagram shown in Fig. 35 for the second transformation (tbUML to PROMELA). In this case, StateNodes and Signals are translated to Constants with a unique value; Objects (i.e. classes that appear in the "Appli- cation" class) are translated to a Proctype, which represents a PROMELA execution unit; and models are transformed into another model and an Init process that is responsible for starting the objects in the model-for example, creating communication channels and setting references accordingly. In this way, the complexity of our transformations did not come from a large number of rules, but from the complexity of the helper computations associated with certain rules. For this reason, the rule diagrams for this case study made intensive use of helpers. Figure 36 shows the rule structure diagram for the second transformation, which displays the two main helpers in the transformation: parseActions and createInit. The former is called whenever an action is found in the transition body/entry and exit body of a transition and a state. The function is responsible for translating the xUML action language into PROMELA constructions. The createInit helper method is used by rule Mod2Mod, and creates an Init process in the target model, provided the correct reference to the objects (i.e. classes in the "Application" class).
We also attached a behaviour diagram to some of the rules, giving additional details about their expected implementation. As an example, Fig. 37 shows the diagram that corresponds to rule Model2Model of the first transformation. This creates a tbUML model with two special states (called StateNodes) starting from a UML model. The state node root is created to maintain a reference that can be used to compute the Least Common Ancestor during the flattening of the state machines-all other states are within this one. The state node init represents the initial pseudo-states in the state machines of the model. In this way, initial pseudostates are abstracted and the initial actions found in them are directly associated with the classes. The implementation of the first transformation in our architecture ended up with more than 5,000 lines of ETL code, whereas the second one had more than 2,500 LOC. To validate both implementations, we made use of the verification patterns specified at the first stages of our design. In particular, we generated assertion code for the run-time verification of the transformations. Figure 38 shows a moment in the execution of the first transformation, where a violation of the verification property flatSuperAttrs occurs. By having traceability from the models into the code, we were able to identify the erroneous rule. Additionally, we built some testing models which enabled automated testing of the verification properties as well as checking the correct translation of specific input UML models.
Altogether, in this project we found particularly useful the formal specification language, as it enabled to formally gather requirements about the input models as well as verification properties for the transformation. Guaranteeing the satisfaction of these safety-critical requirements was essential due to the application domain of the project. Moreover, we were able to provide a means to automatically validate such properties on input xUML models. However, our specification language cannot be used to express dynamic correctness criteria for the transformation (e.g. that a step in the Statechart corresponds to a step in Promela), which is left for future work. For this project, the rule structure diagrams were less useful, as the complexity of the transformations were not on the number of rules or on their data dependencies, but on the operations and helpers used by the rules. Nonetheless, rule structure diagrams were really useful in the first case study due to the complexity of rule dependencies. Hence, we can conclude that each transformation project has its own characteristics, and engineers need to select the most useful transML diagrams for each particular situation, just like software engineers select the most useful kinds of UML diagrams to construct software systems.
Conclusions and lines of future work
Transformations should be engineered, not hacked. For this purpose, we have presented transML, a family of languages to help building transformations using well-founded engineering principles. The languages cover the complete life cycle of the transformation development including requirements, analysis, architecture, design and testing. We have provided partial tool support and automation for the MDE of transformations and evaluated the approach using several case studies, which showed the benefits of modelling transformations.
We are currently working on improving the tool support for our approach, in particular the usability of the visual editors and the integration of the different languages. Regarding our language for testing, we are currently developing tool support for the automatic generation of input test models according to different coverage criteria, combining techniques based on meta-models, constraints and specifications as seed for the generation. We are also planning the use of transML in further case studies and investigating processes for transformation development.
