We introduce a method for performing a robust Bayesian analysis of non-Gaussianity present in pulsar timing data, simultaneously with the pulsar timing model, and additional stochastic parameters such as those describing red spin noise and dispersion measure variations. The parameters used to define the presence of non-Gaussianity are zero for Gaussian processes, giving a simple method of defining the strength of non-Gaussian behaviour. We use simulations to show that assuming Gaussian statistics when the noise in the data is drawn from a non-Gaussian distribution can significantly increase the uncertainties associated with the pulsar timing model parameters. We then apply the method to the publicly available 15 year Parkes Pulsar Timing Array data release 1 dataset for the binary pulsar J0437−4715. In this analysis we present a significant detection of non-Gaussianity in the uncorrelated nonthermal noise, but we find that it does not yet impact the timing model or stochastic parameter estimates significantly compared to analysis performed assuming Gaussian statistics. The methods presented are, however, shown to be of immediate practical use for current European Pulsar Timing Array (EPTA) and International Pulsar Timing Array (IPTA) datasets.
INTRODUCTION
Millisecond pulsars (MSPs) have for some time been known to exhibit exceptional rotational stability, with decade long observations providing timing measurements with accuracies similar to atomic clocks (e.g. Kaspi, Taylor, & Ryba (1994) ; Matsakis, Taylor, & Eubanks (1997) ). Such stability lends itself well to the pursuit of a wide range of scientific goals, e.g. observations of the pulsar PSR B1913+16 showed a loss of energy at a rate consistent with that predicted for gravitational waves (Taylor & Weisberg 1989) , whilst the double pulsar system PSR J0737-3039A/B has provided precise measurements of several 'post Keplerian' parameters allowing for additional stringent tests of general relativity (Kramer et al. 2006) .
For a detailed review of pulsar timing refer to e.g. Lorimer et al. (2004) . In brief, the arrival times of pulses (TOAs) for a particular pulsar will be recorded by an observatory in a series of discrete observations over a period of time. These arrival times must all be transformed into a common frame of reference, the solar system barycenter, in order to correct for the motion of the Earth.
A model for the pulsar can then be fitted to the TOAs; this characterises the properties of the pulsar's orbital motion, as well as its timing properties such as its orbital frequency and spin down. This is most commonly carried out using the TEMPO2 pulsartiming packages ( Hobbs et al. 2009 ), or more recently, the Bayesian pulsar timing package TempoNest (Lentati et al. 2014) .
When performing this fitting process, both TEMPO2 and TempoNest assume purely Gaussian statistics in the properties of the uncorrelated noise. In realistic datasets, however, this assumption is not necessarily correct. If the underlying probability density function (PDF) for the noise is not Gaussian, for example, if there is an excess of outliers relative to a Gaussian distribution, modifiers to the TOA error bars that scale their size are used to find the best approximation to a Gaussian distribution. This can be performed using a single modifier for a given receiving system determined across an entire dataset, or as in the 'fixData' plugin for TEMPO2 (Coles et al. 2011) , where the modifier is determined separately for a series of short time lags. While the latter of these two approaches can better account for a non-Gaussian distribution in the uncorrelated noise, it does so at the expense of a potentially large number of additional free parameters, and ultimately does not address the core issue, that the underlying distribution is not Gaussian. Both approaches then have the direct consequence of decreasing the precision with which one can estimate the timing parameters, and any other signals of interest, such as intrinsic red spin noise due to rotational irregularities in the neutron star (Shannon & Cordes 2010) or correlated noise due to a stochastic gravitational wave background (GWB) generated by, for example, coalescing black holes (e.g. Jaffe & Backer 2003; Phinney 2001) . Indeed, cur-rently all published limits on the signals induced by a GWB have been obtained under the assumption that the statistics of the TOA errors are Gaussian (see e.g. Demorest et al. 2013; van Haasteren et al. 2011) .
In this paper we introduce a method of performing a robust Bayesian analysis of non-Gaussianity present in pulsar timing data, simultaneously with the pulsar timing model, and additional stochastic parameters such as those describing the red noise, and dispersion measure variations. The parameters used to define the presence of non-Gaussianity are zero for Gaussian processes, giving a simple method of defining the strength of non-Gaussian behaviour. In Section 2 we will describe the basic principles of our Bayesian approach to data analysis, giving a brief overview of how it may be used to perform model selection, and introduce MultiNest. In Sections 3 and 4 we introduce the non-Gaussian likelihood we will use in our pulsar timing analysis, and apply it to a simple toy problem. In Section 5 we then extend this likelihood to the subject of pulsar timing, and apply it to both simulated and real data in Sections 6 and 7 respectively, before finally offering some concluding remarks in Section 8.
This research is the result of the common effort to directly detect gravitational waves using pulsar timing, known as the European Pulsar Timing Array (EPTA) (Janssen et al. 2008) 1 .
BAYESIAN INFERENCE
Given a set of data D, Bayesian inference provides a consistent approach to the estimation of a set of parameters Θ in a model or hypothesis H. In particular, Bayes' theorem states that:
where Pr(Θ | D, H) ≡ Pr(Θ) is the posterior probability distribution of the parameters, Pr(
is the prior probability distribution, and Pr(D | H) ≡ Z is the Bayesian Evidence. Since the evidence is independent of the parameters Θ it is typically ignored when one is only interested in performing parameter estimation. In this case inferences are obtained by taking samples from the (unnormalised) posterior using, for example, standard Markov chain Monte Carlo (MCMC) sampling methods.
For model selection, however, the evidence is key, and is defined simply as the factor required to normalise the posterior over Θ:
where n is the dimensionality of the parameter space. As the evidence is just the average of the likelihood over the prior, it will be larger for a simpler model with a compact parameter space if more of that parameter space is likely. More complex models where large areas of parameter space have low likelihood values will have a smaller evidence even if the likelihood function is very highly peaked, unless they are significantly better at explaining the data. Thus, the evidence automatically implements Occam's razor.
The question of model selection between two models H 0 and H 1 can be answered via the model selection ratio R, commonly referred to as the 'Bayes Factor':
where Pr(H 1 )/Pr(H 0 ) is the a priori probability ratio for the two models, which in this work we will set to unity but occasionally requires further consideration. The Bayes factor then allows us to obtain the probability of one model compared the other simply as:
In practice when performing Bayesian analysis we do not work with the likelihood, but the log likelihood. In this case the quantity of interest is the log Bayes Factor, which is simply the difference in the log evidence for the two models. For example, a difference in the log evidence of 3 for two competing models gives a Bayes factor of ∼ 20, which in turn gives a probability of ∼ 95%. We use the difference in the log evidence in Sections 6 and 7 to perform model selection between our Gaussian and non-Gaussian models.
Nested sampling and evidence evaluation
While many techniques exist for calculating the evidence, such as thermodynamic integration (O'Ruanaidh & Fitzgerald 1996) , it remains a challenging task both numerically and computationally, with evidence evaluation at least an order-of-magnitude more costly than parameter estimation.
Nested sampling (Skilling 2004 ) is an approach designed to make the calculation of the evidence more efficient, and also produces posterior inferences as a by-product. The MultiNest algorithm (Feroz, Hobson, & Bridges 2009; Feroz & Hobson 2008) builds upon this nested sampling framework, and provides an efficient means of sampling from posteriors that may contain multiple modes and/or large (curving) degeneracies, and also calculates the evidence. Since its release MultiNest has been used successfully in a wide range of astrophysical problems, including inferring the properties of a potential stochastic gravitational wave background in pulsar timing array data (Lentati et al. 2013) , and is also used in the Bayesian pulsar timing package TempoNest. This technique has greatly reduced the computational cost of Bayesian parameter estimation and model selection, and is employed in this paper.
A NON-GAUSSIAN LIKELIHOOD
In this section we will outline the method adopted for including non-Gaussian behaviour in our analysis. We use the approach developed in Rocha et al. (2001) , which is based on the energy eigenmode wavefunctions of a simple harmonic oscillator. We will describe this in brief below in order to aid future discussion.
We begin by considering our data, the vector d of length N d , as the sum of some signal s and noise n such that:
We can then construct the likelihood that the residuals after subtracting our model signal from the data follows an uncorrelated Gaussian distribution of width σ as:
with N the diagonal noise covariance matrix for the residuals, such that N ii = σ 2 , and det(N) the determinant of N.
We now extend this to the general case in order to allow for non-Gaussian distributions by modelling our PDF as the sum of a set of Gaussians, modified by Hermite polynomials H n (x) (see e.g. Hall (1989) for previous uses of Hermite polynomials in describing departures from Gaussianity), defined as:
Therefore, for a general random variable x the PDF for fluctuations in x can be written:
with α n free parameters that describe the relative contributions of each term to the sum, and
is a normalization factor. Equation 8 forms a complete set of PDFs, normalised such that:
with δ mn the Kronecker delta, where the ground state, H 0 , reproduces a standard Gaussian PDF, and any non-Gaussianity in the distribution of x will be reflected in non-zero values for the coefficients α n associated with higher order states.
The only constraint we must place on the values of the amplitudes α is:
with n max the maximum number of coefficients to be included in the model for the PDF. This is performed most simply by setting:
We can therefore rewrite Eq. 6 in this more general form as:
The advantage of this method is that one may use a finite set of non-zero α n to model the non-Gaussianity, without mathematical inconsistency. Any truncation of the series still yields a proper distribution, in contrast to the more commonly used Edgeworth expansion (e.g. Contaldi et al. 2000) .
APPLICATION TO A TOY PROBLEM
Before applying the formalism described in Section 3 to the practice of pulsar timing, we first demonstrate its use in a toy problem.
Here our data vector d contains 10000 points drawn from a nonGaussian distribution obtained using Eq. 8, with parameters listed in Table 1 . We then sample over the 4 dimensional problem using MULTINEST using Eq. 13 as our likelihood, with s = 0. We note here that in practice when dealing with real data the correct number of coefficients to use in the analysis will not be a known quantity. In this case one could take the approach of performing the analysis multiple times including an increasing number of non-Gaussian terms in order to find the value that maximises the evidence, an approach we take in Section 7. Fig. 1 (left) shows the distribution of points in the vector d (red histogram), along with the mean model solution obtained for the distribution in our analysis (smooth blue line) which we also give in Table 1 along with the value for one standard deviation in each parameter. Fig. 1 (right) shows the one and two-dimensional marginalised posterior distributions for the parameters sampled in the toy problem, with vertical lines indicating the values used in the simulation. We find that the analysis successfully reproduces the PDF for the values in d.
NON-GAUSSIAN PULSAR TIMING LIKELIHOOD
For any pulsar we can, as in Section 3, write the TOAs for the pulses as a sum of both a deterministic and a stochastic component:
where d represents the N d TOAs for a single pulsar, with s and n the deterministic and stochastic contributions to the total respectively. Writing the deterministic signal due to the timing model parameters as τ( ), and the uncertainty associated with a particular TOA i as σ i we can rewrite our non-Gaussian likelihood from Eq. 13 simply as:
where we have redfined the constant C as:
to allow for the more general case where each TOA d i has a different uncertainty σ i , and we include the scaling factor β, commonly referred to as 'EFAC', as a free parameter to modify these values to account for possible mis-calibration of this radiometer noise.
Additional white noise
In typical pulsar timing analysis the white noise is considered the sum of multiple terms, the radiometer noise associated with a given TOA discussed in the previous section, and additional terms that add in quadrature and represent sources of time independent noise. These can include, for example, contributions from the high frequency tail of the pulsar's red spin noise power spectrum, or, jitter noise that results from the time averaging of a finite number of single pulses to form each TOA (see e.g. Shannon et al. (2014) ).
For simplicity we will refer to these quadrature terms simply as 'EQUAD'. For any given TOA the total white noise can therefore be considered to be the sum of these separate processes. In incorporating the different white noise processes into our likelihood we first note that, for a random variable c, defined as c = a + b with a and b themselves random variables, we can write the PDF for c as:
where Pr(a) and Pr(b) are the PDFs for variables a and b respectively, and * represents a convolution. Using this result we can then take one of two approaches. Firstly, we can use Eq. 15 and simply fit for a single non-Gaussian probability density function for the combined radiometer and quadrature terms by taking the total uncertainty to be:
where γ represents the quadrature component of the total error bar in which case we simply replace βσ i withσ i in Eq. 15. Alternatively we can allow the PDFs for the radiometer and quadrature terms to be different, for example, by assuming the radiometer term is Gaussian, and that any non-Gaussianity comes from all, or a subset of, the terms added in quadrature. In this case we will have:
where
, (20) with N β i,i = β 2 σ 2 i , and
with J i,i = γ 2 .
Sampling from the un-marginalised EQUAD
A second approach to including both EFAC and EQUAD parameters in the likelihood is to parameterise the EQUAD term using N d free parameters j i that each represent a shift in a given TOA i, and then having a prior on those parameters that describes their underlying distribution.
If we first assume a Gaussian distribution on the parameters j we can write our likelihood as:
with,
and
with J a diagonal matrix, where each element is equal to γ 2 as defined previously.
This formalism is infact completely equivalent to the convolution described in Section 5.1, which can be seen quite transparently by simply considering the definition of the convolution for two functions P and Q:
By equating Q(j) to our prior on the parameters j, and P(d − j) to our likelihood, the integration over all j's is seen to be equivalent to a convolution. For completeness, we will now show that by re-marginalising over the parameters j we recover the definition of the white noise given in Eqn 18 in the Gaussian case. In order to perform this marginalisation, we first write the log of the likelihood in Eq 21, which denoting (N β −1 + J −1 ) as Σ and N β −1 d asd is given by:
Taking the derivative of log L with respect to j gives us:
which can be solved to give us the maximum likelihood vector of coefficientsĵ:
Re-expressing Eq. 25 in terms ofĵ:
the 3rd term in this expression can then be integrated with respect to the N d elements in j to give:
Our marginalised likelihood for EQUAD is then given as:
Given the definitions ofd, J, and Σ we can write for a single TOA i:
and similarly for the determinants. We can use this un-marginalised distribution to trivially include non-Gaussianity in the EQUAD term only by altering the prior term:
It is still possible to then analytically marginalise over the j parameters, which will result in the convolution of a Gaussian and non-Gaussian probability density function.
Analytic marginalisation over the EFAC parameters
An interesting possibility that arises when parameterising the EQUAD parameter as in Section 5.2 is that it allows us to marginalise analytically over the EFAC white noise parameters. If we assume a uniform prior on the amplitude of the EFAC parameter β and define:
we can write our probability distribution as:
which can then be integrated over β between some finite lower limit a and a finite upper limit b. While this does have an analytic solution given by:
with Γ the upper incomplete Gamma function, if the lower bound for the integral a is non zero, the precision required to carry out the difference can be substantial for large N d . In this case it may be preferable simply to integrate using a standard numerical integration package, where the integral is rephrased to make it computable at double precision as:
with M the maximum value taken by the log of Eq. 34. If one takes the case where the lower bound on the integral is 0, the integral in Eq 35 simplifies to:
however, if the upper limit is taken to be arbitrarily large, but still finite, the log of the Gamma function term is effectively constant, and the result is a trivial, scale invariant log likelihood:
We note that in principle if a Gaussian prior is assumed on the EQUAD parameters j one could also marginalise analytically over the hyper parameter γ. In this case we would redefine:
giving us a probability distribution:
from where we can proceed as before. In practice however we find this approach less efficient to sample from in comparison to the convolved likelihood described in Section 5.1, and so we take the latter approach in Sections 6 and 7.
Additional red spin noise
In order to include additional red noise processes we begin by taking the same approach as that given in Lentati et al. (2014) , which we will describe in brief below to aid further discussion. Writing the red noise component of the stochastic signal, which we will denote d red , in terms of its Fourier coefficients a red so that d red = F red a red where F red denotes the Fourier transform such that for frequency ν and time t we will have both:
and an equivalent cosine term. Here T represents the total observing span for the pulsar, and ν the frequency of the signal to be sampled. Defining the number of coefficients to be sampled by n red , we can then include the set of frequencies with values n/T , where n extends from 1 to n red . For typical PTA data Lee et al. (2012) show that a low frequency cut off of 1/T is sufficient to accurately describe the expected long term variations present in the data. If necessary though it is also possible to specify arbitrary sets of frequencies such that terms with ν 1/T can be included in the model, or to allow noise terms where the frequency itself is a free parameter.
For a single pulsar the covariance matrix ϕ red of the Fourier coefficients a red will be diagonal, with components
where there is no sum over i, and the brackets .. denotes the expectation value such that the set of coefficients {ϕ i } represent the theoretical power spectrum of the red noise signal present in the timing data. Whilst Eq. 43 states that the Fourier modes are orthogonal to one another, this does not mean that we assume they are orthogonal in the time domain where they are sampled, and it can be shown that this non-orthogonality is accounted for within the likelihood. Instead, in Bayesian terms, Eq. 43 represents our prior knowledge of the power spectrum coefficients within the data. We are therefore stating that, whilst we do not know the form the power spectrum will take, we know that the underlying Fourier modes are still orthogonal by definition, regardless of how they are sampled in the time domain. It is here then that, should one wish to fit a specific model to the power spectrum coefficients at the point of sampling, such as a broken, or single power law, the set of coefficients {ϕ i } should be given by some function f (Θ), where we sample from the parameters Θ from which the power spectrum coefficients {ϕ i } can then be derived.
We can then use the signal realisation of the red noise process given by Fa to alter the model TOAs given by the timing model, τ( ) such that:
enabling us to write the joint probability density Pr( , β, α, ϕ, a red | d), as:
× Pr(a red |ϕ red ) Pr(ϕ red ).
For our choice of Pr(ϕ red ) we use an uninformative prior that is uniform in log 10 space, and draw our samples from the parameter ρ red,i = log 10 (ϕ red,i ) instead of ϕ red,i . Given this choice of prior the conditional distributions that make up Eq. 45 can be written:
and:
As in section 5.2 we note that we need not use a Gaussian prior on the Fourier coefficients. If we assume that the red noise follows a power law, such that the matrix ϕ is a function of an amplitude A red and spectral index κ red :
with T s the total observing span of the dataset in seconds, and ν i the frequency of the power spectrum coefficient ϕ ii , then we can parameterise the non-Gaussianity in the coefficients a as before:
We note here that, if a Gaussian prior is assumed on the Fourier coefficients a, and uniform priors assumed on the red noise amplitude hyper parameters, those amplitude parameters can be marginalised over analytically in exactly the same manner as described in Section 5.3.
Including dispersion measure variations
The plasma located in the interstellar medium (ISM), as well as in solar winds and the ionosphere can result in delays in the propagation of the pulse signal between the pulsar and the observatory, an effect that appears as a red noise signal in the timing residuals. The severity of the observed dispersion measure variations, however, is dependent upon the observing frequency, and as such we can use this additional information to isolate this component of the red noise from effects that do not have this dependence, such as red spin noise.
In particular,the group delay t g (ν) for an observing frequency ν is given by the relation:
where the dispersion constant K is given by: 
and the dispersion measure is defined as the integral of the electron density n e from the Earth to the pulsar:
Dispersion measure corrections can be included in the analysis as an additional set of stochastic parameters in almost the same was as the frequency independent spin noise. We begin by first defining a vector D of length equal to the number of pulse profiles for a given pulsar as:
for observation i with observing frequency ν i . We then write the basis vectors that describe the dispersion measure Fourier modes as:
and an equivalent cosine term, where T is the length of the observing timespan, and ν denotes the frequency of the signal to be parameterised as before, where the set of frequencies to be included is defined in the same way as for the red spin noise. Unlike when modelling the red spin noise, we no longer have the quadratic in the timing model to act as a proxy to the low frequency (ν < 1/T ) DM variations in our data. As such these terms must be accounted for either by explicitly including these low frequencies in the model, or by including a quadratic in DM to act as a proxy, as with the red noise, defined as:
with δ 0,1 free parameters to be fit for, and t i the barycentric arrival time for TOA i. This is most simply done by including these terms in the set of timing model parameters . If these terms are not included in the model then power from frequencies lower than 1/T will be absorbed by the Fourier coefficients included in F DM , biasing the estimated power spectrum.
As with the red noise we can then include the DM signal realisation in our model TOAs:
where we have factored the quadratic Q DM into the timing model τ( ). Finally we then define the matrix of DM power spectrum coefficients ϕ DM such that:
We note here that, as with the red noise, if desired additional terms can be added into the DM Fourier matrix F DM to model, for example, additional annual variations in the data, and that as before the DM spectrum coefficients can be parameterised with a nonGaussian prior.
A non-Gaussian stochastic gravitational wave background
The final application to pulsar timing of the non-Gaussian formalism developed thus far that we will consider is to a stochastic gravitational wave background (GWB) for which we follow the approach given in (Lentati et al. 2013 ).
As with the intrinsic red noise model described in section 5.4 we parameterise the signal in each pulsar using the Fourier basis given in equation 42. When dealing with a signal from a GWB, however, it is crucial to include the cross correlated signal between the pulsars on the sky. We do this by using the Hellings-Downs relation Hellings & Downs (1983) :
where θ mn is the angle between the pulsars m and n on the sky and Θ mn represents the expected correlation between the TOAs given an isotropic background. With this addition our covariance matrix for the Fourier coefficients becomes
where there is no sum over i, which results in a band diagonal matrix for which calculating the inverse is extremely computationally efficient.
Our prior term Pr(a|ϕ) is then similar to that given in Eq. 47, with the only difference that a is now the concatenated vector of Fourier coefficients for all pulsars, and ϕ includes the correlations between pulsars. We can then parameterise the non-Gaussianity at each GWB frequency as in Eq. 49, however with multiple pulsars we need not assume a power law prior on the coefficients if desired.
APPLICATION TO SIMULATIONS
We now apply the likelihood developed in section 5 to two simulations. Simulation 1 includes non-Gaussian noise with the same distribution as in the toy model in section 4, and Simulation 2 includes only Gaussian noise. In both cases we set the width of the ground state Gaussian distribution to be 10 −6 seconds. We then simulate an ∼ 8 year dataset for the isolated pulsar J0030+0451 with observations spaced ∼ 2 weeks apart resulting in a total of 216 TOAs onto which we add a noise realisation drawn from the two distributions using the same seed both times. The timing model parameters used in the simulations are listed in Table 2 , and are based on values provided as part of the first IPTA data challenge. The timing residuals that remain from the two simulations after subtracting the injected timing model are shown in Fig. 2 .
In both simulations we will compare the parameter estimates obtained using two models. Model 1 will include the parameters α 1..3 to model any deviations from Gaussianity that the timing residuals might be subject to, and in Model 2 will set these parameters equal to zero, therefore constraining the probability density to be purely Gaussian. While in principle the α coefficients can be real or complex valued, as they only appear in the likelihood in the term nmax n α n C n H n 2 we restrict our search to only real values in order to eliminate potential degeneracies that would otherwise arise. In both simulations we take the prior range on these coefficients to be [−1, 1]. Table 2 lists the mean parameter estimates and standard deviations for the two models applied to simulation 1. In addition, Fig. 3 shows the one-dimensional marginalised posteriors for the timing model parameters and the white noise scaling parameter β for model 1 (red solid lines) and model 2 (blue dotted lines) respectively. In all cases the constraints on the timing model parameters are improved by a factor ∼ 2 when we include the additional parameters and thus correctly account for the non-Gaussian nature of the noise. The degree to which the timing model parameters are affected will, however, naturally depend on the severity of the non-Gaussianity in the residuals. In addition from Fig. 2 we see that the effect of the non-Gaussian terms is to i) increase the number of outliers, and ii) to shift the mean of the residuals as the distribution is no longer symmetric. The result of this is that when assuming a Gaussian likelihood the constant phase term is significantly offset from zero, and the EFAC term β is increased in order to accommodate the outliers. While the shift in the phase term is irrelevant, the increase in the EFAC term leads directly to the decrease in sensitivity to the timing model parameters observed previously. Comparing the evidence between the two models we find that the additional parameters in model 1 are strongly favoured with ∆ log E = 18, suggesting a definitive detection of non-Gaussianity in the residuals.
Simulation 1

Simulation 2
As for simulation 1 we list the mean parameter estimates and standard deviations using models 1 and 2 for simulation 2 in Table 2 . Similarly Fig. 4 shows the one-dimensional marginalised posteriors for the timing model parameters and the white noise scaling parameter β for model 1 (red solid lines) and model 2 (blue dotted lines) respectively. In this simulation, with the exception of the phase offset, the posteriors for the timing model parameters are identical for the two models, as could be expected as the noise is now Gaussian in nature. The phase offset however is now totally unconstrained across the prior in model 1, and the uncertainties in the scaling parameter β are a factor ∼ 4 greater than in model 2. We can understand this disparity by looking at the twodimensional marginalised posteriors for the phase offset, β, and α parameters in Fig. 5 . Here it becomes clear that the phase offset and α 1 parameter are in this instance completely correlated. Qualitatively this simply represents that there is no difference between a dataset with a phase offset, and a dataset whose noise probability density is both symmetric and offset from zero. We also see that there is a strong correlation between the β scaling parameter and α 2 leading to the increased uncertainties in the former relative to model 2.
Comparing the evidence between the two models we find that, as expected, model 2 is favoured with ∆ log E = 4 providing strong support for the simpler model.
APPLICATION TO REAL DATA
We now apply the likelihood developed in section 5 to the publicly available Parkes Pulsar Timing Array (PPTA) data release 1 dataset for the binary pulsar J0437−4715 (Manchester et al. 2013 ). In brief, this dataset spans 15 years of observations, with approximately the first nine consisting of only single frequency, 20cm observations, and the remainder including additional 10cm and 50cm observations. The timing model we fit includes the 21 parameters listed in Table 4 in addition to a set of 12 "jumps" (offsets between different observing systems). We then simultaneously fit for a power law red noise process and power law dispersion measure variations, including periods from the length of the dataset T , down to one month, at intervals of 1/T as described in sections 5.4 and 5.5 respectively. Finally we also include an EFAC and EQUAD parameter for each observing system group. In order to explore the effects of potential non-Gaussianity in the dataset we then consider two cases. Firstly, that both the radiometer noise term (βσ) and quadrature term (γ) describe Gaussian random processes, and secondly, that while the radiometer noise is Gaussian, the quadrature term is non-Gaussian. In the latter case we parameterise this non-Gaussianity as in Section 5.1 where we fit for the convolved PDF of the two distributions, rather than sampling from the j parameters numerically.
Residuals for this dataset after subtracting the maximum likelihood Gaussian timing solution given in Table 4 are shown in Fig. 6 (top) , and after also subtracting the maximum likelihood red noise and dispersion measure variations (middle). In the bottom left panel we show the normalised residuals after dividing each point by its error bar, and in the bottom right panel we show a histogram of these normalised residuals, overlayed with a unit Gaussian to show the expected number counts in each bin.
From the plot of the normalised residuals it is clear that there are a significant number of outliers (> 4 − 5σ) compared to the number expected from a Gaussian distribution. In addition the histogram suggests that there is also an over abundance of points at small deviations (< 0.5σ). As seen in Section 6 this behaviour is indicative of the white noise parameters in the Gaussian fit overestimating the error bars of the points in order to best accommodate outliers.
A post fit evidence comparison
As in section 6 we would like to compute the difference in the Evidence for the Gaussian and non-Gaussian models, however for this dataset the total dimensionality of the problem is ∼ 800, which makes the calculation of the evidence both extremely expensive computationally, and also much less precise numerically than in the lower dimensional simulation.
As such we consider that even in the presence of significant non-Gaussianity, the timing model parameter estimates obtained from the Gaussian analysis did not differ significantly from the nonGaussian analysis, only their uncertainties changed. As such, in order to obtain an approximate value for the evidence we can use the post-fit residuals, after subtracting the maximum likelihood timing model, red noise and dispersion measure variations and then fit only for the EFAC and EQUAD parameters in those residuals and an additional offset term. This decreases the dimensionality to ∼ 30, allowing us to use MultiNest to compare the evidence for the Gaussian and non-Gaussian cases as before. When including non-Gaussian coefficients in our model, both in this test and in the subsequent full analysis, we exclude the α 1 term in order to minimise the covariance between the offset and the non-Gaussian parameters. Table 3 lists the log evidence values for different sets of nonGaussian coefficients, normalised such that the log evidence for no additional coefficients (i.e. assuming Gaussian statistics) is 0. We see that there is a significant increase in the log evidence (∼ 39) when including even just two coefficients, indicating definitive support for their inclusion in the model. As the number increases the rise in evidence increases, reaching a maximum with 4 included coefficients. Given the timing model, red noise and dispersion measure variation solutions that were subtracted from the data were obtained from a Gaussian analysis, we will however still include coefficients up to and including α 6 in the full analysis.
Joint Bayesian analysis
Given the large dimensionality of the problem this analysis cannot be carried out using MultiNest. As such we make use of the 'Guided Hamiltonian Sampler' used previously in pulsar timing analysis in (Lentati et al. 2013 ). This sampler makes use of both gradient information in the likelihood, and also the hessian in order to efficiently sample from large parameter spaces. Table 4 lists the timing model parameter estimates and their nominal standard deviations for both the Gaussian and nonGaussian analysis. In all cases we find the parameter estimates and their uncertainties to be consistent between both methods. In Fig.  7 (top) we show the one and two-dimensional marginalised poste- rior distributions for the red noise and dispersion measure variation power law amplitudes and spectral indicies for the non-Gaussian (left) and Gaussian (right) analysis. Both are also extremely consistent with one another, however when overlaying the two sets of 1-dimensional posterior distributions for each of the 4 parameters separately (bottom 4 panels) some differences become apparent between the non-Gaussian (blue dashed lines) and Gaussian (red solid lines) analysis. In particular the dispersion measure variation power law parameter estimates show a slight shift towards higher amplitudes and shallower spectral indices in the non-Gaussian case.
Despite these similarities in the timing and stochastic parameter estimates between the Gaussian and non-Gaussian analysis, Fig.  8 indicates a definitive detection of non-Gaussianity in the dataset, in agreement with the difference in the log evidence for the noise only analysis. In the top plot we show the one and two-dimensional marginalised posterior distributions for the 5 non-Gaussian coefficients fit in the analysis of J0437−4715. Vertical lines are included at 0 where visible in the plots, however, except for α 5 all the coefficients are inconsistent with this value. In the bottom plot we then show the set of equally weighted PDFs obtained from the nonGaussian analysis (black lines) setting γ = 1. In addition we over plot the mean of the distribution (red line) and a unit Gaussian (blue line) all of which have been normalised to have a sum of 1. The difference between the Gaussian and non-Gaussian PDFs is clear, with a larger probability for both small (|σ| < 1) and larger (|σ| > 4) deviations than given by the Gaussian PDF. That such a significant detection of non-Gaussianity does not lead to larger changes in the parameter estimates can potentially be attributed to a frequency dependence on the significance of the α parameters. In Shannon et al. (2014) the 10cm J0437−4715 data was found to be describable through Gaussian statistics alone. This would suggest that the non-Gaussianity we detect exists primarily at low frequencies. In Figure 9 we show the normalised residuals from Fig. 7 separated into its 10cm, 20cm and 50cm components, along with histograms for each wavelength. Here the increase in non-Gaussian behaviour can clearly be seen as the wavelength increases. Given the lowest frequencies have the greatest degree of non-Gaussianity it is less surprising that there is little impact on the timing or red spin noise Values on the x-axes for the timing model parameters are given in terms of the standard deviation in that parameter returned by the analysis when including the additional terms, with the injected parameter value at 0 in all cases. Here the simulated noise was Gaussian in nature, and so with the exception of the phase offset, the parameter estimates for the timing model parameters using the two models are identical. The disparity in the phase offset and β parameters is discussed in Section 6.2.
parameters, as the low frequency data contributes the least to these parts of the model. The low frequencies do, however, contribute greatly to the constraints on dispersion measure variations, and it is here we see the greatest difference between the Gaussian and non-Gaussian models.
CONCLUSION
In this paper we have introduced a method of performing a robust Bayesian analysis of non-Gaussianity present in the residuals in pulsar timing analysis, simultaneously with the pulsar timing model, and additional stochastic parameters such as those describing the red noise, and dispersion measure variations present in the data. Deviations from Gaussianity are described using a set of parameters α that act to modify the probability density of the noise, such that α = 0 describes Gaussian noise, and any non zero values provide support for non-Gaussian behaviour. The advantage of this method is that one may use a finite set of non-zero α m to model the non-Gaussianity, without mathematical inconsistency. Any truncation of the series still yields a proper distribution, in contrast to the more commonly used Edgeworth expansion (e.g. Contaldi et al. (2000) ).
We applied this method to two simulated datasets. In simulation one the noise was drawn from a non-Gaussian distribution, and in simulation 2 it was purely Gaussian. In simulation 1, the effect of the non-Gaussianity was to introduce a higher proportion of outliers relative to a Gaussian distribution. This resulted in an overestimation of the TOA uncertainties when assuming a Gaussian likelihood, and decreased the precision with which the timing model parameters could be extracted compared to an analysis that correctly incorporated the non-Gaussian behaviour on the noise.
In the second case we showed that the parameter estimates of the timing model parameters of interest were consistent when including, or not, the α parameters, as is to be expected when the noise is Gaussian.
We then applied this method to the publicly available Parkes Pulsar Timing Array (PPTA) data release 1 dataset for the binary pulsar J0437−4715. We detect a significant non-Gaussian compo- . One and two-dimensional marginalised posterior distributions for the phase offset, β, and α parameters in simulation 2. The phase offset and α 1 parameters are in this instance completely correlated. Qualitatively this simply represents that there is no difference between a dataset with a phase offset, and a dataset whose noise probability density is both symmetric and offset from zero. Similarly β and α 2 show strong correlations, leading to the increased uncertainty in the parameter seen in Fig. 4 . nent in the non-thermal component of the uncorrelated noise, however as the non-Gaussianity is most dominant in the lowest frequency data the impact on the timing precision in the pulsar is minimal, with only the parameter estimates of the power law dispersion measure variations being visible changed between the Gaussian and non-Gaussian analysis. -11.9 -11.8 -11.7 Probability Log 10 Power Law DM Variations Amplitude The set of equally weighted probability density functions obtained from the non-Gaussian analysis of J0437−4715 (black lines) with γ = 1. In addition we show the mean of the distribution (red line) and a unit Gaussian (blue line) all normalised to have a sum of 1. The difference between the Gaussian and fitted non-Gaussian functions is clear, with a larger probability for both small (|σ| < 1) and larger (|σ| > 4) deviations than given by the Gaussian probability function. 
