With the rapid development of Location-based Social Network (LBSN) services, a large number of Point-of-Interests (POIs) have been available, which consequently raises a great demand of building personalized POI recommender systems. A personalized POI recommender system can significantly help users to find their preferred POIs and assist POI owners to attract more customers. However, due to the complexity of users' checkin decision making process that is influenced by many different factors such as POI distance and region's prosperity, and the dynamics of user's preference, POI recommender systems usually suffer from many challenges. Although different latent factor based methods (e.g., probabilistic matrix factorization) have been proposed, most of them do not successfully incorporate both geographical influence and temporal effect together into latent factor models. To this end, in this paper, we propose a new Spatial-Temporal Probabilistic Matrix Factorization (STPMF) model that models a user's preference for POI as the combination of his geographical preference and other general interest in POI. Furthermore, in addition to static general interest of user, we capture the temporal dynamics of user's interest as well by modeling checkin data in a unique way. To evaluate the proposed STPMF model, we conduct extensive experiments with many state-of-the-art baseline methods and evaluation metrics on two real-world data sets. The experimental results clearly demonstrate the effectiveness of our proposed STPMF model.
Introduction
Recent years have witnessed the rapid prevalence of location-based social network (LBSN) services such as Foursquare, Jiepang, and Facebook Places that can significantly facilitate users' outdoor activities by providing a large number of nearby Point-of-Interests (POIs) in a real-time fashion. A variety of user interaction da- ta with these LBSN services such as searching locations, providing checkin information and posting tips after visiting a POI have been accumulated that provide a good opportunity for developing personalized POI recommender systems. Indeed, the accurate and personalized POI recommendation is a crucial demand in LBSN services. First, given the massive locations, it is very difficult for users to find their preferred ones in an efficient way. A personalized POI recommender system would help users easily find relevant POIs without spending much time on searching, particularly when a user is in a new region. Also, it is very challenging for POI owners to deliver right POIs to various users. A personalized POI recommender system is able to not only ease the burden, but also attract more customers with the recommended POIs.
While developing personalized POI recommender systems could greatly benefit both users and POI owners, it is a very challenging problem due to two main factors. First, a user's checkin decision making process is very complex and could be influenced by many different kinds of factors. For example, the distance of a POI might have influence on user's preference for it. A user would like to prefer a nearby POI rather than a far away one. Meanwhile, a user may choose a POI which is located at a relatively prosperous region for the sake of high quality services and crowd human activities. In addition, whether a user would check in a POI or not may depend on his specific purpose. For instance, when people want to have lunch, they would like to choose those POIs relevant to food rather than sights. Some people may be used to going a certain region for the same purpose, such as food. These factors play an important role in user's preference for a POI. Second, a user's preference may change over time. For example, a user likely chooses a restaurant next to his work place for convenience in week days, but he possibly goes to a bar for entertainment at weekends. These factors make building POI recommender systems become difficult.
In the literature, some related works on POI recommendations have been proposed [11, 6, 12, 24, 1, 27] . For example, [23] leveraged the power law property between the checkin probability and the distance of pair-wise visited locations for POI recommendation. [15] proposed to model a user's preference for a location as a multiplication of his interest in POI, the popularity of POI, and the distance between him and POI based on Bayesian non-negative matrix factorization. Moreover, [6] assumed each individual user had different latent preference vector in each temporal state in order to capture the temporal effect. However, these models have not incorporated both geographical information and temporal effects together into latent factor models such as probabilistic matrix factorization. In addition, the geographical information used in these models is limited. In other words, only the distance of POI is leveraged to predict a user's preference for a POI. In fact, as mentioned earlier, there are many other geographical factors implicitly affecting a user's checkin decision making process. To address these limitations, in this paper, we propose a novel model that incorporates multiple geographical features and temporal characteristics into matrix factorization for POI recommendation.
To this end, we first propose a new framework that incorporates multiple geographical features into matrix factorization. The preference of a user for a POI is modeled as the combination of his geographical preference for the POI and his general interest in the POI. User's geographical preference for a POI is modeled based on three types of geographical features including distance, prosperity and category. Unlike traditional matrix factorization methods that consider user's general interest as static, in this paper we also model the temporal dynamics of user's general interest. Specifically, we propose to represent each checkin event with a tuple including POI category and checkin time. We analogize a checkin event as a term and one user's historical checkins as a document, and then adapt topic modeling to model all observed checkins. Each user's historical checkins will be characterized with a set of topics, each of which is essentially a distribution over all tuples and represents a particular kind of checkin pattern. As checkin time is included in each tuple, the learned topic distribution for each user naturally captures the temporal dynamics of user's general interest. Consequently, we propose our Spatial-Temporal Probabilistic Matrix Factorization (STPMF) model that takes into account all these factors. To evaluate the proposed STPMF model, we conduct extensive experiments with two real-world data sets and compare our method with many state-of-the-art baseline methods based on different validation metrics. The experimental results clearly demonstrate the effectiveness of our model.
Method
Let us first introduce the formal definition of Geographical Feature and Checkin Event, and then present a general framework to incorporate geographical features into matrix factorization and learn user preference in a more robust way. Finally, we present the specific SpatialTemporal Probabilistic Matrix Factorization (STPMF) model and our estimation method.
Definitions.
Recent works on POI recommendation have revealed that the distance of POI has great influence on user's preference for POIs [23, 2, 5, 26, 14, 15, 13] . In fact, there are other more geographical factors that also significantly affect user's checkin decision making process. For example, the business prosperity of a region where a POI is located might affect user's preference. Users are likely to choose a POI where its surrounding environment is relatively prosperous as it often indicates high-credibility and high-quality services and crowd human activities. In addition, users are often used to visiting a certain region with the same purposes such as shopping or eating. In fact, this has been reflected in many real-world checkin data, where each POI belongs to one or more categories such as food, sights and etc. For example, we pick up a user's historical checkins from our data and show them in Figure 1( Then geographical features of POI j for user i could be represented with a multi-dimensional vector:
where prosperity(j) is the prosperity of region where POI j is located and could be measured by the number of business services in this region. d(i, j) represents the distance between the home of user i and POI j. n ic is the number of POIs within category c visited by user i in this region. Note that more other geographical information could be included into f ij if it is available for a particular data set.
User's temporal preference for checkins follows a cyclic pattern [6, 7, 5] . Therefore, we divide the time into two parts: time slot in a day and day in a week. Specifically, time slot in a day includes morning, noon, afternoon, evening and midnight. While traditional methods simply regard each checkin as a location, we represent a checkin event with category and temporal information as follows. 
The General Framework.
We propose a general framework to generate accurate POI recommendation for N users over M locations. In reality, there are many latent factors affecting users' preference for POIs. Particularly, different from consuming movies, when users visit or check in POIs, most of them would take into account the geographical factors [23] such as distance and region prosperity, in addition to other general factors such as intrinsic property of POIs. Thus, based on matrix factorization method, we propose to model the rating (i.e. checkin frequency) denoted asR ij of user i for POI j as a combination of the general preference and the geographical preference of user i for POI j as:
where f ij represents the observed geographical features defined in section 2.1. W i is the i-th user's latent preference for geographical features and is assumed to be drawn from a Gaussian distribution with zeromean and covariance matrix as λ Furthermore, user's general preference may change over time. Thus we argue that user's preference characteristics may consist of two parts: stationary preference which has nothing to do with time, and temporal preference that changes over time. Specifically, the i-th user's general preference could be decomposed into stationary preference U s i and temporal preference U b i as follows: 
In this paper, we will adapt topic modeling technique to discover the temporal preference U b i based on the defined checkin events, which will be discussed in details in the following section. In addition, as mentioned in [22, 6] , the location characteristics captured with V j are inherent properties and do not change much as time goes. Therefore, we only model the dynamics for user preference. U s i is assumed to be drawn from a Gaussian distribution while U b i is a latent vector which could have various modeling methods according to application circumstance. We want to emphasize that the proposed model for incorporating geographical information is different from [13, 15, 23] . [15, 23] only model POI distance and [13] only considers an area's influence, all of which are not able to take other more geographical factors into consideration for users' checkin decision making process. However, our proposed framework is much more general, and could incorporate different kinds of geographical features into matrix factorization.
2.3
The STPMF Model. Two recent works have been proposed to incorporate temporal effect into matrix factorization for improving the accuracy of recommendation [10, 6] . However, there are some shortcomings for these two methods. First, both of them utilize multiple user-specific latent vectors to model each individual's preference at different temporal state. Each temporal state usually corresponds to a time window. For example, [10] considers each day as a different temporal state. And as cyclic pattern is taken into account, [6] regards a pair of hour and day as a temporal state. Both of them have many different temporal states for each user. As a result, the number of observed ratings for fitting each user latent vector at each temporal state would significantly decrease, and learning so many userspecific latent vectors for each individual makes recomCopyright © by SIAM Unauthorized reproduction of this article is prohibited.
mender systems very inefficient. Second, both methods could not predict the rating of one user well when the corresponding temporal state does not appear in training set. But in fact, for the location checkin application, only a small set of ratings per user are observed that belong to a very limited number of temporal states. Thus these methods could not make reasonable predictions for users at new temporal states. All these limitations motivate us to find a more feasible and effective way to capture user's temporal preference.
If we take a close look at user's checkin records, we can find that there are some underlying topics that could explain the reason why users check in POIs at particular times. For example, users are very likely to frequently check in some similar locations such as bars or restaurants around evening at weekend for a similar purpose such as party. In other words, there will be many checkin events that have similar categories and close times and often appear together in user's checkin records. And a set of such checkin events essentially describe a purpose of checkin behavior. As each checkin event has both category and time information, such a checkin purpose (e.g., party) provides a possible interpretation for the reason why users would like to check in these POIs at a particular time. And each user will have different preference for checkin purposes.
Based on this assumption, for the user i, we analogize a checkin event l in as a term and his historical checkins {l in |n = 1, ..., N i } as a document (N i is the number of checkin events for user i), and then employ topic modeling to model all observed checkins. The learned topic will be a distribution over all checkin events. Each individual's checkins are a mixture over a set of interpretable topics. As a checkin event includes checkin time, each individual's topic distribution naturally captures his temporal preference. Consequently, we develop a specific method namely Spatial-Temporal Probabilistic Matrix Factorization (STPMF) model. Its generative process and graphical model are shown in Table 1 and Figure 1(a) respectively.
In the model, ϕ t is the distribution over checkin events for the t-th topic, and drawn from Dirichlet(β) prior. Each checkin event l in is drawn from ϕ corresponding to its hidden topic z in being drawn from the individual-specific mixture weights θ i over T topics. Thus, based on Eq.(2.3), we assume that the user's general preference consists of a static one and temporal one, and is assumed to be drawn from the Gaussian distribution with U s i + Xθ i as the mean vector:
where X is a matrix that is used to transfer user topical space into the user latent space, and Xθ i indicate user's temporal preference. Also, we place the zero-mean 
spherical Gaussian prior on each entry of X. There are three advantages to adopt this method to capture users' temporal preference: (1) The extracted topic provides a novel interpretation for a user's checkin event; (2) The process of extracting topics from large numbers of checkin events is a kind of dimensionality deduction. Thus, we do not need to model multiple user-specific preferences at different temporal states for each individual; (3) It is able to address the prediction problem mentioned before, because each user has a different topic distribution learned in training data and not explicitly related to each specific temporal state. Thus unlike [10, 6] , even though one users' some temporal states may be not observed in the training set, their learned topic distributions could be still used as their dynamic preference for the prediction.
Parameter Estimation.
We employ the Maximum-A-Posteriori (MAP) for the parameter estimation of STPMF model. Given the observed rating R, geographical feature f and hyperparameters, maximizing the posterior is equivalent to maximizing the log-likelihood of latent parameters. Thus, the log-likelihood is obtained as follows:
where I ij is the indicator function that is equal to 1 if the i-th user checks in the j-th location and equal to 0 otherwise.
|||.||
2 F is denoted as:
As in Equation (2.5) the summation over t for item ϕ t,lin θ it is within the log function, it is intractable for us to estimate θ by maximizing the log-likelihood. To overcome this problem, We adopt the similar method proposed in [21] to obtain the relaxed lower-bound. Specifically, we first define q(z in = t) = ψ int , and then Copyright © by SIAM Unauthorized reproduction of this article is prohibited. apply Jensen's inequality. Finally, the object function with respect to θ has the following lower-bound:
Therefore, we can relax the object function by using Variational Inference method for latent variable Z. The lower-bound for the object function is obtained by integrating above equation back into Eq(2.5):
Alternating Least Squares (ALS) is a popular optimization method leading to more accurate parameter estimation and faster convergence. Thus, we utilize ALS method to compute each latent variable by fixing the other variables when maximizing the relaxed loglikelihood in Eq(2.6). The updating equation for each variable of interest shown in Table 2 is obtained by setting its gradient of the relaxed log-likelihood to zero. However, it is difficult to get the close-form of variable θ. Therefore, we utilize the gradient-based searching algorithm to assist with searching its optimal solutions. By fixing other variables, we could obtain the object function with respect to θ as follows:
s.t. ∀t, 0 < θit ≤ 1, and ∑ T t=1 θit = 1.
To optimize θ, the gradient descent is employed to find the optimal solution with the following gradient:
where (X) t represents the t-th column in matrix X.
More details of the algorithm is shown in Table  2 . In addition, C i is a diagonal matrix with λI ij (j = 1, ..., M ) as its diagonal elements, denoted as
3 Experimental Results 3.1 Datasets. In this paper, we use two Foursquare data sets to evaluate our proposed STPMF model: (1) Data 1 [9] contains the checkin history of users who live in the California, ranging from December 2009 to January 2013; (2) Data 2 [4] contains the checkin data from September 2010 to January 2011. Each checkin record in both two data sets includes user ID, location ID and timestamp, where each location has latitude, longitude and category information. After Table 2 : The Algorithm for STPMF Model.
Step 1: Randomly initialize variables.
Step 2: Execute E-Step and M-Step in each iteration repeatedly until the log-likelihood in Eq(2.6) converges: E-Step:
Normalize ψijt.
•
• Update θit: Use gradient descent with constraints to find the optimal solution of θit with its object function shown in Eq(2.7) and its gradient as Eq(2.8), where the constraint is s.t. ∀t, 0 < θit ≤ 1, and ∑ T t=1 θit = 1. M-Step:
Step 3: After obtaining optimalÛ ,V ,Ŵ andĝ, the predicted rating on i-th user for j-th location is calculated by:
merging the overlapped categories, we totally obtain 6 (or 7) different kinds of categories in data 1 (or data 2). Meanwhile, we remove users who have visited less than 5 locations and locations which are visited by less than 2 users. The data statistics for two data sets are reported in Table 3 . We can observe that Data 2 is nearly 10 times sparser than Data 1. In addition, we divide the space into a set of grids based on latitude and longitude. Each grid is regarded as a region. In our experiment, the size of region is about 5km × 5km (i.e. 0.045 by 0.045 square degrees). We then crawl all venues for each individual region with Foursquare API. As Foursquare API returns at most 50 venues (locations) with a specified center point and searching radius, we propose a simple method to crawl all venues in each region as follows. First, we get all venues in one specified region if Foursquare API returns less than 50 venues, and we end up searching. Otherwise we further divide this region into four small areas and repeat the above steps in each small area until each area contains less than 50 venues or its area size is less than 100m × 100m. Second, we merge all crawled venues in the same region according to the venue ID. We use the number of venues in each region to indicate its prosperity degree.Moreover, in the experiments we adopt the method [4] to locate user's home from his all historical checkins for calculating the POI distance.
In recommendation system, we aim to recommend
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those unvisited locations for users. Thus, we split the training and testing data as follows: for each user, (1) aggregating the checkins for each individual location; (2) sorting the location according to the first time that user checks in; (3) selecting the earliest 80% to train the model, and using the next 20% as testing.
Experimental Settings.
Parameters λ and α are set as 0.001 and 1.01 respectively. Meanwhile, other parameters are specified as 0.01.
Evaluation Metrics.
The model is quantitatively evaluated in terms of prediction accuracy, ranking accuracy and Top-K recommendation performance.
Prediction Accuracy. RMSE [19] is exploited to directly measure the prediction accuracy for the unobserved ratings in the testing.
Ranking Accuracy. Both Kendall Tau Coefficients (Tau) and Normalized Discounted Cumulative Gain (nDCG) are used to measure the overall ranking accuracy. Suppose each estate i is associated with a groundtruth rating x i and a predicted rating y i . There are n pairs. Each pair < i, j > is said to be concordant, if both x i > x j and y i > y j or if both x i < x j and y i < y j . Also, it is said to be discordant, if both x i > x j and y i < y j or if both x i < x j and y i > y j . Tau is then defined as (#conc−#disc)/( 1 2 n(n−1)), where #conc is the number of concordant pairs and #disc is the number of discordant pairs. DCG is defined as
, where rel i is the testing rating. Given the ideal DCG (IDCG), i.e. DCG of the groundtruth ratings, nDCG is defined as DCG/IDCG.
Top-K Recommendation. Precision@K and Recall@K would be used to evaluate the Top-K recommendation performance. Meanwhile we also adopt MAP metric, mean of average precision (AP). AP is
#relavant locations . Precision@K and Recall@K are calculated as P recision@K =
, L represents the set of locations in the testing, j is the position in the rank list, N is the number of returned items in the list, p(j) is the precision of a cut-off rank list from 1 to j, and rel(j) is an indicator function. The term relevant locations is defined as the locations in the testing.
Baseline Methods.
To demonstrate the effectiveness of our STPMF model, we compare it with five baseline methods: (1) LRT [6] that assumes users have different preference in each temporal state and use multiple user-specific latent vectors for different temporal states; (2) UG [23] , that considers both geographical effect based on power law characteristics, and user interest based on user-based collaborative filtering for POI recommendation; (3) PMF [19] , that assumes the user and location latent vectors to be drawn from Gaussian distribution and estimates a user's preference on a location as the dot product of user-specific and location-specific latent vector; (4) NMF [20] , a Bayesian non-negative matrix factorization algorithm that places exponential priors on latent vectors and utilizes the Gibbs sampler to approximate the posteriors of latent variables; (5) UCF, user-based collaborative filtering with Pearson correlation as the similarity measurement. 
Performance
Comparison. We will evaluate our proposed STPMF model with the baseline methods. Specifically, the topic number is set to be the same value as the latent feature number, and we will provide more discussions about it in Section 3.7.
Prediction Accuracy Performance.
We examine the prediction accuracy performance for different models. Figure 2 bility for a unvisited location, we do not compare it in this part. The RMSE of UCF on Data 1 and Data 2 is 0.6443 and 0.6591, and the RMSE of NMF on Data 2 is ranging from 0.5929 to 0.6110. As they are far larger than other models, we do not plot them in the figure. The lower RMSE indicates the better prediction to groundtruth ratings. From the result, we can see that STPMF achieves the best performance on both of two data sets, while UCF performs the worst. The superior performance of STPMF is due to the usage of geographical information and the dynamic characteristics. As the observed data is very sparse, it makes the possibility of finding users who have similar POI preferences become much smaller, which as a result leads to a poor prediction performance on UCF. LRT also could model the temporal effects for user preference, but when the data set becomes much sparser, the number of the observed ratings distributed to model each individual's different user-specific latent vector in each temporal state would decrease significantly. Thus it becomes hard to fit the model very well. It exactly explains why LRT performs better than PMF on data 1 but slightly worse than PMF on data 2, where data 2 is much sparser than data 1. Based on the result, we also can observe that NMF performs not very well on RMSE metric probably. The reason is that NMF is difficult to optimize the model's latent vectors on checkin data. (Figure 2(f) ) show the overall ranking performance of STPMF and baseline methods in terms of Tau and nDCG on data 1 (data 2).
From the results, we can find that STPMF is much superior than the baseline methods on both two data sets in terms of two metrics. Since STPMF could accurately model one user's checkin decision making process, it obviously leads to a better result. By exploiting temporal effect to model user-specific preference, LRT is better than PMF, NMF and UCF. The performance of LRT and UG is similar, which shows the importance of geographical and temperate effects in location prediction. However, we also can see that LRT and UG perform much worse than STPMF, because (1) LRT is hard to fit each user-specific latent vector with such less observed ratings; (2) UG only utilizes the distance characteristic. The sparseness of data makes UCF achieve the poor performance, especially in data 2 where the sparseness is more evident, UCF has a much worse result. PMF fails to work well due to that more other explicit factors would affect user's checkin decision making process. Also, the sparseness causes both PMF and NMF to perform very worse. tent vector for each different state in LRT would be fitted by much less observed ratings. It also illustrates the geographical effects play an more important role in POI recommendation. STPMF appropriately leverages multiple geographical features to learn user's interests, as a result it improves the recommendation accuracy. It can be observed that the performance on data 1 is worse than the one on data 2 (which is much sparser) possibly due to that a much smaller set of the observed data is employed to train the model in Data 1.
Geographical Influence. The numeric value g i
indicates how much the check-in decision of user i at a POI is affected by the geographical influence. In our model, g i could be any manually specified value or automatically learned by optimization algorithm (denoted as Geo-Learned ). Therefore we construct the following experiments to discuss the geographical influence on location prediction. We fix g i with value 0, 0.5 and 1, denoted as Geo-0, Geo-0.5 and Geo-1, respectively. The result based on Tau in Data 1 is shown in Figure 4 (c). Based on the results, we could obtain the following observations. First, our proposed method STPMF always outperforms LRT. In particular, as the value of g i increases, the improvement becomes more obvious. When STPMF only models the dynamic of user's general preference (i.e. g i is 0), it outperforms LRT. It directly indicates that modeling one user's general temporal preference by leveraging his topic distribution is superior than by using multiple user-specific latent vectors on different temporal states. Second, with the increase of the value of g i , STPMF performs much better. It illustrates that user pays more attention on geographical information when he chooses a POI. Third, the performance of the learned g i is slightly worse than that of g i = 1, but better than other values. It happens due to that it is difficult to find a very accurate optimal solution for g i with the limited observed ratings. However, automatically learning geographical influence is meaningful as the geographical influence on the checkin decision for each individual user is very different.
3.7
User Latent-and Topical-Space Relationship. In the STPMF model, we utilize the learned topic distribution to capture the dynamics of user's general preference. It meaningful to examine the relationship between user latent space and user topical space, which could be reflected from the relationship between user latent feature number and topic number. Therefore, we show the ranking accuracy performance in terms of Tau on Data 1 for STPMF with different topic numbers in Figure 4 (d) and the latent feature dimension is set to 30. The Tau performance of LRT is also reported as comparison. Based on the results, we can see that no matter what the topic number is, STPMF always performs better than LRT. It indicates that incorporating geographical influence and modeling the dynamic of user's general preference would benefit the POI recommendations. Moreover, we could observe that when the topic number is 30, which has the same value as the specified feature number, the performance is nearly superior than others. It illustrates that the topical space dimension is supposed to be consistent with the user latent feature dimension. If the topical dimension is larger than the user latent feature dimension, it becomes more difficult to align the topical space with user latent feature space. As a result, the performance is not good as the one with matches between two spaces.
Related Work
Related works can be grouped into two categories. The first category is about Matrix Factorization [18, 20] . For example, PMF [19] assumed that users and items were modeled by latent factors with Gaussian prior, and the observed ratings were drawn from a Gaussian distribution with the mean as the dot product of latent user and location factors. [20] regarded both user and item latent vectors are non-negative with exponential prior and proposed to exploit Gibbs sampler to approximate the posteriors of latent factors.
The second category is about POI Recommendation. The related works about POI recommenda-tion mainly consist of two sub-categories. The first subcategory throws light on modeling geographical influence. For example, [23] proposed to leverage a power law distribution to estimate the check-in probability with the distance of any pair of visited POIs, due to the spatial clustering phenomenon exhibited in LBSNs. However, to model the geographical distance, [5, 2, 26] further adopted the Gaussian based model and [26, 14] utilized the Kernel density estimation method. In addition, [15] proposed to exploit the framework of NMF. Based on the weighted matrix matrix factorization, [13] modeled the POI's geographical influence with user's activity area and POI's influence area, and [16] considered two types of geographical characteristics: geographical neighborhood and region effect.
The second sub-category focuses on modeling temporal effect [3, 17, 22, 8] . For example, [6] distinguished user's latent factors in different temporal state and then took several strategies to aggregate user check-in preference in each temporal state. [7, 5] employed multicenter Gaussian mixture model to capture a user's temporal preference. Moreover, [25] adopted the summation to fuse user's interest for POI and graphical influence, where the user's interest for POI could be learned by a User-based Collaborative Filtering extension with temporal state. However, our work is different from these existing works: (1) The geographical features taken into account for POI recommendation could be extended to include multiple different factors. (2) It is novel to use topic modeling similar method to capture the temporal effect in Point-of-Interest recommendation.
Conclusions
In this paper, we proposed a novel model for POI recommendation that incorporates both geographical influence and temporal effect into matrix factorization. We modeled user's preference on a POI as the summation over his geographical preference for the POI and his general interest in the POI. User's geographical preference is captured by leveraging multiple geographical features. Meanwhile user's general preference is decomposed into a static one and a dynamic one. Specifically, we analogized a checkin event as a term and one user's checkins as a document, and employed topic modeling to model all observed checkins. As the checkin event includes the checkin time and each topic is characterized by a distribution over checkin events, the learned topic distribution naturally captures the dynamics of user's general interest. To this end, a specific model namely STPMF was proposed. Finally, the experimental results on real-world data sets demonstrate the improvements of our proposed model.
