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RÉSUMÉ
Les structures avec des lieurs sont très communes en informatique. Les langages de
programmation et les systèmes logiques sont des exemples de structures avec des lieurs.
La manipulation de lieurs est délicate, de sorte que l’écriture de programmes qui ma-
nipulent ces structures tirerait profit d’un soutien spécifique pour les lieurs. L’environ-
nement de programmation Beluga est un exemple d’un tel système. Nous développons
et présentons ici un compilateur pour ce système. Parmi les programmes pour lesquels
Beluga est spécialement bien adapté, plusieurs peuvent bénéficier d’un compilateur. Par
exemple, les programmes pour valider les types (les "type-checkers"), les compilateurs
et les interpréteurs tirent profit du soutien spécifique des lieurs et des types dépendants
présents dans le langage. Ils nécessitent tous également une exécution efficace, que l’on
propose d’obtenir par le biais d’un compilateur. Le but de ce travail est de présenter un
nouveau compilateur pour Beluga, qui emploie une représentation interne polyvalente
et permet de partager du code entre plusieurs back-ends. Une contribution notable est la
compilation du filtrage de Beluga, qui est particulièrement puissante dans ce langage.
Mots clés: lieurs, filtrage, compilation, types dependents
ABSTRACT
In computer science, structures with variable binders are very common. Program-
ming languages and logical frameworks are examples of structures with binders. Thus
writing programs that deal with these kinds of data benefits with explicit support for data
binding. The Beluga programming environment is an example of such a system.
In this work we develop and present a compiler for the system. Many of the programs
that Beluga is specially well suited for writing can benefit from a compiler. For example,
some of the kinds programs that would benefit more are type-checkers, compilers and
interpreters that take advantage of the binder support and dependent types present in the
language, and also require a reasonably fast run-time.
Our goal in this work, is to present a compiler for the Beluga system, that uses a
very versatile internal representation that helps with the development of the system, and
allows a sharing of code between several back-ends. Furthermore, we present a way of
compiling the uniquely powerful pattern language supported by Beluga.
Keywords: binders, pattern matching, compilation, dependent types.
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Functional programming languages are well suited for working with syntax. They
are well adapted and commonly used to write parser generators, compilers, and type-
checkers. In this context, syntax is the structure of the phrases of a language and how
they are composed together. In this view a phrase in the language we are handling is
a tree, usually called an Abstract Syntax Tree (AST). Of particular interest in this work
is syntax that deals with identifiers. Interesting examples are the syntax of: program-
ming languages, logics with quantifiers, and calculi used in diverse formalizations like
λ -calculus and pi-calculus. In particular we care about how identifiers are introduced and
how they can be used respecting their scopes and substitution rules. When discussing
syntax at this level we can talk about an Abstract Binding Tree to be clear that the syntax
we are working with supports the concepts of binding and scope [27].
However, most functional programming languages lack explicit support for binders.
This complicates dealing with abstract binding trees as issues such as ensuring vari-
able freshness, equality up-to renaming variables, problems that arise from implement-
ing capture avoiding substitution, and variables not escaping their scope need to be
addressed by the programmer. Currently, there are two main theoretical approaches
which aim at making it easier to represent and manipulate data containing binders: sup-
porting nominals, that is names as first-class notions, in the language ([50], [54]) and
Higher-Order Abstract Syntax (HOAS) [42], which represents binders in the object level
re-using binders of the meta-language (i.e. the language we are using to develop our
program), implemented in systems like Twelf [44] and Delphin[52] and Beluga [12]. In
general nominal techniques provide at least α-equivalence of terms and fresh names for
2variables while HOAS always provides α-equivalence, substitution for free and fresh
names for variables. We will elaborate more about the representation of binders in Sec-
tion 2 on page 5.
Presently, sophisticated binding support is available for proof assistants as it greatly
simplifies proofs. However, it has been difficult to make available such sophisticated
support to the average programmer. In the case of languages and libraries, techniques
such as FreshML [58], folds or catamorphisms [60], and Hobbits [61] all address the
problem but they either lack the formal guarantees, are complicated and inconvenient
to use or do not scale to richer type-systems, such as dependent types. In contrast,
HOAS and in particular its implementation in Beluga [45] addresses these complications
in a convenient way. Beluga provides dependent types, and implements HOAS using
contextual objects from contextual modal type theory [40]. Contextual objects are terms
that may contain binders and that have an associated context where the free variables in
the term exist.
When dealing with syntax with binders we have described some of the advantages of
having a high-level support for them. In this research we address, for the first time, the
main issues of compiling such a language: the representation of bound variables and the
compilation of the rich pattern language that Beluga supports.
Beluga is a functional programming language from the ML family [37] with support
for pattern matching. It is built on top of a logical framework in the style of LF [29]
using contextual objects as in Contextual Modal Type Theory [40] (CMTT). In our com-
piler, for the internal representation we use a technique derived from [54] that we call
the Fresh-Style representation (see Section 4.3 on page 35). We take advantage of the
inherent versatility of the method to be able to generate binders with de Bruijn indices
and names in the target language for compilation.
Pattern matching compilation (Section 4.5 on page 48) is done using splitting trees([31],[36]),
3but the key idea is the separation between how the tree is generated at compile-time and
what is left to decide at runtime. At compile-time, as with ML-style languages, the tree
is generated by splitting on constructors and matching on variables. However, when
dealing with contextual objects the situation is more complex. The generation of the
tree starts by splitting on the shapes of the contexts, and then recursively splitting on
constructors, meta-variables and bound variables. During run-time matched terms are
compared to patterns, while for constructors the comparison is trivial (as it is in the ML
family of languages), comparing the shape of the contexts, bound variables and meta-
variables is not trivial and depends on the chosen representation of contextual objects
where our compilation schema supports using de Bruijn indices and unique names.
A key element of our algorithm is that compilation and splitting-tree computation
is performed on contextual values using the Fresh-Style representation (without com-
mitting yet to a concrete representation for contextual objects), while the comparison
of terms and patterns is done once the internal representation of contextual values has
already been made.
Summarizing, the essential contributions of this work are:
– A framework for compiling contextual objects. This is an essential step in adding
HOAS and contextual objects to existing programming languages such as Haskell.
The framework provides a representation that bridges higher-order to first-order
binders. Concretely, HOAS to de Bruijn indices, and HOAS to unique names.
– Pattern matching compilation for contextual objects. In particular, we support
deep pattern matching underneath binders.
– This work connects, for the first time, nominal techniques and Contextual Modal
Type Theory through the use of an internal representation based on names.
– A compiler that provides a choice whether to generate code where binders use de
Bruijn indices or names. This sets up the stage for an evaluation of the tradeoffs
4between these representations and the exploration of other options for the repre-
sentation of binders.
CHAPTER 2
THE REPRESENTATION OF BINDERS
Mathematics, computer science and other disciplines deal with formal languages. In
these languages there is commonly the idea of variables or abstract entities that represent
a concept that was abstracted over. They get their meaning by substitution. Most formal
languages 1 also have a way of introducing new variables, e.g.: the λ -expression in λ -
calculus. This work, will concentrate on formal languages from programming languages,
and logic.
There are many approaches to representing binders, and multiple solutions have been
and are being proposed which achieve different balances between power, simplicity and
safety. We can think about this problem along two dimensions. First, systems that use
binders (systems like FreshML [58] or Beluga, for instance) or why using a nominal
based approach or HOAS is convenient. Finally, a second dimension which concerns the
implementation of the language, in this case the compiler and the concrete implementa-
tion of binding used to represent variables, in our case Beluga’s variables.
We group the existing approaches in one of three categories: name based represen-
tations, nameless based on indices, and Higher-Order Abstract Syntax. The following
table shows some example systems for each category.
Names Nameless HOAS
Plain-old names [18]/Var. Convention [6] de Bruin indices [20]/Automath [19] Twelf [44]
Nominal [23]/Isabelle [59] Nameless Painless [53] Delphin [51]
FreshML [58] Beluga [49]
α-Prolog[15]
To be concrete, we will discuss binders in the sense of variables introduced by ab-
1. at least the ones that we will consider when using Beluga
6stractions in λ -calculus, but these ideas apply to many other uses of binders, e.g.: logical
formulas, programming languages, formal systems and more.
De Bruijn introduces an interesting way to evaluate each approach in [20], that is:
1. Easy to read and write for the human reader.
2. Easy to handle in the meta-level discussion.
3. Easy for the computer and the programmer.
The emphasis will be in the last item, as it is more pertinent to the implementation
of the compiler. This will allow us to understand the amount of work expected to im-
plement such a system, and certain aspects of its resulting performance. This item is
the most important for the implementation of the compiler and the choice of its internal
implementation of binders.
2.1 Plain Old Names
Names are used in most paper presentations of lambda calculus, [7] is one notable
example, and it corresponds to the idea of giving variables different names, as we are
used to do in Mathematics. So almost all human oriented discussions will use names, as
people are familiar with them. In the implementation of systems, when names are used,
instead of strings names are represented by an integer for performance and compactness
reasons.
The use of names is simple yet powerful. It is used in almost all blackboard presen-
tations of structures with binders but also as the internal representation in the implemen-
tation of many systems such as programming languages.
The main advantages of this approach are simplicity and familiarity, but this power
comes with disadvantages: avoiding name capture/conflicts, comparing terms for equal-
ity and performing capture avoiding substitution are the more obvious ones.
7Substitution can be considered the most important aspect of bindings because it pro-
vides concrete meaning to a previously abstract variable. Whenever we reason with
names, on paper or using a proof assistant, we need to satisfy some proof obligations,
typically we need to prove some form of the substitution lemma, like Barendregt does
in one line in Section 2.1.6 of [7] or Curry in ten pages in Section 2.E.2 of [18]. These
two proofs show how powerful it is to use names on paper, because proofs with names
are easy to understand, and details are easy to omit. With formal proofs, proof assistants
do not afford us that leniency, and all the details need to be satisfied even those missing
in the ten page long version of the proof. Of course, proof assistants use automation
and other techniques to minimize the effort. But this is simply an example to show that
even if names shine on human to human paper proofs, in formal proofs sometimes they
are cumbersome due to all the required lemmas. As a matter of fact, this problem is the
motivation for many of the other representations.
If we rename bound variables this should not change a term. We have λx.x ≡ λy.y
as a consequence when we compare terms we need to consider them equal up-to the
renaming of bound variables. Additionally when defining substitution, we need to avoid
name capture. On paper presentations we usually waive these requirements adding a
comment mentioning that variables are fresh (i.e.:they do not occur in the term) and by
mentioning that equality is up-to variable renaming(α-equivalence). This makes this
representation practical for human to human communication and is thus used in the
vast majority of cases. On the other hand, when implementing systems that use binders
details cannot be simply waived away by a comment, and special attention needs to be
paid when comparing terms and performing substitution.
82.2 de Bruijn Indices
Because of the already mentioned difficulties in dealing with names, Nicolas Govert
de Bruijn introduced in [20] a nameless representation of λ -terms now known as de
Bruijn Indices. The paper uses as a motivation the complexity and computational cost
of performing capture avoiding substitution, and comparing α-equivalent terms.
As presented in Section 2 of [1] in this representation names are replaced by positive
integers, where each such number n “refers to the variable bound by the n-th surrounding
binder”. We can see in Figure 2.1 an example illustrating this fact.
Figure 2.1: An example using de Bruijn indices(public domain from [14]).
In consequence, names disappear because they are replaced by numbers which refer
to the distance to their enclosing binder, so no renaming is ever necessary or even possi-
ble 2, additionally the comparison of terms is simplified by the fact, that no equivalence
up-to names is required, so the two main problems with plain old names are solved.
On the other hand, the representation has its own problems. Readability is com-
promised, even if the representation is precise. Additionally the manipulation of terms
is more complicated; consider for example the term λ .1(λ .12) where one variable is
represented by more than one number, and the same number represents different vari-
ables. Performing substitution in this representation entails renumbering of the variable
in terms, which is cumbersome and error prone. Further details can be found in [1].
2. for example: if we want to refer to the last variable introduced we use 1 and there is no other option
92.3 Higher-Order Abstract Syntax
So far in Sections 2.1 and 2.2 we have seen some common representations of binders,
names and de Bruijn indexes. These are common in real world representations of lan-
guages. These are called first order representations because they do not use the binders
of the host language. First order representations need to define substitution, and variable
comparison which means writing a lot of repetitive code. In the next section we will
present a new approach that helps with these deficiencies.
Higher-Order Abstract Syntax introduced in [42] uses the host language’s binder
support, with the main advantage that this way there is no need to implement substitution
(the system reuses the host’s language implementation). As an example, in Figure 2.2 we
can see the declaration of the syntax of an untyped λ -calculus and its interpreter using
a HOAS based representation in Haskell. In this example, λ -terms are represented by a
Haskell λ -expression, effectively reusing the binders from Haskell in the representation
of λ -calculus. Because we reuse the binders from the host language there is no need to
have variables in the type declaration for terms. For this toy example, HOAS works well
enough, but an effective use of the technique requires advanced support absent from
Haskell and most other languages not designed specifically with HOAS in mind. For
example if we want to traverse a term and pattern match on its structure, we cannot do
it under Lam terms without instantiating binders with dummy-variables or other similar
tricks. On the other hand, Beluga was designed to take advantage of the full power of
HOAS as we will see in Chapter 3 on page 14.
Higher-order representations provide support for safe handling of binders as they
forbid using variables out of their scope, and provide functionality like substitution and
equality comparison for free. However, from the point of view of a compiler implemen-
tor, it is important to point out that eventually these representations need to be trans-
formed to a first-order representation as there is usually no support for binders in the
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module HOAS where
−− A declaration of a minimalistic lambda calculus using HOAS, notice how
−− lambda terms are represented as functions in the host language
data Term = App Term Term
| Lam (Term → Term)
−− The eval function re−uses the function application and substitution
−− infrastructure of Haskell
eval :: Term → Term
eval (Lam f) = Lam f
eval (App m n) =
case eval m of
| Lam f → eval (f n) −− application is just Haskell’s function application
−− omega is the term λ x. x x applied to itself, twice
omega = eval (App f f)
where
f = Lam (λx → (App x x))
Figure 2.2: A simple example of HOAS in Haskell
target language. Compilers usually generate low level code, machine code or code in
another language, but generally the resulting code does not use the higher level features
of the target language. As we will see in Chapter 4, this is how our compiler works.
HOAS is not the only higher-order representation and in fact we will discuss some other
options in Section 2.4.
2.4 Nominal, Fresh Look and Others
2.4.1 Nominal
In Section 2.1 we discussed how names are intuitive, yet difficult to use in formal
proofs. This is only true for what we called “plain-old names”, there are other representa-
tions that use names that provide powerful features trying to preserve the intuitive aspect
of the approach. One such approach is using Nominal Logic ([23] and [50]) which con-
tains “primitives for renaming via name-swapping, for freshness of names, and for name-
binding” using permutations from Set theory, in particular the Fraenkel–Mostowski per-
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mutation model [24].
One of the most well-known implementations of this idea in a proof assistant is
Isabelle/Nominal [59]. In [8] there is a proof of the substitution lemma for λ calculus
using the system, this proof showcases neatly how concise and convenient the system is.
On the other hand, the implementation of this package, the nominal data-type in Isabelle,
requires some classical reasoning which makes it impossible to use Isabelle’s program
extraction facilities to get an executable program out of the proofs.
If we compare this proof to one using HOAS, we notice that no proof of the substi-
tution lemma is required, as it is provided by the meta language. Additionally Beluga’s
proofs are programs in contrast to the Isabelle/Nominal package which cannot extract
the computational content of proofs (e.g. the normalizer from a normalization proof).
There are other systems that use the nominal ideas, two salient examples are α-
prolog [15] and FreshML [58] which are respectively variants of Prolog and ML which
support binders in the nominal style.
2.4.2 The “Fresh Look” Approach
Many other approaches to binding exist, some interesting ones can be found in [16],
[53] and [22]. However in this section we will discuss one final representation. The
representation that we will call Fresh Look was introduced in [54] and it is significant for
this work because, as we will see, it is the internal binder representation in our compiler
(Section 4.3).
The main objective of the Fresh Look approach is to be able to represent names in
a sound way. As a way of clarification the authors offer the following three informal
slogans to exemplify what they mean by sound:
– “name abstractions cannot be violated”; or: “the representations of two α-equivalent







Figure 2.3: Entities in the Fresh Look approach.
– “names do not escape their scope”;
– “names with different scopes cannot be mixed”
It is important to notice, that low-level representations offer no intrinsic protection for
most forms of misuse of binders, such as binders escaping their scopes, or name capture.
On the other hand, high level representations like HOAS, the Nominal approach, and
Fresh Look satisfy at least some of these requirements. In fact, soundness properties
play a central role in being able to have more lightweight proofs (i.e., to avoid to prove
certain lemmas, and simplify others).
This representation’s central idea is to have worlds which are inhabited by names.
Names are abstract entities that we can compare for equality, and each name inhabits
a world. As a consequence, terms and variables using this technique are indexed by a
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world. The key concept is that each term cannot mix in the same scope sub-terms or
variables from different worlds. The last concept we need is the link. Links relate one
world to another, and each link introduces a name in the destination world. There exists
two kinds of links, hard-links that introduce a new name in the destination world and
soft-links that introduce a name that may shadow an existing name. This last distinction
is not crucial to our treatment, as our adaptation of the technique only has hard-links,
as we will see on Section 4.3 on page 35. Links are used to introduce new binders, by
creating a new world which supports all the names from the bigger scope plus the name
introduced by the link. Inner worlds are bigger because names can be imported from the
outer world to the inner world.
Figure 2.3 depicts some of the elements used in this idea:
– names: these are the abstract representation of variables. There is an infinite
amount of them, and each name inhabits a world.
– worlds: contain a number of names, and may be related to other worlds by a link.
– links: relate two worlds and introduce a new name in the second world. This is the
key concept of the model because a new bigger world contains one extra name that
represents a newly bound variables. So in λ calculus, the bigger world represents
the sub-term inside a λ abstraction.
In its original presentation, the paper focuses on presenting an implementation done
in the dependently-typed language Agda and proving its soundness. In this work, we
will focus on using the representation because it is straight-forward to transform binders
in this representation to binders in other representations. Of particular interest for our
compiler is generating low-level binder representations, namely plain-old names and de
Bruijn indices. In a way, this representation is high-level enough that we can delay the
choice of concrete implementation of binders, yet sufficiently low-level to be a good
target for Beluga’s HOAS.
CHAPTER 3
A BELUGA PRIMER
Beluga ([45], [49], [46]) is a dependently-typed programming language and a proof
development environment, where proofs are represented as programs. In this discussion
we will focus mainly on the system as a programming language.
Beluga provides a two-level language, the data level and the computational level. On
the data level objects are represented as Contextual-LF objects [40] and the computa-
tional level provides an ML-like functional language with pattern matching facilities to
manipulate LF objects.
The data level language is based in the logical framework LF [29] a system able
to describe logics and abstract syntax with binders, providing support for HOAS. More
specifically Beluga’s data language uses Contextual-LF which is an extension of LF
based on Contextual Modal Type Theory [40]. In the system, objects, that may contain
variables and binders, carry explicit contexts that bind all the free-variables.
A big part of the power of the language is derived from its support of encodings
based on higher-order abstract syntax (HOAS), that is values contain binders and con-
texts where bound variables exist. This allows us to represent structures with binders in
a natural way by effectively re-using the binders in the LF-metalanguage. Thus avoiding
the burden of dealing with α-renaming and capture avoiding substitutions.
Beluga’s type-system includes dependent-types, both at the LF and computational
levels. We can capture correctness properties by properly encoding them in the types of
our functions; e.g. we may encode the length of an array in its type allowing us to verify
the absence of out-of-bounds accesses statically.
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3.1 An Introduction to Dependent Types
Beluga derives its strengths from HOAS, described in 2.3 and dependent types that
we will introduce and motivate here and in the next section.
In [57] dependent types are discussed in the context of “the semantic gap” 1 which
is the gap between what the programmer writes and how to reason about the program.
Dependent types narrow this gap by allowing precise specifications of programs.
Types are important because they classify data with regards to different properties,
most often how to store them in memory, or how to safely access data. At their core
dependent types are types expressed in terms of values, so when before we had a type
for lists now we can have a type for lists of a certain length, or have type for terms
that depend on a context, etc. As mentioned in [4]and [41] dependent types allow the
programmer to choose the degree to which types specify the behaviour of a function.
One example could be sorting a list of integers, we could think of four reasonable types
(other reasonable types for this function exist):
1. A function from a list of integers to a list of integers.
2. A function from a list of n integers to a list of n integers.
3. A function from a list of n integers to a list of n integers where the result is ordered.
4. A function from a list of n integers to a list of n integers where the result is ordered
and it is a permutation of the input list.
The key notion is that we can write the sort function under all of these types, but the
specification becomes more and more precise with each of those types, in fact the last
type is a complete specification of the behaviour of sort, while for the first two types
the identity function would trivially satisfy the type but would not sort anything. For
the third type there is also a trivial function that would satisfy the type without sorting (a
1. In the article other aspects of dependent types are discussed, but here we are interested mainly on
the one mentioned before.
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function that produces a list containing n copies of the first element). While the last type,
can only really be satisfied by a function that sorts its input. For further details, there is
presentation of this example in Section 1.4 of [9]. Additionally, in the next section we
discuss some interesting examples using the Beluga language.
3.2 Some Programming Examples
3.2.1 Dependent Lists
In this first example, we discuss how we can encode some non-trivial properties of
our data in its type. We present lists of natural numbers that keep track of their lengths in
the type. We then can take advantage of these more specific types to write functions that
avoid certain runtime checks and exceptions or that encode some correctness properties.
We begin our program by declaring the types we will be using. Types are declared
using a similar syntax as in the Twelf implementation of LF, with some additional re-
strictions because Beluga requires η-long β -normal forms [46].
nat : type.
z : nat.
s : nat → nat.
list : nat → type.
nil : list z.
cons: nat → list X → list (s X).
Figure 3.1: Natural numbers and lists.
In Figure 3.1 we declared inductively the type of natural numbers and the list
family of types. We call it a “family of types” because it takes a parameter of type nat
to return an instance of the type family. The parameter is used to encode the length of
the list. This allows us to define head and tail functions that work only on non empty
lists, avoiding exceptional cases.
Figure 3.2 presents two computational level functions that do exactly what their sim-
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rec head : (list (s X)) [ ] → nat [ ] =
fn l ⇒ case l of
| [ ] cons H T ⇒ [ ] H
;
rec tail : (list (s X)) [ ] → (list X) [ ] =
fn l ⇒ case l of
| [ ] cons H T ⇒ [ ] T
;
Figure 3.2: head and tail functions.
ply typed counterparts do with the difference that passing an empty list to either of them
will be a type error instead of a runtime error. Notice that the case expression does
not contain a nil case because it is not possible for lists of type list (s X) [].
In Beluga, when we talk about a contextual-value of type list (s X) [] the square
brackets represent the context where this type makes sense. In this particular case, []
means the empty context, so it is the type of a list with at least one element and without
variables from the context. Additionally, these two functions are total, meaning that they
cover all cases in the input, a fact that Beluga is able to check [48]; and they terminate
which is obvious in this case but Beluga is not yet able to validate.
This first part shows how to avoid run-time checks and exceptions, as neither func-
tion would accept empty lists as a parameter. There is a nuance to the elimination of the
check. In order to pass an arbitrary list to these functions, with type list X, we need
to first refine its type to list (s X) through pattern matching before calling the func-
tion. The refinement, it may be argued, amounts to doing a run-time check. The power
of this approach is that the type checker will fail when such refinements are omitted and
will ensure that no runtime exceptions are triggered.
We can also encode correctness properties, for instance we can define an append
function that returns a list whose length is the sum of the lengths of the two lists passed as
parameters and this fact is encoded in the type of the function allowing the type checker
to validate it at type-check time.
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In order to do this we need to define addition as we defined natural numbers, so we
first declare the add type as relation that represent the addition of two natural numbers.
Using this type we are ready to encode the type of the append function. The intuition
is that we will pass two lists of lengths X and Y and a proof that X+Y= Z and we get a
list of length Z in return.
add : nat → nat → nat → type.
add_z : add z X X.
add_s : add X Y Z → add (s X) Y (s Z).
rec append : (list X) [ ] → (list Y) [ ] → (add X Y Z) [ ] → (list Z) [ ] =
fn l1 ⇒ fn l2 ⇒ fn a ⇒ case l1 of
| [ ] nil ⇒
(case a of
| [ ] add_z ⇒ l2)
| [ ] cons H T ⇒
(case a of
| [ ] add_s A1 ⇒
let [ ] T2 = append ([ ] T) l2 ([ ] A1) in
[ ] cons H T2)
;
Figure 3.3: The append function.
The implementation of append in Figure 3.3 is similar to the simply typed version
we could write in SML or Haskell, with the addition of carrying a proof which relates
X, Y and Z and the pattern matching on the addition (variable a in the example). It is
important to notice that both matches against a have only one branch because there is
just one possible branch after matching against the structure of the first list. The proof is
thus irrelevant at runtime, and it could be eliminated by a “sufficiently smart compiler”.
This optimization is not present in the current version of the compiler 2.
In Figure 3.4 we rewrite the append function more succinctly by using let to
replace one branch case expressions.
Proof irrelevance is an important concept in languages with dependent-types, as the
erasure of the proofs in compilation eliminates some of the overhead required to con-
2. Ironically, this comment often follows the “sufficiently smart compiler” remark.
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rec append : (list X) [ ] → (list Y) [ ] → (add X Y Z) [ ] → (list Z) [ ] =
fn l1 ⇒ fn l2 ⇒ fn a ⇒ case l1 of
| [ ] nil ⇒
let [ ] add_z = a in l2
| [ ] cons H T ⇒
let [ ] add_s A1 = a in
let [ ] T2 = append ([ ] T) l2 ([ ] A1) in
[ ] cons H T2
;
Figure 3.4: The append function with let expressions.
vince the type-checker that our code has the properties our types say it does. This is
something we have to take into account when writing programs, because often there
are ways to use proofs in a way they can not be erased, for instance in the following
implementation of append it is not possible to erase the proof in variable a.
rec append : (list X) [] → (list Y) [ ] → (add X Y Z) [ ] → (list Z) [ ] =
fn l1 ⇒ fn l2 ⇒ fn a ⇒ case a of
| [ ] add_z ⇒ l2
| [ ] add_s A1 ⇒
let [ ] cons H T = l1 in
let [ ] T2 = append ([ ] T) l2 ([ ] A1) in
[ ] cons H T2
;
Figure 3.5: The append function with non-erasable proofs.
Figure 3.5 shows the use of dependent types, how data level terms are defined, and
the use of computational-level functions to manipulate data. So far, in this introductory
example we used neither binders nor explicit contexts (as the syntax of lists does not
itself contain any binders). Those topics will be covered in further examples.
This sample illustrates dependent types and their advantages, but it does not exploit
most of the more powerful features of the language. In the next examples we will be
able to see some of the unique features of the language.
Some limitations are also apparent from this code, compared to languages with more
powerful dependent types like Coq or Agda, the lack of computation in the index lan-
guage (types can depend on value-level objects not on other computational function)
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implies that we have to pass a proof for the sum of lengths instead of just calculating it
during type checking. Another limitation is the lack of polymorphism on the data level
language and the lack of polymorphic lists as a consequence. Both of these characteris-
tics are related of the objective to support HOAS and the need to be logically sound. So
what is a limitation in this example will turn into strengths in the next one.
Beluga was conceived as a language to describe proofs, accordingly its computa-
tional functions must be total. The type-checker will signal an error if pattern matching
is not exhaustive (technically the error will be signaled by the coverage checker). On
the other hand the language supports recursion and the current implementation does not
have a termination checker. So in order to consider our functions as proofs we need to
argue about termination. This is not a limitation of the theory but just a current technical
limitation and work is underway to provide a termination checker using either structural
recursion and/or sized types(see [2]).
3.2.2 HOAS to de Bruijn
This example illustrates more features of Beluga, and the compiler. In particular, we
show the manipulation of structures with binders. For an untyped λ -calculus we present
how we can change the representation of programs that use HOAS to programs that
use de Bruijn indices. When talking about programs manipulating other programs and
HOAS, we make the distinction between object and meta level languages. The former is
the one we are implementing and the latter is Beluga and its contextual LF language.
exp : type.
num : nat → exp.
app : exp → exp → exp.
lam : (exp → exp) → exp.
Figure 3.6: Untyped λ -calculus.
In Figure 3.6 we give the declaration of our source language, a simple λ -calculus
21
with support for numbers. Here we declare the exp type and its constructors. It is
important to notice the declaration of lam where the object-level bound variables are
represented using meta-level functions.
To represent the identity function in our little language we write: lam λx.x ; where
we clearly see how to represent the identity function in our object level language by
using a function on the meta-level language, in this case λx.x.
When representing structures with binders such as programs or logics in Beluga, the
natural way as we discussed is to use HOAS. The reasons for this have to do with the
supporting infrastructure provided for free in the language. Nonetheless, the user might
choose a different representation for whatever reason. In this example we use this as
an excuse to explore how HOAS is manipulated. And we show how to convert to a
first order representation using de Bruijn indices. We call this representation first order,
because it does not use the host language binders to represent its own binders. One
important consequence is that now, a lot of the infrastructure provided for free before
has to be done by the programmer, things like renumbering of indices, substitution or
name generation are now the responsibility of the user.
In this example we show the transformation to a new representation. We begin by
defining a new representation as the destination of our transformation. We do so in
Figure 3.7 where we define the exp’ type and its associated constructors. It is important
to note that this example also shows that we may want to choose to use our own custom
implementation of binders, even if this would mean to avoid one of the strongest features
of Beluga. In the proposed calculus, binders are represented with the constructors one
and shift which is a common way of representing de Bruijn indices where one is
the last bound variable, and we use shift to refer to each additional binder (i.e: each
shift basically performs +1).
With the declaration of the source and target languages we are almost in the position
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exp’ : type.
num’ : nat → exp’.
app’ : exp’ → exp’ → exp’.
lam’ : exp’ → exp’.
one : exp’.
shift : exp’ → exp’.
Figure 3.7: Untyped λ -calculus with de Bruijn indices.
of writing the computational level function that translates between the two representa-
tions. Before writing such a function we need to declare a schema for our contexts be-
cause we will be manipulating non-ground terms, i.e. terms with free variables. Schemas
classify contexts in the same sense that types classify terms, for this example the decla-
ration is simple as we just need to hold objects of type exp in our context.
schema ctx = exp ;
The final step is the hoas2db function in Figure 3.8. The type of the functions from
expressions in a context g to ground terms of type exp’. The destination type does not
include a context because there are no binders in that language, therefore there is no
context to keep.
rec hoas2db : {g:ctx} exp [g] → exp’ [ ] =
fn e ⇒ case e of
| [g, x:exp] x ⇒ [ ] one
| [g, x:exp] #p.. ⇒
let [ ] M’ = hoas2db ([g] #p..) in
[ ] shift M’
| [g] app (M..) (N..) ⇒
let [ ] M’ = hoas2db ([g] M..) in
let [ ] N’ = hoas2db ([g] N..) in
[ ] app’ M’ N’
| [g] lam (λx. M..x) ⇒
let [ ] M’ = hoas2db ([g, x:exp] M..x) in
[ ] lam’ M’
| [g] num X ⇒ [ ] num’ X
;
Figure 3.8: HOAS translation function.
The function proceeds by pattern matching on its parameter, and uses the rich pattern
matching language Beluga supports. In particular Beluga supports matching:
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– On the shape of the contexts, that is on empty contexts, on contexts with a certain
number of elements, or on arbitrary contexts.
– On constructors in the style of ML patterns.
– On particular variables of the context, e.g.: we can pattern match on the last intro-
duced variable or any variable that we list in the context pattern.
– On parameter variables, that is we match on any term as long as it is a name present
in the context.
– On meta-variables with substitutions, to check for arbitrary terms that match the
substitution.
– On λ patterns, Beluga allows us to pattern match inside abstractions this is an
important aspect of the powerful support for HOAS that the language has. That is
LF level functions are intensional, meaning their structure can be observed.
The following table shows examples of each kind of pattern present in the hoas2db
function:
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Matching on Examples from Figure 3.8
The shape of contexts
[] for the empty context
[g] with a context variable for arbitrary contexts
[g, x:exp] for a context with at least one variable in it.
Constructors app and lam.
Variables in the context x the variable of that name in the context pattern.
Parameter variables
#p.. any variable from the context, the .. means it can depend
only on variables from the context variable.
Meta-variables
M..x any term that depends on the context variable plus the vari-
able x.
λ -patterns
λx. matches a term that begins with an abstraction and names the
variable x.
3.2.3 Normalization
This is the last example that we will present, and the motivation is that it combines
the features presented in both previous examples and thus is a good running example.
This example consists of a representation for a simply typed λ -calculus (Figure 3.9)
and a function to return the normal form of a term (Figure 3.10).
tp : type.
nat : tp.
arr: tp → tp → tp.
exp : tp → type.
lam : (exp T1 → exp T2) → exp (arr T1 T2).
app : exp (arr T2 T) → exp T2 → exp T.
schema ctx = exp T ;
Figure 3.9: STLC
The main feature of this representation is that we use dependent types to ensure
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that we represent only well-typed terms. Well-typed terms are terms that include the
admissible types in their syntax, for example an application in Figure 3.9 has to be a
term with function type T2->T applied to a term with the type of the parameter T2 and
it produces a term of type T exactly as the usual typing rules for STLC prescribe.
rec norm : {g:ctx} (exp T) [g] → (exp T) [g] =
fn e ⇒ case e of
| [g] #p.. ⇒ [g] #p..
| [g] lam (λx. M..x) ⇒
let [g, x:exp _] N..x = norm ([g,x:exp _] M..x) in
[g] lam λx. N..x
| [g] app (M1..) (M2..) ⇒
(case norm ([g] M1..) of
| [g] lam (λx. M’..x) ⇒ norm ([g] M’.. (M2..))
| [g] N1.. ⇒
let [g] N2.. = norm ([g] M2..) in
[g] app (N1..) (N2..))
;
Figure 3.10: Normalization function.
This example is interesting because it shows a simple program transformation, and
this is the kind of programs that we would like to compile.
3.3 The Beluga Front-end
The compiler complements the current implementation of Beluga.
The Beluga compiler depends on the current implementation, in particular it will
reuse the front-end. Beluga’s front-end consists of:
– a parser for the source level language
– the type reconstruction phase to perform type inference, this is a powerful aspect
of Beluga as it allows us to write less type annotations.
– the type checker that ensures that the program and its subsequent elaborated ver-
sion are well-typed.
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– the coverage checker that guarantees that the pattern matching considers all pos-
sibilities.
The present implementation also has an interpreter that is replaced by the compiler.
As a matter of fact the representation fed into the compiler(see Section 3.5 on page 30)
is the same as the one used by the interpreter.
Dependent types, as supported by the language, are powerful and expressive, but a
naive implementation would require that the programmer specifies many type annota-
tions and variables that could be avoided. However, Beluga supports a powerful type
reconstruction algorithm [47] which allows the user to omit as much information as
possible. This information is later reconstructed by Beluga itself. As an example, the
append function (presented in Figure 3.3 on page 18) gets automatically elaborated to
the fully explicit append function shown in Figure 3.11.
rec append : {X :: nat[]} {Y :: nat[]} {Z :: nat[]}
(list X)[] → (list Y)[] → (add X Y Z)[] → (list Z)[] =
λX ⇒ λY ⇒ λZ ⇒ fn l1 ⇒ fn l2 ⇒ fn a ⇒
case l1 of
| {X :: nat[]} {Y :: nat[]}
([] nil) : . Y = Z , . X = Y , . z = X ; ⇒
(case a of
| {Y1 :: nat[]}
([] add_z Y1) : . Y1 = Y , . Y1 = X ; ⇒
l2
)
| {Z1 :: nat[]} {X1 :: nat[]} {Y1 :: nat[]} {Z :: nat[]} {X :: (list Z1)[]}
([] cons Z1 Z X) : . Y1 = Z , . X1 = Y , . s Z1 = X ; ⇒
(case a of
| {Z4 :: nat[]} {X4 :: nat[]} {Y4 :: nat[]} {Z3 :: nat[]}
{X3 :: (list Z4)[]} {Y3 :: (add Z4 X4 Y4)[]}
([] add_s Z4 X4 Y4 Y3) : . X3 = X , . Z3 = Z , . s Y4 = Y1 , . X4 =
X1 ,
. Z4 = Z1 ; ⇒
(case append <. Z4> <. X4> <. Y4> ([] X3) l2 ([] Y3) of
| {X7 :: nat[]} {Y7 :: nat[]} {Z6 :: nat[]} {X6 :: nat[]}
{Y6 :: (list X7)[]} {Z5 :: (add X7 Y7 Z6)[]} {X5 :: (list
Z6)[]}
([] X5) : . Z5 = Y3 , . Y6 = X3 , . X6 = Z3 , . Z6 = Y4 ,
. Y7 = X4 , . X7 = Z4 ; ⇒
[] cons Z6 X6 X5
)
)
Figure 3.11: The append function after elaboration.
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Reconstruction makes Beluga more user-friendly, otherwise one would have to write
a function like the one on Figure 3.11. And the resulting language would be unbearably
verbose. In the reconstructed version we can see variables X, Y and Z in the signature
of the function. These variables where declared implicitly in the source code have been
declared, and their corresponding binders(i.e. λ) explicitly added to the function body.
Additionally, after reconstruction all meta-variables are annotated with their types. As
explained in detail in [47] type reconstruction is undecidable and sometimes some extra
manual annotations are required, but in most cases type reconstruction fills all of the
types beyond the signature of the function (as it did for all our simple examples).
3.4 Contextual LF
As already mentioned in 3, Beluga is a two level language. In this section we will
present the formalism used at the data level.
The data level is derived from the LF logical framework introduced in [29] with the
addition of contextual reasoning from Contextual Modal Logic as introduced in Section
5 of [40]. An in depth discussion of the formal properties of Contextual LF goes beyond
the scope of this work. Here we will present the calculus as an input to the compiler. A
thorough presentation of this can be found in [46].
We present Contextual LF calculus using the spine notation, as described in [43]
and [13] with explicit substitutions as introduced in [1] and described as a tutorial in [55].
This representation is similar to the one used in Twelf [44] with the addition of explicit
contexts.
The salient features are:
– dependent types, to encode powerful properties as we have seen in the examples
in Sections 3.2.1 and 3.2.3.
– head and spine terms allow for fast access to the head of the term and thus help
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with the performance of unification and type-checking.
– explicit substitutions allow for application of the substitutions only when neces-
sary, and in particular to allow meta-variables to refer to a transformed context.
We see this use of substitutions in the HOAS to de Bruijn example where in Fig-
ure 3.8 the pattern [g, x:exp] #p.. matches if variable #p does not refer
to the last introduced variable, a different substitution would be generated for the
pattern [g, x:exp] #p..x which would match any variable.
3.4.1 Summary of the Techniques Used in the Internal Representation
The internal representation of Beluga programs is described in 3.4.2 and 3.5. To bet-
ter understand the particular representation of Contextual LF received by the compiler,
we will present some ideas in a simplified setting. We will use for this a Simply Typed
Lambda Calculus as:
Type A,B ::= P | A→ B
Term M,N ::= x | λx.M |M N
This is simple, but as in Beluga there is no computation on the level of values, we
might want a representation that only allows normal terms, for that purpose we split
terms into normal terms and neutrals in a way that we prevent reducible expressions,
that is we cannot represent terms like (λx.M)N.
Type A,B ::= P | A→ B
Normal Term M,N ::= λx.M | R
Neutral Term R,S ::= x | RM
There is an extra technique used in the implementation, that is splitting the Neutral
Terms into two categories, heads and spines (technique presented in [43] and also used
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in [44]). The objective is to get direct access to the head of an application without having
to traverse all the applications before, basically applications in the form (((c M)N)O) are
converted to c ·M;N;O;nil thus exposing the head and avoiding the nested applications.
This is done for simplifying the meta-reasoning and getting an efficient implementation
as mentioned in [13].
Type A,B ::= P | A→ B
Normal Term M,N ::= λx.M | H ·S
Head H ::= x
Spine S ::= M;S | nil
These three representations serve as an introduction to the techniques used in the
internal language of Beluga and thus the compiler. The internal language also uses
explicit substitutions, there is a small introduction in Section 4.4.1 and in [1].
3.4.2 Internal Representation of Contextual LF
Kind K ::= type |ΠA.K
Types A,B ::= P |ΠA.B
Atomic Types P ::= a ·S
Normal Terms M,N ::= λ .M | H ·S
Head H ::= c | x | u[σ ] | p[σ ]
Spine S ::= nil |M S
Substitutions σ ::= ↑c,k| σ ,M | σ ,H
Context Shifts c ::= −ψ | ψ | 0
Contexts Ψ,Φ ::= · | ψ |Ψ,A
Meta-contexts ∆ ::= · | ∆,A[Ψ]
Figure 3.12: Contextual LF
30
The code produced by the Beluga front-end uses internally de Bruijn indices, notice
how λ and Π do not state names for their binders.
Variables, shown as x in Head, that are introduced by λ -terms will be used to repre-
sent HOAS. The compiler does not use de Bruijn indices to represent these, in Section 4.4
we show how the compiler transforms the language from Figure 3.12 to a more versatile
representation presented in Section 4.4.2.
The data level language distinguishes other two kinds of variables, meta-variables
and parameter variables (u and p respectively). The former used as placeholder for terms
in the context and the latter as placeholder for variables in the context. These variables
will be represented using names, as they are neither used for HOAS nor manipulated at
run-time as HOAS variables are.
3.5 Computational Language
Beluga programs consist of types and values declared using the data level language,
but also of functions that manipulate them, as we have seen in 3.2. This layer is the
computational language presented in Figure 3.13.
The computational language is a dependently typed functional language with support
for pattern matching. As we can see in the definition of types, dependent functions can
have dependencies on contexts (Π types in Figure 3.13) and dependencies on contextual
values (Π types in Figure 3.13). The computational language is simple and basically
it only provides functions and pattern matching. There are already extensions of Beluga
that provide richer type-systems, like Belugaµ presented in [12].
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Types τ ::= A[Ψ] | τ1→ τ2 |Πφ :: W.τ |Πu :: A[Ψ].τ
Exp. Check. e ::= i | rec f .e | fny.e | Λψ.e | λu.e | JΨˆ.MK | case i of~b
Exp. Syn. i ::= y | i e | i bΨc | i dΨˆ.Me | e : τ
Branch b ::= ΠΩ′.Π∆′JΨˆ.MK : θ ,δ 7→ e
Branches ~b ::= · | (b |~b)
Context-var. Context Ω ::= · |Ω,ψ : W
Meta-var. Context ∆ ::= · | ∆,u : A[Ψ]
Comp. Contexts Γ ::= · | Γ,y : T
Meta-substitutions θ ::= · | ↑n | θ ,(M/u) | θ ,(H/u)
Contextual-substitutions δ ::= · | ↑n | θ ,(Ψ/ψ)




The compiler is structured in a pipeline, where each stage reads the Abstract Syntax
Tree (AST) of the previous stage and produces a new one with possible a new repre-














Figure 4.1: The compiler pipeline.
The stages are illustrated in Figure 4.1 and each one will be discussed later in this
document. It is important to notice that the first stage is basically the preexisting Beluga
implementation, thus all code in this stage is the existing Beluga front-end, and it does
all the heavy lifting concerning parsing, type-checking and error reporting. Compilation
begins with the internal language after type-checking and reconstruction.
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For a language like Beluga, type-checking and reconstruction are important tasks,
so much indeed that many programs are not executed but just type-checked. This is the
case when Beluga is used as a proof assistant. Nonetheless, many (or perhaps most) use-
cases of Beluga are concerned with programming languages, so interpreters, compilers,
or transformation phases are programs where execution matters and so they are the focus
of the compiler.
Another important consideration is how the source level language, introduced in Sec-
tion 3.2, relates to the internal languages presented in Figures 3.12 and 3.13. This trans-
formation takes place in the Beluga front-end, and an in-depth discussion is presented
in [47]. Dependently typed programs require many type annotations which could require
a big effort from the programmer. Beluga minimizes this by performing type reconstruc-
tion of the omitted information before type-checking. All these details are hidden from
the compiler as it depends on the internal AST.
4.2 Dependency Erasure
The compiler does not deal with dependent types, it drops the dependencies in types.
This strategy is common when approaching compilation of dependently typed programs
as it is not exactly clear how to scale existing type-preserving compilation techniques
(such as [39], [26], and [38]) to dependent types. This is an interesting and active area of
research but the focus of this work is on compilation of HOAS and the use of a versatile
representation of it.
Dependency erasure is commonly used by some proof assistants that extract func-
tional programs from dependently typed specifications. One salient example is extrac-
tion in Coq described in [33] and [34] and famously used to implement CompCert a
certified C compiler as described in [32].
The implementation of dependency erasure follows the LF literature, a similar era-
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Simple Kinds κ ::= type− | τ → κ
Simple Types τ ::= α | τ1→ τ2
Figure 4.2: Simple types.
sure is called dependency-less translation in definition A9 in [29], also the eraser func-
tion in [28] and erasure operation in Section 4.3 of [47]. Our erasure operation (()−) is
presented in Figures 4.2 and 4.3.
(type)− = type−
(ΠA.K)− = (A)−→ (K)−
(ΠA1.A2)− = (A1)−→ (A2)−







(τ1→ τ2)− = (τ1)−→ (τ2)−
(Πu :: A[Ψ].τ)− = (A)−[(Ψ)−]→ (τ)−
(Πφ :: W.τ)− = Πφ :: W.(τ)−
Figure 4.3: Dependency erasure.
The dependency erasure operation does not eliminate all forms of dependency, as we
see in the case shown in Figure 4.3, we do not eliminate the dependencies on contexts
and by doing this it is possible to still type-check the resulting representation.
The result of this phase is a simply typed representation, that we can type-check
after each stage as a way of sanity check. This is useful even as we do not prove type
preservation in each phase as in [25].
In the implementation of the compiler, this phase and the next one are performed at
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the same time with just one code walk, so the resulting representation will be discussed
in the next section.
4.3 The Fresh-Style Representation
The representation of bound variables in the compiler is based on an adaptation and
simplification of the Fresh-Look already discussed in 2.4.2. There are two important
differences: the first one, as we do not have dependent types in our implementation lan-
guage; the OCaml implementation is not able to enforce all the compile type invariants
that the version by the original authors does [54]. The second difference is about the
objective, in this work the intention is to use a representation that does not commit to
the concrete implementation of binders, so that the compiler can have optimizations, and




val empty : world
val world : name → world
val fresh : world → link
val name_of : link → name
val import : link → name → name
val name_to_db : name → int
val name_to_name : name → int option
Figure 4.4: The fresh-style module interface.
As presented in Figure 4.4 there are three abstract concepts:
– names: that are an abstract representation of bound variable names. Each name
inhabits a world.
– worlds: are inhabited by names, and each world contains countable infinite many
names. Names in different worlds should not be part of the same expression, with
some exceptions for expressions which introduce new binders.
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– links: are inclusion relations between two worlds and each link introduces exactly
one new name in the destination world.
One difference with regards to the original presentation [54] is that our approach only
has one kind of links that corresponds to strong links which do not support shadowing,
and we ignore weak links. This is simplification is acceptable simply because we have












Figure 4.5: The fresh-style approach.
In the first pane of Figure 4.5 we see a diagram of two worlds related by a link. The
link not only relates to worlds but it also introduces a new name that inhabits the bigger
world and not the smaller world. As the diagram suggests, the link implies a form of
inclusion between worlds. This is because all the names in the smaller world can be
imported to the bigger world, an operation illustrated by the second pane of Figure 4.5.
These concepts form the basis of the approach, as we use worlds as scopes, and links
to get into the inner scopes of expressions with binders, the more typical example being
λ -terms. Inner scopes are bigger because they contain one extra name, introduced by
the link, and because all the names in the former world can be brought to the latter by
using import.
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The rest of the interface functions are less important:
– empty : returns a world with no names in it.
– fresh : given a world, returns the link to a bigger world.
– name_of : given a link returns the name it introduces to the bigger world.
The final two functions name_to_db and name_to_name are the functions that we
will use to extract de Bruijn indices and plain-old names from the abstract names in the
Fresh-Style.
In the next section we are going to discuss how to translate the AST we receive from
the front-end to one where we use Fresh-Style for representing variables. It is important
to notice that dependency erasure and Fresh-Style translation are done at the same time
by the compiler. We will also see, how after the translation we will be able to check the
well-worldness of terms, i.e. that we do not mix variables from different scopes.
4.4 Translating to the Fresh-Style Representation
4.4.1 A Simple Example
In order to get familiar with the Fresh-Style representation we will describe how
to use Fresh-Style variables in an untyped λ -calculus with explicit substitutions. This
follows a similar presentation from [1] but instead of using de Bruijn indices we use
Fresh-Style variables.
Term Mα ,Nα ::= xα |Mδ [
δα
σ ] | λα ↼ β .Mβ |MαNα
Substitutions
αβ
σ ::= id | ↑n | γβσ ,Mβ
Figure 4.6: Fresh-style λσ -calculus.
Figure 4.6 presents the syntax of the calculus. The main idea is that terms of this
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calculus exist in a world, i.e. if a term exists in a world α then all sub-terms belong to
the same world. Nonetheless, terms which introduce binders are an exception. In this
case only λ -terms contain a link to a different world and its body will be in this new
world. Additionally, if there is a link between worlds, names can be imported from the
smaller to the bigger world.
Furthermore, this example uses explicit substitutions, as they are used by Beluga’s
elaborated internal representation. The purpose of substitutions is to avoid the full eval-
uation of terms when they are not used and to keep track of the relationships among
contexts. Much of the complexity of the translation is due to the presence of substitu-
tions, so this example will serve as an introduction and then the complete translation
strategy will be easier to follow.
Substitutions move terms between worlds, we represent them by
αβ
σ to show that σ
is a substitution that takes terms in the world α to the world β .
(λα ↼ β .Mβ )Nα =⇒R Mβ [id,Nα ]
Figure 4.7: β -reduction with explicit substitutions.
This calculus has two kinds of substitutions, first the shift substitution (↑n) that basi-
cally imports all names in the term to the nth bigger world, so if there is a link α ↼ β
the substitution Mα [↑] will result in a term in the world β . The id substitution is a short










(λα ↼ β .Mβ )[
αγ
σ ] = λγ ↼ δ .(Mβ [
αγ
σ ◦ ↑, dδ ]) where dδ is the name in γ ↼ δ
(MαNα)[
αβ
σ ] = Mα [
αβ
σ ] Nα [
αβ
σ ]





σ2 ,Mβ ) this assumes that there is a link α ↼ γ and it substitutes Mβ for all the
appearances of the name introduced by α ↼ γ , recursively applies
γβ
σ2 to the rest of the
term.























σ2 , Mβ [
βδ
σ2 ])
Figure 4.9: Substitution composition for λσ -calculus.
The main idea of explicit substitutions is to not perform eagerly the substitutions
during β -reduction but instead accumulating them in a big substitution, that is applied
when/if needed. Figure 4.7 shows how beta reduction is performed. Figure 4.8 shows
equations that allow us to push substitutions inside terms, these equations use the substi-
tution composition defined in 4.9. In the next figure we show how worlds are preserved
when we push a substitution inside a λ -expression.
γ
(λα ↼ β .Mβ )[
αγ











In the previous figure we annotate each term and substitution with their correspond-
ing worlds in order to show how the worlds are preserved when applying this transfor-
mation, while the general structure corresponds to the de Bruijn case almost directly.
The objective is not postponing application, but to compose substitutions thus reduc-
ing the number of traversals of a potentially large term. Sometimes the term will not be
used anymore, or only the head of the term will be required for pattern matching. This
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leads us to the final ingredient of the system: Weak Head Normal Form (WHNF).
whnf (λα ↼ β .Mβ ,
αγ









σ1 ])) if whnf(Mα ,
αγ
σ1 ) =





σ1 ) = (M′γ(Nα [
αγ
σ1 ]), id) if whnf(Mα ,
αγ
σ1 ) = (M′γ , id)
whnf (xα , id) = (xα , id)
whnf (yα ,↑n) = whnf(import α ↼ β yα︸ ︷︷ ︸
yβ














σ2 ]) = whnf(Mδ ,
δγ





σ2 ])) = whnf(xβ ,
βγ
σ1 ) where xα is not the new name in α
Figure 4.10: λσ WHNF.
The objective of WHNF is to be able to evaluate only the head of the term by pushing
the substitutions inside it, Figure 4.10 shows how to implement this functionality for
the λσ -calculus. For the last two cases we have to make a distinction, if the name
was introduced when this world was created, then it must be replaced by the term Mδ .
Otherwise, it is a different name and we continue with the substitution recursively.
At this point we have presented all we need for a calculus with explicit substitutions
that uses binders with the fresh-style representation. Even if in this section we used a
rather simple calculus, in the next section we will extend these ideas to Contextual-LF
and we will present a translation from the de Bruijn based representation presented in
Figure 3.12 to the Fresh-Style.
4.4.2 The Simply Typed Fresh Style Contextual LF Syntax
Figure 4.11 presents the syntax of the representation of Beluga programs that we use
after the dependency elimination and translation to the Fresh-Style.
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Type A,B ::= P | A→ B
Atomic Type P ::= a
Normal Term Mα ,Nα ::= λα ↼ β .Mβ | Hα ·Sα
Head Hα ::= const | nα | u[
γα
σ ] | p[γασ ]
Spine Sα ::= nil |MαSα
Substitution
αβ
σ ::= ↑c,k| γβσ ,Mβ | γβσ ,Hβ
Context Shift c ::= −ψ[·] | ψ[·] | 0
Context Ψα ,Φα ::= · |Ψβ ,β ↼ α :A | ψ[·]
Meta-Context ∆ ::= · | ∆,u :A[Ψγ ]
Figure 4.11: Fresh-style contextual LF.
Beluga uses several different kinds of variables:
– Computational variables that are part of the computational language.
– Meta-variables (u[
γα
σ ] in the grammar) that represent other LF terms.
– Parameter variables (p[
γα
σ ]) which are similar to meta-variables but represent only
variables from the context and not arbitrary LF terms.
– Context variables(ψ[·]) which represent contexts.
– Finally, LF variables (nα in the grammar) these are the only variables that will be
represented with the Fresh-Style binders the rest will use plain old names for their
representations.
Everything in this section will be analogous to the λσ -calculus but in the more com-
plex setting of simply typed Contextual-LF. After the dependency elimination, we per-
form the translation to this calculus so all terms and contexts get annotated with the
world they inhabit and we get a spine calculus with explicit substitutions. One simpli-
fication of this presentation is that in Figure 4.11 we only show substitutions associated
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to meta-variables as we will consider explicit substitutions only at runtime. Also, con-
textual variables exist on an abstract world as we can not say anything about it until we
instantiate the variable. To denote this we annotate ψ with ψ[·].
The Beluga core uses explicit substitutions in the interpreter and also as part of type
reconstruction. Nonetheless, the internal representation that we work on core has all the
substitutions applied and thus the compiler will not need to apply them. On the other
hand the runtime uses them for all the same reasons that we mentioned in the presentation
of explicit substitutions in Section 4.4.1.
4.4.3 Translating Beluga Expressions to the Fresh-Style
Figures 4.12, 4.13 and 4.14 show the definition of the translation for contexts, terms
and substitutions respectively. The simplest case is the translation of contexts where
we recursively add links for each element starting from the empty world, this function
does not call the two others. However, the other two functions trans and transSubst
are mutually recursive and they translate terms and substitutions. The trans function is
straight-forward and the only interesting detail is how the body of a λ -abstraction gets
translated inside the bigger context. Finally substitutions are a bit more complex because
they move terms between two different worlds related by an arbitrary long chain of links.
Substitutions in the fresh-style (e.g.:
αβ
σ ) have domain world α and range world β . The
function transSubst takes the context in the range world, and returns the context in the
domain world.
So, having the dependency erasure and the translation in place, we now can translate
from the representation in Figure 3.12 to the one in Figure 4.11. The focus is on the
data-level language as this is the only one with variables in the fresh-style as all other
variables (context, computational and meta-variables) use a name based representation.
Computational level terms change in that they now have world annotations for contexts
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transCtx :: ctx→ ctxα
transCtx · = ·
transCtx (Ψ,A) = let Ψ′β = transCtx Ψ in (Ψ
′
β , fresh β :A)
transCtx ψ = ψ[·]
Figure 4.12: Translation of contexts.
trans :: ctx→ term → termα
trans Ψα λ .M = λ (fresh α).trans (Ψα , fresh α)M
trans Ψα (H ·S) = (trans Ψα H) · (trans Ψα S)
trans Ψα c = c
trans Ψα x = name_of(Ψα(x))
trans Ψα u[σ ] = u[
γα
σ1 ] where
transSubst Ψα σ = (
γα
σ1 ,_)
trans Ψα p[σ ] = p[
γα
σ1 ] where
transSubst Ψα σ = (
γα
σ1 ,_)
trans Ψα nil = nil
trans Ψα MS = (trans Ψα M)(trans Ψα S)
Figure 4.13: Translation of terms.
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transSubst :: ctx→ subst →
αβ
subst ∗ ctxβ
transSubst Ψα ↑0,0 = (↑0,0,Ψα)
transSubst Ψα ↑0,k = (↑0,k,(transSubst (Ψα , fresh α) ↑0,k−1).2)
transSubst ψ[·] ↑ψ,0 = (↑ψ[·],0, ·)
transSubst · ↑−ψ,0 = (↑−ψ[·],0,ψ[·])
transSubst ψ[·] ↑ψ,k = (↑ψ[·],k,Ψ0) where |Ψ0|= k
transSubst · ↑−ψ,k = (↑−ψ[·],k,ψ[·],Ψ0) where |Ψ0|= k
transSubst Ψα (id,M) = ((id, trans Ψα M),Ψα) where Ψα may be empty
transSubst Ψα (id,H) = ((id, trans Ψα H),Ψα) where Ψα may be empty
transSubst Ψα (σ ,M) = ((
γα
σ ′ , trans ΨαM),(Ψ′γ , fresh γ)) where
transSubst Ψα σ = (
γα
σ ′ ,Ψ′γ)
transSubst Ψα (σ ,H) = ((
γα
σ ′ , trans ΨαH),(Ψ′γ , fresh γ)) where
transSubst Ψα σ = (
γα
σ ′ ,Ψ′γ)
Figure 4.14: Translation of substitutions.
and contextual LF terms.
Figure 4.15 shows the internal representation that the compiler uses for the compu-
tational language. This language will be expanded with new simpler terms to represent
the pattern matching compilation that will be discussed in Section 4.5.
4.4.4 Typing Rules for the Simply-Typed Calculus
There are many options when dealing with types in a compiler, the simplest approach
would be to erase all type information after type-checking. However it is a good idea to
keep all or some information to help with the development. Again there are many options
on how much typing information to keep, also how to relate the typing of the program
at the beginning and the end of each phase. For example, type preserving compilation
requires the type before and after each phase to be equal. In our compiler we take
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Types T ::= A[Ψα ] | T1→ T2 | A[Ψα ] → T |Πψ :W.T | T1 ∗T2 ∗ · · · ∗Tn
Expr. Synth. I ::= x | IE | IdΨˆαˆ .Mαe | IbΨαc | E :T
Expr. Checked E ::= I | rec f .E | fn x.E | λ X .E | Λ ψ[·].E | JΨˆαˆ .MαK |
case I of ~B | (E1, . . . ,En)
Branches ~B ::= · | (B|~B)
Branch B ::= ΠΩ′.Π∆′.JΨˆαˆ .MαK :θ ,δ 7→ E
Context-var. Context Ω ::= · |Ω,ψ :W
Metavar. Context ∆ ::= · | ∆,u :A[Ψα ] | ∆, p :A[Ψα ]
Comp. Context Γ ::= · | Γ,x :T
Context Schema W ::= N
Meta-substitutions θ ::= · | ↑n | θ ,(Mα/u) | θ ,(Mα/p) | θ ,(Hα/u) | θ ,(Hα/p)
Contextual-substitutions δ ::= · | ↑n | θ ,(Ψα/ψ[·])
Figure 4.15: Computational language internal representation.
a simple approach, keeping only simple types( the types that result from dependency
erasure) and not trying to establish type preservation on each phase. This approach is
simple, but it is also helpful in the development of the compiler, catching lots of bugs in
the different phases of the compiler. One consequence of deciding to keep simple types
is that we need the typing rules for the program after the dependency erasure phase.
Since the compiler works with the output generated by the Beluga front-end it re-
ceives a well-typed fully explicit program with all the substitutions applied; the only pur-
pose of the typing rules for the fresh-style representation is to ensure that each phase of
the compiler results in a well-typed program. This proved helpful to find bugs and prob-
lems during the development. The type-checker is a simple bidirectional type-checker
similar to the one presented in [47] but using our simple types after the dependency era-
sure. The typing rules can be classified in two categories, the first is for terms for which
we can synthesize their types, i.e.: we can establish their type from the information in
the term itself and in the context (Ψα ` Rα⇒ A is read as we can synthesize type A from
the term Mα ). The second category is for rules that check a term against a provided type,
for Ψα `Mα ⇐ A we say that Mα checks against type A.
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Typing rules for normal terms:
∆;Ψα ,α ↼ β :A `Mβ ⇐ B
∆;Ψα ` λα ↼ β .Mβ ⇐ A→ B
∆;Ψα ` Hα ⇒ A ∆;Ψα ` Sα :A⇐ P
∆;Ψα ` Hα ·Sα ⇐ P
Typing rules for heads:
Σ(c) = A
∆;Ψα ` c⇒ A
∆;Ψα(nα) = A
∆;Ψα ` nα ⇒ A












Typing rules for spines:
∆;Ψα ` nil :P⇐ P
∆;Ψα `Mα ⇐ A ∆;Ψα ` Sα :B⇐ P
∆;Ψα `MαSα :A→ B⇐ P
Typing rules for substitutions:
∆;ψ[·] `↑ψ[·],0⇐ · ∆; · `↑−ψ[·],0⇐ ψ[·]
∆;Ψβ `↑c,k⇐Ψγ
∆;Ψβ ,β ↼ α `↑c,k+1⇐Ψγ




σ ⇐Ψβ ∆;Ψ′γ `Mγ ⇐ A
∆;Ψ′γ `
βγ
σ ,Mγ︸ ︷︷ ︸
αγ
σ
⇐Ψβ ,β ↼ α :A
∆;Ψ′γ `
βγ
σ ⇐Ψβ ∆;Ψ′γ ` Hγ ⇒ A
∆;Ψ′γ `
βγ
σ ,Hγ︸ ︷︷ ︸
αγ
σ
⇐Ψβ ,β ↼ α :A
Figure 4.16: Typing rules for simply typed contextual-LF.
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Ω;∆;Γ, f :T ` E⇐ T
Ω;∆;Γ ` rec f .E⇐ T
Ω;∆;Γ,y :T1 ` E⇐ T2
Ω;∆;Γ ` fn y.E⇐ T1→ T2
Ω;∆,X :A[Ψα ];Γ ` E⇐ T
Ω;∆;Γ `mlam X .E⇐ A[Ψα ] → T
Ω,ψ :W ;∆;Γ ` E⇐ T
Ω;∆;Γ ` Λ ψ.E⇐Πψ :W.T
Ω;∆;Γ ` I⇒ T T = T ′
Ω;∆;Γ ` I⇐ T ′
Ω;∆;Γ ` I⇒ T1 Ω;∆;Γ,x :T1 ` E⇐ T
Ω;∆;Γ ` let x = I in E⇐ T
Ω;∆;Γ ` I⇒ T1 Ω;∆,X :T1;Γ ` E⇐ T
Ω;∆;Γ `mlet X = I in E⇐ T
∆;Ψα `Mα ⇐ A
Ω;∆;Γ ` JΨˆαˆ .MαK⇐ A[Ψα ]
Γ(y) = T
Ω;∆;Γ ` y⇒ T
Ω;∆;Γ ` I⇒ T2→ T Ω;∆;Γ ` E⇐ T2
Ω;∆;Γ ` IE⇒ T
Ω;∆;Γ ` I⇒ A[Ψα ] → T ∆;Ψα `Mα ⇐ A
Ω;∆;Γ ` IdΨˆαˆ .Mαe ⇒ T
Ω;∆;Γ ` I⇒Πψ :W.T Ω;∆ `Ψα ⇐W
Ω;∆;Γ ` IbΨαc ⇒ [Ψα/ψ]T
Ω;∆;Γ ` E⇐ T
Ω;∆;Γ ` E :T ⇒ T
Ω;∆;Γ ` I⇒ A[Ψ] for all k Ω;∆;Γ ` Bk⇐ A[Ψ]→ T
Ω;∆;Γ ` case I of B1| . . . |Bn⇐ T
Ω′;∆′; [δ ]Ψα `Mα ⇐ A Ω′;∆′; [δ ]Γ ` E⇐ [δ ]T Ω′ ` δ ⇐Ω
Ω;∆;Γ `ΠΩ′.Π∆′.JΨˆαˆ .MαK :δ 7→ E⇐ A[Ψα ]→ T
for all k Ω;∆;Γ ` Ek⇐ Tk
Ω;∆;Γ ` (E1,E2, . . . ,En)⇐ T1 ∗T2 ∗ · · · ∗Tn
Ω;∆;Γ ` Ek⇐ Tk
Ω;∆;Γ ` (E1,E2, . . . ,En).k⇐ Tk
Ω;∆;Γ ` I⇒ T ′ T = T ′
Ω;∆;Γ ` I⇐ T
Figure 4.17: Typing rules for the simply typed computational language.
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The typing rules follow closely those presented in [46] only simplified by the lack
of dependent types after the dependency erasure phase, and the annotations that need to
be added so that terms in the Contextual LF level keep track of their worlds. Most of
the rules are not particularly surprising or interesting, however the rules that type-check
substitutions illustrate how contexts and worlds interact, this will be important when
thinking about the composition of substitutions and the weak head normal functions in
Section 4.6.3.
One important aspect of the typing rules is that they validate two error-prone areas
of the compiler: the substitutions, and binders escaping their scope.
Accordingly, in Section 4.3 we introduced the fresh-style representation implemented
in OCaml. We also said that the lack of dependent types on our implementation meant
that the powerful invariants tracked by the representation proposed in [53] and described
in 2.4.2 cannot be guaranteed in our implementation. However, the world-annotated typ-
ing rules (Figures 4.16 and 4.17) will fail to type-check if we forget to do an import or if
we try to use a name outside of its scope, which is powerful even if it is not as convenient
as having it validated by Agda’s type-checker as in [53]. The advantage of this repre-
sentation with regards to de Bruijn indices, is that bugs that originate in a missing shift
(usually very difficult to trace and discover) will manifest themselves as typing errors.
4.5 Pattern Matching Compilation
We have seen Beluga’s pattern matching in the programming examples Section 3.2
and the examples 3.2.2 and 3.2.3 show the power of patterns in Beluga. This pattern
matching can be seen as the regular ML-style pattern matching with support for con-
textual objects. The addition of contextual objects augments the well-known matching
against variables and constructors common in many functional programming languages
with matching against the shape of the context, inside binders, and against specific vari-
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ables in the context. We will begin our discussion with the general techniques we use
that we adapted from regular pattern matching. In particular, we will follow the treat-
ment presented in [36] and [31] and then we will discuss how to extend this technique to
the more powerful patterns of Beluga.
In Beluga, pattern matching is performed by the case expression of the computa-
tional language(Figure 4.15), and it gives us an expression that needs to be evaluated
and matched against a list of branches which contain patterns and the branch bodies.
The naive way to compile this is to try to match the input one pattern at a time until a
match is found. This could be inefficient, and better options have been available for a
long time. Many presentations of pattern compilation revolve around the idea of compil-
ing the patterns into a discrimination tree that can be executed efficiently but depending
on the expression and the exact technique it may produce an exponential blowup of the
size of program. One of the first discussions of this approach appears in the description
of the compiler for the HOPE programming language from 1980 presented in [10], it
was further discussed in the case of a compiler for ML in 1984 in [11] and [5].
The same way pattern matching allows a clear way of thinking about data structures
when writing your program, it provides lots of information to the compiler which then
gives the chance to the optimizer to generate good code. Already in 1984, given the state
of the art at the time, we can read in [11]: “. . . a compiler can produce better code from a
pattern matching description than from a corresponding sequence of discrimination and
selection operations.”
The algorithm for computing this discrimination tree is far from trivial, and different
choices result in different performance and memory consumption. For our compiler
we derive our technique from the more recent presentations in [31] where the authors
propose to use a form of backtracking automata to keep the size of the generated code as
small as possible sacrificing some performance, and [36] where a technique using trees
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for high-performance and some heuristics to try to minimize the size of the tree are used.
4.5.1 A Hand-Coded Example
Before going too deep in how the dependency trees are generated we will discuss a
small hand generated example(extracted from [36]).
Suppose we have the following OCaml function:
let f x y z = match x,y,z with
| _, F, T → 1
| F, T, _ → 2
| _, _, F → 3
| _, _, T → 4
It is a function from booleans (here represented by T and F) to integers, compilation
goes by recursively splitting all the cases for each pattern, in this case each of the three
boolean variables x, y, z.
So if we start splitting x we obtain an expression like:
let f1 x y z =
if x then
if y then
if z then 4 else 3
else
if z then 1 else 3
else
if y then 2
else
if z then 1 else 3
It is important to see that the functions f and f1 both provide the same answers when
called with the same parameters, e.g.: both f F T F and f1 F T F evaluate to 2. In
this example we got a discrimination tree that expresses the high-level notion of pat-
tern matching just using if expressions which are lower level and thus, generating code
for them is easier.
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Notice how in the previous example we split first by x, but it is important to see that
there is a choice in this case, we could as easily have chosen y or z. In the following
code snippet we show the function would look if we choose to split first on y.
let f2 x y z =
if y then
if x then
if z then 4 else 3
else 2
else
if z then 1 else 3
For each choice, in general, we get a different decision tree and it is not hard to see, that
f2 is more efficient because for a false y, f2 performs one test less than f1, and for all the
other cases they perform the same number of tests.
In conclusion, the point of this artificial example is to show what it means to gener-
ate these discrimination trees and also to illustrate that the choices the compiler makes
change the size and performance of the resulting code.
4.5.2 An Algorithm for Patterns with Variables and Constructors
In this section we will present the algorithm described in [36] which will not support
the full power of Beluga patterns, but it will be simpler to describe and from this we will
add the support for the missing features.
For this section we will work with a simple language for patterns:
Pattern p ::= _ | c(p1, . . . , pn)
These patterns support only variables, that we represent here with _ and we suppose all
different as their names are not relevant. Of course, in the complete implementation
names are important because they are bound in the bodies of each branch, but for the
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purpose of this discussion the names are not important.
From the case expression we form a matrix P where the rows contains all the patterns
of each branch (there can be more than one when we do simultaneous pattern matching,
or after splitting the patterns during compilation) and one row for each branch, and a




p1,1 · · · p1,n → a1
p2,1 · · · p2,n → a2
... . . .
...
...
pm,1 · · · pm,n → am

Figure 4.18: Matrix of clauses.




_ F T → 1
F T _ → 2
_ _ F → 3
_ _ T → 4

In addition to the P→ A matrices we define two decomposition operations on them,
the first one specializes the matrix with respect to one constructor written S(c,P→ A),
and the second one produces a default matrix, written D(P). In a nutshell, specialization
selects all those branches that match a certain constructor and default all the branches
that would not match any of the branches. So we build the tree by branching on each of
the specialized matrices and the default matrix for the rest of the cases.
Again, to illustrate the specialization operation, we will specialize the matrix from
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Pattern Pi,1 Row of S(c,P→ A)
c(p′1, . . . , p
′
a)  p′1 . . . p′a︸ ︷︷ ︸
from c
pi,2 . . . pi,n→ ai
c′(p′1, . . . , p
′
a)(c
′ 6= c)  no row
_  
(×a)︷ ︸︸ ︷_ . . ._ pi,2 . . . pi,n→ ai
Figure 4.19: S(c,P→ A).
the example in Section 4.5.1:
S(T,P→ A) =

F T → 1
_ F → 3
_ T → 4
 S(F,P→ A) =

F T → 1
T _ → 2
_ F → 3
_ T → 4

We define both operations as presented in [36]. The result of S(c,P→ A) is a new
matrix with only the rows whose first pattern (Pi,1) admits the constructor c. Furthermore,
it splits the first column according to the arity of constructor c. On the other hand, the
default operation D(P) retains all the rows of P whose first pattern admits all values
c′(v1, . . . ,va), where c′ is not in the first column of P. Figures 4.19 and 4.20 show the
definition of both operations.
Pattern Pi,1 Row of D(P)
c(p′1, . . . , p
′
a)  no row
_  pi,2 . . . pi,n → ai
Figure 4.20: D(P→ A).
To illustrate the default operation, we use the same example as before, and we show
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that the result would be:
D(P→ A) =

F T → 1
_ F → 3
_ T → 4

4.5.2.1 The Compilation Scheme
In this section we define the compilation scheme CC(~o,P → A) where ~o are the
expressions we pattern match on, and of course, P→ A is the clause matrix.
1. If the matrix P has no rows pattern matching fails.
CC(~o, /0→ A) de f= fail
2. If the first row of P consists only of variables the matching yields the first action.
CC(~o,

_ · · · _ → a1
p2,1 · · · p2,n → a2
... . . .
...
...





3. Otherwise, P is not empty and there is at least one column i of the first row which
is not a variable. So we swap the first column and the i column in P and in ~o, so
now column 1 contains a constructor.
(a) We calculate Σ1 as the set of constructors of the first column of P, it cannot




= CC((o1.1 . . .o1.a o2 . . .on),S(ck,P→ A))
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for all ck ∈ Σ1 and we calculate a default case:
Ad
de f
= CC((o2 . . .on),D(P→ A))
(c) We create a switch expression in the decision tree by associating to each ci
its corresponding action Ai and the default case with the action Ad
And this is the basic compilation algorithm for simple patterns, there is one important
remark that we need to make: as we mentioned before the algorithm offers choice in step
3 because when we choose the column i there may be more than one possible option.
Currently the Beluga compiler uses the trivial heuristic of choosing the first suitable
column, this leaves space for optimizations but as we will see, the powerful pattern
matching of Beluga makes finding a good heuristic a bit challenging.
To continue with the example from Section 4.5.1, we would call CC([x,y,z],P→ A)
to compile the patterns in the example. Of course as the first column contains one
constructor, rule 3 would apply and we would split with the two constructors, call-
ing specialize with T and F as we did in the example before. For the first branch we
would recursively call the compilation with CC([y,z],S(T,P→ A), for the second branch
CC([y,z],S(T,P→ A) and we would have a third branch with CC([y,z],D(P→ A) in case
x did not match any of the two previous branches, the default branch.
4.5.3 Compiling Beluga’s Patterns
Section 4.5.2 on page 51 discusses how to compile simple patterns composed of
variables and type constructors, but practical languages have more complicated patterns.
In particular, Beluga has powerful and expressive patterns. As example let’s consider
the normalization function (Figure 3.10) and the hoas2db function (Figure 3.8).
Where before we had only one rule for constructors and variables, in Beluga we have
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the following six rules:
1 The shape of contexts
2 Constructors
3 Variables from the value context
4 Parameter variable
5 Meta-variable with a substitution
6 Lambda patterns
rec norm : {g:ctx} (exp T) [g] -> (exp T) [g]
fn e => case e of
4 | [g] #p.. => [g] #p..
2 6 5 | [g] lam (\x. M..x) =>
let [g, x:exp _] N..x = norm ([g,x:exp _] M..x) in
[g] lam \x. N..x
2 5 | [g] app (M1..) (M2..) =>
(case norm ([g] M1..) of
| [g] lam (\x. M’..x) => norm ([g] M’.. (M2..))
| [g] N1.. =>
let [g] N2.. = norm ([g] M2..) in
[g] app (N1..) (N2..))
;
rec hoas2db : {g:ctx} exp [g] -> exp’ [ ] =
fn e => case e of
1 3 | [g, x:exp] x => [ ] one
4 | [g, x:exp] #p.. =>
let [ ] M’ = hoas2db ([g] #p..) in
[ ] shift M’
2 5 | [g] app (M..) (N..) =>
let [ ] M’ = hoas2db ([g] M..) in
let [ ] N’ = hoas2db ([g] N..) in
[ ] app’ M’ N’
2 6 5 | [g] lam (\x. M..x) =>
let [ ] M’ = hoas2db ([g, x:exp] M..x) in
[ ] lam’ M’
| [g] num X => [ ] num’ X
;
Figure 4.21: Kinds of patterns.
Figure 4.21 illustrates with some examples all the different kinds of pattern matching
supported by the system. Some lines are annotated with the rule number they showcase
best.
4.5.3.1 The Target Language for Pattern Matching Compilation
In the algorithm from Section 4.5.2.1 step 3(c) we create a switch statement that
branches the tree for a set of constructors of the same type. In Beluga we need more
than one switch expression that splits on different constructors. In Figure 4.22 we see
the extension to the computational language required to support pattern matching com-
pilation.
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The compilation of the rich pattern language for a language that supports HOAS,
is as we said in the introduction, one of the main contributions of this work. This is
important to make programming languages with HOAS more practical, but it also leads
to interesting questions related to an extension of the splitting tree to dependent types,
and the coverage checking algorithms for dependently typed languages. This is because
coverage checking generally proceeds by splitting on patterns( [48], [56] and [17]) with
the additional difficulty that in a dependently typed setting the splitting is, in general,
undecidable.
In 4.5.2 pattern compilation goes from case expressions to switch expressions where
we only inspect the first level constructors. In Figure 4.22 we add two new expressions
ctx_switch and switch and the simple patterns that prevent nesting.
Expr. Checked E ::= . . . | switch I of ~S | ctx_switch I of ~C
Ctx. Switch Branches ~C ::= · | (C|~C)
Ctx. Switch Branch C ::= ΠΩ′.JΨˆαˆK :δ 7→ E
Switch Branches ~S ::= · | (S|~S)
Switch Branch S ::= Π∆′.JΨˆα .QαK 7→ E
Simple Pattern Qα ::= λα ↼ β ,Vβ | con ~Vα | nα |Vα
Pattern Variable Vα ::= u[
γα
σ ] | p[γασ ]
Pattern Variable List ~Vα ::= · | (Vα |~Vα)
Figure 4.22: Pattern compilation target language.
The pattern compilation language augments the computational language with two
new expressions ctx_switch and switch. The former splits the tree by matching on
the shape of the context and thus its patterns are contexts Ψˆαˆ . These contexts used as
patterns, will often contain context variables (ψ[·]) and the contextual substitution δ is
there to replace the context variable for the right variable. On the other hand, the latter
expression splits on all the other patterns. To keep switch low-level it does not support
nested patterns, that is why we defined the simple patterns. Simple patterns support all
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the required patterns without allowing nesting.
4.5.3.2 Typing Rules for the Expanded Language
Pattern compilation requires an extension (switch and ctx_switch) to the computa-
tional language, it would be interesting to be able to run the type-checker we developed
for the language before the extension, so in this section we present the new typing rules
for the computational language. Figures 4.23 and 4.24 show the typing rules. These
rules are derived from the rule for the case expression.
Context Switch:
Ω;∆;Γ ` I⇒ A[Ψ] for all k Ω;∆;Γ `Ck⇐ T
Ω;∆;Γ ` ctx_switch I ofC1| . . . |Cn⇐ T
Branches:
[δ ]Ω′;∆′; [δ ]Γ ` E⇐ [δ ]T
Ω;∆;Γ `ΠΩ′.JΨˆαˆK :δ 7→ E⇐ T
General Switch:
Ω;∆;Γ ` I⇒ A[Ψα ] for all k Ω;∆;Γ ` Sk⇐ A[Ψα ]→ T
Ω;∆;Γ ` switch I of S1| . . . |Sn⇐ T
Branches:
Ω;∆′; [δ ]Ψα ` Qα ⇐ A Ω;∆′; [δ ]Γ ` E⇐ [δ ]T ∆′ ` θ ⇐ ∆
Ω;∆;Γ `Π∆′.JΨˆα .QαK : θ 7→ E⇐ A[Ψα ]→ T
Figure 4.23: Typing rules for switch expressions.
The rules for simple patterns are similar to those of their more complex siblings (LF
terms).
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∆;Ψα ` Σ(con)⇒ A ∆;Ψα ` ~Vα :A⇐ P
∆;Ψα ` con ~Vα ⇐ P
∆;Ψα(nα) = A
∆;Ψα ` nα ⇐ A












∆(Vβ ) = B[Ψ′β ] ∆;Ψα ,α ↼ β : A ` id⇐Ψ′β
∆;Ψα ` λα ↼ β .Vβ ⇐ A→ B
Figure 4.24: Typing rules for simple patterns.
4.5.3.3 With Beluga’s Patterns
In Beluga each branch of a case statement starts with a context they match on. It is
possible to specify empty contexts, arbitrary contexts, contexts with only one variable,
contexts with at least one variable, etc. One particularity of context patterns is that they
are always the first pattern, and that they are not nested, so when compiling, the discrim-
ination tree begins by discriminating on the contexts. The contextual discrimination is
done by adding a ctx_switch expression that groups the branches with similar patterns.
Because there is no possibility of nesting this is simple.
Of the six rules for patterns, ctx_switch accounts for the first, the other five consist
in modifications to the specialization operation defined in Section 4.5.2.1.
When presenting the pattern matching algorithm for variables and constructors (see
Section 4.5.2 on page 51) we show the definition of the specialization operation for a
simplistic pattern language (Figure 4.19). So, in Beluga’s full pattern language the main
change is that besides constructors, patterns can be any of the elements from rules 2 to 6
in 4.5.3. The purpose of the specialization operation is to group together all the branches
which match the same pattern (we only had constructors in the previous example), so all
we need to do is to extend the operation with new rules to support the new patterns.
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The new specialization operation will be extended in the following ways:
– Constructors: when specializing we group together all the constructors of the same
name, exactly as we did before.
– Variables from the value context: they will be the same when they refer to the same
element of the context, independent of name, they will match when they refer to
analogous elements in the context (called pronominal variables in [35]).
– Parameter variable and Meta-variables: in Section 4.5.2.1, variables are all grouped
together, but parameter and meta-variables have an associated substitution, to
adapt the contexts when performing substitutions, so when specializing for this
variables, we only combine variables with the same substitution, otherwise we
would be mixing incompatible contexts.
– Lambda patterns: all lambdas in the head of a pattern are equivalent, and the name
of the bound variable is irrelevant because we compare names pro-nominally [35].
The current implementation of the compiler, the extension is simply built using an
ML functor with a parameter to specify a rule. There is an implementation for each one
of the rules. As mentioned before, pattern matching compilation under these conditions
provides many opportunities to the heuristic of choosing the column, but this has not
been thoroughly explored, and the code simply chooses the first column that does not
consist only of meta-variables with the same substitution.
In conclusion, the pattern matching compilation contains three elements, first the lan-
guage extension containing the simple patterns and switch expressions, the compilation
algorithm with the parameterized specialization and finally the new type-checking rules
to be able to check the result of the compilation with the extended language.
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4.6 Operational Semantics and Runtime
4.6.1 Operational Semantics
In this section we discuss the operational semantics of Beluga using the Fresh-Style
representation, after compiling the pattern matching. In Section 4.6.2 we will discuss
the transformation back to names or de Bruijn indices.
Values v ::= x | fn x.E | λ X .E | Λ ψ.E | JΨˆαˆ .MαK
Extended Values w ::= v | (rec f .E)[θ ;δ ;ρ]
Environments ρ ::= · | ρ,W/x
For the semantics we use a similar set-up as the presentation found in [12] and [46].
It will be an environment based approach in which we evaluate an expression E in a sus-
pended substitution containing the meta-variable substitution(θ ), the context substitution(δ ),
and the computational substitution (ρ). So the evaluation of E[θ ;δ ;ρ] is done using the
rules defined in Figure 4.25.
The rules for applications, functional values (λ , λ, and Λ), and recursion are equiv-
alent to the rules presented in Section 4.2 of [46]. What is different are the rules for the
ctx_switch and switch expressions (the last four rules in Figure 4.25). The first two
of these show the semantics for ctx_switch expressions and the latter two for switch
expressions.
As described in Section 4.5.3, contextual discrimination is the first branching of the
tree and is done using ctx_switch, the semantics show that the
ctx≈ operation is used to
find the first branch whose context matches the pattern and the expression evaluates to
the result of evaluating the body of the branch in the right context.
Figure 4.26 shows the inductive definition of
ctx≈ . It tests that both contexts are the
same length with two particularities: any two context variables are considered equal
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I[θ ;δ ;ρ] ⇓ (fn x.E ′)[θ ′;δ ′;ρ ′] E[θ ;δ ;ρ] ⇓ va E ′[θ ′;δ ′;ρ ′,va/x] ⇓ v
(IE)[θ ;δ ;ρ] ⇓ v
I[θ ;δ ;ρ] ⇓ λX .E ′[θ ′;δ ′;ρ ′] E ′[θ ′,Mα/X ;δ ′;ρ ′] ⇓ v
(IJΨα .MαK)[θ ;δ ;ρ] ⇓ v
I[θ ;δ ;ρ] ⇓ Λψ[·].E ′[θ ′;δ ′;ρ ′] E ′[θ ′;δ ′,Ψα/ψ[·];ρ ′
(IbΨαc)[θ ;δ ;ρ] ⇓ v
ρ(x) = v
x[θ ;δ ;ρ] ⇓ v
E[θ ;δ ;ρ] ⇓ v
E :T [θ ;δ ;ρ] ⇓ v
ρ(x) = (rec f .E ′)[θ ′;δ ′;ρ ′] ρ(x) ⇓ v
x[θ ;δ ;ρ] ⇓ v (fn x.E)[θ ;δ ;ρ] ⇓ (fn x.E)[θ ;δ ;ρ]
(λ X .E)[θ ;δ ;ρ] ⇓ (λ X .E)[θ ;δ ;ρ] (Λψ[·].E)[θ ;δ ;ρ] ⇓ (Λψ[·].E)[θ ;δ ;ρ]
E[θ ;δ ;ρ, rec f .E[θ ;δ ;ρ]/ f ] ⇓ v
rec f .E[θ ;δ ;ρ] ⇓ v
E1[θ ;δ ;ρ] ⇓ v1 . . . En[θ ;δ ;ρ] ⇓ vn
(E1, . . . ,En)[θ ;δ ;ρ] ⇓ (v1, . . . ,vn)
I[θ ;δ ;ρ] ⇓ JΦγ .NγK Φγ ctx≈ Ψˆαˆ (ctx_switch I of ~C)[θ ;δ ;ρ] ⇓ v
(ctx_switch I of ΠΩ′.JΨˆαˆK :δ ′ 7→ E|~C)[θ ;δ ;ρ] ⇓ v
I[θ ;δ ;ρ] ⇓ JΦγ .NγK Φγ ctx≈ Ψˆαˆ E[θ ; [δ ′]δ ;ρ] ⇓ v
(ctx_switch I of ΠΩ′.JΨˆαˆK :δ ′ 7→ E|~C)[θ ;δ ;ρ] ⇓ v
I[θ ;δ ;ρ] ⇓ JΦγ .NγK Ψˆα .Qα M≈Φγ .whnf(Nγ) (switch I of ~S)[θ ;δ ;ρ] ⇓ v
(switch I of Π∆′.JΨˆα .QαK :θ ′ 7→ E|~S)[θ ;δ ;ρ] ⇓ v
I[θ ;δ ;ρ] ⇓ JΦγ .NγK Ψˆα .Qα M≈Φγ .whnf(Nγ) E[[θ ′]θ ;δ ;ρ] ⇓ v
(switch I of Π∆′.JΨˆα .QαK :θ ′ 7→ E|~S)[θ ;δ ;ρ] ⇓ v
Figure 4.25: Big-step operational semantics.
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as one will be replaced by the other when applying the δ ′ contextual substitution, and
finally context variables match any context.
The switch expression is more complex, and it depends on the
M≈ match operation.
This operation compares simple patterns (Pα ) as defined in Figure 4.22 to the head of the
contextual LF terms. In a switch we only need to much against heads of terms because
of simple patterns that do not allow nesting. In this setting where we have explicit
substitutions, we need to partially apply the substitutions to be able to inspect the head
of the term. Therefore before using the matching operation we calculate the weak head
normal form of the term.
The matching operation
M≈ is defined in Figure 4.26.
A pattern and a term match when:
– The head of the term and the pattern are the same constructor.
– The head and the pattern are λ -expressions.
– The pattern is a meta-variable and inverse substitution operation is defined on the
term. That is, the substitution maps all the free variables in the term to variables
in the right context.
– The pattern is a parameter variable, the inverse substitutions is defined as in the
meta-variable case, and the head of the term is a name (an LF variable).
– The pattern and the head of the term are LF variables declared in the same position
in their contexts.
Previously, we defined a small untyped λ -calculus with explicit substitutions (Sec-
tion 4.4.1) and then we showed how to compute the weak head normal form of a term
(Figure 4.8), that is how we calculate the head of a term without completely applying
the explicit substitutions, but just enough to establish the head of the term. In our rep-
resentation of Contextual LF we need to perform the same operation to be able to use
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Context Matching:





Ψα ,α ↼ β :A




M≈Φγ .const ·Sγ Ψˆα .λα ↼ β .Vβ















name_of α ↼ β = nα name_of δ ↼ γ = n′γ
Ψˆ′β ,β ↼ α.nα
M≈Φ′δ ,δ ↼ γ.n′γ
name_of δ ↼ γ 6= n′γ
name_of α ↼ β 6= nα Ψˆ′β .nβ
M≈ Φ′δ .n′δ
Ψˆ′β ,β ↼ α.nα
M≈Φ′δ ,δ ↼ γ.n′γ




λα ↼ β .Mβ ,
αγ
σ )︸ ︷︷ ︸
γ














σ1 ] ·nil, δασ2 ) = (u[γδσ1 ◦ δασ2 ] ·nil, id)
whnf (c ·Sα ,
αβ
σ ) = (c ·clo(Sα ,
αβ
σ ), id)




whnfRedex clo(Mβ , id) clo(Sα ,
αβ
σ ) if [
αβ
σ ]nα = Mβ
(Hβ ·clo(Sα ,
αβ
σ ), id) if [
αβ
σ ]nα = Hβ




σ2 ) = whnf(Hγ ·Sγ ,
γα
σ1 )
whnfRedex (λγ ↼ δ .Mδ ,
γα
σ1 ) (Nτ Sτ ,
τα






















σ1 ) (Sδ ,
δα







Figure 4.27: Weak head normal form.
the match operator. In this setting the operation is slightly more complicated by the fact
that our representation (Figure 4.11) forbids non-normal terms. The purpose of having
separate syntactical categories for normal terms and for head and spine terms prevents
us from having a term consisting of a λ -expression applied to another term. As a con-
sequence if after performing a substitution the weak head normal form of a term is not
representable, we need to continue performing the substitution until we reach a repre-
sentable term. This type of substitution operation is called hereditary substitution and it
is the justification for function whnfRedex in Figure 4.27. For an in-depth discussion
of hereditary substitutions please refer to [40].
Also, to avoid having to eagerly apply substitutions to terms and spines, we well add
to each category a closure, that combines a term or a spine with a substitution. This
way we can be lazy about applying substitutions. The extensions to the contextual LF
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language are as follows:
Normal Term Mα ,Nα ::= . . . | clo(Mγ ,
γα
σ )
Spine Sα ::= . . . | clo(Sγ ,
γα
σ )
The matching operation for meta-variables and parameter-variables requires apply-
ing substitutions in the reverse order. We could calculate the inverse of the substitution,
and then apply it but it is simpler to define an operation that applies the inverse of a
substitution([21] and [3]). For a substitution
αβ
σ and a term t ::=Mβ |Hβ |
γβ
σx we define





σ ]−1nβ = mα if nβ/mα ∈
αβ
σ and there is no




















and homeomorphic in all other cases. As mentioned before, the matching operation for
meta-variables and parameter-variables succeeds only when this operation is defined.
Function whnf from Figure 4.27 requires composing substitutions, our definition of
composition is presented in Figure 4.28 it is similar to Figure 4.9, with the addition of
context variables to shifts, and the extra rules because now we support replacing for
terms and heads when in the simple example we only had terms.
In this section we presented the operational semantics of the language, and two im-
portant components of the run-time that are specific to Beluga (or more generally, nec-
essary to support explicit substitutions) that is the weak head normal form function and
the substitution composition, in these discussions we kept the Fresh-Style representation
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id ◦ αβσ2 = αβσ2
(
δγ
σ1 ,Mγ)︸ ︷︷ ︸
αγ
σ
◦ γβσ2 = (δγσ1 ◦ γβσ2 ; [γβσ2 ]Mγ)
(
δγ
σ1 ,Hγ)︸ ︷︷ ︸
αγ
σ
































σ2 ,Hβ ) =
αδ
↑c,k ◦ δβσ2
Figure 4.28: Substitution composition.
because these components appear in one form or another in whatever back-end we may
have.
4.6.2 Names and Indices from Fresh-Style Variables
Figure 4.4 on page 35 presents the interface of the module that implements the Fresh-
style bindings. The approach is based in an abstract notion of names that inhabit worlds
and links that relate these worlds by introducing a new, always fresh, name. In Sec-
tion 4.5 we take advantage of this representation to compile pattern matching to a simple
language of non-nested patterns. Finally, even if not described here, many optimizations
could be written using this representations; this fact simplifies the support of several
back-ends each supporting different binding strategy, as it minimizes code duplication.
However, for code generation we need a concrete representation of binders, we will
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discuss the two more common, plain-old names and de Bruijn indices. As we can see
in Figure 4.4, we have two functions that transform abstract names to de Bruijn indices
and to plain old-names.
Function name_to_db uses the information stored in the name abstract type to count
how many times it has been imported since it was extracted from the link that introduced
the binder, and this is exactly what the de Bruijn index representation is.
On the other hand, function name_to_name simply uses the fact that each name is
introduced by a unique link from the previous world to the next, so if we have a α ↼ β
which introduces a nβ the functions returns β as the plain old name. In fact, instead of
a Greek letter the system uses a number. Calls to this function may fail for names that
depend on abstract worlds as we need to substitute the abstract world by a concrete one
to be able to figure out the unique name of this variable. This is the reason why the return
type for this function is an optional type (it fails for abstract worlds and worlds linked
from them).
4.6.3 Back-End and Code-Generation
In a nutshell, a Beluga program consists of computational level functions that ma-
nipulate data represented using Contextual LF. Our system compiles the computational
level down to a simple λ -calculus like language (with general recursion). This language
is a simple functional language without support for nested patterns in pattern matching,
making it very easy to generate code in any programming language that supports higher-
order functions. As target, the prototype the compiler generates JavaScript code. The
choice of language was done purely because of ease of code-generation, but it is not
relevant as it is used only to validate the prototype.
Compiling towards more low-level languages or native code is straight-forward, but
requires implementing lambda lifting [30] for higher-order functions, a garbage collec-
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tor and the low-level run-time support. The choice of (the functional core of) JavaScript
provides us with a functional language with support for these features and more than one
reasonably fast implementations, so a big part of the run-time is provided by the host lan-
guage. In the prototype, JavaScript is used as untyped functional language that supports
general recursion and high-order functions, so targeting scheme would be similar. It is
important to note that the generated code does not depend on the higher-level features of
JavaScript, such as object oriented features, prototype inheritance or dynamic dispatch
facilities.
However, the manipulation of contextual terms requires that the compiler provides
additional run-time support which is detailed in Section 4.6.1. In particular after gener-
ating either names or de Bruijn indices (as per Section 4.6.2) we need to provide specific
implementations of the matching operations and the whnf function to the run-time li-
brary.
4.6.3.1 Contextual LF with Names and de Bruijn Indices
Figures 4.29 and 4.30 show the representation of Contextual LF terms using de
Bruijn indices and names respectively, these look similar and the main difference is
in the representation of contexts and substitutions. At this point in the compilation types
Normal Term M,N ::= λ .M | H ·S
Head H ::= const | x | u[σ ]
Spine S ::= nil |M S
Substitution σ ::= ↑c,k| σ ,M | σ ,H
Context Shift c ::= −ψ | ψ | 0
Context Ψ,Φ ::= (·,n) | (ψ,n)
Figure 4.29: Contextual LF with de Bruijn Indices.
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are no longer needed so they are eliminated. Their absence simplifies the representation
of contexts.
When using de Bruijn indices(Figure 4.29) the translation is straight-forward. Con-
texts just become a pair of a context variable, that may or may not be present, and an
integer with keeps track of the length of the context.
On the other hand, when we use names(Figure 4.30) contexts are lists of variable
names that start with either the empty context or a contextual variable. Substitutions
still use the same pronominal representation, i.e.: σ ,M means replace the top variable
in Ψ by M and continue applying σ after dropping the first element of the context as
appearances of this element have been replaced.
These two languages correspond to the data level of each of the two back-ends intro-
duced in Section 4.1. They look similar but the implementation of the run-time functions
that manipulate them are different. In particular when calculating the weak head normal
form of terms, the substitution operation is naturally different, and the matching opera-
tions also differs.
Normal Term M,N ::= λ x.M | H ·S
Head H ::= const | x | u[σ ] | p[σ ]
Spine S ::= nil |MS
Substitution σ ::= ↑c,k| σ ,M | σ ,H
Context Shift c ::= −ψ | ψ | 0
Context Ψ,Φ ::= · |Ψ,x | ψ
Figure 4.30: Contextual LF with names.
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4.6.3.2 WHNF and Matching with de Bruijn Indices
The implementation ofwhnf is straight-forward. Nonetheless, when getting the weak
head normal form of a term that consists of a name and a spine, i.e.:x · S we need to
perform the substitution in x. Figure 4.31 shows how to perform the substitution on
bound LF variable represented by a de Bruijn index.
Furthermore, the matching operations are defined in Figure 4.32. Context matching
succeeds as long as the there are enough variables in the matched context. It is important
to know that this definition is just for clarity and not performance, in a more realistic
implementation lengths of the contexts are compared and the length of the context on
the branch needs to be less or equal than that of the the matched context.
4.6.3.3 WHNF and Matching with Names
Similarly to the previous section, Figures 4.33 and 4.34 show how to perform bound
variable substitution and how to implement the matching operations when using names
in the data-level language.
Performing a substitution for a variable name is straightforward and it follows the
presentation in [7] and [18].
Finally the match operations, are defined in Figure 4.34 which again are similar to
previous definitions of the function but accounts for the different structure of contexts
and variable binders.
[σ ,M] 1 = M
[σ ,H] 1 = H
[σ ,M] n = [σ ](n−1)
[σ ,H] n = [σ ](n−1)[↑c,k] n = n+ k





















Figure 4.32: Matching operations with de Bruijn indices.
Ψ [σ ,M] x = M if Ψ=Ψ′,y and x = y
Ψ [σ ,H] x = H if Ψ=Ψ′,y and x = y
Ψ [σ ,M] x = Ψ′ [σ ]x if Ψ=Ψ′,y and x 6= y
Ψ [σ ,H] x = Ψ′ [σ ]x if Ψ=Ψ′,y and x 6= y
Ψ
[↑c,k] x = x
Figure 4.33: Bound variable substitution with names.
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Context Matching:






















Figure 4.34: Matching operations with names.
CHAPTER 5
CONCLUSION
The goal of this work is to present a compiler for the Beluga programming language
and proof development environment. The compiler uses an abstract representation of
bound variables to be able to implement as much as possible of the system without com-
mitting to using names or de Bruijn indices. To motivate our work, we presented some of
the existing techniques used to represent binders in Chapter 2. Then we introduced the
Beluga language, dependent types and the internal representation of such programs in
Chapter 3. Finally in Chapter 4 we described the concrete implementation of the com-
piler. Of particular importance are the representation of binders using the Fresh-style
approach to compile the very expressive pattern language. The use of an abstract rep-
resentation (i.e.: the fresh-style binders) for bound variables permitted us to share the
pattern matching compilation between the name-based back-end path and the de Bruijn
index based one.
The main contributions of this work are a compilation scheme for contextual objects,
an internal representation that is able to bring higher-order representations of binders to
two first order techniques, names and de Bruijn indices, this work relates for the first
time Contextual Modal Type Theory and nominal techniques. These contributions are
significant because they are a step forward to making HOAS and contextual objects
available in general purpose functional programming languages. Finally, Beluga’s con-
textual values require a very powerful pattern matching language, in the beginning it
was not clear how to compile this language, and if it would be possible to do it using
the fresh-style binders. This work shows an implementation of pattern compilation for
the rich language that Beluga supports and it shows what operations can be performed at
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compile-time (computing the splitting tree) and which need to be performed at run-time
(the term and contextual matching operations).
5.1 Future Work
The focus of this work is in the fresh-style representation, but many important ques-
tions remain, some of the paths now open to exploration are:
– The fresh-style representation is very versatile, and in many ways it combines the
strengths and weaknesses of nominal and index based approaches, it remains to
explore how and which optimizations can be expressed in this representation, and
which optimizations are specific to one representation and need to be applied after
the conversion to names or indices.
– The compiler uses a simply typed internal representation, and this fact was very
useful to find bugs and problems with the code, it would be interesting to under-
stand how to extend this to dependent types and to explore the feasibility of type
preserving compilation.
– The computation of the splitting tree for pattern matching compilation and the cov-
erage checking algorithm ([48]) use similar ideas, exploring the exact relationship
between them could be interesting and also help expand this work to dependent
types.
– Having a compiler that generates code using names and de Bruijn indices gives
the opportunity of experimentally evaluating the performance of both approaches.
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