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I. INTRODUCTION

C
ONVEYING information over a stream of ultrashort pulses at very low spectral density, UWB impulse radios offer some attractive potentials including: fine timing resolution, robustness against multipath, high user capacity, coexistence with existing services via frequency-overlay operations, low probability of interception and detection and precise positioning capability [1] . These features have motivated recent interest in UWB technology for a variety of stateof-the-art wireless applications, such as short-range high-rate indoor connectivity and low-rate communications with highresolution ranging [2] .
The successful deployment of wireless UWB systems, however, is encumbered by the harsh propagation channels encountered in typical operating environments. Each transmitted pulse arrives at the receiver over tens or even hundreds of delayed paths [3] , with possibly severe per-pulse shape distortion due to diffraction and scattering effects [4] . In such conditions, collecting the rich diversity of UWB channels reveals evidently as a very demanding task. The well-known Rake receiver can capture a significant fraction of the received energy scattered over dense multipath [5] , only provided that a large number of correlator-based fingers be combined with the intensive computation load involved in the estimation of the gains and delays of channel paths [6] . The realistic alternative of exploiting only a subset of the available paths, on the other hand, incurs non-trivial performance degradation [1] , [5] .
A viable yet sub-optimal alternative for efficient energy capture is given by the transmitted-reference (TR) method [7] and its variants [8] - [11] . The received waveform resulting from "information-free" reference pulse(s) is used as noisy template in a simple correlation receiver for data detection, thereby bypassing path-by-path channel estimation. The drawbacks incurred by the TR schemes, namely the wastage of the transmit power and the decreased data rate caused by reference pulses, can be circumvented by adopting differential detection (DD), as formerly outlined in [12] and more recently in [9] . Herein, differential encoding of information data allows to detect the current symbol using as noisy template a replica of the signal waveform received within the previous symbol interval. DD receivers capture energy from all multipath components and at the same time retain the simplicity of TR schemes. Unfortunately, the template waveform recovered from the received signal is neither noise-free nor interference-free. Thus, intersymbol interference (ISI) and interframe interference (IFI) may arise, which degrade detection performance. For high-rate applications, improved DD algorithms have been developed to mitigate ISI and IFI [13] , [14] , based on maximum likelihood (ML) sequence detection with decision feedback, adaptive training-based equalization, or some judicious design of chip and time-hopping codes. Nevertheless, [13] relies on accurate channel estimation, while [14] is motivated for the specific single-user scenario.
The aforementioned developments suggest that the noncoherent DD approach can lead to promising low-complexity and energy-efficient receivers, with resilience to severe multipath fading and pulse distortion effects suffered in UWB channels. A well-established method of enhancing the performance of DD receivers is known as multiple symbol differential detection (MSDD), as pursued in [15] for multi-level differentially encoded phase-shift-keying signals transmitted over frequency flat fading channels. The basic idea of the MSDD concept is to jointly detect a block of M consecutive symbols under the assumption of channel time-invariance at least within the data block size. Considerable performance improvements are achieved for a large M , but at the cost of high computational complexity going up exponentially 1536-1276/08$25.00 c 2008 IEEE in M . Hence, under the stringent performance-complexity requirements that UWB systems call upon, it is well motivated to seek new MSDD schemes capable of coping with frequency selective UWB channels and detecting a large data block at practical complexity.
Complying with the above needs, this paper contributes to deriving a novel UWB receiver based on the MSDD concept, which differs from previous work on several accounts.
1) The correlator-based MSDD in [15] confines to narrowband flat fading channels only, whereas our design targets point-to-point links experiencing unknown frequency selective fading.
2) The conventional ML criterion can not be applied to our problem in the absence of channel knowledge, because the channel-dependent received template waveform is unknown. Bypassing (costly) channel estimation, we resort to the GLRT optimization criterion whereby the maximization of the likelihood function is performed not only over the unknown symbols but also over all the finite-energy template functions within the channel's maximum delay spread; see e.g. [16] and references therein.
3) The proposed MSDD scheme is specifically tailored to the distinct signaling structure of UWB impulse radio, and considerably improves BER performance over the symbol-by-symbol GLRT-based receiver [16] . 4) A similar MSDD method is pursued in [17] , although inspired by a different criterion, namely the minimization of the Euclidean distance between the samples collected at the output of a bank of correlators (in a number equal to the block size) and the corresponding symbol components. Therein, emphasis is put on the analysis of Euclidean distances and the BER performance. In contrast, we focus on a number of important practality issues not addressed in [17] , such as the search for efficient implementations to circumvent the computational complexity from going exponentially in the block size, and the BER sensitivity to realistic imperfections.
Concerning practical implementations, it is worth emphasizing that multi-symbol detection, when implemented via exhaustive search as in [17] , exhibits high computational complexity that quickly becomes impractical as the data block size increases. We thus propose a couple of fast algorithms in order to harvest the performance advantages at large block sizes while enjoying reasonable complexity. In the first fast algorithm [18] , we pursue a route based on sphere decoding (SD) [19] , an efficient search algorithm for the integer linear least-squares problem which has recently found applications in a number of digital communication problems, as shown in [20] and the references therein. However, the MSDD formulation does not possess a structure that can easily fit in the SD framework. We present an equivalent reformulation of the MSDD criterion and develop an iterative SD-MSDD algorithm that maintains the optimal performance of the original scheme at appealing polynomial complexity. In the second fast algorithm [21] , instead, we exploit the Viterbi Algorithm (VA) (which again does not directly apply to the optimal MSDD problem) to derive an alternative yet suboptimal version of the MSDD, wherein the desired level of complexity can be attained through proper selection of the VA memory depth. These two fast MSDD algorithms enable different performance versus complexity tradeoffs. As we will show via simulations, indeed, for short block sizes (say, around 10) the SD-MSDD enjoys optimal BER performance similar to that of the VA-MSDD, at lower complexity. On the other side, for larger block sizes (say, around 20-30) the SD-MSDD outperforms the sub-optimal VA-MSDD, but at the price of increased complexity.
As final focus of this paper, extensive computer simulations results are presented to testify the detection performance, computational complexity, as well as sensitivity to various sources of implementation imperfection. The impacts of multiple access interference, timing synchronization errors, and lowresolution digital samplers are investigated. These evaluations are performed not only on the derived fast MSDD algorithms, but also on their simplified hard-decision versions, which we propose by taking one-bit hard quantization of the metrics involved in the objective function to be searched.
The rest of the paper is organized as follows. Section II presents the UWB signal model, while Section III derives the novel ML MSDD reception scheme. The two fast algorithms based on SD and VA are developed in Sections IV and V, respectively. Section VI is devoted to evaluating performance and complexity via computer simulations, followed by concluding remarks in Section VII.
II. SIGNAL MODEL
In UWB impulse radio signaling, each symbol is conveyed over a "block" of N f frames with one pulse g(t) per frame. The symbol, frame and pulse durations are denoted as T s , T f and T g respectively, satisfying
T g , and T g being on the order of (sub-)nanoseconds. Concurrent multiple channel access is enabled by employing user-specific pseudorandom time-hopping (TH) codes {c j }
, that time-shift pulse positions by multiples of the chip period T c , with N c T c < T f . Accordingly, the transmitted symbol-long waveform takes the form g s (t) =
The independent information-bearing binary symbols a i ∈ {±1} are differentially encoded into the channel symbols b i ∈ {±1} through the rule
Adopting pulse amplitude modulation (PAM), the transmitted signal can be written as
The multipath propagation environment is assumed to be slow fading with channel impulse response (CIR) h(t) =
where P is the total number of paths each with gain α l and delay τ l . The received pulse p(t) = P −1 l=0 α l g(t − τ l ) is the convolution of g(t) with h(t), resulting in a widened pulse width T p = τ P −1 + T g , where τ P −1 is the channel delay spread. Therefore, the received symbol-level waveform p s (t), given by the convolution of g s (t) and h(t), takes on the form
and the received signal can thus be written as
where the additive noise w(t) accounts for both the thermal noise and MAI.
III. MULTIPLE SYMBOL DIFFERENTIAL DETECTION This section develops the structure of an MSDD scheme that aims at recovering M consecutive information symbols a
T from the received signal y(t) in the
The following basic assumptions are adopted: i) accurate symbol timing has already been acquired; ii) the frame period T f satisfies T f ≥ T p + N c T c to avoid inter-frame interference; iii) the composite noise w(t), including both ambient noise and MAI, is modeled as a wide sense stationary white Gaussian process; iv) the data block size (M +1)T s is set to be smaller than the channel coherence time so that the CIR h(t) can be assumed time-invariant within the data block size; v) the CIR h(t) is unknown and will not be explicitly estimated during detection in order to reduce the overall receiver complexity. It has to be recognized that assumptions i)-iv) are standard when developing a conventional MSDD receiver operating in AWGN narrowband channels [15] . However, our ensuing development stands apart from the previous literature due to the strong frequency selectivity of the UWB channels combined with the assumption v). Indeed, a conventional MSDD would employ the transmit symbol-waveform g s (t) as correlation template, which is quite ineffective in unknown dense multipath UWB channels. In our approach, instead, we implicitly exploit the unknown received symbol-waveform so that energy capture is maximized. As for assumption iii), we note that the MAI component can not strictly be deemed as a Gaussian distributed noise process. This modeling approximation is nevertheless adopted in order to simplify the GLRT-based analytical derivations. The performance of the proposed detectors, however, will be testified in Section VI based on actual interfering users with the same signaling structure employed by the desired one. Concerning assumption iv), which regards the time-invariance of the CIR within each data burst, this can be realistically justified in view of the specific applications envisioned for indoor UWB systems; see VI-A for additional details. Further, in Section VI we will relax assumption i) by verifying the robustness of the MSDD scheme in the presence of timing errors. Using (2) and expressing the differentially-encoded channel
can be put in the alternative form (4) where q(t) Δ = b 0 p(t) of width T p contains both the unknown channel parameters and the initial channel symbol b 0 . Since q(t) is unknown, as already discussed in Section I, a reasonable alternative to the ML criterion to detect the information symbols a is the GLRT approach. This means that the maximization of the log-likelihood metric
is performed not only overã (as one would do applying the conventional ML criterion), but also over all the finite-energy functionsq(t) with support [0, T p ]. Note that in (5)
is the realization of the signal component in (4) corresponding to the trial valuesã andq(t). Considering thatq(t) has support [0, (5) can be re-arranged to yield the equivalent metric
where
Therefore, our GLRT-based decision strategy on the information symbols a boils down tô
In order to solve (9), we will first keepã fixed and compute
To this end, one can resort to variational techniques by imposingq(t) = q 0 (t) + λε(t), where q 0 (t) is the optimum solution to be solved for and ε(t) is a generic real function with support in [0, T p ]. After taking the first-order derivative of Λ [y(t) |ã,q(t) ] with respect to λ and setting it to zero, one obtains ∀ε(t)
that is to say,
Then, substituting (11) into (7) yields
The fact that the information symbols take values in {±1} enables a further rearrangement of (12) as
where we define
According to (9) and with Γ [y(t) |ã ] given by (13) , the proposed MSDD rule can be formalized aŝ
A few remarks about the ML MSDD defined in (13)- (15) are now in order.
1) The MSDD circumvents the explicit estimation of channel parameters, even in the presence of an unknown UWB multipath channel. Indeed, it requires only the coefficients (14) by correlating segments of the waveform z(t), which in turn are constructed solely from the received signal y(t), as shown in (8).
2) The MSDD jointly detects a block of M data symbols.
As a result, the detection accuracy improves as M increases. 3) As pointed out in Section I, the decision rule (15) coincides with that pursued in [17] via an "ad-hoc" approach. The solution of the latter via some exhaustive search method, however, requires high computational complexity going up exponentially in the number M of symbols to be jointly detected. Thus, it appears to be practically feasible only for a small block size, say M < 10. In essence, for applications wherein high performance has to be conjugated with affordable complexity, efficient implementations of (15) are inevitably called for, which will be the subject of the next two sections.
IV. SPHERE DECODING FOR MSDD
The section develops a reduced-complexity implementation of the ML MSDD strategy (15) based on the sphere decoding (SD) algorithm, which will be referred in this sequel as SD-MSDD for short. The SD algorithm was originally proposed as an efficient search method for enumerating all the lattice points inside a sphere centered at the origin, the so-called shortest vector problem (SVP) in a lattice [19] . The key idea behind SD is rather simple: it examines iteratively only those lattice points s (assumed to belong to a given finite-alphabet) inside a sphere of radius δ, i.e., As ≤ δ, where A is a known upper triangular matrix defining the lattice and · denotes the Euclidean norm. Iteration after iteration, the radius δ is progressively made smaller and smaller to reduce the search space, thereby keeping the overall computational complexity at a reasonably low level, typically a low-degree polynomial (often cubic or higher) in the length of the transmitted sequence over a wide range of SNRs of practical interest.
Unfortunately, the standard SD search steps cannot be directly applied to our problem since the MSDD detection rule defined in (13)- (15) does not fit in the SD framework. Thus, a proper re-formulation of the objective function (13) is required. To this end, let us exploit again the fact that the data symbols a belong to the finite alphabet set {±1}. Hence, (13) takes the maximum value
|Z l,i |, which is independent ofã. Subtracting (13) from Γ M [y(t)], the new objective function (this time to be minimized) turns out to be
Let us now define μ l,i
k+l , which takes values in {0, 2} depending on whether ϕ l,i Δ = sign{Z l,i } has the same or opposite sign with respect to i−l k=1ã k+l . Then, (16) can be written as
and accordingly, the MSDD detection rule (15) can be put in the alternative form
The reformulated MSDD problem defined by (17)- (18) is now structurally amenable to be solved by means of the SD, bearing in mind the following observations: i) the objective function (17) is nothing but the sum of non-negative integervalued unknowns μ l,i , each weighted linearly by the nonnegative coefficient |Z l,i |; ii) due to the structure of μ l,i , the ith addend in (17), i.e., To illustrate how the MSDD can be implemented within the SD framework, let us assume for the sake of exposition that the radius at the first iteration δ (1) > 0 is set to be large enough so that the sphere defined by (17) contains the optimalâ to be searched for. At the m-th SD iteration, a necessary condition for any tentative estimateâ 
or more explicitly,
. . .
Note that the first condition in (20) containsâ
only, the second one containâ can be found as
S 2 : after the tentativeâ , it is substituted into (20b) to produce the candidate set for a M , which concludes the m-th iteration; then, the radius δ (m) and the optimal estimateâ opt are updated as
according to the new tentative estimateâ (m) , and further, the next (m + 1)-th iteration follows.
The SD-MSDD iterations go on with a smaller and smaller sphere, with the candidate estimateâ (m) found in the previous iteration lying on its surface. When at a given iteration all the points within the sphere have been checked, the detection process stops, yielding the optimal solutionâ opt for which the objective function attains its minimum value. The proposed SD-MSDD algorithm shares common properties with the SD applied to a general ML problem. It enjoys optimal ML performance at polynomial complexity in the data block size M , and can draw the existing literature about SD for treatments on various implementation issues such as the choice of the initial radius and strategies when encountering empty candidate sets [20] , [22] .
In addition, a few remarks unique to SD-MSDD can be made as follows. 
V. VITERBI ALGORITHM FOR MSDD
As alternative to the optimal SD-MSDD algorithm, this section illustrates a simpler yet sub-optimal implementation of the MSDD as an efficient performance-complexity tradeoff. The detector is based on the well-known Viterbi Algorithm (VA), and will be referred to as VA-MSDD.
The standard VA algorithm is well-suited for optimal ML detection of a sequence with a short finite memory length, provided that the decision metric can be represented by a fixed number of trellis states over stages. Unfortunately, the MSDD objective function in (13) incurs a linearly growing memory length over stages (indexed by i), which eventually reaches the block size M . In order to make the VA applicable to the MSDD scheme, we opt to discard some summands in (13) and approximate Γ [y(t) |ã ] by
where L(< M) is a design parameter reflecting the desired performance-complexity tradeoff. In (24) , each term (indexed by i) entails a maximum of L addends (indexed by l) with a fixed memory length of L, thus enabling the VA implementation. Letã
binary signaling, a total of 2 L−1 trellis states. The objective function (24) can thus be rewritten as
where we define (27) depending on the trellis stateã
only. Note that, (26) stands for the branch metric at the i-th stage in a trellis diagram representation, whereas in accordance with (25),
denotes the corresponding accumulated metric with respect tõ
Having formulated the accumulated metric in (28) as the sum of that at the previous stage plus the branch metric (26), the VA can be readily applied to decide on the transmitted sequence a.
As an example of the reduced-complexity VA-MSDD scheme, we now discuss the simple case of binary signaling with L = 3, wherein the trellis stateã
T is specialized as
while the transitions in the trellis diagram are given by
The VA-MSDD procedure goes through the following steps.
S 0 : start from the initial state σ 0 and set J 0 = 0; S 1 : set λ 1 (ã 1 ) = Z 0,1ã1 and update
S 2 : set λ 2 (ã 1 ,ã 2 ) = Z 1,2ã2 + Z 0,2ã1ã2 and update
and update
The sequence of states yielding the maximum value of the accumulated metric J M (ã M ) uniquely defines the winning sequence of trellis state transitions between the first stage and the last one, and therefore, decide on the transmitted data symbol sequence.
The VA-MSDD detection rule gives rise to several interesting observations.
1) The lattice structure (13) exhausts all cross-correlation combinations, whereas the metric in (24) throws away some addends to keep only those cross-terms with a memory length no greater than L symbols, thereby approximating the original ML problem. When the design parameter L is set to be larger, the detection performance gets closer to that of the original MSDD at the expense, however, of higher computational complexity. 2) The complexity level of the VA-MSDD is bounded by that of the MSDD as upper limit, and the conventional symbol-by-symbol DD as lower limit. The DD is a special case of MSDD with M = 1, which does not employ any cross-terms for detection over more than one symbol. Indeed, using M = 1 in (13)- (24), the DD metric reduces to Γ [y(t) |ã ] = Υ [y(t) |ã ] = Z 0,1ã1 , which turns (15) into the one-shot decision ruleâ 1 = sgn {Z 0,1 }.
3) The number of states in each stage of the sub-optimal VA-MSDD trellis is given by 2 L−1 , and consequently, the overall complexity order is fixed at O(M · 2 L−1 ), i.e., linear in the data block size M . Quite differently, the optimal SD-MSDD exhibits polynomial expected complexity in M , while the polynomial order decreases rapidly as the noise and interference level reduces, as will be shown in Sect. VI.
VI. PERFORMANCE RESULTS
This section quantifies the effectiveness of the proposed MSDD algorithms via computer simulations. First, the BER performance is evaluated in both single-user and MAI scenarios for various choices of relevant design parameters. Then, several important implementation issues are investigated, including performance sensitivity to mis-timing and ADC bit resolutions, as well as the savings in computational complexity with respect to the MSDD based on exhaustive search (ES-MSDD). The following UWB receivers are compared: i) the optimal SD-MSDD with decision metric specified by (17) ; ii) the suboptimal VA-MSDD with memory length L and decision metric (24) ; iii) single-user ideal Rake receiver with perfect channel state information (CSI), as performance benchmark; iv) single-user symbol-by-symbol DD receiver corresponding to M = 1.
A. Simulation Setup
In all simulation tests, each active user transmits consecutive bursts of M binary PAM information-bearing symbols. The multipath channel is invariant within each burst, but randomly varies from burst to burst according to the model in [23] . For a system with a maximum carrier frequency of 6 GHz and an object moving around at the speed of 1 m/s, the channel coherence time is around 5 ms, i.e., around 2000 symbol intervals in our setup. Hence, the assumption of channel invariance within each data block is quite reasonable, since the transmitted bursts adopted in our MSDD schemes include a few tens of symbols only. As for the channel model, the multipath components arrive in clusters with independent double-sided Rayleigh distributed amplitudes, whose mean square values decay exponentially with the cluster delays as well as with the ray delays within the cluster, with decay factors chosen as Γ = 30 ns and γ = 5 ns, respectively. The clusters and the rays within each cluster have Poisson distributed arrival times with arrival rates Λ = 0.5 ns −1 and 
. When MAI is concerned, the time origins of the desired user and the N u − 1 interfering ones are set randomly over the symbol interval (0, N f T f ) to reproduce an asynchronous access to the channel (uplink case), and the only known information is the timing offset of the desired user. Further, the thermal noise is modeled as a white Gaussian process, with two-sided power spectral density N 0 /2. Figure 1 illustrates the BER results for the SD-MSDD in the single-user scenario (N u = 1), for M = 10, 20, 30. The coefficients Z l,i in (17) are taken as either soft realvalued (labeled as SD-SMSDD, in solid lines) or one-bit hardquantized values (labeled as SD-HMSDD, in dotted lines). For SD-SMSDD, the low-complexity case of M = 10 is more than 4 dB better than the conventional DD, while the performance gap between the M = 30 scheme and the ideal Rake is around 3 dB at BER= 10 −4 . This means that BER performance improves as the block size M increases. Interestingly, the simpler SD-HMSDD proves to be quite robust against the onebit quantization effects, with a small performance loss of less than 0.5 dB over the SD-SMSDD in the M = 30 case. 
B. BER in the Single-User Scenario
Ideal Rake DD for which we set the memory length to be L = 3, 6, 10. It can be observed that both the soft and hard versions of the VA-MSDD improve their BER performance as L increases. At BER= 10 −4 , the VA-SMSDD with L = 10 outperforms the less complex case of L = 3 by approximately 2 dB and shows an overall gain of 5 dB over the DD scheme, while the simplified VA-HMSDD only incurs a small performance loss of less than 1 dB in the range of BERs of practical interest.
Comparing Fig. 1 and Fig. 2 reveals a performance gap of 1 dB between the optimal SD-MSDD with M = 30 and the suboptimal VA-MSDD with M = 50 and L = 10, both being the detectors with the highest affordable complexity. The difference in the performance behavior can be ascribed to the different decision metrics adopted: the VA-MSDD is constrained by the memory length L regardless of M , since L limits the number of cross-terms in the approximated objective metric, thus limiting the noise averaging effect. On the other side, the SD-MSDD employs the exact ML MSDD objective function, and accordingly, a larger M results in stronger noise averaging and better BER.
C. BER in the MAI Scenario
As outlined in Sect. VI-A, the multi-user scenario relates to the uplink case, wherein all the active users make asynchronous access to the channel. The BER curves in Figs. 3 and 4 quantify the MAI effects on the SD-MSDD and VA-MSDD, respectively, for N u = 50, 100 active users and taking into account both the soft (solid lines) and hard (dotted lines) versions of each detector. The single-user case is also plotted as reference. For the SD-SMSDD with M = 30, significant robustness to the MAI level can be observed in Fig. 3 , even in the demanding case of N u = 100. At BER = 10 −4 , the performance degradation is only around 2 dB compared to the SD-SMSDD operating in a single-user channel, and is approximately 5.2 dB away from the MAI-free ideal Rake with N u = 1. The MAI resilience is confirmed by the BER performance of the simplified one-bit hard-quantized SD- HMSDD scheme as well. Specifically, at BER = 10 −4 , the SD-HMSDD is only less than 1 dB worse than the soft SD-SMSDD for up to N u = 100.
Concerning the VA-MSDD with M = 50 and L = 10, Fig.  4 indicates that VA-SMSDD with N u = 50 outperforms the single-user DD scheme (N u = 1) by 3.5-4 dB for BER levels of practical interest, and is only 1.3 dB away from the singleuser VA-SMSDD. Further, N u = 100 users can be sustained up to BER = 10 −4 while slightly outperforming the singleuser DD, but here a 4 dB degradation is experienced over the single-user VA-SMSDD. Compared to the SD-HMSDD, however, the BER curve of the VA-HMSDD with N u = 100 starts to flatten out around BER = 10 −3 , indicating that the robustness of the VA-MSDD deteriorates in the presence of strong MAI. 
D. Robustness to Mistiming
Timing acquisition is a critical issue that cannot be accomplished perfectly in practical UWB receivers. It is thus of interest to investigate the effectiveness of the SD-MSDD and VA-MSDD algorithms in the presence of potential timing errors. To this end, let us assume that the residual timing offset for each received burst is uniformly distributed in the interval [−Δτ /2, Δτ /2], with Δτ being the range of timing errors of a given timing recovery circuit. Further, let us limit our discussion on the single-user case only, since all the active users access asynchronously to the channel, and as such, the MAI level is independent of the mistiming suffered by the desired user. −4 incurs a performance loss of less than 1 dB when Δτ /T f = 0.2, which turns into less than 2 dB for Δτ /T f = 0.4 and around 2.6 dB for Δτ /T f = 0.6 (not shown here). Similar observations can be made from Fig.  6 about the VA-SMSDD with L = 6 and L = 10, except for the Δτ /T f = 0.6 case that brings 3.3 dB degradation (not shown here). These results suggest considerable robustness of both the proposed detectors against timing errors even up to one frame interval, at the price of up to 2 dB in performance loss.
E. BER Sensitivity to ADC Resolution
A key element in the MSDD receiver is the computation of coefficients Z i,j , which requires correlating pairs of the received waveform segments that are time-separated by up to M (SD-MSDD) and L (VA-MSDD) symbols away. In realizing waveform storage with such delays, analog implementations can be quite demanding [24] , while digital ones have to deal with the practical limitations of current ADC technology, [25] , [26] . Thus, it is meaningful to quantify the BER sensitivity of the proposed MSDD detectors to the quantization errors, when the ADC resolution is limited to a few bits per sample at a sampling rate around the Nyquist rate.
Figures 7-8 demonstrate that the practical limitation on the ADC resolution does not cause much performance degradation to either the SD-MSDD or the VA-MSDD, in line with the study in [27] on UWB radios with extremely low resolution ADCs. Specifically, the SD-SMSDD in the single-user scenario ( Fig. 7) with both M = 20 (dotted lines) and M = 30 (solid lines) experiences negligible BER degradation when the ADC adopts Q = 2 resolution bits, compared with the ideal full-resolution ADC (Q > 2). When using a simple ADC with Q = 1, the SD-SMSDD at the BER =10 −4 level suffers modestly 1 dB and 2 dB loss in SNR, for M = 30 and M = 20 respectively. Further corroboration is provided in Fig. 8 which depicts the BER sensitivity of the VA-SMSDD to the number of resolution bits, for M = 50, N u = 1 and L = 6, 10. Compared with the SD-SMSDD, the VA-SMSDD with Q ≥ 2 exhibits similar patterns in terms of SNR penalty. However, it is not as robust in the simpler case of Q = 1, which results in flattened BER floors at 5 · 10 −4 , 2 · 10 −4 for L = 6, L = 10.
F. Computational Complexity
This section evaluates the complexity of the SD-MSDD and VA-MSDD algorithms, with emphasis on the advantages over the conventional Rake processing. The complexity savings over the ES-MSDD will also be quantified.
The complexity of the VA-MSDD amounts to the total number of additions spent in computing the branch metrics for all feasible state transitions in the trellis diagram. Bearing in mind that the optimum path to each of the 2 L−1 states in each stage depends on the values of two different branch metrics (this means 2L additions either in floating-point for the VA-SMSDD or in integer format for the VA-HMSDD), as can be deduced from (26) , the total number of additions required for a block size of length M is approximately S VA = LM · 2 L , i.e., exponentially in the memory length L, but only linearly in the data block size M . Like the VA-MSDD, the SD-MSDD also builds on additions only, but its computational complexity is a random variable depending on not only M but also the received signal [28] , in that the latter affects the choice of the sphere radius performed at each iteration (refer to Section IV for details). It is therefore relevant to describe the statistical properties of the SD-MSDD complexity in terms of its expected value per data block, denoted as S SD .
The non-coherent SD-MSDD and VA-MSDD schemes clearly offers worse BER performance than the coherent Rake receiver with ideal knowledge of the channel response. The attractive performance of the coherent detector, however, can be collected only under the stringent condition that the (numerous) P paths arriving at the receiver be properly resolved and combined using a number of correlator-based fingers, one for each resolvable path. Conversely, the MSDD schemes require a smaller number of correlators per symbol to compute the coefficients Z l,i defined in (14) , namely around M/2 for the SD-MSDD and L for the VA-MSDD, with M, L P typically. In addition, the Rake receiver requires the accurate estimation of the gains and delays of the channel paths, and possibly even of the shape of the received pulses, which is a demanding task involving sampling rates on the order of tens of GHz [6] . On the other side, the MSDD schemes collect multipath energy efficiently independently of the pulse shape distortion and without any channel estimation.
To detail the complexity of the MSDD schemes, let us now refer to the so-called complexity exponent defined as the logarithm of base M of the required flop operations per data block [28] . Such a metric is illustrated in Fig. 9 for both the SD-MSDD (solid and dotted lines specify the soft and hard versions, respectively) and the VA-MSDD as a function of the block size M and for various E b /N 0 ratios. We also included the complexity exponent of the ES-MSDD (solid line without marks) as performance benchmark. As expected, the SD-MSDD and the VA-MSDD exhibit a notable complexity improvement of several orders over the bruteforce ES-MSDD scheme, especially for larger values of M . Additionally, the complexity of the SD-MSDD decreases with increasing SNR (the search on the tree comes quickly to an end for small enough noise levels), and flattens out to a constant level (thus meaning that the complexity is polynomial in M ) for E b /N 0 = 14 dB. Additionally, adopting soft metrics (SD-SMSDD) instead of hard ones (SD-HMSDD) yields a lower complexity exponent at the price of using floating-point instead of integer format computations. The complexity of the VA-MSDD, instead, is independent of the SNR, and decreases with M and the memory length L.
Finally, Fig. 10 summarizes the above results comparing both the complexity and performance of the the soft versions of the SD-MSDD and VA-MSDD schemes in the single-user scenario. We assume that the VA-SMDD works at the BER of 10 −4 (dotted line without marks) with two different data block sizes, M = 10 or M = 30. The VA-MSDD complies with the above BER level employing different memory length configurations, namely L = 3, L = 6 and L = 10, at E b /N 0 around 14, 13, and 12 dB, respectively. The evaluation of the overall complexity (scaled by the normalized factor 10 6 ) and the BER metrics corresponding to the above E b /N 0 ratios suggests that for the short block size M = 10 (solid lines) the SD-MSDD enjoys a BER performance similar to that of the VA-MSDD but with a smaller complexity, whereas for longer block sizes as M = 30 (dotted lines), the SD-MSDD outperforms the suboptimal VA-MSDD, but the price to be paid is a significant increase in complexity. 
VII. CONCLUDING REMARKS
Tailoring to the unique signaling structure of UWB impulse radio, we have derived a MSDD framework based on the autocorrelation principle. By jointly detecting a block of consecutive symbols experiencing an unknown yet timeinvariant channel, the proposed MSDD scheme considerably outperforms conventional differential detection, while bypassing training or costly channel estimation. Efficient implementation algorithms based on the SD and VA are derived to harvest the performance advantages of the MSDD concept at affordable complexity. These fast algorithms are shown to be robust in non-ideal operating conditions, such as in the presence of MAI, timing synchronization errors and lowresolution ADCs. The proposed MSDD complies with the stringent performance-complexity-robustness requirements of UWB systems at the affordable cost of a processing latency around some tens of symbols, and stands out as a promising receiver structure for low-power communications.
