A review of the literature suggests that few studies use formative indicator measurement models, even though they should. Therefore, the purpose of this research is to (a) discuss the distinction between formative and reflective measurement models, (b) develop a set of conceptual criteria that can be used to determine whether a construct should be modeled as having formative or reflective indicators, (c) review the marketing literature to obtain an estimate of the extent of measurement model misspecification in the field, (d ) estimate the extent to which measurement model misspecification biases estimates of the relationships between constructs using a Monte Carlo simulation, and (e) provide recommendations for modeling formative indicator constructs.
I
t has been more than two decades since Churchill (1979) , Bagozzi (1980) , Peter (1981) , and Anderson and Gerbing (1982) , among others, criticized the field of marketing for failing to pay enough attention to construct validity and associated measurement issues. A good example of this concern was expressed by Peter (1981, p. 133) , who noted that "a basic goal of social science is to provide theoretical explanations of behavior. In marketing, this goal includes attempts to explain the behavior of consumers, salespersons, and others involved in discipline-related activities. . . . Because construct validity pertains to the degree of correspondence between constructs and their measures, construct validity is a necessary condition for theory development and testing. Thus, it is enigmatic that marketing researchers have given little explicit attention to construct validation, as is well documented in the marketing literature."
This point was echoed by Anderson and Gerbing (1982, p. 453) , who noted that "the reason for drawing a distinction between the measurement model and the structural model is that proper specification of the measurement model is necessary before meaning can be assigned to the analysis of the structural model," and by Bagozzi (1981, p. 376) , who argued that "convergence in measurement should be considered a criterion to apply before performing the causal analysis because it represents a condition that must be satisfied as a matter of logical necessity."
These criticisms, and those of others, led to increasing attention to construct validity in general and more rigorous assessments of the measurement properties of constructs. Studies now commonly report estimates of internal consistency reliability (e.g., Cronbach's alpha) and conduct factor analysis, and provide some evidence of convergent and discriminant validity. The development of latent variable structural equation modeling (SEM) procedures accelerated this trend for two reasons. First, these procedures drew attention to the distinction between the measurement model, which relates the constructs to their measures, and the structural model, which relates the constructs to each other. Second, they also provided much more rigorous tests of construct reliability, convergent validity, and discriminant validity (e.g., Bagozzi 1980; Fornell and Larcker 1981; Gerbing and Anderson 1988) .
However, virtually all of this progress in the assessment of constructs and their measures has been based on classical test theory and the assumptions it makes about the relationships between a construct and its indicators. Classical test theory assumes that the variation in the scores on measures of a construct is a function of the true score, plus error.
Thus, the underlying latent construct causes the observed variation in the measures (Bollen 1989; Nunnally 1978) . This assumed direction of causality-from the latent variable to its measures-is conceptually appropriate in many instances, but not all. Indeed, it was recognized very early on that, for some constructs, it makes more sense conceptually to view causality flowing from the measures to the construct, rather than vice versa (Bagozzi 1981 (Bagozzi , 1984 Blalock 1964; Fornell and Bookstein 1982) . For example, Fornell and Bookstein (1982, p. 441) noted that "the unobserved constructs can be viewed either as underlying factors or as indices produced by the observable variables. That is, the observed indicators can be treated as reflective or formative. Reflective indicators are typical of classical test theory and factor analysis models; they are invoked in an attempt to account for observed variances or covariances. Formative indicators, in contrast, are not designed to account for observed variables. . . . The choice between formative and reflective models, which substantially affects estimation procedures has hitherto received only sparse attention in the literature." Bollen and Lennox (1991) extended this line of reasoning by distinguishing between two types of measurement models that assume a direction of causality from the measures to the latent construct. One is a principal component model, in which the construct is a perfect linear combination of its measures. The other they called a composite latent construct model, which posited that the construct is a linear combination of its measures, plus error. Perhaps more important, Bollen and Lennox (1991) called attention to the fact that the traditionally used methods for assessing construct reliability and validity are not appropriate for constructs where the direction of causality is posited to flow from the measures to the constructs. This point has been echoed recently by Diamantopoulos and Winklhofer (2001) , who suggested improved procedures for developing measures and evaluating these types of constructs, and by Law and Wong (1999) , who provided an empirical example showing that the misspecification of the direction of causality between a construct and its measures can lead to inaccurate conclusions about the structural relationships between constructs.
Taken together, these studies demonstrate that some potentially serious consequences of measurement model misspecification exist, and researchers need to think carefully about the direction of causality between constructs and their measures. However, we do not know how often this type of measurement model misspecification occurs in marketing research or about the specific criteria that should be used to distinguish between formative and reflective indicator constructs. Although Diamantopoulos and Winklhofer (2001) touch on the latter point, they do not attempt to develop a comprehensive set of criteria that can be used to decide how a construct should be modeled. Nor did they systematically review the marketing literature to determine how prevalent measurement model misspecification is in the field. Instead, their objective was to develop guidelines for constructing indices based on formative indicators in much the same way that Churchill (1979) did for reflective indicator constructs.
Therefore, the objectives of this article are to (a) develop a set of conceptual criteria that can be used to determine whether a construct should be modeled as having formative or reflective indicators, (b) determine the extent of measurement model misspecification by comprehensively reviewing measurement model specifications in four top-tier marketing journals, (c) conduct a Monte Carlo simulation designed to examine the severity of the estimation bias due to measurement model misspecification, and (d) provide recommendations for modeling formative indicator constructs. We begin with a review of the conceptual distinctions between reflective and formative measurement models. These distinctions then are generalized to multidimensional second-order constructs. Next, we document the use of reflective and formative models in the marketing literature and consider the appropriateness of these specifications for the theoretical constructs represented. We then report the results of the Monte Carlo simulation. Finally, we identify the potential reasons why misspecification occurs and conclude with recommendations for how to specify formative indicator constructs.
CONCEPTUAL DISTINCTIONS BETWEEN TYPES OF MEASUREMENT MODELS
Generally speaking, two different measurement models using multiple indicators of latent constructs have been mentioned in the SEM literature-the principal factor model and the composite latent variable model. Key features of these two models are summarized in figure 1.
The most commonly used latent variable measurement model is the principal factor model, where covariation among the measures is caused by, and therefore reflects, variation in the underlying latent factor. This is indicated in the first column of figure 1, in which each unidimensional construct is represented by a circle with several arrows emanating from it to a set of indicators. The direction of causality is from the construct to the indicators, and changes in the underlying construct are hypothesized to cause changes in the indicators, thus the measures are referred to as reflective (Fornell and Bookstein 1982) or effects (Bollen and Lennox 1991) indicators. In this model, the latent variable influences the indicators, accounting for their intercorrelations. Reflective indicators of a principal factor latent construct should be internally consistent and, because all the measures are assumed to be equally valid indicators of the underlying construct, any two measures that are equally reliable are interchangeable. Thus, although reliability estimates (e.g., Cronbach's alpha) of the set of indicators will be lower if fewer indicators are included in the measurement model, the construct validity is unchanged when a single indicator is removed, because all facets of a unidimensional construct should be adequately represented by the remaining indicators (Bollen and Lennox 1991) .
Typical examples of appropriate applications of the reflective indicator model include constructs such as attitudes and 
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purchase intention. Attitudes are generally viewed as predispositions to respond in a consistently favorable or unfavorable manner toward an object and are usually measured on multi-item scales with endpoints such as good-bad, likedislike, and favorable-unfavorable; purchase intentions are typically measured using subjective estimates of how likelyunlikely, probable-improbable, and/or possible-impossible future purchases are perceived to be (e.g., MacKenzie, Lutz, and Belch 1986) .
In contrast, in the composite latent variable model, changes in the measures are hypothesized to cause changes in the underlying construct. Thus, this model's measures are referred to as causal (Bollen and Lennox 1991) or formative (Fornell and Bookstein 1982) indicators. Unlike the reflective model, this model does not assume that the measures are all caused by a single underlying construct. Rather, it assumes that the measures all have an impact on (or cause) a single construct. That is, the direction of causality flows from the indicators to the latent construct, and the indicators, as a group, jointly determine the conceptual and empirical meaning of the construct (see col. 2 in fig. 1 ).
Because some have hypothesized that formative measures influence-rather than are influenced by-the latent construct, they may be correlated, but the model does not assume or require this. Indeed, it would be entirely consistent for formative indicators to be completely uncorrelated. This might be the case where a composite latent construct is represented by mutually exclusive types of behavior. For example, some of the indicators used by Crosby and Stephens (1987) to measure the personal contact of life insurance agents ("I was contacted by my agent who wanted to make changes in this policy to better serve my needs"; "I was contacted by my agent who wanted to sell me more life insurance"; "I was contacted by my agent who wanted to describe new types of policies that had become available"; and "My agent explained why it was a good idea to keep this whole-life policy in force"), may be mutually exclusive. For example, an insurance agent might encourage a customer to keep the current life insurance policy or try to sell the customer a different policy to replace it, but the agent would not do both.
Therefore, internal consistency reliability is not an appropriate standard for evaluating the adequacy of the measures in formative models. Indeed, as noted by Bollen and Lennox (1991, p. 312) , "causal indicators are not invalidated by low internal consistency so to assess validity we need to examine other variables that are effects of the latent construct." This would suggest that to assess the validity of composite latent constructs, researchers must pay particular attention to nomological and/or criterion-related validity.
Another implication of the direction of causality in a formative model is that the consequences of dropping one of the indicators are potentially quite serious. It is the opinion of many psychometricians that formative indicators require a census of all concepts that form the construct. Thus, dropping a causal indicator may omit a unique part of the composite latent construct and change the meaning of the variable. Therefore, for formative indicator models, following standard scale development procedures-for example, dropping items that possess low item-to-total correlations-will remove precisely those items that would most alter the empirical meaning of the composite latent construct. Doing so could make the measure deficient by restricting the domain of the construct (Churchill 1979) . This is another reason why measures of internal consistency reliability should not be used to evaluate the adequacy of formative indicator models. In addition, multicollinearity among indicators can be a significant problem for measurement model parameter estimates when the indicators are formative, but it is a virtue when the indicators are reflective.
The composite latent variable model includes an error term, as does the principal factor model. However, unlike the principal factor model, error is represented at the construct level rather than at the individual item level. Thus, when using this model, one obtains an estimate of the overall amount of random error in the set of items rather than an estimate attributable to each individual item. This information still permits one to evaluate the reliability of the scale and potentially improve it, but it is somewhat less prescriptive about how the scale can be improved, because the error is associated with the set of items rather than the individual items themselves.
An example of a collection of measured variables used to indicate a composite latent construct might be Singh's (1988) construct called consumer complaint behaviors, which has indicators such as the likelihood of complaining to the store manager, telling friends and relatives about a bad service experience, reporting the company to a consumer agency, or pursuing legal action against the company. In this case, a high likelihood of one particular behavior-say, a complaint to a store manager about poor service-would influence the level of the latent construct, but would not necessarily have an effect on the other measures. One could also conceive of the beliefs construct in the Fishbein and Ajzen (1975) model as having a similar formative measurement structure with each individual belief x evaluation component as causing the overall belief construct. The belief construct would be more than simply the sum of the belief by evaluation products because one may not have measured all salient beliefs.
The two types of measurement models have some similarities. Both reflective and formative indicator measurement models possess surplus meaning beyond that captured by the specific items used to measure it. That is to say, "these constructs involve terms which are not wholly reducible to empirical terms; they refer to processes or entities that are not directly observed (although they need not be in principle unobservable); the mathematical expression of them cannot be formed simply by a suitable grouping of terms in a direct empirical equation; and the truth of the empirical laws involved is a necessary but not sufficient condition for the truth of these conceptions" (MacCorquodale and Meehl 1948, p. 104) .
Related to this, because composite latent variables and principal factors are more than just a shorthand way of referring to an empirical combination of measures, neither can be adequately represented by a scale score. Using a summed scale score to represent a reflective indicator construct will result in inconsistent structural estimates of the relationships between the construct and other latent constructs because it ignores the effects of measurement error. Using a summed scale score to represent a formative construct will also lead to biased estimates, except in the unlikely event that all of the coefficients relating the measures to the construct are equal to one, and the construct level measurement error is zero.
CRITERIA FOR DISTINGUISHING BETWEEN FORMATIVE AND REFLECTIVE INDICATOR MODELS
Based on the discussion above, it is possible to specify the criteria that researchers might use to distinguish between formative and reflective indicator measurement models. Specifying these criteria is important, because it provides a practical way for researchers to decide on the appropriate measurement model to use in their research. Although there are conceptual discussions of the differences between formative and reflective measurement models (cf. Bollen and Lennox 1991; Diamantopoulos and Four sets of questions should be used in combination to determine the appropriate measurement model. The first set of questions relate to the direction of causality between the construct and its indicators. For formative measurement models, the direction of causality flows from the measures to the construct, and it flows from the construct to the measures for reflective measurement models. The second set of questions relates to the interchangeability of the indicators. The indicators need not be interchangeable for formative measurement models but should be for reflective measurement models. The third criteria relates to the issue of whether the indicators should covary with each other. Covariation among the indicators is not necessary or implied by formative indicator models, but covariation among the indicators is a necessary condition for reflective indicator models. Finally, the fourth criteria relates to whether all of the measures are required to have the same antecedents and consequences or not. For the reflective indicator model, since all of the indicators reflect the same underlying construct and are assumed to be interchangeable, they should all have the same antecedents and consequences. However, for the formative indicator model, because the measures do not necessarily capture the same aspects of the construct's domain and are therefore not necessarily interchangeable, there is no reason to expect them to have the same antecedents and consequences.
More specifically, a construct should be modeled as having formative indicators if the following conditions prevail: (a) the indicators are viewed as defining characteristics of the construct, (b) changes in the indicators are expected to cause changes in the construct, (c) changes in the construct are not expected to cause changes in the indicators, (d) the indicators do not necessarily share a common theme, (e) eliminating an indicator may alter the conceptual domain of the construct, ( f ) a change in the value of one of the indicators is not necessarily expected to be associated with a change in all of the other indicators, and (g) the indicators are not expected to have the same antecedents and consequences. On the other hand, a construct should be modeled as having reflective indicators if the opposite is true and the conditions shown in the last column in the table are satisfied.
Of course, it is possible that researchers may have difficulty in answering some of the questions, or the answers may be contradictory because the construct has not been adequately defined. In such cases, further refinement of the conceptualization of the construct may be needed. This may require researchers to clarify the construct's domain, evaluate whether all the indicators are within that domain, and consider the measures' relationships to other constructs.
MULTIDIMENSIONAL FORMATIVE AND REFLECTIVE INDICATOR CONSTRUCTS
The above criteria focus on the relationships between measures and first-order latent constructs. However, it is important to note that conceptual definitions of constructs are often specified at a more abstract level, which sometimes include multiple formative and/or reflective first-order dimensions. For example, a single multidimensional construct might have one type of measurement model relating its measures to its first-order components and a different measurement model relating its components to the underlying second-order factor. Of course, some researchers might argue that a construct must be conceptually and empirically unidimensional to be meaningful. However, such a view is often inconsistent with the way constructs are defined in the field. We would argue that whether a construct is viewed as unidimensional or multidimensional may depend on the level of abstraction used to define the construct. For example, job satisfaction is frequently defined as being composed of several different facets, including satisfaction with one's pay, coworkers, supervisor, opportunities for advancement, and so forth. Although one can look at each facet as being a separate construct, at a more abstract level, they are all integral parts of a person's job satisfaction. Indeed, we think this kind of abstract multidimensional construct definition is quite common in the marketing literature. Figure 2 illustrates four different possible combinations in second-order factor models. The four main types of secondorder models are derived from the fact that (a) a first-order construct can have either formative or reflective indicators, and (b) those first-order constructs can, themselves, be either formative or reflective indicators of an underlying secondorder construct. The combination of these possibilities produces the models shown in figure 2 (Types I-IV). In addition, it is also possible for a model to contain a mixture of formative and reflective indicators. Mixed models could result either because some of the first-order dimensions are formative indicators of the second-order construct and some are reflective indicators of the second-order construct or because some of the first-order dimensions themselves have formative indicators and some have reflective indicators.
Interestingly, the only kinds of second-order factors that have been recognized in the literature appear to be those that have first-order factors as reflective indicators (Type I or Type III). The historical roots of Type I models can be traced back to the work of Bentler and Weeks (1980) and Gerbing and Anderson (1984) . This model (shown in fig.  2 , upper-left panel) posits a series of first-order latent factors with reflective indicators and also that these first-order factors are themselves reflective indicators of an underlying second-order construct. This type of second-order model has been called a total disaggregation second-order factor model by Bagozzi and Heatherton (1994) in their research on selfesteem.
Type III second-order factor models (shown in fig. 2 , lower-left panel) have first-order factors as reflective indicators like Type I models, but the first-order dimensions themselves have formative rather than reflective indicators. Although this kind of second-order factor model has not been explicitly recognized in the literature, Reilly's (1982) family social status construct may be an example of this type of model. In Reilly's research, four well-established scales for measuring social status were used as reflective indicators of an underlying factor called family social status. However, each of these social status scales is composed of several formative indicators. For example, one of the reflective indicators of the second-order family social status construct was Warner's Index of Status Characteristics, which is itself a first-order factor composed of ratings of occupation, source of income, dwelling type, and neighborhood quality. Since occupation, source of income, dwelling type, and neighborhood quality are clearly not interchangeable, have potentially different antecedents and consequences, and would not necessarily covary with each other, they should be viewed as formative indicators of status. Thus, consistent with the Type III model shown in the lower-left panel of figure 2, family social status might be thought of as a second-order construct with four firstorder factors as reflective indicators, each of which is composed of multiple formative indicators.
Another type of factor model is one where the secondorder factor has first-order factors as formative indicators and the first-order factors themselves have reflective indicators (Type II model shown in upper-right panel). Such a model might be appropriate for the multidimensional composite construct of noncontingent influence attributions examined by John (1984) . John measured three different types of noncontingent influence (expert, referent, and legitimate) using reflective measures. These three first-order dimensions were then modeled as being related to what is really a secondorder noncontingent power construct. Although noncontingent power was modeled as having expert, referent, and legitimate power as reflective indicators, we believe it makes more sense to say that channel members have higher levels of noncontingent influence because they possess expert, referent, and legitimate power than it does to say that they have expert, referent, and legitimate power because they possess noncontingent power. Clearly, expert, referent, and legitimate power are relatively independent sources of influence that, together, all share the characteristic of being noncoercive.
Still another multidimensional factor model is the Type IV second-order construct, which has formative indicators for both the first-and second-order factors. This model might be an appropriate specification for Crosby, Evans, and Cowles's (1990) similarity construct. These authors conceived of overall similarity as being a function of appearance, lifestyle, and status similarity. Each of the three dimensions of overall similarity was measured by a series of formative measures. In our view, these three first-order dimensions of similarity (appearance, status, and lifestyle) are formative indicators of the second-order overall similarity construct, because together they determine the overall level of similarity rather than result from it. 
REVIEW OF THE MARKETING LITERATURE

Methodology
Our review up to this point has attempted to clarify the distinctions between formative and reflective indicator measurement models, and the criteria that could be used to decide which model is appropriate to use in a specific instance. Thus, a logical next step would be to review the research literature, apply the criteria, and thereby determine how prevalent measurement model misspecification is in the marketing literature. To our knowledge, no one has ever attempted to systematically evaluate the appropriateness of measurement model specifications used in our field. Such a review would provide insights into not only the extent of Indicates that although authors correctly identified the construct as reflective, they modeled it using partial least squares (PLS), which assumes a formative measurement model. Indicates that although authors correctly identified the construct as formative, they modeled it using PLS or scale scores-neither of which estimate constructlevel measurement error. measurement model misspecification but also would reveal which constructs have been most frequently misspecified. Therefore, in this section, we will report the results of a review of measurement model specifications in the top four marketing journals by examining every construct for which a confirmatory factor analysis has been reported.
The Journal of Consumer Research (JCR), Journal of Marketing (JM), Journal of Marketing Research (JMR), and Marketing Science (MS) were selected as representative of the best journals in the marketing literature. These four journals were searched for the 24-year period from 1977 through to identify all empirical applications of latent variable SEM or confirmatory factor analysis. Methodological papers in which only simulated data were analyzed, or actual data were analyzed for illustrative purposes only, were not considered. Similarly, conventional exploratory factor analysis models, path analysis, and other structural models estimated by regression methods (e.g., models estimated by two-stage least squares), nonlinear structural models, and observed variable models were excluded from the analysis. Therefore, the database analyzed here consists of articles incorporating either confirmatory factor models or latent variable SEM. Using these criteria, we identified 178 articles containing 1,192 constructs modeled as latent factors with multiple indicators.
The classification of the constructs followed a multistep procedure. The first step was for each of the three coders (the authors) to independently read the articles, identify those constructs with multiple measures, and determine how their measurement models were specified. Next, using the criteria in table 1, each construct was classified as formative or reflective. A construct was classified as formative if it clearly met the majority of the criteria in the second column of this table and was classified as reflective if it met most of the criteria in the third column of this table. In those cases where all three coders agreed that the construct met the criteria for either a formative or a reflective measurement model, the construct was assigned to that measurement model category. In instances where the coders disagreed about the extent to which the construct met the various criteria, the points of disagreement were discussed until a consensus was reached. In approximately 14% of the cases, it was difficult, if not impossible, to tell whether the construct should have been modeled as a formative or as a reflective construct. In the majority of these instances (12%), this happened because the authors failed to provide a complete set of items or construct definition, although there were a few instances (2%) when the construct of interest met some of the criteria for a formative scale but other criteria for a reflective scale. However, in all of these cases the benefit of the doubt was given to the authors, and the construct was categorized as being correctly modeled as specified by the author. This procedure was adopted with the goal of making the estimates of misspecification as conservative as possible.
Results Table 2 summarizes our findings across all journals. Several interesting patterns emerge. First, the results indicate that, overall, 71% (68% + 3%) of the latent constructs with multiple measures found in the top-four marketing journals during the past 24 years were correctly modeled, and 29% (28% + 1%) were incorrectly modeled. By far, most of those that were correctly modeled (810 out of a total of 839) were reflective constructs correctly modeled as having reflective measures, while the remainder (29 of 839) were formative constructs correctly modeled as having formative measures. In contrast, the majority of constructs that were incorrectly modeled (336 out of a total of 353) were formative constructs incorrectly modeled as having reflective measures.
Table 2 also reports the results separately for each of the four journals reviewed. The journals differed on the extent to which multiple indicator latent variables were examined. The JM had the greatest number of latent variables (583), and MS had the least (23). Although this is partially due to the fact that MS only began publication in 1982, it cannot account for a discrepancy of this magnitude. It seems more likely that this difference arises more from the methodological focus of MS, its relatively higher proportion of purely analytic studies, and the modeling preferences of the journal's most frequent contributors and sponsoring association (Institute for Operations Research and the Management Sciences [INFORMS] ). However, even these factors seem insufficient to account for a discrepancy of this magnitude.
In addition, it is clear from table 2 that a substantial amount of measurement model misspecification was present in all four journals. The degree of misspecification ranged from a low of 17% for all constructs in the case of JCR, to a high of 34% for all constructs in JM, with JMR at 28% and MS at 30%. Because measurement model misspecification can result in both Type I and Type II errors, these findings suggest that measurement model misspecification is a serious problem, even in the best journals in the field. Finally, table 2 also indicates that the majority of the constructs in the four journals were modeled as having reflective measures and that most of the errors in measurement model specification resulted from the use of a reflective measurement model for constructs that should have been formatively modeled. However, despite these general similarities, there were differences across the journals with respect to the percentage of constructs correctly modeled: 83% for JCR, 66% for JM, 72% for JMR, and 70% for MS. This may be a result of differences in the types of constructs typically examined in the journals. For example, JCR has a greater proportion of studies investigating psychological constructs than managerial constructs, and the opposite is true for JM, JMR, and MS. An examination of the data suggests that the conceptualizations of managerial constructs in the marketing literature are more frequently formative in nature, often defined as combinations of relatively independent factors that together determine the level of the latent construct. Although this can be true of psychological constructs too, it seems to be more likely to be true of constructs in the managerial domain (e.g., market dynamism, noncoercive power, job performance, strategic performance, unfair trade practices, output controls, competitive and market intelligence) than it is of psychological constructs (e.g., brand attitude, purchase intentions, and ad-evoked feelings). Table 3 reports a sample of constructs from our review of the literature that were identified as first-order or secondorder constructs with formative indicators. The columns in the table contain the construct names, the nature of the construct (i.e., first-order or second-order), the study in which the construct was examined, and examples of the indicators used to measure the construct. In the case of the secondorder constructs, the indicators were typically scale scores representing first-order dimensions of the construct. All of the constructs in this table satisfy the decision rules for formative constructs discussed in table 1.
Exemplars of Constructs with Formative Indicators
For illustrative purposes, an attempt was made to select constructs from a variety of different topic areas, including consumer research (e.g., belief structure, emotions, perceived risk, and socioeconomic status); marketing channels (e.g., adaptations made by customer, power source, and satisfaction with channel partner); environmental factors (e.g., supply market dynamism and unfair trade practices); job performance and related behaviors (e.g., sales performance, marketing resources and skills, and marketing orientation); and job attitudes and role perceptions (e.g., job satisfaction, role ambiguity, and role conflict). However, no attempt was made to be exhaustive. Instead, the goal was to demonstrate the appropriateness of a formative indicator model for a broad range of constructs.
HOW BIG A PROBLEM IS MODEL MISSPECIFICATION?
The preceding review of the marketing literature demonstrates that measurement model misspecification is fairly pervasive among published research studies. However, no one has yet demonstrated the extent to which different types of measurement model misspecification influence the estimates of the measurement and structural model parameters. This is important because any bias in the estimates produced by the misspecification could affect the conclusions about the theoretical relationships among the constructs that are drawn from the research. Therefore, a Monte Carlo simulation was conducted to investigate this issue. More specifically, the simulation examined the empirical consequences of inappropriately applying a reflective measurement model to a truly formative construct, since the review of the marketing literature indicates that this is by far the most common type of measurement model specification error.
Figure 3 summarizes the models tested in the Monte Carlo simulation conditions. The simulation conditions varied on whether (1) the measurement model of the focal construct was correctly specified as having formative indicators (e.g., as indicated in correctly specified models 1 and 2 in fig. 3 ) or incorrectly specified as having reflective indicators (as indicated in the misspecified version of models 1A-1C and 2A-2C in fig. 3 ), (2) the focal construct was an exogenous construct (correctly specified model 1) or an endogenous construct (correctly specified model 2) in the structural model, and (3) the item intercorrelations of the focal construct were weak (.1), moderate (.4), or strong (.7). Manipulating the measurement model specification for the focal construct obviously allowed us to investigate the consequences of misspecification. Manipulating the focal construct's position within the model permitted us to test the effects of misspecification on structural parameters leading to the misspecified construct, as well as those structural paths emanating both directly and indirectly from the misspecified construct. Finally, the manipulation of the magnitude of the correlations among the indicators of the formative construct allowed us to test the significance of the effects of misspecification across a variety of situations, including at least 
MODELS FOR SIMULATION
one in which the item intercorrelations are high enough (e.g., .7) that it might appear that a reflective indicator model is appropriate. The complexity of the models was chosen to be representative of those typically found in marketing, with five latent variables and four observed items per factor (cf. Baumgartner and Homburg 1996) . In addition, the values chosen for the parameters of the correctly specified models were selected to meet several criteria as outlined by Paxton et al. (2001) . First, they were chosen to reflect values that are similar in magnitude to those commonly encountered in the marketing literature. Second, the values produced by 2 R the chosen coefficients were also representative of those typically found in consumer behavior and marketing research. Third, the parameters in the model were statistically significant in all populations. Finally, in order to be consistent with the average amount of random and systematic measurement error reported in published marketing studies as reviewed by Cote and Buckley (1987) , the item error variances were set to average 32% for each construct. The chosen population values are shown in figure 3.
After the population values were set and the population covariance matrices calculated, a Monte Carlo simulation was conducted using EQS 5.7b. (The model specification and covariance matrices are available from the first author.) The simulation generated raw data sets of a sample size of 500 from each of the two population covariance matrices. These data sets were then fit to both the correctly specified models and the misspecified models, generating parameter estimates and fit statistics for each replication. As recommended by Paxton et al. (2001) , only data sets with converged and proper solutions were used in the analysis. A total of 500 data sets meeting this requirement were generated for each of the six population conditions in the simulation (e.g., correctly specified models 1A-1C and 2A-2C). Figure 4 reports the percent bias in the unstandardized structural parameter estimates for the misspecified model relative to the population value for each of the six correct models. We define percent relative bias as 100 times the difference between the parameter estimate and its population value divided by the population value. When the formatively indicated construct is in the exogenous position in the model 
PERCENT RELATIVE BIAS IN UNSTANDARDIZED STRUCTURAL PARAMETER ESTIMATES
(model 1, top panel in fig. 4) , measurement model misspecification positively biases estimates of and , but has g g 11 31
no effect on or . ). p's 1 .05 Table 4 shows the goodness-of-fit indices for the correctly and incorrectly specified models. As expected, all of the correctly specified models fit the data adequately, according to every one of the fit indices (e.g., nonsignificant chi-square statistics, Only the chi-square and the GFI were able to detect the measurement model misspecification. More specifically, the chi-square and GFI identified all but one (model 1C) of the six misspecified models. This suggests that when the measurement model is misspecified, researchers may have difficulty detecting it based on the overall goodness-of-fit indices. Although the chi-square statistics are significant, they probably would have been discounted with a sample size of 500 based on the well-recognized dependence of the chisquare on sample size. Therefore, only the GFI would have indicated a lack of fit, and the overall pattern would have suggested that the models fit the data adequately. Indeed, if researchers relied on only the two indices (i.e., the CFI and SRMR) identified by Hu and Bentler (1999) in their simulation as being the best at balancing Type I and Type II errors, they would have been led to conclude that the misspecified models fit the data.
Our simulation results provide strong evidence that measurement model misspecification of even one formatively measured construct within a typical structural equation model can have very serious consequences for the theoretical conclusions drawn from that model. The entire model could appear to adequately fit the data, even though the structural parameter estimates within that model exhibit very substantial biases that would result in erroneous inferences. This is not simply a measurement model or construct validity problem, because its effects clearly extend into the estimates of the structural parameters that drive the development and testing of marketing theory. More specifically, the results indicate that paths emanating from a construct with a misspecified measurement model are likely to be substantially inflated, thus leading to Type I errors. However, paths leading into a construct with a misspecified measurement model are likely to be deflated, thus leading to Type II errors.
RECOMMENDATIONS FOR SPECIFYING FORMATIVE MODELS
Although it is difficult to know precisely why measurement model misspecification has become so pervasive, it is possible to speculate about the potential reasons. First, it may result from the fact that many marketing researchers simply do not think of measurement model relationships as hypotheses to be tested with differing theoretical implications. One indication of the failure to think about measurement relationships is that most articles devote little or no attention to this issue when describing the specification of their models. Another possible explanation is that researchers are simply unaware of the conceptual distinctions between formative and reflective measurement models. Although this is somewhat surprising since the distinction was made in the field over 20 years ago (e.g., Fornell and Bookstein 1982) , it is still relatively uncommon to see references to this distinction in the literature. Still another explanation may be that authors are forced into overreliance on reflective measurement model specifications by journal reviewers who demand high internal consistency between measures and unidimensionality as a condition for acceptance and publication of latent variable research.
However, from our perspective, one of the most likely reasons is that researchers do not know how to correctly specify formative constructs in covariance structure models. Procedures for developing and evaluating measures for reflective principal factor models have been discussed in the literature (Churchill 1979; Nunnally 1978) , but little research has provided guidance on how to specify formative measurement constructs in latent variable structural equation models. This is important, because there are several unique problems associated with the modeling of formative indicator constructs. Therefore, the remainder of this section will provide a series of recommendations on how to develop and specify formative indicator models.
The first issue to decide when designing a study is whether the construct of interest is formative or reflective in nature. This requires a clear conceptual definition of the construct, generation of a set of measures fully representing the domain of the construct, and careful consideration of the relationships between the construct and its measures. The latter judgment could be made on the basis of the decision rules specified in table 1. Our reading of the literature suggests that researchers spend more effort theoretically justifying structural relationships than they do theoretically justifying measurement relationships, even though both should be regarded as hypotheses to be conceptually justified and tested (Bagozzi 1984) . In our experience, concern with establishing the proper direction of causality is common when structural relationships are the focus of attention but rare when measurement relationships are the focus.
Achieving Identification in Formative Indicator Models
Assuming that a formative indicator measurement model is appropriate, the next issue that needs to be addressed is that of model identification. Unfortunately, a model like the one shown in panel 1 of figure 5 is not identified due to indeterminacies associated with the scale of measurement for the latent construct and the construct level error term. MacCallum and Browne (1993) note two conditions necessary for the identification of formative indicator constructs. First, the scale of measurement for the latent construct must be established either by constraining a path from one of the construct's indicators to be equal to one or by constraining the residual error variance for the construct to be equal to one. Second, to resolve the indeterminacy associated with the construct level error term, formative constructs must emit paths to ( 5 ). Although this indeterminacy could also be resolved by fixing the error term to zero (cf. Diamantopoulos and Winklhofer 2001) or by equating it with the residual variance associated with the construct it is hypothesized to influence, MacCallum and Browne (1993) argue that these procedures may not be theoretically appropriate because the former assumes that the formative measures perfectly represent the latent construct, and the latter confounds construct level measurement error with structural error.
In our view, the best option for resolving the identification problem with the construct level error term is to add two reflective indicators to the formative construct, when conceptually appropriate. The advantages of doing this are that (a) the formative construct is identified on its own and can go anywhere in the model (e.g., as an exogenous or endogenous construct), (b) one can include it in a confirmatory factor model and evaluate its discriminant validity and measurement properties, and (c) the measurement parameters should be more stable and less sensitive to changes in the structural relationships emanating from the formative construct.
However, the disadvantage is that it is subject to alternative conceptual interpretations. In form, the model shown in panel 3 of figure 5 is identical to a multiple indicators of multiple causes (MIMIC) model (Jöreskog and Goldberger 1975) . As such, one could interpret this model in three ways: (a) as a single construct with five formative and two reflective measures, (b) as five exogenous variables influencing a single endogenous construct with two reflective indicators, or (c) as a formatively measured construct that influences two manifest measures of two different constructs. Empirically, these interpretations are indistinguishable because they all produce identical estimates of the relationships between the measures and the constructs. The only difference is the conceptual interpretation attached to these relationships.
We would argue that when and in panel 3 of figure Y Y 1 2 5 are content-valid measures tapping the overall level of the construct (e.g., overall satisfaction, overall assessment of perceived risk, overall trust, etc.), and are measures X -X 1 5
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of the key conceptual components of the construct (e.g., facets of satisfaction, risk, or trust), that it makes the most sense to interpret this structure as a single construct with five formative and two reflective indicators. Indeed, in this instance, it would not make sense to interpret this structure as five exogenous variables (e.g., facets of satisfaction, risk, or trust) influencing a separate and distinct endogenous latent construct (e.g., overall satisfaction, risk, or trust) with two reflective indicators, because the five "causes" of the construct are all integral aspects of it and the construct cannot be defined without reference to them. Similarly, it would not make sense to interpret it as a formatively measured construct (e.g., overall satisfaction, risk, or trust) that influences two manifest measures of different constructs because these two measures would obviously tap the exact same conceptual domain (e.g., overall satisfaction, risk, or trust).
To be clear, our point is not that every model with a form like the one depicted in panel 3 of figure 5 should be interpreted as a single construct with both formative and reflective measures but, rather, that it can be if and X -X In order to make these issues more concrete, let us assume that a researcher is interested in studying a consumer's satisfaction with a product. Let us further assume that the consumer satisfaction construct has formative indicators, each of which captures the consumer's satisfaction with distinct attributes or aspects of the product. Thus, as shown in panel 1 of figure 5, the error term for consumer satisfaction is measured at the construct level, and the formative indicators are allowed to freely covary, per conventional practice. As specified in this model, the residual variance associated with consumer satisfaction (zeta 1) would not be identified. One way of obtaining identification would be to add two additional consequences of consumer satisfaction to the model (as shown in panel 2 of fig. 5 ). The likelihood of recommending the product to others and repurchase intentions might be such factors. Assuming that these factors have reflective indicators, and that they are not causally related to each other, the resulting model is identified, including zeta 1 and the new zeta 2 and zeta 3. Another way of achieving identification would be to add two reflective indicators of a consumer's satisfaction with the product (as shown in panel 3 of fig. 5 ). Examples of potentially appro-priate items might be "Overall, how satisfied are you with this product?" and "All things considered, I am very pleased with this product." Since these new indicators capture a consumer's overall level of satisfaction, they are reflective in nature. Therefore, with the addition of these two reflective indicators, the consumer satisfaction construct would now have two paths emanating from it and be identified. It is important to note that this procedure results in measurement error terms ( and ) figure 5 represents a compromise between these alternatives. Of course, to implement any of these solutions, the researcher must be familiar enough with the identification problem to anticipate the need for either additional items or constructs. The construct conceptualization and nature of the indicators to be used should be determined in the questionnaire design stage, so that the need for extra indicators is anticipated early in the research process. This underscores the need for researchers to think as carefully about the measurement model relationships between constructs and their indicators as they do about the structural relationships between constructs. However, having done so, these recommendations would be easy to implement.
Modeling Exogenous Variable Intercorrelations in Formative Indicator Models
Another important issue that needs to be addressed when modeling formative indicator constructs is what to do with the covariances among the exogenous constructs and variables in the structural model. In the SEM literature, the convention is to free all covariances among the exogenous constructs on the grounds that they may be correlated due to spurious causes outside the system of relationships captured by the model. This would suggest that the same practice should be followed in structural equation models that include formative indicator constructs. However, the problem is that formative indicators are exogenous variables in a structural equation model, because they emit paths to a latent construct but do not have any paths coming into them. Consequently, following standard practice would involve adding not only covariances among the latent exogenous constructs in the model but also covariances among the formative indicators and between the formative indicators and the exogenous latent constructs. This often would add a considerable number of nonhypothesized covariances to the model. Two ways of handling this problem have been proposed in the literature (MacCallum and Browne 1993). Neither of these solutions is ideal. The first is to constrain all of the covariances among the exogenous latent constructs and manifest variables to be equal to zero. The advantage of this method is that model parsimony is not undermined by the addition of the nonhypothesized paths and, consequently, the goodness-of-fit indices will be due predominately to the hypothesized (as opposed to nonhypothesized) relationships. However, as noted by MacCallum and Browne (1993) , fixing these covariances at zero will typically result in large blocks of zeros in the predicted covariance (S-hat) matrix. This is a very strong theoretical statement. It assumes that the variables are perfectly uncorrelated. Thus, any common causes of these variables that are outside of the system of relationships represented in the model, any causal relationships among these variables that have been omitted from the model, or even methodological artifacts that are shared by these variables, will contribute to the lack of fit of the proposed model. For these reasons, this does not appear to be an acceptable solution.
Another method of handling the covariances is to follow standard practice and estimate the covariances among all exogenous latent constructs and manifest variables (MacCallum and Browne 1993) . The advantage of this procedure is that the overall fit of the model is not unnecessarily penalized for covariances among the exogenous variables that are due to factors outside of the model. However, the problem with this approach is that it may greatly diminish model parsimony. By adding a substantial number of nonhypothesized covariances to the model, the proportion of nonhypothesized paths relative to hypothesized paths may become quite large and cause the overall goodness of fit of the model to be due more to the nonhypothesized relationships than to the hypothesized ones. This has the potential to lead to erroneous conclusions about the contribution of the hypothesized relationships to the overall fit of the model. Thus, although MacCallum and Browne (1993) recommend this approach as the best solution to the problem, it clearly becomes problematic when the number of formative indicators and exogenous latent constructs is large.
One possible way to mitigate this problem is to explicitly identify the impact of these covariances on the overall fit of the model and take them into account when judging model parsimony. This can be accomplished by estimating a series of hierarchically related (nested) models that sequentially free different sets of parameters. This would permit the effect of the exogenous covariances on the overall fit of the model to be evaluated. For example, one could estimate the following series of models: (a) a completely null model (i.e., no measurement or structural relationships), (b) a model that adds the measurement relationships only, (c) a model that adds covariances among the exogenous constructs and intraconstruct covariances among formative indicators, (d ) a model that adds interconstruct covariances among formative indicators, (e) a model that adds covariances between formative indicators and exogenous latent variables, ( f ) a model that adds the hypothesized relationships between the constructs, and (g) a structurally saturated model. Once this series of models was estimated, the incremental contribution of each of these sets of parameters could be identified by comparing the goodness-of-fit indices associated with these models. In addition, indices similar to the relative normed fit index (RNFI) or relative parsimonious normed fit index (RPNFI) could be used to evaluate the fit of the theoretical model relative to any of the baseline models that precede it in the model hierarchy. In our view, freeing up the covariances among all exogenous constructs and measures is the best approach for dealing with this issue when coupled with full disclosure of the impact of these nonhypothesized relationships on the fit of the model.
CONCLUSIONS
The goals of this research were to draw attention to the theoretical distinctions between formative and reflective measurement models, provide a set of guidelines for deciding on the appropriate measurement model, determine the extent to which measurement model misspecification has occurred in the top-tier marketing journals, examine the effects of measurement model misspecification with a Monte Carlo simulation, and recommend procedures for correctly modeling formative indicator constructs. Our discussion suggests that there are important theoretical and empirical distinctions between formative and reflective indicator measurement models, and that as many as 28% of the latent constructs with multiple indicators published in the top marketing journals were incorrectly specified as reflective when they should have been formative. This misspecification involved not only the relationships between first-order constructs and their indicators but also the relationships between second-order constructs and their first-order indicators. Indeed, our review indicates that this type of measurement model misspecification affects several of the most commonly used constructs in the field. In addition, the Monte Carlo simulation demonstrated that measurement model misspecification severely biases structural parameter estimates and can lead to inappropriate conclusions about hypothesized relationships between constructs. Therefore, measurement relationships must be appropriately modeled. Since most of the specification errors found in the literature involved the failure to properly specify constructs with formative indicators, we have provided a set of guidelines for specifying these types of models.
In closing, we believe that the failure to recognize the distinction between the measurement models discussed in this article potentially has had a number of detrimental effects on progress in the field. For example, it is likely that a large number of studies have been rejected in the review process because reviewers insisted on high internal consistency reliabilities and required a principal factor model to fit the data. As a consequence, constructs that are truly formative in nature may have received less attention in the literature and/or they may have been more likely to have been modeled as scale scores without taking measurement error into account. Perhaps an equally large number of studies have been published with severely restricted construct domains due to the same reviewer bias. This construct domain restriction undoubtedly contributes to the inconsistency in findings across studies (as slightly different subsets of the construct domain are tapped in different studies) and may partially account for the generally low proportion of variance explained in many criterion variables (Peterson, Albaum, and Beltramini 1985) . In addition, as demonstrated by our simulation, the failure to correctly specify the measurement model can lead to different conclusions about the empirical relationships between latent constructs. Thus by implication, a substantial proportion of the empirical results in the literature may be potentially misleading. Therefore, it is imperative for the field as a whole to think more carefully about measurement model relationships and do a better job of making sure that the measurement models used match that conceptualization. Hopefully, this research will aid progress in this area.
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