Abstract This paper is devoted to determining a space-dependent source term in an inverse problem of the time-fractional diffusion equation. We use a fully-discrete method based on a finite difference scheme in time and a local discontinuous Galerkin method (LDG) in space. We investigate the numerical stability and convergence of the proposed method. Finally, various numerical examples are used illustrate the effectiveness and accuracy of the method.
Introduction
In recent years, there has been an extensive amount of research on problems involving the fractional order partial differential equations (PDEs), see e.g. [1, 3-11, 20, 23, 25-27] . In contrast to the classical diffusion equations, the fractional diffusion equations can be used to describe the anomalous diffusion phenomena such as superdiffusion or sub-diffiusion. A time-fractional diffusion equation occurs when replacing the standard time derivative with a time fractional derivative and can be applied in modelling of some problems in porous flows, rheology and mechanical systems, models of a variety of biological processes, control and robotics, transport in fusion plasmas, and many other areas of applications. The direct problems corresponding to the time-fractional diffusion equations have been studied extensively in recent years, on some uniqueness and existence results [8] , on some analytical or numerical solutions [12, 17, 26] , and applying some numerical methods such as finite element methods or finite difference methods [31, 32] . However, in some applied situations e.g an initial value problem with party boundary data or initial data, or on unknown diffusion coefficients or source term we solve them using additional measured data, see e.g. [1, 2, 4-8, 10, 11, 20, 23, 24, 30] and references cited therein.
Here, we focus on an interesting and novel inverse problem defined to the fractional inverse problem. Murio [1, 2, 7] is one of the pioneering scientists in this topic. After that, many works have been published and we mention some of them in the following. In [8] an inverse problem has been considered for determining the order of fractional derivative and the diffusion coefficient in a fractional diffusion equation and a uniqueness result has been also obtained. In [35] , Liu et al. solved a backward problem for the time-fractional diffusion equation by a quasi-reversibility regularization method. Some Cauchy problems for the time-fractional diffusion equation on respectively a bounded domain and on a strip have been investigated in [33, 34] . A modified kernel method to deal with an inverse fractional diffusion equation has been presented in [5] . Wei et al. [10] have dealt with some space-fractional diffusion equations. Rundell et al. [6] have determined an unknown boundary condition in a fractional diffusion equation. Recently, Wei et al. [11, 23, 24] have carried out some recent works. We consider the following time-fractional diffusion equation [23] ,
where the functions a, c, p, k 0 , k 1 and φ are given and u, f are unknown functions. To solve this inverse source problem we need an additional condition
where Γ (·) is the Gamma function. Obviously for α = 1, D α t u = u t . The existence known of a unique weak solution for the direct problem (1.1) has been studied in [20] and the only uniqueness theorem for the inverse source problem mentioned above is the following theorem.
, and c ∈ C[0, 1] satisfies c(x) 0 for all x ∈ [0, 1] then the inverse source problem (1.1)-(1.3) has a unique solution (u, f ). Theorem 1.1 has been proved in [23] where Wei et al. showed that the inverse source problem (1.1)-(1.2) is an ill-posed problem. For α = 1, we encounter a classical illposed problem which has been studied for example in [16, 21] , while for 0 < α < 1, to the best of our knowledge, only a few works have been carried out which we mention some of them. Sakamoto et al. in [20] used additional data u(x 0 ,t) for some given x 0 in the domain to determine p when f is given and the authors obtained Lipschitz stability for p. Wei et al. in [24] applied an extra measurement data to determine p when a = 1, c = 0 and f is given. This special case has been also considered in [29] where a LDG method has been applied. In [33] , a Fourier truncation method has been applied. In [22] , for solving an inverse source problem with p = 1 for one-dimensional case with special coefficients, a Tikhonov regularization method has been provided. In [23] , Wei et al. focused on a multi-dimensional problem with variable coefficients in a general bounded domain. To the best of our knowledge, for the inverse source problem with or without fractional operators, there are no results to the DG methods and the development of the DG methods remains limited. Of course, the forward fractional diffusion equation has been solved successfully by some DG methods. For example, Wei et al. [25] have solved the time-fractional diffusion equation using a fully-discrete LDG method and some space-fractional diffusion equations have been solved by Hesthaven et al. [17, 26] using a local discontinuous Galerkin method in a semi-discrete setting.
In this paper, we want to extend the application of the discontinuous Galerkin method to some inverse source problems and for this purpose, we present a fullydiscrete local discontinuous Galerkin method for solving the inverse source problem of the time-fractional advection-diffusion equation (1.1)-(1.2). In the proposed fullydiscrete method, the time-fractional derivative is discretized by a backward difference scheme and a LDG method has been applied for the space variable.
The rest of the paper is organized as follows. At the end of this section, some preliminaries are prepared. Section 2 is devoted to the construction of the proposed method for the inverse source problem (1.1)-(1.2) and the development of stability and convergence theorems of the proposed method. Some numerical examples are given in Section 3 to illustrate the accuracy and applicability of the method. Finally, a brief conclusion completes the paper.
First we decompose the domain of the problem into some cells (subintervals). For this purpose, we consider a mesh as 0
denotes the cell length and we set h = max 1≤ j≤N ∆ x j . We denote by u For some integer k, we set
as the space of polynomials of degree up to k in each cell I j . We define projections P and P ± as follows
,
).
These projections satisfy the inequality [13, 28] 
where ω e = Pω − ω or ω e = P ± ω − ω, the positive constant C depends solely on ω and is independent of h, τ h denotes the set of boundary points of all elements
Fully discrete LDG scheme
In this section, we describe a numerical scheme for the solution of problem (1.1)-(1.2). For some positive integer M, let ∆t = T /M be the time meshsize and t n = n∆t, n = 0, . . . , M be mesh points. The time fractional derivative (1.3) is approximated by a simple quadrature formula known as the L1 rule [18] ,
where b i = (i + 1) 1−α − i 1−α and γ n is the truncation error with the estimate [19] 
Here C is a constant depending on u, α and T . It is easy to check that b i > 0 for each
We rewrite (1.1) as a first-order system
Let u n h , q n h , f h ∈ V k h be the approximation of u(·,t n ), q(·,t n ), f (.) respectively, and p n = p(t n ). We define a fully discrete local discontinuous Galerkin scheme as follows: find
where Ω = [0, 1] and β = (∆t) α Γ (2 − α). The "hat" terms in (2.2) are the "numerical fluxs", which are single valued functions defined on the edges the one selected based on different guiding principles for different PDEs to ensure stability of the scheme. We take the following simple choice non-uniquê
Following to [14, 15] ,û n h andq n h must be taken from opposite sides. For convenience and without loss of generality, we consider the case a(x) = 1 and c(x) = 0. Using the first equation in (1.1) and equation (1.2), we have
Lemma 2.1 If u t for all t ∈ [0, T ] is bounded and g is sufficiently smooth with bounded derivatives, then f will be bounded.
Proof At first, if |u t | ≤ c then we have
where C 1 is a constant that depends on u, α and T . From Theorem 1.1 and Eq. (2.4)
where C 2 is a constant depending on u, g, α and T .
Related to the stability property of the scheme (2.2), we have the following result.
Theorem 2.1 If u t for all t ∈ [0, T ] is bounded and g is sufficiently smooth with bounded derivatives, then for periodic or compactly supported boundary conditions, the fully-discrete LDG scheme (2.2) is unconditionally stable, and
where κ is a constant depending on f .
Proof We prove this theorem using induction. When n = 1, (2.2) is
Taking test functions v = u 1 h and w = β q 1 h , for periodic or compactly supported boundary conditions, we obtain
Then by using (2.3) and Lemma 2.1 we can get
Now for the following inequality to hold
we must prove that u l+1 h ≤ u 0 h +κ. Let n = l + 1 and take the test functions v = u l+1 h and w = β u l+1 h in scheme (2.2), and using
and then u l+1 h
Related to the convergence of the scheme, we have the following result.
Theorem 2.2 Let u(·,t n ) be the exact solution of (1.1), u n h be the numerical solution of the fully discrete LDG scheme (2.2), g be sufficiently smooth with bounded derivatives and u t for all t ∈ [0, T ] be bounded. Then there holds the following error estimate
where C is a constant depending on u, α, T andC on f , p.
Proof We denote e n u = u(x,t n ) − u n h = P − e n u − (P − u(x,t n ) − u(x,t n )), e n q = q(x,t n ) − q n h = Pe n q − (Pq(x,t n ) − q(x,t n )).
(2.9)
It is easy to verify that the exact solution of (2.2) satisfies
(2.10) Subtracting equation (2.2) from (2.10), we can obtain the error equation
Using equation (2.9), the error equation (2.10) can be written
(2.11) Taking test functions v = u n h and w = β q n h , for periodic or compactly supported boundary conditions, we obtain
(2.12) For n = 1, we have
we can write
If we choose ε very small and use Lemma 1, we obtain
whereC is a constant independent of h, and
Using Eq. (2.12) and choosing a small enough ε, we obtain
Numerical examples
In this section, we present some numerical results to investigate the effectiveness and stability of the proposed method. The maximum time is T = 1 unless otherwise specified. The space and time step is h = 1/N and ∆t = 1/M, respectively. For noisy data, we use
where g(x i ) is the exact data, rand(i) is an uniformly distributed random number in [0, 1] and the magnitude ε indicates a relative noise level. The corresponding noise level is calculated δ = g δ − g . To measure the accuracy of the numerical solutions, we compute the approximate L 2 error as
and the approximate relative error in the L 2 -norm as
To verify the convergence rate, we use the following definition CO = log 2 e(f, 2ε) e(f, ε) . Example 3.1 Consider the inverse source problem of the time-fractional diffusion equation (1.1) with the exact solution u(x,t) = t 2 sin(2πx) and
. We take piecewise P 2 polynomials as the basis functions. Setting ∆t very small, we show in Table 3 .1 that the order of convergence of the proposed method for several α is about three as we expected. In Fig. 1 , we show the errors in L 2 -norm and L ∞ -norm for piecewise P k , k = 1, 2, 3 polynomials for α = 0.5. α sin 5πx. Since the exact solution of this problem is not accessible, we first solve a direct problem using a suitable LDG method to obtain the input data g then we solve the inverse problem using our method. The numerical results for various noise levels ε = 0.005, 0.01, 0.05 for α = 0.2, 0.8 are shown in Fig. 2 . In Table 3 .2, we compare the numerical errors for the proposed method in [23] with the proposed LDG method for different α with a fixed ε = 0.01. In Table 3 .3, we compare the numerical errors and convergence orders for the proposed method in [23] with the proposed LDG method for different ε with a fixed α = 0.6. Without applying any regularization methods, our results are better than reported in [23] .
Example 3.3 Take f (x) = x(x − 0.1)(x − 0.4)(x − 0.6)(x − 0.8)(x − 1). Since the exact solution of this problem is not accessible, we first solve a direct problem using a suitable LDG method to obtain the input data g then we solve the inverse problem using our method. Numerical results for α = 0.95 with various noise levels ε = 0.1%, 1%, 10% are presented in Fig. 3 in which e r ( f , ε) = 0.000178099, 0.000560097, 0.004863713. Without applying any regularization methods, our results are in good agreement with the results of [30] . 
Numerical results for α = 0.95 with various noise levels ε = 0.1%, 1%, 10% are presented in Fig. 4 in which e r ( f , ε) = 0.000175441, 0.002526905, 0.019711478. With- Numerical results for α = 0.95 with various noise levels ε = 0.1%, 1%, 10% are presented in Fig. 5 in which e r ( f , ε) = 0.000048381, 0.000456007, 0.004768183. Without applying any regularization methods, our results are in good agreement with the results of [30] .
Conclusion
In this paper, we have developed a local discontinuous Galerkin finite element method for solving an inverse source problem for the time-fractional diffusion equation. Applying this method without using any regularization methods, we could obtain stable and accurate numerical approximations to the space-dependent source term using an additional condition. The numerical stability and convergence of the present method have been investigated and theoretically proven. Several examples with smooth or none-smooth data are given and the numerical results demonstrate the reliability and efficiency of the proposed method. 
