Introduction {#Sec1}
============

Azopolymer films develop superficial reliefs in response to irradiation with UV/visible light. The phenomenon is described in terms of a light-driven macroscopic mass transport of the polymer chains, triggered by the microscopic photo-isomerization dynamics of the azobenzene molecules embedded into the polymeric matrix^[@CR1]--[@CR3]^. The mass migration takes place only in illuminated areas of the surface and it is highly directional, with a very peculiar sensitivity to polarization and intensity distributions of the irradiating light field. When the illuminating light is linearly polarized, the material displacement mainly occurs in the light polarization direction. Illumination with circularly polarized light induces instead an isotropic motion of the polymer along the direction of the intensity gradients in the light pattern^[@CR1]--[@CR3]^. This polymer motion proceeds from light maxima to light minima, molding in fact the azopolymer surface with the same spatial profile of the illumination pattern.

Since its discovery in 1995^[@CR4],[@CR5]^ with the sinusoidal surface reliefs (*Surface Relief Gratings*, SRGs) induced by the irradiation of azopolymers with the interference pattern of two laser beams, the mass migration and the resulting surface reliefs have been largely exploited as light-induced superficial patterning technique^[@CR6],[@CR7]^. Recent advances in this field are now oriented toward the realization of complex superficial textures, particularly suited for applications in wettability, biology and photonics^[@CR3],[@CR8]--[@CR15]^, and not achievable with standard photoresists that only respond to the light intensity distribution.

Azopolymer textures with a degree of structural complexity higher than the sinusoidal SRGs are typically accomplished by serial illumination steps, examples are: multiple and sequential film exposure^[@CR16]^; direct laser writing through laser beams scanned across the film^[@CR17]--[@CR19]^; light-induced reconfiguration of a properly pre-textured azopolymer surfaces^[@CR20]--[@CR23]^. Besides requiring multi-step approaches, all these methods are limited in terms of versatility and complexity of the achievable surface textures. On the contrary, an approach able to inscribe surface reliefs with almost arbitrary shape would be of great relevance for broadening the range of possible applications of the azopolymers in the field of structural surface engineering. A similar method requires the ability of precisely control the complex spatially-structured light patterns used to irradiate the azopolymer film. To this aim, optical schemes based on *Computer-Generated Holograms* (CGHs)^[@CR24]^, implemented through liquid-crystal Spatial Light Modulators (LC-SLM), are very promising for a complex and single-step structuration of the azopolymer surfaces^[@CR25],[@CR26]^. In the present work, we demonstrate for the first time the inscriptions of high-quality complex surface reliefs having controlled predictable geometries and dimensions, which are achieved through the proper design of the CGH optical scheme and a speckle noise suppression technique.

Results and Discussion {#Sec2}
======================

Hologram design and optical setup {#Sec3}
---------------------------------

Our experimental configuration is based on *phase-only CGHs*, where the reconstruction of a desired holographic intensity pattern in a specific plane of the optical path is achieved by modulating only the wavefront of the light beam. The phase hologram (also named *kinoform*) is accurately calculated using an algorithm based on the Fourier transform relation existing between the complex optical fields in the two focal planes of a converging lens, which is referred to realize a *2f-geometry* (Fig. [1(a)](#Fig1){ref-type="fig"})^[@CR24],[@CR27]^. In this configuration, the intensity pattern to be produced in the second focal plane of the lens (plane B in Fig. [1(a)](#Fig1){ref-type="fig"}) is specified as a target intensity distribution *I*~*t*~(*x*, *y*), while the phase modulation of the beam occurs in the first focal plane of the lens (plane A in Fig. [1(a)](#Fig1){ref-type="fig"}). The hologram calculation in phase-only CGHs requires the calculation of the proper phase profile *ϕ*~*A*~(*μ*, *ν*) (the kinoform) of the beam in the plane A such that the following relation is verified in the plane B:$$\documentclass[12pt]{minimal}
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                \begin{document}$${|{U}_{B}(x,y)|}^{2}\equiv {I}_{t}(x,y)={(FT\{\exp [i{\varphi }_{A}(\mu ,\nu )]\})}^{2}$$\end{document}$$Figure 1Hologram design and optical setup. (**a**) Schematic illustration of the 2f-geometry for a converging lens used for CGHs. The phase profile *ϕ*~*A*~(*μ*, *ν*) of the optical field *U*~*A*~(*μ*, *ν*) is spatially modulated in the first focal plane (plane A) of the lens in order to reconstruct the desired intensity pattern *I*~*t*~(*x*, *y*) = \|*U*~*B*~(*x*, *y*)\|^2^ in the second focal plane (plane B). (**b**) Schematic representation of the optical CGH setup used in this work. The Spatial Light Modulator (SLM) for kinoform implementation is placed in the first focal plane of the lens L~3~, which realizes the 2f-geometry with the Iris plane. This plane is conjugated (through the lenses L~4~ and L~5~) to the objective focal plane where the azopolymer film is placed. Segments f~i~ denote the focal lengths of the corresponding lenses L~i~. (**c**) Digital images and (**d**) zoomed view of a target intensity distribution *I*~*t*~(*x*, *y*) designed as 1080 × 1080 px, representing simple text characters. (**e**) Experimental optical image of the light intensity distribution reconstructed in the focal plane of the microscope objective reproducing the pattern of the target image in panels (c,d). Scale bar 2 µm.

The phase profile *ϕ*~*A*~(*μ*, *ν*), solution of Eq. ([1](#Equ1){ref-type=""}), is found only in approximated form by iterative algorithms which approximately encode the overall optical field information (amplitude and phase) in a pure phase profile^[@CR28]^. In the present work we use the Gerchberg-Saxton (G-S) algorithm^[@CR29]^, which is largely used in situations where the reconstruction of bi-dimensional structured intensity patterns is the goal^[@CR28]^. One of the advantages of the CGHs in respect to the standard holography is that the target intensity distribution *I*~*t*~(*x*, *y*) entering in Eq. ([1](#Equ1){ref-type=""}) can be built digitally by conventional computer graphics, and can be to such extend arbitrary complex. In typical experimental configurations, the optical setup for CGH uses a phase-only LC-SLM to practically implement the calculated kinoforms.

The schematic representation of the SLM-based setup we used in this work is shown in Fig. [1(b)](#Fig1){ref-type="fig"}. After a beam expander (lenses L~1~ and L~2~), the laser beam at λ = 532 nm (from Nd:YVO4 continuous-wave frequency-doubled laser) is reflected onto a computer controlled phase-only SLM (Holoeye Pluto) working in reflection mode. The SLM is placed in the first focal plane of the lens L~3~ to realize the 2f-geometry. The beam, diffracted and modulated by the SLM, is then focused in the second focal plane of the lens L~3~, where a first reconstruction of the holographic intensity pattern is obtained. An iris placed in this plane allows the spatial filtering of the beam, rejecting all the undesired light diffraction orders and the un-modulated light emerging from the SLM. After the iris, the beam is re-collimated by the lens L~4~ and finally focused onto the sample located in the microscope (inverted microscope Zeiss Axio-Observer) sample-holder by means of the external lens L~5~ and the microscope objective (OBJ) (oil-immersion 100X, NA = 1.4). When needed, a CCD camera connected to the microscope (not shown in Fig. [1(b)](#Fig1){ref-type="fig"}) is able to collect the reflected/back-scattered light in the epi-illumination configuration with the laser beam working as illuminating source^[@CR30]^. The focal lengths of the lenses L~3~, L~4~ and L~5~ are properly chosen in order to maximize the spatial resolution of the reconstructed intensity pattern. Once those focal lengths are fixed, a specific relation between the dimensions of the optical fields in the SLM and the sample plane exists. This relation has to be used for the design of the target intensity distribution *I*~*t*~(*x*, *y*) in order to build intensity pattern of controlled lateral dimensions in the sample plane, where the azopolymer film will be placed. The relation can be simply derived from the theory of scalar Fourier optics, specified to the case of discrete optical fields (because of the pixelated nature of the LC-SLM used for the hologram implementation).

For optical fields having *M* × *M* discrete sampling points, the Fourier relation deriving from 2f-geometry in paraxial approximation can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$${U}_{B}(p{{\rm{\Lambda }}}_{x},q{{\rm{\Lambda }}}_{y})=\alpha \sum _{n=0}^{M-1}\,\sum _{m=0}^{M-1}\,{U}_{A}(n{{\rm{\Delta }}}_{\mu },m{{\rm{\Delta }}}_{\nu })\,\exp \,[-i\frac{k(p{{\rm{\Lambda }}}_{x}n{{\rm{\Delta }}}_{\mu }+q{{\rm{\Lambda }}}_{y}{m{\rm{\Delta }}}_{\nu })}{f}],$$\end{document}$$Where *k* = 2*π*/*λ* is the light wavenumber; *f* is the focal length of the lens in 2f-geometry; *α* is a complex constant containing spatially independent amplitude and phase factors; *p*, *n* = 0 ... *M* − 1; *q*, *m* = 0 ... *M* − 1 are the pixel indices, Λ~*x*~ and Λ~*y*~ are the dimensions of the pixel in the reconstruction plane along x and y directions and Δ~*μ*~ and Δ~*ν*~ are the dimensions of the pixel in the object plane along *μ* and *ν* directions. Δ~*μ*~ and Δ~*ν*~ are specified by the physical dimensions of the pixels of the light modulating device. As our modulator has square active pixels, we have Δ~*μ*~ = Δ~*ν*~ = Δ. In order to determine the minimum sampling dimension Λ and the overall lateral dimensions *F* = *M*Λ of the field in the reconstruction plane, let's consider an optical field having lateral dimensions *L* × *L* (with *L* = *M*Δ) in the plane A. Experimentally, such dimensions coincide with the actual illuminated area of the SLM. From relation ([2](#Equ2){ref-type=""}), the field in the reconstruction plane (plane B) has maximum bandwidth^[@CR24]^ *B* = *L*/*λf*. This quantity defines Λ and *F* in the reconstruction plane through the relations:$$\documentclass[12pt]{minimal}
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From relation ([3](#Equ3){ref-type=""}) we can see that Λ depends explicitly on the focal length *f* of the lens as well as on the light wavelength and maximum illuminated area of the SLM. As these two last parameters are typically fixed in the CGH setup, in order to maximize the spatial resolution in the reconstructed optical field, the focal length *f* appearing in Eq. ([3](#Equ3){ref-type=""}) has to be properly chosen in such a way that the sampling dimension Λ is comparable with the diffraction limit of the lens. Once the focal length *f* is chosen, Eq. ([4](#Equ4){ref-type=""}) can then be used then to know the overall lateral dimensions of the holographic pattern and to set a quantitative relation between the pixels in the digital image of the target intensity *I*~*t*~(*x*, *y*) and the physical dimensions of the optical field in the hologram reconstruction plane.

In our experimental configuration, the focal length entering in the Eqs ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}) is the equivalent focal length *f*~*eq*~ = *f*~3~*f*~5~/*f*~4~ of the three lenses L~3~, L~4~ and L~5~ in the telescope configuration shown in Fig. [1(b)](#Fig1){ref-type="fig"}. As the area of the SLM effectively illuminated is approximately 1080 × 1080 pixels, we have *L* = 8.64 *mm* (where we have considered the physical dimension Δ = 8 *μm* of the pixel of our SLM). Choosing *f*~3~ = 400 *mm*, *f*~4~ = 400 *mm* and *f*~5~ = 250 *mm*, we have *f*~*eq*~ = 250 *mm* and the field in the focal plane of the lens L~5~ is diffraction limited (Λ \< *d*, where *d* = *λf*~*eq*~/*D* is the diffraction limit and *D* = 2.54 *cm* is the diameter of the lenses). From Eq. ([4](#Equ4){ref-type=""}), the overall field dimension corresponding to the digital representations of target intensity patterns *I*~*t*~(*x*, *y*) constituted by grayscale images of 1080 × 1080 pixels is *F* = 16.6 *mm* in the focal plane of lens L~5~. A simple proportionality relation can give the physical dimensions of smaller features in the 1080 × 1080 target intensity image.

In order to prove the precise control on the physical dimensions of the reconstructed holographic intensity patterns achieved though this setup design, in Fig. [1(c--e)](#Fig1){ref-type="fig"} we compare the experimentally measured dimensions of a holographic intensity pattern constituted by simple text letters of the word "UNINA" and the corresponding dimensions predicted from Eqs ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}). In particular, considering explicitly the character "I", which has been designed as a 49 pixel long bright pixel area (Fig. [1(d)](#Fig1){ref-type="fig"}) in the 1080 × 1080 digital intensity target image (Fig. [1(c)](#Fig1){ref-type="fig"}), from Eq. ([4](#Equ4){ref-type=""}) we should have a physical dimension of *F*^\*^ = *F* × 49/1080 = 0.75 *mm* for the corresponding intensity feature in reconstructed optical field in the focal plane of the lens L~5~. By focusing this field through the 100X objective, the dimension in the sample plane is expected to be *F*~*focused*~ = 7.5 *μm*. In these estimations, we have neglected any effect of light diffraction. The calculated dimension has to be compared with the measured length *F*~*meas*~ = 7.4 *μm* from the microscope optical image (Fig. [1(e)](#Fig1){ref-type="fig"}) obtained by collecting, through a CCD camera, the holographic light pattern reflected by a silver mirror placed in the focal plane of the microscope objective. The agreement between the predicted and the measured distances is excellent, confirming our ability in designing high-resolution intensity patterns of desired complexity and dimensions.

Speckle noise reduction procedure. {#Sec4}
----------------------------------

The high quality experimental image show in Fig. [1(e)](#Fig1){ref-type="fig"} is not the image of a simple reconstructed CGH, but it is the result of a noise reduction procedure which is necessary to effectively use CGHs for the realization of complex surface reliefs on azopolymers. In fact, every CGH reconstructed from Eq. ([1](#Equ1){ref-type=""}) through the G-S algorithm suffers of grainy noise (the *speckle* *noise*) superimposed to the desired intensity pattern (Fig. [2(a)](#Fig2){ref-type="fig"}).Figure 2Speckle noise reduction though the time averaging of independent kinoforms. Summed images of the holographic intensity pattern reflected by a silver mirror as obtained for (**a**) N = 1, (**b**) N = 10, (**c**) N = 50 time-averaged independent kinoforms. Scale bar 2 um. (**d**) Plot of the speckle severity S measured in each image as function of N. The blue line represents the fitted curve from Eq. ([6](#Equ6){ref-type=""}). (**e**) Zoomed view of the regions corresponding to the center of the character "I" for the target intensity image (top) and averaged holographic patterns obtained for N = 1 (center) and N = 50 (bottom). Scale bar 500 nm. (**f**) Intensity plot traced along the cross sections indicated by the colored arrows in the three images of panel (e).

The speckle noise^[@CR31]^ in the reconstructed holograms arises from the random phase profile necessary in the G-S algorithm to guarantee the convergence^[@CR32]^ of the solution of Eq. ([1](#Equ1){ref-type=""}). However, the random nature of this holographic noise allows us to use a very simple approach for its reduction based on time average of the random speckle patterns. The temporal average can be realized by sequentially displaying several independent kinoforms calculated from the same target intensity profile^[@CR30],[@CR33]--[@CR35]^ at the maximum refresh rate allowed by the SLM. The result of such procedure is an homogenous averaged holographic intensity pattern in which the granularity of the speckle noise affecting each individual reconstructed pattern is drastically reduced in time^[@CR30],[@CR34],[@CR36]^. Such noise-compensating procedure is appropriate for all the applications where the *corrected* holographic light pattern is used to trigger a physical process slower than the possible refresh-rate of the SLM (the maximum refresh-rate of our SLM is 60 Hz). This speckle averaging approach has been already successfully demonstrated for the holographic patterning of graphene-oxide films through light-driven reduction^[@CR34]^ and can be of great relevance also for the complex surface structuring of azopolymers through the light-driven mass transport phenomenon, which occurs on time scales ranging from seconds to minutes.

The physical parameter commonly used to characterize the quality of images affected by the speckle noise is the dimensionless *speckle severity S*^[@CR37],[@CR38]^ defined as:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$S=\frac{\sigma }{\langle I\rangle }.$$\end{document}$$

In Eq. ([5](#Equ5){ref-type=""}), $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle I\rangle $$\end{document}$ is the mean intensity and *σ* is its standard deviation measured in the image. From the definition, it follows that the more the intensity distribution in the image is granular (higher values of σ), higher is the value of the parameter *S*. As the speckle noise reduction method used here involves the average of a number N of statistically independent random variables (the initializing random kinoforms of the G-S algorithm), the expected behavior of the parameter S as function of N is^[@CR30],[@CR34],[@CR36]^:$$\documentclass[12pt]{minimal}
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In order to experimentally characterize the reduction of the speckle noise in our CGH setup through the kinoform time-averaging approach, we analyzed the features of the holographic intensity light pattern presented in Fig. [1](#Fig1){ref-type="fig"}. In this experiment, the sample is constituted by a silver mirror, placed in the focal plane of the microscope objective, which reflects the holographic illumination pattern. The reflected light is collected by the CCD camera, which is programmed to acquire a stack of fixed number of 200 frames. In each experiment, the number N of independent kinoforms displayed cyclically (with a refresh rate of 5 Hz) onto the SLM is variated from N = 1 to N = 50. For each N, a single image (the *summed image*) is reconstructed by summing together all the 200 frames in the acquired stack. In Fig. [2(a--c)](#Fig2){ref-type="fig"} are presented some of the summed images of the holographic intensity patterns obtained for different number N of time-averaged kinoforms. Comparing the images in Fig. [2(a)](#Fig2){ref-type="fig"} and in Fig. [2(c)](#Fig2){ref-type="fig"}, it is clear that the granularity due to speckle noise is visibly reduced passing from N = 1 to N = 10 to N = 50 averaged kinoforms. Also the speckle severity measured in the images is sensibly reduced, showing a monotonically decreasing behavior at increasing values of N which well recovers the expected $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\sqrt{N}$$\end{document}$ trend, as demonstrated by the good agreement between the experimental data and the fit model plotted in Fig. [2(d)](#Fig2){ref-type="fig"}. The improvement in the quality of the time-averaged holographic pattern resulting from speckle time-averaging can also be highlighted from the comparison of the intensity profiles (Fig. [2(f)](#Fig2){ref-type="fig"}) traced across the character "I" of the holographic summed images (Fig. [2(e)](#Fig2){ref-type="fig"}). The intensity cross section obtained from N = 50 averaged kinoforms (blue line) has less fluctuations than the holographic pattern obtained from N = 1 (red line), and it is closer to the desired target intensity profile (green line) of the digital target image shown in the top panel of Fig. [2(e)](#Fig2){ref-type="fig"}.

As the light-induced mass migration of azopolymers strongly depends on the distributions of intensity gradients over the illuminated area of the film, the reduction of holographic speckle noise demonstrated here is crucial for a successful use of CGHs in the realization of high-quality complex surface reliefs. This can be clearly understood from the topographic characterization of the surface reliefs obtained on the surface of a 500 nm thick azopolymer film irradiated with the "UNINA" holographic patterns characterized above. The azopolymer used here has been already fully characterized in previous works^[@CR23],[@CR25]^. In this experiment, different areas of the polymer film have been irradiated for each N, keeping constant both the incident light power (P = 0.45 mW) and the exposure time (t = 100 s). The polarization of the light illuminating the polymer is turned into circular by placing a quarter waveplate in the optical path before the microscope entrance. The resulting surface reliefs have been characterized using an Atomic Force Microscope (AFM) (WITec Alpha RS300^[@CR39],[@CR40]^) operating in tapping mode. Figure [3(a,b)](#Fig3){ref-type="fig"} show the AFM images of the surface reliefs obtained for N = 1 and N = 50, respectively. In the case of film irradiation with the N = 1 holographic pattern, the granular intensity due to the not-compensated speckle noise produces a rough surface modulation, which is instead drastically reduced when the film is irradiated with N = 50 consecutive kinoforms. Figure [3(c)](#Fig3){ref-type="fig"} shows the topographic cross sections traced along the dashed white lines in Fig. [3(a,b)](#Fig3){ref-type="fig"}. In the case of irradiation with N = 50 independent holographic patterns, a clear symmetric surface relief of about 30 nm in depth reproducing the character "I" is obtained. On the contrary, the granular intensity noise affecting the pattern with N = 1 does not allow to recognize a definite shape in the final surface relief (Fig. [3(c)](#Fig3){ref-type="fig"}).Figure 3Effects of the speckle noise suppression on the quality of the surface reliefs inscribed on the azopolymer film. AFM images of the reliefs obtained for (**a**) N = 1 and (**b**) N = 50 averaged holographic patterns. Scale bars 2 *μm*. (**c**) Topographic plots traced along the dashed white lines in the AFM images of panel (a) (red line) and (**b**) (blue line). (**d**) zoomed views and (**e**) relative topographic profiles traced along the colored dashed lines of the character "I" in the reliefs obtained for N = 1 (red) and N = 50 (blue). The vertical lines in the plot indicate the regions used for roughness measurement. (**f**) Plot of the measured roughness as function of N showing $\documentclass[12pt]{minimal}
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The improvement in the quality of the surface reliefs can be characterized by analyzing the surface roughness in reference regions of the pattern (e.g. along the character "I"). Figure [3(d)](#Fig3){ref-type="fig"} shows the zoomed view of the analyzed surface relief area for N = 1 and N = 50, while Fig. [3(e)](#Fig3){ref-type="fig"} reports the relative topographic profiles traced along the vertical dashed lines in the AFM images. The surface roughness is measured as standard deviation of 6 um long topographic profiles traced along the axis of the relief (indicated by the vertical dashed lines in Fig. [3(e)](#Fig3){ref-type="fig"}). The roughness measured from the AFM images of the reliefs obtained from the irradiation of holographic patterns with different number N of averaged kinoforms is plotted in Fig. [3(f)](#Fig3){ref-type="fig"}. This is reduced from 9 nm to 3 nm passing from N = 1 to N = 50 (Fig. [3(f)](#Fig3){ref-type="fig"}), while an overall $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sim \,C/\sqrt{N}$$\end{document}$ behavior is obtained also in this case, as confirmed by the agreement of the fitted model to the data in Fig. [3(f)](#Fig3){ref-type="fig"}. Furthermore, the measured length (7.5 *μm*) of the surface relief for N = 50 (Fig. [3(e)](#Fig3){ref-type="fig"}) is in perfect agreement with the dimensions expected from the holographic design described above.

Complex holographic surface reliefs {#Sec5}
-----------------------------------

Once the ability to precisely control the dimensions and the quality of the surface reliefs has been demonstrated, the potential in the use of CGHs for the inscription of more complex surface reliefs in a single illumination step can be proven. Figure [4](#Fig4){ref-type="fig"} shows the design and the experimental realization of two holographic surface reliefs reproducing a compass rose and the logo of our institution, which serve as examples of arbitrary complex surface reliefs achievable with this illumination scheme. Figure [4(a and d)](#Fig4){ref-type="fig"} show the images of the digital target intensity patterns *I*~*t*~(*x*, *y*) used as input for the kinoform calculation algorithm and realized by standard computer software for graphics manipulation. The corresponding experimental time-averaged holographic light patterns (obtained for N = 50 independent kinoforms) in the microscope objective plane are shown Fig. [4(b and e)](#Fig4){ref-type="fig"}. These are the summed images of 200 CCD-recorded frames of the reconstructed light field reflected by a silver mirror placed in the sample plane. The illumination of the azopolymer film with these holographic light patterns creates high-quality reproductions of the target images of Fig. [4(a and d)](#Fig4){ref-type="fig"} in form of modulation of surface topography of the azopolymer. The AFM images of the azopolymer surface reliefs obtained from the irradiation of circularly polarized light with laser power of 0.7 mW and exposure time of 8 min are shown in Fig. [4(c and f)](#Fig4){ref-type="fig"}, respectively. These reliefs have a degree of structural complexity never reached before in the structuration of azopolymer films with other standard illumination schemes. It is worth remaking here that the depth of the surface reliefs can be controlled by the irradiance of the illuminating light and that the surface structuration arising from the light-induced mass migration of the azopolymer is not related to any destructive process at the azopolymer surface, allowing in principle even reversible light-induced surface modulations.Figure 4High-quality complex surface reliefs produced by structured holographic light patterns. (**a**) and (**d**) show the digital images of the two complex patterns representing the target intensity distributions *I*~*t*~(*x*, *y*) used for kinoform calculation. (**b**) and (**e**) are the experimental holographic summed optical images of the time-averaged light patterns used for the irradiation of the azopolymer film corresponding to the target intensities in panel (a) and (d), respectively. These images are reconstructed from summation of 200 CCD-collected frames of N = 50 independent holographic light patterns reflected by a mirror placed in the microscope focal plane. (**c**) and (**f**) AFM images of the corresponding complex holographic surface relief inscribed in a single illumination step onto the surface of the azopolymer film. The laser was circularly polarized. The power was 0.7 mW and the exposure time 8 min for both the experiments. Scale bars 5 *μm*.

Conclusions {#Sec6}
===========

In the present work we have demonstrated the possibility offered by a CGH scheme in achieving single-step complex and controlled surface reliefs onto an azopolymer film through the light-induced mass migration phenomenon occurring in these materials. The CGHs allow the accurate design of structured intensity patterns with desired lateral dimensions, while a time-averaging speckle noise reduction method allows the transfer of the holographic intensity patterns into surface reliefs with high quality. In the typical illumination configuration, the highly focused illumination pattern (obtained here through a 100X microscope objective) allows to reach sub-micrometer spatial resolutions for the inscribed surface reliefs, opening to possible use of this illumination configuration in photo-lithography. However, scalable surface reliefs can be simply achieved by using microscope objectives with smaller magnification factors. The results shown here can be of relevance for applications of azopolymers in the fields of wettability, adhesion, biology and photonics, where also the reversibility of the non-destructive light-induced mass migration phenomenon could be exploited.
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