In this paper, a class of neutral type high-order Hopfield neural networks with mixed time-varying delays and leakage delays on time scales is proposed. Based on the exponential dichotomy of linear dynamic equations on time scales, Banach's fixed point theorem and the theory of calculus on time scales, some sufficient conditions are obtained for the existence and global exponential stability of pseudo almost periodic solutions for this class of neural networks. Our results are completely new. Finally, we present an example to illustrate our results are effective. Our example also shows that the continuous-time neural network and its discrete-time analogue have the same dynamical behaviors for the pseudo almost periodicity.
Introduction
Due to the fact that high-order Hopfield neural networks (HHNNs) have stronger approximation property, faster convergence rate, greater storage capacity, and higher fault tolerance than lower-order neural networks, high-order Hopfield neural networks have been the object of intensive analysis by numerous authors in recent years. In particular, there have been extensive results on the problem of the existence and stability of equilibrium points, periodic solutions and almost periodic solutions of HHNNs in the literature. We refer the reader to [1] [2] [3] [4] [5] [6] [7] [8] [9] and the references cited therein. For example, authors of [1] studied the problem of global exponential stability properties of such high-order Hopfield-type neural networks by utilizing Lyapunov functions; authors of [2] derived some sufficient conditions for the global asymptotic stability of equilibrium point of HHNNs with constant time delays in terms of linear matrix inequality.
In fact, it is natural and important that systems will contain some information about the derivative of the past state to further describe and model the dynamics for such complex neural reactions [10] , many authors investigated the dynamical behaviors of neutral type neural networks. For example, authors of [11] [12] [13] [14] [15] studied the stability, periodic solutions and almost periodic solutions for different classes of neutral type neural networks, respectively.
As we known, time delays inevitably exist in biological and artificial neural networks because of the finite switching speed of neurons and amplifiers [16] , which can also affect the stability of neural network systems and may lead to some complex dynamic behaviors such as oscillation, chaos and instability. In reality, the mixed time-varying delays should be taken into account when modeling realistic neural networks [17] . A leakage delay, which is the time delay in the leakage term of the systems and a considerable factor affecting dynamics for the worse in the systems, is being put to use in the problem of stability for neural networks. Such time delays in the leakage term are difficult to handle but has great impact on the dynamical behavior of neural networks [18] [19] [20] [21] . Therefore, it is significant to consider neural networks with time delays in leakage terms.
Besides, both continuous-time and discrete-time neural networks have equally importance in various applications and the theory of time scales was initiated by Hilger [22] in his Ph.D. thesis in 1988, which can unify the continuous and discrete cases. Many authors have studied the dynamics of neural networks on time scales [15, [23] [24] [25] . For example, in paper [24] , some sufficient conditions for the existence and global exponential stability of almost automorphic solutions for a class of neutral type HHNNs with delays in leakage terms on time scales are obtained; in paper [25] , the existence and global exponential stability of anti-periodic solutions for competitive neural networks with delays in the leakage terms on time scales are investigated.
On the other hand, the concept of pseudo-almost periodicity, which is the central subject in this paper, was introduced by Zhang [26] in the early nineties. As pointed out by Dads et al. in [27] , it would be of great interest to study the dynamics of pseudo almost periodic systems with time delays. Pseudo almost periodic solutions in the context of differential equations were studied by several authors in [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] . For example, authors of [40] studied the existence and the global exponential stability of the positive pseudo almost periodic solutions, which are more general and complicated than periodic and almost periodic solutions; authors of [41] studied the existence and uniqueness of pseudo almost periodic solution of the shunting inhibitory cellular neural networks with time-varying delays in the leakage terms by using the exponential dichotomy theory and contraction mapping fixed point theorem. Recently, the concept of the pseudo almost periodic function on time scales has been introduced by Li and Wang [42] . However, to the best of our knowledge, there is no paper published on the existence and stability of pseudo almost periodic solutions for neutral type HHNNs with mixed time-varying delays and leakage delays on time scales, which is very important in theories and applications and also is a very challenging problem.
Motivated by the above discussion, in this paper, we propose a neutral type high-order Hopfield neural network with mixed time-varying delays and leakage delays on time scales as follows:
where T is an almost periodic time scale, i = 1, 2, . . . , n, n corresponds to the number of units in a neural network; x i (t) denotes the activation of the ith neuron at time t; c i (t) > 0 represents the rate with the ith unit will reset its potential to the resting state in isolation when disconnected from the network and external inputs at time t; a ij (t), b ij (t) and d ij (t) represent the delayed strengths of connectivity and neutral delayed strengths of connectivity between cell i and j at time t, respectively; T ijl (t) denotes the second-order connection weights of the neural network; f j , g j , h j and k j are the activation functions in system (1.1); I i (t) is an external input on the ith unit at time t; δ i denotes the leakage delay at time t and satisfy t − δ i (t) ∈ T, τ ij , σ ij , ξ ijl and ζ ijl are transmission delays at time t and satisfy t − τ ij (t) ∈ T ,
And we introduce the following notations:
The initial condition associated with system (1.1) is of the form
where θ = max{δ, τ, σ, ξ, ζ}, δ = max
This paper is organized as follows. In Section 2, we introduce some definitions, make some preparations for later sections and extend the almost periodic theory on time scales with the delta derivative to that with the nabla derivative. In Section 3, by utilizing Banach's fixed point theorem and the theory of calculus on time scales, we present some sufficient conditions for the existence of pseudo almost periodic solutions of (1.1). In Section 4, we prove that the pseudo almost periodic solution obtained in Section 3 is globally exponentially stable. In Section 5, we give an example to demonstrate the feasibility of our results.
Preliminaries
In this section, we shall first recall some fundamental definitions and lemmas. Also, we extend the almost periodic theory on time scales with the delta derivative to that with the nabla derivative.
A time scale T is an arbitrary nonempty closed subset of the real set R with the topology and ordering inherited from R. The forward jump operator σ : T → T is defined by σ(t) = inf s ∈ T, s > t for all t ∈ T, while the backward jump operator ρ : T → T is defined by ρ(t) = sup s ∈ T, s < t for all t ∈ T.
A point t ∈ T is called left-dense if t > inf T and ρ(t) = t, left-scattered if ρ(t) < t, right-dense if t < sup T and σ(t) = t, and right-scattered if σ(t) > t. If T has a left-scattered maximum m, then
A function f : T → R is ld-continuous provided it is continuous at left-dense point in T and its right-side limits exist at right-dense points in T.
Definition 2.1. ( [43, 44] ) Let f : T → R be a function and t ∈ T k . Then we define f ∇ (t) to be the number (provided its exists) with the property that given any ε > 0, there is a neighborhood U of t (i.e, U = (t − δ, t + δ) ∩ T for some δ > 0) such that
for all s ∈ U, we call f ∇ (t) the nabla derivative of f at t.
The set of all ν-regressive and left-dense continuous functions p : T → R will be denoted by R ν = R ν (T) = R ν (T, R). We define the set R
If p ∈ R ν , then we define the nabla exponential function bŷ
with the ν-cylinder transformation
Let p, q ∈ R ν , then we define a circle plus addition by (p
Lemma 2.4. Suppose that f (t) is an ld-continuous function and c(t) is a positive ld-continuous function which satisfies that c(t) ∈ R
Proof. 
is a relatively dense in T; that is, for any given ε > 0, there exists a constant l(ε) > 0 such that each interval of length l(ε) contains at least one τ = τ (ε) ∈ E(ε, f ) such that
The set E(ε, f ) is called the ε-translation set of f (t), τ is called the ε-translation number of f (t) and l(ε) is called the contain interval length of E(ε, f ).
f is almost periodic} and BC(T, R n ) denote the space of all bounded continuous functions from T to R n . Define the class of functions P AP 0 (T) as follows:
Similar to Definition 4.1 in [42] , we give
where g ∈ AP (T) and φ ∈ P AP 0 (T). Denote by P AP (T) the set of pseudo almost periodic functions.
By Definition 2.4, one can easily show that
Proof. From Definition 2.4, we have ϕ = ϕ 1 + ϕ 2 , where ϕ 1 ∈ AP (T) and ϕ 2 ∈ P AP 0 (T). Set
Firstly, it follows from Theorem 2.11 in [45] that E 1 ∈ AP (T). Then, we show that E 2 ∈ P AP 0 (T) because
Thus E 2 ∈ P AP 0 (T). So E ∈ P AP (T). The proof is complete.
Similar to Definition 2.12 in [45] , we give Definition 2.5. Let A(t) be an n × n matrix-valued function on T. Then the linear system
is said to admit an exponential dichotomy on T if there exist positive constant K, α, projection P and the fundamental solution matrix X(t) of (2.1), satisfying
where · 0 is a matrix norm on T (say, for example, if A = (a ij ) n×m , then we can take
Consider the following almost periodic system
where A(t) is an almost periodic matrix function, f (t) is an almost periodic vector function. Similar to the proof of Theorem 5.2 in [42] , we can get the following lemma.
Lemma 2.7. Suppose that A(t) is almost periodic, (2.1) admits an exponential dichotomy and the function f ∈ P AP (T). Then (2.2) has a unique bounded solution x ∈ P AP (T) that can be expressed as follows:
where X(t) is the fundamental solution matrix of (2.1).
Similar to the proof of Lemma 2.15 in [45] , we have
Then the linear system
admits an exponential dichotomy on T, where m(c i ) denote the mean-value of c i , i = 1, 2, . . . , n.
The existence of pseudo almost periodic solution
In this section, we will state and prove the sufficient conditions for the existence of pseudo almost periodic solutions of (1.1).
Let
with the norm ϕ B = sup t∈T ϕ(t) , where ϕ(t) = max
Throughout this paper, we assume that the following conditions hold:
ν denotes the set of positively regressive functions from T to R, i = 1, 2, . . . , n; , c
where
Then system (1.1) has at least one pseudo almost periodic solution in the region E = {ϕ ∈ B : ϕ B ≤ r}.
Proof. Rewrite (1.1) in the form
For any ϕ ∈ B, we consider the following system
Since min 1≤i≤n inf t∈T c i (t) > 0, it follows from Lemma 2.8 that the linear system
admits an exponential dichotomy on T. Thus, by Lemma 2.7, we know that system (3.1) has exactly one pseudo almost periodic solution which can be expressed as follows:
Define the following operator
We will show that Φ is a contraction.
First, we show that for any ϕ ∈ E, we have Φϕ ∈ E. Note that
Therefore, we can get
≤ r, i = 1, 2, . . . , n.
On the other hand, for i = 1, 2, . . . , n, we have
In view of (H 4 ), we have
which implies that Φϕ ∈ E. Hence, the mapping Φ is a self-mapping from E to E. Next, we shall prove that Φ is a contraction mapping. For any ϕ, ψ ∈ E, we denote
Then, for i = 1, 2, . . . , n, we have
By (H 4 ), we have
Hence, we obtain that Φ is a contraction mapping. By the fixed point theorem of Banach space [47] , it follows that Φ has a fixed point in E; that is, system (1.1) has a unique pseudo almost periodic solution. This completes the proof of Theorem 3.1.
Global exponential stability of pseudo almost periodic solution
In this section, we will study the exponential stability of pseudo almost periodic solutions of (1.1).
Definition 4.1. The pseudo almost periodic solution x * (t) = (x * 1 (t), x * 2 (t), . . . , x * n (t)) T of system (1.1) with initial value ϕ * (t) = (ϕ *
T is said to be globally exponentially stable if there exist a positive constant λ with ⊖ ν λ ∈ R + and M > 1 such that every solution x(t) = (x 1 (t), x 2 (t), . . . , x n (t)) T of system (1.1) with initial value ϕ(t) = (ϕ 1 (t), ϕ 2 (t), . . . , ϕ n (t))
T satisfies
where ψ = sup
Theorem 4.1. Assume that (H 1 )-(H 4 ) hold, then system (1.1) has a unique almost periodic solution that is globally exponentially stable.
Proof. From Theorem 3.1, we see that system (1.1) has at least one pseudo almost periodic solution
T is an arbitrary solution of (1.1) with initial value ϕ(t) = (ϕ 1 (t), ϕ 2 (t), . . . , ϕ n (t))
T . Then it follows from system (1.1) that
where u i (t) = x i (t) − x * i (t) and i = 1, 2, . . . , n. The initial condition of (4.1) is
where s ∈ [−θ, 0] T , i = 1, 2, . . . , n. Rewrite (4.1) in the form
Multiplying the both sides of (4.2) byê −c i (t, ρ(s)) and integrating over [t 0 , t] T , where t 0 ∈ [−θ, 0] T , by Lemma 2.4, we get
Let R i be defined as follows:
By (H 4 ), we get
Since R i is continuous on [0, +∞) and
we can choose a positive constant 0 < λ < min a, min
which implies that
Hence, it is obvious that
where ⊖ ν λ ∈ R + . We claim that
To prove (4.6), we show that for any P > 1, the following inequality holds:
which implies that, for i = 1, 2, . . . , n, we have
and
If (4.7) is not true, then there must be some t 1 ∈ (t 0 , +∞) T and some i 1 , i 2 ∈ {1, 2, . . . , n} such that
Therefore, there must exist a constant c ≥ 1 such that
In view of (4.3), we have
e λ (t 1 , u)∇u < cP Mê ⊖ν λ (t 1 , t 0 ) ψ B .
The above two inequalities imply that z(t 1 ) B < cP Mê ⊖ν λ (t 1 , t 0 ) ψ B , which contradicts (4.10), and so (4.7) holds. Letting P → 1, then (4.6) holds. Hence, the pseudo almost periodic solution of system (1.1) is globally exponentially stable. The proof is complete.
An example
In this section, we will give an example to illustrate the feasibility and effectiveness of our results obtained in Sections 3 and 4.
Example 5.1. Let n = 2. Consider the following neural network system on time scale T: b ij (t)g j (x j (t − τ ij (t))) + T ijl (t)k j (x j (t − ξ ijl (t)))k l (x l (t − ζ ijl (t))) + I i (t), Therefore, whether T = R or T = Z, all the conditions of Theorem 3.1 and Theorem 4.1 are satisfied, hence, we know that system (5.1) has a pseudo almost periodic solution, which is globally exponentially stable. This is, the continuous-time neural network and its discrete-time analogue have the same dynamical behaviors for the pseudo almost periodicity.
