A frequency domain least squares estimator is presented for identifying linear, The total least squares, generalised total least squares, and weighted, nonlinear least squares estimators are constructed. The latter two are shown to be consistent.
Introduction
In many engineering applications the assumption of time invariance is not fulfilled. Consider for instance the identification of the resonance frequency and the damping of the wings of a plane. These are functions of the flight speed and height and, thus, are timevarying while flying [1] . The ability of identifying time-varying models on these kinds * This paper is a postprint of a paper submitted to and accepted for publication in IET Control Theory and Applications (vol. 5, issue 7, pp. 923-933, 2010) and is subject to IET copyright. The copy of record is available at doi: 10.1049/iet-cta.2010.0223 of systems is more than welcome. Note that, in this first example, the time variation is dependent on two (controllable) scheduling parameters, namely the flight speed and the height of the plane. Earlier work that focused on modelling such systems with scheduling parameters had parameter estimators constructed in the time domain [1, 2, 3] . In the present work, the dependence on scheduling parameters is not taken into account, resulting in possibly less rich models. However, the simplicity of implementing the proposed estimators reliefs (at least partly) that burden. Moreover, having identified a time-varying model, and combining this with the measured scheduling parameters, a parameter varying model could be obtained in a second step.
Another application example is the impedance of a metal undergoing an electrochemical reaction, such as pitting corrosion [4] . Since the number and size of the pits evolve in time, this too is a time-varying system. As the time variation of this system is not controllable by an external scheduling parameter, it is simply referred to as 'timevarying'. This example is a suitable application for the present study.
Time domain identification techniques of time-varying systems have been studied before. A state-space polytopic model was identified in [1] to describe an airplane's dynamic. LPV (Linear Parametric Varying) models are discussed in [2, 3] for modelling systems whose dynamics depend on scheduling parameters. [5, 6, 7, 8, 9 ] discuss the theory and application examples of recursive identification, which models time-varying systems as series of time invariant models. Difference equations whose coefficients are projected on functional spaces are proposed in [10] and Chapter 6 in [5] . Note that all of these time domain techniques are constrained to discrete time models. The method discussed in this paper, although making use of sampled data, has the ability of identifying continuous-time systems from band-limited noisy input-output observations. Also, and contrary to previous work, a frequency domain reasoning is used in this paper. Frequency domain methods have proven their usefulness in system identification for the efficient selection of a desired frequency band of interest and the immediate identification of continuous-time LTI (Linear and Time Invariant) models from sampled data in a band-limited measurement setup (Chapter 8 in [11] ). Also, the use of a non-parametric model for the disturbing noise is perfectly allowed [12] whereas, when using time domain models, the noise is usually assumed to be white or should be identified parametrically and simultaneously with the dynamics of the system under consideration [9] .
Time domain approaches are mostly restricted to identifying discrete time models, which have proven their usefulness in control applications, where the input signal of the system is perfectly known. A Zero Order Hold (ZOH) model can be built that exactly matches the input to output samples. However, a discrete time model approximating a continuous-time model in a band-limited setup requires higher order dynamics and is never exact [13] .
Methods for identifying continuous-time LTI systems using sampled signals have been studied before [11, 14] . The required derivatives of the signals are, in most cases, approximated by applying carefully designed digital filters to the sampled signals. Next, discrete time models are obtained, whose parameters are equal to (or uniquely determined by) the parameters of the original continuous-time models. However, the extension of these methods to LTV systems are not available. Also, the method proposed in the present paper does not require the laborious design of derivative-approximating filters. Instead, the derivatives are computed purely in the frequency domain by multiplying the spectra by the appropriate power of jω, and the errors due to windowing and sampling are proven to be captured by additional polynomial regressors in the regression matrix.
In this work, the system model considered is a linear ordinary differential equation with time dependent coefficients. The latter are assumed to be described by polynomials in time. The advantage of projecting the parameters on a functional space is the low number of required parameters, w.r.t. recursive techniques. It will be shown how the required Fourier transforms of the signals can be approximated by the discrete Fourier transforms of their sampled counterpart, provided that half the sampling frequency exceeds the excited frequency band. The total least squares and generalised total least squares estimators are constructed. The latter is shown to be consistent. The weighted nonlinear least squares which, apart from being consistent, has a natural weighting of the residuals, is also discussed.
The remainder of this paper is organised as follows. Section 2 introduces the system model considered, and the computation in the frequency domain of the regression matrix (required for the frequency domain estimators) from sampled continuous-time data. Section 3 discusses the assumptions on the experimental set-up and on the disturbing inputoutput noise. The total least squares estimator is discussed and illustrated in Section 4, providing a robust implementation w.r.t. disturbing noise. In Section 5, consistency is discussed for time-varying systems and the generalised total least squares and weighted nonlinear total least squares estimators are constructed. The consistent estimators are illustrated on simulation and measurement data in Sections 6 and 7 respectively, while Section 8 draws the conclusions.
Model Equation

Time domain model equation
The considered systems are assumed to fulfil a linear ordinary differential equation (ODE) with time-varying coefficients:
where u(t) and y(t) are the input and output signals respectively. The time-varying coefficients α n (t) and β n (t) are assumed to be real valued polynomials in t:
Remark 2.1 As polynomials have the property to be unbounded for t → ±∞, system (1)
is most likely to be unstable if not restricted to a limited time window. In the remainder, it will be assumed that (1) and (2) are (at least) valid in the time interval t ∈ [0, T ].
Remark 2.2 Note that, in practical situations, the time interval in which the measurement is performed should be chosen such that the estimated model fits the needs of the application at hand. The system is then assumed to be approximated inside that time interval by (1) . No information is acquired concerning the system's behaviour outside that time interval. Thus, the user must decide how much of the time variation should be captured by the model.
A more general parametrisation of system (1) is
where b p (t) is a polynomial in t and Ψ n {x} is a polynomial derivative operator on x.
If the sets {b 0 (t), . . . , b p (t)} and {Ψ 0 {x}, . . . , Ψ n {x}} form bases for polynomials in t of order p, and polynomial derivative operators on x of order n respectively, then a linear relationship exists betweenα n,p (resp.β n,p ) and the parameters α n,p (resp. β n,p ) of (1) . As a consequence, (1) and (3) are equivalent. For simplicity, the derivation for the computation of the model equation will be performed for (1) . In Section 4.1, it will be shown how a good choice of b p (t) and Ψ n {x} allows for a better robustness of the total least squares estimator to noise.
The identification problem consists of estimating the system parameters, namely the coefficients α n,p and β n,p (or equivalentlyα n,p andβ n,p ) from measurements of the input and output signals. The model can be generalised to allow piecewise polynomial variations. Additional (linear) constraints are then applied to the system parameters to ensure smooth transitions between time pieces, as was briefly discussed in [15] . As such, arbitrary time variations can be modelled.
Define (for further use in Sections 4.2, 6 and 7) the equivalent instantaneous system at a constant time instant t * as the time invariant system described by the differential
Frequency domain model equation
The differential equation (1) can be rewritten in the frequency domain by applying the Fourier transform to its both sides.
where F{x} is the Fourier transform of x. As noted, these Fourier transforms are considered at a discrete set of angular frequencies
is the angular frequency corresponding to the kth bin of the Discrete Fourier Transform (DFT) of a sampled time domain signal of length T . K is a set of considered frequency indices, determining the frequency band(s) of interest. The latter is, in the same frame of mind as Remark 2.1, determined from the application area of the system under test.
One should ensure that the frequencies corresponding to the indices in K yield the frequency band in which the system is (usually) operated. N is the number of samples in the measurement record, as elaborated in Section 2.4.
Equation (5) being linear in the system parameters, it can be rewritten as
with θ the column vector stacking all the system parameters
and
, with X equal to Y or U , consistent with N x equal to N α or N β , and with F the number of elements in K. K will be referred to as the regression matrix. The column of K Y (resp. K U ) corresponding to α n,p (resp. β n,p ) is given by
Some practical aspects for computing K arise:
• The Fourier transform is meant to be applied to an infinitely long signal, which is certainly not available. The effect of restricting (8) to a finite record length is taken into account in Section 2.3 (and is consistent with Remark 2.1).
• The continuous time signals are available as sampled series. The possible aliasing errors will be discussed in Section 2.4.
It will be shown that both errors can be approximated very well by a polynomial function of the frequency.
Windowing the signals
Denote w(t) to be a rectangular function of width T :
Consider the signal x(t) with continuous time derivatives up till order n in t ∈]0, T [ and compute the Laplace transform of the windowed signal:
where the first equality is proven in Appendix A. X(s) = L{w(t)x(t)} denotes the Laplace transform of the windowed signal x(t) (s is the Laplace variable) and I (p)
x,n (s) is a polynomial of order less than or equal to n − 1 when evaluated at the DFT frequencies.
Note that expression (10) chooses the most convenient domain (time or frequency) to perform the operations on the signals (a multiplication is preferred to a derivative), provided that the Laplace transform (and its inverse) can be computed.
Both sides of expression (1) may be multiplied by the same arbitrary time function, yielding a new, valid expression. Multiplying both sides of (1) by w(t) and computing the Laplace transform of the result by using (10) gives
It reveals that the windowed signals u T (t) and y T (t) fulfil a very similar ODE as the original one: when evaluated at s k = jω k the only difference is the polynomial I(s k ) of
Similarly as for (6), when sampled at s k , (11) is rewritten as identification of α n,p and β n,p they are reconstructible from the system equation and the identified parameters, ii) they are hardly distinguishable from aliasing errors, as explained in Section 2.4. However, the polynomial regression vectors being non-orthogonal w.r.t.
the regression vectors (13), the inclusion of I(s k ) in the estimation is required to ensure a strict separation of the system dynamics from the transient and alias errors.
Sampling the signals
In practical situations, the signals are available as sampled data. The required Fourier transforms can be approximated by their DFT (Discrete Fourier Transform):
where
is the sample period, N = T f s is the number of sampled points in the record, and t d denotes the sample time indices. Define also the inverse DFT operation.
The Fourier transform and its inverse are thus approximated by the left Riemann sum of their corresponding integral. It is well known (Section 7.1.1 in [16] ) that
such that the actual output spectrum is repeated around each multiple of f s . The approximations involved are discussed in the following two sections, distinguishing two cases:
• Periodic, band-limited signals (as possibly applicable for the input signal), and
• Non-periodic, almost band-limited signals, as is the case for the response of an arbitrarily time-varying system, excited by a band-limited signal.
Regression terms for periodic, band-limited signals
outside that interval), one has:
such that the DFT of a periodic, windowed (rectangular), sampled band-limited signal is exactly equal to its Fourier transform at the Fourier frequencies ω k = 2πk T if the period of the signal (or an integer multiple of it) coincides with the length of the window.
As required by (13) , the term L {t p L −1 {s n X BL (s)}}| s=jω k should be computed (or at least approximated) using sampled signals. Since L −1 {s n X BL (s)} is still band-limited and periodic, this inverse Laplace transform can be computed exactly at the sample points using the iDFT. This yields
Knowing that a multiplication in the time domain is a convolution in the frequency domain (Section 4.5 in [16] ), the Fourier transform F{•} of the left hand side of (17) gives
The spectrum of the periodic signal x BL being discrete, validates the last equality. by an additional polynomial. To conclude, for band-limited signals, a column of the regression matrix K X BL is easily computed using the discrete Fourier transform as
where a,BL is a smooth aliasing error, which can be captured by a polynomial. As such, and unless the signals are highly oversampled, a,BL is indistinguishable from I(s k ), introduced in (11) . This is permitted, as pointed out in Remark 2.3.
Sampling the response of a (slowly) time-varying system
The response of a time-varying system being non-periodic in general, the direct application of the DFT is not perfectly equal to the Fourier transform. Luckily, under some mild assumptions, the error will be shown to be smooth and, thus, can also be captured by a polynomial.
As explained in [17] and illustrated in Fig. 1 the response of the ODE (1) to a periodic signal is approximated by shifted finite sums of hyperbolas, centred around frequencies lying inside the frequency band of interest.
In this expression Y T,ti (ω k ) is the response of a time invariant system (which can be seen as the average time invariant system of the time-varying system). δ kk = 0 if k = k and 1 otherwise. γ k ,p are system and excitation dependent constants, and K exc is the set of frequency indices corresponding to the excited frequency band(s). An infinite summation over p is required since the ODE (1) has time-varying instantaneous poles whereas the signal model (20) is a series expansion of the response of (1) Illustration of the output spectrum of a time-varying system. Black arrows: output spectrum at frequencies at which the input spectrum contains energy. Grey dots: output spectrum at other frequencies. It is clear that, the output spectrum beyond the excited frequency band is smooth.
Assume that the output spectrum is described by (20) and that the summation over p can be truncated to an appreciably low number of terms (meaning that the system is slowly varying). In that case, this output spectrum is smooth outside the excited frequency band at s k (as seen in the right part of the plot in Fig. 1 ) and, thus, can locally be well approximated by a polynomial in s k . As it was the case in (18) , these smooth contributions extend far beyond the frequency band of interest and, thus, unavoidably cause (be it smooth) aliasing errors too. Again, these can be captured by a polynomial in s k . Hence, within the frequency band of interest, the DFT of the output signal is related to the Fourier transform of the windowed output as
where a (s k ) is the smooth aliasing error, approximated by a polynomial in s k . The computation of (13) using (21) by replacing the Fourier transform by the (i)DFT yields:
The first two terms of the right hand side are obtained from a similar reasoning as performed in Section 2.4.1 while the error due to a (term on the 3rd line in (22)) is still a smooth function in s k .
To conclude this section, if the system equation is fulfilled, aliasing errors are taken care of by the polynomial's basis, appended to the regression matrix in (12) . It might however be required to use a higher order than max(N α , N β ) − 1. The column of K Y T corresponding to α n,p is computed as:
A similar result is valid for K U T ,n,p . This is valid for a given measurement length T . By increasing T , the system is subject to 'new' variations, thus possibly yielding another underlying model. The following two cases are considered for measurement lengthT > T .
Discussion for an increasing measurement length
Case 2.1 The system can be described by an instance of (1) with unchanged N α and N β (w.r.t. measurement length T ). The additional variation is captured by increasing N p .
Case 2.2
The measurement record is split into smaller sub records. These sub records can be described by instances of (1) where the orders N α , N β and N p can be different for each of them, but are assumed to be approximately equal. Constraints can be applied to the time-varying parameters α n (t) and β n (t) to obtain smooth variations, as discussed for instance in [15] (not discussed in this paper).
Both possibilities yield an increased number of regressor vectors, which shouldn't be surprising: the evolution of an arbitrarily time-varying system in a particular time window is a priori independent of its evolution in another time window, yielding independent parameters, and thus a total increase of the required number of parameters to be estimated. This is not a problem as long as the amount of system parameters does not increase faster than the length of the measurement record, such as in cases 2.1 and 2.2.
The additional polynomial regressors address two error terms. The first is I(s) in (11) The second error term addressed by the polynomial regressors is the alias error a . As mentioned, this error might require the number of polynomial regressors to be greater than max(N α , N β ) − 1. Assuming that the output spectrum of a time-varying system is given by scaled and shifted hyperbolas (20) one observes that, in case 2.1, a longer measurement record yields an increasing contribution of higher order hyperbolas (as being dependent onT Np+1 , shown in Appendix B). When splitting up the total record (case 2.2), there is no reason for the behaviour of the alias error to change. In that case, the amount of regressors remains proportional to the number of sub records. A schematic of a simple practical measurement set-up is given in Fig. 2 . It should be noted that the actuator G act and the acquisition channels G u and G y have a dynamic response, which should satisfy some assumptions. G act must be such that a U r signal can be constructed, yielding a band-limited and persistently exciting U 0 . More important is that, as proven in [18] , the frequency responses of the acquisition channels G u and G y must have a flat amplitude and a linear phase in the frequency band of interest.
Experimental set-up
Otherwise, an absolute calibration must be carried out: the amplitude and phase of G u and G y should be measured.
The signals are (expected to be) disturbed by noise, the assumptions of which are given in the next subsection.
Noise assumptions
For this paper, the disturbing noise is assumed to be additive. In the frequency band of interest it should hold that:
where N u (k) and N y (k) are stationary, circular complex normally distributed and uncorrelated over the frequency:
uy (k) with δ kν = 1 for k = ν and 0 otherwise. E {x} andx denote the expected value and the complex conjugate of x respectively. Note that the noise may be coloured (i.e. the variances and covariances may be frequency-dependent). In equation (25) it holds that
where E u and E y are the DFT transforms of band-limited continuous-time white noise sources which may be correlated. H u and H y are frequency response functions of time invariant systems. Note that a windowed noise sequence also adds a leakage error (26) .
This being undistinguishable from the leakage of the system's response (which is captured by the polynomial in (11)) it is not considered in this paper. In [19] , a method is proposed to estimate σ 2 u , σ 2 y and σ 2 uy from a single experiment. In the remainder, an estimate of those is assumed to be available.
Total Least Squares estimator
Measured signals are corrupted by noise and, thus, do not perfectly fulfil the system equation (even if the measured system is in the model set). The Total Least Squares (TLS) estimator finds the set of parameters for which it holds that
The approximation is understood in least squares sense. K T,m is the regression matrix defined in (12) , computed using the measured signals.θ TLS is the TLS estimate of θ T .
It is obtained as the right singular vector corresponding to the smallest singular value of K T,m , as described for instance in Section 1.2 in Part I of [20] . Note that, for the system to be identifiable from the acquired data, it is required that (27), when built from noiseless data, has a unique solution. In practice, this means that the rank of the regression matrix K T equals n θ − 1 (with n θ the number of parameters to be identified).
Note that K T looses one rank due to the dependence of the parameters (multiplying all parameters by a non-zero constant yields the same model). This explains the need of the constraint in (27).
Using Legendre basis functions for the TLS estimator
As suggested by (3), a re-parametrisation of the system can be performed. Replacing s n by Ψ n (s) (an nth order polynomial in s), and t p by b p (t) (a pth order polynomial in t)
in (11) yields just another description of the same system. Since Legendre polynomials are known to form a basis for polynomials, the resulting model set is the same as the one obtained when using simple monomials.
The robustness to disturbing noise of the TLS estimator was experienced to drastically improve when b p (t) and Ψ n (s) were set equal to (scaled and shifted) Legendre polynomials.
The intuitive explanation is that, contrary to simple monomials s n and t p which can get extremely high for growing values of s and t, the Legendre polynomial's energy is nicely spread over the considered (time or frequency) domain. This yields a more homogeneous weight of the residuals in the cost function.
Consider the nth order Legendre polynomial P n (x) and define the time domain basis (28) where ω max is the upper bound of the frequency band of interest. Knowing that the polynomial P n has odd order for n odd and even order for n even, it is simple to conclude that Ψ n (−jω) = Ψ n (jω), as required for real systems.
Simulation example
The improvement of the TLS estimator when using Legendre polynomials is illustrated on the simulated system whose instantaneous poles and zeroes evolved as given in Fig. 3 . It was simulated using the ODE solver 'ODE45' from Matlab R . The in-and output signals have been corrupted by coloured noise with a signal-to-noise ratio (SNR) of 28 dB. In the three plots in Fig. 4 , the estimated instantaneous FRFs at various time instants within 5 Consistent estimators
Consistency for time-varying systems
In the noisy case, the TLS estimator is known to be usually biased (Section 7.10.2 in [21] ), as the noise in the matrix K T,m in (27) is usually not independent and identically distributed. In previous work [19] it has been shown how the variance of the disturbing noise on signals of time-varying systems could be extracted by using one well designed experiment. This noise variance can be used to set up more advanced estimators, which take into account the uncertainty of the measured spectra. As will be shown, this provides consistent estimators.
An estimator is defined to be consistent if the estimated parameters converge to the true parameters for a growing amount of data (chapter 8 in [22] ). When considering time invariant systems, a growing amount of data is obtained from a longer experiment.
Intuitively, since the number of parameters is constant, the amount of information per parameter is growing, yielding a decrease of the uncertainty on the estimated parameters.
For time-varying systems whose parameters are varying in an arbitrary fashion, longer experiments yield an increasing number of parameters to be estimated (i.e. either the measured record should be split in multiple shorter time pieces or higher order polynomials must be used to track the variation). As a consequence, the amount of information per parameter remains unchanged, as does its uncertainty. An estimator for arbitrarily time-varying systems is, thus, never consistent w.r.t. growing measurement times.
Another approach (the approach that is considered here) is to define consistency on the fixed time interval [0, T ]. Two basic assumptions are made. First, it is assumed that the system under test satisfies the model equation (1) inside that time interval (that is, no model errors are present). Second, it is assumed that the system is persistently excited inside that time interval and, thus, is uniquely identifiable. Note that this does not imply that the model fits the needs of the application at hand, as mentioned in Remark 2.2.
A growing amount of data is obtained by repeating the experiment. When considered in a fixed time interval, repeated experiments should theoretically be executed by 'resetting the time' after each experiment. In practice, and for a time variation which can be controlled (as is the case for 'parameter varying systems' [2, 3] ), repeated experiments can be performed by successively applying the same time variation to the system over and over again.
Two cases can be distinguished. The first is that, for all experiments, the same excitation is applied (yielding strict requirements on the experimental setup). Consistency for this case is obvious from the fact that, for noise satisfying the assumptions in Section 3.1, the sample means of the measured signals (over the experiments) converge (for the number of experiments → ∞) to the true signals. In the second case a different excitation can be applied for each experiment, thus relaxing the requirements. The variance on the parameters is decreasing, which is not due to a smaller uncertainty on the measured signals, but rather to a growing number of terms in the cost function. Note that both cases (averaging the signals or averaging in the cost function) cause the experiment time to grow to infinity.
Covariance of the columns of the regression matrix
If the input and output signals are corrupted by (coloured) noise which satisfies the assumptions given in Section 3.1, the TLS estimator is inconsistent. One approach to obtain a consistent estimator is to set up the Maximum Likelihood Estimator (MLE) in an Errors in Variables (EIV) stochastic framework. It is given bŷ
where e is the equation error,
and C e is its covariance:
(∆e denotes the noisy part of e). For time-varying systems C e is a full square matrix whose dimensions are equal to the number of data points. A simpler alternative will be given further on. C e is obtained as follows. Consider the following (co)variance of two specific columns of K T,m , from (23):
where * denotes a discrete convolution and with N X , N X replaced by N U and N Y , denoting the discrete Fourier transforms of the noise on respectively the input and the output spectra. The argument of the expectation in (32) is written out as
If the noise is uncorrelated over the frequency (E {N X (ν)N X (ν )} = 0 for ν = ν ), as assumed in (25), the expected value of (32) over the noise realisations simplifies to a single summation exist. Note that, as for slowly time-varying systems, the time basis functions' spectra DFT{b p (t)} are concentrated around the origin, C XX ,n,n ,p,p (k 1 , k 2 ) will be small for
When evaluating (32) for all combinations of p, p = 0, . . . , N p and n, n = 0, . . . , N x (for N x equal to N α or N β , depending on X and X ), a frequency dependent covariance matrix of all terms of the TLS cost function can be set up:
with
(with C XX ,[i;j] (k 1 , k 2 ) denoting the element at the ith row and jth column of matrix k 2 ) ). The zero padding takes into account the covariance of the transient terms, which do not depend on the noise. Note that
The element at row k 1 and column k 2 of the covariance matrix of the equation error is now
and can be used in (29). Note that for a slow time variation, the most important elements
of C e lie in a limited diagonal band around the first diagonal. (Its non-diagonal elements would be zero in the time invariant case.) The estimators in the following two sections were inspired on this observation.
Generalised Total Least Squares
The Generalised Total Least Squares (GTLS) [12] cost function is given by:
where C K is the column covariance of K T,m , computed as:
where ∆K T,m is the noisy part of K T,m and C is given in (35).
The consistency of the GTLS estimator is proven by rewriting (37) as the sum of a noiseless and a noisy part:
with {x} the real part of x, and e(θ, k) the kth element of the vector e(θ) (30). All summations over k in (39) are for k ∈ K. e 0 is the equation error computed using the noiseless signals U 0 and Y 0 . Assuming that the latter are independent of the disturbing noise at all frequencies, that is
where X 1 and X 2 can both be U or Y , we have that
Since e 0 (θ 0 , k) = 0 (with θ 0 being the true parameter vector) and
we have that the expected value of the cost function (39) is minimal in the true parameter values (the noisy part of the cost function is independent of θ), which is a necessary condition for a consistent estimator.
By using the strong law of large numbers (see Theorem 4.3.3 of [23] ), one shows that the cost function converges to its limit value (the amount of data → ∞, from an increasing amount of excitation realisations as described in Section 5.1). By assuming that i) the true system belongs to the model set, ii) the system is persistently excited, and noting that the cost function is continuous in the parameters, the lines of the proof of Theorem 2 in [24] can be followed to conclude that the estimated parameters converge w.p. 1 to the true ones. This proves that the estimator is consistent.
The minimiser of (37) can for instance be computed through the generalised singular value decomposition [25] of the matrix pair K T,m , C 1 2 K .
Weighted nonlinear least squares estimator
As C e (36) is expected to be small at non-diagonal elements, the following weighted nonlinear least squares (WNLS) cost function is proposed
The consistency of this estimator is shown by following the same lines as for the GTLS in Section 5.3.
Compared with the MLE, the WNLS estimator is expected to loose some efficiency.
However, it avoids handling of square matrices of sizes that grow with the amount of data.
The associated cost function (43) being nonlinear in the parameters θ, its minimisation, however, requires starting values, which are obtained from the TLS estimator, or the more involved GTLS. Being a sum of squares, (43) can be minimised using the LevenbergMarquardt algorithm, see Chapter 6 in [26] .
Simulation results
The discussed WNLS estimator (starting values were obtained from the GTLS estimator) was applied to the system whose instantaneous poles and zeroes evolved as shown in 
Measurement results
The same estimator was applied to measurements on a parameter varying electronic circuit, consisting of a second order bandpass filter, whose electronic schematic is given in Fig. 7 , left. One of the resistors of the circuit was made variable (implemented as the transistor, giving a weakly nonlinear resistor), such that the resonance frequency could be tuned as a scheduling parameter (controlled by the input denoted 'sched.' in the figure).
The scheduling parameter's value followed a triangular wave form with a periodicity of system, which was varying between 3kHz and 10kHz). The evolution of the identified instantaneous poles and zeroes is given in Fig. 7 , right. The identified instantaneous transfer function for a single period of the scheduling parameter is given in Fig. 8 , left. The required model orders were N α = 3, N β = 1 and N p = 2 (an additional real pole lying at −3 × 10 5 was also identified but not shown in Fig. 7 , as being far outside the excited frequency band). The scheduling parameter being non-differentiable at the top of its triangular wave form, the signals were split into two timepieces (one corresponding with the increasing ramp, the other with the decreasing one). The time-varying parameters α n (t) and β n (t) were constrained to be continuous, but not differentiable at the top of the triangular scheduling parameter, and were modelled as piecewise polynomials (2 pieces) in time. In Fig. 8 , the equation error (black full line) is seen to be in quite good agreement with the equation's error estimated variance (estimated using the method described in [19] ). The few outliers are expected to be due to nonlinear distortions (possibly due to the nonlinear resistor), as might be confirmed by future research.
Conclusions
Least squares, frequency domain estimators for continuous-time, time-varying systems were set up. The sampled continuous-time signals could be directly processed by very fast algorithms to obtain the required regression matrix. The leakage (due to the nonperiodicity of the response) and aliasing (due to the fact that the basis functions chosen
were not band-limited) errors were shown to be well captured by additional polynomials in the frequency variable. The generalised total least squares estimator and a weighted, nonlinear total least squares estimator were set up and proven to be consistent. The estimator was successfully illustrated on simulation and on measurement data.
