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CHAPTER 1
Introduction and overview
The subject of this thesis is the statistical analysis of high-dimensional data. It
is motivated by (and primarily focussed on) problems arising from microarray
gene expression data, a new type of high-dimensional data, which has become
important in many areas of biology and medicine in the last decade.
The thesis is a collection of six articles and a software manual. The articles
are self-contained and they can in principle be read in any order. However, such
random reading of the chapters would not do justice to the close connections
that exist between them, which are partly obscured by the fact that the articles
were written for different journals and therefore for different audiences with
different backgrounds and interests.
The objective of this introduction is to provide the context in which the pa-
pers should be read and tomake the connections between the different chapters
more explicit. It is not meant to be a full review of microarray data and their
analysis. These can be found for example in Dı´az-Uriarte (2005), Speed (2003)
and Simon et al. (2003). I give a short introduction to gene expression data and
the biological and clinical questions arising from them in section 1.1. The next
section 1.2 reviews some of the statistical methods that have been developed in
recent years to address these questions. Section 1.3 examines the contribution
of this thesis to the field.
1.1 Biological context
The microarray is a recent technology from molecular biology which was first
developed around 1995 (Schena et al., 1995), and became widely available a-
round the turn of the century (see Ewis et al., 2005, for a short history). The
microarray is designed to measure the activity of gene expression, which is the
process by which the genetic information in DNA is used to make proteins.
The microarray technology gives the biologist the potential to greatly increase
knowledge on the functions of genes and on the biology of disease, as well as
allowing improvements in diagnosis and prognosis of patients.
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