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Abstract
The aim of this article is to present and rigorously analyze topological sensitivity based algorithms for detection of di-
ametrically small inclusions in an isotropic homogeneous elastic formation using single and multiple measurements of
the far-field scattering amplitudes. A L2−cost functional is considered and a location indicator is constructed from its
topological derivative. The performance of the indicator is analyzed in terms of the topological sensitivity for location
detection and stability with respect to measurement and medium noises. It is established that the location indicator
does not guarantee inclusion detection and achieves only a low resolution when there is mode-conversion in an elastic
formation. Accordingly, a weighted location indicator is designed to tackle the mode-conversion phenomenon. It is
substantiated that the weighted function renders the location of an inclusion stably with resolution as per Rayleigh
criterion.
Keywords: Inverse elastic scattering, Elasticity imaging, Topological derivative, Resolution analysis, Stability
analysis
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1. Introduction
Inverse scattering has been of prime interest in recent decades due to a variety of applications in various branches
of engineering and applied sciences [1–5]. The goal of these problems is to locate and characterize scatterers of
different geometric nature such as inclusions, cracks, and cavities from the limited information of single or multiple
scattered fields. Many promising computational and mathematical frameworks adaptive to different imaging and
experimental setups have been developed to address these inverse problems over a span of last few decades (see, e.g.,
[6–16]). In particular, topological sensitivity frameworks have received significant attention for the reconstruction of
location, shape or constitutive parameters of anomalies due to their simplicity and robustness (see, e.g., [17–33]).
In topological sensitivity frameworks, an inverse scattering problem is first converted to a minimization problem
for a discrepancy functional by nucleating an anomaly at a search location in the background medium. The topolog-
ical sensitivity of the misfit to nucleating an anomaly at different search locations, is determined by its topological
derivative which serves as a location indicator or shape classifier.
Despite their extensive use, the quantitative analysis of the topological sensitivity inverse scattering frameworks
for anomaly detection, in terms of resolution limit, signal-to-noise ratio and stability in the presence of medium or
measurement noise, remains heuristic at large. First rigorous quantitative analysis for anti-plane elasticity was per-
formed by Ammari et al [34] using asymptotic expansions with respect to the size of inclusion. It was established that
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inclusion detection inside a bounded domain is only guaranteed if the measurements are pre-processed for the bound-
ary effects and the inclusions are separated apart from the boundary. Towards this end, the Caldero´n preconditioner
associated to the boundary of the domain was used as a filter. The performance of the framework was compared with
a number of contemporary algorithms including Kirchhoff migration, back-propagation, and Multiple Signal Classifi-
cation (MUSIC). The topological sensitivity algorithm with preconditioning appeared to be more stable and resolved
than the listed algorithms but at a cost of increased computational complexity. It was observed in [35] that, even with
the preconditioning, the localization using near-field measurements of the scattered fields was compromised in the
general isotropic elasticity setting due to non-linear coupling and conversion of shear and pressure wave-modes. Ac-
cordingly, the classical framework was slightly modified using Helmholtz vector decomposition and assigning proper
weights to the pressure and shear components in terms of respective wave speeds. In three-dimensional electromag-
netic media in full Maxwell setting, the performance of topological sensitivity based inclusion detection functions
with filtered boundary measurements of the tangential components of the magnetic fields was debated in [36]. The
analysis was further extended in [37, 38] to the detection of electromagnetic inclusions using single and multiple
far-field scattering amplitudes.
The aim in this article is to design and debate the performance of the topological sensitivity algorithms for locating
small inclusions of vanishing sizes in an unbounded elastic formation with single or multiple measurements of the
elastic far-field patterns. The general case of a linear isotropic elastic medium is considered and a location indicator
is constructed from a L2−cost functional. A rigorous sensitivity analysis is performed based on the asymptotic expan-
sions of the far-field scattering patterns versus the scale factor of the inclusion. It is established that the performance
of the classical location indicator degenerates due to the mode-conversion (from longitudinal (P) to transverse (S)
waveforms and vise-verse). Specifically, it is established that the indicator does not guarantee inclusion detection and
achieves a low resolution than expected in the presence of mode-conversion. Accordingly, a weighted correction to the
location indicator is proposed. Firstly, the pressure and the shear components of the back-propagator are decoupled
using Helmholtz mode decomposition. Then, the modes of the back-propagator are correlated with the corresponding
components of the incident fields. Finally, the resulting components are aggregated after assigning proper weights
in terms of the corresponding wave speeds. In order to debate the capabilities of the weighted indicator, a rigorous
sensitivity and stability analysis is performed when the measurements are corrupted by an additive noise or there is a
random medium noise contaminating the far-field patterns.
It is worthwhile highlighting that the inverse elastic scattering problem caters to various applications including
non-destructive evaluation of an elastic structure for integrity and material impurities [39], prospecting of mineral
reservoirs [40], and medical diagnostics for detecting and classifying small tumors and locating tissue abnormalities
of vanishing sizes [41, 42].
The contents of this article are arranged in the following order. A mathematical description of the inverse prob-
lem is furnished in Section 2 along with a few preliminaries. The cost functional and the corresponding topological
sensitivity based location indicators are introduced in Section 3 and their topological sensitivity and resolution limits
are analyzed. In Section 4, the statistical stability of the proposed location indicators is discussed when the measure-
ments are corrupted by an additive Gaussian noise. The statistical stability of the proposed indicators in a randomly
fluctuating medium is debated in Section 5. Finally, the main results of this article are summarized in Section 6.
2. Mathematical formulation
Let us mathematically introduce the inverse scattering problem undertaken in this article. The nomenclature of
this investigation is provided in Section 2.1 along with the mathematical description of the inverse problem dealt with.
A few preliminaries are given in Section 2.2 to facilitate the ensuing discussion. For details beyond those provided in
this section, the readers are suggested to consult monograph [2].
2.1. Nomenclature and problem formulation
Let Rd, d = 2 or 3, be loaded by an isotropic homogeneous elastic material (hereinafter referred to as the back-
ground medium) that has the volume density ρ0 ∈ R+, and the Lame´ parameters λ0 (compressional modulus) and µ0
(shear modulus) satisfying the strong convexity conditions,
µ0 > 0 and dλ0 + 2µ0 > 0.
2
Let an isotropic and homogeneous elastic inclusion, represented by a bounded domain D := zD + BD with C2
boundary ∂D, be embedded in the background medium. The position vector zD ∈ Rd is the center of mass of the
inclusion D and the reference domain BD ⊂ Rd, assumed to be smooth and containing the origin, is the bulk of D.
The scale factor  ∈ R+ determines the characteristic size of D. The inclusion is supposed to have the corresponding
parameters ρ1 ∈ R+, λ1, and µ1 which satisfy
µ1 > 0 and dλ1 + 2µ1 > 0. (1)
It is further assumed that
(λ1 − λ0)(µ1 − µ0) ≥ 0, (2)
which is required to ensure the positive (or negative)-definiteness of the associated EMT (see, Section 2.2.1). Hence-
forth, the constitutive parameters of the medium in the presence of inclusion D are denoted by λ, µ, and ρ, i.e.,
(λ; µ; ρ)(x) := (λ0; µ0; ρ0)χRd\D(x) + (λ1; µ1; ρ1)χD(x),
where χD represents the characteristic function of domain D.
Let w : Rd → Cd be a generic vector field and ν(x) : ∂D → Rd denote the outward unit normal at x ∈ ∂D. Then,
the linear elasticity operator and the surface traction on ∂D are, respectively, defined as
Lλ0,µ0 [w](x) := (λ0∆w + (λ0 + µ0)∇∇ · w) (x), x ∈ Rd,
∂w
∂ν
(x) := (λ0(∇ · w)ν + 2∇sw ν) (x), x ∈ ∂D.
The elasticity and surface traction operators associated with the parameters (λ1; µ1) are defined analogously and
are denoted by Lλ,µ and ∂/∂˜ν, respectively. Here ∇sw is the symmetric gradient of the vector w, i.e., ∇sw :=(
∇w + (∇w)>
)
/2, with ∇w being the Jaccobian matrix of w and superposed > indicating the transposition.
Let uinc : Rd → Cd be an incident time-harmonic elastic field impinging on D with time variations e−iωt being
suppressed, where ω ∈ R+ denotes the frequency of the mechanical oscillations. Precisely, uinc satisfies the Lame´
system,
Lλ0,µ0 [uinc](x) + ρ0ω2uinc(x) = 0, x ∈ Rd.
In this article, only plane incident fields of the type
uinc(x) = uP(x) := θeiκPx·θ and uinc(x) = uS (x) := θ⊥eiκSx·θ, (3)
will be considered. Here θ ∈ Rd is a unit vector along the direction of incidence and θ⊥ ∈ Rd is any vector perpendic-
ular to θ. The constants κP and κS are the compression and shear wavenumbers respectively, i.e.,
κP :=
ω
cP
and κS :=
ω
cS
with cP =
√
λ0 + 2µ0
ρ0
and cS =
√
µ0
ρ0
.
Let usc : Rd → Cd be the scattered field generated by the interaction of the incident field uinc with the inclusion
D. If the two-dimensional operators
−−−→
curl and curl are introduced by
−−−→
curl f := (∂2 f ,−∂1 f )> and curl v := ∂1v2 − ∂2v1,
for all sufficiently smooth fields f : R2 → R and w = (w1,w2)> : R2 → R2, then the pressure and shear parts of usc
3
are, respectively, given by
uscP (x) := −
1
κ2P
∇∇ · usc(x) and uscS (x) :=
1
κ2S
∇ × ∇ × usc(x), d = 3,−−−→curl curl usc(x), d = 2,
for all x ∈ Rd \ D. It can be easily verified that uscP and uscS satisfy(
∆ + κ2P
)
uscP = 0 and
(
∆ + κ2S
)
uscS = 0 in R
d \ D,
∇ · uscS = 0 and ∇ × uscP = 0 for d = 3 or curl uscP = 0 for d = 2.
The scattered field, usc, is said to satisfy the Kupradze radiation conditions if
lim
|x|→+∞
|x|(d−1)/2
(
∂uscP
∂|x| − iκPu
sc
P
)
= 0 and lim
|x|→+∞
|x|(d−1)/2
(
∂uscS
∂|x| − iκSu
sc
S
)
= 0,
uniformly in all directions xˆ ∈ Sd−1 := {x ∈ Rd : |x| = 1}. Here xˆ := x/|x| for any x ∈ Rd \ {0} and ∂/∂|x| denotes the
derivative in the radial direction.
The propagation of the total elastic wave, utot := usc + uinc, in the presence of D, is governed by the Lame´ system,Lλ,µu
tot + ρω2utot = 0, in Rd,
usc(x) satisfies the Kupradze radiation conditions as |x| → +∞.
(4)
It is well known that the scattering problem (4) is well-posed in H1(Rd \ ∂D). The interested readers are referred to
see, e.g., [43, 44].
The Kupradze radiation condition in Lame´ system (4) guarantees the existence of two vector fields u∞,P ∈ L2P(Sd−1)
and u∞,S ∈ L2S (Sd−1) characterized by the far-field asymptotic expansion of the scattered field as |x| → +∞, i.e.,
usc(x) =
eiκP |x|
|x|(d−1)/2 u
∞
,P(xˆ) +
eiκS |x|
|x|(d−1)/2 u
∞
,S (xˆ) + O
(
1
|x|(d+1)/2
)
, |x| → +∞,
uniformly in all directions xˆ ∈ Sd−1 (see, for instance, [45]). The functions u∞,P and u∞,S are respectively called the
longitudinal and transversal far-field patterns or far-field amplitudes of the scattered field usc. Here L2P(S
d−1) and
L2P(S
d−1) denote the spaces of square integrable longitudinal and transverse vector fields respectively, i.e.,
L2P(S
d−1) :=
{
w ∈ L2(Sd−1;Cd)d : w(xˆ) × xˆ = 0, ∀xˆ ∈ Sd−1
}
,
L2S (S
d−1) :=
{
w ∈ L2(Sd−1;Cd)d : w(xˆ) · xˆ = 0, ∀xˆ ∈ Sd−1
}
.
Henceforth, the full far-field pattern, u∞ , is defined as the sum u∞ (xˆ) := u∞,P(xˆ) + u
∞
,S (xˆ).
We are now ready to introduce the following inverse scattering problem dealt with in this article.
Problem 1. Let uincj (x), for j = 1, · · · , n ∈ N, be n plane waves of the form (3) with uniformly distributed directions
of incidence θ j ∈ Sd−1. Let u∞,P, j(xˆ) and u∞,S , j(xˆ) be the longitudinal and transverse far-field patterns of the scattered
fields radiated by the inclusion D = zD + BD. Given the set of measurements, {u∞, j(xˆ) := u∞,P, j(xˆ) + u∞,S , j(xˆ) : ∀xˆ ∈
Sd−1, j = 1, · · · , n}, find the location zD of the inclusion D.
This section is concluded with the following remarks. The Problem 1 turns out to be a single-short problem when
n = 1. Secondly, although it is assumed that the measurements of the total far-field patterns are available, the other
situations when either the measurements of u∞,P, j(xˆ) or u
∞
,S , j(xˆ) are only accessible can be dealt with analogously
and are amenable to the same treatment. Note also that the functions u∞,P and u
∞
,S are analytic on S
d−1. Therefore,
the measurements of these functions on any open subset of Sd−1 lead to those on the entire Sd−1 through analytic
continuation so that the problem with limited-view measurements is also tractable.
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2.2. Preliminaries
In this article, (ê1, · · · , êd) denotes the standard basis forRd, Id ∈ Rd×d denotes the identity matrix, and x⊗x = xxT
for any vector x ∈ Rd. Let r = (ri)di=1, A = (apq)dp,q=1, B = (bpq)dp,q=1, F = ( fmpq)dm,p,q=1, G = (gmpq)dm,p,q=1,
H = (hlmpq)dl,m,p,q=1, and J = ( jlmpq)
d
l,m,p,q=1 be arbitrary. Then, the following conventions are used henceforth:
A · r :=
d∑
p,q=1
apqrqêp = Ar, (∇ · A) r = ∇ · (Ar) , (∇ × A) r = ∇ × (Ar) , (∇A)mpq := ∂pamq,
(
(∇A)>
)
mpq
:= ∂mapq,
(
∇2A
)
lmpq
:= ∂lpamq, A : B :=
d∑
p,q=1
apqbpq, F : A :=
d∑
m,p,q=1
fmpqapqêm,
F : G :=
d∑
m,p,q=1
fmpqgmpq, H : A :=
d∑
l,m,p,q=1
hlmpqapqêl ⊗ êm, H : F :=
d∑
l,m,p,q=1
hlmpq fmpqêm,
H •G :=
d∑
l,m,p,q,r=1
hlmpqgpqrêl ⊗ êm ⊗ êr, H • J :=
d∑
l,m,p,q,r,s=1
hlmpq jpqrsêl ⊗ êm ⊗ êr ⊗ ês,
‖A‖ := √A : A, ‖F‖ := √F : F.
Throughout, the notations α and β are reserved to mark quantities related to P- or S-wave modes, i.e., α, β = P, S . We
will also require the orthogonal projections ΠP and ΠS , defined by
ΠP[w] := wP and ΠS [w] := wS , ∀w ∈ L2(Rd),
where wP and wS are respectively the pressure and shear parts of w rendered by the Helmholtz decomposition, i.e.,
w = wP + wS with ∇ · wS = 0 and ∇ × wP = 0 for d = 3 or curl wP = 0 for d = 2.
2.2.1. Elastic moment tensor
Let wpq, for l,m, p, q ∈ {1, · · · , d}, be the solution of the transmission problem
Lλ,µwpq = 0, in Rd\∂BD,
wpq
∣∣∣− = wpq∣∣∣+, ∂∂˜ν [wpq]
∣∣∣∣∣∣− = ∂∂ν [wpq]
∣∣∣∣∣∣
+
, on ∂BD,
wpq(x) − xpêq = O
(
|x|1−d
)
, as |x| → ∞,
where wpq|±(x) := limt→0+ wpq(x ± tν(x)), for all x ∈ ∂BD. Then, the elastic moment tensor (EMT), M(BD), of the
domain BD, is defined by
mlmpq(BD; λ0, λ1, µ0, µ1) =
ˆ
∂BD
(
∂
∂˜ν
[ξlêm] − ∂
∂ν
[ξlêm]
)
· wpqdσ.
It is well known that the EMT has the symmetries mlmpq = m
pq
lm = m
ml
pq = m
lm
qp, which allow us to identify M(BD) with
a symmetric linear transformation on the space of symmetric d × d−matrices. Further, if µ1 > µ0 and λ1 > λ0 then
M(BD) is positive definite. Moreover, if BD is a ball in Rd then
mlmpq(BD) =
a
2
(δlpδmq + δlqδmp) + bδlmδpq, (5)
with δpq representing the Kroneckar’s delta function. The constants a and b (with no significance hereinafter) only
depend on d and the parameters µ0, µ1, λ0, λ1. The readers interested in further details are referred to [46, 47].
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2.2.2. Kupradze matrix of fundamental solutions
The fundamental solution (Γω(x, y) or Γω(x−y)) of the time-harmonic elastic wave equation inRd with parameters
(λ0, µ0, ρ0), is defined as the solution to
Lλ0,µ0Γω(x − y) + ρ0ω2Γω(x − y) = δ0(x − y)Id, ∀x ∈ Rd,
subject to the Kupradze outgoing radiation conditions. Here δy is the Dirac mass at y. It is well known (see [48]) that
Γω(x) =
1
µ0
Id + 1
κ2S
∇ ⊗ ∇
 gωS (x) − 1κ2S ∇ ⊗ ∇gωP(x)
 , x ∈ Rd \ {0}, (6)
with
gωα (x) =
i
4
H(1)0 (κα|x|) for d = 2 and gωα (x) =
eiκα |x|
4pi|x| for d = 3, ∀x ∈ R
d \ {0},
where H(1)n is the order n Hankel function of first kind. Hereinafter, Γω is decomposed into its P- and S-parts as
ΓωP(x, y) := ΠP
[
Γω(·, y)] (x) = − 1
µ0κ
2
S
∇x ⊗ ∇xgωP(x − y),
ΓωS (x, y) := ΠS
[
Γω(·, y)] (x) = 1
µ0
Id + 1
κ2S
∇x ⊗ ∇x
 gωS (x − y),
such that ∇ · ΓωS = 0 and ∇ × ΓωP = 0 for d = 3 or curlΓωP = 0 for d = 2.
Following identities will be useful in the ensuing analysis (see, Appendix A for proof).
Proposition 2.1. Let n ∈ N be sufficiently large. Let θ1, · · · , θn ∈ Sd−1 be uniformly distributed directions and
θ⊥,`1 , · · · , θ⊥,`n be such that {θ j, θ⊥,`j : 1 ≤ ` ≤ d − 1} forms an orthonormal basis of Rd for each j = 1, · · · , n. Then,
ˆ
Sd−1
eiκαxˆ·(y−z)dσ(xˆ) = 4
(
pi
κα
)d−2
={gωα (y − z)}, (7)
1
n
n∑
j=1
θ j ⊗ θ jeiκP(y−z)·θ j ≈ 4ρ0c2P
(
pi
κP
)d−2
= {ΓωP(y, z)} , (8)
1
n
n∑
j=1
d−1∑
`=1
θ⊥,`j ⊗ θ⊥,`j eiκS (y−z)·θ j ≈ 4ρ0c2S
(
pi
κS
)d−2
=
{
ΓωS (y, z)
}
, (9)
1
n
n∑
j=1
iκPθ j ⊗ θ j ⊗ θ jeiκPθ j·(y−z) ≈ 4ρ0c2P
(
pi
κP
)d−2
=
{
∇yΓω,0P (y, z)
}
, (10)
1
n
n∑
j=1
eiκP(y−z)·θ jθ j ⊗ θ j ⊗ θ j ⊗ θ j ≈ −4ρ0
c4P
ω2
(
pi
κP
)d−2
=
{
∇2yΓP(y, z)
}
, (11)
1
n
n∑
j=1
d−1∑
`=1
eiκS (y−z)·θ jθ j ⊗ θ⊥,`j ⊗ θ j ⊗ θ⊥,`j ≈ −4ρ0
c4S
ω2
(
pi
κS
)d−2
=
{
∇2yΓS (y, z)
}
. (12)
2.2.3. Asymptotic expansions
The following far-field expansions of Γω(x, y) and ∇yΓω(x, y) hold (see Appendix B for proof).
Proposition 2.2. If |x − y| → +∞ for a fixed y ∈ Rd then
Γω(x, y) = aPd e
−iκPxˆ·y e
iκP |x|
|x|(d−1)/2 xˆ ⊗ xˆ + a
S
d e
−iκS xˆ·y e
iκS |x|
|x|(d−1)/2 (Id − xˆ ⊗ xˆ) + O
(
1
|x|(d+1)/2
)
, (13)
6
∇yΓω(x, y) = iκPaPd e−iκPxˆ·y
eiκP |x|
|x|(d−1)/2 xˆ ⊗ xˆ ⊗ xˆ + iκS a
S
d e
−iκS xˆ·y e
iκS |x|
|x|(d−1)/2 xˆ ⊗ (Id − xˆ ⊗ xˆ) + O
(
1
|x|(d+1)/2
)
, (14)
where
aβd := e
ipi/4/ρ0c2β
√
8piκβ for d = 2 and a
β
d := 1/4piρ0c
2
β for d = 3. (15)
Let us also recall the following asymptotic expansion of the scattered field versus scale factor  (see, e.g., [2, 6]).
Theorem 2.3. Let utot be the solution of Lame´ system (4) and ρ1ω2 be different from the Dirichlet eigenvalues of the
operator −Lλ1,µ1 in L2(D)d. If ω  1 then the asymptotic expansion
usc(x) = − d
(
∇zDΓω(x, zD) : M(BD) : ∇uinc(zD) + ω2(ρ0 − ρ1)|BD|Γω(x, zD) · uinc(zD)
)
+ o(dωd),
holds uniformly for all x ∈ Rd \ D far from ∂D.
In view of the Proposition 2.2, the following result is readily proved.
Corollary 2.4. Under the assumptions of Theorem 2.3, for all x ∈ Rd \ D such that |x − zD| → +∞, the far-field
patterns u∞,P and u
∞
,S admit the asymptotic expansions
u∞,P(xˆ) = −daPd e−iκPxˆ·zD
[
iκP(xˆ ⊗ xˆ ⊗ xˆ) : M(BD) : ∇uinc(zD) + ω2(ρ0 − ρ1)|BD|xˆ ⊗ xˆ · uinc(zD)
]
+ o(dωd),
u∞,S (xˆ) = −daSd e−iκS xˆ·zD
[
iκS xˆ ⊗ (Id − xˆ ⊗ xˆ) : M(BD) : ∇uinc(zD) + ω2(ρ0 − ρ1)|BD|(Id − xˆ ⊗ xˆ) · uinc(zD)
]
+ o(dωd).
2.2.4. Elastic Herglotz wave fields
If w = wP ⊕ wS ∈ L2P(Sd−1) ⊕ L2S (Sd−1) then the superposition of plane waves,
H[w](x) :=
ˆ
Sd−1
{
eiκPxˆ·yˆwP(yˆ) + eiκS xˆ·yˆwS (yˆ)
}
dσ(yˆ), x ∈ Rd,
is coined as the elastic Herglotz wave field with kernel w. Note that, for all w ∈ L2(Sd−1;Cd)d, the field H[w] is an
entire solution to the time-harmonic elastic wave equation. For further details on elastic Herglotz functions, the reader
is suggested to consult Dassios and Rigou [49, 50].
3. Location search using topological sensitivity indicators
In this investigation, a L2-discrepancy based cost functional and topological sensitivity based location indicators
resulting therefrom are considered for identifying the location zD of the inclusion D. Towards this end, a search point
zS ∈ Rd is considered and a trial inclusion DS := δBS + zS is nucleated inside the background medium with scale
factor δ ∈ R+, smooth reference domain BS and corresponding parameters (λ2, µ2, ρ2) which satisfy similar constraints
as in Eqs. (1) and (2). The interaction of the probing incident field uinc with the medium containing trial inclusion
DS generates the corresponding far-field patterns u∞δ,P, u
∞
δ,S and u
∞
δ , which satisfy similar equations and asymptotic
expansions as u∞,P, u
∞
,S and u
∞
 with (λ1, µ1, ρ1, zD, BD, ) replaced by (λ2, µ2, ρ2, zS , BS , δ) under the assumption that
ωδ  1. Then, for any search point zS ∈ Rd, the discrepancy functional
J[uinc](zS ) := 12
ˆ
Sd−1
|u∞ (xˆ) − u∞δ (xˆ)|2dσ(xˆ), (16)
is considered in the hope that the point zS ∈ Rd for which far-field pattern u∞δ minimizes J[uinc] is the sought point
zD. Instead of directly solving the optimization problem (16), the topological derivative of J[uinc] is derived and the
location indicators are constructed therefrom. Towards this end, the definition of the topological derivative of cost
functional J[uinc] is reminded below.
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Definition 3.1. For any zS ∈ Rd and incident wave uinc, the topological derivative of J[uinc] is defined as
∂TJ[uinc](zS ) := ∂J[uinc]/∂δd
∣∣∣
δ=0(zS ).
3.1. Location indicators
The first topological sensitivity based single-short location indicator is defined as
ITD[uinc](zS ) := −∂TJ[uinc](zS ), ∀zS ∈ Rd. (17)
In the same spirit, the corresponding multi-short location indicator can be constructed from indicator (17) for plane
incident fields of the form (3). Precisely, for n uniformly distributed directions θ1, · · · , θn ∈ Sd−1 and the corresponding
incident plane waves uPj or u
S
j,` defined as
uPj (x) := θ je
iκPxˆ·θ j and uSj,`(x) := θ
⊥,`
j e
iκS xˆ·θ j , 1 ≤ ` ≤ d − 1, (18)
the multi-short location indicator InTD : Rd → R is defined as
InTD(zS ; P) :=
1
n
n∑
j=1
ITD[uPj ](zS ) or InTD(zS ; S ) :=
1
n
n∑
j=1
d−1∑
`=1
ITD[uSj,`](zS ). (19)
By construction, if the contrasts (λ2−λ0) and (µ2−µ0) have the same signs as (λ1−λ0) and (µ1−µ0), respectively,
then the indicators ITD[uinc](zS ) and InTD(zS ;α), defined in Eq. (17) and (19), are expected to achieve the most
prominent increase at zS near zD and should decay very rapidly for zS away from zD. It is simply due to the fact that
ITD[uinc](zS ) is negative of the derivative ofJ[uinc] which should observe most significant decrease near zD. In order
to verify these capabilities of the indicators zS 7→ ITD[uinc](zS ) and zS 7→ InTD(zS ;α), the sensitivity and resolution
analysis will be performed in Section 3.2. Towards this end, the expression for ITD[uinc] is derived in Theorem 3.2.
Theorem 3.2. For all zS ∈ Rd,
ITD[uinc](zS ) =
∑
α=P,S
<
{
aαd∇H
[
u∞,α
]
(zS ) : M(BS ) : ∇uinc(zS ) − aαdω2(ρ0 − ρ2)|BS |H
[
u∞,α
]
(zS ) · uinc(zS )
}
. (20)
Proof. Let us first expand J[uinc](zS ) as
J[uinc](zS ) = 12
ˆ
Sd−1
∣∣∣u∞ (xˆ)∣∣∣2 dσ(xˆ) −<{ˆ
S
u∞ (xˆ) · u∞δ (xˆ)dσ(x)
}
+
1
2
ˆ
Sd−1
∣∣∣u∞δ (xˆ)∣∣∣2 dσ(xˆ).
In view of Theorem 2.3, the last term on the RHS is of order o(δ2d). Consequently,
J[uinc](zS ) = 12
ˆ
Sd−1
∣∣∣u∞ (xˆ)∣∣∣2 dσ(xˆ) −<{ˆ
Sd−1
u∞ (xˆ) · u∞δ (xˆ)dσ(xˆ)
}
+ o(δ2d).
Note that the total far-field pattern u∞δ can be expanded as well using Corollary 2.4 so that
J[uinc](zS ) =12
ˆ
Sd−1
∣∣∣u∞ (xˆ)∣∣∣2 dσ(xˆ) +<{iκPaPd δd ˆ
Sd−1
(u∞ (xˆ)eiκPxˆ·zS ) ·
[
(xˆ ⊗ xˆ ⊗ xˆ) : M(BS ) : ∇uinc(zS )
]
dσ(xˆ)
}
+<
{
aPdω
2(ρ0 − ρ2)|BS |δd
ˆ
Sd−1
(u∞ (xˆ)eiκPxˆ·zS ) ·
[
(xˆ ⊗ xˆ) · uinc(zS )
]
dσ(xˆ)
}
+<
{
iκS aSd δ
d
ˆ
Sd−1
(u∞ (xˆ)eiκS xˆ·zS ) ·
[
(xˆ ⊗ [Id − xˆ ⊗ xˆ]) : M(BS ) : ∇uinc(zS )
]
dσ(xˆ)
}
+<
{
aSdω
2(ρ0 − ρ2)|BS |δd
ˆ
Sd−1
(u∞ (xˆ)eiκS xˆ·zS ) ·
[
Id − (xˆ ⊗ xˆ) · uinc(zS )
]
dσ(xˆ)
}
+ o(δ2d). (21)
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Recall that, for any vector w,
(xˆ ⊗ xˆ) w = (xˆ · w) xˆ and (Id − xˆ ⊗ xˆ) w =

(
xˆ⊥ · w) xˆ⊥, d = 2,
xˆ × (w × xˆ) , d = 3.
(22)
Moreover, since u∞,P ∈ L2P(Sd−1) and u∞,S ∈ L2S (Sd−1), it is easy to see that
u∞,P(xˆ) = (xˆ · u∞ (xˆ))xˆ and u∞,S (xˆ) =
(xˆ
⊥ · u∞ (xˆ))xˆ⊥, d = 2,
xˆ × (u∞ (xˆ) × xˆ), d = 3.
(23)
Consequently, the expression (21), together with the identities (22) and (23), renders
J[uinc](zS ) =12
ˆ
Sd−1
∣∣∣u∞ (xˆ)∣∣∣2 dσ(xˆ) + ∑
α=P,S
[
<
{
iκαaαdδ
d
ˆ
Sd−1
xˆ ⊗ u∞,α(xˆ)eiκαxˆ·zS dσ(xˆ) : M(BS ) : ∇uinc(zS )
}
+<
{
aαdω
2(ρ0 − ρ2)|BS |δd
ˆ
Sd−1
u∞,α(xˆ)eiκαxˆ·zS dσ(xˆ) · uinc(zS )
} ]
+ o(δ2d)
=
∑
α=P,S
[
−<
aαdδd∇
ˆ
Sd−1
u∞,α(xˆ)eiκαxˆ·zS dσ(xˆ) : M(BS ) : ∇uinc(zS )

+<
{
aαdω
2(ρ0 − ρ2)|BS |δd
ˆ
Sd−1
u∞,α(xˆ)eiκαxˆ·zS dσ(xˆ) · uinc(zS )
} ]
+ o(δ2d).
Finally, using the definition of the Herglotz wave field with kernel u∞,α, one arrives at
1
δd
(
J[uinc](zS ) − 12
ˆ
Sd−1
∣∣∣u∞ (xˆ)∣∣∣2 dσ(xˆ))
=
∑
α=P,S
[
−<
{
aαd∇H
[
u∞,α
]
(zS ) : M(BS ) : ∇uinc(zS )
}
+<
{
aαdω
2(ρ0 − ρ2)|BS |H
[
u∞,α
]
(zS ) · uinc(zS )
} ]
+ o(δd).
By passing the limit δd → 0, the topological derivative of the cost functional J[uinc](zS ) is obtained and the required
expression (20) for ITD[uinc] follows immediately.
Before proceeding to the analysis of the topological sensitivity of ITD[uinc], note that the asymptotic expansions
of the Herglotz wave fieldsH[u∞,α] as d → 0 are required. Towards this end, the following result holds.
Lemma 3.3. Let ρ1ω2 be different from the eigenvalues of −Lλ1,µ1 in L2(D)d and ω  1. Then, for all z ∈ Rd,
H
[
u∞,α
]
(z) = − 4ρ0c2αaαdd
(
pi
κα
)d−2 (
∇z={Γωα (z, zD)} : M(BD) : ∇uinc(zD) + ω2(ρ0 − ρ1)|BD|={Γωα (z, zD)} · uinc(zD))
+ o(dωd).
Proof. Let us first consider the case α = P. By definition of the Herglotz wave field and Corollary 2.4, for all zS ∈ Rd,
H
[
u∞,P
]
(z) = − iκPaPd d
ˆ
Sd−1
eiκPxˆ·(z−zD)(xˆ ⊗ xˆ ⊗ xˆ) : M(BD) : ∇uinc(zD)dσ(xˆ)
− aPdω2(ρ0 − ρ1)|BD|d
ˆ
Sd−1
eiκPxˆ·(z−zD)(xˆ ⊗ xˆ) · uinc(zD)dσ(xˆ) + o(dωd),
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or equivalently,
H
[
u∞,P
]
(z) =
aPd 
d
κ2P
∇z ⊗ ∇z ⊗ ∇z
ˆ
Sd−1
(
eiκPxˆ·(z−zD)
)
dσ(xˆ) : M(BD) : ∇uinc(zD)
+
aPdω
2(ρ0 − ρ1)|BD|d
κ2P
∇z ⊗ ∇z
ˆ
Sd−1
(
eiκPxˆ·(z−zD)
)
dσ(xˆ) · uinc(zD) + o(dωd).
This, together with the identity (7), yields
H
[
u∞,P
]
(z) =4
(
pi
κP
)d−2 aPd d
κ2P
∇z ⊗ (∇z ⊗ ∇z={gωP(z − zD)}) : M(BD) : ∇uinc(zD)
+ 4
(
pi
κP
)d−2 aPdω2(ρ0 − ρ1)|BD|d
κ2P
(∇z ⊗ ∇z={gωP(z − zD)}) · uinc(zD) + o(dωd).
Finally, by the definition of ΓωP , it can be easily seen that
H
[
u∞,P
]
(z) = − 4
(
pi
κP
)d−2
ρ0c2Pa
P
d 
d∇z={ΓωP(z, zD)} : M(BD) : ∇uinc(zD)
− 4
(
pi
κP
)d−2
ρ0c2Pa
P
dω
2(ρ0 − ρ1)|BD|d={ΓωP(z, zD)} · uinc(zD) + o(dωd).
For α = S , Corollary 2.4 is once again invoked so that, for all zS ∈ Rd,
H
[
u∞,S
]
(z) = − iκS aSd d
ˆ
Sd−1
eiκS xˆ·(z−zD)xˆ ⊗ (Id − xˆ ⊗ xˆ) : M(BD) : ∇uinc(zD)dσ(xˆ)
− aSdω2(ρ0 − ρ1)|BD|d
ˆ
Sd−1
eiκS xˆ·(z−zD)(Id − xˆ ⊗ xˆ) · uinc(zD)dσ(xˆ) + o(dωd).
Again using identity (7), one gets
H
[
u∞,S
]
(z) = − aSd d∇z
Id + 1
κ2S
∇z ⊗ ∇z
ˆ
Sd−1
(
eiκS xˆ·(z−zD)
)
dσ(xˆ) : M(BD) : ∇uinc(zD)
− aSdω2(ρ0 − ρ1)|BD|d
Id + 1
κ2S
∇z ⊗ ∇z
 ˆ
Sd−1
(
eiκS xˆ·(z−zD)
)
dσ(xˆ) · uinc(zD) + o(dωd)
= − 4
(
pi
κS
)d−2
aSd 
d∇z
Id + 1
κ2S
∇z ⊗ ∇z
 [={gωS (z − zD)}] : M(BD) : ∇uinc(zD)
− 4
(
pi
κS
)d−2
aSdω
2(ρ0 − ρ1)|BD|d
Id + 1
κ2S
∇z ⊗ ∇z
 [={gωS (z − zD)}] · uinc(zD) + o(dωd).
The desired result easily follows from the expression of ΓωS . This completes the proof.
3.2. Sensitivity and resolution analysis
Let us now discuss the sensitivity of the location indicators. Remark that ITD[uinc] depends on the back-propagator
H[u∞,α] which consists of two terms, a density contrast term (involving (ρ0−ρ1)) and an elastic contrast term (involv-
ingM(BD)), as suggested by Lemma 3.3. Accordingly, two separate cases are considered for brevity. Specifically, the
inclusion is assumed to have either a density contrast (i.e., λ0 = λ1, µ0 = µ1 and ρ0 , ρ1) or an elasticity contrast (i.e.,
λ0 , λ1, µ0 , µ1 and ρ0 = ρ1) with the background medium throughout in this article. The general case is delicate but
amenable to the same treatment.
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3.2.1. Density contrast
If it is a priori known that the true inclusion has only a density contrast with the background medium then the trial
inclusion is also nucleated with a density contrast only. Moreover, it is assumed that the density contrasts of the trial
and the true inclusions with the background have the same signs, i.e., the parameter ρ2 is such that (ρ0−ρ1)(ρ0−ρ2) > 0.
For ease of notation, a parameter τ is introduced by
τ := |BS ||BD|(ρ0 − ρ1)(ρ0 − ρ2).
The location indicator ITD[uinc] and back-propagatorH[u∞,α] in the density contrast case appear to be
ITD[uinc](zS ) = −
∑
α=P,S
<
{
aαdω
2(ρ0 − ρ2)|BS |H[u∞,α](zS ) · uinc(zS )
}
, (24)
H[u∞,α](zS ) ≈ −4
(
pi
κα
)d−2
ρ0c2αa
α
dω
2(ρ0 − ρ1)|BD|d= {Γωα (zS , zD)} · uinc(zD), ∀zS ∈ Rd. (25)
It is worthwhile remarking that the back-propagators H[u∞,P](zS ) and H[u∞,S ](zS ) are respectively solenoidal and
irrotational in the regime d → 0. In fact, it is easy to check, e.g., for d = 3, that
∇ ×H[u∞,P](zS ) ∝ ∇ ×
(
= {ΓωP(zS , zD)} · uinc(zD)) = (∇ × = {ΓωP(zS , zD)}) · uinc(zD) = 0,
∇ · H[u∞,S ](zS ) ∝ ∇ ·
(
=
{
ΓωS (zS , zD)
}
· uinc(zD)
)
=
(
∇ · =
{
ΓωS (zS , zD)
})
· uinc(zD) = 0.
This observation, together with (25) in (24), leads us to the simplified form
ITD[uinc](zS ) ≈ ω3γdτd<
 ∑
α=P,S
1
cα
= {Γωα (zS , zD)} uinc(zD) · Πα[uinc](zS )
 , (26)
where γd := 1/(2d−1piρ0). In particular, when uinc is a β−plane wave, with β = P or S ,
ITD[uβ](zS ) ≈ω3γdτd<
 ∑
α=P,S
1
cα
= {Γωα (zS , zD)} uβ(zD) · Πα[uβ](zS )

=
ω3γdτ
d
cβ
<
{
=
{
Γωβ (zS , zD)
}
uβ(zD) · uβ(zS )
}
. (27)
The expression (27) clearly shows that if the medium is probed by an incident β−wave then the single-short
location indicator is proportional to the imaginary part of β−component of the Kupradze matrix, which observes a
sharp peak at the point zS near the true location zD of the inclusion D with a focal spot size of the order of half the
wavelength of β−wave. For instance, when β = S and d = 3,
ITD[uS ](zS ) ∝ cos(κS θ · (zS − zD))=
{
ΓωS (zS , zD)
}
θ⊥ · θ⊥
∝ cos(κS θ · r)
[
2
3
j0 (κS |r|) I3 + j2 (κS |r|)
(
rˆ ⊗ rˆ − 1
3
I3
)]
θ⊥ · θ⊥,
where r := zS − zD and jm is the spherical Bessel function of first kind and order m. Recall that jm(κS |r|) = O(1/κS |r|)
as κS |r| → +∞ (see, e.g., [51, Sec. 10.52]). Moreover, its focal spot size is of the order of the wavelength of S-
wave. Since cos(κS θ · r) is a bounded function, it is evident that zS 7→ ITD[uS ] observes a very prominent peak that
has diameter determined by the wavelength of S-wave as zS → zD. In general, it tells us that the location indicator
ITD[uinc] in density contrast case is felicitous to identify zD with Rayleigh resolution.
Let us now discuss the sensitivity of the multi-short location indicator. The following result holds.
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Lemma 3.4. If n ∈ N is sufficiently large then for any search point zS ∈ Rd,
InTD(zS ;α) ≈ 4ρ0ω3τγdcαd
(
pi
κα
)d−2
Φα,α(zS , zD),
where Φα,β : Rd × Rd → R, for α, β = P, S , is defined as
Φα,β(z, z′) := = {Γωα (z, z′)} : = {Γωβ (z, z′)} . (28)
Proof. For α = P, by virtue of expression (26),
InTD(zS ; P) ≈
1
n
n∑
j=1
ω3γdτ
d<
{
1
cP
= {ΓωP(zS , zD)} uPj (zD) · uPj (zS )} .
Substituting the expression (18) for uPj and using Aθ : θ = A : θ ⊗ θ for arbitrary A ∈ Rd×d and θ ∈ Rd, one gets
InTD(zS ; P) ≈ω3γdτd<
 1cP= {ΓωP(zS , zD)} : 1n
n∑
j=1
θ j ⊗ θ jeiκP(zS−zD)·θ j
 .
Therefore, the desired result is obtained by invoking approximation (8).
Similarly, for α = S ,
InTD(zS ; S ) ≈
1
n
n∑
j=1
d−1∑
`=1
ω3γdτ
d<
{
1
cS
=
{
ΓωS (zS , zD)
}
uSj,`(zD) · uSj,`(zS )
}
.
Substituting the expression (18) for uSj,` and once again using Aθ : θ = A : θ ⊗ θ, one obtains
InTD(zS ; S ) ≈ω3γdτd<
 1cS = {ΓωS (zS , zD)} : 1n
n∑
j=1
d−1∑
`=1
θ⊥,`j ⊗ θ⊥,`j eiκS (zS−zD)·θ j
 .
Since {θ j, θ⊥,`j } forms an orthonormal basis of Rd for each j = 1, · · · , n and n ∈ N is sufficiently large, therefore
identity (9) can be invoked to get the desired result. This completes the proof.
As discussed in the single-short case, it can be observed from Lemma 3.4 that the multi-short indicator zS 7→
InTD(zS ;α) is proportional to ‖=
{
Γωα (zS , zD)
} ‖2 (instead of ‖= {Γωα (zS , zD)} ‖ as in the single-short case). Therefore,
multi-short indicator in density contrast case attains most prominent increase as zS approaches zD and decays rapidly
as zS moves away from zD. Moreover, the resolution of the multi-short indicator is better than that of the single-short
indicator.
3.2.2. Elasticity contrast
If D has only an elasticity contrast then the trial inclusion is also nucleated with an elastic contrast only. Therefore,
location indicator ITD[uinc] and back-propagatorH[u∞,α] for an elasticity contrast admit expressions
ITD[uinc](zS ) =
∑
α=P,S
<
{
aαd∇H[u∞,α](zS ) : M(BS ) : ∇uinc(zS )
}
, (29)
H[u∞,α](zS ) ≈ −4
(
pi
κα
)d−2
ρ0c2αa
α
d
d∇zS=
{
Γωα (zS , zD)
}
: M(BD) : ∇uinc(zD). (30)
Unlike the density contrast case, the back-propagators have both solenoidal and irrotational components. This is
because of the mode-conversion phenomenon due to a discrepancy between the Lame´ parameters of the inclusion and
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the background medium. The asymptotic expression of ITD[uinc] is obtained by substituting Eq. (30) in Eq. (29) as
ITD[uinc](zS ) ≈ − γd
ω
d<
{
∇zS
 ∑
α=P,S
1
cα
∇zS=
{
Γωα (zS , zD)
}
: M(BD) : ∇uinc(zD)
 : M(BS ) : ∇uinc(zS )}. (31)
Apparently, expression (31) of the indicator ITD[uinc] in the elasticity contrast case is similar to that in the density
contrast case, specifically, ITD[uinc](zS ) is proportional to some function of = {Γωα (zS , zD)}. However, there are sig-
nificant differences between expressions (26) and (31). First of all, the location indicator in elasticity contrast case is
a weighted sum of the P- and S-components of the Kupradze matrix wherein the weights depend on the correspond-
ing wave speeds and the EMT. It is not clear if the weighted sum achieves the maximum increase when zS → zD.
Secondly, there is a mode-conversion occurring through the EMT due to the contrast between the Lame´ parameters
(see, e.g., [52]). Therefore, it is not guaranteed that the topological sensitivity based location indicator renders the
true location of the inclusion. Even if it does so, the mode-coupling between P- and S-components will degenerate the
resolution of the localization. These observations will be backed by the analysis of the multi-short location indicator.
Towards this end, the following result holds.
Lemma 3.5. If n ∈ N is sufficiently large then, for any search point zS ∈ Rd,
InTD(zS ;α) ≈
4γdρ0c2α
d
ω
(
pi
κα
)d−2 ∑
β=P,S
1
cβ
Ψα,β(zS , zD), (32)
where Ψα,β : Rd × Rd → R, for α, β = P, S , is defined as
Ψα,β(z, z′) :=
(
M(BD) • =
{
∇2zΓωα (z, z′)
})
:
(
M(BS ) • =
{
∇2zΓωβ (z, z′)
})>
. (33)
Proof. Let α = P and Θ j := θ j ⊗ θ j. Then,
InTD(zS ; P) ≈ −
γd
ω
d
1
n
n∑
j=1
<
{
∇zS
 ∑
α=P,S
1
cα
∇zS=
{
Γωα (zS , zD)
}
: M(BD) : ∇uPj (zD)
 : M(BS ) : ∇uPj (zS )}
= − γdω
d
c2P
1
n
n∑
j=1
<
{
∇zS
 ∑
α=P,S
1
cα
∇zS=
{
Γωα (zS , zD)
}
: M(BD) : Θ j
 : M(BS ) : Θ jeiκP(zS−zD)·θ j}. (34)
This can be equivalently written, using definition of the contraction operators and invoking approximation (11), as
InTD(zS ; P)
≈ − γdω
d
c2P
<
{ d∑
p,q,l,m,p′,q′,l′,m′=1
∑
α=P,S
1
cα
=
{(
∂lp′Γ
ω
α (zS , zD)
)
mq′
}
ml
′m′
p′q′ (BD)m
lm
pq(BS )
1n
n∑
j=1
Θ
j
l′m′Θ
j
pqeiκP(zS−zD)·θ j
 }
≈4ρ0γdc
2
P
d
ω
(
pi
κP
)d−2 d∑
p,q,l,m,p′,q′,l′,m′=1
∑
α=P,S
1
cα
=
{(
∂lp′Γ
ω
α (zS , zD)
)
mq′
}
ml
′m′
p′q′ (BD)=
{(
∂l′pΓ
ω
P(zS , zD)
)
m′q
}
mlmpq(BS )
=
4ρ0γdc2P
d
ω
(
pi
κP
)d−2 d∑
l,m,l′,m′=1
∑
α=P,S
1
cα
 d∑
p′,q′=1
=
{(
∂lp′Γ
ω
α (zS , zD)
)
mq′
}
ml
′m′
p′q′ (BD)

×
 d∑
p,q=1
=
{(
∂l′pΓ
ω
P(zS , zD)
)
m′q
}
mlmpq(BS )

=
4ρ0γdc2P
d
ω
(
pi
κP
)d−2 ∑
α=P,S
1
cα
(
M(BD) • =
{
∇2zSΓωα (zS , zD)
})
:
(
M(BS ) • =
{
∇2zSΓωP(zS , zD)
})>
.
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The conclusion follows from the definition of Ψα,β. Similarly, for α = S , if Θ˜ j,` := θ j ⊗ θ⊥,`j then
InTD(zS ; S ) ≈ −
γdω
d
c2S
1
n
n∑
j=1
d−1∑
`=1
<
{
∇zS
∇zS=
 ∑
α=P,S
1
cα
Γωα (zS , zD)
 : M(BD) : Θ˜ j,`
 : M(BS ) : Θ˜ j,`eiκS (zS−zD)·θ j},
or equivalently,
InTD(zS ; S ) ≈ −
γdω
d
c2S
<
{ d∑
p,q,l,m,p′,q′,l′,m′=1
∑
α=P,S
1
cα
=
{(
∂lp′Γ
ω
α (zS , zD)
)
mq′
}
× ml′m′p′q′ (BD)mlmpq(BS )
1n
n∑
j=1
d−1∑
`=1
Θ˜
j,`
l′m′Θ˜
j,`
pqeiκS (zS−zD)·θ j
 }.
Therefore, thanks to approximation (12),
InTD(zS ; S ) ≈
4ρ0γdc2S 
d
ω
(
pi
κS
)d−2 d∑
p,q,l,m,p′,q′,l′,m′=1
∑
α=P,S
1
cα
=
{(
∂lp′Γ
ω
α (zS , zD)
)
mq′
}
× ml′m′p′q′ (BD)=
{(
∂l′pΓ
ω
S (zS , zD)
)
m′q
}
mlmpq(BS )
=
4ρ0γdc2S 
d
ω
(
pi
κS
)d−2 d∑
l,m,l′,m′=1
∑
α=P,S
1
cα
 d∑
p′,q′=1
=
{(
∂lp′Γ
ω
α (zS , zD)
)
mq′
}
ml
′m′
p′q′ (BD)

×
 d∑
p,q=1
=
{(
∂l′pΓ
ω
S (zS , zD)
)
m′q
}
mlmpq(BS )

=
4ρ0γdc2S 
d
ω
(
pi
κS
)d−2 ∑
α=P,S
1
cα
(
M(BD) • =
{
∇2zSΓωα (zS , zD)
})
:
(
M(BS ) • =
{
∇2zSΓωS (zS , zD)
})>
,
which leads to the desired result by definition of Ψα,β.
It is clear from Eq. (32) that zS 7→ InTD(zS ;α) may not attain its maximum increase near zD. In fact, the result
obtained in Lemma 3.5 indicates that InTD is actually proportional to the weighted sum
∑
β Ψα,β/cβ in elasticity con-
trast case. The term Ψα,α achieves a sharp peak when zS → zD, however, the coupling term ΨP,S degenerates the
localization capability of the indicator zS 7→ InTD(zS ;α). On the other hand, even if the indicator somehow shows
the maximum increase near zD, e.g., when the coupling term is relatively small, only a sub-optimal resolution can be
achieved. Therefore, in order to ensure a guaranteed detection of the inclusion in the elasticity contrast case with opti-
mal resolution as per Rayleigh criterion, one must get rid of the coupling term. Towards this end, (properly) weighted
location indicators are introduced in the next section based on the Helmholtz decomposition of the back-propagators.
3.3. Weighted location indicators
Let us define the weighted single-short and multi-short location indicators, respectively, by
IW[uinc](zS ) :=
∑
α=P,S
cα<
{
aαd∇Πα
[
H[u∞,α]
]
(zS ) : M(BS ) : ∇Πα
[
uinc
]
(zS )
− aαdω2(ρ0 − ρ2)|BS |Πα
[
H[u∞,α]
]
(zS ) · Πα[uinc](zS )
}
, (35)
IW(zS ; P) :=1n
n∑
j=1
IW[uPj ](zS ) and IW(zS ; S ) :=
1
n
n∑
j=1
d−1∑
`=1
IW[uSj,`](zS ). (36)
14
Here, the P- and S-components of the back-propagator are correlated with the corresponding components of the
incident fields so that the coupling terms can be avoided. In fact, the function IW[uinc] is roughly the same as
ITD[uinc] in the density contrast case except for the constant weighting with cα. It is therefore linked to the topological
derivative of a cost functional thanks to the non-conversion of waveforms in the presence of the inclusion. However,
for the elasticity contrast case, IW[uinc] cannot be the topological derivative of some discrepancy function. Instead, it
is from the class of Kirchhoff-type location indicators, yet it is topologically sensitive with respect to the nucleation
of a trial inclusion at any search location.
The aim of this section is to establish that IW[uinc] provides guaranteed localization of the inclusion in both
density and elasticity contrast cases. As already mentioned, the weighted location indicator is the same as ITD[uinc]
up to a constant weighting with cα for density contrast case. In fact,
IW[uinc](zS ) = −
∑
α=P,S
<
{
cαaα,dω2(ρ0 − ρ2)|BS |Πα
[
H[u∞,α]
]
(zS ) · Πα
[
uinc
]
(zS )
}
. (37)
SinceH[u∞,P](zS ) andH[u∞,S ](zS ) are respectively solenoidal and irrotational when d → 0, Lemma 3.3 renders
IW[uinc](zS ) ≈ ω3γdτd<
 ∑
α=P,S
= {Γωα (zS , zD)} uinc(zD) · Πα[uinc](zS )
 .
On the other hand, in elasticity contrast case,
IW[uinc](zS ) =
∑
α=P,S
cα<
{
aαd∇Πα
[
H[u∞,α]
]
(zS ) : M(BS ) : ∇Πα
[
uinc
]
(zS )
}
. (38)
On substituting Eq. (30) in Eq. (38) and after fairly easy manipulations, one arrives at
IW[uinc](zS ) ≈ − γd
ω
d<
{ ∑
α=P,S
∇zS
(
∇zS=
{
Γωα (zS , zD)
}
: M(BD) : ∇uinc(zD)
)
: M(BS ) : Πα
[
∇uinc
]
(zS )
}
.
Lemma 3.6 highlights the topological sensitivity features of the weighted location indicators and can be easily
proved using similar arguments as in Lemma 3.5.
Lemma 3.6. If n ∈ N is sufficiently large then, for any search point zS ∈ Rd,
InW(zS ;α) ≈ 4γdρ0c2αω3τd
(
pi
κα
)d−2
Φα,α(zS , zD), (density contrast), (39)
InW(zS ;α) ≈
4γdρ0c2α
d
ω
(
pi
κα
)d−2
Ψα,α(zS , zD), (elasticity contrast), (40)
where Φα,β and Ψα,β are defined in (28) and (33) respectively.
The result in Lemma 3.6 clearly shows that the coupling term ΨP,S has disappeared and the weighted location
indicator InW is proportional to Φα,α and Ψα,α in density and elasticity contrast cases, respectively. It can be established
that these functions attain their maximum increase near the true location of the inclusion thanks to the imaginary parts
of the fundamental solutions Γωα . For example, the following expressions for Ψα,α were derived by Ammari et al [35,
Prop. 4.3, 4.4] for circular and spherical inclusions when EMT has the form (5).
Lemma 3.7. Let D be a ball in Rd, for d = 2, 3. Then,
ΨP,P(z, zD) =a2
∣∣∣∣∇2 [={ΓωP(z − zD)}] ∣∣∣∣2 + 2ab∣∣∣∣∆ [={ΓωP(z − zD)}] ∣∣∣∣2 + b2∣∣∣∣∆Tr [={ΓωP(z − zD)}] ∣∣∣∣2,
ΨS ,S (z, zD) =
a2
µ20
[
1
κ2S
∑
p,q,l,m,m,l
∣∣∣∣∂pqlm [={gωS (z − zD)}] ∣∣∣∣2 + (d − 2)4 ∣∣∣∣∇2 [={gωS (z − zD)}] ∣∣∣∣2 + κ4S4 ∣∣∣∣={gωS (z − zD)}∣∣∣∣2
]
.
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In Fig. 1, numerical realizations are provided for the focal spot of the functions Φα,α and Ψα,α which clearly
indicate that zS 7→ IW[uinc](zS ) attains its most prominent increase in the neighborhood of the true location (in this
case, the origin) and therefore has a sharp peak at zD with a focal spot size of the order of half the wavelength of the
corresponding wave-mode.
(a) ΦP,P (b) ΦS ,S
(c) ΨP,P (d) ΨS ,S
Figure 1: Focal spots of the functions Φα,α and Ψα,α for α = P or S , and λ0 = 10kPa, µ0 = 1kPa, and ρ0 = 1000kg/m3.
In rest of this article, the statistical stability of the multi-short weighted location indicator is discussed with respect
to the measurement and medium noises.
4. Statistical stability with measurement noise
Let us analyze the stability of weighted location indicator InW with respect to an additive measurement noise. It
is assumed that the measurements of the far-field amplitudes are corrupted by a circular zero mean Gaussian noise
ξ : Sd−1 → Cd, i.e.,
u∞ (xˆ) := u˜∞ (xˆ) + ξ(xˆ), xˆ ∈ Sd−1, (41)
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where u∞ represents the corrupted total far-field pattern and u˜∞ (xˆ) indicates the true data without noise corruption.
Let σ2ξ be the noise covariance of ξ such that for all zˆ, zˆ
′ ∈ Sd−1,
E
[
ξ(zˆ) ⊗ ξ(zˆ′)
]
= σ2ξδzˆ(zˆ
′)Id and E
[
ξk(zˆ) ⊗ ξk′ (zˆ)
]
= σ2ξδkk′δzˆ(zˆ
′)Id, (42)
where k and k′, for k, k′ ∈ {1, · · · , n}, indicate the k−th and k′−th measurements and E denotes the expectation with
respect to the statistics of noise ξ. By the expectations (42), the following assumptions are made.
1. The noise at two different points zˆ ∈ Sd−1 and zˆ′ ∈ Sd−1 is uncorrelated if zˆ , zˆ′.
2. The noise ξ(zˆ), for all zˆ ∈ Sd−1, has uncorrelated real and imaginary parts.
3. The individual components of the noise are uncorrelated.
4. The noises for different measurements, i.e., ξk and ξk
′
for k−th and k′−th measurements are uncorrelated when-
ever k , k′. However, all measurements have identical noise covariance σ2ξ.
Henceforth, the P-part and S-part of ξ are denoted by ξP and ξS , respectively.
It is evident that the noise affects the weighted location indicator InW through the back-propagatorH[u∞,α]. In fact,
by linearity of the Herglotz operator,
H
[
u∞,α
]
(zˆ) = H
[
u˜∞,α
]
(zˆ) +H [ξα] (zˆ),
wherein the first term on the RHS is independent of the noise and yields the true maximum of location indicator IW
as discussed in the noise-free case. On the other hand, the second term on the RHS, H [ξα], is a circular Gaussian
random process with mean-zero by linearity and by the definition of ξ. In order to fathom the role of measurement
noise on the localization capabilities of InW and for ensuing analysis, the covariance ofH
[
ξα
]
(zˆ) is required. Towards
this end, the following result holds.
Lemma 4.1. For all points z, z′ ∈ Rd,
E
[
H [ξα] (zˆ) ⊗H [ξα] (zˆ′)] = 4ρ0σ2ξc2α ( piκα
)d−2
= {Γωα (z, z′)} .
Proof. By definition of the Herglotz fields,
E
[
H [ξα] (zˆ) ⊗H [ξα] (zˆ′)] = E [¨
Sd−1×Sd−1
ξα(xˆ) ⊗ ξα(yˆ)eiκαxˆ·ze−iκαyˆ·z′dσ(xˆ)dσ(yˆ)
]
. (43)
Recall that
(Id − xˆ ⊗ xˆ) ξ(xˆ) = ξS (xˆ) and (xˆ ⊗ xˆ)ξ(xˆ) = ξP(xˆ). (44)
Then, for α = P, Eqs. (43) and (44) furnish
E
[
H [ξP] (zˆ) ⊗H [ξP] (zˆ′)] = ¨
Sd−1×Sd−1
(xˆ ⊗ xˆ)E
[
ξ(xˆ) ⊗ ξ(yˆ)
]
(yˆ ⊗ yˆ)eiκPxˆ·ze−iκPyˆ·z′dσ(xˆ)dσ(yˆ).
By virtue of (41), it can be seen that
E
[
H [ξP] (zˆ) ⊗H [ξP] (zˆ′)] =σ2ξ ˆ
Sd−1
(xˆ ⊗ xˆ)(xˆ ⊗ xˆ)eiκPxˆ·(z−z′)dσ(xˆ)
=σ2ξ
ˆ
Sd−1
(xˆ ⊗ xˆ)eiκPxˆ·(z−z′)dσ(xˆ)
= −
σ2ξ
κ2P
∇z ⊗ ∇z
(ˆ
Sd−1
eiκPxˆ·(z−z
′)dσ(xˆ)
)
.
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Therefore, by identity (7) and the definition of ΓωP ,
E
[
H [ξP] (zˆ) ⊗H [ξP] (zˆ′)] = − 4σ2ξ
κ2P
(
pi
κP
)d−2
∇z ⊗ ∇z= {gωP(z − z′)} = 4ρ0c2Pσ2ξ ( piκP
)d−2
= {ΓωP(z, z′)} ,
which is the required expression for α = P. Similarly,
E
[
H [ξS ] (zˆ) ⊗H [ξS ] (zˆ′)] = ¨
Sd−1×Sd−1
(Id − xˆ ⊗ xˆ)E
[
ξ(xˆ) ⊗ ξ(yˆ)
]
(Id − yˆ ⊗ yˆ)eiκS xˆ·ze−iκS yˆ·z′dσ(xˆ)dσ(yˆ).
Thanks to Eq. (41),
E
[
H [ξS ] (zˆ) ⊗H [ξS ] (zˆ′)] =σ2ξ ˆ
Sd−1
(Id − xˆ ⊗ xˆ)(Id − xˆ ⊗ xˆ)eiκS xˆ·(z−z′)dσ(xˆ)
=σ2ξ
ˆ
Sd−1
(Id − xˆ ⊗ xˆ)eiκS xˆ·(z−z′)dσ(xˆ)
=σ2ξ
Id + 1
κ2S
∇z ⊗ ∇z
 (ˆ
Sd−1
eiκS xˆ·(z−z
′)dσ(xˆ)
)
.
Finally, using identity (7) again and the definition of ΓωS , one arrives at
E
[
H [ξS ] (zˆ) ⊗H [ξS ] (zˆ′)] =4σ2ξ ( piκS
)d−2 Id + 1
κ2S
∇z ⊗ ∇z
= {gωS (z − z′)} = 4ρ0c2Sσ2ξ ( piκS
)d−2
=
{
ΓωS (z, z
′)
}
.
This completes the proof.
Lemma 4.1 shows that the fieldH [ξα] (zˆ), for both α = P and S , precipitates a speckle pattern. More specifically,
it generates a random cloud of hot spots with typical diameters of the order of wavelengths of the respective wave-
modes and amplitudes of the order of σξ/
√
κα.
Let us now assess the stability features of the weighted location indicator, and consider the cases of density and
elasticity contrasts separately.
4.1. Density contrast
In this case, IW[uinc] and InW are given by expressions (37) and (36), respectively. The cases of incident plane P-
and S-waves are considered separately. For P-waves, one can calculate the covariance of the weighted indicator as
Cov
(
InW(z; P),InW(z′; P)
)
=c2Pω
4τ˜2
1
n2
n∑
j, j′=1
E
[
<
{
aPdH
[
ξ jP
]
(z) · uPj (z)
}
<
{
aPdH
[
ξ j
′
P
]
(z′) · uPj′ (z′)
} ]
=c2Pω
4τ˜2|aPd |2
1
2n2
n∑
j=1
<
{
uPj (z) · E
[
H
[
ξ jP
]
(z) ⊗H
[
ξ jP
]
(z′)
]
uPj (z′)
}
, z, z′ ∈ Rd.
where τ˜ is defined as τ˜ := (ρ0 − ρ2)|BS |. Using Lemma 4.1 and identity (8), on obtains
Cov
(
InW(z; P),InW(z; P)
)
=σ2ξcPω
3τ˜2γd
1
2n2
n∑
j=1
<
{
uPj (z) · =
{
ΓωP(z, z
′)
}
uPj (z′)
}
=σ2ξcPω
3τ˜2γd
1
2n2
n∑
j=1
<
{
= {ΓωP(z, z′)} : θ j ⊗ θ jeiκPθ j·(z−z′)}
≈
2ρ0σ2ξc
3
Pω
3τ˜2γd
n
(
pi
κP
)d−2 ∥∥∥= {ΓωP(z, z′)}∥∥∥2 . (45)
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Similarly, for incident plane S-waves, the covariance of the weighted location indicator is given by
Cov
(
InW(z; S ),InW(z′; S )
)
=c2Sω
4τ˜2|aSd |2
1
n2
n∑
j, j′=1
d−1∑
`,`′=1
E
[
<
{
H
[
ξ j,`S
]
(z) · uS`, j(z)
}
<
{
H
[
ξ j
′,`′
S
]
(z′) · uSj′,`(z′)
} ]
=c2Sω
4τ˜2|aSd |2
1
2n2
n∑
j=1
d−1∑
`=1
<
{
uSj,`(z) · E
[
H
[
ξ j,`S
]
(z) ⊗H
[
ξ j,`S
]
(z′)
]
uSj,`(z′)
}
, z, z′ ∈ Rd.
Again, using Lemma 4.1 and identity (9), one can see that
Cov
(
InW(z; S ),InW(z; S )
)
=σ2ξcSω
3τ˜2γd
1
2n2
n∑
j=1
d−1∑
`=1
<
{
uSj,`|(z) · =
{
ΓωS (z, z
′)
}
uSj,`(z′)
}
=σ2ξcSω
3τ˜2γd
1
2n2
n∑
j=1
d−1∑
`=1
<
{
=
{
ΓωS (z, z
′)
}
: θ⊥,`j ⊗ θ⊥,`j eiκS θ j·(z−z
′)
}
≈
2ρ0σ2ξc
3
Sω
3τ˜2γd
n
(
pi
κS
)d−2 ∥∥∥∥= {ΓωS (z, z′)}∥∥∥∥2 . (46)
The following remarks are in order. The covariance of weighted location indicator InW has the same form as
expression (39) in Lemma 3.6 except for a modulation by Cσ2ξ/n, where C is a positive constant independent of n and
σξ. This elucidates that the shapes of the hot spots in the speckle field are identical to the shape of zS 7→ InW(zS , α)
in the noise-free case and their amplitudes are
√
Cσξ/
√
n times that of the main peak of InW. However, the shape or
the amplitude of InW are not affected by the measurement noise. Therefore, despite a cloud of hot spots surrounding
its true peak, the weighted location indicator is expected to perform effectively with noisy data contaminated by the
measurement noise. Moreover, the dependence of the covariance of the speckle field on 1/n suggests that the stability
of the weighted location indicator increases if the number of the incident fields is increased.
Let us now provide signal-to-noise ratio (SNR) estimates for InW with respect to the measurement noise in the
density contrast case. Towards this end, it can be easily seen from (45)-(46) that the variance of InW is given by
Var
(
InW(z;α)
)
≈
2ρ0σ2ξc
3
αω
3τ˜γd
n
(
pi
κα
)d−2 ∥∥∥= {Γωα (z, z)}∥∥∥2 . (47)
Consequently, thanks to Eq. (47) and Lemma 3.6, the SNR is given by
SNR :=
E
(
InW(z;α)
)
√
Var
(
InW(z;α)
) ≈ d |BD||ρ0 − ρ1| √nσξ
√
24−dpid−3cd−1α ω5−d
∥∥∥= {Γωα (z, z)}∥∥∥ .
It is evident that the SNR does not only depend on the noise covariance and the number of illuminations but also on
the volume and contrast of the inclusion.
4.2. Elasticity contrast
In this case, IW[uinc] and InW are given by Eqs. (38) and (36), respectively. Therefore, for incident P-waves, the
covariance of the weighted location indicator, for all z, z′ ∈ Rd, is given by
Cov
(
InW(z; P),InW(z′; P)
)
=c2P
1
n2
n∑
j, j′=1
E
[
<
{
aPd∇ΠP
[
H
[
ξ jP
]]
(z) : M(BS ) : ∇uPj (z)
}
<
{
aPd ΠP
[
H
[
ξ j
′
P
]]
(z′) : M(BS ) : ∇uPj′ (z′)
} ]
.
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Simple manipulations show that
Cov
(
InW(z; P),InW(z′; P)
)
=c2P|aPd |2
1
2n2
n∑
j, j′=1
<
{
E
[ (
∇ΠP
[
H
[
ξ jP
]]
(z) : M(BS ) : ∇uPj (z)
) (
ΠP
[
H
[
ξ j
′
P
]]
(z′) : M(BS ) : ∇uPj′ (z′)
) ]}
=c2P|aPd |2
1
2n2
n∑
j, j′=1
<
{
∇uPj (z) : M(BS ) :
(
E
[
∇ΠP
[
H
[
ξ jP
]]
(z) ⊗ ∇ΠP
[
H
[
ξ j
′
P
]]
(z′)
]
: M(BS ) : ∇uPj′ (z′)
) }
. (48)
Remark that, by the same arguments as in Lemma 4.1,
E
[
∇Πα
[
H
[
ξ jα
]]
(z) ⊗ ∇Πα
[
H
[
ξ j
′
α
]]
(z′)
]
= −4ρ0c2ασ2ξ
(
pi
κα
)d−2
∇2z=
{
Γωα (z, z
′)
}
δ j, j′ . (49)
Therefore, using Eq. (49) in Eq. (48), one arrives at
Cov
(
InW(z; P),InW(z′; P)
)
= −
cPσ2ξγd
2ω
1
n2
n∑
j=1
<
{
∇uPj (z) : M(BS ) :
(
∇2z=
{
Γωα (z, z
′)
}
: M(BS ) : ∇uPj (z′)
) }
. (50)
Recall that the term
1
n
n∑
j=1
<
{
∇uPj (z) : M(BS ) :
(
∇2z=
{
Γωα (z, z
′)
}
: M(BS ) : ∇uPj (z′)
) }
,
in Eq. (50) is of the same form as Eq. (34) analyzed component-wise in Lemma 3.5. Therefore, following the same
arguments, one can arrive at the expression for the covariance after fairly easy calculations as
Cov
(
InW(z; P),InW(z′; P)
)
≈
2ρ0c3Pσ
2
ξγd
ω
(
pi
κP
)d−2 1
n
(
M(BS ) • =
{
∇2zΓωP(z, z′)
})
:
(
M(BS ) • =
{
∇2zΓωP(z, z′)
})>
.
Similarly, for incident plane S-waves, one finds out that the covariance of the weighted location indicator is
Cov
(
InW(z; S ),InW(z′; S )
)
≈
2ρ0c3Sσ
2
ξγd
ω
(
pi
κS
)d−2 1
n
(
M(BS ) • =
{
∇2zΓωS (z, z′)
})
:
(
M(BS ) • =
{
∇2zΓωS (z, z′)
})>
.
For analysis sake, let us assume that M(BS ) = M(BD). Then,
Cov
(
InW(z;α),InW(z′;α)
)
≈
2ρ0c3ασ
2
ξγd
ω
(
pi
κα
)d−2 1
n
Ψα,α(z, z′). (51)
Once again, as discussed in the density contrast case, the covariance of the speckle field has the same expression as in
Eq. (40) in Lemma 3.6 up to a scaling by C˜σ2ξ/n, where C˜ is independent of σξ and n. Therefore, the measurement
noise has same effects on the performance of the weighted location indicator in elasticity contrast case as discussed in
Section 4.1 for the density contrast. Further, if M(BS ) = M(BD) then the variance of InW and the SNR, thanks to Eq.
(51) and Lemma 3.6, are given by
Var
(
InW(z;α)
)
≈
2ρ0c3Sσ
2
ξγd
ω
(
pi
κS
)d−2 1
n
Ψα,α(z, z),
SNR ≈ d
√
n
σξ
√
24−dpid−3cd−1α ω1−d
√
Ψα,α(z, z).
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5. Statistical stability with random medium noise
Let us now investigate the stability of the weighted location indicator with respect to the medium noise, i.e., when
the material parameters fluctuate around the reference material parameters. For brevity, it is supposed that either the
density parameter is fluctuating around the reference value ρ0 or the shear modulus is fluctuating around the reference
value µ0. The general case, when density and both Lame´ parameters fluctuate simultaneously, can be dealt with
similarly but is much more intriguing and the calculations are tedious.
5.1. Randomly fluctuating density parameter
Let the density parameter of the elastic material loaded in the background medium Rd be randomly fluctuating
around the reference density parameter ρ0, i.e.,
ρ(x) := ρ0 (1 + η(x)) , x ∈ Rd,
where η : Rd → R is a (real valued) random fluctuation of typical size ση. It is assumed that the fluctuations are weak,
i.e., the size ση is small enough in the sense that the Born approximation is justified and valid.
Henceforth, the quantities related to the random medium in the absence of any inclusion will be termed as the
background quantities whereas those related to the medium without random fluctuations in the absence of any inclu-
sion will be termed as the reference quantities. The reference quantities will be marked by a superposed 0.
5.1.1. Measurement model
In order to understand the effects of random medium noise on the stability of location indicator InW, the contam-
inated data u∞ and the corrupted back-propagator H[u∞,α] need to be elaborated. Toward this end, remark that the
differential measurements of the far-field patterns are now characterized by
utot(x) − uinc,0(x) = e
iκP |x|
|x|(d−1)/2 u
∞
,P(xˆ) +
eiκS |x|
|x|(d−1)/2 u
∞
,S (xˆ) + O
(
1
|x|(d+1)/2
)
, (52)
uniformly in all directions xˆ ∈ Sd−1 as x| → +∞, wherein the reference field uinc,0 is used. In fact, the background
is fluctuating randomly and the differential measurements are with respect to the reference medium. It shows that a
clutter noise is induced by the random fluctuation η which contaminates the far-field scattering patterns. In order to
separate the original scattering signature of the inclusion from that of the clutter noise induced by η, the contaminated
scattered measurements utot(x) − uinc,0(x) are expressed as the sum of utot(x) − uinc(x) and uinc(x) − uinc,0(x). Subse-
quently, these quantities are approximated in the Born approximation regime. It allows us to express u∞,α in terms of
the reference far-field patterns u∞,0,α .
Note that the incident field uinc can be expressed under the Born approximation as
uinc(x) = uinc,0(x) − ρ0ω2
ˆ
Rd
Γω,0(x, y)η(y)uinc,0(y)dy + o
(
ση
)
.
Thanks to asymptotic expansion (13) in Proposition 2.2, for |x| → +∞,
uinc(x) − uinc,0(x) = − ρ0ω2
[
aPd
eiκP |x|
|x|(d−1)/2
ˆ
Rd
(xˆ ⊗ xˆ) e−iκPxˆ·yη(y)uinc,0(y)dy
+ aSd
eiκS |x|
|x|(d−1)/2
ˆ
Rd
(Id − xˆ ⊗ xˆ) e−iκS xˆ·yη(y)uinc,0(y)dy + o
(
ση
)
+ O
(
1
|x|(d+1)/2
) ]
= − ρ0ω2
[
aPd
eiκP |x|
|x|(d−1)/2
ˆ
Rd
− 1
κ2P
∇ ⊗ ∇
 e−iκPxˆ·y η(y)uinc,0(y)dy
+ aSd
eiκS |x|
|x|(d−1)/2
ˆ
Rd
Id + 1
κ2S
∇ ⊗ ∇
 e−iκS xˆ·y η(y)uinc,0(y)dy + o (ση) + O ( 1|x|(d+1)/2
) ]
.
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Similarly, under the Born approximation(
utot(x) − uinc(x)
)
=
(
utot,0(x) − uinc,0(x)
)
− ρ0ω2
ˆ
Rd
Γω,0(x, y)η(y)
(
utot,0(y) − uinc,0(y)
)
dy + o
(
ση
)
. (53)
It is interesting to note that the first term on the RHS of Eq. (53) is exactly the scattered field in the reference medium,
whereas the second term is of order o(ωd+2dση) thanks to Corollary 2.4. Therefore,(
utot(x) − uinc(x)
)
=
(
utot,0(x) − uinc,0(x)
)
+ o
(
ση
)
+ o
(
ωd+2dση
)
.
Consequently, when |x| → +∞,
(
utot(x) − uinc(x)
)
=
eiκP |x|
|x|(d−1)/2 u
∞,0
,P (xˆ) +
eiκS |x|
|x|(d−1)/2 u
∞,0
,S (xˆ) + o
(
ση
)
+ o
(
ωd+2dση
)
+ O
(
1
|x|(d+1)/2
)
. (54)
Finally, combining Eqs. (52), (53), and (54), one finds out that
u∞,P(xˆ) =u
∞,0
,P (xˆ) − ρ0ω2aPd
ˆ
Rd
−1
κ2P
∇ ⊗ ∇
(
e−iκPxˆ·y
) η(y)uinc,0(y)dy + o (ση) + o (ωd+2dση) + O ( 1|x|(d+1)/2
)
, (55)
u∞,P(xˆ) =u
∞,0
,S (xˆ) − ρ0ω2aSd
ˆ
Rd
Id + 1
κ2S
∇ ⊗ ∇
(
e−iκS xˆ·y
) η(y)uinc,0(y)dy + o (ση) + o (ωd+2dση) + O ( 1|x|(d+1)/2
)
.
(56)
The noisy back-propagatorH[u∞,α] can be calculated using the noisy far-field patterns (55) and (56). After simple
manipulations one finds out that, for all z ∈ Rd,
H[u∞,α](z) =H[u∞,0,α ](z) − 4ρ20c2αω2aαd
(
pi
κα
)d−2 ˆ
Rd
=
{
Γω,0α (z, y)
}
η(y)uinc,0(y)dy
+ o
(
ση
)
+ o
(
ωd+2dση
)
+ O
(
1
|x|(d+1)/2
)
. (57)
Notice that the first term on the RHS of Eq. (57) is the back-propagator related entirely to the reference medium
and will furnish the main peak of InW in the noise-free case under the assumption that the Born approximation is valid.
The second term on the RHS of Eq. (57) is the error term emerging from the clutter. This will generate a speckle field
when supplied to the indicator InW. In order to facilitate the ensuing analysis, let us introduce error operator
Eα [w] (z) := −4ρ20c2αω2aαd
(
pi
κα
)d−2 ˆ
Rd
=
{
Γω,0α (z, y)
}
η(y)w(y)dy.
For brevity, the shorthand notation EP, jα will be used for the error associated to the plane P-wave incident field uP,0j and
ES , j,`α will be used for that associated to the plane S-wave uS,0j,` .
5.1.2. Speckle field analysis for density contrast
The back-propagators EP, jα and ES , j,`α , emerging in Eq. (57) due to the noise η, generate speckle fields which
corrupt the true peaks of z 7→ InW(z; P) and z 7→ InW(z; S ), respectively. To explain the effects of these speckle fields
on the performance and stability of the location indicator, the covariances of these speckle fields is investigated below.
Towards this end, the following result holds.
Lemma 5.1. For all z, z′ ∈ Rd,
Cov
(
InW (z;α),InW (z′;α)
)
≈ 8ρ40c4αω6γ2dτ˜2
(
pi
κα
)2d−4¨
Rd×Rd
Cη(y, y′)Φα,α(z, y)Φα,α(z′, y′)dydy′, (58)
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where Cη is the two-point correlation of η (i.e., Cη(y, y′) := E [η(y)η(y′)]).
Proof. Let us first evaluate the speckle fields
1
n
n∑
j=1
aPdEP, jP (z) · uP,0j (z) and
1
n
n∑
j=1
d−1∑
`=1
aSdES , j,`S (z) · uS ,0j,` (z).
By definition of the error function and P-waves,
1
n
n∑
j=1
aPdEP, jP (z) · uP,0j (z) = − 4ρ20c2Pω2|aPd |2
(
pi
κP
)d−2 1
n
n∑
j=1
ˆ
Rd
=
{
Γ
ω,0
P (z, y)
}
η(y)uP,0j (y)dy · uP,0j (z)
= − ρ0γdκP
n
n∑
j=1
ˆ
Rd
=
{
Γ
ω,0
P (z, y)
}
η(y)uP,0j (y) · uP,0j (z)dy
= − ρ0γdκP
ˆ
Rd
=
{
Γ
ω,0
P (z, y)
}
η(y) :
1n
n∑
j=1
θ j ⊗ θ jeiκPθ j·(z−y)
 dy.
Thanks to approximation (8), for n sufficiently large,
1
n
n∑
j=1
aPdEP, jP (z) · uP,0j (z) ≈ −4ρ20c2PγdκP
(
pi
κP
)d−2 ˆ
Rd
η(y)ΦP,P(z, y)dy. (59)
Similarly, one easily obtains the approximation
1
n
n∑
j=1
d−1∑
`=1
aSdES , j,`S (z) · uS ,0j,` (z) ≈ −4ρ20c2S γdκS
(
pi
κS
)d−2 ˆ
Rd
η(y)ΦS ,S (z, y)dy. (60)
Therefore, the covariance of the weighted location indicator is evaluated using Eq. (59) as
Cov
(
InW (z; P),InW (z′; P)
)
=
c2Pω
4τ˜2
n2
n∑
j, j′=1
E
[
<
{
aPdEP, jP (z) · uP,0j (z)
}
<
{
aPdEP, j
′
P (z′) · uP,0j′ (z′)
}]
=
c2Pω
4τ˜2
2
<
E

1n
n∑
j=1
aPdEP, jP (z) · uP,0j (z)

1n
n∑
j′=1
aPdEP, j
′
P (z′) · uP,0j′ (z′)



≈ 8ρ40c4Pω6γ2dτ˜2
(
pi
κP
)2d−4¨
Rd×Rd
E
[
η(y)η(y′)
]
ΦP,P(z, y)ΦP,P(z′, y′)dydy′.
By proceeding in the same manner and using approximation (60), on can get
Cov
(
InW (z; S ),InW (z′; S )
)
≈ 8ρ40c4Sω6γ2dτ˜2
(
pi
κS
)2d−4¨
Rd×Rd
E
[
η(y)η(y′)
]
ΦS ,S (z, y)ΦS ,S (z′, y′)dydy′.
The conclusion follows from the last two equations and the definition of Cη.
Remark 5.2. It is interesting to note, from estimates (59)-(60), that the speckle field generated by the medium noise η
for an α-wave is roughly the medium noise smoothed by the integral kernel Φα,α. Moreover, its correlation structure is
approximately that of η smoothed by the kernel Φα,α with a correlation length given by the maximum of the wavelength
of the incident field and the correlation length of η, as suggested by Lemma 5.1. Specifically, the speckle field has a
correlation length of the order of the focal spot size of zS → InW(zS ;α) in the neighborhood of zD so that it is not
possible to recognize the peak procured by zS → InW(zS ;α) based on its shape. The identification of the true peak is
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only possible through its height. It is worthwhile precising also that the main peak of the location indicator is affected
due to the medium noise. Finally, the estimates of the speckle field and its covariance both are independent of n which
means that the stability of the weighted location indicator relative to medium noise cannot be increased by increasing
the number of illuminations on contrary to the measurement noise case.
5.1.3. Speckle field analysis for elasticity contrast
For analyzing the performance of the weighted location indicator in the elasticity contrast case, the covariance of
the speckle field is estimated in Lemma 5.3.
Lemma 5.3. For all z, z′ ∈ Rd,
Cov
(
InW (z;α),InW (z′;α)
)
≈ 8ρ40c4αω2γ2d
(
pi
κα
)2d−4¨
Rd×Rd
Cη(y, y′)Qαη [M(BS )](z, y)Qαη [M(BS )](z′, y′)dydy′, (61)
where Qαη [A] : Rd × Rd → R, for any rank-four tensor A, is defined by
Qαη [A](x, y) := =
{
∇zΓω,0α (x, y)
}
: A • =
{
∇zΓω,0α (x, y)
}
. (62)
Proof. Let us prove the result for α = P. The situation when α = S can be dealt with similarly. Let us first evaluate
the speckle field. By the definition of the error function,
1
n
n∑
j=1
aPd∇EP, jP (z) : M(BS ) : ∇uP,0j (z)
= − 4ρ20c2Pω2|aPd |2
(
pi
κP
)d−2 1
n
n∑
j=1
ˆ
Rd
=
{
∇zΓω,0P (z, y)
}
η(y)uP,0j (y) : M(BS ) : ∇uP,0j (z)dy
= − ρ0γdκP
n
n∑
j=1
ˆ
Rd
=
{
∇zΓω,0P (z, y)
}
η(y)uP,0j (y) : M(BS ) : ∇uP,0j (z)dy
= − ρ0γdκP
n
n∑
j=1
ˆ
Rd
η(y)=
{
∇zΓω,0P (z, y)
}
θ j : M(BS ) : iκPθ j ⊗ θ jeiκPθ j·(z−y)dy.
After proceeding component-wise, one can easily check out that
1
n
n∑
j=1
aPd∇EP, jP (z) : M(BS ) : ∇uP,0j (z) = −
ρ0γdκP
n
n∑
j=1
ˆ
Rd
η(y)M(BS ) • =
{
∇zΓω,0P (z, y)
}
: iκPθ j ⊗ θ j ⊗ θ jeiκPθ j·(z−y)dy.
Consequently, thanks to approximation (8),
1
n
n∑
j=1
aPd∇EP, jP (z) : M(BS ) : ∇uP,0j (z) ≈ −4ρ20γdc2PκP
(
pi
κP
)d−2 ˆ
Rd
η(y)QPη [M(BS )](z, y)dy. (63)
Let us now estimate the covariance of the weighted location indicator. In elasticity contrast case,
Cov
(
InW (z; P),InW (z′; P)
)
=
c2P
n2
n∑
j, j′=1
E
[
<
{
aPd∇EP, jP (z) : M(BS ) : ∇uP,0j (z)
}
<
{
aPd∇EP, j
′
P (z′) : M(BS ) : ∇uP,0j′ (z′)
} ]
=
c2P
2
<
{
E
[ 1n
n∑
j=1
aPd∇EP, jP (z) : M(BS ) : ∇uP,0j (z)

1n
n∑
j′=1
aPd∇EP, j
′
P (z′) : M(BS ) : ∇uP,0j′ (z′)
]}.
24
Therefore, by virtue of estimate (63),
Cov
(
InW (z; P),InW (z′; P)
)
≈ 8ρ40c4Pω2γ2d
(
pi
κP
)2d−4¨
Rd×Rd
Cη(y, y′)QPη [M(BS )](z, y)QPη [M(BS )](z′, y′)dydy′.
It can demonstrated that Qαη [M(BS )] defined in Eq. (62) is a non-negative real-valued function for both α = P and
α = S . For example, when BS is a ball in Rd and M(BS ) = M(BD),
QPη [M(BS )](x, y) := a
∥∥∥∥= {∇xΓω,0P (x, y)}∥∥∥∥2 + b ∥∥∥∥= {∇x · Γω,0P (x, y)}∥∥∥∥2 ,
QSη [M(BS )](x, y) :=
a
2
∥∥∥∥= {∇xΓω,0S (x, y)}∥∥∥∥2 + a2= {∇xΓω,0S (x, y)} : =
{(
∇xΓω,0S (x, y)
)>}
+ b
∥∥∥∥= {∇x · Γω,0S (x, y)}∥∥∥∥2 .
Thanks to this observation and the comparison of the speckle fields ((59)-(60) and (63)) and their covariances ((58)
and (61)), one can draw similar conclusions regarding the effects of medium noise on the performance of the location
indicator in the elasticity contrast case as in Remark 5.2. The only difference is that the smoothing kernel Qαη replaces
the kernel Φα,α in the elasticity contrast case (which also is non-negative and achieves its maximum value at zS = zD).
5.2. Randomly fluctuating elastic parameters
Let the Lame´ parameters of the background medium fluctuate around the reference values. For brevity, it is
assumed that only the shear modulus fluctuates around its reference value µ0. The general case is delicate but amenable
to the same treatment.
Let µ denote the randomly fluctuating shear modulus defined by
µ(x) := µ0 (1 + ϕ(x)) , x ∈ Rd,
where ϕ is a random process. It is assumed that ϕ is compactly supported inRd with typical size σϕ and the fluctuation
is weak enough that the terms of the order o(σϕ) are negligible so that the Born approximation is justified. As for
the medium with randomly fluctuating density parameter, first the noisy measurements are modeled with the goal of
approximating the noisy back-propagator as the sum of the reference back-propagator and the clutter error term.
5.2.1. Measurement model
The incident field in the background domain now satisfies
Lλ0,µ0
[
uinc
]
(x) + ρ0ω2uinc(x) = −2∇ · ϕ∇suinc(x), x ∈ Rd.
Thanks to the Born approximation and asymptotic expansion (13), for |x| → +∞,
uinc(x) − uinc,0(x) = − 2
ˆ
Rd
Γω,0(x, y)∇ · ϕ(y)∇suinc,0(y)dy + o
(
σϕ
)
= − 2
[
aPd
eiκP |x|
|x|(d−1)/2
ˆ
Rd
(xˆ ⊗ xˆ) e−iκPxˆ·y∇ · ϕ(y)∇suinc,0(y)dy
+ aSd
eiκS |x|
|x|(d−1)/2
ˆ
Rd
(Id − xˆ ⊗ xˆ) e−iκS xˆ·y∇ · ϕ(y)∇suinc,0(y)dy + o
(
σϕ
)
+ O
(
1
|x|(d+1)/2
) ]
= − 2
[
aPd
eiκP |x|
|x|(d−1)/2
ˆ
Rd
− 1
κ2P
∇ ⊗ ∇
 e−iκPxˆ·y∇ · ϕ(y)∇suinc,0(y)dy
+ aSd
eiκS |x|
|x|(d−1)/2
ˆ
Rd
Id + 1
κ2S
∇ ⊗ ∇
 e−iκS xˆ·y∇ · ϕ(y)∇suinc,0(y)dy + o (σϕ) + O ( 1|x|(d+1)/2
) ]
. (64)
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Moreover,(
utot(x) − uinc(x)
)
=
(
utot,0(x) − uinc,0(x)
)
− 2
ˆ
Rd
Γω,0(x, y)∇ · ϕ∇s
(
utot,0(y) − uinc,0(y)
)
dy + o
(
σϕ
)
. (65)
As the second term on the RHS of Eq. (65) is of the order o(ωd+2dσϕ) thanks to Corollary 2.4,(
utot(x) − uinc(x)
)
=
(
utot,0(x) − uinc,0(x)
)
+ o
(
σϕ
)
+ o
(
ωd+2dσϕ
)
.
Consequently, from Eqs. (64) and (65), for |x| → +∞,
utot(x) − uinc,0(x) = e
iκP |x|
|x|(d−1)/2
u∞,0,P (xˆ) − 2aPd ˆ
Rd
− 1
κ2P
∇ ⊗ ∇
 e−iκPxˆ·y∇ · ϕ(y)∇suinc,0(y)dy
+
eiκS |x|
|x|(d−1)/2
u∞,0,S (xˆ) − 2aSd ˆ
Rd
Id + 1
κ2S
∇ ⊗ ∇
 e−iκS xˆ·y∇ · ϕ(y)∇suinc,0(y)dy
+ o
(
σϕ
)
+ o
(
ωd+2dσϕ
)
+ O
(
1
|x|(d+1)/2
)
. (66)
Since the noisy data u∞,α(xˆ) is defined by
utot(x) − uinc,0(x) = e
iκP |x|
|x|(d−1)/2 u
∞
,P(xˆ) +
eiκS |x|
|x|(d−1)/2 u
∞
,S (xˆ) + O
(
1
|x|(d+1)/2
)
,
it is easy to see that, by virtue of Eq. (66),
u∞,P(xˆ) =u
∞,0
,P (xˆ) − 2aPd
ˆ
Rd
−1
κ2P
∇ ⊗ ∇
(
e−iκPxˆ·y
)∇ · ϕ(y)∇suinc,0(y)dy + o (σϕ) + o (ωd+2dσϕ) + O ( 1|x|(d+1)/2
)
, (67)
u∞,P(xˆ) =u
∞,0
,S (xˆ) − 2aSd
ˆ
Rd
Id + 1
κ2S
∇ ⊗ ∇
(
e−iκS xˆ·y
)∇ · ϕ(y)∇suinc,0(y)dy + o (σϕ) + o (ωd+2dσϕ) + O ( 1|x|(d+1)/2
)
.
(68)
Finally, the noisy back-propagatorH[u∞,α] can be approximated using the noisy far-field patterns (67) and (68) as
H[u∞,α](z) ≈H[u∞,0,α ](z) − E˜α
[
uinc,0
]
(z), z ∈ Rd,
where the error operator is now defined by
E˜α [w] (z) := −8ρ0c2αaαd
(
pi
κα
)d−2 ˆ
Rd
=
{
Γω,0α (z, y)
}
∇ · ϕ(y)∇sw(y)dy.
Henceforth, the notation E˜P, jα and E˜S , j,`α is used for the errors associated to uP,0j and uS,0j,` , respectively. Let us now study
the speckle field generated by the back-propagator E˜α. Only the results for the density contrast case are presented.
The elasticity contrast case can be discussed as in Section 5.1.3.
5.2.2. Speckle pattern for density contrast
Let us proceed as in Section 5.1 and evaluate the speckle fields,
1
n
n∑
j=1
aPd E˜P, jP (z) · uP,0j (z) and
1
n
n∑
j=1
d−1∑
`=1
aSd E˜S , j,`S (z) · uS ,0j,` (z).
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Accordingly, for incident P-waves,
1
n
n∑
j=1
aPd E˜P, jP (z) · uP,0j (z) = − 8ρ0c2P|aPd |2
(
pi
κP
)d−2 1
n
n∑
j=1
ˆ
Rd
=
{
Γ
ω,0
P (z, y)
}
∇ · ϕ(y)∇suP,0j (y)dy · uP,0j (z)
= − 2γd
cPω
1
n
n∑
j=1
ˆ
Rd
=
{
Γ
ω,0
P (z, y)
} (
iκP∇ϕ(y) · θ j − κ2Pϕ(y)
)
uP,0j (y) · uP,0j (z)dy.
One substituting the expressions for uP,0j and doing a few simple manipulations, one arrives at
1
n
n∑
j=1
aPd E˜P, jP (z) · uP,0j (z) =
2γd
cPω
ˆ
Rd
[ 1n
n∑
j=1
iκPθ j ⊗ θ j ⊗ θ jeiκPθ j·(z−y)
 : ∇ϕ(y) ⊗ = {Γω,0P (z, y)}
+ κ2P
1n
n∑
j=1
θ j ⊗ θ jeiκPθ j·(z−y)
 : ϕ(y)= {Γω,0P (z, y)} ]dy.
By invoking identities (10) and (8), one gets
1
n
n∑
j=1
aPd E˜P, jP (z) · uP,0j (z)
≈8ρ0γd
κP
(
pi
κP
)d−2 ˆ
Rd
[
=
{
∇zΓω,0P (z, y)
}
: ∇ϕ(y) ⊗ =
{
Γ
ω,0
P (z, y)
}
+ κ2P=
{
Γ
ω,0
P (z, y)
}
: ϕ(y)=
{
Γ
ω,0
P (z, y)
} ]
dy.
Since ϕ is compactly supported, one can simplify the above expression as
1
n
n∑
j=1
aPd E˜P, jP (z) · uP,0j (z) ≈
4ρ0γd
κP
(
pi
κP
)d−2 ˆ
Rd
ϕ(y)
(
2κ2P + ∆
) ∥∥∥∥= {Γω,0P (z, y)}∥∥∥∥2 dy
=
4ρ0γd
κP
(
pi
κP
)d−2 ˆ
Rd
[(
2κ2P + ∆
)
ϕ(y)
]
ΦP,P(z, y)dy. (69)
Similarly, for incident S-waves,
1
n
n∑
j=1
d−1∑
`=1
aSd E˜S , j,`S (z) · uS ,0j,` (z)
=
2γd
cSω
1
n
n∑
j=1
d−1∑
`=1
ˆ
Rd
=
{
Γ
ω,0
S (z, y)
} [(
iκS∇ϕ(y) · θ j + κ2Sϕ(y)
)
uS ,0j,` (y) + iκS
(
∇ϕ(y) · uS ,0j,` (y)
)
θ j
]
· uS ,0j,` (z)dy.
On substituting the expressions for uS ,0j,` and after a few simple manipulations, one arrives at
1
n
n∑
j=1
d−1∑
`=1
aSd E˜S , j,`S (z) · uS ,0j,` (z) =
2γd
cSω
ˆ
Rd
[ 1n
n∑
j=1
d−1∑
`=1
iκS θ
⊥,`
j ⊗ θ⊥,`j ⊗ θ jeiκS θ j·(z−y)
 : ∇ϕ(y) ⊗ = {Γω,0S (z, y)}
+
2γd
cSω
ˆ
Rd
[ 1n
n∑
j=1
d−1∑
`=1
iκS θ j ⊗ θ⊥,`j ⊗ θ⊥,`j eiκS θ j·(z−y)
 : ∇ϕ(y) ⊗ = {Γω,0S (z, y)}
+ κ2S
1n
n∑
j=1
d−1∑
`=1
θ⊥,`j ⊗ θ⊥,`j eiκS θ j·(z−y)
 : ϕ(y)= {Γω,0S (z, y)} ]dy.
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Finally, using the identities in Proposition 2.1,
1
n
n∑
j=1
d−1∑
`=1
aSd E˜S , j,`S (z) · uS ,0j,` (z) ≈
8ρ0γd
κS
(
pi
κS
)d−2 ˆ
Rd
[
=
{
∇zΓω,0S (z, y)
}
: ∇ϕ(y) ⊗ =
{
Γ
ω,0
S (z, y)
}
+ =
{
∇zΓω,0S (z, y)
}>
: ∇ϕ(y) ⊗ =
{
Γ
ω,0
S (z, y)
}
+ κ2S=
{
Γ
ω,0
S (z, y)
}
: ϕ(y)=
{
Γ
ω,0
S (z, y)
} ]
dy.
(70)
The expressions (69) and (70) suggest that the salient features of the speckle fields remain the same as discussed in
Section 5.1 when there is a random fluctuation in the background shear modulus . Precisely, the speckle field can still
be regarded as a smoothing transform of the random fluctuation or its derivatives. Although, the kernel of this integral
transformation is very complicated but has a diameter of the order of wavelength. Therefore, it can be concluded that
the speckle field has a correlation length proportional to the maximum of the focal spot size of zS 7→ InW(zS , α) and
the correlation length of ϕ. Therefore, the identification of the true peak of InW is possible only through its height
that may also be affected due to the medium noise. Moreover, the stability features of the weighted location indicator
with respect to the fluctuations in the shear modulus are independent of the number of illuminations so that no more
stability can be gained by increasing the number of incident fields.
6. Conclusion
In this article, single- and multi-short topological sensitivity based location indicators for detecting homogeneous
elastic inclusions were analyzed. It was demonstrated that the classical location indicators may fail to locate an in-
clusion when the mode-conversion artifacts are strong as the corresponding topological derivative is not expected
to observe its most-prominent decrease at the location of the inclusion. In order to tackle the mode-conversion
phenomenon, weighted location indicators were designed by correlating the shear and pressure components of the
back-propagators with those of the incident fields and taking a weighted aggregate. These indicators appeared to be
topological sensitivity based indicators (i.e., associated to the topological derivative of a cost functional) when the
inclusion had only a contrast with the background medium in the density parameter. However, when the contrast
between inclusion and the background was in terms of the Lame´ parameters, the weighted indicator was found to
be rather of the Kirchhoff type. The stability of the weighted indicators was discussed rigorously with respect to an
additive measurement noise and a random medium noise. It was demonstrated that the weighted indicators are stable
with respect to measurement noise whereas moderately stable with respect to random medium noise.
Appendix A. Proof of proposition 2.1
The first three identities are only derived here, the rest can be derived analogously. The identity (7) easily follows
from the fact that
ˆ
Sd−1
eiκαxˆ·(y−z)dσ(xˆ) =
 j0(κP|y − z|), d = 3,J0(κP|y − z|), d = 2,
where j0 and J0 are spherical and cylindrical Bessel functions of first kind and order zero, respectively. In order to
prove the rest of the identities, note that, for n sufficiently large,
1
n
n∑
j=1
θ j ⊗ θ jeiκP(y−z)·θ j ≈ − 1
κ2P
∇ ⊗ ∇
ˆ
Sd−1
eiκP(y−z)·θdθ,
and
θ j ⊗ θ j +
d−1∑
`=1
θ⊥,`j ⊗ θ⊥,`j = Id,
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since {θ j, θ⊥,`j } forms a basis forRd for each j = 1, · · · , n. Therefore, the above identities together with Eq. (7) furnish,
1
n
n∑
j=1
θ j ⊗ θ jeiκP(y−z)·θ j ≈ − 4
κ2P
(
pi
κP
)d−2
∇ ⊗ ∇ (= {gP(y − z)}) = 4ρ0c2P ( piκP
)d−2
= {ΓωP(y, z)} ,
1
n
n∑
j=1
d−1∑
`=1
θ⊥,`j ⊗ θ⊥,`j eiκS (y−z)·θ j ≈
Id + 1
κ2S
∇ ⊗ ∇
ˆ
Sd−1
eiκS (y−z)·θdθ ≈ 4ρ0c2S
(
pi
κS
)d−2
=
{
ΓωS (y, z)
}
.
Appendix B. Proof of proposition 2.2
Let us prove the second identity for d = 3. The case for d = 2 is identical. For the first identity, refer, for instance,
to [7, 53]. Remark that, for all κ ∈ R+,
∇y
(
(x − y) ⊗ (x − y)
|x − y|3 e
iκ|x−y|
)
=
∑
i, j,k
∂
∂xi
(
(x j − y j)(xk − yk)
|x − y|3 e
iκ|x−y|
)
êi ⊗ ê j ⊗ êk
=
∑
i, j,k
iκ
(
(xi − yi)(x j − y j)(xk − yk)
|x − y|4 e
iκ|x−y|
)
êi ⊗ ê j ⊗ êk + O
(
1
|x|2
)
=iκ e−iκxˆ·y
eiκ|x|
|x| xˆ ⊗ xˆ ⊗ xˆ + O
(
1
|x|2
)
. (B.1)
Similarly, for all κ ∈ R+,
∇y
(
eiκ|x−y|
|x − y| I3
)
=
∑
i
∂
∂xi
(
eiκ|x−y|
|x − y|
)
êi ⊗ I3 + O
(
1
|x|2
)
= iκ e−iκxˆ·y
eiκ|x|
|x| xˆ ⊗ I3 + O
(
1
|x|2
)
. (B.2)
Therefore, thanks to Eqs. (B.1) and (B.2), the expression (6) leads to
∇yΓω(x, y) = 1
µ0
∇y
I3 + 1
κ2S
∇y ⊗ ∇y
 eiκS |x−y|4pi|x − y| − 1κ2S ∇y ⊗ ∇y e
iκP |x−y|
4pi|x − y|

=
1
4piµ0
∇y
[
eiκS |x−y|
|x − y| I3 −
(x − y) ⊗ (x − y)
|x − y|3 e
iκS |x−y|
]
+
1
4piµ0
κ2P
κ2S
∇y
[
(x − y) ⊗ (x − y)
|x − y|3 e
iκP |x−y|
]
=
iκS e−iκSxˆ·y
4piµ0
[xˆ ⊗ I3 − xˆ ⊗ xˆ ⊗ xˆ] e
iκS |x|
|x| +
iκPe−iκPxˆ·y
4pi(λ0 + 2µ0)
xˆ ⊗ xˆ ⊗ xˆe
iκP |x|
|x| + O
(
1
|x|2
)
. (B.3)
The conclusion follows from Eq. (B.3) and the definition (15).
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