In the paper some multivariate power generalizations of Chebyshev's inequality and their improvements will be presented with extension to a random vector with singular covariance matrix. Moreover, for these generalizations, the cases of the multivariate normal and the multivariate t distributions will be considered. Additionally, some financial application will be presented.
Introduction
Chebyshev's inequality yields a bound on the probability of a univariate random variable taking values close to the mean expressed by its variance. Pearson (1919) proposed its univariate power generalization presenting bounds by the central moments of a random variable of even orders. Theorem 1.1. (Pearson, 1919) . If we take a random variable R   : (1.1)
There also exist multivariate generalizations of Chebyshev's inequality (see, e.g. Olkin and Pratt, 1958 , Marshall and Olkin, 1960 , Osiewalski and Tatar, 1999 .
In the paper we present one of those providing upper bounds on the probability that the Mahalanobis distance of a random vector from its mean is greater or equal than the fixed value. These bounds will be given by the power transformations and will constitute the multivariate extension of (1.1).
There are many applications of the Mahalanobis distance in statistical analysis. In particular, this is used in classification methods and in cluster analysis. The multivariate power generalization of Chebyshev's inequality presented below can be exploited to detect outliers.
Multivariate power generalization of Chebyshev's inequality
We begin by recalling the inequality which is given by the measure of multivariate kurtosis.
Theorem 2.1. (Mardia, 1970) Let n R   : X be a random vector with nonsingular covariance matrix  and finite fourth-order moments. Then, for any 0   the following inequality holds (Mardia, 1970) . Chen (2007 Chen ( , 2011 proposed a tight upper bound (see Navarro, 2014) in the case of a random vector for which only mean and covariance matrix are known.
Theorem 2.2. (Chen, 2007 , Chen, 2011 
(2.2) Budny (2014) obtained the multivariate power generalization of Chebyshev's inequality.
Theorem 2.3. (Budny, 2014) 
(2.3) Remark 2.1. (Budny, 2014) Observe that theorems 2.1 and 2.2 can be considered as the special cases of theorem 2.3. Taking 1  s we get (2.2) and for 2  s we obtain (2.1). Budny (2016) , following Navarro (2016) , extended (2.3) to the case of a random vector with singular covariance matrix by using the spectral decomposition. 
Hence, the Moore-Penrose generalized inverse matrix of
exists.
Theorem 2.4. (Budny, 2016) Under the above assumptions, for any 0   , we have
(2.4)
We will denote by S the set of all
It is easily seen that for 
Summarizing, we get following remark. In particular, if we consider Budny (2016) proposed the form of the multivariate power generalization of Chebyshev's inequality for a normally distributed random vector for all
The case of the multivariate normal distribution
In the next theorem we extend this result to the case of any real 0  s . 
The proof is similar to that presented for theorem 3.1 in Budny (2016) . A slight change is that we consider sth uncorrected moment (sth moment about zero) of a chi-square distribution with m degrees of freedom for any real 0  s (not only for Budny, 2016) . 
has a chi-square distribution with m degrees of freedom Johnson, 2000, p. 110, Budny, 2016) , hence we know the exact value of P . , n F (Lin, 1972) .
The case of the multivariate t distribution
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It follows that for any (Johnson, Kotz and Balakrishnan, 1995, p. 349) .
The power generalization of Chebyshev's inequality for multivariate t distribution is established by our next theorem. 
On the contrary, the upper bound 
Improvement of some multivariate power generalization of Chebyshev's inequalityextension to a random vector with a singular covariance matrix
In this section we will consider some improvement of multivariate power generalization of Chebyshev's inequality. We should mention that this improvement will be given by restricting the range of  , it means for  sufficiently large.
Loperfido (2014) (5.1)
In the next theorem we will extend (5.1) to the case of a random vector with singular covariance matrix. 
