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Large and complex molecules are building blocks for life. We compute probabilities for their for-
mation from an average non-equilibrium model. As the distance from thermodynamic equilibrium
is increased in this model, so too are the chances for forming molecules that would be prohibitively
rare in thermodynamic equilibrium. This effect is explored in two settings: the synthesis of heavy
amino acids, and their polymerization into peptides. In the extreme non-equilibrium limit, concen-
trations of the heaviest amino acids can be boosted by a factor of 10,000. Concentrations of the
longest peptide chains can be increased by hundreds of orders of magnitude. Since all details of the
non-equilibrium driving are averaged out, these findings indicate that, independent of the details
of the driving, the mere fact that pre-biotic environments were not in thermodynamic equilibrium
may help cross the barriers to the formation of life.
I. INTRODUCTION
Biology requires the coordination of many complex
molecules to store and copy genetic information, harness
energy from the environment, and maintain homeostasis.
The emergence of life thus hinges upon the likelihood of
such molecules originating from an abiotic environment.
At first glance, statistical mechanics seems to pose a bar-
rier to this program: the high molecular mass and struc-
tural specificity of many biomolecules severely limit the
likelihood of their spontaneous formation in thermody-
namic equilibrium and thus make the spontaneous emer-
gence of life implausible [1–5].
The severity of this problem, which appears under
rather general considerations, has motivated researchers
to search for special environments, either extant or be-
longing to the early Earth, which would be ideally suited
to produce the needed molecules in significant quanti-
ties. Examples of such environments include hydrother-
mal vent systems [6–9], and the surfaces of minerals [3].
This approach is impeded in part by uncertainty about
the chemistry of early Earth [5, 10, 11]. Moreover, the
set of organisms from which we derive our understanding
of biochemistry is at least partly the result of historical
chance. Even a very convincing account would not suffice
to rule out the possibility of life forming under different
conditions. This becomes a serious problem if life is a
more general phenomenon than the available examples
suggest.
To form, many biomolecules require free energy, and
non-equilibrium driving of some kind is imperative for
synthesis to occur [1, 3–5, 12, 13]. Some proposed sources
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of this driving in the pre-biotic Earth are radiation [12,
13], temperature and ion gradients [12–14], concentration
fluxes [15, 16], and electrical discharge [17].
Rather than looking for specific conditions that might
have created life, we want to ask a simple, more gen-
eral question: how much would non-equilibrium condi-
tions typically change the chances of forming the com-
plex molecules that life relies on? To that end, we con-
sider the average non-equilibrium distribution [18], which
allows us to compute odds for the formation of biologi-
cally important molecules without having to make any
specific assumptions. This calculation predicts that the
odds can be increased significantly, depending on how far
from equilibrium conditions are assumed to have been in
pre-biotic environments. We illuminate this effect us-
ing simple models for the spontaneous synthesis of heavy
amino acids (Sec. III), and for their polymerization into
peptides (Sec. IV).
The role of non-equilibrium driving elucidated in the
literature [1, 3–5, 12–15, 19] can thus be seen as part
of a much more general phenomenon, whereby system
states that are comparatively rare in equilibrium typi-
cally become more probable further away from equilib-
rium. This effect can augment the probabilities of form-
ing rare molecules by many orders of magnitude, and
therefore may help to bridge some of the most serious
gaps in our understanding of the origin of life.
II. THE NON-EQUILIBRIUM MODEL
Estimating the average non-equilibrium distribution
is by no means an obvious endeavor. It requires the-
oretical guidance, and, along the way, certain assump-
tions. In this paper, we follow a framework proposed by
Crooks [18] and explained in the Methods section, which
leads us to the following expression for the average non-
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2equilibrium distribution:
〈θ〉 ∼
∫
θe−λD(θ‖ρ)dθ . (1)
The relative entropy between distribution, θ, and the cor-
responding equilibrium distribution, ρ,
D(θ||ρ) =
∑
i
θi ln
[
θi
ρi
]
, (2)
measures the additional free energy available in a non-
equilibrium distribution [20, 21], and it measures the in-
efficiency encountered when the canonical (equilibrium)
distribution ρ is used as a model for θ [22, 23].
The parameter λ reflects the distance away from ther-
modynamic equilibrium. Of course we do not know how
far pre-biotic Earth was out of equilibrium, and thus we
can not determine the parameter λ. We can, however,
gain valuable insights by studying probabilities derived
from the average non-equilibrium distribution, 〈θ〉, as a
function of λ. In the limit λ → ∞, the average non-
equilibrium distribution does not differ from the equi-
librium distribution: 〈θ〉 = ρ. In the other limit, ex-
tremely far from equilibrium, λ = 0, and the average
non-equilibrium distribution becomes flat: 〈θ〉 = const.
For finite λ values that are not too large, the distri-
bution 〈θ〉 is in general flatter than its equilibrium coun-
terpart, thereby augmenting the probabilities of states
that would otherwise be rare [18]. This important effect
should have profound implications for our understanding
of the origin and evolution of life, as a myriad of bio-
logical processes seem to rely on the chance occurrence
of fantastically improbable events. In the following sec-
tions we calculate the average non-equilibrium distribu-
tion (Eq. 1) for two biologically relevant model systems,
and show how the odds of forming large and complex
molecules are boosted for non-equilibrium systems.
III. AMINO ACID ABUNDANCES AND
FUNCTIONAL PROTEINS
The possibility of pre-biotic synthesis of amino acids
was established in the landmark experiment by Miller
and Urey [17]. They have since been detected in meteors
[24], and produced in other experiments seeking to model
the conditions of the early Earth [10, 25]. However, the
abundances with which the amino acids appear in abiotic
settings do not match their biotic abundances [26]. In
particular, functional proteins tend to employ the var-
ious amino acids in roughly equal proportions [26, 27],
whereas in abiotic sources there is an exponential sup-
pression in the abundances of the larger amino acids,
and none heavier than threonine have yet been found
[28]. The apparent inability of the environment to pro-
duce heavier amino acids in sufficient quantities has been
identified by several authors as a barrier to the emergence
of life [5, 27, 28].
The difficulty of synthesizing the heavier amino acids
in a pre-biotic setting is usually ascribed to them having
a larger Gibbs free energy of formation, ∆G [28]. The
free energies of formation of the amino acids were cal-
culated in [9], assuming synthesis from CO2, NH
+
4 , and
H2 in surface seawater at a temperature of 18
◦C. The
concentrations of amino acids relative to glycine, taken
from 9 different data sets, were fit using an exponential
function [28]:
Crel = 15.8 ∗ exp [−∆G/31.3] . (3)
We rescale these values so that they may be interpreted
as probabilities (i.e. fraction of material in the solution):
P (x) =
Crel(x)∑N
i=1 Crel(i)
, (4)
where Crel(x) is the relative concentration of amino acid
x, and the index i = 1, . . . , N runs over all measured
amino acids. The exponential dependence of the proba-
bilities on ∆G is consistent with an equilibrium distribu-
tion [28], although we caution that there are difficulties
with this interpretation [24]. Nevertheless, we take Eq. 3
as our best approximation to the true equilibrium distri-
bution. We furthermore assume that this function cor-
rectly predicts the equilibrium abundances of the heav-
ier amino acids which have not yet been found in abiotic
sources. This is consistent with the fact that it predicts
abundances for these amino acids which would be too low
to observe [28].
We take the distribution predicted from Eq. 3 and
4, and compare it to the average non-equilibrium distri-
bution, calculated numerically from Eq. 1. We assume
that amino acids are the most thermodynamically costly
molecules that can be formed in the system. This ought
to be the case if the system is physically confined to a
small volume (e.g. a mineral pore), or the reactants are
very diluted. Such a restriction on the available state
space is needed because in the extreme non-equilibrium
limit, all states become equally probable. This means
that if more costly molecules can be formed than amino
acids, the probabilities of forming any amino acids would
go down relative to these more costly molecules. Nev-
ertheless, the distribution of amino acids would become
more uniform even without this restriction. In Sec. IV we
relax this assumption on the maximum cost of molecules,
as we look at the asymptotic behavior of amino acids
polymerizing into arbitrarily long chains.
The average non-equilibrium distribution is plotted as
a function of ∆G and compared to the equilibrium dis-
tribution in Figure 1, for various values of λ. Figure
2 shows the probability of the rarest amino acid, tryp-
tophan, as a function of λ. The concentrations of the
rarest amino acids can be boosted by as many as 4 or-
ders of magnitude in the non-equilibrium regime. More-
over, the roughly uniform distribution of amino acids
3FIG. 1. The distribution of amino acids, arranged on the x-
axis in order of increasing ∆G. Each curve represents the av-
erage non-equilibrium distribution of amino acids given by Eq.
1, at a different distance from equilibrium. Note that as the
distance from equilibrium increases (i.e. λ gets smaller), the
distribution becomes flatter, with the probabilities of forming
the rarest amino acids increasing by several orders of magni-
tude.
FIG. 2. Tryptophan requires the largest free energy to form,
and has not yet been found in an abiotic setting. Here we show
how the concentration of tryptophan changes as one moves
away from equilibrium, with the distance from equilibrium
controlled by the parameter λ. We see that in the extreme
non-equilibrium limit λ→ 0, the concentration of tryptophan
can be increased up to a factor of ∼ 104.
employed in functional proteins is exactly what the av-
erage non-equilibrium distribution predicts in the ex-
treme non-equilibrium regime (for values of λ close to
zero). Thus, far away from equilibrium, the distribu-
tion of amino acids moves closer to its biotic distribution,
thereby greatly enhancing the chances of spontaneously
assembling functional proteins [2, 27].
IV. POLYMERIZATION OF AMINO ACIDS
Amino acids may be linked with one another via the
peptide bond to form long chains. These chains then
fold into proteins, with a typical protein containing ∼ 500
amino acids. However, ∆G for the peptide bond is on the
order of several thousand kJ/mole [29], making the for-
mation of long chains extremely improbable. It has been
estimated that a solution containing 1M concentrations
of each of the amino acids would require a volume 1050
times the size of the Earth to produce a single molecule
of protein in equilibrium [1].
The thermodynamics of polymerization of amino acids
were explored in [29], where, for simplicity, the chains
were assumed to consist entirely of glycine. It was found
that dimerization of two glycine molecules requires the
greatest amount of free energy per bond (∆G = 3.6
kcal/mole), being about eight times more difficult to form
than subsequent additions to the chain. The relative con-
centration [GG]/[G] is predicted to be about 1/400 in
equilibrium, and each subsequent addition of a glycine
to the peptide results in a decrease by a factor of 1/50
[29]. The probability of getting a chain of length l ≥ 2
then follows a power-law
Peq(l) ∝
(
1
50
)l−2
(5)
with the proportionality constant set by normalization.
We examine the change in this distribution for non-
equilibrium systems. To proceed, we identify each
macrostate of a solution containing N glycine molecules
with a partition of the number N into a sum of positive
integers. For example, a solution containing 3 glycine
molecules could either be completely unbound, contain
one dimer and one monomer, or one trimer. For tractabil-
ity, we consider only the extreme non-equilibrium limit
λ → 0 in this section, where all partitions of N be-
come equally likely. First, we examine the odds of the
rarest state in equilibrium, where all N glycine molecules
become bound into a chain of length l = N . Then
P (l = N) = 1/Q(N), where Q(N) is the partition func-
tion. In number theory, the partition function Q(N)
counts the number of distinct ways that a positive inte-
ger N can be decomposed into a sum of positive integers.
We can estimate P (l = N) using the Hardy-Ramanujan
asymptotic expression for Q(N) [30]
Pneq(l = N) ≈ 4N
√
3 ∗ e−pi
√
2N
3 . (6)
Clearly, the maximum probability of the rarest state
is a decreasing function of N in the λ → 0 limit. Yet
the odds of finding all N particles bound into a sin-
gle chain decrease much more rapidly in equilibrium,
meaning that as the system gets larger, the factor by
which non-equilibrium driving enhances probabilities of
the rarest states grows without bound. This effect rad-
ically augments the chances of forming proteins in an
abiotic setting. We display the ratio Pneq(l)/Peq(l) in
Fig. 3, using an exact expression for Pneq(l) obtained
numerically.
4FIG. 3. Glycine molecules may be linked together
via a peptide bond to form chains. Due to the
large amount of free energy required per bond, the
concentrations of longer chains drop precipitously
(Eq. 5). Here we consider a system of N glycine
molecules, and compute the ratio of finding all of
them bound into a single long chain, in equilibrium
and in the extreme non-equilibrium limit (λ→ 0).
On the y-axis we display the non-equilibrium prob-
ability divided by the equilibrium probability. We
see that as the number of moleculesN in the system
grows, this ratio increases exponentially. This ef-
fect may help to explain how amino acids are spon-
taneously linked together to form proteins in an
abiotic setting.
FIG. 4. The expected number of chains of length
l in the extreme non-equilibrium limit is given by
Eq. 7, while the equilibrium distribution is given
by Eq. 5. These distributions are plotted for a sys-
tem of size N = 100, with the blue line representing
the non-equilibrium case and the red line represent-
ing the equilibrium one. We see that the concen-
trations of the longest chains can be increased by
hundreds of orders of magnitude out of equilibrium.
Of interest is also the number of chains of length l,
which we denote by ml. When every partition is equally
likely, the average number of chains of length l is given
by [31, 32]
〈ml〉 = 1
Q(N)
int(N/l)∑
n=1
Q(N − nl). (7)
This distribution was previously studied in the context of
a fragmentation process, e.g. where a nucleus is broken
apart and each partition is equally likely [31–36]. We
calculate the set of 〈ml〉 numerically for a system of size
N = 100 and compare to that predicted by Eq. 5 in Fig.
4.
When N is large and the chains aren’t too long relative
to N , Eq. 7 is well approximated by [31]
〈ml〉 ≈ 1
exp
[√
pi2
6N l
]
− 1
(8)
which again will drop off much more slowly than the equi-
librium distribution. This behavior means that in the
extreme non-equilibrium limit, the chances of forming
long peptide chains, and subsequently proteins, can be in-
creased by hundreds of orders of magnitude. This shows
one mechanism by which the spontaneous formation of
proteins on the early Earth, which is all but excluded in
equilibrium statistical mechanics, could become a viable
possibility. This argument may thus bridge one of the
more formidable barriers on the way to life’s emergence.
V. DISCUSSION
We have demonstrated with two examples for which
equilibrium thermodynamics seem to prohibit the pre-
biotic synthesis of biologically important molecules, that
under very modest assumptions, the concentrations of
these molecules can be increased by many orders of mag-
nitude when considering the average non-equilibrium dis-
tribution. This may well help to explain how envi-
ronments on pre-biotic Earth might have produced the
chemical precursors to life. A model-independent ap-
proach to assessing the odds of life’s formation was also
made in [37], where the chances of emergence on other
worlds was calculated from estimating parameters in a
Drake-type equation. One of the parameters appearing in
this equation is the abiogenesis probability Pa, which es-
timates the chances of life forming per unit time within a
set of building blocks. An implication of our work is that
this parameter ought to be increased on planets where
these systems of building blocks are likely kept far from
equilibrium, as for example on planets with rich weather
phenomena, tectonic activity, or tidal interactions [13].
5The necessity for chemical disequilibrium on a planetary
scale has been identified by several authors [12, 13, 19],
and the average non-equilibrium distribution 〈θ〉 gives us
a way of quantifying this effect as a function of λ.
Explaining the formation of heavy amino acids and
peptides is, of course, far from completing the whole
story. But we wish to emphasize that the average non-
equilibrium distribution’s increased odds for attaining
otherwise rare states should be independent of the details
of any particular reaction. Thus, the same effect is likely
to play an important role in other situations where equi-
librium thermodynamics create barriers to the emergence
of life, e.g. the polymerization of nucleotides in RNA
and DNA [15]. It’s also possible that the effect might be
compounded, if for example a more favorable distribu-
tion of amino acids is input into another non-equilibrium
system where they are assembled into peptides, and so
on. Moreover, the biological relevance of this effect need
not be limited to the origin of life. Indeed, it is possible
that early metabolic processes drove intracellular molec-
ular distributions even further from equilibrium, creat-
ing a feedback process whereby the state-space of useful
molecules could be more effectively searched. A similar
effect can be observed in kinetic proofreading, where en-
ergy is expended to drive reactions out of equilibrium
and reduce the rate at which disadvantageous molecules
are formed [38]. The degree by which the odds are in-
creased depends on the value of λ, i.e. on how far from
equilibrium the system has been driven.
Altogether, our work raises the possibility that the for-
mation of life does not require a particular environment
that has been fine-tuned for life, but rather a set of envi-
ronments which have been driven far enough away from
equilibrium that obtaining favorable conditions becomes
likely. Not only is life an inherently non-equilibrium phe-
nomenon, but non-equilibrium driving may, in a general
way, be the main catalyst for the emergence of life.
VI. MATERIALS AND METHODS
We usually do not know the exact configuration of sys-
tems with many degrees of freedom. Instead, we typically
have access only to a few bulk characteristics of a system
such as its pressure, volume, and temperature. Fortu-
nately, statistical mechanics tells us that we do not need
to describe the full microscopic state of the system in or-
der to predict macroscopic characteristics, as those are
understood as expectation values, or ensemble averages.
Therefore, all we need to infer is the probability of every
state, ρi, i = 1, . . . N . The problem, however, remains se-
rious, as we have only a hand full of, say M , constraints,
namely measured averages together with normalization
of probability. So, we are still lacking N −M equations
to determine the ρi. Jaynes pointed out that equilib-
rium statistical mechanics assigns these probabilities by
choosing that probability distribution with the largest en-
tropy, S(ρ) ≡ −∑Ni=1 ρi ln(ρi), subject to the constraints
imposed by the system’s bulk properties [39].
The maximization of entropy can be interpreted as
choosing a model that makes use of only the informa-
tion provided by the measured properties [39–41]. This
ensures that we do not ascribe to the system any infor-
mation about its micro-states that we do not actually
have. This powerful inference tool has since been ap-
plied to many other problems and is commonly known
under the name of MaxEnt [42, 43]. In statistical physics,
we find that under the constraint that only the av-
erage energy is known, the Boltzmann distribution is
recovered: ρi =
1
Z (β) exp (−βEi). Boltzmann’s con-
stant kB scales inverse temperature, β = 1/kBT , and
Z(β) =
∑
i exp (−βEi) is the partition function, ensur-
ing normalization of the probability distribution.
It is much harder to infer the distribution, θ, of a sys-
tem that is away from thermodynamic equilibrium. The
distribution can no longer be inferred straight from a
MaxEnt argument, and information is lacking to make
up for the missing equations.
One idea for circumventing this problem is to assign
probabilities P (θ) to all distributions that might de-
scribe the system [18]. This means that our problem now
becomes finding the distribution over distributions that
best describes the ensemble of non-equilibrium distribu-
tions, given the information we have about bulk proper-
ties of the system. Crooks proposed to use the distribu-
tion that maximizes the entropy, S = − ∫ P (θ) lnP (θ)dθ,
subject to normalization,
∫
P (θ)dθ = 1, and subject to
physically meaningful constraints. As such he used the
average energy, which he writes as the expectation value
〈E¯(θ)〉 = ∫ P (θ)E¯(θ)dθ, of the energies averaged over in-
dividual non-equilibrium distributions E¯(θ) =
∑
iEiθi,
arguing that this does not add information beyond what
is used to infer the equilibrium distribution. Addition-
ally, he used the average entropy, 〈S〉 = ∫ P (θ)S(θ)dθ.
This constraint introduces a measure of how far the sys-
tem is from equilibrium, and the Lagrange multiplier
used to enforce it parameterizes the deviation from the
equilibrium distribution. The resulting distribution has
the form [18]
P (θ) =
1
Z(β, λ)exp [−λD(θ ‖ ρ)] (9)
where Z(β, λ) is a normalization constant.
At a fixed value of the Lagrange multiplier λ, a non-
equilibrium distribution is more likely to occur, the closer
it is to the equilibrium distribution in terms of the rela-
tive entropy (Eq. 9). In the limit λ→∞, the equilibrium
distribution attains a probability of one, and in the limit
λ→ 0, all distributions become equally likely.
The only assumption we are comfortable making about
the conditions on early Earth is that the processes pre-
ceding life were not in thermodynamic equilibrium. We
can not say anything about the details of the driving pro-
tocols, but it is reasonable to assume that conditions were
inhomogeneous enough so that the specifics of the myriad
6of different non-equilibrium systems on pre-biotic Earth
would average out. Let us therefore compare the prob-
ability of finding the building blocks of life as computed
from the equilibrium distribution to that computed from
the average non-equilibrium distribution. By integrating
〈θ〉 = ∫ θP (θ)dθ, we find
〈θ〉 = 1Z(β, λ)
∫
θe−λD(θ‖ρ)dθ (10)
(compare Eq. II).
Numerical calculations were performed in SageMath.
To calculate 〈θ〉, we generated 20, 000 random distribu-
tions, then weighted them using Eq. 9 and the given
equilibrium distributions. We also added a sample of the
equilibrium distribution to the set of random distribu-
tions, in order to correct for the possibility that no sam-
ples would be generated close enough to the equilibrium
distribution to obtain appreciable weight, when λ was
high. Calculations for Fig. 3 and 4 were done exactly,
using Sage’s built in Partitions function.
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