We obtain a compact Sobolev embedding for H-invariant functions in compact metric-measure spaces, where H is a subgroup of the measure preserving bijections. In Riemannian manifolds, H is a subgroup of the volume preserving diffeomorphisms: a compact embedding for the critical exponents follows. The results can be viewed as an extension of Sobolev embeddings of functions invariant under isometries in compact manifolds.
If X is a set, µ is a measure on X, and 1 ≤ p < ∞, denote by L p (X, µ) the vector space of µ-measurable functions such that f L p (X,µ) := ( X |f (x)| p dµ(x) ) 1/p is finite. In particular, if X is either a bounded domain in R n or a compact Riemannian n-manifold, with µ = V g the volume measure associated to the Euclidean or Riemannian line element g, respectively, L p 1 (X, µ) refers to the subspace of L p (X, µ) made up of those functions such that the norm of their distributional gradient (with respect to g) is in L p (X, µ). In those cases one has the embedding L p 1 (X, µ) ֒→ L q (X, µ) whenever p ≤ q ≤ p * := np/(n − p), where 1 ≤ p < n. If q < p * , the embedding is compact, and one writes
see [1, 4, 16] . The non-compactness of the embedding in the limit case q = p * is a phenomena that arises from sequences of transformations that induce substantial changes in the functions, transformations that nonetheless leave the norm of functions unchanged. With such information, it is tempting to look for subspaces of L p 1 (X, µ) whose elements are invariant under an appropriate subgroup of Diff(X), and see if the compact embedding (1) , when restricted to these subspaces, can be extended to higher values of q: let H be a subgroup of Diff(X), and denote by L p 1,H (X, µ) the subspace of L p 1 (X, µ) made up of H-invariant functions.
The best result in this context is due to E. Hebey and M. Vaugon, who consider H as being a subgroup of Isom(X, g), the group of isometries of (X, g): Theorem 1.1. (Hebey-Vaugon [17] , also Theorem 9.1 in [16] ) Suppose (X, g) is a compact Riemannian nmanifold, and H is a compact subgroup of Isom(X, g). If H(x) denotes the orbit of the point x under the action of H, require that H(x) is uncountable for every x in X. If k := min { dim H(x) : x ∈ X }, then L p 1,H (X, V g ) ֒→֒→ L q (X, V g )
whenever 1 ≤ p < n − k and 1 ≤ q < (n−k)p n−k−p . In a metric-measure space (X, d, µ) conditions for the metric d and the measure µ are sometimes required, leading to synthetic extensions of analytic Riemannian concepts, like curvature, volume, and dimension (see [34] for a friendly introduction to these ideas). We will use the doubling condition for the metric space (X, d) and the lower Ahlfors s-regularity of the metric-measure space (X, d, µ). 2 For instance, if (X, g) is a compact n-manifold with induced distance d g , then (X, d g , V g ) is a lower n-regular metric-measure space, and (X, d g ) is doubling.
As aforementioned, we use Haj lasz gradients: denote by M p 1 (X, µ) the vector space of functions in L p (X, µ) such that their Haj lasz gradient is also in L p (X, µ). In Section 4, Theorem 4.1, we see that when (X, d g , V g ) is the natural metric-measure space induced from a compact n-manifold (X, g), then M p
In the analytic context of Riemannian geometry, symmetry groups are subgroups of Diff(X). Instead, in the synthetic context of metric-measure spaces, symmetry groups are subgroups of Aut(X), the group of automorphisms or bijections of X: let H be a subgroup of Aut µ (X), the group of µ-preserving automorphisms of X; denote by M p 1,H (X, µ) the subspace of M p 1 (X, µ) made up of H-invariant functions. The main result in this work is:
is a metric-measure space that is compact, Ahlfors lower s-regular, with (X, d) doubling, and such that M p 1 (X, µ) is reflexive. If H is a subgroup of Aut µ (X) such that for every x in X the set H(x) is uncountable, then M p 1,H (X, µ) ֒→֒→ L q (X, µ)
whenever 1 < p < s and 1 ≤ q ≤ p * = sp s−p .
Remark. In contrast with classical Sobolev spaces, there are situations where M p 1 (X, µ) is not reflexive for 1 < p < ∞: some examples of this unexpected phenomena are self similar Cantor sets, see [31] . On the other hand, a discussion about sufficient conditions on (X, d, µ) for M p 1 (X, µ) to be reflexive can be found in [10, 13] . 3 To highlight the contributions of this work, we make some remarks:
1. Concerning the groups appearing in Theorems 1.1 and 1.2: In the context of metric-mesure spaces arising from Riemannian manifolds, the group H in Theorem 1.2 is a subgroup of Diff Vg (X), the group of volume preserving diffeomorphisms of (X, g); in Theorem 1.1 the group H is a compact subgroup of the smaller group Isom(X, g). A classical result of S. Myers and N. Steenrod, see [23] , provides Isom(X, g) with the structure of a finite dimensional Lie group, that is compact if X is compact. In contrast, if X is compact, H. Omori provided the larger group Diff Vg (X), and Diff(X) as well, with the structure of an Inverse Limit of Hilbert manifolds, see [7, 23] . The Lie algebras of both groups are represented by vector fields: those in the formal Lie algebra of Diff Vg (X) are free of divergence; those in the Lie algebra of Isom(X, g) are Killing, a stronger condition. In every Riemannian manifold there are non-trivial vector fields free of divergence; on the other hand, the sign of the Ricci curvature imposes restrictions for Killing vector fields: if the Ricci tensor is non-positive and negative definite at some point, there are no non-trivial Killing vector fields, and the group Isom(X, g) is finite [5, 23] .
2. Concerning the proofs of Theorems 1.1 and 1.2: Roughly speaking, Theorem 1.1 uses local charts compatible with the dimension reduction under the Riemannian submersion induced by the isometries, reducing the compact embedding of functions to a Sobolev inequality in the space orthogonal to the H-orbits, providing a convenient setup for specific results obtained by H. Berestycki, E. Lieb, P. L. Lions and others, see [25] . The proof of Theorem 1.2 is different: the dimension reduction compatible with isometries used in Theorem 1.1 is not always compatible with volume preserving diffeomorphisms. 4 Some ingredients in the proof are a Sobolev-Haj lasz inequality [12] , and variations of the Concentration-Compactness principle, see [26] .
In Section 2 we provide definitions and results that will be used in Section 3, where a detailed proof of Theorem 1.2 is given. In Section 4 we see that Theorem 1.2 can be applied in the Riemannian context, and discuss necessary and sufficient conditions for its applicability when the dimension of the H-orbits is 1.
For Sobolev embeddings in non-compact spaces using symmetry, see [9, 10] , and the references there.
Preliminaries
In this work (X, d, µ) is a metric-measure space equipped with a metric d and a Radon measure µ. We assume that the measure of every open non-empty set is positive, and that the measure of every bounded set is finite.
In most parts of our paper we will assume that the metric-measure space (X, d, µ) is lower Ahlfors s-regular : this means that there exists a constant b such that
A metric space is said to be doubling if there exists a constant C such that for every ball of radius R, there exist C balls of radius R/2 that cover the original ball. It not difficult to see that if (X, d, µ) is a doubling metric-measure space, 5 then (X, d) is a doubling metric space (see [11] , Appendix B + ). Conversely, J. Luukkainen and E. Saksman in [27] prove that every complete doubling metric space carries a doubling measure.
If (X, d, µ) is a metric-measure space, say that a function f in L p (X, µ) belongs to the Haj lasz-Sobolev space M p 1 (X, µ) if there exists some g ∈ L p (X, µ), called a Haj lasz gradient, such that
for µ almost every x and y in X. In this context, given f in M p 1 (X, µ), we denote by g f any Haj lasz gradient for f , to endow the space M p 1 (X, µ) with the norm
and then M p 1 (X, µ) is a Banach space. In the same context, say that f ∈ L p (X, µ) belongs to m p 1 (X, µ) if there exists some g ∈ L p (X, µ), called a local Haj lasz gradient, such that for every z in X there exists an open set U z and some E z ⊂ U z with µ(E z ) = 0, such that for every pair of points {x, y} in U z ∼ E z the inequality (4) holds. As in (5) one defines
where now the infimum is over all those g f that are local Haj lasz gradients for f . Then m p 1 (X, µ) is also a Banach space. It is obvious that Haj lasz gradients for a function f are local Haj lasz gradients; the converse is not true in general, see [20] for an example.
For a detailed exposition of some basic properties of these spaces, we refer to [2, 12, 13, 14, 18, 19, 20, 22] .
The next result will be useful:
where p * = sp s−p . Moreover, there exists a constant C = C(s, p, b), depending on s, p, b, such that for each f in
whenever g f is a Haj lasz gradient for f .
We use Proposition 2.1 to infer:
Moreover, since (X, d) is doubling, by Theorem 2 in [21] we have the compact embedding
Hence if q ∈ [1, p], then M p 1 (X, µ) ֒→֒→ L p (X, µ) ֒→ L q (X, µ). Next, consider the case when p < q < p * . We will prove that the ball
and use (7) to note that B is precompact in L p (X, µ). Hence for every ǫ > 0 there exists anε = 2Cǫ
Remark. Proposition 2.2 highlights the fact that in general one cannot expect that M p 1 (X, µ) ֒→֒→ L p * (X, µ). Theorem 1.2 ensures that some proper subset of M p 1 (X, µ) is relatively compact in L p * (X, µ).
Auxiliary Lemmata
The next lemma seems to be well known, however we give a detailed proof due to its role in Section 3. 
Moreover, since there are no atoms in Ω ∼ A δ , for every x in Ω ∼ A δ we can choose R x in such a way that
Furthermore, since Ω is separable, Lindelöf's lemma yields
where A is a countable subset of Ω ∼ A δ , and µ(Ω ∼ A δ ) = 0 follows.
To state the next lemma, given some space F (Ω) of functions on some set Ω, denote by 
Remark. By Urysohn's lemma C c (Ω) is dense in L r (Ω, µ) and in L p (Ω, ν).
Proof. To prove the lemma it is sufficient to check that for every measurable set A the characteristic function 1 A can be approximated both in L r (Ω, µ) and in L p (Ω, ν) by functions in Lip c (Ω). The regularity of the measures ensures that there exists a sequence {K n } n of compact sets and a sequence {U n } n of open sets such that K n ⊂ A ⊂ U n , with
Without loss of generality we can assume that U n ⊂ Ω. Moreover, since the space is locally compact, for every n there exists an open precompact set V n such that
Introduce the sequence of functions {ψ n } n given for each n by
and denote byψ n the extension of ψ n to all Ω defined as
where L n = 1/ dist (K n , Ω ∼ V n ). Such functions are Lipschitz on Ω, withψ n = ψ n on K n ∪ (Ω ∼ V n ), and withψ n ≤ 1. Finally, define φ n = max{0,ψ n }, and note that φ n ∈ Lip c (Ω). Then it is easy to see that
and similarly
3 Proof of Theorem 1.2
In this section we prove Theorem 1.2, our main result. To prove such a theorem, we will need Theorem 3.1, which in turn requires Lemma 3.1, Lemma 3.2 and Lemma 3.3. We start with Lemma 3.1: 
then there exists a countable set of points {x i } i∈I in Ω and a countable set {µ i } i∈I of positive real numbers such that µ = i∈I µ i δ xi .
Proof. We divide the proof into two steps.
Step 1. Assume that µ = ν, choose any measurable set A, and assume that (8) holds; by Lemma 2. Step 2. Now assume that µ and ν are arbitrary; the Lebesgue Decomposition theorem ensures that
for some non-negative θ in L 1 (Ω, µ), where µ θ(A) := A θdµ, and σ is a positive measure singular with respect to µ. For every positive integer n consider the function
where ψ is Lipschitz with compact support, and also the measure µ n := µ (θ r r−p 1 θ≤n ).
Assuming (8) and recalling Lemma 2.2, use the decomposition (9) to obtain
However
and similarly ψ L r (Ω,µn) = φ n L r (Ω,µ) .
Then use (11) and (12) in (10) to infer that ψ L r (Ω,µn) ≤ C ψ L p (Ω,µn)
for every n.
Hence by
Step 1 µ n = i∈In µ n,i δ xn,i for every n. Recall the definition of the measures µ n , and note that sptµ n ⊂ sptµ n+1 , in particular I n ⊂ I n+1 . Let I = ∞ n=1 I n and define x i := x n,i In ; one can write µ n = i∈In µ n,i δ xi .
Since µ n,i = µ n ({x i }) ≤ µ n+1 ({x i }) = µ n+1,i , it follows that for each i the number µ n,i is non decreasing with respect to n.
Denote by M(Ω) the set of measures on Ω endowed with the weak- * topology. Letμ n = µ n (θ − r r−p 1 {θ>0} ), and observe thatμ n → µ 1 {θ>0} in M(Ω). We claim that µ n → µ.
To prove that, it suffices to show that µ({θ = 0}) = 0. Since µ is singular with respect to σ, there exist subsets A and B with A ∩ B = ∅, such that for every measurable set E we have µ(E) = µ(A ∩ E) and σ(E) = σ(B ∩ E). Therefore Proof. The result follows from the string of inequalities
Finally, before stating Theorem 3.1, we recall the following Lemma attributed to H. Brézis and E. Lieb:
With those results at hand, we have: If (X, d, µ) is an Ahlfors lower s-regular compact metric-measure space, and 1 < p < s, then for every sequence {u n } in M p 1 (X, µ) such that u n → u weakly in M p 1 (X, µ) and u n → u strongly in L p (X, µ), there exists a subsequence {u n } and a countable set I such that µ |u n | p * → µ |u| p * + i∈I µ i δ xi (13) in M(X), where x i ∈ X for every i ∈ I.
Proof. We begin with two observations:
1. Let v n := u n − u, and fix some φ in Lip c (X). The hypotheses, Proposition 2.1 and Lemma 3.2 when applied to f n :
2. The hypotheses also imply that
• v n φ L p (X,µ) → 0 and v n L p (X,µ) → 0,
• µ |v n | p * →μ and µ |g vn | p → ν for someμ and ν in M(X).
Those observations yield the reverse Hölder inequality follows. Then recall that µ |v n | p * →μ in M(X), to infer
Since every continuous function of compact support, say φ, can be written as φ = φ + − φ − , where φ + and φ − are non-negative with compact support, one concludes that (16) holds for every φ in the dual of M(X). Now use (15) , to obtain (13) . Now we can prove Theorem 1.2, the main result in this work.
Proof. By the hypotheses, whenever h ∈ H one has h # µ = µ. Let {u n } be a bounded sequence in M p 1,H (X, µ), namely a bounded sequence in M p 1 (X, µ) such that h # u n = u n for each n and each h in H. Then the sequence of measures {µ n } defined by
On the other hand, if the sequence {u n } converges weakly to some u in M p 1,H (X, µ), then 7 by Theorem 3.1 there exists a subsequence 8 of {µ n } such that µ n → µ |u| p * + i∈I µ i δ xi (17) in M(X), where I is at most countable. In addition, it is not difficult to see that if {µ n } is a sequence of H-invariant measures converging to some ν in M(X), then ν is also H-invariant; therefore from (17) the measure
Choose some k in I, and let y = h(x k ) be some element in H(x k ). Then µ k = σ(x k ) = σ(h −1 (y)) = h # σ(y) = σ(y) = i∈I µ i δ xi (y), hence x i = y for some i ∈ I. This gives a contradiction, since I is at most countable, meanwhile the orbit of each point in X is uncountable by hypothesis. It follows that µ |u n | p * → µ |u| p * in M(X); but this is equivalent to say that
whenever φ ∈ C c (X).
Since X is compact, we can use φ = 1 in (18) , to conclude that if {u n } is a bounded sequence in M p 1,H (X, µ) converging weakly to some u in M p 1,H (X, µ), then u n L p * (X,µ) → u L p * (X,µ)
for some subsequence. But L p * (X, µ) is uniformly convex, hence u n → u in L p * (X, µ).
A useful consequence of Theorem 1.2 is: µ) is reflexive in the hypotheses of the theorem. 8 We use the same subindex for sequences and the pertinent subsequences. But w L p * (X,µ) = 1 by strong convergence in L p * (X, µ), hence
Therefore I[w] = D, and it follows that C = 1/D, with u 0 = w.
Riemannian applications
The next result is not surprising and probably not new, however we could not find it in the literature. To satisfy the interested reader, and justify the discussion in Section 4.1 below, we give a proof of it with some details.
Theorem 4.1. Suppose (X, g) is a compact Riemannian n-manifold. Then for every p such that 1 < p < ∞ the spaces L p 1 (X, V g ) and M p 1 (X, V g ) coincide with equivalent norms.
Proof. By Proposition 10.1 from [14] M p 1 (X, V g ) ֒→ L p 1 (X, V g ), hence we need the opposite inclusion. Since X is compact, there exists a finite number of charts
such that for every α the components g α ij of g in (U α , φ α ) satisfy
as bilinear forms. Let {η α } be smooth partition of unity subordinate to covering {U α }. We proceed in two steps.
Step 1. Let L n be the n-dimensional Lebesgue measure, and fix u in C ∞ (X). Since M p 1 (R n , L n ) and L p 1 (R n , L n ) are equivalent, see [12] for example, there exists a constant C > 1 such that for every α in A
9 As in Theorem 1.2, we use the same subindex for the sequence and the pertinent subsequence.
On the other hand, we estimate the gradient locally by
for each α in A.
Fix some ǫ > 0; then there exists a Haj lasz gradient h α for (η α u)
Gather inequalities (19) , (20) , (21) and (22) to get
Observe that for each α the function √ 2h α • φ α =:h α : U α → R is a Haj lasz gradient for (η α u)| Uα . Indeed, since h α is a Haj lasz gradient for (η α u) • φ −1 α 1 φα(Uα) , there exists a subset E α ⊂ R n such that L n (E α ) = 0, and such that for every pair
Therefore, for each pair
Our next goal is to prove that h := α∈Ah α 1 Uα is a local Haj lasz gradient for u.
Fix z ∈ X and define
• J z := {α ∈ A : z ∈ ∂U α }, and
Then I z , J z , K z are pairwise disjoint, with I z ∪ J z ∪ K z = A for each z in X.
Define R > 0 such that
Note that if x, y ∈ B R (z) and η α (x) = 0, then y ∈ U α ; indeed, α can not belong to K z ∪ J z , therefore α ∈ I z , and then y ∈ B R (z) ⊂ U α . Hence for x, y ∈ B R (z) ∼ α∈A φ −1 α (E α ), taking (23) into account, the inequality
follows, and this proves that h is a local Haj lasz gradient for u.
Recalling (6), collect previous estimates to infer
where |A| denotes the cardinality of the set A. Hence if ǫ → 0
where
Step 2. Choose u in L p 1 (X, V g ). By the density of C ∞ (X) in L p 1 (X, V g ) there exists a sequence of smooth functions {u n } converging to u in L p 1 (X, V g ). Therefore using (24) for every ǫ > 0 there exists some N such that for m, n ≥ N u m − u n m 1,p (X,Vg ) ≤ C 1 u m − u n L p 1 (X,Vg ) ≤ ǫ. On the other hand, by the completeness of m p 1 (X, V g ) the sequence {u n } converges to some v in m p 1 (X, V g ). By the definitions of L p 1 (X, V g ) and m p 1 (X, V g ) the sequence {u n } converges to both u and v in L p (X, V g ): Thus u = v, and using (24) u m p 1 (X,Vg ) ≤ C 1 u L p 1 (X,Vg ) , therefore L p 1 (X, V g ) ֒→ m p 1 (X, V g ).
Finally, by Corollary 3.5 from [20] the spaces m p 1 (X, V g ) and M p 1 (X, V g ) are equivalent, hence L p 1 (X, V g ) ֒→ M p 1 (X, V g ), as required.
Theorem 1.2 for flows
We use Theorem 4.1 to apply Theorem 1.2 in closed Riemannian manifolds when the H-orbits have dimension one. In this setup we see that Theorem 1.2 can be applied if and only if the Euler characteristic of the manifold is equal to zero; this condition is restrictive only in even dimensional manifolds.
Consider a closed orientable Riemannian n-manifold (X, g) whose Euler characteristic χ(X) is equal to 0. A result attributed to H. Hopf, see [28] , ensures that there exists a non-vanishing 10 vector field τ on X, or equivalently a non-vanishing (n − 1)-form ω τ , related with τ through the bijection T X ←→ ∧ n−1 T X given by
where Ω g is the volume n-form induced from g giving the orientation of X. The form ω τ is closed if and only if the vector field τ is free of divergence; indeed:
where L τ is the Lie derivative along τ . Denote by H = {h t : t ∈ R} the subgroup of Diff(X) associated to the flow of τ : if ω τ is a non-vanishing closed (n − 1)-form on X, then H is a subgroup of Diff Vg (X), and the orbit of every point in X under H is uncountable.
In this spirit, D. Asimov proved in [3] that if n is at least 4, and if the first Betti number of X is different from zero, then every non-vanishing vector field is homotopic through a family of non-vanishing vector fields to a non-vanishing vector field that preserves Ω g , see also [33] . Shortly afterwards, M. Gromov using Convex Integration 11 proved that if n is at least 3, then every non-vanishing (n − 1)-form can be homotoped through non-vanishing forms to a non-vanishing exact form, with no restrictions on the first Betti number of X. Note that when n = 2 the only possible manifold is the 2-torus, and then the required vector fields are constant slope fields [3] .
With those facts, Theorem 4.1 and Corollary 3.1.1 provide simple and concrete applications: has a solution whenever 1 < p < n, where H is the group associated to the flow of τ .
