Abstract-This paper presents a touch-based system for communication by deafblind people with humans and robots. With presented system the deafblind people can send control signal to robots by writing block letters on an array of 8 x 8 diamond-shaped capacitive touch sensors. For better conformability with curved surfaces, the touch sensors arrays have been fabricated on flexible polyvinyl chloride (PVC) substrate. The characters written by deafblind on the tactile sensing array are recognized by Convolution Neural Network (CNN), which is trained with data from Extended Modified National Institute of Standards and Technology (EMNIST) database. A mobile app was also developed to efficiently recognize and display the written letters. Finally, a Baxter robot was simulated using Robot Operating System (ROS) and was remotely controlled by deafblind through English block letters written on the tactile sensing array. The result shows that the robot could successfully execute the 'pick or drop' task. The developed system demonstrates the efficacy of tactile based communication by deafblind people to independently interact with a robot and their environment.
I. INTRODUCTION
The human-to-machine interaction methods developed so far generally depend on the use of auditory and vision sensory modalities. However, this does not work for deafblind people due to impaired hearing and vision sensing modalities. This necessitates the development of alternative tools that allow them to interact with real-world [1] . In the absence of these two major sensory modalities, the deafblind people have to depend on the sense of touch to communicate and interact with the environment [2] . Therefore, tactile interface becomes a critical component of any alternative tool meant for deafblind people to interact with robots and the real world both locally or remotely [3] . With robots entering into our daily lives in number of ways, the interaction of deafblind people with robots and machines also gains importance. A range of robots for rehabilitation, social and as household help is being explored currently to help the disabled and elderly [4] . The societal dependence on these machines for myriad tasks also necessitates the development of suitable tools for safe communication by the deafblind people. Indeed, the design and development of tools for deafblind people present a worstcase scenario due to significant reliance on one sensory modality i.e. tactile sensing. The work in this paper presents the development of a touch-based communication system for deafblind people. Although focus is on deafblind people, sighted and hearing people can adopt the scheme for interaction with robots also.
The manner in which deafblind people communicate using English block letters is shown in Fig. 1 . The method involves deafblind person writing the English block letters with their finger on to the palm of the receiving person [5] . Here, the haptic feedback substitutes the impaired vision and auditory sensory modalities. These interactions may be accomplished by human, machine or both, and the environments can be real or virtual. The latter has recently changed the way humans interact with information and communicate ideas [6, 7] . Learning any new mode of communication or control strategy can be difficult and may require development of new training tools [8] , and more so at old age. Considering this, the development of the interactive solution should be based on the mode of communication with which deafblind are familiar. Since, deaf blindness is mainly caused by old age, illness or accident (it is not always by birth) [9, 10] , it is expected that deafblind people have prior knowledge of the English block letters. For this reason, as well as the fact the deafblind people already communicate using English block letters, the touchbased system presented here also uses the English block letters to communicate. This paper reports for the first time a flexible touch-based communications system for robot-deafblind interaction using an array of capacitive touch-sensors in combination with Convolution Neural Network (CNN) for recognition of the English block letters. The developed wearable tactile communication system comprises of an 8 x 8 diamond-shaped array of capacitive touch sensors. The touch sensor array is fabricated on flexible polyvinyl chloride (PVC) to allow them to conform to curved surfaces. in turn are used to control the robots (Fig. 1) . A CNN is also developed to facilitate the character recognition of the written block letters so that the robot can respond as per the character. Moreover, sending a character involves less data and therefore more efficient compared to sending data of each taxel elements.
This paper is organised as follows: The state of the art related to devices used for communication by the deafblind people is given in Section II. The description of the overall system is given in Section III. This is followed by the fabrication of the tactile sensing array in Section IV and the results related to testing of presented communication system including the training and implementation of CNN and the interface with a simulated Baxter robot are given in Section V. Finally, conclusion and the future outlook are given in Section VI.
II. DEAFBLIND COMMUNICATION -STATE OF THE ART
Depending on the extent and history of impairment as well as the country or region, a number of tactile and non-tactile communication methods are used by deafblind people [1] . The tactile methods include using block letters, deafblind manual alphabets (e.g. American and British deafblind manual alphabet, "Lorm, and Malossi alphabet), Braille, and so on. The non-tactile methods include speech, and sign language etc. While some of the deafblind people are born with this condition, a majority of them acquire deaf blindness at later stage in their life and therefore they are likely to have learnt some language (English, for instance) [1] . A number of deafblind people in this category generally use the English block letters to communicate [5] . The English block letter is a tactile deafblind communication method in which the deafblind person brings out the palm and the sender writes letters on it to communicate ( Fig. 1 ) [9] . To reduce interdependence among deafblind people and to allow them to communicate independently, tactile sensing technologies are often employed in various assistive devices they use.
Tactile sensing involves the use of sensors to acquire tactile information through physical touch followed by measurement of properties such as temperature, vibration, pressure, texture, shape, and normal forces [4, 18, 19] . The sensing not only involves the detection and/or measurement of the spatial distribution of forces perpendicular to an area but also on the interpretation of the corresponding information [4, [20] [21] [22] . Various types of tactile sensors reported previously involve several transduction methods such as capacitive [23] , piezo-resistive [24] , piezo-electric [25] [26] [27] , optical [28] etc. In the case of deafblind people, several categories of tactile communication devices, with different tactile interfaces, have been developed and they are based on different deafblind communication methods. Table I presents a summary of existing devices for deafblind people and the tactile sensors used. It shows that early communication devices were mainly based on the American deafblind manual alphabet. They are hand-shaped devices with moveable fingers whose movement is controlled by a computer [2] . The listener touches the device to read the finger position. It is more of a mechanical device as it has no touch sensor embedded on the device. Handtapper was the first device to support British deafblind manual alphabet but was one-way and not wearable or portable. [30] . DB-HAND for Malossi alphabet (used in Italy) is another alternative that uses tactile buttons as a touch sensor and also vibration motors as means of feedback to deafblind people [6] . A two-way communication device based on Finger Braille has also been reported [15] . None of these solutions employed the English block letters as a communication strategy for deafblind people nor means of interaction with robots.
Table I also shows that a number of the existing devices are based on capacitive sensors. In contrast to these existing deafblind communication devices, which use single touch sensor, the work presented here uses an array of capacitive touch sensors.
III. DESCRIPTION OF THE OVERALL SYSTEM
The block diagram of the overall approach is shown in Fig.  2 . The developed system is targeted at a category of deafblind people who have acquired English language skills before they became deaf-blind. Overall, the deafblind user will be equipped with a wearable tactile sensing array for sending messages and tactile actuators for receiving messages/feedback. To send a message to a robot, the deafblind person writes the English block letters on the tactile array and receives feedback via vibrotactile feedback actuators. The latter has not been implemented in this work. The system comprises of three main modules: (a) the input module, (b) the wireless module and (c) the output module. The input module is a capacitive touch-sensing array used for sending control signals to the robot. The output module is an array of vibrotactile feedback actuators each equipped with a movable skin contactor. This module is used for receiving messages from the robot. A Bluetooth module was used for wireless communication. When a deafblind person draws a particular block letter on the touch-sensors array, it is coded and sent wirelessly as control command to a nearby robot via a mobile app that uses CNN. When the robot sends feedback to the deafblind user, the actuator vibrates, and the contactors moves in correspondence to the English block letter. So, the deafblind person is able to feel the array of contactors to decode the message. The computer block in Fig. 2 represents the setup to test the output of the capacitive tactile array readout circuit. This work discusses only the implementation of the array of capacitive touch-sensors and the accompanying CNN for character recognition. Work on the development of the array of tactile feedback actuators is currently on-going.
IV. TACTILE SENSING ARRAY

A. Capacitive Touch Sensor Array
The touch-sensors array is based on the capacitive sensing similar to the implementation reported in [23] . The response of the touch sensors was converted from capacitive variation to a voltage through a circuit interface shown in Fig. 3 and this is based on (1).
is the capacitance of touch sensor, is the constant current through the capacitor, ∆ is the change in voltage, and ∆ is the change in time. The readout circuit uses a 18F45K22 PIC microcontroller to process the row and column capacitance values to determine location of touch or contact on the array. For testing, these values were read into a LabVIEW program running in a computer via the serial port using MAX 232. For communication, the microcontroller sends data wirelessly through a Bluetooth module to the mobile phone, which implements the CNN and triggers the controlling of the robot.
B. Fabrication of Touch Sensor Array
The touch sensor array was developed on a flexible PVC substrate. The fabrication process flow is schematically shown in Fig. 4(a) -(f) and the fabricated tactile sensing array is shown in Fig. 4g . The sensor has column electrodes deposited on one side of the PVC and row electrodes on the reverse side. The deposition of the row and column electrodes were carried out using hard masks developed in-house. Plassys MEB 550S Electron Beam Evaporator system was used to deposit the electrodes (20/120nm NiCr/Au) on both side of the substrate thereby resulting in the row and column electrode configuration. After the deposition of the electrodes, the hard mask was removed, and the surface of the sensor laminated with another piece of PVC sheet to protect the electrodes.
V. DEVICE TESTING AND RESULTS
The performance of the implemented system was evaluated using four main tests: (1) Evaluation of the response of each pixel on the sensor array; (2) Evaluation of the feasibility of the system for Block letter communication; (3) Evaluation of the performance of CNN; (4) Control of a simulated Baxter robot using the English block letters.
The tactile sensor array was interfaced to a LabVIEW program through a custom-developed hardware as shown in Fig. 5 . The program's user interface has two main windows: (a) an array of points that corresponds to locations on the ensor array, and (b) A decay graph. Both windows were used to show the sensor's response to a touch event. A touch event is represented in the LabVIEW program by: (i) A red dot in the in-pixel map; (ii) a white square in a decay graph which gradually turns blue upon the release event. The performance of the implemented system upon touch and release event at various taxels is shown in Fig. 5(a)-5(f) . Further, testing was carried out to analyse feasibility of the system for tactile communication. This was done by writing English alphabets on the touch sensor array. As a representation, the result of writing letter "i" on the array is depicted in Fig. 6 .
A. Convolution Neural Network -Training and Implementation
To efficiently recognise the written English block letters, a CNN was trained using the EMNIST database to recognize the English block letters drawn on the tactile array. EMNIST is the extended version of Modified National Institute of Standards and Technology (MNIST) and was first introduced by Cohen et al. [31] for recognition of handwritten characters. EMNIST was used because it's a database comprising both numbers and letters, unlike MNIST which has only numbers. In [32] , we have used Simbrain for simulating a Nano Wire Field Effect Transistor (NWFET) -based neural element with Multi-Layer Perceptron (MLP) for tactile data processing. Since MLPs are not efficient for character recognition and SimBrain cannot handle larger number of neurons, we have used TensorFlow to implement CNN to process data in a mobile phone. The training was carried out using a desktop computer and the resulting NN works on a mobile app for character recognition.
The layers of CNN are shown in Fig. 7 . An 8 x 8 array was implemented to conform to the size of the touch-sensor array. EMNIST dataset comprise of 28 x 28 pixels dataset. To be able to classify data efficiently, the 8 x 8 taxel array output was thresholded, after the decay filter and up-sampled to 28 x 28 pixels. The up-sampled data was then fed into the network as raw data. The data is split into 7 x 7 window which is passed through the convolution layer 1(128 o/p features), convolution layer 2(256) features, fully connected layer (2048 features), with the number of features in a particular layer serving as the input for the next layer. Finally, the data was classified according to the corresponding character using the EMNIST database. The mobile app displays the recognized block letter when a closely related pattern is drawn on the array and sends it to the robot.
In addition to evaluation of the touch sensors array, the performance of CNN was equally evaluated, and the result of the training and implementation are shown in Fig. 8. 10 ,000 samples were used for training and 3,000 samples for the testing. The training accuracy reached 100% while the average test accuracy was 91%. A mobile app was created and used for the implementation of CNN. When a pattern is drawn on the tactile array, the app uses CNN to decode and display the letter corresponding to the drawn pattern. As an example, each letter of the word "BEST" were written one at a time and the result is shown in Fig. 8 . 
B. Interface with simulated robot environment
A Baxter robot [33] was simulated using the Robot Operating System to pick and drop an object. Using the developed communication system, it was then controlled remotely using the developed tactile communication system to pick and drop an object as shown in Fig. 9 . Letter "P" and "D" was programmed to make the robot pick and drop an object respectively. So, with this, the Baxter robot was made to successfully carry out a "pick-and-drop" action using the developed communication system.
VI. CONCLUSION AND FUTURE WORK
A wearable tactile communication system for robotdeafblind interaction is presented. Convolution neural network was trained and implemented to recognize the English block letters written on the array of tactile sensors. The performance of the system was demonstrated by controlling a Baxter robot using the English block letters. This shows that the system worked and will enable deafblind people to interact with robot and their environment by writing English block letters on a tactile sensor array and receiving feedback using array of tactile feedback actuators. Only the tactile sensing array was implemented in this work and future work will involve implementing the array of tactile feedback actuators to help the deafblind to receive response from robots, followed by end-user testing.
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