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Using an e+e− annihilation data sample corresponding to an integrated luminosity of 3.19 fb−1
and collected at a center-of-mass energy
√
s = 4.178 GeV with the BESIII detector, we measure
the absolute branching fractions B(D+s → K0SK+) = (1.425± 0.038stat. ± 0.031syst.)% and B(D+s →
K0LK
+) = (1.485± 0.039stat. ± 0.046syst.)%. The branching fraction of D+s → K0SK+ is compatible
with the world average and that of D+s → K0LK+ is measured for the first time. We present the first
measurement of the K0S-K
0
L asymmetry in the decays D
+
s → K0S,LK+, and R(D+s → K0S,LK+) =
B(D+
s
→K0
S
K+)−B(D+
s
→K0
L
K+)
B(D+s →K
0
S
K+)+B(D+s →K
0
L
K+)
= (−2.1 ± 1.9stat. ± 1.6syst.)%. In addition, we measure the direct
CP asymmetries ACP(D
±
s → K0SK±) = (0.6 ± 2.8stat. ± 0.6syst.)% and ACP(D±s → K0LK±) =
(−1.1± 2.6stat. ± 0.6syst.)%.
PACS numbers: 13.25.Ft, 11.30.Er
I. INTRODUCTION
Two-body hadronic decays of charmed mesons, D →
P1P2 (where P1,2 denotes a pseudoscalar meson), serve
as an ideal environment to improve our understanding
of the weak and strong interactions because of their rela-
tively simple topology [1, 2]. Charmed-meson decays into
hadronic final states that contain a neutral kaon are par-
ticularly attractive. Bigi and Yamamoto [3] first pointed
out that the interference of the decay amplitudes of the
Cabibbo-favored (CF) transition D → K¯0π and the
doubly-Cabibbo-suppressed (DCS) transition D → K0π
can result in a measurable K0S-K
0
L asymmetry
R(D → K0S,Lπ) =
B(D → K0Sπ)− B(D → K0Lπ)
B(D → K0Sπ) + B(D → K0Lπ)
. (1)
A similar asymmetry can be defined in D+s decays by re-
placing π withK. Additionally, as pointed out in Ref. [4],
the interference between CF and DCS amplitudes can
also lead to a new CP violation effect, which is estimated
to be of an order of 10−3. The measurement of K0S-K
0
L
asymmetries and CP asymmetries in charmed-meson de-
cays with neutral kaon provides insight into the DCS pro-
cess, as well as information to exploreD0-D¯0 mixing, CP
violation and SU(3) flavor-symmetry breaking effects in
the charm sector [5, 6].
On the theory side, different phenomenological mod-
els give predictions for the K0S-K
0
L asymmetries: the
topological-diagrammatic approach [2] under the SU(3)
flavor symmetry (DIAG) or incorporating the SU(3)
breaking effects (SU(3)FB) [7, 8, 10], the QCD factoriza-
tion approach (QCDF) [9], and the factorization-assisted
topological-amplitude (FAT) [11]. The predicted K0S-K
0
L
asymmetries in charmed-meson decays from these differ-
ent approaches, as well as the measured values reported
by the CLEO Collaboration [12] are summarized in Ta-
ble I. Considering the large range of values predicted
for the K0S-K
0
L asymmetries, their measurements pro-
vide a crucial constraint upon models of the dynamics
of charmed meson decays.
Experimentally, D+(0) decays have been studied in-
tensively in the past two decades [13]. However, existing
measurements of charmed-strange meson decays suffer
from poor precision due to the limited size of available
data samples and a relatively small production cross sec-
tion in e+e− annihilation [14]. The most recent measure-
ment of B(D+s → K0SK+) = (1.52±0.05stat.±0.03syst.)%
was reported by the CLEO Collaboration [15]; the re-
sult was obtained using a global fit to multiple decay
modes reconstructed in an e+e− annihilation sample cor-
responding to an integrated luminosity of 586pb−1 at
a center-of-mass energy
√
s = 4.17 GeV. The Belle
Collaboration reported a measurement of the branch-
ing fraction B(D+s → K¯0K+) (ignoring the contribu-
tion from K0K) [16] using a data sample correspond-
ing to an integrated luminosity of 913 fb−1 collected at√
s around the Υ(4S) and Υ(5S) resonances. Neither
B(D+s → K0LK+) nor the corresponding K0S-K0L asym-
metry have been measured yet.
In this paper, measurements of the absolute branch-
ing fractions for the decays D+s → K0SK+ and D+s →
K0LK
+, the K0S-K
0
L asymmetry, and the corresponding
CP asymmetries are performed using a sample of e+e−
annihilation data collected at
√
s = 4.178 GeV with
4TABLE I: Predictions for K0S-K
0
L asymmetries in charmed-meson decays from different phenomenological models and the CLEO
measurements.
DIAG [7] DIAG [8] QCDF [9] SU(3)FB [10] FAT [11] CLEO [12]
R(D0 → K0S,Lπ0)(%) 10.7 10.7 10.6 9+4−2 11.3 ± 0.1 10.8± 2.5stat. ± 2.4syst.
R(D+ → K0S,Lπ+)(%) −0.5± 1.3 −1.9± 1.6 −1.0± 2.6 - 2.5± 0.8 2.2± 1.6stat. ± 1.8syst.
R(D+s → K0S,LK+)(%) −0.22± 0.87 −0.8± 0.7 −0.8± 0.7 11+4−14 1.2± 0.6 -
the BESIII detector at the BEPCII. The data sample
corresponds to an integrated luminosity of 3.19 fb−1.
Throughout the paper, charge conjugation modes are im-
plicitly implied, unless otherwise noted.
II. BESIII DETECTOR AND MONTE CARLO
SIMULATION
The BESIII detector is a magnetic spectrometer that
operates at the BEPCII e+e− collider [17]. The detec-
tor has a cylindrical geometry that covers 93% of the
4π solid angle and consists of several subdetectors. A
main drift chamber (MDC) with 43 layers surrounding
the beam pipe measures momenta and specific ioniza-
tion of charged particles. Plastic scintillator time of
flight counters (TOF), located outside of the MDC, pro-
vide charged-particle identification information, and an
electromagnetic calorimeter (EMC), consisting of 6240
CsI(Tl) crystals, detects electromagnetic showers. These
subdetectors are immersed in a magnetic field of 1 T, pro-
duced by a superconducting solenoid, and are surrounded
by a multi-layered resistive-plate chamber (RPC) system
(MUC) interleaved in the steel flux return of the solenoid,
providing muon identification. In 2015, BESIII was up-
graded by replacing the two endcap TOF systems with
multi-gap RPCs, which achieve a time resolution of 60 ps
[18]. A detailed description of the BESIII detector is pre-
sented in Ref. [19].
The performance of the BESIII detector is evaluated
using a geant4-based [20] Monte Carlo (MC) program
that includes a description of the detector geometry as
well as simulating its response. In the MC simulation,
the production of open charm processes directly pro-
duced via e+e− annihilation are modeled with the gener-
ator conexc [21], which includes the effects of the beam
energy spread and initial-state radiation (ISR). The
ISR production of vector charmonium states (ψ(3770),
ψ(3686) and J/ψ) and the continuum processes (qq¯,
q = u, d, s) are incorporated in kkmc [22]. The known
decay modes are generated using evtgen [23], which
assumes the branching fractions reported in Ref. [13];
the fraction of unmeasured decays of charmonium states
is generated with lundcharm [24]. The final-state ra-
diation (FSR) from charged tracks is simulated by the
photos package [25]. A generic MC sample with equiv-
alent luminosity 35 times that of data is generated to
study the background. It contains open charm processes,
the ISR return to charmonium states at lower mass, and
continuum processes (quantum electrodynamics and qq¯).
The signal MC samples of 5.2 million e+e− → D∗±s D∓s
events are produced; in these samples the D∗±s decays
into γ/π0/e+e−D±s , while one Ds decays into a specific
mode in Table II and the other into the final states of
interest K0SK
± or K0LK
±. The signal MC samples are
used to determine the distributions of kinematic variables
and estimate the detection efficiencies.
III. DATA ANALYSIS
The cross section to produce e+e− → D∗±s D∓s events
at
√
s = 4.178 GeV is (889± 59stat. ± 47syst.) pb, which
is one order of magnitude larger than that to produce
e+e− → D+s D−s events [14]. Furthermore, the decay
branching fraction B(D∗+s → γD+s ) is (93.5±0.7)% [13].
Therefore, in the data sample used, D+s candidates arise
mainly from the process e+e− → D∗±s D∓s → γD+s D−s ,
along with small fractions from the processes e+e− →
D∗±s D
∓
s → π0D+s D−s and e+e− → D+s D−s . The outline
of the reconstruction is described first, with all details
given later in this section.
In this analysis, a sample of D−s mesons is recon-
structed first, which are referred to as “single tag (ST)”
candidates. The ST candidates are reconstructed in 13
hadronic decay modes that are listed in Table II. The
D−s → K0SK− tag mode is not included to avoid double
counting in D+s → K0SK+ measurement. Here, π0 and η
candidates are reconstructed from a pair of photon candi-
dates, K0S candidates are formed from π
+π− pairs, and
ρ±(0) candidates are reconstructed from π±π0(∓) pairs,
unless otherwise indicated by a subscript.
In the sample of events with an ST candidates, the
process D+s → K0SK+ is reconstructed by selecting a
charged kaon and a K0S candidates from those not used
to reconstruct the ST candidates, which is referred as
“double tag (DT)”. To reconstruct the D+s → K0LK+
decay, the photon from the decay D∗±s → γD±s and the
charged kaon from D+s decay are selected to determine
the missing-mass-squared
MM2 = (Pe+e− − PD−s − Pγ − PK+)2, (2)
where Pe+e− is the four-momentum of the e
+e− initial
5TABLE II: Summary of the D−s ST yields, along with the ST
and DT detection efficiencies for that decay mode. The un-
certainty is statistical only. The decay branching fractions of
subsequent decays in ST side are not included in the efficien-
cies. The decay branching fraction of K0S → π+π− in signal
side is included in ǫ
K0
S
DT .
Tag mode NST ǫST(%) ǫ
K0
S
DT(%) ǫ
K0
L
MM2
(%)
K+K−π− 141285±631 42.15±0.03 13.58±0.07 16.33±0.10
K−π+π− 18051±575 48.84±0.26 16.35±0.08 19.73±0.12
π+π−π− 40573±964 56.05±0.18 18.47±0.08 22.55±0.12
K+K−π−π0 41001±840 10.61±0.03 3.86±0.04 5.02±0.06
π−η′
γρ0
26360±833 35.33±0.16 12.41±0.07 15.59±0.10
ρ−η 32922±878 16.65±0.06 5.99±0.06 8.84±0.09
K0SK
−π+π− 8081±283 18.47±0.11 6.16±0.05 7.72±0.07
K0SK
+π−π− 15331±249 21.44±0.06 6.82±0.05 8.21±0.07
K0SK
−π0 11380±385 16.97±0.12 5.94±0.05 7.82±0.07
K0SK
0
Sπ
− 5015±164 22.86±0.11 6.95±0.05 8.98±0.07
π−η 19050±512 46.60±0.19 16.06±0.07 21.99±0.13
π−η′
pi+pi−η
7694±137 18.80±0.05 6.16±0.05 8.45±0.08
π−ηpi+pi−pi0 5448±169 22.30±0.11 7.47±0.06 9.70±0.08
state and Pi (i = D
−
s , γ,K
+) is the four-momentum of
the corresponding particle.
Ignoring the small contribution from the process
e+e− → D+s D−s , the numbers of ST (N iST) and DT
(N iDT) events, for a specific tag mode i, are
N iST = 2×ND∗±s D∓s × Bitag × ǫiST, (3)
N iDT = 2×ND∗±s D∓s × Bitag × Bsig × ǫiDT, (4)
respectively. Here, ND∗±s D∓s is the total number of
e+e− → D∗±s D∓s events in the data sample, Bitag is the
branching fraction for the ith ST decay mode, Bsig is
the branching fraction of the signal decay; ǫiST and ǫ
i
DT
are the ST and DT detection efficiencies, respectively,
which are evaluated from the signal MC samples corre-
sponding to the ith tag mode. The value of ǫiDT includes
the branching fraction B(K0S → π+π−) of signal side
in the analysis of D+s → K0SK+. The factors of two
in Eqs. (3) and (4) are the result of including charge-
conjugated modes in the analysis. We combine Eqs. (3)
and (4) for each of the 13 tag modes to obtain
Bsig = N
tot
DT∑
i
N iST × ǫiDT/ǫiST
, (5)
where N totDT =
∑
i
N iDT is the total number of DT events.
A. Selection of ST events
Good charged tracks, except for the daughter tracks
of K0S candidates, are selected by requiring the track
trajectory approaches the interaction point (IP) within
±10 cm along the beam direction and within 1 cm in the
plane perpendicular to the beam direction. In addition,
the polar angle θ between the direction of the charged
track and the beam direction must be within the detec-
tor acceptance by requiring | cos θ| < 0.93. Charged par-
ticle identification (PID) is performed by combining the
ionization-energy loss (dE/dx) measured by the MDC
and the time-of-flight measured by the TOF system.
Each charged track is characterized by the PID likelihood
for the pion and kaon hypotheses, which are L(π) and
L(K), respectively. A pion [kaon] candidate is identified
if it satisfies the condition L(π) > L(K) [L(K) > L(π)].
Good photon candidates are selected from isolated
electromagnetic showers which have a minimum energy
of 25 MeV in the EMC barrel region (| cos θ| < 0.8) or
50 MeV in the EMC endcap region (0.86 < | cos θ| <
0.92). To reduce the number of photon candidates that
result from noise and beam backgrounds, the time of the
shower measured by the EMC is required to be less than
700 ns after the beam collision. The opening angle be-
tween a photon and the closest charged track is required
to be greater than 10◦, which is used to remove electrons,
hadronic showers and photons from FSR. π0 and η → γγ
candidates are reconstructed from pairs of photon can-
didates that have an invariant mass within the intervals
(0.115, 0.150) and (0.50, 0.57) GeV/c2, respectively. To
improve the momentum resolution, a kinematic fit is per-
formed, constraining the γγ invariant mass to its nominal
value [13]; the χ2 of the fit is required to be less than 20
to reject combinatorial background. η → π+π−π0 candi-
dates are selected by requiring the corresponding invari-
ant mass to be within the interval (0.534, 0.560) GeV/c2.
In order to improve the efficiency of the K0S selec-
tion, K0S candidates are reconstructed from tracks as-
sumed to be pions without PID, and the daughter tracks
are required to have a trajectory that approaches the
IP to within ±20 cm along the beam direction and
| cos θ| < 0.93. The K0S candidates are formed by per-
forming a vertex-constrained fit to all oppositely-charged
track pairs. To suppress combinatorial background, the
χ2 of the vertex fit is required to be less than 200 and a
secondary vertex fit is performed to ensure that the K0S
candidate originates from the IP. The flight length L, de-
fined as the distance between the common vertex of the
π+π− pair and the IP in the plane perpendicular to beam
direction, is obtained in the secondary vertex fit, and is
required to satisfy L > 2σL, where σL is the estimated
uncertainty on L; this criterion removes combinatorial
background formed from tracks originating from the IP.
The four-momenta after the secondary vertex fit are used
in the subsequent analysis. The K0S candidate is required
to have a mass within the interval (0.487, 0.511) GeV/c2.
η′ candidates are reconstructed via the decay modes
γρ0 and π+π−η by requiring the corresponding invari-
ant masses to be within the intervals (0.936, 0.976) and
(0.944, 0.971) GeV/c2, respectively. The ρ0 candidates
6are reconstructed from π+π− pairs that have a mass
greater than 0.52 GeV/c2. The ρ± candidates are recon-
structed from π±π0 combinations that have an invariant
mass within the interval (0.62, 0.92) GeV/c2.
To suppress the background with D∗ decay D∗ → πD,
the momentum of charged and neutral pions is required
to be greater than 100 MeV/c. For K−π+π− ST can-
didates, the invariant mass of the π+π− pair is required
to be outside the interval (0.478, 0.518) GeV/c2 to re-
move D−s → K0SK− decays. The ST D−s candidates are
reconstructed via all the possible selected particles com-
binations.
The invariant mass of the system recoiling against the
selected D−s is defined as
Mrec =
√
(
√
s−
√
p2 +M2Ds)
2 − p2, (6)
where p is the momentum of the ST D−s candidate in
e+e− CM frame, and MDs is the nominal mass of the
Ds meson [13]. Mrec is required to be within the in-
terval (2.05, 2.18) GeV/c2. For a specific ST mode, if
there are multiple combinations satisfying the selection
criteria, only the candidate with the minimum value of
|Mrec −MD∗
s
| is retained for further analysis. These re-
quirements also accept the events in which the ST Ds
comes from the decay of the primary D∗s .
To determine the ST yield, a binned maximum likeli-
hood fit to the distribution of theD−s invariant massMtag
is performed for each tag mode; the distributions and fit
results are shown in Fig. 1. In the fit, the probability
density function (PDF) that describes the signal is the
shape of the signal MC distribution, taken as a smoothed
histogram and convolved with a Gaussian function to
account for any resolution difference between data and
MC simulation. The background is described by a sec-
ond or third-order Chebychev polynomial function. The
ST yields determined by the fits, along with the corre-
sponding ǫiST estimated from the generic MC sample, are
summarized in Table II.
B. Branching fraction measurement of
D
+
s → K
0
SK
+
The signal decay D+s → K0SK+ is reconstructed re-
coiling against the selected ST D−s candidate. We select
a D+s → K0SK+ candidate if there is only one K0S can-
didate and one good track, which is identified as a kaon
and has positive charge, recoiling against the ST D−s can-
didate; K+ and K0S candidates are selected by applying
the selection criteria described in Sec. III A. In addition,
to suppress combinatorial backgrounds, we reject events
in which there are additional charged tracks that satisfy
| cos θ| < 0.93 and approach the IP along the beam di-
rection within ±20 cm.
To determine the DT signal yield, a two-dimensional
(2D) unbinned maximum likelihood fit is performed on
the invariant mass of the K0S and K
+ (MK0
S
K+) versus
Mtag distribution of selected events, which is summed
over the 13 ST modes, as shown in Fig. 2. In the fit,
the total PDF is described by summing over the individ-
ual PDFs for the following signal and background com-
ponents, where x represents MK0
S
K+ , and y stands for
Mtag.
• Signal: Fsig(x, y) ⊗ G(x;µx, σx) ⊗ G(y;µy, σy)
Fsig(x, y) is a 2D function derived from the sig-
nal MC distribution by using a smoothed 2D his-
togram; G(x;µx, σx) and G(y;µy, σy) are Gaussian
functions that compensate for any resolution differ-
ence between data and MC simulation for the vari-
ables MK0
S
K+ and Mtag, respectively. In the 2D
fit, the parameters of G(x;µx, σx) and G(y;µy, σy)
are fixed to the values determined by fitting the
corresponding one-dimensional (1D) distributions.
• BKGI: FBKGI(x, y) ⊗ G(y;µy, σy)
This PDF describes the background composed of
a correctly reconstructed ST D−s recoiling against
combinatorial background, which are distributed in
the horizontal band in Fig. 2. FBKGI(x, y) is de-
rived from the distribution of this type of back-
ground in the generic MC sample by using a kernel
density estimation method (KEYS) [26]. The res-
olution function G(y;µy , σy) is the same as that in
the Signal PDF.
• BKGII: FBKGII(x, y) ⊗ G(x;µx, σx)
This PDF describes the background composed of an
incorrectly reconstructed ST D−s recoiling against
a correctly reconstructed signal candidate, which
are distributed in the vertical band in Fig. 2.
FBKGII(x, y) is derived from the distribution of this
type of background in the generic MC sample by
using KEYS. The resolution function G(x;µx, σx)
is the same as that in the Signal PDF.
• BKGIII: PBKGIII(x) × PBKGIII(y)
This PDF describes the combinatorial background
composed of events in which neither the ST D−s
nor signal D+s candidate is correctly reconstructed.
These background events do not have any peaking
components in either variable. Therefore, BKGIII
events are described by two independent second-
order polynomials, PBKGIII(x) and PBKGIII(y),
with their parameters determined by the fit to data.
The 2D fit gives a signal yield of 1782 ± 47, where the
uncertainty is statistical. The MK0
S
K+ and Mtag distri-
butions for the data, with the projections of the fit results
superimposed, are shown in Fig. 3. The corresponding
DT detection efficiencies for the individual ST mode, ob-
tained with the signal MC samples, are summarized in
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FIG. 1: Fits to Mtag distributions for each ST mode. The dots with error bars are data, the blue solid curves are the overall
fit results, the red dashed curves are the signal, and the green dotted curves are the background.
Table II. Using Eq. (5), the branching fraction is deter-
mined to be B(D+s → K0SK+) = (1.425 ± 0.038stat.)%.
C. Branching fraction measurement of
D
+
s → K
0
LK
+
The D+s → K0LK+ candidates are reconstructed by
requiring the event has only one good track recoiling
against the ST D−s candidate; the charged track is re-
quired to be identified as a kaon and have opposite
charge compared with ST D−s . The K
+ is selected with
the criteria described in Sec. III A. We further suppress
combinatorial backgrounds by requiring no additional
charged tracks that statisfy the requirements described
in Sec. III B.
In this analysis, the ST and signal candidates are
assumed to originate from the decay chain e+e− →
D∗±s D
∓
s → γD+s D−s , with one D−s decaying into any of
ST modes, and the other decaying into K0LK
+. We re-
construct the K0L candidate using a kinematic fit that
applies constraints arising from the masses of the ST
D−s candidate, the signalD
+
s candidate, the intermediate
state D∗±s , and the initial four-momenta of the event. In
the kinematic fit, the K0L signal candidate is treated as a
missing particle whose four-momentum is determined by
the fit. The fit is performed to select γ candidate from
the decay D∗±s → γD±s under two different hypotheses
that constrain either the invariant mass of the selected
γ and signal D+s or the selected γ and the ST D
−
s to
the nominal mass of the D∗−s meson; the hypothesis that
results in the minimum value of χ2 is assumed to be the
correct topology. If there are multiple photon candidates,
which are not used to reconstruct the ST candidate, the
fit is repeated for each candidate and the photon that re-
sults in the minimum value of the χ2 is retained for fur-
ther analysis. For each event, the four-momentum of the
missing particle assumed in the kinematic fit is used to
determine theMM2 of the K0L candidate. In order to re-
duce combinatorial background, χ2 < 40 is required. To
further suppress background with multiple photons, we
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FIG. 2: Distribution of Mtag vs. MK0
S
K+ for D
+
s → K0SK+
candidates in data, summed over the 13 tag modes.
reject those events with additional photons which have
an energy larger than 250 MeV and an opening angle
with respect to the direction of missing particle greater
than 15◦.
To determine the signal yield, an unbinned maximum
likelihood fit is performed on the MM2 distribution of
selected events from all 13 ST modes combined, as shown
in Fig. 4. In the fit, three components are included: sig-
nal, peaking, and non-peaking backgrounds. The PDFs
of these components are described below, where x repre-
sents MM2.
• Signal: Fsig(x) ⊗ G(x;µ′x, σ′x)
Fsig(x) is derived from the signal MC distribution
as a smoothed histogram, and G(x;µ′x, σ
′
x) is a
Gaussian function that accounts for any resolution
difference between data and MC simulation. The
value of σ′x is fixed in the data fit to the value ob-
tained from a fit to theMM2 distribution obtained
from a D+s → K0SK+ control sample where the K0S
is ignored in the reconstruction.
• Peaking background: FK0S(η)bkg (x) ⊗ G(x;µ′x, σ′x)
F
K0
S
(η)
bkg (x) is derived from the distribution ofD
+
s →
K0SK
+ (D+s → ηK+) MC simulated events by us-
ing a smoothed histogram. These events form a
peaking background if the K0S or η is not recon-
structed. Here, G(x;µ′x, σ
′
x) is the Gaussian reso-
lution function, whose parameters are the same as
those used in the signal PDF. The expected yields
of D+s → K0SK+ and D+s → ηK+ are fixed to 263
and 57, respectively. The expected peaking back-
ground yields are estimated by using the equation
NdataMM2 = N
data
DT × ǫMCMM2/ǫMCDT , where NdataMM2 is the
number of expected peaking background events and
NdataDT is the yield of D
+
s → K0SK+ or D+s → K+η
selected by using the DT method. Here, ǫMC
MM2
and
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FIG. 3: (a) Distributions of MK0
S
K+ and (b) Mtag, summed
over the 13 tag modes, with the projection of the fit result
superimposed. The data is shown as the black dots with er-
ror bars, the blue solid line is the total fit projection, the red
short-dashed line is the projection of the signal component,
the green long-dashed line is the projection of the BKGI com-
ponent, the blue dotted line is the projection of the BKGII
component, and the magenta dot-dashed line is the projec-
tion of the BKGIII component. The residual χ between the
data and the total fit result, normalised by the uncertainty,
is shown beneath the figures.
ǫMCDT are the detection efficiencies of the nominal
analysis and the DT method for each mode, re-
spectively; these are estimated from MC simula-
tion samples. The uncertainties of estimated event
numbers for D+s → K0SK+ and D+s → ηK+ are
19 and 12, which will be used in systematic uncer-
tainty study.
• Non-peaking background: P (x)
P (x) is a function to describe the combinatorial
background, which is not expected to peak in the
MM2 distribution. P (x) is a second-order poly-
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FIG. 4: Distribution of MM2 summed over 13 tag modes
with the fit result superimposed. The data is shown as the
dots with error bars, the blue solid line is the total fit result,
the red short-dashed line is the signal component of the fit,
the magenta dot-dashed line is the component of the peaking
background from D+s → K0SK+ decays and the grey dotted
line is the component of the peaking background from D+s →
ηK+ decays, the green long-dashed line is the non-peaking
background component. The residual χ between the data and
the total fit result, normalised by the uncertainty, is shown
beneath the figures.
nomial function whose parameters are determined
from the fit to data.
The fit to the MM2 distribution is shown in Fig. 4.
The signal yield determined by the fit is 2349 ± 61
events, where the uncertainty is statistical. Using Eq. (5),
the branching fraction is calculated to be B(D+s →
K0LK
+) = (1.485 ± 0.039stat.)%, where the DT detection
efficiencies ǫ
K0
L
MM2
used are summarized in Table II; the
values of ǫ
K0
L
MM2
are estimated from signal MC samples.
D. Asymmetry measurement
By using the measured branching fractions and Eq. (1)
the K0S-K
0
L asymmetry is determined to be
R(D+s → K0S,LK+) = (−2.1 ± 1.9stat.) %. (7)
To determine the direct CP violation, we also measure
the branching fractions for the D+s and D
−
s decays sep-
arately, using the same methodology as the combined
branching fraction measurement. The direct CP asym-
metriy is defined as
ACP(D
±
s → f) =
B(D+s → f)− B(D−s → f¯)
B(D+s → f) + B(D−s → f¯)
, (8)
which leads to the measurements
ACP(D
±
s → K0SK±) = ( 0.6 ± 2.8stat.) %, (9)
ACP(D
±
s → K0LK±) = (−1.1 ± 2.6stat.) %, (10)
for the two signal modes.
IV. SYSTEMATIC UNCERTAINTY
For the absolute branching fractions, which are deter-
mined according to Eq. (5), the systematic uncertainties
are associated with N iST, N
tot
DT, and the corresponding
ratio of detection efficiencies (ǫiDT/ǫ
i
ST). One of the ad-
vantages of the DT method is that most of the systematic
uncertainties associated with selection criteria for the ST
side reconstruction cancel. However, there is some resid-
ual uncertainty due to the different decay topologies be-
tween DT and ST events; this is referred to as “tag-side
bias”, and its effect is considered as one of the systematic
uncertainties. For the R(D+s ) and ACP measurements,
the systematic uncertainties are calculated by propagat-
ing corresponding branching fraction uncertainties from
different sources taking into account that some of the un-
certainties cancel due to the fact that these observables
are ratios as defined in Eqs. (1) and (8).
Table III summarizes the relative uncertainties on the
absolute branching fraction and the absolute uncertain-
ties for the asymmetries. The total systematic uncertain-
ties are caculated as the sum in quadrature of individual
contributions by assuming the sources are independent
of one another.
The K+ and K− tracking efficiencies are studied us-
ing a control sample of e+e− → K+K−π+π− events;
the efficiency is calculated as a function of the transverse
momentum of the particles. The average efficiency dif-
ference between data and MC is computed to be 0.5% by
weighting the efficiency difference found in the control
sample according to the transverse momentum of kaon
in signal MC samples. This is assigned as the systematic
uncertainty from this source.
The K+ and K− PID efficiencies are studied using a
control sample of D+s → K+K−π+, D0 → K−π+ and
D0 → K−π−π+π+ events; the efficiency is calculated as
a function of the momentum of the particle. The average
efficiency difference between data and MC is computed
to be 0.5% by weighting the efficiency difference found in
the control sample according to the momentum of kaon in
signal MC samples, and this is assigned as the systematic
uncertainty from this source.
The K0S reconstruction efficiency has been studied us-
ing control samples of J/ψ → K∗(892)∓K± and J/ψ →
φK0SK
±π∓ in different momentum intervals [27]. The ef-
ficiency difference between data and MC is computed to
be 1.5%, which is assigned as the systematic uncertainty
from this source.
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TABLE III: Summary of relative systematic uncertainties (%) of the branching fraction measurements and the absolute sys-
tematic uncertainties (%) of the ACP and R(D
+
s ) measurements.
Source B(D+s → K
0
SK
+) B(D+s → K
0
LK
+) R(D+s → K
0
S,LK
+) ACP(D
±
s → K
0
SK
±) ACP(D
±
s → K
0
LK
±)
K+/K− tracking 0.5 0.5 - 0.4 0.4
K+/K− PID 0.5 0.5 - 0.4 0.4
K0S reconstruction 1.5 - 0.7 - -
Photon selection and kinematic fit - 2.0 1.0 - -
Extra photon energy requirement - 0.6 0.3 - -
Extra charged track requirement 0.6 0.6 - - -
ST M(Ds) fit 0.9 0.9 - - -
DT fit 0.8 - 0.4 - -
MM2 fit - 1.5 0.7 - -
MC statistics 0.3 0.3 0.2 0.2 0.2
Effect of B(D∗s → γDs) - 0.7 0.3 - -
Effect of e+e− → D+s D
−
s - 0.4 0.2 - -
Tag-side bias 0.3 0.5 0.3 - -
total 2.2 3.1 1.6 0.6 0.6
The systematic uncertainty associated with the pho-
ton selection efficiency and the kinematic fit in the study
of D+s → K0LK+ is estimated from the control sample
D+s → K+K−π+. The same kinematic fit as that used
on the data is performed by assuming the K−π+ system
is missing. The efficiency difference found between data
and MC simulation, 2.0%, is taken as the systematic un-
certainty.
The systematic uncertainties associated with the re-
quirements on the energy of additional photons and the
number of extra charged tracks are estimated from the
control sample D+s → K+K−π+. The efficiency differ-
ences between data and MC simulation for these two
requirements are both 0.6%, which are assigned as the
systematic uncertainties from these sources.
The uncertainty related to the limited sizes of MC sam-
ples is 0.3% for both D+s → K0SK+ and D+s → K0LK+.
The uncertainties associated with ST, DT, and MM2
fits are studied by changing the signal and background
PDFs, as well as the fit interval; each change is applied
separately. Furthermore, in the MM2 fit, the effect of
the assumed peaking background yields is estimated by
changing the fixed numbers of events by ±1σ. The sys-
tematic uncertainties related to the ST, DT, and MM2
fit procedure are 0.9%, 0.8% and 1.5%, respectively; these
are the sums in quadrature of the relative changes of sig-
nal yield that result from each individual change to the
fit procedure.
As discussed previously, the selected ST D−s sam-
ple is dominated by the process e+e− → D∗±s D∓s →
γD+s D
−
s , but there is small contribution from the pro-
cesses e+e− → D∗±s D∓s → π0D+s D−s and e+e− →
D+s D
−
s . In the analysis of D
+
s → K0SK+, detailed
MC studies indicate that ǫiDT/ǫ
i
ST is almost the same
for the three processes, since distributions of the kine-
matic variables are similar and no kinematic fit is per-
formed in the DT selection. Thus, the effect from includ-
ing e+e− → D∗±s D∓s → π0D+s D−s and e+e− → D+s D−s
processes is negligible in the absolute branching fraction
measurement. In the analysis of D+s → K0LK+, the kine-
matic fit is performed under the hypothesis that the event
is e+e− → D∗±s D∓s → γD+s D−s , and the MC studies
indicate that the contribution of e+e− → D∗±s D∓s →
π0D+s D
−
s and e
+e− → D+s D−s in signal events can be
neglected. Thus, the uncertainty of branching fraction
B(D∗+s → γD+s ) [13] used in the signal MC simulation
must be taken as a source of systematic uncertainty.
The systematic uncertainty from excluding the process
e+e− → D+s D−s is 0.4%, which is the fraction of the ST
yields that comes from the process e+e− → D+s D−s ; this
fraction is estimated from the MC simulation.
The tag-side bias uncertainty is defined as the un-
canceled uncertainty in tag side due to different track
multiplicities in generic and signal MC samples. By
studying the differences of tracking and PID efficiencies
between data and MC in different multiplicities, the tag-
side bias systematic uncertainties are estimated to be
0.3% for D+s → K0SK+ and 0.5% for D+s → K0LK+
V. SUMMARY AND DISCUSSION
In summary, by using an e+e− collision data sam-
ple at
√
s = 4.178 GeV, corresponding to an inte-
grated luminosity of 3.19 fb−1, the absolute branch-
ing fractions are measured to be B(D+s → K0SK+) =
(1.425±0.038stat.±0.031syst.)% and B(D+s → K0LK+) =
(1.485± 0.039stat.± 0.046syst.)%, the former is one stan-
dard deviation lower than the world average value [13],
and the latter is measured for the first time. The K0S-K
0
L
asymmetry in D+s decay is measured for the first time
as R(D+s → K0S,LK+) = (−2.1 ± 1.9stat. ± 1.6syst.)%.
This mearsurement is compatible with theoretical pre-
dictions listed in Table I. Direct CP asymmetries of the
11
two processes are obtained to be ACP(D
±
s → K0SK±) =
(0.6 ± 2.8stat. ± 0.6syst.)% and ACP(D±s → K0LK±) =
(−1.1 ± 2.6stat. ± 0.6syst.)%. No significant asymmetries
are observed and the uncertainties are statistically dom-
inant.
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