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We investigate the properties of the condensates of cold atoms at zero temperature in the tunable
binary Bose-Einstein condensate system with a Rabi transition between atomic hyperfine states. We
use this system to examine the effect of quantum fluctuations in a tunable quantum gas on phonon
propagation. We show that the system can be represented by a coupled two-field model of a gapless
phonon and a gapped mode, which are analogous to the Goldstone and Higgs particles in particle
physics. We then further trace out the gapped modes to give an effective purely phononic theory
using closed-time-path formalism. In particular, we are interested in the sound cone fluctuations
due to the variation of the speed-of-sound acoustic metric, induced by quantum fluctuations of the
gapped modes. These fluctuations can be interpreted as inducing a stochastic space-time, and thus
are regarded as analogue phenomena of light cone fluctuations presumably arising from quantum
gravity effects. The effects of fluctuations can be displayed in the variation in the travel time of sound
waves. We suggest the relevant experiments to discuss the possibility of experimental observations.
PACS numbers: 04.62.+v, 03.75.Kk,03.65.Yz
I. INTRODUCTION
Analog models of gravity are the attempts to use lab-
oratory systems for modeling various phenomena of gen-
eral relativity (e.g., black holes or cosmological geome-
tries), which require a deeper understanding of (stochas-
tic) semiclassical gravity and the role of the even more
inaccessible Planck scale physics. Specifically, the pio-
neering work of Unruh [1] was the use of sound waves
in a moving fluid as an analogue for light waves in a
curved spacetime, and Unruh showed that supersonic
fluid can generate a “dumb hole”, the acoustic analogue
of a “black hole”, to theoretically demonstrate the exis-
tence of phononic Hawking radiation from the acoustic
horizon. The program of “analogue gravity” to explore
these analogies has received much attention and interest
among particle physicists, astrophysicists and condensed
matter theorists (for a review, see [2]).
In semiclassical gravity, matter is represented by quan-
tum matter fields that propagate according to the theory
of quantum fields in curved spacetime. The backreaction
of quantum matter fields to the spacetime is through the
semiclassical Einstein equation with sources given by the
expectation value of the quantum field stress-energy ten-
sor. However, their quantum fluctuations are expected
to generate the fluctuations of spacetime geometries. To
explore the induced fluctuating spacetime geometries,
the stochastic semiclassical gravity is developed based
upon the Einstein-Langevin equations, which involve ad-
ditional sources due to the vacuum expectation value of
the quantum field stress-energy bitensor [3]. Neverthe-
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less, these stochastic spacetimes can arise also from the
quantum nature of the gravitational field, namely gravi-
tons. One particularly striking effect of spacetime geom-
etry fluctuations is that a fixed light cone does not exist,
giving rise to light cone fluctuations with their tiny effects
on the blurring of the images of astronomical objects, or
luminosity fluctuations [4–7]. By analogy, gapless modes
(phonons) propagate causally according to the metrics
of sound cones. However, the intrinsically quantum me-
chanical nature of environment degrees of freedom which
couple to the phonons may make the cones “fuzzy”. As a
result, this may induce fluctuations in their times of flight
(TOF). Some of the related effects for photons [8, 9] and
phonons [10, 11] have been studied by introducing phe-
nomenological random media.
In the last several years, one of the great achievements
has been the construction of condensates in cold atom
systems, in which the scattering length between atoms
and therefore the speed of sound are tunable via Fes-
hbach resonance. Systems whose causal behavior is so
simply controlled are potentially good candidates with
which to explore analogies. In particular, the authors of
[12, 13] considered condensates of ultracold Fermi gases,
which show a range of behavior, interpolating from a BCS
regime characterized by Cooper pairs to a Bose-Einstein
condensate (BEC) regime characterized by diatoms or
dimers. The system can be represented by a coupled
two-field model of a gapless phonon and a gapped mode.
The gapped diatom density fluctuations with the known
dynamics in this system give the sound-cone metric a
stochastic component. Thus, zero temperature quantum
fluctuations disturb the sound-cone metric, giving fluc-
tuations in the TOF, which provides an interesting ana-
logue model to mimic light cone fluctuations induced by
quantum gravitational effects. However, the TOF fluctu-
ations in cold fermion systems are small, just about large
enough to be measured in the current technologies. Here
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2we plan to work on binary BEC systems, which involve
more tunable experimental parameters and larger TOF
fluctuation effects are expected.
With the rapid experimental progress in controlling
quantum gases, multicomponent atomic gases nowadays
have been an active research field in cold atom sys-
tems. In particular, two-component BECs with a va-
riety of dynamic behaviors have been experimentally
studied using the mixture of atoms with two hyper-
fine states of 87Rb [14] or the mixture of two different
species of atoms [15]. In the “analogue gravity” pro-
gram, the class of two-component BECs subject to a
laser- or radio-waves-induced Rabi transition between
different atomic hyperfine states has been proposed to
serve as an “emergent” spacetime model, which pro-
vides very rich spacetime geometries, such as a spe-
cific class of pseudo-Finsler geometries, and both bi-
metric pseudo-Riemannian geometries and single met-
ric pseudo-Riemannian geometries of interest in cosmol-
ogy and general relativity [16, 17]. In fact, this class
of the two-component BEC systems with the Rabi in-
teraction exhibits two types of excitations on conden-
sates: one phonon mode due to the “in-phase” oscilla-
tions between two respective density waves of the binary
system and a gapped mode stemming from the “out-of-
phase” oscillations of the density waves in the presence
of the Rabi transition. In this work, we plan to con-
sider this type of the binary BEC system. The idea
is to treat the phonons as the subsystem of interest,
and the gapped modes as the environment to be coarse-
grained later with their effects on the dynamics of the
phonons. We will adopt the closed-time-path formalism
to work on the coarse-graining process with environmen-
tal effects encoded in the so-called influence functional.
Subsequently, the Langevin equation of the phonons un-
der the semiclassical approximation is derived with the
noise terms given by quantum fluctuations of the gapped
modes so as to determine the sound cone, along which
the sound waves propagate. The calculable fluctuations
of the gapped modes provide the random medium with
which the phonons scatter, giving sound cone fluctua-
tions. From these, the quantum fluctuations in phonon
times of flight can be determined. Roughly, they can be
as large as about a 15 % effect on the propagation time
of waves across a typical condensate to be potentially
observable.
Our paper is organized as follows. In the next section,
we first introduce the model of the binary BEC system
and analyze the various mean-field ground states of ho-
mogeneous condensates by tuning the parameters of the
system. In Sec. III, we consider quantum fluctuations
on the mean-field ground states, which end up with two
coupled modes. Then, by constructing an explicit form
of the Bogoliubov transformation, the dispersion rela-
tions of the photons and the gapped modes are obtained
with their respective propagation speed as well as the
effective mass of the gapped mode. In Sec. IV, we high-
light the idea of open quantum systems and introduce
the method of the closed-time-path formalism. Starting
from the whole system of system-plus-environment, the
environmental degrees of freedom of the gapped modes
in the full density matrix are traced over to obtain the re-
duced density matrix of the system of the phonons. Their
effects are all encoded in the influence functional, incor-
porating with nonequilibrium correlators constructed by
the gapped modes. Then, the stochastic effective ac-
tion is constructed by introducing the noise terms where
the extremum of the action gives the Langevin equation
that governs the propagation of the sound waves with
the stochastic sound cone metric. In Sec. V, we discuss
the experiments of relevance to our study on the mea-
surement of the flight time of the sound waves across
the condensates and, with realistic experimental param-
eters, the flight time variance is estimated due to the
stochasticity of the sound cone. Concluding remarks are
in Sec. VI.
II. THE MODEL AND BACKGROUND
CONDENSATES
Here we start from considering the binary BECs in the
atomic hyperfine states of two different species of atoms,
and denote them by a label 1 or 2. The action of the
system in D-spatial dimensions reads [18]
S =
∫
dt dDxL
=
∫
dt dDx
{
i
(
ψ∗1
∂ψ1
∂t
+ ψ∗2
∂ψ2
∂t
)
−
2∑
j=1
[ 1
2mj
|∇ψj |2 + (−1)j δ
2
|ψj |2 + gjj
2
|ψj |4
]
− g12|ψ1|2|ψ2|2 − Ω
2
(ψ1ψ
∗
2 + ψ
∗
1ψ2)
}
, (1)
where ψj(x) is the field operator of the atom in the hy-
perfine j state with atomic mass mj for j = 1, 2. The
ultracold atomic collisions can be effectively described by
a contact pseudopotential parametrized only by the scat-
tering length. Consequently the strength of the atomic
interaction is proportional to the scattering length with
the coupling constant gjj for the intraspecies interaction
within each j state, and the coupling constant g12 for the
interspecies interaction between j = 1 and j = 2 states.
The relation between the coupling constant g and the
scattering length a depends on the spatial dimensional-
ity D to be specified later. Moreover, the reduced mass
is m12 = m1m2/(m1 + m2). The scattering length can
be tuned via a homogeneous magnetic field by the use
of the Feshbach resonances. The binary system can also
be considered as the same atoms in two different inter-
nal states by simply taking the equal mass limit, namely
m1 = m2 = m. In addition, we introduce a Rabi or
3Josephson coupling term, which can be introduced by a
laser field or radio waves, causing a conversion between
two hyperfine states with the effects proportional to the
Rabi-frequency Ω [18, 19]. Applying the laser field can
also effectively shift the energy level of the internal states
characterized by the detuning δ [18]. In this model, Ω and
δ are tunable parameters.
The quantum field ψj(x) and its Hermitian conjugate
satisfy equal-time commutation relations
[ψi(x, t), ψ
†
j (x
′, t)] = δij δ(D)(x− x′),
[ψi(x, t), ψj(x
′, t)] = [ψ†i (x, t), ψ
†
j (x
′, t)] = 0 . (2)
The Lagrangian L is invariant under the U(1) gauge
transformation
ψj(x, t) → eiθψj(x, t),
ψ†j (x, t) → e−iθψ†j (x, t) , (3)
where θ is a constant phase. The consequence of this
U(1) gauge symmetry is conservation of the number of
atoms. Thus, the number operator of atoms below,
N = N1 +N2 =
∫
dDx
2∑
j=1
ψ†j (x, t)ψj(x, t) (4)
is a conserved quantity. In a Bose-condensed gas, the
condensate plays a crucial role and hence two condensate
wave functions, which are expectation values of the re-
spective field operators 〈ψj(x, t)〉, are described by their
densities and phases as
〈ψj(x, t)〉 = √ρj0 eiθj0 , (5)
for j = 1, 2. The presence of the condensate with ρj0 6= 0,
which is a temporal and spatial constant, leads to spon-
taneous breaking of the U(1) gauge symmetry and results
in a profound consequence for the spectrum of the quasi-
particle excitations, giving the gapless modes of phonons.
The Hamiltonian density of the spacetime-independent
condensates is thus obtained from the Lagrangian den-
sity (1) in terms of ρj0 = Nj0/V and θj0 as
H0 = Cρ0 + 1
2
∆ρ0z − 1
4
Aρ0z
2 +
1
2
Ωρ0
√
1− z2 cos θ12,
(6)
where the new variables, the density difference and phase
difference, are introduced as
z ≡ (ρ10 − ρ20)/(ρ10 + ρ20) , θ12 = θ10 − θ20 (7)
with total density ρ0 = ρ10+ρ20. The density difference z
is normalized in a way that for z = 1(−1), all atoms are in
condensate 1 (condensate 2). In (6), we have introduced
the parameters of the mean-field energy as
C ≡ (2g12 + g11 + g22)ρ0/8, (8)
∆ ≡ [(g11 − g22)ρ0 − 2δ ] /2, (9)
A ≡ (2g12 − g11 − g22)ρ0/2. (10)
The quantity of C contributes to the shift of the energy
per atom. Moreover, we can treat ∆ as an effective de-
tuning parameter, given in terms of the detuning param-
eter δ and the difference between the coupling constants
within each hyperfine state of the atoms. Notice that the
nonvanishing value of ∆ explicitly breaks the symmetry
of z → −z in the system, resulting in the lowest energy
state with z 6= 0 ( ρ10 6= ρ20 ). Nevertheless, A can be
regarded as an effective mutual interaction between two
different hyperfine states. For example, A < 0 implies
that the interaction strength of the atoms between dif-
ferent states is smaller than the average of interaction
strengths within the same state, g12 < (g11 + g22)/2,
so that the overlap of the condensates 1 and 2 is ener-
getically favored, resulting in relatively lower population
imbalance. In the situation of A > 0, the system instead
favors a high population imbalance (|z| → ±1). Minimiz-
ing the Hamiltonian density (6) with respect to z and θ12
with a fixed total number density ρ0 = ρ10 + ρ20 gives
the mean-field equations
sin θ12 = 0 , (11)
−∆ +Az + Ω z√
1− z2 cos θ12 = 0 . (12)
The phase difference θ12 = pi is obtained for the low-
est energy state of the Hamiltonian density in (6). The
mean-field equation is solved numerically with the given
set of the parameters (g11, g12, g22, δ,Ω).
In general, when A/Ω < 1, there exists the global en-
ergy minimum state in the system. In Figs. 1(a)–1(c),
we show H0/ρ0 as a function of z by choosing the pa-
rameters for A/Ω < 1 and ∆ < 0 in (a), ∆ = 0 in (b),
and ∆ > 0 in (c), respectively. Fig. 2(a) illustrates the
ground state solution of the system for A/Ω < 1. Notice
that, as ∆ changes from ∆ < 0 to ∆ > 0, z changes con-
tinuously from the z > 0 phase to the z < 0 phase. Also,
for A/Ω < 1, the mean-field equations can be solved an-
alytically as
z ' ∆
A− Ω +O(∆
2) , for ∆→ 0 ,
z ' 1− Ω
2
2(|∆|+A)2 +O(1/∆
3), for ∆ 0 ,
z ' −1 + Ω
2
2(|∆|+A)2 −O(1/∆
3), for ∆ 0 , (13)
consistent with Fig. 2(a). By choosing A/Ω > 1 with
the mean-field results shown in Figs. 1(d)–1(f), in ad-
dition to the ground state, there exists one metastable
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FIG. 1: The energy density of the condensate normalized by
the total density (H0/ρ0) versus the variable z. The phase
difference θ12 = pi is obtained for the ground state. The
exemplary values are g11ρ0 = g22ρ0 = 1.0Ω and g12ρ0 = 0.5Ω
so that A/Ω = −0.5 < 1. The detuning parameter δ is also
chosen to give ∆ = −1.0Ω in (a), ∆ = 0 in (b), and ∆ = 1.0Ω
in (c). The other choices are g11ρ0 = g22ρ0 = 1.0Ω and
g12ρ0 = 2.5Ω so that A/Ω = 1.5 > 1. Tuning the δ gives
∆ = −0.1Ω in (d), ∆ = 0 in (e) , and ∆ = 0.1Ω in (f),
with |∆| < ∆c = (A2/3 − Ω2/3)3/2 where the system has one
metastable state and one unstable state, and as well as the
ground state.
-3 -2 -1 0 1 2 3-1
0
1 (a)
-3 -2 -1 0 1 2 3-1
0
1 (b)
 
Δ Δ
FIG. 2: (a) The population imbalance z, resulting from solv-
ing the mean-field equation, is found to have, for A/Ω < 1,
the continuous change from z → 1 (ρ10  ρ20) to z → −1
(ρ20  ρ10) by changing ∆ with the values from Figs. 1(a) to
1(c). (b) For A/Ω > 1, z exhibits the discontinuous change
when ∆ is tuned with the values from Figs. 1(d) to 1(f). In
addition, the dotted lines denote population imbalance z in
the metastable/unstable states as a function of ∆.
state and one unstable state in the system, as long as
∆ < |∆c|, for ∆ < 0 in 1(d) or ∆ > 0 in 1(f). The
ground states become degenerate for ∆ = 0 in 1(e).
When ∆ = ∆c =
(
A2/3 − Ω2/3)3/2, the metastable state
solution merges with the unstable state solution. Thus,
for A/Ω > 1 but ∆ > |∆c|, the system then has the global
-3 -2 -1 0 1 2 3-1
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3
Δ
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FIG. 3: The diagram shows the regimes of the parameters (A,
∆) in distinct phases. In the conditions of m1 = m2 = m and
g11 = g22 as an example, the parameters in the blue regime
are for the z > 0 phase whereas in the green regime they are
for the z < 0 phase. Moreover, the parameters in the dark-
colored regime (for both the blue and green regimes) lead to
the system with one metastable state and one unstable state
in addition to the global ground state, whereas the parameters
in the light-colored regime are for the system with the ground
state only. Population imbalance z changes discontinuously
from one phase to the other as crossing the boldfaced solid
(red) line whereas z changes continuously across two phases
through the (red) line. In addition, the white dotted line
shows the values of A and ∆, which give the same speeds of
the gapless and the gapped modes. Three marks with different
geometric shapes show the values of A and ∆ by choosing a12
and δ that exhibit three different behaviors of TOF variance
respectively as a function of the flight time.
energy minimum state only. In Fig. 2(b), which summa-
rizes the ground state solutions for A/Ω > 1, the popula-
tion imbalance z of the condensates changes discontinu-
ously from the condensate 1 dominated to the condensate
2 dominated by changing ∆ from ∆ > 0 to ∆ < 0 and
vice versa. The analytical mean-field solutions in the case
of A/Ω > 1 are found to be
z '
√
1− Ω2/A2 −O(∆) , for ∆→ 0− ,
z ' −
√
1− Ω2/A2 +O(∆) , for ∆→ 0+ , (14)
and for ∆  0 and ∆  0, the solutions have the same
approximate forms in (13). The diagram in Fig. 3 shows
distinct phases (the phases with z > 0 and z < 0) and
different types of the mean-field solutions in terms of the
parameters ∆, A by tuning (g11, g12, g22, δ). In short,
the population imbalance z of the binary condensates
changes discontinuously as ∆ goes from ∆ < 0 to ∆ > 0
for A/Ω > 1, whereas z changes continuously across two
phases for A/Ω < 1. Thus, the discontinuous change in
z across two phases is terminated when A/Ω = 1.
The idea of using the one-component BEC system for
building up the analogue gravity model has been applied
5intensively to mimic various phenomena in general rel-
ativity and in the early Universe geometries. Neverthe-
less, it is seen that the two-component model have richer
phase structures, which can be adopted to stimulate such
as the dynamics of the (continuous/discontinuous) phase
transitions of the early Universe on the emergent space-
time, mimic by the time- and/or space-dependent Bose
condensates.
III. THE DISPERSION RELATION FOR
COLLECTIVE EXCITATIONS
We proceed by perturbing the system around the con-
densates and try to explore the dynamics of the collective
excitations. To do so, the field is expanded around its
mean-field value by
ψj(x, t) =
√
ρj0 + δρj(x, t)e
i(θj0+δθj(x,t)) . (15)
The Lagrangian density can split into
L = L0[ρj0, θj0] + Lfluct[δρj , δθj ] , (16)
where L0 is the Lagrangian density of the background
condensates with the corresponding mean-field Hamilto-
nian density H0 given in (6), and Lfluct[δρj , δθj ] is the
Lagrangian density, governing the dynamics of the fluc-
tuations of the condensates. We expand Lfluct[δρj , δθj ]
in the small δθj and the fluctuations in the condensate
density δρj , expressing all terms obeying the Galilean
invariance of the system. Immediate Galilean invariants
of the theory are the density fluctuation δρj itself, and
G(δθj) = δθ˙j + (∇δθj)2/2mj . The resulting Galilean in-
variant effective action up to the cubic terms in the field
variables takes the form
Lfluct[δρj , δθj ] = −G(δθ1) δρ1 −G(δθ2) δρ2
− (∇δρ1)
2
8m1ρ10
− (∇δρ2)
2
8m2ρ20
− λ11δρ21 − λ22δρ22 − λ12δρ1δρ2
− ρ10
2m1
G(δθ1)
2 − ρ20
2m2
G(δθ2)
2 − Ω
2
√
ρ10ρ20 (δθ1 − δθ2)2,
(17)
where we have introduced the effective interactions
λ11 ≡ g11
2
+
Ω
8
√
ρ20
ρ10
1
ρ10
,
λ22 ≡ g22
2
+
Ω
8
√
ρ10
ρ20
1
ρ20
,
λ12 ≡ g12 − Ω
4
1√
ρ10ρ20
. (18)
Apart from the quadratic terms, to be diagonalized to
obtain the dispersion relation of the quasiparticles, the
Galilean invariant, G(δθj), generates the coupling with
the cubic terms which will be treated later perturbatively.
The next step is to notice that the field δρj does not
have its time derivative term in Lfluct (17), which can be
readily eliminated using its equation of motion
− 1
4m1ρ10
(∇2δρ1) + 2λ11δρ1 + λ12δρ2 +G(δθ1) = 0 ,
− 1
4m2ρ20
(∇2δρ2) + 2λ22δρ2 + λ12δρ1 +G(δθ2) = 0.
(19)
Substituting the solutions back into Lfluct (17), and re-
taining the terms up to fourth order derivatives, we have
the Lagrangian density in the quadratic form
Lq =
− 1
8λ¯20
(
4λ222
m1ρ10
+
λ212
m2ρ20
)
(∇δθ˙1)2 − ρ10
2m1
(∇δθ1)2
− 1
8λ¯20
(
4λ211
m2ρ20
+
λ212
m1ρ10
)
(∇δθ˙2)2 − ρ20
2m2
(∇δθ2)2
+
λ12
2λ¯20
(
λ11
m2ρ20
+
λ22
m1ρ10
)
(∇δθ˙1) · (∇δθ˙2)
+
λ22
λ¯0
δθ˙1
2
+
λ11
λ¯0
δθ˙2
2 − λ12
λ¯0
δθ˙1δθ˙2
− Ω
2
√
ρ10ρ20 (δθ1 − δθ2)2, (20)
where λ¯0 = 4λ11λ22 − λ212. The cubic terms read
Lc = λ22
λ¯0
δθ˙1(∇δθ1)2
m1
+
λ11
λ¯0
δθ˙2(∇δθ2)2
m2
− λ12
λ¯0
[
δθ˙1(∇δθ2)2
2m2
+
δθ˙2(∇δθ1)2
2m1
]
, (21)
as a consequence of the coupling term G(δθ1)G(δθ2).
To be more compact, let us express Lq in a matrix
notation
Lq = Θ Π ΘT, (22)
with the vector Θ = (δθ1, δθ2). The Fourier transformed
field θ˜j is defined as
δθj(x) =
∫
dD+1k
(2pi)D+1
θ˜j(k) e
−ikx . (23)
The elements of the Π matrix can be read off from (20)
6in momentum space as
Π11 =− 1
8λ¯20
(
4λ222
m1ρ10
+
λ212
m2ρ20
)
k2ω2 +
λ22
λ¯0
ω2 − ρ10
2m1
k2
− Ω
√
ρ10ρ20
2
,
Π12 =
λ12
4λ¯20
(
λ11
m2ρ20
+
λ22
m1ρ10
)
k2ω2 − λ12
2λ¯0
ω2 +
Ω
√
ρ10ρ20
2
,
Π21 =
λ12
4λ¯20
(
λ11
m2ρ20
+
λ22
m1ρ10
)
k2ω2 − λ12
2λ¯0
ω2 +
Ω
√
ρ10ρ20
2
,
Π22 =− 1
8λ¯20
(
4λ211
m2ρ20
+
λ212
m1ρ10
)
k2ω2 +
λ11
λ¯0
ω2 − ρ20
2m2
k2
− Ω
√
ρ10ρ20
2
. (24)
We decouple the modes θ˜j for j = 1, 2 by diagonalizing
Lq using the Bogoliubov transformation [18, 20],
χω,k = cos γω,k θ˜1 − sin γω,k θ˜2,
φω,k = sin γω,k θ˜1 + cos γω,k θ˜2, (25)
where
cos 2γω,k =
Π11 −Π22[
(Π11 −Π22)2 + 4Π122
]1/2 . (26)
In terms of the eigenvectors φ and χ, the Lagrangian
density Lq becomes
Lq = Ω¯φ φ†φ+ Ω¯χ χ†χ . (27)
The eigenvalues Ω¯φ and Ω¯χ are determined from the
secular equation
Π11 − Ω¯ Π12
Π21 Π22 − Ω¯ = 0 . (28)
The calculations for the quasiparticle energies are lengthy
but straightforward. We have found
Ω¯± =
1
2
{
(λ11 + λ22)
λ¯0
ω2 − (ρ10 − γρ20) k
2
2m1
− Ω√ρ10ρ20 ±
[
(ρ10 − γρ20)2 k
4
4m21
+
2
λ¯0
(
(λ11 − λ12)ρ10
+ γ(λ22 − λ12)ρ20
)
ω2
k2
2m1
+
1
λ¯20
(
λ212 + (λ11 − λ22)2
)
ω4 − 2λ12
λ¯0
√
ρ10ρ20 Ωω
2 + ρ10ρ20Ω
2
]1/2}
, (29)
where γ = m1/m2 is the mass ratio, and the gapless
and gapped energy spectra are given, respectively, by
Ω¯φ = Ω¯− and Ω¯χ = Ω¯+. In the limit of small ω and k,
we find
Ω¯φ =
Λφ
2
ω2 − ρφ
4m1
k2 − 2ζφ
Λφ
k4, (30)
for the gapless mode (the phonon). As for Ω¯χ, it is ex-
panded around the gap energy to be determined from its
on-shell condition. We write the leading terms as
Ω¯χ =
Λχ
2
ω2 − ρχ
4m1
k2 − M
2
2
. (31)
All the coefficients in (30) and (31) are listed below:
Λφ =
λ11 + λ22 − λ12
4λ11λ22 − λ212
,
Λχ =
λ11 + λ22 − λ12
2λ211 − 2λ11λ12 + λ212 − 2λ12λ22 + 2λ222
,
ρφ = ρ10 + γρ20 ,
ρχ =
(λ12 − 2λ11)2ρ10 + (λ12 − 2λ22)2 γρ20
2λ211 − 2λ11λ12 + λ212 − 2λ12λ22 + 2λ222
,
M2 =
2Ω
√
ρ10ρ20 (λ11 + λ22 − λ12)2
2λ211 − 2λ11λ12 + λ212 − 2λ12λ22 + 2λ222
, (32)
7ζφ =− 1
Ω
γ2
8m21
1√
ρ10ρ20
4λ11λ22 − λ212
(λ11 + λ22 − λ12)3
× [ρ20(λ12 − 2λ22)− γρ10(λ12 − 2λ11)]2
+
γ2
16m21
1
ρ10ρ20
ρ20 + γρ10
(λ11 + λ22 − λ12)2
× [ρ10(λ12 − 2λ11)2 + γρ20(λ12 − 2λ22)2] . (33)
The dispersion relations of the modes φ and χ are ob-
tained at their on-shell conditions by taking Ω¯φ,χ = 0 in
(30) and (31). With the help of (32) and (33) we have
ω2φ = c
2
φk
2 + ζφk
4 , (34)
ω2χ = m
2
eff + c
2
χk
2 . (35)
The gapped mode χ has an effective mass given by
m2eff =
M2
Λχ
= 2Ω
√
ρ10ρ20(λ11 + λ22 − λ12) . (36)
The speeds of the modes are
c2φ =
ρφ
2m1Λφ
=
ρ10 + γρ20
2m1
(
4λ11λ22 − λ212
λ11 + λ22 − λ12
)
, (37)
c2χ =
ρχ
2m1Λχ
=
(λ12 − 2λ11)2ρ10 + (λ12 − 2λ22)2γρ20
2m1(λ11 + λ22 − λ12) .
(38)
It is worthwhile to mention that the behaviors of the
speeds, the effective mass and the coefficient of the k4
term are all given in terms of the parameters of the model
and the mean-field solutions discussed earlier in Sec II.
In the following, we shall study their limits in the regime
of ∆ → 0 and ∆  0, ∆  0. Detailed control of these
coefficients find themselves to be very helpful for digging
out the appropriate values of the tunable parameters in
order to get large sound cone fluctuations, which is the
main goal of the present work.
For A/Ω < 1, we find that the speeds cφ and cχ go
with ∆ as
c2φ ' (1 + γ)[2(g11g22 − g212)ρ20 + (g11 + g22 + 2g12)Ωρ0]
/8m1(Ω−A) +O(|∆|), for ∆→ 0,
c2φ '
g22γρ0
m1
+O(1/∆2), for ∆ 0,
c2φ '
g11ρ0
m1
+O(1/∆2), for ∆ 0 ,
(39)
c2χ ' {(1 + γ)Ω2 + [(g11 − g12)2 + γ(g12 − g22)2]ρ20
+ [g11 − (γ + 1)g12 − γg22]Ωρ0}/8m1(Ω−A)
+O(|∆|),
for ∆→ 0,
c2χ '
(|∆|+A)
2m1
+O(1/∆2), for ∆ 0,∆ 0.
(40)
The speeds behave differently with the detuning param-
eter ∆. Whereas the sound speed cφ reaches a finite
value in the limit of large |∆|, the speed of the gapped
mode cχ grows linearly with |∆|. We anticipate here that
the tunability of the speeds of the quasiparticles plays
an important role in determining the TOF variance of
sound waves influenced by the quantum fluctuations of
the gapped modes.
The effective mass meff of the gapped mode in this case
of A/Ω < 1 takes the approximate forms
m2eff ' Ω(Ω−A) +O(∆), for ∆→ 0, (41)
m2eff ' (|∆|+A)2 +O(∆0), for ∆ 0, ∆ 0. (42)
In the limit of ∆ → 0, we have the mean-field solution
ρ10 = ρ20 = ρ0/2, and also m
2
eff → 0 as Ω→ 0 as shown
in (41), the gap energy goes to zero. Recalling Eq.(1)
with Ω→ 0, the Lagrangian density L(Ω = 0) is then in-
variant under the respective U(1) gauge transformation
for each ψj ; both N1 and N2 in (4) are the conserved
quantities. The nonzero ρ10 and ρ20 break both symme-
tries, in this case. With the choice of the expectation
values of the field operators of ρ10 = ρ20 = ρ0/2, the
system has the second Goldstone mode, thus with two
gapless modes in the system [16, 18]. On the other hand,
Eq.(42) shows that the effective mass m2eff increases with|∆|. This is because, for larger values of |∆|, the back-
ground fields described by (6) have the global lowest en-
ergy state with |z| → 1, with a high population imbal-
ance. Thus, the excitations of the gapped modes having
a mixture of the fluctuations with the θ1 field and the
θ2 field will cost much energy, roughly given by large
meff [18].
For A/Ω > 1, since the mean-field solution of z exhibits
a discontinuous change from ∆ → 0+ to ∆ → 0− in
(14), the sound speed cφ and the velocity for the gapped
mode cχ will show a similar discontinuity behavior. The
equations (37) and (38) become, in these limits,
c2φ '
g22γρ
m1
+O(|∆|), for ∆→ 0+ ,
c2φ '
g11ρ
m1
+O(|∆|), for ∆→ 0− , (43)
8-3 -2 -1 0 1 2 30.0
0.5
1.0
1.5
Δ
c ϕ,χ
2
(a)
-3 -2 -1 0 1 2 30.0
0.5
1.0
1.5
2.0
Δ
c ϕ/χ
2
(b)
FIG. 4: The velocity squared in units of (Ω/m)2 for the
gapless mode (blue) and the gapped mode (red) as func-
tions of ∆ for the following combinations of parameters:
(a)g11ρ0 = g22ρ0 = 1.0Ω and g12ρ0 = 0.5Ω for A/Ω < 1
(A = −0.5Ω); (b)g11ρ0 = g22ρ0 = 1.0Ω and g12ρ0 = 2.5Ω for
A/Ω > 1 (A = 1.5Ω).
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FIG. 5: The effective mass meff as functions of ∆ in the fol-
lowing combinations of parameters:(a)g11ρ0 = g22ρ0 = 1.0Ω
and g12ρ0 = 0.5Ω for A/Ω < 1 (A = −0.5Ω); (b)g11ρ0 =
g22ρ0 = 1.0Ω and g12ρ0 = 2.5Ω for A/Ω > 1 (A = 1.5Ω).
and
c2χ '
Aγ
2m1
+O(|∆|), for ∆→ 0+,
c2χ '
A
2m1
+O(|∆|), for ∆→ 0−, (44)
whereas for ∆  0 and ∆  0, they show the same
approximate results in (39) and (40), respectively.
As for the effective mass m2eff in this case, it is given
by
m2eff ' A2 −
3
4
Ω2 +O(∆), for ∆→ 0 . (45)
It is then quite subtle to take the limit Ω → 0 in (45)
for the interpretation of the second Goldstone mode. In
the case of A > Ω = 0, naively setting ∆→ 0 causes the
Hamiltonian density (6) with no lower bound. Thus, as
long as Ω is small but remains nonzero, there exist the
mean-field solutions z → ±1 with nonzero m2eff. Also for
∆ 0 and ∆ 0, m2eff increases with |∆|2 as in (42).
In general, the speeds of the propagation of two modes
are different [16]. While allowing for explicit spatial
and/or time dependence in the interaction terms, the
equations of motion for the φ and χ fields take the form of
the Klein-Gordon equations in curved spacetime, where
the acoustic metrics are determined from cφ and cχ, re-
spectively. These are the local speed of sound, which now
Λφ and Λχ, etc. vary in space and time. Consequently,
the propagations of two modes φ and χ experience differ-
ent metrics. The condition for having the speeds of two
modes equal is when m1 = m2 = m, g11 = g22, δ = 0
(∆ = 0), and g12 = Ω/4
√
ρ10ρ20 (λ12 = 0) for A/Ω < 1.
There exist some other parameter regimes in which two
speeds are the same as shown in Fig. 3. In the case of
the same speeds, one can use the binary BEC systems
to simulate the massive Klein-Golden equation in curved
spacetime where the gapped modes exhibit the dispersion
relation of a massive relativistic particle by regarding the
sound speed as the speed of light [16]. Here in this work,
we do not restrict ourselves to these particular choices of
the parameters and consider all parameter regimes with
cφ > cχ, cφ < cχ, and cφ = cχ separately.
As for the k4 term of the φ mode in (32), its coefficient
ζφ for A/Ω < 1 is approximated by
ζφ '
γ2(1 + γ){[(g11 − g12)ρ0 + Ω]2 + γ[(g22 − g12)ρ0 + Ω]2}
16m21(Ω−A)2
+O(|∆|), for ∆→ 0,
ζφ ' γ
3
4m21
+O(1/∆2), for ∆ 0 or ∆ 0 ,
(46)
and, for A/Ω > 1,
ζφ ' γ
2
4m21
+
γ2(1− γ)2 Ω2
16m21A
2
+O(|∆|), for ∆→ 0+,
ζφ ' γ
3
4m21
− γ
2(1− γ)2 Ω2
16m21A
2
+O(|∆|), for ∆→ 0−.
(47)
Together with the k2 term, the dispersion relation of the
gapless modes becomes ω2φ = c
2
φk
2 + (k2/2m)2 of the Bo-
goliubov picture when g11 = g22 and m1 = m2 of the bi-
nary BECs, which correspond to the binary systems with
the same atoms in two different hyperfine states with the
identical scattering lengths [17]. This can be found ei-
ther by substituting the analytical results of mean-field
solutions in the limit of ∆→ 0 and |∆|  0 into the ex-
pression of ζφ in (46) and (47) or by performing numerical
calculations with all possible values of ∆ for both Ω > A
and Ω < A.
Let us now consider the equal mass situation, upon
which all subsequent numerical studies are based, with
9m1 = m2 = m and γ = 1. We also choose the parameters
g11 = g22 and g12, given by the system of the same atoms
with different hyperfine states, for A/Ω < 1 (A/Ω > 1)
with the Hamilton density shown in Figs.1(a)–1(c) [in
Figs. 1(d)–1(f)] as changing ∆. The associated veloci-
ties of the gapless and the gapped modes are shown in
Fig. 4 as a function of ∆ for a value of A, consistent with
the analytical results [(39),(40),(43),(44)] discussed in the
previous paragraph. In Fig. 3, we show the plot in terms
of the parameters (∆, A) to indicate relative values be-
tween two speeds of the gapless and gapped modes. The
parameters lying along the dotted white line of Fig. 3 give
the same speeds of two modes whereas cφ > cχ (cχ > cφ)
is for the parameter regime inside (outside) the dotted
white line. Also, the graph of the effective mass meff is
shown in Fig. 5 consistent with (42) and (45) assuming
g11 = g22.
In order to study the effects of interaction between the
gapless and the gapped modes, we first rewrite Lc (21)
in terms of the φ and χ fields as
Lc = λ22
m1λ¯0
( 1√
2
)3
(χ˙+ φ˙)(∇χ+∇φ)2
− λ11γ
m1λ¯0
( 1√
2
)3
(χ˙− φ˙)(∇χ−∇φ)2
− λ12γ
2m1λ¯0
( 1√
2
)3
(χ˙+ φ˙)(∇χ−∇φ)2
+
λ12
2m1λ¯0
( 1√
2
)3
(χ˙− φ˙)(∇χ+∇φ)2 . (48)
Among all the contributions, we prioritize the coupling
terms of the form χφ2 and ignore the other terms. These
will contribute the loop effects by integrating out the χ
field, presumably to be smaller when compared with the
terms of our interest. Thus, we define the interaction
Lagrangian density as
Lint = αt
m1
χ˙(∇φ)2 + αs
m1
∇χ · (φ˙∇φ) (49)
with the coupling constants
αt =
1
λ¯0
( 1√
2
)3 [
λ22 − γλ11 + λ12
2
(1− γ)
]
, (50)
αs =
1
λ¯0
( 1√
2
)[
λ22 − γλ11 − λ12
2
(1− γ)
]
. (51)
In the binary BEC system, the gapped mode affects
the dynamics of the wave propagation of the gapless φ
mode along the sound cone. In other words, the intrinsic
quantum stochasticity of the gapped modes makes the
sound cone fluctuate. We will derive a formalism to study
this effect in the next section.
IV. LANGEVIN EQUATION AND INDUCED
STOCHASTIC SOUND CONE METRIC
The whole system now consists of the φ field of the
gapless mode and χ field of the gapped modes. In our
approach, the φ field is our subsystem of interest and χ
field is treated as the environment, which will be inte-
grated out later. Thus, the full action takes the form
S[φ, χ] = Ssys[φ] + Senv[χ] + Sint[φ, χ] . (52)
In (53) the actions for the system and the environment
are given by the terms quadratic in each field
Ssys[φ] =
∫
dD+1x
[
Λφ
2
(∂tφ)
2 − ρφ
4m1
(∇φ)2
]
, (53)
Senv[χ] =
∫
dD+1x
[
Λχ
2
(∂tχ)
2 − ρχ
4m1
(∇χ)2 − M
2
2
χ2
]
,
(54)
and the action of the interaction terms is
Sint[φ, χ] =
∫
dD+1x
[
αt
m1
χ˙(∇φ)2 + αs
m1
∇χ · (φ˙∇φ)
]
.
(55)
Turning off the interaction between the gapped and the
phonon modes, the phonon field would obey the wave
equation
φ¨(x)− c2φ∇2φ(x) = 0 . (56)
In general when the coupling constants are nonzero, the
coarse-graining of the degrees of freedom of the gapped
χ field will influence the dynamics of the phonon φ field,
introducing the stochastic effects on the acoustic met-
ric of the phonon via the Langevin equation. In this
nonequilibrium system, the complete information of out-
of-equilibrium dynamics can be determined by the time-
dependent density matrix ρ(t) of the whole system.
The method, the so-called closed-time-path formalism,
enables us to calculate the evolution of the density matrix
that has been prepared at some particular initial time ti.
We assume that the initial density matrix at time ti can
be factorized as
ρ(ti) = ρφ(ti)⊗ ρχ(ti) , (57)
where ρφ(ti) and ρχ(ti) are the initial density matrix of
the system and the environment. The full dynamics of
the whole system described by the density matrix ρ(t)
evolves unitarily according to
ρ(tf ) = U(tf , ti) ρ(ti)U
−1(tf , ti) , (58)
with U(tf , ti) the time evolution operator, involving the
degrees of freedom of the system and environment. The
reduced density matrix ρr of the system can be obtained
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by tracing over the environmental degrees of freedom
in the full density matrix, thus obtaining the influence
functional. The idea here is to construct the so-called
Feynman-Vernon influence functional, defined by
F [φ+, φ−] = exp i SIF[φ+, φ−]
=
∫
dχf
∫
dχi
∫
dχ′i ρχ(χi, χ
′
i, ti)
∫ χf
χi
Dχ+
∫ χ′f
χ′i
Dχ− exp i
(
Senv[χ
+] + Sint[φ
+, χ+]− Senv[χ−]− Sint[φ−, χ−]
)
,
(59)
where ± denotes the path integral forward (+) and back-
ward (−) in time. The influence functional offers the
complete information on how the environment affects the
system.
In nonequilibrium quantum field theory, the time evo-
lution of the reduced density matrix of system φ(x) reads
ρr(φf , φ
′
f , t) =
∫
dφi
∫
dφ′i
∫ φf
φi
Dφ+
∫ φ′f
φ′i
Dφ− ρφ(φi, φ′i, ti) exp i
(
Ssys[φ
+]− Ssys[φ−]
)
F [φ+, φ−] . (60)
It is sufficient to consider the second order perturbation up to α2 in (59) with the interaction terms in (55) giving
SIF[φ
+, φ−] =
i
2
∫
dD+1x
∫
dD+1x′〈( αt
m1
χ˙+(∇φ+)2 + αs
m1
∇χ+ · (φ˙+∇φ+)
)
[x]×
( αt
m1
χ˙+(∇φ+)2 + αs
m1
∇χ+ · (φ˙+∇φ+)
)
[x′]
−
( αt
m1
χ˙+(∇φ+)2 + αs
m1
∇χ+ · (φ˙+∇φ+)
)
[x]×
( αt
m1
χ˙−(∇φ−)2 + αs
m1
∇χ− · (φ˙−∇φ−)
)
[x′]
−
( αt
m1
χ˙−(∇φ−)2 + αs
m1
∇χ− · (φ˙−∇φ−)
)
[x]×
( αt
m1
χ˙+(∇φ+)2 + αs
m1
∇χ+ · (φ˙+∇φ+)
)
[x′]
+
( αt
m1
χ˙−(∇φ−)2 + αs
m1
∇χ− · (φ˙−∇φ−)
)
[x]×
( αt
m1
χ˙−(∇φ−)2 + αs
m1
∇χ− · (φ˙−∇φ−)
)
[x′]
〉
χ
, (61)
where 〈...〉χ means to take the average over the initial
density matrix of the χ field in its vacuum state at zero
temperature. Integrating out the degrees of freedom of
the χ field introduces the χ propagators,
〈χ+(x)χ+(x′)〉 = θ(t− t′) 〈χ(x)χ(x′)〉
+ θ(t′ − t) 〈χ(x′)χ(x)〉
〈χ−(x)χ−(x′)〉 = θ(t− t′) 〈χ(x′)χ(x)〉
+ θ(t′ − t) 〈χ(x)χ(x′)〉
〈χ+(x)χ−(x′)〉 =〈χ(x′)χ(x)〉
〈χ−(x)χ+(x′)〉 =〈χ(x)χ(x′)〉, (62)
and results in an effective nonlocal action
Seff[φ
+, φ−] = Ssys[φ+]− Ssys[φ−] + SIF[φ+, φ−] . (63)
The χ propagators involve time-ordered and anti-time-
ordered propagators and two Wightman propagators. All
of them can be constructed by the action of the χ field in
(54). To do so, we expand the χ field in terms of creation
and annihilation operators as
χˆ(x, t) =
∫
dDk
(2pi)D
[
aˆkfk(t)e
ik·x + aˆ†kf
?
k (t)e
−ik·x
]
,
(64)
with the mode functions
fk(t) =
1√
2ωχ,kΛχ
e−iωχ,kt . (65)
The field operators aˆk, aˆ
†
k obey the commutation rela-
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tions:
[aˆk, aˆk′ ] = 0 , [aˆ
†
k, aˆ
†
k′ ] = 0 ,
[aˆk, aˆ
†
k′ ] = δ
(D)(k− k′). (66)
The relevant Green’s function to the Langevin equation
is the Hadamard function H given by
H(x, x′) =2 〈{χ(x), χ(x′)}〉
=
∫
dDk
(2pi)D
4 cos[ωχ,k(t− t′)]
ωχ,kΛχ
e−ik·(x−x
′) ,
(67)
with ωχ,k =
√
c2χk
2 +m2eff. To recover the semiclassi-
cal dynamics of the φ field (56), we then introduce the
“center of the mass” field φ and the “relative” field R as
φ(x) =
1
2
(φ+(x) + φ−(x)) , R(x) = φ+(x)− φ−(x),
(68)
and consider the fluctuation field R about the field φ. In
deriving the Langevin equation, we only retain the terms
in (63) linear and quadratic in R assuming that quantum
fluctuations of the χ modes just give perturbative effects
to the wave propagation. Additionally, we consider the
sound wave with small amplitude so that the terms linear
in φ are considered. The action of the system in (53) can
be rewritten with φ and R fields as
Ssys[φ
+ = φ+R/2]− Ssys[φ− = φ−R/2]
=
∫
dD+1x R(x)
(
− Λφ∂2t φ(x) +
ρφ
2m1
∇2φ(x)
)
.
(69)
As for the action from the influence function in (61), SIF
splits into two types of the terms, linear and quadratic in
R respectively. The terms linear in R, the backreaction
effects to give the modifications on the wave propagation
from the gapped modes, turn out to involve nonlinear
terms in φ, which can be ignored as long as the field
φ remains small. Quadratic terms in R in SIF are then
linearized by the introduction of the noise ξ. So, together
with (69), Seff[φ
+ = φ + R/2, φ− = φ − R/2] takes the
form
Seff[φ(x), R(x), ξ(x)] =
∫
dD+1x
[ (
− Λφφ¨(x) + ρφ
2m1
∇2φ(x)
)
R(x) +
αt
m1
ξ˙(x)∇φ(x) · ∇R(x)
+
αs
2m1
φ˙(x)∇ξ(x) · ∇R(x) + αs
2m1
R˙(x)∇φ(x) · ∇ξ(x))
]
, (70)
in terms of the Gaussian noise ξ with the distribution
function given by the Hadamard function (67)
〈ξ(x)ξ(x′)〉 = H(x, x′) . (71)
In the semiclassical approximation, the wave equa-
tion that describes the propagation of long wave-
length phonons in a stochastic background is derived
by δSeff[φ(x), R(x), ξ(x)]/δR(x) = 0, leading to the
Langevin equation
φ¨(x)− ρφ
2m1Λφ
(
1− 2αt
ρφ
ξ˙(x)
)
∇2φ(x) = − 1
Λφ
[
αt
m1
∇ξ˙(x) · ∇φ(x) + αs
2m1
∇ ·
(
φ˙(x)∇ξ(x)
)
+
αs
2m1
∂
∂t
(
ξ(x)∇φ(x)
)]
.
(72)
As a result, we can interpret cξ,
c2φ,ξ = c
2
φ
(
1− 2αt
ρφ
ξ˙(x)
)
, (73)
as a stochastic speed of sound in the long wavelength
limit. The multiplicative noise term ξ˙∇2φ comes from
the coupling terms G(δθ1)G(δθ2) between the θ1 and θ2
fields in terms of the Galilean invariants. The underly-
ing Galilean symmetry of the system provides the type
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of the coupling to the gapless modes from the gapped
modes. Additionally, the noise ξ essentially is induced
from the fluctuation field χ with the known field cor-
relation function given by the Hadamard function (71).
Our main interest is to explore the effect of the fluctua-
tion background on the propagation of the photon with
the trajectory determined by its operator-valued acoustic
metric
c2φdt
2 −
(
1− 2αt
ρφ
ξ˙(x)
)
dx2 = 0 . (74)
This effect can be tested by the TOF variation of the
phonons or sound waves between a source and a detector
to be discussed in the next section. The experiments that
we have in mind are along the lines of [21, 22] in which
the sound speed of the density wave is measured in either
one- or two-components BEC systems.
V. TIME-OF-FLIGHT VARIANCE
The phonon propagates along the sound cone, which
is given by the null geodesic
c2φdt
2 = dx2 + hijdx
idxj , (75)
where hij = (2αt/ρφ)ξ˙(x)δij . Consider a wave packet of
the sound that propagates a spatial distance r; then the
flight time can be estimated as
T =
∫ T
0
dt ≈
∫ r0
0
dr
1
cφ
[
1 +
1
2
hijn
inj
]
, (76)
where dr = d|x|, and ni = dxi/dr is a unit vector along
the propagation of the sound wave. The initial time ti
is set to be ti = 0. The local velocity cφ is evaluated
on the unperturbed path of the wave r(t), such that we
take it along the z-direction with a fixed distance z0.
With the vanishing stochastic average of hij , 〈hij〉 = 0,
the stochastic average of the flight time is 〈T 〉 = z0/cφ.
Nevertheless, the influence of quantum fluctuations of the
gapped modes induces the variation of the travel time in
terms of the noise ξ, which is given by
(∆T )2 = 〈T 2〉 − 〈T 〉2
=
1
4
∫ T
0
dt
∫ T
0
dt′ ninjnlnm〈hij(r(t), t)hlm(r′(t′), t′)〉
=
α2t
ρ2φ
∫ T
0
dt
∫ T
0
dt′〈ξ˙(x(t), t)ξ˙(x′(t′), t′)〉 . (77)
Using the correlation function in (67), the flight time
variance becomes
(∆T )2 =
α2t
ρ2φ
∫
dDk
(2pi)D
∫ T
0
dt
∫ T
0
dt′×
2
ωχ,kΛχ
∂
∂t
∂
∂t′
{
cos[ωχ,k(t− t′)] e−ik·(x−x′)
}
.
(78)
Notice that this variation of the flight time can be exper-
imentally tested by repeatedly measuring the flight time
traveled by the sound waves for a fixed distance with
identical wave packet forms. It is seen that the integral
over the momentum is found to have UV divergence for
D ≥ 1. Here we introduce a suitable switching function,
giving a smooth switching process on the Rabi coupling,
to regularize the momentum integral, as
s(u) =
1
pi
[
arctan
(u
τ
)
+ arctan
(
T − u
τ
)]
. (79)
The parameter τ is the timescale for turning on/off the
coupling process. With the switching function suitably
substituted into the time integral, the flight time variance
can be expressed as
(∆T )2 =
α2t
ρ2φ
2
Λχ
∫
dDk
(2pi)D
1
ωχ,k
∣∣∣∣∣
∫ ∞
−∞
du s(u)
∂
∂u
e−i(ωχ,k−cφk cos θ)u
∣∣∣∣∣
2
=
α2t
ρ2φ
2
Λχ
∫
dDk
(2pi)D
g(ωχ,k − cφk cos θ) . (80)
The function g(ωχ,k − cφk cos θ) in the integrand is de-
fined as
g(ωχ,k − cφk cos θ)
=
1
ωχ,k
∣∣∣∣∣
∫ ∞
−∞
du s(u)
∂
∂u
e−i(ωχ,k−cφk cos θ)u
∣∣∣∣∣
2
=
4
ωχ,k
e−2τ |ωχ,k−cφk cos θ| sin2
[
T
2
(ωχ,k − cφk cos θ)
]
.
(81)
For D ≥ 2, the momentum integration, even after in-
troducing the switching function, still suffers UV diver-
gence. In these cases, one may cut off the integral at
some particular kΛ. Here we will focus on the pseudo-
one-dimensional problem. The flight time variance in one
dimension with θ = 0 can be written from (80) and (81)
as
(∆T )21d =
α2t
ρ2φ
2
Λχ
∫ ∞
−∞
dk
2pi
4
ωχ,k
e−2τ |ωχ,k−cφk| sin2
[
T
2
(ωχ,k − cφk)
]
.
(82)
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Given the explicit expression of TOF variation, we now
consider its effect. Recall the dispersion relation of the χ
field, ωχ,k = (c
2
χk
2+m2eff)
1/2. To proceed further with the
analytical studies, we approximate the phase as follows:
ωχ,k − cφk =
cχk − cφk + m
2
eff
2 cχk
, when
meff
cχ
< k <∞,
ωχ,k − cφk, when − meff
cχ
< k <
meff
cχ
,
− cχk − cφk − m
2
eff
2 cχk
, when −∞ < k < −meff
cχ
.
(83)
Accordingly, the integral in (82) will be performed sep-
arately in the above three ranges of k. In the following
subsections, the calculations of TOF variation will be
considered separately for the cases, cφ = cχ, cφ > cχ and
cφ < cχ. These approximate results of (∆T )
2 at large
flight time T will be compared later with the full numer-
ical calculations. From now on we restrict ourselves to
the problem in one dimension, and omit the subscript 1d
for the simplicity of notation.
A. cφ = cχ
Let us start the case of equal velocity. With the help of
(83), we can compute easily the contributions of −∞ <
k < −meff/cχ to the TOF variation for large T , denoted
with (∆T )2(1), as
(∆T )2(1)(T →∞)
' αt
2
ρ2φ
1
piΛχ
∫ −meff/cχ
−∞
dk
4
(−cχk) e
4τcφk sin2[Tcχk]
' −α
2
t
ρ2φ
2
picχΛχ
Ei(−4τ meff)
' α
2
t
ρ2φ
2
picχΛχ
[
− γ − ln(4τmeff) + 4τmeff +O(τ2m2eff)
]
.
(84)
In (84), we have approximated sin2[Tcχk] ≈ 1/2 due to
its rapidly oscillatory behavior in high momentum k, so
that (∆T )2(1) can be simply written as the exponential
integral function, Ei, with no explicit T dependence. We
also assume that τmeff  1, meaning that the interac-
tion is quickly switched on/off within the timescale τ for
expectedly having large (∆T )2 during the flight time T .
In the interval of momentum −meff/cχ < k < meff/cχ,
it is straightforward to estimate the integral as
(∆T )2(2)(T →∞) '
αt
2
ρ2φ
1
piΛχ
∫ meff/cχ
−meff/cχ
dk
4
ωχ,k
e−2τ |ωχ,k−cφk| sin2
[
T
2
(ωχ,k − cφk)
]
' αt
2
ρ2φ
1
piΛχ
∫ meff/cχ
−meff/cχ
dk
4
2
√
c2χk
2 +m2eff
[
1− 2τ(√c2χk2 +m2eff − cχk)]
' αt
2
ρ2φ
2
piΛχcχ
[
ln
(√
2 + 1√
2− 1
)
− 4τmeff +O(τ2m2eff)
]
, (85)
where we have approximated the square of the sine func-
tion by 1/2 and expanded the exponential term to linear
order in τ .
The contribution to (∆T )2 from the interval of the
momentum meff/cχ < k <∞ reads
(∆T )2(3)(T →∞)
' αt
2
ρ2φ
1
piΛχ
∫ ∞
meff/cχ
dk
4
cφk
e−τm
2
eff/cχk sin2
[
Tm2eff
4cχk
]
.
(86)
Notice that for large T and k, their ratio can be small
and may make the square of the sine function less os-
cillatory when k varies, leading to a growth of the TOF
fluctuations in T . To see this, we change the variable to
k = 1/u, and the integral becomes
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(∆T )2(3)(T →∞) '
αt
2
ρ2φ
1
piΛχ
∫ 1/(meff/cχ)
0
du
4
cχu
e−τm
2
effu/cχ sin2
[
Tm2eff
4cχ
u
]
' αt
2
ρ2φ
4
piΛχ
[ ∫ 4picχ/Tm2eff
0
du
1
cχu
sin2
[
Tm2eff
4cχ
u
]
+
∫ 1/(meff/cχ)
4picχ/Tm2eff
du
1
2cχu
]
' αt
2
ρ2φ
2
piΛχcχ
[
γ + ln(2pi)− Ci(2pi) + ln(Tmeff/4pi) +O(τ2m2eff)
]
. (87)
The integration over u can be carried out in the regions
of 0 < u < 4picχ/Tm
2
eff with the growth of the TOF vari-
ation in T , and also in the regime of 4picχ/Tm
2
eff < u <
1/(meff/cχ), where the square of the sine function can
be safely approximated by 1/2 for large T , leading to a
T -independent saturated value. Adding up the contribu-
tions from the three momentum integrals, (84), (85) and
(87), we arrive at the following expression for the total
effect of the flight time variance:
(∆T )2(cφ=cχ)(T →∞)
= (∆T )2(1) + (∆T )
2
(2) + (∆T )
2
(3)
' αt
2
ρ2φ
2
piΛχcχ
[
ln
(√
2 + 1√
2− 1 ·
T
8τ
)
− Ci(2pi) +O(τ2m2eff)
]
.
(88)
In this case of equal speeds, the results show the loga-
rithmic growth of TOF fluctuation with the flight time
T . Of course, the conditions of equal velocities of two
modes need some particular choices of the effective pa-
rameters for A and ∆ indicated in Fig. 3. Whether or
not the (∆T )2 effect can grow large enough to be seen
with current experimental technologies depends on the
parameters of relevance to these experiments. We will
return to this point later in this section.
B. cφ > cχ
Following a similar analysis, we turn to the discus-
sions of the case cφ > cχ. Here the approximation
sin2[T (ωχ,k−cφk)/2]→ 1/2 for large T can be applied in
all ranges of k in the momentum integrals. As a result,
(∆T )2(T → ∞) will saturate into the T -independent
value.
For the momentum interval −∞ < k < −meff/cχ, the
contribution to (∆T )2(1) at large T is given by
(∆T )2(1)(T →∞) =
αt
2
ρ2φ
1
piΛχ
∫ −meff/cχ
−∞
dk
4
(−cχk) e
2τ(cφ+cχ)k
' −α
2
t
ρ2φ
2
picχΛχ
Ei(−2τ(cφ + cχ)meff/cχ)
' α
2
t
ρ2φ
2
picχΛχ
[
− γ − ln (2τ(cφ + cχ)meff/cχ) + 2τ(cφ + cχ)meff/cχ +O(τ2m2eff)
]
, (89)
with τmeff  1 as before. Similarly, for the region meff/cχ < k <∞, the integral can be estimated to be
(∆T )2(3)(T →∞) ' −
α2t
ρ2φ
2
picχΛχ
Ei(−2τ(cφ − cχ)meff/cχ)
' α
2
t
ρ2φ
2
picχΛχ
[
− γ − ln (2τ(cφ − cχ)meff/cχ) + 2τ(cφ − cχ)meff/cχ +O(τ2m2eff)
]
. (90)
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Finally, in the region −meff/cχ < k < meff/cχ, we have
(∆T )2(2)(T →∞) =
αt
2
ρ2φ
1
piΛχ
∫ meff/cχ
−meff/cχ
dk
4
ωχ,k
e−2τ |ωχ,k−cφk|
' αt
2
ρ2φ
1
piΛχ
∫ meff/cχ
−meff/cχ
dk
4
ωχ,k
e−2τ |ωχ,k−cφk| . (91)
For the conditions τmeff  1 and large flight time T , (91) can be further approximated by
(∆T )2(2)(T →∞) ≈
αt
2
ρ2φ
2
piΛχcχ
[
ln
(√
2 + 1√
2− 1
)
− 4τmeff +O(τ2m2eff)
]
. (92)
In summary, the flight time variance for the case cφ > cχ is found as
(∆T )2(cφ>cχ)(T →∞) = (∆T )2(1) + (∆T )2(2) + (∆T )2(3)
=
αt
2
ρ2φ
2
piΛχcχ
[
− 2γ + 4τ(cφ/cχ − 1)meff + ln(4τ2(c2φ − c2χ)m2eff/c2χ) + ln
(√
2 + 1√
2− 1
)
+O(τ2m2eff)
]
, (93)
the saturated value in the late time limit.
C. cφ < cχ
In this case, the phase (ωχ,k − cφk) ' cχk − cφk +
(m2eff/2 cχk) in the large k limit has the minimum value
at k = km = meff cφ/(cχ
√
c2χ − c2φ). Apart from the sat-
urated value of (∆T )2(cφ>cχ)(T → ∞), which is given
by (93) by appropriate replacement of cφ ↔ cχ, it will be
seen that the saturated value is reached in an oscillatory
manner during the flight time T . To proceed with the
calculation of TOF fluctuations, denoted by (∆T )2osc, we
expand the phase around km,
(ωχ,k − cφk) ≈
meff
√
c2χ − c2φ/cχ + β (k − km)2 +O((k − km)4),
(94)
with β = (c2χ − c2φ)3/2/2meff cχ. The oscillatory behavior
is encoded in the form
(∆T )2osc(T →∞) = −
α2t
ρ2φ
1
piΛχcχ
∫ ∞
−∞
dk
4
2cχk
e−2τ |ωχ,k−cφk| cos [T (ωχ,k − cφk)]
' −α
2
t
ρ2φ
2
piΛχcχ
∫ km+√pi/Tβ
km−
√
pi/Tβ
dk
1
k
cos[T (meff
√
c2χ − c2φ/cχ + β(k − km)2)]
(
1 +O(τmeff)
)
' α
2
t
ρ2φ
2
piΛχcχ
c
3/2
χ
(c2χ − c2φ)1/4cφ
√
4pi
Tmeff
×[
C(
√
2) cos [Tmeff
√
c2χ − c2φ/cχ]− S(
√
2) sin [Tmeff
√
c2χ − c2φ/cχ]
](
1 +O(τmeff)
)
, (95)
where τmeff  1 is assumed and the momentum inte-
gral is evaluated only near k = km. In (95), the Fresnel
integral functions are defined as
S(x) =
∫ x
0
sin
(
pit2/2
)
dt,
and
C(x) =
∫ x
0
cos
(
pit2/2
)
dt .
Thus, the flight time variance for cχ > cφ becomes finally
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(∆T )2(cφ<cχ)(T →∞)
=
α2t
ρ2φ
2
piΛχcχ
{
− 2γ + 4τ(cχ/cφ − 1)meff + ln (4τ2(c2χ − c2φ)m2eff/c2χ) + ln
(√
2 + 1√
2− 1
)
+
c
3/2
χ
(c2χ − c2φ)1/4cφ
√
4pi
Tmeff
[
C(
√
2)cos
[
Tmeff
√
c2χ − c2φ/cχ
]
− S(
√
2)sin
[
Tmeff
√
c2χ − c2φ/cχ
]](
1 +O(τmeff)
)
+O(τ2m2eff)
}
, (96)
which reaches the saturation in an oscillatory way for
large flight time T . The analytical expressions of
(∆T )2(T →∞) in each of the cases are one of the main
results in this paper, and later these are compared with
the full numerical calculations using the parameters rel-
evant to the experiments.
To be concrete, consider a cold 87Rb (m ' 144 ×
10−27kg) condensate in two hyperfine states |1〉 = |F =
1,mF = 1〉 and |2〉 = |F = 2,mF = −1〉 [23]. The
scattering lengths are a11 = a22 = 100a0 = 5.3nm
with a0 the Bohr radius. The existence of the Fesh-
bach resonance at 9.1G permits us to tune the scat-
tering length a12 to be specified in each case later [24].
Let us consider two-component elongated BECs in quasi-
1D geometries [21, 25] where the sizes of the conden-
sates are about Lz = 100µm along the axial direction
and Lr of order µm in the radial direction with an as-
pect ratio Lz/Lr ≈ 200 [25, 26]. We take the num-
ber of atoms N = 10000 [23] with the number density
ρ0 ≈ 1 × 108m−1 [25–27]. Note that in a quasi-one
dimensional system, the coupling constant gij can be
given by the scattering length aij as gij = 2pi~2aij/L2r
for i, j = 1, 2. We also choose the Rabi frequency
Ω0 = 200Hz [23] for reference with an input energy about
E = ~Ω ≈ 10−32J, which is much smaller than the re-
quired thermal energy to melt down the condensates with
the critical temperature Tc ≈ 10−29J, estimated from the
3D number density given by the above-mentioned param-
eters. In addition, the detuning parameter is set to zero
(δ = 0Ω). Also, for m1 = m2 = m (γ = 1), the ef-
fective coupling constant of the phonon and the gapped
modes (50) reduces to αt ∝ (λ11 − λ22)/(λ11λ22 − λ212),
where the definitions of λ’s are listed in (18). The
phonons are prepared to comprise a wave packet prop-
agating toward the detector with central momentum k0
and width ∆k0 in the condition of k0 + ∆k0 < K where
K2 = c2φ/ζφ = (k
2/2m)2 is given by the nonlinear part
of the phononic dispersion relation in (34) in the case
of m1 = m2 = m and g11 = g22. If so, all momentum
modes of the sound waves experience approximately the
same sound speed cφ and have common fluctuations in
the TOF. As a result, the relatively large TOF fluctu-
ations might occur for binary BECs with two hyperfine
states when |z| → 1. Nevertheless, from the mean-field
solutions in (13) and (14), z → ±1 is found in the case
of A/Ω 1. Recall that A ≡ (2g12 − g11 − g22)ρ0/2 and
∆ ≡ [(g11−g22)ρ0−2δ]/2 where one can tune a12 by the
Feshbach resonance effect [24] and/or δ by the Zeeman
effect, with which to change A and ∆. Another tunable
parameter is the Rabi frequency [23]. Choice of the small
Ω may lead to large TOF fluctuations. A similar strategy
has also been applied by the authors of Ref. [23] where
the decrease in the Rabi frequency can enhance the inter-
nal Josephson effect given by the ratio A/Ω in a rubid-
ium spinor Bose-Einstein condensate, for almost identical
background scattering lengths. Finally, the timescale for
switching on and off the interaction τ is also tunable.
The smaller τ corresponding to a faster switching pro-
cess is also expected to give the larger TOF fluctuations
to be discussed later. The plots in Figs. 6(a)–6(c) show
the TOF variation ∆T as a function of the flight time T
with the above-stated parameters, but choosing different
a12. In Fig. 6(b), the scattering length of a12 is chosen as
a12 = 300a0 = 15.9nm where A/Ω0 = 48.6, ∆/Ω0 = 0.0
with Ω0 = 200Hz. The property of the ground state can
be checked from Fig. 1(e) by choosing Ω = 24Ω0 with
z → −1(ρ20  ρ10), and it is also seen in Fig. 2(b). In
this case, the speeds of the sound and the gapped modes
are equal, cφ = cχ(1.83µm/ms) [21, 22] (see Figs. 3 and
4 with Ω = 24Ω0). According to the experiment in [22],
the flight time for the phonon, propagating from the cen-
ter of the condensates in the axial direction to the dis-
tance, say r = Lz/2 ≈ 50µm, is about T ≈ 27ms. In
Fig. 6(b) the flight time fluctuations grow logarithmic in
T to about ∆T ≈ 1.12 ms with the input timescale of
the switching process τ = 10−3T ≈ 0.03ms in agree-
ment with the analytical analysis in Eq. (88). The typical
value of τ is chosen to be much larger than the timescale
given by the inverse of the transition frequency between
hyperfine states of the order of radio wave frequencies
about MHz to GHz, and it is much smaller than the
flight time in this system. Unfortunately, the effect is
not yet testable since experimentalists most easily mea-
sure the (saturated) fluctuations ∆r = cφ∆T ≈ 2.10µm
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FIG. 6: The TOF variation ∆T as a function of the flight
time T for the full numerical results (solid lines) and ana-
lytical approximations (88), (93), (96) (dashed lines). The
parameters are as follow: Rabi frequency Ω0 = 200Hz, scat-
tering lengths a11 = a22 = 100a0, detuning ∆ = 0.0Ω, with
different values of interspecies scattering lengths a12 with (a)
a12 = 280a0 (A = 43.8Ω0), (b) a12 = 300 a0 (A = 48.6Ω0),
and (c) a12 = 320a0 (A = 53.5Ω0)
in the position of the propagating wavefront. Currently,
such uncertainty is too small with ∆r/r ≈ 4%.
Choosing a12 = 280a0 = 14.84nm and a12 =
320a0 = 16.96nm with the sets of parameters (A/Ω0 =
43.7, ∆/Ω0 = 0.0) and (A/Ω0 = 53.5, ∆/Ω0 =
0.0), giving cφ(1.83µm/ms) > cχ(1.74µm/ms) and
cφ(1.83µm/ms) < cχ(1.92µm/ms), in Figs. 6(a) and 6(c)
we show the respective flight time fluctuations as a func-
tion of T with their saturated values for large T , con-
sistent with the analytic results in (93) and (96). All
results of the uncertainty are within ∆r/r ≈ 4%, the
effect is hardly to be measured.
In what follows, we tune the parameters respectively,
including the scattering length a12, the detuning param-
eter δ, Rabi frequency Ω, and the timescale τ , to see their
effects on the enhancement of the TOF fluctuations. We
first consider to change the scattering length a12 from
a12 = 300a0 = 15.9nm to the value a12 = 1000a0 = 53nm
or the detuning parameter δ from zero up to 100Ω0,
while keeping the other parameters the same as above.
It is found that their tunings do not effectively improve
the TOF fluctuation effect, which is still within ∆r/r ≈
4–5%, too small to be seen. Tuning the timescale τ of
the switching process does not give much improvement on
∆r/r either. Nevertheless, reducing the Rabi frequency
is the most efficient way to give a relatively large ∆r/r.
Analytically, as seen in (14), setting ∆→ 0 and Ω A,
the mean-field solutions are z → ±1. For example, the
solution of z → −1 leads to ρ20 → 1 but ρ10 ∝ Ω2,
which is small for small Ω. However, according to (18),
λ11 ∝ 1/Ω2, λ22, λ12 ∝ O(Ω0) so as to lead to the TOF
fluctuations in (82), and (∆T )2 ∝ 1/Λχ ∝ λ11 ∝ 1/Ω2
with Λχ in (32). Thus, the TOF fluctuations are in-
versely proportional to Ω2 with large effects by reducing
Rabi frequency Ω. Similar arguments are also applied to
the solution of z → +1. In Fig. 7, the choice of the Rabi
frequency is from Ω0 = 200Hz down to Ω0 = 50Hz, and
the TOF fluctuations can be as large as ∆r/r = 15% to
be potentially measurable.
VI. CONCLUSIONS
The main goal of this work is to introduce the binary
BEC system, which is a tunable system via a Feshbach
resonance, with the condensates in different hyperfine
states to establish parallels with stochastic gravity phe-
nomena. Apart from tunable scattering lengths, the Rabi
interaction that couples one hyperfine state to the other,
and the laser-field induced shift of the energy level of the
hyperfine states characterized by the detuning parame-
Ω = 50HzΩ = 100HzΩ = 200Hz
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FIG. 7: The TOF variation ∆T as a function of T with the
scattering length a11 = a22 = 100a0, a12 = 300a0, and de-
tuning ∆ = 0 with difference choices of Rabi frequency Ω0:
Ω0 = 200Hz (blue), Ω0 = 100Hz (green) and Ω0 = 50Hz
(red).
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ter δ are also considered. We first investigate the prop-
erties of homogeneous condensates by a general choice
of the tunable interaction parameters, and we find the
ground state of the system in terms of the population
imbalance z, where z > 0 corresponds to component 1
dominated and z < 0 corresponds to component 2 domi-
nated. In particular, when the interaction strength of the
different hyperfine states is smaller (larger) than the av-
erage of interaction strengths within each hyperfine state
2g12 < g11 +g22 (2g12 > g11 +g22), the population imbal-
ance z changes continuously (discontinuously) from z > 0
to z < 0 by varying the detuning parameter δ. These
types of phase transitions might provide a straightfor-
ward strategy for establishing parallels with the dynam-
ics of the (continuous/discontinuous) phase transitions of
the early Universe on the emergent spacetime given by
the time- and/or space-dependent condensates. We have
also studied the perturbations of the system in its energy
minimum state by explicitly constructing the Bogoliubov
transformation, with which to identify the correspond-
ing quasiparticle modes. We show that the system can
be represented by a coupled two-field model of a gap-
less Goldstone phonon and a gapped Higgs mode. Here
we have gone one step further to trace out the gapped
modes to give an effective purely phononic theory using
closed-time-path formalism. The effects of the gapped
modes on the phonons can be calculated explicitly and
are all encoded in the influence functional. As an ap-
plication of the theory, we are particularly interested in
the sound cone fluctuations due to the possible variation
of the speed-of-sound Lorentzian acoustic metric, which
are induced by quantum fluctuations of the Higgs gapped
modes. To do so, the Langevin equation of the phonon
modes under the semiclassical approximation that gov-
erns the dynamics of sound waves is derived with the
noise term where the correlation function is given by
the Hadamard function of the gapped modes. Thus, the
quantum fluctuations of the gapped modes provide the
stochastic component to the sound cone, giving sound
cone fluctuations, which are analogous to light cone fluc-
tuations arising from quantum gravity effects. The effects
of sound cone fluctuations can be tested experimentally
in principle from the flight time variation in the sound
waves.
We have analyzed the resulting expression of the flight
time variation as a function of the flight time T . It
is found that the integral that sums up the contribu-
tions from all momenta of the gapped modes has UV
divergence for spatial dimension D ≥ 1. Here we in-
troduce a suitable switching function, giving a smooth
switching process on the Rabi coupling, to regularize the
momentum integral. We then focus on the pseudo-one-
dimensional problem, which ends up with the UV-finite
expression of the flight time fluctuations. In the large
flight time limit, the TOF fluctuations can be studied
both analytically and numerically when the sound speed
of the phonons is either larger or smaller than that of the
gapped modes, and also when two speeds are the same.
In the case of equal speed, the TOF fluctuations grow
logarithmically in T whereas for the other two cases of
cφ > cχ or cφ < cχ, the fluctuations are saturated in
the large T limit. All analytical results allow us to study
their respective effects by changing the tunable param-
eters. Given all tunable parameters such as scattering
lengths of atoms, the detuning parameter for the shift of
the energy levels of the hyperfine states, the Rabi fre-
quency, and the timescale for switching processes, we
conclude that the most efficient way to enhance the flight
time fluctuations is to reduce the Rabi frequency so as
to reach the fluctuation effect as large as ∆T/T ≈ 15%,
which allows the possibility of experimental confirmation.
The effect of quantum fluctuations looks significant but
whether the effect is measurable, given the other experi-
mental uncertainties, is unclear at the present time. But
its effect is certainly much larger than numerical esti-
mates for the relative effects of light-cone fluctuations on
TOF of order O(10−9), to be barely measurable [7].
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