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Abstract
A projective invariant generalization of the de Casteljau algorithm
is described by using the cross ratio and an auxiliary line. We describe
the implicit form of the section conics obtained by the algorithm pro-
posed in this paper. Finally, we show how to construct specific conic
sections using this approach.
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1 Introduction, background and notations
It is well-known that the de Casteljau algorithm is affine invariant; but it is
not projective invariant. Moreover, we can not design circles by using the de
Casteljau algorithm (see for a simple proof [7, p. 25]). These two handicaps
are overcome by using the rational Bézier curves, whose definition is the
following (see, for example, [4] or [7] for a deeper study): A rational Bézier
curve with control points b0, . . . ,bn ∈ IR2 and weights w0, . . . , wn ∈ IR is
given by
r(t) =
∑n
i=0wibiB
n
i (t)∑n
i=0wiB
n
i (t)
, t ∈ [0, 1], (1)
1
where Bni (t) =
(
n
i
)
(1 − t)n−iti are the Bernstein polynomials. I.e., the
curve r(t) is the central projection of the Bézier curve in IR3 with control
points (w0b0, w0), . . . , (wnbn, wn) (see [3] for this interpretation of the ratio-
nal Bézier curves).
In this paper, a purely geometric construction is used to derive this class
of curves by using concepts from projective geometry. Below we establish the
basic ideas and notations used throughout this paper. The interested reader
is referred to [1], [2], and [5] for a study of the properties of the real projective
plane and their uses to computer graphics. All vectors are considered column
vectors and for a given matrix A, we shall denote by AT the transpose of A.
We define a projective point as a Euclidian line in IR3 that passes through
the origin. The real projective plane IP2 is the set of all projective points. If
P is a projective point, then there exists v ∈ IR3 \{0} such that P is the line
in IR3 that passes through 0 and v. Hence, we can define π : IR3 \ {0} → IP2
as follows: π(v) is the projective point that passes through 0 and v. Observe
that π(v1) = π(v2) if and only if there exists a nonzero real number λ such
that v1 = λv2.
A projective line is a plane in IR3 that passes through the origin and
the set of all projectives lines will be denoted by Λ(IP2). We can define
π∗ : IR3 \ {0} → Λ(IP2) as follows: π∗(w) is the projective line with equation
wTx = 0. Again one has that π∗(w1) = π
∗(w2) if and only if there exists a
nonzero real number λ such that w1 = λw2.
If P1 and P2 are two distinct projective points, then there exists a unique
projective line through P1 and P2, such line shall be denoted by L(P1, P2).
It is easy to see that the projective point R lies on L(P,Q) if and only if
there exist α, β ∈ IR not all zero such that u = αv + βw, where π(u) = R,
π(v) = P , and π(w) = Q. If r and s are two distinct projective lines, then
there is a unique projective point P such that {P} = r ∩ s.
The cross ratio is preserved under all projective transformations. This
quantity is defined as follows: let four projective points P1, P2, P3, P4 be
collinear. Thus, we can write v3 = αv1 + βv2 and v4 = γv1 + δv2 for some
nonzero vectors v1, . . . ,v4 with π(vi) = Pi for i = 1, . . . , 4. The cross ratio
of P1, P2, P3, P4 is
cr(P1, P2, P3, P4) =
βγ
αδ
.
It can be proved (see for example [2]) that this definition is well done, i.e., it
does not depend on the choice of the vectors vi such that Pi = π(vi).
The ideal line is the projective line whose equation is z = 0. An affine
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point is a projective point that does not belong to the ideal line. If A(IP2) is
the set of all affine points, we can establish two bijective maps in the following
way:
E2
i→ A(IP2)
(x, y)T 7→ π(x, y, 1)T
A(IP2)
j→ E2
π(x, y, z)T 7→
(
x
z
, y
z
)T (2)
where E2 is the symbol used for the Euclidean plane. We can easily check
that j ◦ i = IE2 and i ◦ j = IA(IP2), where I denotes the identity map. For
more details of the role of the ideal plane in projective geometry we refer to
[1] and [2].
2 The algorithm
First of all we describe the geometric form of the algorithm (see Figure 1).
Algorithm 2.1 Given: the projective points P0, P1, . . . , Pn ∈ IP2, the pro-
jective line r ∈ Λ(IP2) such that Pi /∈ r for all i = 0, . . . , n and u ∈ IR \ {1}.
Set: P 0i (u) := Pi for i = 0, 1, . . . , n.
Suppose that the points P ki have been constructed for k = 0, . . . , j and
i = 0, . . . , n− k. Now, for each i = 0, . . . , n− j − 1
a) If P ji (u) = P
j
i+1(u), then P
j+1
i (u) = P
j
i (u).
b) If P ji (u) 6= P
j
i+1(u), then let Q
j
i (u) be the intersection of the projective lines
L(P ji (u), P
j
i+1(u)) and r. Let P
j+1
i (u) be on the line L(P
j
i (u), P
j
i+1(u))
such that
cr(P ji (u), P
j
i+1(u), P
j+1
i (u), Q
j
i (u)) = u,
for j = 0, . . . , n− 1.
The projective point P n0 (u) is the point with parameter value u in the
curve α(P0, . . . , Pn; r) : I → IP2, where I is an interval of IR with 1 /∈ I.
We must prove that the algorithm is well defined, because in case b), if
r = L(P ji (u), P
j
i+1(u)), then the projective point Q
j
i (u) is not well defined.
We need the following lemma:
Lemma 2.1 Let π(u), π(v) ∈ IP2 and π∗(w) ∈ Λ(IP2) such that π(u) 6= π(v)
and π(u), π(v) /∈ π∗(w). Let R = L(π(u), π(v)) ∩ π∗(w). Then
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Figure 1: The geometric form of the algorithm.
a) R = π[(wTu)v − (wTv)u].
b) If S ∈ IP2 satisfies cr(π(u), π(v), S, R) = u, then
S = π[−(wTu)v + u(wTv)u].
Moreover, if u 6= 1, then S /∈ π∗(w).
Proof: a) It is easy to see that π[(wTu)v − (wTv)u] ∈ L(π(u), π(v))
because (wTu)v − (wTv)u is a linear combination of {u,v}. Moreover,
π[(wTu)v − (wTv)u] ∈ π∗(w) because wT[(wTu)v − (wTv)u] = 0.
b) In view of the previous item a) and the definition of cross ratio, it is
clear that S = π[−(wTu)v + u(wTv)u]. Moreover, if u 6= 1,
wT[−(wTu)v + u(wTv)u] = −(wTu)(wTv) + u(wTv)(wTu)
= (u− 1)(wTv)(wTu) 6= 0.
In other words, S /∈ π∗(w). 
Remark 2.1 Clearly, by the item b) of the latter lemma, all projective lines
L(P ji (u), P
j
i+1(u)) are different to r provided that u 6= 1. Moreover, we obtain
that P ji (u) /∈ r for all i, j and u 6= 1.
Now, let us write the algorithm in algebraic form. We shall drop the
parameter u for the sake of simplicity. Let vji ,w ∈ IR3 such that π(v
j
i ) = P
j
i
and π∗(w) = r. From Lemma 2.1, we get
P j+1i = π[−(wTv
j
i+1)v
j
i + u(w
Tvji )v
j
i+1].
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Making u = t/(t− 1) we get
P j+1i = π[(1− t)(wTv
j
i+1)v
j
i + t(w
Tvji )v
j
i+1].
Thus, we can establish the algorithm in algebraic-projective form:
Algorithm 2.2 Given: the projective points P0, P1, . . . , Pn ∈ IP2, the pro-
jective line r ∈ Λ(IP2) such that Pi /∈ r for all i = 0, . . . , n and t ∈ IR.
Set: w ∈ IR3 with π∗(w) = r and set P 0i (t) := Pi for i = 0, 1, . . . , n.
Suppose that the points P ki (t) have been constructed and let v
k
i (t) ∈ IR3
with π(vki (t)) = P
k
i (t) for k = 0, . . . , j and i = 0, . . . , n − k. Now, for each
i = 0, . . . , n− j − 1, set
P j+1i (t) = π[(1− t)(wTv
j
i+1(t))v
j
i (t) + t(w
Tvji (t))v
j
i+1(t)], (3)
for j = 0, . . . , n− 1.
Then the projective point P n0 (t) is the point with parameter value t in the
curve α(P0, . . . , Pn; r) : IR→ IP2.
In Figure 2 we can see the construction of a cubic in the affine plane by
using the proposed algorithm. The affine points are calculated by means of
the mapping j defined in (2).
It is interesting to establish the algorithm by using vectors of IR3. In order
to simplify the equation (3) we observe that if v1,v2, and w are arbitrary
vectors of IR3 and if we set v = (1− t)(wTv2)v1 + t(wTv1)v2, being t ∈ IR,
then wTv = (wTv1)(w
Tv2).
Algorithm 2.3 Given: v0,v1, . . . ,vn,w ∈ IR3, such that wTvi 6= 0 for all
i = 0, . . . , n and t ∈ IR.
Set: v0i (t) = vi/(w
Tvi) for i = 0, 1, . . . , n.
Suppose that the vectors vki (t) have been constructed for k = 0, . . . , j and
i = 0, . . . , n− k. Now, for each i = 0, . . . , n− j − 1, set
vj+1i (t) := (1− t)v
j
i (t) + tv
j
i+1(t), (4)
for j = 0, . . . , n− 1 and i = 0, 1, . . . , n− j − 1.
Then vn0 (t) is the vector with parameter t in the curve β(v0, . . . ,v; w) :
IR→ IR3.
This algorithm allows us to infer two geometric properties:
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Figure 2: Construction of a cubic. The points P ji (0.2) have been marked
with “◦”. The points Qji (0.2) have been marked with “∗”. In this figure, we
have taken the following points: P0 = i(−1, 0)T, P1 = i(0, 1)T, P2 = i(1, 1)T,
P3 = i(1, 0)
T, and the line π∗(1, 1,−2.5)T (i.e., the image by i of the affine
line x+ y − 2.5 = 0).
Projective invariance: Because the algorithm is concerned exclusively with
projective properties it is evident that this algorithm is invariant under
projective maps.
Duality: It is well known the duality principle in projective geometry: For
any projective result established using points and lines, a symmetrical
result holds if we interchange the roles of lines and points. So, we can
easily establish the dual of the algorithm, recalling that the output is
a set of projective lines (in the case of a conic section, we obtain the
family of tangent lines to this curve).
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It is interesting to compare this algorithm with the introduced by Farin
in [3]: In order to construct the rational Bézier curve (1), set
bj+1i (t) := (1− t)
wji (t)
wj+1i (t)
bji (t) + t
wji+1(t)
wj+1i (t)
bji+1(t),
wj+1i (t) := (1− t)w
j
i (t) + tw
j
i+1(t).
 (5)
The geometric interpretation of (5) is the following: let us define the points
qji (t) (called weight points or Farin points) located on the straight lines joining
bji (t) and b
j
i+1(t) such that
ratio(bji (t),q
j
i (t),b
j
i+1(t)) =
wji+1(t)
wji (t)
.
Then
cr(bji (t),q
j
i (t),b
j+1
i (t),b
j
i+1(t)) =
1− t
t
for all i, j.
The algorithm 2.1 is different than the proposed in [3] because one of the
inputs of the algorithm 2.1 is the auxiliary projective line r. An appropriate
choice of the line r gives more geometric insight as we shall show later.
Moreover, as we will see, for n = 2, this projective line will be tangent to the
curve.
For j = 0, the weight points
qi = q
0
i =
wibi + wi+1bi+1
wi + wi+1
are directly related to the weights: given the weights, we can find the weight
points and viceversa. Although, the weight points have resemblance with
the points Qji defined in the Algorithm 2.1, they are different. This fact is
easily seen in the Figure 3: the weight points are not collinear, but in the
Algorithm 2.1, the points Qji are always collinear.
Let us see that the Algorithm 2.1 generalizes to the de Casteljau algo-
rithm: Let b0, . . . ,bn be points in E
2. Let us apply the Algorithm 2.1 to the
projective points P0 = i(b0), . . . , Pn = i(bn) and to the ideal line r = π
∗(w)
with w = (0, 0, 1)T. In view of the Remark 2.1, we obtain that the projective
7
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Figure 3: If we take w0 = w1 = w2 = 1, then the weight points are the
midpoints of b0b1, b1b2, and b2b3.
points P ji (t) are affine for all i, j, and t ∈ IR. Now, set b
j
i (t) := j(P
j
i (t)). It
is clear that
wT
(
bji (t)
1
)
= 1 (6)
for all i, j, and t ∈ IR. Hence, by applying (3) and (6), one has
P j+1i (t) = π
[
(1− t)
(
bji (t)
1
)
+ t
(
bji+1(t)
1
)]
= π
(
(1− t)bji (t) + tb
j
i+1(t)
1
)
.
Therefore,
bj+1i (t) = j(P
j+1
i (t)) = (1− t)b
j
i (t) + tb
j
i+1(t).
This last equation is the main step in the de Casteljau’s algorithm.
3 Closed form
Let P0 = π(v0), P1 = π(v1), P2 = π(v2) be three projective points, and
r = π∗(w) a projective line such that Pi /∈ r. Since wTvi 6= 0, we can choose
vi such that w
Tvi = 1. By (4) we get that for i = 0, 1,
v1i (t) = (1− t)vi + tvi+1. (7)
And by (3), we have
P 20 (t) = π
[
(1− t)v10(t) + tv11(t)
]
. (8)
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Now, inserting (7) in (8) yields to
P 20 (t) = π
[
(1− t)2v0 + 2t(1− t)v1 + t2v2
]
.
The following theorem is easily proved by induction:
Theorem 3.1 The closed form of the projective curve α(P0, . . . , Pn; r) is
α(P0, . . . , Pn; r)(t) = π
(
n∑
i=0
Bni (t)vi
)
, (9)
where Bni (t) =
(
n
i
)
(1− t)n−iti are the Bernstein polynomials, π(vi) = Pi, and
π∗(w) = r with wTvi = 1 for i = 0, . . . , n.
Remark 3.1 As an easy consequence of Theorem 3.1 we obtain that the
vectors v1 − v0, vn − vn−1 are tangent to the curve in P0, Pn, respectively.
In the following, we shall see that the output of Algorithm 2.1 is a rational
Bézier curve. Let P0, . . . , Pn be points of IP
2 and r a line in IP2 such that Pi /∈
r. Let vi = (xi, yi, zi)
T and w be nonzero vectors of IR3 such that π(vi) = Pi
and π∗(w) = r. We shall obtain an expression for j(α(P0, . . . , Pn; r)(t)),
provided that α(P0, . . . , Pn; r)(t) is affine. In order to apply Theorem 3.1, we
define v̂i := vi/w
Tvi, hence
α(P0, . . . , Pn; r)(t) = π
(
n∑
i=0
Bni (t)v̂
)
= π
(
n∑
i=0
Bni (t)
vi
wTvi
)
= π
(
n∑
i=0
Bni (t)xi
wTvi
,
n∑
i=0
Bni (t)yi
wTvi
,
n∑
i=0
Bni (t)zi
wTvi
)T
If we set
w(t) =
n∑
i=0
Bni (t)zi
wTvi
(10)
and we suppose that w(t) 6= 0 (i.e., α(P0, . . . , P1; r)(t) is an affine point),
then
j(α(P0, . . . , P1; r)(t)) =
1
w(t)
(
n∑
i=0
Bni (t)xi
wTvi
,
n∑
i=0
Bni (t)yi
wTvi
)
. (11)
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Note that if zi = 1, then (11) is a rational Bézier curve with weights (w
Tvi)
−1.
Furthermore, if r is not the ideal line then the equation of the line r is
ax+ by + cz = 0 with a2 + b2 6= 0. Thus
|wTvi| = |axi + byi + c| =
√
a2 + b2
|axi + byi + c|√
a2 + b2
=
√
a2 + b2 d(bi, j(r)),
where bi = (xi, yi)
T and d(bi, j(r)) is the distance between the affine line
j(r) and the point bi. Thus, the lesser is d(bi, j(r)), the greater is the weight
associated to the point bi. If we have an interactive algorithm, the designer
should not be required to know any mathematics and the program should
give the designer a intuitive handle which can be used in order to manage
the output. Recall that the line r is one of the inputs of the algorithm.
Figure 4: Three different curves designed with the Algorithm 2.1. The control
points are i(−1, 1)T, i(0,−1)T, i(1, 1)T. The curve with “+” was depicted
with the standard de Casteljau algorithm. The curves with “∗” and “◦” were
depicted by using the affine lines y = 4 and y = 2 respectively.
In Figure 4 we can observe that if the line r approaches to the ideal line,
then the curve is closer to the parabola created by the de Casteljau algorithm.
We can see in Figure 5 some other examples of the behaviour of the curve
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j(α(P0, . . . , Pn; r)) when r moves. In an intuitive way, the line r acts as a
magnet attracting to this curve. Thus, we can see in these examples how
this auxiliary line r permits designers to change the shape of the curve in an
intuitive way.
Figure 5: The line r as an attractor. The control points are i(−1, 0)T, i(0, 1)T,
i(1, 1)T, and i(1, 0)T. The curve whose points are marked with “*” is gener-
ated with the standard de Casteljau’s Algorithm. The lines are: upper-left,
x + y = 2.5; upper-right, x + y = 2.1; lower-left, x − y = −1.5; lower-right,
y = −2 (this line is not drawn).
Under the assumptions of the last paragraph, note that all weights have
the same sign if and only if all points bi are in the same half-plane on one
side of the line r.
Another advantage of the algorithm is that it permits to manage simul-
taneously affine points and “infinite control points”: in equation (11), it was
not assumed that zi 6= 0. (see, for example, [4] for a different treatment).
We are going to prove in next result that any rational Bézier curve written
11
as in (1), when n = 2, is the output of the algorithm proposed in this paper.
Theorem 3.2 Let b0,b1,b2 ∈ IR2 be non collinear points and w0, w1, wn >
0. If r is written as in (1), then there exists P0, P1, P2 ∈ IP2 and r ∈ Λ(IP2)
such that r = j(α(P0, P1, P2; r)).
Proof: Let us define vi =
[
bi
1
]
for i = 0, 1, 2. If we prove that there
exists w ∈ IR3 such that
wTvi = w
−1
n i = 0, 1, 2, (12)
then (10) and (11) will prove this Theorem. But observe that (12) is equiva-
lent to wT[v0 v1 v2] = [w
−1
0 w
−1
1 w
−1
2 ]. But matrix [v0 v1 v2] is nonsingular
because the points b0, b1, and b2 are not collinear. Thus, if we define
w =
 vT0vT1
vT2
−1  w−10w−11
w−12
 ,
then (12) holds. The Theorem is thus proved. 
Remark 3.2 By mimicking the proof of former Theorem 3.2, one gets the
following stronger result (although more artificial): Let b0, . . . ,bn ∈ IR2 and
w0, . . . , wn > 0. If there exists w ∈ IR3 such that wTvi = w−1i for i =
0, . . . , n, where vi are defined by v
T
i = [b
T
n 1], then
r = j(α(π(v1), . . . , π(vi);π
∗(w))).
Now, let us see that for n = 2, the algorithm produces a projective
conic. Moreover, we shall obtain the implicit form of this conic, which has
an important application: check if a given point lies on the conic. Recall
that a projective conic may be written as
C = {π(x) ∈ IP2 : xTBx = 0}, (13)
where x ∈ IR3 and B is a symmetric 3× 3 matrix (see, for example, [1]).
In order to write the curve described in (9) in the form (13), we need the
following simple observation: if r : IR→ IR3 is given by
r(t) = ((1− t)2, 2t(1− t), t2)T =
2∑
i=0
B2i (t)ei+1,
12
where {e1, e2, e3} is the standard basis of IR3, then
r(t)TJr(t) = 0 (14)
with
J =
 0 0 20 −1 0
2 0 0
 . (15)
If we set A := [v0,v1,v2]
−1 (if {v0,v1,v2} were not independent then the
points P0, P1, P2 would be collinear) then Avi = ei+1 for i = 0, 1, 2. Denoting
s(t) :=
∑2
i=0B
2
i (t)vi we get
r(t) =
2∑
i=0
B2i (t)ei+1 =
2∑
i=0
B2i (t)Avi = A
2∑
i=0
B2i (t)vi = As(t).
By inserting this latter equation in (14) we get
0 = (As(t))TJ(As(t)) = s(t)T(ATJA)s(t).
So, we have proved the following result.
Theorem 3.3 The curve parametrized by α(P0, P1, P2; r) is a conic and
satisfies the equation xT(ATJA)x = 0, where J is defined in (15), A =
[v0,v1,v2]
−1, π(vi) = Pi, and r = π
∗(w) with wTvi = 1.
Note that ATJA is a nonsingular matrix, which means that the conic is
non degenerate. Since
(ATJA)−1 = A−1J−1A−T = [v0,v1,v2]
 0 0 1/20 −1 0
1/2 0 0
 vT0vT1
vT2

=
1
2
(
v2v
T
0 + v0v
T
2
)
− v1vT1 ,
we get
ATJA =
(
1
2
(
v2v
T
0 + v0v
T
2
)
− v1vT1
)−1
, (16)
which is faster than to compute first A = [v0,v1,v2]
−1 and after ATJA.
Equation (16) has an important consequence. Recall that for a projective
conic in the form (13), if B is nonsingular, then the equation of the tangent
lines to C is {π∗(w) : wTB−1w = 0}.
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Theorem 3.4 Under the hypothesis of Theorem 3.3, the line r is tangent
to the conic. Moreover, if r : IR → IP2 is the parametrization of the conic
depicted by the Algorithm 2.1 and there exists limt→±∞ r(t) = x0, then r is
tangent at x0.
Proof: It is enough to check wT(ATJA)−1w = 0, but, this is easy in view
of the equation (16) and wTvi = v
T
i w = 1 for i = 0, 1, 2. The last affirmation
follows from Remark 2.1. 
Figure 7 explains Theorem 3.4. From now on, we will denote r(∞) =
limt→±∞ r(t) when this limit exists.
Figure 6: ***
We shall compare the implicit form of a conic given in Theorem 3.3 with
the proposed in [4, p. 206] which we state here for the sake of readability:
For a given conic
r(t) =
∑2
i=0wiB
2
i (t)bi∑2
i=0wiB
2
i (t)
, (17)
with bi = (b
x
i , b
y
i )
T ∈ E2 and wi ∈ IR. The point c = (cx, cy)T ∈ E2 lies on
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B
A
C
d r(0)
dr(1)
d
r(∞)@
@
@@
@
@
@@
r
Figure 7: The unit circle has been partitioned in three disjoint arcs: A, B, and
C, being A = {r(t) : 1 < t}, B = {r(t) : 0 ≤ t ≤ 1}, and C = {r(t) : t < 0}.
the conic (17) if and only if
τ 21
τ0τ2
= 4
w21
w0w2
,
where
τ0 =
∣∣∣∣∣∣
cx cy 1
bx1 b
y
1 1
bx2 b
y
2 1
∣∣∣∣∣∣∣∣∣∣∣∣
bx0 b
y
0 1
bx1 b
y
1 1
bx2 b
y
2 1
∣∣∣∣∣∣
, τ1 =
∣∣∣∣∣∣
bx0 b
y
0 1
cx cy 1
bx2 b
y
2 1
∣∣∣∣∣∣∣∣∣∣∣∣
bx0 b
y
0 1
bx1 b
y
1 1
bx2 b
y
2 1
∣∣∣∣∣∣
, τ0 =
∣∣∣∣∣∣
bx0 b
y
0 1
bx1 b
y
1 1
cx cy 1
∣∣∣∣∣∣∣∣∣∣∣∣
bx0 b
y
0 1
bx1 b
y
1 1
bx2 b
y
2 1
∣∣∣∣∣∣
.
are the barycentric coordinates of c respect to {b0,b1,b2}, i.e. c = τ0b0 +
τ1b1 + τ2b2.
Although computationally these two approaches are equivalent, Theorem
3.3 is preferable by two features. 1st: In (17) the control points bi must
be affine, while in Theorem 3.3 we do not need that the projective points
π(vi) are affine. 2
nd: In many standard textbooks of analytic geometry,
a classification of a conic given in the form (13) can be found. Moreover,
there are expressions for the center, tangent lines, asymptotes, ... for a given
matrix in the form (13).
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4 Examples
We shall construct some specific conic sections using the approach presented
in this paper:
Example 1: Given c,p0,p1 ∈ E2 with ‖p0 − c‖ = ‖p1 − c‖ = ρ, and
p0 − c ⊥ p1 − c, draw the quadrant p0p1 of the circle centered at c and
radius ρ (see Figure 8).
dp0
dp1
@
@
@@
@
@
@@
r
c
d
r(∞)
dr(1/2)
Figure 8: Construction of the quadrant of the unit circle.
One solution (presented in [7]) is the following: By the affine invariance
of the rational Bézier curves we can suppose p0 = (1, 0)
T, p1 = (0, 1)
T,
and c = (0, 0)T. Making t = tan(u/2) in the trigonometric parametrization
r(u) = (cosu, sinu) for 0 ≤ u ≤ π/2 we obtain
r(t) =
(
1− t2
1 + t2
,
2t
1 + t2
)T
, 0 ≤ t ≤ 1. (18)
This parametrization is in the form (17) in which
b0 =
(
1
0
)
, b1 =
(
1
1
)
, b0 =
(
0
1
)
, w0 = 1, w1 = 1, w2 = 2.
This is not geometrically intuitive due to a lack of symmetry between the
weights w0 and w2. Moreover, setting t = 1/2 in (18) we obtain r(1/2) =
(0.6, 0.8)T, which is not the midpoint of the circular arc in the first quadrant.
The point r(1/2) is closer to r(1) than r(0), which is explained by noticing
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that ‖r′(0)‖ is twice ‖r′(1)‖. In [7, Ch. 6] this asymmetry is solved by a
reparametrization.
We shall obtain a parametrization of the first quadrant of the unit circle
using the Algorithm 2.1 with more geometric flavour. Note that the auxiliary
line r will play an important role.
In order to apply the Algorithm 2.1, set v0 = (1, 0, 1)
T and v2 = (0, 1, 1)
T.
By Remark 3.1, we must define v1 = (1, 1, 1)
T. By Theorem 3.4, the line
r is tangent to the circle. By symmetry and because we want to draw the
first quadrant, let r be the line whose equation is x + y = −
√
2 (see Figure
8). Therefore, following the notation used throughout this paper, we set
w = (1, 1,
√
2)T. By applying (10) and (11) we obtain
w(t) =
(1− t)2
1 +
√
2
+
2t(1− t)
2 +
√
2
+
t2
1 +
√
2
and
r(t) =
1
w(t)
(
(1− t)2
1 +
√
2
+
2t(1− t)
2 +
√
2
,
2t(1− t)
2 +
√
2
+
t2
1 +
√
2
)T
. (19)
We can observe that r(1/2) = (cos π
4
, sin π
4
)T and r(∞) = (− cos π
4
,− sin π
4
)T,
as Figure 8 shows.
We can prove that the curve (19) is indeed part of the unit circle by
simplifying ‖r(t)‖, but this approach is very tedious. A faster method is to
apply Theorem 3.3. In order to use this theorem, we redefine
v0 =
1
1 +
√
2
 10
1
 , v1 = 1
2 +
√
2
 11
1
 , v2 = 1
1 +
√
2
 01
1
 ,
with the purpose to have wTvi = 1. A very easy computation gives
(ATJA)−1 =
1
2
(v2v
T
0 + v0v
T
2 )− v1vT1 =
 √2− 32 0 00 √2− 3
2
0
0 0 −
√
2 + 3
2
 .
Therefore, matrix ATJA is a scalar multiple of
 1 0 00 1 0
0 0 −1
, which implies
that the conic is the circle x2 + y2 − 1 = 0.
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Example 2: If we want to draw the complementary of the arc depicted
in the previous example, it is enough to set v0 = (1, 0, 1)
T, v = (1, 1, 1)T, and
v2 = (0, 1, 1)
T (as in the Example 1) and consider the line r with equation
x+y =
√
2 (see Figure 9). Therefore, following the notation used throughout
this paper, we set w = (1, 1,−
√
2)T.
d
p0
dp1
@
@
@@
@
@
@@
r
d
r(1/2)
dr(∞)
Figure 9: Construction of a circular arc with sweep angle equal to 3π/2.
Example 3: Draw an arc of a circle whose amplitude is equal to θ ∈]0, π[
(in the example 4 we will show how to construct a semicircle and in example
2 we saw how to draw an arc with sweep angle greater than π).
We will use the shorthand notation c for cos θ and s for sin θ. As in
the previous examples, we can suppose that the radius is 1 and the circle is
centered at the origin. Set p0 = (1, 0)
T and p1 = (c, s)
T. Let q be the point
such that q − pi is tangent to the circle at pi for i = 1, 2 (see Figure 10).
An easy computation gives q = (1, 1−c
s
)T. By using that a conic is uniquely
determinated if we know two points and tangents plus a third tangent, it is
sufficient to choose any line tangent to the circle at a point not belonging to
the arc p0q0. We shall use the line r with equation y = 1 (a more symmetric
choice would be the tangent line at x depicted in the Figure 10).
If we set
v0 =
 10
1
 , v1 =
 s1− c
s
 , v0 =
 cs
1
 , w =
 01
−1
 ,
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d
p0
 
 
 
 
p1
@
@
d dq
dx
r
Figure 10: Construction of a circular arc.
then we can apply (10) and (11) obtaining
w(t) = −(1− t)2 + 2t(1− t)s
1− c− s
+
t2
s− 1
and
r(t) =
1
w(t)
(
−(1− t)2 + 2t(1− t)s
1− c− s
+
ct2
s− 1
,
2t(1− t)(1− c)
1− c− s
+
st2
s− 1
,
)T
.
In [6], Piegl and Tiller show that it is not possible to represent the full
circle by quadratic C1 B-splines. In [7] it was said that “The construction
of a general NURBS circular arc is more complicated than first expected,
and there are many ways to do it”. Here we present a simple and intuitive
method to draw a general circular arc. Moreover, by Example 3, we can
establish the following result.
Theorem 4.1 For all α ∈]0, 2π[, we can construct a rational Bézier circular
arc with sweep angle α.
Example 4: Given b0,b1 ∈ E2, draw an ellipse such that one axis is b0b1
and the length of the other semiaxis is b (note that a circle is a particular
case).
Let v ∈ IR2 be perpendicular to b1−b0 with ‖v‖ = 1 and {b1−b0,v} a
right-handed basis. Also, let p = b0 − bv ∈ E2 and r be the affine line with
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equation (x− p)Tv = 0 (see Figure 11). Note that the equation of this line
is
0 = (x− (b0 − bv))Tv = xTv − bT0 v + b = (xT, 1)
(
v
b− bT0 v
)
.
6
?
dr(1/2)
dr(∞)
d b1db0
b
r
6
vd p
Figure 11: Construction of an ellipse.
In order to apply the Algorithm 2.1 we set
v0 =
(
b0
1
)
, v1 =
(
v
0
)
, v2 =
(
b1
1
)
.
and the projective line π∗(w) with wT = (vT, b − bT0 v). It is easy to check
wTv0 = w
Tv2 = b and w
Tv1 = 1. Thus, applying (10) and (11) we get
w(t) =
(1− t)2 + t2
b
and if r(t) is the parametrization of the ellipse, then
r(t) =
1
(1− t)2 + t2
(
(1− t)2b0 + 2bt(1− t)v + t2b1
)
. (20)
Notice that
r(1/2) =
1
2
(b0 + b1) + bv, r(∞) =
1
2
(b0 + b1)− bv,
as Figure 11 shows.
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We can prove that the conic is indeed an ellipse. One way is the following:
by a suitable movement, we can suppose that b0 = (−a, 0)T and b1 = (a, 0)T.
By applying Theorem 3.3 we obtain that the equation of this conic is x2/a2 +
y2/b2 = 1.
What happens if v changes? Observe that if v varies, then we obtain
different ellipses as the Figure 12 shows. But in this case, b is not the length
of one semiaxis. Notice that v is the direction of the tangent through bi. In
fact, from (20), one easily gets r′(0) = 2bv.
Figure 12: Construction of ellipses. Left: b0 = (−1, 0)T, b1 = (1, 0)T,
b = 1.5. Right: b0 = (−1, 0)T, b1 = (1, 0)T, b = 1.5, v = (1, 1)T.
Example 5: Construct an hyperbola whose assympotes are two non
parallel affine lines r1 and r2.
Let the equations of r1 and r2 be x = b+λu1 and x = b+λu2 respectively
(we shall suppose ‖u1‖ = ‖u2‖ = 1) with b = (x0, y0)T = r1 ∩ r2 and let r
be another affine line with equation ax+ by + c = 0. See Figure 13.
d
b
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
r
r′
r1 r2
q1 q2
r(1/2)
 
 	u1
A
AAU
u2
?
(a, b)T
 A
dd
c1c2
dr(∞)
d d d
Figure 13: Construction of an hyperbola.
In order to apply the algorithm, set
v0 =
(
u1
0
)
, v1 =
(
b
1
)
, v2 =
(
u2
0
)
, w =
 ab
c
 .
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Furthermore, we require that wTvi 6= 0 for i = 0, 1, 2. These conditions are
equivalent to say: a) The point b does not lie on the line r (we shall suppose
ax0 + by0 + c > 0) and b) The lines ri and r are not parallel for i = 1, 2.
From (10) we get
w(t) =
2∑
i=0
B2i (t)zi
wTvi
=
2t(1− t)
ax0 + by0 + c
.
Let us set k = ax0 + by0 + c, k1 = w
Tv0, and k2 = w
Tv2. From (11) we
obtain
r(t) =
1
w(t)
(
B20(t)
wTv0
u1 +
B21(t)
wTv1
b +
B22(t)
wTv2
u2
)
=
k
2t(1− t)
(
(1− t)2
k1
u1 +
2t(1− t)
k
b +
t2
k2
u2
)
=
k
k1
1− t
2t
u1 + b +
k
k2
t
2(1− t)
u2.
The line r1 is an assymptote. In fact: embedding the vectors and points
in IR3 and applying the following formula “the distance between the point p
and the line x = b + λv is ‖(p− b)× v‖/‖v‖”, we obtain
d(r(t), r1) =
‖(r(t)− b)× u1‖
‖u1‖
=
k
k2
t
2(1− t)
‖u2 × u1‖
‖u1‖
t→0−→ 0.
Similarly, one has limt→1 d(r(t), r2) = 0. Hence r2 is the other assymptote.
Notice that b is the center of the hyperbola because b is the intersection of
the two assymptotes.
The expression for r(t) can be simplified if we observe that
k = d(b, r)
√
a2 + b2
and
k1 = w
Tv0 = (a, b)u1 =
√
a2 + b2‖u1‖ cosφ1 =
√
a2 + b2 cosφ1,
where φ1 is the angle between (a, b)
T and u1 (see Figure 13). Analogously,
denoting by φ2 the angle between (a, b)
T and u2, we get k2 =
√
a2 + b2 cosφ2.
Hence
k
ki
=
d(b, r)
cosφi
= d(ci,b),
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being ci the intersection of r and ri. Thus,
r(t) = d(c1,b)
1− t
2t
u1 + b + d(c2,b)
t
2(1− t)
u2.
Observe that
r(∞) = −1
2
(d(c1,b)u1 + d(c2,b)u2) + b
and taking into account that b− ci = d(ci,b)ui, we get
r(∞) = c1 + c2
2
,
as Figure 13 shows. Also, notice that the shoulder point is
r(1/2) =
1
2
(d(c1,b)u1 + d(c2,b)u2) + b.
The geometric interpretation of the shoulder point is the following: Let qi be
the point such that b is the midpoint of qici (see again Figure 13). Recalling
that b− ci = d(ci,b)ui and b = (ci + qi)/2, we get
r(1/2) =
q1 + q2
2
.
Moreover, if r′ is the symmetric line to r respect to b, we obtain that r′
is tangent to the hyperbola at the shoulder point. This latter fact, again,
shows the importance of the choice of the auxiliary line r in the input of the
Algorithm 2.1.
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