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Abstract
Bayesian inference using Markov Chain
Monte Carlo (MCMC) on large datasets has
developed rapidly in recent years. However,
the underlying methods are generally lim-
ited to relatively simple settings where the
data have specific forms of independence. We
propose a novel technique for speeding up
MCMC for time series data by efficient data
subsampling in the frequency domain. We
demonstrate a speedup of two orders of mag-
nitude while incurring negligible bias com-
pared to MCMC on the full dataset. We also
propose alternative control variates for vari-
ance reduction based on data grouping and
coreset constructions.
1 INTRODUCTION
Bayesian inference has gained widespread use in Statis-
tics and Machine Learning largely due to convenient
and quite generally applicable Markov Chain Monte
Carlo (MCMC) and Hamiltonian Monte Carlo (HMC)
algorithms that simulate from the posterior distribu-
tion of the model parameters.
However, it is now increasingly common for datasets
to contain millions or even billions of observations.
This is particularly true for temporal data recorded by
sensors at increasingly faster sampling rates. MCMC
is often too slow for such big data problems and
practitioners are replacing MCMC with more scal-
able approximate methods such as Variational Infer-
ence (Blei et al., 2017), Approximate Bayesian Com-
putation (Marin et al., 2012) and Integrated Nested
Laplace Approximation (Rue et al., 2009).
Another strand of the literature proposes methods
that speed up MCMC and HMC by data subsampling,
where the costly likelihood evaluation in each MCMC
iteration is replaced by an estimate from a subsam-
ple of data observations (Quiroz et al., 2018b, 2019a;
Dang et al., 2019) or by a weighted coreset of data
points found by optimization (Campbell and Broder-
ick, 2018; Campbell and Beronov, 2019; Campbell and
Broderick, 2019). Data subsampling methods require
that the log-likelihood is a sum, where each term de-
pends on a unique piece of data — a condition satisfied
for completely conditionally independent observations
or for conditionally independent subjects in longitudi-
nal data (with potentially dependent data within each
subject) — but does not hold for general time series
problems.
Our paper extends the applicability of previously pro-
posed subsampling methods to stationary time series.
The method is based on using the Fast Fourier Trans-
form (FFT) to evaluate the likelihood function in the
frequency domain for the periodogram data. The ad-
vantage of working in the frequency domain is that
under quite general conditions the periodogram obser-
vations are known to be asymptotically independent
and exponentially distributed with scale equal to the
spectral density. The logarithm of this so called Whit-
tle likelihood approximation of the likelihood is there-
fore a sum even when the data are dependent in the
time domain. The asymptotic nature of the Whit-
tle likelihood makes it especially suitable here since
subsampling tends to be used for large-scale problems
where the Whittle likelihood is expected to be accu-
rate. Moreover, our algorithm can also be used with
recently proposed refinements of the Whittle likelihood
(Sykulski et al., 2019) which give better likelihood ap-
proximations with smaller datasets.
It is by now well established that Subsampling MCMC
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methods require likelihood estimators with low vari-
ance to be efficient (Quiroz et al., 2019a,b). Vari-
ance reduction is typically achieved by using control
variates that approximate the individual log-likelihood
terms. The second contribution here is to propose two
alternative schemes that may be more robust than the
original control variates for Subsampling MCMC.
The structure of our paper is as follows. Section 2
introduces the necessary frequency domain concepts
and defines the Whittle likelihood. Section 3 gives
an overview of the Subsampling MCMC approach of
Quiroz et al. (2019a) and its two crucial aspects —
variance reduction of the log-likelihood estimator via
the use of control variates, and efficient MCMC sam-
pling via the use of efficient pseudo-marginal sampling.
Section 4 introduces our novel control variate schemes.
Section 5 summarizes the results of experiments on
two examples of models that have previously not been
feasible with large data methods — an Autoregres-
sive Moving Average model and an extension involv-
ing fractional integration. Section 6 concludes by dis-
cussing several possible extensions.
2 DATA SUBSAMPLING USING
THE WHITTLE LIKELIHOOD
2.1 Discrete Fourier Transformed Data
Let {Xt}nt=1 be a covariance stationary zero-mean time
series with covariance function γθ(τ) := EXtXt−τ for
τ ∈ Z, where θ is the vector of model parameters.
The spectral density is the Fourier transform of γθ(τ)
(Lindgren, 2012)
fθ(ω) =
1
2pi
∞∑
τ=−∞
γθ(τ) exp(−iωτ), (1)
where ω ∈ (−pi, pi] is called the angular frequency. The
Discrete Fourier Transform (DFT) of {Xt}nt=1 is the
complex valued series
J(ωk) :=
1√
2pi
n∑
t=1
Xt exp(−iωkt), (2)
for ω1, . . . , ωn in the set of Fourier frequencies
Ω = {2pik/n, for k = −dn/2e+ 1, . . . , bn/2c}.
The DFT is efficiently computed by the Fast
Fourier Transform (FFT). The periodogram I(ωk) :=
n−1|J(ωk)|2 is an asymptotically unbiased estimate of
fθ(ωk).
2.2 Frequency Domain Asymptotics
The DFT in (2) is a linear transformation that acts
like a weighted average of time-domain data. A cen-
tral limit theorem can therefore be used to prove
that J(ωk) are asymptotically complex Gaussian un-
der quite general conditions (Shao et al., 2007, Corol-
lary 2.1). Moreover, the real and imaginary parts
are asymptotically independent and the scaled peri-
odogram ordinate I(ωk)/fθ(ωk) is asymptotically dis-
tributed as χ22/2, or equivalently, a standard exponen-
tial variable. The exceptions are at the frequencies
ωk = 0 and ωk = pi where I(ωk)/fθ(ωk) ∼ χ21 asymp-
totically. The orthogonality of the Fourier bases at the
Fourier frequencies also means Cov(I(ωk1), I(ωk2)) =
O(n−1) for any two distinct Fourier frequencies
ωk1 , ωk2 ∈ Ω. Hence, under mild conditions we
have the following asymptotic distribution of the peri-
odogram (Shao et al., 2007, Corollary 2.1)
I(ωk) ∼ Exp(fθ(ωk)), k = 1, . . . , n, (3)
independently as n→∞, with the exponential distri-
bution in the scale parameterization, i.e., parameter-
ized by its mean. The asymptotic distribution of the
periodogram ordinates in (3) motivates the Whittle
log-likelihood (Whittle, 1953)
`W (θ) = −
∑
ωk∈Ω
(
log fθ(ωk) +
I(ωk)
fθ(ωk)
)
. (4)
For real-valued data, both fθ(ωk) and I(ωk) are sym-
metric about the origin, so the Whittle log-likelihood
can be evaluated by summing only over the positive
frequencies, multiplying each term by two. Also, for
demeaned data, the term for ωk = 0 can be removed.
For the purposes of enabling scalable Bayesian infer-
ence methods, the Whittle log-likelihood has several
desirable properties:
• The periodogram does not depend on the parame-
ter vector θ and can therefore be computed before
the MCMC at a cost of O(n log n) via the Fast
Fourier Transform algorithm. After this one-time
cost, likelihood evaluations have the same O(n)
cost as for independent data.
• The Whittle log-likelihood is a sum in the fre-
quency domain and is therefore amenable to sub-
sampling using the same algorithms developed for
independent data in the time domain.
• As the Whittle log-likelihood relies on large sam-
ple properties of the periodogram, it is suited to
big data situations where Subsampling MCMC
and related methods are used.
In the sequel, the term log-likelihood refers to the
Whittle log-likelihood, and n to be the number of
unique summands in (4) — i.e., we assume the DFT
has been performed and we are working in the fre-
quency domain.
3 SUBSAMPLING MCMC
3.1 MCMC with an estimated likelihood
Let pi(θ) ∝ Ln(θ)p(θ) denote the posterior distribu-
tion from a sample of n observations with likelihood
function Ln(θ). MCMC and HMC algorithms sample
iteratively from pi(θ) by proposing a parameter vector
θ(j) at the jth iteration and accepting it with proba-
bility
min
{
1,
Ln(θ
(j))p(θ(j))
Ln(θ
(j−1))p(θ(j−1))
· g(θ
(j−1)|θ(j))
g(θ(j)|θ(j−1))
}
, (5)
where g(·|·) is the proposal distribution. Repeated
evaluations of the likelihood in the acceptance prob-
ability are costly when n is large. Quiroz et al.
(2019a) propose speeding up MCMC for large n by
replacing Ln(θ) with an estimate L̂(θ,u) based on
a small random subsample of m  n observations,
where u = (u1, ..., um) indexes the selected observa-
tions. Their algorithm samples θ and u jointly from
an extended target distribution p˜i(θ,u). Andrieu et al.
(2009) prove that such pseudo-marginal MCMC al-
gorithms sample from the full-data posterior pi(θ) if
the likelihood estimator is unbiased; i.e., EuL̂(θ,u) =
Ln(θ). Quiroz et al. (2019a) use an unbiased estima-
tor of the log-likelihood ̂`(θ,u) and subsequently de-
bias exp(̂`(θ,u)) to estimate the full-data likelihood.
Although the debiasing approach in general cannot re-
move all bias, their pseudo-marginal sampler is still a
valid MCMC algorithm, targeting a slightly perturbed
posterior which is shown to be within O(n−1m−2) to-
tal variation distance of the true posterior. See Quiroz
et al. (2018b) for an alternative completely unbiased
likelihood estimator and Dang et al. (2019) for a HMC
extension.
3.2 Estimators based on control variates
Assume that the log-likelihood decomposes as a sum
`(θ) =
∑n
k=1 `k(θ); either by assuming independent
data or by using the Whittle likelihood in the fre-
quency domain for temporally dependent data. A
naive estimator of the log-likelihood is
̂`
naive(θ) :=
n
m
m∑
i=1
`ui(θ),
where u1, . . . , um
iid∼ Unif({1, . . . , n}) and we suppress
dependence on u in the notation for ̂` for notational
clarity. This estimator typically has large variance and
is prone to occasional gross overestimates of the likeli-
hood causing the MCMC sampler to become stuck for
extended periods and thus become very inefficient.
Quiroz et al. (2019a) propose using a control variate
to reduce the variance in the so-called difference esti-
mator
̂`
diff(θ) :=
n∑
k=1
qk(θ) +
n
m
m∑
i=1
(
`ui(θ)− qui (θ)
)
, (6)
where u1, . . . , um
iid∼ Unif({1, . . . , n}). The qk(θ) is the
control variate for the kth observation. It is evident
from (6) that the variance of ̂`diff is small when the
qk(θ) approximates `k(θ) well. Quiroz et al. (2019a)
follow Bardenet et al. (2017) and propose using a sec-
ond order Taylor expansion of `k(θ) around some cen-
tral value θ? as the control variate:
qk(θ) := `k(θ
?)+∇θ`k(θ?)>(θ − θ?)
+
1
2
(θ − θ?)>∇2θ`k(θ?)(θ − θ?).
One advantage of this control variate is that the other-
wise O(n) term ∑ni=1 qi(θ) can be computed at O(1)
cost; see Bardenet et al. (2017).
3.3 Block Pseudo-Marginal Sampling
The acceptance probability in (5) reveals that it is ac-
tually the variability of the ratio of estimates at the
proposed and current draw that matters for MCMC ef-
ficiency (Deligiannidis et al., 2018). Tran et al. (2016)
propose a blocked pseudo-marginal scheme for sub-
sampling that partitions the indicators in B blocks
u = (u1, ...,uB) and only updates one of the blocks in
each MCMC iteration. Under simplifying assumptions
Lemma 2 in Tran et al. (2016) shows that blocking
induces a controllable correlation between subsequent
estimates in the MCMC of the simple form
Corr(̂`(θ(j)), ̂`(θ(j−1)) ≈ 1− 1/B.
4 Alternative Control Variates via
Grouping
The control variates presented in Section 3.2 are only
good approximations if the individual log-likelihood
terms, `k(θ), are approximately quadratic or ||θ−θ?||
is sufficiently small. We propose two new control vari-
ates that may be preferable when this is not the case.
4.1 Grouped Quadratic Control Variates
Rather than sampling individual observations, we can
sample observations in groups. The advantage of sam-
pling groups is that the quadratic control variates
are expected to be more accurate for the group as a
whole compared to individual observations. The rea-
son is that the Bernstein-von Mises theorem (asymp-
totic normality of the posterior) suggests an approx-
imately quadratic log-likelihood for the group pro-
vided the number of observations in the group is large
enough; see Tamaki (2008) for a Bernstein-von Mises
theorem specifically for the Whittle likelihood.
Let G be a partition of the set of indices U = {1, ..., n}
into |G| groups G1, . . . , G|G|; i.e. U = ∪|G|k=1Gk, where
Gk is the set of data indices associated with the kth
group. Similarly, write
`Gk(θ) :=
∑
i∈Gk
`i(θ)
for the sum of log-likelihood terms corresponding to
the observations in the kth group, noting that ` =
`∪kGk =
∑
k `Gk . Since `Gk(θ) is based on |Gk| obser-
vations we expect it to be closer to a quadratic function
than the `i(θ) of belonging to the individual samples
in the group. Now, define the control variate for group
Gk as
qGk(θ) := `Gk(θ
?)+∇θ`Gk(θ?)>(θ − θ?)
+
1
2
(θ − θ?)>∇2θ`Gk(θ?)(θ − θ?),
where the same θ? is used for all groups. The grouped
difference estimator for a sample of m groups is then
̂`
gr(θ) :=
|G|∑
k=1
qGk(θ) +
|G|
m
m∑
i=1
(
`Gui (θ)− qGui (θ)
)
,
(7)
where u1, . . . , um
iid∼ Unif({1, . . . , |G|}).
4.1.1 Grouped Coreset Control Variates
When the grouped log-likelihoods are far from
quadratic, we propose an alternative method using
Bayesian Coresets (Huggins et al., 2016) to construct
control variates. An advantage of this approach is that
it is unnecessary to select a central point θ∗, nor rely
on a quadratic expansion function which may be un-
suitable.
Bayesian Coresets replace the true log-likelihood `(θ)
with the approximation `cs(θ) =
∑n
k=1 wk`k(θ),
where w is a sparse vector with a number of non-zero
elements that is much less than n. Let pi denote some
weighting distribution that has the same support as the
posterior and can easily be sampled from — for exam-
ple a Gaussian based on Laplace approximation, or the
empirical distribution of samples from an MCMC on a
smaller data set. The log-likelihood approximation `cs
is constructed using a greedy algorithm, which, after
M steps, provides an approximate solution to
argminw∈Rn
{
Epi
[
(`(θ)− `cs(θ))2
]}
subject to the constraints that wk ≥ 0 for k = 1, . . . , n,
and
∑n
k=1 I{wk > 0} ≤M , whereM is a user-specified
number of iterations in the coreset optimization pro-
cedure. We use the Greedy Iterative Geodesic Ascent
(GIGA) method in Campbell and Broderick (2018) for
tackling the optimization.
We propose approximating the group log-likelihoods
`Gk(θ), k = 1, . . . , |G|, by a separate coreset approxi-
mation for each group. We can use the grouped differ-
ence estimator in (7) with coreset approximations as
control variates for each respective group. The coreset
control variates are attractive as by design they ap-
proximate `Gk(θ) well for each group. While the con-
struction of coreset control variates requires |G| runs
of the coreset procedure, each is only on a group of
the dataset, so the overall effort is roughly that of the
standard coreset approach, or less if run in parallel.
5 EXPERIMENTS
5.1 Settings and Performance Measures
There are many ways to partition the dataset into
groups for the control variates. We use the same
amount of samples for each group. The kth group is
chosen by starting with the kth lowest frequency and
then systematically sampling every |G| frequency after
that. This way we ensure that each group contains pe-
riodogram ordinates across the entire frequency range.
The homogeneity of the groups makes it possible to use
the same θ? for all groups.
For the choice of weighting function in the coreset ap-
proximation, we use the Laplace approximation of the
posterior, truncated to the region of admissible param-
eters. Each coreset is fitted using the GIGA algorithm
for M = 200 iterations, using 500 random projections;
see Campbell and Broderick (2018) for details. We
note that the mode used in the Laplace approximation
comes with no extra cost compared to full-data MCMC
as the latter uses the mode as a starting value for the
sampler and to build the covariance matrix of the ran-
dom walk Metropolis proposal. Likewise, the Taylor
control variates are constructed using the mode as θ?.
Therefore, this part of the start-up cost is assumed to
be the same for all algorithms. However, both con-
trol variates have additional start-up costs compared
to full-data MCMC. The coreset control variate needs
to perform the GIGA optimization, which makes M
sweeps of the full dataset, using Mn density evalu-
ations. As discussed above, this can in practice be
done in parallel for each group, where each group uses
M |Gk| observations. Recall that n =
∑
k |Gk|, which
explains the cost of Mn density evaluations. The Tay-
lor control variate requires summing all the qk once
(first term in (6)), hence adding n to the total cost.
For simplicity, assume all groups have the same num-
ber of observations G = |Gk|. During run time, full-
data MCMC requires n density evaluations in each it-
eration, whereas the Taylor control variate mG and
the coreset control variate mG +
∑|G|
k=1 gk, where the
second term is the cost of evaluating the summation of
all qGk(θ), which is much faster than full-data MCMC
if the coreset size gk is small in relation to |Gk|.
We follow Quiroz et al. (2019a) and use the computa-
tional time (CT) as our measure of performance. This
measure balances the cost (number of density evalu-
ations as discussed above) and the efficiency of the
Markov chain. It is defined as
CT := IF× number of density evaluations,
where the inefficiency factor (IF) is proportional to the
asymptotic variance when estimating a posterior mean
based on MCMC output. The IF is interpreted as the
number of (correlated) samples needed to obtain the
equivalent of a single independent sample. It is con-
venient to measure the cost using density evaluations
since it makes the comparisons independent of the im-
plementation. We use the CODA package (Plummer
et al., 2006) in R to estimate IF. Our measure of in-
terest is the relative CT (RCT) which we define as the
ratio between the CT of full-data MCMC and that of
the subsampling algorithm of interest. Hence values
larger than 1 mean that the subsampling algorithm is
more efficient when balancing computing cost (density
evaluations) and statistical efficiency (variance of the
posterior mean estimator).
The following two examples use parametric models tra-
ditionally considered in the time domain. However, in
a Bayesian setting the Whittle likelihood has been used
for both semi-parametric and non-parametric spectral
density estimation, see for example Carter and Kohn
(1997), Choudhuri et al. (2004), and Edwards et al.
(2019).
5.2 ARMA
The first example considers the Autoregressive Moving
Average (ARMA) model, a classic parsimonious model
for univariate time series.
For non-negative integers, q and p, define the lag poly-
nomials φq(L) := 1 − φ1L − · · · − φqLq, and θp(L) :=
1 + θ1L+ · · ·+ θpLp, where L is the lag operator, that
is, Lk(Xt) = L(Xt−k). The ARMA model is
φq(L)(Xt − µ) = θp(L)εt, ε1, . . . , εn iid∼ N (0, σ2).
The process {Xt} stationary if and only if the roots
of φq(L) lie outside of the unit circle in the complex
plane, and in this case has spectral density (see for
example Brockwell and Davis, 2016, Ch.4)
f(ω) =
σ2
2pi
∣∣∣∣ θp(e−iω)φq(e−iω)
∣∣∣∣2 .
As an alternative to performing MCMC over the some-
what complicated non-linear constraint on the autore-
gressive parameters, we reparameterize the autoregres-
sive parameters in terms of its partial autocorrelations
as in Barndorff-Nielsen and Schou (1973), which we
denote by φ˜q := (φ˜1, . . . , φ˜q), so that |φ˜k| < 1, for
k = 1, . . . , q implies stationarity. We perform the same
reparameterization to θq to obtain θ˜q, which ensures
the ARMA process is invertible provided that the con-
straint |θ˜k| < 1 for k = 1, . . . , p is satisfied.
We use hourly temperature data for the city of Van-
couver during the years 2012 to 2017 sourced from
openweathermap.org. The original series is first de-
composed and its trend and yearly seasonal effect are
removed, using the stl function in R. After this, we
confirm that the series passes the Augmented Dickley-
Fuller and Phillips-Perron unit-root tests for stationar-
ity. The final time series is of length n = 44001, yield-
ing a likelihood with n = 2.2× 104 frequency terms.
We employ the auto.arima function in the Forecast
(Hyndman and Khandakar, 2008) package in R which
uses a stepwise procedure to choose the order of the
autoregressive and moving average parameters. As a
result, we choose to fit an ARMA(2, 3) model.
In addition to the partial autocorrelation reparameter-
ization defined above, we apply a log-transformation
to σ2. We impose priors on the transformed parame-
ters — φ˜q ∼ Unif
(
(−1, 1)q), θ˜p ∼ Unif((−1, 1)p), and
log(σ2) ∼ N (0, 1).
Figure 1 shows the kernel density estimates obtained
from 104 MCMC samples using full-data MCMC and
Spectral Subsampling MCMC with the grouped Taylor
control variate. The bias due to subsampling is negli-
gible. Figure 2 reports the relative computational time
for all six parameters — showing that our method in-
troduces close to two orders of magnitude speedup on
this example.
Figure 3 plots the posterior mean of the spectral den-
sity obtained by Spectral Subsampling MCMC, over-
layed on the periodogram. We note that the plot is
indistinguishable from that in Figure 3 when using the
samples from the full-data MCMC (not shown here).
0.80 0.85 0.90
pi
(φ
1
)
φ1
MCMC
Taylor
0.4 0.6
pi
(θ
1
)
θ1
0.05 0.06
pi
(θ
3
)
θ3
0.75 0.76
pi
(σ
2
)
σ2
Figure 1: Kernel Density Estimates of some marginal
distributions for the ARMA example — note that the
incurred bias from subsampling is negligible. Results
for the other marginal distributions are similar.
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Figure 2: Relative computational time for the ARMA
example (larger is better). Results are relative to full-
data MCMC.
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MCMC posterior mean spectral density for the ARMA
example.
5.3 FRACTIONALLY INTEGRATED
TIME SERIES
The second example fits a Autoregressive Fractionally
Integrated Moving Average (ARFIMA) model, a gen-
eralization of the ARMA model considered in the pre-
vious example, using simulated data.
Define the fractional differencing operator (see for ex-
ample, Granger and Joyeux, 2008)
(1− L)d :=
∞∑
j=1
Γ(j − d)
Γ(j + 1)Γ(−d)L
j ,
where d ∈ (− 12 , 12 ) is called the fractional integration
parameter. The ARFIMA(q, d, p) process is defined as
φq(L)(1−L)d(Yt−µ) = θp(L)εt, ε1, . . . , εn iid∼ N (0, σ2).
Analogously to the ARMA process, the ARFIMA pro-
cess is stationary for any d ∈ (− 12 , 12 ) if and only if the
roots of φq(L) = 0 lie outside of unit circle in the com-
plex plane. The spectral density of the process then
exists, and is given by (Brockwell and Davis, 2016,
Ch.7)
f(ω) =
σ2
2pi
∣∣1− e−iω∣∣−2d ∣∣∣∣ θp(e−iω)φq(e−iω)
∣∣∣∣2 . (8)
The ARFIMA process is of particular interest as it
possesses long-memory, i.e.,
∑∞
k=−∞ |γ(k)| = ∞ for
0 < d < 0.5.
To test our proposed methodology, we employ two sim-
ulated ARFIMA(2,0.4,1) time series generated using
the ARTFIMA package (Sabzikar et al., 2019) in R.
Two datasets are simulated using parameters φ2 =
(φ1, φ2) = (0.45, 0.1), θ = 0.4, and d = 0.4. Figure 4 il-
lustrates the qualitative difference between an ARMA
and ARFIMA model, showing both models simulated
with the same autoregressive and moving average pa-
rameters given above.
We use the same priors for the AR, MA, and vari-
ance parameters as in the last example. For the
fractional integration parameter d, we apply a scaled
Fisher transformation d˜ := arctanh(2d) and specify
d˜ ∼ N (0, 1), which implies a weakly informative prior
on d = 0.5 tanh(d˜) in the region
(− 12 , 12).
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Figure 4: The long-memory property induced by frac-
tional integration results in the ARFIMA process hav-
ing more pronounced trends.
SERIES 1 — 105 Frequencies
The first series is of length 2×105 +1, yielding n = 105
frequency terms. We use this example to compare the
posterior distribution of the full-data MCMC to that
of the subsampling algorithms with the different con-
trol variates. Our aim is to test if the subsampling
approximation accurately recovers a distribution close
to the Whittle posterior of the full-data. Figure 5 con-
firms the accuracy. Note that the true parameters are
recovered.
Figure 6 shows the RCT, illustrating that the coreset
control variate does not provide much improvement
compared to full-data MCMC. This is because we have
a small number of observations per group and the core-
set is relatively large in comparison (an average size of
approximately 20, i.e. 20% of |Gk|). It is our experi-
ence that better coreset results are obtained for larger
sizes of the initial groups (as illustrated shortly in the
second part of this example).
We compute the variance of the log-likelihood estima-
tor using the ungrouped control variate and grouped
control variates using different group sizes. Table 1
shows the variance reduction obtained by grouping;
see the caption for details. The grouping is expected
to be more effective in terms of variance reduction if
the model is more complex. Finally, Figure 7 con-
firms that the spectral density corresponding to the
posterior mean of samples obtained by Spectral Sub-
sampling MCMC matches the known spectral density
(recall that the data is simulated and thus the true
spectral density is known).
SERIES 2 — 106 Frequencies
The second series is of length 2 × 106 + 1, yielding
n = 106 frequency terms in the Whittle likelihood.
As mentioned, for the previous series the coreset con-
|G| (n/|G|) 105 (1) 104 (10) 103 (100)
min 1 1.02 1.03
median 1 1.07 1.20
max 1 2.71 3.82
Table 1: Relative variance of log-likelihood estimator
over 102 draws from the posterior for the ARFIMA
example (larger is better). The results are shown for
different number of groups (number of observations
per group specified in parenthesis). The results are
relative to no grouping, i.e., 105 (1))
trol variate did not yield much improvement since the
number of observations per group was small relative
to that of the coreset. By increasing the number of
frequency terms we now have larger groups and there-
fore the relative overhead cost of evaluating the coreset
for each group decreases. Figure 8 shows a large im-
provement over Figure 6 for the coreset control variate,
although the Taylor control variate remains the best
for this problem.
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Figure 5: Kernel Density Estimates of all marginal dis-
tributions except φ1 for the ARFIMA example — note
that the incurred bias from subsampling is negligible.
6 Discussion
We introduce novel methods allowing efficient
Bayesian inference in stationary models for large time
series datasets. The idea is simple and elegant: over-
come the lack of independence in the data by trans-
forming them to the frequency domain where they
are independent. This work is, to our knowledge, the
first to extend scalable MCMC algorithms to models
with temporal dependence. The focus here is on Sub-
sampling MCMC, but the ideas introduced here can
be directly applied to many other scalable inference
methods involving subsampling and coresets, as well
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Figure 6: Relative computational time for the
ARFIMA example (larger is better) with n = 105.
Results are relative to full-data MCMC.
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Figure 7: Periodogram, True Spectral Density, and
Spectral Subsampling MCMC posterior mean spectral
density for the ARFIMA example.
as algorithms that produce exact inferences (Quiroz
et al., 2018b,a; Cornish et al., 2019). Subsampling
of periodogram frequencies also extend beyond the
MCMC setting, for example to Doubly Stochastic Vari-
ational Inference (Titsias and La´zaro-Gredilla, 2014).
We also introduce novel control variate schemes based
on grouping and coresets to improve the robustness of
Subsampling MCMC.
In terms of further extensions to different models, one
promising avenue is to extend our methods to vector
valued and/or locally stationary processes. Dahlhaus
et al. (2000) define a suitable analogue to the univari-
ate Whittle likelihood for these cases. Finally, it has
not escaped our notice that our approach can be di-
rectly extended to spatial and spatio–temporal data
using the multidimensional DFT.
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Figure 8: Relative computational time for the
ARFIMA example (larger is better) with n = 106.
Results are relative to full-data MCMC.
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