Abstract. We address the state reachability problem in concurrent programs running over the TSO weak memory model. This problem has been shown to be decidable with non-primitive recursive complexity in the case of finite-state threads. For recursive threads this problem is undecidable. The aim of this paper is to provide under-approximate analyses for TSO systems that are decidable and have better (elementary) complexity. We propose three bounding concepts for TSO behaviors that are inspired from the concept of bounding the number of context switches introduced by Qadeer and Rehof for the sequentially consistent (SC) model. We investigate the decidability and the complexity of the state reachability problems under these three bounding concepts for TSO, and provide reduction of these problems to known reachability problems of concurrent systems under the SC semantics.
Introduction
Sequential consistency is the standard interleaving model for shared memory concurrent programs, where computations of a concurrent programs are interleaved sequences of actions of the different threads, performed in the same order as they appear in the program. However, for performance reasons, modern multi-processors do not preserve in general the program order, that is, they may actually reorder actions executed by a same thread. This leads to so-called weak or relaxed memory models. One of such models is TSO (Total Store Order), which is adopted for instance in x86 machines [36] . In TSO, write operations can be delayed and overtaken by read operations. This corresponds to the use of FIFO store buffers, one per processor, where write operations wait until they are committed in the main memory. Writes are therefore not visible immediately, which may lead to undesirable behaviors since older values than expected may be read along program computations.
Actually, for data-race free programs it can be shown that weak memory models such as TSO induce the same semantics as SC, that is, all possible computations under TSO are also possible under SC [35, 4, 5, 9, 18, 31, 21] . However, data-race-freedom cannot be ensured in all situations. This is for instance the case for low level lock-free programs used in many concurrency libraries and other performance-critical system services. The design of such algorithms, which must be aware of the underlying memory model, is in general extremely difficult due to the unintuitive and hard to predict effects of the weak memory models. Therefore, it is important to develop automatic verification techniques for programs running on such memory models.
In this paper, we focus on the TSO model and we address the state reachability problem, i.e., whether a state of the program (composed by the control locations of the threads and the memory state) is reachable from an initial state. This problem is of course relevant for checking (violations of) safety properties. To reason about programs running over TSO, we adopt an operational model based on parallel automata with unbounded FIFO queues representing the store buffers. The automata model the threads running on each of the processors. These automata are finite-state when programs do not have recursive procedure calls. For the case of recursive programs, threads are modeled using pushdown automata (automata with unbounded stacks). Note that our models have unbounded stacks and unbounded queues. In fact, although these structures are necessarily finite in actual machines, we may not assume any fixed bound on their size, so a finite-state model would not be sufficient to reason about the correctness of a general algorithm for all possible values of these bounds.
Even for finite-state processor threads, the decidability of the state reachability problem under TSO is not trivial due to the unboundedness of the queues. However, it has been shown that this problem is actually decidable, but unfortunately with very high complexity [11] . Indeed, the complexity of state reachability jumps from PSPACE for SC to non-primitive recursive for TSO. As for the case of recursive programs, it is easy to prove that the problem is undecidable as for SC. Therefore, it is important to investigate conditions under which the complexity of this problem becomes elementary, and for which decidability can be obtained even in the case of recursive programs. The approach we adopt in this paper for this purpose is based on the idea of bounding the number of context switches that has been used for the analysis of shared memory concurrent programs under SC [34] .
An important issue is to define a suitable notion of context in the case of TSO systems that offers a good trade-off between coverage, decidability and complexity. The direct transposition of the definition for SC to this case consists in considering that a context is a computation segment where only one processor thread is active. This processor-centric definition does not restrict the behavior of the memory manager which can execute at any time write operations taken from any store buffer. A memory-centric definition, that is the dual of the previous one, considers that in a context only one store buffer is used for memory updates, without restricting the behaviors of the processor threads. Finally, a combination of the two previous definitions leads to a notion of context where only one processor thread is active, and only its store buffer can be used for memory updates. Notice that the three definitions above coincide with the one for SC when all write operations are immediately executed (i.e., the store buffers are of size 0).
We study the decidability and complexity of the analyses corresponding to these three definitions, named pc-CBA, mc-CBA, and pmc-CBA, for processor, memory, processor-memory centric context-bounded analysis, respectively. In terms of behavior coverage, pc-CBA and mc-CBA are incomparable, and both of them subsume clearly pmc-CBA.
Actually, pmc-CBA coincides with the analysis that we have introduced and studied in [13] . Interestingly, this analysis can be reduced linearly to the contextbounded analysis for SC, and therefore both analysis have the same decidability and complexity characteristics. In addition to the fact that this analysis is decidable and has an elementary complexity (as opposed to the general TSO reachability analysis which is non-primitive recursive as mentioned above), a nice feature of this reduction is that the resulting analysis does not need explicit representation for the contents of the queues. It is possible to show that the content of the queue can be simulated in this case by adding a linear number of additional copies of the global variables. Also, our result allows to use for analyzing programs under TSO all the techniques and tools developed for SC context-bounded analysis, especially those based on code to code translations to sequential programs [28, 26] .
Then, the main contributions of this paper concern the decidability and complexity of the other two more powerful analyses pc-CBA and mc-CBA. First, we prove that in the case of finite-state processor threads, the pc-CBA is decidable with an elementary complexity. The complexity upper bound we have is polynomial in the size of the state space of the program (product of the thread automata and the memory state) and doubly exponential in the number of contexts. The proof is based on a reduction to the reachability problem of bounded-reversephase multiply pushdown automata (brp-MPDA). These models are multi-stack automata where all computations have a bounded number computation segments called reverse-phases, and within each of these segments only one stack can be used in a non-restricted way, while all the others can only be used for pop operations [32] . The name of reverse-phase is by opposition to the name of phase, used in a preceding work introducing bounded-phase multiply pushdown automata (bp-MPDA) [24] , where again only one stack is unrestricted while the others can only be used for push operations. The decidability of the reachability problem in bp-MPDA and brp-MPDA has been established in [24] and [32] , respectively.
The reduction from TSO systems to brp-MPDA is far from being trivial. The difficulty is, for each context, in order to simulate with a stack the FIFO queue representing the store buffer of the active threads. A naive way to do it would use an unbounded number of reverse-phases (for stack rotations). We show, and this is the tricky part of the proof, that this is actually possible with only one stack rotation for each context, due to the particular semantics of the store buffers. For the case of recursive threads, we prove that however, the pc-CBA is surprisingly undecidable. Furthermore, we prove that the mc-CBA has the same decidability and complexity characteristics as the pc-CBA. The decidability is in this case obtained by a reduction to the bp-MPDA mentioned above, and the undecidability is established following the same lines as in the previous case.
Related work: Context-bounded analysis has been introduced in [34] as an underapproximate analysis for bug detection in multithreaded programs. It has been subsequently widely studied and extended in several works, e.g., in [28, 25, 26, 14, 16] . All these works consider the SC semantics. Our work extends this kind of analysis to programs running over weak memory models.
The decidability and the complexity of the state reachability problem for TSO (without restriction on the behaviors) and for other weak memory models (such as PSO) have been established in [11, 12] . We are not aware of other work investigating the decidability and complexity results of the state reachability problem for weak memory models.
Testing and bounded model checking algorithms have been proposed for TSO in [19, 20, 7] . These methods cannot cover sets of behaviors for arbitrary sizes of the store buffers. Algorithmic methods based on abstractions or on bounding the size of store buffers are proposed in [23, 6, 2, 1, 3] . In [30] , a regular model checking-based approach, using finite-state automata for representing sets of store buffer contents is proposed. The analysis delivers the precise set of reachable configurations when it terminates, but termination is not guaranteed in general.
Checking (trace-)robustness against TSO, i.e., whether all traces of a given program running over TSO are also traces of computations over SC, has been addressed in [33, 8, 17, 15] . This problem has been shown to be decidable in [17] and to be polynomially reducible to state reachability for SC in [15] . Tracerobustness and (safety-)correctness for SC imply correctness for TSO, but the converse in not true.
Concurrent Pushdown Systems
In this section we define concurrent pushdown systems (Cpds) with two semantics: Sequential Consistency (Sc) and Total-Store-Order (Tso). Moreover, we define a behaviour-language reachability problem for them.
Memory model
where Var is a finite set of variable names, D is a finite domain of all variables in Var , η 0 : Var → D is an initial valuation, and T is a finite set of thread names. The set of memory operations M op is defined as the smallest set containing the following:
We define the action function act M : M op → {nop, read , write, atomicRW } that maps each memory operation in its type. The size of a memory model M , denoted |M |, is |M op | + |D| + |Var |.
Below, we give the Sc and Tso semantics for a memory model. [nop] op = nop, and η = η ;
Total Store Order (Tso): In Tso, each thread t ∈ T is equipped with a FIFO queue σ t to store write operations performed by t. When t writes value d into variable x, the pair (x, d) is enqueued into σ t . Write operations stored in queues will affect the content of the shared variables only later in time: a pair (x, d) is non-deterministically dequeued from one of the queues and only at that time d is written into x, hence visible to all the other threads. Conversely, when t reads from x, the value that t recovers is the last value that t has written into x, provided that this operation is still pending in σ t ; otherwise, the returned value for x is that stored in the memory.
Formally, a Tso-configuration of M is a tuple C M = η, {σ t } t∈T , where η : Var → D is a valuation map, and σ t ∈ (Var × D)
* for every t ∈ T . C M is initial if η = η 0 and σ t = for every t ∈ T (where denotes the empty word). Let C = η, {σ t } t∈T and C = η , {σ t } t∈T be two Tso-configurations of M . There is a Tso-transition from C to C on op ∈ (M op ∪ {mem}) performed by thread t, denoted C [nop] op = nop, η = η, and σ h = σ h for every h ∈ T ;
[read] op = r(x, d), C = C, and either
, and σ h = σ h for every h ∈ (T \ {t}).
Concurrent Pushdown Systems
We start with pushdown systems which are meant to model a recursive thread.
Pushdown Systems: A pushdown system (pds) is a tuple A = (Q, q 0 , Γ, ∆) where Q is a finite set of control states, q 0 ∈ Q is the initial state, Γ is a finite stack alphabet, and ∆ = ∆ int ∪ ∆ push ∪ ∆ pop is the set of A moves, with
There is a transition from q, γ to a configuration q , γ
q , γ , if one of the following holds:
We define an action map act A : ∆ → {int, push, pop} where act
Concurrent Pushdown Systems: A concurrent pushdown system (Cpds) is composed by a finite number of pds-one per thread-which communicate through a memory model M according to the Sc or the Tso semantics.
Syntax. A Cpds over a finite set of thread names T and memory model
The size of a Cpds A with memory M is |M | · t∈T |A t |. A Cpds A over T is a concurrent finite state system (Cfss) if for every t ∈ T , thread A t of A is a fss.
Semantics. For Mem ∈ {Sc,Tso}, a Mem-configuration of A is a pair C = {C t } t∈T , C M , where C t is an A t configuration and C M is a Mem-configuration of M . Further, C is initial if for every t ∈ T , C t is the initial configuration of A t , and C M is the initial Mem-configuration of M .
Define Act T = {int, push, pop} and Act M = {nop, read , write, atomicRW }. [memory transition only] a = nop, b = op = mem, and C t = C t .
Reachability problem
C n for some n ∈ N, where C 0 is the initial Mem-configuration of A. We define the behaviour of π as the sequence beh(π) = (a 1 , b 1 , t 1 )(a 2 , b 2 , t 2 ) . . . (a n , b n , t n ). For a behaviour language B ⊆ Act * , a Mem-configuration C of A is B-reachable if there exists a Mem-run π of A such that C = C n and beh(π) ∈ B. We say that C is reachable in A if C is (Act * )-reachable in A.
Reachability problems for Cpds. Given a Cpds A, a Mem-configuration C of A with Mem ∈ {Sc,Tso}, and a behaviour language B ⊆ Act * , the reachability problem asks whether C is B-reachable in A.
It is well know that the reachability problem is undecidable for Scconfigurations with behaviour language Act * , as 2 stacks suffice to simulate Turing machines. Furthermore, since Cpds with Tso semantics can simulate Cpds with Sc semantics, the reachability problem is also undecidable for Tsoconfigurations (and behaviour language Act * ). However, if we restrict to Cfss, the reachability problem is non-primitive recursive [11] .
In the rest of the paper we consider several behaviour languages B in which we study the decidability and complexity of the reachability problem.
Processor-centric Context-Bounded Analysis
In this section we consider processor-centric context-bounded analysis (pc-CBA) for Cpds with Tso semantics. A pc-context of a Cpds A is a contiguous part of an A run where only transitions from one thread and the memory are allowed. We study both the decidability and the complexity of the reachability problem for Cpds and Cfss under the Tso semantics up to a given number of pc-contexts. We show that the problem is undecidable for Cpds, and decidable with elementary complexity for Cfss.
Formally, let A be a Cpds over a set of thread names T and shared-memory M , and let k be a positive integer. For t ∈ T we define L t as the pc-context behaviour language ((Act
, is the set of all words w ∈ Act * which can be factorized as w 1 w 2 . . . w k , where for every i ∈ [k], w i ∈ L ti , for some thread t i ∈ T . Given a Tso-configuration C of A, the k pc-context reachability problem is the problem of deciding whether C is L k T -reachable in A. In the rest of the section we prove the following 2 theorems. Theorem 1. For any k ∈ N with k ≥ 5, the k pc-context reachability problem for Cpds under Tso is undecidable.
Theorem 2. For any k ∈ N, the k pc-context reachability problem for a Cfss A under Tso is solvable in double exponential time in the size of A and k.
Proof of Theorem 1
The undecidability results is given by a reduction from the emptiness problem of the intersection of two context-free languages [22] : for any two pda A 1 and A 2 , we define a Cpds A that can reaches under Tso a special control state within 5 pc-contexts iff there is a word accepted by both A 1 and A 2 .
A pushdown automaton (pda) over a finite alphabet Σ is a tuple D = (Q, q 0 , Γ, ∆ Σ , F ), where ∆ Σ ⊆ ∆ × Σ, E = (Q, q 0 , Γ, ∆) is a pds, and F ⊆ Q. A word w = a 1 a 2 . . . a n ∈ Σ * is accepted by B iff there is a sequence
, and C n = q f , γ for some q f ∈ F and γ ∈ Γ * . Define L(B) to be the set of all words in Σ * accepted by B. Let A 1 and A 2 be two pda over Σ. For simplicity's sake, we assume that
. Below we give a concise description of each thread t i . We assume that all threads (1) never read or write $ into a variable, and (2) never read consecutively the same symbol from the same variable.
-The description of t 1 is split in two stages. In the first stage, t 1 non deterministically generates a word w 1 = a 1 a 2 . . . a n ∈ Σ + , one symbol at a time. Each symbol is also pushed into t 1 's stack and simultaneously written into x 1 . After the first stage, t 1 has w R 1 stored in its own stack.
-Thread t 2 , reading symbols from x 1 , simulates the pda A 1 . Every symbol read from x 1 is also written into variable x 2 . Nondeterministically, t 1 stops the simulation whenever A 1 reaches a final state and enters the special control state @. Let w 2 be the word composed by the sequence of symbols read by t 2 from x 1 . Note that, w 2 is a sub-word of w 1 (w 2 ⊆ w 1 ). -Thread t 3 acts the same as t 2 except that it simulates A 2 and reads from variable x 2 and writes into x 3 . Let w 3 be the word read by t 3 from x 2 . It is easy to see that w 3 ⊆ w 2 . -Thread t 4 reads a word w 4 from x 3 and rewrites w R 4 into x 4 using its stack, and finally enters the control state @. Again, w 4 ⊆ w 3 . -In the second stage, t 1 checks whether it can read w R 1 from x 4 , where w R 1 is the content of its stack. If this is the case, t 1 enters the control state @.
From above, it is easy to see that when all threads are in the state @ the following property holds: w 4 ⊆ w 3 ⊆ w 2 ⊆ w 1 and w 1 = w 4 ; which is true iff w 1 = w 2 = w 3 = w 4 . Furthermore, w 2 = w 3 is also accepted by both A 1 and A 2 . Thus, L(A 1 ) ∩ L(A 2 ) = ∅ iff A reaches in 5 pc-contexts a configuration where all threads are in the control state @, and this concludes the proof.
Proof of Theorem 2
The proof is given by a reduction to the reachability problem for Cpds under Sc semantics constrained to the bounded-reverse-phase behaviour language. A bounded-reverse-phase language is defined as follows. For a thread t ∈ T , define
Cpds sub-runs in which only thread t is allowed to take all its transitions, while the other threads are forbidden to use push transitions. For h ∈ N, a h-reversephase word w is such that w ∈ Act * and can be factorized as w 1 w 2 . . . w h , where
, w i ∈ L ti for some t i ∈ T . A h-reverse-phase behaviour language is the set of all k-reverse-phase words. For any given h ∈ N, the k-reverse-phase reachability problem for Sc is decidable in double exponential time as shown below.
Theorem 3. For any k ∈ N, the k-reverse-phase reachability problem for a Cpds A under SC is solvable in double-exponential time in k and |A|, where |A| is the size of A.
Proof. The upper-bound can be shown by a straightforward reduction to the emptiness problem of k-reverse-phase multi-pushdown automata (introduced in [32] ) where there is a shared control-state between all the stacks. The latter problem is known to be solvable in double-exponential time in k and exponential time in the size of the model [32, 27] . Then there is a trivial reduction from the k-reverse-phase reachability problem for a Cpds A under SC to the emptiness problem of a k-reverse-phase multi-pushdown automaton B by converting A into an automaton without variables and process states (this can be done by encoding the variable valuation and process states in the shared state of B). This will result in an exponential blow-up and so the k-reverse-phase reachability problem for A can be solved in double-exponential-time in k and |A| (since the size of B is exponential in A).
The reduction is as follows. Let T be the set of thread names of A. We define a Cpds D that non-deterministically simulates A along any bounded pc-context using the Sc semantics. More specifically, D simulates consecutively each pccontext of A using 2-reverse-phases. Below we only describe the simulation of a single pc-context.
Invariant.
At the beginning and the end of the simulation of each pc-context of A, D encodes the configuration of A as follows. D has all threads of A, where for every thread t ∈ T , t encodes the configuration of the thread with the same name in A along with its FIFO queue. More specifically, the control state of t in A is stored in the control state of t in D, and since t does not use its stack at all-as A is a Cfss-the stack of t in D is used to store the FIFO queue σ t in A with the head pair on the top of the stack. Moreover, the valuation of the shared variables in A is encoded in the shared variables of D. The shared variables of D also include an auxiliary variable used to keep track on whether the automaton is in a pc-context simulation phase. During the simulation of a pc-context an auxiliary thread s / ∈ T is used. We guarantee that the stack of s is empty whenever D is not in a simulation phase.
Below we describe the 3 steps for the simulation of a pc-context. During the description we also convey a correctness showing that the invariant above holds after the simulation of a pc-context, provided it holds at the very beginning of that pc-context simulation.
Pre-simulation. D non-deterministically selects a thread t ∈ T that is allowed to progress in the pc-context under simulation. Then, it reverses the content of the stack of t into the stack of s. Note that, the last pair written in the queue of t (in A) is now on the top of the stack of s.
As D copies the stack content, it also computes two pieces of information that are stored in the control state of s.
The first piece of information consists in collecting for each shared variable x ∈ Var the value corresponding to the last write pair for x, if any, that still resides in the queue. We compute this information to avoid inspecting the stack of s to simulate read operations from t.
The second piece of information η is used to simulate memory operation concerning thread t again to avoid accessing the stack of s. It consists in a sequence of write pairs whose length is bounded by the number of variables of Var . This sequence is defined by the map lastseq.
* , lastseq(σ) is the subsequence of σ in which we remove all pairs (x j , d j ) such that x j = x i and j < i. For example, for σ = (y, 5)(z, 2)(y, 4)(x, 2)(z, 3)(x, 1), lastseq(σ) = (y, 4)(z, 3)(x, 1). η is defined as follows. The queue content γ R of t in A, where γ is the stack content of t in D at the beginning of the simulation, can be split in two subsequences γ 1 γ 2 , where γ 2 is the portion of the queue that is dequeued by means of memory operations of t by the end of the simulation of the current pc-context. This partition is not known at the beginning of the simulation, and is non-deterministically guessed by D. We define η as the sequence lastseq(γ 2 ). Again, s uses η to simulate the memory operation from t without using the stack of s. The idea is that only the elements in η are relevant for the simulation as the remaining write pairs will be overwritten by pairs in η by the end of the simulation hence non visible to the other threads.
Since we do not remove elements from the queue (stack of s) during the simulation, we eliminate them only at the end of the simulation when we copy the queue content from the stack of s to that of t. Thus, when the content of the stack of t is reversed into the stack of s at the beginning of the simulation, D non-deterministically guesses the intermediate point between γ 1 and γ 2 and inserts in the stack a separation symbol $ to remember which part must be discarded. As a remark, it may happen that all pairs in the queue may be used to update the memory in the current pc-round and thus no $ is inserted in this phase. If this is the case, we need to update the sequence η to keep it consistent as we simulate write operations.
Simulation. After the pre-simulation step, D non-deterministically simulates a sequence of A transitions that may include moves from t and memory transitions of all threads.
A write operation performed by t in A is simulated by pushing the corresponding write pair (x, d) onto the stack of s. Simultaniously, s updates its control to keep track of the last written value for x. Finally, if $ has not been pushed in the stack yet this pair is also used to update the sequence η by concatenating (x, d) to η and then removing any other existing pair in η for x. After than, s may non-deterministically decide to push $ onto the stack of s.
A read transition performed by t in A, say on variable x, is simulated by using the last written value for x stored in the control of s, if any, otherwise the value of x in the shared-memory is used. Note that, when we read a value for which we keep track of its value in the control state of s, it may be the case that such a write pair has already been used to update the shared-memory and we should use this value instead. However, if this is the case these two values coincide as the shared memory cannot be overwritten by any other thread as they are idle in the current pc-context.
A memory transition from the queue of t , for t ∈ T \ {t}, is simulated by popping the pair from the stack of t , which contains the head pair of the queue of t , and then by updating the shared-memory accordingly.
To simulate memory transitions from t's queue, we use the sequence η, stored in the control state of s. We remove the leftmost pair from η and update the shared-memory according to it. It is easy to see, that some write pairs are not simulated at all, in particular we do not simulate all write operations that are not captured by η. However, in terms of correctness this is not an issue as all these values will be overwritten in the shared memory by the end of the simulation of the current pc-context by some pair in η.
Restoring the encoding of the reached A configuration. The simulation of the pccontext can non-deterministically end, provided that the sequence η is empty. We restore the configuration of t by copying back the control state of s into t and the content of the stack of s into the stack of t up to the symbol $ (while discarding the remaining stack content of s).
Memory-centric Context-Bounded Analysis
In this section, we consider memory-centric context-bounded analysis (mc-CBA) for Cpds and Cfss under Tso semantics. A mc-context of a Cpds A is a contiguous part of an A run where only memory transitions concerning the queue of one thread can be performed and no restriction are posed on the actions of all the threads. We study both the decidability and the complexity of the reachability problem for Cpds and Cfss under the Tso semantics up to a given number of mc-contexts. We show that the problem is undecidable for Cpds, and decidable with elementary complexity for Cfss.
Formally, let A be a Cpds over a set of thread names T and shared-memory M , and let k be a positive integer. For t ∈ T , we define L t as the mc-context behaviour language ((Act T × Act M × {T }) ∪ ({(nop, mem}) × {t})) * for thread t. A k mc-context behaviour language over T , denoted L k T , is the set of all words w ∈ Act * which can be factorized as w 1 w 2 . . . w k , where for every i ∈ [k], w i ∈ L ti , for some thread t i ∈ T . Given a Tso-configuration C of A, the k mccontext reachability problem is the problem of deciding whether C is L k T -reachable in A.
In the rest of the section we prove the following 2 theorems.
Theorem 4. For any k ∈ N with k ≥ 5, the k mc-context reachability problem for Cpds under Tso is undecidable.
Theorem 5. For any k ∈ N, the k mc-context reachability problem for a Cfss A under Tso is solvable in double exponential time in the size of A and k.
Proof of Theorem 4
We exploit the construction given in the proof of Theorem 1 to prove the undecidability of the problem. We show that the Cpds constructed to decide the intersection of the languages accepted by the pushdown automata A 1 and A 2 has also a 5 mc-context run to witness the existence of a common word accepted by both A 1 and A 2 , if any. Thread t 1 runs first, until it finishes its first context. Then, synchronously, we interleave the memory transitions on t 1 's queue with the transitions of thread t 2 so that it reads the entire words w from x 1 and writes it into its queue on the variable x 2 . The same is done for thread t 2 and t 3 , and then for t 3 and t 4 . Finally actions by t 1 are synchronised with the memory transitions from t 4 's queue. It is direct to see that such a schedule leads to a 5 mc-context run, and this concludes the proof.
Proof of Theorem 5
The proof is given by a reduction to the reachability problem for Cpds under SC semantics constrained to the bounded-phase behaviour language. A phase captures the dual notion of a reverse-phase, as it represents a contiguous segment of any run in which only one thread can use its stack with no restrictions, instead all the other threads can only push in their own stack. Formally, a bounded-phase language is defined as follows:
Cpds sub-runs in which only thread t is allowed to take all its transitions, while the other threads are forbidden to use pop transitions. For h ∈ N, a h-phase word w is such that w ∈ Act * and can be factorized as w 1 w 2 . . . w h , where for every i ∈ [h], w i ∈ L ti for some t i ∈ T . A h-phase behaviour language is the set of all k-phase words. For any given h ∈ N, the k-phase reachability problem for Sc is decidable in double exponential time as for the case of k-reverse-phase reachability problem for Sc (see Theorem 3).
Theorem 6. For any k ∈ N, the k-phase reachability problem for a Cpds A under SC is solvable in time double-exponential time in k and |A|, where |A| is the size of A.
Proof. The upper-bound can be shown by a straightforward reduction to the emptiness problem of k-phase multi-pushdown automata (introduced in [24] ) where there is a shared control-state between all the stacks. The latter problem is known to be solvable in double-exponential time in k and exponential time in the size of the model [24, 32, 10] . Then there is a trivial reduction from the k-phase reachability problem for a Cpds A under SC to the emptiness problem of a k-phase multi-pushdown automaton B by converting A into an automaton without variables and process states (this can be done by encoding the variable valuation and process states in the shared state of B). This will result in an exponential blow-up and so the k-phase reachability problem for A can be solved in double-exponential-time in k and |A| (since the size of B is exponential in A).
Before giving the reduction to the bounded-phase reachability problem for Cpds under Sc semantics, we show that any mc-phase can be rewritten such that: (1) In the first part of the run, only one thread t ∈ T is allowed to perform actions and no memory transitions are not allowed for all the threads, (2) and in the second part, only memory transitions concerning the queue of t are allowed and no restrictions are posed on the actions of all threads except the thread t (which is not allowed to perform any action). Formally, for t ∈ T we define B t as a restricted mc-context behaviour language (Act
T , is the set of all words w ∈ Act * which can be factorized as w 1 w 2 . . . w k , where for every i ∈ [k], w i ∈ L ti , for some thread t i ∈ T . Given a Tso-configuration C of A, the k restricted mc-context reachability problem is the problem of deciding whether C is B k T -reachable in A. Let us assume that in a mc-context, we are only performing memory transitions concerning the queue of one process t ∈ T . Then it is easy to see that the execution of t can never be affected by anyone else (since they don't update the memory). Other threads might effect t's execution if they were able to change the configuration of the shared-memory. However, this is not the case as only memory transitions can occur from t's queue. Instead, memory transitions from t do change the state of the shared-memory, but as we now argue, it cannot deviate the course of t's execution. Recall that the behaviour of t depends on: (1) the value of a variable in the memory if there is no pending write for this variable in the queue of t, and (2) the last write operations that are still reside in the queue of t. This means that performing (or not) memory transitions from the queue of t will not affect the behaviour of t. This implies that any mc-context can be reordered such that in we execute first the sequence of actions of the process t and then we execute the sequence of memory transitions and actions of all the other threads. This leads to the fact that the k mc-context reachability problem for a T so-configuration C of A can be reduced to the k restricted mc-context reachability problem for C (which stated by the following lemma):
Next, we show that it is possible to reduce the k restricted mc-context reachability problem for a Cfss under Tso to the k-phase reachability problem for a Cpds under Sc. The reduction we propose is similar in spirit to the one for the processor-centric case (see Proof of Theorem 2), and here we only sketch the differences. We define a Cpds D that simulates every restricted mc-context of A with 3 phases. The set of thread names of B is T ∪ {s}, where s ∈ T is an auxiliary thread which is employed for the simulation. The invariant we maintain is the following: when the simulation starts and ends thread s is in an idle state meaning that it is in a special control state, say @, and its stack is empty. Furthermore, every other B threads t ∈ T encodes in its configuration the one of t in A: in its control state it is encoded the control state of t in A and the finite sequence last(σ t ) where σ t is the content of t's queue in A, and in stores in its stack σ t with the head write pair placed on top of the stack.
The simulation goes as follows. Initially s guesses the thread t from which memory transitions can be executed. The content of t's stack is transferred into s's stack, where now the tail of t's queue is stored on the top of s's stack. Also the control state of t as well as last(σ t ) is copied into the control state of s. Now, we first simulate the moves of t and only after the moves of the remaining threads along with the memory transitions concerning t's queue (in order to respect the definition of restricted mc-context). The simulation of t is as follows. For write operations we update last(σ t ) as described in Section 3.2, and push the produced pair on the stack of s. Read operations, instead, will consult last(σ t ) to get the value of the read variable, if any, otherwise it recovers the value from the memory.
In the second stage of the simulation we restore back into t's stack the content of s's stack as well as the control state. The sequence last will not be copied as it will change after memory operations will be performed. Such sequence is reconstructed at the end of the simulation.
We now simulate all the other threads and memory updates in arbitrary order. Memory transitions are simulated as expected by popping pairs from t's stack and updating the memory accordingly. Transitions of other threads, sayt are simulated straightforwardly by using last(σt) and the shared memory in a similar as we have done for t.
Non deterministically the simulation ends and the invariant is reestablished by computing last(σ t ). For such a purpose we need to inspect entirely t's stack. Thus we copy it back and forth to the s's stack by paying one more phase. Finally s enters into the special control state @ and the simulation ends.
By using the same argument as in Section 3.2 we can show that the above construction of B allows to reduce in polytime the k restricted mc-context reachability problem for Cfss under Tso to the 3k-phase reachability problem for Cpdsunder Sc. Thus, from Lemma 1 and Theorem 6 we can state the main result of the section.
Theorem 7. For any positive integer k, the k mc-context reachability problem for a Cfss A under Tso is solvable in double exponential time in |A| and k.
In this section, we consider process-memory centric context-bounded analysis (pmc-CBA) for Cpds with Tso semantics. A context, in this case called pmccontext, of a CPDS A is a contiguous part of an A computation where only one processor thread is active, and only its store buffer can be used for memory updates. We consider here the reachability problem for Cpds up to a bounded number of pmc-contexts. We recall that the pmc-CBA for Cpds (resp.Tso-Cfss) with Tso semantics is reducible to the standard context-bounded analysis for Cpds (resp. Cfss) with Sc semantics which is known to be decidable [34] .
Next, we formally define the bounded pmc-reachability problem for TsoCpdss. Let A be a CPDS over thread names T and shared-memory model M , and let k be a positive integer. The pmc-context language L t of a thread t ∈ T is the set ((Act T × Act M ) ∪ {(nop, mem)}) × {t} * . A k pmc-context behavior language over T , denoted L k T , is the set of all words w ∈ Act * A which can be factorized as w 1 w 2 · · · w k , where for every i ∈ [k], w i ∈ L ti , for some thread t i ∈ T .
Given a Mem ∈ {Sc,Tso} and Mem-configuration C of A, the k pmc-context reachability problem is the problem of deciding whether C is L k T -reachable in A.
Theorem 8 ([13]
). For any k ∈ N, the k pmc-context reachability problem for Cpds (resp. Cfss) under Tso is reducible to the k-pmc-context reachability problem for Cpds (resp. Cfss) under Sc semantics.
Moreover, we have:
Theorem 9. For any k ∈ N, the k-pmc-context reachability problem for Cpds (resp. Cfss) under Sc semantics is solvable in nondeterministic exponential time in k and |A|, where |A| is the size of A.
Proof. The upper-bound can be shown by a straightforward reduction to the reachability problem of k-context multi-pushdown systems (introduced in [34] ) where there is a shared control-state between all the stacks. The latter problem is known to be solvable in non-deterministic polynomial time in k and the size of the system [29] . It is easy to see that there is a trivial reduction from the k-pmc-context reachability problem for a Cpds A under SC to k-context multipushdown system B by encoding all the process states and the valuation of the memory into one single state. This will result in an exponential blow-up and so the k-pmc-context reachability problem for A can be solved in nondeterministic exponential-time in k and |A| (since the size of B is exponential in A).
As an immediate corollary of Theorem 8 and Theorem 9, we obtain: Theorem 10. For any k ∈ N, the k pmc-context reachability problem for Cpds (resp. Cfss) A under Tso is decidable and can be solved in nondeterministic exponential-time in k and |A|.
