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In this paper, we study monomial representations of Lie groups through the orbit 
method. We investigate representations of exponential Lie groups whose Lie 
algebras are normal j-algebras, and show a kind of reciprocity in our case. 0 1989 
Academic Press, Inc. 
Let G be an exponential Lie group with Lie algebra g. Given a connected 
subgroup H and its unitary character x, we have a representation induced 
from x; indg x. The purpose of this paper is to study a kind of reciprocity 
for indg x through the orbit method. 
To be more precise, let h c g be the Lie algebra of H, and Iz be a linear 
form on g defining x by X(exp x) = efl W) for XE Ij. Note that h is sub- 
ordinate to I, that is, A( [h, b]) = (0). In the sequel, we write x1 for x. Con- 
sider the decomposition; ind$ xn = J$ m(n)n &(n), where G is the unitary 
dual of G, p is a Bore1 measure on G, and m(n) denotes the multiplicity of 
n E G (which is determined almost everywhere for p). 
For an irreducible unitary representation n of G, the semi-invariant 
generalized vectors are defined as follows. Denote by & a representation 
space of x, by X,” the space of C” vectors with usual topology, and by 
Xirn, the space of generalized vectors i.e., the antidual of &‘,“, respec- 
tively. Extending A to S’;” by duality, we define 
(X, co)KX&& = (a E 39’; O” ; n(h)a = xl(h) d$:Jh)a for all h E H>, 
where d,, A, are modular functions on G, H, respectively, and 
A H,G = AH/A,. An element of (Z; ) m H*xnA& is called a semi-invariant 
generalized vector with respect o (H, xn). 
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Let g* denote the dual vector space of g, and h’ = {IE g*; I(h)= (0)). 
We denote by Q(lr) the coadjoint orbit of G on g* corresponding to 7~. 
We are concerned with finding a relation among the multiplicity of rr, 
the dimension of (%‘; m)H*X~d~~~, and the space (h’ +l)nQ(n). Our 
primary question is as follows. Is the dimension of (&‘;OO)“*Xldg~ equal to 
m(n)? It has been known from Penney’s theorem [3] that the inequality 
dim(X; ) O” H,XIA?~ am(a) holds in general. 
In this paper, we shall investigate the case when g is a normal j-algebra 
(for definition, see Section 1). It is known that g* has open orbits, and the 
union of open orbits is Zariski open in g*. 
Let 7t be an irreducible representation corresponding to an open orbit 
Q(a). We first prove that if (h’ + A) n Q(n) = 0, then (%‘;“)H,X”Axy~= (0) 
(Theorem 3.1). 
Next, suppose that in h’ + I, there exists a point I which belongs to an 
open orbit. In this case, h is subordinate to 1. Furthermore, we suppose that 
h is maximal subordinate to I, that is, h has maximal dimension among 
subspaces ubordinate to 1. (h is called a real polarization at 1.) Then all the 
irreducible unitary representations which appear in the decomposition of 
indg X~ correspond to open orbits. Realizing these representations in 
L*(iW’), where d = fdim g, we actually determine the form of the semi- 
invariant generalized vectors, and describe the dimension of (2; aa)H,XIAi:~ 
in terms of the properties of (h’ + A) n Q(n). Applying Vergne’s theorem 
which relates multiplicity with (h’+,l)nB(x) [6], we can obtain the 
relation (Theorem 4.14) 
dim(&?;03)H*XXA~~ = the number of connected 
components of (h’ + A) n O(n) 
= the multiplicity of K. 
(Here, each connected component of (h’ + A) n Q(n) is a single H-orbit.) 
Notations. Let M be a topological space, and let S c M. We denote the 
closure of S by cl(S). 
Next, let cp be a @-valued function on M. Then the function rp is the 
complex conjugate of rp. 
If Y denotes a vector space, Y* denotes its dual vector space. Let Y be 
a subspace of Y. Then Y’= {f~Y’-*;fl~=O}, wheref), is the restric- 
tion of S to 9. 
Let G be a Lie group (over [w) with Lie algebra g. For adjoint action of 
G on g, we use the notation g . X (g E G, XE g), and for coadjoint action of 
G on g*, we use g.f(goG,feg*). 
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1. NORMAL~ALGEBRAS 
DEFINITION 1.1. A triple (g, j, fO) is a normal j-algebra if 
(a) g is a real completely solvable Lie algebra, 
(b) j: g + g is a complex structure, 
(c) g- = {Y+ fljY; YE g} is a Lie subalgebra of gc, 
(d) fO~ g* has the properties 
(1) fJ[Y,jY])>O for all YEg- {0}, 
(2) fo(Cg-3 g-1) = {Oh 
A normal j-algebra has the following structure. 
THEOREM 1.2 (Structure theorem of Pyatetzki-Shapiro [4]). Let (g,j,fO) 
be a normal j-algebra. Let A be the symmetric positive definite bilinear form 
A(X, Y)= f,,([X, jr]) on g, and let a be the orthogonal complement of 
n = [g, g] with respect to A. Then 
(a) a is an abelian subalgebra of g, g = a + n, and the adjoint represen- 
tation of a on n is real diagonalizable. Thus, we have a decomposition of n 
into root spaces, 
n= c g”, 
sea 
where g”= {XE~; [A, X] = a(A)Xf or all A E a}, and only finitely many 
g”‘s can be non-zero. 
(b) Let (9”” }, 1 < k < r be those root spaces for which j(g”“) c a. Then 
dim gak = 1 and r = dim a (r is called the rank of g), and we can order 
a,, . . . . a, in an appropriate way so that all the other roots are of the form 
(a, + ak)/Z (a, - akV& l<k<m<r, 
ak/Z l<k<r 
(not all the possibilities need occur). 
(cl LQt 
go = a + g(%-o*)/2, 
l<k<m<r 
g, = 1 g%k+ 1 g(~m+~k)f2~ 
Idk<r I$k<msr 
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Then 
C%? %I = %+p 
with the conoention that zfv+p#O, 4, nor 1, then gV+p= (0). 
(d) tit 
4,Lg’k)=aT 
Ag h,+o1k)/2) = g(‘&-d/2, l<k<m<r, 
j(guk/z) = gW/2, l<k<r. 
(e) Let U, be a non-zero element of gak such that CjU,, Uk] = Uk; 
then 
2. OPEN COADJOINT ORBITS OF NORMAL j-ALGEBRAS 
Let (g, j, fo) be a normal j-algebra of rank r, and G be the connected and 
simply connected Lie group with Lie algebra g. 
Denote by Go the connected subgroup whose Lie algebra is go. Since g1 
is an ideal of g, Go acts on g: by coadjoint action. Then the union of all 
open Go-orbits is dense in g:. More precisely. 
PROBGSITION 2.1 [ 51. According to the notations of Theorem 1.2, g, = 
C1di<rRUi+C1<kcm<rg (am + ak)‘2. Define for each i ( 1~ i < r), UF E g:, 
by U,?( U,) = 8+, U: Ig~=,,,+Zk~~~ = 0. Then 
fE= C EiUi*7 &Ez= ((El, . . . . E,); Ei= +I > 
ICicr 
is a system of representatives of open orbits of Go in g:. And there are semi- 
invariant polynomials Pi, 1~ if r, of degree 2’-i, such that 
Go-f,= {aEgf;signof P,(a)=signofP,(f,), l<i<r}. 
Here, a polynomial P on g: is semi-invariant if there is a real character x of 
Go such that g . P = x(g)P f or all gcGo where (g.P)(<)=P(g-‘-{) for 
gEGo, (es:. 
By the direct sum decomposition g = go 8 g1,2 @ gl, we have the decom- 
position g* = go*@Lt:,28g:. 
Now, we have the set of alf open coadjoint orbits in g*. 
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PROPOSITION 2.2 [2]. The open coudjoint orbits in g* are 
G.L=gd+&+Go-.fev E E I. 
Remark 2.3. We regard Pi, 1~ i < r, as polynomials on g*. Then we 
have 
G.f,={a~g*;signofP,(a)=signofP~(f&, l<i<r}. 
Let Y c g* be an alhne space. If there is an E E Z such that G .f, n r # 0, 
then U,,,G.f,nv is open dense in *Y, because Pilv#O, l<i<r. 
We will construct an irreducible representation corresponding to an 
open orbit. 
Remark 2.4. Since g is a completely solvable Lie algebra, we have a 
flag of ideals (gi)o<i<n (n = dim g). (that is, gi is an ideal of g, dim gi = i, 
and gi c gi+ i for all i.) Thus we can construct a real polarization in the 
way due to M. Vergne [ 11. Let f~ g* and Bf be the alternative bilinear 
form B/(X, Y) =f( [X, Y]) on g, and let Bi be the restriction of B, to 
gi x gi. We denote the radical of Bi by 
N(B,)= {Xegi; B,(X, Y)=Oforall Yogi}. 
Then 
b = 2 N(B,) 
i=l 
is a real polarization at f which satisfies the Pukanzky condition. (i.e., b 
satisfies b* +f = (exp b) a$) 
Construct a real polarization by a flag of ideals which is a refinement of 
the series of ideals, g 1 g1,2 + gi 3 g1 1 (0). 
Remark 2.5. Let Sz be an open orbit, and let 1~ a. If b is a real 
polarization at I constructed as in Remark 2.4, 
Proof. As [g,, gi] = {0}, it is easily seen that g1 c b. 
Since 1’ = II 9, is an open Go-orbit on g: (Proposition 2.2), the differential 
of the C” mapping, G, 3 g, + g, .I’ E g:, at e (the unit) is bijective. In 
other words, the linear mapping, go3X+ -I’([X, .])~g:, is an 
isomorphism. Therefore, r([X, g,]) # (0) for XE go- (0). 
Then if X=X,+X’Eg (XoEgO, X’E(g,,,+g,)) satisfies X,#O, 
I( [X, g,]) = I( [X0, g,]) # (0). Thus for g’, an ideal of g which includes X 
and g19 X#NBII,sx,s ). That is, if X$g1,2+g1, X$b. u 
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Remark 2.6. Let 1 E Sz and b be as above, and let B = exp b. Since 
(g1,2 + g,) 2 b, A, = A, z 1 on B and there exists a G-invariant measure on 
the homogeneous pace G/B. 
A little more generally, let G = exp g be an exponential group, n c g be a 
subalgebra, N= exp n, and x be a unitary character of N. Suppose there 
exists a supplementary base {X,, . . . . X,} to n which satisfies the following 
condition : 
Let gi = RXi+ , + . . . +RX,+n, O<i<d-1, gd=n. Then gk is 
an ideal in gk-r for 1 <k<d. 
Then we can define a realization of indG, x in L2(Wd) by means of the 
diffeomorphism 
Rd3 (x,, . ..) xd) -+ Wxp .GG *..expx,X,)EG/N, 
where 8: G + G/N is the natural homomorphism. 
In the above way, we realize an irreducible representation corresponding 
to an open orbit Sz, as indgx,, where Xl(exp X)=efl’(X), XE b. 
3. SEMI-INVARIANT GENERALIZED VECTORS 1: 
VANISHING CASE 
In Sections 3 and 4 we always denote by g a normal j-algebra of rank r. 
Let AEg*, and let $ be a subalgebra subordinate to 1. Let x1 be the 
unitary character on H= exp lj defined by XJexp X) = en”@‘) for XE h. 
Then we shall define for rz E G the space of semi-invariant generalized vec- 
tors with respect to (H, xn). 
(~;“)“*X”“$= {afzx;m; rr(h)a = x1(h) AH,o(h)1/2a for all h E H}, 
where a is realized in a Hilbert space XZ. 
Our aim is to compute the dimension of (X;ao)H*Xldg?~. 
Now, we deal with an irreducible representation rr corresponding to an 
open orbit Q. 7~ is realized in the way mentioned in Section 2, that is, we 
put I E a and a real polarization b constructed as in Remark 2.4, and 
realize x = indg 1, in XX = L2( OF’) where d = codim b. 
Then C;( Wd) c &‘,” c P( Rd), and we can think of a E M; * as a (com- 
plex conjugate of) distribution. 
THEOREM 3.1. Let Iz E g*, and let E, be a subalgebra subordinate to 1. If 
an open orbit Q satisfis (I)* +A) ni2 = 0, then (.~9’;~)“*~*~ %z= {0}, 
where n is the irreducible representation corresponding to 52. 
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Proof: From Proposition 2.2, 52 = g$ + g:,2 + G,, . f, for suitable E E I. 
Since g: = g$ + g$z, Sz + g: = Q. Then we have the following assertion. 
ASSERTION. Zf($'+1)nQ=@, ((t)ngg,)‘+l)nQ=O. 
Proof of the assertion. Suppose ((h n gl)l + A) nf2 # (21. Let 
I~(($ng1)‘+A)nQ=(QL+gf+IZ)ni2. Then there exists I,Eg: such 
that l+ I,E$’ + 1. Here I+ I,ESZ because Sz + g: = Q. It follows that 
(b’+A)n51#0. I 
Now, let 1~ Q and realize n = indg x, as above. Then a E (X’; m)H,xiAi?c 
must satisfy the following condition for XE h n g1 and cp E 2,” : 
<xAexp Wa, cpW> = 6, F&v g-l -Xl dgb 
i.e., 
(a, K(exp W - ?T(exp g-l . Xl) dd > = 0. 
Thus, 
supp a c cl(S), 
where 
S={g;~(expX)-~(expg-l~X)=O,forallX~hngl} 
= {g;I(g-‘.X)-1(X)=OforaIlXEhng,). 
But ((h n g,)l + A) n Sz = 0 because of the assumption (h’ + A) n ~2 = 0. 
Hence S=@, and a=O. 1 
4. SEMI-INVARIANT GENERALIZED VECTORS 2: 
NON-VANISHING CASE 
Next, we deal with the case where there exists an open orbit which inter- 
sects the affine space h’ + A. Let I E (h’ + A) n 0, where Sz is an open orbit. 
Then $ is subordinate to 1. Furthermore, assume that h is maximal sub- 
ordinate to 1. Since 1 belongs to an open orbit, the radical g(l) is trivial. 
Hence our assumption is equivalent to dim h = f dim g. 
First, let us make some preliminary observations concerning indg x1. We 
obtain its decomposition by the following theorem due to M. Vergne. 
THEDREM 4.1 [6]. Let G be an exponential Lie group with Lie algebra 
g. Let f~ g*, and let @ be a subalgebra maximal subordinate to f: 
We denote by U(f, Q), the set of orbits whose intersection with $’ + f is a 
non-empty open set in I)’ + J And for IR E U(f, IJ), we denote the number of 
580/83/l-9 
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connected components of (l$’ + f) n 52 by c(Q f, 6). Let n(Q) be the 
irreducible representation corresponding to 52. Then each connected com- 
ponent of (5’ + f) n 52 is an H-orbit, and 
(1) U( f, lj) is a finite set, 
(2) c(Q, f; I)) is a finite number for 52 E U(f; lo), 
(3) inGxf= OREU(f,hN4.L UW). 
Let us return to our G, g, h, 1, and IE (h’ + A) n 8. Since 
lj’+l=l)‘+l, 
indg xi. = indC, x1 (because xn = xl on H), 
we can apply Theorem 4.1 to ind$ x2. 
From Remark 2.3, every orbit which intersects h’ + 2 with a non-empty 
open set in lj’ + 2 is an open orbit in g *. Hence the irreducible represen- 
tations which appear in the decomposition of ind$ X~ correspond to open 
orbits. 
Now, we realize r = ind$ xi. in x, the suitable function space on G. Let 
8: X,” + C be defined by (6, q!) = d(e) for I$ E X,“. Then SE 2;” and 
z(h)S= xi(h) d&(h)& F rom Penney’s result, 6 is also decomposed, 
where m(n(Q)) is the multiplicity of II@). 
It is easily seen that dim(X;,,) m H~Xid~.~ 2 m(x(Q)). (For details, see [3].) 
We will study a space of semi-invariant generalized vectors on the 
following assumption for the rest of this section. 
HYPOTHESIS 4.2. Let 1 E g*, and let b be a subalgebra subordinate to 1. 
Suppose there exists an open orbit which intersects Q’ + I, and 
dim $ = + dim g. 
PROPOSITION 4.3. Let (g, j, fO) be a normal j-algebra of rank r, and let 
G= exp g. Let 6, ,I satisfy Hypothesis 4.2, R be an open orbit which inter- 
sects $‘+A, IE (6’ + A)nS2, and b be a real polarization at 1 as in 
Remark 2.4. Put H = exp b and B = exp b. We realize as in Remark 2.6, the 
irreducible representation R = indz x, corresponding to Q in %= = L2( Wd) 
(where d = codim b). 
Let us define a semi-invariant distribution. A distribution a is semi- 
invariant if 
(xl(h) d$fJh)a, 4) = (a, x(h)-‘4) for all q5~ Cp(Wd), he H. 
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Then the dimension of the space of semi-invariant distributions coincides 
with the number of connected components of (lo’ + A) n 62 (Here, each con- 
nected component of (I)’ + A) n Q is a single H-orbit.) 
ProoJ First of all, we prepare several emmas concerning the structure 
of normal j-algebras. From Theorem 1.2, 
go = 1 Rjui+ 1 g(Ormeak)f2, 
liicr 1 <ktm<r 
$)I= C RUi+ 
I<i<r 
,<k;m<rdam+ak”2. 
. . 
Let us define the direct sum decompositions of g,, and g,, respectively, 
where 
gO(m)=span jU,, 1 g(ai-am)‘2 , 
i>m 
g’(m) = span U,, C 
i 
g(ac+mm)i2 
I 
for l<m<r. 
izm 
Put 
nm=,<~<_go(i)+g,,,+g, for l<mGr, . . 
~o=Lh/,+!h. 
Then 
g=n,Dtt-,3 ... 3n,3no=g,,,+g,. 
LEMMA 4.4. 
CgOW 9°(Wl = 9°(N for m2k, 
Cd(m), 9°(k)l = (01 for m > k, 
h’(m), d(k)1 c d(k) for m > k 
[g”(m), g’(m)1 = 1 9Yi). 
i>m 
In particular, go(m) is a subalgebra for 1 <m < r. n, (O<m < r) and 
&,,g’(k) (l<m<r) are ideals. 
Proof. It is easily seen directly from Theorem 1.2. 1 
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LEMMA 4.5. Let Q be an open orbit in g*, and let f E 0. Then the linear 
map 
~,:i~~s’(i)~(i~~go(i))* definedby @,JX)=f([X, .]) 
is a linear isomorphism, for 1 6 m < r. Furthermore, the linear maps 
4~: g’(m) -+ g’(m)* 
&: go(m) -+ d(m)* 
are isomorphisms, too. 
defined by cp,(W = f ( CX . I) 
defined by @,( Y) = f( [ -, Y]) for 1 < m < r 
Proof: To prove the first claim, let YE g arbitrarily. Put Y= Y. + Z 
adapted to the direct sum decomposition g = (Ciam go(i)) 0 n,,- 1. Then 
for XECiam g’(i), [X, Y] = [X, Y,], because of Lemma4.4. Thus if 
f([X, CiZm go(i) {O), then f(CX gl)= (0). But since g(f )= (01, 
X= 0. It follows that Qrn is injective. And by definition, dim(Ciam g’(i)) = 
dim&,, go(i)) = dim&,, g’(i))*. Therefore, @,,, is bijective. 
Next, we prove that pm is an isomorphism. Since dim g’(m) = 
dim g’(m)*, it is sufficient to prove injectivity. Let XE g’(m) and suppose 
f(CX go(m = (0). Then 
dim @,,, 
( 
iaz+l g’(i)+RX ) im(i~~+,sD(i))*=dim(i~~+~gl(i)) <d 
because f(CCiam+l g’(i), g”(m)]) = (0). But Grn is an isomorphism, so, 
comparing the dimensions, we have X= 0. 
We can prove similarly the third claim about Q,. 1 
LEMMA 4.6. Let Q c g*, f E Q as above. Put Go(m) = exp g”(m). Define 
a C”mapping 
Y: Go(m) + gl(m)* by ~(‘o=kf)l,~,,,~ 
Then the differential of Y is non-singular at any point. 
Proof. We identify the tangent vector space at each point of Go(m) with 
g’(m), and identify that of g’(m)* with g’(m)*. Then the differential of Y 
at ge Go(m), d!P*: g”(m) + gl(m)*, is defined by 
(dydVW)=-$((exp tY)g.f)(Z)l 
I=0 
= g.f(CZ, Yl) for YEgO( Zig’. 
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Here we apply Lemma 4.5 to g .f~52. It follows that d!Pg is non- 
singular. 1 
Now, let h, A, Sz, 1 be given as in Proposition 4.3. We denote 
by ho, the projection of h to go adapted to the direct sum decom- . . 
posltlon 9=900g1,2@gl, 
by h’(m), the projection of (hnn,) to go(m) adapted to the direct 
sum decomposition n, = go(m) 0 n*- ’ , 
by h’(m), the projection of ljnCi,m g’(i) to g’(m) adapted to the 
direct sum decomposition ~i,,gl(i)=g~(m)OCism+I gl(i), 
for 1 <m < r. (Here we put h’(r) = h n g’(r).) Then ho, b’(m), and b’(m) 
are subalgebras. 
LEMMA 4.7. By means of the linear isomorphism g, + g$ defined by 
X+l([X, .]) for XEg,, hng, corresponds to b,‘, namely, 
t)ng,=W, 
where Ijb’= {XEg,;l([X,I)O])= (0)). 
ProoJ: Suppose X E h n g1 . For Y, E ho, there exists Y’ E g,,2 + gi such 
that Y = Y. + Y’ E h. Since [Y,, X] = [Y. + Y’, X] and I( [h, $1) = {0}, 
l([Y,, X])=O. Hence XE~$‘. 
Conversely, suppose X E hf ‘, For YE h, put Y = Y, + Y’ adapted to the 
direct sum decomposition g = go @ (g i,* + g i ), By definition, I( [ X, Y,] ) = 0. 
And since [X, Y] = [X, Y,], 1([X, Y])=O. That is I([X, h])= (0). 
Because h is maximal subordinate to I, it follows that X E h. And by the 
assumption, X E h n gl. i 
LEMMA 4.8. By means of the linear isomorphism g’(m) + go(m)* defined 
by X+ I( [X, -1) for XE g’(m), b’(m) corresponds to b’(m)*, namely, 
t,‘(m) = E)‘(m)“‘, 
where b’(m)“‘= {XEg’(m); l([X, b’(m)])= (0)). 
Proof. Suppose Xl I@‘; then there exists 2, EC~.,+~ gl(i) such 
that Y, = X1 + 8, E h. Let X0 E b’(m); then there exists f. E n,,- i such that 
Y, = X0 + fo6 h. Recall [g’(s), g’(t)] = (0) for s > t, and I( [lj, lJ]) = (0). 
It follows that l([X,, X,])=l([Y,, Y,])=O. Therefore I([X,,$‘(m)])= 
(O}, that is, Xl oh’s”. Thus b”(m)L’ ~f~‘(rn). 
Now, we will show the equalities, 
1 dim b’(m) = dim ho. 
l<m<r 
1 <;<, dim h’(m) = dim(t) n 9,). 
. . 
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Note that for 1 < m < r, h n n, z b”(m) 0 (h n n, ~ ,) (isomorphic as vector 
spaces). Hence 
dim lj = dim& n n,) = dim ho(r) + dim(lj n n,- 1) 
= c dim b’(m) + dim(t) n no). 
l<Wl<r 
From h ?: ho 0 (t, n no), dim h = dim b. + dim(t) n no). This implies the first 
equality. 
Next, noting that b n (Ciam s’(O) N b’(m)@ (4 n (Ci>m+ 1 d(i)) for 
1 <m < r, we can show similarly the second equality. 
It follows from Ijo(m 3 b’(m) that 
dim g’(m) - dim E)‘(m) > dim Q’(m) for lGm<r. 
Thus 
c dim g’(m)- c dim l)‘(m)2 c b’(m). 
l<m<r I<mCr l<mir 
And from the above equalities, 
dim go - dim ho > dim(f) n gl). 
From Lemma 4.7, dim go - dim b. = dim(t) n gl). Hence for each m, 
dim g’(m) - dim b”(m) = dim b’(m). 
This proves the lemma. 1 
We now proceed to the proof of Proposition 4.3. For 1~ i < r, let d(i), 
&Z(i) be subspaces of g such that go(i) = d(i) 6 b’(i), h n ni = 
A(i)O(!lnni-~), and d(i) satisfies either d(i) 3 RjU, or d(i) c 
Cm>i9 (am-U1)/2. We put d(i)= (0) if lj’(i)=g’(i), and put d(i)= (0) if 
b n ni = t, n nip r. Then note that ni = al(i) @ A(i) @ ni- i, and x&‘(i) is a 
subalgebra of go(i). 
In the following steps, we inductively take an appropriate base to realize 
indg x,, adapted to the series of ideals, n, 2 n,- ,13 ... 3 n, 3 no. 
Step 0. Let a be a semi-invariant distribution. 
Case 1. b’(r) = (0). In this case, b’(r) = b’(r)“’ = RU, c IJ. Select a set 
(Xi, 2 < i< d} c n,- I such that {jU,, X,, . . . . X,} is a supplementary base 
to b satisfying the condition of Remark 2.6. (It is always possible because 
n,- 1 is an ideal.) And we define a realization of indg x, in L*(lR’) by means 
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of the diffeomorphism Rd 3 (ti, . . . . td) + B(exp t, jU, exp t, X, . . . exp t, X,) 
E G/B. Then a must satisfy the following condition (l), for exp SU,E H, 
s E R. Let cp 60 J/ E CF(exp RjU,) @ C;(exp RX,. . . exp RX,), and let 
x E exp RX, . . . exp RX,. Since exp sU, . x = x . exp sU,, 
Nfw - su,)(cp 0 $)((exp t,W,b) 
= E(exp se-“U,) cp(exp t, jU,) $(x). 
Thus a must satisfy 
<xAexp sU,)a, dexp tliur) bW)> 
- 
= (a, xdexp se-“U,) dexp t&J,) Nx)>. 
Put P,(tl) =z(exp s.cfLUr) -z(exp sU,). Then 
(a, PAtI) cp(exp tljf-Jr) Ii/(x)> = 0, SER. (1) 
Hence suppaccl({t,;P,(t,)=O, for all ~ER}xW-‘), where KY-‘= 
exp RX, . . . exp RX,. To determine the support of a, we calculate P,( tl) : 
p,(tl) =e-P~~-“4U,) _ e-%/=s4ur) 
I(U,) #O because I belongs to an open orbit, and I(U,) = A(U,) from 
1 E b’ + 1. Thus, P,(tl ) = 0 for all s E IF! if and only if t i = 0. Hence 
supp a c (0) x W-i, and 
where a:-, is a distribution on Cp(Wd-‘). But (d/dt,) P,(t,)l,,,,#O, for 
s # 0. It follows from the condition (1) that a:- i = 0 for all k > 0. Thus 
a=S(0)@aa,-,. 
By means of the diffeomorphism Rd- ’ --f exp n,- 1/B defined by 
(t 2, --., ld) + e(exp bX2 . ..exp tdxd), n,- 1 = indegXPnr-l x, can be realized in 
L*( Rd- ‘). Then for $ E Cp( Wd- I), a,-, satisfies 
for all XEt)nn,-,. 
Case 2. h’(r)# (0). Let L(O)e&(r)- (0); then $=lRL(O)@ 
(b n n,- i ). Take an appropriate set (Xi, 2 < i < d} c n,- , , and realize 
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rc = indg x1 in L’(W’) using a supplementary base {L(O), X2, . . . . Xd} to b. 
Then a satisfies the following with respect o exp M(O) c H, 
(xi 4f&xp sW)h dexp tlW)) +(x1> 
= (a, cP(exp(tl + s) ~30)) Ii/(x)> 
for all s E R, rp 0 $ E C:(exp M(O)) 0 C:(exp RX,. . . exp RX, ). From the 
uniqueness of the Haar measure on the additive group R, 
a=LK~i.X*(exp t,W))Qa,-,, 
where a,- 1 is a distribution on Cr(exp RX, ..-exp RX,). That is, for 
CpQtk 
As in Case 1, we realize K,- I in L2(Rd-I). Then for XE h n n,- , , 
(a, ~(ev-~WBW 
= s 5iT; d,$*(exp trL(O)) @(ex tlL(0)) w 
Hence from the semi-invariance, 
From continuity of the representation, the mapping 
exp n,-, -+ C:(Rd-l), g+~,-lkM 
is continuous. Thus the function 
is continuous. Since the condition (2) holds for every cp E C:(R), the above 
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function is constantly zero. Particularly, when t, = 0, we obtain the con- 
dition of a,- r as 
Step k: Hypothesis. A semi-invariant distribution is a linear com- 
bination of the following distributions :
Take points g(i), subalgebras xc g”(r - i), and subspaces gc ttpi for 
0 < i < k on the following conditions; 
&I = Jw), 
and inductively, 
g(r-i)Eexpx for O<i<k 
Xm=(g(r)...g(r-m+l))-‘.d(r-m) for l<m<k, 
so that 
( ) 
I 
(g(r)e..g(r-i))aI-AA Qn C g’(m) , 
mar-i 
and if d(i)= {0), put g(i)=e. Let 
~.- (g(r).v.g(r-i))-l..M(r-i): 
i 
Case 1 
‘- (g(r)...g(r-i+l))-‘.A(r-i): Case 2, 
where 
Case 1 : h”(r - i) c 1 g(am-a~-o/2, 
mrr-i 
Case 2: $O(r- i) d C g(am-a~-~)‘2. 
m>r-i 
Then g = Co, iCk (g@ &) @ n,- k- 1. Taking appropriate bases of z 
and &, O<i<k, and adding {X,,,, l<rn<d,+,}ct~,-~-~, construct a 
supplementary base to b. As in Remark 2.6, we realize n by means of this 
base. For 0 < if k, we use the notations, 
Cp(exp &J 6 Cp(exp W&(i)): Case 1 
CF(r - i) = 
m=l 
6 C,“(exp RL,(i)) @ C:(exp &): Case 2, 
PI=1 
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where {L,(i), . . . . L,(i)) is a base of z. And we define a distribution a’ on 
CF(r - i) by 
1 
S(g(r-i)) 6 ~A,~2(expt,(i)g(r)~-~g(r-i).L,(i)): 
m=l 
ai= 
Case 1 
& ~d,~*(exp t,(i)g(r)...g(r-i+ l).L,(i))@6(g(r-ii)): 
m=l 
Case 2 
where t,(i) is a variable corresponding to exp R&,(i), and if a(r - i) = 0, 
we take off the terms C:(exp x) and s( g(r - i)). Then on C$(r) @ . . . 8 
C,“(r-k)@C,“(explRX,...exp RX,,+,), put 
a=aO@a’@ ... @akQak+l. 
Here ak+ r is a distribution which satisfies the following condition. Under 
the realization of 72,-k-, = indegxp”-k-l x, on L2(Wdk+1) using the base 
GL ---3 xfk,,L 
= (a k+l, ~,-k-I(exp-(g(r)..‘g(r-k))-“X)cp) 
for ah KEhr‘lnr-k-I, qEC,“(exp RKr+“exp WK,,,,). 
We now prove the Step k + 1. 
Step k+ 1. Put g=g(r)...g(r-k). 
Case 1. Q’(r-k- l)Cx,,r-k-l g(am--.r-k-1)‘2. In this case, 2-l. 
b”(r-k-l)cCm>r-k--l 9 (am--lrr-k-1)‘2, and note that d-’ . $‘(r - k- 1) is 
an ideal in gO(r-k-l). Put .&+,=g-‘.d(r-k-l); then -X,+, is a 
subalgebra, and from the direct sum decomposition g”(r - k- 1) = 
d(r-k-l) @ b”(r-k-l) = g-‘.d(r-k-1) @ BP’ .b’(r-k-l), 
nrek-l =~k+,og-“~‘(r-k-l)~n,_k-2 follows. Put n’=g-” 
hO(r-k-l)+n,-k-*; then nr-k-1~n’~n,-k-2 is a series of ideals in 
nr-k-l. 
Take a base of .&+l, {K ,,..., K,} such that K1$~,,,-k-l 
(‘&--r-k-11)/* 
&,, WK.+n’ 
and K2 ,..., Kg~~m,r-k-lg(amm-dr-k--LM2. Then nr-&r3 
I ... 31RKq+n’~n’ is a series of ideals in nrpk-r. So, we 
can take ‘a supplementary base to b {K,, . . . . K,, X,, . . . . X,}, where Xie n’ 
for 1 <i<n=dim n’-dim b, and realize n,-k-, in L*(lTV+“). From the 
hypothesis of Step k, for XE h n C ,3,-k-,gl(m) and 4EC,“(expRK,..- 
exp RK, . exp RX, . . . exp RX,,) we have 
(Xi(expX)ak+,,~(y))=<ak+,,jl;(expy-’~-”X)~(y)). @+I) 
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Therefore, 
sun ak + 1 c c1(s) 
y;x(exp y-$-l .X)-?T;;(expX)=O,XEhn 1 d(m) 
mar-k-1 
To determine ak + , , we study the above condition in more detail. 
LEMMA 4.9. S = So x (exp RX, . ’ . exp Rx,), where so = {x E exp xk + 1; 
~xe~-AE(t)n~mar-k--l drn))‘}. 
Proof. We first show that for all g E S and p E exp n’, 
mar-k-1 
Note that expn,-,-, =expXk+, *exp g-l .~‘(r-k-l).expn,_,_,. 
Adapted to this decomposition, we have 
g=gog’, goeexp~k+l’exp~-“t)o(r-k-l), g’Eexpn,-k-2, 
p=pop’, poEexpg-‘.$O(r-k-l), p’eexp nr-k-2e 
Recall that for ZOE~,g,-kPI g’(m) and xEexpn,-kP2, x.Z,=Z,. 
Since C ,,,>r-k--l g’(m) is an ideal in 9, for Zohn~,.,-k-I g’(m), We 
have 
Because g-‘.$‘(r-k- 1) is an ideal in g”(r -k - l), there exists 
XElj’(r -k- 1) such that gopog,yl =exp g-’ .X. And remark that 
Cb”(r-k-lh $nCm~r-k--lg’(m)lcCt),~lnC,.,-k-,g’(m). From 
the assumption, ~g~I-1~(~n~,,,~,-,-, gl(m))‘, thus, 
&p. W = (exp X) &co. W 
= ggo. I( (exp - X) . Z) 
= gg . I( (exp - X) . Z) 
= gg * 1(Z) = A(Z). 
This implies the claim. 
Now, let gc S and put g = xp adapted to the decomposition 
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exp nr-k-, = exp Xk + , . exp n’. Then from the above claim, gp- ’ = x also 
satisfies gx.I--;1E(t)nC,..-,_, g’(m))‘. It follows Lemma4.9. 1 
LEMMA 4.10. S,, is discrete. 
ProojI First, we define the C” mapping 
F:exp~k+l+(g-l’fjl(r-k-l))* bY F(g)=(g.l)lg-l.hl(r-k-,). 
Let f~(g-‘.h’(r-k-l))* be defined by the following. For 
XEij’(r-k-l), take YE~,~,-kg’(m) such that X+ YE@ Define 
Jqg-‘4)=il(X+ Y)-g’*l(Y). 
To see this definition is independent of the choice of Y, take Y, 
YIEC m,,-k gl(m) such that X+ Y, A’+ Y’E~. Then 
qx+ Y)-g.l(Y)-(&Y+ Y)-g*l(Y’)) 
=A(Y- Y’)-g.l(Y- y’). 
Note that Y- Y’El)n~,~,-k g’(m), and from the induction hypothesis, 
A( Y - Y) - g .1( Y - Y’) = 0 follows. 
SUBLEMMA 4.10.1. F-‘(f) = S,. 
Proof For g E exp Xj + r, supposeF(g)=J:LetZEI)nC,.,-k-,gl(m) 
and let 2=X+ Y, where XEb’(r-k- l), and Y~C,.,-~g’(rn) adapted 
to the direct sum decomposition Cm,r-k--l gl(m)=g’(r-k- l)@ 
Cm>r-k dh). Then 
(~g~l-n)(z)=g.l(g-'~X)+g.l(g-'~ Y)-1(X+ Y) 
=f(i-'.X)+g-1(&y. Y)-i(X+ Y) 
=(A(X+ Y)-g.l(Y))+l((g-‘* Y)-&Y+ Y)=O 
(gEG’(r-k-l)givesg-‘g-‘.Y=g-I-Y). 
Therefore g E So. 
Conversely,letg~So.ForX~hl(r-k-l), take YE&,2,-kg1(m)such 
that Z=X+ YEbnx,.,-,-, 9 l(m). From the assumption (gg. I- A)(Z) 
= 0. That is, 
g.l(g-‘.Z)-~(Z)=g.l(~-‘.X)+g.l(~-’. Y)-1(x+ Y)=O. 
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Note that 2-l. YEC~>~-~ g’(m), and gEG’(r-k- 1). Then 
g.l($pX)=I(X+ Y)-g.l(~-‘a Y) 
=1(X+ Y)-l(g-‘. Y)=f(B-1.X). 
Thus F(g)=f: 1 
SUBLEMMA 4.10.2. The differential of F at every point of F-‘(f) is non- 
singular. 
Proof. Define the C” mapping 
P:G’(r-k-l)-t(g-‘.h’(r-k-l))* by ~(g)=(g.I)I,-I.,,,,_,_,,. 
We denote by dp;, the differential of F at x. From Lemma 4.6, 
rankdFx=dimg-‘.h’(r-k-1). 
For gEG’(r-k-l), suppose gg.I--1E(bn&.,-,-, g’(m))‘. As in 
Lemma 4.6, we identify a tangent space of G”(r - k - 1) with gO(r - k - 1). 
Then the singular subspace of dFg coincides with g-’ .Ij’(r - k - 1). To 
prove this, recall that under the identification gl(r- k- 1) with 
g”(r - k - l)* via 1, h”(r - k - l)“* = $‘(r - k - 1) (Lemma 4.8). Thus 
dimg-‘.h’(r-k-l)=dimh’(r-k-1) 
=dimg’(r-k-l)-dimb’(r-k-1) 
=dimg’(r-k-l)-dimg-‘.h’(r-k-1) 
= dim (the singular subspace of dpg). 
Hence it is sufficient to prove the inclusion. For 2-l . V ( VE Q”(r - k - 1 )), 
&(expt~-‘~V)g~l(~-lljl(r-k-l))~~zo 
=g.I([g-‘.I,)‘(r-k-l), g-‘.V]) 
=gg.I([b’(r-k-l), V]) 
c&%-l Cbvbln 
( C g’(m)) mar-k-1 
=A Cbbln 
( 
C 
mar-k-1 
d(m)) = (01. 
That is, dF8(g-‘V) =O. This shows the inclusion of g-’ .I)“(r- k- 1) in 
the singular subspace. And the coincidence of the two spaces follows. 
From the above observation, we have the following assertion. 
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ASSERTION A. Take Y~g’(r-k- 1) such that Y#g-I-$‘(r-k- l), 
and take gEG’(r-k-1) such that ~gsl--n(~nC,>,_k-,gl(m))‘. 
Then g.l([Y,f-‘.t)‘(r-k- l)])# (0). 
We now return to d_F, where ge F-‘(f) again. We identify the tangent 
space of exp Xk + I at g with &+ r. Then dFg is defined by dF,( Y) = 
g.0c.Y Yl)lg-h+(r-k--l)r YExc+1. From Assertion A, dF,( Y) # 0 for all 
O#YE&+1. I 
Since dim exp Xk + , = dimgO(r-k- l)-dimb’(r-k- l)=dim(g-‘. 
Q’(r - k - l))*, and from Sublemma 4.10.2, F-‘(f) = So is discrete. 1 
From the above observation of the support of ak+ , ,a/, + 1 is written as 
follows; on Cp(exp X,, 1)@ Cr(exp RX, . . . exp RX,), 
where ap;g’ is a distribution on CF(exp RX, . . . exp RX,,). Let go = 
exp xy K, . .. exp xi&, E So. We define an order on the index set Z( go) by 
a > /? if and only if a, = fir, . . . . ai- 1 =/II- 1, cq > pi. Let a = (a,, . . . . q) be the 
maximum element of Z(g,). Suppose tlq> 1. Take 4(g)= (P,(x~)...(P~(x~)E 
C,“(exp Xk+ 1) so that 
(pia (l Gi6q) 
C2) g,Ci(xi)/ o=lY 
I 3 
&P,(Xi)I o=O (WZ<Ui, l<i<q-1) 
I -5 
ggl (Pqbq) o = 1, 
4 xq 
g’pqtxq1 o=o (m<G1q-ll) 
4 xI 
(3) suPPcpnSo= {go). 
Put PA, P)=jl;(expp-‘g-‘g’-‘.X)-?Z;(expX), for XEt)nC,.,-,-, 
gl(m). From condition (k + l), for tj(p) E CF(exp RX, . . .exp RX,,), 
so we have 
(k+ 1)’ 
Here, we calculate the partial derivative of PX( g, p). Put p = p. p’ adapted 
to the decomposition expn,-,-,=expg”(r-k-l)Oexpn,-,-,: 
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a 
=Ge 
-J--i I()?-‘g-(-l .X) 
go 
=&(-J-l) qp-lg-‘g-l .-q e-J=w’gi’~-‘~w 
q &TO 
L!(exp -tK,) g,pqg-1 .q (-~)&=~d~-‘~~) 
I=0 
=g,p-I([K,, g-‘.X]).constant (constant # 0) 
= g,p, .I( [K,, g-i -Xl) -constant 
( 
because [K,, g-i .X] E 1 9’(m) ; 
mar-k-1 ) 
g(goPo).1-3,E(t)n~C,.,_,_, gl(m))‘, since goESo. Applying Asser- 
tionA to g,p,, gopo~I([Kq,~-l~hl(r-k-l)])# (0). We note that 
[K,, g-‘.h’(r--k-l)]=[K,, s-‘.r,nCm~,-k-lgl(m)], because Kqe 
g”(r-k-l).Hence,foreverypointp, thereexistsXEhnC,2,-k-ig1(m) 
such that 
& PA g, P) z 0. 
4 go 
From the condition (k + l)‘, 
supp aigTl*) c cl 
(1 
P&P,k~ P) =OforallXEhn C 9’(m) . 
4 go mar-k-1 1) 
It follows that a&p) = 0. For a&p) # 0, we have a, = 0. 
Repeating the above arguments, we have al = . . . = a, = 0. Thus ak + 1 is 
of the form 
with some distribution a;, 1(g) on Cp(exp RX, . . . exp W-Y,,). 
Next, we show the existence of a non-zero distribution which has the 
required semi-invariance and is of the form 
4gN3a~+l~ gESo9 
on C:(exp IRK, . . . exp RK, . exp RX, . .. exp RX,,). Put go E So as above. 
Take 4 E C”(exp RK, . . . exp RK, . exp RX, . . . exp RX,,) defined by 
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4(exp xl & . ..expx.K,.expt,X,...expt,X,)=~(x,,...,x,), where $E 
Cj?(lR’), 6(x:, . . . . xi) = 1, supp Jn S, = {go} under the identification 
Rq =exp RK, .--exp IRK,. 
Suppose supp ak + 1 n ({go} x exp RX, . . . exp IRX,) # @ and ak + i has 
the required semi-invariance, i.e., 
for Xebnn,-,-,. Since 4 is invariant under the action of 
exp(h n nrpkp ,), the distribution 4. ak+, also has the semi-invariance. In 
fact, 
= (a k+lv nr_k-l(exp -d-“x)$-q> 
= (a k+l, $-zr-k-l(exp -2-l ‘x)v> 
= (bak+l? n,-k-l(exp -2-l ‘x)q). 
Note that supp d .ak + 1 c {go} x exp RX, . . . exp WX,; thus we obtain a 
semi-invariant distribution of the form S( go) @ a; + 1. 
We now put ak+i=8(g)@ab+i, where goSo. Put 9k+l=g-1g--l. 
.M(r-k- l), then as g-‘.n’=n’, 
=g --l.d(r-k- 1)@n,-kp2 
= g-lg-l .~(r-k-1)8n,-k--2=~k+1$n,-,-,. 
So we realize rrO=indegXP”’ x, in L*(RY) using a base (L,, . . . . L,, 
x 1 > -**, X,-,} where {L,, . . . . L,} is a base of Yk+ i, and {Xi, . . . . X,-,} c 
n,- k _ *. Then the semi-invariance of ak + i implies for tgg . Li E Q, 1 < i < s, 
fER, 
(xiA~.2c(exPtgg.Li)ak+l, cp>= (a;+,, x,(exp -tL,)cp). 
Repeating the arguments similar to those in Case 2 of Step 0, inductively 
from i= 1 to i= s, we determine a;, i; on @;= i C;(exp RL,)@ 
CF(exp RX, --+exp RX,-,) with a variable ti for exp RL, (1 <i<s), 
a ;+I= @ Si;AH,~2(exptigg.Li)~ak+2, 
i=l 
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where the distribution ak + Z satisfies 
<xi 4Mexp Wak+2t vo> = (ak+2, n,-,-,(exp- (gg)-l .X)cp> 
for Xe$nn,-,-, and qoCC,“(exp RX,...exp RX,-.). Here we realize 
rr-k--2 = ind egxp”r-k-2~~ in L2(lRn--S) using the base (X,, . . . . Xn-,}. This 
finishes Case 1 of Step k + 1. 
Case 2. ljO(r-k- 1) & Cm,r--k--l g(am-ar-km1)12. In this Case, g-l. 
I)‘@-k-1) ti Cmrr--k--lg(01m-=~-k-‘)‘2. Put .re,+,=g-‘..M(r-k-l), 
x k+l=g-’ .d(r-k-l). Then n,_,_,=~~+,O~~+,On,_,_,. And 
put n’=&+I+nr-k-2; then n’ is an ideal in n,- k _ 1. Thus we realize 
nrek- 1 = ind~P*~-k-l xl using appropriate base {L,, . . . . L,, K,, . . . . K,, 
X 1, *‘*, Xdk+2}, where (~l,...,L} spans =%+l, {K,, . . . . K4} spans %+l, 
{Xl, *.., Xdk+z} Cnrekp2. As in Case 1, we have 
ak+, = @ zdjjiJ2(e2(exp tig.Li)@a;+, 
i=l 
on @j= i CF(exp RL,) @ CF(exp R’K, . . . exp RK, . exp RX1 . . . exp RX,,,,). 
Under the realization of no = indrp”’ x, using the base {K,, . . . . K,, 
X 1, --*, Xdk+l}, the semi-invariance of a; + i is as follows ; for cp @I e E 
Cr(exp RK, ~~~expRKq)@CC,“(expRX,~..expRXd,+,), 
where XEQnn’=I)nn,-,-,. In particular, for XEijn~Cmbr--k-l gl(m), 
(ai+lp (Sl;(exp g-‘g-’ .X) - iiS;(exp X)) q(g) $(p)) = 0. Therefore, 
supp a;+i ccl(Sx (exp RX, . ..exp RXdk+J), 
(exp g-‘g-l .X)-z(exp X)=0, 
XEtJn C 
mar-k-1 
As in Case 1, we can prove that S is discrete, and that semi-invariant 
distributions are linear combinations of 6(g) 8 ak + 2, g E S, where ak+ 2 
satisfies the same conditions as those of Case 1. This finishes Case 2 of Step 
k+ 1. 
580/83/l-IO 
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From Step 0 to Step Y - 1, we prove that a semi-invariant distribution is 
a linear combination of the following ones. Taking appropriate supplemen- 
tary base to n, in g, adding {Xi; 1 < i < u = +dim g,,,}, we realize n. On 
C,“(r)@ ... @C~(l)@C~(exp RX1 . ..exp RX,), a=aO@ . . . @a’-‘@& 
Here, under the realization of ti = ind”,“P”o x1 in L2( R”) using {X,; 1 < i < u}, 
the semi-invariance is 
where go=g(r)...g(l), go.Z-Ie(t)ng,)L. 
Step r. Let 8, X be subspaces such that go’ . (h n no) = 
8~(g~‘~t)nb),n,=~~O~b,~cg,,,.Then~+bisanidealinn,. 
Taking bases (L,, . . . . L,}, {K,, . . . . K,,,} of dR and X, respectively, we 
realize 72, and we can see from the similar arguments that 
@I;= 1 C:(exp IwLi)@ C:(exp IWK, . . . exp RK,) with a variable ti for 
exp RL, (1 < Gn), 
d = 6 ?iS;(exp tigo . Li) @ a’. 
i=l 
And under the realization of rr’ = ind”,“PtX + b, x, using the base {K, , . . . . K,,, }, 
the condition of a’ is as follows; for cp E C:(exp RK, ... exp RK,), 
Ch(exp X) a’, cp> = (a’, n’(exp -go.X)cph 
where go’ -Xc go’ .Q n b, i.e., XE h n go . b. 
Put x=expx,K, . ..expx.K,. Then from x-‘g;‘.X=g;‘.X- 
CyX,xi[Ki, g;‘.X], we have x-‘g;‘.XEb if g;‘.XEb. Hence the 
condition of a’ is 
(a’, (El;(exp x-kg’ .X) -E(exp X)) W)> =O, XEbng,.b. 
This implies that supp a’ c cl(S), where 
S= {x; g,x.I-Ae(t)ng,.b)‘}. 
LEMMA 4.11. In no, (g,yl.I)nno)+gl is maximalsubordinate to II,,. 
Proof: Since [g,‘.I)nn,,g,‘.t)nn,]cg,‘.([~,t)]ng,), and g1 
is central in no, the condition g,.I--IG(t)Ag implies that 
(go’ . h n no) + g, is subordinate to 1. 
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In n,, the radical of II,, is gi, because 1 belongs to an open orbit in g*. 
Here we calculate the dimension 
=dim(g~l~hnn,)+dimg,-dim(g~l~hng,) 
=dimg;l~(hnn,)+dimg,-dimg;l~(hng,) 
= dim(h n no) + dim g1 - dim(h n g,) 
=dim(hnn,)+dimh,=dimh=$dimg=~(dimn,+dimg,) 
This gives the maximality. 1 
Now we determine a’. Recall x = exp x, K, . . . exp x,K,,, E S if and only if 
gOX’l(X)-1(X)=f go’ ‘X- f Xi[Ki, g&lx] -A(X)=0 
( i=l ) 
for all XeI)n g,,.b. (r) 
Put s=dim(g;‘.hnb)-dim(g;’ .$ngl). Then s=dim(g,‘.hnn,)- 
dimy-dim(g;‘.ljng,). We note that dim((g;‘.hnn,)+g,)= 
dim(g;l . h n n,) + dim gi - dim(g;’ . lj n gi) (=f(dim n, + dim 9,)). 
Hence 
s=dim((g&‘.hnn,)+g,)-dimgi-dim2 
=$(dimn,+dimg,)-dimgi-dim2’=$dimg,,,-dim9 
=dimx=m. 
Take {Xi, . . . . X,} c h such that goi . h n b is spanned by {g&r . Xi, . . . . 
go’ .X,} and g;’ .$ n gi. Then the m x m matrix (I( [Ki, go’ * Xj]))i,j is 
non-degenerate. To show this, for a subspace Y c no, we put Y&l = 
{XEn,; I([X, V])= (0)). Then from Lemma4.11, 
(g&l .hnb)Ll = (g;‘.(hnn,))‘.‘+b” 
=(g;‘.hnn,)+g,+b=(g;‘.hnn,)+b. 
This shows our claim. 
For g,y’.XEg&l.$ngl, condition (r) always holds. Hence x E S if and 
only if (xi, . . . . x,) is a solution of the system of equations 
m 
A(Xj)-l(gil ‘Xj)+ C xil([Ki, go’ ‘xj])=09 j = 1, . . . . m. 
i= I 
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From the above observation, there exists the unique solution (xy, . . . . xz). 
Put x0 = exp xy K, *.. exp xz K,,,, and put 
PAX) = xl(exp xp’g;’ . Xl - xJexp Xl for XEhng,,.b. 
Let KE X, then since [K, go’ . X] E g, , 
f W(exp tK) x0) 
1=0 
=fi$exptK)x,./(g;‘.X) e&i /(x;‘g~‘~ X) 
t=o 
= -J-lxo.)([K, go’ .X])eJ=-i’%‘d.x) 
= -fi]([K, g;’ .Jf])&=(&?~*)~ 
11 follows that for 1 <j< m there exists XE IJ n go. b such that 
As in previous arguments, we have a’ = 6(x,) (up to a numerical factor). 
Here we summarize the above results. 
CONSTRUCTION 4.12. Let d(i), Jr’(i), for 1 < i < r, be subspaces such 
that go(i) =&(i)@E)‘(i), tj n ni= &Z(i)@ (Ij n n,-r), and d(i) satisfies 
either d(i) c C,, i g(“m-a~)/2 or d(i) 3 RjUj. 
A semi-invariant distribution is a linear combination of the distributions 
corresponding to the (r + 1)-tuples (g(r), . . . . g(l), g) obtained in the follow- 
ing way. Put X0= d(r), and inductively, put g(r- i)Eexp Xj for 
O<i<r-1 andXm=(g(r)...g(r-m+l))-‘.&(r-m)for l,<m<r-1, 
so that g(r)...g(r-i)+I-lE(t)nC,.,-igl(m))’. If d(i)= {0}, put 
g(i) = e. Next, let 2, X be subspaces such that for go = g(r) . . . g( 1 ), 
g,‘.($nn,)=Y~(g,‘.~nb), n,=Z@O@b, Xcg,,2, and let 
(K, , . . . . K,,,} be a base of X, and put g E exp RK, . . . exp RK,,, such that 
gog.I--lcz(hngo.b)i. 
Then taking subspaces & (0 < k < r - 1) as in Step k, and using bases of 
Yk, Xk (0 < k < r - 1 ), 9, and X, we realize x. According to the notations 
of Step k, the semi-invariant distribution corresponding to (g(r), . . . . g( 1 ), 2) 
follows ; on 
&‘(exT IRK, . . . exp RK,), 
C,“(r)@ ... @C:(l) @y=i Cp(exp aLi)@ 
a08 ... @a’-‘& x(exp fig,-LJ@J(g), 
i=l 
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where {Li, 1 6 i< n} is a base of 9 and ti is a corresponding variable 
(1 <i<n). 
In this construction for each (g(r), . . . . g(l), g), a non-zero semi-invariant 
distribution is defined, and it forms a base of the space of semi-invariant 
distributions. 
Let Q be a set of (r + l)-tuples (g(r), . . . . g(l), g) which is obtained by 
Construction 4.12, and let C be a set of connected components of 
G n (h’ + A.). Last, we give a one-to-one correspondence between Q and C. 
Let (g(r), .-, g(l),g)EQ and put g,=g(r)...g(l), g=g,g. Since b 
satisfies the Pukanzky condition (i.e., b’ + I = B . I), and g. b = b, 
gB.I=g~(b~+I)=g,&(b~+I)=g,~(b’+~~I)=g,~b~+gJ. 
From the condition g . 1- 2 E: (lj n g, . b)’ = 5’ + g, . b’, we have 
gB&-#+A)=(g,.b’+gl)n(h’+A)=C(g)#jZI. 
C(g) is connected because C(g) is an intersection of two affine spaces. 
Hence C(g) is included in one connected component of Sz n ($’ + A). 
Recall that a connected component of 52 n (h’ + A) is a single H-orbit. 
Then HgB .1 n (h* + A) coincides with a connected component of 
SE n (h’ + A). Thus we obtain a mapping Q + C by (g(r), . . . . g( 1 ), g) + 
HgB.In(E)‘+A). 
LEMMA 4.13. The above mapping Q + C is bijective. 
Proof To prove injectivity, suppose for (g(r), . . . . g(l), g), (x(r), . . . . 
x(l), J)eQ, HgB.in(@‘+A)=HxB.In(l)‘+1), where g=g,g= 
g(r)-..g(l)& x=x02=x(r) ..-x(l)i.ThenthereexisthoHandb,,b,EB 
such that hgb, .I = xb, . 1. Since 1 belongs to an open orbit, its stabilizer is 
{e}. Hence hgb, =xb 2 ; this implies HgB = HxB. 
From the above observation, let h E H, b E B such that hgb = x. Suppose 
heexpn, (l<m<r). Weputp=g(r)...g(m+l); then 
x=g(r)...g(m+l)(p-‘hp)g(m)...g(l)gb. 
Hence x(r) . ..x(rn + 1) = g(r). . . g(m + 1) (mod exp n,). Because Go(r). . . 
G”(m + 1) is isomorphic to G/exp n,, and x(k), g(k) E Go(k) for 1~ k < r, 
we have x(k) = g(k) for m + 1 <k < r. From the assumption x = hgb, 
x(m)...x(l)x=(p-‘hp) g(m)...g(l)gb. 
Case 1. [)nn,cCi,mg(di-am)‘2+nm_1. In this case p-l.ljO(m)c 
Ci,mg(PLI-am)‘2. Recall n,=d(m)@lJ”(m)~n,~,=p-‘.d(m)~p-l. 
h”(m)@n,-,. Put .X=X,--m=p-l .d(m),n’=p-‘.h’(m)+n,-,.Note 
148 JUNK0 INOUE 
that x(m), g(m) ~exp .X and n, I> n’ 3 it,,- i are ideals in n,. Since 
g(m)-‘P-‘&g(m) ~exp n’ and exp X is isomorphic to exp n,/exp n’, we 
have x(m)=g(m). Thus x(m-l)...x(l)i=(g(m))‘p-‘hpg(m))g(m--1) 
. . . g( 1) gb. This implies g(m)- ‘p ~ ‘@g(m) E exp n, _ i . Therefore h E n, _ i . 
Case 2. ljnn,,, d ~i,mg(a~-am)‘2+n,-,. In this case pP1.f)‘(m) vk 
~i>mg(al-mm)‘*. Put X=Xr-m=Ppl . d(m) and recall n, = p-l . b”(m) @ 
X@n,_,, x(m),g(m)EexpX. As x(m)...x(l)$=p-‘hpg(m)...g(l)gb, 
p-‘hp E exp X .exp n,,- , . Furthermore, since (d(m) + n, _ i) n h = n, _, 
n h, we have p - ‘hp E exp n, _ i , which implies h E exp n, _, . 
Repeating these arguments until m = 1, we conclude 
h E exp no, 2 = ( go l hg, ) gb. 
Then from the decomposition no = 9 0 X @ b, i’, g E exp(X + b). Thus 
g;‘hgo E exp(X + b). And note that go’ . h n n, = 5?@ (g, l .h n b); then 
g; ‘hg, E exp b = B. This implies that 2 E Bgb = gB. Since exp RK, . . 
exp [WK, and exp(X + b)/B are isomorphic, we have g = J?. This proves that 
g(i) = x(i), 1 < i 6 r, and g = f. 
To prove surjectivity, we must put g . ZE Sz n (h’ + 1) and show that 
there exists h E H such that hg = g(r) . . . g( 1) $b, b E B, (g(r), . . . . g( 1 ), g) 
E Q. But by the construction, it is easily proved. So we omit the details. 1 
Now we obtain a one-to-one correspondence between a base of the space 
of semi-invariant distributions and the set of connected components of 
(h’ + 2) n L2. This finishes the proof of Proposition 4.3. 1 
We are now in a position to determine the semi-invariant generalized 
vectors. Recall that the space of generalized vectors is included in the space 
of distributions. It follows from this inclusion and Proposition 4.3 that the 
dimension of (Z; ) ooH,&!f~ is smaller than or equal to the number of 
connected components of (h’ + 1) n Q. 
Next recall other relations mentioned at the beginning of Section 4; the 
dimension of (Xi ) ooH*XIA%~ is larger than or equal to the multiplicity of rc, 
and the multiplicity of rr is equal to the number of connected components 
of (h’ + 1) n 52. Finally, we obtain the following result. 
THEOREM 4.14. Let (g, j, fo) be a normal j-algebra, and G = exp g. Let 
A E g*, and I) be a subalgebra subordinate to A. Suppose in bi + I there exists 
a point which belongs to an open orbit, and dim h = f dim g. 
Then ind$ xi. is decomposed into a direct sum of irreducible unitary 
representations corresponding to open orbits which intersect Ij’ + 1. Let 52 be 
an open orbit which intersects b’ + ;I and denote by rt the corresponding 
irreducible unitary representation. We use the notation c(S2,1, $) for the 
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number of connected components of (5’ + A) n Q, and use m(z) for the mul- 
tiplicity of rc. 
Then each connected component of (Ij” + A) n Q is a single H-orbit, and 
= m(7r) 
<co. 
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