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ABSTRACT
e ubiquitous presence of sequence data across elds such as
the web, healthcare, bioinformatics, and text mining has made
sequence mining a vital research area. However, sequence mining
is particularly challenging because nding (dis)similarity/distance
between sequences is dicult. is is because a distance measure
between sequences is not obvious due to their un-structuredness—
arbitrary strings of arbitrary length. Feature representations, such
as n-grams, are oen used but they either extract only short-term
sequence paerns or suer from high computations for long-term
paerns. We propose a new function, Sequence Graph Transform
(SGT), that extracts the short- and long-term sequence features and
embeds them in a nite-dimensional feature space. Importantly,
SGT has low computation and can extract any amount of short-
to long-term paerns without any increase in the computation,
which is also proved theoretically in this paper. Due to this, SGT
yields superior results with signicantly higher accuracy and lower
computation compared to the existing methods. We show this via
several experiments and SGT’s real world application for clustering,
classication, search and visualization as examples.
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1 INTRODUCTION
A sequence can be dened as a contiguous chain of discrete al-
phabets, where an alphabet can be an event, a value or a symbol,
sequentially tied together in a certain order, e.g., BAABCCADECDBBA.
Sequences are one of the most common data types found in di-
verse elds such as social science, web, healthcare, bioinformatics,
marketing and text mining. Some examples of sequences are: web
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logs, music listening histories, patient movements through hospital
wards, and protein sequences in bioinformatics.
e omnipresence of sequence data has made development of
new sequence mining methods important. Some examples of its
applications include: a) understanding users’ behavior from their
web surng and buying sequences data to serve them beer adver-
tisements, product placements, promotions, and so on, b) assessing
process ows (sequences) in a hospital to nd the expected patient
movement based on diagnostic proles to beer optimize the hos-
pital resource and service, and c) analysis of biological sequences
to understand human evolution, physiology and diseases.
A fundamental requirement for data mining is the ability to
measure the (dis)similarity, oen translated as measuring a distance
between the objects. In sequence mining, sequences are the objects,
but nding the distances between them is challenging because
they are unstructured—arbitrary strings of arbitrary length. To
mitigate this challenge, feature representations of sequence are
oen used. For example, an n-gram method extracts sequence
features by looking at the substrings up to length n and embeds
them in a feature vector; in an n-order Markov model, the sequence
features are represented by the transition probability matrix.
However, in addition to other limitations (discussed in §1.1),
most of the existing methods either limit themselves by extracting
only short-term paerns or suer from exponentially increasing
computation upon extracting the long-term paerns. For instance,
in the abovementioned n-gram and -Markov models, n is kept small
due to computational limitations, and thus, unable to capture long-
term paerns..
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Figure 1: SGT’s unique
property.
In this paper, we develop a
new function, Sequence Graph
Transform (SGT), that extracts
the short- and long-term se-
quence features without any in-
crease in the computation. As
depicted in Fig. 1, SGT can
extract any amount of short-
to long-term sequence paerns
just by dialing a hyperparame-
ter κ. is unique property of
SGT removes the computation limitations; it enables us to tune
the amount of short- to long-term paerns that will be optimal for
a given sequence mining problem. Additionally, SGT is a nite-
dimensional feature space that can be used as a vector for imple-
menting any mainstream data mining, and as a graph for applying
graph mining methods and interpretable visualizations.
ese properties lead to a signicantly higher sequence data
modeling accuracy with lower computation. We theoretically prove
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the SGT properties, and experimentally and practically validate its
ecacy. In the following, §1.1-§1.2, we discuss the related work
and the problem specication in more detail.
1.1 Related Work
Early research works used edit-distances between sequences aer
alignment. Methods for global alignment and local alignment, with
or without overlapping, were developed by [9, 13]. Based on these
methods, heuristic approaches were proposed for larger datasets
[3–5]. ese methods mainly focus on bioinformatics sequence
problems and lack general applicability due to diculty in tuning,
high computational complexity, and inability to work on sequences
with signicantly varying lengths. Additionally, these methods do
not provide any feature representation of sequences.
More universally applicable and relatively powerful methods
broadly work on one of the following assumptions: a) the sequence
process has an underlying parametric distribution, b) similar se-
quences have common substrings, and c) a sequence evolves from
hidden strings.
e parametric methods typically make Markovian distribution
assumptions (more specically a rst-order Markovian) on the
sequence process [1, 10]. However, such distributional assumptions
are not always valid. General n-order Markov models were also
proposed but not popular in practice due to high computation.
Beyond them, Hidden Markov model-based approaches are popular
in both bioinformatics and general sequence problems [8, 11]. is
assumes a hidden layer of latent states that results in the observed
sequence. Due to the multi-layer seing, the rst-order property is
not transmied to the observed sequence. However, tuning HMM
(nding optimal hidden states) is dicult and computationally
intensive, thus eecting HMM’s generality and scalability.
N -gram methods (also known as k-mer methods in the bioin-
formatics area) are the most popular approaches that work on the
second assumption [14]. Although the pretext of this assumption
seems appropriate, the optimal selection of substring length, i.e. n
in n-gram or k in k-mer, is dicult. In sequence mining, selection
of a small value for n can lead to inclusion of noise, but increasing
it severely increases the computation. Some other variants, such as
spaced-words and adaptive n, are more dicult to optimize [2].
Another class of methods hypothesizes that sequences are gen-
erated from some evolutionary process in which a sequence is
produced by reproducing complex strings from simpler substrings
([12] and references therein). is method solves an NP-hard opti-
mization problem to identify the underlying evolution hierarchy
and corresponding substrings. ese substrings can also be used
as features for sequence data mining. However, the estimation
algorithms for this and similar methods are heuristics that usually
do not guarantee optimality. e algorithms can also lead to sev-
eral solutions that will cause identiability and ambiguity issues.
Moreover, the evolutionary assumption may not be always true.
e above methods either limit the extent of sequence paern
extraction due to restrictive assumptions or search for (hidden)
states or strings in an unobservable universe. is causes limited
accuracy and/or computational issues.
Besides these methods, Prexspan [7] is another sequence pat-
tern mining approach, but it works on a dierent type of sequence
in which the sequence is a list of elements and each element consists
of a set of items, e.g. ⟨a(abc)(ac)d(cf)⟩. For the sequence problems
addressed here, Prexspan’s performance will be similar to n-grams.
Sequence mining problems have also been given aention by
the deep learning research community. Embedding spaces for se-
quences have been proposed using Recurrent Neural Networks
(RNN) and Long Short Term Memory [6]. However, the dimension
of these embeddings is typically large, and nding the optimal di-
mension and embeddings requires the use of rigorous optimization
problems in a deep learning network. Training such models is com-
putationally intensive, sometimes not interpretable and requires a
large amount of training data.
1.2 Problem Specication
e related methods discussed above fail to address at least one of
the following challenges: a) feature mapping: eective extraction
of sequence characteristics into a nite-dimensional feature space
(a vector), b) universal applicability: this requires the absence of
distributional or domain-specic assumptions and a small num-
ber of tuning hyper-parameters, and c) scalability: it relies on the
computational complexity, which should be small with respect to
sequence length, size of the database and the alphabets set.
We propose a new sequence feature extraction function, Se-
quence Graph Transform (SGT), that addresses all of the above
challenges and is shown to outperform existing state-of-the-art
methods in sequence data mining. SGT works by quantifying the
paern in a sequence by scanning the positions of all alphabets
relative to each other. We call it a graph transform because of
its inherent property of interpretation as a graph, where the al-
phabets form the nodes and a directed connection between two
nodes shows their “association.” ese “associations” between all
alphabets represent the signature features of a sequence. A Markov
model transition matrix can be compared analogously with the
SGT’s feature space; however, among other dierences (explored
further in the paper), the associations (graph edges) do not represent
a probability, and SGT is non-parametric. e non-parametric prop-
erty also makes it robust to any underlying sequence generation
distribution.
Regardless, sequence analysis problems can be broadly divided
into: a) length-sensitive: the inherent paerns, as well as the se-
quence lengths, should match to render two sequences as similar,
e.g., in protein sequence clustering; and b) length-insensitive: the
inherent paerns should be similar, irrespective of the lengths,
e.g., weblog comparisons. In contrast with the existing literature,
SGT provides a solution for both scenarios. e advantage of this
property becomes more pronounced when we have to perform
both types of analysis on the same data and implementing dierent
methods for each becomes cumbersome.
In this paper, our major contribution is the development of a new
feature extraction function, SGT, for sequences. In the following,
we develop SGT, and provide its theoretical support and extensions.
We perform an extensive experimental evaluation, and show that
SGT bridges the gap between sequence mining and mainstream data
mining through implementation of fundamental methods, viz. PCA,
k-means, SVM and graph visualization via SGT on real sequence
data analysis.
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Figure 2: Showing “eect” of elements on each other.
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Figure 3: SGT overview.
2 SEQUENCE GRAPH TRANSFORM (SGT)
2.1 Overview and Intuition
By denition, a sequence can be either feed-forward or “undirected.”
In a feed-forward sequence, events (alphabet instances) occur in
succession; e.g., in a clickstream sequence, the click events occur
one aer another in a “forward direction.” On the other hand, in
an “undirected” sequence, the directional or chronological order of
alphabet instances is not present or not important. In this paper,
we present SGT for feed-forward sequences; SGT for undirected is
given in the extended version.
For either of these sequence types, the developed Sequence
Graph Transform works on the same fundamental premise—the
relative positions of alphabets in a sequence characterize the se-
quence—to extract the paern features of the sequence. is premise
holds true for most sequence mining problems because similarity
in sequences is oen measured based on the similarities in their
paern from the alphabet positions.
In the following, we illustrate and develop the SGT’s feature
extraction approach for a feed-forward sequence and later extend
it to “undirected” sequences.
Fig. 2 shows an illustrative example of a feed-forward sequence.
In this example, the presence of alphabet B at positions 5 and 8
should be seen in context with or as a result of all other predeces-
sors. To extract the sequence features, we take the relative positions
of one alphabet pair at a time. For example, the relative positions
for pair (A,B) are {(2,3),5} and {(2,3,6),8}, where the values in the
position set for A are the ones preceding B. In the SGT procedure
dened and developed in the following sections (§2.3-2.4), the se-
quence features are shown to be extracted from these positions
information.
ese extracted features are an “association” between A and B,
which can be interpreted as a connection feature representing “A
leading to B.” We should note that “A leading to B” will be dierent
from “B leading to A.” e associations between all alphabets in the
alphabet set, denoted as V , can be extracted similarly to obtain
sequence features in a |V|2-dimensional feature space.
is is similar to the Markov probabilistic models, in which the
transition probability of going from A to B is estimated. However,
SGT is dierent because the connection feature 1) is not a probabil-
ity, and 2) takes into account all orders of relationship without any
increase in computation.
Besides, the SGT features also make it easy to visualize the se-
quence as a directed graph, with sequence alphabets inV as graph
nodes and the edge weights equal to the directional association
between nodes. Hence, we call it a sequence graph transform. More-
over, we show that under certain conditions, the SGT also allows
node (alphabet) clustering.
A high level overview of our approach is given in Fig. 3a-3b.
In Fig. 3a, we show that applying SGT on a sequence, s , yields a
nite-dimensional SGT feature vector, Ψ(s), for the sequence, also
interpreted and visualized as a directed graph. For a general se-
quence data analysis, SGT can be applied on each sequence in a data
corpus, as shown in Fig. 3b, to yield a nite and equal dimensional
representation for each sequence. is facilitates a direct distance-
based comparison between sequences and thus makes application
of mainstream data mining methods for sequence analysis rather
straightforward.
2.2 Notations
Suppose we have a dataset of sequences denoted by S. Any se-
quence in the dataset, denoted by s(∈ S), is made of alphabets in
set V . A sequence can have instances of one or many alphabets
fromV . For example, sequences from a dataset, S, made of alpha-
bets inV = {A, B, C, D, E}(suppose) can be S = {AABAAABCC, DEEDE,
ABBDECCABB, . . .}. e length of a sequence, s , denoted by, L(s), is
equal to the number of events (in this paper, the term “event” is
used for an alphabet instance) in it. In the sequence, sl will denote
the alphabet at position l , where l = 1, . . . ,L(s) and sl ∈ V .
As mentioned in the previous section, we extract a sequence s’s
features in the form of “associations” between the alphabets, rep-
resented asψ (s)uv , where u,v ∈ V , are the corresponding alphabets
andψ is a function of a helper function ϕ. ϕκ (d) is a function that
takes a “distance,” d , as an input and κ as a tuning hyper-parameter.
2.3 SGT Denition
As also explained in §2.1, SGT extracts the features from the relative
positions of events. A quantication for an “eect” from the relative
positions of two events in a sequence is given by ϕ(d(l ,m)), where
l ,m are the positions of the events and d(l ,m) is a distance measure.
is quantication is an eect of the preceding event on the later
event. For example, see Fig. 4a, where u and v are at positions l
andm, and the directed arc denotes the eect of u on v .
For developing SGT, we require the following conditions on ϕ:
a) strictly greater than 0: ϕκ (d) > 0; ∀κ > 0, d > 0; b) strictly
decreasing with d : ∂
∂d ϕκ (d) < 0; and c) strictly decreasing with κ:
∂
∂κ ϕκ (d) < 0.
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Figure 4: Visual illustration of the eect of alphabets’ rela-
tive positions.
e rst condition is to keep the extracted SGT feature,ψ = f (ϕ),
easy to analyze and interpret. e second condition strengthens
the eect of closer neighbors. e last condition helps in tuning
the procedure, allowing us to change the eect of neighbors.
ere are several functions that satisfy the above conditions: e.g.,
Gaussian, Inverse and Exponential. We take ϕ as an exponential
function because it will yield interpretable results for the SGT
properties (§2.4) and d(l ,m) = |m − l |.
ϕκ (d(l ,m)) = e−κ |m−l | , ∀κ > 0, d > 0 (1)
In a general sequence, we will have several instances of an alpha-
bet pair. For example, see Fig. 4b, where there are ve (u,v) pairs,
and an arc for each pair shows an eect of u on v . erefore, the
rst step is to nd the number of instances of each alphabet pair.
e instances of alphabet pairs are stored in a |V|× |V| asymmetric
matrix, Λ. Here, Λuv will have all instances of alphabet pairs (u,v),
such that in each pair instance, v’s position is aer u.
Λuv (s) = {(l ,m) : sl = u, sm = v,
l < m, (l ,m) ∈ 1, . . . ,L(s)} (2)
Aer computingϕ from each (u,v) pair instance for the sequence,
we dene the “association” featureψuv as a normalized aggregation
of all instances, as shown below in Eq. 3a-3b. Here, |Λuv | is the
size of the set Λuv , which is equal to the number of (u,v) pair
instances. Eq. 3a gives the feature expression for a length-sensitive
sequence analysis problem because it also contains the sequence
length information within it (proved with a closed-form expression
under certain conditions in §2.4). In Eq. 3b, the length eect is
removed by standardizing |Λuv | with the sequence length L(s) for
length-insensitive problems.
ψuv (s) =
∑
∀(l,m)∈Λuv (s) e−κ |m−l |
|Λuv (s)| ; length sensitive (3a)
=
∑
∀(l,m)∈Λuv (s) e−κ |m−l |
|Λuv (s)|/L(s)
; length insensitive (3b)
and Ψ(s) = [ψuv (s)], u,v ∈ V is the SGT feature representation
of sequence s .
For illustration, the SGT feature for alphabet pair (A, B) in se-
quence in Fig. 2 can be computed as (for κ = 1 in length-sensitive
SGT):ΛAB={(2, 5); (3, 5);(2, 8);(3, 8);(6, 8)} andψAB=
∑
∀(l,m)∈ΛAB e
−|m−l |
|ΛAB | =
e−|5−2|+e−|5−3|+e−|8−2|+e−|8−3|+e−|8−6|
5 = 0.066.
e features, Ψ(s), can be either interpreted as a directed “graph,”
with edge weights,ψ , and nodes inV , or vectorized to a |V|2-vector
denoting the sequence s in the feature space.
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Figure 5: Representation of short- and long-term pattern.
2.4 SGT properties
In this section, we show SGT’s property of capturing both short-
and long-term sequence paern features. is is shown by a closed-
form expression for the expectation and variance of SGT feature,
ψuv , under some assumption. Note that the assumption dened
below is only for showing an interpretable expression and is not
required in practice.
Assumption 1. A sequence of length L with an inherent paern:
u,v occurs closely together with in-between stochastic gap as X ∼
N (µα ,σ 2α ), and the intermient stochastic gap between the pairs as
Y ∼ N (µβ ,σ 2β ), such that, µα < µβ (See Fig. 5). X and Y characterize
the short- and long-term paerns, respectively.
Theorem 1. e expectation and variance of SGT feature,ψuv , has
a closed-form expression under Assumption 1, which shows that it
captures both short- and long-term paerns present in a sequence in
both length-sensitive and -insensitive SGT variants.
E[ψuv ] =

2
pL + 1γ ; length sensitive
2L
pL + 1γ ; length insensitive
(4)
lim
L→∞ var(ψuv ) → 0 (5)
where,
γ = e
−µ˜α(1−e−µ˜β ) [1− 1−e−pL µ˜β
pL(e µ˜β −1)
]  (6)
and, µ˜α = κµα − κ22 σ 2α ; µ˜β = κµβ − κ
2
2 σ
2
β , p → constant.
Proof. See Appendix A. 
As we can see in Eq. 4, the expected value of the SGT feature
is proportional to the term γ . e numerator of γ contains the
information about the short-term paern, and its denominator has
the long-term paern information.
In Eq. 6, we can observe that if either of µα (the closeness ofu and
v in the short-term) and/or µβ (the closeness of u and v in the long-
term) decreases, γ will increase, and vice versa. is emphasizes
two properties: a) the SGT feature,ψuv , is aected by changes in
both short- and long-term paerns, and b)ψuv increases when u,v
becomes closer in the short or long range in the sequence, providing
an analytical connection between the observed paern and the
extracted feature. Besides, it also proves the graph interpretation
of SGT: ψuv that denotes the edge weight for nodes u and v (in
the SGT-graph) increases if closeness between u,v increases in the
sequence, meaning that the nodes become closer in the graph space
(and vice versa).
Furthermore, the length-sensitive SGT feature expectation in
Eq. 4 contains the sequence length, L. is shows that the SGT
feature has the information of the sequence paern, as well as the
sequence length. is enables an eective length-sensitive sequence
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analysis because sequence comparisons via SGT will require both
paerns and sequence lengths to be similar.
In the length-insensitive SGT feature expectation in Eq. 4, it
is straightforward to show that it becomes independent of the
sequence length as the length increases. erefore, as sequence
length, L, increases, the (u,v) SGT feature approaches a constant,
given as limL→∞ E[ψuv ] →
2
p
 e−µ˜α1 − e−µ˜β
.
Besides, it is shown in Appendix A, limL→∞ var(ψuv ) →
1/L
0.
us, the expected value of the SGT feature becomes independent
of the sequence length at a rate of inverse to the length. In our
experiments, we observe that the SGT feature approaches a length-
invariant constant when L > 30.
lim
L→∞ Pr
{
ψuv =
2
p
 e−µ˜α1 − e−µ˜β

}
→
1/L
1 (7)
Furthermore, if the paern variances, σ 2α and σ 2β , in the above
scenario are small,κ allows regulating the feature extraction: higher
κ reduces the eect from long-term paerns and vice versa.
e properties discussed above play an important role in SGT’s
eectiveness. Due to these properties, unlike the methods discussed
in §1.1, SGT can capture higher orders of relationship without any
increase in computation. Besides, SGT can eectively nd sequence
features without the need for any hidden string/state(s) search.
2.5 Extensions of SGT
2.5.1 Undirected sequences. SGT can be extended to work on
undirected sequences. In such sequences, the directional paern
or directional relationships (as in feed-forward) are not important.
In other words, it is immaterial whether B occurs before or aer A;
occurring closely (or farther) is important. From SGT’s operation
standpoint, we have to remove the condition, l < m, from Eq. 2,
denoted by Λ˜.
It is easy to show that Λ˜ = Λ + ΛT and
Ψ˜ =
|Λ|Ψ + |ΛT |ΨT
|Λ| + |ΛT | (8)
where Λ and Ψ are given in Eq. 2 and Eq. 3a-3b, respectively (see
Appendix B for proof).
Moreover, for sequences with a uniform marginal distribution
of occurrence of elements, v ∈ V , Λ will be close to symmetric;
thus, the undirected sequence graph can be approximated as, Ψ˜ ≈
Ψ + ΨT
2 . In practice, this approximation is useful in most cases.
Algorithm 1 Parsing a sequence to obtain its SGT.
Input: A sequence, s ∈ S , alphabet set, V , and κ .
1: Initialize:
W(0),W(κ ) ← 0V×V , and length, L ← 1
2: for i ∈ {1, . . . , (length(s) − 1)} do
3: for j ∈ {(i + 1), . . . , length(s)} do
4: W(0)si ,sj ←W(0)si ,sj + 1
5: W(κ )si ,sj ←W(κ )si ,sj + exp(−κ |j − i |)
6: where, si , sj ∈ V
7: end for
8: L ← L + 1
9: end for
10: if length-sensitive is True then
11: W(0) ←W(0)/L
12: end if
Output ψuv (s) ←
(
W (κ )u,v
W (0)u,v
) 1
κ
;Ψ(s) = [ψuv (s)], u, v ∈ V
2.5.2 Alphabet clustering. Node clustering in graphs is a classi-
cal problem solved by various techniques, including spectral clus-
tering, graph partitioning and others. SGT’s graph interpretation
facilitates grouping of alphabets that occur closely via any of these
node clustering methods.
is is because SGT gives larger weights to the edges,ψuv , corre-
sponding to alphabet pairs that occur closely. For instance, consider
a sequence in Fig. 6a, in which v occurs closer to u than w , also
implying E[X ] < E[Y ]. erefore, in this sequence’s SGT, the edge
weight for u→v should be greater than for u→w , i.e. ψuv > ψuw .
From Assumption. 1 in §2.4, we will have, E[|Λuv |] = E[|Λuw |]
(see Appendix C). erefore, ψuv ∝ E[ϕ(X )] and ψuw ∝ E[ϕ(Y )],
and due to Condition 2 on ϕ given in §2.3, if E[X ] < E[Y ], then
E[ψuv ] > E[ψuw ].
Moreover, for an eective clustering, it is important to bring the
“closer” alphabets in the sequence more close in the graph space.
In the SGT’s graph interpretation, it implies thatψuv should go as
high as possible to bring v closer to u in the graph and vice versa
for (u,w). us, eectively, ∆ = E[ψuv −ψuw ] should be increased.
It is proved in Appendix C that ∆ will increase with κ, if κd > 1,∀d ,
where we have d ∈ N.
us, an SGT can represent a sequence as a graph with its alpha-
bets connected with weighted edges, which enables clustering of
associated alphabets.
3 SGT ALGORITHM
We have devised two algorithms for SGT. e rst algorithm (see
Algorithm 1) is faster for L < |V|2, while the second (see Algo-
rithm 2) is faster for L > |V|2. eir time complexities are O(L2)
andO(|V|(L+ |V|)), respectively. e space complexity isO(|V|2).
However, in most datasets, not all alphabets in V are present in
a sequence, resulting in a sparse SGT features representation. In
such cases, the complexity reduces by a factor of the sparsity level.
Additionally, as also evident from Fig. 3b, the SGT operation on
any sequence in a dataset is independent of the other. is means
we can easily parallelize the SGT operation on sequences in dataset
S to reduce the computation time.
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Algorithm 2 Extract SGT features by scanning alphabet positions
of a sequence.
Input: A sequence, s ∈ S , alphabet set, V , and κ .
1: function GetAlphabetPositions(s, V)
2: positions← {∅}
3: for v ∈ V do
4: positions(v) ← {i : si = v, i = 1, . . . , length(s)}
5: end for
6: return positions
7: end function
8: Initialize:
W(0),W(κ ) ← 0V×V , and length, L ← 0
positions← GetAlphabetPositions(s, V)
9: for u ∈ V do
10: U ← positions(u)
11: for v ∈ V do
12: V ← positions(v)
13: C ← (U ×V )+ = {(i, j) |i ∈ U , j ∈ V , & j > i }
14: W(0)u,v ← length(C)
15: W(κ )u,v ← sum(exp(−κ |C:,u −C:,v |))
16: end for
17: L ← L + length(U )
18: end for
19: if length-sensitive is True then
20: W(0) ←W(0)/L
21: end if
Output SGT: ψuv (s) ←
(
W (κ )u,v
W (0)u,v
) 1
κ
; Ψ(s) = [ψuv (s)], u, v ∈ V
e resulting SGT for the sequence, s , will be a |V| × |V| matrix,
which can be vectorized (size, |V|2) for use in distance-based data
mining methods, or it can be used as is for visualization and inter-
pretation purposes. Note that we output the κth root as the nal
SGT features as it makes the SGTs easy to interpret and comparable
for any κ.
e optimal selection of the hyper-parameter κ will depend on
the problem in hand. If the end objective is building a supervised
learning model, methods such as cross-validation can be used. For
unsupervised learning, any goodness-of-t criteria can be used for
the selection. In cases of multiple parameter optimization, e.g. the
number of clusters (say, nc ) and κ together in clustering, we can
use a random search procedure. In such a procedure, we randomly
initialize nc , compute the best κ based on some goodness-of-t
measure, then x κ to nd the best nc , and repeat until there is no
change. From our experiments on real and synthesized data, the
results of SGT-based data mining are not sensitive to minor dier-
ences in κ. In our implementations, we selected κ from {1, 5, 10}.
4 EXPERIMENTAL ANALYSIS
Here we perform an experimental analysis to assess the perfor-
mance of the proposed SGT. e most important motivation be-
hind SGT is the need for an accurate method to nd (dis)similarity
between sequences. erefore, to test SGT’s ecacy in nding
sequence (dis)similarities, we built a sequence clustering experi-
mental setup. A clustering operation requires accurate computation
of (dis)similarity between objects and thus is a good choice for e-
cacy assessment.
Table 1: Experimentation settings.
Experiment Sequence length,µ, σ Noise #clusters,nc
Exp-1 116.4, 47.7 35-65% 5
Exp-2 98.2, 108.3 – 5
Exp-3 424.6, 130.6 45-50% 5
Exp-4 103.9, 33.6 30-50% 3
We performed four types of experiments: a) Exp-1: length-
insensitive with non-parametric sequence paern, b) Exp-2: length-
insensitive with parametric sequence paern, c) Exp-3: length-
sensitive sequence problem, and d) Exp-4: alphabet clustering.
e seings for each are given in Table 1. Alphabet set is, V =
{A, B . . . , Z}, for all sequences. Except for Exp-2, clustered sequences
were generated such that sequences within a cluster share common
paerns. Here two sequences having a common paern primarily
means that the sequences have some common subsequences of any
length, and these subsequences can be present anywhere in the se-
quence. e sequences also comprise of other events, which can be
either noise or some other paern. is seing is non-parametric;
however, the subsequences can also bring some inherent parametric
properties, such as a mixture of Markov distribution of dierent or-
ders. In Exp-2, clustered sequences were generated from a mixture
of parametric distributions. In all the experiments, k-means with
Manhaan distance was applied on the sequences’ SGTs.
In Exp-1, we compared SGT with commonly used sequence analy-
sis techniques, viz. n-gram, mixture Hidden Markov model (HMM),
Markov model (MM) and semi-Markov model (SMM)-based clus-
tering. For n-gram, we take n = {1, 2, 3}, and their combinations.
Note that 1-gram is equivalent to the bag-of-words method. For
these methods, we provided the known nc to the algorithms. We
use F1-score as the accuracy metric.
In this experiment, we set dierent scenarios such that the over-
lap of the clusters’ “centroid” is increased. A high overlap between
clusters implies that the sequences belonging to these clusters have
a higher number of common paerns. us, separating them for
clustering becomes dicult, and clustering accuracy is expected to
be lower.
e Exp-1’s result in Fig. 7a-7b shows the accuracy (F1-score) and
the runtimes (with the legend) for each method, where SGT is seen
to outperform all others in accuracy. MM and SMM have a poorer
accuracy because of the rst-order Markovian assumption. HMM is
found to have a comparable accuracy, but its runtime is more than
six times that of SGT, proving SGT’s superiority. N-gram methods’
accuracies lie in between. Low-order n-grams have smaller runtime
than SGT but signicantly lower accuracy. Interestingly, the 1-gram
method is beer when overlapping is high, showing the higher
order n-grams’ inability to distinguish between sequences when
paern overlap is high.
Furthermore, we did Exp-2 to see the performance of SGT in
sequence datasets having an underlying mixture of parametric dis-
tributions, viz. mixture of HMM, MM and SMM. e objective of
this experiment is to test SGT’s ecacy on parametric datasets
against parametric methods. In addition to obtaining datasets from
mixed HMM and rst-order mixed MM and SMM distributions,
we also get second-order Markov (MM2) and third-order Markov
(MM3) datasets. Fig. 8a-8b shows the F1-score and the runtime (as
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Figure 7: Exp-1 results.
bar labels). As expected, the mixture clustering method correspond-
ing to the underlying distribution is performing the best. Note that
SMM is slightly beer than MM in the MM seing because of its
over-representative formulation, i.e. a higher dimensional model to
include a variable time distribution. However, the proposed SGT’s
accuracy is always close to the best. is shows SGT’s robustness to
underlying distribution and its universal applicability. And, again,
its runtime is smaller than all others.
In Exp-3, we compared SGT with length-sensitive algorithms,
viz. MUSCLE, UCLUST and CD-HIT, which are popular in bioin-
formatics. ese methods are hierarchical in nature, and thus,
themselves nd the optimal number of clusters. For SGT-clustering,
the number of clusters is found using the random search procedure
recommended in §3.
Fig. 9 shows the results, where the y-axis is the ratio of the
estimated optimal number of clusters, nˆc , and the true number of
clusters, nc . On the x-axis, it shows the clustering accuracy, i.e.
the proportion of sequences assigned to a same cluster given that
they were actually from the same cluster. For a best performing
algorithm, both metrics should be close to 1. As shown in the
gure, CD-HIT and UCLUST overestimated the number of clusters
by about twice and ve times, respectively. MUSCLE had a beer
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Figure 8: Exp-2 results.
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Figure 9: Exp-3 results.
nc estimate but had about 95% accuracy. On the other hand, SGT
could accurately estimate nc and has a 100% clustering accuracy.
Finally, we validated the ecacy of the SGT extensions given in
§2.5 in Exp-4. Our main aim in this validation is to perform alphabet
clustering (in §2.5.2). Additionally, we use the undirected SGT (in
§2.5.2). We set up a test experiment such that across dierent
sequence clusters some alphabets occur closer to each other. We
create a dataset that has sequences from three clusters and alphabets
belonging to two clusters (alphabets A-H in one cluster and I-P in
another).
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is emulates a biclustering scenario in which sequences in dif-
ferent clusters have distinct paerns; however, the paern of closely
occurring alphabets is common across all sequences. is is a com-
plex scenario in which clustering both sequences and alphabets can
be challenging.
Upon clustering the sequences, the F1-score is found to be 1.0.
For alphabet clustering, we applied spectral clustering on the aggre-
gated SGT of all sequences, which yielded an accurate result with
only one alphabet as mis-clustered. Moreover, a heat map in Fig. 10
clearly shows that alphabets within same underlying clusters have
signicantly higher associations. us, it validates that SGT can
accurately cluster alphabets along with clustering the sequences.
5 APPLICATIONS ON REAL DATA
5.1 Clustering
Sequence clustering is an important application area across various
elds. One important problem in this area is clustering user activity
on the web (web log sequences) to understand user behavior. is
analysis can result into beer services and design.
We took users’ navigation data on msnbc.com collected during a
24-hour period. e navigation data are weblogs that correspond to
the page views of each user. e alphabets of these sequences are the
events corresponding to a user’s page request. ese requests are
recorded at a higher abstract level of page category, e.g. frontpage,
tech, which are representative of the structure of the website. e
dataset has a random sample of 100,000 sequences for our analysis.
e sequences’ average length is 6.9 and their standard deviation is
27.3, with the range between 2 and 7440 and a skewed distribution.
Our objective is to cluster the users with similar navigation
paerns, irrespective of dierences in their session lengths. We,
therefore, take the length-insensitive SGT and use the random search
procedure for optimal clustering in §3. We performed k-means clus-
tering with Manhaan distance and the goodness-of-t criterion
as db-index, and found the optimality at nc = 104 for κ = 9.
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Business
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Figure 12: Graphical visualization of cluster centroids.
Table 2: Dataset attributes.
Attribute Protein Network
Sample size 2113 115
Sequence length range (289, 300) (12, 1773)
Class distribution 46.4%+ 11.3%+
Alphabet set size 20 (amino acids) 49 (log events)
e frequency distribution (Fig. 11) of the number of members
in each cluster has a long-tail—the majority of users belong to a
small set of clusters. ese clusters tell us the distinct behaviors of
both the majority and minority user types.
5.2 Visualization
Eective visualization is a critical need for easy interpretation
of data and its underlying properties. For example, in the above
msnbc.com navigation data analysis, interpreting behavior of dif-
ferent user clusters is quite important.
SGT enables a visual interpretation of the dierent user behav-
iors. In Fig. 12a-12b, we show a graph visualization of some clusters’
centroids (which are in the SGT space), because a centroid repre-
sents the behavior of users present in the cluster. We have ltered
edges with small weights for beer visualization.
Fig. 12a shows the centroid for the rst cluster that contains
the highest membership (∼12%) and thus indicates the “most” gen-
eral behavior. is cluster’s users’ behavior is centered around
frontpage and misc, with users’ tendency to navigate between
frontpage, misc, weather, opinion, news, travel and
business at dierent levels.
Fig. 12b shows another majority cluster with about 7.5% mem-
bership. is group of users seems to have a liking for sports. ey
primarily visit sports-related pages (the box around the sports
node indicates a self-visiting edge), and also move back and forth
from sports to frontpage, travel and others.
5.3 Classication
At many occasions, we have labeled sequence data where it is
required to build a classication model. SGT can be used for this,
and is demonstrated on two datasets: a) protein sequences1 having
either of two known functions, which act as the labels, and b)
network intrusion data2 containing audit logs and any aack as a
positive label.
e dataset details are given in Table 2. For both problems we use
the length-sensitive SGT. For proteins, it is due to their nature, while
for network logs, the lengths are important because sequences with
similar paerns but dierent lengths can have dierent labels. Take
1www.uniprot.org
2hps://www.ll.mit.edu/ideval/data/1998data.html
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Table 3: Classication accuracy (F1-score) based on 10-fold
cross-validation results.
SVM on- {γprotein ;γnetwork} Protein Network
SGT{0.0014; 0.1} 99.61%,κ = 1 89.65%,κ = 10
Bag-of-words{0.05; 0.02} 88.45% 48.32%
2-gram{0.0025; 0.00041} 93.87% 63.12%
3-gram{0.00012; 8.4e − 6} 95.12% 49.09%
1+2-gram{0.0012; 0.0004} 94.34% 64.39%
1+2+3-gram{4.0e − 5; 8.2e − 6} 96.89% 49.74%
Table 4: Protein search query (Q9ZIM1) result.
Protein SGT-PC Identity
S9A4Q5 33.02 46.3%
S8TYW5 34.78 46.3%
A0A029UVD9 39.21 45.1%
A0A030I738 39.34 45.1%
A0A029UWE3 39.41 45.1%
a simple example of following two sessions: {login, password,
login, password, mail,...} and {login, password,...(repeated
several times)..., login, password}. While the rst session can
be a regular user mistyping the password once, the other session
is possibly an aack to guess the password. us, the sequence
lengths are as important as the paerns.
For the network intrusion data, the sparsity of SGTs was high.
erefore, we performed principal component analysis (PCA) on it
and kept the top 10 PCs as sequence features. We call it SGT-PC,
for further modeling. For proteins, the SGTs are used directly.
Aer obtaining the SGT (-PC) features, we trained an SVM clas-
sier on them. For comparison, we used popular n-gram sequence
classiers, viz. bag-of-words (1-gram), 2-, 3-, 1+2-, and 1+2+3-gram.
e SVM was built with an RBF kernel. e cost parameter, c , is
equal to 1, while the value for the kernel parameter, γ , is shown
within braces in Table 3. e table reports the average test accuracy
(F1-score) from a 10-fold cross-validation.
As we can see in Table 3, the F1-scores are high for all methods
in the protein data, with SGT-based SVM surpassing all others. On
the other hand, the accuracies are small for the network intrusion
data. is is primarily due to: a) a small dataset but high dimension
(related to the alphabet set size), leading to a weak predictive ability
of models, and b) a few positive class examples (unbalanced data)
causing a poor recall rate. Still, SGT outperformed other methods
by a signicant margin. Although the accuracies of the methods
can be further increased using other classiers such as Boosting
and Random Forest, it is beyond the scope of this paper. Here
our purpose is to make a simplistic comparison to highlight the
superiority of SGT features in building a supervised learning model.
5.4 Search
Most sequence databases found in the real world are very large. For
example, protein databases have billions of sequences and increas-
ing. Here we show that SGT sequence features can lead to a fast
and accurate sequence search.
We collected a random sample of 1000 protein sequences from the
UniProtKB database on www.uniprot.org. We transformed them to
feature space using length-sensitive SGT (with κ = 1) to incorporate
their lengths’ information. ereaer, to reduce the dimension we
applied principal component analysis and preserved the rst 40
principal components (explaining ∼83% of variance), denoted by
SGT-PC. We arbitrarily chose a protein sequence, Q9ZIM13 (ID
notation from UniProtKB), as the search query.
We compute the Manhaan distance between the SGT-PCs of
the query and each sequence in the dataset. e top ve closest
sequences are shown with their SGT-PC distances in Table 4. For a
reference, we also nd the identities—an identity between two se-
quences is the edit-distance between them aer alignment. Here we
nd the identities aer a global alignment, with cost of gap-opening
as 0 and gap-extension as 1. Note that alignment algorithms are
approximate heuristics; thus, the identities should be seen only as
a guideline and not ground truth.
We nd that the maximum pairwise identity (=46.3%) corre-
sponds to the smallest SGT-PC distance (33.02) for {Q9ZIM1 (query),
S9A4Q5} and the identity decreases with increasing SGT-PC dif-
ferences. is shows a consistency between SGT results and com-
monly accepted identity measures. However, the computation time
for nding SGT-PC distances between the query and the entire
dataset is found to be 0.0014 sec on 2.2GHz Intel i7, while identity
computations took 194.4 sec. Although the current in-use methods
for protein data-bases, such as BLAST, have a faster alignment and
identity computation procedure than a pairwise, its runtime will
still be more than nding vector dierences as in SGT-based search.
6 DISCUSSION AND CONCLUSION
As we showed in §2.4 and validated in §4-5, SGT’s ability to capture
the overall paern—short- and long-range structures—of a sequence
into a xed nite-dimensional space with shorter computation time
makes it stand out. e other methods were found to have lower
performance than SGT for this reason.
To bring this into perspective, compare SGT with a rst-order
Markov model. Suppose we are analyzing sequences in which “B
occurs closely aer A.” Due to stochasticity, the observed sequences
can be like: a) ABCDEAB, and b) ABCDEAXB, where (b) is same
as (a) but a noise X, appearing in between A and B. While the
transition probability in the Markov model will be signicantly
dierent for (a:1.0) and (b:0.5), SGT is robust to such noises, (a:0.50)
and (b:0.45) for κ = 5. e eect of the intermient noise can be
easily regulated by changing κ: choose a high κ to reduce the noise
eect, with a caution that sometimes it may be part of the paern.
Furthermore, a Markov model cannot easily distinguish between
these two sequences: ABCDEAB andABCDEFGHIJAB, from the (A,B)
transition probabilities (=1 for both). Dierently, the SGT feature
for (A,B) changes from 1.72 to 2.94 (κ = 1), because it looks at the
overall paern. On another note, although deep learning methods
can capture such overall paerns, their representations are in an
arbitrary and usually very high dimension.
Besides, SGT may have poor performance if the alphabet set,V ,
is small. is is because the feature space, |V| × |V|, will be small
to suciently capture the paern characteristics. Typically, this is
found to happen if |V| < 4. Additionally, for clustering Manhaan
distance is found to outperform Euclidean distance. is can be due
to the dierences in SGT features typically having small values.
3e protein sequence of Q9ZIM1 is, MSYQQQQCKQPCQPPPVCPTPKCPEPCPPPKC
PEPYLPPPCPPEHCPPPPCQDKCPPVQPYPPCQQKYPPKSK
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In summary, SGT is a novel approach for feature extraction
of a sequence to give it a nite-dimensional representation. is
bridges an existing gap between sequence problems and powerful
mainstream data mining methods. SGT estimation does not require
any numerical optimization, which makes it simple and fast. Due
to SGT’s faster execution and ease of parallelization, it can be
scaled to most big sequence data problems. For future research,
SGT-based methods can be developed for sequence problems in
speech recognition, text analysis, bioinformatics, etc., or used as an
embedding layer in deep learning. In addition, ecacy of higher-
order SGTs can also be explored.
A MEAN AND VARIANCE OF ψUV
To easily denote various (u,v) pairs in Fig. 5, we use a term, mth
neighboring pair, where anmth neighbor pair for (u,v) will have
m − 1 other u’s in between. A rst neighbor is thus the immediate
(u,v) neighboring pairs, while the 2nd -neighbor has one other u in
between, and so on (see Fig. 5). e immediate neighbor mentioned
in the assumption in Sec. 2.4 is the same as the rst neighbor dened
here.
e following derivation follows Assumption. 1. Based on it, the
expected number of rst-neighbor (u,v) pairs is given as M = pL.
Consequently, it is easy to show that the expected number ofmth
neighboring (u,v) pairs is (M −m + 1), i.e., the second neighboring
(u,v) pairs will be (M − 1), (M − 2) for the third, so on and so forth,
till one instance for the Mth neighbor (see Fig. 5). e gap distance
for an mth neighbor is given as Z1 = X ;Zm = X +
∑m
i=2 Yi ,m =
2, . . . ,M .
Besides, the total number of (u,v) pair instances will be ∑Mm=1m =
M (M+1)
2 (= |Λuv |, by denition). Suppose we dene a set that
contains distances for each possible (u,v) pairs as Z = {Z im , i =
1, . . . , (M −m + 1);m = 1, . . . ,M}. Also, since Zm ∼ N (µα + (m −
1)µβ ,σ 2α + (m − 1)σ 2β ), ϕκ (Zm ) becomes a lognormal distribution.
us,
E[ϕκ (Zm )] = e−µ˜α−(m−1)µ˜β (9)
var[ϕκ (Zm )] = e−2µ˜
′
α−2(m−1)µ˜′β − e−2µ˜α−2(m−1)µ˜β (10)
where,
µ˜α = κµα − κ
2
2 σ
2
α ; µ˜ ′α = κµα − κ2σ 2α
µ˜β = κµβ −
κ2
2 σ
2
β ; µ˜
′
β = κµβ − κ2σ 2β (11)
Besides, the feature,ψuv , in Eq. 3a can be expressed as,
E[ψuv ] =
∑
Z ∈Z E[ϕκ (Z )]
M(M + 1)/2
=
∑M
m=1(M − (m − 1))e−µ˜α−(m−1)µ˜β
M(M + 1)/2
=
2
pL + 1
e−µ˜α(1 − e−µ˜β )
[
1 − 1 − e
−pL µ˜β
pL(e µ˜β − 1)
] ︸                                   ︷︷                                   ︸
γ
(12)
is yields to the expectation expression in Eq. 4. Besides, the
variances will be
var(ψuv ) =
(
1
pL(pL + 1)/2
)2 [{
e−2µ˜′α
1 − e−2µ˜′β
(pL−
e
−2µ˜′β ©­«
1 − e−2pL µ˜′β
1 − e−2µ˜′β
ª®¬ª®¬
 −{
e−2µ˜α
1 − e−2µ˜β
(
pL − e−2µ˜β
(
1 − e−2pL µ˜β
1 − e−2µ˜β
))}]
︸                                                     ︷︷                                                     ︸
pi
var(ψuv ) =

(
1
pL(pL + 1)/2
)2
pi ; length sensitive(
1
p(pL + 1)/2
)2
pi ; length insensitive
B SGT FOR UNDIRECTED SEQUENCES
As explained in Appendix A, under Assumption 1, the expected
number of (u,v) or (u,w) pair instances will be ∑Mm=1m = M (M+1)2 .
erefore, E[|Λuw |] = E[|Λuw |].
Next,
Λ˜uv (s) = {(l ,m) : xl = u,xm = v, (l ,m) ∈ 1, . . . ,L(s)}
= {(l ,m) : xl = u,xm = v, l < m, (l ,m) ∈ 1, . . . ,L(s)}
+{(l ,m) : xl = u,xm = v, l > m, (l ,m) ∈ 1, . . . ,L(s)}
= Λuv (s) + ΛTuv (s)
Next, the SGT for the undirected sequence in Eq. 8 can be ex-
pressed as,
Ψ˜uv (s) =
∑
∀(l,m)∈Λ˜uv (s) ϕκ (d(l ,m))
|Λ˜uv (s)|
=
∑
∀(l,m)∈Λuv (s) ϕκ (d(l ,m)) +
∑
∀(l,m)∈ΛTuv (s) ϕκ (d(l ,m))
|Λuv (s)| + |ΛTuv (s)|
=
|Λuv (s)|Ψuv (s) + |ΛTuv (s)|ΨTuv (s)
|Λuv (s)| + |ΛTuv (s)|
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C PROOF FOR ALPHABET CLUSTERING
We have, ∂∆∂κ =
∂
∂κ
E[ϕκ (X )−ϕκ (Y )] = E[ ∂∂κ ϕκ (X )− ∂∂κ ϕκ (Y )]. For
E[X ] < E[Y ], we want, ∂∆∂κ > 0, in turn, ∂∂κ ϕκ (X ) >
∂
∂κ
ϕκ (Y ). is
will hold if ∂2
∂d∂κ ϕκ (d) > 0, that is, slope, ∂∂κ ϕκ (d) is increasing
with d . For an exponential expression for ϕ (Eq. 1), the above
condition holds true if κd > 1. Hence, under these conditions, the
separation increases as we increase the tuning parameter, κ.
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