Recently, the fractional Fokker-Planck equations (FFPEs) with multiple internal states are built for the particles undergoing anomalous diffusion with different waiting time distributions for different internal states, which describe the distribution of positions of the particles [Xu and Deng, Math. Model. Nat. Phenom., 13, 10 (2018)]. In this paper, we first develop the Sobolev regularity of the FFPEs with two internal states, including the homogeneous problem with smooth and nonsmooth initial values and the inhomogeneous problem with vanishing initial value, and then we design the numerical scheme for the system of fractional partial differential equations based on the finite element method for the space derivatives and convolution quadrature for the time fractional derivatives. The optimal error estimates of the scheme under the above three different conditions are provided for both space semidiscrete and fully discrete schemes. Finally, one-and two-dimensional numerical experiments are performed to confirm our theoretical analysis and the predicted convergence order.
Introduction
The Forkker-Planck equation (FPE) is one of the most important equations of statistical physics, which describe the time evolution of the probability density function (PDF) of positions of particles. With the rapid development of technologies, the colorful anomalous diffusion phenomena are observed. At the early stage, the fractional Forkker-Planck equations (FFPEs) were derived to model the anomalous physical processes with power-law waiting time and/or jump length distribution(s) [1, 2] . However, the solutions of the most of the FFPEs can't be obtained explicitly and this fact motivates many authors to develop the effective numerical methods for FFPEs [4, 5, 7, 17, 22] .
With the deep insight on the mechanism of anomalous diffusion, in some cases, the concept of internal states has to be introduced for more accurately modeling the real natural phenomena. Specifying each internal state with particular waiting time and jump length distributions and introducing a Markov chain with its transition matrix deciding the transition of the internal states, Ref. [25] , recently, builds the multipleinternal-states FFPEs (see [26] for the multiple-internal-states Lévy walk). Efficiently solving the model naturally becomes an urgent topic. In this paper, we provide a numerical scheme and do the numerical analyses for the FFPEs with two internal states [25] , i.e.,
where Ω denotes a bounded convex polygonal domain in R d (d = 1, 2, 3); M is the transition matrix of a Markov chain, being a 2 × 2 invertible matrix here; G = [G 1 , G 2 ] T denotes the solution of the system (1.1) and F = [f 1 , f 2 ] T is the source term; G 0 = [G 1,0 , G 2,0 ] T is the initial value; I is an identity matrix; 'diag' denotes a diagonal matrix formed from its vector argument, and 0 D 1−α i t , i = 1, 2 are the Riemann-Liouville fractional derivatives defined by [23] 
2)
It can be noted that the system (1.1) is constituted of fractional derivatives in time and Laplacian operator in space. Numerical methods for the time fractional derivatives have gained widespread concerns [6, 13, 15, 14, 16, 27] . And in recent years, convolution quadrature introduced in [18, 19, 20] has been widely used in discretizing the time fractional derivative operators [8, 9, 10, 11, 12, 21] , of which the main advantage is that it does't need the assumption on the regularity of the solution and a higher order one can be obtained after some suitable modifications. It seems that the theoretical analysis and numerical simulation for the system of fractional partial differential equations are scare. Here, we try to fill the gap and provide the Sobolev regularity of solutions for the system (1.1), i.e., we obtain the solutions G 1 (t), G 2 (t) ∈ H 1 0 (Ω) H 2 (Ω) for both smooth initial values G 1,0 , G 2,0 ∈ H 1 0 (Ω) H 2 (Ω) and nonsmooth initial values G 1,0 , G 2,0 ∈ L 2 (Ω) for the homogeneous problem; see Theorem 1. For the inhomogeneous problem, we prove that the solutions G 1 (t), G 2 (t) ∈ H 1 0 (Ω) H 2 (Ω) when f 1 , f 2 ∈ L 2 (Ω) and G 1,0 = 0, G 2,0 = 0 in Theorem 2. Furthermore, we use the convolution quadrature to discretize the time fractional derivatives and finite element method for the space operators, and then we give a complete theoretical analysis for the scheme under three different initial conditions. At last, numerical results for one-and two-dimensional examples are presented to illustrate the effectiveness of the numerical scheme.
The paper is organized as follows. In Section 2, we first introduce the notations and then focus on the Sobolev regularity of the solutions for the homogeneous problem (1.1) with smooth and nonsmooth initial values and inhomogeneous problem (1.1) with vanishing initial value. In Section 3, we do the space discretization by the finite element method and provide the error estimates for the semidiscrete scheme under three different initial conditions. In Section 4, we use the convolution quadrature to discretize the time fractional derivatives and provide error estimates for the fully discrete scheme. In the last section, we confirm the theoretically predicted convergence order by the one-and two-dimensional numerical examples. Throughout this paper, C denotes a generic positive constant, whose value may differ at each occurrence.
2 Regularity of the solution
Preliminaries
We first introduce some notations. Denote G 1 (t), G 2 (t), f 1 (t), and f 2 (t) as the functions G 1 (·, t), G 2 (·, t), f 1 (·, t), and f 2 (·, t) respectively. Let A = −∆ :
(Ω) be the negative Laplacian operator with a zero Dirichlet boundary condition and (λ j , ϕ j ) be its eigenvalues ordered non-decreasingly and the corresponding eigenfunctions normalized in the L 2 (Ω) norm. For any r ≥ 0, denote the spacė
We denote · as the operator norm from L 2 (Ω) to L 2 (Ω), and use the notation '˜' for taking Laplace transform.
Furthermore, for κ > 0 and π/2 < θ < π, we denote sector Σ θ and Σ θ,κ as
and define the contour Γ θ,κ by
where the circular arc is oriented counterclockwise and the two rays are oriented with an increasing imaginary part.
A priori estimate of the solution
According to the property of the transition matrix of a Markov chain [25] , we can denote the matrix M as
and the fact that matrix M is invertible leads to
Then the system (1.1) can be rewritten as
where a = 1−m 2m−1 . Taking the Laplace transforms for the first two equations of the system (2.1) and using the identity 0 D α t u(z) = z αũ (z) [23] , we have
Simple calculation leads tõ
Then we obtaiñ
where
there exists
To obtain the regularity of the solutions G 1 and G 2 , we first provide some lemmas.
Lemma 1. When z ∈ Σ θ,κ and κ ≥ 2|a| 1/α 1 , we have
Proof. The fact z ∈ Σ θ,κ leads to that there exists π/2 <θ < π, z α 1 + a ∈ Σθ holds, where Σθ = {z ∈ C : | arg z| ≤θ}. Combining the resolvent estimate [21] (z + A)
we have
Using the fact |z| > 2|a| 1/α 1 and
we get
Similarly, we can also get Lemma 2. When z ∈ Σ θ,κ and κ ≥ 2|a| 1/α 2 , there exists
Lemma 3. When z ∈ Σ θ,κ and κ > max 2|a| 1/α 1 , 2|a| 1/α 2 ,
holds, where H(z) is defined by (2.3).
Proof. From (2.3), let
which leads to
Taking L 2 norm on both sides of (2.6) and using Lemmas 1 and 2, we have
When κ is sufficiently large, such that
which leads to the desired estimate.
Lemma 4. When z ∈ Σ θ,κ and κ > max 2|a| 1/α 1 , 2|a| 1/α 2 ,
holds, where H α 1 (z) is defined by (2.4).
Proof. By (2.4), let
which implies that
Performing L 2 norm on both sides of (2.7) and using Lemmas 1 and 2, we have
Taking κ sufficiently large to ensure Ca 2 |z| −α 1 −α 2 < 1/2, we have
Similarly, we can also obtain Lemma 5. When z ∈ Σ θ,κ , where κ > max 2|a| 1/α 1 , 2|a| 1/α 2 , there exists
where H α 2 (z) is defined by (2.4).
Lemma 6. When z ∈ Σ θ,κ , where κ > max 2|a| 1/α 1 , 2|a| 1/α 2 , one has
Proof. First, there exist the equalities
To estimate AH(z), we need to estimate (z
which results in
Taking κ sufficiently large leads to
Similarly, we have
Thus, the proof is completed.
Similarly, we have the estimate
Now, we are ready to provide the priori estimates for the solutions G 1 and G 2 of the homogeneous problem (2.1) with both smooth and nonsmooth initial values.
Proof. For given t, we take κ ≥ 1/t and ensure that κ is large enough to satisfy the conditions in Lemmas 1-7. Letting L −1 denote the inverse Laplace transform and taking the inverse Laplace transform on (2.5), we have
and
Taking L 2 norm on both sides of (2.11) and using Lemmas 3 and 4, there exists 13) where ℜ(z) denotes the real part of z. Since 1 < T /t, we have
Similarly, one can also get
To get the bound of AG 1 (t) L 2 (Ω) , let the operator A act on both sides of (2.11) and obtain
Taking L 2 norm on both sides of (2.14) and using Lemmas 6 and 7, we have 15) where the fact min(|z| −α 1 , |z| −α 2 ) ≤ |z| −α 1 is used. Since κ < κT /t, we obtain
Analogously, there exists
At the same time, from (2.15) we can also obtain
This completes the proof of this lemma.
Next, we obtain the estimates of the solutions G 1 and G 2 for inhomogeneous problem (2.1) with vanishing initial value.
Theorem 2. When the initial value
for ν = 0, 1.
Proof. For given t, we take κ ≥ 1/t and ensure that κ is large enough to satisfy the conditions in Lemmas 1-7. Performing the inverse Laplace transform on (2.5) leads to
Taking L 2 norm on both sides of (2.17) and (2.18), and using Lemmas 3 and 4, we have
where ' * ' denotes the convolution and the convolution rule of the inverse Laplace transform
Being similar to the proof of Theorem 1, one can get
And also there exists
To estimate AG 1 (t) L 2 (Ω) , we have
Taking L 2 norm on both sides of (2.20) and using Lemmas 6 and 7, we have
where the fact min(|z| −α 1 , |z| −α 2 ) ≤ |z| −α 1 is used. Thus we have
The estimate of AG 2 (t) L 2 (Ω) can be, similarly, obtained.
Space discretization and error analysis
In this section, we discretize the space derivatives by the finite element method and provide the error estimates for the space semidiscrete scheme of the homogeneous problem (2.1) with smooth and nonsmooth initial values and the inhomogeneous problem (2.1) with vanishing initial value. Let T h be a shape regular quasi-uniform partitions of the domain Ω, where h is the maximum diameter. Denote X h as piecewise linear finite element space
Then we define the
, respectively, by
And denote
The L 2 -orthogonal projection P h and the Ritz projection R h have the following approximation properties.
Lemma 8 ([3]
). The projection P h and R h satisfy
Denote (·, ·) as the L 2 inner product. The semidiscrete Galerkin scheme for system (2.1) reads: Find
3) can be rewritten as
Taking the Laplace transform on (3.4), we get
Then we introduce two lemmas, which will be used in the error estimates for space semidiscrete scheme.
Lemma 9. When z ∈ Σ θ,κ and κ = 2|a| 1/α 1 , we have
Proof. Its proof is similar to the one of Lemma 1.
Being similar to H(z), H α 1 (z), and H α 2 (z), we have the following estimates of H h (z), H α 1 ,h (z), and H α 2 ,h (z).
Lemma 10. When z ∈ Σ θ,κ , π/2 < θ < π, and κ > max 2|a| 1/α 1 , 2|a| 1/α 2 , there are the estimates of
where H h , H α 1 ,h and H α 2 ,h are defined by (3.1) and (3.2).
For homogeneous problem (2.1), we give the error estimates for space semidiscrete scheme with smooth initial value.
Theorem 3. Let G 1 , G 2 and G 1,h , G 2,h be the solutions of the systems (2.1) and (3.4), respectively, with
Proof. For given t, we take κ ≥ 1/t and ensure that κ is large enough to satisfy the conditions in Lemmas 1-7 and Lemma 10. For G 1 and G 2 , we have
Lemma 8 and Theorem 1 lead to
Applying the operator P h on both sides of the first formula in (2.2), we have
Subtracting (3.7) from (3.5) and using the fact A h R h = P h A, we have
Thus we havẽ
By (2.5), we havẽ
Taking the inverse Laplace transform and L 2 norm on both sides of (3.8), we obtain
By Lemmas 3, 4, 5, 9, and 10, there exists
where we use the fact t ≤ T , and ℜ(z) stands for the real part of z. Similarly we have
According to (3.6), we get
For homogeneous problem (2.1) with nonsmooth initial value, we have the following error estimate.
Theorem 4. Let G 1 , G 2 and G 1,h , G 2,h be the solutions of the systems (2.1) and (3.4), respectively, with
Proof. For given t, we take κ ≥ 1/t and ensure that κ is large enough to satisfy the conditions in Lemmas 1-7 and Lemma 10. For G 1 and G 2 , there are
which leads tõ
Further combining (2.5) results iñ
Taking the inverse Laplace transform and using Lemmas 8, 9, and 10, we have
Combining Lemmas 6 and 7 lead to
Similarly, there also exists
According to (3.11), we obtain
Lastly, we provide error estimate of space semidiscrete scheme for inhomogeneous problem (2.1) with vanishing initial value.
Theorem 5. Let G 1 , G 2 and G 1,h , G 2,h be the solutions of the systems (2.1) and (3.4) , respectively, with
Proof. Its proof is similar to the one of Theorem 4.
In this section, we use the convolution quadrature to discretize the time fractional derivatives and perform the error analysis for the fully discrete scheme, in which the backward Euler method is used to get the first-order scheme for classical time derivative. First, let the time step size τ = T /L, L ∈ N, t i = iτ , i = 0, 1, . . . , L and 0 = t 0 < t 1 < · · · < t L = T . Taking δ(ζ) = (1 − ζ) and using convolution quadrature for the system (3.3), we have the fully discrete scheme
and G n 1,h , G n 2,h are the numerical solutions of G 1 , G 2 at time t n and f n 1,
Error estimates for the homogeneous problem
Here, we consider the error estimates when f 1 (t) = 0 and f 2 (t) = 0. To get the solutions of the system (4.1), multiplying ζ n and summing from 1 to ∞ for the both sides of the first two equations in (4.1) lead to
According to (4.2), we have
which results in, after simple calculations,
where H h , H α 1 ,h , and H α 2 ,h are defined by (3.1) and (3.2). Now we give the error estimates of the solutions of the systems (3.4) and (4.1) when f 1 = 0 and f 2 = 0.
Theorem 6. Let G 1,h , G 2,h and G n 1,h , G n 2,h be, respectively, the solutions of the systems (3.4) and (4.1) with
Proof. We first consider the error estimates between G n 1,h and G 1,h (t n ). By (4.3), for small ξ τ = e −τ (κ+1) , there is
Taking ζ = e −zτ , we obtain
where Γ τ = {z = κ + 1 + iy : y ∈ R and |y| ≤ π/τ }. Next we deform the contour Γ τ to Γ τ θ,κ = {z ∈ C : κ ≤ |z| ≤ π τ sin(θ) , | arg z| = θ} {z ∈ C : |z| = κ, | arg z| ≤ θ}. Thus
In view of (3.5), f 1 = 0, and f 2 = 0, there exists
Combining (4.4) and (4.5) leads to
e ztn aH h (z)z
According to Lemma 10, we have
For II, similarly, there exists
Next for III and IV , we obtain
, the mean value theorem, and the fact
, the estimates
can be obtained. Thus
Using |e zτ − 1| ≤ Cτ |z| and Lemma 10, we have
In summary,
Analogously, we have
The proof has been completed.
Combining Theorem 3, Theorem 4, and Theorem 6, we have the error estimates for homogeneous problem.
Theorem 7. Let G 1 , G 2 and G n 1,h , G n 2,h be, respectively, the solutions of the systems (2.1) and (4.1) with f 1 = 0, f 2 = 0. Then we have estimates
Error estimates for the inhomogeneous problem
Now we consider the error estimates for the inhomogeneous problem with vanishing initial value. Multiplying ζ n and summing from 0 to ∞ on both sides of the first two equations in (4.1) result in
Using the property of d α i in (4.2) and the vanishing initial value, we have
Thus, simple calculation leads to
Then we have the error estimates of the solutions of the systems (3.4) and (4.1) when G 1,0 = 0, G 2,0 = 0. 
Proof. We just give the error estimate between G n 1,h and G 1,h (t n ). Denote
Then (4.6) can be rewritten as
, and (4.7) leads to
Similarly,
can be obtained from (3.5). Combining (4.8) and (4.9) results in
For t ∈ [t n−1 , t n ), when n = 1, we have
As for n > 1, we take κ ≥ 1/t n−1 and ensure that κ is large enough to satisfy the conditions in Lemma 10.
Then we have
.
, we obtain
can be obtained from the fact n−1 j=0 ζ −j−1 = (ζ −n −1)/(1−ζ) and for small ζ, the term
is analytic. Taking ζ = e −zτ , we get
where Γ τ = {z = κ + 1 + iy : y ∈ R and |y| ≤ π/τ }. Next we deform the contour
dz, which leads to
For I 1 , according to Lemma 10, we have the following estimate
Consequently, we have
Therefore, we get
Also, we can obtain
Lastly, Theorems 5 and 8 lead to the error estimates.
Theorem 9. Let G 1 , G 2 and G n 1,h , G n 2,h be the solutions of the systems (2.1) and (4.1) with
Numerical experiments
In this section, we perform the one-and two-dimensional numerical experiments to verify the effectiveness of the numerical schemes. Here, we let
if the exact solutions G 1 and G 2 are known. If the exact solutions G 1 and G 2 are unknown, to get the spatial errors, denote
where the G n 1,h and G n 2,h mean the numerical solutions of G 1 and G 2 at t n with mesh size h; similarly, to get the temporal errors, we let
where the G 1,τ and G 2,τ are the numerical solutions of G 1 and G 2 at the fixed time t with step size τ . The spatial and temporal convergence rates can be, respectively, calculated by
One-dimensional cases
Example 1. Consider the system (1.1) with the exact solution
So the initial values are
and the source terms
Here we set ν = 1.01 and a = 2. To get the spatial convergence rates, we take τ = 0.1/1600, so that the error incurred by temporal discretization is negligible, and the results are shown in Table 1 , which verify Theorem 5. Meanwhile, we take h = 1/256 to get the temporal convergence rate, and Table 2 shows the corresponding results, which validate Theorem 8. Example 2 (Smooth initial value). Here consider the homogeneous problem (1.1) with smooth initial value, i.e.,
and f 1 (x, t) = f 2 (x, t) = 0. It's easy to get that
Here, we choose a = −10. To investigate the convergence in space and eliminate the influence from temporal discretization, we take τ = 0.01/1600 and the results are shown in Table 3 , which verify Theorem 3. We take h = 1/256 to verify the temporal convergence rate and the results are shown in Table 4 , which agree with Theorem 6. Furthermore, we take the fixed N , α 1 , and α 2 to validate Theorem 6's estimates (theoretical decay rates with t → 0)
Let N = 10, α 1 = 0.3, α 2 = 0.7, and define the initial values as
Thus the decay rates caused by G 1,h (0) L 2 (Ω) can be ignored and the theoretical decay rates of
N and t 0 N , respectively, when t → 0. Table 5 shows that the temporal errors decrease like t 0.7 N and t 0 N , respectively, when t → 0. Similarly, define the initial values as Table 6 shows that the temporal errors decrease like t 0 N and t 0.3 N (when t → 0), respectively, which agree with the theoretical predictions.
Example 3 (Nonsmooth initial value). Consider the homogeneous problem (1.1) with nonsmooth initial value. Let
f 1 (x, t) = f 2 (x, t) = 0, and a = 10. To validate the spatial convergence rates, we take τ = 0.01/1600 to eliminate the influence from time discretization, and the results are shown in Table 7 , which verify Theorem 4. Then we let h = 1/256 to get the temporal convergence rate, and Table 8 provides the results, which verify Theorem 6.
Two-dimensional cases
Example 4 (Smooth initial data). Consider the two-dimensional homogeneous problem (1.1) with smooth initial value. Let f 1 (x, y, t) = f 2 (x, y, t) = 0, and a = −2. To get the spatial convergence rates, we take τ = 0.1/1600, so that the error incurred by temporal discretization is negligible, and the results are shown in Table 9 , which verify Theorem 3. Moreover, we let h = 1/256 to obtain the temporal convergence rates, and the results are shown in Table 10 , which confirm Theorem 6.
Example 5 (Nonsmooth initial value).
Consider the two-dimensional homogeneous problem (1.1) with nonsmooth initial value. Let
f 1 (x, y, t) = f 2 (x, y, t) = 0, and a = 1. To get the spatial convergence rates, we take τ = 0.1/1600, so that the error incurred by temporal discretization is negligible, and the results are shown in Table 11 , which verify Theorem 4. At the same time, we let h = 1/256 to obtain the temporal convergence rates and Table  12 shows the results, which agree with Theorem 6. convergence rates, to eliminate the influence from temporal discretization, we take τ = 0.1/1600 and set f 1 (x, y, t) = t 0.2 xy, G 1,0 = 0, f 2 (x, y, t) = t 0.3 , G 2,0 = 0, and a = 0.5. Table 13 provides the spatial convergence rates, which validate Theorem 5. For checking the temporal convergence rates, to eliminate the influence from spatial discretization, we take h = 1/256 and set f 1 (x, y, t) = 10t 0.2 χ (0,1/2)×(1/4,1) (x, y), G 1,0 = 0, f 2 (x, y, t) = 10t 0.3 χ (1/2,1)×(0,1/4) (x, y), G 2,0 = 0, a = 0.5. The temporal convergence rates are shown in Table 14 , which verify Theorem 8.
Conclusion
Anomalous diffusions are ubiquitous in natural world. The models are built for describing the different types of anomalous diffusions. The more recent FFPEs with multiple internal states effectively characterize the anomalous diffusion with different waiting time distributions for different internal states, governing the distribution of positions of the particles. In this paper, we develop the Sobolev regularity of the FFPEs, including the homogeneous problem with smooth and nonsmooth initial values and the inhomogeneous problem with vanishing initial value, and then we design a numerical scheme for the FFPEs based on the finite element approximation for the space derivatives and convolution quadrature for the time fractional derivatives. We provide the optimal error estimates for the schemes in different cases, including the space semidiscrete and fully discrete schemes. Finally, the numerical experiments for one-and two-dimensional examples are performed to confirm the theoretical analyses and the predicted convergence orders.
