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Resumen 
Los programas lógicos rebatibles (PLR) permiten utilizar dos tipos de negación: 
la negación por falla finzta (not), y la negación clásica (-,). De esta forma, es posible 
trabajar con información incompleta, y potencialmente inconsistente. El objetivo de 
este trabajo es mostrar como la expresividad de los PLR, al disponer de dos tipos de 
negación, permite representar la hipótesis de mundo cerrado (dosed world assump-
tion o CWA) directamente como cláusulas de programa. La CWA de lID predicado 
particular p puede lograrse incluyendo en el PLR la cláusula II-,p(X) ~ not p(X)", 
esto es, si no puedo probar p, entonces puedo derivar -'p., La posibilidad de ill-
cluir la hipótesis de mundo cerrado dentro del mismo lenguaje, permite repre-
sentar otras formas de CWA como "p(X) ~ not -,p(X)" , "p(X) ~ not p(X)" y 
H-,p(X) ~ not -,p(X)". Por otro lado, la programaCión en lógica rebatible incor-
pora las cláusulas rebatibles (CPR), denotadas "l -~ A", que deben leerse como: 
"razones para creer en A son buenas razones para creer en l". Por lo tanto, los 
PLR permiten representar nuevas formas de CWA mediante la utilización de una 
cláusula de programa rebatible: II-,p(X) --< not p(X)", es decir, no poder probar 
"p(X)" es una buena razón (rebatible) para asumir "-,p(X)". Este nuevo tipo de 
cláusulas de CWA rebatibles soluciona problemas que puedenpl~ntearse al utilizar 
sólo cláusulas estrictas (no rebatibles). 
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1. Introducción 
La programación en lógica tradicional ha sido utilizada ampliamente como una herramien-
ta de representación de conocimiento. Lamentablemente presenta limitaciones para mane-
jar :ciertas caracterÍb'ticas ,del 'razonamiehtO' del sentido 'común, 'como útilizár'infotmación 
incompleta, "6' potencialmente iricotisi~tertte. Los 'trabajos de Gelfoild y Lifschitz [10], In-
oue [11], Alferes y Pereira [1], Dung [2, 3, 4], Y Fillottrani [5], establecen nuevos criterios 
para extender la programación en lógica introduciendo la negación clásica, y manteniendo 
la negación por falla. 
La programación en lógica rebatible [16, 61 fue introducida como una extensión de la 
programación en lógica, y también permite representar ambos tipos de negación. Pero 
fundamentalmente permite disponer de un lenguaje de representación que captura aspec-
tos del razonamiento del sentido común que son difíciles de expresar en los trabajos antes 
mencionados. 
La semántica de la negación en la programación en lógica tradicional es la negación por 
falla finita, habitualmente representada por el símbolo "not". La consulta de una meta 
"not p" tiene éxito cuando existe una falla finita de la prueba del predicado p. Este tipo de 
semántica puede ser útil para algunos predicados en algunos, contextos, como en el caso de 
la cláusula "buscar(X) ~ not muerto(X),perdido(X)", (esto es, si 'X' está perdido y no 
puedo probar que esté muerto, sigo buscándolo). No obstante existen numerosas ocasiones 
donde la utilización de la negación por falla lleva a resultados no deseables. Por ejemplo si 
se quiere representar la regla "aterrizar cuando la pista no está ocupada" con la cláusula 
"aterrizar ~ not, pista-ocupada", la vida de los pasajeros correrá mucho peligro cuando 
no se posea información sobre la pista. 'Por lo tanto, parecería conveniente que la negación 
por falla sea utilizada sólo en algunos casos y la negación clásica en otros. 
Los programas lógicos rebatibles (PLR) permiten utilizar los dos tipos de negación: la 
negación por falla finita (not), presente en la mayoría de los lenguajes de programación en 
lógica, y que permite trabajar con información incompleta, y la negación clásica (...,) que 
resulta imprescindible para representar conocimiento y trabajar con información poten-
cialmente inconsistente. Utilizando la negación clásica ahora es posible escribir la regla 
anterior como "aterrizar ~ ""pista-ocupada", que representa el significado deseado, esto 
es, "aterrizar si puedo probar que la pista no está ocupada" . 
En un programa lógico tradicional, la respuesta a una eonsulta es 'si' o 'no', ya que au-
tomáticamente se aplica la hipótesis de mundo cerrado (closed world assumption o CWA), 
asumiendo como falso a todo átomo instanciado que no pueda derivarse del programa. 
Esto resulta demasiado restrictivo y como en el caso de la negación por falla, puede llevar 
a situaciones no deseables. Como se verá a continuación, en la programacion en lógica 
rebatible hay cuatro respuestas posibles para UIla consulta: si, no, indeciso y desconocido. 
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La respuesta a un átomo que no puede derivarse del programa será 'desconocido', en lugar 
de 'no', y por lo tanto no se aplicará CWA a ningún predicado. 
El objeti,vo de este trabajo es mostrar como la expresividad de los PLR, al disponer 
de dos tipos de negación, permite representar la hipótesis de mundo ,qr-.rrado ~irectamente 
como cláusulas de programa, y además crear nuevas formas de CWA j L{t CWA clásica de 
un predicado particular P /:le logra.incluyendo en el PLR la cláusula "....,p(X) ~ nat p(X)" , 
esto es, si no puedo prol?ar p, entonces puedo derivar ....,p. Al poder definir la hipótesis de 
mundo e,errado dentro del mismo lenguaje, entonces es posible ¡;epresentar otras formas 
,de CWA como "p(X) ~ not ....,p{X)" , "p(X) ~ not p(X)" y "....,p(X) ~ not ....,p(X)". Por 
e~emplo puede escribirse la regla de CWA "inocente(X) ~ not inocente(X)". 
Pero la característica más importante que incorpora la programación en lógica rebati-
ble, son las: Clausulas rebatibles (CPR) denotadas "l ---{ A" (ver definición 2.2), las cuales 
deben leerse comO: "razones para creer en el antecedente A, son buenas razones para 
cl'eer en el cC>n'secuente l". Por lo tanto, los PLR permiten representar un nuevo tipo de 
cláusulas de CWA mediante la utilización de una CPR: """'p(X) ---< not p(X)", es decir, 
110 poder probar "p(xt es una buena razón (rebatible) para asumir "....,p(X)". Como se 
verá en la secció~,4, este nuevo tipo de cláusulas de CWA reb~tibles soluciona problemas 
ql,le pueden ,plant~afse al utilizar sólo cláusulas estrictas (no rebatibles ). 
:,.2. La programación en lógica rebatible 
En esta sección se describirá brevemente la sintaxis y semántica de los P.LR y cómo se 
'r.ealiza una inferencia dentro de la programación en lógica rebatible. Al final de este 
trabajo se presenta un apéndice donde se amplían estos conceptos (más detalles pueden 
encontrarse en {16] y [6]). 
En el lenguaje de'Ia programación en lógica rebatible, un literal "l" es un átomo "a" o 
un átomo negado "....,a", siguiendo la definición de Lloyd [12]. El símbolo "....," representa 
la negación clásica, y el símbolo "not" la negación por falla (el significado y uso de estos 
. . . .' . . . . 
dos símbolos está explicado en detalle en la sección 3). El sÍ~bolo ", .... /, en cambio, se 
utiliza para indicar el complemento de un literal con respecto a la negación clásica,i.e., ",l 
= ....,l, Y ",....,l = l. Dos literales son complementarios, si uno es el complemento del otro, 
y la complementariedad está definida siempre sobre "....,". 
Definición 2.1 Cláusula de programa extendido (CPE) [10]: Es una cláusula de pro-
grama de la forma "Z ~ PI, ... , Pn", (n 2:: O) donde Z es un literal, y cada Pi es un' literal 
o un literal precedido por el símbolo not de la negación por falla. Sin=O, entonceS se 
denotará {il ~ TRUE", y se dirá que Z es un hecho (donde TRUE tiene la interpretaCión 
usual). O 
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Obsérvese que de acuerdo a la sintaxis definida "-,p ~ nót -'q" es una CPE válida 
mientras que "not p ~ q" , "p ~ -,-'p" , "p ~ not not p", y "p ~ -,not q" no lo son. 
Las cláusulas de programa extendido fueron introducidas por Gelfond y Lifchitz en [lO], 
donde además se define una semántica para los programas extendidos, basada enconjun-
tos de respuestas. En su propuesta, un programa extendido se dice contradictorio cuando 
el conjunto de respuestas tiene un par de literales complementarios, como es el caso del 
programa { p ~ TRUE ; -'p ~ TRUE }. La definición de conjunto de respuestas establece 
que "si contiene un par de literales complementarios, entonces el conjuto de respuestas 
es Lit, el conjunto de todos los lit.erales instanciados del lenguaje del programa". Por 
lo tanto (ver [lO] proposición 1), "todo programa contradictorio tiene exactamente un 
conjunto de respuestas: el conjunto Lit." Al representar conocimiento, es muy común 
que se tengan reglas que permitan derivar literales complementarios, y esto lleva directa-
mente a programas contradictorios. Inoue en [11] intenta solucionar esta limitación, pero 
no define un criterio de preferencia para decidir en el caso que se deriven dos literales 
complementarios. 
La programación en lógica rebatible soluciona ambos problemas: es posible representar 
información potencialmente inconsistente sin que se derive todo el lenguaje, y existe 1m 
criterio para decidir entre conclusiones complementarias. Para esto se introduce un nuevo 
tipo de cláusulas de programa: 
Definición 2.2 Cláusula de programa rebatible (CPR) [161: Es una cláusula de la 
forma "l ---( PI, ... ,Pn" , (n 2:: O) donde 1 es un literal, y cada Pi es un literal o un literal 
precedido por el simbolo "not" de la negación por falla. Si n=O se denotará "t --< TRUE", 
y se dira que l es una presuposición. El símbolo "_.-< " se utiliza para distinguir una CPH, 
de una CPE, porque una CPR se utilizará para representar conocimiento rebatible, i.e., 
información tentativa que puede ser usada en la medida que no sea contradecida. Una 
dáusula "l .. o( A" debe leerse como: "razones para creer en el antecedente A son buenas 
razones para creer en el consecuente l". O 
Un. programa lógico rebatible (PLR), es un conjunto finito de CPE y CPR (ver ejem-
plo 2.1). Una meta definid,a es simplemente un literal m. Una prueba rebatible para una 
meta definida m (ver apéndice definición 6.1) es el conjunto de cláusulas de programa ins-
tanciadas (CPE y CPR) que permiten derivar m. Un conjunto de cláusulas es consistente 
(resp. inconsistente) si no es posible (resp. es posible) probar rebatiblemente un par de 
literales complementarios. Dado un PLR, el conjunto de CPE debe ser consistente, mien-
tras que el conjunto de CPR y el propio PLR pueden ser inconsistentes. De esta forma, 
el lenguaje permite trabajar con información incompleta y potencialmente inconsistente. 
Como la noción de prueba rebatible no prohibe que puedan derivarse rebatiblemente dos 
literales complementarios, resulta necesario definir un criterio de inferencia, a fin de que 
sólo una de las metas complementarias sea aceptada como una nueva creencia. 
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Es en este punto donde el lenguaje utiliza los conceptos de la argumentación rebati-
ble [8, 14, 15, 16]. En primer lugar se define la noción de argumento para una me~a m como 
e:: subconjunto de CPR instanciadas utilizadas en la generación de unaprueha rebatible 
pára m (ver apéndice definición 6.2). La consulta de una meta m ten<:lrá éxit(), si m 
pe"rtenete al conj'unto de respuestas positivas del lenguaje, esto es, existe un argumento que 
es una justificación de m. El proceso de obtención de una justificación para mi i1;lyolucra la 
construcción de un argumento aceptable para m. Para decidir sobre la aceptabilidad de un 
argumento, se construyen a partir del PLR, contraarglJ,mentos que son posibles derrotadores 
(ver apéndice definiciones 6.4 y 6.5). De igual forma, se verifica la aceptabilidad de los 
posibles derrotadores, Aquellosderrotadores aceptables son comparados con el argumento 
original usando un criterio de preferencia. Un argumento es una justificación; si es mejor 
q..l,e todos sus derrotadores aceptados. 
La semántica de un PLR está caracterizada por cuatro conjuntos de repuestas (ver 
apéndice definición 6.9): (1) el conjunto de respuestas positivas, que representa las con-
,clusiones positivas que pueden inferirse del programa, y está formado por los literales que 
tienen un argumento que es una justificación; (2) el conjunto de respuestas negativas, que 
representa la información negativa que puede derivar el programa, y está formado por 
les literales cuyos argumentos fueron derrotados; (3) el conjunto de respuestas indecisas, 
fcpnado por literales que si bién tienen una prueba rebatible, no resulta posible decidir 
ent,re sus argumentos a favor y en contra (se trata de información que no es ni positiva, ni 
~egativa)j y por último (4) el conjunto de respuestas desconocidas; un conjunto posible-
, men~e infinito de todos los literales para los cuales no existe una prueba rebatible. De lo 
anterior puede verse dar amente que ante una consulta q ya no habrá sólo dos respuestas 
posibles como en la programación en lógica tradicional. Ahora las respuestas serán cuatro: 
sí, no, indeciso y desconocido (ver definición 6.10). 
A continuación se presenta un ejemplo de PLR, con los conjuntos de respuestas corres-
pondientes.En.las cláusulas de programa se utilizará la convención tipográfica habitual 
de PROLOG. 
~jemplo 2.1 ñandú( charo) +- TRUE. 
ave(X) +- ñandú(X). 
-wuela(X) -< ñandu(X). 
vuela(X)-< ave (X) . 
anida.-árbol(X) -< vuela(X). 
anida.-Suelo(X) --< not anida_árbol(X). 
El PLR anterior tiene los siguientes conjuntos de respuestas: positivas 
{ ñandú(charo), ave (charo) , -wuela(charo), anida..suelo(charo) }, negativas = { 
vuela(charo), anida_árbol(charo) }, e indecisas = { }. O 
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3. Semántica de la negación en los PLR 
Como se indicó' ailteriormente, en los PLR es posible utilizar dos tipos de negación: la 
clásica d~notada con el símbolo ".", y la nega9ión por falla finita denotada con el símbolo 
"not". El objetivo de incluir la negación clásica es poder representar información poten-
cialmente incoilsistente, ya que tanto una meta de .l~ forma ".a", como una de la forma 
"a" pueden ser derivadas rebatihlemente de un PLH.. Esto permite escribir cláusulas como 
".vuela(X)--< pingüino(X)" y "vuela(X) --< ave(X)". 
La negación por falla, en cambio, se incluye para poder trabajar con información 
incompleta. Por ejemplo al escribir la cláusula "inocente(X) --( not culpable(X)" , se está 
indicando que "no poder probar la culpabilidad de X, es una buena razón para asumir 
que X es inocente". Es por ello que la utilización de la negación por falla se restringe sólo 
al cuerpo de una cláusula. La diferencia fundamental radica en que el significado buscado 
para ".a" es "existe una justifir;aci6n para .a", mientras que el de "not a" es "no existe 
una justificación para a". Es importante destacar que aunque las metas precedidas por 
"not" puedan probarse rebatiblemente, estas nunca forman parte de los conjuntos de 
respuestas, (como "not anida_árhol( charo)" en el ejemplo 2.1). 
La consulta de una meta ".a" tendrá éxito cuando ".a" figure en el conjunto de res-
puestas positivas del PLR (i.e., tenga una justificación) , como ocurre con ".vuela(charo)" 
en el ejemplo 2.1. Pero sin embargo, una submeta "not i" tendrá éxito, cuando "i" 
no figure en el conjunto de respuestas positivas, i.e.; cuando "i" no tenga éxito. En el 
~jemplo 2.1 "anida_árbol(charo)" no figura en el conjunto de respuestas positivas del PLR, 
y por lo tanto puede probarse rebatiblemente "not anida..:.árbol( charo)" . 
Es fácil de ver que la negación en este lenguaje cumple con el criterio de coherencia [1], 
esto cs, si la meta ".1" tiene éxito, entonces ''not l" también lo tendrá. La demostración 
es sen,cilla: si ".1" tiene éxito, entonces "-.l" pertenece al conjunto de respuestas positivas, 
e~ d~cir existe una justificación para ".l", luego, no existirá una justificación para "i", Y 
por lo tanto "not l" tendrá éxito. También es fácil ver que la recíproca no es cierta: que 
"not l" tenga éxito no implica que el literal "-.l" lo tenga. En el ejemplo anterior aun.que 
pueda derivarse "not anida_árbol (charo)" , no ocurrc lo mismo con ".anida~rbol(charo)". 
Es importante destacar que los dos tipos de negación son importantes, y como se verá a 
continuación, no pueden definirse uno en función del otro. Una cláusula como ''p f- not q" 
indica que al no poder justificars(~ q, entonces puedo derivar p. Mientras que utilizando 
"p f- -.q", se podrá derivar p cuando se pueda derivar 'q. No obstante, en 1m PLR puede 
escribirse una presuposición "-.q ----< TRUE" para indicar que "hay razones (rebatibles) 
para creer en -.q". De esta manera se podría pensar que la cláusula "p f- not q" puede 
reemplazarse por el par { p f- -'q; -'q --< TRUE}, obteniendose un resultado equivalente; 
lo cuál significaría que los PLR P l Y P2 tendrían los mismos conjuntos de respuestas. 
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p ~ not q p ~ 'q 
'q -~ TRUE 
Si lo anterior fuera cierto, se podrían obtener PLR equivalentes,. sin la utilización del 
operador de negación por falla "not", simplemente haciendo los reemplaz.os correspon-
. .!. ": 
dientes. Aunque a primera vista parece que el resultado fuera equivalente, hay varias 
diferencias. En primer lugar, si se usan las cláusulas de P2 como reemplazo de PI, 
se pierde el ,significado buscado con el uso del operador "not", ya que ahora p podrá 
derivarse cuando exista una justificación de 'q. Pero además, los conju:ntos de respuestas 
son diferentes. El conjunto de respuestas positivas de 'PI es {p}, mientras que el de 'P2 
efi {p, .q}. Al agreg~r "q --< TRUE" a ambos .PLR, se acentúan las diferencias, ya que el 
conjunto de respuestas positivas para PI U { q --o( TRUE } es {q}, mientras que el de P2 
U { q --o( TRUE} es 0. Por otro lado resulta imposible agregar ".p ~ TRUE" a PI porque 
elconjwlto de CPE se vuelve inconsistente, mientras que sí es posible agregarlo a P2 yel 
conjunto de respuestas positivas para P2 U { 'p ~ TRUE } es {.p , .q}. Por último, el 
conjunto de respuestas positivas para PI U { 'p -< TRUE} es {p}, mientr~s que el de P2 
U { 'p ----( TRUE} es { 'q}, ya que los literales p y 'p pasan a pertenecer al conjunto. de 
respuestas indecisas. 
Otra consideración importante es la siguiente: para que un conjunto de CPR sea un 
argumento (ver definición 6.2) se establece una condición de consistencia, que impide que 
dentro de un argumento existan dos literales complementarios con respecto a la negación 
clásica. Sin embargo con la negación por falla no ocurre lo mismo. Supónga~~ que se tiene 
el siguiente PLR: P= { a --o( b,c ; b --~ p ; c --o( not p ; p ---o( e ; 'p --o( d; d f- TRUE 
; e f- TRUE }. Aquí es posible construir el argumento .A.= { a -< b,c ; b --< p ; p --o( e 
; c --< not p } para el literal "al). Obsérvese que en el mismo argumento se usaron 
como submetas a ''p'' y "notp". Esto es posible porque el literal ''p'' puede 'probarse 
rebatiblemente, pero no existe un justificación para "p", ya que es bloqueada por el 
argumento "{'p --o( d }". La siguiente proposición muestra que aunque el argumento 
anterior pueda construirse, nunca podrá ser una justjficación. 
Proposición 3.1 Un argumento A donde figuren las submetas I~" Y "not l", no será 
nunc;a una justificación. Demostración: (a) si "l" está justificado, entonces "not l" no 
podrá probarse, invalidando al argumento. (b) si "not l" está prob~do., entonces no exist.e 
).lna justificación para "Z", esto es, existe un derrotador aceptable para todo argument9 
de l, y por lo tanto existirá un derrotador aceptable para A. O 
4 .. La CWA como cláusulas de programa 
En un progrania lógico tradicional, la respuesta a una consulta es' ·c sil. b 'no', ya que au-
tomáticamente se aplica la hipótesis de mundo cerrado (cwA), asumiendo como falso a 
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todo átomo instanciado que no pueda derivarse del programa. Esto resulta demasiado 
restrictivo y como en el caso de la negación por falla, puede llevar a situaciones no de-
seables. Por ejemplo, en el programa P= 0, al aplicar CWA, se asumen como falsos todos 
los átomos instanciados del lenguaje; y en el programa P= { p r- not q }, p y q se asumen 
falsos, por lo tanto puedo asumir como verdaderos a p, y a not p (observación: aquí "not" 
tiene el significado dado por la CWA, 'no el de la negación por falla). 
Como se vió anteriormente, en la programación en lógica rebatible, hay cuatro res-
puestas posibles para una consulta: si, no, indeciso y desconocido. La respuesta a una 
consulta que no puede derivarse del programa es 'desconocido', en lugar de 'no', y por lo 
t.anto no se aplica automáticamente CWA a ningún predicado. 
No obstante, la hipótesis de mundo cerrado de 1m predicado particular p en un PLR, 
puede lograrse incluyendo en el PLR la cláusula ".p(X) r- not p(X)" con lo cual se está 
indicando que: si no se puede ju.'itificar p, entonces puede derivarse 'Pi que es justamente 
lo que establece la hipótesis de mundo cerrado. De esta forma, es posible representar 
dentro del mismo lenguaje, algo que hasta ahora era una condición metalingüística. Por 
ejemplo en un PLR con la cláusula ".culpable(X) r- not culpable(X)", si no se puede 
justificar que X sea culpable, se puede asumir que no lo es. Como las cláusulas de CWA 
se representan dentro del propio lenguaje, pueden representarse ahora otras formas de 
CWA: 
p(X) r- not .p(X) 
p(X) ~ not p(X) 
.p(X) - not .p(X) 
peligroso(X) r- not .peligroso(X) 
inocente(X) r- not inocente(X) 
.culpable(X) ~ not .culpable(X) 
Estas formas de CWA ya habían sido introducidas en [10], donde también se aprove-
chaba la facilidad de disponer de dos tipos de negación. No obstante, hasta el momento, 
todo el desarrollo sobre cláusulas de CWA se ha realizado utilizando cláusulas de programa 
extendido (i.e.,l ePE). Como se verá a continuación esto puede traer algunos problemas. 
Considérese el siguiente PLR: 
Pa: pista-ocupada(X) r- not pista-ocupada(X) . 
• pista-ocupada(norte) r- TRUE. 
En la propuesta de Celfond y Lifschitz, un programa como P3 es "contradictorio", y 
por lo tanto a partir de él se puede inferir todo el lenguaje. Por otro lado, Pa tampoco 
puede ser un programa lógico rebatible, porque la definición de PLR establece que el 
conjunto de CPE debe ser consistente. 
Afortunadamente, el lenguaje de programación en lógica rebatible dispone de dos 
tipos de cláusulas: las ePE, y las CPR. La diferencia entre utilizar una CPE o una CPR es 
importante, las primeras representan conocimiento seguro (estricto), mientras que las CPR 
representan información tent.ativa (rebatible). Los PLR, permitirán entonces, obtener un 
nuevo tipo de cláusula de CWA: las cláusulas de CWA rebatibles, escribiendo por ejemplo 
380 
2do. Congreso Argentino de Ciencias de la Computación 
"--'p(X) --« not p(X)", esto es, " no poder justificar p(X) es una buena raz6n (rebatible) 
para derivar -'p(X)". Al utilizar este nuevo tipo de CWA, se pueden eliminar los problemas 
de P3 , escribiendo: 
-n ,. 
r3· pista-ocupada(X) --« not písta-ocupada(X). 
-,pista-ocupada(norte) t- TRUE. 
En P3' ahora sólo es posible inferir el literal "-,pista-ocupada(norte)" , desapare-
ciendo el problema de la inconsistencia. Obsérvese que aunque existe la derivación 
rebatible { pista-ocupada(norte) --« not pista-ocupada(norte) } para el literal "pista~ 
ocupada(norte)", ésta no es consistente con el conjunto de CPE, y por lo tanto no es 
,un argumento. 
En general para cualquier predicado P toda cláusula de la formas'p t- not P" pro-
ducirá un problema similar al del programa P3 , ya que permite que el predicado P pueda 
derivarse rebatiblemente cuando no se pueda justificarlo. Esto hará que la inclusión de 
cualquier instancia de -,P, produzca una inconsistencia. El mismo problema aparece con 
la cláusula "-,p t- not -,P". Por lo tanto siempre será conveniente representar este tipo 
de reglas con cláusulas rebatibles. 
Una situación distinta pero también problemática se presenta al utilizar una cláusula 
de CWA como "-,p t- not P". Considérese por ejemplo el siguiente PLR: 
--'culpable(X) t- not culpable(X). (*) 
-'preso(X) t- inocente(X). 
inocente(X) t- -'culpable(X). 
preso(X) --« not culpable(X), alta-sospecha(X): 
alta-sospecha(pepe) t- TRUE. 
En el PLRanterior aunque esté presente el hecho "alta-sospecha(pepe}", la meta 
"-'preso(pepe)" tiene una justificacióli, gracias a la cláusula (*). Contrario a 
las espectativas de que exista una justificación para "preso(pepe)", . el conjunto { 
preso(pepe) t- not culpable(pepe), alta-sospecha(pepe) } no es un argumento ya que es 
inconsistente con el conjunto de CPE. 
Sin embargo, si la cláusula (*) es reemplazada por la cláusula rebatible r' 
"-lculpable(X) --« not culpable(X) ", entonces es posible construir un argumento A para 
",-,preso(pepe)" y otro argumento B para "preso (pepe) " . 
A= { -,culpable(pepe) --« not culpable(pepe) } 
B= { preso(pepe) t- not culpable(pepe), alta-sospecha(pepe) } 
Utilizando el criterio de especificidad, B es un derrotador propio de A. Por lo tanto 
utilizando la CPR r, B se convierte en una justificación para "preso(pepe)", obteniéndose 
el resultado esperado. 
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Una de las ventajas m~s importantes de los, PLR es su adaptabilidad al cambio. Al 
manejar adecuadamente la inconsistencia, permite que se agregue información en forma 
dinámica, sin presentar problemas. Por ejemplo, en el PLR P4 , puede obtenerse tanto 
una justificicación para "pista-ocupada(norte)", como para "pista-ocupada(sur)". Sin 
embargo, si se agregan dos nuevos hechos (ver P4'), entonces ya no es posible justificar 
los literales anteriores. Esto se debe a que los argumentos que se habían construído 
antes, con el agregado de los nuevos hechos, no cumplen con la condición de consistencia 
de la definición 6.2. En el nuevo PLR Pi ahora existe una justificación para " -'pista-
ocupada(norte)", "pista-libre(sur)" y "-,pista-ocupada(sur)". 
pista-oeupada(X) --( not pista-ocupada(X) 
-'pista-ocupada(X) +-- pista-libre(X) 
'P " 4· 
pista-ocupada(X) ---< not pista-ocupada(X) 
-'pista-ocupada(X) +-- pista-libre(X) 
-'pista-ocupada(norte) +-- TRUE 
pista-libre (sur ) +-- TRU¡'; 
Observa.ción sobre los ciclos: Al utilizar una regla como "-,a +-- not a" el mecanismo 
de derivación no incurre en un ciclo, ya que la definición de derivación rebatible lo prevee 
explicitamente. No obstante, al encontrar una submeta "not l" en una cláusula e se 
necesita saber si "l" tiene o no una justificación. A fin de no incurrir en un ciclo entre 
justificaciones, al intentar justificar "l", no debe permitirse que se utilice nuevamente la 
cláusula e que disparó el proceso. Por ejemplo en el PLR { a --( not b ; b --( not a }, 
no existe una justificación para "a", ni para "b". 
5. Conclusiones y desarrollos futuros 
La semántica .de los PLR permite el manejo de información potencialmente inconsistente, 
ya que pueden ser derivados literales complementarios, y luego sólo uno de ellos es elegido 
como una inferencia válida. La expresividad del lenguaje de programación en lógica 
rebatible, y la disponibilidad de dos tipos de negación, posibilitan la representación de 
diferentes formas de CWA dentro del lenguaje. Esto permite el manejo de información 
incompleta en una forma adecuada. Según lo expuesto en la sección 4 las cláusulas de 
CWA rebatible han resultado más adecuadas que las utilizadas hasta el momento. 
Actualmente se encuentra en desarrollo una máquina abstracta para los PLR, como 
una extensión de la maquina abst.racta de Warren (WAM), y un interprete para los PLR, 
en base a la semántica definida por los conjuntos de respuestas. 
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6. Apéi}(:fice: programación en lógica rebatible '. 
,.t. 
Las siguientes definiciones fueron extraidas de [16, 6, 14], Y corresponden a los principales 
conceptos de la programación en lógica rebatible, y de la argumentación rebatible (por 
más detalles referirse a [15, 14, 8, 9]). 
Definición 6.1 Dado un PLR P, una prueba rebatible para una meta definida m a 
partir deP, es un conjunto finito de cláusulas de prograrria instanciadas (CPE y CPR), 
dl~finido recursivamente de la siguiente forma: 
1. Si existe un hecho "e +-- TRUE" (presuposición "e , .. --< TRUE") en P, tal que m unifica 
con e, con unificador mas general 0-), el conjunto {eo- +-- TRUE} ({ co- ---< TRUE}) es 
una prueba rebatible para m. 
2. Si existe una CPE "e +-- L" (CPR "e ---< L") tal que e unifica con m (con umg 0-), 
y existe un prueba rebatible Fi para cada uno de los elementos de Lo-, entonces, 
{w +-- Lo-} U (Ui :Ji) ( {eo- --< Lo-} U (Ui :Ji) ) es una prueba rebatible param. 
A fin de que no se produzcan ciclos, la cláusula "w +-- Lo-" ("co- ---< Lo-" ) no debe 
aparecer en ninguno de los conjuntos Fi' 
3. Si m ;es 1;l¡;l,a slJ,bmeta que tiene el operador de negación por falla not (i.e., m es 
not 1), y no existe un,~justifieación para el literal l, entonces el conjunto vacio es 
una prueba rebatible para m. 
4. Si no se da ninguno dé los casos anteriores, entonces no existe una prueba rebatible 
para m. 
Definición 6.2 D~do un PLR, formado por el conjunto S de CPE, y el conjunto V 
de CPR, un argumento A para un literal h, es un subconjunto de CPR inB~~n¡ci~das, tal 
que: (1) Existe ~na prueba rebatible de m a partir de S U A (denotado.SW,;,Ar--, m), (2) 
S U A es consistente,. y (3) A ~s el menor subconjunto (con respecto a la. .inclusión de 
conjuntos) que cumple las dos condiciones anteriores. 
Si A es un argumento para h, también se dirá que (A, h) es una estructura de argumento. 
Además (B, q) es un subargumento de (A, h) si y sólo si, B ~ A. 
Definición 6.3 Sea L =;= {l : 1 es un literal básico para el cuál existe una prueba 
rebatible },:y .sean (Al, hl ),(A2 ,h2 ) dos estructuras de argumento. Sea Sp el conjunto 
de hechos básicos de S, y Sa el conjunto de reglas generales de S, (So U Sp = S). Se 
dirá que (Al, h1 ) es estrictamente más específico que (A21 h2 ), si y sólo si, 
i)\fE~'L, si Sa U BU Alr-- h l y Sa U E VG h l , entonces Sa U E U A2~ h2 · 
ii) 3E' ~ L tal que Sa U E' U A2 r-- h2 , Sa U E' VG h2 , Y Sa U E' U Al VG h1· 
Definición 6.4: Se dirá que (Al! h l / eontraargumenta a (A2 , h2 ) en un literal h, sssi, 
(1) existe un subargumento (A, h) de (A21 h2 ) tal que S U {h,hr}'es inconsistente, y 
(2) para todo sub argumento propio (B,q) de (Ar,h1 ), no es el caso que SU{h2 ,q} sea 
inconsistente. 
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Definición 6.5 (Al, h1 ) derrota a (A2 , h2 ) en un literal h, sssi, existe un subargumento 
(A, h) de (A2 , h2) tal que: (A b h1) contraargumenta a (A2 , h2 ) en el literal h y 
(1) (Al, h1) es estrictamente más específico que (A, h) (derrotador propio), o 
(2) (Al, h l ) no puede (',ampararse con (A, h) (derrotador de bloqueo). 
Definición 6.6: Un árbol de dialéctica para (A, h), denotado 1(A, h.), Se define recur8i~ 
vamente como sigue: 
l. Un nodo que contiene una estructura de argumento (A, h) sin derrotadores (propios 
o de bloqueo), es un árbol de dialéctica para (A, h), Y es también la raíz del árbol. 
2. Supóngase que (A, h) es una estructura de argumento con derrotadores (propios o 
de bloqueo) (All h,), (A2l h2), ••• , (An , hn ). El árbol de dialéctica 1(A,h.) , para (A, h) 
se construye poniendo a (A, h) como nodo raíz, y haciendo que este nodo sea el 
padre de las raices de los árboles de dialéctica de (Al, h1 ), (A2 , h2 ), ••• , (An , hn ), 
i.e., 1(A¡,h.¡h 1(A2,h.2) , •• '.' 1(An ,h.n )· 
Definición 6.7 Los nodos de un árbol de dialéctica 1(A, h.) se etiquetan recursivamente 
mmo nodos no-derrotados (nodos-U) y nodos derrotados (nodos-D) como sigue: 
1. Las hojas de 1(A, h.) son nodos- U. 
2. Sea (E, q) un nodo interno de 7(A, h.)' (E, q) será un nodo- U sssi todo hijo de (E, q) 
es un nodo-D. (E, q) Será un nodo-D ss si tiene al menos un hijo que es nodo-U. 
Definición 6.8 (A,h) es unajustijición para h sssi la raíz de 1(A,h.) es un nodo-U. 
Definición 6.9 Conjuntos de respuestas de un PLR P 
1. El conjunto de respuestas positivas de P es un conjunto finito de literales L tal que 
para todo hE L, existe una justificación para h. 
2. El conjunto de respuestas negativas de P es un conjunto finito de literales L tal que 
para todo h E L, se cumple: (a) o bien para cada argumento A de h, existe un 
derrotador propio de Aj o bien (b) no existe un argumento para h, pero existe un 
argumento B que es una justificación para ",h 
3. El conjunto de respuestas indecisas de P es un conjunto finito de literales L tal 
que para todo h E L, se cumple que para todo argumento A de h, A no tiene 
derrotadores propios, pero si tiene al menos un derrotador de bloqueo. 
4. El r:onjunto de respuestas desconocidas de P es un conjunto posiblemente infinito 
de literales que no pertenecen a los conjuntos de respuestas anteriores. 
Definición 6.10 Dado un PLR P Y una meta definida m, un interprete de programas 
lógicos rebatibles, responderá: 
• SI, en el caso que m pertenezca al conjunto de respuestas positivas. 
• NO, en el caso que m pertellezea al conjunto de respuestas negativas. 
• INDECISO, en el caso que m pertenezca al conjunto de respuestas indecisas. 
• D~SCONOCIpO,en. el caso que m pertenezca al conjunto de respuestas desconocidas. 
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