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Kapitel 1
Einleitung
Im Juni 2003 pra¨sentierte das Unternehmen Infineon die weltweit kleinste
MRAM-Speicherzelle mit einer Fla¨che von 1, 4µm2, die gemeinsam mit dem
Unternehmen IBM entwickelt und in einem 128-Kilobit-MRAM-Speicherchip
demonstriert wurde [1]. MRAM steht hierbei fu¨r
”
Magnetic Random Ac-
cess Memory“, die Informationen werden bei diesem Chip nicht mit elektri-
schen, sondern mit magnetischen Ladungselementen gespeichert. MRAMs
vereinen die Vorteile etablierter Halbleiter-Speichertypen, vor allem hohe
Schreib- und Auslesegeschwindigkeit, mit der besonderen Eigenschaft der
Nichtflu¨chtigkeit. Die wirtschaftliche und technologische Bedeutung solcher
magnetischer Datenspeicher liegt auf der Hand, da in Zukunft die flu¨chtigen
Silizium-Halbleiterspeicher zunehmend durch die nicht-flu¨chtigen MRAMs
ersetzt werden sollen.
Eine MRAM-Speicherzelle kann auf zweierlei Weise realisiert werden [2, 3,
4, 5]: entweder man nutzt den Riesenmagnetowiderstandseffekt (Giant Ma-
gnetoresistance - GMR) oder den Tunnelmagnetowiderstandseffekt (Tunnel
Magnetoresistance - TMR). In beiden Fa¨llen hat man zwei parallele ferroma-
gnetische Schichten, die beim GMR-Effekt durch eine nicht-magnetische Me-
tallschicht und beim TMR-Effekt durch einen Isolator voneinander getrennt
sind (siehe Abbildung 1.1). Fließt ein Strom durch die nicht-magnetische Me-
tallschicht bzw. durch den Isolator (man nutzt hierbei den Tunneleffekt aus),
so kann der elektrische Widerstand durch die relative Orientierung der Ma-
gnetisierungen ~M1 und ~M2 der beiden ferromagnetischen Schichten gesteuert
werden: bei paralleler Orientierung von ~M1 und ~M2 ist der Widerstand klein
und bei antiparalleler Orientierung von ~M1 und ~M2 ist er groß.
Bei beiden Schichtsystemen wird in der Regel eine ferromagnetische Schicht,
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Abbildung 1.1: GMR- und TMR-Effekt: der elektrische Widerstand ha¨ngt
jeweils von der gegenseitigen Orientierung der Magnetisierungen ~M1 und ~M2
in den ferromagnetischen Schichten ab.
z. B. ~M2, ”
gepinnt“ [4, 6, 7], wa¨hrend die andere Schicht mit ~M1 aus einem
weichmagnetischen Material (z. B. Ni81Fe19-Legierung, auch als Permalloy,
Py, bekannt) besteht und durch kleine a¨ußere Magnetfelder ummagnetisiert
werden kann, ohne dabei ~M2 zu beeinflussen. Es ko¨nnen somit je nach Ori-
entierung von ~M1 und ~M2 zwei Zusta¨nde aufgrund des unterschiedlichen Wi-
derstands definiert und durch ein a¨ußeres Magnetfeld geschaltet werden. Ty-
pische Werte fu¨r die relative Widerstandsa¨nderung ∆R/Rp = (Rap−Rp)/Rp1
bei Zimmertemperatur liegen z. B. bei Verwendung von Permalloy als weich-
magnetischer Schicht im Fall des GMR-Effekts bei ca. 20 % [8] und im Fall
des TMR-Effekts bei ca. 50 % [7].
Bei den eben beschriebenen GMR- und TMR-Effekten sind die ferromagne-
tischen Schichten idealerweise eindoma¨nig. Die energetische Stabilita¨t eines
magnetischen Zustandes in einem ferromagnetischen Festko¨rper ha¨ngt jedoch
unter anderem von seinen geometrischen Abmessungen ab [9]: so unterschei-
det man beispielsweise in flachen weichmagnetischen Zylindern mit Durch-
messern im Bereich einiger µm und darunter zwischen Eindoma¨nenzustand
(
”
single-domain“) und Vortexzustand. Den Vortexzustand kann man sich an-
schaulich als
”
magnetischen Ringschluss“ vorstellen, der unter Umsta¨nden
eine hohe energetische Stabilita¨t aufweisen kann, was ihn fu¨r MRAM-An-
wendungen ebenfalls attraktiv macht [10].
1Rp bzw. Rap ist der elektrische Widerstand bei paralleler bzw. antiparalleler Orien-
tierung von ~M1 und ~M2.
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Abgesehen von der Optimierung solcher MRAM-Schichtsysteme, unter an-
derem bezu¨glich der relativen Widerstandsa¨nderung ∆R/Rp, richtet sich ein
wesentliches Interesse auf die Dynamik der Ummagnetisierung der weichma-
gnetischen Schicht, da dieser Vorgang die Schaltzeit des MRAM-Speicher-
elements bestimmt. Diese Schaltzeit wird von mehreren Parametern beein-
flusst, z. B. von der Richtung des angelegten Magnetfeldes, von der Form der
Schicht (eckig, kreisfo¨rmig, etc.) und von den intrinsischen Eigenschaften des
verwendeten ferromagnetischen Materials [11].
Diese Arbeit soll einen tieferen Einblick in die Statik und die Dynamik von
weichmagnetischen Schichten geben, wobei bevorzugt die Zylindergeometrie
benutzt wird, da ihre Symmetrie teilweise einen analytischen Zugang zu den
verschiedenen betrachteten Problemen erlaubt. Soweit mo¨glich werden die
analytisch und numerisch gewonnenen Ergebnisse mit experimentellen Daten
verglichen und auftretende Abweichungen diskutiert. Die Gliederung dieser
Arbeit ist wie folgt:
• Zuna¨chst wird nach einer kurzen Einfu¨hrung in Kapitel 2 in die theore-
tischen Grundlagen des Mikromagnetismus in Kapitel 3 auf die Magne-
tostatik flacher weichmagnetischer Kreisstrukturen eingegangen. Das
Interesse richtet sich sowohl auf den single-domain-Zustand als auch
auf den Vortexzustand.
• In Kapitel 4 wird die Dynamik homogen magnetisierter Ellipsoide und
flacher Zylinder betrachtet, wobei bereits grundlegende Aspekte der
magnetischen Dynamik herausgestellt werden.
• Darauf folgend werden in Kapitel 5 und 6 flache weichmagnetische
Kreisstrukturen sowohl mit single-domain-Konfiguration als auch mit
Vortexstruktur mittels mikromagnetischer Simulationen hinsichtlich ih-
res dynamischen Verhaltens untersucht: es werden die elementaren An-
regungen des jeweiligen Spinsystems analysiert und die entsprechenden
Folgerungen und Erkenntnisse gezogen.
• Kapitel 7 ist als Ausblick konzipiert und soll als solcher einen Ein-
blick in die Dynamik eines weichmagnetischen Quadrats mit Landau–
Konfiguration geben, unter anderem um die Unterschiede zur zirkularen
Geometrie zu verdeutlichen.
• Abschließend werden in Kapitel 8 nochmals die wesentlichen Punkte
und Ergebnisse dieser Arbeit zusammengefasst.
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Kapitel 2
Theoretische Grundlagen des
Mikromagnetismus
Der Mikromagnetismus versucht, ferromagnetische Materialien mathematisch
auf einer La¨ngenskala zu beschreiben, die wesentlich kleiner ist als die Abmes-
sung ferromagnetischer Doma¨nen, aber andererseits groß genug, um anstatt
einzelner atomarer Spins eine kontinuierliche magnetische Polarisation be-
nutzen zu ko¨nnen [12]. Berechtigt wird diese kontinuierliche Beschreibung
durch die Tatsache, dass sich der Richtungswinkel von einem atomaren Spin
zum na¨chsten im Allgemeinen nur sehr wenig a¨ndert.
Ausgangspunkt des Mikromagnetismus ist die vektorielle magnetische Po-
larisation1 ~J(~r, t) am Ort ~r und zur Zeit t, deren Betrag | ~J(~r, t)| = JS im
ganzen betrachteten ferromagnetischen Festko¨rper und zu allen Zeiten t kon-
stant sein soll, und (bis auf die Vakuumpermeabilita¨t µ0 = 4pi · 10−7 Vs/Am)
definiert wird als mittleres magnetisches Moment ∆~µ pro Volumen ∆V :
~J(~r, t) = µ0
∆~µ(~r, t)
∆V (~r)
. (2.1)
Die Sa¨ttigungspolarisation JS soll dabei nur von der Temperatur T abha¨ngen.
Die magnetische Polarisation la¨sst sich somit auch schreiben als
~J(~r, t) = JS · ~m(~r, t) (2.2)
mit |~m(~r, t)| = 1.
1Im Unterschied dazu wird ~M = ~J/µ0 als Magnetisierung bezeichnet.
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2.1 Energie eines Ferromagneten
Ausgehend von der magnetischen Polarisation ~J werden nun die verschiede-
nen Beitra¨ge zur Freien Energie eines Ferromagneten behandelt.
a) Austauschenergie Eex
Die Austauschenergie ist quantenmechanischen Ursprungs und
”
be-
straft“ Inhomogenita¨ten der Magnetisierungsrichtung, also Nicht-Paral-
lelstellung der Spins, wobei aber die Richtung der Spins nicht festgelegt
ist. Eine Herleitung dieses Energiebeitrags durch eine Taylorentwick-
lung der isotropen Heisenberg-Wechselwirkung mit dem zugeho¨rigen
Hamiltonoperator H = −J ∑l,m ~Sl · ~Sm, wobei nur u¨ber benachbarte
Spins mit den Spinoperatoren ~Sl und ~Sm summiert wird (die Energie-
konstante J ist die
”
Austauschenergie“), und unter Benutzung der Mo-
lekularfeldna¨herung (der Erwartungswert des Produkts von Spinope-
ratoren wird na¨herungsweise durch das Produkt der Erwartungswerte
der einzelnen Spinoperatoren ersetzt, Fluktuationen werden dabei ver-
nachla¨ssigt [13, 14]) findet man unter anderem in [15]. Der Beitrag der
Austauschenergie zur Freien Energie ferromagnetischer Kristalle ist da-
her bei kubischer Symmetrie gegeben durch
Eex = A
∫
(grad ~m)2 dV, (2.3)
wobei die sog. Austauschkonstante A nur wenig von der Temperatur T
abha¨ngt und mit den quantenmechanischen sog. Austauschintegralen
in Beziehung gebracht werden kann (siehe hierzu auch [16]). A hat die
Gro¨ßenordnung 10−11 J/m, wie man aus der Curie-Temperatur TC und
der Gitterkonstanten aL abscha¨tzen kann: A(T = 0) ∼ (kBTC)/aL (kB:
Boltzmannkonstante).
b) Anisotropieenergie Ean (Kristallanisotropie)
Die Freie Energie eines Ferromagneten ha¨ngt außerdem im Allgemeinen
von der Richtung der Magnetisierung relativ zu den kristallografischen
Richtungen ab. Dies kann wie folgt erkla¨rt werden: der das magnetische
Moment im Wesentlichen bestimmende Spin tritt mit der Bahnbewe-
gung u¨ber die Spin-Bahn-Kopplung in Wechselwirkung und die Bahn-
bewegung ihrerseits mit der Kristallstruktur u¨ber die elektrostatischen
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Felder und die sich u¨berlappenden Wellenfunktionen benachbarter Git-
teratome [17]. Gegeben ist diese Anisotropieenergie durch
Ean =
∫
εlokan (~m) dV. (2.4)
Hierbei la¨sst sich die lokale Anisotropieenergiedichte εlokan (~m) fu¨r kubi-
sche Kristalle durch den pha¨nomenologischen Ansatz
εlokan = K1(m
2
xm
2
y +m
2
xm
2
z +m
2
ym
2
z) +K2(m
2
xm
2
ym
2
z) (2.5)
ausdru¨cken [18, 19, 20], und fu¨r eine uniaxiale Anisotropie, bei der die
x-Achse energetisch begu¨nstigt ist, durch
εlokan = Ku(1−m2x) (Ku > 0). (2.6)
K1, K2 und Ku sind die im Allgemeinen temperaturabha¨ngigen sog.
Anisotropiekonstanten, die experimentell bestimmt werden mu¨ssen. So
ist z. B. fu¨r Eisen K1 ≈ 48000 J/m3, wa¨hrend fu¨r Schichten aus Permal-
loy (Ni81Fe19-Legierung), in denen eine Anisotropie mit einer uniaxialen
Vorzugsachse in der Schichtebene vorliegt, Ku ≈ 500 J/m3 ist.
c) Zeeman-Energie Ez
Liegt an einer ferromagnetischen Probe ein externes Feld ~Hext(~r) an,
so ist die Wechselwirkungsenergie gegeben durch
Ez = −JS
∫
~Hext · ~mdV. (2.7)
Fu¨r ein homogenes externes Feld ha¨ngt diese Energie nur von der ge-
mittelten magnetischen Polarisation ab und nicht von der Doma¨nen-
struktur oder der Probenform.
d) Dipol- oder Streufeldenergie Ed
Betrachtet man einen ferromagnetischen Ko¨rper mit der magnetischen
Polarisation ~J , so erzeugt im Allgemeinen dieser selbst ein magneti-
sches Feld, das Dipol- oder Streufeld ~Hd, welches ausgehend von der
Maxwellschen Gleichung div ~B = div(µ0 ~H+ ~J) = 0 definiert wird durch
div ~Hd = −div( ~J/µ0). (2.8)
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Die Energie, die der ferromagnetische Ko¨rper in seinem eigenen Streu-
feld besitzt, ist gegeben durch
Ed = −1
2
∫
~Hd · ~J dV. (2.9)
Das Streufeld ~Hd kann wegen rot ~Hd = 0 als Gradient eines skalaren
Potentials geschrieben werden:
~Hd(~r) = −grad Φd(~r) (2.10)
Unter Beachtung von (2.8) erha¨lt man daraus eine Differentialgleichung
fu¨r Φd(~r):
div grad Φd(~r) = div( ~J(~r)/µ0) (2.11)
Diese Gleichung hat die Form der Poissongleichung aus der Elektro-
statik. Die Divergenz der magnetischen Polarisation spielt also (bis auf
das Vorzeichen) die Rolle einer effektiven magnetischen Ladungsdichte.
Definiert man nun λV = −div ~m bzw. σS = ~m ·~n (mit dem nach außen
gerichteten Normalenvektor ~n) als Volumen- bzw. Oberfla¨chenladungs-
dichte, so erha¨lt man in Analogie zur Poissonschen Potentialgleichung
in der Elektrostatik als Lo¨sung fu¨r Φd [20]:
Φd(~r) =
JS
4piµ0
[∫ λV (~r ′)
|~r − ~r ′| dV
′ +
∫ σS(~r ′)
|~r − ~r ′| dS
′
]
(2.12)
Dabei bezeichnen dV ′ bzw. dS ′ das Volumen- bzw. Oberfla¨chenelement.
Daraus kann nun das Streufeld ~Hd(~r) gema¨ß (2.10) berechnet werden.
Beachtet man, dass ~m ·grad Φd = div(~m ·Φd)−Φd ·div ~m ist, und setzt
man dies in (2.9) ein, so erha¨lt man (mit Hilfe des Gauß’schen Satzes)
fu¨r die Streufeldenergie
Ed = JS
[∫
λV (~r)Φd(~r) dV +
∫
σS(~r)Φd(~r) dS
]
. (2.13)
Die Integrationen dV und dV ′ bzw. dS und dS ′ erstrecken sich jeweils
u¨ber das Volumen bzw. die Oberfla¨che des betrachteten Ko¨rpers.
Fu¨r den Fall eines homogen magnetisierten Ellipsoids ist im Inneren
des Ellipsoids das Streufeld ebenfalls homogen und gegeben durch
~Hd = −Nˆ · ~J/µ0. (2.14)
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Der symmetrische Entmagnetisierungstensor Nˆ [21] ist im Hauptach-
sensystem des Ellipsoids diagonal, und im Fall eines Rotationsellipsoids
mit den Achsen (a, c, c) sind explizite Formeln fu¨r die Diagonalelemente
Na und Nc von Nˆ verfu¨gbar [20]:
- la¨ngliches Ellipsoid α = c/a < 1:
Na =
α2
1− α2
[
1√
1− α2 arcsinh
(√
1− α2
α
)
− 1
]
(2.15)
- flaches Ellipsoid α = c/a > 1:
Na =
α2
α2 − 1
[
1− 1√
α2 − 1arcsin
(√
α2 − 1
α
)]
(2.16)
Aufgrund der Relation Na + Nb + Nc = 1 [21, 22] (die Summe der
Diagonalelemente von Nˆ ergibt stets 1), ist Nc in obigen beiden Fa¨llen
jeweils gegeben durch Nc =
1
2
(1−Na). Insbesondere gilt fu¨r eine Kugel
Na = Nb = Nc =
1
3
. Die Streufeldenergie (2.9) kann dann in einfacher
Weise geschrieben werden als
Ed = −1
2
∫
~Hd · ~J dV = J
2
S
2µ0
· V · (Nam2x +Nbm2y +Ncm2z), (2.17)
mit dem Volumen V .
Im Allgemeinen wird sich allerdings das Streufeld nicht in so einfacher
Weise wie im Fall des homogen magnetisierten Ellipsoids berechnen
lassen. Vielmehr mu¨ssen numerische Verfahren herangezogen werden,
um das Streufeld-Problem na¨herungsweise lo¨sen zu ko¨nnen.
Zu den oben genannten vier Energiebeitra¨gen zur Freien Energie eines
Ferromagneten ko¨nnen noch weitere Energiebeitra¨ge, die beispielsweise durch
Oberfla¨chen- bzw. Grenzfla¨chenanisotropien, Magnetostriktionseffekte oder
Zwischenschicht-Austausch-Kopplungen entstehen, hinzukommen. Diese wer-
den jedoch in dieser Arbeit nicht beru¨cksichtigt und daher sei an dieser Stelle
lediglich auf die entsprechende Literatur verwiesen (z. B. [20]).
Unter Beru¨cksichtigung aller vier oben genannten Beitra¨ge la¨sst sich also
die Gesamtenergie2 Eg des ferromagnetischen Festko¨rpers angeben:
Eg = Eex + Ean + Ez + Ed =
2Anstatt von der
”
gesamten Freien Energie“ wird hier und im Weiteren nur noch von
der
”
Gesamtenergie“ gesprochen.
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=
∫ [
A(grad ~m)2 + εan(~m)− JS ~Hext · ~m− 1
2
JS ~Hd · ~m
]
dV =
=
∫
εlokg (~m) dV (2.18)
Durch Variation der lokalen Gesamtenergiedichte εlokg nach ~m erha¨lt man (bis
auf einen Term ∼ ~m) das effektive Magnetfeld ~Heff , welches im Nichtgleich-
gewichtszustand ein Drehmoment auf ~J ausu¨bt:
~Heff = − 1
JS
δεlokg
δ ~m
=
=
1
JS
[2A div grad ~m− grad~m εan(~m)] + ~Hext + ~Hd =
= ~Hex + ~Han + ~Hext + ~Hd (2.19)
Dabei sind die den jeweiligen Energien entsprechenden Felder gegeben durch:
- ~Hex =
2A
JS
div grad ~m : Austauschfeld
- ~Han = − 1JS grad~m εan(~m) : Anisotropiefeld
- ~Hext : externes Magnetfeld
- ~Hd : Streufeld
Im folgenden Abschnitt wird auf die Dynamik der magnetischen Polarisation
~J eingegangen, wobei das effektive Magnetfeld ~Heff diese Dynamik aufgrund
des auf ~J ausgeu¨bten Drehmoments steuert3.
2.2 Magnetisierungsdynamik
Es seien ~L als Drehimpuls und ~T als Drehmoment bezeichnet. Dann gilt
allgemein:
~˙L = ~T (2.20)
3Die magnetostatischen Gleichungen fu¨r das Streufeld ~Hd ko¨nnen in der Magnetisie-
rungsdynamik hier ohne Ru¨cksicht auf Retardierungseffekte verwendet werden [23].
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Außerdem ist die magnetische Polarisation ~J mit dem Drehimpuls ~L wie folgt
verknu¨pft:
~L = −
~J
|γ0| (2.21)
|γ0| ist das gyromagnetische Verha¨ltnis und ist gegeben durch |γ0| = g · eµ02me =
g · 1.1051 · 105 m/As (g: Lande´-Faktor, e: Elementarladung, me: Elektronen-
Ruhemasse). Beachtet man nun, dass das Drehmoment ~T = ~J × ~Heff ist, so
erha¨lt man mit (2.20) und (2.21):
~˙J = −|γ0| ~J × ~Heff (2.22)
Dies ist eine pha¨nomenologische Herleitung der Bewegungsgleichung fu¨r ~J ,
welche eine ungeda¨mpfte Pra¨zessionsbewegung von ~J um ~Heff beschreibt
[12]. Quantenmechanisch kann man die Gleichung (2.22) fu¨r den Erwartungs-
wert eines einzelnen freien Spins anstatt der magnetischen Polarisation ~J in
einem a¨ußeren Magnetfeld exakt herleiten. Die Pha¨nomenologie kommt dann
durch die Ersetzung des Spin-Erwartungswertes durch ~J und des a¨ußeren Ma-
gnetfeldes durch ~Heff zustande [24].
In der Realita¨t sind allerdings zusa¨tzlich Da¨mpfungsmechanismen vorhan-
den, die es erlauben, dass ~J in einen Gleichgewichtszustand u¨bergeht, d. h.
dass das Drehmoment ~J × ~Heff fu¨r t → ∞ verschwindet. Im Jahre 1955
wurde in der Tat von Gilbert ein pha¨nomenologischer, dissipativer Term zu
~Heff hinzugefu¨gt, der eine Relaxation von ~J in Richtung ~Heff zula¨sst. Die
daraus resultierende Gilbert-Gleichung sieht wie folgt aus [20]:
~˙m = −|γ0|
(
~m× ~Heff
)
+ α
(
~m× ~˙m
)
(2.23)
Dabei ist α ein pha¨nomenologischer, dimensionsloser Da¨mpfungsparameter.
Bereits 20 Jahre fru¨her wurde von Landau und Lifshitz ein Da¨mpfungsterm
eingefu¨hrt, der eine zur Gilbert-Gleichung a¨quivalente Magnetisierungsdyna-
mik beschreibt. Unter Benutzung des Gilbert-Da¨mpfungsparameters α lautet
diese Landau-Lifshitz-Gilbert-Gleichung (LLG-Gleichung) [20]:
~˙m = − |γ0|
1 + α2
(
~m× ~Heff
)
− α|γ0|
1 + α2
[
~m×
(
~m× ~Heff
)]
(2.24)
In Abbildung 2.1 wird diese durch die Landau-Lifshitz-Gilbert-Gleichung
beschriebene Dynamik von ~J anschaulich dargestellt. Die pha¨nomenologi-
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Abbildung 2.1: Geda¨mpfte gyromagnetische Pra¨zessionsbewegung des magne-
tischen Polarisationsvektors ~J um das effektive Magnetfeld ~Heff .
schen Gleichungen (2.23) bzw. (2.24) beschreiben die Experimente erstaun-
lich gut, obwohl bis heute nicht die genauen Da¨mpfungsmechanismen ver-
standen sind. Es wird vermutet, dass die Wechselwirkungsprozesse Magnon-
Elektron, Magnon-Phonon (magnetoelastische Kopplung von Magnonen und
Phononen, Streuung von Spinwellen an Gitterdefekten) und Magnon-Magnon
eine entscheidende Rolle dabei spielen [20, 25, 26, 27, 28, 29]. Der Da¨mpfungs-
parameter α muss daher experimentell bestimmt werden. Typische Werte
fu¨r α liegen bei 0.01 [30], was eine sehr geringe Da¨mpfung bedeutet. Dieser
Umstand ist im Wesentlichen dafu¨r verantwortlich, dass die Ummagnetisie-
rungsprozesse in magnetischen Speicherelementen außerordentlich schwierig
zu steuern sind und aufgrund eines
”
Nachschwingens“ (
”
ringing“)von ~J
”
sehr
lange“ (ns-Bereich) dauern.
Daru¨berhinaus ist darauf hinzuweisen, dass der Da¨mpungsparameter α als
Skalar angenommen einer isotropen Da¨mpfung entspricht, und daher eine
mo¨gliche Anisotropie des betrachteten Systems nicht widerspiegeln kann. An
Grenzfla¨chen kann es z. B. aufgrund der Brechung der Kristallsymmetrie
oder anderer Grenzfla¨cheneffekte zu einer Erho¨hung der Da¨mpfung kommen
[31]. Theoretische Ansa¨tze, den im Allgemeinen anisotropen Da¨mpfungsme-
chanismus zu beschreiben, indem α zu einem Tensor verallgemeinert wird,
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findet man z. B. in [29, 32, 33] .
Die Gleichungen (2.23) und (2.24) liefern nicht nur eine Beschreibung des
dynamischen Verhaltens von ~J in Nichtgleichgewichtszusta¨nden, sondern mit
ihnen lassen sich auch statische Zusta¨nde berechnen. Statisch bedeutet, dass
~˙m = 0 ist, was wiederum heißt, dass das Drehmoment ~m× ~Heff verschwinden
muss. Ausgehend von letzterer Gleichung ko¨nnen somit stabile (aber auch
metastabile) Zusta¨nde bestimmt werden, ohne explizit die Gleichung (2.23)
bzw. (2.24) bezu¨glich der Zeit t zu integrieren (siehe hierzu z. B. [12]).
Die mathematische Behandlung der Magnetisierungsdynamik gestaltet
sich wegen der Streufeldberechnung, welche in ~Heff auftaucht, a¨ußerst schwie-
rig und gestattet in der Regel keinen analytischen Zugang; man erha¨lt drei
gekoppelte Integrodifferentialgleichungen, die im Allgemeinen nur numerisch
behandelt werden ko¨nnen. Im folgenden Abschnitt wird ein numerisches
Verfahren zur Berechnung der Magnetisierungsdynamik, ausgehend von der
LLG-Gleichung, vorgestellt.
2.3 Zeitliche numerische Integration der LLG-
Gleichung
Um die LLG-Gleichung numerisch nach der Zeit t zu integrieren, ko¨nnen ver-
schiedene Verfahren angewendet werden. Das einfachste Verfahren ist das Eu-
ler’sche Polygonzugverfahren, bei dem sukzessive aus gegebenem ~m(tn) durch
∆~m = ∆t· ~˙m(tn) und tn+1 = tn+∆t der na¨chste Wert ~m(tn+1) = ~m(tn)+∆~m
berechnet wird. Da jedoch bei diesem Verfahren die Fehler entsprechend groß
sein ko¨nnen, verwendet man numerische Methoden, bei denen die Fehlerkon-
trolle wesentlich besser ist, wie z.B. die sog. Runge-Kutta-Verfahren [34, 35].
Die Berechnung der verschiedenen Beitra¨ge zum effektiven Feld ~Heff gestal-
tet sich unterschiedlich komplex: wa¨hrend das Austauschfeld ~Hex, das Aniso-
tropiefeld ~Han und das externe Feld ~Hext einen ”
lokalen“ Beitrag liefern, muss
beim Streufeld ~Hd die Wechselwirkung des einzelnen Spins mit dem gesamten
ferromagnetischen Festko¨rper beru¨cksichtigt werden, wobei sich herausstellt,
dass die mathematisch vergleichsweise noch
”
einfach“ scheinende Anwendung
der Dipolna¨herung nicht ausreichend genau ist.
Ausgangspunkt zur Berechnung von ~Heff ist die Zerlegung des Volumens des
betrachteten ferromagnetischen Festko¨rpers in kleine Wu¨rfel (Zellen) mit der
Kantenla¨nge a, in denen die magnetische Polarisation homogen sein soll (sie-
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he Abb. 2.2). Die verschiedenen Beitra¨ge zu ~Heff werden dann jeweils am
Abbildung 2.2: Aufteilung des Volumens des betrachteten ferromagnetischen
Festko¨rpers in kleine Wu¨rfel mit der Kantenla¨nge a (hier zweidimensional
dargestellt), in denen die magnetische Polarisation homogen sein soll.
Mittelpunkt ~ri des betrachteten Wu¨rfels berechnet und sehen wie folgt aus:
a) Austauschfeld ~Hex:
~Hex(~ri) =
2A
JSa2
∑
nn
~m(~rj) (2.25)
Dies entspricht der Methode der finiten Differenzen, wobei hier nur
u¨ber die na¨chsten Nachbarn summiert wird.
b) Anisotropiefeld ~Han (x-Achse als Vorzugsachse):
~Han(~ri) =
2Ku
JS
(mx(~ri), 0, 0) (2.26)
c) Externes Feld ~Hext:
In der Regel wird ein homogenes externes Feld vorgegeben, das an allen
Wu¨rfelmittelpunkten den gleichen Wert hat.
d) Streufeld ~Hd:
Das Streufeld, welches der Wu¨rfel j am Mittelpunkt ~ri des Wu¨rfels i
hervorruft, kann mittels einer
”
Entmagnetisierungsmatrix“ Nˆij ausge-
dru¨ckt werden:
~Hjd(~ri) =
JS
4piµ0
Nˆij · ~m(~rj) (2.27)
Die Entmagnetisierungsmatrix ist dabei gegeben durch
Nˆij =


N ijxx N
ij
xy N
ij
xz
N ijyx N
ij
yy N
ij
yz
N ijzx N
ij
zy N
ij
zz

 (2.28)
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Fa¨llt der Wu¨rfelmittelpunkt ~rj mit dem Koordinatenursprung zusam-
men (da Nˆij nur vom relativen Abstand der beiden Wu¨rfel i und j
abha¨ngt, ist dies keine Einschra¨nkung), so erha¨lt man fu¨r die Entma-
gnetisierungsfaktoren N ijαβ (α, β  {x, y, z}):
N ijxx =
∫ a
2
−a
2
xi − a2√
(xi − a2)2 + (yi − y′)2 + (zi − z′)2
3 dy
′ dz′ −
−
∫ a
2
−a
2
xi +
a
2√
(xi +
a
2
)2 + (yi − y′)2 + (zi − z′)2
3 dy
′ dz′ (2.29)
N ijxy =
∫ a
2
−a
2
xi − x′√
(xi − x′)2 + (yi − a2)2 + (zi − z′)2
3 dx
′ dz′ −
−
∫ a
2
−a
2
xi − x′√
(xi − x′)2 + (yi + a2)2 + (zi − z′)2
3 dx
′ dz′ (2.30)
Entsprechende Formeln erha¨lt man fu¨r die u¨brigen Entmagnetisierungs-
faktoren. Diese Formeln ko¨nnen analytisch behandelt werden, aufgrund
der La¨nge der Ergebnisse wird jedoch hier darauf verzichtet, die exak-
ten Lo¨sungen anzugeben, die auszuwertenden Integrale ko¨nnen z. B. in
[35] nachgeschlagen werden.
Das gesamte Streufeld am Punkt ~ri ist dann gegeben durch
~Hd(~ri) =
∑
j
~Hjd(~ri) =
JS
4piµ0
∑
j
Nˆij · ~m(~rj) (2.31)
Aufgrund der Tatsache, dass es sich um Wu¨rfel handelt, wird keine
Formanisotropie generiert [21], so dass die magnetische Polarisation ei-
nes einzelnen Wu¨rfels im eigenen Streufeld kein Drehmoment erfa¨hrt.
Da das Streufeld fu¨r jeden Wu¨rfel bestimmt werden muss, ergibt sich
damit bei N Wu¨rfel ein Rechenaufwand von ∼ N 2 Produkten, was
sich negativ in der Rechenzeit niederschla¨gt. Fu¨r kleine Strukturen mit
einer kleinen Anzahl N von Wu¨rfeln ist diese Methode der Streufeldbe-
rechnung durchaus akzeptabel, im Falle von gro¨ßeren Strukturen gibt
es schnellere Verfahren, die unter anderem in [20] beschrieben werden.
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Unter Verwendung der
”
Methode der finiten Elemente“ und obiger
”
diskre-
tisierter“ Formeln (2.25), (2.26) und (2.31) habe ich im Laufe dieser Arbeit
ein Programm namens
”
DynMag“ erstellt, welches die LLG-Gleichung nu-
merisch nach der Zeit integriert. Benutzt wird dabei das Verfahren von Heun
(verbessertes Polygonzugverfahren) [34].
Um die Richtigkeit des Programms DynMag zu testen, wurde das µMag
Standardproblem Nr. 4 [36] berechnet und mit dem Ergebnis des Simula-
tionsprogramms
”
OOMMF“ (Object Oriented MicroMagnetic Framework)
[37] verglichen, das von vielen Forschungsgruppen benutzt wird und als zu-
verla¨ssig gilt. Das Programm OOMMF integriert ebenfalls die LLG-Gleichung
nach der Zeit, allerdings wird hier das Streufeld mittels Fast Fourier Trans-
formation (FFT) bestimmt, was fu¨r große Strukturen einen erheblichen Zeit-
vorteil bedeutet. Das µMag Standardproblem Nr. 4 ist auf die dynamischen
Aspekte der Programmierung im Mikromagnetismus fokussiert und bietet
daher eine gute Vergleichsmo¨glichkeit mit anderen Programmen. Allerdings
wurden hier aus Gru¨nden der Zellaufteilung des betrachteten Volumens die
geometrischen Abmessungen leicht modifiziert. Betrachtet wird eine flache
rechteckige Permalloy-Struktur mit folgenden Parametern:
• La¨nge: 501 nm, Breite: 123 nm, Dicke: 3 nm
• Austauschkonstante: A = 13 · 10−12 J/m
• Sa¨ttigungspolarisation: JS = µ0MS mit der Sa¨ttigungsmagnetisierung
MS = 800 kA/m
• (uniaxiale) Anisotropiekonstante: Ku = 0
• Da¨mpfungsparameter: α = 0.02
Der Anfangszustand (t = 0) ist der sog. s-state (s-fo¨rmige Struktur der ma-
gnetischen Polarisation) und ist in Abb. 2.3 gezeigt. An diesen Anfangszu-
stand wird zur Zeit t = 0 ein externes Feld angelegt, so dass es zu einer
Ummagnetisierung des Rechtecks kommt. Das Feld ist wa¨hrend der gesam-
ten Simulationszeit angelegt.
a) externes Feld: Bx = −24.6 mT, By = 4.3 mT, Bz = 0
b) externes Feld: Bx = −35.5 mT, By = −6.3 mT, Bz = 0
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Abbildung 2.3: Anfangszustand der magnetischen Polarisation im µMag
Standardproblem Nr. 4; es handelt sich um den sog. s-state.
In Abbildung 2.4 werden jeweils die my(t)-Komponenten der u¨ber das Simu-
lationsvolumen gemittelten normierten magnetischen Polarisation, wie sie
mit den Simulationsprogrammen DynMag und OOMMF erhalten wurden,
verglichen, und wie darin zu sehen ist, stimmen die Ergebnisse sehr gut
u¨berein. Kleinere Abweichungen im Fall b) ergeben sich in erster Linie auf-
grund des Umstandes, dass in OOMMF im Austauschfeld ~Hex auch die
u¨berna¨chsten Nachbarn mitberu¨cksichtigt werden, was zu leicht unterschied-
lichen Werten fu¨r ~Hex fu¨hren kann.
Abbildung 2.4: y-Komponente my der u¨ber das Simulationsvolumen gemit-
telten normierten magnetischen Polarisation als Funktion der Zeit t fu¨r das
externe Feld im Fall a) bzw. b).
Die Ergebnisse dieser Arbeit sind von verschiedenen Simulationsprogram-
men (DynMag, OOMMF, LLG Micromagnetics Simulator [38]) geliefert wor-
den. Dabei wurden jeweils die unterschiedlichen Vorteile des jeweiligen Pro-
gramms gegenu¨ber den anderen beru¨cksichtigt. Prinzipiell erha¨lt man unter
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gleichen Bedingungen mit jedem Programm das gleiche Ergebnis, im Folgen-
den wird daher nicht explizit das Simulationsprogramm genannt, mit dem
das jeweilige Ergebnis erhalten wurde, außer es lagen unterschiedliche Be-
dingungen vor.
Zu erwa¨hnen bleibt noch, dass in keinem der oben genannten Simula-
tionsprogramme thermische Fluktuationen beru¨cksichtigt werden4, d.h. bei
allen Simulationen wird T = 0 K angenommen. Na¨heres zu diesem Thema
und zum Einfluss solcher thermischer Fluktuationen auf die Simulationser-
gebnisse findet man unter anderem in [40, 41, 42, 43, 44].
4Im
”
LLG Micromagnetics Simulator“ gibt es zwar die Option, solche Fluktuationen
”
einzuschalten“ und es wird dann ein
”
weißes Rauschen“ als Zusatzfeld generiert, allerdings
entspricht dieses thermische Zusatzfeld in keinster Weise der Realita¨t: z. B. erha¨lt man als
Curie-Temperatur fu¨r Eisen einen 10 mal ho¨heren Wert als im Experiment [39]. Darum
wird auf diese Option in dieser Arbeit verzichtet.
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Kapitel 3
Magnetostatik flacher
Kreisstrukturen
Betrachtet man eine flache zylindrische Permalloy-Struktur (
”
flach“ soll hier
bedeuten, dass das Aspektverha¨ltnis Ho¨he/Durchmesser η = h/D  1 ist)
mit einem Durchmesser D von mehreren 100µm, so wird sich zuna¨chst eine
Aufspaltung der Magnetisierungskonfiguration in Doma¨nen zeigen. Die Rich-
tung der magnetischen Polarisation ~J in einer einzelnen Doma¨ne wird sich in
Wechselwirkung mit den anderen Doma¨nen so einstellen, dass es zu einer Mi-
nimierung des Streufeldes und somit der Streufeldenergie kommt. Verkleinert
man den Durchmesser D des Zylinders (wobei stets h/D  1 gelten soll),
so nimmt die Austausch- und Streufeldenergie, die in den Doma¨nenwa¨nden
steckt, bezogen auf das Volumen des Zylinders zu, so dass ab einem bestimm-
ten Durchmesser D (genauer: Aspektverha¨ltnis η) Doma¨nenwa¨nde energe-
tisch ungu¨nstig werden und sich andere Magnetisierungskonfigurationen ein-
stellen [15]. Im Wesentlichen ko¨nnen in diesem Gro¨ßenordnungsbereich (D
einige µm und kleiner) zwei unterschiedliche Konfigurationen der magneti-
schen Polarisation ~J beobachtet werden: die
”
single-domain“-Struktur und
die
”
Vortexstruktur“ [45]. Beide werden im Folgenden na¨her beschrieben.
3.1 Der single-domain-Zustand
Beim single-domain-Zustand handelt es sich um einen Eindoma¨nenzustand,
d.h. die magnetische Polarisation ~J ist homogen, es tritt im Idealfall keine
Austauschenergie auf. Da im hier betrachteten Falle einer flachen zylindri-
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schen Struktur eine Auslenkung von ~J in z-Richtung (das hier verwendete
Koordinatensystem ist in Abbildung 3.1 gezeigt) ein starkes Streufeld und
damit eine hohe Streufeldenergie hervorrufen wu¨rde, liegt ~J in der (x − y)-
Ebene, d.h. die z-Komponente Jz von ~J ist identisch 0. In Abbildung 3.2
Abbildung 3.1: Hier verwendete Geometrie einer flachen Kreisstruktur: die
Mitte des Zylinders fa¨llt mit dem Koordinatenursprung zusammen.
ist ein single-domain-Zustand in einem Zylinder dargestellt. Da weder ei-
ne Kristallanisotropie noch ein externes Feld vorhanden sein sollen, ergibt
sich die Gesamtenergiedichte εsdg eines Eindoma¨nenzustandes allein aus der
Streufeldenergiedichte εsdd .
Abbildung 3.2: Aufsicht auf einen single-domain-Zustand in einer flachen
zylindrischen Struktur; die Pfeile zeigen ~J .
Das Streufeld eines homogen magnetisierten Zylinders ist im Inneren des
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Zylinders nicht homogen. Eigentlich mu¨sste das Streufeld fu¨r jeden Punkt
im Inneren des Zylinders berechnet werden, man benutzt jedoch in Analo-
gie zum homogen magnetisierten Ellipsoid einen Entmagnetisierungstensor
[21], der symmetrisch ist und die u¨ber den Zylinder gemittelten Entmagne-
tisierungsfaktoren entha¨lt, d.h. es wird angenommen, dass das Streufeld sich
analog zu (2.14) schreiben la¨sst als
~Hd = −Nˆ · ~J/µ0. (3.1)
Die Diagonalelemente von Nˆ erfu¨llen wieder die Regel Nxx +Nyy +Nzz = 1
[21], wobei hier aus Symmetriegru¨nden Nxx = Nyy gilt. Ausgehend von dem
ortsabha¨ngig berechneten Streufeld eines homogen magnetisierten Zylinders
in [46] hat R. I. Joseph in [47] die magnetometrischen (also u¨ber das Innere
des Zylinders gemittelten) Entmagnetisierungsfaktoren berechnet. In dem
hier betrachteten Falle eines Zylinders mit η  1 ist Nzz na¨herungsweise
gegeben durch (siehe [47])
Nzz ≈ 1− 2η
pi
·
[
ln
(
4
η
)
− 1
2
]
(η  1). (3.2)
Daraus ergeben sich auch Nxx bzw. Nyy zu Nxx = Nyy =
1
2
(1−Nzz). Fu¨r die
Streufeldenergiedichte und damit Gesamtenergiedichte eines in +x-Richtung
homogen magnetisierten Zylinders erha¨lt man somit (vergleiche hierzu (2.17))
εsdg =
J2S
2µ0
·Nxx = J
2
S
4µ0
· (1−Nzz) . (3.3)
Da Nxx bzw. (3.2) im Hinblick auf die spa¨ter herzuleitende Phasengrenze
Vortex ↔ single-domain unhandlich ist, wird Nxx durch eine Funktion an-
gena¨hert, die mittels einer Fit-Prozedur erhalten wurde:
Nxx ≈ 2.41
4pi
· ln
(
1 + 5.31 · η0.88
)
(3.4)
Die Fehler dieser Na¨herung bleiben in Bezug auf (3.2) fu¨r 2 · 10−5 ≤ η ≤ 0.2
unter 7%.
Im na¨chsten Abschnitt wird der Vortexzustand na¨her beschrieben, wobei
ebenfalls die Gesamtenergie hergeleitet wird, um sie spa¨ter mit (3.3) verglei-
chen zu ko¨nnen.
23
3.2 Der Vortexzustand
Neben der single-domain-Konfiguration tritt noch eine weitere magnetische
Grundzustandsstruktur in flachen Kreisstrukturen mit einem Durchmesser
von einigen µm bis hinab zu einigen hundert nm auf: die Vortexstruktur
(siehe Abbildung 3.3). In einer magnetischen Vortexstruktur richtet sich die
Abbildung 3.3: Aufsicht auf einen Vortexzustand in einer flachen zylindri-
schen Struktur; die Pfeile zeigen die magnetische Polarisation ~J .
magnetische Polarisation ~J parallel zum kreisfo¨rmigen Zylinderrand aus, wo-
durch die Streufeldenergie am Zylinderrand ga¨nzlich verschwindet. Aufgrund
der Austauschwechselwirkung ordnen sich die Spins in radialer Richtung par-
allel an, allerdings wu¨rde diese Konfiguration unter der Annahme einer u¨ber-
all verschwindenden mz-Komponente zu einer unendlichen Austauschenergie
Evex fu¨hren, was im Folgenden kurz gezeigt werden soll. In Zylinderkoordina-
ten la¨sst sich die Vortexstruktur wie folgt beschreiben:
mx(ϕ) = − sin(ϕ) (3.5)
my(ϕ) = cos(ϕ) (3.6)
mz = 0. (3.7)
Dabei wurde eine z-Abha¨ngigkeit von ~m aufgrund der geringen Schichtdicke
h vernachla¨ssigt (wegen h ∼ lm (zur Definition der Austauschla¨nge lm siehe
weiter unten) dominiert u¨ber den Schichtdickenbereich die Austauschwech-
selwirkung, die die Spins entlang der z-Achse parallel anzuordnen versucht).
Nach (2.3) erha¨lt man daraus (mit dem Radius R des Zylinders):
Evex = A ·
∫
(grad ~m)2 dV = 2pihA ·
∫ R
0
dr
r
→∞ (3.8)
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Um diese unendliche Austauschenergie, die durch die Singularita¨t des Inte-
granden in (3.8) bei r = 0 hervorgerufen wird, zu vermeiden, kommt es, wie
im Experiment bereits nachgewiesen ist [48], im zentralen Bereich der Vor-
texstruktur zur Ausbildung einer
”
Blochlinie“ [20, 49], d. h. zu einer Auslen-
kung von ~J in z-Richtung, was allerdings im Gegenzug eine Streufeldenergie
erzeugt. Das gegenseitige Zusammenspiel von Austausch- und Dipolwechsel-
wirkung bestimmt dabei das radiale Profil von mz. In Abbildung 3.4 ist mz
fu¨r einen simulierten Vortexzustand gezeigt. Aufgrund der Rotationssymme-
trie ha¨ngt mz nur vom Radius |~r| = r ab: in der Zylindermitte ist mz = 1
(d.h. die Komponenten mx und my verschwinden bei r = 0) und fa¨llt nach
außen hin stark ab. Aufgrund der kreisfo¨rmigen Anordnung von ~J um die
Blochlinie herum wird die Vortexstruktur auch als
”
Kreisblochlinie“ bezeich-
net [20, 49].
Abbildung 3.4: Profil mz(r) (entlang der x-Achse) eines Vortexzustands in
einer flachen Kreisstruktur mit Durchmesser D = 351 nm und Dicke h =
6 nm; im Inset ist der Bereich um x = 0 dargestellt.
Eine in diesem Zusammenhang sehr nu¨tzliche charakteristische La¨nge ist
die sog. magnetische Austauschla¨nge lm, die definiert ist durch
lm =
√
(2Aµ0)
JS
. (3.9)
lm vergleicht die Austausch- mit der Dipolwechselwirkung und ergibt eine
La¨nge, innerhalb derer die Austauschwechselwirkung gegenu¨ber der Dipol-
wechselwirkung dominiert. lm regelt z. B. den exponentiellen Abfall einer
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Sto¨rung, die mit Streufeldern verbunden ist. Wenn z. B. in einer du¨nnen
Schicht ~J senkrecht zur Schichtebene ausgelenkt wird, entstehen Oberfla¨chen-
pole, und das asymptotische Abklingen von ~J ist durch lm bestimmt [16].
Fu¨r Permalloy erha¨lt man mit den typischen
”
Standardparametern“1 A =
13 · 10−12 J/m und JS = 1 T eine Austauschla¨nge von lm ≈ 5.7 nm.
Es wurden bisher unterschiedliche Ansa¨tze benutzt, um die Profilfunkti-
on mz(r) mathematisch zu beschreiben. Zuna¨chst wurde im Zusammenhang
mit dieser Arbeit der Ansatz einer exponentiell abfallenden z-Komponente
mz(r) = exp(−r/lm) verwendet mit der Austauschla¨nge als charakteristische
La¨nge. Dieser Ansatz beschreibt jedoch das Verhalten von mz(r) bei r ≈ 0
nur unzureichend und wurde daher wieder verworfen. In [50] findet man aller-
dings eine weiterfu¨hrende Behandlung dieses Ansatzes. Usov und Peschany
[51] vernachla¨ssigten bei der Bestimmung der r-Abha¨ngigkeit von mz die Di-
polwechselwirkung ga¨nzlich, was zwar in der unmittelbaren Umgebung von
r = 0 eine gute Na¨herung darstellt, allerdings ab r ≈ lm zu Abweichun-
gen fu¨hrt, da die langreichweitige Dipolwechselwirkung mit ins Spiel kommt.
Einen Ansatz fu¨r mz(r), der sowohl die Austausch- als auch die Dipolwechsel-
wirkung beru¨cksichtigt, lieferten Feldtkeller und Thomas [49]. Dieser Ansatz
war jedoch zu einfach und konnte mz(r) nur in grober Na¨herung wiederge-
ben. Hubert [20] verallgemeinerte den Ansatz von Feldtkeller und Thomas
und konnte dadurch den Verlauf von mz(r), wie man ihn aus Simulationen
erha¨lt, wesentlich genauer bestimmen. Der Nachteil dieser Verallgemeinerung
ist jedoch eine Vielzahl von freien Parametern, die bei jeder A¨nderung der
Schichtdicke von Neuem numerisch berechnet werden mu¨ssen. Daher wird in
dieser Arbeit ein Mittelweg zwischen dem einfachen Ansatz von Feldtkeller
und Thomas und dem verallgemeinerten Ansatz von Hubert gewa¨hlt: be-
stimmte Parameter in Hubert’s Ansatz werden
”
fixiert“, so dass nur noch
ein freier Parameter ermittelt werden muss. Schreibt man ~m in Zylinderko-
ordinaten, so sieht der gewa¨hlte Ansatz wie folgt aus:
mr = 0 (3.10)
mϕ =
√
1−m2z (3.11)
mz = c · exp
(
− r
2
l2m
)
+ (1− c) · exp
(
− r
2
(2lm)2
)
(3.12)
Der freie Parameter c wird nach dem Ritz’schen Verfahren bestimmt. Dazu
wird die Gesamtenergiedichte εvg, die sich aus der Austauschenergiedichte
1Falls nicht anders angegeben, werden fu¨r Permalloy stets diese Parameter benutzt.
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εvex = E
v
ex/V und der Streufeldenergiedichte ε
v
d = E
v
d/V zusammensetzt (V
ist das Volumen des Zylinders), bezu¨glich c minimiert. Fu¨r die einzelnen
Energiedichten εvex und ε
v
d erha¨lt man zuna¨chst folgende Ausdru¨cke (fu¨r ε
v
d
siehe [20]):
εvex =
A
V
∫
V
(grad ~m)2 dV =
=
A
V
∫
V

 1
1−m2z
(
∂mz
∂r
)2
+
1−m2z
r2

 dV (3.13)
εvd =
piJ2Sl
4
m
µ0V
∫ ∞
0
[1− exp(−uh)] ·
·
[
c
2
exp
(
−u
2l2m
4
)
+ 2(1− c) exp(−u2l2m)
]2
du (3.14)
Setzt man nun die Grenzfa¨lle h → 0 und h → ∞ ein und minimiert εvg
bezu¨glich c, so erha¨lt man (numerisch) folgende Werte fu¨r c:
h→ 0 : ∂ε
v
g
∂c
= 0 ⇔ cmax = 0.52 (3.15)
h→∞ : ∂ε
v
g
∂c
= 0 ⇔ cmin = −0.188 (3.16)
Diese beiden Werte zeigen fu¨r R lm keine Abha¨ngigkeit von R bzw. lm. Mit
Hilfe weiterer numerisch bestimmter Werte fu¨r c im Bereich 0 < h <∞ kann
der Verlauf zwischen cmin und cmax durch eine rationale Funktion angefittet
werden, wobei die beiden Grenzfa¨lle h → 0 bzw. h → ∞ bereits richtig
beru¨cksichtigt wurden:
c ≈ −0.188 + 0.708
(1 + 0.2p+ 0.0278p2)
(3.17)
Hierbei ist die
”
reduzierte“ Schichtdicke p gegeben durch p = h/lm. Der freie
Parameter c ha¨ngt also fu¨r R lm nur von der Ho¨he des Zylinders ab.
Obiger Ansatz (3.12) fu¨r mz ist fu¨r Permalloy-Zylinder mit Ho¨hen bis zu
etwa h ≤ 15 nm gut erfu¨llt, wie in Abbildung 3.5 im Falle eines Permalloy-
Zylinders mit Durchmesser 351 nm und Ho¨he 3 nm gezeigt ist. Bei Schichten
mit h > 15 nm kommt es aufgrund des Streufeldes des Vortexkerns zu einem
”
Unterschwinger“vonmz, d. h.mz nimmt ab einem bestimmten Abstand vom
Zentrum negative Werte an und na¨hert sich asymptotisch dem Wert 0 von
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”
unten“. Auch dieser Fall ist in Abbildung 3.5 dargestellt. Dieser negative
Anteil vonmz sollte proportional zum magnetischen Moment des Vortexkerns
sein, also ∼ JSpil2mh, und somit fu¨r sehr flache Schichten ∼ h verschwinden.
Dieses
”
Unterschwinger“-Profil von mz, welches an einen mexikanischen Hut
erinnert, kann durch obigen Ansatz (3.12) nicht beschrieben werden.
Abbildung 3.5: Profil mz(r) eines Vortexzustands in einem Permalloy-
Zylinder mit D = 351 nm und h = 3 nm bzw. h = 25 nm; der Anschaulichkeit
halber ist nur der Bereich |x| ≤ 80 nm gezeigt. Im Fall h = 25 nm ist deut-
lich das sog.
”
Mexikanerhut“-Profil zu erkennen (siehe auch Inset), welches
durch den Ansatz (3.12) nicht beschrieben werden kann.
In Anlehnung an Feldtkeller und Thomas [49] bzw. Hubert [20] kann aus
der Profilfunktion (3.12) der effektive Radius des Vortexkernbereiches Reff
bestimmt werden. Sei dazu ϑ(r) = arccos(mz(r)) der Winkel zwischen der
magnetischen Polarisation ~J und der nach außen gerichteten Oberfla¨chen-
normalen senkrecht zur Schichtebene, dann kann durch ν0 ·Reff = pi/2 (mit
ν0 = (∂ϑ/∂r)|r=0) Reff definiert werden als:
Reff =
pi
2
· 1
ν0
(3.18)
Mit (3.12) erha¨lt fu¨r Reff :
Reff =
pi√
6c+ 2
· lm (3.19)
In Abbildung 3.6 ist Reff/lm gegen die reduzierte Schichtdicke p aufgetragen.
Man kann daraus erkennen, dass sich fu¨r Zylinder mit h→ 0 der Vortexkern-
bereich effektiv u¨ber einen Radius von ca. dem 1.5-fachen der Austauschla¨nge
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lm erstreckt. Im Falle von Permalloy mit lm = 5.7 nm wu¨rde dies heißen,
dass Reff ≈ 9 nm betra¨gt. Fu¨r Eisen mit lm = 3.4 nm (A = 21 · 10−12 J/m,
JS = 2.1 T) ist Reff ≈ 5 nm, was in guter U¨bereinstimmung zum Experiment
[48] steht.
Abbildung 3.6:
”
Reduzierter“ effektiver Radius Reff/lm des Vortexkernberei-
ches, aufgetragen gegen die reduzierte Schichtdicke p = h/lm.
Um im na¨chsten Abschnitt die Phasengrenze Vortex ↔ single-domain
berechnen zu ko¨nnen, wird nachfolgend die Gesamtenergiedichte fu¨r Zylinder
mit Vortexstruktur bestimmt. Dabei wird, wie es fu¨r sehr flache Schichten
der Fall ist, c ≈ const. = 0.5 gesetzt. Fu¨r die Austauschenergiedichte ergibt
sich damit:
εvex =
A
V
∫
V
(grad ~m)2 dV =
=
2A
R2
·
[∫ 5lm
0
(grad ~m)2 rdr +
∫ R
5lm
(grad ~m)2 rdr
]
≈
≈ 2A
R2
·
[
2.67 + ln
(
R
5lm
)]
(R ≥ 5lm) (3.20)
Dabei wurde das erste Integral von 0 bis 5 · lm numerisch integriert, der
erhaltene Wert von 2.67 ha¨ngt nicht von lm ab. Der Integrand des zweiten
Integrals von 5 · lm bis R konnte wegen mz(r) ≈ 0 fu¨r r ≥ 5 · lm durch 1/r
ersetzt werden.
Um die Streufeldenergiedichte analytisch berechnen zu ko¨nnen, wird der
Grenzfall h → 0 betrachtet, fu¨r den (1 − exp(−uh))/h → u gilt. Aus (3.14)
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ergibt sich dann:
εvd ≈
1
2
J2S
µ0
(
lm
R
)2
(3.21)
Die Summe beider Energiedichten (3.20) und (3.21) ergibt die Gesamtener-
giedichte εvg einer magnetischen Vortexstruktur
2 in einem Zylinder (η  1):
εvg ≈
2A
R2
·
[
2.67 + ln
(
R
5lm
)]
+
1
2
J2S
µ0
(
lm
R
)2
(3.22)
In der experimentellen Untersuchung von flachen zylindrischen Teilchen
mit Vortexstruktur ist es im Allgemeinen so, dass nicht ein einzelner isolier-
ter Zylinder betrachtet wird, sondern ein
”
Array“ von vielen gleichartigen
Zylindern. Aufgrund des Streufeldes, welches der Vortexkern erzeugt, kann
es zu einer Wechselwirkung dieser Zylinder untereinander kommen. Um die-
se Wechselwirkung abscha¨tzen zu ko¨nnen, wird im Folgenden das Streufeld
bzw. die Wechselwirkungsenergie zweier Vortexstrukturen berechnet. Dazu
sei wieder η  1 angenommen. Das Streufeld eines einzelnen Zylinders wird
nach (2.10) berechnet, wobei in (2.12) wegen div ~m = 0 nur das Oberfla¨chen-
integral stehen bleibt. Benutzt man hier das Koordinatensystem wie in Abbil-
dung 3.1 gezeigt, nur um h/2 in −z-Richtung verschoben, so dass die Boden-
bzw. Deckfla¨che bei z = 0 bzw. z = h ist, so erha¨lt man:
~Hvd (~r) = −grad~r
JS
4piµ0
∫ ~m(~r ′) · ~n(~r ′)
|~r − ~r ′| dS
′ =
= −grad~r
JS
4piµ0
∫ R
0
r′dr′
∫ 2pi
0
dϕ′
[
mz(r
′)
|~r − ~r ′h|
− mz(r
′)
|~r − ~r ′0|
]
(3.23)
dabei sind ~r ′h = (r
′ cos(ϕ′), r′ sin(ϕ′), h) und ~r ′0 = (r
′ cos(ϕ′), r′ sin(ϕ′), 0).
Beachtet man, dass unter Verwendung der Laplace-Transformation
1
|~r − ~r ′| =
1√
r2 + r′2 − 2rr′ cos(ϕ− ϕ′) + (z − z′)2
=
=
∫ ∞
0
dα exp (−α|z − z′|) ·
·J0
(
α
√
r2 + r′2 − 2rr′ cos(ϕ− ϕ′)
)
=
2Wegen div ~m = 0 tra¨gt hier keine Volumenladungsdichte λV zur Streufeldenergie bei.
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=
∫ ∞
0
dα exp (−α|z − z′|) ·
[
J0(αr)J0(αr
′) +
+2
∞∑
m=1
Jm(αr)Jm(αr
′) cos(m(ϕ− ϕ′))
]
(3.24)
ist [52], wobei im letzten Schritt das Additionstheorem fu¨r die Besselfunktio-
nen Jn n-ter Ordnung (n N0) ausgenutzt wurde [53], ergibt sich wegen∫ 2pi
0
dϕ′ cos(k(ϕ− ϕ′)) = 0 (k N, k ≥ 1) (3.25)
fu¨r ~Hvd (~r) zuna¨chst einmal
~Hvd (~r) = −grad~r
JS
2µ0
∫ R
0
r′dr′mz(r
′)
∫ ∞
0
dαJ0(αr)J0(αr
′) ·
·
[
exp(−α(h− z))− exp(−αz)
]
. (3.26)
Nun werde die Ebene parallel zur Boden- bzw. Deckfla¨che des Zylinders,
die durch den Zylindermittelpunkt bei z = h/2 geht, betrachtet: setzt man
z = h/2 in (3.26) ein, so bleibt lediglich die z-Komponente Hvd,z von ~H
v
d
u¨brig:
Hvd,z(r) = −
JS
µ0
∫ R
0
r′dr′mz(r
′)
∫ ∞
0
αdα exp
(
−αh
2
)
J0(αr)J0(αr
′) (3.27)
Um Hvd,z(r) weiter auswerten zu ko¨nnen, werden Na¨herungen benutzt, die
sich aus den beiden Annahmen R lm und r > R ergeben:
a) Das Integral
∫ R
0 ... kann als
∫∞
0 ... geschrieben werden, da r
′mz(r
′) fu¨r
r′  lm verschwindet (|J0(αr′)| ≤ 1).
b) In dem Bereich, in dem r′mz(r
′) nicht verschwindet, gilt r
′
r
 1.
Um diese Na¨herungen anwenden zu ko¨nnen, wird das Integral
∫∞
0 dα ... be-
stimmt [54, 55]:
∫ ∞
0
αdα exp
(
−αh
2
)
J0(αr)J0(αr
′) =
k3h
8pi(rr′)3/2(1− k2)E(k). (3.28)
E(k) ist das vollsta¨ndige elliptische Integral zweiter Gattung mit
k2 =
4rr′
(h/2)2 + (r + r′)2
. (3.29)
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Wegen r > R und h R ist k2 ≈ 4rr′
(r+r′)2
 1 in dem oben unter b) erwa¨hnten
Bereich, in dem r′mz(r
′) nicht verschwindet. Eine Reihenentwicklung von
E(k) liefert E(k) ≈ pi
2
(1 − k2
4
) fu¨r k2  1. Werden die Terme (r′/r)n mit
n ≥ 3 vernachla¨ssigt, ergibt sich fu¨r (3.28):
k3h
8pi(rr′)3/2(1− k2)E(k) ≈
h
2r3
·

1 + 2
(
r′
r
)2 (r′
r
 1
)
(3.30)
Beachtet man nun noch, dass∫ R
0
r′dr′mz(r
′) ≈
∫ ∞
0
r′dr′mz(r
′) (3.31)
ist, und setzt man mz aus (3.12) mit c = 0.5 ein, erha¨lt man unter Verwen-
dung von
∫∞
0 xdx exp(−a2x2) = 1/(2a2):
Hvd,z(r) ≈ −
JS
µ0
· h · l
2
m
r3
·

5
8
+
17
4
(
lm
r
)2 (r > R lm) (3.32)
In vielen Fa¨llen reicht bereits der erste Term in (3.32) aus:
Hvd,z(r) ≈ −
JS
µ0
· 5
8
· h · l
2
m
r3
(r > R lm) (3.33)
Das Streufeld (3.33) eines Vortexkerns besitzt also im Fernbereich Dipolcha-
rakter. Schreibt man dem Vortexkern das magnetische Moment µ−10 JSpihl
2
m~ez
(mit dem Einheitsvektor ~ez in z-Richtung) zu, so wu¨rde dies, bis auf einen
Vorfaktor der Gro¨ßenordnung O(1), dasselbe Dipolfeld Hvd,z wie in (3.33) er-
geben.
Die kleinsten Permalloy-Zylinder, die sich zur Zeit experimentell herstel-
len lassen, haben einen Radius von ca. R = 50 nm [56]. Damit ergibt sich
bei einer Ho¨he h = 10 nm und einem Abstand der beiden Vortexkerne von
3 · R = 150 nm ein Streufeld, welches der eine Vortexkern am Ort des ande-
ren Vortexkerns hervorruft, von ca. 48 A/m bzw. 0.6 Oe (zum Vergleich: das
Erdmagnetfeld betra¨gt etwa 0.5 Oe).
Aus (3.33) kann in einfacher Weise die Dipolenergie Evvd eines Vortexkerns
im Streufeld eines anderen Vortexkerns ermittelt werden. Dazu sei angenom-
men, dass beide Zylinder die gleichen geometrischen Abmessungen besitzen
und wiederum R lm gilt. Es gilt allgemein:
Evvd = −
∫
~Hd · ~J dV. (3.34)
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Befindet sich der Mittelpunkt des Zylinders, u¨ber dessen Volumen integriert
wird, im Koordinatenursprung und der andere Zylindermittelpunkt am Ort
~r0, so ist das Streufeld nach (3.33)
~Hvd (~r) ≈
(
0, 0,−JS
µ0
· 5
8
· h · l
2
m
|~r − ~r0|3
)
, (3.35)
wobei Hvd,r = H
v
d,ϕ = 0 angenommen wurde
3, und ~r = (r cos(ϕ), r sin(ϕ), z)
bzw. ~r0 = (r0 cos(ϕ0), r0 sin(ϕ0), 0) sind. Da fu¨r den Bereich, in dem der
Integrand in (3.34) nicht verschwindet, r  r0 gilt, und wegen h r0, kann
man die Na¨herung 1/|~r − ~r0|3 ≈ 1/r30 verwenden. Benutzt man wieder den
Ansatz (3.12) fu¨r mz (mit c = 0.5) und die Na¨herung
∫ R
0 ... →
∫∞
0 ..., dann
erha¨lt man
Evvd ≈ ±
piJ2S
µ0
· 25
16
(h · l2m)2
r30
. (3.36)
Das Vorzeichen bezieht sich dabei auf die gegenseitige Orientierung (Polari-
sation + oder −) der Vortexkerne: bei gleicher Orientierung (d.h.mz ist beide
Male positiv bzw. negativ) hat man das Pluszeichen, bei entgegengesetzter
Orientierung das Minuszeichen. Der energetische Unterschied zwischen den
beiden Orientierungen betra¨gt damit
∆Evvd = 2 · |Evvd | ≈
piJ2S
µ0
· 25
8
(h · l2m)2
r30
. (3.37)
Um bei obigen Beispiel mit zwei Permalloy-Zylindern (R = 50 nm, h =
10 nm, Abstand der Zylindermittelpunkte: 150 nm) zu bleiben: der Energie-
unterschied fu¨r die beiden mo¨glichen Polarisationen betra¨gt ∆Evvd ≈ 2.4 ·
10−22 J bzw. ∆Evvd ≈ 1.5 · 10−3 eV (im Vergleich dazu: die thermische Ener-
gie bei Zimmertemperatur betra¨gt etwa kBT ≈ 2.6 · 10−2 eV).
3.3 Phasengrenze Vortex ↔ single-domain
Nachdem in den vorangegangenen beiden Abschnitten die Gesamtenergie-
dichte sowohl fu¨r die Vortexstruktur (3.22) als auch fu¨r den single-domain-
Zustand (3.3) berechnet wurde, kann nun durch Gleichsetzen dieser beiden
3Aufgrund der geringen Schichtdicke h werden die z-Abha¨ngigkeit von ~Hvd (~r) ver-
nachla¨ssigt und die obigen Ergebnisse, die man fu¨r die Ebene parallel zur Boden- bzw.
Deckfla¨che und durch die Zylindermitte erha¨lt, verwendet.
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Energiedichten die kritische Ho¨he tkrit in Abha¨ngigkeit vom Radius R ange-
geben werden, bei der die beiden Energiedichten u¨bereinstimmen. Mit Hilfe
dieser kritischen Ho¨he tkrit kann somit entschieden werden, welcher Zustand
bei gegebenem Radius R und gegebener Ho¨he h des Zylinders energetisch
gu¨nstiger ist.
Fu¨hrt man dieses Gleichsetzen der beiden Energiedichten (3.22) und (3.3)
aus (wobei fu¨r (3.3) die Na¨herung (3.4) verwendet wird), so erha¨lt man fu¨r
die kritische Ho¨he:
tkrit ≈ 2R
{
1
5.31
[
exp
(
8pil2m
2.41R2
[
2.67 + ln
(
R
5lm
)
+
1
2
])
− 1
]} 1
0.88
(3.38)
In Abbildung 3.7 ist diese Phasengrenze aufgetragen: oberhalb von tkrit ist der
Vortexzustand energetisch gu¨nstiger, unterhalb von tkrit dagegen der single-
domain-Zustand. Miteingetragen sind Daten, wie sie sich durch Energiever-
Abbildung 3.7: Kritische Ho¨he tkrit (3.38) in Abha¨ngigkeit vom Radius R
fu¨r Permalloy-Zylinder (A = 13 · 10−12 J/m, JS = 1T); miteingetragen sind
Simulationsergebnisse und der Verlauf tkrit,0 fu¨r einen ”
gro¨beren“ Ansatz fu¨r
mz(r) (Einzelheiten dazu im Text).
gleich aus der Simulation ergeben, und eine weitere Phasengrenze tkrit,0 [57],
die auf einem Ansatz fu¨r mz(r) beruht, welcher eine Auslenkung von Jz aus
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der Schichtebene heraus nicht zula¨sst und welcher zur Vermeidung der Sin-
gularita¨t in der Austauschenergie Evex bei r = 0 (siehe hierzu (3.8)) den
inneren Bereich um r = 0 herausschneidet. Daru¨berhinaus wird bei tkrit,0 die
Osborn’sche Na¨herung fu¨r abgeflachte Ellipsoide [58] fu¨r die Streufeldenergie
des single-domain-Zustandes benutzt.
Wie aus der Abbildung 3.7 ersichtlich ist, stimmen die Daten der Simu-
lation sehr gut mit dem theoretischen Wert (3.38) u¨berein, was als ein Indiz
dafu¨r zu werten ist, dass der Ansatz (3.12) fu¨r mz und die gemachten Na¨he-
rungen sinnvoll sind. Der in Abbildung 3.7 gezeigte andere Ansatz tkrit,0 kann
offenbar die Energieverha¨ltnisse nur sehr grob wiedergeben und kann daher
nur zu einer groben Abscha¨tzung von tkrit dienen.
In [59] wurde im Wesentlichen wie in [57] ebenfalls diese Phasengrenze
berechnet, allerdings wurde dabei eine zusa¨tzliche uniaxiale Kristallanisotro-
pie beru¨cksichtigt, welche dazu fu¨hrt, dass tkrit fu¨r große Radien R wieder
ansteigt, die Sta¨rke des Anstiegs ha¨ngt von Ku ab. Somit sollte es theoretisch
mo¨glich sein, auch fu¨r gro¨ßere Radien R einen single-domain-Zustand reali-
sieren zu ko¨nnen. Allerdings wird sich bei zu großen Radien R eine Doma¨nen-
aufspaltung zeigen (unter anderem begu¨nstigt durch eine starke Kristallani-
sotropie), so dass die Sta¨rke der uniaxialen Anisotropie sorgfa¨ltig gewa¨hlt
werden muss.
Was hier noch zu erwa¨hnen bleibt, ist der U¨bergang vom
”
in-plane“-
single-domain-Zustand in den
”
out-of-plane“- single-domain-Zustand. Wird
die Ho¨he des Zylinders gro¨ßer als sein Radius, so kommt es aus energetischen
Gru¨nden ab einem bestimmten Aspektverha¨ltnis η zu einer Drehung von ~J
aus der Ebene heraus in Richtung z-Achse. Vergleicht man die Energiedichte
des in-plane-single-domain-Zustandes εsdd = J
2
S/(2µ0) · Nxx mit der des out-
of-plane-single-domain-Zustandes εsd,∗d = J
2
S/(2µ0) · Nzz, so ergibt sich mit
Nxx =
1
2
(1−Nzz):
εsdd = ε
sd,∗
d ⇐⇒ Nzz =
1
3
(3.39)
Hierbei kann jedoch fu¨r Nzz nicht mehr die Na¨herung (3.2) benutzt werden,
da jetzt η  1 nicht mehr erfu¨llt ist. Stattdessen muss die exakte Formel
fu¨r Nzz verwendet werden [47] (K bzw. E sind die vollsta¨ndigen elliptischen
Integrale erster bzw. zweiter Gattung):
Nzz = 1− 4
3piη
·
{√
1 + η2
[
η2K(κ) + (1− η2)E(κ)
]
− 1
}
, (3.40)
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wobei κ2 = (1 + η2)−1 ist. Graphisch erha¨lt man damit
Nzz =
1
3
⇐⇒ η ≈ 0.91, (3.41)
woraus die kritische Ho¨he tkrit,sd fu¨r den U¨bergang vom in-plane-single-do-
main-Zustand in den out-of-plane-single-domain-Zustand in Abha¨ngigkeit
vom Radius R folgt:
tkrit,sd ≈ 1.82 ·R (3.42)
In Abbildung 3.7 eingezeichnet wu¨rde dies eine sehr steile Gerade ergeben,
welche ca. bei h = 43 nm tkrit schneidet. Diese Ho¨he von 43 nm liegt weit
oberhalb der hier betrachteten Werte fu¨r h, und ihr wird deshalb im Folgen-
den keine Bedeutung mehr zugemessen.
3.4 Der
”
verschobene“ Vortexkern
Wird an einem Zylinder mit magnetischer Vortexstruktur ein externes in-
plane-Feld ~Hext angelegt, so wird sich aus energetischen Gru¨nden der Be-
reich, in dem ~J parallel zu ~Hext liegt, zu Ungunsten der restlichen Bereiche
vergro¨ßern. Diese Vergro¨ßerung des energetisch gu¨nstiger liegenden Bereichs
hat eine Verschiebung des Vortexkerns senkrecht zum angelegten Feld ~Hext
zur Folge [45, 60], welche im Folgenden na¨her untersucht wird.
In Abbildung 3.8 ist die Situation eines aufgrund eines externen Feldes
Abbildung 3.8: Zylinder mit magnetischer Vortexstruktur: der Vortexkern ist
aufgrund eines externen in-plane-Feldes ~Hext um ∆ verschoben.
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verschobenen Vortexkerns gezeigt: ∆ bezeichnet hierbei den Abstand Zylin-
dermitte – Vortexkern. Im Weiteren soll angenommen werden, dass ∆  R
ist und ~J wie im Fall des unverschobenen Vortexkerns tangential zu Krei-
sen um den Vortexkern liegt. Fu¨r den Bereich, innerhalb dessen diese Kreise
nicht mehr geschlossen im Zylinder liegen, gilt daher na¨herungsweise (zur
Definition von ξ siehe Abbildung 3.9)
mx(ξ) = − sin(ξ) (3.43)
my(ξ) = cos(ξ) (3.44)
mz = 0. (3.45)
In Abbildung 3.9 ist die hier benutzte Geometrie des Problems dargestellt.
Nachfolgend werden die verschiedenen Energiebeitra¨ge fu¨r den Fall eines ver-
schobenen Vortexkerns berechnet.
Abbildung 3.9: Geometrie des hier betrachteten Problems eines um ∆ ver-
schobenen Vortexkerns.
3.4.1 Streufeldenergie
Zusa¨tzlich zum Streufeld des Vortexkerns entstehen durch die Verschiebung
desselben am Zylinderrand Oberfla¨chenladungen, die zu beru¨cksichtigen sind.
Diese Oberfla¨chenladungen sind gegeben durch
σS = ~m · ~n, (3.46)
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mit ~m = (− sin(ξr), cos(ξr), 0) und dem nach außen gerichteten Norma-
lenvektor ~n = (cos(ϕ), sin(ϕ), 0). Unter Verwendung des Kosinussatzes erha¨lt
man nach Abbildung 3.9, wo der Spezialfall ξ = ξr dargestellt ist:
r2 = R2 + ∆2 − 2R∆ cos(ϕ) (3.47)
R2 = r2 + ∆2 − 2r∆ cos(pi − ξr) = r2 + ∆2 + 2r∆ cos(ξr) (3.48)
Lo¨st man (3.48) nach cos(ξr) auf und ersetzt man r durch (3.47), so ergeben
sich unter Vernachla¨ssigung der Terme (∆/R)n (n ≥ 2) fu¨r cos(ξr) und in
analoger Weise fu¨r sin(ξr) =
√
1− cos(ξr)2 :
cos(ξr) ≈ cos(ϕ)− ∆
R
sin(ϕ)2 (3.49)
sin(ξr) ≈ sin(ϕ)
[
1 +
∆
R
cos(ϕ)
]
. (3.50)
Insgesamt erha¨lt man somit fu¨r die Oberfla¨chenladungen:
σS = ~m · ~n ≈ −∆
R
sin(ϕ) (∆  R) (3.51)
Beachtet man nun, dass λV = 0 gilt, so ergibt sich aus (2.13) die Streufeld-
energie (mit ~r = (R cos(ϕ), R sin(ϕ), z) und ~r ′ = (R cos(ϕ′), R sin(ϕ′), z′))
E∆d =
1
2
J2S
4piµ0
∫ σS(~r)σS(~r ′)
|~r − ~r ′| dSdS
′ ≈ (3.52)
≈ 1
2
J2S
µ0
pi∆2h ·
∫ ∞
0
dα
α
[
1− 1− exp(−αh)
αh
]
J21 (αR), (3.53)
wobei 1/|~r − ~r ′| wie in (3.24) mit Hilfe der Laplace-Transformation in ein
Integral umgeformt und
1
pi2
∫ 2pi
0
∫ 2pi
0
sin(ϕ) sin(ϕ′) cos(m(ϕ− ϕ′)) dϕdϕ′ = δm1 (3.54)
benutzt wurde (mit dem Kronecker-Symbol δmn). Bezeichnet man
Ω =
∫ ∞
0
dα
α
[
1− 1− exp(−αh)
αh
]
J21 (αR), (3.55)
so schreibt sich die Streufeldenergie E∆d in einfacher Weise als
E∆d ≈
1
2
J2S
µ0
pi∆2Ωh. (∆  R) (3.56)
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Das Integral Ω kann weiter ausgewertet werden [52, 53, 54, 55]:
Ω =
2
3piη
·
{
1
κ3
[
(1− κ2)K(κ)− (1− 2κ2)E(κ)
]
− 1
}
(3.57)
η bezeichnet wieder das Aspektverha¨ltnis, κ2 = (1 + η2)−1 und K bzw. E
sind die vollsta¨ndigen elliptischen Integrale erster bzw. zweiter Gattung. Es
zeigt sich, dass Ω exakt dem magnetometrischen Entmagnetisierungsfaktor
Nxx eines homogen magnetisierten Zylinders entspricht, der fu¨r η  1 na¨he-
rungsweise aus (3.2) berechnet werden kann.
3.4.2 Austauschenergie
Im Falle der Austauschenergie werden 2 Bereiche unterschieden: im ersten
Bereich sind die Kreise, an denen ~J tangential anliegt, geschlossen, d. h.
vollsta¨ndig im Zylinder, und im zweiten Bereich liegen diese Kreise nicht
mehr vollsta¨ndig im Zylinder. Im ersten Bereich kann man das fru¨here Er-
gebnis (3.20) u¨bernehmen:
E∆ex,1 ≈ 2piAh ·
[
2.67 + ln
(
R−∆
5lm
)]
(3.58)
Im zweiten Bereich ko¨nnen wegen ∆  R die Na¨herungen (3.43) - (3.45)
benutzt werden, es sind jedoch die neuen Integrationsgrenzen zu beru¨cksich-
tigen (der Vortexkern soll wie in Abbildung 3.9 in +x-Richtung verschoben
sein, r gibt den Radius bezu¨glich der Vortexmitte an):
E∆ex,2 ≈ A
∫ 1
r2
dV = Ah
∫ R+∆
R−∆
1
r
dr
∫ 2pi−ξr
ξr
dξ (3.59)
Dabei ist ξr wegen (3.48) gegeben durch
ξr = arccos
(
R2 −∆2 − r2
2r∆
)
(3.60)
Unter Verwendung von arccos(x) = pi/2− x− x3/6− . . . erha¨lt man mit der
Substitution u = R − r und der Na¨herung (R2 − ∆2 − r2)/(2r∆) ≈ u/∆,
wobei |u| ≤ ∆:
∫ R+∆
R−∆
dr
r
arccos
(
R2 −∆2 − r2
2r∆
)
=
pi
2
∫ R+∆
R−∆
dr
r
−
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−
∫ ∆
−∆
du
R− u
[(
u
∆
)
+
(
u
∆
)3
+ . . .
]
≈ pi
2
ln
(
R + ∆
R−∆
)
−
− 1
R
∫ ∆
−∆
du
[(
u
∆
)
+
(
u
∆
)3
+ . . .
]
=
pi
2
ln
(
R + ∆
R−∆
)
(3.61)
Daraus folgt fu¨r E∆ex,2:
E∆ex,2 ≈ Apih ln
(
R + ∆
R−∆
)
(3.62)
Somit ergibt sich fu¨r die gesamte Austauschenergie E∆ex des um ∆ verscho-
benen Vortexkerns:
E∆ex = E
∆
ex,1 +E
∆
ex,2 ≈ piAh ·
{
2
[
2.67 + ln
(
R−∆
5lm
)]
+ ln
(
R + ∆
R−∆
)}
(3.63)
Dies gilt, wie oben vorausgesetzt, nur fu¨r ∆  R.
3.4.3 Zeeman-Energie
Es sei im Folgenden ein externes Feld ~Hext in −y-Richtung angenommen,
also ~Hext = (0,−H, 0) mit H > 0, so dass der Vortexkern (bei einem dem
Uhrzeigersinn entgegengesetzt gerichtetem Vortexdrehsinn, wie in Abbildung
3.8 gezeigt) um ∆ (∆  R) in +x-Richtung verschoben wird. Die Zeeman-
Energie E∆z ist dann gegeben durch
E∆z = −
∫
~Hext · ~J dV = HJS
∫
cos(ξ) dV (3.64)
Wie im Fall der Austauschenergie werden 2 Bereiche unterschieden: der Be-
reich, in dem die Kreise, an denen ~J tangential anliegt, geschlossen sind,
tra¨gt nichts zum obigen Integral (3.64) bei, so dass nur der Bereich, in dem
diese Kreise nicht geschlossen sind, beru¨cksichtigt werden muss. Mit ξr aus
(3.60) und der gleichen Substitution und der gleichen Na¨herung wie in (3.61)
ergibt sich:
E∆z = HJSh
∫ R+∆
R−∆
r dr
∫ 2pi−ξr
ξr
cos(ξ) dξ ≈ (3.65)
≈ −2HJSh
∫ ∆
−∆
(R− u)
√
1−
(
u
∆
)2
du (3.66)
Die Auswertung des Integrals in (3.66) liefert:
E∆z ≈ −HJSpi∆Rh (∆  R) (3.67)
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3.4.4 Gesamtenergie
In Abbildung 3.10 sind die drei Energien (3.56), (3.63) und (3.67) fu¨r den Fall
eines Permalloy-Zylinders mit Durchmesser 300 nm und Ho¨he 4 nm aufgetra-
gen. Fu¨r die Zeeman-Energie E∆z wurde H = 40 Oe gewa¨hlt. Miteingetragen
ist die Summe dieser drei Energien4, also die Gesamtenergie E∆g , welche bei
∆0 ≈ 29 nm ein Minimum besitzt. Dieses ∆0 gibt die Gleichgewichtslage
Abbildung 3.10: Energien eines verschobenen Vortexkerns in Abha¨ngigkeit
von der Verschiebung ∆; hier: Permalloy-Zylinder mit Radius 150 nm, Ho¨he
4 nm und angelegtem externen Feld in −y-Richtung von 40Oe.
(also Verschiebung) an, welche der Vortexkern bei gegebenem externen Feld
einnimmt, und kann na¨herungsweise durch Minimierung von E∆g bezu¨glich
∆ analytisch bestimmt werden:
∂
∂∆
E∆g
∣∣∣
∆=∆0
=
∂
∂∆
(
E∆d + E
∆
ex + E
∆
z
) ∣∣∣
∆=∆0
= 0 (3.68)
Setzt man die oben angegebenen Formeln (3.56), (3.63) und (3.67) unter
Beachtung, dass (∂E∆ex/∂∆) ≈ −2piAh∆/R2 fu¨r ∆  R gilt, in diese Mini-
mierungsbedingung ein, so folgt:
∆0
R
·
(
Ω− l
2
m
R2
)
=
Hµ0
JS
(3.69)
4Die Streufeldenergie des Vortexkerns wurde hier nicht mitangegeben, da sie fu¨r ∆ 
R einen konstanten Beitrag zur Gesamtenergie liefert und daher bei der nachfolgenden
Berechnung der Gleichgewichtslage ∆0 keinen Einfluss hat.
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Im Fall von Abbildung 3.10 (Ω ≈ 0.0221) ergibt sich damit ∆0 ≈ 29.0 nm.
Nachdem bisher stets ∆  R vorausgesetzt wurde, soll nun im Folgenden
diese Annahme fallengelassen werden, wodurch die verschiedenen Energiebei-
tra¨ge numerisch berechnet werden mu¨ssen.
3.4.5 Numerische Behandlung des verschobenen Vor-
texkerns
Die bisher hergeleiteten Formeln fu¨r den verschobenen Vortexkern waren nur
fu¨r ∆  R gu¨ltig. Diese Annahme wird nun fallengelassen, so dass beliebige
Verschiebungen ∆ erlaubt sind, sogar ∆ > R. Somit entspricht der U¨bergang
∆ = 0 → ∆ = ∞ dem U¨bergang Vortex → single-domain. Mitberu¨cksichtigt
wird nun auch die Streufeldenergie des Vortexkerns, wobei die Profilfunktion
(3.12) mit (3.17) benutzt wird. Dieser Profilfunktion entsprechend werden
auch die Austauschenergie und die Zeeman-Energie modifiziert (was vor al-
lem im Bereich ∆ ≈ R zum Tragen kommt). Allerdings wird weiterhin an-
genommen, dass die Form des Vortex fu¨r jedes ∆ stabil bleibe, d.h. ~J liege
stets tangential an Kreisen um den Vortexkern.
Die Streufeldenergie wird nach (3.52) berechnet, wobei der Zylinderrand
in kleine, a¨quidistante Bogenelemente ψk aufgeteilt wird, auf denen die Ober-
fla¨chenladungen σS konstant sein sollen. Das Doppelintegral in (3.52) kann
dann als Doppelsumme geschrieben werden:
E∆d ≈
1
8
J2SR
2
piµ0
·
N−1∑
i=0
N−1∑
j=0
σiσj · yij(R, h) (3.70)
N bedeutet hierbei die Anzahl der Bogenelemente, σk ist die auf dem k-ten
Bogenelement ψk konstante Oberfla¨chenladung (in der Mitte des Bogenele-
ments genommen) und die Faktoren yij sind gegeben durch
yij(R, h) =
∫ h
0
dz
∫ h
0
dz′
∫
ψi
dϕ
∫
ψj
dϕ′
1
|~r − ~r ′| . (3.71)
Dabei sind ~r = (R cos(ϕ), R sin(ϕ), z) und ~r ′ = (R cos(ϕ′), R sin(ϕ′), z′). Die
Integrationen u¨ber z und z′ ko¨nnen analytisch berechnet werden, wa¨hrend die
Integrationen u¨ber ϕ und ϕ′ entlang der Bogenelemente ψi und ψj numerisch
behandelt werden mu¨ssen.
Ebenso wie die Streufeldenergie werden die Austauschenergie (2.3) und
die Zeeman-Energie (2.7) in Abha¨ngigkeit von ∆ numerisch bestimmt. In
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Abbildung 3.11 sind die Energiedichten ε∆ = E∆/V (mit dem Zylinder-
volumen V ) fu¨r einen Permalloy-Zylinder mit R = 150 nm und h = 4 nm
gezeigt, das externe Feld wurde wieder in −y-Richtung angenommen mit ei-
ner Sta¨rke von H = 40 Oe. In Abbildung 3.12 werden die oben hergeleiteten
Formeln (3.56), (3.63), (3.67) fu¨r kleine Verschiebungen ∆ und deren Summe
als Gesamtenergiedichte ε∆g , wobei zu ε
∆
d und ε
∆
g die Streufeldenergiedichte
des unverschobenen Vortexkerns als Konstante addiert wurde, mit den nume-
risch ermittelten Energiedichten verglichen. In diesen beiden Abbildungen
Abbildung 3.11: Numerisch ermittelte Energiedichten eines verschobenen
Vortexkerns als Funktion der Verschiebung ∆ (Permalloy-Zylinder mit Ra-
dius 150 nm, Ho¨he 4 nm und angelegtem externen Feld in −y-Richtung von
40Oe). Die senkrechte Linie bei ∆ = 150 nm kennzeichnet den Radius und
somit den Rand des Zylinders.
3.11 und 3.12 sind einige Dinge auffa¨llig:
a) Die fu¨r kleine Verschiebungen ∆ geltenden Formeln (3.56), (3.63), (3.67)
geben die numerisch ermittelten Energiedichten fu¨r 0 ≤ ∆ ≤ 2
3
R er-
staunlich gut wieder, also auch in einem Bereich, in dem ∆  R nicht
mehr erfu¨llt ist.
b) Die von Null verschiedene Streufeldenergiedichte bei ∆ = 0 wird vom
Streufeld des Vortexkerns verursacht.
c) In der Umgebung von ∆ = R a¨ndert sich die Austauschenergiedichte
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Abbildung 3.12: Vergleich der numerisch ermittelten Energiedichten mit den
analytisch gewonnenen Formeln (3.56), (3.63), (3.67) fu¨r kleine Verschie-
bungen ∆ und deren Summe als Gesamtenergiedichte ε∆g . Zu den analytisch
hergeleiteten Energiedichten ε∆d und ε
∆
g wurde die Streufeldenergiedichte des
unverschobenen Vortexkerns als Konstante addiert. Es wird derselbe Zylinder
wie in Abbildung 3.11 betrachtet.
drastisch. Dies bedeutet, dass ein sehr großer Teil der Austauschener-
giedichte im Vortexkern steckt.
d) Die Bereiche
”
Vortex“ und
”
single-domain“ sind durch eine Energiebar-
riere voneinander getrennt. Der Vortexkern wird sich (ausgehend vom
Vortexzustand) zuna¨chst entlang des lokalen Minimums ∆0 verschie-
ben. Wird die Barriere z. B. durch ein externes Feld u¨berwunden, wan-
dert das lokale Minimum ∆0 gegen ∞, d. h. der Vortexzustand geht in
den single-domain-Zustand u¨ber. Solange die Energiebarriere vorhan-
den ist, wird der Vortexkern im Zylinder festgehalten, auch wenn der
single-domain-Zustand eine geringere Gesamtenergie besitzt, d. h. es
liegt ein metastabiler Zustand vor.
Aus Abbildung 3.11 kann wieder eine Gleichgewichtslage von ∆0 ≈ 29 nm
abgelesen werden, in guter U¨bereinstimmung zu den obigen Ergebnissen.
Wird nun das externe Feld erho¨ht, so wird sich, wie eben erwa¨hnt, das
lokale Minimum ∆0 der Gesamtenergiedichte ε
∆
g weiter zum Rand des Zy-
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linders hin verschieben, bis es ganz verschwindet und der Vortexzustand in
den single-domain-Zustand u¨bergeht. Diese Feldsta¨rke, bei dem das lokale
Minimum ∆0 im Bereich 0 ≤ ∆ ≤ R zu einem Wendepunkt wird (d.h.
verschwindet), wird als
”
Annihilationsfeld“ Hann bezeichnet. In Abbildung
3.13 ist diese Situation fu¨r den gleichen Zylinder wie in Abbildung 3.11 ge-
zeigt. Dabei sei darauf hingewiesen, dass der Vortexkern nicht bis zum Rand
Abbildung 3.13: Numerisch ermittelte Gesamtenergiedichte eines Vortex-
kerns als Funktion der Verschiebung ∆ (Permalloy-Zylinder mit Radius
150 nm, Ho¨he 4 nm) fu¨r verschiedene Sta¨rken des externen Feldes in −y-
Richtung.
∆ = R des Zylinders verschoben werden muss, um ihn zu
”
annihilieren“,
sondern dass der Vortexzustand bereits fru¨her in den single-domain-Zustand
mu¨ndet.
Experimentell wurden diese Annihilationsfelder fu¨r flache Zylinder mit
unterschiedlichen geometrischen Abmessungen bestimmt [45] und ko¨nnen da-
her mit den numerischen Ergebnissen verglichen werden. In Abbildung 3.14
sind die experimentellen und numerischen Werte Hann fu¨r zwei verschieden
hohe Zylinder aufgetragen; benutzt wurden hierbei der experimentell ermit-
telte Wert JS = 0.96 T [45], A = 13 · 10−12 J/m und Ku = 0. Wie aus Ab-
bildung 3.14 ersichtlich ist, liegen die numerisch berechneten Werte fu¨r Hann
um etwa 20 - 30 % u¨ber den experimentellen Werten. Zur Begru¨ndung fu¨r
diese Abweichung ko¨nnen drei verschiedene Ursachen herangezogen werden:
1.) In den Experimenten war neben dem in-plane-Feld auch ein nicht ver-
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Abbildung 3.14: Experimentell und numerisch bestimmte Annihilationsfelder
Hann in Abha¨ngigkeit vom inversen Aspektverha¨ltnis η
−1 fu¨r zwei verschieden
hohe Permalloy-Zylinder (h = 8.3 nm und h = 15 nm) mit JS = 0.96T,
A = 13 · 10−12 J/m und Ku = 0.
nachla¨ssigbares out-of-plane-Feld vorhanden, was in mikromagnetischen
Simulationen, die diese Experimente mo¨glichst exakt nachzustellen ver-
suchten, zu einer, vom inversen Aspektverha¨ltnis η−1 abha¨ngigen Er-
niedrigung der Annihilationsfelder fu¨hrte [45]. So kommt es z. B. bei
einer Zylinderho¨he von h = 15 nm fu¨r η−1 ≈ 15 zu einer Redukti-
on von Hann um ca. 10%, wa¨hrend fu¨r zunehmendes η
−1 der Einfluss
des out-of-plane-Feldes zusehends abnimmt. Bei einer Zylinderho¨he von
h = 8.3 nm ist der Effekt des out-of-plane-Feldes deutlich geringer.
2.) Die Experimente wurden bei Zimmertemperatur ausgefu¨hrt, wa¨hrend
in sa¨mtlichen numerischen Rechnungen thermische Fluktuationen ver-
nachla¨ssigt wurden. Temperaturabha¨ngige Messungen zeigten jedoch
[61, 62], dass die thermischen Einflu¨sse zu einer nicht unerheblichen Re-
duzierung vonHann fu¨hren ko¨nnen. So tritt beispielsweise bei Permalloy-
Quadraten (Kantenla¨nge 200 nm, Ho¨he 20 nm) mit magnetischer Lan-
dau-Konfiguration (siehe Kapitel 7), welche der Vortexkonfiguration in
einem Zylinder a¨hnlich ist, mit steigender Temperatur innerhalb des
Bereiches von 5 K bis 300 K eine Verminderung von Hann um ca. 10%
auf [62]. Die oben erwa¨hnte Energiebarriere zwischen den Zusta¨nden
Vortex und single-domain kann offenbar aufgrund thermischer Effekte
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mit zunehmender Temperatur leichter u¨berwunden werden.
3.) In den numerischen Rechnungen wurde angenommen, dass die Form
des Vortex fu¨r jede Verschiebung ∆ stabil bleibt, d.h. dass ~J stets tan-
gential auf Kreisen um den Vortexkern liegt. In Simulationen zeigt sich
allerdings, dass diese Annahme nur eine Na¨herung ist: um das Streu-
feld einer verschobenen Vortexstruktur, welches am Zylinderrand durch
die Oberfla¨chenladungen σS = ~m ·~n entsteht, zu vermindern, ”knicken“
die Spins (zu Ungunsten der Austauschenergie) am Rand etwas ein, um
σS zu verkleinern (die Spins ”
schmiegen“ sich also an den Rand an),
was zu einer Verformung bzw. Verzerrung der Vortexstruktur fu¨hrt.
Da dieses Streufeld der Verschiebung des Vortexkerns durch ein exter-
nes Feld entgegenwirkt, verursacht eine Verminderung des Streufeldes
auch eine Abnahme von Hann. In Abbildung 3.15 sind der obere Ast
einer Hysteresekurve [50, 63] und die Streufeld- und Austauschener-
gie als Funktion der Verschiebung ∆ des Vortexkerns gezeigt, wie sie
sich aus der Simulation bzw. aus den numerischen Rechnungen ergeben
(die Streufeldenergie wurde fu¨r ∆ = 0 auf Null gesetzt). Hierbei ist der
Abbildung 3.15: Vergleich zwischen Simulation und numerischer Rechnung
(Permalloy-Zylinder mit R = 150 nm, h = 4 nm, JS = 1.08T). Links: oberer
Ast einer Hysteresekurve (das externe Feld lag in +y-Richtung, die Anni-
hilationsfelder Hann sind miteingezeichnet). Rechts: Dipol- und Austausch-
energie als Funktion der Verschiebung ∆ des Vortexkerns (die Dipolenergie
wurde fu¨r ∆ = 0 auf Null gesetzt).
angesprochene Effekt der
”
Vortexverformung“ deutlich sichtbar: in der
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Simulation ist der Verlauf von my insgesamt ”
rundlicher“ und das An-
nihilationsfeld Hann liegt etwa 15% unter dem berechneten Wert. Die
Streufeldenergie zeigt zwar wie in den numerischen Rechnungen eine
quadratische Abha¨ngigkeit von ∆, sie wird jedoch im hier benutzten
Modell einer formstabilen Vortexstruktur stark u¨berscha¨tzt, wohinge-
gen die Austauschenergie unterscha¨tzt wird5.
Unter Beru¨cksichtigung dieser drei Umsta¨nde, welche in den numerischen
Rechnungen vernachla¨ssigt wurden, ko¨nnen die Abweichungen zwischen Ex-
periment und Theorie erkla¨rt werden. Aber ungeachtet dieser Abweichungen
spiegelt sich in Abbildung 3.14 der qualitative Verlauf von Hann und der
quantitative Sprung zwischen den beiden Zylinderho¨hen sehr scho¨n wider.
Guslienko und Metlov [64] haben ebenfalls die experimentellen Daten von
M. Schneider mit ihrem theoretischen Ergebnis verglichen, jedoch wird auf-
grund ihres Ansatzes fu¨r die Profilfunktion mz(r) [51] und der benutzten
Na¨herungen das Annihilationsfeld Hann fu¨r kleine inverse Aspektvera¨ltnisse
drastisch u¨berscha¨tzt.
Nachdem sich (wie in Abbildung 3.12 gezeigt) herausstellte, dass die ana-
lytisch gewonnenen Formeln fu¨r den verschobenen Vortexkern (3.56), (3.63)
und (3.67) u¨ber den Bereich ∆  R hinaus na¨herungsweise gu¨ltig sind, und
da der Vortexkern nicht bis zu ∆ = R verschoben zu werden braucht, um
annihiliert zu werden, wird hier abschließend auf der Grundlage der Formeln
(3.56), (3.63) und (3.67) eine analytische Formel fu¨r das Annihilationsfeld
Hann hergeleitet. Die Bedingungen fu¨r die Annihilation des Vortex sind, dass
die erste und zweite Ableitung der Gesamtenergie E∆g = E
∆
d +E
∆
ex+E
∆
z nach
der Verschiebung ∆ bei ∆ = ∆0 verschwinden mu¨ssen (∆0 muss ein Wen-
depunkt sein). Das Verschwinden der ersten Ableitung ergibt die in (3.69)
angegebene Beziehung, die ohne die in (3.69) gemachte Na¨herung fu¨r die
Ableitung der Austauschenergie ∂E∆ex/∂∆ lautet:
µ0Hann
JS
= Ω
∆0
R
− l2m
∆0
R
1
(R + ∆0)(R−∆0) (3.72)
Das Verschwinden der zweiten Ableitung liefert fu¨r ∆0 die Beziehung
∆20 =
1
2Ω
[
(l2m + 2R
2Ω)±
√
l2m(l
2
m + 8R
2Ω)
]
. (3.73)
5Dabei sei jedoch darauf hingewiesen, dass der Einfluss der stufenfo¨rmigen Anpassung
des Zylinderrands in der Simulation (siehe Abbildung 5.7) auf das Streufeld, und damit
auf die Streufeldenergie, nicht bekannt ist.
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Hierbei ist in der eckigen Klammer nur das negative Vorzeichen sinnvoll, da
bei positivem Vorzeichen |∆0| > R folgen wu¨rde. Setzt man den aus (3.73)
folgenden positiven Wert fu¨r ∆0 in (3.72) ein, so erha¨lt man das Annihilati-
onsfeld Hann als Funktion von h, R, lm und JS (Ω ha¨ngt ja bekanntlich nur
von h und R ab). In Abbildung 3.16 werden die analytischen und numerisch
ermittelten Werte fu¨r Hann, fu¨r die bereits in Abbildung 3.14 betrachteten
Schichtdicken, miteinander verglichen.
Abbildung 3.16: Analytisch und numerisch bestimmte Annihilationsfelder
Hann in Abha¨ngigkeit vom inversen Aspektverha¨ltnis η
−1 fu¨r zwei verschieden
hohe Permalloy-Zylinder (h = 8.3 nm und h = 15 nm) mit JS = 0.9676T,
A = 13 · 10−12 J/m und Ku = 0.
Die starken Abweichungen zwischen analytisch und numerisch bestimm-
tem Hann verdeutlichen, dass die Na¨herungen (3.56), (3.63) und (3.67) doch
nur bedingt das Verhalten der Vortexstruktur fu¨r große Verschiebungen ∆ ≈
R des Vortexzentrums wiedergeben.
3.5 Exkurs: Magnetostatik von Kreisringen
Nachdem bisher stets Zylinder betrachtet wurden, soll nun noch kurz auf
die Magnetostatik flacher Kreisringe eingegangen werden, die Vortexstruk-
tur soll hierbei nicht verschoben sein. Wie aus Abbildung 3.11 ersichtlich ist,
steckt im Vortexkern ein betra¨chtlicher Teil der gesamten Austauschenergie
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Abbildung 3.17: Numerisch berechnete Gesamtenergiedichten fu¨r einen
Permalloy-Kreisring (a¨ußerer Radius R2 = 150 nm, Ho¨he h = 4 nm) mit
Vortexstruktur bzw. homogener magnetischer Polarisation (
”
single-domain“)
in Abha¨ngigkeit vom inneren Radius R1.
der Vortexstruktur. Schneidet man daher den inneren Teil mitsamt dem Vor-
texkern aus, so wird sich eine deutliche Erniedrigung der Austauschenergie er-
geben. Beim homogen magnetisierten Kreisring kommt es dagegen durch die
zusa¨tzlichen Oberfla¨chenladungen im inneren Ausschnitt zu einer Erho¨hung
der Streufeldenergie. Insgesamt wird durch das Ausschneiden des inneren
Bereichs die Stabilita¨t der Vortexstruktur gegenu¨ber dem homogen magneti-
sierten Kreisring untermauert. In Abbildung 3.17 sind die numerisch berech-
neten Gesamtenergiedichten eines Permalloy-Kreisrings (Ho¨he h = 4 nm) fu¨r
den Fall einer Vortexstruktur bzw. einer homogenen magnetischen Polarisati-
on (
”
single-domain“-Zustand) aufgetragen. Der a¨ußere Radius R2 = 150 nm
blieb fixiert, wa¨hrend der innere Radius R1 variiert wurde. Wie daraus abzu-
lesen ist, klaffen die beiden Gesamtenergiedichten mit zunehmendem inneren
Radius R1 immer sta¨rker auseinander, wodurch der Vortexzustand im Ver-
gleich zum
”
single-domain“-Zustand zunehmend an Stabilita¨t gewinnt: dies
macht sich experimentell unter anderem durch die erho¨hten Annihilations-
felder bemerkbar [65].
Interessant ist aber hierbei nicht nur der Vergleich Vortex ↔
”
single-
domain“ in einem Kreisring, sondern vor allem auch der Vergleich der Vor-
texstruktur in einem Zylinder mit derjenigen in einem Kreisring. In einem
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Zylinder (also R1 = 0) ist die Austauschenergiedichte nach (3.20) gegeben
durch
εvex ≈
2A
R22
·
[
2.67 + ln
(
R2
5lm
)]
(R2 ≥ 5lm) (3.74)
Wird nun angenommen, dass R1 ”
genu¨gend groß“ ist6, um den Ansatz (3.5)
- (3.7) fu¨r die Vortexstruktur in einem Kreisring benutzen zu ko¨nnen, ergibt
sich aus (3.8) (mit den Integrationsgrenzen R1 und R2) fu¨r die Austausch-
energiedichte εv,rex einer Vortexstruktur in einem Kreisring:
εv,rex ≈
2A
R22 −R21
· ln
(
R2
R1
)
(R1 ≥ Reff ). (3.75)
Abbildung 3.18 zeigt die beiden Austauschenergiedichten (3.74) und (3.75)
in Abha¨ngigkeit von R1: (3.75) nimmt gegenu¨ber (3.74) deutlich mit zuneh-
mendem R1 ab. Interessant ist diese Art der Stabilisierung der Vortexstruk-
Abbildung 3.18: Vergleich der Austauschenergiedichte einer Vortexstruktur
in einem Permalloy-Zylinder (R1 = 0) (3.74) mit derjenigen in einem
Permalloy-Kreisring (3.75) in Abha¨ngigkeit vom inneren Radius R1, aufge-
tragen fu¨r R1 ≥ 10 nm; hierbei wurde R2 = 150 nm gesetzt.
tur vor allem fu¨r die mo¨glichen Anwendungen zur Informationsspeicherung.
So ko¨nnen z. B. gezielt 2 Lo¨cher in einen Zylinder
”
gestanzt“ werden, die
dezentriert um die Zylindermitte liegen und in denen der Vortexkern auf-
grund der oben genannten energetischen Gru¨nde festgepinnt wird. Durch ein
6
”
Genu¨gend groß“ kann durch R1 ≥ Reff (mit Reff aus (3.19)) na¨her spezifiziert
werden.
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a¨ußeres Feld kann der Vortexkern zwischen diesen beiden Lo¨chern hin- und
hergeschaltet werden, wobei sich die magnetische Polarisation ~J zwischen
den beiden Lo¨chern (bei festem Vortex-Drehsinn) um ca. 180o dreht (vgl.
Abbildung 3.19). In diesem Bereich kann man also zwei Zusta¨nde (+ ~J bzw.
Abbildung 3.19: Gezielt in eine flache Zylinderstruktur
”
eingestanzte“
Lo¨cher, in denen das Vortexzentrum gepinnt wird: durch das Hin- und Her-
schalten des Vortexkerns erreicht man im Bereich zwischen den Lo¨chern eine
Drehung von ~J um ca. 180o.
− ~J) definieren, die eine Speichereinheit (1 bit) darstellen. Na¨heres dazu fin-
det man unter anderem in [66, 67].
Soweit zur Magnetostatik von flachen zylindrischen Strukturen bzw. Kreis-
ringen. Im na¨chsten Kapitel werden grundlegende Aspekte der Magnetisie-
rungsdynamik in homogen magnetisierten Teilchen behandelt, wobei ich mich
wieder auf die flache Zylinderstruktur besonders konzentrieren werde.
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Kapitel 4
Dynamische Aspekte homogen
magnetisierter Ellipsoide und
flacher Kreisstrukturen
In diesem Kapitel wird die Ummagnetisierungsdynamik von homogen magne-
tisierten Festko¨rpern behandelt, wobei
”
homogen magnetisiert“ heißen soll,
dass zu jeder Zeit die Homogenita¨t der magnetischen Polarisation vorausge-
setzt wird. Dadurch lassen sich einige grundlegende Aspekte der Dynamik
sichtbar machen, die tiefere Einblicke in die durch die LLG-Gleichung be-
schriebenen Bewegungsabla¨ufe gewa¨hren. Der einfachste Fall ist die homogen
magnetisierte Kugel, die weitgehend analytisch behandelt werden kann.
4.1 Homogen magnetisierte Kugel
Betrachtet werde eine Kugel mit homogener magnetischer Polarisation, die
sich in einem externen Feld ~Hext = (−Hx, 0, 0) (Hx > 0) befinden soll (siehe
Abb. 4.1). Bei verschwindender Kristallanisotropie und wegen div grad ~m = 0
(kein Austauschfeld) ist das effektive Feld gegeben durch:
~Heff =


−Hx − JS3µ0 mx
− JS
3µ0
my
− JS
3µ0
mz

 (4.1)
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Abbildung 4.1: Homogen magnetisierte Kugel in einem externen Feld ~Hext =
(−Hx, 0, 0) (Hx > 0).
Das Streufeld ergibt sich aus (2.14), wobei der Entmagnetisierungstensor Nˆ
im Falle einer Kugel zum Skalar 1
3
entartet. Damit ergeben sich
~m× ~Heff =

 0−Hxmz
Hxmy

 (4.2)
und
~m×
(
~m× ~Heff
)
=

 Hx (1−m
2
x)
−Hxmxmy
−Hxmxmz

 , (4.3)
woraus die LLG-Gleichung (2.24) fu¨r den hier betrachteten Fall folgt:
~˙m = − |γ0|
(1 + α2)
·

 αHx (1−m
2
x)
−Hxmz − αHxmxmy
Hxmy − αHxmxmz

 . (4.4)
Man erha¨lt damit zuna¨chst fu¨r die x-Komponente der magnetischen Polari-
sation:
m˙x = − |γ0|α
(1 + α2)
·Hx ·
(
1−m2x
)
. (4.5)
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Mit der Anfangsbedingung mx(t = 0) = 0.99 (es wird eine kleine Abwei-
chung von der x-Richtung angenommen, um ein wirkendes Drehmoment zu
erzeugen) und artanh(0.99) ≈ 2.65 erha¨lt man als Lo¨sung von (4.5)
mx(t) = −tanh
(
αω
(1 + α2)
· t− 2.65
)
, (4.6)
wobei ω = |γ0|Hx ist. Differentiation der Relation m2x + m2y + m2z = 1 nach
der Zeit ergibt
m˙xmx + m˙ymy + m˙zmz = 0. (4.7)
Werden hierin m˙y und m˙z aus der LLG-Gleichung (4.4) eingesetzt, erha¨lt
man (mit der Anfangsbedingung my(t = 0) = 0) fu¨r die beiden anderen
Komponenten:
my(t) =
sin
(
ωt
(1+α2)
)
cosh
(
αωt
(1+α2)
− 2.65
) (4.8)
mz(t) =
cos
(
ωt
(1+α2)
)
cosh
(
αωt
(1+α2)
− 2.65
) (4.9)
Es sei nun angenommen, dass die Kugel als ummagnetisiert gilt, wennmx(tr) =
−0.99 ist, mit der Ummagnetisierungszeit tr. Dann folgt fu¨r tr:
tr = 5.3
(1 + α2)
αω
(4.10)
Daraus kann das Minimum von tr in Abha¨ngigkeit von α bestimmt werden:
dtr
dα
|α0 = 0 und
d2tr
dα2
|α0 > 0 ⇐⇒ α0 = 1 (4.11)
In Abbildung 4.2 ist mx(t) fu¨r unterschiedliche α dargestellt, woraus deutlich
wird, dass sich fu¨r α > α0 die magnetische Polarisation langsamer bewegt,
wa¨hrend sie sich fu¨r α < α0 schneller bewegt, allerdings rotiert sie dabei
mehrmals um das externe Feld Hx, so dass es zu einem Anstieg der Umma-
gnetisierungszeit kommt.
Fu¨hrt man analog zu Leineweber und Kronmu¨ller [68] die Schaltzeit ts
ein, die definiert ist als
ts =
|mx(0)−mx(∞)|∣∣∣(dmx
dt
|mx=0
)∣∣∣ (4.12)
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Abbildung 4.2: Zeitlicher Verlauf der Komponenten der normierten magne-
tischen Polarisation ~J beim Ummagnetisierungsvorgang einer homogen ma-
gnetisierten Kugel (ω = 0.1GHz) fu¨r verschiedene Da¨mpfungsparameter α.
und sich wegen mx(t) = 0 ⇐⇒ t = 12tr schreiben la¨sst als
ts =
1.98 (1 + α2)
αω
≈ 2 (1 + α
2)
αω
, (4.13)
so ergibt sich daraus ebenfalls ein Minimum fu¨r ts bei α = α0 = 1.
Detailliertere Beschreibungen des dynamischen Verhaltens einer homogen
magnetisierten Kugel findet man unter anderem in [68] und [69], wobei in [68]
auch eine uniaxiale Kristallanisotropie zugelassen wird.
4.2 Homogen magnetisiertes Rotationsellip-
soid
Der oben behandelte Spezialfall der homogen magnetisierten Kugel wird nun
verallgemeinert zu homogen magnetisierten Rotationsellipsoiden. Auch hier
verschwindet das Austauschfeld, das externe Feld ~Hext wird vorgegeben und
das Streufeld ist gegeben durch (2.14):
~Hd = −Nˆ ·
~J
µ0
= −JS
µ0
· (Namx, Ncmy, Ncmz) (4.14)
Der symmetrische Entmagnetisierungstensor Nˆ ist im Hauptachsensystem
des Rotationsellipsoids, mit den Hauptachsen (a, c, c), gegeben als Diagonal-
matrix mit den Diagonalelementen Na und Nc (aufgrund der Rotationssym-
metrie ist hier Nb = Nc). Der Entmagnetisierungsfaktor Na kann analytisch
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berechnet werden, das Ergebnis ist in (2.15) bzw. (2.16) angegeben, Nc erha¨lt
man daraus in einfacher Weise als Nc =
1
2
(1−Na). Als effektives Feld ~Heff
ergibt sich damit:
~Heff = ~Hext − Nˆ ·
~J
µ0
(4.15)
Mit diesem effektiven Feld wird die LLG-Gleichung (2.24) numerisch inte-
griert (unter Verwendung des Runge-Kutta-Verfahrens 4. Ordnung [34, 35]),
und es werden im Folgenden verschiedene Eigenschaften des Ummagnetisie-
rungsprozesses untersucht.
Zuna¨chst wird die Ummagnetisierungszeit tr als Funktion des Da¨mp-
fungsparameters α fu¨r verschiedene Achsenverha¨ltnisse χ = c/a betrach-
tet: Anfangszustand ist hierbei wieder mx(t = 0) = 0.99, Endzustand ist
mx(t = tr) = −0.99, und es wird ein externes Feld ~Hext von −1 T ange-
legt. Außerdem wird JS = 1 T gesetzt, so wie es fu¨r Permalloy zutrifft. Die
Ergebnisse sind in Abbildung 4.3 gezeigt. Daraus werden zuna¨chst 2 Dinge
Abbildung 4.3: Ummagnetisierungszeit tr eines homogen magnetisierten Ro-
tationsellipsoids als Funktion des Da¨mpfungsparameters α, aufgetragen fu¨r
verschiedene Achsenverha¨ltnisse χ = c/a; χ > 1 entspricht dabei einem fla-
chen, χ < 1 dagegen einem la¨nglichen Rotationsellipsoid.
deutlich:
1) Die Ummagnetisierungszeit tr hat unabha¨ngig vom Achsenverha¨ltnis χ
ein Minimum bei α = 1.
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2) Die Ummagnetisierungszeit ist fu¨r den Fall einer Kugel (χ = 1) minimal
(siehe hierzu auch Abbildung 4.4).
Abbildung 4.4: Ummagnetisierungszeit tr eines homogen magnetisierten Ro-
tationsellipsoids als Funktion des Achsenverha¨ltnisses χ = c/a; es wurde der
Da¨mpfungsparameter α = 1 benutzt.
Die Ummagnetisierungszeit ha¨ngt vom Da¨mpfungsparameter α und dem
Achsenverha¨ltnis χ sowie vor allem auch von der Sta¨rke des externen Fel-
des ~Hext ab. In Abbildung 4.5 ist die Ummagnetisierungszeit tr u¨ber dem
externen Feld ~Hext = (−Hx, 0, 0) (Hx > 0) aufgetragen fu¨r verschiedene
Achsenverha¨ltnisse χ. Ersichtlich ist auch hier fu¨r den Fall einer Kugel die
Abbildung 4.5: Ummagnetisierungszeit tr eines homogen magnetisierten Ro-
tationsellipsoids als Funktion des externen Magnetfeldes ~Hext = (−Hx, 0, 0)
(Hx > 0) fu¨r verschiedene Achsenverha¨ltnisse χ; als Da¨mpfungsparameter
wurde α = 1 gesetzt.
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Ummagnetisierungszeit tr am geringsten. Fu¨r hohe Felder wird der Unter-
schied in tr fu¨r die verschiedenen Achsenverha¨ltnisse χ verschwindend klein.
Wie im Fall der Kugel ergeben sich auch fu¨r Rotationsellipsoide a¨hnli-
che zeitliche Verla¨ufe fu¨r die Komponenten der magnetischen Polarisation.
In Abbildung 4.6 ist eine dreidimensionale Darstellung gewa¨hlt worden, um
die zeitliche A¨nderung des normierten magnetischen Polarisationsvektors ~J
sichtbar zu machen. Das Achsenverha¨ltnis des Rotationsellipsoids ist dabei
χ = 1
3
und die Sta¨rke des externen Feldes in −x-Richtung ist 1 T. Fu¨r α = 0.1
ergeben sich acht Oszillationen von ~J um das externe Feld ~Hext, fu¨r α = 1.0
dagegen keine einzige Oszillation1, was zur Folge hat, dass die Ummagneti-
sierungszeit tr, nach Durchlaufen des bereits oben erwa¨hnten Minimums bei
α = 1, mit abnehmendem α wieder ansteigt (vergleiche Abbildung 4.3).
Abbildung 4.6: Zeitlicher Verlauf der Spitze des normierten magnetischen
Polarisationsvektors ~J fu¨r den Fall eines la¨nglichen Rotationsellipsoids mit
dem Achsenverha¨ltnis χ = 1/3 fu¨r α = 1.0 und α = 0.1; das externe Feld
war jeweils ~Hext = (−1T, 0, 0). Die Ummagnetisierungszeit tr fu¨r α = 1.0
betra¨gt ca. 65 ps, wa¨hrend sie fu¨r α = 0.1 auf ca. 330 ps ansteigt.
Nachdem die Fa¨lle der homogen magnetisierten Kugel und des homogen
magnetisierten Rotationsellipsoids behandelt wurden, fu¨r die das Streufeld in
einfacher Weise exakt angebbar ist, wird im na¨chsten Abschnitt die homogen
magnetisierte flache Zylinderstruktur betrachtet, in der das Streufeld bereits
durch Na¨herungen ausgedru¨ckt werden muss.
1Der Wert α = 1 wu¨rde beim geda¨mpften harmonischen Oszillator dem sog.
”
aperiodi-
schen Grenzfall“ entsprechen.
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4.3 Homogen magnetisierte flache Kreisstruk-
tur
Ausgangspunkt in diesem Abschnitt ist ein homogen magnetisierter Zylinder
(JS = 1 T) mit dem Aspektverha¨ltnis η = h/D  1 (D: Durchmesser, h:
Ho¨he). In Abbildung 3.1 ist die Geometrie (z-Achse als Symmetrieachse) des
hier betrachteten Problems dargestellt. Das Streufeld eines homogen magne-
tisierten Zylinders ist, wie bereits im vorigen Kapitel erwa¨hnt, im Inneren
des Zylinders nicht homogen. Man benutzt jedoch in Analogie zum homogen
magnetisierten Ellipsoid einen Entmagnetisierungstensor, der die magneto-
metrischen Entmagnetisierungsfaktoren entha¨lt, so dass sich das Streufeld
analog zu (2.14) schreiben la¨sst als
~Hd = −Nˆ · ~J/µ0. (4.16)
Die Diagonalelemente von Nˆ erfu¨llen wiederum die RegelNxx+Nyy+Nzz = 1,
wobei hier aus Symmetriegru¨nden Nxx = Nyy gilt. Im Falle einer sehr flachen
Zylinderstruktur mit η  1 ist Nzz na¨herungsweise gegeben durch
Nzz ≈ 1− 2η
pi
·
[
ln
(
4
η
)
− 1
2
]
(η  1), (4.17)
wie bereits im vorigen Kapitel in (3.2) angegeben wurde. Daraus ergeben sich
Nxx bzw. Nyy zu Nxx = Nyy =
1
2
(1 − Nzz). Mit diesen Entmagnetisierungs-
faktoren (Nicht-Diagonalelemente verschwinden) wird nun wie im Fall des
homogen magnetisierten Rotationsellipsoids die LLG-Gleichung (2.24) nume-
risch integriert. Anfangszustand sei im Folgenden wieder mx(t = 0) = 0.99
und mz(t = 0) = 0 (aufgrund der hohen Streufeldenergie bei Auslenkungen
von ~J aus der Ebene heraus liegt ~J im Ausgangszustand ohne externe Felder
in der Zylinderebene).
Zuna¨chst wird ein Feld in −x-Richtung angelegt und der Ummagnetisie-
rungsvorgang fu¨r verschiedene Da¨mpfungsparameter α na¨her untersucht. In
Abbildung 4.7 sind die Ummagnetisierungsvorga¨nge fu¨r α = 0.01, α = 0.1
und α = 1.0 abgebildet. Wie daraus ersichtlich ist, kommt es zuna¨chst zu
einem Herausdrehen der magnetischen Polarisation aus der Ebene des Zy-
linders, was einen starken Anstieg des Streufeldes in z-Richtung zur Folge
hat. Dieses Streufeld u¨bt ein Drehmoment auf ~J aus, welches ~J in Rich-
tung −x-Achse dreht. Und hier wird ein wesentlicher Unterschied zwischen
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Abbildung 4.7: Ummagnetisierung eines homogen magnetisierten Zylinders
mit dem Aspektverha¨ltnis η = 2/150 in Abha¨ngigkeit vom Da¨mpfungspara-
meter α; das angelegte externe Feld in −x-Richtung betrug jeweils 0.1T.
kleinem und großem α deutlich: fu¨r kleine α geht diese Drehung scheinbar
”
ungebremst“ u¨ber die −x-Richtung hinaus und na¨hert sich wieder der +x-
Richtung, bevor es zu einem Wechsel der Bewegungsrichtung kommt und ~J
zuru¨ckschwingt. Dieser Vorgang wiederholt sich je nach Gro¨ße von α mehr-
mals (
”
Nachschwingen“) und fu¨hrt zu einer erheblichen Zunahme der Um-
magnetisierungszeit. Fu¨r große α ist dieses Nachschwingen von ~J weitgehend
unterdru¨ckt.
Da in der Realita¨t der Da¨mpfungsparameter α sehr klein ist (Permalloy:
α ≈ 0.008 [70]), ist der oben beschriebene Ummagnetisierungsvorgang mit
einem externen Feld, welches der magnetischen Polarisation ~J(t = 0) ent-
gegengesetzt gerichtet ist, aufgrund des Nachschwingens sehr zeitintensiv.
Daher wird im Folgenden die Richtung des externen Feldes vera¨ndert, um
mo¨gliche gu¨nstigere Schaltprozesse zu erreichen.
Die LLG-Gleichung (2.24) beschreibt die geda¨mpfte Pra¨zessionsbewegung
von ~J um das effektive Feld ~Heff . Wird daher ein Feld in y-Richtung an-
gelegt (also wie hier senkrecht zu ~J(t = 0), und in-plane), so kommt es
zuna¨chst zu einer Auslenkung in z-Richtung, wodurch ein starkes Streufeld
in z-Richtung entsteht, welches die magnetische Polarisation ~J in der Ebe-
ne dreht. Unter Voraussetzung eines sehr kleinen α sollte es wa¨hrend der
ersten Pra¨zessionsperiode zu keiner merklichen Relaxation von ~J in Rich-
tung des externen Feldes kommen. Dies bedeutet, dass sich ~J nach einer
halben Pra¨zessionsperiode t1/2 in −x-Richtung (mit verschwindender mz-
Komponente) befindet, falls mx(t = 0) = 1 war. Wird daher exakt nach
dieser Zeit t1/2 mit mz(t1/2) = 0 das externe Feld in y-Richtung abgeschaltet,
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wird die Bewegung von ~J aufgrund des Verschwindens von ~Heff gestoppt,
d.h. es kommt zu einer Ummagnetisierung durch Ausnutzung der Pra¨zessi-
onsbewegung von ~J (
”
Pra¨zessionsschalten“ [71, 72, 73]). In Abbildung 4.8 ist
die gerade beschriebene Situation dargestellt. Die halbe Pra¨zessionsdauer t1/2
betra¨gt hierbei 207 ps (bei einem externen Feld in +y-Richtung von 0.01 T),
nach dieser Zeit wurde das externe Feld ausgeschaltet. Die nicht verschwin-
dende my-Komponente ru¨hrt daher, dass es aufgrund des kleinen α zu einer
geringen Relaxation von ~J in y-Richtung (also in Richtung des externen Fel-
des) gekommen ist. Im na¨chsten Kapitel wird auf dieses Pra¨zessionsschalten
Abbildung 4.8: Ummagnetisierung eines homogen magnetisierten Zylinders
mit dem Aspektverha¨ltnis η = 2/150 durch ein in +y-Richtung angelegtes
externes Feld der Sta¨rke 0.01T; das Feld wurde nach einer halben Pra¨zes-
sionsdauer t1/2 = 207 ps von ~J abgeschaltet (”
Pra¨zessionsschalten“). Der
Da¨mpfungsparameter α betra¨gt 0.01.
noch na¨her eingegangen, wobei die Forderung der zu allen Zeiten homogenen
magnetischen Polarisation fallengelassen wird.
Eine weitere Mo¨glichkeit der Ummagnetisierung durch Ausnutzung der
Pra¨zessionsbewegung von ~J bietet ein externes Feld in z-Richtung (also ein
out-of-plane-Feld, welches senkrecht zur Ebene des Zylinders steht). Die Pro-
blematik hierbei ist jedoch die Tatsache, dass ~J in Richtung des externen Fel-
des relaxiert, was zwar bei kleinem α eine geringe Auslenkung in der ersten
Pra¨zessionsperiode bedeutet, die jedoch groß genug ist, ein der Sta¨rke des
externen Feldes vergleichbares Streufeld in z-Richtung hervorzurufen, wel-
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ches dem externen Feld entgegengerichtet ist und somit ein entgegengesetz-
tes Drehmoment erzeugt. Wird daher ~J nach erfolgter Ummagnetisierung
und Abschalten des externen Feldes nicht
”
festgehalten“, so kommt es im
Allgemeinen zu einer
”
Ru¨ckdrehung“ von ~J . In Abbildung 4.9 ist dieser Um-
magnetisierungsvorgang mit unmittelbar folgender Ru¨ckdrehung dargestellt.
Abhilfe kann hier eine uniaxiale Anisotropie schaffen, welche die x-Richtung
energetisch bevorzugt. Dieser Fall ist ebenfalls in Abbildung 4.9 dargestellt,
wobei allerdings ein Nachschwingen von ~J um die Achse der uniaxialen Ani-
sotropie stattfindet. Im na¨chsten Kapitel wird auch dieser Ummagnetisie-
Abbildung 4.9: Ummagnetisierung eines homogen magnetisierten Zylinders
mit dem Aspektverha¨ltnis η = 2/150 durch ein in +z-Richtung angelegtes
externes Feld der Sta¨rke 0.05T; das Feld wurde nach einer halben Pra¨zessi-
onsdauer t1/2 = 500 ps (fu¨r Ku = 0) bzw. t1/2 = 612 ps (fu¨r Ku = 500 J/m
3)
von ~J abgeschaltet. Die Vorzugsachse der uniaxialen Kristallanisotropie Ku
ist die x-Achse. Der Da¨mpfungsparameter α betra¨gt jeweils 0.01.
rungsvorgang na¨her untersucht, wobei auch in diesem Fall die Forderung der
Homogenita¨t der magnetischen Polarisation aufgegeben wird.
Abschließend wid in diesem Abschnitt noch der Fall eines nicht stufenfo¨r-
migen externen Feldpulses in z-Richtung behandelt, welcher an einer homo-
gen magnetisierten, flachen Zylinderstruktur angelegt wird. Stufenfo¨rmige
Feldpulse sind generell nicht im Labor realisierbar. Vielmehr haben die expe-
rimentellen Pulse eine Anstiegs- und eine Abfallszeit. Eine dem Experiment
sehr nahe kommende Pulsform ist ein zuna¨chst linear ansteigender und da-
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nach exponentiell abfallender Puls [74], der sich angeben la¨sst als
Hz = eH0 · t
τ0
· exp
(
− t
τ0
)
, (4.18)
wobei e die Eulersche Konstante, τ0 eine Zeitkonstante und H0 der Maximal-
wert von Hz, der bei τ0 angenommen wird, sind. In Abbildung 4.10 ist die
Pulsform fu¨r verschiedene τ0 miteingezeichnet.
Die LLG-Gleichung (2.24) lautet fu¨r den hier betrachteten Fall (α = 0,
d. h. mz(t) = const. = 0, da es zu keiner Relaxation in z-Richtung kommt;
keine Kristallanisotropie):
m˙x = |γ0|Hzmy (4.19)
m˙y = −|γ0|Hzmx (4.20)
m˙z = 0 (4.21)
Wird Hz aus (4.18) in diese Gleichungen eingesetzt, ergibt sich fu¨r mx(t) mit
der Anfangsbedingung mx(t = 0) = 1:
mx(t) = cos
(
|γ0|eH0 ·
[
(t+ τ0) exp
(
− t
τ0
)
− τ0
])
(4.22)
Interessant ist hierbei der Grenzfall mx(t) → −1 fu¨r t→∞, woraus man fu¨r
τ0 erha¨lt:
τ0 =
∣∣∣∣∣ piγ0eH0
∣∣∣∣∣ (4.23)
Besitzt τ0 diesen Wert (4.23), so dreht sich ~J um genau 180
o, bei anderen
Werten von τ0 kommt ~J bereits fru¨her zum Stoppen bzw. dreht sich u¨ber 180
o
hinaus, wie in Abbildung 4.10 zu sehen ist. Der
”
Drehwinkel“ von ~J kann also
mittels τ0 eingestellt werden. U¨berdies kommt es zu keinem Nachschwingen
von ~J , was daraus folgt, dass α = 0 ist: es kommt zu keiner Relaxation
von ~J in Richtung des externen Feldes, d. h. ~Hext steht stets senkrecht auf
~J , daher wird keine Energie in das
”
Spinsystem“ transferiert. Fu¨r den Fall
dass α 6= 0 (α  1) ist, ergibt sich eine geringe Auslenkung von ~J in z-
Richtung, was wiederum ein dem angelegten Feldpuls entgegengerichtetes
Streufeld hervorruft, welches die Drehung von ~J bremst, so dass τ gro¨ßer
gewa¨hlt werden muss. Außerdem ist wieder eine uniaxiale Kristallanisotropie
no¨tig, um ~J nach dem Ummagnetisierungsvorgang
”
festzuhalten“.
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Abbildung 4.10: mx(t) aus (4.22) und Hz(t) aus (4.18) (auf 1 normiert)
fu¨r verschiedene τ0; dabei ist stets H0 = 0.05T . τ0 = 131 ps ergibt sich aus
(4.23).
Nachdem in diesem Kapitel die Magnetisierungsdynamik an homogen ma-
gnetisierten Festko¨rpern verschiedener a¨ußerer Form na¨her untersucht wurde,
wird im folgenden Kapitel die Dynamik des single-domain-Zustandes behan-
delt, wobei die Forderung der zu allen Zeiten homogenen magnetischen Po-
larisation aufgegeben wird, so dass zusa¨tzlich neben dem Streufeld auch das
Austauschfeld einen Beitrag zum effektiven Feld ~Heff leistet.
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Kapitel 5
Dynamik des
single-domain-Zustandes in
flachen Kreisstrukturen
Hier muss gleich anfangs darauf hingewiesen werden, dass der Begriff
”
single-
domain“ im Sinne einer u¨berall homogenen magnetischen Polarisation ~J nicht
mehr zutrifft. Vielmehr kommt es nun durch das wechselseitige Zusammen-
spiel von Dipol- und Austauschwechselwirkung zu einem inhomogenen ~J . Da
jedoch die geometrischen Abmessungen der betrachteten Zylinder so gewa¨hlt
werden, dass man nach (3.38) bzw. Abbildung 3.7 im single-domain-Bereich
liegt, und da im Grundzustand die Inhomogenita¨ten von ~J geringfu¨gig sind,
wird hier weiterhin die Bezeichnung
”
single-domain“ gebraucht.
In diesem Kapitel wird zuna¨chst die magnetische Polarisation ~J in einem
single-domain-Zylinder durch Anlegen eines externen Feldpulses1 um 180o ge-
dreht, so wie dies im vorangegangenen Abschnitt 4.3 der Fall war, jedoch hier
mit dem wesentlichen Unterschied, dass die bisher zu allen Zeiten angenom-
mene ra¨umliche Homogenita¨t der magnetischen Polarisation ~J aufgegeben
wird. Es wird das zeitliche und ra¨umliche Verhalten von ~J einer genaueren
1Die typischen Zerfallszeiten von Magnetfeldern, hervorgerufen durch Wirbelstro¨me, die
durch zeitabha¨ngige Felder induziert werden, liegen fu¨r Permalloy-Schichten mit Dicken
von etwa 2 nm und mit Ausdehnungen von einigen 100 nm im Gro¨ßenordnungsbereich
10−1 ps [75], also deutlich unterhalb der 10 ps-Zeitskala, in der sich die Magnetsisierungs-
dynamik abspielt ((|γ0|MS)−1 ≈ 6 ps fu¨r µ0MS = 1 T). Ebenso ist hier auch der Ein-
fluss der endlichen Eindringtiefe von magnetischen Wechselfeldern in die ferromagnetische
Schicht vernachla¨ssigbar [75].
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Betrachtung unterzogen, um danach auf der Grundlage dieser Untersuchun-
gen die Schaltzeiten in Abha¨ngigkeit von verschiedenen Parametern soweit
mo¨glich analytisch zu berechnen.
5.1 Umschaltprozess in Abha¨ngigkeit von der
Richtung des externen Feldes
Die Dynamik bezieht sich hier darauf, dass versucht wird, durch externe
Felder den Zustand zu schalten, d. h. die magnetische Polarisation ~J um
180o zu drehen. Diesem Vorgang wird im Folgenden mit Hilfe mikromagne-
tischer Simulationen eine genauere Analyse gewidmet. Als Ausgangszustand
wurde dabei jeweils der
”
relaxierte“ single-domain-Zustand2 verwendet, der
aufgrund der zwiebelschalenartigen Anordnung von ~J auch als
”
onion-state“
bezeichnet wird. In Abbildung 5.1 ist dieser Zustand fu¨r einen Permalloy-
Zylinder mit R = 75 nm und h = 2 nm gezeigt. In den nachfolgend beschrie-
Abbildung 5.1:
”
Onion-state“ in einem Permalloy-Zylinder (R = 75 nm, h =
2 nm), der seine Bezeichnung aufgrund der zwiebelschalenartigen Anordnung
von ~J tra¨gt.
benen mikromagnetischen Simulationen wird stets ein Permalloy-Zylinder
mit R = 75 nm, h = 2 nm, JS = 1 T, A = 13 · 10−12 J/m, Ku = 500 J/m3
2
”
Relaxiert“ bedeutet hier, dass die Spins am Zylinderrand etwas einknicken, um das
Streufeld zu verringern; dem Einknicken widerstrebt allerdings das Austauschfeld, so dass
es insgesamt zu einem Gleichgewicht zwischen Dipol- und Austauschfeld kommt.
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(mit energetisch bevorzugter x-Achse) und α = 0.008 betrachtet. Die Sym-
metrieachse des Zylinders soll mit der z-Achse zusammenfallen, so wie in
Abbildung 3.1 dargestellt. Zur Zeit t = 0 sei der Zylinder (wie in Abbildung
5.1 gezeigt) in +x-Richtung magnetisiert. Zuna¨chst wird jeweils ein externes
Feld bzw. ein Feldpuls in einer der drei Richtungen −x, +y und +z angelegt,
um ~J um 180o zu drehen.
1) ~Hext = (−Hx, Hy, 0) mit Hx, Hy > 0, mit | ~Hext| = 100 Oe und dem
Winkel 6 ( ~Hext,−x-Richtung) = 6o:
Das externe Feld wird instantan bei t = 0 (
”
Stufe“) angelegt und
wa¨hrend der gesamten Simulation nicht vera¨ndert. In Abbildung 5.2 ist
der zeitliche Verlauf der einzelnen, u¨ber den Zylinder gemittelten Kom-
ponenten der normierten magnetischen Polarisation ~J und der Energie-
dichten aufgetragen. Zum Vergleich ist bei den Komponenten von ~J je-
weils der Verlauf, wie man ihn fu¨r einen homogen magnetisierten Zylin-
der erwarten wu¨rde (siehe dazu Abschnitt 4.3), miteingezeichnet. Wie
aus Abbildung 5.2 ersichtlich ist, verhalten sich die Komponenten mx,
my und mz wa¨hrend des Umschaltvorgangs (also fu¨r 0 ≤ t ≤ 250 ps)
wie die entsprechenden Komponenten eines homogen magnetisierten
Zylinders, wa¨hrend das Nachschwingen (t > 250 ps) in der Simulati-
onsrechnung fu¨r den inhomogenen Zustand deutlich niedriger ausfa¨llt.
Dies liegt daran, dass ein Teil der zugefu¨hrten Zeeman-Energie in die
Austauschenergie fließt, und das Zusammenspiel von Dipol- und Aus-
tauschwechselwirkung zusa¨tzlich zu der in der LLG-Gleichung (2.24)
auftretenden Gilbert-Da¨mpfung eine
”
intrinsische“ Da¨mpfung verur-
sacht [76], welche die Amplitude der Pra¨zessionsbewegung von ~J ab-
schwa¨cht: es wird Energie in Dipol-Austausch-Spinwellen3 transferiert
(siehe dazu weiter unten). Im Fall des homogen magnetisierten Zylin-
ders wird die Amplitude der Pra¨zessionsbewegung dagegen nur durch
die Gilbert-Da¨mpfung verringert, ~J pra¨zediert dabei um die energetisch
bevorzugte Richtung4; die La¨nge des Nachschwingens wird durch den
3
”
Dipol-Austausch-Spinwellen“ sind Spinwellen, in denen sowohl der Einfluss der
Austausch- als auch der Dipol-Dipol-Wechselwirkung beru¨cksichtigt ist [77].
4Die energetisch bevorzugte Richtung ist dadurch gegeben, dass die Energie des Fer-
romagneten minimal ist, falls ~J in diese Richtung zeigt. Letztere ergibt sich durch die
U¨berlagerung von Kristallanisotropien bzw. externen Feldern, da jedoch hier die maxima-
le Sta¨rke des Anisotropiefeldes (2.26) Han = 12.5 Oe (fu¨r Ku = 500 J/m
3) deutlich kleiner
als das externe Feld | ~Hext| = 100 Oe ist, wird ~J im Wesentlichen um ~Hext pra¨zedieren.
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Abbildung 5.2: Zeitlicher Verlauf von mx, my und mz und der Energiedichten
fu¨r den im Text beschriebenen 1. Fall; zum Vergleich von mx, my und mz
ist jeweils das Ergebnis fu¨r einen homogen magnetisierten Zylinder mit den
gleichen Material- und geometrischen Eigenschaften eingetragen.
Da¨mpfungsparameter α bestimmt (vgl. voriges Kapitel).
Das weniger ausgepra¨gte Nachschwingen in der Simulation ergibt sich
durch die Anregung von Dipol-Austausch-Spinwellen [78, 79], was deut-
lich im zeitlichen Verlauf der Energiedichten zum Ausdruck kommt: die
Dipolenergie fließt in die Austausch- und Zeeman-Energie und umge-
kehrt (mit einer
”
Phasenverschiebung“ von pi). Dabei handelt es sich
um quantisierte Moden, wie spa¨ter noch gezeigt wird.
Die Gesamtenergiedichte weist einen relativ glatten Verlauf auf, der
zeitliche Abfall la¨sst sich exponentiell mit einer Funktion ∼ exp(−t/τ)
anfitten, was eine Zeitkonstante τ ≈ 606 ps ergibt. Dieser Energieaus-
fluss wird allein durch den Da¨mpfungsparameter α bestimmt.
69
2) ~Hext = (0, Hy, 0), wobei Hy = 500 Oe fu¨r 0 ≤ t ≤ 93 ps und Hy = 0
sonst:
Das externe Feld wird wieder instantan bei t = 0 angelegt und nach
93 ps abrupt abgeschaltet (
”
Rechteckpuls“). Diese 93 ps entsprechen ei-
ner Drehung von ~J um ca. 180o. In Abbildung 5.3 ist der zeitliche
Verlauf der einzelnen, u¨ber den Zylinder gemittelten Komponenten
der normierten magnetischen Polarisation ~J und der Energiedichten
dargestellt. In Abbildung 5.4 wird eine Bildsequenz aus der Simula-
Abbildung 5.3: Zeitlicher Verlauf von mx, my und mz und der Energiedichten
fu¨r den im Text beschriebenen 2. Fall; zum Vergleich von mx, my und mz
ist jeweils das Ergebnis fu¨r einen homogen magnetisierten Zylinder mit den
gleichen Material- und geometrischen Eigenschaften eingetragen.
tion gezeigt. Hierbei ist der Einfluss der weiter unten beschriebenen
”
Diskretisierungsanisotropie“ deutlich erkennbar: im Endzustand lie-
gen die Spins nicht parallel zur x-Achse, wie man es im Fall der hier
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Abbildung 5.4: Bildsequenz aus der Simulation fu¨r den im Text beschriebenen
2. Fall mit Hy 6= 0.
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benutzten Kristallanisotropie erwarten wu¨rde, sondern sind etwa um
45o zur x−Achse geneigt. Auch hier zeigt sich, wie im 1. Fall, wa¨hrend
des Ummagnetisierungsvorgangs ein
”
single-domain-Verhalten“, und
darauf folgend kommt es erneut zur Anregung von Dipol-Austausch-
Spinwellen. Die Gesamtenergiedichte fa¨llt wieder exponentiell ab, mit
einer Zeitkonstanten von τ ≈ 621 ps. Die niedrige
”
Nachschwingfre-
quenz“ im Falle eines homogen magnetisierten Zylinders, die vor allem
in der my-Komponente sichtbar ist, ru¨hrt von der Pra¨zession von ~J um
die energetisch bevorzugte Achse x-Achse her, deren geringe Anisotro-
piefeldsta¨rke die lange Pra¨zessionsdauer bestimmt. Wie aus Abbildung
5.3 ersichtlich ist, kommt es in der Simulationsrechnung insgesamt zu
keiner Ummagnetisierung, da sich ~J in die Ausgangslage zuru¨ckdreht.
Der Grund dafu¨r wird weiter unten im na¨chsten Fall Hz 6= 0 angegeben.
3) ~Hext = (0, 0, Hz), wobei Hz = 2 kOe fu¨r 0 ≤ t ≤ 105 ps und Hz = 0
sonst:
Es wird wiederum eine Rechteckpulsform fu¨r Hz verwendet, wobei sich
~J nach etwa 105 ps um ca. 180o gedreht hat. Abbildung 5.5 zeigt den
zeitlichen Verlauf der einzelnen, u¨ber den Zylinder gemittelten Kom-
ponenten der normierten magnetischen Polarisation ~J und der Ener-
giedichten. Auch hier ergibt sich wiederum wa¨hrend des Ummagneti-
sierungsvorgangs
”
single-domain-Verhalten“, jedoch kommt es im Ge-
gensatz zum homogen magnetisierten Zylinder insgesamt zu keinem
Umschalten von ~J , da sich ~J wieder in die Ausgangslage zuru¨ckdreht.
Die Auslenkung von ~J aus der Schichtebene heraus ist fu¨r die Simu-
lation des inhomogen magnetisierten Systems deutlich gro¨ßer als im
Fall des homogen magnetisierten Zylinders. Das daraus resultierende
Streufeld in z-Richtung ist dem externen Feld entgegengerichtet und
u¨bt ein ru¨ckwirkendes Drehmoment auf ~J aus. Wird das externe Feld
abgeschaltet, reicht in der Simulation die uniaxiale Anisotropie nicht
aus, um ~J
”
festzuhalten“, so dass ~J in die Ausgangslage zuru¨ckkehrt.
Auch hier kommt es wieder zur Anregung von Dipol-Austausch-Spinwel-
len, die Gesamtenergie zeigt einen exponentiellen Abfall mit einer Zeit-
konstanten τ ≈ 624 ps.
Im Folgenden werden die eben behandelten Fa¨lle 1 bis 3 einer genaueren
Betrachtung unterzogen; dazu werden einige Punkte herausgestellt:
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Abbildung 5.5: Zeitlicher Verlauf von mx, my und mz und der Energiedichten
fu¨r den im Text beschriebenen 3. Fall; zum Vergleich von mx, my und mz
ist jeweils das Ergebnis fu¨r einen homogen magnetisierten Zylinder mit den
gleichen Material- und geometrischen Eigenschaften eingetragen.
a) Die Inhomogenita¨t des Streufeldes im Ausgangszustand des Zylinders
in der Simulation fu¨hrt bereits zu Beginn des Ummagnetisierungs-
prozesses zu ortsabha¨ngigen Pra¨zessionsfrequenzen von ~J , was unter
anderem in dem zur Zeit t = 0 beginnenden Anstieg der Austau-
schenergiedichte zu sehen ist. In Abbildung 5.6 ist die Sta¨rke der x-
KomponenteHd,x des Streufeldes fu¨r den in Abbildung 5.1 abgebildeten
Ausgangszustand dargestellt, wobei der Farbu¨bergang schwarz-weiss
dem U¨bergang von maximaler zu minimaler Sta¨rke entspricht. Mit-
eingetragen ist ein
”
linescan“ bezu¨glich des normierten |Hd,x| entlang
der x-Achse (durch die Zylindermitte). Daraus folgt, dass kein exaktes
single-domain-Verhalten wa¨hrend des Umschaltprozesses vorliegt. Al-
lerdings bleiben die Abweichungen gering, wie aus dem Vergleich des
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Abbildung 5.6: Links: Sta¨rke der x-Komponente Hd,x des Streufeldes fu¨r den
in Abbildung 5.1 gezeigten Ausgangszustand (der Farbu¨bergang schwarz-weiss
entspricht dem U¨bergang von maximaler zu minimaler Sta¨rke). Rechts:
”
line-
scan“ bezu¨glich des normierten |Hd,x| entlang der x-Achse (durch die Zylin-
dermitte).
Verlaufs der Komponenten mx, my und mz mit denen eines homogen
magnetisierten Zylinders ersichtlich ist. Daher kann man zur Berech-
nung der
”
Umschaltzeiten“ na¨herungsweise annehmen, dass wa¨hrend
der Ummagnetisierung eine homogene magnetische Polarisation ~J vor-
liegt. Diese Na¨herung wird spa¨ter noch benutzt werden.
b) In der Simulation wird das betrachtete Volumen in Wu¨rfel bzw. Qua-
der aufgeteilt, wodurch der Verlauf einer Kreislinie nicht optimal an-
gepasst werden kann. Es kommt zu einem
”
stufenfo¨rmigen“ Verlauf
des Simulationsvolumens am Zylinderrand, was zusa¨tzliche Streufelder
generiert5. In Abbildung 5.7 ist diese Situation dargestellt. Darin ist
auch zu erkennen, dass am Rand parallel zur x- bzw. y-Achse ausge-
dehnte flache Bereiche entstehen ko¨nnen, und wenn nun ~J in x- oder
in y-Richtung zeigt, kommt es hier zu starken Streufeldern und somit
zu einer hohen Streufeldenergie, wa¨hrend sich bei einer in-plane Dre-
hung von ~J um 45o diese Streufeldenergie deutlich erniedrigt (fu¨r den
relaxierten Zustand). Man kann daher von einer biaxialen
”
Diskretisie-
rungsanisotropie“ des Simulationsvolumens sprechen, wobei die ener-
5Im
”
LLG Micromagnetics Simulator“ [38] ko¨nnen die durch den stufenfo¨rmigen Rand-
verlauf erzeugten Streufelder teilweise korrigiert werden, was im oben behandelten 2. Fall
mit Hy 6= 0 benutzt wurde.
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getisch bevorzugten Achsen einen Winkel von 45o bzw. 135o mit der
x-Achse einschließen. Eine solche biaxiale (also vierza¨hlige) Anisotro-
Abbildung 5.7: Ein in quadratische Zellen aufgeteilter Zylinder, der Zylin-
derrand kann dabei nur
”
stufenfo¨rmig“ angepasst werden (hier u¨bertrieben
dargestellt).
pieenergiedichte εK kann durch folgenden pha¨nomenologischen Ansatz
beschrieben werden [80, 81]:
εK =
K1
4
sin2(2 · (ϕ+ pi/4)) (K1 > 0) (5.1)
Der energetische Unterschied zwischen leichter und schwerer Achse ist
gegeben durch:
∆εK = εK(ϕ = 0
o)− εK(ϕ = 45o) = K1
4
(5.2)
In den Simulationen kann dieser energetische Unterschied ∆εK be-
stimmt werden, fu¨r den hier betrachteten Zylinder (ohne Randkorrek-
tur) erha¨lt man z. B. K1 ≈ 1000 J/m3. Dieser Wert ist doppelt so
groß wie der fu¨r die uniaxiale Kristallanisotropie benutzte Wert von
Ku = 500 J/m
3. Damit stellt diese Diskretisierungsanisotropie einen
nicht zu vernachla¨ssigenden Beitrag zur Gesamtanisotropie dar.
c) Wa¨hrend des Ummagnetisierungsprozesses wird dem Spinsystem durch
das a¨ußere Feld eine Energie zugefu¨hrt, die danach exponentiell mit
einer Zeitkonstanten τ wieder aus dem Spinsystem fließt. Unter der
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Annahme eines single-domain-Verhaltens kann dieses τ theoretisch be-
stimmt werden, indem man ~Heff ≈ (0, 0,−NzzMSmz) annimmt (ein
externes Feld ist nicht vorhanden, nur das Streufeld ~Hd geht in ~Heff
ein, MS = JS/µ0) und mz, α  1 voraussetzt. Man erha¨lt dann aus
der LLG-Gleichung (2.24):
m˙z ≈ −α|γ0|NzzMS ·mz (5.3)
Eine Integration liefert mz = exp(−α|γ0|NzzMSt). Damit ergibt sich
fu¨r die Gesamtenergiedichte, welche in diesem Fall identisch mit der
Streufeldenergiedichte ist:
εd = −1
2
JS ~Hd · ~m = 1
2
JSMSNzzm
2
z =
1
2
JSMSNzz exp(−t/τ) (5.4)
Dabei ist τ = (2α|γ0|NzzMS)−1. Man erha¨lt hier τ ≈ 380 ps. In den Si-
mulationen ergibt sich ein deutlich ho¨herer Wert von τ ≈ 620 ps, der im
Wesentlichen auf die Inhomogenita¨t von ~J nach dem Umschaltprozess
zuru¨ckzufu¨hren ist.
Ebenfalls unter der Annahme eines single-domain-Verhaltens kann die
dem Spinsystem durch das externe Feld zugefu¨hrte Energiedichte ∆εz
fu¨r die obigen drei Fa¨lle angegeben werden:
Hx 6= 0 : ∆εz = 2JS|Hx| (5.5)
Hy 6= 0 fu¨r t ≤ tpuls (sonst = 0) : ∆εz = JS|Hy|my(tpuls) (5.6)
Hz 6= 0 fu¨r t ≤ tpuls (sonst = 0) : ∆εz = JS|Hz|mz(tpuls) (5.7)
tpuls gibt dabei die Dauer des Feldpulses an. Die Werte fu¨r my(tpuls)
wurden in Abha¨ngigkeit von Hy numerisch bestimmt, wodurch mittels
einer Fit-Prozedur der Verlauf my(tpuls) gegen Hy gewonnen werden
konnte. Im Fall Hz 6= 0 erha¨lt man mit ~Heff ≈ (0, 0, Hz −NzzMSmz),
der Anfangsbedingung mz(t = 0) = 0 und mz, α  1 aus der LLG-
Gleichung (2.24)
mz(t) =
Hz
NzzMS
· [1− exp(−α|γ0|NzzMS · t)] , (5.8)
woraus mit der Bedingung, dass sich ~m nach der Zeit tpuls um 180
o
gedreht hat, folgt: mz(tpuls) = αpi.
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Abbildung 5.8: Die Energiedichte ∆εz, die einem single-domain-Zylinder
durch ein externes Feld bzw. einen externen Feldpuls zugefu¨hrt wird; der
Da¨mpfungsparameter wurde hier α = 0.008 gesetzt.
In Abbildung 5.8 sind diese zugefu¨hrten Energiedichten ∆εz gegen das
jeweilige Feld aufgetragen. Wie daraus ersichtlich ist, kommt es fu¨r
Hx 6= 0 zur gro¨ßten Zufuhr von Energie, was gegenu¨ber den anderen
Mo¨glichkeiten mit Hy 6= 0 und Hz 6= 0 des Umschaltens von ~J sehr
nachteilig ist, da die Intensita¨t der nachfolgenden Spinwellenanregung
entsprechend gro¨ßer ist.
d) Im Fall 2 mit Hy 6= 0 wird nun die Dynamik von ~J nach der Dre-
hung um 180o na¨her untersucht. Aufgrund der Ausfu¨hrlichkeit dieser
Untersuchung wird diesem Punkt ein eigener Abschnitt gewidmet.
5.2 Dipol-Austausch-Spinwellen in single-do-
main-Teilchen
Zuna¨chst wird die u¨ber den Zylinder gemittelte z-Komponentemz(t) der nor-
mierten magnetischen Polarisation ~J aus Fall 2 (siehe Abbildung 5.3) fourier-
transformiert, um die in mz(t) enthaltenen Frequenzen ermitteln zu ko¨nnen.
Abbildung 5.9 zeigt das zugeho¨rige Amplitudenspektrum, in dem mehrere
auffa¨llige Peaks zu erkennen sind und von denen mehrere benannt wurden.
Um na¨here Aufschlu¨sse u¨ber die den Peaks entsprechenden Anregungen des
Spinsystems zu erhalten, wird die
”
lokale“ Fouriertransformation eingesetzt.
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Abbildung 5.9: Amplitudenspektrum aus der Fouriertransformation der u¨ber
den Zylinder gemittelten z-Komponente mz(t) der normierten magnetischen
Polarisation ~J ; hier fu¨r den obigen 2. Fall mit Hy 6= 0.
Dazu wird mz(~ri, t) fu¨r jede Zelle ~ri des diskretisierten Simulationsvolumens
fouriertransformiert und jeweils die Amplitude fu¨r eine bestimmte Frequenz
ausgegeben, d. h. man kann damit die Bereiche sichtbar machen, in denen die-
se vorgegebene Frequenz mit der ho¨chsten Amplitude auftritt. Zugleich wird
die Phase fu¨r jede einzelne Zelle ~ri bestimmt, um relative Phasenverschiebun-
gen der verschiedenen Bereiche zueinander erkennen zu ko¨nnen. In Abbildung
5.10 sind die Ergebnisse der lokalen Fouriertransformation fu¨r die im Ampli-
tudenspektrum 5.9 eingetragenen Frequenzen f1 bis f6 gezeigt. In der Ampli-
tude bedeutet weiß minimale Amplitude und schwarz maximale Amplitude.
Die Phase ist von 0 bis 2pi geplottet mit dem Farbu¨bergang weiß-schwarz-
weiß, d. h. ein Farbkontrast von z. B. weiß-schwarz bedeutet eine Phasen-
verschiebung um pi (d. h. die betreffenden Bereiche schwingen gegenphasig),
entsprechend sind die Graustufen zu beru¨cksichtigen. Wie man zuna¨chst bei
den ersten beiden in Abbildung 5.10 aufgetragenen Moden (f1 = 0.28 GHz
und f2 = 2.03 GHz) erkennen kann, handelt es sich aufgrund der nahezu
einheitlichen Amplituden und Phasen um
”
quasi-uniforme“ Moden. Diese
quasi-uniformen Moden lassen sich in erster Linie auf die Pra¨zession von ~J
um die verschiedenen Achsen der auftretenden Anisotropien (uniaxiale Kri-
stallanisotropie und biaxiale Diskretisierungsanisotropie) und um das eigene
Streufeld zuru¨ckfu¨hren. Das Gleiche gilt fu¨r die restlichen Frequenzpeaks in
Abbildung 5.9, die im Bereich f ≤ f2 liegen. Auf eine na¨here Zuordnung
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Abbildung 5.10: Lokale Fouriertransformation: Amplitude und Phase der aus
Abbildung 5.9 abzulesenden Moden. Zum Vergleich sind theoretische Ergeb-
nisse mitabgebildet (Betrag des Realteils von (5.11) mit den, in der weiter un-
ten folgenden Tabelle angegebenen Randbedingungen). Die Farbgebung fu¨r die
Amplitude ist weiß-schwarz (≡ minimal-maximal); die Phase ist von 0 .. 2pi
aufgetragen mit dem Farbu¨bergang weiß-schwarz-weiß (≡ 0− pi − 2pi).
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dieser Moden wird hier verzichtet, da sie im Folgenden nicht weiter von Be-
deutung sind.
Das wesentliche Interesse richtet sich hier auf die restlichen abgebildeten
Moden f3 bis f6. Es handelt sich dabei offenbar um Eigenzusta¨nde des
angeregten Spinsystems. Diese Eigenzusta¨nde einer flachen single-domain-
Zylinderstruktur sind von Guslienko und Slavin [82, 83], ausgehend von der
linearisierten LLG-Gleichung (2.24) und unter Verwendung verschiedener
Na¨herungen, analytisch berechnet worden. Die Frequenzen fmn dieser Ei-
genmoden sind nach [82] bzw. [83], im Folgenden als
”
Theorie“ bezeichnet,
durch folgende Formel gegeben (mit m  N0 und n  N):
fmn =
|γ0|MS
2pi
√
Hext
MS
+
2A
JSMS
α2mn
R2
− hd(η) + 1
2
f(2ηαmn) ·
·
√
Hext
MS
+
2A
JSMS
α2mn
R2
− hd(η) + 1− f(2ηαmn) (5.9)
Dabei sind Hext der Betrag des externen Feldes, das parallel zum zeitlichen
Mittelwert von ~J liegen soll, und hd(η) der vom Aspektverha¨ltnis η abha¨ngi-
ge in-plane-Entmagnetisierungsfaktor Nxx bzw. Nyy, der na¨herungsweise aus
(3.2) berechnet werden kann, f(x) = 1 − (1 − exp(−x))/x entspricht dem
dynamischen Dipolterm, und der Term mit (2A)/(JSMS) ist der Austausch-
wechselwirkung zuzuordnen. Der Parameter αmn bleibt noch zu bestimmen,
er ergibt sich aus den jeweiligen Randbedingungen.
Zwischen den im Amplitudenspektrum 5.9 eingetragenen Frequenzen f3 bis f6
und den theoretischen Frequenzen (5.9) besteht die Korrespondenz f3 ≡ f01,
f4 ≡ f21, f5 ≡ f01 und f6 ≡ f41, mit den weiter unten diskutierten Randbe-
dingungen.
Mit dem Term hd(η) in (5.9) wird das statische Streufeld beru¨cksichtigt, da
es sich hier jedoch um ein dynamisches System handelt, kann dies nur eine
Na¨herung sein. Gleiches gilt in Bezug auf die Ortsabha¨ngigkeit des Streu-
feldes: wie aus Abbildung 5.6 ersichtlich ist, ist das Streufeld am Rand des
Zylinders stark erho¨ht, wa¨hrend es im inneren Bereich einen ziemlich flachen
Verlauf zeigt. Fu¨r das lokale dynamische Verhalten der Spins mu¨sste kor-
rekterweise das lokal vorliegende Streufeld beru¨cksichtigt werden. Da es sich
bei den hier betrachteten Anregungen des Spinsystems (abgesehen von den
uniformen Moden) um lokal variable Zusta¨nde handelt, kann durch den Fak-
tor hd(η) das dynamische Verhalten nicht richtig wiedergeben werden. Daher
wird im Folgenden hd(η) durch den Wert des ortsabha¨ngigen Entmagneti-
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sierungsfaktors Nxx(~r) in der Zylindermitte, d. h. bei ~r = ~0 (entsprechend
Abbildung 3.1), ersetzt [84], da dadurch zumindest das Streufeld im inneren
Bereich, in dem es einen in etwa konstanten Verlauf besitzt, na¨herungsweise
beschrieben werden kann:
hd(η) =
1
2
η√
1 + η2
≈ 1
2
η (η  1) (5.10)
Die zu den Frequenzen (5.9) geho¨rigen Eigenfunktionen bezu¨glich mz sind
gegeben durch
mmnz (r, ϕ) ∼ Jm
(
αmnr
R
)
· exp(imϕ) (m  N0, n  N), (5.11)
wobei Jm die Besselfunktion m-ter Ordnung ist.
Im Fall eines Zylinders schreibt sich die Randbedingung fu¨r ~m0 (~m = ~mS +
~m0(~r, t), ~mS ≈ const., |~m0|  1) als (R∂~m0/∂n + p0 · ~m0)|r=R = ~0, wo-
bei ∂/∂n die Normalenableitung bezu¨glich des Zylinderrandes und p0 ein
”
pinning“-Parameter ist, mit dem z. B. eine Oberfla¨chenanisotropie beru¨ck-
sichtigt werden kann [82, 83, 85]. Da hier Letztere nicht vorhanden ist, wird
p0 auf den Einfluss der Dipolwechselwirkung bezogen: Spins, die nicht paral-
lel zur Oberfla¨che liegen, induzieren Oberfla¨chenladungen, die ein Streufeld
verursachen, welches die Streufeldenergie erho¨ht. Um diese Energieerho¨hung
zu minimieren, versuchen die Spins eine Normalkomponente zur Oberfla¨che
zu vermeiden, d. h.
”
starr“ zu sein. Diese Betrachtung gilt zuna¨chst nur fu¨r
die Magnetostatik, sie wird jedoch hier wie in [86] auf die Dynamik ausgewei-
tet. Eine andere Interpretation ist, dass die Pra¨zessionsfrequenzen der Spins
sich in erster Na¨herung wie ω ∼ √Nzz verhalten, wobei Nzz der Entmagne-
tisierungsfaktor eines homogen magnetisierten Zylinders in z-Richtung ist.
Dieser Faktor Nzz ist ortsabha¨ngig, sein radiales Profil zeigt im Inneren des
Zylinders einen sehr flachen Verlauf mit Nzz ≈ 1, wa¨hrend es am Rand stark
abfa¨llt. Dies bedeutet, dass ω am Rand deutlich kleiner ist als im inneren
Bereich: die Spins am Rand erscheinen also den Spins im Inneren als
”
ge-
pinnt“. Auf dieses
”
dynamische Pinning“ wird auch in [87] hingewiesen.
Dominiert in einem ferromagnetischen System die Austauschwechselwirkung,
so erha¨lt man nach Rado und Weertman [85] die
”
dynamische“ Randbedin-
gung, dass ∂ ~m0/∂n bei r = R verschwinden muss. Dies bedeutet, dass die
Spins am Rand ungepinnt sind, die Dipolwechselwirkung und p0 spielen hier
keine Rolle. Bei steigender Bedeutung der Dipolwechselwirkung und ande-
rer Wechselwirkungen (z. B. magnetostriktiver Effekte) kommt es zu einer
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”
gemischten“ Randbedingung, die durch p0 beru¨cksichtigt werden kann [86].
Erst bei Dominanz dieser anderen Wechselwirkungen gegenu¨ber der Aus-
tauschwechselwirkung wird die Randbedingung sein, dass die Spins am Rand
gepinnt sind [86, 88].
Vergleicht man in (5.9) die nicht-statischen Terme der Austausch- und der
Dipolwechselwirkung, so stellt man fest, dass im vorliegenden Fall eines Zylin-
ders mit R = 75 nm der Austauschterm fu¨r αmn ≥ 1.8 (αmn ≥ 1.8 gilt sowohl
fu¨r die Randbedingung gepinnter als auch ungepinnter Spins) dem Dipol-
term vergleichbar ist bzw. u¨berwiegt. Man wird daher hier eine gemischte
Randbedingung vorliegen haben, zumindest fu¨r die untersten Anregungen,
bei denen αmn ≈ 2 ist. Da es fu¨r die Geometrie eines Zylinders bisher kei-
ne analytischen Lo¨sungen fu¨r p0 gibt und da die theoretische Behandlung
gemischter Randbedingungen a¨ußerst komplex ist, wird hier darauf verzich-
tet, diese Art der Randbedingung bei der Berechnung der Eigenfrequenzen
(5.9) in Betracht zu ziehen. Es wird also im Folgenden angenommen, dass
am Rand entweder vollsta¨ndig gepinnte oder vollsta¨ndig ungepinnte Spins
vorliegen. Die αmn erha¨lt man dann je nach Randbedingung als n-te positive
Wurzel der Gleichung
Jm(x) = 0 (vollsta¨ndig gepinnt)
bzw. dJm(x)/dx = 0 (vollsta¨ndig ungepinnt). (5.12)
Durch die jeweilige Randbedingung kommt es also zu einer Quantisierung
der Anregungen. In Abbildung 5.10 werden die Amplitudenverteilungen aus
der Simulation fu¨r die verschiedenen Frequenzen f3 bis f6 mit dieser Theorie
verglichen, geplottet ist dabei jeweils der Betrag des Realteils von (5.11).
Nachfolgende Tabelle zeigt, welche Frequenzen fmn, die aus (5.9), (5.10) und
(5.12) berechnet wurden, dabei den Frequenzen aus der Simulation zugeord-
net worden sind.
Simulation Theorie Randbedingung
f3 = 6.14 GHz f01 = 5.77 GHz Spins gepinnt
f4 = 7.77 GHz f21 = 7.18 GHz Spins ungepinnt
f5 = 10.25 GHz f01 = 9.15 GHz Spins ungepinnt
f6 = 12.25 GHz f41 = 12.77 GHz Spins ungepinnt
Fu¨r die unterste hier auftretende Anregung f3 = 6.14 GHz ist die Zuordnung
f3 ≡ f01 mit der Bedingung gepinnter Spins sinnvoll, da hier der Dipolterm
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dem Austauschterm in (5.9) vergleichbar ist. Bei den restlichen ho¨heren An-
regungen werden jeweils ungepinnte Spins angenommen. Auf einige Auffa¨llig-
keiten sei hier hingewiesen:
a) Die Abweichungen in den Amplituden in Abbildung 5.10 zwischen Theo-
rie und Simulation sind in erster Linie auf die Inhomogenita¨t des Streu-
feldes und die dadurch lokal unterschiedlichen Pra¨zessionsfrequenzen
von ~J zuru¨ckzufu¨hren. Versta¨rkt wird dieser Effekt des inhomogenen
Streufeldes durch die geringe Gro¨ße des Zylinders. Diese Abweichungen
spiegeln sich in den Frequenzen wider.
b) Bei der Berechnung der theoretischen Frequenzen fmn (5.9) wurde von
der linearisierten LLG-Gleichung ausgegangen [82, 83]. Inwiefern hier
Nichtlinearita¨ten eine Rolle spielen, ist schwer abzuscha¨tzen.
c) U¨berdies kommt die bereits mehrfach angesprochene Na¨herung voll-
sta¨ndig gepinnter bzw. vollsta¨ndig ungepinnter Spins zum Tragen: da-
durch, dass gemischte Randbedingungen ausgeschlossen werden, erha¨lt
man zwangsweise Unterschiede zwischen Theorie und Simulation.
d) Die theoretisch den Frequenzen f3, f4, f5 und f6 zugeordneten Anre-
gungen f01, f21, f01 und f41 (mit der jeweiligen Randbedingung) des
Spinsystems sind sa¨mtlich mindestens zweiza¨hlig. Der tiefere Grund fu¨r
diesen Umstand ist nicht einzusehen: warum sollten Zusta¨nde mit einer
geringeren Symmetrie nicht mitangeregt werden? Der Verweis darauf,
dass sich diese Anregungen durch die Mittelung in mz wegheben und
somit im Amplitudenspektrum 5.9 nicht auftauchen, wu¨rde auch fu¨r die
anderen Anregungen gelten, und ist somit nicht tragbar. Daru¨berhin-
aus ist in der lokalen Fouriertransformation im Bereich von f = 0 GHz
bis f = 20 GHz keine einza¨hlige Anregung festzustellen. Die einzige
Vermutung gru¨ndet sich auf das die Anregungen entscheidend mitbe-
stimmende in-plane-Streufeld Hd,x: dieses ist na¨mlich zweiza¨hlig, wie
in Abbildung 5.6 zu sehen ist. Den Einfluss dieser Inhomogenita¨t von
Hd,x kann man deutlich unter anderem an der ”
ovalen“ Form der Am-
plitudenverteilung fu¨r f3 erkennen.
Im Großen und Ganzen ko¨nnen also die verschiedenen Moden mit Hilfe der
lokalen Fouriertransformation identifiziert werden, wodurch ein Einblick in
das Spektrum der angeregten Moden gewonnen werden kann.
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5.3 Umschaltzeiten t1/2 eines single-domain-
Zylinders
Wie bereits in den Ausfu¨hrungen zu den in Abschnitt 5.1 behandelten Fa¨llen
1 bis 3 unter a) erwa¨hnt, kann wa¨hrend des Ummagnetisierungsprozesses
na¨herungsweise von einem single-domain-Verhalten ausgegangen werden. Auf
dieser Grundlage werden nachfolgend die Umschaltzeiten t1/2 berechnet, wel-
che die Dauer angeben, in der ~J um 180o gedreht wird. Ausgangspunkt hierzu
ist die LLG-Gleichung (2.24), die unter Vernachla¨ssigung des Da¨mpfungs-
terms6 in Zylinderkoordinaten lautet:
ϕ˙ = |γ0|

Heff,z − (Heff,x cos(ϕ) +Heff,y sin(ϕ)) mz√
1−m2z

 (5.13)
m˙z = −|γ0| [Heff,y cos(ϕ)−Heff,x sin(ϕ)]
√
1−m2z (5.14)
Dabei sind Heff,i (i = x, y, z) die Komponenten des effektiven Feldes ~Heff ,
und die normierten Komponenten von ~J sind gegeben durch
mx = cos(ϕ)
√
1−m2z, my = sin(ϕ)
√
1−m2z, mz . (5.15)
Da sich im vorhergehenden Abschnitt herausstellte, dass das Ummagnetisie-
ren eines anfangs in +x-Richtung magnetisierten Zylinders durch ein ex-
ternes Feld ~Hext in −x-Richtung dem Spinsystem wesentlich mehr Ener-
gie zufu¨hrt als externe Felder in y- bzw. z-Richtung, und diese Energie
zur Anregung von Dipol-Austausch-Spinwellen beitra¨gt, was sich ungu¨nstig
auf den Umschaltprozess auswirkt, wird im Folgenden stets Hx = 0 gesetzt
( ~Hext = (Hx, Hy, Hz)), wa¨hrend verschiedene andere Parameter variiert wer-
den.
a) ~Hext = (0, Hy, 0), Ku = 0:
Die Gleichungen (5.13) und (5.14) vereinfachen sich wie folgt:
ϕ˙ ≈ −|γ0| (Nz +Hy sin(ϕ)) ·mz ≈ −|γ0|Nzmz (5.16)
m˙z ≈ −|γ0|Hy cos(ϕ) (5.17)
6Unter der Annahme α  1 spielt die Da¨mpfung innerhalb der ersten halben Pra¨zes-
sionsdauer von ~J , die hier entscheidend ist, eine untergeordnete Rolle.
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wobei Nz = Nzz ·JS/µ0 mit dem Entmagnetisierungsfaktor eines homo-
gen magnetisierten Zylinders Nzz in z-Richtung ist, hier im Fall einer
flachen Zylinderstruktur kann Nzz ≈ 1 gesetzt werden. Fu¨r das exter-
ne Feld Hy soll Hy  JS/µ0 gelten. Nochmaliges Differenzieren von
(5.16) nach der Zeit t, Ersetzen von m˙z durch (5.17) und beidseitige
Multiplikation mit 2ϕ˙ ergibt eine Gleichung fu¨r ϕ˙2, die durch korrekte
Einbindung der Anfangsbedingung ϕ˙(0) = 0 und durch Trennung der
Variablen zur Gleichung∫ t0
0
dt =
∫ ϕ(t0)
0
dϕ
ω
√
2 sin(ϕ)
(5.18)
fu¨hrt. Die Umschaltzeit t1/2 ist dann gegeben durch t0 = t1/2 und
ϕ(t1/2) = pi, woraus folgt [89, 90]:
t1/2 =
2
ω
·K
(
1√
2
)
≈ 3.71
ω
(5.19)
Dabei ist ω = |γ0|
√
NzHy; K ist das vollsta¨ndige elliptische Integral er-
ster Gattung. Abbildung 5.11 zeigt t1/2 als Funktion von Hy, wobei zum
Abbildung 5.11: Umschaltzeit t1/2 fu¨r einen single-domain-Zylinder als Funk-
tion von Hy; miteingetragen sind die Ergebnisse aus den Simulationen.
Vergleich die Ergebnisse aus der Simulation fu¨r den Permalloy-Zylinder
mit Radius R = 75 nm und Ho¨he h = 2 nm (JS = 1 T, α = 0.008) einge-
tragen sind (Ausgangszustand war jeweils der in Abbildung 5.1 darge-
stellte onion-state). In den Simulationen wurde t1/2 dadurch bestimmt,
dass mx(t) bei t1/2 das ”
erste Minimum“ annahm (vgl. Abbildung 5.3).
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b) ~Hext = (0, Hy, Hz), Hext = | ~Hext| = const., Ku = 0:
In analoger Weise kann t1/2 fu¨r den Fall berechnet werden, dass das
externe Feld in der (y− z)-Ebene gedreht wird. Die Gleichungen (5.13)
und (5.14) ko¨nnen wieder vereinfacht werden:
ϕ˙ ≈ −|γ0| (Nz +Hy sin(ϕ)) ·mz + |γ0|Hz ≈
≈ −|γ0| (Nzmz −Hz) (5.20)
m˙z ≈ −|γ0|Hy cos(ϕ) (5.21)
Bezeichnet man mit Φ den Winkel zwischen ~Hext und +y-Richtung (fu¨r
Φ = 0o ist also ~Hext = (0, Hy, 0), bzw. fu¨r Φ = 90
o ist ~Hext = (0, 0, Hz)),
so la¨sst sich t1/2 schreiben als:
t1/2 =
1√
2 · ω
∫ pi
0
dϕ√
sin(ϕ) cos(Φ) + Hext
2Nz
sin2(Φ)
(5.22)
Dabei ist ω = |γ0|
√
NzHext. Abbildung 5.12 zeigt t1/2 als Funktion des
Winkels Φ, wobeiH = 500 Oe gesetzt wurde. Die Auswertung des Inter-
Abbildung 5.12: Umschaltzeit t1/2 als Funktion des Winkels Φ, wobei Hext =
500Oe gesetzt wurde; miteingetragen sind die Ergebnisse aus den Simulatio-
nen.
gals (5.22) fu¨hrt auf elliptische Integrale, hier wurde jedoch (5.22) nu-
merisch ausgewertet. Zum Vergleich sind in Abbildung 5.12 wieder die
Simulationsergebnisse eingetragen. Die zunehmende Diskrepanz zwi-
schen Theorie und Simulation fu¨r Φ ≥ 70o ist darauf zuru¨ckzufu¨hren,
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dass in der Theorie (5.13) und (5.14) die Da¨mpfung vernachla¨ssigt wur-
de, so dass es zu keiner Relaxation von ~J in Richtung externes Feld
kommt. Durch die Hy-Komponente von ~Hext wird ~J in −z-Richtung
ausgelenkt, das dadurch entstehende Streufeld in +z-Richtung und die
Hz-Komponente des externen Feldes u¨ben beide ein Drehmoment auf
~J aus, welches ~J in −x-Richtung dreht. Aufgrund der nicht verschwin-
denden Da¨mpfung in der Simulation relaxiert ~J in Richtung externes
Feld (also fu¨r Φ ≥ 70o insbesondere in Richtung Hz), was eine Abnah-
me des Streufeldes in +z-Richtung zur Folge hat. Dadurch wiederum
verringert sich die Pra¨zessionsgeschwindigkeit von ~J . Wird Jz positiv,
so entsteht sogar ein Streufeld in −z-Richtung, welches die Bewegung
von ~J abbremst; dies wird besonders im Fall Φ = 90o deutlich.
c) ~Hext = (0, Hy, 0), Ku 6= 0:
Im letzten Fall wird ein externes Feld in +y-Richtung angenommen,
wa¨hrend die uniaxiale Anisotropiekonstante Ku (mit energetisch be-
vorzugter x-Achse) variiert wird. Unter Einfu¨hrung der
”
reduzierten“
Anisotropiekonstanten ku = (2Ku)/JS vereinfachen sich die Gleichun-
gen (5.13) und (5.14) zu:
ϕ˙ ≈ −|γ0|
(
Nz +Hy sin(ϕ) + ku cos
2(ϕ)
)
·mz ≈
≈ −|γ0|Nzmz (5.23)
m˙z ≈ −|γ0| (Hy cos(ϕ)− ku sin(ϕ) cos(ϕ)) (5.24)
Daraus la¨sst sich wieder t1/2 angeben:
t1/2 =
1√
2 · ω
∫ pi
0
dϕ√
sin(ϕ)− ku
2Hy
sin2(ϕ)
(5.25)
Wobei ω = |γ0|
√
NzHy ist. Auch hier wird das Integral (5.25) nu-
merisch ausgewertet. In Abbildung 5.13 ist t1/2 als Funktion der An-
isotropiekonstanten Ku dargestellt, wobei Hy = 500 Oe gesetzt wur-
de. Zum Vergleich sind wieder die Simulationsergebnisse miteingetra-
gen. Die zunehmende Abweichung zwischen Theorie und Simulation
fu¨r Ku ≥ 25 kJ/m3 la¨sst sich vermutlich in erster Linie auf die Inho-
mogenita¨t des Streufeldes und die damit verbundene Abweichung vom
”
idealen“ single-domain-Verhalten zuru¨ckfu¨hren. In der Simulation lie-
gen die Spins im Ausgangszustand (siehe Abbildung 5.1) in der Regel
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Abbildung 5.13: Umschaltzeit t1/2 als Funktion der Anisotropiekonstanten
Ku, das externe Feld zeigt in +y-Richtung, mit Hy = 500Oe; miteingetragen
sind die Ergebnisse aus den Simulationen.
nicht exakt parallel zur x-Achse, so dass das anfa¨ngliche Drehmoment,
welches durch das externe Feld erzeugt wird, bei diesen Spins nur ver-
mindert wirken kann. Dieser Effekt macht sich mit einer sta¨rker wer-
denden Anisotropie Ku, welche die Spins in x-Richtung festhalten will,
zunehmend bemerkbar; folglich erho¨hen sich auch die Umschaltzeiten
t1/2. Eine schwache uniaxiale Anisotropie Ku ≤ 5 kJ/m3 dagegen hat
fu¨r
”
genu¨gend“ starkes Hy praktisch keinen Einfluss auf die Umschalt-
zeiten t1/2.
Insgesamt zeigt sich also, dass bei der weitgehend analytischen Berechnung
der Umschaltzeiten t1/2 die Annahme eines single-domain-Verhaltens wa¨hrend
des Ummagnetisierungsprozesses durchaus sinnvoll ist. Diese Annahme wur-
de auch in [91] benutzt, um das Umschaltverhalten von Teilchen mit starker
uniaxialer Anisotropie zu untersuchen. Der Einfluss verschiedener, variabler
”
a¨ußerer“ Parameter auf t1/2 kann damit quantitativ ”
abgescha¨tzt“ werden.
Nachdem in diesem Kapitel der single-domain-Zustand bezu¨glich seiner
”
Um-
schaltdynamik“ ausfu¨hrlich behandelt wurde, werde ich im na¨chsten Kapitel
die Dynamik des Vortexzustandes eingehend untersuchen.
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Kapitel 6
Dynamik des Vortexzustandes
in flachen Kreisstrukturen
In diesem Kapitel werden verschiedene dynamische Aspekte des Vortexzu-
standes untersucht. Dabei wird im Folgenden zwischen den Richtungen des
extern angelegten Feldes unterschieden: als Erstes werden zeitabha¨ngige in-
plane-Felder behandelt, und als Zweites erfolgt die Anregung des Vortexzu-
standes durch zeitabha¨ngige out-of-plane-Felder.
6.1 Zeitabha¨ngige in-plane-Felder
Dieser Abschnitt beinhaltet die Anregung der Vortexstruktur durch zeitab-
ha¨ngige externe Felder, die in der Schichtebene angelegt werden. Die Mo¨glich-
keit, Vortexstrukturen als mo¨gliche Datenspeicherelemente zu verwenden (wo-
bei sowohl die Vortizita¨t, also der Drehsinn des Vortex, als auch die Polarisa-
tion des Vortexkerns ausgenutzt werden), verlangt, dass sowohl die Vortizita¨t
als auch die Polarisation unabha¨ngig voneinander geschaltet werden ko¨nnen.
Um die Vortizita¨t durch in-plane-Felder schalten zu ko¨nnen, muss der Vortex
vollsta¨ndig aus dem Zylinder gedra¨ngt werden. Die Vortizita¨t des in Rema-
nenz (also nach Abschalten des externen Feldes) neu entstehenden Vortex
kann jedoch bei Zylindern nicht beeinflusst werden, die entstehenden
”
Chi-
ralita¨ten“ (Drehsinne) sind statistisch verteilt [92]. Durch Manipulation der
Form des Zylinders kann aber ein bestimmter Drehsinn bevorzugt werden
[92]. Auf jeden Fall muss der Vortexkern aus dem Zylinder gedra¨ngt werden,
daher wird zuna¨chst der Annihilationsvorgang na¨her betrachtet.
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6.1.1 Annihilation des Vortex
Ausgangspunkt ist ein Permalloy-Zylinder (Radius R = 150 nm, Ho¨he h =
4 nm, A = 13 · 10−12 J/m, JS = 1.08 T, Ku = 0) mit stabiler Vortex-
konfiguration, an dem zur Zeit t = 0 ein externes in-plane-Feld ~Hext =
(0,−Hy, 0) (Hy > 0) angelegt wird. Ist der Drehsinn des Vortex dem Uhr-
zeigersinn entgegengerichtet, dann wird der Vortexkern in die positive x-
Richtung verschoben. Es wird jeweils in Abha¨ngigkeit von Hy die ”
kritische“
Zeitdauer tk bestimmt, in der der Vortexkern bis zum Rand des Zylinders
gedra¨ngt wird (also bis die Verschiebung ∆ = R ist). In Abbildung 6.1 sind
die Simulationsergebnisse fu¨r verschiedene Gilbert-Da¨mpfungsparameter α
aufgetragen. Wird das externe Feld bei t = tk abgeschaltet, so entscheiden
Abbildung 6.1:
”
Kritische“ Zeitdauer tk der Vortexannihilation in Abha¨ngig-
keit vom externen Feld Hy; es sind Ergebnisse fu¨r verschiedene Gilbert-Da¨mp-
fungsparameter α dargestellt.
energetische Aspekte daru¨ber, ob der Vortexkern in die Zylindermitte zuru¨ck-
wandert (∆ → 0) oder ga¨nzlich aus dem Zylinder verschwindet (∆ →∞, das
wa¨re dann der U¨bergang zu einem single-domain-Zustand). Dies sei jedoch
hier nicht weiter von Interesse.
Wird beru¨cksichtigt, dass zum Schalten der Vortizita¨t zusa¨tzlich zur Zeit
tk noch die Zeit der vollsta¨ndigen Verdra¨ngung der Vortexstruktur aus dem
Zylinder und die Enstehungszeit des neuen Vortex hinzukommen, so wird
aus Abbildung 6.1 ersichtlich, dass starke Felder Hy beno¨tigt werden, um
Schaltzeiten im unteren ns-Bereich zu erhalten. Daru¨berhinaus kommt es je
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nach Sta¨rke von Hy und Gro¨ße von α zu Instabilita¨ten im sich verschieben-
den Vortexkernbereich, die zur A¨nderung der Polarisation und damit zur
Zersto¨rung der darin enthaltenen Information fu¨hren ko¨nnen. In Abbildung
6.1 ist der Vortexkernbereich jeweils nur bis zum Endpunkt der zu den ver-
schiedenen α geho¨renden Kurven stabil: wa¨hrend fu¨r α = 1.0 erst fu¨r Felder
Hy > 1.1 kOe im Vortexzentrum Instabilita¨ten auftreten, geschieht dasselbe
fu¨r α = 0.01 bereits bei Hy = 200 Oe. Abbildung 6.2 zeigt in einer (Hy, α)-
Ebene die Trennlinie zwischen den Bereichen, in denen der Vortexkern stabil
bzw. instabil ist.
Abbildung 6.2: Trennlinie, welche die
”
dynamische“ Stabilita¨t bzw. Insta-
bilita¨t des Vortexkernbereiches wa¨hrend der Annihilation des Vortex durch
in-plane-Felder in einer (Hy, α)-Ebene zeigt.
Im Fall α = 0.02 und Hy = 300 Oe ist in Abbildung 6.3 eine Bildsequenz
aus der Vortexannihilation dargestellt, wie sie in der Simulation erhalten
wurde. Deutlich zu erkennen ist die wa¨hrend der Annihilation auftretende
Instabilita¨t des Vortexkerns. Auffa¨llig ist daru¨berhinaus, dass der Vortex-
kern nicht exakt in die positive x-Richtung verschoben wird, sondern seitlich
nach oben abgedra¨ngt wird. Dies la¨sst sich dadurch erkla¨ren, dass wa¨hrend
der ersten ca. 100 ps sich eine Art 180o-Wand zwischen 0 und R ausbildet,
deren Endpunkt an den Vortexkern gekoppelt ist. Unter dem Einfluss des
in-plane-Feldes Hy tendiert die Wand dazu, sich mit einer Bewegungsrich-
tung parallel zu ±Hy aus dem Zylinder zu entfernen (bei t = 0.6 ns kann
die Wand immer noch identifiziert werden), wa¨hrend der Vortexkern einer
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Abbildung 6.3: Bildsequenz einer Vortexannihilation (α = 0.02, Hy =
300Oe): dieser Prozess erweist sich als komplizierter und
”
langwieriger“
Vorgang.
gyromagnetischen Bewegung (siehe dazu weiter unten) unterworfen ist. Die
Kopplung zwischen Vortexkern und Wand fu¨hrt zu dem beobachteten, kom-
plizierten Annihilationsvorgang. Ein weiterer erwa¨hnenswerter Aspekt, der
in Abbildung 6.3 auftaucht, ist die Dauer der Vortexannihilation: trotz des
starken in-plane-Feldes Hy von 300 Oe dauert es etwa 1.5 ns, bis der Zylinder
in einem single-domain-Zustand ist, wobei noch immer ein großer Teil der
durch das externe Feld zugefu¨hrten Energie im Spinsystem vorhanden ist
und sich durch Nachschwingen bemerkbar macht. Damit ergibt sich die Vor-
texannihilation durch in-plane-Felder als komplizierter und
”
langdauernder“
Prozess, der sich als Teil des Schaltvorgangs der Vortizita¨t eher ungu¨nstig
darstellt.
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6.1.2 Anregung der Vortexstruktur durch in-plane-Feld-
pulse
Im vorangehenden Abschnitt wurde ein sehr starkes in-plane-Feld instan-
tan angelegt, wodurch die Vortexstruktur vernichtet wurde. Hier sollen die
angelegten in-plane-Feldpulse eine sehr viel geringere Sta¨rke haben, so dass
es zwar zu einer kleinen Auslenkung des Vortexzentrums kommt, allerdings
bleibt die Vortexstruktur erhalten, und es lassen sich die elementaren Anre-
gungen einer solchen Vortexstruktur na¨her untersuchen.
Zuna¨chst wird wieder ein Permalloy-Zylinder mit R = 150 nm, h = 4 nm,
JS = 1 T und α = 0.008 (A = 13 · 10−12 J/m, Ku = 0) betrachtet, der
stabile Grundzustand ist der Vortexzustand. An diesen Zylinder wird nun
bei t = 0 ein in-plane-Feldpuls in +x-Richtung der Sta¨rke 10 Oe und der
Dauer 100 ps angelegt. In Abbildung 6.4 ist die u¨ber den Zylinder gemit-
telte x-Komponente mx als Funktion der Zeit t aufgetragen. Daraus sind
Abbildung 6.4: Anregung eines Permalloy-Zylinders (R = 150 nm, h = 4 nm)
durch einen in-plane-Feldpuls in +x-Richtung der Sta¨rke 10Oe und der Dau-
er 100 ps: hier sind die u¨ber den Zylinder gemittelte mx-Komponente als
Funktion der Zeit und das zugeho¨rige Amplitudenspektrum der Fouriertrans-
formation dargestellt.
im Wesentlichen drei Frequenzen sichtbar, was auch eine Fouriertransfor-
mation besta¨tigt (siehe ebenfalls Abbildung 6.4): eine sehr niedrige Fre-
quenz f1 = 0.07 GHz und zwei ho¨here, nahe beieinander liegende Frequenzen
f2 = 5.49 GHz und f3 = 6.04 GHz, welche die auftretende Schwebung ver-
ursachen. Die langwellige Frequenz f1 ist zwar im Fourierspektrum nicht
sichtbar (U¨berlagerung durch Artefakte der Fouriertransformation, die auf
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einen endlichen Wellenzug angewendet wird), la¨sst sich aber aus der Bewe-
gung des Vortexzentrums erkla¨ren [93]: das Vortexzentrum wird durch den
Feldpuls etwas ausgelenkt, wandert jedoch nach Abschalten des Feldpulses
nicht direkt in die Zylindermitte zuru¨ck, sondern wird auf eine spiralfo¨rmige
Bahn um die Zylindermitte gezwungen. Eine anschauliche Erkla¨rung ist wie
folgt: durch den externen Feldpuls wurde dem Spinsystem Energie zugefu¨hrt,
die im Wesentlichen in die Dipolenergie floss (Streufelder am Zylinderrand).
Nach Abschalten des Feldpulses geht diese Dipolenergie im Gegensatz zur
Zeeman-Energie nicht augenblicklich verloren. Da nun das Vortexzentrum
durch das entstandene Streufeld in die Mitte zuru¨ckgedru¨ckt wird, und da
die LLG-Gleichung (2.24) fu¨r sehr kleines α (wie es hier der Fall ist) innerhalb
kleiner Zeitintervalle na¨herungsweise energieerhaltend ist, muss das Vortex-
zentrum senkrecht zur radial wirkenden
”
Kraft“ ausweichen, wodurch es zu
einer Kreisbewegung des Vortexkerns um die Zylindermitte kommt. Durch
die geringe Da¨mpfung, die durch das kleine α gegeben ist, geht allma¨hlich
Energie verloren und der Vortexkern na¨hert sich insgesamt auf einer Spiral-
bahn der Ausgangslage, welche die Zylindermitte ist. Analytisch kann diese
Vortexkernbewegung durch die Gleichung von Thiele [94] (oder auch [95])
beschrieben werden, in welcher vereinfachend vorausgesetzt wird, dass die
Form des Vortexkerns erhalten bleibt. Guslienko [93] hat diese Gleichung
von Thiele auf den hier betrachteten Fall angewendet und erha¨lt:
~G× ∂
~X
∂t
− ∂E(
~X)
∂ ~X
= ~0 (6.1)
Hierbei ist ~G der in [94] definierte
”
Gyrovektor“, ~X gibt die Position des
Vortexzentrums an und E( ~X) ist die von ~X und damit von der Verschiebung
∆ des Vortexzentrums abha¨ngige Energie der Vortexstruktur. Da hier nur
kleine Verschiebungen ∆  R betrachtet werden, la¨sst sich mit dem
”
Po-
sitionsvektor“ ~X in Zylinderkoordinaten ~X = (∆, ψ, z) die Energie E( ~X)
schreiben als
E( ~X) = E(∆) = E∆d + E
∆
ex. (6.2)
Dabei sind E∆d bzw. E
∆
ex gegeben durch (3.56) bzw. (3.63), die Zeeman-
Energie E∆z verschwindet, da kein externes Feld anliegt, und das Streufeld
des Vortexkerns braucht nicht beru¨cksichtigt zu werden, da es fu¨r ∆  R
konstant ist, d. h. nicht von ∆ abha¨ngt. Mit dem Ansatz (3.12) fu¨r die mz-
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Komponente erha¨lt man fu¨r den Gyrovektor
~G = −2pihJS|γ0| · ~ez, (6.3)
wobei ~ez der Einheitsvektor in z-Richtung ist. Beachtet man, dass ∂ ~X/∂t =
~ω× ~X = ω ·~ez × ~X und ∂E( ~X)/∂ ~X = (∂E(∆)/∂∆, 0, 0) sind, so erha¨lt man
mit derselben Na¨herung fu¨r (∂E∆ex/∂∆) wie in (3.69) fu¨r die Umlauffrequenz
f1 = ω1/(2pi):
f1 ≈ |γ0|JS
4piµ0
·
(
Ω− l
2
m
R2
)
(6.4)
Im Wesentlichen wurde dieses Ergebnis auch in [93] erhalten, dabei wurde
zwar eine etwas andere Profilfunktion mz(r) verwendet, der Wert des Gyro-
vektors (6.3) ist jedoch derselbe.
Hier ergibt sich mit Ω = 0.0221: f1 = 0.29 GHz. Der Wert aus der Simulation
wird also deutlich u¨berscha¨tzt. Das liegt daran, dass die Streufelder durch die
Annahme einer bei Verschiebung konstant bleibenden Vortexstruktur (kein
”
Einknicken“ der Spins am Rand des Zylinders) vor allem bei kleinen Ver-
schiebungen als viel zu hoch angenommen werden (vgl. Abbildung 3.15),
und folglich die ru¨cktreibende Kraft und die Geschwindigkeit des Vortex-
kerns entsprechend ansteigen. Dieses Problem ist auch in [93] beschrieben,
wo mit einem modifizierten Modell fu¨r die verschobene Vortexstruktur, in
dem keine Oberfla¨chenladungen am Zylinderrand auftreten, deutlich bessere
Ergebnisse erzielt werden. U¨berdies handelt es sich in den Simulationen um
ein dynamisches Zusammenspiel von Austausch- und Dipolwechselwirkung,
wa¨hrend im analytischen Modell nur eine starre Vortexstruktur angenommen
wurde.
Ebenfalls in [93] wurde der Einfluss der Da¨mpfung in der LLG-Gleichung
beru¨cksichtigt, woraus eine, wie oben beschrieben, spiralfo¨rmige Bahn des
Vortexzentrums in die Ausgangslage zuru¨ck folgt.
In den Simulationsrechnungen wurden mit dem Programm OOMMF bzw.
mit dem
”
LLG Micromagnetics Simulator“ zum Teil unterschiedliche Ergeb-
nisse fu¨r f1 erhalten. Dies liegt zum einen daran, dass im ”
LLG Microma-
gnetics Simulator“ der stufenfo¨rmige Zylinderrand, wie er z. B. in Abbildung
5.7 gezeigt ist, durch eine
”
edge correction“ teilweise korrigiert werden kann,
was eine Reduzierung des durch die Diskretisierung verursachten Streufeldes
nach sich zieht. Die in Abbildung 6.4 dargestellten Ergebnisse wurden unter
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Benutzung dieser Randkorrektur erhalten, in OOMMF ist diese Randkorrek-
tur nicht mo¨glich. Und zum anderen kann die modifizierte Darstellung des
Austauschfeldes in OOMMF, wie in Abschnitt 2.3 erwa¨hnt, die Bewegung
des Vortexkerns beeinflussen [96]. Aber abgesehen von diesen Unterschieden
in den Simulationsprogrammen, kommt es im Allgemeinen allein durch die
Diskretisierung bereits zu einer Beeinflussung der Beweglichkeit des Vortex-
kerns, wobei hier lediglich auf [96] verwiesen sei.
Im Experiment konnte diese Vortexkernbewegung bereits nachgewiesen wer-
den [97], auch hier liegen die Umlauffrequenzen deutlich unterhalb der theo-
retisch ermittelten Werte (6.4).
Bemerkenswert an der Umlauffrequenz (6.4) ist jedoch, dass f1 unabha¨ngig
von der Verschiebung ∆ ist, wie dies auch in Simulationsrechnungen besta¨tigt
werden konnte: an demselben Zylinder wie bereits zu Anfang dieses Ab-
schnitts beschrieben (R = 150 nm, h = 4 nm) wurden fu¨r unterschiedliche
Verschiebungen ∆ die Umlauffrequenzen f1 bestimmt, das verwendete Si-
mulationsprogramm war jeweils OOMMF, wodurch (wie oben erwa¨hnt) sich
ein anderes f1 ergibt als aus Abbildung 6.4. In folgender Tabelle sind die
Simulationsergebnisse fu¨r 3 verschiedene ∆ aufgelistet:
∆ 12.6 nm 19.0 nm 28.3 nm
f1 0.145 GHz 0.143 GHz 0.145 GHz
Diese Konstanz von f1 bedeutet, dass mit zunehmender Verschiebung ∆
auch die Bahngeschwindigkeit v1 des Vortexkerns gema¨ß v1 = ∆ · ω1 an-
steigen muss. Fu¨r den hier betrachteten Zylinder wu¨rde man z. B. mit f1 =
0.29 GHz und einer Verschiebung ∆ = R/10 = 15 nm eine Bahngeschwindig-
keit des Vortexkerns von v1 ≈ 27.3 nm/ns = 27.3 m/s ≈ 100 km/h erhalten.
Auch wenn diese Bahngeschwindigkeit v1 wegen der oben erwa¨hnten Gru¨nde
u¨berscha¨tzt wu¨rde, kann man doch so eine ungefa¨hre Vorstellung von der
Gro¨ßenordnung bekommen, in welcher sie liegt.
Was aus dem Amplitudenspektrum in Abbildung 6.4 im unteren Frequenz-
bereich noch ersichtlich ist, ist der Frequenzpeak bei 0.24 GHz. Dies ist die
Frequenz, mit der die
”
Amplitudenmodulation“ oszilliert, d.h. es handelt sich
um die halbe Schwebungsfrequenz 1
2
(f3 − f2).
Die beiden Frequenzen f2 = 5.49 GHz und f3 = 6.04 GHz sind angereg-
te Moden des Spinsystems, u¨ber die eine lokale Fouriertransformation der
mx(t)-Komponente na¨heren Aufschluss geben kann. In Abbildung 6.5 sind
die Amplituden- und Phasenverteilungen dieser beiden Frequenzen gezeigt.
Danach scheint es so, als ob die Mode mit f2 = 5.49 GHz an das sich bewe-
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Abbildung 6.5: Amplitude und Phase von mx fu¨r die Frequenzen f2 =
5.49GHz und f3 = 6.04GHz. Die Farbgebung ist wie in Abbildung 5.10.
gende Vortexzentrum koppelt, wa¨hrend die Mode mit f3 = 6.04 GHz davon
entkoppelt ist1. Die Phase a¨ndert sich im Bereich mit positivem x bzw. ne-
gativem x kontinuierlich jeweils von 0 bis pi. Dies ist jedoch zuna¨chst wie der
entlang der y-Achse auftretende Phasensprung um pi, aus der LLG-Gleichung
(2.24) nicht unmittelbar einsichtig, da die Spins im gesamten Volumen nach
Anlegen des externen Feldes bezu¨glich der mx-Komponente gleichphasig os-
zillieren sollten. Eine mo¨gliche Erkla¨rung fu¨r diese Diskrepanz gibt ein Si-
mulationsfilm, in dem orts- (4 nm) und zeitaufgelo¨st (1 ps) die Bewegung der
Spins beobachtet werden kann: unmittelbar nach Anlegen des Feldes oszillie-
ren die Spins in der Umgebung der y-Achse bezu¨glich der mx-Komponente
tatsa¨chlich gleichphasig (siehe Abbildung 6.6), so wie es der LLG-Gleichung
(2.24) nach sein soll. Nach Abschalten des Feldes gera¨t jedoch diese Bewegung
zunehmend außer Takt, und es stellt sich ein neuer Zustand ein: die Spins
schwingen in Gegenphase. Ein Grund fu¨r diese Phasena¨nderung ko¨nnte in
der Energie liegen: bei Gleichphasigkeit kommt es entlang der y-Achse zu lo-
kalen Energieoszillationen (der Winkel zwischen benachbarten Spins nimmt
1Im Fall von f3 = 6.04 GHz ist in der Amplitudenverteilung deutlich erkennbar, dass
ringfo¨rmig um das Vortexzentrum die Amplitude verschwindet, was fu¨r f2 = 5.49 GHz
nicht zutrifft.
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Abbildung 6.6: Oszillation der Spins entlang der y-Achse im externen Ma-
gnetfeld ~Hext = (−Hx, 0, 0) (Hx > 0): die Spins oszillieren bzgl. der mx-
Komponente gleichphasig (S1 bewegt sich ”
nach unten“, wa¨hrend gleichzeitig
S2 ”
nach oben“ schwingt, und umgekehrt; die Gegenphasigkeit bzgl. der my-
Komponente folgt aufgrund des Vorzeichenwechsels von my).
periodisch ab und wieder zu, und damit auch die Austauschenergiedichte
∼ (grad ~m)2 und die Streufeldenergiedichte ∼ div ~m), die durch ein gegen-
phasiges Schwingen vermindert werden ko¨nnen. Diese Gegenphasigkeit baut
sich jedoch mit zunehmener Entfernung von der y-Achse wieder ab, wodurch
es zu der beobachteten kontinuierlichen Phasena¨nderung kommt.
Ein analytischer Zugang ist hier a¨ußerst schwierig und bisher nicht gelun-
gen: durch den in-plane-Feldpuls und die Auslenkung des Vortexzentrums
kommt es na¨mlich zur Brechung der Symmetrie der angeregten Moden. Die
Komplexita¨t des Problems wird auch in der oben besprochenen komplizierten
ra¨umlichen Phasenverteilung deutlich. Allerdings sei hier auf eine
”
gewisse“
Analogie zu 2-Niveau-Systemen, wie sie in der Quantenmechanik vorkom-
men, hingewiesen: in [98] (Abschnitt 3.2) wird ein solches 2-Niveau-System
diskutiert, wobei die Eigenzusta¨nde des Systems nur schwach unterschiedli-
che Energieeigenwerte besitzen, aber extrem unterschiedliche Eigenvektoren.
Im Folgenden wurde an den Zylinder ein statisches externes Feld Hbias in
+y-Richtung angelegt, so dass es zu einer Verschiebung des Vortexzentrums
in −x-Richtung kommt (die Vortizita¨t ist entgegen dem Uhrzeigersinn gerich-
tet). Senkrecht zum FeldHbias (also in +x-Richtung) wurde in der Ebene wie-
der ein externer Feldpuls (10 Oe, 100 ps) angeschaltet, um die Vortexstruktur
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anzuregen. In Abbildung 6.7 sind die Frequenzen der aus den Fouriertrans-
formationen der jeweiligen gemittelten mx-Komponenten erhaltenen Moden
gegen Hbias aufgetragen. Dabei zeigt sich, dass bei kleinem Hbias zuna¨chst zu
Abbildung 6.7: Frequenzen der Moden des Spinsystems als Funktion des sta-
tischen externen, in +y-Richtung angelegten Feldes Hbias; miteingetragen ist
die Kittel-Formel (6.5) fu¨r die uniforme Pra¨zession von ~J .
den beiden Frequenzen f2 und f3 eine dritte, u¨ber f3 liegende Frequenz f4 hin-
zukommt, wie in Abbildung 6.8 gezeigt ist. Mit zunehmendemHbias nimmt f3
leicht ab, wa¨hrend f4 weiter ansteigt, bis ab ca. Hbias = 60 Oe f3 und f4 nicht
mehr zu sehen sind. Die niedrigere Frequenz f2 bleibt in etwa konstant, bis
es bei Hbias = 200 Oe zu einem abrupten Sprung zu zwei neuen, tiefer liegen-
den Frequenzen f01 = 4.64 GHz und fl = 2.81 GHz kommt (siehe Abbildung
6.8). Der Grund fu¨r diesen Sprung liegt darin, dass ab Hbias = 200 Oe das
Vortexzentrum aus dem Zylinder verdra¨ngt ist und nun eine neue Magneti-
sierungskonfiguration vorliegt: der single-domain-Zustand, dessen Dynamik
im vorigen Kapitel untersucht wurde. In Abbildung 6.9 sind die zu diesen
zwei Frequenzpeaks geho¨renden lokalen Fouriertransformationen gezeigt. Die
ho¨here Frequenz f01 la¨sst sich wieder der rotationssymmetrischen Mode zu-
ordnen, deren mz-Komponente proportional zur Besselfunktion 0. Ordnung
ist. Fu¨r f01 ergibt sich aus der Theorie (5.9), (5.10) und (5.12) mit der Rand-
bedingung gepinnter Spins f01 = 5.41 GHz. Der Wert f01 = 4.64 GHz aus der
Simulation liegt unterhalb dieses theoretischen Wertes, die Gru¨nde fu¨r diese
Abweichung wurden bereits in Abschnitt 5.2 diskutiert, sie liegen in erster
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Abbildung 6.8: Amplitudenspektren bezu¨glich der mx-Komponente fu¨r Hbias =
20Oe und Hbias = 200Oe (Hbias war jeweils in +y-Richtung angelegt).
Linie in der Inhomogenita¨t des Streufeldes innerhalb des Zylinders, welche
sich deutlich an der ovalen Form der Amplitudenverteilung zeigt. Dieser Ein-
fluss des inhomogenen Streufeldes zeigt sich auch im Experiment [99]. Bei der
unteren Frequenz fl = 2.81 GHz handelt es sich offenbar um eine lokalisier-
te Mode [100, 101]: die Bereiche mit dem sta¨rksten Streufeld (der Zylinder
ist in +y-Richtung magnetisiert) unterscheiden sich bezu¨glich des effektiven
Feldes und damit der Pra¨zessionsfrequenzen merklich von den u¨brigen Be-
reichen (siehe hierzu auch Anhang A). Der Grund, dass hier die im vorigen
Kapitel beobachteten, ho¨heren Moden eines single-domain-Teilchens (siehe
Abbildung 5.10) nicht oder nur sehr minimal auftreten, ist darin zu suchen,
dass durch den hier verwendeten Feldpuls bestimmte Moden offenbar nicht
angeregt werden. Durch die geringe Sta¨rke des Feldpulses kommen u¨berdies
in der LLG-Gleichung (2.24) nur die linearen Terme zum Tragen, wa¨hrend
nichtlineare Terme und damit ein mo¨glicher Energietransfer von einer Mode
zur anderen weitgehendst unterdru¨ckt sind.
Es ist auffa¨llig, dass bei kleinen single-domain-Teilchen die uniforme Mode,
deren Frequenz durch die Kittel-Formel [102] gegeben ist, nicht auftritt (siehe
Abbildung 6.7):
f ≈ |γ0|MS
2pi
√
Hbias
MS
·
(
Hbias
MS
+ 1
)
. (6.5)
Der Grund ist offenbar die Inhomogenita¨t des Streufeldes, welche durch die
geringe Gro¨ße des Zylinders begu¨nstigt wird, so dass es hier zu keiner ein-
heitlichen Pra¨zession der Spins um das Feld Hbias kommt. Fu¨r flache Zylin-
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Abbildung 6.9: Lokale Fouriertransformation bezu¨glich der mx-Komponente
im Fall Hbias = 200Oe (angelegt in +y-Richtung): Amplitude und Phase der
beiden Frequenzen fl = 2.81GHz und f01 = 4.64GHz. Farbgebung wie in
Abbildung 5.10.
derstrukturen mit Durchmessern im µm-Bereich wird sich dieser Sachverhalt
zugunsten der Kittel-Formel a¨ndern, wie weiter unten gezeigt wird.
Der in Abbildung 6.7 gezeigte Verlauf von f2, f3 und f4 fu¨r Hbias < 200 Oe
la¨sst folgende mo¨gliche Erkla¨rung zu: wie eine lokale Fouriertransformati-
on bei Hbias = 20 Oe zeigt (siehe Abbildung 6.10), ist die zur unteren Fre-
quenz f2 = 5.43 GHz geho¨rende Mode offenbar die Mode, die bereits bei
Hbias = 0 Oe auftritt, die an das Vortexzentrum gekoppelt ist und das ge-
samte Zylindervolumen betrifft, wa¨hrend die zu f3 = 5.86 GHz geho¨rende
Mode nur auf den Bereich B+ fa¨llt, der durch die Verschiebung des Vortex-
zentrums vergro¨ßert wurde, und die zu f4 = 6.59 GHz geho¨rende Mode in
dem Bereich B− lokalisiert ist, der durch die Verschiebung des Vortexzen-
trums verkleinert wurde. Fu¨r Hbias = 0 Oe fallen f3 und f4 zusammen, daher
ist in diesem Fall nur f3 zu sehen. Durch die Vergro¨ßerung des Bereiches B+
mit zunehmendem Hbias nimmt die Sta¨rke des Austauschfeldes in B+ kon-
tinuierlich ab2, d. h. | ~Heff | wird kleiner und damit vermindert sich gema¨ß
der LLG-Gleichung (2.24) die Pra¨zessionsfrequenz, die durch die Sta¨rke von
2Die Radien der Kreise, an denen ~J tangential anliegt, werden gro¨ßer, wodurch sich die
Sta¨rke des Austauschfeldes vermindert.
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~Heff bestimmt wird. Im Bereich B− ist der Sachverhalt genau umgekehrt:
durch die Verkleinerung von B− nimmt die Sta¨rke des Austauschfeldes in B−
zu, d. h. die Pra¨zessionsfrequenz steigt an. Ab einem bestimmten Feld Hbias
Abbildung 6.10: Lokale Fouriertransformation bezu¨glich der mx-Komponente
im Fall Hbias = 20Oe (angelegt in +y-Richtung): Amplitude und Phase der
Frequenzen f2 = 5.43GHz, f3 = 5.86GHz und f4 = 6.59GHz. Farbgebung
wie in Abbildung 5.10.
ist die Verschiebung des Vortexkerns so groß, dass in dem dadurch entste-
henden kleineren Bereich B− durch die starke Austauschwechselwirkung (je
na¨her man sich am Vortexkern befindet, umso gro¨ßer wird die Austausch-
wechselwirkung) die Amplitude der angeregten Mode mit der Frequenz f4 so
stark
”
unterdru¨ckt“ wird, dass sie im Amplitudenspektrum nicht mehr er-
kennbar ist, wa¨hrend im vergro¨ßerten Bereich B+ die Frequenzen f2 und f3
zusammenfallen. Die Phasenverteilungen fu¨r Hbias = 20 Oe (siehe Abbildung
6.10) zeigen im Wesentlichen einen a¨hnlichen Verlauf wie im Fall Hbias = 0 Oe
(vgl. Abbildung 6.5).
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Ein etwas anderes Bild zeigt sich fu¨r die Vortexstruktur in einem Permalloy-
Zylinder (A = 13 · 10−12 J/m, JS = 1 T, α = 0.008) mit R = 2005 nm und
h = 20 nm, die ebenfalls mit einem in-plane-Feldpuls in +x-Richtung der
Sta¨rke 10 Oe und der Dauer 100 ps angeregt wurde: in Abbildung 6.11 sind
wieder die Frequenzen gegen das Bias-Feld Hbias (angelegt in +y-Richtung)
zu sehen. Fu¨r Hbias = 0 ist im Amplitudenspektrum der mx-Komponente
Abbildung 6.11: Frequenzen f2 und f3 der ”
mx-Moden“ in einem Permalloy-
Zylinder mit D = 4010 nm und h = 20 nm als Funktion des statischen, in +y-
Richtung anliegenden Feldes Hbias; miteingetragen sind experimentelle Daten
und die Kittel-Formel (6.5).
nur ein Frequenzpeak f3 beobachtbar, und erst ab Hbias = 15 Oe kommt ein
zweiter, tiefer liegender Peak f2 hinzu. Die ho¨here Frequenz f3 verschwindet
fu¨r Hbias ≥ 30 Oe, wa¨hrend die niedrigere Frequenz f2 mit zunehmendem
Hbias, und damit mit zunehmender Verschiebung des Vortexzentrums, in die
Kittel-Formel (6.5) fu¨r die uniforme Mode einer homogen magnetisierten,
unendlich ausgedehnten Schicht mu¨ndet. Der Vortex ist ab Hbias = 220 Oe
annihiliert. Auch hier kann eine lokale Fouriertransformation mehr Einblick
geben: in Abbildung 6.12 sind die Amplituden- und Phasenverteilungen der
mx-Komponente fu¨r f3 = 2.75 GHz (Hbias = 0) und fu¨r f2 = 2.53 GHz bzw.
f3 = 2.88 GHz (Hbias = 25 Oe) dargestellt. Wie man daraus erkennen kann,
ist die Amplitude der Mode fu¨rHbias = 0 vergleichbar mit der niedrigeren Fre-
quenz im Fall des 300 nm-Zylinders (f2 = 5.49 GHz in Abbildung 6.5), jedoch
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Abbildung 6.12: Lokale Fouriertransformation bezu¨glich der mx-Komponente
im Fall Hbias = 0Oe bzw. Hbias = 25Oe (jeweils in +y-Richtung angelegt):
Amplitude und Phase der Frequenzen f3 = 2.75GHz bzw. f2 = 2.53GHz und
f3 = 2.88GHz. Farbgebung wie in Abbildung 5.10.
hat man hier eine nahezu einheitliche Phasenverteilung. Fu¨r Hbias = 25 Oe
lassen sich die Moden nicht mehr so einfach mit denen des 300 nm-Zylinders
(Abbildung 6.10) vergleichen. Wa¨hrend im letztgenannten Fall die Ursache
fu¨r die Aufspaltung der Moden in der Austauschwechselwirkung zu suchen
war, so kann zwar diese hier auch einen Einfluss haben, jedoch wird die Di-
polwechselwirkung die dominantere Rolle spielen, was auch in der komplexen
Struktur sowohl in der Amplitude als auch in der Phase zu erkennen ist. Bei
f2 = 2.53 GHz scheint es im Bereich B−, der durch die Verschiebung des
Vortexzentrums verkleinert wurde, eine
”
zweibla¨ttrige“ Anregung zu sein,
wohingegen fu¨r f3 = 2.88 GHz nur eine ”
einbla¨ttrige“ Form auftritt. Bei bei-
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den Frequenzen kommen die ho¨chsten Amplituden im Bereich B− vor. Die
Strukturen selber besitzen ein Ausmaß von etwa 0.5×1.0µm, weshalb es sich
hier wohl auch um dipoldominierte Moden handelt. Es lassen sich zusa¨tzlich,
vor allem fu¨r f2 = 2.53 GHz, noch feinere Strukturen sowohl in der Ampli-
tude als auch in der Phase erkennen. U¨berdies treten neben f2 und f3 noch
Anregungen mit ho¨heren Frequenzen auf (mit und ohne Bias-Feld), die in der
lokalen Fouriertransformation identifiziert werden ko¨nnen und unter anderem
im Experiment beobachtet wurden [103, 104]. Allerdings fehlt aufgrund der
Aktualita¨t der Untersuchungen in diesem Bereich noch der tiefere Einblick
in die dynamischen Vorga¨nge, daher wird hier nicht mehr na¨her darauf ein-
gegangen. Die experimentellen Daten in Abbildung 6.11 [105] stimmen mit
dem Verlauf der Simulationsergebnisse nur fu¨r Bias-Felder ab etwa 100 Oe
u¨berein. Na¨here Gru¨nde fu¨r die Abweichungen sind bisher nicht untersucht
worden und sollen an dieser Stelle nicht ausfu¨hrlicher diskutiert werden.
Die im Fall des 300 nm-Zylinders beobachtbare Bewegung des Vortexzen-
trums konnte hier in den ra¨umlich gemittelten Komponenten von ~m nicht
erkannt werden. Der Grund liegt einerseits in der Gro¨ße des Zylinders (großes
Volumen) und andererseits in der geringen Auslenkung des Vortexzentrums,
so dass bei einer Mittelung die Information u¨ber die Vortexkernbewegung
verloren geht.
Es sei hier noch kurz auf [106] verwiesen, wo ebenfalls die Anregungen von
Vortexstrukturen in Anwesenheit eines in-plane-Bias-Feldes sowohl experi-
mentell als auch mit Hilfe von Simulationen untersucht wurden. Die Anre-
gung an sich in den Simulationen erfolgte jedoch dabei nicht durch einen
in-plane-Feldpuls, sondern durch eine Auslenkung von ~J in z-Richtung und
anschließende Relaxation. Die Resultate sind den obigen Ergebnissen a¨hn-
lich: es zeigt sich bei kleinen Bias-Feldern ebenfalls eine
”
Aufspaltung“ in
mehrere Moden.
6.2 Zeitabha¨ngige out-of-plane-Felder
In diesem Abschnitt wird der Einfluss von zeitabha¨ngigen Feldpulsen, die
senkrecht zur Zylinderebene stehen, auf die Vortexstruktur untersucht. Dazu
wird zuna¨chst wieder der Fall hoher Feldsta¨rken betrachtet, wa¨hrend danach
die elementaren Anregungen durch schwache Feldpulse behandelt werden.
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6.2.1 Schalten der Vortizita¨t durch out-of-plane-Feld-
pulse
Wird an einem Vortexzustand ein senkrechtes Feld angelegt, so beginnen die
Spins gema¨ß der LLG-Gleichung (2.24) (bei verschwindendem Da¨mpfungs-
parameter α) in der Zylinderebene zu pra¨zedieren. Durch diese Pra¨zession
kommt es am Zylinderrand zur Entstehung von Oberfla¨chenladungen und da-
mit zu einem Streufeld, welches die weitere Pra¨zessionsbewegung der Spins
zu verhindern sucht. Fu¨r genu¨gend hohe Feldsta¨rken kann diese
”
Streufeld-
barriere“ u¨berwunden werden und die Spins ko¨nnen sich in der Ebene um
180o drehen. In Abbildung 6.13 ist der zeitliche Verlauf von Streufeld- und
Abbildung 6.13: Schalten der Vortizita¨t einer Vortexstruktur durch einen
senkrechten Feldpuls der Sta¨rke Hz = 5 kOe und der Dauer th = 42 ps. Links:
zeitlicher Verlauf der Streufeld- und der Austauschenergiedichte. Rechts: u¨ber
den Zylinder gemittelte mz(t)-Komponente.
Austauschenergiedichte wiedergegeben, wie man ihn fu¨r einen Permalloy-
Zylinder mit R = 150 nm und h = 4 nm (JS = 1 T, α = 0.02) erha¨lt, an
dem bei t = 0 instantan ein senkrechter Feldpuls Hz = 5000 Oe der Dau-
er th = 42 ps (th wurde so bestimmt, dass sich die Spins in dieser Zeit im
ra¨umlichen Mittel um 180o drehen) angelegt wurde. Miteingetragen sind die
Magnetisierungskonfigurationen bei t = 0, t ≈ th/2 und t = th. Daraus
ist zuna¨chst einmal die oben erwa¨hnte
”
Streufeldbarriere“ aus dem Anstieg
und Abfall der Streufeldenergiedichte erkennbar: fu¨r den Zustand, in dem
~J radial gerichtet ist (bei t ≈ th/2), ist die Streufeldenergiedichte erwar-
tungsgema¨ß am gro¨ßten. U¨berraschenderweise bleibt die Austauschenergie
wa¨hrend der nahezu einheitlichen Drehung der Spins fast konstant. Diese In-
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varianz der Austauschenergiedichte ist jedoch in U¨bereinstimmung mit einer
topologischen Untersuchung von Do¨ring [107]. Dies bedeutet somit, dass die
Energiebarriere, die zu u¨berwinden ist, allein durch das Streufeld verursacht
wird (bei verschwindender Kristallanisotropie).
Bei diesem Schalten der Vortizita¨t kommt es durch die, wenn auch geringe,
Da¨mpfung α zu einer Relaxation von ~J in Richtung externes Feld, d. h. die
Spins werden in z-Richtung ausgelenkt, was nach dem Abschalten des Feld-
pulses zu einem Nachschwingen von ~J fu¨hrt. Dieses Nachschwingen ist, wie
in Abbildung 6.13 fu¨r die Komponente mz gezeigt, jedoch gering und a¨ndert
aufgrund der hohen energetischen Stabilita¨t eines magnetischen Ringschlus-
ses, wie man ihn bei einer Vortexstruktur vorliegen hat, den geschalteten
Zustand nicht mehr: der neue Gleichgewichtszustand kann also trotz des
Nachschwingens bereits nach th = 42 ps nachgewiesen werden.
Theoretisch kann die Zeit th, in der sich die Spins im ra¨umlichen Mittel um
180o drehen, in einfacher Weise aus der LLG-Gleichung abgescha¨tzt wer-
den, denn bei verschwindender Da¨mpfung ergibt sich fu¨r die LLG-Gleichung
(2.24):
~˙m = −|γ0|
(
~m× ~Heff
)
(6.6)
Setzt man nun ~Heff ≈ (0, 0, Hz) (es soll also nur das a¨ußere Feld zum effek-
tiven Feld beitragen), so erha¨lt man ω = |γ0|Hz als Frequenz der Pra¨zessi-
onsbewegung von ~m, und damit fu¨r th:
th =
1
2
2pi
|γ0|Hz =
pi
|γ0|Hz . (6.7)
In Abbildung 6.14 sind die
”
Schaltzeiten“ th als Funktion des externen Feldes
Hz fu¨r zwei verschiedene Ho¨hen h (bei jeweils gleichem Radius R = 150 nm)
und der theoretische Wert (6.7) aufgetragen: wa¨hrend fu¨r h = 4 nm die Vorti-
zita¨t noch mit Hz = 3 kOe bzw. Hz = 4 kOe geschaltet werden kann, ist dies
fu¨r h = 20 nm nicht mehr mo¨glich, d. h. je dicker die Schicht, umso sta¨rkere
Felder sind no¨tig, um die Vortizita¨t zu schalten. Fu¨r sehr starke Felder Hz
na¨hern sich die Schaltzeiten dem theoretischen Wert (6.7) an, welcher somit
als eine einfach zu berechnende untere Grenze anzusehen ist.
Wie in Abschnitt 3.5 u¨ber die Magnetostatik von Kreisringen bereits erwa¨hnt
wurde, kommt es durch das Herausschneiden des Vortexkerns zu einer zusa¨tz-
lichen Stabilisierung der Vortexstruktur. Daher wa¨ren im Vergleich zu Zylin-
dern ho¨here Schaltfelder der Vortizita¨t zu erwarten. Wie in Abbildung 6.14
gezeigt, ist dies jedoch nur geringfu¨gig der Fall: fu¨r genu¨gend starke FelderHz
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Abbildung 6.14: Links: Schaltzeit th fu¨r einen Permalloy-Zylinder als Funk-
tion des senkrechten Feldes Hz fu¨r die Ho¨hen h = 4 nm und h = 20 nm bei
jeweils gleichem Radius R = 150 nm; in den Simulationen wurde α = 0.02 be-
nutzt. Zum Vergleich ist der theoretische Wert (6.7) miteingezeichnet. Rechts:
Schaltzeit th in Abha¨ngigkeit von Hz fu¨r einen Permalloy-Zylinder (R =
150 nm, h = 4 nm) und einen Permalloy-Ring (a¨ußerer Radius R2 = 150 nm,
innerer Radius R1 = 50 nm, h = 4 nm). Auch hier war jeweils α = 0.02.
sind die Schaltzeiten praktisch gleich. Diese Tatsache und die ho¨here energeti-
sche Stabilita¨t der Vortexstruktur wu¨rden Kreisringe als
”
Speicherelemente“
pra¨destinieren, der entscheidende Nachteil, trotz der kurzen Pulsdauern th,
bleiben allerdings die hohen Schaltfelder, die im kOe-Bereich liegen.
Am Rande sei hier noch auf die Rolle des Vortexzentrums hingewiesen: da
Vortizita¨t und Polarisation (Ausrichtung des Vortexzentrums) unabha¨ngig
voneinander sind, besteht prinzipiell die Mo¨glichkeit, durch eine Vortexkon-
figuration vier verschiedene, energetisch gleichwertige Zusta¨nde darzustellen
(Polarisation +/−, Vortizita¨t im/entgegengesetzt zum Uhrzeigersinn). Das
Schalten der Polarisation stellt sich jedoch in den Simulationen als kompli-
zierter Vorgang dar, fu¨r den zum Teil starke senkrechte Felder beno¨tigt wer-
den (im Einklang mit dem Experiment [108]) und der zu unkontrollierbaren
Instabilita¨ten des Vortexkernbereiches fu¨hren kann. Aus diesem Grund wird
hier darauf verzichtet, weiter auf diese Thematik einzugehen, es sei lediglich
auf [23, 50, 109] hingewiesen, wo diese Problematik na¨her behandelt wird.
Nachdem hier der Fall starker senkrechter Felder behandelt wurde, wird im
na¨chsten Abschnitt die Vortexstruktur durch schwache senkrechte Felder an-
geregt, um die elementaren Anregungen einer solchen Struktur na¨her zu un-
tersuchen.
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6.2.2 Anregung der Vortexstruktur durch out-of-plane-
Feldpulse
In diesem Abschnitt wird wieder von Permalloy-Zylindern mit magnetischer
Vortexstruktur ausgegangen. Es werden senkrechte Feldpulse Hz mit deut-
lich geringerer Sta¨rke3 als im vorigen Abschnitt angeschaltet und die Anre-
gungen des Spinsystems einer na¨heren Betrachtung unterzogen. Gegeben sei
zuna¨chst wieder ein Permalloy-Zylinder (JS = 1 T, α = 0.008) mit Radius
R = 150 nm und Ho¨he h = 4 nm, an dem ein homogener Feldpuls Hz (”
Stu-
fenpuls“) in +z-Richtung der Sta¨rke 100 Oe und der Dauer 50 ps angelegt
wird. In Abbildung 6.15 ist eine Bildsequenz aus der Simulation zu sehen
und in Abbildung 6.16 sind die u¨ber den Zylinder gemittelte z-Komponente
Abbildung 6.15: Bildsequenz (Simulation) einer Anregung eines Permalloy-
Zylinders (R = 150 nm, h = 4 nm, JS = 1T, α = 0.008) mit Vortexstruk-
tur durch einen senkrechten externen Feldpuls Hz = 100Oe in +z-Richtung
(Dauer 50 ps). Die Auslenkung von ~m in z-Richtung (also mz) ist als Farb-
verlauf schwarz (mz < 0) - weiss (mz = 0) - schwarz (mz > 0) geplottet. Fu¨r
na¨here Erla¨uterungen siehe Text.
3Das soll heißen, dass die Auslenkungen von ~J aus der Gleichgewichtslage sehr gering
sind, so dass die LLG-Gleichung (2.24) linearisiert werden kann.
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Abbildung 6.16: Anregung eines Permalloy-Zylinders (R = 150 nm, h =
4 nm, JS = 1T, α = 0.008) mit Vortexstruktur durch einen senkrechten
externen Feldpuls Hz der Sta¨rke 100Oe und der Dauer 50 ps: zeitlicher Ver-
lauf der u¨ber den Zylinder gemittelten mz-Komponente und das zugeho¨rige
Amplitudenspektrum.
mz(t) und das zugeho¨rige Amplitudenspektrum gezeigt
4. Wie man aus Ab-
bildung 6.15 erkennen kann, wird mz durch den Feldpuls zuna¨chst in +z-
Richtung ausgelenkt, beginnt jedoch am Zylinderrand nach Abschalten des
Pulses wieder in die Zylinderebene zuru¨ckzukehren, wa¨hrend mz etwa in ei-
nem Abstand R/2 noch weiter in +z-Richtung durchschwingt (50 - 75 ps).
Erst nach ca. 100 ps befindet sich mz wieder in der Zylinderebene, und os-
zilliert nun weiter in −z-Richtung, wobei wieder der Bereich um R/2 die
ho¨chste Amplitude zeigt. Dieser Vorgang setzt sich periodisch fort, wobei
sich die Amplitude langsam aufgrund der Da¨mpfung vermindert. Abbildung
6.16 zeigt bei f1 = 6.23 GHz einen starken Peak, daru¨berhinaus sind auch
bei f2 = 9.28 GHz und f3 = 12.18 GHz Peaks sichtbar. Diese drei Frequenzen
(und zusa¨tzlich noch zwei ho¨here, deren Peaks im Amplitudenspektrum in
Abbildung 6.16 nicht mehr erkennbar sind) werden durch eine lokale Fou-
riertransformation na¨her analysiert (siehe Abbildung 6.17). Man sieht da-
bei deutlich die Rotationssymmetrie der Anregungen und die zunehmende
”
Quantisierung“ in radialer Richtung, wobei die Phase verra¨t, dass benach-
4Der Grund dafu¨r, dass die gemittelte mz-Komponente im Grundzustand einen von
Null verschiedenen Wert hat, liegt am Beitrag des Vortexkerns.
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Abbildung 6.17: Amplituden- und Phasenverteilungen fu¨r die Moden einer
durch einen senkrechten Feldpuls der Sta¨rke Hz = 100Oe bei 50 ps Dau-
er angeregten Vortexstruktur in einem Permalloy-Zylinder (JS = 1T) mit
D = 300 nm und h = 4 nm; miteingetragen sind die theoretischen Ergebnisse
(Amplitude von mz ∼ J1(βmr) mit J1(βmR) = 0; zur Definition von βm siehe
Text). Farbgebung wie in Abbildung 5.10.
barte
”
Ba¨uche“ entgegengesetzt schwingen5. Die Frequenzen dieser Moden
ko¨nnen weitgehend analytisch berechnet werden. Man macht dazu folgende
Annahmen: der Einfluss der Austauschwechselwirkung auf diese Moden soll
vernachla¨ssigbar sein, die Moden sollen Rotationssymmetrie besitzen (was
fu¨r homogene Feldpulse senkrecht zur Schichtebene erfu¨llt ist), die Spins
seien in der Zylindermitte (also im Vortexzentrum) und am Zylinderrand
vollsta¨ndig gepinnt, die Auslenkungen von ~J aus dem Grundzustand sollen
klein sein und aufgrund der geringen Schichtdicke sollen die Komponenten
von ~J nicht von z abha¨ngen. Vernachla¨ssigt man den Da¨mpfungsterm, so
lautet die linearisierte LLG-Gleichung fu¨r eine flache Zylinderstruktur mit
Vortexkonfiguration in Zylinderkoordinaten (MS = JS/µ0):
m˙r(r, t) = |γ0|NzzMSmz(r, t) (6.8)
m˙ϕ(r, t) = 0 (6.9)
m˙z(r, t) = |γ0|λmr(r, t) (6.10)
Nzz ist der Entmagnetisierungsfaktor in z-Richtung eines homogen magne-
tisierten Zylinders (hier wird also angenommen, dass aufgrund der geringen
Schichtdicke das Streufeld in z-Richtung na¨herungsweise der Auslenkung mz
proportional ist) und λ ist Eigenwert der Gleichung Hˆrmr = λmr mit dem
u¨ber die Schichtdicke h gemittelten Integro-Differentialoperator6
Hˆrmr(r, t) =
JS
4piµ0
∂
∂r
1
h
h∫
0
dz
∫ (divr′ mr(r′, t))
|~r − ~r ′| dV
′. (6.11)
Hierbei sind ~r = (r cos(ϕ), r sin(ϕ), z) und ~r′ = (r′ cos(ϕ′), r′ sin(ϕ′), z′). Im
Folgenden wird ein Separationsansatz mr ∼ g(r) · ξ(t) gemacht, wobei g(r)
eine Funktion nur des Radius r und ξ(t) eine Funktion nur der Zeit t ist7.
Mit dem Ansatz ξ(t) ∼ exp(iωt) fu¨r die Zeitabha¨ngigkeit erha¨lt man die
Frequenzen ω2 = −|γ0|2MSNzzλ.
5Damit erkla¨rt sich zum Teil auch die geringe Intensita¨t der Peaks fi (i ≥ 2) im
Amplitudenspektrum 6.16: durch die Mittelung u¨ber das Zylindervolumen hebt sich die
mz-Komponente teilweise weg.
6Oberfla¨chenladungen tauchen hier nicht auf, da einerseits die Oberfla¨chenladungen
der Deck- und Bodenfla¨che bei Mittelung u¨ber z verschwinden und andererseits wegen
der gemachten Randbedingung mr(R, t) = 0 keine Oberfla¨chenladungen am Zylinderrand
vorhanden sind.
7Aus mr ∼ g(r) · ξ(t) und (6.8) folgt, dass auch mz ∼ g(r) gilt.
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Fu¨r einen flachen Zylinder mit h → 0 und unendlichem Radius R sind die
Besselfunktionen erster Ordnung J1(βr) (β  R) Lo¨sungen der Gleichung
Hˆrmr = λmr mit dem Eigenwert λ = − 12MSβh [88]. Nun wird der Ansatz
g(r) ∼ J1(βr) fu¨r eine flache Zylinderstruktur mit endlicher Ho¨he h und
endlichem Radius R (h R) gemacht. Die Bedingung mr(r = 0, t) = g(0) =
0 ist damit erfu¨llt und die Randbedingung mr(r = R, t) = g(R) = 0 liefert
fu¨r β die Werte β = αm
R
≡ βm (αm ist die m-te positive Nullstelle von
J1(x)). Verwendet man als Skalarprodukt 〈fa(r), fb(r)〉 =
∫ R
0 fa(r)fb(r) r dr,
wobei fa(r) und fb(r) reelle Funktionen sein sollen, und benutzt man die
Orthogonalita¨t der Besselfunktionen [110] bezu¨glich dieses Skalarprodukts
∫ R
0
J1(βmr)J1(βnr) r dr =
R2
2
J ′1(βmR)
2 · δmn (6.12)
(mit dem Kroneckersymbol δmn), so erha¨lt man die Eigenwerte λm aus
λm = N〈J1(βmr), λmJ1(βmr)〉 = N〈J1(βmr), HˆrJ1(βmr)〉, (6.13)
mit der Normierungskonstanten N = [ 1
2
R2J0(βmR)
2]−1, die sich aus (6.12)
ergibt. Mit Hilfe der Umformung (3.24) folgt fu¨r (6.13)
λm = −NMSβm
∫ ∞
0
dα
[
1− (1− exp(−αh))
αh
]
·
·
∫ R
0
dr′ r′ J0(αr
′)J0(βmr
′)
∫ R
0
dr r J1(αr)J1(βmr). (6.14)
Die beiden Integrale
∫ R
0 dr
′ . . . und
∫ R
0 dr . . . in (6.14) ko¨nnen weiter ausge-
wertet werden [52]: sei
Γ =
∫ R
0
dr′ r′ J0(αr
′)J0(βmr
′)
∫ R
0
dr r J1(αr)J1(βmr), (6.15)
dann ist
Γ =
R2αβm
(α2 − β2m)2
J1(αR)
2J0(βmR)
2 fu¨r α 6= βm (6.16)
und
Γ =
[
R2
2
J0(βmR)
2
]2
fu¨r α = βm. (6.17)
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Als Eigenwerte ergeben sich damit (m  N)
λm = −2MS
∫ ∞
0
dα
[
1− (1− exp(−αh))
αh
]
αβ2m
(α2 − β2m)2
J1(αR)
2. (6.18)
Der Integrand in (6.18) ist nach (6.16) und (6.17) in α = βm stetig fortsetzbar,
daher kann (6.18) numerisch berechnet werden. Fu¨r den Fall, dass R → ∞
geht, la¨sst sich mit Hilfe der Beziehung [52]
∫ ∞
0
dr rJ1(αr)J1(βr) =
δ(α− β)
β
(6.19)
eine Na¨herungsformel fu¨r die Eigenwerte (6.18) angeben:
λ∞m = −MS
[
1− (1− exp(−βmh))
βmh
]
. (6.20)
Der Grenzfall h→ 0 ergibt fu¨r die Eigenwerte (6.20) die in [88] bestimmten
Werte −1
2
MSβmh eines Zylinders mit Schichtdicke h → 0 und R → ∞.
Fu¨r die Frequenzen fm = |γ0|/(2pi) ·
√
MSNzz · (−λm) ergibt sich damit
na¨herungsweise der Zusammenhang fm ∼ √η, mit dem Aspektverha¨ltnis
η = h/(2R). In Abbildung 6.17 sind die Amplituden dieser Moden entspre-
chend des oben gemachten Ansatzes g(r) ∼ J1(βmr) zum Vergleich mit den
Simulationsergebnissen aufgetragen. Und in nachfolgender Tabelle sind die
Frequenzen dieser ersten fu¨nf Moden aus der Simulation mit den entspre-
chenden theoretischen Werten, die man mit (6.18) erha¨lt, aufgelistet:
f1 f2 f3 f4 f5
Simulation 6.23 GHz 9.28 GHz 12.18 GHz 15.43 GHz 19.34 GHz
Theorie 5.94 GHz 8.06 GHz 9.64 GHz 10.93 GHz 12.02 GHz
Wa¨hrend Simulation und Theorie fu¨r f1 noch na¨herungsweise u¨bereinstim-
men, kommt es ab f2 zu gro¨ßeren Abweichungen. Der Grund ist wie im Fall
des single-domain-Teilchens in der angenommenen Randbedingung zu suchen
(vgl. Abschnitt 5.2): fu¨r die niedrigste Mode mit f1 dominiert noch die Di-
polwechselwirkung, daher werden die Spins am Rand na¨herungsweise gepinnt
sein. Bei den ho¨heren Moden kommt jedoch immer sta¨rker die Austausch-
wechselwirkung mit ins Spiel, welche zunehmend die Randbedingungen be-
stimmt und die Frequenzen erho¨ht. Besta¨tigt wird dies durch einen
”
linescan“
durch die Amplitudenverteilungen (siehe Abbildung 6.17) der verschiedenen
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Abbildung 6.18: Amplitude der ersten und dritten Mode in Abha¨ngigkeit von
x (
”
linescan“). Links: Permalloy-Zylinder (JS = 1T) mit D = 300 nm und
h = 4 nm. Rechts: Permalloy-Zylinder (JS = 1.08T) mit D = 6µm und
h = 15 nm.
Moden: in Abbildung 6.18 sind diese
”
linescans“ fu¨r die erste Mode und die
dritte Mode gezeigt. Wie daraus ersichtlich ist, ist im Fall des Zylinders mit
D = 300 nm und h = 4 nm neben einer
”
Verzerrung“ der Besselfunktionen
J1(x) deutlich die von 0 verschiedene Amplitude am Zylinderrand erkenn-
bar: fu¨r die erste Mode kommt es zwar noch zu einem schwachen Pinning,
bei der dritten Mode sind die Spins dagegen schon vollkommen ungepinnt.
Fu¨r einen Zylinder mit D = 6µm und h = 15 nm ergibt sich das umgekehrte
Bild8: die Spins sind zwar nicht ideal, aber dennoch
”
effektiv“ am Zylinder-
rand gepinnt. Die Austauschwechselwirkung spielt hier auch bei den ho¨heren
Moden keine entscheidende Rolle.
In einer Simulationsreihe wurden die Anregungen (mittels eines senkrechten
externen Feldpulses der Sta¨rke 100 Oe und der Dauer 50 ps) von Permalloy-
Zylindern (JS = 1.08 T, Ku = 0, α = 0.008) der Ho¨he h = 15 nm mit
Durchmessern im Bereich 300 nm bis 6µm untersucht und in Abbildung 6.19
mit der Theorie (6.18) verglichen. Ebenfalls in dieser Abbildung sind die im
Experiment erhaltenen Frequenzen [111] gezeigt. Darin erkennt man neben
der a¨ußerst guten U¨bereinstimmung von Theorie, Simulation und Experi-
ment fu¨r Durchmesser D ≥ 1µm auch, dass ab ca. D ≤ 1µm die Theorie
von den Simulations- und experimentellen Ergebnissen abzuweichen beginnt.
8Die Asymmetrie der Amplitude um x = 0 bzw. die von Null verschiedene Amplitude
bei x = 0 ru¨hrt von dem asymmetrischen senkrechten Feldpuls her, der dem Experiment
nachempfunden ist.
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Abbildung 6.19: Frequenzen der ersten drei Moden einer Vortexstruktur als
Funktion des Durchmessers D des Permalloy-Zylinders (es war jeweils h =
15 nm, JS = 1.08T). Links: Vergleich Theorie - Simulation. Rechts: Vergleich
Theorie - Experiment. Die theoretischen Werte wurden mit (6.18) berechnet.
Dies deutet auf die oben schon erwa¨hnte, mit kleiner werdendem Durchmesser
zunehmende Austauschwechselwirkung und den damit verbundenen allma¨hli-
chen U¨bergang zu gemischten Randbedingungen hin, was in der Theorie ver-
nachla¨ssigt wurde.
In einer weiteren Simulationsreihe wurden ebenfalls die Anregungen von
Permalloy-Zylindern mit einem Durchmesser von D = 300 nm bis D = 6µm,
jedoch nun mit einer Ho¨he h = 20 nm und JS = 1 T, untersucht, es zeigten
sich wiederum sehr gute U¨bereinstimmungen zwischen Theorie und Simu-
lation. Die Ergebnisse sind hier nicht abgebildet, der Verlauf ist qualitativ
derselbe wie in Abbildung 6.19, nur dass die Frequenzen fu¨r h = 20 nm etwas
nach oben verschoben sind.
Im Experiment wurde der senkrechte magnetische Feldpuls mittels eines
Strompulses durch eine nicht geschlossene Spule erzeugt, die den Permalloy-
Zylinder umgibt. Aufgrund der Spuleno¨ffnung ist der externe Feldpuls im Be-
reich des Zylinders inhomogen, d. h. es ist effektiv eine in-plane-Komponente
vorhanden, wodurch nachweislich neben den hier behandelten rotationssym-
metrischen Moden auch nicht-rotationssymmetrische Moden angeregt wer-
den und es zusa¨tzlich zu einer Verschiebung des Vortexzentrums kommt
[111, 112]. U¨berdies wird ein
”
periodisches“ Umklappen der Polarisation des
Vortexzentrums beobachtet. Beides konnte in Simulationsrechnungen an ei-
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nem Zylinder mit D = 6µm und h = 15 nm besta¨tigt werden, in denen
der inhomogene Feldpuls mittels einer eindimensionalen, nicht geschlossenen
stromdurchflossenen Spule nachgeahmt wurde (das Feld im Bereich des Zy-
linders wurde mit der Biot-Savart-Formel berechnet, die Sta¨rke des Feldes
Hz in z-Richtung variierte ra¨umlich im Bereich des Zylinders von etwa 30 Oe
bis 65 Oe). In Abbildung 6.20 werden im Fall des eben erwa¨hnten Zylinders
mit D = 6µm und h = 15 nm die Amplituden- und Phasenbilder (lokale
Fouriertransformation) der rotationssymmetrischen Moden aus Experiment
und Simulation verglichen: auch hier zeigt sich die bereits in Abbildung 6.19
erkennbare gute U¨bereinstimmung.
Abbildung 6.20: Amplituden- und Phasenverteilung der ersten drei Moden
mit den Frequenzen f1 = 2.78GHz, f2 = 3.85GHz und f3 = 4.70GHz im Fall
eines Permalloy-Zylinders (JS = 1.08T) mit D = 6µm und h = 15 nm, der
durch einen inhomogenen senkrechten Feldpuls angeregt wurde (Na¨heres dazu
im Text); bei den einzelnen Bildern ist jeweils die linke Ha¨lfte der Simulation
und die rechte Ha¨lfte dem Experiment entnommen [112].
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Insgesamt lassen sich folgende zwei Schlussfolgerungen ziehen:
1) Wird eine Vortexstruktur durch schwache (
”
schwach“ in dem Sinne,
dass nichtlineare Terme in der LLG-Gleichung (2.24) vernachla¨ssig-
bar sind) senkrechte Felder angeregt, so zerfa¨llt diese Anregung in
eine U¨berlagerung von rotationssymmetrischen Eigenmoden, welche
mit Hilfe einer lokalen Fouriertransformation sichtbar gemacht werden
ko¨nnen.
2) Die angeregten Eigenmoden sind fu¨r Zylinderdurchmesser im µm-Be-
reich von dipolarer Natur, erst bei kleineren Durchmessern tritt zuneh-
mend die Austauschwechselwirkung hervor. Dies ergibt sich aus einem
Vergleich mit den theoretischen Rechnungen.
Eine aktuelle Fragestellung im Zusammenhang mit diesen Anregungen von
Vortexstrukturen ist, ob es einen Energietransfer unter den Moden gibt,
d. h. ob Energie von der ersten Mode in ho¨here Moden
”
gepumpt“ wird.
Dieser Energietransfer wa¨re dann eine Folge der nichtlinearen Terme in der
LLG-Gleichung (2.24). Ein weiteres aktuelles Diskussionsthema ist das oben
erwa¨hnte periodische Umklappen der Polarisation des Vortexzentrums. Die
maximalen Feldsta¨rken der hier angelegten, inhomogenen senkrechten Felder
betrugen ca. 65 Oe, die effektiven in-plane-Komponenten waren entsprechend
kleiner. Dies bedeutet, dass ein Schalten der Polarisation bereits bei deutlich
schwa¨cheren Feldern stattfinden kann als in [23, 108] fu¨r den
”
statischen“
Fall beschrieben. Die entscheidende Rolle spielen hier offenbar die Dynamik
und das Auftreten von Moden mit gebrochener Rotationssymmetrie.
Hiermit sollen die Untersuchungen der Dynamik der Vortexkonfiguration
in flachen Permalloy-Zylinderstrukturen abgeschlossen werden. Im na¨chsten
und zugleich letzten Kapitel wird in nicht allzu ausfu¨hrlicher Form auf die
Dynamik in Permalloy-Quadraten eingegangen. Die Behandlung dieser Qua-
drate soll sowohl einen Vergleich mit den Anregungen in Permalloy-Zylindern
ermo¨glichen und eventuelle Unterschiede deutlich machen als auch zugleich
einen Ausblick auf die Dynamik von komplizierteren, aber dennoch nicht
weniger interessanten Strukturen bieten.
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Kapitel 7
Ausblick: Dynamik von
Permalloy-Quadraten mit
Landau-Konfiguration
In diesem Kapitel wird abschließend im Sinne eines Ausblicks in kurzer
Form auf die Anregungen in Permalloy-Quadraten mit magnetischer Landau-
Konfiguration eingegangen (siehe Abbildung 7.1). Diese Magnetisierungskon-
figuration besitzt wie die Vortexstruktur in einem Zylinder im Zentrum eine
Blochlinie, die Richtungen der Spins liegen aber außerhalb des Vortexkern-
bereichs nicht tangential zu Kreisen, sondern aufgrund der Streufeldenergie-
vermeidung parallel zu den Kanten des Quadrats. Entlang den Diagonalen
bilden sich 90o-Ne´elwa¨nde aus, deren Form sich aus der Konkurrenz von
Austausch- und Dipolwechselwirkung ergibt [19]. Bei der Anregung einer
solchen Landau-Konfiguration durch ein a¨ußeres Feld haben sich im Expe-
riment in ju¨ngster Zeit interessante Aspekte ergeben [113, 114, 115], die in
Simulationen und einem
”
qualitativen“ Modell na¨her beleuchtet werden sol-
len.
Zuna¨chst wurde in einem Experiment [113], bei dem die Landau-Struktur
mittels eines senkrechten Feldpulses angeregt wurde, beobachtet, dass bezu¨g-
lich der mz-Komponente lokal zwei unterschiedliche Pra¨zessionsfrequenzen
vorhanden sind: die niedrigere Frequenz konnte dem Bereich der 90o-Ne´el-
wa¨nde zugeordnet werden, wa¨hrend die ho¨here Frequenz in den großen
”
drei-
eckigen“ Doma¨nen lokalisiert zu sein scheint. In Simulationen konnte dieses
Frequenzverhalten besta¨tigt werden: in Abbildung 7.2 ist die Amplituden-
verteilung der lokalen Fouriertransformation bezu¨glich der mz-Komponente
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Abbildung 7.1: Landau-Konfiguration in einem Permalloy-Quadrat (Kan-
tenla¨nge: 3µm, Ho¨he 30 nm, A = 11 · 10−12 J/m, JS = 1.13T); die Ecken
sind dem Experiment entsprechend abgerundet mit einem Kru¨mmungsradius
von 375 nm [114].
fu¨r zwei Frequenzen wiedergegeben, wie sie sich aus der Simulation ergibt,
in welcher durch einen homogenen senkrechten externen Feldpuls der Sta¨rke
100 Oe und der Dauer 50 ps der in Abbildung 7.1 gezeigte Grundzustand
angeregt wurde. Man findet in den Wa¨nden eine niederfrequente Mode,
wa¨hrend die Moden, die in den Doma¨nen lokalisiert sind, ho¨here Frequenzen
besitzen. Weiterhin zeigt die lokale Fouriertransformation (hier nicht abgebil-
det) die na¨chstho¨here
”
Wandmode“ und eine zunehmende Quantisierung in
den Doma¨nen, welche in zwei Richtungen stattfindet, na¨mlich parallel und
senkrecht zu den Kanten des Quadrats (siehe Abbildung 7.2). Die Wand-
moden sind offenbar
”
stehende“ Wellen, die sich zwischen Vortexkern und
Eckpunkt des Quadrats ausbilden. Aufgrund der Pra¨zessionsbewegung der
Spins in der Umgebung der Wand scheint es so, als ob sich die Wand hin-
und herbewegen wu¨rde. Die Quantisierung in den Doma¨nen, die senkrecht
zu den Kanten stattfindet, ist offenbar von dipolarer Natur und la¨sst sich
ganz grob mit den Anregungen in Zylindern mit magnetischer Vortexstruk-
tur vergleichen, nur dass hier die Anregungen
”
viereckig“ sind und durch
Wa¨nde unterbrochen werden. Die Anregungen parallel zu den Kanten zeigen
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Abbildung 7.2: Amplitudenverteilung bzgl. der mz-Komponente fu¨r die Fre-
quenzen 1.48GHz und 5.82GHz, wie sie sich aus der im Text beschriebenen
Anregung des in Abbildung 7.1 gezeigten Grundzustandes ergibt; die Ecken
des Quadrats sind abgerundet (Kru¨mmungsradius: 375 nm). Farbgebung wie
in Abbildung 5.10.
vor allem fu¨r ho¨here Frequenzen sehr filigrane Strukturen und scheinen daher
von der Austauschwechselwirkung dominiert zu sein. Analytische Modelle zu
diesen Anregungen gibt es bislang noch nicht.
Die Anregung der Landaustruktur durch in-plane-Feldpulse zeigt im We-
sentlichen die gleichen Befunde: die Amplitude der auftretenden Moden sind
entweder in den Wa¨nden lokalisiert oder in den Doma¨nen. Eine ausfu¨hrliche
Diskussion dieser Anregungen, wobei auch ein in-plane-Bias-Feld senkrecht
zum in-plane-Feldpuls angelegt wurde, und einen Vergleich zu experimentel-
len Daten findet man in [116].
Es ist also erkennbar, dass durch die Aufgabe der Zylindersymmetrie deutlich
kompliziertere Anregungsstrukturen in ferromagnetischen Mikro- bzw. Nano-
teilchen auftreten ko¨nnen, die bis jetzt zum großen Teil noch unverstanden
sind. Der zunehmende Fortschritt in den experimentellen Methoden, die Ma-
gnetisierungsdynamik nicht nur zeit-, sondern auch ortsaufgelo¨st messen zu
ko¨nnen, wird in Zukunft noch viele weitere Fragen aufwerfen, die analytisch
nicht mehr zuga¨nglich sein werden. Mikromagnetische Simulationsrechnun-
gen zeigen sich jedoch in diesen Bereichen als a¨ußerst effektives Instrument,
das dynamische Verhalten der Magnetisierung nachvollziehen, verstehen und
erkla¨ren zu ko¨nnen.
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Kapitel 8
Zusammenfassung
An dieser Stelle sollen nochmal die wesentlichen Punkte dieser Arbeit in kom-
pakter Form zusammengefasst werden.
Ausgehend von den theoretischen Grundlagen des Mikromagnetismus, die
in Kapitel 2 vorgestellt worden sind, wurde in Kapitel 3 die Magnetostatik
flacher weichmagnetischer Kreisstrukturen (Zylinder) behandelt. Dabei wur-
de zwischen zwei energetischen Grundzusta¨nden unterschieden: dem single-
domain-Zustand und dem Vortexzustand. Wa¨hrend fu¨r den single-domain-
Zustand die Gesamtenergiedichte weitgehend bekannt war, wurde Letztere
fu¨r den Vortexzustand analytisch bestimmt. Dazu wurde fu¨r die Magnetisie-
rungsverteilung im Vortexzustand ein Ansatz benutzt, der die Blochlinie im
Vortexzentrum derart beschreibt, dass die Gesamtenergiedichte nicht diver-
giert. Ein Vergleich der Gesamtenergiedichten fu¨r den single-domain-Zustand
und der Vortexstruktur lieferte ein Kriterium fu¨r die Stabilita¨t des jeweiligen
Zustandes bei gegebenen geometrischen Abmessungen der Kreisstruktur. Des
Weiteren wurde ein Modell vorgestellt, das den U¨bergang vom Vortex- zum
single-domain-Zustand unter Einfluss eines a¨ußeren in-plane-Magnetfeldes
beschreibt: der verschobene, formstabile Vortexkern. Dieses Modell erlaubte
fu¨r kleine Verschiebungen (relativ zum Radius des Zylinders) des Vortex-
kerns einen analytischen Zugang, sonst mussten mit numerischen Methoden
die einzelnen Energiebeitra¨ge berechnet werden. Ausgehend von diesem Mo-
dell konnten die Annihilationsfelder ermittelt werden, die no¨tig sind, um
eine Vortexstruktur in einen single-domain-Zustand u¨berzufu¨hren. Ein Ver-
gleich mit experimentellen Daten lieferte trotz quantitativer Abweichungen,
die ausfu¨hrlich diskutiert wurden, qualitativ u¨bereinstimmende Ergebnisse.
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Kapitel 4 gab einen ersten Einblick in die dynamischen Vorga¨nge in ferro-
magnetischen Festko¨rpern. Obwohl in diesem Kapitel stets die Homogenita¨t
der magnetischen Polarisation vorausgesetzt war, konnten einige grundlegen-
de Aspekte der Dynamik herausgestellt werden. So zeigte sich beispielsweise,
dass die Ummagnetisierungszeit stark vom Wert des Da¨mpfungsparameters
α abha¨ngt. Fu¨r homogen magnetisierte Rotationsellipsoide (der Spezialfall
einer Kugel miteingeschlossen), die durch ein der magnetischen Polarisation
im Ausgangszustand entgegengesetzt gerichtetes a¨ußeres Feld ummagneti-
siert werden, ist diese Ummagnetisierungszeit fu¨r α = 1 stets am kleinsten,
unabha¨ngig vom Verha¨ltnis der Hauptachsen des Ellipsoids. U¨berdies wurde
an homogen magnetisierten, flachen Zylinderstrukturen gezeigt, dass es fu¨r
α ≈ 0.01, wie man es in der Natur vorfindet, nach erfolgter Ummagnetisie-
rung je nach Richtung des angelegten a¨ußeren Feldes zu einem Nachschwin-
gen der magnetischen Polarisation kommen kann, nur im Fall des Pra¨zessi-
onsschaltens konnte das Nachschwingen unterdru¨ckt werden.
In Kapitel 5 wurde die in Kapitel 4 bereits begonnene Untersuchung
der Ummagnetisierung flacher eindoma¨niger Permalloy-Zylinderstrukturen
fortgesetzt, wobei jedoch nun die Forderung der Homogenita¨t der magne-
tischen Polarisation aufgegeben wurde. Es zeigte sich, dass wa¨hrend der
Drehung der magnetischen Polarisation um 180o nahezu homogenes single-
domain-Verhalten vorherrscht. Unmittelbar darauf kommt es zur Anregung
von Dipol-Austausch-Spinwellen, aufgrund der jeweiligen Randbedingungen
(Spins am Rand gepinnt/ungepinnt) sind diese Anregungen quantisiert. Lo-
kale Fouriertransformationen erlaubten es, diese Moden zu identifizieren und
vereinfachten theoretischen Rechnungen zuzuordnen. Abweichungen zwischen
Theorie und Simulation wurden ausfu¨hrlich diskutiert, es stellte sich heraus,
dass in erster Linie die Inhomogenita¨t der Streufelder und die angenommenen
Randbedingungen die Diskrepanzen zur Theorie erkla¨ren ko¨nnen: die Spins
sind am Zylinderrand weder vollkommen gepinnt noch vollkommen unge-
pinnt. Vielmehr stellt sich eine
”
gemischte Randbedingung“ ein, die sich aus
der Konkurrenz von Austausch- und Dipolwechselwirkung ergibt und die nur
in einer konkreten mikroskopischen Rechnung na¨her bestimmt werden kann.
In Kapitel 6 wurde die Dynamik des Vortexzustandes in flachen Permalloy-
Zylinderstrukturen behandelt. Es wurde dabei nach der Richtung des ange-
legten externen Feldes unterschieden.
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Als Erstes wurde die Vortexstruktur durch instantanes Anlegen starker
in-plane-Felder annihiliert: dieser Annihilationsvorgang stellte sich fu¨r kleine
Da¨mpfungsparameter α als komplizierter und
”
langdauernder“ Prozess dar.
Dagegen konnten fu¨r kurze, schwache in-plane-Feldpulse die
”
elementaren“
Anregungen der Vortexstruktur untersucht werden. Die Verschiebung des
Vortexkerns und die anschließende Relaxation konnten in den zeitabha¨ngigen,
gemittelten in-plane-Komponenten der magnetischen Polarisation als lang-
wellige Anregung beobachtet werden, die Frequenz dieser Anregung liegt ty-
pischerweise im unteren MHz-Bereich. Sa¨mtliche weiteren Anregungen haben
Frequenzen im GHZ-Bereich und ko¨nnen teilweise mit Hilfe lokaler Fourier-
transformationen verstanden werden. Des Weiteren wurde der Einfluss der
Vortexkernverschiebung durch angelegte statische in-plane-Felder auf diese
Anregungen untersucht und soweit mo¨glich analysiert. Dabei zeigten sich je
nach Durchmesser des Zylinders deutliche Unterschiede in den Anregungen:
bei Durchmessern im µm-Bereich sind die auftretenden Moden von der Di-
polwechselwirkung dominiert, wa¨hrend fu¨r Durchmesser mit einigen 100 nm
die Austauschwechselwirkung eine tragende Rolle spielt.
Als Zweites wurde die Vortexstruktur durch out-of-plane-Feldpulse ange-
regt. Dabei konnte zuna¨chst im Fall starker Feldpulse (einige kOe) die Vor-
tizita¨t geschaltet werden, mit Schaltzeiten deutlich unter 100 ps. Das Nach-
schwingen der magnetischen Polarisation stellte sich als unwesentlich heraus.
Dagegen konnte fu¨r schwache Feldpulse (100 Oe und weniger) die Anregung
als eine U¨berlagerung von rotationssymmetrischen Eigenmoden beschrieben
werden, die Frequenzen dieser Moden wurden na¨herungsweise analytisch be-
rechnet, sie sind in etwa proportional zu
√
η (mit dem Aspektverha¨ltnis
η = Ho¨he/Durchmesser) und lieferten fu¨r Zylinder mit Durchmessern im
µm-Bereich sehr gute U¨bereinstimmungen sowohl mit den Simulationen als
auch mit dem Experiment. Bei kleineren Zylinderdurchmessern zeigten sich
Abweichungen zur Na¨herungstheorie, die wiederum auf den zunehmenden
Einfluss der Austauschwechselwirkung zuru¨ckgefu¨hrt werden konnten.
Kapitel 7 diente abschließend als Ausblick, wobei in kurzer Form auf die
Anregungen von Permalloy-Quadraten mit Landau-Konfiguration eingegan-
gen wurde. Es stellte sich heraus, dass die Anregungsmuster deutlich kom-
plizierter und komplexer sind als bei der Zylindergeometrie.
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Anhang A
Schro¨dingergleichung vs.
Linearisierte LLG-Gleichung
Wie in Abschnitt 2.2 erwa¨hnt, kann die LLG-Gleichung (2.24) in
”
pha¨no-
menologischer“ Weise aus der Schro¨dingergleichung hergeleitet werden. Die
linearisierte Form der LLG-Gleichung zeigt dabei in ihrer Struktur gewis-
se A¨hnlichkeiten mit der Schro¨dingergleichung. Dies soll im Folgenden kurz
erla¨utert werden.
Die LLG-Gleichung (2.24) lautet unter Vernachla¨ssigung der Da¨mpfung:
~˙m = −|γ0| · (~m× ~Heff ) (A.1)
Sei nun ~m = ~m0 + ~m1 mit ~m0 ≈ const. = ~ez und ~m1 = βx(~r, t)~ex+βy(~r, t)~ey
(mit den Einheitsvektoren ~ei (i  {x, y, z}) in x-, y- bzw. z-Richtung). ~m0
stellt also die statische
”
Gleichgewichtsrichtung“ dar, um welche ~m1 pra¨ze-
diert. Setzt man dies in (A.1) ein, so erha¨lt man fu¨r die beiden nicht ver-
schwindenden Komponenten
d
dt
(
βx
βy
)
= −|γ0| ·
(
Heff,z · βy −Heff,y
−Heff,z · βx +Heff,x
)
. (A.2)
Es werde nun angenommen, dass die statischen Anteile von ~Heff , wie z. B. das
externe Feld oder das statische Dipolfeld, durch Heff,z gegeben sind. Außer-
dem werde das Anisotropiefeld, welches durch mo¨gliche Kristallanisotropien
zustande kommt, vernachla¨ssigt. Dann setzen sich Heff,x und Heff,y jeweils
aus dem Austauschfeld Hex,x = q∇2βx bzw. Hex,y = q∇2βy (q = 2A/JS) und
dem nicht-statischen Dipolfeld Hd,x bzw. Hd,y zusammen. Werden nun Hd,x
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und Hd,y ”
linearisiert“, also Hd,x = −λxβx und Hd,y = −λyβy (λx, λy  R),
so sind
Heff,x = q∇2βx − λxβx (A.3)
Heff,y = q∇2βy − λyβy. (A.4)
Bezeichnet man noch Heff,z mit H0, so erha¨lt man aus (A.2) zwei gekoppelte
lineare partielle Differentialgleichungen zweiter Ordnung, die sog. linearisierte
LLG-Gleichung:
d
dt
(
βx
βy
)
= −|γ0| ·
(
H0βy − q∇2βy + λyβy
−H0βx + q∇2βx − λxβx
)
(A.5)
Geht man jetzt von (βx, βy) u¨ber zu β = βx + iβy, fasst man also βx bzw.
βy als Real- bzw. Imagina¨rteil einer komplexen Zahl auf [117], so ergibt sich
zuna¨chst aus (A.5):
d
dt
β = −|γ0| ·
[
iq∇2β − iH0β − i(λxβx + iλyβy)
]
(A.6)
Teilt man den Dipolterm, der im Allgemeinen eine
”
elliptische“ Pra¨zession1
beschreibt, in einen
”
zirkularen Pra¨zessionsanteil“ λc =
1
2
(λx+λy) und einen
von der zirkularen Pra¨zession abweichenden Anteil δλ = 1
2
(λx − λy) auf, so
sind λx = λc + δλ und λy = λc− δλ. Ersetzt man nun noch |γ0| durch −|γ0|,
d. h. dreht man die Richtung der Pra¨zession um, was auf die Struktur der
Lo¨sungen keinen wesentlichen Einfluss haben sollte, so folgt fu¨r (A.6):
i
|γ0|
d
dt
β = −q∇2β + (H0 + λc)β + δλβ∗ (A.7)
Dabei soll β∗ = βx − iβy sein. Vergleicht man (A.7) mit der zeitabha¨ngigen
Schro¨dingergleichung ih¯(dψ/dt) = −h¯2/(2m)∇2ψ+V ψ (mit einem Potenzial
V ), so zeigen sich gewisse A¨hnlichkeiten, aber es tritt auch ein augenfa¨lliger
Unterschied hervor: der Term ∼ δλ in (A.7), dessen Ursache in der ellipti-
schen Pra¨zession liegt und auf die Dipolwechselwirkung zuru¨ckzufu¨hren ist,
ist ohne Analogon in der Schro¨dingergleichung.
1Wa¨hrend bei der zirkularen Pra¨zession der Winkel zwischen der magnetischen Po-
larisation ~J und der Richtung, um die ~J pra¨zediert, konstant bleibt, a¨ndert er sich bei
der
”
elliptischen“ Pra¨zession periodisch; die Spitze des Vektors ~J beschreibt eine
”
ellip-
senfo¨rmige“ Bahn.
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Als
”
Normierungsbedingung“ kann |β|2 +m2z = |~m|2 = 1 angegeben werden.
Im Folgenden sollen die Terme ∼ λc und ∼ δλ in (A.7), also die nicht-
statischen Dipolterme, beiseite gelassen werden, d. h. es wird jetzt zuna¨chst
von der Gleichung
i
|γ0|
d
dt
β = −q∇2β +H0β (A.8)
ausgegangen. Wie im Fall der zeitabha¨ngigen Schro¨dingergleichung ist es
auch hier mo¨glich, mit dem Ansatz β = χ(~r) · exp(−iωt) (mit χ = χx + iχy)
eine zeitunabha¨ngige linearisierte LLG-Gleichung anzugeben:
ω
|γ0| χ = −q∇
2χ+H0χ (A.9)
Die Struktur dieser Gleichung (A.9) entspricht vo¨llig der Struktur der zeitun-
abha¨ngigen Schro¨dingergleichung h¯ωϕ = −h¯2/(2m)∇2ϕ + V ϕ, die man mit
dem Ansatz ψ(~r, t) = ϕ(~r) · exp(−iωt) erha¨lt. Setzt man χ ∼ exp(i~k · ~r) an
(mit dem Wellenvektor ~k), so ergibt sich die bereits bekannte Dispersionsre-
lation fu¨r
”
ebene Austauschwellen“ [118, 119]:
ω = |γ0|(qk2 +H0) (A.10)
Hat man ein zylindersymmetrisches, von der z-Koordinate unabha¨ngiges Pro-
blem (mit den Zylinderkoordinaten (r, ϕ, z)), so erha¨lt man fu¨r die Eigenwert-
gleichung ∇2χ = −ξ2χ als Eigenfunktionen die Besselfunktionen m-ter Ord-
nung χ = Jm(ξr) exp(imϕ) (m  N0) mit den zugeho¨rigen Eigenwerten −ξ2
[53, 120]. Aus der Randbedingung vollsta¨ndig gepinnter Spins (Jm(ξR) = 0)
folgt, dass ξ = αmn/R sein muss. Dabei ist R der Radius des Zylinders und
αmn ist die n-te positive Nullstelle (n  N) von Jm(x). Insgesamt lassen sich
damit aus (A.9) die diskreten Frequenzen
ωmn = |γ0|
[
q
(
αmn
R
)2
+H0
]
(A.11)
herleiten, wie sie auch in [82] bzw. [83] mit außer Acht gelassener Dipolwech-
selwirkung erhalten wurden.
Ein anderer interessanter Fall ergibt sich, wenn man eine ra¨umliche Inho-
mogenita¨t von H0 zula¨sst: H0 = H0(~r). Dann wu¨rde man fu¨r Spinwellen,
a¨hnlich wie in der Quantenmechanik, Reflektion, Transmission bzw. Tunnel-
effekte an
”
Potenzialbarrieren“ (hier z. B. generiert durch a¨ußere Felder oder
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inhomogene Streufelder) erwarten. Diese Effekte konnten in der Tat experi-
mentell nachgewiesen werden [100]. Damit leuchtet auch die Mo¨glichkeit von
lokalisierten Moden ein: hat man lokal einen
”
Potenzialtopf“ vorliegen, so
kann es darin zu quantisierten Zusta¨nden kommen. Besonders deutlich wird
dieser Effekt bezu¨glich der austauschdominierten Anregungen in den drei-
eckigen Doma¨nen der Landau-Konfiguration sichtbar (vgl. Abbildung 7.2):
die Wa¨nde spielen hier offenbar die Rolle eines Potenzialwalls. Daru¨berhin-
aus sollte es auch mo¨glich sein, Interferenzerscheinungen a¨hnlich wie in der
Quantenmechanik beobachten zu ko¨nnen und Vorhersagen fu¨r das Zerfließen
von Spinwellenpaketen zu treffen.
Es sei hier nochmal ausdru¨cklich darauf hingewiesen, dass diese Analogien
zwischen linearisierter LLG-Gleichung und Schro¨dingergleichung nur unter
Vernachla¨ssigung der nicht-statischen Dipolwechselwirkung gelten. Im Fol-
genden wird der Einfluss der Dipolwechselwirkung demonstriert.
Geht man zuru¨ck zu Gleichung (A.7) und betrachtet man nur den Real- bzw.
Imagina¨rteil, so ergeben sich die beiden gekoppelten Gleichungen
− 1|γ0|
d
dt
βy = −q∇2βx +H0βx + λcβx + δλβx (A.12)
1
|γ0|
d
dt
βx = −q∇2βy +H0βy + λcβy − δλβy. (A.13)
Diese beiden Gleichungen (A.12) und (A.13) mu¨ssen gleichzeitig erfu¨llt sein,
woraus mit dem Ansatz βx, βy ∼ exp(i~k · ~r − iωt) die Bedingung
det
(
iω/|γ0| qk2 +H0 + λc − δλ
qk2 +H0 + λc + δλ −iω/|γ0|
)
= 0 (A.14)
(det ≡ Determinante) folgt. Damit erha¨lt man die Dispersionsrelation
ω = |γ0|
√
(qk2 +H0 + λc)2 − δλ2. (A.15)
Dieses Ergebnis (A.15) wu¨rde man auch nach der in [121] angegebenen For-
mel fu¨r die elliptische Pra¨zession erwarten. Der
”
nicht-zirkulare“ Term ∼ δλ2
in (A.15) fu¨hrt also zu einer Erniedrigung von ω. Die Dispersionsrelation
(A.15) wa¨re direkt aus (A.7) wegen des Dipolterms ∼ δλβ∗ nicht so oh-
ne Weiteres abzuleiten gewesen, worin die Bedeutung der Dipolwechselwir-
kung als wesentlicher Unterschied zwischen linearisierter LLG-Gleichung und
Schro¨dingergleichung deutlich wird. Nur fu¨r den Spezialfall der zirkularen
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Pra¨zession, also δλ = 0, tritt dieser Unterschied nicht auf. Nebenbei erwa¨hnt
entspricht (A.15) fu¨r den Fall einer homogenen magnetischen Polarisation
(also qk2 = 0) der Kittel-Formel [102] fu¨r ein allgemeines Ellipsoid.
Insgesamt zeigt also die linearisierte LLG-Gleichung, solange die nicht-
statischen Dipolterme vernachla¨ssigt werden, deutliche Analogien zur Schro¨-
dingergleichung. Dies erlaubt die Verwendung von bereits aus der Quanten-
mechanik bekannten Lo¨sungsstrukturen und die U¨bertragung gewisser quan-
tenmechanischer Pha¨nomene auf Spinwellen. Im Allgemeinen ist jedoch die
langreichweitige Dipolwechselwirkung nicht vernachla¨ssigbar, wodurch nur
im Spezialfall einer zirkularen Pra¨zession eine A¨quivalenz zur Schro¨dinger-
gleichung besteht.
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