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Abstract
We study bottleneck constrained network upgrading problems. We are given an edge weighted
graph G = (V; E) where node v 2 V can be upgraded at a cost of c(v). This upgrade reduces
the delay of each link emanating from v. The goal is to nd a minimum cost set of nodes to be
upgraded so that the resulting network has a good performance. The performance is measured
by the bottleneck weight of a constrained forest dened by a proper function (Goemans and
Williamson, SIAM J. Comput. 24 (1995) 296{317). These problems are a generalization of
the node weighted constrained forest problems studied by Klein and Ravi (J. Algorithms 19
(1995) 104{115). The main result of the paper is a polynomial-time approximation algorithm
for this problem with performance guarantee of 2 ln(
p
e=2  jK j), where K :=fv : f(fvg) = 1g
is the set of terminals given by the proper function f. We also prove that the performance
bound is tight up to small constant factors by providing a lower bound of ln jK j. Our results
are obtained by extending the elegant solution based decomposition technique of (Klein and
Ravi, J. Algorithms 19 (1995) 104{115) for approximating node weighted constrained forest
problems. These results obtained extend those in (Klein and Ravi, J. Algorithms 19 (1995) 104
{115, Krumke et al., Lecture Notes in Comput. Sci., Vol. 1197, 1996, pp. 293{307). ? 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
Several problems arising in areas such as communication networks can be expressed
in the following general form: Given a network, enhance the performance of that
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network by modifying parts of the network. Those network upgrade problems, as
opposed to network reconstruction problems, are convenient for investigating such cases
where the cost of implementing a computed network from scratch exceeds the cost of
modifying an already installed network.
There are two main models for network upgrading problems: the edge upgrading
model [1,6,8], where upgrading an edge reduces the delay on the upgraded edge, and
the node upgrading model [5,9], where upgrading a node reduces the delay on all
edges incident with the upgraded node. In communication networks, upgrading a node
corresponds to installing faster communication equipment at an exchange point which
results in a speedup of all links leading through that node. In this paper, we concentrate
on the node upgrading problem UPGRADING-CFP: the goal is to nd a minimum cost set
of vertices, such that after the upgrade of those vertices the resulting graph contains a
constrained forest (as specied by an implicitely given proper function f : 2V ! f0; 1g)
of bottleneck weight at most a given threshold. The problem UPGRADING-CFP gener-
alizes a number of node weighted network design problems, such as node weighted
Steiner Trees.
In this paper, we provide the rst approximation algorithm for the above problem.
The performance guarantee of the algorithm is 2 ln(
p
e=2jK j), where K :=fv : f(fvg)=
1 g is the set of terminals given by the proper function f. This matches the lnjK j lower
bound provided by the hardness result within a constant factor. The results presented
in this paper generalize results provided in [5], where similar problems for the special
case of spanning trees were investigated.
2. Preliminaries
The node-based upgrading model used in this paper generalizes the model from [9]
and was introduced in [5]. It can be formally described as follows. Let G = (V; E) be
a connected undirected graph with n:=jV j vertices and m:=jEj edges. For each edge
e 2 E, we are given three integers d0(e)>d1(e)>d2(e)>0. The value di(e) represents
the length or delay of the edge e if exactly i of its endpoints are upgraded.
For each node v 2 V the value c(v) species how expensive it is to upgrade the
node. For a subset W of V , the cost of upgrading all the nodes in W , denoted by
c(W ), is equal to
P
v2W c(v). The edge weight function resulting from an upgrade of
the node set W is denoted by dW . The bottleneck graph Bottleneck(G; dW ; D) contains
all edges e 2 E with dW (e)6D.
Given a bound D, we partition the set of edges into four sets according to how many
of the endpoints must be upgraded in order to decrease the delay of an edge below
the threshold D. An edge of delay d0(e)6D is called an uncritical edge. An edge e is
said to be 1-critical, if d0(e)>D>d1(e), and 2-critical, if d1(e)>D>d2(e). Finally,
if d2(e)>D, the edge e is called useless. Without loss of generality, we can assume
that the graph does not contain any useless edges.
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2.1. Constrained forest problems
Constrained forest problems were introduced by Goemans and Williamson in [3,4].
For a certain family of cuts in a graph, one searches to nd a minimum cost subgraph
intersecting all the cuts in the family. Fix a graph G. For any nonempty node subset
U V with U 6= V there is a corresponding cut (U ) in G, namely the cut which
contains those edges that have exactly one endpoint in U . Thus, we can use a function
f : 2V ! f0; 1g to dene a family of cuts: f(U ) = 1 if and only if (U ) is in the
family. Such a function f is termed proper if it satises the following two conditions:
(i) Symmetry: f(U ) = f(V − U ) for all U V ; and
(ii) Disjointness: If A \ B= ;, then f(A) = f(B) = 0 implies that f(A [ B) = 0.
Any subset F of the edges such that
jF \ (U )j>f(U ) for all ; 6= U V
is termed a constrained forest with respect to f. Any vertex v 2 V such that f(fvg)=1
is called a terminal and K :=fv : f(v)=1 g is the set of terminals given by the proper
function f.
Many interesting families of problems can be formulated as constrained forest prob-
lems with proper functions. In the simplest case, the proper function f is dened
by
f(U ) = 1 for all ; 6= U V; U 6= V;
meaning that the constrained forest must contain at least one edge of each cut in
the graph. Therefore, the corresponding subgraph is connected and the inclusion-wise
minimal constrained forests are the spanning trees of the input graph.
Another example of the use of proper functions is for the Steiner tree problem. Here,
one is given a set K V of terminals and the problem is to nd a connected subgraph
that spans all the terminals. The corresponding proper function is dened by
f(U ) =

1 if ; 6= U \ K 6= K;
0 otherwise:
This choice of f means that a constrained forest must contain at least one edge of
each cut separating the set of terminals.
Lemma 1 (Goemans and Williamson [4]). Let f be a proper function. If f(U ) = 0
and f(B) = 0 for some BU; then f(U n B) = 0.
Let K V . Then the function f, dened by f(U ):=1, if 0< jU \ K j< jK j is a
proper function for which any constrained forest satisfying the cut covering constraints
is a Steiner Tree spanning the terminals in K . Goemans and Williamson [4] gave
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2-approximation algorithms for nding a minimum weight constrained forest in an edge
weighted graph.
2.2. Problem formulation
We are now ready to formulate the problem UPGRADING-CFP under study.
Denition 2 (UPGRADING-CFP). Given a graph G=(V; E) with edge weights d0>d1>
d2, node weights c as before, a bound D and a proper function f, nd a minimum
cost set W V of nodes such that the resulting graph with edges weights given by
dW has a constrained forest (with respect to f) of bottleneck delay at most D.
Notice that the condition just stated is equivalent to saying that after the upgrade
the set of all edges of weight at most D forms a constrained forest.
Observe that given a vertex set W V it can be easily checked in polynomial time
whether W is a valid upgrading set. This can be achieved by computing the bottleneck
graph H :=Bottleneck(G; dW ; D) and evaluating the proper function for each connected
component of H . In fact, we claim that W is valid if and only if f evaluates to
zero on each component of H . Clearly, if f(C) = 1 for a connected component C
of H then H can not contain a constrained forest, since any such forest must have
an edge with exactly one endpoint in C. Assume conversely that f(C) = 0 for each
connected component C of H . If H contained no constrained forest, there would be a
set ; 6= U V with f(U )=1 and (U )\H =;. But then U was the disjoint union of
components of H and from the disjointness property of f we obtain the contradiction
that f(U ) = 0.
The problem UPGRADING-CFP generalizes the problem of nding a node-weighted
Steiner Tree of minimum cost. An instance of the node-weighted Steiner Tree problem
is given by a graph G = (V; E) with edge weights l and node weights w. For a
subset K V of terminals, the problem consists of nding a connected subgraph of G
of minimum (edge- and node-) weight spanning all the terminals. This problem was
studied by Klein and Ravi [7] who obtained an approximation with performance 2 lnjK j.
Let an instance of the Steiner Tree Problem be given. Notice that without loss of
generality, we can assume that all edge weights are zero: If not, we can replace each
edge (u; v) by two new edges (u; x) and (x; v), where x is a new vertex of weight
l(u; v). We can now construct an instance of UPGRADING-CFP by taking the graph G
specied in the Steiner Tree instance and dening edge weights d0(e):=d1(e):=2 and
d2(e):=1. We set the bottleneck threshold D to be 1. The cost of upgrading a vertex
v is set to c(v):=w(v). The proper function f is dened as above to reect Steiner
Trees for the terminal set K .
For each solution of the Steiner Tree Problem, the vertices in the tree induce a
feasible upgrading set whose cost equals that of the tree. Conversely, it is easy to see
that each upgrading set can be used to obtain a solution of the Steiner Tree Problem
of at most the same cost.
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3. The algorithm
We rst give a brief overview of our algorithm. The set W of upgraded nodes is
initially empty. Our algorithm maintains the connected components of the bottleneck
graph, i.e. the edge subgraph of G consisting of those edges whose delay does no
longer exceed the threshold D. Such a connected component C is called active, if
f(C) = 1. In each iteration the algorithm merges at least two active components by
upgrading nodes in the network. It terminates when no active components remain.
Notice that from the properties of f it follows that as long as there is one active
component, there must indeed be at least two such components.
The basic rule for which nodes to upgrade in an iteration is to select a set that gives
the best improvement ratio. This ratio is measured by the quotient of the cost of the
vertices and the decrease of the number of active components.
3.1. Quotient costs
Let v 2 V be a vertex and C = fC1; : : : ; Cpg be the set of active components. By
upgrading nodes, we eectively add edges to the bottleneck graph. At some stage we
obtain paths which join some active components to the node v. The quotient cost of v
is determined by an upgrade set of minimum ratio between the upgrade cost and the
number of components joined to v.
More formally, we dene c−(v; Cj) to be the minimum cost of an upgrading set
that does not include v such that v and Cj are connected in the bottleneck graph. If
no such upgrading set exists, we dene c−(v; Cj):= +1. Moreover, if v 2 Cj, then
c−(v; Cj) = 0. Similarly, we dene c+(v; Cj) to be the minimum cost of an upgrading
set containing v but not counting the cost c(v) of v itself. The computation of the
values c+(v; Cj) and c−(v; Cj) can be performed in polynomial time, which will be
shown in the next section.
Algorithm 1. Node upgrading for constrained forests.
Input:A graph G = (V; E) with a proper function f:2V ! f0; 1g, three edge weight
functions d0, d1, d2, a node weight function c, and a number D
1 W  ;
2 G0  Bottleneck (G; dW ; D)
3 while G0 contains at least one active connected component do
4 Assume that C = fC1 : : : ; Cqg is the set of active components.
5 for all v 2 V; C 2 C do
6 c−(v; C) minimum upgrading cost to obtain a path of bottleneck delay
at most D from v to C where v is not upgraded.
7 c+(v; C) minimum upgrading cost to obtain a path of bottleneck delay
at most D from v to C where v is upgraded. This cost does not include the
upgrading cost of v.
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8 fIf v 2 C, then c+(v; C) = c−(v; C) = 0:g
9 end for
10 Find a node v 2 V in the graph G with minimum quotient cost q(v) as dened
in (1).
11 Let v be the node and C1; : : : ; Cr be the components in C chosen in Step
10 above.
Let U be the upgraded vertices on the paths from v to the clusters C1; : : : ; Cr .
12 W  W [ U
13 Recompute the edge weights dW , the bottleneck graph G0 = Bottleneck(G; dW ; D)































Notice that for each node its quotient cost can be computed in polynomial time: By
renumbering the active components such that c+(v; C1)6   6c+(v; Cp) we can com-
pute q+(v) by considering only the p subsets of C of the form fC1; : : : ; Crg, r=1; : : : ; p.
The value q−(v) can be computed similarly.
3.2. Computing the best upgrading paths
In this section we show that for each vertex v and active component C we can
compute the values c−(v; C) and c+(v; C) in polynomial time. This is done by two
single source shortest path computations on an auxiliary graph H , where the length of
a path is dened to be the node costs of the nodes on the path excluding the source
vertex.
For each vertex v 2 V the auxiliary graph H contains two vertices v+ and v−
representing the upgraded and the untouched version of v. The vertex set is augmented
by one node for each active component.
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Fig. 1. A graph G and the constructed auxiliary graph H .
The edge set of H is determined as follows: If (u; v) 2 E is uncritical, then H
contains edges (u+; v+), (u+; v−), (u−; v+) and (u−; v−). If (u; v) 2 E is 1-critical,
then H contains (u+; v+), (u+; v−), and (u−; v+). For 2-critical edge (u; v) 2 E, we
insert (u+; v+) into H . Recall that we have assumed, without loss of generality, that
there are no useless edges. The construction is illustrated in Fig. 1. Finally, each active
cluster C is joined to all the vertices v+ and v− where v 2 C.
For all nodes v 2 W , i.e. the nodes which are already upgraded, we remove the
corresponding vertices v− from H .
The cost of each vertex v− is set to zero. The cost of each v+ is set to zero for
v 2 W , and to c(v) for v 62 W . Also, the cluster nodes have zero cost.
For a vertex v and an active cluster C let c(v−; C) and c(v+; C) denote the length of
shortest paths with respect to node weights from v− and v+ to C in H , respectively,
not including the cost of the source vertex. Thus, the cost c(v+; C) does not contain
the cost of v.
Lemma 3. For each vertex v 2 V and each active cluster C the minimum cost
c−(v; C) of an upgrading set not containing v such that the resulting bottleneck
graph has a path from v to a node in C equals the node weighted distance c(v−; C)
in the auxiliary graph H.
Proof. Let S be an upgrading set of minimum cost such that the upgraded graph
contains a bottleneck path (v0 = v; v1; : : : ; vt) from v to some node vt 2 C. Clearly,
S fv1; : : : ; vtg.
Then, the path (v−; v11 ; : : : ; v
t
t ; C) where we dene i = + if vi 2 S and i = −
otherwise, is a path in H from v− to C of cost at most c(S). Thus, c(v−; C)6c(S).
We will now argue that c(S)6c(v−; C) proving the claim of the lemma. To this end
let (v−; v11 ; : : : ; v
t
t ; C) be a least cost path in H . By upgrading the vertices vi where
i =+, we obtain a bottleneck path in G.
The following lemma can be proven similarly.
Lemma 4. For each v 2 V and each active cluster; c+(v; C) = c(v+; C).
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3.3. Running time
We briey argue that our algorithm can be implemented to run in polynomial time.
Notice that for a terminal set K the algorithm performs at most jK j iterations. In each
iteration we must solve O(n) single-source shortest-path problems to compute the best
upgrading paths. Each of these shortest-path trees can be computed by Dijkstra’s algo-
rithm in time O(n log n+m). For a xed node its quotient cost can then be determined
in O(n log n) time. This leads to a total time of O(n2 log n) per iteration neglecting the
time needed to update the weights and the bottleneck graph.
The latter task needs total time O(m) over all iterations, since each edge weight
is updated at most twice. Thus, the algorithm can be implemented to run in time
O(jK j n2 log n).
4. Performance guarantee
The proof of the performance guarantee uses the notion of a spider covering, which
extends the denitions given in [7].
4.1. Spider decompositions and coverings
We rst recall the denition of a spider and a spider decomposition.
Denition 5 (Spider). A spider is a tree with at most one node of degree greater than
two. A center of a spider is a vertex from which there are edge-disjoint paths to the
leaves of the spider. If a spider has at least three leaves, then its center is unique. A
foot is a leaf, and the path from the center to a non-center foot is called a leg of the
spider. A nontrivial spider is a spider with at least two leaves.
Notice that the notion of a foot is used slightly dierently than in the original
denition.
Denition 6 (Spider decomposition). Let G = (V; E) be a graph and M V . A spi-
der decomposition of M in G is a set of node-disjoint non-trivial spiders which are
all subgraphs of G such that the union of the feet and the centers of the spiders
contains M .
An example of a spider decomposition is shown in Fig. 2.
Lemma 7 (Klein and Ravi [7]). Let G be a connected graph; and let M be a subset
of its nodes such that jM j>2. Then G contains a spider decomposition of M .
Denition 8 (Spider covering). Let G be a connected graph, and let there be a collec-
tion fM1; : : : ; Mpg of disjoint node sets, where each Mi induces a connected subgraph
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Fig. 2. Example of a spider decomposition. Left: Graph with marked nodes. Right: Valid spider decompo-
sition.
Fig. 3. Example of a spider covering. Left: Graph with marked node sets. Right: Valid spider covering.
of G. A spider covering of fM1; : : : ; Mpg in G is a collection of node disjoint nontrivial
spiders which are all subgraphs of G such that:
(1) each set Mi contains a foot or a center of a spider, and
(2) if a set Mi contains a foot, then Mi does not contain any other foot or center.
An example of a spider covering is displayed in Fig. 3.
Lemma 9. Let G be a connected graph and fM1; : : : ; Mpg be a collection of disjoint
node sets each inducing a connected subgraph in G. Then there is a spider covering
of fM1; : : : ; Mpg in G.
Proof. Let ~G=( ~V ; ~E) be the graph created from G by aggregating each node set Mi to
a super node Mi. By Lemma 7 there is a spider decomposition of the set fM1; : : : ; Mpg
in ~G.
All super nodes appear as feet or centers in the spider decomposition. Let us rst
assume that none of the super nodes is a center of a spider (see Fig. 4a). Then,
unfold each super node Mi and choose a node mi 2 Mi to connect as a foot to the
corresponding leg of the spider in G. The modied spider decomposition then forms
a collection of spiders with the desired properties.
Now, we consider the case that there is a super node M which is the center of
a spider S in the decomposition. Unfold the super node M and replace it by the
corresponding subgraph. Denote by M 0 the set of nodes in the subgraph G[M ] in
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Fig. 4. Illustration on the proof of Lemma 9. (a) No super node appearing as a body. (b) One super node
as body. Solid lines represent second spider decomposition. (c) Resulting set of spiders.
which the legs of spider S are rooted. Then, perform a second spider decomposition
of M 0 in G[M ] (see Fig. 4b).
Let S 0 be one of the spiders of that decomposition. For each foot m0 2 M 0 of S 0 in
which paths to two or more super nodes are rooted, disconnect m0 from S 0, and declare
m0 as the body of a new spider. After this procedure, we are left over with the body
of S 0 and a set of feet each rooting the path to exactly one super node.
If this remaining part of S 0 connects zero or more than one super nodes, then it can be
discarded or it forms a nontrivial spider, respectively. Otherwise, the single remaining
super node can be connected through edges of S 0 to any of the just constructed new
spiders (Fig. 4c).
The given construction can be performed for each spider in M and again for each
super node appearing as a center of a spider in the rst spider decomposition. The
resulting set of spiders is then a spider covering as desired.
4.2. An averaging lemma
We now claim that in each iteration of the algorithm we choose a claw whose
quotient cost is bounded from above by the total upgrade cost of an optimal solution
divided by the number of active components at the beginning of the iteration. This
averaging result will be used in the next section to establish the result on the perfor-
mance guarantee of our algorithm.
Lemma 10. Let v be a node chosen in Step 10 of Algorithm 1 and let c(U ) denote
the total cost of the nodes added to the solution set W in this iteration. Let there be








Proof. Let W  be an optimal upgrading set of cost OPT:=c(W ) and F be a con-
strained forest of bottleneck delay at most D after the upgrade of the vertices in W .
Let C1; : : : ; Cp be the active components at the beginning of the iteration. Notice that
from the symmetry of f it follows that p>2. Also, let W be the upgrading set con-
structed by the algorithm so far and F E be the set of edges whose delay has already
been decreased to be at most D.
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Assume in the rst case that the graph F 0 consisting of the edges of F [ F is
connected.
We now apply Lemma 9 to the graph F 0 with M :=fC1; : : : ; Cpg to obtain a spi-
der covering of M in F 0. Let P1; : : : ; Pk be the spiders in the decomposition. We
dene the cost c(Pi) of spider Pi to be the sum of the cost of the vertices from
W  nW that are contained in Pi, i.e., the cost of the vertices from the optimum




c(Pi)6c(W )− c(W )6OPT: (2)
Let M 0M denote those clusters which are not covered by the feet of the spiders.
Notice that for each such cluster C 2 M 0 we have at least one spider that contains a
node from M 0 as a center.





We will now show the following: If vi is the center of spider Pi and is contained in
an active component C which is not covered by the feet of the spiders in the cover,
then the quotient cost of vi is at most c(Pi)=(fi + 1). Otherwise we show the slightly
weaker estimate that the quotient cost is bounded by c(Pi)=fi.
Let C1; : : : ; Cfi be the active clusters covered by the feet of the spider centered at
the node vi.
In the rst case, we have vi 62 W  nW . Then, the upgraded vertices from W  nW on
the path from vi to the foot covering Cj are an upgrading set resulting in a bottleneck
path of delay at most D from vi to some node in Cj. Thus, their costs are at least
c−(v; Cj). Since the legs are node disjoint (except for the center vi which by assumption








i ; Cj)=fi, this implies that the
quotient cost of vi is bounded from above by c(Pi)=fi. Moreover, if vi 2 C and
C is not covered by the feet of the spider in our collection, then in particular C






and, consequently, the quotient cost of vi is at most c(Pi)=(fi + 1).
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In the second case the vertex vi is contained in W  nW . In this case, the upgrading
vertices from W nW on the leg to Cj excluding vi have cost at least c+(vi; Cj). Again,





Since the quotient cost of vi is also at most c(vi)+
Pfi
j=1 c
+(vi; Cj) divided by fi, we
obtain again that the quotient cost of vi is at most c(Pi)=fi.
The same arguments as above show that if vi 2 C and C is not covered by the feet
of the spiders then the quotient cost of vi can be bounded by c(Pi)=(fi + 1).
Let v be the node chosen in Step 10 in the current iteration. Then the quotient cost
q(v) of v satises q(v)6q(vi) for i = 1; : : : ; k. Thus, we get
q(v)  f0i6c(Pi) for i = 1; : : : ; k; (5)
where f0i 2 ffi; fi + 1g is chosen as above such that the quotient cost of the center
vi of spider Pi is bounded by c(Pi)=f0i .
Summing up the inequalities in (5) and using (2) and (3) the claim of the lemma
follows in this case.
It remains to consider the case that the graph F 0 consisting of the edges from F[F
is not connected. Notice that if we show that each connected component of F 0 contains
either none or at least two active clusters, we can apply our arguments from above to
each of the connected components and the claim of the lemma will follow by summing
up over those components that contain active clusters.
Let C1; : : : ; Cp be the active components and Z1; : : : ; Zt be the inactive components
at the beginning of the iteration. Notice that each connected component of F 0 is
the disjoint union of some components Ci and Zj. Assume for the sake of a con-
tradiction that component Z of F 0 contains exactly one active cluster, say C1. As
noted above, F 0 can be written as the disjoint union of the connected components at
the beginning of the current iteration, so F 0 = C1 [ Z1 [    [ Zt0 for some inactive
components Zj.
Clearly f(Z)= 0, since otherwise one connected component of F (and thus of F 0)
would contain vertices from Z as well as from V nZ which is not possible. Moreover,
f(Zj) = 0, by denition of an inactive component. By the disjointness of the Zj we
have for B:=Z1 [    [ Zt0 that f(B) = 0. Now applying Lemma 1 for U :=Z and B
as dened above yields that f(C) = 0 which contradicts the fact that C was an active
component.
4.3. Potential function argument
We are now ready to prove the main result on the performance of our approximation
algorithm.
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Theorem 11. Algorithm 1 is an approximation algorithm for UPGRADING-CFP with a
performance guarantee of 2 ln(
p
e=2  jK j). Here K :=fv : f(fvg) = 1g is the set of
terminals given by the proper function f.
Proof. Let the algorithm use l iterations. Notice that l6n. We let the potential function
j denote the number of active components at the end of iteration j. Then l−1>2
since the algorithm does not terminate before iteration l and l=0. Now, let rj denote
the number of active components merged during iteration j, and let cj be the cost spent
in that iteration. Then, Lemma 10 reads cj  j−16rj  OPT. Hence,















Taking natural logarithms and using the estimate ln(1− )6− , we get
l−1X
j=1
cj62OPT  ln 0l−162OPT  ln(jK j=2)
as a bound for the cost of the upgraded vertices in all but the last iteration. Also, by
Lemma 10 the cost of the vertices upgraded in the last iteration is at most OPT=(l−1−
l)  l−1 = OPT (since l = 0). Thus, the total cost is bounded by
OPT  (2 ln(jK j=2) + 1) = OPT  (2 ln(pe=2  jK j))
as claimed.
5. Hardness results
This section contains our hardness results for the node upgrading problem under
study.
Theorem 12. Let > 0 be arbitrary and the proper function f specify Steiner Trees.
Unless NPDTIME(NO(log log N )); there is no approximation algorithm for
UPGRADING-CFP (with proper function f) with performance (1 − ) lnjK j, where K
is the set of terminals. This result continues to hold even if c(v) = 1 for all vertices
v 2 V .
Proof. We perform a reduction from the MIN SET COVER problem. Given an instance
with element set Q and subset collection R 2Q, we set up a bipartite graph with node
set Q [ R. For Q0 2 R and q 2 Q0, we add an edge e between node q and Q0 of
weight d0(e)=2 and d1(e)=d2(e)=1. We add a root node connected to all set nodes
through edges e of weight d0(e) = d1(e) = d2(e) = 1. The proper function f is chosen
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Fig. 5. Illustration on the reduction from MIN SET COVER.
to reect a Steiner Tree with terminal set Q. The bottleneck constraint is chosen to
be 1. All nodes have equal upgrade cost 1. (Fig. 5)
It is easy to see that a set cover of some size implies a valid upgrade set of the same
cost. Conversely, notice that it is of no use to prefer the root node or element nodes
for upgrading rather than adjacent set nodes. Hence we can assume that a minimum
cost upgrade set consists only of set nodes. Consequently, it implies a set cover of size
equal the upgrade costs.
Since the reduction is approximation preserving, we can apply the non-approximability
result of Feige [2] and the claim follows.
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