Abstract-The paper considers the Linear Quadratic Gaussian (LQG) optimal control problem in the discrete time setting and when data loss may occur between the sensors and the estimation-control unit and between the latter and the actuation points. We consider the case where the arrival of the control packet is acknowledged at the receiving actuator, as it happens with the common Transfer Control Protocol (TCP). We start by showing that the separation principle holds. Additionally, we can prove that the optimal LQG control is a linear function of the state. Finally, building upon our previous results on estimation with unreliable communication, the paper shows the existence of critical arrival probabilities below which the optimal controller fails to stabilize the system. This is done by providing analytic upper and lower bounds on the cost functional.
I. INTRODUCTION
Today, a growing number of applications demands remote control of plants over unreliable networks. Examples are wireless sensor networks used for estimation and control of dynamical systems [1] . In these systems issues of communication delay, data loss, and time synchronization between components play a key role. In short, communication and control become tightly coupled such that the two issues cannot be addressed independently.
Consider, for example, the problem of navigating a vehicle based on the estimate from a sensor web of its current position and velocity. The measurements underlying this estimate can be lost or delayed due to the unreliability of the wireless links. What is the amount of data loss that the control loop can tolerate to reliably perform the navigation task? Can communication protocols be designed to satisfy this constraint? The goal of this paper is to examine some control-theoretic implications of using unreliable networks for control. These require a generalization of classical control techniques that explicitly take into account the stochastic nature of the communication channel.
Communication channels typically use one of two kinds of protocols: Transmission Control (TCP) or User Data- Fig. 1 . Overview of the system. We study the statistical convergence of the expected state covariance of the discrete time LQG, where both the observation and the control signal, travelling over an unreliable communication channel, can be lost at each time step with probability 1 −γ and 1 −ν respectively. gram (UDP). In the first case there is acknowledgement of received packets, while in the second case no-feedback is provided on the communication link. We study the effect of data losses due to the unreliability of the network links in the TCP case. We generalize the Linear Quadratic Gaussian (LQG) optimal control problem -modeling the arrival of an observation as a random process whose parameters are related to the characteristics of the communication channel. Accordingly, we consider two independent Bernoulli processes, of parameters γ and ν, that govern packet loss between the sensors and the estimation-control unit, and between the latter and the actuation points, see Figure 1 .
In our previous work [2] we have determined the optimal LQG controller for the case when data loss occurs only between sensors and estimator. We have also shown that the separation principle still holds under this assumption, hence, the optimal controller is linear with the state. In this paper we consider the more general case in which data loss occurs also between the controller and the actuator. Accordingly, we show that in the TCP case the separation principle holds and the optimal controller is a linear function of the state. We also show the existence of critical values for the parameters of the Bernoulli arrival processes, below which a transition to instability occurs and the optimal controller fails to stabilize the system. In other words, in order to have stability, the packet loss rate must be below a given threshold that depends on the dynamics of the system.
Following the procedure and using the result in [3] , [4] we are able to prove the existence of a critical value for the arrival rate above which the optimization problem is bounded, and below which the cost J goes unbounded. This is accomplished by finding deterministic upper and lower bounds for the expected optimal cost and their convergence conditions.
Study of stability of dynamical systems where component are connected asynchronously via communication channels has received considerable attention in the past few years and our contribution can be put in the context of the previous literature. Ling and Lemmon [5] , in a series of papers, proposed a compensator approach for some data loss models. They consider an optimal compensator design when data loss is i.i.d. A different approach was considered in [6] which proposed to place an estimator, i.e. a Kalman filter, at the sensor side of the link and without assuming any statistical model for the data loss process . The work of [7] is the closest to the present paper, but we consider the more general case when the matrix C is not the identity and there is noise in the observation. Moreover we analyze the infinite horizon case.
Nilsson [8] presents the LQG optimal regulator with bounded delays between sensors and controller, and between the controller and the actuator, but he does not address the packet-loss case. This is considered by Hadijcostis and Touri [9] , where dropped measurements are replaced by zeros. Other approaches include using the last received sample for control, or designing a dropout compensator [10] , [5] . We consider the alternative approach where the external compensator feeding the controller is the optimal time varying Kalman gain. Moreover, we analyze the proposed solution in state space domain rather than in frequency domain as it was presented in [5] , and we consider the more general Multiple Input Multiple Output (MIMO) case.
The paper is organized as follows. The next section provides a mathematical formulation for the problem. Section III provide some preliminary results in the form of lemmas, which we then use to prove our main results in section IV. We finally conclude and provide directions for future work in section V.
II. PROBLEM FORMULATION
Consider the following linear stochastic system with intermittent observations:
where x k ∈ R n is the state vector, y k ∈ R m is the output vector, u k ∈ R q is the input vector, x 0 ∈ R n , w k ∈ R n and v k ∈ R m are Gaussian, uncorrelated, white, with zero mean and covariance
Bernoulli random variables with P (γ k = 1) =γ and P (ν k = 1) =ν. Let us define the following information set:
where
. Consider also the following cost function:
We now look for a control input sequence u * N −1 that minimizes the above functional given that the information I k is available at time k, i.e.
. III. MATHEMATICAL BACKGROUND Before proceeding, let us define the following variables:
In the following derivation we will make use of the following facts Lemma 1. The following facts are true:
Proof: (a) It follows directly from the definition. In fact:
(b) Using standard algebraic operations and the previous fact we have:
any function, and p the probability distribution, then
where we used Bayes' Rule. Since I k ⊆ I k+1 , fact (c) follows from the above equality by substituting I k = X and I k+1 = (X, Z). We now compute some quantities that will prove to be useful when deriving the equation for the optimal LQG controller. Let us compute the following expectation:
where we used independence of ν k , w k , x k , and zero-mean property of w k . Also
IV. FINITE AND INFINITE HORIZON LQG We first start finding the optimal estimator, which will be needed to solve the LQG controller design, as it will be shown later.
A. Estimator Design, σ → +∞
We derive the equations for optimal estimator using similar arguments used for the standard Kalman filtering equations. The innovation step is given by:
where we used the independence of w k and I k . Since y k+1 , γ k+1 , w k and I k are all independent of each other and following the same approach described in [3] , the correction step is given by:
where we took the limit σ → +∞. The initial conditions for the estimator iterative equations are:x
B. Controller design
To derive the optimal feedback control law and the corresponding value for the objective function we will follow the dynamic programming approach based on the cost-to-go iterative procedure.
Define the optimal value function V k (x k ) as follows:
Using dynamic programming theory [11] [12], one can show that J * N = V 0 (x 0 ). We claim that the value function V k (x k ) can be written as:
where the matrix S k and the scalar c k are to be determined and are independent of the information set I. We will prove it by induction. The claim is certainly true for k = N with the following choice of parameters:
Suppose now that the claim is true for k + 1, i.e.
, and we use it to compute the value function at time step k as follows:
where we used Lemma 1(c) in the third line, and Equation (7) 
The optimal feedback is thus a simple linear feedback of the estimated state. If we substitute the minimizer back into Equation (20), and we use the Equation (17) we get:
where we used Lemma 1(b) in the last line. For the previous equation to hold for all x k , we need to have:
Therefore, the cost function for the optimal LQG using TCP is given by:
The matrices {P k|k } N k=0 are stochastic since they are function of the sequence {γ k }. The exact expected value of these matrices cannot be computed analytically, since they are nonlinear function of the arrival sequence γ k , as shown in [3] . However, they can bounded by computable deterministic quantities. In fact let us consider the following equation:
initialized to P 0|−1 = P 0|−1 = P 0 . Using similar arguments as those in [3] , it is possible to show that the matrices P k|k 's are concave and monotonic functions of P k|k−1 , respectively. Therefore, the following bounds are true:
and we have:
C. Finite and Infinite Horizon LQG control
The previous equations were derived for the finite horizon LQG. The infinite horizon LQG can be obtained by taking the limit for N → +∞ of the previous equations. However the minimal cost J N is a stochastic function and does not have a limit. Differently from standard LQG controller design where the controller always stabilizes the original system, in the case control packet loss, the stability can be lost if the arrival probabilityν,γ is below a certain threshold. In particular the Equation for the cost matrix S k is the solution of a modified Riccati Algebraic Equation (MARE) which was already introduced and studied in our previous work [3] . In particular, Equation (24) is the dual of the estimator equation presented in [3] . Therefore, the same conclusions can be drawn and we are now ready summarize the previous result in the following theorem: 
Theorem 1 (Finite Horizon LQG under TCP). Consider the system (1)-(2) and consider the problem of minimizing the cost function (4) with policy
where |λ max (A)| is the eigenvalue of matrix A with largest absolute value, such that for allγ > γ min we have:
where the mean cost bounds
are given by:
and the matrices S ∞ , P ∞ , P ∞ 
Motivated by applications where control is performed over a communication network, in this paper we extend our previous results on optimal control with intermittent observations to the case where control packets may be lost due to the presence of an unreliable communication channel between the controller and the actuator. We assume that an acknowledgement of the arrival of the control packet is always available to the controller (TCP). First, we showed that the separation principle holds also in this case. Then we proved that the optimal LQG control is a linear function of the state. Finally, by providing analytic upper and lower bounds on the cost functional we could show the existence of critical arrival probabilities below which the optimal controller fails to stabilize the system. Future work will involve the analysis for the case when the controller does not receive any acknowledgement to whether its packet has been received by the actuator or not.
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