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Abstract
We construct a solution for a class of strongly perturbed semilinear heat equa-
tions which blows up in finite time with a prescribed blow-up profile. The
construction relies on the reduction of the problem to a finite dimensional one
and the use of index theory to conclude.
Keywords : Blow-up profile, finite-time blow-up, stability, semilinear heat equa-
tions.
1. Introduction
We are interested in the following nonlinear parabolic equation:{
ut = ∆u + |u|p−1u+ h(u),
u(0) = u0 ∈ L∞(Rn), (1)
where u is defined for (x, t) ∈ Rn × [0, T ), 1 < p and p < n+2n−2 if n ≥ 3, the
function h is in C1(R,R) satisfying
j = 0, 1, |h(j)(z)| ≤M
( |z|p−j
loga(2 + z2)
+ 1
)
with a > 1, M > 0, (2)
or
h(z) = µ
|z|p−1z
loga(2 + z2)
with a > 0, µ ∈ R. (3)
By standard results, the Cauchy problem for equation (1) can be solved in
L∞(Rn). The solution u(t) of (1) would exist either on [0,+∞) (global exis-
tence) or only on [0, T ), with 0 < T < +∞. In this case, we say that u(t) blows
up in finite time T , namely
lim
t→T
‖u(t)‖L∞(Rn) = +∞.
1This author is supported by the ERC Advanced Grant no. 291214, BLOWDISOL and by
the ANR project ANAE´ ref. ANR-13-BS01-0010-03.
Here T is called the blow-up time, and a point x0 ∈ Rn is called a blow-up
point if and only if there exist (xn, tn) → (x0, T ) such that |u(xn, tn)| → +∞
as n → +∞. In this paper, we are interested in the finite time blow-up for
equation (1).
When h ≡ 0, the blow-up result for equation (1) is largely well-understood.
The existence of blow-up solutions has been proved by several authors (see Fu-
jita [7], Ball [1], Levine [13]). We have a lots of results concerning the asymptotic
blow-up behavior, locally near a given blow-up point (see Giga and Kohn [10],
Weissler [25], Filippas, Kohn and Liu [5], [6], Herrero and Vela´zquez [11], [12],
[23], [24], Merle and Zaag [17], [18], [19]). The notion of asymptotic profile ap-
pears also in various papers (see Bricmont and Kupiainen [3], Merle and Zaag
[16], Berger and Kohn [2], Nguyen [20] for numerical studies).
Given b a blow-up point of u, we study the behavior of u near the singularity
(b, T ) through the following similarity variables introduced by Giga and Kohn
[8, 9, 10]:
y =
x− b√
T − t , s = − log(T − t), wb(y, s) = (T − t)
1
p−1u(x, t), (4)
and wb satisfies for all (y, s) ∈ Rn × [− logT,+∞),
∂swb = (∆− y
2
· ∇+ 1)wb − p
p− 1wb + |wb|
p−1wb + e−
ps
p−1h
(
e
s
p−1wb
)
. (5)
In [21], the author showed that if wb does not approach φ exponentially fast,
where φ is the positive solution of the associated ordinary differential equation
of equation (5),
φs = − φ
p− 1 +φ
p+e−
ps
p−1h(e
s
p−1φ) such that φ(s)→ κ as s→ +∞, (6)
then the solution u of (1) would approach an explicit universal profile as follows:
(T − t) 1p−1u(b+ z
√
(T − t)| log(T − t)|, t)→ f(z) as t→ T, (7)
in L∞loc and in the case a > 1, where
f(z) = κ
(
1 + cp|z|2
)− 1p−1 , with cp = p− 1
4p
. (8)
The goal of this work is to show that the behavior (7) does occur. More precisely,
we construct a blow-up solution of equation (1) satisfying the behavior described
in (7). This is our main result:
Theorem 1 (Existence of a blow-up solution for equation (1) with the
description of its profile). There exists T > 0 such that equation (1) has a
solution u(x, t) in Rn × [0, T ) satisfying:
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i) the solution u blows up in finite-time T at the point b = 0,
ii)∥∥∥∥∥(T − t) 1p−1u(·
√
T − t, t)− f
(
·√
| log(T − t)|
)∥∥∥∥∥
W 1,∞(Rn)
≤ C| log(T − t)|̺ ,
(9)
for all ̺ ∈ (0, ν) with ν = min{a− 1, 12} in the case (2) and ν = min{a, 12} in
the case (3), C is some positive constant and f is defined in (8).
iii) There exists u∗ ∈ C(Rn \ {0},R) such that u(x, t) → u∗(x) as t → T
uniformly on compact subsets of Rn \ {0}, where
u∗(x) ∼
(
8p| log |x||
(p− 1)2|x|2
) 1
p−1
as x→ 0.
Remark 1. Note that i) directly follows from ii). Indeed, ii) implies that
u(0, t) ∼ κ(T − t)− 1p−1 → +∞ as t → T , which means that u blows up in
finite-time T at the point 0. From iii), we see that u blows up only at the point
b = 0.
Remark 2. Note that the profile f is the same as in the nonlinear heat equation
without the perturbation (h ≡ 0), see Bricmont and Kupiainen [3], Merle and
Zaag [16].
The estimate (9) holds in W 1,∞ and uniformly in z ∈ Rn. In the previous work,
Ebde and Zaag [4] gives such a uniform convergence in the case h involving
a nonlinear gradient term. In fact, the convergence in W 1,∞ comes from a
parabolic regularity estimate for equation (5) (see Proposition 5 below). Dealing
with the case h ≡ 0, Bricmont and Kupiainen [3], Merle and Zaag [16] also give
such a uniform convergence but only in L∞(Rn). In most papers, the same
kind convergence is proved, but only uniformly on a smaller subsets, |z| ≤
K
√
| log(T − t)| (see Vela´zquez [23]).
The proof of Theorem 1 bases on techniques developed by Bricmont and
Kupiainen in [3] and Merle and Zaag in [16] for the semilinear heat equation
ut = ∆u+ |u|p−1u. (10)
Note that the perturbation term h certainly impacts on the construction of so-
lutions of (1) satisfying (9). This causes some crucial modifications in [16] in
order to totally control the term h. Although these modifications do not affect
the general framework developed in [16], they lay in 3 crucial places:
- We modify the profile around which we study equation (5), so that we go be-
yond the order 1sa generated by the perturbation term. Indeed, for small a > 0
and with the same profile as in [16], the order 1sa will become too strong and will
not allow us to close our estimates. See Section 2 below, particularly definition
(12), which enables us to reach the order 1sa+1 .
- In order to handle the order 1sa+1 , we need to modify the definition of the
3
shrinking set near the profile. See Section 3 and particularly Proposition 3 be-
low.
- A sharp understanding of the dynamics of the linearized operator of (5) around
the profile (12), and which allows to handle the new definition of the shrinking
set. See Lemma (7) below.
For that reason, we will stress only the main parts of the proof of Theorem 1
and put forward the novelties of our argument. In particular, the proof relies
on the understanding of the dynamics of the self-similar version of equation (5)
around the profile (8). Following the work by Merle and Zaag [16], the proof
will be divided into 2 steps:
- In the first step, we reduce the problem to a finite-dimensional problem: we
will show that it is enough to control a finite-dimensional variable in order to
control the solution near the profile.
- In the second step, we proceed by contradiction to solve the finite-dimensional
problem and conclude using index theory.
We would like to mention that Masmoudi and Zaag [14] adapted the method of
[16] for the following Ginzburg-Landau equation:
ut = (1 + ıβ)∆u + (1 + ıδ)|u|p−1u, (11)
where p− δ2− βδ(p+1) > 0 and u : Rn× [0, T )→ C. Note that the case β = 0
and δ ∈ R small has been studied earlier by Zaag [26].
In [22], Nouaili and Zaag successfully used the method of [16] for the following
complex valued semilinear heat equation:
ut = ∆u+ u
2,
where u(t) : x ∈ Rn → C.
As in [16], [26] and [14], it is possible to make the interpretation of the finite-
dimensional variable in terms of the blow-up time and the blow-up point. This
allows us to derive the stability of the profile f in Theorem 1 with respect to
perturbations in the initial data. More precisely, we have the following:
Theorem 2 (Stability of the solution constructed in Theorem 1). Let
us denote by uˆ(x, t) the solution constructed in Theorem 1 and by Tˆ its blow-up
time. Then, there exists a neighborhood V0 of uˆ(x, 0) in W 1,∞ such that for
any u0 ∈ V0, equation (1) has a unique solution u(x, t) with initial data u0, and
u(x, t) blows up in finite time T (u0) at one single blow-up point b(u0). Moreover,
estimate (7) is satisfied by u(x− b, t) and
T (u0)→ Tˆ , b(u0)→ 0 as u0 → uˆ0 in W 1,∞(Rn).
Remark 3. We will not give the proof of Theorem 2 because the stability result
follows from the reduction to a finite dimensional case as in [16] with the same
proof. Hence, we only prove the reduction and refer to [16] for the stability.
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Note that from the parabolic regularity, our stability result holds in the larger
space L∞(Rn).
2. Formulation of the problem
As in [16], [3], we give the proof in one dimension (n = 1). The proof remains
the same for higher dimensions (n ≥ 2). We would like to find u0 initial data
such that the solution u of equation (1) blows up in finite time T and satisfies the
estimate (9). Using similarity variables (4), this is equivalent to finding s0 > 0
and w0(y) ≡ w(y, s0) such that the solution w of equation (5) with initial data
w0 satisfies
lim
s→+∞
‖w(y, s)− f( y√
s
)‖W 1,∞ = 0,
where f is given in (8).
In order to prove this, we will not linearize equation (5) around f + κ2ps as in
[16]. We will instead introduce
q = w − ϕ, where ϕ = φ(s)
κ
(
f(
y√
s
) +
κ
2ps
)
, (12)
with φ and f are introduced in (6) and (8). Then, the problem is reduced to
constructing a function q such that
lim
s→+∞
‖q(y, s)‖W 1,∞ = 0
and q is a solution of the following equation for all (y, s) ∈ R× [s0,+∞),
qs = (L+ V )q +B(q) +R(y, s) +N(y, s), (13)
where L = ∆− y2 · ∇+ 1 and
V (y, s) = p
(
ϕ(y, s)p−1 − 1
p− 1
)
+ ıe−sh′(e
s
p−1ϕ), (14)
B(q) = |ϕ+ q|p−1(ϕ+ q)− ϕp − pϕp−1q, (15)
R(y, s) = −ϕs +∆ϕ− y
2
· ∇ϕ− ϕ
p− 1 + ϕ
p + e
−ps
p−1h
(
e
s
p−1ϕ
)
, (16)
N(q, s) = e
−ps
p−1
[
h
(
e
s
p−1 (ϕ+ q)
)
− h
(
e
s
p−1ϕ
)
− ıe sp−1h′
(
e
s
p−1ϕ
)
q
]
, (17)
with ı = 0 in the case (2) and ı = 1 in the case (3).
One can remark that we don’t linearize (5) around ϕ˜ = f( y√
s
) + κ2ps as in the
case of equation (10) treated in [16]. In fact, if we do the same, we may obtain
some terms like 1sa coming from the strong perturbation h in equation (5), and
we may not be able to control these terms in the case a < 3. To extend the
range of a, we multiply the factor φ(s)κ to ϕ˜ in order to go beyond the order
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1
sa and reach at the order
1
sa+1 . Linearizing around ϕ given in (12) is a major
novelty in our approach.
In following analysis, we will use the following integral form of equation (13):
for each s ≥ σ ≥ s0:
q(s) = K(s, σ)q(σ) +
∫ s
σ
K(s, τ) [B(q(τ)) +R(τ) +N(q(τ), τ)] dτ, (18)
where K is the fundamental solution of the linear operator L + V defined for
each σ > 0 and for each s ≥ σ,
∂sK(s, σ) = (L+ V )K(s, σ), K(σ, σ) = Identity. (19)
Since the dynamics of equation (13) are influenced by the linear part, we first
need to recall some properties of the operator L from Bricmont and Kupiainen
[3]. The operator L is self-adjoint in L2ρ(Rn), where L2ρ is the weighted L2 space
associated with the weight ρ defined by
ρ(y) =
(
1
4π
)n/2
e−
|y|2
4 .
Its spectrum is given by
spec(L) = {1− m
2
, m ∈ N},
and its eigenfunctions are derived from Hermite polynomials.
If n = 1, the eigenfunction corresponding to 1− m2 is
hm(y) =
[m2 ]∑
k=0
m!
k!(m− 2k)! (−1)
kym−2k. (20)
We also denote km(y) =
hm(y)
‖hm(y)‖2
L2ρ
.
If n ≥ 2, we write the spectrum of L as spec(L) = {1− |m|2 , |m| = m1 + · · ·+
mn, (m1, . . . ,mn) ∈ Nn}. Given m = (m1, . . . ,mn) ∈ Nn, the eigenfunction
corresponding to 1− |m|2 is
Hm(y) = hm1(y1) . . . hmn(yn), where hm is defined in (20). (21)
The potential V (y, s) has two fundamental properties:
i) V (·, s)→ 0 in L2ρ as s → +∞. In particular, the effect of V on the bounded
sets or in the ”blow-up” region (|y| ≤ K√s) is regarded as a perturbation of
the effect of L.
ii) outside of the ”blow-up” region, we have the following property: for all ǫ > 0,
there exist Cǫ > 0 and sǫ such that
sup
s≥sǫ,|y|≥Cǫ
√
s
|V (y, s)− (− p
p− 1)| ≤ ǫ. (22)
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This means that L+V behaves like L− pp−1 in the region |y| ≥ K
√
s. Because 1 is
the biggest eigenvalue of L, the operator L− pp−1 has purely negative spectrum.
Therefore, the control of q(y, s) in L∞ outside of the ”blow-up” region will be
done without difficulties.
Since the behavior of V inside and outside of the ”blow-up” region are different,
let us decompose q as following: Let χ0 ∈ C∞0 ([0,+∞)) with supp(χ0) ⊂ [0, 2]
and χ0 ≡ 1 on [0, 1]. We define
χ(y, s) = χ0(
|y|
K
√
s
), (23)
where K > 0 to be fixed large enough, and write
q(y, s) = qb(y, s) + qe(y, s), (24)
where qb(y, s) = χ(y, s)q(y, s) and qe(y, s) = (1 − χ(y, s))q(y, s). Note that
supp(qb(s)) ⊂ B(0, 2K
√
s) and supp(qe(s)) ⊂ R \B(0,K
√
s).
In order to control qb, we expand it with respect to the spectrum of L in L2ρ.
More precisely, we write q into 5 components as follows:
q(y, s) =
2∑
m=0
qm(s)hm(y) + q−(y, s) + qe(y, s), (25)
where qm, q− are coordinates of qb (not of q), namely that qm is the projection of
qb in hm and q− = P−(qb) with P− being the projector on the negative subspace
of L.
3. Proof of the existence of a blow-up solution with the given blow-up
profile
In this section, we use the framework developed in [16] in order to prove
Theorem 1. We proceed in 4 steps:
- In the first step, we define a shrinking set VA(s) and translate our goal of
making q(s) go to 0 in L∞(R) in terms of belonging to VA(s). We also exhibit a
two parameter initial data family for equation (13) whose coordinates are very
small (with respect to the requirements of VA(s)), except the two first q0 and q1.
Note that the set VA(s) is different from the corresponding one in [16], and this
makes the second major novelty of our work, in addition to the modification of
the profile in (12).
- In the second step, using the spectral properties of equation (13), we reduce
our goal from the control of q(s) (an infinite dimensional variable) in VA(s) to
the control of its two first components (q0(s), q1(s)) (a two-dimensional variable)
in
[− As1+ν , As1+ν ]2 with ν > 0.
- In the third step, we solve the local in time Cauchy problem for equation (13).
- In the last step, we solve the finite dimensional problem using index theory
and conclude the proof of Theorem 1.
7
In what follows, the constant C denotes a universal one independent of
variables, only depending upon constants of the problems such as a, p, M , µ
and K in (23).
3.1. Definition of a shrinking set VA(s) and preparation of initial data
Let first introduce the following proposition:
Proposition 3 (A shrinking set to zero). Let ν = min{a− 1, 12} in the case
(2) and ν = min{a, 12} in the case (3), we fix ̺ ∈ (0, ν). For each A > 0, for
each s > 0, we define VˆA(s) =
[− As1+ν , As1+ν ]2 ⊂ R2, and VA(s) as being the set
of all functions g in L∞ such that:
m = 0, 1, |gm(s)| ≤ A
s1+ν
, |g2(s)| ≤ A
2
s1+ν
,
∀y ∈ R, |g−(y, s)| ≤ A
s3/2+̺
(1 + |y|3), ‖ge(s)‖L∞ ≤ A
2
s̺
,
where gm, g− and ge are defined in (25). Then we have for all s ≥ e and
g ∈ VA(s),
∀y ∈ R, |g(y, s)| ≤ CA
2
s3/2+̺
(1 + |y|3) + CA
2
s1+ν
(1 + |y|2) and ‖g(s)‖L∞ ≤ CA
2
s̺
.
(26)
Proof. From the definition of VA(s) and the fact that
∣∣∣1−χ(y,s)1+|y|3 ∣∣∣ ≤ Cs3/2 , the
conclusion of Proposition 3 simply follows.
Initial data (at time s0 = − logT ) for the equation (13) will depend on two
real parameters d0 and d1 as given in the following proposition:
Lemma 4 (Decomposition of initial data on the different compo-
nents)). For each A > 1, there exists δ1(A) > 0 such that for all s0 ≥ δ1(A):
If we consider the following function as initial data for equation (13):
qd0,d1(y, s0) =
φ(s0)
κ
(
fp(z)(d0 + d1z)− κ
2ps0
)
, (27)
where z = y√s0 , f and φ are defined in (8) and (6), then
i) There exists a constant C = C(p) > 0 such that the components of qd0,d1(s0)
(or q(s0) for short) satisfy:
q0(s0) = d0a0(s0) + b0(s0), with a0(s0) ∼ C, |b0(s0)| ≤ C
s0
, (28)
q1(s0) = d1a1(s0) + b1(s0), with a1(s0) ∼ C√
s0
, |b1(s0)| ≤ C
s20
, (29)
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and
|q2(s0)| ≤ C|d0|
s0
+ Ce−s0 , |q−(y, s0)| ≤
(
C|d0|
s0
+
C|d1|
s0
√
s0
)
(1 + |y|3),
‖qe(s0)‖L∞ ≤ C|d0|+ C|d1|√
s0
, ‖∇q(s0)‖L∞ ≤ C(|d0|+ |d1|)√
s0
.
ii) For each A > 0, if (d0, d1) is chosen so that (q0, q1)(s0) ∈ VˆA(s0), then
|d0|+ |d1| ≤ C
s0
,
|q2(s0)| ≤ C
s20
,
∥∥∥∥q−(y, s0)1 + |y|3
∥∥∥∥
L∞
≤ C
s20
, ‖qe(s0)‖L∞ ≤ C
s0
,
q(s0) ∈ VA(s0), ‖∇q(s0)‖L∞ ≤ C
s0
√
s0
,
where the statement q(s0) ∈ VA(s0) holds with ”strict inequalities”, except for
(q0, q1)(s0), in the sense that
m = 0, 1, |qm(s)| ≤ A
s1+ν
, |q2(s)| < A
2
s1+ν
,
∀y ∈ R, |q−(y, s)| < A
s3/2+̺
(1 + |y|3), ‖qe(s)‖L∞ < A
2
s̺
.
iii) There exists a rectangle Ds0 ⊂
[
− Cs0 , Cs0
]2
such that the mapping (d0, d1) 7→
(q0, q1)(s0) is linear and one to one from Ds0 onto
[
− A
s1+ν0
, A
s1+ν0
]2
and maps
∂Ds0 into ∂
[
− A
s1+ν0
, A
s1+ν0
]2
. Moreover, it is of degree one on the boundary and
the following equivalence holds:
q(s0) ∈ VA(s0) if and only if (d0, d1) ∈ Ds0 .
Proof. i) Since we have the similar expression of initial data (27) as in [16], we
refer the reader to Lemma 3.5 of [16], except for the bound on ‖∇q(s0)‖L∞ .
Note that although i) is not stated explicitly in Lemma 3.5 of [16], they are
clearly written in its proof. For ‖∇q(s0)‖L∞ , we use (27) and the fact that
f ′(z) = − p−12p zfp(z), fp(z), zfp−1(z) and z2fp−1(z) are in L∞(R) to derive
|∇q(y, s0)| ≤
∣∣∣∣φ(s0)κ
∣∣∣∣
∣∣∣∣fp(z)√s0
(
pd0zf
p−1(z) + d1 + pd1z2fp−1(z)
)∣∣∣∣
≤ C√
s0
(|d0|+ |d1|).
ii) We see from (28) and (29) that if (d0, d1) is chosen so that (q0, q1)(s0) ∈[
− A
s1+ν0
, A
s1+ν0
]2
, then |d0| and |d1| are bounded by Cs0 . Substituting these bounds
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into the estimates stated in i), we immediately derive ii).
iii) It follows from (28) and (29), part ii) and the definition of VA given in
Proposition 3. This ends the proof of Lemma 4.
As stated in Theorem 1, the convergence holds in W 1,∞(R), we need the
following parabolic regularity estimate for equation (13), with q(s0) given by
(18) and q(s) ∈ VA(s). More precisely, we have the following:
Proposition 5. For each A ≥ 1, there exists δ2(A) > 0 such that for all
s0 ≥ δ2(A): if q(s) is a solution of equation (13) on [s0, s1] with initial data at
s = s0, qd0,d1(s0) given in (18) where (d0, d1) ∈ Ds0 , assume in addition that
q(s) ∈ VA(s) for s ∈ [s0, s1], then
‖∇q(s)‖L∞ ≤ CA
2
s̺
, ∀s ∈ [s0, s1],
for some positive constant C.
Proof. The proof is the same as Proposition 3.3 of [4]. We would like to mention
that the proof bases on a Gronwall’s argument and the following properties of
the kernel eθL defined in (B.1):
∀g ∈ L∞, ‖∇(eθLg)‖L∞ ≤ Ce
θ/2‖g‖L∞√
1− e−θ ,
and
∀f ∈ W 1,∞, ‖∇(eθLf)‖L∞ ≤ Ceθ/2‖∇f‖L∞.
Although the definition of VA is slightly different from the one defined in [4],
the reader will have absolutely no difficulty to adapt their proof to the new
situation. For that reason, we refer the reader to [4] for details of the proof.
3.2. Reduction to a finite dimensional problem
We are going to the crucial step of the proof of Theorem 1. In this step,
we will show that through a priori estimates, the control of q(s) in VA reduces
to the control of (q0, q1)(s) in VˆA(s). As presented in [16] (see also[26],[14]),
we would like to emphasize that this step make the heart of the contribution.
Even more, here lays another major contribution of ours, in the sense that we
understand better the dynamics of the fundamental solution K(s, σ) defined
in (19). Our sharper estimates are given in Lemma 7 below. In fact all that
we do is to rewrite the corresponding estimates of Bricmont and Kupiainen [3]
without taking into account the particular form of the shrinking set they used.
Furthermore, because of the difference in the definition (12) of ϕ and the dif-
ference in the definition of VA, the proof is far from being an adaptation of
the proof written in [16]. We therefore need some involved arguments to control
the components of q and conclude the reduction to a finite dimensional problem.
We mainly claim the following:
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Proposition 6 (Control of q(s) by (q0, q1)(s) in VA(s)). There exist A3 > 0
such that for each A ≥ A3, there exists δ3(A) > 0 such that for each s0 ≥ δ3(A),
we have the following properties:
- if (d0, d1) is chosen so that (q0, q1)(s0) ∈ VˆA(s0), and
- if for all s ∈ [s0, s1], q(s) ∈ VA(s) and q(s1) ∈ ∂VA(s1) for some s1 ≥ s0, then:
i) (Reduction to a finite dimensional problem) (q0, q1)(s1) ∈ ∂VˆA(s1),
ii) (Transversality) there exists η0 > 0 such that for all η ∈ (0, η0), (q0, q1)(s1+
η) 6∈ ∂VˆA(s1 + η) (hence, q(s1 + η) 6∈ VA(s1 + η)).
The proof follows the general ideas of [16] and we proceed in three steps:
- Step 1: we give a priori estimates on q(s) in VA(s): assume that for given
A > 0 lager, λ > 0 and an initial time s0 ≥ σ2(A, λ) ≥ 1, we have q(s) ∈ VA(s)
for each s ∈ [τ, τ + λ] where τ ≥ s0, then using the integral form (18) of q(s),
we derive new bounds on q2(s), q−(s) and qe(s) for s ∈ [τ, τ + λ].
- Step 2: we show that these new bounds are better than those defining VA(s).
It then remains to control q0(s) and q1(s). This means that the problem is
reduced to the control of a two dimensional variable (q0, q1)(s) and we then
conclude i) of Proposition 6.
- Step 3: we use dynamics of (q0, q1)(s) to show its transversality on ∂VA(s),
which corresponds to part ii) of Proposition 6.
Step 1: A priori estimates on q(s) in VA(s)
As indicated above, the derivation of the new bounds on the components of
q(s) bases on the integral formula (18). It is clear to see the strong influence of
the kernel K in this formula. Therefore, it is convenient to give the following
result from Bricmont and Kupiainen in [3] which gives the dynamics of the linear
operator L+ V :
Lemma 7 (Bricmont and Kupiainen [3]). For all λ > 0, there exists σ0 =
σ0(λ) such that if σ ≥ σ0 ≥ 1 and ψ(σ) satisfies
2∑
m=0
|ψm(σ)|+
∥∥∥∥ψ−(y, σ)1 + |y|3
∥∥∥∥
L∞
+ ‖ψe(σ)‖L∞ < +∞, (30)
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then, θ(s) = K(s, σ)ψ(σ) satisfies for all s ∈ [σ, σ + λ],
|θ2(s)| ≤
(σ
s
)2
|ψ2(σ)| + C(s− σ)
s
(
2∑
l=0
|ψl(σ)| +
∥∥∥∥ψ−(y, σ)1 + |y|3
∥∥∥∥
L∞
)
+ C(s− σ)e−s/2‖ψe(σ)‖L∞ , (31)∥∥∥∥θ−(y, s)1 + |y|3
∥∥∥∥
L∞
≤ Ce
s−σ ((s− σ)2 + 1)
s
(|ψ0(σ)|+ |ψ1(σ)|+√s|ψ2(σ)|)
+ Ce−
(s−σ)
2
∥∥∥∥ψ−(y, σ)1 + |y|3
∥∥∥∥
L∞
+
Ce−(s−σ)
2
s3/2
‖ψe(σ)‖L∞ , (32)
‖θe(s)‖L∞ ≤ Ces−σ
(
2∑
l=0
sl/2|ψl(σ)| + s3/2
∥∥∥∥ψ−(y, σ)1 + |y|3
∥∥∥∥
L∞
)
+ Ce−
(s−σ)
p ‖ψe(σ)‖L∞ . (33)
where C = C(λ,K) > 0 (K is given in (23)), ψm, ψ−, ψe and θm, θ−, θe are
defined by (24) and (25).
Remark 4. In view of the formula (18), we see that Lemma 7 will play an
important role in deriving the new bounds on the components of q(s) and mak-
ing our proof simpler. This means that, given bounds on the components of
q(σ), B(q(τ)), R(τ), N(q(τ), τ), we directly apply Lemma 7 withK(s, σ) replaced
by K(s, τ) and then integrate over τ to obtain estimates on the components of
q.
Proof. Let us mention that Lemma 7 relays mainly on the understanding of the
behavior of the kernel K(s, σ). The proof is essentially the same as in [3], but
those estimates did not present explicitly the dependence on all the components
of ψ(σ) which is less convenient for our analysis below. Because the proof is
long and technical, we leave it to Appendix B.
We now assume that for each λ > 0, for each s ∈ [σ, σ + λ], we have q(s) ∈
VA(s) with σ ≥ s0. Applying Lemma 7, we get new bounds on all terms in the
right hand side of (18), and then on q. More precisely, we claim the following:
Lemma 8. There exists A2 > 0 such that for each A ≥ A2, λ∗ > 0, there exists
σ2(A, λ
∗) > 0 with the following property: for all s0 ≥ σ2(A, λ∗), for all λ ≤ λ∗,
assume that for all s ∈ [σ, σ + λ], q(s) ∈ VA(s) with σ ≥ s0, then we have for
all s ∈ [σ, σ + λ],
i) (linear term)
|α2(s)| ≤
(σ
s
)1−ν A2
s1+ν
+
CA2(s− σ)
s2+ν
,∥∥∥∥α−(y, s)1 + |y|3
∥∥∥∥
L∞
≤ C
s3/2+̺
+
C
s3/2+̺
(
Ae−
s−σ
2 +A2e−(s−σ)
2
)
,
‖αe(s)‖L∞ ≤ C
s̺
+
C
s̺
(
Aes−σ + A2e−
s−σ
p
)
,
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where
K(s, σ)q(σ) = α(y, s) =
2∑
m=0
αm(s)hm(y) + α−(y, s) + αe(y, s).
If σ = s0, we assume in addition that (d0, d1) is chosen so that (q0, q1)(s0) ∈
VˆA(s0). Then for all s ∈ [s0, s0 + λ], we have
|α2(s)| ≤ C
s2
,
∥∥∥∥α−(y, s)1 + |y|3
∥∥∥∥
L∞
≤ C
s2
, ‖αe(s)‖L∞ ≤ Ce
s−s0
√
s
.
ii) (remaining terms)
|β2(s)| ≤ C(s− σ)
s2+ν
,
∥∥∥∥β−(y, s)1 + |y|3
∥∥∥∥
L∞
≤ C
s3/2+̺
, ‖βe(s)‖L∞ ≤ C
s̺
,
where ∫ s
σ
K(s, τ) [B(q(τ)) +R(τ) +N(q(τ), τ)] dτ
= β(y, s) =
2∑
m=0
βm(s)hm(y) + β−(y, s) + βe(y, s).
Proof. i) It immediately follows from the definition of VA(σ) and Lemma 7.
Note that in the case σ = s0, we use in addition part ii) of Lemma 4 to have the
conclusion. For part ii), all what we need to do is to find the estimates on the
components of different terms appearing in equation (13), then we use Lemma
7 and the linearity to have the conclusion. We claim the following:
Lemma 9. We have the following properties:
i) (Estimates on B(q)) For all A > 0, there exists σ3(A) such that for all
τ ≥ σ3(A), q(τ) ∈ VA(τ) implies
m = 0, 1, 2, |Bm(τ)| ≤ CA
4
τ2+2ν
,
∣∣∣∣B−(y, τ)1 + |y|3
∣∣∣∣ ≤ CA4τ3/2+2̺ , ‖Be(τ)‖L∞ ≤ CA
2p′
τ̺p′
,
(34)
where p′ = min{p, 2}.
ii) (Estimates on R) There exists σ4 > 0 such that for all τ ≥ σ4,
m = 0, 1, |Rm(τ)| ≤ C
τ2
, |R2(τ)| ≤ C
τ2+ν
,
and
∥∥∥∥R−(y, τ)1 + |y|3
∥∥∥∥
L∞
≤ C
τ2
, ‖Re(τ)‖L∞ ≤ C
τν
. (35)
iii) (Estimates on N(q, τ)) For all A > 0, there exists σ5(A) such that for all
τ ≥ σ5(A), q(τ) ∈ VA(τ) implies
m = 0, 1, 2, |Nm(τ)| ≤ CA
4
τ2+2ν
,
∥∥∥∥N−(y, τ)1 + |y|3
∥∥∥∥
L∞
≤ CA
4
τ2+2̺
, ‖Ne(τ)‖L∞ ≤ CA
4
τ2̺
.
(36)
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Proof. Since the proof is technical, we leave it to Appendix C.
Substituting the estimates stated in Lemma 9 into Lemma 7, then integrating
over [σ, s] with respect to τ , and taking σ2(A, λ
∗) ≥ max{σ3, σ4, σ5} such that
∀s ≥ σ2(A, λ∗), (A4 + 1)eλ
∗
((λ∗)3 + 1)
(
s−̺(p
′−1) + s−(ν−̺)
)
≤ 1,
with p′ = min{p, 2}, we have the conclusion. This ends the proof of Lemma
8.
Thanks to Lemma 9, we obtain the following equations satisfied by the
expanding modes:
Lemma 10 (ODE satisfied by the expanding modes). For all A > 0,
there exists σ6(A) such that for all s ≥ σ6(A), q(s) ∈ VA(s) implies that for all
s ≥ σ6(A),
m = 0, 1,
∣∣∣q′m(s)− (1− m2 )qm(s)
∣∣∣ ≤ C
s3/2+ν
, (37)
and ∣∣∣∣q′2(s) + 2s q2(s)
∣∣∣∣ ≤ Cs2+ν . (38)
Proof. The proof is very close to that in [16]. We therefore give the sketch of
the proof. By the definition (25), we write
m = 0, 1, 2,
dqm(s)
ds
=
∫
∂χ(y, s)
∂s
q(s)kmρdy+
∫
χ(y, s)
∂q(s)
∂s
kmρdy := I+ II.
Since the support of ∂χ(y,s)∂s is the set K
√
s ≤ |y| ≤ 2K√s (see (23)), using the
fact that ‖q(s)‖L∞ ≤ CA2s̺ (see (26)), we obtain
|I| ≤
∫ ∣∣∣∣∂χ(y, s)∂s
∣∣∣∣ |q(s)||km|ρdy ≤ CA2e−ss−̺,
for K large enough.
For II, we have by equation (13),
II =
∫
χ(y, s)Lq(s)kmρdy +
∫
χ(y, s)V (s)q(s)kmρdy
+
∫
χ(y, s) [B(q(s)) +R(s) +N(q(s), s)] kmρdy := IIa+ IIb+ IIc.
Since L is self-adjoint on L2ρ and L(χ(y, s)km) = (1−m2 )χ(y, s)km+ ∂
2χ(y,s)
∂s2 km+
∂χ(y,s)
∂s (2
∂km
dy − y2km), we obtain
IIa =
∫
L(χ(y, s)km)q(s)ρdy = (1− m
2
)qm(s) +O(CA2e−s),
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where O(r) stands for quantity whose absolute value is bounded precisely by r
and not Cr.
Recalling from part c) of Lemma B.1 that |V (y, s)| ≤ Cs (1+ |y|2) and from (26)
that |q(y, s)| ≤ CA2s1+ν (1 + |y|3), we derive
m = 0, 1, |IIb| ≤ CA
2
s2+ν
∫
(1 + |y|5)|km|ρdy ≤ CA
2
s2+ν
.
For m = 2, using the second estimate in part c) of Lemma B.1, namely that
V (y, s) = −h2(y)4s +O
(
C(1+|y|4)
s1+a¯
)
with a¯ = min{a−1, a} in the case (2) and a¯ =
min{a, 1} in the case (3), simultaneously noting that ∫ h22ρdy = 8, ∫ h32ρdy = 64
and 2 + a¯+ ν ≥ 2 + 2ν, we obtain
m = 2, IIb = −2
s
q2(s) +O
(
CA2
s2+2ν
)
.
The bound for IIc already obtained from (34), (35) and (36). Adding all these
bounds and taking σ6(A) large enough such that for all s ≥ σ6(A), A4s−ν +
A2s2+νe−s ≤ 1, we then have the conclusion. This ends the proof of Lemma
10.
Step 2: Deriving conclusion i) of Proposition 6
Here we use Lemma 8 in order to derive conclusion i) of Proposition 6.
Indeed, from equation (18) and Lemma 8, we derive new bounds on |q2(s)|,∥∥∥ q−(y,s)1+|y|3 ∥∥∥
L∞
and ‖qe(s)‖L∞ , assuming that for all s ∈ [σ, σ + λ], q(s) ∈ VA(s),
for λ ≤ λ∗ and σ ≥ s0 ≥ σ1(A, λ∗) (σ1 is given in Lemma 8). The key estimate
is to show that for s = σ + λ (or s ∈ [σ, σ + λ] if σ = s0), these bounds are
better than those defining VA(s), provided that λ ≤ λ∗(A). More precisely, we
claim that following proposition which directly follows i) of Proposition 6:
Proposition 11 (Control of q(s) by (q0, q1)(s) in VA(s)). There exist A4 > 1
such that for each A ≥ A4, there exists δ4(A) > 0 such that for each s0 ≥ δ4(A),
we have the following properties:
- if (d0, d1) is chosen so that (q0, q1)(s0) ∈ VˆA(s0), and
- if for all s ∈ [s0, s1], q(s) ∈ VA(s) for some s1 ≥ s0, then: for all s ∈ [s0, s1],
|q2(s)| < A
2
s1+ν
,
∥∥∥∥q−(y, s)1 + |y|3
∥∥∥∥
L∞
≤ A
2s3/2+̺
, ‖qe(s)‖L∞ ≤ A
2
2s̺
. (39)
Let us now derive the conclusion i) of Proposition 6 from Proposition 11, and
we then prove it later.
Proof of i) of Proposition 6. Indeed, if q(s1) ∈ ∂VA(s1), we see from (39)
and the definition of VA(s) given in Proposition 3 that the first two components
of q(s1) must be in ∂VˆA(s1), which is the conclusion of part i) of Proposition 6,
assuming Proposition 11 holds.
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We now give the proof of Proposition 11 in order to conclude the proof of part
i) of Proposition 6.
Proof of Proposition 11. Note that the conclusion of this proposition is very
similar to Proposition 3.7, pages 157 in [16]. However, its proof is far from be-
ing an adaptation of the proof given in the case of the semilinear heat equation
treated in [16] because of the difference of the definition of VA(s) and the pres-
ence of the strong perturbation term. In fact, the argument given in [16] does
not work here to control |q2(s)| in this new situation, we use instead equation
(38) to handle this term.
Let λ1 ≥ λ2 be two positive numbers which will be fixed in term of A later. It is
enough to show that (39) holds in two cases: s − s0 ≤ λ1 and s − s0 ≥ λ2.
In both cases, we use Lemma 8 and equation and suppose A ≥ A2 > 0,
s0 ≥ max{σ2(A, λ1), σ2(A, λ2), σ6(A), 1}.
Case s − s0 ≤ λ1: Since we have for all τ ∈ [s0, s], q(τ) ∈ VA(τ), we apply
Lemma 8 with A and λ∗ = λ1, and λ = s − s0. From (18) and Lemma 8, we
have
|q2(s)| ≤ C
s2
+
Cλ1
s2+ν
,
∥∥∥∥q−(y, s)1 + |y|3
∥∥∥∥
L∞
≤ C
s3/2+̺
, ‖qe(s)‖L∞ ≤ Ce
λ1
√
s
+
C
s̺
.
If we fix λ1 =
3
2 logA and A large enough, then (39) satisfies.
Case s − s0 ≥ λ2: Since we have for all τ ∈ [σ, s], q(τ) ∈ VA(τ), we apply
Lemma 8 with A, λ = λ∗ = λ2, σ = s− λ2. From (18) and Lemma 8, we have∥∥∥∥q−(y, s)1 + |y|3
∥∥∥∥
L∞
≤ C
s3/2+̺
(
1 + Ae−
λ2
2 +A2e−λ
2
2
)
,
‖qe(s)‖L∞ ≤ C
s̺
(
1 +Aeλ2 +A2e−
λ2
p
)
.
To obtain (39), except for |q2(s)| which will be treated later, it is enough to
have A ≥ 4C and
C
(
Ae−
λ2
2 +A2e−λ
2
2
)
≤ A
4
,
C
(
Aeλ2 +A2e−
λ2
p
)
≤ A
2
4
.
If we fix λ2 = log(A/8C) and take A large enough, we see that these requests
are satisfied. This follows the last two estimates in (39).
It remains to show that if q(s) ∈ VA(s) for all s ∈ [s0, s1] then |q2(s)| < A2s1+ν
for all s ∈ [s0, s1]. We proceed by contradiction, assume that for all s ∈ [s0, s∗),
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|q2(s)| < A2s1+ν and |q2(s∗)| = A
2
s1+ν∗
. Considering the case q2(s∗) = − A2s1+ν∗ , we
have
q′2(s∗) ≤
d
ds
(−A2
s1+ν∗
)
≤ (1 + ν)A
2
s2+ν∗
. (40)
On the other hand, we have from (38),
q′2(s∗) ≥ −
2
s
q2(s∗)− C
s2+ν∗
=
2A2 − C
s2+ν∗
,
which contradicts (40) if we take A large enough.
Using the same argument in the case where q2(s∗) = A
2
s1+ν∗
, we also have a contra-
diction. This completes the proof of Proposition 11 and part i) of Proposition
6 too.
Step 3: Deriving conclusion ii) of Proposition 6.
We prove part ii) of Proposition 6 here. In order to prove this, we follow
the ideas of [16] to show that for each m ∈ {0, 1} and each ι ∈ {−1, 1}, if
qm(s1) =
ιA
s
3/2+ν
1
, then dqmds (s1) has the opposite sign of
d
ds
(
ιA
s3/2+ν
)
(s1) so that
(q0, q1)(s1) actually leaves VˆA at s1 for s1 ≥ s0 where s0 will be large enough.
Indeed, from equation (37), we take A = 2C+1. If ι = 1, then dqmds (s1) > 0 and
if ι = −1, then dqmds (s1) < 0. This implies that (q0, q1)(s1 + η) 6∈ ∂VˆA(s1 + η)
which yields conclusion ii) of Proposition 6.
3.3. Local in time solution of equation (13)
In the following, we find a local in time solution for equation (13).
Proposition 12 (Local in time solution of equation (13)). For all A > 1,
there exists δ5(A) such that for all s0 ≥ δ5(A), the following holds: For all
(d0, d1) ∈ Ds0 , there exists smax(d0, d1) > s0 such that equation (13) with initial
data q(s0) given in (27) has a unique solution satisfying q(s) ∈ VA+1(s) for all
s ∈ [s0, smax).
Proof. Using the definition (12) of q and the equivalent formulation (4), we
see that the Cauchy problem of (13) is equivalent to the Cauchy problem of
equation (1). Note that the initial data for (1) is derived the initial data for
(13) at s = s0 given in (27), namely
ud0,d1(x) =
T−
1
p−1φ(− logT )
κ
{
f(z)
(
1 +
d0 + d1z
p− 1 + (p−1)24p z2
)}
,
where f is defined in (8), T = e−s0 and z = x√
T | log T | .
This initial data is belong to L∞(R) which insures the local existence of u in
L∞(R) (see the introduction). From part iii) of Lemma 4, we have qd0,d1(s0) ∈
VA(s0) ⊆ VA+1(s0). Then there exists smax such that for all s ∈ [s0, smax), we
have q(s) ∈ VA+1(s). This concludes the proof of Proposition 12.
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3.4. Deriving conclusion ii) of Theorem 1
In this subsection, we derive conclusion ii) of Theorem 1 using the previous
subsections. Although the derivation of the conclusion is the same as in [16],
we would like to give details of its proof for the reader’s convenience and for
explaining the two-point strategy: reduction to a finite dimensional problem
and the conclusion ii) of Theorem 1 using index theory.
Proof of ii) of Theorem 1. We first solve the finite-dimensional problem and
show the existence of A > 1, s0 > 0 and (d0, d1) ∈
mathcalDs0 such that problem (13) with initial data at s = s0, qd0,d1(s0) is
given in (27) has a solution q(s) defined for all s ∈ [s0,+∞) such that
q(s) ∈ VA(s), ∀s ∈ [s0,+∞). (41)
For this purpose, let us take A ≥ A1 and s0 ≥ δ3, where A1 and δ3 are given
in Proposition 6, we will find the parameter (d0, d1) in the set Ds0 defined in
Lemma 4 such that (41) holds. We proceed by contradiction and assume from
iii) of Lemma 4 that for all (d0, d1) ∈ Ds0 , there exists s∗(d0, d1) ≥ s0 such
that qd0,d1(s) ∈ VA(s) for all s ∈ [s0, s∗] and qd0,d1(s∗) ∈ ∂VA(s∗). Applying
Proposition 6, we see that qd0,d1(s∗) can leave VA(s∗) only by its first two
components, hence,
(q0, q1)(s∗) ∈ ∂VˆA(s∗),
(see Proposition 3 for the definition of VˆA). Therefore, we can define the fol-
lowing function:
Φ : Ds0 7→ ∂([−1, 1]2)
(d0, d1)→ s
1+ν
∗
A
(q0, q1)(s∗).
Since q(y, s0) is continuous in (d0, d1) (see Lemma 4), we have that (q0, q1)(s) is
continuous with respect to (d0, d1, s). Then using the transversality property of
(q0, q1) on ∂VˆA (part ii) of Proposition 6), we claim that s∗(d0, d1) is continuous.
Therefore, Φ is continuous.
If we manage to prove that Φ is of degree one on the boundary, then we have
a contradiction from the degree theory. Let us prove that. From Lemma 4, we
see that if (d0, d1) is on the boundary of Ds0 , then
(q0, q1)(s0) ∈ ∂VˆA(s0), and q(s0) ∈ VA(s0),
where the statement q(s) ∈ VA(s) holds with strict inequalities for q2, q− and
qe. Using again ii) of Proposition 6, we see that q(s) can leave VA(s) at s = s0,
hence s∗ = s0. Using iii) of Lemma 4, we have that the restriction of Φ to the
boundary is of degree 1. This gives us a contradiction (by the index theory).
Thus, there exists (d0, d1) ∈ Ds0 such that for all s ≥ s0, qd0,d1(s) ∈ VA(s),
which is the conclusion (41).
Since qd0,d1(s) satisfies (41), we use the parabolic estimate in Proposition 5, the
transformations (12) and (4) and the fact that φ(s)κ = 1+O(s−a) with a > 0 to
derive estimate (9). This concludes the proof of ii) of Theorem 1.
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3.5. Deriving conclusion iii) of Theorem 1
We give the proof of part iii) of Theorem 1 in this subsection. We consider
u(t) solution of equation (1) which blows-up in finite-time T > 0 at only one
blow-up point x = 0 and satisfies (9). Adapting the techniques used by Merle
in [15] to equation (1) without the perturbation (h ≡ 0), we show the existence
of a profile u∗ ∈ C(R \ {0},R) such that u(x, t) → u∗(x) as t → T uniformly
on compact subsets of R \ {0}, where u∗ is given in iii) of Theorem 1. Note
that Zaag [26], Masmoudi and Zaag [14] successfully used these techniques to
equation (11). Since the proof is very similar to that written in [26] and [14],
and no new idea is needed, we just give the key argument and kindly refer the
reader to see Section 4 in [26] for details.
For each x0 ∈ R \ {0} small enough, we define for all (ξ, τ) ∈ R×
[
− t(x0)T−t(x0) , 1
)
the following function:
v(x0, ξ, τ) = (T − t(x0))
1
p−1u(x0 + ξ
√
T − t(x0), t(x0) + (T − t(x0))τ), (42)
where t(x0) is uniquely defined by
|x0| = K0
√
(T − t(x0))| log(T − t(x0))|, (43)
with K0 > 0 to be fixed large enough later.
Note that v blows up at time τ = 1 at only one blow-up point x0 = 0. From
(1) and (42), we see that v(x0, ξ, τ) satisfies the following equation: for all
τ ∈
[
− t(x0)T−t(x0) , 1
)
,
∂v
∂τ
= ∆ξv + |v|p−1v + (T − t(x0))
p
p−1h
(
(T − t(x0))−
1
p−1 v
)
. (44)
From estimate (9), the definition (42) of v and (43), we have the following:
sup
|ξ|<| log(T−t(x0))|
̺
2
|v(x0, ξ, 0)− f(K0)| ≤ C| log(T − t(x0))| ̺2
→ 0 as x0 → 0,
where f is given in (8).
Using the continuity with respect to initial data for equation (1) (also for equa-
tion (44)) associated to a space-localization in the ball B(0, |ξ| < | log(T −
t(x0))| ̺2 ), it is showed in Section 4 of [26] that
sup
|ξ|<| log(T−t(x0))|
̺
2 ,0≤τ<1
|v(x0, ξ, τ)− fˆK0(τ)| ≤ ǫ(x0)→ 0 as x0 → 0,
where fˆK0(τ) = κ(1− τ + p−14p K20 )−
1
p−1 .
Then letting τ → 1 and using the definition (42) of v, we have
u∗(x0) = lim
t′→T
u(x, t′) = (T − t(x0))−
1
p−1 lim
τ→1
v(x0, 0, τ)
∼ (T − t(x0))−
1
p−1 fˆK0(1), as x0 → 0.
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From (43), we have
(T − t(x0))−
1
p−1 ∼
( |x0|2
2K20 | log x0|
)− 1p−1
, as x0 → 0.
Hence,
u∗(x0) ∼
(
8p| logx0|
(p− 1)2|x0|2
) 1
p−1
, as x0 → 0,
which concludes the proof of part iii) of Theorem 1.
A. Appendix A
We claim the following:
Lemma A.1. Let ε ∈ (0, p], there exist C = C(a, p, µ,M) > 0 and s0 =
s0(a, ε) > 0 such that for all s ≥ s0,
i) if h is given by (2),
j = 0, 1, e−
(p−j)s
p−1
∣∣∣h(j) (e sp−1w)∣∣∣ ≤ Cs−a (|w|p−j + 1) ,
ii) if h is given by (3),
3∑
j=0
e−
(p−j)s
p−1 |w|j
∣∣∣h(j) (e sp−1w)∣∣∣ ≤ Cs−a(|w|p + |w|p−ε).
Proof. We see that the proof directly follows from the following key estimate:
|w|ε
loga
(
2 + e
2s
p−1w2
) ≤ C
sa
(|w|ε + 1), ∀s ≥ s0(a, ε). (A.1)
Indeed, considering the case w2e
s
p−1 ≥ 4, we have
|w|ε
loga
(
2 + e
2s
p−1w2
) ≤ |w|ε
loga
(
4e
s
p−1
) ≤ C|w|ε
sa
,
then the case w2e
s
p−1 ≤ 4 which follows that
|w|ε
loga
(
2 + e
2s
p−1w2
) ≤ |w|ε
loga(2)
≤ Ce− εsp−1 ≤ Cs−a.
This concludes the proof of (A.1) and the proof of Lemma A.1 also.
The following lemma shows the existence of solutions of the associated ODE
of equation (5):
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Lemma A.2. Let φ be a positive solution of the following ordinary differential
equation:
φs = − φ
p− 1 + φ
p + e−
ps
p−1h
(
e
s
p−1φ
)
. (A.2)
Then φ(s)→ κ as s→ +∞ and φ(s) is given by
φ(s) = κ(1 + ηa(s))
− 1p−1 , where ηa(s) = O
(
1
sa
)
. (A.3)
If h(x) = µ |x|
p−1x
loga(2+x2) , then
ηa(s) ∼ C0
∫ +∞
s
es−τ
τa
dτ =
C0
sa

1 +∑
j≥1
bj
sj

 ,
where C0 = µ
(
p−1
2
)a
and bj = (−1)j
∏j−1
i=0 (a+ i).
Proof. See Lemma A.3 in [21].
B. Proof of Lemma 7
In this appendix, we give the proof of Lemma 7. The proof follows from
the techniques of Bricmont and Kupiainen [3] with some additional care, since
we have a different profile function ϕ defined in (12), and since we give the
explicit dependence of the bounds in terms of all the components of initial
data. As mentioned early, the proof relies mainly on the understanding of the
behavior of the kernel K(s, σ, y, x) (see (19)). This behavior follows from a
perturbation method around e(s−σ)L(y, s), where the kernel of etL is given by
Mehler’s formula:
etL(y, x) =
et√
4π(1− e−t)exp
[
− (ye
−t/2 − x)2
4(1− e−t)
]
. (B.1)
By definition (19) of K, we use a Feynman-Kac representation for K:
K(s, σ, y, x) = e(s−σ)L(y, x)
∫
dµs−σyx (ω)e
∫
s−σ
0
V (ω(τ),σ+τ)dτ , (B.2)
where dµs−σyx is the oscillator measure on the continuous paths ω : [0, s−σ]→ R
with ω(0) = x, ω(s − σ) = y, i.e. the Gaussian probability measure with
covariance kernel
Γ(τ, τ ′) = ω0(τ)ω0(τ ′)
+ 2
(
e−
1
2 |τ−τ ′| − e− 12 |τ+τ ′| + e− 12 |2(s−σ)+τ−τ ′| − e− 12 |2(s−σ)−τ−τ ′|
)
,
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which yields
∫
dµs−σyx ω(τ) = ω0(τ), with
ω0(τ) = (sinh((s− σ)/2))−1
(
y sinh(
τ
2
) + x sinh(
s− σ − τ
2
)
)
.
In view of (B.2), we can consider the expression for K as a perturbation of
e(s−σ)L. Since our profile ϕ defined in (12) is different from the one defined in
[3], we have here a potential V defined in (14) which is different as well. Thus,
we first estimate the potential V , then we restate some basic properties of the
kernel K.
Lemma B.1 (Estimates on the potential V ). For s large enough, we have
a) V (y, s) ≤ C
sa′
with a′ = min{a, 1}.
b)
∣∣∣dmV (y,s)dym ∣∣∣ ≤ Csm/2 for m = 0, 1, 2.
c) |V (y, s)| ≤ Cs (1 + |y|2), V (y, s) = −h2(y)4s + V˜ (y, s),
where |V˜ (y, s)| = O
(
1+|y|4
s2
)
+O ( 1sa ) in the case (2) and |V˜ (y, s)| = O (1+|y|4s2 )+
O
(
1+|y|2
sa+1
)
in the case (3). In particular, in both cases |V˜ (y, s)| ≤ C(1+|y|4)s1+a¯ ,
where a¯ = min{a− 1, 1} in the case (2) and a¯ = min{a, 1} in the case (3).
Proof. a) From the definition (14) of V , we see that
V (y, s) ≤ p(ϕ(0, s)p−1 − κp−1) + ı
∣∣∣e−sh′ (e sp−1ϕ)∣∣∣ ,
where ı is defined in (14). From Lemma A.2, we have
ϕ(0, s)p−1 − κp−1 = κp−1
[
(1 + ηa(s))
−1
(
1 +
1
2ps
)p−1
− 1
]
≤ C
sa′
.
Since |ϕ| is bounded, Lemma A.1 yields ı
∣∣∣e−sh′ (e sp−1ϕ)∣∣∣ ≤ ıCsa . This concludes
part a).
b) We introduce W (z, s) = V (y, s) with z = y√
s
. In order to derive part b), it
is enough to show that |dmWdzm | ≤ C for m = 0, 1, 2, which follows easily from
Lemma A.1 and the following key estimates
∂f(z)
∂z
= − zf(z)
2p(1 + cpz2)
,
where f and cp are defined in (8).
c) Since |V (y, s)| ≤ C for all y ∈ R and s ≥ 1, considering the cases |y| ≤ √s,
then |y| ≥ √s, we directly see that the first estimate follows from the second.
Hence, we only prove the second. To do so, we introduce W˜ (Z, s) = V (y, s)
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with Z = |y|
2
s . By the definition (12) and by a direct calculation, we find that
d2W˜ (Z, s)
dZ2
= p(p− 1)(p− 2)ϕp−3(Z, s)
(
dϕ(Z, s)
dZ
)2
+ ıe−
(p−3)s
p−1 h′′′
(
e
s
p−1ϕ(Z, s)
)(dϕ(Z, s)
dZ
)2
+
[
p(p− 1)ϕp−2(Z, s) + ıe− (p−2)sp−1 h′′
(
e
s
p−1ϕ(Z, s)
)] d2ϕ(Z, s)
dZ2
.
Applying Lemma A.1 with ε = p−12 , we see that∣∣∣∣∣d
2W˜ (Z, s)
dZ2
∣∣∣∣∣ ≤ C
(
ϕp−3(Z, s) + ıϕp−3−
p−1
2 (Z, s)
)(dϕ(Z, s)
dZ
)2
+ C
(
ϕp−2(Z, s) + ıϕp−2−
p−1
2 (Z, s)
) ∣∣∣∣d2ϕ(Z, s)dZ2
∣∣∣∣ , ∀s ≥ s0.
From the definition (12) of ϕ, we note that dϕdZ = −
cpφ
κ F
p(Z), where cp =
p−1
4p
and F (Z) = κ(1 + cpZ)
− 1p−1 , we derive
ϕ(Z, s)p−3−
p−1
2
(
dϕ(Z, s)
dZ
)2
≤ C
(
F +
κ
2ps
)p−3− p−12
F 2p ≤ 2C,
and
ϕ(Z, s)p−2−
p−1
2
∣∣∣∣d2ϕ(Z, s)dZ2
∣∣∣∣ ≤ C
(
F +
κ
2ps
)p−2− p−12
F 2p ≤ 2C.
Hence,
∣∣∣d2W˜ (Z,s)dZ2
∣∣∣ is bounded for all Z ∈ [0,+∞) and for all s ≥ s0. Then by a
Taylor expansion, we have∣∣∣∣∣W˜ (Z, s)− W˜ (0, s)− Z ∂W˜ (0, s)∂Z
∣∣∣∣∣ ≤ CZ2, ∀Z ∈ [0,+∞), ∀s ≥ s0.
From the definition (12) of ϕ and from Lemma A.2, we have
W (0, s) =
p
p− 1
[
1
(1 + ηa)
(
1 +
1
2ps
)p−1
− 1
]
+ ıe−sh′
(
e
s
p−1 (φ +
φ
2ps
)
)
=
1
2s
− p
p− 1
(
ηa(s)
1 + ηa(s)
)
+ ıe−sh′
(
e
s
p−1φ
)
+O
(
1
sa+1
)
+O
(
1
s2
)
.
Recalling from Lemma A.2 that ηa(s) = O
(
1
sa
)
, this immediately yieldsW (0, s) =
1
2s +O
(
1
sa
)
+O ( 1s2 ) in the case (2). In the case (3), we obtain by a direct cal-
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culation,∣∣∣∣− pp− 1
(
ηa(s)
1 + ηa(s)
)
+ ıe−sh′
(
e
s
p−1φ
)∣∣∣∣
=
∣∣∣∣− p(p− 1)(1 + ηa(s))
(
ηa(s)− C0
sa
)∣∣∣∣+O
(
1
sa+1
)
= O
(
1
sa+1
)
.
In the last estimate, we used that fact that ηa(s) =
C0
sa + O
(
1
sa+1
)
in the case
(3) (see Lemma A.2). Hence, W (0, s) = 12s +O
(
1
sa+1
)
+O ( 1s2 ) in the case (3).
For ∂W (0,s)∂Z , we use Lemmas A.1 and A.2 to derive
∂W (0, s)
∂Z
= − 1
4(1 + ηa(s))
(
1 +
1
2ps
)p−2
− ıe− (p−2)sp−1 φ
4p
h′′
(
e
s
p−1 (φ+
φ
2ps
)
)
= −1
4
+O
(
1
sa
)
+O
(
1
s
)
.
Returning to V , we conclude part c). This ends the proof of Lemma B.1.
In what follows, we denote
∫
f(y)g(y)ρ(y)dy by 〈f, g〉 and write χ(y, s) =
χ(s) (χ is defined in (23)). Let us now recall some basic properties of the kernel
K stated in [3]:
Lemma B.2 (Bricmont and Kupiainen [3]). For all s ≥ σ ≥ max{s0, 1}
with s ≤ 2σ and s0 given in Lemma A.1, for all (y, x) ∈ R2,
a) |K(s, σ, y, x)| ≤ Ce(s−σ)L(y, x).
b) K(s, σ, y, x) = e(s−σ)L(y, x) (1 + P2(y, x) + P4(y, x)), where
|P2(y, x)| ≤ C(s− σ)
s
(1 + |y|+ |x|)2,
and |P4(y, x)| ≤ C(s− σ)(1 + s− σ)
s2
(1 + |y|+ |x|)4.
Moreover,
∣∣∣〈k2,(K(s, σ) − (σs )2)h2〉∣∣∣ ≤ C(s−σ)(1+s−σ)s1+a¯ , with a¯ = min{a−1, 1}
in the case (2) and a¯ = min{a, 1} in the case (3).
c) ‖K(s, σ)(1 − χ)‖L∞ ≤ Ce−
(s−σ)
p .
Proof. a) From part a) of Lemma B.1 and the definition (B.2) of K, we have
|K(s, σ, y, x)| ≤ e(s−σ)L(y, x)
∫
dµs−σyx (ω)e
∫ s−σ
0
C(σ+τ)−a
′
dτ
≤ Ce(s−σ)L(y, x)
∫
dµs−σyx (ω) ≤ Ce(s−σ)L(y, x),
since s ≤ 2σ and dµs−σyx is a probability.
b) The proof is exactly the same as the corresponding one written in [3]. Al-
though there is the difference of V˜ (y, s) given in part c) of Lemma B.1, this
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change does not affect the argument given in [3]. For that reason, we refer the
reader to Lemma 5, page 555 in [3] for details of the proof.
c) Our potential V given in (14) has the same behavior as the potential in [3]
for |y|
2
s and s large (see (22)). For that reason, we refer to Lemma, page 559 in
[3] for its proof.
Before going to the proof of Lemma 7, we would like to state some basic
estimates which will be used frequently in the proof.
Lemma B.3. For K large enough, we have the following estimates:
a) For any polynomial P ,∫
P (y)1{|y|≥K√s}ρ(y)dy ≤ C(P )e−s. (B.3)
b) Let p ≥ 0 and |f(x)| ≤ (1 + |x|)p, then
|(etLf)(y)| ≤ Cet(1 + e−t/2|y|)p, (B.4)
Proof. i) follows from a direct calculation. ii) follows from the explicit expres-
sion (B.1) by a simple change of variable.
Let us now give the proof of Lemma 7.
Proof of Lemma 7. We consider λ > 0, let σ0 ≥ λ, σ ≥ σ0 and ψ(σ) satis-
fying (30). We want to estimate some components of θ(y, s) = K(s, σ)ψ(σ) for
each s ∈ [σ, σ + λ]. Since σ ≥ σ0 ≥ λ, we have
σ ≤ s ≤ 2σ. (B.5)
Therefore, up to a multiplying constant, any power of any τ ∈ [σ, s] will be
bounded systematically by the same power of s.
a) Estimate of θ2: We first write
θ2(s) = 〈k2, χ(s)K(s, σ)ψ(σ)〉
= σ2s−2ψ2(σ) +
〈
k2, (χ(s)− χ(σ))σ2s−2ψ(σ)
〉
+
〈
k2, χ(s)(K(s, σ) − σ2s−2)ψ(σ)
〉
:= σ2s−2ψ2(σ) + Ib+ IIb.
To bound Ib, we write ψ(x, σ) =
∑2
l=0 ψl(σ)hl(x) +
ψ−(x,σ)
1+|x|3 (1 + |x|3) +ψe(x, σ)
and use (B.3) to derive
|Ib| ≤ C(s− σ)e−sσ2s−2
(
2∑
l=0
|ψl(σ)|+
∥∥∥∥ψ−(x, σ)1 + |x|3
∥∥∥∥
L∞
+ ‖ψe(σ)‖L∞
)
.
For IIb, we write
IIb =
2∑
l=0
〈
k2, χ(s)(K(s, σ) − σ2s−2)hl
〉
ψl(σ)
+
〈
k2, χ(s)(K(s, σ) − σ2s−2)ψ−(σ)
〉
+
〈
k2, χ(s)(K(s, σ) − σ2s−2)ψe(σ)
〉
:= IIb.1 + IIb.2 + IIb.3.
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Let us bound IIb.1. For l = 2, we already get from part b) of Lemma B.2 and
(B.3) that
∣∣〈k2, χ(s)(K(s, σ) − σ2s−2)h2〉ψ2(σ)∣∣ ≤ C(s− σ)(1 + s− σ)
s1+a¯
|ψ2(σ)|,
with a¯ > 0.
For l = 0 or 1, we use b) of Lemma B.2, (B.4), (B.3) and the fact that 〈k2, hl〉 = 0
and e(s−σ)Lhl = e(1−l/2)(s−σ)hl to find that∣∣〈k2, χ(s)(K(s, σ) − σ2s−2)hl〉ψl(σ)∣∣ ≤ ∣∣∣〈k2, χ(s)(K(s, σ) − e(s−σ)L)hl〉∣∣∣ |ψl(σ)|
+
∣∣∣〈k2, χ(s)(e(s−σ)L − σ2s−2)hl〉∣∣∣ |ψl(σ)|
≤ C(s− σ) (s−1 + e−s) |ψl(σ)|
≤ C(s− σ)
s
|ψl(σ)|.
This yields
|IIb.1| ≤ C(s− σ)
s
2∑
l=0
|ψl(σ)|.
If we write ψ−(x, σ) =
ψ−(x,σ)
1+|x|3 (1 + |x|3) and use the same arguments as for
l = 0, we obtain
|IIb.2| ≤ C(s− σ)
s
∥∥∥∥ψ−(x, σ)1 + |x|3
∥∥∥∥
L∞
.
For IIb.3, we write
IIb.3 =
〈
k2, χ(s)
(
K(s, σ) − e(s−σ)L
)
ψe(σ)
〉
+
〈
k2, χ(s)
(
e(s−σ)L − 1
)
ψe(σ)
〉
+
〈
k2, χ(s)(1− σ2s−2)ψe(σ)
〉
.
Using (B.3), we bound the last term by C(s − σ)e−σ‖ψe(σ)‖L∞ ≤ C(s −
σ)e−s/2‖ψe(σ)‖L∞ from (B.5). For the second term, we write e(s−σ)L − 1 =∫ s−σ
0 dτLeτL and use the fact that
sup
|y|≤2K√s,|x|≥K√σ
e
− |y|24 −
(ye−τ/2−x)2
4(1−e−τ ) ≤ e−2s, (B.6)
for K large enough, then it is also bounded by C(s − σ)e−s‖ψe(σ)‖L∞ . For
the first term, we use b) of Lemma B.2, (B.4) and again (B.6) to bound it by
C(s− σ)s−1e−s‖ψe(σ)‖L∞ . This yields
|IIb.3| ≤ C(s− σ)e−s/2‖ψe(σ)‖L∞ .
Collecting all these bounds yields the bound for θ2(s) as stated in (31).
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b) Estimate of θ−: By definition,
θ−(y, s) = P− [χ(s)K(s, σ)ψ(σ)] =
2∑
l=0
ψl(σ)P− [χ(s)K(s, σ)hl]
+ P− [χ(s)K(s, σ)ψ−(σ)] + P− [χ(s)K(s, σ)ψe(σ)] := Ic+ IIc+ IIIc.
In order to bound Ic, we write K(s, σ) = K(s, σ) − e(s−σ)L + e(s−σ)L, then we
use the fact that e(s−σ)Lhl = e(1−l/2)(s−σ)hl, part b) of Lemma B.2 and (B.4)
to derive for l = 0, 1, 2,∣∣∣(K(s, σ) − e(s−σ)(1−l/2))hl∣∣∣ = ∣∣∣e(s−σ)L (P2 + P4) hl∣∣∣
≤ Ce
s−σ(s− σ)
s
(
1 + e−(s−σ)/2|y|
)2+l
+
Ces−σ(s− σ)(1 + s− σ)
s2
(
1 + e−(s−σ)/2|y|
)4+l
.
On the support of χ(s), namely when |y| ≤ 2K√s, we can bound s−k/2|y|k by
C for k ∈ N. Then, from the easy-to-check fact that
if |f(y)| ≤ m(1 + |y|3), then P− [f(y)] ≤ Cm(1 + |y|3), (B.7)
we obtain
l = 0, 1, P−
[
ψl(σ)χ(s)K(s, σ)hl − ψl(σ)e(s−σ)(1−l/2)(χ(s)hl)
]
≤ Ce
s−σ(s− σ)(1 + s− σ)
s
(1 + |y|3)|ψl(σ)|,
and
P−
[
ψ2(σ)χ(s)K(s, σ)h2 − ψ2(σ)e(s−σ)(1−l/2)(χ(s)h2)
]
≤ Ce
s−σ(s− σ)(1 + s− σ)√
s
(1 + |y|3)|ψ2(σ)|.
Since P−(hl) = 0 and |(1− χ(y, s))hl(y)| ≤ Cs−3/2+l/2(1 + |y|3), we have
l = 0, 1, 2,
∣∣∣ψl(σ)e(s−σ)(1−l/2)P− [χ(s)hl(y)]∣∣∣ ≤ Ces−σ
s3/2−l/2
|ψl(σ)|(1 + |y|3).
Hence,
|Ic| ≤ Ce
s−σ ((s− σ)2 + 1)
s
(|ψ0(σ)|+ |ψ1(σ)|+√s|ψ2(σ)|) (1 + |y|3).
To bound IIIc, we use a) of Lemma B.2 and the definition (B.1) of e(s−σ)L to
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write∥∥∥∥χ(y, s)K(s, σ)ψe(x, σ)1 + |y|3
∥∥∥∥
L∞
≤ Ces−σ‖ψe(σ)‖L∞
sup
|y|≤2K√s,|x|≥K√σ
e
− 12 (ye
−(s−σ)/2−x)2
4(1−e−(s−σ)) (1 + |y|3)−1
≤
{
Cs−3/2‖ψe(σ)‖L∞ if s− σ ≤ s∗
Ce−s‖ψe(σ)‖L∞ if s− σ ≥ s∗
for a suitable constant s∗.
Exploiting again (B.7), we obtain the bound on this term which can be written
as
|IIIc| ≤ Cs−3/2e−(s−σ)2‖ψe(σ)‖L∞(1 + |y|3) for σ large enough.
We still have to consider IIc. In order to bound this term, we proceed as in [3].
We write
K(s, σ)ψ−(σ) =
∫
dxex
2/4K(s, σ)(·, x)f(x) =
∫
dxN(·, x)E(·, x)f(x), (B.8)
where f(x) = e−x
2/4ψ−(x, σ) and
N(y, x) =
es−σex
2/4√
4π(1− e−(s−σ))
e
− (ye−(s−σ)/2−x)2
4(1−e−(s−σ)) ,
E(y, x) =
∫
dµs−σyx (ω)e
∫
s−σ
0
V (ω(τ),σ+τ)dτ .
Let f0 = f and for m ≥ 1, f (−m−1)(y) = ∫ y−∞ dxf (−m)(x), then we have the
following:
Lemma B.4. |f (−m)(y)| ≤ C
∥∥∥ψ−(x,σ)1+|x|3 ∥∥∥
L∞
(1 + |y|)(3−m)e−y2/4 for m ≤ 3.
Proof. See Lemma 6, page 557 in [3].
We now rewrite (B.8) by integrating by parts as follows:
K(s, σ)ψ−(σ) =
2∑
l=0
(−1)l+1
∫
dx∂lxN(y, x)∂xE(y, x)f
(−l−1)(x)
+
∫
dx∂3xN(y, x)E(y, x)f
−3(x). (B.9)
From the definition of N(y, x), we have for l = 0, 1, 2, 3,
|∂lxN(y, x)| ≤ Ce−l(s−σ)/2(1 + |y|+ |x|)lex
2/4e(s−σ)L(y, x).
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Now using the integration by parts formula for Gaussian measures to write
∂xE(y, x) =
1
2
∫ s−σ
0
∫ s−σ
0
dτdτ ′∂xΓ(τ, τ ′)
∫
dµs−σyx (ω)V
′(ω(τ), σ + τ)
V ′(ω(τ ′), σ + τ ′)e
∫ s−σ
0
dτ ′′V (ω(τ ′′),σ+τ ′′)
+
1
2
∫ s−σ
0
dτ∂xΓ(τ, τ)
∫
dµs−σyx (ω)V
′′(ω(τ), σ + τ)e
∫ s−σ
0
dτ ′′V (ω(τ ′′),σ+τ ′′).
Recalling from Lemma B.1 that V (y, s) ≤ C
sa′
with a′ > 0 and
∣∣∣dmV (y,s)dym ∣∣∣ ≤ Csm/2
for m = 0, 1, 2. Since s ≤ 2σ, this yields ∫ s−σ0 V (ω(τ), σ + τ)dτ ≤ C. Because
dµs−σyx is a probability, we then obtain
|E(y, x)| ≤ C and |∂xE(y, x)| ≤ C
s
(s− σ)(1 + s− σ)(|y| + |x|).
Substituting all these bounds into (B.9), then using (B.4), Lemma B.4, the fact
that s−1(s− σ)(1 + s− σ) ≤ e−3/2(s−σ) for s large and then (B.7), we derive
|IIc| ≤ Ce−(s−σ)/2
∥∥∥∥ψ−(x, σ)1 + |x|3
∥∥∥∥
L∞
(1 + |y|3).
Collecting all the bounds for Ic, IIc and IIIc, we obtain the bound (32).
c) Estimate for θe: By definition, we write
θe(y, s) = (1 − χ(y, s))K(s, σ)ψ(σ) = (1− χ(y, s))K(s, σ) (ψb(σ) + ψe(σ)) .
Using c) of Lemma B.2, we have
‖(1− χ(y, s))K(s, σ)ψe(σ)‖L∞ ≤ Ce−(s−σ)/p‖ψe(σ)‖L∞ .
It remains to bound (1− χ(y, s))K(s, σ)ψb(σ). To this end, we write
ψb(x, σ) =
2∑
l=0
ψl(σ)hl(x) +
ψ−(x, σ)
1 + |x|3 (1 + |x|
3),
then we use χ(x, σ)|x|k ≤ Cσk/2 ≤ Csk/2 for k ∈ N, and a) of Lemma B.2 to
derive
‖(1− χ(y, s))K(s, σ)ψb(x, σ)‖L∞ ≤ Ces−σ
2∑
l=0
sl/2|ψl(σ)|
+ Ces−σs3/2
∥∥∥∥ψ−(x, σ)1 + |x|3
∥∥∥∥
L∞
.
This yields the bound (33) and concludes the proof of Lemma 7.
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C. Proof of Lemma 9
We give the proof of Lemma 9 here.
Proof of Lemma 9. i) From the definition (15) of B, we use a Taylor expan-
sion and the boundedness of |ϕ| and |q| to find that
|χ(τ)B(q(τ))| ≤ C|q(τ)|2 and |B(q(τ))| ≤ C|q(τ)|p′ , (C.1)
where p′ = min{2, p}.
(Since we have the same definition of B as in [16], we do not give the proof of
(C.1) and kindly refer the reader to Lemma 3.15, page 168 of [16] for its proof.)
Using (C.1) and (26), we have
|χ(τ)B(q(τ))| ≤ CA
4
τ3+2̺
(1 + |y|6) + CA
4
τ2+2ν
(1 + |y|4). (C.2)
From (C.2), we then derive for m = 0, 1, 2,
|Bm(τ)| =
∣∣∣∣
∫
χ(τ)B(q(τ))kmρdy
∣∣∣∣ ≤ CA4τ2+2ν . (C.3)
Since B−(y, τ) = χ(τ)B(q(τ)) −
∑2
m=0Bm(τ)hm(y), we have from (C.2) and
(C.3),
∣∣∣∣B−(y, τ)1 + |y|3
∣∣∣∣ ≤
∣∣∣∣χ(τ)B(q(τ))1 + |y|3
∣∣∣∣ +
∣∣∣∣∣
∑2
m=0Bm(τ)hm(y)
1 + |y|3
∣∣∣∣∣
≤ χ(τ)
[
CA4
τ3+2̺
(1 + |y|3) + CA
4
τ2+2ν
(1 + |y|)
]
+
CA4
τ2+2ν
(
|∑2m=0 hm(y)|
1 + |y|3
)
If we use |y|lχ(y, τ) ≤ Cτ l/2 for l ∈ N, and |∑2m=0 hm(y)| ≤ C(1 + |y|2), then
we obtain ∥∥∥∥B−(y, τ)1 + |y|3
∥∥∥∥
L∞
≤ CA
4
τ3/2+2̺
.
Using the second estimates in (C.1) and (26), we obviously obtain ‖B(τ)‖L∞ ≤
CA2p
′
τ̺p′
which yields ‖Be(τ)‖L∞ ≤ CA2p
′
τ̺p′
. This ends the proof of part i).
ii) From the definition (16) of R, we write ϕ(y, τ) = φ(τ)κ ϑ(y, τ) and R(y, τ) =
φ(τ)
κ Q+G, where ϑ(y, τ) = f(
y√
τ
) + κ2pτ and
Q(y, τ) = −ϑτ +∆ϑ− y
2
∇ϑ− ϑ
p− 1 + ϑ
p, (C.4)
G(y, τ) = −φ
′
κ
ϑ− φ
κ
ϑp + φp
(
ϑ
κ
)p
+ e
−pτ
p−1 h
(
e
τ
p−1
φ
κ
ϑ
)
. (C.5)
The conclusion of part ii) is a direct consequence of the following:
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Lemma C.1. There exists σ7 > 0 such that for all τ ≥ σ7, we have
i) (Estimates on Q)
m = 0, 1, |Qm(τ)| ≤ C
τ2
, |Q2(τ)| ≤ C
τ3
,∥∥∥∥Q−(y, τ)1 + |y|3
∥∥∥∥
L∞
≤ C
τ2
, ‖Qe(τ)‖L∞ ≤ C√
τ
. (C.6)
ii) (Estimates on G)
m = 0, 1, 2, |Gm(τ)| ≤ C
τ1+a′
,
∥∥∥∥G−(y, τ)1 + |y|3
∥∥∥∥
L∞
≤ C
τ1+a′
, ‖Ge(τ)‖L∞ ≤ C
τa
,
(C.7)
where a′ = a > 1 in the case (2) and a′ = a+ 1 > 1 in the case (3).
Proof. i) See page 563 in [3]. For part ii), one can see that it is a direct
consequence of the following:
|G(y, τ)| ≤ C
τa
and |χ(τ)G(y, τ)| ≤ C
τ1+a′
(1 + |y|2). (C.8)
By the definition of Gm, G− and Ge, part ii) simply follows from (C.8). By the
linearity, this also concludes the proof of part ii) of Lemma 9.
Let us now give the proof of (C.8). For the first estimate, we use the definition
(C.5) of G, Lemmas A.1 and A.2,
|G(y, τ)| ≤
∣∣∣∣φ′ϑκ
∣∣∣∣+
∣∣∣∣φϑκ
∣∣∣∣
∣∣∣∣1− φp−1κp−1
∣∣∣∣+
∣∣∣∣e− psp−1h
(
e
s
p−1
φϑ
κ
)∣∣∣∣ ≤ Csa .
For the second estimate in (C.8), we use the fact that φ satisfies (6) and write
G(y, τ) =
ϑφ
κp
(κp−1 − φp−1)(κp−1 − ϑp−1)
+ e−
pτ
p−1
[
h
(
e
τ
p−1
φϑ
κ
)
− h
(
e
τ
p−1φ
)]
+
(
1− ϑ
κ
)
e−
pτ
p−1h
(
e
τ
p−1φ
)
:= G¯+ G˜+ Gˆ.
Noting that ϑ(y, τ) = κ
(
1− h2(y)4pτ +O
(
|y|4
τ2
))
uniformly for y ∈ R and τ ≥ 1,
and recalling from Lemma A.2 that φ(τ) = κ(1 + ηa(τ))
− 1p−1 where ηa(τ) =
O(τ−a), then using a Taylor expansion, we derive
G¯(y, τ) =
φηa(τ)
1 + ηa(τ)
(
h2(y)
4pτ
+O
( |y|4
τ2
))
,
G˜(y, τ) = −φe−τh′
(
e
τ
p−1φ
)(h2(y)
4pτ
+O
( |y|4
τ2
))
,
Gˆ(y, τ) = e−
pτ
p−1h
(
e
τ
p−1φ
)(h2(y)
4pτ
+O
( |y|4
τ2
))
.
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This yields the second estimate in (C.8) in the case (2). If h is given by (3), we
have furthermore∣∣∣∣ φηa(τ)1 + ηa(τ) − e−sh′(e
s
p−1φ)φ + e−
ps
p−1h(e
s
p−1φ)
∣∣∣∣
≤
∣∣∣∣ φ1 + ηa(τ)
∣∣∣∣
∣∣∣∣∣∣ηa(τ) −
µ
loga
(
2 + e
2τ
p−1φ2(τ)
)
∣∣∣∣∣∣+
C
τa+1
≤ 2C
τ1+a
,
which yields the second estimate in (C.8) in the case (3). This concludes the
proof of (C.8) and the proof of part ii) of Lemma 9 also.
iii) From the definition (17) of N , we use a Taylor expansion for N to find that
in the case (2),
N(q(τ), τ) = e−τh′
(
e
τ
p−1 (φ(τ) + θ1q(τ))
)
q(τ) with θ1 ∈ [0, 1],
and in the case (3),
N(q(τ), τ) = e−
(p−2)τ
p−1 h′′
(
e
τ
p−1 (φ(τ) + θ2q(τ))
)
q2(τ) with θ2 ∈ [0, 1].
Since ϕ(τ)→ κ and ‖q(τ)‖L∞(R) → 0 as τ → +∞, this implies that there exists
τ0 large enough such that
κ
2 ≤ |φ(τ) + θiq(τ)| ≤ 3κ2 for all τ ≥ τ0 and y ∈ R.
Then by Lemma A.1, we have |N(q(τ), τ)| ≤ C|q|βτa where β = 1 in the case (2)
and β = 2 in the case (3), which implies part iii) of Lemma 9. This concludes
the proof of Lemma 9.
References
[1] J. M. Ball. Remarks on blow-up and nonexistence theorems for nonlinear
evolution equations. Quart. J. Math. Oxford Ser. (2), 28(112):473–486,
1977.
[2] M. Berger and R. V. Kohn. A rescaling algorithm for the numerical calcu-
lation of blowing-up solutions. Comm. Pure Appl. Math., 41(6):841–863,
1988.
[3] J. Bricmont and A. Kupiainen. Universality in blow-up for nonlinear heat
equations. Nonlinearity, 7(2):539–575, 1994.
[4] M. A. Ebde and H. Zaag. Construction and stability of a blow up solution
for a nonlinear heat equation with a gradient term. S~eMA J., (55):5–21,
2011.
[5] S. Filippas and R. V. Kohn. Refined asymptotics for the blowup of ut −
∆u = up. Comm. Pure Appl. Math., 45(7):821–869, 1992.
32
[6] S. Filippas and W. X. Liu. On the blowup of multidimensional semilinear
heat equations. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 10(3):313–344,
1993.
[7] H. Fujita. On the blowing up of solutions of the Cauchy problem for ut =
∆u + u1+α. J. Fac. Sci. Univ. Tokyo Sect. I, 13:109–124 (1966), 1966.
[8] Y. Giga and R. V. Kohn. Asymptotically self-similar blow-up of semilinear
heat equations. Comm. Pure Appl. Math., 38(3):297–319, 1985.
[9] Y. Giga and R. V. Kohn. Characterizing blowup using similarity variables.
Indiana Univ. Math. J., 36(1):1–40, 1987.
[10] Y. Giga and R. V. Kohn. Nondegeneracy of blowup for semilinear heat
equations. Comm. Pure Appl. Math., 42(6):845–884, 1989.
[11] M. A. Herrero and J. J. L. Vela´zquez. Blow-up profiles in one-dimensional,
semilinear parabolic problems. Comm. Partial Differential Equations, 17(1-
2):205–219, 1992.
[12] M. A. Herrero and J. J. L. Vela´zquez. Generic behaviour of one-dimensional
blow up patterns. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 19(3):381–450,
1992.
[13] H. A. Levine. Some nonexistence and instability theorems for solutions
of formally parabolic equations of the form Put = −Au + F (u). Arch.
Rational Mech. Anal., 51:371–386, 1973.
[14] N. Masmoudi and H. Zaag. Blow-up profile for the complex Ginzburg-
Landau equation. J. Funct. Anal., 255(7):1613–1666, 2008.
[15] F. Merle. Solution of a nonlinear heat equation with arbitrarily given blow-
up points. Comm. Pure Appl. Math., 45(3):263–300, 1992.
[16] F. Merle and H. Zaag. Stability of the blow-up profile for equations of the
type ut = ∆u+ |u|p−1u. Duke Math. J., 86(1):143–195, 1997.
[17] F. Merle and H. Zaag. Optimal estimates for blowup rate and behavior for
nonlinear heat equations. Comm. Pure Appl. Math., 51(2):139–196, 1998.
[18] F. Merle and H. Zaag. Refined uniform estimates at blow-up and appli-
cations for nonlinear heat equations. Geom. Funct. Anal., 8(6):1043–1085,
1998.
[19] F. Merle and H. Zaag. A Liouville theorem for vector-valued nonlinear heat
equations and applications. Math. Ann., 316(1):103–137, 2000.
[20] V. T. Nguyen. Numerical analysis of the rescaling method for parabolic
problems with blow-up in finite time. submitted, 2014.
33
[21] V. T. Nguyen. On the blow-up results for a class of strongly perturbed
semilinear heat equation. submitted, 2014.
[22] N. Nouaili and H. Zaag. Profile for a simultaneously blowing up solution
for a complex valued semilinear heat equation. submitted, 2014.
[23] J. J. L. Vela´zquez. Higher-dimensional blow up for semilinear parabolic
equations. Comm. Partial Differential Equations, 17(9-10):1567–1596,
1992.
[24] J. J. L. Vela´zquez. Classification of singularities for blowing up solutions
in higher dimensions. Trans. Amer. Math. Soc., 338(1):441–464, 1993.
[25] F. B. Weissler. Single point blow-up for a semilinear initial value problem.
J. Differential Equations, 55(2):204–224, 1984.
[26] H. Zaag. Blow-up results for vector-valued nonlinear heat equations with no
gradient structure. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 15(5):581–
622, 1998.
Address: Universite´ Paris 13, Institut Galile´e, LAGA,
99 Avenue Jean-Baptiste Cle´ment,
93430 Villetaneuse, France.
E-mail: vtnguyen@math.univ-paris13.fr
Hatem.Zaag@univ-paris13.fr
34
