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1. Introduction
This paper is mainly concerned with the following stochastic differential equation of jump type (cf. e.g. Section IV.9
in [13] for a brief introduction to such equation)
X j(t) = ξ j +
r∑
k=1
t∫
0
σ
j
k
(
X(s)
)
dWk(s) +
t∫
0
b j
(
X(s)
)
ds
+
t+∫
0
∫
U0
g j
(
X(s−), z) N˜p(ds,dz)
+
t+∫
0
∫
U\U0
g j
(
X(s−), z)Np(ds,dz), 1 j  d, (1.1)
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W ,Np, N˜p denote a Wiener process, a Poisson random measure and its compensated Poisson random measure respec-
tively (see the next section for details). We are concerned with the existence and uniqueness of solutions to the equation.
Moreover, we investigate the problem of existence of invariant measures for such equations. Similar problems have been in-
vestigated by many authors under much more restricted assumptions of global Lipschitz continuity, see e.g. Theorem IV-9.1
in [13] as well as Theorem I-3.2 in [12] for the existence questions and [15] for the existence of an invariant measure
under the global Lipschitz and dissipativity assumptions. Our primary motivation was to show the existence of an invari-
ant measure without assuming the global Lipschitz continuity of the coeﬃcients. Our approach to this question is purely
probabilistic. That is, we ﬁrst show the existence and uniqueness of solutions, then we show that the family of solutions is
Markov (in fact strong Markov) and that the corresponding semigroup is Feller. Then we prove the existence of an invari-
ant measure by showing that the solutions are bounded for large time and by employing the classical Krylov–Bogoliubov
method, see e.g. [4] for an inﬁnite dimensional version but in a Gaussian case. Our results will have potential applications
to inﬁnite dimensional SDEs since in those cases the coeﬃcients are rarely globally Lipschitz. Let us mention that in the
case of linear equations with an additive Poisson type noise the existence of an invariant measure has been studied by
Zabczyk [18] and Chojnowska-Michalik [5].
The paper is organized as follows. Section 2 is devoted to preparing preliminary account for notions and notations, and
an auxiliary result is proved. In Section 3, after introducing the notion of various type of solutions to our equations, we
prove a theorem on existence and uniqueness of solutions to the equations. In Section 4, we investigate the existence of
invariant measures to the corresponding equations with time independent coeﬃcients.
2. An auxiliary result on stochastic differential equations of jump type
In this section, we shall present a result extending Theorem IV-9.1 in [13] as well as Theorem I-3.2 in [12] which is the
starting point of the following sections of this paper. The result is also interesting in itself.
Let (U ,U) be a measurable space and let ν be a σ -ﬁnite measure on it. Let U0 ∈ U such that ν(U \ U0) < ∞. Fix a
natural number d and a real separable, possibly inﬁnite dimensional, Hilbert space H. We assume that the maps
σ : Rd → T2
(
H,Rd
)
, b : Rd → Rd, g : Rd × U → Rd,
where T2(H,Rd) denotes the Hilbert space of all Hilbert–Schmidt operators from H to Rd , are measurable. It is worthwhile
to note that the consideration of the Hilbert space H in our setting is also a generalization of the framework in [13]. Here,
and elsewhere, we denote by B(V ) the Borel σ -ﬁeld on a separable topological space V .
Suppose that A := (Ω,F ,P; (Ft)t0) is a right-continuous1 ﬁltered probability space, compare with the assumptions
listed in Section I.5 of [13].
Let W = (W (t))t0 be an H-cylindrical Wiener process on A and let p be a stationary Poisson point process on U with
intensity measure ν . Let us denote by Np(t, A), t  0, A ∈ U , the associated Poisson random measure.
Before proceeding further, we need some additional notations. Let us consider an element z not belonging to U . Put
Uˆ := U ∪ {z}. Let us recall that a point function on U is a function ξ : (0,∞) → Uˆ such that ξ−1(U ) is a countable subset
of (0,∞). Let ΠU be the set of all point functions on U . For ﬁxed t > 0, let Pt denote the σ -ﬁeld on ΠU generated by
functions Qt,A , A ∈ U , where
Qt,A : ΠU  ξ → 
[
(0, t] ∩ ξ−1(A)] ∈ N0 := N∪ {0}
and (C) stands for the cardinality of the set C .
Put P = σ(⋃t>0 Pt). For t > 0, let
θt : ΠU  ξ → ξ(· + t) ∈ Uˆ ∈ ΠU .
Note that θt is P/P measurable.
Deﬁnition 2.1. A function p : Ω → ΠU is called a point process on U iff it is F/P-measurable.
A point process p : Ω → ΠU is said to be (Ft)t0-adapted, iff for each t > 0, p is Ft/Pt -measurable.
A point process p : Ω → ΠU is stationary iff for each t > 0, p and θt ◦ p have the same laws.
With a point process p : Ω → ΠU we can associate a random measure N = Np : B((0,∞)) × U × Ω → R deﬁned by the
following formula
N(I, A)(ω) := [I ∩ p(ω)−1(A)], ω ∈ Ω, I ∈ B((0,∞)), A ∈ U . (2.1)
A function p : Ω → ΠU is called a Poisson Point Process (PPP) on U iff (i) p : Ω → ΠU is a point process, and (ii) the asso-
ciated random measure N deﬁned by (2.1) is a Poisson random measure.
1 By this we mean that the ﬁltration (Ft )t0 is right-continuous.
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N
(
(0, t], A)(ω) = (Qt,A ◦ p)(ω), ω ∈ Ω.
One can also show that a PPP p on U is (Ft)t0 adapted, iff for all t > 0 and A ∈ U , the function Np((0, t] × A) : Ω → R is
Ft-measurable. Moreover, a PPP p on U is stationary iff there exists a σ -ﬁnite measure ν on (U ,U) such that
ENp
(
(0, t] × A)= tν(A), t > 0, A ∈ U .
In such a case the Poisson random measure N is called time homogeneous. The measure ν is called the intensity measure
of the PPP p.
Deﬁnition 2.1 (cont.). A point process p on U is called σ -ﬁnite if there exists an increasing sequence (Un)n=1 such that
Un ∈ U , ⋃n Un = U and
E
(
Np
(
(0, t] × Un
))
< ∞, t > 0, n ∈ N.
If p : Ω → ΠU is a σ -ﬁnite PPP on U , then we put
Γp :=
{
A ∈ U : E(Np((0, t] × A))< ∞ for all t > 0}.
If p is a σ -ﬁnite, (Ft)t0-adapted point process, then for each A ∈ Γp , the process E(Np((0, t]× A)), t > 0, is an adapted,
P-integrable, and increasing process. Hence there exists a natural2 P-integrable increasing process Nˆ(t, A), t > 0 such that
N˜p(t, A) := Np((0, t] × A) − Nˆ(t, A), t > 0 is a martingale, for each A ∈ Γp . Nˆp is called the compensator of p or Np . The
following two deﬁnitions are borrowed from [13], see Deﬁnitions II.3.1 and II.3.2.
Deﬁnition 2.2. We say that an (Ft)t0-adapted point process p on U is quasi left-continuous with respect to the ﬁltration
(Ft)t0 if it is σ -ﬁnite and there exists a map Nˆ(t, A), t > 0, A ∈ Γp such that
(1) for all A ∈ Γp , the process t → Nˆ(t, A) is continuous, increasing and (Ft)t0-adapted,
(2) for all t > 0 and for P-a.a. ω ∈ Ω , the function U  A → Nˆ(t, A) is a σ -ﬁnite measure on (ΠU ,Γp),
(3) for all A ∈ Γp, the process t → N˜p(t, A) := Np((0, t] × A) − Nˆ(t, A) is an (Ft)t0-martingale.
Deﬁnition 2.3. A PPP p on U is called an (Ft)t0-Poisson point process on U iff it is (Ft)t0-adapted, σ -ﬁnite and for all
h > 0 and A ∈ U , the random variable Np((t, t + h] × A) is independent of Ft .
Furthermore, an (Ft)-PPP is quasi left-continuous iff t → ENp((0, t] × A) is continuous for all A ∈ Γp . For a quasi left-
continuous PPP, the compensator is simply determined by
Nˆp(t, A) = ENp
(
(0, t] × A).
In particular, a stationary (Ft)-PPP is quasi left-continuous with compensator
Nˆp(t, A) = tν(A)
with ν being nothing else but the intensity measure of p.
Denote by
N˜p(t, A) := Np(t, A) − tν(A), t  0, A ∈ U, ν(A) < ∞
the corresponding martingale measure.
Moreover, let C0([0,∞);Rd) be the collection of all Rd-valued continuous functions u on [0,∞) with u(0) = 0 and let
D([0,∞);Rd) be the space of all Rd-valued càdlàg functions v : [0,∞) → Rd equipped with the Skorohod topology, see
e.g. [10] and/or [17].
Consider the following stochastic differential equation of jump type
X(t) = ξ +
t∫
0
σ
(
X(s)
)
dW (s) +
t∫
0
b
(
X(s)
)
ds
2 For the meaning of the word natural, cf. Deﬁnition 6.3 on p. 35 of [13].
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t+∫
0
∫
U0
g
(
X(s−), z) N˜p(ds,dz)
+
t+∫
0
∫
U\U0
g
(
X(s−), z)Np(ds,dz), t  0, (2.2)
where ξ ∈ Rd is the initial data. A precise formulation of a solution (weak and strong) to problem (2.2) can be given
as in [13], see Deﬁnitions IV.1.2 and IV.1.6. However, for our purpose we will use a deﬁnition that is hidden inside the
formulation of Theorem IV.9.1 therein.
Deﬁnition 2.4. Suppose that the following are given:
(i) a ﬁltered probability space (Ω,F ,P; {Ft}t0),
(ii) an H-cylindrical {Ft}-Wiener process W = (W (t))t0,
(iii) an Rd-valued F0-measurable random variable ξ .
A strong solution to problem (2.2) is an Rd-valued, {Ft}-adapted, càdlàg process X = (X(t))t0 such that for each t  0,
Eq. (2.2) hold a.s.
It was proved in [13], see Theorem IV-9.1, that for every data as in (i)–(iii) in Deﬁnition 2.4 there exists a unique strong
solution to problem (2.2), provided there exists a constant K > 0 such that∥∥σ(x)∥∥2 + ∣∣b(x)∣∣2 + ∫
U0
∣∣g(x, z)∣∣2 ν(dz) K (1+ |x|2), x ∈ Rd, (2.3)
∣∣b(x) − b(y)∣∣2  K |x− y|2, x, y ∈ Rd, (2.4)∥∥σ(x) − σ(y)∥∥2 + ∫
U0
∣∣g(x, z) − g(y, z)∣∣2 ν(dz) K |x− y|2, x, y ∈ Rd, (2.5)
where | · | denotes the Euclidean norm and ‖σ(x)‖ :=
√∑d
j=1
∑r
k=1 |σ jk (x)|2 is the Hilbert–Schmidt norm of the linear
operator σ(x) : H → Rd , then for any given r-dimensional {Ft}-Wiener process W = (Wk(t)), any {Ft}-stationary Poisson
point process p with the intensity measure ν and any Rd-valued F0-measurable random variable X0 on a probability
set-up (Ω,F ,P; {Ft}t0), there is a unique d-dimensional {Ft}-adapted càdlàg process X = (X(t)) satisfying (2.2) with
X(0) = X0 = ξ a.s.
We want to point out that under conditions (2.4) and (2.5), condition (2.3) can be replaced by the following∫
U0
∣∣g(x, z)∣∣2 ν(dz) K (1+ |x|2), x ∈ Rd. (2.6)
Actually, conditions (2.3) and (2.6) are equivalent under conditions (2.4) and (2.5). It is clear that (2.3) implies (2.6). On
the other hand, for any x ∈ Rd , from (2.4) and (2.5), we have∥∥σ(x)∥∥2 + ∣∣b(x)∣∣2 + ∫
U0
∣∣g(x, z)∣∣2 ν(dz)

∥∥σ(x) − σ(0)∥∥2 + ∣∣b(x) − b(0)∣∣2 + ∥∥σ(0)∥∥2 + ∣∣b(0)∣∣2 + ∫
U0
∣∣g(x, z)∣∣2 ν(dz)
 K |x|2 + ∥∥σ(0)∥∥2 + ∣∣b(0)∣∣2 + ∫
U0
∣∣g(x, z)∣∣2 ν(dz)
max
{
K ,
∥∥σ(0)∥∥2 + ∣∣b(0)∣∣2}(1+ |x|2)+ ∫
U0
∣∣g(x, z)∣∣2 ν(dz).
Thus, (2.6) implies (2.3).
In what follows, we shall formulate weaker conditions for the existence of a unique global strong solution to (2.2), which
will be useful for our later study. We begin with the following observation.
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U0
∣∣g(0, z)∣∣2 ν(dz) < ∞ (2.7)
implies condition (2.3). In fact, similar to the above derivation, we have for any x ∈ Rd
∥∥σ(x)∥∥2 + ∣∣b(x)∣∣2 + ∫
U0
∣∣g(x, z)∣∣2 ν(dz)

∥∥σ(x) − σ(0)∥∥2 + ∣∣b(x) − b(0)∣∣2 + ∫
U0
∣∣g(x, z) − g(0, z)∣∣2 ν(dz) + ∥∥σ(0)∥∥2 + ∣∣b(0)∣∣2 + ∫
U0
∣∣g(0, z)∣∣2 ν(dz)
 K |x|2 + ∥∥σ(0)∥∥2 + ∣∣b(0)∣∣2 + ∫
U0
∣∣g(0, z)∣∣2 ν(dz)
max
{
K ,
∥∥σ(0)∥∥2 + ∣∣b(0)∣∣2 + ∫
U0
∣∣g(0, z)∣∣2 ν(dz)}(1+ |x|2)
which implies condition (2.3). On the other hand, condition (2.7) follows from condition (2.3). Furthermore, combining the
above observation with Theorem IV-9.1 of [13], we have
Corollary 2.1. Conditions (2.5), (2.4) and (2.7) imply the existence of a unique strong solution to problem (2.2).
We shall need some notions about local solutions to (2.2) before we proceed further. Following [14,9,2], a stopping time τ
is called accessible if there exists an increasing sequence {τn}n∈N of stopping times such that τn < τ a.s. and limn→∞ τn = τ .
Any such sequence {τn}n∈N is called an approximating sequence for τ . For a stopping time τ , we set
Ωt(τ ) =
{
ω ∈ Ω: t < τ(ω)}= Ω \ {ω ∈ Ω: τ (ω) t},
[0, τ ) × Ω = {(t,ω) ∈ [0,∞) × Ω: 0 t < τ(ω)}.
Note that since τ is a stopping time, Ωt(τ ) ∈ Ft . Moreover, for two stopping times τ and σ the following conditions are
equivalent.
(si) τ = σ a.s.,
(sii) for any t  0, P(Ωt(τ )Ωt(σ )) = 0, where A  B is the symmetric difference between the sets A and B ,
(siii) for any t ∈ Q∩R+ , P(Ωt(τ )Ωt(σ )) = 0.
Assume that τ is a stopping time. A process X : [0, τ ) × Ω → Rd is called admissible, see III.5(A) in [9], iff
(adi) for each t  0, the function X(t, ·)|Ωt (τ ) : Ωt(τ ) → Rd is Ft measurable;
(adii) it has càdlàg paths almost surely, i.e. given t ∈ [0,∞), for almost all ω ∈ Ωt(τ ),
X(·,ω)|[0,t] ∈ D
([0, t];Rd).
Two processes ηi : [0, τi) × Ω → Rd , i = 1,2, where τi , i = 1,2, are stopping times, are called equivalent, denoted by
η1 ∼ η2, iff τ1 = τ2 a.s. and for any t > 0, for almost all ω ∈ Ωt(τ1),
η1(·,ω) = η2(·,ω) on [0, t].
One can easily prove that for two admissible processes ηi : [0, τi) × Ω → X , i = 1,2 such that τ1 = τ2 a.s., the following
three conditions are equivalent.
(ai) η1 ∼ η2,
(aii) for every t  0, η1(t, ·)|Ωt (τ1) = η2(t, ·)|Ωt (τ2) a.s.,
(aiii) for every t ∈ Q∩R+ , η1(t, ·)|Ωt (τ1) = η2(t, ·)|Ωt (τ2) a.s.
Deﬁnition 2.5. Suppose that the following are given:
(i) a ﬁltered probability space (Ω,F ,P; {Ft}t0),
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(iii) an Rd-valued F0-measurable random variable ξ .
A local solution to problem (2.2) is an Rd-valued, {Ft}-adapted, càdlàg process X = (X(t))0t<τ , where τ is an accessible
stopping time, if there exists an approximating sequence {τn}n∈N for τ such that for all t > 0 and n ∈ N,
X(t ∧ τn) = ξ +
t∧τn∫
0
σ
(
X(s)
)
dW (s) +
t∧τn∫
0
b
(
X(s)
)
ds
+
(t∧τn)+∫
0
∫
U0
g
(
X(s−), z) N˜p(ds,dz)
+
(t∧τn)+∫
0
∫
U\U0
g
(
X(s−), z)Np(ds,dz) a.s. (2.8)
Namely, the stopped process Xτn = (X(t ∧ τn))t0 satisﬁes (2.2) for each n ∈ N.
Equivalently, a process X = (X(t))0t<τ is a local solution to (2.2) iff the stopped process Xτ ′ satisﬁes (2.2) for any
accessible stopping time τ ′ such that τ ′ < τ . A local solution X = (X(t))0t<τ to problem (2.2) is called a global solution
if τ = ∞. Furthermore, a local solution X = (X(t))0t<τ to (2.2) is called a maximal solution to (2.2) if for any other local
solution X˜ = ( X˜(t))0t<τ˜ satisfying τ˜  τ a.s. and X˜ |[0,τ )×Ω ∼ X , one has X˜ = X .
Moreover, a local solution X = (X(t))0t<τ to Eq. (2.2) is pathwise unique if for any other local solution X˜ = ( X˜(t))0t<τ˜
to Eq. (2.2),(
X(t,ω)
)
(t,ω)∈[0,τ∧τ˜ )×Ω =
(
X˜(t,ω)
)
(t,ω)∈[0,τ∧τ˜ )×Ω.
It is not diﬃcult to prove the following result.
Proposition 2.6. If Eq. (2.2) has the property of uniqueness for local solutions then the uniqueness of local maximal solutions holds as
well.
Our ﬁrst task is to prove the following extension of the before-mentioned Theorem IV-9.1 from [13].
Proposition 2.7. Assume that the conditions (2.5) and (2.7) are satisﬁed.
If there exist a closed ball B ⊂ Rd and a constant K > 0 such that ◦B = ∅ and∣∣b(x) − b(y)∣∣2  K |x− y|2, x, y ∈ B, (2.9)
then for every x0 ∈ B there exists a local solution X = (X(t))0t<τ to problem (2.2) with ξ = x0 , such that for each t > 0, X(t) ∈ B
a.s. on Ωt(τ ).
Proof. Without loss of generality we may assume that for some R > 0, B = {x ∈ Rd: |x| R}. Let us deﬁne a modiﬁed drift
b˜ : Rd → Rd in the following manner
b˜(x) :=
{
b(x), if |x| R,
b( Rx|x| ), otherwise.
(2.10)
Since b is locally Lipschitz, b˜ is globally Lipschitz, see e.g. the proof of Corollary A.1 in [3] and references therein. Hence,
by Corollary 2.1, there is a unique global strong solution to X˜ = ( X˜(t))t0 of Eq. (2.2) with the drift b replaced by its
approximation b˜. Without loss of generality, we may assume that X˜ is a càdlàg process. Let τ be the ﬁrst exit time of the
process X˜ from the closed set B , i.e.
τ := inf{t ∈ [0,∞): X˜(t) ∈ Rd \ B}. (2.11)
Since the ﬁltration (Ft)t0 is right-continuous, by Proposition 2.1.6 in [10], τ is an accessible stopping time (with respect
to the ﬁltration (Ft)t0).
We now put
X(t) := X˜(t), for t ∈ [0, τ )
S. Albeverio et al. / J. Math. Anal. Appl. 371 (2010) 309–322 315and observe that t > 0, b˜( X˜(t)) = b(X(t)), σ( X˜(t)) = σ(X(t)) and g( X˜(s−), z) = g(X(s−), z), a.s. on Ωt(τ ). Therefore, the
process X = (X(t))t∈[0,τ ) is a local solution to problem (2.2). 
Let us also formulate the following uniqueness result, see e.g. Theorems VI.5 in [9], V.2.1 in [11] and Theorem I-3.2
in [12].
Theorem 2.8. Assume that the functions σi , bi , gi , and ξi , for i = 1,2, satisfy the assumptions of Corollary 2.1. Let Xi , i = 1,2, be a
solution to Eq. (2.2)with all the coeﬃcients replaced by the corresponding coeﬃcients with subscript i . Assume that D ⊂ Rd is an open
set such that σ1 = σ2 , b1 = b2 on D, and g1 = g2 on D × U . Let τi,D be the ﬁrst exit time of Xi from the set D. Assume that Ω0 ∈ F0
and
ξ1|Ω0 = ξ2|Ω0 . (2.12)
Then
τ1,D |Ω0 = τ2,D |Ω0 , a.s. (2.13)
and
X1|[0,τ1,D )×Ω0 ∼ X2|[0,τ1,D )×Ω0 . (2.14)
Now we can prove the following auxiliary result.
Proposition 2.9. Assume that σ , b and g satisfy the assumptions of Proposition 2.7. Assume also that ξ ∈ Rd and the vector ﬁeld
b : Rd → Rd is locally Lipschitz, i.e. for any R > 0 there exists a constant K = KR > 0 such that∣∣b(x) − b(y)∣∣2  K |x− y|2, x, y ∈ B(0, R), (2.15)
where B(0, R) is the closed ball in Rd of radius R and centered at the origin. Then there exists a unique, local maximal solution
X = (X(t))0t<τ to problem (2.2).
Proof. Without loss of generality, we may assume that ξ = 0. From the proof of Proposition 2.7, for any R > 0, there exists
a unique solution XR = (XR(t))t0 to problem (2.2) with the drift b being replaced by a drift bR deﬁned by the right-hand
side of formula (2.10). Let τR be the ﬁrst exit time of the process XR from the set B(0, R). Thus, by Theorem 2.8 the
sequence {Xn}n∈N is consistent in the following sense. If nm, then
(i) τn  τm a.s.,
(ii) Xn|[0,τn)×Ω ∼ Xm|[0,τn)×Ω .
By property (i), τ∞ := limn→∞ τn = sup{τn: n ∈ N} is well deﬁned. Moreover, by the property (ii), the following is a well-
deﬁned process X = (X(t))0t<τ∞ : X(t)(ω) = Xn(t)(ω) if (t,ω) ∈ [0, τn) × Ω . Let us note that τn is equal to the ﬁrst exit
time of the process X from the ball B(0,n). One can easily prove that it is a local solution to (2.2). The maximality of X(t),
0 t < τ∞ follows from the deﬁnition together with the construction of τ∞ .
The above construction of the process X has the following consequence. If m n, then Xm = X on [0, τn) × Ω . Thus,
(api) for every t > 0, for almost all ω ∈ Ωt(τ∞),
Xm(·,ω) → X(·,ω) uniformly on [0, t].
To prove the uniqueness let Y = (Y (t))0t<σˆ be another maximal local solution to (2.2). By Theorem 2.8 applied to U =◦
B(0,n) and with σn := inf{t ∈ [0,∞): Y (t) ∈ Rd \ B(0,n)}, we infer that τn = σn a.s. and X |[0,τn)×Ω ∼ Y |[0,σn)×Ω . Hence
X |[0,τ∧σ)×Ω ∼ Y |[0,τ∧σ)×Ω and so X is a unique local solution and thus a unique local maximal solution. This concludes the
proof. 
Remark 2.1. We have identiﬁed the property (api) above because of its importance in the proof of the Markov property of
solutions, see the proof of Proposition 4.1. Let us also point out that if τ∞ = ∞, then Ωt(τ∞) = Ω for t > 0 (recall that
Ωt(τ ) := {ω ∈ Ω: t < τ(ω)} = Ω \ {ω ∈ Ω: τ (ω) t}) and so the following holds
(apii) for every t > 0, for almost all ω ∈ Ω ,
Xm(·,ω) → X(·,ω) uniformly on [0, t].
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formula, see e.g. Theorem II-5.1 in [13], for any ϕ ∈ C2(Rd,R), we have
ϕ
(
X(t)
)= ϕ(ξ) +
t∫
0
〈∇ϕ(X(s)),b(X(s)〉ds
+
t∫
0
〈∇ϕ(X(s)),σ (X(s))〉dW (s)
+ 1
2
d∑
i, j=1
t∫
0
aij
(
X(s)
)∂2ϕ(X(s))
∂xi∂x j
ds
+
t∫
0
∫
U0
[
ϕ
(
X(s) + g(X(s), z))− ϕ(X(s))− 〈∇ϕ(X(s)), g(X(s), z)〉]ν(dz)ds
+
t+∫
0
∫
U\U0
[
ϕ
(
X(s−) + g(X(s−), z))− ϕ(X(s−))]Np(ds,dz)
+
t+∫
0
∫
U0
[
ϕ
(
X(s−) + g(X(s−), z))− ϕ(X(s−))] N˜ p(ds,dz), (2.16)
where a(x) := σ(x)(σ (x)) is a symmetric and positive deﬁnite (d×d)-matrix and 〈·,·〉 stands for the Euclidean inner product
in Rd . Thus we have the following formula.
Lϕ(x) = 1
2
d∑
i, j
ai j(x)
∂2ϕ(x)
∂xi∂x j
+ 〈b(x),∇ϕ(x)〉
+
∫
U\U0
[
ϕ
(
x+ g(x, z))− ϕ(x)]ν(dz)
+
∫
U0
[
ϕ
(
x+ g(x, z))− ϕ(x) − 〈g(x, z),∇ϕ(s)〉]ν(dz). (2.17)
Note also that, see e.g. [2],
d∑
i, j
ai j(x)
∂2ϕ(x)
∂xi∂x j
= tr[ϕ′′(x) ◦ (σ(x),σ (x))],
where for a bilinear map Λ : H×H → R we put trΛ :=∑k Λ(ek, ek), where (ek)k is an ONB of H.
3. The ﬁrst main result: the existence of global solutions
We are now ready to state the main result of this section. It is a generalization of Theorem IV-9.1 from [13] and of
Theorem I-3.2 from [12].
Theorem 3.1. Assume that the functions σ and b are locally Lipschitz and that g(·, z) is globally Lipschitz in the following sense.
(i) For any R > 0 there exists a constant C > 0 such that∥∥σ(x) − σ(y)∥∥2 + ∣∣b(x) − b(y)∣∣2  C |x− y|2, |x|, |y| R.
(ii) There exists a constant L > 0 such that∫
U0
∣∣g(x, z) − g(y, z)∣∣2 ν(dz) L|x− y|2, x, y ∈ Rd.
Suppose also that the following “one sided linear growth” condition is satisﬁed.
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tr
[
a(x)
]+ 2〈x,b(x)〉+ ∫
U0
∣∣g(x, z)∣∣2 ν(dz) K1(1+ |x|2), x ∈ Rd. (3.1)
Then, for any Rd-valued F0-measurable random variable ξ , there exists a unique global solution X = (X(t))t0 to Eq. (2.2).
Proof. As in the proof of Theorem IV.9.1 from [13], we only need to show the existence of a global solution to (2.2) when
g = 0 on Rd × (U \ U0). (3.2)
That is, the last term on the right-hand side of Eq. (2.2) vanishes.
Without loss of generality we may assume that for some M > 0, |ξ | M a.s. By Proposition 2.9, there exists a unique,
maximal local solution X(t), t ∈ [0, τ∞) to Eq. (2.2). Hence we only need to show that this solution is a global one, i.e. that
τ∞ = ∞ a.s. or that limn→∞ τn = ∞ a.s., where τn stands for the ﬁrst exit time of X(t), t ∈ [0, τ∞) from the ball B(0,n) for
each n ∈ N.
From the fact that X(t), t ∈ [0, τ∞) is a local solution to (2.2) we infer that for all n ∈ N and t ∈ [0,∞)
X(t ∧ τn) = ξ +
t∧τn∫
0
σ
(
X(s ∧ τn)
)
dW (s) +
t∧τn∫
0
b
(
X(s ∧ τn)
)
ds
+
(t∧τn)+∫
0
∫
U0
g
(
X(s ∧ τn−), z
)
N˜p(ds,dz) a.s. (3.3)
Thus, utilizing the Itô formula (2.16) with ϕ(x) = |x|2, so that ∇ϕ(x) = 2x, ∂2
∂xi∂x j
ϕ = 2δi j and ϕ(x+ y)−ϕ(x)−〈y,∇ϕ(x)〉 =
ϕ(y) = |y|2 and the inequality (3.1), we get
E
∣∣X(t ∧ τn)∣∣2  E
[
|ξ |2 +
t∧τn∫
0
tr
[
a
(
X(s ∧ τn)
)]
ds
+ 2
t∧τn∫
0
〈
X(s ∧ τn),b
(
X(s ∧ τn)
)〉
ds +
t∧τn∫
0
∫
U0
∣∣g(X(s ∧ τn), z)∣∣2 ν(dz)ds
]
 E|ξ |2 + K1
t∧τn∫
0
[
1+E∣∣X(s ∧ τn)∣∣2]ds
 E|ξ |2 + K1t + K1
t∫
0
E
∣∣X(s ∧ τn)∣∣2 ds. (3.4)
Now by the Gronwall Lemma (cf. e.g. [3] or [16]) applied to the function h(t) := E|X(t ∧ τn)|2 + 1, t ∈ [0,∞), we obtain
that for any t ∈ [0,∞)
E
∣∣X(t ∧ τn)∣∣2  [E|ξ |2 + 1]eK1t − 1. (3.5)
On the other hand, we have
E
∣∣X(t ∧ τn)∣∣2 = E[∣∣X(t ∧ τn)∣∣21{τn<t}]+E[∣∣X(t ∧ τn)∣∣21{τnt}]
= E[∣∣X(τn)∣∣21{τn<t}]+E[∣∣X(t)∣∣21{τnt}].
From the right-continuity of the process X(t) we infer that∣∣X(τn)∣∣ n.
Since also E1{τn<t} = P(τn < t) we infer that
E
∣∣X(t ∧ τn)∣∣2 = E[∣∣X(τn)∣∣21{τn<t}]+E[∣∣X(t)∣∣21{τnt}]
 E
[∣∣X(τn)∣∣21{τn<t}] n2P(τn < t).
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P(τn < t) E
∣∣X(t ∧ τn)∣∣2n−2  n−2eK1t[E|ξ |2 + 1].
Hence,
lim
n→∞P(τn < t) = 0, for all t ∈ [0,∞).
That is, τn → ∞ in probability. Therefore, there exists a subsequence τnk such that τnk → ∞, a.s. Since the sequence (τn)n
is increasing, we infer that τn ↗ ∞ a.s., what implies that τ∞ = ∞ a.s. as was required. 
Remark 3.1. We want to point out that inequality (3.1) has the advantage over inequality (2.3) for certain kind of drifts b.
For instance, when b(x) = e(x)|x|2, x ∈ Rd , e(x) ⊥ x, |e(x)| = 1, inequality (3.1) is better than inequality (2.3). Actually, we
will encounter such kind of drifts b in the case of Galerkin approximation for the stochastic NSE’s.
Furthermore, we have
Proposition 3.2. Let 0  θ1 < θ2 < · · · < θn < · · · be the enumeration of all jump times of the Poisson point process p. Suppose in
addition to the conditions as in Theorem 3.1 that for any p ∈ N, there exists Kp > 0 such that∫
U0
(|x| + ∣∣g(x, z)∣∣)2p−2∣∣g(x, z)∣∣2 ν(dz) Kp(1+ |x|2p), x ∈ Rd. (3.6)
Then the solution X to Eq. (2.2) provided by Theorem 3.1 satisﬁes the following inequality
E
∣∣X(θn ∨ t ∧ θn+1)∣∣2p  const.
[
E|Xθn |2p + t +E
t∫
θn
∣∣X(θn ∨ s ∧ θn+1)∣∣2p ds
]
, ∀n ∈ N. (3.7)
Proof. For the proof, we need
Lemma 3.3. Let ϕ(x) = |x|2p , x ∈ Rd, p ∈ N. Then
(i) ∀x,h ∈ Rd,
ϕ′(x)h = 2p|x|2(p−1)〈x,h〉;
(ii) ∀x,h1,h2 ∈ Rd,
ϕ′′(x)〈h1,h2〉 = 4p(p − 1)|x|2(p−2)〈x,h1〉〈x,h2〉 + 2p|x|2(p−1)〈h1,h2〉;
(iii) there exists a constant Cp > 0 such that∣∣ϕ(x+ h) − ϕ(x) − ϕ′(x)h∣∣ Cp(|x| + |h|)2(p−1)|h|2, ∀x,h ∈ Rd.
Proof. The ﬁrst two formulae are direct and the third is a consequence of Taylor formula. 
Proof of Proposition 3.2. From Lemma 3.3(iii) and inequality (3.6), we deduce that∣∣∣∣∣
t∫
0
∫
U0
[
ϕ
(
Xs + g(Xs, z)
)− ϕ(Xs) − 〈∇ϕ(Xs), g(Xs, z)〉]dsν(dz)
∣∣∣∣∣
 Cp
t∫
0
∫
U0
(|Xs| + ∣∣g(Xs, z)∣∣)2p−2∣∣g(Xs, z)∣∣2 dsν(dz)
 KpCp
t∫
0
(
1+ |Xs|2p
)
ds.
Furthermore, we have
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t∫
0
[〈∇ϕ(Xs),b(Xs)〉]ds + 1
2
t∫
0
d∑
j,l=1
a jl(Xs)
∂2ϕ(Xs)
∂x j∂xl
ds
∣∣∣∣∣

t∫
0
[
2p|Xs|2(p−1)
〈
b(Xs), Xs
〉+ 2p(p − 1)|Xs|2(p−2)〈a(Xs)Xs, Xs〉]ds + p tr[a(Xs)|Xs|2(p−1)]ds
 C˜ p
t∫
0
(
1+ |Xs|2p
)
ds.
Finally, inequality (3.7) can be then derived directly from Itô’s formula by taking ϕ(x) = |x|2p , x ∈ Rd . 
Remark 3.2. We also need the following inequality
∣∣〈a(x)x, x〉∣∣ K (1+ |x|4), x ∈ Rd, (3.8)
which is weaker than the assumption of uniform ellipticity of a.
4. Applications: existence of an invariant measure
We propose to prove in this section that the problem (2.2) has an invariant measure under some natural assumptions.
Let us denote, for any ﬁxed ξ ∈ Rd , by X(t, ξ), t  0, the unique solution to the problem (2.2). The existence of such a
unique (and global) solution is guaranteed by our Theorem 3.1. For any continuous ϕ ∈ C(Rd) and t  0 we deﬁne
(Ptϕ)(ξ) = E
[
ϕ
(
X(t, ξ)
)]
, ξ ∈ Rd. (4.1)
We need ﬁrst to show that (Pt)t0 is a strongly continuous semigroup on the Banach space C(Rd). For this we need to
prove three properties of the solutions.
Proposition 4.1. For any t  0, the law of the unique solution X(t, ξ) to Eq. (2.2) start with ξ ∈ Rd does not depend on the choice of
the probability space (Ω,F ,P) and the Wiener processes W and the Poisson point process p. Namely, if X and X˜ are the two unique
solutions to Eq. (2.2) with two different setups {(Ω,F ,P),W , p} and {(Ω˜, F˜ , P˜), W˜ , p˜}, respectively, then for all t  0, the laws of
X(t) and X˜(t) coincide.
Proof. Using the framework from the proof of Proposition 2.9 we infer that for any t > 0, P-a.s.,
Xn(t, ξ) → X(t, ξ) and X˜n(t, ξ) → X˜(t, ξ).
Hence, by the Lebesgue dominated convergence theorem, for any t > 0 and any λ ∈ Rd , ϕXn(t)(λ) := E(ei〈λ,Xn(t)〉) con-
verges to ϕX(t)(λ) := E(ei〈λ,X(t)〉). Similarly, for any t > 0 and any λ ∈ Rd , ϕ X˜n(t)(λ) := E˜(ei〈λ, X˜n(t)〉) converges to ϕ X˜(t)(λ) :=
E˜(ei〈λ, X˜(t)〉).
But the drift bn is global Lipschitz, therefore the laws of Xn and X˜n coincide and ϕXn = ϕ X˜n . Hence ϕX = ϕ X˜ which
implies that the laws of X and X˜ coincide. We are done. 
Proposition 4.2. The family X(t, ξ), t  0, ξ ∈ Rd is strong Markov. In particular, Pt+s = Pt Ps for t, s 0.
Proof. Because X has càdlàg trajectories it is enough to show it is Markov. This result is a consequence of Proposition 4.3
below and a general result, apparently due to Dynkin,3 see also Theorem 16.21 (and its proof) in [1], that right continuous
Feller processes are strong Markov.
From the deﬁnition of Pt , it is enough to show that for any t  0, the laws of X(t + h, t, ξ) and of X(h,0, ξ) are equal,
cf. the argument on pp. 171–177 of [16]. Here, for s 0 and ξ ∈ Rd , X(t, s, ξ), t  s is the solution of Eq. (2.2) on the time
interval [s,∞) with the initial data ξ at the initial time s, i.e. for all t  s, P-a.s. the following holds
3 The result goes back at least to Dynkin’s book [6] (see also [7]) (see Section 6 in Chapter 5 in [6]) but possibly it is contained already in a paper by
Dynkin and Juskevich in [8].
320 S. Albeverio et al. / J. Math. Anal. Appl. 371 (2010) 309–322X(t, s, ξ) = ξ +
t∫
s
σ
(
X(r, s, ξ)
)
dW (r) +
t∫
s
b
(
X(r, s, ξ)
)
dr
+
t+∫
s
∫
U0
g
(
X(r−, s, ξ), z) N˜ p(dr,dz)
+
t+∫
s
∫
U\U0
g
(
X(r−, s, ξ), z) Np(dr,dz). (4.2)
Let us take t,h 0. Then by (4.2) we have
X(t + h, t, ξ) = ξ +
h∫
0
σ
(
X(r + t, s, ξ))dW (r) +
h∫
0
b
(
X(r + t, s, ξ))dr
+
h+∫
0
∫
U0
g
(
X
(
(r + t)−, t, ξ), z) N˜hp(dr,dz)
+
h+∫
0
∫
U\U0
g
(
X
(
(r + t)−, t, ξ), z)Nhp(dr,dz)
where
Wh(s) := W (s + h) − W (s), s 0,
N˜hp(s) := N˜p(s + h) − N˜p(s), s 0,
Nhp(s) := Np(s + h) − Np(s), s 0.
From the stationarity of both the Wiener process W and the Poisson point process p, Wh and W , N˜hp and N˜p and the pair
Nhp and Np have the same law. Hence by our Proposition 4.1, we conclude that for each t,h  0, the laws of X(t + h, t, ξ)
X(h,0, ξ) coincide. This completes the proof. 
Proposition 4.3. The semigroup Pt is Feller, i.e. if ϕ ∈ Cb(Rd) and t  0, then Ptϕ ∈ Cb(Rd).
Proof. For simplicity we put t  1. We will begin with some auxiliary considerations. Then, see [13], by the Burkholder
inequality there exists a constant C > 0 such that
E
(
sup
0st
∣∣X(s, ξ)∣∣2) 3|ξ |2 + 3tE
t∫
0
∣∣g(X(s, ξ))∣∣2 ds + 3C
t∫
0
∣∣g(X(s, ξ))∣∣2 ds
 3
(|x|2 + Lt(t + C))+ 3L(1+ C)
t∫
0
∣∣X(s, ξ)∣∣2 ds.
Therefore, by the Gronwall Lemma,
E sup
0st
∣∣X(s, ξ)∣∣2  3(|x|2 + Lt(t + C))e3(1+C)Lt  c1ec2t, t ∈ [0,1]. (4.3)
Let us ﬁx ε > 0 and r > 0. Then by inequality (4.3) we may ﬁnd R > 0 such that
P
[
sup
0t1
∣∣X(t, ξ)∣∣ R]< ε, for all ξ ∈ B(0, r). (4.4)
Let bR be a globally Lipschitz map that coincide with b on the closed ball B(0, R) ⊂ Rd . Choose δ > 0. Let XR(t, ξ), t  0
denote the unique global solution to problem (2.2) with b being replaced by bR . Then for ξ,η ∈ B(0, R) we have
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(∣∣X(1, ξ) − X(1, η)∣∣> δ)
= P
(∣∣X(1, ξ) − X(1, η)∣∣> δ, sup
0s1
∣∣X(s, ξ)∣∣∨ ∣∣X(s, η)∣∣ R)
+ P
(∣∣X(1, ξ) − X(1, η)∣∣> δ, sup
0s1
∣∣X(s, ξ)∣∣∨ ∣∣X(s, η)∣∣> R).
Obviously, the second term on the right-hand side above is no greater than ε. Concerning the ﬁrst one we have by the
Chebyshev inequality
P
(∣∣X(1, ξ) − X(1, η)∣∣> δ, sup
0s1
∣∣X(s, ξ)∣∣∨ ∣∣X(s, η)∣∣ R)
= P
(∣∣XR(1, ξ) − XR(1, η)∣∣> δ, sup
0s1
∣∣X(s, ξ)∣∣∨ ∣∣X(s, η)∣∣ R)
 P
(∣∣XR(1, ξ) − XR(1, η)∣∣> δ) 1
δ2
E
∣∣XR(1, ξ) − XR(1, η)∣∣2.
Let us denote by
√
KR the common Lipschitz constant of bR , σ and g . Then, by the Burkholder inequality, there is a
constant C > 0 such that
E sup
0st
∣∣XR(s, ξ) − XR(s, η)∣∣2  CE|ξ − η|2 + CKRtE
t∫
0
∣∣XR(s, ξ) − XR(s, η)∣∣2 ds
+ CKRE
t∫
0
∣∣XR(s, ξ) − XR(s, η)∣∣2 ds. (4.5)
By applying the Gronwall Lemma we infer that
E sup
0st
∣∣XR(s, ξ) − XR(s, η)∣∣2  CE|ξ − η|2e2CKRt, t ∈ [0,1]. (4.6)
Summing up, we have proved the following.
Lemma 4.4. For every r > 0 and ε > 0 there exists K > 0 such that for all δ > 0 and all ξ,η ∈ B(0, r)
P
(∣∣X(1, ξ) − X(1, η)∣∣> δ) ε + K
δ2
E|ξ − η|2. (4.7)
Now we are ready to conclude the proof of Proposition 4.3. Let us choose an arbitrary function ϕ ∈ Cb(Rd), an element
ξ ∈ Rd and an Rd-valued sequence {ξn} convergent to ξ . We want to show that (P1ϕ)(ξn) → (P1ϕ)(ξ). It is enough to
show that from any subsequence of the sequence (ξn) we may choose a sub-subsequence, denoted by (ξ ′n), such that
(P1ϕ)(ξ ′n) → (P1ϕ)(ξ). Because ϕ is continuous and bounded by virtue of Lebesgue dominated convergence theorem it is
enough to show that from any subsequence of the sequence (ξn) we may choose a sub-subsequence denoted by (ξ ′n) such
that X(1, ξ ′n) is convergent a.s. to X(1, ξ). Hence we only need to show that X(1, ξn) → X(1, ξ) in probability. For this let
us ﬁx an arbitrary ε > 0 and δ > 0. Then we can ﬁnd r > 0 such that |ξn|  r, n ∈ N. Let K > 0 be as in Lemma 4.4. We
can ﬁnd N ∈ N such that K
δ2
E|ξ − ξn|2 < ε for n N . Therefore, by (4.7), P(|X(1, ξ)− X(1, ξn)| > δ) < 2ε for all n N . Thus,
ξ(1, ξn) → X(1, ξ) in probability. This proves Proposition 4.3. 
An invariant probability measure for (2.2) is by deﬁnition a Borel probability measure on Rd such that
〈Ptϕ,μ〉 = 〈ϕ,μ〉, t  0, ϕ ∈ C0
(
Rd
)
or, in other words such that P∗t μ = μ for all t  0. Our main result in this section is that in the framework of Theorem 3.1
if the condition (3.1) holds true with a constant K < 0, then there exists at least one invariant measure. The proof follows
easily by applying the celebrated Krylov–Bogoliubov method, see e.g. [4], because the state space Rd is locally compact.
Theorem 4.5. Assume that the functions σ ,b are locally Lipschitz and the function g(·, z) is globally Lipschitz, i.e., for each R > 0 there
exists C > 0 such that∥∥σ(x) − σ(y)∥∥2 + ∣∣b(x) − b(y)∣∣2  C |x− y|2, |x|, |y| R,
and there exists L > 0 such that
322 S. Albeverio et al. / J. Math. Anal. Appl. 371 (2010) 309–322∫
U0
∣∣g(x, z) − g(y, z)∣∣2 ν(dz) L|x− y|2, ∀x, y ∈ Rd.
Suppose also that the condition (3.2) is satisﬁed and that there exist constants K ,M > 0 such that
tr
[
a(x)
]+ 2〈x,b(x)〉+ ∫
U
∣∣g(x, z)∣∣2 ν(dz)−K |x|2 + M, ∀x ∈ Rd. (4.8)
Then the problem (2.2) has at least one invariant measure in the sense as described above.
Remark 4.1. Under stronger assumptions on the coeﬃcients including the global Lipschitz conditions, by analytic methods,
the existence of an invariant measure under a dissipativity condition similar to our condition (4.8) was proved by Menaldi
and Robin in [15], see Theorem 5.3.
Proof of Theorem 4.5. Similarly to the inequality (3.5), we can prove that
E
∣∣X(t)∣∣2  E|ξ |2e−Kt + M
K
, t  0. (4.9)
This inequality together with Proposition 4.3 by means of the classical Krylov–Bogoliubov method, see e.g. [4], concludes
the proof. Note that Rd is ﬁnite dimensional so that the natural embedding Rd ↪→ Rd is compact. 
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