Abstract. The CLAS and Hall A collaborations at Jefferson Laboratory have recently released new results for the ep → epγ reaction. We analyze these new data within the Generalized Parton Distribution formalism. Employing a fitter algorithm introduced and used in earlier works, we are able to extract from these data new constraints on the kinematical dependence of three Compton Form Factors. Based on experimental data, we subsequently extract the dependence of the proton charge radius on the quarks' longitudinal momentum fraction.
Introduction
The past two decades have seen an important progress in the research field of nucleon structure with the emergence of the Generalized Parton Distribution (GPDs) formalism and its associated experimental program. The GPDs are the structure functions of the nucleon (and of hadrons, more generally) which are accessed in the deeply exclusive leptoproduction of a photon or a meson. They parametrize the complex non-perturbative QCD (Quantum Chromodynamics) partonic dynamics and structure of the nucleon. In particular, in the light-front frame, where the nucleon is moving with large momentum, GPDs give access concurrently to the spatial distribution of charges in the plane perpendicular to the average nucleon momentum direction, and to the longitudinal momentum distribution of the partons in the nucleon. The correlation between these two distributions is presently still largely unknown. As a result of these position-momentum interrelations, GPDs also provide a way to measure the unknown orbital momentum contribution of quarks to the total spin of the nucleon through Ji's sum rule [1] . We refer the reader to Refs. [1, 2, 3, 4] for the original articles on GPDs and to Refs. [5, 6, 7, 8, 9, 10, 11] for reviews of the field.
GPDs are most directly accessible in Deeply Virtual Compton Scattering (DVCS). In this process, an incoming virtual photon, emitted by a high-energy lepton beam, hits a quark of the nucleon which radiates a final real photon ( Fig. 1-left) . We consider here and in the following an electron beam and a proton target and we denote by e, p and γ * (e ′ , p ′ , and γ) the four-vectors of the initial state (final state) electron, proton and photon respectively. QCD states that in this process there is a factorization between the elementary photon-quark Compton scattering, which is precisely calculable in perturbative QCD, and the GPDs, which encode the complex unknown non-perturbative dynamics of the quarks in the nucleon. This factorization has been shown to hold for sufficiently large Q 2 = (e − e ′ ) 2 , the squared momentum transfer between the final and initial leptons, and sufficiently small t = (p− p ′ ) 2 = (γ * − γ ′ ) 2 , the squared momentum transfer between the final and initial protons (or photons).
In the QCD leading-twist framework, in which this work is placed, there are four quark helicity-conserving GPDs, H, E,H andẼ, parametrizing the DVCS process. This reflects the four independent helicity-spin transitions between the initial and final quark-nucleon systems. The way to disentangle the contributions of the four GPDs is to measure unpolarized cross sections and different spin observables for the ep → epγ reaction. This can be done by the use of polarized beam, polarized target, or a combination of both.
Over the past few years, the CLAS and Hall A collaborations at Jefferson Lab (JLab), using a ≈ 5.75 GeV electron beam, have released new results for four observables of the ep → epγ reaction: unpolarized cross sections and difference of beam-polarized cross sections by the Hall A [12] and CLAS [13] experiments, as well as single and double target-spin asymmetries with longitudinally polarized target and polarized beam by the CLAS experiment [14, 15] .
In this article, we analyze these data and extract new constraints on GPDs. Furthermore, based on DVCS data, we will extract the longitudinal momentum dependence (x-dependence) of the radius of the transverse charge distribution in a proton. The present article details and extends our earlier work published in Ref. [16] , where the specifics of the techniques used to extract the GPD information from the experimental data were not presented. Furthermore, we extend the analysis of Ref. [16] , where results were presented for one GPD observable, to three GPD observables in the present work.
In particular, we demonstrate the constraints between real and imaginary parts of the observables involving the GPD H within a dispersive framework. The outline of this paper is as follows. Section 2 of this article is devoted to a very concise review of earlier works on the GPD formalism and on the fitting technique that we use to extract the GPD information from DVCS data. Section 3 details some of the numerous Monte-Carlo studies that were carried out to demonstrate the reliability of the fitting procedure. In Section 4, we apply the method to the Hall A and CLAS data and extract three (out of eight) Compton form factors, which parametrize the DVCS process at leading twist. In Section 5, we provide a physical interpretation of the extracted observables. In particular, we discuss the longitudinal momentum dependence of the transverse charge densities in a proton, and show the constraints imposed within a dispersive framework. Finally, we present our conclusions in Section 6.
GPD formalism and fitting technique in brief
The GPDs are functions of three variables: x, ξ and t ( Fig. 1-left) , where x + ξ (x − ξ) represents the longitudinal momentum fraction of the initial (final) quark w.r.t. the average nucleon momentum [1] , and t is the conjugate variable of the localization of the quark in the transverse position space (impact parameter) [17, 18, 19] . Thus, an intuitive interpretation of GPDs is that they describe the amplitude of hitting a quark in the nucleon with momentum fraction x + ξ and putting it back with a different moment fraction x − ξ at a given transverse distance, relative to the transverse center of mass, in the nucleon.
As we are considering the DVCS process on a proton target in this work, all GPDs in the following stand for the quark flavor combination: H(x, ξ, t) = 4/9H u (x, ξ, t)+ 1/9H
d (x, ξ, t) + 1/9H s (x, ξ, t), and similarly for the other GPDs.
One major difficulty in the study of GPDs is that they appear in the DVCS amplitude as integrals over x. This is due to the loop in the DVCS diagram of Fig. 1 -left, which generates convolution terms of the form:
where the denominator arises from the quark propagator. Using the residue theorem, the following 8 real quantities, hereafter referred to as Compton Form Factors (CFFs) 1 , are directly accessible via DVCS measurements:
E Re (ξ, t) ≡ P 1 0 dxE + (x, ξ, t)C + (x, ξ),
H Re (ξ, t) ≡ P 1 0 dxH + (x, ξ, t)C − (x, ξ),
E Re (ξ, t) ≡ P 1 0 dxẼ + (x, ξ, t)C − (x, ξ),
H Im (ξ, t) ≡ H + (ξ, ξ, t), (6) E Im (ξ, t) ≡ E + (ξ, ξ, t),
H Im (ξ, t) ≡H + (ξ, ξ, t),
E Im (ξ, t) ≡Ẽ + (ξ, ξ, t),
where the coefficient functions C ± are defined as:
and P denotes the principal value integral. The subscript "+" on the GPDs denotes their singlet (quark plus antiquark) combinations:
H + (x, ξ, t) ≡ H(x, ξ, t) − H(−x, ξ, t), (11) E + (x, ξ, t) ≡ E(x, ξ, t) − E(−x, ξ, t),
H + (x, ξ, t) ≡H(x, ξ, t) +H(−x, ξ, t),
E + (x, ξ, t) ≡Ẽ(x, ξ, t) +Ẽ(−x, ξ, t),
Thus, the maximum model-independent information which can be extracted from the ep → epγ reaction at leading twist are 8 CFFs, which depend on two variables, ξ and t, at QCD leading order. There is an additional Q 2 -dependence in the CFFs (and in the GPDs) if QCD evolution is taken into account. Given the small Q 2 ranges dealt with in this work and that the Q 2 -evolution is in principle calculable (see Ref. [20] for a recent review), we will not consider it in the following.
Kinematically, the ep → e ′ p ′ γ reaction depends, for a given electron beam energy, on four independent variables. The most appropriate ones for a GPD analysis are: ξ, t, Q 2 and φ. We already defined Q 2 and t. The variable ξ is related to the standard x B variable from inclusive Deep Inelastic Scattering:
with x B = Q 2 2mp(Ee−E e ′ ) , where m p is the proton mass, E e the incident beam energy, and E e ′ the scattered electron energy. The angle φ is the azimuthal angle between the electron scattering plane and the hadronic production plane.
A further complexity in studying GPDs via DVCS is that there is an additional significant mechanism contributing to the epγ final state, the Bethe-Heitler (BH) process. In this process ( Fig. 1-right ) the final state photon is radiated by the incoming or scattered electron, and not by a quark of the nucleon. The BH and DVCS mechanisms interfere at the amplitude level. However, the BH amplitude is precisely calculable theoretically. The only non-QED inputs in the calculation are the nucleon elastic form factors F 1 (t) and F 2 (t) and these are well known at the small momentum transfers t considered in this work. Consequently, the only unknown theoretical quantities entering the computation of the ep → epγ observables are therefore the eight CFFs.
In Refs. [21, 22, 23, 24, 25] , we proposed and applied a method to extract CFFs in a quasi model-independent way. It consists in taking the 8 CFFs as free parameters and, knowing the well-established BH and DVCS leadingtwist amplitudes, to fit, at a fixed (x B , t) kinematics, simultaneously the φ-distributions of several ep → epγ experimental observables. If the range of variation of the CFFs is limited, the dominant CFFs contributing to the observables which are fitted are obtained from the fit procedure with finite error bars. These error bars are mainly due to the correlations between the CFFs. Rather than the error on the experimental data, they reflect the influence of the other subdominant CFFs, as we shall see in the following. The approach of fitting CFFs at fixed (x B , t) kinematics is called "local fitting". Aside from the limits imposed on the variation of the CFFs, which will be discussed in the following sections, it has the merit of being mostly model-independent as there is no need to assume and hypothesize any functional shape for the CFFs. The method has also its drawbacks, in particular it only makes use of the data available at a particular (x B , t) kinematics, without exploiting potentially useful neighbouring data. Nevertheless, with this local fitting method, in our earlier works, we managed to derive limits and constraints for the H Im ,H Im and H Re CFFs, with an average 40% relative uncertainty for H Im , at JLab [21, 23] and HERMES [22, 24] kinematics.
In the following, we analyze with this fitting technique the new CLAS and Hall-A DVCS data. We will denote the unpolarized cross sections, difference of beampolarized cross sections, longitudinally polarized target single spin asymmetries and beam-longitudinally polarized target double spin asymmetries, respectively, as σ, ∆σ LU , A UL and A LL . The two indices refer respectively to the polarization of the beam and of the target (U for unpolarized and L for longitudinally polarized). The Hall-A collaboration has measured the φ distribution of σ and ∆σ LU for 20 ( 
Monte-Carlo studies
We present in this section some examples of the simulations that we have carried out in order to test and demonstrate the reliability and robustness of our fitting method. We consider the least constrained and most challenging case, having at our disposal only two observables: the unpolarized cross section σ and the difference of beampolarized cross sections ∆σ LU . Additional observables can of course only improve the situation, as will be shown with real data in the next section.
Each DVCS observable receives contributions from several CFFs, which are strongly correlated. Thus, the extraction of 8 CFFs from only two observables, with finite experimental uncertainties, is an underconstrained problem. However, some observables are dominated by and mostly sensitive to one or two CFFs compared to the others. For instance, it is well known [26] that ∆σ LU is dominated by the H Im CFF and that A UL is strongly sensitive toH Im . Other CFFs contribute to these two observables, but they are kinematically suppressed, all the more in comparison to the experimental uncertainties. Therefore, in order to progress from the unconstrained problem it was decided to limit, in a conservative and educated way, the range of variation of the CFFs, especially the sub-dominant ones. While keeping the 8 CFFs in the fit, this effectively and essentially reduces the problem to fitting the one or two dominant CFFs to the one or two experimental observables. The influence of the sub-dominant CFFs, over the domain in which they are allowed to vary, is then reflected in the resulting uncertainty on the dominant CFFs extracted. The only model-dependent input in this approach is the definition of the range of variation of the CFFs. We illustrate and clarify the approach in the following subsections.
Pseudo-data Generation
In a first stage, we generate, for a given (x B , Q 2 , t) kinematic bin and a given beam energy, the unpolarized cross sections and the difference of beam-polarized cross sections of the ep → epγ process as a function of φ, based on the leading-twist and leading-order DVCS+BH amplitude.
For our first example, we take the particular kinematics (x B , Q 2 , t)=(0.126, 1.1114, −0.1078) with a 5.75-GeV beam energy. This corresponds to a kinematic bin measured by the CLAS experiment. We generate 24 φ points like for the experimental data. Then, the only inputs needed to generate the cross sections are the 8 CFFs entering the DVCS amplitude. We shall generate them randomly. In order to keep the problem realistic, we pick them in a bounded 8-fold hypervolume, whose limits are defined as ±5 times the CFFs predicted by the VGG model. VGG [5, 28, 29, 30 ] is a well-known and widely used GPD model which obeys most of the model-independent GPD normalization constraints and which reproduces the general trends of the existing DVCS data (see Refs. [13, 14, 15] for instance). Centering the 8-CFF hypervolume around the VGG model and limiting it to a ±5 factor prevents the fitter from exploring too unlikely cases.
For obvious symmetry reasons due to this definition of the 8-CFF hypervolume , it was chosen not to generate the CFF values themselves but rather their "multipliers", i.e. their deviations from the VGG CFFs. In other words, we generate 8 random numbers between -5 and +5. The CFFs entering the DVCS amplitude are then the product of these multipliers by the VGG reference CFFs. As an illustration, for this first example, we list here the 8 randomly generated CFFs multipliers that have been generated, which are denoted as a(CF F ):
The CFFs used for the cross section calculations are then the result of the product of these multipliers by the VGG reference CFFs which are, at the (x B , Q 2 , t)=(0.126, 1.1114 GeV 2 , -0.1078 GeV 2 ) kinematics:
.09888 E Im = 1.01539
Some of the multipliers in Eq. 16 are very far from 1. They correspond probably to quite unrealistic CFFs. For instance, a(H Im ) = 3.124754 means that the generated H Im CFF is more than 3 times the VGG value. Given that GPDs have to fulfill a certain number of normalization constraints [5, 6, 7, 8, 9, 10, 11] , such a strong deviation from the VGG reference value is quite unlikely. We consider however that exploring and scanning such a large range of values should make our case all the more robust and convincing.
The goal of this study is to find out if, by fitting the generated φ pseudo-data distribution, we are able to retrieve, or constrain, the 8 original randomly generated CFFs multipliers, or at least some of them, under realistic experimental conditions. For the latter, we smear the theoretically calculated cross sections according to the experimental uncertainties of the Hall A and CLAS experiments. Figure 2 shows the φ dependence of the ep → epγ unpolarized cross section and difference of beam-polarized cross sections (top and bottom panels respectively), unsmeared and smeared (left and right panels respectively), generated with the 8 random CFFs multipliers of Eq. 16, multiplied by the 8 VGG CFFs of Eq. 17.
In Fig. 2 , the 24 φ points superimposed on the theoretical curves are equidistant. This corresponds approximately to the φ binning of the experimental data. We added on those points the error bars corresponding to the published experimental uncertainties of the CLAS data. For this particular bin, they range from ≈ 5% to ≈ 9% for the unpolarized cross section and from ≈ 20% to more than 100% for the difference of beam-polarized cross section. On the left panels of Fig. 2 , the three lowest φ and the three largest φ points have no error bar. This means that these φ regions were actually not measured experimentally, likely for detector acceptance issues. Thus, these 6 φ don't appear on the right panels of Fig. 2 , which are meant to mimic real data with the use of smearing (we however recall that the cross sections in Fig. 2 are not the measured ones since they have been generated with random CFFs here). The error bar values and the accessible φ regions vary for each (x B , Q 2 , t) bin, and differ for the Hall-A and CLAS experiments.
The smearing of the points of the right part of Fig. 2 has been done via a Gaussian distribution, centered at the theoretically computed value, with a standard deviation corresponding to the experimental uncertainties (i.e. the error bars of the points of the left part of the figure). Each φ point was smeared independently of the other φ points. The right part of Fig. 2 shows one particular instance of such a series of smearings. In the following, we will carry out our studies for several random smearings so that we are not biased by one particular smearing. Under these conditions, we deem that in the following we will perform our fits in rather realistic conditions, taking into account the φ-coverage of the data, their dispersion and their uncertaintities.
Pseudo-data Fitting
The second stage of the study consists in fitting the generated φ distributions leaving the 8 CFFs as free parameters. This should be done, ideally, in "blind" conditions, i.e. not making use of the knowledge of the originally generated CFF values. However, as was mentioned earlier, the condition for the fitting procedure to converge is to limit the hyperspace in which the 8 CFFs are allowed to vary. The choice of the values of these boundaries is the only model-dependent input in our approach. We take the same hyperspace in which the 8 CFFs were originally generated, i.e. ±5 times the VGG CFFs. Like for the generation of the CFFs, we take as the free parameters of the fit, rather than the absolute CFFs themselves, the relative deviations from the reference VGG CFFs. We will therefore fit in the following the multipliers of the VGG CFFs, with the goal to recover the originally generated ones.
For the minimization we use the least squares method. We minimize χ 2 , defined as follows:
In Eq. 18, σ theo (∆σ theo ) is the theoretical DVCS+BH cross section (difference of beam-polarized cross section), which depend on the CFFs multipliers, which are the free parameters of the fit. The quantities σ data , δσ data , and ∆σ data , δ∆σ data , are, respectively, the values and the uncertainties of the pseudo-or experimental data. The index i runs over all the available φ-points for a given (x B ,Q 2 ,t) bin. We use the well-known MINUIT code from CERN [31] with the MINOS option. With this option, MINUIT calculates χ 2 at multiple points of the multi-dimensional hyperspace of the free parameters. Thus, step by step, the full phase space of the free parameters is explored. This method is costly in terms of computing power and time but it allows, numerical precision and step-size issues aside, to find the global minimum (or minima) of the problem, reducing the risk of falling into local minima. In parallel, it allows to determine the errors on the fitting parameters. The 1-σ uncertainty on a given parameter corresponds to the value of this parameter for ∆χ 2 = +1 above χ 2 min , the minimum χ 2 value. When the problem is not linear and when the χ 2 shape is not a simple parabola or a simple function, as in our case, this is the only way to determine this error.
Non-smeared pseudo-data
We start from the simplest case: fitting the pseudo-data of the left part of Fig. 2 , σ and ∆σ LU , without smearing. It is important to make sure that the result of the fit is not dependent on the particular starting values of the 8 CFFs. Indeed, by selecting or favoring specific starting points in the 8-dimensional CFF hypervolume, one can end up in a particular local minimum. We therefore carried out the fits several hundreds of times with arbitrary starting points, randomly selected in the ±5 times VGG CFF hypervolume. Figure 3 shows with the red dots the results of the fits for the 8 CFFs (or rather their multipliers) as a function of χ . We recall that in this first exercise no smearing was applied to the pseudo-data. Thus, all the fits go exactly through the data points. Therefore, the precise χ What is apparent in Fig. 3 is that, out of the eight CFFs, only H Im emerges from the fit with a quite wellnailed minimum and finite error bars (of the order of ≈20%). This happens systematically and invariably, whichever the starting point in the 8-dimensional CFF-multiplier hypervolume. All H Im minima lie very closely to the originally generated a(H Im ) = 3.124754 (see Eq. 16), which is indicated by the vertical red line in Fig. 3 . One can also note that, in most cases, the error bars of a(H Im ) appear asymmetric. We will encounter such asymmetric errors often in the following. This is the signature of a nonparabolic χ 2 profile and of a non-linear problem. This is expected as CFFs contribute in a bilinear way to the unpolarized cross section (although in a linear way to the beam-polarized cross section) [26] . The non-finite error bars observed for the other seven CFFs mean that the χ 2 min + 1 value lies out of the ±5 times VGG CFF range. Some partial information can nevertheless be extracted for H Re as, while the positive error bar is infinite, the negative one appears to be finite. Also, the minimum χ 2 min values for H Re lie, with some dispersion, around the originally generated value. This is not the case for the remaining six CFFs which have both negative and positive error bars non-finite, and for which the values of a() which minimize the problem are essentially randomly distributed between −5 and +5. There is in some cases a tendency for some of these non-converging CFFs to have their multipliers clustering near the edges of the allowed domain, i.e. −5 and +5. We will come back to this point further down.
In summary, these first results show that σ and ∆σ LU are dominantly sensitive to the H Im and H Re CFFs and that these two CFFs seem, in the present ideal (i.e. unsmeared) conditions, to be recoverable, albeit only partially for H Re , from the simultaneous fit of σ and ∆σ LU . Figure 4 shows the result of the same kind of study on smeared pseudo-data, such as those in the right part of Fig. 2 . For this particular smearing of the data, we also performed the fits with many starting points in the 8-dimensional CFF hypervolume. Fig. 4 shows that all fits led to the same set of 8 CFFs solution. Indeed, compared to Fig. 3 , there is here no dispersion of the solutions for the non-dominant CFFs. We tend to attribute the dispersion of the solutions that was observed in Fig. 3 to the very low χ Regarding the results for the H Im and H Re CFFs, from Fig. 4 we reach conclusions which are almost similar to the previous case, with the unsmeared pseudo-data. Namely, all the fits, independently of their starting values, allow to recover the originally generated value of H Im (at the ≈ 20% level) and partially that of H Re , with its finite negative error bar. For most of the other (non-dominant) CFFs, the fits find values on the edge of the allowed CFF range, i.e. ± 5. We will come back to this point further down.
Smeared pseudo-data
A closer look at Fig. 4 reveals that the values of a(H Im ) and a(H Re ) corresponding to χ 2 min (red points in Fig. 4 ) are not exactly centered on the originally generated values (red lines). In particular, a(H Re ), is clearly shifted to the right compared to the generated value (which nevertheless lies well within the negative blue error bar). The origin of such shift is the particular smearing of the data that we introduced and can accidentally bias the φ distributions in a given direction (overall decrease or increase of the φ distributions).
Indeed, the smearing of the data that we adopted in Fig. 2 was a particular random one. It has to be checked for other smearings that our fit procedure is also able to recover well the H Im CFF (in particular), from the simultaneous fit of σ and ∆σ LU , in order to confirm the robustness of the method. Figure 5 shows, still for the CLAS kinematics (x B , Q 2 , t)=(0.126, 1.1114, −0.1078), a sample of fit results for various smearings of the φ distributions and different generated CFF values. Each column corresponds to a different smearing, the first column having no smearing, and each row to a different set of generated CFF multipliers for a(H Im ).
The abscissa represents different"trials", i.e. different randomly generated starting points. We plot in the figure only a small sample for sake of visibility.
Among the hundreds of different smearings and CFFs choices, we chose the nine particular cases of Fig. 5 as they illustrate different typical situations. Fig. 5 shows the ideal no-smearing case on the left column, one recognizes the small dispersion of the fitted a(H Im )'s, which lie close to the originally generated ones. This generalizes what we observed in Fig. 3 . Every single fit, differing only by its starting values, leads to a slightly different solution, always close to the originally generated value (with a χ 2 min value of the order of 10 −5 , not shown in Fig. 5 ). It is remarkable that even though the solutions slightly vary between trials, the range defined by the positive and negative error bars always remains the same. In other words, even if the χ 2 min value happen to fluctuate, the χ 2 min + 1 values seem to be well delineated. As illustrated by the three Fig. 4 ). In particular, in the right-column/central-row plot, one clearly distinguishes two values of a(H Im ) which minimize the problem and which are attained depending on the starting values of the fit parameters. There is almost no difference in the χ min between the two solutions: the a(H Im ) ≈ 0.96 solution has χ 2 min ≈ 27.14 while the a(H Im ) ≈ 0.77 solution has χ 2 min ≈ 27.46. As a matter of fact, the solution that has the slightly larger χ 2 min value is the one which has the fitted H Im value the closest to the originally generated one (a(H Im ) = 0.761933 in this particular case). The range of the error bars of the two solutions is very similar, although the negative error bar appears slightly larger for one solution than for the other. In general, be it for single or multiple solutions cases, the error bars are very similar from one trial to the other. Again, even though the χ 2 min value might not be unique and well defined, the χ 2 min + 1 values appear to be rather well specified.
In all plots of Fig. 5 , the red horizontal line indicates the originally generated a(H Im ) value. It is remarkable that it is always contained in the largest error bars of the fitted values. It is admittedly at the very edge for the top right plot; among our hundreds of smearings, we selected this particular one, which is not at all a general case, as an illustration of an "extreme" case. One can better understand some of these behaviors by examining Fig. 6 . For the same nine conditions of Fig. 5 , the figure shows to which a(H Im ) value the a(H Im ) solution corresponds to. We consider this correlation sincẽ H Im is expected to be the next dominant contributor to ∆σ LU after H Im [26] . The upper left plot of Fig. 6 shows that the apparently randomly distributed a(H Im ) solutions around the originally generated value of the upper left plot of Fig. 5 actually correspond each to a different value of a(H Im ), all distributed along the whole allowed ± 5 range (error bars onH extend beyond the ±5 range and only the central values are plotted in Fig. 6 ). It reveals (confirms) the strong correlation between these two CFFs. Depending on the starting point, the fitter code ends up in (a(H Im ), a(H Im )) correlated solutions. One notices that whileH Im is not constrained at all within the ±5 range, H Im is always contained in a very limited range. This latter range is defined by the χ 2 min + 1 error bar, whose projection is displayed in Fig. 5 . We actually see that what determines the error bar on H Im is the range of variation allowed forH Im (this effect was studied in detail in Ref. [25] ). WereH Im allowed to vary in a domain larger than ±5 times the VGG CFF hyperspace, the error bar on H Im would be bigger (and conversely). This is why the error bars on H Im that we obtained so far are in general of the order of 20 to 30% (see Fig. 5 ), i.e. somewhat larger than the experimental precision of the data. Once again, this is because they reflect the influence of the other CFFs (mostlyH Im in the present case) and their correlation with H Im . Therefore, the value of H Im will be better determined by having some extra constraint onH Im such as additional observables.
When smearing is introduced (second and third columns of Figs. 5 and 6) the well-defined single or double a(H Im ) values correspond to, also, well-defined single or double values for a(H Im ). In several cases, these a(H Im ) values are actually on the edge of the allowed phase space, i.e. ±5. In particular, the double solution for a(H Im ) that is found for the right-column/central-row plot of Figs. 4 and 5 corresponds to two extreme values for a(H Im ), i.e. ±5. They are anyway far from the originally generated values (indicated by the horizontal red lines in Fig. 6 ), and have infinite error bars. Still, this does not prevent the fitting code from finding the right solution for H Im . Figure 7 shows another test of our fitting procedure. The study is done this time for a kinematics measured in Hall A: (x B , Q 2 , t)=(0.375,1.964 GeV 2 ,-0.278 GeV 2 ). As before, we generate φ distributions from several random sets of 8 CFFs, smear the distributions according to Gaussians with standard deviations corresponding to the experimental Hall A data uncertainties, and fit them, taking randomly chosen starting points in the ±5 times the VGG-CFFs hypervolume. Figure 7 illustrates with nine plots, taken out of hundreds, the results for the reconstructed a(H Im ) CFF as a function of the unnormalized χ 2 . The vertical red lines indicate the originally generated a(H Im ) values. For a given set of 8 CFFs, each fit yields a different solution and different χ 2 min values. This is due to the random starting point and to the random smearing of the cross sections, which are both different for each fit. These two individual effects can be seen separately in Fig. 5 . Figure 7 mixes the two effects and shows them for more cases. What is remarkable in Fig. 7 is that for all fits, whatever the set of 8 CFFs, the smearing of the φ points and the starting values of the CFFs, the originally generated a(H Im ) value always lies within the error bars of the fitted a(H Im )'s.
Prescription for central value and error bars
When we fit real data, and extract H Im in particular, the only feature that we can change in our fit procedure is the starting point of the fit, the smearing of the data being imposed by the experiment. We saw in Fig. 5 that, in some cases, the solution a(H Im ) corresponding to χ 2 min , was not unique: there could be "double" (or a few more) solutions or "single" solutions but with fluctuations. In many cases, the multiple solutions obtained are apart by insignificant χ 2 differences, as we saw, and the χ 2 min solution cannot be clearly determined. The starting point can also have an influence on the error bar of the solution: although error bars ranges are almost always the same, one can distinguish in Fig. 5 in some cases small differences between error bars. It is not satisfactory to have several solutions for a fit and we have to devise a way to define a final, unique and reliable result, which should not depend on the particular starting values and which should always contain the "true" (generated) solution.
It seems that a good and conservative ad-hoc prescription is to take, among our series of solutions, the range between the maximum value of all error bars and the minimum value of all error bars in order to define an effective error bar and take as the most probable value the middle of this interval. This recipe is indicated, in Fig. 5 , by the hand symbol, where the most probable value according to our prescription is the empty square. This "middle value" that we advocate does not in general correspond to any of the χ values are thus not a better guess of the "true" value than the "middle" value we propose. Since the smearing of the data (on which we have obviously no control when dealing with true experimental data) can shift the fitted H Im above or under the "true" H Im , taking the middle point of the biggest error bars as the most probable value provides an improved evaluation of the true value. Also, we saw that in most instances we obtained asymmetric error bars. These asymmetric error bars are typically defined by extreme (edge) values of the subdominant CFFs. For instance, one can seeH Im in the top right plot of Fig. 6 . These subdominant CFFs are in general not constrained, i.e. they are only restrained by the domain over which they are allowed to vary in the fit (i.e. ± 5 times the VGG CFFs). Thus, the χ 2 min solution corresponding to such an extreme value for these unconstrained CFF is actually not significantly more probable than any other. Choosing the central value of the error bars for H Im corresponds to settingH Im , and, more generally, the unconstrained CFFs, around 0. This seems a reasonable choice, especially when these latter tend to lie at the edges of our fitting range. Fig. 7 , i.e. mixing randomly smearings and starting values, the difference between the "middle value" calculated from the largest error bars of all solutions and the generated value. As a comparison, the dashed-line distribution shows the difference between the χ 2 min solution and the generated value. Both distributions are well-centered around 0, which shows that both solutions are meaningful. However, it is clear that the "middle value" distribution is significantly narrower than the χ 2 min one. To summarize this sub-section, we carried out our simulation studies for hundreds of cases, mixing sets of 8 CFFs, different starting points and cross section smearings and different JLab-type kinematics. The cross-examination of all these cases made us reach the general conclusion that in a 8-CFFs fit of the σ and ∆σ LU observables, using realistic experimental precisions, albeit largely underconstrained our fitter code appears to always manage to recover the originally generated H Im , as the "true" generated solution always lies in the χ 2 min + 1 error bar of the fitted solution. Obviously we could not explore every combination of starting points, generated sets of 8 CFFs and cross sections smearings, and we cannot exclude the possibility that there are exceptions to this conclusion which escaped our scrutiny. We feel nevertheless rather confident that our procedure is reliable and robust. We finally advocate that, since there are cases where it is difficult to define exclusively the χ 2 min solution and therefore the χ 2 min + 1 value, it is the most appropriate to take as final and unique solution the largest error bar solution and the associated "middle" point, as illustrated in Fig. 5 .
Fitting with four CFFs
We conclude this section on Monte-Carlo studies by a last exercise. Since the GPDs H and, to a lesser extent,H, are the dominant contributors to σ and ∆σ LU , an idea is to investigate the outcome of a fit with only these two GPDs, i.e. only 4 CFFs as free parameters. This effectively means setting the 4 CFFs E Im , E Re ,Ẽ Im andẼ Re to 0 in the fit, while they are not null in the generation of the distributions to be fitted. This technique had been adopted previously to extract information on the kinematic dependence of H Im and H Re in Ref. [13] . We used the same series of simulated φ distributions as before, generated by 8 CFFs taken randomly in the ±5-times-VGG CFFs hyperspace, and smeared according to the experimental uncertainties. For the present simulation, we use the same kinematics as in Fig. 7, i The results for a(H Im ) are displayed in Fig. 9 , which is the analog for 4 CFFs of Fig. 7 . We first observe that the error bars on the fitted a(H Im )'s are in general smaller than for the 8-parameters case. This decrease of the error bars can be simply understood as there are less free parameters (4 instead of 8) entering the problem and therefore less correlations. However, we now observe several types of results. For the left top-row plot, the central mid-row plot and the bottom mid-row plot, the results of the fits can be considered satisfactory as the squares lie relatively well along the red lines, which indicate the originally generated values. However, we also observe cases where the solutions are clearly systematically shifted, by 30 to 50% w.r.t. the red lines. Although the fitted solutions are always relatively "close" to the true solutions, the latter are quite often outside the error bar of the former, defined as usual by χ 2 min + 1. We shall therefore conclude that the 4-CFFs free-parameters fit based on the H andH GPDs is not fully reliable. At best, it can provide a flavor for the solution at the 30 to 50% level, i.e. the relative shifts between the fitted solutions and the generated one. This 30 to 50% relative uncertainty will however not be reflected in the error bars coming out of the fitter, which are much smaller. We also studied the case of fitting σ and ∆σ LU with the 4 CFFs H Im , H Re ,H Im andH Re as free parameters and E Im , E Re ,Ẽ Im andẼ Re set to their original values (as before, randomly generated), instead of 0 as in the previous case. For the same randomly generated sets of CFFs as before, Fig. 10 shows the results for a(H Im ) in this configuration. We observe that in general we are able, within error bars, to recover the originally generated values for H Im (while the three other CFFs don't come out in general with finite error bars, both the positive and the negative one). This means that, if the unfitted CFFs are set to their true values, a fit with only the 4 CFFs based on the H andH GPDs might be meaningful (at least for H Im ). With the (strong) assumption that VGG (or, more generally, any other model) gives a reasonable description of the E andẼ GPDs, this gives a motivation to fit real data with only H Im , H Re ,H Im andH Re as free parameters and setting E Im , E Re ,Ẽ Im andẼ Re to their VGG values. The merit of this 4 CFF fit approach is that this provides smaller error bars. This is however clearly at the price of introducing some model dependence since, in the most general case, a 4-CFFs fit is not fully reliable as seen earlier. 
Real Data Fitting
Being convinced of the soundness and reliability of our fitting approach after our Monte-Carlo pseudo-data tests, we now apply our method to real data. The JLab Hall A and CLAS collaborations have recently released new sets of unpolarized and beam-polarized cross sections (σ and ∆σ LU ) [12, 13] . At the light of the simulations of the previous section, we therefore expect to extract constraints on the H Im CFF and, partially, on H Re . In addition, the CLAS collaboration has measured, using a longitudinally polarized target, the single and double target-spin asymmetries A UL and A LL [15, 14] . TheH Im CFF being a strong contributor to A UL , we expect to extract constraints on this CFF as well. The analysis of A UL will also allow to improve the precision on H Im due to its strong correlation withH Im , as we saw in the previous section.
We start our study with the Hall A data and then proceed with the CLAS data.
Hall A data
The JLab Hall-A collaboration has measured the two observables σ and ∆σ LU at four average kinematical settings (x B , Q 2 ) kinematics, the φ distribution has been measured for five t bins.
We fit simultaneously the σ and ∆σ LU φ-distributions, for each of these 20 (x B , Q 2 , t) bins. We use either the eight CFFs as free parameters or only the four H Im , H Re , H Im andH Re , the other CFFs being set to their VGG values, as invoked in the previous section. We carry out our fits with hundreds of different starting values randomly generated in the ±5-times-VGG-CFF hyperspace, in order to make sure that the results are stable, as discussed previously.
Analogously to Fig. 4, Fig. 11 shows an example of the 8-CFFs fit results for one of the 20 (x B , Q 2 , t) bins, namely the third t-bin of the KIN2 kinematics: (x B , Q 2 , t)=(0.375, 1.964 GeV 2 , -0.278 GeV 2 ). The figure shows the result of the fit, for 50 different starting points, for the 8 CFF multipliers with the associated χ 
We recall that the a() ′ s measure the deviation from the VGG CFFs. Thus, the interpretation of a(H Im ) = 0.89322 is that the value of H Im that best fits the Hall A data is ≈89% of that given by the VGG model. In Eq. 19, the ∞ error values mean that the χ 2 min + 1 value could not be reached and that it therefore lies outside the ±5-times-VGG-CFF hypervolume. In some cases, a(E Re ) for instance, both positive and negative error bars are infinite. Then, no constraint at all can be drawn on such CFF. In some other cases,H Im for instance, one of the two errors is finite and then a lower (or upper) limit on the CFF can be drawn. The most favorable case is when the two error bars are finite and lie in the ±5-times-VGG-CFF range. This is, for the present kinematics, the case of the H Im ,Ẽ Im andẼ Re CFFs. H Im is the most constrained by far. Its negative error bar is of the order of 100% while the positive one is only of a few percent. We could also observe in the simulations in the previous section at several instances such asymmetric error bars for H Im , which reflect the nonlinearity of the problem. Fig. 12 , we display the results for another Hall A bin (third t-bin of KINX3), to illustrate the variety of types of results, depending on the kinematics which are studied. While for the top plot the error bars, which are constant, are very asymmetric w.r.t. the a(H Im ) values which minimize the problem, in the central plot the values of a(H Im ) corresponding to χ 2 min lie, with a few fluctuations, around the center of the error bars, which are also constant. Then, as an illustration of a 4 CFF fit, we show in the bottom plot of Fig. 12 the result of a fit with only H Im ,H Im , H Re andH Re as free parameters, the four other CFFs being set to their VGG value. We observe double solutions. Depending on the starting point, the fitter code ends up in one or in the other of two solutions. The unnormalized χ 2 min values of the a(H Im ) ≈ 0.25 and a(H Im ) ≈ 0.69 solutions are, respectively, ≈ 61.95 and ≈ 62.01. It is clearly not meaningful to favor one solution rather than the other. We also notice that the error bar ranges of the two solutions are identical. We already encountered such a situation in the previous section dedicated to simulations. We saw that the "true" value was actually likely to lie between these two solutions.
For unique final results, we learned from our MonteCarlo studies that a good and safe policy was to take as most probable point the middle of the maximal error bars of all trials. We illustrate the prescription in the right part of each plot of Fig. 12 where we plot the final central value and error bars that we will retain.
As we already discussed, the rather large error bars in Fig. 12 do not reflect the statistical error of the data. They reflect the influence of the sub-dominant CFFs on the dominant H Im CFF and more generally the underconstrained nature of the problem. This is illustrated in Fig. 13 where we display the correlation (contour plot) between the a(H Im ) and a(H Im ) multipliers for two Hall A bins. The open squares show the values of a(H Im ) corresponding to the minimum χ 2 values of the fit. All these solutions correspond to different starting values in the ±5-times-VGG-CFFs hypervolume. We plot in Fig. 13 a sample of 50 fits results. The "asterisk curves" are the associated contours corresponding to χ 2 min + 1. The top plot corresponds to the third bin in t of KIN2, i.e. the same kinematics as in Fig. 11 and as the top plot of Fig. 12 . The bottom plot of Fig. 13 corresponds to the third t-bin of KINX3, i.e. the same kinematics as in the central plot of Fig. 12 . One sees that the one-dimensional error bars that are displayed in Fig. 12 correspond to the projections on the a(H Im )-axis of the ellipse-like contours of Fig. 13 . For the top plot of Fig. 13 , one should note that the ellipse is truncated on the upper side of the a(H Im ) axis. Thus, no positive error bar onH Im can be defined. This explains the ∞ positive error bar of a(H Im ) in Eq. 19. In this case, this truncation on a(H Im ) defines and influences the negative error bar of a(H Im ). Were the range of ±5-times-VGG CFFs larger, the negative error bar on H Im would be larger as well. This is the only model dependency of this approach in the 8-CFFs case, as we already underlined.
Such a truncation is not always happening. For the kinematics of the bottom plot of Fig. 13 , all fits, differing only by their starting values, converge to a quasi-unique (a(H Im ), a(H Im )) solution. The full contour ellipse holds in the (−5 < a(H Im ) < 5, −5 < a(H Im ) < 5) surface. This means that constraints onH Im can also be drawn for this particular bin. Result of the fitted multiplier a(HIm) for several fits differing on their starting values. Top: 8-CFFs fit for the third t-bin of KIN2 (same bin as in Fig. 11 ). Center: 8-CFFs fit for the third t-bin of KINX3. Bottom: 4-CFFs fit (HIm,HIm, HRe andHRe) with the four other CFFs set to their VGG value, for the fourth t-bin of KIN2. The points indicated by the hand show the solutions that we advocate and that we will finally retain. We now display in Fig. 14 [28] , seems to overestimate by a factor ≈ 2 the outcome of the fits. The error bars that we obtain on H Im are rather large. They are of the order of 100% for the 8 CFFs fits and of 50% for the 4 CFF fits. This prevents to draw strong conclusions at this stage. With additional constrains, like the measurement of new observables, which is expected to come in the near future, the situation shall improve. We are paving the way for those days.
CLAS data
The CLAS collaboration has measured the φ distribution of the two observables σ and ∆σ LU for 21 (x B , Q 2 ) bins in the range 0.12 x B 0.50, 1.11 Q 
3.90, with 6
t-bins (in most cases), ranging up to −t = 0.5 GeV 2 . The CLAS collaboration has also measured the φ distribution of the A UL and A LL asymmetries for 5 (x B , Q 2 ) bins, in a roughly equivalent phase space to the σ and ∆σ LU case, with 4 t-bins (in most cases), ranging up to −t ≈ 1.3 GeV 2 . Among these ≈ 20 (x B , Q 2 , t) bins, 15 have common kinematics with the σ and ∆σ LU measurements. It should be noted that A UL and A LL have been measured up to larger −t values than σ and ∆σ LU .
Fits of σ and ∆σ LU .
In a first stage, we extract H Im out of σ and ∆σ LU , as we did for the Hall A data, for all the CLAS (x B , Q 2 , t) bins. Most of the results of our fits look like those we obtained for Hall A (Fig. 12) . In particular, H Im always comes out of the fit with finite error bars. However, in some cases, we encounter new features such as those shown in Fig. 15 . The figure shows a few examples of the a(H Im ) multipliers that were extracted for different randomly generated starting points for three particular (x B , Q 2 , t) CLAS bins. The first example (top plot of Fig. 15) show cases where double solutions occur. In the bottom plot, resulting from a 4 CFF fit (with H Im ,H Im , H Re andH Re as free parameters and the other four CFFs being fixed at their VGG values), the error bars do not even overlap. Such feature was also found in Ref. [32] which also explored and considered in part the present local fitting method and these new JLab data. As done previously, based on our simulations studies, for all those cases, we will take as most probable point the middle of the maximal error bars of all trials. This is illustrated by the point indicated by the hand in Fig. 15 .
With such prescription, Fig. 16 Fig. 16 with stars. We published a similar figure in Ref. [16] , where the 4-CFFs fit results were not present and to which we had added the fit results obtained when the A UL and A LL observables entered in the fit. We will discuss these latter results in the next subsection.
We observe the general trend that H Im decreases with increasing −t. To quantify this, we fit these t-dependences with an exponential function Ae Bt , with A and B as free parameters. The solid lines in Fig. 16 show the fit of the red empty squares and the dashed lines the fit of the black solid squares. We will discuss the results for the amplitude A and for the slope B in the next section.
As we saw with our simulation studies in the previous section, fitting σ and ∆σ LU can also lead to some constraints on the H Re CFF (in Figs. 3 and 4 , lower limits could be obtained). We obtained for this CFF results with both error bars finite, for 12 CLAS (x B , Q 2 ) bins, out of 20. Figure 17 shows these results. While for the vast majority of points there is good agreement between the results of the 8-CFFs (red open squares) and of the 4-CFFs (black solid squares) fits, for a few points there are disagreements between the results of the two approaches. This is the case for instance for the first t point of the upper left plot in Fig. 17 . Such differences had not been observed previously for H Im . We notice that this disagreement actually occurs when the 8 CFFs fit yields a result far from the VGG prediction. For the first t point of the upper left plot in Fig. 17 , the 8 CFFs fit result has actually an opposite sign to the VGG prediction. We saw in Section 3.3 that the 4-CFFs fit was reliable when the 4 non-fitted CFFs were set to their true value. For real data, we assumed that VGG could make up a good guess for such "true" value. However, the important disagreement between the 8-CFFs fit and the VGG prediction for a few particular (x B , Q 2 , t) bins hints that VGG actually does not estimate correctly the "true" values for these unfitted CFFs, for these specific kinematics. We shall therefore conclude that the 4-CFFs fits, which, we recall, are model-dependent, are not reliable for these few bins where there is an important disagreement between the results of the 8-CFFs and the 4-CFFs fits. We also show in Fig. 17 the only H Re value, i.e. with finite negative and positive error bars, that we could get out of the Hall A σ and ∆σ LU data. It lies in the third column plot of the lowest row in Fig. 17 , which is the CLAS (x B , Q 2 ) bin which approximately matches the Hall A KINX3 bin. It is represented by the red (black) solid triangle for the 8 (4) CFFs free parameters fit. Both the 8-CFFs and the 4-CFFs fits give similar values. There seems to be an incompatibility between these Hall A H Re values and the neighboring CLAS H Re values. It was pointed out in Ref. [13] that there was probably some tension between the Hall A and the CLAS unpolarized cross sections. This discord in the data might explain the difference in the H Re fitted values between the two experiments, as H Re is one important contributor to the unpolarized cross section [26] . We notice that there is not such conflict in the beam-polarized cross sections. This may explain why the H Im values were found compatible between the Hall A and CLAS experiments (see Fig. 16 ).
We finally display in Fig. 17 , with red circles, the results that we obtain for H Re when we fit, with 8 CFFs, A UL and A LL from CLAS in addition to σ and ∆σ LU . We discuss these A UL and A LL fits in more details in the next subsection. For the moment being, we observe that these points are in very good agreement with the H Re values obtained from the fit of the CLAS σ and ∆σ LU data only.
The t-dependence of H Re doesn't appear simple. There seems to be several structures, in particular changes of signs. We notice that such zero-crossings for H Re are predicted by models (at least for HERMES kinematics, see Refs. [22, 24, 33] ). The H Re CFF is in general not easy to interpret and model, as it results from a weighted integral of x over its whole range (−1 to +1). We expect that our fit results will permit to constrain significantly the models. We now take into account the longitudinally polarized target asymmetries measured by CLAS, fitting simultaneously the four observables σ, ∆σ LU , A UL and A LL . There are 15 (x B , Q 2 , t) bins for which the kinematics is approximately common between the σ, ∆σ LU and the A UL and A LL measurements.
We present in Fig. 18 the comparison, for one given (x B , Q 2 , t) bin, of the a(H Im ) vs a(H Im ) contour plots when one fits only σ and ∆σ LU (top plot) and one fits σ, ∆σ LU , A UL and A LL (bottom plot). This comparison is done for (x B , Q 2 , t) bins at approximately the same kinematics: (0.2448, 2.1168 GeV 2 , -0.2032 GeV 2 ) for σ and ∆σ LU and (0.2556, 1.9700 GeV 2 , -0.2343 GeV 2 ) for A UL and A LL . Both plots are obtained with 8-CFFs fits. When only σ and ∆σ LU enter the fit (top plot), one sees that a(H Im ) is not constrained and can take any value between -5 and +5. These limits on a(H Im ) determine the error on a(H Im ), as was mentioned in Section 3.2.2. If a(H Im ) were allowed to vary beyond ± 5, the error on a(H Im ) would be larger. The correlation between the two CFFs H Im and H Im is clear from this plot. The bottom plot of Fig. 18 shows that the introduction of A UL in the fit constrains a(H Im ) and, as a consequence, strongly reduces the error bars on a(H Im ).H Im is indeed known to be an important contributor to A UL [26] . Figure 19 shows with the red circles the results for H Im at the 4 (x B , Q 2 ) bins (corresponding to 12 (x B , Q 2 , t) bins) for which the 4 observables σ, ∆σ LU , A UL and A LL can be simultaneously fitted. There is in principle a fifth (x B , Q 2 ) bin where such a simultaneous fit can be done but the fitted H Im has infinite error bars due to the large uncertaintities in the experimental data.
We also display in Fig. 19 with red open and black solid squares the results from the fit of only σ and ∆σ LU , which are taken from Fig. 16 . We observe in general an excellent compatibility between all the points: the 8-CFFs fit of σ and ∆σ LU (red open squares), the 4-CFFs fit of σ and ∆σ LU (black solid squares) and the 8 CFFs fit of σ, ∆σ LU , A UL and A LL (red solid circles).
In Fig. 16 , the red triangles have in general smaller error bars than the squares. This can easily be understood from Fig. 18 : adding the extra constraints from A UL and A LL reduces the correlation between H Im and H Im and therefore the error on both CFFs. A particularly illustrative example is the red solid circle at the smallest |t|-value in the lower left plot of Fig. 19 ((x B /ξ,  Q 2 )=(0.2744/0.1590, 2.3485 GeV 2 )), where one goes from a precision of ≈85% (red open square) to ≈70% (black solid square) to ≈20% (red solid circle) in the extraction of the H Im CFF.
We fit in Fig. 19 , for each (x B , Q 2 ) bin, the t dependence of the H Im values that we extracted. We use an exponential function of the form Ae From the simultaneous fit of σ, ∆σ LU , A UL and A LL , we can also extract theH Im CFF. The red circles in Fig. 20 show the results that we obtained. We didn't obtain results forH Im with both error bars finite for each of the 12 (x B , Q 2 , t) bins of Fig. 19 . As seen in the simulation section, in some cases and particular kinematics it is also possible to get a constraint onH Im only from the fit of σ and ∆σ LU . We show theH Im values resulting from the fit of the CLAS σ and ∆σ LU with red empty squares in Fig. 20 . Similarly, threeH Im values (in the lower right plot of Fig. 20) can be obtained from the fit of the Hall A σ and ∆σ LU 's. These results obtained from the fit of only two observables are well compatible with those obtained from the fit of four observables. Still, the gain of using A UL and A LL in the fit is obvious: more precise results onH Im and more kinematics for whichH Im can be extracted. For reference, we also show in Fig. 20 the VGG prediction forH Im with stars. When there are VGG predictions and no fit result forH Im , it means that there were A UL and A LL data but that the fit didn't converge and/or ended up with non-finite error bars. Given the scarce data and their unertainties, we do not carry out a fit of the t-dependence. However, it is clear by eye that the t-dependency is quite flat, much more than for H Im .
In addition to the H Im andH Im CFFs, the H Re CFF was also obtained in the simultaneous fit of σ, ∆σ LU , A UL and A LL . In principle, the A LL observable has sensitivity to the real part of the DVCS amplitude and to H Re in particular [26] . In Fig. 17 the results that we obtained with these additional observables in the fit are shown by red solid circles, for the few (x B , Q 2 , t) bins for which both error bars of H Re are finite. In general, the results confirm those obtained with the fit of only σ and ∆σ LU (red open In conclusion of this section, we have obtained constraints on the H Im CFF from the simultaneous fit of σ and ∆σ LU . The relative error bars range from ≈40% to ≈100%, depending on the kinematics and on the experiment (CLAS or Hall A), in the case of the quasimodel-independent 8-CFFs fit. The 4-CFFs approach can decrease these uncertainties to ≈10% in some cases, but this is at the price of a model-dependent input (i.e. fix- ing the four non-varying CFFs to a model value). An important improvement is achieved by introducing the additional A UL and A LL observables in the 8-CFFs fit. The drawback is the limited amount of data available as it is more challenging to measure polarized-target observables. In addition to the H Im CFF, some constraints on the H Re CFF can be extracted from the simultaneous fit of σ and ∆σ LU (with very little improvement from the A UL and A LL observables input) as well as on theH Im CFF with the input of A UL .
Physics interpretation
In this section, we will discuss how to obtain a tomographic image of the proton, i.e. the x-dependence of the charge radius of the proton, from the ξ and t-dependencies of the H Im CFF that we just extracted with our fitting procedure.
In the following, we will parametrize the data for H Im of Eq. (6) in the following way:
Fig . 21 shows the ξ-dependences of the slope B and amplitude A determined from the exponential fits of the Table 2 . Fit results of B as a function of ξ (Fig. 21 bottom) by the function B = iB + sBξ with the associated errors ∆iB and ∆sB.
0.22 as, at large ξ values, the uncertainties in B and A become too large to be useful and to make an impact. The red open squares correspond to the 8 CFFs fit of the CLAS σ and ∆σ LU 's as obtained from the solid curves of Fig. 16 . For most of the CLAS bins, there are two Q 2 values for one ξ value, which explains why the red open squares generally come in pairs in Fig. 21 . We notice, in passing, the good compatibility, within admittedly rather large error bars, of the paired points. This is a hint that H Im is quite independent of Q 2 , and supports our starting hypothesis of working in the QCD leading-order and leading-twist framework. In Fig. 21 , the black solid squares correspond to the 4-CFFs fit of the CLAS σ and ∆σ LU 's as obtained from the dashed curves of Fig. 16 . The red solid circles correspond to the 8 CFFs fit of the CLAS σ, ∆σ LU , A LL and A UL 's, obtained from the solid curves of Fig. 19 .
In spite of the large size of the errors, one can discern that, for all fit configurations, both the t-slope B and the amplitude A of the exponentials tend to increase as ξ decreases. To quantitatively support this qualitative impression, we fit the different sets of points by straight lines. The dashed curves in Fig. 21 show the fit of only the red open squares, whereas the dash-dotted curves show the fit of only the black solid squares. The solid curves show the fit of the 4 red solid circles and of the 4 red open squares whose t-values are different from the red solid circles. It is clear in Fig. 21 that all the slopes of the curves are negative, i.e. that the both A and B increase as ξ decreases. The numerical results of the linear fits in ξ are displayed in Tables 1 and 2 .
It is important to underline the systematic nature of the error bars to properly assess the significance of these results. The errors encode the level of unknown in the subleading CFFs, therefore a solution with flat distributions would have to be compensated with significantly stronger opposite slopes for other CFFs. At the price of more model dependence, global fits should be able to clarify how much flexibility the GPDs can have in this regard. For comparison purposes, we display in Fig. 21 , with black open crosses, the slopes and amplitudes quoted in Ref. [13] , i.e. obtained with a 4 CFFs fit and the others set to 0 at the three ξ values where they were extracted. Although this method should certainly not be pursued in light of what our simulations taught us, notably the underestimation of error bars, we see that it allows to give some first general trends. In particular, it allowed to first suggest the conclusions that we now corroborate in a more meticulous way, namely the rise of the amplitude H Im at t = 0 with decreasing ξ, as well as the rise of the t-slope of H Im with decreasing ξ.
Physically, the behaviors of A and B can be understood as follows. The parameter A can be associated to the density of quarks in the nucleon. So the rise of A as ξ decreases reflects an increase of the quark (and antiquark) density as smaller longitudinal momentum fractions are probed. Furthermore, we already mentioned in the introduction that t is the conjugate variable of the transverse localization of the quarks in the nucleon (in the light-front frame). Thus, the rise of B as ξ decreases reflects an increase of the transverse size of the proton as smaller longitudinal momentum fractions are probed.
With these considerations, one can find a more physically motivated ansatz for the ξ-dependences of A and B as compared to the linear fits shown in Fig. 21 . At small ξ, one expects A to rise steeply as 1/ξ due to the sea-quark contribution. Furthermore, A is expected to vanish in the limit ξ → 1, when one valence quark takes all longitudinal momentum. Therefore, one can parametrize the ξ-dependence of A by the simple one-parameter form which embodies both features:
For the slope B, we expect it to sharply decrease from a Regge-type behavior when ξ → 0 to a flat t-dependence in the limit ξ → 1, reflecting the pointlike coupling to a valence quark carrying all longitudinal momentum. To encompass both limits, one can parametrize the ξ-dependence of B by the following one-parameter ansatz in ξ:
The parameters a A and a B can be determined from a fit to the A and B data of Fig. 21 . In the following, we will keep only the set of data corresponding to the 8 CFFs fit of σ, ∆σ LU , A UL , A LL , i.e. the 4 red solid circles and the 4 red open squares whose t-values are different from the red solid circles in Fig. 21 . This corresponds to the most precise model-independent set of data in our approach. To further constrain our parametrization, one can also add the H Im value that was extracted for HERMES kinematics in Refs. [22, 9] with the same technique as in the present work. This corresponds to fitting the points that we show in Fig. 22 . In this figure, the black solid circles correspond to the 6 lowest ξ bins of the CLAS data set of Fig. 21 and the black solid square corresponds to the HERMES point. Given their uncertainties larger than 100%, the largest ξ bins of the CLAS data set don't bring significant information, and were omitted in the following discussion. Notice also that we decided to adopt a logarithmic scale for the horizontal axis (i.e. ξ) and to plot ξA for the amplitude in the top plot. A fit to these data with the functional forms of Eqs. (21, 22) yields the values:
The resulting fits are shown by the bands in Fig. 22 . We also compare in Fig. 22 the experimentally extracted values of the amplitude A and the t-slope B with the expectations from GPD models. We use two GPD models: the dual model [27] and the VGG double distribution model [5, 28, 29, 30] . In the following, we will tag the latter DD to underline that it belongs to the generic double distribution family. We will use three choices of the valence (sea) profile parameters b v (b s ) respectively. For large values of these profile parameters (b → ∞), the corresponding GPD H(x, ξ, t) tends to the GPD H(x, 0, t), where the effect of the skewness (i.e. its ξ-dependence) For the dual model, we have used the lowest forward-like function [27] . For both models, we use the same empirical forward parton distributions as input and use in both cases a Regge parameterization for the t-dependence with Regge slope parameter 1.05 GeV −2 . The latter value is obtained from the requirement that the first moment of the valence GPD is fixed by the slope at t = 0 of the proton Dirac form factor. We refer the reader to the review of Ref. [9] for details of these parameterizations.
Comparing the extracted data for the amplitude A with theory, we notice from Fig. 22 that in the region 0.05 ξ 0.2 the data tend to lie systematically below the result of the dual model (with lowest forward-like function) and the DD models where sea quarks display a strong skewness (b s = 1). The DD models with small skewness effects of sea-quarks (b s = 5) are in good agreement with the data. To distinguish for the valence quarks between the cases of strong skewness (b v = 1) and weak skewness (b v = 5) will require data in the region ξ 0.3. Such data are expected from the forthcoming dedicated DVCS program of JLab at 12 GeV. We also notice from Fig. 22 that the GPD models predict a maximum for ξA(ξ) around ξ ≈ 0.3, which is due to the x-dependence of the underlying valence quark distributions. At present, the available data only allow to fit one parameter. Therefore, the oneparameter fit of Eq. (21), shown by the band in Fig. 22 shows a monotonic decrease from its constrained value at small ξ to its (imposed) vanishing behavior at ξ → 1. Once data will become available around ξ ≈ 0.3, one can try more elaborate fit functions encompassing the intermediate structures in the valence region as predicted by the GPD models. [22, 9] . The one-parameter fits to these data points according to Eqs. (21, 22) are shown by the bands, corresponding to a 1σ variation of aA and aB, whose fit values are given by Eq. (23) . When there are two points for the same ξ-value, both are included in the fits. The theory curves correspond to the dual model and to the double distribution (DD) model for three choices of the valence (sea) profile parameters bv (bs).
For the exponential t-slope B(ξ), both the data as well as the models follow a ln(1/ξ) behavior, thus leading to an increase of the slope as ξ decreases. Only for ξ 0.5, which is beyond the reach of the current data, some differences between the models appear.
We now seek to relate the increasing t-slope B(x) when x decreases with the variation of the spatial size of the proton when probing partons with different longitudinal momentum fraction x. For this purpose, we relate it to the helicity-averaged transverse charge distribution in the proton, denoted by ρ, which is obtained through a 2-dimensional Fourier transform of the FF F 1 as [17] :
Here b ⊥ denotes the quark position in the plane transverse to the longitudinal momentum of a fast moving proton, and the conjugate momentum variable ∆ ⊥ denotes the momentum transfer towards the proton. The squared radius of this unpolarized 2-dimensional transverse charge distribution in the proton is then defined as:
The squared radius of the proton FF F 1 , denoted by r 2 1 , is usually defined through its Taylor expansion:
which allows to readily identify b 
Similarly to the FFs, the t variable in the GPDs is the conjugate variable of the impact parameter. For ξ = 0 (where one identifies t = −∆ 2 ⊥ ), one therefore has an impact parameter version of GPDs through a Fourier integral in tranverse momentum ∆ ⊥ , which for a parton of flavor q reads as :
Here H q − (x, 0, t) is the so-called non-singlet or valence GPD combination, defined as:
with 0 ≤ x ≤ 1. At ξ=0, the function ρ q (x, b ⊥ ) can then be interpreted as the number density of quarks of flavor q with longitudinal momentum fraction x at a given transverse distance b ⊥ (relative to the transverse c.m.) in the proton [17] . Note that the transverse position of the quarks and their longitudinal momenta are independent variables which can be determined simultaneously.
Generalizing Eq. (25) , one can define the x-dependent squared radius of the quark density in the transverse plane as:
Inserting Eq. (28) in Eq. (30) allows one to express the x-dependent squared radius as:
Assuming the t-dependence of the valence GPD H q − (x, 0, t) to be exponential of the form:
with q v (x) the corresponding valence quark distribution, Eq. (31) then yields for each flavor q:
The x-independent squared radius is obtained from b 2 ⊥ q (x) through the following average over x:
with the integrated number of valence quarks N u = 2 and N d = 1, for the proton. The Dirac squared radius b 2 ⊥ is then obtained as the charge weighted sum over the valence quarks:
with quark electric charges e u = +2/3 and e d = −1/3. A Regge ansatz for the t-dependence of H q − (x, 0, t) yields:
with a B 0 − the Regge slope. When evaluating the corresponding integral of Eq. (34), using the empirical constraint of Eq. (27) for b 2 ⊥ , we obtain the estimate:
To quantitatively compare this with the t-slope of H Im defined through Eq. (20), we need to be aware of a difference. The experimentally measured t-slope B(x) is for the singlet GPD combination H + (x, x, t). On the other hand, the t-slope B 0 − (x) of Eq. (36, 37) is for the valence GPD in the limit ξ = 0, i.e. for the function H q − (x, 0, t) for a quark of flavor q. In our analysis we will assume that the function B 0 − (x) is the same for u and d quarks, in agreement with the observed universality of the Regge slopes for meson trajectories. To get some quantitative idea how large the difference between the flavor-independent slopes B 0 − and B is, we perform a study within GPD models. In Fig. 23 , we show the x-dependence of the ratio B 0 − (x)/B(x) within the same dual and DD GPD models which we previously had compared to data (Fig. 22) . One sees from The upper plot Fig. 25 shows a 3-dimensional representation of the fit of Fig. 24 . The bottom plot is an artistic view of the tomographic quark content of the proton, with the charge radius and the density of the quarks increasing as smaller and smaller quark momentum fractions are probed.
We have here extracted the x-dependence of the squared radius of the quark distributions in the transverse plane, demonstrating an increase of this radius with decreasing value of the longitudinal quark momentum fraction x. The hypotheses which have entered our work are the general framework of QCD leading-twist and leading-order, a maximum deviation of the values of the "true" GPDs by a factor 5 w.r.t. to the VGG GPDs, and a model-dependent ξ-dependent correction factor to convert the t-slope of the singlet to the non-singlet distributions. We deem that the uncertainties associated to these assumptions are included in our systematic error bars.
At this stage, we don't carry out such study for the axial charge radius because of the quite large error bars that we obtained forH Im (Fig. 20) , which make it difficult to extract a precise t-slope. Qualitatively, we can nevertheless say that the t-slope is apparently quite flat forH Im . This leads us to say that the axial charge of the nucleon seems to be very concentrated, at least more than the electric charge, in the core of the nucleon at the currently probed ξ values.
Finally, we also provide a sketch of the information which can be extracted from the CFF H Re of Eq. (2) . For this purpose we analyze this CFF using a fixed-t oncesubtracted dispersion relation, which can be written as:
H Re (ξ, t) = −∆(t) + P where ∆(t) is the subtraction constant, which is directly related to the D-term form factor, see Ref. [9] for details. One notices that the dispersive term, corresponding to the second term on the rhs of Eq. (38), is in principle calculable provided one has empirical information on the CFF H Im over the whole x-range. To illustrate the power of the dispersion relation, we show an analysis in Fig. 26 showing the CFFs H Im (top panels) and the CFFs H Re for three values of −t for which CLAS data exist. We also show in the top panels two DD GPD parameterizations which give a good description of the CFF H Re data in the ξ-range of the CLAS data, but differ in the ξ > 0.3 region, where no data exist at present. The GPD parameterization we use exactly satisfies a subtracted dispersion relation, and for the purpose of illustration we set the a-priori-unknown subtraction constant ∆(t) equal to zero. The corresponding dispersive results (second term of Eq. (38)) are shown on the bottom panel of Fig. 26 . We notice the importance of a large coverage in x when performing the dispersion integral, because although the two GPD parameterizations are practically coinciding for H Im in the ξ-range of the data, they show a difference for H Re in the same ξ-range, which is due to their differences in the large ξ region for H Im . We compare our dispersive results for H Re with the direct extraction of the CFF H Re as performed in this work. Although the current error bars on the direct extraction of H Re are large due to systematics, we can observe that apart from the lowest bin in −t, the trend of the ξ dependence which leads to a rise of H Re at smaller ξ is well reproduced. Although our extraction method of H Re does not allow to extract a subtraction constant at this stage, we can see that this framework holds promise to extract ∆(t) once the systematic errors are reduced, through inclusion of data which have a large sensitivity on H Re . We also see that for the application of the dispersive framework it is important to measure the integrand H Im over a wide range in ξ, especially the ξ > 0.3 region, which will become possible with the forthcoming JLab 12 GeV data.
Conclusion
In summary, we have analyzed in a GPD leading-twist and leading-order theoretical framework the latest ep → epγ unpolarized cross sections, difference of beam-polarized cross sections, longitudinally polarized target single spin asymmetries and beam-longitudinally polarized target double spin asymmetries measured by the JLab Hall A and CLAS collaborations. We have extensively tested and validated on Monte-Carlo pseudo-data a quasi model independent algorithm aimed at extracting CFFs from ep → epγ observables. Applied to real data, this code has allowed us to extract constraints on the H Im ,H Im and H Re CFFs. From the t-dependence of the H Im at various x B values, we have been able to derive the variation of the proton charge radius as a function of the quark's longitudinal momentum, on the domain covered by the JLab experiments.
