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ABSTRACT OF THE DISSERTATION
DATA MINING TECHNIQUES TO UNDERSTAND TEXTUAL DATA
by
Wubai Zhou
Florida International University, 2017
Miami, Florida
Professor Tao Li, Co-Major Professor
Professor Shu-Ching Chen, Co-Major Professor
More than ever, information delivery online and storage heavily rely on text. Billions
of texts are produced every day in the form of documents, news, logs, search queries,
ad keywords, tags, tweets, messenger conversations, social network posts, etc. Text
understanding is a fundamental and essential task involving broad research topics,
and contributes to many applications in the areas text summarization, search engine,
recommendation systems, online advertising, conversational bot and so on. However,
understanding text for computers is never a trivial task, especially for noisy and
ambiguous text such as logs, search queries. This dissertation mainly focuses on
textual understanding tasks derived from the two domains, i.e., disaster management
and IT service management that mainly utilizing textual data as an information
carrier.
Improving situation awareness in disaster management and alleviating human
efforts involved in IT service management dictates more intelligent and efficient solutions to understand the textual data acting as the main information carrier in the
two domains. From the perspective of data mining, four directions are identified:
(1) Intelligently generate a storyline summarizing the evolution of a hurricane from
relevant online corpus; (2) Automatically recommending resolutions according to the
textual symptom description in a ticket; (3) Gradually adapting the resolution rec-

vii

ommendation system for time correlated features derived from text; (4) Efficiently
learning distributed representation for short and lousy ticket symptom descriptions
and resolutions. Provided with different types of textual data, data mining techniques proposed in those four research directions successfully address our tasks to
understand and extract valuable knowledge from those textual data.
My dissertation will address the research topics outlined above. Concretely, I will
focus on designing and developing data mining methodologies to better understand
textual information, including (1) a storyline generation method for efficient summarization of natural hurricanes based on crawled online corpus; (2) a recommendation
framework for automated ticket resolution in IT service management; (3) an adaptive
recommendation system on time-varying temporal correlated features derived from
text; (4) a deep neural ranking model not only successfully recommending resolutions
but also efficiently outputting distributed representation for ticket descriptions and
resolutions.
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CHAPTER 1
INTRODUCTION

1.1

Background

More than ever, information delivery online and storage heavily rely on text. Billions
of texts are produced every day in the form of documents, news, logs, search queries,
ad keywords, tags, tweets, messenger conversations, social network posts, etc. Text
understanding is a fundamental and essential task involving broad research topics,
and contributes to many applications in the areas text summarization, search engine,
recommendation systems, online advertising, conversational bot and so on as shown
in Figure 1.1. However understanding text for computers is never a trivial task,
especially for noisy and ambiguous text such as logs, search queries.

Figure 1.1: General architectures of text analysis.
Figure 1.1 shows the general architecture of text analysis that consists of four
layers. 1) The data layer provides the potential sources for textual data collection; 2)
the NLP pipeline layer presents a classical, but not limited to, pre-processing pipeline
for text analytics; 3) the text analytics layer is the core part of text analysis listing the
existing categories of data mining techniques to text analysis, such as summarization,
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sentence modeling and so on; 4) the application layer finally specifies the real-world
applications benefiting from text analytics. The breadth and depth of text analytics
indicates the impossibility for me to coverage all related topics, and this thesis mainly
focus on textual analytical tasks derived from the two domains I work on during my
Ph.D. program, i.e., disaster management and IT service management that mainly
utilizing textual data as an information carrier.
Disaster management aims to prevent natural disaster from occurring and failing,
and should develop a good action plan to mitigate the results and effects of any
natural disasters. Natural disasters such as hurricanes, earthquakes and tsunamis
cause inestimable physical destruction, loss of life and property around the world
every year. For example, Hurricane Sandy affected the east coast of U.S. in 2012
and posed immense threats to businesses, human lives, and properties. In order to
minimize the consequent loss of the disasters, a essential task in disaster management
is to efficiently analyze and understand the disaster-related situation updates which
usually can be gathered and extracted from a myriad of web documents, e.g., news
and reports that are related to the disasters.
Todays competitive business climate, and the complexity of service environments,
dictate efficient and cost-effective service delivery and support. This is largely achieved
through service-providing facilities to collaborate with system management tools,
combined with automation of routine maintenance procedures that includes problem
detection, determination, and resolution for IT service providers, and is prescribed
by the Information Technology Infrastructure Library (ITIL) specification [urld]. A
typical workflow of the IT routine maintenance is illustrated Figure 1.2, where five
major stages are defined.
At the first stage, problem detection in IT environment is realized by system
monitoring. Some popular system monitoring softwares encompass IBM Tivoli Mon-
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Figure 1.2: Service management system.
itoring [IBM16], HP Open View [urla], LogicMonitor [log16], Zenoss [zen16], ManageEngine [Man16], etc. System monitoring, one important component in service
management, is capable of tracking the states of a system by collecting system statistics information such as the CPU utilization, the memory usage, the number of data
bytes written and read on the disk, the sequence of request and responses processed
on an application server, etc. The system monitoring computes metrics based on the
regularly collected system performance data and compares those metrics with some
predefined acceptable thresholds, referred to as monitoring situations as well. Any
violation after comparison raises an alert. If the alert persists beyond a certain period
specified in the situation, the monitor emits an event.
At the second stage, the generated events from the entire IT environment are
consolidated in an enterprise console and stored in an event database. The console
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also employs rule, case or knowledge based engine to analyze the events, and the
results are reported to system administrators by the event business intelligence system
through which system administrators is able to adjust or add new configuration to the
system monitoring. The console analyzes the events and decides whether to report
problems with a service ticket in the Incident, Problem, Change (IPC) system.
At the third stage, the reported tickets are stored in the ticket database of IPC
system. The information accumulated in the newly created ticket, which only describes the symptoms of the corresponding problem, is used for problem diagnosis,
determination and resolution by system administrators. A newly created ticket with
only ticket description is illustrated in Figure 1.2.
At the forth stage, the resolution recommendation engine proposes several resolutions from historical tickets to system administrators. The system administrators
apply those resolutions to the problematic servers. If problems still persist, the ticket
then is assigned and passed to system administrators for manual diagnosis and resolution.
SEVERITY
0
SUMMARY
RESOLUTION
CAUSE
Maintenance

FIRST-OCCURRENCE LAST-OCCURRENCE
2014-03-29 05:50:39
2014-03-31 05:36:01
ANR2579E Schedule INC0630 in domain VLAN1400 for
node LAC2APP2204XWP failed (return code 12)
Backups are working fine for the server.
ACTIONABLE
LAST-UPDATE
Actionable
2014-04-29 23:19:25
Table 1.1: A sample ticket.

At the fifth stage, as a new ticket arrives, the system administrators inspect the
ticket description, and infer the possible categories of the underlying IT problem based
on their domain knowledge. The problem category inference further directs the ticket
being assigned to proper processing teams for problem resolution, where different
processing teams typically specialize in diverse IT problem categories. In general, the
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system administrators’ role is limited to help triage tickets to the processing teams
for problem resolving, while the processing teams are responsible to perform complex
root cause analysis with respect to the related system performance statistics, event
and ticket data. Finally, the service returns to be normal after problem resolving.
The intensive human labor involving in this stage dictates the efficiency of the forth
stage, which requires intelligent understanding on ticket data whose most important
and informative attributes are in textual form, i.e., ticket summary and resolution.
A complete sample ticket is illustrated in Table 1.1.
In summary, intelligent understanding of these text resources is critical for a high
quality service delivery. In disaster management, a domain expert may be interested
in how a hurricane evolves over different geo-spatial regions and how the topic changes
over time. How can the computer understand those text and extract the gist from
the large amount of corpus? In IT service management, once a large amount of
historical resolving tickets are accumulated and collected in which potential relevant
resolutions might exist for an incoming unresolved ticket, many IT service providers
rely on automatically retrieving relevant resolutions from historical tickets to alleviate
human efforts involved in IT service management. However, how can the computer
understand those text and retrieve the relevant resolutions might be a challenging
task.

1.2

Motivation and Problem Statement

Many data mining techniques can be utilized to achieve the goal of various intelligent
textual understanding tasks. However, it is not a trivial task for computers, sometimes
not even for humans to understand them. Some textual understanding challenges in
the disaster management and the IT service management domains are identified and
listed as below.
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• Natural disasters such as hurricanes, earthquakes and tsunamis cause inestimable physical destruction, loss of life and property around the world every
year. For example, Hurricane Sandy affected the east coast of U.S. in 2012 and
posed immense threats to businesses, human lives, and properties. In order to
minimize the consequent loss of a catastrophe like hurricanes, it is critical to
instantly realize situation updates on the disaster from a large number of easily
accessible disaster-related documents. The domain experts expect to obtain
condensed information about the detailed disaster event description, e.g., the
evolutionary tendency of the disaster with respect to different locations. However, it is often a non-trivial task to generate a big picture of the disaster events
due to the flood of web documents.
• Todays competitive business climate, and the complexity of service environments, dictate efficient and cost-effective service delivery and support. This is
largely achieved through service-providing facilities to collaborate with system
management tools, combined with automation of routine maintenance procedures including problem detection, determination and resolution for the service infrastructure [MSGL09, TLP+ 12, ABD+ 07, WE11, YPZ10]. Most service
providers keep track of a large amount of historical tickets with resolutions.
The resolution is usually stored as a plain text which describes how this ticketed incident has been resolved. We analyzed historical tickets collected from
several accounts (an aggregate of services using a common infrastructure) managed by IBM Global Services. One observation is that many tickets share the
same resolutions. We noticed that there are many repeating resolutions for
tickets within an account. It is natural to expect that if ticket summary are
similar, then their respective tickets probably have the same resolution. Therefore, we can recommend a resolution for an incoming ticket based on the ticket
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summary information and historical tickets. However, it is a challenging task
to match semantically similar ticket with short and noisy textual information
automatically generated from IT servers.
• Massive heterogeneous applications as well as various monitoring software are
running on clients’ servers to accomplish required tasks and to monitor system
health via different metrics. It leads to dynamic change in tickets’ representation that they have different symptom descriptions but similar resolutions.
The time-varying representation cause performance degradation in ticket resolution recommendation. Therefore, mining those temporal correlated features
is critical for adapting the resolution recommendation system in the complex
IT environment and thus improving the service quality.
• The scale and complexity of these system probably causes a large number of
unexpected behaviors during failures, system perturbations and even normal
operations which leads huge amounts of tickets. However, previous approaches
for ticket resolution recommendation are hard to scale and limited to learn
semantical meanings from historical tickets data, such as the distributed representation for tickets. A sample of real-world tickets (see Table 1.1 for the
contents of tickets that are not easily interpretable) illustrate the unique ticket
characteristics that are less intuitive and lead to challenges in many basic ticket
analysis tasks. Therefore, it is an essential task in IT service management to accurately represent the ticket summary and resolution. The classical techniques
such as the n-gram, TF-IDF, and LDA are not effective in representing tickets
as the ticket summary and resolution are generally not well formatted.
Driven by the challenges above, efficient data mining techniques for intelligent
understanding on textual data are pressingly demanded. In recent years, data mining techniques have acquired great success to address issues in textual understand-
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ing tasks, such as text summarization [Man01, RHM02, ER04, SGH12], distributed
representation learning for text [DDF+ 90, BTWDR13], question answering [CKC05,
Sas05, RCD11] and so on. These techniques are employed for efficiently extracting gist from a myriad of documents and building semantical relationship among
words, phrases, sentences and even documents. Our work focuses on designing and
implementing solutions based on textual data to alleviate human efforts and facilitate problem determination, diagnosis and resolution in disaster management and IT
service management.
From the perspective of data mining, four research directions are identified and
considered to better understand text and thus benefit solving our real world problems.
1. Intelligently generate a storyline summarizing the evolution of a
hurricane from relevant online corpus. In order to minimize the consequent loss from a catastrophe like hurricanes, it is critical to instantly realize situation updates on the disaster from a large number of easily accessible
disaster-related documents. The domain experts expect to obtain condensed
information about the detailed disaster event description. This task is often
recognized as a text summarization problem. To tackle this problem, various type of document understanding system have been developed over the
last decade.These systems include (1) summarization-based systems [LLL12a,
RJST04, SBC03, SL10, WLLH08] that choose from multiple documents a subset of sentences conveying the principle idea; (2) topic detection and tracking
systems [All12] aiming to group documents into different clusters as events and
monitor future events related to the corresponding topic; and (3) timeline generation systems [SGH12, WLO12] that create summaries to present the evolution
of an event by leveraging temporal information attached to or extracted from
the documents. These systems are able to alleviate the so-called problem to
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some extent; however, they suffer from several limitations that may affect the
quality of the summarized results. First, most of them focus on summarizing
an event via topic evolution over the time, but ignore the spatial information
which is important especially for large-scale disaster events. Second, these systems usually generate a single layer summarization or storyline to reflect topic
changes over the entire event. However, due to the spatial factor, the information evolution over a disaster event is intrinsically hierarchical. In most cases,
domain experts are often interested in not only the general picture of a disaster,
but also how it affects a particular region. Our work fits into the third category,
i.e., timeline generation systems. Specifically, in our framework, a disaster event
is initially summarized from a large set of documents (e.g., news and reports)
with a big picture showing how the disaster affects different regions. It can
then be zoomed into a specific location for more detailed location-specific event
summarization.
2. Automatically recommending resolutions according to the symptom
description in a ticket. The symptom description of an IT problem is
typically accumulated as a short text message, which is a machine generated
text with a very problem-specific vocabulary. In traditional IT maintenance
procedure, the system administrators utilize their domain knowledge to diagnosis the problem and propose approaches to restore the service according to
the symptom description in a ticket. However, this diagnosis and resolving
process is extremely labor extensive. Fortunately most service providers keep
years’ worth of historical tickets with their resolutions. The resolution is usually collected as a free-form text and describes steps taken to remediate the
issue described in the ticket. Repeating events generate similar tickets, which
in turn have a vast number of repeated problem resolutions likely to be found
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in earlier tickets. Therefore, developing a recommendation system to recommend relevant resolutions in historical tickets becomes a appropriate approach
towards an automated delivery of a service in ticket resolving, and thus reduce
cost and maintain quality. A substantial amount of research has been devoted
to recommendation systems. These recommendation systems determine items
or products to be recommended based on prior behavior of the user or similar
users and on the item itself. An increasing amount of user interactions have provided these applications with a vast amount of historical information that can
be converted into practical knowledge. A similar approach and methodology
can be developed that finds a resolution for an ticket by making use of similarities between the symptom description and previous symptom descriptions of
monitoring tickets. However, measuring the similarities between the symptom
descriptions is a very challenging task considering the symptom descriptions are
very short, noisy and written in a very domain-specific vocabulary.
3. Gradually adapting the resolution recommendation system for time
correlated features derived from text. Massive heterogeneous applications as well as various monitoring software are running on clients’ servers to
accomplish required tasks and to monitor system health via different metrics.
It leads to generation of tickets that have different symptom descriptions but
similar resolutions. Furthermore, change of server’s environments can also induce similar situations in which ticket descriptions differ but could have similar
resolutions. This phenomenon causes performance degradation in ticket resolution recommendation. The root cause of performance degradation is the fact
that features derived from textual description are evolving gradually due to the
heterogeneous environment aforementioned. Training and applying a model in
data with varying feature space is considered as a domain adaptation task.
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4. Efficiently learning distributed representation for text using scalable deep neural ranking model. Previous approaches for ticket resolution
recommendation are hard to scale and limited to learn semantical meanings
from historical tickets data, such as the distributed representation for tickets.
However, it is an essential task in IT service management to accurately represent the ticket summary and resolution. The classical techniques such as the
n-gram, TF-IDF, and LDA are not effective in representing tickets as the ticket
summary and resolution are generally not well formatted. In this work, we
formulate the ticket resolution recommendation as a learning to rank task in
which, given a ticket summary, the model ranks historical resolutions according
to their estimated matching scores. Specifically, we propose a deep neural network ranking model capable of outputting effective distributed representation
for ticket summary and resolution as an intermediate result. These representations can be used in other ticket analysis tasks, such as ticket classification and
clustering. Furthermore, earlier studies generally assumed that the tickets with
similar descriptions should have similar resolutions, and often treated all such
ticket resolutions equally. However, the study [ZTZ+ 16] demonstrated that not
all of the resolutions are equally worthy recommending.

1.3

Contribution

My dissertation will address the research topics outlined above. Concretely, I will
focus on designing and developing data mining solutions to better understand text in
different domains, including (1) a storyline generation method for natural hurricanes
based on crawled online corpus which summarizing the evolution of the hurricane with
temporal and spatial information; (2) a recommendation framework for automated
ticket resolution in IT service management; (3) an adaptive recommendation system
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on time-varying temporal correlated features derived from text; (4) a deep neural
ranking model not only successfully recommending resolutions but also efficiently
outputting distributed representation for ticket descriptions and resolutions.

1.3.1

Intelligent storyline generation

Hurricane Sandy affected the east coast of U.S. in 2012 and posed immense threats
to businesses, human lives and properties. In order to minimize the consequent loss
of a catastrophe like this, a critical task in disaster management is to understand
situation updates about the disaster from a large number of disaster-related documents, and obtain a big picture of the disasters trends and how it affects different
areas. Intelligent storyline generation about the evolution of natural disaster acts as
a highly efficient approach to improve situation awareness in disaster management.
The contribution of our work is summarized as below.
1. We present a novel two-layer summarization framework to summarize multiple
disaster-related documents. The first layer provides an overall summary of
the disaster events, while the second layer gives condensed information on how
specific locations/regions were affected by the disaster.
2. We consider both temporal and spatial factors when generating summaries for
the disaster events, and these two factors enable us to reason on the evolution
of events over time and locations. The generated summaries can be naturally
represented as a storyline.
3. We conduct quantitative experiments and case studies on crawled web documents related to three major hurricane disasters, and the results demonstrate
the efficacy of our proposed framework in generating readable and understandable summaries.
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1.3.2

Automatic ticket resolution

Maximal automation of routine IT maintenance procedures is an ultimate goal of
IT service management. System monitoring, an effective and reliable means for IT
problem detection, generates monitoring ticket. In light of the ticket description,
system administrators determine the root cause of the IT problem and resolve the
problem with solutions recorded in ticket as unstructured text. Automatic IT problem
resolution acts as a critical part during the routine IT maintenance procedures. The
contribution of our work is summarized as below.
1. We analyze historical monitoring tickets from three production accounts and
observe that their resolutions are recommendable for current monitoring tickets
on the basis of event information.
2. We propose a feature extraction approach capable of representing both the
event and resolution information using topic-level features obtained via the
LDA model.
3. We propose to further improve the similarity measurement using metric learning
when resolution categories are available.
4. We conducted extensive experiments for our proposed algorithms on real ticket
datasets, and experimental results demonstrate the effectiveness and efficiency
of the proposed approaches.

1.3.3

Adaptive recommendation system on time varying features

In current service environments, massive heterogeneous applications, as well as various monitoring software, running on customers servers to accomplish complex tasks
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and to monitor system health via different metrics, lead to generation of correlated
tickets that have different symptom descriptions but similar resolutions. Furthermore,
evolving over time, service environments cause a further discrepancy. The description
of tickets generated before and after change differ but might have similar resolutions
since root causes remain unchanged. This heterogeneous IT environment require an
adaptive recommendation system since the features derived from symptom description are changing. Our research is based on the domain adaption methodology and
the contribution of this work is summarized as below.
1. Based on our observation and initial experiments, we find out that features
derived from ticket symptom descriptions are changing and shifting over time
but interesting mappings exist in those features.
2. We adopts structural corresponding learning (SCL) to discover the features’
mapping and apply it to our ticket resolution recommendation system.
3. Extensive empirical studies on real application ticket data are conducted to
demonstrate the effectiveness and the efficiency of the proposed method.

1.3.4

Learn distributed representation via deep neural ranking model

It is an essential task in IT service management to accurately represent the ticket
summary and resolution which can be used in many ticket analysis tasks such as
ticket classification and clustering. The classical techniques such as the n-gram, TFIDF, and LDA are not effective in representing tickets as the ticket summary and
resolution are generally not well formatted. Learning distributed representation for
textual data have been explored in many studies [DDF+ 90, BTWDR13, CW08]. My
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research is based on the combination of deep neural ranking model and sentence
model, and the related contributions are listed as below.
1. Carefully identify relevant features and then build a regression model to quantify ticket resolution quality to develop an effective resolution recommendation
model, such low-quality resolutions should be ranked lower than high-quality
resolutions.
2. Formulate the ticket resolution problem as an integrated deep neural networkbased ranking framework and efficient handling those challenges.
3. Generalize the ticket representation and successfully apply to other ticket analysis tasks, such as, ticket classification and clustering.
4. Extensively evaluate on the proposed model against a large real-world dataset.
The experimental results show its supremacy to other traditional representations for textual data.

1.4

Summary and Roadmap

More than ever, information delivery online and storage heavily rely on text. Billions of texts are produced every day in the form of documents, news, logs, search
queries, ad keywords, tags, tweets, messenger conversations, social network posts,
etc. Text understanding is a fundamental and essential task involving broad research
topics, and contributes to many applications in the areas text summarization, search
engine, recommendation systems, online advertising, conversational bot and so on.
However understanding text for computers is never a trivial task, especially for noisy
and ambiguous text such as logs, search queries. In my proposal, I present several
data mining techniques on understanding textual data to facilitate the knowledge
absorption in disaster management and ticket resolving in IT service management.
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Herein, the organization of my proposal is outlined to facilitate the reading and
understanding the research problems presented in this proposal. First, we briefly
presents the preliminaries and related work of the aforementioned research directions
in Chapter 2. To be continue, we study the problems related to these research directions in Chapter 3, Chapter 4, Chapter 5, Chapter 6, respectively. Particularly,
in Chapter 3, the storyline generation task is studied, where both the temporal and
spatial information are considered. In Chapter 4, we focus on the automated ticket
resolution task based on historical ticket data, and particular issues are studied on
how to measure the relevance in symptom descriptions in the form of text. In Chapter 5, we study the problem about how to adapt the ticket resolution recommendation
system on the time-varying temporal correlated features due to the heterogeneous IT
service environment. The correlation between features guides the recommendation
system to be adaptive. In Chapter 6, we study the ticket resolution recommendation
in the perspective of learning to rank using deep neural network. Moreover, efficient
representation for tickets can be learned by incorporating sentence model into the
ranking model. Finally, in Chapter 7, we conclude the work of this dissertation and
discuss the future work along our research.
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CHAPTER 2
PRELIMINARIES AND RELATED WORK
This dissertation studies the concrete problems along the aforementioned research
directions in applying data mining techniques to understand textual data, specifically
online news documents in disaster management and tickets in IT service management,
and the corresponding solutions are exhaustively discussed as well. In this chapter, we
highlight existing literature studies that are related to our work in this dissertation.
In particular, Section 2.1 reviews the existing work related to storyline generation as
well as relevant techniques such as text summarization, topic detection and tracking,
and existing disaster management tools. Section 2.2 introduces the priori studies
related to IT system monitoring and recommendation system. Section 2.3 presents
existing literature of transfer learning and its subclass research area domain adaptation what our proposed approach is categorized as. In Section 2.4, we first highlight
studies on learning to rank model and surveys relevant work on learning distributed
representation and question answer task.

2.1

Related Work of Storyline Generation

The storyline generation problem aims to obtain a sequence of summaries that describe how an event evolves over time from a myriad of web documents. Therefore, the
storyline generation problem is typically categorized as a text summarization task.
In this section, we highlight some previous research results that are most relevant
to this work in the following three directions: multi-document summarization, topic
detection and tracking, and storyline generation. We will also discuss several useful
disaster situation-specific tools.
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2.1.1

Multi-document Summarization

Multi-document summarization is a mechanism which addresses the information overload problem by compressing a given collection of documents into a concise summary. In general, it can be categorized into extractive and abstractive summarization [Man01]. Extractive summarization [RHM02] selects important sentences from
the original documents to form a summary, while abstractive summarization [RHM02]
paraphrases the corpus using new sentences. The latter usually employs natural language generation techniques such as information fusion, sentence compression and
reformulation.

Our work is more related to extractive summarization.

Various

multi-document summarization methods have been proposed over the last decade, including centroid-based [RJB00], graph-based [ER04, SL10], knowledge-based [LL14,
LWSL10], and etc. Other methods, such as non-negative matrix factorization, latent semantic analysis, and sentence-based topic models, have also been applied to
generate the summaries by selecting semantically important sentences in the documents [WLZD08, SLD11]. Most existing extractive summarization methods generate
short summaries by selecting sentence from the input; however, they often ignore
the implicit temporal, spatial and structural information possibly presented in the
documents.

2.1.2

Topic Detection and Tracking

Topic detection and tracking (TDT) is a research program initiated by DARPA (Defense Advanced Research Projects Agency) for finding and following the new events
in streams that broadcast news stories. It consists of three major technical tasks:
tracking known events, detecting unknown events, and segmenting a news source into
stories. Many promising approaches have been proposed and identified during the
TDT evaluation, in particular within the information retrieval and natural language
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processing communities [All12, LAD+ 02, MAMS04]. However, previous research efforts only focused on detecting the flat structure of events, and fail to consider the
hidden hierarchies of topics.

2.1.3

Storyline Generation

Storyline generation aims to obtain a sequence of summaries that describe how an
event evolves over time, and has attracted great attention recently. For example,
Google News Timeline clusters incoming articles into groups based on topics and
lists the generated groups in chronological order. Alonso et al. [ABYG09] proposed a
framework for generating temporal snippets to improve user search experience. These
methods consider the temporal information as references and represent the results in
chronological order. Recently, Wang et al. [WLO12] proposed a framework that integrates text, image, and temporal information to generate storyline-based summaries
to reflect the evolution of the given topic. Lin et al. [LLL+ 12b] presents a framework
for generating storylines from microblogs for user input queries. Shahaf et al. [SGH12]
proposed a methodology called metro map for creating structural summaries of documents by optimizing several objectives (e.g., relevance, coherence, coverage and
connectivity) simultaneously. Jiang et al. [JPL11] proposed an temporal event summarization solution to summarize the temporal dynamics of the event sequences using
the inter-arrival information. Unlike these existing systems, our framework takes into
account the spatial information and generates storyline-based summaries to reflect
the evolution of a given topic over different geo-spatial regions.
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2.1.4

Disaster Situation-specific Tools

Disaster Situation-specific Tools: Commercial systems such as Web EOC and ETeam are usually used by Emergency Management departments located in urban
areas [Inc12, NC412]. Recently Ushahidi provides a platform to crowd source news
stories and crisis information using multiple channels and prepares visualization and
interactive maps [ush12] and GeoVISTA monitors tweets to form situation alerts
on a map-based user interface according to the geo-locations associated with the
tweets [Geo10]. These situation-specific tools provide query interfaces, GIS and visualization capabilities to support user interaction and query [ZST+ 13]. However, they
do not generate textual storylines to improve the situation awareness.

2.2

Related Work of Ticket Resolution Recommendation

In IT service management, the ticket resolution is usually collected as a free-form text
and describes steps taken to remediate the issue described in the ticket. We analyzed
historical incident tickets collected from one of the large service providers and noticed
that there are many repeating resolutions for tickets within an account. It is natural
to expect that if ticket summary are similar, then their respective tickets probably
have the same resolution. Therefore, we can recommend a resolution for an incoming
ticket based on the ticket summary information and historical tickets.
This section reviews prior research studies related to the automated IT service
management and the recommendation system. System monitoring, as part of the
automated Service management, has become a significant research area of the IT
industry in the past few years.
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2.2.1

IT monitoring system

Numerous studies [KRRS08, ADNR07, MJ93, XZB05, ESV03, RLS+ 98] focus on
monitoring that is critical for a distributed network. There are also many commercial
products, such as IBM Tivoli [urlb], HP OpenView [urla] and Splunk [urle] that
focuses on system monitoring. The monitoring targets include the components or
subsystems of IT infrastructures, such as the hardware of the system (CPU, hard disk)
or the software (a database engine, a web server). Once certain system alarms are
captured, the system monitoring software will generate the monitoring tickets into the
ticketing system. Automated ticket resolution is much harder than automated system
monitoring because it requires vast domain knowledge about the target infrastructure.
Some prior studies apply approaches in text mining to explore the related ticket
resolutions from the ticketing database [SCT+ 08, WLZG11]. Other works propose
methods for refining the work order of resolving tickets [SCT+ 08, MMY+ 10, ZLSG14a]
and discovering the dependency of tickets [TLS12].
A number of studies focused on the analysis of historical events with the goal of
improving an understanding of system behaviors. A significant amount of work was
done on analysis of system log files and monitoring events. See example, [HMP02,
PTG+ 03, GSSM04]. Another area of interest is the identification of actionable patterns of events and misses, or false negatives, by the monitoring system. False negatives are indications of a problem in the monitoring software configuration, wherein
a faulty state of the system does not cause monitoring alerts.
Labor cost is one of the largest costs of IT service providers. Large service
providers staff their service centers with hundreds of IT experts who are responsible for resolving various incident tickets every day. Therefore, service providers
heavily rely on human efficiency for tasks such as root cause analysis and incident
ticket resolution. Automatic techniques of recommending relevant historical tickets

21

with resolutions can significantly improve the efficiency of technical support in this
task. Based on the relevant tickets, a person can correlate related system problems
that happened earlier and perform a deeper system diagnosis. Solutions described in
relevant historical tickets also provide best practices for solving similar issues.

2.2.2

Recommendation System

With the development of e-commerce, a substantial amount of research has been
devoted to the recommendation system. Lots of recommendation algorithms are proposed for promoting products to online users [BK07, DL05, Kor10, Kar01, LMX11].
Recommendation algorithms can be categorized as item-based [Kar01, NK11, SKKR00]
and user-based algorithms [BK07, DL05, Kor10, Kar01, TH01]. The difference with
our work is that, in e-commerce, products are maintained by reliable sellers. The
recommendation algorithms usually do not need to consider the problem of fake or
low quality products. But in service management, false tickets are unavoidable. The
traditional recommendation algorithms do not take into account the types of tickets
and as a result would recommend misleading resolutions.

2.3

Related Work of Domain Adaptation

Massive heterogeneous applications as well as various monitoring software are running on clients servers to accomplish required tasks and to monitor system health
in different metrics. It leads to generation of correlated tickets that have different
symptom descriptions but similar resolutions. Furthermore, change of servers environments can also bring similar situation in which tickets description differ but might
have similar resolutions. These correlated tickets cause performance degradation in
ticket resolution recommendation.
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The degradation can be alleviated by applying domain adaptation techniques
to ensure that the recommendation system can efficiently work in a dynamic environment. In this section, we highlight the existing literature studies on domain
adaptation and its superclass transfer learning.

2.3.1

Transfer Learning

Traditional data mining and machine learning algorithms make predictions on the
future data using statistical models that are trained on previously collected labeled
or unlabeled training data [YHYY06, KR07]. Semisupervised classification [Zhu05,
NMTM00, BM98] addresses the problem that the labeled data may be too few to
build a good classifier, by making use of a large amount of unlabeled data and a
small amount of labeled data. Variations of supervised and semisupervised learning
for imperfect data sets have been studied; for example, work [ZW06] have studied
how to deal with the noisy class label problems. Nevertheless, most of them assume
that the distributions of the labeled and unlabeled data are the same. Transfer
learning [PY10], in contrast, allows the domains, tasks, and distributions used in
training and testing to be different. In the real world, we observe many examples
of transfer learning. For example, we may find that learning to recognize apples
might help to recognize pears. Similarly, learning to play the electronic organ may
help facilitate learning the piano. The study of Transfer learning is motivated by the
fact that people can intelligently apply knowledge learned previously to solve new
problems faster or with better solutions.
In transfer learning, we have the following three transfer learning settings: 1)
inductive transfer learning, 2) transductive transfer learning, 3) unsupervised transfer
learning. In the inductive transfer learning setting, the target task is different from
the source task, no matter when the source and target domains are the same or
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not. In this case, some labeled data in the target domain are required to induce an
objective predictive model fT (·) for use in the target domain. Research areas Multitask learning [DYXY07, BH03] and self-taught learning [RBL+ 07, DYXY08] fit into
this category. In the transductive transfer learning setting, the source and target tasks
are the same, while the source and target domains are different. In this situation, no
labeled data in the target domain are available while a lot of labeled data in the source
domain are available. It includes research areas such as domian adaptation, sample
selection bias, co-variate shift [DIM06, Zad04, Shi00]. Finally, in the unsupervised
transfer learning setting, similar to inductive transfer learning setting, the target task
is different from but related to the source task. However, the unsupervised transfer
learning focus on solving unsupervised learning tasks in the target domain, such as
clustering, dimensionality reduction, and density estimation [WSZ08, DYXY08].

2.3.2

Domain Adaptation

Domain adaptation is well studied area. Roark and Bacchiani [RB03] use a Dirichlet
prior on the multinomial parameters of a generative parsing model to combine a large
amount of training data from a source corpus and a small amount of training data from
a target corpus. Several authors have also given techniques for adapting classification
to new domains. Chelba et al. [CA06] first train a classifier on the source data
and then apply the maximum a posteriori estimation of the weights of a maximum
entropy on a target domain classifier in which the Gaussian prior has a mean equal
to the weights of the source domain classifier. Daumé III and Marcu [DIM06] use
an empirical Bayes model to estimate a latent variable model grouping instances
into domain-specific or common across both domains. Our work focuses on applying
structural corresponding learning (SCL) to find a common representation for features
from different tickets to favor ticket resolution recommendation.
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Finally we note that SCL is first introduced in the work of Ando et al. [AZ05], and
later Blitzer combines SCL with labeled target domain data, they compared the two
using the label of SCL or non-SCL source classifiers as features. Several applications
of SCL have been studied in papers [BMP06, BDP+ 07]. Unlike these applications,
we apply SCL to our ticket resolution recommendation task and pick up the pivot
features from both source and target labeled tickets. We show that we can make
better use of SCL to discover a useful feature mapping in our real-work ticket data
and improve performance of our ticket resolution recommendation task.

2.4

Related Work of Deep Neural Ranking Model

In our previous work, we formulate the automated ticket resolution task as a recommendation problem. However, with potential scalability and efficacy of deep neural
ranking model, it is natural to model it as a learning to rank task utilizing deep
neural network. Furthermore, it is an essential task in IT service management to
accurately represent the ticket summary and resolution which can be used in many
ticket analysis tasks such as ticket classification and clustering. The classical techniques such as the n-gram, TF-IDF, and LDA are not effective in representing tickets as the ticket summary and resolution are generally not well formatted. Learning distributed representation for textual data have been explored in many studies [DDF+ 90, BTWDR13, CW08]. This section mainly studies the learning to rank
model and learning distributed representation for sentences.

2.4.1

Learning to Rank

Our learning to rank method is based on a deep learning model for advanced text
representations using distributional word embeddings. Distributional representations
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have a long tradition in IR, e.g., Latent Semantic Analysis [DDF+ 90], which more
recently has also been characterized by studies on distributional models based on
word similarities. Their main properties is to alleviate the problem of data sparseness. In particular, such representations can be derived with several methods, e.g.,
by counting the frequencies of co-occurring words around a given token in large corpora. Such distributed representations can be obtained by applying neural language
models that learn word embeddings [BTWDR13] and more recently using recursive
autoencoders [VLL+ 10], and convolutional neural networks [CW08].
Our work more directly targets the task of answer sentence selection, i.e., the
task of selecting a sentence that contains the information required to answer a given
question from a set of candidates (for example, provided by a search engine). In particular, the state of the art in answer sentence selection is given by work [WSM07],
that use quasi-synchronous grammar to model relations between a question and
a candidate answer with the syntactic transformations. The model of Yao et al.,
2013 [YVDCBC13] applies linear chain CRFs with features derived from TED to automatically learn associations between questions and candidate answers. Severyn and
Moschitti [SM13] applied SVM with tree kernels to shallow syntactic representation,
which provide automatic feature engineering. Yih et al. [YCMP13] use distributional
models based on lexical semantics to match semantic relations of aligned words in
QA pairs.
The work closest to ours is [YHBP14], where they apply deep learning to learn to
match question and answer sentences. However, their sentence model to map questions and answers to vectors operates only on unigrams or bigrams. Our sentence
model is based on a convolutional neural network with the state-of-the-art architecture, we use a relatively large width of the convolution filter, thus allowing the
network to capture longer range dependencies. Moreover, the architecture of deep

26

learning model along with the question-answer similarity score also encodes question
and answer vector representations in the model. Hence, our model constructs and
learns a richer representation of the question-answer pairs, which results in superior
results on the answer sentence selection dataset.
Language models were applied to definitional QA in [CKC05, Sas05, SSM02]. Regarding solve QA task in the perspective of language translation, Ritter et al. [RCD11]
have investigated the feasibility of conducting short text conversation by using statistical machine translation (SMT) techniques, as well as millions of naturally occurring
conversation data in Twitter. In the approach, a response is generated from a model,
not retrieved from a repository, and thus it cannot be guaranteed to be a legitimate
natural language text.

2.4.2

Summary

This chapter highlights the existing works in the literature, which are highly related
to the four research directions of my dissertation, i.e., storyline generation, resolution
recommendation, domain adaptation and learning distributed representation from a
learning to rank model. For each research direction, both the related approaches and
evaluation metrics are exhaustively surveyed.
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CHAPTER 3
GENERATING TEXTUAL STORYLINE FOR DISASTER
Hurricane Sandy affected the east coast of U.S. in 2012 and posed immense threats
to businesses, human lives and properties. In order to minimize the consequent loss
of a catastrophe like this, a critical task in disaster management is to understand situation updates about the disaster from a large number of disaster-related documents,
and obtain a big picture of the disaster’s trends and how it affects different areas.
In this chapter, we present a novel two-layer storyline generation framework which
generates an overall or a global storyline of the disaster events in the first layer, and
provides condensed information about specific regions affected by the disaster (i.e., a
location-specific storyline) in the second layer. To generate the overall storyline of a
disaster, we consider both temporal and spatial factors, which are encoded using integer linear programming. While for location-specific storylines, we employ a Steiner
tree based method. Compared with the previous work of storyline generation, which
generates flat storylines without considering spatial information, our framework is
more suitable for large-scale disaster events. We further demonstrate the efficacy
of our proposed framework through the evaluation on the datasets of three major
hurricane disasters.

3.1

Introduction

Natural disasters such as hurricanes, earthquakes and tsunamis cause inestimable
physical destruction, loss of life and property around the world every year. For example, Hurricane Sandy affected the east coast of U.S. in 2012 and posed immense
threats to businesses, human lives, and properties. In order to minimize the consequent loss of the disasters, a critical task in disaster management is to efficiently
analyze and understand the disaster-related situation updates. This requires effective
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information gathering methods to operate on a myriad of web documents, e.g., news
and reports that are related to the disasters. The domain experts expect to obtain
condensed information about the detailed disaster event description, e.g., the evolutionary tendency of the disaster with respect to different locations [LL14]. However,
it is often a non-trivial task to generate a big picture of the disaster events due to the
flood of web documents.
To tackle this problem, various types of document understanding systems have
been developed over the last decade. These systems include (1) summarization-based
systems [LLL12a, RJST04, SBC03, SL10, WLLH08] that choose from multiple documents a subset of sentences conveying the principle idea; (2) topic detection and
tracking systems [All12] aiming to group documents into different clusters as events
and monitor future events related to the corresponding topic; and (3) timeline generation systems [SGH12, WLO12] that create summaries to present the evolution
of an event by leveraging temporal information attached to or extracted from the
documents. These systems are able to alleviate the so-called information overload
problem to some extent; however, they suffer from several limitations that may affect
the quality of the summarized results. First, most of them focus on summarizing
an event via topic evolution over the time, but ignore the spatial information which
is important especially for large-scale disaster events. For instance, for a hurricane
which affects several states of U.S., a domain expert may be interested in how these
regions are affected, and how the hurricane evolves over different geo-spatial regions.
Second, these systems usually generate a single layer summarization or storyline to
reflect topic changes over the entire event. However, due to the spatial factor, the
information evolution over a disaster event is intrinsically hierarchical. In most cases,
domain experts are often interested in not only the general picture of a disaster, but
also how it affects a particular region.
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3.2

Research Objective

In this chapter, we propose a storyline generation framework that addresses the aforementioned limitations by generating a two-layer storyline that consists of global storylines for cross-location disaster events on the first layer and location-specific storylines
for individual events on the second layer. Specifically, in our framework, a disaster
event is initially summarized from a large set of documents (e.g., news and reports)
with a big picture showing how the disaster affects different regions. It can then be
zoomed into a specific location for more detailed location-specific event summarization. In the cross-location layer, integer linear programming is employed to summarize
the event via a list of representative locations, each of which is associated with a short
description. On the location-specific layer, a Steiner-tree based approach is applied
to generate a storyline for each specific location.
In summary, the contributions of this work are three-fold:
• We present a novel two-layer summarization framework to summarize multiple
disaster-related documents. The first layer provides an overall summary of
the disaster events, while the second layer gives condensed information on how
specific locations/regions were affected by the disaster.
• We consider both temporal and spatial factors when generating summaries for
the disaster events, and these two factors enable us to reason on the evolution
of events over time and locations. The generated summaries can be naturally
represented as a storyline.
• We conduct quantitative experiments and case studies on crawled web documents related to three major hurricane disasters, and the results demonstrate
the efficacy of our proposed framework in generating readable and understandable summaries.
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The rest of the chapter is organized as follows. We first define our problem in
Section 3.3. In Section 3.4, an overview of our proposed framework is introduced.
Detailed descriptions of how to generate a global storyline and a local storyline are
presented in Section 3.5 and Section 3.6, respectively. We evaluate our system in
Section 3.7 and finally conclude this chapter and discuss potential extensions of the
proposed framework in Section 3.8.

3.3

Problem Definition

To summarize what is happening in the vicinity of a given disaster, we present a
storyline of the disaster in the form of a two-layer graph of events.
Definition 3.3.1 An event is represented by a tuple (t, l, s) where t is the time that
the event occurs, l is the location and s is the textual description about the event. For
example, (08/27/2011, New York City, “The five main New York City-area airports
will be closed to arriving flights”) represents an event in Hurricane Sandy.
The problem of generating a storyline can be defined as follows:
Input: A collection of documents related to a disaster.
Output: A two-layer storyline consists of the most representative events summarizing the evolution of disaster-relevant topics. The first layer (or the upper layer)
is a chain of events (o1 , . . . , on ), as the global temporal and spatial evolution of a
disaster, therefore also referred as the global storyline. An event of the upper layer
oi can be further expanded in the second layer (or the lower layer) to a connected
tree of events as the temporal and topic evolution locally for a specific location of oi .
A global storyline, which is a chain of events, describes how the disaster moves
over time by the location attribute of the events and how the disaster affects different
areas by the description attributes. The chain structure is used under the assumption
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that a disaster at any time should have only one geo-spatial center, which should move
continuously over time. Such an assumption is valid for most of the natural disasters
like hurricanes, storms, and blizzards, but not for the man-made disasters like cyber
attacks. In our future work, we will explore more complicated evolution structures
of different disaster types. For local storyline generation, we follow previous work of
storyline generation [WLO12] to use a tree structure as the storyline to capture more
topics in the topic evolution, allowing multiple topics to coexist at the same time.

3.4

System Framework

Figure 3.1 shows our system framework. Given a collection of documents related to
a disaster, we first extract text snippets as sentences with time and location phrases,
which are identified by Stanford NER [FGM05]. Time phrases are normalized by SUTime [CM12] to timestamps and location phrases are mapped to geocodes by Google
API Together with its timestamp and geocode, a snippet approximately describes an
event.
In our framework, the extracted text snippets are first organized as a similarity
graph, followed by two layers of processing, corresponding to the two layers of the
output. In the first layer, a minimum dominating set algorithm is employed on
the snippet graph to find several representative events, on top of which an integer
linear programming method is then proposed to find a chain of events reflecting the
overall spatial evolution of the disaster as the global storyline. We visualize the global
storyline on a map using Google map APIs.
If a user is interested in certain area and click it on the map, the map will be
zoomed-in the clicked area and display the local storyline of the area. To do this, a
sub-graph of the overall similarity graph is first induced and augmented to a multiview graph. The same minimum dominating set algorithm is first applied to the sub-
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Figure 3.1: The high-level system overview.
graph for finding representative events, and then followed by a Steiner tree algorithm
to make the selected events temporally smooth and coherent.

3.5
3.5.1

Global Storyline Generation
Text Snippet Graph Construction

Although each text snippet can be considered as an event, many of those are redundant. To remove the redundancy and obtain a set of representative events, we
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construct a graph G = (V, E) with the given text snippets as the vertex set V , and
add an edge between each pair of snippets which are likely to refer to the same event.
Specifically, for two nodes vi , vj ∈ V , we first convert these two text snippets into two
feature vectors as n-gram bags-of-words, then compute the cosine similarity between
these two feature vectors. eij = (vi , vj ) ∈ E if and only if both the similarity of vi and
vj is greater than a similarity threshold parameter α, and their distance calculated
by their geocode is less than a distance threshold parameter radius. Note that the
latter constraint takes the spatial smoothness of events into consideration.

3.5.2

Identifying Events via Dominating Set

We identify the set of representative events in the original snippets with minimum
redundancy by solving the minimum dominating set problem. A vertex u of a graph
dominates another vertex v of the graph, if u and v are joined by an edge in the
graph. A subset of S of the vertex set of an undirected graph is a dominating set
if for each vertex u, either u is in S or a vertex in S dominates u. The Minimum
Dominating Set (MDS) problem is to find a dominating set with minimum size. MDS
has been previously used to model multi-document summarization problem [SL10].
In our case, we use the MDS of text snippets to capture the representative events
from the text snippets of disaster event descriptions.
The MDS problem is known to be NP-hard but an efficient greedy algorithm by
Johnson [Joh74] is known to achieve an approximation ratio of H(d + 1), where d
P
is the maximum degree of the graph and H(n) = ni=1 1i is the harmonic function.
Johnson’s greedy algorithm was initially designed for the Set Cover problem, but
it is well-known that there is an L-reduction between MDS and Set Cover. The
greedy algorithm is described in Algorithm 1 and was also used in [SL10].
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Algorithm 1 Greedy MDS Approximation Algorithm.
INPUT: Graph G = (V, E), MDS upper bound W
OUTPUT: dominating set S
1: S ← ∅
2: T ← ∅
3: while |S| < W and S 6= V (G) do
4:
for v ∈ V (G) − S do
5:
s(v) ← |N (v) \ T |
6:
end for
7:
v ∗ ← arg maxv s(v)
8:
S ← S ∪ {v ∗ }
9:
T ← T ∪ N (v ∗ )
10: end while

3.5.3

Storyline Generation by Connecting Dominating Objects via Linear Programming (LP)

Using Algorithm 1, we generate the dominating set of G(V, E), m text snippets
d1 , . . . , dm , as the representative events. Without loss of generality, the set of events
are assumed to be in chronological order. To generate a global storyline capturing the
major location change of the disaster, we select a sequence of nodes o1 , o2 , . . . , ol from
the representative events in chronological order. Intuitively, the generated storyline
should also be in spatial coherence, reflecting the continuous location change of the
disaster over time. Since a disaster is likely to affect adjacent areas in a similar
fashion, the storyline should be coherent in content as well.
Based on the above discussions, we model the storyline generation problem using integer linear programming. To select a chain of nodes from d1 , . . . , dm , we use
variables node-activei ∈ {0, 1}, i = 1 . . . m to indicate whether di is included in the
selected chain, and next-nodeij ∈ {0, 1}, i, j = 1 . . . m to indicate that di and dj are
two successive nodes (i.e., a transition) in the chain. The objective function aims to
maximize the storyline’s content coherence which is defined as the minimal similarity
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between two successive nodes along the storyline as shown below:
Coherence(o1 , o2 , . . . , on ) =

min

i=1,2,...,n−1

similarity(oi , oi+1 ).

We further impose the following set of constraints to model storyline’s spatial coherence.
Chain Constraints: It should be guaranteed the consistency of variables node-activei
and next-nodeij , and that the selected nodes should compose a chain in chronological
order.
// A node has at most one in-edge and at most one
// out-edge
X
∀j :
next-nodei,j ≤ node-activej ,

(3.1)

i

∀i :

X

next-nodei,j ≤ node-activei .

(3.2)

j

// The number of active transitions is equal to the
// number of active nodes minus one
X
X
node-activei −
next-nodei,j = 1.
i

(3.3)

i,j

// The chain is ordered chronologically:
∀i>j : next-nodei,j = 0.

(3.4)

// A transition of two node can not be active if
// there exists an active node between them.
∀i<k<j : next-nodei,j ≤ 1 − node-activek .

(3.5)

Length Constraints: The selected chain should be in a reasonable length ranged
between pre-defined minimum length threshold Lmin and maximum length threshold
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Lmax .
Lmin ≤

X

node-activei ≤ Lmax .

(3.6)

i

Location Smoothness Constraints: We require both pairwise and triple-wise
smoothness of location change on the selected chain. Let Di,j , i, j = 1, . . . , m be
the distance based pairwise location relationship between di and dj , and Di,j = 1 if
distance between di and dj is less than a pre-defined distance parameter, Di,j = 0
otherwise. For triple-wise smoothness, let Ai,j,k be the angle based triple-wise location
relationship, and Ai,j,k = 1 indicates the angle constructed by three successive nodes
di , dj and event k is not an acute one, otherwise Ai,j,k = 0. By not including in the
chain three successive nodes of which the angle is acute, we excludes the back-andforth events from the storyline and smooth the location change.
// Distance of two successive nodes should be
// within some range
X
∀i :
(1 − Di,j ) · next-nodei,j ≤ 0.

(3.7)

j

// Three successive nodes can not construct
// an acute angle
∀i,j,k : next-nodei,j + next-nodej,k ≤ 1 + Ai,j,k .

(3.8)

Minimal Similarity Constraints: Let Sij , i, j = 1 . . . , m be the cosine similarity
between di and dj . we can use the following constraints to find the similarity of the
minimum similar transition min-edge among active transitions.
∀i,j : min-edge ≤ 1 − (1 − Si,j ) · next-nodei,j

(3.9)

The Objective Function: Besides to maximize minimal similarity between two
successive nodes along the storyline, we also try to make storyline as long as possible,
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so the objective function has the following form
Maximize: min-edge + λ · l,

(3.10)

where λ is a coefficient parameter.
Although integer linear programming is an NP-hard problem, there are efficient
approximation algorithms and implementations such as IBM CPLEX [CPL09] , which
is used for optimization in this chapter.

3.6

Local Storyline Generation

A global storyline presents a general high-level picture of how a disaster affects different areas when it hits these areas. To show how the disaster affects a specific area
locally for a longer time period during preparation and recovery, we allow users to
zoom-in to a node nodex of the global storyline. Once a user clicks the node nodex , a
new graph GL (V L , E L ) will be constructed, which is an induced sub-graph of G(V, E),
where V L includes all text snippet nodes which are close to nodex according to their
associated geocodes. For the graph GL (V L , E L ), we employ the storyline generation
method proposed in [WLO12] to generate a storyline for the selected area.

3.6.1

Augmented Multi-view Graph Construction

Definition 3.6.1 A multi-view graph is a triple G = (V, E, A), where V is a set of
vertices, E is a set of undirected edges, and A is a set of directed edges.
Different from the global storyline generation where the temporal and spatial
information of text snippets are modeled by integer linear programming, here we incorporate temporal information in an augmented multi-view graph GL = (V L , E L , A)
from GL = (V L , E L ), where A is a set of directed edges for temporal relationship
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between events.

To define edges in A, we introduce two additional parameters

τ1 , τ2 , 0 < τ1 < τ2 . For every pair of nodes oi , oj in V , we draw an arc from oi
to oj if τ1 < tj − ti < τ2 , where ti , tj are the timestamps of oi and oj , respectively.

3.6.2

Generating Storylines via Directed Steiner Tree

Similar to generating global storylines, after extracting a dominating set of GL =
(V L , E L ) which represent the main content topics, we need to generate a storyline
capturing the temporal and structural information of the local event descriptions. To
tackle this problem, we use the concept of Steiner Tree. A Steiner tree of a graph G
with respect to a vertex subset X is the edge-induced subtree of G that contains all
the vertices in X with minimum cost, where the cost is often measured by the size of
the tree.
Problem 1 Given a directed graph G = (V, A), a set X of vertices (called terminals),
and a root v0 ∈ X from which every vertex of X is reachable in G, find the subtree of
G rooted at v0 containing X with the smallest total vertex weight.
This problem is known to be NP-hard since the undirected version is already NPhard. While the undirected version has been well studied, much less work has been
done on directed version [CCC+ 99]. An intuitive solution for this problem is to find
the shortest path from the root to each of the terminal and then merge the paths. Of
course, this does not guarantee the optimal solution.
We make use of an algorithm due to Charika et al. [CCC+ 99]. The algorithm
takes a level parameter i ≥ 1. In addition, it takes as input the target terminal set Y ,
the root r, and the required number of nodes to cover, k. When i = 1, it leads to the
intuitive solution: i.e., selecting the top k shortest path from the root to k nodes and
return the union of those paths. Let the length of every arc (u, v) ∈ A is 1. We will
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make initial call of Ai (k, v0 , X) with X is the dominating set calculated by Algorithm
1 based on graph G, v0 is the event among X with the earliest timestamp, and k is
|X|, the size of X. We interpret the output tree as a local storyline evolving from the
root event to all the other dominating events. For a constant i, the algorithm is known
1

to run in polynomial time and produces an O(k i )-approximate solution [CCC+ 99].
Algorithm 2 Ai (G, k, r, X)
INPUT: G = (V, A) : directed multi-view graph
X : target vertex set X
r ∈ X : the root X
k ≥ 1 : the target size X
OUTPUT: T : a Steiner tree rooted at r covering at least k vertices in
X
1: T = ∅
2: while k > 0 do
3:
Tbest ← ∅
4:
cost(Tbest ) ← ∞
5:
for each vertex v, (v0 , v) ∈ A, and k 0 , 1 ≤ k 0 ≤ k do
6:
T 0 ← Ai−1 (k 0 , v, X) ∪ {(v0 , v)}
7:
if cost(Tbest ) > cost(T 0 ) then
8:
Tbest ← T 0
9:
end if
10:
T ← T ∪ Tbest
11:
k ← k − |X ∩ V (Tbest )|
12:
X ← X \ V (Tbest )
13:
end for
14: end while
15: return T

3.7
3.7.1

System Evaluation
Datasets

We collect datasets from Bing News Search using keywords about three major hurricanes in the last ten years (i.e., Hurricane Katrina, Hurricane Irene, and Hurricane
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keyword
Hurricane Katrina
Hurricane Sandy
Hurricane Irene

#documents
800
795
691

#text snippets
1572
2253
2186

Table 3.1: Statistics of the datasets.
content

time

location
New Jersey —
Seaside Heights
N.J.

This photo made available by the New
Jersey governor’s office shows flooding
and damage in Seaside Heights, N.J.
on Oct. 30, 2012 after super-storm
Sandy made landfall in the state.
October 22, 2012 - Sandy develops
into a tropical storm in the Caribbean
Sea.

2012-10-30

2012-10-22

Caribbean Sea

October 24, 2012 - Hurricane Sandy
makes landfall near Kingston, Jamaica, with winds of 80 mph.

2012-10-24

Kingston
maica

By Patrick Clark September 26, 2013
Business owners pile muddy furniture
outside their building off Canon Avenue in Manitou Springs, Colo.

2013-09-26

Manitou Springs
Colo.

Ja-

Table 3.2: Events example extracted from document using entity recognition.
Sandy) to evaluate our storyline generation system. For the search results returned
from Bing News Search, we extract the text content from the corresponding web
pages. Basic statistics about the datasets are shown in Table 3.1, and some examples
of extracted text snippets are shown in Table 3.2.

3.7.2

Summarization Performance of Global Storylines

To evaluate the quality of global storylines generated by our proposed framework, a
human labeler manually composed global storylines for the three hurricane disasters,
which are compared with system-generated storylines using ROUGE [LH03] toolkit
(version 1.5.5). ROUGE is widely applied by DUC for summarization performance
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Figure 3.2: Average recall, precision, F-1 of ROUGE-2.

Figure 3.3: Average recall, precision, F-1 of ROUGE-SU4.
evaluation. It measures the quality of a summary by counting the unit overlaps
between the candidate summary and a set of reference summaries. Several automatic
evaluation methods are implemented in ROUGE, such as ROUGE-N, ROUGE-L,
ROUGE-W and ROUGE-SU. ROUGE-N is an n-gram recall computed as follows:
P
P
S∈ref
gramn ∈S Countmatch (gramn )
P
ROUGE-N = P
,
(3.11)
S∈ref
gramn ∈S Count(gramn )
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Figure 3.4: Experimental result for hurricane sandy.

Figure 3.5: Wikipeadia ground truth for hurricane sandy.
where n is the length of the n-gram, and ref stands for the reference summaries.
Countmatch (gramn ) is the maximum number of n-grams co-occurring in a candidate
summary and the reference summaries, and Count(gramn ) is the number of n-grams
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Figure 3.6: Experimental result for hurricane katrina.

Figure 3.7: Wikipeadia ground truth hurricane katrina.
in the reference summaries. ROUGE-SU4 is based on skip-bigram plus unigram,
where skip length is 4.
We compare the global storylines generated by our proposed method considering
geo-spatial information with the results from the following methods:

44

Figure 3.8: Experimental result for hurricane irene.

Figure 3.9: Wikipeadia ground truth hurricane irene.
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10/24/2012

We are currently
rolling our catastrophe
personnel,
mobile claim centers
and
catastrophe
response vehicles to
Raleigh, N.C., for
staging.

10/25/2012

Located
in
Onslow Bay near the
North Carolina coast
recently
reported
sustained winds of
44 mph ... 71 km/h,
and a wind gust of 59
mph.

10/26/2012

As of 11:00 a.m.
Friday Sandy was
centered about 25
miles north-northeast
of Great Abaco Island, or about 460
miles south-southeast
of Charleston, S.C.

10/27/2012
Governors
from
North
Carolina,
where steady rains
were whipped by
gusting winds Saturday
night,
to
Connecticut declared
states of emergency.
About 335 mi ... 540
km se of Charleston
South
Carolina,
maximum sustained
winds ... 75 mph ...
120 km/h

10/28/2012
As of Oct. 28, 2012,
the National Hurricane Center predicts
rainfall totals of 3 to 6
inches over far northeastern North Carolina with isolated
maximum to tals of 8
inches possible.
On Sunday afternoon, Sandy brought
winds gusting to
103km/h to coastal
North Carolina.

Figure 3.10: An illustrative example of the local storyline for the area of the Carolinas
during Hurricane Sandy.
1. Steiner tree based storyline generation [WLO12], which does not consider geospatial information;
2. dominating set based summarization method [SL10], which is a standard multidocument summarization method.
Figure 3.2 and Figure 3.3 show the performance comparison of the three methods
using ROUGE-2 and ROUGE-SU4, respectively.
We can observe that the Streiner tree based storyline generation method outperforms the pure multi-document summarization method that does not incorporate
the temporal information. Our proposed storyline generation method, which considers both the temporal and spatial information, performs the best among all three
methods.

3.7.3

A Case Study

A case study is conducted to demonstrate the effectiveness of the storylines generated using our proposed method. We draw the global storyline generated by our
proposed method using Google Map API (shown in Figure 3.4, 3.6, 3.8) and compare
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it with the storm paths downloaded from Wikipedia (shown on the right sub-figures
in Figure 3.5, 3.7, 3.9).
We can observe that the paths in our generated storylines are similar with the
ground truth. The differences are: 1) in addition to show the real paths, our generated storylines can reflect more information about how the hurricanes affect different
areas; and 2) the generated storylines not only shows how hurricanes move but also
present text descriptions about the status updates and damages they cause along
the movement. With the geo-temporal storyline, users can easily capture the overall
situation evolution of a disaster.
Figure 3.10 shows an illustrative example of a local storyline when we are interested in a specific area like Carolina during Hurricane Sandy. We can see how
Hurricane Sandy affects the area during the period of time and covering different
topics like wind and rain.

3.8

Summary

In this chapter, we present a novel storyline framework for summarizing multiple
disaster-related documents to generate a two-layer hierarchical storyline to improve
situation awareness during or after disasters. We organize the storyline as a two
layer hierarchical structure to naturally describe a large-scale disaster. Especially
both temporal and spatial factors are considered in the global storyline generation
capturing spatial evolution of the disaster over time.
In our future work, we will first explore more complicated evolution structures of
different disaster types for storyline generation. We will also extend our framework
to incorporate more disaster types like earthquakes and other man-made disasters.
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CHAPTER 4
AUTOMATE TEXTUAL RESOLUTION RECOMMENDATION
In recent years, IT Service Providers have been rapidly transforming to an automated service delivery model. This is due to advances in technology and driven by
the unrelenting market pressure to reduce cost and maintain quality. Tremendous
progress has been made to date towards attainment of truly automated service delivery; that is, the ability to deliver the same service automatically using the same
process with the same quality. However, automating Incident and Problem Management continuous to be a difficult problem, particularly due to the growing complexity
of IT environments.
Software monitoring systems are designed to actively collect and signal event
occurrances and, when necessary, automatically generate incident tickets. Repeating
events generate similar tickets, which in turn have a vast number of repeated problem
resolutions likely to be found in earlier tickets. In this work, we find an appropriate
resolution by making use of similarities between the events and previous resolutions
of similar events. Traditional KNN (K Nearest Neighbor) algorithm has been used
to recommend resolutions for incoming tickets. However, the effectiveness of recommendation heavily relies on the underlying similarity measure in KNN. In this work,
we significantly improve the similarity measure used in KNN by utilizing both the
event and resolution information in historical tickets via a topic-level feature extraction using the LDA (Latent Dirichlet Allocation) model. In addition, when resolution
categories are available, we propose to learn a more effective similarity measure using
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metric learning. Extensive empirical evaluations on three ticket data sets demonstrate
the effectiveness and efficiency of our proposed methods.

4.1

Introduction

Today’s competitive business climate, as well as the complexity of service environments, dictate the need for efficient and cost-effective service delivery and support.
This is largely achieved through service-providing facilities that collaborate with system management tools, combined with automation of routine maintenance procedures
such as problem detection, determination and resolution for the service infrastructure [MSGL09, TLP+ 12, ABD+ 07, WE11, YPZ10]. Automatic problem detection is
typically realized by system monitoring software, such as IBM Tivoli Monitoring [urlc]
and HP OpenView [urla]. Monitoring continuously captures the events and generates
incident tickets when alerts are raised. Deployment of monitoring solutions is a first
step towards fully automated delivery of a service. Automated problem resolution,
however, is a hard problem.
With the development of e-commerce, a substantial amount of research has been
devoted to recommendation systems.

These recommendation systems determine

items or products to be recommended based on prior behavior of the user or similar users and on the item itself. An increasing amount of user interactions have
provided these applications with a vast amount of historical information that can be
converted into practical knowledge. In this chapter we apply a similar approach and
develop a methodology that finds a resolution for an event by making use of similarities between the events and previous resolutions of monitoring tickets. Most service
providers keep years’ worth of historical tickets with their resolutions. The resolution
is usually collected as a free-form text and describes steps taken to remediate the
issue described in the ticket. We analyzed historical monitoring tickets collected from
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three different accounts managed by one of the large service providers (an account is
as an aggregate of services that use common infrastructure). We noticed that there
are many repeating resolutions for monitoring tickets within an account. It is natural
to expect that if events are similar, then their respective tickets probably have the
same resolution. Therefore, we can recommend a resolution for an incoming ticket
based on the event information and historical tickets.
A KNN-based approach has been proposed in [TLSG13] to provide resolution
recommendations for incoming tickets in service management. Although the approach
has been successfully used in practice, it has the following two major limitations:
• Representation of monitoring tickets: In the KNN-based approach, attributebased features are used to represent monitoring tickets. However, attribute-level
feature representation is not interpretable and often contains lots of noise. In
practice, each monitoring ticket describes the existing problems (e.g., low capacity, high CPU utilization) in service and the associated ticket resolutions
should be highly relevant to the problems. Therefore, it is better to use features semantically capturing these problems, instead of attribute-level features,
to represent monitoring tickets.
• Similarity Measurement: The similarity measure used in [TLSG13] only
considers the event information, and ignores the related resolutions. In addition, each attribute is treated equally when computing the similarity measure.
However, the resolutions often reveal their prevalence in historical tickets and
contain important information about the events, which can be used to improve
the recommendation performance. Moreover, different attributes should have
different weights in computing the similarity measure as they often play different
roles in representing the tickets.

50

In this work, we propose an approach to address the aforementioned limitations
in recommending ticket resolutions for service management. In particular, we make
the following contributions:
• We analyze historical monitoring tickets from three production accounts and
observe that their resolutions are recommendable for current monitoring tickets
on the basis of event information.
• We propose a feature extraction approach capable of representing both the
event and resolution information using topic-level features obtained via the
LDA model.
• We propose to further improve the similarity measurement using metric learning
when resolution categories are available.
• We conducted extensive experiments for our proposed algorithms on real ticket
datasets, and experimental results demonstrate the effectiveness and efficiency
of the proposed approaches.
The rest of the chapter is organized as follows: Section 4.2 briefly introduces the
workflow of the infrastructure management of an automated service and shares our
observations on three sets of monitoring tickets. In Section 4.3, we present resolution recommendation algorithms for monitoring tickets. Section 4.4 discusses some
detailed implementation issues. In Section 4.5, we present experimental studies on
real monitoring tickets. Finally, Section 4.6 concludes our chapter and discusses our
future work.
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4.2

Background

In this section, we first provide an overview of automated service infrastructure monitoring with ticket generation and resolution. Then we present our analysis on real
ticket data sets.

4.2.1

Automated Services Infrastructure Monitoring and Event
Tickets

The typical workflow of problem detection, determination, and resolution in services
infrastructure management is prescribed by the ITIL specification [urld]. Problem detection is usually provided by monitoring software, which computes metrics for hardware and software performance at regular intervals. The metrics are then matched
against acceptable thresholds. A violation induces an alert. If the violation persists beyond a specified period, the monitor emits an event. Events from the entire
service infrastructure are accumulated in an enterprise console that uses rule-, caseor knowledge-based engines to analyze the monitoring events and decide whether to
open an incident ticket in the ticketing system. The incident tickets created from
the monitoring events are called monitoring tickets. Additional tickets are created
upon customer request. The information accumulated in the ticket is used by technical support for problem determination and resolution. In this chapter, we consider
tickets generated by a service management system (see Figure 4.1).
Each event is stored as a database record that consists of several related attributes
with values describing the system status at the time this event was generated. For
example, a CPU-related event usually contains the CPU utilization and paging utilization information. A capacity-related event usually contains the disk name and the
size of disk used/free space. Typically, different types of events have different sets
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Figure 4.1: Service management system.
of related attributes. The problem resolution of every ticket is stored as a textual
description of the steps taken by the system administrator to resolve this problem.

4.2.2

Repeated Resolutions of Monitoring Tickets

We analyzed ticket data from three different accounts managed by IBM Global Services. Many ticket resolutions repeatedly appear in the ticket database. For example,
for a low disk capacity ticket, usual resolutions are deletion of temporal files, backup
data, or addition of a new disk. Unusual resolutions are very rare.

Data set
account1
account2
account2

Num. of Tickets
31,447
37,482
29,057

Time Frame
1 month
4 months
5 months

Table 4.1: Data summary.
The collected ticket sets from the three accounts are denoted by “account1”,
“account2” and “account3”, respectively. Table 4.1 summarizes the three data sets.
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Figure 4.2: Numbers of tickets and distinct resolutions.
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Figure 4.3: Number of monitoring tickets resolved by each resolutions denoted by
“resolution ID” in account1.
Figure 4.2 shows the numbers of tickets and distinct resolutions and Figure 4.3 shows
the top repeated resolutions in “account1” denoted by “resolution ID”. We observe
that a single resolution can resolve multiple monitoring tickets. In other words,
multiple tickets share the same resolutions.
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4.3

Preliminary Work

In this section, we first introduce the basic KNN-based recommendation algorithm,
and then present our improved algorithms.

4.3.1

Workflow

Figure 4.4 shows the workflow of resolution recommendation. Four different algorithms are included in the workflow:
• KNN: the algorithm using attribute-level features
• LDABaselineKNN: the algorithm using topic-level features obtained via LDA
• CombinedLDAKNN: the algorithm incorporating both the event and resolution
information with top-level features
• MLCombinedLDAKNN: the algorithm using the similarity measure obtained
using metric learning (when resolution categories are available)
The first algorithm was used in [TLSG13] and the last three algorithms are proposed
in this chapter. Figure 4.4 clearly illustrates the differences among these four recommendation methods. The details of the three proposed algorithms will be described
in detail in Section 4.3.3, Section 4.3.4, and Section 4.3.5, respectively.

4.3.2

Basic KNN-based Recommendation

Given an incoming monitoring ticket, the objective of the resolution recommendation
is to find k resolutions as close as possible to the true one for some user-specified
parameter k. The recommendation problem is often related to that of predicting the
top k possible resolutions. A straightforward approach is to apply the KNN algorithm, which searches the K nearest neighbors of the given ticket (K is a predefined
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Figure 4.4: Algorithms’ workflow.
parameter), and recommends the top k ≤ K representative resolutions among them
[SKKR00, T+ 06]. The nearest neighbors are indicated by similarities of the associated events of the tickets. In this chapter, the representativeness is measured by the
number of occurrences in the K neighbors.
Table 4.2 lists the notations used in this chapter. Let D = {t1 , ..., tn } be the set
of historical monitoring tickets and ti be the i-th ticket in D, i = 1, ..., n. Given
a monitoring ticket t, the nearest neighbor of t is the ticket ti which maximizes
sim(e(t), e(ti )), ti ∈ D, where sim(·, ·) is a similarity function for events. Each event
consists of event attributes with values. Let A(e) denote the set of attributes of event
e. The similarity for events is computed as the summation of the similarities for all
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Notation
D
|·|
ti
r(ti )
e(ti )
A(e)
sim(e1 , e2 )
sima (e1 , e2 )
K
k

Description
Set of historical tickets
Size of a set
i-th monitoring ticket
Resolution description of ti
The associated event of ticket ti
Set of attributes of event e
Similarity of events e1 and e2
Similarity of a values of event e1 and e2
Number of nearest neighbors in the KNN algorithm
Number of recommended resolutions for a ticket, k ≤ K
Table 4.2: Notations.

attributes. There are three types of event attributes: categorical, numeric and textual
(shown by Table 4.3).
Type
Categorical
Numeric
Textual

Example
OSTYPE, NODE, ALERTKEY,...
SERVERITY, LASTUPDATE, ...
SUMMARY,...

Table 4.3: Event attribute types.
Given an attribute a and two events e1 and e2 , a ∈ A(e1 ) and a ∈ A(e2 ), the
values of a in e1 and e2 are denoted by a(e1 ) and a(e2 ). The similarity of e1 and e2
with respect to a is



I[a(e1 ) = a(e2 )],
if a is categorical,



|a(e1 )−a(e2 )|
sima (e1 , e2 ) =
,
if a is numeric,
max|a(ei )−a(ej )|





Jaccard(a(e1 ), a(e2 )), if a is textual,
where I(·) is the indicator function returning 1 if the input condition holds, and 0
otherwise. Let max|a(ei ) − a(ej )| be the size of the value range of a. Jaccard(·, ·)
is the Jaccard index for bag of words model [Cho10], frequently used to compute the
similarity of two texts. Its value is the proportion of common words in the two texts.
Note that for any type of attribute, inequality 0 ≤ sima (e1 , e2 ) ≤ 1 holds. Then, the
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similarity for two events e1 and e2 is computed as
P
a∈A(e1 )∩A(e2 ) sima (e1 , e2 )
.
sim(e1 , e2 ) =
|A(e1 ) ∪ A(e2 )|

(4.1)

Clearly, 0 ≤ sim(e1 , e2 ) ≤ 1. To identify the type of attribute a, we only need to scan
all appearing values of a. If all values are composed of digits and a dot, a is numeric.
If some value of a contains a sentence or phrase, then a is textual. Otherwise, a is
categorical.

4.3.3

Representation of Monitoring Tickets

As shown in Section 4.3.2, attribute level features are used in the traditional KNN
algorithm for recommendation. However, attribute-level feature representation is not
interpretable and often contains a lot of noise.
Our observation indicates that each monitoring ticket describes the existing problems (e.g., low capacity, high CPU, utilization) in service, and the associated ticket
resolution should be highly relevant to the problems. For example, Table 4.4 presents
some sample monitoring tickets for “low free space” and their corresponding resolutions. The problems in these tickets are described by the “SUMMARY” attribute
and they all share the similar semantic meaning “low free space”. Therefore, it is better to use features semantically capturing these problems, instead of attribute-level
features, to represent monitoring tickets.
In this chapter, we propose to apply Latent Dirichlet Allocation [BNJ03](LDA)
to perform feature extraction, which can first extract hidden topics and then encode
monitoring tickets using topic level features.
LDA is a generative probabilistic model of a document corpus. Its basic idea is
that documents are represented as random mixtures over latent topics, where each
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topic is characterized by a distribution over words [BNJ03]. Figure 4.5 shows the
graphical model representation of LDA.
The wij ’s are the only observable variables. Following [BNJ03], LDA assumes the
following generative process for each document w in a corpus D of length M :
1. Choose θ ∼ Dir(α), where Dir(α) is the Dirchlet distribution for parameter α
2. For each of the N words wn :
(a) Choose a topic zn ∼ M ultinomial(θ).
(b) Choose a word wn from p(wn |zn , β), a multinomial probability conditioned
on the topic zn .
According to the graphical model, the total probability P (D|α, β) of a corpus D is
given by:
M Z
Y
d=1

p(θd |α)

Nd X
Y


p(zdn |θd )p(wdn )|zdn , β dθd

(4.2)

n=1 zdn

Figure 4.5: Plate notation representing the LDA model. α is the parameter of the
Dirichlet prior on the per-document topic distribution; β is the parameter of the
Dirichlet prior on the per-topic word distribution; θi is the topic distribution for
document i; φk is the word distribution for topic k; zij is the topic for the j-th word
in document i, and wij is the specific word.
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Learning the various distribution (the set of topics, their associated word probabilities, the topic of each word, and the topic probabilities of each document) is a
problem of Bayesian Inference [BNJ03]. Topic probability distribution of a document
is commonly used as its feature vector.
Following are steps for using LDA for feature extraction in our work:
• Represent each monitoring ticket as a document by concatenating each attribute
after stop words removal and tokenization
• Using historical tickets to train a LDA model
• Inference feature vectors using the trained LDA model for both incoming events
and historical monitoring tickets.
After those steps, monitoring tickets can be encoded as feature vectors and the cosine
similarity can then be applied to measure their similarities. Experiments demonstrate
that the algorithm performance based on topic level features is better than that on
attribute level features.

4.3.4

Incorporating the Resolution Information

In previous KNN-based recommendation approaches, resolutions are ranked according to the similarity measurement using the event information only. However, the
resolutions often reveal their prevalence in historical tickets and contain important
information about the events, which can be used to improve the recommendation
performance. There are two practical motivations for incorporating the resolution
information:
1. In a K nearest neighbor search, historical tickets with resolutions that are highly
relevant to an incoming event should be ranked higher than those tickets having
similar event descriptions, but with less related resolutions.
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2. In a K nearest neighbor search, those tickets with resolutions that are more
prevalent should be ranked higher than those with less prevalent resolution,
even if their event descriptions are similar.
Table 4.4 presents four tickets having similar event descriptions (shown in the
“SUMMARY” attribute) from account1. All four tickets are describing a “low free
space” problem. In practice, however, the resolution from Ticket 1 should have a
higher rank than the one from Ticket 4 since the resolution from Ticket 1 is more
informative. Similarly, resolutions from Ticket 1 and Ticket 2 should have higher
ranks than the one from Ticket 3 because of their higher prevalence.
ticketID
1

2

3

4

SUMMARY
The logical disk has a low
amount of free space. Percent
available: 2 Threshold: 5
The percentage of used space
in the logic disk is 90 percent.
Threshold: 90 percent
File system is low. The percentage of available space in
the file system is 10 percent.
Threshold: 90 percent
The logical disk has a low
amount of free space. Percent
available: 3 Threshold: 5

RESOLUTION
After deleting old uninstall
files, the logical disk has now
over 10% of free disk space.
After deleting old uninstall
files, the logical disk has now
over 15% of free disk space.
After delprof run, the server
now has more than 4gb of free
space
No trouble was found, situation no longer persists.

Table 4.4: Tickets for explaining motivation of incorporating resolution information.
In Section 4.3.2, sim(e, e(ti )) is computed to find the K nearest neighbors of an
incoming event e, in which e(ti ) is the event information associated with the i-th
ticket. To incorporate the resolution information, sim(e, ti ) (i.e., similarity between
an incoming event and the i-th ticket), rather than sim(e, e(ti )), is used in the algorithm. sim(e, ti ) can be easily computed since e and ti can be vectorized with
the same dimensions after using topic-level features. Experiments demonstrate the
effectiveness of this proposed approach.
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4.3.5

Metric Learning

In previous sections, we improve the recommendation algorithm by using topic-level
features and incorporating resolution information into a K nearest neighbor search.
However, we still treat each feature equally in computing the similarity measure.
According to our observation, topics extracted from the LDA model should have
different contributions to the similarity measurement since some topics contain the
major descriptive words about events while the others may consist of less meaningful
words. For example, Table 4.5 lists two topics for illustration. Apparently Topic 30
contains more descriptive words than Topic 14 and thus we should assign a larger
weight to Topic 30 in the similarity measurement. We adopt metric learning [Kul12]
to achieve this goal.
topicID
14
30

SUMMARY
server wsfpp1 lppza0 lppzi0 nalac application
server hung condition responding application apps

Table 4.5: First 6 words are extracted to represent topics trained from LDA.
The metric learning problem aims at learning a distance function tuned to a
particular task, and has been shown to be useful when used in conjunction with
nearest-neighbor methods and other techniques that rely on distances or similarities [FSSM07]. Mahalanobis Distance is commonly used for vectorized inputs, which
can avoid the scenario in which one feature dominates in the computation of the Euclidean distance. In the metric learning literature, the term “Mahalanobis distance”
is often used to denote any distance function of the following form:
dA (x, y) = (x − y)T A(x − y),

(4.3)

where A is some positive semi-definite (PSD) matrix, and x, y are the feature vectors.
To facilitate the learning process, in metric learning, a slightly modified form of
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distance function is commonly used, as described below [Kul12]:
dA (x, y) = xT Ay.

(4.4)

In our work, we have n historical tickets t1 , t2 , . . . , tn and n corresponding resolutions r(t1 ), r(t2 ), . . . , r(tn ). We consider the resolution categories as supervision
for metric learning since intuitively similar resolutions solve similar issues. We precalculate matrix R ∈ Rn∗n in which Ri,j = sim(r(ti ), r(tj )). Our goal is to learn a
similarity function SA (~ti , t~j ) by solving following an optimization problem:
n X
n
X
f (A) = min
||Ri,j − SA (~ti , t~j )||2
i=1 j=1

= min||R − SAS T ||2 ,

(4.5)

T
in which we use SA (~ti , t~j ) = ~ti ∗ A ∗ t~j (~ti and t~j are feature vector for ticket ti

~ i ), e(t
~ j )) as we want to keep benefits of incorporating the
and tj ) instead of SA (e(t
resolution information into K nearest search. Since matrix A is constrained to be a
PSD matrix, the projected gradient descent algorithm can be directly applied to solve
the optimization problem in Equation 4.5. In each iteration of gradient descent, the
new updated matrix A will be projected into a PSD matrix as the initial value for the
next iteration. The singular value thresholding [CCS10] has been applied to project
A into a PSD matrix by setting all A’s negative eigenvalues to be zero.
The following is the gradient for Equation 4.5:
∂((R − SAS T )T (R − SRS T ))
∂f (A)
=
∂A
∂A
= 2S T SAS T S − 2S T RS

(4.6)

The resolution categories are usually provided by system administrators. With the
available category information, the similarity between two resolutions is computed as
follows:
sim(r(ti ), r(tj )) =



 1, if r(ti ), r(tj ) are in same category,

 0, otherwise.
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4.4

implementation

In this section, we discuss several issues in implementing the resolution recommendation system.

Redundancy Removal in Recommendation
KNN-based recommendation algorithms recommend the top k representative resolutions in the K nearest tickets. However, since all of these are similar to the incoming
ticket, the resolutions of the K tickets may also be similar to each other, so that there
may be some redundancy in the recommended results. To avoid this, another validation step is applied. First, the K nearest tickets’ resolutions are sorted according to
their representativeness in descending order. Then, we go through all K resolutions
and check whether or not each of them is redundant to any previously selected resolution. If it is, we skip this resolution and jump to the next one; otherwise, we add
it to the selection. Since the resolutions are textual descriptions, the redundancy of
two resolutions is measured by the Jaccard index, Jaccard(·, ·), introduced in Section
4.3.2. In practice, if the descriptions of two resolutions r(t1 ) and r(t2 ) have more
than one half common words (i.e. Jaccard(r(t1 ), r(t2 )) > 0.5), the two resolutions
are quite likely to be the same.

Finding Nearest Neighbors
Finding the K nearest neighbors in a large collection of historical tickets is timeconsuming. There are many standard indexing search methods, such as k-d Tree
[Ben75], R-Tree [Gut84], VP-Tree [Yia93], cover tree [BKL06]. But the search space
of our monitoring tickets is not metric and the dimensionality is high. Therefore,
locality sensitive hashing [GIM+ 99] is more practical. Another heuristic solution is
the attribute clustering based method. Different system events have different system
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attributes, and the clustering algorithm can easily separate all tickets into categories
based on their attribute names. If two events share very few common attributes, their
similarity cannot be high. Therefore, in most cases, the nearest neighbors search only
needs to access these tickets in the same category.

4.5
4.5.1

Evaluation
Algorithms

We implemented four algorithms: Weighted KNN [Dud76] using attribute level feature, the Weighted KNN method using topic level feature, the method incorporating historical resolutions information and the method using improved similarity
metric after applying metric learning, which are denoted by “WKNN”, “LDABaselineKNN”, “CombinedLDAKNN” and “MLCombinedLDAKNN” respectively. Those
algorithms, “WKNN”, “LDABaselineKNN”, “CombinedLDAKNN” and “MLCombinedLDAKNN”, are all based on the weighted KNN algorithm framework. We still
show experimental results between “WKNN” and “LDABaselineKNN” since they
prove that topic level features do not cause information loss compared to attribute
level features. The “LDABaselineKNN” algorithm is the baseline for “CombinedLDAKNN”, which itself is the baseline for “MLCombinedLDAKNN”. We use the
Weighted KNN algorithm as the underlying algorithm because it is the most widely
used Top-N item-based recommendation algorithm.

4.5.2

Experimental Data

Experimental monitoring tickets are collected from three accounts managed by IBM
Global Services, denoted later “account1”, “account2” and “account3”. The mon-
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itoring events are captured by IBM Tivoli Monitoring [urlb]. The ticket sets are
summarized in Table 4.1. To evaluate metric learning, 1000 labeled tickets with
resolution categories are obtained from “account1”. Table 4.6 shows three sample
categories of resolutions [BGL+ 14].
resolution class
Server Unavailable

Disk/FS Capacity shortage
Performance inefficiency

resolved event key words
Server unavailable due to unexpected shutdown, reboot, defect hardware, system hanging
Disk or file system capacity problems and disk
failure
Performance and capacity problems of CPU or
memory

Table 4.6: Three resolution types with the event description they resolved.

4.5.3

Evaluation Metric

The following evaluation measures are used in our experiments.

Average Similarity
In general, several resolutions can be recommended for a single testing instance.
To consider the relativeness of all recommended resolutions, the average similarity
(avgSim) is used as one evaluation metric which is given by the following equation:
ni
N
1 XX
sim(rio , rj )/ni ,
avgSim =
N i=1 j=1

in which N is the number of testing instances, and ni is the number of recommended
resolutions for testing instance i and rio is its original resolution, and rj is its jth
recommended resolution. Jaccard Similarity is used to calculate sim(rio , rj ).
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Mean Average Precision
Mean Average Precision (MAP) [Zhu04] is widely used for recommendation evaluation. It considers not only the relativeness of all recommended results, but also the
ranks of the recommended results.
MAP@n =

N
X

ap@ni /N,

i=1

N is the number of a testing instance, ap@n is given by the following equation:
ap@n =

n
X

p(k)δr(k),

k=1

where k is the rank in the sequence of retrieved resolutions, n is the number of
retrieved resolutions, p(k) is the precision at cut-off k in the list, and δr(k) is the
change in recall from items k − 1 to k.

4.5.4

Choosing the Number of Topics

Figure 4.6 shows the experimental results of choosing the proper number of topics for training the LDA model using data set “account1”. The results show that
numT opics = 300 is a proper setup for the number of topics. Thus, we choose
numT opics = 300 for all the following experiments.

4.5.5

Overall Recommendation Performance

The average similarity is used for comparing the performance among “WKNN”, “LDABaselineKNN” and “CombinedLDAKNN”. When resolution categories are available, MAP@n is used for comparing the performance between “CombinedLDAKNN”
and “MLCombinedLDAKNN” since it explicitly considers the relativeness of the recommended results.
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Figure 4.6: Accuracy varies for different numT opics for dataset “account1”.
To compare the results of each algorithm, we vary the number of recommended resolutions, k. Figures 4.74.12 show the average similarity scores by setting k = 1, 3, 5, 7
separately, with K = 8 and K = 16, for data from three accounts. As shown by Figure4.74.12, topic level features are better than attribute level features for account1 and
account2 and slightly worse for account3 by comparing algorithm “WKNN” and “LDABaselineKNN”. “CombinedLDAKNN” always outperforms “LDABaselineKNN”,
which proves the effectiveness of incorporating the resolution information into K nearest neighbor search.

Metric Learning Performance
Figures 4.134.16 and Figure 4.17 are used to illustrate the usefulness of metric learning. In these figures, X-axis and Y-axis are the event id’s ordered by the resolution
categories, and the color indicates the similarity score. As shown in Figures 4.13, 4.13
and Figures 4.15, 4.16 similarity scores between monitoring tickets with resolutions
from the same category will be enhanced while similarity scores between monitoring
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Figure 4.7: Test results for account1 by by varying k for K = 8.
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Figure 4.8: Test results for account2 by varying k for K = 8.
tickets with resolutions from different categories will be reduced. Therefore, for example, for a testing instance whose original resolution belongs to category i, more
resolutions from category i will be retrieved first after applying metric learning.
Figure 4.17 uses MAP to evaluate the performance of “CombinedLDAKNN” and
“MLCombinedLDAKNN”. As shown in Figure 4.17, overall MAP scores of “ML-
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Figure 4.9: Test results for account3 by varying k for K = 8.
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Figure 4.10: Test results for account1 by varying k for K = 16.
CombinedLDAKNN” are higher and more stable than “CombinedLDAKNN” when
K increases. It indicates that “MLCombinedLDAKNN” can retrieve more related
resolutions first and thus is more robust to noisy resolutions compared to “CombinedLDAKNN”, which proves the effectiveness of metric learning.
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Figure 4.11: Test results for account2 by varying k for K = 16.
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Figure 4.12: Test results for account3 by varying k for K = 16.

4.6

Summary

This chapter studies the problem of resolution recommendation for monitoring tickets
in an automated service management. We analyze three sets of monitoring tickets
collected from a production service infrastructure and identify a vast number of re-
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Figure 4.13: Similarity measure before metric learning for training set.
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Figure 4.14: Similarity measure after metric learning for training set.
peated resolutions for monitoring tickets. Based on our prior work of KNN-based
recommendation, we improve the similarity measure by utilizing both the event and
resolution information from historical tickets via a topic-level feature extraction using
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Figure 4.15: Similarity measure before metric learning for testing set.
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Figure 4.16: Similarity measure after metric learning for testing set.
the LDA (Latent Dirichlet Allocation) model. In addition, a more effective similarity
measure is learned using metric learning when resolution categories are available.
There are several avenues for future research. First, we plan to investigate and develop intelligent classification techniques to automatically label resolutions [ZLSG14a,
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Figure 4.17: Mean average precision (MAP) varying parameter K of underlying KNN
algorithm.
CQT+ 13]. Second, our current recommendation system uses KNN-based algorithms
due to their simplicity and efficiency. We will investigate and develop other advanced
algorithms to improve the recommendation performance. Finally, we also plan to use
an active query strategy to fully automate resolution recommendations.
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CHAPTER 5
DOMAIN ADAPTATION FOR TEXTUAL FEATURES
In recent years, IT Service Providers have been rapidly introducing automation to
their service delivery model. Driven by market pressure to reduce cost and maintain
quality of services, they are looking for technologies that will allow rapid progress
towards attainment of truly automated service delivery. Software monitoring systems
are designed to actively collect and signal event occurrences and, when necessary,
automatically generate incident tickets. Repeating events generate similar tickets,
which in turn have a vast number of repeated problem resolutions likely to be found
in earlier tickets.
In this chapter, we develop techniques to recommend an appropriate resolution for
incoming events by making use of similarities between the events and historical resolutions of similar events. The traditional KNN (K Nearest Neighbor) algorithm has been
first applied to recommend resolutions for incoming tickets. Massive heterogeneous
applications as well as various monitoring software are running on clients’ servers
to accomplish required tasks and to monitor system health via different metrics. It
leads to generation of correlated tickets that have different symptom descriptions but
similar resolutions. Furthermore, change of servers’ environments can also induce
similar situations in which ticket descriptions differ before and after change but could
have similar resolutions. These correlated tickets cause performance degradation in
ticket resolution recommendation. Therefore, we propose using SCL (structural corresponding learning) based feature adaptation to uncover feature mapping in different
time intervals. Moreover, to put more insights into the periodic regularities existing
in our ticket datasets, we apply our algorithm on tickets grouped by different time
interval granularities. Extensive empirical evaluations on real-world ticket data sets
demonstrate the effectiveness and efficiency of our proposed methods.
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5.1

Introduction

The competitive business climate, as well as the complexity of service environments,
dictate the need for efficient and cost-effective service delivery and support. These
are largely achieved through service-providing facilities integrated with system management tools in combination with automation of routine maintenance procedures
such as problem detection, determination and resolution for the service infrastructure [MSGL09, TLP+ 12, ABD+ 07, WE11, YPZ10]. Automatic problem detection is
typically realized by system monitoring software, such as IBM Tivoli Monitoring [urlc]
and HP OpenView [urla]. Monitoring continuously captures the events and generates
incident tickets when alerts are raised. Deployment of monitoring solutions is a first
step towards fully automated delivery of a service. Automated problem resolution,
however, is a hard problem.
However, most service providers keep years’ worth of historical tickets with their
resolutions. The resolution is usually collected as a free-form text and describes steps
taken to remediate the issue described in the ticket. We analyzed historical monitoring
tickets collected from three different accounts managed by one of the large service
providers (an account is an aggregate of services that uses common infrastructure).
We noticed that there are many repeating resolutions for monitoring tickets within
an account. It is natural to expect that if events are similar, then their respective
tickets probably have the same resolution. Therefore, we can recommend a resolution
for an incoming ticket based on the event information and historical tickets.
In our previous work [TLSG13], a KNN-based approach has been first applied
to provide resolution recommendations for incoming tickets in service management.
Additionally, several improved approaches [TLSG13] have been proposed to resolve
various shortcomings of the basic algorithm and thus to make recommended resolu-
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tions more relevant and practical. However, a further drawback has been uncovered
when our previous methods were applied to system management.
In current service environments, massive heterogeneous applications, as well as
various monitoring software, running on customers’ servers to accomplish complex
tasks and to monitor system health via different metrics, lead to generation of correlated tickets that have different symptom descriptions but similar resolutions. Furthermore, evolving over time, service environments cause a further discrepancy. The
description of tickets generated before and after change differ but might have similar
resolutions since root causes remain unchanged.
Based on our previous understanding and initial experiments, we find out that
vocabularies used in ticket descriptions are changing and shifting over time but interesting mappings exist in those different vocabularies. However, our previous algorithms are not able to discover those mappings and thus their performance degrades
over time due to inaccurate ticket similarity. To overcome drawback, we propose
structural corresponding learning (SCL) to discover the words’ mapping and apply it
to our ticket resolution recommendation system.
The traditional KNN-based recommendation methodology was first proposed in
our preliminary work [TLSG13]. The details and extended algorithms are fully discussed there. The rest of this chapter is organized as follows: Section 5.2 briefly
introduces the workflow of the infrastructure management of an automated service
and shares our observations on real-world monitoring tickets. In Section 5.3, we
present SCL details and how they are used for finding feature mapping. Notice that
phrases “feature mapping” and “feature adaptation” are used interchangeably in the
rest of our work. Section 5.4 discusses detailed implementation and application of
SCL within resolution recommendation algorithms for monitoring tickets. In Section
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5.5, we present experimental studies on real monitoring tickets. Finally, Section 5.6
concludes the paper and discusses our future work.

5.2

Background

In this section, we first provide an overview of automated service infrastructure monitoring with ticket generation and resolution. Then we present our analysis on real
ticket data sets.

5.2.1

Automated Services Infrastructure Monitoring and Event
Tickets

The typical workflow of problem detection, determination, and resolution in services
infrastructure management is prescribed by the ITIL specification [urld]. Problem detection is usually provided by monitoring software, which computes metrics for hardware and software performance at regular intervals. The metrics are then matched
against acceptable thresholds. A violation induces an alert. If the violation persists beyond a specified period, the monitor emits an event. Events from the entire
service infrastructure are accumulated in an enterprise console that uses rule-, caseor knowledge-based engines to analyze the monitoring events and decide whether to
open an incident ticket in the ticketing system. The incident tickets created from
the monitoring events are called monitoring tickets. Additional tickets are created
upon customer request through Service Management System. The information accumulated in the ticket is used by technical support for problem determination and
resolution. In this chapter, we consider tickets generated by a monitoring system (see
Figure 5.1).
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Figure 5.1: Service management system.
Each monitoring ticket is stored as a database record that consists of several related attributes with values describing the system status at the time when monitoring
event was generated. For example, a CPU-related ticket usually contains the CPU
utilization and paging utilization information. A capacity-related ticket usually contains the disk name and the size of disk used/free space. Typically, different types
of monitoring events have different sets of related attributes. The resolution of every
ticket is stored as a textual description of steps taken by the system administrator to
resolve this problem.

5.2.2

Repeated Resolution of Monitoring Tickets

We analyzed ticket data from three different accounts managed by IBM Global Services. Many ticket resolutions repeatedly appear in the ticket database. For example,
for a low disk capacity ticket, usual resolutions mean deletion of temporal files, backup
data, or addition of a new disk. Unusual resolutions are very rare.
Collected ticket sets from the three accounts are denoted by “account1,” “account2” and “account3,” respectively. Table 5.1 summarizes the three data sets.
Figure 5.2 shows the numbers of tickets and distinct resolutions. We observe that
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Data set
account1
account2
account3

Num. of Tickets
31,447
37,482
29,057

Time Frame
1 month
4 months
5 months

Table 5.1: Data summary.
40000

#ticket

35000

#resolution

30000
25000
20000
15000
10000
5000
0

account1

account2

account3

Figure 5.2: Numbers of tickets and distinct resolutions.

Figure 5.3: Recommendation performance degrading as testing instances coming from
different sliding window.
a single resolution can resolve multiple monitoring tickets. In other words, multiple
tickets share the same resolutions.
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5.3

Feature Adaptation

In this chapter, we propose a solution for ticket resolution recommendation that
accommodates vocabularies changing or shifting with time. We evaluate our solution
on three real world ticket datasets collected from IBM service management system.
First, we show that feature variation and shift exists and degrades performance
of ticket resolution recommendation. Second, we apply a structural correspondence
learning (SCL) domain adaptation algorithm [BMP06] for use in ticket resolution
recommendation to solve the aforementioned issue. We assume that although features shift with time, there exists some feature mapping, i.e., some correspondence of
features for tickets generated in different time intervals. We order and group tickets
based on consecutive and disjointed time windows, and consider each time window as
one domain. Thus, a feature mapping problem in ticket resolution recommendation
become a domain or feature adaptation problem.
In the following section we will briefly review SCL, introduce our new pivot selection strategy and describe how we apply SCL to ticket resolution recommendation
problems.

5.3.1

Structural Corresponding Learning

First, we consider a simple example to illustrate application of SCL. Suppose that we
have a dataset of historical tickets based on which we need to identify an appropriate
resolution for the incoming event. Resolutions for the same root cause could slightly
differ, but descriptions of symptoms could vary significantly. For example, two tickets
have the same resolution as “archive the logs and thus reduce the space utilization”,
but their descriptions could be different when diverse vocabularies are used, such as
“volume”, “capacity” or “harddiskvolume”.
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Our key intuition is that even if “volume”, “capacity” and “harddiskvolume”
are literally distinct, they have high correlation with “space” or “utilization” in the
historical data set, and thus we can tentatively construct some mapping between
them and recommend similar resolutions for incoming events represented by different
vocabulary.

5.3.2

Algorithm Overview

Given two consecutive sliding time windows, source tickets are defined as the tickets
from the first time window; target domain tickets are the tickets from the second
time window. The SCL first chooses a set of m pivot features that occur frequently
in both domains. Next, it models the correlation between the pivot features and all
other features by training pivot predictors to predict the occurrences of each pivot
feature in all training dataset from both domains [AZ05, BMP06]. The coefficients
of l-th pivot predictor characterize the correlation between non-pivot features with
the l-th pivot feature; positive coefficients indicate that a non-pivot features is highly
correlated with the corresponding pivot feature.
We consider the coefficients of each pivot predictor as a column vector. All predictors can then be arranged into a matrix W = [wl ]nl=1 , where wl is the lth column
coefficient vector and n is the number of pivot features. Let θ ∈ Rh×d be the top h
left singular vectors of W , i.e., [U D V T ] = SV D(W ), θ = U T [1 : h, :]. There vectors
are the principal predictors for our coefficient space. If these pivot features are well
chosen, we expect these principal predictors to distinguish between words leading to
similar and different resolutions in both domains.
As we observe a feature vector x ∈ S at training and testing time, we notice
feature space S is different for different domains. We apply the projection θx to
obtain k new real-valued features. Now we use augmented feature vector < x, θx >

82

for the same instance. If θ contains meaningful correspondences, then we have a
mapping of feature vectors from different feature spaces into a shared feature space.
The shared features will bring tickets predicting similar pivot features closer using
similarity measurement given in following Equation 5.1:
P
sim(xas , xat ) =

xs (w) ∗ xt (w) cos(θxs , θxt )
+
2|xs | · |xt |
2

w∈V

(5.1)

Where xa =< x, θx > is the augmented feature vector, V is the shared words in
two feature space that xs and xt belongs to, x(w) is the entry value for word w in
vector x and cos(·, ·) is the cosine similarity function. Here we assume those pivot
features strongly indicate the resolution and we will explain how we extract those
pivot features in the next section.

5.3.3

Picking Pivot Features

The efficacy of SCL depends on the choice of pivot features. In [BMP06], frequentlyoccurring words are chosen as pivot features to resolve domain adaptation in a speech
tagging problem. Frequently-occurring words often correspond to function words,
such as prepositions and determiners, and are good indicators of parts of speech.
With respect to sentiment classification in [BDP+ 07], those features are chosen as
pivot features which have the highest mutual information to the source label. We use
a different approach, however, for a ticket resolution recommendation task in picking
up pivot features. We require pivot features to be good predictors of resolutions. We
attempt following two approaches in our situations.
First, we calculate the term frequency-inverse document frequency (TF-IDF [MRS+ 08])
scores for all words out of ticket symptom description in both domains and choose
1000 words having the highest TF-IDF scores for each domain. Then, we choose the
m most frequently-occurring words out of the two sets of 1000 words.This allows us
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to eliminate function words, such as prepositions and determiners, while choosing less
frequently-occurring words that are strong indicators of resolutions. However, vocabularies used for describing “ticket symptom” and “ticket resolution” could differ, and
the first approach only gives us the words that are strong indicators of “symptom”
instead of “resolution”. Second, we assume that there are some tickets with resolution in target domain and use the strategy shown in Table 5.3 to pick the pivot
features from ticket resolutions instead of ticket symptoms. The assumption can be
easily satisfied in a practical scenario since we define source and target domain via
partitioning the tickets and, therefore, we can always assign those latest tickets with
resolutions to a target domain. Table 5.2 contains the top pivot features chosen using
these two approaches.
TF 1
app space job high restore status error procedures failed db

TF 3
incident close copy resolve server
found issue action team job clear
close file

Table 5.2: Top pivot features chosen by TF 1, TF 3.
We refer throughout the rest of this work to the algorithm using the first approach
of picking pivot features as TF 1, and the algorithm using the second one as TF 3.
As shown in Table 5.2, the pivot features chosen by TF 1 strongly describe the ticket
symptom observed on the server system. At the same time, the pivot features chosen
by TF 3 describe the ticket resolution, i.e., how to resolve issues on the server system.

5.4

Implementation

In this section, we discuss implementation and some issues we encountered while
building the resolution recommendation system based on feature adaptation.
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5.4.1

Pivot Predictors

From each pivot feature we create a binary classification problem of the form “does
pivot feature l occur in this ticket?”. Then we classify the training set. If we represent
our features as a vector x, we can solve these problems using m linear predictors
in which we use a linear regression model with l2 regularization as the underlying
classification model.
fl (x) = sgn(ŵl · x), l = 1 . . . m

(5.2)

Notice that these predictors operate on the original feature space and that there
are several differences for constructing predictor formulas indicated by Equation 5.2.
Table 5.3 summarizes the differences.
sgn(·)

pivot features

x

training data

TF 1
does pivot feature l occurs in
the symptom description of
this ticket?
the m most frequentlyoccurring words shared in
the two sets of 1000 words
having the top TF-IDF
scores in ticket symptom
descriptions of both domains
1000 words having the
highest TF-IDF scores from
symptom description but
excluding pivot features
all tickets from both domains

TF 3
does pivot feature l occurs in
the resolution of this ticket?
the m most frequentlyoccurring words shared in
the two sets of 1000 words
having the top TF-IDF
scores in ticket resolutions
of both domains
1000 words having the
highest TF-IDF scores from
symptom description
all tickets attached with resolution from both domains

Table 5.3: Differences in constructing predictors for TF 1 and TF 3.
For TF 1, each instance contains features that are totally predictive of the pivot
features (the feature itself), so we exclude those features when making the binary
prediction as shown in Table 5.3. The pivot predictors are the key element in SCL.
The weight vectors ŵl encode the covariance of the non-pivot features with the pivot
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features. If the weight given to the z-th feature by the l-th pivot predictor is positive, then feature z is positively correlated with pivot feature l. Since pivot features
strongly indicate resolutions, we expect non-pivot features from both domains to be
correlated with them. If two non-pivot features are correlated in the same way with
many of the same pivot features, then they have a high degree of correspondence.

5.4.2

Hyper Parameter Tuning

Structural corresponding learning uses the techniques of alternating structural optimization (ASO) to learn correlations among pivot and non-pivot features [AZ05].
There are several free parameters and extensions to ASO, and we briefly address our
choices here. As shown in Figure 5.4, setting h between 20 and 40 does not result
in large change in performance. With respect to the number of pivot features m, we

Figure 5.4: Hyper parameter selection. According to experimental results, h = 30
and m = 70 are chosen for the rest of our work.
observe that m around 65 gives a good performance. Therefore, through the rest of
this work, we set h = 30 and m = 70.

5.5

Evaluation

In this section, we will focus on the dataset, the running environment and discussion
of experimental results.
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5.5.1

Setup

For each account, we ordered tickets by time and chose various approaches to slide
the dataset. Codes are implemented in Java, running on 64-bit Windows 7 operating
system residing on a machine equipped with 16 GB RAM, Intel(R) Core(TM) i7-4770
CPU running at 3.40 GHz. Training of pivot predictors is parallelized.

5.5.2

Evaluation of Feature Adaptation

The goal of our first experiment is to verify feature adaptation in which tickets are
ordered by time. The first 6000 tickets are chosen for experiments. Then a half of
these tickets are considered as source domain and the second half as target domain.
We assume the first 1000 tickets in target domain have resolutions. Therefore, pivot
features could be extracted from available resolutions of both source and target domain using the approach shown in Table 5.3 . Under this setup, our experiments
show that feature mapping between the vocabularies used in both source domain
and target domain exists, and it strongly helps in improving ticket recommendation
performance.
Figure 5.5 shows the overall performances using three algorithms “No-TF”, “TF1” and “TF-3”. “No-TF” is just the basic KNN-based recommendation algorithm
with no feature adaptation.
As shown in Figure 5.5, “TF-3” always outperforms the other two algorithms by
around 8%, and these two algorithms have similar performances but, “TF-1” never
performs better than “No-TF.” As we illustrated in Table 5.2, the approach of picking
pivot features in “TF-1” provides a strong indication of “symptom description” rather
than “resolution description,” and therefore is inaccurate and misleading in building
correlation between non-pivot features and pivot features.
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Figure 5.5: Overall performance for three accounts.
We select an event ticket in account1 to illustrate why “TF-3” is better than
the basic KNN-based algorithm “No-TF.” Table 5.4 shows a list of recommended
resolutions given by each algorithm. The testing ticket is a real event ticket triggered
by an error when processing a text file. It has the symptom description as “an error in
process xxx while processing file xxx.txt, leave the processing” and its true resolution
is “connectivity issue, the file has been retransmitted successfully.” The general idea
of this resolution is to retransfer and reprocess the file.
As shown in Table 5.4, the second resolution recommended by “No-TF” is the
most relevant but still a wrong resolution: “as a part of application team testing, file
has been successfully repulled.” Obviously, it is caused by manual testing. “TF-3,”
however, recommends 4 resolutions all highly relevant to the true resolution. According to the definition of HIT [TLSG13], the first resolution recommended by “TF-3”
is regarded as a true resolution, i.e., “the file has been retransmitted successfully.”
Also as we notice, the word “file” is a pivot feature shown in Table 5.3 that allow us
to identify expected resolutions. Therefore, our proposed algorithm “TF-3” indeed
can find the hidden feature mapping using SCL and the feature mapping performs
better for recommending ticket resolution.
Moreover, we visulalized one row of the project matrix θ for our experiments on
general feature adaptation. Table 5.5 illustrates the first row of θ; the features on each
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algorithm
No-TF

TF-3

recommended resolutions
closing this ticket as its a duplicate of the incident
inc0771310
as a part of application team testing, file has been successfully repulled
the file is been decomissioned, no action requried,
hence resolving
the file has been retransmitted successfully
the file was delivered successfully
the file has been successfully repulled
file was pulled successfully from bank of xxx

isHit
FALSE
FALSE
FALSE
TRUE
FALSE
FALSE
FALSE

Table 5.4: Case study.
row appear only in the corresponding domain. In a traditional binary classification
problem of applying SCL [BDP+ 07], corresponding features indicate either a positive
or negative label. Corresponding features here indicate event tickets caused by the
same or similar root cause and thus share similar resolutions. We colored those
correpondence feature groups so they could be easily identified visually. For example,
features “sdump, page, harddiskvolume, paging, traps” colored in red indicate system
issues in or similar to paging due to low capacity. “sdump” is an excutable command
that tries to dump virtual storage and thus makes space for paging. Without feature
mapping, event tickets will be considered having low or no similarity if they contain
discriminant features. Once we disovered feature mapping, we can project those
discriminant features to shared feature space by applying them to θx. The features
will ensure that their corresponding event tickets have higher similarity.

5.5.3

Feature Adaptation for Different Time Granularity

In section 5.5.2, we discussed the experiments for general feature adaptation problems.
In this section we consider an adaptability between ticket data sets sliced by different
time granularities, i.e., daily, weekly or even monthly. As an example, we choose
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type
+s
+t
-s
-t

features
sdump bee idc ami sr included refer read processing queues page readresponse
readresponse getacctsummbycustid contingency cli logerror harddiskvolume paging traps getacctsforgrantee ant
messages wtprocess normal wiptrigger ifscmonitor poa responding
dumpcode acctinfo
batjbstrm sm fndstn xmx dbm aelv throw responsestream

Table 5.5: Correspondences discovered by SCL for general feature mapping experiments. Notation “s” corresponds to features coming from source domain, and “t”
corresponds to features coming from target domain. The “+” and the “-” symbols
indicate positive and negative features in correspondences, respectively.
ticket sets from three consecutive days and use them for the experimental setup for
three algorithms listed in Table 5.6.
algorithm
No-TF
TF-1

day1
training dataset
source tickets

TF-3

source tickets

day2
N/A
target tickets
training
target tickets
training

for
for

day3
testing dataset
target tickets for testing
testing tickets for
testing

Table 5.6: Experimental setup for feature adaptation using daily ticket set.
The goal of this experiment is to understand the feature shifting phenomenon and
the shifting of an event type in different time granuarities. Positive results would
indicate that monitoring tickets generated daily do not change too much and there
still exist stable pivot features for constructing meaningful feature mapping in the
feature vocabulary. Otherwise, it would indicate that the daily monitoring tickets
shift a lot leading to various daily resolutions and thus noisy pivot features.
Figures 5.6 show the daily ticket number generated for the three different accounts.
Here, we remove tickets that are scattered in days with very few tickets, and thus we
see fewer tickets compared to Table 5.1. We choose account1 to carry out our daily
adaptation experiments since the number of daily tickets in account1 is sufficiently
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Figure 5.6: Daily ticket number for each account. X-axis indicates the date IDs in
which the same ID doesn’t necessarily corresponde to the same date for different
accounts. Around two weeks data is available in account3 and four weeks’ data in
account1 and account2 in which we require a sufficient number of tickets generated
daily for our experiments.
large and varies the least. Figure 5.7 shows the experimental results for daily feature
adaptation. Tickets from three consecutive days are required for one trial. The next
trial is based on the tickets from a time window that we get by sliding the start date of
time window one time unit later. Weekly consecutive feature adaptation experiments
have been carried out in a similar setup and the results are shown in Figure 5.8 and
Figure 5.9 for account1 and account2 respectively. Account3 has been ruled out of
weekly feature adaptation experiments since it only has two weeks tickets, and the
experiment requires ticket data from at least three weeks.
While feature mapping learned from the first two consecutive days’ tickets are
useful for recommending the last day’s event ticket resolutions from the first day,
it can also degrade the recommendation performance. This causes problems when
resolutions indicated by pivot features are quite commonly shared for the first two
days but not for the third day. For example, the event tickets occurred in the first
two days mainly caused by “software exception” and “system failure” but in the last
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Figure 5.7: Daily adaptation for account1.

Figure 5.8: Weekly adaptation experimental results on account1’s four weeks data.
Two trials are carried out since each trial requires three weeks data.

Figure 5.9: Weekly adaptation experimental results on account2’s four weeks data.
Two trials are carried out since each trial requires three weeks data.
day they occurred because of “low capacity.” As shown in Figure 5.7, around half
of the trials show performance degradation for our approach “TF-3.” These feature
mappings, which are not applicable between the first daily tickets and the last daily
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ones, are used to project features of the last daily tickets into shared feature space
with first daily tickets. They cause noisy and inaccurate similarity calculations by
recommending algorithm and degradation of accuracy in resolution recommendation
.
Our experiment on weekly ticket datasets achieved positive results as illustrated
in Figure 5.8 and Figure 5.9. They indicate that the distribution of event types
occurring weekly are similar for these three consecutive weeks. Notice that in our
general feature adaptation experiments, around 5 days tickets are used in learning
the feature mapping which is nearly one week tickets.

5.6

Summary

This chapter studies the problem of resolution recommendation for monitoring tickets
in an automated service management. We analyze several sets of real-world monitoring tickets collected from a production service infrastructure and identify a vast
number of repeated resolutions for monitoring tickets. Based on our previous work
and some initial experiments, we observe the feature shifting phenomon and the existence of feature mapping in those tickets. In this chapter, we applied structural corresponding learning to the problem of recommending ticket resolution, and conducted
extensive experiments on real-world ticket data sets to demonstrate the effectiveness
and efficiency of proposed methods.
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CHAPTER 6
LEARNING TEXTUAL REPRESENTATION IN RANKING MODEL
In large scale and complex IT service environments, a problematic incident is
logged as a ticket and contains the ticket summary (system status and problem description). The system administrators log the step-wise resolution description when
such tickets are resolved. The repeating service events are most likely resolved by
inferring similar historical tickets. With the availability of reasonably large ticket
datasets, we can have an automated system to recommend the best matching resolution for a given ticket summary.
In this chapter, we first identify the challenges in real-world ticket analysis and
develop an integrated framework to efficiently handle those challenges. The framework first quantifies the quality of ticket resolutions using a regression model built on
carefully designed features. The tickets, along with their quality scores obtained from
the resolution quality quantification, are then used to train a deep neural network
ranking model that outputs the matching scores of ticket summary and resolution
pairs. This ranking model allows us to leverage the resolution quality in historical
tickets when recommending resolutions for an incoming incident ticket. In addition,
the feature vectors derived from the deep neural ranking model can be effectively
used in other ticket analysis tasks, such as ticket classification and clustering. The
proposed framework is extensively evaluated with a large real-world dataset.

6.1

Introduction

The prominence of efficient and cost-effective service delivery and support is undeniable in the competitive business enterprise and is critical with the growing complexity
of service environments. This has motivated service-providing facilities to automate
many of their tasks, including system management, and routine maintenance proce-
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dures (for instance, problem detection, determination and resolution) for the service
infrastructure [ABD+ 07, MSGL09, WZZ+ 17]. The automated problem detection has
been realized by some system monitoring softwares, such as HP OpenView [urla] and
IBM Tivoli Monitoring [urlb] . Such monitoring systems continuously capture system
events and generate incident tickets when the alerts are triggered. A typical workflow of problem detection, determination and resolution in IT service management
is prescribed by the Information Technology Infrastructure Library (ITIL) specification [urld] and is illustrated in Fig. 6.1. The Incident, Problem, and Change
(IPC) system facilitates the tracking, analysis and mitigation of problems and is a
requirement for organizations adapting the ITIL framework. A monitoring agent on
a server keeps track of the system statistics and triggers an alert when a problem
is detected. If an alert persists beyond the specified duration, an event is triggered.
Such events are consolidated into an enterprise console, which uses rule-based, casebased or knowledge-based engines to analyze the events and determines whether or
not to create an incident ticket in the IPC system [Li15].
Each ticket is stored as a database record that consists of several related attributes
(see Table 6.1 for the major attributes) and of their values along with the system
status at the time this ticket was generated. Some of the major attributes, such as
the ticket summary (created by the aggregation of the system status and containing
the problem description) and the ticket resolution (the textual description of the
solution) are critical for diagnosing and resolving similar tickets. Service providers
provide an account for every beneficiary that uses the services on a common IT
infrastructure. System administrators use the historical tickets and their resolutions
from different accounts for problem diagnosis and resolution. The textual description
of steps taken to resolve a ticket is logged by the system administrator. Such a
human intensive process is quite inefficient in terms of resolution time and cost for
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Figure 6.1: Information Technology Infrastructure Library (ITIL) service management system.
large IT service providers that handle many tickets every day. This is one of the
major motivations behind the automated analysis of ticket resolution.
SEVERITY
0
SUMMARY
RESOLUTION
CAUSE
Maintenance

FIRST-OCCURRENCE LAST-OCCURRENCE
2014-03-29 05:50:39
2014-03-31 05:36:01
ANR2579E Schedule INC0630 in domain VLAN1400 for
node LAC2APP2204XWP failed (return code 12)
Backups are working fine for the server.
ACTIONABLE
LAST-UPDATE
Actionable
2014-04-29 23:19:25
Table 6.1: A sample ticket.

6.1.1

Challenges and Proposed Solutions

With the increasing complexity and scalability of IT servers, the necessity of a largescale efficient workflow in IT service management is undeniable. The samples of real-
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world tickets (see Table 6.2 for the contents of tickets that are not easily interpretable)
illustrate the unique ticket features that are less intuitive and lead to challenges in
IT service management, especially in automated ticket resolution analysis.
ID
1
2
3
4
5

Summary
Box
getFolderContents
BoxServerException
Box
getFolderContents
BoxServerException
Box
getFolderContents
BoxServerException
High space used for logsapp
High space used for disk C

Resolution
user doesnt have proper BOX account
user should access box terms before access the efile site
resolved
resolved
5.24 GB free space present

Table 6.2: Illustration of ticket samples from an account. Only ticket summary and
resolution are displayed for the sake of simplicity.
Based on our preliminary studies [ZLSG14b, ZTZ+ 16], we have identified two key
challenges in automating ticket resolution.
Challenge 1 How to quantify the quality of the ticket resolution?
Earlier studies generally assumed that the tickets with similar descriptions should
have similar resolutions, and often treated all such ticket resolutions equally. However,
the study [ZTZ+ 16] demonstrated that not all of the resolutions are equally worthy.
For example, as shown in Table 6.2, the resolution text “resolved” is not useful at all.
As a result, the quality of “resolved” is much lower than other resolutions. In order to
develop an effective resolution recommendation model, such low-quality resolutions
should be ranked lower than high-quality resolutions. In our proposed framework, we
first carefully identify relevant features and then build a regression model to quantify
ticket resolution quality.
Challenge 2 How to make use of the historical tickets along with their resolution
quality for effective automation of IT service management?
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Although, it might be intuitive to search for historical tickets with the most similar
ticket summary, and recommend their resolutions as potential solutions to the target
ticket [ZTZ+ 16], such an approach might not be effective due to 1) the difficulty in
representing the ticket summary and resolution, and 2) the avoidance of the resolution
quality quantification. It is an essential task in IT service management to accurately
represent the ticket summary and resolution. The classical techniques such as the
n-gram, TF-IDF, and LDA are not effective in representing tickets as the ticket summary and resolution are generally not well formatted. In our proposed framework,
we train a deep neural network ranking model using tickets along with their quality scores obtained from the resolution quality quantification. The ranking model
directly outputs the matching scores of ticket summary and resolution pairs. Given
an incoming incident, the historical resolutions having top matching scores with its
ticket summary can then be recommended. In addition, the feature vectors derived
from the ranking model provide effective representations for the tickets and can be
used in other ticket analysis tasks, such as ticket classification and clustering.
Recently, only a few studies have focused on ticket resolution [ZTZ+ 16] . They
have adapted the techniques, such as n-gram, Jaccard similarity and LDA [Alp14,
BNJ03], which are utilized mostly for processing well-formed text. As the textual
attributes of real-world tickets are far from the well-formed natural language (see
Table 6.1 for the ticket attributes), the studies relying just on the classical techniques
cannot be effective.
To the best of our knowledge, none of the existing studies has attempted to address the aforementioned challenges. The main contributions of this chapter are:
(i) Identification and explanation of typical traits of the real-world tickets and the
major challenges in their analysis and resolution; (ii) Formulation of the problem as
an integrated deep neural network-based ranking framework and efficient handling
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those challenges; (iii) Generalization of the ticket representation and successful application to other ticket analysis tasks, such as, ticket classification and clustering; (iv)
Extensive evaluation of the proposed model against a large real-world dataset.

6.1.2

Road Map

The rest of this chapter is organized as follows. Section 6.2 gives an overview of framework. Section 6.3 describes the pre-process on tickets and the features used to train
the model for quantifying the quality of ticket resolution. In Section 6.4, we introduce
our proposed deep neural ranking model. Automation of resolution recommendation
is studied in Section 6.5 and ticket clustering and classification are evaluated in 6.6.
Comprehensive experiments are conducted and presented in Section 6.5, 6.6. Finally,
Section 6.7 concludes the chapter.

6.2

Overview

In this section, we provide a high-level description of the system. As illustrated
in Figure 6.2, the training data taken from the historical tickets dataset are first
preprocessed in order to quantify and evaluate the quality of the resolution. The
preprocessed result is then represented as a triplet of the ticket summary, its resolution
text, and the quality score. These triplets are the training data for the proposed deep
neural network (DNN) ranking model. The trained DNN model outputs a matching
score of a quantified ticket resolution for an incoming ticket summary. The resolutions
with the top N highest matching score can be recommended for an incoming ticket.
The model’s intermediate result is a feature vector for a ticket representation. Such
vectors are used in other ticket analysis tasks, such as ticket classification and ticket
clustering.

99

Figure 6.2: Overview of the proposed system.

6.3

Ticket Resolution Quality Quantification

In this section, we describe the features used to quantify the quality of ticket resolutions and present several interesting findings from our experiments.
As shown in Table 6.1, a ticket resolution is a textual attribute of a ticket. A high
quality ticket resolution is supposed to be well written and informative enough to
describe the detailed actions taken to fix the problem specified in the ticket summary.
A low-quality ticket resolution is less or non-informative and is mostly logged by a
careless system administrators or when the corresponding issue described in the ticket
is negligible. Based on our long preliminary study [ZTZ+ 16], we’ve found that for a
typical ticket, the ticket resolution quality is driven by the 33 features that can be
broadly divided into following four groups:
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• Character-level features: A low-quality ticket resolution might include a large
number of unexpected characters, such as space, wrong or excessive capitalization,
and special characters.
• Entity-level features: A high-quality ticket resolution is expected to provide
information on IT-related entities, such as server name, file path, IP address, and so
forth. Because the ticket resolutions are expected to guide system administrators to
solve the problem specified in the ticket summary, the presence of the context-relevant
entities makes the resolution text more useful.
• Semantic-level features: A high-quality ticket resolution typically includes
Verb and Noun, which explicitly guides system administrators on the actions taken
to diagnose the problem and to resolve the ticket.
• Attribute-level features: A high-quality ticket resolution usually is lengthy
enough to carry sufficient information relevant to the problem described in the ticket
summary.
The ticket resolution quality quantifier uses these 4 groups of features and operates
on the historical tickets to output a set of triplets {< s1 , r1 , q1 >, < s2 , r2 , q2 >, . . . , <
sn , rn , qn >} where si and ri are ticket summary and ticket resolution for the ith ticket,
and qi is the quality score assigned by the quantifier.

6.3.1

Feature Description

Character-level features. To quantify the use of character usage, we considered
each of the nine character classes (exclamationRatio, colonRatio, braketRatio, @Ratio,
digitRatio, uppercaseRatio, lowercaseRatio, punctuationRatio, whitespaceRatio) as a
feature and then computed their frequency to all the characters within the ticket
resolution.
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Concept

Pattern

Action
Problem

NOUN/NP preceded/succeeded by VERB
NOUN/NP preceded/succeeded by ADJ/VERB

Examples
(file) is (deleted)
(capacity) is (full)

Table 6.3: PoS tag pattern for concepts problem, action. NP refers to noun phrase
derived from the PoS tag sequence for each resolution.
Entity-level features. To quantify the usage of IT related entities, we considered
each of the eight entity classes (numericalNumber, percentNumber, filepathNumber,
dateNumber, timeNumber, ipNumber, servernameNumber, classNumber ) as a feature
and computed their frequency to all the words within the ticket resolution. The
occurrence of these entities was captured using the regular expressions. For the
filepathNumber, it refers the total occurrence of Linux and Window file path in the
ticket resolution. For the classNumber, we considered the total occurrence of class
names or functions in the programming languages, such as Java, Python, and so
forth. We also explored some other entities, but in comparison to other features,
their contribution to overall model performance was negligible.
Semantic-level features. To quantify the usage of those specific semantic words,
we first preprocessed every ticket resolution into a Part-Of-Speech (PoS) [PDM11] tag
sequence and then calculated the ratio of each tag within the tag sequence. There
were 17 total tags, including the tag ”X” for the foreign words, typos and abbreviations, they were reduced to 12 tags in the NTLK implementation [Bir06]. Each of
the 12 tags, VERBRatio, NOUNRatio, PRONRatio, ADJRatio, ADVPNRatio, ADPRatio, CONJRatio, DETRatio, NUMRatio, PRTRatio, PUNCTRatio, XRatio, were
considered as a feature. Furthermore, we borrowed the concepts, such as, Problem,
Activity and Action in work [PJNR13] and defined the corresponding PoS tag pattern,
as shown in Table 6.3. We reduced the three concepts into two by merging the concepts Activity, Action into the concept Action and then used the regular expressions
to calculate the occurrence of each concept feature problemNum, actionNum.
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Attribute-level features. To quantify the high-quality resolution in ticket, we
included two attribute-level features resolutionLength, interSimilarity in our model.
The first one was used for the ticket resolution length. The second one was used to
record the Jaccard similarity between a ticket’s summary and its resolution, and was
used to define the relevance between them.

6.3.2

Findings

We evaluated three of the most popular regression models (logistic regression, gradient
boosting tree and random forest [Alp14]) on the labeled real-world ticket dataset and
found that the random forest performed best for the ticket resolution quantification
and also for evaluation of the feature importances, as illustrated in the Table 6.4.
Based on our evaluation, we found that the best indicator of a good resolution
was the length of the resolution resolutionLength, followed by the occurrence of the
concept action, i.e., feature actionNum. It is also self-intuitive that the long resolution
can be more informative. The features actionNum and problemNum correspond to
the problems identified and the actions taken by the system administrators in the
process of resolving the ticket.
Another interesting finding was that seven out of the top 15 features belonged to
the group word level semantic features, and were specifically derived from the PoS tag
sequence. The 3rd top-ranked feature was PRTRatio related to the ratio of the words
tagged as particle or function words. This implied that the resolutions containing the
function words such as “for” and “due to” have a high quality. Moreover, high-quality
resolutions were usually well written and complied with the natural language syntax,
while the low-quality resolutions, on the other hand, were ill-formated and caused
great difficulty for the PoS tagger trained on natural languages. In summary, the
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Feature Group
Importance score
Feature
Rank
Mean
Variance
Character-features
uppercaseRatio
12
0.026123
0.008717
lowercaseRatio
10
0.049657
0.008206
punctuationRatio
11
0.036442
0.008710
whitespaceRatio
9
0.049123
0.008610
Entity-level features
servernameNumber
13
0.018770
0.008553
Semantic-level features
VERBRatio
7
0.079400
0.009091
NOUNRatio
4
0.088025
0.009420
ADJRatio
14
0.013885
0.009048
ADVRatio
5
0.084971
0.008327
DETRatio
8
0.055133
0.008147
PRTRatio
3
0.090921
0.022932
PUNCTRatio
15
0.008797
0.008228
problemNum
6
0.080322
0.008480
actionNum
2
0.147252
0.038538
Attribute-level features
resolutionLength
1
0.152234
0.043585
MSE Avg.
0.010269 MSE Var. 0.004163
Table 6.4: Illustration of the top 15 ranked features and their rank evaluated by
the random forest regression model. To best evaluate the feature importance score,
we show the rank of average importance score, its mean and variance. The best
performance in the metric of both MSE (mean square error) average and variance is
attached of the end.
semantic features have predominant advantages in characterizing and quantifying the
ticket resolution quality over the other features.

6.4

Deep Neural Ranking Model

In our preliminary work [ZTZ+ 16], we model automating ticket resolution task as an
information retrieval problem and tackle it from the perspective of finding a similar
ticket summary in historical data, in which we treat each ticket resolution equally.
However, given the triplets {< s1 , r1 , q1 >, < s2 , r2 , q2 >, . . . , < sn , rn , qn >} from

104

section 6.3, we can definitely improve the automating ticket resolution task by considering the quality of resolutions.

6.4.1

Problem formulation

In this section, we view the automating ticket resolution task as text pair ranking
task, which is one of the most popular tasks in the information retrieval (IR) domain.
As shown in Table 6.2, the ticket with the same ticket summary can be resolved
by multiple resolutions with different qualities. In automating ticket resolution, we
expect the model to recommend all the possible resolutions, but with the order in
which high quality resolution ranks first. Therefore, given the triplets {< s1 , r1 , q1 >
, < s2 , r2 , q2 >, . . . , < sn , rn , qn >} from section 6.3, the goal is to build a model that
for ticket summary si generates an optimal ranking score yi for each resolution, s.t.
a relevant resolution with a high quality has a high ranking score.
More formally, the task is to learn a ranking function:
h(w, ψ(si , ri )) → yi
where function ψ(·) maps ¡summary, resolution¿ pairs to a feature vector representation, where each component reflects a certain type of similarity, e.g., lexical,
syntactic, or semantic. The weight vector w is a parameter of the model and is learned
during the training.
There are three common approaches in information retrieval to learn the ranking
function, namely, pointwise, pairwise and listwise [L+ 09].
Pairwise and listwise approaches yield better performance most of the time since
they exploit more information from the ground truth ordering, meanwhile they are
more complicated to implement and take more time to train. In this work, the
training data naturally comes as pointwise, and producing a better representation
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ψ(·) that encodes ticket summary, resolution or even whole ticket is one of our goals.
Hence, we adopt the simple pointwise ranking model and focus more on modeling the
representation for a ticket and its components using deep learning techniques.

6.4.2

Deep Neural Ranking Architecture

In this section, we propose a deep neural ranking model to solve the problem. The
model consists of two sentence model [KGB14] for mapping ticket summary and resolution to their vector representation, respectively. We argue that it plays an important
role in automation of IT service management to derive an efficient representation for
ticket summary and resolution from the ranking model.
In the following sections, we first describe the sentence model for mapping ticket
summary and resolution to their distributed vectors and then describe how they can
be used to learn semantic similarity metric between ticket summary and resolution
for ranking.

Sentence Model
The architecture of our CNN-based model is shown in Fig 6.3. It is inspired by the
CNN model for performing various sentence classifications [KGB14].
Our network is composed of a single embedding layer, two repeated composite
structures and a final fully connected layer that output the distributed representation.
The composite structure consists of one wide convolutional layer followed by a nonlinearity and k-max pooling. The input to the network includes not only the raw
words, but also the raw characters. We will briefly explain the components of our
neural network.
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Embedding Layer
The input to our sentence model is a sentence s treated as a sequence of words
and characters: [w1 , .., w|wl| , e1 , .., e|el| ], where each word and character is drawn from
a word vocabulary V and a character vocabulary E, respectively. Words are represented by distributional vectors w ∈ Rd in a word embeddings matrix W ∈ Rd×|V | .
Characters are represented in a similar way. We set the same dimension for word and
character embedding, and merge two vocabularies into one T = V ∪ E as well as the
embedding matrices W ∈ Rd×|T | . Each input sentence s is represented by a sentence
matrix S ∈ Rd×|t| = [w1 , . . . , w|t| ], where t is the total length of words and characters
in s.
Convolution Layer
Convolutional layer aims to extract interesting patterns of word and character
sequences. Concretely, we harness the one-dimensional convolution operation working
on two vectors s ∈ R|s| and f ∈ Rm (a filter of size m) and taking the convolution
operation in each m-size window of the sentence s to obtain another sequence c:
j+m−1

cj = (s ∗ f )j =

sTj−m+1:j

·f =

X

sk f k

(6.1)

k=j

where each row vector cj ∈ R|s|+m−1 in C results from a convolutional operation
between jth row vector in S and jth row vector in F .
In practice, a set of filters, packed as F ∈ Rn×d×m , that work in parallel are applied
in a deep learning model, producing multiple feature maps C ∈ Rn×d×(|s|+m−1) . To
allow the network learn an appropriate threshold, a bias matrix B ∈ Rn×d is added
to the result the feature maps.
Activation Layer
Following a convolutional layer, activation layer with a rectified function α(·) is
applied elementwise to the input, i.e., the output from convolutional layer.
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Folding Layer
The dependency between different rows is captured by Folding Layer, which sums
up every two rows in a feature map component-wise. For a map of d rows, folding
reduces it into a map of d/2 rows.
Pooling Layer
The output from the convolutional layer (passed through the activation function)
is then passed to the pooling layer, whose goal is to aggregate the information and
reduce the representation. We use dynamic k-max pooling [NH10] to build rich
feature representations of the input.

Architecture for ranking ticket summary and resolution pairs
The partial network architecture introduced in Section 6.4.2 takes a sentence as input and outputs a distributional vector. Applied to a pair of ticket resolution and
summary, it will output two distributional vectors with the same dimension thus, a
similarity score can be computed, which together with the two vectors are concatenated into a single representation, shown in Fig. 6.3.
In the following section, we briefly introduce how the intermediate distributed
representation produced by the sentence model can be used to compute the matching
scores of the ticket summary and resolution pairs.
Representation for ticket summary and resolution pair
Having the output of our sentence model for processing ticket summary and resolution, respectively, the resulting representation vectors xs and xr , can be used to
compute the ticket summary and resolution similarity score as follows:

sim(xs , xr ) = xTs M xr
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(6.2)

Figure 6.3: Ranking model. The character level embedding is not shown for the sake
of saving space.
Where M ∈ Rd×d is a similarity matrix, it acts as a model of noisy channel approach for machine learning, which has been commonly adopted as a scoring model
in information retrieval and question answer [EM03]. It can also be viewed as a
process of learning similarity metric on two vectors drawing from different feature
spaces [K+ 13]. The similarity matrix M is a parameter of the network and is optimized during the training.
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Multilayer Perceptron
The joint vector is then passed through a 3-layer, fully-connected, feed-forward
neural network, which allows rich interactions between a sentence pair from one of
the three components. Finally, a single neuron outputs the score between a query (or
the context) and a reply for a linear regression.

Objective Function
The model is trained to minimize the binary cross-function:

L = − log ΠN
i=1 p(yi |si , ri )
=−

N
X

[yi log ai + (1 − yi ) log(1 − ai )]

(6.3)

i=1

Where yi is the ground truth for instance i while ai is the prediction.
The parameters of the network are optimized with Adadelta [Zei12] with the
gradients computed by back propagation algorithm.

6.4.3

Regularization

To mitigate the overfitting issue we augment the cost function with L2 -norm regularization terms for the parameters of the network. Also, dropout [SHK+ 14] is employed
to prevent feature co-adaptation by setting to zero (dropping out) a portion of hidden
units during the forward phase.

6.4.4

Word Embedding

While our model allows for learning the word embeddings directly for a given task,
we initialize the word matrix parameter W from an unsupervised neural language
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model [PSM14]. Although according to a common experience that a minimal size
of the dataset required for tuning the word embeddings for a given task should be
at least in the order of hundred thousands, and in our case the number of ticket
summary resolution pairs is sufficient, the wide existence of special words in tickets
results in a much larger vocabulary size than in common natural language. We choose
the dimensionality of our word embeddings as well as character embeddings to be 50.
This ends the description of our entire ranking model. In the following, we first
present experiments on training the deep neural model and its performance on automating ticket resolution.

6.5

Automating Ticket Resolution

This section evaluate the proposed deep neural ranking model on automating ticket
resolution against a series of baselines.

6.5.1

Datasets

To keep the consistency of our experiments, we conduct all the experiments on historical tickets from one single ticket account, which consists of a total of 479,079 tickets
with more than 30% labeled. Therefore, the only labeling effort is devoted to train
the resolution quality quantifier. We summarize the usage of dataset in Table 6.5.
System

Training

Validation

Testing

Resolution Quality Quantifier
Ticket Resolution Automation
Ticket Clustering
Ticket Classification

5000
450,000
10,000
20,000

–
20,000
–
–

1000
9,000
2,000
3,000

Table 6.5: Ticket dataset summary.
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6.5.2

Ticket Resolution Automation

Evaluation Metrics
Given the ranking lists based on their resolution quality score for test tickets, we
evaluated the performance in terms of the following metrics: precision@1 (p@1),
mean average precision (MAP) [Zhu04], and normalized discounted cumulative gain
(nDCG) [JK02]. Because the system outputs the best selected resolution, p@1 is
the precision at the 1st position, and should be the most natural way to indicate
the fraction of suitable resolution among the top-1 results retrieved. Besides, we
also provided the top-k ranking list for the test ticket using nDCG and MAP, which
test the potential for a system to provide more than one appropriate resolutions as
candidates. We aimed at selecting as many appropriate responses as possible into the
top-k list and rewarding methods on the top that return suitable replies.

Algorithms for Comparison
Automating ticket resolutions can be tackled from different perspectives, hence this
section mainly focuses on implementing potential competing solutions for automating ticket resolution from different perspectives and proving each one’s effectiveness.
We include several alternative algorithms for comparison. The algorithms can be divided into two big categories, i.e., 1) generation-based methods and 2) retrieval-based
methods.
Generation-based method. For this group of algorithms, the system will generate a response from a given input. Hence, we use beam search [TN03] to enable
them to search for more than one response.
• Statistical Machine Translation (SMT): SMT [RCD11] is a machine translation
paradigm that translates one sentence in the source language to a sentence in the
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target language. If we treat ticket summary and resolution as separate languages, we
can train a translation model to “translate” summary into resolution.
• LSTM-RNN: LSTM-RNN is a Recurrent Neural Network (RNN) using the Long
Short Term Memory (LSTM) architecture. The RNN with LSTM units consists of
memory cells in order to store information for extended periods of time. We first use
an LSTM-RNN to encode the input sequence (ticket summary) to a vector space, and
then use another LSTM-RNN to decode the vector into the output sequence (ticket
resolution) [SVL14].
Retrieval-based method. The approaches within this group of baselines are
based on retrieval systems, which return the best matched candidate resolution out
of the historical ticket data repository given a particular new unresolved ticket.
• Random Shuffle. The method randomly selects replies for each query from
the retrieved resolution list obtained from tickets having closest (Jaccard distance)
ticket summaries as the query. However we only randomize the order of the retrieved
resolution candidates instead of randomly choosing the candidates. The true random
match is too weak to be included as a decent baseline.
• CombinedLDAKNN. This is one approach adopted in our previous work [ZTZ+ 16]
on automating ticket resolution task without demanding any labeling efforts. It first
trains an LDA model on whole historical tickets. For each new ticket, we retrieve the
most relevant resolution, directly applying cosine similarity on the feature vector for
tickets inferred from the trained LDA model.

Results
Overall performance results are shown in Table 6.6. We have some interesting observations. The performance of the generative methods is quite moderate, which concurs
the judgment from [SLL15]. The automatic resolution generators tend to produce
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System
SMT
LSTM-RNN
Random Shuffle
CombinedLDAKNN
Our method

p1
0.421
0.563
0.343
0.482
0.742

MAP nDCG5
0.324
0.459
0.367
0.572
0.273
0.358
0.347
0.484
0.506 0.628

nDCG10
0.501
0.628
0.420
0.536
0.791

Table 6.6: Overall performance comparison. For generative model, we enable beam
search for multiple output result, so that MAP and nDCG scores can be computed.
universal, trivial and ambiguous resolutions, which are likely to resolve a wide range
of tickets, but not specific enough to conduct a meaningful remediation on faulted
servers, i.e., low quality resolutions. This leads to the overwhelming performance of
retrieved methods over generative methods.
When it comes to phrase-based SMT, it is very tricky to segment a large part
of ticket summaries into meaningful words or phrases since they are automatically
generated by machines and can be extremely noisy. In general, generative approaches
using deep learning (LSTM-RNN) outperform those without deep learning techniques
and more advantage can be gained using input with character level order information.
With respect to retrieval-based methods, they attempt to obtain a ranked list of
candidate resolutions, which show great potential to conduct system diagnosis and
resolving with diversity. Among retrieval-based methods, Random shuffle is a lower
bound for all baselines. As we mentioned, it randomizes the order of the retrieved
results. Hence, the result is still promising as the straightforward index approach.
CombinedLDAKNN slightly outperform the SMT approach, which is not surprising.
The trained LDA model enables the algorithm to learn data statistic information,
such as resolution popularity, the correlation between ticket summary and resolution,
which benefits retrieving high relevant resolutions. The performance of deep learning
based algorithms in general overwhelms that of shallow learning-based algorithms.
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6.6

Other Ticket Analysis Applications

Category

Measure
Jaccard
[GBJR08]

Surface
Matching N-word overlap
Similarity [AHS08]
NLCS [II08]

Leacock &
Chodorow
[LC98]
Semantic
Similarity

RES [Res95]

Formula
SJAC (T1 , T2 ) =
Snwo (T1 , T2 ) = tanh(
SN LCS (T1 , T2 ) =

Li’s
measure
[LMB+ 06]
Hybrid
SyMSS
Similarity [OSdCI11]
our method

overlapphrase (T1 ,T2 )
)
n1 +n2
(|LCS(T1 ,T2 )|)2
|T1 |×|T2 |

A and B be sets of words
in two ticket descriptions
A phrasal n-word overlap
Considering the length of
both the shorter and the
longer string

1 ,c2 )
Slch (c1 , c2 ) = − log len(c
2×D

Path-based method using wordnet

Sres (c1 , c2 ) = IC(lcs(c1 , c2 ))

Information
contentbased method
Word2vec
based
word similarity using
wikipedia

Word2vec based
[MSC+ 13]
ISLAM’s measure [II08]

Note
|A∩B|
|A∪B|

Sw2v (w1 , w2 )

SST S (T1 , T2 ) =

P
(δ(1−wf +wf So )+ ρi=1 ρi )×(m+n)
2mn

1 −r2 k
1 ·s2
SSSI (T1 , T2 ) = δ ks1sk·ks
+ (1 − δ) kr
kr1 +r2 k
2k

Ssymss (T1 , T2 ) =

1
n

Pn

i=1

sim(h1i , h2i ) − l × P F

ST icDN N (s1, s2) = cosine(xs1 , xs2 )

Combining string similarity, semantic similarity and common-word order similarity
Considering
semantic
similarity and wordorder similarity
Considering
semantic
and syntactic info
xs is the vector representation for ticket summary s

Table 6.7: The evaluated similarity measures including 3 categories and 10 measures.
The distributed representation for tickets learned in our model capture both string
and semantic similarity, thus we categorize it as hybrid similarity.
In this section, we demonstrate that the vector representation xs for ticket summary and xr for ticket resolution, derived from our sentence model play an important
role in the automation of IT service management, such as ticket clustering and ticket
classification. More specifically, we focus on the vector representation for ticket summary xs since most tasks in the IT service management are accomplished before
resolving tickets. The comprehensive empirical experiments conducted on the real
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world ticket data set (see Table 6.5 for details) illustrate the effectiveness of the
learned vector representation.

6.6.1

Ticket Clustering

In IT service management, ticket clustering is important for optimal ticket dispatching [BBG+ 15] to relevant service teams. The role of similarity metrics is crucial for
any clustering algorithm. In this section, we compare the performance of the clustering based on the ticket’s feature vector with other popular metrics when applied to
the k-means clustering method (which assigns the ticket to the closest group). The
evaluated similarity measures can be classified into three categories: surface matching methods, semantic similarity methods, and hybrid methods (see Table 6.7 for their
formula).
The F 1 scores [AGK+ 12] obtained for evaluating the ticket clustering task over
different measures are illustrated in Table 6.8. To ensure the fairness of comparisons,
the F1 score for each measure was taken as the median from the 10 trials of different testing samples (we used the worst case, the median case, and the best case).
Moreover, the value with the bold font in each column denotes the best value for
that case corresponding to the column. As shown in the table, the hybrid similarity measure performed better than those using the simple similarity measures, the
surface matching similarity measures, and the semantic similarity measures. These
findings provide an optimistic insight for the development of a new similarity measure by incorporating information from additional sources. Meanwhile, we also found
that the semantic similarity measures performed better than the surface matching
similarity measures in most cases. A possible reason could be that most of the words
recognized by the surface matching measure can also be recognized by the semantic similarity measures using a well-known knowledge base. However, the semantic
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similarity measures do not work well for non-English dictionary words because these
words are domain-specific and are still not included in common knowledge bases. This
makes the surface matching similarity measure more relevant to our framework even
though it has a relatively low contribution to the overall similarity. Our proposed
method outperformed all the listed similarity measures, which illustrates its ability
to better capture the string similarity, semantic similarity and word order similarity
simultaneously (even slightly better than SST S ).
Measures
SJAC
Snwo
SN LCS
Slch
Sres
Sw2v
SST S
SSSI
Ssymss
ST icDN N

Worst
0.4318
0.4763
0.5325
0.6823
0.6885
0.7538
0.8048
0.8035
0.8042
0.8103

F1 score
Avg.
0.5677
0.5998
0.6332
0.7427
0.7576
0.8169
0.8553
0.8497
0.8503
0.8595

Best
0.7024
0.7043
0.7221
0.7866
0.7969
0.8693
0.8953
0.8834
0.8885
0.9002

Table 6.8: Comparisons of F1 scores using different similarity measures.

6.6.2

Ticket Classification

The ticket classification is an important step in the automation of ticket assignment
across the processing teams in the IT service management. In this section, we illustrate the efficiency of the ticket summary vector representation xs by applying it to
a hierarchical multi-label classification task [ZZL+ 17].
Let x = (x0 , x1 , ..., xd−1 ) be an instance from the d-dimensional input feature
space χ, and y = (y0 , y1 , ..., yN −1 ) be the N -dimensional output class label vector
where yi ∈ {0, 1}. A multi-label classification assigns a multi-label vector y to a
given instance x, where yi = 1 if x belongs to the ith class, and yi = 0 otherwise.
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The hierarchical multi-label classification is a special type of multi-label classification
when a hierarchical relation H is predefined on all class labels. The hierarchy H can
be a tree, or an arbitrary DAG.

Figure 6.4: The lowest Hamming loss: GLabel gets 0.901 and GLabel+ 0.872; CSSA
gets 0.923 and CSSA+ 0.901.

Figure 6.5: The lowest HMC-Loss: GLabel gets 0.022 and GLabel+ 0.020; CSSA
gets 0.023 and CSSA+ 0.023.

118

Figure 6.6: The lowest H-Loss: GLabel gets 0.022 and GLabel+ 0.021; CSSA gets
0.023 and CSSA+ 0.21.
Evaluation Metrics
In order to illustrate the effectiveness of our model, we introduced several metrics to
evaluate the hierarchical multi-label classification problem including Hamming-loss,
H-loss and HMC-loss [ZZL+ 17].
• Hamming-Loss: calculated by the fraction of the misclassification to the total
number of predictions.
• H-Loss: penalized only the first classification mistake along each prediction path.
• HMC-Loss: weighted the misclassification with the hierarchy information while
avoiding the deficiencies of the H-loss

Algorithms for Comparison
We perform the experiments over the same setup as the previous study [ZZL+ 17],
where GLabel, a hierarchical multi-label classification algorithm, was proposed to classify tickets and has achieved better performance over the state-of-the-arts algorithms.
We compared the performance of two classification algorithms on the original feature
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representation (GLabel and CSSA) and the derived feature representation (GLabel+
and CSSA+). We found that the derived feature representation was efficient.
The performance comparison is shown in Figures 6.4- 6.6. GLabel+ and CSSA+
outperformed their counterparts (GLabel and CSSA) which indicates the effectiveness for our derived feature representation.

6.7

Summary

In this Chapter, we presented the major challenges in ticket resolution, such as quality
quantification of ticket resolutions and consideration of resolution quantification in a
recommendation problem. We defined a deep neural network-based ticket resolution
recommendation framework and evaluated it against a large real-world dataset. The
evaluation demonstrated the effectiveness of the proposed model. Moreover, The distributed representation induced by the network is able to capture semantical relations
of noisy ticket components, and can be applied to relevant fundamental applications
in ticket analysis, such as ticket clustering, ticket classification and so on.
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CHAPTER 7
CONCLUSION AND FUTURE WORK
Intelligent textual understanding for computers can alleviate the human effort
investment, and thereby reduce the risk of human mistakes involved in many repetitive
tasks. Many data mining techniques can be utilized to achieve the goal of various
intelligent textual understanding tasks. After meticulously studying, four research
directions are identified from data mining perspective, with the purpose to intelligent
understanding textual data for computers in the areas of disaster management and
IT service management.
The four research directions are highlighted as below:
1. Intelligent generate a storyline summarizing the evolution of a hurricane from
relevant online corpus.
2. Automatically recommending resolutions according to the symptom description
in a ticket.
3. Gradually adapting the resolution recommendation system for time correlated
features.
4. Efficiently learning distributed representation for text using scalable deep neural
ranking model.
To follow up with work in my dissertation, some future work along the related
directions are provided.
1. We focus on linear storyline in the dissertation, which can be extended to more
complicated evolution structures of different disaster types for storyline generation, such as earthquakes and other man-made disasters.
2. There are several avenues for future research in automating ticket resolution. In
this dissertation, we recommend the resolution directly. However, it is worthy
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investigating and developing intelligent classification techniques to automatically label resolutions [ZLSG14a, CQT+ 13] first, and then recommend the resolution in related categories. Furthermore, it is possible to use an active query
strategy to fully automate resolution recommendations.
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