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ON A PROPERTY OF BERGMAN KERNELS WHEN THE KÄHLER
POTENTIAL IS ANALYTIC
HAMID HEZARI AND HANG XU
Abstract. We provide a simple proof of a result of Rouby-Sjöstrand-Ngoc [RoSjNg18] and Dele-
porte [De2018a], which asserts that if the Kähler potential is real analytic then the Bergman kernel
is an analytic kernel meaning that its amplitude is an analytic symbol and its phase is given by
the polarization of the Kähler potential. This in particular shows that in the analytic case the
Bergman kernel accepts an asymptotic expansion in a fixed neighborhood of the diagonal with an
exponentially small remainder. The proof we provide is based on a linear recursive formula of L.
Charles [Cha03] on the Bergman kernel coefficients which is similar to, but simpler than, the ones
found in [BeBeSj08].
1. Introduction
Let (L, h)→M be a positive Hermitian holomorphic line bundle over a compact complex manifold
of dimension n. The metric h induces the Kähler form ω = −
√−1
2 ∂∂¯ log(h) on M . For k in N,
let H0(M,Lk) denote the space of holomorphic sections of Lk. The Bergman projection is the
orthogonal projection Πk : L
2(M,Lk) → H0(M,Lk) with respect to the natural inner product
induced by the metric hk and the volume form ω
n
n! . The Bergman kernel Kk, a section of L
k ⊗ L¯k,
is the distribution kernel of Πk. Given p ∈ M , let (V, eL) be a local trivialization of L near p. We
write |eL|2h = e−φ and call φ a local Kähler potential. In the frame ekL ⊗ e¯kL, the Bergman kernel
Kk(x, y) is understood as a function on V × V .
In the smooth case, Zelditch [Ze98] and Catlin [Ca99] proved that on the diagonal x = y, the
Bergman kernel accepts a complete asymptotic expansion, as k →∞, of the form
(1.1) Kk(x, x)e
−kφ(x) ∼
(
k
pi
)n(
b0(x, x¯) +
b1(x, x¯)
k
+
b2(x, x¯)
k2
+ · · ·
)
.
Off-diagonal asymptotic expansion was given by Shiffman-Zelditch[ShZe02] and Charles [Cha03].
For the analytic case, Zelditch conjectured [Ze14] that there is an off-diagonal asymptotic expan-
sion for the Bergman kernel in a fixed neighborhood of the diagonal with an exponentially small
remainder term. In particular as a result of this, one has
|Kk(x, y)|hk ∼
(
k
pi
)n
e−
kD(x,y)
2 , as k →∞,
uniformly for all x, y with d(x, y) ≤ δ for some δ > 0. Here, D(x, y) is Calabi’s diastasis function
(see [Cal53]) defined by
(1.2) D(x, y) = φ(x) + φ(y)− ψ(x, y¯)− ψ(y, x¯),
which is controlled from above and below by d2(x, y), i.e. the square of the distance function induced
by the Kähler metric. This conjecture was proved first by [RoSjNg18] and shortly after a different
proof was given by [De2018a].
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The main goal of this paper is to provide a new proof of this result. Roughly speaking, it states
that the Bergman kernel is an analytic kernel in the sense that it can be written as
Kk(x, y) =
(
k
pi
)n
ekψ(x,y¯)b(x, y¯, k),
where ψ(x, y¯) is an analytic phase function and b(x, y¯, k) is an analytic symbol, meaning that
b(x, y¯, k) has an asymptotic expansion (as k →∞) of the form
(1.3) b(x, y¯, k) ∼
∞∑
m=0
bm(x, y¯)
km
,
such that each bm(x, y¯) is holomorphic in a neighborhood of the diagonal x = y and satisfies
|bm(x, y¯)| ≤ Am+1m!,
for some A > 0 independent of m. More precisely, we have:
Theorem 1.1. Assume that the local Kähler potential φ is real analytic in V . Let ψ(x, y¯) be the
holomorphic extension of φ(x) near the diagonal obtained by polarization, i.e., ψ(x, y¯) is holomorphic
in x, anti-holomorphic in y, and ψ(x, x¯) = φ(x). Then there exist an open set U ⊂ V containing
p, an analytic symbol b(x, y¯, k) as in (1.3) defined on U × U , and positive constants δ and C, such
that uniformly for any x, y ∈ U , we have
Kk(x, y) =
(
k
pi
)n
ekψ(x,y¯)
1 + [ kC ]∑
m=1
bm(x, y¯)
km
+ ek(φ(x)2 +φ(y)2 )e−δkO(1).
An equivalent formulation of the above theorem is:
Theorem 1.2. Given the same assumptions and notations as in the above theorem, there exist
positive constants C and δ, and an open set U ⊂ V containing p, such that for all k and N ∈ N,
we have for all x, y ∈ U satisfying d(x, y) ≤ δ,
(1.4) Kk(x, y) =
(
k
pi
)n
ekψ(x,y¯)
(
1 +
N−1∑
m=1
bm(x, y¯)
km
+RN (x, y¯, k)
)
,
where
|RN (x, y¯, k)| ≤ C
NN !
kN
.
A key step in our proof is to show that the holomorphic extensions bm(x, y¯) of the Bergman kernel
coefficients bm(x, x¯) appearing in the on-diagonal expansion (1.1) of Zelditch [Ze98] and Catlin
[Ca99] form an analytic symbol. More precisely, we show that:
Theorem 1.3. Assume the Kähler potential φ is real analytic in some neighborhood V of p. Then,
there exists a neighborhood U ⊂ V of p, such that for any m ∈ N we have
‖bm(x, y¯)‖L∞(U×U) ≤ Am+1m!,
where A is a constant independent of m.
Our proof is based on a linear recursive formula of L. Charles (See [Cha00] and also equation (20)
of [Cha03]) for bm. In our work with Z. Lu [HeLuXu18], we used a linear recursive formula of
[BeBeSj08] and only obtained the bounds of size m!2 for the Bergman coefficients. However the
formula of [Cha00, Cha03] is simpler than [BeBeSj08] as it does not involve any implicit functions
and is very explicit. It is important to point out that another explicit recursive formula for Bergman
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coefficients was provided earlier by M. Engliš (See (3.10) of [En00]) based on the idempotent property
of the Bergman projection (thus the recursive formula of [En00] is quadratic). The works of Loi
[Lo04] and Xu [Xu12] on computation of the Bergman coefficients are based on this recursive formula
of Engliš.
There is a huge literature on Bergman kernels on compact complex manifolds. Before we conclude
the introduction we list some related work that were not cited above. The book of Ma and Marinescu
[MaMa07] contains an introduction to the asymptotic expansion of the Bergman kernel and its
applications. See also the book review [Ze09] for more on the applications of Bergman kernels.
Two original and inspirational papers in the subject are [Fe74, BoSj75]. For on-diagonal and near-
diagonal asymptotic expansions see [Ze98, Ca99, DaLiMa06, LuSh15, MaMa13, HeKeSeXu16]. For
computations of the coefficients see [Lu00, En00, LuTi04, Lo04, Xu12, HeLuXu18]. Off-diagonal
decay properties are studied in [De98, MaMa15, Ch03, Ch13a, Ch13b, HeXu18, Ze16]. For the
constant curvature case, which is a special case of analytic potentials, see [Ber08, Liu10, HeLuXu18,
De2018b]. Some applications of the Bergman kernel, and of the closely related Szegö kernel, can be
found in [Do01, BlShZe00, ShZe02, YuZh16]. For Bergman kernels in the more general setting of
symplectic manifolds see [ShZe02, MaMa08].
2. The local reproducing property of Bergman kernel
Throughout this paper, we assume that φ is real analytic in a small open neighborhood V ⊂M of
a given point p. Let Bn(0, r) be the ball of radius r in Cn. We identify p with 0 ∈ Cn and V with
the ball Bn(0, 3) ⊂ Cn and denote U = Bn(0, 1). Let eL be a local holomorphic frame of L over V
as introduced in the introduction. For each positive integer k, we denote Hkφ(V ) to be the inner
product space of L2-holomorphic functions on U with respect to
(u, v)kφ =
∫
V
uv¯ e−kφdV,
where dV = ω
n
n! is the natural volume form induced by the Kähler form ω =
√−1
2 ∂∂¯φ. So the norm
of u ∈ Hkφ(V ) is given by
‖u‖2kφ =
∫
V
|u|2e−kφdV.
Since φ(x) is analytic in V = Bn(0, 3), without the loss of generality we assume that the radius
of convergence of it power series in terms of x and x¯ is 3. By replacing φ(x) by φ(x) − φ(0), we
can assume that φ(0) = 0. We then denote ψ(x, z) to be the holomorphic extension of φ(x) by
replacing x¯ with z. This procedure is called polarization. One can easily verify that ψ(x, z) satisfies
the formal definition of holomorphic extension, namely
• ψ(x, z) is holomorphic in Bn(0, 3) ×Bn(0, 3).
• ψ(x, x¯) = φ(x).
Moreover, since φ(x) is real-valued, we have ψ(x, z) = ψ(z¯, x¯).
Given x ∈ U = Bn(0, 1), let χx be a smooth cut-off function such that
χx(z) =
{
1 z ∈ Bn(x, 12)
0 z /∈ Bn(x, 34).
.
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We denote the off-diagonal asymptotic expansion up to order N by
K
(N)
k (x, y) =
(
k
pi
)n
ekψ(x,y¯)
(
1 + b1(x, y¯) +
b2(x, y¯)
k2
+ · · ·+ bN (x, y¯)
kN
)
,(2.1)
where bm(x, z) are the holomorphic extensions of bm(x, x¯) in (1.1). [BeBeSj08] (see Proposition 2.5)
proves that K
(N)
k (x, y) is a local Bergman kernel mod O
(
kn−N−1
)
in the following sense.
Proposition 2.1. For any holomorphic function u ∈ Hkφ(V ), we have that for any x ∈ U ,
u(x) =
∫
V
χx(y)u(y)K
(N)
k (x, y)e
−kφ(y)dVy +O
(
kn−N−1
)
ekφ(x)/2‖u‖kφ(2.2)
As we shall see, this local reproducing property is a key in obtaining a proof of Charles’s recursive
formula.
Remark 2.2. In fact, [BeBeSj08] (see Proposition 2.7) proves the above proposition for general
smooth Kähler metrics. For the general case, ψ(x, z) is any almost holomorphic extension of the
Kähler potential φ. That is, D(x¯,z¯)ψ(x, z) vanishes to infinite order when z = x¯, and ψ(x, x¯) = φ(x).
Each bm(x, z) is an almost holomorphic extension of bm(x, x¯).
3. The recursive formula of Charles
In this section, our main goal is to prove the following recursive formula of L. Charles [Cha03] on the
Bergman kernel coefficients bm. This formula is simpler than the formulas in [BeBeSj08] because it
does not contain any implicit functions obtained from change of coordinates.
Theorem 3.1. For any w ∈ U , the Bergman kernel coefficient bm satisfies
(3.1) bm(w, w¯) = − 1
v(w, w¯)
m∑
j=1
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∆ν (Sµwbm−j(w, y¯)v(y, y¯))
∣∣∣
y=w
.
Here ∆ =
∑
gij¯(w)∂yi∂yj is the Laplace operator whose coefficients are frozen at w, Sw is the defined
by
(3.2) Sw(z) =
∑
|α|≥1,|β|≥1,|α+β|≥3
DαzD
β
z¯ φ(w)
α!β!
(z − w)α(z − w)β,
and v = det(gij¯) is the determinant of the Kähler metric.
Proof of Theorem 3.1. By the explicit expression of the asymptotic expansion (2.1), we can rewrite
the local reproducing property (2.2) into:
(3.3) u(x) =
(
k
pi
)n ∫
V
χx(y)u(y)e
k(ψ(x,y¯)−φ(y))B(N)(x, y¯)dVy +O(kn−N−1)ekφ(x)/2‖u‖kφ,
where
B(N)(x, y¯) := 1 +
b1(x, y¯)
k
+ · · ·+ bN (x, y¯)
kN
.
For any w ∈ Bn(0, 1), we can write the Taylor expansion of φ at w as
φ(z) =
∑
α,β≥0
DαzD
β
z¯ φ(w)
α!β!
(z − w)α(z −w)β , for any z ∈ Bn(w, 1).
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Let f(z) be the holomorphic part (up to a constant) of this Taylor expansion.
f(z) =
∑
α≥0
Dαz φ(w)
α!
(z − w)α − φ(w)
2
.
Then we define a new Kähler potential φ˜w as
(3.4) φ˜w(z) = φ(z) − f(z)− f(z) =
∑
|α|,|β|≥1
DαzD
β
z¯ φ(w)
α!β!
(z − w)α(z −w)β.
Clearly, φ˜w satisfies
φ˜w(z) =
n∑
i,j=1
φij¯(w)(zi − wi)(zj − wj) +O(|z − w|3).(3.5)
What’s more, the holomorphic extension of φ˜w satisfies
ψ˜w(y, z¯) = ψ(y, z¯)− f(y)− f(z).
Since the local reproducing property (3.3) holds for any homomorphic function u ∈ Hkφ(V ), we can
replace u(y) by u(y)ek(f(y)−f(x)) and obtain
u(x) =
(
k
pi
)n ∫
V
χx(y)u(y)e
k(ψ˜w(x,y¯)−φ˜w(y))B(N)(x, y¯)dVy +O(kn−N−1)ekφ˜w(x)/2‖u‖kφ˜w .
In particular, if we take x = w, then ψ˜w(w, y¯) = 0 by (3.4) and we have
u(w) =
(
k
pi
)n ∫
V
χw(y)u(y)e
−kφ˜w(y)B(N)(w, y¯)dVy +O(kn−N−1)‖u‖kφ˜w .(3.6)
We shall now focus on the integral
I(k) =
∫
V
χw(y)u(y)e
−kφ˜w(y)B(N)(w, y¯)dVy.
We first note that
dVy = det
(
φij¯(y)
)
dVE,y := v(y, y¯)dVE,y,
where dVE be the standard Euclidean volume form. Thus the integral I(k) writes into
I(k) =
∫
Cn
χw(y)u(y)e
−kφ˜w(y)B(N)(w, y¯)v(y, y¯)dVE,y.
By (3.5) and after shrinking the size of the neighborhood V if necessary, it follows immediately that
the phase function φ˜w satisfies
(i) φ˜w(w) = 0 and φ˜w(y) > 0 for any y ∈ Bn(w, 1) \ {w} ;
(ii) φ˜w(y) has a unique critical point y = w in B
n(w, 1).
To prepare for the stationary phase lemma, we first need to study the determinant of the real
Hessian matrix of φ˜w.
Lemma 3.2. Given an opens set U ⊂ Cn and a point p ∈ U . Let h : U → R be a smooth real-valued
function such that at some p ∈ U , ∂zi∂zjh(p) = ∂zi∂zjh(p) = 0 for any 1 ≤ i, j ≤ n. If we denote
the real and complex Hessian matrices of h by HessR(h) and HessC(h) respectively, then
(3.7) det (HessR(h)) (p) = 4
n |det (HessC(h))|2 (p).
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Proof. For each 1 ≤ i ≤ n, we write zi = xi +
√−1yi for xi, yi ∈ R. Let Dx = (Dx1 ,Dx2 , · · · ,Dxn)
be the gradient vector and let D⊺x be its transpose. We use similar notations for Dy, Dz and Dz¯.
Then it follows immediately that(
D⊺x
D⊺y
)
=
(
In In√−1In −
√−1In
)(
D⊺z
D⊺z¯
)
:= P
(
D⊺z
D⊺z¯
)
,(3.8)
and
(Dx,Dy) = (Dz,Dz¯)P
⊺.
If we take the matrix multiplication of the above two identities, then we obtain
HessR(h) = PBP
⊺.(3.9)
where B is a (2n)× (2n) matrix defined by
B =
((
hzizj
)
1≤i,j≤n
(
hzizj
)
1≤i,j≤n(
hzizj
)
1≤i,j≤n
(
hzizj
)
1≤i,j≤n
)
.
By taking the determinant and evaluating it at p, we have
det (HessR(h)) (p) = det (B) det (P )
2 = 4n |det (HessC(h))|2 (p).

By applying the Lemma 3.2 to the phase function h = φ˜w and using (3.5), we have
(iii) det
(
HessR(φ˜w)
)
(w) = 4n |det (φzz¯(w))|2 > 0.
Since the phase function φ˜w satisfies properties (i), (ii) and (iii), we can apply the stationary phase
lemma (see Theorem 7.7.5 in [Hor03]) to the integral I(k). Therefore,
I(k) =
(
det
(
kHessR(φ˜w)/2pi
))− 1
2
N∑
j=0
1
kj
Lj
(
χw(y)u(y)B
(N)(w, y¯)v(y, y¯)
) ∣∣∣
y=w
+O
(
1
kN+1
)
‖u‖C2N+2 .
Here Lj is a differential operators of order 2j acting on a smooth function g(y) at w, by
(3.10)
Lj(g(y)) =
∑
ν−µ=j
∑
2ν≥3µ
2−ν(−1)µ 1
µ!ν!
〈
HessR(φ˜w)
−1
∣∣∣
w
(DRe y,DIm y) , (DRe y,DIm y)
〉ν
(Sµwg) (w),
where the function Sw is
Sw(y, y¯) =φ˜w(y)− 1
2
〈
HessR φ˜w(w) · (Re y, Im y) , (Re y, Im y)
〉
=φ˜w(y)−
n∑
i,j=1
φij¯(w)(yi − wi)(yj − wj).
Let us simplify the above expression for I(k). First, note that the quadratic differential operator in
Lj is simply a multiple of the (complex) Laplace operator ∆ =
∑
gij¯(w)∂yi∂y¯j whose coefficients
are frozen at w.
Lemma 3.3.
(3.11)
〈
HessR(φ˜w)
−1∣∣
w
(DRe y,DIm y) , (DRe y,DIm y)
〉
= 2∆.
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Proof. Recall the relation between the real and complex Hessian matrices (3.9) and the matrix P
in (3.8). Here we have
HessR(φ˜w)(w) = P
(
0
(
φij¯(w)
)
1≤i,j≤n(
φi¯j(w)
)
1≤i.j≤n 0
)
P ⊺.
Therefore, by the change of coordinates as in (3.8), we have〈
HessR(φ˜w)
−1∣∣
w
(DRe y,DIm y) , (DRe y,DIm y)
〉
=(Dy,Dy¯)P
⊺HessR(φ˜w)
−1∣∣
w
P (Dy,Dy¯)
⊺
=(Dy,Dy¯)
(
0
(
φij¯(w)
)(
φi¯j(w)
)
0
)−1
(Dy,Dy¯)
⊺
=2
∑
gij¯(w)∂i∂j¯ .
The last equality follows from the fact that φ is a local Kähler potential. 
Second, by (3.7) we can simplify the determinant in I(k):
det
(
kHessR(φ˜w)/2pi
)
=
(
k
pi
)2n
|detφzz¯(w)|2 =
(
k
pi
)2n
v2(y, y¯).
So we can rewrite I(k) as
I(k) =
(pi
k
)n
v−1
N∑
j=0
1
kj
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∆ν
(
Sµwχw(y)u(y)B
(N)(w, y¯)v(y, y¯)
) ∣∣∣
y=w
+O(k−N−1) ‖u‖C2N+2
=
(pi
k
)n
v−1
N∑
m=0
∑
i+j=m
1
km
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∆ν (Sµwχw(y)u(y)bi(w, y¯)v(y, y¯))
∣∣∣
y=w
+O(k−N−1) ‖u‖C2N+2 .
We plug this back into (3.6) and obtain
u(w) = v−1
N∑
m=0
∑
i+j=m
1
km
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∆ν (Sµwχw(y)u(y)bi(w, y¯)v(y, y¯))
∣∣∣
y=w
+O(kn−N−1)
(
‖u‖C2N+2 + ‖u‖kφ˜w
)
.
By comparing the coefficients of k−m, we have that for any m ≥ 1,
0 =
∑
i+j=m
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∆ν (Sµwχw(y)u(y)bi(w, y¯)v(y, y¯))
∣∣∣
y=w
Since this identity works for any holomorphic function u ∈ Hkφ(V ), for each m the coefficient of
u(w) on the right side vanishes. Therefore, for any m ≥ 1,
0 =
∑
i+j=m
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∆ν (Sµwbi(w, y¯)v(y, y¯))
∣∣∣
y=w
.
Note that the term bm only shows up when i = m and j = 0. After moving bm to the other side we
obtain the recursive formula:
bm(w, w¯) = −1
v
m∑
j=1
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∆ν (Sµwbm−j(w, y¯)v(y, y¯))
∣∣∣
y=w
.

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Remark 3.4. The recursive formula (3.1) in fact holds for the case of smooth Kähler potentials,
if Sw is understood as a smooth function with the prescribed Taylor series at w as in (3.2) and
bm−j(w, y¯) in (3.1) is any almost holomorphic extension of bm−j(w, w¯). The proof in the smooth
case follows in a similar way as the case of real analytic Kähler potential and we only point out
the difference here. When φ is a smooth Kähler potential on V , we can still write out the Taylor
expansion of φ at w ∈ Bn(0, 1).
φ(z) ∼
∑
α,β≥0
DαzD
β
z¯ φ(w)
α!β!
(z − w)α(z −w)β , for any z ∈ Bn(w, 1).
For a given integer M ≥ 2, we can define the up to order M holomorphic part in the Taylor
expansion.
f (M)(z) =
∑
0≤|α|≤M
Dαz φ(w)
α!
(z − w)α − φ(w)
2
.
And further define a Kähler potential φ˜
(M)
w as
φ˜(M)w = φ(z) − f (M)(z)− f (M)(z).
As mentioned in Remark 2.2, the results in Section 2 are valid for general smooth Kähler potentials,
when ψ(x, z) and bj(x, z) are modified to be certain almost holomorphic extension of φ(x) and
bj(x, x¯). Therefore, we can perform the same computations as in the real analytic case and obtain
(3.12) bm(w, w¯) = −1
v
m∑
j=1
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∆ν
(
(S(M)w )
µbm−j(w, y¯)v(y, y¯)
) ∣∣∣
y=w
,
where
S(M)w (y, y¯) = φ˜
(M)
w (y)−
n∑
i,j=1
φij¯(w)(yi − wi)(yj − wj).
Note that (3.12) holds for any N ≥ 2 and the right hand side actually only depends on derivatives
of S
(N)
w and bm−j up to finite order at (w, w¯). So we have the desired result for the smooth case.
4. Estimates on Bergman Kernel Coefficients
As before, we assume the Kähler metric is analytic in the neighborhood V = Bn(0, 3). We will
estimate the growth rate of the Bergman kernel coefficients bm(x, z) as m→∞ for x, z in the open
set U = Bn(0, 1). Our goal is to prove Theorem 1.3.
The key ingredient for the proof is the recursive formula (3.1). We will break the proof of Theorem
1.3 into two steps. The first step is to derive from the recursive formula (3.1), a recursive inequality
on |DγwDδw¯bm(w, w¯)| for any multi-index γ, δ ∈ (Z≥0)n and a given w ∈ U . The second step is to
estimate |DγwDδw¯bm(w, w¯)| by induction.
In the following, we will use Greek letters α, β, γ · · · , or a Greek letter with a lower index α1, α2, · · ·
to denote multi-indices in (Z≥0)n. On the other hand, we will use upper index to denote the different
components in a multi-index, such as α = (α1, α2, · · · , αn) or α1 = (α11, α21, · · · , αn1 ). We also use
the following standard notations for multi-indicies.
• 1 = (1, 1, · · · , 1).
• |α| = α1 + α2 + · · ·+ αn.
• α ≤ β if α1 ≤ β1, α2 ≤ β2, · · · , αn ≤ βn.
• α < β if α ≤ β and α 6= β.
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• (αβ) = (α1β1)(α2β2) · · · (αnβn).
• α! = α1!α2! · · ·αn!.
• ( αα1,α2,··· ,αk) = α!α1!α2!···αk ! for multi-indices α1, α2, · · · , αk and α such that α = α1 + α2 +· · ·+ αk.
• Dαy = Dα
1
y1 D
α2
y2 · · ·Dα
n
yn .
Lemma 4.1. Suppose φ is real analytic in some neighborhood V of p. Then there exist some
positive constant C and an open set U ⊂ V containing p, such that for any non-negative integer m,
multi-indices γ, δ ≥ 0 and any w ∈ V , we have∣∣DγwDδw¯bm∣∣
γ!δ!
≤
m∑
j=1
3j∑
ν=j
j!
∑
γ4≤γ,δ4≤δ
C |γ+δ|−|γ4+δ4|+j
∑
|α|=|β|=ν
∑
β2≤β
|β2|≤j
∣∣∣Dγ4w Dβ2+δ4w¯ bm−j∣∣∣
γ4!β2!δ4!
.(4.1)
Proof. We first work on the expression ∆ν (Sµwbm−j(w, y¯)v(y, y¯))
∣∣∣
y=w
in the recursive formula (3.1).
We expand the operator ∆ν and obtain
∆ν =
∑
i,j
gij¯(w)∂i∂j¯
ν = ∑
1≤i1,j1,i2,j2,··· ,iν ,jν≤n
gi1 j¯1gi2 j¯2 · · · giν j¯ν∂i1∂i2 · · · ∂iν∂j¯1∂j¯2 · · · ∂j¯ν
=
∑
|α|=|β|=ν
∑
ei1+ei2+···+eiv=α,
ej1+ej2+···+ejv=β
gi1 j¯1gi2 j¯2 · · · giν j¯νDαyDβy¯ ,
where {ej}nj=1 are the standard basis vectors in Rn. For simplicity, we will denote
I = (i1, i2, · · · , iν), J = (j1, j2, · · · , jν),
and
gIJ¯ = gi1 j¯1gi2 j¯2 · · · giν j¯ν .
For any multi-index α ∈ (Z≥0)n and non-negative integer ν, we define the set
Aαβν =
{
(I, J) :
ei1 + ei2 + · · ·+ eiv = α
ej1 + ej2 + · · ·+ ejv = β
}
.
Clearly, since 1 ≤ ik, jk ≤ n for every k, the sizes of these sets satisfy
(4.2) #Aαβν ≤ n2ν .
In terms of these new notations, ∆ν writes into:
∆ν =
∑
|α|=|β|=ν
∑
Aαβν
gIJ¯DαyD
β
y¯ .
Since bm−j(w, y¯) is antiholomorphic in y,
∆ν (Sµwbm−j(w, y¯)v(y, y¯))
∣∣∣
y=w
=
∑
|α|=|β|=ν
∑
Aαβν
gIJ¯
∑
β1+β2=β
(
β
β1, β2
)
DαyD
β1
y¯ (S
µ
wv)D
β2
y¯ bm−j(w, w¯).
Substituting the above equation into the recursive formula (3.1), we obtain
bm = −1
v
m∑
j=1
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∑
|α|=|β|=ν
∑
Aαβν
gIJ¯
∑
β1+β2=β
(
β
β1, β2
)
DαyD
β1
y¯ (S
µ
wv)D
β2
y¯ bm−j .
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Note that all the holomorphic derivatives of Sw vanish at w by (3.2). Thus, unless D
α
yD
β1
y¯ (S
µ
wv) = 0,
we actually have |β1| ≥ µ, whence
(4.3) |β2| = |β| − |β1| ≤ ν − µ = j.
If we apply DγwDδw¯ on both sides and obtain a recursive formula for the derivatives of bm(w, w¯) as
follows.
DγwD
δ
w¯bm = −
m∑
j=1
∑
ν−µ=j
∑
2ν≥3µ
(−1)µ 1
µ!ν!
∑
γ1+γ2+γ3+γ4=γ
δ1+δ2+δ3+δ4=δ
(
γ
γ1, γ2, γ3, γ4
)(
δ
δ1, δ2, δ3, δ4
)
Dγ1w D
δ1
w¯
(
1
v
)
·
∑
|α|=|β|=ν
∑
Aαβν
Dγ2w D
δ2
w¯ g
IJ¯
∑
β1+β2=β
(
β
β1, β2
)
Dγ3w D
δ3
w¯D
α
yD
β1
y¯ (S
µ
wv)D
γ4
w D
β2+δ4
w¯ bm−j ,
(4.4)
where Dγ3w D
δ3
w¯D
α
yD
β1
y¯ (S
µ
wv) = D
γ3
w D
δ3
w¯
(
DαyD
β1
y¯ (S
µ
wv) (w, w¯)
)
.
We need the following two lemmas to estimate some factors in the above recursive formula.
Lemma 4.2. There exists a positive constant C such that for any multi-indices α, β ≥ 0 and any
w ∈ Bn(0, 1), we have ∣∣∣∣DαwDβw¯ (1v
)
(w, w¯)
∣∣∣∣ ≤ C |α+β|+1α!β!,∣∣∣DαwDβw¯gIJ¯(w)∣∣∣ ≤ C |α+β|+να!β!.
Proof. In this proof, we will use C to denote a constant which only depends on the dimension n
and the Kähler potential φ on V = Bn(0, 3). The first inequality follows directly from the fact
that v = det
(
φij¯
)
is positive and real analytic on Bn(0, 3). Similarly, for any 1 ≤ i, j ≤ n and any
w ∈ Bn(0, 1), we also have
(4.5)
∣∣∣DαwDβw¯ (gij¯) (w)∣∣∣ ≤ C |α+β|+1α!β!.
To prove the second inequality, we recall the notion of majorant.
Definition 4.3 (Majorant). Suppose f(x), g(x) are two smooth functions defined nearby x = w ∈
C
n. We say that g is a majorant of f at w, denoted as f <<w g, if for any multi-indices α, β ≥ 0,
we have ∣∣∣DαxDβx¯f(w)∣∣∣ ≤ DαxDβx¯g(w).
Using the notion of majorant, (4.5) means that for any 1 ≤ i, j ≤ n and any w ∈ Bn(0, 1), we have
gij¯(y) <<w
C∏n
k=1(1− C(yk − wk))(1 − C(yk − wk))
.
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Clearly, by taking products, we have
gIJ¯ = gi1 j¯1gi2 j¯2 · · · giν j¯ν
<<w
Cν∏n
k=1(1−C(yk − wk))ν(1− C(yk − wk))ν
= Cν
n∏
k=1
(
1 +
(
ν
1
)
C(yk −wk) +
(
ν + 1
2
)
C2(yk − wk)2 + · · ·
)
·
(
1 +
(
ν
1
)
C(yk − wk) +
(
ν + 1
2
)
C2(yk − wk)2 + · · ·
)
.
Therefore, ∣∣∣DαyDβy¯ gIJ¯(w)∣∣∣ ≤ Cν+|α+β|((ν − 1)1+ αα
)(
(ν − 1)1+ β
β
)
,
where 1 = (1, 1, · · · , 1) ∈ Rn. The second inequality follows by the fact that for any index α,(
(ν − 1)1+ α
α
)
≤ 2νn+|α|.

Lemma 4.4. There exists a positive constant C such that for any multi-indices α, β, γ, δ ≥ 0 and
any w ∈ Bn(0, 1), we have∣∣∣DγwDδw¯ (DαyDβy¯ (Sµwv) (w, w¯))∣∣∣ (w, w¯) ≤ C |α+β+γ+δ|+µ+1α!β!γ!δ!.
Proof. By a straightforward computation, we have
DαyD
β
y¯S
µ
w(w, w¯) =
∑
α1+α2+···+αµ=α
β1+β2+···+βµ=β
(
α
α1, α2, · · · , αµ
)(
β
β1, β2, · · · , βµ
) µ∏
k=1
Dαky D
βk
y¯ Sw(w, w¯).
Recall that Sw(y) defined in (3.2) contains no purely holomorphic or purely antihomomorphic terms
in its Taylor series at w and vanishes of third order at w. If we define
Bαβµ =
{αj}µj=1, {βj}µj=1 :
α1 + α2 + · · · + αµ = α,
β1 + β2 + · · ·+ βµ = β,
|αj | > 0, |βj | > 0, |αj + βj | ≥ 3
 ,
then
DαyD
β
y¯S
µ
w(w, w¯) =
∑
Bαβµ
(
α
α1, α2, · · · , αµ
)(
β
β1, β2, · · · , βµ
) µ∏
k=1
Dαky D
βk
y¯ φ(w).
By taking more derivatives, we have
DγwD
δ
w¯
(
DαyD
β
y¯S
µ
w(w, w¯)
)
=
∑
Cγδµ
∑
Bαβµ
(
γ
γ1 · · · γµ
)(
δ
δ1 · · · δµ
)(
α
α1 · · ·αµ
)(
β
β1 · · · βµ
) µ∏
k=1
Dαk+γky D
βk+δk
y¯ φ(w),
where
Cγδµ =
{
{γj}µj=1, {δj}µj=1 :
γ1 + γ2 + · · ·+ γµ = γ,
δ1 + δ2 + · · ·+ δµ = δ
}
,
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Since φ is real analytic on Bn(0, 3), there exists C > 0, such that for any α, β, γ, δ and any w ∈
Bn(0, 1), we have∣∣∣DγwDδw¯ (DαyDβy¯Sµw(w, w¯))∣∣∣
≤
∑
Cγδµ
∑
Bαβµ
(
γ
γ1 · · · γµ
)(
δ
δ1 · · · δµ
)(
α
α1 · · ·αµ
)(
β
β1 · · · βµ
)
C |α+β+γ+δ|+µ
µ∏
k=1
(αk + γk)!(βk + δk)!
≤ C |α+β+γ+δ|+µα!β!γ!δ!
∑
Cγδµ
∑
Bαβµ
2|α+β+γ+δ|.
The second inequality follows from the following elementary facts(
αk + γk
αk, γk
)
≤ 2|αk+γk|,
(
βk + δk
βk, δk
)
≤ 2|βk+δk|.
We can estimate the size of the set Bαβµ as:
#Bαβµ ≤ #Cαβµ ≤
(
α+ (µ − 1)1
(µ − 1)1
)(
β + (µ − 1)1
(µ− 1)1
)
≤ 2|α+β|+2nµ.
Therefore, ∣∣∣DγwDδw¯ (DαyDβy¯Sµw(w, w¯))∣∣∣ ≤ 2(4n+1)µ(4C)|α+β+γ+δ|α!β!γ!δ!.
The lemma follows by noting v is real analytic in Bn(0, 3). 
Now we apply Lemma 4.2, Lemma 4.4 and (4.3) to the recursive formula (4.4) on derivatives of
bm(w, w¯) and obtain that∣∣∣DγwDδw¯bm∣∣∣ ≤ m∑
j=1
∑
ν−µ=j
∑
2ν≥3µ
1
µ!ν!
∑
γ1+γ2+γ3+γ4=γ
δ1+δ2+δ3+δ4=δ
(
γ
γ1, γ2, γ3, γ4
)(
δ
δ1, δ2, δ3, δ4
)
C |γ1+δ1|+1γ1!δ1!
∑
|α|=|β|=ν
∑
Aαβν
C |γ2+δ2|+νγ2!δ2!
∑
β1+β2=β
|β2|≤j
(
β
β1, β2
)
C |γ3+δ3+α+β1|+µ+1α!β1!γ3!δ3!
∣∣∣Dγ4w Dβ2+δ4w¯ bm−j∣∣∣ .
After simplification, we have∣∣DγwDδw¯bm∣∣
γ!δ!
≤
m∑
j=1
∑
ν−µ=j
∑
2ν≥3µ
ν!
µ!
∑
γ1+γ2+γ3+γ4=γ
δ1+δ2+δ3+δ4=δ
C |γ+δ|−|γ4+δ4|+µ+3ν+2
∑
|α|=|β|=ν
∑
Aαβν
∑
β1+β2=β
|β2|≤j
∣∣∣Dγ4w Dβ2+δ4w¯ bm−j∣∣∣
γ4!β2!δ4!
.
By using the fact ν!/µ! ≤ 2νj! and the upper bound (4.2) on the size of Aαβµ, after renaming the
constant 2nC5 to C, we obtain∣∣DγwDδw¯bm∣∣
γ!δ!
≤
m∑
j=1
3j∑
ν=j
j!
∑
γ1+γ2+γ3+γ4=γ
δ1+δ2+δ3+δ4=δ
C |γ+δ|−|γ4+δ4|+ν
∑
|α|=|β|=ν
∑
β1+β2=β
|β2|≤j
∣∣∣Dγ4w Dβ2+δ4w¯ bm−j∣∣∣
γ4!β2!δ4!
.
Since for a given index γ4 ≤ γ,
#{(γ1, γ2, γ3) : γ1 + γ2 + γ3 = γ − γ4} =
(
γ − γ4 + 2 · 1
2 · 1
)
≤ 2|γ−γ4|+2n,
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the above recursive inequality can be further simplified into:∣∣DγwDδw¯bm∣∣
γ!δ!
≤
m∑
j=1
3j∑
ν=j
j!
∑
γ4≤γ,δ4≤δ
(2C)|γ+δ|−|γ4+δ4|+3j+4n
∑
|α|=|β|=ν
∑
β2≤β
|β2|≤j
∣∣∣Dγ4w Dβ2+δ4w¯ bm−j∣∣∣
γ4!β2!δ4!
.
The result follows by renaming (2C)4n+3 to C. 
Next we use this lemma to prove Theorem 1.3.
4.1. Proof of Theorem 1.3. We will argue by induction on m and prove that for any integer
m ≥ 0, any multi-indices γ, δ ≥ 0 and any w ∈ U = Bn(0, 1),
(4.6)
∣∣∣DγwDδw¯bm(w, w¯)∣∣∣ ≤ (m+ |δ||δ|
)
Mm(2C)|γ+δ|γ!δ!m!,
where C is the same constant which appears on the right hand side of (4.1) and M is a bigger
constant to be selected later. Note that the estimates of Theorem 1.3 follow easily from (4.6) after
writing the Taylor series of bm(x, y¯) on the diagonal y = x and noting that by (4.6) we have∣∣∣DγwDδw¯bm(w, w¯)∣∣∣ ≤ C ′|γ|+|δ|+mγ!δ!m!,
where C ′ = 4MC. This in particular shows that the holomorphic extensions bm(x, y¯) exist on a
uniform neighborhood of the diagonal y = x whose size is controlled by C ′ which is independent of
m.
Obviously (4.6) holds for m = 0 and any γ, δ ≥ 0, since b0 = 1 on U . Assume that (4.6) holds up
to m− 1 and we proceed to m. By (4.1), we have∣∣DγwDδw¯bm∣∣
(2C)|γ+δ|Mmγ!δ!
≤
m∑
j=1
3j∑
ν=j
j!
∑
γ4≤γ,δ4≤δ
2−|γ+δ|+|γ4+δ4|(2C2/M)j
·
∑
|α|=|β|=ν
∑
β2≤β
|β2|≤j
(
m− j + |β2 + δ4|
|β2 + δ4|
)(
β2 + δ4
β2
)
(m− j)!.
(4.7)
We have the combinatorial inequality(
β2 + δ4
β2
)
≤
(|β2 + δ4|
|β2|
)
,
and the combinatorial identity(
m− j + |β2 + δ4|
|β2 + δ4|
)(|β2 + δ4|
|β2|
)
=
(
m− j + |β2 + δ4|
|δ4|
)(
m− j + |β2|
|β2|
)
.
Observe that, since |β2| ≤ j and |δ4| ≤ |δ|, we have(
m− j + |β2 + δ4|
|β2 + δ4|
)(|β2 + δ4|
|β2|
)
≤
(
m+ |δ|
|δ|
)(
m
j
)
.
Plugging this into (4.7), we obtain∣∣DγwDδw¯bm∣∣
(2C)|γ+δ|Mmγ!δ!
≤
(
m+ |δ|
|δ|
)
m!
m∑
j=1
3j∑
ν=j
∑
γ4≤γ,δ4≤δ
2−|γ+δ|+|γ4+δ4|(2C2/M)j
∑
|α|=|β|=ν
#{β2 : β2 ≤ β}.
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Clearly, ∑
|α|=|β|=ν
#{β2 : β2 ≤ β} ≤
∑
|α|=|β|=ν
2|β| =
(
ν + n− 1
n− 1
)2
2ν ≤ 23ν+2n−2.
It follows that∣∣DγwDδw¯bm∣∣
(2C)|γ+δ|Mmγ!δ!
≤
(
m+ |δ|
|δ|
)
m!
m∑
j=1
(2C2/M)j
3j∑
ν=j
23ν+2n−2
∑
γ4≤γ
2−|γ|+|γ4|
∑
δ4≤δ
2−|δ|+|δ4|
≤
(
m+ |δ|
|δ|
)
m!
m∑
j=1
(2C2/M)j
3j∑
ν=j
23ν+4n−2
≤
(
m+ |δ|
|δ|
)
m!24n
m∑
j=1
(210C2/M)j .
By letting M = 24n+11C2, we have 24n
∑m
j=1(2
10C2/M)j ≤ 1 and∣∣∣DγwDδw¯bm∣∣∣ ≤ (m+ |δ||δ|
)
m!(2C)|γ+δ|Mmγ!δ!.
Therefore the induction is concluded.
4.2. Proof of Theorems 1.1 and 1.2. The proofs follow from Theorem 1.3 in a non-trivial way.
However these conclusions have already been carried out in [HeLuXu18] (Remark 1.7).
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