Introduction.-Supercooling a liquid to form a glass and crunching grains until they jam both lead to solids that are amorphous. Because the two protocols are far out of equilibrium, however, their end products need not have much in common. Twenty years ago, Liu and Nagel nonetheless postulated the existence of a deep connection between them [1] , and a formal relationship has recently been uncovered for certain models [2] . At the crux of the latter lies the Gardner transition [3, 4] , which for a mean-field model of hard spheres is intermediate between glass formation and jamming [2, [5] [6] [7] . At this transition, the phase space of a mechanically stable glass basin splits into an intricate and hierarchical arrangement of marginally stable sub-basins; jamming occurs deep within this marginal phase. Remarkably, meanfield theory (MFT) further predicts materials features that are robustly universal down to dimension d = 2 [2] . For instance, amorphous packings of hard spheres exhibit distinctive power-law distributed small interparticle gaps and weak contact forces with exponents that are numerically consistent with MFT [2, [8] [9] [10] [11] [12] . A similarly stunning agreement is observed for the distribution of vibrational excitations at and around these jammed configurations [13] [14] [15] [16] .
While the description of crystalline solids has long been well established and that of amorphous solids is under increasingly strong theoretical control, a large conceptual gap persists in between these two materials poles. Various proposals to reconcile them have recently emerged. Goodrich et al. found that athermal crystals with discrete disorder, such as vacancies and interstitials, display structural and rheological properties similar to those of amorphous solids [17] . Such crystals also undergo a relatively sharp amorphization transition as the particle size dispersity (polydispersity) increases [18, 19] . For jammed packings specifically, Tong et al. proposed that a disordered crystal phase underlies distinct scaling exponents for certain rheological quantities, such as the ratio of the shear to bulk modulus [19] . The microscopic origin of these anomalies in slightly disordered crystals, however, remains far from understood.
In this Letter, we investigate the out-of-equilibrium physics of crystals of weakly polydisperse particles. Disorder is introduced continuously in otherwise perfect crystals of hard spheres by scaling particle radii by a factor drawn from a log-normal distribution of unit mean and standard deviation s [20] . The chosen crystal symmetry, HS1 [21] ([22, Sect. II]), contains no particle with coplanar neighbors -unlike face-centered cubic (FCC) and many other crystal symmetries -hence the role of low-energy buckling excitations is minimal [12] . We study both the relaxation dynamics of finite-pressure crystals and the structure of infinite-pressure jammed packings. Remarkably, even though these solids appear crystalline ( Fig. 1) , we find that their structure and dynamics exhibit most of the glassy properties of amorphous solids, in line with the MFT predictions for highdensity amorphous solids.
Glassy Dynamics.-We probe the dynamics of 300−400 copies of systems with N = 2000 particles initialized near the melting density of the HS1 lattice and annealed following a standard protocol [6] . First, we run isothermalisobaric, constant N P T , Monte Carlo (MC) simulations using a relatively high pressure quench, until a target packing fraction, ϕ, is reached. Isothermal-isochoric, constant N V T , Monte Carlo simulations are then run using only local particle displacements ([22, Sect. IIIA]). The roughness of the caging landscape is ascertained by the long-time behavior of the mean-squared displacement of the particle positions, r,
where t w is the time (measured in sweeps of N MC steps) after reaching a target ϕ. Increasing Pressure Schematic of a Gardner-like scenario for polydisperse crystals. While a monodisperse packing has but one well-separated densest packing, the number of nearby optima in a polydisperse system can be large. Beyond a threshold pressure, PG, constraints on that optimum start to lock in. A particle (outlined in black) is free to collide with all its nearest neighbors at low pressures, but is forced to have one or another set of contacts (green stars) as pressure increases beyond PG.
tion of the difficulty of sampling the complex caging landscape associated with this regime [6] . In the latter case, the long-time limit of ∆(t, t w ) is computationally out of reach, even for the relatively small systems studied here. We thus also compute the distance between two system copies, A and B,
with the same ϕ and quenched disorder, but evolved from different stochastic trajectories, such that ∆ AB = ∆(t → ∞, t w ). Figure 2a shows that aging, which is undetectable at low pressures, first appears and then becomes increasingly notable as pressure increases. The early plateau of ∆(t, t w ) correspondingly splits from ∆ AB (Fig. 2b [22, Sect. IIIA]). As in Ref. 6 , the skewness, Γ AB , of the distribution of ∆ AB for different initial configurations also peaks in that regime, which provides a clear definition of ϕ G (Fig. 2c) . Both effects are akin to the anomalous phenomenology observed in glassy hard spheres at high pressure [6] . Remarkably, as s decreases, the onset of aging and ϕ G , are both pushed to increasingly larger pressures (Fig. 2d) , while the equation of state is barely affected ([22, Sect. IIIA]). Microscopically, the Gardner-like regime appears when the typical interparticle spacing, which scales as 1/P , becomes comparable to the polydispersity, i.e., P G ∼ 1/s (Fig. 2d) . The anomalous regime thus only disappears for a perfect crystal, i.e., for s → 0. This effect is reminiscent of the Gardner regime of amorphous hard spheres, which also steadily shrinks as the ideal glass limit is approached [2] . Although computer simulations, as considered here, do not cover the thermodynamic limit to determine whether a true phase transition takes place, our observations are thus consistent with the Gardner-like regime observed in numerical studies of hard-sphere glasses [6] .
Isostatic Mechanical Equilibrium.-Having established that polydisperse hard sphere crystals display anomalous features at high but still finite pressure, we compare their micro-structures at infinite pressure (jamming) with those of amorphous jammed configurations. Jammed packings of N = 432 polydisperse soft spheres in HS1 symmetry are obtained by minimizing the energy of 466 − 736 realizations for each s studied [11, 25] 
([22, Sect. IIIB]). (For s <
∼ 0.01, the unambiguous detection of small forces and gaps near the numerical accuracy of the simulation is prohibitively cumbersome.) The final configurations therefore coincide with the inherent structures of the polydisperse hard sphere crystals. Just like amorphous jammed packings, these near-crystalline configurations contain but a small fraction of rattling particles and are otherwise perfectly isostatic. The interparticle forces, f , can thus be determined directly from the contact vectors [12] .
Like their amorphous counterparts, our packings have power-law distributed small forces with different scaling exponent for contacts that give rise to localized excitations when opened and those associated with extended excitations [9, 10, 12] [22, Sect. IIIB], i.e.,
respectively. Figures 3a and 3b reveal that the force scaling exponents are in good agreement with the MFT predictions, θ MFT e = 0.42311 and θ MFT = 0.17462. The distribution of interparticle gaps, h = rij (σi+σj )/2 −1, which is complementary to that of the forces [9] [10] [11] , also displays a power-law tail (Fig. 3c) . The observed exponent, however, is visibly smaller than the MFT prediction, γ MFT = 0.41269, for The solid line is a fit to an inverse relationship, which suggests that the anomalous regime only vanishes for s → 0, where PG → ∞. For the sake of comparison, in previous works (with uniformly distributed polydispersity), equilibrium polydisperse FCC crystals become unstable to fractionation around s ∼ 0.08 [23, 24] , and the athermal amorphization transition occurs around s ∼ 0.11 [19] .
all s considered. For the range of very small polydispersities considered we nonetheless clearly observe that near-crystals have a complex particle microstructure concordant with that of amorphous solids.
The theory of marginally stable packings provides inequalities for these exponents [9, 10, 26] , γ ≥ 1/(2 + θ e ) and γ ≥ (1 − θ )/2, which were found to be saturated in amorphous solids [2, 12] . Here, because the force scaling exponents are consistent with the MFT predictions while γ is markedly smaller, both inequalities are violated. Even though the treatment in Refs. [9, 10, 26] is seemingly independent of the degree of disorder, it implicitly assumes that the marginal solids have no structural correlations. While this may be a reasonably valid assumption for amorphous packings, it is clearly not the case here. How to include such correlations in the theory of marginality and what precise values should the critical exponents take in that context, however, remain open problems.
Harmonic excitations.-As a further test of the similarity between polydisperse crystals and amorphous solids, we consider the low-energy excitations around the jammed minima [14, 16] . The eigenvalues λ k and eigenvectors { u i } k of the Hessian computed from the contact vectors provide the harmonic frequencies, ω k = √ λ k , and normal modes, respectively. As in amorphous solids, we find the spectra of vibrational states to be flat at low frequencies (Fig. 3d) , and the spatial extent of the normal modes to be nontrivial (Fig. 3d, inset) . The eigenmodes, { u i (ω k )} k , at a given ω k indeed have an inverse participation ratio (IPR)
consistent with them being mostly delocalized at intermediate frequencies with some degree of quasilocalization at low frequencies [18, [27] [28] [29] ([22, Sect. IIIB]). Remarkably, the high-frequency localized peaks of the crystal structure are also preserved. Because a similar normal mode distribution was observed in slightly disordered FCC packings [30] , the density of vibrational states is likely universal in marginally stable packings.
Conclusion.-Our work evinces that minuscule amounts of disorder are sufficient to blend the physics of crystals with that of amorphous solids. Perfect crystalline ground states are therefore a singular limit. Because relating microscopic features with macroscopic rheology is still unsolved, it is unclear whether our findings relate with those of the universality class proposed in Ref. 19 , but this hypothesis deserves further consideration. The specific exponent values and their violation of the stability bounds for marginal solids observed in these systems should also motivate additional study.
The many structural and dynamical similitudes between crystals of polydisperse spheres and amorphous solids suggest that the former could be used to better understand the latter. The simplicity and stability of polydisperse crystals make them ideal for exploring the MFT Gardner transition scenario. Resolving whether a thermodynamic transition exists in finite-dimension [31] [32] [33] [34] [35] and for what interaction types [36] , in particular, are of acute interest. In practice, commercially manufactured colloids and ball bearings have nominal polydispersities on the order of or larger than that studied here. Such easily accessible experimental systems could thus also be investigated to expand our understanding of rigidity in the entire spectrum from perfect order to maximal disorder [37] . Acknowledgements: We thank L. Berthier, E. Lerner, P. Urbani, M. Wyart and F. Zamponi for useful discussions. We also thank G. Parisi for providing the original impetus to explore the behavior of Gardner phenomena in a perturbed lattice. This work benefited from access to the University of Oregon high performance computer, Talapas. Simulations were also run on the Duke (University) Computer Cluster. We gratefully acknowledge the support of NVIDIA Corporation with the donation of a Titan X Pascal GPU used in part for this research. 
SUPPLEMENTARY MATERIAL FOR: GLASSY, GARDNER-LIKE PHENOMENOLOGY IN MINIMALLY POLYDISPERSE CRYSTALLINE SYSTEMS
This Supplementary Material details the crystal structure and the choice of polydispersity as well as the thermal hard sphere simulation and athermal soft spheres energy minimization schemes.
POLYDISPERSE CRYSTAL
The binary crystal studied in this work is based on the Hudson Structure One (HS1) [21] , whose unit cell contains four larger particles and 12 smaller particles. It has orthorhombic periodicity with dimensions a : b : c = 1 : 1.4980 : 2.6014 and for a ratio of smaller to larger particle diameter σ S /σ L . = 0.5147 the HS1 crystal attains close packing with ϕ cp . = 0.7573. In order to introduce polydispersity in this crystal, the particle diameter (σ L or σ S ) of each particle is rescaled
where R is a log-normal distributed random variable with unit mean and standard deviation s. This choice of distribution is fairly generic and avoids the generation of negative diameters.
SIMULATION METHODS

Gardner Phenomenology
Simulations are initialized from a perfectly ordered HS1 binary crystal with a lattice spacing just large enough for the overlaps resulting from the instance of polydispersity to be eliminated. Isothermal-isobaric, constant N P T , Monte Carlo (MC) simulations are then run to reach a target ϕ. Pressure P is kept constant by standard logarithmically-sampled volume moves. Because the initial configurations are well-ordered, conventional MC moves with a ratio between particle moves and volume moves being N : 10 (N being the number of particles) suffice to efficiently compress the system. Once the target density is reached, constant N V T simulations are performed using a local Metropolis dynamics.
Step sizes of the different MC moves are tuned to ensure that the acceptance ratio stays between 40% and 50%.
Mean-Squared Displacement
A standard order parameter for glassiness is the plateau height of the mean-squared displacement of particles,
where t w is the waiting time after the target pressure or density is reached and r i is the position of particle i. We measure the early plateau height of ∆(t, t w = 0) for different ϕ. For ϕ < ∼ ϕ G , the early plateau height can be easily estimated because the ∆(t, 0) quickly reaches a well-defined constant. For ϕ < ∼ ϕ G , however, a logarithmic aging ∆(t, 0) ∼ ln(t) quickly develops. In order to estimate the early plateau height, we fit the MSD beyond the transient with ln[∆(t, 0)] = Q 1 ln(t) + Q 2 . The early ∆(t, 0) is taken to be the intercept of this fit at t = 1, i.e., ∆(t = 1, 0) = Q 2 . Note that this procedure generalizes naturally to systems with a well-defined plateau.
The long-time limit of ∆(t, t w ) quickly becomes computationally unattainable once ϕ > ∼ ϕ G . To more clearly reveal the effect of aging, we obtain the equilibrium ∆(t → ∞, t w → ∞) from the distance ∆ AB between two different copies, A and B, with the same ϕ and particle polydispersity, compressed from the same initial configuration, but using a different stochastic trajectory
Note that ∆ AB (t) is calculated after aligning the centers of mass of the two copies. A few hundred realizations of disorder are used in the averaging for both ∆(t, t w ) and ∆ AB . Introducing polydispersity changes particle sizes nonuniformly, and thus a finite-size system cannot reach its densest packing while maintaining the original aspect ratio of the simulation box. Even though the s considered here and the resulting cell anisotropy are very small, we employ anisotropic volume moves to compute ∆(t, t w ). For ∆ AB (t), however, only isotropic volume moves are used to ensure that independent system copies have the same dimensions.
Equation of State
The system pressure is calculated from the virial equation of state (EoS). In general, for a polydisperse system, this would require calculating of N (N −1)/2 distinct pair distribution functions. For hard interactions, however, a rescaling reduces the relationship to a single distribution function. Defining the rescaled quantities:
where r ij = | r i − r j | is the distance between particles i and j, σ ij = (σ i + σ j )/2, σ i is the diameter of particle i, we can indeed rewrite the virial as
whereḡ(r) is a uniform rescaled pair distribution function [38] and the contact valueḡ(1 + ) is extrapolated from the first few non-zero values ofḡ(r) using a quadratic fit. Note that the above expression reduces to the monodisperse case when σ i = σ j = σ, ∀i, j.
Once a target ϕ is reached, 2 × 10 5 MC cycles are first run to equilibrate the system. The distribution function g(r) is then sampled every 100 MC cycles, andḡ(1+) is updated after each sampling. Except for the few largest ϕ, P quickly converges to its equilibrium value. For the few largest ϕ, the last recorded (out-of-equilibrium) value of P is reported.
Pressure diverges at a finite packing fraction as can be seen in Figure S1 . Towards infinite pressure the system indeed appears to be asymptoting to its jamming behavior at ϕ J . A collapse is thus obtained after rescaling the packing fraction with the distance to jamming ( Figure S1 , right panel).
Inherent Structures
Athermal Energy Minimization Method
We prepare HS1 packings of harmonic soft spheres at jamming, starting from a packing fraction well above the crystal density, and then successively minimize the energy and shrink the particles until overlaps between spheres have all vanished. The preparation scheme follows that of Refs. 12 and 16 with initial packing fraction ϕ i = 0.8 and convergence criterion that the packing (with rattlers removed) reaches isostatic equilibrium with N c = (N − 1)d + 1 contacts, as is expected for a system under periodic boundary conditions [12] .
Force Network Calculation
Interparticle forces in isostatic packings can be uniquely determined from the contact vectors (see e.g., Ref. 12) . Before calculating the forces, we remove all rattlers, which are particles that with fewer than d + 1 contacts or with contacts that are co-hemispheric.
Extended and Localized Floppy Modes
In order to determine whether a contact is associated with an extended or a localized floppy mode, we follow the scheme described in Ref. 12 to extract the particle displacements in response to opening a contact.
More specifically, we solve for
where S is the contact matrix, H = S T S is the Hessian of the packing and τ = δ τ,<kl> is a vector containing a unit entry at contact τ with all other contacts < kl > zeroed. The solution of this equation gives the particle displacements, δ r (τ ) , associated with opening contact τ . A singular value decomposition of a non-square matrix can generally be expressed as S = U ΣV T , where Σ is the rectangular diagonal matrix with the singular values (non-negative real numbers) in its diagonal, and U and V are the square matrices of the left-singular and rightsingular eigenvectors. We can invert H by using only the non-zero singular values and the corresponding left and right eigenvectors of the contact matrix S T . We then obtain δ r (τ ) = V Σ −1 U T τ , which can be solved iteratively for each τ . The floppy modes fall naturally into two categories according to the relative value of their median, V median = median{δr i }, to their mean, V mean = mean{δr i }, displacements. Extended and localized modes are characterized by high and low ratios of V median /V mean respectively with a split naturally occurring between them at V median /V mean = 0.1.
Gap Distribution
The gap between pairs of particles, h = r ij /σ ij − 1, is computed neglecting rattlers and pairs of particles already in contact.
