Bayesian cluster inference with a flexible generative model allows us to detect various types of structures. However, it has problems stemming from computational complexity and difficulties in model assessment. We consider the stochastic block model with restricted hyperparameter space, which is known to correspond to modularity maximization. We show that it not only reduces computational complexity, but is also beneficial for model assessment. Using various criteria, we conduct a comparative analysis of the model assessments, and analyze whether each criterion tends to overfit or underfit. We also show that the learning of hyperparameters leads to qualitative differences in Bethe free energy and cross-validation errors.
I. INTRODUCTION
Community detection is a coarse graining process for networks. Whereas the original dataset, given as a network, possesses information that is quite rich, it is often too microscopic to have its important structures interpreted. For better interpretability, a community detection algorithm summarizes the dataset by aggregating the vertices and edges of densely connected components. That is, the detailed connectivity information of similar vertices is discarded, as preserving the important macroscopic structure. The Bayesian inference approach is a sophisticated method of community detection. It is typically formulated using the stochastic block model [1] as a generative model, which is a random graph with a modular structure; the graph instances are generated randomly according to various hyperparameters. The community structure can be inferred by fitting the network with the model, that is, by maximizing the marginal likelihood or the negative free energy. Unfortunately, the exact assessment of the free energy is computationally hard in general, which makes the inference practically infeasible. To resolve this difficulty, an approximate treatment based on the belief propagation (BP) algorithm is often employed, in which the free energy is substituted by the so-called Bethe free energy.
It should be noted that the community structure is not the only interesting structure. Indeed, the stochastic block model is flexible enough to express not only the community structure, but also more complex patterns of modular structure. However, the model's flexibility involves some drawbacks as well. First, when the dimensionality of the hyperparameter space that specifies the model is high, it will be computationally demanding to obtain an accurate result. We also face the problem of model selection, that is, the task of determining the number of clusters required to fit the network. Unless the network that we consider has a clear structure, it is often difficult to distinguish the quality of one fitting from another, because the tuning level of each model is too fine. When we are unsure about the type of structure we are looking for and we expect it to be highly complex, we must struggle with these problems. Nevertheless, by restricting the degrees of freedom of the models, we might find a good balance for this trade-off.
In this paper, we restrict our interest to the community structure and consider a stochastic block model with restricted degrees of freedom. This optimization problem corresponds to the finite temperature formulation of modularity maximization [2] , and it is shown that the computational cost is reduced considerably. Our first concern is the importance of hyperparameter learning in the restricted stochastic block model; the hyperparameters are given as inputs in [2] and are not updated. Interestingly, we find that the learning of hyperparameters significantly alters model assessment for some criteria; hence, this step cannot be skipped.
Similar to all other inference problems, the criteria for model assessment of the stochastic block model are not unique. In the Bayesian inference using BP [3] , the selection of the number of clusters q * can be naturally carried out by measuring the Bethe free energy; when the network is actually generated by the stochastic block model, the Bethe free energy stops decreasing above the planted value q visualizing the result of inference. Finally, Sec. VI is devoted to summary and discussion.
II. COMMUNITY DETECTION AS BAYESIAN INFERENCE
We perform community detection in a Bayesian framework, that is, we fit the network with the stochastic block model. We denote the sets of vertices and edges as V and E, respectively. We refer to their respective cardinalities as N and L.
A. Stochastic block model
The most standard version of the stochastic block model is constructed as follows. We first consider a set of vertices V without edges. For each vertex, we randomly specify the cluster assignment σ i ∈ {1, . . . , q}, where i is the index of a vertex and the number of clusters q is given as an input. The probability of the cluster size is sometimes specified, which allows the prior distribution of the cluster assignments to be expressed by a multinomial distribution i γ σi . Then, the edges are generated randomly according to the vertex pair's cluster assignment, where the connection probability is specified by an element of the affinity matrix ω, which is a q × q matrix; the edge probability distribution of a vertex pair is given by the Bernoulli distribution. As a result, the likelihood of the stochastic block model is given as
For example, by giving pairs of vertices with the same cluster assignment a higher probability of being connected (as compared to pairs of vertices with different cluster assignments), i.e., ω σσ > ω σσ (σ = σ ), we can generate a set of random graphs with a community structure. Generating the stochastic block model is a forward problem and its inverse problem, that is, the inference of γ, ω, and σ, must be solved for community detection.
B. Degree-corrected stochastic block model with restricted hyperparameter space
Whereas the standard stochastic block model is very flexible (which allows it to express various types of structures), it is often not suitable to fit real-world networks, mainly because it can only have the Poisson degree distribution, which is not applicable in many datasets. To resolve this problem, the so-called degree-corrected stochastic block model [6] was proposed. In the degree-corrected stochastic block model, the edge probability of each vertex pair is specified by the Poisson distribution instead of the Bernoulli distribution, and its mean depends on the degrees of the vertex pair as well as the affinity matrix. Hence, for a given affinity matrix ω and the number of clusters q, the likelihood of the degree-corrected stochastic block model is given as
Here we considered the uniform prior distribution for p(σ); we did not consider it further because it does not affect performance. Moreover, we did not consider self-loops, which is justified when the network is sparse. Assuming that A ij is either one or zero, the log-likelihood reads
We treat the cluster assignment σ as the hidden variable; fitting the network for the degree-corrected stochastic block model, i.e., the inverse problem, is carried out by maximizing the marginal log-likelihood, or equivalently, minimizing the free energy,
Unfortunately, this optimization problem is computationally difficult in general, and a number of approximate methods have been proposed in the literature. We employ the expectation-maximization (EM) algorithm, which is a popular method for fitting the stochastic block model. To obtain the minimum of the free energy, the EM algorithm iteratively performs the optimization of the distribution of the hidden variable σ with fixed hyperparameter ω (E-step) and the optimization of ω with fixed σ (M-step). For its E-step, i.e., the cluster inference, we use the BP algorithm, as introduced in [3] . Hereafter, we often omit the number of clusters q in the argument, which is always given as an input; we try various values of q for model assessment. Now, instead of the affinity matrix ω with full degrees of freedom, we restrict its form to
That is, we only distinguish whether a vertex pair is assigned to the same cluster or not. Then, (3) becomes
The second sum does not depend on the cluster assignment σ. Thus, when the affinity matrix ω is fixed as a constant, the marginal probability reads
where
are the modularity function Q(σ), resolution parameter α, and the inverse temperature β, respectively. This indicates that modularity maximization can be regarded as a special Bayesian fitting case for the degree-corrected stochastic block model; the partition with the maximum modularity coincides with the result of the Bayesian inference when the entropic effect is ignored, or β → ∞. The connection between likelihood maximization and modularity maximization is first discussed in [7] for q = 2 in the context of spectral graph partitioning; the above relation was pointed out in [2] , which discusses a finite temperature formulation of the modularity maximization. It was also shown [8] that different scales of communities can be detected by varying the hyperparameter values.
The critical values of β for the stochastic block model have also been discussed in [2, 8] . There are three phases of state, depending on the value of β and the strength of the community structure: the retrieval phase, paramagnetic phase, and spin-glass phase. In the retrieval phase, the fixed point of BP with the minimum Bethe free energy correctly indicates the community structure. In the paramagnetic phase, BP converges to the so-called factorized state as the minimum of the Bethe free energy. In the factorized state, for any vertex i, the marginal probability distribution of the cluster assignment ψ i σ has a uniform distribution, ψ i σ = 1/q. That is, any vertex has an equal probability of joining any cluster. Therefore, the resulting partition does not exhibit community structure. Finally, the spin-glass phase is the phase in which BP does not converge. This is also the case in which the statistically significant community structure cannot be retrieved. In the case of equal size clusters, for a given number of clusters q * , the critical value of β between the paramagnetic phase and the spin-glass phase obtained by the stability of the factorized state against a random perturbation is
where c is the average excess degree. The lower bound estimate of β that prevents BP from going into the paramagnetic phase is given by
In practice, we cannot be perfectly sure whether BP belongs to the retrieval phase, paramagnetic phase, or the spinglass phase, because real-world networks do not precisely emulate the stochastic block model. However, they work as the reference values of β to get an intuition regarding which phase BP belongs to. In [2] , it is suggested that β = β * should be used as an input, because BP is expected to belong to the retrieval phase with this value.
C. Hyperparameter learning and cluster inference
As we mentioned in Sec. I, while α is set to unity and β is treated as an input parameter in [2, 8] , which corresponds to fitting a network with a fixed affinity matrix, from the Bayesian point of view, it is natural to learn them instead. The learning of ω in and ω out can be carried out straightforwardly. They are obtained as the values that maximize the logarithm of (7). The derivatives with respect to the hyperparameters yield
where · · · is the average with respect to p(A, σ|ω) and the hat notation indicates the estimated quantity. Let n σ = i δ σσi denote the number of nodes within cluster σ. As mentioned in [9] , if we assume that p(A, σ|ω in , ω out ) is the distribution that prevents n σ from fluctuating significantly, i.e., n
We also assumed that the overcounting for i = j in the sum is negligible. Then, (12) and (13) can be approximated asω
It should be noted that the hyperparameter updates only cost linear time; therefore, they are not a bottleneck in the algorithm.
To evaluate the population of cluster assignments for each vertex, we use BP (see [2, 3] for details). The tree approximation, which is valid for sparse networks, yields
for the complete marginal probability of vertex i's cluster assignment σ i . In (17) , ψ k→i σi
indicates the cavity bias from vertex k to vertex i, that is, the marginal probability of k without the marginalization from i, and Z i is the normalization factor. Assuming that αβd i d /2L = O(N −1 ), we can further approximate ψ i σi and ψ i→j σi
respectively, where
[2] for details.) Using these quantities, we can estimate the elements in (15) and (16) as
The effect due to the absence of hyperparameter learning can be interpreted as follows. Because the model only distinguishes whether a pair of vertices is in the same cluster or not, the specific values of ω in and ω out may not be so crucial for the resulting cluster assignment. When a likelihood or a cross-validation error is considered, however, erroneous hyperparameter estimates may cause a large bias. As we observe in Sec. IV, the results of the criteria that depend only on cluster assignments (e.g., modularity and minimum description length) are not very sensitive to hyperparameter learning, while the criteria that utilize the hyperparameters (e.g., the Bethe free energy and cross-validation errors) are ill-behaved without learning.
III. ASSESSMENT OF THE NUMBER OF CLUSTERS
To determine the number of clusters q * , we perform the algorithm explained in Sec. II with various input values for q, and assess the model according to a criterion. It should be noted that, although the input value of the number of clusters, namely, the maximum number of clusters that the vertices can be assigned, is q, the resulting partition might have less than q clusters. Obviously, the selected number of clusters q * cannot be larger than the maximum of the actual number of clusters, which we refer to as q * max .
A. Bethe free energy
In the present context, the most natural method for model assessment is to measure the free energy and observe its saturation as the increment of the number of clusters q. When the network is generated by a block model with q * clusters, the marginal likelihood will not be increased for q > q * . Therefore, we expect the free energy to be saturated at a certain number of clusters and select the parsimonious model. Because the measurement of the free energy itself is infeasible, one usually measures an approximated quantity called the Bethe free energy. It can be written in terms of the cavity bias ψ i→j σ and affinity matrix ω as
Some simple algebra shows that the Bethe free energy here f Bethe is related to the Bethe free energy in [2] f mod Bethe as
B. Modularity
Modularity [10] is a traditional and widely used criteria for model assessment in community detection. In modularity, the strength of the community structure is measured by comparing the actual network and the randomized graph in each community. Although modularity can be used as the objective function to determine the optimal partition with a given q, it was originally introduced as a criterion for model selection. The performance of modularity is not considered state-of-the-art. Nevertheless, it has been extensively studied and used as a baseline in many benchmark tests.
Modularity is defined by (8) ; typically, the resolution parameter α is set to unity. Precisely speaking, while the sum is taken over every vertex pair (i, j) (i < j) in (8), the sum is taken over all possible combinations of vertices (including the case i = j) in the original definition, although this does not cause a qualitative difference unless the self-loops are significant. Although the modularity of (8) with the partition obtained by free energy minimization is sometimes distinguished as the retrieval modularity, for simplicity, we refer to it as modularity in this paper. We select the partition with the maximum modularity, or the parsimonious one among the partitions with high modularity.
C. The map equation
Another traditional criterion is the map equation [11, 12] , in which the strength of the community structure is measured in terms of the minimum description length of a random walker. The map equation encodes the moves of a random walker on a given network using multiple codebooks. Specifically, it considers a codebook that encodes moves between clusters, as well as codebooks that encode moves within each cluster. Because the codewords of different codebooks can be overlapped, a proper assignment of clusters will compress the description length of the random walker. Moreover, by using the codebooks of superclusters, i.e., the clusters of clusters, its hierarchical extension can be performed naturally. The map equation also has an interesting feature that allows it to take account of flow information, e.g., the directedness of edges, although we do not address this point in this paper (see [11, 12] for more details).
The excellent performance of the map equation and its greedy-based implementation (Infomap) has been shown in numerous articles. As with modularity, one can use the minimum description length of the map equation only for model assessment and perform community detection based on another objective function. It should be noted that the characterization of a community in the map equation is not equivalent to that of the stochastic block model. However, when densely connected components exist in a network, the minimum description length of a random walker is further compressed by clustering them; thus, it is expected that the optimal partition in the sense of modularity is also a good partition in the sense of the map equation.
It is also debatable whether we should take into account the hierarchical nature of the map equation [12] . The map equation is naturally formulated as a hierarchical clustering, and the fundamental two-level method can be regarded as a truncation of the general multilevel method. Nevertheless, we measure the minimum description length of the two-level method and compare it with other model assessment criteria. Because each partition of different values of q is independent and is not constrained to constitute a hierarchical structure, it is not always possible to measure the minimum description length in the sense of the multilevel map equation. Finally, we note that the numbers of clusters q * selected by modularity and by the map equation can differ considerably when many small communities exist, as it is known that their resolution limits are very different [13] .
D. Spectral method
The spectral method can also be used for model selection. When the network has a statistically significant community structure, some eigenvalues emerge outside of the spectral band and the corresponding eigenvectors are informative for community detection. Thus, by counting those eigenvalues, we can infer the planted number of clusters. While several matrices are used for the spectral method, it is difficult to determine the edge of the spectral band in some of them because of the finite size effect and/or the tailed band edge. The non-backtracking matrix has a clear band edge and is thus suitable for model assessment [4] . It is proved that the location of the edge is ρ(A) [14] , where ρ(A) is the spectral radius. Moreover, because it is correlated to the fixed point of BP, that is, the non-backtracking matrix appears in the linear stability analysis of the BP update equation around the factorized state [4] , it seems appropriate for the assessment of partitions obtained by the algorithm in Sec. II.
E. Prediction errors
In a previous work, we showed that the cross-validation estimate of prediction errors is a promising candidate for model assessment [15] . The Bayes prediction error, Gibbs prediction error, and Gibbs training error in the present model can be defined in the same manner as in [15] . When the edge information A ij is missing for a vertex pair i and j, the prediction probabilityp(A ij = 1|A \(i,j) ) that they are connected iŝ
Note that the two-point partition function Z ij is the normalization factor in (21) and is not equivalent to the twopoint partition defined in [2] , which does not have a probabilistic interpretation. The cross-entropy error function with respect top(A ij |A \(i,j) ), which we refer to as the Bayes prediction error of the leave-one-out cross-validation (LOOCV), E Bayes , is
Using the fact that ω σσ = O(N −1 ), it can be approximated as
where we neglected a constant term. The Bayes prediction error E Bayes should be the appropriate choice for assessing models in terms of the predictability of edges when the network is generated by the stochastic block model. However, this is often not the case. Hence, we consider the Gibbs prediction error E Gibbs as introduced in [15] , which is a rough estimate of the prediction error compared to E Bayes . The Gibbs prediction error of the restricted hyperparameter space E Gibbs reads
where we omitted constant and O(N −1 ) terms. By replacing ψ i→j σ with the delta function that has a peak at argmax σ ψ i→j σ , we obtain the maximum a posteriori (MAP) estimate of the Gibbs prediction error, which we refer to as E MAP .
The Gibbs training error E training can be derived in the same manner. We have
Again, we omitted constant and O(N −1 ) terms. Note that the complexity of computing the Bethe free energy and the cross-validation errors is considerably reduced compared to the standard stochastic block model. While the standard stochastic block model required a computation of O(q 2 L), it is O(L) in the present model.
IV. COMPARATIVE ANALYSIS
Just as the quality of the q-way partition varies depending on the very definition of a community, the appropriateness of the number of clusters also varies depending on the principle one follows. Meanwhile, we are often not sure which principle to believe, given a dataset. Therefore, it is important to investigate the typical behavior and biases of each criterion. Moreover, the dangers of underfit and overfit are often not symmetric. In the case of community detection, it is often safer to underfit than to overfit, because the former only implies a different level of coarse graining, while the latter implies the detection of fictitious small clusters. To this end, we conduct a comparative analysis of the criteria that we introduced in the previous section, using synthetic and real-world networks.
For the synthetic networks, we consider four instances of the LFR network [16] with different cluster size distributions. The parameters and statistics of those LFR networks are listed in Table I ; the model assessment results are shown in the same table and Fig. 1 . We utilize two types of community detection algorithms. The first type fixes the hyperparameters to α = 1 and β = β * . In the second type, α and β are learned as we explained in Sec. II. As we can see from Fig. 1 , the modularity and the map equation behave similarly in both cases. As we mentioned at the end of Sec. II, this may be due to the fact that the cluster assignment is not very sensitive to specific hyperparameter values, at least when the network has a clear community structure. On the other hand, the performance of the Bethe free energy and cross-validation errors change qualitatively, indicating that the learning step cannot be skipped. Note that skipping the hyperparameter learning does not necessarily mean that it is computationally more efficient. With the incorrect choice of the affinity matrix ω, it will be more difficult to fit the network; thus, BP requires more sweeps until convergence. Therefore, it is more beneficial to optimize the hyperparameters. The rest of the results in this paper are generated by the algorithm with hyperparameter learning.
Another notable feature in Fig. 1 is that the minimum of the Gibbs prediction error is relatively clear, while the other quantities saturate gradually. When the inference is carefully done, i.e., the algorithm is run with sufficiently many initial conditions, the estimates of modularity and cross-validation errors are very close in many networks. However, when a criterion indicates subtle differences for a wide range of models, selection of the parsimonious model becomes difficult. It also implies that, when the data is difficult to fit, the estimated value of q * can fluctuate sensitively depending on the accuracy of the algorithm.
It is not very surprising that modularity and the map equation suggest the same q * . The algorithm does not optimize the minimum description length of the map equation; the partition is obtained so that the marginal likelihood is maximized and the minimum description length is measured only as a criterion for model selection. The reason why we measure the minimum description length is to determine whether the resolution limit [13, 17] affects the model assessment. When both modularity and the map equation suggest the same number of clusters q * , it implies that the network is resolution limit-free [18] .
The spectra of the non-backtracking matrix assess the planted number of clusters q * planted very accurately when the degree distribution and cluster size distribution are not very skewed; otherwise, they tend to cause overfitting. One of the possibilities is that the community structure is not the only structure that contributes to the eigenvalues outside of the spectral band, and those unknown structures cause the overfitting when we focus on community detection [19] . Although the value of the mixing parameter µ is fixed, the behavior with various values of µ was analyzed in [20] . Table I shows that the Gibbs prediction error tends to underfit compared to the planted number of clusters q * planted . Note, however, that the selected value of q must be smaller than or equal to q * max , the maximum number of clusters obtained by the algorithm, as we mentioned in Sec. III. For example, although the planted value of LFR-4 is 27, all the obtained partitions have no more than 24 clusters. Moreover, the actual number of clusters drops below the allowed number of clusters (input value of q) for q 19. In light of this behavior, the result of the Gibbs prediction error sounds reasonable.
The model assessment results for real-world networks are shown in Table II and Fig. 2 . As we stated above, we only show the results with learned hyperparameters. Unlike the case of the stochastic block model with the affinity matrix with a full degree of freedom [15] , each model is more distinguishable using the Gibbs prediction error E Gibbs , i.e., it is easier to select a model, yet the selected values are reasonable. As in the case of the LFR networks, the assessments by modularity are often very close to those of cross-validation errors, and the non-backtracking matrix tends to overfit. As expected, the map equation sometimes suggests larger number of clusters q * mapeq compared to modularity, although it is unclear if this is solely due to the resolution limit.
As the input values of q are increased, it is often the case that the algorithm's performance suddenly deteriorates. Although it is not easy to see from the Bethe free energy and modularity, because β jumps to the value close to β 0 and the cross-validation errors become constant, we see that BP converged to the factorized state [21] . Convergence to the factorized state is a desirable feature of BP; it indicates that BP has reached the detectability threshold [3] and that there is no significant structure. It should be noted, however, that it is often difficult to determine whether BP is actually in the paramagnetic phase or the retrieval phase. Because the factorized state always exists as a fixed point of BP in the retrieval phase, it is possible that BP is trapped in a local minimum of the Bethe free energy, while the correct initial state would converge to the global minimum.
V. VISUALIZATION
Visualizing how a network is partitioned for each input value of q can be helpful for model selection. For example, when a partition obtained with q clusters is a refinement of a partition with q (< q) clusters, this indicates the partition with different resolution. When a partition is inconsistent with partitions having smaller numbers of clusters, or the cluster assignment distribution of each vertex is not clearly peaked, a smaller value of q should probably be selected. In all cases, the average degree c, exponent τ1 of the degree distribution, maximum degree dmax, and the mixing parameter µ are set to (c, τ1, dmax, µ) = (10, 2, 1000, 0.1). The sizes (number of vertices) of the planted clusters are indicated by the histograms. TABLE II: Selected number of clusters q * of real-world networks. Multi-edges, self-loops, and the direction of edges are neglected in all networks. For the networks whose assessment is difficult, the parsimonious models are selected as primary choices, and the best models are indicated in parentheses.
The alluvial diagram [5] is a suitable tool for this purpose. It was originally introduced as a diagram to indicate the time evolution of community structure. Here, we visualize the change in the partition for different values of q, rather than the change in the partition over time. In the alluvial diagram, the results of community detection are aligned horizontally. For each partition, the set of vertices in the same cluster is expressed as a vertical bundle. Then, the same vertices in different partitions are smoothly connected. The alluvial diagram can also use color tone to express the significance of the cluster assignment; the vertices with insignificant assignments are expressed by faint colors. We assess that the cluster assignment of vertex i is not significant if max ψ i σ is less than a threshold (= 0.7). The results for the metabolic network of C. elegans (C. elegans) and the network of flights among all commercial airports in the United States (US airports) are shown in Fig. 3 . The alluvial diagram can be generated at [37] using .smap files.
VI. SUMMARY AND DISCUSSION
Whereas the stochastic block model with the affinity matrix with a full degree of freedom is flexible enough to detect structures other than community structure, sometimes it is difficult to select a parsimonious model. When we focused on the community structure, we showed that a good trade-off between flexibility and ease of model assessment can be achieved with a restricted affinity matrix, which corresponds to the modularity maximization. This restriction significantly reduces the computational complexity, particularly when the number of clusters is large. This holds true not only for the cluster inference, but also for the assessment of the model. We found that the Gibbs prediction error offers a robust model assessment compared to modularity, while it tends to underfit. We found that the model assessment by the non-backtracking matrix tends to overfit for the algorithm we considered. Although the non- (10) and (11) . The middle panel indicates the Bayes prediction errors EBayes (red circles), Gibbs prediction errors E Gibbs (green triangles), Gibbs training errors Etraining (blue diamonds), and MAP estimates EMAP of E Gibbs (yellow squares). The bottom panel indicates modularity (yellow pentagon), the map equation (blue hexagon), and the Bethe free energy (gray octagon). In each panel, the number of clusters selected by the spectral method of the non-backtracking matrix is indicated by a vertical dashed line. The parameters and statistics of each network are shown in Table I. backtracking matrix is correlated to the fixed point of BP, the result we obtained implies that we must be careful, particularly when the degree and cluster size distribution are skewed.
In general, assessment of the number of clusters is dependent on the community detection algorithm. While there are many other algorithms and criteria for model assessment, e.g. [38] [39] [40] [41] [42] [43] , we focused on the criteria that are directly related to the inference algorithm we considered. (For comparison, see, e.g., [41] [42] [43] and the results therein.) Although we have observed that the Gibbs prediction error typically performs well compared to other criteria when the EM algorithm with BP is used, the best criterion choice can be different when different candidates of partitions are obtained by a different algorithm. For example, in Table II , although it looks as if the spectral method of the nonbacktracking matrix always largely overfits for large networks, it may rather be that it is BP that causes underfit. In such a case, we should regard it as an algorithmic failure.
While each algorithm has some drawbacks, a major problem of cluster inference with BP is the existence of multiple fixed points. It is less problematic when the extremum point of a model assessment criterion is located below or Number of clusters
US airports
Number of clusters
FIG. 3:
Alluvial diagrams of the C. elegans and US airports networks. Some clusters are highlighted so that the refinement structure is more prominent.
coincides with the boundary of the paramagnetic phase or the spin-glass phase. However, in some cases, the correct fixed point can be obtained by carefully choosing the initial condition, while inappropriate choices can easily lead to the factorized fixed point. What we can do is to try various initial conditions multiple times and select a large number of iterations for BP. For the cross-validation estimates of the prediction errors, while we have examined the performance of the LOOCV, this is only one of many possibilities. Model assessments by different error functions and algorithms for better performance is an open question.
The code for the results of this paper, which can also generate .smap files, is available at [44] . While we were preparing this manuscript, we found that the modularity maximization with resolution parameter
