A new Tau method is presented for the two-dimensional Poisson equation. Comparison of the results for the test problem u(x, y)= sin(47~x)sin(4ny) with those computed by Haidvogel and Zang, using the matrix diagonalization method, and Dang-Vu and Delcarte, using the Chebyshev collocation method, indicates that our method would be more accurate.
Introduction
Haidvogel and Zang [3] developed a matrix diagonalization method for the solution of the twodimensional Poisson equation. This method is efficient but requires a preprocessing calculation of the eigenvalues and eigenvectors which limits the accuracy of the solution to that of the preprocessing calculations, especially at large N values.
Dang-Vu and Delcarte [2] developed a Chebyshev collocation method for solving the same problem. Their method has the same accuracy as the matrix diagonalization method when N is small and it is more accurate when N is large. In this paper we present a new alternative method for solving
Au(x,y)=Uxx +Uyy= f(x,y), x, yE(-1,1), u(+l, y)=u(x,+l )=O.
(1.1)
which is more accurate than the above two methods. Thus, our system becomes or
E:]o E:I
We should note that the last system has a unique solution. In Section 3, we will use a similar technique to solve Problem (1.1), since our method is based on this idea. The reader should note that the Chebyshev-polynomial expansion is carried out in the y-direction to get a system of ordinary boundary-value problem which can be solved by an easy, accurate, and fast method.
Preliminaries
In this section we give a basic definition and some facts which we use hereafter. 
where c0 = 2, c. ---1 for n i> 1 and
Other properties of Chebyshev polynomials include the recursion relation
for n t> 1 and the endpoint relation
we have that
The coefficients also satisfy the recursion relation
For more details, see
(2.5)
Chebyshev-Tau method for solving two-dimensional Poisson equation
The basic topics of this section involve the Chebyshev-Tau method to discretize a class of linear boundary-value problems of the form of Problem (1.1). To explain the total procedure both analytic and numerical results are presented.
Referring to the boundary-value problem (1.1), approximate u and f in terms of Chebyshev polynomials as
For the approximate solution uN, the residual is given by
RN(uN ) = AuN(x, y) --fN(x, y).
Thus, the residual can be written as 
a~2)(x) + a~'(x) = bk(x).
Since
ak(x ) = rka~2)_2(x ) + ska~2)(x ) + wka~2(x )
SO for k=0:N-2.
for k:2:N,
where
and ek = 1 for k <~N and ek = 0 for k > N. 
rN-sbN--7 + SN--sbN--7 + WN-sbN--7 rN--3bN--5 + SN--3bN--3 rN-lbN-3
Since {Tk(y), k=O, 1,...,N} is linearly independent over • and uN(+l, y) --0, we see that ae(+l)=0 and ao(+l)=0. Output: The matrix X.
X= E (--1)isi(Q-4-D2QCT)R
Step 1.
Step 2.
Step 3.
Step 4.
Step 5.
Step 6.
Step 7.
Compute R1 = yRT; R2 = Q(R + Cr~ R~).
X= R2. Stop.
Numerical result
In this section, we give two experimental examples to show how Algorithm (3.1) works nicely. Also, comparison of the results for the test problems with those computed by Haidvogel and Zang, using the matrix-diagonalization method, and Dang-Vu and Delcarte, using the Chebyshev collocation method will be done.
All the calculations are carried out using the 486 IBM computer. Programs are written in double precision.
Example 4.1. Consider the following boundary-value problem for -1 <x < 1 and -1 < y < 1:
Uxx(X, y) + Uyy(X, y) = -32r~ 2 sin(4nx) sin(4r~y),
u(+ l, y)=O=u(x,+l ).
The exact solution is u(x, y)= sin(4nx)sin(4ny). We will study the relation between the number of terms in the approximation solution N and the error in the approximation SN. This relation is given in Table 1 . Also, in Table 1 , we will compare the accuracy of our method with Dang-Delcarte while we will compare the computer time between our method and their method in Table 2 .
From Tables 1 and 2 , we see that our method is faster and more accurate than that of DangDelcarte, especially with large values of N.
Also, we should note that for N= 16,24,32 our result is similar to those of Dang-Delcarte and Haidvogel-Zang and this corresponds to the exponential convergence rate of the Chebyshev expansion. The most accurate result of Haidvogel-Zang is s = 8.67 x 10 -13 at N = 64. This should be compared with the present result of s= 1.6 x 10 -16 at N=40. Table 3 Maximum where f(x,y) =2(x 2 + y2 _ 2 + 2x(y 2 -1) + 2y(x 2 -1) + (x 2 -1)(y 2 -1))e x+y. The exact solution is u(x, y)= (x 2 -1 )(y2 _ 1 )e x+y. We will study the relation between the number of terms in the approximation solution N and the error in the approximation eN. This relation is given in Table 3 . Also, in Table 3 , we will compare the accuracy of our method with DangDelcarte.
From Table 3 , we see that our method is more accurate than that of Dang-Delcarte.
