We study quantum interference effects on the transition strength for strongly localized electrons hopping on two-dimensional ͑2D͒ square and three-dimensional ͑3D͒ cubic lattices in the presence of a magnetic field. These effects arise from the interference between phase factors associated with different electron paths connecting two distinct sites. For electrons confined on a square lattice, with and without disorder, we obtain closed-form expressions for the tunneling probability, which determines the conductivity, between two arbitrary sites by exactly summing the corresponding phase factors of all forward-scattering paths connecting them. By analytically summing paths which allow backward excursions in the forward-scattering direction, we find that the interference patterns between the dominant winding paths are not drastically different from those between the directed paths. An analytic field-dependent expression, valid in any dimension, for the magnetoconductance ͑MC͒ is derived. A positive MC is clearly observed when turning on the magnetic field. In 2D, when the strength of B reaches a certain value, which is inversely proportional to twice the hopping length, the MC is increased by a factor of 2 compared to that at zero field. The periodicity in the flux of the MC is found to be equal to the superconducting flux quantum hc/2e. We also investigate transport on the much less-studied and experimentally important 3D cubic lattice case, where it is shown how the interference patterns and the small-field behavior of the MC vary according to the orientation of the applied field B. At very small fields, for two sites diagonally separated a distance r, we find that the MC behaves as rB in quasi-1D systems, r 3/2 B in 2D with Bϭ(0,0,B), and rB (r 3/2 B) in 3D with B parallel ͑perpendicular͒ to the (1,1,1) direction. Furthermore, for a 3D sample, the effect on the low-flux MC due to the randomness of the angles between the hopping direction and the orientation of B is examined analytically. ͓S0163-1829͑96͒04724-8͔
I. INTRODUCTION
Electrons moving on a lattice immersed in a magnetic field have attracted much attention due to their relevance to many physical problems. In particular, quantum interference ͑QI͒ effects between different electron paths in disordered electron systems have been a subject of intense study because they play an important role in quantum transport. For instance, the QI of closed loops and their time-reversed paths is central to weak-localization phenomena.
1 Indeed, during the past decade and a half, many fascinating phenomenaincluding universal conductance fluctuations as well as magnetic-field and spin-orbit scattering effects on the conductivity-observed in the weakly localized, metallic regime have been understood in terms of the QI between different Feynman diffusive paths in backscattering loops ͑i.e., paths bringing an electron back to the starting point͒. Recently, interest has grown in the effects of a magnetic field on strongly localized electrons 2-9 with variable-range hopping ͑VRH͒ where striking QI phenomena have been observed in mesoscopic and macroscopic insulators or strongly disordered compounds: anomalous magnetoresistance, pronounced conductance fluctuations, Aharonov-Bohm oscillations with periods of hc/e and hc/2e, and the Hall effect. This strongly localized regime 2-9 is less well understood than the weak-localization case.
In the strongly localized regime, the major mechanism for transport is thermally activated hopping between the localized sites. In the VRH introduced by Mott, 10 localized electrons, whose wave functions decay exponentially with a localization length , hop a distance which is many times larger than . As a result of the balance between the probabilities for hopping and thermal activation, Mott derived that in d dimensions the hopping length changes with temperature as (T 0 /T) 1/(dϩ1) , where T 0 is a characteristic temperature. Therefore, the lower the temperature is, the further away the electron tunnels in order to find a localized site of closer energy.
According to the ''critical path analysis'' 11 arguments, the conductance of the sample is governed by one critical hopping event. During this critical phonon-assisted tunneling process, the electron traverses many other impurities since the hopping length is very large at low temperatures. While encountering these intermediate scatterers, the electron preserves its phase memory. This elastic multiple scattering is the origin of the QI effects associated with a single hopping event between the initial (i) and final ( f ) sites. The overall tunneling amplitude T i f between the sites i and f is therefore the sum of the contributions from all possible paths connect-ing them.
2, 3 In other words, the tunneling probability of one distant hop is determined by the interference of many electron paths between i and f . This leads to Mott's law for the temperature dependence of the conductivity in d dimensions: 10 
͑T ͒ϳ͉T
i f ͉ 2 expͫ Ϫ ͩ T 0 T ͪ 1 dϩ1
ͬ.
It is worthwhile to note that, in the limit of strong localization, the dominant contribution to T i f comes from the shortest paths between i and f ͑i.e., the ''directed path model''͒. In other words, only interference between forward-scattering paths needs to be taken into account. This is in contrast with weak localization which results from backscattering processes on closed paths. The focus of this paper is on the QI effects on T i f and relevant physical quantities due to the presence of an external magnetic field. We will use the model proposed in Ref. 3 , which is used in most of the recent theoretical work in this area. In this model, the impurities are arranged on a regular square ͑cubic͒ lattice in 2D ͑3D͒ and a nearest-neighbor tight-binding Anderson Hamiltonian is employed.
In this work we investigate the QI of strongly localized electrons by doing exact summations over all forwardscattering paths between two arbitrary sites. We derive compact closed-form expressions for various physical quantities ͑e.g., the transition strength which determines the conductivity͒ for electrons propagating on a square lattice subject to an external magnetic field, with and without random impurities. We also obtain an explicit formula for an experimentally important case that has been much less studied theoretically so far: the interference between paths on a 3D cubic lattice.
In the disordered case, by analytically computing the moments for the tunneling probability and employing the replica method, we derive analytic results for the magnetoconductance ͑MC͒ in terms of sums-over-paths, which are applicable in any dimension. Our explicit field-dependent expressions for the MC provide a precise description of the MC in terms of the magnetic flux. A positive MC, with a saturation value slightly larger than twice the MC at zero field, is observed when turning on the field B. In 2D, the saturated value of the magnetic field B sa ͑i.e., the first field that makes the MC become twice the value at zero field͒ is inversely proportional to twice the hopping length: the larger the system is, the smaller B sa will be. In other words, as soon as the system, with hopping distance r, is penetrated by a total flux of (r/8)(hc/e), the MC reaches the saturation value. The period of oscillation of the MC is found to be equal to hc/2e, which is the superconducting flux quantum.
Furthermore, at very small fields, for two sites diagonally separated a distance r, the MC scales as follows: ͑i͒ rB for quasi-1D ladder-type geometries with Bϭ(0,0,B), ͑ii͒ r 3/2 B in 2D with Bϭ(0,0,B), ͑iii͒ rB in 3D with B parallel to the (1,1,1) direction, and ͑iv͒ r 3/2 B in 3D with B perpendicular to the (1,1,1) direction.
The general expressions presented here ͑i͒ contain, as particular cases, several QI results 2-8 derived during the past decade ͑often by using either numerical or approximate methods͒, ͑ii͒ include QI to arbitrary points (m,n) on a square lattice, instead of only diagonal sites (m,m), ͑iii͒ focus on 2D and 3D lattices, and ͑iv͒ can be extended to also include backward excursions ͑e.g., side windings͒ in the directed paths.
Exact results in this class of directed-paths problems are valuable and can be useful when studying other systems, for instance, ͑1͒ directed polymers in a disordered substrate ͑see, e.g., Refs. 12 and 13͒, ͑2͒ interfaces in 2D ͑see, for instance, Ref. 14͒, ͑3͒ light propagation in random media, 15, 16 and ͑4͒ charged bosons in 1D. 17 To study the magnetic-field effects on the tunneling probability of strongly localized electrons, we start from the tight-binding Hamiltonian
where ͗i j͘ refers to the nearest-neighbor sites and the phase A i j ϭ2͐ i j A•dl is 2 times the line integral of the vector potential along the bond from i to j in units of the normal flux quantum hc/e. In the strongly localized regime, V/WӶ1, the electron energy can be set to zero. 4, 6 Consider two states localized at sites i and f which are r bonds apart. By using a locator expansion, the transition amplitude ͑Green's function͒ T i f between these two states can be expressed as 2-8
where
and ⌽ ⌫ is the sum over phases of the bonds on the path ⌫ of rϩ2l steps connecting sites i and f . In general, ⌫ contains closed loops. In the strongly localized regime ͑i.e., V/WӶ1), the dominant contribution to T i f is W(V/W) r S (r) , where
In other words, only the shortest-length paths ͑with no backward excursions͒ connecting them are taken into account, namely, the directed-path model of Refs. 2-8. This directedpath model provides an excellent approximation to T i f since (V/W) 2 is quite small in the extremely localized regime.
2-8
It is important to stress that the conductivity 2-5 between i and f is proportional to ͉T i f ͉ 2 . Quantum interference, contained in S (rϩ2l) , arises because the phase factors of different paths connecting the initial and final sites interfere with each other. We will first focus on the computation of S (r) , which is the essential QI quantity for electrons deep in the localized regime. In 2D, we also analytically compute S (rϩ2) which becomes important when electrons are not so strongly localized.
This paper is organized as follows. In Sec. II, we study QI on a square lattice under a uniform potential, which is related to the decay of gap states into the bulk. 2 Here we derive an elegant, general, and very compact closed-form expression for S (r) . Intriguing properties associated with the behavior of S (r) on diagonal sites are discussed in detail. It will be shown later ͑in Sec. III͒ that the effect of a magnetic field on the MC is governed by the behavior of S (r) . As a step towards the understanding of interference between nondirected paths, we also go beyond the directed-path model by exactly computing analytic results for S (rϩ2) . In Sec. III, we investigate the tunneling in a random impurity potential, which is relevant to the conductivity of, for example, lightly doped semiconductors and strongly disordered compounds.
2 Closed-form results for the tunneling probability, which determines the conductivity, are obtained. We then analytically compute the moments for the tunneling probability. From them, we derive analytic field-dependent expressions, valid in any dimension, for the MC. The full behavior of the MC as a function of the magnetic fluxincluding the scaling in the low-field limit and the occurrence of saturation-is discussed in detail. The close relationship between the QI quantity S (r) and the corresponding MC is illustrated. Comparison of our results with experimental observation and other theoretical work is also made.
In Sec. IV, we examine the QI on a 3D cubic lattice and provide a general formula for S (r) . We show how the interference patterns and the small-field behavior of the MC vary according to the orientation of the applied field. Furthermore, we investigate the effect on the low-flux MC due to the randomness the angles between the directions of the critical hops and the orientation of the applied field.
In Sec. V, we conclude by addressing several relevant issues and summarize our results.
II. QUANTUM INTERFERENCE ON A TWO-DIMENSIONAL SQUARE LATTICE
A. Exact summation of forward-scattering paths: S "r… Let (m,n) denote the site coordinates. Without loss of generality, we choose (0,0) to be the initial site and focus on m,nу0. For forward-scattering paths of r steps, which exclude backward excursions ͑i.e., only moving upward and to the right is allowed͒, ending sites (m,n) satisfy mϩnϭr. Let S m,n ͑ϭS (r) ) be the sum over all directed paths of r steps on which an electron can hop from the origin to the site (m,n), each one weighted by its corresponding phase factor. Employing the symmetric gauge
Aϭ
B 2 ͑ Ϫy,x ͒, and denoting the flux through an elementary plaquette ͑i.e., with an area corresponding to the square of the average distance, which is typically equal to or larger than the localization length , between two impurities͒ by /2, it is straightforward to construct the recursion relation:
This equation states that the site (m,n) can be reached by taking the rth step from neighboring sites to the left or below. The factors in front of the S's, namely, exp(Ϫin /2) and exp(im /2), account for the presence of the magnetic field. Enumerating the recursion relations for S k n ,n (k n ϭmϪ1,mϪ2, . . . ,0) successively and using S 0,n ϭ1 for any n, we obtain the following relation:
Here S m,n is expressed as a sum of the S's one row below ͑i.e., on the line yϭnϪ1). The physical meaning of Eq. ͑6͒ is clear: the site (m,n) can be reached by moving one step upward from sites (k n ,nϪ1) with 0рk n рm, acquiring the phase ik n /2; then traversing mϪk n steps from (k n ,n) to (m,n), each step with a phase Ϫin/2. By applying Eq. ͑6͒ recursively ͑and utilizing S m,0 ϭ1 for any m), S m,n for m,nу1 can be written as
with k nϩ1 ϵm. If we use the Landau gauge instead, the expression for the sum-over-paths S (r) will read L m,n ; namely, S m,n employs the symmetric gauge, while L m,n uses the Landau gauge. Notice that each term in the summand corresponds to the overall phase factor associated with a directed path. In the absence of the magnetic flux (ϭ0),
͑9͒
which is just the total number of r-step paths between (0,0) and (m,n). After some calculations we obtain one of our main results, a very compact and elegant closed-form expression for S m,n ():
Notice that the symmetry S m,n ϭS n,m ͓apparent in Eq. ͑10͔͒ is due to the square lattice geometry. Moreover, we also obtain
͑12͒
Previous work on QI in the VRH regime obtained particular cases, mostly numerical, of sums to diagonal points S m,m , while the general result Eq. ͑10͒ is valid for arbitrary ͑e.g., nondiagonal͒ sites.
To illustrate the quantum interference originating from sums over phase factors associated with directed paths, we show the five possible ending sites (m,n) for rϭ4 and their corresponding S m,n in Fig. 1͑a͒ . In addition, the six different paths connecting (0,0) and (2,2) and their separate phase factor contributions to S 2,2 are shown in Fig. 1͑b͒ .
B. Low-flux limit
In the very-low-flux limit Ӷ1, the logarithm of S m,n , calculated exactly to order 2 , is
Thus we obtain the familiar 2 harmonic shrinkage of the wave function with explicit expressions for all the prefactors. This result can be interpreted as follows. The effective ''cigarshape'' area exposed to the field has an effective length l eff : l eff ϳͱmn ͑i.e., the square root of the area enclosed by the paths͒ and an effective width w eff :
w eff ϳͱmϩn ͑i.e., the square root of the length of the paths͒. For the special case mϭnϭr/2,
which is consistent with, and generalizes, the results in Ref.
4 since it gives the exact prefactor. Thus, the effective length is ϳr, while the effective width is ϳͱr. Furthermore, for a ladder-type quasi-1D system, ͑e.g., mϭrϪ1 and nϭ1), we have
In this case, the effective length and width are both ϳͱr. This result remains valid for small values of n ͑narrow stripes or multiladders͒. The fourth-order contribution to lnS m,n () can also be computed exactly as
C. Quantum interference on diagonal sites
Among the S's for an even number of steps, those located along the diagonal corners contain the richest interference effects since the number of paths ending at (m,m) and the areas they enclose are both the largest. We therefore examine more closely the behavior of the quantities
For irrational flux , it can be proved that Ϫ1ϽI 2m Ͻ1 for any m. A particular case ͑asymptotic behavior͒ of our very compact general expression Eq. ͑16͒ for I 2m is investigated in detail by Fishman, Shapir, and Wang in Ref. 6 . For ϭ2s/t (s and t are positive integers with 1рsϽt and s being prime to t), we obtain (nу0) for mϽt
and FIG. 1. ͑a͒ Starting from (0,0) on a square lattice, for forwardscattering paths of four steps, electrons can end at five sites: (4,0), (3,1), (2,2), (1,3), and (0,4). Their corresponding S m,n are also shown. The arrows specify the electron hopping directions ͑only moving to the right and upward is allowed in the directedpath model͒. Notice that the symmetry S m,n ϭS n,m holds. S 2,2 has the strongest interference among them because the number of paths ending at (2,2), and the area they enclose, are both the largest. ͑b͒ Six different directed paths connecting (0,0) and (2,2) and their separate phase-factor contributions to S 2,2 ; the total equals 1ϩ1ϩe i ϩe Ϫi ϩe 2i ϩe Ϫ2i ϭ2ϩ2cosϩ2cos2.
Furthermore, for those m satisfying
In other words, the zeros of I 2m () are given by ϭ2s/t for
and the s's are prime to each allowed t. From a physical viewpoint, these flux values produce the complete cancellation of all phase factors ͑i.e., fully destructive interference͒ and result in the vanishing of the tunneling probability ͑and conductivity͒. Indeed, we will see in Sec. III that if we also consider the effects of the on-site impurity scattering, these flux values lead to the largest ͑i.e., saturated͒ value for the positive MC.
In Fig. 2 , we show the zeros for I 2 ,I 4 ,I 6 , . . . ,I 40 obtained by using Eqs. ͑21͒ and ͑22͒. Note that the smallest value of /2 satisfying I 2m ()ϭ0 is always 1/2m and the number of zeros rapidly increases when m becomes larger.
The I 2m can be expressed as sums of trigonometric cosines. For instance, the first few ones are ͑with ϵ/2) I 2 ϭ2cos, Notice that I 2m depends only on the even ͑odd͒ harmonics of when m is even ͑odd͒. I 2m () obeys the following properties: ͑i͒ 2 (4) periodicity in for even ͑odd͒ m, namely,
In other words, the period of I 2m corresponds to hc/e when m is even, and 2hc/e when m is odd. ͑ii͒ With m even
͑iii͒ With m odd
Plot of m versus /2 ͑denoted by short bars in order to visualize them better͒, between 0 and 1, such that I 2m ()ϭ0; for mϭ1,2, . . . ,20. Note that the smallest one is always 1/2m and the number of zeros increases rapidly when m becomes larger. The properties of I 2m described in Eqs. ͑19͒-͑22͒ are exhibited in the figure. For instance, when /2ϭ1/5, I 2m ϭ0 for mϭ3ϩ5n and mϭ4ϩ5n with nу0 ͑namely, mϭ3, 4, 8, 9, 13, 14, 18, 19 , . . . ).
for 0рр2.
From the properties described above, we can draw a general picture of the behavior of I 2m . Let ⌽ϵ/2.
2 , which is an enormous number for large m. As the magnetic field is turned on, I 2m rapidly drops to its first zero at ⌽ϭ1/2m. I 2m then shows distinct behaviors depending on m.
For even m, I 2m exhibits many small-magnitude fluctuations around zero for 1/2mϽ⌽Ͻ1/2Ϫ1/2m. I 2m then monotonically climbs from 0 to a large positive value, I 2m ()ϭm!/͓(m/2)!͔ 2 , for 1/2Ϫ1/2mр⌽р1/2. It is evident that I 2m () is still very small compared to I 2m (0). Within the period 0р⌽р1 ͑i.e., 0рр2), I 2m has mirror symmetry with respect to ⌽ϭ1/2 ͑i.e., ϭ).
For odd m, I 2m exhibits many small-magnitude fluctuations around zero for 1/2mϽ⌽Ͻ1Ϫ1/2m. In addition, I 2m always equals 0 at ⌽ϭ1/2 ͑i.e., ϭ). I 2m then monotonically drops from 0 to Ϫ(2m)!/(m!) 2 for 1Ϫ1/2mр⌽р1. For 0р⌽р1, I 2m has inversion symmetry with respect to ⌽ϭ1/2. Within the period 0р⌽р2 ͑i.e., 0рр4), I 2m has mirror symmetry around ⌽ϭ1 ͑i.e., ϭ2). Recall that for any m, Ϫ1ϽI 2m Ͻ1, for irrational values of ⌽.
In Fig. 3 , we plot I 2 through I 12 , I 18 , I 20 , I 38 , and I 40 . These figures show very interesting interference patterns of I 2m and clearly reflect the general description given above. It To show the behavior of the rapid small-magnitude fluctuations around zero of I 2m (⌽) for 1/2mр⌽р1/2 when m is even and for 1/2mр⌽р1/2Ϫ1/2m when m is odd: In ͑b͒, we plot I 10 ͑top͒, I 18 ͑middle͒, and I 38 ͑bottom͒ for ⌽ in their respective interval ͓1/2m,1/2]. In ͑c͒, we plot I 12 ͑top͒, I 20 ͑middle͒, and I 40 ͑bottom͒ for ⌽ in their respective interval ͓1/2m,1/2Ϫ1/2m͔. Only some restricted ranges in the vertical axes are exhibited. From these figures, we clearly see the general properties for the behavior of I 2m described in Sec. II C.
is worthwhile to keep in mind that the properties embedded in S m,n described above play a central role in determining the behavior of the MC obtained in Sec. III.
D. Exact summation of the dominant winding paths: S "r؉2…
Up to now, we have focused on the computation of S (r) and presented a detailed investigation of their properties. When the electrons are less strongly localized, the next higher-order contribution to T i f ͓i.e., W(V/W) rϩ2 S (rϩ2) , which is the dominant term including backward excursions͔ becomes important. Therefore, quantum interference effects between phase factors of paths with backward recursions ͑i.e., moving downward and to the left is also included͒ need to be taken into consideration. Notice that paths in S (rϩ2) , even though they include backscattering processes, do not involve closed loops enclosing flux ͑e.g., elementary square plaquettes͒.
In this section we present the computation of the secondorder contribution, namely S (rϩ2) , to the transition amplitude T i f . Let P m,n (ϭS (rϩ2) ) denote the sums over paths of mϩnϩ2 steps starting from (0,0) and ending at (m,n). We assume that the electrons are confined on a square lattice with non-negative x and y coordinates. We can divide the contribution to P m,n into five parts.
First, hopping directly to site (p,0), with 1рpрm, electrons take one step back to ( pϪ1,0), then hop mϪpϩ1ϩn steps to (m,n). Second, hopping directly to site (0,q), with 1рqрn, electrons take one step back to (0,qϪ1), then hop mϩnϪqϩ1 steps to (m,n). Third, directly hopping to site ( p,nϩ1), with 0рpрm, electrons move one-step downward to ( p,n) gaining a phase factor exp(Ϫip /2), then hop mϪp steps to (m,n). Fourth, directly hopping to site (mϩ1,q), with 0рqрn, electrons move one-step downward to (m,q) gaining a phase factor exp(iq /2), then hop nϪq steps to (m,n). Fifth, directly hopping to (p,q) with 1рpрm and 1рqрn, electrons take one step back to either (pϪ1,q) or (p,qϪ1), accompanied by the phase factor exp(iq /2) or exp(Ϫip /2), then hop mϩnϪpϪqϩ1 steps to the ending site (m,n). Therefore P m,n can be written as S mϪp,nϪqϩ1 ͖.
͑25͒
In the special case mϭn,
͑26͒
The explicit expressions for the first few P m,m are ͑with ϭ/2) 
III. EFFECTS OF DISORDER
A. Average of the tunneling probability
To incorporate the effects of random impurities, we now replace the on-site energy part in Eq. ͑1͒ ͑first term in H) by ͚ i ⑀ i c i † c i , where the ⑀ i 's are now independent random variables. The Hamiltonian now takes the form
We have studied two commonly used models: ͑i͒ ⑀ i can take two values: ϩW and ϪW with equal probability; and ͑ii͒ ⑀ i is randomly chosen from a uniform distribution of width W and zero mean. We found that both models yield the same results for the MC. We now start with the general case of the first model, namely, ⑀ i can have two values: ϩW with probability and ϪW with probability , where ϩϭ1. Due to disorder, the transition amplitude becomes
where ⌫ runs over all directed paths of r steps connecting sites (0,0) and (m,n), and j over sites on each path. For all directed paths ending at (m,n), electrons traverse rϭmϩn sites ͓the initial site (0,0) is excluded͔. Each site visited now contributes an additional multiplicative factor of either ϩ1 or Ϫ1 to the phase factor. Therefore, for a given path ⌫, the probability for obtaining Ϯe i⌽ ⌫ is
It is then clear that
where ͗•••͘ denotes averaging over all impurities.
By exploiting Eqs. ͑7͒ and ͑8͒, we derive the following general expressions valid for any and :
Also, the disorder average of the tunneling probability ͑i.e., the transmission rate͒ ͉J͉ 2 ϭJJ* is
The physical origin of Eqs. ͑29͒ and ͑31͒ becomes clearer by rewriting them as The first terms in Eqs. ͑32͒ and ͑33͒ account for contributions from pairs of identical paths: . . ,p). The above explicit expressions for the moments will allow us to deduce general formulas for the first few leading ͑i.e., dominant͒ terms in the moments.
We first focus on the leading terms (ϰN p ), since they provide the most significant contribution to the moments when N is large. Recall that S(0)ϭN, therefore we need to consider all terms involving S 2k (2)N pϪ2k in ͉͗J()͉ 2p ͘.
We derive ͑see Appendix B for more details͒
Furthermore, by considering all the second leading terms (ϰN pϪ1 ), we obtain
Also, when S(2p)ϭ0 with pу1 ͓e.g., at ϭ/m, S m,m (2p)ϭ0͔, the third leading terms (ϰN pϪ2 ) in the moments are
͉͗J͑0͉͒
2p ͘ϭ
͑42͒
The above general expressions for the moments are of value since they enable us to analytically obtain the dominant contributions to the quantity we are interested in: the magnetoconductance.
C. Analytical results for the magnetoconductance
We now use the replica method:
to compute the log-averaged MC with respect to the zerofield log-averaged MC ͑denoted by L MC ), defined as
Taking into account only the first leading terms in the moments, shown in Eqs. ͑37͒ and ͑38͒, we derive the L MC as
where we have
Exploiting the following identity 18 for 0Ͻxр1:
which reduces to Eq. ͑46͒ for xϭ1, we thus obtain a very concise exact expression for the L MC as
͑48͒
The typical MC of a sample
is then given by, normalized by the zero-field MC G(0),
is one of our main results. It provides a concise closed-form expression for the MC, as an explicit function of the magnetic flux. From Eq. ͑49͒ it becomes evident that a magnetic field leads to an increase in the positive MC: G()/G(0) increases from 1 to a saturated value 2 ͓since S(2) decreases from N to 0͔ when the flux is turned on and increased. G()ϭ2G(0) at the field that satisfies S(2)ϭ0. Furthermore, it is clear that the MC varies periodically with the magnetic field and the periodicity in the flux is equal to the superconducting flux quantum hc/2e. It is important to point out that Eqs. ͑48͒ and ͑49͒ are valid in any dimension as long as we use the corresponding D-dimensional sum S (r) . It is illuminating to draw attention to the close relationship between the behaviors of I 2m (2)ϭS m,m (2) and the corresponding G(). When ϭ0, ͓I 2m (0)/N͔ 2 ϭ1, which is the largest value of ͓I 2m (2)/N͔ 2 as a function of , and the MC is equal to the smallest value G(0). When the magnetic field is increased from zero, ͓I 2m (2)/N͔ 2 quickly approaches ͑more rapidly as m becomes larger͒ its smallest value, which is zero, at /2ϭ1/4m. At the same time, the MC rapidly increases to the largest value 2G(0).
The physical implication of this is clear: fully constructive interference in the case without disorder leads to the smallest hopping conduction in the presence of disorder. While fully destructive interference in the case without disorder yields the largest hopping conduction in the presence of disorder. Moreover, when m ͑the system size is mϫm) is large, G()/G(0) remains in the close vicinity of 2 for /2Ͼ1/4m in spite of the strong very-small-magnitude fluctuations of I 2m (2)/N around zero.
The saturated value of the magnetic field B sa ͓i.e., the first field that makes G()ϭ2G(0)͔ is inversely proportional to twice the hopping length: the larger the system is, the smaller B sa will be. In other words, as soon as the system, with hopping distance rϭ2m, is penetrated by a total flux of (1/2r)ϫ(r/2) 2 ϭr/8 ͑in units of the flux quantum hc/e), the MC reaches the saturation value 2G(0).
Defining the relative MC, ⌬G(), as ⌬G͑͒ϵ G͑͒ϪG͑0͒ G͑0͒ , and utilizing Eq. ͑49͒, we show ⌬G() versus for several different hopping lengths in Fig. 5 . The behavior of ⌬G() described above can be clearly observed in these figures. Now let us examine the behavior of the MC in the lowflux limit. From Eqs. ͑14͒ and ͑15͒, it follows then that, for very small fields, in 2D ⌬G͑ ͒Ӎ , with rϭ2,4, . . . ,1000, in ͑a͒ and versus r, with rϭ2,3, . . . ,500, in ͑b͒, respectively, for 2D and quasi-1D systems. It is seen that, both in ͑a͒ and ͑b͒, all the data nicely collapse into a straight line, which verifies the scaling of the low-flux MC in Eqs. ͑50͒ and ͑51͒.
If we consider the second leading terms in the moments, namely Eqs. ͑39͒ and ͑40͒, the second-order contribution to the L MC is
and we have used
The relative magnetoconductance ⌬G() versus /2 for hopping between (0,0) and (r/2,r/2) for several system sizes. From ͑a͒ to ͑d͒, the hopping length r corresponds to 4, 10, 20, and 50, respectively. Insets show ⌬G() for between 0 and the corresponding saturated field /2ϭ1/2r. It is observed that for large systems ͑i.e., r large͒, ⌬G() rapidly approaches the saturation value 1 even at /2, which is less than 1/2r.
FIG. 6. ͑a͒ ⌬G versus r
3/2 B in 2D with the hopping length rϭ2,4, . . . ,1000, and ͑b͒ ⌬G versus rB in quasi-1D with rϭ2,3, . . . ,500, for various small values of B. All the data nicely collapse into a straight line, which verifies the scaling behavior of the small-field ⌬G: (ͱ3/6)r 3/2 in 2D and (ͱ3/3)r for quasi-1D systems. The distance between these data and the solid reference line reflects the prefactor: ͱ3/6 in ͑a͒ and ͱ3/3 in ͑b͒.
The principal features in the behavior of the MC are not significantly modified by the addition of the contribution from L MC in Eq. ͑52͒: while the magnitude of ⌬G() is slightly increased for 0, the period of the MC remains unchanged.
For a 2D system and in the low-flux limit, we derive from Eq. ͑52͒ for diagonal sites (r/2,r/2):
⌬G͑ ͒ϭ͑ ͱ3/24N͒r 3/2 .
Comparing this result with Eq. ͑50͒, we see that the dependence of the small-field MC on the hopping length and the field is the same except for different prefactors. Summing up both contributions, we have for small ⌬G͑ ͒ϭ
. ͑53͒
In addition, when S(2p)ϭ0, we have from Eqs. ͑37͒-͑42͒
This indicates that the magnitude of the positive MC is gradually increased ͑e.g., the saturation value of ⌬G is raised above 1͒ when contributions from higher-order terms ͑i.e., terms ϰ1/N k with kу1) are included, though they are negligibly small.
D. Discussion
Our results for the MC are in good agreement with experimental measurements. 19, 20 For instance, a positive MC is observed in the VRH regime of both macroscopically large In 2 O 3Ϫx samples 19 and compensated n-type CdSe. 20 Moreover, saturation in the MC as the field is increased is also reported in Ref. 20 .
The results for ⌬G() presented in this work are consistent with theoretical studies based on an independentdirected-path formalism 8 and a random matrix theory of the transition strengths. 9 The advantages of our results include ͑i͒ they provide explicit expressions for the first two dominant contributions to the MC, as a function of the magnetic field; ͑ii͒ they provide straightforward determination of the period of the oscillation of the MC; ͑iii͒ they provide explicit scaling behaviors ͑i.e., the dependence on the hopping length and the orientation and strength of the field͒ of the low-flux MC in quasi-1D, 2D, and 3D systems; and ͑iv͒ they allow us to make quantitative comparison with experimental data. Finally, it is important to emphasize that our analytic results ͓Eqs. ͑48͒, ͑49͒, and ͑52͔͒ for the MC are equally applicable to any dimension, since the essential ingredient in our expressions is the QI quantity S (r) , which takes into account the dimensionality.
In Appendix B, we outline the computational scheme using the second model of disorder, i.e., ⑀ i is randomly chosen from the interval ͓ϪW/2,W/2͔. The moments obtained in this case are the same as those presented in Eqs. ͑37͒ and ͑38͒. Therefore, the result for the MC remains unchanged.
IV. QUANTUM INTERFERENCE AND THE SMALL-FIELD MAGNETOCONDUCTANCE ON A THREE-DIMENSIONAL CUBIC LATTICE

A. Sums over forward-scattering paths
Let S m,n,l (ϭS (r) in 3D͒ be the sum over all phase factors associated with directed paths of mϩnϩl(ϭr) steps along which an electron may hop from ͑0,0,0͒ to the site (m,n,l). Again we assume m, n, and lу0. In other words, electrons can now also hop in the positive z direction. The vector potential of a general magnetic field (B x ,B y ,B z ) can be written as
Also, a/2, b/2, and c/2 represent the three fluxes through the respective elementary plaquettes on the yz-, zx-, and xy-planes. To compute S m,n,l , we start from the following recursion relation:
͑55͒
where A p,q,l→m,n,l is the sum over all directed paths starting from ( p,q,l) and ending at (m,n,l). The physical meaning of Eq. ͑55͒ is as follows. The site (m,n,l) is reached by taking one step from (p,q,lϪ1) to (p,q,l), acquiring the phase i(qaϪpb)/2, then traversing from ( p,q,l) to (m,n,l) on the zϭl plane. After some calculation, we find that
where S mϪp,nϪq (c) is defined as shown in Eq. ͑10͒. By applying Eq. ͑56͒ l times, we obtain a general formula of S m,n,l for m,n,lу1 in terms of the fluxes a, b, and c as
exp͕i͓q j aϩ͑mϪp j ͒b
with p lϩ1 ϵm, q lϩ1 ϵn, and the L p,q (c)'s are defined as in Eq. ͑12͒.
It is clear that S m,n,0 ϭS m,n (c), S m,0,l ϭS m,l (b), and S 0,n,l ϭS n,l (a). Also, the following symmetries hold: n,l ͑ a,b,c ͒ϭS n,m,l ͑ b,a,c ͒ϭS m,l,n ͑ a,c,b ͒ϭS l,m,n ͑ b,c,a ͒   ϭS l,n,m ͑ c,b,a ͒ϭS n,l,m ͑ c,a, 
When there is no magnetic flux,
gives the total number of (mϩnϩl)-step paths connecting (0,0,0) and (m,n,l). We have obtained explicit expressions for many S m,n,l , and here we explicitly present only the first few S, since S have long expressions for larger m, n, and l.
ϩcos͑␣ϩ␤Ϫ2␥ ͒ϩcos͑ ␣Ϯ2␤ϯ2␥͔͒.
Here ͚
denote sums over ␣ϭa,b,c; (␣␤)ϭ(ab),(bc),(ca); and (␣␤␥)ϭ(abc),(bca),(cab); for iϭ1, 2, and 3, respectively; and, for instance, the term cos(a/2Ϯbϯc) means cos(a/2ϩbϪc)ϩcos(a/2Ϫbϩc).
B. Low-flux limit
In the very-low-flux limit, and calculated exactly to second-order in the flux, we obtain the logarithm of S m,n,l , the 3D analog of the harmonic shrinkage of the wave function, as 
͑61͒
These results generalize to 3D the 2D results obtained in Sec. II B.
C. Interference patterns on diagonal sites
In order to see how the interference patterns vary according to the orientation of the applied field, we focus on S m,m,m ͑i.e., S on the body diagonals͒. We now examine two special cases: B ʈ ϵBʈ(1,1,1)ϭ(,,)/2 and B Ќ ϵBЌ(1,1,1)ϭ(/2,/2,Ϫ)/2, namely fields parallel and perpendicular to the (1,1,1) Fig. 7 where we plot I 3 ʈ through I 12 ʈ and I 3 Ќ through I 12 Ќ . Notice that the period in for I 3m ʈ is 2 (4) for even ͑odd͒ m, while the period for I 3m Ќ is 4 for any m. Therefore, the periodicity for the MC in 3D is identical to that in 2D.
We have also computed I 3m ʈ and I 3m Ќ (mϭ1,2, . . . ,300)
for /2ϭ3/5 and (ͱ5Ϫ1)/2 and find that their behaviors are insensitive to the commensurability of , unlike the case on a square lattice. Physically, this can be understood because two randomly chosen paths have a higher probability of crossing ͑and thus interfering͒ in 2D than in 3D; thus making QI effects less pronounced in 3D than in 2D. A similar situation occurs classically ͑e.g., multiply-scattered light in a random medium 15, 16 ͒.
D. Small-field magnetoconductance
For a 3D system, the relative MC, ⌬G(a,b,c), now reads
The above general expression is valid for any ending site as well as arbitrary orientation and strength of the magnetic field. From Eq. ͑61͒, in the small-field limit and at ending site (r/3,r/3,r/3), we have ; while the effective area A ʈ eff exposed to B ʈ is smaller,
thus closer to our quasi-1D ladder case with ⌬G()ϰr.
As a numerical test of Eqs. ͑66͒ and ͑67͒, in Fig. 8 we show ⌬G calculated directly from Eq. ͑62͒, versus r 3/2 in ͑a͒ and versus r in ͑b͒, respectively, for several values of B Ќ and B ʈ with hopping length rϭ3,6, . . . ,600. The collapse of all the data into a straight line verifies the scaling of the low-flux ⌬G presented above.
E. Average of the magnetoconductance over angles
In a macroscopic sample, the conductance may be determined by a few ͑instead of one, as considered before͒ critical hopping events. As a result of this, the observed MC of the whole sample should be the average of the MC associated with these critical hops. Thus, in 3D systems it is also important to take into account the randomness of the angles between the hopping direction and the orientation of the applied magnetic field. 21 To theoretically investigate the effect of the average over angles on the MC, we consider all possible relative hopping directions with respect to that of the magnetic field, or equivalently, the continuously-varying orientation of the field with respect to a fixed hopping direction. We adopt the latter below: the ending site of all hopping events ͑with the same hopping length r) is located at the diagonal point (r/3,r/3,r/3) and the magnetic field can be adjusted between the parallel and perpendicular directions with respect to the vector dϭ (1,1,1) . Our interest here is in the MC averaged over angles, denoted by ⌬G, in the low-field limit. Recall that the magnetic field is Bϭ(a,b,c) ϭB(1,1,1) for several values of B and hopping length rϭ3,6, . . . ,600. The collapse of all the data into a straight line verifies the scaling of small-field ⌬G:(ͱ2/6)r 3/2 for B Ќ and (1/3)r for B ʈ . The distance between these data and the solid reference line reflects the prefactor: ͱ2/6 in ͑a͒ and 1/3 in ͑b͒.
pendent. As an illustration, the transition amplitude will be L m,n ͓Eq. ͑12͔͒ if we use the Landau gauge Aϭ(0,Bx) on a square lattice. The notation S m,n (L m,n ) refers the use of the symmetric ͑Landau͒ gauge. Similarly, the transition amplitude will read L m,n,l ͓Eq. ͑58͔͒ if we use the gauge Aϭ(B y z,B z x,B x y) on a cubic lattice.
Second, returns to the origin ͑see, e.g., Refs. 1 and 22-24͒ become important for less strongly localized electrons, and their QI effects 22, 23 can be incorporated in our approach. Third, the main limitations of our study in the case with impurities are the following: no inclusion of spin-orbit scattering effects ͑for this see, e.g., Refs. 7-9 and references therein͒, and no explicit inclusion of the correlations between crossing paths, as discussed in Refs. 4 and 7. However, these correlations are negligible when spin-orbit scattering is present. 7 Fourth, besides analytical closed-form results in 2D, this work present exact results for 3D systems, e.g, ⌬G ϭ(2/3ͱ3)rB(1ϩr sin 2 )
1/2 ͓Eq. ͑68͔͒. These results can provide further tests of the quantum interference effects. This can be done by measuring the MC of bulk samples ͑which are small enough that only a single critical hop is allowed͒ in various orientations of the field. By doing this, one can then determine the values of r and ͑and, hence, also the direction of this critical hop͒. Therefore, the small-field behaviors of the MC with fields parallel and perpendicular to the direction of this critical hop can be measured and compared to our predictions. This could potentially be very useful.
In summary, we present an investigation of quantum interference phenomena and the magnetic-field effects on the MC resulting from sums over directed paths on resistor networks in 2D and 3D. The principal results include ͑1͒ an exact and explicit closed-form expression for the sum over forward-scattering paths S (r) to any site on a square lattice, which is the essential QI quantity in both uniform and disordered cases, ͑2͒ an explicit formula for S (r) for electrons hopping on a cubic lattice, ͑3͒ the low-flux behaviors of S (r) in both 2D and 3D, ͑4͒ the exact summation of the dominant winding paths in 2D, ͑5͒ compact, analytic results for the positive MC as explicit functions of the magnetic flux which are valid in any dimension, ͑6͒ the small-field behaviors of the MC in quasi-1D, 2D, and 3D, and ͑7͒ an analytic result for the small-field MC in 3D incorporating the randomness in the relative angles between the hops and the applied field. They provide analytical and explicit closedform results concerning the hopping transport of strongly localized electrons subject to an external magnetic field in the macroscopic regime. We hope that our results stimulate further work ͑e.g., inclusion of spin-orbit effects on lattice path integrals͒ on exact results in 2D and 3D systems. In this appendix, we outline the derivation of the moments shown in Eqs. ͑32͒, ͑33͒, ͑35͒, and ͑36͒. First, let us derive Eqs. ͑32͒ and ͑33͒. Let s i ϭexp(i⌽ i ), where ⌽ i is the sum over all phases along path i and iϭ1,2, . . . ,N. Note that for every path, the probability for obtaining the overall phase factor Ϯs i is P Ϯ . Now where ␥ i ϭϮ1 with probability P Ϯ . If the number of ␥ i ϭϪ1 is k, the overall probability is P we thus obtain Eqs. ͑32͒ and ͑33͒. For ϭϭ1/2 ͑namely, each site contributes either ϩ1 or Ϫ1 with equal probability͒, P Ϯ ϭ1/2 for every path i. The total number of sites that can be visited is Tϭ(mϩ1)(nϩ1)Ϫ1 ͑the initial site is not counted͒. Therefore, the total number of all possible impurity configurations is 2
T . Let us now focus on the ␥ i s i with iϭ1,2, . . . ,N. The total number of configuration sets is 2 N since each ␥ i can be either ϩ1 or Ϫ1 with equal probability. 
