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Abstract
In this work, we study the real-time monitoring of an information source over a communication
link with a transmission cost. As the most basic nontrivial setting, we consider a single source
governed by a random walk process and design the scheduling policy that minimizes the cost
sum of transmission costs and the inaccuracy of the state information at the monitoring center.
This problem closely relates to the emerging area of Age-of-Information (AoI) scheduling that
focuses on the timely transfer of fresh information over resource-constrained networks. When
information updates are controlled by the scheduler, we can incorporate the internal dynamics
of the information source into transmission decisions. For a general cost function of estimation
errors, we first establish the optimality of a threshold rule for minimizing a weighted sum of the
transmission cost and the tracking inaccuracy for the information source. Then, we characterize
the optimal threshold level as an explicit function of the transmission cost and source behavior.
Further, we provide preliminary results of a learning-based approach that finds the optimal
threshold when the transmission cost is unknown a priori.
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I Introduction
With the growing number of applications in cyber-physical systems, including autonomous trans-
portation systems, intelligent manufacturing systems, smart power grid applications, etc.,there
is an increasing interest and demand for the real-time monitoring of time-varying system status.
In such systems, sources send status updates to a destination in order to keep the status state
up-to-date. Accordingly, it is desired that updates should be delivered to the destination as
fast as possible after they change. The effectiveness of the control decisions at a receiver (des-
tination) significantly depends on the information freshness. However, in reality, the network
resources are limited and costly, so a status update from the source might have aged because of
the queueing delay and the transmission delay [1]. The information freshness can be measured
by an Age-of-Information (AoI) metric, which is defined as how old the recent update is from
when it is generated at the source.
Previous works in this domain, for example [1–5], analyzed the age metric to evaluate the
performance of the status update system. Age of a status update system was investigated
in [1]. It considered a status update system where a transmitter sends status update packets
to a receiver through a network cloud. The packets are randomly generated and service times
are exponential random variables with some rate. The packets can be delivered in the out-of-
order manner, which leads to the complication of computation for status age. The expression of
system age was figured out and verified by simulations. Easily expected, its result showed that
the system age decreases as we increase the system utilization or the service rate. However, it
leads to the costly consumption of network resources. Two sources and one monitor status update
system was considered in [2]. Status update packets are delivered through a M/M/2 queue and
out-of-order packet reception is possible. It analyzed status age metric and compared the result
withM/M/1 andM/M/∞ queueing system. It has been discovered in these investigations that
there is an optimal rate at which a source should transmit its update to a destination to optimize
AoI. In [3], the average age for the status update system was analyzed, where there is a single
source and channel and system status is updated to a monitor (or monitors) through a first-
come-first-served (FCFS) queue. First, age metric under the different FCFS queueing systems
(M/M/1, M/D/1, and D/M/1) was formulated. Then, it investigated the optimal utilization,
ρ∗, that minimizes average system age, for example, ρ∗ ≈ 0.53 under the M/M/1 system, which
differs from throughput-maximizing-utilization (ρ = 1) or delay-minimizing-utilization (ρ = 0).
The lower bound for average system age was also provided when the source generates status
update packets right after the end of the service for previous packets. The status update system
was also considered in [4] in which there are two independent sources and a monitor. Two
independent sources share the network resources and they send status updates to the monitor
with a FCFS M/M/1 queueing strategy. It analyzed the age metric for finding the average
status age for the system and proposed the region of feasible status ages for a pair of independent
sources. Further, an optimal rate at which the source should generate its updates to the monitor
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under the existence of interfering load from the other source was provided. Moreover, it was
verified in [5] that the channel is frequently idle under the optimal rate. It considered the source
which is powered by a stochastic energy harvesting system. Several updating strategies were
analyzed using age metric and it was shown that the optimal policy is lazy even when there is
sufficient energy for the source to transmit status update.
Based on those analyses, how could we manage the freshness of status updates from the
source to the destination using AoI as a metric? In prior works, e.g., [6–9], which investigated
this question, a status update was generated as a packet at the source by an exogeneous process.
It was the source’s responsibility to make decisions on which of the stacked packets to be trans-
mitted to the destination, under the resource limitations. Most prior works, including [6–9],
dealt with the question of how to make these decisions to keep the information fresh. It is
known that discarding some of the pending packets might be helpful in keeping the freshness of
information by bypassing queueing delay for fresher packets at the expense of the loss (or extra
delay) of older packets. Status update system where status updates are sampled as a random
process and the source can manage the generated samples and decide which packets should be
transmitted was considered in [6]. It was shown that average system age will be improved when
the source can discard samples, not transmitting to the destination. Not only the average age
but also the peak age metric was analyzed in [6]. The multi-class M/G/1 queueing system was
investigated in [7] in which each sources generate status update packets. It first analyzed peak
age-of-information (PAoI) metric for M/G/1 and M/G/1/1 model. Then, the update rates for
both cases was optimized, where the source can choose the update interval to minimize system
cost considering PAoI. Minimum age scheduling problem was also handled in [8]. It investigated
age of information and proposed the scheduling strategy to optimize the overall information
age. To solve the optimality and scalability of its problem, integer linear programming (ILP)
formulation and steepest age decent algorithm were employed. Additionally, scheduling prob-
lem in wireless network with an aim to minimize age of information and align information at
the receiver was investigated in [9]. It analyzed inefficiency of several conventional MaxWeight
scheduling policies and developed new scheduling policy combining age with the interarrival
times of the incoming packets. Its performance was verified using heavy-traffic analysis. Its
new scheduler achieved the state space collapse and the upper and lower bounds for information
freshness were suggested.
This expanded model raises the natural question of how to accommodate and combine the
information source dynamics into the generation of status updates and transmission decisions.
This question has been formulated as a joint optimization problem of scheduling and remote
estimation in [10], where the sum of communication cost and average Mean Square Error (MSE)
estimation cost is minimized over a finite-time horizon. In [10], a source sends either a real-
number or free symbol to an estimator at each time slot. Each real-number transmission incurs a
positive cost and free-symbol transmission doesn’t require a cost. It was proved that a symmetric
threshold policy at the source and the Kalman-filter at the estimator can achieve jointly optimal
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behavior for the system. The cost minimization of the MSE in remote estimation has been
further extended to the case of noise channel with and without communication cost in [11, 12].
The remote estimation problem with a sensor and an estimator was investigated in [11]. Each
information transmission requires a cost and the estimator has the estimation error at each time
slot. The additive noisy channel was considered so encoding/decoding steps for communication
was required. It was shown that a symmetric threshold policy for the sensor and piecewise
encoding/decoding policies are optimal to minimize the total cost sum. On the other hand, the
multiple communication channels were investigated in [12]. A source has an option to transmit
the sensor value using the perfect channel or the additive noise channel, otherwise transmit the
free symbol (i.e., no transmission). There are two kinds of constraints which are communication
cost constraint and the number of usage constraint. It was shown that threshold-in-threshold
policy is the optimal for the setting with a side channel which notices the sign of the underlying
state. In an infinite-time horizon, the average MSE cost minimization problem under sampling
rate constraint has been addressed in [13], which is close to our work but with a continuous-
time process. In [13], a source can update multiple independent wiener process all together
or transmit noting at each time. It was verified that event-trigger sampling with a specific
threshold can achieve the optimal performance. More recently, the remote estimation problem
over a packet-drop channel has been studied in [14]. It is well known that threshold-based
policy is the optimal in the remote estimation problem through previous works. Thus, stochastic
approximation algorithms to find optimal thresholds were proposed in [14]. Further, the remote
estimation problem of the wiener process under the channel delay was considered in [15]. The
communication channel has the random delay and the source can manage the sampling of the
process under the sampling frequency constraint. It was proved that threshold policy is the
optimal for minimum mean square error estimation and found the optimal threshold which is
determined by the sampling frequency constraint and the amount of signal variation during
the channel delay. These results show that a threshold-based policy can achieve the optimal
performance for the MSE.
In this work, we consider an average cost minimization that captures the trade-off between
estimation costs and transmission costs. Different from the previous works, we consider the cost
minimization problem i) with a more general form of estimation cost rather than the MSE, ii) in
the presence of transmission cost, iii) over an infinite-time horizon, and iv) further, our setting is
extended to the case when the transmission cost is unknown a priori. We formulate our problem
as a discrete-time Markov Decision Process (MDP) and show that a threshold-based policy
can minimize the objective function by solving optimal Bellman equations. Given this optimal
structure, we then find the optimal threshold value, γ∗, as a function of the transmission cost.
We also note that our optimal threshold does not equal that of the policy in [10] due to different
characteristics of the information source, which emphasizes the importance of the dynamics of
the information source in the control decision.
The remainder of the paper is organized as follows. The system model is described in Section
3
II. We show in Section III that a threshold-based policy can achieve the optimal performance and
find the optimal threshold value γ∗. In Section IV, we evaluate the performance of our threshold-
based policy through simulations. Finally, in Section V, we summarize our contributions.
II System Model
Suppose that a transmitter is responsible for communicating a randomly evolving information
source to a receiver over a wireless channel. The information is a sensor value that changes
according to a random walk process, and can be delivered to the receiver through a wireless
transmission. We consider a time-slotted system, where, at each time slot, the transmitter has
an option to send the sensor value immediately to the receiver or wait for the next slot. In either
case, there is a cost associated with transmission or with stale information at the receiver, and
our goal is to minimize the total average cost. We first formulate this problem rigorously in this
section.




1, with probability θ,
0, with probability 1− 2θ,
−1, with probability θ,
(1)




k=0w(k) = XR(t) + w(t), for t ≥ 0, (2)
and XR(0) = 0. At the beginning of time t, the transmitter observes w(t) and can make the
transmission decision. In case of transmission, the receiver can update its information to the
most recent value, i.e., XR(t) + w(t). Formally, let XE(t) denote the (estimated) value at the
receiver at the beginning of time t, and let u(t) ∈ {0, 1} be the indicator of transmission decision
at time t. If the transmitter transmits the recent information to the receiver at time t (i.e., if




XR(t+ 1), if u(t) = 1,
XE(t), if u(t) = 0.
We assume that XE(0) = 0 and there is no transmission error, but each transmission incurs a
cost of c ≥ 0 units. Let X(t) denote the estimation error, i.e., the difference of the sensing value
between the transmitter and the receiver at time t, i.e., X(t) := XR(t)−XE(t).
We consider the balancing of two types of system cost. One is from the inaccurate sensing
value at the receiver and it is assumed to be a monotonically increasing function f(·) of |X(t)|
with f(0) = 0 and f(x) → ∞ as x → ∞. The other cost is from information updates with
per-transmission cost c. For example, if f(x) = x2, we have the MSE with communication cost
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(f (|X(t)|) + c · u(t)) . (3)
III Design of Optimal Threshold-Based Policy
In this section, we first show that there exists a threshold-based policy that can achieve the
optimal performance with cost function f(·), and then find the threshold that minimizes the
average cost.
3.1 Optimality of Threshold-Based Policy
We consider a threshold-based policy that makes transmission decisions based on the current
value of the information and show that it can achieve the optimal performance. We first model
the evolution of X(t) as a discrete-time Markov Decision Process (MDP) with state |X(t)| as
shown in Fig. 1. We denote the update decision at state s as action αs ∈ {0, 1}, where αs = 1
implies the information update at state s (i.e., transmission of the sensing value). Let P (s′|s, αs)
denote the transition probability from s to s′ under αs. We also denote the cost under s and αs
as r(s, αs) = f(|X(t)|) + c · u(t) when action αs = u(t) is taken at state s at time (or stage) t.
In Fig. 1, the tuple of (αs, P (s′|s, αs), r(s, αs)) associated with each state transition is shown.
Figure 1: MDP diagram. Each state transition is associated with (αs, P (s′|s, αs), r(s, αs)) where
f(x) = x2.
We define a stationary policy µ that takes action αs with probability π(s, αs) at state s.









where st denotes the state at time t, µ(st) denotes the chosen action at time t, and s0 = 0.
Let µ∗ be an optimal policy that minimizes (4). Since f(s)→∞ as s→∞, it can be easily
found that there exists a constant c̄ such that, for all s ≥ c̄, µ∗(s) = 1, i.e., updating information
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leads to a lower cost than non-updating. For example, c̄ = d
√
c+ 1e when f(x) = x2. For all
s ≥ d
√
c+ 1e, the updating action induces the cost of c + 02. On the other hand, the non-
updating action induces the cost of (s− 1)2 or (s+ 1)2 with probability θ or the cost of s2 with
probability 1 − 2θ. In either cases, the cost from non-updating is greater or equal to the cost
from updating. This implies that the states beyond c̄ will never be visited under µ∗ if we start
from state 0. Thus, we can limit our focus to a finite set of states {0, 1, . . . , c̄}.
We consider the optimal Bellman equations to find an optimal policy µ∗. We employ the line
of analysis of [16]. Letting each state-transition be a stage and letting r(s, αs) be the stage cost,
our problem is an average cost per stage minimization problem which minimizes (4). From [16],
we can solve our problem as an associated stochastic shortest path problem in which there is a
cost-free terminal state and visiting the terminal state is inevitable. In stochastic shortest path
problem, the terminal state must be visited with minimum expected cost. Since state 0 is visited
from any state with non-zero probability, we can set state 0 as the terminal state, at which, upon
visit the process terminates. Then, the whole process can be divided into independent cycles
marked by visits to state 0. Each of the cycles can be regarded as a state trajectory of a
corresponding stochastic shortest path problem with the terminal state. To solve our problem,
we first consider a cycle starting from state 0 to the first return to state 0 under a stationary
policy µ. Let N(µ) denote the expected return time, and Cost(µ) denote the expected cost sum







Note that λ∗ equals the optimal average cost value and thus we have 0 < λ∗ < c (since the policy
of updating at every time has the average cost of c). Then, our problem is the same problem
that finds a stationary policy µ that minimizes
Cost(µ)−N(µ)λ∗ ≥ 0. (5)
Equation (5) is the expected cost of µ starting from state 0. Minimizing (5) can be viewed as the
associated stochastic shortest path problem if we set stage cost to be r(s, αs)−λ∗. From [16], we











for s = 0, 1, ..., c̄. Applying the cost and the state transition probabilities, it can be rewritten as
h∗(s) =

min [−λ∗ + 2θh∗(1) + (1− 2θ)h∗(0),
c− λ∗ + h∗(0)] , for s = 0,
min [f(s)− λ∗ + θh∗(s− 1)
+θh∗(s+ 1) + (1− 2θ)h∗(s),
f(s) + c− λ∗ + h∗(0)] , for s = 1, ..., c̄.
(6)
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At each state s, the optimal policy determines αs that minimizes h∗(s). The following is the
main result of this section.
Proposition 1. There is a threshold-based policy µ∗ that minimizes (4), where the policy that
chooses action µ∗(st) at time t as
µ∗(st) =
{
0, for st + w(t) < γ,
1, for st + w(t) ≥ γ,
(7)
for some γ > 0.
Proof. Let A(s) be the h∗(s) values if we continuously choose optimal action at state s as non-
updating (αs = 0). Also, let A(1) = h∗(1) and A(0) = h∗(0). We can express A(s) for s ≥ 2
as








Further, let B(s) be the h∗(s) values if we choose optimal action at state s as updating (αs = 1).
We have
B(s) := f(s) + c− λ∗ + h∗(0), for s = 1, ..., c̄.
Then, from the Bellman equations, we can set an optimal action as non-updating if A(s) < B(s)
and updating if A(s) ≥ B(s).
Since we start each cycle from state 0 and non-updating action is a natural decision for small
error, we can expect that, during an early period of a cycle, non-updating actions will be chosen
and h∗(s) = A(s). We assume that c is not very small, and thus at least at states 0 and 1,
non-updating action is optimal. Suppose that in each cycle, non-updating action is continuously
chosen until the process arrives at state s. Then Eq. (6) with λ∗ > 0 results in A(1) > A(0)
since
A(0) = −λ∗ + 2θA(1) + (1− 2θ)A(0),
2θA(0) = 2θA(1)− λ∗,
A(0) = A(1)− λ∗2θ .
Also,






From the fact that f(·) is a monotonically increasing function, A(s + 1) − A(s) is increasing-
then-decreasing or monotonically decreasing (to −∞), and thus, so is A(s). On the other hand,
B(s) is a monotonically increasing function. Note that B(0) = f(0) + (c − λ∗) + A(0) > A(0)
since λ∗ < c. We claim that there is γ such that A(s) < B(s) for all s < γ and A(γ) ≥ B(γ).
We can prove it by contradiction. If no such γ exists, we should have A(s) < B(s) for all s.
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According to (6), it implies that the optimal action µ∗(s) = 0 for all s ∈ {0, 1, ..., c̄}, which,
however, leads to a contradiction since we should have µ∗(c̄) = 1 from our definition of c̄. Note
that given the existence of such γ, the optimal action changes from non-updating to updating
at γ, and once there is an update, a new cycle starts. This implies that function h∗(s) that
satisfies the optimal Bellman equations (6) induces a threshold-based policy (7).
3.2 Closed-Form Optimal-Threshold under Known Costs
In this subsection, we further develop our optimal threshold-based solution by finding the optimal
threshold. We can implement our γ-threshold policy given in (7) as follows. At the beginning
of each time t, we observe w(t), and calculate X̂(t + 1) := X(t) + w(t). If |X̂(t + 1)| ≥ γ, the
transmitter sends the information (i.e., u(t) = 1), and the receiver updates the estimation value
(i.e., X(t + 1) = 0). Otherwise, there is neither transmission nor update (i.e.,u(t) = 0) and
X(t+ 1) = X̂(t+ 1).
Under our policy, process X(t) can be considered as a random walk process that starts at
state 0, and when it hits either boundary γ or −γ, it returns to state 0 as shown in Fig. 2. The
expected time for a random walk process to hit the (symmetric) boundary equals the expected
length of a cycle in our scenario. Let T denote the time between two consecutive updates. The
expected time E[T ] can be obtained from [17]. Let v(x) = Ex[T ] be the expected time duration
to reach state 0 or A when we start at state x in the random walk process like in (1) as in Fig. 2.
Then, v(0) = v(A) = 0. We have
v(x) = θ (1 + v(x− 1)) + θ (1 + v(x+ 1)) + (1− 2θ) (1 + v(x)) ,
2θv(x) = θv(x− 1) + θv(x+ 1) + 1,





2v(x) = v(x− 1) + v(x+ 1) + 1θ ,
v(x)− v(x− 1) = v(x+ 1)− v(x) + 1θ .
Let d(x) := v(x)− v(x− 1). Then, we have
d(x) = d(x+ 1) + 1θ .
Figure 2: Markov Chain process with states X(t).
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From d(m) = d(1)− 1θ (m− 1) and d(m) = v(m)− v(m− 1), we have
d(m) + d(m− 1) + · · ·+ d(1) = v(m)− v(0) = v(m).







d(1)− 1θ (i− 1)
)





= m (v(1)− v(0))− m(m+1)2θ +
m
θ
= m · v(1)− m(m+1)2θ +
m
θ .
Using the initial condition, v(A) = 0,
v(A) = A · v(1)− A(A+1)2θ +
A
θ = 0,
v(1) = A+12θ −
1
θ .
















Consequentially, we can get
v(x) = Ex[T ] = x(A−x)2θ .
Remind that v(x) = x(A−x)2θ when we start at state x and reach to state 0 or A. To apply this
equation to our problem where we start at state 0 and reach to state −γ or γ, we can regard
our problem as a problem at which we start at state γ and reach to state 0 or 2γ. The expected
time for our problem E[T ] can be obtained as
E[T ] = γ(2γ−γ)2θ =
γ2
2θ .
Thus, since an update occurs every γ
2




Next, we estimate the average cost from the information mismatch as a function of γ. Differ-
ent from the MDP of Fig. 1, we are interested in the distribution of the cost values. We consider
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a Markov Chain for the evolution of X(t) (i.e., instead of |X(t)|) under the γ-threshold rule
as shown in Fig. 2. The stationary distribution {πγi }i of the Markov Chain can be calculated
explicitly using global balance equations.
π0 = θπγ−1 + θπ−γ+1 + θπ−1 + θπ1 + (1− 2θ)π0
π1 = θπ0 + θπ2 + (1− 2θ)π1
π−1 = θπ0 + θπ−2 + (1− 2θ)π−1
...
πγ−2 = θπγ−3 + θπγ−1 + (1− 2θ)πγ−2
π−γ+2 = θπ−γ+3 + θπ−γ+1 + (1− 2θ)π−γ+2
πγ−1 = θπγ−2 + (1− 2θ)πγ−1
π−γ+1 = θπ−γ+2 + (1− 2θ)π−γ+1
They can be arranged as
π0 = πγ−1 + π1,
2π1 = π0 + π2,
...
2πγ−2 = πγ−3 + πγ−1,
2πγ−1 = πγ−2.
We also have
1 = π0 + 2π1 + 2π2 + · · ·+ 2πγ−1
































, for i ∈ {−γ + 1, · · · , 0, · · · , γ − 1}.
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We note that a similar result has been observed in a continuous-time counterpart [13]. Hence,
the expected mismatch cost is
∑γ−1
i=−γ+1 f(i) · π
γ
i . Combining with the update cost, we have the
















We can approximate the optimal threshold that minimizes (8) by removing the integer constraint.
















The optimal threshold which minimizes (9) is 4
√
12cθ. The optimal integer threshold γ∗ will be
determined as either b 4
√
12cθc or d 4
√
12cθe by comparing (9).
We highlight that our results provide a closed form of the threshold given f(·), and do not
require any iterative procedure to obtain the threshold, which is a great advantage to stabilize
the system quickly. Also, it clarifies the importance of the dynamics of the information source
in characterizing the optimal policy. In large, it seems that as the source has a higher variation
(i.e., larger θ), the optimal threshold has to be increased from (8). Further investigation in this
direction is an interesting open problem.
3.3 Finding the Optimal-Threshold under Unknown Costs
For the transmitter to solve (8), it is necessary that the cost parameter c is known to the
transmitter. In practice, however, the transmission cost may not be known a priori (e.g., when
the cost comes from energy consumption at the receiver) or it could even change over time (e.g.,
when the cost is related to wireless channel state). To this end, we develop a preliminary design
of a learning-based γ∗-threshold policy that can find the optimal threshold through learning.
We assume that the per-transmission cost c is fixed and unknown (though its range is known).
Although it can be further extended to the cases where the per-transmission cost ct changes
across time t with finite support (following an i.i.d. process with mean c = E[ct]), we assumed
a fixed unknown cost for ease of exposition in this work.
Let τi denote the time at which the i-th update occurs with τ0 = 0. The i-the update interval









We develop a learning-based γ∗-threshold policy that selects threshold γi ∈ [0, γ̄] for each i-
th interval, where γ̄ is set to the possible maximum threshold. For each possible threshold γ,
it maintains three internal parameters: I(γ) to evaluate the expected cost, η(γ) to count the
number of selection for γ, and r̂(γ) to store the empirical average cost for γ. Specifically, it
executes the following procedure at each interval i > γ̄.
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• At the beginning of the i-th update interval:




2. γi ← argminγ I(γ).
• At the end of the i-th update interval with γi:
1. η(γi)← η(γi) + 1.




where r̂i is the empirical average cost
during the i-th update interval.
For the intervals i ≤ γ̄, it sets γi = i and updates the parameters η(i), r̂(i) as the above.
The learning-based γ∗-threshold policy employs the Multi-Armed Bandit (MAB) technique
considering each possible threshold value as an arm. We model each update interval as a time
unit of learning and consider the MAB reward as the average cost during the interval. In
particular, we use the Upper Confidence Bound (UCB) index [18,19], which is known to achieve
the asymptotically optimal performance in the MAB problem, and apply it to our problem to
balance the exploration-and-exploitation trade-off in finding the best threshold. We verify the
performance of our learning-based γ∗-threshold through simulations.
IV Simulations
In this section, we evaluate the performance of our γ∗-threshold policy through simulations. We
first compare our analytical optimal threshold value with the result from Dynamic Programming
simulation. Next, we compare our performance with those of two heuristic policies described in
Section 4.2. We also evaluate our learning-based γ∗-threshold policy.
Overall procedure is the same for all the policies except their update decision. At each time
t, the policy at the transmitter makes an update decision whether the transmitter sends recent
information to the receiver (u(t) = 1) or not (u(t) = 0). The cost during time t is calculated as
f(|X(t)|) + c · u(t), with f(|X(t)|) = |X(t)|2 unless otherwise specified. Then, the average cost











We compare our analytical optimal threshold value with that of Dynamic Programming simula-
tion result. We consider the MSE cost (i.e., f(x) = x2), where our analytical optimal threshold,
γ∗, is determined as b 4
√
12cθc or d 4
√
12cθe by comparing (9). We use value iteration method
in Dynamic Programming to find the optimal threshold through simulations [16]. We plot the
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thresholds as we change the transmission cost c with fixed source dynamics θ = 1/2. Fig. 3(a)
shows the comparison result, at which our analytical optimal threshold is plotted by green line
and optimal threshold using Dynamic Programming is plotted by the blue line. Two lines are
almost overlapped although there exist few points which are unmatched as shown in Fig. 3(b).
It verifies that our γ∗-threshold policy can successfully find the optimal threshold.
(a) Optimal threshold value
(b) Threshold difference
Figure 3: Threshold comparison when f(x) = x2 and θ = 1/2.
4.2 Two Heuristic Policies
For performance comparison, we consider a couple of simple heuristic policies. One is T -period
policy (or Uniform Sampling in [15]) that updates the information with a fixed period T . Since
the performance of T -period policy depends on the value of T , we first find the optimal value
T ∗ as follows.
Note that once the receiver updates the information at time t, X(t) is reset to 0, and thus
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we can consider X(t) as a renewal process that is reset to 0 with a fixed period. Note that
X(T ) =
∑T
k=1w(k) and X(0) = 0.
From E[w(t)] = 0, E[w(t)2] = 2θ, and the independence of w(t), we have
E[X(T )2] = E[(
∑T
k=1w(k))
2] = T · E[w(k)2] = 2θT.















2θ (T−1)T2 + c
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= θ(T −1)+ cT . By minimizing the expected average cost, we can find






In our simulations, we denote T ∗-period policy as the one that updates the information at every√
c
θ time slots.
We consider another heuristic policy that takes a look one-step ahead in time, denoted by
one-step-ahead policy. Suppose that the current time is t and the last update decision was at










Instead, if we do not update at t and do update at t + 1 (i.e., u(t) = 0 and u(t + 1) = 1), the









At each time t, one-step-ahead policy computes M and N , and updates the information if
M < N . The difference between M and N can be written as
















































At the beginning of each time t, the transmitter observes w(t) and has X̂(t+ 1) = X(t) +w(t),
which is the amount of the information mismatch in the case of no information update decision
at time t. Thus, the one-step-ahead policy makes the transmission decision u(t) as
u(t) =













We consider a time-slotted system with one transmitter and one receiver, where the transmitter
monitors a random walk information source and updates the information at the receiver through
wireless transmissions. We assume that there is no transmission error, and both the transmitter
and the receiver have the same initial sensing value with XR(0) = XE(0) (i.e., X(0) = 0).
We compare the performance of the three policies (i.e., γ∗-threshold, T ∗-period, and one-
step-ahead) in terms of their average costs. We set the threshold of γ∗-threshold policy to
the value that minimizes (8), and the period of T ∗-period policy as in (11). The decision of
one-step-ahead policy is determined dynamically as in (12). We run 100 simulations for each
policy, where each runs for 1000 time slots. The results shown in Fig. 4(a) are the average of
100 simulations when c = 50 and θ = 12 . We can observe that γ
∗-threshold policy achieves the
lowest average cost.
Fig. 4(b) shows the results under the same simulation settings except different per-transmission
costs c. We show both the simulation results (marked with (sim)) and the analysis results
(marked with (cal)) for comparison. The analysis results are presented by a dashed line, and
they are well matched with the simulation results. It shows that our γ∗-threshold policy out-
performs T ∗-period policy and one-step-ahead policy, and the performance differences enlarge
as the per-transmission cost increases.
Fig. 4(c) shows the results with different source dynamics θ. We change θ while c is fixed
to 50. As expected, the higher variation (i.e., higher θ) the information source has, the larger
average cost we have. In all the cases, our γ∗-threshold policy achieves the lowest average costs.
Also, for the γ∗-threshold policy, we can observe small jumps in the simulation results around
θ = 0.03, 0.135, and 0.43. Those jumps are due to the integer constraint of the threshold,
and thus they are not shown in the analysis results. Indeed, similar jumps can be observed in
Fig. 4(b) around c = 13, 42, 104, ..., which, however, are less noticeable due to the larger scale
of the y-axis.
We also evaluate the performance of γ∗-threshold policy with different estimation error func-
tion f(·). We set f(x) = |x|α and change α in [0.1, 3]. Fig. 5(a) shows γ∗ for different α’s when
c = 50 and θ = 12 , which gradually decreases as α increases. Fig. 5(b) shows the average cost
ranges of γ∗-threshold policy for 100 simulations, which are linearly increased with α. We omit
the analysis results since they are very similar to the simulation results.
Next, we evaluate our learning-based γ∗-threshold policy with unknown transmission costs.
We consider two cases that the transmission cost c is fixed within [1, 1000], and that the trans-
mission cost ct independently changes across time t. Also, we set θ = 12 and use the MSE cost
function f(x) = x2. The transmitter uses our learning-based γ∗-threshold policy presented in
Section 3.3.
Fig. 6(a) shows the performance of our learning-based policy under fixed transmission cost
c = 50 for 3 · 107 time slots. For the comparison purpose, we also simulate γ∗-threshold policy
15
assuming that c is known and show its results together (dotted line in Fig. 6(a)). It verifies that
learning-based policy successfully finds the optimal threshold, and as a result, its average cost
converges to that of γ∗-threshold policy that knows the transmission cost c. For the case when
transmission cost ct independently changes across time t, the results are almost the same. We
choose ct following the binomial distribution B(100, 12), with E[ct] = 50. As shown in Fig. 6(b),
the results are very similar with Fig. 6(a) and learning-based γ∗ policy works well in both cases.
Finally, Fig. 6(c) illustrates the changes of the internal parameters I(γ) for γ = 3, 4, 5, 6. The
other parameters I(γ) with γ /∈ [3, 6] are chosen rarely and thus omitted. We show them in
unit of interval. Fig. 7(a) and 7(b) show that γ = 4 and γ = 5 are chosen most frequently. As
shown in Fig. 6(c), it also can be shown using the fact that the parameter values are gradually
decreasing when γ is not chosen, and abruptly increasing when it is chosen, as expected from
its algorithm in Section 3.3.
V Conclusion
We investigated the optimal status-update policy where the source sends status updates to
the destination under a random-walk-driven evolution model. We focused on the cost trade-
off between information freshness and wireless transmission. Under the quadratic-form cost of
information accuracy and the per-transmission cost, we showed that a threshold-based policy can
minimize the total average cost sum, and characterized the optimal threshold level γ∗ based on
the information source dynamics and the transmission cost. Through simulations, we compared
our γ∗-threshold policy with other two intuitive heuristics and demonstrated that our policy
outperforms the others. We also developed a learning-based γ∗-threshold policy to find the
optimal threshold γ∗ for the cases that the transmission cost c is unknown. We verified that
our learning-based γ∗-threshold policy successfully achieved the minimal cost. Theoretic proof
for the optimality of the learning-based γ∗-threshold policy remains as a future work. Another
interesting research direction is to characterize optimal update policies under different source
dynamics.
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(a) When c = 50 and θ = 1
2
(b) When θ = 1
2
(c) When c = 50




Figure 5: Performance of γ∗-threshold policy with f(x) = xα.
18
(a) Average cost with fixed c (b) Average costs with varying ct
(c) Internal paras. I(γ) with fixed c
Figure 6: Performance of the learning-based γ∗-threshold policy.
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(a) Bandit choice with fixed c
(b) Bandit choice with varying ct
Figure 7: Bandit choice of γ∗-threshold policy.
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