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a b s t r a c t
We consider the existence of Hamiltonian cycles for the locally connected graphs with
a bounded vertex degree. For a graph G, let ∆(G) and δ(G) denote the maximum
and minimum vertex degrees, respectively. We explicitly describe all connected, locally
connected graphs with∆(G) ⩽ 4. We show that every connected, locally connected graph
with ∆(G) = 5 and δ(G) ⩾ 3 is fully cycle extendable which extends the results of Kikust
[P.B. Kikust, The existence of the Hamiltonian circuit in a regular graph of degree 5, Latvian
Math. Annual 16 (1975) 33–38] and Hendry [G.R.T. Hendry, A strengthening of Kikust’s
theorem, J. Graph Theory 13 (1989) 257–260] on full cycle extendability of the connected,
locally connected graphs with the maximum vertex degree bounded by 5. Furthermore,
we prove that problem Hamilton Cycle for the locally connected graphs with∆(G) ⩽ 7 is
NP-complete.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we study Hamiltonian properties of the locally connected graphs with a bounded vertex degree.
A graphG isHamiltonian ifGhas aHamilton cycle, i.e., a cycle containing all vertices ofG. A cycle C in a graphG is extendable
if there exists a cycle C ′ in G (called the extension of C) such that C ′ contains all vertices of C plus a single new vertex. If such
a cycle C ′ exists, we say that C can be extended to C ′. If every non-Hamilton cycle C in G is extendable, then G is said to be
cycle extendable. We say that G is fully cycle extendable if G is cycle extendable and each of its vertices belongs to a triangle
of G. Clearly, any fully cycle extendable graph is Hamiltonian.
It is well known that the problem of deciding whether a given graph is Hamiltonian (for short, the Hamilton Cycle
problem), is NP-complete [27], and it is natural to search for conditions under which Hamilton cycles exist in graphs of
special classes. The Hamilton Cycle problem remains NP-complete even for graphs having a specific structure, such as
the planar cubic 3-connected graphs [19], the bipartite planar graphs of the maximum degree 3 [2], the maximal planar
graphs [12], the r-regular graphs (for any fixed r ⩾ 4) [37]. It is also known that the problem is NP-complete for the grid
graphs [25], the triangular grid graphs [20], the chordal bipartite graphs and the strongly chordal split graphs [35] as well as
for the line graphs [4]. On the other hand, the problem is polynomially solvable for the cographs [14], the interval graphs [28],
the co-comparability graphs [15], the proper circular-arc graphs [5] and the locally connected triangular grid graphs [20].
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Study of Hamiltonicity conditions for graphs with a prescribed local structure is one of rather important directions in
graph theory and has many applications in VLSI design, molecular biology, telecommunication and network connectivity.
The first results in this area were obtained in the 70s and 80s of the last century by Chartrand, Pippert, Gould and
Polimeni [10,9], Kikust [29,30], Oberly and Sumner [36], Clark [13]. The basis of the approach developed in these papers
is a special graph property that being mapped onto a local structure of a graph leads to the existence of a Hamilton cycle.
The main results in this direction are reviewed in surveys [16,21,32].
Recent research on Hamiltonicity of the locally connected graphs [6,31,33,44] study special types of local connectivity
(triangularly connected, quadranqularly connected, and N2-locally connected graphs). The concept of N2-neighborhood in
graphswas introduced by Sedláček [42] and the relation ofN2-local connectivity to Hamiltonian properties was first studied
by Ryjáček [39]. We consider the existence of Hamiltonian cycles for the locally connected graphs with a bounded vertex
degree.
For graph-theoretic terminology not defined here, the reader is referred to [7]. Let G be a graph with the vertex set V (G)
and the edge set E(G). A graphwith two ormore vertices is called nontrivial. A path inGwith the end vertices u and v is called
a (u, v)-path. A graph G is connected if there exists a (u, v)-path for any vertices u and v of G; otherwise, G is disconnected. For
two distinct vertices u and v in a graph G, a collection of (u, v)-paths is internally disjoint if every two paths in the collection
have only u and v in common. A nontrivial graph G is k-connected (k ⩾ 2) if for each pair u, v of distinct vertices of G, there
are at least k internally disjoint (u, v)-paths in G.
For a vertex u of G, the neighborhood NG(u) of u is the set of all vertices adjacent to u. The degree of u is defined as
degG u = |NG(u)|. The subscript G will be omitted when the context is clear. For a subset X of V (G), the set of all vertices
adjacent to some vertex in X is denoted by N(X), i.e., N(X) = u∈X N(u). A graph (not necessarily finite) is locally finite if|N(u)| is finite for each vertex u, i.e., if all its vertex degrees are finite. Note that we consider locally finite but not necessarily
finite graphs only in Section 2. It is assumed that a graph is finite when Hamiltonian properties are considered.
The notation u ∼ v (u  v, respectively) means that the vertices u and v are adjacent (nonadjacent, respectively).
For disjoint sets of vertices U and V , the notation U ∼ V (U  V , respectively) means that every vertex of U is adjacent
(nonadjacent, respectively) to every vertex of V . In the case that U = {u}, we also write u ∼ V and u  V instead of {u} ∼ V
and {u}  V , respectively.
Theminimum andmaximum degrees of the vertices in G are denoted by δ(G) and∆(G), respectively. If δ(G) = ∆(G) = r ,
then G is said to be regular of degree r , or simply r-regular. A 3-regular graph is also called a cubic graph. In any graph, a
vertex of degree zero is called isolated and a vertex adjacent to all other vertices is called dominating.
The following notationwill be used further. As usual, Pn and Cn denote the path and the cycle,On and Kn denote the empty
and the complete graph on n vertices, respectively. The graph K3 = C3 is also called a triangle. LetWn denote the wheel on
n+ 1 vertices, and K1,1,q denote the complete tripartite graph with two parts of size 1 and one part of size q. In addition, by
Km,n we denote the complete bipartite graph with parts of size m and n. The graph K1,n is called a star. Let P1,∞ denote the
one-way infinite path, i.e., a graph with V (P1,∞) = {xk | k ∈ N} and E(P1,∞) = {xkxk+1 | k ∈ N}. Similarly, P∞,∞ denotes
the two-way infinite path with V (P∞,∞) = {xk | k ∈ Z}, E(P∞,∞) = {xkxk+1 | k ∈ Z}. Here N and Z are the sets of natural
numbers and integers, respectively. A subgraph obtained from a graph G by deleting an edge e is denoted by G− e. Let G be
the complement of G. We denote by G2 the square of a graph G, i.e., the graph on V (G) in which two vertices are adjacent if
and only if they have distance atmost 2 in G. For the graphs G1 and G2 with V (G1)∩V (G2) = ∅, we denote by G1+G2 the join
of these graphs, i.e., a graphwith V (G1+G2) = V (G1)∪V (G2) and E(G1+G2) = E(G1)∪E(G2)∪{uv | u ∈ V (G1), v ∈ V (G2)}.
The notation G ∼= H means that a graph G is isomorphic to a graph H .
For a subset of vertices X ⊆ V (G), the subgraph of G induced by X is denoted by G[X]. We will use the notation G(v) for
the subgraph of G induced by the neighborhood N(v) of a vertex v ∈ V (G), i.e., G(v) = G[N(v)].
Given a graph G, define the following set of graphs N(G) = {G(u) | u ∈ V (G)}. Notice that the set N(G) does not contain
isomorphic copies, i.e., for example,N(C5) = {O2}. Let S be a finite set of finite graphs. If S = N(G) for a graph G, then the set
S is called realizable and the graph G is called a realization of S. In the case that S consists of a single graph H and {H} = N(G)
for a graph G, we say that the graph H is realizable and G is a realization of H . For more information on realizability of graphs
we refer the reader to the survey article by Hell [22].
A locally finite graphG is called locally connected if the neighborhoodN(v) of each its vertex v ∈ V (G) induces a connected
subgraph G(v), other than the trivial graph K1 of a single vertex.
One of the first results regarding the structure of the locally connected graphs with∆(G) ⩽ 4 is the following condition
of Hamiltonicity by Chartrand and Pippert [10].
Theorem 1 ([10]). Let G be a connected, locally connected graph with∆(G) ⩽ 4. Then either G is Hamiltonian or G ∼= K1,1,3.
While studying Hamiltonicity, many related properties have also been heavily explored. Theorem 1 has stimulated
further research; see [3,13,17,24,30,36,40,45]. In particular, Kikust [30] shows that each connected, locally connected
5-regular graph is Hamiltonian, while the case that ∆(G) ⩽ 5 and ∆(G) − δ(G) ⩽ 1 is handled in the following statement
by Hendry [23].
Theorem 2 ([23]). Let G be a connected, locally connected graph with ∆(G) ⩽ 5 and ∆(G) − δ(G) ⩽ 1. Then G is fully cycle
extendable.
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Fig. 1. A fragment of converting a triangle-free cubic graph into a 5-regular locally connected graph.
Fig. 2. The graphs H1,H2,H3 , H4 from the formulation of Theorem 3.
We generalize the elegant results of Hendry [23] and Kikust [30], and show that the connected, locally connected graphs
with a maximum degree of 5 and a minimum degree of at least 3 are fully cycle extendable. Note that the class of the
connected, locally connected graphs with themaximum vertex degree bounded by 5 is rather representative since this class
has at least as many members as the class of the triangle-free cubic graphs. Indeed, if, similarly to [8], each vertex of an
arbitrary triangle-free cubic graph is replaced by a triangle and each edge is replaced by a diamond K4 − e, we obtain a
5-regular locally connected graph (see Fig. 1).
This paper is organized as follows. In Section 2, we explicitly describe all connected, not necessarily finite, locally
connected graphs with∆(G) ⩽ 4. In Section 3, we show that every connected, locally connected graph with∆(G) = 5 and
δ(G) ⩾ 3 is fully cycle extendable which generalizes the results of Kikust [30] and Hendry [23] on full cycle extendability of
the connected, locally connected graphswith themaximum vertex degree bounded by 5. In Section 3, we also present a new
sufficient condition of full cycle extendability of the locally connected graphs under ∆(G) > 5. Furthermore, in Section 4
we prove that problem Hamilton Cycle for the locally connected graphs with∆(G) ⩽ 7 is NP-complete.
2. Locally connected graphs with∆(G) ⩽ 4
As follows from Theorem 2, the finite connected, locally connected graphs under the additional conditions ∆(G) ⩽ 4
and ∆(G) − δ(G) ⩽ 1 possess cyclic properties stronger than Hamiltonicity. Such properties result from the following
classification theorem that extends Theorem1 (and Theorem2 in the case of∆(G) ⩽ 4) by describing explicitly all connected
(not necessarily finite) locally connected graphs with the maximum degree of at most 4.
Theorem 3. Let G be a connected, not necessarily finite, locally connected graph with∆(G) ⩽ 4. The following statements hold:
(i) If ∆(G) = δ(G), then G ∈ {C2n | n ⩾ 3} ∪ {P2∞,∞};
(ii) If ∆(G)− δ(G) = 1, then G ∈ {P24 , K5 − e,W4,O2 + P4};
(iii) If ∆(G)−δ(G) = 2, then G ∈ {K1,1,3, K2+P3,H1,H2,H3,H4}∪{P2n | n ⩾ 5}∪{P21,∞} (See Fig. 2 for the graphs H1,H2,H3,
H4).
The proof of Theorem 3 is given in the end of this section, after several auxiliary statements.
Let X ⊆ V (G) and N(X) be the neighborhood of X in G. Denote by GX the subgraph of G induced by the set N(X) \X . Note
that the set V (GX )may appear empty; in this case GX is the null graph [43], i.e., GX has no vertices and edges. A set X ⊆ V (G)
is calledmaximal in G, if there is no set X ′ ⊆ V (G), such that X ⊂ X ′ and N(X ′) ∪ X ′ = N(X) ∪ X .
The following statement holds.
Lemma 1. For any maximal set X ⊆ V (G) of a locally connected graph G, the subgraph GX has no isolated vertices.
Proof. Assume that there exists a maximal set X ⊆ V (G) such that the subgraph GX contains an isolated vertex u.
Since u ∈ N(X), it follows that there exists a vertex v ∈ X adjacent to u. Since X is a maximal set, we deduce that
N(X)∪ X ≠ N(X ′)∪ X ′, where X ′ = X ∪ {u}. Thus, u ∼ w for some vertexw ∉ N(X)∪ X , and since G is locally connected it
follows that in the subgraph G(u) there exists a (v,w)-path P such that V (P)∩(N(X)\{u}) ≠ ∅. Let z ∈ V (P)∩(N(X)\{u}).
Since z ∈ N(u) there exists the edge uz in G (and also in GX ). This contradicts the choice of the vertex u as an isolated vertex
of GX . 
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We now turn to the regular, locally connected graphs. For a vertex v ∈ V (G), let D(v) denote the set of dominating
vertices of the subgraph G(v). The following statement holds.
Lemma 2. For any vertex v of a regular, locally connected graph G, the subgraph G(v)− D(v) contains no isolated vertices.
Proof. For v ∈ V (G), denote X = {v} ∪ D(v). Since the graph G is regular, it follows that N(X) \ X = N(v) \ D(v). Due to
the same reason, any vertex that is not dominating in G(v) is adjacent to a vertex not in N(v) ∪ {v}. Therefore, the set X is
maximal, and due to Lemma 1 we derive that GX = G(v)− D(v) has no isolated vertices. 
The following two lemmas appear useful for the argument in this section.
Lemma 3. Let G be a realization of the graph P4. For a vertex v ∈ V (G), denote the path P4 induced by the set N(v) by
(w1, w2, w3, w4). Then there exist a vertex x ≠ v such that x ∼ {w1, w2} and a vertex y, y ∉ {v, x} such that y ∼ {w3, w4}.
Proof. Since G is a 4-regular graph, there exists a vertex x ∈ V (G) \ (N(v) ∪ {v}) such that x ∼ w2. The vertices x and
w1 are adjacent; otherwise the neighborhood N(w1) would induce a disconnected graph. Similarly, there exists a vertex
y ∈ V (G)\(N(v)∪{v}), adjacent tow3 and, therefore, tow4.We show that the case x = y is impossible. Assume the opposite;
then the set X = {v,w2, w3, x} is maximal. But the graph GX contains the isolated vertices w1 and w4, a contradiction to
Lemma 1. This proves the lemma. 
Lemma 4. Let G be a connected realization of the set {K2, P3, P4}. For a vertex v ∈ V (G) of degree 4, denote the path P4 induced
by the set N(v) by (w1, w2, w3, w4). If degw2 = 4, then there exists a vertex x ≠ v such that x ∼ {w1, w2}. Besides, if
degw3 = 4, then there exists a vertex y, y ∉ {v, x} such that y ∼ {w3, w4}.
Proof. If degw2 = 4, then there exists a vertex x ∈ V (G)\ (N(v)∪{v}) such that x ∼ w2. The condition N(G) = {K2, P3, P4}
implies that G(w2) ∼= P4, and therefore, the vertex x is adjacent to exactly one of the verticesw1 orw3.
Assume first that x  w1. Then x ∼ w3, which yields G(w3) ∼= P4, and consequently x  w4. As a result, the degree
of the vertex w3 becomes equal to 4. Let Y denote the subset of {x, w1, w4} in which every vertex has either degree 3 or
degree 4 in the graph G. Since the graph G is connected, the condition N(G) = {K2, P3, P4} implies that Y ≠ ∅. It is clear that
the set X = {v,w2, w3} ∪ ({x, w1, w4} \ Y ) is a maximal set in the graph G. But then the vertices of Y are isolated in GX , a
contradiction to Lemma 1. Hence, x ∼ {w1, w2}. This proves the first conclusion of the lemma.
If degw3 = 4, then there exists a vertex y ∈ V (G) \ (N(v) ∪ {v}) that is adjacent to w3. It follows from the above proof
that x  w3. Thus, we have that y ≠ x. The condition N(G) = {K2, P3, P4} implies that G(w3) ∼= P4, and therefore, the vertex
y is adjacent to w4. Hence, y ∼ {w3, w4}. This completes the proof of the second conclusion, and thus also the proof of the
lemma. 
We are now ready to prove Theorem 3.
Proof. The proof is split into three parts.
Proof of Statement (i) of Theorem 3. Taking into account the conditions∆(G) ⩽ 4 and∆(G) = δ(G), we have to consider
three possible cases.
Case 1.∆(G) = 2.
It is fairly easy to see that in this case G is a connected realization of K2, and then it is obvious that G ∼= K3 ∼= C23 .
Case 2.∆(G) = 3.
SinceG is a 3-regular, locally connected graph, it follows that the neighborhood of any of its vertices v induces a connected
graph G(v) of order 3. There are only two such graphs: P3 and K3. Due to Lemma 2, the removal of all dominating vertices
from the graph G(v) yields a graph with no isolated vertices. The graph P3 does not possess this property, so that G(v) ∼= K3.
This implies that G is a connected realization of the graph K3, and therefore, G ∼= K4 ∼= C24 .
Case 3.∆(G) = 4.
SinceG is a 4-regular, locally connected graph, it follows that the neighborhood of any of its vertices v induces a connected
graph G(v) of order 4. There are six such graphs: P4, K1,3, C4, K1,3 + e, K4 − e and K4. Due to Lemma 2, the removal of all
dominating vertices from the graph G(v) yields a graph with no isolated vertices. This property does not hold for the graphs
K1,3, K1,3 + e and K4 − e. Thus, the graph G(v) is isomorphic to K4, or to C4, or to P4. We split our further consideration
accordingly.
Case 3.1. G(v) ∼= K4.
In this case, G[N(v) ∪ {v}] ∼= K5. Given that G is connected, this implies that G ∼= K5 ∼= C25 .
Case 3.2. G(v) ∼= C4.
Since G is a regular graph, it follows that there exists a vertex u ∈ V (G) \ (N(v) ∪ {v}) that is adjacent to at least one
vertex of the setN(v). Let us partition the setN(v) into two subsetsN1 andN2, whereN1 = N(u)∩N(v) andN2 = N(v)\N1.
It is clear that the set X = N1 ∪ {v} is a maximal set in the graph G, if N2 ≠ ∅. But then the subgraph GX contains an isolated
vertex, which contradicts Lemma 1. Thus, N2 = ∅, i.e., u ∼ N(v). Since the graph G is connected, we have G ∼= C26 .
Case 3.3. G(v) ∼= P4.
None of the graphs C25 or C
2
6 obtained above contains a vertex such that its neighborhood induces P4. This implies that G is
a connected realization of the graph P4. Depending on whether the graph G is finite, we have two further cases to consider.
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Case 3.3.1. The graph G is finite and n = |G|.
Let v1 be an arbitrary vertex of the graph G. For the graph G, denote the path P4 induced by the set N(v1) by
(v3, v2, vn, vn−1), where v3 ∼ v2 ∼ vn ∼ vn−1. By Lemma 3, there exists a vertex v4 ≠ v1 in the graph G, such that
v4 ∼ {v2, v3}, and a vertex vn−2 ∉ {v1, v4}, such that vn−2 ∼ {vn−1, vn}. Applying Lemma 3 to the vertex v2, we find a vertex
v5 ≠ v2, such that v5 ∼ {v3, v4}. If v5 = vn−2 (which happens for n = 7), then v4 ∼ vn−1; otherwise, the graph G(vn−2) is
not connected and G ∼= C27 . If v5 ≠ vn−2, then apply Lemma 3 to the vertex v3.
We now describe the ith step of the process, where 1 ⩽ i ⩽ n − 6 and n ⩾ 7. Below, for a vertex denoted by ∗ we have
G(∗) ∼= P4. Apply Lemma 3 to the vertex vi+1, such that its neighborhood induces a simple path of the form (∗, ∗, vi+2, vi+3)
and find a vertex vi+4, such that vi+4 ∼ {vi+2, vi+3}. As a result, the degree of the vertex vi+2 (or the vertex vi+3) becomes
equal to 4 (to 3, respectively). For i = n− 6, a new vertex vi+4 coincides with vn−2, and, therefore, there exists the edge that
connects the vertices vi+3 = vn−3 and vn−1; otherwise, the graph G(vn−2) is not connected. It can be seen that the described
process leads to the graph C2n .
Case 3.3.2. The graph G is infinite.
Let v0 be an arbitrary vertex of the graph G. For the graph G, denote the path P4 induced by the set N(v0) by
(v−2, v−1, v1, v2), where v−2 ∼ v−1 ∼ v1 ∼ v2. Due to Lemma 3, there exists a vertex v−3 ≠ v0, such that v−3 ∼ {v−2, v−1},
and a vertex v3 ∉ {v−3, v0}, such that v3 ∼ {v1, v2}. This implies that deg v−1 = deg v1 = 4 and G(v−1) ∼= G(v1) ∼= P4.
Furthermore, we have that v−3  {v2, v3} and v3  {v−3, v−2}.
We nowdescribe the ith step of the process, i ⩾ 1. Apply Lemma3 to the vertices v−i and vi, such that their neighborhoods
induce simple paths of the form (v−i−2, v−i−1, ∗, ∗) and (∗, ∗, vi+1, vi+2), respectively. Find the vertices v−i−3 ≠ v−i and
vi+3 ∉ {v−i−3, vi}, such that v−i−3 ∼ {v−i−2, v−i−1} and vi+3 ∼ {vi+1, vi+2}. Then the degree of the vertex v−i−1 (or that of
the vertex vi+1) becomes equal to 4, and the graph G(v−i−1) (or the graph G(vi+1), respectively) becomes isomorphic to P4.
It is also clear that v−i−3  {vi+2, vi+3} and vi+3  {v−i−3, v−i−2}; otherwise, the graph G is not connected. It is fairly easy
to verify that the described process leads to the graph P2∞,∞.
We have considered all cases. Statement (i) is proved. 
Proof of Statement (ii) of Theorem 3. We need to consider the following cases.
Case 1.∆(G) = 3 and δ(G) = 2.
Since δ(G) = 2, it follows that V (G) contains a vertex of degree 2. Let v be such a vertex, and N(v) = {v1, v2}. Since the
graph G(v) is connected, we deduce that v1 ∼ v2. The condition∆(G) = 3 implies that in the graph G either the vertex v1 or
the vertex v2 is of degree 3. Due to symmetry, wemay assume that deg v1 = 3. Let u be the neighbor of the vertex v1 different
from v and v2. Then u ∼ v2, and, therefore, deg v2 = 3. Since the graph G(u) is connected, it follows that N(u) = {v1, v2}.
Taking into account the connectivity of the graph G, we derive G ∼= P24 .
Case 2.∆(G) = 4 and δ(G) = 3.
In this case the graph G contains a vertex of degree 3. Let v be such a vertex and N(v) = {v1, v2, v3}. Our further
consideration is split into two subcases.
Case 2.1. v1 ∼ v2 ∼ v3 ∼ v1, i.e., G(v) ∼= K3.
Since ∆(G) = 4, there exists a vertex u ∈ V (G) \ (N(v) ∪ {v}) such that N(u) ∩ N(v) ≠ ∅. Without loss of generality,
assume that u ∼ v1. Due to the connectivity of the graph G(v1), we deduce that the vertex u is adjacent to at least one of
the vertices v2 or v3. By symmetry between v2 and v3, we may assume that u ∼ v2. This, due to the equality δ(G) = 3, as
well as by the connectivity of the graph G(u), implies u ∼ v3. Thus, u ∼ {v1, v2, v3}. As a result, the degree of each vertex
vi (i = 1, 2, 3) becomes equal to 4, and the graph G(vi) becomes isomorphic to K4 − e. But then it is fairly obvious that
N(u) = {v1, v2, v3}, and therefore, G[N(v) ∪ {u, v}] ∼= K5 − e. Since the graph G is connected, we have G ∼= K5 − e.
Case 2.2. v1 ∼ v2 ∼ v3, i.e., G(v) ∼= P3.
Notice that the equality deg v2 = 3 is impossible; otherwise, the graphs G(v1) and G(v3)would not be connected. Thus,
there exists a vertex u ∈ V (G) \ (N(v) ∪ {v}) such that u ∼ v2. Since each graph G(vi), 1 ⩽ i ⩽ 3, is connected, we
deduce u ∼ {v1, v3}. Thus, G[N(v) ∪ {u, v}] ∼= W4. The graph W4 satisfies all conditions of this statement; therefore, for
V (G) = N(v) ∪ {u, v} we may conclude that G ∼= W4. Otherwise, the graph G contains another vertex, say, a vertex w that
is adjacent to at least one of the vertices u, v1, v3. For certainty, assume thatw ∼ u (the cases thatw ∼ vi, where i ∈ {1, 3},
are analogous). Due to the connectivity of the graphs G(u) and G(w), as well as by the equality δ(G) = 3, we conclude that
w is also adjacent to both v1 and v3. But then degw = 3 and G[N(v) ∪ {u, v, w}] ∼= O2 + P4. Due to its connectivity, the
graph G has no other vertices and G ∼= O2 + P4.
This concludes the proof of Statement (ii). 
Proof of Statement (iii) of Theorem 3. Since G is a locally connected graph, it follows that δ(G) ⩾ 2. This and the relation
∆(G) − δ(G) = 2 imply ∆(G) ⩾ 4. Since ∆(G) ⩽ 4 by condition, we obtain ∆(G) = 4 and, in turn, δ(G) = 2. Thus, V (G)
contains vertices of degree 2 and of degree 4, and, possibly, those of degree 3. Let v denote a vertex of degree 4, and further
denote N(v) = {v1, v2, v3, v4}. Then G(v) is a connected graph of order 4. There are exactly six such graphs: P4, K1,3, C4,
K1,3 + e, K4 − e, K4. It is fairly easy to see that G(v) is isomorphic neither to K4 − e nor to K4. The remainder of this proof
considers the other four options for the graph G(v).
Case 1. v1 ∼ vi for each i ∈ {2, 3, 4}, i.e., G(v) ∼= K1,3.
In this case deg v1 = 4, and therefore, the degree of each vertex vi for i ∈ {2, 3, 4} is equal to 2; otherwise, a graph G(vi)
would not be connected. Due to its connectivity, the graph G has no other vertices and G ∼= K1,1,3.
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Case 2. v1 ∼ vi for each i ∈ {2, 3, 4} and v2 ∼ v3, i.e., G(v) ∼= K1,3 + e.
In this case deg v1 = 4, and therefore, deg v4 = 2; otherwise, the graph G(v4) would not be connected. If V (G) =
N(v) ∪ {v} then we derive G ∼= K2 + P3. Otherwise, V (G) contains another vertex, say, a vertex u that is adjacent to at least
one of the vertices v2 or v3. By symmetry, we may assume that u ∼ v2. This, due to the connectivity of the graph G(v2),
implies u ∼ v3. But in this case deg u = 2 and G[N(v) ∪ {u, v}] ∼= H1. Taking into account the connectivity of the graph G,
we derive G ∼= H1.
Case 3. v1 ∼ v2 ∼ v3 ∼ v4 ∼ v1, i.e., G(v) ∼= C4.
Since the graph G is connected, the condition δ(G) = 2 implies that at least one vertex in N(v) is of degree 4 in the graph
G. Without loss of generality, we may assume that deg v1 = 4. Let u be the neighbor of v1 that does not belong to the set
{v, v2, v4}. Due to the connectivity of the graph G(v1), we deduce that the vertex u is adjacent to at least one of the vertices
v2 or v4. Notice that the case that u ∼ {v2, v4} is impossible, since then either the graph G(u) or the graph G(v3)would not
be connected. By symmetry, we may assume that u ∼ v2 and u  {v3, v4}. But then it is obvious that the degree of the
vertex u in the graph G is equal to 2, and G[N(v)∪{u, v}] ∼= H2. The graph H2 satisfies all conditions of this statement. Thus,
if V (G) = N(v) ∪ {u, v}, then G ∼= H2. Otherwise, V (G) contains another vertex, say, a vertexw such thatw ∉ {u, v, v1, v2}
andw ∼ {v3, v4}. Then degw = 2 and G[N(v) ∪ {u, v, w}] ∼= H3. Due to its connectivity, the graph G has no other vertices
and G ∼= H3.
Thus, we have considered the cases that the graph G(v) is isomorphic to one of the graphs K1,3, K1,3 + e or C4. We may
therefore assume that in all cases to be considered in the remainder of this proof the neighborhood of each vertex of degree
4 induces a path P4 in the graph G. It is fairly easy to see that in this case no vertex in G has the neighborhood that induces
K3. Thus, we are left to consider two cases with respect to N(G).
Case 4. N(G) = {K2, P4}.
Let u be a vertex of degree 2 in the graph G and let N(u) = {u1, u2}, u1 ∼ u2. The condition ∆(G) = 4 implies that for
at least one of the vertices u1 or u2 its neighborhood in G induces P4. By symmetry, we may assume that G(u1) ∼= P4. Then
there exist vertices u3 and u4 that are adjacent to u1 and such that u2 ∼ u3 ∼ u4. Since the graph G has no vertices of degree
3, it follows that V (G) contains one more vertex, say, a vertex w, adjacent to u2. Then taking into account that G(u2) ∼= P4,
we deduce that w ∼ u3. The vertices w and u4 are not adjacent; otherwise, the neighborhood N(u3) would induce a cycle
C4. Thus, G(w) ∼= G(u4) ∼= K2. Due to its connectivity, the graph G has no other vertices and G ∼= H4.
Case 5. N(G) = {K2, P3, P4}.
Let v2 be an arbitrary vertex of degree 3 in the graph G, and let N(v2) = {v1, v3, v4}, v1 ∼ v3 ∼ v4. Then it follows that
deg v3 = 4; otherwise, either the graphG(v1) orG(v4) is not connected. Thus, there exists a vertex v5 ∈ V (G)\(N(v2)∪{v2})
such that v3 ∼ v5. Since G(v3) ∼= P4, by symmetry we may assume that v4 ∼ v5. It is clear that v1  v5, since otherwise,
G(v3) ∼= C4. Besides, deg v1 = 2. Therefore, for n = |G| = 5 we have that G ∼= P25 . If |G| = 6, apply Lemma 4 to the vertex
v3 and find a vertex v6 ≠ v3 such that v6 ∼ {v4, v5}. In this case, G ∼= P26 . If |G| ⩾ 7, then apply Lemma 4 to the vertex v4.
We now describe the ith step of the process. Apply Lemma 4 to the vertex vi+2 the neighborhood of which induces a path
P4 of the form (∗, ∗, vi+3, vi+4), and find a vertex vi+5 such that vi+5 ∼ {vi+3, vi+4}. As a result, the degree of the vertex vi+3
(or the degree of the vertex vi+4) becomes equal to 4 (or to 3, respectively). If G is a finite graph and n = |G| ⩾ 6, then for
i = n − 5 the new vertex vi+5 will coincide with vn, and then obviously G(vn−1) ∼= P3 and G(vn) ∼= K2. If G is an infinite
graph, then apply Lemma 4 to the vertex vi+3. It is easy to see that the described process leads to the graph P2n (or to the
graph P21,∞, respectively).
This completes the proof of Statement (iii), and therefore Theorem 3 is completely proved. 
3. Sufficient conditions of Hamiltonicity of locally connected graphs
In this section we present new sufficient local conditions of Hamiltonicity, more general than those previously known.
Throughout this section we deal with the finite graphs.
Remind that a simple cycle C ′ is called an extension of a simple cycle C in a graph G, if V (C) ⊂ V (C ′) and |V (C ′)| =
|V (C)| + 1. An extension C ′ of a cycle C is denoted by C → C ′.
For the sake of simplicity, a subgraph of G induced by a vertex set {u1, u2, . . . , uk} ⊆ V (G) is denoted by G[u1, u2, . . . , uk]
instead of G[{u1, u2, . . . , uk}].
Before we proceed, we first state the following simple properties of the locally connected graphs.
Property 1. Each edge of a locally connected graph is contained in a triangle.
Property 2. If G is a locally connected graph and an edge uv ∈ E(G) is contained in the unique triangle G[u, v, w], then the
edges uw and vw are contained in at least two triangles of the graph G if and only if deg u ⩾ 3, deg v ⩾ 3.
Property 3 ([10]). A connected, locally k-connected graph is k+ 1-connected.
The following theorem is due to Kikust [30]; see also [46, p. 106].
Theorem 4 ([30]). Each connected, locally connected 5-regular graph is Hamiltonian.
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Theorem 4 admits a natural generalization in the form of Theorem 2 given in Introduction and proved by Hendry [23].
Taking Theorems 2 and 3, we may pose the following question: Is it true that each connected, locally connected graph with
∆(G) = 5 and δ(G) ⩾ 3 is Hamiltonian? The graph K1,1,4 demonstrates that a stronger inequality δ(G) ⩾ 2 is not acceptable.
The answer to the question we have just posed comes from the following statement.
Theorem 5. Let G be a connected, locally connected graph with∆(G) = 5 and δ(G) ⩾ 3. Then G is fully cycle extendable.
Proof. Suppose that G is a graph that satisfies the conditions of the theorem and such that G contains a nonextendable
non-Hamilton cycle C . Notice that due to Property 3 the graph G is 2-connected. Let V (C) = {v1, v2, . . . , vp}, where the
vertices are numbered in the order of traversing the cycle. By assumption, the set S = V (G) \ V (C) is not empty, so that,
without loss of generality, the vertex v1 is adjacent to some vertex in S; in the remainder of this proof, we denote such a
vertex of S by x. We now prove several useful properties of the graph G. In what follows, the subscripts of the vertices in C
are taken modulo p.
Claim 1. If vi ∈ V (C) and z ∈ N(vi) ∩ S, then z  {vi−1, vi+1}.
Proof. Assuming the opposite, we would have
C → (z, vi, vi+1, vi+2, . . . , vi−2, vi−1, z), if z ∼ vi−1,
C → (z, vi+1, vi+2, . . . , vi−2, vi−1, vi, z), if z ∼ vi+1
however, this contradicts the choice of the cycle C . Claim 1 is proved. 
Claim 2. For the vertex v1, the relation deg v1 ≠ 3 holds.
Proof. Due to Claim 1, the vertex x is adjacent neither to the vertex v2 nor to the vertex vp. Therefore, if deg v1 = 3, then
the graph G(v1) contains an isolated vertex x. This contradicts the fact that G is a locally connected graph. Thus, the equality
deg v1 = 3 is impossible. Claim 2 is proved. 
Claim 3. For the vertex v1, the relation deg v1 ≠ 4 holds.
Proof. Suppose that deg v1 = 4. Due to Property 1, the edge xv1 is contained in some triangle of the graph G, say, in the
triangle T1 = G[x, y, v1]. It follows that y ∈ V (C). Indeed, if y ∈ S, then applying Claim 1, we would have {x, y}  {v2, vp},
which contradicts the connectivity of the graph G(v1).
Let y = vi. Then, as shown above, 3 ⩽ i ⩽ p − 1. We show that for i ∈ {3, p − 1} the graph G contains an extension
of the cycle C . Due to symmetry, without loss of generality, assume that i = 3. Notice that v2  vp, since otherwise
C → (x, v3, v4, . . . , vp−1, vp, v2, v1, x). On the other hand, since the graph G(v1) is connected, it follows that v3 ∼ vp
and, therefore, G[x, v1, v2, v3, vp] ∼= K1,1,3. We claim that p ⩾ 5. Assume, to the contrary, that this is not the case, i.e., p = 4
and C = (v1, v2, v3, v4, v1). Since δ(G) ⩾ 3 and v2  {x, v4}, some vertex z ∈ S \{x}must be adjacent to v2. The connectivity
of G(v2) implies, without loss of generality, that z ∼ v3, which is impossible by Claim 1. Thus, as claimed, p ⩾ 5.
Since by construction T2 = G[v1, v2, v3] is the only triangle that contains the edge v1v2, due to Property 2 we deduce
that the graph G contains another triangle T3 such that T3 ≠ T2 and v2v3 ∈ E(T3). Actually, the only possibility is
that T3 = G[v2, v3, v4]. This yields C → (x, v3, v2, v4, . . . , vp−1, vp, v1, x), a contradiction, which eventually means that
i ∉ {3, p− 1}.
Thus, we have proved that 4 ⩽ i ⩽ p − 2. Now, due to the connectivity of G(v1) and the relation ∆(G) = 5, we deduce
that vi must be adjacent to exactly one of the vertices v2, vp. Without loss of generality, assume that vi ∼ v2 (the case of
vi ∼ vp can be treated similarly). Then, by the connectivity of G(v1), the vertex vp must be adjacent to v2. Thus, vi ∼ v2 ∼ vp.
But this leads to a contradiction. Indeed, taking into account what has been proved above, the triangle T1 = G[x, v1, vi] is
the only one that contains the edge xv1. Thus, by Property 2, there exists a triangle T4 such that T4 ≠ T1 and xvi ∈ E(T4). It
is clear that there are exactly two possibilities: either T4 = G[x, vi−1, vi] or T4 = G[x, vi, vi+1]. This, however, contradicts
Claim 1, which guarantees that x  {vi−1, vi+1}. Claim 3 is proved. 
Combining Claims 2 and 3 with∆(G) = 5, we derive that deg v1 = 5. This relation is used in the rest of the proof of the
theorem.
Claim 4. If W = N(v1) \ {x}, then W ⊆ V (C).
Proof. Assume the opposite, i.e., that W ∩ S ≠ ∅. Then due to Claim 1 and the connectivity of the graph G(v1), we
immediately deduce that |W ∩ S| = 1. As before, assume that the edge xv1 is contained in the triangle G[x, y, v1]. Let z
be the fifth vertex that is adjacent to v1 (along with v2, vp, x, y). Depending on the locations of the vertices y and z two cases
are possible.
Case 1. y ∈ S, z ∈ V (C).
Let z = vi. Applying reasoning similar to that used in the proof of Claim 3, we derive that 4 ⩽ i ⩽ p − 2. By Claim 1,
{x, y}  {v2, vp}. Now the connectivity of the graphG(v1) and the relation∆(G) = 5 imply that vi must be adjacent to exactly
one vertex in {v2, vp} and to exactly one in {x, y}. Notice that, without loss of generality, we may assume that vi ∼ v2 and
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vi ∼ x. Furthermore, by the connectivity of G(v1), we deduce that v2 ∼ vp. Thus, x ∼ vi ∼ v2 ∼ vp, and therefore,
G(v1) ∼= P5. On the other hand, due to the connectivity of the graph G(vi), we derive that the vertex vi+1 must be adjacent
to at least one of the vertices v2 or vi−1. In turn, this implies that
C → (x, vi, vi−1, . . . , v3, v2, vi+1, . . . , vp−1, vp, v1, x), if vi+1 ∼ v2,
C → (x, vi, v2, v3, . . . , vi−1, vi+1, . . . , vp−1, vp, v1, x), if vi+1 ∼ vi−1.
Thus, the vertex vi+1 is isolated in the graph G(vi), a contradiction that closes our consideration of Case 1.
Case 2. y ∈ V (C), z ∈ S.
Let y = vi. Then, if x ∼ z we can establish a contradiction to the connectivity of the graph G(vi) in a similar way we have
done it in the proof of Case 1. Thus, we may assume that x  z. Due to Property 1, the edge zv1 is contained in some triangle
of the graph G. This, as well as the fact that z  {x, v2, vp} imply that such a triangle could be only the triangle G[z, v1, vi].
By symmetry and the connectivity of the graph G(v1), without loss of generality, we may assume that v2 ∼ vi. This and the
equality∆(G) = 5 imply that i = 3. Notice that v2  vp; otherwise, we would have C → (x, v3, v4, . . . , vp−1, vp, v2, v1, x),
a contradiction. Thus, since the graph G(v1) is connected, the only possibility is that v3 ∼ vp; in turn, this together with the
equality∆(G) = 5 leads to |V (C)| = p = 4; besides, G[x, z, v1, v2, v3, v4] ∼= K1,1,4. This and the condition δ(G) ⩾ 3 finally
yield that the graph G(x) is not connected. This contradiction completes our treatment of Case 2, and therefore, Claim 4 is
proved. 
Claim 5. There exist vertices vi, vj ∈ V (C), where 3 ⩽ i ⩽ j− 2 and j ⩽ p− 1, such that the edge xv1 is contained in exactly two
triangles T1 = G[x, v1, vi] and T2 = G[x, v1, vj].
Proof. Suppose that the edge xv1 is contained in a triangle T1 = G[x, y, v1] of the graph G. By Claim 4, we deduce that
y ∈ V (C), e.g., y = vi. This and Claim 1 imply 3 ⩽ i ⩽ p − 1. Further, due to Property 2, there exists a triangle T2, T2 ≠ T1,
such that either xv1 ∈ E(T2) or xvi ∈ E(T2). We show that the latter option reduces to the former one. Indeed, assume that
xvi ∈ E(T2) and T2 = G[x, z, vi]. Using the same argument as in the proof of Claim 4, we derive that z ∈ V (C) and, say,
z = vk. Without loss of generality, we may assume that i < k. Besides, i ⩽ k − 2 and k ⩽ p − 1 due to Claim 1. Define a
bijective mapping ϕ : V (C) ∪ {x} → V (C) ∪ {x} as ϕ(x) = x and
ϕ(vt) =

vi+1−t , if 1 ⩽ t ⩽ i,
vp+i+1−t , if i+ 1 ⩽ t ⩽ p.
Renumbering the vertices of the set V (C) in accordance with ϕ, we obtain G[ϕ(V (T1))] = G[x, v1, vi] and G[ϕ(V (T2))] =
G[x, v1, ϕ(vk)], where ϕ(vk) = vj and j = p+ i+ 1− k. Thus xv1 ∈ E(T2) and i+ 2 ⩽ j ⩽ p− 1. Nowwemay conclude that
T2 = G[x, v1, vj] and 3 ⩽ i ⩽ j− 2, j ⩽ p− 1. Claim 5 is proved. 
Claim 6. Claim 5 holds for the vertices vi and vj, where i = 3 and j = p− 1.
Proof. Assuming the contrary, by symmetrywehave one of the following two cases: 4 ⩽ i ⩽ j−2, j = p−1 and 4 ⩽ i ⩽ j−2,
j ⩽ p− 2. In both cases we will arrive at a contradiction.
Case 1. 4 ⩽ i ⩽ j− 2 and j = p− 1.
First, we show that v2  vi. If the opposite is true, then vi−1  vi+1, since otherwise
C → (x, vi, v2, v3, . . . , vi−1, vi+1, . . . , vp−1, vp, v1, x),
which contradicts the choice of the cycle C . Similarly, if v2 ∼ vi+1, then
C → (x, vi, vi−1, . . . , v3, v2, vi+1, . . . , vp−1, vp, v1, x),
which is a contradiction. Thus, the vertex v2 is not adjacent to the vertex vi+1. In turn, the condition∆(G) = 5 together with
Claim 1 implies that v1  vi+1 and x  vi+1, respectively. But then the vertex vi+1 is isolated in the graph G(vi). The obtained
contradiction proves that v2  vi. The relation vi  vp can be proved analogously. Besides, v2  vp, since, otherwise, we
would have C → (x, v1, vp, v2, v3, . . . , vp−2, vp−1, x), which is a contradiction. Now, taking into account Claim 1 and the
connectivity of the graph G(v1)we deduce that v2 ∼ vp−1 and, therefore, deg vp−1 = 5. This and the above part of the proof
imply that the triangle T1 = G[v1, vp−1, vp] is the only one that contains v1vp. Applying Property 2 to the triangle T1 we
conclude that there exists a triangle T2, T2 ≠ T1, that contains the edge vp−1vp. It is clear that the only possibility for T2 is
T2 = G[vp−2, vp−1, vp]. But then C → (x, v1, v2, v3, . . . , vp−2, vp, vp−1, x), a contradiction.
Case 2. 4 ⩽ i ⩽ j− 2 and j ⩽ p− 2.
As in the proof of Case 1, we can derive that {v2, vp}  {vi, vj}. This together with x  {v2, vp} implies that G(v1) is not
connected, a contradiction.
Thus, in either case we have arrived at a contradiction, and we therefore conclude that i = 3 and j = p − 1. Claim 6 is
proved. 
Claim 7. The degree of the vertex x is equal to 3, while the length of the cycle C is at least 7, i.e., deg x = 3 and p ⩾ 7. Additionally,
G(x) = P3 = (vp−1, v1, v3) and G(v1) = P5 = (v2, v3, x, vp−1, vp), where the vertices are listed in the order of traversing the
corresponding paths.
V.S. Gordon et al. / Discrete Applied Mathematics 159 (2011) 1759–1774 1767
Proof. Assume that deg x ≠ 3. Since∆(G) = 5 and δ(G) ⩾ 3, then either deg x = 4 or deg x = 5. We present the proof for
deg x = 4; the case that deg x = 5 is analogous.
Due to Claims 3 and 6, the edge xv1 belongs to exactly two triangles G[x, v1, v3] and G[x, v1, vp−1]. Notice that, p ⩾ 6,
since otherwise C → (x, v4, v5, v1, v2, v3, x), a contradiction to the choice of C . If y is the fourth vertex adjacent to x, then
due to the connectivity of the graph G(x) at least one of the following two statements is valid: either y ∼ v3 or y ∼ vp−1.
Due to symmetry, we may assume that y ∼ v3. If y ∈ S, Claim 1 (applied to the vertex v3) implies that {x, y}  {v2, v4}.
Now, using the connectivity of G(v3), we conclude that v2 ∼ v4. But then C → (x, v3, v2, v4, v5, . . . , vp−1, vp, x). This is a
contradiction, which implies that y ∈ V (C).
Now, let y = vs, where s is the number of the corresponding vertex of V (C). As proved above, 5 ⩽ s ⩽ p − 3. Assume
that s satisfies the inequalities 6 ⩽ s ⩽ p− 4. Since the graph G(x) is connected, then at least one of the two possible edges
v3vs or vsvp−1 is indeed present in G. For example, let v3 ∼ vs (due to symmetry, the case that vs ∼ vp−1 does not require
additional consideration). As we have observed earlier, v2  v4. This and the connectivity of the graph G(v3) imply that
v4 ∼ vs. We show that vs+1 is an isolated vertex in the graph G(vs). Indeed, if vs−1 ∼ vs+1, then
C → (x, vs, v4, v5, . . . , vs−1, vs+1, vs+2, . . . , vp−2, vp−1, vp, v1, v2, v3, x).
On the other hand, if v4 ∼ vs+1, then
C → (x, vs, vs−1, . . . , v5, v4, vs+1, vs+2, . . . , vp−2, vp−1, vp, v1, v2, v3, x).
Thus, vs+1  {v4, vs−1}. Notice that vs+1  {x, v3} and conclude that vs+1 is isolated in G(vs); a contradiction.
Thus, for s only two options are left: either s = 5 or s = p − 3. Due to symmetry, we may assume that s = 5. Since the
graph G(x) is connected, it follows that the vertex v5 is adjacent to at least one of the vertices v3 or vp−1. Below it is assumed
that v3 ∼ v5; the case that v5 ∼ vp−1 can be considered analogously.
We now turn to the vertex v2. It is clear that v2  {x, v4, vp}. On the other hand, since δ(G) ⩾ 3, it follows that v2 is
adjacent to at least one of the vertices v5 or vp−1; by symmetry, without loss of generality, we may assume that v2 ∼ v5.
This together with the connectivity of the graph G(v5) and the fact that x  v6 imply that either v2 ∼ v6 or v4 ∼ v6. But
then
C → (x, v5, v4, v3, v2, v6, . . . , vp−2, vp−1, vp, v1, x), if v2 ∼ v6,
C → (x, v5, v4, v6, . . . , vp−2, vp−1, vp, v1, v2, v3, x), if v4 ∼ v6,
which contradicts the choice of the cycle C . Thus, v2  {v5, vp−1}. But this in turn contradicts the connectivity of the graph
G(v2). Therefore, deg x ≠ 4. Thus, we deduce that deg x = 3.
According to Claim 6, p ⩾ 5. If p = 5, then C → (x, v3, v2, v1, v5, v4). If p = 6, then from the condition δ(G) ⩾ 3,
we have that v4 is adjacent to a vertex on C (by Claim 1). By symmetry, we derive that v2 ∼ v4. This gives C →
(x, v3, v4, v2, v1, v6, v5, x), a contradiction that proves the inequality p ⩾ 7.
Besides, a simple argument shows that for the graph G the existence of at least one of the edges v2vp−1, v2vp, v3vp−1 or
v3vp contradicts either the local connectivity of the graphG, or the choice of the cycle C . Indeed, suppose, e.g., that v2 ∼ vp−1.
Then, since the graph G(vp−1) is connected, at least one of the two possible edges v2vp−2 or vp−2vp is present in the graph
G. From this we deduce
C → (x, v1, vp, vp−1, v2, vp−2, vp−3, . . . , v4, v3, x), if v2 ∼ vp−2,
C → (x, v1, v2, v3, v4, . . . , vp−3, vp−2, vp, vp−1, x), if vp−2 ∼ vp.
These contradictions demonstrate that v2  vp−1. In turn, this implies that G(x) = P3 = (vp−1, v1, v3) and G(v1) = P5 =
(v2, v3, x, vp−1, vp), which completes the proof of Claim 7. 
Denote l = ⌈p/2⌉ − 3. Then Claim 7 implies that l ⩾ 1.
Claim 8. For each integer k, 1 ⩽ k ⩽ l, the following holds:
(i) {v2kv2k+3, v2k+1v2k+3} ⊂ E(G);
(ii) deg v2k = 3,G(v2k) = P3 = (v2k−1, v2k+1, v2k+3) and deg v2k+1 = 5,G(v2k+1) = P5 = (v2k−2, v2k−1, v2k, v2k+3, v2k+2),
where v2k−2 = x for k = 1.
Proof. Fig. 3 illustrates Claim 8 for the cases of an odd (p = 15) or an even (p = 16) number of vertices in C . In this proof
we will use the structural properties of G established in Claims 5–7 sometimes without explicit references.
First, we prove (i) and (ii) for k = 1. Let us show that the relation {v2v5, v3v5} ⊂ E(G) holds. Let T1 denote the triangle
G[v1, v2, v3]. By Property 2, the graph G contains a triangle T2 such that T2 ≠ T1 and either v1v2 ∈ E(T2) or v2v3 ∈ E(T2). If
v1v2 ∈ E(T2), then either T2 = G[v1, v2, vp−1] or T2 = G[v1, v2, vp]; however neither of these is possible, since due to Claim7
we have that G(v1) = P5 = (v2, v3, x, vp−1, vp) and, therefore, v2  {vp−1, vp}. Thus the only possibility is v2v3 ∈ E(T2).
Let T2 = G[y, v2, v3]. Then by Claim 1, we deduce that y ∈ V (C); e.g., assume that y = vs. It is easy to verify that s = 5;
otherwise as in the proof of Claim 7 we would come to a contradiction. Thus, we have proved that {v2v5, v3v5} ⊂ E(G), i.e.,
(i) holds.
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Fig. 3. An illustration to Claim 8.
If v2 ∼ v4, we have C → (x, v3, v2, v4, v5, . . . , vp, v1, x). Thus, v2  v4 and we deduce that G(v3) = P5 = (x, v1, v2, v5,
v4) and hence deg v3 = 5. We now show that deg v2 = 3. Assuming the opposite, we would find a vertex z adjacent to v2
such that due to the connectivity of the graph G(v2) we would have z ∼ v5. Notice that z ∈ V (C); otherwise, the graph
G(v5) would not be connected. Let z = vt , where 7 ⩽ t ⩽ p − 3 (the cases that t = 6 or t = p − 2 lead to a contradiction
to the choice of the cycle C). Since G(v5) is connected and v6  {v2, v4}, it follows that the only available option is that
v6 ∼ vt . This and the connectivity of the graph G(v4) imply that v4 ∼ vt and, therefore, taking into account the equality
∆(G) = 5, we derive that t = 7. Since G(v7) is connected, then at least one of the edges v2v8, v4v8 or v6v8 must belong
to the graph G. In any case any condition v2 ∼ v8, v4 ∼ v8 or v6 ∼ v8 contradicts the choice of the cycle C . But then
the vertex v8 is isolated in G(v7); a contradiction again. Thereby, we have established that the vertex z does not exist, i.e.,
deg v2 = 3,G(v2) = P3 = (v1, v3, v5) and (ii) holds. Thus, Claim 8 for k = 1 is proved.
The remaining part of the proof is by induction. Assume that the claim holds for k − 1, where 1 ⩽ k − 1 < l. We will
prove that it also holds for k. Considering the triangle T2k−1 = G[v2k−1, v2k, v2k+1] due to Property 2 we notice that the edge
v2kv2k+1 belongs to some triangle T2k, where T2k ≠ T2k−1; say, T2k = G[z, v2k, v2k+1]. Claim 1 implies z ∈ V (C); e.g. we may
assume that z = vr . It is fairly easy to see that r ≠ p− 1. Furthermore, the assumption that r ∈ {2k+ 2, p− 2, p} leads to
a contradiction to the choice of the cycle C: each time the cycle can be extended. For example, if r = p − 2, then C can be
extended to the cycle
P1 ∪ (v2k−2, v2k+1) ∪ (v2k+1, v2k+2, . . . , vp−3, vp−2, v2k) ∪ P2 ∪ (v1, vp, vp−1, x)
if k− 1 is even and to the cycle
Q 1 ∪ (v2k, vp−2, vp−3, . . . , v2k+2, v2k+1) ∪ (v2k+1, v2k−2) ∪ Q 2 ∪ (v1, vp, vp−1, x)
if k− 1 is odd, where the simple paths P1, P2 and Q 1,Q 2 are defined as follows:
P1 = (x, v3, v4, v7, v8, . . . , v2k−3, v2k−2), Q 1 = (x, v3, v4, v7, v8, . . . , v2k−1, v2k),
P2 = (v2k, v2k−1, . . . , v6, v5, v2, v1), Q 2 = (v2k−2, v2k−3, . . . , v6, v5, v2, v1).
Thus, 2k + 3 ⩽ r ⩽ p − 3. We will show that r = 2k + 3. To prove that, assume the opposite, i.e., 2k + 3 < r ⩽ p − 3.
Since for v2k ∼ v2k+2 the cycle C can be extended to the cycle
(x, v3, v2, v5, v4, v7, v6, . . . , v2k−1, v2k−2, v2k+1, v2k, v2k+2, v2k+3, . . . , vp−1, vp, v1, x),
it follows from the connectivity of the graphG(v2k+1) that v2k+2 ∼ vr , and, therefore, deg vr = 5. Now, if v2k ∼ vr+1, v2k+2 ∼
vr+1 or vr−1 ∼ vr+1, then the cycle C can be extended to one of the cycles
P ∪ (v2k−1, v2k−2, v2k+1, v2k+2, v2k+3, . . . , vr−1, vr , v2k, vr+1, . . . , vp−1, vp, v1, x),
P ∪ (v2k−1, v2k−2, v2k+1, v2k, vr , vr−1, . . . , v2k+3, v2k+2, vr+1, . . . , vp−1, vp, v1, x),
P ∪ (v2k−1, v2k−2, v2k+1, v2k, vr , v2k+2, v2k+3, . . . , vr−1, vr+1, . . . , vp−1, vp, v1, x),
respectively; here P denotes the path (x, v3, v2, v5, v4, v7, v6, . . . , v2k−1). This implies that vr+1  {v2k, v2k+2, vr−1} but
this contradicts the connectivity of G(vr). Thus, the only option for r is the equality r = 2k + 3. This yields the relation
{v2kv2k+3, v2k+1v2k+3} ⊂ E(G) and (i) holds.
Besides, by construction, deg v2k+1 = 5 and, since v2k  v2k+2, we have that G(v2k+1) = P5 = (v2k−2, v2k−1, v2k,
v2k+3, v2k+2).
Our current goal is to prove the equality deg v2k = 3. Assume that deg v2k > 3. Then, due to the connectivity of the graph
G(v2k) there exists a vertex u such that u ∼ {v2k, v2k+3}. In the case that u ∈ S we derive a contradiction to the connectivity
of the graph G(v2k+3). Thus u ∈ V (C), say u = vt . It is fairly easy to see that 2k + 5 ⩽ t ⩽ p − 3; otherwise, we would
have a contradiction to the choice of C . Since v2k+4  {v2k, v2k+2}, it follows from the connectivity of the graph G(v2k+3)
that v2k+4 ∼ vt . From δ(G) ⩾ 3 and due to the connectivity of the graph G(v2k+2) we derive that v2k+2 ∼ vt . This results
in t = 2k + 5, since ∆(G) = 5. Thus, we have that v2k+5 ∼ {v2k, v2k+2, v2k+3, v2k+4, v2k+6}. Due to the connectivity of the
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Fig. 4. The graphs F ,G1,G2 and G3 .
graph G(v2k+5) at least one of the following must be true: v2k ∼ v2k+6, v2k+2 ∼ v2k+6 or v2k+4 ∼ v2k+6. But then the cycle C
could be extended to one of the cycles
P ∪ (v2k−1, v2k−2, v2k+1, v2k+2, v2k+3, v2k+4, v2k+5, v2k, v2k+6, . . . , vp−1, vp, v1, x),
P ∪ (v2k−1, v2k−2, v2k+1, v2k, v2k+3, v2k+4, v2k+5, v2k+2, v2k+6, . . . , vp−1, vp, v1, x),
P ∪ (v2k−1, v2k−2, v2k+1, v2k, v2k+3, v2k+2, v2k+5, v2k+4, v2k+6, . . . , vp−1, vp, v1, x),
respectively, where P = (x, v3, v2, v5, v4, v7, v6, . . . , v2k−1). Therefore, the vertex v2k+6 is isolated in the graph G(v2k+5).
This contradiction concludes our consideration of the assumption deg v2k > 3 and, therefore, proves the equality deg v2k =
3. In particular, this means that G(v2k) = P3 = (v2k−1, v2k+1, v2k+3), and (ii) holds. Thus, the proof of Claim 8 is
completed. 
We now continue the proof of Theorem 5. Depending on whether p is even or odd we split our further consideration into
two cases. In what follows, we keep notation that has been used earlier.
Case 1. p is even.
Looking at the triangle Tp−5 = G[vp−5, vp−4, vp−3], due to Property 2, we deduce that the edge vp−4vp−3 belongs to some
triangle Tp−4, where Tp−4 ≠ Tp−5. Since by condition of this theorem we have that∆(G) = 5, it follows from Claims 1 and 8
that either Tp−4 = G[vp−4, vp−3, vp−2] or Tp−4 = G[vp−4, vp−3, vp]. This implies that the cycle C extends to
P ∪ (v2k−1, v2k−2, v2k+1, v2k, . . . , vp−5, vp−6, vp−3, vp−4, vp−2, vp−1, vp, v1, x)
or to
(x, v1, v2, v3, v4, . . . , vp−5, vp−4, vp, vp−3, vp−2, vp−1, x)
which contradicts the choice of C .
Case 2. p is odd.
As in Case 1, we deduce that the graph G either contains a triangle G[vp−3, vp−2, vp−1] or a triangle G[vp−3, vp−2, vp]. This
implies that the cycle C extends to
P ∪ (v2k−1, v2k−2, v2k+1, v2k, . . . , vp−4, vp−5, vp−2, vp−3, vp−1, vp, v1, x)
or to
(x, v1, v2, v3, v4, . . . , vp−5, vp−4, vp−3, vp, vp−2, vp−1, x)
which is impossible due to the choice of C .
Thus, the graph G does not contain a nonextendable non-Hamilton cycle. Additionally, by Property 1 each vertex of G
belongs to some triangle, so that G is a fully cycle extendable graph. This completes the proof of the theorem. 
Theorem 5 cannot be improved in the sense that the replacement of the condition δ(G) ⩾ 3 by δ(G) ⩾ 2 does not
guarantee even Hamiltonicity of the graph G. This can be verified by looking either at the complete tripartite graph K1,1,4 or
at the graphs F ,G1,G2, G3 shown in Fig. 4.
Theorem 5 has interesting corollaries. Hendry [24] gave the following conjecture on cycle extendability of the chordal
graphs (a graph is chordal if every cycle of length at least 4 contains a chord).
Conjecture 1 ([24]). All Hamiltonian chordal graphs are fully cycle extendable.
This conjecture is shown to be true for some special classes of the chordal graphs, namely the split graphs [1], the interval
graphs [1,11], the planar chordal graphs [26] and some subclasses of the strongly chordal graphs [1].
Since each 2-connected chordal graph is locally connected, Theorem 5 implies the following corollary.
Corollary 1. Conjecture 1 is true for a chordal graph G with∆(G) = 5 and δ(G) ⩾ 3.
Moreover, Theorem 3 implies that Conjecture 1 is also true for the chordal graphs with∆(G) ⩽ 4.
To state yet another corollary of Theorem 5, we shall need some definitions. Let G be a graph with cycles. The girth g(G)
of the graph G is the length of a shortest cycle in G, and the circumference c(G) of G is the length of a longest cycle in G. The
graph G is called weakly pancyclic if it contains a cycle of length l for every l such that g(G) ⩽ l ⩽ c(G).
It is interesting to note that all known examples of the locally connected graphs are weakly pancyclic. Actually, in 2003,
Ryjáček posed the following conjecture (see Problem 416 in [41]).
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Conjecture 2 ([41]). Every locally connected graph is weakly pancyclic.
This conjecture seems very difficult to attack for the general locally connected graphs, since very little can be said about
the cyclic structure of these graphs (e.g., about the structure of longest cycles in the general locally connected graphs).
Conjecture 2 is known to hold for several specific subclasses of the locally connected graphs, namely the chordal graphs, the
squares of graphs, the maximal planar graphs; see [41]. From Theorem 5, we immediately have the following corollary.
Corollary 2. Conjecture 2 holds for a locally connected graph G with∆(G) = 5 and δ(G) ⩾ 3.
Also, Theorem 3 implies that Conjecture 2 is true for the locally connected graphs with the maximum vertex degree at
most 4.
Theorem 5 can be extended in the followingway. LetH be the class of all connected, locally connected graphs G such that
∆(G) = 5 andG contains four vertices u, v, x and ywith the properties u ∼ v, {u, v} ∼ {x, y}, x  y and degG x = degG y = 2.
Using similar technique as in the proof of Theorem 5, the following statement can be easily derived (we omit the proof).
Theorem 6. Let F ,G1,G2, G3 be the graphs shown in Fig. 4 and G be a connected, locally connected graph such that ∆(G) = 5
and G does not contain the graph F as an induced subgraph. Then either G is Hamiltonian or G ∈ H ∪ {G1,G2,G3}.
Now we turn to the conditions of Hamiltonicity of the locally connected graphs under ∆(G) > 5. It is fairly easy to
find a connected, locally connected non-Hamiltonian graph G with ∆(G) = 6 and δ(G) ⩽ 5. However, an example of a
connected, locally connected 6-regular non-Hamiltonian graph is more difficult to build. Such a graph appears to have at
least 28 vertices [29].
Let F (r) be the class of the connected r-regular graphs G such that r ⩾ 6 and each edge of G belongs to at least r − 4
triangles. Kikust [29] shows that, if r ⩾ 7, any graph G ∈ F (r) is Hamiltonian. Also in [29] he shows that any locally
connected graph G ∈ F (6) is Hamiltonian.
It is interesting to know if Hamiltonicity can be replaced by full cycle extendability in all or even some of the previous
results concerning the classes F (r). In fact, for r ⩾ 9, we will show that each graph G ∈ F (r) is fully cycle extendable. For
the proof of this result (see Theorem 7) we need the following lemmas.
Lemma 5. If r ⩾ 7 and G ∈ F (r), then G is (r − 5)-connected.
Proof. Let v be an arbitrary vertex of the graph G. We show that G(v) is (r − 6)-connected. Suppose, to the contrary, that
the graph G(v) is not (r − 6)-connected. Then there exists a vertex cutset S of G(v) such that |S| = k < r − 6. Let H be
a component of minimum order in G(v) − S. Since G(v) − S has order r − k, the order of H is at most (r − k)/2. Let u be
a vertex of H . Then, in the graph G(v), the vertex u is adjacent only to the vertices of S or to the other vertices of H . Thus,
degG(v) u ⩽ k + (r − k)/2 − 1. On the other hand, since G ∈ F (r), the edge uv belongs to at least r − 4 triangles, and so
degG(v) u ⩾ r − 4. Hence, r − 4 ⩽ k + (r − k)/2 − 1, which implies that k ⩾ r − 6, a contradiction to the hypothesis. It
follows, therefore, that the graph G(v) is (r − 6)-connected. Using Property 3, we conclude that G is (r − 5)-connected. 
It follows from the proof of Lemma 5 that all graphs in F (r) possess a higher local connectivity, namely they are locally
(r − 6)-connected.
The following simple lemma is obvious.
Lemma 6. If Ai (i = 1, 2, 3) is a subset of a finite set A, then the inequality |A1 ∩ A2 ∩ A3| ⩾ |A1| + |A2| + |A3| − 2|A| holds.
We are now in a position to give the proof of the following theorem.
Theorem 7. For any r ⩾ 9, each graph G ∈ F (r) is fully cycle extendable.
Proof. We note that by Lemma 5, G is an (r − 5)-connected graph (and hence k-connected for 1 ⩽ k ⩽ r − 5). The proof
of the theorem is by contradiction. Suppose there is a graph G satisfying the hypothesis of the theorem but which is not
fully cycle extendable. Thus, there exists a nonextendable cycle C = (v1, v2, . . . , vp, v1) in G, where 3 ⩽ p ⩽ |V (G)| − 1.
Assume that the vertices v1, v2, . . . , vp are labeled in the order of the direction of C . Note that all the subscripts here are
taken modulo p. Since G is connected, there exists a vertex x ∈ V (G) \ V (C) such that x is adjacent to a vertex of C . Without
loss of generality, we may assume that the vertex x is adjacent to v1 (or else relabel C).
In order to prove the theorem, we first verify the following two claims.
Claim 9. If vi ∈ V (C) and y ∈ N(vi) ∩ (V (G) \ V (C)), then y  {vi−1, vi+1}.
Proof. The proof is similar to that of Claim 1. 
Let S1 ∪ S2 ∪ S3 be the partition of the set N(v1) defined by
S1 = {v ∈ N(v1) | v ∉ V (C)}, S2 = {v2, vp}, and S3 = {v ∈ N(v1) | v ∈ V (C)} \ S2.
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Claim 10. There is a vertex vi ∈ S3 such that vi ∼ {x, v2, vp} and 3 ⩽ i ⩽ p− 1.
Proof. Since S1 ∪ S2 ∪ S3 is the partition of N(v1) and G is r-regular and |S2| = 2, we have
|S3| = r − |S1| − 2. (1)
We will show that the set S = (N(x) ∩ N(v2) ∩ N(vp)) ∩ S3 is nonempty.
Since x ∈ S1, x can be adjacent to at most |S1| − 1 vertices in S1, i.e., |N(x) ∩ S1| ⩽ |S1| − 1. Using Claim 9, we
obtain x  {v2, vp}, and hence, |N(x) ∩ S2| = 0. Taking into account the conditions G ∈ F (r) and x ∼ v1, we have
|N(x) ∩ N(v1)| ⩾ r − 4. Therefore,
|N(x) ∩ S3| = |N(x) ∩ N(v1)| − |N(x) ∩ S1| − |N(x) ∩ S2| ⩾ r − |S1| − 3. (2)
By Claim 9, v2  S1 and so |N(v2) ∩ S1| = 0. Since v2 can be adjacent to vp, we have |N(v2) ∩ S2| ⩽ 1. Now, from
|N(v2) ∩ N(v1)| ⩾ r − 4, |N(v2) ∩ S1| = 0 and |N(v2) ∩ S2| ⩽ 1 we obtain
|N(v2) ∩ S3| = |N(v2) ∩ N(v1)| − |N(v2) ∩ S1| − |N(v2) ∩ S2| ⩾ r − 5. (3)
Similarly, we have
|N(vp) ∩ S3| = |N(vp) ∩ N(v1)| − |N(vp) ∩ S1| − |N(vp) ∩ S2| ⩾ r − 5. (4)
Now by applying Lemma 6 to the subsets N(x) ∩ S3, N(v2) ∩ S3,N(vp) ∩ S3 of the set S3, we get
|S| = |(N(x) ∩ N(v2) ∩ N(vp)) ∩ S3|
= |N(x) ∩ S3| + |N(v2) ∩ S3| + |N(vp) ∩ S3| − 2|S3|. (5)
According to (1)–(4), from (5) we obtain |S| ⩾ r + |S1| − 9. Complying this with r ⩾ 9 and |S1| ⩾ 1, we have |S| ⩾ 1. Thus,
the set S defined in this claim is nonempty.
Let z ∈ S. By the definition of S, z ∼ {x, v2, vp} and z ∈ S3. Since z ∈ S3, we have z ∈ V (C) and z ∉ {v1, v2, vp}, i.e.,
z = vi, 3 ⩽ i ⩽ p− 1. This completes the proof of the claim. 
Let vi be a vertex of S3 such that vi ∼ {x, v2, vp} and 3 ⩽ i ⩽ p− 1 (it must always exist according to Claim 10). We claim
that i ∈ {3, p− 1}. Assume, to the contrary, that 4 ⩽ i ⩽ p− 2. In this case, none of the vertices vi−1 and vi+1 coincides with
a vertex from the set S2. Hence, the vertices x, v2, vi−1, vi+1, vp are distinct neighbors of vi. By Claim 9, x  {v2, vp}. On the
other hand, since G is r-regular and |N(x) ∩ N(vi)| ⩾ r − 4, there is at least one edge between x and a vertex in {vi−1, vi+1}.
This, however, contradicts Claim 9. Therefore, as claimed, i ∈ {3, p− 1}.
Consider only the case i = p−1, since to the case i = 3 similar reasoning applies. Without loss of generality, assume that
vp−1 ∼ {x, v2}. Obviously, vp−1 ∼ {v1, vp}. It is easy to check that p ⩾ 5, and therefore v2 ≠ vp−2. Now we can easily see
that vp  {v2, vp−2} since otherwise C can be extended to either the cycle (x, v1, vp, v2, v3, . . . , vp−2, vp−1, x) if vp ∼ v2, or
to the cycle (x, v1, v2, v3, . . . , vp−2, vp, vp−1, x) if vp ∼ vp−2.
Define a partition N1 ∪ N2 ∪ N3 of the set N(vp−1) as follows:
N1 = {v ∈ N(vp−1) | v ∉ V (C)}, N2 = {v1, v2, vp−2, vp},
N3 = {v ∈ N(vp−1) | v ∈ V (C)} \ N2.
We further proceed in the samemanner as in the proof of Claim 10 to show that the set N = (N(x)∩N(vp−2)∩N(vp))∩N3
contains at least three vertices.
We have |N(x) ∩ N(vp−1)| ⩾ r − 4, |N(x) ∩ N1| ⩽ |N1| − 1 and |N(x) ∩ N2| = 1, which implies that
|N(x) ∩ N3| = |N(x) ∩ N(vp−1)| − |N(x) ∩ N1| − |N(x) ∩ N2| ⩾ r − |N1| − 4. (6)
By Claim 9, we know that |N(vp−2) ∩ N1| = 0 and |N(vp) ∩ N1| = 0. Furthermore, since vp  {v2, vp−2}, it follows that
|N(vp) ∩ N2| = 1. On the other hand, vp−2 can be adjacent to a vertex in {v1, v2} and so |N(vp−2) ∩ N2| ⩽ 2. Hence
|N(vp−2) ∩ N3| = |N(vp−2) ∩ N(vp−1)| − |N(vp−2) ∩ N1| − |N(vp−2) ∩ N2| ⩾ r − 6 (7)
and
|N(vp) ∩ N3| = |N(vp) ∩ N(vp−1)| − |N(vp) ∩ N1| − |N(vp) ∩ N2| ⩾ r − 5. (8)
By applying Lemma 6 to the subsets N(x) ∩ N3, N(v2) ∩ N3,N(vp) ∩ N3 of the set N3, and by using (6)–(8), we obtain
|N| = |(N(x) ∩ N(vp−2) ∩ N(vp)) ∩ N3|
= |N(x) ∩ N3| + |N(vp−2) ∩ N3| + |N(vp) ∩ N3| − 2|N3|
⩾ (r − |N1| − 4)+ (r − 6)+ (r − 5)− 2|N3| = 3r − |N1| − 2|N3| − 15. (9)
Since N1 ∪ N2 ∪ N3 is the partition of N(vp−1) and G is r-regular and |N2| = 4, it follows that |N3| = r − |N1| − 4. From this
observation and inequality (9), we can conclude that |N| ⩾ r + |N1| − 7. Now |N1| ⩾ 1 and r ⩾ 9 implies |N| ⩾ 3.
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Fig. 5. An illustration to the transformation ϕ.
Let vj, vk, vl be vertices of G such that {vj, vk, vl} ⊆ N . By the definition of the set N , without loss of generality, we
may assume that 3 ⩽ j < k < l ⩽ p − 3. This implies that vk−1, vk+1 ∉ {v1, v2, vp−2, vp}. By Claim 9, we deduce that
x  {vp−2, vp}. Since G is r-regular and |N(x) ∩ N(vj)| ⩾ r − 4, the vertex x must be adjacent to at least one vertex in
{vk−1, vk+1}. Since x ∼ vk, it follows that x is adjacent to two consecutive vertices of the cycle C , and hence C is extendable.
This is a contradiction.
Thus, in all cases an extension of the cycle C is produced, and hence we conclude that G is cycle extendable. Additionally,
since G ∈ F (r), each vertex of G belongs to some triangle, so that G is a fully cycle extendable graph. This completes the
proof of the theorem. 
4. NP-Completeness
As pointed out in [18], most of the graph theory problems can be solved in polynomial time, provided that the maximum
vertex degree is fairly small. Indeed, under the assumption that each vertex of a locally connected graph has a degree at
most 4, problem Hamilton Cycle is trivially solvable in polynomial time due to Theorem 3. Let ∆∗ denote such a largest
integer that problem Hamilton Cycle for an arbitrary locally connected graph G is solvable in polynomial time, provided
that∆(G) ⩽ ∆∗. It follows from Theorem 3 that∆∗ ⩾ 4. The following theorem implies that∆∗ ⩽ 6.
Theorem 8. For an arbitrary locally connected graph G with∆(G) ⩽ 7, problem Hamilton Cycle is NP-complete.
Proof. Recall that problem Hamilton Cycle is NP-complete for a 2-connected cubic bipartite graph; see [38].
To prove the theorem, consider a connected cubic bipartite graph G. We design a polynomial-time transformation ϕ of
this graph into a locally connected graph G∗ = ϕ(G)with∆(G∗) = 7 such that the graph G contains a Hamilton cycle if and
only if the graph ϕ(G) contains a Hamilton cycle.
Let G = (X, Y , E) be an arbitrary connected cubic bipartite graph of order n, where its set of vertices consists of two parts
X = {xi | 1 ⩽ i ⩽ p}, Y = {yj | 1 ⩽ j ⩽ p} for p = n/2. It is easy to verify that every cubic bipartite graph has no bridges. By
a well-known Petersen’s theorem (see, e.g., [34]) the graph G contains a 1-factor F1 (i.e., a perfect matching), which can be
found in polynomial time. On the other hand, F2 = G− F1 is a 2-factor of the graph G, i.e., its regular spanning subgraph of
degree 2. Define an edge 2-coloring ψ : E(G)→ {1, 2} by setting
ψ(e) =

1, if e ∈ E(F1),
2, if e ∈ E(F2).
The transformation ϕ of the graph G into the graph G∗ = ϕ(G) is as follows:
• Put into correspondence to each vertex xi ∈ X, 1 ⩽ i ⩽ p, (correspondingly, yj ∈ Y , 1 ⩽ j ⩽ p) of the graph G the graph
ϕ(xi) = K3 (correspondingly, the graph ϕ(yj) = K3) with the vertex set {x1i , x2i , x3i } (correspondingly, with the vertex set
{y1j , y2j , y3j });• Put into correspondence to each edge xiyj, 1 ⩽ i, j ⩽ p, of the graph G three edges that connect the vertices of the relevant










j (if ψ(xiyj) = 1) or x1i y1j , x2i y2j , and x1i y2j (if ψ(xiyj) = 2).
Thus, the graph G∗ = ϕ(G) has 3n vertices and 15n/2 edges. It is clear that the described transformation can be
implemented in polynomial time. An example of the transformation ϕ for a cubic graph G of order 8 is given in Fig. 5,
where the edges of 1-factor F1 are given by the thick lines and all other edges of G belong to 2-factor F2; the transformation
ϕ is shown only for the marked fragment of G.
We now show that G∗ is a locally connected graph. Consider an arbitrary vertex x ∈ {x1i , x2i , x3i }, 1 ⩽ i ⩽ p. If
x = x3i , then obviously G∗(x) is isomorphic to K2 and is connected. Let x = x2i and NG(xi) = {yj, yk, yl}. Without loss of
generality, we may assume that ψ(xiyj) = 1. Then we have that NG∗(x) = {x1i , x3i , y1j , y2j , y2k, y2l }, and since by construction
ψ(xiyk) = ψ(xiyl) = 2, it follows that x1i ∼ {x3i , y1j , y2k, y2l } and y1j ∼ y2j . Thus, the graph G∗(x) is isomorphic to the graph L1,
V.S. Gordon et al. / Discrete Applied Mathematics 159 (2011) 1759–1774 1773
which is obtained from a star K1,4 by subdividing one of its edges once. Now, let x = x1i and let, as above,NG(xi) = {yj, yk, yl},
where without loss of generality, ψ(xiyk) = ψ(xiyl) = 2. Then NG∗(x) = {x2i , x3i , y1j , y1k, y2k, y1l , y2l }, and since ψ(xiyj) = 1, it
follows that x2i ∼ {x3i , y1j , y2k, y2l } and y1k ∼ y2k, y1l ∼ y2l . Thus, the graph G∗(x) is isomorphic to the graph L2, which is obtained
from a star K1,4 by subdividing two of its edges once each. The considered cases exhaust all possible situations, no matter
whether x ∈ {x1i , x2i , x3i } or x ∈ {y1j , y2j , y3j }. We therefore conclude that the graph G∗ is locally connected. Besides, taking
into account that N(G∗) = {K2, L1, L2}we derive that∆(G∗) = 7.
It is left to demonstrate that the graph G is Hamiltonian if and only if the graph G∗ = ϕ(G) is Hamiltonian.
Let C be a Hamilton cycle in the graph G. Since G is bipartite, we may assume that C = (xi1 , yj1 , xi2 , yj2 , . . . , xip , yjp , xi1),







































in the graph ϕ(G).
Suppose now that C∗ is a Hamilton cycle in the graph G∗ = ϕ(G). Since degG∗ x3i = degG∗ y3j = 2, we deduce that the
paths Pxi = (x1i , x3i , x2i ) and Pyj = (y1j , y3j , y2j ), 1 ⩽ i, j ⩽ p, must belong to the cycle C∗. Without loss of generality, assume
that Pxi∗ and P
y
j∗ , 1 ⩽ i
∗, j∗ ⩽ p, are the ‘‘neighboring’’ paths in C∗. Traversing C∗, we enter ϕ(xi∗) via some edge and traverse
all vertices of ϕ(xi∗) along the path Pxi∗ (in one of the two possible directions), then leave ϕ(xi∗) via one of the three edges that
connect ϕ(xi∗) and ϕ(yj∗) (this edge corresponds to the edge xi∗yj∗ in the graph G). Having thereby entered ϕ(yj∗), traverse
that the graph along the path Pyj∗ (in one of the twopossible directions) and then leaveϕ(yj∗) via some edge. Thus, contracting
the edges of each subgraph ϕ(xi) and ϕ(yj), 1 ⩽ i, j ⩽ p, we transform a Hamilton cycle in the graph ϕ(G) into a Hamilton
cycle in the graph G. This proves the theorem. 
Thus, Theorems 3 and 8 imply that the inequalities∆∗ ⩾ 4 and∆∗ ⩽ 6 respectively hold. Combining these two conditions
we obtain the lower and upper bounds on∆∗, given by 4 ⩽ ∆∗ ⩽ 6. We suppose that the following conjecture is true.
Conjecture 3. ∆∗ = 6.
We conclude this section by pointing out that Theorem 8 holds even for the 7-regular locally connected graphs. The
proof of this results follows the same lines as the proof of Theorem 8. However, in the description of the procedure for
constructing the graph G∗ = ϕ(G), a triangle ϕ(xi), 1 ⩽ i ⩽ p, (correspondingly, a triangle ϕ(yj), 1 ⩽ j ⩽ p) is extended to a
locally connected graph Hxi (correspondingly, H
y







and y2j ). Additionally, degHxi x
1





contains a Hamilton (x1i , x
2
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