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Abstract: Development of underwater vehicles (UVs) has come to an era that UVs can be
specifically designed and made for customized applications, based on established theories and
principles. This paper reports on the Canterbury UV developed at the University of Canterbury,
which targets to inspect and clean sea chests of ships to eliminate bio-security risks caused by
small organisms residing in the sea chests. Based on the mechanical prototype, navigation of the
Canterbury UV is discussed in principle with the aim to providing theoretical ground for the
future implementation of navigation control. Simulation results of the UV model demonstrate
that the vehicle can be controlled with satisfying performance using the extended Kalman filter.
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1. INTRODUCTION
Starting from 1960s, underwater vehicles (UVs) have been
performing many tasks such as the detection of mines,
security of harbors, mapping of the ocean floor and main-
tenance of cables, etc. Griffiths (2003). The basic theories
and principles for UVs, after dozens of years of evolvement,
have become mature. Recently, based on and enabled by
these established theories and principles, many efforts have
been made to customize UVs for special scenarios. By
integrating new advances in battery, computer, electronics,
and control, these UVs prove to be capable of fulfilling a set
of pre-defined tasks for their target applications. Targeting
a niche application, this paper focuses on the navigation
modeling and simulation for the UV developed recently at
the University of Canterbury.
Many small organisms survive in the sea chests of ships
and are transported around the world creating a bio-
security risk. The Canterbury UV was designed with the
primary purpose for inspecting and cleaning the sea chests,
an application with significant impact in the area of bio-
security. To work properly in this scenario, the Canterbury
UV was designed to meet these key specifications: i)
low cost for mass deployment for shallow water tasks no
deeper than 20m; ii) slightly positive buoyancy so that
it does not sink to the sea/water bed when power runs
off; iii) compact structure for easy on-site maintenance
and trouble shooting; iv) extendable space for carrying
payload to inspect and clean the sea chests; v) manual or
autonomous navigation at a cruise speed of ∼0.5m/s.
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Fig. 1. Mechanical structure of the Canterbury UV. Left:
Isometric view. Right: Real picture
Fig. 1 shows the prototype. Two propellers are mounted
aside and four thrusters on the corners to allow the vehicle
hover-capable. See Wang et al. for detailed information.
Based on the mechanical prototype, the paper is organized
as follows. Firstly, the specific dynamic model for the
Canterbury UV is derived; then the extended Kalman filter
(EKF) is presented to estimate the vehicle position for
navigation. Next, the navigation control is demonstrated
with the model and EKF via simulation, followed by
discussions and future work. Finally, the paper concludes.
2. DYNAMIC MODEL
2.1 Reference Frames
Two reference frames shown in Fig. 2 are used to describe
an underwater vehicle: the earth-fixed frame (EFF),XY Z,
fixed in space; and the body-fixed frame (BFF), X0Y0Z0,
(a) Body-fixed frame (BFF) (b) Earth-fixed frame (EFF)
Fig. 2. Reference frames
Table 1. Notation used for marine vehicles
DOF Motion/rotation Forces/ Linear/ Positions/
moments angular Euler
velocities angles
1 In x-direction (surge) X u x
2 In y-direction (sway) Y v y
3 In z-direction (heave) Z w z
4 About x-axis (roll) K p φ
5 About y-axis (pitch) M q θ
6 About z-axis (yaw) N r ψ
attached to the vehicle body. For EFF, the Z-axis is
parallel to gravity. For BFF, the X0-axis is aligned with
the forward direction of the vehicle, the Y0-axis is positive
to starboard, and the Z0-axis is positive downward. The
origin of BFF, (O0) coincides with the center of gravity of
the vehicle.
For a UV, which is a rigid body, six degrees of freedom
suffice to determine the position and orientation, namely,
surge, sway, heave, roll, pitch and yaw. In this paper,
the SNAME (The Society of Naval Architects & Marine
Engineers) notation (1950) is used, as listed in table 1.
These vectors are defined for subsequent sections: η =
[x, y, z, φ, θ, ψ]T in EFF, and ν = [u, v, w, p, q, r]T in BFF.
The forces and moments acting on the vehicle in BFF are
defined by τ = [X,Y, Z,K,M,N ]T .
2.2 General Model
The dynamic model that is widely used to describe un-
derwater vehicles proposed in Fossen (1994) applies to our
vehicle, which is
Mν˙ +C(ν)ν +D(ν)ν + g(η) = τ (1)
η˙ = J(η)ν
where M is the mass (inertial) matrix, C is the Coriolis
and centripetal matrix, D the drag matrix, and g the
restoring force vector.
2.3 Mass Matrix
The mass matrix is composed of two parts: the mass of the
rigid body; and added mass, a virtual mass describing the
extra force required to push a body through a fluid van de
Ven et al. (2005). Thus
M =MRB +MA (2)
where MRB and MA are the inertia matrices for rigid
body and added mass, respectively.
Suppose the center of gravity of the vehicle is in the
coordinates (xg, yg, zg), MRB is given by
MRB =

m 0 0 0 mzg −myg
0 m 0 −mzg 0 mxg
0 0 m myg −mxg 0
0 −mzg myg Ixx −Ixy −Ixz
mzg 0 −mxg −Iyx Iyy −Iyz
−myg mxg 0 −Izx −Izy Izz
 (3)
where m is the vehicle mass, Is are the elements of the
moment of inertia tensor. Also, as the vehicle is symmetric
w.r.t. the x − z plane, Ixy = Iyx = 0 and Iyz = Izy = 0.
Furthermore, the center of gravity is in the origin of BFF
(see Section 2.1), so (xg, yg, zg) = (0, 0, 0) and therefore
(3) becomes El-Hawary (2001).
MRB =

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ixx 0 −Ixz
0 0 0 0 Iyy 0
0 0 0 −Ixz 0 Izz
 . (4)
The added mass matrix is given below:
MA = −

Xu˙ Xv˙ Xw˙ Xp˙ Xq˙ Xr˙
Xv˙ Yv˙ Yw˙ Yp˙ Yq˙ Yr˙
Xw˙ Yw˙ Zw˙ Zp˙ Zq˙ Zr˙
Xp˙ Yp˙ Zp˙ Kp˙ Kq˙ Kr˙
Xq˙ Yq˙ Zq˙ Kq˙ Mq˙ Mr˙
Xr˙ Yr˙ Zr˙ Kr˙ Mr˙ Nr˙
 (5)
where the notation
Xu˙ =
∂X
∂u˙
. (6)
As the vehicle is symmetric about the x− z plane, accord-
ing to Jones et al. (2002), some parameters are known to
be zero, i.e.
MA = −

Xu˙ 0 Xw˙ 0 Xq˙ 0
0 Yv˙ 0 Yp˙ 0 Yr˙
Xw˙ 0 Zw˙ 0 Zq˙ 0
0 Yp˙ 0 Kp˙ 0 Kr˙
Xq˙ 0 Zq˙ 0 Mq˙ 0
0 Yr˙ 0 Kr˙ 0 Nr˙
 (7)
2.4 Coriolis Matrix
The Coriolis force is an inertial force exerted on a body
when it moves in a rotating reference frame. It is a
summation of two matrices, related to the rigid body mass
and added mass.
C(ν) = CRB(ν) +CA(ν) (8)
Taking into account that the vehicle is symmetric w.r.t. the
x− z plane and that the center of gravity is placed in the
origin of the BFF, the rigid body Coriolis and centripetal
matrix is given by Silpa-Anan et al. (2000):
CRB(ν) =
0 0 0 0 mw −mv
0 0 0 −mw 0 mu
0 0 0 mv −mu 0
0 mw −mv 0 Izzr − Ixzp −Iyyq
−mw 0 mu Ixzp− Izzr 0 −Ixxp− Ixzr
mv −mu 0 Iyyq Ixxp + Ixzr 0
 (9)
The added mass Coriolis matrix is given by El-Hawary
(2001):
CA(ν) =

0 0 0 0 c15 c16
0 0 0 −c15 0 c26
0 0 0 −c16 −c26 0
0 c15 c16 0 c45 c46
−c15 0 c26 −c45 0 c56
−c16 −c26 0 −c46 −c56 0
 (10)
where
c15 = −Xw˙u− Zw˙w − Zq˙q c45 = −Yr˙v −Kr˙p−Nr˙r
c16 = Yv˙v + Yp˙p+ Yr˙r c46 = Xq˙u+ Zq˙w +Mq˙q
c26 = −Xu˙u−Xw˙w −Xq˙q c56 = −Yp˙v −Kp˙p−Kr˙r
(11)
2.5 Drag Matrix
When an object moves in a fluid it experiences hydrody-
namic drag forces, which are linear and quadratic to the
velocity and given by:
D(ν) = Dlin +Dnonlin(ν) (12)
The linear drag matrix is given by:
Dlin = −

Xu 0 Xw 0 Xq 0
0 Yv 0 Yp 0 Yr
Zu 0 Zw 0 Zq 0
0 Kv 0 Kp 0 Kr
Mu 0 Mw 0 Mq 0
0 Nv 0 Np 0 Nr
 (13)
where the notation Xu is same as in (6).
The nonlinear drag force is given by
Fdrag =
1
2
· ρ · v2 · cd · S (14)
Using notation in (6), we rewrite the nonlinear drag force
to
Dnonlin(ν) =
−

Xu|u||u| 0 Xw|w||w| 0 Xq|q||q| 0
0 Yv|v||v| 0 Yp|p||p| 0 Yr|r||r|
Zu|u||u| 0 Zw|w||w| 0 Zq|q||q| 0
0 Kv|v||v| 0 Kp|p||p| 0 Kr|r||r|
Mu|u||u| 0 Mp|p||p| 0 Mq|q||q| 0
0 Nv|v||v| 0 Np|p||p| 0 Nr|r||r|
 . (15)
Here the model assumes that the drag forces are symmet-
ric, i.e., the drag coefficients for +x and -x are equal, so
are the coefficients for +z and -z. This is a very common
assumption in the standard underwater vehicle models
Alessandri et al. (1998).
2.6 Restoring Force Vector
The restoring force, also called the buoyancy and gravity
forces vector, is the resultant of the gravity and buoyancy
force and a function of the orientation of the vehicle.
When the center of buoyancy is given in BFF coordinates
[xB , yB , zB ]T and the center of gravity is in the origin of
BFF, the restoring force vector is given by Antonelli (2007)
and Ridao et al. (2004)
g(ν) =

(W −B) sin θ
−(W −B) cos θ sinφ
−(W −B) cos θ cosφ
yBB cos θ cosφ− zBB cos θ sinφ
−zBB sin θ − xBB cos θ cosφ
xBB cos θ sinφ+ yBB sin θ
 (16)
where the gravitational force W , and the buoyancy force
B, are given by
W = m · g, B = ρ · V · g (17)
where m denotes the vehicles mass, g the gravitational
acceleration, ρ the density of the fluid and V the volume
of the vehicle.
2.7 Forces and Moments Vector
The forces and moments vector is a result of the input
forces delivered by the thrusters of the vehicle. To find the
force exerted by the thruster, a simplified thruster model
τi = cvtV |V | for low speed vehicles can be used, where cvt
is the voltage-to-thrust coefficient, and V is the applied
voltage.
The forces and moments vector is given by τ = BU, where
the thruster configuration matrix, B, is a 6 × n matrix
which is dependent on the voltage-to-thrust coefficients
and the location of the thrusters. The input voltage vector,
U, is a n×1 vector, with n the number of thrusters, which
is of the from [V1|V1|, V2|V2|, . . . , Vn|Vn|]T . Where Vi is the
applied voltage to the i-th thruster.
2.8 Specific Canterbury Underwater Vehicle Model
The Canterbury UV has some specific properties which
allow to further simplify the model described in Sections
2.2-2.7, which couples degrees of freedom. According to
Wang and Clark (2006), when a vehicle is symmetric w.r.t.
the x−z plane and close to symmetric w.r.t. the y−z plane,
which is our case, the motions in surge, sway, pitch and
yaw can be decoupled. Also, for low speed vehicles, the
other directions can also be decoupled. Furthermore, the
off-diagonal elements of the added mass matrix and drag
matrix are much smaller than their diagonal counterparts
Alessandri et al. (1998). Because of these assumptions, the
mass matrix, coriolis matrix and drag matrix are diagonal
matrices.
M = diag(m−Xu˙,m− Yv˙ ,m− Zw˙,
Ixx −Kp˙, Iyy −Mq˙ , Izz −Nr˙) (18)
D(ν) = −diag(Xu +Xu|u||u|, Yv + Yv|v||v|, Zw + Zw|w||w|,
Kp +Kp|p||p|,Mq +Mq|q||q|, Nr +Nr|r||r|) (19)
Particularly, C(ν) = 0 because in (9) and (10) the
diagonal entries of this matrix are zero.
Because the vehicle is stable in the roll and pitch angle,
these angles are assumed to be zero. Assume the center of
buoyancy is vertically aligned with the center of gravity,
i.e., [0, 0, zB ]T . These two assumptions lead to
g = (0, 0,−(W −B), 0, 0, 0)T (20)
Experiments have been conducted to obtain the voltage-
to-thrust coefficients of the thrusters. The relationship
between the duty-cycle and the developed thrust can be
formulated as τi = 0.446Di − 2.05, with τi the delivered
thrust in [N ] and Di the applied duty-cycle in [%] to
thruster i. The relationship was almost the same and is
assumed equal for all six thrusters.
Because motions are decoupled; and only motions in surge,
yaw, and heave are non-zero, powered by thrusters, the
forces and moments vector is
τ =

τHL + τHR
0
τV FL + τV FR + τV BL + τV BR
0
0
τHL · lL − τHR · lR
 =

Fu
0
Fw
0
0
Mr
 .(21)
where τi is the force delivered by thruster i. The subscripts
HL and HR stand for horizontal left (port side) and
horizontal right (starboard). V FL vertical front left, V FR
vertical front right, V BL vertical back left, and V BR
vertical back right, respectively. lL, lR are the distances
between the center of gravity and the locations of the two
horizontal thrusters.
Substituting these matrices and vectors into (1), the de-
coupled model for the Canterbury UV is
(m−Xu˙)u˙=−Xuu−Xu|u|u|u|+ Fu (22)
(m− Zw˙)w˙=−Zww − Zw|w|w|w|+ Fw + (W −B)(23)
(Iz −Nr˙)r˙=−Nrr −Nr|r|r|r|+Mr (24)
3. EXTENDED KALMAN FILTER BASED POSITION
ESTIMATION
One key problem of a UV is the determination of its posi-
tion. Because the vehicle cannot receive a GPS signal when
it is submerged, the position has to be estimated. This
can be done using the measurement data of the vehicle’s
acceleration and velocity. The most used estimator in the
area of autonomous navigation is a Kalman filter Drolet
et al. (2000). As the Canterbury UV dynamics is non-
linear, the extended Kalman filter (EKF) was used instead
of the Kalman filter which is specifically suitable for linear
applications.
As the degrees of freedom are decoupled, the filter is
designed for the movement in one direction, the surge
direction. The design of EKF for the other directions is
similar. It is assumed that both acceleration and velocity
are measured by onboard sensors.
For EKF, the state equation can be written as

ψk+1
ψ˙k+1
xk+1
yk+1
uk+1
u˙k+1

︸ ︷︷ ︸
xk+1
=

ψk +∆tψ˙k + wψk
ψ˙k + wψ˙k
xk +∆t cosψkuk +
1
2
∆t2 cosψku˙k + wxk
yk +∆t sinψkuk +
1
2
∆t2 sinψku˙k + wyk
uk +∆tu˙k + wuk
u˙k + wu˙k

︸ ︷︷ ︸
f(xk,uk,wk)
(25)
where ∆t denotes the sampling period of the sensors.
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Fig. 3. Acceleration trajectory used for simulation
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Fig. 4. Estimated position of the vehicle
The measurement equation can be written as
 z1kz2kz3k
z4k

︸ ︷︷ ︸
zk
=
 1 0 0 0 0 00 1 0 0 0 00 0 0 0 1 0
0 0 0 0 0 1

︸ ︷︷ ︸
H

ψk
ψ˙k
xk
yk
uk
u˙k

︸ ︷︷ ︸
xk
+
 v1kv2kv3k
v4k

︸ ︷︷ ︸
vk
(26)
Take an IMU (3DM-GX1, MicroStrain, VT) for example,
it has an accuracy for the yaw angle measurement of
2.8◦ = 0.0489rad, an accuracy for the angular rate of
2.3◦/sec = 0.0401rad/sec and a noise on the acceleration
measurement of 0.1m/s2. Assume the velocity sensor have
an accuracy of 1m/s, so the measurement noise covariance
matrix can be
R=diag
(
σ2IMU,ψ, σ
2
IMU,ψ˙
, σ2SENS,u, σ
2
IMU,u˙
)
=diag
(
0.04892, 0.04012, 12, 0.12
)
. (27)
The process noise is assumed to be zero mean white noise
and independent. The covariance matrix Q of the process
noise is given by
Q = diag
(
σ2ψ, σ
2
ψ˙
, σ2x, σ
2
y, σ
2
u, σ
2
u˙
)
. (28)
It has to be tuned during experiments. But in simulation
we can chooseQ = diag(10−3, 10−3, 10−3, 10−3, 10−3, 10−5).
The initial estimates are xˆ0|0 = [0, 0, 0, 0, 0, .5]T and
P0|0 = I.
As the vehicle reaches a constant velocity after a few
seconds, the acceleration trajectory shown in Fig. 3 was
used for simulation. With this (noise free) acceleration the
‘true’ velocity and the position of the vehicle can be cal-
culated, and used for a comparison with the vehicle’s po-
sition estimated from EKF. Three sets of simulated noise-
contaminated measurements were formed and filtered with
EKF. The position estimate is shown in Fig. 4(a).
A vehicle solely relying on the acceleration will have a
larger error on navigation. A simulation assuming the
velocity is unknown was conducted for the same position
estimation problem is shown in Fig. 4(b), as a comparison.
Even with both acceleration and velocity measured, the
position estimated in Fig. 4(a) still contains an error due
to the fact that the position is never calibrated. This can
be corrected by surfacing the vehicle intermittently to
calibrate its position via GPS Stutters et al. (2008). This
was validated in simulation (data not shown).
4. NAVIGATION CONTROL
This section will simulate the navigation control based on
the dynamic equations established in Section 2.8. Again,
because the degrees of freedom are decoupled, simulations
are limited to 2D trajectories, e.g. the heave direction is
not taken into account.
Because the parameters of the Canterbury UV are un-
known (except for the thruster positions) at this time, the
values are taken from Smallwood and Whitcomb (2004),
where the vehicle is comparable to ours. It is known that
the Canterbury vehicle reaches its maximum velocity after
about four seconds of full thrust. With this information,
the parameters are slightly tuned to fit our model and are
shown in table 2.
4.1 Lyapunov Stability
Combining (22) and (24) yields(
m−Xu˙ 0
0 Iz −Nr˙
)(
u˙
r˙
)
=(−Xuu−Xu|u|u|u|
−Nrr −Nr|r|r|r|
)
+
(
1 1
lL −lR
)
︸ ︷︷ ︸
C
(
FHL
FHR
)
︸ ︷︷ ︸
u
(29)
or
(
u˙
r˙
)
=
( −Xu
m−Xu˙
u−
Xu|u|
m−Xu˙
u|u|
−Nr
Iz −Nr˙
r −
Nr|r|
Iz −Nr˙
r|r|
)
+Cu =
(
f1(u)
f2(r)
)
+Cu (30)
For the first term on the right hand side, the Taylor
expansion can be applied around the fixed point ((u0, r0),
such that f1(u0) = 0 and f2(r0) = 0, solved to be (0,0)) to
linearize the dynamics. Substituting values in table 2 into
the Taylor expansion of (30) yields
(
u˙
r˙
)
︸ ︷︷ ︸
x˙
≈
 df1du (u0) 0
0
df2
dr
(r0)
( ur
)
+Cu
=
(−0.399 0
0 −0.410
)
︸ ︷︷ ︸
F
(
u
r
)
︸ ︷︷ ︸
x
+Cu (31)
For Lyapunov equation FTP + PF = −Q, as the eigen-
values of the F matrix are < 0, choosing Q=I, a positive
define matrix P = diag(1.253, 1.219).
So the derivative of the Lyapunov function becomes
Table 2. Parameter values used for simulation
Parameter Value Unit
m−Xu˙ 150.3 [kg]
Xu 60 [kg/s]
Xu|u| 173.4 [kg/m]
Iz −Nr˙ 98.04 [kg ·m2/rad]
Nr 40.2 [kg ·m2/rad · s]
Nr|r| 187.1 [kg ·m2/rad2]
lL = lR 0.4 [m]
V˙ (x) = −xTQx+ 2xTPg(x) (32)
= −(u2 + r2)− 2.892u3sgn(u)− 4.652r3sgn(r) (33)
From (33) it is clear that V˙ (x) ≤ 0, thus making the
system Lyapunov stable.
4.2 Bounded Input Bounded Output
For systems x˙ = Ax+Bu to be stable in terms of bounded
input bounded output, the real parts of the eigenvalues of
A should < 0.
Linearizing the system described in (30) about any state
(u∗, r∗) results in
x˙ =
(
−0.399− 2.308|u∗| 0
0 −0.410− 3.816|r∗|
)
︸ ︷︷ ︸
A
x +
(
f1(u
∗
)
f2(r
∗
)
)
︸ ︷︷ ︸
constant
+Cu(34)
The eigenvalues of the A matrix are always < 0, making
the system asymptotically stable for all bounded inputs.
4.3 Navigation Control Simulation
Assume the vehicle is required to follow a specified tra-
jectory. This section shows the simulation result using the
dynamics established in Section 2.8. The EKF described in
Section 3 is integrated to estimate vehicle position. Here,
the reference signal is a 2D-trajectory which consists of
(x, y) coordinates. For the vehicle to follow this trajectory,
three signals are fed back to the controller, namely the
x-position, y-position and the yaw angle. With the x-
and y-position, the position error is calculated. With this
position error, the desired yaw angle is calculated using
ψd = arctan( yt−ycxt−xc ) to maintain the heading of the vehicle.
Using the waypoint guidance by line-of-sight Healey and
Lienard (1993), we determine the thruster input with a
PI-controller for the position and a P-controller for the
yaw angle. A PI-controller, not requiring the UV dynamics
Sun and Cheah (2003), makes the control robust. The
integrator will lead the final error to zero. A P-controller
is used for the yaw angle because the final error for the
yaw angle does not need to go to zero. Although a P(I)-
controller is linear and the Canterbury UV has non-linear
dynamics, the performance remains satisfying. This can be
seen in Fig. 5, where the UV tries to follow an ellipse five
times. The UV starts from the center of the ellipse, with
zero initial yaw angle. The EKF enables the UV to follow
the predefined trajectory more accurately.
5. DISCUSSIONS AND FUTURE WORK
Using EKF brings favorable advantages: less control cost,
less overshoot, and faster settling. This could be illustrated
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Fig. 5. 2D-position using circular trajectory
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Fig. 6. Control signal for thrusters in a 2D single point
trajectory
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Fig. 7. Real path of the vehicle in a 2D single point
trajectory
by another example. Suppose the vehicle moves from the
origin to point (-30,-30) with zero initial yaw angle. As
shown in Fig. 6, without EKF, the measurement noise
causes position drift from the target and the vehicle keeps
correcting by exciting the thrusters; while with EKF, the
thrusters are much less excited, and thus consume less
power, which is favored for the limited onboard power
supply. Fig. 7 shows the 2D motion path of the vehicle,
verifying EKF’s effectiveness: the vehicle stays closer to
the target and does not correct its position as often.
In future, the parameters of the Canterbury UV given in
table 2 can be determined experimentally. Furthermore,
the model needs to be validated by sea trial experiments
and fine-tuned by including environmental disturbances,
such as ocean currents. Computer vision is also considered
to provide an extra feedback for navigation.
6. CONCLUSIONS
The hover-capable Canterbury UV is modeled and simu-
lated. Due to its special features, such as symmetric w.r.t.
the x−z plane and close to symmetric w.r.t. the y−z plane,
low-speed, stable in the roll and pitch angle, the motions in
the six degrees of freedom can be decoupled and controlled
individually by the thrusters. The non-linear model of the
vehicle is proven to be stable. Using the extended Kalman
filter results in better control performance at lower cost
for navigation. The current model, to be validated and
fine-tuned by experiments in future, can provide a sound
starting platform to design and optimize navigation con-
trollers for the Canterbury UV.
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