Introduction
The recovery of 3D scene geometry and camera pose from sequences of images obtained from uncalibrated cameras is a central problem in computer vision [1, 2] . This problem of reconstruction has sometimes been referred to as the struc− ture from motion problem (SFM). The first result obtained was that it is only possible to reconstruct the scene up to an unknown 3D projective transformation [3] .
Some existing reconstruction methods rely on the so− −called multilinear constraints. These are obtained from 2, 3, or 4 images and are called bilinear, trilinear or quadrilinear constraints, respectively [4] [5] [6] . They express the fact that the image coordinates have to fulfil some constraints. The drawbacks of these reconstruction methods relying on these constraints are: l they can only deal with 2, 3 or 4 images and there is no generic way to extend these methods to more images, l they are partial to some images and all the images are not treated uniformly. To overcome these drawbacks, a factorization method that is an extension of the well−known Tomasi−Kanade factorization algorithm [7] to the projective case has been proposed by Peter [8] . A drawback of this method is that the relative depths of the points are needed in order to carry out the factorization. To obtain these relative depths, the bilinear constraints have been used and thus, the same prob− lems as described above appear.
Heyden et al. firstly used the subspace constraint in pro− jective reconstruction and proposed an iterative factoriza− tion method based on 4D subspace constraint (IF4D), to recover the projective reconstruction from image sequence [9] . The key idea of the method is the fact that all the rows in the matrix which consists of all the image points and the depths span the same 4D linear subspace as the rows in the matrix consisting of projective structure. Basing on the dual subspace constraint, Mahamud et al. proposed an alternate iterative approach to recover the projective reconstruction [10] . To save runtime, the SVD decomposition is replaced by the power method of SVD decomposition in Refs. 11, 12, and 13 and by the BROM method in Ref. 14. For the rank−one matrix, the power method has the same perfor− mance as the BROM method as far as convergence and runtime is concerned. To further accelerate the power method, Ackermann and Kanatani introduced the succes− sive overrelaxation technique in the power method [15, 16] . But it is very difficult to choose a proper acceleration con− stant. If the acceleration constant is large, the algorithm is prone to unconvergence. On the other hand, if the accelera− tion constant is small, the convergent speed becomes slow.
Exploiting further the linear subspace constrains, we solve the structure from motion (SFM) problem by iterative factorization based on 1−dimension subspace (IF1D), rather than 4D subspace as in the IF4D method. In our formula− tion, the unknowns are the 3D motion and the relative depths of the set of features, not their 3D positions are con− sidered by Heyden et al.. The part coordinates of the fea− tures are given by their image positions. The knowledge of the part coordinates enables us to solve the SFM problem by iterative factorization based on 1D subspace instead of 4D subspace as in Ref. 9 . This simplifies the decomposition stage involved in the iterative factorization approach. The IF1D method is very similar to our early one published in Ref. 13 . But the principles of the two methods are different.
The former is based on 1D subspace, while the latter is rank 1, although both the methods are based on iteration to obtain the fourth vector. Furthermore, the latter cannot deal with all the images and the image points uniformly, and relies heavily on the first image. While the former can treat with all the images and the image points uniformly, and has more precise in the projective reconstruction than the latter. This paper is organized as follows. In Sect. 2 we give a brief formulation of the projective structure from motion problem. In Sect. 3 we present a method based on 1D linear subspace to solve this problem and in Sect. 4 the method is summarized. Experimental results are in Sect. 5. Finally, in Sect. 6, some conclusions are given.
Problem formulation
A commonly used model for perspective camera is a pin− hole model. The homogeneous coordinate of a space point in the world frame is expressed as the vector
where the subscript j is the j−th space point. The corresponding image point is
where the subscript i represents the i−th image and the super− script j the j−th image point, respectively. The transformation between the image point and the space point is the well−known perspective projection relation
where P i denotes the i−th projective matrix and l i j , is the depth of the point j in the frame i.
Let us introduce the following notation for the homoge− neous coordinates of the points in the i−th frame
Similarly, the space structure homogeneous coordinates will be described by 
At the same time, a diagonal matrix is used to describe all the depths l i j , in the i−th image
Then, Eq. (3) can be written as follows m L P X
Denote the linear subspace in Â n spanned by the rows 
Similarly, let Wdenote the linear subspace in Â n span− ned by the rows in X, i.e.,
Then, Eq. (7) can be interpreted as
At the same time, all the camera equations in Eq. (7) can be written as single subspace equation
Observe that dim ( )
In the first case, all the spaces W i coincide, which is equivalent to that all the images are equivalent. In the paper, we neglect the degenerate situation.
Property. An arbitrary basis for the linear subspace W can be taken as the projective structure X.
Proof. Let the rows in ¢ X be an arbitrary basis for the linear subspace W. At the same time, because the subspace is spanned by the rows in X, the rows in X are also a basis. Then, the relation between the two bases is as follows
where A is the nonsingular 4 4 matrix.
we replace P i and X by ¢ P i and ¢ X , respectively. Expression (7) will still be fulfilled. So, ¢ P i and ¢ X are also the recon− struction.
Iterative method based on 1D subspace
and W denotes the linear subspace in Â n spanned by the rows in m, i.e., 
An iterative method based on 1D subspace for projective reconstruction
From the definition of W and Eq. (16), we have
From Eq. (24), the basis for the linear subspace W can consist of the rows in m and the row vector w which is orthogonal to the former and in the subspace W. If the vec− tor w is obtained, the basis for W, i.e., the projective struc− ture X, can be found as follows
The orthogonal projection T^onto the orthogonal space of the subspace spanned by the rows in m is given by
For convenience, let
At the same time, let ¢ W and ¢ W i denote the linear sub− space in Â n spanned by the rows in ¢ X , and ¢ m i , respec− tively. We have from Eq. (24)
and
So, the basis for the linear subspace Wcan consist of the basis for the linear subspace ¢ W and for the linear subspace W. Then, Eq. (16) becomes
We have the following expression from the singular value decomposition (SVD) of ¢Ḿ
where both U and D are the orthogonal matrices, V is the diagonal matrix, i.e.,
. In a noiseless situation, the diagonal elements except v 1 are equal to zero
So, Eq. (36) becomes
where u 1 and d 1 are the first column of the matrix U and D, respectively. From the analysis above, the linear subspace spanned by the vector d 1 is equal to the subspace ¢ W . Let
Then, the projective structure X is completed as Eq. (26). At the same time, v 2 can be used to measure the linear subspace ¢ W . Now, the reconstruction problem can be for− mulated by a variational formula
In the noise free case, the minimum value is equal to 0. The rank deficiency of the matrix ¢ M enables the use of a less expensive iterative technique (i.e. the power method) to compute the decomposition [12, 13] . It is based on the fact that only the right singular vector w that corresponds to the largest singular value has to be computed. 
The convergent speed of the iterative processes in Eq. (41) depends on the ratio of the largest eigenvalue of the matrix ¢ ¢ M M T by the second largest one. The higher that ratio, the faster is the convergence. When ¢ M is well approximated by a rank 1 matrix, as it is in our case, the iter− ative process in Eq. (41) converges in a few iterations. We stop the iterations when the difference between the vectors w i and w i+1 is below a threshold. This way, we avoid the computation of the SVD by using a fast iteration method to compute rank 1 matrix that best matches the data.
When the projective structure X is known, the unknown parameters L i and P i can be linearly obtained from Eq. (7).
However, in order to maintain our subspace approach, we will use Eq. (34) and determine L i such that the subspace is contained, as well as possible.
Let
and go to Step. 5, else go to Step. 4.2.
Solve linear Eq. (44) and obtain the relative depths
Step. 7, else go to Step. 2.
7. Let X be m w é ë ê ù û ú , which will be used as an approximation of the structure, as done in Eq. (26). 8. Estimate projective motion P i from m i , L i , and X for each frame.
Step 8 above can be carried out as follows. When the projective structure X and the relative depths L i are known, Eq. (7) is linear for the unknown parameter P i . However, the fourth column of the projective matrix P i , i.e., q i can be obtained in step 2 from Eq. (42).
For each frame, we have the expression as follows
So, the first three columns Q i of the projective matrix can be linearly obtained.
Experiments

Simulated data
To verify the performance of the iterative factorization method, based on 1D subspace for projective reconstruction (IF1D) presented in the paper, we conducted the following experiments by using synthetic image data in Matlab on PC with Intel Pentium(R) CPU 2.6GHz with 3.24GB RAM. We first generate 100 space points at random in a unit sphere. Under the condition that the camera intrinsic parameters are assumed to be f = 1000, g = 1, s = 0, u 0 = 320, and v 0 = 240, the 3D points are projected to eight images with size 640´480 by different external parameters. And all the image points are corrupted by the zero−mean Gaussian noise with different standard deviations. We calculate the re−projection error as follows
where × means the Euclidean vector norm. Figure 1 shows the convergence performance of the IF1D method. The different curves are obtained from differ− ent levels of noise, from below: 0, 0.5, 1.0, and 2.0 pixels standard deviation. As Fig. 1 shows, the IF1D method can converge after several iterations, typically 5 or 6 iterations.
At the same time, to compare their performances, the IF1D method, the IF4D method [9] and Ackermann's method [11] are used to obtain the projective reconstruction, respectively. We fix the number of space points and frames and the experiments are repeated 100 times in the noise cir− cumstances with different standard deviations. The thresh− old for convergence is the same for the three methods and it is equal to 10 -8 . The experiment results of the mean re−pro− jection error are shown in Fig. 2 . Figure 2 shows that the three methods have the same precision in terms of the estimates of the projective recon− struction and the re−projection errors increase approxi− mately linearly with the noise level. At the same time, the runtimes of the three methods are obtained in the foregoing simulative experiment. As Fig. 3 shows, the runtimes of the IF1D method and the Ackermann's method are about three quarters that of the IF4D method. This is due to the high computational cost of the SVD decomposition, and a less expensive iterative technique replaces the SVD decomposi− tion in the IF1D method and the Ackermann's method. At the same time, Fig. 3 shows that the IF1D method has less runtime than the Ackermann's method.
To further compare their runtimes, we use 8 frames and vary the number of space points from 10 to 300. And then, inversely, we keep 100 space points and vary the number of frames from 2 to 16. The zero−mean Gaussian noise with different standard deviation equal to 1.0 pixel is added to each frame and the experiments are repeated 100 times. The mean runtimes are shown in Figs. 4 and 5. We can see from Figs. 4 and 5 that the IF1D method runs fastest than the Ackermann's method and the IF4D method.
Real data
A house sequence including 10 frames is used to test the performance of the IF1D method. Firstly, we originally seg− ment the object by the level set method [17] [18] [19] [20] and extract 100 corners in the whole sequence [21] . Then, we obtain the reconstruction from the corners by the IF1D method.
In Fig. 6 , the second and the tenth frames of the sequen− ce are shown, together with detected corners (plus) and re−projection corners (circles).
As Fig. 6 shows, the re−projection corners are closely to the detected corners. So, the performance of the IF1D method is good in the reconstruction precision.
Conclusions
In this paper we have presented IF1D that solves the recon− struction from image sequences problem. The algorithm has the following advantages: 
