Abstract. We present a new method for solving total variation (TV) minimization problems in image restoration. The main idea is to remove some of the singularity caused by the nondifferentiability of the quantity |∇u| in the definition of the TV-norm before we apply a linearization technique such as Newton's method. This is accomplished by introducing an additional variable for the flux quantity appearing in the gradient of the objective function, which can be interpreted as the normal vector to the level sets of the image u. Our method can be viewed as a primal-dual method as proposed by Conn and Overton [A Primal-Dual Interior Point Method for Minimizing a Sum of Euclidean Norms, preprint, 1994] and Andersen [Ph.D. thesis, Odense University, Denmark, 1995] for the minimization of a sum of Euclidean norms. In addition to possessing local quadratic convergence, experimental results show that the new method seems to be globally convergent.
1. Introduction. During some phases of the manipulation of an image some random noise and blurring is usually introduced. The presence of this noise and blurring makes the latter phases of the image processing difficult and inaccurate.
The algorithms for noise removal and deblurring have been mainly based on least squares. The output of these L 2 -based algorithms will be a continuous function, which cannot obviously be a good approximation to our original image if it contains edges. To overcome this difficulty a technique based on the minimization of the total variation norm (TV-norm) subject to some noise constraints is proposed in [19] , where a time marching scheme to solve the associated Euler-Lagrange equations was also utilized. Since this method can be slow due to stability constraints in the time step size, a number of alternative methods have been proposed in the literature [23] , [7] , [16] .
One of the difficulties in solving the Euler-Lagrange equations is the presence of a highly nonlinear and nondifferentiable term, which causes convergence difficulties for Newton's method even when combined with a globalization technique such as a line search. The idea of our new algorithm is to remove some of the singularity caused by the nondifferentiability of the objective function before we apply a linearization technique such as Newton's method. This is accomplished by introducing an additional variable for the flux quantity appearing in the gradient of the objective function, which can be interpreted as the unit normal to the level sets of the image function. Our method can be viewed as a primal-dual method as proposed by Conn and Overton [9] and Andersen [3] for the minimization of a sum of Euclidean norms. We caution that our use of the name primal-dual is based on a duality principle applied to the TVnorm (to be explained in more detail in section 4) and should not be confused with the popular algorithms in linear and nonlinear programming with the same name. Experimental results show that the new method is globally convergent, whereas the primal Newton method has a small domain of convergence. It is hoped that the new approach can be applied to other geometry-based PDE methods in image restoration, such as anisotropic diffusion [18] , affine invariant flows [20] , and mean curvature flows [2] , since the same singularity caused by |∇u| occurs in these formulations as well.
The organization of this paper is as follows: In section 2 we introduce the problem and the nonlinear equations associated with it and discuss how to solve them. In section 3 we present our new linearization technique for the (unconstrained) Tikhonov regularization form of the problem. In section 4 we show that the new linearization corresponds to a classical primal-dual formulation for some convex problems. Finally, in section 5 we present some numerical results for the denoising case.
Total variation regularization.
An image can be interpreted as a real function defined on Ω, a bounded and open domain of R 2 (for simplicity we will assume Ω to be a rectangle), or a suitable discretization of this continuous image.
Our interest is in restoring an image which is contaminated with noise or blur or both. The restoration process should recover the edges of the image. Let us denote by z the observed image and by u the real image. The model of degradation we assume is Ku + n = z, where n is a Gaussian white noise and K is a (known) linear blur operator (usually a convolution operator).
In general, the problem Ku = z, with K a compact operator, is ill posed, so it is not worth solving this equation (or a discretization of it), for the data in the usual applications is inexact and the solution would be highly oscillatory. But if we impose a certain regularity condition on the solution u, then the problem becomes well posed. We can consider two related techniques of regularization: Tikhonov regularization and noise level constrained regularization.
Tikhonov regularization consists of solving the unconstrained optimization problem
for some functional R which measures the irregularity of u in a certain sense and a suitably chosen coefficient α which will balance the tradeoff between a good fit to the data and a regular solution.
Another approach consists of solving the following constrained optimization problem:
Here we seek a solution with minimum irregularity from all candidates which match the known noise level.
Examples of regularization functionals that can be found in the literature are R(u) = ||u||, ||∆u||, ||∇u · ∇u||, where ∇ is the gradient and ∆ is the Laplacian; see [21] and [14] . The drawback of using these functionals is that they do not allow discontinuities in the solution, and since we are interested in recovering features of the image, they are not suitable for our purposes.
In [19] , it is proposed to use as regularization functional the so-called TV-norm:
The TV-norm does not penalize discontinuities in u and thus allows us to recover the edges of the original image. For simplicity we use in this section the Tikhonov formulation of the problem. Treatment of the constrained problem (2.2) can be found in [8] . Hence the restoration problem can be written as
The Euler-Lagrange equation for this problem, assuming homogeneous Neumann boundary conditions, is
where K * is the adjoint operator of K with respect to the L 2 inner product. This equation is not well defined at points where ∇u = 0, due to the presence of the term 1/|∇u|. A commonly used technique to overcome this difficulty is to slightly perturb the TV-norm functional to become
where β is a small positive parameter. In [1] it is shown that the solutions of these perturbed problems converge to the solution of (2.4) when β → 0. So now the problem is
which can be shown to be strictly convex if α > 0 and K is invertible, which we will assume henceforth. Its corresponding Euler-Lagrange equation is 0 = −α∇ · ∇u
The main difficulty that this equation poses is the linearization of the highly nonlinear term −∇ · (
A number of methods have been proposed to solve (2.9). Rudin, Osher, and Fatemi [19] used a time marching scheme to reach the steady state of the parabolic equation u t = −g(u) with initial condition u = z:
This method can be slowly convergent due to stability constraints. Vogel and Oman [23] proposed the following fixed point iteration to solve the Euler-Lagrange equation:
Starting with u 0 = z, at each step u k+1 is obtained as the solution of the linear differential-convolution equation (2.11), whose coefficients are computed from u k . This method is robust but only linearly convergent.
Due to the presence of the highly nonlinear term ∇·(
), Newton's method does not work satisfactorily in the sense that its domain of convergence is very small. This is especially true if the regularizing parameter β is small. On the other hand, if β is relatively large, then this term is well behaved. So it is natural to use a continuation procedure starting with a large value of β and gradually reducing it to the desired value. Chan, Chan, and Zhou proposed such an approach in [7] . Although this method is locally quadratically convergent, the choice of the sequence of subproblems to solve is crucial for its efficiency. The authors have not succeeded in finding a fully satisfactory selection procedure, although some heuristics can be used.
3.
A new linearization based on a dual variable. We propose here a better technique to linearize the term ∇ · ( ∇u |∇u| ). This technique bears some similarity to techniques from some specific nonlinear primal-dual optimization methods [3] , [9] and gives a better global convergence behavior than that of the usual Newton's continuation method. In the next section we give a justification of the primal-dual nature of the algorithm that we present below.
The method is based on the following simple observation. While the singularity and nondifferentiability of the term w = ∇u/|∇u| is the source of the numerical problems, w itself is usually smooth because it is in fact the unit normal vector to the level sets of u. The numerical difficulties arise only because we linearize it in the wrong way.
The idea of the new method is to introduce
as a new variable and replace (2.9) by the following equivalent system of nonlinear PDEs:
We can then linearize this (u, w) system, for example, by Newton's method. This approach is similar to the technique of introducing a flux variable in the mixed finite Comparison of the number of iterations required by Newton's method to solve f (x) = 0 and g(x) = 0, for a = 0.9999, for different β (horizontally) and different initial guesses x 0 (vertically). A * means that the corresponding iteration failed to converge.
Newton's iteration for g(x) = 0 Newton's iteration for f (x) = 0 x 0 \β 10 element method [4] . As we will see in the next section, these equations are, precisely, the equations of a saddle point problem for which the problem (2.4) is the primal problem and w is the variable of the dual problem. For completeness we compare the linearization of the u system,
to the linearization of the (w, u) system,
Equation (3.4) can be solved by first eliminating δw and solving the resulting equation for δu:
After δu is obtained we can compute δw by
We note that the cost per iteration of our new linearization technique is only slightly higher than for the standard Newton's method (3.3), because the main cost is the solution of the differential-convolution equations (3.3) and (3.5) for δu.
The motivation is that the (w, u) system is somehow better behaved than the u system. Although at this point we do not have a complete theory to support this, we will now give a scalar example that can explain the better convergence behavior of the new approach. We compare Newton's method applied to the equivalent equations f (x) = a − (x/ x 2 + β) = 0 (which resembles (3.1)) and g(x) = a x 2 + β − x = 0 (which resembles w |∇u| 2 + β − ∇u = 0), where a ≈ 1 and β ≈ 0. In Figure 3 .1 we can see that g looks more "linear" than f over much of the x-axis. In particular, Newton's method applied to f diverges when the initial guess is not close to the solution, whereas it converges when applied to g and for any positive initial guess. This is confirmed by the numerical results shown in Table 3 .1. We believe that the reason why the algorithm presented here shows such a dramatic convergence improvement over the standard Newton's method is precisely this better linearization. 4. Duality. The goal of this section is to show that problem (2.4) is the primal problem for a corresponding dual problem and that the solution for both is characterized by precisely the system of equations (3.2) involving both the primal and the dual variables.
As can be seen in [12] , for instance, the TV-norm admits the following dual formulation:
where C ∞ 0 (Ω) is the set of smooth functions on Ω that vanish on the boundary ∂Ω. It is fairly easy to see that this extends (2.3) to nondifferentiable u. Actually, for u belonging to the Sobolev space W 1,1 (Ω), an argument using integration by parts shows that the solution w to the problem sup |w|≤1 Ω u∇ · w dx dy satisfies in the limit
for almost all x ∈ Ω such that ∇u(x) = 0 or, equivalently, |∇u|w − ∇u = 0 (4.2) almost everywhere. This is precisely the second equation in (3.2).
With this formulation, problem (2.4) can be written as
By using arguments of duality theory for convex programming (see [11] , for instance), we have that a solution (u * , w * ) of (4.3) is a saddle point for Φ(u, w), that is, Since Φ is quadratic in u, we can easily derive that this minimum must satisfy the following equation:
where K * denotes the adjoint operator of K. This is precisely the first equation in (3.2).
Numerical results.
Denote by C and C standard finite difference discretizations of the linear operators
that appear in (3.3) and (3.5), respectively. Due to the size of these matrices we use iterative methods to solve the discretization of (3.3) and (3.5).
The matrix C is symmetric and positive definite when the natural assumptions α > 0 and K being invertible hold (we will assume so henceforth), thus the conjugate gradient can be applied to solve the discretization of (3.3). It can be shown that the matrix C is positive definite (i.e., its symmetrizationC = 1 2 (C + C T ) is positive definite) if α > 0, K is invertible, and |w i | ≤ 1 at all grid points (see [8] ). However, it is generally nonsymmetric, thus the conjugate gradient method cannot be applied to it. Our approach is to replace C by its symmetrizationC, i.e., use an approximate Newton's method. The symmetrized matrixC can be regarded as a discretization of the operator:
From the theory of the convergence of the approximate Newton's method, it follows that the convergence of the resulting iteration is quadratic, sinceC converges locally to C (since w → Pseudocode for continuation algorithm. βcurr is the parameter β for the problem to be solved at the current iteration, βsucc is the β used in the last successful solution of a Newton's method, ρ is the reduction factor for βcurr. The initial choice of βcurr = ||∇z|| 2 ∞ is based upon the heuristic that the domain of convergence of the Newton's method for a large β (relative to the term |∇z| 2 appearing in the formulation of the TV-norm) should be large.
As mentioned above, the nonsingularity ofC can be ensured if we impose the condition |w i | ≤ 1 ∀i throughout the process. This can be achieved inexpensively by choosing a step length s > 0 such that
where it is assumed that |w i | < 1 ∀i. Actually, our experience reveals that this choice of step length for w already produces a globally convergent algorithm, even for small β and without the use of a line search for the variable u. However, to ensure global convergence if (5.3) were not used, a step length procedure on the primal variables u must be used. SinceC is symmetric positive definite, δu = −(C) −1 g(u) is a descent direction for ψ, the objective function of (2.8). We briefly show next that this direction is gradient related. The cosine of the angle θ between g = ∇ψ and δu is cos θ = |δu T g| δu g , where · denotes the Euclidean norm. By using the symmetry ofC and standard linear algebra properties, we deduce
It follows easily from the Neumann boundary conditions and the definition ofC that λ min (C) = λ min (K * K) > 0, by the assumption of the nonsingularity of K. On the other hand, it can be shown that there exists a constant M > 0, which depends on the grid size used in the discretization, such that 
so (5.6) implies that
thus δu is a gradient related descent direction. Hence, a line search based on a sufficient descent of ψ could be used to ensure global convergence. The line search procedure that we have used consists of a backtracking algorithm that selects as step length the first number s in the sequence of powers of 2 of decreasing exponent 1, 
In addition to the line search procedure, we may also use a continuation procedure on the parameter β to improve the global convergence behavior of the algorithm. This procedure consists of selecting a sufficiently large value of β and gradually reducing it to the desired value β target . The pseudocodes for the continuation and the Newton's algorithms are given in Figures 5.1 and 5 .2, respectively.
Our first experiment consists of the comparison of the primal Newton and the primal-dual Newton methods under the following circumstances:
1. Continuation on β and no line search. We have set the parameter α in the Tikhonov formulation to the inverse of the Lagrange multiplier yielded by a previous run of the constrained problem solver, in this case α = 1.18. The parameter β has been set to 0.01. Furthermore, we have used truncated versions of Newton's algorithm based on the conjugate gradient method with incomplete Cholesky as preconditioner. The stopping criterion for the (outer) Newton's iteration is a relative decrease of the nonlinear residual by a factor of 10 −4 . The stopping criterion for the nth inner linear iteration is a relative decrease of the linear residual by a factor of η n , where we follow the suggestion of [15, Eq. 6.18] and set
where g n denotes the gradient of the objective function, i.e., the right-hand side of the discretization of (3.5) or (3.3) , at the nth iteration. In Table 5 .1 we compare the primal-dual and the primal versions of Newton's method for the experiments described below. The conclusions that can be drawn from this experiment are as follows: • The most crucial factor for the primal-dual method is controlling the dual variables via the step length algorithm appearing in (5.3). In fact, our experience is that this algorithm with the dual step length is globally convergent for the parameters α and β in a reasonable range. A line search for the primal variables almost always yields unit step lengths.
• The primal-dual method with the dual step length algorithm does not need continuation to converge, although using it might be slightly beneficial in terms of work.
• The primal-dual method with the dual step length has a much better convergence behavior than the primal method. In our second experiment, we compare the primal-dual Newton, fixed point, and time marching methods. We have implemented the fixed point (2.11) and the time marching (2.10) algorithms using the same standard finite difference scheme for the discretization of the differential operators as for the primal-dual method. For this method, we use the step length algorithm for the dual variables, no continuation, and the same parameters as in the previous experiment. These parameters are also used for the fixed point method, except that we have used a fixed linear relative residual decrease η n = 0.1 (it is, in this case, optimal according to our experience). For the time marching method we have used a line search based on sufficient decrease of the objective function, in other words, an adaptive choice for the increment ∆t to maintain the iteration stable. The stopping criterion for the time marching method is based on the iteration count since we have not been able to achieve the prescribed accuracy in a reasonable amount of time. In Figures 5.5 , 5.6, and 5.7 we plot the convergence history of this experiment.
The conclusions we draw from this experiment are the following:
• The primal-dual algorithm is quadratically convergent, whereas the others are at best linearly convergent.
• The primal-dual algorithm behaves similarly to the fixed point method in the early stages, but in a few iterations can attain high accuracy.
• The cost per iteration of the primal-dual method is between 30 and 50 percent more than for the fixed point iteration. The memory requirements roughly satisfy this as well. In the last experiment we have chosen the following parameters for the primal-dual method: same degraded image as in the previous experiments, α = 1, β = 0.01 (no continuation); 10 −8 as outer iteration relative tolerance; 10 −4 as CG relative tolerance. We have then generated 50 random initial approximations z i , i = 1, . . . , 50, and obtained from the primal-dual algorithm with initial guess z i a number of iterates u i 0 = z i , . . . , u i ni . In all these applications of the algorithm we have obtained convergence and the number n i of iterations has ranged from 14 to 17. Although we do not have a proof for the global convergence of this algorithm, these results strengthen our conjecture of the global convergence of the primal-dual method. 
