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The systematic use of hints in the learning-from-examples paradigm 
is the subject of this review. Hints are the properties of the target 
function that are known to us independently of the training examples. 
The use of hints is tantamount to combining rules and data in learn- 
ing, and is compatible with different learning models, optimization 
techniques, and regularization techniques. The hints are represented 
to the learning process by virtual examples, and the training examples 
of the target function are treated on equal footing with the rest of the 
hints. A balance is achieved between the information provided by the 
different hints through the choice of objective functions and learning 
schedules. The Adaptive Minimization algorithm achieves this balance 
by relating the performance on each hint to the overall performance. 
The application of hints in forecasting the very noisy foreign-exchange 
markets is illustrated. On the theoretical side, the information value 
of hints is contrasted to the complexity value and related to the VC 
dimension. 
1 Introduction 
The context of this review is learning from examples, where the learning 
process tries to recreate a target function using a set of input-output ex- 
amples. Hints are the auxiliary information about the target function that 
can be used to guide the learning process (Abu-Mostafa 1990,199313). The 
operative word here is auxiliary. There is quite a bit of information al- 
ready contained in the input-output examples. There is also information 
reflected in the selection of the learning model (e.g., a neural network 
of a particular structure). If, in addition, we know some properties that 
further delimit the target function, we have hints. This paper reviews the 
theory, algorithms, and applications of how hints can be systematically 
incorporated in the learning process. 
Hints can make a real difference in some applications. A case in 
point is financial forecasting (Abu-Mostafa 1995). Financial data are both 
nonstationary and extremely noisy. This limits the amount of relevant 
data that can be used for training, and limits the information content of 
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Figure 1: The impact of the symmetry hint on foreign-exchange rate forecasting. 
such data. However, there are many hints about the behavior of financial 
markets that can be used to help the learning process. A hint as simple as 
symmetry of the foreign-exchange (FX) markets results in a statistically 
significant differential in performance as shown in Figure 1 .  The plots 
show the averaged cumulative returns for the four major FX currencies 
over a sliding 1-year test window, with and without the symmetry hint. 
Just by analyzing the FX training data, one cannot deduce that the 
symmetry hint is valid. The hint is thus an auxiliary piece of informa- 
tion, telling the learning process something new. This is a double-edged 
sword because, by the same token, one cannot verify that the symmetry 
hint is valid just by analyzing the training data. A false hint, such as 
antisymmetry, can be asserted and used in the learning process equally 
easily. It is the performance after the hint is used that ultimately vali- 
dates the hint. In the case of antisymmetry of the FX markets, Figure 2 
establishes that it is indeed a false hint. It may be possible, however, to 
partially detect or validate a hint using the training data [certain aspects 
of symmetry in the FX data were shown in Moody and Wu (199411. In 
those cases, the "auxiliary" information of the hint is only incremental. 
This brings us to a key point. The performance of learning from hints 
will only be as good as the hints we use. Valid hints that provide signif- 
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Figure 2: Comparison of the performance of the true hint versus a false hint. 
icant new information usually come from special expertise in the appli- 
cation domain, and from common-sense rules. The techniques we are re- 
viewing here are not meant to generate hints in a given application. They 
only prescribe how to integrate the hints in the learning-from-examples 
paradigm once they are identified. There are ”information recycling” 
methods that are tantamount to the automated generation of hints from 
the training data, and those are not reviewed here. 
The main purpose of using hints is to improve the generalization (out- 
of-sample) performance. As a constraint on the set of allowable solutions 
the learning process may settle in, the hint tends to worsen the training 
(in-sample) performance by excluding some solutions that might fit the 
training data better. This is obviously not a problem because, as the 
hint is a valid property of the target function, the excluded solutions 
disagree with the target function and correspond to ”fitting the noise” 
(overfitting the training data). In contrast with regularization techniques 
(Akaike 1969; Moody 1992; Weigend et al. 1991), which also constrain the 
allowable solutions to prevent overfitting, it is the information content of 
the hint that improves the out-of-sample performance. Figure 3 illustrates 
the difference. When the symmetry hint in FX is replaced by a hint that 
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Figure 3: Comparison of the performance of the true hint versus a noise hint. 
is uninformative but equally constraining ("noise" hint), the benefit of 
the hint is diminished. 
Hints have other incidental effects on learning. Regularization is one 
of them. Even if the hint is not valid, its constraining role may improve 
generalization. Comparing the performance of the noise hint in Figure 3 
to that of no hint in Figure 1, the regularization effect in this particular ap- 
plication is negligible. Another side effect of hints is a computational one. 
We observed in our experiments that the descent algorithm often had an 
easier time finding a good minimum of the training error when we used 
hints. A more deliberate use of this effect is reported in Suddarth and 
Holden (19911, where a catalyst hint was used for the express purpose 
of avoiding local minima. Thus the hint was needed for its complexity 
value rather than its information value (see Section 2). Out-of-sample 
performance was not at issue in this application since an unlimited sup- 
ply of training examples from the target function was readily available. 
The applications that benefit the most from hints are those in which 
the training examples are limited (costly, or outright limited in number), 
and those in which the information in the training examples is limited 
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There are types of hints that are common to different applications. 
Invariance hints (Duda and Hart 1973; Hinton 1987; Hu 1962; Minsky 
and Papert 1988) are the most common type in pattern recognition appli- 
cations. Such a hint asserts that the target function is invariant (does not 
change in value) under certain transformations of the input, e.g., scal- 
ing of images. Monotonicity hints (Abu-Mostafa 1993a) are common in 
such applications as medical diagnosis and credit rating where common 
sense or expertise suggest that the target function is monotonic in certain 
variables, e.g., the credit worthiness being monotonic in annual income. 
In order to incorporate hints in the learning-from-examples process, 
two steps are needed: (1) the representation of hints by virtual examples, 
which translates the hints into a language that the learning algorithm can 
understand, and (2) the incorporation of hints in the objective function, 
which gives the hints their due role in affecting the solution. 
A virtual example is for the hint what a training example is for the target 
function; it is a sample of the information provided by the hint. Figure 4 
shows a virtual example of an invariance hint for handwritten characters. 
The example takes the form of upairofinputs that are transformed versions 
of each other. A virtual example does not provide the value of the target 
function (the identity of the character ( in this case). It asserts only that 
the identity is the same for both versions of the character. 
After the hint is represented by virtual examples, we can measure how 
well it has been learned by gauging how well the system is performing on 
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a batch of these examples. This error measure is the way the performance 
on the hint is expressed to the objective function. 
The choice of an objective function is the second step in our method. 
Without hints, the objective function is usually just the error on the train- 
ing examples. With the hints, we not only want to minimize the error 
on the training examples, but also the error on the different hints. The 
simultaneous minimization of errors gives rise to the issue of balance. 
What is the scalar objective function that gives each of these errors its 
due weight? The question can also be posed in terms of a learning sched- 
ule, where the weights determine how often each hint is scheduled for 
learning. In Section 4, we will discuss Adaptive Minimization, which de- 
cides these weights by relating the different error measures to the overall 
test error. 
While the incorporation of hints in learning is a systematic process, 
the generation of hints in a new application is an art. One practical way 
of extracting hints from the experts in a given application (e.g., traders 
in a financial market) is to create a system without using hints, and, 
when the experts disagree with its output, ask them to articulate why 
they disagree. The hints created this way are inherently auxiliary since 
they were not exhibited in the system output. Another practical issue 
is that it is often tricky to ascertain whether a hint is strictly valid, or 
just "approximately" valid. Some of the more useful hints are soft hints, 
which hold most of the time, but not all the time. The use of error 
measures to represent different hints allows us to incorporate soft hints 
in the same paradigm by not requiring their error to go all the way to 
zero. 
The idea of using auxiliary information about the target function to 
help the learning process is clearly a basic one, and has been used in 
the literature under different names (hints, side information, heuristics, 
prior knowledge, explicit rules, to name a few). In many instances, the 
information is used on a case-by-case basis to guide the selection of a 
suitable learning model. In this paper, we are only reviewing the system- 
atic methods for using hints as part of the regular learning paradigms. 
Such methods are particularly important because hints are heterogeneous 
in nature, and do not lend themselves to a standard implementation in 
most cases. 
The outline of the paper is as follows. We start by discussing the theo- 
retical background in Section 2. The information value and the complex- 
ity value of hints are defined. The VC dimension is used to quantify the 
information value, and a numerical example is given. Section 3 discusses 
the representation of hints using virtual examples, and the resulting error 
measures. The representation is carried out for common types of hints. 
Section 4 addresses the objective functions and the learning schedules in 
terms of the error measures on different hints. Adaptive Minimization 
is discussed and a simple estimate of its objective function is included. 
Finally, the application of hints to the FX markets is detailed in Section 5. 
Hints 645 
2 Theoretical Issues 
In this section, we discuss the theoretical aspects of learning from hints. 
We contrast the information value with the complexity value of hints, 
and quantify the information value in terms of the VC dimension. We 
first introduce the definitions and notation. 
2.1 Basic Setup. We use the usual setup for learning from examples. 
The environment Xis the set on which the target function f is defined. The 
points in the environment are distributed according to some probability 
distribution P. f takes on values from some set Y 
f : X + Y  
Often, Y is just (0 , l )  or the interval [0,1]. The learning process takes 
input-output examples of (the otherwise unknown) f as input and pro- 
duces a hypothesis g 
g : x - Y  
that attempts to approximate f .  
off is measured by a distance or "error" 
The degree to which a hypothesis g is considered an approximation 
E ( g , f )  
The error E is based on the disagreement between g and f as seen through 
the eyes of the probability distribution P. Two common forms of the error 
measure are 
E = Prk(x) # f b ) l  
and 
where PI-[.] denotes the probability of an event, and €[.I denotes the ex- 
pected value of a random variable. The underlying probability distri- 
bution is P. E will always be a nonnegative quantity, and we will take 
E ( g , f )  = 0 to mean that g and f are identical for all intents and purposes. 
If the learning model is a parameterized set of hypotheses with real- 
valued parameters (e.g., an analog neural network), we will assume that 
E is well-behaved as a function of the parameters when we use derivative- 
based descent techniques. We make the same assumption about the error 
measures that will be introduced for the hints. 
The training examples are generated from the target function f by 
picking a number of points XI,.  . , XN from X (usually independently 
according to the probability distribution PI. The values o f f  on these 
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points are given (noiseless case). Thus, the input to the learning process 
is the set of examples 
and these examples are used to guide the search for a good hypothesis. 
We will consider the set of examples of f as only one of the available 
”hints” and denote it by Ho. The other hints HI, .  . . , H M  will denote 
additional properties off  that are known to us. The training error on 
the examples off will be denoted by Eo, while the error measures on the 
different hints will be denoted by E l ,  . . . , EM. 
2.2 Information versus Complexity. Since the goal of hints is to help 
learning from examples, they address the problems that this process may 
have. There are two such problems in learning from examples: 
1. Do the examples convey enough information to replicate the target 
2. Is there a speedy way of constructing the function from the exam- 
These questions contrast the roles of information and complexity in learn- 
ing (Abu-Mostafa 1989). The information question is manifested in the 
generalization error while the complexity question is manifested in the 
computation time. While the two questions share some ground, they are 
conceptually and technically different. Without sufficient information, no 
algorithm slow or fast can produce a good hypothesis. However, suffi- 
cient information is of little use if the computational task of producing a 
good hypothesis is intractable (Judd 1990). 
A hint may be valuable to the learning process in two ways (Abu- 
Mostafa 1990). It may reduce the number of hypotheses that are candi- 
dates to replicate f (information value), and it may reduce the amount 
of computation needed to find the right hypothesis (complexity value). 
The contrast between the information value and the complexity value of 
a hint is illustrated in the following example. 
A target function f is being learned by a neural network with K 
weights, labeled wl, w2, . . . , WK for simplicity. Which of the following two 
hints is more valuable to the learning process? (Both hints are artificial, 
and are meant only for illustration.) 
function? 
ples? 
1. f can be implemented using the network with w1 set to zero. 
2. f can be implemented using the network with w1, . . . , W K  constrained 
If we look at the information value, the second hint is more valuable be- 
cause it reduces the K ”degrees of freedom” of the network by 2, while 
the first hint reduces them only by 1. The situation is reversed when it 
comes to complexity value. The second hint is worse than no hint at all, 
by the two conditions Cf.-:=, wk= 0 and Cf=, wz = 0. 
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since it adds two constraints to the otherwise unconstrained optimization 
problem. In contrast, the first hint has a positive effect, since the algo- 
rithm can fix w1 = 0, hence deal with a smaller computational problem 
( K  - 1 parameters instead of K parameters). 
Most hints are used for their information value. However, the catalyst 
hint was used in Suddarth and Holden (1991) for its complexity value to 
help a network learn the concept of medium height. The hint itself was 
the concept of tallness, a monotonic version of the other concept. As a 
result of using the hint, the network had an easier time converging to the 
solution without getting stuck in local minima. There was an unlimited 
supply of training examples in this case, so information was not an issue. 
2.3 New VC Dimensions. The VC dimension (Blumer et al .  1989; 
Vapnik and Chervonenkis 1971) is an established tool for analyzing the 
question of information in learning from examples. Simply stated, the VC 
dimension V C ( G )  furnishes an upper bound on the number of examples 
needed by the learning process that starts with a learning model G, where 
G is formally a set of hypotheses about what f may be. The examples 
guide the search for a hypothesis g E G that is a good replica off. Since f 
is unknown to begin with, we start with a relatively big set of hypotheses 
G to maximize our chances of finding a good approximation off among 
them. However, the bigger G is, the more examples of f we need to 
pinpoint a good hypothesis. This is reflected in a bigger value of VC(G) .  
When a hint is introduced, the VC dimension is affected. Since the 
hint is a valid property off,  we can use it as a litmus test to weed out 
bad gs thus shrinking G without losing good hypotheses. This leads to 
two new VC dimensions (Abu-Mostafa 1993a): 
1. The VC dimension provides an estimate for the number of examples 
needed to learn f ,  and since a hint H reduces the number of exam- 
ples needed, a smaller “VC dimension given the hint,” VC(G I H ) ,  
emerges. 
2. If H itself is represented to the learning process by virtual examples, 
we can ask how many examples are needed to learn the hint. This 
leads to a new VC dimension, VC(G;H) ,  to cover examples of the 
hint as well as examples of the function. 
We start with a brief explanation of how the original VC dimension 
is defined. We have the same setup for learning from examples: The 
environment X and the target function f : X -+ (0 , l )  (restricted to binary 
values here). The goal is to produce a hypothesis g : X -+ (0 , l )  (also 
restricted to binary values) that approximates f .  To do this, the learn- 
ing process uses a set of training examples [ x l , f ( x l ) ] ; .  . .; [XN,f(XN)] off .  
We use the probability distribution P on the environment X to generate 
the examples. Each example [x,f ( x ) ]  is picked independently accord- 
ing to P ( x ) .  The hypothesis g that results from the learning process is 
considered a good approximation off if the probability [w.r.t. P ( x ) ]  that 
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g(x) # f(x) is small. The learning process should have a high probabil- 
ity of producing a good approximation off  when a sufficient number 
of examples is provided. The VC dimension helps determine what is 
"sufficient." 
Here is how it works. Let 7rg = Pr[g(x) = f ( x ) ]  be the probability of 
agreement between g and f [= 1 - E(g,f)]. We wish to pick a hypothesis 
g that has 7rg M 1. However, f is unknown and thus we do not know 
the values of these probabilities. Since f is represented by examples, 
we can compute the frequency of agreement between each g and f on 
the examples and base our choice of g on the frequencies instead of the 
actual probabilities. Let hypothesis g agree with f on a fraction us of 
the examples. We pick a hypothesis that has v8 KZ 1. The VC inequality 
(Vapnik and Chervonenkis 1971) asserts that the values of vgs will be close 
to 7rgs, by bounding the maximum difference between them. Specifically, 
where "sup" denotes the supremum, and rn is the growth function of G. 
rn(N) is the maximum number of different binary vectors g(x1). . . g ( x N )  
that can be generated by varying g over G while keeping x l , .  . . , X N  E 
X fixed. Clearly, m ( N )  5 2N for all N .  The VC dimension V C ( G )  is 
defined as the smallest N for which m ( N )  < 2N. When G has a finite VC 
dimension, VC(G)  = d,  the growth function m ( N )  can be bounded by 
m ( N ) < f : (  7 )  5 N d + 1  
i=O 
This estimate can be substituted in the VC inequality, and the right-hand 
side of the inequality becomes arbitrarily small for sufficiently large N.  
This means that it is almost certain that each vg will be approximately 
the same as the corresponding 7rg. This is the rationale for considering 
N examples sufficient to learn f .  We can afford to base our choice of 
hypothesis on vx as calculated from the examples, because it is approx- 
imately the same as 7r8. How large N needs to be to achieve a certain 
degree of approximation is affected by the value of the VC dimension. 
The same ideas can be used in deriving the new VC dimensions 
VC(G I H )  and V C ( G ; H )  when the hint H is introduced. For instance, let 
H be an invariance hint formalized by the partition 
X = U X x  
x 
of the environment X into the invariance classes X x ,  where X is an index. 
Within each class XA, the value off is constant. In other words, x, x' E XA 
implies that f(x) = f ( x ' ) .  
Some invariance hints are "strong" and others are "weak," and this is 
reflected in the partition X = UA XA. The finer the partition, the weaker 
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the hint. For instance, if each XX contains a single point, the hint is 
extremely weak (actually useless) since the information that x , x ’  E X X  
implies that f ( x )  = f ( x ’ )  tells us nothing new as x and x’ are the same 
point in this case. On the other extreme, if there is a single XA that 
contains all the points (X, = X), the hint is extremely strong as it forces f 
to be constant over X (either f = 1 or f = 0). Practical hints, such as scale 
invariance and shift invariance, lie between these two extremes. The 
strength or weakness of the hint is reflected in the quantities VC(G 1 H )  
and VC(G;H) .  
VC(G I H )  is defined as follows. If H is given by the partition X = 
Ux X X ,  each hypothesis g E G either satisfies H or else does not satisfy it. 
Satisfying H means that whenever x , x ’  E XA, then g ( x )  = g ( x ‘ ) .  The set 
of hypotheses that satisfies H is G 
G = { g  E G 1 X , X ’  E XX =+ g ( x )  = g ( x ’ ) }  
G is a set of hypotheses and, as such, has a VC dimension of its own. 
This is the basis for defining the VC dimension of G given H 
VC(G I H )  = VC(G)  
Since G G, it follows that VC(G 1 H )  5 VC(G) .  Nontrivial hints lead to 
a significant reduction from G to G, resulting in VC(G I H )  < VC(G) .  
VC(G 1 H )  replaces VC(G)  after the hint is learned. Without the hint, 
VC(G)  provides an estimate for the number of examples needed to learn 
f .  With the hint, VC(G I H )  provides a new estimate for the number of 
examples. This estimate is valid regardless of the mechanism for learning 
the hint, as long as it is completely learned. If, however, the hint is only 
partially learned (which means that some gs that do not strictly satisfy 
the invariance are still allowed), the effective VC dimension lies between 
V C ( G )  and VC(G I H ) .  
The other VC dimension VC(G; H )  arises when we represent the hint 
by virtual examples. If we take the invariance hint specified by X = UAXX, 
a virtual example would be “ f ( x )  = f (x ’ ) ,”  where x and x’ belong to the 
same invariance class. In other words, the example is the pair ( x ,  x ’ )  that 
belongs to the same XX. 
Examples of the hint, like examples of the function, are generated 
according to a probability distribution. One way to generate ( x , x ’ )  is to 
pick x from X according to the probability distribution P ( x ) ,  then pick 
x‘ from XX (the invariance class that contains x )  according to the con- 
ditional probability distribution P ( x ’  I XX). A sequence of N examples 
( x , ,  x ; ) ;  (xq, x’J; . . . ; ( x N ,  x h )  would be generated in the same way, inde- 
pendently from pair to pair. 
This leads to the definition of VC(G;H) .  The VC inequality is used to 
estimate how well f is learned. We wish to use the same inequality to 
estimate how well H is learned. To do this, we transform the situation 
from hints to functions. This calls for definitions of new X, P, G, and f. 
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Let H be the invariance hint X = UXX,. The new environment is 
defined by 
x = u x : ,  
x 
(pairs of points coming from the same invariance class) with the proba- 
bility distribution described above 
P(x, x’) = P(x)P(x’ I X,) 
where Xx is the class that contains x (hence contains x’). The new set of 
hypotheses G, defined on the environment X, contains a hypothesis g for 
every hypothesis g E G such that 
and the function to be “learned” is 
f(x,x’) = 1 
The VC dimension of the set of hypotheses G is the basis for defining 
a VC dimension for the hint. 
VC(G;H)  = V C ( G )  
V C ( G ; H )  depends on both G and H since G is based on G and the new 
environment X (which in turn depends on HI. 
As in the case of the set G and its growth function m(N) ,  the VC 
dimension V C ( G ; H )  = V C ( G )  is defined based on the growth function 
m(N) of the set G. m(N) is the maximum number of different binary 
vectors that can be obtained by applying the gs to (fixed but arbitrary) 
N examples (x1,x;); (x2,x;);. . .; ( x ~ , x ; J ) .  V C ( G ; H )  is the smallest N for 
which m(N) < 2N. 
The value of V C ( G ; H )  will differ from hint to hint. Consider our two 
extreme examples of weak and strong hints. The weak hint has V C ( G ; H )  
as small as 1 since each g always agrees with each example of the hint 
(hence every g is the constant 1, and m(N) = 1 for all N). The strong 
hint has VC(G;H)  as large as it can be. How large is that? In Fyfe (1992), 
it is shown that for any invariance hint H ,  VC(  G ; H )  < 5VC(G). 
In many cases, the smaller VC(G I H) is, the larger V C ( G ; H )  will be, 
and vice versa. Strong hints generally result in a small value of VC(G I H) 
and a large value of VC(G;H) ,  while weak hints result in the opposite 
situation. The similarity with the average mutual information I ( X ;  Y) 
and the conditional entropy H ( X  I Y) in information theory (Cover and 
Thomas 1991) is the reason for choosing this notation for the various VC 
dimensions. 
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Figure 5: An 8-2-1 neural network. 
2.4 Numerical Case. To illustrate the numerical values of some of the 
new VC dimensions, we consider a simple case in which a small neural 
network (Fig. 5) learns a binary target function that is both even-valued 
(H1) and invariant under cyclic shift (H2). The network has 8 inputs, one 
hidden layer with 2 neurons, and one output neuron. The rule of thumb 
for the VC dimension of neural networks is that it is approximately the 
same as the number of real-valued parameters in the network (indepen- 
dent weights and thresholds). We will therefore calculate this number 
for the network before and after it is constrained by the different hints 
to get an estimate for VC(G) ,  VC(G 1 H1), VC(G I H2), VC(G I H1H2). In 
each case, we consider the combination of weights and thresholds that 
maximizes the number of free parameters. 
No Hints: The number of weights is 8 x 2 + 2 = 18 plus 3 thresholds. 
There are no constraints, therefore 
VC(G)  M 21 
Evenness: To implement a general even function, the two hidden units 
need to be dual; wll = -w12, w21 = -wz,. . . , wgl = -wg2, t1 = t2, w1 = w2. 
Therefore, the number of free parameters is 8 + 1 + 1 + 1, hence 
VC(G I Hi) 11 
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Cyclic Shift: To implement a general function that is invariant under 
cyclic shift using the maximum number of free parameters, each hidden 
neuron will have constant weights; w11 = w21 = . . . = w8l and w12 = w22 = 
hence 
. . .  - w82. Therefore, the number of free parameters is 1 + 1 + 2 + 2 + 1, 
VC(G I H2) zz 7 
Notice that VC(G 1 H2) < VC(G I H I ) ,  which is consistent with the intu- 
ition that cyclic shift is a stronger hint than evenness. Notice also that 
for the 8-2-1 network, the constraint on the network would be the same 
if H2 was invariant under permutation of inputs or invariant under con- 
stant component sum of inputs. With a different network, these hints 
can result in different values for VC(G I H ) .  
Both Hints: To implement a general even function that is also invariant 
under cyclic shift, we have the conjunction of the constraints on the two 
hidden neurons. Thus, wll = w21 = .. .  = w81 = -w12 = -w22 = . . .  = 
-w82. Also, tl  = t 2  and w1 = w2. Therefore, the number of free parameters 
is 1 + 1 + 1 + 1, hence 
VC(G I H1H2) 4 
which is significantly less than VC(G) ,  the VC dimension without hints. 
3 Representation of Hints 
To utilize hints in learning, we need to express them in a way that the 
learning algorithm would understand. The main step is to represent each 
hint by virtual examples. This enables the learning algorithm to process 
the hints in the same way it processes the training examples o f f .  The 
virtual examples give rise to error measures El. E2, . . . , EM that gauge the 
performance on the different hints, the same way the training error Eo 
gauges the performance on the training examples. 
3.1 Virtual Examples. Virtual examples were introduced in Abu-Mos- 
tafa (1990) as a means of representing a given hint, independently of the 
target function and the other hints. Duplicate examples, on the other 
hand, provide another way of representing certain types of hints by ex- 
panding the existing set of training examples, and will be discussed in 
Section 3.3. 
To generate virtual examples, we need to break the information of the 
hint into small pieces. For illustration, suppose that H ,  asserts that 
f : [-1, +1] + [-1, fl] 
f ( - x )  = - f ( x )  
is an odd function. A virtual example of H ,  would have the form 
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for a particular x E [-1,+l]. To generate N examples of this hint, we 
generate X I , .  . . , XN and assert for each x, that f(-xn) = -f(x,). Suppose 
that we are in the middle of a learning process, and that the current 
hypothesis is g when the examplef(-x) = -f(x) is presented. We wish to 
quantify how much g disagrees with this example. This is done through 
an error measure em. For the oddness hint, em can be defined as 
e m  = k(x) +g(-x)I2 
so that em = 0 reflects total agreement with the example [i.e., g(-x) = 
-g(x)l. e, can be handled by descent techniques the same way the error 
on an example of f is handled. For instance, the components of the 
gradient of em are given by 
ae, - a 
aw aw -- - - [g(x)  + g( -x)]* = 2[g(x) + g( -x)] [ ?$ 
which can be implemented using two iterations of backpropagation (Rum- 
elhart et al. 1986). 
Once the disagreement between g and an example of H, has been 
quantified through e,, the disagreement between g and H ,  as a whole is 
automatically qumtified through the error measure E,, where 
E m  = & ( e m )  
The expected value is taken w.r.t. the probability rule for picking the 
examples. This rule is not unique. Neither is the form of the virtual 
examples nor the choice of the error measure. Therefore, E,n will depend 
on how we choose these components of the representation. Our choice 
is guided by certain properties that we want En, to have. Since E ,  is 
supposed to measure the disagreement between g and the hint, Em should 
be zero when g is identical to f .  
E = 0 + Em = 0 
This is a necessary condition for Em to be consistent with the assertion that 
the hint is valid for the target function f (recall that E is the error between 
g and f w.r.t. the original probability distribution P on the environment 
X ) .  The condition is not necessary for soft hints, i.e., hints that are only 
"approximately" valid. 
To see how this condition can make a difference, consider our example 
of the odd functionf, and assume that the set of hypotheses contains even 
functions only. However, fortunately for us, the probability distribution 
P is uniform over x E [0,1] and is zero over x E [--1, 0). This means that 
f can be perfectly approximated using an even hypothesis. Now, what 
would happen if we try to invoke the oddness hint? If we generate x 
according to P and attempt to minimize E, = &[(g(x) + g ( - - ~ ) ) ~ ] ,  we will 
move toward the all-zero g (the only odd hypothesis), even if E(g,f) is 
large for this hypothesis. This means that the hint, in spite of being valid, 
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has taken us away from the good hypothesis. The problem of course is 
that, for the good hypothesis, E is zero while Em is not, which means that 
Em does not satisfy the above consistency condit-ion. 
There are other properties that Em should have. Suppose we pick a 
representation for the hint that results in Em being identically zero for all 
hypotheses. This is clearly a poor representation in spite of the fact that it 
automatically satisfies the consistency condition! The problem with this 
representation is that it is extremely weak (every hypothesis ”passes the 
Em = 0 test” even if it completely disagrees with the hint). In general, 
Em should not be zero for hypotheses that disagree (through the eyes of 
P )  with H,, otherwise the representation would. be capturing a weaker 
version of the hint. On the other hand, we expect Em to be zero for 
any g that does satisfy H,, otherwise the representation would impose 
a stronger condition than the hint itself since we already have Em = 0 
when g = f .  
On the practical side, there are other properties of virtual examples 
that are desirable. The probability rule for picking the examples should 
be as closely related to P as possible. The examples should be picked 
independently in order to have a good estimate of Em by averaging the 
values of em over the examples. Finally, the computation effort involved 
in the descent of em should not be excessive. 
3.2 Types of Hints. In what follows, we illustrate the representation 
of hints by virtual examples for some common types of hints. Perhaps 
the most common type of hint is the invariance hint. This hint asserts 
that f ( x )  = f ( x ’ )  for certain pairs x ,  x’. For instance, ”f is shift-invariant” 
is formalized by the pairs x , x ’  that are shifted versions of each other. 
To represent the invariance hint, an invariant pair ( x , x ’ )  is picked as a 
virtual example. The error associated with this example is 
em = [g(x)  - g(x’)12 
A plausible probability rule for generating ( x ,  x’) is to pick x and x’ accord- 
ing to the original probability distribution P conditioned on x ,  x’ being 
an invariant pair. 
Another related type of hint is the monotonicity hint (or inequality 
hint). The hint asserts for certain pairs x ,  x’ that f ( x )  5 f ( x ’ ) .  For instance, 
“f is monotonically nondecreasing in x” is formalized by all pairs x ,x ’  
such that x 5 x’. To represent a monotonicity hint, a virtual example 
( x ,  x’)  is picked, and the error associated with this example is 
k ( x )  - &’)I2 if A x )  > g ( x ’ )  
if g ( x )  5 g(x’)  
It is worth noting that the set of examples off can be formally treated 
as a hint, too. Given [ x l , f ( x l ) ] ,  . . . , [xN, f ( x N ) ] ,  theexumpleshint asserts that 
these are the correct values of f at the particular points XI , . . . , X N .  Now, 
ern={  0 
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Figure 6: Examples of the function as a hint. 
to generate an ”example” of this hint, we independently pick a number 
n from 1 to N and use the corresponding [x,,f(x,)] (Fig. 6) .  The error 
associated with this example is eo (we use the convention that m = 0 for 
the examples hint) 
eo = k ( X J  - f (Xn) I2  
Assuming that the probability rule for picking n is uniform over { 1, . . . , N), 
In this case, Eo is also the best estimator of E = &[(g(x) - f ( ~ ) ) ~ ]  given 
X I ,  . . . , XN that are independently picked according to the original prob- 
ability distribution P. This way of looking at the examples off justifies 
their treatment on equal footing with the rest of the hints, and highlights 
the distinction between E and Eo. 
Another type of hint related to the examples hint is the approximation 
hint. The hint asserts for certain points x E X that f(x) E [a,, b,]. In 
other words, the value off at x is known only approximately. The error 
associated with an example x of the approximation hint is 
k(x) -ax12 ifg(x) < ax 
em = { (g(x) - b,]’ if g(x) > b, 
0 if g(x) E [ax, b,I 
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When a new type of hint is identified in a given application, it should 
also be expressed in terms of virtual examples. The resulting error mea- 
sure Em will represent the hint to the learning process. 
3.3 Duplicate Examples. Duplicate examples are perhaps the easiest 
way to use certain types of hints, most notably invariance hints. If we 
start with a set of training examples from the target function f 
[ X l , f ( X I ) ] ,  [ X 2 > f ( X 2 ) ] $ .  . . ? [ X N , f ( X N ) ]  
and then assert that f is invariant under some transformation of x into 
x', it follows that we also know the value of f on x i ,  x;, . . . , xh. In effect, 
we have a duplicate set of training examples 
where f ( x l )  = f ( x n ) ,  that can be used along with the original set. For 
instance, duplicate examples in the form of new 2D views of a 3D object 
are generated in (Poggio and Vetter 1992) based on existing prototypes. 
A theoretical analysis of duplicate examples versus virtual examples is 
given in Leen (1995). 
When duplicate examples are used to represent a hint, the rest of the 
learning machinery is already in place. The training error EO can still 
be used as the objective function, with the augrnented training set now 
consisting of the original examples and the duplicate examples. In many 
cases, the duplication process "inherits" the probability distribution that 
was used to generate the original examples, which is usually the target 
distribution P. A balance, of sorts, is automatically maintained between 
the hint and training examples since both are learned through the same 
set of examples. The same software for learning from examples can be 
used unaltered. 
On the other hand, there are two main advantages to virtual examples 
over duplicate examples. To pinpoint these advantages, let us consider 
the original training set 
[where the error on example [xn , f (xn)]  is given by [ g ( X n )  -f(xn)12 as usual] 
together with the following restricted set of virtual examples 
where the error on example (x , ,x l )  is given by [g(x,) - g(x;)l2. Clearly, 
if all errors are zero, this will be equivalent to the case of duplicate 
examples. 
However, when the errors are nonzero, there is a difference. In the 
case of duplicate examples, there is a built-in linkage between the train- 
ing error and the hint error; they cannot be controlled independently. On 
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the other hand, if we separate the two errors by using virtual examples, 
we have independent control over how much to emphasize the training 
error versus the hint error. This is the first advantage of virtual exam- 
ples. Maintaining independent control over the errors on the training set 
and on different hints is essential if the errors are to go down in some 
prescribed balance, as we will discuss in Section 4. 
Notice also that when we use duplicate examples, we are in effect 
using a fixed set of N virtual examples to represent the hint. The fixed 
set will result in a generalization error on the hint the same way that rep- 
resenting f by a fixed set of examples results in the usual generalization 
error. [In terms of the VC dimensions of Section 2, V C ( G ; H )  plays the 
role of V C ( G )  for the hint.] This leads to the second advantage of using 
virtual examples: They are unlimited in number. We can generate a fresh 
virtual example every time we need one, since we do not need to know 
the value of the target function. Thus, there is no generalization error on 
the hint when we use virtual examples. 
4 Objective Functions 
When hints are available in a learning situation, the objective function 
to be optimized by the learning algorithm is no longer confined to €0 
(the error on the training examples off). This section addresses how to 
combine €0 with the different hints to create a new objective function. 
4.1 Adaptive Minimization. If the learning algorithm had complete 
information about f, it would search for a hypothesis g for which E ( g , f )  = 
0. However, f being unknown means that the point E = 0 cannot be di- 
rectly identified. The most any learning algorithm can do given the hints 
Ho, H I ,  . . . , H M  is to reach a hypothesis g for which all the error measures 
Eo, E l , .  . . , EM are zeros (assuming that overfitting is not an issue). 
If that point is reached, regardless of how it is reached, the job is 
done. However, it is seldom the case that we can reach the zero-error 
point because either (1) it does not exist (i.e., no hypothesis can satisfy all 
the hints simultaneously, which implies that no hypothesis can replicate 
f exactly), or (2) it is difficult to reach (i.e., the computing resources do 
not allow us to exhaustively search the space of hypotheses looking for 
this point). In either case, we will have to settle for a point where the 
E m s  are “as small as possible.” 
How small should each Em be? A balance has to be struck, otherwise 
some E m s  may become very small at the expense of the others. This 
situation would mean that some hints are overlearned while the others 
are underlearned. Knowing that we are really trying to minimize E, and 
that the E m s  are merely a vehicle to this end, the criterion for balancing 
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the E m s  should be based on how small E is likely to be. This is the idea 
behind Adaptive Minimization. 
Given Eo, E l ,  . . . , E M ,  we form an estimate E of the actual error E 
E ( E o ,  E l ,  E 2 , .  . . , E M )  
and u5e it as the objective function to be minimized. This estimate of 
E becomes the common thread that balances between the errors on the 
different hints. The formula for E expresses the impact of each E m  on the 
ultimate performance. Such a formula is of theoretical interest in its own 
right. 
E is minimized by the learning algorithm. For instance, if backprop- 
agation is used, the components of the gradient will be 
which means that regular backpropagation can be used on each of the 
hints, with aE/aEm used as the “weight“ for hint H,. Equivalently, a 
batch of examples from the different hints would be used with a number 
of examples from H,,, in proportion to d E / a E , .  This idea is discussed 
further when we talk about schedules in Section 4.3. 
4.2 Simple Estimate. In Catalepe and Abu-Mostafa (1994), a simple 
formula for E ( E 0 , .  . . , E M )  is derived and tested for the case of a binary 
target functionf : R” -+ {0,1} that has two invariance hints. The learning 
model is a sigmoidal neural network, g : R“ -+ [0 ,1] .  The difference 
between f and g is viewed as a “noise” function n: 
1 - g ( x ) ,  if f ( x )  = 1 
if f ( x )  = 0 
Let p and u’ be the mean and variance of n ( x ) .  In terms of p and u2, 
the error measure E ( g , f )  is given by 
E = E{  F ( x )  - g(x)I2}  = &[n2(x)]  = p2 + u2 
Similarly, the error on each of the two invariance hints is given by 
Em = &{ k ( x )  - g(x’)]’} = &{ [ n ( x )  - n(x’)]’} = 202 
assuming that n ( x )  and n(x’) are independent random variables. Given 
the training examples, one can obtain a direct estimate of p 
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Figure 7: The error estimate in the case of overfitting. 
and, combining this estimate with Eo, El, and Ez,  one can get an estimate 
of o’ 
~ ( E o  - [PI ’)  + EI + E z  
6 
[u’] = 
Finally, we get an estimate of E ,  based solely on the training examples of 
f and the virtual examples of the hints, by combining [p] and [u’] 
€ = [p]’ + [o’] 
Figures 7 and 8 illustrate the performance of this estimate in two 
cases, one where overfitting occurs and the other where it does not. The 
figures show the pass number of regular backpropagation versus the 
training error (Eo) ,  test error ( E ) ,  and the estimate of the test error (El. 
Notice that E is closer to the actual E than EO is (Eo is the de facto estimate 
of E in the absence of hints). E is roughly monotonic in E and, as seen 
in Figure 7, exhibits the same increase due to overfitting that E exhibits. 
The significant difference between E and E is in the form of (almost) a 
constant. However, constants do not affect descent operations. Thus, E 
provides a better objective function than Eo, even with the simplifying 
assumptions made. 
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Figure 8: The error estimate without overfitting. 
4.3 Schedules. The question of objective functions can be posed as 
a scheduling question: If we are simultaneously minimizing the interre- 
lated quantities EQ, . . . , E M ,  how do we schedule which quantity to min- 
imize at which step? To start with, let us explore how simultaneous 
minimization of a number of quantities is done. Perhaps the most com- 
mon method is that of penaltyfunctions (Wismer and Chattergy 1978). To 
minimize EQ, E l ,  . . . , E M ,  we minimize the penalty function 
where each om is a nonnegative number that may be constant (exact 
penalty function) or variable (sequential penalty function). Any descent 
method can be employed to minimize the penalty function once the ams 
are selected. The Q,S are weights that reflect the relative emphasis or 
"importance" of the corresponding Ems.  The choice of the weights is 
usually crucial to the quality of the solution. 
In the case of hints, even if the a,s are determined, we still do not 
have the explicit values of the Ems (recall that E ,  is the expected value 
of the error em on a virtual example of the hint). Instead, we will estimate 
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E, by drawing several examples and averaging their error. Suppose that 
we draw N ,  examples of H,. The estimate for E ,  would then be 
where e t )  is the error on the nth example. Consider a batch of examples 
consisting of NO examples of Ho, Nl examples of H I ,  . . ./ and NM examples 
of HM. The total error of this batch is 
9 !&) 
m=O n = l  
If we take N ,  0: a,, this total error will be a proportional estimate of the 
penalty function 
M 
In effect, we translated the weights into a schedule, where different hints 
are emphasized, not by magnifying their error, but by representing them 
with more examples. 
We make a distinction between a fixed schedule, where the number of 
examples of each hint in the batch is predetermined (albeit time-invariant 
or time-varying, deterministic or stochastic), and an adaptive schedule 
where run-time determination of the number of examples is allowed 
(how many examples of which hint go into the next batch depends on 
how things have gone so far). For instance, constant Q,S correspond to 
a fixed schedule. Even if the a,s are variable but predetermined, we 
still get a fixed (time-varying) schedule. When the Q,S are variable and 
adaptive, the resulting schedule is adaptive. 
We can use uniform batches that consist of N examples of one hint at a 
time, or, more generally, mixed batches where examples of different hints 
are allowed within the same batch. For instance, as we discussed before, 
Adaptive Minimization can be implemented using backpropagation on 
a mixed batch where hint H, is represented by a number of examples 
proportional to aE/aEm. If we are using a linear descent method with a 
small learning rate, a schedule that uses mixed batches is equivalent to a 
schedule that alternates between uniform batches (with frequency equal 
to the frequency of examples in the mixed batch). Figure 9 shows a fixed 
schedule that alternates between uniform batches giving the examples 
of the function ( E o )  twice the emphasis of the other hints ( E l  and E 2 ) .  
The schedule defines a turn for each hint to be learned. If we are using 
a nonlinear descent method, it is generally more difficult to ascertain a 
direct translation from mixed batches to uniform batches. 
The implementation of a given schedule (expressed in terms of uni- 
form batches for simplicity) goes as follows: (1) the algorithm decides 
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Figure 9: A fixed schedule for learning from hints. 
which hint (which m for rn = 0, 1, . . . , M) to work on next, according to 
some criterion; (2) the algorithm then requests a batch of examples of this 
hint; (3) it performs its descent on this batch; and (4) when it is done, 
it goes back to step (1). For fixed schedules, the criterion for selecting 
the hint can be "evaluated ahead of time, while for adaptive schedules, 
the criterion depends on what happens as the algorithm runs. Here are 
some simple schedules. 
Simple Rotation: This is the simplest possible schedule that tries to 
balance between the hints. It is a fixed schedule that rotates between 
Ho, HI , . . . , HM. Thus, at step k, a batch of N examples of Hm is processed, 
where rn = kmod(M + 1). 
Weighted Rotation: This is the next step in fixed schedules that tries to 
give different emphasis to different Ems. The schedule rotates between the 
hints, visiting Hm with frequency am. The choice of the ams can achieve 
balance by emphasizing the hints that are more important or harder to 
learn. The schedule of Figure 9 is a weighted rotation with (YO = 0.5 and 
= ~2 = 0.25. 
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Maximum Error: This is the simplest adaptive schedule that tries to 
achieve the same type of balance as simple rotation. At each step k, the 
algorithm processes the hint with the largest error Em. The algorithm 
uses estimates of the E m s  to make its selection. 
Maximum Weighted Error: This is the adaptive counterpart to weighted 
rotation. It selects the hint with the largest value of amEm. The choice 
of the ams can achieve balance by making up for disparities between the 
numerical ranges of the Ems.  Again, the algorithm uses estimates of the 
Ems.  
Adaptive schedules attempt to answer the question: Given a set of 
values for the Ems,  which hint is the most underlearned? The above 
schedules answer the question by comparing the individual Ems.  Adap- 
tive Minimization answers the question by relating the E m s  to the actual 
error E.  Here is the uniform-batch version of Adaptive Minimization: 
Adaptive Minimization Schedule: Given Eo,  E l , .  . . , E M ,  make M + 1 esti- 
mates of E,  each based on all but one of the hints: 
!(., E l ,  EZ, . . . 3 EM) 
F ( E 0 ,  ., E Z , . .  . , E M )  
E ( E o ,  E l ,  0,. . . , E M )  
. . .  
G E o ,  E l ,  E 2 , .  . . I . )  
and choose the hint for which the corresponding estimate is the smallest. 
The idea is that if the absence of Em resulted in the most optimistic 
view of E,  then Em carries the worst news and, hence, the mth hint requires 
immediate attention. 
5 Application 
In this section, we describe the details of the application of hints to fore- 
casting in the FX markets (Abu-Mostafa 1995). We start by discussing 
the very noisy nature of financial data that makes this type of applica- 
tion particularly suited for the use of hints. 
A financial market can be viewed as a system that takes in a lot 
of information (fundamentals, news events, rumors, who bought what 
when, etc.) and produces an output f (say up/down price movement 
for simplicity). A model, e.g., a neural network, attempts to simulate the 
market (Fig. lo), but it takes an input x ,  which is only a small subset of 
the information. The ”other information” cannot be modeled and plays 
the role of noise as far as x is concerned. The network cannot determine 
the target output f based on x alone, so it approximates it with its output 
g. It is typical that this approximation will be correct only slightly more 
than half the time. 
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Figure 10: Illustration of the nature of noise in financial markets. 
What makes us consider x "very noisy" is that g and f agree only 
1/2 + E of the time (50% performance range). This is in contrast to the 
typical pattern recognition application, such as optical character recog- 
nition, where g and f agree 1 - E of the time (100% performance range). 
It is not the poor performance per se that poses a problem in the 50% 
range, but rather the additional difficulty of learning in this range. Here 
is why. 
In the 50% range, a performance of 1/2 + E is good, while a perfor- 
mance of 1/2 - E is disastrous. During learning, we need to distinguish 
between good and bad hypotheses based on a limited set of N examples. 
The problem with the 50% range is that the number of bad hypotheses 
that look good on N points is huge. This is in contrast to the 100% range 
where a good performance is as high as 1 - E .  The number of bad hy- 
potheses that look good here is limited. Therefore, one can have much 
more confidence in a hypothesis that was learned in the 100% range 
than one learned in the 50% range. It is not uncommon to see a random 
trading policy making good money for a few weeks, but it is very un- 
likely that a random character recognition system will read a paragraph 
correctly. 
Of course this problem would diminish if we used a very large set of 
examples, because the law of large numbers would make it less and less 
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likely that g and f can agree 1/2 + E of the time just by "coincidence." 
However, financial data have the other problem of nonstationarity. Be- 
cause of the continuous evolution in the markets, old data may represent 
patterns of behavior that no longer hold. Thus, the relevant data for 
training purposes are limited to fairly recent times. Put together, noise 
and nonstationarity mean that the training data will not contain enough 
information for the network to learn the function. More information is 
needed, and hints can be the means of providing it. 
Even simple hints can result in significant improvement in the learn- 
ing performance. Figure 1 showed the learning performance for FX trad- 
ing with and without the symmetry hint. Figure 11 illustrates this hint 
as it applies to the U.S. Dollar versus the German Mark. The hint asserts 
that if a pattern in the price history implies a certain move in the market, 
then this implication holds whether you are looking at the market from 
the U.S. Dollar viewpoint or the German Mark viewpoint. Formally, in 
terms of normalized prices, the hint translates to invariance under inver- 
sion of these prices. Notice that the hint says nothing about whether the 
market should go up or down. It requires only that the prediction be 
consistent from both sides of this symmetric market. 
Is the symmetry hint valid? The ultimate test for this is how the 
learning performance is affected by the introduction of the hint. The 
formulation of hints is an art. We use our experience, common sense, 
and analysis of the market to come up with a list of what we believe to be 
valid properties of this market. We then represent these hints by virtual 
examples, and proceed to incorporate them in the objective function. The 
improvement in performance will only be as good as the hints we put 
in. It is also possible to use soft hints (hints that are less reliable), taking 
into consideration how much confidence we have in them. 
The two curves in Figure 1 show the annualized percentage returns 
(cumulative daily, unleveraged, transaction cost included) for a sliding 
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Figure 12: British Pound performance with and without hint. 
1-year test window in the period from April 1988 to November 1990, 
averaged over the four major FX markets with more than 150 runs per 
currency. The error bar in the upper left corner is 3 standard deviations 
long (based on 253 trading days, assuming independence between dif- 
ferent runs). The plots establish a statistically significant differential in 
performance due to the use of hints. This differential holds to varying 
degrees for the four currencies: the British Pound, the German Mark, the 
Japanese Yen, and the Swiss Franc (versus the US. Dollar), as seen in 
Figures 12-15. 
In each market, only the closing prices for the preceding 21 days 
were used for inputs. The objective function we chose was based on the 
maximization of the total return on the training set, not the minimization 
of the mean square error, and we used simple filtering methods on the 
inputs and outputs of the networks. In each run, the training set consisted 
of 500 days, and the test was done on the following 253 days. Figures 12- 
15 show the results of these tests averaged over all the runs. All four 
currencies show an improved performance when the symmetry hint is 
used. The statistics of resulting trades are as follows. We are in the 
market about half the time, each trade takes 4 days on the average, the 
hit rate (percentage of winning days) is close to 50%, and the annualized 
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Figure 13: German Mark performance with and without hint. 
percentage return without the hint is about 5% and with the hint is about 
10%. Notice that having the return as the objective function resulted in 
a fairly good return even with a modest hit rate. 
Since the goal of hints is to add information to the training data, the 
differential in performance is likely to be less dramatic if we start out 
with more informative training data. Similarly, an additional hint may 
not have a pronounced effect if we have already used a few hints in the 
same application. There is a saturation in performance in any market 
that reflects how well the future can be forecast from the past. (Believers 
in the efficient market hypothesis (Malkiel 1973) consider this saturation 
to be at zero performance.) Hints will not make us forecast a market 
better than whatever that saturation level may be. They will, however, 
enable learning from examples to approach that level. 
6 Summary 
The main practical hurdle that faced learning from hints was the fact 
that hints came in different shapes and forms and could not be easily 
integrated into the standard learning paradigms. Since the introduction 
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Figure 14: Japanese Yen performance with and without hint. 
of systematic methods for learning from hints 5 years ago, hints have 
become a regular value-added tool. This paper reviewed the method 
for using different hints as part of learning from examples. The method 
does not restrict the learning model, the descent technique, or the use of 
regularization. 
In this method, all hints are treated on equal footing, including the 
examples of the target function. Hints are represented in a canonical 
way using virtual examples. The performance on the hints is captured 
by the error measures E o ,  E l ,  . . . , EM, and the learning algorithm attempts 
to simultaneously minimize these quantities. This gives rise to the idea 
of balancing between the different hints in the objective function. The 
Adaptive Minimization algorithm achieves this balance by relating the 
Ems to the test error E.  
Hints are particularly useful in applications where the information 
content of the training data is limited. Financial applications are a case 
in point because of the nonstationarity and the high level of noise in 
the data. We reviewed the application of hints to forecasting in the four 
major foreign-exchange markets. The application illustrates how even a 
simple hint can have a decisive impact on the performance of a real-life 
system. 
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Figure 15: Swiss Franc performance with and without hint. 
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