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Abstract—This paper proposes an optimization strategy to
assist utility operators to recover power distribution systems after
large outages. Specifically, a mixed-integer linear programming
(MILP) model is developed for co-optimizing crews, resources,
and network operations. The MILP model coordinates dam-
age isolation, network reconfiguration, distributed generator re-
dispatch, and crew/resource logistics. In addition, a framework
for integrating different types of photovoltaic (PV) systems in
the restoration process is developed. We consider two different
types of crews, namely, line crews for damage repair and tree
crews for obstacle removal. We also model the repair resource
logistic constraints. Furthermore, a new algorithm is developed
for solving the distribution system repair and restoration problem
(DSRRP). The algorithm starts by solving DSRRP using an
assignment-based method, then a neighborhood search method
is designed to iteratively improve the solution. The proposed
method is validated on modified IEEE 123- and 8500-bus distri-
bution test systems.
Index Terms—Outage management, power distribution system,
repair crews, routing, service restoration
NOMENCLATURE
Sets and Indices
m/n Indices for damaged components and depots
c, r, w Index for crews, resources and depots
i/j Indices for buses
k Index for distribution line connecting i and j
t, ϕ Index for time and phase number
CL, CT Set of line and tree crews
N Set of damaged components and the depot
N(c) Set of components assigned to crew c
ΩB ,ΩP Set of buses and depots
ΩDK ,ΩDT Set of damaged lines and lines damaged by trees.
ΩES ,ΩPV Set of BESSs and PVs
ΩG,ΩSub Set of buses with dispatchable generators and substations
ΩK(.,i) Set of lines with bus i as the to bus
ΩK(i,.) Set of lines with bus i as the from bus
ΩK(l) Set of lines in loop l
ΩSW Set of lines with switches
Parameters
CapRr The capacity required to carry resource r
CapCc The maximum capacity of crew c
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E/E
S
i The minimum/maximum energy state of BESS i
Iri,t Solar irradiance at bus i and time t
Rm,r The number of type r resources required to repair damaged
component m
ResDw,r The number of type r resources that are located in depot w
ρDi , ρ
SW The cost of shedding the load at bus i and cost of switching
M Large positive number
P/QDi,ϕ,t Diversified active/reactive demand at bus i, phase ϕ and time t
P/QUi,ϕ,t Undiversified active/reactive demand at bus i and phase ϕ
S, P¯PVi The kVA and kW rating of PV i
SESi The kVA rating of BESS i
Tm,c The estimated time needed to repair ( clear the trees at) damaged
component m for line (tree) crew c
trm,n Travel time between m and n
φ0c/φ
1
c Start/End location of crew c
Zk The impedance matrix of line k
pk Vector with binary entries for representing the phases of line k
ak Vector representing the ratio between the primary and secondary
voltages for each phase of the voltage regulator on line k
δw,c Binary parameter equals 1 if crew c is positioned in depot w
ηc, ηd,∆t Charging and discharging efficiency, and the time step duration
Decision Variables
A
L/T
m,c Binary variable equal to 1 if component m is assigned to line/tree
crew c
ResCc,w,r Number of type r resources that crew c obtains from depot w
γk,t Binary variable indicates whether switch k is operated in time t
Sk A vector representing the apparent power of each phase for line
k at time t
Ui,t A vector representing the squared voltage magnitude of each
phase for bus i at time t
Xi,t Binary variable equal to 0 if bus i is in an outage area at time t
Ec,m,r The number of type r resources that crew c has before repairing
damaged component m
ESi,t Energy state of BESS i at time t
αm,c Arrival time of crew c at damaged component m
fm,t Binary variable equal to 1 if damaged component m is repaired
at time t
LL,LT The expected times of the last repair conducted by the line and
tree crews
P
ch/dch
i,ϕ,t Active power charge/discharge of the BESS at bus i
P/QLi,ϕ,t Active/reactive load supplied at bus i, phase ϕ and time t
P/QPVi,ϕ,t The active/reactive power output of the PV at bus i
P/QGi,ϕ,t Active/reactive power generated by DG at bus i, phase ϕ and
time t
P/QKk,ϕ,t Active/reactive power flowing on line k, phase ϕ and time t
Pc,w A positive penalty term for the excess capacity that crew c
requires from depot w
t¯r Maximum travel time for the crews
uk,t Binary variables indicating the status of the line k at time t
uESi,t Binary variable equals 1 if the BESS is charging and 0 for
discharging
vSi,t, v
f
k,t Virtual power generated at bus i and the virtual flow on line k
xm,n,c Binary variable indicating whether crew c moves from damaged
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2components m to n.
yi,t Connection status of the load at bus i and time t
zw,c Binary variable equal to 1 if crew c require additional resources
from depot w
I. INTRODUCTION
THE combination of an aging electrical grid and a dramaticincrease in severe storms has resulted in increasing large-
scale power outages. In 2016, the average outage duration for
customers ranged from 27 minutes in Nebraska to 6 hours
in West Virginia, while 20 hours in South Carolina due to
Hurricane Matthew [1]. The year 2017 experienced 18 major
weather events around the world. The 2017 outages that were
caused by hurricanes Harvey, Irma, and Maria alone have cost
the U.S. around $202 billion [2]. Currently, utilities schedule
the repairs using a list of predefined restoration priorities
based on previous experiences, and network operation and
repair scheduling are split into two different processes. This
kind of approach does not capture the interdependence nature
of the crew routing and network operation problems. Some
customers cannot be served until the damaged lines are re-
paired, and the switching operation can affect the priorities
of the repairs. Utilities commonly rely on the experiences of
the operators. Our aim is to provide utilities with a better
distribution system restoration decision-making process for
coordinating crew scheduling, resource logistics, and network
operations.
Earlier work on distribution system restoration focused on
network reconfiguration. In [3], a mixed-integer conic program
and mixed-integer linear program (MILP) were developed
for network reconfiguration with the objective of minimizing
the losses. The developed model included a spanning tree
approach to enforce radiality and incorporated distributed
generators (DGs). A MILP model and the genetic algorithm
were used in [4] for distribution network reconfiguration. The
authors used graph theory to model the distribution network.
Reference [5] proposed a decentralized agent-based method
for service restoration. The developed approach divided the
distribution system into several zones, where each zone was
represented by an agent. The role of each agent was to
maintain radial topology and operation limits and to maximize
the served loads.
Recent studies investigated the use of microgrids for dis-
tribution system restoration. The operation of multiple mi-
crogrids, with defined boundaries, in coordination with the
distribution system has been investigated in [6] and [7]. The
papers used stochastic programming for distribution system
restoration with high penetration of DGs, including pho-
tovoltaic (PV) systems and battery energy storage systems
(BESS). A decentralized method for coordinating networked
microgrids and the distribution system was presented in [8].
The authors modeled the operation of each microgrid as a
second-order cone program and the coordination between the
entities was achieved using the alternating direction method
of multipliers algorithm. Other studies proposed sectionalizing
the distribution network into microgrids; i.e., microgrids with
dynamic boundaries. The authors in [9] presented a MILP for
microgrid formation of radial distribution networks to restore
critical loads after outages. In [10], the authors developed a
two-stage stochastic mixed-integer nonlinear program to sec-
tionalize the distribution network into multiple self-supplied
microgrids. The paper included dispatchable DGs, such as
microturbines and BESS, and PV systems. PVs and BESS
were also considered in [11] for load restoration after wildfires.
Although distribution system restoration has been long
studied, there exist few efforts on integrating repair schedul-
ing with recovery operation in power distribution systems.
A pre-hurricane crew mobilization mathematical model was
presented in [12] for transmission networks. The authors used
stochastic optimization to determine the number of crews to
be mobilized to the potential damage locations. Also, the
authors proposed a post-hurricane MILP model to assign repair
crews to damaged components without considering the travel
times and repair sequence. In [13], the authors developed a
stochastic program that assigns crews to substations in order to
inspect and repair the damage, but the approach neglected crew
routing. The authors in [14] presented a two-stage approach
to decouple the crew routing and power restoration models in
transmission systems. A MILP is solved in the first stage to
find the priority of the damaged lines, and the routing problem
is solved in the second stage using Constraint Programming.
In [15], we developed a MILP that combines the distribution
network operation and crew routing problems. The model was
solved using a cluster-first route-second approach. Also, we
developed a stochastic mixed integer linear program (SMIP)
in [16] to solve the same problem with uncertainty. The
problem was decomposed into two subproblems and solved
using parallel progressive hedging.
Several critical factors have been neglected in the previous
work on this topic. First, when scheduling the crews, one must
consider the different types of crews. There are mainly two
types of crews: 1) line crews who are responsible for the actual
repair of grid components; and 2) tree crews who remove
obstacles in the damage sites before the line crews start the
repairing work. The mathematical model for optimizing the
crew schedule must include both types of crews to obtain an
applicable solution. In terms of distribution system operation,
the previous work did not include isolation of the damaged
lines, which is imperative as the crews cannot repair a downed
line until the power is cut off. Also, the connectivity of PV
systems during outages in related work [7], [10], [11] does
not represent the current practice. Due to technical, safety
and regulatory issues, most on-grid (grid-tied) PV systems are
disconnected during an outage (this is known as anti-islanding
protection) [17]. On-grid PVs are required by law to have
inverters with anti-islanding function [18].
In this paper, we improve our previous work in [15] and
[16] by considering the 3-phase operation of the distribution
network and modeling fault isolation constraints, coordinating
tree and line crews, and resource logistics in the distribution
system repair and restoration problem (DSRRP). Furthermore,
a new framework for modeling different types of PV systems is
developed. There are three main types of PV systems that are
considered: 1) On-grid system: this type of PV is disconnected
during an outage; 2) Hybrid on/off-grid (PV with BESS): the
PV system operates on-grid in normal conditions, and off-grid
3during an outage (serves local load only); 3) PV + BESS with
grid forming capabilities [19]: this system can restore part of
the network that is not damaged if the fault is isolated. The
idea of the proposed approach is to use a virtual network in
parallel with the actual distribution network, and develop a
mathematical formulation based on graph theory to identify
the energized buses and the connectivity status of the PVs.
The crew routing problem is equivalent to the vehicle
routing problem (VRP). VRP is an NP-hard combinatorial
optimization problem that has been studied for a long time and
remains challenging [20]. Combining VRP with the operation
of distribution systems will further increase the complexity,
therefore, some researchers opted to decouple the two prob-
lems [14]. In this paper, a tri-stage algorithm is developed
to solve the proposed co-optimization model. The algorithm
starts by solving an assignment problem, where the crews are
assigned to the damaged components based on the expected
working hours, distances between the crews and the outage
locations, and the capacity of the crews. In the second stage,
the DSRRP is solved with the crews dispatched to the assigned
components from the first stage. In the third stage, a neigh-
borhood search approach [21] is used to iteratively improve
the routing decisions obtained from stage two. The algorithm
is used in a dynamically changing environment to handle
the uncertainty of the repair time and other parameters. The
contributions of this paper are summarized in the following:
• For the recovery operation of distribution systems, a
mathematical formulation is developed for fault isolation
and service restoration. Moreover, a formulation based on
graph theory is developed for modeling the connectivity
of PV systems during an outage.
• For crew routing, we model the coordination of line and
tree crews as well as resource pick up. Equipment is
needed to repair the damaged lines, however, a crew can
only carry a limited number of supplies. Therefore, the
crews need to go back to the depots and pick up additional
supplies.
• A new hybrid algorithm that combines mathematical
programming and the neighborhood search method is
designed to solve the computationally difficult repair and
restoration problem. The algorithm is tested on modified
IEEE 123- and IEEE 8500-bus distribution systems.
The rest of the paper is organized as follows. Section II
develops the DSRRP mathematical formulation and Section III
presents the algorithm for solving the model. The simulation
results are presented in Section IV and Section V concludes
this paper.
II. DISTRIBUTION NETWORK REPAIR AND RESTORATION
During extreme events, the outage management system
(OMS) receives real-time data of the condition of the network
from field devices, customer calls, and smart meters. Using the
collected data, the OMS can estimate the locations of the out-
ages, and the operator will dispatch field assessors to identify
and document the exact locations of the damage. The DSRRP
model can be incorporated in the OMS, where the model is
solved to obtain the repair and restoration solution. The crew
schedule is sent to the work management system (WMS),
which communicates the tasks to the crews. The restoration
plan and operations are sent to the distribution management
system (DMS) and the system operator to confidently control
the switches and DGs.
In this paper, we assume that the assessors have located
the damaged lines, and estimated the repair time and required
resources. This section presents the mathematical model for
coordinating line and tree crews, and the recovery operation
of the network.
A. Objective
min
∑
∀t
(∑
∀ϕ
∑
∀i
(1− yi,t)ρDi PDi,ϕ,t + ρSW
∑
k∈ΩSW
γk,t
)
(1)
The first term in objective (1) minimizes the cost of load shed-
ding, while the second term minimizes the cost of operating
the switches. The base load shedding cost is assumed to be
$14/kWh in this paper [22], and the base cost is multiplied
by the load priority to obtain ρDi . The switch operation cost
is set to be $8/time [23].
B. Cold load pickup
PLi,ϕ,t = yi,tP
D
i,ϕ,t + (yi,t − yi,max(t−λ,0))PUi,ϕ,t, ∀i, ϕ, t (2)
QLi,ϕ,t = yi,tQ
D
i,ϕ,t + (yi,t − yi,max(t−λ,0))QUi,ϕ,t, ∀i, ϕ, t (3)
yi,t+1 ≥ yi,t , ∀i, t (4)
Constraints (2)-(3) set up the cold load pickup (CLPU)
constraint [16]. In this paper, we employ two blocks to
represent CLPU as suggested in [24]. The first block is for
the undiversified load PU and the second for the diversified
load PD (i.e., the steady-state load consumption). The use
of two blocks decreases the computational burden imposed by
nonlinear characteristics of CLPU and provides a conservative
operation assumption to guarantee supply-load balance. Define
λ as the number of time steps required for the load to return
to normal condition. The value of λ is equal to the CLPU
duration divided by the time step. The function max(t−λ, 0),
is used to avoid negative time steps. If at time step t = t1,
a load goes from a de-energized state (yi,t1−1 = 0) to an
energized one (yi,t1 = 1), it returns to normal condition at
time step t = t1 + λ. PUi,ϕ,t is added to P
D
i,ϕ,t before time
step t1+λ to represent the undiversified load. We assume that
the duration of the CLPU decaying process is one hour [24],
and the total load at pickup time is 200% of the steady state
value [26]; i.e., PUi,ϕ,t is set to be equal to P
D
i,ϕ,t. Constraint
(4) indicates that once a load is served it cannot be shed.
C. Power limits
0 ≤ PGi,ϕ,t ≤ PGmaxi , ∀i, ϕ, t (5)
0 ≤ QGi,ϕ,t ≤ QGmaxi , ∀i, ϕ, t (6)
− uk,tPKmink ≤ PKk,t ≤ uk,tPKmaxk , ∀k, t (7)
4− uk,tQKmink ≤ QKk,t ≤ uk,tQKmaxk , ∀k, t (8)
Constraints (5)-(8) define the active and reactive power limits
of the DGs and lines. The limits on the line-flow constraints
are multiplied by uk,t so that if a line is damaged or a switch
is opened, there will be no power flowing on it.
D. Power flow equations
∑
∀k∈K(.,i)
PKk,ϕ,t + P
G
i,ϕ,t+P
PV
i,ϕ,t + P
dch
i,ϕ,t =∑
∀k∈K(i,.)
PKk,ϕ,t + P
L
i,ϕ,t + P
ch
i,ϕ,t, ∀i, ϕ, t
(9)
∑
∀k∈K(.,i)
QKk,ϕ,t +Q
G
i,ϕ,t +Q
PV
i,ϕ,t+Q
ES
i,ϕ,t =∑
∀k∈K(i,.)
QKk,ϕ,t +Q
L
i,ϕ,t,∀i, ϕ, t
(10)
Uj,t −Ui,t + Z¯kS∗k + Z¯∗kSk ≤
(2− uk,t − pk)M,∀k ∈ ΩL, t (11)
Uj,t −Ui,t+Z¯kS∗k + Z¯∗kSk ≥
− (2− uk,t − pk)M,∀k ∈ ΩL, t (12)
Constraints (9)-(10) are 3-phase active and reactive power
node balance constraints. Constraints (11)-(12) represent
Kirchhoff’s voltage law. Si,j ∈ C3×1 is the three-phase appar-
ent power from bus i and j, and Ui = [|V ai |2, |V bi |2, |V ci |2]T .
The matrix Z¯i,j equals A  Zi,j , where Zi,j ∈ C3×3 is the
impedance matrix of the line, and A is a phase shift matrix.
Detailed derivation of (11) and (12) is provided in [25]. The
big M method is used to decouple the voltages between lines
that are disconnected or damaged. Also, if line k(i, j) is two-
phase (e.g., phases a and c), then the voltage constraint is only
applied to these two phases, which is realized by including
pk. The vector pk ∈ {0, 1}3×1 represents the phases of line
k; e.g., for line k with phases a, c, pk = [1, 0, 1].
E. Reconfiguration and Isolation
Xi,tUmin ≤ Ui,t ≤ Xi,tUmax , ∀i, t (13)
2uk,t ≥ Xi,t + Xj,t,∀k ∈ ΩDK , t (14)
uk,t = 1, ∀k 6∈ {ΩSW ∪ ΩDK}, t (15)∑
k∈ΩK(l)
uk,t ≤ |ΩK(l)| − 1, ∀l, t (16)
γk,t ≥ uk,t − uk,t−1,∀k ∈ ΩSW , t (17)
γk,t ≥ uk,t−1 − uk,t,∀k ∈ ΩSW , t (18)
Constraint (13) ensures that the voltage is within a specified
limit, and is set to equal to 0 if the bus is in an on-outage
area. Constraint (14) sets the values of Xi and Xj to be 0
if the line is damaged, therefore, the voltages on the buses
between damaged lines are forced to be 0 using constraint
(13). Subsequently, the zero voltage propagates on the rest of
the network through constraints (11) and (12) until a circuit
breaker (CB) or sectionalizer stops the propagation. If the
voltages on two connected buses are zero, then the power
flow is forced to be zero through constraints (11) and (12).
Constraint (15) defines the default status of the lines that are
not damaged or not switchable. Constraint (16) is the radiality
constraint. Radiality is enforced by introducing constraints for
ensuring that at least one of the lines of each possible loop in
the network is open [27]. A depth-first search method is used
to identify the possible loops in the network and the lines
associated with them. Constraint (17)-(18) are used in order
to limit the number of switching operations. We assume that
all switches are remotely controllable. Let γk,t equal to 1 if
the line switches its status from 0 (off) to 1 (on), or 1 (on) to
0 (off). This variable is included in the objective to minimize
the number of switching operations.
F. PV Systems
In this study, we consider three types of PV systems:
• Type 1: on-grid (grid-tied) PV (ΩGPV ): during an outage,
the PV is switched off. This type of PV is the most
commonly used one especially for residential customers
[28]. The on-grid system uses a standard grid-tied inverter
and does not have any battery storage.
• Type 2: hybrid on-grid/off-grid PV + BESS (ΩHPV ): this
system is an on-grid system that can disconnect from the
grid after an outage and uses battery backup supply.
• Type 3: grid-forming PV + BESS (ΩCPV ): this system is
an on-grid system that can support a large section of the
network [19]. After an outage, the PV and battery system
can provide energy to the healthy parts of the network.
1) PV Active and Reactive Power: The active and reactive
powers of a PV depend on the rating of the solar cell and
the solar irradiance. The active output power from the PVs is
determined using constraints (19) and (20). The PV inverters
can provide reactive power support, which is constrained by
(21) and (22) [29].
PPVi,ϕ,t =
Iri,t
(1000W/m2)
P
PV
i ,∀i ∈ ΩPV \ΩGPV , ϕ, t (19)
PPVi,ϕ,t = Xi,t Iri,t
(1000W/m2)
P
PV
i ,∀i ∈ ΩGPV , ϕ, t (20)
|QPVi,ϕ,t| ≤
√
(SPVi )
2 − (PˆPVi,t )2, ∀i ∈ ΩPV \ΩGPV , ϕ, t (21)
|QPVi,ϕ,t| ≤ Xi,t
√
(SPVi )
2 − (PˆPVi,t )2, ∀i ∈ ΩGPV , ϕ, t (22)
where PˆPVi,t =
Iri,t
(1000W/m2)
P
PV
i
PVs of types ΩHPV and Ω
C
PV are able to disconnect from the
grid and serve the on-site load. On the other hand, on-grid PVs
are disconnected and the on-site load is not served by the PVs
during an outage, therefore, the right-hand side in (20) and
(22) are multiplied by Xi. Note that |f(x)| ≤ x is equivalent
to −x ≤ f(x) ≤ x.
2) PV Connectivity: In this paper, we assume that the
network can be restored using the grid-forming sources in
ΩCPV ∪ ΩG ∪ ΩSub. A PV of type ΩGPV or ΩHPV can connect
to the grid only after the PV bus is energized. Consider the
network shown in Fig. 1. Due to a line damage, the network
is divided into four islands. Island A can be energized by the
substation, therefore, the PV at bus 10 can be connected with
5the grid. Island B must be isolated because of the damaged
line. Island C does not have any grid-forming generators;
hence, it will not be active and the grid-tied PV will be
disconnected. However, the PV+BESS system at bus 7 can
energize the local load. Island D can be energized by the grid-
forming PV+BESS system at bus 4.
Fig. 1. A single line diagram of a network with one damaged line.
The connectivity constraints of the PVs are represented by
constraints (23)-(26). The idea of the approach is to use virtual
sources, loads, and flow to identify the energized buses in
the network. The constraints for the virtual framework are
formulated as follows:
vSi,t +
∑
k∈K(.,i)
vfk,t = Xi,t +
∑
k∈K(i,.)
vfk,t, ∀i, t (23)
∑
∀t
vSi,t = 0,∀i ∈ ΩB\{ΩCPV ∪ ΩG ∪ ΩSub} (24)
− uk,tM ≤ vfk,t ≤ uk,tM,∀k ∈ ΩK , t (25)
Xi,t ≥ yi,t,∀i ∈ ΩB\{ΩG ∪ ΩCPV ∪ ΩHPV }, t (26)
To identify whether an island is energized by grid-forming
generators or not, we create a virtual network. First, each grid-
forming generator is replaced by a virtual source/generator
with infinite capacity. Other power sources without grid-
forming capability (e.g., grid-tied PVs) are removed. Also,
virtual loads with magnitude of 1 are placed on each bus, and
the actual loads are removed. For example, the network shown
in Fig. 1 is transformed to the network shown in Fig. 2. In
the mathematical model, we add a node-balance equation for
each virtual bus. If the virtual load at a bus is served, then that
bus is energized. Therefore, for islands without grid-forming
generators, all buses will be de-energized as the virtual loads
in the island cannot be served. Constraint (23) is the node
balance constraint for the virtual network. Constraints (24)
states that buses without grid-forming power generators do not
have virtual sources. The variable vfk represents the virtual
flow on line k and each bus is given a load of 1 that is
multiplied by Xi. Therefore, Xi = 1 (bus i is energized) if
the virtual load can be served by a virtual source and 0 (bus i
is de-energized) otherwise. The virtual flow limits are defined
in (25). If bus i is de-energized, then the load must be shed
(26), unless bus i has a local power source.
G. BESS
0 ≤ P chi,ϕ,t ≤ uESi,t P chi , ∀i ∈ ΩES , ϕ, t (27)
Fig. 2. A virtual network created for the network shown in Fig. 1.
0 ≤ P dchi,ϕ,t ≤ (1− uESi,t )P dchi , ∀i ∈ ΩES , ϕ, t (28)
ESi,t = E
S
i,t−1 +∆t(ηc
∑
∀ϕ
P chi,ϕ,t−
∑
∀ϕ P
dch
i,ϕ,t
ηd
), ∀i ∈ ΩES , t (29)
ESi ≤ ESi,t ≤ E
S
i , ∀i ∈ ΩES , t (30)
(QESi,ϕ,t)
2 + (P chi,ϕ,t + P
dch
i,ϕ,t)
2 ≤ (SESi )2, ∀i ∈ ΩES , ϕ, t (31)
Binary variable uES represents the charging (1) and dis-
charging (0) state of the BESS. Limits on the charge and
discharge powers are imposed using constraints (27) and (28),
respectively. Constraint (29) represents the dynamic state of
energy for each BESS, where the efficiencies ηc and ηd are
assumed to be 0.95. The energy is limited to a minimum and
maximum value in (30). ESi,t is assumed to be between 0.2
and 0.9 of the rated capacity in this paper. The active and
reactive power should not exceed the rating of the BESS, as
enforced by (31) [30]. Constraint (31) is quadratic, therefore, it
is linearized using the circular constraint linearization method
presented in [31]. Subsequently, constraint (31) is replaced by
(31a)-(31c).
− SESi ≤ QESi,ϕ,t ≤ SESi , ∀i ∈ ΩES , ϕ, t (31a)
|(P chi,ϕ,t + P dchi,ϕ,t) +QESi,ϕ,t| ≤
√
2SESi , ∀i ∈ ΩES , ϕ, t (31b)
|(P chi,ϕ,t + P dchi,ϕ,t)−QESi,ϕ,t| ≤
√
2SESi ,∀i ∈ ΩES , ϕ, t (31c)
H. Routing Constraints
The routing problem can be defined by a complete graph
with nodes and edges G(N,E). The node set N in the
undirected graph contains the depot and damaged components,
and the edge set E = {(m,n)|m,n ∈ N ;m 6= n} represents
the edges connecting each two components. The graph G can
be obtained from a transportation network (Gˆ). Transportation
networks can be represented by nodes (depots, damaged
components, intersection nodes) and paths connecting the
nodes. Consider the transportation network shown in Fig. 3a,
where there are two damaged components and one depot.
The information that is required by the DSRRP model is the
travel time between the damaged components and the depot.
Therefore, we can convert Gˆ to the network G shown in Fig.
3b by finding the shortest paths between damaged components
and the depot [32], which can be obtained using shortest path
algorithms such as Dijkstra’s algorithm [33]. In the example
shown in Fig. 3, the shortest path between the depot and
damaged component A has a total length of 3 units. Therefore,
the depot is connected directly to damaged component A in G
with a length of 3 units. The same procedure is conducted to
form the rest of the network G. If a path between two nodes in
6Gˆ is completely blocked or severely damaged, then the travel
time of the path can be set to a large value |T |, where T is the
time horizon. In practice, utilities use geographic information
system (GIS) software to map the distribution network. Real-
time data about road conditions, location of the crews, and
status of the components are fed into the GIS. The utilities
can then use the GIS to estimate the travel times.
2 2
1
1
2
1
2 3
4
4
3 4
transform to 𝐺
(a) (b)
Depot Damaged components Intersection Road/path
A
B
A
B
Fig. 3. Example of (a) a transportation network transformed to (b) graph G
for the crew routing model.
Our purpose is to find an optimal route for each crew to
reach the damaged components. The value of xm,n,c deter-
mines whether the path crew c travels includes the edge (m,n)
with m preceding n. The routing constraints for the first stage
problem are formulated as follows:∑
∀m∈N
xφ0c,m,c = 1, ∀c (32)∑
∀m∈N
xm,φ1c,c = 1, ∀c (33)∑
∀n∈N\{m}
xm,n,c −
∑
∀n∈N\{m}
xn,m,c = 0, ∀c,m ∈ N\
{
φ0c , φ
1
c
}
(34)
∑
∀c∈CL
∑
∀m∈N\{n}
xm,n,c = 1, ∀n ∈ ΩDK (35)
∑
∀c∈CT
∑
∀m∈N\{n}
xm,n,c = 1,∀n ∈ ΩDT (36)
Constraint (32)-(33) guarantee that each crew starts and ends
its route at the defined start (φ0c) and end (φ
1
c) locations.
Constraint (34) is the flow conservation constraint; i.e., once
a crew arrives at a damaged component, the crew moves to
the next location after finishing the repairs. Constraint (35)
ensures that each damaged component is repaired by only one
line crews, while (36) ensures that each damaged component
that needs removing a fallen tree first, is assigned to one tree
crew.
I. Arrival Time
αm,c + Tm,c+trm,n − (1− xm,n,c)M ≤ αn,c
∀m ∈ N\{φ1c}, n ∈ N\
{
φ0c ,m
}
, c
(37)
∑
c∈CL
αm,c ≥
∑
c∈CT
αm,c + Tm,c
∑
∀n∈N
xm,n,c, ∀m ∈ ΩDT (38)
Constraint (37) is used to calculate the arrival time (the time
when crew c starts repairing component m) for each crew
at each damaged component. For a crew that travels from
damaged component m to n, αn,c equals αm,c+Tm,c+trm,n.
Big M is used to decouple the times to arrive at components
m and n if the crew does not travel from m to n. Constraint
(38) indicates that the line crews start repairing the damaged
components after the tree crews clear the obstacles.
J. Resource and Pick Up Constraints
ResDw,r ≥
∑
∀c∈CL,φ0c=w
ResCc,φ0c,r +
∑
∀c∈CL
ResCc,w,r, ∀w, r (39)
∑
∀r
CapRr Ec,m,r ≤ CapCc , ∀m, c ∈ CL (40)
∑
∀n∈N
xn,m,cRm,r ≤ Ec,m,r, ∀m, r, c ∈ CL (41)
−M(1− xm,n,c) ≤
Ec,m,r −Rm,r − Ec,n,r ≤M(1− xm,n,c),
∀m ∈ N\{φ1c}, n ∈ N\
{
φ0c ,m
}
, c ∈ CL, r
(42)
−M(1− xw,n,c) ≤ Ec,w,r +ResCc,w,r − Ec,n,r ≤
M(1− xw,n,c),∀w, n ∈ N\
{
φ0c , φ
1
c , w
}
, c ∈ CL, r (43)
−M(1−xφ0c,n,c) ≤ Res
C
c,φ0c,r
− Ec,n,r ≤
M(1− xφ0c,n,c), ∀n ∈ N\
{
φ0c
}
, c ∈ CL, r
(44)
Constraint (39) states that the total resources that the crews
obtain from depot w must be less or equal to the amount of
available resources in the depot. The amount of resources that
a crew can carry must be limited by the crew’s capacity, which
is realized by constraint (40). Constraint (41) indicates that
the crews must have enough resources to repair the damaged
components. Constraint (42) ensures that if a crew travels from
m to n, then the resources that the crew have when arriving
at location n is Ec,n,r = Ec,m,r − Rm,r. If a crew goes to
depot w to pick up supplies and travels to damaged component
n, then Ec,n,r = Ec,w,r + ResCc,w,r, which is enforced by
(43). Constraint (44) ensures that the number of resources that
the crew has at the first damaged component is equal to the
resources obtained at the starting location.
K. Restoration Time∑
∀t
fm,t = 1 , ∀m ∈ ΩD (45)
∑
∀t
tfm,t ≥
∑
∀c
(αm,c + Tm,c
∑
∀n∈N
xm,n,c), ∀m ∈ ΩD (46)
0 ≤ αm,c ≤M
∑
n∈N
xn,m,c, ∀m ∈ N\
{
φ0c , φ
1
c
}
, c (47)
um,t =
t∑
τ=1
fm,τ , ∀m ∈ ΩDL, t (48)
{f, x, u, y,X , γ} ∈ {0, 1}, {E,ResC} ≥ 0 (49)
Constraints (45)-(48) are used to connect the crew scheduling
and power operation problems. Let fm,t denote the time when
the damaged component is repaired by the line crews, which
equals 1 in one time interval as enforced by (45). Equation (46)
determines the time when a damaged component is repaired by
setting
∑
∀t tfm,t to be greater than or equal to αm,c+Tm,c of
7the crew assigned to damaged component m. Constraint (47)
is used to set αm,c = 0 if crew c does not travel to component
m, so it would not affect constraint (46). Finally, constraint
(48) indicates that the restored component becomes available
after it is repaired, and remains available in all subsequent
periods. For example, if fm,t = [0, 0, 1, 0, 0, 0] then um,t =
[0, 0, 1, 1, 1, 1].
III. SOLUTION ALGORITHM
A three-stage algorithm for solving the combined routing
and distribution system operation problem is presented in this
section, where the stages are: assignment, initial solution, and
neighborhood search. Furthermore, to compare the developed
method with current practices, a priority-based method that
mimics the utilities’ scheduling procedures is developed.
A. Reoptimization Algorithm
1) Assignment: By assigning the damaged components to
the crews, the large VRP problem can be converted to multiple
small-size Travelling Salesman Problems (TSP) [34]. The
assignment problem is formulated as follows:
minLL + LT +
∑
∀c
∑
∀w
Pc,w + t¯r (50)
LL ≥
∑
∀m
ALm,cTm,c,∀c ∈ CL (51)
LT ≥
∑
∀m
ATm,cTm,c, ∀c ∈ CT (52)
∑
∀c∈CL
ALm,c = 1, ∀m ∈ ΩDK (53)
∑
∀c∈CT
ATm,c = 1,∀m ∈ ΩDK (54)
∑
∀r
CapRr Res
C
c,w,r ≤ (δw,c + zw,c)CapCc , ∀w, c ∈ CL (55)
zw,c ≤ δw,c, ∀w,m, c ∈ CL (56)
Pc,w ≥ ALm,ctrw,m −M(1− zw,c), ∀w,m, c ∈ CL (57)∑
∀c∈CL
ResCc,w,r ≤ ResDw,r,∀w, r (58)
∑
∀w
ResCc,w,r ≥
∑
∀m
ALm,cRm,r, ∀c ∈ CL, r (59)
t¯r ≥ trm,n(ALm,c +ALn,c − 1), ∀m,n, c ∈ CL (60)
t¯r ≥ trw,m(δw,c +ALm,c − 1),∀w,m, c ∈ CL (61)
t¯r ≥ trm,n(ATm,c +ATn,c − 1), ∀m,n, c ∈ CT (62)
t¯r ≥ trw,m(δw,c +ATm,c − 1),∀w,m, c ∈ CT (63)
{AL/T , z} ∈ {0, 1}, {P, ResC} ≥ 0 (64)
The objective (50) consists of four parts. The first two terms
minimize the expected time of the last repair for the line
crews (LL) and tree crews (LT ). The variables LL and LT
are defined in constraints (51) and (52), respectively. The third
term in (50) is a penalty cost used to limit the number of times
a crew goes back to the depot to pick up additional resources.
The fourth term t¯r is the maximum travel time for the crews.
Constraints (53)-(54) assign each damaged component to one
crew. The amount of resources a crew can carry is limited
by the crew’s capacity in (55). Binary variable zw,c is equal
to 1 if a crew requires additional resources. In such case, the
crew goes back to the depot to pick up the required resources.
Constraint (56) states that the crews can go back to the depot
they started from. We set the penalty term Pw,c to be equal to
the maximum travel time between the depot and the assigned
damage components, as defined in (57). The big M constant
is added so that the penalty term equals 0 if the crew does
not go back to the depot for additional resources. The crews
must use the resources available in the depot as enforced by
(58). Constraint (59) indicates that the number of resources
crew c has should be enough to repair the assigned damaged
components. Constraints (60)-(63) are used to identify the
maximum travel time between the damaged components that
are assigned to each crew. If components m and n are assigned
to crew c, then t¯r ≥ trm,n.
2) Initial Solution and Optimization: After assigning each
damaged component to a crew, DSRRP is solved with the
crews dispatched to the assigned components. Subsequently, a
neighborhood search method is used to improve the initial
route. The optimization problem considered in this paper
involves a dynamically changing environment due to the un-
certainty of the repair time, solar irradiance, and demand. The
repair time is updated periodically either by the repair crews or
the damage assessors. Therefore, we apply the neighborhood
search algorithm continuously and update the routing solution
as more information is obtained. The advantage of this method
is that it allows the algorithm to update the solution while
the repair crews are repairing the lines, therefore, loosening
the time limit restriction. The pseudo-code for the proposed
algorithm, referred to as the Reoptimization algorithm, is
detailed in Algorithm 1.
In Step 1, the assignment problem is solved using CPLEX
[35] to obtain the binary variables ALm,c and A
T
m,c. These
variables are used to find N(c), which is the set of damaged
components assigned to crew c. For example, consider the
set of damaged components ΩDK = {1, 2, 3, 4, 5}, if line
crew 1 is assigned with damaged components 1 and 3, then
ALm,c = {1, 0, 1, 0, 0} and N(1) = {1, 3}∪ΩP . N(c) is found
for each crew in Steps 2-7. Consequently, a simplified DSRRP
is solved in Step 8 by allowing the crews to only repair the
assigned damaged components. In Step 10, the obtained route
x∗ and objective ζ∗ are set to be the incumbent (current best
solutions) route (x¯) and objective (ζ¯).
Steps 11-29 represent the neighborhood search algorithm.
The algorithm selects a subset of damaged components N¯ ,
where N¯ ⊂ N , then removes the paths connected to N¯
and sets the rest of the routes to be constant by forcing
xm,n,c = x¯m,n,c,∀c, m ∈ N\N¯ , n ∈ N\N¯ . Afterwards,
DSRRP is solved to obtain an improved solution, the process
is demonstrated in Fig. 4, where |N¯ | = 3.
Steps 12 and 13 initialize a counter and the sample size
(ss), respectively. In Step 15, the subset N¯ is determined by
randomly selecting ss nodes from N . The parameters ss0, h1,
and h2 are constants used to tune the algorithm. The value of
8Algorithm 1 Reoptimization Algorithm for DSRRP
Obtain the location of the outages from the damage assessors.
1: solve using CPLEX {Assignment}
(AL, AT ) = arg min{(50)|s.t. (51)-(64)}
2: for all c ∈ CL do
3: N(c) = {m|∀m ∈ ΩDK , ALm,c = 1} ∪ ΩP
4: end for
5: for all c ∈ CT do
6: N(c) = {m|∀m ∈ ΩDT , ATm,c = 1} ∪ ΩP
7: end for
8: solve using CPLEX (time limit = 300 s) {Assignment-DSRRP}
ζ∗ = min{(1)|s.t. (2)-(49),∑n∈N(c) xm,n,c = 1, ∀c,m ∈
N(c)}
9: obtain solution x∗ and objective ζ∗
10: let x¯ = x∗ and ζ¯ = ζ∗
11: repeat
12: set count = 0
13: set ss = ss0 {sample size}
14: while time limit is not surpassed do {Neighborhood Search}
15: let N¯ = sample(N, ss), where N¯ ⊂ N and |N¯ | = ss.
16: solve using CPLEX (time limit = 120 s) with warm start
ζ∗ = min{(1)|s.t. (2)-(49), xm,n,c = x¯m,n,c, ∀c, m ∈
N\N¯ , n ∈ N\N¯}
17: obtain x∗ and objective ζ∗
18: if ζ∗ < ζ¯ then
19: set x¯ = x∗; ζ¯ = ζ∗; count = 0
20: else
21: count = count+ 1
22: end if
23: if ss = |N | then break {solution is optimal}
24: if count = h1 then ss = ss+ 1
25: if count = h1 + h2 then break
26: end while
27: dispatch crews and set the traveled path as constant
28: update the repair time and return to Step 11
29: until all lines are repaired
Fig. 4. A single iteration of the neighborhood search, with |N¯ | = 3.
ss0 determines the size of the subset N¯ in the first iteration.
The size of N¯ is increased after h1 iterations with no change
to the objective, and the neighborhood search algorithm is
terminated after h1 + h2 iterations with no change to the
objective. In this paper, ss0 is set to be 3, as selecting 1
damaged component will not change the route, and selecting
2 has minimal impact on the route. The values of h1 and h2
were determined experimentally using several test cases, both
h1 and h2 equal 3.
The DSRRP is solved in Step 16 with parts of the route set
as constant. To obtain a fast solution, we warm start (provide
a starting point) CPLEX by using the incumbent solution and
enforce a time limit of 120 seconds for each iteration. The
objective value ζ∗ obtained from Step 16 is compared to the
current incumbent solution ζ¯. If the value is improved, we set
ζ∗ and x∗ as the current incumbent solutions and update the
counter, otherwise, the counter increases by one. The process
is repeated until the counter reaches h1, where we increase the
size of the subset in Step 24. If the sample size is |N |; i.e.,
the complete problem is solved without simplification, then
the solution is optimal and the neighborhood search stops.
Also, the search ends once the counter reaches h1 + h2, or
if the time limit is reached. The crews are then dispatched
to the damaged components, and the traveled paths are set as
constants in the optimization problem. After that, the repair
time is updated and Steps 14-26 are repeated to update the
route, as shown in Fig. 5. The idea of the dynamic approach
is to run Steps 14-26 while maintaining the best solution in an
adaptive memory. Once the operator receives an update from
the field, the neighborhood search is restarted with the newly
acquired information. Whenever a crew finishes repairing the
assigned damaged component, the crew is provided with the
current best route x¯. A flowchart for the proposed algorithm
is presented in Fig. 6.
Fig. 5. Dynamic vehicle routing problem.
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Initialize count and ss 
Update ss Update countUpdate count
Fig. 6. Flow chart of the Reoptimization algorithm.
B. Priority-based Method
In general, utilities schedule the repair using a defined
restoration priority lists. To compare the proposed approach
9to current practices, a priority-based method is developed to
replicate the procedure that the utilities follow. Each utility
has its own priority list but it can be generally summarized as
follows [36]:
1) Repair lines connected to high-priority customers.
2) Repair three-phase lines starting with upstream lines
3) Repair single phase lines and individual customers
Define Lp as the set of lines to repair with priority p, and wp is
a weighting factor, where w1 > w2 > w3 (e.g., w1 = 10, w2 =
5, w3 = 1). L1 contains the lines that must be repaired to
restore critical customers, L2 represents the three-phase lines
not in L1, and L3 represents the rest of the lines. The following
routing model is solved to find the repair schedule by utilizing
the priority of each line, as follows:
xp= arg min{
∑
∀p
∑
∀k∈Lp
∑
∀c∈CL
wpαc,k|s.t.(23)-(38)} (65)
The objective of (65) is to minimize the arrival time of the
line crews at each damaged components, while prioritizing
the high-priority lines through multiplying the arrival time by
the weight wp. The priority-based model is similar to DSRRP,
but without the power operation constraints. However, it is still
difficult to solve directly in a short time using a commercial
solver such as CPLEX. Therefore, the same procedure pre-
sented in Algorithm 1 is used to solve (65). After obtaining the
route xp, the DSRRP problem is solved by setting x = xp; i.e.,
we solve min{(1)| s.t. (2)-(40), xm,n,c = xpm,n,c,∀c,m, n}.
IV. SIMULATION AND RESULTS
Modified IEEE 123- and 8500-bus distribution feeders are
used as test cases for the DSRRP problem. Detailed informa-
tion on the networks can be found in [37] and [38]. Since
transportation networks data for the IEEE 123- and 8500-
bus test cases are not available, the network G and the travel
times are simulated by using the Euclidean distance [14]. The
average speed of the crews is assumed to be 35 mph in the
simulated problems. The travel time is calculated by dividing
the Euclidean distances between all nodes by the speed of
the crews. We then scale the travel time such that the travel
time between the two furthest locations equals 2 hours. The
x-coordinates and y-coordinates for the IEEE 123- and 8500-
bus test cases can be found in [37] and [38], respectively.
We assume that there is an available path to each damaged
component..
The IEEE 123-bus feeder, shown in Fig. 7, is modified by
including 4 dispatchable DGs, 18 new switches, 5 PVs and 2
BESSs. The 4 DGs are rated at 300 kW and 250 kVAr. PVs
in On-grid and hybrid systems are rated at 50 kW, and the PV
at bus 62 is rated at 900 kW. The forecasted solar irradiance
used in the simulation is presented in Fig. 8, which is obtained
from the National Solar Radiation Data Base (NSRDB) [39].
The data in Fig. 8 represent the solar irradiance at a location
impacted by Hurricane Matthew. The BESSs at bus 2 and
62 are rated at 50 kW/132 kWh and 500 kW/ 2100 kWh,
respectively. Fig. 9 shows the load shedding costs of each
load. The problems of optimally allocating the resources, DGs,
or switches, are out of the scope of this paper. We assume
there are 3 depots, 6 line crews distributed equally between
the depots, and 4 tree crews with 2 located in Depot 2 and
and 1 tree crew in each of the other depots. The time step in
the simulation is 1 hour. The simulated problem is modeled in
AMPL and solved using CPLEX 12.6.0.0 on a PC with Intel
Core i7-4790 3.6 GHz CPU and 16 GB RAM.
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A. DSRRP solution comparison
The repair and restoration problem is solved using five
methods: 1) a cluster-first DSRRP-second (C-DSRRP) ap-
proach presented in [15], the method clusters the damaged
components to the depot, then solves DSRRP; 2) the priority-
based method presented in Section III-B; 3) an assignment-
based method where the damaged components are assigned to
the crews, then DSRRP is solved (A-DSRRP), which is similar
to Steps 1-8 in Algorithm 1; 4) Reoptimization algorithm; 5)
CPLEX with warm start using the Reoptimization algorithm
solution.
10
Once an outage occurs, the distribution network is reconfig-
ured, and the DGs are dispatched to restore as many customers
as possible, before conducting the repairs. A random event is
generated on the IEEE 123-bus system, where 14 lines are
damaged, four of which are damaged by trees. Fig. 7 shows
the recovery operation of the distribution system to the outages
before the repairs; i.e., the state of the system at time t = 0.
The solution shown in Fig. 7 is obtained regardless of the
solution algorithm used, as the algorithms will only affect the
repair schedule and the network operation during the repairs.
Before the outage, all switches are closed except 151-300 and
54-94. Since line 7-8 is damaged, the circuit breaker at the
substation is opened. Sectionalizer 28-168 is switched off,
forming a small microgrid, to serve the loads at buses 28 to
30. Similarly, switches 44-165, 77-172, 97-174, 97-197, 108-
175 and 108-176 are opened and 151-300 is closed to form
additional microgrids using the DGs in the network. Switches
60-160 and 60-169 are opened so that the PV+BESS at bus 62
can form a microgrid. The battery at bus 2 can serve the local
load in the first few hours after the damage. The repair/tree-
clearing times and required resources are given in Table I. The
estimated repair time is assumed to be accurate. It is assumed
that each crew can carry 30 units of resources, and the required
capacities (CapRr ) for the 6 types of resources are {3, 2.5, 2, 1,
4, 1}. A summary of the results and performances of different
solution methods is shown in Table II. The time limit is set
to be 3600 seconds [40] for all methods except for the last
one (CPLEX with a warm start) in order to find the optimal
solution.
TABLE I
THE RESOURCES AND TIME REQUIRED TO REPAIR THE DAMAGES
Line
Resources (units) Estimated repair/clearing time (hrs)
A B C D E F Line Crew Tree Crew
7-8 1 2 0 1 0 0 2.5
15-17 1 2 1 1 0 0 1.25 1
18-19 1 2 1 1 0 0 0.5
27-33 1 2 1 1 0 0 2.25
38-39 1 2 1 1 0 0 1 0.75
54-57 0 2 0 1 2 0 0.75
58-59 1 2 1 1 0 0 0.5
18-163 0 2 0 1 0 2 1.75
67-72 0 2 0 1 0 0 4 1.25
76-86 1 2 1 1 0 0 6 2
91-93 0 2 0 1 2 0 1.5
93-95 1 2 1 1 0 0 2.75
105-106 1 2 1 1 0 0 1.75 1
113-114 1 2 1 1 0 0 0.75 0.5
TABLE II
A COMPARISON BETWEEN FOUR METHODS FOR THE IEEE 123-BUS
SYSTEM
Method
Objective Optimality CPU Load Restoration
Value Gap Time Served Time
C-DSRRP $241,371 21.16% 3600 s 61.86 MWh 12 hrs
Priority-based $229,112 15.01% 662 s 62.25 MWh 9 hrs
A-DSRRP $211,597 6.21% 206 s 62.98 MWh 9 hrs
Reoptimization $199,210 0.00% 694 s 63.5 MWh 9 hrs
CPLEX $199,210 0.00% 4 hrs 63.5 MWh 9 hrs
The fifth column in Table II is the amount of energy served,
and the sixth column (restoration time) is the time when
all loads are restored. The assignment-based approach (A-
DSRRP) is the fastest but the solution is not optimal, neigh-
borhood search in the Reoptimization algorithm improved
the routing solution and obtained the best repair schedule.
To obtain the optimal solution, the route obtained from the
proposed method is used to warm start CPLEX and solve
DSRRP. CPLEX showed that the solution obtained from the
Reoptimization algorithm is optimal. C-DSRRP reached the
time limit but produced a feasible solution with 21.16%
optimality gap, while the priority-based method achieved an
objective value which is $29,902 higher than the optimal solu-
tion. The change in percentage of load served for each method
is shown in Fig. 10. The proposed algorithm outperformed the
other methods.
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Fig. 10. Percentage of load served at each time step.
Next, we compare the Reoptimization algorithm with the
priority-based method using three different damage scenarios
on the IEEE 123-bus system. The simulation results are shown
in Table III. The proposed method outperforms the priority-
based method in all instances with comparable computation
times. The results show how the proposed algorithm can
achieve near-optimal solutions, and indicate the importance
of co-optimizing repair scheduling and the operation of the
distribution system. For the first test case, the algorithm
achieved the optimal solution, while the optimality gap for the
priority-based method is 2.98%. The Reoptimization algorithm
achieved solutions that are approximately 11% and 17% less
than the priority-based method for the second and third test
cases, respectively.
TABLE III
THREE TEST CASES SOLVED USING THE REOPTIMIZATION AND
PRIORITY-BASED METHODS
Damage
Reoptimization Priority-based
Obj. % Gap CPU Time Obj. % Gap CPU Time
15 Lines $158,023 0.00% 660 s $162,734 2.98% 464 s
20 Lines $248,986 2.53% 762 s $279,197 14.97% 392 s
25 Lines $388,760 2.27% 782 s $467,278 22.93% 520 s
B. Dynamic DSRRP
In practice, the crew repair time is continuously changing.
Moreover, the dispatch commands must be issued as fast
as possible to reduce the outage duration. Therefore, the
DSRRP must be solved efficiently and the solutions should
be dynamically updated according to the current crew repair
11
time. To simulate the change in repair time, it is assumed
that once a crew reaches the damaged component, the repair
time is updated to its actual value by adding a random
number from the continuous uniform distribution on [-2,2]
to the estimated time. For example, once crew 1 arrives at
line 7-8, the repair time is changed from 2.5 to 3 hours.
Similarly, the solar irradiance is updated by adding ±5% to
the forecasted value. The time limit at Step 14 in Algorithm
1 is set to be 15 minutes after the first dispatch, so that the
repair time is updated every 15 minutes. While the crews are
repairing the damaged components, the neighborhood search
algorithm keeps searching for a better solution, and the crews
are dispatched using the incumbent solution.
The complete route is given in Table IV. The total cost is
$192,694, and the total energy served is 64.7 MWh. Table
V shows the timeline of events after solving DSRRP, where
all loads are restored after 8 hours. The initial states of the
switches are shown in Fig. 7, and the subsequent switching
operations are given in Table V. The 3-phase output of the
DGs and the substation are shown in Fig. 11, and Fig. 12
shows the output of the PVs and BESSs. Crew 5 repairs line
38-39 and switch 18-135 is opened and 44-165 is closed to
restore the loads at buses 35 to 46. Once line 113-114, is
repaired by tree crew 10 and line crew 4, switch 108-174 is
closed to restore the loads at buses 109 to 114. After repairing
line 7-8 in time step 4, the CB is closed and the network starts
to receive power from the substation. Switches 13-163 and 13-
164 are opened to keep lines 15-17, 18-19, and 27-33 isolated.
Loads at buses 52 to 59 are restored after repairing lines 54-57
and 58-59. 8 loads are restored after repairing lines 15-17 and
105-106. After 6 hours, the loads around depot 1 are restored
after repairing line 18-19 and closing switch 13-163. Finally,
all loads are restored after 8 hours once lines 76-86, 91-93,
and 93-95 are repaired. Switch 151-300 is opened and 18-135
is closed to return the network to its original configuration,
and the substation can serve all loads.
TABLE IV
ROUTING SOLUTION FOR THE DYNAMIC 123-BUS TEST CASE
Crew Route
Crew 1 DP 1→ 7-8 → 15-17
Crew 2 DP 1→ 163-18 → 27-33 → DP 1 → 93-95
Crew 3 DP 2→ 54-57 → 18-19
Crew 4 DP 2→ 113-114→ DP 3 → 105-106→ DP 2 → 91-93
Crew 5 DP 3→ 38-39 → 67-72
Crew 6 DP 3→ 58-59 → 76-86
Crew 7 DP 1→ 27-33 → 15-17
Crew 8 DP 2→ 76-86
Crew 9 DP 2→ 67-72
Crew 10 DP 3→ 113-114→ 105-106
C. Algorithm Scalability: IEEE 8500-bus System
The IEEE 8500-bus feeder test case is used to examine
the scalability of the developed algorithm. The test system,
shown in Fig. 13 [38], is modified by adding five DGs and
five PV systems. The test case has 35 damaged lines, 15
of which are tree induced. We assume there are 3 depots,
12 line crews, and 8 tree crews. The DSRRP problem is
TABLE V
EVENT TIMELINE FOR THE IEEE 123-BUS DYNAMIC TEST CASE
Time step
Switch operation
Lines repaired % Load Servedopen close
1 29%
2 29%
3 18-135 44-165
108-176
38-39,163-18
58-59,113-114
39%
4 13-163
13-164
60-169
150-149
7-8
54-57
61%
5 13-164
97-197
108-175
15-17
27-33
105-106
73%
6 72-166 13-163
168-28
60-160
97-174
18-19
67-72
89%
7 89%
8 72-166
77-172
76-86,91-93
93-95
100%
9 151-300 18-135 100%
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solved using the Reoptmization algorithm and the priority-
based method. A time limit of 15 minutes is imposed on
the algorithms to obtain a solution for dispatching the crews
to their first destinations. The total computation time of the
priority-based method is 32 minutes (15 for initial dispatch
+ 17 for updating the routes), and the total computation time
for the Reoptimization algorithm is 40 minutes (15 for initial
dispatch + 25 for updating the routes). The objective value is
10.2% lower using the Reoptimization algorithm at $763,184,
compared to $849,842 when using the priority-based method.
Fig. 14 shows the percentage of load supplied for the two
methods. The optimality gap is not known as CPLEX with
warm start could not converge to the optimal solution after
24 hours. The simulation results demonstrate the effectiveness
of the proposed method and its ability to handle large cases
within the time limits.
12
Fig. 13. Modified IEEE 8500-bus system with 35 damaged lines.
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V. CONCLUSION
In this paper, a mathematical model that combines 3-
phase unbalanced distribution system operation, fault isola-
tion and restoration, PV and BESS systems operations, and
resources coordination is developed. The model included the
coordination of line and tree crews as well as equipment
pick up for conducting the repairs. Also, a new framework
for modeling the connectivity of PV systems is designed.
Furthermore, a three-stage algorithm is developed with a newly
designed neighborhood search algorithm to iteratively improve
the routing solution. The developed approach is able to restart
when the repair time is updated, and the crews are dispatched
based on the incumbent solution. Test results have shown that
the proposed algorithm can provide effective restoration plans
within the time limit.
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