Yi and Zou (2013) proposed a Stein's unbiased risk estimator (SURE) for the tapering covariance estimator and suggested using the minimizer of SURE as the chosen tapering parameter. Motivated by the deep connection between SURE and AIC in regression models, we propose a family of generalized SURE (SURE c ) indexed by c where c is the same constant in front of the degrees of freedom in the information criteria for regression model selection. When c is 2 SURE 2 reduces to SURE. Let n and p denote the sample size and dimension respectively. We consider the setting where n ≤ p and log(p) = o(n). We establish the asymptotic normality of the generalized SURE and further derive an explicit probability bound result. We then provide a series of theorems to show that the generalized SURE family can be viewed as the information criteria for bandable covariance matrix estimation and selection in the sense that SURE 2 and SURE log(n) have the fundamental properties of AIC and BIC,
Introduction
Let X 1 , · · · , X n be independent and identically distributed p-dimensional Gaussian random vectors with mean µ and covariance matrix Σ p×p = σ ij p×p . Recently the problem of large covariance matrix estimation has become a hot topic, because the classical sample covariance matrix performs very poorly in the high-dimensional setting (Johnstone, 2001 ). The constant α controls the decay rate of the off-diagonal elements of Σ. Cai, Zhang and Zhou (2010) established the minimax optimal rates of estimating Σ under matrix ℓ 2 and Frobenious norms and showed that tapering the sample covariance matrix can attain the minimax rates provided that one can choose the tapering parameter properly. For example, to attain the minimax rate of convergence under Frobenious norm, the tapering parameter should be n 1/2(α+1) . However, the constant α is often unknown, thus the theoretical tapering estimator cannot be applied in practice. Cai and Yuan (2012) developed an adaptive minimax rate optimal estimator by using block thresholding.
From the application perspective, the most common practice is still choosing a good tapering parameter based on the observed data. Given a target unknow covariance matrix and a series of tapering covariance estimators, the ideal selection method should choose the best tapering covariance estimator among all candidate tapering estimators. Yi and Zou (2013) proposed a novel covariance tuning method by borrowing the idea in Stein's unbiased risk estimation theory (Stein, 1981; Efron 1986 Efron , 2004 . Consider a tapering covariance matrix estimatorΣ In this paper we provide a thorough theoretical study of SURE and SURE tuning for estimating large bandable covariance matrices. We first extend SURE to a family of generalized SURE denoted by SURE c . SURE corresponds to the case c = 2 in the generalized SURE family. There is a deep connection between SURE and AIC in the context of regression analysis (Efron, 1986 (Efron, , 2004 : the two are identical when the regression model has an additive homoscadestic Gaussian noise with known variance. The details of SURE c (τ ) are given in Section 2. We interpret SURE c as SURE information criteria for large covariance matrix selection: SURE 2 corresponds to AIC and SURE log(n) corresponds to BIC. In the sequal we reserve SURE for SURE 2 to honor the literature on Stein's unbiased risk estimation.
We then study the asymptotic properties of SURE c and SURE c selection under the setting where log(p) = o(n), p ≥ n and n → ∞. We make three theoretical contributions in this paper. First, we establish the central limit theorem of SURE c and a Bernstein type probability bound for SURE c . Next, we study the risk property of the SURE tuned estimator. We show that the SURE tuned estimator is minimax rate optimal for estimating the parameter space F α in (1.1). This result holds for the generalized tapering estimator. Moreover, we prove that the ratio of the risk of SURE tuned banding estimator to the smallest possible Frobenious risk by banding converges to 1 uniformly, which means that SURE tuning works as well as the oracle tuning. Last, we study the selection property of SURE c tuning when c = 2 and c = log(n). To take advantage of its simplicity, we focus on the banding estimator in the study. Assume that Σ is a banded matrix with bandwidth k 0 . Under some regularity conditions, we show that the minimizer of SURE is in [k 0 , k 0 + log n] almost surely. In contrast, the minimizer of SURE log(n) equals k 0 almost surely. In summary, our theoretical results show that SURE and SURE c (c = log(n)) have the fundamental properties of AIC and BIC (Shao, 1997; Yang 2005) , that is, SURE tuning is risk optimal but selection inconsistency while SURE c (c = log(n)) is selection consistent when the true model is in the candidate list (the true covariance matrix is banded).
The rest of the paper is organized as follows. Section 2 contains the discussion of SURE and its generalization to SURE c by following the information criteria argument.
Then we prove the asymptotic normality of SURE c (τ ) − R c (τ ) and further present a large deviation bound on |SURE c (τ ) − R c (τ )|. In Section 3 we study the risk property of the SURE tuned estimator and the selection property of SURE tuning and SURE log(n) tuning. The proofs of main theorems are given in Section 4. We move the proofs of technical lemmas used in Section 4 to a supplementary file.
Limiting Results for SURE Information Criteria

SURE information criteria
Let X 1 , · · · , X n be i.i.d. p-dimensional Gaussian random vectors with mean µ and
T . We assume p = p n ≥ n ≥ 3 and log p n = o(n) in the sequel. It is assumed that Σ comes from the parameter space F α defined in (1.1). Banding or tapering is a useful regularization method for estimating such covariance matrices (Bickel and Levina, 2008a; Cai, Zhang and Zhou, 2010) . To provide a unified treatment of banding and tapering, we consider the generalized tapering estimator of the covariance matrix:
where the generic tapering weights (ω
It can be easily checked that both banding and tapering use some special weights and their weights satisfy conditions (i)-(iii). In some theorems we consider the generalized tapering estimator, because the exact form of ω
matter. In some theorems we focus on the banding estimator to take advantage of its simpler expression. 
is the sample covariance matrix of Σ which is unbiased for Σ. The third term in the righthand is referred to as the covariance penalty (Efron, 2004 
As shown in Yi and Zou (2013) , var(σ s ij ) has an explicit expression and SURE(τ ) is equal to
with a n = n(n − 3) (n − 1)(n − 2)(n + 1) and b n = n (n + 1)(n − 2)
.
SURE(τ ) is referred to as Stein's unbiased risk estimator of R(τ ). Yi and Zou (2013) proposed the following SURE tuning for selecting the optimal tapering parameter There is a deep connection between SURE and AIC in the context of regression analysis (Efron, 1986 (Efron, , 2004 : the two are identical when the regression model has an additive homoscadestic Gaussian noise with known variance. If fact, it has been argued that the covariance penalty in the SURE formula should be a universal way to define the degrees of freedom of an estimator (Efron, 1986 (Efron, , 2004 Zou, Hastie and Tibshirani, 2007) . It is now well-known that AIC is one of the many information model selection criteria defined as −2log likeligood + c × model size. AIC uses c = 2
while BIC uses c = log(sample size). It is interesting to know that the constant 2 appears naturally in the covariance penalty term in the SURE formula. If we view SURE(τ ) as the matrix couterpart of AIC, it is natural to ask what is the matrix counterpart of BIC? Motivated by the expression of information model selection criteria, we replace the constant 2 in the covariance with c, while 2 ≤ c = o(n). Thus we define the generalized SURE formula as follows
We define a new risk function
and (2.9) we have
Naturally, we consider the minimizer of SURE c (τ ) as a chosen tapering parameter:
When c = 2, (2.10) reduces to (2.8) . When c = log(n), we interpret (2.10) as BIC tuning. This interpretation will be rigorously justified later in this paper. Thus we treat SURE c (τ ) as a family of SURE information criteria for large covariance matrix estimation.
The Central Limit Theorem and Large Deviation Bound
In this section, we establish the asymptotic distributional properties of the generalized SURE under the setting p = p n ≥ n → ∞. Since we give a unified treatment of all SURE c we also write c = C n in the sequal to indicate the possible dependence of c on n. For the sake of completeness, we restate the following two assumptions:
(C.1) X 1 , · · · , X n are independent and identically distributed p-dimensional Gaussian random vectors with mean µ and covariance Σ.
(C.
2) The covariance Σ comes from the parameter space F α defined in (1.1).
To facilitate the analysis, we represent the SURE c (τ ) formula by a new identity.
According to Theorem 3.1.2 from Muirhead (1983) , the MLEΣ has the same dis-
Then we can conclude that S c n (τ ) has the same distribution as SURE c (τ ). Therefore, it suffices to investigate the distributional properties of S c n (τ ).
where
14)
(2.15)
We are interested in the asymptotic distribution of Var n (τ )
where Var n (τ ) is defined below 1≤i,j,s,t≤p
Actually Var n (τ ) is an approximate variance of SURE(τ ) − R c (τ ), by deleting the higher order terms come from R 1 and R 2 . From the definitions of Var n (τ ) and R c (τ ),
we have the following proposition.
Assume p = p n ≥ n and C n = o(n). In the following two theorems we prove the asymptotic normality of Var n (τ ) In the next theorem we derive an explicit probability bound to describe how SURE c (τ ) deviates from R c (τ ). THEOREM 3 Suppose (C.1) and (C.2) hold. Assume p = p n ≥ n and 2 ≤ C n = o(n), for any even number K 0 ≥ 4, then there exists M K 0 such that, for any ǫ > 0
PROPOSITION 2 Combining Proposition 1 with Theorem 3, it is easy to see that
constant, then SURE(τ n )/R(τ n ) → 1 in probability as τ n → ∞ when n → ∞.
Properties of The SURE c Tuned Estimators
In this section we study the asymptotic properties of the SURE c tuned estimator and SURE c selection. To honor the literature we reserve SURE for SURE 2 .
Minimax optimality of SURE
AIC is known to yield asymptotic minimax estimator (Yang, 2005) . We interpret SURE as the AIC for covariance matrix estimation. Thus we expect the same minimax optimality property holds for SURE.
THEOREM 4 Suppose (C.1) and (C.2) hold. Assume n ≤ p and log p = o(n), then
Cai, Zhang and Zhou (2010) showed that the minimax rate of convergence for estimating Σ in F α under Frobenious norm is pn −(2α+1)/2(α+1) . Thus Theorem 4
indicates that SURE tuning yields a minimax rate optimal tapering estimator for estimating Σ in F α . The estimator defined in Cai, Zhang and Zhou (2010) that attains the minimax rate depends on knowing α. The SURE tuned estimator is fully data-driven. Cai and Yuan (2012) constructed another fully data-driven minimax rate optimal estimator by using the idea of block-thresholding.
SURE tuning versus oracle tuning
is called the oracle tuned estimator because it yields the smallest risk. The oracle tuning only exists in theory but can be used to judge the performance of an actual tuning method. We compare SURE tuning with the oracle tuning.
We begin with some regularity conditions. We switch the parameter space from F α to a slightly different parameter space G α by following Cai, Zhang and Zhou (2010).
Correspondingly, we replace the condition (C.2) by (C.3)
It is worth mentioning that estimating G α is as hard as estimating F α because the minimax rate stays the same (Cai, Zhang and Zhou, 2010). We work with G α because it makes our analysis slightly easier. For the same reason of convenience, we focus on the banding estimator instead of the generalized tapering estimator.
(C.4) The tapering weights w
Under condition (C.4), we can have a simpler expression of R(τ ):
We make additional assumption on the covariance matrix Σ:
Condition (C.5) is not very strict. It only requires the decay trend is detectable when the covariances σ ij move away from the diagonal. The assumption of σ ii = 1 is just used for simplifying the proof.
log n almost surely as n → ∞. Further assume that n log n ≪ p, then sup
Theorem 5 shows that if we only care about the risk property of the estimator, SURE tuning works as well as the oracle tuning because the SURE tuned banding estimator automatically achieves the smallest risk among all possible banding estimators. The same conclusion can be established for the tapering estimator proposed in Cai, Zhang and Zhou (2010). Its proof is slightly more involved. For the sake of space we do not include it here.
Selection inconsistency of SURE and selection consistency of SURE log(n)
Theorem 5 also shows that the distance between the SURE selection result and τ 0 is bounded by log(n). When Σ is a banded matrix, then we expect that τ 0 is the bandwidth of Σ. It is worth mentioning that when using tapering weight, R(τ ) reaches its minimum at τ 0 = 2k 0 − 3, where k 0 is the bandwidth of Σ. Therefore we will keep using the banding weight here. Recall that in the context of linear regression, AIC tends to select a larger model than the true model (Shao 1997 ). Hence we expect that SURE selection is inconsistent too. We make this claim rigorous in the next theorem.
THEOREM 6 Suppose (C.1) and (C.4) hold. Let the covariance matrix Σ be a banded matrix with bandwidth k 0 such that σ ij = 0 if |i − j| ≥ k 0 and min
Having shown the selection inconsistency of SURE, we are interested in finding a selection consistent procedure. We define SURE log(n) from SURE by following the relation between BIC and AIC. BIC is known for its selection consistency property.
Thus we expect SURE log(n) tuning is selection consistent. We make this claim rigorous in the sequel.
Under condition (C.4), we can write 
Proofs
In this section, we present the proofs of Theorems in Sections 2 and 3. We first list a few essential technical lemmas in Subsection 6.1 and the proofs of the main results are listed in Subsection 6.2. Throughout this section we use C to denote a generic constant. For the sake of space we move the proof of technical lemmas to a supplementary file.
Technical Lemmas
The general form of Isserlis' theorem, due to Withers (1985) , is stated as follows.
p is a Gaussian vector with zero mean then
where A denotes the sum of these products over all distinct ways pairing {1, · · · , 2N}.
The following Bernstein-type inequality for martingale is essentially a special case of Theorem 1.2A from De La Peña (1999).
The following moment inequality for martingale comes from Dharmadhikari et al.
(1968).
then for any K 0 ≥ 2 and n ≥ 1,
From the paper by Cai et al. (2010), we get the following Lemma.
LEMMA 4
AssumeΣ is an arbitrary estimator of covariance Σ. The minimax risk under the Frobenius norm satisfies that
Where F α and G α are defined as in (C.2) and (C.3). Furthermore for the parameter space G α , the optimal tapering parameter τ ofΣ (τ ) is the order n 1/(2(α+1)) .
We have the first property as follow.
LEMMA 5 Suppose Z = (z j ) 1≤j≤p be a p-dimensional normal random vector with mean 0 and covariance matrix
{s,t}∈P σ isit , where K 0 ≥ 1 and P 2K 0 is the set contains all the distinct ways that partitioning {1, · · · , 2K 0 } into pairs excluding the ways that partitioning 2k − 1 and 2k into a pair for any
LEMMA 6 Define Σ a = (|σ ij |), where σ ij are the elements of Σ and Σ satisfies the
LEMMA 7 Reviewing the definitions ofĀ
Now reviewing the definitions of
Then we have the following properties.
Then there exists a constant C such that, for any 1 
n−1 has the form as in (2.16) and there exists C such that, for any 1 ≤ τ the upper bound
Cn n 2 pτ ) and the lower bound is 
for all n ≥ 3. 
LEMMA 13 Suppose (C.1) holds and the covariance matrix Σ is a banded matrix with bandwidth k 0 such that σ ij = a ij I(|i − j| < k 0 ). Further assume its nonzero elements are bounded away from zero,
). The new risk R c (τ ) is defined as in (2.9), where 2 ≤ c = C n = o(n) under the tapering weight, R c (τ ) reach its minimum at 2k 0 − 3 for k 0 ≥ 3. Under the banding weight, then R c (τ ) reach its minimum at k 0 .
Proofs of Main Results
Proof of Proposition 1. By the definition of R c (τ ) and σ ii ≥ c for all 1 ≤ i ≤ p, we know that there exists a constant C 0 such that
Combine this with the upper bound of Var n (τ ) from Lemma 9, we conclude that 
for m ≥ 2 and
First we apply Brown's Martingale central limit theorem to S n−1 (see Hall (1989) as an example).
We only need to check the following two conditions: 
Using the definition of H n (Z i , Z j ), it is easy to see that E l j=2 H n (Z 1 , Z j ) = 0 for any l > 1. Therefore,
Then using Holder's inequality and by setting K 0 = 4 in Lemma 10 suggests 
and s
Therefore it is easy to see that
Let K 0 = 2 in Lemma 11 and combine with Lemma 8, we get that
Using the lower bound
) of s 2 n−1 from Lemma 9, it is easy to see s
2 → 0 as n → ∞, which implies (4.25). Therefore we can conclude that s
n−1 S n−1 converges to a standard normal distribution. By Lemma 9, we know s By Chebyshev's inequality, so we get the desired result.
Proof of Theorem 2. Since C n is a constant and p n /n → y ∈ [1, ∞), we know that the lower bound of s
Cn 2 from (4.64). So using this new lower bound in the proof of Theorem 1, keeping all other statements the same, we then get the desired result.
Proof of Theorem 3. Since S c n (τ ) has the same distribution as SURE c (τ ), we only need to show that the probability bound for S 
for any m ≥ 1. Using the inequality P( 
Notice that
Thus by Lemma 9 and Lemma 11,
For computing the bound of B n , first recall the definition of ξ m and µ m in (4.29), we have,
for any even number K 0 ≥ 4. By Moment inequality for independent variables and apply Lemma 10 , we have that
. By Lemma 9,
Finally, we calculate the bound of C n . By Lemma 9 and 12. it is easy to show that
Now combine (4.31), (4.32) and (4.33), A n +B n +C n ≤ 2 exp − 1 16
. We arrive at the conclusion.
Proof of Theorem 4. For any Σ ∈ F α , by the definitions ofτ n and τ 0 , we know that SURE(τ n ) ≤ SURE(τ 0 ). Then by (2.6), it is easy to see that
So we can conclude that for any Σ ∈ F α ,
for any k ≥ 1. So we have that
Now dealing with the third term in (4.34), we have
Furthermore, we know that
1≤i,j,s,t≤p
Then by the similar arguments, we know that 2
By Lemma 4, we know that sup
1/2(α+1) and I n = C 0 pn −(2α+1)/2(α+1) . We only need to find the upper bound of the rest terms in (4.36). Without loss of generality, we assume σ ii = 1 for all 1 ≤ i ≤ p.
Now choosing k n = 4C 1 n 1/2(α+1) , where C 1 = max{C 0 , 1}. It is easy to see that
if n ≥ 4. From now on, we assume n is large enough. First for any
Since R(τ 0 ) ≤ I n , we know that τ 0 ≤ C 0 n 1 2(α+1) . So by Lemma 9, there exists C 2 such
. Now choosing K 0 = 8 and applying Theorem 3 with different t n and λ to bound
and λ n = k 3(log p) 5/8 ≥ 1, there exists C such that
The same results from (4.37), (4.38) and (4.39) are also true for P(|SURE(τ 0 ) −
). For any τ , by applying Lemma 10 and 12, for any even number K 0 ,
. Then for K 0 = 8, by Markov inequality,
So when n is large enough, we have that
It is easy to check that
Proof of Theorem 5. For any |h| ≥ 1, it is easy to check that
Since τ 0 is the unique minimizer of R(τ ), we know that R(τ 0 ± 1) − R(τ 0 ) > 0. Then, . For any h ≤
Then there exists δ > 0 such that
. Using Lemma 9, there exists a constant C such that Var
. From now on, we assume n is large enough and apply Theorem 3 to bound A n and B n with different t n and λ for different h. We further choose K 0 = 8.
For log n ≤ |h| ≤ log p and τ 0 + h ≥ 1, set t n = δ log n √ C and λ = |h| log n , there exist a constant C such that the upper bound for A n and B n is 2 exp − 
, by choosing t n = δ log p √ C and λ = h log p , we have that
Using Lemma 9, therefore there exist C 1 > 1 such that
. since n is large enough, we have that
. Then
Var n (τ 0 + h)).
Now applying Theorem 3 to
log p and λ = √ np log p , we get
. By (4.40) and let K 0 = 8 using Markov inequality, we get A n + B n ≤ C(np) −4 . , we can conclude that
when n is large enough. So ∞ n=1 P(|τ n −τ 0 | > log n) < ∞, by Borel-Cantelli Lemma, we know that |τ n − τ 0 | ≤ log n almost surely as n → ∞.
. So combining these with (4.36), it is easy to see that
From (4.41), we only need to show that C n p
Follow the similar proof of (4.47), by choosing K 0 = 8, we can get that |k−τ 0 |≥log n,k≤kn
. Then if p ≫ n log n, we get the desired conclusion.
Proof of Theorem 6. By the definition of R(τ ), we have that
Then it is easy to see that k 0 is the unique minimizer of R(τ ), because the off-diagonal entries of the covariance matrix is zero when |i − j| ≥ k 0 and the rest are bounded away from 0. For the simplicity of the proof, we assume σ ii = 1. Since k 0 is a constant, then exact banded matrix Σ ∈ G α with M 1 = k 2 0 and α < 1. By Lemma 9, we know that
. Folow the proof of Theorem 5, we know that |τ n − τ 0 | ≤ log n almost surely as n → ∞. By Borel-Cantelli Lemma, we only need to show that
By (4.43), we only need to bound A n and B n for all k ≤ k 0 − 1. Apply Theorem 3 with K 0 = 6, t n = δ log n and λ = h, we find the upper bound
We get the conclusion.
Proof of Theorem 7. Similar to the proof of Theorem 5, we want to find the upper bound of A n and B n in (4.43). By the similar arguments as in (4.45) and (4.46), we
. Since . From now on, we assume n is large enough. Choose K 0 = 8 and apply Theorem 3 to bound A n and B n with different t n and λ for different h. For 2 ≤ |h| ≤ log p and τ c 0 + h ≥ 1, with t n = δ log n √ C and λ = |h|, it is easy to see that the upper bound for A n and B n is
For log p ≤ |h| and h + τ
Furthermore for
, by choosing t n = δ log p √ C and λ = |h| log n log p , we know
Using Lemma 9, therefore there exist C > 1 such that
. Since n is large enough, we have that
Now applying Theorem 3 to A n with choosing t n = δ √ 2C
when n is large enough. So by Borel-Cantelli Lemma, we know that |τ 
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The Proofs of Lemmas
First reviewing some concepts from permutation, a permutation Γ of real number set S := {1, 2, · · · , K 0 } is defined as a bijection from S to itself. The cycle notation for permutation expresses the permutation as a product of cycles corresponding to the orbits of the permutation. So a permutation Γ can be written as the product of disjoint cycles corresponding to the orbits of the permutation, such as Γ = C l , where C l is a cycle of length l. Another fact is that any two pair partitions P 2K 0 and P
For example P 4 = {{1, 2}, {3, 4}} and P ′ 4 = {{1, 3}, {2, 4}} form a permutation Γ = (1, 2, 4, 3) and
In the following proofs, the constant C may vary from line to line.
Proof of Lemma 5. By Lemma 1 (see Isserlis' theorem, Withers 1985), we know 
Using the inclusion-exclusion principle, the above formula excludes out all the products which contains σ i 2k−1 i 2k from . So we get
where P 2K 0 is the set contains all the distinct ways that partitioning {1, · · · , 2K 0 } into pairs excluding the ways that partitioning 2k − 1 and 2k into a pair for any k ≤ K 0 , and P is the set contains all the sub-index {s, t} of σ isit which forms a way of pair partition in
Further we know that, {s, t} ∈ P, {s, t} = {2k−1, 2k} for any k ≤ K 0 , and
⌉, the all the sub-index {⌈
in P after suitable position exchange, can form a bijection Γ from {1, 2, · · · , K 0 } to itself. So Γ is a permutation of {1, · · · , K 0 } without fixed point. Then
Proof of Lemma 6. The first equality in (4.37) is due to the definition of the trace of a matrix. By the assumption of λ max (Σ) ≤ M 0 , we induce that σ ii ≤ M 0 for i ≥ 1, and |σ ij | have a universal bound. Then by Perron-Frobenius Theorem and Σ ∈ F α , we
Proof of Lemma 7. Recall the definitions of a n .b n , a ij , b ij and ω ij (τ ), then
. It's not hard to see thatĀ ⌋. When n is large enough, there exists ǫ > 0 such thatĀ
In the following proofs, we define thatĀ
Proof of Lemma 8. First by the definitions of Y nm , Y m and U m , we observe that
Applying Lemma 5, 6 and 7, we can calculate that
Then by the similar arguments as above, as n → ∞, we have that
So we can conclude that D n ≤ C(
Proof of Lemma 9. Follow the same notation as in the proof of Theorem 1, we have that
So it is easy to check that s 
1≤i,j≤p,|s−t|<τ
From lemma 7 and 6, we know thatB (τ ) ij = 0 when |i − j| ≥ τ , and (4.37), it is easy to see that
and let i or j equals t or s in the above summation 
By Lemma 7, we also know that |Ā (τ ) ij | is bounded by 2 for 1 ≤ i, j ≤ p, then
and EU
, then
otherwise.
(4.64)
So we can conclude that s
n n 3 ) when C n is not a constant and C n → ∞ as n → ∞ or p ≫ n. When C n is a constant and Proof of Lemma 10. By the definition of H n (Z 1 , Z 2 ), using Lemma 5, it is easy to see that, for any even number K 0 ,
where P 2K 0 is defined as in Lemma 5 and P, P ′ ∈ P 2K 0 . Notice all the sub-index {u, v} of i u i v from σ iuiv in the product {s,t}∈P {g,h}∈P ′ σ isit σ ig i h , after suitable position exchange, can form a bijection Γ from {1, 2, · · · , 2K 0 } to itself. So Γ is a permutation of {1, · · · , 2K 0 } without 1-element cycle. Then using cycle notation, Γ = l C l , which C l are the disjointed cycle with length |C l | = l ≥ 2 forms the permutation Γ and l |C l | = 2K 0 , so
Using the similar arguments as above, the sub-index {s, t} of i s i t from σ isit in the
cycle notation. Furthermore all C l are the cycle with length |C l | ≥ 4. This is because that {s, t} ∈ P = {2k −1, 2k}, then there is no cycle with length 2 in the permutation Γ ′ . And if there is a cycle C 3 with length 3, without loss of generality, assume this cycle start with k is odd number, so C 3 can be written as k → k + 1 → l → k, while l = k = k + 1. Since {k, k + 1} is the sub-index from the terms σ i 1 i 2 · · · σ i 2K 0 −1 i K 0 and l = k, then {k + 1, l} comes from P and {l, k} ∈ {{2m − 1, 2m}, 1 ≤ m ≤ K 0 }, which is contradict with l = k + 1. So the smallest length of C l is not smaller than 4. Then
n K 0 . Using the similar argument for (4.51) as in Lemma 5, we get that
Then with the property of P, we know that 2⌈
in P forms a permutation Γ P of {2, 4, · · · , K 0 } without fixed point, while Γ P = C l and C l is a cycle with length l ≥ 2, so there are at most
Now we get all the results.
Proof of Lemma 11. Define
where l, f ≤ m − 1 for all m ≥ 2. Then
and
So by the moments' bounds for Martingale and C r inequlaity,
Using the same inclusion and exclusion principle argument as in Lemma 5, we con-
where P 4K 0 is the set contains all the distinct ways that partitioning 1, · · · , 4K 0 into pairs excluding the ways that partitioning 2k − 1 and 2k into a pair for any k ≤ 2K 0 and the ways contains {4l −3, 4l −1} and {4l −2, 4l} or {4l −3, 4l} and {4l −2, 4l −3}
for any l ≤ K 0 and P ∈ P 4K 0 . By the similar argument as in the proof of Lemma 10, all the sub-index {g, h} from σ ig i h in the product [ Whence {4l − 1, s} ∈ P and {4l − 3, s} ∈ {{2t − 1, 2t}, t ≤ 2K 0 } then s = 4l − 1, then there is contradiction. So So we get that
Now we need to find the bound for ET n (Z 1 , Z 2 ) K 0 . First
Using Lemma 5, we can have that 
So we get the desired moment bound for R 2 .
Proof of Lemma 13. As we argued in the proof of Theorem 6, it is not hard to show 
