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Kĺıčová slova: MQ problém, HFE, post-kvantová kryptografie
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S pokrokem v oblasti kvantových poč́ıtač̊u je otázka post-kvantové krypto-
grafie stále palčivěǰśı, jelikož značná část schémat pro asymetrickou kryptogra-
fii je založena na problému kvadratického rezidua, problému faktorizace anebo
problému diskrétńıho logaritmu. Např́ıklad př́ımou hrozbou pro RSA z oblasti
kvantových poč́ıtač̊u je známý Shor̊uv algoritmus [Sho97] pro faktorizaci č́ısel,
který by měl být schopen proběhnout v polynomiálńım čase.
Tuto problematiku se snažila řešit r̊uzná schémata založená na tzv. MQ-
problému – problému založeném na řešeńı kvadratických rovnic o v́ıce proměnných
nad konečnými tělesy. Bohužel se postupně ukázalo, že mnohá navržená schémata
jsou př́ılǐs snadno prolomitelná. Proto byly představeny modifikace p̊uvodńıch
schémat, které měly zvýšit odolnost schémat. Tato práce se zaměřuje na schémata
s HFE trapdoorem (z anglického
”
Hidden Field Equations“) a jeho modifikace
navržené v [Wol02], konkrétně HFEz a HFEm, s ćılem se navrhnout nový po-
tenciálńı algoritmus pro řešeńı systému s modifikaćı HFEz.
Prvně si v této sekci zadefinujeme základńı pojmy pro práci s tělesy a trans-
formacemi, které jsou pro MQ-problém kĺıčové, abychom následně v daľśı sekci
mohli zadefinovat MQ-problém a pod́ıvat se na HFE a některé jeho vlastnosti.
Ve třet́ı sekci na tyto vlastnosti navážeme, abychom mohli popsat některé útoky
na základńı HFE schéma. Poté již budeme mı́t k dispozici potřebnou teorii pro
modifikace, resp. útoky na ně, a provedeme útok na HFEz skrze útok na větveńı
popsaný v [Fel06]. Posledńı sekci uzavřeme diskuźı nad několika zaj́ımavými
otevřenými problémy, které se v pr̊uběhu útoku objevuj́ı.
Při popisu HFE, modifikace HFEz a útoku na HFEz budou postupy ukázány
na jednoduchých př́ıkladech. Př́ıklady byly vygenerovány v programu Wolfram
Mathematica 10.2, zdrojový kód skriptu pro generováńı použitých př́ıklad̊u je
zveřejněn na http://adolf.streda.matfyz.cz/MQ/example_gen.nb. Z prosto-
rových d̊uvod̊u zde dojde k rozchodu v konvenci – např́ıč praćı budeme praco-
vat s řádkovými vektory, nicméně právě u př́ıklad̊u bude z d̊uvod̊u prostorových
vhodněǰśı uvažovat vektory sloupcové.
1.1 Konečná tělesa
Konečná tělesa jsou základńım stavebńım kamenem pro schémata založená
na MQ Problému, proto by bylo př́ıhodné zač́ıt s jejich definićı a provést několik
základńıch pozorováńı o jejich vlastnostech. Ještě než si připomeneme definici
tělesa, bude užitečné si pro daľśı použit́ı připomenout i definici grupy:
Definice. Necht’ G je množina o q ∈ N prvćıch a máme operaci · : G×G→ G.
Pak (G, ·) nazveme grupou, jestlǐze plat́ı následuj́ıćı vlastnosti:
• Asociativita: ∀a,b,c ∈ G : (a · b) · c = a · (b · c)
• Existence neutrálńıho prvku: ∃e ∈ G∀a ∈ G : a · e = a = e · a
• Existence inverzńıho prvku: ∀a ∈ G∃a−1 ∈ G : a · a−1 = a−1 · a = e;
Pokud nav́ıc plat́ı v této grupě komutativita, ∀a,b ∈ G : a · b = b · a, pak takovouto
grupu nazveme abelovskou grupou.
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Definice. Necht’ F je neprázdná množina o alespoň dvou prvćıch, na které máme
dvě operace: sč́ıtáńı + : F × F → F a násobeńı · : F × F → F. Pak (F, · ,+)
nazveme (konečným) tělesem, jestlǐze (F,+) a (F\{0}, ·) jsou abelovské grupy
a plat́ı distributivita: ∀a,b,c ∈ F : (a+ b) · c = a · c+ b · c.
Definice. Necht’ F je těleso a p ∈ F[x] ireducibilńı polynom stupně n ∈ N a (p)
bud’ ideál j́ım generovaný v F[x]. Pak E := F[x]/(p) nazveme (algebraickým)
rozš́ıřeńım tělesa F stupně n, znač́ıme F ≤ E.
Poznámka. Necht’ F ≤ E je rozš́ıřeńı těles stupně n ∈ N, pak nosič E spolu
s operaćı sč́ıtáńı a násobeńım prvkem z F je isomorfńı vektorovému prostoru Fn,
označme ho jako EF.
Na ireducibilńı polynomy v tělese můžeme pohĺıžet ještě jiným zp̊usobem skrze
jejich kořeny:
Definice. Necht’ F ≤ E je rozš́ıřeńı těles, pak pro a ∈ E nazveme ma,F ∈ F[x]
minimálńım polynomem prvku a nad F, jestlǐze ma,F je monický, ma,F(a) = 0
a ∀f ∈ F[x] : f(a) = 0⇒ ma,F|f (tj. z hlediska dělitelnosti je minimálńı takový).
Povšimněme si, že minimálńı polynom muśı být vždy ireducibilńı. Nejen proto
jsou užitečným nástrojem nejen při odvozováńı nových těles a nav́ıc nám umožńı
dát př́ımočaře do vztahu rozš́ı̌reńı tělesa F stupně n ∈ N a odvozeného vekto-
rového prostoru Fn.
Lemma 1.1. Necht’ E = F[x]/(p), p ∈ F[x] nekonstantńı ireducibilńı poly-
nom, je rozš́ıřeńı těles stupně n ∈ N. Pak existuje a ∈ E takové, že p(a) = 0
a (1, a, . . . , an−1) tvoř́ı bázi vektorového prostoru EF.
D̊ukaz: Bud’ p(x) = k
∑n
i=0 tix
i, ti, k ∈ F a vezměme prvek a ∈ E : a = x +








i = 0, nicméně to by znamenalo, že ma,F neńı minimálńı, a tedy
dostáváme spor.
k
Důsledek 1.2. Necht’ E = F[x]/(p), p ∈ F[x] nekonstantńı ireducibilńı polynom,
je rozš́ıřeńı těles, pak deg(p) = dimEF.
Dı́ky tomuto lemmatu nav́ıc přirozeně dostaneme tzv. kanonickou bijekci. Ka-
nonická bijekce je kĺıčové zobrazeńı, které nám umožńı propojit ve schématu
těleso se svým rozš́ı̌reńı, což se bude velmi užitečná vlastnost pro následuj́ıćı
kapitoly.
Definice. Zobrazeńı ψ : E→ Fn pro E = F[x]/(ma,F), kde ma,F je minimálńı po-
lynom prvku a ∈ E nad tělesem F, nazveme kanonickou bijekćı, jestlǐze toto zob-
razeńı zobraźı libovolný prvek x ∈ E na jeho souřadnice v̊uči bázi (1, a, . . . , an−1)
vektorového prostoru EF.
Pozorováńı 1.3. Kanonická bijekce je izomorfismus algeber EF a E se sč́ıtáńım
definovaným jako ve vektorovém prostoru, resp. v tělese.
Pozorováńı 1.4. (Frobeni̊uv automorfismus)
Necht’ Fq je těleso o q prvćıch, pak zobrazeńı ϕ : a 7→: acharFq , a ∈ Fq, je auto-
morfismus.
Povšimněme si jednoho zaj́ımavého d̊usledku: mocněńı na charakteristiku
tělesa zachovává strukturu podtěles, tj. vzor i obraz lež́ı ve stejném podtělese.
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1.2 Afinńı transformace
Afinńı transformace hraj́ı kĺıčovou roli v budováńı schémat pro asymetrickou
kryptografii založených na MQ problému – hraj́ı úlohu v tzv. trapdooru, což
je nutná podmı́nka pro vybudováńı efektivńı asymetrické kryptografie nad MQ
problémem. Právě použité afinńı transformaci umožńı skrýt jednoduše inverto-
vatelný polynom a převést problematiku jeho invertováńı na úroveň NP-úplného
problému.
Definice. Necht’ n ∈ N, F je těleso, ~v ∈ Fn a f : Fn 7→ Fn je lineárńı bijektivńı
zobrazeńı. Pak zobrazeńı g(~x) := ~v+f(~x), x ∈ Fn, nazýváme afinńı transformaćı.
Definice. Necht’ n ∈ N, F je těleso, A ∈ Fn×n a ~v ∈ Fn. Pak S(~x) = A~x+~v, x ∈
Fn, nazýváme maticovou reprezentaćı afinńı transformace.
Definice. Necht’ n ∈ N a F je těleso. Pak, definujeme-li fi(~x) :=
∑n−1
j=0 αi,jxj+αi
pro αi,j, αi ∈ F, i = 0, . . . , n− 1, nazýváme f(~x) = (f0(~x), . . . , fn−1(~x)) reprezen-
taćı afinńı transformace pomoćı polynom̊u v́ıce proměnných.
Pozorováńı 1.5. Z definice násobeńı matic a sč́ıtáńı vektor̊u ve vektorovém pro-
storu zřejmě vyplývá, že αi,j = (A)i,j a ~v = (α0, . . . ,αm−1)
>, tj. reprezentace
polynomy o v́ıce proměnných je jen formálńı rozpis maticové reprezentace.
Lemma 1.6. Afinńı transformace z Fn do Fn, pro F těleso a n ∈ N, tvoř́ı s operaćı
skládáńı grupu. Tuto grupu označme Aff(Fn).
D̊ukaz: Dı́ky Pozorováńı 1.5 uvažme bez újmy na obecnosti transformace v mati-
cové reprezentaci.
Neutrálńım prvkem grupy je identita. Máme-li afinńı transformaci v maticové
reprezentaci S(~x) = A~x+~v, pak jej́ım inverzńım prvkem je A−1(~x−~v) = A−1~x−
A−1~v, což je opět afinńı transformace složená z lineárńıho zobrazeńı definovaného
matićı A−1 a vektoru A−1~v. Analogicky uzavřenost na skládáńı: (g ◦ f)(~x) =
B(A~x+ ~v1) + ~v2 = BA~x+ (B~v1 + ~v2).
k
Pokud dáme do souvislosti lineárně algebraické reprezentace afinńıch trans-
formaćı a rozš́ı̌reńı těles, pak dostaneme daľśı reprezentaci. Nová reprezentace
vycháźı z bijekce mezi rozš́ı̌reńım těles a vektorovým prostorem odpov́ıdaj́ıćı di-
menze nad rozšǐrovaným tělesem. Právě zde se nám bude hodit kanonická bijekce
z předchoźı kapitoly.




pi + A, Ai, A ∈ Fpn nazveme afinńı transformaćı reprezento-
vanou polynomem o jedné proměnné.
Lemma 1.7. Každé afinńı transformaci v maticové reprezentaci nad Fnq odpov́ıdá
právě jeden polynom jedné proměnné tvaru P (X) =
∑n−1
i=0 AiX
qi +A, Ai, A,X ∈
Fqn , 0 ≤ i < n, tj. je-li ψ kanonická bijekce, pak pro všechny L ∈Aff(Fnq ) existuj́ı
koeficienty Ai, A ∈ Fqn určuj́ıćı P takové, že ∀X ∈ Fqn : ψP (X) = L(ψ(X))
D̊ukaz: Bez újmy na obecnosti uvažujme lineárńı transformaci – d́ıky kanonické
bijekci m̊užeme translačńı složku afinńı transformace převést samostatně.
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qi určuje lineárńı zobrazeńım nad Fqn. Nav́ıc d́ıky kanonické
bijekci máme jednoznačnou korespondenci mezi prvky Fnq a Fqn.
Nyńı se pokuśıme spoč́ıtat počty lineárńıch zobrazeńı nad Fnq a lineárńıch zob-
razeńı nad Fqn. V prvńım př́ıpadě počet lineárńıch zobrazeńı odpov́ıdá počtu matic
nad daným tělesem, tj. qn·n = qn
2
. V druhém př́ıpadě máme qn možnost́ı jak zvo-
lit koeficient u jednoho monočlenu, tj. celkem (qn)n = qn
2
možnost́ı jak zvolit
koeficienty v celém polynomu. Každé dva takovéto polynomy nad Fqn reprezen-
tuj́ı jiné zobrazeńı, jinak jejich rozd́ıl by měl qn kořen̊u při stupni nǐzš́ım jak qn.
Tı́mto početńım argumentem dostáváme vzájemně jednoznačnou korespondenci
mezi těmito množinami zobrazeńı, a tedy i transformacemi.
k
Tento d̊ukaz je sṕı̌se technický, bylo by možné sestrojit i konstruktivńı variantu
s využit́ım algoritmu pro tento převod – interpolaćı polynomů o v́ıce proměnných
popsanou např́ıklad v [MI88]. Nicméně, jelikož toto lemma v této práci použijeme
jen pro technickou nadstavbu tohoto lemmatu pro kvadratické polynomy v́ıce
proměnných, pak postač́ı i tato nekonstruktivńı varianta.
Toto lemma je velmi užitečné v několika ohledech. Nejenže dává př́ımou
korespondenci mezi afinńımi zobrazeńımi, ale nav́ıc v kombinaci s vlastnostmi
faktorových okruh̊u umožńı naj́ıt podobnou korespondenci i u jedné skupiny
nelineárńıch zobrazeńı. Právě d́ıky tomuto přechodu můžeme využ́ıt specifika
rozš́ı̌reńı těles u této skupiny zobrazeńı, ale zároveň můžeme do jisté mı́ry apliko-
vat nástroje pro práci s vektorovými prostory anebo polynomy o v́ıce proměnných.
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2 MQ problém
Nyńı můžeme konečně popsat obecné schéma založené na problému řešeńı
soustavy kvadratických rovnic v́ıce proměnných nad konečnými tělesy. Necht’ tedy
máme systém m ∈ N rovnic o n ∈ N neznámých nad tělesem F. Pak uvažme
polynomy






















αk,i,j, βk,j, γk ∈ F pro 0 ≤ i, j ≤ n a 0 ≤ k ≤ m
Množinu všech takovýchto možných polynomiálńıch vektor̊u (p1, p2, . . . , pm)
označme MQ(Fn,Fm), resp. pro př́ıpad m = n zkráceně MQ(Fn).
Uváž́ıme-li rovnice odvozené z těchto polynomiálńıch vektor̊u
y1 = p1(x0, . . . , xn−1)
y2 = p2(x0, . . . , xn−1)
...
ym = pm(x0, . . . , xn−1)
pak obecně naj́ıt vyhovuj́ıćı x0, x2, . . . , xn−1 pro zadaná y1, y2, . . . , yn je do-
konce NP-úplný problém (viz str. 33 [Wol02]) – nazvěme ho MQ problém (dle
anglického Multivariate Quadratic). Nicméně to by bylo pro vybudováńı asyme-
trické kryptografie nedostačuj́ıćı – potřebujeme ještě tzv. trapdoor, který nám
s dodatečnou informaćı umožńı tyto vzory spoč́ıtat ideálně v polynomiálńım
čase. K tomuto poslouž́ı afinńı transformace z předchoźı sekce. Vezměme si trojici
funkćı (S,P ′,T ) ∈Aff(Fn)×MQ(Fn,Fm)×Aff(Fm), kde P ′ je speciálně konstruo-
vaný polynomiálńı vektor, aby ho bylo možné výpočetně efektivně invertovat pro
konkrétńı vstup. Pak trojice (S,P ′,T ) bude tvořit privátńı kĺıč a P = T ◦ P ′ ◦ S
bude př́ıslušný veřejný kĺıč. Konkrétńı význam
”
efektivńıho invertováńı“ zálež́ı
na použitém schématu, pro tento popis se zat́ım spokojme s intuitivńı představou
– tj, že dokážeme invertovat polynom řádově efektivněji než-li útočńık řeš́ıćı sou-
stavu bez těchto dodatečných informaćı. Jedńım z možných zp̊usob̊u, jak takovýto
trapdoor zkonstruovat je např́ıklad HFE.
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2.1 Hidden Field Equations (HFE)
HFE vzniklo jako zobecněńı MIA (taktéž známé jako Matsumoto-Imai Schema
A nebo C* pro variantu s větveńım), které uvažovalo speciálně volený monočlen
nad nadtělesem. HFE uvažuje nav́ıc i součty monočlen̊u definovaných v MIA.
Formálně definujme polynomiálńı vektor HFE-tvaru následovně:
Definice. Necht’ Fq je konečné těleso, E je jeho nadtěleso konečného stupně
n ∈ N. Uváž́ıme-li kanonickou bijekci ψ : E → Fn, kterou jsme dostali jako










qi + C, Ai,j, Bi, C ∈ E, X ∈ E
takový, že P = ψ ◦ P ◦ ψ−1, d ∈ N. Takovýto polynom P nazveme HFE polyno-
mem, členy Ai,jX
qi+qj nazveme kvadratickými členy, BiX
qi členy lineárńımi a C
konstantńım členem HFE polynomu.
Důsledkem zobecněńı je možnost volit polynomy menš́ıho stupně, nicméně za
cenu toho, že pro práci s HFE polynomem muśıme použ́ıt jiné algoritmy a mo-
hou se objevit problémy s př́ıpadnou nesurjektivitou definovaného zobrazeńı. Na
druhou stranu útoky na toto zobecněńı je možné využ́ıt i pro útoky na MIA,
byt’ s možným sńıžeńım efektivity. Bohužel dle očekáváńı podobný vztah druhým
směrem k dispozici neńı.
K invertováńı polynomů v HFE-tvaru potřebujeme předevš́ım algoritmus pro
hledáńı kořen̊u polynomu – pro efektivńı invertováńı pr̊uchodu systémem za po-
moci privátńıho kĺıče se nab́ıźı např́ıklad von zur Gathen̊uv-Shoup̊uv algoritmus
[vzGS92]. Daľśı algoritmy pro hledáńı vzor̊u můžeme nalézt např. v rozš́ı̌rené verzi
[Pat96b] v sekci 5.
Pozorováńı 2.1. Bez újmy na obecnosti m̊užeme uvažovat pouze polynomy bez
konstantńıho členu, jelikož zahrnut́ım konstantńıho členu do druhé afinńı trans-
formace źıskáme ekvivalentńı privátńı polynom se stejným veřejným kĺıčem. Stač́ı
si totǐz uvědomit, že lineárńı zobrazeńı tvoř́ıćı závěrečnou afinńı transformaci
lze právě kv̊uli linearitě aplikovat separátně na všechny monočleny, tj. m̊užeme
přesunout konstantńı člen do translačńı složky této transformace.
Bohužel jak definice MQ(Fn,Fm), tak definice HFE polynomu dává rela-
tivně velký prostor pro nejednoznačnost a duplicity – zaved’me si tedy na těchto
množinách ekvivalenci, abychom dokázali tuto nejednoznačnost vymezit a mohli
























pak řekneme, že P,Q jsou v relaci ∼⇔ ∀i,j ≤ max(d,d′) : Ai,j +Aj,i = Di,j +Dj,i
(jestlǐze předpis neobsahuje Ai,j, resp. Di,j, pro nějaké dvojice i j, pak uvažme pro
tyto indexy koeficient nulový). Analogicky si zavedeme relaci
”
∼“ naMQ(Fn,Fm).
Vezměme si dva polynomiálńı vektory P ,Q ∈ MQ(Fn,Fm). Pak řekneme, že
P ∼ Q ⇔ pro všechny souřadnice polynomiálńıch vektor̊u plat́ı ∀i,j ≤ n : součet
koeficient̊u xixj a xjxi je u obou polynomiálńıch vektor̊u stejný.
Pozorováńı 2.2. Relace
”
∼“ je zřejmě ekvivalenćı na obou množinách – refle-
xivitu a symetrii dostáváme triviálně, tranzitivitu z tranzitivity =.
Tato relace
”
∼“ umožňuje na obou množinách vytvořit tř́ıdy ekvivalence, které
shlukuj́ı polynomy, resp. polynomiálńı vektory, které popisuj́ı stejnou funkci. Pak
nahlédněme, že tato ekvivalence má nepř́ıjemný dopad na př́ıpadná šifrovaćı nebo
podpisová schémata. Ekvivalence dvou polynomů totiž znamená i ekvivalenci
př́ıslušných veřejných a privátńıch kĺıč̊u, a tedy obě sady popisuj́ı stejné funkce.
Ve skutečnosti tedy př́ıpadný útočńık nemuśı zjǐst’ovat p̊uvodńı privátńı kĺıč, ale
stač́ı mu naj́ıt kĺıč k němu ekvivalentńı.
Jak souviśı HFE polynomy s polynomiálńımi vektory, které jsme si definovali
v rámci množinyMQ? Na prvńı pohled může být překvapivé, že existuje jedno-
značná, až na ekvivalenci
”
∼“, korespondence mezi kvadratickými polynomy v́ıce
proměnných a HFE polynomy. S uvážeńım vztah̊u mezi reprezentacemi afinńıch
transformaćı a poněkud trikovým rozložeńım HFE polynomu na součty a součiny
afinńıch zobrazeńı (resp. transformaćı, pokud opomeneme členy s nulovými koe-
ficienty) tento vztah dostaneme technickým rozborem v následuj́ıćım lemmatu.









qi + C pro C,Bi, Ai,j, X ∈ Fqn
Pak existuje právě jeden polynomiálńı vektor, až na ekvivalenci ∼, P ∈MQ(Fn)
takový, že ∀X ∈ Fqn : ψP (X) = P(ψ−1(X)), pro ψ kanonickou bijekci z Fqn
na Fnq .
D̊ukaz: Prvně se toto tvrzeńı pokuśıme dokázat pro kvadratické členy. Vezměme
si tedy polynom P (X) = CXq
i+qj , C,X ∈ Fqn , 0 ≤ i,j ∈ N a C 6= 0 (pro C = 0
odpov́ıdaj́ıćı polynom najdeme snadno).






cn m̊užeme vytknout, č́ımž nám zbude i′ požadované velikosti (pro j funguje
stejný postup). Provedeme následuj́ıćı rozděleńı P (X) = Xq
i · CXqj .
Pokud takto rozděĺıme P na součin dvou monočlen̊u U, V , které odpov́ıdaj́ı
afinńı transformaci, pak m̊užeme na tyto monočleny převést pomoćı Lemmatu 1.7
(s Pozorováńım 1.5). Nyńı s použit́ım kanonické bijekce ψ se pod́ıvejme na tento
převod z pohledu tělesa jako faktorového okruhu Fq[x]/(p) pro p ∈ Fq[x] ireducibilńı
polynom stupně n z definice použ́ıvaného nadtělesa:
U(x1, . . . , xn) = ψ(U(ψ−1(x1, . . . , xn))) = ψ(
n∑
i=1
xi−1ui(x1, . . . , xn))
kde U je reprezentace afinńı transformace v polynomech o v́ıce proměnných, U
je reprezentace tatáž transformace v reprezentaci polynomem jedné proměnné
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a ui jsou jednotlivé složky polynomiálńıho vektoru U . Toto analogicky prove-
deme i pro V – pokud vzniklé polynomy vynásob́ıme (
∑n
i=1 x




n−1vi(x1, . . . , xn)) a provedeme redukci modulo p(x), pak po aplikaci ψ
dostaneme kýžený součin ψ(U · V ). Nyńı jsme schopni převést kvadratické členy
HFE polynomu.
Stále potřebujeme dokázat jednoznačnost. Povšimněme si, že mezi prvky v tř́ıdě
ekvivalence relace
”
∼“ m̊užeme v Fqn snadno přecházet vytýkáńım a roznásobeńım.
AXq
i ·BXqj = (AB)Xqi ·Xqj (asociativita násobeńı)
Pokud se na tyto koeficienty pod́ıváme skrze kanonickou bijekci jako na lineárńı
kombinaci prvk̊u báze Fnq , pak AXq
i · BXqj i (AB)Xqi ·Xqj vyjádřené jako vek-
tory polynom̊u o v́ıce proměnných muśı být stejné d́ıky komutativitě a asociativitě
násobeńı ve faktorovém okruhu (nahĺı̌źıme-li na rozš́ıřeńı tělesa jako na faktorový
okruh). Po převodu zálež́ı, jak rozděĺıme koeficienty u xixj a xjxi, nicméně to je
opět v rámci tř́ıdy ekvivalence relace
”
∼“, tj. máme požadovanou jednoznačnost
na úrovni tř́ıdy ekvivalence.
Lineárńı členy převedeme př́ımočaře d́ıky Lemmatu 1.7, člen konstantńı pak
pomoćı kanonické bijekce. Zde máme jednoznačnost zřejmou.
Dı́ky homomorfnosti kanonické bijekce v̊uči sč́ıtáńı m̊užeme tento postup apli-
kovat i na součty monočlen̊u – at’ už kvadratických, lineárńıch nebo konstantńıch,
a tedy jsme schopni převést celý HFE polynom.
k
T́ımto jsme si zároveň ověřili, že stále pracujeme s polynomy, které patř́ı
do množiny MQ(Fnq ).
Důsledek 2.4. Polynomiálńı vektory v HFE-tvaru jsou podmnožinou MQ(Fnq )
a lze nad nimi stavět schémata založená na MQ-problému.
D̊ukaz: K tomuto tvrzeńı chyb́ı už jen zohlednit př́ıpadné afinńı transformace,
které budou modifikovat náš HFE polynom. Ovšem d́ıky Frobeniovu automor-
fismu (mocněńı lze aplikovat člen po členu) a d̊usledku mocněńı v transformaci





nahlédnout, že dojde jen ke změně koeficient̊u. Aplikaćı transformaćı tedy dosta-
neme opět HFE polynom.
k
Ještě překvapivěǰśı je, že plat́ı i obrácený vztah – dokážeme interpretovat
libovolný polynom z MQ(Fnq ) jako HFE polynom.
Poznámka. Necht’ Fq ≤ Fqn je rozš́ıřeńı těles a máme polynomiálńı vektor
P ∈ MQ(Fnq ). Pak existuje právě jeden, až na ekvivalenci ”∼“, HFE polynom
P takový, že máme-li ψ kanonickou bijekci, pak plat́ı ∀X ∈ Fqn : ψ(P (X)) =
P(ψ(X)).
D̊ukaz: V d̊ukaze se budeme muset vypořádat se dvěma př́ıpady, jelikož v př́ıpadě




Necht’ tedy máme q 6= 2. Prvně vyč́ısĺıme počet HFE polynom̊u nad Fqn. Počet





+ n, n je počet koeficient̊u u lineárńıch
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2 možnost́ı, jak zvolit koeficienty. Pokud se pod́ıváme na počet možných






ficient̊u u kvadratických člen̊u, n u lineárńıch a opět jeden u konstantńıho –
opět dostáváme počet možných voleb koeficient̊u (qn)
n2+3n+2
2 . Dı́ky Lemmatu 2.3
dokážeme každému z HFE polynom̊u přiřadit jeden polynom z MQ(Fnq ) tak, aby
po aplikaci kanonické bijekce oba popisovaly stejnou funkci. Pokud by dva HFE
polynomy z r̊uzných tř́ıd ekvivalence relace
”
∼“ popisovaly stejnou funkci, pak
by jej́ıch rozd́ıl měl qn kořen̊u, ovšem to by bylo ve sporu se stupněm polynomu,
který je menš́ı než-li qn. Pro dvojici Xq
i+qj a Xq
j+qi máme qn možnost́ı, jak
přidělit koeficienty, aby jej́ı součet popisoval stále stejnou funkci. Analogicky pro
xixj a xjxi máme q možnost́ı, jak rozdělit koeficienty v jedné souřadnici, tj. q
n
možnost́ı celkem. Nyńı máme dvě stejně veliké množiny a prosté zobrazeńı z jedné
množiny do druhé, a tedy je toto zobrazeńı nutně bijektivńı. Dokonce zachovává
i tř́ıdy ekvivalence
”
∼“, č́ımž dostáváme jednoznačnost v požadovaném rozsahu.
Pokud se nyńı pod́ıváme na př́ıpad q = 2, pak d̊ukaz projde analogicky – jen je
zapotřeb́ı si povšimnout, že popisovaný speciálńı př́ıpad odstrańı na obou stranách
právě n koeficient̊u (n možnost́ı, jak dostat prvek tvaru X2
i+2i, resp. xixi).
k
Podobné tvrzeńı je možné rozš́ı̌rit i na polynomy z MQ(Fnq ,Fmq ) – d̊ukaz je
téměř stejný, jedinou velkou změnou je nutnost vyjádřit redukci anebo projekci
do prostoru jiné dimenze jako lineárńı zobrazeńı, č́ımž situaci převedeme na výše
popsaný př́ıpad.
Následuj́ıćı př́ıklad popisuje velice jednoduchou, nicméně názornou ukázku,
jak z privátńıho kĺıče spoč́ıtat kĺıč veřejný. Aby nedošlo k nechtěné záměně sym-
bol̊u a index̊u, tak v ukázce použiji trochu jiné značeńı než-li v definici – těleso
budeme konstruovat jako faktorový okruh nad polynomy s proměnnou t mı́sto x.
Př́ıklad. Uvažme F := F2 a E := F23 (E = Fq[t]/(t3 + t2 + 1)) a následuj́ıćı
privátńı kĺıč:
S(~x) =
















 x3x1 + x2
x2 + x3 + 1

P ′(X) = tX + (t2 + 1)X2 +X2+1
Pro vypoč́ıtáńı veřejného kĺıče z kĺıče privátńıho potřebujeme prvně převést prvńı
transformaci do nadtělesa, složit s polynomem a provést modulo ireducibilńım
polynomem t3 + t2 + 1. Pro převod prvku z vektorového prostoru F32 do F8 muśıme
postupně roznásobit souřadnici vektoru s př́ıslušným vektorem báze – jelikož d́ıky
Lemmatu 1.1 v́ıme, že jde o nultou až n− 1 mocninu kořene polynomu t3 + t2 + 1
a nav́ıc převod proběhne oběma směry, takže nemuśıme vybrat konkrétńı kořen,
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ale postač́ı v tomto výpočtu uvažovat pro oba směry konverze ten samý, tj. na
začátku výpočtu i na konci pracujeme se souřadnicemi v̊uči stejné bázi.
S(t) = t2 (x1 + x3 + 1) + t (x2 + 1) + x2 + x3
⇒ S3(t) + (t2 + 1)S2(t) + tS(t) =
= t6 (x1 + x3 + 1) + t
5 (x2x1 + x1 + x2 + x2x3 + x3 + 1) +
+t4 (x3x1 + x1 + x3 + 1) + t
3 (x2 + 1) + t
2 (x1x2 + x2 + x1x3 + x3) +
+t (x2x3 + x3) + x2 + x3 ≡
≡ t2 (x1x2 + x3 + 1)+t (x2x1 + x3x1 + x1 + x2 + 1)+x1x2+x2+x1x3+x2x3+x3+1
Zbývá posledńı překlad – tentokrát do vektorového prostoru, a tedy vyjádřeńı po-
lynomu jako souřadnic v̊uči symbolické bázi, a složeńı s daľśı transformaćı:
Q(x1, x2, x3) =
x1x2 + x3x2 + x2 + x1x3 + x3 + 1x2x1 + x3x1 + x1 + x2 + 1
x1x2 + x3 + 1

P = T (Q) =






 x1x2 + x3 + 1x1 + x2x3 + x3
x3x2 + x2 + x1x3 + 1

Polynomiálńı vektor P je veřejným kĺıčem k zadanému privátńımu kĺıči.
Šifrováńı a dešifrováńı
Proces šifrováńı prob́ıhá analogicky jako u tradičńıch schémat pro asymetric-
kou kryptografii. Jediným problémem může být situace, kdy použitý kĺıč nedefi-
nuje bijektivńı zobrazeńı (at’ už z d̊uvodu velikosti vstupńıch anebo výstupńıch di-
menźı nebo kv̊uli tvaru samotného HFE polynomu) – v tomto př́ıpadě při šifrováńı
muśıme ke zprávě přidat redundantńı informaci, která nám pomůže vzor zrekon-
struovat. K tomuto účelu mohou pomoci např́ıklad samoopravné kódy, nicméně ty
přidávaj́ı do zprávy redundanci, která může následně pomoci útočńıkovi. Proto
pro tento účel jsou vhodněǰśı kryptograficky bezpečné hashovaćı funkce, které
s pravděpodobnost́ı alespoň 1 − 2−k, pro k bitová délka výstupu z hashovaćı
funkce, zajist́ı unikátńı dešifrováńı. Alternativńı strategíı by bylo využ́ıt padding
(doplněńı šifrovaného textu na předepsanou délku) předepsaného tvaru a vybrat
pouze zprávu vyhovuj́ıćı tomuto paddingu, nicméně tato informace, podobně jako
samoopravné kódy, může opět prozradit útočńıkovi informaci o šifrovaném textu.
Máme-li tedy veřejný kĺıč P ∈MQ(Fn,Fm) a hashovaćı funkci h s výstupem
o délce k-bit̊u, pak šifrováńı můžeme obecně zapsat jako funkci
E : Fnq → Fnq × Fk2
E : x 7→ (P(x), h(x))
Přirozeně v př́ıpadě, že P je bijektivńı, pak funkci h můžeme vynechat.
V př́ıpadě dešifrováńı vezměme př́ıslušný privátńı kĺıč (P ′, S, T ) pro P ′ skrytý
HFE polynom a S, T afinńı transformace. Necht’ (y, h(x)) je přijatá zašifrovaná
zpráva. Pak prvně na y aplikujeme T−1, následně spočteme množinu vzor̊u pro
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T−1y, tj. množinu {X ′ ∈ Fqn|ψ ◦ P ′(X ′) = y}. Na všechny prvky této množiny
aplikujeme S−1 ◦ ψ a z obrazu vybereme prvek takový, aby výstup z hashovaćı
funkce př́ıslušný tomuto prvku odpov́ıdal přiloženému h(x).
D : Fnq × Fk2 → Fnq
D : (y,h(x)) 7→ xres ∈ {S−1 ◦ ψ ◦ P′−1 ◦ ψ−1 ◦ T−1(y)|h(xres) = h(x)}
Nyńı si povšimněme, že tyto předpisy dávaj́ı velkou restrikci na konstrukci
schémat založených na HFE. Pr̊uměrně muśıme prohledat polovinu vzor̊u, než
najdeme odpov́ıdaj́ıćı vzor. Pokud tedy chceme klást d̊uraz na malou náročnost
výpočtu, pak si určitě nemůžeme dovolit zvolit př́ılǐs velkou množinu vzor̊u, kterou
bychom museli pokaždé prohledávat.
Podpis a ověřováńı podpisu
V př́ıpadě podpisu je situace jednodušš́ı – jakožto podepisuj́ıćı ve skutečnosti
”
dešifrujeme“ podepisovaný text svým privátńım kĺıčem a př́ıjemce si podpis
ověř́ı jeho
”
zašifrováńım“ za pomoci veřejného kĺıče, což by opět měla být iden-
tita. Oproti šifrováńı neńı redundance v základńım schématu zapotřeb́ı. Pode-
pisuj́ıćımu stač́ı vybrat libovolný vzor z množiny, kterou dostane při dešifrováńı
(viz předchoźı podsekce před srovnáńım s h(x)), a ten se pak zřejmě zobraźı po
šifrováńı na požadovaný výsledek. Z tohoto postupu prameńı daľśı omezeńı – po-
depisovaný text muśı nutně ležet v množině obraz̊u funkce definované veřejným
kĺıčem.
Při podepisováńı tedy využijeme funkci D ve verzi bez hashovaćı funkce a při
ověřováńı podpisu budeme srovnávat, jestliže přijatá zpráva (resp. jej́ı hash) od-
pov́ıdá E(y) pro y přijatý podpis.
Stejně jako v př́ıpadě tradičńı (RSA, Diffie-Hellman apod.) asymetrické kryp-
tografie je výpočet podpisu relativně náročná operace a nav́ıc velikost kĺıče li-
mituje i délku šifrového textu, takže je někdy vhodněǰśı nepodepisovat př́ımo




3.1 Obecný útok – lineariace
Studium diferenćı mezi šifrovaným textem a jeho vzorem umožňuje zkonstru-
ovat velice obecný útok, který je možné aplikovat na libovolné schéma s veřejným
kĺıčem ve tvaru MQ(Fn,Fm). Máme-li y, y′ ∈ Fmq a x = (x1, . . . , xn),∆ =
(δ1, . . . , δn) ∈ Fmq takové, že P(x) = y a P(x + ∆) = y′, pak odečteńım těchto
rovnic dostaneme vektor obsahuj́ıćı v každé souřadnici soustavu lineárńıch (v xi)
rovnic, kterou umı́me spoč́ıtat např. Gaussovou eliminaćı v polynomiálńım čase.
Pod́ıvejme se nyńı na i-tou souřadnici toho vektoru (s využit́ım ekvivalence
polynomů
”
∼“, abychom sńıžili počet hledaných koeficient̊u):
yi − y′i = pi(x1, . . . , xn)− pi((x1 + δ1, . . . , xn + δn))
= (γi − γi) +
n−1∑
k=0












γi,k,l(xkδl + xlδk + δkδl)
Naštěst́ı lze tento útok jednoduše zmařit např. přidáńım náhodného paddingu
ke vstupu, který tyto vztahy naruš́ı. Ačkoliv aplikace útoku v praxi může být
sporná, je d̊uležité ho zohlednit při práci se zranitelnými schématy. Tato zra-
nitelnost pak může zp̊usobit oslabeńı schématu v některých teoretických mo-
delech nebo ve specifických aplikaćıch – např. při bezpečnostńım experimentu
s orákulem, které umožňuje šifrovat vybraný text, je tato vlastnost fatálńım ne-
dostatkem.
3.2 Relinearizace
V roce 1999 se v [KS99] objevil velice elegantńı útok na HFE, omeźıme-
li se na systémy s lineárńımi transformacemi namı́sto afinńıch (což v př́ıpadě
Fq 6= F2 nemuśı být nutně problém za použit́ı algoritmu z [Fel06] pro elimi-
naci translaćı) a HFE polynomy s pouze kvadratickými členy. Základńı myšlenka
spoč́ıvá v přepisu centrálńıho polynomu do bilineárńı formy, která nám dá sou-
stavu kvadratických rovnic, kterou budeme linearizovat.
Mějme Fq ≤ Fqn rozš́ı̌reńı těles. Je-li G(~x) = (T ◦ P ′ ◦ S)~x veřejný kĺıč,










qi+qj , Gi,j, X ∈ Fqn
Obvykle se z d̊uvod̊u výpočetńı složitosti voĺı n mnohem větš́ı než d, takže uvažme
dokonce př́ıpad d << n. Z tohoto zápisu je zřejmé, že G(X) můžeme vyjádřit
také jako bilineárńı formu:
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G(X) = ~x>G~x,G = (Gi.j)
n×n
i,j=0, ~x = (X
q0 , . . . , Xq
n−1
)>, X ∈ Fqn
Analogicky si můžeme vyjádřit T−1(X) =
∑n−1
i=0 TiX
qi (což bude zřejmě opět
lineárńı transformace) a S(X) =
∑n−1
i=0 SiX
qi pro Si,Ti, X ∈ Fqn . Pak dle Věty 4





j−i (dolńı index uvažujme modulo n), a HFE polynom vyjádřený jako























qv = ~xWPW>~x> = ~xG′~x>
Z těchto vztah̊u pro G′ se budeme snažit využ́ıt předpokladu, že d << n,
k odvozeńı koeficient̊u Ti a prvk̊u matice G
′ = WPW>. Pro náhodné koeficienty
T0, · · · , Tn−1 bude očekávaná hodnost bilineárńı formy WPW> velice bĺızká n,
ovšem při správné volbě dostaneme výrazný pokles hodnosti, jelikož Pi,j = 0 je-li
i nebo j alespoň d. To znamená, že hledáme-li levé jádro G′ (tj. ~x : ~xG′ = 0), pak
při správné volbě Ti dostaneme podprostor dimenze alespoň n− d (kde d je z de-
finice velice malé oproti n a rank(P ) ≤ d). A tedy s vysokou pravděpodobnost́ı
dokážeme naj́ıt n− d lineárně nezávislých vektor̊u z levého jádra i pokud zafixu-
jeme jejich prvńıch n−d souřadnic na námi vybranou hodnotu. T́ım pádem máme
v každém vektoru d proměnných, tj. d(n− d) proměnných celkem. Neznámé koe-
ficienty Ti daj́ı daľśıch n proměnných. Výpočet takovéhoto vektoru lze vyjádřit
ze vztahu ~xG′ = 0 jako soustavu n rovnic. Celkem dostáváme n(n − d) rovnic
v n+ r(n− d) neznámých. Tyto rovnice jsou ale kvadratické!
To lze vyřešit pomoćı vylepšeńı známého triku linearizace, kdy ~xi~xj, i ≤ j,
substituujeme na novou proměnnou yi,j. Ale t́ım, kromě hledaného řešeńı, do-
staneme velké množstv́ı parazitických řešeńı. S problémem parazitických řešeńı
se snaž́ı vypořádat toto vylepšeńı zvané relinearizace. Prvńım krokem je přidáńı
lineárně (ale ne algebraicky) nezávislých rovnic v potřebném počtu. Tyto rovnice
dostaneme d́ıky možnosti rozd́ılného uzávorkováńı při linearizaci pro r̊uzné n-tice.
Např́ıklad pro čtveřici xa, xb, xc, xd dostaneme rovnice:
(xaxb)(xcxd) = (xaxc)(xbxd) = (xaxd)(xbxc)→ yabycd = yacybd = yadybc
Následně postupně linearizujeme zbylé alespoň kvadratické členy. Tyto sub-
stituce již povedou na soustavu lineárńıch rovnic. Výsledná složitost neńı ideálńı
(např. pro r = 13 a q = 2 dostáváme O(n8)), nicméně pořád jsme na úrovni po-
lynomiálńı složitosti. Ale z tohoto dostaneme n dimenzionálńı prostor řešeńı, tj.
potřebujeme zavést daľśı restrikce. Pokud ovšem převedeme rovnice z nadtělesa
do jeho podtělesa a fixuj́ı se některé hodnoty, pak pro každou fixaci se povede
sńıžit počet řešeńı o qk, pro k < n. Postupně se dostaneme až na úroveň, kdy se
nám podař́ı vyřadit všechna parazitická řešeńı.
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Z těchto informaćı již bude př́ımočaré spoč́ıst S a P . Jelikož W je invertibilńı,
pak levé jádro G′ = WPW> je stejné jako levé jádro WP . Uváž́ıme-li bez újmy
na obecnosti, že plat́ı rankP = d, pak jádro P obsahuje pouze vektory, které maj́ı
prvńıch d souřadnic nulových. Potom ovšem vektory báze levého jádra WPW>
muśı W zobrazit na právě takovéto vektory. Každý takovýto vektor nám dá z to-
hoto vztahu d rovnic s prvky W jako proměnnými. Nahrad́ıme-li proměnné wi,j
proměnnými Sq
i
j−i, pak každé Si můžeme přepsat pomoćı kanonické bijekce pro
nějakou bázi (a0, . . . , an−1) vektorového prostoru Fnq na Si =
∑n−1
j=0 sijaj, sij ∈ Fq.
Takto dostaneme soustavu lineárńıch rovnic, které poskytnou (až na multiplika-
tivńı konstantu) jednoznačné řešeńı.
3.3 Gröbnerovy báze
Zřejmě nejefektivněǰśı útok na HFE (s variantami HFE+, HFE- a do určité
mı́ry HFEv) nad F2 se objevil v [FJ03] – útok využ́ıvá Gröbnerovy báze, které
ve výsledku umožńı zjistit celkovou strukturu centrálńıho polynomu a v některých
př́ıpadech dostaneme členy jeho rozkladu na lineárńı polynomy.
Mějme polynomy f1, . . . , fn ∈ F[x1, . . . , xn] a označme ideál jimi generovaný
jako I. Pak řekneme, že konečná množina G ⊆ I je Gröbnerovou báźı I právě
tehdy, když ∀f ∈ I ∃g ∈ G : LT (g)|LT (f), kde LT (p) označuje vedoućı term
(vzhledem k nějakému uspořádáńı - např. lexikografickému).
Pro nalezeńı Gröbnerovy báze ideálu I existuje několik r̊uzných algoritmů
z nichž je pravděpodobně nejznáměǰśı Buchberger̊uv algoritmus.
Poznámka. Pro konkrétńı aplikaci [FJ03] doporučuj́ı použ́ıt tzv. DRL (Degree
Reverse Lexicographical order) uspořádáńı, které je mnohem efektivněǰśı pro da-
nou problematiku než klasické lexikografické uspořádáńı. DRL uspořádáńı je defi-
nováno následovně: xk11 · · ·xknn >DLR x
l1
1 · · ·xlnn ⇔ ((deg(xk) =
∑n−1




i=0 li > deg(x
k)) a zároveň pro nejmenš́ı i ∈ {0, . . . , n − 1}
takové, že ki − li je nenulové, plat́ı dokonce ki − li < 0.
Definujeme-li si tedy množinu VF2 := {(a ∈ Fn2 |∀i ∈ Zm : fi(a) = 0)}, pak
hledáme-li Gröbnerovu bázi (f1, . . . , x
2
1 − x1, . . . , x2n − xn) mohou nastat r̊uzné
situace. Pro HFE jsou obzvláště zaj́ımavé dva př́ıpady: báze je triviálńı je-li VF2
prázdná a pro |VF2 | = 1 dostaneme bázi ve tvaru (x1 − a1, . . . , xn − an), kde
(a1, . . . , an) je právě jediný prvek VF2 .
Pokud využijeme DRL, pak i pro ostatńı př́ıpady dostaneme zaj́ımavé výsledky.
Např́ıklad nalezená Gröbnerova báze ideálu bude vždy obsahovat všechny nezávislé
rovnice v daném ideálu nejnižš́ıho celkového stupně (S odkazem na [CLO05] autoři
konstatuj́ı, že je dokonce možné zjistit všechny algebraické vztahy mezi polynomy
f1, . . . , fn.)
Ačkoliv je poč́ıtáńı Gröbnerových báźı v nejhorš́ım př́ıpadě problém s expo-
nenciálńı složitost́ı, tak naštěst́ı pro polynomy typu HFE toto neplat́ı a nejvyšš́ı
stupeň polynomů ve výpočtu báze nezáviśı na stupni rozš́ı̌reńı tělesa. Ve výsledku
je s velkou pravděpodobnost́ı mnohem rychleǰśı – [FJ03] uvád́ı konkrétńı experi-
mentálńı odhady pro složitost výpočtu Gröbnerovy báze pro stupeň HFE poly-
nomu ≤ 512 v rozmeźı O(n6)−O(n10) v závislosti na tomto stupni.
Celkovou náročnost značně ovlivńı i volba algoritmu pro hledáńı Gröbne-
rovy báze. Ačkoliv je Buchberger̊uv algoritmus velice efektivně implementovaný
15
v mnohém výpočetńım softwaru, tak pro použit́ı pro kryptoanalýzu HFE byly ob-
jeveny efektivněǰśı algoritmy. [FJ03] použili algoritmus F5, resp. jeho modifikaci
pro tělesa s charakteristikou 2 pojmenovanou F5/2.
Tuto modifikaci Faugère a Joux aplikovali v [FJ03] na prvńı
”
HFE challenge“
uveřejněné v [Pat96b], kde prohledáváńı prostoru by vyžadovalo v́ıce jak 280 ope-
raćı, tj. mimo běžné výpočetńı kapacity. Jejich algoritmus F5/2 zvládl prolomit
”
HFE challenge“ za přibližně 2 dny a 4 hodiny na procesoru s taktem 1GHz a 4Gb
operačńı paměti, což je velmi výrazné zlepšeńı.
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4 Modifikace
Naneštěst́ı všechna základńı schémata, umožňuj́ıćı použit́ı trapdooru, byla již
prolomena. Samotné HFE je dle [WP05] prolomeno několika r̊uznými zp̊usoby, jak
jsme si již ukázali v předchoźı kapitole. Bylo tedy zapotřeb́ı přistoupit k jejich mo-
difikaćım, které se snaž́ı eliminovat nedostatky těchto schémat. Dvě z dostupných
modifikaćı navrhl Christopher Wolf ve své diplomové práci [Wol02] a právě na tyto
modifikace se pokuśıme zaměřit.
4.1 HFEm a HFEz
Prvńı z nich se jmenuje HFEm, modifikace HFE maskováńım. V p̊uvodńı práci
se uvažovalo v́ıce variant, nicméně v pozděǰśım článku [WP05] se již označeńım
HFEm označuje pouze jedna z těchto variant – HFEz. Pro tuto práci budeme
tyto varianty odlǐsovat a použ́ıvat p̊uvodńı značeńı HFEm, HFEz a HFEm’.
Ve schématu stále pracujeme s rozš́ı̌reńım stupně n ∈ N. Oproti standardńımu
HFE jsou afinńı transformace nad Fn+mq pro nějaké m ∈ N. Po pr̊uchodu p̊uvodńı
transformaćı pošleme n proměnných do složeńı HFE polynomu P nad Fqn , resp.
do složeńı funkćı ψ ◦P ◦ψ−1. Zbylých m proměnných bude vstupem pro náhodné
polynomy g1, . . . , gn ∈ F[xn+1, xn+2, . . . , xm+n]. Výstup z obou část́ı tvoř́ı dohro-
mady vstup posledńı afinńı transformace nad Fnq . Při dešifrováńı se postupuje
podobně jako v modifikaci HFEv navržené v [KPG99], kde koeficienty HFE po-
lynomu jsou závislé na vstupu – je nutné při invertováńı použ́ıt v menš́ı mı́̌re
hrubou śılu, tj. invertujeme výstup tajného HFE polynomu a zkouš́ıme postupně
hrubou silou O(qm) možnost́ı pro možné vzory u náhodných polynomů – tentokrát
ovšem s mnohem menš́ı náročnost́ı, jelikož oproti HFEv (kde je nav́ıc zapotřeb́ı
pro každou volbu hledat znovu kořeny polynomu) stač́ı invertovat pouze afinńı
transformaci. Bohužel to taktéž znamená, že je zapotřeb́ı v př́ıpadě šifrováńı
k nezašifrovanému textu přidat redundanci, abychom byli schopni ověřit, že jsme
našli správné řešeńı. Při podepisováńı naráž́ıme na problém, že nemůžeme jed-
noduše ověřit (bez aplikace veřejného kĺıče jako při ověřeńı podpisu), zda-li máme
správný vzor. Proto je tato modifikace vhodná sṕı̌se pro šifrovaćı schémata.
Druhou modifikaćı je HFEz (Zero Added Equations), která je speciálńım
př́ıpadem HFEm. Oproti HFEz nevstupuj́ı do schématu náhodné polynomy, ale
oněch dodatečných m proměnných, které dostaneme z prvńı afinńı transformace
nebudeme brát v potaz – to se projev́ı pouze na posledńı afinńı transformaci,
která je nad n dimenzionálńım prostorem. Je zřejmé, že dešifrováńı může prob́ıhat
úplně analogicky. Dı́ky této změně je možné s touto modifikaćı př́ımočaře vybu-
dovat i podpisové schéma.
Obě tyto modifikace můžeme dokonce hybridizovat v modifikaci HFEm’. Tato
modifikace využ́ıvá nejen náhodné polynomy, ale také vynechá z výstupu z prvńı
afinńı transformace několik proměnných stejně jako v př́ıpadě HFEz.
4.2 HFE⊥
Daľśı modifikaćı, značně starš́ı než předchoźı, je tzv. větveńı (branching), které
lze nalézt v kontextu již zmiňovaného C* v [MI88]. Původńım záměrem bylo
umožnit sńıžit zátěž při dešifrováńı, kdy se stač́ı vypořádat pouze se součtem
nižš́ıch stupň̊u nadtělesa.
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(x1, . . . , xn+m)
S ′
(y1, . . . , ym+n)
H(Y ) = Y ′ (yn+1, . . . , ym+n)
(h1, . . . , hn)
T ′
(z1, . . . , zn)
ψ−1(y1, . . . , yn) = Y
ψ(Y ′) = (h1, . . . , hn)
Obrázek 1: Schéma HFEz
Situaci zjednodušenou na dvě větve a systém s afinńımi transformacemi S, T
stejné dimenze popisuje schéma č. 2, kde n = n1 + n2.
V kontextu HFE budeme tuto modifikaci označovat jako HFE⊥.
Bohužel, jak se ukázalo např. v [Fel06], je tato optimalizace za př́ılǐs velkou
cenu na straně bezpečnosti. Právě kv̊uli existenci efektivńıch algoritmů pro eli-
minaci této modifikace se budeme snažit převést HFEz na HFE⊥.
4.3 Útok na HFEz
Základńı myšlenkou útoku, převedeńı HFEz na HFE modifikované pomoćı
větveńı (HFE⊥), které pak za určitých předpoklad̊u dokážeme separovat na řešeńı
jednotlivých větv́ı, č́ımž redukujeme situaci na řešeńı běžného HFE a testováńı
(x1, . . . , xn)
S
P1 ∈MQ(Fn1q ) P2 ∈MQ(Fn2q )
T
(y1, . . . , yn)
Obrázek 2: Schéma HFE⊥
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(x1, . . . , xn+m)
S
(y1, . . . , yn+m)
H(Y ) = Y ′ H0(Y0) = Y
′
0
(h1, . . . , hn+m)
T ′
f(z1, . . . , zn+m)
(z1, . . . , zn)
ψ−1(y1, . . . , yn) = Y
ψ(Y ′) = (h1, . . . , hn)
ψ−1(yn+1, . . . , ym+n) = Y0
ψ(Y ′0) = (hn+1, . . . , hn+m)
Obrázek 3: Schéma převodu HFEz na HFE⊥
možných výstup̊u hrubou silou, podobně jako při dešifrováńı.
Kĺıčovou myšlenkou je, že zahozeńı proměnných a redukce výstupńı afinńı
transformace je ekvivalentńı pr̊uchodu nulovým HFE polynomem následovaným
pr̊uchodem rozš́ı̌renou afinńı transformaćı a následným zahozeńım posledńıch
m proměnných ze výstupu.
Pro separaci větv́ı využijeme algoritmus navržený v [Fel06], který by měl
s vysokou pravděpodobnost́ı proběhnout s předpokládanou složitost́ı O(n6).





qi , X ∈ Fqn , polynom v HFE-tvaru, redukčńı funkce
fm : (x1, . . . , xm+n) 7→ (x1, . . . , xn) pro xi ∈ Fq a ψ kanonická bijekce z Fqn do
Fnq . Uváž́ıme-li HFEz systém T ◦ψ ◦H ◦ψ−1 ◦fm ◦S, pak existuje T ′ ∈ Aff(Fn+mq )
takové, že výstupy T , fm ◦ T ′ se rovnaj́ı, jestlǐze prvńıch n souřadnic vstupńıch
vektor̊u se rovná. Necht’ nav́ıc H0 je nulový polynom nad Fqm, pak, slož́ıme-li
funkce dle diagramu na obrázku 3, dostaneme systém typu HFE⊥, který určuje
stejné zobrazeńı jako p̊uvodńı HFEz systém.
D̊ukaz: Dle obrázku 3 je zřejmé, že popsaný odvozený systém je typu HFE⊥.
Nadále ho budeme označovat jako simulaci HFE⊥
Zadefinujme si prvně zobrazeńı
f−n : (x1, . . . , xm+n) 7→ (xn+1, . . . , xm+n)
Následně se pod́ıváme na obě situace pro fixńı vstup (x1, . . . , xn+m). V př́ıpadě
HFEz dostaneme před aplikaćı afinńı transformace T vektor
ψ ◦H ◦ fm ◦ S(x1, . . . , xn+m) = (h1, . . . , hn) ∈ Fnq
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V př́ıpadě simulace obdrž́ıme v téže fázi mezivýsledky
ψ ◦H ◦ fm ◦ S(x1, . . . , xn+m) = (h1, . . . , hn) ∈ Fnq
ψ ◦H0 ◦ f−n ◦ S(x1, . . . , xn+m) = (hn+1, . . . , hm+n) ∈ Fnq
Mezivýsledky simulace spoj́ıme na (h1, . . . , hm+n). Následně modifikujeme posledńı
afinńı transformaci T z HFEz
HFEz : T (h1, . . . , hn) =













na rozš́ıřenou verzi T ′ podle následuj́ıćıho předpisu:
Simulace : T ′(h1, . . . , hm+n) =






tn1 tnn 0 0
0 . . . 0 1 0
...
. . . . . .













Zřejmě i toto rozš́ıřeńı muśı být afinńı transformaćı. Pod́ıvejme se tedy na výsledek
simulace a ověřme, že splňuje podmı́nku T (x1, . . . , xn) = fm ◦ T ′(x1, . . . , xm+n)





(tijhj + tj)~ei +
n+m∑
i=n+1











1 0 1 1
0 1 0 1
0 1 1 0









x1 + x3 + x4 + 1











 x3x1 + x2
x2 + x3 + 1

HFE(X) = Xt+ (t2 + 1)X2 +X2+1, HFE0(X) = 0 ·X
Analogicky s úvodńım př́ıkladem spoč́ıtáme veřejný kĺıč - jedinou změnou bude
vynecháńı m, v tomto př́ıpadě m = 1, proměnných:
S(t) = t2 (x1 + x3 + x4 + 1) + t (x2 + x4 + 1) + x2 + x3
⇒ S3(t) + (t2 + 1)S2(t) + tS(t) = (x1 + x3 + 1)t2 + (x1 + x2 + 1)t+ (x1 + x3)
= t5 (x2x1 + x4x1 + x1 + x2 + x2x3 + x3 + x2x4 + x3x4 + x4 + 1) +
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+t4 (x2 + x1x3 + x1x4 + x4 + 1) + t
3 (x1 + x2 + x3) + t
2 (x1x2 + x1x3) +
t (x3x2 + x4x2 + x2 + x3x4) ≡
≡ t2 (x2x1 + x4x1 + x1 + x3 + x4 + 1) + t (x2x1 + x3x1 + x1 + x2 + x3) +
x1x2 + x2 + x1x3 + x2x3 + x2x4 + x3x4
Q(x1, x2, x3) =
x1x2 + x3x2 + x4x2 + x2 + x1x3 + x3x4x2x1 + x3x1 + x1 + x2 + x3
x2x1 + x4x1 + x1 + x3 + x4 + 1

P(x1, x2, x3) = T (Q) =







 x2x1 + x4x1 + x1 + x3 + x4 + 1x1 + x2x3 + x3 + x2x4 + x3x4
x3x1 + x4x1 + x1 + x2 + x2x3 + x3 + x2x4 + x3x4 + x4

P je veřejný kĺıč, který jakožto útočńık máme k dispozici.
Základńım krokem pro Felkeho útok popsaný v [Fel06] je zadefinováńı dvou
obecně neasociativńıch, komutativńıch algeber. Prvńı z těchto algeber je de-





qi definujme operaci M(a,b) := P (a + b) − P (a) −
P (b), a,b ∈ Fqn .
Lemma 4.2. Fqn s násobeńım definovaným operaćı M tvoř́ı komutativńı algebru.
D̊ukaz: Dı́ky distributivitě v tělese se lineárńı části poodeč́ıtaj́ı, a tedy operaci









). Pokud porovnáme M(a,b)
a M(b,a), pak si povšimneme, že pouze v každém členu sumy se prohod́ı pořad́ı
sč́ıtanc̊u v závorce a z komutativity sč́ıtáńı v tělese dostáváme i komutativitu in-
dukované algebry.
k
Poznámka. Fqn s násobeńım definovaným operaćı M neńı obecně asociativńı.





































Nyńı je vidět, že v obou situaćıch pro např. i = j = 0 a αi,j = 0, pro všechna
i,j ∈ {2, . . . , n − 1}, αi,j = 1 jinak, dostaneme v prvńım př́ıpadě 32aq + 32a.
V druhém př́ıpadě dostaneme součet 16aq
2
+ 32aq + 16a, což se rovná právě tehdy
když 16aq
2
= 16a – to zřejmě v obecném konečném tělese nemuśı platit, a tedy
jsme ověřili, že obecně tato algebra neńı asociativńı.
k
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Necht’ tedy máme těleso Fq a jeho rozš́ı̌reńı Fqn = Fq/(mα,F), pak můžeme M
d́ıky Lemmatu 2.3 (existence vyjádřeńı HFE polynomu jako polynomiálńıho vek-
toru o v́ıce proměnných) vyjádřit také polynomy v́ıce proměnných, které vyjádř́ı













Velice podobně zadefinujeme operaci M ′(a,b) := L1(M(L2(a), L2(b))), kde
L1, L2 jsou lineárńı části S, T – i tato operace generuje obecně neasociativńı,
komutativńı algebru. Analogicky zavedeme m′i(~a,
~b) jakožto reprezentaci M(a,b)
v polynomech v́ıce proměnných. Je-li S, T lineárńı a (p1, . . . , pn) polynomiálńı
vektor – veřejný kĺıč – pak zřejmě můžeme spoč́ıtat m′i(~a,
~b) = pi(~a+~b)− pi(~a) +
pi(~b).
Felkeho útok na větveńı je založen na Coppersmith-Patarinově (viz [Pat96a])
útoku na tzv. Dragon Schemes – zde využijeme faktu, že jedinými lineárńımi
zobrazeńımi nad tělesem jakožto 1-dimenzionálńım vektorovým prostorem jsou
násobeńı prvky tělesa. Pokud se na toto tvrzeńı pod́ıváme z pohledu neasocia-
tivńıch algeber, pak lineárńı zobrazeńı L na Fqn , která splňuj́ı podmı́nku
∀x, y ∈ Fqn : L(xy) = xL(y)
jsou právě prvky multiplikativńıho centralizátoru (viz např. [Sch66]).
Nyńı si rozšǐrme definici M a M ′ na HFEz. Necht’ do větve s HFE polyno-
mem jde n proměnných a zbylých m proměnných jde do větve s nulovým HFE
polynomem. Pak definujme MHFE ×M0 (na prvńıch n proměnných provedeme
MHFE, na zbývaj́ıćıch m M0), kde MHFE je dle p̊uvodńı definice M(a,b) a M0 je
zavedeno analogicky, ale pro nulový polynom dimenze m. Právě reprezentace M ′
polynomem v́ıce proměnných má z hlediska výpočtu velice zaj́ımavou vlastnost:
Lemma 4.3. Jsou-li S, T afinńı, pak M ′ reprezentovanou soustavou polynom̊u
o v́ıce proměnných źıskáme spočteńım mi(~a,~b) = pi(~a + ~b) − pi(~a) + pi(~b), i =
1, . . . , n, za pomoci veřejného kĺıče (p1, . . . , pn), kde v mi(~a,~b) vynecháme př́ıpadné
konstantńı členy.
D̊ukaz: Je-li S lineárńı, pak je implikace zřejmá při využit́ı Pozorováńı 2.1, jelikož
mocněńım s exponentem menš́ım než řád multiplikativńı grupy tělesa (která je
cyklická), násobeńım a sč́ıtáńım, resp. odeč́ıtáńım, xi nemohu źıskat (uvažujeme-
li obecný prvek tělesa – v konkrétńıch instanćıch se samozřejmě konstanty mohou
vyskytnout) konstantńı člen. Zároveň d́ıky tomuto pozorováńı konstantńı člen neńı
ani v HFE polynomu.
Je-li T lineárńı, pak nejjednodušš́ı řešeńı nám poskytne pohled na pr̊uchod
HFE polynomem skrze jemu odpov́ıdaj́ıćı polynom z množiny MQ(Fnq ), který
máme d́ıky Lemmatu 2.3 k dispozici. Tento polynom má nejvýše kvadratické členy,
tj. dojde k násobeńı nejvýše dvou lineárńıch kombinaćı 1, x1, . . . , xm+n (1 odpov́ıdá
právě konstantńımu členu afinńı transformace). Což znamená, že konstantńı člen
se na výstupu projev́ı pouze ve formě lineárńıch a konstantńıch člen̊u – lineárńı
členy se při dosazeńı do definice m′i odečtou a zbudou pouze členy konstantńı.




Definice. Necht’ máme daná M a M ′ (resp. jejich varianty reprezentované sou-
stavou polynom̊u o v́ıce proměnných), pak definujme smı́̌sený multiplikativńı cen-
tralizátor jako množinu všech uspořádaných dvojic lineárńıch zobrazeńı (C,C ′),
které splňuj́ı:




1(~x,C~y), . . . , m
′
n+m(~x,C~y))
Povšimněme si prvně, že tato definice rozšǐruje standardńı definici multipli-
kativńıho centralizátoru pro neasociativńı algebry. Mı́sto hledáńı lineárńıho zob-
razeńı L splňuj́ıćıho ∀x, y ∈ Fqn : L(xy) = xL(y), hledáme dvojici lineárńıch
zobrazeńı (L1, L2) ∀x, y ∈ Fqn : L1(xy) = xL2(y). Triviálně pak dostáváme, že je-
li L v multiplikativńım centralizátoru, pak (L,L) je ve smı́̌seném multiplikativńım
centralizátoru.
Pozorováńı 4.4. Podmı́nku v definici lze ekvivalentně přepsat na:
C ′B(m1(A~x,A~y), . . . , mn+m(A~x,A~y)) = B(m1(A~x,AC~y), . . . , mn+m(A~x,AC~y))
kde A je lineárńı část afinńı transformace S a B je lineárńı část afinńı transfor-
mace T .
Nálež́ı-li tedy (C,C ′) smı́̌senému multiplikativńımu centralizátoru, pak dvojice
(ACA−1, B−1C ′B) řeš́ı
Z ′((m1, . . . ,mm+n)) = (m1(~x, Z~y), . . . ,mm+n(~x, Z~y))
Ovšem potom si můžeme taktéž zadefinovat C := A−1ZA a C ′ := BZ ′B−1 pro
Z a Z ′ splňuj́ıćı tuto rovnici a nyńı již lze nahlédnout, že řešeńı jsou vzájemně
konjugována.
Smı́̌sený centralizátor M ′ spoč́ıtáme př́ımočaře Gaussovou eliminaćı, kde koe-
ficienty ci,j, c
′
i,j matic C C budou hledané neznámé a rovnice dostaneme z dvojic
šifrových a otevřený text̊u, které vygenerujeme za pomoci veřejného kĺıče.
Pro speciálńı př́ıpady, např. pro některá tělesa charakteristiky 2, se podařilo
Felkemu v [Fel06] popsat všechny prvky smı́̌seného centralizátoru a na základě ex-
perimentálńıch dat formuloval domněnku, která zobecňuje tyto speciálńı př́ıpady:
Domněnka 4.5. Matice C z dvojice (C,C ′) ze smı́̌seného centralizátoru pro li-
bovolný systém o l větv́ıch jsou matice A−1ZA se Z ve tvaru
Z =






. . . . . . 0
0 . . . 0 Λl

kde Λi je bloková matice zobrazeńı odpov́ıdaj́ıćı násobeńı prvkem z rozš́ıřeńı tělesa
př́ıslušného stupně.
Tato hypotéza dává k dispozici velmi silný nástroj. Jestliže je matice Z do-
konce v Jordanově kanonickém tvaru, pak zřejmě A bude matićı obsahuj́ıćı Jor-
danovy řet́ızky př́ıslušné matici C. T́ım pádem pak matici A dostaneme dokonce
př́ımo z algoritmu pro převod do Jordanova kanonického tvaru.
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(x1, . . . , xn+m)
G
S
S(y1, . . . , yn, 0, . . . , 0) S(0, . . . , 0, yn+1, . . . , yn+m,)
H H0
G(xn+1, . . . , xm+n) = (yn+1, . . . , ym+n)
Obrázek 4: Separace proměnných za pomoci matice G
Pokud jsme tedy schopni naj́ıt takovou matici C = A−1ZA, v našem př́ıpadě







pro W1 a W2 blokové matice. Teoreticky můžeme obdržet blok̊u v́ıce, nicméně
pořád nám jde o separaci do dvou skupin, tj. bez újmy na obecnosti můžeme
teoreticky bloky pro stejnou větev sloučit v jeden blok, který bude též blokově
diagonálńı. Následně je separace jednotlivých větv́ı př́ımočará – d́ıky blokové
diagonalitě se proměnné separuj́ı podobně jako na obrázku 4.
Navažme na předchoźı př́ıklad a pod́ıvejme se na výpočet matice pro separaci
větv́ı pro dř́ıve spočtený veřejný kĺıč.
Př́ıklad. S př́ıkladem navážeme na předchoźı př́ıklad s veřejným kĺıčem
P(x1, x2, x3, x4) =
 x2x1 + x4x1 + x1 + x3 + x4 + 1x1 + x2x3 + x3 + x2x4 + x3x4
x3x1 + x4x1 + x1 + x2 + x2x3 + x3 + x2x4 + x3x4 + x4

a transformaćı
S(~x) = A~x+ ~v; A =

1 0 1 1
0 1 0 1
0 1 1 0
0 0 0 1

Nyńı využijeme připravené Lemma 4.3 pro źıskáńı polynomiálńıho vektoru
~m′ = (m1,m2,m3). Nav́ıc, vynecháme-li koncovou redukci z Lemmatu 4.1, pak
dostaneme systém, který má stejnou dimenzi pro vstupńı i výstupńı hodnoty.
~m′(~a,~b) = P(a1+b1, a2+b2, a3+b3, a4+b4)−P(a1, a2, a3, a4)−P(b1, b2, b3, b4)+c
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kde c ∈ Fq je konstanta, která odečte konstantńı členy v polynomiálńım vektoru,
odstraněńı redukce se projev́ı přidáńım posledńı nulové souřadnice (lineárńı kom-
binace nul – výstup̊u z nulového polynomu – je pořád nula).
~m′(~a,~b) =

x2x1 + x4x1 + x1 + x3 + x4 + 1
x1 + x2x3 + x3 + x2x4 + x3x4
x3x1 + x4x1 + x1 + x2 + x2x3 + x3 + x2x4 + x3x4 + x4
0

Tento vektor dosad́ıme do soustavy, kterou dostaneme př́ımou aplikaćı definice
smı́̌seného multiplikativńıho centralizátoru. Po dosazeńı několika pár̊u p̊uvodńıch
a šifrových text̊u (které lze vytvořit z p̊uvodńıch text̊u d́ıky veřejnému kĺıči) dosta-
neme soustavu rovnic, kterou umı́me řešit např́ıklad Gaussovou eliminaćı.
C ′ ~m′(~a,~b) = ~m′(~a,C~b)
































(a1 + a4)(b2 + b3) + a3(b1 + b2 + b4) + a2(b1 + b3 + b4)





c11 c12 c13 c14
c21 c22 c23 c24
c31 c32 c33 c34
c41 c42 c43 c44
 ·~b)
Na této soustavě provedeme několik úprav a dostaneme závislosti mezi prvky ma-
tice C (ačkoliv máme k dispozici i restrikce na matici C ′, tak ta nás v tomto kroku
jǐz nezaj́ımá): 
c11 0 0 0
c41 c34 + c42 + c44 c43 c34
c41 c42 c34 + c43 + c44 c34
c41 c42 c43 c44

zvolme tedy např́ıklad následuj́ıćı matici C:
C =

1 0 0 0
0 1 0 1
0 0 1 1
0 0 0 0

vynásobme nyńı ACA−1 (tj. dostaneme matici Z z Domněnky 4.5)
ACA−1 =

1 0 1 1
0 1 0 1
0 1 1 0
0 0 0 1


1 0 0 0
0 1 0 1
0 0 1 1
0 0 0 0


1 0 1 1
0 1 0 1
0 1 1 0





1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

Což je opravdu blokově diagonálńı matice s bloky velikosti 3 a 1, jak tvrd́ı hypotéza.
Nyńı je zapotřeb́ı převést matici C do Jordanova kanonického tvaru. Nicméně
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povšimněme si, že předchoźı krok nám dává blokově diagonálńı matici v Jordanově
kanonickém tvaru, tj. až na pořad́ı vlastńıch č́ısel bude výstup z převodu do Jorda-
nova kanonického tvaru dokonce stejný. Pokud zadefinujeme matici G := A−1C,
pak je zřejmé, že A ·G bude opět blokově diagonálńı matice.
Tı́mto jsme obdrželi matici, která nám umožńı oddělit jednotlivé větve, tj.
m̊užeme aplikovat některý z algoritm̊u navrhovaný pro tradičńı HFE.
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5 Diskuse a závěr
Navzdory tomu, žeMQ problém je obecně NP-úplný problém, který umožňuje
vytvořit schémata pro post-kvantovou kryptografii, existuj́ı mnohé útoky proti
základńım schémat̊um i proti některým jejich modifikaćım. Jednou z modifi-
kaćı, která měla umožnit vybudovat šifrovaćı schémata nad HFE, byla modifikace
p̊uvodně označovaná jako HFEz (
”
Zero Added Equations“ v [Wol02]), která je




V sekci 4.3 jsme ukázali, že dokážeme převést systém HFEz na systém HFE⊥,
kde již máme k dispozici algoritmus navržený v [Fel06] pro rozděleńı systému
na jednotlivé větve. Tento algoritmus využ́ıvá několika poznatk̊u o neasocia-
tivńıch algebrách a aplikuje je pro nalezeńı matice, která dokáže oddělit proměnné
před úvodńı transformaćı S na dvě a v́ıce sad podle patřičných větv́ı. Nale-
zeńı těchto matic by podle [Fel06] mělo proběhnout s vysokou pravděpodobnost́ı,
nicméně konkrétńı podmı́nky, kdy je možné separaci provést, jsou zat́ım otevřenou
otázkou.
Za předpokladu, že jsme schopni provést separaci, se HFEz dostává do situ-
ace, kdy existuj́ı algoritmy schopné běžet v polynomiálńım čase, které umožńı
źıskat privátńı kĺıč z veřejného kĺıče pro tuto modifikaci. Toto by bylo pro HFE
nepř́ıjemné, protože, jak např́ıklad [Wol02] poznamenává, je relativńı nedosta-
tek modifikaćı, které by umožnily vybudovat nad HFE šifrovaćı schémata. Proto
vyvstává otázka, jak se bude chovat separačńı algoritmus z [Fel06] pro systémy,
kde existuj́ı větve s obecnými (ne nutně HFE) polynomy – jestliže by je bylo
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