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1 Introduction
In this overview we focus on the inverse problems of medical and seismic imaging.
Although these two imaging problems may seem very different, the underlying
mathematics is similar in both of them. We consider two medical imaging tech-
niques, namely Electric impedance tomography (EIT) and obstetric sonography,
more commonly known as ultrasound imaging. In seismic imaging, we are inter-
ested in seeing inside the Earth with echoes of the seismic waves. We describe
both the physical measurement setup and the related inverse problem. In addition
to measurements, to solve the inverse problem, we also need some a priori infor-
mation about the measured object. In our case including the a priori information
means fixing the mathematical background.
In the EIT–scan, a doctor attaches electrical sources and receivers on the skin
of the patient. Then, by inserting different voltage patterns to the sources, the
receivers measures the corresponding current patterns [23]. The inverse problem
consist of finding the electrical conductivity inside the patient. Medically this is
highly interesting, since different tissues have very different conductivities. For
instance, a breast tumor can have four times higher conductivity than the healthy
tissue [24], since to grow the tumor needs lots of blood that has a high conductivity.
Often, ultrasound imaging is used to see the fetus in its mother’s uterus. The
ultrasonic scanner produces a sound wave by using a transducer: the wave prop-
agates in the body and reflects from the tissue boundaries back to the transducer
that records the echo. In this imaging problem, we want to recover the wave speed
of the ultrasound as a function of the position inside the mother’s body. In this
case, the medical relevance is that different wave speeds correspond to the differ-
ent mixture of tissues, and, thus a solution of this inverse problem is the image
of the fetus. Unfortunately, the current sonographic devices do not recover the
wave speed, but produce the image of the fetus as a function with the following
variables: the points of transducer, the travel time of the sonic wave from the
transducer to the reflection point inside the body and back to transducer, and
the strength of the echo (see [39] Section Abdominal ultrasound). We hope that
better understanding of the related inverse problem would lead to design of better
sonograms. In article [II] we have studied a similar problem. The key difference to
the previous example is that in medical ultrasound imaging the transducer is on
the skin of the patient. In [II] we assume that the wave sources are located inside
the object of interest, and we do measurements in this same area.
The interest in seismic prospecting lies in obtaining information about the
structure of the crust of the Earth. For instance, to find oil or gas pockets. A
widely used indirect method to see inside the crust is to detonate charges or shake
the ground with powerful blows on some area, and, then to listen to the echoes
of seismic waves produced by these interferences in some other area [58]. As in
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ultrasound imaging, the inverse problem is to find the wave speed of the seismic
wave.
For instance earthquakes produce seismic waves. These waves are so strong
that they travel through the mantle and even the core. This is a way to obtain
information about the deep structures of our planet [54]. Since we cannot control
where and when the earthquake occurs, we cannot do similar measurements as in
the two previous examples. Nevertheless, there is a large network of seismometers
that record the earthquakes constantly. Thus, the typical measurement is to record
the travel time difference of the seismic waves produced by an earthquake. Suppose
that at the North pole occurs an earthquake, and it produces a seismic wave that
propagates through the Earth. Say that there is a seismometer in London and in
Tokyo which record the time of arrival of the seismic wave. Then, we can compute
the travel time difference of the seismic wave. If the network of seismometers is
dense enough and they do measure a large amount of earthquakes, we can hope
to recover the wave speed of the seismic waves. In Article [I] we have studied this
kind of inverse problem.
This thesis is about geometric inverse problems. By this we mean that the
mathematical framework is the Riemannian geometry and the objects of interest
are smooth Riemannian manifolds with or without boundary. EIT, ultrasound
imaging and seismic imaging are examples of geometric inverse problems that
have been studied extensively. In the next Section we consider the mathematics
behind these problems and list some literature.
To summarize, in inverse problems one tries to obtain more information about
the object of interest by doing indirect measurements and combining this addi-
tional information with the a priori information. The a priori information and
the measurements together are called the data. From the point of view of a geo-
metric inverse problem, the data must be invariant under Riemannian isometries.
This means that two Rieammanian manifolds that are Riemannian isometric must
admit the same data. We want to show that Rieamannian manifolds with the
same data have also some other geometric properties in common. For instance,
two Riemannian manifolds admit the data A if and only if they are Riemannian
isometric.
In this thesis we focus, on the uniqueness questions of the geometric inverse
problems. In addition also the stability questions can be asked. Roughly speaking
this means the following. Suppose that we know a priori that our model space
(X, dX) and the measurement space (Y, dY ) are complete metric spaces and the
forward map
F : X → Y
is given. The forward map is the mathematical way to connect the unknown object
of interest to the corresponding measurements. For instance in the case of EIT
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the space X is the space of conductivities and Y is the space of current-to-voltage
measurements. The uniqueness problem is to prove that the map F is one-to-one.
The corresponding stability problem is to show that if y1, y2 ∈ F (X) are close to
each other then also x1 and x2 are close to each other, where F (xi) = yi. In this
overview we do not consider the stability of the forward operators of our example
cases.
2 Geometric inverse problems
Through out this Section we denote (N, g) a smooth, connected, complete and
oriented n-dimensional Riemanninan manifold without boundary. We also use
the notation (M, g) for a smooth, connected, compact and oriented n-dimensional
Riemannian manifold with boundary. Without loss of generality, we always assume
that M ⊂ N and the metric tensor on M is a restriction of a metric tensor g
that is defined on N . Next, we provide a short list of some important objects
of Riemannian manifold (N, g). For a thorough review for the differential and
Riemannian geometry we refer to monographs [36, 37].
We call a smooth curve γ : R → N a geodesic, if it satisfies the geodesic
equation
∇γ̇(t)γ̇(t) = 0,
where ∇ is the Riemannian connection of metric tensor g. For any (p, ξ) ∈ SN ,
where SN is the unit tangent bundle of g, there exists a unique geodesic γp,ξ :
R→ N that satisfies the initial conditions
γp,ξ(0) = p, and γ̇p,ξ(0) = ξ.
The Riemannian distance function dg : N ×N → [0,∞) is defined via the lengths
of geodesics. More precisely,
dg(p, q) = min{a ∈ [0,∞) : there exists ξ ∈ SpN such that γp,ξ(a) = q}.
Let f ∈ C∞(N). The g-gradient ∇gf of function f is defined by the equation
〈∇gf, V 〉g = V f = df(V ), for all smooth vector fields V on N.
We write Ak(N) for the space of smooth k–forms of N . On a Riemannian manifold
there is also a counter part for the classical divergence operator div : T (N) →
C∞(N), where T (N) is the vector space of all smooth vector fields of N . The div
operator is defined by the following formula
divXdVg = d(iXdVg), X ∈ T (N),
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where dVg ∈ An(N) is the Riemannian volume form related to metric tensor g,
d : Ak(N) → Ak+1(N) is the exterior derivative operator and iX : Ak(N) →
Ak−1(N) is the interior multiplication operator with respect to vector field X ∈
T (N).
The most important partial differential operator of a Riemannian manifold
(N, g) is the Laplace–Beltrami operator ∆g : C∞(N)→ C∞(N), defined by
∆gf := −div∇gf, f ∈ C∞(N).











where |g| = det([gij]ni,j=1) and [gij]ni,j=1 is the inverse matrix of g. The Laplace–
Beltrami operator ∆g is an elliptic second order partial differential operator.
Next we will consider the mathematics of EIT, ultrasound imaging and seismic
imaging. We will also relate these problems to other geometric inverse problems.
2.1 Calderón problem
In this subsection we consider the mathematical model behind EIT, that is, the
Calderón problem. There are many ways to formulate this problem. However
since the focus of this thesis is in geometric inverse problems, we start with the
Riemannian version. We recall the Dirichlet problem for the Laplace–Beltrami
operator reads as: {
∆gu = 0, in M
u = f, on ∂M.
(1)
Since ∆g is an elliptic second order differential operator and M is a compact
smooth manifold with boundary, the problem (1) has a unique solution u ∈ H1(M)
provided that f ∈ H1(M). Moreover if f ∈ C∞(M), then u ∈ C∞(M). For a
complete survey on the theory of elliptic second order operators, we refer to [17, 60].
For f ∈ H1(M), we denote uf the unique solution of (1).
Mathematically the EIT-measurement is given by the Dirichlet-to-Neumann
(DN) mapping of problem (1), namely
Λg : H
1/2(∂M)→ H−1/2(∂M), 〈Λgf, h〉 =
∫
M
〈∇guf ,∇gh〉gdVg, h ∈ H1/2(∂M).
(2)
The space H1/2(∂M) is the quotient space of H1(M) where the quotient map is
the trace map. Notice that, if f is smooth then by Greens formula and (1) the
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following formula holds true:




where ν is the outward pointing unit normal vector field on ∂M . The Calderón
inverse problem on Riemannian manifold reads as follows:
Does Λg = Λg̃ imply the existence of a diffeomorphism Φ : M →M
such that Φ|∂M = id and g = Φ∗g̃?
(3)
The problem (3) has a long history and the first versions of it was proposed by
Calderón in [11]. The version given in (3) is a conjecture by Lee and Uhlmann in
dimension three and higher [38]. We will next survey results related to problem
(3). We will split the survey into two parts, depending on the dimension.
2.1.1 Calderón problem in dimension 3 and higher.
We assume that Ω ⊂ Rn,
n ≥ 3 is an open, connected, bounded domain with smooth boundary. Let σ =
[σij]ni,j=1 be a smooth, symmetric and positive definite matrix valued mapping on
Ω. We define the corresponding anisotropic conductivity operator by
Lσu := ∇ · (σ∇u), u ∈ H1(Ω), (4)
and the related conductivity equation:{
Lσu = 0, in Ω
u = f, on ∂Ω.
(5)
If we define a Riemannian metric g on Ω with respect to Euclidean coordinates as
g = (detσ)
1
n−2σ−1 equivalently σ = (detg)
1
2 g−1,
then the problems (1) and (5) are equivalent, since ∆g = (detσ)
1
2−nLσ. Therefore
also the DN-map Λg of (1) and the DN-map Λσ of (5) coincide. We conclude
that the Calderón problem (3) can be equivalently stated with the conductivity
operator Lσ or the Laplace-Beltrami operator ∆g, if Ω ⊂ Rn is an open, connected,
bounded domain with smooth boundary and dimension n ≥ 3. By this we mean
that problem (3) is equivalent to
Does Λσ = Λσ̃ imply the existence of a diffeomorphism Φ : Ω→ Ω
such that Φ|∂Ω = id and σ = Φ∗σ̃?
(6)
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The first global uniqueness solution for the problem (6) is by Sylvester and
Uhlmann in [57], where they assume that the conductivity is smooth and isotropic.
This means that the conductivity σ ∈ C∞(Ω) is a positive function. For smooth
anisotropic conductivities the problem (6) is still open.
Initially, Calderón considered in [11] the problem (6) in the context of the
domain Ω ⊂ Rn, n ≥ 2 with Lipschitzian boundary and L∞-isotropic conductivity
σ, for which there exists c > 0 such that 0 < c < σ(x), x ∈ Ω. This is a
more realistic formulation of the problem (6) from the point of view of medical
imaging, since there are jumps in the conductivity when moving form a soft tissue
to bones. The problem (6) as originally formulated by Calderón is still open
for higher dimensions. However in [21, 20] the problem (6) is proved under the
assumptions that the boundary is Lipschitzian and the isotropic conductivities
belong to W s,p(Ω), where the indices s and p depend on dimension n. In [12] the
problem (6) is proved for the Lipschitzian boundary and Lipschitz-conductivity σ.
Let us return back to the Riemannian setting. In [38, 35, 34] the problem (3) is
solved under the assumption that Riemmannian manifold (M, g) is real analytic.
It is worth to mentioning that in [35, 34] the authors assume only that the DN-
map is know on an open subset Γ ⊂ ∂M . More precisely, they assume that the
operator
Λg,Γf := Λgf |Γ, f ∈ C∞0 (Γ)
is given. In [15, 16] the authors have solved the problem (3) under the assumptions
that (M, g) ⊂⊂ (R×M0, g) and g = e⊕ g0, where (M0, g0) is a compact (n− 1)-
dimensional manifold with boundary.
2.1.2 Calderón problem in dimension two.
The two dimensional case is very different from the higher dimensional case. We
start again with the Euclidean version. We assume that Ω ⊂ R2 is an open,
connected, bounded domain with smooth boundary and Riemannian metric tensor
g. In Euclidean coordinates we define
σij := det(g)1/2gij. (7)
Notice that det(σ) ≡ 1. This implies that the map g 7→ σ given by (7) is not
one-to-one nor onto. Therefore the problems (1) and (5) are not equivalent, on
Ω ⊂ R2 in the same way as in the higher dimensional cases.
The first positive answer for the Calderón problem (6) with C2-smooth isotropic
conductivity is by Nachman [46]. In [9] the problem (6) is proved under the as-
sumption, of Lipschitzian boundary and C1-smooth isotropic conductivity. The
Calderón problem as originally formulated in [11] was solved by Astala and Päivärinta
in [2].
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Next, we consider the anisotropic version of problem (6). In [56], Sylvester
solves the C3-smooth anisotropic case of the problem by reducing it to the isotropic
one, by using the isothermal coordinates [1]. Combining the techniques of [56,
46], the C2-smooth anisotropic case can be proven. In [55], the version of the
problem (6) with C1-smooth anisotropic conductivity is solved. The anisotropic
L∞-conductivity case was solved in [3] by Astala, Lassas and Päivärinta.
Finally, we consider the Riemannian case. We note that the problem (3) does
not have a positive answer, since for any metric tensor g on M the DN-maps for
g and σg, σ ∈ C∞(M) coincide, if σ|∂M ≡ 1 (see [38]). However, there is also a
version of problem (3) in dimension two,
Does Λg = Λg̃ imply the existence of a diffeomorphism Φ : M →M
such that Φ|∂M = id and g = σΦ∗g̃
for some positive σ ∈ C∞(M) such that σ|∂M ≡ 1?
(8)
The Problem (8) was solved in [35]. See [19] for a survey on the Calderón problem
in dimension two.
2.2 The inverse boundary value problem of the wave equa-
tion
This thesis considers geometric inverse problems that are related to the wave equa-
tion. We recall first the Dirichlet-problem for the Riemannian wave equation for
a fixed time interval (0, T ), T > 0, namely,
(∂2t −∆g)u(t, x) = 0, in (0, T )×M
u = f, on (0, T )× ∂M
u(0, x) = ∂tu(0, x) = 0, for every x ∈M.
(9)
The direct problem is to solve (9) for a given f . By [30] it holds that for every
f ∈ H1((0, T ) × ∂M) such that f(0, x) = ∂
∂t
f(0, x) = 0, there exists a unique
solution for the problem (9), that satisfies:
uf ∈ C([0, T ];H1(M)) ∩ C1([0, T ];L2(M)).
Moreover, by standard regularity arguments for hyperbolic partial differential op-
erators, it holds that u ∈ C∞([0, T ] × M), if f ∈ C∞0 ((0, T ) × ∂M). There-
fore, the Hyperbolic Dirichlet-to-Neumann map (HDN), ΛTg : C∞0 ((0, T )× ∂M)→
C∞((0, T )× ∂M) given by
ΛTg f(t, x) = ∂νu
f (t, x), (t, x) ∈ (0, T )× ∂M (10)
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is well defined. The inverse problem for (9) consist of proving the following:
ΛTg = Λ
T
g̃ implies the existence of a diffeomorphism Φ : M →M
such that Φ|∂M = id and g = Φ∗g̃.
(11)
This problem was first solved by Belishev and Kurylev [7], under the assumption
T > maxx∈M distg(x, ∂M), using similar methods to Belishev’s paper [6] for the
isotropic case in the Euclidean setup. The proofs in [7] are based on the control
theoretic method called the boundary control method (BC). We review this method
briefly below. We refer to [26] for a more detailed introduction. The key ingredient
of BC-method is the unique continuation theorem for the wave equation proven
by Tataru [59].
An important version of problem (11) is the case of partial data. Suppose that
S,R ⊂ ∂M are open and consider an operator
ΛTg,S,R : C
∞
0 ((0, T )× S)→ C∞((0, T )×R), ΛTg,S,Rf := ΛTg f |(0,T )×R. (12)
The inverse problem related to ΛTg,S,R consist of proving the following:
Does ΛTg,S,R = ΛTg̃,S,R imply the existence of a diffeomorphism Φ : M →M
such that Φ|∂M = id and g = Φ∗g̃?
(13)
The first proof for (13) in the case of S = R was given in [25]. The case of
S ∩R = ∅ is still open in a general setting, but, for instance, the case S ∩R 6= ∅ is
proven in [31]. In [32, 45] the problem (13) is proven in the case of S ∩R = ∅, but
in both some stronger assumptions for g or ∆g are required. We emphasize that
problem (13) is the mathematical background of the ultrasound imaging and the
seismic prospecting described above. The ultrasound imaging corresponds to the
case where S = R, since both ultrasound source and receiver are implemented in
the same transducer. The seismic prospecting is closely connected to the version
of problem (13), where the sources and the receivers are located far away from
each other. In article [II] we considered a problem related to problem (13). The
key difference is that we assumed S = R ⊂ N is open and instead of HDN-map
we studied the local source-to-solution operator of the interior source problem for
the Riemannian wave equation. See Section 3.2 for more details.
To solve problems (11) and (13) we have to assume that the measurement time
T is large enough. Due to the finite speed of wave propagation, it is natural to





The BC-method is commonly used to solve problems (11) and (13). The first
important tool of BC-method is the approximate controllability. This means that
the following set is dense
{uf (t, ·) : f ∈ C∞((0, 2t)× S)} ⊂ L2(M(S, t)), (14)
where M(S, t) := {x ∈ M : distg(x,S) ≤ t} is so called the domain of influence.
The proof of (14) requires the Tataru’s unique continuation theorem of [59]. The
second important tool is the Blagoveshchenskii identity:
〈uf (T, ·), uh(T, ·)〉L2(M) = 〈f,Kh〉L2((0,2T )×∂M), (15)
that is valid for every f, h ∈ C∞0 ((0, 2T )× ∂M). Here the operator K is given by
K := JΛ2Tg −RΛ2Tg RJ,
where




The identity (15) is based on d’Alembert’s formula, that is, the solution of (1 +
1)-dimensional wave equation, and integration by parts. The identity (15) was
first introduced in [8] and it gives the exact relationship between the boundary
measurement (12) and the L2(M)-norm of the solution uf (t, ·).
Let p ∈ M . There exists a boundary source h ∈ C∞0 ((0, 2T )× ∂M) such that
the corresponding solution x 7→ uh(T, x) of (9) is localized near p. These waves
are called Gaussian beams and they were introduced in [4]. Next we consider a
strategy, that was introduced in [5], to obtain more information on (M, g) by using
(14), (15) and the Gaussian beams.
Let q ∈ ∂M and S ⊂ ∂M be an open neighborhood of q. Let t > 0. Using (14)
and (15) we can check, whether uh(T, ·) is orthogonal to L2(M(S, t)). If this is the
case, then, roughly, distg(p,S) > t. By letting S converge to q, we see that the
HDN-map determines dq(y, p). Choosing a different q ∈ ∂M , we will eventually
determine the map dg(p, ·)|∂M .
Therefore, the HDN map (10) determines the boundary distance functions,
namely the collection
R(M) := {dg(p, ·) : ∂M → R+| p ∈M}. (16)
In [29] it was shown that the data
(∂M,R(M)) (17)
determines the topological and Riemannian structures of (M, g). The construction
of the smooth structure was introduced in [26]. In article [I] we studied a geometric
inverse problem where instead of data (17) we considered the family of distance
difference functions on an open set M ⊂ N . See Section 3.1 for more details.
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2.3 Inverse problems related to the Riemannian distance
function
The Riemannian distance function dg is also an interesting object by its own right.
In the following we introduce few geometric inverse problems where the data is
related to the boundary distance function
d∂M := dg|∂M×∂M : ∂M × ∂M → R. (18)
We emphasize that the function d∂M measures the distance of points p, q ∈ ∂M
along the shortest path onM . Generally, this path is not contained in ∂M . In [62]
it was shown that, if (M, g) is simple, the singularities of the HDN (10) determine
the boundary distance function d∂M . A compact Riemannian manifold (M, g) is
simple, if the boundary ∂M is strictly convex and any two points of M can be
joined by a unique distance minimizing geodesic.
We define the inward and outward pointing vectors of the unit boundary bundle
∂SM by
∂±SM := {(x, ξ) ∈ ∂SM : ±〈ξ, ν(x)〉g < 0}.
For each (p, ξ) ∈ SM we associate an exit time
τg(p, ξ) = inf{t > 0 : γp,ξ(t) ∈ ∂M}. (19)
Notice that it is possible that for some (p, ξ) ∈ SM the exit time τg(p, ξ) is infinite.
In such a case, we say that the geodesic γp,ξ is trapped. To make the analysis easier
we assume that τg(p, ξ) < ∞ for every (p, ξ) ∈ SM . Therefore, the scattering
relation
Lg : ∂+SM → ∂−SM, Lg(x, ξ) :=
(
γx,ξ(τg(x, ξ)), γ̇x,ξ(τg(x, ξ))
)
(20)
is well defined. There are two closely connected inverse problems related to map-
pings τg and Lg. We first formulate the lens rigidity problem. This problem reads
as follow:
Do τg = τg̃, g|∂M = g̃|∂M and Lg = Lg̃ imply the existence of
a diffeomorphism Φ : M →M such that Φ|∂M = id and g = Φ∗g̃?
(21)
The other problem is only related to the scattering relation Lg. It is called the
scattering rigidity problem and it reads as follows:
Do g|∂M = g̃|∂M and Lg = Lg̃ imply the existence of a diffeomorphism
Φ : M →M such that Φ|∂M = id and g = Φ∗g̃?
(22)
In article [III] we studied an inverse problem related to the scattering rigidity
problem. A key difference is that instead of Lg we assume that the collections
RE∂M(p) := {(γp,ξ(τg(p, ξ)), γ̇p,ξ(τg(p, ξ))) ∈ ∂SM : ξ ∈ SpM}, p ∈M (23)
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are given. See Section 3.3 for more details.
Problems (21) and (22) are closely related to the boundary rigidity questions.
We say that (M, g) is boundary rigid if every compact Riemannian manifold (M̃, g̃)
with the same boundary and the same boundary distance function is isometric to
(M, g) via a boundary-preserving isometry. In particular, the scattering rigidity,
lens rigidity and boundary rigidity problem are equivalent on simple manifolds
[43, 50]. Michel conjectured in [43] that simple manifolds are boundary rigid. This
problem has been studied intensively. See, for instance, [48, 14, 33, 10]. So far
it is known that simple 2-dimensional manifolds are boundary rigid [49]. More
recently, boundary rigidity results are established on manifolds of dimension 3 and
higher that satisfy certain global convex foliation condition [52, 53]. See [51, 63]
for recent surveys on these topics.
3 The review of the results of the thesis
3.1 Article [I]
In this article we study an inverse problem related to the example of obtaining
information about the deep structures of the Earth from the travel time differences
of seismic waves produced by earthquakes. Let (N, g) be a closed, connected and
smooth Riemannian manifold with an open set M , that has a smooth boundary.
We denote a compact set F := N \ M . For a given point p ∈ N we define a
distance difference function of p as
Dp(x, y) := dg(p, x)− dg(p, y), x, y ∈ F. (24)
In Article [I] we ask if the family
D(M) := {Dp : p ∈M}
of distance difference functions with (F, g|F ) determine the closed Riemannian
manifold (N, g). The main result of this paper is the following.
Theorem 3.1. Let (Ni, gi), i = 1, 2 be a closed and connected Riemannian mani-
fold of dimension 2 or higher. LetMi ⊂ Ni be an open set, with a smooth boundary.
We denote a compact set Fi := Ni \Mi and assume that F inti 6= ∅. If the distance
difference data of (N1, g1) and (N2, g2) are the same, that is
there exists a diffeomorphism φ : F1 → F2 such that g1|F1 = φ∗(g2|F2) (25)
and
{Dp(·, ·) : p ∈M1} = {Dq(φ(·), φ(·)) : q ∈M2}, (26)
then there exists a Riemannian isometry Ψ : (N1, g1)→ (N2, g2) such that Ψ|F1 =
ψ.
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We also show the necessity of the assumption F int 6= ∅ by an example with two
non-isometric Riemannian manifolds that satisfy (25)–(26).
To prove Theorem 3.1, we use techniques similar to [26, 29], especially for the
reconstruction of topological and smooth structure. Then, we show that Rieman-
nian metrics g and g̃ of a smooth compact manifold N , for which (25)–(26) holds,
are geodesically equivalent. This means that images of geodesics of g coincide with
images of geodesics of g̃ and vice versa. The properties of geodesically equivalent
metrics have been studied by Matveev and Topalov in [40, 41, 42, 61]. Especially
in [61], the authors show that if g and g̃ are geodesically equivalent, then there






that are constants along the integral curves of the geodesic flow of g. We use this
to prove Theorem 3.1.
In [I] we consider an application of Theorem 3.1 for an inverse problem of a
wave equation with spontaneous point sources.{
(∂2t −∆g)G(·, ·, s, y) = κ(s, y)δs,y(·, ·), in N
G(t, x, s, y) = 0, for t < s, x ∈ N. (27)
where N = R×N is the space-time. The solution G(t, x, s, y) is the wave produced
by a point source located at the point y ∈M and time s ∈ R having the magnitude
κ(s, y) ∈ R \ {0}. Above, δs,y(t, x) := δs(t)δy(x) corresponds to a point source at
(s, y) ∈ N .
Assume that there are two manifolds (N1, g1) and (N2, g2) satisfying the as-
sumptions given in Theorem 3.1 and that
There exists an isometry φ : F1 → F2 (28)
W1 = W2 (29)
where W1 and W2 are collections of supports of waves produced by point sources
taking place at unknown points at unknown time, that is,
W1 = {supp (G1(·, ·, s1, y1)) ∩ (R× F1) ; y1 ∈M1, s1 ∈ R} ⊂ 2R×F1 ,
and
W2 = {supp (G2(·, φ(·), s2, y2)) ∩ (R× F1) ; y2 ∈M2, s2 ∈ R} ⊂ 2R×F1 ,
where functions Gj, j = {1, 2} solve equation (27) on manifold Nj. Here, 2R×Fj =
{V ; V ⊂ R × Fj} is the power set of R × Fj. Roughly Wj corresponds to the
data that one measures by observing, in the set Fj, the waves that are produced
by spontaneous point sources that that go off, at an unknown time and at an
unknown location, in the set Mj.
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Proposition 3.2. Let (Nj, gj), j = 1, 2 be a closed compact Riemannian n-
manifold, n ≥ 2 and Mj ⊂ Nj be an open set such that Fj = Nj \ Mj have
non-empty interior. If the spontaneous point source data of these manifolds coin-
cide, that is, we have (28)–(29), then (N1, g1) and (N2, g2) are isometric.
3.2 Article [II]
In this article we consider{
∂2t u(t, x)−∆gu(t, x) = χ(t, x)W (t, x) in R1+n+ = (0,∞)× Rn,
u|t=0 = ∂tu|t=0 = 0.
(30)
Here the vanishing initial conditions in (30) are interpreted in the sense that u is
supported in [0,∞)× Rn.
We assume that the sourceW is a realization of a Gaussian white noise random
variable on R1+n. Moreover, χ stands for a smooth function
χ(t, x) = χ0(t)κ(x),
such that χ0 ∈ C∞(R) and defined by
χ0(t) =
{
0, t ≤ 0
1, t ≥ 1,
and κ ∈ C∞0 (Rn). We assume that there exists an open and non-empty set X ⊂ Rn
where κ is non-vanishing. The spatial structure of our noise model coincides, e.g.,
with the typical choice (2.17) in the monograph [18].
The source χW can be modelled as a random variable taking values in a local
Sobolev space with negative index, and the same holds true for the solution u.
Contrary to papers such as [44, 47, 13], we do not consider t 7→ u(t, ·) as a random
process.
The problem we study is the following: suppose we can record the empirical
correlation





u(t1 + s, x1)u(t2 + s, x2)ds, (31)
for t1, t2 > 0, x1, x2 ∈ X and T > 0. What information does this data yield
regarding the metric g? For any finite T , the correlation CT is random in the
sense that it depends on the realization of the source. A fundamental part of our
result below is to show that this data becomes statistically stable, i.e., independent
of the realization, as T increases. More precisely, we show that the limit
lim
T→∞




is deterministic. Thereafter, the paper is devoted to showing that this stability
enables the recovery of g:
Theorem 3.3. Let n ≥ 3. Suppose that g is non-trapping and that g coincides
with the Euclidean metric outside a compact set. Let u = U(ω) be the solution of
(30) where W = W(ω) is a realization of the white noise W on R1+n. Then with
probability one, the empirical correlations (31) defined in the sense of generalized
random variables in D′((R×X )2) for T > 0, determine the Riemannian manifold
(Rn, g) up to an isometry.
Recall that a metric tensor g on Rn is non-trapping if for each compact K ⊂ Rn
there exists T > 0 such that for each (p, ξ) ∈ TRn, p ∈ K, ‖ξ‖g = 1, it holds that
γp,ξ(t) /∈ K when t ≥ T .
Note that the covariance data (31) is determined by the measurement u|(0,∞)×X .
This implies the following corollary:
Corollary 3.4. The measurement u|(0,∞)×X , with a single realization of the white
noise source, determines the Riemannian manifold (Rn, g), up to an isometry, with
probability one under the assumptions of Theorem 3.3.
The statistical stability of CT , T > 0, allows us to reduce the passive imaging
problem to a deterministic inverse problem, that we then solve. As the deter-
ministic inverse problem is of independent interest, we solve it in a more general
geometric setting.
Let (N, g) be a complete, oriented smooth Riemannian manifold. The second
problem studied in this article is related to the problem (13). Consider the interior
source problem for the Riemannian wave equation{
(∂2t −∆g)u = f, in (0,∞)×N
u(0, x) = ∂tu(0, x) = 0, x ∈ N.
(32)
If f ∈ C∞0 ((0,∞) × N), then there exists a unique uf ∈ C∞((0,∞) × N) that




0 ((0,∞)×X )→ C∞((0,∞)×X ), ΛXf = uf |(0,∞)×X .
The second main theorem of [II] is the following.
Theorem 3.5. Let (N, g) be a smooth and complete Riemannian manifold of di-
mension n ≥ 2. Let X ⊂ N be an open and nonempty set. Then the data (X ,ΛX )
determines (N, g) up to an isometry. More precisely this means the following.
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Let (Ni, gi), i = 1, 2, be a smooth and complete Riemannian manifold. Let
Xi ⊂ Ni be open and nonempty, and assume that there exists a diffeomorphism
φ : X1 → X2 (33)
that satisfies
φ∗(ΛX2f) = ΛX1(φ
∗f), for all f ∈ C∞0 ((0,∞)×X2), (34)
where (φ∗f) ∈ C∞0 ((0,∞)×X1) is defined by
(φ∗f)(t, x) = f(t, φ(x)).
Then (N1, g1) and (N2, g2) are Riemannian isometric.
We also point out the relationship between Theorem 3.5 and the following
Inverse spectral problem of the Laplace–Beltrami operator.
Corollary 3.6. Let (N, g) be a smooth and compact Riemannian manifold of di-
mension n ≥ 2 without boundary. Let X ⊂ N be an open and nonempty set. Let
(ϕk)
∞
k=1 ⊂ C∞(N) be the collection of L2-orthonormal eigenfunctions of operator
∆g. Let (λk)∞k=1 be the collection of corresponding eigenvalues of ∆g. Then, the
Spectral data
(X , (ϕk|X , λk)∞k=1) (35)
determines (N, g) up to isometry.
The Corollary 3.6 is connected to the main result of [7], where Belishev and
Kurylev provide a proof for the Gel’fand inverse boundary spectral problem for
the Laplace–Beltrami operator. They showed that the boundary spectral data
{∂M, (∂νϕk|∂M , λk)∞k=1} (36)
determines a compact Riemannian manifold (M, g) up to an isometry. Here,
the set (ϕk)∞k=1 is the collection of L2-orthonormal eigenfunctions of Dirichlet–
Laplace–Beltrami operator, and the collection (λk)∞k=1 is the set of corresponding
eigenvalues. This means that for every k ∈ N the function ϕk solves the equation
∆gϕk = λkϕk and ϕk|∂M = 0.
Finally, we will introduce an inverse problem that is a natural generalization of
the Gel’fand inverse boundary spectral problem. Suppose that Σ ⊂ N is a smooth
(n−1)-dimensional submanifold of N such that Σ = ∂X for some open set X ⊂ N .
Let ν be the outward pointing unit normal of Σ. Then, the Cauchy spectral data
of Laplace–Beltrami operator is
(Σ, ((ϕk|Σ, ∂νϕk|Σ, λk))∞k=1). (37)
In [27] it was shown that data (37) determines the manifold (N, g) up to an isom-
etry. We emphasize that Corollary 3.6 follows from the results of [27], since the
data (35) determines the data (37).
15
3.3 Article [III]
In article [III] we study an inverse problem of a reconstruction of a compact Rie-
mannian manifold (M, g) with smooth boundary from the scattering data of inter-
nal sources. We assume that (M, g) is embedded in a closed smooth Riemannian
manifold (N, g). We define the first exit time function by
τexit(p, ξ) = inf{t > 0 : γp,ξ(t) ∈ N \M}, (p, ξ) ∈ SM, (38)
We also assume that (M, g) is non-trapping, namely:
τexit(p, ξ) <∞, for all (p, ξ) ∈ SM. (39)
For each point q ∈M we define a scattering set of a point source q as:
R∂M(q) = {(p, ηT ) ∈ T∂M : there exist ξ ∈ SqN
and t ∈ [0, τexit(q, ξ)] such that
p = γq,ξ(t), η = γ̇q,ξ(t)} ∈ 2T∂M .
(40)
Here ηT ∈ T∂M is the tangential component of η ∈ ∂SM , and 2S denotes the
power set of the set S. Let R∂M(M) = {R∂M(q); q ∈ M} ⊂ 2T∂M , and consider
the following collection:
(∂M,R∂M(M)). (41)
We refer to (41) as the scattering data of internal sources that depends on the
Riemannian manifold (M, g).
The inverse problem considered in paper [III] is the determination of the Rie-
mannian manifold (M, g) from the data (41). More precisely, this means the
following. Let (Nj, gj), j = 1, 2, and Mj be similar to (N, g) and M .
We say that the scattering data of internal sources of (M1, g1) is equivalent to
(M2, g2), if
there exists a diffeomorphism φ : ∂M1 → ∂M2 such that (42)
{Dφ(R∂M1(q)); q ∈M1} = {R∂M2(p); p ∈M2}. (43)
Here Dφ : T∂M1 → T∂M2 is the differential of φ, i.e., the tangential mapping
of φ.
To prove the inverse problem of data (41), we need some additional information
about the geometry of (N, g). This is described in the following. We denote the set
of all smooth Riemannian metrics on N by Met(N) (we will assign the smooth
Whitney topology (see [22]) on Met(N) to make it into a topological space),
it turns out that there exists a generic subset (a set that contains a countable
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intersection of open and dense sets) G ⊂ Met(N) such that, for g ∈ G, the
manifold (M, g|M) is determined by the data (41) up to an isometry.
Given g ∈ Met(N), p, q ∈ N and ` > 0, we denote the number of g–geodesics
connecting p and q of length ` by I(g, p, q, `). We also define:
I(g) := sup
p,q,`
I(g, p, q, `).
Kupka, Peixoto and Pugh showed in [28] that there exists a generic set G ⊂
Met(N), such that, for all g ∈ G,
I(g) ≤ 2n+ 2. (44)
Next, we define the collection of admissible Riemannian manifolds. Let
G = {(N, g) : N is a connected, closed, smooth Riemannian n-manifold;
g satisfies (44)}.
(45)
The main result of [III] is the following.
Theorem 3.7. Let (Ni, gi) ∈ G, i = 1, 2 be a smooth, closed, connected Rieman-
nian n-manifold, n ≥ 2, Mi ⊂ Ni an open set with smooth strictly convex boundary
with respect to gi. Suppose that (M i, gi), i = 1, 2, is non-trapping, in the sense of
(39).
If properties (42)–(43) hold true, then (M1, g|M1) is Riemannian isometric to
(M2, g2|M2).
The problem studied in [III] has a natural connection to the scattering rigidity
problem (22). In [III] we show that data (41) determines the scattering relation Lg
(see (20)). It is worth of mentioning that data (41) is much larger than (22), since
in the case of strictly convex boundary functions τg (see (19)) and τexit (see (38))
coincide. On the other hand, we did not have as strong geometric assumptions as
in [49] since every simple manifold (M, g) ∈ G.
3.4 Article [IV]
Article [IV] is a conference paper related to article [I]. In [IV] we generalize the
result of [I]. We say that a set A ⊂ N is convex if for any two p, q ∈ A holds that
every distance minimizing unit speed geodesic γ from p to q satisfies
γ([0, dg(p, q)]) ⊂ A.
The main theorem of [IV] is the following.
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Theorem 3.8. Let n ≥ 2 and (Ni, gi), i = 1, 2 be complete Riemannian manifolds.
Also, let Ui ⊂ Ni be a relatively compact open set with smooth boundary. Let U i be
convex and Mi ⊂ Ui be an open subset whose boundary is a smooth submanifold of
dimension (n− 1) and M i ⊂ Ui. Denote Fi = Ui \Mi and suppose that F inti 6= ∅.
Assume that there exists a diffeomorphism φ : F1 → F2 such that
g1|F1 = φ∗g2|F2 .
Moreover, assume that the distance difference data for manifolds M1 and M2 are
the same, in the sense that
{D1x ∈ C(F1 × F1) : x ∈M1} = {D2y(φ(·), φ(·)) ∈ C(F1 × F1) : y ∈M2}.
Here, Dix(z1, z2) = dgi(x, z1)− dgi(x, z2) for x ∈ Ni and z1, z2 ∈ Fi.
Then, the Riemannian manifolds with boundary (U1, g1|U1) and (U2, g2|U2) are
isometric.
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