This paper presents a phonological feature based computer aided pronunciation training system for the learners of a new language (L2). Phonological features allow analysing the learners' mispronunciations systematically and rendering the feedback more effectively. The proposed acoustic model consists of a multi-task deep neural network, which uses a shared representation for estimating the phonological features and HMM state probabilities. Moreover, an active learning based scheme is proposed to efficiently deal with the cost of annotation, which is done by expert teachers, by selecting the most informative samples for annotation. Experimental evaluations are carried out for German and Italian native-speakers speaking English. For mispronunciation detection, the proposed feature-based system outperforms conventional GOP measure and classifier based methods, while providing more detailed diagnosis. Evaluations also demonstrate the advantage of active learning based sampling over random sampling.
Introduction
Pronunciation training is an important component in language learning. Computer-aided pronunciation training (CAPT) systems aim to detect mispronunciations in the speech of the learners of a new language (L2). A learner is given a sentence (from L2) to read; wherever his/her pronunciation deviates from the canonical pronunciation (as perceived by native speakers of L2), it is marked as a mispronunciation. Further, CAPT systems provide a feedback to help the learner in correcting those mispronunciations.
Various methods have been invented to detect mispronunciations. CAPT systems are generally built on the principles of automatic speech recognition systems, where the speech is modelled using dynamic models like hidden Markov models (HMMs) and finite state transducers (FSTs). Since the words read are known beforehand, mispronunciations can be detected using the likelihood of actual pronunciation. A measure commonly used to detect mispronunciations is the goodness-ofpronunciation (GOP) measure [1, 2] . Another method is based on mispronunciation classifiers trained for each phoneme [3, 4] . Yet another approach, known as extended recognition networks, is to modify the FSTs to detect mispronounced phonemes during decoding itself [5, 6] .
For mispronunciation diagnosis, various kinds of feedback schemes have been proposed by different researchers [7] . The most common way is to specify the phoneme uttered in place of the canonical one [8, 9] . But as the underlying computational models are prone to errors, it is much more useful to construct explanatory models that allow a deeper analysis of the pronunciation in addition to giving a concise message to the learner. Another problem here is that many times the uttered phoneme might not correspond to any phoneme used in the decoder, thereby limiting the diagnosis. Moreover, often phoneme based feedback does not help a learner, as (s)he might not even perceive the L2 phoneme if it is not there in his/her L1 (native language). Towards this end, Li et al. [10] use subphonetic attributes, derived from acoustic and phonetic properties of speech, for rendering the feedback. They use GOP measure to detect mispronunciations at the attribute level, and then merge the subsequent results using neural networks to detect phone level mispronunciations.
In this paper, we propose the use of phonological features for CAPT. The utility of phonological features for speech analysis has been long known [11] . They are also useful for analysing error patterns in mispronunciations [12] . For CAPT, the use of broad phonetic features [13] and phonemic distinctions [14] has been considered by some works. Feedback in terms of phonological features is easily comprehensible to the learners and is effective in learning. It provides information on how to move the articulators in order to produce the target sounds. This paper presents two major contributions -firstly, the deep neural network (DNN) based acoustic models are improved with the help of multi-task learning, and secondly, the cost of transcription in terms of human supervision is reduced with the help of active learning.
The primary task of an acoustic model is to estimate the phoneme state probabilities for HMM based decoders. The secondary task in our proposed model is to estimate the phonological features from speech. Earlier models [10, 15] perform the two tasks serially. However, multi-task DNN learning [16] uses a shared representation, in terms of shared hidden layers, for both the tasks. It is found to improve the system performance for many applications like phoneme recognition [17] , low-resource speech recognition [18] , cross-language adaptation of the acoustic models [19] , speech synthesis [20] , object detection in images [21] , etc.
Another challenge in training the CAPT systems is that they need phoneme-level transcribed data. On the other hand, present ASR systems mostly use word-level transcribed datasets. The latter datasets are now available much more abundantly than the former. Moreover, the labour needed from human annotators (expert teachers) is quite intense. In this paper, we also propose an active learning algorithm for training a CAPT system. With a large number of unannotated speech files at hand, active learning [22] involves selecting the most informative set of files to be labelled by human. Thus, a large improvement is obtained from annotating a smaller number of files. Active learning has been helpful for many machine learn- 
Proposed system
This section describes the proposed CAPT system with English as L2.
Phonological Features
The present system uses 18 phonological features that characterise all the phonemes of English. These features are VOC (vowel), CONS (consonant), CONT (continuant fricative consonant), OBSTR (obstruant consonant), STR (strident), VOICE (voiced consonant), SON (sonorant), STOP (stop consonant), LOW, HIGH, LAB (labial), COR (coronal), DOR (dorsal), RTR (retracted tongue root), NAS (nasal), LAT (lateral), RHO (rhotic), RAD (radical). In addition, a silence marker (SIL) is used. Table 1 lists all the phonological features along with the corresponding phonemes (from the UK phoneme set used by ISLE dataset) that they characterise.
Dataset
For implementing the proposed system we use Interactive Spoken Language Education (ISLE) dataset [25] . It consists of 23 German and 23 Italian native speakers speaking English as L2. A speaker is given a sentence to read and his/her utterance is recorded. Apart from the word-level transcription, each utterance has two kinds of transcriptions -i) the canonical phonemes that the speaker should utter, and ii) the actual phonemes that the speaker actually utters.
Acoustic Model
The proposed system is based on DNN-HMM framework [26] . Speech is modelled as a sequence of phonemes. Each phoneme is modelled with 3 states of an HMM (monophone). The DNN acoustic model estimates two kinds of outputs -i) the posterior probabilities of HMM states, and ii) the probabilities of phonological features.
The input to the DNN acoustic model are the acoustic parameters, i.e., 23 Mel-scaled filter bank log energies with a context of ±5 frames. The input is normalised to have zero mean and unit variance. There are 3 shared hidden layers, each with 512 neurons and ReLU (rectified linear unit) non-linearity. The first output layer consists of 150 neurons corresponding to the monophone states of HMMs (canonical transcriptions have 41 English phonemes and a silence phoneme; the actual transcriptions contain 8 extra phonemes that are not valid English phonemes). The layer has softmax non-linearity. The outputs are the posterior probabilities of states and are converted into likelihoods, by dividing with prior probabilities, so as to be used by the HMM. The second output layer of DNN consists of 19 neurons corresponding to the phonological features. Each neuron, having sigmoidal non-linearity, estimates the probability of the corresponding feature.
The speech files in training data are force-aligned with the corresponding actual transcriptions with the help of a 3-state GMM-HMM based phoneme recogniser, using 39 dimensional MFCC+∆+∆∆ acoustic parameters. The target values for the first output layer are constructed directly from the alignments, while those for the second output layer are constructed as in [15] , by marking the absence or presence of a phonological feature at a particular time frame with 0 or 1, respectively.
The DNN is trained to minimise an objective function, which is a sum of the objective functions for the two output layers. The first output layer's objective function is the categorical cross entropy while that of the second output layer is squared error. The DNN weights are updated using AdaGrad [27] with Nesterov momentum over mini-batches of size increasing linearly from 256 to 1024 with each epoch. The output classes are balanced by applying weights to the objective function at each output neuron. A dropout rate of 10% is used for each hidden layer during training.
Mispronunciation Detection
When a phoneme in actual transcription does not match the one in canonical transcription, it is said to be mispronounced. The outputs of the acoustic model are used to detect mispronunciations, with the help of a neural network classifier.
During training, the speech files are force-aligned with the canonical transcriptions. The average values of phonological feature probabilities for a phoneme segment are used as the input to the mispronunciation classifier (phoneme-level). There is one hidden layer with 512 neurons and ReLU non-linearity. The output layer consists of 41 units corresponding to each canonical phoneme. Each neuron, having sigmoidal non-linearity, estimates the probability of correct pronunciation of the corresponding phoneme. The ground truth mispronunciations are obtained by aligning the canonical transcriptions with actual transcriptions, using Levenshtein distance. The target value of the output neuron corresponding to the canonical phoneme is set to 0 or 1 to mark if it is mispronounced or not, respectively; the target values of other neurons are left unspecified, i.e. they are not used for updating the network weights. In this work, we consider only substitution and deletion errors. Insertion errors are not considered for training and evaluation, but the FSTs are allowed to take care of them while decoding by introducing an optional phoneme at word boundaries. The training is carried out to minimise the squared error. The weight update scheme is same as used in Section 2.3, i.e., using AdaGrad, Nesterov momentum, data balancing and dropouts.
Mispronunciation Diagnosis
Mispronunciation is diagnosed in terms of phonological features. The average values of the phonological feature probabilities estimated by the acoustic model for a mispronounced canonical phoneme are compared with the canonical feature values for the same phoneme. The feature showing maximum deviation from its canonical value is used for constructing the feedback. The sign of deviation tells if the feature needs to be increased or decreased. For example, when bag is pronounced as back, the feature VOICE needs to be increased for the canonical phoneme /g/ to make it sound like the first sound in goose. Or, when facing is pronounced like faking, the system will ask the user to make the medial consonant with a hissing sound (STRIDENT feature) as the /s/ in kissing.
Informativeness Score for Active Learning
For the active learning algorithm, an informativeness score is computed based on the mispronunciation detection performance at the phoneme level. Phonemes that lie closer to the mispronunciation threshold are considered more informative than those away from the threshold. The informativeness score I(p) for a canonical phoneme p is estimated from the probability of correct pronunciation Ppron(p), which is the output of mispronunciation DNN, with the help of a triangular function. Two functions I1(p) and I2(p) have been proposed here as shown in Fig. 1 . The utterance level informativeness score is the average of the informativeness scores of all its phonemes. The utterance files with the highest informative scores can be transcribed by human experts, and then be used for training.
A block schematic of the overall system is shown in Fig. 2 .
Experiments
The dataset is divided into training and test sets, consisting of 19 and 4 speakers, respectively, from each language (German and Italian). The total audio duration of training set is 8 hours 24 minutes, while that of test set is 1 hour 34 minutes.
Evaluation of Multi-task DNN System
The proposed system is compared with two state-of-the-art methods [4] for detecting mispronunciations. One uses the goodness of pronunciation (GOP) measure, which is defined for a canonical phoneme p as
where, log P (q) is the average log posterior probability of phoneme q over the frames aligned with p. A DNN acoustic model has been used here to estimate the state probabilities for phoneme q; the maximum state probability is assigned as the phoneme probability. A low value of GOP indicates mispronunciation. The GOP scores for all the phonemes are scaled so as to have similar thresholds, close to 0.5.
The other baseline method uses a classifier based method without phonological features. The state log-probabilities, estimated by a DNN that maps input acoustic parameters to HMM phoneme states, are averaged for each phoneme q to get log P (q). The values log P (q), ∀q, are fed into a neural network classifier to estimate Ppron(p).
The performance of the system for mispronunciation detection is measured using false acceptance rate (FAR) and false rejection rate (FRR). FAR is the ratio of number of mispronounced phonemes falsely accepted by the system as correct to the total number of mispronounced phonemes. FRR is the ratio of number of correctly uttered phonemes falsely rejected as mispronounced to the total number of correctly pronounced phonemes. Since the two vary in opposite directions with the threshold, for easy comparison, we set the threshold to make Fig. 3 shows the FAR vs FRR curves for the different mispronunciation detection methods. The EER attained by the different methods is shown in Table 2 . The proposed system achieves a relative improvement of 27.4% over the GOP-based system and that of 11.0% over the classifier based system. This improvement could be attributed to the shared representation using multi-task DNNs, where both the tasks benefit from each other. The phonological feature based feedback is evaluated using accuracy, which is defined as the number of mispronounced phonemes for which a correct feature (with a correct sign of deviation) is given as feedback divided by the total number of mispronounced phonemes. We evaluate feedback for all mispronunciations, independent of the detection performance. The proposed system attains a feedback accuracy of 81.1% averaged over all the phonemes (i.e., 2794 mispronunciations). Table 3 shows the feedback accuracy for some of the most frequently mispronounced phonemes in the test set. It is to be noted that a mispronunciation may entail mistakes in one or more features; catching any one of them is considered correct.
Evaluation of Active Learning
The entire training set is assumed to be unlabelled first. Let Su denote the set of unlabelled utterances. Randomly, 36% of data is sampled, annotated and used to train the system. Let St denote the set of labelled utterances for training the system. The system so obtained is used to estimate informativeness scores for the utterances in Su. The most informative utterances from Su are annotated, are transferred to St and the system is retrained. Thus, Su is sampled incrementally in steps until it is empty.
The mispronunciation detection EER obtained by informativeness score based sampling is compared with that obtained by random sampling as baseline. The two schemes are employed to train the proposed system. The learning curves for the two schemes are shown in Fig. 4 . We can see that the proposed I(p) based sampling is efficacious in achieving lower error rates while reducing the amount of labelled data needed for training the system. The random and I(p) based sampling curves meet at the same point when all the training data is used. We find that the performance with I2(p) deteriorates slightly when all the training set is used as compared to when 92% of it is used, showing that I2(p) based sampling is able to reject the outlier data, which degrades the model.
The function I2(p) (refer to Fig. 1 ) gives more weight to mispronounced phonemes (i.e., with smaller Ppron) than the correctly pronounced ones, as compared to those given by I1(p). We find that I2(p) improves the performance more as compared to the symmetric I1(p). This might be due to the reason that the mispronounced phonemes occur quite scantily as compared to the correctly pronounced ones. Hence, giving more weight to mispronunciations incorporates more mispronounced phonemes into training, thereby, improving the performance.
Conclusion
This paper presents a computer aided pronunciation training (CAPT) system using phonological features. The main contributions are: i) a phonological feature based diagnosis system is presented to construct a corrective feedback for each mispronounced phoneme for effective learning; ii) a multi-task DNN based acoustic model is presented to estimate the HMM state probabilities and phonological feature probabilities using a shared representation; iii) an active learning based approach is presented to train the system with minimal annotated data. The proposed system outperforms the state of the art methods for detecting mispronunciations, attaining more than 11% relative improvement in equal error rate. Also, the proposed system can be used for any pair of L1 and L2. Future work includes incorporating native speaker data for training over canonical pronunciations. We hope that this will improve the robustness of the system to any L1. We would like to test the system for teaching other languages (L2) as well.
