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
ITULO II
Juegos matriciales vectoriales
L. Monroy J. Puerto
1. Juegos de suma nula con pagos vectoriales
Los juegos en los que los pagos que reciben los jugadores vienen repre-
sentados por vectores en lugar de por numeros reales, se les denomina juegos
vectoriales, juegos multicriterio o juegos con pagos multiples.
En estos juegos, si no hay cooperacion entre los jugadores, como ocurre
en el caso de suma nula, se a~nade la dicultad de la no existencia de un orden
total entre los elementos que denen la matriz de pago, por lo que la valoracion
de las estrategias y la comparacion entre las mismas es un problema adicional
que presenta la teora de juegos, siendo el concepto de solucion clasica de un
juego difcil de desarrollar.
En un juego escalar toda estrategia pura puede recorrer un conjunto de
valores, y entre ellos hay uno mas desfavorable:
 
0 2
1 0
!
La primera estrategia pura del jugador I tiene asociados los valores 0 y
2, siendo el 0 una valoracion pesimista de dicha estrategia.
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En un juego vectorial la estrategia pura toma un conjunto de valores
vectoriales y entre ellos no tiene por que existrir uno mas desfavorable:
 
(0; 0) (2; 1)
(1; 2) (0; 0)
!
La primera estrategia del jugador I tiene asociados los valores (0; 0) y
(2; 1), pero no podemos destacar ninguno de ellos como valoracion pesimista
de dicha estrategia.
Por esta razon han aparecido nuevos conceptos de solucion. En este
sentido, el concepto de estrategia de seguridad Pareto-optima es muy impor-
tante para la resolucion de juegos con pagos multiples, utilizando conceptos de
solucion basados en los niveles de seguridad de los jugadores.
As, Ghose y Prassad (1989) [41] denen puntos de equilibrio con niveles
de seguridad Pareto-optimos y puntos de silla de Pareto. Para determinar
el conjunto de estrategias de seguridad Pareto-optimas establecen dos juegos
escalares, uno para cada jugador, y prueban que las estrategias maximin y
minimax de estos juegos son estrategias de seguridad Pareto-optimas para el
jugador correspondiente.
Ghose (1991) [42] obtiene las estrategias de seguridad Pareto-optimas
de un juego vectorial de suma nula por medio de la escalarizacion del juego
original. Demuestra, mediante un largo proceso, que una extension del conjunto
formado por los vectores de nivel de seguridad es un conjunto poliedrico. A
partir de este resultado, establece que una escalarizacion estrictamente positiva
es una condicion necesaria y suciente para obtener una estrategia de seguridad
Pareto-optima para tales juegos.
En este captulo obtenemos la misma escalarizacion como un caso par-
ticular de un enfoque mas general, realizado a traves de un procedimiento
alternativo que simplica, en gran manera, las demostraciones establecidas por
estos autores. Por medio de la programacion lineal multiobjetivo, obtenemos
todas las estrategias de seguridad Pareto-optimas como soluciones ecientes de
problemas lineales multiobjetivo.
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2. Concepto de solucion
Consideramos un juego nito bipersonal, de suma nula en forma normal.
Sea A = (a
ij
), 1  i  n; 1  j  m, la matriz de pago del juego. Cada
elemento a
ij
de la matriz es un vector de dimension k,
a
ij
= (a
ij
(1); a
ij
(2); : : : ; a
ij
(k)) 2 R
k
;
que determina k matrices de orden nm de la forma:
A(s) = (a
ij
(s)) 1  s  k; 1  i  n; 1  j  m
Las estrategias mixtas en estos juegos se denen de la misma forma que
en los juegos escalares. As, los espacios de estrategias mixtas para los jugadores
I y II son respectivamente
X = fx 2 R
n
:
n
X
i=1
x
i
= 1; x
i
 0; i = 1; : : : ; ng
Y = fy 2 R
m
:
m
X
j=1
y
j
= 1; y
j
 0; j = 1; : : : ;mg
Denicion 2.1 El pago esperado del juego cuando los jugadores escogen sus
estrategias mixtas x 2 X e y 2 Y , respectivamente, viene dado por:
v(x; y) = x
t
Ay = (v
1
(x; y); : : : ; v
k
(x; y))
donde
v
s
(x; y) = x
t
A(s)y s = 1; : : : ; k
Dado que una estrategia debe ser valorada por un conjunto de vectores,
podemos dar una unica valoracion, al considerar que el oponente puede actuar
en cada coordenada de la matriz A de modo independiente, y ofrecer el vector
que se asegura el jugador, aunque realmente obtenga valores superiores. As, la
primera estrategia del ejemplo anterior estara valorada por el vector (0; 1),
que aunque no es un valor del juego, es la menor cantidad que puede obtener
en cada objetivo, por lo que es un nivel de seguridad.
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Denicion 2.2 Para cada estrategia x 2 X del jugador I, el vector de nivel
de seguridad para dicho jugador es el pago que puede garantizarse, con esa
estrategia, en cada juego escalar inducido por el juego vectorial. Analogamente
para el jugador II.
Los vectores de niveles de seguridad de los jugadores I y II son respecti-
vamente:
v(x) = (v
1
(x); : : : ; v
k
(x))
v(y) = (v
1
(y); : : : ; v
k
(y))
donde
v
s
(x) = min
y2Y
v
s
(x; y) = min
y2Y
x
t
A(s)y
v
s
(y) = max
x2X
v
s
(x; y) = max
x2X
x
t
A(s)y
Observemos que dada una estrategia x 2 X del jugador I, cada com-
ponente del vector de nivel de seguridad v
s
(x), s = 1; : : : ; k pueden obtenerse
con distintas estrategias y 2 Y del jugador II. Ghose y Prassad (1989) [41], es-
tablecen la denicion de estrategia de seguridad Pareto-optima que en nuestra
notacion es como sigue:
Denicion 2.3 Una estrategia x

2 X es una estrategia de seguridad Pareto-
optima para el jugador I si no existe x 2 X, tal que v(x

)  v(x); v(x

) 6= v(x).
Una estrategia y

2 Y es una estrategia de seguridad Pareto-optima para el
jugador II si no existe y 2 Y tal que v(y

)  v(y); v(y

) 6= v(y).
2.1. Procedimiento de resolucion
Dada una estrategia x 2 X , el nivel de seguridad s-esimo del jugador I
viene dado por:
v
s
(x) = min
y2Y
v
s
(x; y) = min
y2Y
x
t
A(s)y
El problema a resolver, es un problema lineal escalar, por tanto tiene una
solucion optima entre los puntos extremos del poliedro Y. Por ello, podemos
expresar
v
s
(x) = min
1jm
n
X
i=1
x
i
a
ij
(s)
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o matricialmente:
v
s
(x) = minx
t
A(s)
A continuacion, introducimos el siguiente problema de programacion li-
neal multiobjetivo, denominado el problema lineal del juego multicriterio.
(PLJM) : max v
1
; : : : ; v
k
s.a. x
t
A(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
Teorema 2.1 Una estrategia x

2 X es una estrategia de seguridad Pareto-
optima y v

= (v

1
; : : : ; v

k
) su vector de nivel de seguridad asociado si y solo si
(v

; x

) es una solucion eciente del problema (PLJM).
Demostracion: Sea x

2 X una estrategia de seguridad Pareto-optima, en-
tonces no existe otra estrategia x 2 X tal que v(x

)  v(x); v(x

) 6= v(x), o
equivalentemente:
(min x
t
A(1); : : : ;min x
t
A(k))  (min x
t
A(1); : : : ;min x
t
A(k))
(min x
t
A(1); : : : ;min x
t
A(k)) 6= (min x
t
A(1); : : : ;min x
t
A(k))
De aqu, x 2 X es una solucion eciente del problema
max
x2X
(min x
t
A(1); : : : ;min x
t
A(k))
y este problema es equivalente a
(PLJM) : max v
1
; : : : ; v
k
s.a. x
t
A(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
Recprocamente, supongamos que una solucion eciente (v

; x

) del pro-
blema (PLJM) no es una estrategia de seguridad Pareto-optima, entonces
existe x 2 X tal que
(min x
t
A(1); : : : ;min x
t
A(k))  (min x
t
A(1); : : : ;min x
t
A(k))
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(min x
t
A(1); : : : ;min x
t
A(k)) 6= (min x
t
A(1); : : : ;min x
t
A(k))
Sea v = (v
1
; : : : ; v
k
), donde v
s
= min x
t
A(s), s = 1; : : : ; k, el vector
(v; x) es una solucion del problema (PLJM) que domina a (v

; x

), en contra
de ser una solucion eciente de dicho problema. 2
Este resultado es muy importante por varias razones. En primer lu-
gar pone de maniesto que, al igual que la programacion lineal se utiliza para
obtener las estrategias optimas y el valor de los juegos escalares bipersonales de
suma nula, de la misma forma puede utilizarse la programacion lineal multiob-
jetivo para resolver los juegos bipersonales de suma nula con pagos vectoriales,
siempre que se considere el concepto de estrategia de seguridad Pareto-optima
como solucion de los mismos.
En segundo lugar, hay que hacer notar que, como es usual en los pro-
blemas lineales multiobjetivo, a partir de las soluciones ecientes extremas, se
obtienen todas las estrategias de seguridad Pareto-optimas.
Ejemplo 2.1 : Consideremos el juego vectorial cuya matriz de pagos es
0
B
B
@
(1; 3) (2; 1)
(3; 1) (1; 2)
(1; 1) (3; 3)
1
C
C
A
el problema lineal multiobjetivo asociado es
max v
1
; v
2
s.a. x
1
+ 3x
2
+ x
3
 v
1
2x
1
+ x
2
+ 3x
3
 v
1
3x
1
+ x
2
+ x
3
 v
2
x
1
+ 2x
2
+ 3x
3
 v
2
P
3
i=1
x
i
= 1
x  0; v
1
; v
2
2 R
Utilizando el paquete de programacion multiobjetivo ADBASE hemos obtenido
las siguientes soluciones extremas ecientes:
(v
1
; x
1
) = (2; 1; 0; 1=2; 1=2)
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(v
2
; x
2
) = (9=5; 9=5; 2=5; 2=5; 1=5)
(v
3
; x
3
) = (1; 2; 1=2; 0; 1=2)
y el conjunto de todas las estrategias de seguridad Pareto-optimas para el ju-
gador I es:
convf(0; 1=2; 1=2); (2=5; 2=5; 1=5)g[ convf(2=5; 2=5; 1=5); (1=2; 0; 1=2)g
Denicion 2.4 Un par de estrategias x 2 X, y 2 Y , forman un punto de silla
de Pareto para el juego vectorial si v(x) = v(y).
Este concepto puede equipararse con el concepto de solucion ideal en pro-
gramacion multiobjetivo, que es aquella solucion factible que maximiza todos
los objetivos simultaneamente. As, tenemos la siguiente denicion:
Denicion 2.5 x

2 X es una estrategia ideal para el jugador I si x

maximiza
v
s
(x), 8s = 1; : : : ; k. y

2 Y es una estrategia ideal para el jugador II si y

minimiza v
s
(y); 8s = 1; : : : ; k.
Sin embargo, la existencia de estrategia ideal para un jugador no implica
la existencia de punto de silla de Pareto para el juego vectorial, puesto que los
niveles de seguridad de cada juego escalarA(s); s = 1; : : : ; k, se pueden obtener
con estrategias diferentes del otro jugador.
Corolario 2.1 Un par de estrategias x

2 X, y

2 Y , forman un punto de
silla de Pareto para los jugadores I y II si y solo si x

e y

son estrategias
ideales para los jugadores I y II respectivamente.
Ejemplo 2.2 Consideremos el juego matricial propuesto por Ghose y Prassad
(1989) [41], cuya matriz de pagos es
 
(2; 3) (3; 2)
(4; 1) (2; 3)
!
La estrategia x

= (2=3; 1=3) del jugador I, y la estrategia y

= (1=3; 2=3)
del jugador II forman un punto de silla de Pareto para este juego. Ademas
ambas estrategias son estrategias ideales para el jugador I y el jugador II res-
pectivamente.
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2.2. Metodos de escalarizacion
El teorema 2.1 establece una equivalencia entre las estrategias de seguri-
dad Pareto-optimas de un juego vectorial y las soluciones ecientes de un pro-
blema lineal multiple. La forma mas usual de caracterizar soluciones ecientes
de problemas multiples es a traves de las soluciones de problemas escalares
apropiados.
Vamos a considerar dos formas de escalarizar el juego vectorial para su
resolucion: el problema lineal ponderado y el problema maximin ponderado.
2.2.1. El problema lineal ponderado
Este metodo consiste en asociar a cada objetivo del problema lineal del
juego multiple un peso no negativo, 
i
, y obtener una nueva funcion objetivo
como la suma de los k objetivos ponderados. Formalmente:
Dado el problema lineal del juego multicriterio:
(PLJM) : max v
1
; : : : ; v
k
s.a. x
t
A(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
formamos el problema lineal escalar:
(P ()) : max
P
k
s=1

s
v
s
s.a. x
t
A(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
donde  2 
0
= f 2 R
k
: 
s
> 0;
P
k
s=1

s
= 1g:
El siguiente teorema establece la caracterizacion de las estrategias de
seguridad Pareto-optimas del juego vectorial por medio de las soluciones del
problema ponderado.
Teorema 2.2 Una estrategia x

2 X es una estrategia de seguridad Pareto-
optima y v

su vector de nivel de seguridad asociado si y solo si existe 

2 
0
tal que (v

; x

) es una solucion optima del problema P (

)
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Demostracion: Por el teorema 2.1, x

es una estrategia de seguridad Pareto-
optima y v

su vector de nivel de seguridad asociado si y solo si (v

; x

) es una
solucion eciente del problema (PLJM), y esto equivale a que existe 

2 
0
tal que (v

; x

) es una solucion optima del problema P (

). 2
Cada estrategia de seguridad Pareto-optima x

esta asociada con un
conjunto poliedrico (x

)  
0
, tal que (v

; x

) es una solucion optima del
problema P (), 8 2 (x

). Si (v

; x

) es una solucion eciente extrema del
(PLJM) el conjunto de pesos asociado es:
(x

) = f 2  : 
t
(C   Z)(x

)  0g
donde (C   Z)(x

) es la matriz de costes reducidos asociada con la estrategia
x

.
El conjunto (x

) puede considerarse como una region de sensibilidad
ya que cambios peque~nos en los parametros no cambian la estrategia optima
cuando esta region tiene interior relativo no vaco. Las regiones asociadas con
las soluciones ecientes extremas del (PLJM) inducen una particion en 
0
, y
en el conjunto de las estrategias de seguridad Pareto-optimas de los jugadores.
SeaX
ep
el conjunto de los pares formados por las estrategias de seguridad
Pareto-optimas del jugador I y su nivel de seguridad asociado (analogamente
para el jugador II, Y
ep
), es decir
X
ep
= f(v(x); x) : x 2 X; x es una estrategia de seguridad Pareto-optimag
Sea H(x) el conjunto de soluciones optimas del problema P ();8 2 (x),
y sea ext(PLJM) el conjunto de soluciones eciente extremas del problema
(PLJM).
Teorema 2.3 Se verica X
ep
=
S
x2ext(PLJM)
H(x)
Demostracion: Sea x una estrategia de seguridad Pareto-optima, por el teo-
rema 2.2, existe un 
0
2 
0
tal que x es una solucion de P (
0
). Al ser P (
0
)
un problema lineal, tiene al menos un punto extremo x

de su region factible
que tambien es solucion optima. Por tanto, 
0
2 (x

) por lo que x 2 H(x

).
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Recprocamente, sea x
0
2 H(x) para algun x 2 ext(PLJM), entonces
x
0
es una solucion optima de P ();8 2 (x)  . Por el teorema 2.2, tenemos
que x
0
es una estrategia de seguridad Pareto-optima. 2
Ejemplo 2.3 En el ejemplo 2.1, cada estrategia de seguridad Pareto-optima
extrema esta asociada a un conjunto de ponderaciones o pesos:
(v
1
; x
1
) = (2; 1; 0; 1=2; 1=2) para pesos 
1
2 [4=5; 1]
(v
2
; x
2
) = (9=5; 9=5; 2=5; 2=5; 1=5) para pesos 
1
2 [1=5; 1=4]
(v
3
; x
3
) = (1; 2; 1=2; 0; 1=2) para pesos 
1
2 [0; 1=5].
Con 
2
= 1  
1
.
2.2.2. El problema maximin ponderado
Si el jugador desea calcular las estrategias de seguridad Pareto-optimas,
de forma que los niveles de seguridad alcanzados con ellas en cada juego escalar,
aumenten en conjunto, es decir, si el jugador quiere maximizar todos y cada
uno de ellos, es conveniente la utilizacion del criterio maximin. Este criterio
consiste en hallar una estrategia que maximice el mnimo de los niveles de
seguridad de los juegos escalares.
Dado el problema lineal del juego multicriterio:
(PLJM) : max v
1
; : : : ; v
k
s.a. x
t
A(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
el problema maximin asociado es:
max min v
1
; : : : ; v
k
s.a. x
t
A(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
Este problema es un caso particular del problema en el que los niveles
de seguridad estan ponderados. El problema maximin ponderado asociado con
(PLJM) es:
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(PMP (!)) : max min !
1
v
1
; : : : ; !
k
v
k
s.a. x
t
A(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
con ! 2 
 = f! 2 R
k
: ! > 0g:
Este problema puede expresarse equivalentemente como:
max z
s.a. x
t
A(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
!
s
v
s
 z s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
con z 2 R.
A continuacion establecemos un teorema que caracteriza las estrate-
gias de seguridad Pareto-optimas en funcion de las soluciones del problema
(PMP (!)).
Teorema 2.4 Una estrategia x

2 X es una estrategia de seguridad Pareto-
optima para el jugador I, en el juego vectorial si y solo si (v

; x

) es una solucion
optima del problema PMP (!
0
) con !
0
2 

Demostracion: Yano y Sakawa (1989) [99], establecen que (v

; x

) es una
solucion eciente del problema (PLJM) si y solo si existe !
0
2 
 tal que
(v

; x

) es una solucion optima del problema PMP (!
0
). Por el teorema 2.1, es
equivalente a que x

es una estrategia de seguridad Pareto-optima del jugador
I en el juego original. 2
3. Juegos vectoriales con nucleos continuos
En este apartado abordaremos el estudio de los juegos bipersonales conti-
nuos multiobjetivo. Para ello utilizaremos como punto de partida los conceptos
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de solucion que se basan en niveles de seguridad y concretamente las estrategias
de seguridad Pareto-optimas.
Consideremos un juego bipersonal en forma normal con vector de pagos
K = (K
1
; : : : ;K
p
), donde cadaK
j
es una funcion K
j
: R
n
R
m
 ! R convexa
en x y concava en y, siendo K(x; y) el pago recibido por el jugador I (II) del
jugador II (I) cuando el jugador I (II) toma la estrategia x(y).
En este problema los espacios de estrategias para los jugadores I y II
vienen dados por:
,
1
= fx 2 C
1
: p
i
(x)  0; i = 1; : : : ; sg
,
2
= fy 2 C
2
: q
j
(y)  0; j = 1; : : : ; tg
donde C
1
 R
n
y C
2
 R
m
son conjuntos convexos y p
i
; i = 1; : : : ; s y
q
j
; j = 1; : : : ; t son funciones convexas. En lo que sigue, siempre supondremos
que ,
1
and ,
2
son conjuntos compactos.
Cada estrategia x 2 ,
1
(respectivamente y 2 ,
2
) dene sus niveles de
seguridad K
l
(x) (respectivamente K
l
(y)) como el vector de pagos K cuando
II (respectivamente I) actua de la mejor forma posible frente a la estrategia x
(respectivamente frente a y), Ghose y Prasad (1989) [41]. Por lo tanto,
K
l
(x) = min
y2 
2
K
l
(x; y) l = 1; : : : ; p
K
l
(y) = max
x2 
1
K
l
(x; y) l = 1; : : : ; p
siendo los niveles de seguridad las p-uplas:
K(x) = [K
1
(x); : : : ;K
p
(x)]
K(y) = [K
1
(y); : : : ;K
p
(y)]:
Es importante resaltar que bajo estas condiciones las funciones de nivel de
seguridad K
l
son concavas y que al igual que se~nalabamos para los juegos
matriciales, cada estrategia x de ,
1
, puede producir que sus niveles de seguridad
K
l
(x); l = 1; : : : ; p se alcancen por diferentes estrategias de ,
2
.
Denicion 2.6 Una estrategia x

2 ,
1
es una estrategia de seguridad Pareto-
optima para I si 6 9x 2 ,
1
tal que K(x

)  K(x); K(x

) 6= K(x).
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Este concepto tiene buenas propiedades en el caso de que el nucleo K sea
bilineal. Sin embargo, en el caso no lineal algunas soluciones ecientes presen-
tan comportamientos poco deseables con respecto a su estabilidad. Por esta
razon, introduciremos una modicacion del concepto de estrategia de seguridad
Pareto-optima, basada en la consideracion de estrategias propiamente ecientes
(Khun y Tucker (1951) [55]).
Sea f una funcion convexa y denotemos por @f(x) el conjunto subdife-
rencial de la funcion f en x.
Denicion 2.7 Una estrategia x

2 ,
1
es de seguridad propiamente Pareto-
optima para el jugador I si x

es Pareto-optima y ademas no existe h 2 R
n
tal
que
h
i
; hi  0; 8
i
2 @K
i
(x

); para todo i = 1; : : : ; p
h
l
; hi > 0; 8
l
2 @K
l
(x

); para algun l
y
h
j
; hi  0; 8
j
2 @p
j
(x

); para algun j 2 fk : p
k
(x

) = 0g
Ambos conceptos estan muy relacionados porque toda estrategia de se-
guridad propiamente Pareto-optima es tambien Pareto-optima. Ademas, pro-
baremos a continuacion, que cuando K es un nucleo bilineal ambos conceptos
coinciden.
Proposicion 2.1 Sea un juego bipersonal con pagos multiples K
l
(x; y) = x
t
A
l
y;
donde A
l
2 R
nm
y con espacios poliedricos de estrategias ,
1
, ,
2
respectiva-
mente para los jugadores I y II. Entonces, una estrategia x
0
para el jugador
I es de seguridad Pareto-optima si y solo si es una estrategia de seguridad
propiamente Pareto-optima.
Demostracion. Puesto que K(x; y) es bilineal el juego considerado es un
juego matricial multicriterio. Para estos juegos hemos probado que x
0
es una
estrategia de seguridad Pareto-optima y v 2 R
p
es su vector de niveles de se-
guridad si y solo si (v; x
0
) es una solucion eciente de un determinado problema
lineal multiple (vease el teorema 2.1). Entonces, (v; x
0
) es una solucion eciente
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de ese problema si y solo si es propiamente eciente (vease Sawaragi y otros
(1985) [77]). As pues, de la denicion 2.7 se sigue que x
0
es una estrategia de
seguridad propiamente Pareto-optima para el juego y ademas v es su vector de
niveles de seguridad. 2
Para la determinacion de la estrategia de seguridad propiamente Pareto-
optima utilizaremos procedimientos de escalarizacion. Con este n, introduci-
mos el siguiente problema escalar,
(P(w)): max
p
X
l=1
w
l
K
l
(x)
s. a: p
i
(x)  0 i = 1; : : : ; s
x 2 C
1
donde w 2W = fw 2 R
p
: w > 0;
P
p
l=1
w
l
= 1g.
Teorema 2.5 Una estrategia x

2 ,
1
es de seguridad propiamente Pareto-
optima si y solo si existe w

2 W tal que x

es solucion optima del problema
P (w

).
Demostracion. Usando la denicion 2.7, x

es una estrategia de seguridad
propiamente Pareto-optima si y solo si x

es una solucion propiamente eciente
del siguiente problema multiobjetivo no lineal que denominaremos problema del
juego multicriterio (PJM)
(PJM): max K
1
(x); : : : ;K
p
(x)
s:a : p
i
(x)  0; i = 1; : : : ; s
x 2 C
1
;
lo que equivale a las siguientes condiciones: 9w

2 W : 

2 R
s
+
tal que


p(x

) = 0
0 2
P
p
i=1
w

i
@K
i
(x

) +
P
s
i=1


i
@p
i
(x

) +N
C
1
(x

)
Ahora bien, puesto que K es concava, p son funciones convexas y C
1
es un
conjunto convexo estas condiciones son equivalentes a que x

sea una solucion
optima de P (w

). 2
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Aunque en general, la caracterizacion de las estrategias de seguridad
propiamente Pareto-optimas depende de las funciones K
i
, se pueden obtener
caracterizaciones alternativas que no dependen explcitamente de las mismas.
Denotemos por conv(A) a la envolvente convexa de los elementos de A.
Teorema 2.6 Consideremos un juego con pagos vectoriales K = (K
1
; : : : ;K
p
)
y espacios de estrategias ,
1
, ,
2
respectivamente para los jugadores I y II.
Supongamos ademas que K
l
(x; y) es una funcion convexa en x y concava en
y para todo l = 1; : : : ; p y que ,
2
es un conjunto convexo y compacto. En-
tonces x

2 ,
1
es una estrategia de seguridad propiamente Pareto-optima para
el jugador I si y solo si existen w

2 W , 

2 R
s
+
tales que 

p(x

) = 0 y
0 2
p
X
i=1
w

i
convf@
x
K
i
(x; y) : y 2M(x)g+
s
X
i=1


i
@p
i
(x

) +N
C
1
(x

)
donde M(x) = fy 2 ,
2
: K
i
(x) = K
i
(x; y)g 8x 2 ,
1
.
Demostracion. Por el teorema 2.5 x

es una estrategia de seguridad propia-
mente Pareto-optima si y solo si 9w

2W; 

2 R
s
+
tal que


p(x

) = 0
0 2
P
p
i=1
w

i
@K
l
(x

) +
P
s
i=1


i
@p
i
(x

) +N
C
1
(x

)
El problema es calcular el conjunto subdiferencial de K
l
en x

. Por hipotesis
,
2
es un conjunto convexo y K
l
(; y) son funciones concavas para todo x 2 ,
1
,
por tanto K
l
(x) es concava y K
l
(; y) es una funcion localmente lispchitziana.
Ademas ,
2
es un conjunto compacto y aplicando el Teorema 5N en Rockafellar
(1979) [75] tenemos
@K
l
(x) = convf@
x
K
l
(x; y) : y 2M(x)g
lo que concluye la demostracion. 2
De la misma forma pueden darse condiciones (aunque ahora solo nece-
sarias) para que una estrategias sea de seguridad Pareto-optima para uno de
los jugadores.
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Teorema 2.7 Si una estrategia x

2 ,
1
es de seguridad Pareto-optima para
el jugador I entonces existe w

2 W = fw 2 R
p
: w  0;
P
p
l=1
w
l
= 1g tal que
x

es una solucion optima del problema P (w

).
La demostracion es similar a la del teorema previo aunque ahora no se puede
obtener la condicion suciente sin imponer restricciones de cualicacion sobre
el problema multiobjetivo asociado con la denicion de estrategia de seguridad
Pareto-optima.
Ejemplo 2.4 Consideremos un juego bipersonal en el cuadrado unidad con las
siguientes funciones de pago,
K
1
(x; y) =
(
2(x  y); si x  y
3(y   x); si y  x
K
2
(x; y) =
(
3(x  y); si x  y
2(y   x); si y  x
Podemos interpretar este juego como una competicion entre dos rmas
por un unico mercado en dos escenarios diferentes. La inversion de cada rma
en cada escenario es de una unidad monetaria. Es facil obtener los niveles de
seguridad para el jugador II siendo estos:
K
1
(x) =
(
3(1  x); si x  3=5
2x; si x  3=5
K
2
(x) =
(
2(1  x); si x  2=5
3x; si x  2=5
De donde es facil deducir que el conjunto de estrategias de seguridad propia-
mente Pareto-optimas del jugador II es el intervalo (2=5; 3=5) (Figura 2.1).
La importancia de los conceptos de solucion basados en eciencia y nive-
les de seguridad se ha puesto de maniesto en diferentes publicaciones como por
ejemplo en [38], [41] y [42]. Sin embargo, es necesario dar buenos procedimien-
tos de computo para tales soluciones. El teorema 2.5 da una caracterizacion
para ello. Ahora bien, otra va consiste en denir juegos escalares asociados
tales que la solucion minimax de los mismos sea la estrategia de seguridad
propiamente Pareto-optima buscada. Como consecuencia del teorema 2.5 pro-
baremos que el hecho de ser un punto de silla de cierto juego escalar de suma
nula es una condicion necesaria y suciente para que una estratregia sea de
seguridad propiamente Pareto-optima.
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K
2
(x) K
1
(x)
2/5 3/5
Figura 2.1. Estrategias de seguridad propiamente Pareto-optimas del jugador
II
Sean x; y dos estrategias de seguridad propiamente Pareto-optimas para
los jugadores I y II respectivamente. Puesto que los vectores de niveles de
seguridad K(x); K(y) deben dominar cada pago se verica que:
K(x)  K(x; y)  K(y) 8x 2 ,
1
; 8y 2 ,
2
:
Esto nos lleva a la siguiente caracterizacion de todas las estrategias de seguridad
propiamente Pareto-optimas por medio de solucion de juegos escalares.
Consideremos un juego donde el jugador I selecciona su estrategia en ,
1
,
el jugador II juega p diferentes estrategias (y
1
; : : : ; y
p
) en ,
2
y la funcion de
pago es:
K(x; y; w) =
p
X
l=1
w
l
K
l
(x; y
l
)
donde y = (y
1
; : : : ; y
p
) siendo y
l
2 ,
2
; l = 1; : : : ; p y w = (w
1
; : : : ; w
p
) 2 W .
Denominemos este juego por J(w).
Puesto que J(w) es un juego escalar, la denicion usual de estrategia
maximin (vease Owen (1982) [71]) es la clasica para ambos jugadores. Entonces
se tiene el siguiente resultado.
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Teorema 2.8 Una estrategia x

2 ,
1
es de seguridad propiamente Pareto-
optima si y solo si existe w

2W tal que x

es solucion maximin de J(w

).
Demostracion. Utilizando el hecho de que J(w

) es un juego escalar de suma
nula, x

es una estrategia maximin del juego J(w

) si y solo si es una solucion
optima del problema
max
x2 
1
min
(y
1
;::: ;y
p
)2( 
2
)
p
p
X
l=1
w

l
K
l
(x; y
l
);
si y solo es una solucion optima del problema
max
x2 
1
p
X
l=1
w

l
min
y
l
2( 
2
)
K
l
(x; y
l
) = max
x2 
1
p
X
l=1
w

l
K
l
(x):
Esta ultima formulacion es equivalente a P (w

), entonces x

es una estrategia
maximin para J(w

) si y solo si x

es una solucion optima de P (w

). 2
Este resultado ya fue mostrado para estrategias de seguridad Pareto-
optimas en juegos matriciales multicriterio, lo que pone una vez mas de mani-
esto las similitudes entre estrategias de seguridad propiamente Pareto-optimas
para juegos multicriterio concavo-convexos y estrategias de seguridad Pareto-
optimas en juegos matriciales.
4. Juegos vectoriales por objetivos
En esta seccion, extendemos los resultados obtenidos para juegos es-
calares al caso de juegos con pagos multiples. Con ello, proponemos una nueva
metodologa para estudiar los juegos vectoriales, analizando el pago que puede
alcanzar un jugador y la probabilidad que tiene de lograrlo.
Sea P = (P
1
; : : : ; P
k
) un vector de objetivos o niveles de satisfaccion,
uno por cada juego escalar, establecido por el jugador I. Consideremos que
dicho jugador desea escoger una estrategia de forma que en cada juego escalar
obtenga un pago de al menos P
s
Denicion 2.8 Para cada par de estrategias mixtas x 2 X; y 2 Y , la funcion
de pagos del juego vectorial por objetivos viene dada por:
v(x; y) = x
t
A
P
y = (v
1
(x; y); : : : ; v
k
(x; y))
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donde
v
s
(x; y) = x
t
A
P
(s)y s = 1; : : : ; k
A
P
(s) = (
s
ij
) 1  s  k; 1  i  n; 1  j  m

s
ij
=
(
1 si a
ij
(s)  P
s
0 si a
ij
(s) < P
s
8 s = 1; : : : ; k:
Asociado con cada estrategia del jugador I, existe un nivel de seguridad
por objetivos en cada uno de los juegos escalares que forman el juego vectorial.
Denicion 2.9 Para cada estrategia x 2 X, el nivel de seguridad por objetivos
de cada juego escalar inducido por el juego vectorial es la probabilidad que puede
garantizarse el jugador de alcanzar al menos el nivel P
s
con esa estrategia en
dicho juego.
Dado x 2 X el vector de nivel de seguridad para los objetivos P es
v
P
(x) = (v
P
1
(x); : : : ; v
P
k
(x))
siendo
v
P
s
(x) = min
y2Y
v
P
s
(x; y) = min
y2Y
x
t
A
P
(s)y = min
1jm
n
X
i=1
x
i

s
ij
s = 1; : : : ; k
v
P
s
(x); s = 1; : : : ; k; es la probabilidad de alcanzar al menos el nivel
P
s
en el juego escalar de matriz A(s); s = 1; : : : ; k cuando el jugador I utiliza
la estrategia x. Observemos que dada una estrategia x 2 X del jugador I,
los niveles de seguridad v
P
s
(x), s = 1; : : : ; k, pueden obtenerse con distintas
estrategias y 2 Y del jugador II.
De forma analoga puede determinarse el vector de nivel de seguridad por
objetivos para el jugador II, a partir de los objetivos que este considere. Vamos
a establecer el concepto de solucion para juegos vectoriales, basado en el nivel
de seguridad por objetivos.
Denicion 2.10 Una estrategia x

2 X es una estrategia de seguridad de nivel
P para el jugador I, si no existe x 2 X, tal que v
P
(x

)  v
P
(x); v
P
(x

) 6=
v
P
(x).
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Debido a que estamos estudiando juegos con pagos vectoriales, el con-
cepto de solucion anterior se basa en la optimalidad de Pareto, es decir, una
componente de v
P
(x

) tomara un valor mejor solo si otra toma un valor peor.
El conjunto de estrategias de seguridad de nivel P se determina como
soluciones ecientes de un problema lineal multiobjetivo particular.
4.1. Determinacion de estrategias de seguridad de nivel P
Consideremos el siguiente problema de programacion lineal multiobje-
tivo, denominado problema lineal del juego multicriterio por objetivos, (JMO)
P
.
(JMO)
P
: max v
1
; : : : ; v
k
s.a. x
t
A
P
(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
Teorema 2.9 Una estrategia x

2 X es una estrategia de seguridad de nivel P
y v

= (v

1
; : : : ; v

k
) su vector de nivel de seguridad asociado si y solo si (v

; x

)
es una solucion eciente del problema (JMO)
P
.
Demostracion: Analoga a la del teorema 2.1 sustituyendo cada matriz A(s),
s = 1; : : : ; k, por la matriz A(s)
P
, s = 1; : : : ; k 2
Al resolver un juego vectorial por medio de la programacion lineal mul-
tiobjetivo, el jugador se encuentra con un conjunto de estrategias de seguridad
de nivel P entre las que tiene que escoger la que va a jugar. Para caracteri-
zar dicha estrategia existen distintos procedimientos como se ha indicado en la
seccion 2.2.
Si consideramos el problema lineal ponderado P () asociado al problema
lineal del juego multicriterio por objetivos, el jugador I puede establecer valo-
res para los pesos de dicho problema de diferentes formas. Puede considerar
las metas que ha establecido en cada juego escalar, o bien la probabilidad de
alcanzarlas, o incluso las desviaciones respecto de estas metas. En el caso en
que los objetivos no esten medidos en las mismas unidades pueden modicarse
multiplicando por un factor de equiparacion de rangos.
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Conocidos los pesos, la funcion objetivo del problema P () esta perfec-
tamente determinada. Si el jugador considera como pesos los valores de los
objetivos, 
s
= P
s
, s = 1; : : : ; k; dicha funcion es precisamente la esperanza
de los objetivos P
s
. De esta forma, el jugador I escogera la estrategia que le
proporcione mayor esperanza en los objetivos, es decir la solucion del problema
lineal escalar dado por:
max P
1
v
1
+   + P
k
v
k
s.a. x
t
A
P
(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
A continuacion, consideremos la escalarizacion dada mediante el pro-
blema maximin ponderando PMP (!) asociado al problema lineal del juego
multicriterio por objetivos, (JMO)
P
. En este caso, si el jugador I escoge
!
s
= P
s
, s = 1; : : : ; k, la solucion optima del problema escalar
max min P
1
v
1
; : : : ; P
k
v
k
s.a. x
t
A
P
(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
determina una estrategia de seguridad de nivel P que comparte el riesgo de
obtener los objetivos P
s
, s = 1; : : : ; k, entre todos ellos.
Ejemplo 2.5 : Consideremos la matriz de pagos del ejemplo 2.1
0
B
B
@
(1; 3) (2; 1)
(3; 1) (1; 2)
(1; 1) (3; 3)
1
C
C
A
Sea P = (3,2) un vector de objetivos jado por el jugador I. Las matrices
A
P
(1) y A
P
(2) que induce el objetivo P son
A
P
(1) =
0
B
B
@
0 0
1 0
0 1
1
C
C
A
A
P
(2) =
0
B
B
@
1 0
0 1
0 1
1
C
C
A
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Para obtener todas las estrategias de seguridad de nivel P para el jugador
I, resolvemos el siguiente problema lineal multiobjetivo
max v
1
; v
2
s.a. x
2
 v
1
x
3
 v
1
x
1
 v
2
x
2
+ x
3
 v
2
P
3
i=1
x
i
= 1
x  0; v
1
; v
2
2 R
Las soluciones ecientes extremas son: (v
1
; x
1
) = (1=4; 1=2; 1=2; 1=4; 1=4)
(v
2
; x
2
) = (1=2; 0; 0; 1=2; 1=2); y el conjunto de las estrategias de seguridad de
nivel P para el jugador I es
convf(1=2; 1=4; 1=4); (0; 1=2; 1=2)g
La estrategia de seguridad que proporciona el mayor valor esperado en los ob-
jetivos P para el jugador I, viene dada por la solucion optima del problema
lineal
max 3v
1
+ 2v
2
s.a. x
2
 v
1
x
3
 v
1
x
1
 v
2
x
2
+ x
3
 v
2
P
3
i=1
x
i
= 1
x  0; v
1
; v
2
2 R
y es
x
1
= (1=2; 1=4; 1=4); v
1
= (1=4; 1=2)
La estrategia de seguridad que comparte el riesgo de obtener los objetivos
P
1
= 3, P
2
= 2 viene dada por la solucion optima del problema lineal
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max z
s.a. x
2
 v
1
x
3
 v
1
x
1
 v
2
x
2
+ x
3
 v
2
3v
1
 z
2v
2
 z
P
3
i=1
x
i
= 1
x  0; v
1
; v
2
; z 2 R
y es,
x = (11=25; 7=25; 7=25); v = (7=25; 11=25):
4.2. Analisis de sensibilidad en los objetivos
En el apartado anterior hemos obtenido las estrategias de seguridad de
nivel P y el vector de nivel de seguridad asociado para el jugador I resolviendo
un problema lineal multiobjetivo. Ahora queremos determinar si una solucion
eciente (v

; x

) de este problema sigue siendolo cuando se producen variaciones
en los objetivos P
s
.
Consideramos dos casos. En el primero, suponemos que los objetivos P
= (P
1
; : : : ; P
k
) aumentan a P
0
= (P
0
1
; : : : ; P
0
k
) y en el segundo suponemos que
los objetivos P = (P
1
; : : : ; P
k
) disminuyen a P
0
= (P
0
1
; : : : ; P
0
k
).
1) Si aumentamos cada objetivo P
s
a P
0
s
, s = 1; : : : ; k, la matriz A
P
0
(s)
inducida por P
0
s
, s = 1; : : : ; k, tiene mas elementos nulos que la matriz A
P
(s),
s = 1; : : : ; k. Por ello, el conjunto factible del nuevo problema lineal (JMO)
P
0
se reduce. De aqu, si (v

; x

) sigue siendo factible para el problema asociado
a los objetivos P
0
, tambien sera eciente para dicho problema.
Consideramos las matrices
M(s) = (m
ij
(s)); 1  s  k; 1  i  n; 1  j  m;
cuyos elementos son:
m
ij
(s) =
(
1 si P
s
 a
ij
(s) < P
0
s
0 en otro caso
8 s = 1; : : : ; k
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Teorema 2.10 Sea (v

; x

) una solucion eciente del problema (JMO)
P
. Si
n
X
i=1
x

i
m
ij
(s)  h

j
(s); j = 1; : : : ;m; 8s = 1; : : : ; k
donde h

j
(s), j = 1; : : : ;m, son las variables de holgura de la solucion eciente
del problema (JMO)
P
, entonces (v

; x

) es una solucion eciente del problema
(JMO)
P
0
.
Demostracion: Podemos expresar A
P
0
(s) = A
P
(s)  M(s); s = 1; : : : ; k:
Si (v

; x

) es una solucion eciente del problema (JMO)
P
, entonces
x
t
A
P
(s)  (v

s
; : : : ; v

s
); s = 1; : : : ; k
n
X
i=1
x

i
= 1
x

 0:
Por hipotesis, tenemos
n
X
i=1
x

i
m
ij
(s)  h

j
(s); j = 1; : : : ; k; 8s = 1; : : : ; k
donde h

j
(s) =
P
n
i=1
x

i
m
ij
(s)   v

s
j = 1; : : : ;m. Estas expresiones pueden
escribirse de la forma
x
t
M(s)  x
t
A
P
(s)  (v

s
; : : : ; v

s
) s = 1; : : : ; k
de donde
(v

s
; : : : ; v

s
)  x
t
A
P
(s)  x
t
M(s) = x
t
(A
P
(s) M(s))
= x
t
A
P
0
(s); 8s = 1; : : : ; k:
y
n
X
i=1
x

i
= 1; x

 0
Lo que implica que (v

; x

) es una solucion eciente del problema (JMO)
P
0
.
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2) Supongamos ahora que los objetivos P
s
, s = 1; : : : ; k, disminuyen a
los nuevos valores P
0
s
, s = 1; : : : ; k. En este caso, la matriz A
P
0
(s) inducida
por P
0
s
, s = 1; : : : ; k, tiene mas elementos iguales a 1 que la matriz A
P
(s),
s = 1; : : : ; k, lo que signica que el conjunto factible del problema aumenta. Por
ello, si (v

; x

) es una solucion eciente del problema asociado a los objetivos
P
s
seguira siendo factible para el problema asociado a los objetivos P
0
s
, pero
puede dejar de ser eciente. Para ver si (v

; x

) es solucion eciente del nuevo
problema efectuamos un test de eciencia.
Sea A
P
0
(s) la matriz inducida por P
0
s
, s = 1; : : : ; k. El nuevo problema
es
(JMO)
P
0
: max v
1
; : : : ; v
k
s.a. x
t
A
P
0
(s)  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
Podemos expresar A
P
0
(s) = A
P
(s) +M(s), s = 1; : : : ; k, donde M(s) =
(m
ij
(s)) es una matriz cuyos elementos son
m
ij
(s) =
(
1 si P
0
s
 a
ij
(s) < P
s
0 en otro caso
8 s = 1; : : : ; k
El problema (JMO)
P
0
puede expresarse
max v
1
; : : : ; v
k
s.a. x
t
(A
P
(s) +M(s))  (v
s
; : : : ; v
s
) s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0
Teorema 2.11 Sea (v

; x

) una solucion eciente del problema (JMO)
P
. Si
el problema lineal escalar
max t
1
+ t
2
+ : : :+ t
k
s.a. x
t
(A
P
(s) +M(s))  (v
s
; : : : ; v
s
) s = 1; : : : ; k
v
s
  t
s
= v

s
s = 1; : : : ; k
P
n
i=1
x
i
= 1
x  0; t
s
 0; s = 1; : : : ; k
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tiene un valor optimo igual a cero entonces (v

; x

) es una solucion eciente
del problema (JMO)
P
0
Demostracion: Si el valor optimo de la funcion objetivo es cero, entonces
t
i
= 0; 8i = 1; : : : ; k. Aplicando el test de eciencia esto signica que la
solucion (v

; x

) no puede mejorarse. 2
Supongamos que el jugador I no puede indicar los objetivos que quiere
alcanzar en la realizacion del juego. En este caso, el conjunto de todos los
objetivos posibles, llamado espacio de objetivos, puede descomponerse en re-
giones en las que los objetivos que pertenecen a ellas, se alcanzan con la misma
probabilidad.
Es decir, podemos obtener el conjunto de soluciones ecientes del pro-
blema (JMO)
P
para cualesquiera objetivos P en el espacio de objetivos. Para
determinar estos conjuntos aplicamos el teorema 2.10 reiteradamente. A partir
de las soluciones ecientes obtenidas para unos objetivos determinados, pode-
mos obtener las soluciones ecientes del nuevo problema.
Ejemplo 2.6 : Consideremos el juego del ejemplo 2.1. El espacio de objetivos
para este juego es
GS = fP = (P
1
; P
2
) : 1  P
1
 3; 1  P
2
 3g
Analogamente al caso escalar, consideramos los elementos diferentes de las
matrices A(1) y A(2) ordenados en orden creciente. Las regiones que forman
la particion del espacio de objetivos son
R
11
= f(1; 1)g
R
1j
= f1g  (j   1; j]; j = 2; 3
R
i1
= (i  1; i] f1g; i = 2; 3
R
ij
= (i  1; i] (j   1; j]; i; j = 2; 3:
Gracamente:
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-
6
P
1
P
2
R
13
R
12
R
23
R
33
R
22
R
32
3
2
1
1 2 3
R
11
R
21
R
31
Estas regiones corresponden a rectangulos, segmentos y un punto. De-
notamos por S
(i;j)
el conjunto de soluciones ecientes del problema (JMO)
P
para P 2 R
ij
; i; j = 1; 2; 3. En el ejemplo, estos conjunto son:
S
(3;3)
= convf(1=3; 1=3; 1=3; 1=3; 1=3); (0; 1=2; 1=2; 0; 1=2)g[
convf((1=3; 1=3; 1=3; 1=3; 1=3); (1=2; 0; 0; 1=2; 1=2)g[
convf(0; 1=2; 1=2; 0; 1=2); (1=2; 0; 0; 1=2; 1=2)g
S
(3;2)
= convf(1=4; 1=2; 1=2; 1=4; 1=4); (1=2; 0; 0; 1=2; 1=2)g
S
(3;1)
= f(1=2; 1; 0; 1=2; 1=2)g
S
(2;3)
= convf(1=2; 1=4; 1=4; 1=2; 1=4); (0; 1=2; 1=2; 0; 1=2)g
S
(2;2)
= f(1=2; 1=2; 1=2; 1=2; 0)g
S
(2;1)
= convf(1=2; 1; 1=2; 1=2; 0); (1=2; 1; 0; 1=2; 1=2)g
S
(1;3)
= f(1; 1=2; 1=2; 0; 1=2)g
S
(1;2)
= convf(1; 1=2; 1=2; 0; 1=2); (1; 1=2; 1=2; 1=2; 0)g
S
(1;1)
= convf(1; 1; 1; 0; 0); (1; 1; 0; 1; 0); (1; 1; 0; 0; 1)g:
