Normed division algebras, Gauss map and the topology of constant mean curvature hypersurfaces of S 7 and CP
Introduction
The multiplication of the normed division algebra structure of R m+1 (see Section 2), m ∈ {3, 7}, induces a map Γ : T S m → T 1 S m , given by Γ x (v) := x −1 · v, (x, v) ∈ T S m , where S m is the unit sphere of R m+1 , T S m its tangent bundle, and 1 is the unit of · in R m+1 (Section 3). The map Γ provides a simple and natural definition of a Gauss map γ : M → S m−1 ⊂ T 1 S m of an orientable hypersurface M either of S m . Indeed, if η is a unit normal vector for M , then we set γ(x) := Γ x (η(x)). By using a Hopf symmetrization process we may use this construction on S 7 to introduce a translation on the complex projective space CP 3 to define also a Gauss map for oriented hypersurfaces of CP 3 (up to a totally geodesic CP 2 of CP 3 , see Section 5) .
The image of the Gauss map of a minimal surface in the Euclidean space is a classical topic of study on Differential Geometry. A well known result says that if the Gauss image of a complete minimal surface of R 3 lies in a hemisphere of the sphere then the surface is a plane (see [2] ). This result was extended to constant mean curvature (CMC) surfaces by D. Hoffman, R. Osserman and R. Schoen, who proved that if the Gauss image of a complete CMC surface of R 3 is contained in a closed hemisphere of the sphere then the surface is a plane or a right cylinder [10] . An important ingredient used in [10] , due to Ruh-Vilms, asserts that a surface has CMC if and only if its Gauss map is harmonic (the statement of Ruh-Vilms' theorem is more general, see [17] ). Several works extending and generalizing the Euclidean Gauss map to higher dimensions and to different ambient spaces have appeared during the last decades. However, to the best of authors' knowledge, extensions or generalizations of Ruh-Vilms' theorem were only investigated on the papers [3] , [7] , [8] , [12] , [15] .
We obtain in the present work an extension to γ : M m−1 → S m , m = 3, 7, of a well known formula for the Laplacian of the Euclidean Gauss map, and prove a partial extension of Ruh-Vilms' theorem: γ is harmonic if and only if M is a CMC hypersurface (Theorem 7). We then use formula (2) for the Laplacian of γ to obtain results on the topology of a CMC hypersurface of S m under certain conditions on the image of γ (Theorem 10). These constructions are only possible in the 3 and 7 dimensional spheres since, by a classical result of Hurwitz, the only normed division algebra structures of R n are R, C, H and O. We consider here fundamentally hypersurfaces in S 7 , since similar study of surfaces in S 3 has already been done in [7] . By a process of symmetrization we introduce, from the translation of S 7 , a translation on CP 3 minus a totally geodesic CP 2 , obtaining similar results on CP 3 \CP 2 . We finally remark that our main geometric constructions are done using explicitly the quaternionic and octonionic multiplications of R 4 and R 8 , retrieving then a point of view that motivated, for a long time, the search of division algebra structures of R n .
The Cayley-Dickson algebras
Given n ∈ {0, 1, 2, . . . }, the 2 n -dimensional Cayley-Dickson algebra C n is an algebra structure on R 2 n defined inductively by C 0 = R (with the usual algebra structure), and by the following formulae:
where
It is easy to prove that x + x and xx are real numbers for all x ∈ C n , and that x · x = x · x > 0 if x = 0. It then follows that
is a norm in C n that coincides with the usual norm of R 2 n . Set Re(x) = (x + x) /2 and Im(x) = (x − x) /2. The first 5 Cayley-Dickson algebras are, on increasing dimensional order, isomorphic to R, the complex numbers C, the quaternions H, the octonions O and the sedenions S.
All the Cayley-Dickson algebras C n are unital, that is, have a neutral element 1. Also, the nonzero elements of C n are invertible: if x ∈ C n \ {0}, then x −1 = x/ x 2 . However, as n increases from 1, C n begins loosing fundamental properties: R is commutative, associative and the conjugation is idempotent; C is commutative, associative but the conjugation is no longer idempotent; H is only associative, and O has none of these properties. One fundamental property is shared by these 4 algebras: they are all division algebras. This means that if x, y ∈ C n , and x·y = 0, then x = 0 or y = 0. Besides, these are also normed division algebras, that is, x · y = x y for all x, y ∈ C n . The algebra of sedenions C 4 = S, however, is no longer a division algebra (and hence, neither a normed algebra). Indeed, the zero divisors of norm one in the sedenions form a subspace that is homeomorphic to the exceptional Lie group G 2 (see [5] , [14] ). Observe that the map x → (x, 0) is an algebra monomorphism from C n into C n+1 and therefore, once a property is lost in C n for a certain n, then it is also lost in C m for all m ≥ n. See [1] for more details on the division algebras H and O, on the Cayley-Dickson construction and many other related topics.
Famous works of R. Bott and J. Milnor (see [4] ) and J. Kervaire (see [13] ) of 1958 show that finite dimensional real division algebras have dimensions 1, 2, 4 or 8, and by a classical result of Hurwitz (see [11] ), the only normed finite dimensional real division algebras are R, C, H and O.
We will need the following facts about Cayley-Dickson and octonions structures. Note that the monomorphisms x → (x, 0) allow to consider C n ⊂ C n+1 , n = 0, 1, .... In particular, we have C ⊂ C n for n ≥ 1.
Proposition 1 For n = 2, 3, the left and right translations L a , R a : C n → C n , defined by L a (x) = a·x and R a (x) = x·a, are linear orthogonal maps for all a ∈ C n with a = 1, and linear skew-symmetric maps for all a ∈ Im C n .
Proof. That L a and R a are orthogonal transformations if a = 1 follows from the fact that they preserve the norm of R m , m = 2 n . They are also skew-symmetric if a ∈ Im C n , since the maps L, R given by L(x) = L x and R(x) = R x , send S m−1 into the orthogonal group O(R m ) and, consequently, their differentials at 1 must send
, which is the Lie algebra of skew-symmetric transformations of R m .
Lemma 2 Given a, b ∈ C and x ∈ C n the following equalities hold
Proof. Since, for n ≥ 2, we have
using induction on n and the commutativity of the complex numbers one proves the equalities.
Corollary 3
The octonionic multiplication of C ⊂ C n on C n , n ≥ 1, determines an action of C, as a commutative Lie group, on C n , and an action of S 1 = e iθ θ∈R on the unit sphere of R 2 n = C n .
Proof. The action of C on C n follows from the associativity property proved in Lemma 2. And the action of S 1 on the unit sphere of C n follows from Lemma 2 and Proposition 1.
We next present a way of computing the octonion product as a product of matrices, to be used in Section 5. We shall use the representation of the octonions as couple of quaternions. Setting e 0 = (1, 0) = 1, e 1 = (i, 0) , e 2 = (j, 0) , e 3 = (k, 0) , e 4 = (0, 1) , e 5 = (0, i) , e 6 = (0, j) , e 7 = (0, k) and using (1) x n e n , y = y n e n a calculation using the above table then shows that
The above 8 × 8 matrix associated with each x ∈ O will be denoted by (x) .
3 The Cayley-Dickson multiplication and translational vector fields of S 3 and S
7
Since C n is a normed algebra for n ∈ {0, 1, 2, 3}, the multiplication of R 2 n and the left and right translations maps preserve the unit sphere
The induced operations turn S 3 into a Lie group but not S 7 since, in the latter, multiplication is not associative. In any case, denoting by 1 the unit of S m , for m ∈ {3, 7}, the multiplication on S m determines a map Γ :
Note that T 1 S m = Im R m+1 is precisely the vector subspace of imaginary vectors v of R m+1 , that is, of those vectors satisfying Re(v) = 0. Any vector v ∈ T x 0 S m at any given point x 0 ∈ S m determines a vector field V v on S m , which we call here a translational vector field, given by
Remark 4 We observe that a translational vector field is a left-invariant vector field of S 3 , and conversely. However, a nonzero translational vector field in S 7 is not a left-invariant vector field because of the lack of associativity of octonions' multiplication.
A Hopf vector field in S 3 is any vector field which is Ad-conjugated to the vector field
that is, a vector field of the form X = T X 0 T −1 with T ∈ O(4). A Hopf vector field in S 7 is any vector field of S 7 which is Ad-conjugated to the vector field of the form of X 0 , but given by a 8 × 8 matrix. Proof. If X is a translational vector field then it is of the form X(x) = x · v, for some v ∈ Im R m+1 = T 1 S m . Assuming that X is nonzero, then v = 0 and we have X = v R v/ v . Since, by Proposition 1, R v/ v is skewsymmetric and orthogonal, its eigenvalues are pure imaginary and must be all equal to i. The result then follows from elementary Linear Algebra. Let M be an oriented immersed hypersurface of S m and let η : M → T S m be a unit normal vector field along M , m ∈ {3, 7}. We define the Gauss map γ : M → S m−1 of M , where S m−1 is the unit sphere centered at the origin of T 1 S m , by
Remark 6 We observe that although the Lie bracket of Hopf vector fields is a Hopf vector field in
In [7] the authors study, under the same point of view of the present paper, the Gauss map of an orientable hypersurface of a Lie group admitting a bi-invariant metric, which includes the sphere S 3 as a particular case. Thus, from now on we will only consider the Gauss map of hypersurfaces in
If M is an oriented immersed hypersurface of S 7 and γ : M → S 6 is the Gauss map of M , the Laplacian ∆γ of γ is defined by setting
where {v 1 , . . . , v 6 } is an orthonormal basis of T 1 S 6 . It is easy to see that ∆γ does not depend on the choice of basis. One may prove that γ is harmonic if and only if (∆γ) ⊤ = 0, where
is the orthogonal projection of ∆γ onto the tangent spaces of S 6 (see [6] ).
Theorem 7 Let M be an oriented immersed hypersurface of S 7 , and let γ : M → S 6 ⊂ T 1 S 7 be the Gauss map of M determined by a unit normal vector field η along M . Then
where H : M → R is the mean curvature function of M with respect to η, grad H is its gradient on M , A is the second fundamental form of M and A is its norm.
Proof. Let {v 1 , . . . , v m } be an orthonormal basis of T 1 S m . Since the vector fields V v j are Killing fields, we may use Proposition 1 of [9] to obtain, at any
proving the theorem. Given a totally geodesic 5-dimensional sphere T of S 6 , let P T be the hyperplane through the origin of R 7 such that T = P T ∩ S 6 . We shall say that j totally geodesic 5-dimensional spheres T 1 , . . . , T j of S 6 , 1 ≤ j ≤ 7, are linearly independent, if the unit normal vectors orthogonal to each the hyperplanes P T 1 , . . . , P T j are linearly independent in R 7 . Note that T 1 divides S 6 into two connected components called hemispheres, T 1 ∪ T 2 into 2 2 connected components called quadrants, T 1 ∪ T 2 ∪ T 3 into 2 3 connected components called octants. In general, T 1 ∪ · · · ∪ T j divides S 6 into 2 j connected components called 2 j -orthants (see [16] ).
By a k-vector field (X 1 , . . . , X k ) on an l-dimensional manifold N , k ≤ l, we mean an ordered set of k vector fields X 1 , ..., X k of N which are linearly independent at each point of N. If a k−vector field (X 1 , ..., X k ) is defined for all but a finite number of points we say that it is a k−vector field with finite singularities.
For reader's sake, we recall now the definition of the index of a k-vector field X = (X 1 , ..., X k ) with finite singularities, as done in [19] . Let p ∈ N be a singularity of X. Consider a simplicial triangulation of N such that any singularity of X is contained in the interior of a l-simplex and that p belongs to the interior of a simplex σ. The tangent bundle of N restricted to σ is isomorphic to the product bundle σ × R l , and we assume N is an oriented manifold and that this isomorphism preserves orientation. We may also assume that σ is a ball in R l and that (X 1 , . . . , X k ) is a k-vector field of R l . Recalling that the Stiefel manifold V l,k of R l is defined as the space of k × l matrices with linearly independent rows, we have that (X 1 , ..., X k )(x) ∈ V l,k for any x ∈ σ. Since ∂σ is a topological (l − 1)-sphere, the homotopy class of the map ∂σ → V l,k , given by x → (X 1 , . . . , X k )(x) is an element of the (l − 1)-homotopy group π l−1 (V l,k ) of V l,k . This homotopy class is, by definition, the index I (X 1 ,...,X k ) (p) of (X 1 , . . . , X k ) at p. We then define the index I (X 1 ,...,X k ) of (X 1 , . . . , X k ) in N by
The following result is well known in Differential Topology (see §34.2 of [18] ).
Theorem 9
Let N be an l-dimensional manifold, l ≥ 2, and let (X 1 , . . . , X k ) a k-vector field with finite singularities on N , 1 ≤ k ≤ l. Then I (X 1 ,...,X k ) = 0 if and only if there is a k-field with no singularities on N which coincides with (X 1 , . . . , X k ) on the (l − 2)-skeleton of N .
We note that the existence of k-fields defined on the whole manifold or k-fields with finite singularities and with index zero has strong influence on the topology of the manifold. A well known work surveying this topic is due to Emery Thomas (see [19] ). (ii)
and let H be the Lie algebra generated by the Killing fields 7 -orthant of S 6 . Moreover, dim Iso(M ) ≥ k and the index of any k-vector field with finite singularities on M is zero.
is a Lie subalgebra of the Lie algebra of the isometry group of M .

Any of the above alternatives implies that k ≤ 6, that is, it does not exist a compact connected oriented CMC hypersurface M of S 7 such that γ(M ) is contained in a 2
Proof. We prove that (i) implies (ii). Since γ(M ) is contained in a 2 k orthant of S 6 , there are k linearly independents vectors v 1 , ..., v k such that γ, v i ≥ 0, 1 ≤ i ≤ k. From (2), with a fixed i, we obtain
It follows that γ, v i is superharmonic on M . Since M is compact, we have that γ, v i is a constant. But then ∆ γ, v i = 0 and it follows from (3) that
Since this holds for all 1 ≤ i ≤ k, it follows that (i) implies (ii).
As to the equivalence between (i) or (ii) and (iii), one only has to note that if V v 1 , . . . , V v k are vector fields on M , then so is the bracket of any two of them. Moreover, since the bracket of Killing fields is another Killing field, the assertion related to H follows; in particular dim Iso(M ) ≥ k. Furthermore, since V v 1 , . . . , V v k are linearly independent, it follows from Theorem 9 that the index of any k-vector field with finite singularities on M is zero. Finally, we have k ≤ 6, otherwise γ(M ) ⊂ S 6 ⊂ T 1 S 7 ∼ = R 7 , by (ii), would be orthogonal to 7 linearly independent vectors.
It is interesting to note that the conclusion corresponding to k ≤ 6 is no longer true in the Euclidean version of Theorem 10. Indeed, the image of the Gauss map of a plane in R 3 is contained in an octant (a 2 3 −orthant) of S 2 . Of course, a similar statement holds on any dimension. This difference between the Euclidean and spherical spaces is that formula (2) in the Euclidean case, for totally geodesic hypersurfaces, imply only that γ, v is a constant, not necessarily zero.
Using the previous notation and definition of the index of a k−vector field with finite singularities, note that when k = 1, since V l,1 has the homotopy type of the sphere S l−1 and since π l−1 (S l−1 ) ∼ = Z, it follows that I(X 1 ) is an integer which is well known to be the Euler characteristic of the manifold. Then, as a consequence of Theorem 10, we have: 
is a Hopf vector field that is, Ad −conjugated to 
As it is well known, the complex projective space CP 3 with the FubiniStudy metric is the quotient S 7 /S 1 of S 7 under a Hopf action of S 1 , and with the metric such that the projection π : S 7 → CP 3 is a Riemannian submersion.
Recall that S 1 = e iθ acts on S 7 by the octonionic multiplication e iθ (x) := e iθ · x (see Corollary 3).
Lemma 12
The octonionic action of S 1 on S 7 is a Hopf action.
Proof. The vector field W of S 7 determined by the octonionic action of
is the 8 × 8 matrix defined at Section 2. We have that (i) is a Hopf vector field. Indeed,
where A is the orthogonal matrix 
The Hopf symmetrization of a vector field X ∈ Ξ S 7 is a vector field X h ∈ Ξ S 7 defined by
We have
Lemma 13 The Hopf symmetrization X h of a vector field X of S 7 is invariant by the Hopf action, that is
for all x ∈ S 7 and for all φ.
Proof. We have
Lemma 14 X ∈ Ξ S 7 is Hopf invariant if and only if
Proof. If X h = X then X is Hopf invariant by Lemma 13. Conversely if X e iφ · x = e iφ · X(x) then, by Lemma 3
Note that a vector field W of S 7 which is invariant by the Hopf action defines a vector field Z in CP 3 . Indeed, if y = e iθ · x, x ∈ S 7 , then
and we may then define
where x ∈ π −1 (z).
where · is the octonionic multiplication of S 7 . We claim that W v is a vector field of S 7 . Indeed, given x ∈ S 7 the map F x : S 7 → S 7 given by
for all x ∈ S 7 . We also have
Lemma 15 W v is a Hopf invariant vector field for any
Proof. Let v ∈ T 1 S 7 . We prove that W h v = W v . The proof then follows from Lemma 14.
) · x and then
By Corollary 3 again
and then
Writing e iθ = cos θ + i sin θ we have
concluding with the proof of the lemma.
Note that since the symmetrization is an average process it may happen to X h be identically zero for a nonzero vector field X. But this is not the case with W v if v = 0 since W h v (1) = v. And indeed, defining the following vector fields of CP 3 : Z n (z) = dπ x W e n+1 (x) , 1 ≤ n ≤ 6, where x ∈ π −1 (z) and {e n } 1≤n≤7 is the octonionic basis introduced in Section 2, we have the stronger fact: Proof. We first note Z n are Killing fields of CP 3 . Indeed, the vector fields W en are Killing fields on S 7 since they are given as a sum of compositions of right and left octonionic translations. Since W en commutes with the Hopf action it belongs to the Lie algebra of the unitary group U (4), which is the isometry group of CP 3 and hence projects into a Killing field of CP 3 . For proving that the Z n are linearly independent it is enough to show that W en are orthogonal to the fibers of π for 2 ≤ n ≤ 7 and, since then
for all x ∈ S 7 \S 5 where S 5 is the totally geodesic codimension 2 sphere
a n e n we have W e 1 (x) = −a 1 + a 0 e 1 + a 3 e 2 − a 2 e 3 + a 5 e 4 − a 4 e 5 + a 7 e 6 − a 6 e 7 W e 7 (x) = −a 7 + a 6 e 1 − a 1 e 6 + a 0 e 7 .
We may then see that
Moreover, a calculation shows that
where B is the diagonal matrix B = (x ij ) , Define a translation Γ : T CP 3 \CP 2 → R 6 by setting Γ x (v) = ( v, Z 1 (x) , ..., v, Z 6 (x) 6 ) , x ∈ CP 3 \CP 2 , v ∈ T x CP 3 .
Any v ∈ R 6 \{0} determines a Killing field Z v on CP 3 \CP 2 , without singularities, by setting Z v (x) = Γ −1 x (v). We have
if v = (v 1 , ..., v 6 ) . If M is an orientable hypersurface of CP 3 \CP 2 and η a unit normal vector field along M the Gauss map γ : M → R 6 of M is defined by γ(x) = Γ x (η(x)) , x ∈ M.
Using a similar proof to that of Theorem 7, we obtain: If one replaces a hemisphere by a half-space of R 6 , a quadrant as one connected component of R 6 \ (P 1 ∪ P 2 ) where P i are linearly independent hyperplanes through the origin of R 6 (that is, the unit normal vector to P i are linearly independent), an octant as a connected component of R 6 \ (P 1 ∪ P 2 ∪ P 3 ) and so on, we have an extension of Theorem 10 to CP (i) The image γ(M ) is contained in a 2 k -orthant of R 6 , that is, a connected component of R 6 \(P 1 ∪ · · · ∪ P k ), for some linearly independent hyperplanes P 1 , . . . , P k through the origin of R 6 , 1 ≤ k ≤ 6.
(ii) Clearly, a similar result to Corollary 11 holds in CP 3 by replacing hemisphere by half-space.
