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How might faces we have learned be represented in our memory? Researchers believe that 
our memory for faces is based on building a robust averaged representation comprised of the 
stable aspects of the face (i.e., eyes, nose, mouth). However, anecdotal evidence suggests this 
one size fits all approach to face representations may not be correct. A new theory suggests 
our representation for faces is instead based on a dynamic weighting, wherein what is seen as 
most diagnostic during learning will be encoded to a greater extent than other features in the 
face. One factor that may be especially important for a weighted representation is the context 
in which a face is initially viewed. Dependent on the context of learning, certain features may 
appear more distinctive than others and therefore be deemed diagnostic and receive 
representational weight. The current study had participants learn four faces with one 
manipulated to appear distinctive in the experimental context by having a unique hair colour 
(Experiment 1), or eye colour (Experiment 2) compared to the other faces. Participants then 
completed a recognition task where the feature of interest (i.e., hair or eye colour) was either 
available or unavailable (i.e., bald and eye closed conditions) for recognition. Findings 
suggested recognition was disrupted when the diagnostic feature was unavailable compared 
to when that feature was available, across both distinctive and typical faces. Interestingly, 
Experiment 2 showed a distinctiveness performance advantage compared to Experiment 1, 
most likely because neighbouring features may be more diagnostic than others during 
recognition. In addition, further exploratory analysis showed the order of the test could 
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Saliency in context: The effect of context on the diagnosticity of facial features 
Face recognition is not an easy feat. Face recognition is challenging because faces 
have identical basic structures and can only be discriminated against by differences in 
features and facial configurations (Young & Burton, 2017). So, how are we able to expertly 
recognize individuals we are familiar with from strangers on the street?   
1.1. Qualitatively Different processes? Familiar and Unfamiliar Face processing 
For the past several decades, researchers have examined the difference between 
unfamiliar and familiar face processing. For the most part, researchers argue that familiar and 
unfamiliar face processing are qualitatively different processes with familiar face recognition 
being superior to unfamiliar face recognition (Bruce et al., 2001; Burton et al., 1999; 
Clutterbuck & Johnson, 2002; Klatzky & Forest, 1984).  
Compared to unfamiliar faces, familiar face recognition is not as easily disrupted by 
changes in lighting, appearance, or image distortion (Andrews et al., 2015; Bruce et al., 2001; 
Burton et al., 1999; Hancock et al., 2000). Additionally, familiar face recognition is 
viewpoint independent (i.e., recognition is not reliant on viewpoint remaining the same 
between learning and test1). By contrast, unfamiliar faces are often not recognized when 
viewpoints change from learning to test (Longmore et al., 2008). Instead, unfamiliar face 
recognition may rely on a more simplistic image or pictorial processing (e.g., matching 
multiple images from viewpoint, lighting, hairstyle) than on more face-specific processing 
(e.g., image independent) (Megreya & Burton, 2006).  
 
1 Learning and test refer to stages in a recognition paradigm: usually with learning referring to a study phase 
where participants try to memorize a set of faces and with test referring to a second phase of the experiment 
where participants are tested either through a recognition, identification or other task to test their abilities. 
Learning and test will be used throughout the thesis to describe any experimental design that includes a learning 
phase (study of a set of faces) and a test phase (where memory for those faces is measured). 
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In addition, for familiar faces, different exemplars of a given face can be easily 
recognized compared to unfamiliar faces, even if quite physically different. For example, 
when participants are given a set of images and asked to divide the set of images into several 
faces, participants tend to mistake the images as featuring about eight different identities 
rather than the two identities displayed (Jenkins et al., 2011). However, when participants 
were familiar with the same two identities, they successfully sorted the images into two sets 
of identities (Jenkins et al., 2011). Additionally, when initially learning a face, if hair is 
changed or removed in between learning and test phases, it significantly impairs recognition 
performance for these faces (Bartel et al., 2018; Toseeb et al., 2012).   
Of interest, an individuals’ ability to match unfamiliar faces does not predict their 
ability with familiar face matching (Megreya & Burton, 2006); suggesting unfamiliar faces 
may be processed and viewed differently than familiar faces for face matching tasks. 
Additionally, matching performance may be another indication of the qualitative differences 
between unfamiliar and familiar face processing. For example, the accuracy of familiar face 
matching differs in performance between upright and inverted images, whereas this is not the 
case with unfamiliar faces (Megreya & Burton, 2006). Since inversion disrupts holistic 
processing of faces (which has long been associated with face-specific processing); 
identification of a face should substantially decrease when a face is inverted.  
The evidence for lack of an inversion effect with unfamiliar faces might suggest that 
the faces are not always processed similarly to familiar faces. Evidence suggests familiar face 
recognition relies on much more ‘holistic’ or configural processing (Maurer et al., 2002; 
Rossion, 2008) than unfamiliar face processing which may be more featural (Megreya & 
Burton, 2006). Unfamiliar face processing may also rely less on the spatial relations of 
features than familiar faces, for example, when sequentially matching faces (Lobmaier & 
Mast, 2007; Ramon, 2015). In sum, it seems while unfamiliar face processing may be more 
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image dependent and feature-based; familiar face processing may be more holistic and is 
image independent. Explanations of these differences and how the transition occurs between 
the two processes are discussed below.     
1.2. Current Theories  
Current theories predict that, because variation (in lighting, viewpoint, appearance) 
harms recognition for unfamiliar but not familiar faces, then variation must be crucial in the 
development of face familiarisation and building robust face representations. Below we will 
discuss two key models that have focussed on variation, the pictorial coding model, and the 
averaging hypothesis model.  
In the pictorial coding model, the recognition of familiar faces requires comparing the 
image of a face with previously-stored instances of that face from memory (Longmore et al., 
2008). As you begin to learn a face, you store individual instances of that face in your 
memory. Over time with the build-up of multiple stored instances of a face, recognition 
becomes easier and more robust. Additionally, because multiple exemplars are available 
during recognition, your representation is more resistant to additional variation in newly 
encountered images of a face.  
Another model, the averaging hypothesis, suggests exposure to variation (in 
viewpoint, appearance, context, etc.) over time facilitates learning (Burton et al., 2016; 
Jenkins et al., 2011; Jenkins & Burton, 2008; Murphy et al., 2015). Data suggests learning 
through multiple unique exemplars of a face aids recognition over multiple similar 
exemplars, including when learning contains 3-D structural information (Baker et al., 2017; 
Dowsett et al., 2016; Menon et al., 2015; Menon et al., 2018; Murphy et al., 2015; Ritchie & 
Burton, 2017; Robins et al., 2018). Viewing variation when learning would help individuals 
to focus on the invariant aspects of the face (e.g., internal features like eyes, nose, mouth) and 
ignore variable aspects (e.g., external or peripheral features like hair, clothing). Focusing on 
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these invariant features then aids in building a robust averaged memory representation 
(Murphy et al., 2015). These representations may be based on the same internal features for 
each face. This averaged representation presumably will get better with the addition of 
variation as more exemplars leads to more refinement of the average. In addition, the 
representation will become more robust with the increased variation leading to greater 
strength (i.e. more efficiency) in the derived average (Jenkins & Burton, 2008). 
 The averaging hypothesis may explain the representation of many faces in our 
memory; however, it does seem that the memory representations of at least a subset of faces 
are not based on these inner invariant features. For example, when researchers removed 
‘iconic’ features from celebrity images (e.g., Cindy Crawford’s mole, the Pope’s hat, Andy 
Warhol’s hair), recognition rates substantially dropped. Recognition performance decreased 
even when the feature only covered a small portion of the actual image (for instance; .08% 
for Cindy Crawford’s mole) (Carbon, 2008). Additionally, in Ellis and colleagues’ (1979) 
seminal study on external and internal feature recognition, the majority of the celebrity faces 
within the set were recognized better by internal features. However, two celebrities were as 
well recognized by external features as internal features alone. Interestingly, even familiar 
face recognition can be disrupted by superficial changes in appearance (Devue et al., 2018; 
Sinha & Poggio, 1996). If for familiar faces, we mostly relied on inner features for 
recognition, then these changes to external or superficial features should not impair our 
recognition. It seems that external features may play a more significant role in our face 
memory representations than the current theories propose, even if these features may 
potentially change and be less stable than other invariant internal features. While the 
averaging hypothesis can explain how changes in viewpoint, lighting, expression, and tilt 
information can be ignored when familiarisation occurs; it does not account for the role of 
external features on familiar face recognition. It may be that during initial learning, external 
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information along with internal information is encoded based more on what features are seen 
as most diagnostic for that face rather than averaging out all information that is variable when 
viewing a face (Bartel et al., 2018; Ellis et al., 1979).   
1.3. A new theory – Weighted Representation Model 
 Although the averaging hypothesis may explain representations for many faces; it 
does not account for the behavioural differences found in the studies mentioned above. A 
new theory suggests that rather than a common representation of the same set of features (as 
in the averaging hypothesis), our face representations may rely on a more dynamic 
representational weighting, based on how diagnostic facial features or combinations of 
features are for an individual face during learning and encoding (Devue, in prep).  
 To determine what aspects are most diagnostic for representations, two factors are 
important: 1) Stability of facial features: the variance in changeable aspects of a particular 
face (e.g., hair, facial hair, etc.) relative to invariant aspects (e.g., eyes, nose, mouth) and 2) 
Distinctiveness: the salience2 of one or several facial elements within the face.  
Stability relies on multiple encounters to determine what aspects remain stable and 
what aspects vary over time within an individual. By contrast, distinctiveness relies on 
comparing features with previously experienced faces.  Features that are viewed as unusual 
from one’s previous experiences will be viewed as salient and attract more attention than less 
unique features (Theeuwes, 1992). As distinctiveness is based on personal experience with 
faces, individuals may differ in what features are found to be most diagnostic (see also 
Abudarham & Yovel, 2016).  
 
2 While the previous literature has been unclear with its definition of saliency (other than that of a face standing 
out in comparison with other faces), we discuss saliency and distinctiveness at the featural level and 
interchangeably. In other words, a feature would be salient if it is unique or stands out in comparison with the 
same features in other faces.   
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Within the representation, salient features will have increased weighting to the 
detriment of less salient features3. Previous research shows recognition deficits when small 
aspects of celebrities are moved (i.e., Cindy Crawford’s mole; Carbon, 2008). Additionally, 
for faces with a distinctive feature, there should be more weighting towards the unique 
feature itself compared to other less salient aspects of the face. As there will be more 
encoding and a more refined representation for that distinct feature (based on the greater 
weighting of that feature), then the representation of the face will be less holistic (and much 
more feature-based) than for other faces low in distinctiveness.  
In addition to factors like stability and distinctiveness, parsimony potentially 
contributes to our weighted representations. Parsimony refers to our cognitive mechanisms 
attempting to be as cost-efficient as possible by using as few resources as possible for 
processing (Basset et al., 2009). To ensure parsimony, our representations must be as cost-
efficient as possible by encoding only the most necessary information for recognition to 
occur (Devue, in prep).  
To be cost-efficient, coarse diagnostic features (i.e., hair colour, hairstyle, gross inner 
facial configurations) will be encoded before fine-grained information (i.e., details of 
individual features) if it is enough for recognition to occur (Devue, in prep). Coarse-to-fine 
representations are present in other perceptual processes and therefore may be used for faces 
as well (see Morrison & Schyns, 2001; Oliva, 2005). With a coarse-to-fine strategy, you may 
expect, over time, for the representation to focus more on encoding fine-grain information for 
a face if it is helpful for recognition. However, for some faces, coarse information may be 
enough for recognition, and therefore over time, the representation will remain coarse and not 
undergo as much refinement.    
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 How the coarse-to-fine strategy is implemented is dependent on levels of 
distinctiveness and stability. The type of initial representation is dependent on the 
distinctiveness of a face. If a face appears to have a salient feature when first encountered, 
that salient feature will most likely be encoded. Over multiple encounters, stability begins to 
play a role. If a person’s appearance changes and a feature that was once salient is not always 
available (e.g., large ears now covered by a long hair-cut), then what is encoded in the face 
may change. For faces where there is a salient feature but whose appearance changes, the 
representation of that face will change over time to a much more refined representation based 
on the finer details of the stable aspects of that face. Comparatively, faces with a salient 
feature that is quite stable over time will have a coarser representation of the face based on 
the singular salient feature rather than a representation of the finer details of the face. For 
faces that are not distinctive, the representation is dependent on how stable the face is over 
multiple encounters. If the less distinctive person is stable over multiple encounters, a coarser 
representation (i.e., without the fine details of the face) can be enough for recognition. 
Whereas if the less distinctive person is highly variable in appearance, the representation 
must become finer-grained and rely on refining the representation to features that remain 
stable over time and remain diagnostic (similarly to an averaged representation). In each of 
these cases, representations may change over time as multiple encounters lead the learner to 
realize what is and is not diagnostic about the face.   
 This refinement over time may explain why, depending on the individual face, there 
are differences in the literature about behavioural performance on recognition tasks. For 
example, the literature has discussed the influence of distinctiveness on recognition and 
recollection of face identities without a consensus on why it shows differing patterns of 
performance. Additionally, distinctiveness as a concept has been treated as homogenous with 
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no consensus on what key features or aspects lead to it, keeping debates about what 
distinctiveness is unresolved. 
 With the weighted representation theory, we noted that feature diagnosticity impacts 
how our representation may be weighted. Additionally, distinctiveness and stability could 
influence what features we find diagnostic; however, can some features just be more 
diagnostic than others? Is it possible that the saliency of facial features is dependent on the 
features’ properties in and of themselves?  
1.4. Saliency of Features 
 It is apparent from the previous literature that individual faces are not always 
recognized based on the same set of features (Carbon, 2008; Ellis et al., 1979). Indeed, as 
proposed by the weighted representation model, the encoding of a face may be more 
dependent on what is distinctive about that specific face rather than what is distinctive about 
all faces in general. To be able to recognise a face, it may be important to note what is most 
diagnostic in that face when first encountered. There may be several factors that determine 
what we find diagnostic and therefore use for recognition. For example, diagnosticity may 
come from the initial saliency of a feature (i.e., eyes may be viewed as more informative 
because they differ more uniquely than other features), our overall recognition abilities, or the 
learning conditions that we view faces within. All of these factors may play a role in our 
weighting of facial information.  
When it comes to the saliency of features, researchers are undecided about which 
features are the most informative (see Shepherd, Davies, & Ellis, 1981). This may be because 
of the experimental design or how participants are asked to assess feature saliency that can 
change how salient a feature seems. For example, when participants are asked to assess the 
saliency of individual facial features, eyes are often rated as the most salient cue that 
participants use for recognition (Laughery et al., 1971), and overall eyes are considered by 
THE EFFECTS OF CONTEXT ON DIAGNOSTICITY OF FACIAL                                  17
FEATURES 
many as the most important feature for recognition compared to other features (Fraser et al., 
1990).  
However, when participants are asked to describe a face, hair is often the most 
frequently cited descriptor ahead of eyes, nose, eyebrows, face shape, chin, and other features 
(Ellis et al., 1980). The features most frequently described when giving verbal descriptors 
also do not change even when a delay is added, and more memory components are required 
for the description (Ellis et al., 1980). These studies suggest feature informativeness can 
change depending on how or what is asked about features. 
Additionally, the perceived saliency of features does not always indicate the actual 
informativeness of a feature. For example, researchers have found participants’ subjective 
rating of feature saliency, does not always line up with what features are informative when 
completing an identification task (Friedman et al., 1971). 
What features are most salient and informative is also dependent on the experimental 
design. In recognition paradigms, features in the upper half of the face tend to be better 
recognized alone than the lower half, and this remains when only features (viewed alone and 
not within a face) from the top or bottom half are viewed as well (Fisher & Cox, 1975). 
When only individual features are used in recognition tasks, participants tend to recognize the 
eye region more readily for familiar faces than other features (Goldstein & Mackenberg, 
1966). However, other studies find features other than the eyes may also be similarly good 
cues to identification (such as the mouth) than others (such as the chin, or nose) (Ruiz-Soler 
& Beltran, 2012). In paradigms where only certain facial information is given, certain 
features can become more informative than in the other recognition paradigms mentioned. 
For example, nose information may not be diagnostic on its own, but when added to eyes, 
this information increases the effectiveness of recognition compared to the omission of the 
nose region in a full-face image of familiar faces (Fisher & Cox, 1973).  
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More recently, Abudarham and Yovel (2019) had participants identify faces, and 
block by block, the faces’ features would be individually modified (through small increments 
of physical change) until identification could be made. The researchers found that 
identification of an unfamiliar face was more greatly affected by changes in what they termed 
High perceptual sensitivity features (e.g., lip thickness, hair, eye colour, eye shape, and 
eyebrow thickness) than Low perceptual sensitivity features (e.g., mouth size, eye distance, 
face proportion, skin colour, and nose shape). Interestingly, when they replicated this 
research using familiar faces, the same sets of features were most important for identification, 
matching, and recognition (Abudarham et al., 2019). Abudarham et al.’s (2019) findings 
indicate that certain features of the face may be more diagnostic for recognition than others 
and that diagnosticity may not be modulated by levels of familiarity contrary to the averaging 
hypothesis in which you would expect that as a face becomes more familiar, the 
representation would focus on the inner features of the face and disregard information about 
other features.   
In addition to experimental paradigms and initial feature saliency, feature saliency is 
also dependent on individual differences in recognition abilities. The identification of 
features is influenced by development with more reliance on eye regions for recognition as 
age increases and those with developmental deficits such as in Autism using the mouth 
region more readily for recognition (Langdell, 1978). However, to the average person, certain 
features may seem to be more salient and be viewed as more useful cues for recognition than 
other features (which may seem less informative like the nose) (Seamon et al., 1978).  
Therefore, it seems multiple aspects can affect how salient a feature is considered. 
Factors such as experimental design, individual preference, and perceived saliency influence 
how features are viewed and used. What makes a feature diagnostic is, therefore, dependent 
on these factors. Also, distinctiveness and stability will play a role in how diagnostic a feature 
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is considered. Stability relies on long term viewing of a face, whereas saliency can determine 
the distinctiveness of a face from initial viewing. But how do we actually characterize 
distinctiveness? What properties of a face are distinctive, and how might that affect our 
weighted representation? 
1.5. Distinctiveness as a concept 
Within the weighted representation theory, distinctiveness is a key factor for 
representations; however, the literature is unclear on what distinctiveness entails. Several 
theories have tried to explain the theoretical background for distinctiveness, and these 
theories will be explored below. However, distinctiveness may be more influenced by factors 
outside of just inherent distinctiveness in a face. Instead, context may play an important role 
in how we determine distinctiveness.  
Throughout the literature, researchers have found an advantage for the recognition of 
more distinctive faces over those that are viewed as more typical (see Valentine, 1991). This 
distinctiveness advantage is shown for both unfamiliar and familiar faces (Bartlett et al., 
1984; Light et al., 1979; Valentine & Bruce, 1986a, b) and even occur with delayed testing of 
up to 6 weeks (Metzger, 2006).   
Valentine and Bruce (1986b) wanted to know if distinctiveness could be explained by 
familiarity using a speeded recognition task. Participants unfamiliar with the set of faces were 
asked to rate the faces on levels of distinctiveness (as defined by a face that would stand out 
in a crowd). Afterwards, a second group previously familiar with the faces were presented 
with a speeded familiarity decision task; both distinctiveness and familiarity separately 
predicted reaction times as decreased reaction times were associated with increased 
distinctiveness or familiarity. However, this distinctiveness advantage is not found in all face 
processing mechanisms. While there is an advantage in tasks that require learning and then 
recognizing a face, face categorization tasks do not show the same advantage. For example, a 
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typicality advantage for speeded classification is found when the task is face categorization 
(i.e., participants must distinguish which is a face between jumbled faces and intact faces) 
(Valentine & Bruce, 1986a). Why does this recognition advantage for distinctive faces exist 
and what mechanisms might be involved?   
1.5.1. Bruce and Young’s PDP Model 
 One explanation for the recognition distinctiveness advantage may come from an 
information-processing model of face recognition first outlined by Bruce and Young (1986). 
Bruce and Young (1986) argued there might be face recognition units or FRUs. Each familiar 
face has an individual FRU, and when a face is encountered, each FRU works by signalling 
the resemblance between a stimulus and the stored representation of a face (similar to 
template matching). FRUs mediate the structural encoding of the physical appearance of a 
face while it coordinates with person identity nodes (PINs) which hold the semantic 
information to the identity. When a face is seen, a structural code is derived and matched to 
previously-stored representations. If this newly derived face matches previously-stored 
representations, then the FRU will fire and allow PINs to send semantic information about a 
particular face. Young and Ellis (1989) proposed that the distinctiveness advantage is due to 
the signal-to-noise activation ratio of FRUs. They proposed that typical faces which by 
definition are similar to many other faces should activate many FRUs while distinctive faces 
should activate fewer FRUs because there will be fewer physically similar familiar faces 
competing for activation. Distinctive faces would have a higher signal-to-noise ratio allowing 
for faster and more accurate recognition than typical faces and thus accounting for the 
recognition advantage found in behavioural data.  
1.5.2. Multidimensional Face space  
Additionally, Valentine (1991) argued that each representation of a face that we have 
learned would be placed into a multidimensional space (termed ‘Face space’). One version of 
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Face space (norm-based coding) relies on each face being placed within the space based on 
how physically similar it is to an averaged or normed face. This average face is meant to be a 
prototypical example of a face based on prior experience with faces. Face space can account 
for race, age, gender, and distinctiveness effects found in face recognition tasks (see 
Valentine et al., 2016). According to this principle of norm-based coding, when we view a 
face, we compare it to our norm and how far the distance is from the norm face based on its 
physical characteristics. If a face is distinctive, it will sit farther out in face space, whereas 
more typical faces will be closer to the norm and will, therefore, have many other typical 
faces neighbouring it. For distinctive faces, there will be fewer faces surrounding it and 
leading to better recognition (similarly to FRUs) and a distinctiveness advantage much like 
the literature shows. 
1.5.3. Context-free Familiarity 
 Other researchers have argued the distinctiveness advantage is due to the nature of 
familiarity and memorability for distinctive faces. Early on in the research, distinctive faces 
were thought to have an advantage because of context-free familiarity (Vokey & Read, 
1992). This means that, in the case of distinctive faces, because they generally stand out 
compared to faces you have seen in the past, you will be less likely to mistake having seen 
those faces. Contrarily, for a typical face, it brings up feelings of familiarity (due to the nature 
of it being a face more like previously experienced faces) and therefore increases false 
positives.  
 The theories mentioned above could all partly account for the distinctiveness 
advantage found in recognition tasks. However, researchers have also argued this advantage 
is not to do with an underlying distinctiveness but to experimental designs determining how 
‘distinctive’ a face is. Instead, distinctiveness may not even need to be reliant on internal 
facial information (i.e., facial features) but on more peripheral information (e.g., hair, the 
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addition of glasses, etc.) dependent on experimental context or to specific features rather than 
overall intrinsic distinctiveness.    
1.5.4. Distinctiveness in Experimental Designs 
 Researchers have tried to equate how various aspects of a face (rather than the entire 
face seen holistically) may influence or encourage viewing a face as distinctive. For example, 
Metzger and Bridges (2004) investigated the effect of eyeglasses on recognition and showed 
effects similar to the distinctiveness advantage (compared to non-spectacled typical faces). 
Participants learned a series of spectacled faces that had previously been rated on 
distinctiveness. Half the faces were distinctive (spectacled), and half were typical (non-
spectacled) with foils for distinctive faces also having spectacles and typical foils having no 
spectacles. Results showed better hit rate performance (correctly responding ‘yes’ to a 
learned face) for distinctive faces but found higher false alarms (incorrectly responding ‘yes’ 
to a face as being familiar when it was not learned) for distinctive faces as well. Metzger and 
Bridges (2004) argue face-space would predict the found increase in hit rate for distinctive 
faces. However, face-space would not have predicted higher false alarms for distinctive faces 
(as shown in the results) because face-space would view each face as not having many 
neighbouring face representations, and therefore false alarms should be lower (Valentine, 
1991). However, Metzger and Bridges (2004) did not control for each face’s overall 
underlying physical distinctiveness. The authors further argue that future research should 
consider that some faces have distinguishing features (such as spectacles, scars, facial hair, 
etc.) that may influence distinctiveness and patterns of recognition.       
        Furthermore, other researchers have argued that the distinctiveness advantage is due 
more to experimental design than to cognitive mechanisms (Hosie & Milne, 1996). For 
example, Davidenko and Ramscar (2005) studied the influence of distractors on the 
distinctiveness advantage. Using silhouette stimuli and controlling for foil stimuli to be 
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equally similar to typical and distinctive faces, they found that the distinctiveness advantage 
vanished once distractor stimuli were matched to distinctive faces (Davidenko & Ramscar, 
2005).  Indeed, other researchers have argued that the distinctiveness advantage is primarily a 
result of the learning context rather than due only to the distinctiveness of a face. By 
conducting several experiments manipulating distractor sets in classic distinctiveness 
recognition paradigms, they found that having equal numbers of distinctive distractors and 
typical distractors greatly reduced the distinctiveness effect. Additionally, they noted a 
change in criterion when distinctive distractors were added at the test phase (Hosie & Milne, 
1996). The effect of distinctiveness and its apparent advantage may have more to do with 
learning context (i.e., the properties of where/how the face is learned and recognition is 
tested) than initially thought.   
Others have argued that typical and distinctiveness ratings themselves differ across 
studies and that can influence the findings and theoretical implications of distinctiveness. 
Wickham et al. (2000) have argued that our ratings of distinctiveness may not be an accurate 
indicator of the actual physical level of distinctiveness of a face. Running several different 
rating experiments, they found that how the ratings were set up (for example on a standard 1-
7 Likert scale with 1 being typical) can skew participants’ scores so that rather than viewing 
faces as either typical or distinctive, it can lead all faces to be positively skewed (i.e., so that 
most faces are shifted to the right so that they are all seen as distinctive) and have quite small 
differentiations in distinctiveness ratings. 
1.5.5. Context-dependent Distinctiveness 
 According to the current literature, the distinctiveness advantage results from the 
difficulty in discriminating typical faces due to their physical likeness and similarity (which 
some researchers have argued is due to face space; Valentine, 1991). However, Hosie and 
Milne (1996) argued that as most research has used mixed list designs for distinctive faces 
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(i.e., where participants see a distinctive face intermixed with more typical faces), that the 
distinctiveness advantage is enhanced by the context of learning and test. Because the 
distinctive face is placed in a group, the group context makes the distinctive face seem more 
salient than if it was viewed on its own. Vokey and Read (1992) had previously argued that 
the advantage found for distinctive faces is based on memorability and that memorability 
leads to a greater encoding of details related to the face. Memorability is related to the 
specific context in which you learn a face, suggesting the context of learning might enhance 
distinctiveness effects.   
  Moreover, a distinctive face may seem even more unique within a group of more 
typical faces due to the Restorff effect (Hosie & Milne, 1996). The Restorff effect posits that 
when one object is unique within a learning context, it will stand out and therefore receive 
additional processing (von Restorff, 1933, as cited in Hosie & Milne, 1996). Hosie and Milne 
(1996) attempted to examine if this might occur with distinctive faces as well. They found 
that participants had a distinctiveness advantage, whereby recognition was better for 
distinctive faces over typical faces when both were included during the learning and 
recognition phases (most prominently in lower false alarm rates for distinctive faces).  
Interestingly, typical face recognition did not significantly differ between typical face 
only lists and mixed distinctive/typical face lists. The Restorff effect would predict that 
typical faces should have worse recognition when distinctive faces are on the same list than 
when they are alone (as distinctive faces would pull attention and additional processing 
towards itself and away from typical faces; von Restorff, 1933, as cited in Hosie & Milne, 
1996).  So, the Restorff effect could not account for the fact that typical face recognition was 
not hurt by the mixed distinctive/typical lists. Instead, Hosie and Milne (1996) argued that the 
distinctiveness advantage was in part due to primary distinctiveness; the context was making 
the distinctive faces more unique based on the other faces within a set. Moreover, contextual 
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information influences both recognition accuracy and response biases, with distinctive faces 
having a more conservative response criterion than more typical faces (Hosie & Milne, 
1996).  
In sum, the lack of clear definition for distinctiveness and the inconsistencies in the 
literature suggest context when viewing and learning a face may play a key role in 
determining distinctiveness. This is supported by the distinctiveness effects within the 
literature being based on learning distinctive faces within a group of typical faces. Context 
seems especially important to determine how diagnostic features of a face are and how 
distinctive a face may be. In the frame of the weighted representation model, the context in 
which you learn a face may determine what features are viewed as most diagnostic and 
therefore, how the initial weighted representation is made. 
Faces are rarely viewed in isolation in the real world, and so contextual cues (i.e., the 
environment in which you see a person; such as seeing your co-worker at the office) and 
information could influence what facial information is encoded and used within our 
representations. Moreover, we often have to learn several faces simultaneously, like when we 
start a new position at a new company. Since we view multiple faces at once during an 
experiment, group contexts may be especially important for how our representations are 
formed.  
It has been shown that the physical similarity between faces can influence how we 
recognize them. For example, when participants are implicitly asked to compare two 
physically similar faces during learning (by being asked to identify handedness of the faces), 
their discrimination performance significantly increases at test compared to less similar faces 
(Mundy et al., 2007). In addition, recognition performance is better when participants viewed 
similar faces simultaneously compared to successively one after the other (Mundy et al., 
2007). The advantage of simultaneously viewing similar faces has been likened to other 
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perceptual learning mechanisms. Gibson (1969) originally posited that the comparison of two 
physically similar stimuli allows for better stimulus differentiation processes to be activated, 
leading to attention being drawn to unique features rather than more common features.  
Mundy et al. (2007) argued that their findings provide evidence that as participants 
simultaneously viewed the faces, they began to ignore (or habituate to) the common features 
and focus on the unique features (as Gibson, 1969 had originally posited). Additionally, 
Mundy and colleagues (2007) argue that while the habituation may seem like a short-term 
process, it will lead to long-term effects on the attentional and representational weighting of 
the common and unique features of faces leading to better representations of these faces. 
Researchers have argued that by viewing physically similar objects, discrimination of said 
objects improves. From the evidence listed above, discrimination of two similar faces most 
likely allows for better recognition, and in other learning contexts, recognition should also be 
improved by viewing faces together. 
Although there seems to be evidence for the physical similarity of faces to aid 
recognition, some studies find no advantage for discrimination when test arrays include 
physically similar faces (Jones et al., 2015), suggesting that task constraints may affect this 
discrimination advantage. Others have argued that experimental design plays a larger part in 
the discrimination advantage than initially thought. As previously described above, Mundy et 
al., (2007) argued stimulus presentation rather than actual physical similarity of the faces 
leads to better perceptual learning and discrimination.   
Additionally, some researchers have found an advantage when learning a face, where 
a memory representation is built based on the group context—viewing a set of unique 
identities aids in building an averaged representation of the set that influences future 
recognition of an identity (Matthew et al., 2018a). This phenomenon is known as ensemble 
encoding. Interestingly, trying to use newly learned similar comparators (i.e., two faces you 
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have just learned within a recognition task) to try to aid discrimination of novel face stimuli 
(that also share physical similarity to the faces you have learned) does not seem to work. 
Indeed, there is no transfer of improved discrimination (to similar stimuli) between newly 
learned faces and novel unlearned faces (Jones et al., 2015). In sum, based on the averaging 
hypothesis, you might expect that recognition is hurt by viewing faces in a group if these 
faces are similar in appearance (as the representations would be based on the same set of 
features), yet there is evidence that viewing faces within a group is helpful. It may be that the 
weighted representation model can account for this difference. 
1.6. Current Study 
  Some of the literature shows an advantage of group learning on later recognition. It 
may be that group learning encourages attention to aspects of a face that differ from those 
around them and further enhance encoding and later recognition of a face. Gibson (1969) first 
hypothesized that simultaneous learning of two stimuli aided perceptual learning because it 
allowed for differentiation between the stimuli, drawing attention towards the features that 
uniquely differed between quite similar stimuli and decreased attention towards commonly 
shared features. It is possible that if a feature in one face is very different from the same 
feature in the other faces during learning in a group context, that that specific feature will be 
salient, receive increased attention and be used rather than be ignored for recognition.    
Based on the literature above, it seems as though both the saliency of features and the 
nature of an individual face are factors that affect our encoding and later recognition of faces. 
The weighted representation model would predict that both the distinctiveness and the 
stability of a face will influence what aspects of that face will be encoded and used for later 
recognition of a face. As we have discussed previously, distinctiveness relies on assessing the 
differences between faces (in comparing what aspects make a face distinctive compared to 
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another). Therefore, distinctiveness might be characterised by how we assess faces in 
comparison to faces in groups. 
As the weighted representation model relies on the parsimonious encoding of a face, 
the model would hypothesize that for distinctive faces, recognition would be enhanced 
compared to more typical faces, but that distinctive faces’ representations would be based on 
specific features. Due to the enhanced encoding of these specific features, other features 
within the face that was less salient would be less well encoded (i.e., the distinctive features 
would be encoded to the detriment of less salient/distinctive features). For distinctive faces, 
representations will be refined for the distinct feature while the other less distinct features 
will have only coarse encoding. For more typical faces, the representation will rely on less 
salient features and maintain a more refined encoding of the overall face.  
In the current study, we have specifically characterized distinctiveness using group 
context as the factor that leads a face to become distinctive. Context plays a role in what we 
find diagnostic or what strategies we use when trying to learn a face. Therefore, depending on 
the context that we learn a face in, some features may be especially salient on one face 
compared to others around it, even if the feature is not salient in and of itself. For example, 
when one person in a room has short hair compared to the rest, hair length may become a 
useful recognition cue. Because of this salient feature, the face may appear distinctive, and 
therefore encoding and later recognition of that face may rely on that feature more than they 
would in other contexts.   
 Therefore, we assumed that context could be used to artificially manipulate the 
distinctiveness of a face that is not in itself ‘distinctive’. We investigated how artificially 
making one face distinctive compared to others impacts what aspects are encoded and 
whether the assumptions of the weighted representation model about the nature of 
representations can be supported.  
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Over two experiments, participants learned a set of faces in which one face was made 
distinctive either through manipulation of hair or eye colour compared to the rest of the faces 
in the group (e.g., brown-haired in a group of blonde-haired individuals). Importantly, in this 
experiment, distinctiveness was thus contextual (i.e., based on learning context) and did not 
rely on natural distinctiveness of features which can be ill-defined and not easily controlled 
for.  Recognition performance was assessed through a recognition task where images of the 
same faces either included or excluded the distinctive feature (through addition or removal of 
the feature). 
We predicted that, if in the learning context, one face is characterized as distinctive in 
one feature compared to the rest (e.g., one blonde-haired individual in a block of three 
brown-haired individuals) that feature, not in itself distinctive, may increase recognition 
performance when it is present at test because it was diagnostic at time of encoding. For faces 
without a distinctive feature (typical faces), faces will be less well recognized overall than the 
distinctive face when the distinctive feature is present. In other words, we expected a 
distinctiveness advantage for distinctive faces (leading to a performance disadvantage for 
typical faces).  
More specifically, if the learning context affects the way we form our initial memory 
representation of a face and that we rely on salient features, then the distinctive face should 
be less well recognised than typical faces when the salient feature is not present. As typical 
faces will not have one salient feature that is diagnostic of identity, they will be better 
recognized than distinctive faces at test when the salient feature of interest is absent because 
their representations will be based on a more refined representation of the rest of the face.  
Most importantly, if the memory representation is reliant on encoding the salient 
feature for the distinctive face, then when that feature is not available during the recognition 
test, recognition rates should be substantially lower than if the feature was available. This 
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difference between salient feature present and salient feature absent images should be much 
larger for distinctive faces than for typical ones. 
2. General Methods 
2.1. Stimuli  
 To create face stimuli, we used the MIT-CBCL face recognition database (Weyrauch 
et al., 2004). One face from the database set was chosen to be used as a template face for the 
later creation of artificial faces. The image showed a male Caucasian face (approximately 
aged between 25-30) with a neutral expression and frontal viewpoint.  
After selecting the template face, the image was manipulated in FaceGen SI modeller 
3.5 (Singular Inversions, 2019) to create a set of 8 faces (four learned and four unlearned 
faces). Each of the eight faces created from the template face was numerically as dissimilar in 
physical features to the others. For each face, 81 images were created differing in viewpoint 
(E.g. centre view, right 45 degrees from centre, and left 45 degrees from centre), tilt, and 
lighting. These 81 images were divided into three different types of external features; 27 
images were of the faces bald, 27 with blonde hair, and 27 with brown hair. For the hair 
images, one hairstyle option was selected from the FaceGen catalogue of features. This 
hairstyle had the option of being blonde or brown in hair colour.  The hairstyle remained the 
same across both blonde and brown hair images. All images had a grey background, and all 
faces maintained a neutral expression throughout the images. All images were scaled to a 
455x745 pixels ratio on XnView image editor.   
 
2.2. Rating Study 
In the first study devoted to ratings, the individual distinctiveness ratings of the 
images were verified to account for individual physical distinctiveness of each face. We also 
collected group distinctiveness ratings to identify how distinctive each face would be 
THE EFFECTS OF CONTEXT ON DIAGNOSTICITY OF FACIAL                                  31
FEATURES 
perceived within the group context by participants. Finally, paired ratings were collected to 
select target/foil pairs for later Experiments.       
For the rating studies, only bald images were used to test how distinctive the faces' 
facial features were on their own. For each of the faces, eight individual images were selected 
from the bald image condition (frontal view, with 0.45 above lighting and frontal tilt, grey 
background). These images were compiled to create a rectangular image with two rows of 
four faces on GIMP photo editor. All group images were resized to a 791x650 ratio in GIMP.  
2.2.1. Participants and Exclusions 
We recruited 69 first-year psychology students (44 women and 25 men; Mean age = 
19.5  3.1 years, range 18-37) from Victoria University of Wellington. Participants were 
excluded if they failed 2 out of 4 attention checks within the study. After exclusions, we had 
46 participants left (30 women and 16 men) with an age range of 18-23 (Mean age = 18.94  
1.39). Informed consent was gained, and all participants were given course credits for 
participation. This study was approved by the Victoria School of Psychology Human Ethics 
Committee.  
2.2.2. Procedure  
 Participants completed the study on their own personal computers, online, through 
the testable platform (www.testable.org). They were told that they would complete a rating 
task that included four phases of ratings.  
Participants were told they would rate a set of faces on several attributes. Before the 
ratings began, they viewed each face individually on the screen for 3 s each, separated by a 
500 ms interstimulus interval (ITI). This was done so participants could acquaint themselves 
with the individual faces before viewing them as a group (potentially changing how they 
view the faces within the context of the group). For each face, only one frontal viewpoint 
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bald image was shown, and so there were eight trials altogether. Each face image was 
randomly intermixed within the block.   
A. Individual Distinctiveness Ratings 
In the first series of ratings, participants rated each face (on a 7-point Likert scale) on 
its perceived distinctiveness. Specifically, participants were asked to rate each face on how 
likely they thought the face was to stand out in a crowd (with 1 being “Not distinctive at all” 
and 7 being “Very distinctive”). Each face appeared on screen until participants answered by 
sliding a response bar from between 1-7. A 500 ms ITI followed the rating before the next 
image of a face appeared; faces were presented in random order within the block. The goal of 
this rating was to measure how distinctive participants thought each individual face was 
before viewing the faces together and potentially comparing distinctiveness based on the 
group context. 
B. Group Distinctiveness 
Participants were then instructed to view a group image of the same set of faces. For 
each trial, the group image was displayed with one of the 8 faces being contained in a black 
rectangle (8 trials total). Participants were instructed on each trial to rate the face that was 
contained within the rectangle. Participants again rated distinctiveness as in the single image 
ratings (i.e., rating each face by how much it would stand out in a crowd from 1-7). Each face 
was rated once with each image being randomized within the block (8 trials altogether). 
Images remained on the screen until participants had made a response. After an image had 
been rated, it was followed by a 500 ms ITI before the next rating. The goal of this rating was 
to measure how distinctive the participants thought the faces were within the context of the 
group. 
After the initial group image ratings, participants were instructed to now rate each 
face based on how physically similar its facial features were to those of the other faces within 
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the group. This was done to verify that each face was comparably physically dissimilar as the 
Facegen computation had intended. Again, for each trial (8 trials in total) the face to be rated 
was highlighted with a black rectangle. Images were randomized within a block with each 
face being rated once. After each rating was a 500 ms ITI before moving onto the next rating 
image, for each rating, participants responded on a 7-point Likert scale (1 being “not 
physically similar at all”, and 7 being “very physically similar”).   
For each of the two group ratings, there were two orders that faces were positioned in 
the group images, and these two group images were counterbalanced across participants so to 
avoid a position confound, wherein participants' ratings were influenced by where the faces 
were presented on screen.  
C. Paired Ratings  
For the final set of ratings, participants viewed the identities in pairs. Participants 
were instructed to rate the two faces based on how physically similar they found the two 
identities’ facial features to be to each other. Two images would simultaneously appear on 
screen until the participant made a response, and after each pair of images, a 500 ms ITI 
occurred before the next trial. Each of the 8 faces was paired with all the others, giving 56 
trials. Again, participants rated pairs of images using a 7-point Likert scale with the images 
being presented until a response was made. The goal of this rating was to compare which 
pairs of faces were most similar to select the target and foil pairs for the experimental 
recognition task. 
Within each of the ratings blocks, were a set of attention checks (4 altogether) which 
appeared randomly intermixed within the block. An image appeared on screen with a number 
at the centre of a circle, and participants were instructed to slide the rating sliders to the 
corresponding number. These attention checks were to assure participants were paying 
attention while rating.  
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2.2.3. Descriptive Statistics  
 From the rating task, descriptive statistics were used to determine groups in which to 
assign individual faces for the learning task (learned vs unlearned) and establish pairings 
between target and foils in the recognition task. To equate mean distinctiveness and similarity 
of individual faces to others in each group and pairings, we used the mean ratings of Table 1 
and 2. Four of the faces were placed together as the learned faces based on mean rating 
scores (see Figure 1). The remaining four faces were grouped as the unlearned faces (see 
Figure 2). Both learned, and unlearned face groups had similar mean distinctiveness ratings 
to make sure one group was not more distinctive than the other. After the face stimuli were 
categorized as learned or unlearned, one unlearned face was picked to be paired with each 
learned face based on the similarity pair ratings. The mean ratings were used to make sure 
that each target and foil pair had on average the same similarity rating (compared to the 




Figure 1. The four faces selected for the learned stimuli.  
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Figure 2. The four faces selected for the unlearned stimuli. 
 
Table 1. Mean, SD, distinctiveness Ratings for Individual Faces 





















3.22(1.13) 3.11(1.39) 3.96(1.43) 3.46(1.49) 4.09(1.26) 4.04(1.40) 3.76(1.45) 4.33(1.58)    
Sim. 
Group 
4.11(1.29) 4.13(1.42) 3.87(1.41) 4.46(1.21) 4.15(1.48) 3.24(1.34) 4.52(1.36) 3.33(1.66) 
         
Table 2. Paired Similarity Ratings 
Face ID N Mean Median SD 
AB 46 5.51 5.75 1.25 
AC 46 4.24 3.00 1.39    
AD 46 3.96 4.00 1.43 
AE 46 3.46 3.00 1.49 
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AF 46 4.09 4.00 1.26 
AG 46 4.04 4.00 1.40 
AH 46 3.76 4.00 1.45 
BC 46 4.46 4.50 1.58 
BD 46 4.43 4.50 1.44 
BE 46 3.90 4.00 1.70 
BF 46 4.15 4.50 1.51 
BG 46 4.23 4.50 1.53 
BH 46 4.79 5.00 1.49 
CD 46 4.98 5.00 1.27 
CE 46 4.41 4.75 1.48 
CF 46 4.00 4.25 1.53 
CG 46 4.27 4.50 1.54 
CH 46 4.27 4.50 1.39 
DE 46 5.23 5.50 1.54 
DF 46 3.79 4.00 1.54 
DG 46 4.77 5.00 1.39 
DH 46 4.64 4.75 1.46 
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3. Experiment 1a 
 The goal of Experiment 1a is to investigate the effect of context on what features are 
encoded and how the weighted representation for a face is created. Participants will view a 
series of faces with one face being distinctive in hair colour (in either a brown or blonde-
haired condition). Participants will then complete a recognition task in which the diagnostic 
feature (hair) will be either available during recognition (in hair present trials) or unavailable 
(in hair absent trials). We predict recognition performance will be better for distinctive faces 
than typical faces when hair is available in the recognition task. In addition, we predict 
recognition will be worse when hair information is not available than when it is available. In 
addition, when hair information is not available, distinctive face recognition will be more 
disrupted than typical face recognition from this lack of hair for recognition. 
3.1. Methods 
3.3.1. Participants and exclusions 
For our experiment, we wanted to recruit 10 people per version (eight versions total) 
and replaced those that did not pass our attention checks, leading to the recruitment of 87 
participants (Mean age = 19.52  2.30, range 18-31, female 73, male 13, 1 gender 
unspecified). With seven participants excluded (based on too fast RTs and attention check 
failures), leaving 80 participants (67 female, 12 male, and 1 gender unspecified; Mean age = 
19.41  2.27, range 18-31 years) from Victoria University of Wellington. Participants were 
excluded if they failed 2 out of 4 attention checks (within the testing phase of the 
experiment). Participants were also excluded if their response times were too fast in either the 
CFMT or testing phase of the task (under 500 ms).   
Informed consent was obtained prior to participating. Participants were given course credit 
for their participation.  This study was approved by the School of Psychology Human Ethics 
Committee.  
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3.1.2. Stimuli 
This time, four of the faces from the rating study were labelled and used as learned 
identities based on the distinctiveness ratings, while the other four remaining faces were kept 
as unlearned foils. The learned faces were chosen based on the distinctiveness ratings of the 
rating study so that each of the chosen faces was rated similarly on levels of distinctiveness 
(from both ratings of distinctiveness viewing faces alone and viewing faces within a group 
context) and as to equate physical distinctiveness across the four learned faces. The unlearned 
foil faces were also chosen based on levels of distinctiveness (based on the rating study). To 
avoid an uncontrolled distinctiveness advantage for learned faces (i.e., based on other facial 
features than those we manipulated), the unlearned faces were chosen based on similar levels 
of distinctiveness in the rating study to the learned faces.  Each of the unlearned faces was 
matched to one learned face as a foil based on the paired similarity ratings. The foils were 
chosen to ensure that all target/foil pairings were similarly matched in difficulty (to allow the 
distinctiveness manipulation to be seen).   
For Experiment 1a, the four learned faces were given hair. Each of the four faces was 
viewed as distinctive, namely the one with distinctive hair colour (either brown or blonde 
hair), in one out of four versions of the task to account for any existing uncontrolled physical 
distinctiveness of its other facial features. To account for the fact that one hair colour may be 
relatively more distinctive within a group than the other (i.e., blonde hair may stand out more 
among other brown-haired faces than brown among blond), each individual face was 
distinctive in both a blonde and a brown hair version. In total, eight versions of the task were 
created (four blonde and four brown-haired versions). Participants were randomly assigned to 
one of the eight versions (10 participants per version).   
 For the learned faces, 324 images were created (81 per identity). The 324 images 
were split into three conditions (108 blonde hair images, 108 brown hair images, and 108 
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bald images, 27 images per identity per condition) for use in the learning and recognition 
phase. For the unlearned faces, 324 images (with 108 images per hair condition) were created 
for later use in the recognition phase. All of these images included variations in lighting, 
viewpoint, and tilt.    
Learning Phase. For the learning phase, 18 images from the two hair conditions (nine 
blonde and nine brown-haired images) were chosen for each identity. Between them, the 18 
images combined all three types of variation on three dimensions (viewpoint [frontal, left 45 
degrees from centre and right 45 degrees from centre], tilt [frontal, up, and down], and 
lighting [above .45, left .45, and right .45]) in a Latin square fashion to make a set of images 
with several different combinations of their variations within the learning set. Across the two 
hair conditions, the same variation combinations were used (i.e., blonde-haired images had 
the same amount of viewpoint, lighting, and tilt variation as brown hair images) so that the 
only difference between the images participants saw was the hair colour. All images were 
resized to a 366x600 ratio to ensure the faces could be holistically viewed with their 
respective external feature. 
In addition, to make one face within the set seem distinctive, group images were 
created showcasing that one face differed in hair colour compared to the rest (see Figure 3). 
An additional set of 8 group images was created for each of the 8 versions of the experiment. 
To create the group images, one frontal viewpoint (frontal tilt and 0.45 lighting from above) 
image of each face was selected and added to an array. Each group image contained the 4 
learned faces in a horizontal row. All group images were resized to a 1055x435 ratio. 
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Figure 3. Example of stimuli from the learning phase. 
 
Recognition Phase. In the recognition task, to account for participants possibly using 
general image processing rather than face specific processing, we used the remaining images, 
which are those that were not included in the learning phase.  The remaining 36 images from 
the blonde and brown hair conditions were used here (18 per condition). In addition, 18 
images with no hair (the bald condition) were included to test recognition abilities without 
the distinctive feature. All three image sets had the same levels of variation in tilt, viewpoint, 
and lighting to each other so that the only differing aspect was the presence of hair and its 
colour. All images were resized to the 366x600 ratio as in the learning phase.   
 The Cambridge Face Memory Test (CFMT; Duchaine and Nakayama, 2006) was 
used to measure individual face recognition abilities. The CFMT is a standardized test where 
participants view a set of 6 faces differing in viewpoint (frontal, left and right profile) and are 
instructed to study the faces. During test, an array of 3 faces (one target face and two foils) is 
shown, and participants must choose which face they had previously learned. Over the trials 
(72 trials altogether), test images increasingly differ from the learned images (i.e., the 
addition of digital noise, lighting changes, head orientation differences, and changes in 
external features).  
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3.1.3. Procedure 
Participants completed the experiment through the testable platform 
(www.testable.org) on their own personal computers. Participants were randomly placed into 
one of the 8 versions of the experiment. 
Learning Phase. At the start of the experiment, participants were instructed to learn a 
set of 4 faces that they would have to recognise later. Participants first viewed a group image 
showing the distinctive face alongside the three typical faces for 15 s. This was done to make 
one face distinctive by drawing participants’ attention to its unique hair colour compared to 
the others. 
Afterwards, each of the 4 faces was learned individually in separate blocks. In each 
block, a face was learned via 9 different images.  Images were presented for 3 s before a 500 
ms ITI followed by the next image. Within the learning phase, the order of each identity 
block was randomized, and within each of the identity blocks, 9 images were randomly 
intermixed.  
Recognition Phase. After participants completed the learning phase, they completed a 
recognition task. In the recognition task, participants viewed two separate blocks with hair 
present (144 trials) and hair absent conditions (144 trials). Within the two conditions, the 
remaining 18 images from the original set of 27 were used for each individual identity. In the 
hair present condition there were 36 distinctive hair colour trials (18 images for one learned 
distinctive face and 18 images for one unlearned distinctive foil) and 108 typical hair colour 
trials (54 images total for the three learned typical faces and 54 images for the three 
unlearned typical foils). The hair absent condition used the same identities and had the same 
number of trials per face. 
  Participants viewed an image centrally on screen and were asked to respond with a 
keypress of 1 for ‘yes’ if it was a face they had previously studied in the learning phase or a 
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keypress of 2 for ‘no’ if it was a face they had not studied in the learning phase. Each image 
appeared on screen for 3 s before disappearing and being replaced by text prompting 
participants to respond. The order of test blocks was randomly determined for individual 
participants via the counterbalance function in Testable. Before the start of each recognition 
block, a group image (with hair) was displayed centrally for 15 s before the block began. This 
was to remind participants that one face was distinctive based on hair colour. Within each 
block, two attention checks were randomly dispersed to assess if participants were paying 
attention to the task or were randomly pressing buttons. The attention checks were the same 
as previously mentioned in the rating study.  
CFMT. After completing the recognition task, participants completed the CFMT.  
3.1.4. Design and Analyses plans  
Prior to data collection, the plans for the analyses were pre-registered on Open 
Science Framework for Experiment 1. This plan and detailed predictions can be found in 
[https://osf.io/sy72m].  
To assess the impact of context on the saliency of external features we analysed 
recognition performance in a 2 (Distinctiveness: distinctive vs typical faces) x 2 (Image type: 
hair absent vs hair present) repeated measures ANOVA on hit rates and false alarms.    
Additionally, we conducted paired samples t-tests comparing hit rates for hair absent 
trials versus hair present trials of distinctive and typical faces. We conducted the same set of 
paired samples t-tests mentioned above on false alarms.  
We also conducted descriptive analyses on median reaction times (RTs) to check for 
speed-accuracy trade-offs.  
For exploratory purposes, we conducted a 2 (Distinctiveness: distinctive vs typical 
faces) x 2 (Image type: hair present vs hair absent) within-subjects repeated measures 
ANOVA on d’ (sensitivity) and criterion c. Sensitivity is a measure of a participants’ ability 
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to discriminate between learned target faces and unlearned distractor faces that incorporates 
hit rates (correct recognition of a target face) and false alarm rates (incorrect recognition of a 
distractor face). C is a measure of response bias, it is calculated based on participants’ 
tendency to be liberal (tendency to respond ‘yes’ this is a previously learned face) or 
conservative (tendency to respond ‘no’ this is a novel face).  
We did not include d’ and C in the main thesis because we thought the effect of 
context on hits and false alarms might mean that the patterns of performance between the two 
would lead (i.e., higher hit rate accompanied by higher FA rate for distinctive faces compared 
to typical faces) to cancel out differences between faces. These measures are nonetheless 
visible in the appendices (see Appendix A). Moreover, the previous literature often separates 
hit rates from false alarms due to the differing effects of distinctiveness on target and foil 
faces (see Bartlett et al., 1984; Davidenko and Ramscar, 2005; Valentine 1986a).  
In addition, as part of our pre-planned analyses, we conducted Pearson’s correlations 
between CFMT scores and performance in each condition of the recognition task (distinctive 
hair present and absent trials, typical hair present, and absent trials for hit rate and false alarm 
rate). These were not included in the main thesis (but can be viewed in Appendix B) as they 
were for future exploratory purposes. 
3.2. Results  
3.2.1. Pre-planned Analyses 
 Hit rate. Results are presented in Figure 4. There was a significant main effect of 
image type on hit rate, F(1, 79) = 28.54, p < .001, 2 = .265, whereby participants had higher 
hit rates for images with hair than without hair, but no main effect of distinctiveness, F(1, 79) 
= .62, p = .435, 2 = .002. A significant interaction was found between image type and 
distinctiveness, F(1, 79) = 12.35, p < .001, 2 = .135. Follow-up paired samples t-tests 
showed participants did not significantly differ in performance between distinctive (M = .65 
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 .31) and typical faces (M = .61  .21) for hair present trials, t(79) = 1.18, p = .242, d = .132. 
By contrast, for hair absent trials, participants were significantly better for typical (M = .56  
.56) than for distinctive faces (M = .47  .30), t(79) = 2.58, p = .012, d = .288.   
Follow-up paired samples t-tests for distinctive faces showed better performance on 
hair present trials than hair absent trials, t(79) = 5.00, p < .001, d = .559, suggesting 
participants better remembered the distinctive faces when they viewed them with hair than 
without hair. Similarly, for typical faces, participants’ performance was better for hair present 
than hair absent trials, t(79) = 2.64, p = .01, d = .295, suggesting participants better 
remembered typical faces when hair images are shown compared to when bald images were 
shown. As predicted, the difference between hair present and hair absent trials was greater for 
distinctive faces than for typical faces, as evidenced by the weaker effect size for typical 
faces than for distinctive faces and the interaction between distinctive and typical faces. This 
suggests that participants relied on hair for recognition of distinctive faces and were hurt to a 
greater extent when hair was not available than for typical faces. For typical faces, 
participants seemed to base their recognition more on internal features of the faces for 
recognition to occur but were still hurt by the exclusion of hair.        
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Figure 4. Hit rates for Experiment 1a as a function of bald distinctive/typical face conditions 
and hair distinctive/typical face conditions. Mean values are represented by the cross. The 
line within the boxplot represents the median while the boxplot itself represents the 
interquartile range. Dots show individual data points. 
 
False Alarms. Results are displayed in Figure 5. No main effect of distinctiveness was 
found, F(1, 79) = 2.58, p = .112, 2 = .008. No significant main effect of image type was 
found, F(1, 79) = 1.09, p = .300, 2 = .002. There was also no significant interaction between 
distinctiveness and image type, F(1, 79) = 0.95, p = .332, 2 = .002. 
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Figure 5. False Alarm rates for Experiment 1a as a function of bald distinctive/typical face 
conditions and hair distinctive/typical face conditions. Mean values are represented by the 
cross. The line within the boxplot represents the median while the boxplot itself represents the 
interquartile range. Dots show individual data points. 
 
 Reaction times. Median RTs are displayed in Table 3. They indicated that there were 
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Table 3. Reaction times corresponding to hit rates and false alarms in Experiment 1a 













Note. N = 80 
3.3.1. Exploratory Analyses 
 Due to issues with counterbalancing, more participants saw one order of blocked test 
stimuli more than another. We decided to explore the possible effect of order block further.  
To examine the possible effect of block order on our findings, 2 (Distinctiveness: 
distinctive vs typical faces) x 2 (Image type: hair absent vs hair present) x 2 (Order: Hair 
absent block first vs Hair present block first) mixed factorial ANOVA was conducted on hit 
rate.  
For Experiment 1a, there was a significant main effect of image type, F(1, 78) = 
21.17, p < 001, 2 = .031, but no main effect of distinctiveness, F(1, 78) = 0.33, p = .578, 2 = 
.001, nor a main effect of order, F(1, 78) = 2.85, p = .096, 2 = .017. A significant interaction 
was found between image type and distinctiveness, F(1, 78) = 11.14, p = .001, 2 = .014. 
Additionally, a significant interaction was found between image type and order, F(1, 78) = 
6.96, p = .010, 2 = .010. No significant interaction was found between distinctiveness and 
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order, F(1, 78) = .33, p = .568, 2 = .001, nor a three way interaction between the variables,  
F(1, 78) = .006, p = .936, 2 = .000. Results are displayed in Figure 6. 
Post-hoc Tukey’s honest significant difference tests revealed that when participants 
saw bald images first, they had significantly better performance when viewing hair images 
than bald images, t(78) = 6.01, p < .001, d = .719, whereas when participants viewed hair 
images first, participants did not significantly differ between hair images and bald images,  
t(78) = 1.23, p = .610, d = .048. Interestingly, participants had higher recognition rates when 
they saw the bald image block second compared to when they saw it first, t(78) = 2.69, p = 
.041, d = .670. On the other hand, participants did not significantly differ in recognition rates 
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Figure 6. Order Effects of Experiment 1a. Hit rates are measured on the y-axis, with order 
(which recognition block was viewed first) and image type on the x-axis. Mean values are 
represented by the cross, the line within the boxplot represents the median, the boxplot itself 
represents the interquartile range, and the dots show individual data points. 
 
3.3. Discussion 
In Experiment 1a, we did not find a distinctiveness advantage overall as we expected 
but did find that distinctive faces recognition was more disrupted by the feature of interest 
being unavailable than for typical faces. In Experiment 1a, we found participants had worse 
recognition performance for the distinctive than typical faces when hair was not available for 
recognition. As predicted, the difference in impairment was larger for the distinctive faces 
than for the typical faces, indicating that removing the hair (i.e., the diagnostic feature) was 
more disruptive to recognition than for typical faces. This finding provides evidence that the 
learning context is influencing what we encode in a face.  
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 As mentioned previously, hair as the distinctive feature may have led to participants 
only encoding very coarse information about the face (i.e., primarily hair colour) and that led 
to a very coarse representation of the face. This is in line with the predicted results as we 
expected coarse encoding of the face with a focus on the hair. In terms of representations of 
the weighted representation model for distinctive faces, we expect weighting to be placed on 
the hair to the detriment of other features (Devue, in prep). Interestingly, the encoding of hair 
was to the detriment of the other features in the distinctive faces. By contrast, for the typical 
faces, recognition was less disrupted when the bald images were presented. In Experiment 1a, 
participants may have encoded other aspects of the typical faces as well since the effect sizes 
were similar between typical and distinctive faces when hair was available compared to when 
it was unavailable. This encoding of the salient feature to the detriment of other features is a 
crucial assumption to the weighted representation model, and the present findings suggest 
that context plays a role in building a weighted representation (Devue, in prep), at least in 
initial stages of learning. Interestingly, for typical faces, weighting was still somewhat placed 
on hair (as there was a disruption to recognition when hair was not available for recognition). 
For Experiment 1a, recognition of typical faces was less impaired between the bald 
images and hair images than for distinctive faces. Previous research has shown that any 
change of external features from learning to test can cause recognition impairment primarily 
due to holistic interference (Toseeb et al., 2012). Holistic interference refers to the face being 
recognized as a whole unit. When one aspect of the face is disrupted/changed (such as 
hairstyle) this then disrupts our recognition as we now view the face with this change and 
cannot stop viewing the face holistically. Therefore, we have issues recognizing the face with 
this different feature added (Toseeb et al., 2012). Even with the possible effects of holistic 
interference that would affect all faces, typical faces were still better recognized when hair 
was not available than distinctive faces, suggesting there was further encoding of the face.  
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The fact that there was still impairment between hair present and hair absent trials 
also suggests that hair was still encoded (to a degree) for the typical faces meaning that 
recognition was still disrupted due to holistic interference (when hair was removed for 
recognition). For typical faces, there was less of a reliance on hair for recognition (because 
there was less impairment between hair present and absent trials). Because typical faces 
relied less on hair, typical faces had more of a reliance on the less salient inner features of the 
face as we predicted.  The findings also provide further evidence of perceptual learning when 
viewing similar comparators that is, viewing similar faces can lead to enhanced or greater 
processing of the differences within faces (Mundy et al., 2007). As with previous literature, 
the group context led to finer discrimination of typical faces when they are quite similar in 
appearance to one another (Mundy et al., 2007).  
 For Experiment 1a, while the findings do partially support our hypothesis, there are 
some limitations. An issue with how Testable randomizes block orders led more participants 
to be in one set of blocks the most compared to the other. As a consequence, the order of test 
images was not entirely counterbalanced and led to more participants viewing the bald face 
images first, before images that included hair. Our exploratory analysis showed that the block 
order did affect participants’ recognition performance when it came to image type, with 
larger disruption to performance from images with hair to bald image when bald images were 
shown first. The consequence of this is that our findings may be interpreted as only partial 
evidence of weighted representations and that a further replication is necessary to confirm the 
pattern of results is an accurate reflection of our representation for faces. However, if the bald 
image block is first more often, you might expect recognition to become more reliant on 
inner features if it initially involves no hair information. This is because participants may 
become aware that multiple faces (including unlearned faces) contain the same lack of hair 
information and may start to focus on internal features to attempt to differentiate them. 
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Experiment 1b was completed to improve upon the previous experiments counterbalancing 
issues. 
 
4. Experiment 1b 
The aim of Experiment 1b was to rectify the issues with counterbalancing found in 
the previous experiment. In Experiment 1b, the methods remained the same as the past 
experiment but with 16 versions of the task so that participants were evenly distributed 
between the versions.  
4.1. Methods 
4.1.1. Participants and Exclusions  
 We recruited 87 participants (Mean age = 19.52  2.30, range 18-31, female 73, male 
13, 1 gender unspecified) and excluded seven participants (based on too fast RTs and 
attention check failures), leaving 80 participants (67 female, 12 male, and 1 gender 
unspecified; Mean age = 19.41  2.27, range 18-31 years) from Victoria University of 
Wellington. Informed consent was obtained prior to participating. Participants were given 
course credit for their participation.  This study was approved by the School of Psychology 
Human Ethics Committee. 
4.1.2. Stimuli and Procedure 
As with the previous experiment, each of the four faces was viewed as distinctive in a 
version of the task to account for any existing physical distinctiveness of the faces. To 
account for the fact that hair colour may be distinctive within a group (i.e., blonde hair may 
stand out more than brown), each individual face was distinctive in both a blonde and a 
brown hair version. To correct the counterbalancing issue with testable identified in 
Experiment 1a, each of the original eight versions of the experiment was duplicated to create 
16 versions with eight of these versions having the order of image presentation reversed for 
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the recognition task.  In total, 16 versions of the task were created (eight blonde and eight 
brown-haired versions; eight with hair absent trials first and eight with hair present trials 
first). Participants were randomly assigned to one of the 16 versions (five participants per 
version). All other aspects of the stimuli and procedure remained the same from experiment 
1a. 
4.1.4. Design and Analyses plans  
 As Experiment 1b was not pre-planned (and was a replication of Experiment 1a), no 
pre-planned analyses were pre-registered. The same analyses as in Experiment 1a were 
performed, and additional exploratory analyses were conducted.  
4.2. Results  
4.2.1. Pre-planned Analyses 
 Hit rate. Results are presented in Figure 7. There was a significant main effect of 
image type, F(1, 79) = 11.89, p < 001, 2 = .029. As in Experiment 1a, hit rates were larger 
when participants saw images containing hair information than when no hair information was 
available during the recognition task. In addition, there was no main effect of distinctiveness, 
F(1, 79) = 0.80, p = .374, 2 = .003. As in Experiment 1a, participants were not better at 
recognition distinctive faces over typical faces. No significant interaction was found between 
image type and distinctiveness, F(1, 79) = 0.19, p = .662, 2 = .000.  
Despite the absence of a significant interaction, follow-up paired samples t-tests were 
conducted as we previously planned them in our pre-registration. Follow-up paired samples t-
tests showed participants did not significantly differ in performance on hair present trials, 
between distinctive (M = .70  .25) and typical faces (M = .67  .15), t(79) = 1.09, p = .279, d 
= .122. Likewise, participants’ performance did not significantly differ between typical (M = 
.60  .19) and distinctive faces (M = .61  .27) for hair absent trials, t(79) = .45, p = .651, d = 
.051.   
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Paired samples t-tests for distinctive faces showed participants had better performance 
on hair present than hair absent trials, t(79) = 2.36, p = .021, d = .263. Additionally, for 
typical faces, participants also performed better on hair present than hair absent trials, t(79) = 
3.49, p < .001, d = .390. The above findings indicate that participants were able to recognize 
both distinctive and typical faces better when hair was available for recognition than when it 
was absent. This time, the effect sizes were larger for typical faces suggesting participants 
had similar levels of disruption to recognition for both typical and distinctive faces when hair 
was unavailable during test. 
 
 
Figure 7. Hit Rate for Experiment 1b as a function of bald distinctive/typical face conditions 
and hair distinctive/typical face conditions. Mean values are represented by the cross, the line 
within the boxplot represents the median, the boxplot itself represents the interquartile range, 
and the dots show individual data points.  
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False Alarms.  Results are displayed in Figure 8. There was no main effect of 
distinctiveness, F(1, 79) = 0.67, p = .415, 2 = .002, whereby participants falsely identified 
foils as target faces for both distinctive and typical faces. However, a main effect of image 
type was found, F(1, 79) = 8.72, p = .004, 2 = .023. No significant interaction was found 
between distinctiveness and image type, F(1, 79) = 0.94, p = .336, 2 = .001.  
Follow-up paired samples t-tests for distinctive faces showed larger false alarms for 
hair present (M = .34  .20) than hair absent trials (M = .28  .18), t(79) = 3.00, p = .004, d = 
.335, indicating participants were more likely to falsely say that a foil was a face they had 
seen in the learning phase when it had hair than when it did not.   
 
 
Figure 8. False alarm rates for Experiment 1b as a function of bald distinctive/typical face 
conditions and hair distinctive/typical face conditions. Mean values are represented by the 
cross, the line within the boxplot represents the median, the boxplot itself represents the 
interquartile range, and the dots show individual data points.  
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 Reaction time. Median RTs indicated there were no speed-accuracy trade-offs found 
(range = 856-949 ms) with hit and false alarm having a similar pattern of RTs. Refer to Table 
4.  
Table 4. Reaction times corresponding to hit rate and false alarms 













Note. N = 80 
 
4.2.2. Exploratory Analyses 
 As the counterbalancing was fixed in Experiment 1b, we decided to investigate if 
there was still an effect of order on our findings. As with Experiment 1a, a 2 (Distinctiveness: 
distinctive vs typical faces) x 2 (Image type: hair absent vs hair present) x 2 (Order: Hair 
absent block first vs Hair present block first) mixed factorial ANOVA was conducted on hit 
rate.  
For Experiment 1b, there was a significant main effect of image type, F(1, 78) = 
13.53, p < .001, 2 = .029, but no main effect of distinctiveness, F(1, 78) = .79, p = .377, 2 = 
.003. In contrast to Experiment 1a, there was a main effect of order, F(1, 78) = 4.76, p = .032, 
2 = .020, whereby participants had better recognition performance overall when they viewed 
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the hair images first, followed by bald images than when they viewed bald images first, 
followed by hair images. No significant interaction was found between image type and 
distinctiveness, F(1, 78) = .194, p = .661, 2 = .000. No significant interaction was found 
between distinctiveness and order, F(1, 78) = .194, p = .661, 2  = .001. Additionally, a 
significant interaction was found between image type and order, F(1, 78) = 11.85, p < .001, 
2 = .025. No significant interaction was found between all three variables, F(1, 78) = 1.71, p 
= .194, 2 = .003. Results are displayed in Figure 9. 
As in Experiment 1a, post-hoc Tukey’s tests to follow up on the significant image and 
order type interaction showed that when bald images were viewed first, participants had 
higher hit rates for the hair images than bald images, t(78) = 5.04, p < .001, d = .852. 
Similarly to Experiment 1a, when participants viewed hair images first, participants did not 
significantly differ between hair images and bald images, t(78) = 0.17, p = .998, d = .101. As 
with Experiment 1a, participants had larger hit rates when they saw the bald image block 
after viewing hair images first, t(78) = 3.77, p = .001, d = .786. Additionally, participants did 
not significantly differ in recognition rates between viewing the hair block first or second, 
t(78) = 0.21, p = .997, d = .007.    
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Figure 9. Order Effects of Experiment 1b. Hit rates are measured on the y-axis, with order 
(which recognition block was viewed first) and image type on the x-axis. Mean values are 
represented by the cross, the line within the boxplot represents the median, the boxplot itself 
represents the interquartile range, and the dots show individual data points.  
 
4.3. Discussion 
 Contrary to the first experiment, in Experiment 1b, no interaction was found between 
image type and distinctiveness. As well, false alarm rates were similarly large for typical and 
distinctive faces when foils contained hair information (whereas Experiment 1a found no 
significant differences in FA patterns overall) The findings of Experiment 1b did not match 
our predictions as hair being unavailable was similarly disruptive for both distinctive and 
typical faces.  The assumption that a salient feature will be encoded to the detriment of other 
features in the weighted representation model is not supported here (Devue, in prep). As both 
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distinctive and typical faces have comparable effect sizes, it seems participants' 
representations for both faces relied to some degree on hair as a diagnostic feature.  
This is also at odds with what the weighted representation model would predict, as 
hair would not be viewed as a diagnostic feature for typical faces, and therefore weighting 
should not be placed on it (Devue, in prep). One possibility is that hair was perceived as a 
diagnostic feature for typical faces. Despite the fact that hair information was kept the same 
for all typical faces, our findings suggest that people weighted representations on hair 
regardless of whether hair was diagnostic or not. As the weighted representation develops 
over time, it may be that hair is seen as diagnostic for both typical and distinctive faces 
because it is initially helpful for recognition when first encoding and learning a face. Some 
evidence suggests hair can be important for recognizing newly learned faces and unfamiliar 
faces (Bartel et al., 2018; Toseeb et al., 2012). Although others debate, that hair is not 
essential for our representation of faces (Murphy et al., 2014).  
We also see that holistic interference may be the main culprit of the disruption to the 
performance from the hair to bald images. As explained previously, once hair information 
which was at first incorporated into the processing of these faces is gone during the test 
phase, recognition becomes disrupted because the faces are less recognizable without the 
same hair information that was incorporated into processing the face during the learning 
phase (Toseeb et al., 2012). Here we see that typical and distinctive faces are comparably 
disrupted by holistic interference, again indicating recognition for both types of faces relied 
on hair information. 
 As with Experiment 1a, we again found an interaction between order and image type, 
whereby participants had better recognition performance when viewing hair images if they 
had viewed bald images first. In contrast to Experiment 1a, there was a main effect of order, 
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whereby recognition performance was better for both hair and bald images for hair as the first 
block than when participants saw both sets of images for the bald block first. 
This difference between Experiment 1a and 1b is puzzling. It may be that with 
comparable sample sizes for counterbalancing in Experiment 1b that we see less power for a 
difference to occur. Alternatively, it may be that hair may draw attention away from other 
aspects of the face and therefore is still relied upon to a greater extent even when it is not 
distinctive or diagnostic in a particular learning context. It is possible that hair, because it is 
peripheral information and requires the processing of only coarse information for recognition 
to occur, is favoured initially when trying to learn a face. Indeed, previous literature has 
shown for unfamiliar faces peripheral information is relied upon for recognition to occur 
(Ellis et al., 1979; Young et al., 1985). It may be that because our Experiment was over one 
day, that memory of these faces is not developed enough for participants to build a 
representation without the reliance on this information.  
 Although we did not find the same interaction in Experiment 1b we do see that again 
there was no main effect of distinctiveness suggesting no distinctiveness advantage was 
found compared to previous literatures’ findings (Valentine et al., 1986a). As well the lack of 
a distinctiveness advantage within a group context is unlike what would be expected by some 
of the literature.  
Past research has argued group context should enhance further processing of a face 
that ‘pops out’ by bringing attention away from the other faces towards the more salient face 
(von Restorff, 1933, as cited in Hosie & Milne, 1996). Our findings do not support this idea 
of additional processing to the salient face within a group. Instead, the encoding of the 
distinctive face (primarily through encoding the hair) did not lead to the greater encoding of 
other aspects of the face. It may be that because hair can be encoded with just coarse 
information that the representation of the distinctive faces was much less fine-grained and 
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much coarser than for typical faces, with the distinctive faces having a larger reliance on hair 
for recognition to occur.  
As mentioned in the weighted representation model, representations of faces may 
build from a coarse-to-fine strategy. In the group context, the distinctive face may be viewed 
more parsimoniously, with participants realizing hair is an easy and highly efficient way to 
remember the distinctive face, and therefore less processing is put towards details of other 
aspects of the face. This may also explain why there was no distinctiveness advantage (in hit 
rates for hair present trials) for the distinctive faces. If recognition were dependent on 
encoding hair as the main feature of the face, your overall representation would be quite 
coarse. 
In addition, the decision criterion was similarly liberal between distinctive and typical 
faces as evidenced by our analysis of criterion (see appendix A). It may be that because only 
coarse information was necessary for recognition of both typical and distinctive faces, 
participants were more likely to judge a face as one they had seen for both types of faces. 
This may also account for the lack of a distinctiveness advantage within Experiment 1.  
Unlike previous literature which shows either a higher hit rate for distinctive faces 
(Valentine, 1986a) or a decrease in false alarms (Bartlett et al., 1984), we found no 
significant advantage for distinctive faces in either increased hit rates or decreased false 
alarms when hair was present compared to typical faces across Experiment 1. Participants’ 
reliance on hair may have been at the overall expense of encoding of other features that 
would aid recognition. Further, because the hair was relied on too much for the distinctive 
face, typical faces may have received additional attention and processing time, leading to 
comparable recognition when hair information was available.  
The findings of Experiment 1 also do not directly contradict what would be expected 
with the averaging hypothesis (Burton et al. 2005; Murphy et al., 2015). You might expect 
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that each of the faces would be equally well remembered with or without hair as it is 
uninformative in the representation of the face.  
However, you might also argue that as hair did not change between learning and test, 
it was therefore not variable and included in the representation of the face. Indeed, the hair 
remained stable over learning and would presumably be seen as invariant. Although hair and 
external features are generally assumed as stable features (unless otherwise stated), in the 
averaging hypothesis, they do not play an important role in the long-term representations of a 
face (Murphy et al., 2015). Within the weighted representation model, you would predict hair 
information would be encoded if it was seen as diagnostic to the face. Especially during 
initial encoding hair may be seen as diagnostic and may be included in the representation (at 
least as coarse information). Because this thesis is only looking at the initial encoding of a 
face, we cannot make claims about the later refinement of representations that might occur. It 
is possible that if you were to view these same set of faces in the same group context again 
that you may find the same reliance on hair for recognition. In terms of the real world, this 
may apply to when you only view individuals in specific contexts (e.g., at work, at the gym, 
etc.) where a coarse representation is enough for recognition and helpful within that given 
context. However, this would not help for recognition in other contexts in which you may see 
those individuals.  
Additionally, some may argue that by manipulating distinctiveness through hair 
colour, we are only testing the influence of external or peripheral information on our face 
representations although recent research suggests that hair might be an essential aspect of 
recognition (Abudurham et al., 2018). Indeed, some researchers have argued hair is not as 
central to face representations as inner invariant features are (Burton et al., 2016; Murphy et 
al., 2015). Instead, it has been argued that our representations are more reliant on internal 
features of the face with peripheral information (which is often variable) being discarded 
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(Murphy et al., 2015). Other researchers have also argued that recognition performance is 
improved when participants place more attention and therefore encoding on internal features 
of the face rather than peripheral information (Burton et al., 2016; Dowsett et al., 2016). To 
counter the argument that our findings may only apply to peripheral aspects of the face, a 
follow-up study was conducted manipulating a central internal feature, namely the eyes.  
 
5. Experiment 2 
The aim of Experiment 2 was to examine if the learning context could affect how 
faces were encoded and how their representations were weighted when the 
distinctive/diagnostic feature was an internal feature. Participants viewed a set of faces with 
one face being made distinctive by having a different eye colour than the other faces. During 
the recognition task, participants were tested on their recognition when the diagnostic feature 
was available (i.e., block with eyes open) and when the diagnostic feature was unavailable 
(i.e., the block with eyes closed).   
5.1. Methods 
5.1.1. Participants and Exclusions 
Exclusion criteria were identical to those in Experiment 1. We recruited 97 
participants and excluded 17, leaving 80 participants (63 female, 15 male, and 2 gender 
unspecified; Mean age = 19.93  3.58, range 18-40).  
5.1.2. Stimuli and Procedure 
 The same learned and unlearned faces as Experiment 1a and 1b were used here. This 
time, the images did not include hair and were manipulated in terms of eye colour (see Figure 
10). The images were split into three conditions: a blue-eyed, a brown-eyed, and an eye 
closed condition.  The eye closed condition was meant to be equivalent to the bald image 
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condition, in which the diagnostic feature (this time eye colour) was not available for 
recognition. 
To account for the fact that eye colour may be distinctive within a group (i.e., blue 
eyes may stand out more than brown), each individual face was distinctive in both a blue and 
a brown-eyed version.  In total, 16 versions of the task were created (eight blue and eight 
brown-eyed versions; eight with eye-closed trials first and eight with eye-open trials first). 
Participants were randomly assigned to one of the 16 versions (five participants per version). 
The same procedure as in the previous two experiments was used here.   
 
 
Figure 10. Example stimuli for the learning phase. 
5.1.4. Design and Analyses plans  
After initial data collection but before data completion and before any analyses were 
conducted, the plans were pre-registered on Open Science Framework at 
[https://osf.io/qcd6u].   
The same analyses as in Experiment 1a were conducted in Experiment 2 to examine 
the impact of context on the saliency of internal features.  
5.2. Results  
5.2.1. Pre-planned Analyses 
Hit rates. For hit rate, a significant main effect of image type was found, F(1, 79) = 
18.47, p < .001, 2 = .036, whereby participants had better recognition of eye open images 
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than eye closed images. As well, a significant main effect of distinctiveness was found, 
F(1,79) = 4.30, p = .041, 2 = .015, showing participants had higher hit rates for distinctive 
than typical faces. However, no significant interaction was found between distinctiveness and 
image type, F(1, 79) = 2.17, p = .145, 2 = .005. Results are displayed in Figure 11.  
Due to our specific predictions, follow-up paired samples t-tests were still conducted.  
Follow-up paired samples t-tests showed participants did not significantly differ in 
recognition rates between distinctive (M = .63  .26) and typical faces (M = .60  .59) for eye 
closed trials, t(79) = .74, p = .463, d = .083. However, for eye open trials, participants had 
significantly better recognition rates for distinctive (M = .74  .25) over typical faces (M = 
.66  .19), t(79) = 2.48, p = .015, d = .277, suggesting a recognition advantage for distinctive 
faces. Moreover, performance was higher for eye open trials than eye closed trials for 
distinctive faces, t(79) = 3.26, p = .002, d = .365. Similarly, for typical faces, performance 
was better for eye open than eye closed trials, t(79) = 2.83, p = .006, d = .317. Unlike our 
predictions that distinctive face performance would be more disrupted by the diagnostic 
feature being unavailable, both the typical and distinctive face performance was significantly 
better for eyes open than eye closed trials and the effect sizes were in the same ballpark. 
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Figure 11. Hit Rate for Experiment 2 as a function of eye-closed and eye-open distinctive 
and typical conditions. Mean values are represented by the cross, the line within the boxplot 
represents the median, the boxplot itself represents the interquartile range, and the dots show 
individual data points.  
 
False Alarms. For false alarms, no main effect of distinctiveness was found, F(1, 79) 
= 0.32, p = .572, 2 = .001. Additionally, no main effect of image type was found, F(1, 79) = 
0.06, p = .234, 2 = .003. No significant interaction was found between distinctiveness and 
image type, F(1, 79) = 9.65, p = .860, 2 = .000. Results are displayed in Figure 12. 
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Figure 12. False Alarm Rate for Experiment 2 as a function of eye-closed and eye-open 
distinctive and typical conditions. Mean values are represented by the cross, the line within 
the boxplot represents the median, the boxplot itself represents the interquartile range, and the 
dots show individual data points.  
 
 Reaction time. Median RTs indicated there were no speed-accuracy trade-offs (range 
= 856-981 ms). RTs are displayed in Table 5. 
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Table 5. Reaction times corresponding to Hit rates and False alarms 













Note. N = 80 
 
5.2.2. Exploratory Analyses  
For consistency, the same exploratory analyses on block order was conducted here. A  
2 (Distinctiveness: distinctive vs typical faces) x 2 (Image type: Eye-closed vs Eye-open) x 2 
(Order: Eye-closed block first vs Eye-open block first) mixed factorial ANOVA was 
conducted on hit rate.  
For Experiment 2, there was a significant main effect of image type, F(1, 78) = 18.24, 
p < .001, 2 = .036 and a main effect of distinctiveness, F(1, 78) = 4.25, p = .043, 2 = .015. 
There was no main effect of order, F(1, 78) = .011, p = .918, 2 = .000. No significant 
interaction was found between image type and distinctiveness, F(1, 78) = 2.17, p = .145, 2 = 
.005. Additionally, no significant interaction was found between image type and order, F(1, 
78) = .01, p = .922, 2 = .000. No significant interaction was found between distinctiveness 
and order, F(1, 78) = .01, p = .905, 2 = .000, or between all three variables,  F(1, 78) = .95, p 
= .332, 2 = .002. Results are displayed in Figure 13. 
THE EFFECTS OF CONTEXT ON DIAGNOSTICITY OF FACIAL                                  69
FEATURES 
 
Figure 13. Order Effects of Experiment 2. Hit rates are measured on the y-axis, with order 
(which recognition block was viewed first) and image type on the x-axis. Mean values are 
represented by the cross, the line within the boxplot represents the median, the boxplot itself 
represents the interquartile range, and the dots show individual data points.  
 
5.3. Discussion 
 For Experiment 2, we see a change in the pattern of performance compared to 
Experiment 1a and 1b. This time, participants had better performance for distinctive than 
typical faces when the diagnostic feature was available for recognition. Similar to Experiment 
1b, distinctive and typical faces were similarly hurt by the absence of eye information during 
the recognition task. We observe different patterns of performance in all three experiments 
with Experiment 1b and Experiment 2 showing comparable levels of disruption when hair is 
not available for both distinctive and typical faces (contrary to Experiment 1a’s findings) and 
better performance for distinctive faces when the feature of interest was available (contrary to 
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Experiment 1 findings). For Experiment 1a and 1b, this is likely due to the counterbalancing 
issues of Experiment 1a. This order effect seems especially pertinent to how encoding might 
change depending on what participants view first. Due to the first experiment’s order effects, 
we decided to complete additional exploratory analyses of block order to determine if the 
contextual effects found in all three experiments are dependent on the order that images are 
presented.     
In our second experiment, eyes were used to examine the influence of context on the 
way facial features are encoded. Our findings largely mirrored the pattern of performance 
found in the first experiment, but there were some noticeable differences. To start, there were 
higher hit rates and greater numbers of correct recognition of the distinctive faces compared 
to typical faces, showing the distinctiveness advantage found in the broader literature. 
Participants had better recognition of distinctive than typical faces when the eyes were open 
and their colour visible during the recognition task. This was similar to past research showing 
an increased hit rate for distinctive faces (Valentine, 1986a). Although Experiment 1 did not 
find our predicted distinctiveness advantage, Experiment 2 does align with our initial 
prediction of better recognition performance for distinctive over typical faces.    
Additionally, participants did not differ significantly in performance for distinctive 
and typical faces when the eyes were closed, removing the distinctive feature. Unlike in 
Experiment 1, where the distinctive feature impaired the encoding of other features, in 
Experiment 2, the distinctive feature enhanced or facilitated the encoding of 
additional/surrounding facial information. Based on the weighted representation model, one 
would expect individuals to encode salient features to the detriment of other features (Devue, 
in prep). Instead, the current findings show an enhancement of recognition for distinctive 
faces when the salient feature is both available and unavailable indicating the representation 
is weighted on both the eyes and other internal facial features. This enhancement mirrors 
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what would be expected based on the Restorff effect in that the salient face had greater 
attention and therefore, further processing of features occurred (von Restorff, 1933, as cited 
in Hosie & Milne, 1996). This greater refinement and recognition advantage are especially 
interesting given the fact that the difference between eye colours in the group learning was 
only subtly different and much less noticeable than the difference in hair colour in 
Experiment 1.  
As with Experiment 1, the performance was better when the feature of interest was 
available (eye-open condition) than when it was unavailable (eye-closed) for both distinctive 
and typical faces. Counter to our predictions; the effect size was similar between distinctive 
and typical faces’ hit rates. For both distinctive and typical faces, recognition performance 
was improved when the eyes were available compared to when they were not.  
 
6. General Discussion 
In these two experiments, we have investigated the effect of context on the saliency of 
facial features. Over the two studies, participants were given learning and then recognition 
tasks. In the learning phase, we presented participants with images of faces with one of these 
faces being distinctive to the others in hair or eye colour. During the test phase, participants 
saw images of these faces with the feature of interest (in the hair/eye-open condition) and 
without the feature of interest (in the bald/eyes-closed condition). We predicted that 
recognition rates (i.e., hit rates) would be higher for the distinctive over the typical faces 
when the feature of interest was visible, but that recognition would be more disrupted for 
distinctive faces than typical faces when the feature of interest was not available for 
recognition (through comparison of effect sizes). In Experiment 1, hair colour was 
manipulated to make one face distinctive compared to a group of three other faces. In 
Experiment 2, eye colour was manipulated to make one face distinctive compared to three 
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other faces. In Experiment 1, we found hair was encoded to the detriment of other features 
for the distinctive faces but that distinctive face recognition was not better than typical face 
recognition when hair was available, partially supporting our hypothesis. In Experiment 2, we 
found eyes were encoded and facilitated further encoding of other aspects of the face for 
distinctive faces contradicting our prediction that the distinctive feature would be encoded to 
the detriment of other features. The two studies provide evidence that context does affect 
what we find distinctive within a face and how that affects the encoding and later 
representations of faces. Below we discuss the implications of our findings in terms of past 
theories, the weighted representation model, and possible order effects within our 
experiment. 
Both experiments provide evidence that the learning context did influence what 
features were encoded during learning. This is in line with the weighted representation 
model, which suggests that distinctiveness affects the weighting of your face representations 
(Devue, in prep).  For Experiment 1, encoding involved more coarse information (i.e., hair) 
and led to a very coarse representation of the face that was not reliant on other less salient 
aspects of the face. By contrast, encoding in Experiment 2 involved both the eyes and other 
aspects of the face. In terms of the weighted representation model, the fact that other facial 
features were also encoded and recognized in the distinctive faces contradicts the model’s 
assumptions that distinctive features will be encoded to the detriment of other features.  
This is important for our current understanding of face representations. While current 
theories hypothesise within-person variability plays a crucial role in learning a face (Murphy 
et al., 2015; Burton et al., 2008) it is apparent that distinctiveness (which is related to 
between-person variability in the weighted representation model), as manipulated by context, 
may play a crucial role in the acquisition of diagnostic information from a face. Indeed, 
learning context induces a between-person comparison, and in our experiment specifically, it 
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is used as an artificial way of making one face distinctive within a group. This between-
person comparison seems to be especially important as it affects how we memorize and 
recognize a face.  As mentioned previously, it may be that over time, when the learning 
context changes, variability plays more of a role in how we adapt our representations. 
However, if a face (such as the distinctive face in this experiment) continues to seem salient 
based on the same features, its representation may remain overly reliant on that one feature 
(as is the case for Experiment 1). This would be in line with past research showing decreases 
in recognition for iconic celebrities when their iconic features are not available (e.g., Cindy 
Crawford’s mole or the Pope's hat in Carbon’s 2008 study).  
Why there might be this difference in representations between Experiment 1 and 
Experiment 2 is up for debate. It may be that, as eyes are at the centre of the face, the 
distinctive colour enhances the processing of other inner features around them. Because eyes 
are often rated as the most informative feature of faces generally (Fraser et al., 1990), it may 
be that eyes are focussed on as a diagnostic feature in general and that the experimental 
manipulation further helped to direct processing towards the eyes and surrounding areas. 
 Interestingly, hair usually draws attention when initially encoding a face (Bartel et 
al., 2018), and therefore, when hair becomes especially diagnostic (as in Experiment 1), the 
processing is moved away from the central aspects of the face and towards the hair instead to 
the detriment of the other features. This is in line with what the weighted representation 
model would assume; as we try to be parsimonious with our encoding of a face, we will 
initially encode what is seen as most diagnostic about a face (in this case hair seems 
especially important) with the assumption that encoding that distinctive feature will be to the 
detriment of other features (Devue, in prep). However, the results of Experiment 2 suggest 
that individual features may differ in how diagnostic they are and how the representation may 
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be weighted. It may be that dependent on the feature and where it lies within the face may 
lead to different encoding and coarse-to-fine strategies.  
6.1. Order Effects 
 The findings from the Experiment 1a and 1b indicate that the effects of image type 
were dependent on what order participants saw the stimuli. Crucially, the order could not 
account for the differences in performance for distinctive face recognition in any of the three 
experiments.  
For Experiment 1a, when participants saw bald images first, they had better 
recognition performance for hair images than bald images. In contrast, when hair images 
were presented first, there was no difference between hair and bald image recognition 
performance. Here it seems order may play a role in participants’ recognition abilities when it 
comes to image type; however, due to our unbalanced counterbalancing within the 
experiment, we cannot be sure. 
 For Experiment 1b, participants had higher hit rates when viewing hair images than 
bald images when bald images were viewed first compared to when hair images were viewed 
first (similarly to Experiment 1a).  
 In Experiment 2, the order of presentation did not affect recognition performance. 
Unlike in Experiment 1a and 1b, participants did not differ in recognition abilities of image 
types when the experiment manipulated distinctiveness in eye colour. 
 Why might there be this order effect between the two experiments? One explanation 
was first introduced by Hintzman (2011). Hintzman (2011) argued that current memory 
researchers tend to hold a process-pure view of study and test phases, in that, most paradigms 
used to study memory include a study and test phase in which one you presumably encode 
(study phase) and the other you use retrieval processes (test phase). Instead, these two 
processes may be more interdependent than researchers have currently assumed. Hinztman 
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(2011) also noted that because information is changing around us constantly, rather than new 
experiences overwriting our memory that we instead use the current situation as a reminder 
of new information on a given topic (i.e., an update on our current representation).  It may be 
that the effect of order in our two experiments is because we are continually encoding and 
reupdating our representations every time we view a face.  
For Experiment 1, when participants view the bald image trials before the hair 
images, participants may realize the faces that they previously had encoded no longer have 
the key features that they relied on previously when studying, they now update their 
representations by encoding more of the inner features of the faces (as this becomes more 
diagnostic when hair is no longer available). This means that when participants get to the hair 
present trials, they have encoded more of the inner features and now can recognize the faces 
using both inner feature and hair information. In comparison, when participants saw the hair 
images first, participants were able to see that hair was not as diagnostic as in the learning 
phase due to foils with the same hair colour being included within the block and start to 
encode inner features more readily. In return, when bald images are viewed recognition is 
less reliant on hair for both faces leading to better recognition.  
In both Experiment 1a and 1b, recognition performance increased when participants 
first saw images without the hair and then later with the hair available. This, in part, maybe 
due to participants updating their representations of the faces from the first recognition test 
block to the next.  
 For Experiment 2, no order effects were found with similar advantages with the eye-
open condition than the eye-closed condition, no matter if eye-open or eye-closed images 
were shown first. It is possible for Experiment 2 that encoding the rest of the face was helpful 
enough for recognition in all conditions and orders of stimuli.  
THE EFFECTS OF CONTEXT ON DIAGNOSTICITY OF FACIAL                                  76
FEATURES 
Unlike for Experiment 1, because eye information may have already led to focussing 
the face representation on the central aspects of the face, the representation during the two 
encoding phases was not disrupted by the order in which participants viewed the images. 
Based on the weighted representation model, we assume that stability (or lack thereof) 
will lead to encoding features that are more diagnostic of recognition (Devue, in prep). As 
Hintzman (2011) argued, encoding and recognition should be updated between the learning 
and recognition phases of an experiment. Here, the weighted representation model can 
account for this change in representation based on the order. When participants in the 
recognition phase are initially shown images without a feature that was previously seen as 
diagnostic (i.e., seeing the bald images first), stability is lost, and they must weigh their 
representation on other aspects of the faces, leading to refinement of other aspects.  The 
effect of order shows how our representation may change weighting when a feature becomes 
unavailable for recognition (changing the stability of a given face), while this occurred by 
fully obscuring or removing the feature entirely in this experiment; in the real world, this may 
occur with small changes to a person’s appearance (for example a haircut or hair colour 
change). It seems we update and refine our representations of faces based on both our 
previous understanding of how the face was diagnostic and on later encounters that determine 
what features remain stable and diagnostic of identity. 
6.2. Limitations 
 One limitation of this study is the artificial nature of the test stimuli. We used 
artificially generated faces in order to control perceived distinctiveness and for practical 
reasons. Although, artificially generated faces have many benefits in terms of controlling our 
manipulation of distinctiveness, it does not fully reflect the way we learn and recognise real 
faces. For example, some research has shown different neural activity between participants 
viewing real or artificial face stimuli (Wheatley et al., 2011). A future study using ecological 
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stimuli will provide further evidence of how context can affect perceived distinctiveness, and 
whether this can influence our representations. Using ecological stimuli would require some 
changes to the methods. For example, faces would have to be rated on structural 
distinctiveness and equated before trying to manipulate hair or eye colour.   
6.3. Future Directions  
The current experiments do show that the initial learning of a face is influenced by 
context and other faces that are being learned. Future research could also investigate the 
longer-term contribution of contextual information on our representations. There is evidence 
that the advantage for distinctive faces remains over 4-weeks but not over 6-weeks (Metzger, 
2006).  As the weighted representation model is built on the idea that our representations are 
dynamic, you might expect different weighting over time as participants become more 
accustomed to the stimuli they are learning. To test this idea, participants could repeat 
learning and be re-tested on their recognition of the same faces from Experiment 1 and 2, 
with the same format but repeated over extended periods (e.g., weeks).    
  It may be that the initial encoding is reliant on the distinctive feature but that the 
weighting changes over time as stability may vary as you reencounter a face multiple times. 
How the weighting changes may depend on the relative stability of faces, something that was 
not investigated in these studies. If the colour of the distinctive feature in a face changed, you 
would expect the initial reliance on that feature to decrease for the hair condition as that 
feature becomes less stable leading to other features being seen as more diagnostic. For the 
eye condition, you might expect more of a reliance on other features of the face as well, since 
the distinctive eyes already facilitate recognition of other features, this might lead to even 
more refinement of other features because the eyes are no longer stable and diagnostic of an 
identity. Indeed, for both types of distinctive faces, if the distinctive feature does not maintain 
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stability, you might expect other areas of the face to become encoded and for greater 
refinement of those areas to occur.   
In addition, due to the difference in findings between Experiment 1 and 2, it is evident 
that future studies need to investigate other features of the face regarding context. Eyes are 
generally seen as quite diagnostic features (Fraser et al., 1990), and hair is often seen as 
aiding recognition when faces are not yet familiarized (Ellis et al., 1979; Young et al., 1985). 
A follow-up experiment could investigate another feature such as the mouth which is still 
central to the face but often seen as less diagnostic to investigate contextual distinctiveness. 
Another external/peripheral feature like the ears may be used as well (while not central to the 
face they require more refined processing than hair with its coarse information).  
6.4. General conclusion 
 Overall, this study examined the influence of context on our initial encoding and 
representation of a face. In Experiment 1 recognition was best when hair was available during 
the test phase and was disrupted when hair was not available, but overall we did not see 
better recognition for the distinctive faces over the typical ones. By contrast, in Experiment 2, 
recognition was better for the distinctive faces than the typical (giving a distinctiveness 
advantage typical in the literature). As well, recognition being better for eye open versus eye 
closed conditions for both distinctive and typical faces similar to Experiment 1, allowing us 
to conclude that encoding was affected by context. Our findings support the idea that 
diagnostic features of a face can affect how we encode and later recognize a face, and suggest 
that context can determine how distinctive we perceive a face to be (especially when first 
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Appendix A – Sensitivity and Criterion Analysis for Experiment 1 and 2 
Experiment 1a 
 Sensitivity. For d’, there was a significant main effect of image type, F(1, 79) = 14.61, 
p < .001, 2 =  .019, with d’ being larger for hair present images than hair absent images. 
There was no main effect of distinctiveness, F(1, 79) = .06, p = .807, 2 =  .000. A significant 
interaction between distinctiveness and image type was found, F(1, 79) = 4.75, p = .032, 2 =  
.005. Post-hoc Tukey HSD tests revealed, that participants had increased sensitivity for 
distinctive hair present (M =1.14  1.68) than hair absent trials (M = .60  1.43), t(79) = 4.30, 
p < .001. For typical faces, there was no difference in sensitivity between hair present (M = 
.99  .95) and hair absent trials (M = .82  .87), t(79) = 1.38, p = .516. When hair was 
present,  participants were more sensitive for distinctive than for typical faces, t(79) = 3.56, p 
= .003, and when hair was unavailable participants were similarly sensitive for distinctive and 
typical faces, t(79) = 1.68, p = .339. D’ is displayed in Figure 14.  
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Figure 14. D’ for Experiment 1a. Mean values are represented by the cross, the line 
within the boxplot represents the median, the boxplot itself represents the interquartile 
range, and the dots show individual data points.  
 
Criterion. For criterion C, a significant main effect of image type was found, F(1, 79) 
= 14.62, p < .001, 2 =  .028, wherein, participants were more liberal when viewing hair 
present trials compared to hair absent trials. but no main effect of distinctiveness was found, 
F(1, 79) = 0.06, p = .815, 2 =  .000. A significant interaction between distinctiveness and 
image type was also found, F(1, 79) = 7.42, p = .008, 2 =  .013. Post-hoc Tukey HSD tests 
revealed participants differed in their bias between distinctive hair present (M = .02  .80) 
and distinctive hair absent (M = .37  .69) trials, t(79) = 4.65, p < .001 with hair absent trials 
being more conservative.  However, participants had similar conservative biases between 
typical hair present (M = .15  .44) and typical hair absent trials (M = .21  .39), t(79) = 0.88, 
p = .815. When hair was present, there were no significant criterion differences between 
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distinctive and typical faces, t(79) = 1.39, p = .509. Similarly, when hair was absent, there 
were no significant differences in criterion between typical and distinctive faces, t(79) = 1.77, 
p = .292.  
 
Experiment 1b   
 Sensitivity. For d’, there was a no main effect of image type, F(1, 79) = .17, p = .684, 
2 =  .002 or distinctiveness, F(1, 79) = 2.67, p = .106, 2 =  .033. Additionally, no significant 
interaction between distinctiveness and image type was found, F(1, 79) = .02, p = .888, 2 =  
.000 
Criterion. For criterion C, a significant main effect of image type was found, F(1, 79) 
= 9.85, p < .002, 2 =  .038, but no main effect of distinctiveness, F(1, 79) = 1.47, p = .229, 
2 =  .004. No significant interaction between distinctiveness and image type was found, F(1, 
79) = .58, p = .450, 2 =  .001.  
 
Experiment 2  
 Sensitivity. For d’, there was a significant main effect of image type, F(1, 79) = 13.89, 
p < .001, 2 =  .019. In addition, there was a significant main effect of distinctiveness, F(1, 
79) = 14.12, p = .003, 2 =  .033. A marginally significant interaction between distinctiveness 
and image type was also found, F(1, 79) = 1.82, p = .072, 2 =  .004. Post-hoc Tukey HSD 
tests revealed, that participants had increased sensitivity for distinctive eye open (M = 1.14  
1.68) over eye closed trials (M = .60  1.43), t(79) = 4.10, p < .001. For typical faces, there 
was no difference in sensitivity between eyes open (M = .99  .95) and eye closed conditions 
(M = .82  .87), t(79) = 1.38, p = .516.  
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 Criterion. For criterion C, there was no main effect of image type, F(1, 79) = .62, p = 
.108, 2 =  .005 or distinctiveness, F(1, 79) = .31, p = .326, 2 =  .003. Additionally, no 
interaction between distinctiveness and image type was found, F(1, 79) = .15, p = .698, 2 =  
.000. Participants were similarly liberal in their bias between all conditions (lowest M = -.01, 
largest M =.03).  
 
Appendix B – Correlational Analysis  
Experiment 1a 
Correlations. Pearson’s Correlation coefficients are displayed in Table 6 and 7. 
Analysis between the CFMT (range = 48-100%, M = .74  15) and the four conditions of the 
recognition task showed a positive relationship between face processing skills and 
recognition performance across the conditions of the task. To elaborate, higher CFMT scores 
predicted better recognition for three of the four conditions (all but distinctive absent 
images).   











CFMT .162 .311** .301** .416*** 
Dist. Absent - - - - 
Dist. Present .449*** - - - 
Typ. Absent .299** .248* - - 
Typ. Present .200 .269* .705*** - 
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Notes. Hit rate for distinctive absent, distinctive present, typical absent, typical present 
conditions were correlated with CFMT scores (top row) and each other (remaining rows). *p 
< .05, **p<.01, ***p<.001 
 
Table 7. Experiment 1a correlations between experiment condition false alarm rates and the 










CFMT -.309** -.229* -.335** -.297*** 
Dist. Absent - - - - 
Dist. Present .484*** - - - 
Typ. Absent .356** .224* - - 
Typ. Present .304** .180 .518*** - 
Notes. False Alarm rate for the distinctive absent, distinctive present, typical absent, typical 
present conditions were correlated with CFMT scores (top row) and each other (remaining 
rows). *p < .05, **p<.01, ***p<.001 
 
Experiment 1b 
Correlations. Pearson’s Correlation coefficients are displayed in Table 8 and 9. 
Analysis between the CFMT (range = 48-100%, M = .74  15) and the four conditions of the 
recognition task showed no relationships except for between CFMT scores and distinctive 
hair present trials   
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CFMT .218 .262* .215 .197 
Dist. Absent - - - - 
Dist. Present .272* - - - 
Typ. Absent .084 -.016 - - 
Typ. Present .030 .203 .483** - 
Notes. Hit rate for distinctive absent, distinctive present, typical absent, typical present 
conditions were correlated with CFMT scores (top row) and each other (remaining rows). *p 
< .05, **p<.01, ***p<.001 
 











CFMT -.243* -.267* -.232* -.237* 
Dist. Absent - - - - 
Dist. Present .262* - - - 
Typ. Absent .428*** .428*** - - 
Typ. Present .248* .248* .511*** - 
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Notes. False Alarm rate for the distinctive absent, distinctive present, typical absent, typical 
present conditions were correlated with CFMT scores (top row) and each other (remaining 
rows). *p < .05, **p<.01, ***p<.001 
Experiment 2 
Correlations. Pearson’s Correlation coefficients are displayed in Table 10 and 11. 
Analysis between the CFMT (range = 48-100%, M = .74  15) and the four conditions of the 
recognition task showed a positive relationship between face processing skills and 
recognition performance on the typical face conditions of the task.  
 











CFMT -.023 -.114 .314* .283* 
Dist. Absent - - - - 
Dist. Present .231* - - - 
Typ. Absent .146  .042 - - 
Typ. Present .178  .037 .520** - 
Notes. Hit rate for distinctive absent, distinctive present, typical absent, typical present 
conditions were correlated with CFMT scores (top row) and each other (remaining rows). *p 
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CFMT -.064 -.330** -.333** -.327** 
Dist. Absent - - - - 
Dist. Present .262* - - - 
Typ. Absent .428*** .318** - - 
Typ. Present .194 .292** .511*** - 
Notes. False Alarm rate for the distinctive absent, distinctive present, typical absent, typical 
present conditions were correlated with CFMT scores (top row) and each other (remaining 
rows). *p < .05, **p<.01, ***p<.001 
 
 
 
 
 
 
 
  
 
