Abstract. Let Γ be one of the N 2 -dimensional bicovariant first order differential calculi on the quantum groups O q (N ) or Sp q (N ), where q is not a root of unity. We show that the second antisymmetrizer exterior algebra s Γ ∧ is the quotient of the universal exterior algebra u Γ ∧ by the principal ideal generated by θ∧θ. Here θ denotes the unique up to scalars bi-invariant 1-form. Moreover θ∧θ is central in u Γ ∧ and u Γ ∧ is an inner differential calculus.
Introduction
More than a decade ago Woronowicz provided a general framework for covariant differential calculus over arbitrary Hopf algebras, [12] . In the meantime there exists a well developed theory of covariant differential calculus on Hopf algebras, [6, Chapter 14] . In his paper Woronowicz also introduced the concept of higher order forms which is based on a braiding σ : Γ ⊗ A Γ → Γ ⊗ A Γ . The braiding σ naturally generalizes the classical flip automorphism. It turns out that Woronowicz' external algebra W Γ ∧ is not simply a bicovariant bimodule but a differential graded Hopf algebra [2] , [6, Theorem 14.17]. However there are two other concepts of exterior algebras which are also differential graded Hopf algebras, [1, 7] , [6, Theorem 14.18] . The "second antisymmetrizer" exterior algebra s Γ ∧ is also constructed using the braiding; but it involves only the antisymmetrizer I − σ of second degree while Woronowicz' construction uses antisymmetrizers of all degrees. The universal exterior algebra u Γ ∧ can be characterized by the following universal property. Each (left-covariant) differential calculus which contains a given first order differential calculus Γ as its first order part is a quotient of u Γ ∧ . It seems natural to ask for the relation between these three concepts. For the quantum groups GL q (N) and SL q (N) and their standard bicovariant first order differential calculi (abbreviated FODC) this problem was completely solved in [9] . In this paper we consider the quantum groups O q (N) and Sp q (N) together with their standard bicovariant FODC. The main result is stated in Theorem 3.1. Suppose that q is not a root of unity and let θ be the unique up to scalars bi-invariant 1-form of Γ . Then u Γ ∧ /(θ 2 ) and s Γ ∧ are isomorphic differential graded Hopf algebras. Further, θ 2 is central in u Γ ∧ and u Γ ∧ is an inner differential calculus i. e. dρ = θ∧ρ − (−1) n ρ∧θ
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for ρ ∈ u Γ ∧n . It is somehow astonishing that the left-invariant parts of u Γ ∧2 and s Γ ∧2 differ only by the single element θ 2 . This paper is organized as follows. Section 2 contains general notions and facts about bicovariant bimodules and bicovariant differential calculi over Hopf algebras. In Section 3 we recall necessary facts about morphisms of corepresentations for orthogonal and symplectic quantum groups. We give a brief introduction into the graphical calculus with morphisms. The construction of bicovariant FODC on orthogonal and symplectic quantum groups is reviewed. The main result is stated in Theorem 3.1. In Section 4 a very useful criterion for the size of the space of left-invariant 2-forms of u Γ ∧ in terms of the quantum Lie algebra is given. This criterion applies to arbitrary left-covariant differential calculi. We show that Γ ⊗ A Γ is the direct sum of 9 bicovariant subbimodules. Every bicovariant subbimodule of Γ ⊗ A Γ which contains θ⊗ A θ already contains the kernel of I − σ. Section 5 exclusively deals with the universal differential calculus. The outcome of the very technical calculations is that θ∧θ is non-zero and the unique up to scalars bi-invariant 2-form in u Γ ∧ .
We close the introduction by fixing assumptions and notations that are used in the sequel. All vector spaces, algebras, bialgebras, etc. are meant to be -vector spaces, unital -algebras, -bialgebras etc. The linear span of a set {a i |i ∈ K} is denoted by a i |i ∈ K . A always denotes a Hopf algebra. We write A • for the dual Hopf algebra. All modules, comodules, and bimodules are assumed to be A-modules, Acomodules, and A-bimodules if nothing else is specified. Denote the comultiplication, the counit, and the antipode by ∆, ε, and by S, respectively. We use the notions "right comodule" and "corepresentation" of A as synonyms. By fixing a basis in the underlying vector space we identify corepresentations and the corresponding matrices. Let v (resp. f ) be a corepresentation (resp. a representation) of A. As usual v c (resp. f c ) denotes the contragredient corepresentation (resp. contragredient representation) of v (resp. of f ). The space of intertwiners of corepresentations v and w is Mor(v, w). We write Mor(v) for Mor (v, v) . By End(V ) and V ⊗ W we always mean End (V ) and V ⊗ W , respectively. If A is a linear mapping, A ⊤ denotes the transpose of A and tr A the trace of A. Lower indices of A always refer to the components of a tensor product where A acts ('leg numbering'). The unit matrix is denoted by I. Unless it is explicitly stated otherwise, we use Einstein convention to sum over repeated indices. Set a = a − ε(a)1 for a ∈ A and A = { a|a ∈ A}. We use Sweedler's notation for the coproduct ∆(a) = a (1) ⊗ a (2) and for right comodules ∆ R (ρ) = ρ (0) ⊗ ρ (1) . The mapping Ad R : A → A ⊗ A defined by Ad R a = a (2) ⊗ Sa (1) a (3) is called the right adjoint coaction of A on itself. The mapping b ⊳ a := Sa (1) ba (2) , a ∈ A, b ∈ B, is called the right adjoint action of A on B, where B is an A-bimodule.
Preliminaries
In the next three subsections we shall use the general framework of bicovariant differential calculus developed by Woronowicz [12] , see also [6, Chapter 14] . We collect the main notions and facts needed in what follows.
Bicovariant bimodules. A bicovariant bimodule over A is a bimodule Γ together with linear mappings ∆ L : Γ → A ⊗ Γ and ∆ R :
, and ∆ R (aωb) = ∆(a)∆ R (ω)∆(b) for a, b ∈ A and ω ∈ Γ . Let Γ be a bicovariant bimodule over A. We call the elements of the vector space
The structure of bicovariant bimodules has been completely characterized by Theorems 2.3 and 2.4 in [12] . We recall the corresponding result: Let (Γ, ∆ L , ∆ R ) be a bicovariant bimodule over A and let {ω i |i ∈ K} be a finite linear basis of Γ L . Then there exist matrices v = (v 
for a ∈ A, i ∈ K. Conversely, if the corepresentation v and the representation f satisfy certain compatibility condition, then there exists a unique bicovariant bimodule Γ with (1) and (2) and {ω i |i ∈ K} is a basis of Γ L . In this situation we simply write Γ = (v, f ).
Bicovariant first order differential calculi. A first order differential calculus over A (FODC for short) is an A-bimodule Γ with a linear mapping d : A → Γ that satisfies the Leibniz rule d(ab) = da·b + a·db for a, b ∈ A, and Γ is the linear span of elements adb with a, b ∈ A.
for all a, b ∈ A. It turns out that (Γ, ∆ L , ∆ R ) is a bicovariant bimodule. A bicovariant FODC is called inner if there exists a bi-invariant 1-form θ ∈ Γ such that da = θa − aθ, a ∈ A.
By the dimension of a bicovariant FODC we mean the dimension of the vector space Γ L of left-invariant 1-forms. Let Γ be a bicovariant FODC over A. Then the set
is an Ad R -invariant right ideal of A. Here ω : A → Γ L is the mapping ω(a) = Sa (1) da (2) .
Conversely, for any Ad R -invariant right ideal R of A there exists a bicovariant FODC Γ such that R Γ = R, [6, Proposition 14.7] . The linear space
is called the quantum Lie algebra of Γ . We recall the main property. The space X Γ is an ad R -invariant subspace of the dual Hopf algebra
Higher order differential calculi. In this subsection we briefly repeat two concepts to construct higher order differential calculi (DC for short) for a given bicovariant FODC Γ . Let Γ = (v, f ) be a bicovariant bimodule. Obviously the tensor product
is again a bicovariant bimodule. Define the tensor algebra Γ ⊗ = k≥0 Γ ⊗k , Γ ⊗0 = A, over A. This is also a bicovariant bimodule. Since bicovariant bimodules are free left A-modules we always [12, (3. 15)] we have
Let u J denote the two-sided ideal of Γ ⊗ generated by the vector space S (R Γ ). Then . We give a brief introduction into the graphical calculus with morphisms of corepresentations of A and we recall the construction of the standard bicovariant FODC over A. At the end we state our main result. As usual we set ǫ = 1 in the orthogonal and ǫ = −1 in the symplectic case. Throughout the deformation parameter q is not a root of unity, and N ≥ 3. We always use the
. . , N, and we call u = (u i j ) the fundamental matrix corepresentation. The element
We often use the following well known relations betweenR,R −1 , K, and D.
The mapping g i →R i,i+1 , e i → K i,i+1 defines a representation of the Birman-WenzlMurakami algebra C(q, r), [11] . We shall give a brief introduction into the graphical calculus with morphisms, see also [8, Fig. 1 and Fig. 6 ]. The calculus is justified in [10] . Using the graphical calculus formulas and proofs become more transparent. In order to distinguish the places for the corepresentation u and u c we use arrows in the graph. A vertex stands for u, resp. u c , if the corresponding edge is downward directed, resp. upward directed. Since for orthogonal and symplectic quantum groups u and u c are isomorphic, it appears that one edge has two directions. For instance, the intertwiner C ⊤ ∈ Mor(u, u c ) is represented by a vertical edge downward directed at the bottom and upward directed at the top. Removing a curl by rotating part of the diagram clockwise (resp. anti-clockwise) acquires a factor r (resp. r −1 ) (First Reidemeister move). A closed loop gives the factor x. (6), (7), and (9).
The matrixR has the spectral decomposition
We recall the method of Jurčo [5] 
where ε + = ε and ε − is the character on A given by ε − (u i j ) = −δ ij . The structure of Γ ± can easily be described as follows. There exists a basis {θ ij |i, j = 1, . . . , N} of (Γ ± ) L such that the right adjoint action and the right coaction are given by
where θ = i θ ii is the unique up to scalars bi-invariant element. Defining
for a ∈ A, (Γ ± , d) becomes a bicovariant FODC over A. The basis {X ± ij } of the quantum Lie algebra X ± dual to {θ ij } is given by
One easily checks that X
The braiding σ of Γ ± can be obtained as follows. Inserting v = u⊗u c and f ± = ε ± ⊗ℓ −c ⊗ℓ + into equation (4) the braiding matrices of Γ + and Γ − coincide
where the matricesŔ,Ř, andR − are defined as follows. For a complex N 2 ×N 2 -matrix T withT ∈ Mor(u⊗u) define the matricesŤ
). Now we can formulate our main result. 
Remark 1. Theorem 1 is true for the quantum group SL q (2) and the 4D ± bicovariant FODC as well, [9, Theorem 3.3 (iii)]. In cases SL q (N) and GL q (N), N ≥ 3, we have
For the quantum super group GL q (m|n) the relation
Remark 2. The isomorphism of bicovariant bimodules u Γ ∧ /(θ 2 ) and s Γ ∧ implies its isomorphy as differential graded Hopf algebras.
Proof of the Theorem
In the first part of this section we study the duality of Γ L ⊗Γ L and X ⊗X in more detail. In the second part we examine how Γ ⊗ A Γ splits into bicovariant subbimodules. We shall prove that the space of bi-invariant elements of Γ ⊗ A Γ generates the whole bimodule ker A 2 .
Duality. There is a useful criterion to describe the dimension of the space of leftinvariant 2-forms of u Γ ∧ in terms of the quantum Lie algebra.
Lemma 4.1. Let A be an arbitrary Hopf algebra, Γ a left-covariant FODC over A with quantum Lie algebra X , and u Γ ∧ the universal differential calculus over Γ . Then
where µ : X ⊗ X → A • denotes the multiplication map.
Proof. We use the following simple lemma from linear algebra without proof. Let B : V × W → be a non-degenerate linear pairing of finite dimensional vector spaces and U a subspace of V . Then the induced pairing B : V /U × U ⊥ → with U ⊥ = {w ∈ W | B(u, w) = 0 for u ∈ U} is also non-degenerate. Applying this lemma to the non-degenerate pairing ·, · : Γ L ⊗Γ L × X ⊗X → , [12, p. 164] , and U = S (R) we have T = α ij X i ⊗X j ∈ U ⊥ if and only if
for p ∈ R. Hence T ∈ U ⊥ if and only if µ(T ) ∈ X . Consequently U ⊥ = µ −1 (X ), where µ −1 (X ) denotes the pre-image of X under µ. Since the induced pairing is also non-degenerate and
by definition, the assertion of the lemma is proved. 
We proceed with a result for a dual pairing of a comodule and a module. 
for v ∈ V , w ∈ W , and f ∈ A
• . If P ∈ Mor(V ) then P ⊤ ∈ Mor(W ). If in addition P 2 = P , then the induced pairing im P × im P ⊤ → is also non-degenerate. (1) . For v ∈ V , w ∈ W , and f ∈ A • we thus get
Since the pairing is non-degenerate the first assertion follows. Since P and P ⊤ are morphisms, the corresponding subspaces are invariant. Let v 0 ∈ im P , i. e. v 0 = P v 0 , and suppose 0 = v 0 , P ⊤ w for all w ∈ W . Then 0 = P v 0 , P ⊤ w = P 2 v 0 , w = v 0 , w . Since the pairing is non-degenerate, v 0 = 0. Similarly one shows that im P separates the elements of im P ⊤ .
Corollary 4.3. Let A be an arbitrary Hopf algebra, Γ a bicovariant FODC over A with quantum Lie algebra X , and P ∈ Mor(∆ R ),
L ), and im P ⊤ is an ad R -invariant subspace of X ⊗X (µ −1 (X ) resp. X ∧X ). The induced pairing im P × im P ⊤ → is non-degenerate.
Proof. (i) Since S (R) and (ker A 2 ) L are ∆ R -invariant, and since µ −1 (X ) and A ⊤ 2 (X ⊗X ) are ad R -invariant, the mappings ∆ R and ad R are well-defined on both quotients u Γ 
Thus Proposition 4.2 applies to our situation.
Our next aim is to compare the bi-invariant components of Γ ⊗ A Γ , s Γ ∧2 , and u Γ ∧2 resp. of X ⊗X , X ∧X , and µ −1 (X ). Let B be a right A • -module with respect to ad R . For the space of invariants we use the notation N) ), N ≥ 3, Γ one of the N 2 -dimensional bicovariant FODC Γ ± over A and let X be the corresponding quantum Lie algebra. Then we have
where
Proof. (i) It is well known that dim Mor(u⊗u) = 3, and I,R, and K form a linear basis of Mor(u⊗u). Using (5) it is easy to see that the mapping E → (B (6) and (8) it follows that
Consequently, T ∈ µ −1 (X ) and dim µ −1 (X ) 0 ≥ 1. By Corollary 4.3 applied to the projection P ∈ Mor(∆ R ↾ u Γ 
of Γ L ⊗Γ L is the left-invariant basis of a bicovariant subbimodule of Γ ⊗ A Γ of dimension rk(P ) rk(Q).
(ii) Γ ⊗ A Γ is the direct sum of 9 bicovariant subbimodules Λ τ ν , τ, ν ∈ {+, −, 0}, generated by the left-invariant elements
Moreover we have the following identity of bicovariant bimodules
Proof. (ii) The first part follows from (i) and the fact that (P + +P − +P 0 ) 12 (P + +P − +P 0 ) 34 is the identity of ( N ) ⊗4 . In additionP τ andP ν as well asP τ andP ν are pairwise orthogonal idempotents, respectively. Hence the sum is direct. Let us turn to the second part. Let λ τ denote the eigenvalue ofR with respect to the idempotentP τ ,
Since q is not a root of unity,
as linear spaces. By (i) each space on the right hand side generates a bicovariant subbimodule. This completes the proof.
To simplify notations we choose a new basis of
The right coaction now reads u⊗u⊗u c ⊗u c and the braiding in the new basis is σ = R 12Ř −1 34 . We simply write Λ τ instead of Λ τ τ , τ ∈ {+, −, 0}. Since the correspondinĝ P τ subcorepresentation of u⊗u is irreducible, by Schur's lemma Λ τ has a unique up to scalars bi-invariant element η τ .
k l Figure 4 : The bi-invariant elements η + , η − , and η 0 .
The relations with the old basis of Γ
, ξ = xη 0 , and
The next lemma is the key step in our proof.
Lemma 4.6. Let Γ be one of the bicovariant FODC Γ ± over A and Λ τ , τ ∈ {+, −, 0} the above defined bicovariant subbimodule of ker A 2 . Then Λ τ is generated by the single element η τ . More precisely,
Proof. By Lemma 4.5 the canonical left-invariant basis of Λ τ is
The proof is in two steps. First we compute η τ ⊳ u i j and obtain elements
The graphical presentation of η First we will show that
By (15) and (10) one has In particular for η τ we compute In the first step we replaced the crossing in the dash box using (7) . In the second step we did the same with theR-matrix in the first dash box. This gives the first three terms in the next line. Moreover the dash box in the second summand is multiplied byP τ and gives λ τ I (no crossing). Similarly, a second crossing in the same term gives another λ τ . With the third summand we proceed in the same way; in addition the curl gives the factor r −1 . Since u Since q is not a root of unity, T τ =q(λ
τ for s, t = 1, . . . , N and τ ∈ {+, −}.
In the second step we again compute the right adjoint action of u Since q is not a root of unity, T =q(R −1 − r −1 I) is invertible with inverse 
We prove (13) by induction over the degree n of ρ ∈ u Γ ∧n . For n = 0 it is true by the definition of the FODC. Suppose it is true for n − 1. Since there exist α i ∈ u Γ ∧n−1 and b i ∈ A such that ρ = α i db i , we obtain by induction assumption and by (21)
Using d 2 ρ = 0 and (13) twice gives θ 2 ρ = ρθ 2 , and θ 2 is central in u Γ ∧2 . This completes the proof of (ii). By Lemma 4.4 (iii) and Lemma 4.6
Since S (R) ⊆ ker A 2 by universality of u Γ ∧ and η 0 ∈ ker A 2 , we conclude with Lemma 4.5 (ii) that the above inclusion is not strict,
∧ completes the proof of the theorem.
The bi-invariant 2-form of the universal differential calculus
In this section we will complete the proof of Lemma 4.4 (iii) and show that both biinvariant elements η + and η − belong to S (R). We give different proofs for the cases Γ + and Γ − . The first proof for Γ + is self-contained and much easier than the second one. In the later one we take results from [8] and make use of a computer algebra program to simplify long terms. For q transcendental however the first proof works for Γ − as well. We recall some identities which are easily proved using (3) and the Leibniz rule. Equations (23), [ 
We abbreviater = r − r −1 . In what follows we do not sum over signs τ and ν.
By (10) and (9) we obtain θ ⊳ U = tr
m n θ mn = (qr + x)θ. Using (22), (23), and ε(U) = x we have ω(Q) = (θ ⊳ U ) ⊳ U −qrθ ⊳ U = 0. In addition ε(Q) = 0; hence Q ∈ R. Next we compute S (Q). Since Q ∈ R, by (24) we have S (Q) = (θ⊗θ) ⊳ Q. Using (16) and (18) we get
Since R is a right ideal Q U ∈ R. By (25) and (26)
Solving this linear system (26) and (27) in η + and η − we have to consider its coefficient determinant
Since q is not a root of unity, det = 0. Hence both η + and η − belong to S (R).
Part 2. Γ = Γ − . We denote the critical value by c, c =qq 2 r(2x +qr) = (q 4 + 1)r 2 + 2q(q 2 − 1)r − (q 4 + 1). We recall some of the defining constants for Γ − from [8, p. 656] µ + =r (−q 2 r + q −2 r −1 −q) qr + 2x , µ − =r (−q −2 r + q 2 r −1 −q) qr + 2x .
The idempotentsP ν , ν ∈ {+, −}, and their q-traces are as followŝ . Suppose a ∈ A is Ad R -invariant and ρ ∈ Λ I , where Λ is a bicovariant bimodule. Then one has ρ ⊳ a ∈ Λ I . Namely, ∆ R (ρ ⊳ a) = (Sa (2) ⊗ Sa (1) )(ρ ⊗ 1)(a (3) ⊗ a (4) ) = ρ ⊳ a (2) ⊗ Sa (1) a (3) = ρ ⊳ a ⊗ 1. Applying this fact to Λ τ and V ν , and noting that η τ , τ ∈ {+, −}, is the only bi-invariant element of Λ τ (up to scalars), there exist complex numbers c τ ν , τ, ν ∈ {+, −}, defined by
We shall determine these constants. By the definition of V ν and (17) Using graphical calculations we obtain for the other two terms Finally we obtain Now we are able to compute four bi-invariant elements of S (R). Using (16) and (18) we have
