To Volker Weispfenning, on his 60th birthday. 
.) The original proof of this fact by Schoutens (2001) used a uniform strong version of Artin Approximation with parameters for excellent Henselian local rings in mixed characteristic in combination with the Ax-Kochen-Ershov Principle. Later, Denef pointed out a simpler proof, also based on a version of Artin Approximation. Ideal membership being of a linear nature, the use of Artin Approximation in these arguments seems somewhat heavy-handed. In this note, we will give a rather elementary and in some sense more explicit proof of the theorem above.
Our argument will be based on the theory of standard bases for ideals in power series rings, introduced by Hironaka (1964) and Grauert (1972) , and subsequently further extended by a number of authors: Becker (1990a Becker ( ,b, 1993 , Briançon (1973) , Galligo ( , 1974 . It is a (non-algorithmic) analog for power series of the theory of Gröbner bases (for polynomial ideals), initiated by Buchberger (1965 Buchberger ( , 1970 . The theory of standard bases is usually developed for ideals in rings of (formal or convergent) power series with coefficients in a field K. (For convergent series ones takes K = R or K = C.) Here we study a notion of standard basis for ideals in the ring A [[X] ] of formal power series with coefficients in a commutative ring A; see Section 2. (See Ribenboim (1993) for a generalization in a different direction.) Schoutens' theorem will be an immediate consequence of general statements about the behavior of standard bases under specialization. These general principles are also at the basis of some results proved in Bierstone and Milman (1987) and Parusiński and Szafraniec (1997) ; see Section 3.
Among other applications given in Section 3 is the following constructibility result. For this, let C = (C 1 , . . . , C M ) be a tuple of parametric variables, M 1, and put A = 
Preliminaries
We collect terminology and preliminary remarks concerning orderings and formal power series, which will be useful later. Throughout this paper, we let N be a positive integer.
Orderings
An ordered set is a pair (S, ), consisting of a set S and an ordering on S, that is, a binary relation on S which is reflexive, transitive and antisymmetric. (If is clear from the context, we also just say that S is an ordered set.) If x and y are elements of an ordered set (S, ), we write as usual x y also as y x, and we write x < y if x y and y x. If x ∈ S has the property that y x ⇒ x = y for all y ∈ S, then x is called a minimal element of S. If x y for all y ∈ S, then x is called the smallest element of S. If x y or y x for all x, y ∈ S, then the ordering on S is called total. An ordering on a set S is said to extend the ordering on S if x y ⇒ x y for all x, y ∈ S.
The cartesian product S × T of two ordered sets (S, S ) and (T, T ) can be made into an ordered set by means of the product ordering (x, y) (x , y )
:⇐⇒ x S x and y T y , or the lexicographic ordering (x, y) lex (x , y ) :⇐⇒ x < S x , or x = x and y T y .
Iterating this construction yields the product ordering and the lexicographic ordering lex on S N .
Final segments and antichains
A final segment of an ordered set (S, ) is a subset F ⊆ S which is closed upwards: x y ∧ x ∈ F ⇒ y ∈ F , for all x, y ∈ S. We construe the set F(S) = F(S, ) of final segments of S as an ordered set, with the ordering given by reverse inclusion. Given a subset M of S, we denote by M := y ∈ S : ∃x ∈ M (x y) the final segment generated by M . An antichain of S is a subset A ⊆ S such that any two distinct elements x and y of A are incomparable: x y and y x.
Well-founded orderings
An ordered set S is well-founded if there is no infinite strictly decreasing sequence x 0 > x 1 > · · · in S. (As usual, a totally ordered set S which is well-founded is called wellordered.) If S is well-founded, then every final segment F of S has a smallest set of generators (the antichain of minimal elements of F ). In a well-founded ordered set, we can argue by Noetherian induction: if P is a non-empty subset of S with the property that y ∈ P for all y < x implies x ∈ P, for every x ∈ S, then P = S.
Noetherian orderings
We say that an ordered set S is Noetherian if it is well-founded and every antichain of S is finite. We have the following familiar characterization of Noetherian orderings (whose proof we leave to the reader).
Proposition 1.1. The following are equivalent, for an ordered set (S, ):
(1) S is Noetherian.
(2) Every infinite sequence x 0 , x 1 , . . . in S contains an increasing subsequence.
(3) Any final segment of S is finitely generated.
(4) F(S), ⊇ is well-founded (i.e., the ascending chain condition holds for final segments of S).
(5) Every total ordering on S which extends is a well-ordering.
The proposition immediately implies that if S and T are Noetherian ordered sets, then their cartesian product S × T is also Noetherian under the product ordering. We consider N = {0, 1, 2, . . . } as an ordered set with its usual ordering, and we equip N N with the product ordering .
The following facts will be useful later.
Lemma 1.3. Let (S, S ) be a Noetherian ordered set and (T, T ) be a well-founded ordered set, and let ϕ : S → T be order-reversing, i.e., x S y ⇒ ϕ(x) T ϕ(y), for all x, y ∈ S. Then the set M = x, ϕ(x) : x ∈ S , ordered by
is Noetherian.
Proof. We will show that (2) in Proposition 1.1 holds for M . Let
be an infinite sequence in M . After passing to a subsequence if necessary, we may assume that
· · · is an increasing subsequence as desired.
Let (S, ) be an ordered set. The set O(S, ) of all orderings on S which extend can be turned into a topological space by taking as a sub-basis of open sets all sets of the form
is an ordering on S extending , and x < y ,
where (x, y) ranges over all ordered pairs of elements of S. It is an easy exercise to deduce from the Compactness Theorem of first-order logic that O(S, ) is compact. The set of total orderings TO(S, ) which extend form a closed subset of O(S, ). The following generalizes Becker (1990a) , Lemma 2.1: Lemma 1.4. Let (S, ) be a Noetherian ordered set, let be a total ordering extending , and let S 1 , . . . , S m be non-empty subsets of S. There exists a neighborhood U of in TO(S, ) such that min (S i ) = min (S i ) for all in U and i = 1, . . . , m.
Proof. It suffices to consider the case i = 1. By Proposition 1.1, (3) there exist s 1 , . . . , s n ∈ S 1 such that for every s ∈ S 1 , we have s i s for some i. In particular, we have min (S 1 ) = s k for some k. It is easy to see that the intersection U of the open set si< sj U (s i , s j ) with TO(S, ) does the job.
Semigroup orderings
A semigroup ordering on N N is a total ordering on N N which satisfies
An admissible ordering on N N is a semigroup ordering such that 0 ∈ N N is the smallest element of N N . Any admissible ordering extends the product ordering on N N , and hence is a well-ordering, by Corollary 1.2 and Proposition 1.1, (5). The set AO N of admissible orderings on N N is a closed subset of TO(N N , ).
Example. An example for an admissible ordering is the lexicographic ordering on N N .
Another example (isomorphic to N) is the degree lexicographic ordering: For ν = (ν 1 , . . . , ν N ) ∈ N N , put |ν| = ν 1 + · · · + ν N (the degree of ν), and define
This is an example of a degree-compatible ordering on N N , that is, an ordering on N N such that |ν| < |µ| ⇒ ν < µ for all ν, µ ∈ N N .
Every degree-compatible admissible ordering on N N has order type ω. We refer to Becker (1990a), Section 3 for a proof of the following:
Lemma 1.5. The admissible orderings of order type ω are dense in AO N .
For the rest of this paper, unless noted otherwise, we fix an admissible ordering on N N . Let λ be the order type of the well-ordering (a limit ordinal), and {ν α } α<λ the enumeration of N N in increasing order indexed by all ordinal numbers less than λ. We may relate the elements of N N with power products of indeterminates X = (X 1 , . . . , X N ): Let X * = {X ν : ν ∈ N N } be the free commutative monoid generated by X 1 , . . . , X N , where
Then v : X ν → ν, X * → N N is an isomorphism of monoids, and an isomorphism of ordered sets (i.e., bijective and order-preserving).
Formal power series
Let A be a ring. (Throughout this paper, "ring" stands for "commutative ring with unit 
where f ν ∈ A for ν ∈ N N , or in the form
where
the set of monomials of f , and we let
, then supp f has a smallest element v(f ) with respect to , which we call the leading exponent of f . We have
where we put
the leading coefficient, leading term, and leading monomial, respectively, of the power series f .
The leading monomial ideal
we let lm(S) denote the ideal of the polynomial ring A[X] generated by the leading monomials lm(f ), where f ranges over the non-zero elements of S.
we denote the final segment of N N generated by the v(f ), 0 = f ∈ S. (By Corollary 1.2
and Proposition 1.1, (3), there always exists a finite set G of non-zero elements of S such that
where f ranges over the non-zero elements of S with v(f ) ν. We call lm(S) the leading monomial ideal of S, v(S) the diagram of leading exponents of S, and lc(S, ν) the leading coefficient ideal of S of degree ν. Clearly lc(S, ν) = {0} if and only if ν ∈ v(S). If a ∈ lc(S, ν), b ∈ lc(S, µ), then ab ∈ lc(S, ν + µ), and if ν µ, then lc(S, ν) ⊆ lc(S, µ). We have a direct sum decomposition
Hironaka Division and Standard Bases
In this section we first prove a version of the Hironaka Division Theorem, which allows the simultaneous division with remainder of a power series by several (finitely many) other power series. We then define standard bases of ideals in power series rings and give some criteria for a finite collection of power series to form a standard basis. Here we work in a somewhat greater generality than is actually needed for the proof of the theorems stated in the introduction. We expect this extra generality to be useful in applications, as is the case with the notion of Gröbner basis for ideals of polynomial rings over arbitrary Noetherian rings, rather than just fields (see Gianni et al. (1988) ). In the last part of the section we isolate the class of monic ideals. Here a more precise version of the Hironaka Division Theorem holds. Standard bases of monic ideals also have good specialization properties, as we show in Section 3. Our arguments are adaptations of Becker (1990a Becker ( ,b, 1993 . We finish with some remarks on standard bases of ideals generated by polynomials.
Hironaka division
The notations and conventions introduced in Section 1 remain in force. Let G = {g 1 , . 
mono(r) ∩ lm(G) = {0}, and
In the proof of the theorem, we use the following notation: if ν ∈ N N and g ∈ A[[X]] are such that supp(g) ⊆ ν (that is, if X ν |X µ for every µ ∈ supp(g)), then there exists a unique
with g = h · X ν , and we write h = g/X ν .
Proof. We define, by induction on α < λ, sequences {b i,α } α<λ (for i = 1, . . . , m) of elements of A with the following properties:
for all α < λ and all i. Let α < λ, and suppose that b i,β have already been defined, for β < α and i = 1, . . . , m. Let b
. . , m, and we let
We then set b i,α := a i for all i. Clearly property (a) continues to hold, for all i. For (b), suppose that v(f ) > ν α . Then by induction hypothesis b i,β = 0 for all β < α and all i, hence r α = f and so r α α = f α = 0. Therefore b i,α = 0, which shows that (b) holds as well, for all i. Now put
We claim that q 1 , . . . , q m and r := f − (q 1 g 1 + · · · + q m g m ) satisfy the requirements of the theorem. Part (1) is clear, and (3) holds by (b). Let α < λ, and write
It follows that r α = 0, hence r α X να = 0. This shows that mono(r) ∩ lm(G) = {0} as desired.
for which there exist power series (1)- (3) in the theorem hold, a remainder of f modulo G. If r = 0 is a remainder of f modulo G, then we say that f has a standard representation in terms of G. In this case, we call any expression of f as linear combination
Example. Let A = Z and g = 2T + 2, where T is a single indeterminate. The leading monomial ideal of G = {g} is 2Z [T ] , and every series of the form (2k + 1)(T + 1), where k ∈ Z, is a remainder of f = T + 1 modulo G.
Standard bases
] be non-zero power series and let I be an ideal of
Theorem 2.2. The following are equivalent:
(1) lm(I) = lm(G).
(2) lc(I, ν) = lc(G, ν) for all ν.
(3) Every f ∈ I has unique remainder 0 modulo G.
(4) Every f ∈ I has remainder 0 modulo G (i.e., f has a standard representation in terms of G).
Proof. The equivalence of (1) and (2) is clear. Suppose that lm(I) = lm(G). By Theorem 2.1, for every series
Moreover, if f ∈ I, then r ∈ I, hence r = 0. This shows (3). The implication (3) ⇒ (4) being trivial, we now show (4) ⇒ (1):
After rearranging the g i (and the q i accordingly) we may assume that
for some l ∈ {1, . . . , m}. Then
This shows that lm(I) = lm(G) as required.
We say that G is a standard basis for I if one of the equivalent conditions of the theorem is satisfied. Note that in this case, G generates I (by (4) Proof. Apply Lemma 1.3 to S = N N , ordered by , and T = the set of all ideals of A, ordered by reverse inclusion, and ϕ given by ϕ(ν) = lc(I, ν). By this lemma and Proposition 1.1, (3), there exist ν 1 , . . . , ν n ∈ v(I) such that for every ν ∈ v(I) we have ν j ν and lc(I, ν j ) = lc(I, ν) for some j. Since A is Noetherian, we can choose G = {g 1 , . . . , g m } ⊆ I \ {0} such that lc(G, ν j ) = lc(I, ν j ) for all j. Hence lc(G, ν) = lc(I, ν) for all ν, so G is a standard basis for the ideal I.
Remark. By Hilbert's Basis Theorem, if A is Noetherian, then so is A[X]. Hence the ideal lm(I) of A[X] is finitely generated. Therefore there exists a finite subset G = {g 1 , . . . , g m } of non-zero elements of I such that lm(G) = lm(I), i.e., G is a standard basis for I. This yields another proof of the previous lemma. (The proof given above avoids invoking Hilbert's Basis Theorem.)
Proof. Let G = {g 1 , . . . , g m } be a standard basis for I. Dividing f by g 1 , . . . , g m as in Theorem 2.2, we can write
] such that mono(r) ∩ lm(I) = {0}. Since I ∩ A ⊆ lc(I, ν) for all ν, it follows that r ν ∈ lc(I, ν) for all ν. Hence r = 0, i.e., f ∈ I.
S-series
We say that power series
. . , g m if they have the form
where X µ = lcm lt(g 1 ), . . . , lt(g m ) and
. . , k, form a finite set of generators for the module of solutions in A m to the homogeneous linear equation
Note that v(S i ) > µ for every i. If A is Noetherian, then every submodule of A m is finitely generated; hence for any
Example 2.5. Suppose that some lc(g i ) is a unit of A. The series given by
We say that G = {g 1 , . . . , g m } is closed under S-series if there exist S-series S 1 , . . . , S k of g 1 , . . . , g m each of which has a standard representation with respect to G. If G is closed under S-series, a representation of a series in A[[X]] as a linear combination of g 1 , . . . , g m which is not a standard representation can be improved in the following sense:
is closed under S-series, and let
Then there exist q 1 , .
Proof. After rearranging the g 1 , . . . , g m if necessary (and the q 1 , . . . , q m accordingly), we may assume that
Let ν ∈ N N be such that ν + µ = ν 0 . Then
Then f = j q j g j , and for j = 1, . . . , m,
The following is a Buchberger-style criterion for a finite subset
to be a standard basis, similar to Theorem 4.1 in Becker (1990a) , and with an analogous proof.
Proposition 2.7. If G is closed under S-series, then G is a standard basis.
Proof. Suppose first that the order type λ of is ω; we will show that in this case, statement (2) of Theorem 2.2 holds. Assume for a contradiction that
and by Lemma 2.6, there exist
and we may repeat the argument with q 1 , . . . , q m replacing q 1 , . . . , q m , respectively. We obtain an infinite sequence ν 1 < ν 2 < · · · with ν k < v(f ) for all k, which is impossible, since λ = ω. Now suppose that λ > ω; in this case, we will show that (1) in the theorem holds. For this, let f ∈ I. By Lemma 1.4 and Proposition 1.5 we find an admissible ordering of order type ω such that
for all i, and such that G is closed under S-series, with respect to . By the first case, we have lm (G) = lm (G) = lm (I), and it follows that lm (f ) ∈ lm (G) as required.
Before we introduce monic ideals, we record a consequence of this proposition.
Lemma 2.8. Suppose that A is Noetherian. Let G = {g 1 , . . . , g m } be a standard basis for I with respect to the admissible ordering . There exists a neighborhood U of in AO N such that G is a standard basis for I with respect to every in U .
Proof. Let S 1 , . . . , S k be S-series of g 1 , . . . , g m . Since G is a standard basis for I with respect to , we find q ij ∈ A[[X]] such that S i = j q ij g j and v (S i ) = min j v (q ij g j ) for all i. By Lemma 1.4, there exists a neighborhood U of in AO N such that v (S i ) = v (S i ) and v (q ij g j ) = v (q ij g j ) for all i, j. Hence every S i has a standard representation in terms of G, with respect to , and so G is a standard basis for I with respect to , by Proposition 2.7.
A set of non-zero generators G = {g 1 , . 
Monic ideals
The example following the proof of Theorem 2.1 shows that even if G is a standard basis, the remainder of f ∈ A[[X]] modulo G is not uniquely determined in general. However, if the leading coefficients of g 1 , . . . , g m are units in A, this is true:
Lemma 2.10. Suppose that the leading coefficients of g 1 , . . . , g m are units in A. The following are equivalent:
(1) G is a standard basis for I.
, and 
, so G is a standard basis for I.
We say that I is monic if lc(I, ν) = A for all ν ∈ v(I). This is inspired by Definition 3.3 in Pauer (1992) .
] is monic. If I is a principal ideal, then I is monic exactly if I is generated by a monic power series, i.e., a non-zero f ∈ A[[X]] with lc(f ) = 1. More generally, if I has a standard basis G = {g 1 , . . . , g m } which is monic, i.e., lc(g i ) = 1 for all i, then I is monic.
] has a unique standard remainder modulo I; in fact:
Theorem 2.11. The following are equivalent:
(1) I is monic.
(2) There exists a monic standard basis for I. We say that G = {g 1 , . . . , g m } is reduced if
(1) lc(g i ) = 1 for all i (i.e., G is monic),
(2) the v(g 1 ), . . . , v(g m ) form an antichain, and
The following was first proved by Hironaka (1964) in the case where A is a field, for certain admissible orderings, and by Becker (1993) for any admissible ordering. An analog for ideals in polynomial rings over fields is due to Buchberger (1965) .
Lemma 2.12. Every monic ideal I has a unique reduced standard basis.
Proof. Let ν 1 , . . . , ν m ∈ v(I) be pairwise distinct, forming the smallest set of generators of the final segment v(I). such that {ν 1 , . . . , ν m } is . For i = 1, . . . , m, let r i be the standard remainder of X νi modulo I. Setting g i := X νi − r i yields a reduced standard basis G = {g 1 , . . . , g m } for I. If H = {h 1 , . . . , h n } is another reduced standard basis for I, then v(G) = v(H), hence by (2) in the definition above, we have m = n and, after rearranging h 1 , . . . , h m if necessary, we may assume that v(h 1 ) = v(g 1 ), . . . , v(h m ) = v(g m ). We then have supp(g i − h i ) ∩ v(G) = ∅ by (3), and since g i − h i ∈ I we get g i − h i = 0 by uniqueness of the standard remainder. Thus G = H.
Remark.
The proof of the lemma shows that the reduced standard basis G = {g 1 , . . . , g m } for I satisfies the condition supp(g i ) ∩ v G \ {g i } = ∅ for every i. 
supp(r) ∩ v(G) = ∅, and
The distinguished quotients and distinguished remainder of a given f ∈ A[[X]] modulo g 1 , . . . , g m are uniquely determined (if they exist): To see this, note that v(G) = ∆ 1 ∪· · ·∪∆ m is a partition of v(G) into subsets
some possibly empty. So if r, q 1 , . . . , q m satisfy (1)-(3), then by (3), we get v(q i g i ) ∈ ∆ i for all i with q i = 0, hence
by (1) 
where supp(h) > ν α . Hence ν α / ∈ supp(r) as desired.
Standard bases for ideals generated by polynomials
From now on until the rest of this section, we assume that A is an integral domain. Suppose
] (a subring of the fraction field of A). The next theorem is due to Mora (1982) .
Theorem 2.14. For every f ∈ A[X] there exist u, q 1 , . . . , q m , r ∈ A[X] such that
∈ v(G), and
We call any element r ∈ A[X] with the property that there exist u, q 1 , . . . , q m ∈ A[X] such that (1)-(4) in the theorem hold a weak remainder of f modulo G. Note that if f has weak remainder 0, then f , as an element of A [[X]], has a standard representation with respect to G. The proof of this theorem given in Greuel and Pfister (1996) or Mora (1982) provides in fact an algorithm (relative to computations in A) which, given f and g 1 , . . . , g m , computes a weak remainder of f modulo G = {g 1 , . . . , g m }. (This is Mora's famous "tangent cone algorithm".) This yields an algorithmic procedure for computing, from given non-zero polynomials f 1 , . . . , f n ∈ A[X], elements g 1 , . . . , g m ∈ A[X] such that G = {g 1 , . . . , g m } is a standard basis of the ideal of A [[X]] generated by f 1 , . . . , f n , where A = A[
is as above. Starting with G 0 = {f 1 , . . . , f n }, we construct a sequence
of finite subsets of non-zero elements of the ideal of A[X] generated by f 1 , . . . , f n as follows: Suppose that G k has been constructed already. For all 1 i < j m k compute weak remainders r ij of
modulo G k . If all of these weak remainders are zero, then G := G k has the required properties, by Example 2.5 and Proposition 2.7. Otherwise, let
Since then v(G 0 ) ⊂ v(G 1 ) ⊂ · · · is a strictly increasing sequence of final segments of N N (by (3) of Theorem 2.14), this procedure has to terminate after a finite number of steps.
As in the last section, we let A be a ring. A specialization of A to B is a ring homomorphism σ : A → B. If σ is surjective, we say that σ is a specialization of A onto B. Any specialization σ : A → B has a natural extension to a ring homomorphism
, which we also denote by σ:
We extend this notation to subsets M of A[[X]] as well: Example. For a prime ideal p of A we write a(p) for the image of a ∈ A under the specialization σ p : A → A/p given by a → a + p. We put f (p;
Specializations of monic ideals
The following observation is immediate from the definitions, and the fact that supp σ(g) ⊆ supp(g) for all g ∈ A[[X]] and specializations σ:
This readily implies that monic standard bases behave well under specializations: Proof. Let S = S ij (where 1 i < j m) be as in Example 2.5. Then σ(S) is an S-series of σ(g 1 ), . . . , σ(g m ). Moreover, S ∈ I has distinguished remainder 0 modulo g 1 , . . . , g m ; so by Lemma 3.1, σ(S) has distinguished remainder 0 modulo σ(g 1 ), . . . , σ(g m ). Using Proposition 2.7 it follows that σ(G) is a standard basis of
This also implies that σ(G) is reduced if G is reduced.
Consider now a set S of specializations A → B (for various B) which is dense, meaning that σ∈S ker σ = (0). We have the following "modular" criterion for membership in a monic ideal of A[[X]]: Let now as above S be a dense set of specializations of A such that σ(d) is a unit in B for every σ : A → B in S. Then the set S := σ : σ ∈ S of specializations of A is dense. Proposition 3.3 applied to S in place of S yields:
Here are a few applications of the preceding corollaries: Example 3.6. Parusiński and Szafraniec (1997) . Let K be a field, V ⊆ K m an irreducible algebraic set, and suppose that A is the ring of polynomial functions V → K. For each c ∈ V , evaluation at c defines a specialization h → h(c) of A onto K. Put Σ := c ∈ V : d(c) = 0 , a proper algebraic subset of V . For every c ∈ V \ Σ, we have v I(c) = v(I), and G(c) is a standard basis for I(c).
Example 3.7. Bierstone and Milman (1987) . Let K = R or K = C. Let U be an open subset of K m , let V be an irreducible analytic subset of U , and W a proper analytic subset of V . Suppose that A is the ring of meromorphic functions on V with poles in
is a standard basis for I(c) = f (c, X) : f ∈ I , and we have v I(c) = v(I).
Example 3.8. Schoutens (2001) .
for infinitely many primes p, then f (X) is an element of the ideal of Z[ . For this, we may assume (by Lemmas 1.4 and 2.8) that the admissible ordering has order type ω. We can write
for some r and some b i ∈ B and f i ∈ I. Note that µ := min i v σ(f i ) ν. We may assume that the b i and f i are chosen such that µ is maximal, and it is enough to see that µ = ν. Suppose otherwise, i.e., µ < ν.
with v σ(h i ) > µ for every i, a contradiction.
Remarks. The last proposition applies in particular to the case where B = S −1 A is the localization of A at a multiplicative subset S. An analog of Proposition 3.9 for Gröbner bases has been shown in Bayer et al. (1993) .
Using Theorem 2.2 we obtain: Examples.
(1) Every monic standard basis is comprehensive for the class of all specializations of A, by Proposition 3.2.
(2) Every standard basis is comprehensive for the class of all flat specializations of A, by Proposition 3.9.
In general, the existence of comprehensive standard bases appears to be a rather subtle matter. We will show here:
] has a standard basis which is comprehensive for all specializations of A to fields.
For the proof of this theorem we first note that Proposition 3.9 implies the following fact, which allows us to focus on specializations of A to fields of the form Frac(A/p) for a prime ideal p of A. Here and below, we use Frac(R) to denote the field of fractions of a domain R. (1) G is a comprehensive standard basis for all specializations of A to a field.
(2) G is a comprehensive standard basis for all specializations σ : A → K of A to a field K with K = Frac σ(A) .
(3) G is a comprehensive standard basis for all specializations A → κ(p) := Frac(A/p), where p is a prime ideal of A.
We consider the set Spec A of prime ideals of A as a topological space equipped with the Zariski topology. Its closed sets are the subsets of Spec A of the form
We write V (a) = V ({a}) for a ∈ A. For any multiplicative subset S of A, we identify Spec S −1 A with the subspace Spec A \ s∈S V (s) of Spec A, and for any p ∈ Spec A, we identify Spec A/p with the (closed) subspace V (p), in the usual way. From now on, the ring A is always assumed to be Noetherian, so that Spec A, ordered by reverse inclusion, is well-founded. A constructible subset of Spec A by definition is a finite Boolean combination of closed subsets.
, and put Proposition 3.14. For every q ∈ Spec A there exists a finite subset G q of I such that G q (p) is a standard basis for the ideal generated by By the remarks preceding Lemma 3.13 (applied to the domain A and the standard basis G of I in place of A and G, respectively), for every p ∈ V (q) \ Σ, G(p) is a standard basis for I(p)κ(p) [[X] ] with v g i (q; X) = v g i (p; X) for all i. Let now
be a decomposition of the proper closed subset V (q) ∩ Σ of V (q) into irreducible closed subsets, where p 1 , . . . , p s ∈ Spec A. By induction hypothesis applied to p 1 , . . . , p s in place of q there exist finite subsets G pi of I such that G pi (p) is a standard basis for
since it contains the standard basis G pi (p). This finishes the inductive step.
Applying the proposition to the finitely many minimal primes of A gives rise to a finite subset G 0 of I, every specialization of which to a residue field κ(p) of A is a standard basis for I(p). Let G be a standard basis for I which extends G 0 . Then G is a comprehensive standard basis for all specializations of A to fields, by Lemma 3.12. This completes the proof of Theorem 3.11.
Remark. If we drop the condition that A be Noetherian, an argument similar to the one above still shows: every ideal of A[[X]] contains a finite subset which is a standard basis under every specialization of A to a field.
Applications
We finish with some consequences of Theorem 3.11 and its proof. We first note that by the remarks following Theorem 2.14: 
The last corollary is similar to a result of Weispfenning (1988) about uniform degree bounds for Gröbner bases. It would be interesting to obtain an explicit (say doubly-exponential) bound β, as for Gröbner bases in Dubé (1990) , Möller and Mora (1984) . The inductive argument used in the proof of Proposition 3.14 also shows:
Corollary 3.17. There exists a partition
of Spec A into constructible subsets and for each j = 1, . . . , t a finite subset G j of I such that G j (p) is a standard basis for I(p) with v g(p; X) = v(g q; X) ∈ N N for every p, q ∈ Σ j and g ∈ G j .
In the context of the previous corollary, it follows that there exist final segments F 1 , . . . , F t of N N such that v I(p) = F j for all j and p ∈ Σ j . In particular, the set of v I(p) , where p ranges over all prime ideals of A, is finite. Here is an application of this observation.
, where K is a field, we denote by H J : N → N the HilbertSamuel function of J, given by H J (s) = dim K R/(J, m s+1 ) for every s, where m is the maximal ideal of R. The following is a well-known consequence of the existence of standard remainders modulo J:
Lemma 3.18. If the admissible ordering is degree-compatible, then the images of the monomials X ν with ν ∈ N N \ v(J) and |ν| s form a basis of the K-vector space R/(J, m s+1 ).
Hence by the remark following Corollary 3.17 we see that only finitely many Hilbert-Samuel functions H J arise, where
and σ : A → K ranges over all specializations of A to fields. An analogous fact holds for Hilbert functions of homogeneous ideals in polynomial rings over fields; for a non-standard proof of this see Schmidt-Göttsch (1987) .
Corollary 3.19. Suppose that A is a domain, and let
is constructible. Moreover, given generators f 1 , . . . , f n of I there exists a partition
of Σ into constructible subsets (for some t ∈ N, t > 0), as well as non-zero d 1 , . . . , d t ∈ A and n-tuples (q 1j , . . . , q nj ) of elements of
. . , t, such that for every j ∈ {1, . . . , t} we have
Proof. Let Σ 1 , . . . , Σ t as in Corollary 3.17. By Lemma 3.13, for every j = 1, . . . , t there exist
] is a localization of A at a non-zero element d j . The set of prime ideals p ∈ Σ j which contain every coefficient of r j is closed. Therefore each ∆ j := p ∈ Σ j : r j (p; X) = 0 is constructible with Σ = ∆ 1 ∪ · · · ∪ ∆ t . The second part also follows from Lemma 3.13. 
Moreover, there exists a partition
all j, and n-tuples q 1j (C, X), . . . , q nj (C, X) , j = 1, . . . , t,
, such that for every field K and c ∈ ∆ j (K) we have f (c, X) = q 1j (c, X)f 1 (c, X) + · · · + q nj (c, X)f n (c, X)
Remark. It is possible to develop a theory of standard bases for submodules of finitely generated free modules over A [[X] ]. (See Bierstone and Milman (1987) .) Without proof, let us note that the appropriate generalization of Theorem 3.11 then also holds, and together with Schreyer's method (see, e.g., Eisenbud (1995) , Chapter 15, in the polynomial case) this can be used to show the analog of the preceding corollary for homogeneous linear equations: Given f 1 (C, X), . . . , f n (C, We close this paper with a strengthening of Theorem 3.11. See Weispfenning (2003) for a proposal, in a different direction, to make the notion of comprehensive Gröbner basis more canonical. Proof. By Lemma 3.12 it is enough to show the existence of a universal standard basis G for I such that G(p) is a universal standard basis for I(p), for every prime ideal p of A.
We claim that the following strengthening of Proposition 3.14 holds: For every q ∈ Spec A and admissible ordering there exists a finite subset G q, of I and an open neighborhood U q, of in AO N such that for all p ∈ V (q) and all in U q, , G q, (p) is a standard basis for I(p)κ(p) [[X] ] with respect to . If this claim holds, then by compactness of AO N there exists, for each q ∈ Spec A, a finite subset G q of I with the property that G q (p) is a universal standard basis for I(p)κ(p) [[X] ]. Any universal standard basis G containing G q for each minimal prime q of A then has the desired property.
The proof of the claim proceeds by Noetherian induction on q, as in Proposition 3.14. If q is a maximal ideal we may choose U ,q = AO N for all in AO N and G ,q to be a lifting of a universal standard basis for I(q)κ(q) [[X] ]. Now suppose that q is not maximal, and let G = {g 1 , . . . , g m } be a finite subset of I with the property that G = G(q) is a standard basis with respect to for the ideal I = I(q) of A finishes the inductive step.
