We describe expectation propagation for ap proximate inference in dynamic Bayesian net works as a natural extension of Pearl's ex act belief propagation. Expectation propa gation is a greedy algorithm, converges in many practical cases, but not always. We de rive a double-loop algorithm, guaranteed to converge to a local minimum of a Bethe free energy. Furthermore, we show that stable fixed points of (damped) expectation prop agation correspond to local minima of this free energy, but that the converse need not be the case. We illustrate the algorithms by applying them to switching linear dynamical systems and discuss implications for approxi mate inference in general Bayesian networks.
INTRODUCTION
Algorithms for approximate inference in dynamic Bayesian networks can be roughly divided into two categories: sampling approaches and variational ap proaches. Popular sampling approaches in the con text of dynamic Bayesian networks are so-called par ticle filters. Examples of variational approaches for dynamic Bayesian algorithms are (Ghahramani and Hinton, 1998) for switching linear dynamical systems and (Ghahramani and Jordan, 1997) for factorial hid den Markov models. A subset of the variational ap proaches are methods based on greedy projection. These are similar to standard belief propagation, but include a projection step to a simpler approximate be lief. Examples are the extended Kalman filter, gen eralized pseudo-Bayes for switching linear dynamical systems (Bar-Shalom and Li, 1993) , and the Boyen Koller algorithm for hidden Markov models (Boyen and Koller, 1998) . In this article, we will focus on these greedy projection algorithms.
Expectation propagation (Minka, 2001b) stands for a whole family of approximate inference algorithms that includes loopy belief propagation (Murphy et a!., 1999) and many (improved and iterative versions of) greedy projection algorithms as special cases. In Section 2 we will describe expectation propagation in dynamic Bayesian networks as an extension of exact belief prop agation, the only difference being an additional projec tion (collapse) in the procedure for updating messages. We illustrate the resulting procedure in Section 2.6 on switching linear dynamical systems.
Expectation propagation does not always con verge (Minka, 2001a) . In Section 3 we therefore derive a double-loop algorithm that guarantees convergence to a minimum of a Bethe free energy. Rephrasing the optimization as a saddle-point problem, we can inter pret damped expectation propagation as an attempt to perform gradient descent-ascent.
Simulation results regarding approximate belief prop agation applied to switching linear dynamical systems are presented in Section 4. In Section 5 we end with conclusions and a discussion of implications for ap proximate inference in general Bayesian networks.
·EXPECTATION PROPAGATION AS COLLAPSE-PRODUCT RULE

DYNAMIC BAYESIAN NETWORKS
We consider general dynamic Bayesian networks with latent variables x1 and observations Yt · The graph ical model is visualized in Figure 1 for T == 4 time slices. The joint distribution of latent variables x1,r and observables y1,r can be written in the form where T P(x t,r , Yt,r ) = IJ 1/>t ( Xt-t , Xt , Yt ), t= l and with the convention 1/J1 (xo, X1, yt) = 1jll(x1, Y1), i.e., P(x1lxo) = P(x1 ), the prior. In the follow ing we will not pay special attention to the bound aries: details can be worked out easily. We will as sume that all evidence Y�oT is fixed and given and in clude it in the definition of the potentials 1/Jt(Xt-1 , 1) = 1/Jt (X t -1, Xt,Yt)· x1 can be thought of as a "super node" containing all latent variables for time-slice t, which can include both discrete and continuous vari ables (as e.g. in switching linear dynamical systems).
For convenience we will stick to integral notation.
THE COLLAPSE-PRODUCT RULE
Our goal is to compute one-slice marginals or "be liefs" of the form P(x1ly1,r): the probability of the latent variables in a time slice given all evidence. This marginal is required in many EM-type learning proce dures, but can also be of interest by itself, especially when the latent variables have a direct interpretation. Two-slice marginals P(x1_1 , tiYI'T) and the data like lihood P(YI ,y ) are then obtained more or less for free.
A well-known procedure for computing beliefs in general Bayesian networks is Pearl's belief propaga tion (Pearl, 1988) . Here we will follow a description of belief propagation as a specific case of the sum-product rule in factor graphs (Kschischang et a!., 2001 ). This description is symmetric with respect to the forward and backward messages. We distinguish variable nodes Xt and local function nodes 1/Jt in between variable nodes Xt-l and Xt. The message from 1/Jt forward to Xt is called <lt ( Xt) and the message from 1/Jt back to Xt-1 is referred to as .Bt-l (xt-tl (see Figure 2) .
The belief at variable node Xt is the product of all messages sent from neighboring local function nodes:
The sum-product rule for factor graphs implies that in a chain, variable nodes simply pass the messages that they receive on to the next local function node.
Information about the potentials is incorporated at the corresponding local function nodes. We extend the standard recipe for computing the message from the local function node 1/Jt to a neighboring variable node Xt•, where t' can be either t (forward message) or t-1 (backward message), as follows. Without the collapse operation in step 2, we obtain the standard sum-product rule in a slight disguise. The usual definition excludes in step 1 the incom ing message from Xt• to 1/Jt and has no division af terwards. However, since without collapse "multipli cation + marginalization + division = marginaliza tion", this essentially gives the same procedure. With collapse, the ordering does matter: "multiplication + collapse + division # collapse". An important lesson of expectation propagation, which is repeated here, is that it makes better sense to approximate beliefs and derive the messages from these approximate be liefs than to approximate the messages themselves.
THE EXPONENTIAL FAMILY
For the approximating family of distributions we take a particular member of the exponential family, i.e.,
with I t the canonical parameters and f(xt) the suf ficient statistics. Typically, 1 and f(x) are vectors with many components. Examples are Gaussian, Pois son, Wishart, multinomial, Boltzmann, and condi tional Gaussian distributions, among many others.
If we initialize the forward and backward messages as
for example choosing Ot = /31 = 0, they will stay of this form: the canonical parameters Ot and f3t fully specify the messages a1(x1) and (31(x1) and are all that we have to keep track of. As in exact belief propagation, the belief q1(x t ) is defined as the prod uct of incoming messages, i.e., is of the form (2) with
Typically, there are two kinds of reasons for making a particular choice within the exponential family. Both can be treated within this same framework.
• The exact belief is not in the exponential family and therefore difficult to handle. The approxi mating distribution is of a particular exponential form, but usually further completely free. Exam ples are a Gaussian for the nonlinear Kalman filter or a conditional Gaussian for the switching linear dynamical system treated in Section 2.6.
• The exact belief is in the exponential family, but requires too many variables to fully specify it. The approximate belief is part of the same ex ponential family but with additional constraints, e.g., factorized over (groups of) variables as in the Boyen-Koller algorithm (Boyen and Koller, 1998) .
MOMENT MATCHING
In the projection step, we replace the current estimate P(x) by the approximate q(x) of the form (2) closest to P(x) in terms of the Kullback-Leibler divergence
With q(x) in the exponential family, the solution fol lows from moment matching: we have to find the canonical parameters 1 such that
For members of the exponential family the link func tion g( 1) is unique and invertible: there is a one-to-one mapping from canonical parameters to moments.
FORWARD AND BACKWARD
Working out the moment matching (step 2) and di vision (step 3) in terms of the canonical parameters 01.1 and /31 and the two-slice marginals p1 ( x t-1,t) = P(x1_ 1 ,1) of (1), we arrive at the following forward and backward passes. Note that (f(x1)). only depends on the messages 
The order in which the messages are updated is free to choose. However, iterating the standard forward backward passes seems to be most logical.
Without collapse, i.e., if the exponential family distri bution is not an approximation but exact, we have a standard forward-backward algorithm. In these cases, one can easily show that fxt(DI.t-1,/31 ) = fx t( DI. t _I ) , independent of /31 and similarly iJ1_ 1 ( Dl.t-1, /3 1) = iJ1_1 ( /31): the forward and backward messages do not interfere and there is no need to iterate. This is the case for the two-filter version of the Kalman smoother and for the forward-backward algorithm for hidden Markov models.
EXAMPLE: SWITCHING LINEAR DYNAMICAL SYSTEM
Here we will illustrate the operations required for ap plication of expectation propagation to switching lin ear dynamical systems. Reliable algorithms for ap proximate inference are very relevant, since exact in ference in switching linear dynamical systems is NP hard (Lerner and Parr, 2001) : the number of mixture components needed to describe the exact distribution grows exponentially over time.
The potential corresponding to the switching linear dynamical system graphically visualized in Figure 3 can be written 
consists of M 2 Gaussians: one for each {i,j}. With some bookkeeping, which involves the translation from canonical parameters to moments, we can rewrite (5) where ID;j is a 2N-dimensional vector and V;j a 2N x 2N covariance matrix.
In the forward pass (3), we have to compute the mo ments of P(st-1,�, z1_ 1 ,1) that follow by integrating out z1_1 and summing over S t _ 1 . The integration over z1_1 can be done exactly:
P(s!�1, t> zt) ex: Pij <I>(zt; m; j , V;j ),
where now IDij and V;j are supposed to be restricted to the components corresponding to z1, i.e . , the compo nents N + 1 to 2N in the means and covariances of (5).
Summation over s1_1 yields a mixture of M Gaussians for each switch state j, which is not a member of the exponential family. The conditional Gaussian closest in KL-divergence to this mixture of Gaussians follows from moment matching:
with Pili = Pii/Pi· To find the new forward mes sage a1 ( s1, z t) we have to divide the approximate belief q1(s1, z1) by the backward message {31(s�, zt). This is most easily done by translating q1 ( S t, z1) from the mo ment form above to a canonical form and subtracting the canonical parameters corresponding to /31 ( s�, z1) to yield the new a1 ( s1, Zt) in canonical form.
The procedure for the backward pass ( 4) follows in exactly the same manner by integrating out z1 and collapsing over s1. The forward filtering pass is equiv alent to a method called GPB2 (Bar-Shalom and Li, 1993) , one of the current. most popular inference al gorithms for a switching linear dynamical system. An attempt has been made to obtain a similar smooth ing procedure, but this required quite some additional approximations (Murphy, 1998 ). In the above descrip tion however, forward and backward passes are com pletely symmetric and smoothing does not require any approximations beyond the ones already made for fil tering. Furthermore, the forward and backward passes can be iterated until convergence to find a consistent and better approximation. In a similar way, one can apply expectation propagation to iteratively improve other approximate methods for inference in dynamic Bayesian networks . An iterative version of the Boyen Koller algorithm (Boyen and Koller, 1998) has been proposed in (Murphy and Weiss, 2001) .
OP TIMIZING A FREE ENERGY
THE FREE ENERGY
Fixed points of expectation propagation correspond to fixed points of the "Bet he free energy" (Minka, 2001 b) T-1
Here p refers to all two-slice marginals and q to all one-slice marginals, by definition of the expo nential form (2). This free energy is equivalent to the Bethe free energy for (loopy) belief propagation in (Yedidia et a!., 2001) , with the stronger marginal ization constraints replaced by the weaker expectation constraints (7) that correspond to the projection step in the collapse-product rule. We are specifically inter ested in minima of this free energy.
A DOUBLE-LOOP ALGORITHM
The technical problem is that the free energy (6) may not be convex in {p, q} under the constraints (7), espe cially because of the concave -q log q-term. Bounding this concave part linearly, we obtain This formulation suggests a double-loop algorithm.
In each outer-loop step we reset the bound, i.e., ensure Fb o u nd (p, q, q 0 1d ) = F (p, q). In the inner loop we solve the now convex constrained min imization problem, guaranteeing F(_pnew, q n •w) ::; Fbou n d(P n ew,q n ew,qol d ) :S Fbou nd (p,q,qo ld ) = F (p , q), while satisfying the constraints (7).
The constrained minimization of ( 8) in the inner loop can be turned into unconstrained maximization over
Lagrange multipliers 8, of the functional
if we define log q01 d (x,) := ltf (x,) (plus irrelevant con stants) and substitute Plugging this solution back into the Lagrangian yields (9).
The unconstrained maximization problem is concave and has a unique maximum. Any optimization algo rithm will do, but a particularly efficient and elegant one is obtained by considering the fixed-point equa tions. In terms of the standard forward and backward updates a,= a,(o:t-1,/3,) and /3, = /3,(o:,j3,+1), the gradient with respect to 8, reads 
and Fob) = L log J dx, e -r ?'r(xt) . (14) t =1
Sketch of proof. The bound (8), i.e., the outer-loop step in the double loop algorithm, can be written as a minimiza tion over auxiliary variables 1,, as e.g. explained in (Minka, 2001a 
Straightforwardly damping the updates a�ew = i'r.t and ,13�ew = j=J t, we obtain for ,s, the update (12), but for 'Yt the update (15) with .6.t = 0. Since .6.t and its gradients with respect to tS and 'Y vanish at a fixed point, damped expectation propagation has the same local stability prop erties as the above gradient descent-ascent procedure.
SIMULATION RESULTS
We tested our algorithms on randomly generated switching linear dynamical systems. Each of the gen erated instances corresponds to a particular setting of the potentials 1j;1(xt-l,t). We varied T between 3 and 5, the number of switches between 2 and 4, and the dimension of the continuous latent variables and the observations between 2 and 4. Here we will give a phe nomenological description of the simulation results.
We focus on the quality of the approximated beliefs P(x1ly1,r) and compare them with the beliefs that result from the algorithm of (Lauritzen, 1992) based on the strong junction tree, yielding another conditional Gaussian P(x1ly1,r). We will refer to the latter as the exact beliefs, although in fact only the probabilities of the switches and the mean and covariance of the conditional distribution given the switches are exact.
As a quality measure we consider the Kullback-Leibler
In most cases undamped expectation propagation works fine and converges within a couple of iterations. For a typical instance (see Figure 4 on the left), the KL-divergence drops after a single forward pass ( equiv alent to GPB2) to an acceptably low value, decreases a little more in the smoothing step, and perhaps a lit tle further in one or two more sweeps until no more significant changes can be seen. Damped approximate belief propagation and the double-loop algorithm con verge to the same fixed point, but are less efficient. We will refer to such an instance as "easy".
Occassionally, we ran into a "difficult" instance, where undamped expectation propagation gets stuck in a limit cycle. A typical example is shown in Figure 4 on the right. Here the period of the limit cycle is 8
(eight iterations, each consisting of a forward pass and a backward pass); smaller and even larger periods can be found as well.
Damping the belief updates a lit tle, say with < = 0.5 as in Figure 4 , is for almost all instances sufficient to converge to a stable solution.
The double-loop algorithm always converges as well, with the advantage that no step size has to be set, but usually takes much longer.
We found a single instance in which considerable damping did not lead to convergence. The double loop algorithm did converge, but the minimum ob tained was indeed unstable under single-loop expecta tion propagation, again even with very small step sizes £.
Numerical evaluation of the Hessians at the solu tion of the double-loop algorithm confirms the analy sis around (16) and explains the instability: whereas the Hessian H ; � of the Bet he free energy F* ('y) = max 0 F( /, o) is positive definite (local minimum), the Hessian H-y � of F(T, t5) has one significantly negative eigenvalue (gradient descent-ascent unstable).
It has been suggested (see e.g. (Minka, 2001a) ) that when undamped (loopy) belief propagation does not converge, it makes no sense to force convergence to the minimum of the Bethe free energy using more heavy artillery: the failure of undamped belief propagation to converge indicates that the solution is inaccurate any ways. To check this hypothesis, we did the following experiment. For each of the "difficult" instances that we found, we generated another "easy" instance with the same structure (length of time sequence, number of switch states, and dimensions). In Figure 5 we have plotted the KL-divergences after a single forward pass (corresponding to GPB2) and after convergence ( ob tained with damped expectation propagation or the double-loop algorithm for the "difficult" instances).
The results suggest the following.
• It makes sense to iterate and search for the mini mum of the free energy. For almost all instances, both the "easy" and the "difficult" ones, the be liefs corresponding to the minimum of the free en ergy are closer to the exact beliefs than the ones obtained after a single forward pass.
• Convergence of undamped belief propagation is an indication, but not a clear-cut criterion for the quality of the approximation. Indeed, the "easy" instances typically have a smaller KL-divergence than the "difficult" ones. But not always: there is considerable overlap between the KL-divergences for the "easy" and "difficult" instances.
DISCUSSION AND CONCLUSIONS
We described expectation propagation as a natural ex tension of exact belief propagation. It has the follow ing crucial ingredients.
1. A description of belief propagation, symmetric with respect to forward and backward messages.
2. The notion to project the beliefs and derive the messages from these approximate beliefs, rather than to approximate the messages themselves.
We derived a convergent double-loop algorithm, sim ilar to the one proposed in (Yuille, 2002) for loopy belief propagation. The bound used here makes it pos sible to get rid of all q log q-terms, which makes the re sulting algorithm slightly more efficient, and, perhaps more importantly, much easier to implement. We in terpreted damped expectation propagation as an alter native single-loop algorithm to solve the saddle-point problem (14). It has the nice property that when it converges to a stable fixed point, this must be a min imum of the Bethe free energy. The damped versions suggested in (Minka, 2001a) and (Murphy et a!., 1999) for loopy belief propagation are slightly different and may not share this property.
From a practical point of view, undamped expecta tion propagation works fine in many cases. When it does not, there can still be two different reasons. The innocent reason is a too large step size, similar to tak ing a too large "learning parameter" in a gradient de scent procedure, and is resolved by straightforwardly damping the updates. The more serious reason, which occurred much less frequently in our simulations on switching linear dynamical systems, is when damping does not lead to convergence for very small step sizes.
In that case, we can resort to a more tedious double loop algorithm to guarantee convergence. 
