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1. INTRODUCTION
We consider in this paper the forced viscous scalar conservation law on
Ž .0, 1 with nonlinear boundary feedback control:
u x , t y n u x , t q f u x , t s F x , t x g 0, 1 , t ) 0Ž . Ž . Ž . Ž . Ž .Ž .Ž . xt x x
u 0, t y g u 0, t s 0Ž . Ž .Ž .x 0 t ) 0 1.1Ž .½ u 1, t q g u 1, t s 0Ž . Ž .Ž .x 1
u x , 0 s u x x g 0, 1Ž . Ž . Ž .0
Ž . Ž . Ž .where g , g g C R are nondecreasing functions with g 0 s g 0 s 0,0 1 0 1
1Ž .representing the nonlinear flux feedback controls, f g C R , n ) 0 is the
Ž . Ž .viscosity constant, F x, t is a given body force, and u x is a given initial0
1 2Ž . Ž .state. In particular, 1.1 includes the Burgers equation for f u s u and2
Ž . Ž .zero flux boundary conditions u 0, t s u 1, t s 0.x x
Ž .The viscous scalar conservation law on the infinite domain y‘, ‘ is
w xwell studied. The existence and uniqueness are established in 10, 11 and
w xthe references therein, and in 12, 14 the unique entropy solution for the
Ž .invicid case n s 0 is defined by the vanishing viscosity limit. We also
w x Ž .refer to 11 for the general equation of the type 1.1 in a bounded domain
n w xin R . In 11 the problem is considered in the Holder spaces, and theÈ
existence and uniqueness of classical solutions are shown.
It is the following new and different objectives that motivate this paper.
We study the viscous equation for a general class of flux boundary
Ž .conditions on the bounded interval 0, 1 . The boundary conditions are
Ž .motivated by the feedback stabilization, i.e., the flux u ?, t is controlledx
Ž Ž ..by the nonlinear feedback law yg u ?, t at the end points, in which the
function g determines the stabilization effect.
We assume that the initial condition u and body force F are L‘0
‘Ž . ‘ŽŽ . Ž ..bounded, i.e., u g L 0, 1 and F g L 0, 1 = 0, ‘ . It is nontrivial to0
prove the global existence of solutions and the existence of attractors of
Ž .solutions in a bounded domain with flux boundary conditions as in 1.1
Ž Ž . .because of the lack of a `` f u , u F 0'' type of dissipation property forx
1Ž .u g H 0, 1 .
The contribution of the paper includes the establishment of the L‘
Ž .bounds of solutions for equations in the bounded domain 0, 1 with the
flux function f not globally Lipschitz continuous, and the existence of an
exponentially absorbing set for the monotone feedback boundary condi-
w xtions. In comparison with the results in 11 , we have the improved results
Žin one-dimensional equation as in this paper, which can be extended to
.the multidimensional case in the following regards. The initial function u0
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and the forcing term F are in class L‘ and are not assumed to be smooth.
No smoothness of g is required, and f is only of class C1. The casei
Ž . Ž . Ž Ž . .g u u G 0 including g s 0 by comparison with g u u ) 0 is treated.i i i
More importantly, the method we apply is unique. For example, to obtain
the absorbing set we use a novel application of Stampacchia-type esti-
mates.
Ž .Our approach of showing the global existence of solutions to 1.1 is
w xbased on the semigroup approach 3, 18 and the maximum principle. That
2Ž .is, we define a quasi-monotone nonlinear operator A in L 0, 1 and
Ž .consider the difference approximation implicit Euler of the abstract
Ž .nonlinear evolution equation u s A u , and then we show that A ist
maximal by establishing an L‘ bounded invariant ball of the discrete time
flow. Then the convergence of the discrete time solution to the exact
Ž .solution of 1.1 is established by the nonlinear semigroup theory for the
Ž w x.unforced case and Aubin's compactness lemma e.g., 2 for the forced
case.
We study the effectiveness of the nonlinear feedback mechanism by
studying the asymptotic behavior of the solutions as t “ ‘. Under the
Ž . Ž Ž ..appropriately combined growth conditions on f , g , g see 4.2 , we1 2
w xestablish the absorbing set property 16 ; i.e.,
ys s eyv t q 1 F u x , t F s s eyv t q 1 , 1.2Ž . Ž .Ž . Ž .2 1
where
s s ess sup u x and s s y ess inf u x ,Ž . Ž .1 0 2 0
Ž .xg 0, 1Ž .xg 0, 1
and some s G 1 and v ) 0 independent of the initial condition. We
employ a variant of a Stampacchia-type L‘ estimate that can be found in
w x Ž . Ž5 5 ‘.5 to show 1.2 . Moreover, we show that there exists r s r F withL
Ž .r 0 s 0 such that
5 5 1 5 5 ‘u t F r q e for all t G t u , e 1.3Ž . Ž .Ž .H L0 0
w x Ž . Ž .for each e ) 0. It thus follows from 16, 6 and 1.2 ] 1.3 that the viscous
Ž .scalar conservation law 1.1 has a nonempty compact maximum attractor
A. The case of L p initial data and forcing functions and the vanishing
viscosity limit n “ 0 will be studied in a forthcoming paper.
The notations used in this paper are standard, and we define H s
2Ž . 1Ž . 2Ž .L 0, 1 , X s H 0, 1 where X* is dual space, and Z s H 0, 1 . We
Ž . ² :denote by ?, ? the inner product in H and ? , ? the dual product of
X* = X. Throughout this paper, c is a generic constant.
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w xWe refer to control aspect of the Burgers equation to 1, 9, 4 and the
references therein. The dynamical system theory we employed in this
w xpaper for the infinite dimensional systems is from 16, 17, 6 .
2. UNFORCED CASE: EXISTENCE OF CONTRACTION C0
SEMIGROUP AND STRONG SOLUTIONS
Ž Ž . .Define a nonlinear map A: D A ; H “ H by
A ¤ x s yn ¤ x q f ¤ x 2.1Ž . Ž . Ž . Ž . Ž .Ž .Ž . xx x
with the domain
2 <D A s ¤ g Z s H 0, 1 ¤ 0 y g ¤ 0 s 0 andŽ . Ž . Ž . Ž . Ž .x 0
¤ 1 q g ¤ 1 s 0 . 2.2Ž . Ž . Ž .4Ž .x 1
Ž .Integrating by parts, we have, for each ¤ g D A ,
A ¤ , w s n ¤ , w q f ¤ 1 w 1 y f ¤ 0 w 0Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .x x
q f ¤ , w q n g ¤ 0 w 0 q g ¤ 1 w 1Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .x 0 1
;w g X s H 1 0, 1 . 2.3Ž . Ž .
In this section, we apply the Crandall]Liggett theorem to obtain the
Ž .existence of a contraction C semigroup for the unforced 1.1 , i.e., with0
F ’ 0. Because of the lack of global Lipschitz continuity, to obtain
monotonicity of the nonlinear map A, we introduce the cut-off function of
f for g ) 0,
¡f g q f 9 g y y g if y ) g ,Ž . Ž . Ž .~ < <f y if y F g ,Ž .f y s 2.4Ž . Ž .g ¢f yg q f 9 yg y q g if y - yg .Ž . Ž . Ž .
1Ž .Then f g C R is globally Lipschitz continuous with the Lipschitz con-g
stant,
< X < < <L s sup f x s sup f 9 x . 2.5Ž . Ž . Ž .g g
xgR < <x Fg
We define the corresponding nonlinear map A : X “ X* byg
A ¤ , w s n ¤ , w q f ¤ , w² :Ž . Ž . Ž .Ž .g x x g x
qf ¤ 1 w 1 y f ¤ 0 w 0Ž . Ž . Ž . Ž .Ž . Ž .g g
qn g ¤ 0 w 0 q g ¤ 1 w 1 ;w g X . 2.6Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .0 1
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Then, for each w g X,
2 25 5 5 5 < < < <A ¤ , w F c n ¤ q f ¤ q f ¤ 0 q f ¤ 1² :Ž . Ž . Ž . Ž .Ž . Ž .L Lg x g g g
1< < < < 5 5qn g ¤ 0 q g ¤ 1 w ; 2.7Ž . Ž . Ž .Ž . Ž .Ž . H0 1
Ž .we know that A ¤ is a bounded linear functional on X for each ¤ g X,g
Ž . 1Ž . Žw x.where in 2.7 the continuous Sobolev embedding H 0, 1 ¤ C 0, 1 is
used.
For all ¤ , w g X, since f has the global Lipschitz constant L and gg g 0
and g are nondecreasing, we have1
A ¤ y A w , ¤ y w² :Ž . Ž .g g
5 5 2 2s n ¤ y w q f ¤ y f w , ¤ y wŽ . Ž .Ž .Lx x g g x x
q f ¤ 1 y f w 1 ¤ 1 y w 1Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .g g
y f ¤ 0 y f w 0 ¤ 0 y w 0Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .g g
q n g ¤ 0 y g w 0 ¤ 0 y w 0Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .0 0
q n g ¤ 1 y g w 1 ¤ 1 y w 1Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .1 1
5 5 2 2 5 5 2 5 5 2 5 5 2 ‘G n ¤ y w y L ¤ y w ¤ y w y 2 L ¤ y w .L L L Lx x g x x g
5 5 ‘ 5 51r22 5 51r21By the well-known interpolation inequality ¤ F c ¤ ¤ for allL L H
Ž .¤ g X, togethere with Young's inequality, we can find a constant c g ) 0
such that
A ¤ y A w , ¤ y w² :Ž . Ž .g g
n c gŽ .2 2 2
2 1 25 5 5 5 5 5G n ¤ y w y ¤ y w y ¤ y w . 2.8Ž .L H Lx x 2 n
By choosing
c gŽ .
v s v n s q n , 2.9Ž . Ž .g g n
we obtain, for all v G v ,g
n 2
2 15 5 5 5A ¤ y A w , ¤ y w q v ¤ y w G ¤ y w ;¤ , w g X .² :Ž . Ž . L Hg g 2
2.10Ž .
Hence we have proved the monotonicity part of the following lemma.
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Ž . 1Ž .LEMMA 2.1. Let g , g g C R be nondecreasing functions, f g C R ,0 1
Ž .n , g ) 0 be constants, and A be defined by 26 . Then for all v G v , withg g
Ž .v defined by 2.9 , the nonlinear map B s A q v I: X “ X* is mono-g g , v g
² Ž . Ž . :tone in the sense that B ¤ y B w , ¤ y w G 0 for all ¤ , w g X.g , v g , v
def
Ž . ŽŽ .Moreo¤er, B is hemicontinuous in the sense that z u s B 1 y u ¤ qg , v g , v
. Žw x .u w g C 0, 1 ; X* for all ¤ , w g X. Finally, B is coerci¤e in the senseg , v
² Ž . : 5 5 11that lim “ ‘ B ¤ , ¤ r ¤ s ‘.H5¤ 5 H g , v
Ž .Proof. The monotonicity is proved by 2.10 . The hemicontinuity is a
direct consequence of the definition of B . The coerciveness is ag , v
Ž . ² Ž . : 5 5 1 Ž .consequence of 2.10 with w s 0. Indeed, B ¤ , ¤ r ¤ G nr2 ?Hg , v
5 5 1 5 Ž .5 5 5 1¤ y A 0 “ ‘ as ¤ “ ‘. The proof is completed.H X * Hg
Ž .Next we prove the existence of solutions to the unforced 1.1 . To
w xproceed, we restate 15, Theorem 6.5.2 and Corollary .
THEOREM. Let Y be a reflexi¤e Banach space and T : Y “ Y * be a
coerci¤e hemicontinuous monotone map. Then T is one-to-one and onto.
By applying the above theorem and the standard elliptic partial differen-
Ž w x.tial equation theory e.g., 8 , we have the following lemma.
LEMMA 2.2. Assume that the conditions of Lemma 2.1 hold true. Then
B : X “ X* defined in Lemma 2.1 is one-to-one and onto, i.e., for eachg , v
Ž .j g X*, there is a unique w g X such that B w s j in the distributionalg , v
sense, i.e.,
² : 1B w , ¤ s j , ¤ ;¤ g X s H 0, 1 . 2.11² :Ž . Ž . Ž .g , v
2Ž . 2Ž .Moreo¤er, if j g H s L 0, 1 , then w g Z s H 0, 1 , and it satisfies
vw x y nw x q f w x s j xŽ . Ž . Ž . Ž .Ž .Ž .x x g x
w 0 y g w 0 s 0, w 1 q g w 1 s 0, 2.12Ž . Ž . Ž . Ž . Ž .Ž . Ž .x 0 x 1
Ž . Žw x.where the first equation holds for a.e. x g 0, 1 . Furthermore, if j g C 0, 1 ,
2Žw x. w xthen w g C 0, 1 and the first equation holds for e¤ery x g 0, 1 .
We need to consider, for l ) 0 small enough, the restricted nonlinear
Ž . <map I q l A : K “ H, whereK gg
def
‘5 5K s ¤ g D A ¤ F g . 2.13 4Ž . Ž .Lg
LEMMA 2.3. Assume that the conditions of Lemma 2.1 hold true. As-
Ž . Ž .sume, in addition, g 0 s 0 for i s 0, 1. Then, for all l g 0, 1rv , thei g
ŽŽ . < . Ž . Ž .range R I q l A > Cl K , where Cl K is the closure of K inK H g H g gg
2Ž .H s L 0, 1 .
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Proof. We first prove that for each j g K , there is a w g K such thatg g
Ž .Ž .I q l A w s j . Since j g K ; X*, by Lemma 2.2, for each l gg
Ž . Ž .0, 1rv , there is a w g X such that B w s jrl in the distributiong g , 1rl
Ž . Ž .Ž .sense 2.11 , which yields I q l A w s j . In particular, because j g Kg g
Žw x. 2Žw x.; C 0, 1 , Lemma 2.2 implies that there exists a w g C 0, 1 satisfying
w xw x q l ynw x q f w x s j x ; x g 0, 1Ž . Ž . Ž . Ž .Ž .Ž .ž /x x g x
w 0 y g w 0 s 0, w 1 q g w 1 s 0. 2.14Ž . Ž . Ž . Ž . Ž .Ž . Ž .x 0 x 1
Ž . Ž .Ž .Hence w g D A . To prove w g K and I q l A w s j , by the fact thatg
Ž . Ž . Ž .f c s f c for all c g K , we need only prove yg F w x F g for allg g
w xx g 0, 1 . We use the maximum principle.
Ž . Ž .Indeed, if w attains its positive maximum at x g 0, 1 , since w x F 00 x x 0
Ž Ž Ž .. XŽ Ž .. Ž . Ž . Ž .and f w x s f w x w x s 0, 2.14 yields max w x sg 0 x g 0 x 0 x gw0, 1x
Ž . Ž .w x F j x F g .0 0
Now we suppose that w attains its positive maximum at x s 0. By the0
Ž . Ž . Ž Ž ..boundary conditions in 2.14 , w 0 s g w 0 G 0 because of the factx 0
Ž . Ž . Ž . Ž .that g 0 s 0, g y is nondecreasing and w 0 ) 0. But w 0 cannot be0 0 x
positive in this case; otherwise it would contradict the assumption that
Ž . Ž . Ž Ž Ž ...w 0 is a positive maximum. Thus w 0 s 0 and then f w 0 s 0.x g x
Ž . Ž . Ž Ž . Ž .Together with 2.14 and the fact that w 0 F 0 otherwise w x G w 0x x
. Ž . Ž . Ž .for x ) 0 small enough , we still have max w x s w 0 F j 0 F g .x gw0, 1x
By the same token, if w attains its positive maximum at x s 1, then0
Ž . Ž . Ž .max w x s w 1 F j 1 F g .x gw0, 1x
Ž . w xSimilarly, we can prove that w x G yg holds for all x g 0, 1 . The
proof for the case j g K is completed.g
Ž .Now we consider the general case that j g Cl K . We can choose aH g
 4 2Ž .sequence j ; K , such that j “ j strongly in H s L 0, 1 . Sincen g n
Žw x. 5 5 ‘j g K ; C 0, 1 and j F g , by Lemma 2.2 and the previous argu-Ln g n
 4 2Žw x.ments, the sequence w ; C 0, 1 satisfyingn
w xw x q l ynw x q f w x s j x ; x g 0, 1Ž . Ž . Ž . Ž .Ž Ž .Ž .n n , x x g n nx
w 0 y g w 0 s 0, w 1 y g w 1 s 0 2.15Ž . Ž . Ž . Ž . Ž .Ž . Ž .n , x 0 n n , x 1 n
5 5 ‘has the property that w F g . By the standard elliptic partial differen-Ln
1Ž . 2Ž .tial equation theory, w “ w strongly in H 0, 1 and w g H 0, 1 satis-n
Ž . 5 5 ‘ 5 5 ‘fies 2.12 . Hence w “ w pointwise and w F sup w F g , whichL Ln n n
Ž . Ž . Ž .proves w g K . Therefore, f w s f w . Together with 2.12 , we con-g g
Ž .Ž .clude that I q l A w s j . The proof is completed.
Ž w x.By applying the Crandall]Liggett Theorem see, e.g., 17, 13, 3 , we
have the following existence of a contraction C semigroup for the0
Ž .unforced 1.1 .
ITO AND YAN278
THEOREM 2.1. Assume the conditions of Lemmas 2.1 and 2.3 hold true.
Ž . ‘Ž .then yA generates a nonlinear contraction C semigroup S t on L 0, 1 s0
‘ Ž .D Cl K , namely,ms 1 H m
y1t
S t ¤ s lim I q A ¤Ž . Ž . Ž .ž /nn“‘
in H s L2 0, 1 , ;¤ g L‘ 0, 1 , ; t ) 0. 2.16Ž . Ž . Ž .
5 Ž .Ž .5 ‘ 5 5 ‘ ‘Ž . 5 Ž .Ž .Moreo¤er, S t ¤ F ¤ for all ¤ g L 0, 1 and S t ¤ yL L
vÄ t ‘2 2Ž .Ž .5 5 5 Ž .S t w F e ¤ y w for all ¤ , w g L 0, 1 and t G 0, where v sÄL L
Ž .v is defined by 2.9 .max5¤ 5 , 5 w 5 4‘ ‘L L
<Proof. By the Crandall]Liggett Theorem, for each g ) 0, yA gen-Kg
Ž . Ž . 5 Ž .Ž .5 ‘erates a C semigroup S t on Cl K such that S t ¤ F g for allL0 g H g g
Ž . 5 Ž .Ž . Ž .Ž .5 2 vg t 5 5 2¤ g Cl K and S t ¤ y S t w F e ¤ y w for all ¤ , w gL LH g g g
Ž . Ž .K and t G 0. Hence S t is increasing in g in the sense that S t is ang g g 2
Ž .extension of S t if g G g . Therefore the desired nonlinear contractiong 2 11
Ž .C semigroup S t exists. The proof is completed.0
Ž .The definition of the C -semigroup 2.16 is in the weak sense, with0
Ž . Ž . Ž .u ?, t s S t u ? not necessarily differentiable with respect to t. We need0
to obtain stronger results so that the unforced conservation law has a
solution in the classical sense.
By the standard elliptic partial differential equation arguments, A:
Ž . ‘ Ž .K ; H “ H is a closed nonlinear map. Moreover, D K s D A .m ms1 m
w xApplying 17, Theorem 5.2 , we have the following existence of strong
Ž .solutions of the unforced 1.1 .
THEOREM 2.2. Assume that the conditions of Theorem 2.1 hold true.
Ž .Then the nonlinear contraction semigroup S t gi¤en by Theorem 2.1 satisfies
Ž .Ž Ž .. Ž . Ž .S t D A ; D A , and S t u is differentiable in t for all t ) 0 pro¤ided0
Ž . Ž .u g D A . In other words, there is a unique strong solution u x, t of the0
unforced conser¤ation law
w xu x , t y n u x , t q f u x , t s 0 x g 0, 1 , t ) 0Ž . Ž . Ž .Ž .Ž . xt x x
u 0, t y g u 0, t s 0Ž . Ž .Ž .x 0 t G 05u 1, t q g u 1, t s 0Ž . Ž .Ž .x 1
w xu x , 0 s u x x g 0, 1 ,Ž . Ž .0
2.17Ž .
Ž . 5 Ž .5 2 5 5 2pro¤ided u g D A . Furthermore, u ?, t F u for all t G 0 pro-L L0 0
Ž .¤ided u g D A .0
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5 Ž .5 2Theorem 2.2 demonstrates that u ?, t does not blow up at any finiteH
Ž . 5 Ž .5 1 5 Ž .5 ‘time t provided u g D A . Thus u ?, t and u ?, t do not blowH L0
up at any finite t. But Theorem 2.2 does not give explicit bounds for
5 Ž .5 1 5 Ž .5 ‘u ?, t , u ?, t , etc., in t. We will study these bounds in Sections 3H L
and 4. We consider the more general case, the forced case.
3. FORCED CASE: GLOBAL EXISTENCE, UNIQUENESS
AND REGULARITY
Ž .For the forced 1.1 , we adopt the following abstract setting:
du
q A u s F , 3.1Ž . Ž .
dt
Ž . Ž . Ž .with D A and A defined by 2.2 and 2.1 . If there is no confusion, we
Ž . Ž . Ž .state u s u t s u ?, t g D A for each t G 0. Consider the time dis-
cretization by using the backward Euler's method,
u q hA u s u q hG , 3.2Ž . Ž .kq1 kq1 k k
Ž . tkq 1 Ž .where G s 1rh H F ?, t dt and t s kh. First we study the existencek t kk
Ž .and some properties of the solutions of 3.2 .
LEMMA 3.1. Suppose the conditions of Theorem 2.1 hold true, u g0
‘Ž . ‘ŽŽ . Ž .. Ž . 5 5 ‘L 0, 1 and F g L 0, 1 = 0, T for some finite T ) 0. Let g t s u L0
5 5 ‘ Ž Ž .. Ž .q t F . Then for h g 0, 1rg T , Eq. 3.2 has a uniqueL ŽŽ0, 1.=Ž0, T ..
Ž .solution u g D A for 1 F k F Trh withk
5 5 ‘u F g t 3.3Ž . Ž .Lk k
and
m1 12 2
2 25 5 5 5u q u y uÝL Lm k ky12 2 ks1
mn h 12 2
2 25 5 5 5q u F u q t M t 3.4Ž . Ž .Ý L Lk , x 0 m 0 m2 2ks1
for 1 F m F Trh, where
def
‘5 5M t s g t FŽ . Ž . L ŽŽ0 , 1.=Ž0 , T ..0
1 2< < < <q max f y q 2 max f y y . 3.5Ž . Ž . Ž .
2n < < Ž . < < Ž .y Fg t y Fg t
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Ž .Proof. We prove 3.3 by induction. The case for k s 0 is trivial.
Ž . 5 5 ‘ Ž .Suppose that u g D A with u F g t . By Lemma 2.2, for eachLk k k
Ž . Ž .g ) 0 and h g 0, 1rv with v defined by 2.9 , we can find a uniqueg g
Ž .solution u g D A satisfyingkq1
u x q h yn u x q f u x s u x q hG xŽ . Ž . Ž . Ž . Ž .Ž .Ž .ž /kq1 kq1, x x g k k kx
a.e. x g 0, 1 . 3.6Ž . Ž .
By the same argument as the proof of Lemma 2.3, we know that
5 5 ‘ 5 5 ‘ 5 5 ‘u F u q hG F g t q h F s g t . 3.7Ž . Ž . Ž .L L L ŽŽ0 , 1.=Ž0 , T ..kq1 k k k kq1
Ž . Ž .Choosing g s g in 3.6 , we obtain 3.2 .kq1
2 Ž .Taking the L inner product of 3.2 with u , integrating by parts, andkq1
Ž .using Young's inequality and the fact that yg y G 0 for all y g R andj
Ž Ž . .i s 0, 1 since g is nondecreasing and g 0 s 0 , we obtaini i
1 n h2 2 2 2
2 2 2 25 5 5 5 5 5 5 5u y u q u y u q uŽ .L L L Lkq1 k kq1 k kq1, x2 2
1 2
‘< < 5 5 < <Fh 2 max f y y qg t F q max f y .Ž . Ž . Ž .L ŽŽ0 , 1.=Ž0 , T ..kž /2n< < Ž . < < Ž .y Fg t y Fg tk k
3.8Ž .
Ž . Ž .Summing up 3.8 , 3.4 is proved. The proof is completed.
Ž . Ž . qNext we study 3.1 as the limit of 3.2 as h “ 0 . For this purpose, we
define two interpolation functions,
t y kh
Ž1. Ž2.u t s u and u t s u q u y uŽ . Ž . Ž .h k h k k ky1h
if t g k y 1 h , kh , 3.9Ž . Ž .Ž
Ž .where u is the solution to the semidiscrete equation 3.2 in the sense ofk
Lemma 3.1. Then one can check that
tŽ2. Ž1.u t y u s yAu s q G s ds, 3.10Ž . Ž . Ž . Ž .Ž .Hh 0 h h
0
Ž . Ž . tkq 1 Ž .where G t s G s 1rh H F ?, s ds andh k tk
duŽ2. t u y uŽ .h k ky1s s yA u q G 3.11Ž . Ž .k ky1dt h
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ŽŽ . . 1Ž .for t g k y 1 h, kh . Then, for any w g X s H 0, 1 ,
Ž2.du tŽ .h
, w¦ ;dt
< ² : ² : <s y A u , w q G , wŽ .k ky1
s yn u , w y f u , w y f u 1 w 1 q f u 0 w 0Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .k , x x k x k k
yn g u 0 w 0 q g u 1 w 1 q G , wŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ž .0 k 1 k ky1
5 5 2 < <F c n u q max f yŽ .Lk , xž
< < Ž .y Fg T
< < 5 5 ‘ 5 5 1q2n max g y q F w .Ž . L ŽŽ0 , 1.=Ž0 , T .. H/
< < Ž .y Fg T
Hence
2Ž2.du tŽ .T h
dtH dt X *0
w xTrh
2
25 5F c n h uÝ Lk , xž ks1
< < < < 5 5 ‘qT max f y q 2n max g y q F .Ž . Ž . L ŽŽ0 , 1.=Ž0 , T ..ž / /< < Ž . < < Ž .y Fg T y Fg T
Combining with Lemma 3.1, we arrive at
uŽ2. t is uniformly bounded in L2 0, T ; X in h ) 0;Ž . Ž .h
duŽ2.h 2t is uniformly bounded in L 0, T ; X* in h ) 0.Ž . Ž .
dt
By standard arguments, X ¤¤ H ¤ X*, where the first embedding is
Ž w x.compact. By Aubin's Lemma see Lemma 8.4 of 2 , there exists a
Ž2.Ž . Ž2.Ž . 2Ž . 1Ž .sequence u t of u t and u g L 0, T ; X l H 0, T , X* such thath hn
uŽ2. “ u strongly in L2 0, T ; H ;Ž . Ž .hn
uŽ2. ' u weakly in L2 0, T ; X ;Ž . Ž .hn 3.12Ž .
duŽ2. duhn 2' weakly in L 0, T ; X* .Ž . Ž .
dt dt
Ž .To improve the regularity results in 3.12 , we need to strengthen
Lemma 3.1 as follows.
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LEMMA 3.2. Suppose that the conditions of Lemma 2.1 hold true. Let
Ž . Ž . Ž Ž ..g t and M t be as in Lemma 3.1. Then for h g 0, 1rg T , the unique0
solution u gi¤en by Lemma 3.1 satisfiesk
m m
2 2 2
2 2 25 5 5 5 5 5u q u y u q n h uÝ ÝL L Lm , x k , x ky1, x k , x x
ksm ksm1 1
12 2
2 25 5 < < 5 5F u q max f 9 y ? u q M t , 3.13Ž . Ž . Ž .L Lm , x m 1 m1 1n < < Ž .y Fg tm
for 1 F m F m F Trh, where1
2 t
‘5 5M t s FŽ . L ŽŽ0 , 1.=Ž0 , T ..1 n
2
< < < < < <q 2 tg t max g y q g y q max f 9 y ? M t .Ž . Ž . Ž . Ž . Ž .Ž .0 1 0n< < Ž . < < Ž .y Fg t y Fg t
3.14Ž .
2 Ž .Proof. Taking the L inner product of 3.2 with yu , integratingkq1, x x
by parts, and following the similar treatment in the proof of Lemma 3.1,
we have
5 5 2 5 5 2 2 5 5 2 2 5 5 2 2u y u q u y u q n h uL L L Lkq1, x k , x kq1, x k , x kq1, x x
< < < <F 2g t max g y q g yŽ . Ž . Ž .Ž .k 0 1
< < Ž .y Fg tk
2 2 2 2
2 25 5 < < 5 5q h G q max f 9 y ? h u .Ž .L Lk kq1, xž /n < < Ž .y Fg tk
Ž . Ž .Summing up k and applying 3.4 , we obtain 3.13 . The proof is com-
pleted.
Ž . Ž .Since u g D A for 1 F k F Trh, 3.11 yieldsk
Ž2.du tŽ .h
25 5F y A u q GŽ . Lk ky1
2dt L
5 5 2 < < 5 5 2 5 5 ‘F n u q max f 9 y ? u q F .Ž .L L L ŽŽ0 , 1.=Ž0 , T ..k , x x k , x
< < Ž .y Fg T
It follows from Lemmas 3.1 and 3.2 that
uŽ2. t is uniformly bounded in L2 0, T ; Z in h ) 0;Ž . Ž .h loc
duŽ2.h 2t is uniformly bounded in L 0, T ; H in h ) 0,Ž . Ž .locdt
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2Ž .where Z s H 0, 1 . Combining with the previous arguments, we can find
Ž2.Ž . Ž Ž2.Ž ..a subsequence of u t still denoted by u t such thath hn n
uŽ2. “ u strongly in L2 0, T ; XŽ . Ž .h locn
uŽ2. ' u weakly in L2 0, T ; ZŽ . Ž .h locn 3.15Ž .
duŽ2. duhn 2' weakly in L 0, T ; H .Ž . Ž .locdt dt
Ž .To pass the limit to the discrete conservation law 3.10 , we also need
the convergence of uŽ1., which is given by the following lemma.hn
LEMMA 3.3. Let uŽ1. and uŽ2. be piecewise constant and piecewise linear
Ž .functions defined by 3.9 . Then
5 Ž2. Ž1. 5 2lim u y u L Ž0 , T ; H .h hqh“0
5 Ž2. Ž1. 5 2s lim u y u s 0. 3.16Ž .L Ž0 , T ; X .h hqh“0
Ž1. Ž2. Ž . 5 Ž2.Proof. By the definition of u and u in 3.9 , we have u yh
Ž1. 5 2 2 Ž . wT r h x 5 5 2 2 Ž . w xu s hr3 Ý u y u q O h , where s denotes theL Ž0, T ; H . Lh ks1 k ky1
w x w x Ž . qlargest integer s such that s F s and O h “ 0 as h “ 0 . Thus, by
5 Ž2. Ž1. 5 2 Ž . 5 Ž2.qLemma 3.1, lim u y u s 0. Again by 3.9 , u yL Ž0, T ; H .h“ 0 h h h
Ž1. 5 2 2 Ž . T r h 5 5 2 1 Ž . Ž .u s hr3 Ý u y u q O h for any d g 0, T .L Žd , T ; X . Hh ksw d r h x k ky1
d 5 Ž1.Ž .5 2 2 w d r h xy1 5 5 2 2 Ž . d 5 Ž2.Ž .5 2 2But H u t dt s hÝ u q O h and H u t dt sL L L0 h ks0 k 0 h
Ž . w d r h xy 1 5 5 2 2 Ž .4 hr3 Ý u q O h . Then by Lemmas 3.1 and 3.2,Lks 0 k
5 Ž2. Ž1. 5 2qlim u y u s 0. The proof is completed.L Ž0, T ; X .h“ 0 h h
With the preparations in this section, we are ready to prove the
Ž .existence of solutions for the scalar conservation law 1.1 .
THEOREM 3.1. Suppose the conditions of Theorem 2.1 hold true, F g
‘ŽŽ . Ž .. ‘Ž .L 0, 1 = 0, T and u g X s L 0, 1 . Then the scalar conser¤ation law0
Ž . Ž . 2 Ž . 1 Ž .1.1 has a unique solution u t g L 0, T ; Z l H 0, T ; H lloc loc
2Ž . 1Ž . ‘ŽŽ . Ž ..L 0, T ; X l H 0, T ; X* l L 0, 1 = 0, T such that
t2 2 2
2 2 25 5 5 5 5 5u t q 2n u s ds F u t q 2 tM t , 3.17Ž . Ž . Ž . Ž . Ž .L H L Lx 0 0
t0
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for all t G t G 0 and0
t2 2
2 25 5 5 5u t q n u s dsŽ . Ž .L H Lx x x
t0
12 2
2 25 5 < < 5 5F u t q max f 9 y ? u t q M t q M t ,Ž . Ž . Ž . Ž . Ž .L Lx 0 0 0 1n < < Ž .y Fg t
3.18Ž .
Ž . Ž .for all t G t ) 0, where M t and M t are as in Lemmas 3.1 and 3.2.0 0 1
Ž . ‘Žw x w x.Proof. By 3.10 , we have, for each ¤ g C 0, 1 = 0, T ,
duŽ2. ?, sŽ .T hn , ¤ ?, s dsŽ .H ¦ ;dt0
T Ž1. Ž1.s yn g u 0, s ¤ 0, s q g u 1, s ¤ 1, s dsŽ . Ž . Ž . Ž .H Ž . Ž .ž /0 h 1 hn n
0 3.19Ž .
T TŽ1.y n u ?, s , ¤ ?, s ds q G ?, s , ¤ ?, s dsŽ . Ž . Ž . Ž .Ž .H HŽ .h , x x hn n
0 0
T Ž1. Ž1.y f 9 u ?, s u ?, s , ¤ ?, s dsŽ . Ž . Ž .H Ž .ž /h h , xn n
0
Ž1. 5 Ž1.Ž .5 ‘ Ž .By Lemmas 3.1 and 3.2 and the definition of u , we have u t F g tLh hn nw xfor all t g 0, T . Then, for i s 0, 1 and for any « ) 0,
T Ž1.g u i , s y g u i , s dsŽ . Ž .Ž .H Ž .ž /i h in
0
< <F 2« max g yŽ .i
< < Ž .y Fg T
1r2
T 2X Ž1.'< <q max g y T u i , s y u i , s ds . 3.20Ž . Ž . Ž . Ž .Hi hnž /< < Ž .y Fg T «
Ž1. Ž . 2Ž .But u “ u t strongly in L « , T ; X together with the continuoushn 1Ž . Žw x.Sobolev embedding H 0, 1 ¤ C 0, 1 , we have, for i s 0, 1,
T T2 2Ž1. Ž1.u i , s y u i , s ds F u ?, s y u ?, s dsŽ . Ž . Ž . Ž .H H ‘h hn n L
« «
5 Ž1. 5 2 2F c u y u “ 0 as n “ ‘.L Ž« , T ; X .hn
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Ž .Thus 3.20 yields
T Ž1. < <lim sup g u i , s y g u i , s ds F 2« max g y 3.21Ž . Ž . Ž . Ž .Ž .H Ž .ž /i h in < < Ž .y Fg T0n“‘
for arbitrary « ) 0. Let « “ 0q; we obtain
T Ž1. Ž1.g u 0, s ¤ 0, s q g u 1, s ¤ 1, s dsŽ . Ž . Ž . Ž .H Ž . Ž .ž /0 h 1 hn n
0
T“ g u 0, s ¤ 0, s q g u 1, s ¤ 1, s ds as n “ ‘.Ž . Ž . Ž . Ž .Ž . Ž .Ž .H 0 1
0
3.22Ž .
Ž . Ž . ‘ŽŽ . Ž ..Now by 3.12 and 3.16 and using the fact that u g L 0, 1 = 0, T , we
Ž .can pass to the limit of 3.19 to obtain
du ?, sŽ .T
, ¤ ?, s dsŽ .H ¦ ;dt0
T
s yn g u 0, s ¤ 0, s q g u 1, s ¤ 1, s dsŽ . Ž . Ž . Ž .Ž . Ž .Ž .H 0 1
0
T
y n u ?, s , ¤ ?, s dsŽ . Ž .Ž .H x x
0
3.23Ž .
T
y f 9 u ?, s u ?, s , ¤ ?, s dsŽ . Ž . Ž .Ž .Ž .H
0
T
q F ?, s , ¤ ?, s dsŽ . Ž .Ž .H
0
‘Žw x w x.for all ¤ g C 0, 1 = 0, T .
Ž . Ž . 2Ž . 2Ž .Let us fix « g 0, T . By 3.15 , u g L « , T ; Z l L 0, T ; H . Integrat-
Ž . ‘Žw x w x.ing by parts in 3.23 , we obtain, for all ¤ g C 0, 1 = « , T ,
du x , tŽ .T 1
y n u x , tŽ .H H x xž dt« 0
qf 9 u x , t u x , t y F x , t ¤ x , t dx dtŽ . Ž . Ž . Ž .Ž . /
T
s yn g u 0, t y u 0, t ¤ 0, tŽ . Ž . Ž .Ž .Ž . .H 0 x
«
q g u 1, t q u 1, t ¤ 1, t dt. 3.24Ž . Ž . Ž . Ž .Ž .Ž .1 x
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‘Žw x w x. Ž .By taking all possible ¤ g C 0, 1 = « , T , we know that for a.e. x, T0
Ž . Ž .g 0, 1 = « , T ,
u x , t y n u x , t q f u x , t s F x , t . 3.25Ž . Ž . Ž . Ž . Ž .Ž .Ž . xt x x
Ž . Ž .By straightforward real analysis arguments, for a.e. t g « , T , 3.25 is
Ž . Ž . ‘Žw x w x.true for a.e. x g 0, 1 . Hence 3.24 yields, for all ¤ g C 0, 1 = « , T ,
T
g u 0, t y u 0, t ¤ 0, tŽ . Ž . Ž .Ž .Ž .H 0 x
«
q g u 1, t q u 1, t ¤ 1, t dt s 0.Ž . Ž . Ž .Ž .Ž .1 x
Ž .Thus, for a.e. t g « , T ,
u 0, t y g u 0, t s 0 u 1, t q g u 1, t s 0. 3.26Ž . Ž . Ž . Ž . Ž .Ž . Ž .x 0 x 1
Ž . Ž . Ž . Ž .But « g 0, T is arbitrary, and 3.25 and 3.26 hold for a.e. t g 0, T .
Ž . Ž . ‘Žw x w x.Furthermore, by 3.19 and 3.23 , for ¤ g C 0, 1 = 0, T with
Ž .¤ x, T s 0, we have
TŽ2. Ž2.y u ?, 0 , ¤ ?, 0 y u ?, s , ¤ ?, s dsŽ . Ž . Ž . Ž .HŽ . Ž .h h tn n
0
T Ž1. Ž1.s yn g u 0, s ¤ 0, s q g u 1, s ¤ 1, s dsŽ . Ž . Ž . Ž .H Ž . Ž .ž /0 h 1 hn n
0
3.27Ž .
T TŽ1.y n u ?, s , ¤ ?, s ds q G ?, s , ¤ ?, s dsŽ . Ž . Ž . Ž .Ž .H HŽ .h , x x hn n
0 0
T Ž1. Ž1.y f 9 u ?, s u ?, s , ¤ ?, s dsŽ . Ž . Ž .H Ž .ž /h h , xn n
0
and
T
y u ?, 0 , ¤ ?, 0 y u ?, s , ¤ ?, s dsŽ . Ž . Ž . Ž .Ž . Ž .H t
0
T T
s yn u ?, s , ¤ ?, s ds y f 9 u ?, s u ?, s , ¤ ?, s dsŽ . Ž . Ž . Ž . Ž .Ž .Ž .Ž .H Hx x
0 0
T
y n g u 0, s ¤ 0, s q g u 1, s ¤ 1, s dsŽ . Ž . Ž . Ž .Ž . Ž .Ž .H 0 1
0
T
q F ?, s , ¤ ?, s ds. 3.28Ž . Ž . Ž .Ž .H
0
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Ž2.Ž . Ž .Note that u ?, 0 s u for each n. By passing to the limits of 3.27 , andh 0n
Ž . Ž Ž .. Ž Ž . Ž ..combining with 3.28 , we obtain u , ¤ ?, 0 s u ?, 0 , ¤ ?, 0 . But ¤ is0
Ž . Ž . Ž .arbitrary, and we obtain u x, 0 s u x a.e. x g 0, 1 . In addition, since0
2Ž . 2Ž .u g L 0, T ; X and durdt g L 0, T ; X* and the Sobolev embedding
‘Ž . w xX ¤¤ L 0, 1 ¤ X* holds, by Lemma 5.5.1 of 15 , we have u g
Ž .C 0, T ; H , and thus
u ?, t “ u ?, 0 s u in L‘ 0, 1 as t “ 0q. 3.29Ž . Ž . Ž . Ž .0
As a summary, we arrive at
u x , t y n u x , t q f u x , t s F x , t a.e. x g 0, 1Ž . Ž . Ž . Ž . Ž .Ž .Ž . xt x x
u 0, t y g u 0, t s 0Ž . Ž .Ž .x 0 3.30Ž .5u 1, t q g u 1, t s 0Ž . Ž .Ž .x 1
Ž . ‘Ž . qfor a.e. t ) 0 and u ?, t “ u in L 0, 1 as t “ 0 .0
Ž . Ž .To prove the uniqueness, we assume that u t and u t are two1 2
Ž . Ž .solutions of 1.1 . Then, by 2.10 ,
1 d 2
25 5 ² :u t y u t s y A u t y A u t , u t y u tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .L2 1 2 1 2 12 dt
5 5 2 2F v u t y u t ,Ž . Ž . L2 1
Ž . 5 5 ‘ 5 5 ‘ 4where v G v as in 2.9 , with g s max u , uL ŽŽ0, 1.=Ž0, T .. L ŽŽ0, 1.=Ž0, T ..g 1 2
Ž . Ž .- ‘. By Gronwall's inequality and the fact that u 0 s u 0 s u , we1 2 0
5 Ž . Ž .5 2 2 vT 5 Ž . Ž .5 2 2 Ž .obtain u t y u t F e u 0 y u 0 s 0. Hence u x, t sL L2 1 2 1 2
Ž . Ž . Ž . Ž .u x, t a.e. x, t g 0, 1 = 0, T , which completes the proof of unique-1
ness.
Ž . Ž . Ž . Ž .Finally, 3.17 and 3.18 follow from the estimates 3.4 and 3.13 in
Lemmas 3.1 and 3.2. The proof of Theorem 3.1 is therefore completed.
At the end of this section, we present some interesting special cases.
Ž . kq1 Ž .EXAMPLE 3.1. Consider the case f y s y r k q 1 for an integer
Ž . Ž .k G 0 and g y s g y s 0. Then, by Theorem 3.1, we have the global0 1
existence, uniqueness, and regularity of the solutions of the following
system:
u x , t y n u x , t q uk x , t u x , t s F x , tŽ . Ž . Ž . Ž . Ž .t x x x
u 0, t s u 1, t s 0Ž . Ž .x x
u ?, t s u x ,Ž . Ž .0
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‘Ž . Ž .provided u g L 0, 1 . A particular case is the Burgers equation k s 10
with homogeneous Neumann boundary conditions. Note that the initial
‘Ž .data can be arbitrarily large, as long as it is in L 0, 1 .
EXAMPLE 3.2. Let f be as in Example 3.1. Consider the nonlinear flux
Ž . < < r Ž . < < rfeedback model g y s b y y and g y s b y y, where b , b G 00 0 1 1 0 1
and r G 0. Then, by Theorem 3.1, we have the existence, uniqueness, and
regularity of the solutions of the following system:
u x , t y n u x , t q uk x , t u x , t s F x , tŽ . Ž . Ž . Ž . Ž .t x x x
< < r < < ru 0, t y b u 0, t u 0, t s 0, u 1, t q b u 1, t u 1, t s 0Ž . Ž . Ž . Ž . Ž . Ž .x 0 x 1
u x , 0 s u x ,Ž . Ž .0
‘Ž . ‘ŽŽ . Ž ..provided u g L 0, 1 and F g L 0, 1 = 0, ‘ . Note again that k s 10
gives the Burgers equation, and the initial data can be large. The special
w xcase of r s 0 is the linear boundary feedback control considered in 1 for
the Burgers equation.
We will see, in the following section, that the motivation of considering
the nonlinear boundary feedback control is that the system is dissipati¤e.
4. DYNAMICS: L‘ ESTIMATES AND GLOBAL
L‘ ATTRACTORS
In this section we study absorbing properties, compactness of the solu-
Ž .tions to 1.1 , and the existence of global attractors by applying a Stampac-
chia-type L‘ estimate. We assume that the conditions of Theorem 3.1 hold
true.
We first set
s s ess sup u x and l t s s eyv t q 1, 4Ž . Ž .1 0 1
Ž .xg 0, 1
where v ) 0 is to be determined below. For s G 1,
u x , t s max 0, u x , t y sl t . 4Ž . Ž . Ž .s
Ž . 1Ž . Ž .Clearly, u ?, t g X s H 0, 1 for a.e. t ) 0 and u x, 0 s 0 for a.e.s s
Ž .x g 0, 1 .
NONLINEAR BOUNDARY FEEDBACK 289
Ž . py1Let p ) 2. Multiplying 1.1 by u and integrating with respect to xs
Ž .over 0, 1 , we have
1 d 1 1 1p yv t py1 py1u dx y vss e u dx q f 9 u u u dxŽ .H H Hs 1 s x sp dt 0 0 0
q n g u 0, t u py1 0, t q g u 1, t u py1 1, tŽ . Ž . Ž . Ž .Ž . Ž .Ž .0 s 1 s
1 1py2 py1q n p y 1 u u u dx s Fu dx.Ž . Ž .H Hs s x sx
0 0
We write
y
py1H y , s s f 9 s q s s ds for y , s G 0,Ž . Ž .H
0
then
1 py1f 9 u u u dx s H u 1, t , sl t y H u 0, t , sl t .Ž . Ž . Ž . Ž . Ž .Ž . Ž .H x s s s
0
Also,
41 1 1 2py2 py2 pr2u u u dx s u u u dx s u dx.Ž . Ž . Ž . Ž .Ž .H H Hs s x s s s sx x x x2p0 0 0
Hence we obtain
1 d 4n p y 1Ž .1 1 2p pr2u dx q u dxŽ .Ž .H Hs s x2p dt p0 0
q n g u 0, t q sl t u py1 0, tŽ . Ž . Ž .Ž .Ž 0 s s
qg u 1, t q sl t u py1 1, tŽ . Ž . Ž .Ž . .1 s s
q H u 1, t , sl t y H u 0, t , sl tŽ . Ž . Ž . Ž .Ž . Ž .s s
1 yv t py1s vss e q F u dx. 4.1Ž .Ž .H 1 s
0
We assume the following growth condition: there exist s G 1 and p ) 20
such that for s G s and i s 0, 1,0
yipy2 py2< < < <n g y q sign y s y y y y1 f 9 s q sign y s s s dsŽ . Ž . Ž .Ž . Ž .Hi
0
4n p y 1Ž . p< <G y , 4.2Ž .2p
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where
1 if y ) 0,¡
def~ 0 if y s 0,sign y sŽ . ¢y1 if y - 0.
We write
V t s x g 0, 1 u x , t ) sl t 4Ž . Ž . Ž . Ž .s
for s G s and define0
< <c s s sup V s ,Ž . Ž .s
0FsF‘
< Ž . < Ž Ž ..where V s s meas V s .s s
5 5 5 5 1Define ? , the equivalent norm of ? , by1 H
12 2 2 2 15 5¤ s ¤ 0 q ¤ 1 q ¤ x dx ;¤ g X s H 0, 1 .Ž . Ž . Ž . Ž .1 H x
0
Then there exist constants b , b ) 0 such that1 2
5 5 ‘ 5 5 5 5 2 5 5 2 2¤ F b ¤ and ¤ G b ¤ ;¤ g X .L 1 1 L1 2
Set w s u pr2. Then, for d ) 0,s s
1 1 2y2r p 2ypr2py1
‘< < 5 5u dx s w dx F w V tŽ .H H Ls s s s
0 0
d q 122 p5 5F b w q V t ,Ž .11 s spq pd
Ž .where we have used Young's inequality with q s pr p y 1 . By setting
Ž Ž ..Ž1yp.r pd s nr pb , we have1
1 yv t py1vss e q F u dxŽ .H 1 s
0
2n p y 1 MŽ . p12 pyv t p p
‘5 5 5 5F w q s v e s q F V t ,Ž .Ž .1 Lž /s 1 s2 pp
where
1yp 1ypqn p y 1 nŽ .
M s s .1 2 2 ž /ž / pbp b 11
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Ž . Ž .It thus follows from 4.1 and 4.2 that
d p1 1 pp p yv t p p
‘5 5u dx q v u dx F M s v e s q F V t , 4.3Ž . Ž .Ž .H H Lž /s 1 s 1 0 sdt 0 0
where
2b n p y 1Ž .2
v s .1 p
Ž . v1 tMultiplying 4.3 by e and then integrating with respect to t, we obtain
1 t p pp yv Ž tys. yv s p p1 ‘5 5u dx F e M s v e s q F V s dsŽ .Ž .Ž .H H Ls 1 1 s
0 0
M p pp p
‘5 5F s v s q F c s .Ž . Ž .Ž .L ŽŽ0 , 1.=Ž0 , ‘..1v1
Let us choose v s v1r p. Then we have1
1 p pu dx F M s c s , 4.4Ž . Ž . Ž .H s 2
0
where
5 5 p‘F L ŽŽ0 , 1.=Ž0 , ‘..p pM s s M s s q . 4.5Ž . Ž .2 1 1ž /v1
Since, for s ) s G s ,Ã 0
1 p pp pu t dx G u t dx G s y s l t V t ,Ž . Ž . Ž . Ž . Ž .ÃH Hs s sÃ
Ž .0 V tsÃ
Ž .it thus follows from 4.4 that
yp p
c s F M s s y s c s ,Ž . Ž . Ž . Ž .Ã Ã2
Ž .where we have used the fact that l t G 1.
Now we apply a Stampacchia-type L‘ estimate, which can be found
w xin 5 .
Ž .LEMMA 4.1. Suppose c s is a nonnegati¤e, nonincreasing function on
w .s , ‘ , and there are positi¤e constants g and b such that for all s ) s G s ,Ã0 0
yg 1qb
c s F M s s y s c s ,Ž . Ž . Ž . Ž .Ã Ã
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Ž .where the function M s is nondecreasing and satisfies
0 F syg M s F MŽ . 0
w .for all s g s , ‘ . Then0
c s * s 0Ž .
Ž Ž1q2 b .r b 2 Ž1qb .r bg Ž .Ž1qb .rg .with s * s 2s 1 q 2 M c s .0 0 0
Since T ) 0 is arbitrary, it follows from Lemma 4.1, with g s p, b s
Ž . Ž .p y 1, and M s s M s , that there exists s G s such that2 0
u x , t F s s eyv t q 1 a.e. x g 0, 1 , t G 0, 4.6Ž . Ž . Ž .Ž .1
where the positive constants s and v are defined above. Furthermore,1
< < py2the same arguments, using u u withs s
u x , t s min 0, u x , t q sl t and l t s s eyv t q 1 4Ž . Ž . Ž . Ž .s 2
as the test function, can be applied to show that
u x , t G ys s eyv t q 1 a.e. x g 0, 1 , t G 0, 4.7Ž . Ž . Ž .Ž .2
where
s s y ess inf u x . 4Ž .2 0
Ž .xg 0, 1
The above arguments are summarized, combination with Theorem 3.1,
in the following theorem.
1Ž .THEOREM 4.1. Suppose f g C R , the nonincreasing functions g , g g0 1
Ž . Ž . Ž . Ž .C R satisfy g 0 s g 0 s 0 and the growth condition 4.2 , and F g0 1
‘ŽŽ . Ž .. ‘Ž . Ž .L 0, 1 = 0, ‘ and u g L 0, 1 . Then the unique solution u x, t of the0
Ž .scalar conser¤ation law 1.1 satisfies
ys s eyv t q 1 F u x , t F s s eyv t q 1Ž .Ž . Ž .2 1
a.e. x g 0, 1 , ; t G 0,Ž .
where
s s ess sup u x and s s y ess inf u x 4  4Ž . Ž .1 0 2 0
Ž .xg 0, 1Ž .xg 0, 1
for some s G 1 and v ) 0 independent of the initial condition u . In0
particular,
def
‘5 5lim sup u t F s s rŽ . L
t“‘
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and
def
‘ ‘5 5 5 5u t F s u q 1 s u ; t G 0.Ž . Ž .L L0
Ž .Remark 4.1. The growth condition 4.2 is satisfied by the Burgers
1 2Ž .equation, i.e., f u s u , with boundary feedback laws of the form2
< < < <g u s b u u and g u s b u u ,Ž . Ž .0 0 1 1
where b , b ) 0. In fact, for y, s G 0,0 1
< < < < py2 < < pq1 < < py q s y q s y y G y q 2s yŽ .
and
y 1 spy2 pq1 p< < < < < <s q s s s ds s y q y .Ž .H p q 1 p0
Ž .Hence 4.2 is satisfied for sufficiently large p. The same argument applies
when y - 0.
Ž .To prove the precompactness of the nonlinear semigroup of 1.1 , we
establish the following regularity estimates for the solutions with respect to
time t.
LEMMA 4.2. Assume that the conditions of Theorem 4.1 hold true. Then,
for all t, t G 0,
tqt 2 2
‘ ‘5 5 5 5 5 5u s ds F u t q 2t max a u s 2n , 4.8Ž . Ž . Ž . Ž . Ž .Ž .H 1 L Lž /w xsg t , tqtt
where
5 5 ‘a r s a r ; F , nŽ . Ž .L ŽŽ0 , 1.=Ž0 , ‘..
2 < < 5 5 ‘s 2n r q 2 r max f 9 y y q r F 4.9Ž . Ž .L ŽŽ0 , 1.=Ž0 , ‘..ž /
< <y Fr
is nondecreasing in r. Moreo¤er, for each t ) 0, there exists a constant Mt
5 5 ‘ 5 5 ‘that also depends on u and F such thatL L ŽŽ0, 1.=Ž0, ‘..0
n t2 22 2 225 5 5 5t u t q s u s ds F M t . 4.10Ž . Ž . Ž .L H 1t t t2 0
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Ž . Ž .Proof. Taking the inner product of 1.1 with u t and by applying
Ž .Theorem 4.1 and the fact that g y y G 0 for i s 1, 2, we havei
1 d 2
25 5 5 5u t q n u tŽ . Ž .L 12 dt
1 2 2s F t u t dx q n u 0, t q u 1, tŽ . Ž . Ž . Ž .Ž .H
0
yn g u 0, t u 0, t q g u 1, t u 1, tŽ . Ž . Ž . Ž .Ž . Ž .Ž .0 1
Ž .u 1, t
‘5 5y f 9 s s ds F a u t ,Ž . Ž .Ž .H L
Ž .u 0, t
Ž . Ž . Ž .where a r is as in 4.9 . Integrating this inequality, we obtain 4.8 .
Ž .Next, we prove the estimate 4.10 by estimating the corresponding
Ž .difference quotient. For a function c t , define the difference quotient
c t q h y c tŽ . Ž .
c t sŽ .h h
Ž .for h / 0. Taking the difference of 1.1 at t and t q h and multiplying by
Ž .u t ,h
1 d 1 12
25 5u t q f u t q h y f u t u t dxŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ž .L Hh h x2 dt h 0
12
25 5q n u t q f u 1, t q h y f u 1, t u 1, tŽ . Ž . Ž . Ž .Ž . Ž .Ž .Ž . Lh hx h
n
y f u 0, t q h y f u 0, t u 0, t q g u 0, t q hŽ . Ž . Ž . Ž .Ž . Ž . Ž .Ž . Žh 0h
yg u 0, t u 0, t q g u 1, t q h y g u 1, t u 1, tŽ . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž0 h 1 0 h
s 0.
1Ž .Since f g C R and g , g are nondecreasing, it follows from Theorem0 1
4.1 and the Mean Value Theorem that
1 n M22 2 2
2 25 5 5 5 5 5u t q u t F n q u tŽ . Ž . Ž .L 1 Lh h hž /2 2 n
for some M ) 0, where we used the inequality2
5 5 2 ‘ 5 5 2f F b f , f g X for some b ) 0.L 1
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Note that
d t 2 t 2 d2 2 2
2 2 25 5 5 5 5 5u t s t u t q u t .Ž . Ž . Ž .L L Lh h hž /dt 2 2 dt
Hence
t 2 n t t2 2 222 2 25 5 5 5 5 5u t q s u s ds F 1 q M s s u s ds,Ž . Ž . Ž . Ž .Ž .L H L H Lh h 3 hx2 2 0 0
where M s n q M rn . Note further that3 2
5 5 2 2 5 5 5 5u s F c u s u s .Ž . Ž . Ž .L X * 1h 1 h h
Therefore, from the above estimate, we obtain
t 2 n 1t t 22 2 2225 5 5 5 5 5u t q s u s ds F c 1 q M s u s ds.Ž . Ž . Ž . Ž .L H 1 H X *h h 3 h2 4 n0 0
Ž .It follows from 1.1 that
² :u , f s yn g u 0, t f 0 q g u 1, t f 1 y n u t , fŽ . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .t 0 1 x x
q f u 0, t f 0 y f u 1, t f 1 q f u t , f q F , fŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .Ž x
for f g X. It thus follows from Theorem 4.1 that there exists a constant
M ) 0 such that4
t t2 2 22 2
‘5 5 5 5 5 5s u s ds F s M u s q F s ds.Ž . Ž . Ž .Ž .H X * H 1 Lt 4
0 0
Ž .Thus, the estimate 4.10 follows by using the relations between difference
Ž w x.quotient and derivative see, e.g., 8 .
The last estimate follows from
t 2 t t2 2 25 5 5 5u t s s u s ds q s u s , u s ds.Ž . Ž . Ž . Ž .Ž .1 H 1 H t 12 0 0
Therefore the proof of the lemma is completed.
Now we can prove that the trajectories are precompact in L‘.
THEOREM 4.2. Assume that the conditions in Theorem 4.1 hold true.
Then there exists a constant r independent of the initial state u such that for1 0
Ž5 5 ‘.each « ) 0, there exists a t s t u such thatL0 0 0
5 5 5 5 ‘u t F r q « ; t G t u . 4.11Ž . Ž .Ž .1 L1 0 0
ITO AND YAN296
Moreo¤er,
5 5 y1r2 qu t s O t as t “ 0 . 4.12Ž . Ž . Ž .1
Ž .Proof. Multiplying 1.1 by yu and integrating with respect to x overx x
Ž .0, 1 ,
d 1 Ž . Ž .u 0, t u 1, t2 2
2 25 5 5 5u t q g y dy q g y dy q n u tŽ . Ž . Ž . Ž .L H H Lx 0 1 x xž /dt 2 0 0
1 1
s f 9 u t u t u t dx y F t u t dxŽ . Ž . Ž . Ž . Ž .Ž .H Hx x x x x
0 0
< < 5 5 2 5 5 2 5 5 ‘ 5 5 2F max f 9 y u t u q F u ,Ž . Ž . L L L Lx x x x xž /
‘< < 5 Ž .5y F u t L
uŽ i, t . Ž . Ž Ž . Ž .where, by Lemma 4.2, drdt H g y dy s g u i, t u i, t exists a.e. t ) 0.0 i i t
By using Young's inequality, we obtain
d 1 Ž . Ž .u 0, t u 1, t2
25 5u t q g y dy q g y dyŽ . Ž . Ž .L H Hx 0 1ž /dt 2 0 0
d 1 Ž . Ž .u 0, t u 1, t2
25 5F u t q g y dy q g y dyŽ . Ž . Ž .L H Hx 0 1ž /dt 2 0 0
n 2
25 5q u tŽ . Lx x2
< < 2 5 5 2 2 5 5 2 ‘F max f 9 y u t n q F t rn.Ž . Ž . Ž .L Lxž /
‘< < 5 Ž .5y F u t L
We have
1 Ž . Ž .u 0, t u 1, t2
25 5x t s u t q g y dy q g y dyŽ . Ž . Ž . Ž .L H Hx 0 12 0 0
and
< < 2 5 5 2 2 5 5 2 ‘q t s max f 9 y u t n q F t rn;Ž . Ž . Ž . Ž .L Lxž /
‘< < 5 Ž .5y F u t L
then
dz tŽ .
F q t ; t G 0. 4.13Ž . Ž .
dt
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But
tqt
z s dsŽ .H
t
1 tqt 25 5F u s dsŽ .H 12 t
‘5 5 < < < <q t max u s max g y q max g y ,Ž . Ž . Ž .L 0 1ž /
‘ ‘w x < < 5 Ž .5 < < 5 Ž .5sg t , tqt y F u s y F u sL L
4.14Ž .
and
tqt tqt2 2< < 5 5q s ds F max max f 9 y u s ds nŽ . Ž . Ž .H H 1ž / ž /
‘w x < < 5 Ž .5sg t , tqt y F u st tL
5 5 ‘q t F rn 4.15Ž .L ŽŽ0 , 1.=Ž0 , ‘..
It follows from Theorem 4.1 that for each d ) 0, there exists t s0
Ž5 5 ‘.t u such thatL0 0
5 5 ‘u t F r q d ; t G t ,Ž . L 0
where r is as in Theorem 4.1. Then, by Lemma 4.2,
tqt 25 5u s ds F b r q d ; t ; t G t , t G 0,Ž . Ž .H 1 0
t
where
b r ; t s r 2 q 2ta r r 2n ,Ž . Ž . Ž .Ž .
and then
tqt tqt
z s ds F a r q d ; t and q s ds F a r q d ; tŽ . Ž . Ž . Ž .H H1 2
t t
; t G t , t G 0, 4.16Ž .0
where
2 < < < <a r ; t s r q 2ta r r 4n q t r max g y q max g y ,Ž . Ž . Ž . Ž . Ž .Ž .1 0 1ž /
< < < <y Fr y Fr
4.17Ž .
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and
< < 2 2 2 5 5 ‘a r ; t s max f 9 y r q 2ta r 2n q t F rn.Ž . Ž . Ž . Ž .Ž . L ŽŽ0 , 1.=Ž0 , ‘..2 ž /
< <y Fr
4.18Ž .
By Uniform Gronwall's Lemma, we obtain
a r q d ; tŽ .1
z t F q a r q d ; t ;t#, t G t q t .Ž . Ž .2 0t
Hence
5 5 2 5 5 2 ‘ 5 5 2 2u t F 2 u t q u t F a r q d ; t ;t G 0, t G t q t ,Ž . Ž . Ž . Ž .Ä1 L Lx 0
4.19Ž .
where
2 < < < <a r ; t s 2 r q 2 r max g y q max g yŽ . Ž . Ž .Ä 0 1ž /
< < < <y Fr y Fr
2 a r ; tŽ .1q q 2 a r ; t .Ž .2t
Ž . Ž . Ž Ž ..1r2Therefore 4.11 follows from 4.19 with r s a r ; 1 .Ä1
By the same token, we can prove
5 5 2 y1r2u t F a u ; t s O t ;t G 0, t G t ,Ž . Ž . Ž .Ä1
Ž .where u is as in Theorem 4.1. Hence 4.12 is proved. Therefore the proof
of Theorem 4.2 is completed.
The above arguments are summarized as the following main theorem.
THEOREM 4.3. Under the assumptions of Theorem 4.1, the scalar conser-
Ž . ‘Ž .¤ation law 1.1 has a nonempty compact global attractor A in L 0, 1 .
1Ž .Moreo¤er, A is also connected and is contained in a bounded set of H 0, 1 .
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