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ABSTRACT
In this work, we release COVID-Twitter-BERT (CT-BERT), a transformer-based model, pretrained
on a large corpus of Twitter messages on the topic of COVID-19. Our model shows a 10–30%
marginal improvement compared to its base model, BERT-LARGE, on five different classification
datasets. The largest improvements are on the target domain. Pretrained transformer models, such
as CT-BERT, are trained on a specific target domain and can be used for a wide variety of natural
language processing tasks, including classification, question-answering and chatbots. CT-BERT is
optimised to be used on COVID-19 content, in particular from social media.
Keywords Natural Language Processing · COVID-19 · Language Model · BERT
1 Introduction
Twitter has been a valuable source of news and a public
medium for expression during the COVID-19 pandemic.
However, manually classifying, filtering and summarising
the large amount of information available on COVID-19
on Twitter is impossible and has also been a challenging
task to solve with tools from the field of machine learning
and natural language processing (NLP). To improve our
understanding of Twitter messages related to COVID-19
content as well as the analysis of this content, we have
therefore developed a model called COVID-Twitter-BERT
(CT-BERT)1.
Transformer-based models have changed the landscape
of NLP. Models such as BERT, RoBERTa and AL-
BERT are all based on the same principle – training bi-
directional transformer models on huge unlabelled text cor-
puses [1, 2, 3, 4]. This process is done using methods such
as mask language modelling (MLM), next sentence predic-
tion (NSP) and sentence order prediction (SOP). Different
models vary slightly in how these methods are applied,
but in general, all training is done in a fully unsupervised
manner. This process generates a general language model
that is then used as input for a supervised finetuning for
specific language processing tasks, such as classification,
question-answering models, and chatbots.
Our model is based on the BERT-LARGE (English, un-
cased, whole word masking) model. BERT-LARGE is
trained mainly on raw text data from Wikipedia (3.5B
words) and a free book corpus (0.8B words) [2]. Whilst
this is an impressive amount of text, it still contains lit-
tle information about any specific subdomain. To im-
1https://github.com/digitalepidemiologylab/covid-twitter-bert
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prove performance in subdomains, we have seen numerous
transformer-based models trained on specialised corpuses.
Some of the most popular ones are BIOBERT [5] and
SCIBERT [6]. These models are trained using the exact
same unsupervised training techniques as the main models
(MLM/NSP/SOP). They can be trained from scratch, but
this requires a very large corpus, so a more common ap-
proach is to start with the trained weights from a general
model. In this study, this process is called domain-specific
pretraining. When trained, such models can be used as
replacements for general language models and be trained
for downstream tasks.
2 Method
The CT-BERT model is trained on a corpus of 160M
tweets about the coronavirus collected through the Crowd-
breaks platform [7] during the period from January 12 to
April 16, 2020. Crowdbreaks uses the Twitter filter stream
API to listen to a set of COVID-19-related keywords2 in the
English language. Prior to training, the original corpus was
cleaned for retweet tags. Each tweet was pseudonymised
by replacing all Twitter usernames with a common text
token. A similar procedure was performed on all URLs to
web pages. We also replaced all unicode emoticons with
textual ASCII representations (e.g. :smile: for ,) using
the Python emoji library3. In the end, all retweets, dupli-
cates and close duplicates were removed from the dataset,
resulting in a final corpus of 22.5M tweets that comprise
a total of 0.6B words. The domain-specific pretraining
dataset therefore consists of 1/7th the size of what is used
for training the main base model. Tweets were treated as
individual documents and segmented into sentences using
the spaCy library [8].
All input sequences to the BERT models are converted
to a set of tokens from a 30 000-word vocabulary. As all
Twitter messages are limited to 280 characters, this allows
us to reduce the sequence length to 96 tokens, thereby
increasing the training batch sizes to 1024 examples. We
use a dupe factor of 10 on the dataset, resulting in 285M
training examples and 2.5M validation examples. A con-
stant learning rate of 2e-5, as recommended on the official
BERT GitHub4 when doing domain-specific pretraining.
Loss and accuracy was calculated through the pretraining
procedure. For every 100 000 training steps, we therefore
save a checkpoint and finetune this towards a variety of
downstream classification tasks. Distributed training was
performed using Tensorflow 2.2 on a TPU v3-8 (128GB
of RAM) for 120 h.
2.1 Evaluation
To assess the performance of our model on downstream
classification tasks, we selected five independent training
sets. Three of them are publicly available datasets, and two
are from internal projects not yet published. All datasets
consist of Twitter-related data.
2.1.1 COVID-19 Category (CC)
This dataset is a subsample of the data used for training
CT-BERT, specifically for the period between January
12 and February 24, 2020. Annotators on Amazon Turk
(MTurk) were asked to categorise a given tweet text into
either being a personal narrative (33.3%) or news (66.7%).
The annotation was performed using the Crowdbreaks plat-
form [7].
2.1.2 Vaccine Sentiment (VS)
This dataset contains a collection of measles- and
vaccination-related US-geolocated tweets collected be-
tween March 2, 2011 and October 9, 2016. The dataset was
first used by Pananos et al. [9], but a modified version from
Müller et al. [7] was used here. The dataset contains three
classes: positive (towards vaccinations) (51.9%), negative
(7.1%) and neutral/others (41.0%). The neutral category
was used for tweets which are either irrelevant or ambigu-
ous. Annotation was performed on MTurk.
2.1.3 Maternal Vaccine Stance (MVS)
The dataset is from a so far unpublished project related to
the stance towards the use of maternal vaccines. Experts
in the field annotated the data into four categories: neutral
(41.0%), discouraging (25.3%), promotional (43.9%) and
ambiguous (14.3%). Each tweet was annotated threefold,
and disagreement amongst the experts was resolved in each
case by using a common scoring criterion.
2.1.4 Twitter Sentiment SemEval (SE)
This is an open dataset from SemEval-2016 Task 4: Sen-
timent Analysis in Twitter [10]. In particular, we used
the dataset for subtask A, a dataset annotated fivefold into
three categories: negative (15.7%), neutral (45.9%) and
positive (38.4%). We make a small adjustment to this
dataset by fully anonymising links and usernames.
2.1.5 Stanford Sentiment Treebank 2 (SST-2)
SST-2 is a public dataset consisting of binary sentiment
labels, negative (44.3%) and positive (55.7%), within sen-
tences [11]. Sentences were extracted from a dataset of
movie reviews [12] and did not originate from Twitter,
making SST-2 our only non-Twitter dataset.
The dataset split size is predefined for the SST-2 and SE
datasets. For the SST-2 dataset, the test dataset is not
released. For the other datasets, we aimed at a split of
around 50%-30% between the training and development
2wuhan, ncov, coronavirus, covid, sars-cov-2
3https://pypi.org/project/emoji/
4https://github.com/google-research/bert
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Dataset Classes Train Dev Labels
COVID-19 Category (CC) 2 3094 1031 Personal News
Vaccine Sentiment (VC) 3 5000 3000 N Neutral Positive
Maternal Vaccine Stance (MVS) 4 1361 817 Disc A N Promotional
Stanford Sentiment Treebank 2 (SST-2) 2 67 349 872 Negative Positive
Twitter Sentiment SemEval (SE) 3 6000 817 Neg Neutral Positive
Table 1: Overview of the evaluation datasets. All five evaluation datasets are multi-class datasets with sometimes
strong label imbalance, visualised by the proportional bar width in the label column. N and Neg stand for negative;
Disc and A stand for discouraging and ambiguous, respectively.
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Figure 1: Evaluation metrics for the domain-specific pretraining of CT-BERT. Shown are the loss and accuracy of
masked language modelling (MLM) and next sentence prediction (NSP) tasks.
sets, leaving a test set of 20% which was not used in this
work. Our intention was not to optimise the finetuned
models but to thoroughly evaluate the performance of the
domain-specific CT-BERT-model. We experimented with
different numbers of epochs for each training dataset for
BERT-LARGE (i.e. checkpoint 0 of CT-BERT) and se-
lected the optimal one. We then used this number in sub-
sequent experiments on the respective dataset. We ended
with three epochs for SST-2, CC and SE, five epochs for
VC and 10 epochs for MVC, all with a learning rate of
2e-05. The number of epochs was dependent on both the
size and balance of the categories. Larger and unbalanced
sets require more epochs.
3 Results
3.1 Domain-sepcific pretraining
Figure 1 shows the progress of pretraining CT-BERT at in-
tervals of 25k training steps and the evaluation of 1k steps
on a held-out validation dataset. All metrics considered im-
prove throughout the training process. The improvement
on the MLM loss task is most notable and yields a final
value of 1.48. The NSP task improves only marginally,
as it already performs very well initially. Training was
stopped at 500 000, an equivalent of 512M training exam-
ples, which we consider as our final model. This corre-
sponds to roughly 1.8 training epochs. All metrics for the
MLM and NLM tasks improve steadily throughout train-
ing. However, using loss/metrics for these tasks to evaluate
the correct time to stop training is difficult.
3.2 Evaluation on classification datasets
To assess the performance of our model properly, we com-
pared the mean F1 score of CT-BERT with that of BERT-
LARGE on five different classification datasets. We adapted
the number of training epochs for each dataset according
to its size in order to have a similar number of training
steps for each dataset. Our final model shows higher perfor-
mance on all datasets (a mean F1 score of 0.833) compared
with BERT-LARGE (a mean F1 score of 0.802). As the
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Dataset BERT-LARGE CT-BERT ∆MP
COVID-19 Category (CC) 0.931 0.949 25.88%
Vaccine Sentiment (VC) 0.824 0.869 25.27%
Maternal Vaccine Stance (MVS) 0.696 0.748 17.07%
Stanford Sentiment Treebank 2 (SST-2) 0.937 0.944 10.67%
Twitter Sentiment SemEval (SE) 0.620 0.654 8.97%
Average 0.802 0.833 17.57%
Table 2: Comparison of the final model performance with BERT-LARGE. CT-BERT shows improvements on all
datasets. The marginal improvement is the highest on the COVID-19-related dataset (CC) and lowest on the SST-2 and
SemEval datasets.
initial performance varies widely across datasets, we com-
pute the relative improvement in marginal performance
(∆MP) for each dataset. ∆MP is calculated as follows:
∆MP =
F1, BERT-LARGE − F1, CT-BERT
1 − F1, BERT-LARGE
From this metric, we can observe the largest improvement
of our model on the COVID-19-specific dataset (CC), with
a ∆MP value of 25.88%. The marginal improvement is
also high on the Twitter datasets related to vaccine senti-
ment (MVS). Our model likewise shows some improve-
ments on the SST-2 and SemEval datasets, but to a smaller
extent.
3.3 Evaluation on intermediary pretraining
checkpoints
So far, we have seen improvements in the final CT-BERT
model on all evaluated datasets. To understand whether
the observed decrease in loss during pretraining linearly
translates into performance on downstream classification
tasks, we evaluated CT-BERT on five intermediary ver-
sions (checkpoints) of the model and on the zero check-
point, which corresponds to the original BERT-LARGE
model. At each intermediary checkpoint, 10 repeated train-
ing runs (finetunings) for each of the five datasets were
performed, and the mean F1 score was recorded. Fig-
ure 2 shows the marginal performance increase (∆MP)
at specific pretraining steps. Our experiments show that
downstream performance increases fast up to step 200k in
the pretraining and only demonstrates marginal improve-
ment afterwards. The loss curve, on the other hand, shows
a gradual increase even after step 200k. We also note that
for the COVID-19-related dataset, most of the marginal
improvement occurred after 100k pretraining steps. SST-2,
the only non-Twitter dataset, improves much more slowly
and reaches its final performance only after 200k pretrain-
ing steps.
Amongst runs on the same model and dataset, some degree
of variance in performance was observed. This variance
is mostly driven by runs with a particularly low perfor-
mance. We observe that the variance is dataset dependent,
but it does not increase throughout different pretraining
checkpoints and is comparable to the variance observed
on BERT-LARGE (pretraining step zero). The most stable
training seems to be on the SemEval training set, and the
least stable one is on SST-2, but most of this difference is
within the error margins.
4 Discussion
The most accurate way to evaluate the performance of
a domain-specific model is to apply it on specific down-
stream tasks. CT-BERT is evaluated on five different
Twitter-based datasets. Compared to BERT-LARGE, it
improves significantly on all datasets. However, the im-
provement is largest in datasets related to health, particu-
larly in datasets related to COVID-19. We therefore expect
CT-BERT to perform similarly well on other classification
problems on COVID-19-related data sources, but particu-
larly on text derived from social media platforms.
Whilst it is expected that the benefit of using CT-BERT
instead of BERT-LARGE is greatest when working with
Twitter COVID-19 text, it is reasonable to expect some per-
formance gains even when working with general Twitter
messages (SemEval dataset) or with a non-Twitter dataset
(SST-2).
Our results show that the MLM and NSP metrics during
the pretraining align to some degree with downstream per-
formance on classification tasks. However, compared with
COVID-19 or health-related content, out-of-domain text
might require longer pretraining to achieve a similar per-
formance boost.
Whilst we have observed an improvement in performance
on classification tasks, we did not test our model on other
natural language understanding tasks. Furthermore, at the
time of this paperâA˘Z´s writing, we only had access to
one COVID-19-related dataset. The general performance
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Figure 2: Marginal performance increase in the F1 score (∆MP) on finetuning on various classification tasks at
increasing steps of pretraining. Zero on the x-axis corresponds to the base model, which is BERT-LARGE in this case.
Our model improves on all evaluated datasets, with the biggest relative improvement being in the COVID-19 category
dataset. The bands show the standard error of the mean (SEM) out of 10 repeats.
of our model might be improved further by considering
pretraining under different hyperparameters, particularly
modifications to the learning rate schedules, training batch
sizes and optimisers. Future work might include evaluation
on other datasets and the inclusion of more recent training
data.
The best way to evaluate pretrained transformer models is
to finetune them on downstream tasks. Finetuning a classi-
fier on a pre-trained model is considered computationally
cheap. The training time is usually done in an hour or
two on a GPU. Using this method for evaluation is more
expensive, as it requires evaluating multiple checkpoints
to monitor improvement and on several varied datasets to
show robustness. As finetuning results vary between each
run, each experiment must be performed multiple times
when the goal is to study the pretrained model. In this
case, we repeated the training for six checkpoints, 10 runs
for each checkpoint on all the five datasets. A total of
300 evaluation runs were performed. The computational
cost for evaluation is therefore on par with the pretraining.
Large and reliable training and validation sets make this
task easier, as the number of repetitions can be reduced.
All the tests are done on categorisation tasks, as this task
is easier in terms of both data access and evaluation. How-
ever, transformer-based models can be used for a wide
range of tasks, such as named entity recognition and ques-
tion answering. It is expected that CT-BERT can also be
used for these kinds of tasks within our target domain.
Our primary goal in this work was to obtain stable results
on the finetuning in order to evaluate the pre-trained model,
not to necessarily optimise the finetuning. The number of
finetuning epochs and the learning rate are, for instance,
have been optimised for BERT-LARGE, not for CT-BERT.
This means that there is still great room for optimisation
on the downstream task.
5 Data Availability
The model, code and public datasets are available
in our GitHub repository: https://github.com/
digitalepidemiologylab/covid-twitter-bert.
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