and forwarding the data to the base station (BS). By rotating cluster-heads selection periodically, the node's energy consumption over the network can be balanced. In case of dense-deployment, the readings being collected by sensor nodes in the adjacent regions may demonstrate the features with spatial and temporal correlations. Despite of providing a fault-tolerant mechanism for data aggregation, the redundant data will result in superfluous data transmission, and it will lead to collisions and undesired energy depletion to affect the network lifetime [4] . In view of the recognizable targets, the evolutionary algorithms are proposed to arrange the nodes with similar monitoring results into the same cluster as far as possible. The amount of data that the CHs communicate with the BS is maximally compressed by the fusion of similar information. Finally, the sensor nodes with spatial-correlation can be organized as much as possible in a cluster. Therefore, it can not only improve the accuracy of the data in the monitoring area, but also reduce the transmission cost of the CH. However, this kind of methods has high complexity and long time consuming [5, 6] .
In this paper, we propose an energy-efficient sleep scheduling mechanism with similarity measure for WSNs (ESSM), which will schedule the sensors into active or sleep mode to reduce energy consumption effectively. Firstly, the optimal competition radius is estimated to organize the all sensor nodes into several clusters to balance energy consumption. Secondly, according to the data collected by member nodes, a fuzzy matrix can be obtained to measure the similarity degree, and the correlation function based on fuzzy theory can be defined to divide the sensor nodes into different categories. Next, the redundant nodes will be selected to put into sleep state in the next round under the premise of ensuring the data integrity of the whole network.
The rest of this paper is organized as follows: In "Related work" section, we briefly introduce related work. We describe the assumptions and explain the details of our method in "System model and analysis" section. In "Sleep scheduling algorithm" section, the detailed of sleep scheduling algorithm is described. At next Section, the experiments method is shown and the result is discussed regarding the performance evaluation of our method. Finally, we conclude this paper and discuss the future work in "Conclusions and future work" section.
Related work
At present, the cluster organization is widely used in WSNs, and it has been proved to be a beneficial way to improve energy efficiency and extend the network lifespan. Heinzelman et al. [7] proposed low-energy adaptive cluster hierarchy (LEACH) protocol for wireless micro-sensor networks. In that manner, the sensor nodes being situated in different regions are organized into several clusters, and the CHs should be selected to aggregate data from their respective member nodes and forward to the BS.
Subsequently, there have been several studies for reducing data traffic in clusterbased WSNs by exploiting the correlations among readings of sensor nodes. Kumar et al. [8] proposed an energy-efficient heterogeneous clustered scheme (EEHC) for WSNs, in which a percentage of nodes are equipped with more energy than others and the nodes play the role of a CH based on the weighted election probabilities according to the residual energy. Karaca et al. [9] proposed analytic hierarchy process (AHP), which is applied to centralized CH selection. They discussed the factors that contribute to the partition of clusters, including residual energy and the distance to the cluster's centroid. Hou et al. [10] proposed an improved LEACH Protocol in the aspect of selection of the CHs and energy consumption balance. Wu et al. [11] introduced a dynamic sleep scheduling mode rather than the fixed sleep/wake-up mode in LEACH, which can improve the network lifetime remarkably. In [12] , we investigated the above problems and proposed an unequal clustering mechanism for intercluster multi-hop routing, which divides all nodes into clusters with unequal size. The clusters closer to the BS will be designated as smaller size. Therefore, the CHs of those clusters can preserve some more energy for the inter-cluster relay traffic, and the "hot-spots" problem can be alleviated effectively. Sajjanhar et al. [13] proposed a distributive energy efficient adaptive clustering protocol (DEEAC), which owns spatio-temporal variations in data reporting rates across different regions and selects the sensor node to be a CH depending upon its hotness value and residual energy. Ali et al. [14] proposed advanced LEACH routing protocol for WSNs, which combines the current state probability and general probability to CH's selection in each round.
For clustered WSNs, itinerary-based R-tree (IR-tree) have been presented to solve the existing problems of spatial query processing [15] , which make efficient processing and expansion of the query due to the spatio-temporal characteristic of data samples in each cluster. By extracting the principal components of spatially correlated sensor data collected from member nodes, a cluster-based data analysis framework is proposed to aggregate the redundant data as well as detect the outliers in the meantime [16] . In [17] , an energy efficient hybrid node scheduling scheme (EEHS) in cluster-based WSNs is proposed to improve the overall efficiency and network lifetime, which can identify the nodes with redundant coverage in each round. In [18] , a sleep scheduled and tree-based clustering routing protocol for energy-efficient WSNs (SSTBC) is presented to preserve the energy of entire network by turning off radio of either impossible or unnecessary nodes. In addition, it builds minimum spanning tree with the root as the CH for data forwarding, which can reduce energy dissipation for long distance transmission.
Spatial correlation can be expressed as data similarity between adjacent nodes in a region. The nodes with adjacent spatial correlation often lead to massive redundancy in data transmission. Accordingly, the common technique is to put some sensors in the sleep or active mode dynamically for sensing and communication. It can save energy by scheduling the sensors into appropriate state, and also reduce communication range and control messages. In [19] , a sleeping scheduling scheme based on AHP is proposed. Some factors, such as the distance to CH, the residual energy, and sensing coverage ratio are taken into account to achieve the optimal nodes scheduling decision. In [20] , a crosslayer organizational approach based on sleep scheduling is proposed, which can increase the monitoring coverage as well as the operational lifetime in wide-area surveillance applications. By defining the residual energy level of the nodes, More et al. [21] proposed a random backoff sleep protocol (RBSP) to increase the network lifetime and balance the energy consumption among the nodes. RBSP can ensure that the probability of neighbor nodes becoming active is inversely related to the residual energy level of the current active node. They also proposed Optimized Discharge-Curve-based Coverage Protocol (ODCP) to resolve the problem of coverage gaps within the sensing area as the sudden failure of nodes happens [22] . Their scheme can determine optimal sleep schedules for redundant nodes using their neighboring active nodes' battery discharge rate, failure probability, and coverage overlap information.
Some methods [23] [24] [25] make use of statistical models to estimate the readings of nodes. Owing to require few readings to respond of queries, statistical models can drastically reduce the amount of data sent by nodes [26] . However, the inadequacies lie in time cost and energy consumption being required for constructing those models in terms of massive data. In addition, they are unable to decrease the conflict and interference originated from the redundant nodes.
System model and analysis

Network model
There are N sensor nodes being deployed randomly with a square field and the BS is located far away from square sensing field. The nodes observe the area continuously and transmit the observation results to the BS periodically. s i represents the i-th sensor node, and the corresponding sensor nodes set is S = {s 1 , s 2 ,…, s N },|S| = N. To determine the optimal parameters for our model, we make the following assumptions:
1. The BS is located outside the square area and far away from the observation field.
Once being deployed, the BS and sensor nodes will keep stationary. 2. The location-unaware sensor nodes are uniformly distributed in the observation area, and each of them will be allocated with a unique ID. 3. After detecting the strength of the signal, the sensor node can estimate the approximate distance from the sender, and adjust the transmission power adaptively to save energy according to the distance. 4. All sensor nodes are capable of data fusion. Assuming data being perfect relevant, they can be fused into a plurality of packets with equal size.
In this paper, the energy consumed during per round can be estimated based on the energy consumption of the nodes for reception or transmission in each round. To measure the energy consumption, the First Order Radio model is exploited [7] . The energy spent for transmission of l-bit packet from the transmitter to the receiver at a distance (d) can be defined as:
where E elec is the dissipated energy to operate the transmitter or receiver circuitry per bit, d is the transmission distance. ɛ fs and ɛ mp are the amplifier energy factors for free space and multi-path fading channel models, respectively. The cross over distance d 0 is the threshold that depends on the specific scene and the amplifier energy factors, which can be given as d 0 = ε mp /ε fs .
The energy being spent for receiving l-bit data can be given as: and the energy consumption for data aggregate by CH is:
(1)
where E DA is the energy consumption of data fusion per unit.
Optimal competition radius
In order to prolong the lifetime of the network, it is necessary to balance the energy consumption among sensor nodes [27] . For reducing the energy consumption in the cluster, the inter-cluster communication distance should be restricted within the threshold d 0 , and it will ensure to keep in touch of the sensor's energy loss by free space model. Under the condition of the single hop mode, the CH can send data to the BS directly. If the BS is far away from the monitoring area, the CH needs to employ multi-path attenuation model to deal with the power amplification loss. It will increase the energy consumption of CH greatly. Therefore, CHs are more likely to consume energy and turn to die earlier than its member nodes, which will shorten the lifetime of the whole network badly. Therefore, it is crucial to set optimal competition radius of CHs and form distributed and uniform clusters to balance the energy consumption.
When a node broadcasts a candidate-CH message, the range is termed as the competition radius of candidate-CH. Only the nodes within the radius of the competition can receive the message from the candidate CH. During the stage of the CH selection, the spatial distribution of CHs can be restricted by setting the competition radius. In a single hop mode, the energy of the sensor node may be primarily used for sending data to the BS. Therefore, the radius of competition can be regarded as the key parameter for affecting the lifetime of the network. If the radius value is larger, it will result in a lower number of clusters, and more energy consumption due to the higher signal power with respect to transmit across a larger distance. In brief, the appropriate competitive radius will be conducive to balance the energy consumption of CHs and the overhead of intra-cluster communications.
Suppose that the monitoring area is a square with the length M and N sensor nodes are deployed, then the node's density is ρ = N/M 2 . Let d CH denote the competition radius of CH, d toBS is the transmission distance from the CH to BS. Some redundant nodes will be scheduled into sleep state, and the detailed mechanism will be discussed in "Determination of redundant nodes" section. Suppose that the number of redundant nodes in the cluster is V, the percentage of active member nodes in the cluster member node will be σ = 1 − V/ (n − 1). For simplicity, the length of the packet being delivered to CH from the active member node is set to l-bits in each round. E toCH indicates the energy consumption for sending l-bits packet from the member node to its CH, E re is the energy consumed by CH for receiving such packet, and E toBS denotes the energy consumption for sending l-bit packet from the CH to BS. In addition, the energy consumption of all active nodes with range of CH's competition radius to transmit their collected data to the CH can be obtained:
where 2πx × ρ × dx is the number of nodes being located in the ring annular area with the length x(0 ≤ x ≤ r i ). For each CH, the energy consumed for receiving monitored data from its member nodes can be estimated as:
The energy consumed of CH for data aggregation is given as:
Besides, the energy consumed by CH for data forwarding to the BS can be given as:
where R i is the distance from the CH to the BS.
Therefore, the total energy dissipation in a cluster can be calculated as:
Then, the average energy consumed by a node in a cluster is:
By taking the derivative of r i in formula (9), we can derive the optimal competition radius d CH as follows:
From the formula (4) and (5), it can be observed that the optimal competitive radius of each node will increases as the distance between the node and the BS. According to the optimal competition radius of each node, it can minimize local energy consumption, and come into being an uneven hierarchical structure of clustered WSNs. In the region close to the BS, the distribution density of the clusters will have relatively small size.
Selection of CHs
During the phase of CH-determination, CHs will be determined based on a linear combination of probability selection and local competition. Once the operation is complete, all nodes may be put into the status of member, candidate-CH or CH. Initially, each node is treated as common node, and will generate a certain probability for being candidate-CH in view of the distance from the BS and the residual energy. Comparing with the nodes far away from the BS, the sensors that are close to the BS will have higher probability of being candidate-CHs. Therefore, the probability function can be defined as follows:
where d max denotes the is the largest distance to the BS, and d min denotes the nearest distance. α is the constant parameter. Each node will obtain the probability of being candidate-CHs to ascertain whether it has competencies required to be a CH in current round. Moreover, the nodes being candidate-CHs will modify their own state, and calculate the optimal competitive radius according to their distance to the BS. To save energy, other nodes that fail to become candidate-CHs can turn off the module of wireless communication during the phase of CH selection.
Besides, the candidate-CHs should acquire the location information and adjacent competitors within its communication range. Each candidate-CH maintains a neighbor candidate-CH table, which includes the node's ID, the remaining energy and status flag of adjacent CHs. After CH's selection, CHs will broadcast the message, which includes their identity and the member nodes list, and wait for adjacent member nodes to join in. According to the received signal strength, non-CH node estimates the distance of its neighboring CHs, and choose to join in the nearest one. It can reduce the energy consumption of the member nodes for data delivery, and also make the nodes near the BS undertake more burden of data forwarding or aggregation to achieve balanced energy consumption of the entire network. Next, the member nodes will send to the CH with the join_MSG, which contains the node's ID and distance between the CHs. By receiving the join_MSG from the non-CHs, the CH will send ACK message and update the cluster membership list simultaneously.
Determination of redundant nodes
Since the member nodes are often distributed in the adjacent region, the data collected by those sensors tend to demonstrate spatial and temporal correlations [27] . In order to reduce unnecessary energy consumption, some sensor nodes maybe turn into the sleep state. Our work mainly focuses on the node's sleep schedule, which is generally more suitable to solve the problems of data redundancy and transmission conflict. Moreover, by making some nodes enter the dormant state, the sleep scheduling strategy can save the energy consumption derived from node's active state. In this section, we will discuss how to extend the WSN's lifetime by using optimization strategy based on fuzzy clustering theory.
The main idea is based on classification by fuzzy mathematics, which can group the nodes with high data similarity into the same category [28] . According to the scheduling mechanism, a certain mount of sensor nodes will be selected from all categories. More concretely, while the perceptual data received by CH from its member nodes is accumulated to a certain extent, the fuzzy similarity matrix can be constructed to make clustering. Next, in the premise of the data fusion accuracy as high as possible, some nodes can be chosen from all categories as redundant ones. Finally, a specific sleep scheduling mechanism can be applied in those redundant nodes to reduce the communication costs and traffic conflicts.
The mutual support degree between node s i and s j can be defined as the confidence distance, which is expressed as function Del(i, j). The smaller the value is, the closer the measurement value of the pair of sensor nodes is. Conversely, it demonstrates that the monitored data collected by those nodes differ considerably. Clustering method is based on fuzzy matrix to classify the observed objects. For different confidence levels, different classification results can be obtained, and then to form a dynamic clustering diagram.
Assuming domain S = {s 1 , s 2 ,…, s n } denotes the set of member nodes of a cluster, and n is the number of nodes in the cluster. The monitoring time can be divided into m intervals, and x ij represents the data collected by the member node s i at time j. The original data matrix can be given as X = (x ij ) n×m .
After standardization, the matrix X will be transformed into a fuzzy matrix [29] . Firstly, the shift and standard deviation transformation is implemented and the element in the normalized matrix can be given as where
, it is necessary to make further process for the point of view of unified dimension.
Thus, the fuzzy similar matrix R = x ′′ ij n×m can be obtained.
Taking into account that temporal correlation of the data collected by those nodes, the correlation coefficient method is employed to form the fuzzy similarity matrix.
Next, the λ-truncation matrix R λ = (r ij (λ)) can be deduced according to the fuzzy similarity matrix. Since R λ is Boolean matrix, the classification of the sensor nodes depends on whether the element value of matrix R λ is equal to 1 or not. The specific principles are as follows: (i) If both R λ and R are equivalent matrixes, the nodes can be categorized directly; (ii) Otherwise, until R λ being converted into an equivalent Boolean matrix by certain rules, the classification method will not be implemented.
Furthermore, the fuzzy similarity matrix is used to obtain the clustering graph. By choosing λ 1 = 1 and generating the equiform class [x i ] R = {x j |r ij = 1} for each x i , the node x j can be attributed into the same class when the condition is satisfied. By taking
λ 2 (λ 2 < λ 1 ) as the second maximum value, the elements pair (x i , x j ) with the similarity degree λ 2 can be found out from the matrix R, i.e. r ij = λ 2 . Similarly, by merging x i and x j in the equivalent classification λ 1 into one class, the equivalent classification on the level λ 2 can be obtained. And so forth, let λ 1 > λ 2 > ··· > λ k until S is merged into a single class, the number of k categories for clustering can be obtained.
After clustering, the sensor nodes in same cluster can be partitioned into several categories based on the similarity of monitoring data. In each category, some nodes may be selected as redundant nodes and scheduled to sleep state. It will reduce the overall energy consumption of the network significantly. Obviously, if the number of redundant nodes selected is less, the greater the amount of information is retained on the whole, that is, the data collected is more comprehensive.
Let 
Sleep scheduling algorithm
In this section, the proposed energy-efficient sleep scheduling mechanism (ESSM) is described in detail. ESSM is a distributed competitive mechanism based on unequal cluster-WSN, and it makes local decisions for determining competition radius and electing cluster-heads. In order to estimate the competition radius for tentative cluster-heads, ESSM employs both residual energy and distance to the BS parameters. Moreover, it takes advantage of fuzzy logic method to acquire optimal competition radius based on a probabilistic model, which is employed for competition between candidate clusterheads. The specific flow chart of ESSM is shown in Fig. 1 .
The candidate-CHs broadcast their participation information to adjacent nodes in the range of competition radius with the corresponding transmission power. The comp_ MSG message contains the candidate-CH ID and residual energy. If receiving that message, the other candidate-CHs will record the ID of the candidate-CH to the neighbor candidate-CH table. Due to different size of the competition radius from candidate-CHs, ( 
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the following case may occur. Assuming that competition radius of candidate-CH s i is larger than candidate-CH s j and s j can receive the comp_MSG message from s i . However, the comp_MSG message from s j can not be transferred to s i due to the limitation of the transmission range of s j , and it will result in that s i not be aware of the existence of candidate-CH s j . In order to acquire complete information about adjacent competitors, any candidate-CH must estimate the distance from the sender after receiving the comp_ MSG message. If the distance is greater than the radius of their competition, it is necessary to reissue a comp_MSG message to the sender. In this way, it can assist the senders in acquiring complete neighbor candidate-CH information and updating the neighbor candidate-CH table. After receiving the comp_MSG message, candidate-CH will compare its residual energy with the sender's. If the remaining energy is less than sender's, it will quit the competition, set its status as member node, and broadcast quit_MSG. Otherwise, it will wait for the comp_MSG from other competitors till the end of the CH selection. If still does not withdraw from the competition, it will broadcast sus_MSG message to all nodes in its transmission range to declare being elected to the CH, and modify the state flag. If a candidate-CH receives the quit_MSG, the node will check whether the final state has been determined or not. If already being the CH or member, it will drop this message. Otherwise, once the node is still of the candidate-CH state, it will update the status of the sender to member state in the neighbor candidate-CH table, and continues to wait for the messages from other neighbor candidate-CHs to decide its final state.
In the process of data delivery, the members make use of TDMA mechanism to send data to CH. First, the CH will divide data collection time into several time slots, and attribute each interval to a member node to form a scheduling arrangement for data aggregation. Then, according to the distance of its member nodes, the CH can set its transmission range and send sched_MSG to all member nodes for scheduling. After receiving the sched_MSG, the member nodes record it belonging time interval for data transmission according to the sched_MSG respectively. For saving energy, they can turn off the wireless communication unit during the non-transmission slots.
While the CH receives the data from all the member nodes, it will restore them and further make use of the fuzzy clustering method to select redundant nodes. Next, the nodes in redundant nodes set {R 1 , R 2 ,…, R t } will be notified, and they will modify the state flag and be scheduled to dormant state in the next round. After that, the CH will incorporate data aggregation to reduce the amount of information, and send the aggregation result to the BS in sing-hop manner. Finally, the BS receives all messages sent by the CH, and end the round. By the end of each round, all nodes will update the status as member nodes and empty their neighbor CHs tables. Table 1 illustrates the messages definition, and the main steps are explained in detail. 
Experimental results and analysis
We implement the sleep scheduling mechanism in a custom WSN simulator build in C++, and conducted several experiments to evaluate its performance. In this study, ESSM was compared with two protocols, EEHS [17] and SSTBC [18] . The detailed simulation parameters are illustrated in Table 2 . First, we examine the effect of parameter α on the balance of network energy consumption. The ratio of node's sleep scheduling can illustrate the energy saving effect, but it can not really reflect the balance of network energy consumption. In general, the metric of mean residual energy and variance of all sensor nodes' at a certain time can be applied to measure the balance of network energy consumption. It can be observed that the greater the mean energy, the lower variance of all sensor nodes and the better the consumption balance of the mechanism can be obtained. The energy mean function can be defined as M(t) = 
The setting of the probability function takes into account of the residual energy and the distance from nodes to BS.
The experimental results are shown in Figs. 2 and 3 . The values of the parameter α vary from 0.2, 0.5 and 0.8. It can be seen that when the value is 0.5, the result of energy mean and variance are better than other cases. That is because the smaller the value α is, the greater the proportion of residual energy in the generation of candidate CHs. When the value of α is large, the distance factor becomes more important. For the former case, the nodes near the BS have more residual energy, and the local competition behaves more fiercely, which is bound to generate meaningless energy consumption. For the latter case, the distance factor will lead to the generation of more candidate CHs in the region far away from the BS. In the late stage of network lifetime, the residual energy of nodes typically lies in a low level and is difficult for adaptive reduction of competition radius. In addition, in single hop mode, the nodes far away from the BS will die ahead of time, which is not conducive to the overall energy consumption of the network. According to the previous analysis, select the parameter α = 0.5. Under the condition of different node's density, the communication radius of the CH is analyzed, and the results are shown in Fig. 4 . It can be seen that the communication radius of CHs is smaller than other CHs near BS. That is because the energy consumption of CH is closely related to the distance between CH and BS in a single-hop manner. The distant nodes from the BS dissipate their energy much quickly due to the long distance transmission. In order to save energy, less CHs should be distributed in the area near BS. However, the measure will lead to the increase of communication distance in that region, which can bring about the burden of the member nodes. On the contrary, in the regions far away from BS, the number of CHs can be promoted to reduce the inter cluster communication range and energy consumption among members. Therefore, the clustering protocol should be designed to compromise the number of CHs in different regions and the communication cost. Our algorithm can make the size of clusters be linearly related to the distance of the BS, which guarantees the little difference of communication radius between the clusters under different node density.
Furthermore, we compare the average number of nodes with different node's density in each round. As shown in Fig. 5 , the number of dormant nodes in high-density is more than in low-density. That is because the correlation of data collected by neighboring nodes is much higher and more dormant nodes being selected have little impact on subsequent data fusion. As a result, the number of redundant nodes that are scheduled to sleep is relatively more. In addition, we can find that the average number of dormant nodes at different densities is relatively stable, which provides the basic foundation for maintaining stability of the average energy consumption among all nodes.
Next, we compare the number of CHs in different node density, and the results are shown in Fig. 6 . When the node's density is large, the number of CHs in EEHS is more than SSTBC and ESSM. The reason is that EEHS is mainly concerned with the effect of cluster size on the overall energy consumption. It can be observed that the number of CHs generated in ESSM demonstrates stably during many rounds, and is not affected by the variety of the node density. That is owing to two factors: (1) The CH's selection based on the distance from BS and node's residual energy; (2) When the density is large, more redundant nodes can be scheduled according to the data correlation so as to save energy. Figure 7 shows that the average time delay. It can be observed that when the node density is large, the time delay of the three algorithms is obviously higher than that of the sparse node's density due to the increase of the network throughput. However, in contrast, the time delay of ESSM can show a distinct advantage. In single-hop mode, CH aggregates the data from its member nodes and transmit it to BS directly, ESSM can reduce delay in aspect of the efficiency of data forwarding. The accuracy metric is defined as the ratio of the result by the data aggregation scheme used to the real summation of all individual sensor nodes in [30, 31] . Figure 8 illustrates the data accuracy of EEHS, SSTBC and ESSM with different number of sensor nodes. From the results, we can observe that the accuracy increases as the number of sensor nodes increases. Obviously, the major reasons is that the data accuracy can reach a certain saturation level till sufficient sensor nodes are deployed for monitoring the triggered event in the sensing field. Besides, ESSM demonstrates better performance in aspect of data accuracy than EEHS and SSTBC. In our proposed scheme, the redundant nodes are selected based on data correlation, and the rest of active nodes are sufficient for achieving the same level of estimated data accuracy. Hence it is unnecessary to make all the sensor nodes active, which causes an improvement of energy conservation with the prerequisite of data accuracy.
Conclusions and future work
In this paper, we proposed an energy-efficient sleep scheduling mechanism with similarity measure for WSNs. According to the similarity of the data collected by the nodes, the nodes are classified and the redundant nodes can be selected by defining correlation function in fuzzy theory. Therefore, ESSM can activate a minimum number of sensor nodes in a densely deployed environment and maintain high data accuracy. In addition, it improves network lifetime by performing optimal CH selection approach and decentralized sleep scheduling mechanism. However, for the applications with sparse distribution of nodes or low spatio-temporal correlation of data, ESSM will be very hard to evaluate the differences between nodes by their data similarity. And then, the selection of redundant sensor nodes within clusters may not be very effective.
In the future, our work will focus on heterogeneous sensor networks composed of different types of sensors and discuss the synchronization scheme and applies to application scenarios with strict coverage requirements.
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