Abstract. We propose a novel approach to landmark-based medical image registration based on the geostatical method of Kriging prediction. Our method exploits the spatial statistical relation between two images, as estimated using generalpurpose registration algorithms, in order to construct an optimum predictor of the displacement field. High accuracy is achieved by using an estimated spatial model of the displacement field directly from the image data, while practically circumventing the difficulties that prevented Kriging from being widely used in image registration.
Introduction
In this paper we propose a geostatistical framework for the registration of medical images. Our motivation is to provide the highest possible accuracy to computer-aided clinical systems in order to estimate the geometric (coordinate) transformation between two multidimensional, possibly multimodal, datasets. Registration of medical (both 2D and 3D) images, from the same or different imaging modalities, is needed by computeraided clinical systems for diagnosis, pre-operative planning, intra-operative procedures and post-operative follow-up. Registration is also needed to perform comparisons across a population, for deterministic and statistical atlas construction and to embed anatomic knowledge in segmentation algorithms. Good reviews of current state of the art for medical image registration can be found elsewhere (see for example [7] ).
Our framework is based on the reconstruction of a dense arbitrary displacement field by interpolating the displacements measured from control points. Several schemes have been proposed in the past to interpolate sparse displacement fields for medical image registration. The most popular ones are based on thin-plate splines, which usually make an independent interpolation for each of the components of the vector field. Interpolating or smoothing thin-plate splines [3, 11, 12] are used depending on whether the sparse displacements are considered to be noiseless or not. The former need the order of the spline to be specified in advance while the latter also need the regularization parameter to be specified. Adaptiveness can be obtained by spatially changing the spline order and the regularization term. The bending term in the spline energy functional could, in principle, also be modified to account for non-isotropic behavior and even a set of co-variables could also be added to the coupling term of the functional. None of these improvements are usually implemented, possibly because of the difficulty of obtaining an objective design from data. Other popular schemes are based on dynamic mechanical models [2] stated as a set of partial differential equations where the sparse displacements are associated with actuating forces. The mechanical model provides an ad-hoc regularization to the interpolation problem that produces a physically feasible result. The assumption that the physical difference between the source and the target image can be actually represented by mechanical models is by no means evident. Moreover, mechanical properties must also be endowed to the anatomic structures in order to obtain a proper model.
Our framework departs from the previous two approaches by adopting the geostatistical method of Kriging. Related work on the field of statistical shape analysis has been previously reported in [6] . The underlying idea is to use an experimental approach that makes the least a priory assumptions by statistically analyzing the available data, i.e., the displacements of the control points. Our method consist of locally applying the so-called Ordinary Kriging estimator [5] , to obtain the best linear unbiased estimator (BLUE) of the displacement at every point from the displacements initially obtained at the control points. Central to this approach is the estimation of the second order characterization of the displacement field, now modeled as a vector random process. The estimated variogram [5] (a statistics related to the spatial covariance function or covariogram) plays the role of the thin-plate spline kernels, though now they are directly obtained from data and not from an a priory thin-plate dynamic model. Remarkably, thin-plate splines can be considered as a special case of Kriging estimation [8] . A novel approach to the estimation of the variogram the displacement field, which circumvents the practical limitations of Kriging, is presented here.
The next two sections describe the registration approach reported in this paper. Some illustrative results and conclusions are presented afterwards. An appendix on variogram estimation including some geostatistical terms is intended to make the paper self-contained.
Our Approach to Landmark-Based Registration
We will consider that the deformation that puts into correspondence the source and target images is a realization of a vector random field. The global component of the deformation corresponds to the trend (mean) of the random field, whereas the local deformation is modeled by an intrinsically stationary random field. The field is sampled by means of landmark correspondences, i.e., to each landmark in the source image corresponds a landmark in the target one, which are then used to reconstruct the whole realization of the random deformation field.
The geostatistical method tries to honour actual observations by estimating the spatial variability model directly from available data. This essentially consists of estimating the variogram of the field, which is a difficult problem specially if it is to be done from landmarks displacements. This has possibly prevented Kriging from being used in landmark-based registration. Here we propose a practical way to circumvent these difficulties by splitting the approach into three steps:
1. Image-based global registration: Unbiased estimation of the variogram requires to detrend the field. We propose to make an intensity-based global (i.e., rigid or affine) registration to remove the trend effect, with a variety of algorithms being available. For example, rigid registration by maximization of mutual information is a wellknown algorithm [14] , which can be used when image intensities in both images are different. 2. Model estimation: Estimating the variogram structure of the detrended displacement field is still a difficult task. The number of available landmarks in most practical applications is almost never enough to make good variogram estimations, and trying to extract a significant number of them from the images would render the method unpractical. We propose to use a fast general-purpose intensity-based nonrigid registration algorithm, in order to obtain an approximate dense displacement field suitable for variogram estimation. Again a number of algorithms are available, though we are using with excellent results a regularized block-matching scheme with mutual information (and others) similarity measure, developed by our team [13] . 3. Landmark-based local registration: Landmarks are extracted from the globally registered image pair, and the detrended deformation field is reconstructed using Ordinary Kriging with the estimated variogram structure.
Displacement Field Reconstruction
The reconstruction of the displacement field can be cast as the optimal prediction of the displacement at every location x i from a set of observations obtained by measuring the displacement between pairs of point landmarks extracted from both images. The observations can therefore be modeled as
where X i and X i are independent random vectors with corresponding landmark positions, and the N i are independent Gaussian random vectors with covariance matrices C Ni (x i ) = C Xi + C X i . The covariances of the landmark positions (C Xi and C X i ) is obtained from the images using the Cramer-Rao lower bound proposed in [11, 12] 
where N (m) is a neighborhood around the landmark with m elements.
Ordinary Kriging Prediction of Displacement Fields
The local mean for each component of the field is assumed to be an unknown constant. We have found that this is a very convenient model, even after the global pre-registration that should render zero-mean values for the resulting displacement components. The reason is that usually a locally varying mean structure can model much of the local deformation. Therefore, in this case we will not use all the samples but a limited number in a neighborhood around the prediction location. This has the added benefit of reducing the computational burden. The ordinary co-kriging (i.e., multivariate Kriging) estimator of the displacement at point x takes the form
. . .
where d is the number of components and Z r (O) is a vector with the stacked observations from the r-th component in the neighborhod. If there is no second-order probabilistic dependence among the fields, each of them is dealt with independently leading to a block-diagonal K(x, O) matrix and resulting the conventional ordinary Kriging predictor for each component.
The ordinary Kriging coefficients must minimize the mean square prediction error
subject to the unbiasedness constraint
Closed-form equations for the coefficients and for the achieved squared error can be readily obtained after some algebra (see for example [5] ). Due to space constraints we only present the coefficients equation, expressed in terms of covariances. The matrix Λ is block diagonal, with each diagonal block equal to a column vector of ones, and the vector λ r is a zero row vector with a single one in the r position:
Extensions of ordinary Kriging are possible by incorporating more complex mean structure models. Though this could seem in principle appealing, it has the serious drawback of hindering the estimation of the spatial variability model since the mean structure has to be filtered out before the covariance structure can be estimated. Notice that estimating the variogram does not require to pre-estimate the mean as far as this is constant.
Results
We are currently using the proposed framework in a number of applications. In order to better ilustrate its behavior, we have selected two simple experiments. Figure (2.a) shows a T1w MRI axial slice of a multiple sclerosis patient, and Fig. (2.b) a corresponding T2w axial slice of a different patient. Ellipsoids representing landmark covariances have been overlayed (seven landmarks in the brain and four on the skull). Figures (2.d) and (2.e) show two T1w mid-sagittal slices of MS patients, also with covariance landmark ellipsoids overlayed (eleven landmarks in the brain and three on the skull). In each case, the second image is to be warped onto the first one.
In both cases the images are first globally registered. Then a forward displacement field is obtained for each one using our general purpose general registration scheme [13] , in order to estimate the variograms. Sample variograms and their weighted least squares fit to theoretical models (linear combination of Gaussian and Power models) are shown in Fig. (1) . 5000 displacements are sampled for this purpose, which make the estimation highly accurate. Registration results are shown in Figs. (2.c) and (2.f) by ordinary Kriging estimation of the displacement field, using only the displacements from the landmarks on the images. Notice how even with so few landmarks a good result is achieved, specially in areas closer to the landmarks, due the proper estimation of the random displacement field. The open source software Gstat [9] has been used in these experiments.
Discusion and Conclusions
We have presented a practical approach to the statistical estimation of displacement fields from pairs of landmarks. The method is grounded on the solid theory of Ordinary Kriging and it also provides a way to estimating the spatial dependence models from image data, which circumvents some of the hurdles found when using Kriging. The fact that the statistical relation between both geometries is succesfully used makes the method highly accurate and particularly well suited for image registration and shape analysis applications. It is remarkable to note that thin-plate splines can be considered a particular case of Kriging and, in this sense, our approach generalizes this popular registration method.
Relation Between Intrinsic and Second-order Stationarities:
Note that the family of intrinsic stationary fields is larger than the second order stationary one. In particular unbounded valid variograms, i.e., variograms without a sill (see below), do not have a correspondent auto-covariance function. For second-order stationary fields there is a simple relation between the variogram and the auto-covariance, i.e.,
It is clear that in the common situation for second order stationary fields where the covariance approaches to zero for large space lags, the sill of the variogram is 2C Z r (0). 
Variogram Estimation
The variogram is estimated under the assumption of intrinsic estationarity, i.e., the mean must be constant. Should this not be the case, a trend model must be pre-estimated in order to be substrated from the field prior to estimating the variogram. This process is undesirable since it introduces bias in the variogram estimation due to its inherent circularity: the probabilistic characterization of the random component of the field must be known in order to estimate the trend, but the trend must also be known in order to estimate the probabilist characterization of the random component. Nevertheless, this issue is present in any model with a trend and a random component and, in fact, estimating the sample variogram instead of the sample auto-covariance has several advantages [5] from this point of view:
1. If the mean value of the field is an unknown constant, it is not necessary to preestimate it because the variogram sample estimator is based on differences. Hence, in this case, the sample variogram can be estimated unbiasedly. 2. The sample variogram estimator is more robust against mean model mismatch than the sample auto-covariance one. 3. The sample variogram estimator is less biased than the sample auto-covariance one, when the mean model is pre-estimated and substracted from the field realization in order to make the spatial dependence model estimation.
