Assessments of studies meant to evaluate the effectiveness of interventions, programs, and policies can serve an important role in the interpretation of research results. However, evidence suggests that available quality assessment tools have poor measurement characteristics and can lead to opposing conclusions when applied to the same body of studies. These tools tend to (a) be insufficiently operational, (b) rely on arbitrary post-hoc decision rules, and (c) result in a single number to represent a multidimensional construct. In response to these limitations, a multilevel and hierarchical instrument was developed in consultation with a wide range of methodological and statistical experts. The instrument focuses on the operational details of studies and results in a profile of scores instead of a single score to represent study quality. A pilot test suggested that satisfactory between-judge agreement can be obtained using well-trained raters working in naturalistic conditions. Limitations of the instrument are discussed, but these are inherent in making decisions about study quality given incomplete reporting and in the absence of strong, contextually based information about the effects of design flaws on study outcomes.
In September 1999, Jü ni, Witschi, Bloch, and Egger published an evaluation of scales meant to assess the quality of randomized field trials in medicine. Jüni et al. found that the substantive conclusions drawn from a series of studies on the effectiveness of low-molecularweight heparin (LMWH) dramatically changed depending on which scale was used to assess the quality of the research evidence. Using an identical set of studies and applying the quality weightings dictated by 25 different scales, the authors found that seven of the subsequent meta-analyses indicated that high-quality studies found the treatment was more effective than the control condition, whereas low-quality studies found no difference. Applying 6 other quality scales led to meta-analyses that reached the reverse conclusion.
The Jüni et al. (1999) findings go beyond the immediate debate about the effectiveness of the treatment in question and strike at the heart of the scientific enterprise. Even though the quality scales Jüni et al. examined were all developed by well-qualified medical researchers, these researchers apparently disagreed enough about the definition of quality in medical research that applying their standards individually led to a hopelessly confused picture of the state of evidence. As such, Jüni et al.'s findings cast serious doubt on the growing practice of using quality scales to evaluate evidence.
Given that medical experimental research is often held up as the gold standard for social science research, the implications of Jüni et al.'s (1999) work for behavioral researchers are equally troubling. Applied behavior researchers from clinical, health, and industrial and organizational psychology; education; and social work, to name a few disciplines, have heard growing calls to create credible standards upon which to develop an empirically derived knowledge base (e.g., Flay et al., 2005) . These calls have stemmed, in part, from an increasing recognition by policymakers and program administrators that appropriately designed and wellimplemented studies are more likely to lead to trustworthy conclusions than are studies with questionable designs or poor implementation. In addition, policymakers are demanding that public funds be directed toward programs of "proven effectiveness" in an effort to avoid wasting tax dollars on programs that may not be achieving their goals (Kellam & Langevin, 2003) . Finally, ethical standards for researchers require that the most rigorous research possible be conducted to maximize the probability that the efforts of psychologists will result in benefits both to those who participate in studies and to society at large (Council for International Organizations of Medical Science, 1993; Emanuel, Wendler, & Grady, 2000) .
Academic scholars and professional organizations also have endorsed the need for more and better empirical research on the effectiveness of interventions (Chambless & Hollon, 1998; Domitrovich & Greenberg, 2000; Greenberg, 2004) . To address these needs, government agencies and others who fund behavioral research have partnered with academics and professional organizations to create guidelines and systems for evaluating the extent to which claims of an intervention's effectiveness are supported by rigorous research (e.g., Blueprints for Violence Prevention, 2004; National Registry of Evidence-Based Programs and Practices, 2007) . Unfortunately, it is not clear that the principal warning of Jüni et al.'s (1999) work has been heeded in the development of these systems.
We have multiple goals for this article. First, we review in detail the seminal article by Jüni et al. (1999) and suggest reasons why the different quality scales they tested yielded different results. We then review two high-profile systems for judging research quality in behavioral research and show how these systems fall victim to the same problems evident in the scales used by Jüni et al. Finally, we provide an in-depth discussion of an instrument we developed, with the input of many others, to assess the quality of intervention effectiveness research that we believe avoids many of the shortcomings of other available systems.
The Hazards of Scoring the Quality of Research Jüni et al.'s (1999) article was titled "The Hazards of Scoring the Quality of Clinical Trials for Meta-Analysis," making clear the principal finding of their research. These authors used a previously published meta-analysis of 17 randomized trials comparing the effects of LMWH with those of standard heparin on the risk of developing postoperative blood clots. Armed with 25 different quality scales-24 of which were published-Jüni et al. applied each of the scales to all 17 of the studies identified in the previous meta-analysis. Then they conducted 25 different meta-analyses, with each meta-analysis using one of the quality scales. In each case, they examined the relationship between study quality and the effect of LMHW relative to standard heparin.
For six of the meta-analyses, the high-quality studies suggested no difference between LMWH and standard heparin, whereas the low-quality studies suggested a significant positive effect for LMWH. In these cases, if one focused on the results suggested by the high-quality studies alone, one would have to conclude that the effects of LMWH and standard heparin did not differ. However, for seven other quality scales, this pattern of results was reversed. That is, the high-quality studies suggested a positive effect for LMWH, whereas the low-quality studies suggested no difference between the two conditions. Here, relying on the "best" evidence would lead one to conclude that LMWH is effective. The remaining 12 quality scales resulted in conclusions that did not differ between high-and low-quality trials.
The analysis conducted by Jüni et al. (1999) suggested that the clinical conclusion about the efficacy of the two types of heparin depended on the quality scale used. Berlin and Rennie (1999) remarked that this finding was "truly astounding" (p. 1093), whereas Greenland (1994) anticipated this result in an article titled "Quality Scores Are Useless and Potentially Misleading." An examination of the scales used in this study reveals some answers for why this conclusion might have been predictable.
Lack of Agreement About Quality Dimensions
The quality scales used by Jüni et al. (1999) did not agree about the specific dimensions of study quality. Reflecting this diversity, some of the scales were focused solely on internal validity (e.g., whether random assignment was used and whether experimenters were kept unaware of participants' conditions), whereas others addressed additional dimensions relating to validity, such as the representativeness of the sample. Thus, there appeared to be little consensus about what and how many dimensions of design and implementation define quality in the context of medical research. In addition, even though all of the quality scales included some assessment of internal validity, within this relatively specific category, the scales disagreed about which aspects of internal validity were important. For example, although all scales had a question about the mechanism by which individuals were assigned to groups (random assignment), not all had questions about whether the patient and the treatment delivery staff were aware of the assigned condition (i.e., masking), nor did all address the manner in which participants who withdrew from treatments (i.e., attriters) were handled. Further, some scales in Jüni et al.'s (1999) study focused on combinations of these three study characteristics, whereas others examined more numerous threats to internal validity.
Lack of Specificity Regarding Quality Criteria
Science works best when the discovery process used by scientists is open to the inspection of others. Transparent and precise definitions of key terms pave the way for critical evaluation and replication by others and ultimately to informed acceptance, refinement, or rejection of the original claim. Many of the quality scales in Jüni et al.'s (1999) review were not transparent. This lack of transparency arose most noticeably from the use of terms such as adequate, appropriate, and sufficient, applied to design features such as fidelity of implementation, participant attrition, statistical power, and so on, without the provision of operational definitions for these terms. In addition, technical terms that have multiple meanings or different potential operational definitions were rarely given further specification. As a result, users of these instruments are left to their own devices to determine how these terms should be specified. One quality rater's adequate implementation might be another's failed implementation. One rater's definition of attrition might include participants who switched conditions whereas another's might not.
Reliance on Complex Weighting Schemes
All but one of the scales in Jüni et al.'s (1999) article relied on a complex weighting scheme. Typically, the quality scales assigned a certain percentage of the scale's points to each of the various dimensions examined. For example, the presence of a valid random assignment scheme might be worth 10 points, masking the intervention conditions to the patients might be worth 7 points, and so on. However, even when scales used the same dimensions, there was little agreement about the specific weights that should be assigned to those dimensions. For example, most of the scales reviewed by Jüni et al. awarded points for masking the treatment conditions, but these allocations ranged from 2.5% of the total available points to 40% of the total points. Part of this discrepancy is explainable by the fact that the scales often used different numbers of items, ranging from 3 to 34. However, even when the number of items was the same, the weights still differed. For example, one scale (Beckerman, de Bie, Bouter, de Cuyper, & Oostendorp, 1992 ) with 14 items gave 6.7% of its total points for masking, whereas another (Brown, 1991) with 14 items gave 23.1% of its total points for masking. These differences seem to reflect fundamental and large disagreements about the importance of masking treatment conditions in medical research.
The fact that quality scales have been developed that reflect different degrees of importance for the same design and implementation dimensions is not surprising. It may be the case that there are legitimate reasons for these weights to vary depending on the type and context of the intervention being scrutinized. However, there is little empirical work that can help scholars pin down the difference in importance between quality features and how these might vary as a function of the research question. Until such a literature is available, attempting to weight the impact on quality assessments by assigning varying points to varying features of design and implementation will continue to be a major source of unreliability and invalidity in quality scales.
Reliance on Single Scores to Express Quality
Quality scales typically arrive at a single score that is meant to represent the rated studies, and the scales used in the review by Jüni et al. (1999) were no different. To arrive at a single score, one must aggregate the (weighted) scores from the various items on a quality scale in some way, usually by summing. Especially when scales focus on more than one aspect of validity, the single-score approach results in one number that is summed across very different aspects of study design and implementation, many of which are not necessarily related to one another. For example, there is no necessary relation between the validity of outcome measures used in a study and the mechanism used to allocate participants to groups. When scales combine disparate elements of study design into a single score, it is likely that important considerations of design are being obscured. For example, a study with strong measurement validity but weak internal validity can get a score identical to that of a study with weak measurement validity and strong internal validity. Both the validity and the utility of quality scores can be compromised by this process.
Quality Assessment Systems in the Social Sciences
Unfortunately, there is no reason to believe that quality assessment systems in the social sciences are better than those in medicine. To illustrate this point, we review two high-profile quality assessment efforts that were funded by the U.S. government.
of Blueprints is to identify effective violence prevention programs. As part of the identification process, a set of scientific standards was developed that was meant to rate the quality of research on violence prevention programs; these criteria are publicly available on the Blueprints Web site (Blueprints for Violence Prevention, 2004). To be identified as a promising program, interventions need to demonstrate effectiveness at the end of the study, use a strong research design (i.e., a randomized experiment or a quasiexperiment with carefully matched groups), have sample sizes that are large enough to have a reasonable chance of detecting effects, have unproblematic degrees of attrition, and use reliable and valid outcome measures. To be identified as a model program, interventions need to have evidence of all of the above plus (a) demonstrated effectiveness at least 1 year beyond the end of the intervention, (b) demonstrated effectiveness in a replication study, (c) an analysis of factors that mediate treatment effects, and (d) a cost-benefit analysis.
National Registry of Evidence-Based Programs and Practices (NREPP)
NREPP is funded by the Substance Abuse and Mental Health Services Administration, a division of the U.S. Department of Health and Human Services (for more information, see http://www.nrepp.samhsa.gov). NREPP reviews programs aimed at four types of issues: (a) individuals with co-occurring disorders, (b) psychopharmacological programs, (c) workplace programs, and (d) general substance abuse prevention and treatment programs. Program developers submit program and evaluation materials to NREPP. To review the materials, NREPP developed a quality scale that is applied by expert consultants who have been previously trained in the use of the scale (NREPP, 2007) .
NREPP's quality assessment tool (NREPP, 2007) has six criteria that most experts would consider to be important. Internal validity is represented by two questions, three questions address the construct validity of the intervention and outcome measures, and two address statistical validity (although there are only six questions, one is a multidimensional question that addresses both internal validity and statistical validity). External validity is not addressed in this system.
Limitations of the Blueprints and NREPP Assessment Systems
Given generally accepted notions about good research, the Blueprints for Violence Prevention (2004) and NREPP (2007) criteria are certainly reasonable. However, an examination of the quality criteria as defined in the Blueprints and the NREPP systems reveals that they share many of the same problems as the scales used in the Jüni et al. (1999) article. Both systems have questions that address internal validity, and they converge in that both recognize the importance of group comparability and attrition. NREPP includes questions addressing other potential confounding variables and methods to control for missing data and attrition. The Blueprints standards, if applied as discussed on the materials posted on the Web site, ignore these issues.
Both Blueprints and NREPP use assessment criteria that are not operationalized. For example, the Blueprints criteria merely state that "attrition is dangerous, particularly because it can compromise the integrity of the original randomization or matching process" (Blueprints for Violence Prevention, 2004, ¶ 4) but do not provide any guidance about (a) whether the person applying the criteria should look at overall attrition, the difference in attrition rates across conditions, or both and (b) how much attrition is problematic. NREPP's criteria also do not distinguish between differential and overall attrition but are modestly specific with respect to how to judge the potential for missing data to be a problem. We write modestly specific because the instrument itself uses terms such as inadequately, too much [attrition] to control for bias, demonstrations of similarity, and more sophisticated methods that model missing . . . participants (NREPP, 2007, Section 4, Missing Data and Attrition) . The lack of operationalization of this critical feature means that individual quality raters can (consciously or not) pick very different definitions, and the scales give consumers no way of knowing what these might have been. The NREPP items are graded on a 0 -4 scale, and each item is weighted equally to arrive at an overall quality score. Blueprints requires the individuals applying the criteria to use their own cognitive algebra to arrive at an overall judgment about the strength of the study design and implementation (see below). This means that not only can individuals apply different standards to the same criterion (as in the reliability example above), but they can also value the importance of the same criterion differently. Thus, although assigning points to the evaluation criteria is bad (because there is no consensus about what those points should be), it is even worse for a system to allow individuals to do this themselves and not make explicit what weights they used.
Finally, as implied above, both Blueprints for Violence Prevention (2004) and NREPP (2007) rely on a single score to express the underlying quality of the strength of a study's design and implementation. In addition to the concerns raised above (i.e., that items with no necessary relation to one another are summed to form a single descriptive number), the Blueprints system includes an additional problematic element. Specifically, the users of this system are asked to arrive at an overall decision about the strength of the study's design and implementation in the absence of clear guidance on how this judgment should be made. In addition to increasing the likelihood that the judgments will be idiosyncratic, this makes it highly unlikely that the reasons for any particular judgment will be transparent to readers (even highly informed ones).
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Lessons Learned From Previous Efforts
We hope our review of the Jüni et al. (1999) findings and previous social science efforts makes clear the three major principles that we believe are violated in most efforts to construct such study quality assessment systems. First, any quality assessment system ought to operationally define the elements that make up that system. A failure to do so increases the reliance of the system on the idiosyncratic definitions of the person applying it. Second, a quality assessment system ought to be transparent so that other scientists can make informed decisions about the validity of claims arising from the system. Finally, quality assessment systems ought to avoid using a single score to summarize the conclusions reached by the assessment system and the systems that weight design features required to generate such a single number. Unfortunately, violation of these principles is much more the norm than it is the exception.
The Study Design and Implementation Assessment Device
If a valid quality scale could be developed, it would provide the valuable service of helping to protect consumers of research from opinions, biased and/or poorly conceived research, and ad hoc explanations masquerading as scientific evidence (Levin, 2005) . Because of its potential value, we undertook the task of trying to develop a quality scale for quantitative research, named the Study Design and Implementation Assessment Device or Study DIAD, that applied the precautions and cautions described above. With this instrument, we attempted to avoid what we perceived to be the mistakes made in previous efforts. Specifically, the Study DIAD assesses study design and implementation on multiple dimensions, does not sum the scores of these dimensions to arrive at a single number representing a study's quality (but rather results in a study quality profile), and avoids a complex weighting scheme for the individual items. Also, it attempts to make the criteria applied by quality raters as transparent as possible. And finally, an effort was undertaken to ensure that the quality dimensions included in the Study DIAD were those most frequently endorsed by a broad swath of the social science research community. This is not to suggest that the Study DIAD is perfect, but before discussing areas for improvement, we first describe its development and structure.
Development of the Study DIAD
The Study DIAD was designed for the What Works Clearinghouse (WWC), an organization established by the U.S. Department of Education's Institute of Education Sciences. We approached the development of this instrument with two overarching goals in mind. First, we wanted to develop an instrument that would result (with a minimal amount of additional explanation) in quality ratings that could be understood by audiences with widely different levels of training in quantitative methods and statistics, such as parents, program administrators and deliverers, policymakers, and other research consumers, as well as by researchers themselves. Second, to ensure transparency and to enhance reliability, we wanted to base the Study DIAD on judgments about study design and implementation that would require very little inference on the part of the individuals asked to apply it to particular studies. We hoped this would make the judgments (a) open to the inspection of others and (b) more reliable, that is, more likely to be consistent from one study rater to the next. In other words, we wanted the items that made up the instrument to be as operational as possible. In response to both of these goals, we developed a multidimensional, hierarchical instrument. At its core are a number of highly specific questions relevant to assessing the quality of the design and implementation of a study. The answers to these questions then feed into answers to progressively more abstract levels of questions, culminating in four very global, abstract judgments relating to study quality. These four global questions refer, not surprisingly, to the four classes of inferential validity recognized throughout the social sciences (Campbell & Stanley, 1966; Cook & Campbell, 1979; Shadish, Cook, & Campbell, 2002 ; see also Valentine & Cooper, 2005) .
Context matters in study quality judgments. In addition to our overarching goals, we believe that much of what constitutes quality in a study is contextually dependent. That is, the quality of a study cannot be assessed without taking into consideration unique characteristics of the problem being examined and, to a lesser but still important extent, the research norms that are associated with studying the problem. As a result, we wanted to construct an instrument that allowed for problem-specific flexibility. We could not write a set of questions assessing the construct validity of an intervention that would be both transparent and applicable across the multiple domains in which interventions are applied. For example, the operational components that define an intervention that reorganizes the elementary school calendar will be different from an intervention meant to deter adolescent drug abuse. Likewise, the number of observations needed to provide adequate statistical power for an evaluation of a school uniform policy will be differ-ent from that needed for an evaluation of a behavior modification technique. These areas differ dramatically in the expected impact of any intervention (on very different outcomes) and in the degree of control they permit over extraneous influences on the outcome variable. For these reasons, the Study DIAD requires that, before it can be applied, the quality judge must answer a number of context-specific questions. Examples of these questions include specifying the nature of the intervention (i.e., the operational definition of the intervention), the outcomes the intervention is meant to influence, and so on. The specific questions that must be answered by quality judges before applying the Study DIAD are given in Table 1 . An example of how these questions might be answered for research assessing the impact of homework on academic achievement is given in the final column of Table 1 .
Content validity. The next decision we faced was how to establish the content validity of the Study DIAD. That is, we had to answer the question, What aspects of design and implementation should be represented on an instrument designed to assess study quality? in a manner that would capture the broadest possible consensus. So, as part of its development, early drafts of the Study DIAD were shared with and comments were received from the Technical Advisory Group of the WWC, composed of 14 highly regarded research methodologists.
2 In addition, we sought input on the instrument at a public meeting, held on November 22, 2002, at the National Academy of Sciences in Washington, DC, and attended by over 150 people. We also accepted comments on a draft of the instrument through the WWC's Web site. In all, over 60 comments were received.
The Structure of the Study DIAD
As we mentioned earlier, the Study DIAD is based on a number of very specific questions about study design and implementation. These specific questions then feed into progressively more abstract levels of questions and culminate in four very global, abstract questions about a study.
At the most abstract level, the Study DIAD uses four questions to address the construct validity, internal validity, external validity, and statistical conclusion validity of a study. As can be seen in Figure 1 , the four questions posed by the instrument (and that the Study DIAD helps answer) about study design and implementation are very abstract. For example, one of the questions is, "Were the participants treated and the outcomes measured in a way that is consistent with the definition of the intervention and its proposed effects?" With some additional explanation, these four questions may be understandable to audiences with little training in research methods, but they certainly are not precise enough for the research community. If study quality ratings were actually made on the basis of these four questions, it would be very difficult for others to replicate the judgments, because the logic and considerations used to arrive at them are not transparent. Rather, like so many other instruments, the judgments would be based on the unique "cognitive algebra" used by the judge. Still, we believe this level of the instrument is useful to communicate findings to audiences without a research background. At a slightly less abstract level, Figure 2 presents eight questions posed about the quality of study design and implementation. At this level, each of the four global classes of validity is subdivided into two more specific questions. For example, the global question, "Did the research design permit an unambiguous conclusion about the intervention's effectiveness?" is informed by the answer to two more specific questions, "Were the participants in the group receiving the intervention comparable to the participants in the comparison group?" and "Was the study free of events that happened at the same time as the intervention that confused its effect?"
These eight questions are closer to the level at which judgments about studies often are made. In fact, some instruments (e.g., Sherman & Gottfredson, 1997) use this level of analysis to make quality judgments. However, judgments based on questions at this level of abstraction still lack a sufficient degree of transparency. We refer to these as the composite questions-as the term composite implies having compounds or factors-meaning that we believe these questions are still relatively abstract. In fact, we believe this level of the Study DIAD is probably most useful for describing research findings to audiences with some, but still limited, knowledge of research methods.
At a more concrete level, the Study DIAD is based on 32-34 questions about aspects of research design and implementation (the exact number of design and implementation questions depends on the specifics of the study). These aspects of research design and implementation are those that survived the procedures used to seek input from others regarding what features of studies were related to quality research in the social sciences. As an example, for studies that do not use random assignment to place participants into groups, the Study DIAD contains specific questions that address three aspects of design and implementation: (a) "Were adequate procedures used to recreate the selection model?" (b) "Was there differential attrition?" and (c) "Was there severe overall attrition?" These very specific design and implementation questions are embedded in one of the 2 The members of the Technical Advisory Group were Betsy Becker, Jesse Berlin, Douglas Carnine, Thomas Cook, David Francis, Edward Haertel, Larry Hedges, Robert Linn, Mark Lipsey, David Myers, Andrew Porter, David Rindskopf, Cecilia Rouse, and William Shadish. Although these members were very influential in establishing the content of the Study DIAD, responsibility for the structure and final content of the Study DIAD rests with us. • Focuses on academic work • Assigned by classroom teacher (or researcher via teacher) • Meant to be done during nonschool hours or during study time at school i. Which of these characteristics are necessary to define interventions that "fully," "largely," and "somewhat" reflect commonly shared and/or theoretically derived characteristics?
• For "Fully," all three must be present • There will be no "largely" or "somewhat" studies
ii. What variations in the intervention are important to examine as potential moderators of effect size?
• • Achievement labels applied to students ⅙ Gifted, average, "at-risk," learning disabled, underachieving/below grade level, possessing a learning deficit
Which of these characteristics of subgroups of participants are needed to conclude that a "limited" or "reasonable range" of characteristics have been included and tested?
• Any one characteristic for "limited"
• Any three characteristics for "reasonable" These questions still involve some degree of judgment (e.g., what does adequate mean?), and if the instrument operated with this ambiguity unaddressed, it would represent little improvement over existing instruments. That is why the individuals applying the Study DIAD to specific studies must refer back to the 16 contextual questions presented in Table 1 to find the operational definitions of the key constructs. For example, individuals applying the Study DIAD are not asked to make a judgment about whether the procedures used to equate participants were adequate. Rather, what constitutes adequate equating is defined a priori (see the Context matters in study quality judgments section above), and the raters examine the study to see whether the procedures used in it were at least as good as the a priori definition. Table 2 presents the global, composite, and design and implementation questions posed on the Study DIAD (see also Figure 1 and Figure 2) . After completing the 16 contextual questions from Table 1 , study raters use this information to answer each of the 32-34 design and implementation questions. Then, an algorithm is applied to generate the answers to the eight composite questions, with the answers depending on the answers to each of the 32-34 design and implementation questions. The algorithm specifies what combination of answers to the design and implementation questions will add up to the answer to the related composite question. For example, Table 3 provides the algorithms for Composite Question 2.1. Applying the algorithms displayed in Table 3 reveals that a study using random assignment with no attrition problems (the second column) would be given a "yes" answer to the question "Were the participants in the group receiving the intervention comparable to the participants in the comparison group?" Alternatively, a study using a regression discontinuity design with no attrition problems (fifth column) would be given a "maybe yes." Similarly, an algorithm is used to generate answers to the four global questions based on the answers to the eight composite questions.
How the Study DIAD Results in Study Quality Ratings
As a second example, the specific phrasing of Composite Question 2.1, which addresses the likelihood that the study resulted in a statistically fair comparison (see Table 2 ), is, "Were the participants in the group receiving the intervention comparable to the participants in the comparison group?" This question is made more operational by Questions 2.1.1 and 2.1.1a (which address the group assignment mechanism), 2.1.2 (which addresses differential attrition), and 2.1.3 (which addresses overall attrition).
For quasi-experiments, Question 2.1.1a reads, "Were adequate equating procedures used to recreate the selection model?" Assume that, as outlined in the final column of Question 7 from Table 1, the quality judges applying the Study DIAD decided that if random assignment is not used in a study of the effects of homework on school achievement, then that study must have matched on or statistically controlled for three variables: (a) a pretest of the outcome or prior achievement, (b) grade level or age, and (c) socioeconomic status. These matching variables serve as the operational definition for the term adequate in Question 2.1.1a.
Then, the individuals rating a study would look to see if it (a) used random assignment to allocate participants to groups, and, if not, (b) whether matching or statistical control procedures were used, and, if so, (c) whether achievement pretests, age or grade level, and socioeconomic status were included when equating participants. If a study did not use random assignment but did equate students on these variables, the judge would answer "no" to Question 2.1.1 ("Was random assignment used to place participants into conditions?") and "yes" to Question 2.1.1a ("Were adequate equating procedures used to recreate the selection model?").
Next, this pattern of answers, along with the answers to the questions about differential and severe overall attrition (also operationally defined in Table 1 ), is used to answer the composite question, "Were the participants in the group receiving the intervention comparable to the participants in the comparison group?" For quasi-experiments, there are three possible answers to this question. "Maybe yes" is the answer when there is adequate equating of participants and no attrition problems. "Maybe no" is the answer when there is adequate equating but either a severe overall or a differential attrition problem exists. "No" is the answer if there is inadequate equating regardless of whether attrition is a problem. The answer to this composite question cannot be a simple "yes" because this answer is reserved for studies that use random assignment and have no attrition problems, reflecting the inherent ambiguity of inferences arising from quasi-experimental designs.
In this way, the process of using the Study DIAD makes operational what constitutes a good quasi-experiment in a way that is consistent across all judges and that can be reliably rated by multiple independent judges. Further, the criteria for why a study received a particular rating are transparent, so if others wish to disagree about the definitions used, they can do so, and the nature of the disagreement will be clear. In Table 3 , we provide the algorithm that relates answers to the design and implementation questions to the composite question about fair comparison. Finally, Table 4 presents a complete application of the Study DIAD to an investigation of the impact of homework on academic performance conducted by McGrath (1992) .
Types of Judgments Made in the Study DIAD
Broadly speaking, in the social science research community, there are three levels of agreement about what constitutes a good study. The first level involves those aspects of research design and implementation about which there is relatively strong consensus. For example, all else being equal, there is consensus that a well-implemented randomized experiment is better than a well-implemented study using matching to equate study groups for making causal inferences. These types of judgments are hard-wired into the algorithms used in the Study DIAD. The second judgment level involves the context of the research question. As we noted earlier, the Study DIAD permits flexibility across problem areas, as it simply asks judges to be explicit about the context of the criteria to be judged before undertaking judgments of quality. This might be considered the software of the DIAD. The face validity of an outcome measure is an example of a question on the Study DIAD that falls into this category. Finally, another level of judgments involves variables that seem like they could be hard-wired into the system but lack consensus among experts about what the hard-wiring should be. For example, attrition is widely regarded as a potential threat to the validity of conclusions arising from a study, yet there is surprisingly little empirical evidence guiding decisions regarding when attrition might be problematic (Valentine & McHugh, 2007) . As a result, the Study DIAD is flexible about the strategies one could adopt to address these issues. Judges who believe even small amounts of attrition might bias outcomes might choose to set a very stringent standard, that is, set their standard so that small percentages of attrition threaten a study's rating on the fair comparison scale. If studies do not meet this stringent standard, their rating for internal validity is significantly downgraded. Even though there is little agreement among experts about how much attrition is too much attrition, the Study DIAD guards against judges answering this question in an arbitrary and post hoc way that might shift from study to study and/or in a manner that is influenced by the studies' outcomes. When consensus does not exist about what to hard-wire into an instrument on research quality, the Study DIAD allows the judges flexibility regarding how to proceed but requires a priori rules that are open to the inspection of others.
Missing information is a problem that affects many quality judgments, and it can also be an issue for consumers of research. One limitation of existing quality scales is that they sometimes confuse study quality with reporting quality (Jüni, Altman, & Egger, 2001) . That is, a study may provide no information on some quality dimension, but that does not necessarily mean that the study was actually low in quality on that dimension. Therefore, to address missing information, judges should attempt to contact study authors for missing details. If this approach is not successful, one resolution is to assume that a study quality criterion was poor unless it was specifically mentioned in the study (i.e., guilty until proven innocent; Jüni et al., 2001 ). Although we believe this approach has merit, in some cases, it perhaps goes too far. For example, it seems reasonable to assume that assignment to conditions was not random if a study report makes no mention of the allocation mechanism. This is such an important detail that it would be highly unusual for researchers to use random assignment but not to mention it. However, is it equally reasonable to assume that score reliability was poor in the absence of the reporting of a specific index? Because there is no single right way to address missing data in the context of making judgments about study quality, judges should decide a priori how they will score missing information related to quality items. Although it is not perfect, the protection afforded by an a priori decision rule is a significant advance in the field of study quality assessments because it provides a mechanism for limiting the extent to which these decisions could be influenced by study outcomes.
Of note is that the problem of missing information is easier to address now than it was just a few years ago (e.g., because of the ease of electronic communication and the increasing use of the Internet to house data not deemed central to an article), and we see considerable hope for the future. For example, the CONSORT (Consolidated Standards of Reporting Trials) statement (Moher, Schultz, & Fully Homework focused on academic work, was assigned by a classroom teacher, and was meant to be done during nonschool hours. 1.1.2 Was the intervention described at a level of detail that would allow its replication by other implementers?
Yes, no Yes Subject matter and assignment frequency were specified in the report. 1.1.3 Was there evidence that the group receiving the intervention might also have experienced a changed expectancy, novelty, and/or disruption effect not also experienced by the comparison group (or vice versa)?
Yes, no No The report contained no evidence of one of these types of effects.
1.1.4 Was there evidence that the intervention was implemented in a manner similar to the way it was defined?
Yes, no Yes Homework assignments appear to have been distributed as planned. paz, 2004 ) extends this effort to some nonexperimental designs. These and related initiatives (e.g., structured abstracts; Mosteller, Nave, & Meich, 2003) should increase the consistency of reporting across studies and ultimately reduce the confusion in quality assessments associated with poor reporting.
Pilot Test of the Study DIAD
To help us understand the extent to which independent raters could reach agreement on the quality dimensions captured on the Study DIAD, we undertook a pilot test of the instrument.
Raters. Five raters participated in the pilot study. All five raters held a doctorate in the social sciences, but none had direct experience in rating studies for research quality. A sixth, more experienced researcher served as the principal investigator. Before starting on this pilot test, the raters were given approximately 6 hr of training in coding studies (i.e., how to extract information from study reports), including specific training on the Study DIAD.
Studies. Twelve studies were chosen for the pilot test. The studies were on the topic of homework and academic achievement. Studies were chosen randomly from a previously identified set of studies.
Procedure. The 12 studies were divided into two groups. The groups were randomly formed. We used the first group of studies as training stimuli. For this part of the pilot study, raters worked independently and were not allowed to ask questions. After all raters applied the Study DIAD to all 6 studies in this group, their difficulties in applying the Study DIAD were discussed in a group conference including the principal investigator and Jeffrey C. Valentine. On the basis of this discussion, several minor revisions to the instrument used to code the Study DIAD were made.
Next, we attempted to assess agreement using more realistic conditions. In this condition, raters again worked independently but were allowed to ask questions of the individual serving as principal investigator.
Results. To categorize the extent of between-rater agreement, we adopted the following conventions. If all raters agreed on how to respond to a question about a study on a Study DIAD rating, then we labeled that complete agreement. If four of five raters agreed, then we labeled that good agreement. We used the label disagreement to describe situations in which three raters used one value and two raters used a second value. Finally, we used the label bad disagreement to describe situations in which more than two different ratings were used by the five raters.
For the first set of studies, 47% of ratings were in complete agreement and another 28% were in good agreement. Thirteen percent of the ratings were considered disagreements, and 12% of the ratings were categorized as bad disagreements. In other words, for 75% of the ratings, the raters either completely agreed with one another or had four of five independent raters reach agreement. It is interesting to note that about one third of the ratings that were categorized in one of the disagreement categories were from one complex study.
For the second set of studies, conducted under more realistic conditions, 71% of the ratings were in complete agreement and 16% were in good agreement. Eleven percent of the ratings were considered disagreement and 2% were categorized as bad disagreements. Thus, when raters had access to a knowledgeable individual who could assist with ambiguous judgments, for 87% of the ratings, the raters either completely agreed with one another or had four of five raters reach agreement.
3
Uses of the Study Quality Profiles
Both the composite and global profiles generated by the Study DIAD can be used in multiple ways. The global profiles are best used descriptively for audiences with little knowledge about research methods. An example of this can be seen in Table 5 , which suggests a mix of strengths and weaknesses for McGrath's (1992) investigation of the effect of homework. For audiences with a somewhat better foundation in statistics and research methods, the answers to the eight composite questions can also be used descriptively. As can be seen in Table 5 , doing so presents a more nuanced picture of the strengths and weaknesses of McGrath (1992) .
A second potential use of the profiles is to establish inclusion and exclusion criteria for a systematic review. The composite profile is probably the most appropriate to use for this task. As an example, judges might decide to exclude studies that receive a "no" in any category, or they could develop more nuanced criteria.
Third, profiles (or indeed the responses to the individual design and implementation questions) could be used individually in moderator tests in a meta-analysis. As an example, a research synthesist might test whether studies receiving a "yes" on the composite question, "Were the 3 Across the two sets of studies, one clear source of disagreement between raters involved determining whether effect sizes could be computed for a measured outcome. It is likely that raters need very specialized training on how to recognize and prioritize the possibilities for generating effect sizes given the data reported in studies. We note that this limitation is not unique to the Study DIAD but rather is an important concern for all scholars interested in conducting systematic reviews. participants in the group receiving the intervention comparable to the participants in the comparison group?" were associated with different effects than were studies receiving a "maybe yes" on this dimension.
Limitations of the Study DIAD
As we mentioned earlier, we do not believe that the Study DIAD is a perfect quality assessment instrument. We have alluded to one limitation already, specifically, that for many important issues (e.g., attrition), there is simply not enough empirical evidence for us to understand the relationship between quality dimensions and study outcomes. For other questions on the Study DIAD, legitimate disagreement exists about potential problems that should be addressed. An example of this is the case of so-called unhappy randomization, in which a well-implemented randomization procedure still yields groups that are not equivalent on one or more important baseline variables. One school of thought is that the fact of baseline inequivalence means that the study's internal validity is threatened. Another line of thinking is that a well-implemented random assignment procedure equates on expectations only, and as such it makes little sense to give such studies lower scores. Both of these positions are tenable. As such, it is clear that answering the 16 contextual questions given in Table  1 will require a considerable degree of thought and judgment. Even in cases in which the relationship is relatively more straightforward, there is no guarantee that the individuals answering the 16 questions will do so in a uniformly sensible way. However, we believe that the approach to addressing issues like these used in the Study DIAD (requiring that researchers operationally define their rules before rating studies) is better than existing strategies (which tend to lack transparency and to be post hoc).
A second limitation of the Study DIAD is that we had to make decisions regarding those aspects of study design and implementation that were most important. We operationally defined this as aspects of research for which we were able to approach consensus on their importance across research domains among the researchers who took part in our development process. It is almost certainly the case that for some research questions, aspects of study design and implementation that are not represented on the Study DIAD will be critical to drawing valid inferences. Researchers using the Study DIAD in these cases will need to know what those critical aspects are and will need to integrate them into their judgments.
A third and related limitation is based on pragmatism. Although the Study DIAD is thorough, some aspects of study design and implementation that are important across domains were not fully addressed because of the research norms in the social sciences. In particular, the Study DIAD contains only one item on outcome or measurement validity (face validity, the weakest evidence of construct validity), because social scientists rarely attend to measurement validity except in a cursory manner. Likewise, the Study DIAD's assessments of external validity do not directly address the representativeness of the interventions, programs, or policies in the study. Because social scientists rarely randomly sample from a known population of participants, outcome measures, or program or policy instantiations, claims of representativeness are often made on the basis of surface similarity and are usually extremely tenuous. As such, the Study DIAD's assessments of external validity emphasize the inclusion of different variations on important conditions (such as population characteristics and settings) and the statistical exploration of potential generalizations across intervention, program, or policy instantiations (Matt & Cook, 1994) . Thus, for both construct and external validity, conventional practice in the social sciences led to the adoption of study quality criteria that reflected these realities. Our hope is that practice will continue to improve so that the Study DIAD can be modified to take these issues into better account. A fourth limitation is structural. The goal of all quality assessment instruments is to identify studies that are likely to result in a biased estimate of the relationship in question. It is possible, however, that study flaws will bias study results in different directions. Extending an example from Greenland and O'Rourke (2001) , it may be the case that because of the ways selection mechanisms operate in a given area, the lack of random assignment results in an overestimate of the treatment effect, and differential attrition results in an underestimate of the treatment effect. That is, different quality indicators might be associated with different directions of bias. Thus, a study that does not randomly assign units but does experience differential attrition could experience two sources of bias that act in opposite directions. Unless a quality scale captures the differential direction of these biases, the resulting quality score will not properly rank studies in terms of their degree of bias (Greenland & O'Rourke, 2001 ; see also Staines, 1974) . We know of no quality scales, including the Study DIAD, that have been constructed to take this possibility into account.
Another limitation is related to the human resource requirements for applying the Study DIAD. Study raters need a solid background in social science methods as well as training specific to the Study DIAD to use the instrument. In our pilot test, the raters all held doctoral degrees and received 6 hr of training before we attempted to assess the reliability of the quality assessments across judges. Although a doctorate is probably not necessary for reliable application of the instrument, the process for using the Study DIAD is very human resource intensive, especially if those applying it wish to generate multiple independent ratings of each study so as to enhance the reliability of its application.
Finally, we close our discussion of the limitations of the Study DIAD with the recognition that it does not solve all of the problems identified in Jüni et al.'s (1999) review of quality assessment instruments. If several research teams were to independently apply the Study DIAD to the same research question, it is possible that these teams would assign different Study DIAD scores to the same study. The most likely cause of this disagreement would be that the teams used somewhat different answers to the 16 contextual questions that are answered before studies are rated. For example, if Team A defined differential attrition as at least a 10% difference in loss between groups and Team B defined it as at least a 20% difference in loss between groups, then studies falling between a 10% and a 20% difference in attrition percentages would be scored differently by the two teams. Given that many of the 16 contextual questions require judgment calls (because there is generally little empirical evidence to guide how they should be answered), such disagreements would not be unexpected. However, the fact that the Study DIAD requires study raters to be explicit about the criteria they applied to studies means that it will be much easier to trace the source (or sources) of disagreement in ratings, a step we believe to be a significant improvement.
Conclusion
We hope we have accomplished several goals with this article. First, we hope that we have made the case that quality assessment instruments have a poor track record. They do not agree with one another about what dimensions of design and implementation are important. They tend to rely on complex and arbitrary weighting schemes and result in a single score that is highly unlikely to be a valid indicator of study quality. Instead of being operational, they too often invoke the cognitive algebra of the person using the instrument, with little assurance that the judgments made are consistent across judges or within judges at different times. As a result, they yield judgments about study quality that are both conflicting and hard to reproduce.
We also believe that quality scales are not going to disappear. Our sense is that these scales have a perceived utility that drives their use and, as such, if a quality scale is used, we believe that the Study DIAD is a significantly better choice compared with existing alternatives. The strengths of the Study DIAD include the process used for arriving at its content, its explicit recognition of the importance of context and a built-in mechanism for adapting the instrument to different research questions, its transparency, and its ability to give ratings with more or less nuance depending on the purpose for which it will be used. Other instruments we have seen do not exhibit these characteristics.
We hope the reader will take away from this discussion a broad idea of how the Study DIAD operates, how it might evolve in the future, and what its strengths and limitations are. We are optimistic that greater attention to the issues in judging study quality that the Study DIAD was meant to address will result in improved information for evidence-based decisions regarding the effects of interventions, programs, and policies.
