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Examination of Storage capacity about Associative Memory of Correlation model 
Yasuo HAMAKAWA Hiroyuki YOSHIMOTO  Yasuhiro WAKITA 
This paper describes the research of associative memory using neural networks. We use the model 
of product of input as the learning model and realized the associative memory of static pattern using 
correlation model. However, the case memorizing static pattern, the storage capacity is limited and 
quantity of memory is poor. Therefore, we propose the n-line masking system for a new masking 
system. From the simulation, we considered the relation among the storage capacity and recalling. 
Moreover, we describes the new masking system increase the storage capacity. Further, it is shown 
that the way of masking system is useful to increase the storage capacity. 
Keywords : Neural Network, Associative memory, model of products for input, storage capacity 
1 はじめに 
人間の脳は多数のニューロンが同時並行に相互作用
を及ぼし合うことで超並列処理を実現し，学習と自己
組織化によって知識を獲得する．人間の脳の神経回路
網を数理モデルとして捉えたニューラルネットワーク
は以上の背景から盛んに研究が進んでいる[1][2][3]．
ニューラルネットワークの研究分野の中に，連想記
憶がある．連想記憶とは，神経回路網上に分散・多重
化されて蓄積された記憶内容を，入力情報を基に全体
像や関連事項を想起するような人間の脳機能の１つで
ある．この連想記憶のシミュレーションにおいては記
憶する系列パターンと記憶内容あるいは認識結果の対
応付けが定型化しにくく，シミュレーションの想起に
失敗することが多い為，これまであまり取り扱われて
いない．連想記憶のシミュレーションも系列パターン
に無相関なランダムパターンを用いることが多い．
しかし，神経回路網（脳）の情報処理の連想記憶に
おいて，この固定系列パターンを記憶し連想する連想
記憶に関する研究の重要性は周知の事実である。
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また連想記憶のモデルは，これまで様々なニューロ
ンモデル及びニューラルネットワークの学習方法が提
案され，特に自己連想記憶のような，時間変化しない
静的パターンを用いたものが多く研究されている[4]．
しかし，相互連想記憶のような，時間変化がある系
列パターンの連想記憶がより現実的であり，これらに
ついても様々なモデルが提案されている．また学習す
るパターンを相関のある固定系列パターンとした場合，
記憶できる数が少なく，固定系列パターン数を増加す
ると想起に失敗することがわかっている[4][5][6]．
本研究では，連想記憶のモデルとして相互連想記憶，
学習モデルは積結合モデルとして，入力と出力パター
ンの相関を神経回路網の結合荷重に埋め込む自己相関
型モデルを採用する[7][8][9][10]．また，学習するパター
ンを相関のある固定系列パターンとし，固定系列パタ
ーンにマスキングを付加する複数の手法を提案し，そ
のマスキング手法の有用性について評価を行う[11]．
２ シミュレーションのモデル 
2.1 積結合モデル 
積結合モデルは，ニューロンに対する全ての入力の
中から任意の k 個の入力を取り出し，それらの積に結
合荷重を与え，全ての組み合わせの和を入力とする． 
k は入力の個数でそのモデルの次元数を表している．
本研究では二次の積結合モデルを採用する(図 1参照)． 
鹿児島工業高等専門学校
研究報告　49（2014）
− 35 −
研究報告（様式２）
2／6
 
 

1
1 1
)()()(
N
j
N
jk
kjijki txtxwtu (1) 
1( 0)
( 1) sgn[ ( ) ( ) ]
1( 0)
i
i i i
i
u
x t u t bx t h
u
       
(2) 
このモデルの時刻 t における内部ポテンシャル ui(t)は
式(1)で表される．ここで，xj， xkはニューロンに対
する入力，wijkはニューロン j とニューロン k からニュ
ーロン i への結合荷重を示す．また，出力式は式(2)で
ある．積結合モデルでは，積結合モデルは結合荷重数
の増加が見込め，記憶可能な系列パターン数が多くな
り，後述の連想記憶を構築することができる[8][9][10]．
2.2 ネットワークの構成 
ニューロンの接続であるネットワーク構成は，相互
結合型ネットワークを採用する。相互結合型ネットワ
ークは，各ニューロンが対等に結合し，出力信号が他
のニューロンにフィードバックされる特徴を持ったネ
ットワークである．このネットワークにおいて，各ニ
ューロンは対等に結合した wij=wjiとし，自身の出力が
フィードバックする自己結合 b を持つ構成とする．ま
た入力パターンと出力パターンが異なる（系列パター
ンの入力パターンの次の）パターンを想起させるネッ
トワークとした．
2.3 自己相関型モデル 
ニューラルネットワークを用いた連想記憶は，系列
パターンの学習を行う記憶過程と，入力に従って出力
を行う想起過程がある．連想記憶の実現において，記
憶過程の系列パターンの学習方法が重要であり，その
学習モデルとして，自己相関型モデルを採用した．
自己相関型モデルは，時間軸における μ番目の系列
パターン Sμとある定数パターン a との差分により，結
合荷重を決定するモデルである．また，右下の添字は
各パターンの構成要素を示している．自己相関型モデ
ルの結合荷重 wijを式(3)に示す． 
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 二次の積結合モデルにおける自己相関型モデルの結
合荷重 wijkの決定式は，学習式(3)を拡張した式(4)を用
いる．ここで，aCbは a 個から b 個をとる組み合わせ
(combination)を表す．  
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３ 連想記憶のシミュレーション 
3.1 パラメータと類似度の定義 
固定系列パターンとして，一般の手書き文字である
電子技術総合研究所(現:産業技術総合研究所)で収集さ
れた ETL 文字データベースの中の ETL8 を採用する．
このデータベースのひらがな文字を，一要素が 2 値の
白(-1)か黒(+1)を取る 16×16 の二次元画像に変換し，
固定系列パターンとして定義する．パラメータとして，
固定系列パターンを Sμ，その数を M とし，入力パタ
ーンを x，ニューロン数を N と定義する． 
連想記憶のシミュレーションにおける想起結果の精
度を示すものとして類似度を定義する．類似度は式(5)
で表され，μ番目の固定系列パターン Sμ=(s1μ，…，sNμ)
と時間軸における記憶している固定系列パターン
x(t)=(x1(t)，…，xN(t))との差分を表し，値が 1 に近いほ
ど想起すべきパターンに近いことを示している．
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3.2 シミュレーションアルゴリズム 
固定系列パターンを用いた連想記憶のシミュレーシ
ョンは，まずニューロン 1 つに 1 画素を対応させ，二
次元画像を固定系列パターンとしてニューラルネット
ワークに学習させる．次に，入力として学習させた固
定系列パターンの初期値を入れると，次々と学習して
いる固定系列パターンを想起するという動作を行う．
以下に，マスキング手法を用いない場合の固定系列
パターンを用いたシミュレーションアルゴリズムを示
す．また，扱う固定系列パターンを S0から SMとし，
・・・
・ ・・
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図１ 二次の積結合モデル
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固定系列パターンと想起結果間の類似度を l0 から lμ
とする． 
1．各パラメータをそれぞれ設定する． 
2．固定系列パターン S0，S1，…，SMを生成する． 
3．結合荷重 w を式(5)に基づいて求める． 
4．ニューラルネットワークにパターン x(0)= S0を初
期値として与える． 
5．式(1)と式(2)に基づいて x(1)を求める． 
6．式(5)から x(1)と S2の類似度 l2を求める． 
7．3 から 5 の操作を繰り返して遷移回数 100 回を越
えたら終了とする． 
この場合に，連続する lμが 0.93 より大きい場合を想起
に成功したと仮定する．  
 
４ マスキング手法 
4.1 系列パターンと想起 
 系列パターンのパターン相互に相関がないランダム
パターン（図 2 参照）を系列パターンとし，ニューラ
ルネットワークに学習させる．系列パターンをランダ
ムパターンとした場合，連想記憶のシミュレーション
の想起は成功する．しかし，現実に取り扱う系列パタ
ーンは，図 3 に示すような固定系列パターンであり，
この固定系列パターンを用いた連想記憶のシミュレー
ションでは，ランダムパターンよりもパターン同士の
類似度が増加するため，想起に失敗している(表 1)．  
系列パターン間の類似度が増加すると，システムは
想起すべきパターンとは別のパターンを出力し，図４
のように想起に失敗する．そこで系列パターン間の類
似度を減少させるマスキング手法を提案する． 
表 １ パターン間類似度の比較 
 
最小値 最大値 
想起 
結果 
ランダムパターン
(M=5) 
0.04 0.20 成功
固定系列パターン
(M=5) 
0.30 0.55 失敗
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図２ ランダムパターン(M=３) 
 
 
 
 
 
 
 
 
4.2 ｎ直線マスキング 
 固定系列パターンを用いた連想記憶の想起には，パ
ターン間類似度が関係し，想起を成功させるためには
固定系列パターンにマスキングを付加してニューラル
ネットワークに学習させる必要がある．しかし，固定
系列パターン数が増加すると，マスキングパターンも
増加し，記憶容量との関係が明らかになっていない．  
そこで本研究では，固定系列パターンの記憶に適し，
その記憶枚数が多くても対応できる新たなマスキング
手法としてｎ直線マスキングを提案する[11]． 
ｎ直線マスキングは，図 5 のように縦方向と横方向
へランダムな位置に直線を付加し，総計をｎ(本)とし
たものである． ｎ直線マスキングは各パターンにおけ
る黒の部分を増加させ，パターン間類似度を減少させ
ることが期待できる．  
 
 
 
 
 
 
 
元のパターン 2 直線マスキング 
8 直線マスキング 4 直線マスキング 
図３ 学習させる固定系列パターン(M=3)
図 4 想起失敗例(M=3) 
…
図 5 ｎ直線マスキング 
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4.3 ｎ直線マスキングシミュレーション 
固定系列パターン数は次のように増加させ，シミュ
レーションを行う．始めは「あ」から「お」の 5 枚と
し，次は「あ」から「こ」の 10 枚というように，学
習する固定系列パターンを 5 枚ずつ増やし，最後は
「あ」から「ん」の 46 枚までというようにする．ま
た，シミュレーションは固定系列パターンにマスキン
グを付加しない場合と，各ｎ直線マスキングを付加し
たそれぞれの場合で行う．シミュレーション回数は
1000 回とし，1000 回の中で，想起成功となる回数を
カウントし，評価を行う． 
固定系列パターンにマスキングを付加した場合の連
想記憶のシミュレーションアルゴリズムを以下に示す．  
1．各パラメータ，固定系列パターン数，マスキン
グ本数の設定． 
2．固定系列パターン S0，S1，…，SM にマスキング
を付加．S0’，S1’，…，SM’とする． 
3．マスキング付加固定系列パターン S0’，S1’，…，
SM’を入力． 
4．式(5)に基づいて結合荷重を計算． 
5．ニューラルネットワークにパターン x(0)= S0’を
初期値として与える． 
6．式(1)と式(2)に基づいて x(1)を決定． 
7．式(5)から x(1)と S2’の類似度 l2を計算． 
8．6 から 7 の繰り返し．設定した遷移回数を越えた
ら終了． 
この場合に，連続する lμが 0.93 より大きい場合を想起
に成功したとする． 
 
4.4 シミュレーション結果 
 図 6 にｎ直線マスキングシミュレーションの結果を
示す．縦軸はシミュレーション 1000 回中の想起成功
回数を示し，横軸は固定系列パターンに付加したマス
キングの種類を示している．また，各マーカーはニュ
ーラルネットワークに学習させる固定系列パターン数
を示している． 
 図 6 より，ニューラルネットワークに学習させる固
定系列パターン数が増加すると想起に失敗することが
多くなっている．しかし，固定系列パターンにマスキ
ングを付加して学習することで，想起に成功する回数
が増加している．更に，固定系列パターンに付加する
マスキングを 8 直線マスキングとした場合，他のマス
キングに比べて想起成功回数が多くなった．これは，
従来の縦横マスキングである 4 直線と比較しても，ニ
ューラルネットワークに学習させる固定系列パターン
数の増加に対応しており，本論文で扱ったひらがな文
字全てを想起することにも成功している．しかし，ニ
ューラルネットワークに学習させる固定系列パターン
に付加するマスキングが 8 直線マスキングまでならば，
マスキングの線の数が増加すると想起成功回数が増加
しているが，10 直線マスキングの場合は，想起成功回
数が減少することがわかった． 
次に，ニューラルネットワークに学習させる固定系
列パターンを 46 枚とし，マスキングを付加しない場
合と各ｎ直線マスキングを付加した場合の各パターン
における空白の部分と黒い部分の割合を図 7 に示す．
図 7 は，固定系列パターン 46 個の各パターンにおけ
る空白の割合と黒の割合のそれぞれの平均値を示して
いる． 
図 7 より，固定系列パターンに付加するマスキング
の線の数が増加すると，黒の割合が増加し空白の割合
は減少している．また，マスキングを付加しない場合
では，空白の割合が圧倒的に多く，ニューラルネット
ワークに学習させる固定系列パターンにおいて，各パ
ターン同士の空白の部分が重なり，パターン間類似度
が増加していると考えられる．同様に，10 直線のよう
に黒の割合が増加すると，各パターン同士の黒の部分
が重なり，パターン間類似度が増加し，シミュレーシ
ョンの想起に失敗したと考えられる． 
以上のことから，マスキング手法は固定系列パター
ンの各パターンの空白の割合と黒の割合について考慮
して付加する必要があると考えられる． 
 
５ 結論 
 本研究では，固定系列パターンを用いた連想記憶に
おいて，新たなマスキング手法としてｎ直線マスキン
グを提案し，固定系列パターン数と想起の関係性につ
いて考察を行った． 
まず，系列パターンの連想記憶における変数及びパ
ラメータを定義し，シミュレーションのアルゴリズム
を示した．また，従来の研究で扱われていたランダム
パターンや，固定系列パターンを提示し，より現実的
な連想記憶の実現のために固定系列パターンを扱うこ
とや，固定系列パターンが想起に成功するために必要
なマスキング手法の説明を行い，検討すべき問題とし
て，固定系列パターン数の増加に対応したマスキング
手法が必要であることを示した． 
次に，新たに提案したマスキング手法であるｎ直線
マスキングについてその概要とシミュレーションによ
る評価方法を示し，固定系列パターンにマスキングを
付加させない場合と各ｎ直線マスキングを付加させた
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場合に分け，固定系列パターン数を変化させながら連
想記憶のシミュレーションを行った．結果として，固
定系列パターンにｎ直線マスキングを付加することは
有用であることがわかった．また，8 直線マスキング
を固定系列パターンに付加させた場合，固定系列パタ
ーン数 46 枚全ての想起に 3 割程度成功でき，提案し
たマスキング手法の中で，最も有用なマスキング手法
であることがわかった．さらに，ｎ直線マスキングの
考察として，固定系列パターンに対し，マスキングを
付加させない場合と各ｎ直線マスキングを付加させた
場合について，空白の割合と黒の割合をそれぞれ調べ
た結果，空白と黒のどちらか一方の割合が増加しすぎ
ると，パターン間類似度が増加し，想起に失敗する事
がわかった． 
以上のことから，相関を持つ系列パターンである固
定系列パターンの連想記憶において，固定系列パター
ン数が増加しても対応できるマスキング手法の提案が
行えた．また，マスキング手法全般においては，マス
キングを付加させた固定系列パターンの空白の割合と
黒の割合を考慮することが必要だということがわかっ
た． 
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