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Abstract
We provide novel coded computation strategies for distributed matrix-matrix products that outperform the recent “Polynomial
code” constructions in recovery threshold, i.e., the required number of successful workers. When m-th fraction of each matrix can
be stored in each worker node, Polynomial codes require m2 successful workers, while our MatDot codes only require 2m− 1
successful workers, albeit at a higher communication cost from each worker to the fusion node. We also provide a systematic
construction of MatDot codes. Further, we propose “PolyDot” coding that interpolates between Polynomial codes and MatDot
codes to trade-off communication cost and recovery threshold. Finally, we demonstrate a coding technique for multiplying n
matrices (n ≥ 3) by applying MatDot and PolyDot coding ideas.
I. INTRODUCTION
As the era of Big Data advances, massive parallelization has emerged as a natural approach to overcome limitations imposed
by saturation of Moore’s law (and thereby of single processor compute speeds). However, massive parallelization leads to
computational bottlenecks due to faulty nodes and stragglers [2]. Stragglers refer to a few slow or delay-prone processors that
can bottleneck the entire computation because one has to wait for all the parallel nodes to finish. The issue of straggling [2]
and faulty nodes has been a topic of active interest in the emerging area of “coded computation” with several interesting
works, e.g. [3]–[39]. Coded computation not only advances on coding approaches in classical works in Algorithm-Based Fault
Tolerance (ABFT) [40], [41], but also provides novel analyses of required computation time (e.g. expected time [3] and deadline
exponents [42]). Perhaps most importantly, it brings an information-theoretic lens to the problem by examining fundamental
limits and comparing them with existing strategies. A broader survey of results and techniques of coded computation is provided
in [43].
In this paper, we focus on the problem of coded matrix multiplication. Matrix multiplication is central to many modern com-
puting applications, including machine learning and scientific computing. There is a lot of interest in classical ABFT literature
(starting from [40], [41]) and more recently in coded computation literature (e.g. [6], [44]) to make matrix multiplications
resilient to faults and delays. In particular, Yu, Maddah-Ali, and Avestimehr [6] provide novel coded matrix-multiplication
constructions called Polynomial codes that outperform classical work from ABFT literature in terms of the recovery threshold,
the minimum number of successful (non-delayed, non-faulty) processing nodes required for completing the computation.
In this work, we consider the standard setup used in [6], [44] with P worker nodes that perform the computation in a
distributed manner and a master node that helps coordinate the computation by performing some low complexity pre-processing
on the inputs, distributing the inputs to the workers, and aggregates the results of the workers possibly performing some low
complexity post-processing.1 We propose MatDot codes that advance on existing constructions in scaling sense under the
setup: when m-th fraction of each matrix can be stored in each worker node, Polynomial codes have the recovery threshold
of m2, while the recovery threshold of MatDot is only 2m − 1. However, as we note in Section III-B, this comes at an
increased per-worker communication cost. We also propose PolyDot codes that interpolates between MatDot and Polynomial
code constructions in terms of recovery thresholds and communication costs.
Our main contributions in this work are as follows:
• We present our system model in Section II, and describe MatDot codes in Section III. While Polynomial codes have a
recovery threshold of Θ(m2), MatDot codes have a recovery threshold of Θ(m) when each node stores only m-th fraction
of each matrix multiplicand.
• We present a systematic version of MatDot codes, where the operations of the first m worker nodes may be viewed as
multiplication in uncoded form, in Section IV.
• In Section V, we propose “PolyDot codes”, a unified view of MatDot and Polynomial codes that leads to a trade-off
between recovery threshold and communication costs.
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1In this paper, we introduce a new type of node, “a fusion node”, and delegate master node’s result aggregation and post-processing function to the fusion
node. Hence, a master node is only responsible for pre-processing and job distribution as a fusion node performs aggregating results and post-processing.
However, this is only a conceptual separation that makes our explanation easier throughout the paper. One can think of a master node and a fusion node as
one physical machine.
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2• In Section VI, we apply the constructions of Section III to study coded computation for multiplying more than two
matrices.
We note that following the publication of an initial version of this paper [1], the works of Yu, Maddah-Ali, and Avestimehr [45]
and Dutta, Bai, Jeong, Low and Grover [46] obtained constructions that outperform PolyDot codes in trade-offs between
communication cost and recovery threshold (although MatDot codes continue to have the smallest recovery threshold for given
storage constraints). Importantly, Yu et al. [45] also provide interesting converse results that show the optimality of MatDot
codes.
II. SYSTEM MODEL AND PROBLEM STATEMENT
A. System model
The system, illustrated in Fig. 1, consists of three different types of nodes, a master node, multiple worker nodes, and a
fusion node. These are defined more formally below.
Fig. 1. The computational system: Master node receives the computational inputs and sends appropriate tasks to the workers. The workers are prone to faults
and delays. The fusion node aggregates the partial computational outputs from the workers and finally produces the desired computational outputs.
Definition 1. [Computational system] A computational system consists of the following:
(i) a master node that receives computational inputs, pre-processes them (e.g., encoding), and distributes them to the worker
nodes
(ii) memory-constrained worker nodes that perform pre-determined computations on their respective inputs in parallel
(iii) a fusion node that receives outputs from successful worker nodes and performs post-processing (e.g.,decoding) to recover
the final computation output.
For practical utility, it is important to have the amount of processing that the worker nodes perform to be much smaller than
the processing at the master and the fusion node.
We assume that any worker node can fail to complete its computation because of faults or delays. Thus, we define a subset
of all workers as the “successful workers.”
Definition 2. [Successful workers] Workers that finish their computation task successfully and send their output to the fusion
node are called successful workers.
Definition 3. [Successful computation] If the computational system on receiving the inputs produces the correct computational
output, the computation is said to be successful.
Definition 4. [Recovery threshold] The recovery threshold is the worst-case2 minimum number of successful workers required
by the fusion node to complete the computation successfully.
We will denote the total number of worker nodes by P , and the recovery threshold by k. We will be using the term “row-
block” to denote the submatrices formed when we split a matrix A horizontally as follows: A =
[
A0
A1
]
. Similarly, we will be
using the term “column-block” to denote the submatrices formed when we split a matrix vertically into submatrices as follows:
A =
[
A0 A1
]
.
B. Problem statement
We are required to compute the multiplication of two square matrices A,B ∈ F (|F| > P ), i.e., AB using the computational
system specified in Section II-A. Both the matrices are of dimension N×N . Each worker can receive at most 2N2/m symbols
from the master node, where each symbol is an element of F. For the simplicity, we assume that m divides N and a worker
node receives N2/m symbols from A and B each3. The computational complexities of the master and fusion nodes, in terms
2The worst-case here is over all possible configurations of k successful workers.
3We only consider symmetric distribution of matrices A and B in this work. A more general problem formulation where one can distribute different number
of entries from A and B to each worker is an open problem.
3of the matrix parameter N , is required to be negligible in a scaling sense than the computational complexity at any worker
node4. The goal is to perform this matrix-matrix multiplication utilizing faulty or delay-prone workers with minimum recovery
threshold.
III. MATDOT CODES
In this section we will describe the distributed matrix-matrix product strategy using MatDot codes, and then examine
computation and communication costs of the proposed strategy. Before proceeding further into the detailed construction and
analyses of MatDot codes, we will first give some motivating examples which contrast MatDot codes with existing techniques.
A. Motivating examples and summary of previous results
Consider the problem statement described in Section II. We describe three different strategies as possible solutions to the
problem: (i) ABFT matrix multiplication [40] (also called product-coded matrices in [44]), (ii) Polynomial codes [6] and then
(iii) our proposed construction, MatDot codes, each progressively improving, i.e., reducing the recovery threshold. We will
evaluate the straggler tolerance of a strategy by its recovery threshold, k. For all the examples, we consider the most simple
case with m = 2. Let us begin by describing the first strategy, namely, ABFT matrix multiplication.
Example 1. [ABFT codes [40] (m = 2, k = 2
√
P )]
Consider two N ×N matrices A and B that are split as follows:
A =
[
A0
A1
]
,B =
[
B0 B1
]
where A0,A1 are submatrices (row-blocks) of A of dimension N/2×N and B0,B1 are submatrices (column-blocks) of B
of dimension N ×N/2. Using ABFT, it is possible to compute AB over P nodes such that, (i) each node uses N2/2 linear
combination of the entries of A and N2/2 linear combination of the entries of B and (ii) the overall computation is tolerant
to P − 2√P stragglers in the worst case. Thus, any P − (P − 2√P ) = 2√P worker nodes suffice to recover AB.
ABFT codes use the following strategy: P processors are arranged in a
√
P ×√P grid. ABFT codes encode two row-blocks
of A and two column-blocks of B separately using two systematic (
√
P , 2) MDS codes. Then, we distribute the i-the encoded
column-block of A to all the worker nodes on the i-th row of the grid, and the j-th encoded row-blocks to all the worker
nodes on the j-th column of the grid. Note that here the grid indexing is i = 1, 2, . . . ,
√
P and j = 1, 2, . . . ,
√
P . An example
for P = 9 is shown in Fig. 2. The worst case arises when all but one worker node in the lower right (
√
P − 1)× (√P − 1)
part of the grid fail. Thus, the worst case recovery threshold is P − (√P − 1)2 + 1 = 2√P . For the example given in Fig. 2
where P = 9, recovery threshold is 2
√
P = 6. 
Fig. 2. ABFT matrix multiplication [40] for P = 9 worker nodes with m = 2, where A =
[
A0
A1
]
, B = [B0 B1]. The recovery threshold is 6.
In the previous example, the recovery threshold was a function of P and thus it required more successful worker nodes as
we use more processors. However, as we will show in the next example, Polynomial codes [6] provide a superior recovery
threshold that does not depend on P .
4If the master node or the fusion node is allowed to have higher computational complexity, the workers can simply store A,B using Maximum Distance
Separable (MDS) codes to get a recovery threshold of m; the fusion node simply recovers A,B and then multiplies them, essentially performing the whole
operation.
4Example 2. [Polynomial codes [6] (m = 2, k = 4)] Consider two N ×N matrices A and B that are split as follows:
A =
[
A0
A1
]
,B =
[
B0 B1
]
.
Polynomial codes computes AB over P nodes such that, (i) each node uses N2/2 linear combination of the entries of A and
N2/2 linear combination of the entries of B and (ii) the overall computation is tolerant to P − 4 stragglers, i.e., any 4 nodes
suffice to recover AB, Polynomial codes use the following strategy: Node i computes (A0 +A1i)(B0 +B1i2), i = 1, 2, . . . P,
so that from any 4 of the P nodes, the polynomial p(x) = (A0B0+A1B0x+A0B1x2+A0B1x3) can be interpolated. Having
interpolated the polynomial, AB as
[
A0B0 A0B1
A1B0 A1B1
]
can be obtained from the coefficients (matrices) of the polynomial. 
Fig. 3. Polynomial Codes [6] with m = 2. The recovery threshold is 4.
Our novel MatDot construction achieves a smaller recovery threshold as compared with Polynomial codes. Unlike ABFT
and polynomial codes, MatDot divides matrix A vertically into column-blocks and matrix B horizontally into row-blocks.
Example 3. [MatDot codes (m = 2, k = 3)]
MatDot codes compute AB over P nodes such that, (i) each node uses N2/2 linear combination of the entries of A and
N2/2 linear combination of the entries of B and (ii) the overall computation is tolerant to P − 3 stragglers, i.e., 3 nodes
suffice to recover AB. The proposed MatDot codes use the following strategy: Matrix A is split vertically and B is split
horizontally as follows:
A = [A0 A1] , B =
[
B0
B1
]
, (1)
where A0,A1 are submatrices (or column-blocks) of A of dimension N ×N/2 and B0,B1 are submatrices (or row-blocks)
of B of dimension N/2×N .
Let pA(x) = A0 + A1x and pB(x) = B0x + B1. Let x1, x2, · · · , xP be distinct real numbers, the master node sends
pA(xr) and pB(xr) to the r-th worker node where the r-th worker node performs the multiplication pA(xr)pB(xr) and sends
the output to the fusion node. The exact computations at each worker node are depicted in Fig. 4. We can observe that the
fusion node can obtain the product AB using the output of any three successful workers as follows: Let the worker nodes
1, 2, and 3 be the first three successful worker nodes, then the fusion node obtains the following three matrices:
pA(x1)pB(x1) = A0B1 + (A0B0 +A1B1)x1 +A1B0x
2
1,
pA(x2)pB(x2) = A0B1 + (A0B0 +A1B1)x2 +A1B0x
2
2,
pA(x2)pB(x3) = A0B1 + (A0B0 +A1B1)x3 +A1B0x
2
3.
Since these three matrices can be seen as three evaluations of the matrix polynomial pA(x)pB(x) of degree 2 at three distinct
evaluation points x1, x2, x3, the fusion node can obtain the coefficients of x in pA(x)pB(x) using polynomial interpolation.
This includes the coefficient of x, which is A0B0 +A1B1 = AB. Therefore, the fusion node can recover the matrix product
AB. 
In the example, we have seen that for m = 2, the recovery threshold of MatDot codes is k = 3 which is lower than
Polynomial codes as well as ABFT matrix multiplication. The following theorem shows that for any integer m, the recovery
threshold of MatDot codes is k = 2m− 1.
Theorem 1. For the matrix multiplication problem specified in Section II-B computed on the system defined in Definition 1,
a recovery threshold of 2m− 1 is achievable where m ≥ 2 is any positive integer that divides N .
Before we prove Theorem 1, we first describe the construction of MatDot codes.
5Fig. 4. An illustration of the computational system with four worker nodes and applying MatDot codes with m = 2. The recovery threshold is 3.
Construction 1. [MatDot Codes]
Splitting of input matrices: The matrix A is split vertically into m equal column-blocks (of N2/m symbols each) and B
is split horizontally into m equal row blocks (of N2/m symbols each) as follows:
A = [A0 A1 . . . Am−1] , B =

B0
B1
...
Bm−1
 , (2)
where, for i ∈ {0, . . . ,m− 1}, and Ai,Bi are N ×N/m and N/m×N dimensional submatrices, respectively.
Master node (encoding): Let x1, x2, . . . , xP be distinct elements in F. Let pA(x) =
∑m−1
i=0 Aix
i and pB(x) =
∑m−1
j=0 Bjx
m−1−j .
The master node sends to the r-th worker evaluations of pA(x), pB(x) at x = xr, that is, it sends pA(xr), pB(xr) to the r-th
worker.
Worker nodes: For r ∈ {1, 2, . . . , P}, the r-th worker node computes the matrix product pC(xr) = pA(xr)pB(xr) and
sends it to the fusion node on successful completion.
Fusion node (decoding): The fusion node uses outputs of any 2m−1 successful workers to compute the coefficient of xm−1
in the product pC(x) = pA(x)pB(x) (the feasibility of this step will be shown later in the proof of Theorem 1). If the number
of successful workers is smaller than 2m− 1, the fusion node declares a failure.
Notice that in MatDot codes, we have
AB =
m−1∑
i=0
AiBi, (3)
where Ai and Bi are as defined in (2). The simple observation of (3) leads to a different way of computing the matrix product
as compared with Polynomial codes based computation. In particular, to compute the product, we only require, for each i, the
product of Ai and Bi. We do not require products of the form AiBj for i 6= j unlike Polynomial codes, where, after splitting
the matrices A,B in to m parts, all m2 cross-products are required to evaluate the overall matrix product. This leads to a
significantly smaller recovery threshold for our construction.
Proof of Theorem 1. To prove the theorem, it suffices to show that in the MatDot code construction described above, the fusion
node is able to construct C from any 2m− 1 worker nodes. Observe that the coefficient of xm−1 in:
pC(x) = pA(x)pB(x) =
(
m−1∑
i=0
Aix
i
)m−1∑
j=0
Bjx
m−1−j
 (4)
is AB =
∑m−1
i=0 AiBi (from (3)), which is the desired matrix-matrix product. Thus it is sufficient to compute this coefficient
at the fusion node as the computation output for successful computation. Now, because the polynomial pC(x) has degree
2m− 2, evaluation of the polynomial at any 2m− 1 distinct points is sufficient to compute all of the coefficients of powers of
x in pA(x)pB(x) using polynomial interpolation. This includes AB =
∑m−1
i=0 AiBi, the coefficient of x
m−1. The next section
has a complexity analysis that shows that the master and fusion nodes have a lower computational complexity as compared to
the worker nodes. 
6B. Complexity analyses of MatDot codes
Encoding/decoding complexity: Decoding requires interpolating a 2m − 2 degree polynomial for N2 elements. Using
polynomial interpolation algorithms of complexity O(k log2 k) [47], where k = 2m− 1, the decoding complexity per matrix
element is O(m log2m). Thus, for N2 elements, the decoding complexity is O(N2m log2m).
Encoding for each worker requires performing two additions, each adding m scaled matrices of size N2/m, for an overall
encoding complexity for each worker of O(mN2/m) = O(N2). Thus, the overall computational complexity of encoding for
P workers is O(N2P ).
Each worker’s computational cost: Each worker multiplies two matrices of dimensions N×N/m and N/m×N , requiring
N3/m operations (using straightforward multiplication algorithms5). Hence, the computational complexity for each worker is
O(N3/m). Thus, as long as P  N (and hence m  N ), encoding and decoding complexity is smaller than per-worker
computational complexity.
Communication cost:
The master node communicates O(PN2/m) symbols, and the fusion node receives O(mN2) symbols from the successful
worker nodes. While the master node communication is identical to that in Polynomial codes, the fusion node there only
receives O(m2N2/m2) = O(N2) symbols.
C. Why does MatDot exceed the fundamental limits in [6]
The fundamental limit in [6] concludes that the recovery threshold is Ω(m2), whereas our recovery threshold is lower:
2m − 1. To understand why this is possible, one needs to carefully examine the derivation of the fundamental limit in [6],
which uses a cut-set argument to count the number of bits/symbols required for computing the product AB. In doing so, the
authors make the assumption that the number of symbols communicated by each worker to the fusion node is N2/m2, which
is a fallout of a horizontal division of matrix A, and a vertical division of matrix B (the opposite of the division used here).
The bound does not apply to our construction because each worker now communicates N2 symbols to the fusion node.
Note that while the amount of information in each worker’s transmissions is less, i.e., O(N2/m) (because the N ×N matrices
communicated by the workers can have rank N2/m), this is still significantly larger than N2/m2 assumption made in the
fundamental limits in [6].
From a communication viewpoint, MatDot requires communicating a total of (2m−1)N2 symbols, which is larger than the
N2 symbols in the product AB. This is suggestive of a trade-off between minimal number of workers and minimal (sum-rate)
communication from non-straggling workers. Section V describes a unified view of MatDot and Polynomial codes, which
describes the trade-off between worker-fusion communication cost and recovery threshold achieved by our construction.
In practice, whether this increased worker-fusion node communication cost using MatDot codes is worth paying for will
depend on the computational fabric and system implementation choices. Even in systems where communication costs may
be significant, it is possible that more communication from fewer successful workers is less expensive than requiring more
successful workers as required in Polynomial codes. Also note that if P = Ω(m2) (e.g. when the system is highly fault prone
or the deadline [42] is very short), communication complexity at the master node will dominate, and hence MatDot codes may
not impose a substantial computing overhead.
IV. SYSTEMATIC CODE CONSTRUCTIONS
In this section, we provide a systematic code construction for MatDot codes. As the notion of systematic codes in the context
of matrix multiplication problem is ambiguous, we will first define systematic codes in our context.
Definition 5. [Systematic code in distributed matrix-matrix multiplication] For the problem stated in Section II-B computed
on the system defined in Definition 1 such that the matrices A and B are split as in (2), a code is called systematic if the
output of the r-th worker node is the product Ar−1Br−1, for all r ∈ {1, · · · ,m}. We refer to the first m worker nodes, that
output Ar−1Br−1 for r ∈ {1, · · · ,m}, as systematic worker nodes.
Note that the final output AB can be obtained by summing up the outputs from the m systematic worker nodes:
AB =
m∑
r=1
Ar−1Br−1.
The presented systematic code, named “systematic MatDot code”, is advantageous over MatDot codes in two aspects. Firstly,
even though both MatDot and systematic MatDot codes have the same recovery threshold, systematic MatDot codes can recover
the output as soon as the m systematic worker nodes successfully finish unlike MatDot codes which always require 2m − 1
workers to successfully finish to recover the final result. Furthermore, when the m systematic worker nodes successfully finish
first, the decoding complexity using systematic MatDot codes is O(mN2), which is less than the decoding complexity of
5More sophisticated algorithms [48] also require super-quadratic complexity in N , so the conclusion will hold if those algorithms are used at workers as
well.
7Fig. 5. An illustration of the computational system with four worker nodes and applying systematic MatDot codes with m = 2. The recovery threshold is 3.
MatDot codes, i.e., O(mN2 log2m). Another advantage for systematic MatDot codes over MatDot codes is that the systematic
MatDot approach may be useful for backward-compatibility with current practice. What this means is that, for systems that
are already established and operating with no straggler tolerance, but do an m-way parallelization, it is easier to apply the
systematic approach as the infrastructure could be appended to additional worker nodes without modifying what the first m
nodes are doing.
The following theorem shows that there exists a systematic MatDot code construction that achieves the same recovery
threshold as MatDot codes.
Theorem 2. For the matrix-matrix multiplication problem specified in Section II-B computed on the system defined in
Definition 1, there exists a systematic code, where the product AB is the summation of the output of the first m worker
nodes, that solves this problem with a recovery threshold of 2m− 1, where m ≥ 2 is any positive integer that divides N .
Before we describe the construction of systematic MatDot codes, that will be used to prove Theorem 2, we first present a
simple example to illustrate the idea of systematic MatDot codes.
Example 4. [Systematic MatDot code, m = 2, k = 3]
Matrix A is split vertically into two submatrices (column-blocks) A0 and A1, each of dimension N × N2 and matrix B is
split horizontally into two submatrices (row-blocks) B0 and B1, each of dimension N2 ×N as follows:
A = [ A0 A1 ] , B =
[
B0
B1
]
. (5)
Now, we define the encoding functions pA(x) and pB(x) as pA(x) = A0 x−x2x1−x2 + A1
x−x1
x2−x1 and pB(x) = B0
x−x2
x1−x2 +
B1
x−x1
x2−x1 , for distinct x1, x2 ∈ F. Let x3, · · · , xP be elements of F such that x1, x2, x3, · · · , xP are distinct, the master node
sends pA(xr) and pB(xr) to the r-th worker node, r ∈ {1, · · · , P}, where the r-th worker node performs the multiplication
pA(xr)pB(xr) and sends the output to the fusion node. The exact computations at each worker node are depicted in Fig. 5.
We can observe that the outputs of the worker nodes 1, 2 are A0B0,A1B1, respectively, and hence this code is systematic.
Let us consider a scenario where the systematic worker nodes, i.e., worker nodes 1 and 2 complete their computations first.
In this scenario, the fusion node does not require a decoding step and can obtain the product AB by simply performing the
summation of the two outputs it has received: A0B0 +A1B1. Now let us consider a different scenario where worker nodes
1, 3, 4 are the first three successful workers. Then, the fusion node receives three matrices, pA(x1)pB(x1), pA(x3)pB(x3),
and pA(x4)pB(x4). Since these three matrices can be seen as three evaluations of the polynomial pA(x)pB(x) of degree 2 at
three distinct evaluation points x1, x3, x4, the coefficients of the polynomial pA(x)pB(x) can be obtained using polynomial
interpolation. Finally, to obtain the product AB, we evaluate pA(x)pB(x) at x = x1, x2 and sum them up:
pA(x1)pB(x1) + pA(x2)pB(x2) = A0B0 +A1B1 = AB.

The following describes the general construction of the systematic MatDot codes for matrix-matrix multiplication.
Construction 2. [Systematic MatDot codes]
Splitting of input matrices: A and B are split as in (2).
8Master node (encoding): Let x1, x2, . . . , xP be arbitrary distinct elements of F. Let pA(x) =
∑m
i=1Ai−1Li(x) and pB(x) =∑m
i=1Bi−1Li(x) where Li(x) is defined as follows for i ∈ {1, · · · ,m}:
Li(x) =
∏
j∈{1,··· ,m}\{i}
x− xj
xi − xj . (6)
The master node sends to the r-th worker the evaluations of pA(x), pB(x) at x = xr, i.e., it sends pA(xr), pB(xr) to the
r-th worker for r ∈ {1, 2, . . . , P}.
Worker nodes: For r ∈ {1, 2, . . . , P}, the r-th worker node computes the matrix product C(xr) = pA(xr)pB(xr) and sends
it to the fusion node on successful completion.
Fusion node (decoding): For any k such that m ≤ k ≤ 2m − 1, whenever the outputs of the first k successful workers
contain the outputs of the systematic worker nodes 1, · · · ,m, i.e., {C(xr)}r∈{1,··· ,m} is contained in the set of the first k
outputs received by the fusion node, the fusion node performs the summation
∑m
r=1C(xr). Otherwise, if {C(xr)}r∈{1,··· ,m}
is not contained in the set of the first 2m− 1 evaluations received by the fusion node, the fusion node performs the following
steps: (i) interpolates the polynomial C(x) = pA(x)pB(x) (the feasibility of this step will be shown later in the proof of
Theorem 2), (ii) evaluates C(x) at x1, · · · , xm, (iii) performs the summation
∑m
r=1C(xr).
If the number of successful worker nodes is smaller than 2m − 1 and the first m worker nodes are not included in the
successful worker nodes, the fusion node declares a failure.
The following lemma proves that the construction given here is systematic.
Lemma 1. For Construction 2, the output of the r-th worker node, for r ∈ {1, · · · ,m}, is the product Ar−1Br−1. That is,
Construction 2 is a systematic code for matrix-matrix multiplication.
Proof of Lemma 1. The lemma follows from noting that the output of the r-th worker, for r ∈ {1, · · · ,m}, can be written as
pC(xr) = pA(xr)pB(xr)
=
m∑
i=1
Ai−1Li(xr)
m∑
i=1
Bi−1Li(xr)
= Ar−1Br−1, (7)
where the last equality follows from the property of Li(x):
Li(xj) =
{
1 if j = i,
0 if j ∈ {1, · · · ,m} \ {i}, (8)
for i ∈ {1, · · · ,m}. 
Now, we proceed with the proof of Theorem 2.
Proof of Theorem 2. Since Construction 2 is a systematic code for matrix-matrix multiplication (Lemma 1), in order to prove
the theorem, it suffices to show that Construction 2 is a valid construction with a recovery threshold k = 2m− 1. From (6),
observe that the polynomials Li(x), i ∈ {1, · · · ,m}, have degrees m− 1 each. Therefore, each of pA(x) =
∑m
i=1Ai−1Li(x)
and pB(x) =
∑m
i=1Bi−1Li(x) has a degree of m− 1 as well. Consequently, pC(x) = pA(x)pB(x) has a degree of 2m− 2.
Now, because the polynomial pC(x) has degree 2m−2, evaluation of the polynomial at any 2m−1 distinct points is sufficient
to interpolate C(x) using polynomial interpolation algorithm. Now, since Construction 2 is systematic (Lemma 1), the product
AB is the summation of the outputs of the first m workers, i.e., AB =
∑m
r=1 pC(xr). Therefore, after the fusion node
interpolates C(x), evaluating pC(x) at x1, · · · , xm, and performing the summation
∑m
r=1 pC(xr) yields the product AB. 
A. Complexity analyses of the systematic codes
Apart from the encoding/decoding complexity, the complexity analyses of sytstematic MatDot codes are the same as their
MatDot codes counterparts. In the following, we investigate the encoding/decoding complexity of Construction 2.
Encoding/decoding Complexity: Encoding for each worker first requires performing evaluations of polynomials Li(x)
for all i ∈ {1, · · · ,m}, with each evaluation requiring O(m) operations. This gives O(m2) operations for all polyno-
mial evaluations. Afterwards, two additions are performed, each adding m scaled matrices of size N2/m, with complexity
O(mN2/m) = O(N2). Therefore, the overall encoding complexity for each worker is O(max(N2,m2)) = O(N2). Thus,
the overall computational complexity of encoding for P workers is O(N2P ).
For decoding, first, for the interpolation step, we interpolate a 2m−2 degree polynomial for N2 elements. Using polynomial
interpolation algorithms of complexity O(k log2 k) [47], where k = 2m− 1, the interpolation complexity per matrix element
is O(m log2m). Thus, for N2 elements, the interpolation complexity is O(N2m log2m). For the evaluation of pC(x) at
x1, · · · , xm, each evaluation involves adding 2m−1 scaled matrices of size N2 with a complexity of O(mN2). Hence, for all
m evaluations the complexity is O(m2N2). Finally, the complexity of the final addition of m matrices of size N2 is O(mN2).
Hence, the overall decoding complexity is O(m2N2).
9V. UNIFYING MATDOT AND POLYNOMIAL CODES: TRADE-OFF BETWEEN COMMUNICATION COST AND RECOVERY
THRESHOLD
In this section, we present a code construction, named PolyDot, that provides a trade-off between communication costs and
recovery thresholds. Polynomial codes [6] have a higher recovery threshold of m2, but have a lower communication cost of
O(N2/m2) per worker node. On the other hand, MatDot codes have a lower recovery threshold of 2m− 1, but have a higher
communication cost of O(N2) per worker node. Here, our goal is to construct a code that bridges the gap between Polynomial
codes and MatDot codes so that we can get intermediate communication costs and recovery thresholds, with Polynomial and
MatDot codes as two special cases. For this goal, we propose PolyDot codes, which may be viewed as an interpolation of
MatDot codes and Polynomial codes – one extreme of the interpolation is MatDot codes and the other extreme is Polynomial
codes.
We follow the same problem setup and system assumptions in II-B. The following theorem shows the recovery threhsold
of PolyDot codes.
Theorem 3. For the matrix multiplication problem specified in Section II-B computed on the system defined in Definition 1,
there exist codes with a recovery threshold of t2(2s− 1) and a communication cost from each worker node to the fusion node
bounded by O(N2/t2) for any positive integers s, t such that st = m and both s and t divide N .
Before describing the PolyDot code construction and prove Theorem 3, we first introduce the following simple PolyDot
code example with m = 4 and s = t = 2.
Example 5. [PolyDot codes (m = 4, s = 2, k = 12)]
Matrix A is split into submatrices A0,0,A0,1,A1,0,A1,1 each of dimension N/2 ×N/2. Similarly, matrix B is split into
submatrices B0,0,B0,1,B1,0,B1,1 each of dimension N/2×N/2 as follows:
A =
[
A0,0 A0,1
A1,0 A1,1
]
,B =
[
B0,0 B0,1
B1,0 B1,1
]
. (9)
Notice that, from (9), the product AB can be written as
AB =
[ ∑1
i=0A0,iBi,0
∑1
i=0A0,iBi,1∑1
i=0A1,iBi,0
∑1
i=0A1,iBi,1
]
. (10)
Now, we define the encoding functions pA(x) and pB(x) as
pA(x) = A0,0 +A1,0x+A0,1x
2 +A1,1x
3,
pB(x) = B0,0x
2 +B1,0 +B0,1x
8 +B1,1x
6.
Observe the following:
(i) the coefficient of x2 in pA(x)pB(x) is
∑1
i=0A0,iBi,0,
(ii) the coefficient of x8 in pA(x)pB(x) is
∑1
i=0A0,iBi,1,
(iii) the coefficient of x3 in pA(x)pB(x) is
∑1
i=0A1,iBi,0, and
(iv) the coefficient of x9 in pA(x)pB(x) is
∑1
i=0A1,iBi,1.
Let x1, · · · , xP be distinct elements of F. The master node sends pA(xr) and pB(xr) to the r-th worker node, r ∈ {1, · · · , P},
and the r-th worker node performs the multiplication pA(xr)pB(xr) and sends the result to the fusion node.
Let worker nodes 1, · · · , 12 be the first 12 worker nodes to send their computation outputs to the fusion node, then the fusion
node obtains the matrices pA(xr)pB(xr) for all r ∈ {1, · · · , 12}. Since these 12 matrices can be seen as twelve evaluations of
the matrix polynomial pA(x)pB(x) of degree 11 at twelve distinct points x1, · · · , x12, the coefficients of the matrix polynomial
pA(x)pB(x) can be obtained using polynomial interpolation. This includes the coefficients of xi+2+6j for all i, j ∈ {0, 1},
i.e.,
∑1
k=0Ai,kBk,j for all i, j ∈ {0, 1}. Once the matrices
∑1
k=0Ai,kBk,j for all i, j ∈ {0, 1} are obtained, the product AB
is obtained by (10). 
The recovery threshold for m = 4 in Example 5 is k = 12. This is larger than the recovery threshold of MatDot codes,
which is k = 2m− 1 = 9, and smaller then the recovery threshold of Polynomial codes, which is k = m2 = 16. Hence, we
can see that the recovery thresholds of PolyDot codes are somewhere between those of MatDot codes and Polynomial codes.
The following describes the general construction of PolyDot(m, s, t) codes. Note that although two parameters m and s are
sufficient to characterize a PolyDot code, we include t in the parameters for better readability.
Construction 3. [PolyDot(m, s, t) codes]
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Fig. 6. An illustration of the trade-off between communication cost (from the workers to the fusion node) and recovery threshold of PolyDot codes by varying
s and t for a fixed m (m = 36). The minimum communication cost is N2, corresponding to polynomial codes, that have the largest recovery threshold. It
is important to note here that in the above, we are only including the communication cost from the workers to the fusion node. The communication from the
master node to the workers is not included, and it can dominate in situations when the workers are highly unreliable.
Splitting of input matrices: A and B are split both horizontally and vertically:
A =
 A0,0 · · · A0,s−1... . . . ...
At−1,0 · · · At−1,s−1
 ,
B =
 B0,0 · · · B0,t−1... . . . ...
Bs−1,0 · · · Bs−1,t−1
 , (11)
where, for i = 0, · · · , s− 1, j = 0, · · · , t− 1, Aj,i’s are N/t×N/s submatrices of A and Bi,j’s are N/s×N/t submatrices
of B. We choose s and t such that both s and t divide N and st = m.
Master node (encoding): Define the encoding polynomials as:
pA(x, y) =
t−1∑
i=0
s−1∑
j=0
Ai,jx
iyj ,
pB(y, z) =
s−1∑
k=0
t−1∑
l=0
Bk,ly
s−1−kzl. (12)
The master node sends to the r-th worker the evaluations of pA(x, y), pB(y, z) at x = xr, y = xtr, z = x
t(2s−1)
r where xr’s are
all distinct for r ∈ {1, 2, . . . , P}. By this substitution, we are transforming the three-variable polynomial to a single-variable
polynomial as follows6:
pC(x, y, z) = pC(x) =
∑
i,j,k,l
Ai,jBk,lx
i+t(s−1+j−k)+t(2s−1)l,
and evaluate the polynomial C(x) at xr for r = 1, · · · , P . In Lemma 2 that this transformation is one-to-one.
Worker nodes: For r ∈ {1, 2, . . . , P}, the r-th worker node computes the matrix product pC(xr, yr, zr) = pA(xr, yr)pB(yr, zr)
and sends it to the fusion node on successful completion.
Fusion node (decoding): The fusion node uses outputs of the first t2(2s− 1) successful workers to compute the coefficient
of xi−1ys−1zl−1 in C(x, y, z) = pA(x, y)pB(y, z). That is, it computes the coefficient of xi−1+(s−1)t+(2s−1)t(l−1) of the
transformed single-variable polynomial. The proof of Theorem 3 shows that this is indeed possible. If the number of successful
workers is smaller than t2(2s− 1), the fusion node declares a failure.
6An alternate substitution can reduce the recovery threshold further as mentioned in subsequent works [45], [46]. We will clarify this in Remark 1.
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Before we prove the theorem, let us discuss the utility of PolyDot codes. By choosing different s and t, we can trade off
communication cost and recovery threshold. For s = m and t = 1, PolyDot(m, s = m, t = 1) code is a MatDot code which has
a low recovery threshold but high communication cost. At the other extreme, for s = 1 and t = m, PolyDot(m, s = 1, t = m)
code is a Polynomial code. Now let us consider a code with intermediate s and t values such as s =
√
m and t =
√
m. A
PolyDot(m, s =
√
m, t =
√
m) code has a recovery threshold of m(2
√
m− 1) = Θ(m1.5), and the total number of symbols
to be communicated to the fusion node is Θ
(
(N/
√
m)2 ·m1.5) = Θ(√mN2), which is smaller than Θ(mN2) required by
MatDot codes but larger than Θ(N2) required by Polynomial codes. This trade-off is illustrated in Fig. 6 for m = 36.
To prove Theorem 3, we need the following lemma.
Lemma 2. The following function
f :{0, · · · , t− 1} × {0, · · · , 2s− 2} × {0, · · · , t− 1} → {0, · · · , t2(2s− 1)− 1}
(α, β, γ) 7→ α+ tβ + t(2s− 1)γ (13)
is a bijection.
Proof. Let us assume, for the sake of contradiction, that for some (α′, β′, γ′) 6= (α, β, γ), f(α′, β′, γ′) = f(α, β, γ).
Then (f(α, β, γ) mod t) = α = (f(α′, β′, γ′) mod t) = α′ and hence α = α′. Similarly, (f(α, β, γ) mod t(2s − 1)) =
(f(α′, β′, γ′) mod t(2s− 1)) gives α+ tβ = α′ + tβ′, and thus β = β′ (because α = α′). Now, because α = α′ and β = β′,
as we just established, f(α, β, γ) = f(α′, β′, γ′) from our assumption, it follows that γ = γ′. This contradicts our assumption
that (α, β, γ) 6= (α′, β′, γ′). 
Proof of Theorem 3. The product of pA(x, y) and pB(y, z) can be written as follows:
pC(x, y, z) = pA(x, y)pB(y, z)
=
t−1∑
i=0
s−1∑
j=0
Ai,jx
iyj
(s−1∑
k=0
t−1∑
l=0
Bk,ly
s−1−kzl
)
=
∑
i,j,k,l
Ai,jBk,lx
iys−1+j−kzl. (14)
Note that the coefficient of xi−1ys−1zl−1 in pC(x, y, z) is equal to Ci,l =
∑s−1
k=0Ai,kBk,l. By our choice of y = x
t and
z = xt(2s−1) we can further simplify pC(x, xt, xt(2s−1)):
pC(x, y, z) = pC(x) =
∑
i,j,k,l
Ai,jBk,lx
i+t(s−1+j−k)+t(2s−1)l. (15)
The maximum degree of this polynomial is when i = t − 1, j − k = s − 1 and l = t − 1, which is (t − 1) + (2s − 2)t +
t(2s− 1)(t− 1) = t2(2s− 1)− 1. Furthermore, if we let α = i, β = s− 1 + j − k, γ = l, the function f(α, β, γ) in Lemma 2
is the degree of x in (15). This implies that for different pairs of (i, j − k, l), we get different powers of x. When j − k = 0,
we obtain (
∑s−1
k=0Ai,kBk,l)x
i+t(s−1)+t(2s−1)l = Ci,lxi+t(s−1)+t(2s−1)l which is the desired product we want to recover.
This implies that if we have t2(2s− 1) successful worker nodes, we can compute all the coefficients in (15) by polynomial
interpolation. Hence, we can recover all Ci,l’s, i.e., the coefficients of xi+t(s−1)+t(2s−1)l, for i, l = 0, · · · , t− 1. 
Remark 1. PolyDot codes essentially introduce a general framework which transforms the matrix-matrix multiplication problem
into a polynomial interpolation problem with three variables x, y, z. For the PolyDot codes proposed in the initial version of
this work [1], we used the substitution y = xt and z = xt(2s−1) to convert the polynomial in three variables to a polynomial
in a single variable, and obtained the recovery threshold of t2(2s− 1). However, in subsequent works [45], [46] following the
initial version of this work [1], by using a different substitution, x = yt, z = yst, the recovery threshold has been improved
to st2 + s − 1 which is an improvement within a factor of 2. A comparison between different coding strategies for matrix
multiplication framework is summarized in Table I. In the table, we clarify how different strategies can be obtained from our
general PolyDot framework by different substitutions into x, y, z. Polynomial codes [6] and MatDot codes [1] are special cases
with s = 1, t = m and s = m, t = 1 respectively.
TABLE I
COMPARISON OF DIFFERENT STRATEGIES FOR MULTIPLYING TWO MATRICES USING DIFFERENT SUBSTITUTIONS IN THE GENERAL POLYDOT SETUP.
Polynomial Code [6]
(st = m, s = 1, t = m)
MatDot Code [1] (st = m,
s = m, t = 1)
PolyDot Code [1]
(st = m)
Generalized PolyDot Code
[46], Entangled Poly [45]
(st = m)
Substitution x = x, y = xm, z = xm x = x, y = x, z = x2m−1 x = x, y = xt, z =
xt(2s−1)
x = yt, y = y, z = yst
Recovery Threshold m2 − 1 2m− 1 t2(2s− 1) t2s− s− 1
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A. Complexity analyses of PolyDot codes
Encoding/decoding complexity: Encoding a matrix for one worker requires scaling m matrices with N2/m elements and
adding them up. This requires computational complexity of O(m · N2/m). Thus, the overall computational complexity of
encoding for P worker nodes is O(N2P ).
Decoding requires interpolating a polynomial of degree t2(2s−1)−1 for each element in C. Using polynomial interpolation
algorithms of complexity O(k log2 k) [47], [49] where k = t2(2s − 1), the decoding complexity per matrix element is
O(t2(2s− 1) log2 t2(2s− 1)). As C has N2 elements, the overall decoding complexity is O(N2t2(2s− 1) log2 t2(2s− 1))
Each worker’s computational complexity: Multiplication of matrices of size N/t×N/s and N/s×N/t requires O(N3st2 ) =
O(N3mt ) computations.
Communication complexity: Master node communicates O(N2/ts) = O(N2/m) symbols to each worker, hence total
outgoing symbols from the master node will be O(PN2/M). For decoding, each node sends O(N2/t2) symbols to the fusion
node and recovery threshold is O(t2(2s− 1)). Total number of symbols communicated to the fusion node is O((2s− 1)N2).
VI. MULTIPLYING MORE THAN TWO MATRICES
We now present a coding technique for multiplying n matrices (n-matrix multiplication), i.e., computing
C = D(1)D(2) · · ·D(n).
We state the problem formally first and then explain why this is different from multiplying two matrices. Then we provide
a new code construction called n-matrix code which applies MatDot codes and Polynomial codes in an alternating fashion.
With this construction, we show that we can achieve recovery threshold of Θ(mdn/2e). Later in the section, we describe a
generalized n-matrix code which has a flexible structure that can trade off communication costs for recovery thresholds.
A. Problem Statement
Compute the product C =
∏n
i=1D
(i) of N ×N square matrices, D(1), · · · ,D(n), in the computational system specified in
Section II-A. As we will treat odd and even indices of Di’s differently, we will denote the odd indices of D(i)’s as A(di/2e)
and the even indices of D(i)’s as B(i/2) for all i ∈ {1, · · · , n}. Using this notation, C can be written as:
C =
{∏n
2
i=1A
(i)B(i) if n is even,(∏bn2 c
i=1 A
(i)B(i)
)
A(d
n
2 e) if n is odd.
(16)
Each worker can receive at most nN2/m symbols from the master node, where each symbol is an element of F. Similar to
Section II-B, the computational complexities of the operations at master and fusion nodes, in terms of the matrix parameter
N , are required to be strictly less than the computational complexity at any worker node. The goal is to perform this matrix
product utilizing faulty or straggling workers with as low recovery threshold as possible. Again, in the following discussion,
we will assume that |F| > P .
Remark 2. As n-matrix multiplication is a chain of (n− 1) matrix-matrix multiplications, one may think that we can apply
the coding techniques developed in the previous sections to each pairwise matrix multiplication instead of developing a new
coding technique for n-matrix multiplication. For example, let us consider computing C = A(1)B(1)A(2). A master node can
first encode A(1) and B(1) using MatDot codes and distribute encoded matrices to all the worker nodes and the fusion node
can decode E = A(1)B(1) from the output of successful worker nodes. Then we again encode E and A(2) using MatDot code
and distribute encoded matrices to the worker nodes. Finally, the fusion node can reconstruct C by decoding the outputs of
successful worker nodes. As you can see from this example, simply applying MatDot codes on each matrix-matrix multiplication
requires two rounds of communication after computing E = A(1)B(1) and C = EA(2). For n-matrix multiplication, it requires
n− 1 rounds of communication. This can be inefficient in the systems when the communication cost increases with number
of rounds of communication (e.g., due to large communication set up overheads) .
What we propose in this section is a coded n-matrix multiplication strategy which requires only one round of communication.
Our main result in Theorem 4 shows that n-matrix codes need Θ(mdn/2e) successful nodes to recover the computation result.
On the other hand, successively applying MatDot codes requires Θ(m) nodes to successfully recover the final result, which is
is in scaling sense smaller than Θ(mdn/2e) for large n. This suggests that n-matrix codes avoid intermediate communications
at the cost of larger recovery threshold. When communication start-up cost is the main source of delay, one should use n-
matrix code, and when number of computation nodes is limited, one should sequentially apply coding strategy for two-matrix
multiplication such as MatDot or PolyDot codes.
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B. Codes for n-matrix multiplication
Theorem 4 (Recovery threshold for multiple matrix multiplications). For the matrix multiplication problem specified in Section
VI-A computed on the system defined in Definition 1, there exists a code with a recovery threshold of
k(n,m) =
{
2mn/2 − 1 if n is even,
(m+ 1)mb
n
2 c − 1 if n is odd. (17)
Proof. See Appendix A. 
Before we describe the general code construction that will be used to prove Theorem 4, we first present simple examples
for even and odd n. The first example shows the example for even n.
Example 6. [Multiplying 4 matrices (n = 4,m = 2, k = 7)]
Here, we give an example of multiplying 4 matrices and show that a recovery threshold of 7 is achievable. For i ∈ {1, 2},
matrix A(i) is split vertically into submatrices A(i)0 ,A
(i)
1 each of dimension N × N2 as follows: A(i) =
[
A
(i)
0 A
(i)
1
]
, while,
for i ∈ {1, 2}, matrix B(i) is split horizontally into submatrices B(i)0 ,B(i)1 each of dimension N2 ×N as follows:
B(i) =
[
B
(i)
0
B
(i)
1
]
. (18)
Notice that the product C =
∏2
i=1A
(i)B(i) can now be written as
2∏
i=1
A(i)B(i) =
(
A(1)B(1)
)(
A(2)B(2)
)
=
(
A
(1)
0 B
(1)
0 +A
(1)
1 B
(1)
1
)(
A
(2)
0 B
(2)
0 +A
(2)
1 B
(2)
1
)
. (19)
Now, we define the encoding polynomials pAi(x), pBi(x), i ∈ {1, 2} as follows:
pA(1)(x) = A
(1)
0 +A
(1)
1 x,
pB(1)(x) = B
(1)
0 x+B
(1)
1 ,
pA(2)(x) = A
(2)
0 +A
(2)
1 x,
pB(2)(x) = B
(2)
0 x+B
(2)
1 . (20)
From (20), we have
pA(1)(x)pB(1)(x) = A
(1)
0 B
(1)
1 + (A
(1)
0 B
(1)
0 +A
(1)
1 B
(1)
1 )x+A
(1)
1 B
(1)
0 x
2,
pA(2)(x)pB(2)(x) = A
(2)
0 B
(2)
1 + (A
(2)
0 B
(2)
0 +A
(2)
1 B
(2)
1 )x+A
(2)
1 B
(2)
0 x
2. (21)
From (19) along with (21), we can observe the following:
(i) the coefficient of x in pA(1)(x)pB(1)(x) is A
(1)
0 B
(1)
0 +A
(1)
1 B
(1)
1 = A
(1)B(1),
(ii) the coefficient of x2 in pA(2)(x2)pB(2)(x2) is the product A
(2)
0 B
(2)
0 +A
(2)
1 B
(2)
1 = A
(2)B(2), and
(iii) the coefficient of x3 in pA(1)(x)pB(1)(x)pA(2)(x2)pB(2)(x2) is the product
∏2
i=1A
(i)B(i) (our desired output).
Let x1, · · · , xP be distinct elements of F, the master node sends pA(i)(xir) and pB(i)(xir), for all i ∈ {1, 2}, to the r-th
worker node, r ∈ {1, · · · , P}, and the r-th worker node performs the multiplication ∏2i=1 pA(i)(xir)pB(i)(xir) and sends the
output to the fusion node.
Let worker nodes 1, · · · , 7 be the first 7 worker nodes to send their computation outputs to the fusion node, then the fusion
node receives the matrices
∏2
i=1 pA(i)(x
i
r)pB(i)(x
i
r) for all r ∈ {1, · · · , 7}. Since these 7 matrices can be seen as 7 evaluations
of the matrix polynomial
∏2
i=1 pA(i)(x
i)pB(i)(x
i) of degree 6 at 7 distinct evaluation points x1, · · · , x7, the coefficients of
the matrix polynomial
∏2
i=1 pA(i)(x
i)pB(i)(x
i) can be obtained using polynomial interpolation. This includes the coefficient
of x3, i.e.,
∏2
i=1A
(i)B(i). 
Now we show an example for odd n.
Example 7. [Multiplying 3 matrices (n = 3,m = 2, k = 5)]
Here, we give an example of multiplying 3 matrices and show that a recovery threshold of 5 is achievable. In this example,
we have three input matrices A(1), B(1), and A(2), each of dimension N×N and need to compute the product A(1)B(1)A(2).
First, the three input matrices are split in the same way as in Example 6. The product A(1)B(1)A(2) can now be written as
C = A(1)B(1)A(2) =
[
A(1)B(1)A
(2)
0 A
(1)B(1)A
(2)
1
]
, (22)
where A(1)B(1) = A(1)0 B
(1)
0 +A
(1)
1 B
(1)
1 .
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Now, we define the encoding polynomials pA1(x), pB1(x), pA2(x) as follows:
pA(1)(x) = A
(1)
0 +A
(1)
1 x,
pB(1)(x) = B
(1)
0 x+B
(1)
1 ,
pA(2)(x) = A
(2)
0 +A
(2)
1 x. (23)
From (23), we have
pA(1)(x)pB(1)(x)pA(2)(x
2) = A
(1)
0 B
(1)
1 A
(2)
0 + (A
(1)
0 B
(1)
0 +A
(1)
1 B
(1)
1 )A
(2)
0 x+ (A
(1)
1 B
(1)
0 A
(2)
0 +A
(1)
0 B
(1)
1 A
(2)
1 )x
2
+ (A
(1)
0 B
(1)
0 +A
(1)
1 B
(1)
1 )A
(2)
1 x
3 +A
(1)
1 B
(1)
0 A
(2)
1 x
4. (24)
From (24), we can observe the following:
(i) the coefficient of x in pA(1)(x)pB(1)(x)pA(2)(x2) is the product A(1)B(1)A
(2)
0 , and
(ii) the coefficient of x3 in pA(1)(x)pB(1)(x)pA(2)(x2) is the product A(1)B(1)A
(2)
1 .
From (22), these two coefficients suffice to recover C. Let x1, · · · , xP be distinct elements of F, the master node sends
pA(i)(x
i
r), for all i ∈ {1, 2}, and pB1(xr) to the r-th worker node, r ∈ {1, · · · , P}, where the r-th worker node performs the
multiplication pA(1)(xr)pB(1)(xr)pA(2)(x2r) and sends the output to the fusion node.
Let worker nodes 1, · · · , 5 be the first 5 worker nodes to send their computation outputs to the fusion node, then the
fusion node receives the matrices pA(1)(xr)pB(1)(xr)pA(2)(x2r) for all r ∈ {1, · · · , 5}. Since these 5 matrices can be seen
as 5 evaluations of the polynomial pA(1)(x)pB(1)(x)pA(2)(x2) of degree 4 at five distinct evaluation points x1, · · · , x5, the
coefficients of the matrix polynomial pA(1)(xr)pB(1)(xr)pA(2)(x2r) can be obtained using polynomial interpolation. This includes
the coefficients of x and x3, i.e., A(1)B(1)A(2)0 and A
(1)B(1)A
(2)
1 . 
In the following, we present a code construction for n-matrix multiplication for general n and m.
Construction 4. [An n-matrix multiplication code]
Splitting of input matrices: for every i ∈ {1, · · · , dn2 e} and j ∈ {1, · · · , bn2 c}, Ai and Bj are split as follows
A(i) =
[
A
(i)
1 A
(i)
2 . . . A
(i)
m
]
, B(j) =

B
(j)
1
B
(j)
2
...
B
(j)
m
 , (25)
where, for k ∈ {1, . . . ,m}, A(i)k ,B(j)k are N ×N/m and N/m×N dimensional matrices, respectively.
Master node (encoding): Let x1, x2, . . . , xP−1 be arbitrary distinct elements of F. For i ∈ {1, · · · , dn2 e}, define pA(i)(x) =∑m
j=1A
(i)
j x
j−1, and, for i ∈ {1, · · · , bn2 c}, define pB(i)(x) =
∑m
j=1B
(i)
j x
m−j . For r ∈ {1, 2, . . . , P}, the master node sends
to the r-th worker the evaluations, pA(i)(xm
i−1
r ) and pB(j)(x
mj−1
r ), for all i ∈ {1, · · · , dn2 e} and j ∈ {1, · · · , bn2 c}.
Worker nodes: For i ∈ {1, · · · , dn2 e}, define
pC(i)(x) =
{
pA(i)(x)pB(i)(x) if i ∈ {1, · · · , bn2 c},
pA(i)(x) if n is odd and i = dn2 e.
(26)
For r ∈ {1, 2, . . . , P}, the r-th worker node computes the matrix product Πdn2 ei=1 pC(i)(xm
i−1
r ) and sends it to the fusion node
on successful completion.
Fusion node (decoding): If n is even, the fusion node uses outputs of any 2mn2 − 1 successful workers to compute
the coefficient of xm
n/2−1 in the matrix polynomial Π
n
2
i=1pC(i)(x
mi−1), and if n is odd, the fusion node uses outputs of any
mb
n
2 c(m+1)−1 successful workers to compute the coefficients of xjmb
n
2
c−1, for all j ∈ {1, · · · ,m}, in the matrix polynomial
Π
dn2 e
i=1 pC(i)(x
mi−1) (the feasibility of this step will be shown later in the proof of Theorem 4).
If the number of successful workers is smaller than 2m
n
2 − 1 for even n or smaller than mbn2 c(m+ 1)− 1 for odd n, the
fusion node declares a failure.
Remark 3. The coefficient of xm
i−mi−1 in pCi(x
mi−1), for any i ∈ {1, · · · , bn2 c}, is
∑m
j=1A
(i)
j B
(i)
j = A
(i)B(i).
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C. Complexity analyses of Construction 4
Encoding/decoding complexity: Decoding requires interpolating a 2mn/2−2 degree polynomial if n is even or a mbn2 c(m+
1)− 2 degree polynomial if n is odd for each element in the matrix. Using polynomial interpolation algorithms of complexity
O(k log2 k) [47], where k = k(n,m), defined in (17), complexity per matrix element is O(mdn2 e log2mdn2 e). Thus, for N2
elements, the decoding complexity is O(N2mdn2 e log2mdn2 e).
Encoding for each worker requires performing n additions, each adding m scaled matrices of size N2/m, for an overall
encoding complexity for each worker of O(mnN2/m) = O(nN2). Thus, the overall computational complexity of encoding
for P workers is O(nN2P ).
Each worker’s computational cost: Each worker multiplies n matrices of dimensions N ×N/m and N/m×N . For any
worker r with r ∈ {1, · · · , P}, the multiplication can be performed as follows:
Case 1: n is even
In this case, worker r wishes to compute pA(1)(xr)pB(1)(xr)pA(2)(xmr )pB(2)(x
m
r ) · · · pA(n/2)(xm
n/2−1
r )pB(n/2)(x
mn/2−1
r ).
Worker r does this multiplication in the following order:
1. Compute pB(i)(xm
i−1
r )pA(i+1)(x
mi
r ) for all i ∈ {1, · · · , n/2− 1} with a total complexity of O(nN3/m2).
2. Compute the product of the output matrices of the previous step with a total complexity of O(nN3/m3). Call this product
matrix D. Notice that D has a dimension of N/m×N/m.
3. Compute pA(1)(xr)D with complexity O(N3/m2). Call this product matrix E. Notice that E has a dimension of N×N/m.
4. Compute E pB(n/2)(xm
n/2−1
r ) with complexity O(N3/m).
Hence, the overall computational complexity per worker for even n is O(max(nN3/m2, nN3/m3, N3/m2, N3/m)) =
O(max(nN3/m2, N3/m)).
Case 2: n is odd
In this case, worker r wishes to compute
pA(1)(xr)pB(1)(xr)pA(2)(x
m
r )pB(2)(x
m
r ) · · · pA((n−1)/2)(xm
(n−3)/2
r )pB((n−1)/2)(x
m(n−3)/2
r )pA((n+1)/2)(x
m(n−1)/2
r ).
Worker r does this multiplication in the following order:
1. Compute pB(i)(xm
i−1
r )pA(i+1)(x
mi
r ) for all i ∈ {1, · · · , (n− 1)/2} with a total complexity of O(nN3/m2).
2. Compute the product of the output matrices of the previous step with a total complexity of O(nN3/m3). Call this product
matrix D. Notice that D has a dimension of N/m×N/m.
3. Compute pA(1)(xr)D with complexity O(N3/m2).
Hence, the overall computational complexity per worker for odd n is O(max(nN3/m2, nN3/m3, N3/m2)) = O(nN3/m2).
In conclusion, the computational complexity per worker is O(max(nN3/m2, N3/m)) if n is even, and O(nN3/m2) if n
is odd7.
Communication cost: The master node communicates total of O(nPN2/m) symbols to the worker nodes, and the fusion
node receives O(mbn2 cN2) symbols from the successful worker nodes.
D. Generalized n-matrix multiplication
Here, we give a new code construction which is a generalization of the code construction given in the previous section. The
new construction let us split input matrices more flexibly and trade off communication and computation (similar to Section V
for two matrices). This result is an improvement on [1] and builds on techniques from [42], [45].
Theorem 5 (Generalized recovery threshold for multiple matrix multiplications). For the matrix multiplication problem specified
in Section VI-A computed on the system defined in Definition 1, there exists a code with a recovery threshold of
k(n, s, t) =
{
s
n
2 t
n
2+1 + s
n
2 t
n
2 − t if n is even,
s
n+1
2 t
n+1
2 + s
n−1
2 t
n+1
2 − t if n is odd (27)
for any integers s, t that satisfy m = st.
Proof. See Appendix B. 
Remark 4. If we substitute st = m in (17), we get:
k(n, s, t) =
{
m
n
2 (t+ 1)− t if n is even,
m
n−1
2 (m+ t)− t if n is odd (28)
By plugging in s = m, t = 1, we can see that k(n, s, t) = 2mn/2 − 1 for n even, and k(n, s, t) = mn+12 +mn−12 − 1 for n
odd. This matches the recovery threshold given in (17).
7The expressions for even n and odd n are different due to the last step in the even n case where we compute the matrix multiplication of dimension
N ×N/m and N/m×N , which has computational complexity of O(N3/m)
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We now give a construction of generalized n-matrix code.
Construction 5 (Generalized n-matrix multiplication code).
Splitting of input matrices: We split Ai’s and Bi’s as follows:
A(i) =

A
(i)
0,0 · · · A(i)0,s−1
...
. . .
...
A
(i)
t−1,0 · · · A(i)t−1,s−1
 , B(i) =

B
(i)
0,0 · · · B(i)0,t−1
...
. . .
...
B
(i)
s−1,0 · · · B(i)s−1,t−1
 , (29)
where A(i)j,k’s have dimension N/t×N/s and B(i)j,k’s have dimension N/s×N/t.
Master node (encoding): Define the encoding polynomials as
pA(1)(z1, z2) =
t−1∑
i=0
s−1∑
j=0
A
(1)
i,j z
i
1z
j
2,
pB(1)(z2, z3) =
s−1∑
i=0
t−1∑
j=0
B
(1)
i,j z
s−1−i
2 z
j
3,
...,
pB(n/2)(zn, zn+1) =
s−1∑
i=0
t−1∑
j=0
B
(n/2)
i,j z
s−1−i
n z
j
n+1.
for n even, and
pA(1)(z1, z2) =
t−1∑
i=0
s−1∑
j=0
A
(1)
i,j z
i
1z
j
2,
...,
pB((n−1)/2)(zn−1, zn) =
s−1∑
i=0
t−1∑
j=0
B
((n−1)/2)
i,j z
s−1−i
n−1 z
j
n,
pA((n+1)/2)(zn, zn+1) =
t−1∑
i=0
s−1∑
j=0
A
((n−1)/2)
i,j z
t−1−i
n z
j
n+1,
for n odd.
The master node sends to the r-th worker evaluations of pA(i) ’s, and pB(i) ’s at z1 = xr, z2 = xtr, z3 = x
st
r , z4 = x
st2
r , z5 =
zs
2t2
r , · · · , zn+1 = xs
bn/2ctdn/2e
r . xr’s are all distinct for r ∈ {1, 2, . . . , P}.
Worker nodes: For r ∈ {1, 2, . . . , P}, the r-th worker node computes the matrix product pC(xr) =
∏
i pA(i)(xr)pB(i)(xr)
and sends it to the fusion node on successful completion.
Fusion node (decoding): The fusion node uses outputs of any k(n, s, t) successful workers (given in (27)) to compute the
coefficients of pC(z). If the number of successful workers is smaller than k(n, s, t), the fusion node declares a failure.
We can further optimize the result in Theorem 5 by choosing a different substitution as below:
z1 = x
sn/2tn/2−1 , z2 = x, z3 = x
s, · · · , zn = xsn/2−1tn/2−1 , zn+1 = xsn/2tn/2 for n even, (30)
z1 = x
s(n−1)/2t(n−1)/2 , z2 = x, x3 = x
s, · · · , zn = xs(n−1)/2t(n−3)/2 , zn+1 = xs(n−1)/2t(n+1)/2 for n odd. (31)
The main intuition behind this substitution is that for z1 and zn+1, their powers grow from 0 to t − 1 (or s − 1), while all
the other terms have powers growing from 0 to 2s − 2 (or 2t − 2). Hence, to minimize the maximum degree of the product
polynomial, it is best to assign high powers of x to z1 and zn+1. This assignment gives us the improved recovery threshold:
Theorem 6 (Improved recovery threshold for multiple matrix multiplications). For the matrix multiplication problem specified
in Section VI-A computed on the system defined in Definition 1, there exists a code with a recovery threshold of
k(n, s, t) =
{
s
n
2 t
n
2+1 + s
n
2 t
n
2−1 − 1 if n is even,
s
n+1
2 t
n+1
2 + s
n−1
2 t
n−1
2 − 1 if n is odd (32)
for any integers s, t that satisfy m = st.
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TABLE II
COMPARISON OF DIFFERENT STRATEGIES FOR MULTIPLYING n MATRICES USING DIFFERENT SUBSTITUTIONS IN THE GENERAL POLYDOT SETUP WHEN
n IS EVEN.
n-matrix code Generalized n-matrix code Improved n-matrix code
Substitution z1 = z2 = x, z3 = z4 =
xm, · · · , zn−1 = xn =
xm
n/2−1
, zn+1 = xm
n/2
z1 = x, z2 = xt, z3 =
xst, · · · , zn+1 =
xs
n/2tn/2
z1 = xs
n/2tn/2−1 , z2 =
x, x3 = xs, · · · , zn =
xs
n/2−1tn/2−1 , zn+1 =
xs
n/2tn/2
Recovery Threshold 2mn/2 − 1 sn2 tn2 +1 + sn2 tn2 − t sn2 tn2 +1 + sn2 tn2−1 − 1
Remark 5. In this paper, we present three different strategies for multiplying n matrices. All of them can be understood in
our general PolyDot setup – they all differ in the substitutions for the variables x1, · · · , xn+1 to convert the polynomial in n
variables into a polynomial in a single variable (See Table II) for the ease of interpolation.
Also, note that if we consider the substitutions given here for the particular case of two-matrix multiplication, i.e., n = 2,
the recovery thresholds that we obtain are actually better than the recovery thresholds proposed in the initial version of this
work in [1], and match with the recovery threshold for two matrix multiplication in the subsequent works [45], [46].
E. Complexity analyses of generalized n-matrix codes
Encoding/decoding complexity: Encoding communication cost is O(nN2P ) as in Section VI-C. Decoding complexity is
O(N2k(n, s, t) log2 k(n, s, t)).
Communication Complexity: The master node sends out O(nPN2/m) encoded symbols in the beginning. After the
completion of computation, each node has to send O(N2/t2) symbols to the fusion node. Hence, total number of symbols
the fusion node receives is k(n, s, t) · N2/t2. Let us first consider the case when n is even. By substituting (32), we
obtain k(n, s, t)N2/t2 = O(mn/2/t). This is the same trade-off we observed using PolyDot codes for single matrix-matrix
multiplication. For a fixed m, recovery threshold k(n, s, t) grows linearly with t while communication cost is inversely related
to t (See Fig.6). When n is odd, we do not see such trade-off. Recovery threshold is always m(n−1)/2(m+t)−t = O(m(n+1)/2)
regardless of the choice of t. Communication cost on the other hand is k(n, s, t)N2/t2 = O(m(n+1)/2/t2+m(n−1)/2/t) which
decreases with growing t. For instance, if t = 1, communication cost is O(m(n+1)/2), and when t = m, communication cost
is O(m(n−3)/2). This suggests that when n is odd, it is always better to choose t = m as m grows to infinity.
Each worker’s computation cost: Using the similar technique shown in Section VI-C, we can show that each worker’s com-
putation complexity is at mostO(max(nN3/m1.5, N3/m)) for any choice of s, t. If we compare the computation complexity for
encoding/decoding and the computation complexity at each worker node, we can see that as long as N > O(mn/2−1.5 logm),
encoding/decoding computation overhead is amortized.
Remark 6. Our result given here splits A(i)’s in to s× t grid of blocks and B(i)’s into t× s grid of blocks. However, it is
not necessary that all matrices have to be split in the same fashion. For instance, A(1) can be divided into t1 × s1 grid and
B(1) can be divided into s1 × t2 grid, and so on. In this more general setting A(i)’s are split into ti × si grid and B(i)’s are
split into si × ti+1 grid. Let us denote s = [s1, · · · , sn/2], t = [t1, · · · , tn/2+1]. Then Theorem 6 can be rewritten as follows.
k(n, s, t) =
{
(tn/2+1 − 1/t1)
∏n/2
i=1 siti − 1 if n even,
(t1s(n+1)/2 + 1)
∏(n−1)/2
i=1 siti − 1 if n odd.
(33)
In this work we assumed that all matrices have size N ×N for simplicity. However, this assumption is not necessary in the
results presented here. When we have matrices with different dimensions to multiply, splitting each matrix in a different way
would be more beneficial. For example, when we multiply matrices A,B with dimensions N ×N and N × 2, we can divide
A into t× s grid and divide B into s× 1 grid.
VII. DISCUSSION AND FUTURE WORK
We provide a novel MatDot code construction for coded matrix multiplication with a recovery threshold of 2m − 1. We
also present the systematic MatDot construction achieving the same recovery threshold of 2m − 1. A recent converse of Yu
et al. [45] shows that the recovery thresholds of MatDot codes are in fact optimal. This paper also provides full proofs of
results that appeared in [1], including PolyDot constructions which allow a trade-off between communication cost and recovery
threshold. Finally, we provide code constructions for multiplying more than two matrices.
We conclude with a discussion that uses an important open problem, namely coded tensor products, to demonstrate how
focusing exclusively on recovery thresholds, and ignoring encoding/decoding costs in coded computing problems, can provide
impractical solutions.
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A. When is coded computing useful? An example of coded tensor products
Consider the problem of computing the tensor product of two N × N square matrices A and B, i.e., A ⊗ B, using P
workers in the system defined in Section II. As usual, our goal is to implement this in a parallelized fashion with a low
recovery threshold. For this problem, we show (below) that an application of Polynomial codes [6] yields a recovery threshold
of m2. However, we also show that this makes the decoding complexity at the fusion node comparable to (or sometimes even
larger than) the overall per-worker computational complexity. This can be undesirable when coded computing is performed
to address straggling because now the fusion node itself becomes the bottleneck. This leads to two interesting questions for
future work:
• Is there an application where the high decoding cost at the fusion node can be justified?
• Are there alternative techniques of coding tensor products with reduced decoding overhead?
To be concrete, the Polynomial coded tensor-product strategy is as follows. We split the two matrices A and B as follows:
A =
[
A0 A1 . . . Am−1
]
, B =
[
B0 B1 . . . Bm−1
]
.
Note that
A⊗B = [A0 ⊗B . . . Am−1 ⊗B]
= [A0 ⊗B0 A0 ⊗B1 · · ·A0 ⊗Bm−1 · · · Am−1 ⊗B0 · · · Am−1 ⊗Bm−1]
and thus it suffices to compute all terms of the form Ai ⊗Bj for i, j = 0, · · · ,m− 1 to obtain A⊗B.
Let us define pA(x) =
∑m−1
i=0 Aix
i and pB(x) =
∑m−1
j=0 Bjx
mj respectively. Let us also choose distinct scalars x1, x2, . . . , xP
for each worker. Each worker receives the evaluation of pA(x) and pB(x) at distinct scalar values, i.e., at x = x1, x2, . . . , xP
respectively. The worker then computes the tensor product pA(x)⊗ pB(x) that we will denote as pA⊗B(x) at a distinct scalar
value of x. Thus, worker r computes pA(xr)⊗ pB(xr) for r = 1, 2, . . . , P .
Observe that pA⊗B(x) is a polynomial of degree m2 − 1.
pA⊗B(x) = pA(x)⊗ pB(x) =
(
m−1∑
i=0
Aix
i
)
⊗
m−1∑
j=0
Bjx
mj
 = m−1∑
i=0
m−1∑
j=0
(Ai ⊗Bj)xi+mj .
The coefficient of xi+mj in pA⊗B(x) is in fact Ai⊗Bj , for 0 ≤ i, j ≤ m−1. Thus, if the fusion node is able to interpolate all the
coefficients of the polynomial pA⊗B(x), it can successfully recover all the matrices in the set {Ai⊗Bj , i, j = 0, 1, . . . ,m−1},
and therefore A⊗B. Because the polynomial is of degree m2− 1, the fusion node needs m2 evaluations of the polynomial at
distinct values. Worker node r produces an evaluation of the polynomial pA⊗B(x) at x = xr. The fusion node is thus required
to wait for any m2 successful worker nodes, and then it can interpolate pA⊗B(x).
The computational complexity of the fusion node is Θ
(
N4
m2m
2 log2(m2)
)
= Θ
(
N4 log2(m)
)
, which is of the same order
as the complexity of the entire tensor product, i.e., Θ(N4), and thus, in scaling sense, same or higher than per-processor
complexity. Ideally, we would like the computational complexity at the fusion node to be negligible in a scaling sense as
compared to the computational complexity at each worker node.
More generally, let ge(P ) and gd(P ) denote upper bounds (may be loose but are functions of P alone) on the respective
encoding and decoding complexities of the code that we are choosing when the length of the codewords are P . To determine
whether coded computing is a viable option for a computation which can be coded, we can conceptually classify computations
that can be coded into different categories as follows:
(a) Size of the inputs and outputs are negligible in scaling sense compared to the overall computational complexity: some
examples are convolutions (Input Size, Output Size = Θ(N), Computational Complexity = Θ(N log2N)) and matrix-
matrix products (Input Size, Output Size = Θ(N2), Computational Complexity= Θ(N3)). Note that, existing strategies
(including the ones in this paper) encode groups of symbols of the size of only a fraction of the input, e.g., row-blocks
or column-blocks of input matrices A and B. For computations of this category, the encoding complexity is at most
O(Input Size × ge(P )) which is the complexity of encoding groups of symbols of the size of the whole input. The
communication from the master is also at most O(Input Size×P ) which is the cost of sending the whole input to all the
P workers. Thus, the encoding complexity and initial communication complexity can be made negligible as compared
to the per-worker computational complexity if the number of workers, i.e., P satisfies the following condition (may be
loose):
Input Size× (ge(P ) + P ) = o
(
Computational Complexity
P
)
.
Similarly, the decoding complexity is at most O(Output Size × gd(P )) which is the cost of decoding once for every
symbol of the output and the communication to the fusion node is at most O(Output Size × P ). Thus, the decoding
complexity can also be made negligible if P satisfies:
Output Size× (gd(P ) + P ) = o
(
Computational Complexity
P
)
.
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As an example, for coding matrix-matrix products, we require Pge(P ), Pgd(P ) = o(N) for encoding and decoding to be
done online with negligible overhead as compared to the per-node computational complexity. For convolutions, a tighter
result of this form is derived in [42]. Thus coded computing is provably useful in certain scaling regimes of P and N .
(b) Size of the input is comparable or much larger in scaling sense than the overall computational complexity but the
size of outputs is much smaller than computational complexity. Examples include matrix-vector products (Input Size,
Computational Complexity= Θ(N2), Output Size = Θ(N)). For such computations, the encoding cost at the master node
is at least of the same order as the input size since every symbol in the input has to be used in the encoding operation at
least once. Thus, it is best if we are able to encode in advance and amortize costs over multiple computations. Decoding,
on the other hand, can be performed online with negligible additional overhead if
Output Size× (gd(P ) + P ) = o
(
Computational Complexity
P
)
.
Thus coded computing is most useful when the input is known in advance and the encoding cost can be amortized.
(c) Size of the outputs is comparable to the overall computational complexity. One example is computing tensor products
(Input Size = Θ(N2), Computational Complexity, Output Size = Θ(N4)). For linear operations where the size of the
output is comparable to the computational complexity, the decoding complexity could be as high as the computational
complexity making it difficult to decode online. It would be interesting to find applications or regimes where coded
computing strategies can still be useful for such problems. Interestingly, for tensor products, encoding can be done online
as the size of the input is smaller in scaling sense than the overall computational complexity.
B. Fully-Decentralized Implementations
It will also be useful to obtain fully decentralized realizations of coded computing techniques with no centralized master
node. This often avoids a “single source of failure”, particularly if the encoder or decoder are themselves prone to straggling
or errors. We refer interested readers to [13], [32], [46], [50]–[52] for works on completely decentralized implementations.
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APPENDIX A
PROOF OF THEOREM 4
We will first prove Lemmas 3 and 4 which provide properties of coefficients of products of polynomials. Using Lemmas
3 and 4, we show Claims 7 and 8 which demonstrate that the product C is contained in a set of coefficients of the matrix
polynomial Πd
n
2 e
i=1 pCi(x
mi−1), where pCi(x) is as defined in (26), for i ∈ {1, · · · , dn/2e}. Finally, we provide a proof of
Theorem 4 using Claims 7 and 8.
Lemma 3. If p(x) =
∑2di−1−2
j=0 pjx
j is a polynomial with degree 2di−1 − 2 for some i ≥ 2, and q(x) = ∑2d−2j=0 qjxj is any
other polynomial with degree 2d− 2, then pdi−1−1qd−1 is the coefficient of xdi−1 in p(x)q(xdi−1).
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Proof. We first expand out p(x) and q(x) as following:
p(x) =
di−1−2∑
j=0
pjx
j
︸ ︷︷ ︸
p˜1(x)
+pdi−1−1xd
i−1−1 +
2di−1−2∑
j=di−1
pjx
j
︸ ︷︷ ︸
p˜2(x)
(34)
q(x) =
d−2∑
j=0
qjx
j
︸ ︷︷ ︸
q˜1(x)
+qd−1xd−1 +
2d−2∑
j=d
qjx
j
︸ ︷︷ ︸
q˜2(x)
(35)
We show that the term of degree di − 1 in p(x)q(xdi−1) is only generated by multiplication of the term of degree di−1 − 1
in p(x) and the term of degree di−1(d− 1) in q(xdi−1). For this purpose, we consider following terms:
1. Consider the multiplication of two lowest degree terms in p˜1(x) and q˜2(xd
i−1
) of equations (34) and (35). That is,
qdix
dip0 = p0qdix
di which has higher degree in comparison to xd
i−1. Consequently, the degree of any term in the
multiplication of p˜1(x) and q˜2(xd
i−1
) will be strictly greater than di − 1.
2. Consider the multiplication of two highest degree of terms in p˜2(x) and q˜1(xd
i−1
) of equations (34) and (35),
qd−2xd
i−1(d−2)p2di−1−2x2d
i−1−2 = qd−2p2di−1−2xd
i−2
is less than di− 1. Consequently, the degree of any term in the multiplication of p˜2(x) and q˜1(xdi−1) will be strictly less
than di − 1.
3. Since the degree of any term in the multiplication of p˜2(x) and q˜1(xd
i−1
) is strictly less than di − 1, and any term in
p˜1(x) has degree less than the degree of any term in p˜2(x), we conclude that any term in the multiplication of p˜1(x) and
q˜1(x
di−1) has degree strictly less than di − 1.
4. Since the degree of any term in the multiplication of p˜1(x) and q˜2(xd
i−1
) is strictly greater than di − 1, and any term in
p˜2(x) has degree larger than the degree of any term in p˜1(x), we conclude that any term in p˜2(x)q˜2(xd
i−1
) has degree
strictly greater than di − 1 which completes the proof.

Lemma 4. If p(x) =
∑2di−1−2
j=0 pjx
j is a polynomial with degree 2di−1 − 2 for some i ≥ 2, and q(x) = ∑d−1j=0 qjxj is any
other polynomial with degree d− 1, then, for 0 ≤ j ≤ d− 1, pdi−1−1qj are the coefficients of x(j+1)di−1−1 in p(x)q(xdi−1).
Proof. First, we expand out p(x) as in (34), and expand q(x) as follows:
q(x) =
j−1∑
k=0
qkx
k
︸ ︷︷ ︸
q˜1(x)
+qjx
j +
d−1∑
k=j+1
qjx
j
︸ ︷︷ ︸
q˜2(x)
(36)
In order to prove Lemma 4, we show that x(j+1)d
i−1−1 term in p(x)q(xd
i−1
) is produced solely by the multiplication of the
term pdi−1−1xd
i−1−1 in p(x) with the term qjxj(d
i−1) in q(xd
i−1
). First, it is clear that the product of the term pdi−1−1xd
i−1−1
in p(x) with the term qjxj(d
i−1) in q(xd
i−1
) has degree (j + 1)di−1 − 1. Thus, to complete the proof, we show that no other
terms in p(x) produce x(j+1)d
i−1−1 term when multiplied with any term in q(xd
i−1
). To do so, we consider the following
terms:
1. Consider the multiplication of two lowest degree terms in p˜1(x) and q˜2(xd
i−1
) as defined in (34) and (36). That is,
p0qj+1x
(j+1)di−1 which has higher degree in comparison to x(j+1)d
i−1−1. Consequently, the degree of any term in the
multiplication of p˜1(x) and q˜2(xd
i−1
) will be strictly greater than (j + 1)di−1 − 1.
2. Consider the multiplication of two highest degree of terms in p˜2(x) and q˜1(xd
i−1
), the product
qj−1x(j−1)d
i−1
p2di−2x2d
i−1−2 = qj−1p2di−2x(j+1)d
i−1−2
has degree less than (j + 1)di−1 − 1. Consequently, the degree of any term in the multiplication of p˜2(x) and q˜1(xdi−1)
will be strictly less than (j + 1)di−1 − 1.
3. Since the degree of any term in the multiplication of p˜2(x) and q˜1(xd
i−1
) is strictly less than (j + 1)di−1 − 1, and the
degree of any term in p˜1(x) is less than the degree of any term in p˜2(x), we conclude that any term in the multiplication
of p˜1(x) and q˜1(xd
i−1
) has degree strictly less than (j + 1)di−1 − 1.
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4. Since the degree of any term in the multiplication of p˜1(x) and q˜2(xd
i−1
) is strictly greater than (j+ 1)di−1− 1, and the
degree of any term in p˜2(x) is larger than the degree of any term in p˜1(x), we conclude that any term in p˜2(x)q˜2(xd
i−1
)
has degree strictly greater than (j + 1)di−1 − 1 which completes the proof.

Now, we are able to state the following claims.
Claim 7. The coefficient of xm
bn
2
c−1 in
∏bn2 c
i=1 pC(i)(x
mi−1) is
∏bn2 c
i=1 A
(i)B(i), where, for i ∈ {1, · · · , bn2 c}, pC(i)(x) is as
defined in (26).
Proof. We prove the claim iteratively. Since pC(1)(x) has degree 2mi−1 − 2 with i = 2, and pC(2)(x) has degree 2m− 2, we
have, by Lemma 3, that the coefficient of xm
2−1 in pC(1)(x)pC(2)(xm) is the product of the coefficient of xm−1 in pC(1)(x)
and the coefficient of xm
2−m in pC(2)(xm). However, from Remark 3, we already know that A(1)B(1) is the coefficient of
xm−1 in pC(1)(x) and that A(2)B(2) is the coefficient of xm
2−m in pC(2)(xm). Therefore, A(1)B(1)A(2)B(2) is the coefficient
of xm
2−1 in pC(1)(x)pC(2)(xm).
Similarly, consider the two polynomials p′(x) = pC(1)(x)pC(2)(xm) and pC(3)(x). Notice that p′(x) has degree 2mi−1 − 2
with i = 3, and pC(3)(x) has degree 2m − 2, therefore, from Lemma 3, the coefficient of xm
3−1 in p′(x)pC(3)(xm
2
) is the
product of the coefficient of xm
2−1 in p′(x) and the coefficient of xm
3−m2 in pC(3)(xm
2
). However, from the previous step,
we already know that A(1)B(1)A(2)B(2) is the coefficient of xm
2−1 in p′(x). In addition, from Remark 3, we already know
that A(3)B(3) is the coefficient of xm
3−m2 in pC(3)(xm
2
). Therefore, A(1)B(1)A(2)B(2)A(3)B(3) is the coefficient of xm
3−1
in p′(x)pC(3)(xm
2
) = pC(1)(x)pC(2)(x
m)pC(3)(x
m2).
Repeating the same procedure, we conclude that
∏bn2 c
i=1 A
(i)B(i) is the coefficient of xm
bn
2
c−1 in
∏bn2 c
i=1 pC(i)(x
mi−1). 
Claim 8. If n ≥ 3 and odd, then, for any j ∈ {1, · · · ,m},
(∏bn2 c
i=1 A
(i)B(i)
)
A
(dn2 e)
j is the coefficient of x
jmb
n
2
c−1 in∏dn2 e
i=1 pC(i)(x
mi−1), where, for i ∈ {1, · · · , dn2 e}, pC(i)(x) is as defined in (26).
Proof. First, notice that since the degree of pC(i)(x) is 2m − 2 for all i ∈ {1, · · · , bn2 c}, the degree of Π
bn2 c
i=1 pC(i)(x
mi−1)
is (2m − 2)∑bn2 ci=1 mi−1 = 2mbn2 c − 2. In addition, the matrix polynomial pC(dn2 e)(x) has degree m − 1. Therefore, from
Lemma 4, for 1 ≤ j ≤ m, the product of the coefficient of xmb
n
2
c−1 in Πb
n
2 c
i=1 pC(i)(x
mi−1) and the coefficient of xj−1 in
p
C(d
n
2
e)(x) is the coefficient of xjm
bn
2
c−1 in Πd
n
2 e
i=1 pC(i)(x
mi−1). However, we already know, from Claim 7, that the coefficient
of xm
bn
2
c−1 in Πb
n
2 c
i=1 pC(i)(x
mi−1) is
∏bn2 c
i=1 A
(i)B(i), also, by definition, the coefficient of xj−1 in p
C(d
n
2
e)(x) is A
(dn2 e)
j . Thus,(∏bn2 c
i=1 A
(i)B(i)
)
A
(dn2 e)
j is the coefficient of x
jmb
n
2
c−1 in
∏dn2 e
i=1 pC(i)(x
mi−1). 
Now, we prove Theorem 4.
Proof of Theorem 4. To prove the theorem, it suffices to show that for Construction 4, the fusion node is able to construct C
from any 2mn/2 − 1 worker nodes if n is even or from any (m+ 1)mbn2 c − 1 if n is odd.
First, for the case in which n is even, we need to compute C =
∏n
2
i=1A
(i)B(i). Notice, from Claim 7, that the desired
matrix product C is the coefficient of xm
n/2−1 in
∏n
2
i=1 pC(i)(x
mi−1). Thus, it is sufficient to compute this coefficient at the
fusion node as the computation output for successful computation. Now, because the polynomial
∏n
2
i=1 pC(i)(x
mi−1) has degree
2mn/2 − 2, evaluation of the polynomial at any 2mn/2 − 1 distinct points is sufficient to compute all of the coefficients of
powers of x in
∏n
2
i=1 pC(i)(x
mi−1) using polynomial interpolation. This includes C, the coefficient of xm
n/2−1.
Now, for the case in which n is odd, we need to compute C =
(∏bn2 c
i=1 A
(i)B(i)
)
A(d
n
2 e). First, notice that C is a
concatenation of the matrices
(∏bn2 c
i=1 A
(i)B(i)
)
A
(dn2 e)
j , j ∈ {1, · · · ,m} as follows:
C =
bn2 c∏
i=1
A(i)B(i)
A(dn2 e) =
bn2 c∏
i=1
A(i)B(i)
A(dn2 e)1
∣∣∣∣∣∣ · · ·
∣∣∣∣∣∣
bn2 c∏
i=1
A(i)B(i)
A(dn2 e)m
 . (37)
From Claim 8, for all j ∈ {1, · · · ,m}, the product
(∏bn2 c
i=1 A
(i)B(i)
)
A
(dn2 e)
j is the coefficient of x
jmb
n
2
c−1 in
∏dn2 e
i=1 pC(i)(x
mi−1).
Thus, it is sufficient to compute these coefficients, for all j ∈ {1, · · · ,m}, at the fusion node as the computation output
for successful computation. Now, because the polynomial
∏dn2 e
i=1 pC(i)(x
mi−1) has degree mb
n
2 c(m + 1) − 2, evaluation of
the polynomial at any mb
n
2 c(m + 1) − 1 distinct points is sufficient to compute all of the coefficients of powers of x in
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∏dn2 e
i=1 pC(i)(x
mi−1) using polynomial interpolation. This includes the coefficients of xjm
bn
2
c−1, i.e.
(∏bn2 c
i=1 A
(i)B(i)
)
A
(dn2 e)
j ,
for all j ∈ {1, · · · ,m}. 
APPENDIX B
PROOF OF THEOREM 5
Proof of Theorem 5. We will first show that the maximum degree of pC(x) is k(n, s, t) − 1, and we will show that we can
recover C from the polynomial pC(x). In this proof, we will only show for even n as proving for odd n only has mechanical
differences.
Let us first rewrite pC(x):
pC(x) =
∑
i1=1···t,··· ,in=1···s
j1=1···s,··· ,jn=1···t
A
(1)
i1,j1
B
(1)
i2,j2
· · ·A(n/2)in−1,jn−1B
(n/2)
in,jn
xi1+t(s−1+j1−i2)+···+s
n/2−1tn/2(s−1+jn−1−in)+sn/2tn/2jn . (38)
We get the maximum degree when i1 = t− 1, s− 1 + j1 − i2 = 2s− 2, · · · , jn = t− 1. Hence,
maximum degree of pC(x) = t− 1 + t(2s− 2) + st(2t− 2) + · · · sn/2−1tn/2(2s− 2) + sn/2tn/2(t− 1) (39)
= t− 1− 2t+ 2sn/2tn/2 + sn/2tn/2+1 − sn/2tn/2 (40)
= sn/2tn/2+1 + sn/2tn/2 − t− 1 (41)
= k(n, s, t)− 1. (42)
We now want to show that the coefficient of xd(n,i,j) is Ci,j , the (i, j)-th entry of C, where d(n, i, j) is defined as follows:
d(n, i, j) =
{
i+ t(s− 1) + · · ·+ sn/2−1tn/2(s− 1) + j(sn/2tn/2) if n is even,
i+ t(s− 1) + · · ·+ s(n−1)/2t(n−1)/2(t− 1) + j(s(n−1)/2t(n+1)/2) if n is odd (43)
Note that Ci,j =
∑
j1,j2,··· ,jn−1 A
(1)
i,j1
B
(1)
j1,j2
A
(2)
j2,j3
B
(2)
j3,j4
· · ·A(n/2)jn−2,jn−1B
(n/2)
jn−1,j . Among the terms in the sum in (38), Ci,j
is the sum of terms that are from the i-th row of the first matrix A(1) and the j-th column on the last matrix B(n/2), and that
have the second index and the first index of two adjacent matrices matching, i.e., j1 = i2 and j2 = i3. We can now show that
from (38), we obtain xd(n,i,j) terms only when these conditions are satisfied:
i) i1 = i
ii) j1 = i2, · · · , jn−1 = in
iii) jn = j
Let d be the degree of x in (38)
d = i1 + t(s− 1 + j1 − i2) + · · ·+ sn/2−1tn/2(s− 1 + jn−1 − in) + sn/2tn/2jn, (44)
and let us use an alternative representation of d as follows:
d = d0 + d1 · t+ d2 · st+ · · ·+ dn+1 · sn/2tn/2+1
where
d0 = d mod t
d1 = (d− d0)/t mod s
d2 = (d− d0 − d1 · t)/st mod t
...
dn+1 = (d− d0 − d1 · t− dn · sn/2tn/2)/sn/2tn/2+1 mod s.
We can think of this representation as a mixed radix system D with n+ 2 digits, (d0, d1, · · · , dn+1), which has an alternating
radix (t, s, t, s, · · · , t, s). By substituting d0 = t − 1, d1 = s − 1, · · · , dn+1 = s − 1, we can confirm that the biggest
number we can represent with (44) is sn+1tn+1 − 1 > k(n, s, t) − 1. Also, from its construction, any number between 0
and sn+1tn+1 − 1 can be uniquely determined by the pair (d0, d1, · · · , dn+1) (for more explanation, see Theorem 1 in [53]).
Hence, any 0 ≤ d ≤ k(n, s, t)− 1 can be uniquely represented with (d0, d1, · · · , dn+1).
Now, note that using (44), d(n, i, j) can be represented as (d0 = i, d1 = t− 1, · · · , dn−1 = s− 1, dn = j, dn+1 = 0). Let us
examine the condition for d to have such digits. Let d be any integer between 0 and k(n, s, t)− 1. Then, d0 = d mod t = i1.
Hence, i1 = i to have d0 = i. Also, d1 can be written as d1 = (j2 − i1 + s − 1) mod s. Since j2 − i1 varies from −s + 1
to s − 1, d1 = s − 1 only when j2 = i1. By repeating this argument, we can prove the condition ii). Lastly, dn = jn + 1 if
s− 1 + jn−1− in ≥ s and dn = jn if s− 1 + jn−1− in < s. From our previous conditions, jn−1− in + s− 1 = s− 1. Hence,
we can see that dn = j only when jn = j. This completes the proof for n even. 
