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Abstract 
The three candidate models submitted by the British Geological Survey for the 13th generation International Geo-
magnetic Reference Field are described. These DGRF and IGRF models are derived from vector and scalar magnetic 
field data from the European Space Agency Swarm satellites and ground observatories, covering the period 2013.9 
to 2019.7. The internal field model has time dependence for degrees 1 to 15, represented by order 6 B-splines with 
knots at six monthly intervals. We also solve for a degree 1 external field time dependence describing annual and 
semi-annual signals with additional dependence on a bespoke Vector Magnetic Disturbance index. Satellite data are 
weighted by spatial density, along-track standard deviations, and a larger-scale noise estimator defined in terms of 
a measure of Local Area Vector Activity at the geographically closest magnetic observatories to the sampled datum. 
Forecasting of the magnetic field secular variation for 2020–2025 is by advection of the main field using steady core 
surface flows with steady acceleration applied. We also investigate the performance of the previous generation of 
candidate secular variation models, for IGRF-12, analysing the agreement of the candidates between 2015 and 2020 
with the retrospective IGRF-13. We find that there is no clear distinction between the performance of mathematically 
and physically extrapolated forecasts in the period 2015–2020. We confirm that the methodology for the BGS IGRF-12 
predictions performed well, despite observed secular accelerations that are highlighted by our analysis, and thus 
justify the methodology used for our IGRF-13 SV candidate. 
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Background
The International Geomagnetic Reference Field (IGRF) 
is a set of spherical harmonic models of the Earth’s main 
magnetic field updated every 5 years under the auspices 
of the International Association of Geomagnetism and 
Aeronomy (IAGA). Every year prior to the release of the 
next generation, an open invitation is made for the sub-
mission of candidate models from the international com-
munity. These models are evaluated by a task force and 
the next set of IGRF models are constructed from the 
candidates. The 13th generation of the series required 
three new sets of coefficients: two main field (MF) mod-
els to degree and order 13 at epochs 2015.0 and 2020.0, 
and an average secular variation (SV) model valid from 
2020.0 to 2025.0 to degree and order 8.
The British Geological Survey (BGS) has a long associa-
tion with the IAGA and the IGRF, and has submitted can-
didates for many generations (e.g. Barraclough and IAGA 
Division I Working Group 1987). For the 13th generation, 
the production of our candidate models was carried out 
in three steps: (a) selection of data from the high-quality 
Swarm mission and ground magnetic observatories; (b) 
fitting and evaluation of a parent model; and (c) deriva-
tion of the candidate MF and SV coefficients. Field mod-
elling within BGS has matured since the release of the 
IGRF-12 candidate models of Hamilton et  al. (2015), 
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with higher temporal and spatial resolution of the secular 
variation using order  6 B-splines, and the improvement 
of core flow advection using steady flow and steady flow 
acceleration to predict the secular variation. In addition, 
the underlying code base has been modernised and mod-
ularised, allowing massively parallel inverse solvers such 
as PETSc (Balay et al. 1997) and SLEPc (Hernandez et al. 
2005) to be used (see Brown et al. 2020).
The IGRF call requested candidate models of the main 
field and the large-scale lithospheric contribution, which 
satellite and observatory data allow us to produce. How-
ever, there are inevitably magnetic fields arising from 
other sources; in particular, the ionospheric current sys-
tem, magnetospheric ring current and partial ring cur-
rents, tidal, and induced currents in the Earth. These are 
difficult to co-estimate and separate from the desired 
core field signal (e.g. as in the Comprehensive Model 
series, see Sabaka et  al. 2018). To avoid contamination, 
measurements significantly affected by these sources are 
removed through careful data selection prior to model-
ling, whilst the remainder are averaged out, smoothed or 
ignored.
Even with strong selection criteria, unwanted fields 
remain a problem, particularly external fields in the 
auroral zones at high latitudes. One approach to reduce 
this is to only employ scalar data at high latitudes rather 
than vector measurements, the horizontal components 
of which are much more sensitive to perturbation due 
to field-aligned current systems (e.g. Smith et  al. 2017). 
We use only observatory pseudo-scalar data (the scalar 
data projected onto the field from an a priori main field 
model) at higher latitudes. This affects the co-estimation 
of the observatory biases making it easier to maintain the 
linear relationship between data and model coefficients. 
However, for the satellite data, we use vector components 
at all latitudes where available. We quantify the increase 
in noise in the data when we fit our parent model using 
a combination of two noise estimators: an along-track 
standard deviation calculated for each component from 
short (20 s, roughly 150 km) segments of the satellite data 
and a larger-scale estimator of the vector disturbance 
using observatories closest to the data sample (Local 
Area Vector Activity (LAVA), Thomson et al. 2010).
This study explains how we treat the data, compute the 
data covariance matrix and perform the inversion for the 
various sources of the magnetic field. In the ‘Methods’ 
section, we describe the data used and their selection cri-
teria and briefly outline the data weighting scheme. We 
describe the parent model and the process used to fit the 
model parameters. We outline the core-flow method of 
modelling and predicting SV. In the ‘Results’ section, we 
evaluate the model coefficients and derive and evaluate 
the Definitive Geomagnetic Reference Field (DGRF) for 
2015.0, IGRF for 2020.0, and SV for 2020–2025 candidate 
models. In the final section, we investigate the behaviour 
and performance of the previous generation of IGRF-12 
SV candidates to test which produced the best fit over the 
2015–2020 epoch.
Methods
The production of high-quality field models is greatly 
eased by access to globally distributed measurements 
at all latitudes and at high cadence. The abundant avail-
ability of satellite and ground observatory data makes 
collation and processing of magnetic data relatively 
straightforward and provides a plethora of information 
regarding the large-scale field of the Earth.
Data
Our data selection criteria largely follow those developed 
through our IGRF-11 and IGRF-12 candidates (Hamilton 
et  al. 2010, 2015, respectively). The most notable differ-
ence being that we use only Swarm satellite data for the 
IGRF-13 period, having passed the eras of Ørsted and 
CHAMP missions. Two data sources were used to con-
struct our candidate models: (1) the European Space 
Agency (ESA) Swarm mission and (2) the ground obser-
vatory network.
The latest available Swarm data files, up to version 
0507, were collected for Alpha, Bravo and Charlie, from 
the mission start on 2013/11/25 to 2019/08/14. To reduce 
the quantity of data to manageable levels, the satellite 
data were sub-sampled at every 20th datum, though this 
sampling frequency later becomes irregular when data 
selection criteria are applied. In order to reduce contami-
nation from magnetospheric and ionospheric sources, 
data were selected according to the criteria outlined in 
the following section.
For ground observatory data, hourly mean vector val-
ues were collected from the World Data Centre for Geo-
magnetism, Edinburgh for the period 2013/01/01 to 
2019/07/31. These were supplemented with other more 
recent data reported to INTERMAGNET, or internally 
from the nine BGS run observatories. Our period of 
study included both definitive and quasi-definitive data 
(from those observatories which provide this). As a rough 
guide to the proportion of quasi-definitive to definitive 
data used in our study, daily quasi-definitive data files 
accounted for the following percentages of files collected 
prior to beginning our data processing, by year: < 1 % in 
2013; < 1 % in 2014; < 1 % in 2015; 2% in 2016; 5% in 2017; 
20% in 2018; 100% in 2019. These percentages do not take 
into account which data remained after data selection to 
be used in the model inversion. All data were subjected 
to a rigorous quality control procedure in the manner of 
Macmillan and Olsen (2013), accounting for all known 
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baseline steps, and discarding any obviously anomalous 
values. Where baseline steps were identified but had not 
been measured and reported by the observer, records 
were divided into separate series at the steps. This allows 
us to account for differing baseline offsets through time 
by parameterising separate crustal bias terms in our 
model.
Data selection criteria
Table  1 summarises the selection criteria that were 
applied to Swarm and observatory data. We select both 
ground and satellite data primarily to minimise the 
impact of magnetopsheric and ionospheric activity, as 
we wish to describe the background state of the inter-
nal field. We also must reduce the large volume of satel-
lite data to practical levels given the availability of 1 Hz 
measurements from three Swarm satellites, but choose to 
be slightly more lenient with our criteria for observatory 
data given their relative dearth and a desire for even data 
coverage. At low geomagnetic dipole (GMD) latitudes, 
the sub-sampled Swarm data (every 20th datum) were 
retained only for magnetically quiet, local night times. 
The local time selection aims to minimise the presence of 
enhanced ionospheric Sq currents during the day. Mag-
netically quiet times are identified primarily based on the 
Dst (Nose et al. 2015) and Kp indices (see Acknowledge-
ments) but also by solar wind parameters. Solar wind 
parameters were provided by the OMNI2 data set (see 
Acknowledgements), which provides a forward projec-
tion of measurements made at the L1 Lagrange point to 
Earth’s magnetopause. We use these values computed at 
the magnetopause of the interplanetary magnetic field 
(IMF) properties in our data selection.
At high GMD latitudes, no local time selection was 
used to avoid seasonal gaps, but an additional filter for 
the merging electric field (Em ) was applied. Here Em 
was calculated from the IMF as recommended by New-
ell et al. (2007), and averaged hourly to give an indication 
of sustained enhancement of solar wind coupling to the 
magnetosphere. We use vector data at all latitudes where 
possible. Scalar data from the ASM instruments on 
Swarm were used only when vector data from the VFM 
instruments were unavailable.
We also use full field observatory data from 161  loca-
tions, at hourly mean cadence, and selected for local 
night times at all latitudes. The observatory distribution 
is illustrated in the top panel of Fig. 1, with positions and 
number of data used noted in Table 2. Vector data were 
used below GMD latitude |55◦ |. Above this latitude, vec-
tor data were used to calculate a projection of scalar data 
onto a prior BGS core field model. The projection of sca-
lar data onto a prior model (pseudo-scalar data) provides 
a linear relation between the modelled Gauss coefficients 
and the crustal biases that are required for the solution 
with full field observatory data.
The resulting distribution of data in time is shown in 
the middle panel of Fig. 1. Our data selection criteria are 
quite severe, notably around December of 2014 and 2015 
where activity levels (primarily Kp and dDst/dt) were 
persistently high enough to preclude almost all Swarm 
data. Given our primary focus on the large-scale inter-
nal field, we employed strict selection to produce a quiet, 
night-time reference model. We do not see a significant 
change in the resulting model if our criteria are slightly 
relaxed to allow more data at these times. The drop off 
of observatory data numbers towards the end of the 
model span reflects the months to years delay in delivery 
from the majority of observatories—we commend those 
observatory operators that provide quasi-definitive data 
on a faster timetable. The separation of observatories 
between those giving vector data and those converted to 
projected-scalar data is shown in the top panel of Fig. 1. 
The distribution of the data in time and latitude is shown 
in the bottom panel of Fig. 1. The observatory data are at 
fixed latitudes and so form continuous horizontal lines, 
whilst the Swarm satellites cover all latitudes between 
|87◦| but are subject to local data selection. This leaves 
gaps in the record at certain periods when the satellites 
are in a dawn-dusk orbit, for example. Over the course 
of 2014-2019, the orbit of Swarm B drifted relative to 
Swarm A and C in local time, allowing the complemen-
tary data gaps in their respective records to be covered 
later in the mission. A total of 5,924,486 data were used 
to construct the parent model.
Swarm data weighting
We assign a purely diagonal prior covariance matrix to 
our data in our inverse problem, though we also apply 
iterative reweighting of misfits during the calculations. 
Satellite data prior variances were calculated from a 
combination of noise terms based on (a) along-track 
standard deviation calculated over each 20  s segment 
of 1  Hz data, in each vector component, (b) external 
field activity as measured at the geographically nearest 
magnetic observatories, described by the Local Area 
Vector Activity (LAVA) index (Thomson and Lesur 
2007), (c) the spatially uniform noise (2  nT standard 
deviation) and (d) for scalar values, a function of solar 
zenith angle, z, (in nT), (1+ cos2(z)) . These variances 
were then scaled by data density within 1 ◦  equal-area 
tesserae, such that the close spaced high-latitude data 
are down-weighted.
Figure  2 shows an example of the spatial informa-
tion contained in the along-track weighting, which 
clearly shows the rationale behind our separation of 
high latitude and mid- to low latitude data based on 
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influence of external fields. The influence of the auro-
ral oval in each vector component is notably different, 
and distinct from the polar cap within the oval. Note 
that the along-track standard deviations for the X and 
Y components are significantly larger than those for the 
Z  component in the auroral ovals (typically > 7 nT, as 
opposed to < 3 nT), reducing the significance we give to 
data potentially contaminated by sources such as field 
aligned currents. This exemplifies why we choose to use 
such dedicated estimates of noise in deriving prior data 
variances, rather than assigning generic values to all 
data. For ease of visualisation, Fig. 2 shows the median 
values during 2017 in approximately 0.5◦  equal-area 
tessera, showing that whilst the along-track weightings 
are specific to the time of observation, there are per-
sistent spatial patterns. Once our data selection crite-
ria have been applied (as given in Table  1), remaining 
mid- to low-latitude data are relatively less dense than 
at high latitudes as shown in Fig. 2. Despite the lower 
data density at mid- to low-latitudes (and as such not 
easily identifiable in Fig. 2), we also see the along-track 
standard deviations highlight increased variability at 
the equatorial electrojets, anomalous satellite tracks, 
and erroneous data points.
Ground observatories data weighting
Ground observatory data were given a simple prior vari-
ance weighting: (a) spatially uniform noise for vector data 
below |55◦ | GMD latitude (2  nT standard deviation) or 
spatially uniform noise for projected scalar data above 
|55◦ | GMD latitude (6 nT standard deviation) and (b) for 
scalar data, a weight as a function of solar zenith angle, z, 
(in nT), ( 1+ cos2(z)).
These variances were then scaled by data density within 
5◦ equal-area tesserae, to account for regions such as 
Europe which have relatively dense coverage. A final scal-
ing factor was applied to the variances of all observatory 
data such that the total weight is roughly 10% that of the 
total weight of all satellite data.
Parent model parameterisation
The BGS IGRF-13 candidate models are derived from 
the latest generation of our “parent model” BGS Model 
of Earth’s Magnetic Environment (MEME) (Thomson 
et  al. 2010). The methodology follows from that of our 
IGRF-11 and IGRF-12 candidates described by Hamil-
ton et al. (2010) and Hamilton et al. (2015), respectively. 
We diverge from the equations given in Hamilton et  al. 
(2015) only in the values used for particular parameters, 
as described below. All data and model parameterisa-
tions are in the NEC coordinate frame, unless otherwise 
specified.
The core field is solved for a spherical harmonic model 
to degree and order  15, with an order  6 B-spline time 
dependence. The spline has 6-month spaced knots run-
ning from 2012.9 to 2019.9, which are regularised by the 
time integral of the 3rd time derivative of the radial mag-
netic field over the core-mantle boundary. The model is 
also regularised by the 2nd time derivative of the radial 
magnetic field over the core-mantle boundary at the end 
knots. It has 4,845  parameters. The crustal field part of 
the model is considered static in time, and is described 
from degrees 16 to 55, giving 2,880 parameters.
The large-scale slowly varying external fields are mod-
elled to spherical harmonic degree and order 1 using an 
order  2 time dependent B-spline with 3-month spaced 
knots from 2012.9 to 2019.9. This gives 87  parameters. 
The large-scale rapidly varying external and induced 
field are similarly captured by a spherical harmonic 
degree and order  1 with order  2 B-spline time depend-
ence governed by the VMD index (Thomson and Lesur 
2007), with 3-month knots. This has 174  parameters. 
The 3-month knot spacing is consistent with the spans of 
Table 1 Summary of data selection criteria for Swarm and ground observatory data
Filter Description Satellite Observatory
Sampling – Every 20th datum Hourly mean
Kp, Kp-3h 3 h planetary K index at datum and in preceding 3 h interval ≤  20, ≤  20 ≤ 2 + , –
|Dst| [nT], |dDst/dt| [nT h −1] Storm time disturbance and its rate of change per hour at datum ≤ 30, ≤ 2 –, ≤ 5
IMF Bx, By ,  Bz [nT] Projected interplanetary magnetic field at datum ≤ | 10|, ≤ |3|, 0 ≤ × 
≤ 6
–, –, ≥    − 2
vsw [km s −1] Projected solar wind velocity at datum ≤ 450 –
LT ( < |55◦GMD|) Local time at GMD latitudes below |55◦| 23:00 ≤ x ≤ 05:00 01:00 ≤ x ≤ 
02:00
|d−mprior | [nT] Absolute difference between datum and a preliminary version of our parent model ≤100 –
|F–|B|| [nT] Absolute difference between ASM and magnitude of VFM data ≤2 –
Em  ( ≥ |55◦GMD|) [mV m −1] Hourly mean of 1 minute merging electric field, calculated as in Newell et al. (2007) ≤0.8 –
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Table 2 Locations of ground observatories contributing data to the parent model, and number of data used
IAGA code Geodetic latitude [deg] Longitude [deg] Altitude [km] # vector triples
AAA 43.250 76.917 1.300 528
AAEa 9.033 38.767 2.441 245
ABGa 18.633 72.867 0.007 1378
ABK 68.350 18.817 0.380 1400
AIA − 65.250 295.750 0.010 889
AMS − 37.800 77.567 0.048 250
APIa − 13.800 188.217 0.002 1091
ARS 56.433 58.567 0.290 773
ASC − 7.950 345.617 0.177 1460
ASP − 23.767 133.883 0.557 1533
BDV 49.083 14.017 0.496 1274
BEL 51.833 20.800 0.180 1273
BFO 48.333 8.317 0.641 826
BGY 31.717 35.083 0.750 661
BJN 74.500 19.200 0.020 1440
BLC 64.333 263.967 0.030 1075
BMTa 40.300 116.200 0.183 1124
BOU 40.133 254.767 1.650 1615
BOX 58.067 38.217 0.115 1137
BRW 71.300 203.383 0.012 1679
BSLa 30.350 270.367 0.008 1167
CBB 69.117 254.967 0.020 655
CBI 27.100 142.183 0.155 696
CDPa 31.000 103.700 0.653 1127
CKI − 12.183 96.833 0.003 1461
CLF 48.017 2.267 0.145 1410
CMOa 64.867 212.133 0.197 1625
CNB − 35.317 149.367 0.859 1493
CNHa 43.833 125.300 0.234 1132
COI 40.217 351.583 0.099 636
CSYa − 66.283 110.533 0.040 1491
CTA − 20.083 146.267 0.370 1394
CTS 46.050 11.650 1.175 987
CYG 36.367 126.850 0.165 1276
CZT − 46.433 51.867 0.155 675
DED 70.367 211.200 0.010 950
DLT 11.917 108.417 1.583 1210
DOBa 62.067 9.117 0.660 1443
DOU 50.100 4.600 0.225 1367
DRV − 66.667 140.017 0.030 439
EBR 40.957 0.333 0.053 1441
ELT 29.667 34.950 0.250 659
ESA 39.233 141.350 0.396 912
ESK 55.317 356.800 0.245 1454
EYR − 43.400 172.400 0.120 868
FCC 58.783 265.917 0.015 1155
FRD 38.217 282.633 0.069 1625
FRN 37.083 240.283 0.331 1436
FUQ 5.467 286.267 2.543 258
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Table 2 (continued)
IAGA code Geodetic latitude [deg] Longitude [deg] Altitude [km] # vector triples
FUR 48.167 11.283 0.572 1275
GAN − 0.700 73.150 0.002 868
GCK 44.633 20.767 0.231 780
GDH 69.250 306.467 0.024 1245
GLM 36.400 94.900 2.802 1101
GNG − 31.350 115.717 0.050 1527
GUA 13.583 144.867 0.150 1477
GUIa 28.317 343.567 0.868 970
GZH 22.967 112.450 0.014 1131
HAD 51.000 355.517 0.095 1449
HBK − 25.883 27.700 1.522 1329
HER − 34.417 19.233 0.026 1401
HLP 54.600 18.817 0.001 1382
HON 21.317 202.000 0.004 1578
HRBa 47.867 18.183 0.120 1028
HRN 77.000 15.550 0.015 1272
HUA − 12.050 284.667 3.312 1202
HYB 17.417 78.550 0.500 903
IPM − 27.167 250.583 0.083 998
IQAa 63.750 291.483 0.067 1087
IRT 52.167 104.450 0.460 1393
IZN 40.500 29.733 0.256 1222
JAI 26.867 75.817 0.437 899
JCO 70.350 211.200 0.020 1637
KAK 36.233 140.183 0.036 1563
KDU − 12.683 132.467 0.014 1509
KEP − 54.283 323.500 0.007 1526
KHB 47.617 134.683 0.092 1532
KIR 67.850 20.417 0.395 982
KIV 50.717 30.300 0.140 1078
KMHa − 26.533 18.117 1.065 753
KNY 31.417 130.883 0.107 182
KNZ 35.250 139.950 0.342 1477
KOU 5.217 307.283 0.010 1136
KPG − 10.200 123.667 0.240 1407
KSHa 39.500 76.000 1.321 1117
LER 60.133 358.817 0.085 1453
LIV − 62.667 299.600 0.019 878
LMM − 25.917 32.583 0.047 329
LON 45.400 16.667 0.095 1288
LRM − 22.217 114.100 0.004 1510
LRV 64.183 338.300 0.005 1307
LVVa 49.900 23.750 0.326 1006
LYC 64.617 18.750 0.270 1399
LZHa 36.083 103.850 1.560 1355
MAB 50.300 5.683 0.440 1333
MAW − 67.600 62.883 0.012 1413
MBO 14.400 343.050 0.007 1156
MCQ − 54.500 158.950 0.008 1538
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Table 2 (continued)
IAGA code Geodetic latitude [deg] Longitude [deg] Altitude [km] # vector triples
MEA 54.617 246.650 0.700 1190
MGD 60.117 151.017 0.226 1514
MIZ 39.117 141.200 0.125 1066
MMB 43.917 144.183 0.042 1576
MZL 49.600 117.400 0.682 1138
NAQ 61.167 314.567 0.004 1423
NCK 47.633 16.717 0.153 1028
NEW 48.267 242.883 0.770 1651
NGK 52.067 12.683 0.078 1438
NGPa 21.133 79.033 0.334 476
NMP − 15.100 39.250 0.374 828
NUR 60.500 24.650 0.105 863
NVS 54.850 83.233 0.130 1533
ORC − 60.733 315.217 0.003 101
OTT 45.400 284.450 0.075 1199
PAFa − 49.350 70.267 0.035 439
PAG 42.517 24.183 0.556 671
PEG 38.083 23.933 0.380 258
PET 52.967 158.250 0.050 1628
PHUa 21.033 105.967 0.005 626
PIL − 31.667 296.117 0.336 490
PND 12.017 79.850 0.036 481
PPT − 17.567 210.433 0.357 725
PST − 51.700 302.100 0.135 1501
QGZa 19.000 109.800 0.227 912
QIXa 34.550 108.200 0.730 700
QZH 24.900 118.600 0.010 1090
RES 74.683 265.100 0.030 1155
SBA − 77.850 166.783 0.010 1422
SBL 43.933 299.983 0.005 1503
SFS 36.467 353.800 0.000 1404
SHL 25.567 91.867 0.000 466
SHU 55.350 199.533 0.080 1567
SILa 24.933 92.817 0.000 467
SIT 57.067 224.667 0.024 1591
SJG 18.117 293.850 0.424 1035
SOD 67.367 26.633 0.178 865
SPT 39.550 355.650 0.922 1294
STJ 47.600 307.317 0.100 1032
SUAa 44.683 26.250 0.084 1290
TAM 22.800 5.533 1.373 1349
TDC − 37.067 347.683 0.042 795
THJ 24.000 102.700 1.820 1130
THL 77.483 290.833 0.057 1473
THY 46.900 17.900 0.187 1195
TIRa 8.667 77.817 0.034 477
TND 1.283 124.950 0.704 533
TRO 69.667 18.950 0.105 1446
TRW −  43.267 294.617 0.015 213
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observatory data from which the VMD index is derived, 
and allows more rapid variation than do the core field 
splines. Other external parameters with periodic varia-
tions are accounted for by sine and cosine terms account-
ing for external and induced, annual and semi-annual, 
variations (14  parameters) and external sine and cosine 
terms accounting for diurnal variations, parameterised 
by sun-synchronous longitude (42 parameters).
Finally, as we use full field observatory data, the 
unknown crustal biases at the observatories are modelled 
as static offsets for each vector component or the scalar 
field at each observatory location. This accounts for unre-
solved local crustal fields captured in the full field data, 
giving 410 parameters. Where an observatory record was 
identified to contain undocumented baseline steps that 
could not be rectified, the record was divided into sepa-
rate series. Each divided series was assigned separate bias 
terms in the model to account for the baseline steps. The 
observatory records requiring multiple bias terms are 
highlighted in Table 2 with a.
Parent model estimation
The model inversion solves for 8,452 parameters from 
5,924,486 data by least-squares regularised minimum 
norm, using a null starting model and an L2 norm. This 
is followed by a single iteration of regularised iteratively 
reweighted least squares, using Huber reweighting and 
an L2 norm. The initial least squares solution was not 
significantly altered by the iterative-reweighting step and 
further iterations were oscillations about the solution 
minimum without improvement in the fit. We take this 
fast convergence as support for our choices in providing 
detailed prior data covariances. Regularisation is applied 
only to the time-varying core field, and is governed by 
three damping parameters that control the damping at 
each model end knot, and the time integral, respectively. 
As our scalar data are projected onto a prior BGS core 
field model, derived in a similar manner, they are linearly 
related to our model coefficients. The final model fit to all 
data has a weighted (by prior data covariance and final 
iteration of Huber weights of data to model misfit) stand-
ard deviation of 1.8  nT; a summary of mean and root-
mean-square (RMS) residual misfit is given in Table  3. 
The weighted RMS values we report here are equivalent 
to the standard deviation about the mean in each case.
The misfits are comparable with those seen for pre-
vious generations of MEME (see e.g. Hamilton et  al. 
2015, though their values quoted are unweighted and so 
larger). For the vector components we see lower root-
mean-square values at mid- to low-latitudes (smallest 
RMS of 0.58 nT for Swarm A, BC ) than at high latitudes 
(largest RMS of 4.81  nT for Swarm B, BN ) due to the 
increased noise in the vector components at high lati-
tudes. The Centre component has lowest RMS, followed 
by Eastward and then Northward components for satel-
lite data. For observatory vector data, the Eastward com-
ponent has the lowest misfit, likely related to the lower 
contamination in this direction by external field signals at 
ground level at mid- to low latitudes (note that the obser-
vatory vector and scalar components are explicitly split 
between low- to mid-, and high latitudes, respectively). 
The approximately zero mean for all residuals shows our 
model fits the data well without remaining bias. We do 
see larger mean values for the satellite scalar component 
Table 2 (continued)
IAGA code Geodetic latitude [deg] Longitude [deg] Altitude [km] # vector triples
TSU −  19.200 17.583 1.100 769
TUC a 32.167 249.267 0.946 1602
UPS 59.900 17.350 0.050 1393
VAL 51.933 349.750 0.014 1057
VIC 48.517 236.583 0.197 1179
VNA −  70.650 351.750 0.040 1156
VOSa −  78.450 106.867 3.500 645
VSKa 17.733 83.333 0.020 417
VSS −   22.400 316.350 0.457 478
WHN 30.533 114.567 0.042 1140
WIC 47.933 15.867 1.088 874
WIK 48.267 16.317 0.400 631
WNG 53.750 9.067 0.050 1377
YAKa 61.967 129.667 0.100 1127
YKC 62.483 245.517 0.198 611
Records  marked’a’ indicate split series modelled with multiple biases
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(F) due to the small number of data considered, this is 
not seen for observatory data where a larger, more rep-
resentative, number of scalar data are used. We see good 
agreement between the three Swarm satellites in the vec-
tor components, and a similar trend in the components 
of observatory vector data.
The larger misfit at high latitudes is expected, and was 
anticipated by the lesser prior weightings we assign to the 
data (Fig.  2), particularly in the horizontal components. 
The distributions of unweighted posterior residuals by 
latitude demonstrate this further (Fig. 3).
Figure 3 shows the unweighted posterior residuals for 
Swarm, plotted against both GMD co-latitude and time, 
for each field component. For ease of visualisation we 
downsample the residuals, keeping all 2 σ outliers in all 1 ◦
latitude or 90-day time bins to retain the same appear-
ance. The distribution in time shows consistent, approxi-
mately zero mean, behaviour, though a slight divergence 
is evident at the very beginning of the model. We attrib-
ute this to our reliance primarily on ground observatory 
data until the beginning of Swarm data in November 
2013, and this does not affect our use of the model from 
2015 onward. We do not observe a similar decline in the 
distribution of residuals towards the end of our model, 
suggesting our damping choices have controlled the 
spline ends relatively well.
A thorough validation procedure was conducted, first 
on the MEME parent model, and then on the subse-
quent candidate models derived from it. This validation 
could not be truly independent given the limited sources 
of geomagnetic observations, but we endeavoured to 
include comparisons to a wide range of existing field 
models and to all available ground observatory data.
Fig. 1 Distributions of selected satellite and ground data in space 
and time. Top: Map of ground observatory locations providing hourly 
mean vector data, those used as projected scalar values for locations 
above GMD latitude |55◦ | are shown as open squares. Middle: 
Stacked histogram of data coverage in time, in 30 day bins. Solid bars 
show vector data, hollow bars show scalar data. Bottom: Distribution 
of all data types by GMD latitude and time; colours of data sources 
as in middle plot. Note the gaps in the Swarm data are due to 
the exclusion of orbits with local times between 05:00 and 23:00; 
Swarm A data mostly plot over Swarm C data due to the proximity of 
their orbits
Fig. 2 Example along-track standard deviations for Swarm Alpha 
data during 2017, in the X, Y and Z vector components, from top to 
bottom. Data are smoothed for visualisation as the median of values 
binned in approximately 0.5◦ equal-area tessera (empty tessera are 
white). Contours of geomagnetic dipole latitude are marked at 0 ◦
and |55|◦
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Results
Derivation of IGRF‑13 candidate models
Though requested in the IGRF-13 call, no uncertainties 
on the Gauss coefficients are provided with our candidate 
models. We do evaluate the formal standard deviation of 
each model parameter from the eigenvalues and eigen-
vectors of our inverse problem, however, these errors are 
well known to be underestimates of the true uncertainty 
(see e.g. Lesur et al. 2010). Indeed, even if we were to take 
these errors as representative, it is not clear how these 
formal errors would in practice be propagated through 
from our parent model solution to our derived candidate 
models. The three BGS candidate models were derived 
from MEME in the following manner.
Main field at 2015.0
The main field for the DGRF at 2015.0 was taken directly 
from the core component of MEME, truncating to 
degree 13. The coefficients were rounded to two decimal 
places, as requested. These values are given in Table 4.
Figure 4 shows comparisons between the power spec-
tra of each of our candidate models and the final IGRF-13 
models (Alken et al. 2020a). For the DGRF at 2015.0 we 
see excellent agreement in the spectra, with our candi-
date very close to the final chosen model of the median of 
all candidates (see Alken et al. 2020b). The overall spec-
tral RMS difference between the Gauss coefficients ( gmn  , 






















where n is spherical harmonic degree, m is spherical har-
monic order, a is the Earth’s reference spherical radius 
(6371.2 km), and r is the radial position. There is an RMS 
difference of 2.02 nT between our candidate and the final 
DGRF at 2015.0, with the largest single coefficient differ-
ence being 0.42 nT in the g0
3
 term. The coefficients most 
different are order  0 and order  1 terms at odd degrees 
above  3, suggesting an overall approximately zonal pat-
terned discrepancy between the models.
We see a clearer view of the differences between our 
candidate and IGRF-13 in spatial maps, shown in Fig. 5. 
Generally, the differences are small in magnitude and 
spatial scale, and randomly located. The sole discernible 
geophysical signal is under the auroral zone, in the F, H, Z 
and X maps. This agrees with the zonal differences noted 
between our coefficients and the DGRF. This indicates a 
leakage of auroral field into our core field, not fully elimi-
nated by our data selection, and is a notoriously difficult 
feature to remove. This signal is, however, small, peaking 
at < |10| nT in the scalar field, F.
Main field at 2020.0
The main field at 2020.0 was extrapolated from the core 
component of MEME, then truncated to degree 13. The 
Gauss coefficients for the main field of the MEME core 
component at 2019.0 were used as the starting field, to 
which we added the mean annual core secular variation 
for the period 2018.25 to 2019.25, sampled at eleven 
equally spaced time increments, inclusive of the end 
times. The coefficient values are given in Table 4.
The spectra in Fig.  4 again show very little devia-
tion from the final IGRF-13 median of all candidates 
Table 3 Number of  data (vector triples counted as  one) by  type, and  the  mean and  root-mean-square (RMS) misfits 
between model and data
Misfit values are weighted by prior data covariance and the final Huber weighting of residuals. Satellite data with subscript ‘L’ indicate data at GMD latitudes below 
|55◦ |, values with subscript ‘H’ indicate data at GMD latitudes above |55◦ |. Observatory vector and projected scalar data are only used in the regions below and above 
|55◦ | GMD latitude, respectively. Residuals are in NEC coordinates
# Vector # Scalar Mean [nT] RMS [nT]
BN BE BC F BN BE BC F
Swarm 1,827,440 2,907 0.03 0.00 0.00 − 0.30 2.69 1.62 1.05 2.23
SwarmL 569,641 447 0.02 0.00 0.00 − 0.28 2.03 1.06 0.60 1.65
SwarmH 1,257,799 2,460 0.09 0.01 0.01 − 0.35 4.57 3.37 1.92 3.92
Obs. 130,571 47,546 0.00 0.00 0.00 0.01 1.49 0.90 1.01 3.33
Swarm AL 190,241 90 0.03 − 0.02 − 0.01 − 0.06 1.91 1.00 0.58 0.72
Swarm AH 419,651 478 0.09 0.01 0.01 − 0.27 4.32 2.64 1.93 2.08
Swarm BL 190,899 331 0.00 0.00 0.00 − 0.40 2.27 1.01 0.60 1.85
Swarm BH 419,743 1,900 0.10 0.02 0.01 − 0.39 4.81 4.31 1.80 4.69
Swarm CL 188,501 26 0.03 0.03 − 0.01 0.83 1.93 1.24 0.62 1.20
Swarm CH 418,405 82 0.10 0.01 0.01 − 1.04 4.63 3.87 2.05 6.26
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(see Alken et al. 2020b). The RMS difference by Eq. 1 is 
5.09  nT, generally with coefficient differences largest 
below degree 4, with the largest differences seen between 
the h1
1
 (− 1.52 nT) and h2
2
 (1.65 nT) terms.
Mapped spatially in Fig.  6, we see small magnitude 
differences, at larger scales than for the DGRF candi-
date. Again, differences peak at <10 nT and we attribute 
the spatial structure not to an effect of our data selec-
tion, but to our extrapolation of the field from 2019.0 to 
2020.0. The spatial pattern of differences, particularly in 
Z, alludes to the structure of the SV and highlights the 
over- and underestimation of peaks in regions of great-
est SV (i.e. at 0 ◦  longitude, and in the Pacific). This effect 
is seen more clearly in the SV candidate comparison of 
Fig. 7, in the next section.
Secular variation for 2020.0–2025.0
The use of core flow and/or persistence SV is supported 
by the performance of such IGRF-12 candidates, which 
produced the best forecast, on average, for 2015 to 2020, 
despite the SA associated with a jerk in 2014/15 (see 
Torta et al. 2015; Brown et al. 2016; Kotzé 2017) quickly 
causing linear SV predictions to diverge (see next Sec-
tion). We use the steady core flow and acceleration 
formalism as given in Whaler and Beggan (2015) and 
Beggan and Whaler (2018) to estimate the ‘average’ flow 
and acceleration over 2017.5 to 2019.0. We then forward 
propagated the estimated main field coefficients of the 
BGS IGRF2020 candidate from 2020.0 to 2025.0. We 
computed the difference between 2025.0 and 2020.0 and 
divided by five to produce the annual SV coefficients for 
our candidate model (up to degree and order 13), which 
was then truncated at degree 8 as required.
In detail, we use the monthly SV and secular accel-
eration (SA) magnetic field values from the BGS par-
ent model output from 2017.5 to 2019.0 to compute the 
steady core flow and steady core flow acceleration over 
this 1.5 year period. The core flows were computed using 
an L1-norm iterative-reweighting scheme to fit the flow 
and acceleration to the SV and SA coefficients (up to 
degree and order 14 and 8, respectively). We apply also a 
tangentially geostrophic constraint to the L1-norm solu-
tion (see Beggan and Whaler 2008) before solving for the 
steady flow and acceleration. Both toroidal and poloidal 
flow and acceleration are solved for simultaneously. The 
outputs consist of a steady flow model and steady accel-
eration model for the period covering 2017.5 to 2019.0.
The forecast from 2020.0 to 2025.0 was made using 
monthly time-steps (one-twelfth of a year). At each time-
step, the Gaunt and Elsasser matrices are computed using 
the main field model and secular variation from the pre-
ceding month. The SV and SA are computed from the 
Gaunt-Elsasser matrix multiplied by the steady flow and 
acceleration model and added to the main field to step 
forward by a month. The process is repeated from 2020.0 
to 2025.0. The main field coefficients for 2020.0 are sub-
tracted from main field coefficients of 2025.0 to compute 
the field change over five years. The annual SV is com-
puted by dividing the difference by 5. Detailed descrip-
tion of the formulae used can be found in Hamilton et al. 
(2015), and the coefficient values are given in Table 4.
The spectral comparison in Fig.  4 shows good agree-
ment between our candidate and the final chosen spatial 
Fig. 3 Unweighted posterior residual fit of the parent model to Swarm data. Left: Residuals by GMD latitude. Right: Residuals by time, with 
high-latitude ( ≥ |55|◦GMD latitude) data marked in grey, and mid- to low-latitude data in colour. Note the data are downsampled for simpler 
visualisation, but retain their 2 σ outliers. Data numbers count vector triples as one
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Table 4 BGS candidate model Gauss coefficient values















1 0 − 29441.40 – − 29404.67 – 6.90 –
1 1 − 1501.50 4795.66 − 1449.93 4651.02 8.31 − 28.62
2 0 − 2445.88 – − 2499.58 – − 10.73 –
2 1 3012.32 − 2845.32 2981.67 − 2991.32 − 7.15 − 30.18
2 2 1676.55 − 642.09 1677.40 − 732.92 − 0.66 − 19.52
3 0 1350.75 – 1363.77 – 2.52 –
3 1 − 2352.24 − 115.44 − 2380.98 − 81.96 − 5.91 6.37
3 2 1225.87 245.02 1236.06 241.87 2.80 − 1.16
3 3 581.72 − 538.63 526.14 − 543.84 − 11.64 − 0.79
4 0 907.48 – 903.17 – − 0.98 –
4 1 813.59 283.53 809.53 281.70 − 1.30 − 0.32
4 2 120.41 − 188.41 86.15 − 158.60 − 6.13 6.41
4 3 − 334.86 181.01 − 309.42 199.69 5.39 3.42
4 4 70.38 − 329.27 48.56 − 349.41 − 4.61 − 3.91
5 0 − 232.78 – − 234.22 – − 0.13 –
5 1 360.18 46.87 363.34 47.71 0.55 0.07
5 2 192.30 196.97 187.85 208.34 − 0.63 2.44
5 3 − 140.94 − 119.13 − 140.70 − 121.07 0.13 − 0.26
5 4 − 157.40 15.98 − 151.26 32.31 1.36 3.02
5 5 4.31 100.11 13.62 98.65 0.98 − 0.30
6 0 69.63 – 66.06 – − 0.60 –
6 1 67.61 − 20.64 65.52 − 19.13 − 0.44 0.25
6 2 72.80 33.30 72.76 25.18 0.23 − 1.53
6 3 − 129.88 58.74 − 121.46 52.79 1.40 − 1.30
6 4 − 28.93 − 66.63 − 36.32 − 64.58 − 1.55 0.66
6 5 13.20 7.35 13.51 9.03 0.02 0.17
6 6 − 70.88 62.41 − 64.53 68.21 1.14 1.11
7 0 81.27 – 80.62 – − 0.19 –
7 1 − 75.98 − 54.28 − 76.65 − 51.39 − 0.08 0.59
7 2 − 6.81 − 19.46 − 8.31 − 16.88 − 0.20 0.57
7 3 51.81 5.54 56.51 2.17 0.84 − 0.80
7 4 15.04 24.43 15.83 23.44 0.14 − 0.34
7 5 9.33 3.26 6.32 − 2.15 − 0.64 − 1.08
7 6 − 2.88 − 27.48 − 7.22 − 27.31 − 0.73 0.16
7 7 6.59 − 2.33 9.72 − 2.01 0.71 0.10
8 0 24.03 – 23.69 – − 0.06 –
8 1 8.92 9.99 9.75 8.31 − 0.10 − 0.28
8 2 − 16.83 − 18.21 − 17.62 − 15.25 − 0.09 0.61
8 3 − 3.16 13.19 − 0.39 12.82 0.16 − 0.16
8 4 − 20.59 − 14.58 − 21.08 − 11.76 − 0.08 0.53
8 5 13.33 16.20 15.33 14.95 0.40 − 0.25
8 6 11.74 5.70 13.74 3.61 0.34 − 0.43
8 7 − 16.01 − 9.11 − 16.56 − 6.85 − 0.51 0.78
8 8 − 1.97 2.30 − 0.23 2.81 0.34 0.13
9 0 5.23 – 4.98 – – –
9 1 8.83 − 21.68 8.37 − 23.36 – –
9 2 3.11 10.81 2.92 10.98 – –
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Table 4 (continued)















9 3 − 3.22 11.68 − 1.38 9.82 – –
9 4 0.64 − 6.79 − 1.17 − 5.11 – –
9 5 − 13.20 − 6.88 − 13.24 − 6.21 – –
9 6 − 0.09 7.82 1.12 7.77 – –
9 7 8.65 1.08 8.90 0.39 – –
9 8 − 9.09 − 3.86 − 9.32 − 1.56 – –
9 9 − 10.49 8.51 − 11.93 9.66 – –
10 0 − 2.01 - − 1.85 – – –
10 1 − 6.22 3.28 − 6.25 3.39 – –
10 2 0.14 − 0.43 − 0.24 − 0.18 – –
10 3 0.49 4.58 1.73 3.59 – –
10 4 − 0.51 4.38 − 0.88 4.83 – –
10 5 1.72 − 7.94 0.68 − 8.60 – –
10 6 − 0.67 − 0.58 − 0.91 − 0.05 – –
10 7 2.15 − 4.18 1.95 − 4.23 – –
10 8 2.28 − 2.86 1.48 − 3.45 – –
10 9 − 1.79 − 1.12 − 2.36 − 0.09 – –
10 10 − 3.59 − 8.72 − 3.87 − 8.76 – –
11 0 2.91 – 2.93 – – –
11 1 − 1.44 0.15 − 1.37 0.12 – –
11 2 − 2.24 2.11 − 2.45 2.52 – –
11 3 2.08 − 0.62 2.38 − 0.57 – –
11 4 − 0.74 − 1.08 − 0.95 − 0.41 – –
11 5 0.56 0.73 0.29 0.64 – –
11 6 − 0.68 − 0.18 − 0.68 − 0.25 – –
11 7 0.14 − 2.12 − 0.12 − 1.66 – –
11 8 1.70 − 1.43 1.44 − 1.65 – –
11 9 − 0.17 − 2.56 − 0.71 − 3.03 – –
11 10 0.41 − 1.99 0.18 − 1.98 – –
11 11 3.53 − 2.35 3.01 − 2.59 – –
12 0 − 2.10 – − 2.03 – – –
12 1 − 0.12 − 1.05 − 0.14 − 1.17 – –
12 2 0.45 0.34 0.38 0.53 – –
12 3 1.23 1.81 1.25 1.38 – –
12 4 − 0.90 − 2.16 − 1.17 − 1.79 – –
12 5 0.80 0.27 0.78 0.03 – –
12 6 0.09 0.68 0.28 0.79 – –
12 7 0.54 − 0.09 0.50 − 0.15 – –
12 8 − 0.39 0.25 − 0.23 0.62 – –
12 9 − 0.42 0.17 − 0.47 0.20 – –
12 10 0.24 − 0.91 0.11 − 0.91 – –
12 11 − 0.95 − 0.21 − 1.12 0.00 – –
12 12 − 0.05 0.77 − 0.29 0.53 – –
13 0 0.01 – 0.08 – – –
13 1 − 0.93 − 0.75 − 0.91 − 0.84 – –
13 2 0.48 0.51 0.63 0.65 – –
13 3 0.63 1.54 0.80 1.36 – –
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Huber-weighted mean of all candidates (see Alken et al. 
2020b). We see a similarity in pattern between the spec-
tra and the spectra difference, suggesting a consistent 
discrepancy in the magnitude, but not spatial structure, 
of our SV candidate and the final IGRF-13 SV. This is 
borne out by the spatial maps of field difference in Fig. 7 
where the pattern of our extrapolated SV observed in 
Fig.  6 is now seen more clearly. Where SV is strongest, 
particularly the Pacific, we see a discrepancy in the mag-
nitude of SV in our candidate estimate. The RMS dif-
ference by Equation 1 is 8.74 nT year−1 , with the largest 
coefficient differences between the ḣ1
1
 (− 2.88 nT year−1 ) 
and ḣ2
2
 (2.72 nT year−1 ) terms, as seen for our MF candi-
date at 2020. This confirms that it is a difference in our 
estimate of the magnitude of SV, primarily in these two 
coefficients, that causes our MF candidate for 2020.0 
and SV candidate for 2020–2025 to differ from the final 
IGRF-13 models. Comparison to the final IGRF-13 SV 
and other candidate models suggest that we give a con-
servative estimate of SV magnitude, driven by the use of 
a mean value of SV taken through time, rather than the 
peak magnitude of the spatial pattern of SV. This con-
servative approach to estimating the SV performed well 
on the 5 year timescale for our IGRF-12 candidate, as dis-
cussed in the next section.
Retrospective analysis of IGRF-12 secular variation 
candidates
In this section, we examine the forecasts from the 
IGRF-12 SV candidate models (Thébault et al. 2015b) to 
investigate whether specific strategies provided a better 
method for determining magnetic field change over five 
years. Several different approaches were employed by the 
nine teams who submitted SV candidates (see summary 
in Thébault et al. 2015a), but these fall into two general 
themes: mathematical extrapolations and physical fore-
cast models. The former type we define as models which 
estimate SV at a time prior to the prediction interval 
Table 4 (continued)















13 4 − 0.43 − 0.52 − 0.30 − 0.42 – –
13 5 0.97 − 1.24 0.78 − 1.37 – –
13 6 − 0.22 − 0.12 0.02 − 0.07 – –
13 7 0.81 0.46 0.78 0.28 – –
13 8 − 0.14 − 0.05 − 0.03 − 0.11 – –
13 9 0.41 0.48 0.37 0.51 – –
13 10 0.15 0.49 0.05 0.51 – –
13 11 0.46 − 0.31 0.48 − 0.38 – –
13 12 − 0.36 − 0.44 − 0.48 − 0.38 – –
13 13 − 0.38 − 0.74 − 0.39 − 0.53 – –
Fig. 4 Candidate spectra and spectra differences from final 
IGRF-13 models, chosen to be the median, median, and spatial 
Huber-weighted mean of the submitted candidates (top to bottom, 
respectively)
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from a parent model (with varying techniques used per 
team), and then use either persistence or linear extrap-
olation of SV values to represent the following 5  year 
prediction period. The latter type are models which are 
built on the principles of physical processes, such as core 
flow or geodynamo assimilation, whose state can then be 
propagated through time from the observed period to 
provide a hindcast or forecast.
We group the nine candidates as follows: mathematical 
forecasts from teams by lead institutes DTU Space (Finlay 
et al. 2015), IZMIRAN (Petrov et al. 2015, unpublished), 
NGDC Boulder (Alken et al. 2015), GFZ Potsdam (Lesur 
et al. 2015), LPG Nantes (Saturnino et al. 2015); physical 
forecasts from teams lead by BGS (Hamilton et al. 2015), 
ISTerre (Gillet et  al. 2015), NASA GSFC (Kuang et  al. 
2015, unpublished), IPG Paris (Fournier et al. 2015).
The period of this study, 2015 to 2020, is particularly 
interesting due to the observed SA being incompatible 
with the linear SV models of the IGRF format. Early in 
2015 it became clear that IGRF-12 candidates had been 
produced with observations made just before a jerk 
beginning in late-2014 (Torta et  al. 2015; Kotzé 2017). 
Later, it was also noted that the accelerating movement 
of the North dip pole was not compatible with earlier lin-
ear SV predictions; this issue was exacerbated by the field 
geometry near the poles (Chulliat et al. 2019; Livermore 
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Fig. 5 Difference in each magnetic component between the BGS candidate model for 2015.0 and DGRF-2015 (median of IGRF-13 candidates). 
Values of contours (grey lines) are marked on the colour scales, with a thicker line for the zero contour
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et al. 2020). Our interest was also in part to evaluate our 
own candidate methodology in light of this, relative to 
other approaches. An initial estimate of each IGRF-12 
SV candidate model’s performance was calculated at the 
time of our SV candidate model production for IGRF-13 
(mid-2019). Based on this initial analysis, our IGRF-13 
SV candidate estimate of average SV using advected core 
flow was justified, having performed well in the previous 
generation despite the SA subsequently observed. We 
repeated the analysis with the added advantage of direct 
observations covering the full period span to early 2020.
We evaluated the IGRF-12 SV candidates by adding 
their respective SV coefficients to the MF coefficients of 
the DGRF at 2015 (as given by IGRF-13) in 0.1 year incre-
ments. We then subtracted each projected step of MF 
from the MF coefficients interpolated linearly between 
the DGRF at 2015 and the IGRF at 2020 (as given by 
IGRF-13). We did this for both the given SV candidate 
limit of SH degree  8, and with zero-padding of the SV 
candidates to reach the IGRF limit of SH degree 13.
To assess the differences between SV candidate predic-
tions and the ideal case retrospective linear SV model of 
IGRF-13, we use the RMS coefficient spectral difference, 
given by Eq.  1. The resulting RMS differences are shown 
in Fig. 8, with dashed lines for the degree 8 comparison, 
and dotted lines for degree 13.
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Fig. 6 Difference in each magnetic component between the BGS candidate model for 2020.0 and IGRF-2020 (median of IGRF-13 candidates). 
Values of contours (grey lines) are marked on the colour scales, with a thicker line for the zero contour
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The candidates closest to IGRF-13 SV for 2015 to 2020 
form a group of 6 models, led by DTU (RMS of 109.3 nT 
at 2020.0), and closely followed by BGS (110.2 nT). The 
BGS candidate was also seen to perform well when com-
pared against ground observations by Alken et al. (2020b). 
Three models diverge slightly from the others, those of 
NASA GSFC (120.6 nT) and LPG Nantes (121.8 nT), and 
then IZMIRAN (137.0  nT). The spread of candidates is 
relatively small though, reflecting the initially small dif-
ferences noted by Thébault et al. (2015a), and the greatest 
discrepancy from the “true” field of IGRF-13 by 2020 
is gained at roughly 27 nT per year. Overall, there is no 
clear distinction in performance between the groups of 
mathematically or physically predictive models. This sug-
gests that the simple persistence or extrapolation models 
of SV are justified on this timescale, despite known draw-
backs (such as sensitivity to damping choices near model 
ends when using temporal B-splines). It also suggests 
that, again despite known drawbacks (such as discrep-
ancies between shorter practical forecast periods and 
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Fig. 7 Difference in each magnetic component between the BGS SV candidate model and IGRF-13 SV for 2015–2025 (spatially Huber-weighted 
mean of IGRF-13 candidates). Values of contours (grey lines) are marked on the colour scales, with a thicker line for the zero contour
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the relatively longer timescales of SA (Christensen et al. 
2012) and SV (Lhuillier et  al. 2011)), physical forecasts 
can be accurate enough to suffice for purposes such as 
the IGRF. This appears true, even for this period when SA 
is a key feature of the field changes observed on periods 
shorter than the forecast interval.
No significantly consistent prediction of a particular 
set of coefficients or field features is distinct between two 
sets of model candidates. For example, it does not appear 
that the dipole terms, or zonal features, are described 
better by physical forecasts than mathematical ones. A 
better correlation is seen between relatively worse pre-
dictive performance and initial parent models which 
contain additional artefacts (i.e. non-SV related MF 
anomalies which diverge from the consensus of the IGRF 
at 2015.0 (see Thébault et  al. 2015a)). These stem from 
the particulars of the modelling methodologies used for 
each candidate and may be caused by many factors, for 
example, external field contamination of the core model 
through insufficiently strict data selection or under-
parameterisation of external models.
Figure  8 shows the linear increase in the discrepancy 
between IGRF-13 SV for 2015 to 2020 and the IGRF-
12 SV candidates through time, when considered to 
degree  8. When the additional smaller spatial scales 
of degrees  9–13 are also considered, we see an addi-
tional baseline error of 140 nT (the summed magnitude 
of these coefficients from the DGRF at 2015), which 
then increases through time as the smaller scale SV 
captured by IGRF-13 is added. The ability to accurately 
predict these smaller scales of SV for the IGRF is dis-
cussed in depth by Silva et  al. (2010). For consideration 
of how much signal cannot be approximated by linear 
SV, and requires SA, we also show in Fig.  8 the differ-
ence between IGRF-13 and an updated version of MEME 
(labelled “Spline”). This version is as our parent model 
described here, but with extra spline knots accommodat-
ing new observations through February 2020, and thus 
models the 2015 to 2020 period entirely (in retrospect). 
The spline model diverges from the pinned IGRF-13 MF 
epochs of 2015 and 2020, reaching a peak of roughly 
20 nT in 2017.5. Despite SA captured by MEME, the lin-
ear SV of IGRF-13 is never too far from the “true” field, 
even when MEME is truncated to degree 8, showing the 
tendency for observed SA to cause divergence and then 
convergence back to the path of a linear model. MEME 
does not converge exactly to zero difference at 2020 as 
the IGRF-13 estimate of 2020 is preliminary, having been 
extrapolated in various ways from models built with 
incomplete observations from earlier in 2019. At 2020, 
MEME is retrospectively fitting observations, but shows 
that the discrepancy with IGRF-13 is minor.
As well as the small spread of differences to IGRF-13, 
there is spatial coherency in the differences between 
IGRF-12 SV candidates and IGRF-13 SV for 2015 to 
2020. This is illustrated in Fig. 9 where we plot the spatial 
median of field values (on a 1 ◦ by 1◦grid) of all IGRF-12 
SV candidates relative to IGRF-13 SV for 2015 to 2020. 
The anomalies seen are generally of large spatial scale and 
correlate with the observed SA from the period. We see, 
primarily in Z, evidence of the accelerations of the 2014 
jerk (compare to Fig. 3 in Torta et al. (2015)), in D, H and 
X, the acceleration of the North dip pole (Chulliat et al. 
2019), and in F the accelerating weakening of the South 
Atlantic Anomaly. The largest magnitude anomalies seen 
in Fig. 9 also, in part, represent an underestimation of the 
largest magnitude SV peaks, which cannot adequately be 
represented by the degree 8 IGRF-12 SV candidates.
Regarding accurate estimation of the magnitude of SV, 
particularly when the field is accelerating as it was in 2014 
and 2015, we suggest that timeliness of data constrain-
ing the SV prediction is perhaps as significant a factor as 
the SV prediction methodology used. When comparing 
versions of our parent model built with additional more 
recent data, we find that it is primarily the magnitude of 
the SV predicted that varies, rather than the spatial pat-
tern or features of the MF or SV, when a few more weeks 
or months of data are added. This reflects the sensitiv-
ity to SA in gauging a longer term average SV level. This 
relationship to timeliness of data seems to hold when 
comparing the IGRF-13 SV candidates to our updated 
parent model at 2020.0. This would suggest that the 
Fig. 8 Spectral RMS misfit between IGRF-13 and the 9 IGRF-12 
SV candidate models for 2015.0–2020.0. Dashed lines represent 
coefficient differences to SH degree 8, dotted lines to SH degree 13 
(with SV candidates zero-padded). “Spline” refers to an updated 
version of the BGS parent model built with data through February 
2020. Those models labelled with bold text used physics based 
predictions, the remaining used mathematical predictions
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logistics of building a model as late as possible to capture 
as much data as possible are worth considering, and that 
SV predictions based on the most recent measurements 
as possible may provide the most reliable predictions. As 
such, for ongoing monitoring when new data are read-
ily available, making regular updates to a field model is 
likely key to making accurate short term projections. We 
do not see this as a practical application, however, in the 
current context of the collaboratory approach to creat-
ing the IGRF. This certainly highlights the excellent tools 
we currently have in the Swarm mission and observatory 
network, with their rapid data delivery, and is something 
to be considered in the event of a post-Swarm IGRF with-
out similar data provision.
Conclusions
The BGS parent model has successfully used the most up-
to-date data available from the ESA Swarm mission and 
ground-based observatories to produce candidates for 
the 13th generation of the IGRF. Inclusion of these data 
sources, especially the observatory data, combined with 
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Fig. 9 Spatial median for each component of field differences between all IGRF-12 SV candidates and IGRF-13 SV for 2015–2020. Values of contours 
(grey lines) are marked on the colour scales, with a thicker line for the zero contour
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a regularised model of time dependence using B-splines 
have allowed BGS to produce a robust model of the core 
field over the past 7 years. These data have also allowed 
us to estimate the core flow over this period and to pro-
vide a physically based prediction of the secular variation 
over the lifetime of IGRF-13. The submitted candidates 
were very close to the final consensus models of IGRF-13.
We examined the quality of the forecasts from the 
IGRF-12 SV candidate models to determine if there are 
any particular methods that performed better at predict-
ing field change over five years. For the 12th generation 
of SV candidates, we found that there was no clear dis-
tinction between the performance of mathematically and 
physically based forecasts. We confirmed that our BGS 
IGRF-12 SV candidate performed well, despite the obser-
vations of SA during the IGRF-12 validity period, and 
thus justify our use of a similar modelling ethos for this 
generation’s candidates.
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