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 In the classification of license plate there are some challenges such that the 
different sizes of plate numbers, the plates' background, and the number of 
the dataset of the plates. In this paper, a multiclass classification model 
established using deep convolutional neural network (CNN) to classify the 
license plate for three countries (Armenia, Belarus, Hungary) with the dataset 
of 600 images as 200 images for each class (160 for training and 40 for 
validation sets). Because of the small numbers of datasets, a preprocessing on 
the dataset is performed using pixel normalization and image data 
augmentation techniques (rotation, horizontal flip, zoom range) to increase 
the number of datasets. After that, we feed the augmented images into the 
convolution layer model, which consists of four blocks of convolution layer. 
For calculating and optimizing the efficiency of the classification model, a 
categorical cross-entropy and Adam optimizer used with a learning rate was 
0.0001. The model's performance showed 99.17% and 97.50% of the training 
and validation sets accuracies sequentially, with total accuracy of 
classification is 96.66%. The time of training is lasting for 12 minutes. An 
anaconda python 3.7 and Keras Tensor flow backend are used. 
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1. INTRODUCTION  
In all manufacturing areas and in our everyday life, vehicles are commonly used. An effective way 
of distinguishing vehicles and make them unique by the license plate (LP). With the fast-growing number of 
cars, traffic violations occur more often in public transportation, such as highway or parking fraud tolls, 
speeding and car theft. Therefore the vehicle LPs need to be identified for protection. The information 
derived from an LP can be used for various purposes, like looking for the vehicles that may be stolen or 
might be fighting crime, monitoring crossing borders, or accessing the highway toll station. Thus, there is a 
need for a license plate identification system. Recently, deep learning has shown an excellent performance in 
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most complex tasks such as medical imaging and cyber security [1]-[4]. Convolutional neural networks 
(CNNs) are one of the deep learning algorithms, which is why deep learning is popular [5], [6]. The layers of 
CNNs layers primarily three layers [7]: 
a. Convolutional-layer 
b. Pooling-layer 
c. Fully-connected layer 
The challenges we faced through the classification of license plates: i) Different sizes of plates,  
ii) Small datasets that make overfitting, iii) The time for the processing CNN's model during training. 
On the other hand, several studies have discussed license plate classification in recent years. Jose et 
al. [8] suggested an algorithm for the classification of Vietnamese multi-standard licensing plates based on a 
convolution neural network, in which transfer learning (Residual Net) was used. The final layer is deleted 
and changed with a new layer of classification. Categorization of the model into three groups (the Rizal 
monument series sticker for new vehicles, Rizal monument series, 2014 series). Cross-entropy as an 
optimization method as well as 0.001 represented the learning rate. The validation accuracy was 82.61%. In 
[9], a HAAR Feature-based Classifier was used to detect and segment the plates into characters for 
recognizing it by CNN. Their training and validation accuracies were 93.54% and 91.38%, respectively. The 
recognition accuracy was 90.90%. 
Wang et al. [10] documented a way of identifying plates' characters by using a template matching 
technique and artificial neural networks. In the beginning, the secondary positioning technique was used for 
plate localization. The precise position of the plate depended on the vertical edge and HSV color of the plate. 
Their precisions approximation for the localization and recognition for the number of the plate were 75.8% 
and 72.5% sequentially. In artificial neural network (ANN), the accuracy of recognition was 75%. 
A K-nearest neighbour classification was employed for classifying characters in the license plate 
[11]. Initially, Otsu method to extract plate image was used and then converting to a binary image. The test 
dataset was 100 images. They reached 93,75%, which is the accuracy of identifying numbers, while 91.92% 
accuracy of letter recognition. Wang et al. [12] designed a system for detection and recognizing plate 
numbers for the Indian license plate, where they used (You Only Look Once) Yolo v.3 for training the 
dataset that consists of 37 class of characters images. They used augmentation techniques to increase the 
number of character samples through training. The training process was accomplished by using Nvidia Giga 
Texel Shader eXtreme (GTX) 1080. The accuracy of recognition is 91%. Patel et al. [13] introduced the 
number plate recognition (NPR) approach based on morphological operation and the Sobel edge detection 
methods. The bounding box method was used to segment the numbers and letters of the plate. Template 
matching was used to recognize numbers and characters after segmentation. For segmenting letters and 
numbers in the plate bounding box technique used. The matching of templates was used to identify after 
segmentation numbers and characters.  
Sharma in [14] have reported plate number identification using phase correlation and cross-
correlation structured approaches. The regular cross-correlation approach was found to be better than the 
phase-correlation method to identify the vehicle number plate. The normalized cross-correlation recognition 
accuracy for the plate was 67.98%, while the phase correlation was 63.46%. Öztürk and Özen [15] proposed 
a procedure for identifying plate characters. For identifying plates, Otsu's thresholding was used. The plate 
segmentation was evaluated by a Horizontal and vertical histogram. Eventually, for character recognition, 
probabilistic neural networks was used. The recognition accuracy for the characters was 96.5%. In [16], CNN 
was used to recognize 16 Bangala license plate characters, and the model tested over various image samples. 
They used 1750 training samples and 350 for testing samples. The recognition accuracy depends on the 
number of epochs from (100-1000) and the samples’ number from (1300-1750) so that the recognition 
accuracy range (70-88)%. Babu et al. [17] proposed artificial neural networks for recognizing the characters 
of the plate. In the beginning, the plate segmented by using the connected components analysis and the 
vertical projection into blocks of characters and numbers where the blocks resized 32×32. The segmentation 
and recognition accuracies were 85.4% and 78% sequentially. 
In this paper, an efficient system suggested for classifying multinational license plate (Armenia, 
Belarus, Hungary) countries based on deep CNN than previously literature studies where the training and 
validation sets accuracies were 99.17% and 97.50%, respectively. The overall plate classification accuracy is 
96.66% with 60 tested plate images. In computer vision, the classification of images has an essential role. 
CNN's are frequently used in deep learning models where feature extraction without expert human 
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2. RESEARCH METHOD  
For implementing the classification process, deep learning CNN's are applied, as illustrated in 
Figure 1. We considered a plate image for three countries (Armenia, Belarus, Hungary) as the input to be 






Figure 1. The proposed multinational license plate classification workflow 
 
 
2.1.  Dataset gathering 
The experiment is conducted on 600 images for different license plates (Armenia, Belarus, Hungary) 
that are collected from the localization stage under different weather conditions. Datasets are distributed for 
each class of the plates. Each class has 200 images (160 plate images for the training set and 40 plate images 






Figure 2. Datasets allocation for each class of license plates in the proposed CNN classification model 
 
 
2.2.  Pre-processing stage 
A pre-processing step is taken place before images given to the CNN model. This is to minimize 
dimensions, computation and to show better performance. The original image is a grayscale plate with 
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different sizes; we uniform them to 200×100×1. The data is shuffled before splitting so that the training not 
only focuses on narrow data but also unsorted data in the dataset. The pixels of the image normalized, which 
is the changing process for intensity pixel values range. As mentioned earlier, the greyscale channel has one 
channel in the image (0-255) that makes the calculation complex so that it normalized image pixel to be in 
the range (0-1). Data augmentation techniques are used with assist Keras augmentations to increase the size 
and also improves the quality of the training samples, and to get rid of overfitting, where overfitting is a gap 
between the accuracy of training and validation sets. They also improve model efficiency and make model 
generality [18], [19]. Figure 3 shows the presented augmented images. Augmentations are set before training 
the models. We used three augmentation techniques (rotation, horizontal flip, zoom) to get new three training 
sets that expand the training samples dataset. The newly generated set of training is essentially the initial 
training images with the augmented images generated by the choices of augmentation techniques. Each 
augmentation is as follows [20]-[22]: 
a. Rotation 
The image is rotated 20° for getting better classification. 
b. Horizontal Flipping 
It is one of the geometric augmentation, its flips image towards the horizontal axis. Its more 
common than vertical flip and proven its benefit in CIFAR-10 and ImageNet datasets. 
c. Zoom 












Figure 3. Data augmentation techniques, (a) original image, (b) rotated image, (c) horizontal flip image,  
(d) zoom image 
 
 
2.3.  The proposed CNN classifier architecture 
The suggested proposed CNN model is reported in Figure 4 with Table 1, which summarizes the 
CNN layers. The system contains 30 layers that started from the layer of input, which carry images from the 
augmentation methods in the preceding preprocessing phase. Four blocks of convolution layers that consist 
of (convolution as well as a Rectified linear unit (Relu) which is the function of activation), batch 
normalization, max-pooling, and Dropout ranges (20-25)% layers. After four blocks of convolution layers, 
three fully connected layers are implemented, and then the last dropout with (30%) probability before the 
final layer (softmax-layer) with three-classes of plates [23]. The description of each layer is illustrated below 
[24]. 
 
2.3.1. Convolution layer  
The central component in the CNN-model is the convolution layer, which has local ties and common 
weights. Its objectives are learning the representing of entered features. It contains various feature-maps. The 
similarity of the neuron features in diverse locations is used to extract the local proprieties in the previous 
layer's different positions. According to individual neurons, characteristics extraction is performed in the 
same feature map area in the preceding layer. We used a convolution filter (kernel) with different sizes  
(3×3, 5×5, 7×7) overlapped horizontally and vertically along with the input image to get features. The 
padding and stride one pixel and two steps, respectively, as shown in Figure 5, which reported convolution 
layer operations. After that, the result leads to the non-linear activation function that is Relu. Figure 6 
clarifies the work of Relu [25]. 
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Figure 4. The proposed CNN model 
 
 
Table 1. Summary of CNN's layers 
Layer (type) Output Shape Param # 
input_1 (InputLayer) (None, 100, 200, 1) 0 
conv2d_1 (Conv2D) (None, 100, 200, 32) 320 
conv2d_2 (Conv2D) (None, 100, 200, 32) 9248 
conv2d_3 (Conv2D) (None, 100, 200, 32) 9248 
batch_normalization_1 (Batch (None, 100, 200, 32) 128 
max_pooling2d_1 (MaxPooling2 (None, 50, 100, 32) 0 
dropout_1 (Dropout) (None, 50, 100, 32) 0 
conv2d_4 (Conv2D) (None, 50, 100, 64) 51264 
conv2d_5 (Conv2D) (None, 50, 100, 64) 102464 
conv2d_6 (Conv2D) (None, 50, 100, 64) 102464 
batch_normalization_2 (Batch (None, 50, 100, 64) 256 
max_pooling2d_2 (MaxPooling2 (None, 25, 50, 64) 0 
dropout_2 (Dropout) (None, 25, 50, 64) 0 
conv2d_7 (Conv2D) (None, 25, 50, 128) 401536 
conv2d_8 (Conv2D) (None, 25, 50, 128) 802944 
conv2d_9 (Conv2D) (None, 25, 50, 128) 802944 
batch_normalization_3 (Batch (None, 25, 50, 128) 512 
max_pooling2d_3 (MaxPooling2 (None, 12, 25, 128) 0 
dropout_3 (Dropout) (None, 12, 25, 128) 0 
conv2d_10 (Conv2D) (None, 12, 25, 32) 102432 
conv2d_11 (Conv2D) (None, 12, 25, 32) 25632 
batch_normalization_4 (Batch (None, 12, 25, 32) 128 
max_pooling2d_4 (MaxPooling2 (None, 6, 12, 32) 0 
dropout_4 (Dropout) (None, 6, 12, 32) 0 
flatten_1 (Flatten) (None, 2304) 0 
dense_1 (Dense) (None, 2048) 4720640 
dense_2 (Dense) (None, 1024) 2098176 
dense_3 (Dense) (None, 512) 524800 
dropout_5 (Dropout) (None, 512) 0 
dense_4 (Dense) (None, 4) 1539 
 
Int J Elec & Comp Eng  ISSN: 2088-8708  
 




Figure 5. The example for operations of convolution layer (where the input_shape: 3×3, padding=1,  
kernel_ size= 3×3, Stride = 2, output_shape: 2×2) 
 
 
The equation of Relu is [26]: 
 
𝐹(𝑋) = 𝑀𝐴𝑋(0, 𝑋) (1) 
 
where 
𝐹(𝑋) = 𝑋  if  𝑥:positive 





Figure 6. Relu activation function [26] 
 
 
2.3.2. Batch normalization  
Batch normalization (BN) is a strategy for normalizing activations in deep neural network 
intermediate layers. BN is a favorite technique in detail due to its ability to boost accuracy and accelerate 
preparation. It enables users to use higher levels of learning rates, preventing minor parameter changes from 
boosting into larger and suboptimal changes in gradient activation. Also, it prevents the training from being 
stuck in the saturated non-linearity regimes. It acts as a regularizer. When Batch Normalization is found 
during network training, there is communication among a training example, and the remaining examples in 
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Mini-batch and the generation of the deterministic values do not take time for the training given example so 
that its beneficial for network generalization [27]-[29]. 
 
2.3.3. Max pooling layer  
The information amount in every gathered featured in the convolution layer is decreased while 
retaining the crucial details (commonly Multiple convolutions and pool layers rounds). Often large images 
are in the CNN model; therefore, we need to decrease images that minimize the number of the parameters. 
All the utilized max-pooling layers are (2,2), besides the stride is (2,2) to move horizontally and vertically. It 
is accomplished by dividing the entire image into smaller squares (2×2 the suggested method), which pass 
over the image with a specified string (2×2). After that, the largest value in the matrix of four numbers 
chosen [30], [31]. Figure 7 shows the operation Max-pooling layer.  












𝐷2 = 𝐷1 (4) 
 
where: F: spatial extend of the filter, S: stride, D1: the depth of convolution layer, D2: depth-convolution 
layer, W1: convolution layer width, H1: convolution layer height, W2: Max-pooling layer-width, and H2: 





Figure 7. The operation of max-pooling layer to one block 
 
 
2.3.4. Dropout layer  
Many activations (nodes) are randomly discarded in this layer, which often dramatically accelerates 
the training- stage and decreasing overfitting. The probabilities for dropout ranges in our proposed-method 
were (20-25)% for the four Dropout-layers that follow max-pooling layers. The last dropout layer ratio after 






Figure 8. Example of the dropout layer: (a) standart neural net, (b) after applying dropout [36] 
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2.3.5. Fully-connected-layers 
The arrangement of layers like neurons in a typical neural network is organized. A node in a fully 
connected-layer is attached directly to each node in the previous and next layers, as cleared in Figure 9. The 
connection between nodes in the previous frame of the pooling-layer and the layer of fully-connected is a 
vector, which represents the first layer. It contains parameters that take longer to be trained. Therefore, the 
number of nodes and links are eliminated using the Dropout technique with probability (30%) before the 
softmax layer. Softmax is a mixture of many sigmoid activation functions. Sigmoid function returns values in 
the range (0-1). These can be viewed as the likelihood of data points of a given class. Softmax can be used 
for multiclass classification problems, unlike sigmoid functions that are used for binary classification. The 






   for j= 1,...,k .   (5)  
 
K: class number and the function of Z output equal to one. The output layer of the network can 
contain similar amounts of neurons as the number of classes within the target if we create a network or a 
model for multiple classifications. According to our work, the output of softmax is three-classes (Armenia, 
Belarus, Hungary). Figure 9 shows the softmax activation function operation. In the end, we have used the 
loss function, which is cross-entropy to estimate the loss of classification and to predict the label of the input 
image. The cross-entropy equation can be written as in (6) [39]: 
 
L(𝒴, ?̂?) = − ∑ 𝒴𝑘 ∗ log(?̂?𝑘)𝑛𝑘=0  (6) 
 
where ?̂? : the ratio of the predicted output layer, y the binary indicator whether the classification is correct (1) 





Figure 9. Softmax activation function example 
 
 
2.4.  Optimization algorithm   
The training of CNN model by changing on the iterative basis the layer's parameters in the network. 
The optimizer performs a significant role in the context of learning deep CNN models. The loss function is 
minimized by the optimizer. We used Adam optimizers. It proves its efficiency in the learning process in a 
short time. It takes a small size of memory. The computation with this optimizer is done efficiently [40]-[44]. 
 
 
3. RESULTS AND DISCUSSION 
The specification for hardware and software used in this study as follows: Processors: Intel R Core 
(TM) i7-9750 H CPU, the logical processor numbers: 12, and GPU: NVIDIA GeForce GTX 1660 TI. 
Moreover, we employees the following: Loss function: categorical cross-entropy, Optimization: Adam 
optimizer, Learning rate =0.0001, No. of Epochs: 214 Epochs, Time of training: 12 minutes, Programming 
by anaconda python 3.7, Keras (Tensorflow backend), and number of parameters: 9,756,675. Figure 10(a) 
shows both the accuracy progress during the training and validation phases for our proposed model.  
Figure 10(b) shows that loss has been achieved right after 214 epochs. The loss has risen and fallen. After 
194 epochs, it reaches stability, where the curve begins to drop. Despite a small number of datasets  
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(600 image samples), the proposed model proves efficiency where the accuracy for the training and 
validation sets is 99.17% and 97.50 %, sequentially with efficient time (12 minutes) for training. We tested 
60 plate images where the overall classification accuracy is 96.66% is computed according to (7). The 
comparison between the proposed classification method and other classification methods, as illustrated in 
Table 2. Table 3 reported the performance of the proposed CNN model in classifying multinational license 
plates. In order to test the accuracy of the classification of multinational license plate the (7) is adopted [11]: 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑙𝑖𝑐𝑒𝑛𝑠𝑒 𝑝𝑙𝑎𝑡𝑒
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠








Figure 10. Training and validation accuracy and loss, (a) training and validation accuracy in various epochs, 
(b) training and validation loss in various epochs 
 
 
Table 2. Comparison among different recognition of license plate methods 
Reference Approach Recognition 
[6] Convolution neural networks with transfer learning 82.61% 
[7] Convolution neural networks 90.90% 
[8] Template matching and Artificial neural networks 72.5% and 75.8% respectively 
[9] K-nearest neighbors 93.75 
[10] Yolo v.3 91% 
[11] Template matching  
[12] Cross and phase correlation 67.98% and 63.46% sequentially 
[13] Probabilistic neural networks 96.5% 
[14] Convolution neural networks (70-88)% 
[15] Artificial neural networks 78% 
The proposed multiclassification by CNN 96.66% 
 
 
Table 3. The performance of the proposed CNN model for classification of multinational license plate 
The type of license plate 
Total test 
images 
No. of corrected 
classified license 
plate 
No. of not corrected 
classified license 
plate 
License plate classification 
percentage 
Armenia 20 20 None (20/20) ×100%=100% 
Belarus 20 19 1 (19/20) ×100%=95% 
Hungary 20 19 1 (19/20) ×100%=95% 
Total 80 78 2 96.66% 
 
 
4. CONCLUSION  
An effective approach for multi-nationality vehicle plate classification based on CNNs was 
proposed. It focused on the preprocessing for the plate (data augmentation that increased the dataset) and 
regularization using (batch normalization and dropout layers) to eliminate overfitting and make generality to 
the model. The proposed method consisted of three stages: preprocessing, the CNN model architecture, and 
prediction of the class of license. The proposed method had been proved as an efficient method in performing 
the plate classification of the multinationally-licensed plate for the three countries (Armenia, Belarus, 
Hungary) where the accuracies of training and validation sets are 99.17% and 97.50%, respectively, with the 
overall classification accuracy is 96.66%. 
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