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Using Machine Learning for Disease Detection: 
A Comparative Study 
 
Georges Antoun Jreij 
 
Abstract 
 
 Classification consists of predicting group membership for new data instances by 
learning from pre-classified data instances. Classification is crucial as it contributes in 
solving problems in all fields, such as: bio-chemistry, social sciences, bioinformatics, 
etc. Classification has three main components: the classification algorithm, the pre-
classified data (training data) and the un-classified data (testing data). Classification 
accuracy is a measure of how well a classification algorithm classifies the un-classified 
data. Several algorithms tackle this problem. Examples of such algorithms are C4.5, 
neural networks, Bayesian networks, etc. However, since algorithms do not perform 
equally on the same data, a detailed study of the “algorithm-data relationship” is needed 
to assess the overall performance of these algorithms rather than relying only on their 
accuracy. In order to rationalize this point of view, we will explore and assess eight 
classification algorithms on eight disease detection datasets with different characteristics 
each. A detailed comparative study will highlight the advantages and drawbacks of each 
algorithm. 
 
Keywords:  Classification via clustering, Comparative study, Decision trees, Disease 
detection, K nearest neighbor, Logistic regression, Machine learning, 
Medical datasets, Multilayered perceptron, Naïve Bayes, Neural 
networks, Partial decision trees, Voting feature intervals.  
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CHAPTER ONE 
INTRODUCTION 
 
 Classification consists of predicting group membership for new data instances by 
learning from pre-classified data instances. Classification is crucial as it contributes in 
solving problems in all fields, such as: bio-chemistry, social sciences, bioinformatics, 
etc. Classification has three main components: the classification algorithm, the pre-
classified data (training data) and the un-classified data (testing data). Classification 
accuracy is a measure of how well a classification algorithm classifies the un-classified 
data. However, in many cases accuracy alone is not enough. As a matter of fact, in some 
cases, it is more important to correctly classify the positive instances while in other 
cases, it is more crucial to correctly classify the negative instances. 
 Classification is possible using supervised or unsupervised learning. In 
supervised learning, the training data has a classification label. The classification 
algorithms analyses and learns from the training data in order to classify new data. In 
unsupervised learning, the training data is missing its classification label. Therefore, 
since no error rate or target output exists, the classification algorithms is supposed to 
find structures or patterns within the data in order to separate them and classify them. In 
our study, all the algorithms are suitable for supervised learning, only the artificial 
neural networks and classification via clustering algorithms are suitable for unsupervised 
learning as well. 
 In this thesis, we compare 8 well-known classification techniques namely, 
decision trees, neural networks, naïve Bayes, logistic regression, partial decision trees, 
classification via clustering, voting feature intervals and k-nearest neighbor on several 
datasets. A detailed comparative study  highlights the advantages and drawbacks of each 
algorithm. We base our discussion on the performance of these algorithms on eight data 
sets taken from the domain of disease prediction. We discuss this performance by 
comparing based on two different data modeling techniques. We also make a 
comparison based on the data sets themselves. 
 The rest of the thesis is divided as follows. In Section 2, we give a background 
overview of the algorithms. In Section 3, we show work related to our study. In Section 
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4, we give an overview of our datasets including their attribute distribution. In Section 5, 
we discuss how the experiments were performed. In Section 6, we show the results 
obtained from the experiments. In Section 7, we discuss the performance of each 
algorithm over the datasets. And finally, in Section 8, we conclude with suggestions for 
future work and improvements. 
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CHAPTER TWO 
BACKGROUND 
 
2.1 ID3 (Decision Trees) 
2.1.1 Introduction 
 ID3 is a decision tree based algorithm. It belongs to the instance-based classifiers 
category. This category includes all algorithms that classify data by comparing it to a 
similar classified one and predict the class of the new data. Now let us review the 
required definitions and the key words that will use in the description of ID3. 
 The data used in classification is called a dataset. A dataset has instance, 
attributes and a class label. An instance is a case study with two or more attribute values 
and a class label. An attribute is a condition of the study that contributes in the 
calculation of the classification label. A class label is a predefined value that shows to 
which category each instance belongs.  
 
Cool, 24, cloudy, 4, yes 
Cool, 26, sunny, 7, yes 
Cool, 19, cloudy, 6, yes 
Angry, 28, sunny, 7, yes 
Angry, 22, cloudy, 6, yes 
Angry, 25, sunny, 7, yes 
Angry, 23, sunny, 4, no 
Angry, 21, cloudy, 1, no 
Angry, 27, sunny, 5, no 
Sad, 29, sunny, 5, no 
Sad, 20, cloudy, 3, no 
Figure 2.1.1: The play golf dataset has 11 instances, 4 attributes (mood, 
temperature, weather, and day of the week) and 1 class label. 
 
Figure 2.1.1 shows an example describing the problem play golf. There are elven 
instance (each line describes one), four attributes (each column describes one) and one 
classification label. The attributes are mood, temperature (in Celsius), weather and day 
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of the week (represented by a number, starting Monday). The first and third attributes 
have nominal values; whereas the second and fourth attributes have numerical values. 
The classification label has a set of predefined values. In Figure 2.1.1, the classification 
label can take either the value yes or the value no. The data used is divided into two data 
sets namely; the training set used to train ID3 and the testing set used to test the 
performance of ID3. The data in both the training set and the testing set is nearly similar. 
Both data sets represent instances of the study at hand. 
 ID3 builds a decision tree to be used as a classifier of the data set (Figure 2.1.2). 
Each leaf of the decision tree has a classification label value and each node includes a 
test to be carried out. The tree is derived from the training set and then used on the 
testing set. For this, for each instance, the classification starts from the root and moves 
down to one of the leaves. At each node, the instance moves down the subtree that 
satisfies the node’s test.  
 
Mood 
   cool    angry 
      sad    
         YES    NO   Day 
 
      ≤ 5    ≥ 6 
             NO     YES   
 Figure 2.1.2: The first decision tree created by ID3 on the dataset play golf 
For each instance, ID3 checks its mood value (at the root). If mood is cool or sad, ID3 
classifies the instance as yes or no respectively. If mood is angry, ID3 moves to the 
subtree with attribute day as root. ID3 checks the value of day, and classifies the 
instance accordingly. 
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 If  mood is cool then class yes 
 Else if mood is sad then  class no 
 Else if mood is angry 
  If day of the week ≥ 6  then  class yes 
  Else if day of the week ≤ 5 then class no 
Figure 2.1.3: The rules extracted by ID3 from the tree in Figure 2.1.2 
 Another way of expressing the classification model is through production rules. 
ID3 uses the T → R production rules form. T is a set of tests carried out on the attributes 
and R is the value given to the class label if the tests are satisfied. 
 
2.1.2 Decision Tree Construction 
 In this section, we describe how ID3 chooses the test at each node. ID3 starts by 
selecting the attribute to place at the root in order to get the best split on the data. ID3 
uses the gain criterion for this purpose. Entropy is a measure commonly used in the 
information theory and characterizes the impurity of an arbitrary collection of examples. 
Let us denote with S the set collections having one class label with two possible values, 
p+ the proportion of the first value and p- the proportion of the second value. Entropy is 
the expected number of bits needed to encode a class of randomly drawn number of S 
according to the optimal, shortest length code. For example, if p+ = 1, entropy will be 0. 
The expected number of bits is 0 because, since we know that all results will be positive, 
there is no need to represent it. (Zar, 2007) 
The entropy is as follows 
        ( )                        
For a random attribute A with c different values, the entropy is 
        ( )   ∑           
 
 
The information is the expected reduction in entropy caused by partitioning the 
examples according to A. The information gain of the A relative to S is 
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         (  )   
The gain quantity is 
    ( )      ( )        ( ) 
Let us illustrate using our example from Figure 2.1.1. There are six instances 
belonging to the YES class, and five instances belonging to the NO class. 
     ( )    
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     (   ⁄ )              
If we decide to split using the mood attribute. We end up having three subsets. 
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Therefore, the gain is 0.9938 – 0.5454 = 0.4484. If instead of splitting the data using 
mood attribute, we decide to split it using weather attribute. There are  
     ( )  
 
  
  ( 
 
 
       (  ⁄ )   
 
 
       (  ⁄ ))
 
 
  
  ( 
 
 
       (  ⁄ )  
 
 
       (  ⁄ ))
             
The information gain is 0.9938 – 0.9866 = 0.0072. It is preferable to use the split on the 
mood attribute since it provides more gain than the weather attribute. The process is 
done for all attributes to choose the best one for the split.  
The gain criterion suffers from one serious drawback. If we consider the weather 
attribute, from Figure 2.1.1, with a unique value for each instance, the information for 
each subset of instances is equal to 0, since every subset contains only one instance. 
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Therefore, in terms of partition, the weather attribute is the best for splitting the data. 
However, for prediction, this split is useless since we end up with one branch for each 
value of weather. To overcome this drawback, we check the gain ratio instead of the 
gain when selecting the best attribute A on a test X 
 
           ( )       ( )            ( )⁄  
with  
           ( )    ∑
    
   
 
   
      (
    
   
) 
For the weather attribute, if we have k classes, information gain can be at most     ( ) 
and split info is     ( ), where n is the number of instances. Knowing that the number 
of instances is larger than that of the classes, the ratio will have a small value. 
 
2.1.3 Splits on Continuous Attributes 
 The continuous attribute has a finite number of values. Let us denote with (v1, v2, 
v3 … vm) the values of the continuous attribute A. Thus, we can split the data in m-1 
ways with the midpoint of each split representing the split itself. ID3 replaces the 
midpoint with the largest value in the training set that doesn’t exceed it. Thus, all entries 
in the trees/rules would actually belong to the training data. Let us illustrate by 
temporary adding the attribute wind speed to the play golf dataset. 
 
Table 2.1.1: wind speed is a temporary attribute in play golf dataset 
Wind speed 40 48 60 72 80 90 
Play golf No No Yes Yes  Yes  No 
 
In Table 2.1.1, the two cuts are at 48-60 and 80-90. The midways of the values are    
48+60 = 54 and 80+90 = 85. ID3 replaces these values by 48 (largest value that doesn’t 
exceed 54) and by 80 (largest value that doesn’t exceed 85) respectively. The 
information gains for both wind speed 48 and wind speed 80 are computed and the one 
with larger information gain is chosen to be the split point of the attribute. It is important 
to sort the data according to attribute A in order to reduce the time of creating the splits 
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and testing them. Once all gain ratios and gains are computed, ID3 compares the results 
and chooses where the best split should be made.  
 
2.1.4 Unknown Attributes Values 
 In order to handle instances with missing attribute values, ID3 considers the 
following 3 points: 
 
 How to select the best attribute for the data split if the some of the attributes have 
missing values? 
 How to select to which subtree the training instance belongs if instance’s 
attribute value at the current node is missing? 
 How to classify testing instances when their attribute value of the current test 
node is missing? 
 
In order to tackle such problems, ID3 for the data split problem, we recall the gain 
criterion equation from Section 2.1.2 and consider F the fraction of the training instances 
where attribute A is known. 
 
    ( )                           (    ( )        ( )) 
                                                 
                     (    ( )        ( ))    
 
Therefore, the overall gain of attribute A is the gain from the instances with known 
values of A multiplied by the fraction F of the instances in the training dataset. If an 
attribute has n values, we consider the missing values as an actual value and the split 
information is computed over n+1 values. 
 ID3 follows a probabilistic approach in partitioning the training instances. If an 
instance has a known value of the test attribute, the instance is assigned to the respective 
subset. The instance’s probability for this subset is set to 1 whereas for the rest of the 
subsets, the probability is set to 0. If an instance has an unknown value of the test 
attribute, the instance’s probability is represented by a weight in each of the subsets. The 
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weight is the probability of the instance to belong in each of the current subset at this 
point. 
ID3 computes all possible root-to-leaf paths for each testing instance, finds the 
best suitable path according to the probabilities and assigns the class with the highest 
probability as the class of the testing instance. Let us recall the play golf dataset from 
Figure 2.1.1 into Figure 2.1.4 and consider the value of attribute mood in the seventh 
instance is unknown “?”.  
 
Cool, 24, cloudy, 4, yes 
Cool, 26, sunny, 7, yes 
Cool, 19, cloudy, 6, yes 
Angry, 28, sunny, 7, yes 
Angry, 22, cloudy, 6, yes 
Angry, 25, sunny, 7, yes 
“?”, 23, sunny, 4, no 
Angry, 21, cloudy, 1, no 
Angry, 27, sunny, 5, no 
Sad, 29, sunny, 5, no 
Sad, 20, cloudy, 3, no 
Figure 2.1.4: The play golf dataset has 11 instances, 4 attributes (mood, 
temperature, weather, and day of the week) and 1 class label. 
 
Therefore the frequencies for the remaining cases are as follows. 
 
Table 2.1.2: frequency of particular mood value with 
respect to the classification label values 
Mood Play Don’t 
Play 
Total 
Cool 3 0 3 
Angry 3 2 5 
Sad 0 2 2 
Total 6 4 10 
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According to these frequencies, we compute the gain of the mood attribute. 
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We notice that the current gain is lower than the gain in Section 2.1.2, however the 
attribute mood is still the best for the data split. Now, in addition to the three known 
values of mood that cover ten instances, we have to consider one additional value “?” 
that covers one instance. 
 
 
  
       (   ⁄ )  (        ) 
 
 
  
       (   ⁄ )  (         ) 
 
 
  
       (   ⁄ )  (       ) 
 
 
  
       (   ⁄ )  (       ) 
  
When applying the data split over the mood attribute, the instances with known 
values are split as usual and the instance with the missing value is assigned to all the 
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blocks of the partition. The weights are computed according to Table 2.1.2. The blocks 
are cool, angry and sad and their weights are 3/10, 5/10 and 2/10 respectively. 
For the instances that fall under mood = angry, consider Table 2.1.3. 
 
Table 2.1.3: class distributions in the mood = angry subset. 
The unknown value is represented by the symbol “?”. 
Mood Temp Weather Day Play? Weight 
Angry 28 Sunny 7 Yes 1 
Angry 22 Cloudy 6 Yes 1 
Angry 25 Sunny 7 Yes 1 
? 23 Sunny 4 No 5/10 
Angry 21 Cloudy 1 No 1 
Angry 27 Sunny 5 No 1 
 
If we split this subset using the previous test on day as in Section 2.1.2, the class 
distribution will be as follows, 
 
day of the week ≥ 6  then          3 class yes,    0 class no 
day of the week ≤ 5 then         0 class yes, 5/2 class no 
 
The first subset has only instances that belong to yes and the second one has only 
instances that belong to no. Therefore the tree will actually have the same structure as 
the tree in section 2.1.2. 
The allocation in Figures 2.1.5 and 2.1.6 is done according to the form (N) or (N/ E). N 
refers to the sum of fractional instances that reached the leaf, and E refers to the number 
of fractional cases that were classified differently than the class at the current leaf. The 
tree in Figure 2.1.5 includes the number of allocated instances to each branch excluding 
the one with the missing attribute. In order to allocate the instance with missing 
attribute, we traverse the tree until we encounter the node with the attribute that is 
missing in the instance. Since the node is the root node, we need to traverse the tree in 
each branch.  
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 For the first branch, we add the instance to the node. As stated earlier, the weight 
of the cool value is 3/10 = 0.3, therefore the instances that reached the leaf are    
N = 3 + 0.3 = 3.3. Since the instance has a class value no and the leaf has a class 
value yes, the instance is considered as misclassified; E = 0.3. 
 For the second branch, we add the instance to the node. As stated earlier, the 
weight of the sad value is 2/10 = 0.2, therefore the instances that reached the leaf 
are N = 2 + 0.2 = 2.2. Since the instance has a class value no and the leaf has a 
class value no, the instance is considered as correctly classified; E = 0. 
 For the third branch, since the angry node is not a leaf, we proceed with each 
sub-branches separately. 
o For the first sub-branch, since the instance with missing value does not 
apply on the condition day ≥ 6, the instance is not added; N = 3.0 
o For the second sub-branch, since the instance with missing value applies 
on the condition day ≤ 5, the instance is added; N = 2.5. And since the 
instance has a class value no and the leaf has a class value no, the 
instance is considered as correctly classified; E = 0. 
 
Let us consider the following test instance with missing attribute value day of the week, 
   Angry, 23, sunny, ?. 
Since the instance has a mood value equal to angry, the instance moves through the third 
branch. Now it is not possible to decide in which sub-branch to proceed since the day 
value is missing. 
 If day ≥ 6, the instance would be classified as yes 
 If day ≤ 5, the instance would be classified as no 
Therefore, according to the weights of each class value, 
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The predicted class for the instance is yes. 
 
  If  mood is cool then class yes  (3) 
  Else if mood is sad then  class no (2) 
  Else if mood is angry 
   If day of the week ≥ 6  then  class yes (3) 
   Else if day of the week ≤ 5 then class no (2) 
Figure 2.1.5: The rules extracted by ID3 from the tree in Figure 2.1.2 with 
instance allocation excluding the one with missing attribute. 
 
 If  mood is cool then class yes  (3.3, 0.3) 
  Else if mood is sad then  class no (2.2) 
  Else if mood is angry 
   If day of the week ≥ 6  then  class yes (3.0) 
   Else if day of the week ≤ 5 then class no (2.5) 
Figure 2.1.6: The rules extracted by ID3 from the tree in Figure 2.1.2 with 
instance allocation including the one with missing attribute. 
 
2.1.5 Pruning Decision Trees 
 Pruning a decision tree means simplifying it by replacing one or more of its 
subtrees with leafs. The leaf is the most common class in the subtree. ID3 also allows 
replacing a subtree by one of its branches. Let us consider the play dataset with three 
attributes (mood, weather and temperature) and one classification label with two values 
(golf or swimming). The number assigned at the end of each rule is the number of 
instances covered by this rule. (Figure 2.1.7) 
 
  mood = calm 
   weather = cloudy:  play = golf (151) 
   weather = foggy: play = swimming (1) 
   weather = sunny: 
    temperature = 20: play = golf (9) 
    temperature = 30: play = swimming (2) 
 
Figure 2.1.7: A decision tree of the play dataset. The play dataset has 3  
attributes (mood, weather and temperature) and 1 class label. 
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The pruned decision tree of the play dataset decision tree is 
 
 
mood = calm:  play = golf 
 
Figure 2.1.8: Pruned decision tree of the play dataset. 
 
Pruning is done by moving from all leafs to the root and checking all non-leaf 
nodes. If replacing the subtree at a node with a leaf reduces the predicted error rate, then 
the tree is pruned accordingly. The error rate is the percentage of missclassfied instances 
in a dataset.Therefore by reducing the error rate at subtrees, the error rate of the whole 
decision tree is reduced. Two well-known pruning methods are; reduced-error pruning 
and rule post pruning. Reduced-error pruning consists of dividing the data into a training 
set and a testing set. A decision tree is constructed from the training set. The pruned 
decision tree is used to classify the testing set. If the accuracy improves, we accept the 
new tree, otherwise we reject it. Rule post-pruning is more effective than reduced-error 
pruning and is done as follows: First, the decision trees are converted into rules, then 
each rule is pruned independently of the others by removing preconditions that have no 
negative effect on the accuracy. At the end, the final rules are sorted in order of 
estimated accuracy. The estimated accuracy is computed by testing the rules on training 
set. 
 To calculate the error rate, let us consider the subtree in Figure 2.1.9. 
   weather = cloudy:  play = swimming (6) 
   weather = foggy: play = swimming (9) 
   weather = sunny: play = golf (1) 
Figure 2.1.9: Subtree of the play dataset with instance allocated to each leaf. 
The subtree has no errors on the training set. The first leaf classifies six training 
instances correctly, the second classifies nine and the third classifies one. According to 
ID3’s default confidence level of 25%, the first leaf has U25%(0, 6) = 0.206, the second 
leaf has U25%(0, 9) = 0.143 and the third leaf has U25%(0, 1) = 0.750. (Quinlan, C4.5: 
Programs for Machine Learning, 1993). The number of predicted errors is 
15 
 
6 x 0.206 + 9 x 0.143 + 1 x 0.750 = 3.273 
If we replace the subtree by the leaf swimming, the new predicted error is 
16 x U25%(1, 16) = 16 x 0.157 = 2.512 
Since the replacement leaf has a lower predicted error than the subtree, the subtree is 
pruned. 
 
2.1.6 Rulesets 
 In addition to trees, ID3 can use rules in order to classify test instances. Decision 
trees are converted into rules by extracting one rule from each root-to-leaf path in the 
decision tree. To illustrate, we recall the decision tree and the rulesets of the play golf 
dataset in Figure 2.1.2 respectively. Using the T → R production rules, the decision tree 
(Figure 2.1.2) can be converted into the ruleset in Figure 2.1.10. 
 
If  mood is cool then class yes 
 Else if mood is sad then  class no 
 Else if mood is angry 
  If day of the week ≥ 6  then  class yes 
  Else if day of the week ≤ 5 then class no 
Figure 2.1.10: The ruleset extracted by ID3 from the tree in Figure 2.1.2 
 Once all rules are extracted, they are divided into subsets according to the value 
of their class label. For each group, the number of false positives is computed. In the 
play golf dataset, a false positive is when the class label’s actual value is no and is 
classified by yes by ID3. Then, all subsets are listed by decreasing order of false 
positives in the ruleset. 
 ID3 chooses the default class as the class that appears the most in the training 
instance that weren’t covered by any of the rulesets. 
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2.1.7 Windowing 
 When ID3 was created, computers had small memory size. Hence, it was hard to 
deal with large data sets. Windowing is a very straightforward method and was firstly 
made to deal with memory size restrictions. It consists of building a decision tree while 
not using the whole dataset. First, a subset of training instance is randomly extracted 
from the dataset. This subset is called a window. It is used to create a decision tree. The 
decision tree is then used to classify the training instances that were not present in the 
window. The training instances that were misclassified are grouped in a subset called 
exceptions. A selection of instances from the exceptions is added to the window, and a 
new decision tree is grown out of the new window. Finally, the process is repeated until 
the developed decision tree correctly classifies all the training instances that weren’t in 
the window or the exception subset is empty. 
 Windowing was firstly made in order to handle large datasets on machines with 
small memory size. Today, since the memory size isn’t a problem anymore, scientists 
are still using windowing because it sometimes provides a faster tree construction and 
might result in more accurate trees. Windowing constructs trees faster since it is possible 
for it to find a tree that classifies all the exceptions correctly from the first cycle. 
However, it can also slow down the algorithm if it takes several cycles to find an 
appropriate tree. Windowing is still used because it can generate different trees when 
needed with different window size. Therefore, using windowing, we can develop several 
trees and select the one with the lowest predicted error, or develop several trees, 
generate several rulesets and combine all rulesets into one ruleset based classfier. The 
disadvantage is that the algorithm will require more time in order to grow more accurate 
trees.  
 
2.1.8 Pseudo-code and Order of Complexity 
 Let us denote with m the number of testing instances, n the number of training 
instances and a the number of attributes in the dataset. The pseudo-code is as following, 
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Training part 
1. For each attribute        (      ) 
a. Calculate the information gain  (      ) 
2. Find the attribute with the best information gain  ( ) 
3. Create a node that splits the tree using the best attribute  ( ) 
4. Recurs on the node’s branches and add new nodes as children of the node 
 (   ) 
 
Testing part 
1. For each instance 
a. Traverse the decision tree until reaching a leaf   (    ) 
b. Classify the instance according to the leaf    ( ) 
c. If the instance isn’t covered by any leaf classify it using the  
default class        ( ) 
T = O(a × n
2
). 
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2.2 Artificial Neural Networks (ANN) 
2.2.1 Introduction 
Artificial neural networks (ANN) were inspired from biological neurons. 
Biological neurons work in parallel by sending very fast messages across the whole 
human body. Likewise, ANN share the same structure and provide parallel analysis of 
data. ANN can be cyclic or acyclic, directed or undirected. In this section, we describe 
one prototype ALVINN and focus on networks with similar structures. 
ALVINN is a system designed to steer an autonomous vehicle using neural 
networks. 
 
 
Figure 2.2.1: ALVINN a system that steers an autonomous  
vehicle using neural networks. 
 
The input to ALVINN is a 30x32 pixels camera and the output is the steering direction. 
The ANN learns from human steering for 15 minutes. ALVINN uses the ANN to drive 
at around 70 miles per hour, for almost 90 miles, on public highways and with other 
vehicles present. As seen in Figure 2.2.1, the camera input of the system is received by 
four units called “hidden units”. Each hidden units receives 960 inputs, computes a 
single output, and passes their output as input to the 30 output units. According to the 
output obtained at the output unit, the system computes the appropriate steering direction 
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and steers the car accordingly. ANN are based on units connected to each other. Some 
ANN are based on a unit called perceptron and others on a unit called sigmoid. 
 
2.2.2 Perceptrons 
 A perceptron is a unit that accepts a set of inputs, performs some computation 
and outputs a result. 
 
 
Figure 2.2.2: A perceptron 
 
Given a set of real valued inputs x1... xn, the perceptron combines the inputs, calculates a 
result and outputs 1 if the result is greater than a threshold, -1 otherwise. In other words,  
 
                         
 
 (       )  {
                                 
              
 
 
where wi are the weights that participate in calculating the output. w0 is not related to 
any input. Therefore, in order for the perceptron to output a 1, the combination of inputs 
w1x1 + … + wnxn must be greater than w0. For simplification, we consider an extra input 
x0. The new inequality is 
 
  ∑     
 
   
   
 
and the new brief representation of the perceptron is  
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 ( ⃗)      ( ⃗⃗⃗   ⃗) 
where 
    ( )   {
        
            
 
 
In a n-dimensional space of instances, instances that can be separated by a 
perceptron are called linearly separable. To illustrate, we consider a 2-dimensional 
space. In Figure 2.2.3, a perceptron (represented by a line) separates the instances; 
linearly separable. Whereas, in Figure 2.2.4, the instances cannot be separated by any 
perceptron; therefore the instances are not linearly separable. 
   
Figure 2.2.3: A linearly separable Figure 2.2.4: A set of instances that is  
set of instances   not linearly separable 
 
 A perceptron is trained by changing its weights until it produces the right output. 
We start with random weights, and iteratively test the perceptron on the training data. 
We modify the weights whenever the perceptron misclassifies a training instance. The 
process is repeated until all training instances are correctly classified. One way to 
modify the weights is according to the perceptron training rule. The rule states that for 
each weight wi associated with input xi, 
            
wher 
       (   )   
t is the goal output 
o is the output produced by the perceptron 
η is a positive constant called the learning rate 
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The learning rate moderates the change in the weights. It is a small value and set to 
decrease with each iteration. 
 One major drawback in the perceptron training rule is that it might not converge 
to a set of weights that allow the perceptron to classify all training instances correctly. 
The training rule, delta rule, resolves this drawback by converging to the best 
approximation of the training set. 
Let weight vector be the set of weights of the inputs of a perceptron, and 
hypothesis a possible weight vector of a perceptron. Therefore, the training error of a 
weight vector is given as, 
 ( ⃗⃗⃗)  
 
 
 ∑ (     )
 
    
 
where 
    D is the set of training instances 
    d is the current training instance 
    td is the target output of d 
    od is the actual output of d 
 
The training error is the summation of all the difference between the target and actual 
outputs. In order to start with the best training error E in the error space, we must 
compute the derivative of E, also called gradient of E, with respect to the vector  ⃗⃗⃗:  
 
  ( ⃗⃗⃗)  [
  
   
 
  
   
    
  
   
] 
 
In terms of vectors, the gradient specifies the direction that increases E. Therefore, the 
negative of this vector specifies the direction in which E decreases. The training rule of 
the gradient descent is 
 ⃗⃗⃗     ⃗⃗⃗     ⃗⃗⃗ 
where 
  ⃗⃗⃗          ( ⃗⃗⃗) 
    η is the learning rate 
 
Another representation of the training rule is 
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Now we differentiate E in order to obtain the vector of 
  
   
 derivatives. This vector 
allows us to efficiently calculate the gradient in order to update the weights at each 
iteration. 
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where  
xi d  is the input xi for training instance d 
Now we replace 
  
   
 in     
 
       ∑(      )   
    
 
 
Using this equation, we can update the weights according to the linear inputs, actual 
outputs and target outputs. 
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2.2.3 Sigmoid 
 Another unit used for building ANN is the sigmoid. The sigmoid is a unit similar 
to the perceptron as its output is a function of its input, but in a nonlinear way. (Figure 
2.2.5) 
 
 
Figure 2.2.5: A sigmoid 
 
The difference between a sigmoid and a perceptron is that the sigmoid threshold output 
is a continuous function of its input. 
     ( ⃗⃗⃗  ⃗ ) 
where  
 ( )   
 
      
 
  ∑     
 
   
 
      is the sigmoid function 
 
The output of the sigmoid ranges between 0 and 1, and increases when its input 
increases. The sigmoid derivative used by the gradient descent is, 
 
  ( )
   
   ( ) (   ( )) 
 
2.2.4 The Backpropagation Algorithm 
 The Backpropagation algorithm works by minimizing the error between the 
actual output and the target output in a network of fixed number of units. Therefore, the 
new training error function used in the Backpropagation algorithm is as follows, 
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 ( ⃗⃗⃗)   
 
 
 ∑∑(    
   
      )
 
   
 
where 
  O is the set of outputs 
D is the set of training instances 
  d is the current training instance 
  tk d is the target output for the kth output unit and training instance d 
  ok d is the actual output for the kth output unit and training instance d 
 
The derivation of  ( ⃗⃗⃗) will provide the error for the output and hidden units in the 
backpropagation algorithm. (Mitchell T. M., 1997) 
 
The pseudo-code is as follows: 
 
1. For m iterations or until stopping condition is met 
a. For each n training instance 
i. Input the training instance and compute the output 
b. For each output unit k 
i. Calculate the error term    as 
         (     )(      ) 
//   is the error associated to unit n (n is either a output or a 
//hidden unit) 
c. For each hidden unit h 
i. Calculate the error term    as  
      (    ) ∑                 
d. For each weight     
i. Update     as                where              
//    is the input from node i to node j 
//    is the weight of the path of node i to node j 
 
For each training instance, the algorithm performs a forward propagation and a 
backward propagation through the network. In the forward propagation, the algorithm 
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inputs the training instance and computes the outputs of all units. In the backward 
propagation, the algorithm computes the error for the output units, then the error for the 
hidden units and finally updates the weights of all units. The process is repeated until a 
stopping condition is met (training error drops below some threshold) or for a specified 
number of iterations. 
In Section 2.2.2, the following equation of     covers all the training instances.  
 
       ∑(      )   
    
 
 
In order to handle one training instance, the equation is updated as follows 
      (   )   
 
In loop c, the weight update rule is similar to the updated equation of    .  
             
 
 
The only difference is that the error term (t – o) in the updated equation is replaced with 
the error term   . The equations of the error term    and    in loops a and b are obtained 
through the derivation of the training rule of output and hidden units respectively 
(Mitchell T. M., 1997). In loop a, the error term    is simply the delta rule (      ) 
multiplied by the sigmoid derivative   (     ) from Section 2.2.3. In loop b, the error 
term   has a form similar to   . The difference is that the hidden units do not have 
target outputs. Therefore the error term in this case is the sum of errors of all the outputs 
units affected by the hidden unit h. 
 
2.2.5 Pseudo-code and Order of Complexity 
Let us denote with i the number of iterations, n the number of training instances, 
u number of units in the network, o the number of output units and h the number of 
hidden units. The pseudo-code is as following, 
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1. For i iterations or until stopping condition is met 
a. For each n training instance    (       ) 
i. Input the n and compute the output  
b. For each output unit o 
i. Calculate the error term    as   (   ) 
       (     )(      )  
c. For each hidden unit h 
i. Calculate the error term    as    (       ) 
      (    ) ∑                 
d. For each weight     
i. Update     as                   ( (   )) 
where               
T = O(i   n   u). 
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2.3 Naïve Bayes  
2.3.1 Introduction 
 The naïve Bayes algorithm classifies instances by allocating probabilities to 
possible class values. One important advantage of Bayesian learning algorithms is that 
whenever a new training instance is added to the data, the probability of all the possible 
class values is altered accordingly. The drawback of Bayesian learning is that it requires 
prior knowledge of the probabilities. If prior knowledge is unavailable, the algorithms 
will be based on assumptions of the distribution of the data. 
 
2.3.2 Theorem 
The algorithm is based on Bayes theorem which is stated as follows: 
Given Bayes theorem calculates the probability of the best hypothesis h from a 
hypotheses space H given the training data D,  
 (   )   
 (   ) ( )
 ( )
 
where 
 P(h|D)  is the posterior probability of h (h holds after we have seen D) 
 P(h)  is the prior probability of h (background knowledge) 
 P(D)  is the prior probability of D 
 P(D|h)  is the probability of D given that h holds 
 
The posterior probability of a hypothesis is determined by its prior probability (any 
independent knowledge for which the hypothesis is correct), the probability of the 
training instance given that the hypothesis is correct and the prior probability of the 
observed training data. The best hypothesis in a hypothesis space H is the hypothesis 
with the maximal probability, called maximum a prosteriori (MAP) hypothesis    . 
Therefore, 
                 (   ) 
                      
 (   ) ( )
 ( )
 
                       (   ) ( ) 
We can see that the final simplification of the equation does not involve P(D) which is 
independent and does not affect h. 
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 The maximum likelihood (ML) hypothesis is the hypothesis that maximizes 
P(D|h). 
                    (   ) 
 
 Let us illustrate the theorem by considering a disease diagnosis scenario. We 
designate by (d+) the cases where the patient has the disease and by (d-) the cases where 
the patient does not have the disease. Given that the 1% of the population has the 
disease. The test has a 99% chance to return positive (T+) when the disease is actually 
present, and has a 97% chance to return negative (T-) when the disease is actually 
absent. The probabilities are, 
 
 P(d+)   = 0.01    P(d-)   = 0.99 
 P(T+|d+)  = 0.99    P(T-|d+) = 0.01 
 P(T+|d-) = 0.03    P(T-|d-) = 0.97 
 
Let us consider a patient with a positive result on the test. In order to know if he/she has 
the disease, we compute the possible probabilities in order to determine the MAP 
hypothesis. 
 
P(T+|d+) P(d+) = (0.99)(0.01) = 0.0099 
P(T+|d-)  P(d-) = (0.03)(0.99) = 0.0297 
 
Since 
P(T+|d+) P(d+) < P(T+|d-)  P(d-) 
Therefore,  
              
 
Even though the probability of having the disease when the test is positive is high, we 
notice that the best hypothesis is still that the patient does not have the disease. 
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2.3.3 Naïve Bayes Classifier 
 The naïve Bayes classifier is a classifier based on the Bayes theorem. Unlike 
other learning algorithms, the classification process in naïve Bayes is based on 
computation rather than searching for the best hypothesis in the hypotheses space. The 
naïve Bayes classifier classifies testing instances by computing the most probable class 
from the training instance. Given a testing instance with attributes (         ), the 
algorithm finds its most probable class label value      from the set of possible class 
label values V. According to Bayes theorem,        is calculated as follows: 
 
                  (            ) 
                       
 (            ) (  )
 (         )
 
                        (            ) (  ) 
 
The term  (  ) is easy to compute since it only consists of counting the frequency of 
each possible value of   . The calculation of  (            ) terms is time 
consuming since it consists of multiplying the number of possible instances by the 
number of possible values of    and involves going over the instances more than once. 
To overcome this drawback, the naïve Bayes classifier considers the attributes as 
conditionally independent. Therefore, 
 (            )   ∏ (     )
 
 
The maximum a posteriori provided by naïve Bayes becomes:  
                (  )∏ (     )
 
 
Each probability  (  ) is multiplied by each of the probability  (     ). Therefore, the 
    equation consists of multiplying the probability of distinct class values by the 
probability of each of the distinct attribute values given the class value probability. 
 
Example 
Let us consider the play soccer dataset in Figure 2.3.1  
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Cool, 24, cloudy, 4, yes 
Cool, 26, sunny, 7, yes 
Cool, 19, cloudy, 3, yes 
Angry, 28, sunny, 7, yes 
Angry, 26, cloudy, 3, yes 
Angry, 25, sunny, 7, yes 
Angry, 23, sunny, 4, no 
Angry, 26, cloudy, 1, no 
Angry, 27, sunny, 5, no 
Sad, 29, sunny, 5, no 
Sad, 20, cloudy, 3, no 
Figure 2.3.1: The play soccer dataset has 11 instances, 4 attributes (mood, 
temperature, weather, and day of the week) and 1 class label. 
 
Using the naïve Bayes classifier, we need to classify the following testing instance. 
Angry, 26, sunny, 3 
 
According to the naïve Bayes algorithm, the maximum a posteriori for this testing 
instance is: 
                (  )∏ (  |  )
 
 
                    (  )  (             )  (                 ) 
                                    (                 )  (        ) 
 
In order to solve the equation, we need to compute the required probabilities. The 
probabilities of the possible class label values (yes or no) are based on their frequencies 
in the dataset. 
 (             )  
 
  
      
 (            )  
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The conditional probabilities of the attributes are: 
For the mood attribute: 
 (                   )   
 
 
      
 (                  )   
 
 
      
For the temperature attribute: 
 (                       )   
 
 
       
 (                      )   
 
 
       
For the weather attribute: 
 (                      )   
 
 
      
 (                     )   
 
 
      
For the day of the week attribute: 
 (              )   
 
 
       
 (             )   
 
 
       
 
Now we compute the     for the class label values: 
 (   ) (         ) (      ) (         ) (     )         
 (  ) (        ) (     ) (        ) (    )         
 
Based on the obtained probabilities, naïve Bayes classifies the new instance as play 
soccer = yes. 
 
2.3.4 Pseudo-code and Order of Complexity 
 Let us denote with m the number of testing instances, a the number of attributes 
and c the number of class label values. 
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1. For each of the m testing instance 
a. Compute the probabilities for each    (    ) 
value c 
b. Compute the attributes conditional    (       ) 
probabilities for each value c 
c. Compute the posterior probability    ( ) 
of each value c 
d. Set the class with the highest probability   ( ) 
as the class of the testing instance 
T = O(m   a   c). 
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2.4 Logistic Regression 
2.4.1 Introduction 
 Logistic regression is a statistical learning algorithm. It is better used for binary 
classification rather than multi-class classification. It is similar to neural networks except 
that it works on one node instead of a network of nodes.  
Logistic regression is based on the logistic function  ( ), where h is a 
combination of the attributes   , the weights    and the bias weight   . 
 ( )   
 
      
 
       ∑    
 
   
 
By adding an additional attribute with value     , we write h in the following more 
compact form 
      
2.4.2 Learning 
Logistic regression assigns the following probabilities for binary classification. 
 (     )   
 
      
 
              (     )     (     ) 
                                     
   
      
 
The likelihood function of the weights L(w) is, 
 ( )   (     )  ∏ (  | 
   )
 
   
  ∏
(   
   )(    )
         
 
   
  
Since the log of the likelihood is more normalized than the likelihood itself, it is used 
instead of the likelihood to find the gradient ascent. Therefore, the log-likelihood is, 
 ( )      ( ) 
           ∑(    )    (
   
   
         
 
   
) 
           ∑(    )(     )      (      
   
 
   
) 
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The best weights w are found using the maximum likelihood        { ( )}   
Since no straightforward technique exists for finding the best weights, gradient 
ascent is used to find a solution very close to the maximum likelihood. In order to move 
in the direction of the gradient, we calculate the partial derivative of  ( ) with respect to 
the weights. (Note 
 (     )
   
    
 ). 
  ( )
   
  ∑   
 (    )    
  
     
         
 
   
 
              ∑   
 (    )    
    
  
         
 
   
 
              ∑  
 (   
 
         
)
 
   
 
              ∑  
 (    (    ))
 
   
 
The weights will be updated according to the following equation, 
           ∑  
 (    (    ))
 
   
 
where     is the learning rate. 
 
The algorithm starts with small random weights, computes a first value of the gradient 
ascent and the weights are updated according to this value. The algorithm iterates and at  
each iteration, the gradient ascent is computed again and the weights are updated 
accordingly. The algorithm stops after a number of iterations or until the sum of all the 
weights is less than a certain threshold. 
 
2.4.3 Testing 
 For testing, the likelihood ratio is computed. If  (     )   (     ), the 
testing instance is classified as 0, otherwise as 1.  
         (     )   (     ) 
 
 (     )
 (     )
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2.4.4 Pseudo-code and Order of Complexity 
Let us denote with n the number of training instances, a the number of attributes 
and i the number of iterations. 
 
1. Set random small weights      (    ) 
2. Iterate until stopping condition is met  
a. Run through all the instances  
and calculate the output    (    ) 
b. Compute the partial derivative  
of log-likelihood     (       ) 
c. Update the weights     (    ) 
T = O(i   n   a). 
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2.5 Partial Decision Trees (PART) 
2.5.1 Introduction 
 Partial decision trees algorithm is a supervised learning algorithm which uses 
both the decision tree approach and divide-and-conquer strategy. The decision tree 
approach consists of building a decision tree, extracting rules from the tree and creating 
a ruleset out of the rules. The divide-and-conquer strategy consists of generating a rule 
from the training set, deleting the instances covered by this rule and repeating the whole 
process until the training set is empty. 
 
2.5.2 Learning 
 PART starts by generating a decision tree out of the training set the same way as 
ID3 (Section 2.1). Then PART proceeds by finding the root-to-leaf path in the tree that 
covers the largest number of instances from the training set. The path is converted to a 
rule, the rule is added to the ruleset and the instances covered by this rule are removed 
from the training set. The process is repeated until the training set is empty.  
 
Example 
Let us consider the play volleyball dataset in Figure 2.5.1. 
 
Cool, 24, cloudy, 4, yes 
Cool, 26, sunny, 7, yes 
Cool, 19, cloudy, 6, yes 
Cool, 28, sunny, 7, yes 
Angry, 22, cloudy, 6, yes 
Angry, 25, cloudy, 7, yes 
Angry, 21, sunny, 1, no 
Sad, 27, sunny, 3, no 
Sad, 29, sunny, 5, no 
Figure 2.5.1: The play volleyball dataset has 9 instances, 4 attributes (mood, 
temperature, weather, and day of the week) and 1 class label. 
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The first tree generated by PART for the play volleyball dataset is represented in Figure 
2.5.2. (Refer to Section 3.1 for details) 
 
 
Mood 
   cool    angry 
      sad    
         YES    NO   Day 
 
      ≤ 5    ≥ 6 
             NO     YES  
Figure 2.5.2: The first decision tree generated by PART  
on the play volleyball dataset.  
 
The rules generated by this decision tree are: 
 
If   mood  is cool  then class yes (4 instances covered) 
 Else if  mood  is sad  then  class no (2 instances covered) 
 Else if  mood is angry 
  If day of the week ≥ 6  then  class yes (2 instances covered) 
  Else if day of the week ≤ 5 then class no (1 instance covered) 
 
The rule that covers the largest number of instances in the training set is 
 
If   mood is cool  then class yes   (4 instances covered) 
 
The rule is added to the ruleset and all the instances covered by this rule are removed 
from the training set. Figure 2.5.3 represents the training set after the instances are 
removed. 
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      Angry, 22, cloudy, 6, yes 
      Angry, 25, cloudy, 7, yes 
       Angry, 21, sunny, 1, no 
         Sad, 27, sunny, 3, no 
         Sad, 29, sunny, 5, no 
Figure 2.5.3: The play volleyball dataset 
after PART’s first iteration 
 
The second decision tree generated by PART on the updated play volleyball dataset is 
represented in Figure 2.5.4. 
 
        Weather 
 
 
    Sunny   Cloudy 
 
    No   Yes 
Figure 2.7.4: The second decision tree from the  
updated play volleyball dataset  
 
The process is repeated until the training set is empty. Then, the testing set is classified 
using the ruleset. 
 
2.5.3 Pseudo-code and Order of Complexity 
Let us denote with n the number of training instance and a the number of 
attributes and l the number of leafs. 
 
1. Loop until training set is empty      ( ) 
//worst case removing one instance per iteration 
//  build a decision tree 
a. For each attribute       (     ) 
i. Calculate the information gain  
b. Find the attribute with the best information gain   (  ) 
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c. Create a node that splits the tree using the best attribute    ( )  
d. Recurs on the node’s branches and add new nodes as children  
of the node         (   ) 
//divide-and-conquer 
e. Check for the branch that covers the largest number of  
instances          (    ) 
f. Convert the branch to a rule and add it to the ruleset    ( ) 
g. Remove the instances covered by the rule from the training set   ( ) 
T = O(a   n3) 
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2.6 k-Nearest Neighbor (KNN) 
2.6.1 Introduction 
 k-nearest neighbor is an instance-based algorithm which stores training instances, 
and classifies testing instances according to similar training instances. In KNN, k refers 
to the number of similar training instances according to which an instance is classified.  
 
2.6.2 Learning 
 KNN starts by storing the training instances in a n-dimensional space, where n is 
the number of attributes. Then, for each testing instance, KNN finds the k nearest 
neighbors using the Euclidean distance  (     ). 
 
 (     )   √∑ (  (  )     (  ))
 
 
    
 
where, 
      is the testing instance 
      is a training instance 
     ( ) is the rth attribute value of instance   
 
Therefore, the distance is smaller when the attribute values of the instances    and    are 
closer to each other.  
One way of dealing with nominal attributes is to assign a similarity value 
between each two attribute values. The similarity value defines how much two attribute 
values are similar. Two attributes are similar if the similarity value between them is 
small.   
 After finding the k nearest neighbors, if the class label value is nominal or 
discrete, KNN assigns to the testing instance the most common value amongst the k 
nearest neighbors, breaking ties randomly. If the class label value is continuous, KNN 
computes the mean of the k nearest neighbors’ class label values and assigns it to the 
testing instance. 
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Example 
Let us consider the play tennis dataset in Figure 2.6.1 
 
Cool, 24, cloudy, 4, yes (  ) 
Cool, 19, cloudy, 3, yes (  ) 
Angry, 28, sunny, 7, no (  ) 
Angry, 26, cloudy, 3, yes (  ) 
Sad, 20, cloudy, 3, no (  ) 
Figure 2.6.1: The play tennis dataset has 5 instances, 4 attributes (mood, 
temperature, weather, and day of the week) and 1 class label. 
 
Let T: “Angry, 29, sunny, 6” be the testing instance to classify. Instances in this example 
involve two nominal attributes; mood and weather. For both attributes, we set the 
similarity value to 0 when the attribute value for the testing instance is the same as the 
attribute value for the training instance, and to 1 when the attribute values are different. 
For example, our testing instance has the value mood = angry. When compared to the 
first training instance, the similarity is equal to 1. And when compared to the third 
training instance that has mood = angry, the similarity is equal to 0. According to the 
Euclidean distance, the distance from the testing instance to each of the training instance 
is: 
 (    )  √                  
 (    )  √                    
 (    )  √                  
 (    )  √                  
 (    )  √                  
 
If k = 1, the class label of T set to no, as the class label of   . Whereas, if k = 3, the class 
label of T is set to yes, since 2 of the 3 similar instances have class label yes (   and   ). 
 
One drawback of KNN is that it runs through all the training instances for each 
testing instance in order to find the k similar training instances. Another drawback is that 
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it checks all attributes for similarity between the training instance and the testing 
instance, however checking some attributes might be sufficient. 
 
2.6.3 Pseudo-code and Order of Complexity 
Let us denote with k the number of nearest neighbors, a the number of attributes, 
n the number of training instance and m the number of testing instances. 
 
1. For each m testing instances   ( ) 
a. Find the k nearest neighbors  (    ) 
b. Find the most common class  
label value in the neighbors  ( ) 
c. Set the most common value  
as the value of the testing  
instance    ( ) 
 
T = O(m   n   a). 
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2.7 Classification via Clustering (CVC) 
2.7.1 Introduction 
Classification via Clustering is one of the major techniques for exploring and 
analyzing data. Clustering is the act of exploring, finding patterns and finally grouping 
the data into clusters. A cluster is a group of objects similar to each other in some way. 
The instances in a cluster have the same class label. Each instance in the cluster is more 
similar to another one in the same cluster than it is to one from another cluster. 
 
2.7.2 Learning 
 Clustering is usually done in three steps: 
 Data representation consists of the size of the dataset, the number of class 
labels and clusters, and the selection of the best attributes. Attribute selection 
is the act of cleaning the data from noisy attributes. 
 Attribute Similarity is a measure used to identify to which cluster each data 
instance belongs. It depends on any prior information known or any few 
assumptions made about the data. The Euclidian distance is one case of 
attribute similarity.   
 Data Clustering is the step were the data is grouped into clusters according to 
the attribute similarity. 
 
Figure 2.7.1 represents a dataset in a 2-dimensional plane. The dataset contains 
22 instances; 18 training instances and 4 testing instances. The class label is either white 
or black. 
 
Figure 2.7.1: A binary class dataset has 18 training instances, 4 testing  
instances and 2 class labels (colors identify the clusters) 
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The training instances classified as white are represented by white circles, The training 
instances classified as black are represented by black circles, and the testing instances 
are represented by squares filled by a “?”. 
 
Figure 2.7.2: Data split Figure 2.7.3: Clustering and classification 
 
In Figure 2.7.2, the dataset is divided into two groups of instances. Each group has 
training instances with same class label and some testing instances. In Figure 2.7.3, two 
clusters are formed out of the two groups. And the testing instances in each cluster are 
assigned the class label of the respective cluster.  
 
2.7.3 Hierarchical Clustering 
 Hierarchical clustering is one type of classification via clustering. The similarity 
is the distance between instances, more generally the Euclidean distance (Section 2.6.2).  
There are two well-known types of hierarchical clustering. They are: 
 Agglomerative clustering: a bottom up algorithm. It starts by placing each 
instance into one cluster, and then merges clusters until ending up with one. 
 Divisive clustering is a top down algorithm. It starts by grouping all instances 
into one cluster, and then dividing it until each instance is in one cluster.  
The distance between two clusters is measured according to several criteria: 
 Complete-linkage clustering consists of taking the maximum distance between 
pairs of instances in the two clusters. 
 Single-linkage clustering consists of taking the minimum distance between pairs 
of instances in the two clusters. 
45 
 
 Average-linkage clustering consists of taking the mean of the distances between 
all pairs of instances in the two clusters. 
 
The algorithm builds a dendrogram according to the Euclidean distance between all the 
instances that share the same class label. Once the dendrogram is complete, the 
algorithm either checks for all the possible sets of clusters for the set that best classifies 
the data, or classifies the data using the set determined by the distance h or the number 
of clusters c provided by the user. 
 
Example 
Let us consider training instances with same class label in a 2-dimensional space (Figure 
2.7.4). 
 
Figure 2.7.4: Instances in a 2-dimensional space (A, B, C, D and E) 
 
The distances between the instances are: 
 d(A, B) = d(D, E) = 1 
 d(A, C) = d(B, C) = 2 
 d(C, D) = d(C, E) = 3 
Let us classify the five instances using agglomerative and single-linkage clustering. The 
dendrogram generated by the algorithm given these instances is shown in Figure 2.7.5. 
The agglomerative clustering starts by grouping instances with the minimum distance 
between them into two clusters.  
 At d = 1, A and B are grouped in one cluster, and D and E are grouped in 
another.  
 At d = 2, since the distance between C and the cluster {A, B} is less than the 
distance between C and the cluster {D, E}, C is grouped in the cluster {A, B}.  
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 At d = 3, the distance between the clusters {A, B, C} and {D, E} is considered as 
the distance between C and either D or E (since d(C, D) = d(C, E)) according to 
single linkage clustering. Therefore, the two clusters are merged into one. 
 
 
Figure 2.7.5: The dendrogram of clustering the instances of Figure 2.7.4 
 
h is a variable that defines the maximum distance between any two instances inside the 
clusters. For h = 2.5, the set of clusters used for classification is {{A, B, C}, {D, E}}.  
 
2.7.4 Pseudo-code and Order of Complexity 
Let us denote with c the number class labels and n the number of training 
instances. 
1. For each class label   ( ) 
//worst case is that all training instances belong to one class label 
a. Find and store the distance between any two instances with class label c 
 (  ) 
b. Build the dendrogram  ( ) 
c. Find the set of clusters according to the distance or number of clusters 
provided by the user  ( ) 
 
T = O(n
2   c). 
47 
 
2.8 Voting Feature Intervals (VFI) 
2.8.1 Introduction 
 Voting feature intervals (VFI) is a non-incremental classification algorithm 
which classifies all training instances at the same time. The word “feature” will be used 
instead of “attribute” throughout the VFI section in order not to cause any confusion. 
Each training instance is represented by a vector that holds its features and class label. 
 
2.8.2 Learning 
VFI use the training instances to create intervals for the features. For each linear 
feature, VFI searches the training instances for the lowest and highest values for each 
class label. The values are sorted and added to the feature list. For nominal feature, each 
feature value is added to its feature list. Each consecutive pair in a feature list constitutes 
a feature interval. 
Once the intervals are computed, VFI runs through the training instances to 
compute the count of each class. For each training instance, VFI checks its value of the 
feature separately. If the value falls into a point interval, the count of the classification 
label of that training instance is incremented by 1. If the value falls on the lower bound 
of range interval, the count of the classification label of that training instance is 
incremented by 0.5 in the current interval and the one that precedes it. And, if the value 
falls inside the interval (excluding the lower and upper bound), the count of the 
classification label of that training instance is incremented by 1. There is no need to 
handle the values that fall on the upper bound of an interval since the upper bound of 
that interval is the lower bound of the interval that follows it. 
VFI classifies testing instances by finding the appropriate votes for the values of 
their features separately, sums up all the votes together and classifies the instance with 
the class label that has the highest number of votes, breaking ties randomly. 
 
Example 
 Let us consider the play basketball dataset in Figure 2.8.1. 
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Cool, 24, yes 
Cool, 25, yes 
Cool, 19, yes 
Cool, 28, yes 
Angry, 22, yes 
Angry, 27, yes 
Angry, 21, yes 
Angry, 25, no 
Sad, 30, no 
Figure 2.8.1: The play basketball dataset has nine instances,  
two attributes (mood and temperature) and one class label. 
 
First of all, VFI computes the interval values for each feature. For the temperature 
feature, the lowest and highest values are 19 and 28 respectively when the class label is 
yes, and 25 and 30 respectively when the class label is no. For the mood feature, each 
feature value is considered as a point interval in the feature interval. The feature 
intervals generated by VFI for the temperature and mood features are represented by 
Figure 2.8.2 and Figure 2.8.3 respectively. 
  
 
        19           25          28    30                          cool           angry          sad 
   Figure 2.8.2: The feature interval for         Figure 2.8.3: The feature interval for 
the temperature feature    the cool feature   
 
Now that the intervals are generated, VFI proceeds by scanning through the training 
instances and setting votes for each interval. For example, the first training instance 
(cool, 24, yes) gives 1 vote on the range interval [19, 25] and 1 vote on the point interval 
cool for class label yes. The second training instance (cool, 25, yes) gives 0.5 vote on the 
range interval [19, 25] and 0.5 vote on the range interval [25, 28] (since it is on the 
boundary of the two intervals), and 1 vote on the point interval cool class label yes. The 
intervals with complete votes for the temperature and mood features are represented in 
Figures 2.8.4 and 2.8.5 respectively. 
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            yes = 4    yes = 2     yes = 0.5   yes = 4            yes = 3             yes = 0 
              no = 0.5    no = 0.5     no = 0.5    no = 0               no = 1               no = 1 
 
        19           25          28    30                          cool           angry          sad 
    Figure 2.8.4: The feature interval for                Figure 2.8.5: The feature interval 
for the temperature feature including votes     the cool feature including votes 
 
Let T: cool, 24, “?” be a testing instance to classify. T falls in the temperature range 
interval [19, 25] and the mood point interval [cool]. The votes of the test instance are 
now added to a vector, called vote vector. Each feature will have one vector for each test 
instance. The temperature feature vector for T will hold in its first cell 4/6.5 (the vote of 
the class label yes in the interval that covers T divided by the sum of all the votes of the 
class label yes in the feature). The second cell will hold 0.5/1.5 (the vote of the class 
label no in the interval that covers T divided by the sum of all the votes of the class label 
no in the feature). Accordingly, the mood feature vector will hold 4/7 in its first cell and 
0/2 in its second cell. After the vectors are filled with the appropriate values, the vectors 
are normalized so that the cell with the highest vote is set to 1 and the rest of the cells 
are set to 0. 
                   ( )  (
 
   
 
   
   
)  (         )  (   )  
 
            ( )  (
 
 
 
 
 
)  (      )  (   )  
The instance vector will hold the summation of the votes of each feature vector after 
normalization. 
                ( )  (   ) 
 
Therefore, the class label for the test instance T is yes. 
 
2.8.3 Pseudo-code and Order of Complexity 
Let us denote with a the number of features, c the number of class labels, n the  
number of training instances and m the number of testing instances. 
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1. For each feature a 
a. Scan through the training instances    (    ) 
 and find the boundaries 
b. Sort the boundaries 
2. For each training instance n      (    ) 
a. Update the vote for the feature interval  
according to each the instance feature a 
3. For each testing instance m      
a. For each feature a 
i. For each class label c     (       ) 
1. Find the votes and store  
them in the feature vector 
b. Combine all vectors into the instance    ( ) 
vector 
c. Set the class label with the highest vote    ( ) 
as the vote of the testing instance 
T = O(n   a) 
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CHAPTER THREE 
RELATED WORK 
 
 In this section, we introduce previous work for each of the classifiers. 
 
3.1 ID3 (Decision Trees) 
In (Safavian & Landgrebe, 1991), the authors discuss several decision tree 
classifiers. The work explains the tree structure, the feature selection and the decision 
and search techniques in such classifiers in order to provide a unified view of decision 
trees and motivate some new ideas. (Anyanwu & Shiva, 2009) review several 
implementations of decision tree algorithms. The mostly known algorithms are; ID3, 
C4.5, CART, SLIQ and SPRINT. These algorithms and many others are tested and 
compared using the Statlog data sets. Results show that SPRINT outperformed all other 
algorithms in terms of accuracy and execution time, followed by C4.5. (Hu, Li, Wang, 
Daggard, & Shi, 2006) tackle the microarray data classification problem using a new 
decision tree approach. The maximally diversified multiple trees (MDMT) implements a 
set of unique trees in decision making. First, it uses re-sampling to create different 
samples of data from the original data. Then, it produces a tree out of each sample. 
Finally, each test instance is tested on all trees and the class that gets the highest votes is 
predicted to be the class of the test instance. This new approach is compared to the 
cascading and sharing trees (CS4) approach & other approaches that use the same 
concept. Both MDMT and CS4 outperformed all the other approaches in terms of 
accuracy. (She, Chu, Wang, & Chen, 2010) solve the gene prediction method using 
decision trees. This method uses both the protein homology and decision trees to 
improve the prediction rate. Results show that not only is this method accurate but also 
remarkably fast. 
 
3.2 Neural Networks (Multilayer Perceptron) 
In (Lippmann, 1988), the author presents neural networks. The work highlights 
the importance of the back propagation algorithm and introduces the Viterbi net 
algorithm that shows 99% accuracy when tested on large speech datasets. (Bhowmik, 
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Bhattacharjee, Nasipuri, Basu, & Kundu, 2008) use neural networks to tackle the human 
face recognition problem. The algorithm uses polar coordinates to represent the thermal 
face images in eigenspace. After being projected, the images are classified using neural 
networks. Experiments showed an accuracy of 97.05%. Also (Bhattacharjee, Bhowmik, 
Nasipuri, Basu, & Kundu, 2009) use neural networks in a different approach to tackle 
the human face recognition problem. The algorithm uses a fusion of thermal and visual 
images to reduce the negative effect that facial expressions, poses diversity and 
illumination changes have on images. (Blekas, Fotiadis, & Likas, 2005) tackle the 
problem of protein sequence classification using neural networks. The protein sequences 
are represented in a numerical feature space by matching the sequences' motifs to protein 
families. The algorithm outperformed other algorithms for protein classification when 
tested on real life datasets. (Rowley, Baluja, & Kanade, 1998) apply neural networks in 
a face detection algorithm. Several networks are implemented in the algorithm to 
improve its performance. The algorithm divides the image into smaller pieces, then each 
piece is checked for whether it contains a face or not. Moreover, adding simple 
heuristics to handle minor image characteristics can highly improve the algorithm 
accuracy. The algorithm is able to detect between 77.9% and 90.3% of faces from 130 
test images. 
 
3.3 Naïve Bayes 
 In (Mitchell T. M., 1997), the author uses the naïve Bayes and the logistic 
regression classifiers, as well as the relationship between them in order to combine the 
two classifiers into one. (Rish, 2001) highlights the advantages and drawbacks of the 
naïve Bayes assumption that the attributes are independent. The author studies the 
performance of the classifier according to each dataset characteristic. Experiments show 
that the more information we lose due to the independence assumption, the more 
accurate the classifier becomes. In (Rennie, Shih, Teevan, & Karger, 2003), the authors 
tackle the assumptions of the naïve Bayes classifier for text classification. They offer 
heuristic solutions in order to minimize the effect of the assumptions on the quality of 
the results. The upgraded algorithm shows competitive results when compared to SVM. 
In (Denis, Magnan, & Ralaivola, 2006), the authors highlight the effect of class-
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conditional classification noise (CCCN) on naïve Bayes classifiers. They design a 
learning algorithm based on analytical formulae to learn naïve Bayes classifiers under 
CCCN. Experiments on datasets from the UCI repository
1
 show that the algorithm 
successfully handles CCCN. (Larsen, 2005) introduces the generalized naïve Bayes 
classifier for binary classification problems. The author demonstrates both the 
generalized and the original naïve Bayes classifiers and their relationship to logistic 
regression. Experiments on detecting spam email problem show an accuracy of 94.7% 
for the generalized naïve Bayes classifier. 
 
3.4 Logistic Regression 
In (Cheng & Hüllermeier, 2009), the authors tackle multilabel classification with 
a new approach that combines instance-based algorithms and logistic regression. This 
approach is based on dependencies between classes. Studies show that this approach 
improves accuracy for multilabel prediction. In (Chang, Yih, & Meek, 2008), the authors 
introduce the partitioned logistic regression classifier. The classifier divides the feature 
space into independent groups, learns using logistic regression, and finally combines the 
separate predictions into one final estimation using naïve Bayes. Experiments on email 
spam filtering show improvement in the false-positive rating by 28.8% when compared 
to naïve Bayes and by 23.6% when compared to logistic regression. (Fujino & Isozaki, 
2008) introduce a multi-label classification system based on logistic regression for the 
NTCIR-7 Patent Mining Task. The model is based on a component selection and a 
feature weighting of the patent document. Experiments confirm that both the component 
selection and the feature weighting improved the classification accuracy. The mean 
average precision (MAP) with  component selection alone was 0.38. MAP with feature 
weighting alone was 0.33 and  MAP with both combined increased to 0.39. In (Zhu & 
Hastie, 2004), the authors tackle the microarray cancer diagnosis problem using a new 
algorithm called penalized logistic regression (PLR). The PLR, similar to the support 
vector machine (SVM), predicts the class of the cancer, but also provides an estimate of 
the underlying probability. Results show that the PLR performs well in both cross-
validation and test samples. 
                                                          
1
 UCI Machine Learning Repository: http://archive.ics.uci.edu/ml/ 
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3.5 Partial Decision Trees (PART) 
 Partial decision trees belong to the family of rule-learners algorithms. One 
algorithm that is used to create such trees is PART. It is a combination of C4.5 (Quinlan, 
C4.5: Programs for Machine Learning, 1993) and RIPPER (Cohen, 1995). In (Frank & 
Witten, 1998), PART is presented to show the efficiency of learning rule sets one rule at 
a time. PART is designed from the decision tree approach found in C4.5 and the divide-
and-conquer approach found in RIPPER. PART's results were very competitive with 
those of C4.5's & RIPPER's. (Blackmore & Bossomaier, 2002) offer a comparison of 
PART and SEE5 (a version of C4.5) on the missing persons profiling problem. Unlike 
SEE5, PART does not include a general optimization process. It derives rules one at a 
time from partial decision trees. In (Berger, Merkl, & Dittenbach, 2006), PART is 
applied to tackle the feature subset selection problem in email categorization. PART is 
used to reduce the feature space of the problem before the classification takes place. The 
efficiency of this algorithm is evaluated with four text classification algorithms on two 
different document representations. All four text classification algorithms showed 
remarkable results when tested on the algorithm's datasets. 
 
3.6 k-Nearest Neighbor (KNN) 
 k-nearest neighbor (KNN) is one of the most basic machine learning algorithms. 
(Baoli, Shiwen, & Qin, 2003) proposes an improved KNN algorithm for text 
classification. The algorithm uses a different k parameter according to each category and 
the data it holds. When tested on Chinese text categorization, the algorithm showed to be 
less dependent on the parameter k than other KNN algorithms. In (Sun & Huang, 2010), 
an adaptation of the KNN is introduced in which k varies for different testing sets. The 
new algorithm computes the optimal k from the nearest neighbors of the current test 
sample in the training set. The Adaptive KNN algorithm shows better performance 
compared to the well-known KNN algorithms. (Keller, Gray, & Givens, 1985) present a 
fuzzy k-nearest neighbor algorithm. The algorithm implements the fuzzy sets theory. 
The fuzzy method assigns relative importance to the k nearest neighbors. The fuzzy 
KNN algorithm outperformed the KNN algorithm in classification accuracy, and shares 
close results with other well-known algorithms. (Zheng, Fung, & Zhou, 2010) introduce 
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two new query methods for improving the fuzzy KNN algorithm. The ad-hoc query uses 
best-first search to compute the distance between fuzzy objects and the current object, 
and the range query applies pruning rules to decrease the search time for a candidate. 
The new algorithm performed better than the basic fuzzy algorithm on both synthetic 
and real world datasets.  
 
3.7 Classification via Clustering (CVC) 
 Classification via Clustering is used in various fields in order to split data into 
different clusters, but mainly in text classification. (Pereira, Tishby, & Lee, 1993) 
introduce a distributional clustering method. Words are allocated into clusters according 
to the distribution of the occurrence in the way they appear. The clusters similarity is 
measured according to the relative entropy between the distributions. The technique was 
tested on the 1988 Associated Press datasets and showed remarkable clustering results. It 
is also applied in (Baker & Mccallum, 1998)'s text classification, but with a Naïve Bayes 
approach. Estimates are computed through Naïve Bayes, from the neighboring text data, 
to decide on the class of the current test instance. Results show that this technique 
outperformed several classification via clustering techniques. (Tishby, Pereira, & Bialek, 
1999) introduce a new technique, called "the information bottleneck", which is applied 
in several classification via clustering algorithms. In (Slonim & Tishby, 2001), the 
information bottleneck method offered the advantage of maintaining the largest amount 
of information about the categories in the design of word-clusters. Some works applied 
clustering to improve the efficiency of the training sets before starting with the 
classification. (Raskutti, Ferr, & Kowalczyk, Using unlabelled data for text classification 
through addition of cluster parameters, 2002) apply clustering on labeled and unlabeled 
instances of the training set, and extracted distinct instances from the clusters. These 
new instances participated in significantly improving the results of the classification. 
Moreover, (Raskutti, Ferr, & Kowalczyk, Combining clustering and co-training to 
enhance text classification using unlabelled data, 2002) introduced a co-training 
technique combined with the previously mentioned technique. This co-training 
technique consists of running two classifiers in parallel, one classifier works on the 
original unlabeled training set, and the other on the new training set extracted from 
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clustering the labeled and unlabeled instances. The technique was tested with two 
classifiers on three known benchmarks. Results show that this technique improves the 
accuracy of the classifiers, especially in the case of small training sets. (Kyriakopoulou 
& Kalamboukis, 2006) apply clustering on both the training set and the testing set. They 
believe that every collection of data has a structure. By clustering the training set and 
testing set, they revealed the structure in the data and ultimately improved the 
classification process. Experiments on the datasets of the ECDL/PKDD 2006 Challenge 
Discovery
2
 show a remarkable improvement of the classification especially on small 
training sets. 
 
3.8 Voting Feature Intervals (VFI) 
(Demiröz & Güvenir, Classification by voting feature intervals, 1997) introduce 
the voting feature interval algorithm (VFI). The algorithm uses feature intervals to 
separate the data and classify them. VFI outperformed the Naive Bayesian classifier in 
terms of accuracy and runtime when tested on real world datasets. (Demiröz, Non-
incremental classification learning algorithms based on voting feature interval, 1997) 
compares several voting feature intervals algorithms. The algorithms are non-
incremental learners and use the voting feature interval concept for classification. A 
genetic algorithm with a new crossover operator is used to compute the feature weights. 
The algorithms showed improvement in accuracy when compared to other voting feature 
based algorithms. In (Güvenir, Demiröz, & Ilter, 1998), a new version of the VFI 
algorithm, called VFI5, is introduced to tackle the differential diagnosis of Erythemato-
Squamous diseases. VFI5's advantages are: its features ability to independently 
participate in the classification, and its ability to provide a probabilistic distribution of 
the classes over all features when necessary. VFI5 showed an accuracy of 96.2% using 
10 fold cross-validation. 
 
 
 
                                                          
2
 ECDL-PKDD 2006 Discovery Challenge deals with personalized spam filtering and generalization 
across related learning tasks. 
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3.9 Comparative Study 
 In (Colas, Data mining scenarios for the discovery of subtypes and the 
comparison of algorithms, 2004), the author performs a comparative study between the 
support vector machines (SVM), the k nearest neighbor and the naïve Bayes classifiers. 
All three classifiers performed similarly when tested on binary class datasets. In 
(Elleithy, 2007), the authors tackle the spam email filtering problem using four 
classifiers; neural networks, support vector machines, naïve Bayes and J48. Results 
show that J48 has the best accuracy followed by naïve Bayes. Neural networks and SVM 
are considered not appropriate for binary decision problems. In (Kumar & Verma, 
2011), the authors perform a comparative study of classification algorithms on the 
diagnosis of breast cancer problem. They compare ID3, KNN, C4.5 and SVM on a 
dataset containing 10 attributes and 699 instances. Results show that KNN gives the best 
accuracy amongst all the algorithms. In (Endo, Shibata, & Tanaka, 2008), the authors 
predicted breast cancer survival using seven classification algorithms. Results came as 
follows; logistic regression (85.8%), J48 (85.6%), ANN (84.5%), decision trees with 
naïve Bayes (84.2), naïve Bayes (83.9%), Bayes net (83.9%) and ID3 (82.3%). In (Ture, 
Kurt, Turhan, & Ozdamar, 2005), the authors predict essential hypertension using 
several classification algorithms. The algorithms are separated into three categories; 
decision tree algorithms (chi-squared automatic interaction detector (CHAID), 
classification and regression tree (CART) and quick unbiased efficient statistical tree 
(QUEST)), statistical algorithms (logistic regression (LR), flexible discriminant analysis 
(FDA) and multivariate additive regression splines (MARS)) and neural networks 
algorithms (multi-layered perceptron (MPL) and radial basis function (RBF)). Results 
show that the neural networks algorithms outperformed the decision tree and statistical 
algorithms in this specific study, even though the latters show the capability of 
extracting patterns from the medical datasets. 
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CHAPTER FOUR 
DATASETS 
 
In this paper, we use medical datasets to assess the performance of the eight 
classification algorithms. The datasets are publically available at the Fred Hutchinson 
Cancer Research Center (labs.fhcrc.org/pepe/book/index.html#descrip). 
 
4.1 Dp2 
The dp2 dataset holds 1848 instances, 5 attributes and 1 classification label. The 
attributes are: audiometric threshold, subject identity, test outcome (the effect of the 
stimulus), stimulus intensity and stimulus frequency. The classification label represents 
the presence or absence of hearing impairment. In (Stover, Gorga, & Neely, 1996), the 
authors try to identify hearing impairment according to the effect stimulus level on the 
ability of distortion product otoacoustic emission (DPOAE) measurements. The study is 
done on 210 individuals several times with different stimulus level. 
 
4.2 Est1 
The est1 dataset holds 1465 instances, 2 attributes and 1 classification label. The 
attributes are: exercise stress test and chest pain history. The classification label 
represents the presence or absence of coronary artery disease. In (Weiner, et al., 1979), 
the authors study the influence of stress and chest pain on the presence of coronary 
artery disease. 
 
4.3 Lplaudio_b 
 The lplaudio_b dataset holds 3152 instances, 7 attributes and 1 classification 
label. The attributes are: subject identity, ear, specific test (A, B or C), location, age (in 
weeks), audio severity and test result. The classification label represents the presence or 
absence of hearing impairment. In (Leisenring, Pepe, & Longton, 1997), the authors 
marginal regression models to evaluate the effectiveness of diagnostic tests to detect 
diseases. 
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4.4 Nnhs 
 The nnhs dataset holds 5058 instances, 8 attributes and 1 classification label. The 
attributes are: subject identity, ear, site number, age, gender and the three tests TEOAE, 
DPOAE and ABR. The classification label represents the presences or absence of 
neonatal hearing impairment. In (Norton, et al., 2000), the authors evaluate the 
effectiveness of three tests in detecting neonatal hearing impairment. The tests are; 
transient evoked otoacoustic emission (TEOAE), distortion product otoacoustic emission 
(DPOAE) and auditory brain stem response (ABR). 
 
4.5 Orchratio2 
 The orchratio2 dataset holds 53 instances, 1538 attribute and 1 classification 
label. The first attribute represents the tissue identity, the second attribute represents the 
tissue number and each of the remaining attributes represents a gene value of the tissue. 
The classification label represents the presence or absence of cancerous tissue organs. In 
(Pepe, Longton, Anderson, & Schummer, 2003), the authors propose statistical methods 
to distinguish between cancerous and normal tissue organs according to their gene 
expression arrays. 
 
4.6 Psa2b 
 The psa2b holds 683 instances, 5 attributes and 1 classification label. The 
attributes are: patient identity, time relative to prostate cancer, free PSA, total PSA and 
patient age at blood draw. The classification label represents the presence or absence of 
prostate cancer. In (Etzioni, Pepe, Longton, Hu, & Goodman, 1999), the authors study 
the effectiveness of total serum PSA and the ratio of free to total PSA in the detection of 
prostate cancer. 
 
4.7 Tostbegg2 
 The tostbegg2 holds two 96 instance, 2 attributes and 1 classification label. The 
attributes are: the primary cancer and its rating. The classification label represents the 
presence or absence of hepatic metastasis (liver cancer caused by other cancers). In 
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(Tosteson & Begg, 1988), the authors apply generalized ordinal regression models to 
study the effect of primary cancers on hepatic metastasis.  
 
4.8 Wiedat2b 
 The wiedat2b holds 141 instances, 2 attributes and 1 classification label. The 
attributes are: the CA19-9 (tumor marker for managing pancreatic cancer) and the C 125 
(tumor marker found in blood of patients with pancreatic cancer). The classification 
label represents the presence or absence of pancreatic cancer. In (Wieand, Gail, James, 
& James, 1989), the authors study the effectiveness of two antigen biomarkers CA19-9 
and CA 125 in detecting pancreatic cancer. 
 
4.9 Statistical Information 
 The following table (Table 4.9.1) describes the datasets in details. In all the 
datasets, excluding the orchratio2 dataset, the class label has a value a and b that 
represent No (absence of the disease) and Yes (presence of the disease) respectively. For 
the orchratio2 dataset, the class label values a and b represent Normal and Cancerous 
respectively. Note that none of the datasets have any missing values. 
 
Table 4.9.1: Detailed Description of the Datasets: size is the number of instances, 
balance is the ratio of one class value to another, the number of attributes and class label, 
and the number of class label values (P and N represent the number of positive and 
negative instances respectively.) 
Name Size Balance Number of 
Attributes + Class 
Number of Class 
Label Values 
Dp2  1848 P = 1359 / N = 489 5 + 1 2 
Est1  1465 P = 442 / N = 1023 2 + 1 2 
Iplaudio_b 3152  P = 1690 / N = 1462 7 + 1 2 
Nnhs  5058 P = 4909 / N = 149 8 + 1 2 
Orchratio2  53 P = 30 / N = 23 1538 + 1 2 
Psa2b  683 P = 229 / N = 454  5 + 1 2 
Tostbegg2 96 P = 63 / N = 33 2 + 1 2 
Wiedat2b  141 P = 90 / N = 51 2 + 1 2 
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4.10 Attribute Distribution 
 In this section, we describe the distribution of each attribute in each dataset over 
the class labels. In each figure, the x-axis represents the range of values of the attribute 
and the numbers on top of each bar represent the number of instances covered by the 
bar. For example, in Figure 4.10.1.1, the number 489 on the first column means that 489 
instances have the audiometric threshold attribute value equal to 0. 
 
4.10.1 Dp2 Dataset 
 The dp2 dataset has 5 attributes: audiometric threshold, subject identity, test 
outcome (the effect of the stimulus), stimulus intensity and stimulus frequency. The 
positive class labels are represented in red and negative class labels are represented in 
blue. Note that the subject identity attribute was omitted from our study because it is 
unique for each instance. In Figures 4.10.1.1 to 4.10.1.4, we show the distribution of the 
attributes over the class label. In Figure 4.10.1.1, we can see that the attribute 
audiometric threshold separates the instances at value 36 (on the x-axis). All instances 
with audiometric threshold greater than 36 are negative, whereas all those with 
audiometric threshold less than 36 are positive. In Figure 4.10.1.2, we can see that the 
negative class label has majority when the test outcome attribute has a value less than -7, 
whereas the positive class label has  majority when the test outcome attribute has a value 
greater than -7. In Figures 4.10.1.3 and 4.10.1.4, we notice that the positive class label 
has  majority on all possible values of the two attributes. 
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Figure 4.10.1.1: The distribution of the audiometric threshold over the class label. The 
positive class labels are represented in red and the negative ones are represented in blue, 
the x-axis represents the range of values of the attribute and the numbers on top of each 
bar represent the number of instances covered by the bar. 
 
 
Figure 4.10.1.2: The distribution of the test outcome over the class label. The positive 
class labels are represented in red and the negative ones are represented in blue, the x-
axis represents the range of values of the attribute and the numbers on top of each bar 
represent the number of instances covered by the bar. 
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Figure 4.10.1.3: The distribution of the stimulus intensity over the class label. The 
positive class labels are represented in red and the negative ones are represented in blue, 
the x-axis represents the range of values of the attribute and the numbers on top of each 
bar represent the number of instances covered by the bar. 
 
 
Figure 4.10.1.4: The distribution of the stimulus frequency over the class label. The 
positive class labels are represented in red and the negative ones are represented in blue, 
the x-axis represents the range of values of the attribute and the numbers on top of each 
bar represent the number of instances covered by the bar. 
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4.10.2 Est1 Dataset 
 The est1 dataset has 2 attributes: exercise stress test and chest pain history. The 
positive class labels are represented in red and negative class labels are represented in 
blue. In Figures 4.10.2.1 and 4.10.2.2, we show the distribution of the attributes over the 
class label. We notice that the positive class label has majority when the exercise stress 
test and chest pain history attributes have value no, whereas the negative class label has 
majority when the exercise stress test and chest pain history attributes have value yes. 
 
 
Figure 4.10.2.1: The distribution of the exercise stress test (no = 0; yes = 1) over the 
class label. The positive class labels are represented in red and the negative ones are 
represented in blue, the x-axis represents the range of values of the attribute and the 
numbers on top of each bar represent the number of instances covered by the bar. 
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Figure 4.10.2.2: The distribution of the chest pain history (no = 0; yes = 1) over the class 
label. The positive class labels are represented in red and the negative ones are 
represented in blue, the x-axis represents the range of values of the attribute and the 
numbers on top of each bar represent the number of instances covered by the bar. 
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4.10.3 Lplaudio_b Dataset 
 The lplaudio_b dataset has 7 attributes: subject identity, ear, specific test (A, B or 
C), location, age (in weeks), test result and audio severity. The positive class labels are 
represented in red and negative class labels are represented in blue. Note that the subject 
identity attribute was omitted from our study because it is unique for each instance. In 
Figures 4.10.3.1 to 4.10.3.6, we show the distribution of the attributes over the class 
label. Similarly to the est1 dataset, we notice that one class label has  majority on some 
values of the attributes, whereas the other class label has  majority on the rest of the 
values of the attributes.  
 
 
Figure 4.10.3.1: The distribution of the ear over the class label. The positive class labels 
are represented in red and the negative ones are represented in blue, the x-axis represents 
the range of values of the attribute and the numbers on top of each bar represent the 
number of instances covered by the bar. 
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Figure 4.10.3.2: The distribution of the specific test (B = 1; A = 2; C = 3) over the class 
label. The positive class labels are represented in red and the negative ones are 
represented in blue, the x-axis represents the range of values of the attribute and the 
numbers on top of each bar represent the number of instances covered by the bar. 
 
 
 
Figure 4.10.3.3: The distribution of the location (room = 0; booth = 1) over the class 
label. The positive class labels are represented in red and the negative ones are 
represented in blue, the x-axis represents the range of values of the attribute and the 
numbers on top of each bar represent the number of instances covered by the bar. 
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Figure 4.10.3.4: The distribution of the age over the class label. The positive class labels 
are represented in red and the negative ones are represented in blue, the x-axis represents 
the range of values of the attribute and the numbers on top of each bar represent the 
number of instances covered by the bar. 
 
 
 
Figure 4.10.3.5: The distribution of the test result (no = 0; yes = 1) over the class label. 
The positive class labels are represented in red and the negative ones are represented in 
blue, the x-axis represents the range of values of the attribute and the numbers on top of 
each bar represent the number of instances covered by the bar. 
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Figure 4.10.3.6: The distribution of the audio severity over the class label. The positive 
class labels are represented in red and the negative ones are represented in blue, the x-
axis represents the range of values of the attribute and the numbers on top of each bar 
represent the number of instances covered by the bar. 
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4.10.4 Nnhs Dataset 
The nnhs dataset has 8 attributes: subject identity, ear, site number, age, gender 
and the three tests TEOAE, DPOAE and ABR. The positive class labels are represented 
in red and negative class labels are represented in blue. Note that the subject identity 
attribute was omitted from our study because it is unique for each instance. Figures 
4.10.4.1 to 4.10.4.7, we show the distribution of the attributes over the class label. We 
notice that the positive label has  majority on all values of all the attributes. 
 
 
Figure 4.10.4.1: The distribution of the ear over the class label. The positive class labels 
are represented in red and the negative ones are represented in blue, the x-axis represents 
the range of values of the attribute and the numbers on top of each bar represent the 
number of instances covered by the bar. 
 
 
 
 
 
 
 
 
 
 
 
 
71 
 
 
Figure 4.10.4.2: The distribution of the site number over the class label. The positive 
class labels are represented in red and the negative ones are represented in blue, the x-
axis represents the range of values of the attribute and the numbers on top of each bar 
represent the number of instances covered by the bar. 
 
 
 
Figure 4.10.4.3: The distribution of the age over the class label. The positive class labels 
are represented in red and the negative ones are represented in blue, the x-axis represents 
the range of values of the attribute and the numbers on top of each bar represent the 
number of instances covered by the bar. 
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Figure 4.10.4.4: The distribution of the gender (male = 1; female = 2) over the class 
label. The positive class labels are represented in red and the negative ones are 
represented in blue, the x-axis represents the range of values of the attribute and the 
numbers on top of each bar represent the number of instances covered by the bar. 
 
 
 
Figure 4.10.4.5: The distribution of the TEOAE over the class label. The positive class 
labels are represented in red and the negative ones are represented in blue and the x-axis 
represents the range of values of the attribute. 
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Figure 4.10.4.6: The distribution of the DPOAE test over the class label. The positive 
class labels are represented in red and the negative ones are represented in blue and the 
x-axis represents the range of values of the attribute. 
 
 
 
Figure 4.10.4.7: The distribution of the ABR test over the class label. The positive class 
labels are represented in red and the negative ones are represented in blue and the x-axis 
represents the range of values of the attribute. 
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4.10.5 Orchratio2 Dataset 
 The orchratio2 dataset has 1538 attribute: The first attribute represents the tissue 
identity, the second attribute represents the tissue number and each of the remaining 
attributes represents a gene value of the tissue. Due to the high number of attributes, we 
will not represent the orchratio2 dataset since it is very hard to find patterns within its 
data. 
 
4.10.6 Psa2b Dataset 
The psa2b dataset has 5 attributes: patient identity, time relative to prostate 
cancer, free PSA, total PSA and patient age at blood draw. The positive class labels are 
represented in red and negative class labels are represented in blue. Note that the patient 
identity attribute was omitted from our study because it is unique for each instance. In 
Figures 4.10.6.1 to 4.10.6.4, we show the distribution of the attributes over the class 
label. In Figure 4.10.6.1, we can see that the attribute time relative to prostate cancer 
separates the instances at value 0 (on the x-axis). All instances are negative when time 
relative to prostate cancer is greater than 0. Whereas when time relative to prostate 
cancer is less than 0, the instances are separated between positive and negative. In 
Figure 4.10.5.2, we can see that the negative class label has the majority when the free 
PSA attribute has a value equal to 0, whereas the positive class label has the majority for 
the rest of the attribute values. In Figures 4.10.5.3, we can see that the negative class 
label has the majority when the total PSA attribute has a value equal to 0.03, whereas the 
positive class label has the majority for the rest of the attribute values. In Figure 
4.10.5.4, similarly to the est1 dataset, we notice that one class label has the majority on 
some values of the attribute patient age at blood draw, whereas the other class label has 
the majority on the rest of the values of the attribute. 
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Figure 4.10.5.1: The distribution of the time relative to prostate cancer over the class 
label. The positive class labels are represented in red and the negative ones are 
represented in blue, the x-axis represents the range of values of the attribute and the 
numbers on top of each bar represent the number of instances covered by the bar. 
 
 
 
Figure 4.10.5.2: The distribution of the free PSA over the class label. The positive class 
labels are represented in red and the negative ones are represented in blue, the x-axis 
represents the range of values of the attribute and the numbers on top of each bar 
represent the number of instances covered by the bar. 
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Figure 4.10.5.3: The distribution of the total PSA over the class label. The positive class 
labels are represented in red and the negative ones are represented in blue, the x-axis 
represents the range of values of the attribute and the numbers on top of each bar 
represent the number of instances covered by the bar. 
 
 
 
Figure 4.10.5.4: The distribution of the patient age at blood draw over the class label. 
The positive class labels are represented in red and the negative ones are represented in 
blue, the x-axis represents the range of values of the attribute and the numbers on top of 
each bar represent the number of instances covered by the bar. 
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4.10.7 Tostbegg2 Dataset 
The tostbegg2 dataset has 2 attributes: the primary cancer and its rating. The 
positive class labels are represented in red and negative class labels are represented in 
blue. In Figures 4.10.7.1 and 4.10.7.2, we show the distribution of the attributes over the 
class label. Similarly to the est1 dataset, we notice that one class label has the majority 
on some values of the attributes, whereas the other class label has the majority on the 
rest of the values of the attributes. 
 
 
Figure 4.10.7.1: The distribution of the primary cancer (colon = 0; breast = 1) over the 
class label. The positive class labels are represented in red and the negative ones are 
represented in blue, the x-axis represents the range of values of the attribute and the 
numbers on top of each bar represent the number of instances covered by the bar. 
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Figure 4.10.7.1: The distribution of the cancer rating over the class label. The positive 
class labels are represented in red and the negative ones are represented in blue, the x-
axis represents the range of values of the attribute and the numbers on top of each bar 
represent the number of instances covered by the bar. 
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4.10.8 Wiedat2b Dataset 
The wiedat2b dataset has 2 attributes: the CA19-9 and the C 125 tests. The 
positive class labels are represented in red and negative class labels are represented in 
blue. In Figures 4.10.8.1 and 4.10.8.2, we show the distribution of the attributes over the 
class label. In Figure 4.10.8.1, we notice that, when CA19-9 is equal to 2.4, the instances 
are separated between positive and negative. On the other hand, all the instances are 
positive for the rest of attribute values. In Figure 4.10.8.2, we notice that the positive 
class label has the majority on all the values of the C 125 attribute. 
 
 
Figure 4.10.8.1: The distribution of the CA19-9 over the class label. The positive class 
labels are represented in red and the negative ones are represented in blue, the x-axis 
represents the range of values of the attribute and the numbers on top of each bar 
represent the number of instances covered by the bar. 
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Figure 4.10.8.2: The distribution of the C 125 over the class label. The positive class 
labels are represented in red and the negative ones are represented in blue, the x-axis 
represents the range of values of the attribute and the numbers on top of each bar 
represent the number of instances covered by the bar. 
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CHAPTER FIVE 
EXPERIMENTS 
 
 The experiments are done using WEKA
3
 on an Intel core i7 CPU 1.60GHz with 8 
GB of RAM computer for a number of 100 runs. WEKA is an open source software 
developed by the machine learning group at the university of Waikato. WEKA contains 
machine learning algorithms that can be used for classification, regression, clustering 
and many more. The experiments also include the majority classifier ZeroR and a 
random classifier. 
 
5.1 Data Modeling Techniques 
The performance of the eight algorithms is tested on the eight datasets using two 
well-known data modeling techniques; bootstrapping and cross-validation. 
 
5.1.1 Bootstrapping 
 Bootstrapping consists of dividing the dataset into a training set and a testing set. 
In our study, the training set is 73% and the testing is 27% of the original dataset. 
Instances in the training set are then duplicated randomly until the number of training 
instances becomes equal to the number of instances in the original dataset. The 
algorithms are trained using the new training set and tested on the testing set (27% of the 
original dataset). Bootstrapping is good for handling outliers in the dataset. Note that, 
when using bootstrapping, some instances might not be present in the training set and 
others might not be present in the testing set during the whole experiment. 
 
5.1.2 Cross-Validation 
 Cross-validation consists of dividing the dataset into a number of roughly equal 
sets. In our study, we perform a 10 fold cross-validation which consists of dividing the 
datasets into 10 sets of roughly equal size. The experiment is repeated 10 runs. At each 
run, 9 of the sets are combined to form the training set and the remaining fold is kept as 
the testing set. It is important to point out that, during cross-validation, each instance is 
                                                          
3
 WEKA (Waikato Knowledge for Environment Analysis): www.cs.waikato.ac.nz/ml/weka/index.html 
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are present in the testing set and the training set at some point during the whole 
experiment. 
 
5.3 Parameters of the Algorithms 
 All parameters were decided empirically after running each algorithm several 
times on the same data set. We include the parameters that gave the best results. Next,  
we describe these for each algorithm on each data set. 
 
5.3.1 ID3 
 ID3 was performed on all datasets using reduced-error pruning. The window size 
was kept to its default value (20). 
 
5.3.2 ANN 
 ANN was performed on all datasets for 500 iterations and using 1 hidden layer. 
The number of nodes per hidden layer and the learning rate used with each data set  are 
shown in Table 5.3.2.1. 
 
Table 5.3.2.1: Number of hidden nodes per hidden layer and learning rate for ANN on 
each data set 
Algorithm Number of Hidden Nodes Learning Rate 
Dp2 5 0.3 
Est1 5 0.1 
Lplaudio_b 15 0.1 
Nnhs 5 0.5 
Orchratio2 5 0.1 
Psa2b 5 0.3 
Tostbegg2 10 0.1 
Wiedat2b 10 0.2 
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5.3.3 PART 
 PART was performed on all datasets using reduced-error pruning. 
 
5.3.4 KNN 
 The number of k nearest neighbors for each dataset is represented in Table 
5.3.4.1. 
 
Table 5.3.4.1: Value for k in kNN on each data set 
Algorithm Number of nearest neighbors(k) 
Dp2 2 
Est1 2 
Lplaudio_b 2 
Nnhs 12 
Orchratio2 10 
Psa2b 4 
Tostbegg2 4 
Wiedat2b 4 
 
5.2 Statistical Measures in Binary Classification 
 True Positive (TP)    :   positive instances classified as positive. 
 True Negative (TN)    : negative instances classified as negative. 
 False Positive (FP)    : negative instances classified as positive. 
 False Negative (FN)    : positive instances classified as negative. 
 Accuracy (Acc)    : proportion of the true results (
     
           
) 
 Precision (Pre)    : positive predictive value (
  
     
) 
 Recall/Sensitivity (Rec) : true positive rate (
  
     
) 
 Specificity (Spe)    : true negative rate (
  
     
) 
 Balanced Accuracy (Jindex): balanced proportion of the true results (
       
 
) 
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5.3 ROC curve and Area under the Curve (AuC) 
 The ROC curve plots the rate of true positives versus the rate of false positives 
obtained after classifying the data. For a random classifier, the ROC curve is represented 
by a diagonal line with an area under the curve of 0.50. Classifiers are supposed to 
perform better and obtain an AuC result higher than 0.50. An AuC scale of 0.50 to 0.60 
is considered fail, 0.60 to 0.70 is poor, 0.70 to 0.80 is fair, 0.80 to 0.90 is good and 0.90 
to 1.00 is excellent. (Fawcett, 2006) 
 
 
Figure 5.1.1: ROC curves examples (blue curve represents a random classifier, purple 
curve represents a good classifier and yellow curve represents an excellent classifier. 
 
Figure 5.1.1 shows 3 different ROC curves for 3 different algorithms. The blue curve 
represents a random classifier and has an AuC of 0.50. The purple curve has a larger 
AuC of around 0.75. Finally the yellow curve has the largest AuC amongst all three 
curves of around 0.90. 
 
 
 
 
 
 
85 
 
CHAPTER SIX 
RESULTS 
 
 In this section, we show the performance of the eight algorithms as well as 
ZeroR and the random classifier on each dataset separately and an average performance 
over all the datasets using bootstrapping and 10-folds cross validation. All the results are 
computed as averages over 100 runs. 
 
6.1 Results on the Training Sets 
 This section describes the accuracy obtained by the algorithms on each of the 
training sets separately. 
 
Table 6.1.1: Accuracy of the algorithms on the training sets using bootstrapping (highest 
value is in bold and lowest value in italic) 
 dp2 est1 lplaudio nnhs orchratio2 psa2b tostbegg2 wiedat2b 
ID3 1.00 
(0.00) 
0.80 
(0.00) 
0.74 
(0.00) 
0.98 
(0.00) 
1.00 
(0.00) 
0.92 
(0.01) 
0.92 
(0.00) 
0.85 
(0.04) 
ANN 1.00 
(0.00) 
0.80 
(0.00) 
0.64 
(0.06) 
0.97 
(0.06) 
1.00 
(0.00) 
0.87 
(0.02) 
0.92 
(0.00) 
0.70 
(0.06) 
NB 0.95 
(0.04) 
0.80 
(0.00) 
0.62 
(0.01) 
0.96 
(0.04) 
0.96 
(0.01) 
0.78 
(0.01) 
0.88 
(0.02) 
0.69 
(0.05) 
LR 1.00 
(0.00) 
0.80 
(0.00) 
0.64 
(0.04) 
0.97 
(0.01) 
1.00 
(0.00) 
0.78 
(0.01) 
0.91 
(0.00) 
0.84 
(0.05) 
PART 1.00 
(0.00) 
0.80 
(0.00) 
0.73 
(0.05) 
0.98 
(0.02) 
1.00 
(0.00) 
0.88 
(0.01) 
0.91 
(0.00) 
0.85 
(0.05) 
CVC 0.77 
(0.07) 
0.80 
(0.00) 
0.60 
(0.03) 
0.61 
(0.05) 
0.94 
(0.05) 
0.60 
(0.02) 
0.88 
(0.03) 
0.60 
(0.06) 
VFI 1.00 
(0.00) 
0.78 
(0.01) 
0.63 
(0.02) 
0.82 
(0.02) 
1.00 
(0.00) 
0.66 
(0.01) 
0.83 
(0.02) 
0.73 
(0.04) 
KNN 0.99 
(0.00) 
0.80 
(0.00) 
0.70 
(0.01) 
0.98 
(0.01) 
0.98 
(0.01) 
0.91 
(0.01) 
0.91 
(0.00) 
0.89 
(0.03) 
ZeroR 0.73 
(0.00) 
0.71 
(0.00) 
0.51 
(0.00) 
0.97 
(0.00) 
0.60 
(0.00) 
0.67 
(0.00) 
0.71 
(0.00) 
0.60 
(0.00) 
Random 0.50 
(0.22) 
0.51 
(0.22) 
0.49 
(0.23) 
0.51 
(0.27) 
0.51 
(0.24) 
0.50 
(0.26) 
0.50 
(0.28) 
0.51 
(0.25) 
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Table 6.1.2: Accuracy of the algorithms on the training sets using cross-validation 
(highest value is in bold and lowest value in italic) 
 dp2 est1 lplaudio nnhs orchratio2 psa2b tostbegg2 wiedat2b 
ID3 1.00 
(0.00) 
0.80 
(0.00) 
0.64 
(0.01) 
1.00 
(0.00) 
1.00 
(0.00) 
0.90 
(0.02) 
0.84 
(0.00) 
0.84 
(0.06) 
ANN 1.00 
(0.00) 
0.80 
(0.00) 
0.64 
(0.01) 
0.97 
(0.00) 
1.00 
(0.00) 
0.84 
(0.03) 
0.84 
(0.00) 
0.69 
(0.02) 
NB 0.95 
(0.01) 
0.80 
(0.00) 
0.61 
(0.02) 
0.96 
(0.01) 
0.98 
(0.01) 
0.75 
(0.02) 
0.84 
(0.00) 
0.76 
(0.06) 
LR 1.00 
(0.00) 
0.80 
(0.00) 
0.64 
(0.02) 
0.97 
(0.00) 
1.00 
(0.00) 
0.80 
(0.03) 
0.84 
(0.00) 
0.81 
(0.06) 
PART 1.00 
(0.00) 
0.80 
(0.00) 
0.64 
(0.01) 
0.97 
(0.01) 
1.00 
(0.00) 
0.88 
(0.02 
0.84 
(0.00) 
0.84 
(0.06) 
CVC 0.69 
(0.06) 
0.78 
(0.03) 
0.59 
(0.04) 
0.60 
(0.07) 
0.91 
(0.04) 
0.61 
(0.04) 
0.83 
(0.06) 
0.59 
(0.05) 
VFI 1.00 
(0.00) 
0.78 
(0.03) 
0.62 
(0.02) 
0.93 
(0.04) 
0.96 
(0.03) 
0.65 
(0.03) 
0.82 
(0.03) 
0.75 
(0.07) 
KNN 0.99 
(0.00) 
0.80 
(0.00) 
0.77 
(0.01) 
0.97 
(0.00) 
0.96 
(0.03) 
0.80 
(0.02) 
0.84 
(0.00) 
0.86 
(0.06) 
ZeroR 0.73 
(0.00) 
0.71 
(0.00) 
0.54 
(0.00) 
0.97 
(0.00) 
0.57 
(0.00) 
0.66 
(0.00) 
0.66 
(0.00) 
0.64 
(0.00) 
Random 0.51 
(0.22) 
0.50 
(0.22) 
0.51 
(0.22) 
0.51 
(0.27) 
0.52 
(0.26) 
0.50 
(0.28) 
0.49 
(0.28) 
0.51 
(0.26) 
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6.2 Results on Testing Sets 
This section describes the performance of the algorithms on each of the testing 
sets separately and the average performance of the algorithms over all the datasets. 
 
Table 6.2.1: Results of the algorithms on the dp2 dataset using bootstrapping (size = 
499; P = 366.4, N = 132.6)
4
 (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
366.40 
(0.49) 
132.58 
(0.50) 
0.00 
(0.00) 
0.00 
(0.00) 
ANN 1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
366.40 
(0.49) 
132.58 
(0.50) 
0.00 
(0.00) 
0.00 
(0.00) 
NB 0.94 
(0.01) 
1.00 
(0.00) 
0.92 
(0.01) 
1.00 
(0.00) 
0.96 
(0.01) 
1.00 
(0.00) 
337.67 
(4.44) 
132.58 
(0.50) 
0.00 
(0.00) 
28.73 
(4.47) 
LR 0.99 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
366.34 
(0.61) 
132.26 
(0.63) 
0.32 
(0.47) 
0.06 
(0.34) 
PART 1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
366.40 
(0.49) 
132.58 
(0.50) 
0.00 
(0.00) 
0.00 
(0.00) 
CVC 0.69 
(0.09) 
0.90 
(0.12) 
0.66 
(0.05) 
0.76 
(0.28) 
0.71 
(0.17) 
0.71 
(0.15) 
242.76 
(20.00) 
100.64 
(37.15) 
31.94 
(37.19) 
123.64 
(20.00) 
VFI 0.99 
(0.01) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
366.37 
(0.53) 
132.54 
(0.58) 
0.03 
(0.17) 
0.04 
(0.28) 
KNN 0.98 
(0.01) 
0.99 
(0.01) 
1.00 
(0.00) 
0.97 
(0.01) 
0.99 
(0.01) 
0.99 
(0.01) 
364.62 
(1.63) 
128.49 
(1.93) 
4.09 
(1.90) 
1.78 
(1.61) 
ZeroR 0.73 
(0.01) 
0.73 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
366.40 
(0.49) 
0.00 
(0.00) 
132.58 
(0.50) 
0.00 
(0.00) 
Random 0.51 
(0.23) 
0.74 
(0.26) 
0.50 
(0.29) 
0.51 
(0.29) 
0.51 
(0.29) 
0.50 
(0.05) 
184.7 
(110.27) 
68.38 
(36.23) 
64.2 
(36.23) 
181.7 
(110.29) 
 
 
 
 
 
 
 
                                                          
4
 Size, P, and N are averages over 100 run in Tables 6.2.1 – 6.2.16. 
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Figure 6.2.1: Accuracy, precision and recall with standard deviation of each algorithm 
on the dp2 dataset from Table 6.2.1 
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Table 6.2.2: Results of the algorithms on the dp2 dataset using cross-validation (size = 
184.8; P = 135.9, N = 48.9) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
135.90 
(0.30) 
48.90 
(0.30) 
0.00 
(0.00) 
0.00 
(0.00) 
ANN 1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
135.90 
(0.30) 
48.90 
(0.31) 
0.00 
(0.00) 
0.00 
(0.09) 
NB 0.94 
(0.02) 
0.99 
(0.04) 
0.92 
(0.02) 
0.99 
(0.01) 
0.96 
(0.01) 
0.99 
(0.00) 
125.01 
(3.04) 
48.60 
(0.59) 
0.30 
(0.52) 
10.90 
(3.02) 
LR 1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
135.90 
(0.30) 
48.90 
(0.30) 
0.00 
(0.00) 
0.00 
(0.00) 
PART 1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
135.90 
(0.30) 
48.90 
(0.30) 
0.00 
(0.00) 
0.00 
(0.00) 
CVC 0.67 
(0.10) 
0.87 
(0.12) 
0.64 
(0.07) 
0.74 
(0.27) 
0.69 
(0.17) 
0.69 
(0.15) 
86.93 
(9.48) 
36.28 
(13.00) 
12.62 
(13.00) 
48.97 
(9.47) 
VFI 1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
135.90 
(0.30) 
48.90 
(0.31) 
0.00 
(0.03) 
0.00 
(0.09) 
KNN 0.97 
(0.01) 
0.99 
(0.03) 
0.97 
(0.01) 
0.97 
(0.02) 
0.97 
(0.01) 
0.98 
(0.01) 
132.43 
(1.94) 
47.31 
(1.20) 
1.59 
(1.17) 
3.47 
(1.91) 
ZeroR 0.74 
(0.00) 
0.74 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
135.90 
(0.30) 
0.00 
(0.00) 
48.90 
(0.30) 
0.00 
(0.00) 
Random 0.50 
(0.22) 
0.73 
(0.29) 
0.49 
(0.26) 
0.50 
(0.27) 
0.50 
(0.27) 
0.50 
(0.05) 
67.23 
(40.20) 
24.63 
(14.48) 
24.27 
(14.48) 
68.67 
(40.20) 
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Figure 6.2.2: Accuracy, precision and recall with standard deviation of each algorithm 
on the dp2 dataset from Table 6.2.2 
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Table 6.2.3: Results of the algorithms on the est1 dataset using bootstrapping  
(size = 395.5; P = 114.7, N = 280.8) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.80 
(0.02) 
0.75 
(0.05) 
0.48 
(0.08) 
0.93 
(0.04) 
0.71 
(0.10) 
0.70 
(0.03) 
54.70 
(9.52) 
261.42 
(12.09) 
19.37 
(12.12) 
60.04 
(9.58) 
ANN 0.80 
(0.01) 
0.69 
(0.08) 
0.63 
(0.20) 
0.87 
(0.08) 
0.75 
(0.14) 
0.84 
(0.02) 
71.80 
(23.43) 
243.97 
(23.79) 
36.82 
(23.78) 
42.94 
(23.40) 
NB 0.80 
(0.01) 
0.76 
(0.04) 
0.46 
(0.04) 
0.94 
(0.01) 
0.70 
(0.03) 
0.84 
(0.02) 
52.97 
(4.42) 
263.78 
(3.13) 
17.01 
(3.09) 
61.77 
(4.46) 
LR 0.79 
(0.01) 
0.80 
(0.07) 
0.37 
(0.07) 
0.96 
(0.02) 
0.67 
(0.05) 
0.84 
(0.02) 
42.44 
(7.75) 
269.56 
(6.40) 
11.23 
(6.33) 
72.30 
(7.77) 
PART 0.79 
(0.02) 
0.71 
(0.08) 
0.55 
(0.17) 
0.90 
(0.08) 
0.73 
(0.13) 
0.83 
(0.04) 
62.80 
(19.56) 
251.51 
(22.55) 
29.28 
(22.63) 
51.94 
(19.53) 
CVC 0.78 
(0.01) 
0.66 
(0.09) 
0.62 
(0.15) 
0.85 
(0.07) 
0.74 
(0.11) 
0.74 
(0.04) 
71.52 
(17.57) 
239.48 
(20.03) 
41.31 
(20.07) 
43.22 
(17.55) 
VFI 0.78 
(0.01) 
0.60 
(0.03) 
0.73 
(0.05) 
0.80 
(0.02) 
0.77 
(0.04) 
0.84 
(0.02) 
83.98 
(5.37) 
224.86 
(6.19) 
55.93 
(6.17) 
30.76 
(5.44) 
KNN 0.80 
(0.02) 
0.73 
(0.07) 
0.51 
(0.13) 
0.92 
(0.07) 
0.72 
(0.10) 
0.84 
(0.02) 
58.13 
(15.23) 
257.10 
(18.30 
23.69 
(18.34) 
56.61 
(15.27) 
ZeroR 0.71 
(0.00) 
0.00 
(0.00) 
0.00 
(0.00) 
1.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
0.00 
(0.00) 
280.79 
(0.41) 
0.00 
(0.00) 
114.74 
(0.44) 
Random 0.51 
(0.22) 
0.30 
(0.18) 
0.50 
(0.16) 
0.51 
(0.18) 
0.51 
(0.17) 
0.51 
(0.06) 
57.88 
(35.04) 
142.65 
(82.33) 
138.14 
(82.31) 
56.86 
(35.06) 
 
 
92 
 
 
Figure 6.2.3: Accuracy, precision and recall with standard deviation of all the algorithms 
on the est1 dataset from Table 6.2.3 
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Table 6.2.4: Results of the algorithms on the est1 dataset using cross-validation  
(size = 146.5; P = 44.2, N = 102.3) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.79 
(0.03) 
0.76 
(0.03) 
0.46 
(0.10) 
0.94 
(0.05) 
0.70 
(0.08) 
0.70 
(0.04) 
20.22 
(4.37) 
95.96 
(5.11) 
6.34 
(5.09) 
23.98 
(4.33) 
ANN 0.79 
(0.03) 
0.66 
(0.06) 
0.62 
(0.21) 
0.86 
(0.10) 
0.74 
(0.16) 
0.84 
(0.03) 
27.36 
(9.36) 
88.46 
(9.87) 
13.84 
(9.86) 
16.85 
(9.36) 
NB 0.80 
(0.02) 
0.78 
(0.02) 
0.45 
(0.07) 
0.95 
(0.02) 
0.70 
(0.05) 
0.84 
(0.03) 
19.70 
(3.02) 
96.90 
(2.20) 
5.40 
(2.18) 
24.50 
(3.00) 
LR 0.79 
(0.02) 
0.79 
(0.02) 
0.41 
(0.08) 
0.95 
(0.03) 
0.68 
(0.06) 
0.84 
(0.03) 
18.05 
(3.64) 
97.44 
(2.73) 
4.86 
(2.71) 
26.15 
(3.64) 
PART 0.78 
(0.03) 
0.67 
(0.06) 
0.54 
(0.19) 
0.89 
(0.10) 
0.70 
(0.15) 
0.82 
(0.04) 
24.05 
(8.35) 
90.71 
(10.13) 
11.59 
(10.13) 
20.15 
(8.33) 
CVC 0.78 
(0.03) 
0.65 
(0.05) 
0.62 
(0.18) 
0.86 
(0.08) 
0.74 
(0.13) 
0.74 
(0.06) 
27.19 
(7.90) 
87.73 
(8.66) 
14.57 
(8.69) 
17.01 
(7.92) 
VFI 0.78 
(0.03) 
0.61 
(0.03) 
0.74 
(0.06) 
0.80 
(0.04) 
0.77 
(0.05) 
0.83 
(0.03) 
32.70 
(2.74) 
81.50 
(3.94) 
20.80 
(3.92) 
11.50 
(2.75) 
KNN 0.79 
(0.03) 
0.74 
(0.04) 
0.47 
(0.13) 
0.93 
(0.03) 
0.70 
(0.08) 
0.84 
(0.03) 
20.93 
(5.29) 
94.87 
(6.94) 
7.44 
(6.93) 
23.27 
(5.55) 
ZeroR 0.70 
(0.00) 
0.00 
(0.00) 
0.00 
(0.00) 
1.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
0.00 
(0.00) 
102.30 
(0.46) 
0.00 
(0.00) 
44.20 
(0.40) 
Random 0.51 
(0.22) 
0.31 
(0.29) 
0.52 
(0.21) 
0.51 
(0.23) 
0.51 
(0.22) 
0.51 
(0.01) 
23.20 
(12.17) 
51.78 
(29.75) 
50.52 
(29.71) 
21.00 
(12.17) 
 
 
94 
 
 
Figure 6.2.4: Accuracy, precision and recall with standard deviation of all the algorithms 
on the est1 dataset from Table 6.2.4 
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Table 6.2.5: Results of the algorithms on the lplaudio_b dataset using bootstrapping 
(size = 851.04; P = 434.15, N = 416.89) (highest value is in bold and lowest value in 
italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.65 
(0.02) 
0.68 
(0.03) 
0.59 
(0.05) 
0.71 
(0.05) 
0.65 
(0.05) 
0.69 
(0.02) 
256.53 
(21.91) 
294.33 
(22.69) 
122.56 
(22.71) 
177.62 
(21.94) 
ANN 0.63 
(0.02) 
0.65 
(0.03) 
0.59 
(0.09) 
0.67 
(0.10) 
0.63 
(0.10) 
0.67 
(0.02) 
257.85 
(38.27) 
277.25 
(39.80) 
176.30 
(38.25) 
139.64 
(39.83) 
NB 0.62 
(0.02) 
0.66 
(0.02) 
0.52 
(0.02) 
0.73 
(0.02) 
0.63 
(0.02) 
0.67 
(0.02) 
223.97 
(8.34) 
303.60 
(9.14) 
113.29 
(9.14) 
210.18 
(8.35) 
LR 0.64 
(0.02) 
0.66 
(0.01) 
0.61 
(0.02) 
0.67 
(0.02) 
0.64 
(0.02) 
0.67 
(0.02) 
265.78 
(9.51) 
277.38 
(10.11) 
139.51 
(10.09) 
168.37 
(9.49) 
PART 0.64 
(0.01) 
0.68 
(0.03) 
0.59 
(0.06) 
0.70 
(0.07) 
0.65 
(0.07) 
0.69 
(0.02) 
257.04 
(27.52) 
291.45 
(28.08) 
125.44 
(28.12) 
177.11 
(27.59) 
CVC 0.59 
(0.04) 
0.62 
(0.06) 
0.56 
(0.09) 
0.63 
(0.14) 
0.60 
(0.12) 
0.59 
(0.04) 
240.98 
(39.17) 
263.29 
(59.74) 
153.60 
(59.72) 
193.17 
(39.12) 
VFI 0.62 
(0.02) 
0.66 
(0.02) 
0.54 
(0.05) 
0.71 
(0.03) 
0.63 
(0.04) 
0.66 
(0.02) 
236.28 
(19.63) 
294.83 
(12.74) 
122.06 
(12.73) 
197.87 
(19.68) 
KNN 0.66 
(0.02) 
0.63 
(0.01) 
0.77 
(0.02) 
0.54 
(0.03) 
0.66 
(0.03) 
0.73 
(0.02) 
334.78 
(9.13) 
223.07 
(11.02) 
193.82 
(11.04) 
99.37 
(9.15) 
ZeroR 0.51 
(0.00) 
0.51 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
434.15 
(0.36) 
0.00 
(0.00) 
416.89 
(0.31) 
0.00 
(0.00) 
Random 0.50 
(0.23) 
0.51 
(0.23) 
0.50 
(0.26) 
0.50 
(0.25) 
0.50 
(0.26) 
0.50 
(0.05) 
216.18 
(128.40) 
209.73 
(123.46) 
207.16 
(123.46) 
217.97 
(128.42) 
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Figure 6.2.5: Accuracy, precision and recall with standard deviation of all the algorithms 
on the lplaudio_b dataset from Table 6.2.5 
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Table 6.2.6: Results of the algorithms on the lplaudio_b dataset using cross-validation 
(size = 315.2; P = 169.0, N = 146.2) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.63 
(0.02) 
0.66 
(0.03) 
0.63 
(0.05) 
0.63 
(0.06) 
0.63 
(0.06) 
0.65 
(0.03) 
106.26 
(8.34) 
91.46 
(8.21) 
54.74 
(8.19) 
62.74 
(8.34) 
ANN 0.63 
(0.03) 
0.66 
(0.04) 
0.63 
(0.09) 
0.62 
(0.11) 
0.63 
(0.10) 
0.66 
(0.03) 
107.13 
(15.62) 
90.03 
(15.73) 
56.17 
(15.73) 
61.87 
(15.62) 
NB 0.61 
(0.02) 
0.68 
(0.03) 
0.51 
(0.04) 
0.73 
(0.03) 
0.62 
(0.04) 
0.66 
(0.03) 
85.86 
(6.08) 
106.56 
(5.03) 
39.64 
(5.03) 
83.14 
(6.08) 
LR 0.63 
(0.02) 
0.66 
(0.03) 
0.65 
(0.04) 
0.62 
(0.04) 
0.64 
(0.04) 
0.67 
(0.03) 
109.69 
(6.74) 
90.03 
(5.93) 
56.17 
(5.91) 
59.31 
(6.74) 
PART 0.62 
(0.03) 
0.66 
(0.02) 
0.62 
(0.05) 
0.62 
(0.06) 
0.62 
(0.06) 
0.65 
(0.03) 
104.93 
(9.05) 
91.20 
(8.84) 
55.01 
(8.84) 
64.07 
(9.05) 
CVC 0.58 
(0.04) 
0.64 
(0.06) 
0.55 
(0.09) 
0.62 
(0.14) 
0.59 
(0.12) 
0.59 
(0.05) 
92.65 
(14.96) 
91.12 
(20.86) 
55.08 
(20.87) 
76.35 
(14.96) 
VFI 0.61 
(0.03) 
0.68 
(0.03) 
0.53 
(0.05) 
0.71 
(0.04) 
0.62 
(0.05) 
0.66 
(0.03) 
88.86 
(8.76) 
104.49 
(5.75) 
41.72 
(5.75) 
80.14 
(8.76) 
KNN 0.55 
(0.02) 
0.54 
(0.01) 
0.80 
(0.03) 
0.28 
(0.04) 
0.54 
(0.04) 
0.56 
(0.03) 
134.47 
(4.91) 
40.57 
(5.25) 
105.64 
(5.26) 
34.53 
(4.91) 
ZeroR 0.53 
(0.00) 
0.54 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
169.00 
(0.00) 
0.00 
(0.00) 
146.20 
(0.40) 
0.00 
(0.00) 
Random 0.50 
(0.22) 
0.54 
(0.24) 
0.50 
(0.29) 
0.49 
(0.30) 
0.50 
(0.30) 
0.50 
(0.01) 
85.3 
(46.22) 
72.1 
(40.91) 
74.1 
(40.91) 
83.7 
(46.20) 
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Figure 6.2.6: Accuracy, precision and recall with standard deviation of all the algorithms 
on the lplaudio_b dataset from Table 6.2.6 
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Table 6.2.7: Results of the algorithms on the nnhs dataset using bootstrapping  
(size = 1365.72; P = 1329.54, N = 36.18) (highest value is in bold and lowest value in 
italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.97 
(0.00) 
0.98 
(0.00) 
1.00 
(0.00) 
0.10 
(0.06) 
0.55 
(0.03) 
0.58 
(0.05) 
1326.93 
(2.56) 
3.65 
(2.08) 
32.53 
(2.17) 
2.61 
(2.55) 
ANN 0.97 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.04 
(0.04) 
0.52 
(0.02) 
0.63 
(0.05) 
1329.17 
(0.84) 
1.34 
(1.28) 
34.84 
(1.33) 
0.37 
(0.75) 
NB 0.96 
(0.00) 
0.98 
(0.00) 
0.98 
(0.00) 
0.17 
(0.04) 
0.58 
(0.02) 
0.67 
(0.04) 
1308.93 
(5.86) 
6.10 
(1.55) 
30.08 
(1.55) 
20.61 
(5.90) 
LR 0.97 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.68 
(0.05) 
1329.54 
(0.50) 
0.00 
(0.00) 
36.18 
(0.39) 
0.00 
(0.00) 
PART 0.97 
(0.00) 
0.98 
(0.00) 
1.00 
(0.00) 
0.14 
(0.06) 
0.57 
(0.03) 
0.69 
(0.05) 
1324.75 
(3.61) 
5.00 
(2.14) 
31.18 
(2.23) 
4.79 
(3.61) 
CVC 0.56 
(0.06) 
0.97 
(0.00) 
0.56 
(0.06) 
0.38 
(0.10) 
0.47 
(0.08) 
0.47 
(0.04) 
750.32 
(84.40) 
13.81 
(3.82) 
22.37 
(3.78) 
579.22 
(84.49) 
VFI 0.79 
(0.05) 
0.97 
(0.00) 
0.80 
(0.05) 
0.10 
(0.08) 
0.45 
(0.07) 
0.60 
(0.05) 
1070.19 
(76.39) 
3.71 
(3.07) 
32.47 
(3.03) 
259.35 
(76.46) 
KNN 0.97 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.69 
(0.04) 
1329.51 
(0.52) 
0.02 
(0.14) 
36.16 
(0.39) 
0.03 
(0.17) 
ZeroR 0.97 
(0.03) 
0.97 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
1329.54 
(0.50) 
0.00 
(0.00) 
36.18 
(0.39) 
0.00 
(0.00) 
Random 0.50 
(0.27) 
0.50 
(0.29) 
0.50 
(0.32) 
0.50 
(0.24) 
0.50 
(0.28) 
0.50 
(0.06) 
666.30 
(393.5) 
18.07 
(10.40) 
18.11 
(10.42) 
663.24 
(393.5) 
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Figure 6.2.7: Accuracy, precision and recall with standard deviation of all the algorithms 
on the nnhs dataset from Table 6.2.7 
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Table 6.2.8: Results of the algorithms on the nnhs dataset using cross-validation  
(size = 505.8; P = 490.9, N = 14.9) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.97 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.00 
(0.01) 
0.50 
(0.01) 
0.51 
(0.03) 
490.61 
(0.79) 
0.02 
(0.16) 
14.88 
(0.34) 
0.29 
(0.73) 
ANN 0.98 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.64 
(0.07) 
490.90 
(0.30) 
0.00 
(0.00) 
14.90 
(0.30) 
0.00 
(0.00) 
NB 0.97 
(0.01) 
0.97 
(0.00) 
0.99 
(0.01) 
0.10 
(0.07) 
0.55 
(0.04) 
0.65 
(0.07) 
484.56 
(2.59) 
1.54 
(1.04) 
13.37 
(1.07) 
6.35 
(2.58) 
LR 0.97 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.65 
(0.07) 
490.90 
(0.30) 
0.00 
(0.00) 
14.90 
(0.30) 
0.00 
(0.00) 
PART 0.97 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.02 
(0.03) 
0.51 
(0.02) 
0.57 
(0.07) 
489.63 
(1.30) 
0.26 
(0.51) 
14.64 
(0.58) 
1.27 
(0.00) 
CVC 0.57 
(0.07) 
0.97 
(0.01) 
0.57 
(0.08) 
0.39 
(0.16) 
0.48 
(0.08) 
0.48 
(0.06) 
281.01 
(37.88) 
5.82 
(2.32) 
9.08 
(2.33) 
209.89 
(37.90) 
VFI 0.86 
(0.05) 
0.97 
(0.01) 
0.88 
(0.07) 
0.08 
(0.04) 
0.48 
(0.06) 
0.57 
(0.07) 
431.42 
(22.35) 
1.14 
(1.02) 
13.76 
(1.05) 
59.49 
(22.34) 
KNN 0.97 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.51 
(0.04) 
490.88 
(0.33) 
0.00 
(0.00) 
14.90 
(0.30) 
0.02 
(0.14) 
ZeroR 0.97 
(0.00) 
0.97 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
490.90 
(0.30) 
0.00 
(0.00) 
14.90 
(0.30) 
0.00 
(0.00) 
Random 0.50 
(0.28) 
0.50 
(0.22) 
0.50 
(0.28) 
0.50 
(0.23) 
0.50 
(0.26) 
0.51 
(0.08) 
243.79 
(139.65) 
7.49 
(4.43) 
7.41 
(4.41) 
247.11 
(139.65) 
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Figure 6.2.8: Accuracy, precision and recall with standard deviation of all the algorithms 
on the nnhs dataset from Table 6.2.8 
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Table 6.2.9: Results of the algorithms on the orchratio2 dataset using bootstrapping  
(size = 14.23; P = 8.56, N = 5.67) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.95 
(0.08) 
0.95 
(0.08) 
0.97 
(0.08) 
0.92 
(0.15) 
0.95 
(0.12) 
0.94 
(0.09) 
8.30 
(0.85) 
5.20 
(0.89) 
0.47 
(0.87) 
0.26 
(0.71) 
ANN 0.96 
(0.05) 
0.97 
(0.05) 
0.97 
(0.06) 
0.95 
(0.08) 
0.96 
(0.07) 
0.99 
(0.03) 
8.31 
(0.84) 
5.46 
(0.59) 
0.31 
(0.46) 
0.25 
(0.54) 
NB 0.92 
(0.07) 
0.90 
(0.08) 
0.99 
(0.05) 
0.82 
(0.16) 
0.91 
(0.11) 
0.91 
(0.08) 
8.46 
(0.66) 
4.65 
(0.98) 
1.02 
(0.93) 
0.10 
(0.44) 
LR 0.91 
(0.08) 
0.94 
(0.08) 
0.91 
(0.12) 
0.91 
(0.13) 
0.91 
(0.13) 
0.97 
(0.06) 
7.81 
(1.13) 
5.16 
(0.84) 
0.51 
(0.75) 
0.75 
(1.00) 
PART 0.95 
(0.08) 
0.95 
(0.08) 
0.97 
(0.08) 
0.92 
(0.15) 
0.95 
(0.12) 
0.94 
(0.09) 
8.30 
(0.85) 
5.20 
(0.89) 
0.47 
(0.87) 
0.26 
(0.71) 
CVC 0.82 
(0.16) 
0.88 
(0.19) 
0.83 
(0.22) 
0.80 
(0.34) 
0.82 
(0.28) 
0.81 
(0.18) 
7.03 
(1.91) 
4.58 
(1.97) 
1.06 
(1.80) 
1.45 
(1.87) 
VFI 0.96 
(0.04) 
0.96 
(0.05) 
0.99 
(0.05) 
0.93 
(0.09) 
0.96 
(0.07) 
0.99 
(0.02) 
8.44 
(0.67) 
5.29 
(0.66) 
0.38 
(0.51) 
0.12 
(0.46) 
KNN 0.89 
(0.07) 
0.96 
(0.06) 
0.86 
(0.11) 
0.94 
(0.08) 
0.90 
(0.10) 
0.95 
(0.04) 
7.38 
(1.05) 
5.35 
(0.61) 
0.32 
(0.47) 
1.18 
(0.89) 
ZeroR 0.60 
(0.02) 
0.60 
(0.03) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
8.56 
(0.50) 
0.00 
(0.00) 
5.67 
(0.47) 
0.00 
(0.00) 
Random 0.51 
(0.26 
0.61 
(0.18) 
0.50 
(0.26) 
0.52 
(0.28) 
0.51 
(0.27) 
0.51 
(0.09) 
4.24 
(2.58) 
2.95 
(1.62) 
2.72 
(1.62) 
4.32 
(2.58) 
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Figure 6.2.9: Accuracy, precision and recall with standard deviation of all the algorithms 
on the orchratio2 dataset from Table 6.2.9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
105 
 
Table 6.2.10: Results of the algorithms on the orchratio2 dataset using cross-validation 
(size = 5.3; P = 3.0, N = 2.3) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.88 
(0.14) 
0.88 
(0.22) 
0.90 
(0.19) 
0.85 
(0.25) 
0.88 
(0.22) 
0.87 
(0.15) 
2.70 
(0.56) 
1.95 
(0.67) 
0.36 
(0.57) 
0.30 
(0.56) 
ANN 0.91 
(0.12) 
0.95 
(0.17) 
0.88 
(0.19) 
0.94 
(0.16) 
0.91 
(0.18) 
0.98 
(0.06) 
2.65 
(0.56) 
2.16 
(0.57) 
0.14 
(0.36) 
0.35 
(0.56) 
NB 0.86 
(0.14) 
0.88 
(0.21) 
0.87 
(0.19) 
0.85 
(0.24) 
0.86 
(0.22) 
0.88 
(0.14) 
2.61 
(0.57) 
1.95 
(0.67) 
0.35 
(0.54) 
0.39 
(0.57) 
LR 0.83 
(0.16) 
0.83 
(0.26) 
0.87 
(0.20) 
0.77 
(0.28) 
0.82 
(0.24) 
0.88 
(0.17) 
2.61 
(0.59) 
1.77 
(0.73) 
0.53 
(0.65) 
0.39 
(0.59) 
PART 0.88 
(0.14) 
0.88 
(0.22) 
0.90 
(0.19) 
0.85 
(0.25) 
0.88 
(0.22) 
0.87 
(0.15) 
2.70 
(0.56) 
1.95 
(0.67) 
0.36 
(0.57) 
0.30 
(0.56) 
CVC 0.83 
(0.18) 
0.88 
(0.31) 
0.82 
(0.25) 
0.85 
(0.32) 
0.84 
(0.29) 
0.84 
(0.18) 
2.46 
(0.74) 
1.96 
(0.84) 
0.34 
(0.76) 
0.54 
(0.74) 
VFI 0.83 
(0.15) 
0.87 
(0.11) 
0.83 
(0.21) 
0.83 
(0.26) 
0.83 
(0.24) 
0.92 
(0.13) 
2.49 
(0.63) 
1.92 
(0.70) 
0.38 
(0.58) 
0.51 
(0.63) 
KNN 0.82 
(0.17) 
0.82 
(0.29) 
0.87 
(0.20) 
0.79 
(0.33) 
0.83 
(0.27) 
0.93 
(0.11) 
2.60 
(0.59) 
1.71 
(0.66) 
0.59 
(0.97) 
0.41 
(0.59) 
ZeroR 0.57 
(0.00) 
0.56 
(0.00) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
3.00 
(0.00) 
0.00 
(0.00) 
2.30 
(0.46) 
0.00 
(0.00) 
Random 0.49 
(0.19) 
0.55 
(0.39) 
0.52 
(0.23) 
0.45 
(0.29) 
0.49 
(0.26) 
0.50 
(0.11) 
1.55 
(1.13) 
1.05 
(0.94) 
1.25 
(0.94) 
1.45 
(1.11) 
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Figure 6.2.10: Accuracy, precision and recall with standard deviation of all the 
algorithms on the orchratio2 dataset from Table 6.2.10 
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Table 6.2.11: Results of the algorithms on the psa2b dataset using bootstrapping  
(size = 184.04; P = 61.02, N = 123.02) (highest value is in bold and lowest value in 
italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.87 
(0.03) 
0.82 
(0.06) 
0.78 
(0.07) 
0.91 
(0.04) 
0.85 
(0.06) 
0.90 
(0.03) 
47.90 
(4.56) 
112.35 
(4.90) 
10.67 
(4.90) 
13.12 
(4.54) 
ANN 0.79 
(0.04) 
0.80 
(0.12) 
0.59 
(0.21) 
0.90 
(0.11) 
0.75 
(0.18) 
0.90 
(0.02) 
35.73 
(12.73) 
110.42 
(13.13) 
12.60 
(13.13) 
25.29 
(12.70) 
NB 0.74 
(0.02) 
0.88 
(0.08) 
0.26 
(0.06) 
0.98 
(0.01) 
0.62 
(0.04) 
0.85 
(0.02) 
15.84 
(3.58) 
120.85 
(1.64) 
2.17 
(1.62) 
45.18 
(3.59) 
LR 0.78 
(0.03) 
0.73 
(0.06) 
0.53 
(0.07) 
0.90 
(0.03) 
0.72 
(0.05) 
0.88 
(0.02) 
32.13 
(4.51) 
111.16 
(3.58) 
11.86 
(3.58) 
28.89 
(4.52) 
PART 0.86 
(0.03) 
0.80 
(0.07) 
0.79 
(0.09) 
0.90 
(0.05) 
0.85 
(0.07) 
0.90 
(0.03) 
48.02 
(5.26) 
110.70 
(5.60) 
12.32 
(5.60) 
13.00 
(5.24) 
CVC 0.60 
(0.04) 
0.46 
(0.15) 
0.62 
(0.16) 
0.58 
(0.12) 
0.60 
(0.14) 
0.60 
(0.04) 
37.91 
(9.63) 
71.76 
(15.06) 
51.26 
(15.07) 
23.11 
(9.63) 
VFI 0.65 
(0.03) 
0.49 
(0.02) 
0.98 
(0.02) 
0.49 
(0.04) 
0.74 
(0.03) 
0.77 
(0.02) 
59.96 
(1.03) 
60.55 
(5.45) 
62.47 
(5.46) 
1.06 
(1.03) 
KNN 0.82 
(0.03) 
0.72 
(0.05) 
0.77 
(0.06) 
0.85 
(0.04) 
0.81 
(0.05) 
0.88 
(0.03) 
46.78 
(3.56) 
104.49 
(4.36) 
18.53 
(4.37) 
14.24 
(3.57) 
ZeroR 0.67 
(0.00) 
0.00 
(0.00) 
0.00 
(0.00) 
1.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
0.00 
(0.00) 
123.02 
(0.14) 
0.00 
(0.00) 
61.02 
(0.14) 
Random 0.51 
(0.25) 
0.33 
(0.25) 
0.50 
(0.27) 
0.51 
(0.22) 
0.51 
(0.25) 
0.50 
(0.04) 
30.74 
(17.38) 
62.70 
(36.04) 
60.32 
(36.03) 
30.28 
(17.38) 
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Figure 6.2.11: Accuracy, precision and recall with standard deviation of all the 
algorithms on the psa2b dataset from Table 6.1.11 
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Table 6.2.12: Results of the algorithms on the psa2b dataset using cross-validation 
(size = 68.3; P = 22.9, N = 45.4) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.84 
(0.04) 
0.85 
(0.09) 
0.65 
(0.11) 
0.93 
(0.05) 
0.79 
(0.08) 
0.89 
(0.04) 
14.99 
(2.47) 
42.40 
(2.26) 
3.00 
(2.20) 
7.91 
(2.45) 
ANN 0.79 
(0.05) 
0.77 
(0.14) 
0.62 
(0.22) 
0.88 
(0.12) 
0.75 
(0.17) 
0.90 
(0.04) 
14.10 
(5.09) 
39.78 
(5.53) 
5.63 
(5.52) 
8.80 
(5.09) 
NB 0.75 
(0.03) 
0.89 
(0.12) 
0.28 
(0.09) 
0.98 
(0.02) 
0.63 
(0.06) 
0.86 
(0.04) 
6.36 
(2.16) 
44.57 
(1.01) 
0.83 
(0.90) 
16.54 
(2.18) 
LR 0.79 
(0.04) 
0.76 
(0.09) 
0.58 
(0.10) 
0.90 
(0.04) 
0.74 
(0.07) 
0.89 
(0.04) 
13.36 
(2.34) 
40.93 
(2.05) 
4.47 
(2.00) 
9.54 
(2.37) 
PART 0.84 
(0.04) 
0.85 
(0.09) 
0.65 
(0.11) 
0.94 
(0.05) 
0.80 
(0.08) 
0.91 
(0.04) 
14.95 
(2.57) 
42.60 
(2.23) 
2.80 
(2.17) 
7.95 
(2.55) 
CVC 0.61 
(0.06) 
0.46 
(0.10) 
0.67 
(0.14) 
0.57 
(0.12) 
0.62 
(0.13) 
0.63 
(0.06) 
15.29 
(3.27) 
26.53 
(4.57) 
18.87 
(4.57) 
7.61 
(3.26) 
VFI 0.65 
(0.05) 
0.49 
(0.03) 
0.99 
(0.03) 
0.48 
(0.07) 
0.74 
(0.05) 
0.76 
(0.04) 
22.57 
(0.65) 
21.71 
(3.25) 
23.69 
(3.24) 
0.33 
(0.59) 
KNN 0.79 
(0.05) 
0.67 
(0.07) 
0.74 
(0.09) 
0.81 
(0.06) 
0.78 
(0.08) 
0.86 
(0.04) 
16.94 
(2.12) 
36.96 
(2.74) 
8.44 
(2.70) 
5.96 
(2.13) 
ZeroR 0.66 
(0.00) 
0.00 
(0.00) 
0.00 
(0.00) 
1.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
0.00 
(0.00) 
45.40 
(0.49) 
0.00 
(0.00) 
22.90 
(0.30) 
Random 0.50 
(0.20) 
0.34 
(0.25) 
0.51 
(0.22) 
0.49 
(0.27) 
0.50 
(0.25) 
0.50 
(0.04) 
11.62 
(6.28) 
22.43 
(13.20) 
22.97 
(13.20) 
11.28 
(6.26) 
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Figure 6.2.12: Accuracy, precision and recall with standard deviation of all the 
algorithms on psa2b dataset from Table 6.2.12 
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Table 6.2.13: Results of the algorithms on the tostbegg2 dataset using bootstrapping  
(size = 26.02; P = 18.42, N = 7.60) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.88 
(0.06) 
0.89 
(0.06) 
0.96 
(0.04) 
0.69 
(0.17) 
0.83 
(0.11) 
0.83 
(0.09) 
17.68 
(0.91) 
5.25 
(1.34) 
2.35 
(1.33) 
0.74 
(0.81) 
ANN 0.88 
(0.06) 
0.90 
(0.05) 
0.95 
(0.06) 
0.72 
(0.15) 
0.84 
(0.11) 
0.89 
(0.07) 
17.46 
(1.13) 
5.55 
(1.16) 
2.05 
(1.18) 
0.96 
(1.04) 
NB 0.89 
(0.06) 
0.90 
(0.05) 
0.95 
(0.06) 
0.75 
(0.15) 
0.85 
(0.11) 
0.91 
(0.07) 
17.48 
(1.19) 
5.69 
(1.15) 
1.91 
(1.15) 
0.94 
(1.12) 
LR 0.89 
(0.06) 
0.90 
(0.05) 
0.95 
(0.06) 
0.74 
(0.15) 
0.85 
(0.11) 
0.89 
(0.07) 
17.57 
(1.13) 
5.65 
(1.14) 
1.95 
(1.14) 
0.85 
(1.06) 
PART 0.88 
(0.06) 
0.89 
(0.06) 
0.96 
(0.04) 
0.69 
(0.17) 
0.83 
(0.11) 
0.83 
(0.09) 
17.68 
(0.91) 
5.25 
(1.34) 
2.35 
(1.33) 
0.74 
(0.81) 
CVC 0.78 
(0.10) 
0.85 
(0.09) 
0.86 
(0.09) 
0.60 
(0.25) 
0.73 
(0.17) 
0.73 
(0.13) 
15.79 
(1.62) 
4.53 
(1.91) 
3.02 
(1.85) 
2.60 
(1.62) 
VFI 0.85 
(0.06) 
0.89 
(0.06) 
0.91 
(0.06) 
0.70 
(0.18) 
0.81 
(0.12) 
0.88 
(0.07) 
16.80 
(1.29) 
5.31 
(1.39) 
2.29 
(1.42) 
1.62 
(1.19) 
KNN 0.90 
(0.05) 
0.90 
(0.05) 
0.97 
(0.04) 
0.74 
(0.15) 
0.86 
(0.10) 
0.87 
(0.09) 
17.89 
(0.82) 
5.61 
(1.13) 
1.99 
(1.13) 
0.53 
(0.70) 
ZeroR 0.71 
(0.00) 
0.71 
(0.01) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
18.42 
(0.50) 
0.00 
(0.00) 
7.60 
(0.49) 
0.00 
(0.00) 
Random 0.51 
(0.28) 
0.70 
(0.26) 
0.51 
(0.29) 
0.52 
(0.28) 
0.52 
(0.29) 
0.51 
(0.06) 
9.34 
(2.77) 
3.92 
(1.44) 
3.68 
(1.44) 
9.08 
(2.78) 
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Figure 6.2.13: Accuracy, precision and recall with standard deviation of all the 
algorithms on the tostbegg2 dataset from Table 6.2.13 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
113 
 
Table 6.2.14: Results of the algorithms on the tostbegg2 dataset using cross-validation 
(size = 9.6; P = 6.3, N = 3.3) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.81 
(0.11) 
0.84 
(0.11) 
0.89 
(0.12) 
0.65 
(0.27) 
0.77 
(0.20) 
0.77 
(0.14) 
5.58 
(0.86) 
2.16 
(0.94) 
1.14 
(0.90) 
0.72 
(0.77) 
ANN 0.83 
(0.11) 
0.85 
(0.12) 
0.91 
(0.12) 
0.67 
(0.26) 
0.79 
(0.19) 
0.83 
(0.16) 
5.71 
(0.83) 
2.20 
(0.91) 
1.10 
(0.85) 
0.59 
(0.73) 
NB 0.83 
(0.11) 
0.85 
(0.11) 
0.92 
(0.11) 
0.67 
(0.26) 
0.80 
(0.20) 
0.84 
(0.15) 
5.79 
(0.81) 
2.21 
(0.91) 
1.09 
(0.85) 
0.51 
(0.71) 
LR 0.83 
(0.11) 
0.85 
(0.11) 
0.93 
(0.11) 
0.67 
(0.26) 
0.80 
(0.20) 
0.82 
(0.16) 
5.83 
(0.79) 
2.20 
(0.91) 
1.10 
(0.85) 
0.47 
(0.67) 
PART 0.80 
(0.11) 
0.84 
(0.11) 
0.88 
(0.12) 
0.65 
(0.27) 
0.77 
(0.20) 
0.77 
(0.14) 
5.57 
(0.87) 
2.14 
(0.94) 
1.16 
(0.90) 
0.73 
(0.78) 
CVC 0.72 
(0.17) 
0.78 
(0.15) 
0.81 
(0.17) 
0.54 
(0.32) 
0.68 
(0.25) 
0.67 
(0.19) 
5.08 
(1.15) 
1.79 
(1.08) 
1.51 
(1.07) 
1.22 
(1.10) 
VFI 0.79 
(0.11) 
0.81 
(0.11) 
0.92 
(0.13) 
0.55 
(0.28) 
0.74 
(0.21) 
0.81 
(0.16) 
5.80 
(0.92) 
1.82 
(0.96) 
1.48 
(0.93) 
0.50 
(0.82) 
KNN 0.84 
(0.11) 
0.85 
(0.10) 
0.94 
(0.09) 
0.67 
(0.26) 
0.81 
(0.18) 
0.83 
(0.15) 
5.90 
(0.71) 
2.20 
(0.91) 
1.10 
(0.85) 
0.40 
(0.58) 
ZeroR 0.66 
(0.04) 
0.66 
(0.04) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
6.30 
(0.46) 
0.00 
(0.00) 
3.30 
(0.00) 
0.00 
(0.00) 
Random 0.52 
(0.26) 
0.67 
(0.29) 
0.53 
(0.24) 
0.49 
(0.22) 
0.51 
(0.23) 
0.50 
(0.03) 
3.32 
(1.68) 
1.63 
(0.82) 
1.67 
(0.83) 
2.98 
(1.68) 
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Figure 6.2.14: Accuracy, precision and recall with standard deviation of all the 
algorithms on the tostbegg2 dataset from Table 6.2.14 
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Table 6.2.15: Results of the algorithms on the wiedat2b dataset using bootstrapping 
(size = 38.06; P = 22.95, N = 15.11) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.82 
(0.06) 
0.95 
(0.06) 
0.75 
(0.09) 
0.93 
(0.10) 
0.84 
(0.10) 
0.86 
(0.06) 
17.26 
(2.18) 
14.06 
(1.47) 
1.05 
(1.44) 
5.69 
(2.18) 
ANN 0.60 
(0.01) 
0.61 
(0.04) 
0.99 
(0.06) 
0.02 
(0.12) 
0.51 
(0.09) 
0.79 
(0.09) 
22.70 
(1.43) 
0.27 
(1.83) 
14.84 
(1.87) 
0.25 
(1.42) 
NB 0.68 
(0.07) 
0.93 
(0.07) 
0.52 
(0.10) 
0.94 
(0.07) 
0.73 
(0.09) 
0.76 
(0.07) 
11.83 
(2.30) 
14.16 
(1.09) 
0.95 
(1.00) 
11.12 
(2.27) 
LR 0.79 
(0.06) 
0.90 
(0.07) 
0.75 
(0.09) 
0.87 
(0.10) 
0.81 
(0.10) 
0.85 
(0.06) 
17.20 
(2.06) 
13.16 
(1.54) 
1.95 
(1.45) 
5.75 
(2.06) 
PART 0.81 
(0.05) 
0.95 
(0.07) 
0.74 
(0.09) 
0.93 
(0.11) 
0.84 
(0.10) 
0.85 
(0.06) 
16.95 
(2.06) 
14.02 
(1.65) 
1.09 
(1.60) 
6.00 
(2.07) 
CVC 0.54 
(0.06) 
0.62 
(0.19) 
0.80 
(0.35) 
0.60 
(0.25) 
0.70 
(0.30) 
0.48 
(0.04) 
17.67 
(7.77) 
3.02 
(5.74) 
12.08 
(5.69) 
4.47 
(8.13) 
VFI 0.72 
(0.05) 
0.95 
(0.05) 
0.57 
(0.09) 
0.95 
(0.05) 
0.76 
(0.07) 
0.78 
(0.06) 
13.14 
(2.17) 
14.37 
(0.87) 
0.74 
(0.80) 
9.81 
(2.16) 
KNN 0.77 
(0.06) 
0.80 
(0.06) 
0.84 
(0.09) 
0.68 
(0.12) 
0.76 
(0.11) 
0.84 
(0.06) 
19.21 
(2.17) 
10.30 
(1.76) 
4.81 
(1.75) 
3.74 
(2.15) 
ZeroR 0.60 
(0.00) 
0.60 
(0.01) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
22.95 
(0.22) 
0.00 
(0.00) 
15.11 
(0.31) 
0.00 
(0.00) 
Random 0.50 
(0.25) 
0.60 
(0.34) 
0.50 
(0.37) 
0.49 
(0.35) 
0.50 
(0.36) 
0.50 
(0.04) 
11.50 
(6.65) 
7.38 
(4.38) 
7.73 
(4.40) 
11.45 
(6.64) 
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Figure 6.2.15: Accuracy, precision and recall with standard deviation of all the 
algorithms on the wiedat2b dataset from Table 6.2.15 
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Table 6.2.16: Results of the algorithms on the wiedat2b dataset using cross-validation 
(size = 14.1; P = 9.0, N = 5.1) (highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC TP TN FP FN 
ID3 0.76 
(0.11) 
0.84 
(0.17) 
0.76 
(0.15) 
0.75 
(0.23) 
0.76 
(0.19) 
0.80 
(0.11) 
6.81 
(1.39) 
3.84 
(1.18) 
1.26 
(1.17) 
2.19 
(1.39) 
ANN 0.64 
(0.01) 
0.64 
(0.05) 
1.00 
(0.03) 
0.00 
(0.06) 
0.50 
(0.05) 
0.86 
(0.10) 
8.98 
(0.26) 
0.02 
(0.31) 
5.08 
(0.43) 
0.02 
(0.26) 
NB 0.74 
(0.10) 
0.96 
(0.11) 
0.62 
(0.15) 
0.96 
(0.09) 
0.79 
(0.12) 
0.83 
(0.10) 
5.61 
(1.39) 
4.88 
(0.57) 
0.22 
(0.48) 
3.40 
(1.39) 
LR 0.80 
(0.10) 
0.90 
(0.15) 
0.78 
(0.14) 
0.85 
(0.16) 
0.82 
(0.15) 
0.89 
(0.09) 
6.98 
(1.25) 
4.34 
(0.84) 
0.76 
(0.81) 
2.02 
(1.25) 
PART 0.75 
(0.10) 
0.84 
(0.17) 
0.76 
(0.16) 
0.74 
(0.23) 
0.75 
(0.20) 
0.78 
(0.10) 
6.81 
(1.42) 
3.79 
(1.18) 
1.31 
(1.17) 
2.19 
(1.42) 
CVC 0.57 
(0.07) 
0.61 
(0.08) 
0.96 
(0.19) 
0.04 
(0.20) 
0.50 
(0.20) 
0.50 
(0.02) 
7.85 
(1.73) 
0.22 
(1.03) 
4.88 
(1.07) 
0.37 
(1.69) 
VFI 0.72 
(0.10) 
0.95 
(0.11) 
0.59 
(0.16) 
0.94 
(0.11) 
0.77 
(0.14) 
0.77 
(0.09) 
5.35 
(1.43) 
4.79 
(0.62) 
0.31 
(0.54) 
3.65 
(1.43) 
KNN 0.73 
(0.11) 
0.86 
(0.15) 
0.70 
(0.15) 
0.80 
(0.18) 
0.75 
(0.17) 
0.83 
(0.11) 
6.27 
(1.39) 
4.06 
(0.93) 
1.04 
(0.89) 
2.73 
(1.39) 
ZeroR 0.64 
(0.01) 
0.64 
(0.03) 
1.00 
(0.00) 
0.00 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
9.00 
(0.00) 
0.00 
(0.00) 
5.10 
(0.30) 
0.00 
(0.00) 
Random 0.52 
(0.26) 
0.65 
(0.27) 
0.53 
(0.24) 
0.51 
(0.22) 
0.52 
(0.23) 
0.50 
(0.01) 
4.74 
(2.40) 
2.59 
(1.40) 
2.51 
(1.40) 
4.16 
(2.39) 
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Figure 6.2.16: Accuracy, precision and recall with standard deviation of all the 
algorithms on the wiedat2b dataset from Table 6.2.16 
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Table 6.2.17: Average results of the algorithms on all the datasets using bootstrapping 
(highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC 
ID3 0.86 
(0.03) 
0.88 
(0.04) 
0.82 
(0.05) 
0.77 
(0.08) 
0.80 
(0.07) 
0.81 
(0.05) 
ANN 0.83 
(0.02) 
0.82 
(0.05) 
0.84 
(0.09) 
0.65 
(0.09) 
0.75 
(0.09) 
0.83 
(0.04) 
NB 0.82 
(0.03) 
0.88 
(0.04) 
0.70 
(0.04) 
0.79 
(0.06) 
0.75 
(0.05) 
0.83 
(0.04) 
LR 0.84 
(0.03) 
0.86 
(0.04) 
0.77 
(0.05) 
0.76 
(0.06) 
0.77 
(0.06) 
0.85 
(0.04) 
PART 0.86 
(0.03) 
0.87 
(0.05) 
0.83 
(0.07) 
0.78 
(0.09) 
0.81 
(0.08) 
0.84 
(0.05) 
CVC 0.67 
(0.07) 
0.75 
(0.11) 
0.69 
(0.15) 
0.65 
(0.19) 
0.67 
(0.17) 
0.64 
(0.08) 
VFI 0.80 
(0.03) 
0.82 
(0.03) 
0.82 
(0.05) 
0.71 
(0.06) 
0.77 
(0.06) 
0.82 
(0.03) 
KNN 0.85 
(0.03) 
0.83 
(0.04) 
0.84 
(0.06) 
0.71 
(0.06) 
0.78 
(0.06) 
0.85 
(0.04) 
ZeroR 0.69 
(0.01) 
0.52 
(0.01) 
0.75 
(0.00) 
0.25 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
Random 0.50 
(0.24) 
0.54 
(0.25) 
0.50 
(0.28) 
0.51 
(0.26) 
0.51 
(0.27) 
0.50 
(0.06) 
 
 
120 
 
 
Figure 6.2.17: Average accuracy, precision and recall with standard deviation of all the 
algorithms on all the datasets from Table 6.2.17 
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Table 6.2.18: Average results of the algorithms on all the datasets using cross-
validation(highest value is in bold and lowest value in italic) 
 Acc Pre Rec Spe Jindex AuC 
ID3 0.83 
(0.06) 
0.85 
(0.08) 
0.79 
(0.09) 
0.72 
(0.12) 
0.77 
(0.07) 
0.77 
(0.07) 
ANN 0.82 
(0.05) 
0.81 
(0.07) 
0.83 
(0.11) 
0.62 
(0.10) 
0.73 
(0.06) 
0.84 
(0.06) 
NB 0.81 
(0.06) 
0.88 
(0.08) 
0.70 
(0.08) 
0.77 
(0.09) 
0.74 
(0.09) 
0.83 
(0.07) 
LR 0.83 
(0.06) 
0.85 
(0.08) 
0.77 
(0.08) 
0.72 
(0.10) 
0.75 
(0.09) 
0.83 
(0.07) 
PART 0.83 
(0.06) 
0.84 
(0.08) 
0.79 
(0.10) 
0.71 
(0.12) 
0.75 
(0.11) 
0.80 
(0.07) 
CVC 0.67 
(0.09) 
0.73 
(0.11) 
0.70 
(0.15) 
0.58 
(0.20) 
0.64 
(0.18) 
0.64 
(0.10) 
VFI 0.78 
(0.06) 
0.80 
(0.14) 
0.81 
(0.07) 
0.67 
(0.10) 
0.74 
(0.09) 
0.79 
(0.07) 
KNN 0.81 
(0.06) 
0.81 
(0.09) 
0.81 
(0.08) 
0.66 
(0.12) 
0.74 
(0.10) 
0.79 
(0.07) 
ZeroR 0.68 
(0.01) 
0.51 
(0.01) 
0.75 
(0.00) 
0.25 
(0.00) 
0.50 
(0.00) 
0.50 
(0.00) 
Random 0.50 
(0.23) 
0.60 
(0.28) 
0.51 
(0.25) 
0.49 
(0.25) 
0.50 
(0.25) 
0.50 
(0.04) 
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Figure 6.2.18: Average accuracy, precision and recall with standard deviation of all the 
algorithms on all the datasets from Table 6.2.18 
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CHAPTER SEVEN 
COMPARATIVE STUDY 
 
In this section, we present a comparative study of the eight algorithms. We only 
include ZeroR and Random in our comparisons when we find this important. Comparing 
the accuracy of algorithm on the training sets (Tables 6.1.1 and 6.1.2) with that on the 
testing sets (Table 6.2.1 to Table 6.2.16), we see that the accuracy of each algorithm on 
the training sets is always greater than its accuracy obtained when classifying the testing 
sets.  This applies to all algorithms except ZeroR and the Random Classifier. Hence, 
none of the algorithms overfits the data sets.  
Next, we present a detailed study of the results obtained. We start by highlighting 
the performance on the training data and then we focus more on the results obtained on 
the testing data.  
 
7.1 Results on Training 
 All our results showed that the modeling technique affected the performance of 
the algorithms. Tables 6.1.1 and 6.1.2 show that most of the algorithms performed better 
with bootstrapping. As a matter of fact, on the training data, KNN difference was 
significant on psa2b and tostbegg2. VFI was the only algorithm that performed better on 
nhhs using cross-validation. CVC performed better on all datasets when using 
bootstrapping. However, the difference is only significant in the case of dp2. ID3 
performed better when using bootstrapping and the only significant difference was seen 
in the case of lplaudio_b. ANN and LR performance improved with bootstrapping on 
tostbegg2. PART performed better on lplaudio_b, tostbegg2 and especially on wiedat2b. 
Since the performance on the testing set is more important, we illustrate in more detail 
this in the remainder of this section. 
 
7.2 Results on Testing 
Since the results obtained on testing data are more indicative of the performance 
of the algorithms, we discuss each   performance measure alone and we present the 
results obtained using the two modeling techniques. 
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7.2.1 Accuracy as a Performance Measure 
In general, accuracy is an important measure as it shows the overall performance 
of the algorithm.  
 
7.2.1.1. Bootstrapping 
Table 6.2.17 show that ID3 and PART outperformed all other algorithms when 
bootstrapping was used.  The difference in accuracy of ID3 and PART on the one hand 
and KNN on the other hand, is very minimal. Among all algorithms (except ZeroR and 
Random), CVC performed the worst. It even performed worse than ZeroR. We believe 
this is due to the fact that disease detection datasets are not suitable for clustering. The 
nature and variety of the attributes in disease detection datasets makes it hard for CVC to 
cluster instances. 
 
7.2.1.2 10-fold Cross-Validation 
Table 6.2.18 shows also that ID3 and PART outperformed other algorithms. 
However, in this case, LR performed equally well and thus, outperformed KNN. CVC 
also performed the worst with accuracy very close to that of ZeroR.  
 
 
7.2.2 Precision as a Performance Measure 
 Precision indicates the percentage of the correctly predicted cases among those 
that are predicted positive. As such, it can be a very important measure when diagnosing 
diseases.  
 
7.2.2.1. Bootstrapping 
ID3 and NB outperformed all other algorithms on the precision. PART 
performed almost equally well (with a 1% difference only) whereas CVC showed the 
lowest performance. 
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7.2.2.2 10-fold Cross-Validation 
NB showed the highest performance outperforming ID3 by 3%. CVC showed the lowest 
performance under this technique as well.  
 
 
7.2.3 Recall as a performance Measure 
Recall is a measure of the percentage of the correctly classified cases (negative 
and positive) among those that have been classified as positive instances.  
 
7.2.3.1. Bootstrapping 
KNN had the highest recall under bootstrapping outperforming slightly PART 
(by 1%) and significantly the weakest algorithm CVC (by 15%). Under this measure, 
CVC and NB performed worse than ZeroR which has a high precision on data sets 
where the majority of the instances are positive. 
 
7.2.3.2 10-fold Cross-Validation 
ANN showed the highest recall when 10-fold cross validation was used. 
However, the standard deviation was high (11%) showing that the algorithm was 
relatively unstable on this problem. With this technique, CVC and NB were 
outperformed by ZeroR as well when recall is the performance measure. 
 
 
7.2.4 Specificity as a Performance Measure 
Specificity is a measure of the percentage of the cases that are correctly classified 
as positive among all positive cases. 
 
7.2.4.1. Bootstrapping 
NB outperformed all other algorithms on this measure. The results of most 
algorithms were somehow close with CVC performing the worst. 
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7.2.4.2 10-fold Cross-Validation 
 NB also outperformed other algorithms on this measure and CVC performed the 
worst. 
 
 
7.2.5 Youden’s Jindex or Balanced Accuracy as a Performance Measure 
In many cases, the data set can be imbalanced with one classification label 
dominating the set. In such cases, an algorithm like ZeroR shows a very high overall 
accuracy however, it fails to classify the cases with the minority class label. In such 
cases, Youden’s Jindex or the balanced accuracy is a better measure of the overall 
performance of the algorithm.  
 
7.2.5.1. Bootstrapping 
PART showed the highest balanced accuracy outperforming ID3 by 1% only. 
CVC performed the worst. ZeroR certainly had a balanced accuracy equal to 0.5 as it 
fails to classify the minority class. 
 
7.2.5.2 10-fold Cross-Validation 
ID3 showed the highest balanced accuracy and CVC the worst. KNN shows a 
high standard deviation showing the instability of the algorithm when the average 
accuracy per class label is the considered measure. 
 
 
7.2.6 Area under the Curve as a Performance Measure 
It is important to see the rate of growth of true positives versus false positives 
and then consider the area under the curve.  Most of the algorithms have an AUC 
between 0.7 and 0.85 (except for CVC). This shows that most of them at least fairly on 
the datasets.  
  
 
 
127 
 
7.2.2.1. Bootstrapping 
KNN and LR showed the largest AuC and CVC the smallest one. This shows 
that the former two algorithms are good at correctly predicting the true positives and 
hence good for problems in the domain of disease prediction. 
 
7.2.2.2 10-fold Cross-Validation 
ANN showed the largest AuC and CVC the lowest one.  
 
In general, bootstrapping gave better results than 10-fold cross-validation. We 
believe this is due to the fact that when using bootstrapping, outliers might not be 
present in testing set in order to affect the performance of the algorithm. On the other 
hand, when using cross-validation, outliers will be present in the testing set at some 
point during the whole experiment. And ultimately, they will affect the overall 
performance of the algorithm. 
  
7.3 Comparison per Dataset 
In this section, we compare the results per data set. We discuss the results 
pertaining to the testing sets only.  
 
7.3.1 Dp2 
All algorithms, except CVC, performed very well when using cross-validation or 
bootstrapping. When applying  bootstrapping (Table 6.2.1), ID3, ANN and PART 
achieved accuracy of 1.  VFI and KNN performance was very close to ID3’s (0.99 and 
0.98). ID3, ANN, NB, LR, PART and VFI achieved precision of 1.0. KNN achieved 
precision equal to 0.9.   ID3, ANN, LR, PART, VFI and KNN achieved a value of recall 
equal to 1.0. ID3, ANN, NB, LR, PART and VFI achieved specificity equal to 1.0. ID3, 
ANN, LR, PART and VFI achieved balanced accuracy equal to 1.0 and ID3, ANN, NB, 
LR, PART, and VFI achieved an excellent AuC result.  
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With cross-validation (Table 6.2.2), ID3, ANN, LR, PART and VFI achieved 
accuracy,  100% precision,  recall, specificity,  balanced accuracy all equal to 1.0 and a 
perfect AuC result.  
 
We believe that the good performance on the dp2 dataset was driven by the 
audiometric threshold attribute. This attribute allowed the algorithms to perfectly divide 
the dataset without the need to consider further attributes.  
 
7.3.2 Est1 
Algorithms showed somehow equal performance on this data set. When applying 
the bootstrap technique (Table 6.2.3), NB and ANN, KNN and ID3 got the highest 
accuracy (0.80).  LR got the highest precision (0.80) and specificity (0.96). VFI got the 
highest recall (0.73) followed by ANN and CVC. VFI got the highest balanced accuracy 
(0.77 ± 0.04) followed by ANN and CVC. ANN, NB, LR, VFI, KNN achieved the 
highest AuC result (0.84). 
With cross-validation (Table 6.2.4), NB got the highest accuracy (0.80) followed 
by both ID3 and ANN (0.79). LR got the highest precision (0.79) followed by NB and 
ID3 (0.78). VFI got the highest recall (0.74) followed by CVC and ANN. NB got the 
highest specificity (0.95) followed by LR and ID3. VFI got the highest balanced 
accuracy (0.77) followed by CVC and ANN. ANN, NB, LR and KNN achieved the 
highest AuC result (0.84).  
 
In general, all algorithms performed well on this data set. The data set consists of 
two attributes with equal distribution.  The class label is predicted based on each 
attribute. Furthermore, it is split between positive and negative with a ratio of around 
80%-20% for most of different values of each and every attribute.  In Figures 4.10.2.1 
and 4.10.2.2, we can see that there is a majority and a minority in the values of the class 
label. Therefore, the algorithms compromised the minority for the sake of the majority 
during classification. 
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7.3.3 lplaudio_b 
All algorithms performed somehow equally. When applying the bootstrapping 
technique (Table 6.2.5), KNN got the highest accuracy (0.66), recall (0.77) and balanced 
accuracy (0.66) followed by ID3 and PART. Both ID3 and PART got the highest 
precision (0.68) followed by LR. NB got the highest specificity (0.73) followed by VFI 
and ID3. Also, KNN achieved the highest AuC result (0.73) followed by ID3 and PART.  
When applying the cross-validation technique (Table 6.2.6), ID3, ANN and LR 
got the highest accuracy (0.63). NB and VFI got the highest precision (0.68) followed by 
ID3, ANN, LR, PART. KNN got the highest recall (0.80) followed by LR and both ID3 
and ANN. NB got the highest specificity (0.73) followed by VFI and ID3. LR got the 
highest balanced accuracy (0.64) followed by both ID3 and ANN. LR achieved the 
highest AuC result (0.67) followed by all ANN, NB and VFI.  
All algorithms performed fairly with an accuracy rate of around 0.60 on the 
lplaudio_b dataset. The attribute distribution of the all attributes of the lplaudio_b 
dataset is similar. The class label is evaluated based on each attribute. Furthermore, it is 
split between positive and negative with ratios between 60%-40% and 50%-50% for 
values of each and every attribute.  In Figures 4.10.3.1 to 4.10.3.6, we can see that there 
is a majority and a minority in the values of the class label. Therefore, the algorithms 
compromised the minority for the sake of the majority during classification. 
 
7.3.4. Nnhs 
For the nnhs dataset, all algorithms, excluding CVC and VFI, performed very 
well, but all of them got very low specificity. When applying the bootstrapping 
technique (Table 6.2.7), ID3, ANN, LR, PART and KNN got the highest accuracy 
(0.97). ID3, NB and PART got the highest precision (0.98). ID3, ANN, LR, PART and 
KNN got 1.00 recall. CVC got the highest specificity (0.38) followed by NB and PART. 
NB got the highest balanced accuracy (0.58) followed by PART and ID3. PART and 
KNN achieved the highest AuC result (0.69) followed by LR.  
When applying the cross-validation technique (Table 6.2.8), ANN got the highest 
accuracy (0.98) followed by all ID3, LR, PART and KNN. All the algorithms got (0.97) 
precision. ID3, ANN, LR, PART and KNN got 1.00 recall. CVC got the highest 
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specificity (0.39) followed by NB and VFI. NB got the highest balanced accuracy (0.55) 
followed by PART and all ID3, ANN, LR and KNN. NB and LR achieved the highest 
AuC result (0.65) followed by ANN.  
Most algorithms performed very well with an accuracy rate of around 0.97 on the 
nnhs dataset. The attribute distribution of the all attributes of the nnhs dataset is similar. 
The class label is evaluated based on each attribute. Furthermore, it is split between 
positive and negative with a ratio of around 97%-3% respectively for values of each and 
every attribute.  In Figures 4.10.4.1 to 4.10.4.7, we can see that there is a majority and a 
minority in the values of the class label. Therefore, the algorithms compromised the 
minority for the sake of the majority during classification. 
 
7.3.5 Orchratio2 
VFI got the best overall performance when using bootstrapping technique, 
whereas ANN got the best overall performance when using cross-validation technique. 
When applying the bootstrapping technique (Table 6.2.9), ANN and VFI got the highest 
accuracy (0.96) followed by both ID3 and PART. ANN got the highest precision (0.97) 
followed by both VFI and KNN. NB and VFI got the highest recall (0.99) followed by 
all ID3, ANN and PART. ANN got the highest specificity (0.95) followed by KNN and 
VFI. ANN and VFI got the highest balanced accuracy (0.90) followed by both ID3 and 
PART. ANN and VFI achieved the highest AuC result (0.99) followed by LR.  
When applying the cross-validation technique (Table 6.2.10), ANN got the 
highest accuracy (0.91) followed by ID3 and PART. ANN got the highest precision 
(0.95) followed by all ID3, NB, PART and CVC. ID3 and PART got the highest recall 
(0.90) followed by ANN. ANN got the highest specificity (0.94) followed by all ID3, 
NB, PART and CVC. ANN got the highest balanced accuracy (0.91) followed by both 
ID3 and PART. ANN achieved the highest AuC result (0.98) followed by KNN and 
VFI.  
Due to the high number of attributes in the orchratio2 dataset, we did not 
perform an attribute distribution study since it is very hard to find data patterns on large 
number of attributes. 
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7.3.6 Psa2b 
On psa2b dataset, ID3 got the best overall performance when using 
bootstrapping technique, whereas PART got the best overall performance when using 
cross-validation technique.  
When applying the bootstrapping technique (Table 6.2.11), ID3 got the highest 
accuracy (0.87) followed by PART and KNN. NB got the highest precision (0.88) 
followed by ID3 and PART. VFI got the highest recall (0.98) followed by PART and 
ID3. NB got the highest specificity (0.98 ± 0.01) followed by ID3 and all ANN, LR and 
PART. ID3 and PART got the highest balanced accuracy (0.85) followed by KNN and 
ANN. ID3, ANN and PART achieved the highest AuC result (0.90). 
When applying the cross-validation technique (Table 6.2.12), both ID3 and 
PART got the highest accuracy (0.84) followed by all ANN, LR and KNN. NB got the 
highest precision (0.89) followed by both ID3 and PART. VFI got the highest recall 
(0.99) followed by KNN and CVC. NB got the highest specificity (0.98) followed by 
PART and ID3. PART got the highest balanced accuracy (0.80) followed by ID3 and 
KNN. PART achieved the highest AuC result (0.91) followed by ANN and both ID3 and 
LR.  
Most algorithms performed very well with an accuracy rate between 0.70 and 
0.80 on the psa2b dataset. The attribute distribution of the all attributes, excluding the 
time relative to prostate cancer, of the psa2b dataset is similar. The class label is 
evaluated based on each attribute. Furthermore, it is split between positive and negative 
with a ratio of around 75%-25% for values of the free PSA (Figure 4.10.6.2), total PSA 
(Figure 4.10.6.3) and patient age at blood draw (Figure 4.10.6.4). For the time relative 
to prostate cancer attribute (Figure 4.10.6.1), we can clearly notice that when the 
attribute value is less than 0, the attribute distribution is similar to the attribute 
distribution in the other attributes. Whereas, when the attribute value is larger than 0, all 
the instances are classified as negative. We believe that the latter part is the reason why 
ID3 and PART achieved an accuracy ratio of 0.84 when the split ratio of the class label 
on the rest of the attributes is around 75%-25%. 
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7.3.7 Tostbegg2 
On tostbegg2 dataset, KNN got the best overall performance when using 
bootstrapping and cross-validation. When applying the bootstrapping technique (Table 
6.2.13), KNN got the highest accuracy (0.90) followed by both LR and NB. ANN, NB, 
LR and KNN got the highest precision (0.90). KNN got the highest recall (0.97) 
followed by both ID3 and PART. NB got the highest specificity (0.75) followed by both 
LR and KNN. KNN got the highest balanced accuracy (0.86) followed by both NB and 
LR. NB achieved the highest AuC result (0.91) followed by both ANN and LR.  
When applying the cross-validation technique (Table 6.2.14), KNN got the 
highest accuracy (0.84) followed by all ANN, NB and LR. ANN, NB, LR and KNN got 
the highest precision (0.85). KNN got the highest recall (0.94) followed by LR and both 
NB and VFI.  ANN, NB, LR and KNN got the highest specificity (0.67). KNN got the 
highest balanced accuracy (0.81) followed by both NB and LR. NB achieved the highest 
AuC result (0.83) followed by both KNN and ANN.  
Most algorithms performed very well on the tostbegg2 dataset. The attribute 
distribution of the all attributes of the tostbegg2 dataset is similar. The class label is 
evaluated based on each attribute. Furthermore, it is split between positive and negative 
for values of each and every attribute.  In Figures 4.10.7.1 and 4.10.7.2, we can see that 
there is a majority and a minority in the values of the class label. Therefore, the 
algorithms compromised the minority for the sake of the majority during classification. 
 
7.3.8 Wiedat2b 
On wiedat2b, both ID3 and PART achieved the best overall performance when 
using bootstrapping, whereas LR got the best overall performance when using cross-
validation. When applying the bootstrapping technique (Table 6.2.15), ID3 got the 
highest accuracy (0.82) followed by PART and LR. ID3, PART and VFI got the highest 
precision (0.95). ANN got the highest recall (0.99) followed by KNN and CVC. VFI got 
the highest specificity (0.95) followed by NB and both ID3 and PART. Both ID3 and 
PART got the highest balanced accuracy (0.84) followed by LR. ID3 achieved the 
highest AuC result (0.86) followed by both LR and PART.  
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When applying the cross-validation technique (Table 6.2.16), LR got the highest 
accuracy (0.80) followed by ID3 and PART. NB got the highest precision (0.96) and 
specificity (0.96) followed by VFI and LR. ANN got the highest recall (1.00) followed 
by CVC and LR. LR got the highest balanced accuracy (0.82) followed by NB and VFI. 
LR achieved the highest AuC result (0.89) followed by ANN and both NB and KNN.  
Most algorithms performed well on the wiedat2b2 dataset. The attribute 
distribution of the all attributes of the wiedat2b2 dataset is similar. The class label is 
evaluated based on each attribute. Furthermore, it is split between positive and negative 
for values of each and every attribute.  In Figures 4.10.8.1 and 4.10.8.2, we can see that 
there is a majority and a minority in the values of the class label. Therefore, the 
algorithms compromised the minority for the sake of the majority during classification. 
 
 
7.4 Overall Performance on All Datasets 
In general, most algorithms performed better with bootstrapping than with cross-
validation. As mentioned earlier, we believe this is due to the fact that when using 
bootstrapping, outliers might not be present in testing set in order to affect the 
performance of the algorithm. On the other hand, when using cross-validation, outliers 
will be present in the testing set at some point during the whole experiment. And 
ultimately, they will affect the overall performance of the algorithm.  
When applying bootstrapping (Table 6.2.17), both ID3 and PART got the highest 
accuracy (0.86) followed KNN (0.85). Both ID3 and ANN got the highest precision 
(0.88) followed by PART (0.87). ANN and KNN got the highest recall (0.84) followed 
by PART (0.83). NB got the highest specificity (0.79) followed by PART (0.78) and ID3 
(0.77). PART got the highest balanced accuracy (0.81) followed by ID3 (0.80) and KNN 
(0.78). Both LR and KNN achieved the highest AuC result (0.85) followed by PART 
(0.84). 
When applying cross-validation (6.2.18), ID3, PART and LR got the highest 
accuracy (0.83). NB got the highest precision (0.88) followed by both ID3 and LR 
(0.85). ANN got the highest recall (0.83) followed by both VFI and KNN (0.81). NB got 
the highest specificity (0.77) followed by PART and ID3 (0.72). ID3 got the highest 
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balanced accuracy (0.77) followed by both LR and PART (0.75). ANN achieved the 
highest AuC result (0.84) followed by both NB and LR (0.83). 
  
 ID3 had a very good overall performance. When boostrapping is used, ID3  
ranked first in terms of accuracy and precision. With cross-validation, it  ranked first in 
terms of balanced accuracy.  ID3 showed a higher accuracy (+ 3.46%) when tested using 
bootstrapping (testing set 73%) than when tested using cross-validation (testing set 
90%). We believe that this dependency is due to the fact that ID3 is highly affected by 
each and every instance in the data set. Bootstrapping selects the training set randomly 
and might never pick outliers to be present in the training set, whereas cross-validation 
makes sure that every instance is present once in one of the folds and hence outliers 
might affect the construction of the decision tree.  
 ANN had a good overall performance. Under cross-validation, ANN is ranked 
first in terms of recall and AuC, and is not highly dependent on modeling technique. 
ANN achieved competitive results on almost all datasets, especially on datasets with 
very large number of attributes (orchratio2). We believe this is due to the fact that ANN 
does not handle all attributes once at a time in order to get one result. The problem is 
solved by moving from a large number of attributes to a smaller number of hidden nodes 
in order to reach the output. 
 NB showed a good overall performance as well.  With cross-validation, NB 
ranked first in terms of precision and specificity. It also ranked first in terms of 
specificity when bootstrapping was used. The algorithm shows not to be strongly 
dependent on the modeling technique. NB achieved competitive results on almost all 
datasets and the highest balanced accuracy on datasets with highly unbalanced class 
label distribution. We believe this is due to the fact that Naïve Bayes computes the 
hypothesis rather than searching for it in the hypothesis space. Therefore, instances with 
one class label are somehow independent from instances with the other class label. 
 LR achieved a good overall performance. LR is ranked first in terms of accuracy 
(cross-validation) and AuC result (bootstrapping) and ranked two in terms of precision, 
balanced accuracy and AuC result (cross-validation). It is poorly dependent on the 
modeling technique. LR achieved competitive results on almost all datasets. 
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 PART had a very good overall performance with results very close to ID3. When 
bootstrapping was used, PART ranked first in terms of accuracy and and balanced 
accuracy It ranked second in terms of precision , specificity  and AuC. When cross-
validation is used, PART ranked first in terms of accuracy. ID 3 achieved overall good 
results on all data sets and like ID3, it showed to be dependent on the modeling 
technique.  
 CVC showed the worst overall performance on most datasets, and is poorly 
dependent on the modeling technique. We believe this is due to the fact that disease 
detection datasets are not suitable for clusters. The nature and variety of attributes in 
disease detection datasets makes it hard for CVC to cluster instances. The created 
clusters are mostly of small size and overlapping with other clusters. 
 VFI showed a fair overall performance. VFI ranked third in terms of recall 
(cross-validation) and showed to be dependent on the modeling technique. VFI 
performed very well on datasets with high number of attributes when using 
bootstrapping. We believe this is due to the fact that the way VFI sets the ranges is 
highly affected by outliers. When using bootstrapping, outliers might not be present in 
the training set, whereas, when using cross-validation, outliers will definitely be present 
in one of the folds. 
 KNN had a very good overall performance especially when using bootstrapping. 
KNN is ranked first in terms of recall and AuC.  It is highly dependent on the modeling 
technique. KNN had a larger accuracy (+4.18) when tested using bootstrapping than 
when using cross-validation. We believe this is due to the fact that KNN is highly 
depended on outliers.  When outliers are present in the training set, they have a very low 
influence on the classification of the testing set. If they are present in the testing set, they 
might get misclassified. On the other, when using cross-validation, outliers will 
definitely be present in the testing set and hence affect the performance of KNN. 
 ZeroR is not a reliable classifier since it classifies by assigning the most common 
class label to all testing instances. Therefore, either recall is 1.00 and specificity is 0.00 
or vice versa. In addition, its balanced accuracy and AuC result will always be 0.50. 
 The random classifier is definitely not reliable and certainly results in a high 
standard deviation after several runs.  
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CHAPTER EIGHT 
CONCLUSION AND FUTURE WORK 
 
 In this work, we present a comparative study of eight state-of-the-art machine 
learning algorithms on the disease detection problem.  Our work shows that all 
algorithms perform well in this domain. The study focuses on the nature of the data set 
and the attribute distribution and their relationship with the performance of the 
algorithms. A study on the attribute distribution showed that it  greatly affects the 
performance of all the algorithms on the datasets. As a matter of fact, when a particular 
attribute splits the data perfectly well, all algorithms except CVC showed an excellent 
performance. In the other cases, the performance was still relatively good. Regarding the 
classification label distribution, all the algorithms compromised the minority class label 
for the sake of the majority whenever the data set is imbalanced. This is why accuracy 
alone cannot be used as an indicator of the performance of the algorithm hence our use 
of the Youden’s Jindex (average accuracy per class label). Results show that all 
algorithms outperform ZeroR on this measure. Finally, when tested on datasets with 
attributes having part of them belonging to a single class label value and other parts 
holding both class label values (psa2b dataset – time relative to prostate cancer 
attribute), both decision trees algorithms, ID3 and PART, outperformed the rest of the 
algorithms.  Regarding the modeling technique, bootstrapping showed to give better 
results than cross-validation. We believe this is due to the fact that bootstrapping handles 
outliers in a dataset better than cross-validation. Regarding the measures that we used, 
the best accuracy was obtained by both ID3 and PART using bootstrapping, whereas 
using cross-validation, the best accuracy was achieved by ID3, LR and PART. The best 
precision was obtained by both ID3 and NB using bootstrapping. On the other hand, 
using cross-validation, the best precision was obtained by NB only. The best recall was 
obtained by both ANN and KNN using bootstrapping. Using cross-validation, the best 
recall was achieved by ANN. The best specificity was obtained using NB using 
bootstrapping or cross-validation. The best balanced accuracy was obtained by PART 
using bootstrapping and by ID3 using cross-validation. The best AuC was obtained by 
both LR and KNN using bootstrapping. And finally, the best AuC was achieved by 
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ANN using cross-validation. We hope that this detailed comparative study guide experts 
in selecting the best algorithm for their task at hand taking into consideration the nature 
of the data set. Their choice will be driven by the measure that they aim to optimize. We 
also hope that this work paves the way for further techniques which combine the 
strengths of different algorithms in the aim to achieve higher performance.  
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