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O presente estudo teve como objetivo investigar a sensibilidade e especificidade dos 
classificadores de aprendizagem de máquina (MLC) e da tomografia de coerência óptica de 
domínio espectral (SD-OCT) para o diagnóstico de glaucoma. 
Sessenta e dois pacientes com glaucoma e defeito de campo visual inicial a moderado, e 48 
indivíduos saudáveis foram incluídos. Todos os participantes foram submetidos a um exame 
oftalmológico completo, perimetria automatizada acromática e medida da espessura da 
camada de fibras nervosas da retina com SD-OCT (Cirrus HD-OCT; Carl Zeiss Meditec, Inc., 
Dublin, Califórnia, EUA). Uma curva ROC (receiver operating curve) foi obtida para cada 
parâmetro do SD-OCT: espessura média, espessura nos quatro quadrantes (temporal, superior, 
nasal e inferior) e a espessura a cada hora de relógio. Posteriormente, foram testados os 
seguintes MLCs construídos a partir dos dados do OCT: Árvore de Decisão (CTREE), 
Random Forest (RAN), Bagging (BAG), Adaptative Boosting (ADA), Ensemble Selection 
(ENS), Multilayer Perceptrons (MLP), Rede de Funções de Base Radial (RBF), Naive-Bayes 
(NB), Support Vector Machine - Linear (SVMl) e Support Vector Machine - Gaussian 
(SVMg). Áreas sob as curvas ROC (aROCs) foram obtidas para cada parâmetro do SD-OCT e 
para cada MLC. 
A média de idade foi de 57,0 ± 9,2 anos para os indivíduos saudáveis e de 59,9 ± 9,0 anos para 
os pacientes com diagnóstico de glaucoma (p=0,103). Valores ??? ?????? ??????????? ???? 
foram de -4,1 ± 2,4 dB para pacientes com glaucoma e -1,5 ± 1,6 dB para indivíduos normais 
(p<0,001). Os parâmetros do SD-OCT com as maiores aROCs foram: quadrante inferior 
(0,813), espessura média global (0,807), 7 horas (0,765) e 6 horas de relógio (0,754). As 























BAG não foi significativamente diferente da aROC obtida com o melhor parâmetro isolado do 
SD-OCT (p=0,932). 
O SD-OCT mostrou boa acurácia diagnóstica em um grupo de pacientes com glaucoma inicial 
a moderado. Os MLCs não melhoraram a sensibilidade e a especificidade do SD-OCT para o 
diagnóstico do glaucoma."
 
Descritores: Glaucoma, classificadores de aprendizagem de máquina, tomografia de coerência 














































































This study aimed to investigate the sensitivity and specificity of machine learning classifiers 
(MLC) and spectral domain optical coherence tomography (SD-OCT) for the diagnosis of 
glaucoma. 
Sixty-two patients with early to moderate glaucomatous visual field damage and 48 healthy 
individuals were included. All subjects underwent a complete ophthalmologic examination, 
achromatic standard automated perimetry, and RNFL imaging with SD-OCT (Cirrus HD-
OCT; Carl Zeiss Meditec, Inc., Dublin, California, USA). Receiver operating characteristic 
(ROC) curves were obtained for all SD-OCT parameters: average thickness, four quadrants 
(temporal, superior, nasal and inferior) and 12 clock hour measurements. Subsequently, the 
following MLCs were tested: Classification Tree (CTREE), Random Forest (RAN), Bagging 
(BAG), AdaBoost M1 (ADA), Ensemble Selection (ENS), Multilayer Perceptron (MLP), 
Radial Basis Function (RBF), Naive-Bayes (NB), and Support Vector Machine (SVM). Areas 
under the ROC curves (aROCs) were obtained for each parameter and each MLC. 
The mean age was 57.0 ± 9.2 years for healthy individuals and 59.9 ± 9.0 years for glaucoma 
patients (p=0.103). Mean deviation values were ?4.1 ± 2.4 dB for glaucoma patients and ?1.5 
± 1.6 dB for healthy individuals (p<0.001). The SD-OCT parameters with the greater aROCs 
were inferior quadrant ????????? ???????? ?????????? ????????? ?? ???????? ????????? ????????? ???? 6 
???????? ????????? ????????????? aROCs obtained with classifiers varied from 0.785 (ADA) to 
0.818 (BAG). The aROC obtained with BAG was not significantly different from the aROC 
obtained with the best single SD-OCT parameter (p=0.932). 
SD-OCT showed good diagnostic accuracy in a group of patients with early to moderate 
glaucoma. In this series, MLCs did not improve the sensitivity and specificity of SD-OCT for 
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O glaucoma é uma neuropatia óptica progressiva caracterizada por alterações 
estruturais na cabeça do nervo óptico (CNO) e na camada de fibras nervosas da retina 
(CFNR), com alterações funcionais correspondentes, caracterizadas por perda de campo visual 
(CV)(1). A pressão intraocular (PIO) elevada é o fator de risco mais importante para o 
densenvolvimento dessa doença (1,2) e o único passível de tratamento (1?3). Outros fatores de 
risco incluem idade avançada, descendência africana, miopia, história familiar da doença, 
baixa espessura corneana central (4?6) e diabetes (7). Como o dano glaucomatoso é 
irreversível, o diagnóstico e a intervenção precoces são fundamentais para evitar o 
aparecimento de alterações funcionais.  
A Organização Mundial de Saúde (OMS) indica o glaucoma como a segunda maior 
causa de cegueira do mundo (12,3%), superada apenas pela catarata, responsável por 47,8% 
(8). Segundo Quigley et al (9), haverá 79,6 milhões de pessoas com glaucoma de ângulos 
aberto e fechado em 2020, o que corresponde a 2,65% da população mundial acima dos 40 
anos, com uma estimativa de que, entre esses, 5,9 milhões apresentarão cegueira bilateral por 
glaucoma primário de ângulo aberto (GPAA), e 5,3 milhões por glaucoma primário de ângulo 
fechado (GPAF). 
A prevalência de glaucoma aumenta com a idade e varia conforme a população 
avaliada, com estudos revelando valores de 1 a 3% na Europa, 1 a 4 % na Ásia e 2 a 3% na 
Austrália (9,10). Nos Estados Unidos, a prevalência varia de 1 a 5% dependendo do grupo 
populacional avaliado. Em norte-americanos de origem européia ela foi de 1 a 2% (11,12), nos 
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de descendência africana de 4% (11) e de 2 a 5% nos latinos provenientes do México (13,14). 
Taxas maiores são encontradas na África, variando aproximadamente entre 1% (15) na Nigéria 
e 8% em Gana (16). 
Os dados de prevalência no Brasil ainda são escassos. Sakata et al (17) avaliaram 1636 
indivíduos com mais de 40 anos na região sul do país. A prevalência de glaucoma nesse grupo 
foi de 3,4% (IC 95% 2,5-4,3), sendo 2,4% de GPAA e 0,7% de GPAF. Além disso, os autores 
observaram que a prevalência de glaucoma aumentou com a idade e foi maior em indivíduos 
que se definiram como não pertencendo à raça branca. 
 
1.1. Diagnóstico de Glaucoma 
 
O glaucoma é uma doença caracterizada pela perda de células ganglionares da retina, 
resultando em alterações estruturais da CFNR e do NO (1). Esse dano estrutural leva a 
alterações funcionais correspondentes, determinada pela perda progressiva e irreversível de 
CV (18,19). Dessa maneira, o diagnóstico do glaucoma é baseado em métodos que identificam 
e quantificam o padrão de defeito visual (dano funcional) e a lesão do nervo óptico e da CFNR 
(dano estrutural) (20,21). 
O defeito visual, caracterizado por perda de CV, é o que acarreta impacto negativo na 
qualidade de vida dos portadores dessa doença (22,23). Portanto, o diagnóstico precoce e o 
início imediato do tratamento são essenciais para retardar e até prevenir a progressão da lesão 
neurológica e a perda de CV (24?26). No entanto, o diagnóstico precoce é um grande desafio, 
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já que a doença é, nas fases iniciais, assintomática; não existe um teste de triagem efetivo; e a 
população tem baixa consciência da importância de um exame preventivo e pouca informação 
sobre os principais fatores de risco da doença (11?14,27,28). No Brasil, Sakata et al (17) 
observaram que, ao final do estudo para avaliação da prevalência de glaucoma, 
aproximadamente 90% dos indivíduos detectados como sendo portadores de glaucoma 
primário desconheciam o seu diagnóstico. 
Assim, na tentativa de entender melhor os danos causados pela doença, alguns autores 
começaram a estudar a relação entre o dano estrutural e o dano funcional observado em 
pacientes com glaucoma. Quigley et al (18), em 1982, apresentaram um dos primeiros estudos 
que avaliou essa relação e observaram que a perda definitiva dos axônios ocorre antes do 
aparecimento de defeitos reprodutíveis no CV em alguns pacientes com suspeita de glaucoma.  
Outro grupo, também liderado por Quigley (29), realizou uma análise histológica em 6 olhos 
humanos com glaucoma e observou que, nos 30° centrais da retina, as regiões com diminuição 
de 5 e 10 dB de sensibilidade no CV estavam associadas à redução de cerca de 20% e 40% da 
quantidade total de células ganglionares, respectivamente. Estudos mais recentes também 
demonstraram que defeitos estruturais na CNO e na CFNR peripapilar podem preceder o 
desenvolvimento de perda detectável na PAP em indivíduos com glaucoma (30,31).  
Harwerth et al (32) observaram, por meio de um modelo experimental de glaucoma em 
macacos rhesus, que 30-50% das células ganglionares da retina são perdidas antes que 
apareçam defeitos no CV demonstrados pela perimetria automatizada padrão (PAP). 
Dessa maneira, há um crescente interesse em determinar os sinais precoces de 
glaucoma na CNO e na CFNR peripapilar. A perda de rima no sentido vertical, a assimetria 
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entre as escavações de um mesmo paciente, e a presença de hemorragias peripapilares são 
sinais precoces de dano glaucomatoso no nervo óptico, todavia demonstrou-se que esses 
achados são pouco prevalentes em amostras populacionais com glaucoma (33,34). A análise 
da CFNR também pode propiciar o diagnóstico precoce dessa doença, como mostrado pelo 
estudo de Sommer et al (30), que revelaram que 60% dos pacientes que evoluíram para 
glaucoma tinham lesão da CFNR seis anos antes do aparecimento de defeito de CV. Esta 
informação foi confirmada logo após por Quigley et al (35), que observaram que, em pacientes 
hipertensos oculares, a avaliação da relação escavação disco ou da aparência da CFNR em 
fotografias, obtidas 5 anos antes da perda de campo visual, eram igualmente preditivas de 
dano futuro. Da mesma maneira, Kraus et al (36), num estudo prospectivo, demonstraram que 
50% dos pacientes hipertensos oculares que desenvolveram dano detectável no campo visual 
após um acompanhamento de 3,5 anos, apresentavam defeito na CFNR observado por meio de 
fotografia no início do estudo. Entretanto, a avaliação do nervo óptico e da CFNR, seja por 
observação direta ou por técnicas fotográficas, é subjetiva e requer examinador experiente 
(30,37). 
Ao longo dos anos, com o avanço tecnológico, foram surgindo métodos que tornaram a 
avaliação do nervo óptico e da CFNR mais objetiva. São instrumentos que, através da criação 
de imagens computacionais, fornecem informações objetivas, em tempo real, da análise da 
CNO e da CFNR peripapilar (38?44). O desafio dos médicos é saber como utilizar a 
informação que esses instrumentos fornecem para auxiliar na tomada de decisões no manejo 
do glaucoma. 
Assim, diversas técnicas foram introduzidas nos últimos anos visando a detecção de 
alterações glaucomatosas morfológicas e funcionais mais precoces do que os métodos 
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convencionais. Dentre as mais empregadas para avaliação funcional, destacam-se as técnicas 
de perimetria seletiva como o FDT (Frequency Doubling Technology) (45,46) e a perimetria 
azul-amarelo (47,48). Para avaliação anatômica, dispõe-se atualmente do GDx (Scanning laser 
polarimetry) (43), do HRT (Heidelberg Retina Tomograph) (49) e do OCT (Optical 
Coherence Tomograph) (50,51). 
Além disso, desde 1990 (Goldbaum MH, et. al. IOVS 1990; 31: ARVO Abstract 503), 
métodos computadorizados que utilizam classificadores de aprendizagem de máquina / 
machine learning classifiers (MLCs) têm sido aplicados em imagens do NO, da CFNR e em 
medidas de função visual para melhorar a detecção de glaucoma, com resultados sugerindo 
que estes métodos são tão bons quanto (52?55) ou melhores do que (56?71) as técnicas 
atualmente disponíveis para classificar os olhos como glaucomatosos ou saudáveis.  
Dessa maneira, esfoços têm sido feitos para que possamos detectar o glaucoma o mais 
precocemente possível e para que a análise dos dados que dispomos tenha alta sensibilidade e 
especificidade no diagnóstico da doença. 
 
1.2. Tomografia de Coerência Óptica 
 
A tomografia de coerência óptica (OCT), descrita pela primeira vez em 1991 por 
Huang et al (72), é uma técnica de imagem de alta resolução, sem contato, que utiliza um 
interferômetro de digitalização de baixa coerência, em que a luz é emitida em fase contínua 
durante um intervalo de tempo muito curto, para produzir imagens seccionais da retina e da 
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CFNR peripapilar in vivo (72,73). Essa tecnologia tornou-se comercialmente disponível em 
2002 com o OCT 3 (Stratus OCT, Carl Zeiss Meditec, Inc., Dublin, CA) que utilizava o 
interferômetro de domínio temporal (TD-OCT), tecnologia patenteada e transferida para a Carl 
Zeiss Meditec (Dublin,CA) (74).  
Esse sistema consiste em um interferômetro (tipicamente o Interferômetro de 
Michelson ? Figura 1) (75) com uma fonte de luz que emite um feixe infravermelho (830nm 
de comprimento de onda) de fraca potência (até 750 mW). A luz é dividida em duas partes, 
referência e amostra, e depois é recombinada no detector. Assim, quando dois feixes de luz se 
encontram no espaço, os seus campos eletromagnéticos se superpõem e o campo resultante é 
determinado pela soma vetorial dos campos de cada onda. Essa superposição de ondas é 
chamada de interferência. Quando as ondas se superpõem em fase (crista com crista ou vale 
com vale) produzem uma onda resultante com amplitude máxima, criando um ponto brilhante. 
Se os dois feixes se encontram fora de fase (crista com vale), irão cancelar-se, produzindo um 
ponto escuro (76). 
A técnica do OCT é baseada na detecção e análise do sinal de interferência produzido 
entre a reflexão de referência e o sinal refletido, ou retro-espalhado, vindo de vários pontos do 
objeto que está sendo analisado. A imagem do OCT utiliza essa informação para representar 
variações na reflectividade óptica através da profundidade do tecido ao longo de um ponto, 
criando o que é conhecido como A-scan. Estes scans individuais axiais podem ser reunidos de 
forma linear através do tecido, criando uma imagem de corte transversal, conhecida como B-





Figura 1. Interferômetro de Michelson. d1 e d2 representam os comprimentos dos braços de 
referência e da amostra, respectivamente (modificado de Michelson AA, 1995) (75). 
 
Na tecnologia de domínio temporal, o espelho de referência deve ser móvel, porque o 
padrão de interferência só se dá quando o tempo de vôo dos fótons retro-refletidos pelo 
espelho de referência for o mesmo dos fótons retro-espalhados pela amostra. Desta forma, é 
possível, através do deslocamento do espelho de referência e consequentemente da alteração 
do tempo de vôo dos fótons, selecionar a profundidade que se deseja observar (74). 
Posteriormente, desenvolveu-se a técnica de OCT baseada no domínio espectral, na 
qual o padrão de interferência é dado não no espaço direto, mas sim no espaço das 
frequências, ou espaço recíproco, também conhecido como domínio de Fourier.  Assim, com 
uma análise matemática conhecida como Transformada de Fourier (77), foi possível manter o 





Quando o TD-OCT Stratus começou a ser utilizado na prática clínica, diversos estudos 
demonstraram altas sensibilidade e especificidade para o diagnóstico de glaucoma, além de 
uma boa correlação com os resultados de CV detectados com a PAP (51,78,79). 
Recentemente, várias empresas desenvolveram novas versões de OCT empregando a 
tecnologia de domínio espectral (SD-OCT), já que o princípio dessa técnica se baseia mais na 
aplicação da fórmula de Fourier do que na tecnologia anteriormente patenteada. Os SD-OCTs 
têm maior resolução axial e velocidade de varredura do que o TD-OCT. O Cirrus-SD-OCT 
(Carl Zeiss Meditec, Inc.) tem uma resolução axial de cinco µm e uma velocidade de 
digitalização de 27.000 A-scans por segundo, enquanto o Stratus-TD-OCT tem uma resolução 
axial de oito a dez µm e uma velocidade de digitalização de 400 A-scans por segundo. 
Portanto, os novos OCTs permitem que mais dados sejam coletados num menor espaço de 




Figura 2. Comparação de imagens obtidas pelo OCT - corte transversal da retina de um olho 
humano na região macular: a. Stratus-TD-OCT que utiliza interferômetro de domínio 
temporal, b. Cirrus-SD-OCT que utiliza interferômetro de domínio espectral (80,81). 
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Estudos comparando essas tecnologias têm demonstrado que a sensibilidade e 
especificidade dos vários parâmetros da CFNR analisados pelo Cirrus-SD-OCT são excelentes 
e equivalentes ao Stratus-TD-OCT (82?88). Além disso, o Cirrus-SD-OCT é um aparelho que 
apresenta boa reprodutibilidade (89,90), não havendo necessidade de dilatação pupilar (91) 
para realização do teste. Isso torna o exame seguro e confortável para o paciente. 
Nesse estudo utilizamos o Cirrus-SD-OCT (software versão 3.0, Carl Zeiss Meditec, 
Inc.) que, empregando a tecnologia de domínio espectral, estima a espessura da camada de 
fibras nervosas da retina peripapilar. O modo cubo 200x200 do disco óptico consiste em 
200x200 A-scans que cobrem uma área de seis mm2 centrada no disco óptico. Depois de criar 
um mapa da espessura da CFNR em três dimensões formando um cubo, o software determina 
o centro do disco e extrai um círculo ao redor da papila (1,73 mm de raio) para a medida da 
espessura da CFNR. Ao final da captura da imagem, o Cirrus-SD-OCT fornece um índice 
sobre a intensidade do sinal que pode variar de zero a dez, sendo dez o sinal máximo. Quando 
os valores são inferiores a cinco, o índice aparece em vermelho, mostrando que o sinal está 
abaixo de um padrão aceitável; quando o valor é de cinco ou mais, o índice aparece em verde, 
determinando um sinal aceitável. O Cirrus-SD-OCT fornece em seguida mapas da CFNR com 
17 parâmetros: espessura média, espessura nos quatro quadrantes (temporal, superior, nasal e 
inferior) e a espessura a cada hora de relógio. 
Para cada um dos 17 parâmetros avaliados, o aparelho fornece uma análise estatística 
comparando o resultado encontrado para cada paciente com o banco de dados do aparelho, que 
é formado por 284 indivíduos normais (43% brancos, 24% asiáticos, 18% africanos, 12% 
hispânicos, 1% indiano, 6% misto), 134 homens e 150 mulheres com idade variando de 18 a 
84 anos (média = 46,5 anos) (92). A comparação, que leva em consideração a idade e o sexo 
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do indivíduo, permite classificar o resultado segundo os percentis de distribuição normal da 
??????????????????????????????????????????????????????95% em verde e p>95% em 








             
Figura 3. Exemplo de uma análise realizada pelo Cirrus-SD-OCT. a: protocolo utilizado (OD 
- olho direito, OS - olho esquerdo). b: mapa topográfico da espessura da CFNR peripapilar em 
esquema de cores. Ao centro, espessura média global, valores de espessura média nos quatro 
quadrantes e nas 12 horas de relógio, classificados de acordo com a escala de cores de 
distribuição da população normal que compõe o banco de dados do aparelho. c: mapa de 
desvio da espessura da CFNR peripapilar em relação ao banco de dados do aparelho. Ao 
centro, gráfico de perfil da espessura da CFNR peripapilar comparando os dois olhos, para 
análise de simetria. d: gráfico de perfil da espessura da CFNR peripapilar em comparação com 
o perfil de distribuição do banco de dados do aparelho em escala de cores. e: imagem de B-








1.3. Sistemas de Aprendizagem de Máquina 
 
Na medicina moderna temos à disposição uma grande quantidade de conhecimento e, 
diariamente, enfrentamos o desafio de adquirir, analisar e aplicar toda essa informação para 
resolver problemas clínicos complexos. Transformar um conjunto de dados em informações e 
descobrir suas inter-relações para produzir conhecimento útil e aplicá-lo à solução de 
problemas, são tarefas típicas da computação. Uma área da computação normalmente 
empregada na resolução de problemas da área médica é a inteligência artificial, sendo que uma 
subárea de especial relevância para questões de diagnóstico médico é a aprendizagem de 
máquina. Dessa forma, sistemas computacionais capazes de aprender regras ao analisarem 
registros médicos disponíveis em vários meios como bancos de dados, textos não estruturados, 
imagens, filmes e sons, podem auxiliar significativamente o diagnóstico e tratamento de 
doenças (93). 
Portanto, o processo de aprendizagem de máquina é um subcampo da inteligência 
artificial, que procura desenvolver algoritmos que possam dotar os computadores da 
capacidade de aprendizagem de forma a elevar o seu desempenho automaticamente através da 
experiência (94). Ou seja, o processo de aprendizagem inclui mudanças adaptáveis no sistema, 
o que o permite fazer, da próxima vez, a mesma tarefa com mais eficiência.  
O aprendizado utiliza o princípio da indução (inferência lógica) com o objetivo de 
obter conclusões genéricas a partir de um conjunto de exemplos. Assim, um conceito é 
aprendido efetuando-se inferência indutiva sobre os exemplos apresentados. Para a indução 
derivar conhecimento novo representativo, os exemplos têm que estar bem definidos e em 
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quantidade suficiente, obtendo assim hipóteses úteis para um determinado tipo de problema. 
Quanto mais exemplos relevantes forem selecionados para treinamento no indutor, mais bem 
classificado será o novo conjunto de dados. O intuito final é construir um classificador que 
possa determinar a classe a que um exemplo não rotulado pertence (95).  
O aprendizado indutivo pode ser dividido em supervisionado e não supervisionado. O 
aprendizado supervisionado é utilizado para classificação de exemplos em classes pré-
definidas, resolvendo problemas preditivos. Para dados categóricos (não numéricos), esse 
problema é conhecido como classificação e para valores contínuos (numéricos), como 
regressão. O aprendizado não-supervisionado é utilizado para agrupamento, reunindo 
exemplos semelhantes e resolvendo, dessa maneira, problemas descritivos. Após os 
agrupamentos, normalmente é necessária uma análise para determinar o que cada agrupamento 
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Nos classificadores baseados em algoritmos de aprendizagem de máquina, geralmente 
emprega-se uma forma de aprendizagem supervisionada, onde o programa aprende a partir de 
exemplos positivos e negativos para a doença, que representam os casos em que, por exemplo, 
há sinais de glaucoma (exemplos positivos), ou não (exemplos negativos). O treinamento é 
repetido diversas vezes com o fornecimento de dados de treinamento diferentes, com a 
classificação positiva ou negativa previamente realizada por um oftalmologista, até que o 
conceito (identificação de sinais de glaucoma em um teste) possa ter sido devidamente 
aprendido pelo sistema. Passa-se então a utilizar o classificador com novos dados de exames, 
porém não previamente classificados por um médico especialista, para que o sistema então 
faça sua classificação automaticamente (97). 
Atualmente existem diversos softwares desenvolvidos para criar classificadores. Esses 
softwares são ferramentas de mineração de dados (data mining), que consiste no processo 
automático de descoberta de conhecimento em bases de dados muito volumosas. Os primeiros 
softwares para mineração de dados começaram a ser desenvolvidos em meados da década de 
90, ainda em ambiente acadêmico. Dentre as ferramentas disponíveis para data mining, a mais 
simples e largamente utilizada e aceita é a ferramenta Weka (Waikato Environment for 
Knowledge Analysis) (97). O sistema Weka é um software livre (de código aberto) para 
mineração de dados, desenvolvido em Java, dentro das especificações da GNU (General 
Public License). As suas características, bem como as técnicas nele utilizadas, foram descritas 





1.3.1. Criação e avaliação do classificador 
 A criação e avaliação dos classificadores de aprendizagem de máquina supervisionados 
seguem algumas etapas (99): 
1) Definição do problema e seleção dos atributos ? primeiramente é necessário definir o 
problema a ser solucionado pela máquina (por exemplo, diagnóstico de glaucoma ou 
diagnóstico de normalidade) e então coletar os dados, também chamados de atributos 
ou parâmetros, que sejam relevantes (como dados do OCT). Se há um profissional 
experiente à disposição, ele pode sugerir quais dados são mais informativos. Se não há 
este profissional, é possível medir tudo o que está disponível na esperança de que os 
parâmetros relevantes possam ser isolados. Uma característica importante que esse 
conjunto de treinamento deve ter é a capacidade de representar adequadamente a 
população em geral, pois se foram apresentados apenas dados de pacientes normais ao 
mecanismo de aprendizagem durante o seu treinamento, o sistema vai falhar 
futuramente ao tentar reconhecer dados de indivíduos com glaucoma.  
2) Pré-processamento dos dados ? o objetivo dessa etapa é reduzir a quantidade de dados 
realizando uma seleção que identifica e remove atributos irrelevantes e redundantes, 
tornando o processo de resolução do problema mais rápido e efetivo. A seleção de 
atributos não é usada apenas para lidar com ruídos (dados imperfeitos ou classes 
rotuladas incorretamente), mas também para lidar com uma amostra de dados muito 
grande. 
3) Seleção do algoritmo ? não existe um único algoritmo que apresente o melhor 
desempenho para todos os problemas, portanto a sua escolha é um passo crítico. Os 
algoritmos disponíveis variam de acordo com a aplicação e a estrutura de dados 
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escolhida. Dessa forma, é preciso testar alguns algoritmos para definir aquele que tem 
o melhor resultado para o problema em questão. 
4) Treinamento e teste ? nessa etapa, são apresentados ao programa dados de treinamento 
positivos e negativos (por exemplo, OCT de indivíduo com glaucoma e OCT de 
indivíduo normal) previamente classificados por profissional qualificado. Idealmente, 
uma população é utilizada para treinamento e outra população é então utilizada para 
testar a capacidade diagnóstica do classificador. Para maximizar o emprego dos dados 
coletados excluindo a necessidade de uma nova população para teste, é possível 
empregar o método da validação cruzada para treinar e testar o classificador (100). 
Esse método consiste em dividir aleatoriamente a amostra de pacientes pré-
classificados por um profissional experiente, em 10 subgrupos, cada um contendo 
aproximadamente a mesma proporção de indivíduos saudáveis e doentes. Nove 
subgrupos são utilizados como dados de treino, enquanto que o subconjunto 
remanescente é utilizado como dados de teste. Este processo é realizado 10 vezes, até 
que cada um dos 10 subgrupos seja utilizado como teste. 
 
1.3.2. Algoritmos 
Os classificadores de aprendizagem de máquina podem ser desenvolvidos utilizando 
inúmeros algoritmos. Em seguida estão apresentados os mais comumente empregados em 
medicina: Árvore de Decisão (CTREE), Random Forest (RAN), Bagging (BAG), Adaptative 
Boosting (ADA), Ensemble Selection (ENS), Multilayer Perceptrons (MLP), Rede de Funções 
de Base Radial (RBF), Naive-Bayes (NB), Support Vector Machine - Linear (SVMl) e Support 
Vector Machine - Gaussian (SVMg). 
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1.3.2.1. Árvore de Decisão (CTREE) 
O algoritmo de árvores de decisão tem sido muito utilizado pelo fato de possuir uma 
representação intuitiva, que torna o modelo de classificação fácil de ser interpretado. Assim, é 
gerada uma estrutura de árvore que ajuda na classificação e predição das amostras 
desconhecidas. Com base nos registros dos dados de treinamento, uma árvore é montada como 
um conjunto de nós que são conectados por ramificações. Basicamente existem três tipos de 
nós: o nó raiz, que inicia a árvore; os nós comuns, que dividem um determinado atributo e 
geram ramificações; e os nós folha, que contém as informações de classificação do algoritmo. 
Ao montar a árvore, cada nó indica o teste de um atributo, cada ramo corresponde a um valor 
do atributo e cada folha representa uma classe (101).  
Existem diversos algoritmos na literatura utilizados para a construção de árvores de 
decisão, sendo o ID3 (inductive decision trees) o método clássico. ID3 é um algoritmo 
recursivo que cria a árvore desde a raiz até as folhas. A meta é a construção de árvores que 
possuam o menor tamanho e a maior acurácia possíveis. Uma questão chave para a construção 
de uma árvore de decisão consiste na estratégia para a escolha dos atributos que estarão mais 
próximos da raiz da árvore, ou seja, definir os atributos que são inicialmente avaliados para 
determinar a classe a qual uma observação pertence. Geralmente são utilizadas medidas 
baseadas na entropia da informação, que identifica o grau de incerteza de uma informação, 
para escolher o melhor atributo em cada etapa de formação. Assim, é calculado o ganho de 
informação de cada atributo do conjunto e aquele que apresentar o maior valor será 
selecionado como nó raiz da árvore e seus possíveis valores serão os ramos que o conectará 
aos demais nós (102). 
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Um exemplo clássico de CTREE é o conceito JogarTênis (103), no qual é avaliada a 
possibilidade de prática do esporte dependendo das condições climáticas. A Figura 5 
representa uma árvore onde cada nó (retângulo) é um teste sobre um atributo (Previsão, 
Umidade e Vento) e os ramos que seguem imediatamente o nó são os possíveis valores que 
este atributo pode assumir. O primeiro nó é a raiz e os últimos são as folhas. O processo de 
classificação inicia-se com a apresentação de uma instância (exemplo) de valores de atributos 
(parâmetros) para a árvore, e o primeiro teste do nó raiz é efetuado (Previsão). Em seguida, o 
ramo correspondente ao valor do atributo na instância (Ensolarado, Nublado ou Chuvoso) 
conduzirá o fluxo de avaliação para o nó seguinte, e assim sucessivamente até que um valor 
(sim ou não) para o conceito (JogarTênis) seja obtido. Assim, uma instância com os seguintes 
valores de atributos: Previsão=Ensolarado, Temperatura=Quente, Umidade=Alta, 














Ensolarado       Nublado   Chuvoso 
 
             Sim 
 
Alta                   Normal            Forte               Fraco 
Não      Sim            Não      Sim 
Figura 5. Exemplo de árvore de decisão para representação do conceito JogarTênis (Adaptado 
de Mitchell,1997)(103). 
 
As árvores de decisão permitem saber por onde percorreu a informação e o algoritmo 
trabalha bem com valores discretos, pois, caso contrário, a árvore pode se tornar imensa e de 
difícil compreensão. 
 
1.3.2.2. Random Forest (RAN) 
 RAN, ou Floresta Randômica, é um classificador proposto por Breiman em 2001 (104) 
e funciona com base em voto de um conjunto de árvores de decisão. Em adição à construção 
de cada árvore usando uma amostra aleatória de dados, RAN muda como as árvores 





separação entre todas as variáveis. No RAN, cada nó é dividido usando o melhor entre um 
subgrupo de preditores escolhidos randomicamente naquele nó. Cada árvore de decisão é 
construída com profundidade máxima, isto é, sem poda. Isso confere uma melhora no 
desempenho quando comparados a outros classificadores. 
 O algoritmo Random Forest é de fácil manuseio, pois o usuário manipula somente dois 
parâmetros: o número de variáveis (características) do subgrupo randomizado em cada nó e o 
número de árvores da floresta. O algoritmo RAN funciona da seguinte maneira: 1) desenha n 
amostras do conjunto original de dados; 2) para cada amostra, cresce uma árvore de 
classificação sem poda com a seguinte modificação: em cada nó, ao invés de escolher a 
melhor separação entre todos os preditores, uma amostra aleatória dos preditores é feita e a 
melhor separação entre essas variáveis é escolhida; 3) a predição de novos dados é feita por 
meio da combinação de todas as árvores, através do voto majoritário (Figura 6). 
 
Figura 6. Random Forest - arquitetura geral. x: conjunto de treinameto, ao qual é aplicado n 
estruturas diferentes de árvores, cada uma obtendo um resultado (K1-Kn). Uma votação 

















Assim, essencialmente, a técnica de RAN dá um passo além na classificação realizada 
pela CTREE, utilizando métodos como: 
1) Bagging: gerar, através de reamostragem (bootstraping), um conjunto de, por exemplo, 
500 amostras retiradas da amostra original através de seleção aleatória com reposição; 
2) Boosting: desenvolver em cada amostra, uma árvore onde, para cada observação 
incorretamente classificada numa determinada amostra do bootstrapping, sua 
ponderação seja aumentada quando houver a criação de uma nova árvore em outra 
amostra do mesmo bootstrapping; 
3) Randomizing: utilizar um conjunto diferente de variáveis, escolhido de maneira 
aleatória, em cada método/técnica empregada.  
 
 O pacote RAN produz opcionalmente uma informação adicional: a medida da 
importância de uma variável preditora. No geral este é um conceito de difícil definição, porque 
a importância de uma variável pode ser secundária à sua interação com outras variáveis. O 
algoritmo RAN estima a importância de uma variável verificando o quanto o erro preditor 
aumenta quando os dados dessa variável são modificados, enquanto os outros dados são 
mantidos (106).  
   
1.3.2.3. Bagging (BAG) 
BAG, ou Bootstrap Aggregating, é um algoritmo que se utiliza da combinação de 
classificadores, com o objetivo de obter uma taxa de acerto melhor do que a obtida pela 
aplicação de um classificador único (107).  
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Dessa maneira, a partir de uma base de dados de treinamento, o algoritmo é construído 
em quatro etapas: 
1) Geração de diferentes amostras, que devem ter tamanhos iguais, obtidas de forma aleatória 
e com distribuição uniforme. Isso é conseguido por meio de reposição, ou seja, para as 
amostras terem tamanhos iguais algumas instâncias se repetirão, enquanto outras serão 
omitidas; 
2) Obtenção de um classificador para cada amostra; 
3) Obtenção de um classificador composto, que inclui todos os classificadores individuais 
gerados na fase anterior; 
4) Votação simples para eleger a classificação mais popular dentre os classificadores 
individuais. 
 Portanto, o método BAG gera um classificador composto, no qual o resultado final é 
um conjunto de classificadores que são utilizados de forma integrada para classificar uma 






Figura 7. Bagging ? arquitetura geral. São geradas amostras aleatórias a partir de um conjunto 
de treinamento. Em seguida, classificadores são derivados de cada amostra, criando-se, assim, 
um classificador composto. É realizada uma votação simples para eleger a classificação mais 
popular (modificado de Wang et al, 2012) (108). 
 
Esse algoritmo é muito útil quando o conjunto de treinamento apresenta dados que 
possuem comportamento instável, ou seja, pequenas mudanças no conjunto de treinamento 
acarretam mudanças de classificação. Nestes casos, um classificador único não é capaz de 
oferecer resposta confiável para todas as situações, mas um conjunto de classificadores pode 
ter maior chance de acerto (95). 
 
1.3.2.4. Adaptative Boosting (ADA) 
O método Boosting é outro método de combinação de classificadores, que foi 
desenvolvido com o intuito de oferecer classificadores mais eficientes. A partir daí foram 









Neste método, como no método BAG, são geradas amostras que dão origem a 
classificadores que são utilizados de forma integrada. Entretanto, existem duas distinções entre 
os métodos Bagging e Boosting: a maneira como são geradas as amostras e a maneira como 
são combinados os resultados dos classificadores. 
A maneira como as amostras são geradas no Boosting difere do Bagging, pois não são 
obtidas através de uma distribuição uniforme, mas sim através da variação do peso associado a 
cada um dos exemplos para a geração das próximas amostras. Assim, a primeira amostra é 
criada assumindo a distribuição uniforme, em que todas as instâncias da base têm a mesma 
probabilidade de serem incluídas nessa primeira amostra. De acordo com o classificador 
obtido nesse primeiro passo, é possível diminuir a probabilidade de serem incluídas na 
próxima amostra instâncias que foram corretamente classificadas e aumentar a probabilidade 
das instâncias que foram incorretamente classificadas.  Dessa forma, atribui-se peso maior 
para exemplos classificados incorretamente na próxima interação. 
A segunda diferença está na forma como são combinados os classificadores. No 
método Bagging, a classificação final é feita por meio de uma votação simples entre as 
respostas fornecidas por cada classificador, enquanto no método Boosting a votação é 









Figura 8. Adaptative Boosting - arquitetura geral. Os conjuntos de treinamento são gerados de 
forma ponderada, aumentando a probabilidade de incluir no novo conjunto, exemplos 
classificados incorretamente no conjunto anterior. Após a criação de n conjuntos e, portanto, n 
classificadores, gerados a partir dos conjuntos, é realizada uma votação ponderada para 
classificar o problema em questão (modificado de Wang et al, 2012)(108). 
 
1.3.2.5. Ensemble Selection (ENS) 
 Em 2004, Caruana e colaboradores (111) criaram o algoritmo ENS (seleção de 
conjuntos), que é um classificador que utiliza um conjunto de classificadores a fim de 
melhorar a sua performance. O algoritmo treina um grande número de classificadores com a 
suposição de que pelo menos alguns terão bom desempenho. O melhor conjunto de 
classificadores é então selecionado. 
 Nenhum algoritmo é superior aos outros em todas as tarefas, pois o desempenho 
depende das características dos dados que estão sendo utilizados. Na prática, diferentes 










determinado banco de dados. Intuitivamente, o objetivo do ENS é, automaticamente, detectar 
e combinar as forças desses algoritmos únicos para criar uma soma que é melhor do que as 
partes. 
 O ENS é estruturado da seguinte maneira: 
1) Seleção de uma variedade de algoritmos de aprendizagem; 
2) Escolha de um grande número de parâmetros para cada algoritmo; 
3) Divisão dos dados entre treinamento, afinamento e teste; 
?????????????????????????????? 
5) Seleção do objetivo métrico apropriado para o problema; 
6) Seleção dos classificadores com os melhores desempenhos para o objetivo métrico 
selecionado; 
7) Predição através da média dos preditores constituintes da biblioteca. 
 Dessa maneira, o ENS baseia-???????????????????????????????????????????????????????
diversificado conjunto de classificadores que utilizam diferentes parâmetros. Após a 
construção desta biblioteca, inicia-se a combinação dos modelos. É escolhido o melhor 
modelo de toda a biblioteca, que é aquele que faz o melhor trabalho de acordo com o conjunto 
de validação. Então, outros modelos são adicionados, um de cada vez, com o objetivo de obter 
o melhor desempenho do conjunto de classificadores. Esse processo é realizado de forma 





Figura 9. Ensemble Selection - arquitetura geral (modificado de Liu et al, 2009)(112). 
 
O ENS é muito útil quando existe um grande banco de dados, já que a maioria dos 
algoritmos que utilizam aprendizado indutivo é computacionalmente complexa e sofre com 
problemas de memória quando aplicada para essas condições. A solução do ENS para esse 
problema é a divisão horizontal do banco de dados em partes menores, treinamento do modelo 
preditivo em cada parte menor e combinação desses modelos (113). 
 
1.3.2.6. Multilayer Perceptrons (MLP) 
 MLP, ou redes neurais multicamadas, são redes neurais artificiais inspiradas na 
maneira como se organiza e como funciona o cérebro humano. Consiste, portanto, de um 
grupo interligado de neurônios artificiais que processa a informação utilizando uma 











sistema adaptativo que muda a sua estrutura interna ou externa baseado na informação que flui 
através da rede, durante a fase de aprendizagem (115). 
Nessa estrutura em rede, destacam-se as unidades (neurônios) e suas conexões 
(sinapses). São obtidas por simulação em computadores e, a cada conexão, associa-se um peso 
sináptico (valor numérico) que caracteriza a força da conexão entre dois neurônios. O 
aprendizado em uma rede neural artificial é realizado por um processo de adaptação de seus 
pesos sinápticos. 
 A rede é segregada em três camadas conforme observamos na Figura 10: camada de 
entrada (input layer), que recebe a informação a ser processada; camada de saída (output 
layer), onde os resultados do processamento são fornecidos; e unidades intermediárias entre as 
camadas de entrada e saída conhecidas como camadas ocultas ou escondidas (hidden layers). 
O sentido de propagação da informação é único, da camada de entrada em direção à camada 
de saída, percorrendo as camadas escondidas, o que forma uma rede multicamadas. 
 
 
Figura 10. Representação de uma rede neural MLP. Apresenta uma camada de entrada, uma 






 Quando os dados a serem classificados podem ser separados linearmente, ou seja, uma 
linha ou plano pode ser desenhado para separar a instância de entrada entre suas categorias de 
conexão, então uma rede neural de camada única pode ser treinada e classificar corretamente 
estes dados. Mas, se as instâncias não podem ser linearmente separadas, é preciso construir 
uma rede multicamada (MLP), que consiste em um grande número de unidades (neurônios) 
agrupado num padrão de conexão em que a camada de entrada e a de saída são separadas por 
uma ou mais camadas escondidas. Assim, a função que separa as instâncias deixa de ser linear 
e passa, na maioria das vezes, a função sigmóide. 
 Sabe-se que nas redes neurais de camada única, o aprendizado é realizado facilmente 
devido à simplicidade no cálculo do erro de comparação entre a saída esperada e a saída da 
rede. Contudo, nas redes multicamadas não é possível calcular diretamente o erro para as 
unidades escondidas, uma vez que não são definidas as saídas destas. Assim, foi desenvolvida 
uma técnica de aprendizado para as redes multicamadas denominada como algoritmo de back-
propagation (117,118). Este algoritmo tem como idéia principal propagar o erro da saída de 
volta para as camadas anteriores, de forma que todas as unidades da rede possam aprender 
com o erro. Este ciclo é repetido até que a taxa de erro seja aceitavelmente baixa em 
comparação com os exemplos marcados no conjunto de ensino. 
 
1.3.2.7. Rede de Funções de Base Radial (RBF) 
 A RBF é uma rede de arquitetura neural que tem praticamente as mesmas aplicações 
que a rede neural multicamada (MLP), ou seja, aproximação de mapeamento (função) não 
linear e classificação de padrões (119,120). 
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Diferentemente da rede MLP, que pode apresentar uma ou mais camadas de neurônios 
ocultos, a rede RBF, em sua concepção básica, apresenta apenas uma camada oculta, além de 
uma camada de saída. Além disso, usualmente, a camada oculta tem mais unidades 
escondidas. Os neurônios da camada oculta, chamados de funções de base radial, possuem 
função de ativação não linear, que é bem diferente das funções sigmóides que a rede MLP usa. 
Por outro lado, os neurônios da camada de saída possuem, em geral, função de ativação linear 
(Figura 11). 
 
Figura 11. Rede de Funções de Base Radial - arquitetura geral. Apresenta uma camada de 
entrada, uma de saída e apenas uma camada escondida (121). 
 
O funcionamento da rede RBF envolve basicamente a especificação do número de 
funções de base, determinação dos seus respectivos parâmetros e determinação dos pesos dos 
neurônios de saída. A seleção do número apropriado de funções de base é um aspecto crítico 
das RBF, pois é o que controla a complexidade e a habilidade de generalização da rede. 
Quando há poucas funções de base, a rede pode não se adaptar aos dados de treinamento 










base podem ter pouca habilidade de generalização, pois se tornam muito flexíveis e 
erroneamente se adaptam aos ruídos existentes nos dados de treinamento. A principal 
desvantagem da RBF é a complexidade de compreensão da maneira como se obtém os 
resultados nas camadas de saída (99). 
 
1.3.2.8. Naive-Bayes (NB) 
O classificador NB é um exemplo de algoritmo de aprendizagem estatístico, pois é 
completamente baseado em probabilidades. Contrariamente às redes neurais artificiais, ele 
apresenta um modelo estatístico explícito, que prevê a probabilidade de uma instâcia pertencer 
a uma determinada classe, ao invés de simplesmente classificá-la (99). 
O classificador é considerado ingênuo (naive) por assumir que os atributos são 
condicionalmente independentes, ou seja, a informação de um evento não se relaciona a 
nenhum outro, o que simplifica os cálculos envolvidos. 
Além disso, ele obtém melhores resultados quando os dados são categóricos ao invés 
de contínuos (numéricos). Se lidarmos com dados contínuos, é possível usar distribuição 
normal para calcular as probabilidades, ou devemos estratificar os dados durante o processo de 
pré-processamento (122). 
O objetivo principal do classificador NB é calcular a probabilidade de uma amostra 
desconhecida pertencer a uma determinada classe entre as classes possíveis, ou seja, 
determinar a classe mais provável. Ele necessita de um conjunto de treinamento que já foi 
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classificado previamente e quando recebe uma amostra sem classificação, ele define como 
saída a classe mais provável para esta amostra de acordo com os cálculos probabilísticos. 
Isso é realizado basicamente seguindo três estágios: 
1) Cálculo das probabilidades das classes ? cada classe do conjunto de treinamento (como, 
glaucoma e normal) possui sua probabilidade calculada. Isso é realizado dividindo-se o 
número de instâncias de determinada classe (por exemplo, o número de pacientes com 
glaucoma) pelo número total de intâncias (pacientes) do conjunto de treinamento; 
2) Cálculo das probabilidades da amostra desconhecida ? cada valor de cada atributo da 
amostra desconhecida possui sua probabilidade calculada para cada possível classe; 
3) Com as probabilidades de cada classe calculadas, verifica-se qual é a classe que possui 
maior probabilidade para a amostra desconhecida. Com isso, o algoritmo apresenta como saída 
a classe que possui maior probabilidade de conter a amostra desconhecida.  
Uma diferença importante entre o método NB e outros classificadores é que não há 
nenhuma pesquisa explícita através do espaço de possíveis modelos para o classificador. 
 
1.3.2.9. Support Vector Machine - Linear (SVMl) e Gaussian (SVMg). 
 As máquinas de vetores de suporte - SVM - são embasadas na teoria de aprendizado 
estatístico, desenvolvida por Vapnik (123,124) a partir de estudos iniciados em 1971. A teoria 
de aprendizado estatístico estabelece condições matemáticas que auxiliam na escolha de um 
classificador com bom desempenho para os conjuntos de treinamento e teste. Ou seja, busca-
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se uma função capaz de classificar os dados de treinamento da forma mais correta possível, 
sem dar atenção exacerbada a pontos individuais. 
 O objetivo do processo de aprendizagem estatística é, então, obter uma função 
indicadora que minimize o risco funcional, por meio de relações extraídas deste conjunto. O 
risco funcional é a probabilidade de a saída desejada ser diferente da saída obtida pela 
máquina após a escolha de uma função indicadora. Para que isto ocorra, busca-se um 
compromisso entre a minimização do erro de treinamento e a complexidade da função 
escolhida para a separação dos dados em classes. Essas condições são alcançadas através do 
controle da dimensão Vapnik-Chervonenkis (dimensão VC) do conjunto de funções do qual o 
classificador deve ser extraído. A dimensão VC não tem conexão com a noção geométrica de 
dimensão, é uma medida da capacidade ou poder de expressão de um conjunto de funções, ou 
seja, mede a complexidade das hipóteses examinadas pelo algoritmo na busca de uma solução. 
 SVM lineares podem ser utilizadas para classificação de conjuntos de treinamento 
linearmente separáveis. Assim, é possível separar os padrões de classes diferentes contidos no 
mesmo conjunto por pelo menos um hiperplano (Figura 12) (101). 
 
 Figura 12. Exemplo de conjunto de dados de treinamento pertencentes a duas classes 
(triângulos e círculos), classificado segundo três diferentes hipóteses (modificado de Lorena 
AC, 2007) (125).  
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Em algumas situações, é difícil encontrar aplicações cujos conjuntos sejam linearmente 
separáveis. Isso se deve a diversos fatores, dentre eles a presença de ruídos nos dados ou a 
própria natureza do problema, que pode ser não-linear (Figura 13). 
 
 
 Figura 13. Exemplo de conjunto não linearmente separável (modificado de Lorena 
AC, 2007) (125).  
 
As SVMs lineares podem ser generalizadas de forma a realizar classificações não 
lineares. Para isso, utiliza-se o artifício de levar os dados de treinamento para um espaço de 
maior dimensão. Os dados neste espaço se tornam linearmente separáveis (Figura 14). Pode-se 
então aplicar as SVMs lineares sobre os dados mapeados neste espaço, determinando um 
hiperplano de margem maximizada. A SVM não linear incorpora este conceito por meio da 
utilização de funções Kernel, que permitem o acesso a espaços complexos (em alguns casos 
infinitos) de forma simplificada. Alguns dos Kernels mais utilizados na prática são os 




Figura 14. Exemplo de criação de um espaço com maior dimensão separável por um 
hiperplano. (a): exemplo de conjunto não linearmente separável; (b): fronteira não linear onde 
é possível separar as duas classes; (c): criação de um espaço de maior dimensão possibilitando 
a separação entre as classes por um hiperplano (modificado de Lorena AC, 2007) (125). 
 
1.4. Análise de Desempenho (sensibilidade e especificidade) 
 Métodos estatísticos aplicados à medicina diagnóstica estão voltados ao problema de 
classificar indivíduos em grupos que indicam a presença ou ausência de uma determinada 
doença. A probabilidade de um teste diagnóstico produzir um resultado positivo, dado que o 
indivíduo é portador da doença, é chamada sensibilidade; e a probabilidade do teste produzir 
um resultado negativo, dado que o indivíduo não é portador da doença, é chamada 
especificidade (128,129).  
 A relação entre a sensibilidade e a especificidade evidencia o desempenho de um teste 
e pode ser demonstrada por meio da curva ROC (receiver operating characteristc). Esta 
análise é realizada por meio de um método gráfico simples e robusto que permite estudar a 




Figura 15. Curva ROC. 
 
 As curvas ROC foram desenvolvidas no campo das comunicações como uma forma de 
demonstrar as relações entre sinal e ruído (131). Interpretando o sinal como os verdadeiros 
positivos (sensibilidade) e o ruído como os falsos positivos (1-especificidade), podemos 
entender como esse conceito pode ser aplicado em medicina. 
 A linha diagonal, que pode ser vista na figura 15, corresponde a um teste que é positivo 
ou negativo aleatoriamente. A curva ROC permite evidenciar os valores para os quais existe 
maior otimização da sensibilidade em função da especificidade, que corresponde ao ponto em 
que se encontra mais próxima do canto superior esquerdo do diagrama, uma vez que o índice 
de positivos verdadeiros é um e o de falsos positivos é zero (132). 
 O conhecimento da área sob a curva ROC (aROC) possibilita quantificar a acurácia de 
um teste diagnóstico (proporcional à área sob a curva), além de permitir a comparação com 
outros testes. Dessa maneira, a aROC constitui um dos índices mais usados para sintetizar a 
qualidade da curva, sendo um resumo estatístico útil para a determinação da acurácia do teste. 
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Assim, um método totalmente incapaz de discriminar indivíduos doentes e não doentes, teria 
uma área sob a curva de 0,50 (seria a hipótese nula). Quanto maior a capacidade do teste em 
discriminar os indivíduos, mais a curva se aproximaria do canto superior esquerdo do gráfico, 
e a área sob a curva seria próxima de 1,0. Considera-se aROC > 0,7 como indicadora de um 
desempenho satisfatório (133). 
Dessa maneira, a aROC pode ser aplicada para avaliar o desempenho diagnóstico para 
cada parâmetro do OCT e também para os MLCs (132). 
 
1.5. Justificativa 
O glaucoma é uma neuropatia óptica progressiva que causa danos irreversíveis ao 
nervo óptico (1). O exame de campo visual acromático revela defeitos após a lesão de pelo 
menos 30-50% das fibras nervosas da retina (32). Dessa maneira, o diagnóstico precoce é 
essencial para evitar a progressão da doença num momento em que a perda de CV não é 
pronunciada a ponto de afetar a qualidade de vida do paciente. 
A análise da CFNR possibilita o diagnóstico precoce da doença e pode ser avaliada por 
métodos objetivos. Assim, diversas tecnologias, dentre elas o SD-OCT, têm sido 
desenvolvidas para auxiliar o oftalmologista nesta tarefa, mas a quantidade de informação 
gerada é muito grande (38?44,50,51). Por isso, torna-se necessário o conhecimento dos dados 
mais relevantes para o diagnóstico da doença. Além disso, por meio da computação, é possível 
resumir o complexo número de dados disponíveis em uma única saída que represente a 
probabilidade ou possibilidade de glaucoma. Isso é realizado pela inteligência artificial por 
meio do processo de aprendizagem de máquina. 
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Dentro do nosso conhecimento, não há nenhum estudo na literatura avaliando o uso de 
classificadores de aprendizagem de máquina com os dados obtidos pelo SD-OCT para o 
diagnóstico de glaucoma, o que justifica a realização desse trabalho. 
 
1.6. Objetivos 
 O presente estudo tem como objetivos: 
1) Determinar a sensibilidade e especificidade dos parâmetros fornecidos pelo SD-
OCT para o diagnóstico de glaucoma; 
2) Determinar a sensibilidade e especificidade dos classificadores de aprendizagem de 
máquina treinados com dados do SD-OCT para o diagnóstico de glaucoma; 



















































Desenvolveu-se um estudo prospectivo observacional transversal que incluiu 110 olhos 
de 110 participantes (62 pacientes com glaucoma e 48 indivíduos saudáveis) com mais de 40 
anos. Estes indivíduos foram examinados no Ambulatório de Glaucoma do Hospital das 
Clínicas da Universidade Estadual de Campinas (HC-UNICAMP), entre agosto de 2008 e 
novembro de 2010. Obteve-se, por escrito, consentimento de todos os participantes, após o 
esclarecimento dos mesmos quanto aos aspectos éticos e clínicos do estudo (apêndice 2). 
Todos os procedimentos foram realizados conforme a Declaração de Helsinque e a resolução 
466/12 do Conselho Nacional de Saúde (196/96 revogada). O estudo foi aprovado pelo Comitê 
de Ética em Pesquisa da Faculdade de Ciências Médicas da Universidade Estadual de 
Campinas, parecer nº 406/2005 (anexo 1). 
Todos os indivíduos incluídos no estudo tiveram registrados os seus dados 
demográficos, tais como, idade, sexo, raça e antecedentes oftalmológicos. A definição de raça 
foi baseada no registro hospitalar do HC-UNICAMP ou através da autodenominação. Foram 
considerados caucasianos os registrados como brancos, e afrodescendentes os negros, mulatos, 
cafuzos ou pardos. 
Subsequentemente, cada participante foi submetido a uma avaliação oftalmológica 
completa, incluindo: 
1) Revisão do histórico médico; 
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2) Acuidade visual com a melhor correção utilizando a Tabela de Snellen. Posteriormente, foi 
realizada conversão da medida decimal em LogMAR (logarithm of the minimum angle of 
resolution) para permitir as análises comparativas (anexo 2) (134); 
3) Biomicroscopia à lâmpada de fenda Haag-Streit modelo 900 (Haag-Streit, Koeniz, Suíça). 
Neste procedimento, analisaram-se as características da câmara anterior, do cristalino e o 
aspecto do nervo óptico com uma lente de 78 D, após midríase medicamentosa obtida com 
uma gota de tropicamida 1%; 
4) Pressão intraocular (PIO) medida com tonômetro de aplanação de Goldmann (modelo 
R900, Haag-Streit, Koeniz, Suiça), após anestesia tópica com uma gota de oxibuprocaína 
0,4% e instilação de uma gota de fluoresceína sódica 1%; 
5) Gonioscopia com lente de Posner, após anestesia tópica com uma gota de oxibuprocaína 
0,4%; 
6) PAP com estratégia SITA Standard 24-2 (Humphrey Field Analyzer II, Carl Zeiss Meditec, 
Inc., Dublin, CA); 
7) Imagem da CFNR peripapilar utilizando o Cirrus SD-OCT (Cirrus HD-OCT; Carl Zeiss 
Meditec Inc., Dublin, Califórnia). 
 Para serem incluídos no estudo, os participantes deveriam apresentar uma acuidade 
visual corrigida melhor ou igual a 20/40, erro refracional esférico de ± 5,0 D, erro refracional 
cilíndrico dentro de ± 3,0 D, ângulo aberto à gonioscopia e PAP confiável. A confiabilidade 
do exame de perimetria computadorizada foi definida como: erros falso positivos < 20%, erros 
falso negativos < 20% e perdas de fixação < 20%.  
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Foram excluídos indivíduos com doenças retinianas concomitantes, uveíte, neuropatia 
óptica não glaucomatosa, pseudofacia ou afacia, cirurgia refrativa, história familiar de 
glaucoma para os indivíduos saudáveis e catarata significativa de acordo com os critérios do 
Sistema de Classificação de Opacificação do Cristalino III (135) (Figura 16), definida como a 
máxima opacidade nuclear (NC3, NO3), cortical (C3) e subcapsular (P3). 
Para o grupo normal, um olho foi selecionado aleatoriamente, se ambos os olhos 
fossem elegíveis. Já no grupo com glaucoma, se os dois olhos pudessem ser incluídos no 
estudo, selecionava-se o olho com dano mais precoce no campo visual baseado no valor de 
MD (mean deviantion). 
 
 
Figura 16. Sistema de Classificação de Opacificação do Cristalino III (Lens 
Opacification Classification System III ? LOCS III, modificado de Chylack et al, 1993) (135). 
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2.1.1. Critérios de Inclusão para Indivíduos Saudáveis 
Os critérios de inclusão para indivíduos saudáveis ??????? ???? ?? ??? ????, sem 
história de pressão intraocular elevada, CNO de aspecto normal e dois CVs consecutivos 
confiáveis e normais.  
Este grupo foi formado por acompanhantes de pacientes que compareciam para 
avaliação no serviço de oftalmologia do Hospital das Clínicas da FCM-UNICAMP ou por 
funcionários do Hospital das Clínicas. 
 
2.1.2. Critérios de Inclusão para Indivíduos com Glaucoma 
Olhos glaucomatosos foram definidos como aqueles com história de duas ou mais 
medidas de PIO > 21mmHg, alterações glaucomatosas na CNO, e dois exames de CV 
confiáveis mostrando defeito glaucomatoso, com o exame mais recente dentro de 3 meses da 
data de inclusão. Os pacientes que formaram esse grupo eram acompanhados no setor de 
glaucoma do serviço de oftalmologia do Hospital das Clínicas da FCM-UNICAMP e, após 
preencherem os critérios de inclusão, aceitaram participar do estudo. 
Classificamos como alterações glaucomatosas do NO a presença de pelo menos dois 
dos seguintes critérios:  
1) Assimetria da relação escavação/disco maior que 0,2; 
2) Atrofia focal da rima neural (notch ou notching); 
3) Hemorragia peripapilar; 
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4) Relação escavação/disco maior que 0,6.  
Defeito de CV típico de glaucoma foi definido como aquele que reunisse dois dos 
seguintes critérios: 
1) Grupo de três pontos não periféricos no gráfico Pattern Deviation com probabilidade < 5% 
em um único hemicampo, com pelo menos 1 dos pontos com probabilidade < 1 %; 
2) Pattern standard deviation (PSD) fora do limite normal de 95%. 
3) Glaucoma hemifield test (GHT) fora do limite normal de 99%; 
 A gravidade do dano glaucomatoso avaliado pelo CV foi determinada de acordo com 
o valor do índice global mean deviation (MD), baseado no sistema de estadiamento de 
Hodapp-Parrish-Anderson (136):  
a) Dano inicial: ???? -6dB; 
b) Dano moderado: -6dB > MD ??-12dB; 
c) Dano avançado: MD < -12dB.  
Apenas os pacientes com dano inicial ou moderado foram incluídos no estudo, pois a 
inclusão de indivíduos com doença avançada aumentaria artificialmente a capacidade 
diagnóstica do teste que queremos avaliar. 
 
2.2. Tomografia de Coerência Óptica 
Obteve-se uma imagem da CFNR peripapilar de todos os participantes com o Cirrus 
SD-OCT (software versão 3.0, Carl Zeiss Meditec, Inc.), que utiliza tecnologia de domínio 
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espectral. Utilizou-se para análise o modo cubo 200x200 do disco óptico. Todas as imagens 
foram obtidas com olhos não dilatados, por um único oftalmologista bem treinado (VGV), que 
era mascarado para o diagnóstico. O Cirrus SD-OCT fornece mapas da CFNR com 17 
parâmetros: espessura média, espessura média dos quatro quadrantes (superior, inferior, nasal 
e temporal) e espessura média a cada hora de relógio. Todos os dados foram alinhados de 
acordo com a orientação do olho direito. Portanto, 9 horas de relógio representou o lado 
temporal do disco óptico para ambos os olhos. Somente exames bem centrados e com uma 
????????????????????????????????????????? 
 
2.3. Classificadores de Aprendizagem de Máquina 
Com base nos dados obtidos com o Cirrus SD-OCT, os classificadores de 
aprendizagem de máquina foram desenvolvidos utilizando os seguintes algoritmos já descritos 
anteriormente: Árvore de Decisão (CTREE), Random Forest (RAN), Bagging (BAG), 
Adaptative Boosting (ADA), Ensemble Selection (ENS), Multilayer Perceptrons (MLP), Rede 
de Funções de Base Radial (RBF), Naive-Bayes (NB), Support Vector Machine - Linear 
(SVMl) e Support Vector Machine - Gaussian (SVMg). 
Inicialmente, os MLCs foram treinados de maneira supervisionada utilizando os 17 
parâmetros do SD-OCT. Posteriormente, uma seleção retrógrada foi utilizada para encontrar o 
número mínimo de parâmetros que resultasse no melhor desempenho para cada classificador.  
Assim, a análise começou com a avaliação de desempenho do classificador sobre o 
conjunto completo de recursos contendo os 17 atributos do SD-OCT. Sequencialmente, o 
atributo que apresentou a menor aROC, calculada sobre os dados do SD-OCT isoladamente, 
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foi retirado e a precisão do classificador foi novamente computada. Este processo de redução 
de dimensão, com base em áreas sob as curvas ROC dos parâmetros do SD-OCT classificados 
em ordem decrescente, foi realizado 16 vezes. O processo começou com a exclusão do 
parâmetro com a menor aROC e foi interrompido quando o parâmetro com a maior aROC foi 
usado.  
O critério para avaliar os algoritmos envolveu a análise de curvas ROC geradas a partir 
dos resultados de diversas tarefas de classificação para cada classificador. 
Os dados foram transferidos para o servidor localizado no Laboratório de Engenharia 
do Conhecimento (KNOMA) do Programa de Computação e Sistemas Digitais da 
Universidade de São Paulo. 
 
2.4. Validação Cruzada 
Para maximizar a utilização dos nossos dados coletados, o método de validação 
cruzada foi empregado (100). Esse método substitui a necessidade de treinar os classificadores 
com uma população e, depois, testar a sua performance em uma população diferente. 
Assim, todos os dados (110 indivíduos incluídos no estudo) foram aleatoriamente 
divididos em 10 subgrupos, cada um contendo aproximadamente a mesma proporção de 
medições de espessura da CFNR de indivíduos saudáveis e glaucomatosos. Nove subgrupos 
foram utilizados como dados de treino, enquanto o subconjunto remanescente foi utilizado 
como teste. Este processo foi realizado 10 vezes, até que cada um dos 10 subgrupos tivesse 
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sido utilizado como um conjunto de teste. Os resultados dos testes foram calculados para 
estimar a precisão do classificador. 
 
2.5. Análise Estatística 
Todas as análises foram realizadas utilizando o software MedCalc versão 11.0.1 e 
12.7.4 (MedCalc Software, Mariakerke, Bélgica). Após confirmar a distribuição normal da 
amostra por meio ???????????????????-Pearson, aplicamos o teste t de Student para comparar 
as variáveis contínuas, enquanto as variáveis categóricas foram analisadas utilizando o teste 
qui-quadrado ou o teste exato de Fisher. 
A curva ROC foi obtida para todos os parâmetros do SD-OCT (espessura média, 
quatro quadrantes e 12 horas de relógio) e para cada classificador de aprendizagem de 
máquina, antes e depois da otimização. As áreas abaixo das curvas foram comparadas 
utilizando o teste z (razão crítica z, Hanley e McNeil, 1983).  

















































Cento e dez olhos de 110 indivíduos foram incluídos neste estudo. Entre os 110 
indivíduos, 62 pacientes tinham diagnóstico de glaucoma e 48 eram indivíduos saudáveis. 
A Tabela 1 mostra as características demográficas da população estudada. A média de idade 
foi de 57,0 ± 9,2 anos para os indivíduos saudáveis e de 59,9 ± 9,0 anos para pacientes com 
glaucoma (p=0,103). Não houve diferença significativa entre os grupos controle e glaucoma 
em relação à pressão intraocular (PIO) (14,8 ± 2,8 mmHg e 13,8 ± 2,5 mmHg, 
respectivamente) (p=0,062), embora os pacientes com glaucoma estivessem utilizando um 
número médio de 2,2 ± 1,2 medicamentos para reduzir a PIO. Valores médios de MD foram    
-4,1 ± 2,4 dB para pacientes com glaucoma e -1,5 ± 1,6 dB para indivíduos saudáveis 
(p<0,001).  
No grupo de pacientes com glaucoma, 82,3% (n = 51) foram classificados como tendo 









Tabela 1. Características demográficas da população estudada. 
 Normal (n=48) Glaucoma (n=62) p 
Idade (anos; média±DP) 57,0 ± 9,2 59,9 ± 9,0 0,103 
Idade (anos; variação) 45 ? 82 43 ? 78 - 
Sexo (Masc.[%]:Fem.[%]) 23[47,9] : 25[52,1] 31[50] : 31[50] 0,830 
Raça (Caucasianos[%]:Afro-
descendentes[%]) 
37[77,1] : 11[22,9] 46[74,2] : 16[25,8] 0,461 
AV LogMAR (média±DP) 0,04 ± 0,09 0,1 ± 0,1 0,003 
EE (D; média±DP) 1,53 ± 2,15 1,2 ± 1,9 0,467 
PIO (mmHg; média±DP) 14,8 ± 2,8 13,8 ± 2,5 0,062 
Medicações (média±DP) 0 2,2 ± 1,2 <0,001 
MD (dB; média±DP) -1,5 ± 1,6 -4,1 ± 2,4 <0,001 
PSD (dB; média±DP) 1,8 ± 0,8 4,3 ± 2,4 <0,001 
DP ? desvio padrão; LogMAR ? logarithm of the minimum angle of resolution; AV - acuidade visual; EE - 
equivalente esférico; D - dioptrias; dB - decibéis; MD - mean deviation; PSD - pattern standard deviation. 
 
A Tabela 2 compara os valores médios da espessura da CFNR em ambos os grupos 
obtidos pelo Cirrus-SD-OCT. A média da espessura da CFNR foi significativamente menor no 




Tabela 2. Média das medidas da espessura da camada de fibras nervosas retiniana (± desvio padrão) obtidas pelo 
Cirrus-SD-OCT nos dois grupos. 
OCT Normal (n=48) Glaucoma (n=62) P 
Espessura média global (µm) 93,5 ± 9,9 80,6 ± 10,8 <0,001 
Quadrantes    
Temporal (µm) 63,1 ± 9,7 56,6 ± 12,9 0,004 
Superior (µm) 115,1 ± 21,5 100,9 ± 17,4 <0,001 
Nasal (µm) 72,7 ± 10,7 65,8 ± 9,8 <0,001 
Inferior (µm) 121,0 ± 17,1 99,4 ± 17,5 <0,001 
Horas de relógio    
1 (µm) 104,0 ± 18,5 91,4 ± 19,1 <0,001 
2 (µm) 90,7 ± 16,9 77,6 ± 13,3 <0,001 
3 (µm) 61,2 ± 10,2 58,6 ± 10,4 0,188 
4 (µm) 66,1 ± 12,5 61,1 ± 13,0 0,047 
5 (µm) 99,6 ± 20,4 87,4 ± 16,8 <0,001 
6 (µm) 133,3 ± 25,2 109,4 ± 24,4 <0,001 
7 (µm) 130,1 ± 23,7 101,4 ± 31,5 <0,001 
8 (µm) 63,6 ± 12,1 57,9 ± 16,5 0,050 
9 (µm) 50,9 ± 10,7 46,5 ± 14,0 0,074 
10 (µm) 75,0 ± 13,9 65,2 ± 14,7 <0,001 
11 (µm) 124,3 ± 22,1 103,5 ± 24,9 <0,001 




Os parâmetros do SD-OCT com os maiores aROCs foram: quadrante inferior (0,813 -   
IC 95% 0,727-0,881), espessura média (0,807 - IC 95% 0,721-0,876), 7 horas de relógio 
(0,765 - IC 95% 0,674-0,840) e 6 horas de relógio (0,754 -  IC 95% 0,663-0,831) (Tabela 3). 
Para obter uma especificidade fixa de 80%, as melhores sensibilidades foram observadas com 
os seguintes parâmetros: posição de 7 horas (64,5%), espessura média (62,1%), quadrante 
















Tabela 3. Áreas abaixo da curva ROC (aROC) para cada parâmetro do Cirrus-SD-OCT e sensibilidade (%) com 
especificidade fixa em 80% e 90%. 
OCT aROC (IC 95%) Especificidade 80% Especificidade 90% 
Espessura média global 0,807 (0,721-0,876) 62,1 54,0 
Quadrantes    
Temporal  0,675 (0,579-0,761) 50,0 33,1 
Superior  0,737 (0,645-0,816) 56,4 46,7 
Nasal  0,685 (0,590-0,771) 49,2 26,6 
Inferior 0,813 (0,727-0,881) 61,3 53,2 
Horas de relógio    
1 0,703 (0,608-0,786) 45,2 29,8 
2  0,723 (0,630-0,804) 51,6 34,7 
3  0,574 (0,476-0,668) 29,8 22,6 
4  0,605 (0,507-0,696) 29,0 11,3 
5  0,671 (0,575-0,757) 43,5 27,4 
6  0,754 (0,663-0,831) 47,6 33,9 
7  0,765 (0,674-0,840) 64,5 38,7 
8  0,631 (0,534-0,721) 42,7 27,4 
9  0,625 (0,527-0,715) 44,3 36,3 
10  0,699 (0,604-0,783) 50,8 42,0 
11  0,740 (0,648-0,819) 40,3 33,9 
12  0,672 (0,576-0,759) 38,7 21,0 




As aROCs dos classificadores de aprendizagem de máquina variaram de 0,569 
(CTREE, IC 95% 0,462-0,676) a 0,795 (SVMg, IC 95% 0,713-0,877) (Tabela 4), quando 
treinados com todos os parâmetros do SD-OCT. Para obter uma especificidade fixa de 80%, as 
melhores sensibilidades foram observadas com o ENS (73,4%), o NB (66,1%) e o BAG 
(64,5%) (Tabela 4). 
 
Tabela 4.  Áreas abaixo da curva ROC (aROC) para os classificadores de aprendizagem de máquina (MLC) e 
sensibilidade (%) com especificidade fixa em 80% e 90%. 
MLC aROC (IC 95%) Especificidade 80% Especificidade 90% 
BAG 0,752 (0,662 ? 0,842) 64,5 40,3 
NB 0,788 (0,704 ? 0,872) 66,1 56,4 
SVMl 0,788 (0,704 ? 0,872) 62,9 56,4 
SVMg 0,795 (0,713 ? 0,877) 62,9 56,4 
MLP 0,591 (0,485 ? 0,697) 59,7 51,6 
RBF 0,672 (0,572 ? 0,772) 57,2 50,0 
RAN 0,758 (0,669 ? 0,847) 61,3 46,8 
ENS 0,721 (0,627 ? 0,815) 73,4 46,8 
CTREE 0,569 (0,462 ? 0,676) 59,7 52,4 
ADA 0,744 (0,653 ? 0,835) 62,1 50,0 
IC ? intervalo de confiança; BAG ? Bagging; NB ? Naive-Bayes; SVMl ?Support Vector Machine- Linear; 
SVMg - Support Vector Machine- Gaussian; MLP ? Multilayer Perceptron; RBF ? Rede de Funções de Base 





Todos os classificadores apresentaram melhor desempenho quando treinados com um 
número menor de parâmetros. Assim, quando menos parâmetros foram utilizados, as aROCs 
variaram de 0,785 (ADA, IC 95% 0,701-,869) a 0,818 (BAG, IC 95% 0,740-0,896) (Tabela 
5). No entanto, essa melhora só foi estatisticamente significante para os classificadores MLP 
(p=0,002) e CTREE (p=0,001).  
O SVMg foi o classificador que obteve a melhor aROC (0,795) quando utilizamos 
todos os parâmetros como dados de treinamento. Ao selecionar um número menor de dados 
para treinamento, o BAG foi o classificador que obteve a melhor aROC (0,818). Apesar dos 













Tabela 5.  Áreas abaixo da curva ROC (aROC) para os classificadores de aprendizagem de máquina (MLC) 
treinados com menos parâmetros do Cirrus-SD-OCT. 
MLC aROC  (nº parâmetros) 95% IC 
BAG 0,818 (2) 0,740 ? 0,896 
NB 0,817 (2) 0,739 ? 0,895 
SVMl 0,815 (2) 0,737 ? 0,893 
SVMg 0,813 (2) 0,734 ? 0,892 
MLP 0,804 (1) 0,723 ? 0,885 
RBF 0,801 (1) 0,720 ? 0,882 
RAN 0,797 (7) 0,715 ? 0,879 
ENS 0,797 (1) 0,715 ? 0,879 
CTREE 0,789 (1) 0,706 ? 0,872 
ADA 0,785 (2) 0,701 ? 0,869 
IC ? intervalo de confiança; BAG ? Bagging; NB ? Naive-Bayes; SVMl ?Support Vector Machine- Linear; 
SVMg - Support Vector Machine- Gaussian; MLP ? Multilayer Perceptron; RBF ? Rede de Funções de Base 







A melhor aROC obtida pelos classificadores foi com o BAG quando treinado com dois 
parâmetros (0,818). Comparando esse resultado com a melhor aROC obtida com o parâmetro 
do SD-OCT isolado (quadrante inferior - 0,813), não houve diferença estatisticamente 
significante (p=0,932) (Figura 17). 
 
Figura 17. Área abaixo da curva ROC (aROC) para o melhor classificador treinado com a quantidade de 
parâmetros que permitiu melhor performance (BAG = 0,818) e aROC do melhor parâmetro do SD-OCT (I ? 











































































Muitos estudos têm sido publicados avaliando a sensibilidade e especificidade do TD-
OCT, e alguns compararam a capacidade de diagnóstico do TD-OCT e do SD-OCT, 
demonstrando que ambos apresentam um desempenho bom e semelhante (82?88), conforme o 
Quadro 1. 
 
Quadro 1. Estudos que compararam a capacidade diagnóstica do Stratus-TD-OCT e do Cirrus-SD-OCT. 
Autores População Resultados: aROC da espessura 
média global 
p 
Chang et al (82) 54 glaucomatosos 
50 normais 
Stratus ? 0,889 
Cirrus ? 0,904 
p>0,05 
Jeoung et al (83) 55 glaucoma pré-perimétrico 
55 normais 
Stratus ? 0,697 
Cirrus ? 0,716 
p=0,469 
Park et al (84) 100 glaucomatosos 
74 normais 
Stratus ? 0,934 




et al (85) 
86 glaucomatosos 
130 normais 
Stratus ? 0,829 
Cirrus ? 0,837 
p=0,706 
" 
Leung et al (86) 83 glaucomatosos  
97 normais"
Stratus ? 0,956 
Cirrus ? 0,962 
p>0,05 
Huang et al (87) 30 glaucoma pré-perimétrico 
47 glaucoma inicial 
62 normais 
Glaucoma pré-perimétrico: 
Stratus ? 0,881 








Hong et al (88) 129 glaucomatosos 
59 normais 
Stratus ? 0,764 
Cirrus ? 0,795 (quadrante superior) 
p=0,281 
aROC - área abaixo da curva ROC; TD ? time domain; SD ? spectral domain. 
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Técnicas de MLC têm sido empregadas com diversas tecnologias, criadas para realizar 
a avaliação estrutural e funcional no glaucoma, incluindo TD-OCT (53,57,59,62,137), HRT 
(58,60,61,64,68,69,137?139), GDx (56,70), e o campo visual (52,54,55,59?61,63?
67,71,140,141). 
Embora quatro grupos (53,57,62,137) tenham empregado MLCs a partir de dados 
obtidos com o TD-OCT, não há nenhum estudo que avalie o uso de MLCs em conjunto com 
os dados do SD-OCT.  
Bizios et al (57) utilizaram dados fornecidos pelo TD-OCT para treinar dois MLCs 
(MLP e SVM) com o objetivo de comparar a capacidade diagnóstica entre os classificadores. 
Além dos parâmetros fornecidos pelo aparelho (espessura média, 4 quadrantes, 12 horas de 
relógio, espessura superior máxima, espessura inferior máxima, e a diferença entre os pontos 
de maior e menor espessura), os autores calcularam oito novos parâmetros por considerá-los 
mais sensíveis no diagnóstico da doença. Assim, foram calculados: espessura superior mínima, 
espessura inferior mínima, percentil 10 e 90 dos 64 A-scans do quadrante superior e inferior, 
diferença entre os percentis 10 e 90 da espessura média, e a transformação dos 256 A-scans 
fornecidos pelo aparelho por um algoritmo de redução de dimensionalidade, em que o valor 
não corresponde a nenhum A-scan particular, mas reflete todas as 256 medidas fornecidas pelo 
TD-OCT (Bizios et al. 2007; Invest Ophthalmol Vis Sci 48: ARVO E-Abstract 525). Os 
autores observaram que, apesar das diferenças na forma como MLP e SVM executam tarefas 
de classificação, os dois métodos foram bem sucedidos no reconhecimento de padrões 
pertinentes nos dados de treinamento e na aplicação desse conhecimento para classificar novos 
dados, alcançando desempenho semelhante. As melhores aROCs foram 0,982 para MLP (IC 
95% 0,966-0,999) e 0,989 para SVM (IC 95% 0,979-1,0) quando treinados com valores de 
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espessura transformados a partir dos 256 A-scans. Quando os classificadores foram treinados 
com os parâmetros convencionais, o melhor resultado foi obtido ao utilizar os 17 parâmetros 
em conjunto (espessura média, quatro quadrantes e 12 horas de relógio), obtendo aROCs de 
0,977 para MLP (IC 95% 0,958-,995) e 0,977 para SVM (IC 95% 0,959-0,999). Neste estudo, 
foram incluídos os pacientes com diagnóstico de glaucoma de ângulo aberto com dano no 
campo visual inicial ou moderado ???? ? -12dB, PSD < 5% e GHT fora dos limites de 
normalidade) correspondente às alterações glaucomatosas na CNO e/ou na CFNR julgado por 
exame de fotografia. 
Diferentemente da nossa avaliação que priorizou a análise da comparação entre a 
eficácia dos MLCs e dos dados fornecidos pelo OCT isolados, Bizios et al (57) comparam a 
performance entre dois classificadores e concluiram que o tipo de dados fornecidos a eles para 
treinamento são possivelmente mais importantes do que o método de classificação em si. Isso 
porque houve uma tendência de melhora na análise quando foram alterados os dados de 
treinamento. 
Burgansky-Eliash et al (53) também utilizaram o Stratus-OCT e demonstraram que, 
entre os 38 parâmetros fornecidos pela máquina, que incluíam dados da mácula, do nervo 
óptico e da CFNR peripapilar, a maior aROC foi obtida com a área da rima do NO (0,969), 
seguida pela espessura média da CFNR peripapilar (0,938). O melhor classificador foi o SVM 
usando oito parâmetros para treinamento (aROC = 0,981). Semelhante aos nossos resultados, 
demonstraram que a redução do número de parâmetros fornecidos pelo OCT e utilizados para 
treinamento dos MLC pode melhorar a performance de classificação. No caso do SVM, eles 
obtiveram aROC de 0,948 quando treinado com todos os 38 parâmetros, melhorando para 
0,981 quando foram escolhidos os parâmetros que mais se correlacionavam com o MD obtido 
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no exame de CV (oito parâmetros). Apesar dessa melhora ter sido observada, ela não foi 
estatisticamente significativa. No nosso caso, a melhora só foi significativa em 2 dos 10 
classificadores testados (MLP: aROC de 0,591 para 0,804 - p=0,002; CTREE: aROC de 0,569 
para 0,789 - p=0,001). Além disso, a relação sensibilidade e especificidade obtida com o 
melhor parâmetro individual e com os classificadores não foram significativamente diferentes 
(p=0,05), um achado que também observamos em nossa série. 
No presente estudo (apêndice 3), não utilizamos dados do nervo óptico como no estudo 
anteriormente citado porque, no momento da aquisição das imagens, o aparelho utilizado 
(Cirrus-SD-OCT, software versão 3.0, Carl Zeiss Meditec, Inc.) ainda não possuía o sotfware 
de avaliação de dados do nervo óptico. No estudo de Burgansky-Eliash et al (53) o melhor 
parâmetro entre as medidas de CFNR peripapilar, foi a espessura média global (0,938), 
conforme citado acima. No nosso estudo, este foi o segundo dado de melhor performance 
diagnóstica (0,807). Os autores compararam esse dado com o melhor resultado obtido com o 
MLC (SVM treinado com oito parâmetros = 0,981) e não encontraram diferença 
estatisticamente significativa (p=0,05), assim como no nosso caso. 
Em nosso conhecimento, o presente estudo foi o primeiro a empregar MLCs com os 
dados obtidos a partir de SD-OCT. Nós comparamos o desempenho dos parâmetros do SD-
OCT e dos MLCs em discriminar entre os olhos saudáveis e glaucomatosos. O melhor 
parâmetro individual foi o quadrante inferior (aROC = 0,813), o melhor classificador treinado 
com todos os parâmetros do OCT foi o SVMg (aROC = 0,795) e o melhor classificador 
treinado com alguns parâmetros do SD-OCT foi o BAG (aROC = 0,818). Embora a aROC 
tenha sido um pouco maior para este classificador, a diferença não foi estatisticamente 
significativa quando comparada ao quadrante inferior (p=0,932). Assim, não houve nenhuma 
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diferença significativa na capacidade de diagnóstico dos MLCs e dos parâmetros individuais 
do OCT. Classificadores de máquinas complexos que usam parâmetros de entrada numerosos 
tendem a ter um melhor desempenho em bancos de dados maiores (53). Por isso, é possível 
que o tamanho da nossa amostra seja pequeno para permitir a utilização de todos os 
parâmetros de SD-OCT. 
As comparações entre os diversos estudos já publicados são muito difíceis, devido a 
diferenças nos dados demográficos da população, na definição e na gravidade do glaucoma, e 
porque poucos estudos utilizaram MLCs com parâmetros do OCT, e nenhum deles com SD-
OCT. A capacidade de diagnóstico dos parâmetros testados neste estudo foi inferior quando 
comparado com alguns estudos publicados anteriormente, o que pode ser atribuído a várias 
razões. Primeiro, uma grande proporção (82,3%) dos nossos pacientes tiveram dano 
glaucomatoso inicial no CV, o que tende a dificultar o diagnóstico do glaucoma. Em segundo 
lugar, as diferenças de média de idade entre os grupos também podem influenciar a precisão 
de MLC. Embora a idade não tenha sido incluída na formação dos MLCs utilizados por Bizios 
et al (57) e Burganski Eliash et al (53), sabe-se que uma redução na espessura da CFNR ocorre 
com a idade, favorecendo o diagnóstico de glaucoma em pacientes mais velhos. 
De fato, o estudo de Huang et al (62), em que os pacientes tinham lesão glaucomatosa 
precoce (MD > -6 dB) e onde não houve diferença significativa de idade entre o grupo 
glaucoma e o grupo controle (p=0,07), mostrou aROCs semelhantes às obtidas em nosso 
estudo. A espessura do quadrante inferior medido com o Stratus-OCT também foi o melhor 
parâmetro individual para diferenciar entre olhos normais e glaucomatosos (aROC = 0,832), 
seguido da espessura global média da CFNR peripapilar (aROC = 0,825). Os autores 
descreveram aROCs de 0,824 para a análise discriminante linear (LDA), 0,849 para a distância 
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de Mahalanobis (MD), e 0,821 para MLP. Os autores aplicaram o PCA (Principal Component 
Analysis) na tentativa de melhorar a performance dos classificadores. O PCA é um método 
matemático que mapeia os atributos do espaço de coordenadas original para outro espaço 
transformado, onde os dados são representados por combinações algébricas, reduzindo a sua 
dimensão (142). Os dados reprocessados foram reaplicados para os algoritmos LDA, MD e 
MLP, gerando uma melhoria no desempenho de todos os classificadores, aumentando as 
aROCs para 0,915, 0,991 e 0,874, respectivamente. Nesse estudo, os autores conseguiram 
demonstrar que uma melhora significativa na capacidade diagnóstica pode ser obtida quando 
empregamos MLCs aos dados do OCT. O classificador que mais se destacou foi o MD, que 
não utilizamos em nossa análise e, por isso, torna difícil a comparação com os nossos dados, 
além de não termos utilizado o PCA como técnica de redução de dados redundantes ou 
indutores de confusão.  
Naithani et al (137) comparou a capacidade diagnóstica de MLCs treinados com dados 
do Stratus-OCT (LDA; Artificial Neural Network ? ANN; e Classification and Regression 
Tree - CART) com classificadores já presentes no aparelho do HRT II (Moorfield Regression 
Analysis - MRA; Linear discriminant function desenvolvido por R Bathija ? RB function; e 
Linear discriminant function desenvolvido FS Mickelberg ? FSM function). Os autores 
observaram que o parâmetro do OCT que melhor diferenciou olhos normais de glaucomatosos 
iniciais foi a espessura global média da CFNR peripapilar (aROC = 0,937). Além disso, os 
classificadores treinados com uma seleção dos dados fornecidos pelo OCT (LDA ? 0,982; 
CART ? 0,979; ANN ? 0,938) tiveram uma performance melhor do que os fornecidos pelo 
HRT (FSM function ? 0,859; RB function ? 0,842; MRA ? 0,767). Nesse estudo, 
diferentemente do nosso, não foi o objetivo dos autores comparar a capacidade diagnóstica dos 
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dados fornecidos pelo aparelho com os MLCs, mas sim comparar a aplicabilidade dos MLCs 
com dados do OCT e com dados do HRT.  
 Dentre as limitações que podem ser destacadas no nosso estudo temos o tamanho da 
amostra e a ausência de uma nova população para testar os MLCs. Quanto maior o número de 
dados disponíveis para treinar os classificadores, mais representativa é a amostra e maior a 
chance de obtermos um bom aprendizado, principalmente quando a complexidade do 
classificador é grande. Além disso, apesar de termos utilizado a técnica da validação cruzada, 
o ideal seria aplicar os MLCs, já treinados, em uma nova população, para testar a sua 
capacidade em discriminar casos positivos de casos negativos para a doença. Essa nova etapa 
do estudo já está em andamento no Setor de Glaucoma do Serviço de Oftalmologia do 
Hospital das Clínicas da UNICAMP.  
 Na prática clínica, os oftalmologistas especialistas em glaucoma reunem diversas 
informações para concluir se há ou não doença glaucomatosa. Dentre essas informações 
podemos destacar a idade, a pressão intraocular, as características estruturais da CFNR e do 
NO, os dados funcionais do campo visual, além da raça e história familiar. Dessa forma, 
estudos têm sido conduzidos com o objetivo de treinar os MLCs com um maior número de 
dados, associando, assim, informações funcionais e estruturais, visando melhorar sua 
capacidade diagnóstica. 
 Bowd et al (59) combinou medidas funcionais, obtidas com a PAP, e estruturais, 
fornecidas pelo Stratus-OCT, para treinar dois MLCs (Relevance Vector Machine ? RVM; e 
Subspace Mixture of Gaussians ? SSMoG). As aROCs para o RVM treinado com somente 
dados do OCT, somente dados do CV e com dados do OCT e CV combinados foram, 
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respectivamente, de 0,809, 0,815 e 0,845. As aROCs para o SSMoG treinado com somente 
dados do OCT, somente dados do CV e com dados do OCT e CV combinados foram de 0,817, 
0,841 e 0,869, respectivamente. Assim, os autores observaram que o uso de técnicas 
combinadas melhorou significativamente a capacidade diagnóstica dos classificadores quando 
comparados àqueles treinados somente com dados do OCT, mas não quando comparamos os 
mesmos classificadores treinados somente com dados do CV. 
 Seguindo essa mesma linha, recentemente, Silva et al (71), na tentativa de melhorar os 
resultados obtidos na nossa série, incluíram, além dos parâmetros do OCT, dados do CV 
(PAP) para treinamento dos mesmos MLCs utilizados em nosso estudo. O melhor 
desempenho foi obtido com o classificador RAN (aROC = 0,946) treinado com 4 parâmetros 
do OCT+CV. Esse resultado foi melhor do que o obtido com o melhor parâmetro isolado do 
OCT (quadrante inferior aROC = 0,813, p<0,05), mas não foi estatisticamente diferente do 


















































Em conclusão, o presente estudo demonstrou que: 
1) O SD-OCT mostrou boa sensibilidade e especificidade para o diagnóstico de 
glaucoma em um grupo de pacientes com glaucoma inicial a moderado, sendo o melhor 
parâmetro a espessura da camada de fibras nervosas do quadrante inferior (aROC = 0,813); 
2) Os MLCs também mostraram boa sensibilidade e especificidade para o diagnóstico 
de glaucoma nesta série quando treinados com dados do SD-OCT, sendo o melhor 
desempenho alcançado com o BAG (aROC = 0,818), dentre os 10 testados;  
3) Os MLCs não melhoraram a sensibilidade e especificidade dos parâmetros do SD-
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7.1. ANEXO 1. Parecer de Aprovação do Comitê de Ética em Pesquisa da Faculdade de 









7.2. ANEXO 2. Tabela de conversão da acuidade visual medida em escala de Snellen 





































































8.1. APÊNDICE 1. Quadro de dados coletados 
 
Quadro 1. Dados coletados: indivíduos do grupo normal. 







med MD PSD 
G
H
T AT T S N I  1 2 3 4 5 6 7 8 9 10 11 12 
APS 1 55 2 3 0 1,5 21 0 -5,91 5,22 3 110 71 142 83 144 129 117 67 65 117 177 140 68 56 88 150 146 
AAP 2 51 1 1 0 3,25 12 0 -1,58 2,02 1 89 61 105 80 110 118 89 68 82 96 94 139 64 48 71 105 92 
APS 1 78 2 1 0,2 3,75 17 0 -2,38 1,42 1 84 48 110 76 100 100 93 53 83 106 126 69 43 42 59 95 134 
AFS 1 47 1 1 0 -0,5 16 0 -2,95 2,84 2 77 48 109 66 86 105 83 61 55 60 106 91 50 33 61 115 107 
ASM 1 45 2 2 0 -0,75 14 0 -0,56 1,66 3 112 71 133 78 165 135 106 63 64 140 203 153 71 59 84 111 153 
AG 1 76 1 1 0 2,25 16 0 0,22 1,5 1 86 64 103 81 95 73 93 82 68 66 83 137 74 47 71 128 109 
AI 1 73 1 1 0 plano 13 0 -2,68 1,73 1 84 54 106 66 110 99 81 55 64 99 138 92 54 46 61 91 128 
AMS 1  2 2 0 plano 12 0 -0,79 1,38 1 77 56 87 62 104 71 85 54 46 84 111 117 59 47 61 93 98 
ASA 1 48 1 1 0,05 plano 16 0 -3,26 3,88 1 93 59 118 76 120 100 83 71 75 96 120 144 62 47 69 141 113 
AEOF 1 54 2 1 0 plano 10 0 -2,97 2,58 2 80 53 82 74 111 68 68 74 81 102 128 103 46 45 68 117 61 
APR 1 52 2 1 0 2,75 16 0 -0,6 1,7 1 88 64 107 69 112 98 84 57 66 79 114 142 66 49 78 129 93 
AC 2 55 1 1 0 plano 16 0 -2,5 2,1 2 91 54 120 70 120 125 105 51 55 91 120 148 65 38 58 117 117 
CC 1 57 2 1 0 1,25 13 0 -0,95 2 3 110 55 139 
10
1 143 158 128 88 88 122 154 152 58 39 69 112 147 
CRS 1 52 2 1 0 -0,75 12 0 -2,04 2,21 1 94 67 11 82 115 95 88 72 86 94 133 119 57 54 89 140 98 
CSM 1 49 1 1 0 plano 12 0 -1,08 1,19 1 95 81 110 70 119 101 84 58 68 109 127 121 81 
10
0 62 88 141 
CSS 2 64 2 1 0 4,25 11 0 -4,12 1,37 4 94 60 127 66 121 115 76 61 62 102 161 101 56 51 74 123 142 
CM 1 59 2 2 0 plano 10 0 -3,05 2,05 2 98 77 132 59 126 124 73 44 58 87 126 164 87 59 86 137 135 
DAS 1 49 2 2 0,2 plano 20 0 -3,85 1,84 1 89 55 116 71 113 86 102 58 54 77 136 127 46 45 74 154 109 
DABB 1 48 2 1 0 1,5 14 0 -1,95 1,98 1 102 66 134 69 138 108 78 73 55 120 141 153 74 50 73 131 164 
DRS 1 54 1 1 0,05 plano 18 0 -2,11 1,55 1 102 69 125 73 141 100 76 61 83 131 172 122 49 62 95 154 121 
DAS 1 45 1 2 0,15 0,75 19 0 -1,84 1,67 1 70 39 93 49 100 75 58 41 48 87 122 91 38 48 32 88 116 
ERC 1 52 1 2 0,2 -2,75 18 0 -2,93 1,29 1 93 65 126 82 100 110 102 62 81 80 102 119 63 55 79 125 144 
EMRB 1 54 2 1 0,15 4,25 16 0 -0,07 1,46 1 98 61 131 79 123 117 98 66 74 100 131 138 60 46 77 139 136 
EES 2 51 2 1 0,2 1 12 0 0,02 1,05 1 91 67 110 60 126 102 86 52 41 92 130 155 69 58 74 134 95 
GJQS 2 64 2 1 0 5 16 0 -3,5 1,47 1 93 59 121 75 116 118 71 50 56 104 134 109 64 56 106 113 131 
GJS 1 59 1 1 0 3,25 16 0 0,45 1,31 1 95 60 112 65 142 87 90 54 52 114 163 149 60 48 72 130 121 
HMR 1 69 2 1 0,05 5,5 11 0 -2,91 2,09 1 80 62 101 56 103 81 61 47 60 81 99 127 62 50 74 127 94 
HCC 2 63 1 1 0,05 plano 15 0 -1,83 1,68 3 82 55 102 60 112 90 85 51 45 93 130 113 57 44 65 93 124 
IC 1 65 2 1 0 3 20 0 -2,6 2,08 1 90 53 117 72 117 102 109 54 53 86 132 132 51 43 64 104 145 
IPS 1 54 2 1 0 1,5 18 0 -0,31 1,37 1 102 86 120 68 132 82 81 62 61 108 158 129 79 79 101 152 127 
JBSC 2 65 1 1 0 plano 16 0 1,89 1,12 1 92 50 123 74 119 112 84 62 71 89 152 115 45 41 66 119 146 
JJV 1 82 1 1 0,5 plano 14 0 -2,73 1,88 1 78 50 105 68 89 100 92 52 60 78 95 95 51 43 58 80 135 
JRDF 1 65 1 2 0,05 plano 14 0 -2,45 2,63 1 99 60 118 76 143 106 97 64 66 117 171 141 54 44 82 142 107 
.,-"
"
JAS 2 46 1 1 0 -1,75 14 0 -0,66 1,61 1 101 71 141 69 125 121 95 53 58 96 115 165 73 56 84 150 153 
JBMO 1 57 1 3 0,05 1,25 12 0 -1,19 1,82 1 89 73 104 53 128 98 64 46 48 105 133 147 73 62 83 137 76 
JMR 1 62 1 1 0,05 plano 18 0 1,49 1,35 1 110 69 142 
10
3 126 101 139 78 92 101 121 154 88 50 68 153 172 
JPS 2 61 1 1 0 0,25 16 0 -2 1,45 1 90 77 98 62 124 121 84 66 80 162 132 78 51 58 77 93 80 
JFC 1 48 2 1 0 plano 15 0 -0,46 1,13 1 85 71 102 66 99 86 86 56 55 75 86 137 74 47 93 133 86 
MS 1 49 2 1 0 0,5 15 0 0,86 1,06 1 103 73 125 86 127 108 110 74 73 99 138 144 77 56 85 137 130 
MAF 2 56 2 2 0,1 1 14 0 -0,22 1,68 1 98 54 122 84 131 130 105 71 75 101 173 120 58 42 62 98 136 
MFSA 1 47 2 1 0 plano 12 0 -1,98 1,79 1 98 68 123 67 133 114 82 55 63 108 134 157 83 47 75 112 144 
MIMP 1 66 2 1 0 plano 13 0 0,05 1,54 1 89 67 106 74 111 77 80 58 83 85 120 127 72 48 80 132 109 
MMG 2 66 2 3 0 1,5 16 0 -0,09 1,63 1 89 84 104 68 99 86 76 64 64 66 109 121 78 59 114 150 76 
OCS 1 50 1 1 0 3,75 10 0 0,65 1,2 1 109 64 138 80 154 117 99 73 70 139 168 154 71 51 70 137 158 
RS 1 47 1 1 0 -2,75 13 0 0,37 1,2 1 102 66 141 77 125 117 104 58 68 83 136 155 73 44 81 165 140 
SS 1 67 1 1 0 plano 16 0 -0,63 1,89 1 107 69 143 79 137 113 93 64 79 111 143 156 77 46 83 155 162 
TFM 1 49 2 1 0 0,75 12 0 -3,29 2,49 1 107 61 129 92 145 89 128 78 68 119 153 164 60 46 76 143 154 
WA 2 55 1 1 0 plano 19 0 -1,19 3,67 3 95 63 111 76 131 123 101 58 69 126 148 120 60 62 67 97 114 
                             
                             
                             






7 121 104 90,7 
61














7 17,1 18,5 16,9 
10






9 22,1 26,1 
 
 
Nome: letras iniciais dos nomes dos pacientes, olho: 1=direito 2= esquerdo, idade: em anos, sexo: 1= 
masculino 2=feminino, raça: 1=branco 2=pardo 3=negro 4=amarelo, AV logMAR: acuidade visual em 
escala logMAR, EE: equivalente esférico, PIO: pressão intraocular, n med: número de medicações 
hipotensoras, MD=mean deviation, PSD: pattern standard deviation, GHT: glaucoma hemifield test 
1=dentro dos limites de normalidade 2=fora dos limites de normalidade, 3=borderline, AT: average 
thickness do OCT, T: quadrante temporal do OCT, S: quadrante superior do OCT, N: quadrante nasal 






















med MD PSD 
G
H
T AT T S N I  1 2 3 4 5 6 7 8 9 10 11 12 
APBS 1 64 2 1 0,2 3,25 20 2 -1,68 2,58 1 94 67 112 80 118 75 88 68 85 86 125 143 63 51 87 157 102 
ASS 1 48 2 1 0 plano 12 4 -1,52 2,28 1 83 58 102 84 87 66 84 90 79 101 96 65 38 42 94 108 133 
AMS 2 68 2 2 0,3 1,75 13 1 -3,38 6,85 3 86 63 110 73 98 108 91 66 63 73 94 129 67 50 73 107 115 
ATOS 1 69 2 1 0,3 4 18 1 -2,78 2,81 2 74 55 84 51 105 73 63 47 44 79 134 103 50 49 66 91 88 
ALSS 1 59 2 1 0,15 plano 14 1 -4,77 4,47 3 96 83 108 77 116 100 92 70 70 92 119 137 93 70 85 97 128 
AANO 2 48 2 2 0,05 1,25 13 3 -4,33 1,81 4 63 42 77 53 82 76 62 50 48 72 89 85 46 37 42 76 77 
ACC 1 60 1 1 0 0,25 14 2 -3,17 2,97 2 68 53 99 51 70 87 57 45 51 67 75 68 51 48 59 96 114 
AV 2 57 1 1 0,1 plano 13 2 -12 11,04 3 75 48 116 59 75 135 75 53 49 108 69 48 46 41 57 72 139 
ASF 1 62 2 1 0,3 -3,25 12 4 -3,8 2,27 2 78 51 95 73 95 75 83 65 70 79 116 90 49 47 58 85 125 
AG 2 78 1 1 0,3 plano 11 4 -6,84 5,81 3 76 74 59 75 94 73 79 80 65 71 110 102 69 65 90 60 45 
AC 2 73 1 1 0,15 3 12 4 -12 12,58 3 72 50 95 70 72 98 85 72 54 74 63 80 44 44 64 99 89 
BIBR 1 71 2 1 0,3 1,25 16 2 -1,92 3,5 3 80 67 78 78 97 78 66 74 93 88 104 98 53 62 84 106 51 
ESS 1 69 2 1 0 1 11 2 0,15 4,41 1 89 63 110 68 117 93 93 53 58 101 125 124 78 47 64 103 134 
ECS 1 60 1 2 0 plano 14 1 -0,69 2,67 2 71 40 82 70 91 75 79 66 64 117 89 67 35 39 47 99 72 
ES 1 60 1 2 0,2 -1,5 14 2 -3,28 2,27 3 71 37 88 65 96 74 67 55 72 86 120 81 35 28 49 92 96 
EM 1 48 1 1 0 plano 21 2 -5,68 7,81 3 86 71 111 62 102 110 77 61 48 74 93 138 80 61 72 92 129 
ESF 1 67 2 1 0,3 -0,5 12 3 -1,45 3,09 2 71 47 83 59 94 80 62 63 52 81 114 86 51 38 53 87 83 
FCS 1 60 1 3 0,2 plano 12 4 -6,17 6,37 3 81 55 91 69 107 74 73 61 75 97 120 103 54 47 64 106 93 
GB 2 52 1 1 0 0,5 16 0 -2,07 2,87 3 104 85 138 60 135 153 67 55 58 87 144 174 107 64 83 112 148 
GCS 2 70 1 2 0,15 1 15 3 -3,24 3,63 3 64 48 91 53 65 79 71 39 50 79 76 41 43 42 58 100 95 
GM 1 69 1 1 0,2 1 14 2 -5,89 3,99 2 92 65 111 72 122 101 75 64 76 114 148 103 61 54 79 109 124 
ISA 2 70 1 2 0,05 1,5 10 2 -1,94 3,15 3 72 42 83 69 96 63 
10
3 50 53 82 102 104 39 37 49 76 110 
JMT 1 64 2 1 0,2 plano 14 1 -9,29 8,47 3 100 82 130 70 118 108 83 54 73 99 97 157 94 58 95 154 129 
JBL 1 57 1 2 0 plano 13 3 -2,62 3,8 3 74 40 85 71 101 97 97 58 57 82 131 90 45 34 42 60 96 
JCPS 2 58 1 2 0 0,75 12 2 -1,33 1,9 3 76 38 107 59 101 100 68 51 57 98 122 82 43 31 40 81 140 
JRDF 2 66 1 3 0,05 plano 14 1 -5,75 3,89 3 87 53 121 66 108 112 86 55 58 102 120 101 62 45 51 144 107 
JTO 1 53 1 1 0 1 13 4 -4,39 4,44 3 71 54 84 57 88 71 68 49 53 71 100 95 47 50 67 105 78 
JASF 2 63 1 1 0,1 0,75 14 3 -2,67 3,49 3 82 52 94 65 117 93 93 50 52 105 130 115 50 49 58 113 76 
JAR 2 51 1 3 0,15 -4,75 10 3 -3,42 2,76 2 78 46 103 69 95 91 78 67 61 67 128 90 37 40 62 126 91 
JSN 1 67 1 1 0 2,25 13 4 -2,57 2,43 3 67 43 77 56 90 74 69 45 55 82 114 74 49 44 35 77 81 
JJA 2 67 1 1 0 1,5 12 4 -6,43 4,95 3 74 49 104 64 79 96 59 64 69 68 54 115 68 30 48 90 126 
JRF 1 57 1 1 0,3 -2,5 13 3 -2,8 1,78 3 69 48 89 63 77 82 66 49 73 100 89 41 45 44 54 90 94 
JGS 1 56 2 1 0,2 0,75 16 2 -1,94 4,75 3 73 36 103 69 84 84 83 55 68 109 125 18 45 2 62 113 113 
JDS 1 53 2 1 0 1,5 16 1 -3,68 6,16 3 95 62 128 76 115 118 92 63 73 107 109 130 59 50 77 117 148 
LP 2 54 2 1 0,2 plano 14 1 -3,62 3,69 2 92 63 112 81 113 93 99 64 79 93 117 131 64 49 75 123 118 
LES 1 45 2 1 0 -1,25 18 2 -3,8 3,1 3 83 89 96 66 82 94 87 54 57 71 78 97 91 112 65 94 100 
ML 1 64 1 1 0,15 2 14 3 -6,31 5,66 3 73 38 90 66 98 67 66 66 68 70 128 97 33 30 50 108 95 
MSC 1 78 2 1 0,3 4,25 14 3 -7,07 5,79 3 77 46 108 81 75 100 
10
3 65 76 96 80 48 45 38 54 100 123 
.,/"
"
MNOS 1 52 2 1 0,05 2,75 18 1 -2,81 2,36 2 79 50 92 65 108 81 86 55 55 92 141 92 49 35 65 123 72 
MLSC 1 46 2 3 0 plano 13 4 -3,62 1,97 3 63 54 69 48 80 68 52 48 45 75 72 92 61 42 60 65 73 
MJOR 1 67 2 1 0 4 12 1 -2,73 2,33 2 78 69 94 65 84 70 76 58 60 81 71 101 79 58 70 106 105 
MJRT 2 59 2 1 0,05 1,25 10 1 -4,38 4,39 3 85 52 122 62 104 105 72 53 61 97 122 92 53 38 65 151 108 
MNSR 2 52 2 1 0 2,25 11 3 -2,22 2,77 1 75 41 115 53 92 106 67 48 43 80 114 83 34 38 52 104 134 
MF 2 43 2 1 0,3 plano 12 1 -4,59 4,13 3 90 62 114 63 123 106 82 50 58 104 126 138 79 44 62 100 137 
MPS 1 50 2 1 0 2 16 2 -4,45 7,27 3 75 62 85 71 82 75 84 69 60 61 77 107 58 51 76 112 67 
NLM 1 78 2 1 0,15 plano 12 2 -5,87 5,46 3 86 75 105 58 104 77 73 56 46 84 120 108 77 63 84 122 117 
NCM 1 50 2 1 0 0,75 18 3 -2,71 1,96 3 86 56 104 69 114 91 89 62 56 91 128 125 66 44 58 87 133 
NSS 2 58 2 1 0,05 plano 14 4 -6,08 7,39 3 86 56 100 62 127 78 68 59 57 104 140 138 58 47 63 95 127 
NTSS 2 50 2 1 0,05 1,25 12 1 -1,16 1,47 1 89 68 121 52 114 116 56 59 40 78 121 145 78 51 75 122 125 
ON 1 73 1 1 0 3,5 18 1 -7,4 11,75 3 71 50 87 55 93 91 68 40 56 69 81 130 51 33 66 76 95 
OB 1 55 1 1 0,05 plano 16 1 -4,13 3,47 2 86 53 116 70 104 122 88 48 76 116 127 68 49 46 65 108 118 
PF 2 71 1 1 0,1 3,5 12 0 -3,19 3,97 3 74 51 90 59 96 85 72 45 59 70 98 121 59 37 58 99 84 
PDL 1 53 1 3 0 plano 16 3 -2,16 3,13 3 53 43 74 34 60 85 46 45 11 35 74 71 43 35 51 54 84 
RFG 1 46 2 1 0 -0,25 16 2 -4,4 3,46 3 79 63 86 72 94 69 79 65 73 101 110 73 62 54 74 83 105 
RAF 1 58 1 1 0,05 1,5 13 3 -3,43 3,73 3 75 58 87 63 92 75 69 57 62 85 91 100 70 48 56 92 95 
SCL 1 61 1 1 0 4 13 1 -2,39 2,18 3 86 53 107 71 114 90 85 65 62 100 128 114 61 42 56 106 126 
SO 1 75 1 4 0,1 0,25 10 2 -2,66 2,07 2 105 76 128 68 149 96 78 61 66 126 180 143 77 68 83 144 143 
SAS 1 54 1 2 0,05 0,5 12 1 -5,53 5,96 3 99 79 128 71 118 94 67 68 79 84 112 160 81 61 95 186 104 
SABT 1 50 2 1 0,2 2 19 0 -4,11 6,85 3 97 71 139 72 104 116 93 63 60 59 115 138 63 53 96 143 159 
TMO 2 59 2 3 0,1 2,75 10 3 -4,77 7,07 3 95 43 126 94 115 144 
11
1 90 82 113 139 92 35 38 56 104 130 
VDG 1 66 1 1 0,1 -0,75 12 1 -6,11 2,88 3 78 57 97 62 94 90 72 61 51 88 115 79 62 42 67 82 120 
ZPF 2 54 2 1 0,05 1,5 14 2 -3,35 2,82 2 92 63 115 70 121 110 90 54 65 98 136 129 58 49 81 131 104 
                             
                             
                             
Média  
59,








,6 61,1 87,4 109,4 101,4 57,9 46,5 
65
,2 103,5 107,6 
Desvio 








,4 13,0 16,8 24,4 31,5 16,5 14,0 
14
,7 24,9 24,8 
 
Nome: letras iniciais dos nomes dos pacientes, olho: 1=direito 2=esquerdo, idade: em anos, sexo: 1= 
masculino 2=feminino, raça: 1=branco 2=pardo 3=negro 4=amarelo, AV logMAR: acuidade visual em 
escala logMAR, EE: equivalente esférico, PIO: pressão intraocular, n med: número de medicações 
hipotensoras, MD=mean deviation, PSD: pattern standard deviation, GHT: glaucoma hemifield test 
1=dentro dos limites de normalidade 2=fora dos limites de normalidade, 3=borderline, AT: average 
thickness do OCT, T: quadrante temporal do OCT, S: quadrante superior do OCT, N: quadrante nasal 




8.2. APÊNDICE 2. Termo de Consentimeto Livre e Esclarecido 
FORMULÁRIO DE CONSENTIMENTO LIVRE E ESCLARECIDO 
Título do Projeto: Diagnóstico Precoce e de Progressão do Glaucoma Baseados em Sistema de 
Aprendizagem de Classificadores Híbridos 
Investigador principal: Prof. Dr. Vital Paulino Costa 
OBJETIVO DA PESQUISA 
 Eu entendo que fui convidado(a) a participar de um projeto de pesquisa envolvendo 
indivíduos normais, pacientes com glaucoma e hipertensos oculares. O objetivo geral do 
estudo é coletar dados provenientes de exames para gerar um sistema de computador que 
auxiliará o diagnóstico de glaucoma e sua progressão. Esse estudo poderá levantar dados que 
possibilitarão diagnosticar glaucoma mais cedo e, assim, tratá-lo antes que cause problemas 
para a visão. O sigilo será mantido em todo o estudo através da utilização de um código para a 
identificação dos indivíduos participantes. 
PROCEDIMENTO 
 Entendo que se eu concordar em participar desse estudo, os pesquisadores participantes 
farão perguntas a respeito dos meus antecedentes médicos e familiares. Eu serei submetido a 
um exame oftalmológico para confirmar meu estado clínico. O exame oftalmológico tem o 
objetivo de observar se há alterações no olho que lembrem aquelas que vemos no glaucoma. 
Além disso, minha pressão ocular e espessura da córnea serão medidas, o que pode causar um 
leve ardor ocular ou embaçamento transitório da visão, exame de campo visual e fotografias 
do fundo do olho também serão realizados. As fotografias serão realizadas em dois tipos 
diferentes de aparelhos fotográficos: retinógrafo e OCT. Estes procedimentos são 
normalmente realizados em qualquer exame oftalmológico, são seguros e não apresentam 
riscos à minha vista. Os procedimentos mencionados acima serão realizados a cada seis meses 





RISCO E DESCONFORTO 
 Os riscos associados aos procedimentos a serem realizados são mínimos, podendo 
ocorrer leve ardor ao pingar os colírios anestésico (para medida da pressão do olho) e 
midriático (para examinar e fotografar o fundo do olho). Esse último deixa a visão embaçada, 
especialmente para perto, e incômodo com a luz por, aproximadamente, seis horas. O 
desconforto será mínimo, pois se tratam de exames rotineiros realizados frequentemente e por 
profissional treinado para realizar todos esses procedimentos. 
VANTAGENS 
 Entendo que não obterei nenhuma vantagem direta com a participação neste estudo e 
que o diagnóstico e o tratamento provavelmente não serão modificados com base neste estudo. 
Os resultados dos testes realizados estarão disponíveis através do acompanhamento no 
ambulatório de origem. No entanto, é possível que este estudo possibilite disgnosticar 
glaucoma mais cedo em muitos pacientes, e assim, tratá-lo antes que cause problemas para a 
visão. 
SIGILO 
 Entendo que toda a informação médica, assim como os resultados dos testes 
decorrentes desse projeto de pesquisa, farão parte do meu prontuário médico e serão matidos 
em sigilo. Se os resultados ou informações fornecidas forem utilizados para fins de publicação 
científica, nenhum nome será utilizado. 
FORNECIMENTO DE INFORMAÇÃO ADICIONAL 
 Entendo que posso requisitar informações adicionais relativas ao estudo a qualquer 
momento. Os Drs Vital (19-35217818) e Álvaro (19-35217769) estarão disponíveis para 
responder minhas questões e preocupações. Em caso de recurso, dúvidas ou reclamações, 






RECUSA OU DESCONTINUAÇÃO DA PARTICIPAÇÃO 
 Entendo que a participação é volntária e que posso me recusar a participar ou retirar 
meu consentimento e interromper a minha participação no estudo a qualquer momento sem 
comprometer os cuidados médicos que recebo atualmente ou receberei no futuro nas 
instituições participantes. Eu reconheço também que o Dr. Vital Paulino Costa pode 




















FORMULÁRIO DE CONSENTIMENTO LIVRE E ESCLARECIDO 
Título do Projeto: Diagnóstico Precoce e de Progressão do Glaucoma Baseados em Sistema de 
Aprendizagem de Classificadores Híbridos 
Investigador principal: Prof. Dr. Vital Paulino Costa 
Eu confirmo que o(a) Dr.(a)________________________________________________ me 
explicou o objetivo do estudo, os procedimentos que serão  realizados, os riscos, desconfortos 
e possíveis vantagens advindas desse projeto de pesquisa. Eu li e/ou me foi explicado, assim 
como compreendi esse formulário de consentimento e estou de pleno acordo em participar 
desse estudo. 
______________________________________________________________________ 
Nome do participante ou responsável, idade, RG e Registro Hospitalar 
______________________________________________    ______________________ 
Assinatura do participante ou responsável                                                                                 data 
______________________________________________________________________ 
Endereço e telefone 
RESPONSABILIDADE DO PESQUISADOR 
Eu expliquei a __________________________________________________________ o 
objetivo do estudo, os procedimentos requeridos e os possíveis riscos e vantagens que poderão 
advir do estudo, usando o melhor do meu conhecimento. Eu me comprometo a fornecer uma 
cópia desse formulário de consentimento ao participante ou responsável. 
______________________________________________________________________ 
Nome do pesquisador ou associado 
______________________________________________    ______________________ 
Assinatura do participante ou responsável                                                                                 data 
 




8.3. APÊNDICE 3. Artigo publicado 
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