Abstract. We provide the first steps towards a new relative trace formula proof of the celebrated formula of Waldspurger relating the square of a toric period integral on PGL 2 to the central value of an L-function.
Introduction
In this paper we present the first steps towards a new and independent proof of Waldspurger's remarkable formula for toric periods of automorphic forms on PGL 2 . This formula, which involves the period integral of a cusp form ϕ ∈ σ on the group PGL 2 -or an inner form -over a number field F along a non-split torus T ⊂ PGL 2 , can be loosely written as
Here, A is the ring of adeles over F , π = χ⊗σ is an automorphic cuspidal representation of T(A)×PGL 2 (A),
L(
1 2 , π) is the central critical value of the Rankin-Selberg L-function attached to π = χ ⊗ π, and the period integral P π (ϕ) is defined as
χ(t)ϕ(t)dt

=ˆT (F )\ T(A) φ(t)dt
where we write φ = χ ⊗ ϕ ∈ π. For the purpose of this introduction, we will be vague about the nature of the quantity ( * ), except to say that it can be made explicit and contains both local and global information about the automorphic cuspidal representation π and the vector φ.
This result has a storied past. The formula in question was first shown by Waldspurger using methods of the theta correspondence [Wal85] . Since then, there have been many other proofs given. Most notably, in a pair of papers, [Jac86, Jac87] , see also [JC01] , Jacquet provided an ambitious alternate approach to this theorem. The method relies on writing down and comparing two relative trace formulas, foregoing the constructive methods of the theta correspondence and instead deducing the result from a spectral identity. The technique is appealingly general. Indeed, by adapting these constructions, Jacquet and Rallis later offered a possible avenue of attack on a high rank relative of Waldspurger's formula: the Gan-Gross-Prasad conjecture for unitary groups. This has been wildly successful. See [JR11] , [Yun11] , [Zha14b] , [Zha14a] , and [CZ16] .
In this paper we give a different mutation of Jacquet's methods. We restrict attention back to Waldspurger's original formula. Our method, like Jacquet's original work, relies on a comparison of relative trace formulas. However, the approach we describe appears to be better adapted towards a different conjectural outgrowth of Waldspurger's formula: the Gross-Prasad conjecture for orthogonal groups. We hope to directly address this generalization in future work.
For now, though, let us describe the trace formulas and comparison we have in mind. We change notation slightly, and think of the group T × PGL 2 (or an inner form T × PB × ) via exceptional isomorphism instead as SO 2 × SO 3 . That is, we fix a non-degenerate quadratic space V of dimension 3 together with an orthogonal decomposition V = W + F e, with e is a non-isotropic vector, and consider the group SO W × SO V . Our first relative trace formula distribution J takes as input a function f on (SO W × SO V )(A). It is designed to encode the period integral P as part of its spectral expansion; it also has a geometric expansion in terms of orbital integrals, and together we write (loosely)
In the above, J π (f ) is the global spherical character, a distribution that encodes the period integral P π (the left hand side of Waldspurger's formula), while J γ (f ) is the orbital integral, which is defined for (regular semisimple) γ by
where
f ((h, h)(1, x))dh.
We also construct a second, more interesting trace formula I. This distribution lives on GL 2 × GL 2 , and takes as input a test function f on (GL 2 × GL 2 )(A), a Schwartz function Φ ∈ S(A), and a "doubly even" Schwartz function Ψ ∈ S ++ (A E ), where E = F [
is the discriminant algebra of E (equivalently, the splitting field for the torus T ). It is designed to admit a spectral expansion into a sum of distributions I Π , which themselves encode the L-function side of Waldspurger's formula (roughly, I Π computes L( 1 2 , Π), but only for those Π on GL 2 × GL 2 which are functorial lifts from SO 2 × SO 3 ). I also possesses a geometric expansion, and in total we write
There is something quite odd happening here. At first glance, the distribution I(f ⊗ Φ ⊗ Ψ) seems to have no chance of admitting a geometric expansion in the usual sense of the relative trace formula, where orbits of a group action appear through a double coset computation. However I(f ⊗ Φ ⊗ Ψ) amazingly still unfolds into a sum of factorizable integrals, with sum indexed over some formal objects γ . These γ appear through a condition on Fourier coefficients; to that end we elect to call them global tones (rather than orbits) and their associated factorizable integrals I γ (f ⊗ Φ ⊗ Ψ) tonal integrals. We identify a Zariski open set of tones, called the regular semisimple locus; for such a regular semisimple tone γ = (α; β, ζ) the tonal integral is defined as
We postpone a precise discussion of the terms appearing above to the body of this paper. If we vary the quadratic spaces (W, V ) over all pairs V = W + F e with the same fixed discriminants d W and d V , then there is a bijection between regular semisimple orbits γ -which appear in the geometric expansion of J -and regular semisimple tones γ -which appear in the geometric expansion of I. This bijection has a remarkable property.
Theorem 0.1. Given a Schwartz function f = (f (W,V ) ) ∈ (W,V ) S((SO W × SO V )(A)), there exists a finite sum i f i ⊗ Φ i ⊗ Ψ i so that, for all γ ↔ γ corresponding global regular semisimple orbits and tones,
Conversely, given i f i ⊗ Φ i ⊗ Ψ i , there exists f = (f (W,V ) ) satisfying the above equality for all γ ↔ γ .
Although we have stated this result in global language, this is really a theorem about the relationship between the local versions of J γ and I γ . See Theorem 3.4, which resolves the problem of "smooth transfer", as well as Theorem 3.8 and Theorem 3.15, which provide the "fundamental lemma" in the cases when E/F is unramified or split respectively.
It is worth noting that these results, which are the main content of the paper, still fall quite short of reproving Waldspurger's theorem. The main obstacle is the regularization of the trace formula I. In the sequel [Kri] we complete this global analysis and, as a consequence, re-derive Waldspurger's result.
Outline of the Paper. The body of this paper runs in reverse order to our discussion above. Namely, we first describe the local results of smooth transfer and fundamental lemma in Part 1, and only then describe the trace formulas motivating these results in Part 2. Our discussion in Part 2 is entirely formal, and should more-or-less be viewed only as motivation for the work we do in Part 1. The analysis of [Kri] entirely supersedes this part; still, as the regularization of the trace formula is quite foreboding, we believe it worthwhile to include this simple, albeit naive, discussion.
In Section 1 we first parameterize the orbits of SO 3 / conj SO 2 and describe the space of orbital integrals Ω, viewed as functions on this quotient, completely explicitly. Then, in Section 2 we define Ω , the space of tonal integrals, and identify it as a space of functions on the set of tones. As a consequence, we derive our result on smooth transfer, which we state carefully in Section 3 as Theorem 3.4. The remainder of Section 3 in concerned with the fundamental lemma. This is stated and proved separately in these cases of E/F unramified or E/F split as Theorems 3.8 and 3.15.
In Section 4, we construct the relative trace formula J in its naive form. Our presentation is a little different from what one may consider the obvious approach, as we make some effort to incorporate the outer automorphism of O 2 into the trace formula. This is, in some sense, unnecessary, but appears to be the correct philosophical setup in light of the necessary corrections to the Ichino Ikeda conjecture (the analogue of Waldspurger's formula in the high rank Gross-Prasad case)-see [Xue17] . Finally, in Section 5 we set up the (naive form of the) trace formula I and decompose it into a sum of tonal integrals. As ingredients, we briefly review some of the theory of Rankin-Selberg convolution on GL 2 × GL 2 as well as the the theory behind the integral representation of the symmetric square L-function for representations of GL 2 .
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Notation. Throughout this paper, we adopt the following notation.
• F will denote either a number field or a local field of characteristic 0. In the local setting, O will denote the ring of integers of F . In the global setting, A will denote its ring of adeles.
• E/F will be a quadratic extension. When F is a number field, we ask that E be a field. When F is local, we allow E to be split. When E/F is local, we write O E for the integers of E, while when E/F is global, we write A E for the adeles of E.
• Capitalized roman letters (e.g. G, GL n , GSpin V ) denote the appropriate algebraic groups over F .
• We use the following notation for subgroups of GL 2 :
and similarly use the shorthand
for elements of these subgroups. We will also occasionally refer to A as T GL2 throughout.
• In the global setting of F a number field, we will use [·] to denote the automorphic quotient. So, for instance, we write [GL 2 ] := GL 2 (F )\ GL 2 (A). In various situations, we include as is typical the letter P to indicate that we additionally mod out by the adelic points of the center. Thus, for instance,
We hope this does not cause confusion, as it conflicts slightly with our notation P for the mirabolic of GL 2 .
• Finally, we use w = 0 1 1 0
to denote fixed representatives of the non-trivial Weyl-group element for GL 2 and for SL 2 respectively. Part 1. Local theory.
In this part, we study the local integrals appearing on the "geometric" sides of the trace formulas of Part 2. These results are used crucially to establish the trace formula comparison and the resulting spectral identities that form the backbone of our proof.
1. Orbits and orbital integrals for SO 2 × SO 3 1.1. Preliminaries on quadratic spaces. Let us review some easy facts on quadratic spaces of dimensions 2 and 3. For this subsection we let F denote an arbitrary field of characteristic not 2. Throughout this subsection, and indeed this paper, we will use W to denote a non-degenerate quadratic space of dimension 2 over F and V to denote one of dimension 3. If there is an embedding W → V then we say that the pair (W, V ) is relevant. Given any non-degenerate quadratic space U = (U, Q U ) of dimension n, we call
Given such a U , we say a space U is a pure inner form of
We begin with an elementary observation.
Lemma 1.1. Quadratic spaces of dimensions 2 and 3 admit the following explicit descriptions.
(1) Every non-degenerate quadratic space W of dimension 2 is of the form
where E/F is a quadratic étale algebra over
where B/F is a (possibly split) quaternion algebra over F , B Tr=0 ⊂ B is the subspace of elements with reduced trace 0, N denotes the reduced norm N : B → F , and d is an element of
2 , there is a unique relevant pair of quadratic spaces (W 0 , V 0 ) of dimension 2 and 3 and with discriminants
has an isotropic vector. We call this the quasisplit relevant pair associated to (d
. Explicitly, we may take a model of these spaces to be
and
1 It is easy to see that (W 0 , V 0 ) as defined above are quasisplit;
if we denote by ι the above identification of W 0 with E and write s = ι(1), then u := s + e is visibly an isotropic vector of V 0 . Lemma 1.1 can be thought of as a restatement of the exceptional isomorphism SO V0 ∼ = PGL 2 . For later computation, it is useful to put coordinates on this group. To do so we exploit this isomorphism, first restating it as an observation about Clifford algebras. 1.1.1. Clifford Algebras and GSpin. Recall that for any quadratic space U = (U, Q U ), the Clifford algebra is defined by
where T U denotes the tensor algebra of U and I Q U is the ideal generated by all elements of the form
. This is a Z/2 graded algebra, i.e.
with even part denoted by C 0 (U ). The Clifford algebra defines a G m extension GSpin U of SO U when U is non-degenerate by
which comes equipped with a map ρ : GSpin U → SO U defined by ρ(g).u = gug −1 . We write
By Hilbert's Theorem 90, this map is surjective on F -points, i.e. ρ : GSpin U (F ) SO U (F ). When we restrict this construction to the simple case above, where U = W, V is either 2 or 3 dimensional, then Lemma 1.1 implies that the Clifford algebra construction unravels into a familiar picture. Lemma 1.2. Let W and V be non-degenerate quadratic spaces of dimensions 2 and 3 respectively, satisfying V = W ⊕ F e for a non-isotropic vector e. Then
(1)
where B/F is the quaternion algebra of Lemma 1.1. Moreover,
is an inner form of GL 2 .
We can put coordinates on GSpin V = C 0 (V ) × ; every element x ∈ C 0 (V ) can be uniquely written as
where z ∈ C 0 (W ) and w ∈ W . When (W, V ) = (W 0 , V 0 ) is the unique quasisplit inner form corresponding to a choice of two discriminants d W , d V , then we can pin down an explicit isomorphism Mat 2×2
is an isomorphism is easy to see; we leave a proof of this assertion to the reader, with the reminder that, as defined above, s, s , and e all anti-commute with one another.
1.2. Orbits. With this language available, let us now compute the quotient space(s) that appears in our analysis.
Let V = W ⊕ F e be as above, and denote by G = SO W × SO V the product of special orthogonal groups. Inside of G is the subgroup H = ∆ SO W , the diagonally embedded torus. The analysis of Part 2 forces us to determine the double coset space
To do so, we simply note that, by the map (x, y) → x −1 y, we can identify
where on the right we are considering the quotient of SO V (F ) up to conjugation by SO W (F ). We must therefore explicitly parameterize orbits of SO W (F ) acting on SO V (F ) by conjugation. To do so, we would like to pull back the picture from SO V (F ) to GSpin V (F ), since it is on the latter group that we can easily put coordinates. The projection map ρ : GSpin V (F ) → SO V (F ), which consists of scaling by the central G m , gives
In fact, we can simplify the quotient on the left hand side somewhat. Let Σ denote a fixed choice of representatives for
where N is the spinor norm N : GSpin V → G m . This is not algebraic variety or a group, despite notation.
However, the restriction of ρ to this set gives us
and so we write ρ : {±1}\ GSpin
Let us compute the orbits of SO W (F ) acting on GSpin
and orbits of SO W (F ) on GSpin Σ V (F ) are parameterized by the set of triples
If we quotient out by multiplication by {±1}, then we have shown the following proposition.
Proposition 1.3. The set of orbits
The discussion above can be summarized. We identify, given x ∈ SO V (F ), its associated (α; z, b) as follows: first lift x arbitrarily to an element of GSpin Σ V (F ), which we also denote by x. This is determined up to ±1, so in particular, determines an α ∈ Σ. If we write this lift x = z + we, then the invariants by conjugation are z, up to sign, and b :=
We can now identify a "good" locus of orbits. Recall the following definition from invariant theory. Definition 1.4. An element x of SO W acting on SO V by conjugation is regular semisimple (r.s.s.) if both (1) (x is regular) The stabilizer of x is zero dimensional. (2) (x is semisimple) The orbit of x is (Zariski) closed.
We similarly call the orbit of x regular semisimple if x is.
Let us identify the locus of regular semisimple orbits explicitly. Lemma 1.5. An orbit of x ∈ SO V (F ) is regular semisimple if and only if its corresponding b is non-zero.
Proof. If b = 0, then x = z + we satisfies Q(w) = 0. Thus, either w = 0, in which case x = z has stabilizer all of SO W (x is not regular) or W is a split 2-dimensional quadratic space and w is a non-zero isotropic vector. In this case, the element z lies in the closure of the orbit of x = z + we but is not in the orbit itself, i.e. x is not semisimple.
Conversely, it is apparent that x = z + we is non-regular if and only if w = 0. If x = z + we is nonsemisimple, then there exists x = z + w e which lies in the closure of the orbit of x but not in the orbit itself. It is clear that z = z. Now the orbit SO W .w of w in W is closed in W if W is non-split. Thus the only remaining case to consider is when W is split: then, SO W .w is non-closed only if Q(w) = 0. Remark 1.6. When x ∈ SO V has b = 0, the stabilizer of x in SO W is usually trivial. However, it can be finite. For instance, if x = we in GSpin Σ V (F ) with Q(w) = 0, then this is a regular semisimple element and has stabilizer {±1} ⊂ SO W of order 2.
We write 
Proof. One needs only to check the all relevant pure inner forms, i.e. relevant pairs (W, V ) having the same fixed discriminants are parameterized by elements of F × / N E × . This follows immediately from Lemma 1.1.
We should also say a brief word about a related quotient set, namely 
where· denotes the nontrivial automorphism of E/F .
1.2.1. GIT quotients. For the sake of conceptual clarity, it is worth packaging the set-theoretic orbit analysis above in the more algebraic language of invariant theory. We will not use this interpretation seriously, but we believe it is worth keeping in mind. We omit all proofs, as they do not differ significantly from those given above. Recall that given an affine variety X together with a right action of a group G, the GIT quotient, denoted by X / / G, is simply
where F [X] denotes the coordinate ring of X. We can thus rewrite our description of the quotient sets above in invariant theoretic language as follows:
where the last isomorphism sends
. The regular semisimple loci are also easy to identify: namely we have the open subvarieties
Furthermore, we have identifications
1.3. Local orbital integrals and the space Ω. Let us now define one of our main objects of study: the space of functions living on these orbits. So let F now denote a local field of characteristic 0.
, consider the averaged function
We can now define the orbital integral as follows.
which we will occasionally also write as J γ (f ).
We record for completeness the following very easy fact.
The latter integral runs over a closed subset of SO V (F ), and F is compactly supported.
By abuse of notation, we will also sometimes denote by f a tuple of functions, f = (f (W,V ) ) indexed by relevant quadratic spaces (W, V ) with fixed discriminants. Observe that, if E/F is non-split, then there are only two such relevant pairs of quadratic spaces-one quasisplit, and one non-quasisplit-while if E/F is a split extension, there is only one such pair (W, V )-the split pair. In this setting, we will also denote by
We hope that context will be enough to distinguish between these competing notations.
Definition 1.10. The space Ω of orbital integrals is the space of functions on
which are of the form J(f, γ), for some f = (f (W,V ) ) smooth and compactly supported.
The main goal of this subsection is to give an explicit description of Ω. This is the content of the following result. Theorem 1.11. Suppose that E/F is a field extension (i.e. is nonsplit). Then
where each function φ i (α; ·, ·) is smooth and compactly supported on the smooth variety N z + b = α, and satisfies φ i (α; −z, b) = φ i (α; −z, b) and φ i (α;z, b) = φ i (α; z, b), and where ω = ω E/F is the non-trivial quadratic character of F × associated to the extension E/F . If E/F is split, then
where φ i are as above.
Remark 1.12. One can also restate Theorem 1.11 in terms of the coordinates on the GIT quotient given by
which may be psychologically helpful; however, it is the theorem in the form written above which is most useful to us.
Remark 1.13. We have been considering the space Ω, which consists of all functions of the form
. We could instead consider Ω S , which consists of all functions of the form J((·, f ) where f ∈ (W,V ) S((SO W × SO V )(F )) is a Schwartz function. This differs from Ω only when F is Archimedean; in that case, the above theorem is still true if we replace Ω with Ω S and force all φ i to be Schwartz.
To show Theorem 1.11, it is helpful to first analyze a "toy model" of our space of orbital integrals. It captures all of the essentials of our situation.
1.3.1. The toy model (non-split case). Consider first the non-split case. Let E/F be a quadratic field extension of characteristic 0 local fields. Fix ε ∈ F × a representative of the non-trivial class in F × / N E × and consider the pair of maps
We define the space of toy orbital integrals Ω toy to be the push-forward, under π = π 0 π 1 , of the space of compactly supported smooth functions on E E. More concretely, we define for
and where all integrals are taken with respect to the Haar measure on U(1)(F ), normalized so that vol(U(1)(F )) = 1. The space Ω toy is the space of all functions on F × of the form J toy (f, ·). When F = R is Archimedean, an analysis of the space Ω toy has been carried out in [CT13] . Let us explain the non-Archimedean case, which is easier. The results we state will also apply to the case described in [CT13] .
Since U(1)(F ) is compact, the space Ω toy is extremely easy to understand. For instance, it is clear that,
and that J toy (f 0 , γ) = 0 for all |γ| sufficiently large. Moreover, any function J 0 which satisfies these three conditions, i.e.
(1) has support in F × contained in N E × , and is smooth on N E × (2) has a limit L 0 = lim
(3) is zero for |γ| sufficiently large can occur as an orbital integral J toy (f 0 , γ): simply take f 0 (z) = J 0 (N z) if z = 0, and set f 0 (0) = L 0 . The analogous statements are also true for J toy (f 1 , γ). All together this shows that
or, more accurately, is the space of functions on F × obtained by restricting such functions A 1 + A 2 ω to F × . Deducing this description on Ω toy from our analysis of the integrals J toy (f i , γ) is very straightforward. Given J 0 and J 1 satisfying the three conditions above (for J 1 , we must replace the set N E × with ε N E × everywhere), extend J i to smooth compactly supported functionsJ i on F satisfying
Summarizing, we have shown:
Proposition 1.14. When E/F is a (non-split) quadratic extension of local fields, the space Ω toy is exactly the space of functions on F × which occur as restrictions of functions of the form
where A i ∈ C ∞ c (F ) and ω = ω E/F is the quadratic character associated to E/F . 1.3.2. The toy model (split case). Let us now consider the split case E = F × F . We again have a map
|t| is the Haar measure on F × , normalized so that vol(O × ) = 1 (we have set dt to give O volume 1). Furthermore, we call Ω toy the space of all functions on F × which are of the form
The following proposition is slightly harder to prove than the corresponding statement in the non-split case.
toy is exactly the space of functions on F × which occur as restrictions of functions of the form
For a complete and detailed proof of this fact in the Archimedean case F = R, C, see [CT13] . This fact is also discussed, albeit briefly, in both the Archimedean and non-Archimedean setting, in [Sak13] .
The argument presented in [CT13] more-or-less runs through verbatim in the non-Archimedean case as well; for completeness we record an elementary version of it (in the non-Archimedean setting) here.
The main point is to determine the asymptotics of functions J(x) ∈ Ω toy as x → 0. To find this, it is enough to apply the Mellin transform and examine the location and multiplicities of possible poles.
Keeping this in mind, let us digress for a moment to make some recollections on the non-Archimedean
Mellin transform. Let F be a finite extension of Q p , with uniformizer and residue field F q . We decompose
× can be uniquely written as χ(t) = η(t)|t| s , with η a normalized character and s ∈ C/ 2πi log q Z, thus we can, and will, think of the space X = {χ : F × → U 1 (R)} of characters as a disjoint union of cylinders, indexed by normalized η, and with coordinate on each cylinder given by s ∈ C/ 2πi log q Z.
The Mellin transform of a function J on F is the function on X defined by
assuming this integral converges. For functions J which are smooth and compactly supported on F × (in particular, as functions on F they vanish on a neighborhood of 0), the integral above converges absolutely and uniformly for s in a compact set. Moreover, since J has a conductor 1 + k O, i.e. there exists a minimal k so that J is invariant under multiplication by 1 + k O, it is easy to see that
is an entire function of s • MJ(η| · | s ) = 0 for all but finitely many η.
Let E denote the space of functions f (η| · | s ) on X which satisfy these two conditions. Via Pontryagin duality, there is an inverse Mellin transform, which identifies
where c ∈ R is arbitrary (strictly speaking, Pontryagin duality shows this equality for c = 0, but since MJ is entire we are free to shift contours). All together, we find
For our purposes, we must consider Mellin transforms of a larger class of functions than C ∞ c (F × ). Consider, for any λ a real number, the functions C
(1) J is locally constant on F × with finite conductor (2) J vanishes for |x| sufficiently large (3) |J(x)||x −λ | is bounded as x → 0.
For such functions, MJ(η| · | s ) is analytic in the half plane Re(s) > λ and 0 for all but finitely many η. There is again a Mellin inversion formula: for any J ∈ C ∞ (λ) (F × ), we have
for any c > λ. The (finite) sum is over all normalized characters η. We can apply this, and shift contours far to the left to derive the following proposition.
has the property that MJ(η| · | s ) is meromorphic in s for all s and η, and has only finitely many poles (η i , s i ). If we write the principal part of MJ(η| · | s ) at each pole as
Remark 1.17. We will write the conclusion of the proposition simply as
and say that the right hand side is the asymptotic expansion of f near x = 0.
Remark 1.18. In fact, under the assumptions of the above proposition, we can even say more: the Mellin transform of the difference
is clearly in E , hence
for some g(x) ∈ C ∞ c (F × ); we can also restate this conclusion as saying that f (x) is of the form
With these tools in hand, let us now give a proof of Proposition 1.15 when F is a p-adic field.
is zero on a neighborhood of {xy = 0}. The orbital integral of any function g(x, y) is easy to understand:
is simply composition of the isomorphism (x, y) → (xy, y) and projection onto the first factor, it follows that the orbital integral of g must lie in C ∞ c (F × ). Conversely, it is easy to see that given a function
whose orbital integral is the given function. So let us assume that f (x, y) is of the form
and, for the sake of notation, let's call
Let us compute the Mellin transform of the orbital integral J of f . This is
Each term f 1 , f 2 , f 3 contributes the following products of Tate integralŝ
respectively. Now, recall that if η is non-trivial then these Tate integrals are all entire, hence MJ(η| · | s ) is an entire function of s when η = 1. It also visibly vanishes for all but finitely many η.
When η = 1 then the only pole of the Tate integral occurs at s = 0 ∈ C/ 2πi log q Z-even further, we have
where the last line is simply the first two terms of the Taylor expansion around 0 (h.o.t. is shorthand for "higher order terms"). Similarly, we can observe that
It follows that the principal part of MJ(| · | s ) near 0 is exactly
and hence, applying Proposition 1.16 (really the remark following this proposition) we find that
Moreover, by the our discussion it is clear that any function of the form J(γ) = A 1 (γ) + A 2 (γ) log |γ| can occur as the orbital integral of some f ; one needs only to choose f so that conditions on A 1 (0) and A 2 (0) above are met, and then one can freely modify our initial choice of f by a test function
Remark 1.19. Following the thread of Remark 1.13, we should remark that both Proposition 1.14 and Proposition 1.15 have variants where the test functions for orbital integrals are allowed to be Schwartz functions (not just compactly supported and smooth functions).
2 The statements of the results are the same; merely allow the A i to be in S(F ). The result of Remark 1.13 then follows from these variants and the argument in the next subsection.
1.3.3.
Reduction to the toy model. We would now like to deduce Theorem 1.11 from our results on the toy model. This is quite straightforward, because the action of O W on SO V by conjugation is in some sense the action of U 1 (F ) (for E/F non-split) or F × (for E/F split) on W occurring in the toy model. But let us be careful. Let x ∈ GSpin V be a semisimple but non regular point-i.e., let x = z ∈ E × ⊂ GSpin V . The tangent space T x GSpin V can be identified with the whole even Clifford algebra C 0 (V ). Let U be an open SO W stable neighborhood of 0 in C 0 (V ), together with an SO W equivariant embedding ρ : U → GSpin V satisfying ρ(0) = x. By the analytic Luna slice theorem [AG09] , Theorem 2.3.17 such a (U, ρ) always exist, and in fact we can even take U to have saturated image, i.e. ρ(U ) is the preimage under
In any case, this construction shows that the behavior of orbital integrals of functions f ∈ (W,V ) GSpin V by SO W -conjugation is the same as that of functions on (W,V ) C 0 (V ) by SO W -conjugation. But we have the diagram
This version of Proposition 1.15 involving Schwartz functions is verbatim the result appearing in [CT13] . 3 In the non-Archimedean case, the analytic Luna slice theorem is gross overkill-the existence of (U, ρ) can be determined by simple construction.
where ϕ : z + we → w. However, this makes it apparent that the map ϕ is nothing more than projection onto the second factor: C 0 (V ) = E × W → W , and so the left downward arrow in the above diagram is nothing more than the right downward arrow, together with an untouched factor of E. However, the right downward arrow
is exactly the map appearing in our toy model. Thus, orbital integrals for GSpin V / conj SO W are exactly those functions of the form
in the non-split case and φ 1 (z, b) + φ 2 (z, b) log |b| in the split case (here, φ i (z, b) are smooth and compactly supported on {N z + b = 0}). Integrating over the central G m , and averaging over the outer automorphism given by conjugation by σ ∈ O W / SO W completes the proof of Theorem 1.11.
Tones and tonal integrals for GL 2 × GL 2
We now study the local integrals appearing on the "geometric" side of the GL 2 × GL 2 trace formula. This will require a few preliminaries.
2.1. Useful facts from the representation theory of GL 2 (F ). The definition of the local tonal integral requires some knowledge of the Weil representation and of Whittaker functions for GL 2 . We give a brief tour of these topics. Throughout we consider a fixed local field F and a fixed pair (d W , d V ) of discriminants, and hence also an E/F defined by
2.1.1. The Weil representation of GL (2) 2 (F ). We follow the exposition of Takeda [Tak14] . In the interest of concision, we omit most details and instead direct the reader to the literature.
Given any ring R, let GL
2 (R) be the subgroup of GL 2 (R) consisting of R-valued 2 × 2 matrices with square determinant.
4 Similarly, for any subgroup of GL 2 , let the superscript (2) denote its intersection with GL 
2 (F ) = GL
2 (F ) × {±1} with multiplication given by (h, ζ)(h , ζ ) = (hh , τ (h, h )ζζ ). This central extension comes equipped with two important set-theoretic sections, which, following [Tak14] , we denote κ and s κ, s : GL
Like SL 2 (F ), the group GL (2) 2 (F ) also comes equipped with a Weil representation r ψ (which depends on a choice of additive character ψ :
The representation r ψ can be realized as an action on the space S + (F ) of even Schwartz functions on F . It is given by the formulas
4 Although notation suggests otherwise, GL (2) 2 is in fact not an algebraic subgroup of GL 2 . This fact will not cause any real difficulties.
Here ξ lies in the central {±1} used to define the double cover. In the above formulas,f (x) =´F f (y)ψ(2xy)dy is the Fourier transform, with dy a self-dual measure on F , and γ(ψ, · 2 ) is the Weil index of the character of second degree x → ψ(x 2 ). We denote by
The properties of the Weil index and of µ ψ are nicely explained in [RR93] . We will not need them seriously. We are interested not in r ψ , but in the "squared" representation R ψ = r ψ⊗ r ψ −d W . As the product of two genuine representations of GL
2 , this descends to a representation of GL (2) 2 (F ). The action can be realized on the space of Schwartz functions on E = F [ √ d W ] which are invariant under z → −z and z →z; we denote this space of functions as S ++ (E). R ψ acts by the formulas
)dz is the Fourier transform, with dz normalized so as to be self-dual. N is of course the norm map from E → F .
Remark 2.1. Observe that, by the above formulas,
We will call R ψ the Weil representation for GL
2 and r ψ the Weil representation for GL
2 .
2.1.2. Whittaker functions for GL 2 . Let us now record some recollections on Whittaker functions for GL 2 . Let η = (η 1 , η 2 ) : A(F ) → U 1 (R) be a character of the usual maximal torus of GL 2 , with η i normalized characters. Consider the space of smooth sections
In the above, Ind denotes normalized induction, and K is the usual choice of maximal compact subgroup of GL 2 (F ). A choice of f s ∈ I(s, η) for varying s is said to be a standard or flat section if f s | K does not depend on s.
We can construct elements in I(s, η) explicitly in the following fashion: let Φ ∈ S(F 2 ), and define
Here d × t is Haar measure on F × , normalized so that vol(O × )) = 1. F s , for fixed Φ is not a flat section, but it is K-finite, and one can achieve such sections by convolving flat sections with functions φ ∈ C ∞ c (G(F )). See [Jac04] . Note that the integral defining F s is a Tate integral for L(2s, η 1 η −1 2 ), hence converges absolutely as long as Re(s) > 0.
It is also quite easy to see that every K-finite vector in I(s, η) can be written as a finite combination
where P i (s) is the reciprocal of a polynomial in s and q −s which has no zeros in Re(s) > 0. See [JZ87] .
We will work largely with I(s, η) ∞ := S(GL 2 (F ))I(s, η) K −fin , which is the smooth (admissible moderate growth) Fréchet globalization of the (g, K)-module of K-finite vectors I(s, η) K −fin . 5 In the above, S(GL 2 (F )) denotes the Schwartz space of GL 2 (F ).
Recall the following definition.
Definition 2.2. Given a section f s ∈ I(s, η), the Whittaker function associated to f s is the function given by
assuming this integral converges.
The convergence of this integral for elements f s ∈ I(s, η) ∞ can be analyzed easily; it reduces to understanding convergence for K-finite vectors, and hence to understanding
where · denotes partial Fourier transform in the second variable. Since the above integral converges for all s, the convergence of the integral defining W
∞ . Indeed, the same calculation also allows us to examine the asymptotics of
For every fixed s, we are looking at the integral
and, as in our analysis of the split orbital integral above, the behavior of this function of b, as b → 0 can be read off of the locations and multiplicities of the poles of its Mellin transform. We record the results of this computation as the following proposition; this same proposition in the Archimedean setting also appears in [Jac04] . 6 In the non-Archimedean case, this statement is no more and no less than the computation of the Kirillov model for principal series representations of GL 2 .
Keeping that in mind, we use K(s, η) to denote the space of functions on
Proposition 2.3. Every element K ∈ K(s, η) has the following form:
for some choices of A i ∈ S(F ). Moreover, given choices of A i ∈ S(F ), there always exists K ∈ K(s, η) of the above form, as appropriate.
This proposition will play an analogous role in our analysis of tonal integrals to that played by the "toy model" in our discussion of orbital integrals.
5 Of course, these concerns only manifest when F is Archimedean. 6 The Archimedean setting is more delicate than our language might imply: one needs to apply a variant of the Borel lemma in order to keep control not just of the function, but of its derivatives. See [Jac04] and [CT13] for details.
2.2.
Tones. Preliminaries out of the way, we are now ready to begin defining our local integrals. As one will see in Part 2, the sum appearing in the "geometric side" of the GL 2 × GL 2 trace formula is indexed not by orbits of a group action, but rather by what we will call tones. To that end, we propose the following artificial-looking definition.
Definition 2.4. A tone γ consists of a triple γ = (α; ζ, β) with α ∈ Σ, a fixed set of representatives of F × /(F × ) 2 , ζ ∈ E/({±1} × {1,·}), and β ∈ F , satisfying
We say that a tone γ is regular semisimple if β = 0.
Of course, one can choose different representatives of F × /(F × ) 2 . If we replace α by t 2 α, then we must replace a tone γ = (α; ζ, β) → t.γ := (t 2 α; tζ, t 2 β)
by its scaled version t.γ. It will be a simple but important feature of our definition of tonal integrals that they are invariant under this scaling action.
2.3. Local tonal integrals and the space Ω . We are finally in the position to define the tonal integral. Throughout, whenever we write a Whittaker function W
Fs , we take η = (1, ω) = (1, ω −1 ), where ω = ω E/F is the quadratic character associated to E/F .
, and let Φ ∈ S(F 2 ) and Ψ ∈ S ++ (E). Given a regular semisimple tone γ , the tonal integral of f ⊗ Φ ⊗ Ψ is the expression
Fs (a(
where the final equality follows from Remark 2.1. In the above, the integration is over g ∈ GL 2 (F ) and h ∈ GL
2 (F ). In interest of space, we omit writing the symbols dg, dh. We write Ω (s) for the space of finite linear combinations of tonal integals, viewed as a space of function on the locus of regular semisimple tones.
When f = f 1 ⊗ f 2 , we often write this integral in an expanded, slightly different form
Remark 2.6. The integral defining the tonal integral clearly converges absolutely-f is compactly supported and smooth.
Remark 2.7. A simple change of variables quickly shows that
so indeed, as alluded to above, the tonal integral is invariant under the scaling action γ → t.γ .
Remark 2.8. We are most concerned with the behavior of I γ (s; f ⊗ Φ ⊗ Ψ) at s = 1 2 ; to this end, we simply write
We can give a complete description of Ω . With our description of the asymptotics of Whittaker functions at hand, this becomes extremely straightforward.
Theorem 2.9. Suppose E/F is a field extension. Then
where ω = ω E/F is the quadratic character corresponding to E/F and φ i are Schwartz functions. If E = F ×F is split,
Proof. It is enough consider each α. Thus, fix α-we will show that I((α; ζ, β), f ⊗ Φ ⊗ Ψ) has the claimed behavior near β = 0, and that all such functions are (finite linear combinations of) tonal integrals. We have
then the proof falls out. Consider the space V := K( 1 2 , (1, ω))⊗S ++ (E). Here⊗ denotes completed tensor product 7 This is a Fréchet space. There is an obvious left action λ of GL
where R denotes the action of GL 2 (F ) on K( (1, ω) ). Now, simply applying the Dixmier-Malliavin theorem [DM78] in the context of this group action allows us to conclude.
Remark 2.10. Given Proposition 2.3, the above theorem is completely elementary when F is a non-Archimedean local field, since all representations are smooth. It is only when F is real or complex that any functionalanalytic subtleties manifest.
Matching and the fundamental lemma
We can relate the two spaces Ω and Ω of orthogonal orbital integrals and general linear tonal integrals to one another by a matching of regular semisimple orbits to regular semisimple tones. This matching induces a "transfer of smooth functions" which identifies Ω S and Ω . Moreover, this transfer can be completely explicated when test functions in question are taken to be elements of the respective spherical Hecke algebras; this explication, also known as the fundamental lemma, is the main goal of this section.
3.1. Matching of orbits and transfer of smooth functions. Thus far, our notation has been extremely suggestive of the following definition. 
r.s.s be a regular semisimple orbit and let γ = (α; ζ, β), β = 0 be a regular semisimple tone. We say that γ and γ match if they are identical as tuples, i.e. if when we write γ in terms of coordinates on GSpin V , the corresponding tuple (α; z, b) is the tone γ . We write γ ↔ γ for matching regular semisimple orbits and tones.
Furthermore, given this definition of matching, Theorem 1.11 and Theorem 2.9 have a suggestive corollary. We first make a simple definition.
Definition 3.2. Given γ = (α; ζ, β) a regular semisimple tone, the transfer factor corresponding to γ is the function
, (1, ω)) and S ++ (E) are nuclear spaces, this notation is unambiguous.
Given this, we have the following definition
Definition 3.3. Let f = (f (W,V ) ) be a tuple of functions on (W,V ) G (W,V ) (F ), where the indexing set is over a class of relevant pure inner forms (W, V ) corresponding to a fixed pair of discriminants
Then we say that (f (W,V ) ) and f i ⊗ Φ i ⊗ Ψ i are smooth transfers of one another, or more simply, that they match, if, for all matching regular semisimple γ ↔ γ , we have
For shorthand, we write f ↔ f i ⊗ Φ i ⊗ Ψ i if the two match. Theorem 1.11 and Theorem 2.9 ensure that there are many matching functions. The following theorem is an obvious corollary of the aforementioned results.
Theorem 3.4 (Existence of smooth transfers). Given any f ∈ (W,V ) S(G (W,V ) (F )), there exists a matching
Remark 3.5. Contrary to what notation may suggest, given f , there is not a unique matching
Remark 3.6. Again, the distinction between S(G(F )) and C ∞ c (G(F )) is only significant when F is Archimedean. Remark 3.7. The appearance of the transfer factor t(γ ) may seem strange; however, it is worth noting that if γ and γ are global orbits or tones, then the product v t v (γ ) = 1. Thus, the relation between global orbital integrals and global tonal integrals does not see the transfer factor.
With these preliminaries behind us, let us now explicate this transfer for smooth functions for Hecke elements.
3.2. The fundamental lemma: E/F unramified. In this subsection, we assume that F and d W are such that E/F is an unramifed extension of non-Archimedean local fields of characteristic not 2. We also make the simplifying assumption that d W , d V ∈ O × ; this is not essential and merely simplifies notation. In this setting, there are two relevant pure inner forms corresponding to the pair of discriminants (d W , d V ): the first, (W 0 , V 0 ) has V 0 split; the second, (W 1 , V 1 ) has V 1 non-split. Concretely, we have (noting that is a representative of the non-trivial class in
while we always set
As before, let G i = G (Wi,Vi) denote the group SO Wi × SO Vi and let G = GL 2 × GL 2 . It may help to orient the reader to recall
where B /F is the unique quaternion division algebra over F . In either case, as E/F is unramified, the groups G i are unramified, hence it makes sense to talk about their maximal compact subgroups K i = G i (O). Also let K = G (O) and let
denote the spherical Hecke algebras for G and G respectively.
Hence, we concentrate attention on the more interesting H 0 .
The standard functorial liftings of forms from SO W0 and SO V0 to GL 2 are embodied in a homomorphism of Hecke algebras St : H → H 0 . We will abuse notation and also write St for the individual maps H GL2 → H SO W 0 and H GL2 → H SO V 0 when this does not cause any confusion.
We can now state the fundamental lemma in the case that E/F is unramified.
Theorem 3.8 (The fundamental lemma, E/F unramified). Let f ∈ H lie in the spherical Hecke algebra for G , and denote by Φ
• and (St(f ), 0) match each other, in the sense that
r.s.s.
otherwise
Before we prove this result, let us first describe the map St : H → H in some detail. Let us write
Let us also take, for m ≥ 0 and n ∈ Z T m,n = 1 KGL 2
It is apparent by the Cartan decomposition that the collection of T m,n linearly span H GL2 . If we similarly define T m ∈ H SO V 0 by
then, upon noticing that the cocharacter
generates X * (T SO V 0 ), it is again clear that the collection of T m linearly span H SO V 0 . Now that we have established some notation, we can describe the map St on Hecke algebras.
Lemma 3.9. The morphism St breaks up according to the two factors in H = H GL2 ⊗ H GL2 as follows.
(1) On the first factor, the map
(2) On the second factor, the map
Proof. The first claim (1) is more or less straightforward. Since SO W0 (F ) is compact, H SO W 0 = C. The map St : H GL2 → H SO W 0 is defined by
The first map is the Satake isomorphism for GL 2 . The second map is defined as follows: write
and W acts by switching X 1 and X 2 . If we then define
and restricting to W invariants, then this is exactly the transfer map H TGL 2 → H Res E/F Gm used to define the automorphic induction of forms from Res E/F G m to GL 2 . See [WALDSPURGER] . To obtain the transfer map for automorphic forms on SO W0 = G m \ Res E/F G m to GL 2 , we simply compose this map with the map T → 1. Applying the Macdonald formula for GL 2 (see Lemma 3.14) gives
and claim (1) follows immediately. The same strategy yields the second claim (2). Again, by definition, the morphism St : H GL2 → H SO V 0 factors as follows:
where the first arrow is the Satake isomorphism on GL 2 , the second arrow is induced by the obvious
, and the third arrow is the inverse Satake transform on SO V0 . To see that T m,n is sent to T m , it remains to use the Macdonald formula on GL 2 and SO V0 ∼ = PGL 2 , and to recall that
. We omit the tedious details.
It will be helpful for the proof of Theorem 3.8 to be more explicit about the double cosets K GL2 (k,l) K GL2 and K SO V 0 mλ0 K SO V 0 . The characterization for GL 2 is well known: it is the theory of elementary divisors.
Lemma 3.10. Let k ≥ l be integers. We have
if and only if both
hold.
On the other side we must describe K SO V 0 double cosets in SO V0 in terms of the coordinates x = z + we. To do this, it helps to describe these double cosets in terms of O-lattices in V 0 . Indeed, when we wrote above that
we were really abusing notation and talking about the O-points of an integral model of our group SO V0 , defined in terms of a quadratic form on a lattice. Consider the O-lattice L 0 ⊂ V 0 given by
It is easy to see that this is self-dual (under our assumption that
, and that L 0 gives rise to a good integral model for SO V0 , i.e.
Just as in Lemma 3.10, we can similarly describe the double cosets
Definition 3.11. Let L and L be two self dual lattices in V 0 = (V 0 , Q). We say that L and L have relative position mλ0 (or more simply just m) if m ≥ 0 is the smallest integer so that
Since we can identify
it is nearly immediate that We now use this observation to deduce a clean description of these double cosets in terms of our coordinates x = z + we.
Lemma 3.12. The inverse image ρ
Proof. For notational convenience, let's call
We wish to show that K m = K m . We expand out ρ(x)(e) = xex
and for w ∈ W ρ(x)(w ) = xw x
Observe too that since val( 
The claim now follows quickly. Looking at the e-component of ρ(x)e shows that if x ∈ K m , then ρ(x)L has relative position at least m with respect to L 0 . Now we examine the sizes of each of the terms 2
N x e appearing in the calculations of ρ(x)e and ρ(x)w above, for example
(we have assumed |Q(e)| = 1) and use our above observation to conclude that, when w ∈ L 0 ∩ W each term lives in −m L 0 . Thus K m ⊆ K m . In fact, the above remarks also show the reverse inclusion K m ⊆ K m . We are done.
We will require one last lemma before giving the proof of Theorem 3.8. It will help with book-keeping. Before stating it, we make the following easy definition.
Definition 3.13. Let f ∈ H GL2 be a spherical Hecke function. We define S f (a, x), the Fourier-Satake transform of f , by S f (a, x) :=ˆF f (an(y))ψ(−xy)dy It is worth noting that Sat GL2 f (a) = |δ(a)| 1 2 S f (a, 0), which should offer some justification for our choice of terminology.
Lemma 3.14 (The MacDonald Formula for GL 2 ). Suppose f = T m,0 with m ≥ 0. Then
Proof. As a function of a, S f clearly depends only on the T GL2 (O) coset of a. Thus, if
Lemma 3.10 implies that l = m − k and that this integral runs over y such that min(k, k + val(y), m − k) = 0. That is, if k = 0 or m, then the integration takes place over y ∈ −k O, while if 0 < k < m, then the integration is over y ∈
We can now show Theorem 3.8.
Proof. It suffices to show the result for f = f 1 ⊗ f 2 ∈ H with f i = T mi,0 and Φ
Thus, we compute the local tonal integral explicitly. For clarity we abbreviate our notation slightly, writing the spherical Whittaker function as
and writing the Weil representation as R := R ψ .
Consider the local tonal integral
or simply just I γ . We can analyze this using the Iwasawa decomposition. Write
2 (O), with notation as laid out in the introduction. Then the tonal integral breaks into
We simplify this by first changing variables x 2 → x 2 + x 1 , followed by x 1 → −x 1 /α and x 2 → δ(t 2 )x 2 . This gives
and we can recognize the integrals over x 1 and x 2 as Fourier-Satake transforms. Thus
If we now write t 1 = z(z 1 ) −1 a(a 1 ) −1 and t 2 = z(z 2 )d(a 2 ), then after a quick change of variables z 2 → z
The computation of I γ now reduces to evaluating a finite sum. Write a i = ki u i and z i = li v i where u i , v i ∈ O × are units. Then
where there are a number of restrictions in the sum, namely
• the determinant conditions
We can write the k i and l i in terms of the r i and the fixed m i ; this yields
must be an integer, otherwise I γ is zero for parity reasons) and so
or, better,
Let us first examine the inner sum over r 1 . This is
If we apply Lemma 3.14, this yields
Observe that
Thus, this inner sum becomes
which, if m 1 is odd, telescopes to 0. If m 1 is even, then it simplifies dramatically to
Returning to I γ , we have shown that, if m 1 is even, then
Now, if we denote by O even the subset of elements of O with even valuation, then the Casselman-Shalika formula gives
If we apply this together with Lemma 3.14, in total we find
which clearly simplifies to
Applying Lemma 3.12 and noting that SO W0 (F ) ⊂ K SO V 0 allows us to conclude.
3.3. The fundamental lemma: E/F split. In this subsection, we again assume that F is a nonArchimedean local field, but now ask that
There is now only one relevant pure inner form corresponding to the pair of discriminants (d W , d V ); we denote it simply by (W, V ) and the corresponding product of split special orthogonal groups by G = SO W × SO V . We have
where N : (x, y) → xy is visibly split. Because SO W is now a split torus of SO V , in this subsection we now use a different identification of C 0 (V ) with Mat 2×2 than previously. Rather than (1.1), we choose the isomorphism
This will simplify expressions quite significantly.
Write G = GL 2 × GL 2 and denote the corresponding spherical Hecke algebras for G and G by
As before, there is a standard map of Hecke algebras
St : H → H;
in this subsection, we will show that in this split case, this again respects formation of orbital and tonal integrals.
Theorem 3.15 (The fundamental lemma, E/F split). Let f ∈ H lie in the spherical Hecke algebra for G , and denote by Φ
• and St(f ) match each other, in the sense that
for all γ ↔ γ matching regular semisimple tones and orbits.
Once again, it is helpful to explicate the transfer map St on Hecke algebras. We denote by 
is a generator of both X * (SO W ) and X * (T SO V ).
Lemma 3.16. The morphism St breaks up according to the two factors in H = H GL2 ⊗ H GL2 as follows.
On the second factor, the map
Proof.
(1) follows directly from the Macdonald formula for GL 2 . St is given as the composition
If we write
then this second map above is simply
which sends X 1 to S and X 2 to S −1 . Applying the Macdonald formula for GL 2 gives
For the second claim (2), see Lemma 3.9.
This information in hand, we can now show Theorem 3.15. The calculation of tonal integrals is similar to the one given in the proof of Theorem 3.8, so we will be terse. We adopt the same notation as in that computation.
Proof. As before, let
We again reduce the computation of I γ to evaluating the expression in (3.1), which we recall states
Once again, this is secretly a finite sum. Write a i = ki u i and z i = li v i where u i , v i ∈ O × are units. Then, as ω = 1,
where this sum is over all k i , l i . Changing variables in the sum as in the proof of Theorem 3.8, we end up with, if we call
or, better written,
Let us write the inner sum in the above expression as
The tonal integral is thus
and applying Lemma 3.14, this gives
So let us now compute the inner sums A(0, ζ) and A(1, ζ). If we once again apply Lemma 3.14, we find A(r 2 , ζ) is given by
Observe that, as we are in the split case E = F × F , when we write ζ = (ξ 1 , ξ 2 )
Thus, A(r 2 , ζ), 0 ≤ r 2 ≤ 1, becomes
We can write this compactly. Call, for 0 ≤ i ≤ m 1 ,
We can rewrite our expression as
and thus, after noting that
we find
It will be also be helpful to introduce the notation
When we combine this with the Casselman-Shalika formula, which in this split setting gives
we find that
There is one last manipulation required before we can identify this as the orbital integral of St(T m1 ⊗T m2 ). This requires recognizing that
If we apply these expansions to (3.3) and (3.4), then we write, for example when m 2 > 1,
By the following lemma, these expressions are exactly those appearing in the computation of orbital integrals. We are done.
if m = 0, 1, while
Proof. Recall that J γ (f ) is defined by first setting
and then taking
So note first that for f = S l ⊗ T m we have (since we have taken vol(SO W (O)) = 1)
which does not lie in H SO V . Nevertheless, we may compute its regular semisimple orbital integrals. Suppose γ = ρ((a, d)+ι(b, c)e); then by the identification (3.2) and Lemma 3.10, we know that γ
which is better written as
must be an integer in order for γ to lie in −lµ0 K SO V mµ0 K SO V . Note that the right hand side of the above expression ( ) does not change when we conjugate γ by an element h = (t, 1) ∈ SO W (F ), while such conjugation replaces the left hand side with
So, keeping this in mind, let us determine which γ are conjugate to an element of
Let us assume now that m > 1; the analysis for m = 0, 1 is similar but even easier. There are a number of possible cases to consider.
. Thus γ can never be conjugate to an element of
In this case, since we have
bc, this forces val( ad N γ ) = −m, −m + 1 as well. Thus, in order to have γ conjugate to an element satisfying ( ), it must be the case that at least one of l + val(a) or val(d) must be exactly
Here, it is clear that γ can never be conjugate to an element satisfying ( ).
We implicitly assume both
so that we are not in case (3). Then γ is always conjugate to an element satisfying ( ).
Here again, γ is always conjugate to an element satisfying ( ). In each case, we can easily determine the value of J γ (f ). In (1) and (3), it is clear that J γ (f ) = 0. In cases (2) and (4), we get 1 + val(
Finally, in case (5), we find J γ (f ) = 2. This is exactly the claimed formula.
Part 2. Trace formulas, done naively.
In this part, we present the global motivations underlying the calculations in Part 1. Throughout this part, unless otherwise specified, F will be a number field. We will describe the construction of two trace formulas, the "geometric sides" of which will involve the orbital and tonal integrals studied in Part 1.
However, a caveat: all manipulations will be purely formal. We give little to no thought towards convergence of various sums and integrals, and we will freely interchange these as needed. This failing will be remedied in the sequel to this paper, where we will give a complete discussion of the "correct" form of these trace formulas, and where we confront these analytic issues and provide suitable regularized versions of these trace formula identities.
Because of this, some words should be said in defense of including this discussion at all-after all, with these naive manipulations there are no real results in this part, only motivation! We mention only that the regularized form of the trace formulas we allude to above appear quite obscure, and discussion of them lacks the clarity that we feel underlies our approach, and which is apparent in this naive discussion.
That said, let us begin with a description of our first relative trace formula, which is designed to encode "the periods side" of Waldspurger's formula.
4. The relative trace formula on SO 2 × SO 3
The setup for our trace formula here mostly follows the basic pattern for all relative trace formulas. At first approximation, we simply consider the group G = SO W × SO V together with its diagonally embedded subgroup H = ∆ SO W , and write down the relative trace formula corresponding to the double coset space H \ G / H. This gives a trace formula whose spectral side appears well adapted to encode "the periods side" of Waldspurger's formula and whose geometric side carries a natural interpretation.
However, there is a slight hiccup with this clean approach. This only really rears its head not in the case of SO 2 × SO 3 , but in the more general study of SO n periods for forms on SO n+1 when n is large. For instance, the naive analogue of Waldspurger's formula in high rank -the Ichino-Ikeda conjecture [II10] -is not quite correct as stated, and must be slightly modified. See [Xue17] Conjecture 6.2.1 for a corrected version of the Ichino-Ikeda formula; see too Conjecture 6.3.1 of [Xue17] for another variant, which reinterprets the corrected Ichino-Ikeda formula as a formula for periods on
So what is this hiccup? The root cause of the matter is the existence of the outer automorphism of SO n , when n = 2r is even, which we may view as given by conjugation by a representative of the non-trivial element in O n / SO n , and which brings about, when n = 2r is large, the failure of multiplicity one in the cuspidal spectrum of SO n .
As one might imagine, this does not cause any serious problems in the Waldspurger case of SO 2 × SO 3 (SO 2 certainly has multiplicity one!) and could more-or-less be ignored in this setting -i.e. we could easily deal with the trace formula in the naive manner described above. We believe that this would be philosophically incorrect. To that end, we will incorporate the outer automorphism of SO 2 into the setup of our trace formula, which will force us to deviate slightly from the clear outline presented in the first paragraph of this section.
The basic idea behind this correction is simple. Since the most natural setting for the (corrected) SO n × SO n+1 Ichino-Ikeda conjecture is not on SO n × SO n+1 at all, but rather on O n × O n+1 (again, see Conjecture 6.3.1 of [Xue17] ), we would like to "push forward" the relative trace formula on
This will give a distribution on G with a spectral side designed to encode periods on O W × O V , as desired.
Let us begin by giving a few simple definitions.
4.1. The period integral and the global spherical character. We assume here that F is a number field. Let our notation be as above: G = SO W × SO V and H = ∆ SO W = {(h, ι(h)) : h ∈ SO W } is the diagonally embedded SO W . In the future, we will will omit writing the embedding ι : SO W → SO V . Let π = χ ⊗ σ be an automorphic cuspidal representation of G, i.e. let χ be an automorphic character
× and σ an automorphic cuspidal representation of SO V .
We must consider the period integral of Waldspurger-Gross-Prasad applied to forms in π. This is defined by
Here φ ∈ σ and dh is the measure on H(A) = SO W (A) normalizd to give vol([H]) = 1. The notation φ ∈ σ is unambiguous, since by the multiplicity one theorem for SO V ∼ = PB × there is only one realization of σ in the space of automorphic forms.
The period integral P(φ) is absolutely convergent when π is cuspidal.
4.1.1. The global spherical character. Let π be an automorphic cuspidal representation of G = SO W × SO V . We define the global spherical character by taking for
Here the sum runs over a fixed orthonormal basis of
, and the operator π(f ) is defined by
J π is visibly a distribution of positive type, in the following sense: if f = a * a ∨ for a function a, where This should be interpreted as the statement that the distribution J π encodes the period integral, viewed as a functional on π.
4.1.2.
A variant for full orthogonal groups. We also define, for future use, the corresponding objects for full orthogonal groups O W × O V . Letπ =χ ⊗σ be a cuspidal representation of O W × O V (note that· does not mean contragredient here!), and consider the functional
As above, we can define a global spherical character
We can also write this group as the semi-direct product (H 2 ) ± = (H × H) {1, σ} where σ is the element of O W induced by the nontrivial automorphism· ∈ Gal(E/F ) acting through the identification W ∼ = (E, ε N). The semi-direct product is given by the diagonal action
We use h = (h 1 s, h 2 s), s ∈ {1, σ} to denote an element of H = (H 2 ) ± .
We will identify the group {1, σ} with µ 2 as follows. Denote by s :
We also define another map z :
Here z t ∈ O V is the transformation which is the identity on W , and multiplication by t on W ⊥ = F e. It is worth noting by construction that any element z t commutes with any element of O W .
We take Haar measures dh v on SO W (F v ) and dt v on µ 2 (F v ) so that for almost all places
while for all v,
We also take Haar measures dh = dh v and dt = dt v on SO W (A) and µ 2 (A)-by scaling dh v at finitely many places, we can ensure that
while, without scaling dt v , we still have
Together, these induce a Haar measure dh on H(A) and a corresponding measure on the automorphic
for φ a smooth function on [H].
We can now define our trace formula. Let f ∈ C ∞ c (G(A)) be a test function, and let x = (x 1 , x 2 ), y = (y 1 , y 2 ) be elements of G(A) = SO W (A) × SO V (A). Consider the usual kernel function
It is easy to see that this is formally represented by the sum
Here ON(L 2 ([G]) denotes a fixed orthonormal basis of automorphic forms of the L 2 space of G(F )\ G(A) and R(f )ϕ is the right regular action of Hecke operators, namely
We must consider the following:
It is worth noting that, modulo convergence concerns, this expression really does make sense:
If we omitted the integration over [µ 2 ] in our definition of J(f ), then it would be extremely easy to interpret the corresponding distribution spectrally. Simply write (formally) L 2 ([G]) = π, where the "sum" is over all automorphic representations of G. This giveŝ
and so spectrally, this distribution is nothing more than sum of all the global spherical characters J π . The same argument, but applied to O W × O V , gives the spectral decomposition of J(f ), as we will now explain.
Consider the distributionJ, defined by, for a functionf 
By the same argument as above,J(f ) formally decomposes as a sum of global spherical charactersJπ(f ) for O W × O V . Some simple manipulations will also allow us to relateJ(f ) to the distribution J(f ).
Expand outJ(f ) to get
Changing variables in the sum δ 1 → s τ1 δ 1 s
τ1 , followed by s τ2 → s τ1 s τ2 , and finally followed by
If we unfold the integration over one copy of [µ 2 ] and change variables s t1 → s t2 s −1 t1 , we find
Finally, we change δ 2 → δ 2 s −1 τ2 z τ2 , noting that z τ2 commutes with elements in SO W , and writẽ
where, givenf , we take
Since the mapf → f is clearly surjective, we find that J(f ) does indeed have a spectral interpretation: it is essentially the corresponding relative trace formula on O W × O V , and so exactly encodes the sum of global spherical characters on O W × O V . For more on why these global spherical characters on O W × O V are the correct objects of study (rather than those on SO W × SO V ), we once again refer the reader to [HANG XUE], Conjecture 6.3.1.
4.2.1. The geometric side. We turn to the geometric expansion of J(f ) as a sum of orbital integrals. These are defined purely locally in Part 1: see Definition 1.8. We can also easily define, for F a number field, γ ∈ SO V (F ), and F = ⊗F v ∈ C ∞ c (SO V (A)) a factorizable function, the global orbital integral by setting
, then was associate a corresponding F via
Again, it is easy to see that the map
is surjective. We often abuse notation and interchangeably write J(γ, f ) for J(γ, F ). Let us return to discussing the geometric expansion of J(f ). We can decompose J(f ) as a sum of global orbital integrals-in practice, this is little more than the double coset computation
but where we also keep track of the outer automorphism of SO W . Better said: consider the right action of
Then, we have
Recall that we have defined
Denote by H δ the stabilizer in H of δ ∈ G. We can take as orbit representatives of G(F )/H(F ) elements of the form δ = (1, γ), with γ a representative of SO V (F )/ conj O W (F ), and for such δ
where by (O W ) γ , we mean the stabilizer in O W of γ ∈ SO V under the conjugation action. Note that this group can be identified either as O W , SO W , µ 2 , or 1. When γ is regular semisimple, it is either 1 or µ 2 .
In any case, we may unfold the integral defining J(f ) to find
or, even more simply,
Thus, the orbital integrals studied in Part 1 are exactly the terms appearing in the geometric side of our first trace formula.
5. The relative trace formula on GL 2 × GL 2
Having now produced a trace formula distribution which encodes "the periods side" of Waldspurger's formula, it remains to construct one which controls "the L-function side". This is the goal of this section. Our distribution in question will live on the group G := GL 2 × GL 2 . To define it, we will require some ingredients.
5.1. Preliminaries. Let Π = Π 1 ⊗ Π 2 be an automorphic cuspidal representation of G , i.e. let Π i be cuspidal representations of GL 2 , and denote by ω 1 and ω 2 their (unitary) central characters. The main ingredients for our trace formula will be certain period integrals P RS and P dist of forms φ ∈ Π. These are integrals taken along two subgroups H 1 = ∆ GL 2 and H 2 = GL (2) 2 × N, but weighted by various functions (Eisenstein series and theta functions respectively).
Thus, before we can proceed, we must review some basics on how these periods are defined, what they compute, and why we include them in our construction. 5.1.1. Rankin-Selberg convolution on GL 2 . We begin with a flurry of definitions regarding Eisenstein series, and briefly survey their role in the theory of Rankin-Selberg convolution for GL 2 × GL 2 .
We first confront the global analogue of 2.1.2. Let Φ ∈ S(A 2 ) be a Schwartz function on A 2 , and let ω be a unitary central character of GL 2 :
ω :
Recall that we denote by
the usual "mirabolic" subgroup of GL 2 , and
the full Borel subgroup containing P. As in 2.1.2, we may define (via the identification of affine 2-space with P \ GL 2 ) a section F s by the Tate integral
and Ind denotes normalized induction.
Definition 5.1. The Eisenstein series associated to Φ and ω is given, when Re(s) 0, by the following expression
To us, the importance of this Eisenstein series stems entirely from the following application.
Fact 5.2 (Jacquet, Piatetski-Shapiro, Shalika, Rankin, Selberg). Let Π 1 and Π 2 be irreducible automorphic cuspidal representations of GL 2 (A), with central characters ω 1 and ω 2 . Let ϕ i ∈ Π i be forms, and let Φ ∈ S(A 2 ) be a Schwartz function. Then the integral
Remark 5.3. This fact is really an unfolding statement. Given factorizable forms ϕ i = ⊗ v ϕ i,v and test data Φ = ⊗ v Φ v the integral Z unfolds to an Euler product
are the ψ-th and ψ −1 -th Fourier coefficients of ϕ 1 and ϕ 2 respectively. Once one fixes factorizations of the global Whittaker functionals of taking ψ − th or ψ −1 − th Fourier coefficient into products of local Whittaker functionals, this gives a factorization
where each Z v is a local integral
which exactly computes the local factors L v (s, Π 1,v × Π 2,v ) for unramified places and unramified data.
Remark 5.4. In fact, ramified places can be controlled by non-vanishing results for the local integrals, and thus this integral gives an extremely robust understanding of the analytic properties of L(s, Π 1 × Π 2 ). The functional equation follows from the functional equation of the Eisenstein series.
We will interpret the map ϕ 1 ⊗ ϕ 2 ⊗ Φ → Z(s, ϕ 1 , ϕ 2 , Φ) as a linear functional, which we denote by E(g, s) . The Fourier expansion of the GL 2 -Eisenstein series will be used later. The relevant and extremely well-known computation follows.
Fourier Coefficients of
Lemma 5.5. Let Φ = ⊗Φ v be factorizable Schwartz function. The Eisenstein series
has α-th Fourier coefficient given by
Here M (s) is the usual intertwining integral between principal series of GL 2 , given by
Proof. Recall the Eisenstein series is given by
Taking a set of representatives of B(F )\ GL 2 (F ) to be the identity matrix 1 (the small Bruhat cell) and matrices of the form wn(t) (the large cell), we find
So suppose first that α = 0. Then we unfold to find
Fs (a(α)g) so this coefficient is factorizable.
If α = 0, the computation is similar. Proceeding as above, we get
as desired.
5.1.3. The symmetric square L-function for GL 2 . Let us quickly review the construction of the symmetric square L-function for GL 2 due to Shimura and Gelbart-Jacquet. This crucially involves the Weil representation, treated adelically, and so, just as 2.1.1 did for the corresponding local picture, we now give a brief tour of this global theory. Once again, for these matters we follow Takeda [Tak14] . Most details will be omitted. As in the local story, the theory of the Weil representation [Wei64] defines a double cover SL 2 (A) of SL 2 (A) as well as a central extension
This central extension comes equipped with two important (partially defined) set-theoretic sections, κ and s κ, s : GL
More precisely, κ is an honest set theoretic section, defined for all h, while s(h) only makes sense for
2 (F ). GL 
as in the local setting. The Schwartz space model of r ψ gives rise to a well known automorphic realization: to any f ∈ S + (A) we attach a theta function
which is an automorphic form on GL
2 . r ψ can also be constructed via the residues of Eisenstein series on GL (2) 2 . This proceeds as follows. Let T (2) (A) denote the preimage of the diagonal maximal torue T (2) (A) of GL
2 (A) in the double cover. We define a character ω ψ by
where t = diag(t 1 , t 2 ) (again, the definition and properties of µ ψ can be found in [RAO, Appendix]). Then, given a sectionf
2 (A), but does not descend of GL
2 (A), we refer to it as a genuine or half-integral weight Eisenstein series. E(s;h, f ψ s ) is known to have a pole at s = 3 4 , and in fact r ψ can be realized as the the space of residues of these Eisenstein series at s = 3 4 . For a simple proof of this fact, see [GPS80] .
The importance of the functions θ ψ (h, f ) and E(s;h, f s ) rests in the following integral representation of the symmetric square L-function for GL 2 . Remark 5.7. This is to be interpreted in a manner similar to Fact 5.2
Remark 5.8. The restriction above that the central character ω be quadratic is entirely artificial-with some trivial modification, the integral above can be defined for any Π, not just those with quadratic central character. It then follows from this representation of L(s, Π, Sym 2 ) that the symmetric square L-function cannot have a pole at s = 1 if ω 2 = 1. See [Tak14] .
One can take the residue at s = 3 4 of the above integral representation to find an explicit period integral which detects the existence of a pole at of L(s, Π, Sym 2 ) at s = 1. Before we state this result though, let us repackage some of the ingredients slightly.
Consider the two dimensional quadratic space (E, N). We can, in a similar manner to what we did above, define the representation R ψ of GL R ψ has an automorphic realization by considering, given Ψ ∈ S ++ (A E ), the associated theta function
We are interested in this representation R ψ entirely because
Observe this is exactly the representation whose automorphic realization consists of forms like res s= We summarize this discussion in the following fact. 5.1.5. The exterior square L-function for GL 2 . This is even easier. We record the following very simple fact.
Fact 5.11. Let Π be an irreducible automorphic cuspidal representation of GL 2 . Then the exterior square L-function L(s, Π, ∧ 2 ) has a pole at s = 1 if and only if, for ψ non-trivial, the linear functional
is not identically zero.
This is entirely because, for GL 2 , the exterior square L-function L(s, Π, ∧ 2 ) is nothing more than GL 1 L-function L(s, ω Π ), where ω Π is the central character of Π.
5.2.
The global spherical character. We are now ready to define the GL 2 × GL 2 global spherical character. This is designed to encode the L-function side of Waldspurger's formula. That is, given Π = Π 1 ⊗ Π 2 a cuspidal representation of G = GL 2 × GL 2 , the spherical character I Π is a distribution that should both
• detect whether Π is a functorial transfer from G = SO W × SO V (more accurately, from O W × O V )
• compute the Rankin-Selberg L-function L(s, Π) = L(s, Π 1 × Π 2 ). Let us address the first point. If Π is a lift from G, then the central character of Π 1 and Π 2 are simple enough to determine: namely, the central character of Π 1 must be ω = ω E/F , i.e. the quadratic automorphic quadratic character of A
, while the central character of Π 2 must be trivial. Furthermore, our discussion above shows that in addition, Π = Π 1 ⊗ Π 2 is a lift from G if and only if the linear functional
ϕ 2 (zn)ψ(n)dndz is not identically zero.
Remark 5.12. Note that in the above, we have used ψ −1 rather than ψ in the definition of P Sym 2 . This is so that the integrals appearing on the geometric side of our GL 2 × GL 2 trace formula are exactly the tonal integrals defined in Part 1. Thus I formally decomposes as a sum over all global spherical characters.
Remark 5.16. Of course, justifying this sort of spectral expansion in a more-than-formal setting requires some serious work. We postpone a discussion of such matters to the sequel of this paper. Fs (a(
where the integration is over g ∈ GL 2 (A and h ∈ GL
2 (A). For γ = (α; ζ, β) a tone, the constant s(γ ) is defined as the size of the fiber over ζ of the map E → E/{±1} × {id,·}.
It is either 1, 2, of 4.
Finally, the term "non r.s.s tonal integrals" refers to the sum α∈Σ ζ∈E/{±1}×{id,·},N ζ=α s((α; ζ, 0))ˆf ((g −1 , g −1 )(a(α), 1)(h, 1))(F s (g) + M (s)F s (g))R ψ (h)Ψ(ζ).
Remark 5.18. Note that if f , Φ, Ψ are all factorizable, then the global tonal integral factors
as a product of local tonal integrals. In the above equality, we have used the fact that for α ∈ Σ, our fixed set of representatives of F × /(F × ) 2 , we have v |α| where g ∈ GL 2 (A), h ∈ [GL
2 ], and n ∈ [N ]. We can write every element γ 1 ∈ GL 2 (F ) uniquely as γ 1 = a(α)δ where δ runs over GL where now g ∈ GL 2 (A), h ∈ GL We would like to move n past a(α) and then change variables in h. We write n = n(x) = 1 x 0 1 , with x ∈ F \A and conjugate n −1 by a(α) to find The integration is running over g ∈ GL 2 (A), h ∈ GL
2 (A), and x ∈ F \A. Note that the integration in x can now pass through f .
We are led to consider, for each α in our fixed set of representatives of F × /(F × ) 2 , the inner integral 
