Asymptotic independence of the components of random vectors is a concept used in many applications. The standard criteria for checking asymptotic independence are given in terms of distribution functions (dfs). Dfs are rarely available in an explicit form, especially in the multivariate case. Often we are given the form of the density or, via the shape of the data clouds, one can obtain a good geometric image of the asymptotic shape of the level sets of the density. This paper establishes a simple sufficient condition for asymptotic independence for light-tailed densities in terms of this asymptotic shape. This condition extends Sibuya's classic result on asymptotic independence for Gaussian densities.
1 Introduction 8 for u, v → 0. See [25] or [23] . This second order theory is called hidden regular variation. We shall not treat this subject in our paper. Since our interest is in multivariate densities rather than dfs, we give conditions on the density which ensure asymptotic independence of the components. So the assumption of continuous dfs is not restrictive. We shall also assume that the densities are continuous on a convex cone and vanish outside this cone. In our context, this cone will typically be either the whole space R 
Asymptotic independence and multivariate extreme value theory
Asymptotic independence has to do with extremes, more precisely with bivariate maxima. Knowledge of multivariate extreme value theory is not indispensable for understanding asymptotic independence, but it will help to better understand asymptotic dependence.
For multivariate extreme value theory we have to assume that each of the marginals of the multivariate df F lies in the domain of attraction of a univariate extreme value limit law (see e.g. Section 0.3 in [24] for a definition). As above let Z 1 , Z 2 , . . . with Z n = (X n , Y n ) be independent observations from the bivariate df F , and write Z ∨n for the nth coordinatewise partial maximum. For simplicity assume the marginals are equal with the standard Fréchet df F i (t) = H(t) = e −1/t on (0, ∞). The normalized marginal maxima U n = X ∨n /n and V n = Y ∨n /n again have the Fréchet df H by the scaling property H n (nt) = H(t). The scaled bivariate maximum W n = Z ∨n /n has df G n (w) = F n (nw). Suppose G n converges weakly to a limit distribution G, known as a multivariate extreme value distribution or a max-stable distribution. The limit vector W = (U, V ) lives on (0, ∞) 2 , and the components U and V have a Fréchet law. Asymptotic independence for the df F is equivalent to independence of the components of the limit vector (see e.g.
Proposition 5.27 in [24] or Theorem 6.2.3 in [8] ).
The convergence F n (nw) → G(w) becomes easier to handle if one takes logarithms. Write G(w) = e −R(w) . Since − log F (nw) is asymptotic to 1 − F (nw) for w > 0 we may write the limit relation as
The left hand side R n (w) = n(1 − F (nw)) is a df of the measure ρ n = nπ n , where π n is the probability distribution of the vector Z/n. So ρ n is the mean measure of the sample cloud N n = {Z 1 /n, . . . , Z n /n} 9 and R n (w) = ρ n ([0, w] c ). Pointwise convergence G n → G on [0, ∞) 2 implies pointwise convergence R n → R on X and vague convergence ρ n → ρ. One can prove weak convergence ρ n → ρ on X \[0, w] for any w ∈ (0, ∞) 2 . It follows that the scaled sample clouds N n converge in distribution to a Poisson point process N on X weakly on the complement of centered disks. The Poisson point process N is of interest since it
gives an asymptotic description of the large vectors in the sample cloud. Moreover, the coordinatewise maximum W n of the scaled sample cloud N n converges in distribution to the coordinatewise maximum W of N as the sample size goes to infinity. 
Asymptotic dependence
Asymptotic dependence is an ambiguous term. Logically it means the absence of asymptotic independence. We shall usually interpret it in a more constructive manner to mean the existence of a max-stable limit law G = e −R . This in turn implies convergence in distribution of the normalized sample clouds to a Poisson point process N , whose mean measure ρ has df R = − log G, as sketched above. The tail dependence coefficient λ U in (2.5) gives only a very restricted view of extremal dependence. As pointed out in Section 8.2 in [21] , a positive coefficient does not imply that the underlying distribution belongs to the maximum domain of attraction of some extreme value limit law. The exponent measure ρ provides a much more informative description of asymptotic dependence. Points of N which do not lie on one of the axes denote a simultaneous occurrence of very large values in two or more coordinates in the corresponding point of the normalized sample. Thus the point process N (or equivalently ρ) gives a complete description of how the extreme upper order statistics in the different coordinates are linked.
Densities and level sets
The aim of this section is to give conditions in terms of the density which will guarantee asymptotic independence. Two aspects of densities play an important role in our analysis: the shape of the level sets and the tail behaviour. We consider densities which are completely specified by just these two quantities -a shape for the level sets, and a decreasing function governing the rate of decay of the tails. In many cases of practical interest the shape is a bounded open convex set, containing the origin. The density then is continuous if and only if the decreasing function is. We shall also consider such unimodal densities which vanish outside the positive orthant.
Homothetic densities
Homothetic densities are densities whose level sets are scaled copies of a given open set D:
We assume that D ⊂ R d is a bounded open star-shaped set. A star-shaped set has the property that with any point x it contains all points rx for 0 < r < 1. Assume the set D contains the origin. If each ray intersects the boundary ∂D in one point, then the set D can be represented using a gauge function
(homogeneity property), and (ii) It is apparent from the above definition that densities in H are (star) unimodal since all the level sets {f > c}, c ∈ (0, c 0 ) are star-shaped; cf. Section 2.2 in [9] . Typical examples of densities in H to keep in mind are the multivariate centered normal densities and, more generally, elliptically symmetric densities, discussed for example in [10] . See also Example A. 
) is a probability density on R d ? By regarding the set below the graph of f as a pile of thin D-shaped slices we obtain the following partial integration result:
Observing that |sD| = s d |D| and letting t tend to infinity, we obtain the condition (cf. Equation (5) in
The class of unimodal densities introduced above is invariant under linear transformations. If the vector X has density f ∈ H(D) then the vector Y = AX has density g ∈ H(E), where E is the image of the star-shaped (convex) set D under the linear transformation A, and hence is also star-shaped (convex).
A nice illustration of this invariance is the extension of spherical distributions to elliptical ones.
For densities in H the distinction between light and heavy tails is crucial for asymptotic independence.
It is determined by the behaviour of the generator f 0 at infinity. Let us recall the definitions of regular and rapid variation.
If the generator of a density f = f 0 (n D ) varies rapidly, the density has light tails. In our terminology f has light tails precisely if f 0 is continuous, positive, and strictly decreasing on [0, ∞), and if there is a strictly increasing sequence r n > 0 such that r n+1 ∼ r n and f 0 (r n )/f 0 (r n+1 ) → ∞.
Rapid variation of f 0 allows us to give strong inequalities for the measure µ with density f = f 0 (n D ).
Proposition 3.1. Let µ have density f ∈ H(D) with a rapidly varying density generator f 0 .
Proof Rapid variation implies that f 0 (e δ t) < f 0 (t)/M eventually for t → ∞, and hence the rings
and their union is the complement of tD. On summing the odd and the even terms we find with
This gives (3.12). The integral over a thin ring is much larger than the integral over the set outside the ring. Formally, take δ = ǫ/2 and r = t − ǫ to obtain (3.12). To prove (3.13) take a non-empty open subset
is small, and hence by rapid variation of f 0 as above the infimum of f over rU 0 is much larger than the supremum of f over the ring R = rD \ e −ǫ rD.
Since |R|/|rU 0 | is a constant we conclude that µ(R) << µ(rU 0 ), and (3.13) follows from (3.12). ¶
We now give some extra details on star-shaped sets. Proof Write z = (x, y) to distinguish the horizontal and vertical part of the vector z. It is clear that E
is a bounded open star-shaped set. Moreover E ∞ is the projection of the cone D ∞ , and hence an open convex cone. We have to prove continuity of the gauge function n E on E ∞ . If n E is not continuous, there exists a vector x and a sequence x n → x such that n E (x) = 1 and n E (x n ) < c 0 < 1 because E is open. Hence n D (x, y) ≥ 1 for all y and there exist y n such that n D (x n , y n ) < c 0 . Since D is bounded, the sequence (y n ) is bounded, and we may assume that it converges to some element y 0 . Then (x n , y n ) → (x, y 0 ), and continuity of n D implies n D (x, y 0 ) ≤ c 0 < 1. Contradiction. ¶
Densities whose level sets are asymptotically star-shaped
In this section we relax the condition that all level sets have the same shape D ∈ D d to the condition that the level sets, properly scaled, converge to a set D ∈ D d . We restrict attention to the light-tailed setting.
A positive probability density f on R d belongs to the set A(D) if there exist sequences c n > 0 and r n → ∞ with c n+1 /c n → 0 and r n+1 ∼ r n such that for any ǫ > 0 eventually
We write {f > c n }/r n → D. A continuous positive functionf is shape equivalent to f if its level sets satisfy (3.14)
. ♦
The sequences r n and c n determine a set of continuous decreasing functions η which satisfy η(c n ) ∼ r n .
All these functions η(c) vary slowly for c → 0 + by the assumption that c n+1 /c n → 0 and r n+1 /r n → 1. It is this set of slowly varying functions rather than the particular sequences c n and r n which are of interest. 
Proof Rapid variation of the inverse function f 0 follows from Theorem 2.4.7(i) in [6] . Shape equivalence holds since {f > c} = η(c)D and η(c n ) ∼ r n by assumption. ¶ Since r n → ∞ one may take a strictly increasing subsequence such that the asymptotic equality One can also define shape equivalence for functions with heavy tails. In that case shape equivalence is the same as asymptotic equality in infinity, see Proposition A.2. For light tails the behaviour of the quotient of two shape equivalent functions may be very erratic. Example A.4 in the Appendix exhibits some functions which are shape equivalent to the bivariate Gaussian density.
The level set inequalities in (3.15) imply the pointwise inequalities:
This shows that a function g = qf is shape equivalent to f = f 0 (n D ) for q = e ψ and f 0 = e −ϕ if for every
Rapid variation implies that the left side goes to −∞ and the right to ∞. Hence we find:
Proposition 3.7. g ∈ A(D) is shape equivalent tog = qg if q is positive and log q is bounded.
For Weibull-like functions of the form f = f 0 (n D ) where f 0 = e −ϕ for a continuous strictly increasing function ϕ which varies regularly with positive exponent there is a simple alternative description of shape equivalence. 
Criteria for asymptotic dependence
We now give the counterpart to Theorem 3.11 for heavy-tailed densities. We are interested in the case where the partial maxima go to infinity in all coordinates. If the shape D lies in the negative orthant then the coordinatewise maxima converge to 0, if it lies in a negative coordinate halfspace {x i < 0} all partial maxima will lie in this halfspace too. We exclude these cases in the theorem below. 
w n → w, r n → ∞. Let ρ(r) be the finite measure with density h r , and choose r n so that ρ(r n ) has mass n. Then ρ(r n )
is the mean measure of the scaled sample cloud N n = {X 1 /r n , . . . , X n /r n }, and ρ(r n ) → ρ weakly on 
Sample clouds
In this section we look at the asymptotic behaviour of clouds of independent observations from a given light-tailed distribution as the number of data points in the sample approaches infinity. In particular we are interested in the limiting shape of these sample clouds under suitable scaling. Remark that sample clouds can be viewed as finite point processes with a fixed number of points. The motivation for looking at sample clouds is threefold. First of all, there is a relation between the asymptotic shape of the level sets of the underlying light-tailed density and the limit set onto which corresponding scaled sample clouds converge; see Proposition 4.4 below. Secondly, the point process approach will yield an intuitive proof of our main results. Finally, for sample clouds projection on the horizontal hyperplane is simple: just delete the last coordinate for each sample point.
As before we consider a sequence of i.i.d. random vectors {X 1 , X 2 , . . .} from a continuous distribution on R d with density f . Let N n = {X 1 /s n , . . . , X n /s n } denote a scaled n-point random sample (or sample cloud ) with the scaling constant s n > 0, s n → ∞ for n → ∞. Alternatively, for any Borel set
The mean measure of N n is given by ρ n = nπ n , where π n is the distribution of the scaled vector X 1 /s n .
The intensity of the n-point point process N n is h n (u) = ns
Proof Choose s n such that ns 
Examples
This section illustrates the applicability of Theorems 3.10, 3.11 and 4.3 in determining whether a given distribution has asymptotically independent components. We also wish to see whether the conditions are 
It follows from Proposition 3.9 that there is a limit shape: D = {ν < 1}, which is the covariance ellipsoid on the halfspace where α T u is positive, and a flattened version of this ellipsoid on the complementary halfspace, see Figure 2 . The set D is convex. To see that the boundary is C 1 , choose coordinates such that the underlying Gaussian density is standard, with spherical level sets, and then choose the vertical coordinate in the direction of α. In these coordinates D agrees with the unit ball B on the upper halfspace, and with the cylinder symmetric ellipsoid {x 2 , see [4] . Figure 1b shows a detail. The set D is not blunt, and the components of X are asymptotically dependent since those of Z are. ♦
Conclusion
We have explored conditions for asymptotic independence of the components of a multivariate random vector expressed in terms of the limiting shape of the level sets of the underlying density. A distinction had to be made between light and heavy tails. For light-tailed densities, the limiting shape of level sets is essential in determining whether asymptotic independence holds. In contrast, for heavy-tailed densities the (limiting) shape of level sets is irrelevant as long as the shape intersects the positive orthant. In the light-tailed case there is a simple sufficient condition for asymptotic independence of two components in terms of the corresponding bivariate projection of the shape. This subset of the plane has to be blunt. The more delicate question of the relation between shape and asymptotic independence when the bivariate projection is not blunt will be treated in a future publication.
Asymptotic dependence is a basic concern in multivariate risk analysis. The light-tailed densities studied in this paper have the property that sample clouds will have the same shape as the level sets of the density asymptotically. For sample clouds persistence of the shape, as the number of sample points increases, opens the possibility of using the shape to construct densities over the whole space. This makes it possible to estimate probabilities of regions far out which contain only a few or no sample points.
Proof We may assume that F is a copula. Set c n = nP (1−1/n, 1−1/n). Then the Poisson approximation gives a probability p n = c n e −cn e −(1−cn) e −(1−cn) = c n e cn−2 to the event: among the first n observations there is exactly one in the complement of [0, 1−1/n] 2 , and that observation lies in the square (1−1/n, 1] 2 ..
In case of asymptotic dependence c kn → c > 0 for some subsequence, and hence the probability of a record in a sample of size k n will exceed ce c−2 /2 eventually. Conversely, asymptotic independence implies nP (1 − M/n, 1 − M/n) → 0 for any M > 1, whereas the marginals satisfy nP (0, 1 − M/n) = M .
As in Lemma 4.2 the probability of a record vanishes. ¶ Proposition A.2. Suppose f ∈ H(D) and the generator f 0 varies regularly or satisfies O-variation
Then g is shape equivalent to f if and only if g ∼ f .
Proof Condition (A.1) implies that for every ǫ > 0 there exists δ > 0 such that f 0 (e ǫ r) > e −δ f 0 (r) for all
. Then for any ǫ > 0 the point x n eventually lies in the ring e δ r n D \ e −δ r n D on which f fluctuates by a factor at most e ǫ . To show the converse, suppose
Then for any ǫ, ǫ 1 > 0 eventually
and since ǫ 1 is arbitrary, we have f (e ǫ x n ) ≤ g(x n ) ≤ f (e −ǫ x n ) for n ≥ n 0 as required for shape equivalence by (3.14). ¶
A.2 Counterexamples
This section contains counterexamples mentioned in the main text. The fair mixture of the uniform distribution on T and T /2 has a densityf whose marginalĝ = (g +g)/2
is not convex if m is large (since the left derivative ofg in 1/4 is large). Now choose rotund sets D n converging to T and densities f n converging tof which satisfy the conditions of the example. If infinitely many of the vertical marginals g n were unimodal then the limitĝ would be. We conclude that eventually g n is not unimodal. ♦ Example A.4. In view of Lemma 3.8 we see that qg is shape equivalent to g for a continuous function which fluctuates rapidly but is weakly asymptotic to a constant. The level sets {h > c} then will look locally like a shore with many small islands, and lakes, even though the sets are asymptotic to disks that the extreme top has been sliced off. If we choose p(t) = (t, t) − ( √ t, √ t)/2, then
where {h > e −t } = C + (t, t) for the halfspace C = {u + v < 0}. Let ρ t have density h t and let ρ have density h. Then ρ t → ρ weakly on [0, ∞) 2 . Since ρ[0, ∞) 2 is finite and ρ gives infinite weight to the halfspaces {y ≥ 0} and {x ≥ 0}, Sibuya's condition holds by Proposition 2.3 with curve p(t), t ≥ 1. ♦
