ABSTRACT Acute hypotensive episode (AHE) is one of the postoperative complications with the high sudden death rate in the intensive care unit (ICU), which threatens patients' life safety seriously. Therefore, it is meaningful, valuable, and essential for the analysis including the prediction of AHE before its actual occurrence. In this paper, a novel methodology combining with deep network and multiple-gene expression programming is presented to predict the AHE automatically which will improve the efficiency of prevention and lighten the burden of diagnosis for ICU doctors. The experimental data (time series data) are obtained from multi-intelligent monitoring in intensive care II (MIMICII). The sliding window (SW) is used to generate the data stream segments from the original sources. A decomposition method (ensemble empirical mode decomposition (EEMD)) for highly complex and the nonlinear signal process is used to decompose each data stream segments into a group of intrinsic mode functions (IMFs). A novel three-layer auto-encoder network is then presented for the learning and extracting of features automatically in the mean arterial pressure (MAP) time series integrated with the SW, EEMD, and deep learning (DL) techniques. At last, the feature sets are used to construct classification models using multiple gene expression programming (GEP) classifier. The result shows that the proposed method has higher prediction accuracy of 86.16% and robustness in the prediction of the AHE.
I. INTRODUCTION
The Acute Hypotensive Episodes (AHE) is defined for an hour at any time of 30 minutes or more during which at least 90% of the MAP signal measurements are at or below 60mmHg [1] . AHE is one of the postoperative complications with high sudden death rate in the Intensive Care Unit (ICU), which threatens patients' life safety seriously. Nowadays, physiological time series monitoring, processing and prediction technology have played an important roles in
The associate editor coordinating the review of this manuscript and approving it for publication was Rongbo Zhu. helping clinicians to diagnose disease and determine proper treatments. Thus, for the AHE problem, the AHE patients' blood pressure data could be collected, processed and predicted which will make it possible to find the rules of changes in blood pressure and then, avoid the occurrence of AHE effectively [2] . Now the AHE prediction is a hot research topic in medical signal processing. For the automatically AHE prediction, most of the proposed methodologies are the information technology based on machine learning and data mining. In these methods, neural network was frequently used to create the classifier for AHE prediction. For example, Henriques and Rocha [3] developed a multi-models neural network for the forecast of the AHE. Rocha and Paredes [4] used the similar method to solve the AHE problem in a big data sets (the total number of samples is 2344, the proposed method obtained sensitivity 82.8%, and specificity 78.4%). Furthermore, Zhou et al. [5] used a Chebyshev neural network to solve the challenge dataset (110 samples), and the result shows that the proposed method performs better than other solutions in AHE prediction. In the thesis of Ghassemi [6] , the multi-variate neural network is the best method for AHE prediction which is tested in 1168 samples data sets. For each sample, the vital values are mean arterial pressure (MAP), respiration rate, oxygenation level and heart rate [6] . Hoseinnia and Sadr [7] presented a hybrid approach for predicting AHE, which is based on the wavelet transform and neural network. The wavelet transform is used to decompose the MAP, and the neural network is used to forecast the wavelet approximation coefficients [7] . For the data mining method, Sun et al. [8] predict the AHE with the Particle Swarm Optimizer (PSO) and K-means method. The method based on PSO and K-means is to extract the vital features of MAP data, then the SVM method is used to create the classifier model [8] .
The MAP is a typical high complex and nonlinear time series. We found that the MAP is a nonlinear chaotic series and which can be analyzed by the Lyapunov exponent [9] . So, it is naturally to use the method to reduce the complexity of the MAP series for the AHE prediction. In 1998, Huang et al. [10] , [11] proposed a new signal processing method and breakthrough before bound on the stationary of the signals and linear methods, this new method called empirical mode decomposition (EMD). Arasteh et al. [12] presented to use EMD method to solve the AHE prediction. EMD is used to decompose the MAP time series into several Intrinsic Mode Functions (IMFs), and then some statistical features are extracted from the IMFs. Finally, the SVM is applied to the classification [12] . Jiang et al. [13] used the EMD method to calculate patient's MAP data. Then, for features, the bandwidth of amplitude modulation, the frequency modulation and the power of IMFs were extracted for the classification [13] .
After signal decomposition, the feature extraction and selection is the follow-up important work. The proper features extraction and selection is related to the performance of prediction directly. Bassale [14] proposed to generate the statistical summaries of ABP signals to predict hypotension before hypotension episodes, including the mean, standard deviation, variance, skewness and the quantile-quantile. Foumier and Roy [15] used KL divergence between two distributions to identify the discriminative features, and then utilized these features to train the classification model based on a nearest neighbor algorithm. Jiang et al. [16] transform the IMFs data into probabilistic distribution, then the statistic features, such as Peak, Mode, Skewness, Kurtosis and Shannon Entropy are extracted in different IMFs probabilistic distribution. This paper presents a generic methodology for the AHE prediction. First, the sliding window (SW) and ensemble empirical mode decomposition (EEMD) are adopted to decompose the MAP time series. In order to resolve the occurring of mode mixing, a noise-assisted method, EEMD was presented by Wu and Huang [17] . To tackle the hard feature extraction, a novel three-layer auto-encoder network is presented to the learning and extracting of features automatically (in a self-adaptive and self-learning way) in the MAP time series integrated with the SW, EEMD and Deep Learning (DL) techniques [18] - [22] , which is preferable than man-feature based approaches proved in [13] - [16] . According to the experiments, we found that it is unwise to extract features with the DL technique in the MAP time series directly (which will lead to a low accuracy for the training and testing set), and the reason for that is the high complex and long interval of the sample series (in this experiment, the length of each MAP time series is 2 hours, which has 7,200 data points).
After features extraction, a classification method, named as multiple Gene Expression Programming classifier (mGEP), is presented to create classifier and select features simultaneously [23] - [25] . The data set is comprised of 2866 records which are obtained from MIMIC-II database [26] . The experimental results showed that, in the testing set, our method achieved 85.71%, 86.36% and 85.45% in AC, SE, SP respectively with the voting combination strategy. Furthermore, our method achieved 86.16%, 86.76% and 85.92% in AC, SE and SP respectively with the 10-fold cross validation [27] . The result shows that the method provided in this paper has high prediction accuracy and strong robustness in predicting of the AHE and it will provide valuable solutions for the research and application of medical physiological time series. Furthermore, the methodology presented in this paper is a generic technology which has the potential to be applied in different time series problems.
The reminder of this paper is organized as follows: Data sets are briefly introduced in the section II. In section III, the methodology is described clearly, which includes SW, EEMD, DL and mGEP. The experiment verification and discussion are given in section IV. The last section is the conclusions.
II. DATA SETS
More than 30,000 ICU patients' clinical data are collected in the MIMIC-II database, where contains a large number of physiological time series signals, such as ECG, blood pressure and respiratory signal data. The intent is that a MIMIC-II record should be sufficiently detailed to allow its use in studies, e.g., for basic research in intensive care medicine, or for development and evaluation of diagnostic and predictive algorithms for medical decision support.
For the arterial blood pressure (ABP) signal, two important parameters are included, which are systolic arterial blood pressure (SABP, is the maximum pressure when the heart contracts and blood begins to flow) and diastolic arterial VOLUME 7, 2019 blood pressure (DABP, is the minimum pressure occurring between heartbeats). The SABP and DABP are expressed as red box and green circle in the Fig.1 respectively. In this experiments, mean arterial pressure (MAP) is used for the prediction of AHE, which is calculated by the SABP and DABP. With the above equation, the ABP data could be transformed into MAP data as follows (Fig.2) . For the AHE prediction, the length of the data record contains three hours, including 2 hours data before T 0 and 1 hour data after T 0 (instant T 0 is a marked stamp for the prediction and 1 hour after the T 0 point is the forecast window). In other word, only the first two hours are considered in the several steps of the classification process. The last hour is used only to provide a binary result {AHE, no AHE}. The data sets used in this experiment contains 2866 records which are selected and downloaded from the MIMIC-II 3.0 dataset.
III. METHODOLOGY
The methodology we presented for the AHE prediction is showed in the Fig.3 . In the first step, the SW is used to segment the MAP time series. Then, a signal decomposition method, EEMD is used to decompose each piece of time series, then the high complex and non-linear original MAP series is transformed into a group of IMFs. In the following step, an improved DL method is proposed to learn and extract the unsupervised features. After the feature set is constructed, an mGEP Classifiers is presented to the AHE prediction. The detailed diagram is showed in Fig.3 .
A. SLIDING WINDOW
SW is a kind of the data stream processing technique, which can reduce the large-scale storage cost and provide convenience for large-scale data mining [28] . SW technology is widely used in time series signals mining such as physiological signal, industrial signal, and financial time series. Take a fifty seconds AHE signal samples (x 1 , y 1 ), (x 2 , y 2 ), · · · , (x 50 , y 50 ) for example, the SW processing is illustrated in Fig.4 . Based on many of our previous relative researches [13] , [16] , for each signal record, and the size is 7200. Here, sliding window ad sliding speed size are 600 and 300 respectively. Then each signal record will be split into 23 parts, which denoted as SW 1 , SW 2 , · · · , SW 23 . After that, the 23 subsamples will be independently decomposed by the ensemble empirical mode decomposition method which is described in the following section.
B. ENSEMBLE EMPIRICAL MODE DECOMPOSITION
Empirical model decomposition (EMD) is an adaptive timefrequency method for time series signal analysis which is proposed by Huang et al. [10] . It has been successfully applied for signals decomposing and extracting IMFs in the noisy nonlinear and non-stationary AHE time series [12] , [13] .
But it still leaves some unresolved difficulties, such as mode mixing. Mode mixing is defined as a single IMF either consisting of signals of widely disparate scales, or a signal of a similar scale residing in different IMFs [29] , which could cause serious aliasing in the time-frequency distribution.
In order to resolve the occurring of mode mixing, a noiseassisted method, Ensemble EMD (EEMD) was presented by Wu and Huang [17] . In EEMD, a set of white noise signals at a specified magnitude is added into each ensemble trail, and thus, the mode mixing is effectively and largely removed. In this paper, since the mode mixing exists in the signal after noise eliminating, the EEMD method is adopted to data decomposition of patients' MAP signals.
For a fixed length time series signal s(t) (for MAP time series, the length of time series is 2 hours as mentioned before), the EEMD decomposition process can be summarized as follows.
Step 1: Adding N standard normal distribution white noise n i (t) into the original signal s(t) respectively, and getting N new pre-decomposition signal x i (t):
Step 2: Each x i (t) can be decomposed into a finite number of IMFs based on the EMD method, and then each x i (t) is defined as:
where M is the number of IMFs of EMD decomposing; c ij (t) is the j th IMF of signal x i (t) decomposed; r i (t) is the residual term of signal x i (t) decomposed.
Step 3: Repeating Step 2 and getting N different sets of IMFs c i (t) and r i (t); then getting the ensemble mean of c i (t) and r i (t):
At the end of the decomposition, the original signal s(t) is consisted of M IMFs c i (t) and a residual term r(t). As a consequence, each IMF component (including the residual term r(t)) contains the local characteristics of original signals in different time scales. In the next section, the features will be extracted from each IMF by the method of deep learning.
C. DEEP LEARNING
Feature extraction is the key of the data analysis because the features decide the performance of problem solving mostly. In the previous work for the AHE prediction, most of them are concentrated on the features learning and extraction. In this paper, to bypass the manual feature extraction stage, we put forward an unsupervised feature learning and extraction method, and deep model composed from a multi-layer auto-encoder neural networks to transform the raw MAP time series into a high-level abstract features. The automation of feature extraction via DL will help to raise the accuracy of predicting AHE. Furthermore, DL technique have been successfully applied to solve time series features learning problems including electroencephalogram signals for seizure detection [18] , affective modeling prediction [19] and so on.
Auto-encoder is an unsupervised learning method for features extraction by setting the target values to be equal to the inputs [32] . For the input x, auto-encoder is applied to learn an approximation function so that its output x (1) is similar to x (see Fig.5 ). In the Fig.5 , the h nodes is called hidden nodes, and its values are the learning features via auto-encoder method. Then the auto-encoder networks can be defined as a nonlinear function H w,b (x). For the hidden node h j of Figure1, the nonlinear function H w,b,j (x) is defined as:
w i,j is the network weight value of i th input node x i to hidden node h j ; b 1 is an bias value; f (.) is a sigmoid activation function. In the end, the auto-encoder network weights values w and bias value b can be learned via gradient descent method [33] . In order to avoid overfitting of the loss cost function J (w, b), a L 2 regularization operator is added into the loss cost function:
where λ is the parameter for adjusting the regularization factor. As the MAP signal showed some degree of sparsity characteristic, the sparse restrictions is added into the hidden nodes to explore the correlation between data [34] . Thus, the sparsity effect can be achieved by improving the loss cost VOLUME 7, 2019 function:
KL(ρ||
where β is the parameter for adjusting the sparsity factor; n is the number of hidden nodes; ρ is the sparsity parameter, which is set as 0.05; m is the number of input nodes; x i is the value of i th input node. Furthermore, because the ABP signals are collected from the medical sensors in which the noise exists (electricity noise, sensor noise and so on) in ICU, some noise information is added into the input nodes to improve the robustness of auto-encoder network model [35] .
The unsupervised learning of auto-encoder is usually called as the feed forward pre-training learning process. In this pre-training process, we extract some features by the auto-encoder method. Moreover, with the supervised feedback learning technique, we can fine-tune the auto-encoder network weights after the pre-training process [18] . After the supervised feedback fine tuning processing, we can learn more suitable features than those gained merely from the unsupervised feed forward technique.
In order to reduce the number of hidden nodes, the pooling layer are put forward after the hidden nodes output, then the average of the adjacent hidden node values is obtained in the pooling layer. For example, for the hidden nodes values h 1 , h 2 , . . . , h n in Fig.1 , the adjacent hidden node values [h 1 , h 2 ,
will be as an independent sample set, and each set can be calculated as:
Then the hidden nodes values h 1 , h 2 , . . . , h n will be reduced as H (1) , H (2) , . . . , H (m) .
After that, the values H (1) , H (2) , . . . , H (m) will be used as the input of the next layer auto-encoder network. In this paper, a three-layer auto-encoder network is presented to the learning and extracting of features in the MAP time series (seeing Fig.6 ). After the feature learning processing, we will import these feature values into the multiple gene expression programming classifier to predict AHE. Fig.6 is framework of the features learning for the MAP time series. As mentioned before, with the slide window, the original of MAP time series is divided into 23 segments, which are denoted as SW 1 , SW 2 , · · · , SW 23 . Then, with the EEMD method, each segment SW i , i ∈ {1, 2, · · · ,23} is decomposed into 9 IMFs. Actually speaking, with the EEMD, the total amount of the data become larger, so the features we can obtained from the time series become larger. It is necessary and meaningful to do so, although the procedure of features extraction becomes complex and time-consuming.
Each 9 IMFs signals are used as input of 23 1-layer depth learning models, and when 23 1-layer depth model training is completed, a sample sampling pool is followed. The characteristics of the sample by sampling pool will be integrated together as input of the 24th depth learning model. After training, the second pooling operation is the finally feature set of the output, and the size of the output set is same to the size of hidden nodes, which means that the size of the output set is 50.
D. MULTIPLE GENE EXPRESSION PROGRAMMING CLASSIFIER
After feature extraction, the MAP time series signals are transformed into a set of features. Then a multiple Gene Expression Programming method is used to predict whether the patients suffer from AHE. GEP is an evolutionary algorithm method presented by Ferreira [23] , which is an automatic programming technique inheriting the advantages of GA and GP, and overcoming their disadvantages, such as code bloat. The paradigm of GEP defines a set of genetic operators, such as mutation, transposition, root transposition, gene transposition, gene recombination, one-point recombination and two-point recombination, to dual representation of individuals adaptively. The detailed genetic operators and flowchart of GEP can be found in [23] and [24] . For the classification problem, the above phenotype can be changed in to a classifier, which is a discriminant function defined as follows.
In this work, binary classifier algorithm based on GEP is used for classifier and the fitness function is defined as follows:
where, P and N are the total numbers of ''AHE'' and ''no AHE'' class respectively. The p and n is the correct number of P and N in the obtained discriminant function f (x).
In order to avoid model over-fitting, the dataset is split for the training of models, and then a multi genetic expression programming classifier method is proposed. The procession is showed in Fig.7 as following. In the beginning 1, the dataset is split into N + 1 partitioned sub-datasets (N is odd), which are the S 1 , S 2 , . . . , S N+1 . Among N + 1 sub-datasets, we suppose the S i is the testing dataset, and the rest datasets are used to train N GEP classifiers (in the step2). N GEP classifiers are combined together for voting for unlabeled MAP records in the step 3, and the voting combination method is defined as follows:      class = AHE, if more than half of N output results are AHE class = no AHE, otherwise (11) By voting combination, the classification model consists of several discriminate functions. Then for each record in testing data set S i , the voting combination method is used to predict the AHE or no AHE in one hour after the T 0 (in the step4).
IV. EXPERIMENT VERIFICATION
In the experiment verification, for clarity, a patient's signal record (No. 3000714nm) is selected from the MIMIC-II to describe the methodology presented in this paper. The original MAP time series is showed in the Fig.8 .
It can be noticed that there are 7,200 point in whole time series. In the first step, the SW method is used to split the original signal into independent 23 parts which are showed in Fig.9 . The size of each subsample is 600, and the sliding speed is 300.
After that, the EEMD method is used to decompose these 23 subsamples independently. Each part can be decomposed into 9 IMFs. Here we take the subsample (23) to describe the EEMD decomposition process (seeing Fig.10 ).
In Fig.10 , there are 9 IMFs, denoted as c 1 (t)-c 9 (t) respectively. From c 1 (t)-c 9 (t), the frequency distribution is decreased gradually, which means the c 1 (t) is the most high frequency, and the c 9 (t) is the most low frequency. There is no doubt that each IMF has the different local and scale physiological information. An unavoidable problem is that it is hard to know which component is more important for the problem solving, and what's more, it is also hard to know which features or factors are more critical and how many there are. In order to solve this problem, a kind of DL method is used to learn the features in the different frequencies.
With the purpose of describing the learning features process of DL, the IMF c 3 (t) are selected as the sample to explain the mechanism and result of DL. As mentioned before, there are three strategies used in the DL, which are L 2 regular, denoising and sparisity. Thus, according to these three strategies, four different hybrid algorithms can be obtained to the AHE prediction, which are DL, DL+L2, DL+L2+denoising, and DL+L2+denoising+sparisity. This paper discussed DL+L2+denoising, and DL+L2+denoising+sparisity methods. The Fig.11-Fig.14 are the results of the c 3 (t) reconstitution and the hidden node distribution diagram for the c 3 (t) reconstitution within the different two hybrid algorithms respectively.
In order to enhance the network model robustness, some noises are added into the input node values. The reconstitution signal and hidden node distribution diagram by DL+L2+denoising algorithm are showed in the Fig.11 and Fig.12 respectively. According to the result, the proposed algorithm contained more deviations compared with the c 3 (t) source signal, which is caused by the noises. However, using the sample with noisescan be more effective to predict the future unknown samples distribution. Due to the data sparsity problem of MAP signal, we put forward to control the hidden nodes' activation threshold to achieve sparse output. The Fig.13 is the signal distribution diagram of c 3 (t) and its reconstitution signal by DL+L2+denoising+sparsity. The reconstitution signal is more closer to the c 3 (t) than obtained by Fig.11. In Fig.14 , we can clearly see that the vast majority of output features are controlled near zero. The features away from zero is a set of over complete basis, which could be expressed as a linear combination of basis. This linear combination of basis can effectively identify the hidden structures and patterns in the input signal with a few signal features.
The above result is obtained within the IMF component of c 3 (t). In order to learning more abstract features from the MAP signal record, a three-layer auto-encoder network are built to learn feature in the different sliding windows and IMFs. The last layer auto-encoder network's output is the final and global features vector (the size of it is 50) of the DL features learning and extracting method. These features are the input of the mGEP classifier for the prediction of AHE.
The obtained results can be described in terms of accuracy (AC), sensitivity (SE) and specificity (SP). AC, SE and SP are given by the following equations.
where TP, FP, TN and FN are defined as true positive, false positive, true negative and false negative events detected respectively. Generally speaking, the performance of the classification places stronger weights on the selection of training set and testing set. In order to improve the reliability of the evaluation results, K-fold cross validation is widely used [27] . It is confirmed that the K equals 10 can achieve a better effect on the basis of cost savings.
There are 2866 data records in the data set, including 799 AHE records and 2067 no AHE records. Firstly, the data sets are divided into 10 uniformly sized sub data sets, which are S i=1, 2, 3, 4, 5, 6, 7, 8, 9, 10 . For each set S i , one classification model are trained with the presented methodology, which are described as follows. 
+atan((d [20] n) 1/72 ) − 8.801232
+ sin(7.173986 − d [8] 
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From the above ten models, it can be seen that these models are very different from each other. The reasons are that, for the different training set, the mGEP classifiers will obtain the different models with its diversity, dynamic and uncertainty. It is good for the voting combination prediction with its potential of complementary decision. Table 2 shows the result obtained in the training and testing set. The classifiers M i=1, 2, 3, 4, 5, 6, 7, 8, 9 are obtained from the training set S i=1, 2, 3, 4, 5, 6, 7, 8, 9 . In this experiment, S 10 is the only testing set. The result of AC, SE and SP are listed in the table 2. Furthermore, with the help of voting combination in the mGEP classifiers, the result of voting combination in the testing set is obtained. We can find that there are some performance differences between the different models for the same training set and test set. However, by the result of accuracy, sensitivity and specificity, it appears that the voting decision is more robust compared with the single classification model.
The presented methodology is verified with two related algorithms in the same data sets. One is AHE detection with probability distribution pattern analysis [36] , and another one is AHE detection with EMD, statistical method and multi GP [16] . According to the result (AC, SE, SP) in the testing set, the presented method in this paper obtain better performance.
V. CONCLUSION
AHE can cause fainting or shock suddenly, leading to irreversibility organ damage, and even death. Therefore, forecasting of occurrence of AHE is of practical value. As a typical medical time series data, MAP signals for AHE classification are analyzed in this study. The traditional MAP time series analysis methods includes probability statistics, neural network, wavelet analysis and so on. However, these methods still face some difficult problems, such as the features extraction and its learning, the prediction accuracy. Therefore, naturally, the new time series features learning and efficient prediction method have become the key points of clinical research for the highly nonlinear and chaotic AHE time series. In this paper, a novel generic methodology is proposed to solve this time series prediction problem. Firstly, the SW is used to get the data stream segments from the original sources. Then the MAP data records are divided into 23 subsamples. As a nonlinear and non-stationary signal processing tool, EEMD method is used to decompose the MAP time series into a number of IMFs. Then, the features are extracted from the segments and IMFs with the novel three-layer auto-encoder network integrated with the SW, EEMD and DL (DL+L2+denoising+sparsity) techniques. After features extraction, an mGEP classifier is presented to establish the classifier for AHE prediction. A complete and Human Reliability [37] white-box approach is impossible, or currently impossible. The methodology presented in this paper could be seemed as a semi white-box which could be interpreted in some degree. The result shows that the classification model has performed reasonably well and can provide the medical guidance for predicting, which is significant for the care and cure of AHE in ICU. Furthermore, the methodology presented in this paper is a generic technology which has the potential to be applied in different time series problems [38] . It is undeniable that the classification model we constructed needs to spend more time and effort on the characteristics and models, especially inviting experts in the field of medicine and intensive care to explain and find other mathematical methods to make the strategy simpler [39] . Furthermore, taking into account Table 1 , there are more than 20 parameters that have to be adjusted by many optimization algorithms. These will be our future research work. 
