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ABSTRACT

This study was designed to verify the effects and data reproducibility when the
length of receiver array, receiver spacing, source offset and array orientation parameters
are changed for data acquired using multichannel analysis of surface waves (MASW), at
intended target depth of 30ft (9m), and to compare the results with electrical resistivity
tomography (ERT) data obtained for the same study site.
The MASW data acquired for 34 sites, along four profiles for each site using
variable source offsets of 10ft (3m) and 30ft (9.1m), and variable receiver spacings of
2.5ft (0.76m) and 5.0ft (0.76m), concurrently. Out of the 272 profiles studied, 136
profiles were oriented east-west, and 136 profiles were oriented north-south. The MASW
data was used in conjunction with ERT data to ensure the accuracy of the ERT data.
The comparative analysis indicated the profile configuration measurements have
significant influence on the quality of the data and that the best inversion analysis is
obtained when the dispersion curves are created using the north-south oriented arrays.
The MASW survey study concluded that the most consistent and beneficial karst
terrain dispersion images were those obtained from the predicted optimal acquisition,
using receiver spacing (dx) = 2.5ft, source offset (X1) =10ft and depth of investigation of
about 30ft.
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1. INTRODUCTION

1.1. OVERVIEW
Subsurface imaging is very critical to study subsurface in complex karst terrain.
Application of non-destructive geophysical methods is one of the effective ways to
evaluate the subsurface conditions. A number of geophysical methods are currently used
to imaging subsurface in karst terrain, including Electrical Resistivity Tomography
(ERT), Self-potential (SP), Induced Polarization (IP), Ground Penetrating Radar (GPR),
Seismic Refraction, Seismic Reflection, and Multichannel Analysis of Surface Waves
(MASW).
The active Multichannel Analysis of Surface Waves (MASW) technique is
typically used to generate 1-D shear-wave velocity profiles that extend to depths of
approximately 100ft. (30.5m). The use of optimal acquisition parameters is vital to
assuring the generation of the most accurate 1-D shear-wave velocity profiles. The
identification of optimal acquisition parameters can be a challenging task, especially in
complex karst terrain, because the acoustic properties of the subsurface can vary due to
the complex and irregular nature of the bedrock surface, the presence of solution-widened
joints, etc. In this research, four configurations are tested in order to develop optimum
acquisition parameters to achieve better data resolution and the minimum investigation
depth of 30ft. (9m).

1.2. RESEARCH OBJECTIVES
The primary objective of the study is to develop optimum MASW array
configuration that can be used to image the subsurface in complex karst terrain. There is
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an expectation that the use of optimum MASW array configuration will allow to image to
a depth of 30ft., while providing a good data quality. The following are means to
accomplish this objective:
 Acquire active MASW data along a 16 ERT traverses and using different array
configurations,
 Evaluate quality of MASW data on the basis of overtone images,
 Process and interpret MASW and ERT data using bore hole data,
 Compare the MASW and ERT data interpretations in terms of estimating top of
bedrock,
 Perform a statistical data analysis in order to develop an optimum MASW array
configuration.

1.3. STRUCTURE OF THE DISSERTATION
Sections one contains an introduction to the dissertation. The main objective and
significance of the research are discussed in this chapter. A critical review and analysis of
the relevant literature is also provided.
Section two discusses geology of southwest Missouri, overview of geological and
stratigraphic succession of Mississippian system, formation of karst features, overview of
sinkhole formation process and karst in topography in Missouri and geophysical
investigation in karst terrain.
Section three provides overviews of two geophysical methods – MASW and ERT.
Basic concepts, data acquisition, data processing and data interpretation are discussed for
each of the method.
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Section four presents the experiments conducted in this research. The description
of the study site is also provided in this chapter.
Section five contains comparative analysis of the data. Discussions with focus on
the optimum MASW array configuration are presented in this chapter.
Section six provides the conclusions of the research.
Section seven summarizes recommendations for further studies.
The references that have been used during the study are listed at the end of the
dissertation.

1.4. LITERATURE REVIEW
Geophysical exploration methods, such as Electrical Resistivity Tomography
(ERT) and Multichannel Analysis of Surface Waves (MASW), have been used to study a
wide range of targets within the ground from discovering the deep structure of the
subsurface at thousands of meters to near surface structures and their properties at depths
of a few tens of meters (Elkrry et al., 2015). These methods have been employed in
various applications in engineering geology (Miller et al., 1999a, 1999b; Torgashov and
Varnavina, 2016; Park et al., 1998, 1999b, 2000; Xia et al., 1998, 1999, 2000a, 2000b).
The MASW and ERT methods have different applications in geotechnical
investigations. Each technique has its own advantages and drawbacks. To increase the
accuracy of geophysical investigation, the combination of methods can be effectively
used to constrain and verify the interpretations, especially for geophysical data collected
in complex karst terrain environment. Although karst terrain is often manifested at the
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subsurface, it is difficult to determine that without more detailed subsurface
investigations.
The ERT method is used to estimate lateral and vertical variations in ground
resistivity values and can be used to map geologic variations. It has been used for
multiple geotechnical projects, including the imaging of the spatial distribution of
moisture in pavement sections (Buettner et al., 1999), river terrace sand and gravel
deposit reserve characterization and estimation using 3-D ERT arrays for bedrock surface
detection (Chambers et al., 2013), imaging of the subsurface in karst terrain (Torgashov,
2012), and characterization of soils using ERT and geotechnical investigations (Sudha,
2009).
The MASW method is used to evaluate the shear-wave velocity distribution and
arrangement of overburden soil deposits and the bedrock as well. A considerable amount
of research has been published regarding the use of both geophysical methods in complex
terrain environment (Doolittle et al., 1998; Kidanu et al., 2016; Miller et al., 2005;
Thierry et al., 2005; He et al., 2006; Schrott and Sass, 2008). Since the method was
introduced into the geophysical community in late 90s, it has been extensively used for
various applications and researched for its data acquisition and processing strategies
(Park et al., 1999). As noted by Park (2013), shear-wave velocity is a proper indicator of
material stiffness, but for a specific rock types, such as carbonate rocks, shear-wave
velocity is affected by its porosity and pore structure, as noted by Baechle et al., 2009.
Shear-wave velocity can be used to differentiate various types of unconsolidated soils and
bedrock (Odum et al., 2007), as typically bedrock exhibits higher velocities than soil,
fractured rock, or karst terrain. Recent studies have shown that the instrumental
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configurations used for field data acquisition and processing can affect the dispersion
results obtained from surface wave seismic surveys. Attempts to obtain accurate or more
efficient dispersion curves were established by selection of particular acquisition
parameters and careful processing. The optimum parameters of MASW data acquisition,
including the optimum distance between the source and receiver spread (source offset)
and geophone array length, were discussed by Park, Miller, & Miura (2002), Park and
Carnevale (2010), and by Anderson (2012). (Xu et al., 2006) demonstrated the possibility
to develop optimum field parameters for particular MASW survey if preliminary
information on the phase velocity range and interface depth is available. A successful
attempt to develop a formula for quantitative evaluation of a layered homogeneous elastic
model estimation using specific offset was performed by (Xu et al., 2006). Attempted to
develop acquisition and processing parameters for MASW using 3-D ERT as control. In
environmental studies, the MASW method was employed to generate 2-D shear-wave
velocity fields calculated from inversion of Rayleigh-wave phase velocities, define topof-rock and subsurface geological structures from 6 to 100 ft. (1.8 to 30 m) (Xia et al.,
1998; Miller et al., 1999), and to determine a collapse feature in an extremely noisy
environment (Xia et al., 2004a).

1.5. SIGNIFICANCE OF THE RESEARCH
The proposed study is not only significant for imaging in karst terrain in
southwest Missouri, but it also has a broader impact on the social and economic lives of
people at all areas. Some of the significant aspects of this research include:
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 Developing optimum MASW data acquisition and processing parameters to
enhance overall data quality and increase investigation depth.
 Verifying the efficiency of using integrated geophysical tools (MASW, ERT, and
bore hole) to map complex subsurface systems in karts terrain.
 Improving reliability of geophysical data interpretation in complex karst terrain.
 Detecting probabilities for catastrophic collapse, and therefore, minimizing
pollution and contamination of aquifers.
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2. GEOLOGY OF SOUTHWEST MISSOURI

2.1. INTRODUCTION
Much of the Missouri state is underlain by carbonate rock (Fig. 2.1.), and most of
it is exposed (Vandike, 1997). Karst-related features are formed in dolomite and
limestone bedrocks in Missouri. The presence of clay and mud and shale with low
permeability curbs downward movement of surface water and slows the advancement of
solution cavities in the underlying carbonate rock. Hence, fewer sinkholes and caves are
found in Northern Missouri compared to Southern and Central Missouri.

Figure 2.1. Surface Geology of Missouri (MSDIS, 2003).
http://oewri.missouristate.edu/assets/OEWRI/KShade-Thesis.pdf.

8
2.2. OVERVIEW OF GEOLOGICAL AND STRATIGRAPHIC SUCCESSION
OF MISSISSIPPIAN SYSTEM IN SOUTHWEST MISSOURI
The stratigraphic succession of rock units in the Mississippian System is not
uniform throughout Missouri. Because of that, Missouri is divided into six zones:
northwestern, east-central, southeastern, central, southwestern, and northwestern. Figure
2.2 highlights that southwest Missouri is located in the southwestern region to facilitate a
description of Mississippian Age rocks.

Figure 2.2. Regional Distribution of the Mississippian System in Missouri (Vineyard,
1992).

The geologic map and units in southwest Missouri are displayed in Figure 2.3.
Each geologic rock unit has characteristics that need be addressed on a site-by-site basis.
Most of the southwest Missouri is composed of Burlington-Keokuk Limestone (Mbk) a
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material that is particularly prone to dissolve, thereby increasing the probability of
catastrophic collapses, and through which surface water reaches the ground water supply.

Figure 2.3. Geological Map of Southwest Missouri (ESRI data source: Missouri
Geological Survey GEOSTRAT system, Sept 2015).

The Mississippian System is divided into two series: the Kinderhook and Osage.
The Mississippian formations of the southwest Missouri are presented in Table 2.1. The
total thickness of the Mississippian System in this part is about 640ft (195m), (Vineyard,
1992).
The Mississippian System starts with the Compton Formation, which has a
thickness of less than 30ft (9m). The Compton Formation is overlain by the Northview
Formation with an average thickness up to 80ft (24m). It is represented by brown
siltstone and blue or bluish-green shale.
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The Mississippian System continues with the deposition of the Pierson, Reeds
Spring, and Elsey Formations. The total thickness of these three formations is about 260ft
(79m). Cherty limestone is a dominant component in all three formations.
The deposition of the Mississippian System is finalized by the Burlington-Keokuk
Formation. Further, the youngest exposed rock unit is in southwest Missouri. The
thickness of this formation is approximately between 150 to 270ft (45 to 83m) and varies
in thickness from place to place due to erosion. The majority of springs and caves in
southwest Missouri are found in Burlington-Keokuk Limestone.
According to conventional geotechnical procedures, the collections of boreholes
were drilled in southwest Missouri. The bedrock in the study location is intensely
dissolved Burlington-Keokuk Limestone and can be characterized by the presence of
pinnacles and cutters (Fellows, 1970), meaning that the depth in the bedrock varies
significantly. Furthermore, even though the subsurface information obtained at a location
is highly accurate, the interpolation between boreholes can sometimes be incorrect due to
significant lateral variability in karst terrains.
In the study site, the shallow subsurface is mainly represented by rocks of the
Osagean Series in the Mississippian System. The Mississippian System is represented
Table 2.1, by the Pierson, Reeds-Spring, Elsey, and Burlington-Keokuk Formations.
These four formations have similar lithologic characteristics, and they are sometimes
difficult to differentiate.
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Table 2.1. Geologic and Stratigraphic Units in southwest Missouri (Vandike, 1993).

The following sections discuss the late two collective units of Mississippian
deposition system as shown in Figure 2.4.
2.2.1. Lower Mississippian of Lower Osagean. Lower Mississippian is Lower
Osagean (Mlo) Elsey, Reeds Spring, and Pierson Formations. The Elsey Formation is
light-gray, crystalline to micritic limestone with chert fragments and some crinoids. The
Reeds Spring Formation is gray to brown; finely crystalline limestone with chert
fragments. The Pierson Formation is brown to brown-gray and comprised of Magnesian
limestone with chert nodules. The fine-grained matrix contains some fossil fragments
(Muchaidze, 2008).
2.2.2. Lower Mississippian of Upper Osagean. Lower Mississippian is Upper
Osagean (Muo) or (Mbk) Burlington, and Keokuk Formation, in southwest Missouri. The
Burlington-Keokuk limestone is the most important formation in this research because
the bedrock in the study site is from this formation. The Burlington Keokuk Formation is
coarsely crystalline, light gray limestone with some fossiliferous limestone and chert

12
nodules. The limestone is comprised almost entirely of crinoid fragments. The
Burlington-Keokuk Formation weathers to a red to reddish brown residual soil that
contains a variable amount of chert fragments. It is almost entirely comprised of pure
calcite. Thus, this formation is susceptible to weathering through the dissolution process.
Uneven dissolution of this formation has resulted in a highly irregular bedrockoverburden interface (Fellows, 1970).

Figure 2.4. Stratigraphic Column for southwestern Mississippian System in southwest
Missouri (Fellows, 1970).
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2.2.3. Overview of Structure and Faulting Based on the Work of Coots
(2007). The geologic structures in southwest Missouri are highly jointed with orientations
that are trending N 20º W, and N 60º E and are approximately orthogonal to each other.
Coots (2007) discussed three main fault types that are common in the area, namely, the
Kinser Bridge fault, the Danforth Graben Fault, and the Pearson Creek Fault (Figure 2.5),
all of which have a northwest – southeast trend with normal deracination. The Kinser
Bridge Fault trends west-northwest with an average deracination of about 50ft (15m); the
Danfort Graben Fault has a vertical deracination of about 70ft (21m), and trends
northwestward; and the Pearson Creek Fault has a strike direction of N 55º W and a
normal deracination of between 10 and 20 ft (3 and 6m).

Figure 2.5. Faults and Lineament in Southwest Missouri (Coots, 2007).
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2.3. FORMATION OF KARST FEATURES
According to the Missouri Department of Natural Resources dictionary, karst is “a
type of topography that is formed on limestone, gypsum, and other rocks by dissolution,
and is characterized by caves, sinkholes, and underground drainage”. Karst terrain is
characterized by the presence of springs, caves, sinkholes, and a unique hydrogeology
(USGS, 2012). Karst is a term derived from the German form of the Slavic word “Kras”
or “Krs,” meaning a bleak waterless place (Monroe, 1970).
Features inherent in karst terrain are caves, sinkholes, springs, dry valleys, and
loosening or disappearing streams and springs. The complex terrain results from the
chemical weathering of carbonate and other soluble rocks, and the formation of karst
features are controlled in part by pre-existing fractures within the bedrock (Ford &
Williams, 2007). Sinkhole formation is also controlled by overburden thickness,
fluctuation of the water table, soil type, and the presence of recharge or discharge zones
(Denizman, 2003).
Karst is formed when rain falls and carbon dioxide in the atmosphere is dissolved
making the rainwater acidic and consequently dissolving soluble rocks. It is worth noting
that the acidic rainwater passes through dead plant materials/debris in the soil and even
becomes more acidic as it percolates through cracks, consequently dissolving the bedrock
(limestone, dolostone, marble, gypsum and salt). Dissolution continues as the water
moves sidelong along bedding planes and joints and fractures in the rock, forming
conduits in the rock.
The carbonate rocks, limestone, and dolostone are predominantly composed of
calcite mineral (CaCO3) and dolomite mineral (CaMg (CO3)2), and both mainly calcite,
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are susceptible to dissolution when slightly acidic water acts on them. Meteoric water
absorbs carbon dioxide (CO2) from the atmosphere and thus becomes slightly acidic.
After meteoric water saturates the ground, it passes through soil that may increase its
CO2 concentration. At the point where water enters carbonate rock, it reacts with soluble
minerals. Dissolved matter will be washed away, and as a result, features such as
dissolution-widened fractures form. As erosion continues underground, caves get hollow
enough and the roofs thin and eventually collapse to form a sink.
Karst terrain is characterized by caves, sinkholes, underground streams, and other
features formed by the slow dissolution, rather than the mechanical eroding, of bedrock.
People have discovered the difficulties (e.g., sinkhole collapse, sinkhole flooding, and
easily polluted groundwater) of living on those terrains as the population has grown and
expanded into those areas as shown in Figure 2.6, and therefore either serve as recharge
or discharge areas depending on certain geological and hydrogeological factors.
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Figure 2.6. Figure Showing Karst Topography Features.
(www.springfieldmo.gov/documentcenter/view/11091).

2.3.1. Groundwater Recharge. Groundwater recharge (also called deep drainage
or deep percolation) is a hydrologic process where water moves downward from surface
water to groundwater. Recharge is the primary method through which water enters an
aquifer. This process usually occurs in the vadose zone below plant roots and is often
expressed as a flux to the water table surface. Recharge occurs both naturally through the
water cycle or through anthropogenic processes, such as rainwater, melting snow, or
other surface water.
2.3.2. Sinkhole or Sink. A sinkhole or sink is a collapsed part of bedrock above a
void. They may be a sheer vertical opening into a cave or a shallow depression of many
acres. They can appear suddenly, creating havoc for Ozarks landowners or highway
managers.
2.3.3. Soluble Bedrock. Soluble bedrock is characterized by underground
drainage systems with sinkholes and caves. It has also been documented for weathering-
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resistant rocks. Subterranean drainage may limit surface water with few to no rivers or
lakes. However, in regions where the dissolved bedrock is covered (perhaps by debris) or
confined by one or more superimposed insoluble rock strata, distinctive karst surface
developments might be totally missing.
In Missouri, karst forms in limestone (calcium carbonate) and dolomite
(magnesium calcium carbonate).
2.3.4. Natural Bridge or Tunnel. Natural bridges may be the remains of a cave
that collapsed, with only a portion of the ceiling still standing. But while the entrance to
caves can be mysterious or even foreboding, natural bridges are more inviting with the
light at the end of the tunnel beckoning a visitor explore. Natural bridges are usually
shorter than a tunnel and air-filled rather than filled partially with water.
2.3.5. Losing Stream. A losing stream is a stream or river that loses water as it
flows downstream. The water infiltrates the ground, recharging the local groundwater
because the water table is below the bottom of the stream channel. Losing streams are
also common in regions of karst topography where the stream water may be completely
captured by an underground cavern system and become a subterranean river.
2.3.6. Cave. A cave is a hollow place in the subsurface, or an air-filled
underground void. A specifically, a cave is natural underground space large enough for a
human to enter and often extends deep underground. The formation and development of a
cave is known as speleogenesis. Caves are formed by various geologic processes and can
be variable sizes. This may involve a combination of chemical processes, erosion from
water, tectonic forces, microorganisms, pressure, and atmospheric influences.
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2.3.7. Spring. A spring can be developed where surface water has infiltrated the
Earth's surface (recharge area) due to karst topography, thereby becoming part of the
area’s groundwater. The underground water then penetrates through a network of cracks
and fissure openings, ranging from intergranular spaces to large caves. The water
emerges from below the surface in the form of a karst spring. A confined aquifer forces
the spring to appear on the surface land.

2.4. OVERVIEW OF SINKHOLE FORMATION PROCESS
Sinkholes, also called dolines, form in the same manner that caves are formed
(dissolution of soluble rocks by surface water and groundwater to create a void or an
opening in the soil or rock). Sinkholes are the most diagnostic surface expression of karst
landscapes. They are important near-surface indicators of active karst features such as
dissolution-enlarged fractures, caves, and conduits. Sinkholes can vary from a few feet to
hundreds of acres wide and from less than 1 to more than 100 feet deep. Some are
rounded in shape, whereas others have vertical walls. Although most sinkholes drain
rapidly, some have natural plugs and may hold water for many years. There are three
types of sinkholes: Collapse Sinkholes, solution-sinkholes, and cover-subsidence
sinkholes.
2.4.1. Collapse Sinkholes. Collapse Sinkholes are karst-related features that are
not bound by a defined drainage area. Collapse sinkholes form as a void in the soil layer
migrates toward the surface. A sudden collapse occurs when the roof of the cavity can no
longer support its own weight and caves-in, creating an abrupt and dramatic sinkhole. A
collapse sinkhole will commonly develop in the floor of an existing depression sinkhole.
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Sinkhole collapses are very common in the Ozarks. On average, the southwest Missouri
responds to over 30 reported collapses every year. A sinkhole of this type can be
dangerous if someone were to fall in and should therefore be repaired or fenced off as
soon as possible.
2.4.2. Solution-Sinkholes. Solution-sinkholes occur in areas where carbonate
rocks like limestones and dolostones are exposed at land surface or are covered by thin
layers of soil and permeable sand. Dissolution is most active at the limestone surface and
along joints, fractures or other openings in the rock that permit water to move easily into
the subsurface. When rain falls, surface water percolates through joints in the carbonate
rock and the dissolved rock is carried away from the surface, forming a small depression.
Further drainage of the carbonate surface accelerates the dissolution process and enlarges
the depression. As more debris is carried into the developing sinkhole, water outflow may
be plugged to form a pond and may hold water for years. Solution sinkholes tend to have
gently sloping sides and seldom pose a hazard by collapsing.
2.4.3. Cover-Subsidence Sinkhole. Cover-Subsidence Sinkhole is one of the
most dramatic forms of land subsidence is the collapse of the ground surface into natural
underground caverns. The material can no longer support its own weight, and a sudden
collapse forms this type of sinkhole. Heavy rainfall, drought, or mechanical loading can
trigger this type of sinkhole. The collapse is generally abrupt and can be catastrophic. A
sinkhole formed in this manner is often fairly circular with steeply sloping sides. The
sinkhole that developed in Exeter, Missouri is pictured in Figure 2.7 and Figure 2.8.
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Figure 2.7. Buildings collapse into a sinkhole at Disney World in, Florida.
(http://www.csmonitor.com/Science/2013/0813/Sinkhole-Disney-World-visitorswalking-on-holey-ground).

Figure 2.8. Buildings collapse into a sinkhole at the Summer Bay Resort in Clermont,
Florida. (http://www.amusingplanet.com/2013/09/disastrous-sinkholes).
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In Missouri, this type of sinkhole is more common than the other types based on
the mechanism of its formation and nature of overburden materials. In areas where
limestone is buried beneath a sufficient thickness of unconsolidated material, few
sinkholes generally occur. If the overburden is dense plastic clay, its low permeability
may impede downward movement of surface water and slows the development of
solution cavities in the underlying limestone.

2.5. KARST TOPOGRAPHY IN MISSOURI
Missouri is one of seven states with karst terrain. Approximately 59% of Missouri
is covered by carbonate rock, most of which is exposed (Vandike, 1997). Major karst
areas in Missouri occur in the Mississippian rocks.
Three of the four largest metropolitan areas in Missouri (St. Louis, Springfield,
and Columbia) are located almost entirely on karst terrain. Most of the karst features in
Missouri are advanced in the southwest Missouri and Salem plateaus. However, there are
also karst features north of the Missouri River. Karst terrain is particularly susceptible to
catastrophic collapse. Furthermore, contaminants can also become concentrated in karst
depressions, so knowledge of the bedrock topography can be useful in remediation work
(Vandike, 1997).
The Ozark Plateau Aquifer is a large system comprised of many smaller aquifers
spread over a large geographic region across Oklahoma, Missouri, Kansas, and Arkansas.
This system consists of Ozark aquifers, St. Francois aquifers, and the Springfield Plateau.
It has been the most significant water source for southwest Missouri, northeastern
Oklahoma, southeast Kansas, and northern Arkansas (Macfarlane et al., 2005).
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The Ozark area is experiencing a significant population growth in southern
Missouri regions; the population grew increased by 11% in 1990 and 27% in 2000,
(Missouri Department of Conservation, 2005). According to the Missouri Department of
Natural Resources, there are over 5,500 caves, more than 9,500 sinkholes, more than
2,800 springs, and loosing streams recorded in Missouri (Vandike, 1997).
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3. GEOPHYSICAL INVESTIGATIONS

Several techniques have been used to characterize karst terrain. More detailed
investigations of the shallow subsurface often rely on boreholes control to characterize
subsurface conditions, but due to the spatial variability of karst terrain, and information
from individual boreholes may be insufficient for a complete site evaluation. Geophysical
exploration methods have been used in several fields to study a wide range of targets
within the subsurface, such as discovering the shallow structure of subsurface and
properties at depths up to 100ft. (30m).
Geophysical data can provide suitable continuous coverage between boreholes
and significantly decrease ambiguity (subsurface conditions). Numerous geophysical
techniques including multichannel analysis of surface waves (MASW) and electrical
resistivity tomography (ERT) can be employed to characterize the subsurface in complex
terrain like karst regions (Doolittle et al., 1998; Miller et al., 2005; Thierry et al., 2005;
Schrott & Sass, 2008). A combination of methods is often used to constrain the
interpretation because each technique has inherent advantages and drawbacks.

3.1. MULTICHANNEL ANALYSIS OF SURFACE WAVES (MASW)
3.1.1. Overview. Multichannel Analysis of Surface Waves (MASW) is a nondestructive seismic survey method based on the measurement of seismic surface waves
generated by seismic source (active MASW) or ambient noise from cultural activities
(passive MASW) for evaluation of the elastic condition (stiffness) of the ground for
geotechnical purposes. Nowardays MASW is a commonly used geopgysical technique
because of its effectiveness for providing shear-wave velocities measurements and
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simplicity of use (Park, 2013). The MASW method has become one of the main surface
wave methods to determine shear-wave velocitiy variations for geophysical and civil
engineering applications with observed difference of approximately 15% error between
the results obtained by MASW and borehole control measurements (Xia et al., 2002; Xia,
2014). Typical MASW survey can be broken down into three steps: data acquisition, data
processing, data interpretation. Final shear-waves profile can be presented in 1D, 2D and
3D formats (Park and Taylor, 2010).
3.1.2. Basic Concept. MASW method utilizes frequency-dependent properties of
particular type of seismic surface waves (fundamental-mode Rayleigh waves)
horizontally travelling along the earth surface directly from the impact point to the
receiver spread. The method provides the shear wave velocity information in 1-D (single
vertical shear wave velocity profile), 2-D (shear-wave velocity cross-section) or 3-D
(interpolation between densely distributed 1-D profiles) formats.
3.1.3. Seismic Waves. In general, seismic waves are parcels of strain energy that
propagate outwards from a seismic source. There are two main categories of seismic
waves that propagate within the ground and along its surface: body waves and surface
waves (Aki & Richards, 2002, Evrett, 2013).
3.1.4. Body Waves. There are two types of body waves: compression waves (the
longitudinal, primary or dilatational) and S-waves (the transverse, secondary, or shearwave).
Body waves can propagate through the internal energy of an elastic solid and may
be one of two types. In compressional/dilatational primary (or P-) waves, the particles of
the medium move in the direction of wave travel, involving alternating expansion and
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contraction of the medium. The particle motion of compressional waves is parallel to the
motion of the wave propagation, causing the dilatation and compression of elementary
volume particles (Aki & Richards, 1980), as shown in Figure 3.1(a)).

Figure 3.1. Elastic deformations and ground particle motions associated with the passage
of body waves. (a) P-wave. (b) S-wave (Bolt, 1982).

3.1.5. Surface Waves. Surface waves are results of interfering P-waves and/or Swaves travelling primarely along the free surfaces or along the boundary of dissimilar
materials (Kearey, Brooks, & Hill, 2002). They induce particles motion which is
perpendicular to the direction of wave propagation and has both a vertical and a
horizontal component. There are two types of surface waves that are most interesting for
engineering purposes based on their modes of propagation, dispersion velocities and the
depth range of the associated particle motion: Rayleigh waves and Love waves. Rayleigh
waves travel along a boundary with particle motion in vertical direction along the wave
patch and always exist in the presence of a free surface. Love waves induce particles
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motion which is horizontal and transverse to the direction of wave propagation and only
generated in conditions where a soft layer overlying a stiffer layer (Parasnis, 1997). Since
their particle motion is always horizontal, Love waves are rarely recorded in seismic
surveys where only vertical source and receivers are used (Park et al., 1997), as shown in
Figure 3.2.
They represent the strongest portion of the signal received during a seismic
survey. For the preliminary location, an average value of Vp/Vs = 1.73 of the ground
crust is used. However, Vp/Vs can be determined with a fair degree of accuracy by the
Wadati-plot method (Wadati, 1933).
Vp = 1.7 Vs

(3.1)

The speed of wave propagation is NOT the speed at which particles move in
solids (~ 0.01 m/s).

Figure 3.2. (a) Rayleigh wave motion. (b) Love wave motion
(http://thinkgeogeek.blogspot.com).
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More specifically, in this technique, phase velocities are calculated for each
component frequency of the field-recorded Rayleigh waves. The resulting dispersion
curve (phase velocity vs. frequency) is inverted using a least squares approach, and a
vertical shear-wave velocity profile is generated (Miller et al., 2000; Nazarian et al.,
1983; Stokoe et al., 1994; Park et al., 1999a, 1999b, 2000; Xia et al., 1999).
Rayleigh waves result from the interaction of P-waves and vertical (SV) waves
with the surface of the ground (Aki & Richards, 1980). The particle motion of Rayleigh
waves moves perpendicular to the surface but travels along the wave path (Kearey,
Brooks & Hill, 2002). The wave motion is retrograde (counterclockwise) closest to the
surface, but becomes prograde (clockwise) at greater depths. More than two-thirds of the
seismic energy that is generated is imparted (Loke, 2000).
Particle motion associated with Love waves is parallel to the free surface and
perpendicular to the direction of the waves, whereas Rayleigh waves move perpendicular
to the surface but travel along the wave path (Kearey, Brooks and Hill, 2002). Love
waves are a form of a polarized shear wave and are observed in a multilayer media when
the shear wave velocity of the top layer is less than that of the lower layer (Parasnis,
1997). They are the fastest surface wave, move along the ground from side-to-side and
are confined to the surface of the crust. Since their particle motion is always horizontal,
(Love) waves are seldom recorded in seismic surveying where only vertical sources and
receivers are used (Park et al., 1997).
3.1.6. Rayleigh Waves in Homogeneous Elastic Half-Space. Rayleigh waves
generated by a vertical point source on a free surface propagate along cylindrical
wavefronts away from the impact point (Richart, Hall, & Woods, 1970). Body waves
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propagate radially, from the exterior of the source, both into the medium and along the
surface, along a hemispherical wavefront, as shown in Figure 3.3. As the waves transfer
outward and encounter an increasingly larger volume of material, their amplitude
decreases.

Figure 3.3. Distribution of compressional, shear and Rayleigh waves generated by a point
source in a homogeneous half-space, isotropic, elastic half-space (Richart et al., 1970).

This is called geometrical spreading (or geometrical damping) (Aki & Richards,
1980; Richart et al., 1970). In a homogeneous elastic half-space, the amplitude of
Rayleigh waves decreases as r-0.5, where r is the distance from the impact point. For
comparison, the amplitude of body waves decreases as r-2 along the surface and r-1 into
the medium. As two-thirds of the total seismic energy is imparted into Rayleigh waves
and Rayleigh waves decay more slowly with distance than body waves, the wave field
becomes dominated by Rayleigh wave motion at nearest distances from the seismic
source (Richart et al., 1970). Around 67% of the seismic energy is imparted into Rayleigh
waves, while about 26% is imparted into shear waves and 7% into compressional waves
(Woods, 1968).
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The amplitude of Rayleigh waves decays exponentially with depth (Richart et al.,
1970). The simplest method is attribution of a factored shear wave phase velocity
(usually 0.9 times the Rayleigh wave velocity (Joh 1996, Foti 2000 & Okada 2003) to a
depth equivalent to a fraction of the Rayleigh wavelength, λ. Fractional depth factors
range from λ/4 to λ/2 (Jones1958, Ballard & McLean 1975; Abbis, 1981).
Gazetas (1982) recommended that λ/4 be used where the stiffness increases
significantly with depth and that λ/2 be used for more homogeneous stiffness profiles.
However, a factor of λ/3 is most commonly used (Bullen 1963 & Richart et al., 1970)
because a significant proportion of the particle motion in the ground associated with
Rayleigh wave propagation is approximately this depth. The horizontal and vertical
Rayleigh wave displacement amplitudes as a function of dimensionless depth are shown
in Figure 3.4 for several values of Poisson’s ratio (v) = 0.25 (Richart et al., 1970).
Rayleigh waves have unique properties that allow them to be transformed into
subsurface shear-wave velocity profiles (Surf-Seis, 2006). Rayleigh waves are dispersive
in nature (different frequencies travel with different phase velocities). The highest usable
Rayleigh wave frequency that has been recorded (for geotechnical purposes) involves
particle motion within the shallowest depth range (approx. 1 Rayleigh wavelength;
typically upper few ft) and travels with a velocity that is mostly a function of the average
shear-wave velocity within that depth range.
Intermediate frequencies for Rayleigh waves involve particle motions to
intermediate depths (to approx. 1 Rayleigh wavelength), and they travel with velocities
that are a function of the average shear-wave velocity over those intermediate depth
ranges. Also, the lowest recorded usable frequency involves particle motions to the

30
greatest depth (1 Rayleigh wavelength) and travels with a velocity that is a function of
the shear-wave velocity over that depth range.

Figure 3.4. Displacement amplitude of Rayleigh waves versus dimensionless
depth(Richart et al., 1970).

Equations describing Rayleigh waves propagate along the free surface of the earth
with particle motions that decay exponentially with depth. The lower component
frequencies of Rayleigh waves involve particle motions at greater depths. In a
homogeneous (non-dispersive) medium, Rayleigh wave phase velocities are constant.
Rayleigh wave phase velocities are a function of both the shear-wave and the
compression wave velocities of the subsurface. The interrelationships between Rayleigh
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wave velocities (VR), shear-wave velocities (β) and compression wave velocities (α) in a
uniform medium are expressed in Equation 3.2 (Anderson, 2010):
VR6 - 8β2VR4 + (24 - 16β2 /α2) β4VR2 + 16(β2/α2 – 1) β6 = 0

(3.2)

where
VR is the Rayleigh wave velocity within the uniform medium,
β is the shear-wave velocity within the uniform medium (also denoted as Vs), and
α is the compressional wave velocity within the uniform medium (Also denoted as
Vp).

Although the Raleigh wave phase velocity is a function of both compressional (α)
and shear-wave (β) velocities, it is much more sensitive to variations in β than in α in
Equation 3.3.
VR< β < α

(3.3)

Lower frequencies involve particle motion at greater depths, causing VR to also
vary with frequency.
Equation 3.4 might initially suggest that it would be difficult to extract the shearwave velocity because the equation contains two unknowns (shear and compression wave
velocities). Fortunately, this is not the case because Rayleigh wave phase velocities are
influenced much less by changes in compression wave velocity than by changes in shear
wave velocity. In a uniform medium, Rayleigh wave velocity (VR) and shear-wave
velocity (β) are related by Equation 3.4 (Anderson, 2010):
β = VR/C

(3.4)
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The propagation velocity of individual frequency components is referred to as
phase velocity C. The variable C is a constant that changes slightly depending on
Poisson’s ratio of the material through which the seismic waves travel. Even in extreme
variations of Poisson’s ratio, C only ranges from 0.874 to 0.955 (Anderson, 2010). It is
suggested that if a value for C is assumed and the frequencies (with their respective
surface wave velocities) are recorded, then a shear-wave velocity profile can be
developed through analysis, and a velocity image of the subsurface can be generated
(Anderson, 2010).
Rayleigh wave velocities, as noted in Equation 3.2, are a function of both the
shear-wave velocity and the compressional wave velocity of the subsurface. A plot of the
frequency versus the phase velocity, known as a dispersion curve, visualizes these
relations. The shape of the dispersion curve is referred to as the dispersion characteristic
of the Rayleigh wave (Everett, 2013).
3.1.7. Rayleigh Waves in Vertically Heterogeneous Elastic Half-Space. Shearwave and compressional wave velocities vary with depth. Hence, different component
frequencies of Rayleigh waves (involving particle motion over different depth ranges)
exhibit different phase velocities (Bullen, 1963). The phase velocity of each component’s
frequency is a function of the variable body wave velocities over the vertical depth range
associated with that particular Rayleigh wavelength. More specifically, in the subsurface,
the Rayleigh wave phase velocity equation takes the following form:
VR (fj, CRj, β, α, ρ, h) = 0 (j = 1, 2, …., m)
where
fj is the frequency in Hz,

(3.5)
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VRj is the Rayleigh-wave phase velocity at frequency fj,
β = (β1, β2,….., βn) T is the shear-wave velocity vector,
βi is the shear-wave velocity of the i th layer,
α = (α1, α2, ….., αn) T is the compressional P-wave velocity vector,
αi is the P-wave velocity of the i th layer,
ρ = (ρ1, ρ2,…., ρn) T is the density vector,
ρi is the density of the i th layer,
h = (h1, h2,…., hn-1) T is the thickness vector,
hi is the thickness of the i th layer and,
n is the number of layers within the earth model,
The velocity of Rayleigh waves is comparable to the velocity of shear waves. In a
rock formation with a Poisson ratio of approximately 0.25, the velocity of the Rayleigh
wave is approximately 92 % of the velocity of the shear wave. In materials with rates
from 0.4 to 0.5, the percentage increases to 94 to 95.5 %, respectively (Steeples, 1998).
As a general rule, the velocities of Rayleigh waves are assumed to be approximately 90 to
92 percent of the respective shear-wave (Ivanov, Park, & Xia, 2009; Parasnis, 1997). The
shear-wave velocity can be estimated within a ten percent margin of error using these
assumptions (United States Corps of Engineers, 1995).
The shear-wave velocity of a material is very important when predicting the
impact that an earthquake’s seismic waves will have on a material as the waves pass
through it (Wood, 2009). Knowing the shear-wave velocity of material, one can
determine the shear modulus using the relationship between the shear-wave and soil or
rock as related by Equation 3.3:
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μ=ρVs2

(3.6)

where
μ = shear modulus,
p = mass density, and
Vs = shear-wave velocity.
Rayleigh wave velocities, as noted in Equation 3.5, are a function of both the
shear-wave velocity and the compressional wave velocity of the subsurface. A plot of
frequency versus phase velocity, known as a dispersion curve, visualizes these relations.
The shape of the dispersion curve is referred to as the dispersion characteristic of the
Rayleigh wave (Evrett, 2013). In MASW, phase velocities are calculated for each
component frequency of the field-recorded Rayleigh waves. Then the resulting dispersion
curve (phase velocity vs. frequency) is inverted using a least squares approach, and a
vertical shear-wave velocity profile is generated (Miller et al., 2000; Nazarian et al.,
1983; Stokoe et al., 1994; Park et al., 1999a, 1999b, 2000; Xia et al., 1999). Typical
dispersion curve has multimodal character (multiple phase velocities existing for a certain
frequency). The mode with the lowest phase velocity (at each frequency) is defined as
fundamental mode and exists at all frequencies. Other higher modes, called the first
mode, second mode, etc. They have higher phase velocities and are only exist above a
cut-off frequency that depends on the mode (Evrett, 2013).
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3.2. MULTICHANNEL ANALYSIS OF SURFACE WAVES DATA
ACQUISITION

Rayleigh wave velocities are, in general, shown to increase with depth (e.g. waves
with longer Rayleigh wavelengths and lower frequencies) and propagate faster than those
with shorter wavelengths. The relation between frequency (f) and Rayleigh wavelength is
called a phase velocity (c(f)). These unique characteristics result in a different Rayleigh
wavelength (λ(f) given as (Kramer, 1996) , as shown in Figure 3.5.

Figure 3.5. Rayleigh wave components with different Rayleigh wavelengths propagating
through a layered medium. Wave components with different frequencies reflect soil
properties at diverse depths.

The material properties of the topmost layer have an impact on the phase velocity
of wave component (1), whereas the phase velocities of wave components (2) and (3)
also depend on the properties of the deeper layers.
λ (f) = c(f)/f

(3.7)
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The variable C is a constant that changes slightly depending on Poisson’s ratio of
the material through which the seismic waves travel. Even in extreme variations of
Poisson’s ratio, C only ranges from 0.874 to 0.955 (Anderson, 2010). It is suggested that
if a value for C is assumed and the frequencies (with their respective surface wave
velocities) are recorded, then a shear-wave velocity profile can be developed through
analysis, and a velocity image of the subsurface can be generated (Anderson, 2010).
These unique characteristics result in a different Rayleigh wavelength λ.
Depending on the nature of the seismic source, MASW method can be
categorized as active or passive. The active MASW adopts the conventional seismic
refraction mode of surveying by using an active seismic source, such as a sledgehammer,
accelerated weight drop or vibroseis deployed in traverse along a linear array of receivers
(Park et al., 1999). The passive MASW method utilizes surface waves generated by
natural sources or cultural activities, highway traffic and construction equipment (Park et
al., 2007). Depending on the receiver configuration there are two ways to conduct a
passive MASW survey - the passive remote MASW (Park et al., 2004; Park et al., 2005)
employs a two-dimensional receiver array and the passive roadside MASW (Park and
Miller, 2008) uses linear one-dimensional receiver array. Data acquisition is more
tolerant in parameter selection than other seismic methods because of the easily achieved
high level of signal-to-noise ratio in seismic field records.
For the acquisition of active MASW data, low frequency (for example, 4.5 Hz),
vertically polarized geophones are lined on the test site surface at the appropriate equal
intervals. The number of geophones used is typically 24 or more with a constant intergeophone spacing that is optimized for site-specific geologic conditions (Donohue,
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Forristal, & Donohue, 2013; Lin, Chang, & Chang, 2004). Each geophone is connected to
a separate recording channel (Park et al., 1997) and the whole array is connected to
engineering seismograph and field laptop equipped with software necessary for data
recording. A surface wave is generated with an impact load at one end of the lineup and
the geophones record the resulting wave motion as a function of time. The seismic source
may be a 20-lb sledgehammer, a mechanical impact device, a shotgun or explosives,
depending upon the depth of the investigation and the site-specific conditions. The arrival
of surface wave is detected along a set of geophones and recorded on a seismograph, with
the output of each geophone being displayed as a single trace.
Proper setup of data acquisition parameters is essential for the success of the
surface wave survey. The important field parameters are total length of the receiver
spread, source offset (the distance between the source and the nearest geophone), and
receiver spacing.
As the geophones only record vertical motion, it is important that they are placed
vertically in the subsurface. Each geophone is connected through a separate recording
channel to a data acquisition card and a computer equipped with the necessary data
acquisition software (Figure 3.6.).
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Figure 3.6. The instrumentation used in the MASW tomography survey (Park et al.,
2002).

As illustrated in Figure 3.6, geophones are profiled up on the surface of the test
site. A wave is generated, and the wave propagation is recorded. The maximum depth of
the investigation (Zmax) varies with the site, the natural frequency (fe) of the geophones
and the type of seismic source that is used. The maximum investigation depth is
determined by the longest Rayleigh wavelength that is obtained during data acquisition
(λmax). The following is a commonly adopted empirical criterion (Park & Carnevale,
2010):
Zmax ≈ 0.5λmax

(3.8)

3.2.1. Geophone Spread Length. The overall geophone spread length (D)
defines the longest Rayleigh waves wavelength that can be analyzed. It is also related to
the maximum investigation depth (Zmax), since the length of the receiver array is related
to the longest Rayleigh wavelength that is obtained during data acquisition. A common
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criterion is that the longest Rayleigh wavelength (λmax) that can be analyzed is
approximately equal to the length of the receiver array (Park & Carnevale, 2010):
λmax ≈ D.

(3.9)

Attempts to analyze longer Rayleigh wavelengths than those indicated by
Equation 3.9 can lead to less accurate results. Recent studies have shown that although
there is fluctuating inaccuracy, it will remain within 5% for the interval D ≤ λmax ≤2D
(Park & Carnevale, 2010), because of the uncertainties (noise) always included in the
measurement. A very long receiver spread should be avoided. Surface waves generated
by the most commonly used seismic sources (e.g. reasonably heavy sledgehammers) will
have attenuated noise level at the end of an excessively long receiver spread, making the
signal from the furthermost receivers too noisy to be usable (Park et al., 1999; Xia et al.,
2009). The maximum wavelength that can be accurately analyzed is approximately equal
to the half of the length of the overall geophones spread.
3.2.2. Source Offset. The appropriate choice of source offset eliminates the nearfield effect (the risk that geophones will pick up surface waves that were not fully
developed. Long source offset could generate energy for long-wavelength surface waves.
It can also result in lack of short-wavelength wave components due to the attenuation.
For long offsets, where the distance traveled along the refractor exceeds several Rayleigh
wavelengths, the head wave amplitude decreases by a factor close to the inverse square of
the offset. At smaller offsets, which is likely to be the case for many LVLs (low-velocity
layer or weathering surveys), the amplitude decrease is slightly less. In addition to the
variation of amplitude with the offset, significant attenuation occurs if the refractor is thin
(Press et al., 1954). This effect is normally associated with shingling, a phenomenon
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characterized by a shift of energy to successively later cycles as the offset increases,
producing an echelon pattern, as shown in Figure 3.7.

Figure 3.7. Refraction arrivals showing the shingling degree pattern often associated with
layers.

The source offset needs to change in proportion to the intended maximum
investigation depth, with a conservative calculation being that the source offset is equal to
half of the maximum investigation depth (Park & Miller, 2005). The importance of
choice of optimum offset is that it controls the degree of contamination by a range of
near‐field effects. Surface wave cannot fully develop before it strikes the first geophone
in case of source positioned too close to the receiver spread. The risk of non-planar
surface waves being picked up by the geophones can be minimized by carefully choosing
the source offset (Park & Carnevale, 2010). The minimum source offset required to avoid
near-field effects depends on the longest Rayleigh wavelength that is being analyzed
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(λmax). In most cases, plane-wave propagation of surface waves first occurs when the
source offset is greater than half of the longest Rayleigh wavelength (Park et al., 1999).
The source offset also needs to be sufficiently sized to extend to the primary depth
range of interest. This concept conforms to the common practice with Equation 3.10 and
3.11:

when

X1 ≥ 0.5D

(3.10)

λmax ≈ D

(3.11)

where D is the length of the receiver array. However, studies have shown that this
criterion can be relaxed significantly for MASW surveys (Park et al., 1999, 2002; Park &
Shawver, 2009).
Studies have shown that this criterion can be relaxed significantly for MASW
surveys (Park et al., 1999, 2002; Park & Shawver, 2009). A long source offset, X1 ≥ D,
can potentially enhance energy for long- Rayleigh wavelength wave components, thus
increasing λmax for a receiver array of a given length (Park & Carnevale, 2010).
However, such a long source offset can result in a lack of short- Rayleigh wavelength
components, due to excessive attenuation (Park & Shawver, 2009). A long source offset,
X1≥ D, can potentially enhance energy for long- Rayleigh wavelength wave components,
thus increasing λmax for a receiver array of a given length (Park & Carnevale, 2010).
However, such a long source offset can result in a lack of short- Rayleigh wavelength
components, due to excessive attenuation (Park & Shawver, 2009). The suggested
minimum (X1, min) and maximum (X1, max) source offsets for use in practice are as
follows (Park, 2015):
X1, min = 0.2D

and

X1, max = D.

(3.12)
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The optimum offset (A), based on a layered ground model due to the longer
Rayleigh wavelength components of Rayleigh waves requires longer time or larger
offsets to develop into plane waves (Zhang et al., 2004).

𝐴=

𝜆𝑚𝑎𝑥 𝐶𝑅 𝑚𝑖𝑛
4∆𝐶𝑅

(3.13)

where 𝜆𝑚𝑎𝑥 ,𝐶𝑅 𝑚𝑖𝑛 , and ∆𝐶𝑅 are the longest Rayleigh wavelength, the minimum
phase velocity of Rayleigh waves, and the difference between the maximum and
minimum phase velocities, respectively.
For example, the first shot was acquired with the nearest source offset of 15ft, the
longest Rayleigh wavelength of λmax = 500 ft/sec/25 Hz = 20ft, the minimum phase
velocity of CRmin =180ft/sec and the difference between the maximum and minimum
phase velocities of ΔCR = 500ft/s - 180ft/sec = 320ft/sec. Therefore, the suggested
optimum offset A would be 2.8ft.
3.2.3. Receiver Spacing. The receiver spacing (dx) is defines the shortest
wavelength that can be analyzed and the shallowest resolvable depth of MASW survey.
The minimum investigation depth λmin relates to the minimum distance between
geophones (O’Neill 2003). This assumes that the maximum depth of penetration is
approximately half of the maximum recorded Rayleigh wavelength (Park et al., 2009).
The receiver spacing is related to the shortest Rayleigh wavelength (λmin) that can be
included in a dispersion curve. In general, the receiver spacing should not be greater than
half of the shortest Rayleigh wavelength in order to avoid spatial aliasing (Xia et al.,
2009):
dx ≈ λmin ≈ Zmin
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dx ≤ 0.5 λmin.

(3.14)

Moreover, the receiver spacing acts as a guideline for determining the minimum
thickness (hmin) of the shallowest layer of the layered earth model used in the inversion
analysis (Park et al., 1999; Xia et al., 2009). In other words,
h1 ≥ hmin ≈ dx

(3.15)

where h1 is the thickness of the topmost layer of the earth model.
The receiver spacing (dx) also determines the computational artifacts caused by
the aliasing impact. It sometimes generates some curved streaks in the dispersion image,
caused at the point of dispersion, where the Rayleigh wavelength becomes less than onehalf of (dx).
3.2.4. Orientation. The orientation of the profiles should best depict the
structures of the subsurface, which is as well important for the best possible
interpretation. While interpreting the seismic data, well log data and result from previous
geological surveys and studies of the region are often used in relation to the seismic data
(Sheriff & Geldart, 1995). Furthermore, the effect spacing needs to be small in all
orientation to avoid irregular surface. The subsurface coverage should be uniform with a
consistency between the contribution of different source offsets and azimuths (Bacon et
al., 2003).
Typically, there was a reasonable match between the two surveys from opposite
orientations. If a survey in one orientation produced a poor quality and a difficult-toextract dispersion curve, the survey in the opposite orientation generally produced a
dispersion curve of similar quality, which is largely presumed to be a result of subsurface
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lateral heterogeneities. Processing the data surveyed in both orientations helped limit the
influence of disturbances.
To phrase it differently, both receiver spacing and source array methods can add
additional orientation effects. Subsequently, comprehensively considering the parameters
of the source array, the receiver spacing and the geometry in an acquisition system will
lay a foundation for a high quality and highly efficient seismic survey project.
3.2.5. Topographical Conditions. Topographical conditions are known to have
effect on the quality of the recorded surface wave data and therefore the quality of the
resulting dispersion curves. They can also affect the quality of the acquired surface wave
data and therefore affect the quality of the generated dispersion images (Zeng, Xia,
Miller, Tsoflias, & Wang, 2012). For optimum results, the receivers should be placed on
relatively flat terrain, suitable for Active MASW, as shown in Figure 3.8 (A) and 3.8 (B).

Figure 3.8. Topographical conditions are found to have an effect on the quality of the
recorded multichannel surface wave data. Receivers should be placed on relatively flat
terrain for optimum results (A & B). Surface reliefs greater than 0.1d and the recorded
data (C & D). Adopted from Park (2015).

Surface reliefs within the receiver spread greater than 0.1 d can have a significant
effect on the generation of surface waves (Park, 2015), as shown in Figure 3.8 (C), and
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should therefore be avoided. The slope of the surface along the receiver spread can also
affect the quality of the surface wave records, as shown in Figure 3.8 (D).
However, topography can also interfere with surface wave propagation. Results
of numerical investigations presented by Zeng et al. (2012) indicated that the slope of the
topography along the survey profile (θ) should preferably be less than 10º. A steeper
topography (i.e., a slope angle θ > 10º) can lead to significant errors (greater than 4%) in
estimation of the Rayleigh wave dispersion characteristics (Zeng et al., 2012).
In theory, maximum investigation depth is defined by the longest surface wave
wavelength generated during the data acquisition. On practice, the maximum
investigation depth also depends on the survey site and type (strength) of seismic source.
A heavier source provides increased investigation depth. For example – the use of 20 lb.
sledgehammer typically results in 30 – 100ft. (10 – 30m) depth of investigation. Recent
studies reported that use of non-metallic plate placed in the impact point can generate
stronger energy at the lower frequency part of surface waves than a conventional metallic
plate (Cui, 2013). Also, the maximum investigation depth is determined by the longest
Rayleigh wavelength that is obtained during data acquisition.
Recording frequency of 1000 Hz (sampling interval of 1ms) is most commonly
used in active MASW surveys. The total recording time of 1 second is usually used for
the impulsive seismic source MASW surveys.
3.2.6. Resolution of MASW Data. Another important thing to consider is the
desired resolution of MASW data. Resolution is mostly a function of the receiver
spacing, which is directly related to the shortest wavelength and therefore determines the
shallowest resolvable depth of investigation. The total length of the receiver spread is
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directly related to the longest wavelength that can be analyzed, which in turn defines the
maximum depth of investigation. The source offset distance controls the possible degree
of contamination by the near-field effects (surface waves are formed through interference
of body waves generated from reflections and refractions, so they require to propagate a
certain minimum distance from the source to fully develop, which may result in both
underestimation or overestimation of Rayleigh wave phase velocity due to the body
waves contamination near to the source). Vertical stacking with multiple impacts can
suppress ambient noise significantly, producing a high signal to noise ratio. This is good
in surveys in urban areas. Three to five vertical stacks are recommended during survey.

3.3. MULTICHANNEL ANALYSIS OF SURFACE WAVES DATA PROCESSING
Various component frequencies of Rayleigh waves involve particle motion at
various depths. For example - the lower frequencies involve particle motion at greater
depths. So the different component frequencies of Rayleigh waves exhibit different phase
velocities. The whole MASW technique is based on the relationship between the
Rayleigh wave phase velocities and the depth-range of associated particle motion.
The quality of the acquired surface wave records can be evaluated in terms of the
resolution of the phase velocity spectrum, i.e., the sharpness of the amplitude peaks
observed at each frequency, the extractable frequency range and the continuity of the
fundamental mode high-amplitude band.
The quality of the MASW data can also be affected by natural geologic conditions
that may not produce well-defined dispersion curves and cannot be used to calculate
reliable shear-wave velocity models.
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After data acquisition, field records are analyzed using SurfSeis software
developed by Kansas Geological Survey (KGS). In order to convert seismic record to an
estimate of shear wave velocity, three crucial steps must be performed: generation of
dispersion image (overtone - a graphic representation of intensity in phase velocity and
frequency space) and extraction of the fundamental-mode dispersion curve from it. The
software calculates phase velocities for each component frequency of recorded MASW
data to generate the resultant dispersion image to extract the dispersion curve. Then, the
curve is inverted using a least–squares approach to generate a vertical shear-wave
velocity profile. Basically, software performs wavefield transformation from offset-totime domain into phase velocity-to-frequency domain (multichannel record, time-space
domain, to dispersion image, frequency-phase velocity domain). Then MASW data are
being inverted to generate 1-D (depth) shear wave velocity profile. Figure 3.9 displays
the raw seismic record, dispersion curve extracted from the overtone image, and the
resulting shear wave velocity profile.
3.3.1. Dispersion Analysis. The intent of dispersion analysis is to estimate one or
more dispersion curves that are in turn passed into the next step of inversion process. The
following are the most influential factors affecting the dispersion analysis:
1. Frequency range for depth of investigation,
2. Approximate phase velocity range,
3. Easy characterization of higher modes, and
4. Identification and reduction of noise events.
The influence of these factors on the analysis is highly dependent on the data
quality (signal-to-noise ratio, S/N). A “good” quality data set suggests that surface-wave
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is the most prominent seismic event (with highest S/N), whereas a “bad” quality data set
is usually contaminated by noise. In the dispersion curve analysis, the fundamental mode
surface waves are the signal, and everything else is noise. Noise includes all higher-mode
surface waves as well as all body wave events.

Figure 3.9. (A) Acquisition seismic time series data; (B) Dispersion curves extraction
frequency and phase velocity; and (C) 1-D shear-wave velocity profiles Vs. 1-D depth
curve (http://www.kgs.ku.edu/software/surfseis/gifs/masw).

Software also performs evaluation of an approximate phase velocity range for the
surface waves. It generally ranges from as low as 650ft/sec (or 200m/sec) to as high as
2,500ft/sec (760m/sec) depending on the material type. This information is used by the
program to initiate the analysis by searching within this range for a phase velocity
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corresponding to a certain surface wave frequency with the greatest coherence throughout
the entire range of offset and the highest signal-to-noise ratio which is indicative of a
high confidence in the acquired phase velocity (Figure 3.9). The SurfSeis software
calculates phase velocities within the specified frequency range. This calculation can be
run multiple times using different values and varieties of parameters, examining the
output curves until an optimum solution is identified. In general, the curve with the
highest signal-to-noise ratio (S/N) represents the best option. The quality of a dispersion
curve is judged according to two criteria: the signal-to-noise ratio (S/N) and the general
dispersion curve direction.
The next processing step is an extraction of a fundamental-mode dispersion curve
from the dispersion image. This extracted curve is called a "measured" dispersion curve
that is an input data to the next data analysis step (inversion). The quality of the acquired
surface wave records can be evaluated in terms of the resolution of the phase velocity
spectrum, i.e., the sharpness of the amplitude peaks observed at each frequency, the
extractable frequency range and the continuity of the fundamental mode high-amplitude
band. The quality of a dispersion curve is judged according to two criteria: the signal-tonoise ratio (S/N) and the general dispersion curve direction. The quality of the ‘match’
between the two curves is evaluated on the root‐mean‐square error (Xia et al., 1999). The
inversion of a dispersion curve using SurfSeis Software is particularly straightforward, as
it is a fully automated process that removes any human error incurred during the
calculations.
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3.4. MULTICHANNEL ANALYSIS OF SURFACE WAVES DATA
INTERPRETATION

Data interpretation of MASW involves the analysis of the variations of the shear
wave velocities with depth with a goal to transform the output velocity model into a
geologic model of the subsurface.
Interpretation of the subsidence features in karst terrain environment is difficult
because of the inherent complexity of the subsurface and the resolution limits of MASW
technique. Shear wave velocity models can clearly show the low-velocity zones, which
can be interpreted as sinkholes, voids, fractured bedrock, or naturally in-filled collapsed
features.
In Missouri for example, the shear wave velocity value used to determine the
depth to top of bedrock is mostly 1000ft/sec. but can vary. Again, highly stiff earth
materials have relatively high shear wave velocities compared to fractured or weak earth
materials (Table 3.1).
Reliability of output shear-wave velocity data decreases as lateral and vertical
heterogeneity of soil/rock increases. Therefore, site conditions should be considered; the
immoderate dip of the subsurface layer along the survey line (more than about 10
percent), disadvantageous topography, or known high lateral variability in soil or rock
properties may be reasons to reject field data as inconvenient for interpretation in terms
of simple vertical variation of subsurface.
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Table 3.1. Shear wave velocity (Vs) of some earth materials (National earthquake hazards
reduction program).

3.5. ELECTRICAL RESISTIVITY TOMOGRAPHY (ERT)
3.5.1. Overview. Electrical Resistivity Tomography (ERT) is a nondestructive
geophysical technique based on the electrical resistivity method. ERT has been used for
decades as an effective environmental and geotechnical tool. In particular, ERT
methodology is widely used for determining the maximum depth of rock, acquiring
information on the elevation of soil, the top of rock, etc. This method is especially
preferred for vision characterization in karst terrain (Zhou, 1999).
The purpose of an electrical resistivity survey is to determine the subsurface
resistivity distribution in karst characteristics, such as caves, that may or may not be
easily recognizable on the subsurface. Areas where the top of rock is limestone or
gypsum, like it is in Missouri have a high probability of karst development. Karst areas
commonly lack surface water and have numerous streambeds that are dry except during
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periods of high runoff. When an electrical resistivity tomography survey is conducted in
karst terrain, current flow is generally assumed to be electrolytic rather than electronic.
Surface electrical resistivity surveying is based on the principle that the partition
of electrical potential on the subsurface around a current-carrying electrode depends on
the soil’s materials and rock to demonstrate the variations in their electrical resistivity
because of the variations in their mineral content, permeability, fluid saturation, porosity,
etc. After that, areas of the subsurface undergoing dissolution can be differentiated from
the top of rock by measuring the resistivity of the subsurface in good resolution.
3.5.2. Ohm’s Law and Resistivity. The fundamental principle behind the
combination and interpretation of electrical resistivity measurements was created in the
electrical physical theory of Ohm’s law. Ohm’s law, Equation 3.16, states that the
product of the electrical current, I, and the resistance of the wire, R, through which the
current passes is equivalent to the potential difference, V, across the conductor:
V = IR

(3.16)

According to Gibson and George (2003), this relationship is best represented by
envisioning a current passing through a thin wire. The expounded application of Ohm’s
law has made this relationship a capstone concept in the study of electrical theory. Units
for electrical potential, current and resistance are volts, amperes and ohms, respectively.
As indicated, the conductor element can be tangibly described as a wire element.
The resistance of the wire is related to both the geometric shape and material
attributes of the wire. The geometry of the wire is typically cylindrical, possessing a
length and cross-sectional area, and is made of a conductive material. The total resistance
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of the wire element, R, is the product of the material resistivity, ρ, and the ratio of the
wire length and cross-sectional area:
R = ρ (L/A).

(3.17)

Considering the physical relationship between the geometry of the conductor and
the material property, Equation 3.16 can be manipulated to from Equation 3.17 to
determine the material resistivity of the conductor element.
This form states that the units for resistivity depend on the volume of the space
through which the current travels. Typical units for resistivity, ρ, include ohm-meters and
ohm-centimeters (Gibson & George, 2003).
In a similar situation, the measurement of the potential difference can be related to
the dissipation of the electrical current within an infinite, homogenous half-space. In this
instance, the application of an electrical current travels in radial fashion out from the
point of origin. During the current application, the resistance at any location away from
the source point within the homogeneous mass can be found by determining the radius
from the point of origin and the surface area of the respective hemispherical equipotential
surface. Relating this model to the original wire example, Equation 3.17 can be rewritten
using the radius, r, as the distance for which the current travels and the surface area of the
resulting equipotential surface, 2πr2.
R = ρ(r/2πr2) = (ρ/2πr)

(3.18)

Equation 5.4 describes the system resistance at any point away from the source
point within the homogeneous mass. Using the resistance term from the mentioned
homogeneous earth model, Equation 3.19 relates the resistance of the earthen model to
Ohm’s law:
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V = IR = I (ρ/2πr)

(3.19)

where
U = potential, in V,
ρ = resistivity of the medium, and
r = distance from the electrode.
Likewise, the potential difference between any two points within the
homogeneous mass would be the difference between the two equipotential surfaces, as
expressed in Equation 5.5 (Gibson & George, 2003):
𝜌𝐼

𝜌𝐼

𝑈 = 2𝜋 𝑟𝐴 − 2𝜋𝑟 𝐵 =

𝜌𝐼
2𝜋

1

1

[𝑟 𝐴 − 𝑟 𝐵 ]

(3.20)

where
rA and rB = distances from the point to electrodes A and B
Equation 3.21 relates the applied current, I, and measured potential difference, V,
to a constant value that accounts for spatial considerations, or the way in which the
reading was acquired. This model, a concept of equipotential surfaces, and means of
measuring potential differences between various surfaces, is fundamental in the
interpretation of collected field data (Gibson & George, 2003).
ρ = (2πU/I) [1/ [(1/ra)-(1/rb)]

(3.21)

Figure 3.10 explains the electric field around the two electrodes regarding
equipotential and current lines. The equipotential represents the imagery projectiles or
bowls surrounding the current electrodes where the electrical potential is equal on each
one. The current lines represent a sampling of the infinite paths followed by the current,
which are defined by the condition that they must be everywhere and normal to the
equipotential surfaces.

55

Figure 3.10. Equipotential and current lines for a pair of current electrodes, A and B, in a
homogeneous half-space.

In a homogenous condition, the measured resistivity will be equivalent to the real
value of resistivity at a given location within the media. However, the occurrence of a
homogenous condition is rare in practice, if not nonexistent. A collected reading is
considered an apparent resistivity measurement in order to account for the inherent
heterogeneity of the subsurface. Visual resistivity is the resistivity of a theoretical,
homogeneous half-space that complements the measured current and potential difference
for a particular measurement scheme (United States Corps of Engineers, 2001). Mostly,
the obvious resistivity value is an average reading of the energized soil mass engaged
during the measurement. Numerically, the obvious resistivity can be expressed by
Equation 3.22:
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𝑉 = 𝑈𝑀 − 𝑈𝑁 =

𝜌𝐼
2𝜋

1

1

1

1

[ 𝐴𝑀 − 𝐵𝑀 + 𝐵𝑁 − 𝐴𝑁]

(3.22)

where
UM and UN = potentials at M and N, and
AM = distance between electrodes A and M, etc.
These distances are always the actual distances between the respective electrodes,
whether or not they lie on a line. The quantity of the brackets, S is a function only of the
various electrode spacing. The quantity is denoted by 1/K, which allows the equation to
be rewritten as:
𝑉=

𝜌𝐼

1

2𝜋

𝐾

(3.23)

where
K = the array geometric factor.
Equation 3.24 can be solved for ρ to obtain
𝜌 = 2𝜋𝐾

𝑉
1

.

(3.24)

The resistivity of the medium can be established from the measured values of V, I
and K, the geometric factor. The variable K is a function only of the geometry of the
electrode arrangement.
When these measurements are made over real heterogeneous earth, as
distinguished from the fictional homogeneous half-space, the symbol ρ is replaced by ρa
for apparent resistivity. The resistivity surveying problem is reduced to its essence. The
use of apparent resistivity values from field monitoring at various locations, and with
various electrode configurations, is designed to estimate the actual resistivity of several
earth materials present at a site and to locate their confines spatially below the surface of
the site.
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An electrode array with stationary spacing is used to investigate the lateral
changes in apparent resistivity, reflecting the lateral geologic variability or localized
anomalous features. The size of the electrode array is varied as we investigate how
changes in resistivity affect depth.
The resistivity is clearly affected by a material at increasing greater depths (hence
the larger volume) as the electrode spacing is increased. Because of this impact, a plot of
apparent resistivity against electrode spacing can be used to signal vertical variations in
resistivity.
The geometric coefficient, K, varies with array types. The spacing and layout of
the current and potential electrodes impact the induced equipotential fields created within
the earthen mass. The geometric factor for a general four probe system can be derived
from Equation 3.21(Gibson & George, 2003).
3.5.3. Relationship between Geology and Resistivity. Electric current flows in
subsurface materials at shallow depths through two main methods. They are electronic
conduction and electrolytic conduction. In electronic conduction, the current flow is via
free electrons, such as in metals. In electrolytic conduction, the current flow is via the
motion of ions in groundwater. In engineering and environmental surveys, electrolytic
conduction is the more common mechanism. However, electronic conduction is
important when conductive minerals are present, such as metal sulfides and graphite in
mineral surveys.
The resistivity of common rocks, chemicals, and soil materials (Keller &
Frischknecht, 1966: Daniels & Alberty, 1966: Telford et al., 1990) is shown in Figure
3.11. Igneous and metamorphic rocks typically have elevated resistivity values. The
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resistivity of these rocks is greatly dependent on the degree of fracturing and the
percentage of the fractures that are filled with groundwater. Thus, a given rock type can
have a large range of resistivity, from about 1000 to 10 million Ω⋅m, depending on
whether it is wet or dry. This characteristic is useful in the detection of fracture zones and
other weathering features, such as in engineering and groundwater surveys.
Sedimentary rocks, which are usually more porous and have higher water content,
normally have lower resistivity values compared to igneous and metamorphic rocks. The
resistivity values range from 10 to about 10000 Ω⋅m, with most values below 1000 Ω⋅m.
The resistivity values are dependent on the porosity of the rocks and the salinity of the
contained water.
Unconsolidated sediments generally have even lower resistivity values than
sedimentary rocks, with values ranging from about 10 to less than 1000 Ω⋅m. The
resistivity value is dependent on the porosity (assuming all of the pores are saturated) as
well as the clay content. Clay soil normally has a lower resistivity value than sandy soil.
However, one should note the overlap in the resistivity values of the different classes of
rocks and soils should be noted. This is because the resistivity of a particular rock or soil
sample depends on a number of factors, including the porosity, the grade of water
saturation, and the concentration of dissolved salts. The resistivity of groundwater varies
from 10 to 100 Ω⋅m, depending on the concentration of the dissolved salts (Loke el al.,
2011).
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Figure 3.11. The resistivity of rocks, soils, and minerals (Keller & Frischknecht, 1966;
Daniels & Alberty, 1966; Telford et al., 1990).

3.5.4. Electrical Resistivity Array Configuration. In theory, soil resistivity
could be measured by using a single current source and receiver element. In practice, this
is not feasible due to the contact resistance between the earth and the electrode pair. To
overcome this phenomenon, four electrodes are used for measurement: two electrodes
provide current to the subsurface and two electrodes measure the potential difference
between the earth materials (Milson, 1996). Current electrodes are identified as C1 and
C2 (or A and B), and potential electrodes are identified as P1 and P2 (or M and N) (Loke,
2000), as shown in Figure 3.12.
The types of electrode arrays that are most commonly used are Wenner (Figure
3.12a, Schlumberger (Figure 3.12b), pole-dipole (Figure 3.12c) and Dipole-Dipole
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(Figure 3.12d). Other electrode configurations are either used experimentally, on nongeotechnical problems, or are no longer popular. Some of these include the Lee, halfSchlumberger, Polar Dipole, and gradient arrays.
In any case, the geometric factor for any four-electrode system can be found from
Equation 3.22 and can be advanced for more complicated systems by using the rule
illustrated in Equation 3.20. It can also be seen from Equation 3.25 that the current and
potential electrodes can be interchanged without affecting the results; this property is
called reciprocity (Milson, 1996). For the purpose of this research, the discussion will
concentrate on the Dipole-Dipole array, which was used during these studies.
Unlike to the Wenner and Schlumberger arrays, the configuration of the DipoleDipole array does not place the potential electrode pair inside the current electrode pair.
Current and potential electrode pairs have common interior spacing and are separated by
a distance ten times the internal spacing of the electrode pair. The Dipole-Dipole array is
ordinarily used for performing tomography survey due to the array’s ability to resolve
lateral variations. In comparison to the Wenner and Schlumberger arrays, the DipoleDipole array has a weak signal and is more susceptible to the effects of ambient or
cultural, noise.
If the division between both pairs of electrodes is the same, a, and the division
between the centers of the Dipoles is restricted to a (n+1), the resistivity is given by
𝑉

ρa = πaπ(n+1) (n+2) 1 .

(3.25)

3.5.5. Wenner Array. The Wenner array is described by the equal spacing
between all four electrodes. The two current electrodes, C1 and C2, are placed on the
outside of the array during which the potential electrodes, P1 and P2, reside inside of the
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array. The potential measurements are possessed at the mid-span of the potential
electrodes at a depth of approximately 0.5 to 1.0 times the electrode spacing (also known
as the spacing). Different depth measurements are made by varying the period spacing of
the array, as shown in Figure 3.12a.

Figure 3.12. These are some commonly used electrode arrays and their geometric factors.
Note that for the multiple gradient arrays, the total array length is‘(s + 2) an’, the distance
between the center of the potential Dipole pair is P1-P2 and the center of the current pair
C1-C2 is given by ‘ma.’ 'British Geological Survey (c) NERC 2013. K = Geometric
Factor.

In an exemplified homogeneous earth model, the sensitivity of the Wenner array
provides a pattern with strong horizontal layering immediately below the potential
electrode pair. Because the focus of vertical electrical sounding (VES) is to differentiate
between horizontal layering beneath a common point, the Wenner array is a practical
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array for this application. The high signal of the Wenner array also makes the array
suitable for use in noisier environments (Loke, 2000).
3.5.6. Schlumberger Array. The Schlumberger array is arranged with two
current electrodes on the outside of the array, set apart by a distance of at least five times
the space between the two interior potential electrodes. The potential difference
measurement is believed to show incorrect at the mid-span of the potential internal
electrodes, at a depth of approximately one-half of the length between the current
external electrodes. Similar to the Wenner array, the Schlumberger array provides a high
signal directly below the potential electrode pair, as shown in Figure 3.12b.
The Schlumberger array is preferred for VES applications due to the strong
horizontal resolution and ease of setup in the field. As compared to the Wenner array
where all four electrodes must be repositioned after each test,
The Schlumberger array is preferred for VES applications due to its strong
horizontal resolution and ease of setup in the field. As compared to the Wenner array,
where all four electrodes must be repositioned after each test, the Schlumberger array
only requires that the two exterior current electrodes be moved to acquire a new
measurement. The potential interior electrodes are moved only as the current electrodes
are spaced beyond the practical limits of the survey. That movement occurs when the
ratio between the potential electrode spacing and the space between the exterior current
electrode and positional electrodes in the mid-span is greater than 0.4 (United States
Corps of Engineers, 1995).
3.5.7. Dipole-Dipole Array. The Dipole-Dipole array is logistically the most
appropriate in the field, particularly for large spacing and for 2-D imaging. The
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convention for the Dipole-Dipole array shown in Figure 3.12d is that the current and
voltage electrode spacing are the same, a, and the spacing against them is an integer
multiple of a. The Dipole-Dipole array is usually used for performing tomography
surveying due to the array’s ability to resolve lateral variations. For a comparison against
the Wenner and Schlumberger arrays, the Dipole-Dipole array has a weaker signal and is
very susceptible to the effects of ambient, or cultural, noise. The apparent resistivity
reading recorded using the Dipole-Dipole array represents a condition present at the midspan of the array length that occurs at a depth amounting to one-half the product of the
Dipole electrode spacing, a, and one plus the separation factor (n+1).

3.6. ELECTRICAL RESISTIVITY TOMOGRAPHY DATA ACQUISITION
ERT data are typically acquired with the use of resistivity meter. Resistivity meter
is connected to the electrode cables, and the electrode cables are attached to metal stakes
pounded to the ground using rubber-band. In some instances, it is essential to water the
ground in proximity of the metal electrode to ensure a good contact between the metal
stake and ground. Newer resistivity meters are equipped with multiple channels, which
allows multiple electrodes to be engaged and measurements to be taken through each
channel. For instance, the SuperSting R8 resistivity meter, produced by Advanced
Geosciences, Inc., is equipped with eight channels. Subsequently, the system engages
nine electrodes to collect eight different potential difference measurements for each
current injection (Advanced Geosciences, Inc., 2006).
Planning and preparation are a significant part of ERT survey. Desired depth of
investigation, acquisition time, data resolution must be considered prior to each ERT
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survey. The sequencing information considers the array style and information pertaining
to the electrode locations (or electrode address) during each measuring sequence. There
are no theoretical limits to the depth of penetration. Therefore, as the electrode spacing
increases, the signal strength decreases. At a certain electrode separation distance, the
signal strength is too low to provide reliable measurements of the potential difference.
Practical limits should be instilled that consider the signal strength of the particular array
type and equipment ability. Advanced Geosciences, Inc., (2008) suggested that when
considering depth of penetration for tomography applications, practitioners can generally
assume that the depth of penetration is approximately 15 to 25 % of the length of the
electrode spread. The survey resolution is also related to electrode spacing.
Coskun (2012) recommends the commonly used Dipole-Dipole array because it
offers better lateral and vertical resolutions than the other arrays. It is also worth noting
that the data acquisition time for a Dipole-Dipole array using 72 electrodes is typically
45minutes, and around 2 hours and 3 hours for 84 electrodes, and 168 electrodes,
respectively after survey set-up. Loke (1999) shares a similar view as Coskun, adding
that the Dipole-Dipole array is more suitable for investigating karst terrain because of its
ability to detect sharp changes in bedrock topographies.
Current practices propose that the electrode spacing should not be greater than
twice the size of the object or feature to be imaged. The design of the survey (i.e., survey
run length, electrode spacing, and array type) directly impacts the depth of penetration
and resolution (Advanced Geosciences Inc., 2008). It is not always possible or practical
to image a survey line or area in one deployment of electrodes. However, this can vary
depending on the preference between the resolution and imaged depth. Typically,
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increasing the electrode spacing will increase the imaged depth and reduce the resolution
of the section and vice versa. However, it is often recommended that if the desire is to
increase the imaged depth, more electrodes should be added to the section instead of
increasing the electrode spacing. To continue a survey after completion of the initial data
collection, electrodes may be configured to collect additional data along a common
survey line or area, using roll-along survey techniques (Loke 2000), as shown in Figure
3.13.

Figure 3.13. SuperSting R8/IP resistivity (left). Switch Box (AGI) connecting passive
cables (middle). ERT field setup (right).
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3.7. ELECTRICAL RESISTIVITY TOMOGRAPHY DATA PROCESSING
After data acquisition, the raw data are typically transferred to the laptop for
processing. During data processing inversion software transforms the apparent resistivity
values measured from the field to true resistivity by applying backward and forward
modeling in a process called inversion. There are a variety of processing software
available these days, including RES2DINV (Geotomo), Earth Imager (AGI), ZondRes2D
(Zond), etc. In this study, Res2DInv is used for ERT data processing. The RES2DINV
program uses the cell-based method in which the model parameters are the resistivity
values of the model cells, and the data provides the measured apparent resistivity values
(Loke, 2011). The mathematical link between the model parameters and the model
response for the 2-D and 3-D resistivity models is provided by either the finite-difference
(Dey & Morrison, 1979) or finite-element methods (Silvester & Ferrari, 1990).
The ERT data processing involves two main steps. The first step is to the
inspection of the resistivity data sets for the presence of any points that have anomalously
high or low apparent resistivity values, called “bad data points”, and subsequently
removing them when necessary (Figure 3.14b). Bad data points can be a result of several
factors, such as the failure or malfunction of equipment during the survey and very poor
electrode subsurface contact due to dry soil or shorting across the cable caused by very
wet subsurface conditions.
The second step is to run an inversion of the data. The inversion involves some
iterative calculations and the generation of a 2-D resistivity image of the subsurface to
represent the actual resistivity of the sections. The final result of the inversion is a 2-D
resistivity image of the subsurface showing the distribution of resistivity across a profile.
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Additionally, pseudo section can be displayed and shows distribution of apparent
resistivity values (Figure 3.14a).
The root-mean squared (RMS) error is used to measure the difference between
calculated and measured apparent resistivity values. In practice, the lower the error, the
better the data quality is. However, the model with the low RMS error can sometimes
show unrealistic variations in the model resistivity values, and might not be best model
from geological perspective. A careful approach is to choose the model at the iteration
after which the RMS error does not change significantly. According to Loke (1999), an
RMS error of 5% is recommended for a geologic model of good quality.

Figure 3.14. An example of a field data set with a few bad data points. The apparent
resistivity data in (a) pseudosection form and in (b) profile form. (Loke, 1999).
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3.8. ELECTRICAL RESISTIVITY TOMOGRAPHY DATA INTERPRETATION
The interpretation is based on the inverse model generated form the inversion
software, RES2DINV. The chart showing colors with various ranges of resistivity is used
to estimate the resistivity of the imaged subsurface earth materials.
Factors such as porosity, conductivity, saturation, salinity, clay content, lithology
and temperature can affect the ability of different materials to conduct electrical current.
Accordingly, materials of the same mineral content may exhibit different resistivity
values. For example, both the top-of-rock limestone and air-filled voids typically are
characterized by high resistivity values ranging from 50 ohm-m to 107 ohm-m., which
can be seen in Table 3.2. When an air-filled void is entirely embedded in limestone, it
usually cannot be easily detected on the resistivity data because of low resistivity
contrast.
Furthermore, dry soil usually has a much higher resistivity than saturated soil. The
same situation appears with weathered and un-weathered rock. Weathered rock is usually
more porous and fractured, and it becomes more saturated with groundwater; as a result,
weathered rock has a lower resistivity than un-weathered/the top of rock.

Table 3.2. Resistivity of common earth materials (Robinson, 1988).
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According to previous studies (Torgashov, 2012) conducted in southwest
Missouri, typical resistivity values for the subsurface materials are characterized as
follows:
 Moist clays in southwest Missouri are normally characterized by low resistivity
values, usually less than 100 ohm-m, and may vary due to different degrees of
saturation, porosity, and layer thicknesses.
 Moist soils and intensively fractured rocks intermixed with clay typically have
resistivity values between 100 and 400 ohm-m. Such variation is explained by
different porosity, saturation, clay content and layer thicknesses.
 Relatively top-of-limestone with minimal clay content is characterized by higher
resistivity values, typically more than 400 ohm-m. Resistivity values of the top of
limestone may vary due to varying layer thickness, moisture content, porosity,
saturation, and impurities.
 Air-filled cavities usually show very high resistivity values, usually more than
10,000 ohm-m, but again these are variable depending on the conductivity of the
surrounding strata and depth/size/shape of a void.
 Zones of electrical resistivity contrast are where relatively the top of rock is
surrounded by moist, loose materials (such as clay) or where air-filled voids are
embedded in relatively the top of limestone. These zones can be successfully
detected by electrical resistivity tools.
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4. RESEARCH EXPERIMENTS

4.1. STUDY SITE
The study site is located immediately within the southwestern limits of southwest
Missouri of the Ozarks physiographic region which is characterized by undulating to
rolling plains. Elevations of the region range between ~900 to ~1,500 ft. (asl). Southwest
Missouri lies on the western side of the Ozark Uplift where the rock layers dip gently
towards the west with minor faulting and folding, regionally. It is underlain by thick
Mississippian-age limestone with high porosity and susceptible to dissolution. Uneven
dissolution of this formation has resulted in a highly irregular bedrock-overburden
interface. Therefore, karst density in the area is among Missouri’s highest (Figures 4.1
and 4.2). The details of the studies are described in the next two sections.
This research emphasizes the need to apply efficient means for investigating
hazards to urban development such as an unstable soil foundation for structures, flood
hazards, groundwater contamination, and public safety in regards to potential catastrophic
collapse.
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Figure 4.1. Southwest Missouri map where the study was conducted.
(http://www.nationsonline.org/oneworld/map/USA/missouri_map.htm).

Figure 4.2. Map showing the location of the study area Zone A and Zone B (Courtesy of
Google Earth).
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4.2. MULTICHANNEL ANALYSIS OF SURFACE WAVES (MASW)
4.2.1. Data Acquisition. MASW data were acquired at 34 locations parallel and
perpendicular to the ERT traverses oriented west to east. Total number of 272 MASW
profiles in both west to east and north to south directions were acquired.
Data acquisition starts by the recording software launch and arming of the trigger
geophone. Once the MASW array initialized, operator gives the command to release the
seismic source (20 lb. sledgehammer) which notifies the seismograph to start data
recording. From three to five seismic records were collected at each traverse for a
purpose of staking to minimize the environment noise.
The main goal of the study was to develop appropriate acquisition parameters for
MASW surveys conducted in karst terrain topography in order to improve the data
resolution and maximize the depth of investigation. Figure 4.3 shows employed MASW
equipment: Seistronix RAS-24 seismograph and 24 vertically polarized 4.5 Hz
geophones. Source offsets of 10 ft. (3 m) and 30 ft. (9 m) were used for data acquisition.
Receiver spacings of 2.5 ft. (0.76 m) and 5 ft. (1.5 m) were used in attempt to increase the
vertical resolution of MASW data and to minimize lateral smearing. These parameters
were chosen to achieve the investigation depth of approximately 30 ft. (9m).
For each MASW traverse, eight measurements per site were obtained (four
records with seismic arrays oriented in west-east direction and four records with seismic
arrays oriented in north-south direction (parallel and perpendicular to the direction of
corresponding ERT traverses). Table 4.1 and Figure 4.4 shows parameters used to collect
MASW data in the study.
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Figure 4.3. Active MASW data acquisition.

Table 4.1. Survey parameters used during MASW surveys in this study.
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Figure 4.4. Schematic diagram of MASW data acquisition setup.

4.2.2. Data Processing and Interpretation. All seismic records acquired in this
research were processed using SurfSeis4 software, developed by the Kansas Geological
Survey.
Figures 4.5 to 4.7 display examples of the multichannel seismic records with
overlay of preliminary data quality evaluation provided by the processing software. This
step of data processing is to check overall data quality. This step is required to get a
primary idea about the overall data quality, surface wave velocity range, dominant
frequency, and the relative probability of higher modes contamination. “Excellent” and
“good” quality data sets suggest that the surface waves are the most prominent seismic
events (with highest signal-to-noise ratio) in the particular seismic record. “Fair” and
“poor” quality data sets are typically contaminated by noise which can be a result of the
irregularity of the bedrock surface, presence of voids, proximity of the array to the
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construction site, receivers malfunction, etc. These seismic records can be not suitable for
processing due to a lack of any recognizable surface wave signal.

Figure 4.5. The multichannel seismic records with overlay of preliminary data quality
evaluation provided by the processing software (SurfSeis4).

Figure 4.6. The multichannel seismic records with overlay of preliminary data quality
evaluation provided by the processing software (SurfSeis4).
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Figure 4.7 The multichannel seismic records with overlay of preliminary data quality
evaluation provided by the processing software (SurfSeis4).

Following the visual evaluation, initial processing was initiated and included
staking multiple shots as well as applying muting. The purpose of muting application is
to remove specific seismic energy which arrives in specific time frame as a result of its
velocity of propagation characteristics (Miller, Ivanov, et al., 2001). After proper muting,
the quality and observation range of the desired mode (i.e., fundamental mode) improve
significantly. The downside of muting is that it introduces a high velocity gradient feature
at the low frequency end of the dispersion curve, which is not present before muting. This
artifact can be easily handled by using the dispersion curve from the non-muted data that
covers the same frequency range, so the artificially high velocity values can be ignored
and are thus considered harmless (Miller, Ivanov, et al., 2001).
To show the effect of muting, the muting was applied to the seismic record
collected with the source offset of 10ft. (3.04 m) and the receiver spacing of 2.5ft. (0.76)
as it shown in Figures 4.8 and 4.9 to compare their dispersion curves before and after
application of muting. It can be seen from Figure 4.8A that seismic energy associated
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with surface waves dominates in the seismic record. Figure 4.8B displays the dispersion
image with up-warping artifact appeared at high frequencies range that can be caused by
contamination from higher modes. The fundamental mode dominates a wide frequency
range between 38 and 61 Hz (with corresponding velocities between 1,060ft/sec and
1,735ft/sec) on the overtone image. However, the resulting 1-D shear wave velocity
profile can be distorted if the extracted dispersion curve will be improperly picked from
the ambiguous overtone image.
Figure 4.9B displays the dispersion image generated from the muted seismic
record. The presence of higher mode surface waves in the original seismic record is
almost completely eliminated, and the seismic energy associated with higher modes
disappeared. The fundamental mode can be observed within a frequency range between
36 and 63 Hz (with corresponding velocities between 1,040ft/sec to 1,720ft/sec).
Their attempt to observe seismic energy associated with fundamental mode in the
range between 36 and 67 Hz by boosting the amplitude of the phase-velocity – frequency
spectrum did not bring any results. Thus, the seismic energy associated with higher
modes is significantly higher, and corresponding dispersion images inhibit the ambiguous
character of dispersion curve extraction of the fundamental mode trend below 40 Hz.
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Figure 4.8. (A) The multichannel seismic record collected with the source offset of 10ft.
(3.04 m) and receiver spacing of 2.5ft. (0.76m); (B) Corresponding overtone image with
the fundamental and higher modes identified.
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Figure 4.9. (A) The multichannel seismic record collected with offset of 10ft. (3.04 m)
and receiver spacing of 2.5ft. (0.76 m) with applied muting. (B) Corresponding overtone
image with the fundamental and higher modes identified.
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Following the generation of overtone images, fundamental mode dispersion
curves were estimated. The curves then were inverted to obtain 1-D shear wave velocity
profiles (Figure 4.10).

Figure 4.10. The results of the borehole BH1. In the same graph, the 1-D shear wave
velocity profile deduced from the MASW survey along the Traverse No. 5 is shown. The
MASW method estimated with accuracy the shear wave velocity in the layers and
assisted in the layer identification of all the neighboring traverses.
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Based on the author’s previous experience, shear wave velocity in excess of 1,500
ft/sec corresponds to top of weathered rock. The value was used for this study for the
purpose of mapping top of bedrock. To verify the interpretations, the MASW data were
compared with bore holes in terms of depth to bedrock. As seen in Figure 4.10, the depth
of interpreted top of bedrock on the MASW profile of collected by the 10 x 2.5ft. array
configuration corresponded well to the top of rock obtained by drilling.

4.3. ELECTRICAL RESISTIVITY TOMOGRAPHY (ERT)
4.3.1. Data Acquisition. ERT data were acquired along a total of sixteen
traverses oriented in W-E direction. The traverse orientations were selected to image the
dominant north-south trending joint sets in the study area. The ERT traverses were
spaced at 400ft. intervals.
The ERT data were acquired using an AGI SuperSting R8/IP, a multichannel
electrode system powered by two 12-Volts batteries (Figure 4.11). During the field setup, electrode cables were attached to metal stakes pounded to the ground using rubberband. Switch box was also used to connect the electrodes (passive electrodes) to the
resistivity meter. In an effort to ensure good quality ERT data are acquired, the field
crews routinely performed contact resistance tests. The contact resistance test was
performed prior data acquisition to ensure that all of the metal stakes are connected
properly to the cables and to the ground.
One hundred sixty eight electrodes were spaced at 5ft. intervals covering a length
of 835ft. and with expectation to image up to the depth of 100ft. As the length of the ERT
traverses exceeded the array length of 835ft., 50% roll-along overlap option was used. A
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dipole-dipole electrode configuration was utilized in this study. This array gives a better
lateral resolution than the other types of arrays (Schlumberger and Wenner arrays) and is
more suitable for investigating karst terrain.

Figure 4.11. ERT field set up.

4.3.2. Data Processing and Interpretation. ERT data were processed using
Res2DInv software. As a first step of data processing, “bad” data points were removed
manually. The bad data points were either anomalously high or low values. Then,
“forward modeling” subroutine was used to specify the subsurface resistivity in order to
calculate the apparent resistivity that would be measured by a survey over such a
structure. As a result of data processing, 2D cross-sectional images were generated, as
shown in Figures 4.12 and 4.13.
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Figure 4.12. Typical example of 2-D uninterpreted ERT model. Traverse No. P1 and
three overlapping ERT traverses acquired at the study site along 2,440ft.

Figure 4.13. Typical example of 2-D uninterpreted ERT model. Traverse No. P2 and
three overlapping ERT traverses acquired at the study site along 2,440ft.
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Regarding the interpretation of the ERT data, , it was determined that moist soils
are characterized by resistivity values of less than 125 ohm-m; dry soils by resistivity
values greater than 125 ohm-m; moist weathered and/or fractured rock by resistivity
values less than 600 ohm-m; moist fractured rock with moist piped clay/soil-fill by
resistivity values less than 125 ohm-m; and drier, possibly less weathered rock by
resistivity values greater than 600 ohm-m (Anderson et al., 2006; Muchaidze, 2009; Myat
et al., 2008; Robison & Anderson, 2008). Figures 4.14 and 4.15 show the interpreted top
on two representatives ERT traverses (Traverse No. P1 and Traverse No. P2).

Figure 4.14. 2-D Interpreted versions of resistivity Traverse No. P1. Depth to top of
bedrock is around 16 ft. and corresponds to the 125 ohm-m contour interval.
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Figure 4.15. 2-D interpreted versions of resistivity Traverse No. P2. Depth to top of
bedrock varies from 10 to 19 ft. and corresponds to the 125 ohm-m contour interval.

Boring control was used to verify the interpretations. Bore hole (BH1) was drilled
along ERT Traverse No. P1. The borehole was drilled to a depth of 98ft. (30.6m) below
subsurface. The top of rock was encountered at a depth of about 15ft. (4.6m), which was
consistent with the ERT interpretations (Figure 4.16).
The ERT data interpretations were also compared with MASW data
interpretations in terms of estimated depth to the top of bedrock (Figures. 4.17, 4.18, and
4.19). The comparison revealed a good agreement between the two.

86

Figure 4.16. Interpreted versions of resistivity Traverse No. P1. The top of rock
correlates reasonably well with the 125 ohm-m contour interval. The borehole location
has been superposed in a red dashed line. The 200ft. mark on the resistivity profile
corresponds with MASW profile No.1; the 800ft. mark corresponds with profile No. 2
location; the1, 400ft. mark corresponds with profile No.3; the1, 800ft. mark corresponds
with profile No. 4; and the 2,200ft. mark corresponds with profile No.5.
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Figure 4.17. (A) ERT Traverse No. P1 tied with MASW profile No. 1. at the 200ft. (61m)
mark; (B) Corresponding 1-D shear-wave velocity profile. MASW depth to top of
weathered rock (“acoustic” top of rock) is identified at 15ft. (4.6m) depth. Red color line
on Figure 8.8 (B) indicates interpreted depth to top of rock.

Figure 4.18. (A) ERT Traverse No. P1 tied with MASW profile No. 2.at the 800ft.
(244m) mark; (B) Corresponding1-D shear-wave velocity profile. MASW depth to top of
weathered rock (“acoustic” top of rock) is identified on 7ft. (2.1m) depth. Red color line
on Figure 8.9 (B) indicates interpreted depth to top of rock.
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Figure 4.19. (A) ERT Traverse No. P1 tied with MASW profile No. 5 and borehole
(BH1), at the 2,200ft. (670m) mark; (B) Corresponding 1-D shear-wave velocity profile.
MASW depth to top of weathered rock (“acoustic” top of rock) is identified at 8.5ft.
(2.6m) depth. Red color line on Figure 8.10 (B) indicates interpreted depth to top of rock.
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5. COMPARATIVE ANALYSES

A comparative analysis is followed to analyze the performance of each MASW
configuration. Two types of comparative analyses are performed in this research:
qualitative and quantitative. The qualitative comparisons are solely based on visual
assessments of overtone images. The quantitative comparisons are based on the
assessment of the quantities calculated for each MASW configuration.

5.1. QUALITATIVE COMPARISON
The goal of qualitative analysis approach is twofold: 1) to compare overtone
images and dispersion curves; 2) to compare 1-D shear wave velocity profiles. The
comparisons are performed using different array configurations.
5.1.1. Comparison of Overtone Images and Dispersion Curves. Two MASW
profiles (Traverse No.1 and Traverse No. 2) collected by different array configurations
(geophone spacing, source offset, and the array orientation) were analyzed in attempt to
evaluate the effect of different parameters on the process of dispersion curve extraction
followed by modelling of 1-D shear wave velocity profiles. More specifically, the
MASW data results were analyzed for frequency and phase velocity ranges, interpreted
depth to top of rock, maximum depth of the investigation, signal-to-noise ratio, difference
between the theoretical and the experimental dispersion curves (root-mean-square error),
and the maximum number of iterations for inversion procedure.
5.1.2. MASW Traverse No. 1 Oriented West-East. Results from dispersion
curves and shear wave velocity profiles for all the tested parameters are presented in
Table 5.1.
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Table 5.1. Results from all the dispersion curves and generated 1-D shear wave velocity
profiles for MASW Traverse No. 1. X1 - source offset; dx - geophone spacing; D receiver spread length; 𝜆𝑚𝑎𝑥 maximum resolvable Rayleigh wave wavelength; 𝜆𝑚𝑖𝑛
minimum resolvable Rayleigh wave wavelength; Z max penetration depth; S/N - signalto-noise ratio; RMS -root-mean-square error.

Figure 5.1A displays the MASW data collected along Traverse No.1 oriented
west-east with source offset of 10ft. and geophone spacing of 2.5ft. Phase velocities were
manually picked using 11 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.1B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.1C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 31 Hz to 𝑓𝑚𝑎𝑥 = 65 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,541ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 895ft/sec, corresponding to the Rayleigh waves wavelength of
𝜆𝑚𝑖𝑛 = 14ft. and 𝜆𝑚𝑎𝑥 = 55ft. The picked frequency and phase velocity ranges fall within
the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 18ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 98 % and an RMS error of 6.5 % with nine iterations. The
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fundamental mode is clearly observable in the absence of a higher mode signs. The
dispersion curve is continuous and distinguishable at frequencies higher than 30 Hz. The
theoretical dispersion curve matches the experimental curve at higher frequencies. These
results can be due to the employed combination of the receiver spread length and the
source offset.

Figure 5.1. MASW survey data collected along Traverse No.1 oriented west-east array.
(A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency) where the fundamental
mode is quite clear. (C) The 1-D shear wave velocity profile, deduced from the inversion
technique. 1) Risk of higher mode; 2) The signal-to-noise ratio (S/N); 3) R.M.S. error; 4)
Iterations.
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Figure 5.2A displays the MASW data collected along Traverse No.1 oriented
west-east with source offset of 10ft. and geophone spacing of 5ft. Phase velocities were
manually picked using 9 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.2B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.2C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 30 Hz to 𝑓𝑚𝑎𝑥 = 53 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,696 ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 917ft/sec, corresponding to the Rayleigh waves wavelength
of 𝜆𝑚𝑖𝑛 = 17ft. and 𝜆𝑚𝑎𝑥 = 56ft. The picked frequency and phase velocity ranges fall
within the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 19ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 88 % and an RMS error of 9.2 % with eight iterations. The
fundamental mode lacks separation from the higher mode (this overlap might be due to
the similarities in phase velocities in that frequency ranges). The dispersion curve is noncoherent at frequencies higher than 30 Hz. The theoretical dispersion curve fairly
matches the experimental curve at higher frequencies. Low quality survey results can be
due to the employed combination of the receiver spread length and the source offset.
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Figure 5.2. MASW survey data collected along Traverse No. 1 oriented west-east array.
(A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency) where the fundamental
mode is quite clear. (C) The 1-D shear wave velocity profile, deduced from the inversion
technique. 1) Risk of higher mode; 2) The signal-to-noise ratio (S/N); 3) R.M.S. error; 4)
Iterations.

Figures 5.3 and 5.4 display the MASW data collected along Traverse No. 1
oriented west-east on the basis of the comparison between the MASW survey output for
the employed source offset of 30 ft. (9.14m) with a receiver spacing of 2.5ft. (0.76m) and
the source offset of 30ft. (9.14m) with a receiver spacing of 5ft. (1.52m), respectively.
Figures 5.3 and 5.4 show how the various combinations of source offset and geophone
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spacing can affect the resulting overtone images and extracted dispersion curves for the
fundamental and higher modes.
Figure 5.3A displays the MASW data collected along Traverse No.1 oriented
west-east with source offset of 30ft. and geophone spacing of 2.5ft. Phase velocities were
manually picked using 8 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.3B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.3C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 31 Hz to 𝑓𝑚𝑎𝑥 = 54 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,533 ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 859 ft/sec, corresponding to the Rayleigh waves wavelength
of 𝜆𝑚𝑖𝑛 = 16ft. and 𝜆𝑚𝑎𝑥 = 50ft. The picked frequency and phase velocity ranges fall
within the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 20ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 85 % and an RMS error of 13.2 % with six iterations. The
fundamental mode is hardly distinguishable and very limited in the presence of a higher
mode. The dispersion curve is continuous and distinguishable at frequencies higher than
30 Hz. The theoretical dispersion curve fairly matches the experimental curve at higher
frequencies. These results can be due to the employed combination of the receiver spread
length and the source offset.
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Figure 5.3. MASW survey data collected along Traverse No.1 oriented west-east array.
(A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency) where the fundamental
mode is quite clear. (C) The 1-D shear wave velocity profile, deduced from the inversion
technique. 1) Risk of higher mode; 2) The signal-to-noise ratio (S/N); 3) R.M.S. error; 4)
Iterations.

Figure 5.4A displays the MASW data collected along Traverse No.1 oriented
west-east with source offset of 30ft. and geophone spacing of 5ft. Phase velocities were
manually picked using 8 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.4B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.4C). The dispersion analysis shows
that the data possesses dominant frequencies at approximately 𝑓𝑚𝑖𝑛 = 38 Hz to 𝑓𝑚𝑎𝑥 = 53
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Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥 = 1,744ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 995ft/sec,
corresponding to the Rayleigh waves wavelength of 𝜆𝑚𝑖𝑛 = 19ft. and 𝜆𝑚𝑎𝑥 = 46ft. The
picked frequency and phase velocity ranges fall within the determined fundamental
mode. With these values and the traverse length, the minimum and maximum penetration
depths is 𝑍𝑚𝑎𝑥 = 19ft. These parameters yielded the inverted Vs model that was obtained
with the high signal-to-noise ratio (S/N) of 92 % and an RMS error of 12.6 % with six
iterations. The fundamental mode lacks separation from the higher mode (this overlap
might be due to the similarities in phase velocities in that frequency ranges). The
dispersion curve is non-coherent at frequencies higher than 30 Hz. The theoretical
dispersion curve fairly matches the experimental curve at higher frequencies. Low quality
survey results can be due to the employed combination of the receiver spread length and
the source offset.
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Figure 5.4. MASW survey data collected along Traverse No.1 oriented west-east array.
(A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency) where the fundamental
mode is quite clear. (C) The 1-D shear wave velocity profile, deduced from the inversion
technique. 1) Risk of higher mode; 2) The signal-to-noise ratio (S/N); 3) R.M.S. error; 4)
Iterations.

5.1.2. MASW Traverse No. 1 Oriented North to South. Figure 5.5A displays
the MASW data collected along Traverse No. 1 oriented west-east with source offset of
10ft. and geophone spacing of 2.5ft. Phase velocities were manually picked using 11
equally spaced points from the fundamental-mode dispersion curve in Figure 5.5B
(represented by white dots) and used for an inversion process to generate a 1-D shear
wave velocity model (Figure 5.5C).
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The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 27 Hz to 𝑓𝑚𝑎𝑥 = 47 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,740ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 850ft/sec, corresponding to the Rayleigh waves wavelength
of 𝜆𝑚𝑖𝑛 = 18ft. and 𝜆𝑚𝑎𝑥 = 64ft. The picked frequency and phase velocity ranges fall
within the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 21.5ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 98 % and an RMS error of 4.8 % with nine iterations. The
fundamental mode is clearly observable in the absence of a higher mode signs. The
dispersion curve is continuous and distinguishable at frequencies higher than 30 Hz. The
theoretical dispersion curve matches the experimental curve at higher frequencies. These
results can be due to the employed combination of the receiver spread length and the
source offset.

99

Figure 5.5. MASW survey data collected along Traverse No. 1 oriented north to south
array. (A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency) where the fundamental
mode is quite clear. (C) The 1-D shear wave velocity profile, deduced from the inversion
technique. 1) Risk of higher mode; 2) The signal-to-noise ratio (S/N); 3) R.M.S. error; 4)
Iterations.

Figure 5.6A displays the MASW data collected along Traverse No. 1 oriented
west-east with source offset of 10ft. and geophone spacing of 2.5ft. Phase velocities were
manually picked using 9 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.6B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.6C).
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The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 28 Hz to 𝑓𝑚𝑎𝑥 = 47 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,515 ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 900ft/sec, corresponding to the Rayleigh waves wavelength
of 𝜆𝑚𝑖𝑛 = 19ft. and 𝜆𝑚𝑎𝑥 = 54ft. The picked frequency and phase velocity ranges fall
within the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 17ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 70 % and an RMS error of 4 % with twelve iterations, the
lowest of the eight trials. The fundamental mode is observable and can be distinguished
from the higher mode. The dispersion curve is continuous at frequencies higher than 30
Hz. The theoretical dispersion curve fairly matches the experimental curve at higher
frequencies. These results can be due to the employed combination of the receiver spread
length and the source offset.
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Figure 5.6. MASW survey data collected along Traverse No. 1 oriented north to south
array. (A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency) where the fundamental
mode is quite clear. (C) The 1-D shear wave velocity profile, deduced from the inversion
technique. 1) Risk of higher mode; 2) The signal-to-noise ratio (S/N); 3) R.M.S. error; 4)
Iterations.

Figures 5.7 and 5.8 display the MASW data collected along Traverse No. 1
oriented north-south on the basis of the comparison between the MASW survey output
for the employed source offset of 30ft. (9.14m) with a receiver spacing of 2.5ft. (0.76m)
and the source offset of 30ft. (9.14m) with a receiver spacing of 5ft. (1.52m),
respectively. Figures 5.7 and 5.8 show how the various combinations of source offset and
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geophone spacing can affect the resulting overtone images and extracted dispersion
curves for the fundamental and higher modes.
Figure 5.7A displays the MASW data collected along Traverse No. 1 oriented
north-south with source offset of 30ft. and geophone spacing of 2.5ft. Phase velocities
were manually picked using 9 equally spaced points from the fundamental-mode
dispersion curve in Figure 5.7B (represented by white dots) and used for an inversion
process to generate a 1-D shear wave velocity model (Figure 5.8C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 31 Hz to 𝑓𝑚𝑎𝑥 = 55 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,609 ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 805ft/sec, corresponding to the Rayleigh waves wavelength
of 𝜆𝑚𝑖𝑛 = 15ft. and 𝜆𝑚𝑎𝑥 = 52ft. The picked frequency and phase velocity ranges fall
within the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 18ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 88 % and an RMS error of 19 % with six iterations. The
fundamental mode is hardly distinguishable and limited in the presence of a higher mode.
The dispersion curve is continuous and distinguishable at frequencies higher than 30 Hz.
The theoretical dispersion curve fairly matches the experimental curve at higher
frequencies. Low quality survey results can be due to the employed combination of the
receiver spread length and the source offset.
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Figure 5.7 MASW survey data collected along Traverse No. 1 oriented north to south
array. (A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency) where the fundamental
mode is quite clear. (C) The 1-D shear wave velocity profile, deduced from the inversion
technique. 1) Risk of higher mode; 2) The signal-to-noise ratio (S/N); 3) R.M.S. error; 4)
Iterations.

Figure 5.8A displays the MASW data collected along Traverse No. 1 oriented
north-south with source offset of 30ft. and geophone spacing of 5ft. Phase velocities were
manually picked using 7 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.8B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.8C).
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The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 30 Hz to 𝑓𝑚𝑎𝑥 = 47 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,688ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 874ft/sec, corresponding to the Rayleigh waves wavelength of
𝜆𝑚𝑖𝑛 = 19ft. and 𝜆𝑚𝑎𝑥 = 56ft. The picked frequency and phase velocity ranges fall within
the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 18ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 76 % and an RMS error of 12 % with ten iterations. The
fundamental mode is hardly distinguishable and limited in the presence of a higher mode.
The dispersion curve is continuous and distinguishable at frequencies higher than 30 Hz.
The theoretical dispersion curve fairly matches the experimental curve at higher
frequencies. Low quality survey results can be due to the employed combination of the
receiver spread length and the source offset.
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Figure 5.8. MASW survey data collected along Traverse No. 1 oriented north to south
array. (A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency) where the fundamental
mode is quite clear. (C) The 1-D shear wave velocity profile, deduced from the inversion
technique. 1) Risk of higher mode; 2) The signal-to-noise ratio (S/N); 3) R.M.S. error; 4)
Iterations.

Eight configurations of MASW survey setup were tested. An average dispersion
curve was obtained by combining all 8 records using the frequency range from 27 to 54
Hz and the phase velocity range from 805ft/sec to 1,696ft/sec. This process was repeated
for all of the receiver array types, with the dominant frequency of the surface waves
varied from 30 to 53 Hz for the various array types. An excellent signal-to-noise ratio
was obtained for all of the records until a satisfactory match was reached between the
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experimental and the theoretical dispersion curves with a relative error of less than 10%
to 15%.
The following conditions were common for all three inversions: 1) the 1-D shearwave velocity profile geometry was defined by ten model blocks (layers) with fixed
thicknesses increasing by 5% with depth, plus a model half-space; 2) the depth to the
average model half-space was determined as 18.6ft., corresponding to approximately
one-third of the maximum resolvable wavelength; 3) a maximum of 8 iterations is
possible.
5.1.3. MASW Traverse No. 2 Oriented West-East. Results from dispersion
curves and shear wave velocity profiles for all the tested parameters are presented in
Table 5.2.

Table 5.2. Results from all the dispersion curves and generated 1- D shear wave velocity
profiles for MASW Traverse No. 2. X1 - source offset; dx - geophone spacing; D receiver spread length; 𝜆𝑚𝑎𝑥 maximum resolvable Rayleigh wave wavelength; 𝜆𝑚𝑖𝑛
minimum resolvable Rayleigh wave wavelength; Z max penetration depth; S/N - signalto-noise ratio; RMS -root-mean-square error.

Figure 5.9A displays the MASW data collected along Traverse No. 2 oriented
west-east with source offset of 10ft. and geophone spacing of 2.5ft. Phase velocities were
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manually picked from the fundamental-mode dispersion curve in Figure 5.9B
(represented by white dots) and used for an inversion process to generate a 1-D shear
wave velocity model (Figure 5.9C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 31 Hz to 𝑓𝑚𝑎𝑥 = 55 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,228ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 839ft/sec, corresponding to the Rayleigh waves wavelength
of 𝜆𝑚𝑖𝑛 = 13.7ft. and 𝜆𝑚𝑎𝑥 = 40ft. The picked frequency and phase velocity ranges fall
within the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 13ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 95 % and an RMS error of 5.2 % with eight iterations. The
fundamental mode is clearly observable in the absence of higher modes. The dispersion
curve is continuous and distinguishable at frequencies higher than 30 Hz. The theoretical
dispersion curve matches the experimental curve at higher frequencies. These results can
be due to the employed combination of the receiver spread length and the source offset.
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Figure 5.9. MASW survey data collected along Traverse No. 2 oriented west-east array.
(A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency); (C) The 1-D shear wave
velocity profile, deduced from the inversion technique. 1) Risk of higher mode; 2) The
signal-to-noise ratio (S/N); 3) R.M.S. error; 4) Iterations.

Figure 5.10A displays the MASW data collected along Traverse No. 2 oriented
west-east with source offset of 10ft. and geophone spacing of 5ft. Phase velocities were
manually picked using 9 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.10B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.10C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 31 Hz to 𝑓𝑚𝑎𝑥 = 55 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
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= 1,247ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 928ft/sec, corresponding to the Rayleigh waves wavelength of
𝜆𝑚𝑖𝑛 = 17ft. and 𝜆𝑚𝑎𝑥 = 40ft. The picked frequency and phase velocity ranges fall within
the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 13ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 85 % and an RMS error of 9 % with eight iterations. The
fundamental mode is observable in the presence of a higher mode. The dispersion curve
is continuous and distinguishable at frequencies higher than 30 Hz. The theoretical
dispersion curve matches the experimental curve at higher frequencies. Low quality
survey results can be due to the employed combination of the receiver spread length and
the source offset.
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Figure 5.10. MASW survey data collected along Traverse No. 2 oriented west-east array.
(A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency); (C) The 1-D shear wave
velocity profile, deduced from the inversion technique. 1) Risk of higher mode; 2) The
signal-to-noise ratio (S/N); 3) R.M.S. error; 4) Iterations.

Figures 5.11 and 5.12 display the MASW data collected along Traverse No. 2
oriented west-east on the basis of the comparison between the MASW survey output for
the employed source offset of 30ft. (9.14m) with a receiver spacing of 2.5ft. (0.76m) and
the source offset of 30ft. (9.14m) with a receiver spacing of 5ft. (1.52m), respectively.
Figures 5.11 and 5.12 show how the various combinations of source offset and geophone
spacing can affect the resulting overtone images and extracted dispersion curves for the
fundamental and higher modes.
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Figure 5.11A displays the MASW data collected along Traverse No. 2 oriented
west-east with source offset of 30ft. and geophone spacing of 2.5ft. Phase velocities were
manually picked using 9 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.11B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.11C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 25 Hz to 𝑓𝑚𝑎𝑥 = 53 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,670ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 899ft/sec, corresponding to the Rayleigh waves wavelength of
𝜆𝑚𝑖𝑛 = 15ft. and 𝜆𝑚𝑎𝑥 = 43ft. The picked frequency and phase velocity ranges fall within
the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths are 𝑍𝑚𝑎𝑥 = 14ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 98 % and an RMS error of 9.5 % with ten iterations. The
fundamental mode lacks separation from the higher mode (this overlap might be due to
the similarities in phase velocities in that frequency ranges). The dispersion curve is
moderately distinguishable at frequencies higher than 30 Hz. The theoretical dispersion
curve fairly matches the experimental curve at higher frequencies. Low quality survey
results can be due to the employed combination of the receiver spread length and the
source offset.
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Figure 5.11. MASW survey data collected along Traverse No. 2 oriented west-east array.
(A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency); (C) The 1-D shear wave
velocity profile, deduced from the inversion technique. 1) Risk of higher mode; 2) The
signal-to-noise ratio (S/N); 3) R.M.S. error; 4) Iterations.

Figure 5.12A displays the MASW data collected along Traverse No. 2 oriented
west-east with source offset of 30ft. and geophone spacing of 5ft. Phase velocities were
manually picked using 9 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.12B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.12C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 29 Hz to 𝑓𝑚𝑎𝑥 = 58 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
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= 1,221ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 913ft/sec, corresponding to the Rayleigh waves wavelength of
𝜆𝑚𝑖𝑛 = 15ft. and 𝜆𝑚𝑎𝑥 = 43ft. The picked frequency and phase velocity ranges fall within
the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths are 𝑍𝑚𝑎𝑥 = 14ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 94 % and an RMS error of 2.9 % with ten iterations. The
fundamental mode is visible and can be separated from the higher mode. The dispersion
curve is moderately distinguishable at frequencies higher than 30 Hz. The theoretical
dispersion curve fairly matches the experimental curve at higher frequencies. Low quality
survey results can be due to the employed combination of the receiver spread length and
the source offset.
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Figure 5.12. MASW survey data collected along Traverse No. 2 oriented west-east array.
(A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency); (C) The 1-D shear wave
velocity profile, deduced from the inversion technique. 1) Risk of higher mode; 2) The
signal-to-noise ratio (S/N); 3) R.M.S. error; 4) Iterations.

5.1.4. MASW Traverse No. 2 Oriented North-South. Figure 5.13A displays the
MASW data collected along Traverse No.2 oriented north-south with source offset of
10ft. and geophone spacing of 2.5ft. Phase velocities were manually picked using 10
equally spaced points from the fundamental-mode dispersion curve in Figure 5.13B
(represented by white dots) and used for an inversion process to generate a 1-D shear
wave velocity model (Figure 5.13C).
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The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 29 Hz to 𝑓𝑚𝑎𝑥 = 62 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,312ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 834ft/sec, corresponding to the Rayleigh waves wavelength
of 𝜆𝑚𝑖𝑛 = 13ft. and 𝜆𝑚𝑎𝑥 = 55ft. The picked frequency and phase velocity ranges fall
within the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 15ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 98 % and an RMS error of 2.7 % with ten iterations. The
fundamental mode is clearly observable in the absence of higher mods. The dispersion
curve is continuous and distinguishable at frequencies higher than 30 Hz. The theoretical
dispersion curve matches the experimental curve at higher frequencies. These results can
be due to the employed combination of the receiver spread length and the source offset.
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Figure 5.13. MASW survey data collected along Traverse No.2 oriented north to south
array. (A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency); (C) The 1-D shear wave
velocity profile, deduced from the inversion technique. 1) Risk of higher mode; 2) The
signal-to-noise ratio (S/N); 3) R.M.S. error; 4) Iterations.

Figure 5.14A displays the MASW data collected along Traverse No.2 oriented
north-south with source offset of 10ft. and geophone spacing of 5ft. Phase velocities were
manually picked using 9 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.14B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.14C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 30 Hz to 𝑓𝑚𝑎𝑥 = 58 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
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= 1,515ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 900ft/sec, corresponding to the Rayleigh waves wavelength of
𝜆𝑚𝑖𝑛 = 16ft. and 𝜆𝑚𝑎𝑥 = 51ft. The picked frequency and phase velocity ranges fall within
the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 17ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 95 % and an RMS error of 10 % with ten iterations, the
lowest of the eight trials. The fundamental mode is clearly observable in the absence of
higher modes. The dispersion curve is continuous and distinguishable at frequencies
higher than 30 Hz. The theoretical dispersion curve matches the experimental curve at
higher frequencies. These results can be due to the employed combination of the receiver
spread length and the source offset.
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Figure 5.14. MASW survey data collected along Traverse No.2 oriented north to south
array. (A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency); (C) The 1-D shear wave
velocity profile, deduced from the inversion technique. 1) Risk of higher mode; 2) The
signal-to-noise ratio (S/N); 3) R.M.S. error; 4) Iterations.

Figures 5.15 and 5.16 display the MASW data collected along Traverse No.2
oriented north-south on the basis of the comparison between the MASW survey output
for the employed source offset of 30ft. (9.14m) with a receiver spacing of 2.5ft. (0.76 m)
and the source offset of 30ft. (9.14m) with a receiver spacing of 5ft. (1.52m),
respectively. Figures 5.15 and 5.16 show how the various combinations of source offset
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and geophone spacing can affect the resulting overtone images and extracted dispersion
curves for the fundamental and higher modes.
Figure 5.15A displays the MASW data collected along Traverse No.2 oriented
north-south with source offset of 30ft. and geophone spacing of 2.5ft. Phase velocities
were manually picked using 10 equally spaced points from the fundamental-mode
dispersion curve in Figure 5.15B (represented by white dots) and used for an inversion
process to generate a 1-D shear wave velocity model (Figure 5.15C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 30 Hz to 𝑓𝑚𝑎𝑥 = 62 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
= 1,346ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 854ft/sec, corresponding to the Rayleigh waves wavelength
of 𝜆𝑚𝑖𝑛 = 14ft. and 𝜆𝑚𝑎𝑥 = 45ft. The picked frequency and phase velocity ranges fall
within the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 15ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 99 % and an RMS error of 11 % with ten iterations. The
fundamental mode is clearly observable in the absence of higher modes. The dispersion
curve is continuous and distinguishable at frequencies higher than 30 Hz. The theoretical
dispersion curve matches the experimental curve at higher frequencies. These results can
be due to the employed combination of the receiver spread length and the source offset.
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Figure 5.15. MASW survey data collected along Traverse No.2 oriented north to south
array. (A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency); (C) The 1-D shear wave
velocity profile, deduced from the inversion technique. 1) Risk of higher mode; 2) The
signal-to-noise ratio (S/N); 3) R.M.S. error; 4) Iterations.

Figure 5.16A displays the MASW data collected along Traverse No.2 oriented
north-south with source offset of 30ft. and geophone spacing of 5ft. Phase velocities were
manually picked using 9 equally spaced points from the fundamental-mode dispersion
curve in Figure 5.16B (represented by white dots) and used for an inversion process to
generate a 1-D shear wave velocity model (Figure 5.16C).
The dispersion analysis shows that the data possesses dominant frequencies at
approximately 𝑓𝑚𝑖𝑛 = 29 Hz to 𝑓𝑚𝑎𝑥 = 62 Hz. The phase velocity varied between 𝑉𝑝ℎ𝑚𝑎𝑥
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= 1,184ft/sec and 𝑉𝑝ℎ𝑚𝑖𝑛 = 913ft/sec, corresponding to the Rayleigh waves wavelength of
𝜆𝑚𝑖𝑛 = 15ft. and 𝜆𝑚𝑎𝑥 = 41ft. The picked frequency and phase velocity ranges fall within
the determined fundamental mode. With these values and the traverse length, the
minimum and maximum penetration depths is 𝑍𝑚𝑎𝑥 = 14ft.
These parameters yielded the inverted Vs model that was obtained with the high
signal-to-noise ratio (S/N) of 91 % and an RMS error of 17 % with ten iterations. The
fundamental mode lacks separation from the higher mode (this overlap might be due to
the similarities in phase velocities in that frequency ranges). The dispersion curve is noncoherent at frequencies higher than 30 Hz. The theoretical dispersion curve fairly
matches the experimental curve at higher frequencies. Low quality survey results can be
due to the employed combination of the receiver spread length and the source offset.
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Figure 5.16. MASW survey data collected along Traverse No.2 oriented north to south
array. (A) The 24 channel record (shot gather); (B) The dispersion image (overtone) with
superposed dispersion curve (phase velocity versus frequency); (C) The 1-D shear wave
velocity profile, deduced from the inversion technique. 1) Risk of higher mode; 2) The
signal-to-noise ratio (S/N); 3) R.M.S. error; 4) Iterations.

Eight configurations of MASW survey setup were tested. An average dispersion
curve was obtained by combining all 8 records using the frequency range from 29 to 62
Hz and the phase velocity range from 834 ft/s to 1,541 ft/s. This process was repeated for
all of the receiver array types, with the dominant frequency of the surface waves varied
from 30 to 53 Hz for the various array types. An excellent signal-to-noise ratio was
obtained for all of the records until a satisfactory match was reached between the
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experimental and the theoretical dispersion curves with a relative error of less than 10%
to 15%.
The following conditions were common for all three inversions: 1) the 1-D shearwave velocity profile geometry was defined by ten model blocks (layers) with fixed
thicknesses increasing by 5% with depth, plus a model half-space; 2) the depth to the
average model half-space was determined as 15ft., corresponding to approximately onethird of the maximum resolvable wavelength; 3) a maximum of 9.7 iterations is possible.
When a satisfactory match is reached between the experimental and the numerical
dispersion curves (usually with a relative error of less than 10% to 15%), then the Vs
profile has been found and the researcher can proceed with determining the seismic
subsurface classification.
Generally, velocity values of less than 1,200ft/sec (366m/sec) are interpreted as
sand and unconsolidated material, while velocity values greater than 1,200ft/s (366m/s)
are interpreted as soft, weathered limestone.

5.2. DISPERSION OF RESOLUTION CURVE
Resolution of dispersion curve is another important factor in determining quality
of MASW data. The resolution along the velocity axis defines the ability to discriminate
a particular phase velocity from other velocities for a given frequency. The resolution
along the frequency axis determines the ability to discriminate a particular frequency
from other frequencies for a given velocity. The dispersion curve width is related to the
relationship between the frequency and the velocity of the surface waves.
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To determine the resolution of the dispersion image in the frequency-velocity
domain (f-v), the length of the receiver spread needs to be increased (Park et al., 1998).
Forbriger (2003a) provided an analytical result to assess the resolution of the dispersion
image based on the Equation (5.1).
Δd = 1 / f D

(5.1)

where Δd is the half-width between the neighboring minimum of dispersion
energy in the (f-v) domain, f is the frequency, and D is the length of the receiver array.
However, then understand that the resolution of the dispersion image could vary with the
algorithms that were used to generate the dispersion image in the frequency-velocity
domain. A current comparison of several different algorithms can be found in (Dal Moro
et al., 2003).
Three to five impacts generated by a 20 lb. sledgehammer were vertically stacked
at each MASW location using SurfSeis software developed by KGS. A record length of
2,048 milliseconds at a 1-millisecond sampling rate interval was employed.
The influence of these factors on the analysis is highly dependent on the data
quality such as high or low the signal-to-noise ratio, the confidence of dispersion curve
extraction, the R.M.S. error and the maximum number of iterations. A “good” quality
data set suggests the surface-wave energy is the most prominent seismic event in the
seismic record (i.e., the highest S/N), whereas a “bad” quality data sets are usually
contaminated by noise.
The quality of the acquired surface wave records can be evaluated in terms of the
resolution of the phase velocity spectrum, i.e., the sharpness of the amplitude peaks
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observed at each frequency, the extractable frequency range and the continuity of the
fundamental mode high-amplitude band.
The quality of a dispersion curve is judged according to two criteria: the signal-tonoise ratio and the general dispersion curve direction. A high S/N indicates a high
confidence in the obtained phase velocity. An S/N higher than 0.5 or more than 55% is
considered acceptable.
The quality of the MASW data can also be affected by natural geologic conditions
that may not produce well-defined dispersion curves and cannot be used to calculate
reliable shear-wave velocity models, only on the basis of the comparison between the
nearest source offset and variable receiver spacings. After that, the comparison between
the farther source offset and variable receiver spacings.
Two configurations of MASW geophone array results were generated with the
data Figure 5.17. The first nearest source offset was (X1) = 10ft. with a receiver spacing
of (dx) = 2.5ft., and the second nearest source offset was (X1) = 10ft. with a receiver
spacing of (dx) = 5ft.
The output of two different MASW array configurations are shown in Figure
5.17. Figure 5.17A and 5.17B show seismic field records collected using geophone
spacing of 2.5ft. (0.76m) with corresponding dispersive image; Figures 5.17 C and 5.17D
show seismic field records collected using geophone spacing of 5ft. (1.52m) with
corresponding dispersive image. For the estimation of dispersion curve resolution, a
double-ended arrow at frequencies of 30 Hz and 50 Hz is superposed over the dispersion
image. The double-ended arrow at 30 Hz is twice as long as that at 50 Hz. This is
determined by Equation (5.1) that indicates the resolution of the dispersion image is one-

126
half at 30 Hz compared with that at 50 Hz. For Figures 5.17C and 5.17D, the resolution
reduction of one-half (Δd is doubled) as shown in Figure 5.17D was expected. The
double-ended arrows in Figures 5.17A and 5.17B at 30 and 50 Hz are longer than 60%,
not 100% like the arrows in Figure 5.17C and 5.17D at 30 and 50 Hz, respectively.

Figure 5.17. The multichannel seismic record; (B) Corresponding overtone image in
which the fundamental mode dispersion is identified; (C) The multichannel seismic
record collected with doubled receiver spacing; (D) Corresponding overtone image in
which the fundamental mode dispersion is identified with noticeable discrepancies.

The third and fourth MASW array configurations are shown in Figure 5.18. The
third farthest source offset was 30 ft. (9.14m) with a receiver spacing of 2.5 ft. (0.76m),
and the fourth farthest source offset was 30 ft. (9.14m) with a receiver spacing of 5ft.
(1.52m).
The output of the third and fourth MASW array configurations are shown in
Figure 5.18. Figure 5.18A and 5.18B show seismic field records collected using
geophone spacing of 2.5ft. (0.76m) with corresponding dispersive image; Figures 5.18C
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and 5.18D show seismic field records collected using geophone spacing of 5ft. (1.52m)
with corresponding dispersive image. For the estimation of dispersion curve resolution, a
double-ended arrow at frequencies of 30 Hz and 50 Hz is superposed over the dispersion
image. The double-ended arrow at 30 Hz is twice as long as that at 50 Hz. Both doubleended arrows in Figure 5.18C and Figure 5.18D at 30 and 50 Hz were the same length
lengths, which also supports Equation (5.1) in that the resolution of the dispersion image
is determined by the length of the receiver array and the receiver spacing. Also, the
resolution (indicated by a double-ended arrow around the frequency of 30 Hz) of the
dispersive energy from the data with the farther source offset of 30ft. (9.14m) is better
than that of the data generated from seismic record collected with the nearest source
offset of 10ft. (3.04m).
As demonstrated by previous examples, Equation (5.1) might work well as the
frequency changes when the length of the receiver array is fixed. Furthermore, it is
usually necessary to double the length of the receiver array for a given frequency, and the
resolution increase is normally less than 90%. A comparison of the resolution of
dispersion image generated from seismic record collected with the father source offset of
30 ft. (9.14m) at both Figures 5.18c and 5.18d is much better than in Figures 5.18a and
5.18B, and the double-ended arrow is 10% shorter than on the data acquired with the
nearest source offset of 10ft. (3.04m) as it shown in Figure 5.18B and 5.18D.
Analytically, it can be shown that the width of a dispersion curve depends on the
difference between the true phase velocity and the assumed phase velocity. If the
integrative energy rapidly decreases with the difference in velocity, the bandwidth would
be relatively narrow, giving a relatively well-defined velocity range that can be regarded
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as the phase velocity. The relationship between the energy bandwidth and the phase range
of the harmonic waves facilitates an understanding of how the bandwidth varies with
phase velocity, frequency and source distance.

Figure 5.18. (A) The multichannel seismic record; (B) Corresponding overtone image in
which the fundamental mode dispersion is identified; (C) The multichannel seismic
record collected with doubled receiver spacing; (D) Corresponding overtone image in
which the fundamental mode dispersion is identified with visible distortion.

Figure 5.19 displays 4 dispersion images (overtones) deduced from the surface
wave records collected using various MASW array configurations. Figure 5.19A displays
dispersion curve extracted from fundamental mode of overtone image generated for the
seismic record collected with source offset of 10ft. (3.05m) and a receiver spacing of 2.5
ft. (0.76m), the longest Rayleigh wave wavelength of λmax = 1,663ft/sec/26 Hz = 64ft.,
the minimum phase velocity of CRmin = 827ft/sec and a difference between the
maximum and minimum phase velocities of ΔCR = 1,663ft/sec - 827ft/sec = 836ft/sec.
Therefore, the suggested optimum offset A would be 16ft.
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Figure 5.19B displays dispersion curve extracted from fundamental mode of
dispersion image generated for the seismic record collected with source offset of 10ft.
(3.05m) and a receiver spacing of 5ft., the longest Rayleigh wavelength of λmax =
1,220ft/sec/31 Hz = 39ft., the minimum phase velocity of CRmin = 850 ft/sec and a
difference between the maximum and minimum phase velocities of ΔCR = 1,220ft/sec 850ft/sec = 370ft/sec. Therefore, the suggested optimum offset A would be 22.3ft.
High level of Rayleigh waves coherency was noticed during comparison of
Figures 5.19a and 5.19b. It was observed that the data acquired with a configuration of
the first nearest offset of 10ft. (3.04m) and a receiver spacing of 2.5ft. (0.61m) considered
a better quality than that from the second nearest offset of 10ft. and a receiver spacing of
5ft. (1.52m). The continuity is even clearer for data in a rectangular window (especially
for frequencies lower than 30 Hz).
Figure 5.19C displays dispersion curve extracted from fundamental mode of
dispersion image generated for the seismic record collected with source offset of 30ft.
(9.14m) and a receiver spacing of 2.5ft. (0.61m), the longest Rayleigh wavelength of
λmax = 1,699ft/sec/25 Hz = 68ft. (20.72m), a minimum phase velocity of CRmin =
855ft/sec and a difference between the maximum and minimum phase velocities of ΔCR =
1,699ft/sec - 855ft/sec = 844ft/sec. Therefore, the suggested optimum offset A would be
17.2ft. (5.18m).
Figure 5.19D displays dispersion curve extracted from fundamental mode of
dispersion image generated for the seismic record collected with source offset of 5ft.
(1.52m), the longest Rayleigh wavelength of λmax = 1,546ft/sec/26 Hz = 59ft. (17.98 m),
a minimum phase velocity of CRmin = 904ft/sec and a difference between the maximum
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and minimum phase velocities of ΔCR = 1,546ft/sec - 904ft/sec = 642ft/sec. Therefore, the
suggested optimum offset A would be 20.7ft. (6.01m).
After comparing all of the results, high level of Rayleigh waves coherency was
noticed in the data acquired from the nearest offset of 10ft. and a receiver spacing of
2.5ft. (0.61m) and the farthest offset of 30ft. (9.14m) and a receiver spacing of 2.5ft.
(0.61m) than with the farther offset of = 30ft. (9.14m) This is the most reliable method of
dispersion imaging with the lowest number of computational artifacts.

Figure 5.19. Dispersion images (overtones) deduced from the surface wave records
collected using various MASW array configurations (north to south orientation).
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Similar analysis was performed for W-E oriented arrays (Figure 5.20). It was also
noticed that the overal quality of overtone images obtained by using west to east oriented
arrays are slightly poorer in terms of continuity of dispersion curve. This can be
attributed to the irregularity of the depth to top of rock. As the dominant solutuon
widening joints trend north-south in the study area, qulity of MASW data acquired
perpendicular to the structural trends is porrer due to the significant relief along the
geophone array.

Figure 5.20. Dispersion images (overtones) deduced from the surface wave records
collected using various MASW array configurations (west to east orientation).
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5.3. COMPARISON OF 1-D SHEAR-WAVE VELOCITY PROFILES
The variable increases in shear-wave velocity with depth were attributed to
fracturing of the limestone bedrock. Generally, high shear-wave velocities are indicative
of limestone bedrock. Fracture zones and highly weathered bedrock are typically
attributed to the shear-wave velocities between 1,200 and 2,500ft/sec. Burlington-Keokuk
limestone in the study area has shear-wave velocities between 2,000 and 2,500 ft/sec, so
observed velocities may also be relevant to another limestone type with similar lithology.
Data collected using four MASW array configurations were analyzed. The first
and second data sets were acquired using the source offsets of 10ft. (3.04m) with a
receiver spacing of 2.5ft. (0.76m) and 5ft. (1.52m), respectively. The third and fourth data
sets were acquired using the source offset of 30 ft. (9.14m) with a receiver spacing of
2.5ft. (0.76m) and 5ft. (1.52m), respectively.
Figures 5.21 and 5.22 display the comparison of 1-D shear-wave velocity profiles,
deduced using the inversion technique from the seismic data sets collected with various
configurations of active MASW array. Table 5.3 lists the average Vs values for the top
4ft. (1.22m), 12.5ft. (3.81m), and 27.5ft. (8.38m) depths for one site.
Vs profiles were generated from seismic records acquired with different source
offsets and receiver spacings that were oriented from west to east. The 1-D shear-wave
velocity profiles obtained with different types of configuration of MASW array
configurations are shown in Figure 5.21. The variation of the Vs velocities at all depths
seems to be fairly consistent for all array configurations. The depth to the top of rock can
be identified at a depth of around 12.5ft. (3.81m) from the data collected with all array
configurations.
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Table 5.3. Average Vs at ten 1-D shear-wave velocity profiles. No.1.

A comparison of 1-D shear wave velocity profiles generated up to a depth of
32.5ft. (9.9m) shows the following results:
a) All of the profiles start with a thin layer (from 1 to 4ft. [0.3 – 1.22m] thick) and
are characterized by average shear wave velocities between 1,070 and 1,240ft./s)
for the data collected with all array configurations. This high-velocity layer is
most probably observed due to the combination of stiff subsurface materials
(reddish-brown clay with admixed chert fragments, alternating from fine to coarse
grained with occasional stylolites and fossils).
b) There is a low velocity layer observed on depths of 11.5 - 12.5ft. (3.5 – 3.81m)
with corresponding shear wave velocities range between 1,230 and 1,250ft./s
which is confidently determined in the most profiles. This layer is attributed to the
top of rock (represented by Burlington-Keokuk limestone).
c) At a depth of approximately 27.5ft. (8.38m), corresponding 1-D shear wave
velocity values increase gradually until the depth of 32.5ft. (9.9m) from
1370ft/sec to 1729ft/sec in all MASW profiles.
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d) It can also be observed from the Vs profiles that there is a slight decrease in the
velocities for the data sets collected using the farthest source offset of 30ft.
(9.14m) and longer receiver spacing of 5ft. (1.52m) at a depth of approximately
27.5ft. (8.38m). Decrease in velocities from 1,729ft/sec to 2,066ft/sec were
observed for the data sets collected using the nearest offset of 10ft. (3.04m) for
the data sets collected in west-east direction and approximately 1,370ft/sec to
1,404ft/sec for the data sets collected in north-south direction.
e) This decrease in velocity values may correspond to the presence of either clay or
saprolite formation above the bedrock. Also, the highest velocity found in the
inversion was around 1,200 to 2,500ft/sec which are indicative of bedrock, which
is characterized by calcareous shale with some limestone interbeds. A reasonable
correlation between the MASW data sets collected with opposite array orientation
was observed. Generally, extraction of dispersion curves from the overtone
images generated from seismic records collected in west-east or north-south
direction provided results of similar quality. That can be explained by the
heterogeneity of subsurface.
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Figure 5.21. Comparison of 1-D shear wave velocity profiles, deduced using the
inversion technique from the seismic data sets collected with various configurations of
active MASW oriented west to east array.

Figure 5.22. Comparison of 1-D shear wave velocity profiles, deduced using the
inversion technique from the seismic data sets collected with various configurations of
active MASW oriented north to south array.
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5.4. QUANTITATIVE ANALYSES
As a first step of quantitative analysis, three criterias were chosen, and include
continuity of dispersion curve, maximum depth of investigation, and reliability of the top
of rock estimate. The rating categories are briefly summarized in Table 5.4.

Table 5.4. Encoded categories for three criterias.

The continuity was analyzed on the basis of visual assessment of overtone images
and dispersion curves. The quality of the acquired surface wave records were evaluated in
terms of the resolution of the phase velocity spectrum, i.e., the sharpness of the amplitude
peaks observed at each frequency, the extractable frequency range and the continuity of
the fundamental mode high-amplitude band. The continuity ratings “Good”, “Fair”, and
“Poor” were assigned on the basis of visual assessment of overtone images and
dispersion curves, as shown in Fig. 5.23. To ease quantitative data analysis, each rating
was encoded numerically. Thus, number 30 was assigned to “good”, number 15 was
assigned to “fair”, and number 0 was assigned to “poor”.
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Figure 5.23 Overtone images obtained from MASW data of (A) good quality, (B) fair
quality, and (C) poor quality.

Regarding to the maximum depth of MASW profiles, number 0 was assigned to
profiles that do not extend to a depth of 20ft., number 5 was assigned to profiles that do
extend to a depth of 30ft., and number 10 was assigned to profiles that extend to a depth
greater than 30ft.
The analysis of reliability of the top of rock estimate was based on the comparison
of ERT- and MASW-determined depth to top of bedrock. The difference between the two
was calculated in percent. Number Zero was assigned to profiles that gave the difference
more than 30%, number 5 was assigned to profiles that gave the difference in the interval
of 20 to 30%, and number of 10 was assigned to profiles that had difference less than
20%.
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The quantitative data analysis was performed by summing up the ratings of tree
criterias. Thus, a number of 50 is the maximum possible number, and a number of Zero is
the minimum number. The data quality categories were developed based on the numbers
after summation. The categories are briefly summarized in Table 5.5. Using this
approach, all MASW profiles were evaluated in order to assign the data quality ratings.

Table 5.5. Data quality categories.

In an attempt to identify the MASW array configuration that gives the better data
quality, statistical analysis was performed. During the analysis, mean values were
calculated for each group of MASW array configuration. Table 5.6 summarizes statistics
for west to east direction arrays, and Table 5.7 summarizes statistics for north to south
direction arrays. As seen in Table 5.6, the highest mean value (30.73) was observed for
10ft. source offset and 2.5ft.geophone spacing array. This implies that this configuration
gave the better quality of MASW data. The lowest mean value (21.91) was observed for
30 ft. source offset and 5ft. receiver spacing array. It is interesting to note that according
to the statistical analysis, the shortest geophone spread (10 x 2.5ft.) gave the better data
quality, whereas the longer geophone spread (30 x 5ft.) gave the poorer quality. This
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supports the previous statement about the effect of irregularity of the depth to top of rock
along short and long geophone arrays. According to Table 5.7, mean values calculated for
configurations direction north to south are slightly higher than those calculated for
configurations direction west to east (Table 5.6).

Table 5.6. Quantitative analysis performed for 136 MASW profiles acquired in west to
east direction.

Table 5.7. Quantitative analysis performed for 136 MASW profiles acquired in north to
south direction.

To analyze the frequency of occurrence of MASW profiles with good, fair, poor,
and severe quality, Figures 5.24 and 5.25 were generated. Figure 5.24 shows distribution
of MASW data acquired by the array oriented in west to east direction and Figure 5.25
shows MASW data acquired by the array oriented in north to south direction. According
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to Figure 5.24, the largest number of good quality MASW profiles was acquired using
10ft. source offset and 2.5ft. receiver spacing. In contrast, the smallest number of good
quality MASW profiles was acquired by the configuration with 30 ft. source offset and
5ft. receiver spacing.

Figure 5.24 Histogram showing how often MASW data of good, fair, poor, and severe
quality were acquired using a specific array configuration (west to east direction).

Regarding to the north to south oriented arrays, the largest number of MASW
profiles with good data quality was acquired by the 10ft. source offset and 2.5ft. receiver
spacing array. It is interesting to note that no MASW profiles with good data quality were
acquired using the longest (30 x 5ft.) geophone spread. In contrast, this configuration (30
x 5ft.) gave the largest number of MASW profiles with severe data quality.
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Figure 5.25 Histogram showing how often MASW data of good, fair, poor, and severe
quality were acquired using a specific array configuration (north to south direction ).
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6. CONCLUSIONS

The main goal of this research was to develop optimum MASW configuration that
can be used in karst terrain to image subsurface to a depth of 30ft. (9m). To accomplish
the goal, MASW data were acquired with different parameters and in different directions.
Qualitative and quantitative analyses were performed in this study to assess the
performance of each configuration.
The following conclusions can be made on the basis of qualitative analysis:
 Continuity of dispersion curve must be the primary criteria in evaluating MASW
data quality. The dispersion is more continuous over a broad range of frequency
when MASW data are acquired parallel to the solution widened joints.
 As the solution widened joints trend north to south, MASW data acquired by the
north to south oriented arrays are of a better quality.
The following conclusions can be made on the basis of quantitative analysis:
 In addition to the continuity of dispersion curve, two criterias – maximum depth
of investigation and reliability to top of rock estimate – can be used to evaluate
overall quality of MASW data. Using three criterias, it was determined that
MASW data acquired by 10ft. source offset and 2.5ft. receiver spacing array
configurations are of a better quality.
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7. RECOMMENDATIONS

This research has enhanced the understanding of acquisition of MASW data in
karst terrain. However, further studies are still required to improve acquisition,
processing and interpretation of seismic data in karst terrain. The following studies are
recommended:
 Choice of the method should be guided by the anticipated depth and size of
target(s), the nature of the background materials or the maximum depth of rock
surrounding the target(s), the reason for delineating the target(s), the desired
resolution of the target(s), and the size of the investigation area and the sources of
cultural interference in the investigation area.
 The values that are determined for optimum data acquisition and processing
should be taken as guidelines for all other parameters (i.e., it is important to
choose processing parameters that are appropriate for the depth target of the
investigation).
 For impact sources, such as the drop weight or vibrator should be used to enhance
the quality of the active MASW data in complex karst terrain.
 A quantitative evaluation of the resolution of surface wave methods should be
conducted to clearly delineate the examination capabilities not only for
researchers, but as well to associate engineers avoid error application of surface
wave methods.
 In addition, calculation efforts should be made to improve the efficiency of
intensive inversion algorithms using parallel programming and computing on
GPS or GIS.
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