Attaining the quantum limit of passive imaging by Krovi, Hari et al.
Attaining the quantum limit of passive imaging
Hari Krovi∗ and Saikat Guha
Quantum Information Processing group, Raytheon BBN Technologies, Cambridge, MA 02138, USA
Jeffrey H. Shapiro
Research Laboratory of Electronics, Department of Electrical Engineering and Computer Science,
Massachusetts Institute of Technology, Cambridge, MA 02139, USA
We consider the problem, where a camera is tasked with determining one of two hypotheses: first
with an incoherently-radiating quasi-monochromatic point source and the second with two identical
closely spaced point sources. We are given that the total number of photons collected over an
integration time is assumed to be the same under either hypothesis. For the one-source hypothesis,
the source is taken to be on-axis along the line of sight and for the two-source hypothesis, we give
ourselves the prior knowledge of the angular separation of the sources, and they are assumed to
be identical and located symmetrically off-axis. This problem was studied by Helstrom in 1973,
who evaluated the probability of error achievable using a sub-optimal optical measurement, with an
unspecified structured realization. In this paper, we evaluate the quantum Chernoff bound, a lower
bound on the minimum probability of error achievable by any physically-realizable receiver, which
is exponentially tight in the regime that the integration time is high. We give an explicit structured
receiver that separates three orthogonal spatial modes of the aperture field followed by quantum-
noise-limited time-resolved photon measurement and show that this achieves the quantum Chernoff
bound. In other words, the classical Chernoff bound of our mode-resolved detector exactly matches
the quantum Chernoff bound for this problem. Finally, we evaluate the classical Chernoff bound
on the error probability achievable using an ideal focal plane array—a signal shot-noise limited
continuum photon-detection receiver with infinitely many infinitesimally-tiny pixels—and quantify
its performance gap with the quantum limit.
Numerous example problems in optical communica-
tions and sensing are known where the fundamental per-
formance limits predicted by quantum mechanics are su-
perior to the ultimate performance limits associated with
conventional optical receivers, even when these receivers
are assumed to be operating at their respective quantum-
noise-limited performance. Choosing a specific optical
receiver design to detect the received optical field—
detection referring to the act of converting the (quantum)
optical field to a noisy (classical) electrical signal—results
in a probabilistic description of the problem. This prob-
abilistic noisy-channel description takes the form of an
input-output transition probability matrix pY |X(y|x) for
a communication problem where the receiver’s task is to
decode messages encoded in a long sequence of the input
variable X from a corresponding sequence of the chan-
nel’s output Y , at the minimum probability of error. In
an imaging problem, the probabilistic description is the
channel output pY |Θ(y|θ) where the receiver’s task is to
estimate a scene parameter θ with minimum error (e.g.,
mean-squared error) from a sequence of the channel out-
put Y . Once a specific optical receiver is chosen, one can
calculate the associated probabilistic channel description
as above, after which (classical) information and estim-
ation theoretic tools can be used to find the optimal
performance achievable for the task at hand, e.g., the
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maximum reliable communication rate or the minimum
mean-squared error in estimation. Quantum informa-
tion and detection theory gives us mathematical tools to
directly compute the optimal achievable performance op-
timized over absolutely any possible receiver design. By
definition, such a performance limit must exceed the per-
formance limit associated with a specific receiver design.
Unfortunately however, even through quantum tools give
us the fundamental performance limits, they usually do
not translate readily into prescriptions of structured re-
ceiver designs that can actually attain the quantum-
limited performance. Finding the structured design of a
quantum-optimal receiver often requires creative bottom-
up design. Most such non-standard optical receivers that
achieve (or approach) quantum-limited performance of
an imaging or communication task, involve some form of
an all-optical transformation of the received optical field
prior to detection, and may even involve incremental-
detection-induced electro-optic feedback that modulates
the pre-detection all-optical transformation of the re-
ceived field while it gets detected. One classic example of
that is Dolinar’s receiver design to discriminate between
two apriori-known laser-light waveforms, which exactly
attains the minimum error probability permissible by
quantum mechanics, and thereby outperforms both shot-
noise-limited homodyne detection and direct detection
receivers [1]. The Dolinar receiver is one of many ex-
amples where even though the light involved is classical
(one with a proper P -function description, i.e., can be ex-
pressed as a statistical mixture of coherent states of the
radiation field), the optimal performance is not achieved
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2Figure 1. (a) Discriminating one from two point sources inco-
herently radiating at center-wavelength λ0. (b) The photon-
unit image-plane intensity I(x) shown for one source (red) and
two sources (blue) for different values of angular separation of
the two sources. The total photon number
∫∞
−∞ I(x)dx ≡ N
is taken to be the same under both hypotheses.
by one of the conventional ways of detecting light, viz.,
homodyne, heterodyne, or direct detection.
In this paper, we evaluate the fundamental perform-
ance limit of an optical receiver’s ability to discrimin-
ate one from two identical closely-spaced incoherently-
radiating point sources in the sense of minimizing the
probability of making an error, we quantify the per-
formance gap to that achieved by a conventional image-
plane focal plane array operating at its quantum-noise
limit, and design a structured receiver that can attain
the quantum-limited performance.
A schematic of the problem setup is shown in Fig. 1(a).
The point sources radiate quasi-monochromatic incoher-
ent light with a center frequency ω0, center wavelength
λ0 ≡ 2picω0 (c is the speed of light), and a spectral density
of width W (in Hz) that is much less than ω0. For the
one-source hypothesis (H0), the point source is assumed
to be on light of sight (LoS), whereas for the two-source
hypothesis (H1), we assume the half-angular separation
θ to be known a priori and that the sources are sym-
metrically disposed about the LoS and are equally radi-
ating. We set up the problem in one spatial dimension,
with x ∈ (−∞,∞) denoting the spatial coordinate in the
image plane (the focal plane of the conventional cam-
era), x′ ∈ (−∞,∞) denoting the spatial coordinate in
the aperture plane, and x′′ ∈ (−∞,∞) denoting the co-
ordinate in the plane of the scene. We assume a 1-D
hard-aperture pupil of diameter (length) D, whose aper-
ture function is given by A(x′) = rect(x′/D). Assuming
Fraunhofer propagation over an L-m vacuum path from
the scene to the receiver aperture’s entrance pupil (which
is accurate if the largest spatial dimension of interest in
the scene plane  √λ0L), and a lens at the entrance
pupil perfectly focusing the image in an image plane loc-
ated F -m behind the aperture (see Fig. 1(a)), the image
plane photons/m-unit intensity is given by:
I(x) =
{
lN |s(x)|2 ≡ I0(x), H0
lN
2
[|s(x− θF )|2 + |s(x+ θF )|2] ≡ I1(x), H1
where l = λ0F/D and s(x) =
∫∞
−∞A(λ0Ff)e
j2pifxdf is
the point spread function (PSF). The total mean photon
number collected over the receiver’s integration time T ,∫∞
−∞ I(x)dx ≡ N is taken to be the same under both hy-
potheses. In Fig. 1(b), we plot the image-plane intensity
I(x) for the one target hypothesis H0 and for the two tar-
get hypothesis H1, for µ ≡ θD/λ0 = 0.2, 0.5 and 1.0. The
latter is an incoherent sum of two symmetrically-shifted
photon-unit squared-magnitude PSFs.
This problem was first considered by Helstrom in
1973 [2], who argued—via decomposing the aperture-
collected field into mutually orthogonal spatial and
temporal modes—that when WT  1, the collected
field spans roughly M ≈ WT statistically independ-
ent temporal modes, and that only the following three
linearly-independent (but mutually non-orthogonal) spa-
tial modes of the aperture field,
ξ1(x
′) =
(
1/
√
D
)
rect (x′/D) , (1)
ξ2(x
′) =
(
1/
√
D
)
ejk0θx rect (x′/D) , and (2)
ξ3(x
′) =
(
1/
√
D
)
e−jk0θx rect (x′/D) , (3)
with
∫∞
−∞ |ξi(x′)|2dx′ = 1 for i = 1, 2, 3, and k0 = 2pi/λ0
contain all information relevant to the hypothesis-test
problem. Helstrom expressed the quantum description
of the 3M spatio-temporal modes collected over the in-
tegration time T as an M -fold tensor product of a 3-mode
classically-correlated zero-mean Gaussian state, each of
mean photon number N/M ≡ N0  1, and wrote the
expression for the minimum error probability achiev-
able for choosing between the two hypotheses assum-
ing they occur with equal prior probability. He then
evaluated the error probability attainable by a subop-
timal measurement which detects the total photon num-
ber (over all M temporal modes) of one spatial mode in
S ≡ span {ξ1(x′), ξ2(x′), ξ3(x′)}, followed by a quantum-
limited minimum-error-probability measurement to dis-
criminate the quantum states of the remaining two modes
in the orthogonal complement of the aforesaid span [2].
In this paper, we first evaluate, in Section I, the
probability of error attained by an ideal (shot-noise-
limited) continuum focal plane array in the image plane
with a unity-fill-factor array of infinitely many infin-
itesimally tiny pixels. In Section II, we evaluate the
fundamental limit to the minimum error probability
using tools from quantum detection theory. In Sec-
tion III A, we propose and analyze a receiver that separ-
ates three mutually-orthogonal modes in S, detects them
using three shot-noise-limited temporally-mode-resolved
single-photon-sensitive detectors, and makes the final hy-
pothesis test using the detection outcomes over all M
temporal modes (i.e., over the entire integration time T )
3of the three detectors. We show that this mode-resolved-
detection receiver exactly achieves the quantum limited
performance evaluated in Section II. In Section IV, we
conjecture that the quantum-optimal performance of a
mode-resolved detection strategy is generally true for
all incoherent optical imaging problems where the scene
parameter(s) of interest are encoded in a classically-
correlated thermal phase-insensitive multimode optical
field, and show evidence in its favor. Recent work by
Mankei Tsang and collaborators have lent significant
evidence in favor of this conjecture [3–7]. In particu-
lar, Tsang et al.’s work has established—for the problem
of estimating the angular separation between two point
sources—that Rayleigh’s criterion for imaging resolution
is an artifact of the conventional philosophy of focus-
ing the image on a focal plane array and measurement
of the field’s intensity profile, and that if one allows for
a pre-detection mode sorting, the imager’s performance
(in estimating the angular separation between two point
sources) is only a function of the total collected photon
energy during the integration time, and is entirely in-
dependent of the actual angular separation, no matter
how small it is [5]. The fact that pre-detection optical-
domain pre-processing can enhance an imager’s perform-
ance has been long known and explored in the computa-
tional imaging community, and is usually termed super-
resolution. We conclude the paper in Section V with dis-
cussion of some of the aforesaid related work, and future
directions—in particular our thoughts on proving the
general conjecture about the optimality of mode-resolved
photo detection for imaging with incoherent light.
I. IMAGE PLANE DIRECT DETECTION
The PSF of the hard aperture A(x′) is readily calcu-
lated as, s(x) = (D/Fλ0) sinc (xD/Fλ0), with sinc(x) ≡
sin(pix)
pix . The image-plane intensity functions under the
two hypotheses can be re-expressed as Ii(y) = Npi(y),
i = 0, 1, using a scaled coordinate y = xD/λ0F , where
p0(y) and p1(y) given by:
p0(y) = sinc
2(y), and (4)
p1(y) =
1
2
[
sinc2(y − µ) + sinc2(y + µ)] , (5)
for y ∈ R, with ∫∞−∞ pi(y)dy = 1 for i = 0, 1. We will first
consider a quantum-noise-limited continuum detector in
the image plane, which mimics an idealized scenario
of an array of infinitely-many infinitesimally-small shot-
noise limited unity-quantum-efficiency detector pixels
with unity fill factor. We will thereafter consider the
effect of finite-width pixels.
A. Continuum detector
The optimal direct detection of the image-plane field
is achieved via a hypothetical continuum detector, which
generates a Poisson point process with rate function
either I0(y) or I1(y) depending upon which of the two
hypothesis is true [8]. The minimum probability of error
PDD, attained by a maximum-likelihood estimate on the
detector output (which is a sequence of spatial positions
in the image plane where photon “clicks” are detected) is
upper bounded by the Chernoff bound (see Appendix A):
PDD ≤ 1
2
e−MξDD , (6)
where M ≈ WT is the total number of temporal modes
detected over the integration time T , and the Chernoff
exponent ξDD is given by [9]:
ξDD = N0 Cµ, (7)
where Cµ = max
0≤s≤1
Cµ(s) is the Chernoff exponent, with
Cµ(s) =
∫ ∞
−∞
[
sp0(y) + (1− s)p1(y)− p0(y)sp1(y)1−s
]
dy,
(8)
where N0 =
N
M is the mean photon number in each tem-
poral mode, which would be typically  1 at optical fre-
quencies. The upper bound in Eq. (6) is asymptotically
tight for M → ∞, and hence is a good (yet conservat-
ive) estimate of the detector’s actual performance. Note
that the exponent in Eq. (6), MξDD = MN0C = NCµ,
where N0 is a constant dependent upon the radiance of
the source and the wavelength, whereas the number of
temporal modes M (hence N , the total collected photon
number) is proportional to the integration time T . The
normalized Chernoff exponent Cµ is a function only of µ
(given the shape of the aperture’s PSF), and character-
izes how well the two hypotheses can be discriminated.
B. Pixelated focal plane array
Let us now consider a pixelated focal plane array
(FPA) with uniform pixel width ∆ > 0 with a pixel
centered at x = 0. Let us take the FPA to be of unity fill-
factor, unity quantum efficiency, and shot-noise limited.
The error probability achieved using this array PDD(∆)
is upper bounded by the Chernoff bound given by,
PDD(∆) ≤ 1
2
e−MξDD(∆), (9)
where ξDD(∆) = N0 Cµ(∆), and the normalized Chernoff
exponent Cµ(∆) = max
0≤s≤1
Cµ(∆, s), with
Cµ(∆, s) =
∞∑
n=−∞
(sq0[n] + (1− s)q1[n]− q0[n]sq1[n]1−s),
(10)
where qk[n] =
∫ (n+ 12 )∆
(n− 12 )∆
pk(y)dy, for k = 0, 1, n ∈ Z, with
qk[n] being the rate function of a space-discretized Pois-
son point process in the nth detector pixel, which hap-
pens to add up to 1, i.e.,
∑∞
n=−∞ qk[n] = 1, k = 0, 1 (see
4Figure 2. (a) The plot of the Chernoff exponent Cµ(∆) of
the pixelated FPA as a function of the pixel width ∆, for
normalized half-angular source separation µ = 0.1; (b) The
plot of the Chernoff (upper) bound on the probability of error
achieved by a shot-noise-limited FPA as a function of M ≈
WT , the total number of temporal modes collected over the
integration time T , for µ = 0.1 and mean photon number per
(temporal) mode N0 = 10
−3. The figure shows the Chernoff
bound plots for the continuum detector (∆ = 0), and for
pixelated detectors with ∆ = 0.3, 0.4 and 0.5. The relative
ordering of the plots are consistent with the values of Cµ(∆).
Appendix A for proof). The Chernoff exponent Cµ(∆)
converges to Cµ as ∆ → 0. As expected, it (roughly)
decreases as ∆ (the pixelation) increases. However, as
Fig. 2 shows, this degradation in performance due to in-
creasing pixelation has an oscillatory nature, which is due
to the oscillations in the sinc-function PSF of the hard
aperture pupil.
II. QUANTUM LIMIT
We will now evaluate the fundamental limit to the
minimum probability of error attainable for this problem
with no constraints whatsoever on how the aperture field
is detected, as long as the detection method is allowed by
physics. The quantum Chernoff bound (QCB) is a math-
ematical tool that lets us calculate an asymptotically-
tight upper bound on this minimum error probability
without making any reference to the actual optimal de-
tection method. However, in order to invoke the QCB,
we first need to express the (classical) aperture-collected
field in terms of its quantum state representation. For
this reason, the development in this Section will assume
that the reader has some familiarity with quantum op-
tics and detection theory. We refer the reader to [10]
for a comprehensive text on quantum estimation and de-
tection theory with applications to quantum optics, and
to [11] for a review of calculating the QCB for Gaussian
state discrimination.
As stated in the introduction, the span S of the three
spatial modes in Eqs. (1), (2) and (3) contain all the
relevant information in this imaging problem. Note
that the phase sensitive moments are all zero. The op-
timal receiver may extract these three modes (over all
M statistically-independent temporal modes) before pro-
ceeding. One can calculate the inner products of the
aforesaid functions as
(ξ1, ξ2) = (ξ1, ξ3) = sinc(µ), (ξ2, ξ3) = sinc(2µ) ,
with respect to the usual L2-norm inner product, (f, g) =∫∞
−∞ f(x
′)g∗(x′)dx′. We use Gram-Schmidt orthonor-
malization to write down the following orthogonal modes
that form a complete orthonormal basis for S:
φ1(x
′) = ξ1(x′), (11)
φ2(x
′) =
(ξ2(x
′)− ξ3(x′))√
2(1− sinc(2µ)) , and (12)
φ3(x
′) =
(−2sinc(µ)ξ1(x′) + ξ2(x′) + ξ3(x′))√
2(1 + sinc(2µ)− 2sinc2(µ))
. (13)
The receiver’s task therefore is to minimize the probab-
ility of error in discriminating ρ⊗M0 and ρ
⊗M
1 , where ρk
is the joint quantum state of the three orthogonal spatial
modes (φ1, φ2, φ3). This minimum probability of error is
upper bounded by the quantum Chernoff bound as:
Pmin ≤ 1
2
e−MξQ , (14)
with ξQ = − logQµ is the quantum Chernoff exponent,
with Qµ = min
0≤s≤1
Qµ(s), where
Qµ(s) = Tr
(
ρs0ρ
1−s
1
)
. (15)
The quantum states ρ0 and ρ1 are zero-mean jointly-
Gaussian states [2], and hence they are completely de-
scribed by their second-order field moments, or equival-
ently by V (0) and V (1), the 6-by-6 Wigner-distribution
covariance matrices under the two hypotheses.
Using the mode overlaps, we calculate the second-order
field moments hypothesis H0 as:
〈a†φ1aφ1〉 = N0,
5and,
〈a†φ2aφ2〉 = 〈a
†
φ3
aφ3〉
= 〈a†φ1aφ2〉
= 〈a†φ1aφ3〉
= 〈a†φ2aφ3〉 = 0.
All the phase-sensitive self and cross correlations (e.g.,
〈aφ2aφ3〉, 〈aφ1aφ1〉) are zero. The i, j entry of the first
3-by-3 block of the covariance matrix V (0) is given by
V
(0)
1 (i, j) = 〈aφi1 aφj1 〉, where aφi1 = (1/2)(aφi + a†φi). The
off-diagonal 3-by-3 blocks of the covariance matrix are
given by V
(0)
12 (i, j) = (1/2)〈aφi1 aφj2 + aφi2 aφj1 〉 (similarly
V
(0)
21 (i, j)), where a
φi
2 = (1/2i)(aφ − a†φ) and V (0)2 (i, j) =
〈aφi2 aφj2 〉. For hypothesis H0, it can be seen that V (0)1 =
V
(0)
2 and V
(0)
12 = V
(0)
21 = 0. Therefore, it suffices to write
the first block V
(0)
1 . It is simple to translate the field
correlations to quadrature correlations, e.g.,
〈aφ11 aφ11 〉 =
〈(a†φ1 + aφ1
2
)2
〉 = 2N0 + 1
4
.
Filling out the remainder of the entries, we get:
V
(0)
1 =
1
4
2N0 + 1 0 00 1 0
0 0 1
 . (16)
Now for hypothesis H1, all the phase-sensitive correl-
ations are zero, and we have the following values for the
various phase-insensitive second-order field moments:
〈a†φ1aφ1〉 =2N0sinc2(µ),
〈a†φ2aφ2〉 =N0(1− sinc(2µ)),
〈a†φ3aφ3〉 =N0(1 + sinc(2µ)− 2sinc2(µ)),
〈a†φ1aφ2〉 =〈a
†
φ2
aφ3〉 = 0, and
〈a†φ1aφ3〉 =N0sinc(µ)
√
2(1 + sinc(2µ)− 2sinc2(µ)) .
It is a simple matter to translate the above field moments
to quadrature moments, and obtain the following for the
first 3-by-3 block of V (1):
V
(1)
1 =
1
4
N0A2 + 1 0 N0AB0 2N0(1− sinc(2µ)) + 1 0
N0AB 0 N0B
2 + 1
 ,
where we have two µ-dependent constants A = 2sinc(µ),
and B =
√
2(1 + sinc(2µ)− 2sinc2(µ)). We again have
V
(1)
2 = V
(1)
1 , and V
(1)
12 = V
(1)
21 = 0.
In Ref. [11], it was shown how to calculate the Chernoff
bound for discriminating ρ⊗M0 and ρ
⊗M
1 , where ρ0 and
ρ1 are n-mode Gaussian states, using the symplectic ei-
genvalues and eigenvectors of the respective covariance
matrices V (0) and V (1). The quantum Chernoff expo-
nent is − logQ with Q ≡ min
0≤s≤1
Q(s), where Q(s) =
Tr
(
ρs0ρ
1−s
1
)
. The expression for Q(s) for the case of n-
mode zero-mean states ρ0 and ρ1 are given by [11]:
Q(s) =
2n
∏n
k=1Gs(αk)G1−s(βk)√
det[V(0)(s) +V(1)(1− s)]
,
where,
V(0)(s) = S0
[
n⊕
k=1
Λs(αk)Ik
]
ST0 ,
V(1)(1− s) = S1
[
n⊕
k=1
Λ1−s(βk)Ik
]
ST1 ,
Gp(x) =
2p
(x+ 1)p − (x− 1)p , and
Λp(x) =
(x+ 1)p + (x− 1)p
(x+ 1)p − (x− 1)p . (17)
In the above, the symplectic matrices S0 and S1 diag-
onalize the covariance matrices V(0) and V(1). For our
problem, these quantities can be evaluated to be:
S0 = I and S1 =
a 0 −b0 1 1
b 0 a
 , (18)
where,
α1 =
2N0 + 1
4
, α2 =
1
4
, α3 =
1
4
,
β1 =
2N0(1 + sinc 2µ) + 1
4
, β2 =
2N0(1− sinc 2µ) + 1
4
,
β3 =
1
4
, and
a =
√
2 sinc µ√
1 + sinc 2µ
, b =
√
1 + sinc 2µ− 2sinc2µ√
1 + sinc 2µ
. (19)
Using these quantities we evaluate Qµ(s) as a function
of s and numerically determine its minimum to com-
pute the quantum Chernoff exponent ξQ = − logQµ,
which we then insert in Eq. 14 to evaluate the QCB. In
Fig. 3, we plot the quantum Chernoff bound on the min-
imum error probability (attained by an optimal detector
with unspecified structured realization) and the classical
Chernoff bound on the error probability attained by an
ideal shot-noise-limited continuum image plane detector,
evaluated in Section I. We used the same parameters as
used in Fig. 2 (µ = 0.1 and N0 = 10
−3 photons per
mode) in order to make the comparison easier. Fig. 3
also shows the (classical) Chernoff bound on the error
probability attained by structured receiver, that we pro-
pose and analyze next in Section III A, which is seen to
attain quantum-limited performance. In the next Sec-
tion, we will show that this structured receiver we pro-
pose in Section III A, which employs pre-detection spatial
6Figure 3. For µ = 0.1 and N0 = 10
−3 photons per mode,
we compare the (classical) Chernoff bound on the error prob-
ability attained by a shot-noise-limited continuum-detection
focal plane array (solid blue plot) developed in Section I, the
(quantum) Chernoff bound on the minimum error probabil-
ity attainable by the optimal detector (red dashed plot) de-
veloped in Section II, and the (classical) Chernoff bound on
the error probability attained by the spatial-mode-resolved
3-pixel detector (black circles) developed in Section III A.
mode sorting followed by detection using three temporal-
mode-resolved single-photon-sensitive detectors, exactly
achieves the quantum limited performance for all values
of angular separation µ, and is always significantly super-
ior to the performance attainable by an ideal continuum
image-plane detector.
III. STRUCTURED RECEIVER USING
MODE-RESOLVED PHOTON DETECTION
A. Structured receiver
Let us recall that the span S of the three spatial
modes in Eqs. (1), (2) and (3) contain all the relevant
information in this imaging problem. Let us consider
a receiver that extracts these specific orthogonal spatial
modes φ1(x
′), φ2(x′) and φ3(x′) (over all M statistically-
independent temporal modes) using a tailor-made mode
sorter, followed by temporal-mode-resolved photon de-
tection on each of the M orthogonal temporal modes
of the three separated spatial modes. For the ensu-
ing analysis, we will assume that each of the 3M or-
thogonal spatio-temporal modes are detected by unity-
efficiency shot-noise-limited photon-number resolving de-
tectors. However, photon number resolution in these de-
tectors is unnecessary, and the difference in performance
from using single-photon detectors would not be perceiv-
able, since the mean photon number per mode N0  1.
There have been recent proposals on temporal-mode-
resolved single photon detection using sum-frequency
generation in nonlinear waveguides [12]. The receiver ob-
tains a vector of detected-photon-number outcomes over
all the 3M modes, and using that makes a guess on which
hypothesis H0 or H1 is true. The probability mass func-
tion of (k1, k2, k3, the click record for the three spatial
modes in one of the M temporal modes is given by:
P (0)(k1, k2, k3) =
Nk10
(1 +N0)1+k1
δk2,0δk3,0, (20)
under hypothesis H0. Under hypothesis H1, the joint
probability mass function of (k1, k2, k3 is given by
P (1)(k1, k2, k3) =
Nk1+k31
(1 +N1)1+k1+k3
(
k1 + k3
k1
)
ηk1(1− η)k3
× N
k2
2
(1 +N2)1+k2
, (21)
where N1 = N0 (1 + sinc(2µ)) /2, N2 = N0 − N1 =
N0 (1− sinc(2µ)) /2, and η = 2sinc2(µ)/(1 + sinc(2µ)).
Note that η = a2 = 1 − b2 where a and b are defined
in Eq. (19). Since N0  1, almost all the photon count
records k
(m)
i , m = 1, . . . ,M , and i = 1, 2, 3 are either 0
or 1. Hence, no perceivable receiver performance loss will
be seen if the detectors are on-off single-photon-sensitive
detectors that tell whether or not a given spatio-temporal
mode has a photon or not.
The probability of error achieved by this receiver is
upper bounded by the classical Chernoff bound (see Ap-
pendix A) as:
PR ≤ 1
2
e−MξR , (22)
with ξR = − log(Sµ), where
Sµ = min
0≤s≤1
∑
k1,k2,k3
[
P (0)(k1, k2, k3)
]s [
P (1)(k1, k2, k3)
]1−s
.
We can explicitly evaluate Sµ as a function of µ and N0:
Sµ(µ,N0) =
2
(N0(1− sinc(2µ)) + 2)
× 2(
N0(1 + sinc(2µ)− 2sinc2µ) + 2
) .(23)
Using this expression, we evaluate and plot the (classical)
Chernoff bound of the receiver as shown in Fig. 3. We
numerically find that the Chernoff exponent of our re-
ceiver ξR equals the quantum Chernoff exponent ξQ (see
Eq. (14)) exactly for all values of N0 and µ.
B. Performance comparison
In order to compare the Chernoff bounds for the three
cases we have studied for far, we will first argue that
7Figure 4. We plot the (quantum) Chernoff exponent of the op-
timal receiver ξQ(µ,N0) and the (classical) Chernoff exponent
of the mode-resolved-detection receiver ξR(µ,N0), normalized
by N0. We see that when N0  1, the ratios ξR(µ,N0)/N0
and ξQ(µ,N0)/N0 are equal and they converge to an N0-
independent values that only depends on µ. We call these
limiting values of the ratios Rµ and Zµ respectively.
when N0  1, for each of the three cases, the re-
spective (classical or quantum) Chernoff bound can be
expressed as 12e
−NXµ , where N = MN0 is the total
photon number collected over the integration time (M
temporal modes), and the normalized Chernoff expo-
nent Xµ is only a function of µ, and not a function
of N0. As discussed in Section I, the continuum de-
tector’s classical Chernoff bound already (exactly) has
this feature for any N0, i.e., PDD ≤ 12e−NCµ . The min-
imum error probability of the optimal detector satisfies
the (quantum) Chernoff bound Pmin ≤ 12e−MξQ(µ,N0),
and the error probability achieved by the mode-resolved
detector discussed above satisfies the (classical) Chernoff
bound PR ≤ 12e−MξR(µ,N0). In Fig. 4, we plot the ra-
tios ξQ(µ,N0)/N0 and ξR(µ,N0)/N0 as a function of
N0, and find that each converges to a respective N0-
independent constant that only depends on µ. We name
these two constants limN0→0 ξQ(µ,N0)/N0 ≡ Zµ, and
limN0→0 ξR(µ,N0)/N0 ≡ Rµ respectively. In terms of
these newly-defined normalized Chernoff exponents, we
now have that, for N0  1, Pmin ≤ 12e−NZµ and
PR ≤ 12e−NRµ , where N is the total photon number col-
lected over the integration time. Now that we have all
three Chernoff exponents normalized and completely ex-
pressed only in terms of the half-angular separation µ,
we can compare them with each other as a function of µ.
We do this in Fig. 5.
We will now argue that when µ→∞ (the sources are
far separated), the error probability achieved by each of
the three detectors we have discussed in this paper goes
to 12e
−N . First, the argument for the image-plane con-
tinuum direct detection goes as follows. In the µ → ∞
limit, the image-plane intensity pattern (I0(x) or I1(x))
for each of the two hypotheses can be attributed to a
set of non-overlapping detector pixels in the FPA. So,
the probability of making an error given either hypo-
thesis is true is the probability that the N -photon wave-
form I0(x) or I1(x) does not generate a single click in
its own block of detector pixels, which is e−N , times
the probability of getting a random guess correct should
a click were to not occur, which happens with prob-
ability 1/2 assuming equally-likely hypotheses. This
gives us PDD =
1
2e
−N . Let us now consider the op-
timal (quantum-limited) performance. The upper panel
of Fig. 6 pictorially depicts the states of one temporal
mode of the three orthonormal spatial modes of the aper-
ture field (φ1(x
′), φ2(x′), φ3(x′)). The quantum states of
each temporal mode are identical. Under H0, φ1 is in a
zero-mean thermal state with mean photon number N0
whereas φ2 and φ3 are in their vacuum states. Under H1,
φ2 is in a zero-mean thermal state—independent of the
(φ1, φ3) joint state—with mean photon number N2 =
N0 (1− sinc(2µ)) /2, and (φ1, φ3) are in a classically-
correlated zero-mean two-mode Gaussian state as de-
scribed in Section II where the mean photon number
of φ1 is ηN1 and that of φ3 is (1 − η)N1, with N1 =
N0 (1 + sinc(2µ)) /2 and η = 2sinc
2(µ)/ [1 + sinc(2µ)].
In the µ → ∞ limit, we have η = 0, and N1 = N2 =
N0/2. So, under H0, the joint state of the (φ1, φ2, φ3)
modes is ρ0 = σT(N0) ⊗ |0〉〈0| ⊗ |0〉〈0|, whereas under
H1, the joint state is ρ1 = |0〉〈0|⊗σT(N0/2)⊗σT(N0/2),
where σT(N0) is a zero-mean thermal state with mean
photon number N0. Since both ρ0 and ρ1 are diagonal
in the joint photon-number basis, the optimal measure-
ment that achieves the minimum probability of error is
photon number basis measurement on all three modes.
Given σT(N0) =
∑∞
n=0
(
Nn0 /(1 +N0)
n+1
) |n〉〈n|, the
probability of error is given by 12
(
1
1+N0
)M
. Substi-
tuting M = N/N0, and taking the N0 → 0 limit, we
get Pmin =
1
2e
−N . Finally, it is simple to see that
the mode-resolved detector described in Section III A
reduces to photon number measurement on the three
modes (φ1, φ2, φ3) in the µ → ∞ limit, and hence in
that limit, PR =
1
2e
−N .
Therefore, Cµ, Rµ and Zµ should each→ 1, as µ→∞.
This is verified in the plots in Fig. 5. It is clear that at
all values of µ, our mode-resolved-detection receiver ex-
actly achieves the QCB, i.e., Zµ = Rµ, ∀µ. The conver-
gence of the normalized Chernoff exponent to the large-
separation error performance limit of 12e
−N for the con-
tinuum FPA (i.e., Cµ → 1) is seen to be much slower
compared to those of the optimal measurement and the
mode-resolved detector. This is because the traditional
image-plane (pixel-basis) measurement is highly suscept-
ible to errors from the long tails of the sinc-function PSFs
of the hard aperture, even when the angular separation
is several times the Rayleigh separation λ/D.
8Figure 5. Plot of the normalized error exponents Cµ (ideal
continuum FPA) evaluated in Section I, Zµ (quantum-optimal
receiver) evaluated in Section II and Rµ (mode-resolved three-
pixel structured receiver) evaluated in Section III A plotted
as a function of µ. The probability or error of the respective
receiver is upper bounded by 1
2
exp(−NVµ), where Vµ is the
respective receiver’s exponent (Cµ, Zµ or Rµ) and N = N0M
(M ≈WT ) is the total mean photon number collected during
the receiver’s integration time T .
IV. ON ATTAINING THE QUANTUM LIMIT
FOR GENERAL PASSIVE IMAGING PROBLEMS
In Section III, we considered a detection mechanism
where we extract a specific set of mutually-orthonormal
modes and do quantum-noise-limited intensity meas-
urement on those modes. For the one-vs.-two source
hypothesis-test problem we have considered in this pa-
per, we showed that this receiver achieves optimal
performance, in the limit of a large number of tem-
poral modes collected over the integration-time source-
bandwidth product. The fact that pre-detection optical-
domain pre-processing can enhance an imager’s perform-
ance, and that the pixel-basis measurement (intensity de-
tection in the conventional image plane by a focal plane
array) may not be always optimal, have been long known
and explored in the computational imaging community,
and is usually termed super-resolution. Recent work
by Mankei Tsang and collaborators [3–7] have shown
that in certain simple imaging problems involving in-
coherent light, a pre-detection mode sorting can attain
quantum limited performance. In particular, Tsang et
al.’s work has established—for the problem of estimating
the angular separation between two point sources—that
Rayleigh’s criterion for imaging resolution is an artifact
of the conventional philosophy of focusing the image on a
focal plane array and measurement of the field’s intensity
profile, and that if one allows for a pre-detection mode
sorting, the imager’s performance (in estimating the an-
gular separation between two point sources) is only a
function of the total collected photon energy during the
Figure 6. (a) A schematic depiction of the quantum states of
one temporal mode of the three orthonormal spatial modes of
the aperture field (φ1(x
′), φ2(x′), φ3(x′)); (b) We consider a
simplified two-mode multi-copy state discrimination problem
where in hypothesis H0 the two modes (φ1 and φ3 in this case
as shown) are in a product of a thermal state and vacuum,
and in hypothesis H1, the two modes are in a classically-
correlated two-mode Gaussian state. We show that (see Sec-
tion IV for details) a mixing of the two modes on a beamsplit-
ter of appropriately-chosen transmissivity followed by photon
number measurement always achieves quantum-limited min-
imum error probability performance.
integration time, and is entirely independent of the ac-
tual angular separation, no matter how small it is [5].
The above result was proven in the sense of the classical
Cramer Rao bound of the mode-resolved detector achiev-
ing the quantum Cramer Rao bound. Although mean
squared error of an estimate does not always saturate the
Cramer Rao bound, the above result is a good evidence
that quantum-limited performance for this problem may
be exactly attainable by mode-resolved photo detection.
We conjecture that in a multi-copy estimation or hypo-
thesis test problem in phase-insensitive incoherent-light
optical imaging— multi-copy in the sense of many stat-
istically independent temporal modes with identical mu-
tual coherence functions across all the spatial modes
of interest—that a mode-resolved photo detection in
at appropriate mode basis always attains the optimal
(quantum-limited) performance.
In an initial attempt to substantiating the aforesaid
conjecture, we consider a two-mode multi-copy state dis-
crimination problem inspired by the three-mode multi-
copy state discrimination problem considered in this pa-
per. The problem we consider is depicted in Fig. 6(b).
Under Hypothesis H0, two modes are in a product of a
thermal state and vacuum, and in hypothesis H1, they
are in a classically-correlated two-mode Gaussian state.
Under H0, we assume the total photon number across the
two modes equals N0 and under H1, we assume the total
photon number across the two modes equals N1 < N0.
9It is well known that there always exists a mixing ratio
η ∈ (0, 1) such that if the two modes are mixed on a
beamsplitter of transmissivity η, that the output of the
beamsplitter will be an uncorrelated state, a product of
a thermal state and vacuum.
We show that mixing of the two modes on a beams-
plitter of an appropriately-chosen transmissivity η, such
that under one of the two hypotheses we have a product
of a thermal state and vacuum, followed by photon num-
ber measurement in that mode basis, always achieves
quantum-limited minimum error probability perform-
ance. We show this by showing that the classical Chernoff
bound of the output of a particular mode-resolved photon
detection always exactly attains the quantum Chernoff
bound (for which the measurement is unspecified). The
derivation of the quantum Chernoff bound for this prob-
lem is in Appendix B.
Connecting the above back to the three-mode problem
we studied in this paper, we refer the reader to Fig. 6
again. In our structured receiver design, we did photon-
number-basis measurement on the (φ1, φ2, φ3) spatial-
mode basis, whose quantum state description is showed
in the top panel of Fig. 6(a). Let us imagine apply-
ing a mode mixing (a beamsplitter) of transmissivity
η = 2sinc2(µ)/ [1 + sinc(2µ)] on the spatial modes φ1
and φ3. We would think of the action of that mode
mixer alternatively as the extraction of a different or-
thonormal spatial mode basis of the span S. Let us
name this new mode basis, φ′1, φ2, φ
′
3. The state of φ2
remains same as above (vacuum for H0 and σT (N2) for
H1, uncorrelated with the remaining two modes) but the
joint state of (φ′1, φ
′
3) is now different, and depicted at
the bottom panel of Fig. 6(b). In the original (φ1, φ2, φ3)
spatial-mode basis, the joint state of modes φ1 and φ3 is a
product state (σT (N0)⊗|0〉〈0|) under H0 and a correlated
state under H1. However in the new (φ
′
1, φ2, φ
′
3) basis,
the joint state of modes φ′1 and φ
′
3 is a correlated state
under H0 and a product state (σT (N1)⊗|0〉〈0|) under H1.
The performance of a measurement that Helstrom eval-
uated [2] was done in the (φ′1, φ2, φ
′
3) mode basis, where
mode φ2 was detected (in the photon number basis) first,
followed by the quantum-optimal measurement (with un-
specified physical realization) on the joint-state of the
modes (φ′1, φ
′
3). Since Helstrom only considered an op-
timal measurement and not a structured receiver real-
ization on the joint state of the (φ′1, φ
′
3) modes, there
would have had been no difference in his calculations if
he instead chose to evaluate his measurement’s perform-
ance on the joint state of the (φ1, φ3) modes instead.
The reason for this is that the action of the beamsplit-
ter on the quantum state of the two modes is a unitary,
which does not change the performance of the optimal
quantum-limited measurement on those. However, our
result in this paper shows that quantum-limited direct
detection in the (φ1, φ2, φ3) mode basis exactly attains
quantum-optimal performance. This means that after
the direct detection of the φ2 mode, had Helstrom chosen
to evaluate the performance of a direct detection meas-
urement in his (φ′1, φ2, φ
′
3) mode basis, then it would have
had suboptimal performance.
Even if one proves the conjecture—that mode-resolved
photo detection in at appropriate mode basis always at-
tains the quantum optimal performance for all incoher-
ent optical imaging problems involving multimode phase-
insensitive thermal light (a problem also alluded to and
analyzed recently by Tsang in [7])—understanding the
optimal choice of the mode basis in the context of a
given problem, and more importantly, understanding
structured and systematic means of physically realizing
arbitrarily-programmable spatio-temporal mode trans-
formations in a low-loss fashion will be instrumental to
reaping these benefits of non-standard detection methods
in optical imaging.
V. CONCLUSION
We considered the problem of discriminating one
from two closely-spaced incoherently-radiating quasi-
monochromatic point sources. We assumed that the total
photons collected over the integration time is the same
under either hypothesis, so that the total measured in-
tensity bears no signature of the hypothesis. For the
one-source hypothesis, the point source was taken to be
on-axis along the line of sight, and for the two-source
hypothesis, we gave ourselves the prior knowledge of the
angular separation of the sources, and were assumed to
be located symmetrically off-axis. This problem was
studied by Helstrom in 1973, who evaluated the prob-
ability of error achievable using a sub-optimal optical
measurement, with an unspecified structured realization.
We evaluated the quantum Chernoff bound, an upper
bound on the minimum probability of error achievable
by any physically-realizable receiver, which is asymptot-
ically tight in the regime that the integration time is high.
We evaluated the classical Chernoff bound on the error
probability achievable using an ideal image plane array—
a signal shot-noise limited continuum photon-detection
receiver with infinitely many infinitesimally-tiny pixels—
and quantified its performance gap with the quantum
limit. Finally, we showed that an explicit structured
receiver that separates three orthogonal spatial modes
of the aperture field followed by detecting them using
three temporally mode-resolved single-photon-sensitive
detectors, exactly achieves the quantum-limited perform-
ance. In other words, the classical Chernoff bound of
the three-pixel camera with a pre-detection mode sorter
exactly matches with the quantum Chernoff bound for
this problem. We discussed why we believe the above
observation—that an appropriate pre-detection mode-
sorting followed by shot-noise-limited photon detection is
the optimal detection technique—is not unique for this
particular problem we studied, and is generally true for
all imaging problems where a scene parameter is encoded
in incoherent light.
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Appendix A: Sampling from discrete point processes
Consider a test for equally-likely binary hypotheses in
which we observe a point process on −∞ < x < ∞ that
is Poisson with rate function λj(x), under hypothesis Hj ,
where
∫∞
−∞dxλj(x) < ∞, for j = 0, 1. Let 0 ≤ N < ∞
be the total number of observed occurrences of this point
process, and let {xn : 1 ≤ n ≤ N } be its observed
occurrences. When a minimum error-probability decision
as to the true hypothesis is made, based on observation of
the point process, the resulting error probability satisfies
the Chernoff bound [9],
Pr(e)min ≤ min
0≤s≤1
exp(
∫ ∞
−∞
dx [−sλ0(x)− (1− s)λ1(x)
+ λs0(x)λ
(1−s)
1 (x)])/2. (A1)
Now suppose we discretize space into pixels of length
∆ > 0, i.e., instead of observing {xn : 1 ≤ n ≤ N }
and using that data in our hypothesis test, we observe
{ yk : −∞ < k <∞}, where
yk =
∫ (k+1/2)∆
(k−1/2)∆
dx
N∑
n=1
δ(x− xn), (A2)
for δ(·) being the Dirac delta function. Under hypothesis
Hj , the {yk} are thus independent, Poisson random vari-
ables with mean values
µj [k] = E[yk | Hj ] =
∫ (k+1/2)∆
(k−1/2)∆
dxλj(x). (A3)
The Chernoff bound on the minimum error-probability
test using the pixellated data is
2 Pr(e)min ≤
min
0≤s≤1
∞∏
k=−∞
[ ∞∑
n=0
(
µn0 [k]e
−µ0[k]
n!
)s(
µn1 [k]e
−µ1[k]
n!
)(1−s)]
= min
0≤s≤1
∞∏
k=−∞
exp
(
− sµ0[k]− (1− s)µ1[k]+
µs0[k]µ
(1−s)
1 [k]
)
= min
0≤s≤1
exp
[
−
∞∑
k=−∞
(
sµ0[k] + (1− s)µ1[k]−
µs0[k]µ
(1−s)
1 [k]
)]
. (A4)
Appendix B: Two mode problem
Formally, the problem we consider is to discriminate
between M i.i.d. copies of the state ρ1 ⊗ |0〉〈0| and
the state ρ2 ⊗ |0〉〈0| after it passes through a beams-
plitter of transmissivity η, where ρi is a thermal state of
mean photon number Ni. In other words, the covariance
matrices are of the form
V
(1)
A =
(
2N1+1
4 0
0 14
)
and V
(1)
B = SB
(
2N2+1
4 0
0 14
)
STB ,
(B1)
where
SB =
( √
η
√
1− η
−√1− η √η
)
. (B2)
The expressions needed for the Chernoff bound in this
case are
α1 =
2N1 + 1
4
and α2 =
1
4
β1 =
2N2 + 1
4
and β2 =
1
4
. (B3)
Using these quantities, the quantum Chernoff bound is
evaluated and compared to the classical Chernoff bound
for direct detection.
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