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ABSTRACT
The objective of this research is to examine the variables that influence performance
effectiveness on individual and collaborative problem solving. The last few years have seen
renewed interest in how team member personal characteristics and team composition
characteristics impact team effectiveness.
Even with a growing quantity of organizations performing jobs by using groups, little is
understood how people included in a team impact intragroup interaction and results. Most research
investigates group’s performance based on a single characteristic which causes much confusion
and contradictory results of the variables that impact overall group performance. Most research
typically does not analyze the composition of individual-member characteristics (e.g., learning
styles, dependency, and working memory capacity). There are few investigations in the literature
that assess the connection between individual characteristics and collaborative problem-solving
abilities.
This research explored the effect of individual characteristics of learning styles,
dependency, and working memory capacity on both individual problem-solving and collaborative
problem solving. For individual problem solving, learning style and dependency interaction
affected accuracy while working memory alone affected accuracy. For collaborative problem
solving, the three-way interaction of all three characteristics impacted accuracy. Interactions
between dependency and working memory and learning style and working memory impacted
group performance time.
The results of this study may be used by government agencies and industry in job design
and employment placement. Assessing the individual characteristics of employees will help the
employees to see all those things that are not so obvious in the interview. It makes them one step

x

closer to identifying the right person for the position. In addition, to have their CVs, experiences,
and education, some individual characteristics tests (i.e. learning style, dependency, and working
memory) may provide more information important for team members. If employers can pair
individuals correctly based on their characteristics, they might be able to decrease conflicts and
improve collaboration between employees.

xi

1
1.1

INTRODUCTION

Paradigm Change
The world is changing quickly in everyday life. Salden et al. (2006) state employees are

confronted with increasingly demanding working environments in modern society. In this new
atmosphere, people’s skills, knowledge, and abilities become more vital. Particularly in technical
fields such as aircraft control and emergent health care, in which mistakes can lead to dangerous
situations and high costs. For example, the United Kingdom's Civil Aviation Authority (CAA)
reported that flight-crew concerns were the main cause of two-thirds of deadly industrial and
organization aircraft crashes worldwide from 1997 through 2006.
According to Smith (2017), the rate of failure is reduced as individuals move from complex
nonroutine work (10%) to the routine work with the need for care (1%) to routine simple task
(0.1%) to the easiest possible work (0.01%). Clearly eliminating and fixing a problem will cause
a certain reduction in the human error rate. However, there is limited time to teach people complex
work skills.
Significant evidence from multiple sources suggests that sufficient education is reduced to
prepare students for the needs of the real-world day by day. In simple words, gaining knowledge
is essential, but not enough. As a result of rapid technological changes, changes in our workforce
has been required. The number of crews, teams, multi-operator units, and collaborative systems in
organizations are significantly expanding.
Organizations are progressively relying on team-based structures to compete with the
growing complexity of the environment where their workers run (Katzenbach & Smith, 2015).
Employees have to understand more, not just to do their jobs and tasks, however likewise to work
1

successfully with others on groups. Groups might confront the complexity of an emergency room
where the team collaborates to save a life or the complexity of battle where the team should
struggle an ever-changing opponent in an ever-changing environment. Using groups as decisionmaking entities in the work environment has actually increased in appeal (Salas et al., 2008),
causing more staff member participation and complete satisfaction (Wellins et al., 1996) and to
enhanced efficiency (Salas et al., 2007). Group decision-making has actually become a critical
approach for organizations facing complex and uphill tasks (Salas et al., 2008).
Increasingly, emergent complexity underlies many of the difficult problems that demand
teamwork. Missions create team situations that are ill-defined, uncertain, risky, and filled with
consequential tradeoffs. Team members have no choice but to attempt to make sense of these
ambiguous situations by reacting to external stimuli and interacting with each other to interpret
their environment (McNeese & Rentsch, 2001). According to Salas et al. (2005), groups have the
possibility to provide higher compatibility, performance, and creativeness than any one person can
use and supply more complex, innovative, and widespread solutions to organizational issues.
As the use of groups has increased, research studies concentrating on the forecast of
efficient team performance and the variables that might detract or promote team efficiency has
actually increased (Hackman, 1990; Pieper et al., 2008; National Research Council, 2015). As
missions and tasks come to rely more and more on joint problem solving and teamwork, there is a
growing need to identify the social, cognitive, contextual, and technological requirements of
teams.
“

As one of the team-based skills, the term collaborative problem solving (CPS) is being

developed more and more in a different variety of group task environments (e.g. face-to-face)
specifically for novel and non-routine tasks. Several research studies and reports indicate the
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importance of CPS (Framework, D. C. P. S., 2013, Graesser et al., 2018, Fiore et al., 2018, Sottilare
et al., 2018).”
Collaborative problem solving (CPS) is a crucial proficiency for academic and profession
preparedness. Learners emerging from universities into the real world will be anticipated that can
operate in groups, work together, and fix disputes with the purpose of resolving the type of issues
needed. They will, even more, have to have the ability to apply these aptitudes flexibly with
different environments and group compositions (O'Neil & Chuang, 2008; Griffin et al., 2012;
Rosen & Rimor, 2012; OECD, 2013).
From the perspective of outsiders, the most striking element of a group might be its
composition-- the number and kinds of individuals who belong. Research studies on group
composition is reasonably limited, but some crucial and intriguing research studies on group
composition has actually been done (Levine & Moreland, 2008; Moreland et al., 2013).
This work can be arranged along various measurements. Various attributes of group
participants can be considered. Some scientists study the size of a group (Campion et al., 1993),
keeping in mind the basic existence or lack of members, whereas others investigate the kinds of
individuals who belong, concentrating on their market attributes, characters, viewpoints, or
capabilities (Neuman & Wright, 1999; Gibbs, 2009; Harrison & Klein, 2007).
Second, group members' attributes can be determined in various methods. Some scientists
choose procedures of central tendency, evaluating the percentage of group members who have a
particular attribute or the mean level of that particular attribute within the group. Other scientists
choose steps of irregularity, evaluating the series of a particular attribute in a group or categorizing
the group as homogeneous or heterogeneous for that specific (Lau & Murnighan, 1998; Williams
& Sternberg, 1988; Kristof‐Brown et al., 2005).
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Some scientists see the composition of a group as a consequence that depends upon the
operation of different sociological or psychological procedures (Jackson, 1992; Farine et al.,
2015). A couple of scientists see it as a context that moderates other phenomena (Moreland &
Levine, 1992). Many scientists, nevertheless, view group composition as a cause that can affect
other elements of groups, such as their structure, characteristics, and efficiency (Hackman, 2012).
The following sections will fully-describe problem-solving (emphasized on collaborating
with other group members) as an important skill that affects individual characteristics of
performance outcomes (speed of solution, performance excellence, number of mistakes).
1.2

The need to collaborate
Various meanings have been considered for the term "collaboration" in different

environments. In K-12, it often suggests anybody in the group cannot solve an individual task,
however, collaboration is likewise an educational technique to make it possible for discovering
more effectively or efficiently. In the workforce (military, industry), the term "collaborative"
generally indicates a group task where no one in the group is able to perform the task alone (Fiore
et al., 2017).
One widespread belief that causes individuals to think groups need to be more efficient,
innovative and flexible at problem-solving is the presumption that each group participant gives the
task a somewhat various set of task-relevant skills and knowledge. From the debate, the skills and
knowledge of each participant can be accessible for everyone, offering each participant a bigger
pool of concepts to draw from.
Collaboration between team participants is essential to the achievement of groups,
households, corporations, public administrations, government agencies, and organizations. The
overall team success can be affected by an uncooperative person in the group. Skillful cooperation
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and social interaction assist in efficiency in the organization (Klein et al., 2006; Salas, Cooke and
Rosen, 2008), in software development and engineering (Sonnentag and Lange, 2002), and in
interdisciplinary research study amongst researchers (Nash et al., 2003).
1.3

Collaborative Problem Solving
Collaborative problem solving includes two constructs-- collaboration and problem-

solving. The presumption is that cooperation for a group task is important because some problemsolving jobs are too complicated for a person to accomplish alone or the solution will be enhanced
from the joint capabilities of a group. Since individuals differ in the experiences, knowledge, and
information, they can offer different methods to solve a specific problem. More particularly,
collaborative problem solving requires that individuals share their strategies and their resources
with the purpose of reaching a common objective.
Typically, collaborative problem solving has two primary parts: the collaborative (e.g.,
social aspects or communication) and the cognitive aspects or knowledge (e.g., domain-specific
problem-solving techniques) (Fiore et al., 2017). These two parts are frequently described as “task
work " and “teamwork”. The main difference between individual problem solving and
collaborative problem solving is the social part in the context of a group task. Problem-solving is
made up of procedures such as the requirement for the exchange of ideas, communication, and
shared recognition of the problem along with its components.
In the United States and elsewhere, there are numerous, varied instances of collaborative
problem-solving jobs found in schools varying from casual class activities to large-scale official
assessments of cooperation by pricey online training systems (Griffin & Care, 2014). There is
likewise substantial research on the elements that impact the achievement of collaborative
performance and collaborative learning (von Davier, Zhou, & Kyllonen, 2017) in addition to
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debates of style concepts (e.g., O'Neil, Chuang, & Chung, 2003; OECD, 2013; Kyllonen, Zhu, &
von Davier, 2017).
1.4

Research Purpose
Noteworthy interactions might be observed to demonstrate that there are mixtures of traits

more (or less) productive than anticipated, providing proof that group composition influences
group performance. Hence, some mixtures of individual traits may yield individual or group
performance differences. Characteristics such as interpersonal dependency, individual working
memory capacity, or preferred learning style might contribute considerably to the variation in as
well as either individual or group performance efficiency. Likewise, environmental factors such
as task complexity may impact team performance. This research investigates how individual and
group performance characteristics impact team performance.
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2

LITERATURE REVIEW

Even with a growing quantity of organizations performing jobs by using groups, little is
understood how people included in a team impact intragroup procedures and results. The
predominant method of considering groups is the input-- process -- output design (McGrath, 1964;
Gladstein, 1984; Hackman, 1987; Guzzo & Shea, 1992). This design presumes which a range of
inputs integrates to affect intragroup procedures, which in turn, impact team outputs. Inputs have
actually been organized into 3 classifications (Hackman, 1987): group level factors (e.g., team
composition), individual-level factors (e.g., team-member qualities), and environmental-level
elements (e.g., task attributes).
2.1

Team Composition (Group Level Factors)
Team composition describes the general mix of attributes amongst individuals in a group,

which is a component of at least two people who connect interdependently to attain a common
goal (Hackman & Wageman, 2005). As a result, team composition has actually been a popular
subject. In theory, team composition research study goes to the heart of comprehending how
person characteristics integrate to form effective interdependent groups.
Some researchers (e.g., Cattell, 1948; Haythorn, 1953) have assumed that the team
composition affects both team processes and outputs. Further, Senior & Swailes (2004) have
recognized the team composition as a crucial aspect that affects team performance. The
composition considers the personal characteristics of participants (e.g. ability, experience, and
skill) as well as how they can possibly integrate to determine total efficiency results for the group.
Regardless of the recognition of the value of team composition elements (Sundstrom et al., 1990),
the result of non-demographic composition attributes on team processes and performance in work
settings is rarely studied except the research by Campion and coworkers (Campion et al., 1993;
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Campion et al., 1996), who utilized self-report procedures of skill, knowledge, collectivism,
experience, group size, and flexibility as composition variables. Although a proof of considerable
relations among those elements and team process and efficiency measures have been showed by
them, but there is still lack of analysis in individual characteristics combinations. (e.g., learning
styles, dependency, and working memory capacity).
In the previous years, studies on team effectiveness have actually blossomed as groups
have become more popular in all kinds of organizations (Pieper, 2008). Accordingly, research
carried out on this subject has concentrated on combined participant features, participant
heterogeneity and size of the team as classifications connected with team composition (Stewart,
2006). Consequently, the style where a group is set up has a robust impact on group processes and
the results that the group accomplishes (Bell, 2007).

2.1.1 Attributes
Homogeneous vs. heterogeneous
Team composition is generally either homogeneous, where all members are the exact same,
or heterogeneous, where participants all consist of considerable distinctions. According to the
study by Mello & Ruckes (2006), homogeneous groups may not perform as well due to similar
inexperience and ideas, while heterogeneous groups might perform much better due to idea variety
and a higher ability to handle numerous functions. For instance, homogeneous teams showed much
better preliminary performance; however, these results dissipated throughout time and
heterogeneous teams, later on, carried out much better than more homogeneous teams (Watson et
al., 1993). Homogeneous groups are more pleased with the experience as measured by favorable
responses, while heterogeneous groups experience boosted team creativity as well as bring a larger
range of solution to a provided problem (Martins et al., 2004).
8

For instance, Tang & Byrge (2016) found that heterogeneous groups produce more creative
output than homogenous groups when solving a well-defined task. Correspondingly, they found
no significant difference in the creative production for an ill-defined task.
Demographic traits
Team variety describes the distribution of individual characteristics throughout members
of an organizational work team. Due to its useful and theoretical value in the study of task-focused
groups in organizations, the variety of member composition in organizational groups has actually
produced substantial interests. Variety of age, race, and gender are thought to be the most crucial
group aspects arising from team composition (Moreland & Levine, 1991). Surface-level variety
shows distinctions that are quickly noticeable (e.g., gender, race). Deep-level variety shows
distinctions that are less noticeable (e.g., values, personality). The difference between these two
kinds of surface area- and deep-level characteristics is very significant due to the fact that
demographic characteristics might not be as pertinent to a team's task, however, they form
members' behaviors and perceptions (Simons et al., 1999). The contradiction of the research
outcomes that investigate the team variety effect in groups performance is because most research
studies focus on a single characteristic (Thatcher et al., 2003).
Knowledge, skills, and abilities (KSAs)
The variety of knowledge, skills, and capabilities are the characteristics that impact the
team’s composition. The compositional distribution of participants on any psychological or social
attribute that varies among team members is normally driven by how individuals process
information using their varied set of knowledge, skills, and abilities to find a solution for complex
issues (Williams & O'Reilly, 1998). Team members’ diverse abilities allow them to gain from each
other and to produce novel ideas by integrating or combining their qualifications (Jackson, 1996).
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Models of the knowledge, abilities, and skills needed by employees arranged into groups have
been studied in some theoretical research studies (Stevens & Campion, 1994; Klimoski & Jones,
1995), however there is lack of investigation in the relationship between personal characteristics
and team efficiency in the real field settings. In regards to member ability, only a few researches
have analyzed composition (e.g., Tziner & Eden, 1985). A possible cause is that the individual
measures are aggregated for a team measure. Since there is not a recognized approach to support
the aggregation of individual measures into team-level constructs, a team construct variable
analysis is not frequently conducted.
Personality
During the early 1990s, scientists actually thought about the impacts of the individual
characteristics on team characteristics and efficiency to be a crucial team element (Moreland &
Levine, 1991). The last few years have seen renewed interest in personality that has been extended
to analyze the effect of team personality composition on team effectiveness. Moreland & Levine
(1991) discovered a relationship between aggregate individual personality and team performance.
The team's processes and outcomes might be impacted by individual personality types (O'Neill &
Kline, 2008). Research has discovered that team-level conscientiousness is more highly associated
with effectiveness for performance and planning jobs than for creativity and decision-making jobs
(Neuman & Wright, 1999). Although the systems by which team personality composition affects
team performance needs additional examination, it is perfectly clear that personality composition
has essential consequences for team effectiveness.
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2.1.2 Outcomes
The general output or outcome is the consequence of the team processes and is conceived
in a multidimensional method. Outputs can happen at various levels: the individual, organization,
system, or group (Bell, 2007).
“Research in team effectiveness has generally pursued the input-process-output (I-P-O)
tradition (Sundstrom et al., 1990). Three measures of team outcomes have been used: (1) Measures
of performance effectiveness examined in regards to quality and quantity of outputs (e.g.
productivity, efficiency, customer satisfaction, quality, response times, and development); (2)
Member attitudes (e.g., staff satisfaction, trust in management, and commitment); and, (3)
Behavioral outcomes (e.g. safety, absenteeism, and turnover) (Cohen & Bailey, 1997).”
2.2

Team-Member Attributes (Individual-level factors)

2.2.1 Learning Styles
Learning styles point to a number of competitive and controversial theories whose purpose
is to recognize differences in the individuals learning processes (Coffield et al., 2004). These
theories suggest that all individuals can be categorized based on the style of "learning," though
different theories offer different perspectives on how to define and classify them (Coffield et al.,
2004). A common opinion is a difference in ways that people learn something (Willingham et al.,
2015). The individualized learning styles topic has been considered since the 1970s (Coffield et
al., 2004) and has significantly impacted education in spite of the received criticism from some
researchers (Pashler et al., 2008). Advocates suggested that educators evaluate the learners
learning styles and adapt the teaching techniques to most appropriate every individual's learning
style (Pritchard, 2017).
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Individuals have various learning styles characteristic preferences and strengths in their
way of capturing and processing information. While some tend to the emphasis on facts,
algorithms, and data; others are more interested in mathematical models and theories. Then some
people respond more to graphical forms of information, like diagrams, pictures, and schematics;
others get more from written and spoken forms. Finally, some have a preference in learning
actively and interactively; others function more individually.
Kolb (1984) in his empirical learning model indicates that learning is as an interactive
procedure containing four different modes of learning: (1) Active Experimentation (AE); (2)
Concrete Experience (CE); (3) Reflective Observation (RO); and (4) Abstract Conceptualization
(AC). Concrete and abstract make up one continuum while Reflective and Active make up another
continuum. Depending on where an individual fall within each continuum, four specific styles are
defined: the accommodative (AE/CE), the assimilative (RO/AC), the convergent (AC/AE), and
the divergent (CE/RO).
2.2.2 Leaning styles and problem solving
There are few investigations in the literature that assess the connection between learning
styles and problem-solving abilities. A relation between learning styles and problem-solving has
been shown in the conducted research during the past 10 to 15 years. Bhat (2014) found some
support for this when he concluded that learning styles have effects on the problem-solving ability
of students and that among all learning styles, assimilator had the better problem-solving ability.
More recently, a study by Aljaberi (2015) determined that students' ability to solve
mathematical problems differs based on their learning style. He also found the most commonly
preferred learning style was Activist-Reflector style, which demonstrated better performance in
solving mathematical problems among other styles.
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Similarly, Sebastian (2017) reported that student’s learning style could influence his/her
level of difficulties in solving problems in college algebra. Students who were classified to be
accommodator and assimilator tend to have average difficulty level with conceptually difficult
problems; while converger have low difficulty level and diverger have a high difficulty level. For
computationally difficult problems, both the accommodator and diverger have an average
difficulty level; while convergers have a low difficulty level. Assimilators tend to have average to
the high difficulty level. Others such as Sirin & Güzel (2006), who used the Problem-solving
Inventory (Heppner & Peterson, 1978) and the Learning Style Inventory (Kolb, 1984) found that
the students’ learning style types are not related to their problem-solving abilities.
Conversely, it was observed that problem-solving abilities had a negative correlation with
abstract conceptualization learning style and positive relationship with reflective-observation
learning style. The students’ problem-solving ability levels were perceived as poorer than expected
(Sirin& Güzel, 2006).
In Table 2.1, different theories about the learning styles are presented. Some information
about reliability and validity of each theory are provided as well.
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Table 2.1: Different theories about learning styles

Key
source
Allinson
& Hayes
(1996)

Apter
(2001)

Measure

General

Design of the model

Reliability

Validity

Cognitive
Style Index
(CSI)

Intended for applying by
grownups.

A solo bipolar
measurement of
intuition-analysis,
which scientists
compete supports
further attributes of
learning style.

Murphy et al.
(1998) reported
“high levels of test- retest (0.89)
reliability and
internal consistency
(0.83).”

Some evidence
recommends there
might be
differences in
cognitive style
between UK and
Hong Kong small
business managers.

Motivational
Style Profile
(MSP)

The design offers a
foundation to realize
social habits and
knowledge by
predetermining the
vibrant interaction in
between reversing
inspirational states rather
of repaired character
types.

Means-ends,
guidelines, deals and
relationships are four
areas of experience
where there is
interplay in among
volition, emotion,
and cognition.

Apter et al. (1998)
reported
appropriate levels
of test-- retest
reliability in the
variety 0.73 to 0.92
and internal
consistency and
over a 12-week
duration.

There is a
noteworthy
quantity of
experiential proof
which supports
design.
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Overall
assessment
An appropriate
tool to study and
reflect on learning
and teaching,
specifically if
considered as an
amount of 2
features instead of
1
A model that is
worthy of more
study and
enhancement in
educational
contexts.

Table cont’d

Key
source
Dunn and
Dunn
(2003)

Measure

General

-Learning Styles
Inventory (LSI)
-Learning Style
Questionnaire
(LSQ)
-Building
Excellence Survey
(BES)
-Productivity
Environmental
Preference Survey
(PEPS)

An understandable
design which
contains social
interaction,
inspirational
elements, ecological
and physiological
aspects.

Entwistle
(1998)

-“Approaches to
Study Inventory
(ASI)
-Approaches and
Study Skills
Inventory for
Students (ASSIST)
-Revised
Approaches to
Study
Inventory(RASI)”

Design intends to
include techniques
to learning, study
techniques,
intellectual
advancement
abilities and
mindsets in
universities.

Design of the
model
-Low or high
preferences for 22
dissimilar
functions are
acknowledged by
students.
-Robust
preferences
construct the
structure for
instructors to
embrace particular
technique.
Examines learning
orientations,
methods for
studying and
preferences for
course
organizational and
education.
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Reliability

Validity

The overall reliability of
the model is high.
LaMothe et al. (1991)
reported alpha above
0.70 for internal
consistency reliability of
the PEPS, Curry (1987)
also found a good
internal reliability of the
LSI (0.63).

The
conducted
analysis
shows the
overall
validity of
the model is
high.

External and internal
examinations recommend
satisfying reliability and
internal consistency (i.e.
Duff (1997) discovered
alpha= 0.80 for internal
consistency reliability of
RASI, Richardson (1992)
provided alpha =0.79 to
0.83 for test-retest
reliability of ASI).

Validity has
been
confirmed
by external
analysis.

Overall
assessment
It can help the
teachers to know
about preferred
styles of their
learners and is able
to customize the
teaching style
based on their
preferences.

It is intended to
recognize the
tendencies of
students to employ
approaches for
learning
and studying.

Table cont’d

Key
source
Gregorc
(1985)

Measure

General

Design of the model

Reliability

Validity

Overall assessment

Gregorc
Mind Style
Delineator
(GSD)

“The GSD emphases
into the unconscious
mediation
capabilities of
perception and
understanding.”

Not appropriate for the
evaluation of
individuals

Brain
Dominance
Instrument
(HBDI)

- Improved and
developed over more
than 20 years.
- Compatible with
numerous other
learning style
models.

Gregorc (1982)
reported great
internal
consistency (of
between
0.89 and 0.93)
and test–retest
(of between
0.85 and 0.88)
reliability.
Ho (1988)
reported high
levels of test-retest (of in
between 0.73
and 0.97)
reliability.

For criterionrelated validity,
some moderate
correlations
have been
reported.

Hermann
(1989)

-It has 2 measurements:
sequential-random and
concrete-abstract.
-“Individuals are most
likely to be robust in a
couple of the 4 groups:
concrete sequential,
concrete random,
abstract sequential, and
abstract random.”
Learning styles as
specified by the HBDI
are variable
characteristic, however
to a big degree,
discovered forms of
behaviors.

Few research
studies of the
validity of the
HBDI have
been done.

It is a type of cognitive
style measurement and
model to measure and
describe thinking
preferences in people.
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Table cont’d

Key
source
Honey
and
Mumford
(1992)

Measure

General

Learning
Styles
Questionnaire
(LSQ)

“LSQ explores the mindsets and
habits that identify preferences
regarding learning. To be utilized
for individual/organizational
advancement and not for
evaluation/selection. Not a
psychometric tool, however a list
concerning how individuals
acquire knowledge.”

Jackson
(2002)

“Learning
Styles Profiler
(LSP)”

“-The LSP is an advanced tool in
regards to its model base and
digital setup.
-Intended for usage in education
and business.”

Design of the
model
According to
Kolb’s design,
with novel
words for style
preferences that
are lined up to
the 4 phases in
the learning
phase.

Reliability

Validity

De Ciantis and
Kirton (1996)
reported that the
internal consistency
all between 0.69
and 0.77.
Authors (2000)
found average alpha
= 0.80 for test-retest
reliability

Face
validity is
claimed by
authors.

The model
explains four
styles: Initiator,
Analyst,
Reasoner and
Implementer.

Jackson (2002)
reported that “the
test-- retest
reliability of 3
scales is satisfying
(0.85 for initiator,
0.74 for analyst and
0.73) for
implementer. The
Reasoner scale has
poor (alpha =0.47)
test-- retest
reliability.”

“The
authors
declare
factorial
validity on
the basis of
a fourfactor
solution.”
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Overall
assessment
Has actually been
extensively utilized
in organization
however has to be
restructured to get
rid of faintness
recognized by
scientists.

“The theoretical
design and the LSP,
for which UK
standards exist,
have guarantee for
broader usage and
substantial
improvement in
academic and
organizational
contexts.”

Table cont’d

Key
source
MyersBriggs
(1985)

Measure

General

MyersBriggs
Type
Indicator
(MBTI)

Consider all entire
personality,
consisting of
learning.

Kolb
(1999)

“Learning
Style
Inventory
(LSI)
Revised
Learning
Style
Inventory
(R-LSI)
LSI Version
3
LSI Version
4”

-Learning styles are
not fixed
characteristic,
however fairly steady
patterns of behaviors.
-“30 years of review
have actually assisted
to enhance the LSI,
which can be used as
an intro to how
individuals learn.”

Design of the
model
According to
Jung's model on 4
bipolar measures,
making a possible
16 personality
'types'.

Reliability

Validity

The test-retest reliability
tends to be low. As many as
three-quarters of test takers
obtain different type
classifications when
retaking the indicator after
only five weeks (Paul,
2010).

“The face validity
of the MBTI is
normally
accepted.”

“- Learning styles
are both steady and
versatile.
- Based on the
theory of
experiential
learning which
includes
development “and
advancement

Cronbach's coefficients of
the LSI-1985 scales were
found by Metallidou and
Platsidou (2008) within the
acceptable range of α= 0.73
to α= 0.78

-“The construct
validity of the LSI
has actually been
challenged and the
matter is not yet
settled.
- It has low
predictive validity,
however it was
established for
another function-as a selfassessment
exercises”
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Overall
assessment
“It is still unclear
which components
of the 16-character
types in the MBTI
are most related to
education.”

Among the very
first learning
styles, according to
a specific model.

Table cont’d

Key
source
Sternberg
(1999)

Measure

General

Design of the model

Reliability

Validity

Overall assessment

Thinking
Styles

“13 thinking styles
are proposed, based
upon the functions,
types, levels, scope
and leanings of
government.”

“Based upon a brandnew theory of 'mental
self-government'.”

“Declared by author to be
trustworthy (varying
from.57 to.88). Demetriou
and Kazi (2013)
discovered ratings for
reliability substantially
lower (0.56 for executive,
0.51 for legal, and 0.59 for
evaluative) than those
discovered by author.”

Claimed by
author to be
valid.

An unneeded
addition to the
expansion of
learning styles
designs.

Riding
(1998)

Cognitive
Styles
Analysis
(CSA)

Learning
techniques might
be found out and
enhanced.

2 measurements that
are not dependent of
intellect: holistanalytic (methods of
arranging info) and
verbalizer-imager
(methods of
demonstrating details).

“Peterson et al. (2003)
have actually revealed that
test-- retest reliability is
extremely bad, particularly
for the verbalizer-imager
ratio rating (r = 0.27).”

Both
measurements
have
reasonable
face validity

“The simpleness and
prospective worth of
Riding's design are
not well served by
an undependable
instrument, the
CSA.”
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Table cont’d

Key
source
Vermunt
(1998)

Measure

General

“Inventory
of Learning
Styles
(ILS)”

-“It uses to the
learning and
thinking of
college
student.
- Novel
variations in
training for 16- 18 age and
for education
at work.
- utilized for
reviewing the
learning styles
of instructors
and students”

Design of the
model
“- It looks for to
incorporate
cognitive, affective,
conative and
metacognitive
procedures.
- It consists of
learning methods,
inspiration for
learning and
preferences
for arranging info.”

Reliability

Validity

Overall assessment

“Author discovered that
alpha value for the subscales were typically
greater than 0.70. Boyle et
al., (2003) discovered that
3 of the four primary scales
have excellent internal
consistency.”

Some conducted
research has
reported problems
in the validity of
external
regulation of
learning
subscales.

“An abundant design,
verified for usage in
UK HE contexts, with
capacity for more basic
usage in post-16
education where textbased learning is very
essential.”
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2.2.3 Learning Style Preferences
David Kolb has actually developed among the most effective designs of Learning Styles
early during the 1970s. His Learning Style Inventory (LSI) has produced an extremely
considerable body of research. After his discontent with the conventional methods used for mentor
management trainees, he explored some empirical mentor approaches. He then viewed that some
trainees had specific preferences for some jobs (e.g. work duties), however not others (e.g. official
lectures). The concept of an inventory was produced that would acknowledge these preferences in
accordance with specific learning distinctions (Kolb, 2000).
According to Kolb (2000), learning styles are various preferences for learning, which vary
from condition to condition. A long-term sustainability is also available in learning style. Over a
long period of time, Kolb likewise asserts that scores resulting from the learning styles are
maintained; for example, the learning style of an undergrad of 20 years old will be as similar to
their learning style at 60. It is, nevertheless, tough to concur with this claim while the needed
research study still has to be done.
The four dominant classes of learning styles by Kolb-- assimilating, accommodating,
diverging, and converging-- have indeed been very prominent in education and management
training. Kolb's learning styles can be thought of as the primary motivation for many specialists
and theoreticians who have actually applied this unique concept to establish their studies and
mentor approaches.
With respect to Kolb's theory, Honey and Mumford (2000) clarify that they developed their
Learning Styles Questionnaire (LSQ) as a result of low face credibility of Kolb's LSI with their
survey of supervisors. They also transformed what they considered Kolb's four unclear terms to
four new terms: theorist, activist, pragmatist, and reflector. The explanations of Honey and
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Mumford's styles have been discussed by De Ciantis and Kirton (1996) and concluded that Honey
and Mumford's and Kolb's are same.
2.2.4 Honey and Mumford’s Learning Styles Questionnaire (LSQ)
About 40 years ago, Alan Mumford and Peter Honey started using the Learning Style
Inventory (LSI) introduced by Kolb, a readily presented and very first diagnostic instrument, for
observing how individuals learn.
Relating to low face validity with managers, they invested four years trying out various
methods to assess people distinctions in preferred learning styles prior to developing the Learning
Styles Questionnaire (LSQ) in 1982. Unlike Kolb's LSI, they did not ask people specifically how
they learn since the majority of individuals have actually never ever purposefully thought about
how they learn. Their study evaluated typical behavioral tendencies toward learning. The unique
tool was planned to be used as an initial point for conversation and enhancement.
Given that the four classes are linked to a modified variation of Kolb's empirical learning
cycle, the relations with Kolb's Learning Style Inventory (LSI) remain significant. Therefore, for
example, activists are known to be qualified for having experience; reflectors for go over
experience; theorists for concluding from the experience; and pragmatists for preparing the
following actions (See Figure 2.1). Based on Honey and Mumford's model, students ought to have
proficiency in all four-learning cycle
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Activists
involve
themselves
fully in new
experiences

Reflectors
review
experiences
from many
perspectives

Honey &
Mumford's
learning styles

Pragmatists
learn through
useful advices
and methods
from
knowledgeable
person

Theorists
analyze and
conclude from
the
experience.

Figure 2.1: Dimensions of Honey and Mumford's learning style

2.2.5 Instrument
A learning style is an explanation of the habits and mindsets that define how individuals
learn (Honey and Mumford, 1992). These styles are known as reflectors, activists, pragmatists,
and theorists. Honey and Mumford (2000) highlight that each style has its strengths and
weaknesses by itself. In Table 2.2, some of the most frequent concerns about learning styles have
been answered by Honey and Mumford (2000).
LSQ in different languages is available now and utilized in many countries, in all locations
of education and commerce with high level of face validity (Honey and Mumford, 2000). Eighty
items (20 items for each style) exist in the present form of the LSQ which indicates the most
preferred learning styles for each individual.
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Table 2.2: Some frequent answered concerns about LSQ

Questions
Only four learning
styles

Are they
changeable?
The accuracy of
self-perceptions
The reason for
binary choices,

Answers
o They strengthen the stages individuals need to go through
to convert to well-adjusted learners
o They are easy to remember
o They are commonly made sense, admitted and employed
by learners
o They are modifiable at will by a change of circumstances.
“For example, a change of job to a firm with a different
learning culture.”
o It can be misleading with fake answers. To make it
accurate, people should be confident the questionnaire is a
developing instrument for individual.
o To make it easy

There are also various suggestions to help individuals to strengthen a preferred style in the
LSQ handbook (Honey and Mumford 1992). The functions of the LSQ are providing useful
support to individuals, and especially supervisors and directors. The LSQ, in addition to identify
the learning preferences, leads to enhance learning processes by supervisors.
Some analytical information on the LSQ offered by Honey and Mumford (2000) suggest a
test- retest reliability of 0.89 (fifty individuals with two weeks interval). The LSQ face validity is
declared by authors.
2.2.6 Dependency
Personal dependency tends to seek support, security, assurance, and guidance from outside
yourself. The purpose of dependency might be another person, a social unit or a symbolic belief
system from which people receive positive results, such as help, love, and / or the accomplishment
of personal goals. The desired support can be physical (reliance on caregiver by infants and very
old, sick and disabled), cognitive (affiliated student to teacher) and / or emotional (dependence on
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another person to ensure and love). There is an interpersonal link, partnership, commitment, trust,
and obligation.
The analysis of social science literature clearly shows that individual dependency was
considered as negative (Bornstein, 1993; Greenberg & Mitchell, 1983) or positive (Kelley 2013;
Folkman, 2013) terms. On the one hand, individual reliance is equal to weakness, infertility and
obstruction, and this is seen as an obstacle to the development of an independent and mature
individual. On the other hand, individual reliance has been introduced as a fundamental human
inspiration, which performs important adaptive tasks.
According to Borgatta & Montgomery (2000), personal dependency can be considered as
a tendency to pursue care, assurance, security, and direction from someone else. The dependency
object can be any person (family, friend, or colleague). Different types of support (e.g. physical,
cognitive, and emotional) might be requested. Commitment, interpersonal bonding, trust,
involvement, and obligation are seen in a dependent relationship.
The literature in social science shows that personal dependency can be either negative
(Bornstein, 1993; Greenberg & Mitchell, 1983) or positive (Kelley, 2013; Folkman, 2013)
concepts. Personal dependency has been associated with immaturity and weakness, as well as been
considered as a problem to the development of a person. It also can motivate person to complete
important adaptive jobs.
People vary in the quantity of convenience and assistance required from others. Some
individuals are extremely dependent on those around them, while others operate more independent.
It might be unhealthy if a person is too reliant on other individuals. It might imply that they are
reluctant or not able to look after their own needs. Pathological dependency might lead one to
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develop psychological disorders even. While assisting one another is part of being human, it can
also end up being damaging if one is heavily dependent on others.
From Freud’s psychoanalytic theory, the first prominent design of interpersonal
dependency originated where a reliant personality was conceived as being the result of “oral
fixation” -- continued fixation throughout their adult years with occasions of the infantile, oral
phase (the first 6 -- 12 months of life).
2.2.7 Dependency and problem solving
Some research has evaluated the association between dependency and problem-solving
skills. Research study performed in the previous 30 years on dependency reveals that it relates to
problem-solving. Ronning et al. (1984) discovered independent students significantly outperformed dependent students on the problems. Field-dependent trainees may well benefit from
with thoroughly structured direction and visibly specified goals. They, on the other hand, have
every confidence in their information and positive views of the presented tasks to them. Similarly,
a research study by Hagaa et al. (1995) reveals that problem solving is likewise associated to
dependency, however it keeps a substantial relation with depressive sign seriousness once reliance
is statistically managed.
More recently, Wang et al. (2003) stated a nonsignificant difference in solving simple and
intermediate problems, but a main significant effect in solving a complex problem. They indicated
that independent students solved complex problems much better than dependent students.
2.2.8 Measure of Dependency
Various evaluation instruments have been established to evaluate levels of interpersonal
dependency. Various measures of dependency have been established since the idea of dependency
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is of interest to scientists in widespread areas. In Table 2.3, different scales to measure the personal
dependency are presented. Some information about reliability and validity of each scale are
provided as well.
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Table 2.3: Different scales to measure the personal dependency

Scale
Blacky Test Oral
Dependency Scale
(BTODS)”

Source
Blum
(1949)

General
“Employing a series of twelve
picture cards to investigate the
extent to which children's
personalities were shaped
by Freudian psychosexual
development.”

Reliability
“Interrater and retest reliability data
support the utility of the scale
(Lanyon & Goodstein, 1997)”

Validity
“The convergent
validity of BTODS is
quite good
(Bornstein, 1999)”

“Minnesota
Multiphasic
Personality
Inventory – the
latest version
Restructured Form
(MMPI-2-RF)”

BenPorath &
Tellegen
(2008)

It retains some aspects of the
traditional MMPI assessment
strategy but adopts a different
theoretical approach
to personality test development.”

“Tarescavage et al. (2015) have
reported high levels of internal
consistency (ranged from .67 to .90
for the Higher-Order Scales, from .61
to .90 for Restructured Clinical
Scales, from .46 to .80 for the
Specific Problems Scales, and from
.65 to .80 for the PersonalityPsychopatology-5 Scales)”

“All of the MMPI-2RF's scales
demonstrate either
increased or
equivalent construct
and criterion validity
compared to their
MMPI-2 counterparts
(Ben-Porath, 2012).”

“Thematic
Apperception Test
dependency scale
(TAT)”

Kagan &
Mussen
(1956)

Based on Murray’s (1938)
description of need for
succorance and its manifestation
in TAT responses.”

Gruber and Kreuzpointner (2013)
achieved adequate Cronbach's alpha
scores up to 0.84.

The validity of the
TAT is low
(Lilienfeld et al.,
2000).

“Rorschach Oral
Dependency scale
(ROD)”

Masling
et al.
(1967)

“The scoring system was derived
from Schafer’s (1954)
speculations regarding
psychoanalytic content in
Rorschach responses.”

Bornstein et al.’s study (1996) show
ROD scores have acceptable internal
reliability (alpha =0.61 for women,
alpha = 0.62 for men)

“The convergent
validity of the test is
well established
(Bornstein, 1996).”
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Table cont’d

Scale
Depressive
Experiences
Questionnaire (DEQ)

Source
Blatt et al.
(1976)

General
“The dependency subscale of
the DEQ, a 29-item Likert-type
scale, was used to measure
dependency, neediness, and
connectedness.”

Reliability
Viglione et al. (1995)
have reported high levels
of internal consistency
(ranged from .83 to .90 for
the clinical sample, from
.67 to .81 for the college
sample.

Validity
“The dependency scale of the
DEQ has construct validity
(Blatt & Zuroff, 1992), as well
as concurrent validity with
various measures of
depressive symptomatology
(e.g.Brown & Silberschatz,
1989).”

Interpersonal
Dependency
Inventory (IDI)

Hirschfeld
et al.
(1977)

“A 48-item Likert-type scale,
was used to provide an
additional self-report measure
of dependency. Using principal
components analysis,
Hirschfeld and colleagues
(1977) found that the IDI items
loaded onto three subscales:
Emotional reliance on another
person (ER); Lack of social
self-confidence (LS); and
Assertion of autonomy (AA).”

“The three subscales have
demonstrated acceptable
reliability, with split-half
correlations in three
samples ranging between
.72 and .91 (Hirschfeld et
al., 1977), and acceptable
retest reliability over
intervals ranging from 16
to 84 weeks (Bornstein,
1997; Bornstein et al.,
1994).”
“The IDI-6 (a very brief
version of the IDI)
showed adequate internal
consistency over the 4week interval (.77 for IDI6-ED and .89 for IDI-6FD) (McClintock et al.,
2017).”

“The validity of the IDI has
been established in a
psychiatric population
(Hirschfeld et al., 1977), and
the IDI has been associated
with other self-report and
behavioral measures of
dependency (Hirschfeld et al.,
1983), and has predicted
symptoms of dependent
personality disorder
(Bornstein, 1994).
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Table cont’d

Scale
SociotropyAutonomy Scale
(SAS)

Source
Beck et al.
(1983)

General
“A means of assessing two
cognitive-personality constructs
hypothesized as risk factors in
depression. The scale focuses on
the two personality traits of
Sociotropy (social dependency) and
Autonomy (satisfying
independency).”

Reliability
The conducted research
by Bagby and colleagues
(2001) suggest that the
sociotropy (alpha =
0.88) and autonomy
(alpha = 0.85)
dimensions are reliable
measures of these
personality constructs.

Validity
The conducted research by
Bagby and colleagues
(2001) suggest that the
sociotropy and autonomy
dimensions are valid
measures of these
personality constructs.

Millon Clinical
Multiaxial
Inventory - Fourth
Edition (MCMIIV)

Millon et al.
(2015)

“A psychological assessment tool
intended to provide information on
personality traits
and psychopathology.”

The authors have
reported high levels of
internal consistency
(ranged from .80 to .84)
and test–retest reliability
(ranged from .73 to .93
with a most values
above .80).

“Most correlations between
the MCMI-IV Personality
Pattern scales and another
widely used and validated
measure of personality
psychopathology
Restructured Clinical scales
were low to moderate.”

Inventory to
Diagnose
Depression Lifetime version
(IDD-L)

Zimmerman
& Coryell
(1987)

“A 22 self-report items in a fivepoint Likert-type format, used in
this study to assess major
depressive episodes.”

The IDD-L has
demonstrated a high
level of internal
consistency in research
with a college student
sample (α = .92; Roberts
& Kassel, 1997).”

The discriminant validity of
the IDD-L is high (Sakado
et al., 1996).
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Scale
Beck
Depression
Inventory - II
(BDI-II)

Source
Beck,
Steer, &
Brown
(1996)

General
“A 21-item, 4-point Likerttype scale, which was used to
assess participants' levels of
depressive symptoms
experienced over the past two
weeks.”

Reliability
“It has a strong internal consistency
in both student (Beck et al., 1996;
Steer & Clark, 1997) and clinical
samples (Beck et al., 1996), with
alphas ranging from .89 to .92. The
BDI-II has also demonstrated
excellent test-retest reliability, with a
one-week coefficient of .93 (Beck et
al., 1996).”
Also, Lee et al., (2017) found that
The Cronbach's alpha for the BDI-II
total score is 0.89”

Validity
“Numerous studies have
established the validity of
the original BDI-II (Lee et
al., 2017).”

Personality
Assessment
Inventory
(PAI)

Morey
(1991)

“The PAI is designed to assess
adult personality and
psychopathology and is
comprised of 22 scales: 11
clinical scales; 4 validity
scales; 5 treatment scales; and
2 interpersonal scales.”

“Reliability studies (based on data
from a U.S. Census) indicate that the
PAI has a high degree of internal
consistency across samples—results
are stable over periods of 2-4 weeks
(median alpha and test-retest
correlations exceed .80 for the 22
scales).””

“The validity of the PAI is
well documented, with a
thorough review of its
convergent and
discriminant validity as well
as its concurrent predictive
utility provided by Morey
(2014).”

Balanced
Inventory of
Desirable
Responding
(BIDR)

Paulhus,
(1994)

“A 40-item measure made up
of two 20-item subscales, selfdeception (SD) and impression
management (IM).”

“Paulhus (1994) reported adequate
internal consistencies for each
subscale, with α's ranging from .65 to
.75 for SD and from .75 to .80 for
IM.” Recent research (Li & Bagger,
2007) has demonstrated the internal
consistency of both SDE and IM is
typically below or around .70 (.74 for
IM and .68 for SDE).

“The construct validity of
the BIDR is well
established, with scores
consistently predicting
scores on other related
measures of socially
desirable responding
(Paulhus & Reid, 1991;
Paulhus 1994).”
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2.2.9 Working memory capacity
Memory is essential to experiences and is the keeping of information over time for
affecting future actions (Sherwood, 2015). Individuals might not establish or learn a language,
relationships, nor individuality if they were unable to keep in mind previous occasions (Eysenck
& Brysbaert, 2018). Frequently, memory is comprehended as an information processing system
that is comprised of a sensory processor, short-term (or working) memory, and long-lasting
memory (Baddely, 2007).
Sensory information is saved in sensory memory for enough time to be moved to shortterm memory (Carlson et al., 2009). Short-term memory permits remembering for a duration of
numerous seconds to a minute without practice. Its capacity is likewise really restricted.: Miller
(1956) carried out experiments revealing that the store of short-term memory was 7 ± 2 things.
Cowan (2001) supplied proof that working memory measured at 4 ± 1 things.
The storage in short-term memory and sensory memory normally has a severely restricted capacity
and period, which indicates that info is not maintained forever. On the contrary, long-term memory
can keep larger amounts of information for possibly a limitless period (often an entire life
expectancy). Its capacity cannot be measured.
Working memory is frequently considered as a term equivalent with temporary memory,
however, some thinkers believe the two types of memory are unique, presuming that working
memory enables the control of kept info, though short-term memory just describes the short-term
storage of info (Diamond, 2013; Cowan, 2008).
A brain system with ability to provide temporary storage and required information
manipulation for complex cognitive tasks (e.g. language comprehension) may be considered as
the term working memory (Baddeley, 1992). The working memory can be defined from the
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available assumption in several practical tasks (Baddeley and Hitch, 1974). Since several everyday
tasks include actively keeping information in mind, manipulating, and combining them in memory,
working memory must be known as an essential concept. The amount of working memory (WM)
capacity may determine how individuals perform different real-world cognitive tasks (Engle,
2002).
By using complex span procedures, Daneman and Carpenter (1980) provided the first finds
of individual differences in reading ability. A series of sentences were provided for the adult
subjects by them. The participants were asked to either only read, or to read and confirm its
correctness. For subsequent recall, the last word of each sentence was needed to be remembered.
As working memory span, the highest number of final words that a person can remember in correct
instructions in these situations is considered. According to Daneman and Carpenter (1980), these
complicated measurements are related to people's reading abilities. They also found this correlation
significantly stronger than the correlation between the reading ability and an equivalent simple
task where contributors without extra processing hear and recall words in the correct order.
Over the past 30 years, numerous approaches have been proposed to study individual
differences in working memory capacity (WMC). According to Conway et al. (2005), perhaps a
complex span paradigm is the best known and most common task to measure WMC. Several
researchers on individual differences in WMC make this design solely by one or more complex
tasks. Consequently, there is a very recent theory of what individual differences in WMC (perhaps
very limited) concentrates on a complex span task class (e.g., Barrouilletetal, 2011, Unsworth and
Engle, 2007a, Oberauer et al., 2012).
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2.2.10 Working memory and problem solving
There are a few research studies in the literature that assess how much working memory
and problem-solving skills are related. In the past 10 to 15 years, research studies indicate a
relationship between working memory and problem solving.
Working memory maintains newly processed information to connect it to the newest input
and also it holds the gist of information to construct an overall representation of the problem.
Therefore, Swanson & Beebe-Frankenberger (2004) observed that performance in arithmetic
problem solving can be predicted by working memory performance of the students in elementary
school.
Similarly, Barrouillet & Lépine (2005) reported that both the frequency and the efficiency
of the retrieval strategy in simple mathematics problem-solving are influenced by the children’s
working memory capacities. Children with higher working memory capacities completed the
retrieval quicker. A study by Beilock & Carr (2005) assessed the effects of working memory and
pressure on students'’ ability to solve mathematical problems. In without pressure conditions, they
found individuals with low working memory (LWM) capacity solved the high-demand problems
poorer. Nevertheless, in under pressure condition, the level of achievement for LWM was not
decreased.
The work by Ashcraft & Krause (2007) indicated that by increasing the number of steps in
multistep problems, the reliance on working memory is increased. Similarly, when the need to
retain intermediate values and goals is maximum, the working memory capacity becomes much
more important. More recently, a study by Wiley & Jarosz (2012) concluded that students' ability
to solve mathematical problems varies depending on their working memory capacity. They also
found the working memory capacity can improve the attention controlling, decrease distraction,
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and confine the problem solvers to search through a problem space. The greater focus and control
are correlated with higher WMC which resulted usually more success in analytic problem-solving
contexts.
2.2.11 Measure of Working Memory
The working memory capacity (WMC) can be considered as an individual difference. A
variety of cognitive processes, such as problem-solving, might be influenced by the number of
chunks an individual is able to hold in his or her memory. The N-back task is one the most
widespread tools to measure working memory among the several available ways in the literature
(Kane & Engle, 2002; Conway et al., 2005). As a result of less complexity in manipulating WM
load and response necessities in the N-back task, it is preferred over other WM tasks (Conway,
Kane, & Engle, 2003).
The n-back task as a constant performance task for evaluation frequently utilized in
cognitive neuroscience to determine a portion of working memory and working memory capacity,
(Gazzaniga et al., 2014).
There is just one thing that looks in various spots on the game board throughout each turn
in the visual n-back test. "1-N" indicates that the person needs to keep in mind its place, from one
previous turn. "2-N" indicates that the person needs to keep in mind its place from two previous
turns, and so on.
Susanne Jaeggi et al. (2003) have introduced the dual-task n-back task. In the dual-task
model, two independent sequences are demonstrated at the same time, usually with various
modalities of stimuli, such as one visual and one auditory.
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2.2.12 Measuring Method
Sequences of fast altering stimuli are shown in the n-back task one after another (Cohen et
al., 1997; Kirchner, 1958). Individuals are asked to indicate whether the stimuli changes presented
on the screen (See Figure 2.2). The participants’ tasks include remembering the stimulus related
to the present n level, avoid interfering from other insufficient stimuli, and updating the related
stimulus continuously. The stimuli types (colors, digits, letters, etc. in addition to number of backs
(2-back, 3-back, etc.) can be manipulated by the experimenter to understand how working memory
is impacted by the task.

Figure 2.2: Graphical illustration of 1, 2, and 3 n conditions in n -back paradigm with letter as a
stimulus

Four basic dependent measures are considered for the n-back task: hits – number of
reactions to target letters, false alarms – number of reactions to non-target letters, correct rejections
– number of correct rejections of non-target letters, and misses – number of omitted target letters.
Participants reaction to both target and non-target stimuli can be described only by knowing the
hits rates and the false alarm because the summation of misses and hits rates is equal to the
summation of correct rejections and false alarms.
Some concern related to the construct validity of the n-back task exist. Even though the
task has robust face validity and is nowadays in extensive use as a measuring method of working
memory in experimental and clinical fields, some more research studies are required to check out
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its convergent validity with working memory measures in the further (Kane et al., 2007). Those
research studies have mainly exposed modest or weak connections between participants'
performance on the n-back task and performance on other basics, known working memory
evaluations (Jaeggi et al., 2010; Kane et al., 2007).
Two main assumptions for this weak correlation between the n-back task and other working
memory evaluations exist. The first one is that the n-back task evaluates various "sub-components"
of working memory than perform other evaluations. A more vital description is that instead of
mainly examining working memory, efficiency on the n-back task depends upon familiarity- and
recognition-based discernment procedures, while valid evaluations of working memory need
"active recall" (Jaeggi et al., 2010).
Whatever the reason for the performance distinctions between the n-back and other
working memory evaluations, the construct validity of the n-back task is required. An analysis of
how the same group of participants perform in an n-back task and another WM task, called
complex span task, (Conway et al., 2005; Foster et al., 2014) is a method often used to test the
validity of n-back (Redick & Lindsey, 2013); however, this approach gives inconclusive results.
Kane and colleagues claimed that the n-back has validity as a working memory task (Kane et al.,
2007). Miller, Price, Okun, Montijo, and Bowers (2009) also report that n-back is not a pure
measure of WM but can be used to assess general cognitive functioning of Parkinson’s disease
patients.
By using a latent variable method, Schmiedek and colleagues observed a significant
correlation: r = 0.96 between a complex span factor and an updating factor (e.g. color, shape, etc.)
represented by n-back task (Schmiedek et al., 2009). Over complex span tasks, several n-back

37

advantages have been indicated by Wilhelm and colleagues (2013). Accordingly, the n-back tasks
offer beneficial information for working memory studies.

2.3 Task Characteristics (Environmental-level factor)
2.3.1 Task complexity
In this area, the current descriptions of task complexity are evaluated. Jobs are activities
that are performed by individuals to improve life and work. Tasks are among the most vital parts
in the human behavior and performance study. One subject that has gotten less attention lately is
whether and how task characteristics impact outcomes from collaboration. Some considerable
impacts on individual and group performances are expected from task characteristics. In the
behavioral and social science literature, some task-related research study with limited agreement
on the understanding of a task and its features are observed (Hackman, 1969; Wood, 1986).
Many constitutive and tough concerns are gradually added to the research study on task
complexity, for instance (Schlindwein & Ison, 2004): Is the complexity identified or experienced?
What is task complexity? Do objective criteria exist to define task complexity? How some tasks
are considered complex? The content and nature of task complexity are viewed in the first two
questions as well as the method of evaluating task complexity in the last two questions. There is a
lack of appropriate answers to these important questions. Task complexity cannot be defined
easily.
2.3.2 Task complexity definitions and models
To comprehend the impact of task complexity on human behavior and performance, task
complexity ought to be obviously specified. In the task complexity literature, different task
complexity meanings and designs are available. Two outstanding evaluations on task complexity

38

meanings are provided by Campbell (1988) as well as Gill and Hicks (2006). Also, several
definitions have been summarized by other researchers (e.g., Block, 1991; Jacko et al., 1995;
Byström and Järvelin, 1995; Park, 2009).
2.3.3 Task complexity and problem solving
Liu & Li (2012) state that the task is an essential element that affects and forecasts human
behavior and performance. In many different fields, researchers are interested in task complexity.
Tversky and Kahneman (1981), in the decision-making, stated that individuals are prevented from
incorporating choices in decision tasks because of the complexity of practical problems. Task
complexity is a crucial factor in decision process and method (Payne, 1976): the decision makers
utilized a compensatory process when they confronted with a low-complexity task, whereas, they
focused and utilized a non-compensatory procedure on selective details in a high-complexity task.
Similar results have been observed by Lussier & Olshavsky (1979) as well as Kim & Khoury
(1987).
The work by Willis & Schaie (1993) shows that as the task complexity increased, so did
the difficulty of the problem-solving. Task complexity also interacts with the procedural strategies
used in problem-solving. As the task complexity increases, experts use procedural strategies that
minimize the information search process. In contrast, the novice reacts to an increase in task
complexity by seeking more and more information, thus risking memory overload and inefficiency
in executing the problem-solving strategies. More recently, Speier et al. (2003) indicate that the
way in which problem solver perceives and processes information might be influenced by
interruptions while he or she performs complex intellectual decision-making tasks.
In Table 2.4, different models of task complexity are presented. Factors and dimensions of
each model are mentioned as well.
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Table 2.4: Different models of task complexity

Task Complexity Model
Task Model
Wood (1986)
Three components:
Not specified
o Products
o Acts
o Information cues”
Campbell (1988)

No

Bonner (1994)

Three components:
o Input
o Processing
o output

Harvey (1998)

No

Factors

Dimensions
Three dimensions: “
o Component
o Coordinative
o Dynamic”

Four factors: “
Not specified
o Multiple paths
o Multiple outcomes
o Conflicting interdependence among paths
o Uncertain or probabilistic linkages”
Twenty factors:
Two dimensions: “
o Amount of information
o Clarity of information”
Eleven factors: “
o The amount of sub-tasks
o Products
o Product characteristics
o Characteristic conflicts
o Information
o Analyzability
o Alternatives
o Coordination
o Internal confidence
o External constrains
o Random events”
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Three dimensions:
o Scope
o Structurability
o Uncertainty

Table cont’d

Task Complexity
Model
Ham et al. (2012)

Task Model

Factors

Dimensions

Three components:
o Functional
aspects
o Behavioral
aspects
o Structural aspects

Twenty-one factors: “
o Span of Abstraction Decomposition space
o Number of task goals
o Number of preconditions
o Number of variables to collect/identify
o Number of different types of collected variables
o Number of sources to collect information
o Number of variables to be derived/produced
cognitively
o Number of different types of derived variables
o Number of cognitive operations to be conducted
o Number of decision-making variables”
o Number of possible paths to achieve a step goal
o Number of subjective judgments needed for
decisions
o Number of control items to act on
o Number of different types of control items
o Number of considerations to be paid at the same
time
o Number of variables to confirm
o Number of different types of variables to be
confirmed
o Number of sources to get feedback from
o Number of steps
o Logical relation between steps
o Number of warning or referential information

Three dimensions:
o Size
o Variety
o Order/organization
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Table cont’d

Task Complexity Model
Liu & Li (2012)

Task Model
“Six components:
o Goal
o Input
o Process
o Output
o Presentation
o Time”

Factors
Twenty-seven factors:
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Dimensions
“Ten dimensions:
o Size
o Variety
o Ambiguity
o Relationship
o Variability
o Unreliability
o Novelty
o Incongruity
o Action complexity
o Temporal demand”

The task complexity model introduced by Liu & Li (2012) is used in this current study.
The complexity dimensions are explained in Table 2.5. In this model, one of the complexity
dimensions is temporal demand. As an example, time pressure might be considered. In another
word, the task complexity can be manipulated by adding or removing the time pressure. In this
study, first, participants perform the task with no limitation in time. Then, they are asked to perform
it again in a limited time and task becomes more complex.
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Table 2.5: Complexity Dimensions in Liu & Lu Model

Complexity
Dimensions

Examples

Description

Sources “(References may fall in more
than one category)”

Size

Number of elements,
information cues, goals, acts,
paths

Number of task components

Variety

diversity of task elements

“Diversity in terms of the number of
distinguishable and dissimilar task
components.”

“Rouse and Rouse (1979), Baccarini
(1996),
Williams (1999), Wood (1986), Bonner
(1994),
Asare and McDaniel (1996),
Carey and Kacmar (1997), Zhang et al.
(2009), Darisipudi (2006), Speier (2006),
Xu et al., (2008), Xu et al., (2009),
Campbell (1988),
Bonner (1994), Harvey (1997),
Harvey and Koubek (2000),
Lazzara et al. (2010), Payne (1976),
Payne et al. (1992)”
“Schroder et al. (1967),
Schwab and Cummings (1976),
Gardner (1990), Ham et al. (2011)”

Ambiguity

clarity; specification

“Degree of unclear, incomplete, or nonspecific task components.”
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“Harvey (1997),
Harvey and Koubek (2000), Nadkarni and
Gupta (2007),
de Koning et al. (2008), Lazzara et al.
(2010), Mascha and Miller (2010),
Braarud and Kirwan (2011)”

Table cont’d

Complexity
Dimensions

Examples

Description

Sources “(References may fall in more
than one category)”

Relationship

connectivity/
redundancy/conflict between
task components

Interdependency (e.g., conflict, redundancy,
dependency) between task components.

Variability

Input rate; random events;
Inconsistency

“Changes or unstable characteristics of task
components.”

“Steinmann (1976),
Rouse and Rouse (1979), Wood (1986),
Campbell (1988), Woods (1988),
Sweller and Chandler (1994), Baccarini
(1996), Williams (1999), Boag et al. (2006),
Lazzara et al. (2010)”
“Li and Wieringa (2000), Wood (1986),
Xiao et al. (1996), Schraagen (2011),
O’Donnell and Johnson (2001), Greitzer
(2005)”

Unreliability

Reliability/validity of
information cues

Inaccurate and misleading information.

Woods (1988), Greitzer (2005)

Novelty

Repetitiveness; non-routine

“Appearance of novel, irregular and nonroutine events (e.g., interruption) or tasks that
are not performed with regularity.”

“Tushman (1978), Harvey (1997),
Harvey and Koubek (2000),
Schwarzwald et al. (2004), Darisipudi
(2006)”

Incongruity

Presentation heterogeneity

“Inconsistency, mismatch, incompatibility,
and heterogeneity of task components.”

“Bonner (1994), Zhao (1992), Marshall and
Byrd (1998), Greitzer (2005)”
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Table cont’d

Complexity
Dimensions

Examples

Description

Sources “(References may fall in more than
one category)”

Action
Complexity

Cognitive/physical
demands

“Cognitive and physical requirements inherent
in human actions during the performance of a
task”

Temporal
Demand

Concurrency between
tasks; Time pressure

“Task requirement caused by time pressure,
concurrency between tasks and between
presentations, or other time-related
constraints.”

“Campbell and Gingrich (1986), Campbell
(1988),
Li and Wieringa (2000),
Sintchenko and Coiera (2003), Bailey and
Scerbo (2007)”
“Xiao et al. (1996), Molloy and Parasuraman
(1996), Hendy et al. (1997), Braarud and Kirwan
(2011), Payne et al. (1992), Greitzer (2005),
Braarud and Kirwan (2011)”
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3
3.1

PROPOSED MODEL AND HYPOTHESES

Rationale
There is a need to evaluate how learning styles and collaborative problem-solving abilities

are connected. Research has not shown that there is evidence that one preference is better than
another. The analysis of social science literature clearly shows that individual dependency was
considered as negative (Bornstein, 1993; Greenberg & Mitchell, 1983) or positive (Kelley, 2013;
Folkman, 2013) terms. On the one hand, individual reliance is equal to weakness and obstruction
to develop an independent and mature individual. On the other hand, individual reliance is
considered as a fundamental human inspiration to perform essential adaptive tasks. Thus, there is
a need to evaluate the association between dependency and collaborative problem-solving skills.
Working memory and problem-solving skills are related. The amount of working memory (WM)
capacity may determine how individuals perform different real-world cognitive tasks (Engle,
2002). Noteworthy interactions might be observed to demonstrate that there are mixtures of traits
more (or less) productive than anticipated, providing proof that group composition influences
group performance. Hence, some mixtures of individual traits may yield group performance
differences. They might contribute considerably to the variation in group performance efficiency.
As it was discussed in the literature review section, many researchers have studied the
effect of different individual characteristics on performance in problem solving. However, there
has not been any studies up to this date that analyzes the composition of individual-member
characteristics (e.g., learning styles, dependency, and working memory capacity). There are few
investigations in the literature that assess the connection between individual characteristics and
collaborative problem- solving abilities. This study focused on analyzing the effect of three
individual characteristics on performance in individual and collaborative problem solving.
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3.2

Model Description
There are three-member traits in this study (See Figure 3.1): a) learning style preference (high

or low), b) dependency (dependent or independent), and c) working memory capacity (high or
low).
Individual Characteristics
Independent variables
Learning Style

Dependency

Working Memory

Independent variables
Required Time

Accuracy

Dependent variables
Performance Effectiveness in Collaborative Problem Solving

Figure 3.1: Research
Model
of Individual Learning Style, Dependency, and Working
Dependent
variables
Memory on Individual and Collaborative Problem Solving

First, the model components, summary, and supporting literature are reviewed here. Then, the
research hypotheses are described (Table 6.1).
Table 3.1: Model Components, Summar y, and Supporting Literature

Model
Components
Learning
Ability

Interpersonal
Dependency

Summary

Support for
Literature Model
Assumption
“Honey and Mumford (1992) define a learning style as
Bhat (2014),
being ‘a description of the attitudes and behavior which
Aljaberi (2015),
determine an individual’s preferred way of learning’. The Sebastian
four learning styles are described as those of activists,
(2017),
reflectors, theorists and pragmatists”
Sirin, & Güzel
(2006)
“Interpersonal dependency is the tendency to look to
others for nurturance, guidance, protection, and support,
even in situations where autonomous functioning is
possible (Bornstein, 2011). Numerous measures of
dependency have been developed.”
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Ronning et al.
(1984),
Hagaa et al.
(1995),
Wang et al.
(2003)

Table cont’d

Model
Components

Summary

Working
Memory
Capacity

“According to Baddeley (1974), the term
working memory refers to a brain system that
provides temporary storage and manipulation of
the information necessary for such complex
cognitive tasks as language comprehension,
learning, and reasoning.”

Swanson & Beebe
Frankenberger (2004),
Barrouillet & Lépine
(2005), Beilock & Carr
(2005), Ashcraft &
Krause (2007), Wiley &
Jarosz (2012)

Task
Complexity

“According to Campbell (1988), task complexity
is defined based upon objective task
characteristics. The characteristics proposed are:
1) multiple paths, 2) multiple end states, 3)
conflicting interdependence, and 4) uncertainty
or probabilistic linkages.”

Tversky and Kahneman
(1981), “
Payne (1976),
Lussier and Olshavsky
(1979),
Kim and Khoury (1987),
Willis & Schaie (1993),
Speier et al. (2003)”

3.3

Support for Literature
Model Assumption

Research Objectives
According to International Ergonomics Association (IEA), “mental processes, such as

memory, reasoning, perception, and motor response, as they affect interactions among humans and
other elements of a system” are investigated in cognitive ergonomics. As some relevant topics in
this field, the terms decision-making and human reliability can be mentioned.
The process of identifying and selecting options based on the values, preferences and
decision-maker beliefs is considered as decision making. Each decision-making process creates a
final choice that may or may not be immediate. Problem-solving contains strategies, thinking
processes, activities, and processes used to address a problem. Problem-solving and decisionmaking activities are interconnected. Decision making is a process; problem-solving is a method.
Problem-solving can be divided into two comprehensive classes: Individual and Group.
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As a result of human participation in system flexibility and the possible consequences of
human errors, human reliability is very vital. Particularly in technical fields such as aircraft control
and emergent health care, in which mistakes can lead to dangerous situations and high costs.
Finally, according to the International Ergonomics Association, “the optimization of sociotechnical systems, including their organizational structures, policies, and processes” are studied
more in organizational ergonomics. Teamwork is one of the relevant topics in this category of
ergonomics. It can be defined as a joint effort of a team to accomplish a mutual objective or to
perform a task effectively (Montebello & Buzzotta, 1993; Salas et al., 2008).
Group behavior comprises interactions between individuals in a group. It is influenced by
individual beliefs, attitudes, and adaptations. Sequentially, group behavior impact on group
effectiveness (also referred to as the effectiveness of the team). This is the capacity of a team to
achieve goals or objectives which are managed by approved personnel or organizations (Aubé &
Rousseau, 2011).
Human performance can be influenced for many reasons (e.g. age, mental state, physical
health, personal attitude, emotions, cognitive biases, etc.). In this research, characteristics such as
interpersonal dependency, individual working memory capacity, or preferred learning style are
hypothesized to contribute considerably to the variation in as well as either individual or group
performance efficiency.
Therefore, the research is broken into two phases, individual mode and group mode.
For individual mode, the research questions are:
1. Is there a difference in the performance (amount of time required and accuracy (number
of errors)) of individuals to complete a task?
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2. Is performance of the individuals related to learning style, dependency, working memory
or some combination of the three?
3. How does performance vary based on learning styles, level of dependency, and level of
working memory capacity?
Respectively for group mode, the research questions are:
1.Is there a difference in the pairs of individuals performance (amount of time required and
accuracy (number of errors)) to complete a task?
2.Are the pairs of individuals’ performances related to the composition of the groups?
3.How does performance vary based on the composition of the groups?
3.4

Hypotheses
For each dependent variable the amount of time required and accuracy (number of errors), the

following hypotheses were tested:
▪

▪

▪

Hypothesis 1 for Learning Styles Main Effect
•

H10: The means of two levels (high or low) of Learning Styles Preference are equal.

•

H11: The mean of one learning style is significantly different from the others.

Hypothesis 2 for Dependency Main Effect
•

H20: The means of two levels (high or low) of Dependency are equal.

•

H21: The mean of one dependency level is significantly different from the other.

Hypothesis 3 for Working Memory Capacity Main Effect
•

H30: The means of two levels (high or low) of working memory capacity are equal.

•

H31: The mean of one working memory capacity level is significantly different
from the other.
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▪

Hypothesis 4 for Learning Styles and Dependency Interaction Effect
•

H40: There is no significant interaction between the learning styles and dependency
effects.

•

H41: There is a significant interaction between the learning styles and dependency
effects.

▪

Hypothesis 5 for Learning Styles and Working Memory Capacity Interaction Effect
•

H50: There is no significant interaction between the learning styles and working
memory capacity effects.

•

H51: There is a significant interaction between the learning styles and working
memory capacity effects.

▪

Hypothesis 6 for Dependency and Working Memory Capacity Interaction Effect
•

H60: There is no significant interaction between the dependency and working
memory capacity effects.

•

H61: There is a significant interaction between the dependency and working
memory capacity effects.

▪

Hypothesis 7 for Learning Styles, Dependency and Working Memory Capacity Interaction
Effect
•

H70: There is no significant interaction between the learning styles, dependency
and working memory capacity effects.

•

H71: There is a significant interaction between the learning styles, dependency and
working memory capacity effects.
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4

METHODS AND PROCEDURE

“The purpose of this section is to describe the methods, procedures, and analysis that were
used to test the previously defined hypotheses. The experimental design, subjects, equipment and
materials, and procedure for the experiment are discussed in detail. Since this study required
human participants, a permission from LSU institutional review board (IRB) was obtained before
conducting the experiment. A copy of this permit is in Appendix 1.”
4.1

Experimental Design and Layout

4.1.1 Individual Mode
A 23 factorial design was used for this research. In the current study, three main factors of
level of learning style preference, level of interpersonal dependency, and level of working memory
capacity, each at two levels, were used to predict the total time to obtain each correct answer
(Tto1C) and the number of incorrect answers per each correct answer (WtoC). Each of these
variables had a high and a low level. Table 4.1 shows the combinations.
In summary, there were two dependent variables in this study: amount of time required and
accuracy (number of errors). Independent variables of this study were learning styles, level of
dependency, and level of working memory capacity. Table 4.2 summarizes the variables of this
study.
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Table 4.1: Experimental design layout (Individual Mode)

Combination #

LSP
Low

High

ID

ID

Low

High

Low

High

WMC

WMC

WMC

WMC

Low High Low High Low High Low High
1
2
3
4

16
23
16
24

5

18

6

28

7

21

8

•
•
•
•

27

LSP – Learning Style Preference
ID – Interpersonal Dependency
WMC – Working Memory capacity
The numbers in the highlighted cells refer to the number of participants in each category
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Table 4.2: List of all variables (Individual Mode)

Dependent Variables
Tto1C Time: Total time to obtain each correct answer
WtoC

Accuracy: Number of incorrect answers per each correct answer
Independent Variables

LS

Level of preferred learning style (High vs. Low)

Dep

Level of interpersonal dependency (High vs. Low)

WMC Level of working memory capacity (High vs. Low)

4.1.2 Group Mode
A 33 factorial design was used for this research. In the current study, three main factors of
combination level of learning style preference (LS_Level_Com), combination level of
interpersonal dependency (Dep_Level_Com), and combination level of working memory capacity
(WMC_Level_Com), each at three levels (High-High, High-Low, and Low-Low), were used to
predict the total time to obtain each correct answer (Tto1C) and the number of incorrect answers
per each correct answer (WtoC). Given the possible treatment combinations, twenty-seven (33)
combinations were obtained in the experiment and all of them were utilized. Table 4.3 shows the
combinations.
In summary, there were two dependent variables in this study: amount of time required and
accuracy (number of errors). Independent variables of this study were learning styles, level of
dependency, and level of working memory capacity. Table 4.4 summarizes the variables of this
study.
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Table 4.3: Experimental design layout (Group Mode)

Combination #

LS_Level_Com
LL

HL

HH

Dep_Level_Com

Dep_Level_Com

Dep_Level_Com

LL

HL

HH

LL

HL

HH

LL

HL

HH

WMC_

WMC_

WMC_

WMC_

WMC_

WMC_

WMC_

WMC_

WMC_

Level_

Level_

Level_

Level_

Level_

Level_

Level_

Level_

Level_

Com

Com

Com

Com

Com

Com

Com

Com

Com

L H H L H H L H H L H H L H H L H H L H H L H H L H H
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…

3

2

1

L L H L L H L L H L L H L L H L L H L L H L L H L L H

•
•
•

LS_Level_Com – Combination level of learning style preference
Dep_Level_Com – Combination level of interpersonal dependency
WMC_Level_Com – Combination level of working memory capacity
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Table 4.4: List of all variables (Group Mode)

Dependent Variables
Tto1C

Time: Total time to obtain each correct answer

WtoC

Accuracy: Number of incorrect answers per each correct answer
Independent Variables

LS_Level_Com

Combination level of learning style preference (High-High (HH) vs. HighLow (HL) vs. Low-Low (LL))

Dep_Level_Com

Combination level of interpersonal dependency (High-High (HH) vs.
High-Low (HL) vs. Low-Low (LL))

WMC_Level_Com Combination level of working memory capacity (High-High (HH) vs.
High-Low (HL) vs. Low-Low (LL))

4.2

Participants
Three hundred and ten students (undergraduate and graduate) from Louisiana State

University in the spring term of the 2018-2019 academic year participated in the study. A summary
of participant data is provided in Chapter 5.
Subjects were recruited using advertainments by instructors in their classes. For
participation, each received a class bonus points and their own test results, including a short
interpretation. The only consequence of a participant withdrawing from the experiment was that
no bonus point was given to the participant. The participant withdrawing’s data was destroyed,
and another participant was recruited.
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4.3

Material and Equipment
In the Table 4.5, the material and equipment applied in the experimental task are described.

Each subject’s traits (i.e., level of dependency, level of working memory capacity, and type of
preferred learning style) were measured. More details of the preferred learning style test (LSQ),
interpersonal dependency inventory test (IDI), working memory capacity test (dual 2-back) and
Letters-to-Numbers (LTN) have been provided in the section 4.4.1.
Table 4.5: Required Material and Equipment

Online
questionnaire
(includes the
consent form)
Dual N-Back
Letters-to-Numbers
(LTN)
Experiment
Location

4.4

https://docs.google.com/forms
http://brainscale.net/dual-n-back/training

A program run by Microsoft Excel
Computer Lab, 1131 Patrick F. Taylor Hall, LSU

Experimental Design Procedure
In Table 4.6, the experimental procedure used in this study has been illustrated. First, they

completed two online questionnaires (through the provided Google form link) that included the
type of preferred learning style and level of dependency. As study was approved by the
Institutional Review Board (IRB) of the Louisiana State University, an informed consent was
obtained from all participants before completing these two questionnaires.
Estimated completion time was about 30 minutes. Based on their preferred learning styles,
they received some tips to learn and study more efficiently and effectively. Also, they received
their overall IDI scores and scores in each of three subscales. The third factor, working memory
capacity, was measured in a computer lab with a proctor present. After completing the online
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questionnaire, based on scheduled appointments, participants were invited to the computer lab and
performed a brain game test (Dual N-Back game). Once they finished the memory test (approx.
10 minutes), they were contacted to set up times for the last part (approx. 45 minutes) of the study
(The Letters-to-Numbers modified crypt arithmetic task). This part took place in a computer lab
as well.
Table 4.6: Experimental Procedure

Time
Participant Data
Collecting Stage
Participant Data
Collection, LSQ,
and IDI
Dual 2 back game
Guidelines
Dual 2 back game
Experimental
Stage

Description
1/14/2019 – 4/5/2019
Participant Information, Experiment
Consent Forms, and Questionnaire
(evaluating the learning style
preference and level of interpersonal
dependency)
Instructions were distributed for
reading.
Each participant played twice.

30 mins

5 mins
10 mins

4/13/2019 – 4/27/2019

Quick Review

5 mins

Letters-toNumbers (LTN)

45 mins

Brief review of the experimental
task and guidelines packet
Instructions were distributed for
reading.

4.4.1 Experimental Task
This section provides more details of the preferred learning style test (LSQ), interpersonal
dependency inventory test (IDI), working memory capacity test (Dual 2-back) and Letters-toNumbers (LTN).
Level of learning style preference
In the present study, the participants’ Preferred Learning Style was assessed using a
Learning Styles Questionnaire (LSQ) and scoring methodology developed by Honey and Mumford
(2000) (See Appendix 2) which determines an individual’s preferred way of learning. Reflectors,
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activists, pragmatists, and theorists are considered as the four learning styles. There are of 80 items
(20 items for each styles) in LSQ which define a learning style among the four styles.
Participants score one point for each item they ticked. There are no points for items they
crossed. Then, the number of circled responses is added up in the Totals row. Based on questions
answered and score (Appendix 3), they have four scores ranging from 0 – 20 for “activist”,
“reflector”, “theorist”, and “pragmatist”. Obviously, their highest score (or scores if they have
some that tie) indicates their strongest learning style preference with other preferences lagging
behind.
Turning to the assessment of LSQ scores, Honey and Mumford (2000) point out that, while
the highest possible result for each of the styles is 20, the highest overall score does not
indicate the predominant learning style. They maintain that it is necessary to view the results
in relation to those obtained by other people who have completed the questionnaire.
Honey and Mumford (2000) divided the scores into five groups, ranging from a very strong
preference to a very low preference.
The top 10% of scores – very strong preferences
The next 20% of scores –strong preferences
The middle 40% of scores – moderate preferences
The next 20% of scores – low preferences
The bottom 10% of scores – very low preferences
Based on 3,500 returned questionnaires, Honey and Mumford (1992) built the general
norms of the LSQ profile in the UK as listed in Table 4.7. The results indicated whether the scores
of the participants were above or below average.
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Table 4.7: General norm for 3,500 people in the U K; Source: Honey and Mumford (1992)

Activist Reflector Theorist Pragmatist
Very strong preference (The top 10% of scores)

13 – 20 18 – 20

16 – 20

17 – 20

Strong preference (The next 20% of scores)

11 – 12 15 – 17

14 – 15

15 – 16

12 – 14

11 – 13

12 – 14

9 – 11

8 – 10

9 – 11

Very low preference (The bottom 10% of scores) 0 – 3

0–8

0–7

0–8

Mean score

13.6

12.5

13.7

Moderate preference (The middle 40% of scores) 7 – 10

4–6

Low preference (The next 20% of scores)

9.3
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Each of five bands of levels arrived at in this way is ranked on a scale of 5 scores, with
scale values based on the terms of the “very strong preference” (5) and the “very low preference”
(1). By assigning the rank scores to raw scores, each individual has four rank scores in his or her
learning style preferences. Let us suppose the raw scores for an individual are Activist 15,
Reflector 13, Theorist 11, and Pragmatist 16. According to the general norms therefore, this person
has a very strong preference for Activist, a moderate preference for Reflector and Theorist, and a
strong preference for Pragmatist. Then, the level of preference in each style for this person is
ranked on a scale of 5 scores as below:
Activist 5
Reflector 3
Theorist 3
Pragmatist 4
The overall score is equal to 5+3+3+4 = 15. The median for all the participants’ overall
scores will be calculated. Any participant with score under the median is considered as an
individual with low learning style preference and people with scores above the median are known
as one has a high learning style preference.
Level of interpersonal dependency
In the present study, the participants’ Level of interpersonal dependency was measured
using an Interpersonal Dependency Inventory (IDI)designed by Hirschfeld et al. (1977). It is a 48item Likert-type scale. Hirschfeld and colleagues (1977) used the principal components analysis
to find that the IDI elements categorized into three subscales: Lack of social self-confidence (LS);
Emotional reliance on another person (ER); and Assertion of autonomy (AA).
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The IDI is a self-report with 48 items that requires individuals to assess the degree to which
each of their self-tests related to their dependence applies (See Appendix 4). Each statement is
ranked on a scale of 4 scores, with scale values based on the terms of the agreement (4) and the
"disagreement" (1). According to Hirschfeld et al.'s (1977) factor analysis, the IDI items create the
following subscales: 1) Lack of Self-Confidence (16 items); 2) Emotional Reliance on Others (18
items); and (3) Assertion of Autonomy (14 items). Typical items from the three IDI subscales
include the idea of "When I meet new people, I’m afraid that I won’t to do the right thing" (Lack
of Self-Confidence), "Disapproval by someone I care about is very painful to me" (Emotional
Reliance on Others), and "I rely only on myself" (Assertion of Autonomy).
By summing each subject's scores on the Lack of Self-Confidence and Emotional Reliance
on Others scales and then deducting it from the score on the Assertion of Autonomy scale, IDI
scores in the standard manner have been computed (Bornstein et al., 1993; Bornstein et al., 1994).
By using a median split, the participants can be classified into high- and low-dependent persons.
According to Hirschfield et al. (1977), although the three (IDI) scales need to be scored
and reported separately, researchers should use the total score as well. There are different opinions
about the best algorithm for merging IDI subscale scores into whole-scale scores, and various
scoring methods are available now. The first scoring formula was indicated by Hirschfield et al.
(1977) in this form: interpersonal dependency = 3 (ER) + 1 (LS) + 1 (AA). Mahon (1982) used the
formula .67 (ER) + 1 (LS) - 1 (AA) to calculate whole-scale IDI scores, whereas Stewart et al.
(1992) used the formula 1 (ER) + 1 (LS) + 1 (AA) to calculate these scores.
Bornstein (1994) in his review of studies, indicated that the AA subscale should be
considered as a measure of independence rather than dependency. Hence, the scoring equation of
(ER) + (LS) – (AA) has been recommended by him.
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Two reasons that helped determine that the above formula is utilized in the present study:
(a) to date, many researchers have used it, and (b) many strong and consistent scores in measuring
dependency in both clinical participants and college student have been reported (see Bornstein,
Riggs, et al., 1996; Bornstein, Rossner; Hill, et al., 1994).
The median for all the participants was calculated. Any participant with score under the
median is considered as an individual with low IDI and people with scores above the median are
known as one has a high IDI.
Level of working memory capacity
The level of working memory capacity is measured by a N-back task (Conway et al., 2005;
Kane & Engle, 2002) which is a constant performance task that is frequently applied as an
evaluation in cognitive neuroscience to determine a portion of working memory and working
memory capacity (Gazzaniga et al., 2014). The adaptive dual 2-back training task execution was
developed by Jaeggi et al. (2008). In this study, the Brain Workshop is used (version 4.8.4), freely
available software (http://brainworkshop.sourceforge.net) to measure the working memory
capacity through the dual 2-back task. It is a free open-source version of the dual n-back brain
training exercise. Brain Workshop implements the dual n-back task, and allows people to attempt
to improve their own working memory and fluid intelligence. Brain Workshop works on Windows,
Mac OS X and Linux. Since its initial release in August 2008, Brain Workshop has been
downloaded over 775,000 times! It was created by Paul Hoskinson, and is maintained by Paul
Hoskinson and Jonathan Toomim.
Two stimulus dimensions subjects should notice: location and color. On a 3x3 grid, the
stimuli location is changed between eight positions (not placed in the center). There are seven
primary colors for stimulus (See Figure 4.1). The median for all the participants will be calculated.
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Any participant with score under the median is considered as an individual with low WMC and
people with scores above the median are known as one has a high WMC.

Figure 4.1: Dual 2-Back Interface

If the POSITION of the square is the SAME
as it was 2 trials back, the player must press
A key.

If the COLOR of the square is the SAME as
it was 2 trials back, the player must press F
key.

Letters-to-Numbers (LTN)
The Letters-to-Numbers modified crypt arithmetic task as first described in Laughlin,
Bonner, and Miner (2002) was used as the experimental task. It also has been used in some other
studies to date (Laughlin et al., 2003; Laughlin et al., 2006; Carey & Laughlin, 2012).
In a Letters-to-Numbers (LTN) the 10 letters, A to J, are each randomly coded (without
replacement) to one of the 10 digits (0 to 9). First, the participants input a mathematics expression
(summation or subtraction) using letters A to J (e.g., B+D, A+B+E+J, or ED+FF-G, or CBE-DA,
or C-D) on each trial (number of trials cannot exceed than 10) on their devices. Then, the value of
the expression is calculated and displayed by the program (e.g. B + D = HF). At that point, a coding
for the number 0 to 9 is entered by the participant matching a letter for as many of the 10 letters as
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wanted (e.g., A = 2; B = 5; C = 4; D = 8; E = 1; F = 3; G = 3; H = 1; I = 9; J = 0). Being correct or
incorrect of a hypothesis is indicated with two colors (green cell means correct and red cell means
incorrect).
Therefore, on each trial, four steps are available (Figure 4.2):
(a) entering a mathematics expression

(b) computing expression value by computer

Figure 4.2: Letters-to-Numbers (LTN) Interface

(c) assigning a number to any unknown letters
4.5

(d) feedback receiving about the assigned values

Hypothesis Analysis
Several hypotheses (Table 4.8) were proposed to answer the research questions looking

at both main and interaction effects of the individual team member attributes. For each dependent
variable amount of time required and accuracy (number of errors), the following hypotheses were
tested:
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Main Effects

Table 4.8: Summary of Proposed Hypotheses

Hypotheses

Rationale

H1a-b The preferred Learning
Styles has a significant effect
on performance effectiveness in
collaborative problem solving
(amount of time required and
accuracy)
H2a-b The level of Personal
Dependency has a significant
effect on performance
effectiveness in collaborative
problem solving (amount of
time required and accuracy)

Need to evaluate how learning styles and
collaborative problem-solving abilities are
connected. Research has not shown that
there is evidence that one preference is
better than another.

Two-way interaction
Three-way interaction

Interaction Effects

H3a-b The level of Working
Memory Capacity has a
significant effect on
performance effectiveness in
collaborative problem solving
(amount of time required and
accuracy)
H4a-b, H5a-b, and H6a-b There is
no difference in Team Problem
Solving Outcomes (amount of
time required and accuracy)
based on all possible pairs of
independent variables
(Learning Styles, Dependency
and Working Memory
Capacity).
H7a-b There is no difference in
Team Problem Solving
Outcomes (amount of time
required and accuracy) based
on all three independent
variables (Learning Styles,
Dependency and Working
Memory Capacity).
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This evaluates the association between
dependency and collaborative problemsolving skills. The analysis of social
science literature clearly shows that
individual dependency was considered as
negative (Bornstein, 1993; Greenberg &
Mitchell, 1983) or positive (Kelley, 2013;
Folkman, 2013) terms. On the one hand,
individual reliance is equal to weakness
and obstruction to develop an independent
and mature individual. On the other hand,
individual reliance is considered as a
fundamental human inspiration to perform
essential adaptive tasks.
Working memory and problem-solving
skills are related. The amount of working
memory (WM) capacity may determine
how individuals perform different realworld cognitive tasks (Engle, 2002).

Noteworthy interactions might be
observed to demonstrate that there are
mixtures of traits more (or less)
productive than anticipated, providing
proof that group composition influences
group performance. Hence, some
mixtures of individual traits may yield
group performance differences. They
might contribute considerably to the
variation in group performance efficiency.

5

RESULTS AND DISCUSSION

“The analysis of the data collected in the experiments is presented in this section. The
results associated with the analysis of each hypothesis are considered and discussions are presented
to investigate the effect of learning style preference, level of interpersonal dependency, and level
of working memory capacity on performance effectiveness in individual and collaborative problem
solving. In this section, results for measuring each of three individual characteristics are presented.
Then, assumptions, results, and hypotheses testing for each of individual mode and group
(collaborative) mode are discussed separately.”
5.1

Measuring and Analyzing the Individual Characteristics

5.1.1 Learning Style
Comparing the mean scores of 310 students and general norms in the UK (Table 4.7),
students are relatively higher in the activist, reflector, and theorist categories. As shown in Table
5.1, students have strong preferences in activist, reflector, and theorist. However, in terms of
pragmatist, students only achieved moderate preference.
Table 5.1: Mean scores of LSQ for students

n

Activist

Reflector

Theorist

Pragmatist

Total students 310 10.41 (3.78) 14.84 (3.11) 13.19 (3.17) 13.58 (2.99)

Besides the overall rating of learning styles, it is interesting to compare students in terms
of gender, as shown in Table 5.2 and Figure 5.1. There were 115 male students and 195 female
students in the sample. The results indicated that male students have stronger preferences on the
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three learning styles of activist, theorist (above the average), and pragmatist. However, female
students preferred the reflector learning style (above the average).
Table 5.2: Means and Standard Deviations (In Brackets) For Scores in Each Learning Style for
Male and Female. “N” Refers to The Number of Students in Each Category.

M/F n
Students group M
F
Total students

Activist

Reflector

Theorist

Pragmatist

115 10.98 (3.49) 14.67 (3.38) 13.43 (3.16) 13.96 (2.91)
195 10.07 (3.91) 14.94 (2.95) 13.04 (3.17) 13.36 (3.03)
310 10.41 (3.78) 14.84 (3.11) 13.19 (3.17) 13.58 (2.99)

Means for scores in each learning style for
male and female
14.67
13.43

14.94

13.96

10.98

14.84

10.41

10.07

MALE

13.19 13.58

13.04 13.36

FEMALE
Activist

Reflector

Theorist

TOTAL
Pragmatist

Figure 5.1: Mean for Scores in Each Learning Style fo r Male and Female

In addition, the findings were analyzed in more detail. Table 5.3 and Figure 5.2 present the
mean scores of the students in four GPA’s level. Unexpectedly, students with GPA 3.5 – 4 scored
higher in only two aspects of learning styles – reflector (15.32) and theorist (13.72) – than other
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students. Also, students who got poor GPA (2.49 and below) scored lower in the same two aspects
of learning styles – reflector (14.45) and theorist (12.40) – than other students.
Table 5.3: Means and Standard Deviations (In Brackets) For Scores in Each Learning Style for
Each GPA Level. “N” Refers to The Number of Students in Each Catego ry.

GPA

n

Activist

Reflector

3.5 – 4

79

9.47 (3.85)

15.32 (2.65) 13.72 (3.10) 13.44 (2.69)

3 – 3.49

100 11.01 (3.52) 14.48 (3.74) 12.71 (3.40) 13.28 (3.19)

2.5 – 2.99

89

10.40 (4.05) 15.00 (2.64) 13.62 (2.94) 14.11 (3.00)

2.49 and below 42

10.74 (3.43) 14.45 (3.13) 12.40 (2.93) 13.45 (2.99)

Total

Theorist

Pragmatist

310 10.41 (3.78) 14.84 (3.11) 13.19 (3.17) 13.58 (2.99)

Means for scores in each learning style for
each GPA level
15.32

15

14.48

13.72 13.44

12.71 13.28
11.01

3.5 – 4

12.4

3 – 3.49
Activist

Reflector

13.45

10.74

10.4

9.47

14.45

13.62 14.11

2.5 – 2.99
Theorist

2.49 AND BELOW

Pragmatist

Figure 5.2: Means for Scores in Each Learning Style for Each GPA Level
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As shown in Table 5.4 and Figure 5.3, the dominant learning style is that most students
(38.39%) have strong preference for the Reflector learning style followed by moderate preference
for the Activist (36.13) and Pragmatist learning styles (35.48%).

Table 5.4: Students Learning Style Preferences

Preference

Activist
n
%
Very strong preference (highest scoring 10%) 97 31.29
Strong preference (next 20%)
54 17.42
Moderate preference (middle scoring 40%)
112 36.13
Low preference (next 20%)
36 11.61
Very low preference (lowest scoring 10%)
11 3.55
Total
310 100

Reflector
n
%
67 21.61
119 38.39
80 25.81
33 10.65
11 3.55
310 100

Theorist
n
%
79 25.48
69 22.26
95 30.65
57 18.39
10 3.23
310 100

Pragmatist
n
%
56 18.06
67 21.61
110 35.48
59 19.03
18 5.81
310 100

Intensity of preferences for each of the styles
38.39
31.29

36.13

31.29

36.13
30.65

25.81

25.48
21.61

22.26
17.42

18.39

17.42

11.6110.65

11.61
3.55 3.55 3.23 3.55

VERY STRONG
STRONG PREFERENCE
MODERATE
LOW PREFERENCE
PREFERENCE
(NEXT 20%)
PREFERENCE (MIDDLE
(NEXT 20%)
(HIGHEST SCORING
SCORING 40%)
10%)
Activist

Reflector

Theorist

VERY LOW
PREFERENCE
(LOWEST SCORING
10%)

Pragmatist

Figure 5.3: Intensity of Preferences for Each of The Styles

The Mean, Median, Standard Deviation, Skewness about the mean, Max and Min of each
of the learning style scores were calculated as shown below (Table 5.5).
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Table 5.5: Descriptive Statistics for The Learning Style Scores

Activist Reflector Theorist Pragmatist
Mean

10.41

14.84

13.19

13.58

3.78

3.11

3.17

2.99

10

15

13

14

-0.042

-0.812

-0.309

-0.183

Max

20

20

20

20

Min

1

4

3

7

Std Dev
median
skewness

5.1.2 Interpersonal Dependency
Besides the overall IDI score (ER + LS – AA), it is interesting to compare students in terms
of gender, as shown in Table 5.6 and Figure 5.4. There were 115 male students and 195 female
students in the sample. The results indicated that female students are more dependent on the two
subscales of Emotional Reliance on another person (ER) and Assertion of Autonomy (AA).
However, male students only are more dependent on subscale of Lack of Social Self-Confidence
(LS). For the overall IDI score, female students (54.67) have been recognized as the group with
higher dependency on others.
In addition, the findings were analyzed in more detail. Table 5.7 and Figure 5.5 present the
mean scores of the students in four GPA’s level. Students with GPA 3.5 – 4 were known to be
more dependent in all three aspects of interpersonal dependency – ER (51.49), LS (38.53), and AA
(31.89) – than other students. Also, this group of students achieved the highest IDI score (58.14)
among all other categories.
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Table 5.6: Mean scores of IDI for students by gender

M/F

n

*Emotional

*Lack

Reliance on

Self-Confidence

Autonomy

(LS) –

another person

(LS)

(AA)

(AA)

37.43 (5.17)

35.56 (6.62)

48.56

of Social

**Assertion

of

***(ER)

+

(ER)
Students

M

115

46.69 (7.26)

group

(13.43)
F

195

50.05 (8.86)

37.09 (6.10)

32.47 (6.64)

54.67
(15.37)

Total

310

48.80 (8.45)

37.22 (5.76)

students

33.62 (6.79)

52.40
(14.96)

Means and standard deviations (in brackets) for scores in each subscale of interpersonal dependency for each gender.
“n” refers to the number of students in each category.
*The higher score in this subscale means the more dependent you are.
**The lower score in this subscale means the more dependent you are.
***The IDI score is a number from -22 (the lowest possible dependency) to 122 (the highest possible dependency).
For instance, an individual with score of 65 is more dependent than a person with score of 40.
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Means for scores in each subscale of
interpersonal dependency for each gender
54.67
50.05

48.56

46.69
37.43 35.56

52.4

48.8
37.22

37.09
32.47

MALE

FEMALE

33.62

TOTAL

Emotional Reliance on another person (ER)

Lack of Social Self-Confidence (LS)

Assertion of Autonomy (AA)

(ER) + (LS) – (AA)

Figure 5-4: Means for Scores in Each Subscale of Interpersonal Dependency for Each Gender

Table 5.7: Mean scores of IDI for students by GPA

GPA

3.5 –

n

79

*Emotional

Reliance

*Lack

of Social

on another person

Self-Confidence

(ER)

(LS)

51.49 (8.50)

38.53 (6.47)

**Assertion

of

(LS) – (AA)

31.89 (6.71)

58.14
(16.02)

100

48.22 (8.82)

36.25 (5.73)

32.41 (6.62)

3.49
2.5 –

+

Autonomy (AA)

4
3–

***(ER)

52.06
(14.23)

89

47.58 (7.93)

36.99 (5.37)

2.99

35.66 (6.46)

48.91
(13.75)
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Table cont’d

GPA

n

*Emotional

*Lack

of

**Assertion

of

Reliance on

Social Self-

Autonomy

another

Confidence

(AA)

person (ER)

(LS)

***(ER)

+ (LS)

– (AA)

2.49 and below

42

47.71 (7.65)

37.52 (4.88)

35.40 (6.71)

49.83 (14.34)

Total

310

48.80 (8.45)

37.22 (5.76)

33.62 (6.79)

52.40 (14.96)

Means and standard deviations (in brackets) for scores in each learning style for each GPA level. “n” refers to the
number of students in each category.
*The higher score in this subscale means the more dependent you are.
**The lower score in this subscale means the more dependent you are.
***The IDI score is a number from -22 (the lowest possible dependency) to 122 (the highest possible dependency).
For instance, an individual with score of 65 is more dependent than a person with score of 40.

Means for scores in each subscale of
interpersonal dependency for each GPA level
58.14
51.49

52.06

48.22
38.53
31.89

3.5 – 4

36.25

48.91

47.58

32.41

3 – 3.49

49.83

47.71

36.99 35.66

37.52 35.4

2.5 – 2.99

2.49 AND BELOW

Emotional Reliance on another person (ER)

Lack of Social Self-Confidence (LS)

Assertion of Autonomy (AA)

(ER) + (LS) – (AA)

Figure 5.5: Means for Scores in Each Subscale of Interpersonal Dependency for Each GPA Level
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5.1.3 Working Memory Capacity
Besides the overall rating of working memory capacity, it is interesting to compare
students in terms of gender, as shown in Table 5.8 and Figure 5.6. There were 92 male students
and 170 female students in the sample. The results indicated that male students (.305) have higher
average score in working memory capacity than female students (.284). Table 5.8 and Figure 5.7
present the mean scores of the students in four GPA’s level. Unexpectedly, students with GPA 3
– 3.49 scored higher than all other GPA levels.
Table 5.8: Mean scores of WMC for students by gender & GPA

n

WMC score

M

92

.305 (.257)

F

170 .284 (.252)

Gender

GPA
3.5 – 4

70

.305 (.238)

3 – 3.49

87

.315 (.264)

2.5 – 2.99

72

.270 (.256)

2.49 and below 33

.247 (.256)

Total

262 .291 (.253)
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Mean scores of WMC for students by gender
0.305

0.291
0.284

WMC SCORE
Male

Female

Average

Figure 5.6: Mean Scores of WMC for Students by Gender

Mean scores of WMC for students by GPA
0.315

0.305

0.291
0.27
0.247

WMC SCORE
3.5 - 4

3 - 3.49

2.5 - 2.99

2.49 and below

Average

Figure 5.7: Mean Scores of WMC for Students by GPA
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5.2

Individual Problem solving: Assumptions
To run a Three-Way MANOVA (2x2x2), there are some assumptions that need to be

considered.
5.2.1 Assumption: Testing for normality
There are many ways to assess univariate normality. In this research, the Shapiro-Wilks'
test was used to test normality (See Table 5.9).
Table 5.9: Tests of Normality before Data Transformation
Kolmogorov-Smirnova
Statistic

Shapiro-Wilk

df

Sig.

Statistic

df

Sig.

Tto1C

.250

173

.000

.582

173

.000

WtoC

.263

173

.000

.474

173

.000

a.

Lilliefors Significance Correction

Since both dependent variables were not normally distributed (as assessed by ShapiroWilk's test) for any particular category of the independent variables, the dependent variable needed
to be transformed for all groups.
To address this issue, a decision was made to transform both dependent variables so as to
normalize this construct prior to data analysis, using the two-step approach suggested
by Templeton (2011). The procedure involves a first step of percentile rank transformation,
resulting in uniformly distributed probabilities, followed by a second step applying the inversenormal transformation in order to form variables consisting of normally distributed z-scores.
Thus, the data was transformed and normality assumption retested. To test for univariate
normality, the Shapiro-Wilk's test was interpreted for normality. The results of the Shapiro-Wilk
test are presented in the Tests of Normality table, as shown below (Table 5.10, Figures 5.8 – 5.11):
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Table 5.10: Tests of Normality after Data Transformation
Kolmogorov-Smirnova
Statistic

df

Shapiro-Wilk
Sig.

Statistic

173

1.000

.993

173

.618

.009

173

.200

WtoC

.027

173

.200*

*. This is a lower bound of the true significance.
Lilliefors Significance Correction

Figure 5.8: Normal Q-Q Plot of T to 1C
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Sig.

.999

Tto1C

a.

df

*

Figure 5.9: Detrended Normal Q-Q Plot of Tto1C

Figure 5.10: Normal Q-Q Plot of W to C
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Figure 5.11: Detrended Normal Q-Q Plot of W to C

Shapiro-Wilk test has been run for both dependent variables, Tto1C and WtoC. By
consulting the "Sig." column located under the "Shapiro-Wilk" column, the significance value for
this test for each dependent variable was found. All Shapiro-Wilk's test results are not statistically
significant. As such, one can conclude that Tto1C and WtoC were normally distributed, as
assessed by Shapiro-Wilk's test (p > .05).
All the assumptions have been tested on the transformed data. In a three-way MANOVA,
there needs to be a linear relationship between each pair of dependent variables.
5.2.2 Assumption: Testing for linearity
If the variables are not linearly related, the power of the three-way MANOVA to detect
differences between groups is reduced (Tabachnick & Fidell, 2014). To determine whether there
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is a linear relationship between each pair of dependent variables for each group of the independent
variable, the scatterplot matrices was applied, as shown below (Figures 5.12 – 5.14):

Figure 5.12: Scatterplot for LS_Level and Dep_Level
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Figure 5.13: Scatterplot for LS_Level and WMC_Level

Figure 5.14: Scatterplot for Dep_Level and WMC_Level
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Based on these observations, it was accepted that there was a linear relationship between
the dependent variables, as assessed by scatterplot.
5.2.3 Assumption: Testing for multicollinearity
Having run the Pearson's correlation procedure, one table (Table 5.11) was produced that
contains Pearson correlation coefficients between the dependent variables, Tto1C and WtoC, as
highlighted below:
Table 5.11: Pearson Correlation Coefficients Between the Dependent Variables, T to 1C and W to
C
Tto1C
Tto1C

WtoC

Pearson Correlation

1

Sig. (2-tailed)

.000

N
WtoC

.400**

Pearson Correlation

173

173

**

1

.400

Sig. (2-tailed)

.000

N

173

173

**. Correlation is significant at the 0.01 level (2-tailed).

It was observed that the correlations between the two dependent variables is equal to .400
(the "Pearson Correlation" row), which indicated a moderate correlation between the two variables.
However, there was no evidence of multicollinearity, as assessed by Pearson correlation (|r| < 0.9).

5.2.4 Assumption: Testing for univariate outliers
To assess univariate outliers for both the total time to obtain each correct answer (Tto1C)
and the number of incorrect answers per each correct answer (W to C), boxplots were used as
shown below (Figures 5.15 & 5.16):
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Figure 5.15: Boxplot for Showing T to 1C

Figure 5.16: Boxplot for showing W to C
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There are two categories of univariate outlier that can be found in a boxplot produced by
SPSS Statistics: (1) univariate outliers and (2) extreme points. Any data point that is more than 1.5
box-lengths from the edge of their box is classified by SPSS Statistics as a univariate outlier. These
data points are illustrated as circular dots and labelled with their case identifier number (i.e., id).
If any data points are more than 3 box-lengths away from the edge of their box, they are classified
as extreme points (i.e., extreme univariate outliers) and are illustrated as an asterisk (*) with their
case number labelled.
In this study, there were no extreme points in the data, as assessed by inspection of a
boxplot. There was one univariate outlier in the data: participant 17 had a particularly high WtoC
score compared to others. By comparing the result of the three-way MANOVA with and without
the univariate outlier and finding no difference, it was determined to keep the univariate outlier in
the analysis due to having no effect on the results.
5.2.5 Assumption: Testing for multivariate outliers
There are several measures that can be used to test for multivariate outliers, but
Mahalanobis distance is often used when dealing with multivariate outliers in MANOVA (e.g.,
Tabachnick & Fidell, 2014). In order to understand whether the value of a calculated Mahalanobis
distance is of concern or not, the value was compared against a chi-square (χ2) distribution with
degrees of freedom equal to the number of dependent variables and an alpha level of .001. In our
study, there were two dependent variables, so the Mahalanobis distance values need to be
compared against a critical value of 13.82. As the largest value is 13.607 (See Table 5.12), it can
be concluded that there are no multivariate outliers in the data, as assessed by Mahalanobis distance
(p > .001).
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Table 5.12: Mahalanobis Distance
Residuals Statisticsa
Minimum
Predicted Value

Maximum

Mean

Std. Deviation

N

80.42

92.85

87.00

2.108

173

-3.120

2.777

.000

1.000

173

Standard Error of Predicted Value

3.834

14.665

6.330

1.973

173

Adjusted Predicted Value

80.43

97.02

87.08

2.420

173

-85.628

87.688

.000

50.041

173

Std. Residual

-1.701

1.742

.000

.994

173

Stud. Residual

-1.736

1.754

-.001

1.003

173

-90.017

88.869

-.078

50.975

173

-1.746

1.765

-.001

1.006

173

Mahal. Distance

.004

13.607

1.988

2.045

173

Cook's Distance

.000

.065

.006

.010

173

Centered Leverage Value

.000

.079

.012

.012

173

Std. Predicted Value

Residual

Deleted Residual
Stud. Deleted Residual

a.

Dependent Variable: id

5.2.6 Assumption: Equal covariances
An important assumption of the three-way MANOVA is that the variances and covariances
of the dependent variables are equal in the population. Box's M test of equality of covariance
matrices was used to test this assumption (Table 5.13).
Table 5.13: Box's Test of Equality of Covariance Matricesa
Box's M

32.465

F

1.482

df1

21

df2

65463.776

Sig.

.072

(Tests the null hypothesis that the observed covariance matrices of the dependent variables are equal across groups.
a. Design: Intercept + WMC_Level + LS_Level + Dep_Level + WMC_Level * LS_Level + WMC_Level *
Dep_Level + LS_Level * Dep_Level + WMC_Level * LS_Level * Dep_Level)
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The "Sig." value reports a statistical significance value of .072 (i.e., p = .072), which is
greater than .001 and indicates that the covariances matrices are equal in the population. There
was homogeneity of covariance matrices, as assessed by Box's M test (p = .072).
5.2.7 Assumption: Homogeneity of variances
Levene's test of homogeneity tests the assumption of homogeneity of variances, and the
results of this test are presented in the Levene's Test of Equality of Error Variances table, as shown
below (Table 5.14):
Table 5.14: Levene's Test of Equality of Error Variancesa
Levene Statistic
Tto1C

WtoC

df1

df2

Sig.

Based on Mean

1.434

7

165

.195

Based on Median

1.215

7

165

.297

Based on Median and with adjusted df

1.215

7

153.764

.298

Based on trimmed mean

1.405

7

165

.206

Based on Mean

1.107

7

165

.361

Based on Median

.977

7

165

.450

Based on Median and with adjusted df

.977

7

120.964

.451

Based on trimmed mean
1.103
7
165 .364
(Tests the null hypothesis that the error variance of the dependent variable is equal across groups.
a. Design: Intercept + WMC_Level + LS_Level + Dep_Level + WMC_Level * LS_Level + WMC_Level * Dep_Level
+ LS_Level * Dep_Level + WMC_Level * LS_Level * Dep_Level)

The "Sig." values are all greater than .05, which indicates that the variances are equal.
There was homogeneity of variances, as assessed by Levene's Test of Homogeneity of Variance
(p > .05).
5.2.8 Assumption Summary for Individual Problem solving
All the tested assumptions are summarized in Table 5.15.

88

Table 5.15: Assumptions Summary

Assumption
Normality
Linearity
Multicollinearity
Univariate
outliers

Multivariate
outliers
Equal covariances
Homogeneity of
variances

5.3

Approach
Assessed by ShapiroWilk's test (p > .05)
The scatterplot matrices
were applied
Assessed by Pearson
correlation (|r| < 0.9)
Assessed by inspection
of a boxplot

Assessed by
Mahalanobis distance (p
> .001)
Assessed by Box's M
test (p = .072)
assessed by Levene's
Test of Homogeneity of
Variance (p > .05)

Result
Tto1C and WtoC were normally distributed.
There was a linear relationship between the dependent
variables.
There was no evidence of multicollinearity.
There were no extreme points in the data. There was
one univariate outlier in the data, but it was
determined to keep the univariate outlier in the
analysis due to having no effect on the results.
There are no multivariate outliers in the data.

There was homogeneity of covariance matrices.
There was homogeneity of variances

Individual Problem solving: Interpreting Results
After running the three-way MANOVA procedure and testing that our data met the

assumptions of a three-way MANOVA in section 5.1, SPSS Statistics generated a number of tables
that contain all the information needed to report the results of our three-way MANOVA.
The three-way MANOVA has two main objectives: (a) to determine whether there is a
statistically significant interaction effect between the three independent variables on the combined
dependent variables; and (b) if so, run follow up tests to determine where the differences lie.
o

Determining whether an interaction effect exists: In evaluating the main two-way
MANOVA results, analysis started by determining if there is a statistically significant
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interaction effect between the three independent variables on the combined dependent
variables.
o

Univariate interaction effects and simple main effects: If the interaction is statistically
significant, one typical approach is to determine whether there are any statistically
significant univariate interaction effects for each dependent variable separately (Pituch &
Stevens, 2016).

o

Main effects and univariate main effects: If our interaction effect is not statistically
significant, then one would follow up the main effects instead. If statistically significant
main effects are found, then one can follow these up with univariate main effects.

5.3.1 Individual Problem solving: Determining whether an interaction effect exists
The primary goal of running a three-way MANOVA is to determine whether there is an
interaction between the independent variables (See Table 5.16).
As such, the primarily interest is determining
o whether the effect of the level of learning style preference on problem solving performance
– the dependent variables Tto1C and WtoC – is different for low and high interpersonal
dependency.
o whether the effect of the level of learning style preference on problem solving performance
– the dependent variables Tto1C and WtoC – is different for low and high working memory
capacity.
o whether the effect of the level of interpersonal dependency on problem solving
performance – the dependent variables Tto1C and WtoC – is different for low and high
working memory capacity.
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Table 5.16: Multivariate Tests a
Effect
Intercept

Value
Pillai's Trace

.477 74.808

2.000 164.000 .000

.477

Wilks' Lambda

.523 74.808b

2.000 164.000 .000

.477

.912 74.808

b

2.000 164.000 .000

.477

.912 74.808

b

2.000 164.000 .000

.477

Pillai's Trace

.045

3.868

b

2.000 164.000 .023

.045

Wilks' Lambda

.955

3.868b

2.000 164.000 .023

.045

.047

3.868

b

2.000 164.000 .023

.045

3.868

b

2.000 164.000 .023

.045

b

2.000 164.000 .764

.003

Roy's Largest Root

Hotelling's Trace
Roy's Largest Root
LS_Level

.003

.269

Wilks' Lambda

.997

.269b

2.000 164.000 .764

.003

.003

.269

b

2.000 164.000 .764

.003

.269

b

2.000 164.000 .764

.003

b

2.000 164.000 .003

.067

Roy's Largest Root

.067

5.891

Wilks' Lambda

.933

5.891b

2.000 164.000 .003

.067

.072

5.891

b

2.000 164.000 .003

.067

5.891

b

2.000 164.000 .003

.067

b

2.000 164.000 .630

.006

Roy's Largest Root

.072

Pillai's Trace

.006

.464

Wilks' Lambda

.994

.464b

2.000 164.000 .630

.006

.006

.464

b

2.000 164.000 .630

.006

.464

b

2.000 164.000 .630

.006

.003

.272

b

2.000 164.000 .762

.003

.997

.272b

2.000 164.000 .762

.003

.003

.272

b

2.000 164.000 .762

.003

.272

b

2.000 164.000 .762

.003

b

2.000 164.000 .018

.048

Hotelling's Trace
Roy's Largest Root
WMC_Level * Dep_Level Pillai's Trace
Wilks' Lambda
Hotelling's Trace
Roy's Largest Root
LS_Level * Dep_Level

.003

Pillai's Trace

Hotelling's Trace

WMC_Level * LS_Level

.047

Pillai's Trace

Hotelling's Trace

Dep_Level

Hypothesis df Error df Sig. Partial Eta Squared
b

Hotelling's Trace

WMC_Level

F

.006

.003

Pillai's Trace

.048

4.142

Wilks' Lambda

.952

4.142b

2.000 164.000 .018

.048

.051

4.142

b

2.000 164.000 .018

.048

4.142

b

2.000 164.000 .018

.048

Hotelling's Trace
Roy's Largest Root

.051
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Table cont’d
Effect

Partial Eta
Value

WMC_Level * LS_Level *
Dep_Level

Pillai's Trace
Wilks' Lambda
Hotelling's Trace
Roy's Largest

F Hypothesis df

Error df

Sig.

Squared

.001 .121b

2.000

164.000 .886

.001

.999 .121

b

2.000

164.000 .886

.001

.001 .121

b

2.000

164.000 .886

.001

.001 .121

b

2.000

164.000 .886

.001

Root
(a. Design: Intercept + WMC_Level + LS_Level + Dep_Level + WMC_Level * LS_Level + WMC_Level *
Dep_Level + LS_Level * Dep_Level + WMC_Level * LS_Level * Dep_Level
b. Exact statistic)

Different multivariate test statistics (namely, Pillai's Trace, Wilks' Lambda, Hotelling's
Trace and Roy's Largest Root) can be used to test the statistical significance of the differences
between groups. The most widely used multivariate test statistic is Wilks' Lambda (Λ) (Bray &
Maxwell, 1985). Due to have unequal sample sizes and also have a statistically significant Box's
M result (Tabachnick & Fidell, 2014), Pillai's Trace was used in this study.
✓ There was a statistically significant interaction effect between level of learning style
preference and level of interpersonal dependency on the combined dependent
variables, F (2, 164) = 4.142, p = .018, Pillai's Trace = .048, partial η2 = .048.
✓ The interaction effect between level of learning style preference and level of working
memory capacity on the combined dependent variables was not statistically
significant, F (2, 164) = .464, p = .630, Pillai's Trace = .006, partial η2 = .006.
✓ The interaction effect between level of interpersonal dependency and level of working
memory capacity on the combined dependent variables was not statistically
significant, F (2, 164) = .272, p = .762, Pillai's Trace = .003, partial η2 = .003.
✓ Also, the interaction effect between level of learning style preference, level of
interpersonal dependency, and level of working memory capacity on the combined
92

dependent variables was not statistically significant, F (2, 164) = .121, p = .886, Pillai's
Trace = .001, partial η2 = .001.
Since one interaction effect (between level of learning style preference and level of
interpersonal dependency) is statistically significant, one typical approach is to determine whether
there are any statistically significant interaction effects for each dependent variable separately
(Pituch & Stevens, 2016). This univariate interaction effect result is found below with time and
accuracy separated as to dependent variables (Table 5.17):
Table 5.17: Tests of Between-Subjects Effects (MANOVA)
Dependent

Type III Sum of

Mean

Source

Variable

Corrected Model

Tto1C

45216.498a

WtoC

b

Intercept

Squares

df

30.246

Partial Eta

Square

F

Sig.

Squared

7

6459.500

.389 .908

.016

7

4.321

4.866 .000

.171

1 2206437.983 133.029 .000

.446

Tto1C

2206437.983

WtoC

.330

1

.330

.371 .543

.002

Tto1C

14523.431

1

14523.431

.876 .351

.005

WtoC

6.890

1

6.890

7.759 .006

.045

Tto1C

989.610

1

989.610

.060 .807

.000

WtoC

.480

1

.480

.540 .463

.003

Tto1C

6258.008

1

6258.008

.377 .540

.002

WtoC

10.034

1

10.034 11.299 .001

.064

Tto1C

5427.750

1

5427.750

.327 .568

.002

WtoC

.783

1

.783

.882 .349

.005

Tto1C

390.153

1

390.153

.024 .878

.000

WtoC

.468

1

.468

.527 .469

.003

Tto1C

11794.377

1

11794.377

.711 .400

.004

WtoC

7.326

1

7.326

8.249 .005

.048

WMC_Level * LS_Level * Tto1C

41.460

1

41.460

.002 .960

.000

.198

1

.198

.223 .637

.001

WMC_Level

LS_Level

Dep_Level

WMC_Level * LS_Level

WMC_Level * Dep_Level

LS_Level * Dep_Level

Dep_Level

WtoC

Error

Tto1C

2736716.212 165

16586.159

WtoC

146.526 165

.888

Tto1C

5030783.383 173

WtoC

176.828 173

Total
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Table cont’d
Dependent

Type III Sum of

Source

Variable

Squares

df Mean Square F

Corrected Total

Tto1C

2781932.710 172

WtoC

176.772 172

Partial Eta
Sig. Squared

a. R Squared = .016 (Adjusted R Squared = -.025)
b. R Squared = .171 (Adjusted R Squared = .136)

There was a statistically significant interaction effect between level of learning style
preference and level of interpersonal dependency for WtoC, F (1, 165) = 8.249, p = .005, partial
η2 = .048, but not for Tto1C, F (1, 165) = .711, p = .400, partial η2 = .004.
Figures 5.17 and 5.18 show the estimated marginal means of Tto1C and WtoC for different
combination levels of LS & Dep. Results show the fastest (Tto1C) and most accurate (WtoC)
performance belong to the individual with high LS_Level and low Dep_Level.

Figure 5.17: Estimated Marginal Means of Tto1C for different combination levels of LS & Dep
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Figure 5.18: Estimated Marginal Means of W to C for different combination levels of LS & Dep.

Figures 5.19 and 5.20 illustrate the distribution of marginal means of Tto1C and WtoC for
different combination levels of LS & Dep.

128.8
115.56

Tto1C (Second)

H.Dep & H.LS

H.Dep & L.LS

114
105.25

102.97

L.Dep & H.LS

L.Dep & L.LS

Average

Figure 5.19: Distribution of marginal means of Tto1C for different combination levels of LS & Dep .
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Number of wrong per each correct answer

5.98

3.42

3.69

2.77
2.34

H.Dep & H.LS

H.Dep & L.LS

L.Dep & H.LS

L.Dep & L.LS

Average

Figure 5.20: Distribution of marginal means of W to C for different combination levels of LS &
Dep.

5.4

Individual Problem solving: Hypotheses Testing
Table 5.18 is a summary of hypotheses testing for individual problem solving. For

hypothesis 1-3, only WM was found to have a main effect and it was concluded that the average
response value for both dependent variables within both levels of working memory capacity are
significantly different. LS and Dependency were found to have an interaction effect. Hypothesis 4
found an interaction effect between LS and Dependency. It means that the interaction between
levels of learning style preference and interpersonal dependency significantly affected the
performance effectiveness (accuracy, W to C) in individual problem solving. Hypothesis 5-7 were
found to not be supported.
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Table 5.18: Hypotheses Testing for Individual Performance

Hypotheses Testing for Individual Performance
Hypothesis
▪

Hypothesis 1 for Learning Styles
Main Effect
• H10: The means of two levels
(high or low) of Learning
Styles are equal.
• H11: The mean of one
learning style is significantly
different from the others.

▪

Hypothesis 2 for Dependency Main
Effect
• H20: The means of two levels
(high or low) of Dependency
are equal.
• H21: The mean of one
dependency level is
significantly different from
the other.
Hypothesis 3 for Working Memory
Capacity Main Effect
• H30: The means of two levels
(high or low) of working
memory capacity are equal.
H31: The mean of one working
memory capacity level is
significantly different from the other.

▪

MANOVA
Model

Findings of the
separate dependent
variables
N.S.

N.S.

Interaction effect Interaction effect
with Learning
with Learning Styles
Styles.
for WtoC

There was a
statistically
significant
WMC_Level
effect on the
combined
dependent
variables, F (2,
164) = 3.868, p =
.023

There was a
statistically
significant main
effect of
WMC_Level for
WtoC, F (1, 165) =
7.759, p = .006.
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Conclusion

N.S.

Interaction effect

Based on the p-values of working
memory capacity (p-values<0.05),
hypotheses three (H30) was rejected and
concluded that the average response
value for both dependent variables within
both levels of working memory capacity
are significantly different. Also, only
WtoC is affected by levels of working
memory capacity.

Table cont’d

Hypotheses Testing for Individual Performance
Hypothesis

MANOVA
Model

▪

Hypothesis 4 for Learning Styles and
Dependency Interaction Effect
• H40: There is no significant
interaction between the
learning styles and
dependency effects.
• H41: There is a significant
interaction between the
learning styles and
dependency effects.

▪

Hypothesis 5 for Learning Styles and
Working Memory Capacity
Interaction Effect
• H50: There is no significant
interaction between the
learning styles and working
memory capacity effects.
• H51: There is a significant
interaction between the
learning styles and working
memory capacity effects.

There was a
statistically
significant
interaction effect
between level of
learning style
preference and
level of
interpersonal
dependency on
the combined
dependent
variables, F (2,
164) = 4.142, p =
.018
N.S.

Findings of the
separate dependent
variables
There was a
statistically
significant
interaction effect
between level of
learning style
preference and level
of interpersonal
dependency for
WtoC, F (1, 165) =
8.249, p = .005
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N.S.

Conclusion

It is observed a significant p-value (pvalue<0.05) for hypothesis 4 (the
interaction between levels of learning
style preference and interpersonal
dependency at 95% significance level.
As a result, hypothesis four (H40) was
rejected meaning that the interaction
between levels of learning style
preference and interpersonal dependency
significantly affected the performance
effectiveness in individual problem
solving. Also, this interaction effect is
only for WtoC.

N.S.

Table cont’d

Hypotheses Testing for Individual Performance
Hypothesis
▪

▪

Hypothesis 6 for Dependency and
Working Memory Capacity
Interaction Effect
• H60: There is no significant
interaction between the
dependency and working
memory capacity effects.
• H61: There is a significant
interaction between the
dependency and working
memory capacity effects.

Hypothesis 7 for Learning Styles,
Dependency and Working Memory
Capacity Interaction Effect
• H70: There is no significant
interaction between the
learning styles, dependency
and working memory capacity
effects.
• H71: There is a significant
interaction between the
learning styles, dependency
and working memory capacity
effects.
N.S. – Not Significant

MANOVA
Model

Conclusion

N.S.

Findings of the
separate dependent
variables
N.S.

N.S.

N.S.

N.S.

99

N.S.

5.5

Collaborative Problem solving: Assumptions
To run a Three-Way MANOVA (3x3x3), there are some assumptions that need to be

considered.
5.5.1 Assumption: Testing for normality
There are many ways to assess univariate normality. In this research, the Shapiro-Wilks'
test was used to test the normality (Table 5.19).
Table 5.19: Tests of Normality before Data Transformation
Kolmogorov-Smirnova
Statistic

df

Shapiro-Wilk
Sig.

Statistic

df

Sig.

T to 1C

.140

78

.001

.916

78

.000

W to C

.175

78

.000

.695

78

.000

Since both dependent variables were not normally distributed (as assessed by ShapiroWilk's test) for any category of the independent variables, the dependent variable needed to be
transformed for all groups. To address this issue, a decision was made to transform both dependent
variables so as to normalize this construct prior to data analysis, using the two-step approach
suggested by Templeton (2011). The procedure was discussed in section 5.5.1.
Thus, the data was transformed and retested the normality assumption. To test for
univariate normality, the Shapiro-Wilk's test for normality was interpreted. The results of the
Shapiro-Wilk test are presented in the Tests of Normality table (Table 5.20 and Figures 5.21 –
5.24), as shown below:
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Table 5.20: Tests of Normality before Da ta Transformation
Kolmogorov-Smirnova
Statistic

df

Shapiro-Wilk
Sig.

Statistic

Sig.

.997

78

1.000

.977

78

.176

Tto1C

.019

78

.200

WtoC

.048

78

.200*

*. This is a lower bound of the true significance.
a. Lilliefors Significance Correction

Figure 5.21: Normal Q-Q Plot of T to 1C
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df

*

Figure 5.22: Detrended Normal Q-Q Plot of T to 1C

Figure 5.23: Normal Q-Q Plot of W to C
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Figure 5.24: Detrended Normal Q-Q Plot of W to C

Shapiro-Wilk test has been run for both dependent variables, Tto1C and W to C. By
consulting the "Sig." column located under the "Shapiro-Wilk" column, the significance value for
this test for each dependent variable was found. All Shapiro-Wilk's test results are not statistically
significant. As such, one can conclude that Tto1C and W to C were normally distributed, as
assessed by Shapiro-Wilk's test (p > .05).
All the assumptions have been tested on the transformed data. In a three-way MANOVA,
there needs to be a linear relationship between each pair of dependent variables.
5.5.2 Assumption: Testing for linearity
If the variables are not linearly related, the power of the three-way MANOVA to detect
differences between groups is reduced (Tabachnick & Fidell, 2014). To determine whether there
is a linear relationship between each pair of dependent variables for each group of the independent
variable, scatterplot matrices were applied, as shown below (Figures 5.25 – 5.27):
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Figure 5.25: Scatterplot for LS_Level_Com and Dep_Level_Com

Figure 5.26: Scatterplot for LS_Level_Com and WMC_Level_Com
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Figure 5.27: Scatterplot for Dep_Level_Com and WMC_Level_Com

Based on these observations, it was accepted that there was a linear relationship between
the dependent variables, as assessed by scatterplot.
5.5.3 Assumption: Testing for multicollinearity
Having run the Pearson's correlation procedure, one table was produced that contains
Pearson correlation coefficients between the dependent variables, Tto1C and WtoC, as highlighted
below (Table 5.21):
Table 5.21: Pearson Correlation Coefficients Betwee n the Dependent Variab les, Tto1C and Wto C
Tto1C
Tto1C

Pearson Correlation

WtoC
1

Sig. (2-tailed)

.859

N
WtoC

.020

78

78

Pearson Correlation

.020

1

Sig. (2-tailed)

.859

N

78
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78

It was observed that the correlations between the two dependent variables is equal
to .020 (the "Pearson Correlation" row), which indicated a very weak correlation between the two
variables. However, there was no evidence of multicollinearity, as assessed by Pearson correlation
(|r| < 0.9).
5.5.4 Assumption: Testing for univariate outliers
To assess univariate outliers for both the total time to obtain each correct answer (Tto1C)
and the number of incorrect answers per each correct answer (WtoC), boxplots as shown in Figures
5.28 & 5.29 were used.
In this study, there were no extreme points in the data, as assessed by inspection of a
boxplot. There was one univariate outlier in the data: group 8 had a particularly high WtoC score
compared to others. By comparing the result of the three-way MANOVA with and without the
univariate outlier and finding no difference, it was determined to keep the univariate outlier in the
analysis due to having no effect on the results.

Figure 5.28: Boxplot for Showing T to 1C
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Figure 5.29: Boxplot for Showing W to C

5.5.5 Assumption: Testing for multivariate outliers
There are a number of measures that can be used to test for multivariate outliers, but
Mahalanobis distance is often used when dealing with multivariate outliers in MANOVA (e.g.,
Tabachnick & Fidell, 2014). In order to understand whether the value of a calculated Mahalanobis
distance is of concern or not, one compared the value against a chi-square (χ2) distribution with
degrees of freedom equal to the number of dependent variables and an alpha level of .001. In our
study, there were two dependent variables, so the Mahalanobis distance values need to be
compared against a critical value of 13.82. As the largest value is 13.329 (See Table 5.22), it can
be concluded that there are no multivariate outliers in the data, as assessed by Mahalanobis distance
(p > .001).
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Table 5.22: Mahalanobis Distance
Residuals Statisticsa
Minimum
Predicted Value

Maximum

Mean

Std. Deviation

N

15.10

63.67

39.50

10.839

78

-2.251

2.230

.000

1.000

78

Standard Error of Predicted Value

2.304

8.667

3.775

1.186

78

Adjusted Predicted Value

11.04

62.54

39.52

10.893

78

-36.788

39.899

.000

19.900

78

Std. Residual

-1.824

1.979

.000

.987

78

Stud. Residual

-1.876

2.077

.000

1.007

78

-38.887

43.956

-.018

20.731

78

-1.909

2.125

.000

1.015

78

Mahal. Distance

.018

13.239

1.974

2.072

78

Cook's Distance

.000

.146

.014

.022

78

Centered Leverage Value

.000

.172

.026

.027

78

Std. Predicted Value

Residual

Deleted Residual
Stud. Deleted Residual

a. Dependent Variable: id

5.5.6 Assumption: Equal variances and covariances
An important assumption of the three-way MANOVA is that the variances and covariances
of the dependent variables are equal in the population. Box's M test of equality of covariance
matrices was used to test this assumption (Table 5.23).
Table 5.23: Box's Test of Equality of Covariance Matricesa
Box's M

67.987

F

1.592

df1

33

df2

2270.782

Sig.

.018

Tests the null hypothesis that the observed covariance matrices of the dependent variables are equal across groups.
a. Design: Intercept + Dep_Level_Com + LS_Level_Com + WMC_Level_Com + Dep_Level_Com *
LS_Level_Com + Dep_Level_Com * WMC_Level_Com + LS_Level_Com * WMC_Level_Com +
Dep_Level_Com * LS_Level_Com * WMC_Level_Com
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The "Sig." value reports a statistical significance value of .018 (i.e., p = .018), which is
greater than .001 and indicates that the covariances matrices are equal in the population. There
was homogeneity of covariance matrices, as assessed by Box's M test (p = .018).
5.5.7 Assumption: Homogeneity of variances
Levene's test of homogeneity tests the assumption of homogeneity of variances, and the
results of this test are presented in the Levene's Test of Equality of Error Variances table, as shown
below:
Table 5.24: Levene's Test of Equality of Error Variancesa
Levene Statistic
WtoC

Tto1C

df1

df2

Sig.

Based on Mean

1.621

15

55

.098

Based on Median

1.177

15

55

.317

Based on Median and with adjusted df

1.177

15

34.017

.334

Based on trimmed mean

1.578

15

55

.111

Based on Mean

1.962

15

55

.056

Based on Median

1.136

15

55

.349

Based on Median and with adjusted df

1.136

15

24.240

.379

Based on trimmed mean

1.866

15

55

.058

Tests the null hypothesis that the error variance of the dependent variable is equal across groups.
a. Design: Intercept + Dep_Level_Com + LS_Level_Com + WMC_Level_Com + Dep_Level_Com *
LS_Level_Com + Dep_Level_Com * WMC_Level_Com + LS_Level_Com * WMC_Level_Com +
Dep_Level_Com * LS_Level_Com * WMC_Level_Com

The "Sig." values are all greater than .05, which indicates that the variances are equal.
There was homogeneity of variances, as assessed by Levene's Test of Homogeneity of Variance
(p > .05).
5.5.7 Assumption Summary for Collaborative Problem solving
All the tested assumptions are summarized in Table 5.25.
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Table 5.25: Assumptions Summary

Assumption
Normality
Linearity

Multicollinearity
Univariate outliers

Multivariate outliers
Equal covariances
Homogeneity of variances

5.6

Approach
Assessed by Shapiro-Wilk's test
(p > .05)
The scatterplot matrices were
applied
Assessed by Pearson correlation
(|r| < 0.9)
Assessed by inspection of a
boxplot

Assessed by Mahalanobis
distance (p > .001)
Assessed by Box's M test (p =
.018)
Assessed by Levene's Test of
Homogeneity of Variance (p >
.05)

Result
Tto1C and WtoC were normally
distributed.
There was a linear relationship
between the dependent
variables.
There was no evidence of
multicollinearity.
There were no extreme points in
the data. There was one
univariate outlier in the data but
it was determined to keep the
univariate outlier in the analysis
due to having no effect on the
results.
There are no multivariate
outliers in the data.
There was homogeneity of
covariance matrices.
There was homogeneity of
variances

Collaborative Problem solving: Interpreting Results
After running the three-way MANOVA procedure and testing that our data met the

assumptions of a three-way MANOVA in section 5.4, SPSS Statistics generated a number of tables
that contain all the information needed to report the results of our three-way MANOVA.
5.6.1 Collaborative Problem solving: Determining whether an interaction effect exists
The primary goal of running a three-way MANOVA is to determine whether there is an
interaction between the independent variables (See Table 5.26). As such, one is primarily
interested in determining
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o whether the effect of the combination level of learning style preference on problem solving
performance – the dependent variables Tto1C and WtoC _score – is different for
combination level of interpersonal dependency (LL, HL, and HH).
o whether the effect of the combination level of learning style preference on problem solving
performance – the dependent variables Tto1C and WtoC _score – is different for
combination level of working memory capacity (LL, HL, and HH).
o whether the effect of the combination level of interpersonal dependency on problem
solving performance – the dependent variables Tto1C and WtoC _score – is different for
combination level of working memory capacity (LL, HL, and HH).
Table 5.26: Multivariate Testsa
Effect
Intercept

Value

LS_Level_Com

Hypothesis df

Error df Sig.

Partial Eta Squared

Pillai's Trace

.008

.206b

2.000

54.000 .814

.008

Wilks' Lambda

.992

.206b

2.000

54.000 .814

.008

.008

.206

b

2.000

54.000 .814

.008

b

2.000

54.000 .814

.008

Hotelling's Trace

Dep_Level_Com

F

Roy's Largest Root

.008

.206

Pillai's Trace

.295

4.763

4.000 110.000 .001

.148

Wilks' Lambda

.711

5.012b

4.000 108.000 .001

.157

Hotelling's Trace

.396

5.253

4.000 106.000 .001

.165

2.000

55.000 .000

.271

c

Roy's Largest Root

.371 10.214

Pillai's Trace

.205

3.144

4.000 110.000 .017

.103

Wilks' Lambda

.795

3.276b

4.000 108.000 .014

.108

Hotelling's Trace

.257

3.403

4.000 106.000 .012

.114

.254

c

2.000

.203

Roy's Largest Root

6.997
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55.000 .002

Table cont’d
Effect

Partial Eta
Value

WMC_Level_Com

Pillai's Trace

.176

F Hypothesis df

Error df Sig.

Squared

2.657

4.000

110.000 .037

.088

b

4.000

108.000 .038

.089

2.618

4.000

106.000 .039

.090

.148 4.057c

2.000

55.000 .023

.129

.206

1.580

8.000

110.000 .139

.103

b

8.000

108.000 .140

.105

1.571

8.000

106.000 .142

.106

.183 2.513c

4.000

55.000 .052

.155

.328

2.694

8.000

110.000 .010

.164

b

8.000

108.000 .011

.164

2.602

8.000

106.000 .012

.164

.219 3.009c

4.000

55.000 .026

.180

.317

2.590

8.000

110.000 .012

.159

b

8.000

108.000 .013

.160

2.538

8.000

106.000 .014

.161

.253 3.475c

4.000

55.000 .013

.202

.226

1.752

8.000

110.000 .094

.113

b

8.000

108.000 .079

.119

1.907

8.000

106.000 .066

.126

.281 3.868c

4.000

55.000 .008

.220

Wilks' Lambda

.830 2.638

Hotelling's

.198

Trace
Roy's Largest
Root
Dep_Level_Com * LS_Level_Com Pillai's Trace
Wilks' Lambda

.802 1.576

Hotelling's

.237

Trace
Roy's Largest
Root
Dep_Level_Com *
WMC_Level_Com

Pillai's Trace
Wilks' Lambda

.699 2.648

Hotelling's

.393

Trace
Roy's Largest
Root
LS_Level_Com *
WMC_Level_Com

Pillai's Trace
Wilks' Lambda

.706 2.565

Hotelling's

.383

Trace
Roy's Largest
Root
Dep_Level_Com * LS_Level_Com Pillai's Trace
* WMC_Level_Com

Wilks' Lambda

.775 1.831

Hotelling's

.288

Trace
Roy's Largest
Root
a. Design: Intercept + Dep_Level_Com + LS_Level_Com + WMC_Level_Com + Dep_Level_Com *
LS_Level_Com + Dep_Level_Com * WMC_Level_Com + LS_Level_Com * WMC_Level_Com +
Dep_Level_Com * LS_Level_Com * WMC_Level_Com
b. Exact statistic
c. The statistic is an upper bound on F that yields a lower bound on the significance level.
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Different multivariate test statistics (namely, Pillai's Trace, Wilks' Lambda, Hotelling's
Trace and Roy's Largest Root) can be used to test the statistical significance of the differences
between groups. The most widely used multivariate test statistic is Wilks' Lambda (Λ) (Bray &
Maxwell, 1985). Since there were unequal sample sizes and also have a statistically significant
Box's M result (Tabachnick & Fidell, 2014), Pillai's Trace was used in this study.
✓ There was a statistically significant interaction effect between Dep_Level_Com and
WMC_Level_Com on the combined dependent variables, F (8, 110) = 2.694, p = .010,
Pillai's Trace = .328, partial η2 = .164.
✓ There was a statistically significant interaction effect between LS_Level_Com and
WMC_Level_Com on the combined dependent variables, F (8, 110) = 2.590, p = .012,
Pillai's Trace = .317, partial η2 = .159.
✓ The interaction effect between Dep_Level_Com and LS_Level_Com on the combined
dependent variables was not statistically significant, F (8, 110) = 1.580, p = .139,
Pillai's Trace = .206, partial η2 = .103.
✓ Also, the interaction effect between LS_Level_Com, WMC_Level_Com, and
Dep_Level_Com on the combined dependent variables was not statistically
significant, F (8, 110) = 1.752, p = .094, Pillai's Trace = .226, partial η2 = .113.

Since two interaction effects are statistically significant, one typical approach is to
determine whether there are any statistically significant interaction effects for each dependent
variable separately (Pituch & Stevens, 2016). Thus, a MANOVA of the two separate dependent
variables was conducted as in Table 5.27.
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Table 5.27: Tests of Between-Subjects Effects
Dependent
Source

Type III Sum of

Variable

Corrected Model

Squares

Mean
df

a

Square

Partial Eta
F

Sig.

Squared

WtoC

43.150 22

1.961 3.030 .000

.548

Tto1C

30.781b 22

1.399 1.928 .025

.435

WtoC

.170 1

.170 .262 .611

.005

Tto1C

.080 1

.080 .110 .742

.002

WtoC

10.591 2

5.295 8.179 .001

.229

Tto1C

2.673 2

1.337 1.842 .168

.063

WtoC

4.510 2

2.255 3.483 .038

.112

Tto1C

6.435 2

3.218 4.435 .016

.139

WtoC

5.251 2

2.626 4.056 .023

.129

Tto1C

2.039 2

1.020 1.405 .254

.049

WtoC

6.233 4

1.558 2.407 .060

.149

Tto1C

2.850 4

.712 .982 .425

.067

Dep_Level_Com * WMC_Level_Com WtoC

6.317 4

1.579 2.439 .058

.151

Tto1C

8.448 4

2.112 2.911 .030

.175

WtoC

6.015 4

1.504 2.323 .068

.145

Tto1C

7.957 4

1.989 2.742 .038

.166

Dep_Level_Com * LS_Level_Com *

WtoC

10.014 4

2.504 3.867 .008

.220

WMC_Level_Com

Tto1C

.477 4

.119 .165 .955

.012

Error

WtoC

35.607 55

.647

Tto1C

39.906 55

.726

WtoC

78.940 78

Tto1C

70.687 78

WtoC

78.757 77

Tto1C

70.687 77

Intercept

Dep_Level_Com

LS_Level_Com

WMC_Level_Com

Dep_Level_Com * LS_Level_Com

LS_Level_Com * WMC_Level_Com

Total

Corrected Total

a. R Squared = .548 (Adjusted R Squared = .367)
b. R Squared = .435 (Adjusted R Squared = .210)

There was a statistically three-way interaction effect between Dep_Level_Com, LS Level
Com, and WMC_Level_Com for WtoC, F (4, 55) = 3.867, p = .008, but not for Tto1C, F (4, 55)
= 0.165, p = .955.
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Figure 5.30: Multiple Line Mean of WtoC by Dep_Level_Com and LS_Level_Com fo r different
WMC_Level_Com

Figures 5.30 shows the multiple line mean of WtoC by for different combination levels of
LS, Dep, and WMC. Results show the most accurate (WtoC) performance belong to the teams
composed of two individual both with low level in WMC, low level in Dep, and low level in LS.
In addition, there was a statistically significant interaction effect between Dep_Level_Com
and WMC_Level_Com for Tto1C, F (4, 55) = 2.911, p = .030, but not for WtoC, F (4, 55) =
2.439, p = .058.
Figures 5.31 and 5.32 show the estimated marginal means of Tto1C and WtoC for different
combination levels of WMC & Dep. Results show the fastest (Tto1C) performance belong to the
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teams composed of two individual one with low and one with high level in WMC and both with
high level in interpersonal dependency. Also, the most accurate (WtoC) was observed from teams
composed of two individual both with low level in interpersonal dependency and both with low
level in WMC.

Figure 5.31: Estimated Marginal Means of Tto1C for different combination levels of WMC & Dep

Figure 5.32: Estimated Marginal Means of WtoC for different combination leve ls of WMC & Dep
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Figures 5.33 and 5.34 illustrate the distribution of marginal means of Tto1C and WtoC for

Spent time for each correct answer (second)

combination levels of WMC & Dep.

66.04

40.32

42.28

46.93

46.88

42.53

41.7
33.45

33.25

31.37

HH.WMC_Com & HH.Dep_Com

HH.WMC_Com & HL.Dep_Com

HH.WMC_Com & LL.Dep_Com

HL.WMC_Com & HH.Dep_Com

HL.WMC_Com & HL.Dep_Com

HL.WMC_Com & LL.Dep_Com

LL.WMC_Com & HH.Dep_Com

LL.WMC_Com & HL.Dep_Com

LL.WMC_Com & LL.Dep_Com

Average

Nember of wrong per each correct
answer

Figure 5.33: Distribution of marginal means of T to 1C for differ ent combin ation levels of WMC
& Dep

6.7

2.66

2.47

2.11

1.71

1.59

1.63

0.78

0.93

2.08

HH.WMC_Com & HH.Dep_Com

HH.WMC_Com & HL.Dep_Com

HH.WMC_Com & LL.Dep_Com

HL.WMC_Com & HH.Dep_Com

HL.WMC_Com & HL.Dep_Com

HL.WMC_Com & LL.Dep_Com

LL.WMC_Com & HH.Dep_Com

LL.WMC_Com & HL.Dep_Com

LL.WMC_Com & LL.Dep_Com

Average

Figure 5.34: Distribution of marginal means of W to C for different combination levels of WMC
& Dep
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Also, there was a statistically significant interaction effect between LS_Level_Com and
WMC_Level_Com for Tto1C, F (4, 55) = 2.742, p = .038, but not for WtoC, F (4, 55) = 2.323, p =
.068.
Figures 5.35 and 5.36 show the estimated marginal means of Tto1C and WtoC for different
combination levels of WMC & LS. Results show the fastest (Tto1C) performance belong to the
teams composed of two individual one with low and one with and high level in WMC and both
with low level in LS. Also, the most accurate (WtoC) was observed from teams composed of two
individual both with low level in learning style preference and both with low level in WMC.

Figure 5.35: Estimated Marginal Means of Tto1C for different combination levels of WMC & LS
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Figure 5.36: Estimated Marginal Means of WtoC for different combination levels of WMC & LS

Figures 5.37 and 5.38 illustrate the distribution of marginal means of Tto1C and WtoC for

Spent time for each correct answer
(second)

combination levels of WMC & LS.
70
60
50
40

30
20

57.34

52.45

35.81

32.81

49.21
33.46

10

42.6

47.8

42.53

13.57

0
HH.WMC_Com & HH.LS_Com

HH.WMC_Com & HL.LS_Com

HH.WMC_Com & LL.LS_Com

HL.WMC_Com & HH.LS_Com

HL.WMC_Com & HL.LS_Com

HL.WMC_Com & LL.LS_Com

LL.WMC_Com & HH.LS_Com

LL.WMC_Com & HL.LS_Com

LL.WMC_Com & LL.LS_Com

Average

Figure 5.37: Distribution of marginal mea ns of Tto1C for different combination levels of WMC &
LS
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Number of wrong per each correct answer

3
2.5
2.43

2.58

2.54

2.4

2

2.08

1.94
1.5
1.5

1.4

1

1.2

0.5

0.6

0
HH.WMC_Com & HH.LS_Com

HH.WMC_Com & HL.LS_Com

HH.WMC_Com & LL.LS_Com

HL.WMC_Com & HH.LS_Com

HL.WMC_Com & HL.LS_Com

HL.WMC_Com & LL.LS_Com

LL.WMC_Com & HH.LS_Com

LL.WMC_Com & HL.LS_Com

LL.WMC_Com & LL.LS_Com

Average

Figure 5.38: Distribution of marginal means of W to C for different combination levels of WMC
& LS

5.7 Collaborative Problem solving: Hypotheses Testing
Table 5.28 is a summary of hypotheses testing for collaborative problem solving.
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Table 5.28: Hypotheses Testing for Team Performance

Hypotheses Testing for Team Performance

▪

▪

Hypothesis

MANOVA Model

Hypothesis 1 for Learning
Styles Main Effect
• H10: The means of
two levels (high or
low) of Learning
Styles are equal.
• H11: The mean of
one learning style
is significantly
different from the
others.
Hypothesis 2 for
Dependency Main Effect
• H20: The means of
two levels (high or
low) of
Dependency are
equal.
• H21: The mean of
one dependency
level is
significantly
different from the
other.

Interaction effect with
Working Memory
Capacity

Findings of the
separate dependent
variables
Interaction effect with
Working Memory
Capacity for Tto1C

Interaction effect with
Working Memory
Capacity

Interaction effect with
Working Memory
Capacity for Tto1C
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Conclusion

Interaction effect

Interaction effect

Table cont’d

Hypotheses Testing for Team Performance
Hypothesis

▪

▪

Hypothesis 3 for Working
Memory Capacity Main
Effect
• H30: The means of
two levels (high or
low) of working
memory capacity are
equal.
• H31: The mean of
one working memory
capacity level is
significantly different
from the other.
Hypothesis 4 for Learning
Styles and Dependency
Interaction Effect
• H40: There is no
significant interaction
between the learning
styles and
dependency effects.
• H41: There is a
significant interaction
between the learning
styles and
dependency effects.

MANOVA Model

Findings of the
separate dependent
variables

Conclusion

Two-way interaction
effects with Learning
Styles and
Dependency

Two-way interaction
effects with Learning
Styles and
Dependency for
Tto1C and one 3-way
interaction effect for
WtoC

Interaction effect

N.S.

N.S.

N.S.
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Table cont’d

Hypotheses Testing for Team Performance
Hypothesis

▪

▪

MANOVA Model

Findings of the
separate
dependent
variables
Hypothesis 5 for Learning Styles There was a
There was a
and Working Memory Capacity statistically
statistically
Interaction Effect
significant
significant
interaction effect
interaction effect
• H50: There is no
significant interaction
between
between
between the learning
LS_Level_Com
LS_Level_Com
styles and working
and
and
memory capacity effects. WMC_Level_Com WMC_Level_Co
on the both
m for Tto1C, F
• H51: There is a
dependent
(4, 55) = 2.742, p
significant interaction
variables, F (8,
= .038
between the learning
110) = 2.590, p =
styles and working
memory capacity effects. .012.
Hypothesis 6 for Dependency
There was a
There was a
and Working Memory Capacity statistically
statistically
Interaction Effect
significant
significant
interaction effect
interaction effect
• H60: There is no
significant interaction
between
between
between the dependency Dep_Level_Com
Dep_Level_Com
and working memory
and
and
capacity effects.
WMC_Level_Com WMC_Level_Co
on the both
m for Tto1C, F
• H61: There is a
dependent
(4, 55) = 2.911, p
significant interaction
= .030
between the dependency variables, F (8,
110) = 2.694, p =
and working memory
.010.
capacity effects.
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Conclusion

It is observed a significant p-value (pvalue<0.05) for hypothesis 5 (the
interaction between combination levels
of learning style preference and working
memory capacity) at 95% significance
level. As a result, null hypothesis 5 was
rejected meaning that the interaction
between combination levels of learning
style preference and working memory
capacity significantly affected the
performance effectiveness in
collaborative problem solving. Also,
this interaction effect is only for Tto1C.
It was observed that a significant pvalue (p-value<0.05) for hypothesis 6
(the interaction between combination
levels of interpersonal dependency and
working memory capacity) at 95%
significance level. As a result, null
hypothesis 6 was rejected meaning that
the interaction between combination
levels of interpersonal dependency and
working memory capacity significantly
affected the performance effectiveness
in collaborative problem solving. Also,
this interaction effect is only for Tto1C.

Table cont’d

Hypotheses Testing for Team Performance
Hypothesis

▪

Hypothesis 7 for Learning
Styles, Dependency and
Working Memory Capacity
Interaction Effect
• H70: There is no
significant interaction
between the learning
styles, dependency and
working memory
capacity effects.
• H71: There is a
significant interaction
between the learning
styles, dependency and
working memory
capacity effects.

MANOVA Model

Findings of the
separate
dependent
variables

N.S.

There was a
statistically
significant
interaction effect
between
LS_Level_Com,
Dep_Level_Com
, and
WMC_Level_Co
m for WtoC, F
(4, 55) = 3.867, p
= .008
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Conclusion

The interaction effect between
LS_Level_Com, Dep_Level_Com, and
WMC_Level_Com is only for WtoC.

Hypothesis 1-3 were found to have no significant finding but were instead included in
interaction effects. Hypothesis 4 was found to not be supported. Hypothesis 5 found an interaction
effect between combination levels of learning style preference and working memory capacity. It
means that the interaction between combination levels of learning style preference and working
memory capacity significantly affected the performance effectiveness in collaborative problem
solving. Hypothesis 6 found an interaction effect between combination levels of interpersonal
dependency and working memory capacity. It means that the interaction between combination
levels of interpersonal dependency and working memory capacity significantly affected the
performance effectiveness in collaborative problem solving. Hypothesis 7 found a three-way
interaction for one of the dependent variables (W to C).
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6

SUMMARY AND CONCLUSIONS

“The research conducted within this dissertation was intended to develop and validate
individual characteristics by drawing on information from the literature, previous work related to
problem solving, and the current experiment. As this research comes to a close, it is important to
reflect on the results, conclusions, why some hypotheses were supported and while others were
not. Reflection allows one to step back and understand the importance of the research and the
direction that should be taken in future research.”
“This chapter first provide a brief overview of the major areas of literature. Next,
theoretical and practical implications are drawn from the experimental results. Last, Future work
is outlined to expand the knowledge of the engineering collaboration even further.”
6.1

Reflections
To understand problem solving performance, either individual or collaborative, requires a

broad understanding of the many variables at play within the problem-solving process. It seems
important to review what was gained from the different areas of the literature just briefly to
understand the comprehensive of this research. The psychology literature pointed out that all
individual does not have same performance in problem solving and some individual characteristics
might be considered. Many scientists, nevertheless, view group composition as a cause that can
affect other elements of groups, such as their structure, characteristics, and efficiency. Team
composition has actually been a popular subject. In theory, team composition research study goes
to the heart of comprehending how person characteristics integrate to form effective
interdependent groups. The composition considers the personal characteristics of participants (e.g.
ability, experience, and skill) as well as how they can possibly integrate to determine total
efficiency results for the group. Regardless of the recognition of the value of team composition
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elements (Sundstrom et al., 1990), the result of non-demographic composition attributes on team
processes and performance in work settings is rarely studied. The contradiction of the research
outcomes that investigate the team variety effect in groups performance is because most research
studies focus on a single characteristic. Models of the knowledge, abilities, and skills needed by
employees arranged into groups have been studied in some theoretical research studies, however
there is lack of investigation in the relationship between personal characteristics and team
efficiency in the real field settings., except a few research studies analyzing composition in regards
to member ability. The previous research did not analyze the composition of individual-member
characteristics (e.g., learning styles, dependency, and working memory capacity).
Hence, some mixtures of individual traits may yield individual or group performance
differences. Characteristics such as interpersonal dependency, individual working memory
capacity, or preferred learning style might contribute considerably to the variation in as well as
either individual or group performance efficiency.
6.2

Implications
This research evaluated the effects of individual characteristics on performance

effectiveness in individual and collaborative problem-solving. Based on the results of this study,
people with a high level of working memory capacity had better individual performance.
This is in consonance with previous studies reporting association between ability to solve
mathematical problems and working memory capacity (Wiley & Jarosz, 2012). As the working
memory capacity is decreased, the accuracy in performance is decreased. Also, a significant
interaction between levels of learning style preference and interpersonal dependency was observed
that affected performance effectiveness.
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It was concluded that the level of working memory capacity plays a significant role in team
performance for the combined dependent variables. The best combination of individuals to
perform the task faster was found. Similarly, the best combination of individuals to solve the
problem with the highest level of accuracy was discovered. The results of this research have both
theoretical and practical contributions for individual and collaborative settings.
6.2.1 Theoretical Contribution
This experiment provides a clearer understanding of the problem-solving performance
both in individual and collaborative modes.
Individual Mode
Working Memory Capacity had an overall impact on team performance that was primarily
driven by accuracy (WtoC) once each dependent variable was explored. Participants with high
level of working memory capacity had better performance. Participants’ performance with high
level of working memory capacity was more accurate (WtoC mean score of 3.2726 compared to
overall mean score of 3.6861). As the working memory capacity is decreased, the number of wrong
answers to obtain a correct answer is increased. It appears the participants with high ability to
maintain information from previous trials made a fewer mistake in the new trial.
A significant interaction between levels of learning style preference and interpersonal
dependency was observed. Thus, the interaction between levels of learning style preference and
interpersonal dependency significantly affected the performance effectiveness. Participants’
performance with high level of Learning Style and low level of Dependency was more accurate
(WtoC mean score of 2.3426 compared to overall mean score of 3.6861). Also, the least accurate
performance belongs to individuals with high level of Learning Style and high level of
Dependency (WtoC mean score of 5.7908 compared to overall mean score of 3.6861). In other
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word, the best person to perform a task more accurate can be described as the one with high level
of Learning Style Preference Score and low level of Dependency. The literature indicates that
interpersonal dependency related to problem solving ability (Hagaa et al., 1995) and when
combined with learning style, the interaction finds it to have a role in problem solving accuracy.
Collaborative Mode
Due to having two-way interaction effect between dependency and working memory
capacity and between learning style and working memory capacity, one can conclude that Working
Memory Capacity is in fact playing a significant role in collaborative problem-solving time.
Results show the fastest team performance belong to the teams composed of two individual one
with low and one with high level in working memory capacity (Tto1C mean score of 40.4571
compared to overall mean score of 42.5315). Also, further work needs to be done in finding any
other factors that could be significant specifically for this type of pairs.
A three-way interaction between learning style preference, dependency and working
memory capacity shows that all three impacted team accuracy. WtoC (number of incorrect answers
per each correct answer) is affected significantly by the interaction between combination levels of
learning style preference, interpersonal dependency, and working memory capacity. Groups’
performance (composed of Low-Low level of learning style preference, Low-Low level of
dependency, and Low-Low level of working memory capacity) was more accurate (WtoC mean
score of 0.0001 compared to overall mean score of 2.0808). Also, the least accurate performance
belongs to teams composed of High-High level of learning style preference, High-High level of
dependency, and Low-Low level of working memory capacity (WtoC mean score of 13.0000
compared to overall mean score of 2.0808).
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Summary Theoretical Contribution
The theoretical contribution of this research is a broader understanding of some
characteristics of individuals through an individual and collaborative problem-solving task. It
begins to clarify the individual and team attributes (or factors) and their influence on performing
individual and collaborative tasks. If organizations are to be successful, this framework must
further evaluate and validate the elements that impact individual and team performance as well as
an individual’s adaptability to complexity changes in various task environments and domains.
Figures 6.1 and 6.2 illustrate the revised model for each of individual and collaborate
problem solving. For individual problem solving, learning style and dependency, and working
memory all affect accuracy. For collaborative problem solving, all three characteristics impact
accuracy, while dependency and working memory along with learning style and working memory
impact performance time. Working memory consistently has a role in individual and collaborative
problem solving with respect to accuracy. Learning style and dependency affect accuracy of the
individual, but loose that when teams are formed. Instead their role seems to become more
important to time.
Individual Characteristics
Independent variables
Learning Style

Dependency

Working Memory

Independent variables
Required Time

Accuracy

Dependent variables
Performance Effectiveness in Individual Problem Solving

Figure 6.1: RevisedDependent
Research
Model of Individual Learning Style, Dependency, and Working
variables
Memory on Individual Problem Solving
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Individual Characteristics
Independent variables
Learning Style

Dependency

Working Memory

Independent variables
Required Time

Accuracy

Dependent variables
Performance Effectiveness in Collaborative Problem Solving

Figure 6.2: RevisedDependent
Research
Model of Individual Learning Style, Dependency, and Working
variables
Memory on Collaborative Problem Solving

6.2.2 Practical Contributions
The results of this study may be used by government agencies and industry in job design
and employment placement. The problem-solving ability helps individuals with data processing,
vision formulating, and finding a solution. Employers need to make sure that employees are able
to overcome job challenges by creatively and critical thinking. They are always interested in seeing
their employees with a high ability to cooperate with each other.
Assessing the individual characteristics of employees will help the employees to see all
those things that are not so obvious in the interview. It makes them one step closer to identifying
the right person for the position. In addition, to have their CVs, experiences, and education, some
individual characteristics tests (i.e. learning style, dependency, and working memory) may provide
more information. If employers can pair individuals correctly based on their characteristics, they
might be able to decrease conflicts and improve collaboration between employees.

131

6.3

Limitations and Recommendations for Future Studies

• The relatively small sample size was one of the major limitations of this study. In future studies,
a larger sample size which is more representative of the general population may be used to support
the findings with a higher accuracy.
• For individual mode there were only two levels for each independent variables of this study. if
the research had used three or more levels for each factor (e.g. low, moderate, and high level), one
could conduct post hoc analysis and determine which level of a certain factor was most significant
compared to other levels.
• The effects of three individual characteristics on the problem-solving performance have been
investigated in this study. More characteristics such as intelligence, personality (extraversion and
introversion), and creativity might be incorporated in the future studies. The value of the study will
be increased by adding more factors.
• In this study, the task settings were not manipulated during the experiment (LTN problem).
Future studies may investigate the performance effectiveness in multiple task settings (e.g. by
manipulating the level of task complexity).
• Only two responses (the total time to obtain each correct answer and the number of incorrect
answers per each correct answer) were studied. More response variables such as total time to obtain
the first correct answer or number of correct answers per each trial might be incorporated in the
future studies. In addition, gender, race, cultural, and educational effects have not been
investigated in the current study. Those factors may be considered in the future study.
• Lastly, a major limitation was using a single group (college students) instead of different groups.
The results might have been more realistic if a random sample of different groups (e.g. managers,
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emergency healthcare workers, engineers, and soldiers) were selected and studied. Most of the
limitations discussed will require more time and resources, but they are of value to consider.
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APPENDIX 1 INFORMED CONSENT
Dear Student: This study is being conducted by Dr. Craig Harvey and Mr. Kaveh
Sheikhrezaei of the Department of Engineering Science at Louisiana State University. The
purpose of this study is to collect normative data from the three scales that will be handed
out to you. It is our goal that the information collected will enhance our ability to better
evaluate the subcategories of personality dimensions. These personality dimensions might
contribute considerably to the variation in as well as either individual or group performance
efficiency. To participate in this study, you must meet the requirements of both the inclusion
and exclusion criteria.
First, you need to complete two online questionnaires that include the type of preferred
learning style and level of dependency. By continuing this survey, you are giving consent to
participate in this study. You will be able to complete them through the provided Google
form link wherever you want.
Estimated completion time will be about 30 minutes. The accuracy of the results depends
on how honest you can be. There are no right or wrong answers. Based on your preferred
learning styles, you will receive some tips to learn and study more efficiently and
effectively. The third factor, working memory capacity, will be measured in a computer lab
with a present proctor. After completing the online questionnaire, based on scheduled
appointments, you are invited to the computer lab and perform a brain game test (Approx.
10 minutes). Once you finish the memory test, you will be contacted to set up times for the
last part (Approx. 45 minutes) of the study. This part will take place at the University when
convenient for students. In a computer lab, you will be instructed to follow the directions
for playing a fun game (kind of math problem solving).
Subjects may choose not to participate or to withdraw from the study at any time without
penalty or loss of any benefit to which they might otherwise be entitled. You also may
receive extra credit for your participation if permitted by your professor.
The information obtained will be kept confidential and stored securely to which only the
investigator has access. Results of the study may be published, but no names or identifying
information will be included in the publication. Subject identity will remain confidential
unless disclosure is required by law.
For further information regarding this research please contact Dr. Craig Harvey at (225)
578-8761, email harvey@lsu.edu or Kaveh Sheikhrezaei at (225) 247-0890,
ksheik3@lsu.edu. This study has been approved by the LSU IRB. For questions concerning
participant rights, please contact the IRB Chair, Dr. Dennis Landin, 578-8692, or
irb@lsu.edu.
*

Required
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APPENDIX 2 HONEY AND MUMFORD’S LEARNING STYLE
QUESTIONNAIRE
“
This questionnaire is designed to find out your preferred learning styles(s) as an adult. Over
the years, you have probably developed learning habits that help you benefit more from some
experiences than from others. You may be unaware of this, and this questionnaire will help you
pinpoint your learning preferences and share them with the other Community Facilitators. “
“The accuracy of your results depends on how honest you are. There are no right or wrong
answers. If you agree more than you disagree with a statement, place a tick in the box to the left
of the question. If you disagree more than you agree, leave the box blank. If you find yourself
wondering which situation to think of when answering a question, just think about how you are
when you are working with people. Go with your first gut reaction instead of over thinking your
response.”
QUESTIONS
1. I have strong beliefs about what is right and wrong, good and bad.
2. I often act without considering the possible consequences.
3. I tend to solve problems using a step-by-step approach.
4. I believe that formal procedures and policies restrict people.
5. I have a reputation for saying what I think, simply and directly.
6. I often find that actions based on feelings are as sound as those based on careful thought and
analysis.
7. I like the sort of work where I have time for thorough preparation and implementation.
8. I regularly question people about their basic assumptions.
9. What matters most is whether something works in practice.
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10. I actively seek out new experiences.
11. When I hear about a new idea or approach, I immediately start working out how to apply it in
practice.
12. I am keen on self-discipline such as watching my diet, taking regular exercise, sticking to a
fixed routine, etc.
13. I take pride in doing a thorough job.
14. I get on best with logical, analytical people and less well with spontaneous, ‘irrational’ people.
15. I take care over how I interpret data and avoid jumping to conclusions.
16. I like to reach a decision carefully after weighing up many alternatives.
17. I am attracted more to novel, unusual ideas than to practical ones.
18. I don’t like disorganized things and prefer to fit things into a coherent pattern.
19. I accept and stick to laid down procedures and policies so long as I regard them as an efficient
way of getting the job done.
20. I like to relate my actions to a general principle, standard or belief.
21. In discussions, I like to get straight to the point.
22. I tend to have distant, rather formal relationships with people at work.
23. I thrive on the challenge of tackling something new and different.
24. I enjoy fun-loving spontaneous people.
25. I pay careful attention to detail before coming to a conclusion.
26. I find it difficult to produce ideas on impulse.
27. I believe in coming to the point immediately.
28. I am careful not to jump to conclusions too quickly.
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29. I prefer to have as many sources of information as possible – the more information to think
over the better.
30. Flippant, superficial people who don’t take things seriously enough usually irritate me.
31. I listen to other people’s points of view before putting my own view forward.
32. I tend to be open about how I’m feeling.
33. In discussions, I enjoy watching the plotting and scheming of the other participants.
34. I prefer to respond to events in a spontaneous, flexible way rather than plan things out in
advance.
35. I tend to be attracted to techniques such as flow charts, contingency plans etc.
36. It worries me if I have to rush work to meet a tight deadline.
37. I tend to judge people’s ideas on their practical merits.
38. Quiet, thoughtful people tend to make me feel uneasy.
39. I often get irritated by people who want to rush things.
40. It is more important to enjoy the present moment than to think about the past or future.
41. I think that decisions based on a careful analysis of all the information are better than those
based on intuition.
42. I tend to be a perfectionist.
43. In discussions, I usually produce lots of spontaneous ideas.
44. In meetings, I put forward practical, realistic ideas.
45. More often than not, rules are there to be broken.
46. I prefer to stand back from a situation and consider all the perspectives.
47. I can often see inconsistencies and weaknesses in other people’s arguments.
48. On balance I talk more than I listen.
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49. I can often see better, more practical ways to get things done.
50. I think written reports should be short and to the point.
51. I believe that rational, logical thinking should win the day.
52 I tend to discuss specific things with people rather than engaging in social discussion.
53. I like people who approach things realistically rather than theoretically.
54. In discussions, I get impatient with irrelevant issues and digressions.
55. If I have a report to write, I tend to produce lots of drafts before settling on the final version.
56. I am keen to try things out to see if they work in practice.
57. I am keen to reach answers via a logical approach.
58. I enjoy being the one that talks a lot.
59. In discussions, I often find I am a realist, keeping people to the point and avoiding wild
speculations.
60. I like to ponder many alternatives before making up my mind.
61. In discussions with people I often find I am the most dispassionate and objective.
62. In discussions I’m more likely to adopt a ‘low profile’ than to take the lead and do most of the
talking.
63. I like to be able to relate current actions to the longer-term bigger picture.
64. When things go wrong, I am happy to shrug it off and ‘put it down to experience’.
65. I tend to reject wild, spontaneous ideas as being impractical.
66. It’s best to think carefully before taking action.
67. On balance, I do the listening rather than the talking.
68. I tend to be tough on people who find it difficult to adopt a logical approach.
69. Most times I believe the end justifies the means.
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70. I don’t mind hurting people’s feelings so long as the job gets done.
71. I find the formality of having specific objectives and plans stifling.
72. I’m usually one of the people who puts life into a party.
73. I do whatever is practical to get the job done.
74. I quickly get bored with methodical, detailed work.
75. I am keen on exploring the basic assumptions, principles and theories underpinning things and
events.
76. I’m always interested to find out what people think.
77. I like meetings to be run on methodical lines, sticking to laid down agenda.
78. I steer clear of subjective (biased) or ambiguous (unclear) topics.
79. I enjoy the drama and excitement of a crisis situation.
80. People often find me insensitive to their feelings.
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APPENDIX 3 LEARNING STYLES QUESTIONNAIRE- SCORING

2
4
6
10
17
23
24
32
34
38
40
43
45
48
58
64
71
72
74
79

QUESTION NUMBER
7
13
15
16
25
28
29
31
33
36
39
41
46
52
55
60
62
66
67
76

1
3
8
12
14
18
20
22
26
30
42
47
51
57
61
63
68
75
77
78

5
9
11
19
21
27
35
37
44
49
50
53
54
56
59
65
69
70
73
80

Totals:
Activist Reflector

Theorist Pragmatist”
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APPENDIX 4 INTERPERSONAL DEPENDENCY INVENTORY (IDI)
Instructions: 48 statements are presented below. Please read each one and decide whether or not it
is characteristic of your attitudes, feelings, or behavior. Then assign a rating to every statement,
using the values given below:

4= very characteristic of me
3= quite characteristic of me
2= somewhat characteristic of me
1= not characteristic of me
_____ 1) I prefer to be by myself
_____ 2) When I have a decision to make, I always ask for advice.
_____ 3) I do my best work when I know it will be appreciated.
_____ 5) I would rather be a follower than a leader.
_____ 6) I believe people could do a lot more for me if they wanted to.
_____ 7) As a child, pleasing my parents was very important to me.
_____ 8) I don't need other people make me feel good.
_____ 9) Disapproval by someone I care about is very painful for me.
_____ 10) I feel confident of my ability to deal with most of the personal problems I am likely to
meet in life.
_____ 11) I am the only person I want to please.
_____ 12) The idea of losing a close friend is terrifying to me.
_____ 13) I am quick to agree with the opinions expressed by others.
_____ 14) I rely only on myself.
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_____ 15) I would be completely lost if I didn't have someone special.
_____ 16) I get upset when someone discovers a mistake I made.
_____ 17) It is hard for me to ask someone for a favor.
_____ 18) I hate it when people offer me sympathy.
_____ 19) I easily get discouraged when I don't get the help I need from others.
_____ 20) In an argument, I give in easily.
_____ 21) I don’t need much from people.
_____ 22) I must have one person who is very special to me.
_____ 23) When I go to a party, I expect that other people will like me.
_____ 24) I feel better when I know someone else is in command.
_____ 25) When I am sick, I prefer my friends leave me alone.
_____ 26) I'm never happier than when people say I've done good job.
_____ 27) It is hard for me to make up my mind about a TV show or movie until I know
_____ 28) I am willing to discouraged other people’s feeling in order to accomplish something
that is important to me.
_____ 29) I need to have one person who puts me above all others
_____ 30) In social situations I tend to be very self-conscious.
_____ 31) I don’t need anyone.
_____ 32) I have a lot of trouble making decisions by myself.
_____ 33) I tend to imagine the worst when a loved one doesn't arrive when expected.
_____ 34) Even when things go wrong, I can't get along asking my friends for help.
_____ 35) I tend to expect too much from others.
_____ 36) I don't like to buy clothes myself.
_____ 37) I tend to be a loner.
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_____ 38) I feel that I never really get all I need from people.
_____ 39) When I meet new people, I'm afraid that I won't do the right thing.
_____ 40) Even if most people turned against me, I could still go on if someone I lived stood by
me.
_____ 41) I would rather stay free from involvement with others than to risk disappointment.
_____ 42) What people think of me doesn't affect how I feel.
_____ 43) I think that most people don't realize how easily they can hurt me.
_____ 44) I am very confident about my own judgment.
_____ 45) I have always had a terrible fear that I will lose the love and support of people I
desperately need.
_____ 46) I don't have what it takes to be a good leader.
_____ 47) I would feel helpless if deserted by someone I love.
_____ 48) What other people say doesn’t bother me. “
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