The stable difference schemes for the fractional parabolic equation with Dirichlet and Neumann boundary conditions are presented. Stability estimates and almost coercive stability estimates with ln 1/ τ |h| for the solution of these difference schemes are obtained. A procedure of modified Gauss elimination method is used for solving these difference schemes of onedimensional fractional parabolic partial differential equations.
Introduction
Theory and applications, methods of solutions of problems for fractional differential equations have been studied extensively by many researchers 1-18 . In this study, initialboundary-value problem for the fractional parabolic equation with boundary S, Ω Ω ∪ S, a p x x ∈ Ω and f t, x t ∈ 0, T , x ∈ Ω are given smooth functions, a p x ≥ a > 0, σ > 0, and n is the normal vector to Ω. The first and second orders of accuracy stable difference schemes for the numerical solution of problem 1.1 are presented. Stability estimates and almost coercive stability estimates with ln 1/ τ |h| for the solution of these difference schemes are obtained. The method is illustrated by numerical examples.
The First and Second Orders of Accuracy Stable Difference Schemes and Stability Estimates
The discretization of problem 1.1 is carried out in two steps. In the first step, let us define the grid space 
2.2
To the differential operator A x generated by problem 1. we arrive at the initial-boundary-value problem
for a finite system of ordinary fractional differential equations.
In the second step, applying the first order of approximation formula
see 19 and using the first order of accuracy stable difference scheme for parabolic equations, one can present the first order of accuracy difference scheme with respect to t
for the approximate solution of problem 2.4 . Here
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Moreover, applying the second order of approximation formula
and the Crank-Nicholson difference scheme for parabolic equations, one can present the second order of accuracy difference scheme with respect to t and to x and
2.11
2.12
Theorem 2.1. Let τ and |h| h 2 1 · · · h 2 n be sufficiently small numbers. Then, the solutions of difference scheme 2.7 and 2.11 satisfy the following stability estimate:
2.13
Here C 1 does not depend on τ, h, and
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Proof. For the solution of difference scheme 2.7 , we have the following formulas:
where
2.15
The proof of 2.13 for 2.7 is based on 2.14 and estimate
and the triangle inequality.
In the same manner, we can obtain 2.13 for 2.11 using the inequality
Theorem 2.2. Let τ and |h| h 2 1
· · · h 2 n be sufficiently small numbers. Then, the solutions of difference scheme 2.7 satisfy the following almost coercive stability estimate:
2.18
Here C 2 is independent of τ, h, and
Proof. The proof of 2.18 for 2.7 is based on 2.14 and estimate 2.16 and the triangle inequality.
Theorem 2.3. Let τ and |h| h 2 1
· · · h 2 m be sufficiently small numbers. Then, the solutions of difference scheme 2.11 satisfy the following almost coercive stability estimate:
2.19
Here C 3 does not depend on τ, h, and 
for semilinear fractional parabolic partial differential equations.
Note that one has not been able to obtain a sharp estimate for the constants figuring in the stability estimates of Theorems 2.1, 2.2, and 2.3. Therefore, our interest in the present paper is studying the difference schemes 2.7 and 2.11 by numerical experiments. Applying these difference schemes, the numerical methods are proposed in the following section for solving the one-dimensional fractional parabolic partial differential equation. The method is illustrated by numerical experiments.
Numerical Applications
For numerical results we consider two examples.
Example 3.1. We consider the initial-boundary-value problem 
3.3
We get the system of equations in the matrix form
, q n ± 1, n, 3.9 
where α j j 1, 2, . . . , M are N 1 × N 1 square matrices and β j j 1, 2, . . . , M are N 1 × 1 column matrices defined by
where j 1, 2, . . . , M − 1, α 1 is the N 1 × N 1 zero matrix and β 1 is the N 1 × 1 zero matrix. Second, applying difference scheme 2.11 , we obtain the second order of accuracy difference scheme in t and in x
3.14
Here D
1/2
τ u k n is defined same as in 2.9 . We get the system of equations in the matrix form 0 0 0 · · · 0 0 a n a n 0 · · · 0 0 0 a n a n · · · 0 0 · · · · · · · · · · · · · · · · · · 0 0 0 · · · a n 0 0 0 0 · · · a n a n
, q n ± 1, n, 3.20 
3.22
For the solution of the matrix equation 3.15 , we use the same algorithm as in the first order of accuracy difference scheme, where 
Error Analysis
Finally, we give the results of the numerical analysis. The error is computed by the following formula: The results in Tables 1 and 2 show that, by using the Crank-Nicholson difference scheme, more accurate approximate results can be obtained rather than the first order of accuracy difference scheme.
