In this paper, we apply the variational iteration method for solving fourth order boundary value problems. The analytical results are in terms of convergent series with easily computable components. Several examples are given to illustrate the efficiency and implementation of the method. Comparison is made to confirm the reliability of this technique. Variational iteration technique can be viewed as an efficient and reliable method for solving a wide class of linear and nonlinear boundary value problems.
Introduction
In this paper, we consider general fourth-order boundary value problems of the type u (4) 
with the boundary conditions
where f is continuous function on [a, b] and the parameters α i and β i , i = 1, 2 are real constants. Such types of systems arise in the mathematical modeling of viscoelastic and inelastic flows, deformation of beams and plate deflection theory [1] [2] [3] . Various numerical methods including finite difference and B-spline were developed for solving fourth-order boundary value problems [3] . Recently, the homotopy perturbation method [4, 5] is employed in [6] for solving such problems and the obtained results are compared with the exact solutions. J.H. He developed a new technique for solving various nonlinear problems; this technique is known as variational iteration method [7] [8] [9] [10] [11] [12] . The basic motivation of this paper is to apply variational iteration method to solve a system of integral equations. It is shown that this method leads to a solution in the form of a rapid convergent series. The method is shown to solve effectively, easily and accurately a large class of linear and nonlinear, ordinary, partial, deterministic differential equations with approximate solutions which converge rapidly to accurate solutions [13] [14] [15] [16] [17] [18] [19] [20] . In this paper, we use the variational iteration method for solving the fourth-order boundary value problems. We reformulate the boundary value problems as a system of integral equations by introducing a suitable transformation. This equivalent system is useful in applying the variational iteration method. It is shown that the variational iteration technique is reasonably easy to implement. We would like to mention that the variational iteration technique is more efficient than the decomposition method and the homotopy perturbation method. The fact that the variational iteration method solves the nonlinear problems without using the Adomian polynomials is a clear advantage of this method over the Adomian's decomposition method. In fact, variational iteration technique developed by He [7] [8] [9] [10] [11] [12] can be viewed as an effective and reliable alternative analytical method for solving a wide class of linear and nonlinear boundary value problems arising in various branches of pure and applied sciences.
Variational iteration method
To illustrate the basic concept and idea of the variational iteration technique, we consider the following general differential equation
where L is a linear operator, N a nonlinear operator and g(x) is inhomogeneous forcing term. According to the variational iteration method [7] [8] [9] [10] [11] [12] , we can construct a correct functional as follows
where λ is a Lagrange multiplier, which can be identified optimally via the variational iteration method. The subscripts n denote the nth approximation,ũ n is considered as a restricted variation. i.e. δũ n = 0; (4) is called as a correct functional. The solution of linear problems can be solved in a single iteration step due to the exact identification of their Lagrange multiplier.
For the sake of simplicity, we consider the following system of differential equations:
subject to the boundary conditions, x i (0) = c i , i = 1, 2, 3, . . . , n. To solve the system by means of the variational iteration method, we can rewrite the system (5) in the following form:
subject to the boundary conditions, x i (0) = c i , i = 1, 2, 3, . . . , n and g i is defined in (3) . The correct functional for the nonlinear system (6) can be expressed as follows:
where λ i , i = 1, 2, 3, . . . , n are Lagrange multipliers,x 1 ,x 2 , . . . ,x n denote the restricted variations. Making the above functional stationary, we obtain the following conditions:
for i = 1, 2, 3, . . . , n. Therefore, the Lagrange multipliers can be easily identified as:
Substituting (8) into the correct functional (7) , we have the following iteration formulae:
If we start with the initial approximations x i (0) = c i , i = 1, 2, 3, . . . , n, then the approximations can be completely determined; finally we approximate the solution.
by the nth term x (n) i (t) for i = 1, 2, 3, . . . , n.
Application
We first show that the fourth-order boundary value problem may be reformulated as a system of integral equations. We use the variational iteration method developed in Section 2 to solve the resultant system of integral equations. 
The exact solution of this problem is:
Using the transformation du
, we can rewrite the above fourth order boundary value problem as a system of differential equations:
with boundary conditions. The above system of differential equations can be written as a system of integral equations with Lagrange multipliers λ i = −1, i = 1, 2, 3, 4.
Consequently, we obtain the following approximations:
x 12 − 1 1980
x 11 + 1 630 
The solution is: Applying the boundary conditions at x = 1,
The series solution is: The exact solution of the problem is: Using the transformation du dx = q(x), dq dx = f (x), d f dx = z(x), we r-write the above fourth-order boundary value problem as a system of differential equations:
with u(0) = 1, q(0) = 0, f (0) = A, z(0) = B.
The above system of differential equations can be written as a system of integral equations with a Lagrange multiplier λ i = −1, i = 1, 2, 3, 4:
Consequently, we obtain the following approximations: 
The solution is given as: 
The exact solution of the problem is u(x) = sin x.
Using the transformation du dx = q(x), dq dx = f (x), d f dx = z(x), the above fourth-order boundary value problem can be written as a system of differential equations:
The above system of differential equations can be written as a system of integral equations with Lagrange multipliers λ i = −1, i = 1, 2, 3, 4: Applying the boundary conditions at x = 1, A = 0.00001752910368427, B = −1.00005875261186.
The series solution is given as:
u(x) = 11.3473 − 262.827x − 3.47142x 2 + 3.40768x 3 + 0.142081x 4 − 0.00277631x 5 − 0.00161889x 6 + 0.00079363x 7 + 0.0000414643x 8 + 7.28477 × 10 −10 x 9 − 6.19953 × 10 −7 x 10 − 1.23638 × 10 −10 x 11 + · · · . Table 3 .3 shows the comparison between the exact solution and the series solution obtained by using the proposed algorithm. Higher accuracy level can be obtained by evaluating some more terms of u(x).
Conclusion
In this paper, we have used the variational iteration method for finding the solution of fourth-order linear and nonlinear boundary value problems. The technique provides analytical approximations to a rather wide class of nonlinear equations without linearization, perturbation, or discretization, which can result in a massive numerical computation. It may be concluded that the method is very powerful and efficient in finding analytical solutions for a wide class of integral equations. It provides with more realistic series solutions that converge very rapidly in physical problems. Hence, it is concluded that the variational iteration method can be used as an efficient and reliable alternative algorithm for solving linear and nonlinear boundary value problems.
