Support Vector Regression (SVR) has achieved high performance on forecasting future behavior of random systems. However, the performance of SVR models highly depends upon the appropriate choice of SVR parameters. In this study, a novel BOA-SVR model based on Butterfly Optimization Algorithm (BOA) is presented. The performance of the proposed model is compared with eleven other meta-heuristic algorithms on a number of stocks from NASDAQ. The results indicate that the presented model here is capable to optimize the SVR parameters very well and indeed is one of the best models judged by both prediction performance accuracy and time consumption.
Introduction
The problem of forecasting stock price movements, due to market's uncertainty from incoming news, non-linear financial instruments and behavioral and emotional biases is a challenging task facing academics and practitioners in the field; perhaps by far more complex than predicting the course of a comet by a physicist. In the past, many models have been proposed to face this problem including Support vector regression (SVR) as the extended routine designed from Support Vector Machines (SVM). Originally introduced by Vapnik for classification problems, SVM was redesigned to solve regression problems in the SVR framework. Nevertheless, SVM can solve small-sample, nonlinear and high dimension problems by using the structural risk minimization principle instead of the empirical risk principle, which could theoretically guarantee to achieve the global optimum [9] .
Although SVR experimental results have shown great performance compared to other non-linear methods [39, 40] , its performance mainly depends on the choice of parameters. Using wrong set of parameters for SVR creates considerably poor performance [7, 11, 25, 44] . The selection procedure mainly is based upon either trial and error or optimization techniques. In general, grid search [16] , gradient descent [22] and metaheuristics algorithms [5, 37] are the three common optimization techniques to optimize the SVR parameters.
Metaheuristics algorithms have been introduced as problem-independent routines for finding an optimum solution and depict superior results when solving optimization problems like parameter calibration of complex models [13] . In the last two decades many metaheuristics methods have been proposed for the SVR optimal parameter selection. For example, Genetic Algorithms (GA) [17, 18, 30, 41] , Particle Swarm Optimization (PSO) [28, 42] , Artificial Bee Colony (ABC) [15] , Grey Wolf Optimizer (GWO) [33] , Firefly Algorithm (FA) [20, 21] , Bat Algorithm (BA) [38] , Moth-Flame Optimization (MFO) [26] and Sine Cosine Algorithm (SCA) [27] . Recently, a novel population-based optimization algorithm designed by Arora and Singh [3] proposed mimicking the food foraging behavior of butterflies by searching the solution space in the optimization algorithm. In Butterfly Optimization Algorithm (BOA), information is propagated to all other butterflies using fragrance and forms a general knowledge system with some information loss. This algorithm utilizes a probability parameter to make a decision on the movement direction of butterflies either towards the best solution or a random search.
In this paper, the objective is to propose a novel BOA-SVR model where BOA is employed to optimize the parameters of SVR. For comparison, eleven other alternatives including Salp Swarm Algorithm (SSA) [32] , Biogeography-Based Optimization (BBO) [35] , Sine Cosine Algorithm (SCA) [31] , Particle Swarm Optimization (PSO) [23] , Harmony Search Optimization (HSO) [12] , Genetic Algorithm (GA) [14] , Firefly Algorithm(FA) [43] , Invasive Weed Optimization(IWO) [29] , Teaching-Learning-Based Optimization(TLBO) [34] , Crow Search Algorithm(CSA) [4] and Artificial Bee Colony Optimization (ABC) [19] are also extended to estimate the parameters of SVR.
The remainder of the paper is organized as follows: In Section 2, we discuss the proposed BOA-SVR model, the support vector regression and BOA algorithm. In Section 3, the established model is tested on several datasets and compared with other models and the experimental results are discussed. Conclusions and future research are provided in Section 4.
Methodology
In this section, first we start by a brief overview of data pre-processing Phase Space Reconstruction routine. Then we describe the Support Vector Regression and the Butterfly Optimization Algorithm.
Phase Space Reconstruction
Numerous studies in recent years have confirmed the existence of chaotic behavior in real life time series. Phase Space Reconstruction is one of popular methods to uncover the hidden information embedded in the time series dynamics. This routine reconstructs an -dimensional phase space, providing a simplified multidimensional representation of data.
Let { } =1 , represent an point time series. Then, the reconstructed phase space can be expressed as a matrix,
where is called the embedding dimension of reconstructed phase space and is the time delay constant. According to TakensâĂŹ theorem [36] , sufficient condition for the embedding dimension is ≥ 2 + 1, with being dimension of the time series data. An efficient method of finding the minimal sufficient embedding dimension is the false nearest neighbors (FNN) procedure, proposed by Kennel et al. [24] . This method finds the nearest neighbors of every point in a given dimension, and then, checks to see if these points are still close neighbors in one higher dimension. To estimate the delay parameter, we use the first minimum of the Mutual Information (MI) function [1] :
where ( ), ( , + ) are marginal and and joint probability densities, respectively. After finding the optimal embedding dimension and delay time , the input data and output vector were re-designed by Eq. 1 and Eq. 3.
Support Vector Regression
Support vector machine (SVM) is a machine learning algorithm first introduced by Vapnik (1995) for classification problems. SVM was later promoted to support vector regression (SVR) by using a new type of loss function called -insensitive loss function which is used to penalize data as long as they are greater than [40] . SVR is a non-linear kernel-based regression method which provides the best regression hyperplane with smallest structural risk in high dimensional feature space [44] .
Assume we are given a training dataset {( , )} , where ∈ ℝ is input data, ∈ ℝ is the output value of the -th data point in the dataset, is the dimension of samples and is the number of samples. The SVR function is formulated as:
where denotes the non-linear mapping from the input space to the feature space, is a vector of weight coefficients and is a bias constant. The and are estimated by minimizing the following optimization problem:
To cope with feasibility issues and to make the method more robust, we use slack variables , * to penalize deviations from the SVR band:
where is a constant known as the penalty factor, is the insensitive loss parameter and the slack variables , * , measure the amount of difference between the estimated value and the target value beyond .
After using Lagrangian multipliers and conditions for optimality, we find a model solution in dual representation to solve Eq. 4, write the solution as [2, 40] :
where , * are nonzero Lagrangian multipliers and ( , ) is the kernel function. Here, we use Radial Basis Function (RBF) as Kernel:
where is the RBF width parameter.
Butterfly Optimization Algorithm (BOA)
The Butterfly Optimization Algorithm is a novel metaheuristic optimization algorithm inspired by the food foraging behavior of butterflies [3] . In this algorithm, each butterfly generates fragrance with some intensity which is correlated with its fitness function value. When a butterfly is able to sense fragrance from any other butterfly, it will move toward it by
On the other hand, when a butterfly is not able to sense fragrance of the others, then it will move randomly by
where , and indicate the positions of -th, -th and -th butterflies, respectively. Here, * represents the current best solution, is a random number in [0, 1] and is the perceived magnitude of the fragrance given by
with as the sensory modality, as the stimulus intensity and as the power exponent dependent on modality. Equations 9 and 10 refer to the global and local search phases, respectively. In BOA a random number is used as a switch probability between global and local search states. 
BOA for Parameter Calibration of SVR
In the first step of our proposed model, the BOA parameters including the number of agents and maximum number of iterations are set. Then BOA-SVR starts with a set of candidate solutions generated randomly within predetermined lower and upper bounds. In this case, each solution is a three-dimensional vector represented by ( , , ) where , and are the SVR parameters to be optimized. The output of the tested SVR model is used as the fitness (objective) function. At the end, if the number of iterations is equal to its maximum number, then the best solution is selected. Otherwise, the algorithm proceeds to the next iteration. Fig. 2 shows the complete procedure of the proposed BOA-SVR.
The step-wise procedure of the proposed algorithm is described as follows:
Step 1: Preprocess dataset with reconstructing time series phase space by estimation of time delay parameter and optimum embedding dimension .
Step 2: Normalize data using min-max formula new = old − min max − min (12) to scale to the range [0, 1]. finally, divide the input data into the training set and the testing set.
Step 3: Assign the parameters including the number of search agents and the maximum number of iterations. Then set the iteration number, , equal to zero.
Step 4: Initialize the random solutions of search agents by
and evaluate fitness function by using Eq. 14 and Eq. 15 on the test dataset. Here, ∈ { , , }, and ( ) is lower (upper) bound, respectively and is a uniform random number in the interval (0, 1).
Step 5: Calculate the fragrance of each butterfly. Update the positions of butterflies and the value of sensory modality, , then evaluate the fitness function by training SVR. Set = + 1. Step 6: If the maximum number of iterations is reached, output the optimal values of SVR parameters; otherwise go back to step 5.
Step 7: Build the SVR model with the optimal parameters ( , , ) and make the prediction.
Experimental results
In this section, a number of stocks are selected to evaluate the performance of our proposed BOA-SVR model. The proposed algorithm is compared to the other metaheuristic algorithms, available in the literature, which are utilized for parameter estimation of SVR, including genetic algorithms based SVR (GA-SVR), particle swarm optimization based SVR (PSO-SVR), artificial bee colony based SVR (ABC-SVR), firefly algorithm based SVR (FA-SVR), salp swarm algorithm based SVR (SSA-SVR), harmony search optimization based SVR (HSO-SVR), invasive weed optimization based SVR (IWO-SVR), sine cosine algorithm based SVR (SCA-SVR), crow search algorithm based SVR (CSA-SVR), biogeography-based optimization based SVR (BBO-SVR) and teaching-learning based optimization algorithm based SVR (TLBO-SVR) . To the best of our judgement, this list of eleven metaheuristic algorithms consist the most popular metaheuristic routines available in the literature which are used for SVR parameter estimation. ) daily closing stock market prices were extracted from NASDAQ historical quotes available in the NASDAQ stock market. After finding time delay, , embedding dimension, and reconstructing the phase space, the dataset was divided into two sets. 80% of the data were used as the training set and the remaining were used as the testing set. All the predictions were based on one-step ahead prediction results. The computations were carried out in MATLAB R2016a environment using the LIBSVM Toolbox [6] on a laptop with an Intel(R) Core(TM) i3-3110M CPU @ 2.40GHz and 4 Gbytes memory.
In order to measure the prediction accuracy, we use MSE and MAPE measures.
where and denote the actual and predicted values for the -th data point, respectively and is the number of forecasting days.
Since population-based optimization techniques search for the optimal value of the problem randomly, there is no guarantee of finding the optimal solution just by one single run. However, with a diverse population and a sufficiently large number of iterations, the probability of finding the global optimum increases. In this experiment, the number of population is selected to be 20 and the maximum number of iterations is 50. Also the search space for both parameters and is [4 −10 , 4 4 ] and the range for parameter is [4 −10 , 4 −1 ]. The parameters of the BOA algorithm in the proposed model are experimentally set. Probability switch is 0.8, sensory modality is 0.01 and power exponent is 0.1. Table 1 presents the details of datasets including name, number of embedding dimension and number of time delay in each group after phase space reconstruction in which we used the recurrence plot and recurrence quantification analysis MATLAB toolbox [8] . Fig . 3 illustrates the actual and predicted values of our model compared to eleven others for three testing stocks Microsoft (Fig. 3a) , Facebook (Fig. 3b) and Intel (Fig. 3c) . The corresponding parameters used for the above mentioned results for Microsoft is shown in Table 3 . This table presents the optimal value for the three parameters , and , as well as mean squared error (MSE), mean absolute percentage error (MAPE) and the time consumption in testing sets for all of SVR-based methods. Tables 4 and 5 , present the same results for Facebook and Intel, respectively. Now let us investigate the accuracy measures MSE and MAPE for our model and other eleven proposed models in more details. As it is shown in Fig. 4a , the MAPE of our proposed model achieved third rank after SSA-SVR and TLBO-SVR. We also note that even though our BOA-SVR accuracy is slightly below the other two mentioned methods, its time consumption is significantly better. Fig. 4c illustrates that the BOA-SVR, SSA-SVR, SCA-SVR and TLBO-SVR algorithms achieved the best MSE accuracy compared to all the other eight methods. Fig. 4b, Fig.  4d and Fig. 4f depict the bar plots of MAPE , MSE and cost time, respectively. Based on Fig. 4e , the average time consumption of our proposed BOA-SVR model ranked fourth, and competitively close to the other three methods. Although GA-SVR, PSO-SVR and BBO-SVR are computationally less expensive, but the accuracy records from Fig.  4a and Fig. 4c show their time efficiency comes with higher accuracy costs. Fig. 4a and Fig. 4b compare the MAPE of the twelve SVR-based methods, Fig. 4c and Fig. 4d compare the MSE of the SVR-based methods, and finally the average time consumption of the models is shown in Fig. 4e and Fig.  4f Next we use the Diebold-Mariano test [10] to investigate the predictive accuracy of the SVR-based methods. Base on the Diebold-Mariano test, the null hypothesis of equality of any two given methods at the 5% confidence level is rejected if | | > 1.96, where DM is the test statistic of the Diebold-Mariano test calculated based on the corresponding squared-error residuals. Table 2 summarizes DM-values obtained by the Diebold-Mariano test on our three stocks. As shown in Table  2 , the forecasting accuracy of our proposed method is better than GA-SVR, BBO-SVR, HSO-SVR, IWO-SVR and CSA-SVR methods for Microsoft and there is no significant difference between BOA-SVR and the remaining models. For Facebook, the null hypothesis of equality is rejected for BOA-SVR and HSO-SVR. In fact, BOA-SVR performed better based on forecasting accuracy. For Intel, PSO-SVR, BBO-SVR, FA-SVR, SCA-SVR and ABC-SVR have DMtest absolute value greater than 1.96, therefore there is a significant difference in terms of prediction accuracy between these models and BOA-SVR. To summarize, based on time efficiency, MSE and MAPE measures, we conclude that our BOA-SVR algorithm performs as one of the best models among the total set of twelve methods studied. Therefore, we believe that BOA algorithm is capable of serving as an competitively efficient parameters optimization method for Suppor Vector Regression Machines.
Conclusion and Future Research
Parameter selection is considered as one of the crucial tasks in using support vector regression algorithm for time series prediction. In this study, a novel hybrid method based on SVR and butterfly optimization algorithm is presented to tune the parameters of SVR namely, penalty factor, , RBF kernel function width parameter, and radius of the epsilon tube, . The proposed model has been well tested on three financial time series, Microsoft, Facebook and Intel, using their daily closing stock market prices. Our results are compared with eleven other metaheuristics algorithms used to estimate SVR parameters. According to the experimental results of this study, BOA-SVR is capable of tuning the parameters of the SVR model highly efficiently in terms of computational time and accuracy. This makes the BOA algorithm suitable than most of other metaheuristic algorithms for time series prediction specially in financial time series.
For future research, we see two directions to take. First, to investigate other metaheuristic optimization algorithms in estimating SVR parameters to see how they compare to the twelve methods we collected here. Second,the BOA optimization algorithm, which has been introduced very recently, can be used in other Machine Learning applications and specially for calibrating parameters of models where the estimation problem is a non-linear, non-convex problem. 
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