Abstract
Introduction
In many real world applications, objects such as images are usually represented as points in very high dimensional space. However, the naturally occurring data cannot possibly fill up the ambient space uniformly, rather it must concentrate around lower dimensional structure. Subspace learning aims at discover the intrinsic geometrical and discriminant structure in the data. The typical supervised and semi-supervised subspace learning algorithms include Linear Discriminant Analysis (LDA) [10] and Semi-supervised Discriminant Analysis (SDA) [3] .
LDA is a supervised method. It searches for the project axes on which the data points of different classes are far from each other while requiring data points of the same class to be close to each other. The major disadvantage of LDA is that it is unable to make use of unlabeled points. When there is no sufficient training examples, LDA may suffer from the singularity problem [10] .
SDA is proposed to overcome the limitations of LDA. SDA aims to find a projection which respects the discriminant structure inferred from the labeled data points, as well as the intrinsic geometrical structure inferred from both labeled and unlabeled points. Specifically, the labeled data points, combined with the unlabeled data points, are used to build a graph incorporating neighborhood information of the data set. A smoothness penalty on the graph can be incorporated into the objective function. In this way, SDA can optimally preserves the geometrical structure. Some other state-of-the-art semi-supervised subspace learning algorithms include Augmented Relational Embedding (ARE) [14] and Semantic Subspace Projection (SSP) [19] .
For most of previous supervised or semi-supervised subspace learning algorithms, the labeled data points are pregiven. However, in some real world applications, such as relevance feedback image retrieval, there is opportunity to actively select the data points for user labeling. Active learning has been shown very effective in improving the learning performance while reducing the human's labeling task. However, most of previous active learning approaches are designed for classification rather than subspace learning.
In this paper, we propose a novel Active Subspace Learning (ASL) algorithm which actively selects the most informative examples for learning an optimal subspace. Motivated from recent studies on the connection between subspace learning and linear regression, the projection vector can be expressed in terms of the data points and their labels. For any data point, its expected predictive error can be determined by the covariance matrix of the projection vector. Using techniques from experimental design [1] , we select those data points such that the expected predictive errors over all the data points are minimized. We then solicit the user's labeling for the selected data points and use them for learning an optimal subspace.
The rest of the paper is organized as follows. In section 2, we provide a brief description on traditional active learning methods for classification. Our propose active subspace learning algorithm is introduced in section 3. We describe how to apply our ASL algorithm to content-based image re-trieval in section 4. The extensive experimental results on image retrieval are presented in section 5. Finally, we provide some concluding remarks in section 6.
Related Work
There has been extensive research on the subject of active learning. The generic problem of active learning is the following. Given a set of points X = {x 1 
which contains the most informative points. In other words, the points z i (i = 1, · · · , k) can improve the classifier the most if they are labeled and used as training points.
Existing approaches for active learning can roughly be divided into two groups.The first group of algorithms select the most uncertain data given previously trained models [9] [16] . One representative algorithm in this group is SVM Active [16, 17] . This method selects the points that can reduce the size of the version space as much as possible. Since it is difficult to measure the version space, the authors provide three approximations. One of them which selects the points closest to the current decision boundary is called SimpleMargin. This method was also proposed by [15] and has been very popular. However, these methods tend to select untypical points which may lead to a poor performance.
The second group of algorithms choose the most informative points that optimize some expected measures [7] [6]. Many algorithms in statistics also belong to this category. In statistics, the problem of selecting samples to label is typically referred to as experimental design. The sample x is referred to as experiment, and its label y is referred to as measurement. The study of optimal experimental design (OED) [1] is concerned with the design of experiments that are expected to minimize variances of a parameterized model. Since the approach described in this paper will be based on OED, we give some detailed description on optimal experimental design as follows.
Optimal Experimental Design
We consider a linear regression model
where y is the observation, x ∈ R d is the independent variable, a is the weight vector and is an unknown error with zero mean. Different observations have errors that are independent, but with equal variances σ 2 . We define f (x) = a T x to be the learner's output given input x and the weight vector a. Suppose we have a set of labeled example points (z 1 , y 1 ), · · · , (z k , y k ), where y i is the label of z i . Thus, the maximum likelihood estimate for the weight vector, w, is that which minimizes the sum squared error
With some simple algebraic steps, we have:
where
The estimate a gives us an estimate of the output at a novel input:
By Gauss-Markov theorem, we know thatâ − a has a zero mean and a covariance matrix given by
sse , where H sse is the Hessian of J sse (a)
The three most common scalar measures of the size of the parameter covariance matrix C a in optimal experimental design are:
• D-optimal design: determinant of C a .
• A-optimal design: trace of C a .
• E-optimal design: maximum eigenvalue of C a .
Some recent work on experimental design can be found in [8] , [20] .
Active Subspace Learning
Many previous studies have shown that naturally occurring data cannot possibly fill up the high dimensional space uniformly, rather it must concentrate around lower dimensional structure. The approach to discovering this low dimensional structure is usually referred to as subspace learning. Some typical subspace learning algorithms include Principle Component Analysis (PCA) [13] which is unsupervised, Linear Discriminant Analysis (LDA) [10] which is supervised and Semi-supervised Discriminant Analysis (SDA) [3] which is semi-supervised.
For supervised or semi-supervised subspace learning algorithms, the training data points are usually pre-given. However, in some real world applications like relevance feedback image retrieval, there is opportunity to interact with the user and actively select the training points for labeling. In this section, we will introduce our novel active subspace learning approach, which is fundamentally based on spectral regression [4] , [5] and transductive experimental design [20] .
The Problem
Similar to active learning for classification, the active subspace learning problem aims at selecting a subset Z = {z 1 
} which contains the most informative points for supervised (or, semisupervised) subspace learning. In other words, the points z i (i = 1, · · · , k) can help learning the intrinsic discriminant structure the most if they are labeled.
For every z i ⊂ R m , suppose there is a t i ⊂ R d , d n which can "represent" z i and reveal the intrinsic discriminant structure of the data. The traditional subspace learning approaches aim at finding this t i . For a linear subspace learning algorithm, it is equivalent to finding a projective matrix A where t i = A T z i + and is an unknown error vector with zero mean. Different observations have errors that are independent, but with equal variances σ 2 . Different subspace learning algorithms have different interpretations on "represent" and lead to different objective functions. However, recent studies shows that many subspace learning algorithms can be unified in a general graph embedding framework [4] .
In this framework, the objective functions of various subspace learning algorithms can be written as the following unified form
where W and D are k × k matrices which capture the intrinsic geometrical and statistical properties of the data. For more details on different choices of W and D that lead to different algorithms, please refer [4] . The column vectors of the optimal A * are the eigenvectors corresponding to the maximum eigenvalues of the eigen-problem:
Following the techniques from optimal experimental design, we can also use the "size" of the covariance matrix of the projective vector a to select the sample points. However, we still have two problems:
1. The graph embedding framework only provides us with the unified objective function. We do not have the explicit expression of the projective vector a. Thus, it is unclear how to apply the existing optimal experimental design techniques.
2. It is desirable that the optimization criteria based on C a can directly characterize the discriminative structure of the subspace. However, the three measures introduced in the last section do not have this property.
The Algorithm
To solve the first problem, we can use the recently proposed spectral regression techniques [5] [4] . Instead of solving the generalized eigen-problem in Eq. (5), spectral regression computes the projective vector a through two steps: 1) Solve the eigen-problem W y = λDy to get y; 2) Find a by solving Z T a = y. The second step is exactly a regression problem:
where y i is the i-th element of y. To improve the numerical stability, we can introduce a Tikhonov regularization term:
With some simple algebraic steps, we can get the estimation of the projective vector
. By Gauss-Markov theorem, we know thatâ − a has a zero mean and a covariance matrix given by σ 2 (ZZ T + μI) −1 . With this regression formulation, we can naturally apply the optimal experimental design techniques.
To solve the second problem, we consider the average expected square predictive error of the learned projective
For any x, lett = A T x be its predicted low dimensional embedding. The expected square prediction error can be written as follows:
Interestingly, the expected square prediction error of x does not depend on the "true" low dimensional embedding, but only the training points Z. The average expected square predictive error over the complete data set X is
With this average expected square predictive error, a natural way is to find a subset Z which minimizes Eq. (8)[1] [20] . However, finding a subset Z which minimizes Eq. (8) is a difficult combinatorial optimization problem. It can be verified that it is NP-hard [20] and therefore infeasible to find a global optimum. To relax the discrete nature of the problem, we introduce n indicator variables 
We then relax the constraints on integer variables γ i to allow them to take real non-negative numbers. Then γ i corresponds to a scaling factor indicating how significantly the corresponding data in X contributes to the minimization of Eq. (9) . We can use vector γ γ γ = [γ 1 , · · · , γ n ] T to denote all the indicator variables. The "selection" nature in active learning requires γ γ γ should be sparse. Sparsity can be enforced by employing regularization conditions on γ γ γ, such as the L1-norm penalty [11] . Problem (9) becomes
where diag(γ γ γ) denotes a diagonal matrix whose (i, i)-th element is γ i , 1 is a vector with all ones and α ≥ 0 is the regularization parameter. It is not hard to verify that the problem (10) is equivalent to
Using Schur complement theorem the above problem can be cast as an Semidefinite Programming (SDP) problem [2] :
Some standard SDP packages 1 can then be used to solve the above optimization problem.
Experiments
In this section, we evaluate the performance of our proposed Active Subspace Learning (ACL) approach and compare it with the state-of-the-art algorithms for content-based image retrieval (CBIR). Particularly, we choose Semisupervised Discriminant Analysis (SDA) [3] as the subspace learning algorithm and we consider relevance feedback driven image retrieval .
Experimental Design
The image database we used consists of 7,900 images of 79 semantic categories, from COREL data set. It is a large and heterogeneous image set. We combine 64-dimensional 1 http://www.stanford.edu/∼boyd/cvx/ color histogram and 64-dimensional Color Texture Moment (CTM, [18] ) to represent the images. The color histogram is calculated using 4 × 4 × 4 bins in HSV space. The Color Texture Moment is proposed by Yu et al. [18] , which integrates the color and texture characteristics of the image in a compact form. CTM adopts local Fourier transform as a texture representation scheme and derives eight characteristic maps for describing different aspects of co-occurrence relations of image pixels in each channel of the (SVcosH, SVsinH, V) color space. Then CTM calculates the first and second moment of these maps as a representation of the natural color image pixel distribution. Please see [18] for details.
To exhibit the advantages of using our algorithm, we need a reliable way of evaluating the retrieval performance and the comparisons with other algorithms. We list different aspects of the experimental design below.
Evaluation Metrics
To evaluate the effectiveness of an algorithm, we use both the precision-scope curve and the precision rate [12] . In our context, the scope specified by the number N , of topranking images returned in response to the user's query. The precision is the ratio of relevant images number to the scope N . A precision-scope curve records the precision over a range of scopes and can evaluate the overall performance of an algorithm. On the other hand, the precision rate emphasizes the precision for a particular value of scope. In general, it is appropriate to present 20 images on a screen. Putting more images on a screen might affect the quality of the presentation. Therefore, the retrieval performance at top 20 (the precision rate at scope 20) is especially important. Note that, during the retrieval process of each query, the user-labeled images at the previous iterations are excluded from future retrieval.
Five-fold Cross Validation
In a real image retrieval system, a query image is usually not in the image database. To simulate such environment, we use five-fold cross validation to evaluate all the algorithms. More precisely, we divide the whole image database into five equal-size sets and there are 20 images per category in each set. In each run of cross validation, one set is picked as the query set, and the other four sets are left as database set. The precision-scope curve and precision rate are derived by averaging the results from the five runs of cross validation.
Relevance Feedback Scheme
We designed an automatic feedback scheme to model the retrieval process. For each submitted query, our system retrieves and ranks the images in the database. At each it- eration, 5 images were selected from the database for user labeling and the label information is used by the system for re-ranking. Note that, the images which have been selected at previous iterations are excluded from later selections. For each query, the automatic relevance feedback mechanism is performed for four iterations.
Compared Algorithms
To demonstrate how our proposed algorithm improves the performance of image retrieval, we compared the following six algorithms:
• Our Active Subspace Learning (ACL) algorithm,
• Semi-supervised Discriminant Analysis (SDA) [3] ,
• Ridge regression (Ridge) [11] ,
• Ridge regression with Transductive Experimental Design (TED), [20] • Support Vector Machines (SVM),
• Support Vector Machine Active Learning (SVM-AL, [16] ),
Out of these six algorithms, ACL, TED and SVM-AL are active learning algorithms, whereas SDA, RidgeReg and SVM are standard passive learning algorithms. For SDA, RidgeReg and SVM, the user is required to label the top 5 images at each iteration, whereas for ACL, TED and SVM-AL, the 5 training images are selected by the algorithms themselves. It would be important to note that SVM-AL is based on the standard SVM and TED is based on ridge regression. These four algorithms are standard classification algorithms. Our ACL algorithm is based on SDA and both of these two are subspace learning algorithms.
Performance Evaluation
In real world, it is not practical to require the user to provide many rounds of feedbacks. The retrieval performances after the first two rounds of feedbacks are the most important. Fig. 1 shows the precision-scope curves of the six algorithms for the first two feedback iterations. Note that, SVM-AL can only be applied when there is a initial classifier available. Therefore, it can not be applied at the first round and we use the standard SVM to build the initial classifier.
The retrieval result reveal a number of interesting points:
1. In all the results, our ASL algorithm consistently outperforms the other four algorithms.
2. As can be seen from Fig. 1(b) , at the second round of feedback there is almost no performance difference between SVM, SVM-AL, and Ridge. On the other hand, the user is usually not willing to provide too many feedbacks. Therefore, the retrieval performance at the first round of feedback is crucial.
3. SVM-AL gains little improvement over the standard SVM, whereas both ASL and TED approaches significantly outperform their passive version SDA and Ridge Regression. This indicates that active learning based on optimal experimental design is more effec-tive than SVM-AL as to selecting the most informative samples.
4. Out of the three passive learning algorithms (SVM, Ridge and SDA), SDA significantly outperforms the other two. This shows that the unlabeled samples are very useful to discover the geometrical structure in the data and thus improve the learning performance.
Conclusion
In this paper we introduce a novel active subspace learning algorithm. Though there are plenty of works on active learning for classification, there is little work on actively learning a subspace. Drawing on the connection between subspace learning and linear regression [5] , we use techniques from optimal experimental design to select those data points which minimizes the expected predictive errors. Our proposed ASL algorithm can be naturally applied to relevance feedback image retrieval where the user can provide judgments on the selected examples. Our proposed algorithm outperforms Ridge Regression, SVM, SVM Active Learning [16] , Transductive Experimental Design [20] , and Semi-supervised Discriminant Analysis [3] .
