Within the coming decade, there will be a dramatic increase in the availability of inexpensive, computationally powerful mobile devices running applications which use the Internet Protocol (IP) to access multimedia services over broadband wireless connections. To this end, there has been extensive research and standardization in the areas of Mobile IP and IPv6. The purpose of this paper is to apply this work to the issues involved in designing a mobility model able to adapt to different wireless mobile IP scenarios. We describe the usefulness of this model in the 4th generation mobile multimedia systems to come. This new model has been synthesized through a comparative analysis of current mobile IP models where particular attention has been given to the problems of mobile IP handoff and mobility management and their impact on QoS. By applying a unique perspective to these problems, our model is used to set a roadmap for future mobile IPv6 test-bed construction.
INTRODUCTION
The integration of mobile cell-phones with Internet-based multimedia services is inevitable. The sheer number of potential users of such services within business, industry and the private sector will force a move to the next generation version of IP (IPv6) [1] . Companies and countries in the process of building packet-based network infrastructures to provide these services will want to invest in IPv6 rather than IPv4. To help pave the way for the standardization of mobile IPv6 (MIPv6), a solution should be found to the problem of handoff-induced packet delay and the impact it has on multimedia Quality-of-Service (QoS).
The development phase of wireless (cellular) networks is often referred to by a generation number: 1G for analog, 2G for GSM (and similar digital cellular networks) and 3G for UMTS. In this paper, we break this convention with the introduction of 4G, where we have a number of different networks and mobile devices having one thing in common -all nodes can communicate using IPv6.
The current version of the Internet Protocol (IPv4) will not be able to provide the functionality required by the mobile wireless information services which will follow the 3 rd generation (3G) IP-based services of today. The number of IPv4 addresses is diminishing rapidly. IPv4 does not provide support for the efficient routing of packets between mobile nodes. The complex signaling required by mobile nodes is poorly administrated by IPv4. There is no inherent mechanism in IPv4 for the automatic construction of the temporary addresses needed by mobile nodes.
IPv6 will provide the basis for flexible, scaleable, efficient, and manageable solutions to the problems presented by 4G systems. One of the most challenging problems is delivering IP-based information to moving mobile devices. The challenge is that packet-based networks based on IPv4 have traditionally assumed that end-nodes have permanent addresses and have a logically fixed position in space. Where mobile nodes are concerned, the physical network topology consists of links to end-nodes that may change position. Data-link protocols in traditional packet-based networks hide these topological details from network protocols. The proposed MIPv6 standard [2] , however, provides a network protocol that is "topologically aware". The solution provided in his paper aims at enhancing the "topological awareness" of MIPv6 so that, when the physical network topology changes, the QoS of multimedia applications using the wireless link will be kept within acceptable limits.
A great deal of work is currently being done to develop a standard for MIPv6. The goal is to provide adequate quality of service (QoS) to the upper-layer protocols in a mobile node (MN) using MIPv6. This paper contributes to this effort by establishing an efficient model for mobility management to ease the introduction of MIPv6 into 3G and, ultimately, 4G systems. In discussing the issues involved in MIPv6 mobility management, we use the terminology of the TCP/IP Reference Model [3] . Our ultimate goal is to provide an adequate level of QoS to real-time multimedia applications using MIPv6.
Application layer protocols generally use two classes of transport layer services: reliable data transfer with the Transmission Control Protocol (TCP) or real-time transfer with the User Datagram Protocol (UDP). If some of the IPv6 packets containing a stream of TCP datagrams are suddenly delayed, TCP reacts by severely restricting the rate of datagram transfer. If the IPv6 packets containing a stream of UDP datagrams are delayed, the real-time application using the UDP datagram might not meet the real-time QoS requirements for live audio and video. The resulting disruptions in audio or video playback would require potentially time-consuming refill of the playback buffer.
Physical movement by the MN may cause a handoff (HO) if the MN loses radio contact with one access-point and is switched to another access-point. During HO, while the MN is not able to receive any packets, the amount of delay is roughly proportional to the duration of the handoff. The main concern of our work is to find solutions to the problem of HO-induced packet delay. The solution should work with today's 3G systems and be able to adapt to future 4G systems.
The work presented in this paper is based on three of the most outstanding proposals to the solution of HO-induced packet loss and packet delay in MIPv6. We describe the salient features of these proposals and then use those features to develop our own hybrid solution. Our contribution to the MIPv6 initiative is a proof-of-concept solution to the problem of HO-induced packet delay that has the potential to surpass the performance of the three proposals upon which it is based. This paper is organized as follows: In Section 2 we present the mobility models used to build our proposed hybrid model. Section 3 describes the development of our model according to specifications of quality, policy and scenario. A comparison of our model to it's predecessors is provided in Section 4, followed by results of the comparison in Section 5. We illuminate the advantages and disadvantages of the various models in Section 6 and conclude in Section 7.
RELATED WORK
The mobile IP working group of the Internet Engineering Task Force has a number of draft proposals for models of mobility management using IPv6. All the proposals constitute work-in-progress with the aim of establishing a standard for MIPv6. Some of these proposed models specifically address the issue of managing HOs. We have selected 1) the basic MIPv6 proposal, 2) the hierarchical MIPv6 proposal and 3) the MIPv6 fast-handoff (HO) proposal as the basis of our hybrid model. They are presented here in evolutionary order.
The basic MIPv6 mobility model
A description of the basic MIPv6 model can be found in [2] . The basic MIPv6 components of this model are, aside from the MN, the Home Agent (HA), the Correspondent Node (CN) and the Access Router (AR). The MN has a Home Address (H@), typically registered in a Domain Name Server (DNS) which supports IPv6 addresses. The upper 8 bytes of the H@ match the home subnet prefix of the MN's home link. The home link has at least one AR that can offer HA services to the MN. Figure 1 gives a graphic description of these basic MIPv6 components. Any CN that sends an IPv6 packet addressed to the H@ will not be aware of the relocation of the MN. This is because the HA can now "tunnel" the original packet from the CN by encapsulating it in another IPv6 packet. This outer packet is addressed to the CoA. When the MN receives the tunnelled packet, it removes the outer IPv6 header to extract the original packet sent by the CN.
The AR and MN that share a common link make their presence known to each other using the messages defined in the Neighbor Discovery standard [4] . The AR multicasts advertisements at fixed intervals to the MN and all other IPv6 nodes attached to the local-link. These unsolicited advertisements contain the subnet-prefix used on the link, the timeinterval between AR advertisements and whether stateful or stateless autoconfiguration is used on the link.
An MN attached to the link sends Neighbor Advertisements (NA) to register the hardware address of the MN with the AR and any other nodes that need to send data-link frames to the MN. An MN can also solicit advertisements from the AR when necessary.
Neighbor discovery can be used by the MN in MIPv6 to detect physical movement. If a previously undetected AR advertisement is received, the MN has moved to a new link. If a previously detected AR advertisement is not received within the advertised time-interval, contact with the old link has been broken. These events may be used by movement detection algorithms in the MN to initiate HO-procedures.
An MN uses autoconfiguration to acquire a temporary CoA when it has moved to a foreign link [5] . If stateless autoconfiguration is used, the MN concatenates the subnet-prefix from the AR advertisement with the hardware address of the MN's network interface card to form the CoA. With stateful autoconfiguration, an IPv6 Dynamic Host Control Protocol (DHCPv6) server delegates the CoA to the MN.
In the basic MIPv6 model, only MNs send out BUs. A BU can be registered with a CN, the HA or the AR by saving it in a cache. The binding of the MN's temporary CoA to the MN's H@ can be considered sensitive information in at least two respects: 1) a malicious third party can usurp an IPv6-based connection by registering a BU with a false CoA, 2) the CoA can be used to determine the MN's physical location. A solution to 1) requires an authentication mechanism while addressing 2) requires a method to preserve confidentiality. The standard solution proposed in [2] is to use IPSec [6] for IP-layer packet encryption.
The MN keeps track of every sent BU in a BU list. For each BU sent, the following eight values are saved in the BU list: 1) IPv6 address of recipient, 2) H@ used, 3) CoA used, 4) Lifetime, 5) sequence number, 6) time sent, 7) state of retransmissions, 8) do not send flag. An MN can request that receipt of the BU be acknowledged using a BU Acknowledgement (BAck).
Before the end of a particular BU lifetime, the MN may choose to renew it by resending the BU. Any MIPv6 node that caches and uses BUs can send a request for a BU-renewal to the MN. When the MN sends a BU with lifetime = 0, the BU must be removed from the receiver's cache.
Tunnels emulate link-level connections between MIPv6 nodes. They are one-way, logical connections with an entry and exit point. The MIPv6 node at the exit point uses a BU plus a specific command to direct the node at the entry point to build and activate the tunnel. If the BU expires or the BU lifetime is set to zero by the MN at the exit point, the tunnel is removed. Tunneled MIPv6 packets are encapsulated at the entry point and decapsulated at the exit point.
One of the powerful features of the IPv6 standard is the use of header extensions to allow control information to be sent "on top of" the regular flow of IPv6 packets. As stated in [7] , MIPv6 can take advantage of some of these header extensions. The header extensions of particular interest to our work are the Destination Options Header and the Routing Header.
BUs are sent in a destination options extension header either as a stand-alone packet or in an existing packet. BAck and BU requests are also sent in this way between MIPv6 nodes.
Although the HA uses a BU to tunnel packets to the MN, a CN does not tunnel packets. The CN uses the information in a BU to send a packet to the MN's CoA while including the MN's H@ in a routing header extension. In this way, the packet is routed to the temporary address of the MN but, upon extracting the information contained in the routing header extension, the MN can recover the "real" destination address (= H@). The packet is then processed just as it would be if the MN were connected to it's home-link.
In a wireless network, handoffs are first detected by the level-2 (L2) data-link protocol used in the wireless system. However, a detailed discussion of wireless L2 protocols lies outside the scope of this study. Obviously, changes in signal strengths relative to given threshold levels can be used by MNs to help determine an HO-condition. Transponders at wireless access-points using directional antennas may be able to use both directional and signal-strength data to aid the network in determining an HO-condition.
The HO is therefore determined by the L2 protocol either in the MN, the network or both. A new wireless link will then be established, allowing the nodes at each end to exchange frames of data. However, the level-3 (L3) protocol is not yet aware of the HO. The L3 subnet-prefix on the new link may be different from the old prefix, in which case the MN must obtain a new L3 address. The issue is then: How does the L3 protocol determine that a HO has occurred so that it can check and, possibly, change the L3 address being used?
One solution is provided by Neighbor Discovery in the basic MIPv6 model as described above. Another solution is to provide a mechanism that allows L2 to inform L3 that an HO-condition is present. The phases of HO in the MIPv6 model can be described in the following steps, which are common to all different approaches discussed in the work:
1) The wireless L2 protocol detects the handoff 2) MIPv6 detects the handoff, potentially assisted by the L2 3) If the IPv6 subnet-prefix has been changed, new CoA must be determined 4) MN sends BUs to all CNs, the HA and the ARs to inform them of the new CoA.
The basic MIPv6 model [2] uses the destination options header and the routing header of IPv6 in innovative ways, as described above. It also eliminates the need for all packet-traffic exchanged between the CN and MN to be routed via the HA. After the first packet from the CN is tunneled via the HA to the MN, all remaining packets from the CN will be routed directly to the MN.
Another innovation is the mechanism for HO-detection. The AR acts like a beacon, sending out advertisement "signals" to the MN at regular intervals. If an advertisement does not arrive when it should, the movement detection algorithm in the MN comes into play to implement the HO-policy. Alternatively, new AR advertisements cause the movement detection algorithm to begin execution.
The negative aspects of the model clearly include security issues. While these issues are outside the current scope of our study, they must be dealt with before MIPv6 can become a standard. A shortcoming that is within the scope of the study is the delay involved in the HO-mechanism described above. The worst-case scenario for the time delay to simply detect an HO would be the time interval between oldAR advertisements plus the time interval between newAR advertisements. The current recommendation in [2] gives a value of 1 second for this worst-case time delay. Add to that the time required for newCoA determination and registration using BUs plus the latency and relatively low bandwidth of the wireless link and the result is clearly unacceptable for real-time mobile multimedia applications.
The hierarchical model for MIPv6
The hierarchical model [8] Unfortunately, this innovation does not help performance for CNs that happen to be in the same MAP domain as the MN. In this case, when a CN initially contacts an MN, the first packet might very well be routed outside of the MAP domain to the HA associated with the MN. When the MN replies by using a destination header extension to inform the CN of the MNs CoA (i.e. a BU is sent to the CN), the situation is identical to the basic MIPv6 model. There is no real comparative improvement in performance.
It is true that a CN outside of the MAP domain would not need to be informed of change of CoA by the MN as long as it moves within the MAP domain. The disadvantage in this case is that all packets to and from the CN must be sent through the MAP and tunneled to the MN.
The fast-handoff model for MIPv6
The next evolutionary step in MIPv6 model development is the fast-HO model [9] . In this concept, the MAP of the hierarchical model is now equipped with certain proxy abilities and placed within the AR, as close as possible to the MN. When an MN moves from one such AR to another, packets are forwarded through a tunnel from the oldAR to the newAR, just as they were in the hierarchical model.
It is important to understand that the fast-HO model is most advantageous in a scenario where the wireless data-link protocol between the MN and the access point offers, at most, one active link at a time. When two or more such links with different access points are offered, the fast-HO model offers no real advantage over the basic MIPv6 model. Another important point concerning the fast-HO model is that the data-link layer must be able to provide information about the mapping of access-points to ARs within neighboring domains. A domain is a collection of access-points, each with globally unique identification numbers that are connected to the same AR with a given subnet-prefix.
Within the confines of this scenario, the AR is able to proxy for the MN by calculating the newCoA when an HO event occurs. If the data-link layer within the network determines an HO-condition, the following steps are carried out in sequence: 1) the AR calculates a newCoA, 2) the AR uses the mapping described above to determine the address of the targeted newAR in the neighboring domain, 3) the AR requests permission from the targeted newAR to use the new-CoA. In parallel with step 2, the AR sends the newCoA to the MN where it is cached. The MN replies with a BU to the AR.
If this series of steps is successful, the AR sends simultaneous Binding Acknowledgements to both the MN and newAR. At this point, it makes no difference if the old or new wireless link is active since the BAck will reach the MN in either case.
Before HO, packets addressed to the oldCoA are routed by the oldAR to the MN. After HO, packets addressed to the newCoA are routed by the newAR to the MN. During the HO period, packets addressed to the oldCoA are temporarily tunneled from the oldAR to the newAR for delivery to the MN.
The use of a proxy to minimize packet-loss after an HO is the primary innovation in this model. The AR in the model not only proxies for the MN by managing the determination of the newCoA, it also builds a temporary tunnel for forwarding packets. Only four new message types are added to the basic MIPv6 model.
Unfortunately, packet loss is not the main issue where real-time wireless multimedia applications are concerned. TCP can itself handle the loss of packets. Real-time UDP applications are more sensitive to packet delay than packet loss. The forwarding of packets from the oldAR to the newAR would only rarely coincide with the optimal routing path for these same packets between the CN and MN. The fast-HO model is also heavily dependent on information from the data-link protocol. The HO-event must be signalled to MIPv6 and the mapping of access points to AR addresses must be made available.
DEVELOPMENT OF THE HYBRID MIPV6 MODEL
4G technology promises mobile devices with the power of today's table-top computers and high-bandwidth radio links. Where economically feasible, small cells will be used to reduce latency. However, decreasing cell size and/or increasing the speed of movement of MNs will result in a higher HO-frequency.
To help combat the negative impact of frequent HOs on QoS, we have developed a hybrid model for mobility management. Our model builds upon the fundamental concepts of the fast-HO model where certain MIPv6 functions in the MN are handled by a proxy in the AR. The hybrid model strives to inform the CN of the newCoA immediately after HO occurs. This allows the routing algorithms in the router-subnet (i.e. Internet in figure 1 ) to quickly find the optimal route between the CN and MN. Packet-delay caused by the forwarding of packets from the oldAR to the newAR is minimized.
Assumptions and basic scenario
The following basic restrictions have been assumed in our MIPv6 scenario. In scenarios outside of these restrictions where the hybrid model is not able to assist in performing an HO, the HO-mechanisms of the basic MIPv6 model can take over.
We assume the following: 1) L2 is able to signal L3 in advance that an HO-event will occur. 2) L2 is able to supply information about the mapping of access-point identifiers to the IPv6 addresses of the ARs to which they are linked.
3) The single-link assumption is used which means that the MN has, at most, one active L2 link to an access-point at any given time.
In our basic scenario, when an MN moves across the boundary between two suppliers of MIPv6 services, the suppliers will have to provide each other with the mapping information (in assumption 2 above) where their neighboring accesspoints (e.g. base stations) are concerned.
The fundamental mechanism of the hybrid model
The goal of the hybrid model is to inform the CN of a newCoA immediately after HO. This is accomplished by allowing the AR to send out BUs on behalf of the MN. The BU list (see Section 2.1) in the MN is copied to the AR. This copy must be managed by the AR-proxy in the same way that the original is managed in the MN. The copy is periodically synchronized with the original. As soon as an HO-event is detected and the newCoA has been generated by the AR, the copy of the BU list is used to inform all active CNs of the newCoA.
When an MN enters a new domain, it first sends a Neighbor Advertisement (NA) to the newAR to start the flow of packets over the new wireless link. Immediately following this, a special Router Solicitation for Hybrid Proxy (RtSolHPr) message containing the BU list of the MN is sent to the newAR. If the newAR supports the hybrid proxy function, it caches a copy of the current state of the BUs for this particular mobile node and responds with an HPrRtAdv. The lack of a response after one retransmission indicates that no Hybrid Proxy support is available and that basic Neighbor Discovery (Section 2.1) must be used.
The MN periodically sends RtSolHPr messages to synchronize the copy of the BU list cached by the newAR with the original. The AR manages the lifetimes of the entries in this cached copy in the same way that the MN manages the lifetimes of the entries in the original list. This copy of the BU list is used solely for the purpose of sending BUs on behalf of the MN when HO to a new subnet-prefix occurs.
Aspects of the hybrid model for MIPv6
Our hybrid model is based on the fast-HO model presented in Section 2.3. The scenario and restrictions that apply to the fast-HO model apply here as well. The hybrid model provides all the functions found in the fast-HO model. In addition to these, the AR in the hybrid model uses a cached copy of the MNs BU list as described above.
The time-point when the L2 protocol warns of an impending HO is critical. In the fast-HO model, this time-point causes the AR to compute a newCoA and send it to both the MN and the targeted newAR for confirmation. Our hybrid model does this as well but it also sends a BU to all active CNs at this critical time-point. The result is that the number of packets forwarded through the temporary tunnel between the oldAR and newAR is minimized. The hybrid model allows the optimal path for the routing of packets from the CN to the newAR to be computed by the network routing algorithms as quickly as possible.
The major innovation of the hybrid model is the distribution of the BU list from an MN to the AR that provides proxy services to the MN on the same link. This helps to alleviate a major shortcoming of the fast-HO model, namely the packet delay introduced by temporarily tunneling packets from the oldAR to the newAR.
However, the periodic distribution of BU lists over the wireless link uses extra bandwidth. While this might be a minor issue in 4G systems, it could be problematic in 3G systems. As in the case of the fast-HO model, the hybrid model is heavily dependent upon L2 signaling of HO-events and mapping of access-points to ARs.
MODEL COMPARISON AND ANALYSIS

Explanation of the model comparison method used
A central task in our study of HO-induced packet delay is the verification of a proof-of-concept for the hybrid model. If the proof-of-concept is demonstrated to be valid, we can move forward to a performance simulation of the hybrid model. If the concept still holds after simulation tests, a prototype can be built. 
Signaling diagram for the basic MIPv6 model
The signaling diagram is shown in figure 2 . A description of the signals and their meaning is given in Section 2.1. Note that only after the MN has been disconnected and then connected to a new link does the MIPv6 process realize that HO has occurred due to the detection of a new Router Advertisement (RtAdv).
Packet flow is disrupted when the L2 link between the MN and oldAR is broken. The MN must receive an RtAdv from the newAR to calculate a newCoA. When this newCoA has been accepted, it must be registered with the newAR using a Neighbor Advertisement (NA). Finally, a BU containing the newCoA must be registered with the CN before the packet flow can be resumed 
Signaling diagram for the hierarchical MIPv6 model
Please refer to Figure 3 and the description given in Section 2.2. The signaling diagram is very similar to that of the basic model. As long as the MN remains within the MAP domain (described in section 2.2), the BU only has to be registered with the MAP. This is because the HA (not shown) has a tunnel to the MAP. The tunnel from the MAP to the CN is broken during the HO process just as the packet flow is broken in the basic model. The MAP, however, is fewer router-hops away from the MN than the HA, resulting in a shorter period of packet loss. Figure 4 shows the signaling of the fast-HO model. Section 2.3 gives a description of the signals. A major difference between this model and the basic and hierarchical models is L2 assistance in performing an HO. The assumption here is that L2 assistance is provided in the network (oldAR), not in the end-node (MN).
Signaling diagram for the fast-HO MIPv6 model
When an HO-warning occurs, the oldAR calculates the newCoA, relieving the MN of this task. The newCoA is sent to both the MN and newAR (PrRtAdv and HI messages, respectfully). Their responses (F-BU and HAck) verify the validity of the newCoA. A forwarding tunnel can now be constructed from the oldAR to the newAR. This prevents packet loss but packets from the CN are not optimally routed to the MN and must take a "side-trip" through the oldAR. At a later time, the new link is established and the MN sends an NA to start the flow of packets from the newAR. These packets have experienced delay due to buffering in the oldAR and newAR and the sub-optimal route they have taken. Once the CN is informed of the newCoA in a BU, it can send optimally routed packets directly to the MN. 
RESULTS
We have chosen the comparison of signaling diagrams as the primary tool in validating our proof-of-concept. The diagram in figure 4 shows that the fast-HO model informs the CN of the newCoA after the MN has been disconnected from the old link and re-connected to the new link. In comparison, the hybrid model as shown in figure 5 is able to inform the CN of the new CoA before the MN has been disconnected. 
DISCUSSION
Our comparative analysis provides strong evidence that, when the AR is allowed to send BUs on behalf of the MN, the impact of HO-induced packet delay on wireless real-time multimedia applications will be reduced.
The criteria used to evaluate the hybrid model are centered on a scenario in which L2 HO-assistance within the network is available to MIPv6. This is most likely the case in a commercial setting where a supplier of MIPv6-based services controls both the network and the software in the MNs.
The hybrid model moves some of the functions of MIPv6 from the end-node (i.e. MN) to the network (i.e. AR). MNs that support the hybrid model for MIPv6 can, therefore, be relieved of some processing burden. When this support is not available, the hybrid model falls back to the HO-mechanisms of basic MIPv6.
The following issues and questions need to be investigated by software simulation of the hybrid model or prototype testing:
1) The AR should not request acknowledgement of BU receipt when sending BUs on behalf of the MN. A lost BU simply causes the mechanisms of the basic MIPv6 model to come into play.
2) The AR uses the CoA of the MN as sending address when it sends BUs on behalf of the MN. This "spoofing" of addresses by the AR may have security implications. 3) The optimal frequency of the synchronization of BU list updates may be difficult to determine. To provide insight in addressing these issues, the authors envision simulation studies using the OPNET network simulator. The outcome of these simulations will be used in choosing suitable prototype hardware and software.
CONCLUSIONS
The hybrid model has the potential to reduce the impact of HO-induced packet delay on wireless real-time multimedia applications. This potential should be further investigated by simulation and prototype testing. The authors believe that the hybrid model will help to standardize MIPv6. This standardization will, in turn, provide 4G mobile devices with a viable network-layer protocol for accessing IP-based resources.
