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In this paper, we consider the linearizability problem of complex planar polynomial sys-
tems of the form x˙ = x + P4, y˙ = −2y − Q4, where P4 and Q4 are homogeneous quartic
polynomials. We obtain the necessary and sufficient conditions for linearizing the systems.
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1. Introduction and main results
Recall the classical center problem (or Dulac’s problem) for real planar vector fields
x˙ = dx
dt
= −y+ P(x, y), y˙ = dy
dt
= x+ Q (x, y), (1)
where P(x, y) and Q (x, y) are polynomials of degree nwithout constant and linear parts. One has to find conditions, on the
coefficients of P(x, y) and Q (x, y), under which a neighborhood of the origin is covered by periodic solutions of the system.
When system (1) has a center at the origin, if all the periodic solutions in the center area have the same period, the center is
called isochronous center. According to a result of Poincaré and Lyapunov, the problem of isochronous centers is equivalent
to the linearizability problem of system (1) (see Definition 2).
Let x+ iy = z ∈ C, i2 = −1 and t → it , then system (1) is transformed into a complex system
z˙ = z + · · · , ˙¯z = −z¯ + · · · .
Thus, a real system with a center corresponds to a complex system
x˙ = x+ · · · , y˙ = −y+ · · · ,
with a 1:−1 resonant saddle and a local analytic first integral H = xy+ h · o · t at the origin (in our paper, h · o · t expresses
higher order terms). Therefore a natural generalization of the center problem is to consider a polynomial complex planar
vector field of the form
x˙ = px+ P(x, y), y˙ = −qy− Q (x, y), (2)
where P and Q are complex polynomials and p and q are positive integers with (p, q) = 1. Such a generalization has been
considered in [1–3]. The corresponding center problem becomes the integrability problem of system (2).
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The linearizability problem is one of particularly important cases in the center problem and also has a significant
application in qualitative analysis and bifurcation theory. Clearly, if a system is linearizable, then it is integrable, but not
vice versa.
The linearizability problem has been extensively studied by many authors. For example, when p = q = 1, in [4,5],
the authors have completely solved the cases with both P and Q being homogeneous polynomials of degrees 2, 3 and 5.
Remark that, in real case, the center problem has also been studied for quadratic P and Q (Bautin [6]) and for homogeneous
cubic P and Q (Sibirskii [7]). In [8,9], the necessary and sufficient conditions of linearizability for time-reversible cubic and
homogeneous quartic systems are given. For p = 1 and q = 2, the quadratic system is studied in [2]. More studies can be
found in, e.g., [1,4,10–14]. For general p and q, even for quadratic systems, this problem is still open. In fact, even for the
Lotka–Volterra system, it is far from being solved.
Historically, the progress in solving the linearizability problem is pretty slow. The main reason is that the unique way to
obtain necessary conditions of linearizability is to calculate the so-called linearizability quantities (see Definition 4) which
are polynomials in the coefficients of system (2). These quantities can be computed algorithmically. However, with the
growth of the order, usually they become too complicated to handle.
In this paper, we shall mainly discuss the linearizability problem of a class of system (2). In other words, we shall look
for the necessary and sufficient conditions in terms of the coefficients of P and Q . More precisely, we consider the following
system
x˙ = x+ P4(x, y), y˙ = −2y− Q4(x, y), (3)
in C2, where P4 and Q4 are homogeneous polynomials of degree 4. In terms of a given coordinate system, we denote
P4 = a4x4 + a3x3y+ a2x2y2 + a1xy3 + a0y4,
Q4 = b0x4 + b1x3y+ b2x2y2 + b3xy3 + b4y4. (4)
Notice that if a0b0 ≠ 0, they can be reduced to any given nonzero constants by a linear scaling. Clearly, system (3) is still
linearizable after a linear scaling. In this sense, the main results of the paper is the following theorem.
Main Theorem. System (3) is linearizable if and only if a3 = b2 = 0 and one of the following conditions holds:
(I) a0 = a1 = a2 = b3 = b4 = 0;
(II) a4 = b0 = b1 = 0;
(III) a0 = a1 = a2 = b0 = b3 = b1 − a4 = 0;
(IV) a0 = a2 = b0 = b1 = b3 = 0;
(V) a0 = b0 = b1 + a4 = b3 + a2 = b4 + a1 = 0;
(VI) a0 − 1 = a1 = a2 = b0 = b3 = b4 = 4b1 + a4 = 0;
(VII) a1 = a2 = b0 = b4 = 2b1 − a4 = 0;
(VIII) a0 = a1 = a4 = b0 − 1 = b1 = b4 = b3 + 4a2 = 0;
(IX) a0 = b0 − 1 = b1 − 1 = a1 − 864 = a2 − 108 = a4 + 7 = b3 + 324 = b4 − 432 = 0;
(X) a0 − 9 = a1 + 8 = a2 + 6 = a4 − 5 = b0 + 3 = b1 + 2 = b3 − 18 = b4 + 13 = 0.
We present the corresponding systems as follows. They are more convenient forms for judging whether a given system
of the form (3) is linearizable or not.
(I) x˙ = x+ a4x4, y˙ = −2y− b0x4 − b1x3y;
(II) x˙ = x+ a2x2y2 + a1xy3 + a0y4, y˙ = −2y− b3xy3 − b4y4;
(III) x˙ = x+ a4x4, y˙ = −2y− a4x3y− b4y4;
(IV) x˙ = x+ a4x4 + a1xy3, y˙ = −2y− b4y4;
(V) x˙ = x(1+ a4x3 + a2xy2 + a1y3), y˙ = y(−2+ a4x3 + a2xy2 + a1y3);
(VI) x˙ = x+ a4x4 + y4, y˙ = −2y+ a44 x3y;
(VII) x˙ = x+ a4x4 + a0y4, y˙ = −2y− a42 x3y− b3xy3;
(VIII) x˙ = x+ a2x2y2, y˙ = −2y− x4 + 4a2xy3;
(IX) x˙ = x− 7x4 + 108x2y2 + 864xy3, y˙ = −2y− x4 − x3y+ 324xy3 − 432y4;
(X) x˙ = x+ (x− y)2(5x2 + 10xy+ 9y2), y˙ = −2y+ (x− y)2(3x2 + 8xy+ 13y2).
We noticed that very long lists of classification in the 1:−1 homogeneous time-reversible quartic case and the
homogeneous quintic case studied in [8,5] can be essentially rearranged and put into much more compact forms like given
here.
The proof ofMain Theoremwill be given in Section 3. Inwhat follows,we first introduce somepreliminaries about general
methods for linearizability.
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2. Preliminaries
In this section, we first introduce some necessary definitions and notations, followed by an algorithm to obtain the
necessary conditions for linearizability, then we present two methods to prove sufficiency.
Definition 1. System (2) is integrable at the origin if there exists an analytic change of coordinates,
X = x+

n≥2
Φn(x, y), Y = y+

n≥2
Ψn(x, y), (5)
where Φn(x, y) = i+j=n φi,jxiyj and Ψn(x, y) = i+j=n ψi,jxiyj are homogeneous polynomials of degree n, bringing the
system to an analytic system
X˙ = pXh(X, Y ), Y˙ = −qYh(X, Y ), (6)
with h(X, Y ) = 1+ O(X, Y ). The function XqY p = xqyp + h · o · t is then an analytic first integral of the type introduced by
Dulac, whence the name integrable, i.e., an equivalent definition is that system (2) is integrable at the origin if and only if it
has a local analytic first integral.
Definition 2. System (2) is linearizable at the origin if there exists an analytic change of coordinates (5) turning system (2)
into the system
X˙ = pX, Y˙ = −qY . (7)
From classic normal form theory of vector fields, there always exists a formal change of the form (5) transforming system
(2) to its formal normal form
X˙ = pX

1+

k≥1
c(1)k (X
qY p)k

, Y˙ = −qY

1+

k≥1
c(2)k (X
qY p)k

. (8)
Generally speaking, normal form (8) of a given system is not unique, because it depends on the choice of the change (5).
However, between two different normal forms of the same system, there always exists a formal change (5) transforming
one to another. This is because, from the formal change (5), x and y can be also expressed as a formal power series of X and
Y , i.e., x = X + h · o · t and y = Y + h · o · t .
According to [15], we have the following lemma.
Lemma 1 ([15]). If c(1)k = c(2)k (respectively c(1)k = c(2)k = 0) for all k ≥ 1, then system (2) is integrable (respectively linearizable).
In [16], the authors proved that c(1)k = c(2)k for all k ≥ 1 are also necessary conditions for integrability.
Lemma 2 ([16]). System (2) is integrable at the origin if and only if c(1)k = c(2)k for all k ≥ 1.
For linearizability, the analogous conclusion is the following lemma, which is a particular case of Theorem 4.2.2 of [17].
Lemma 3. System (2) is linearizable if and only if c(1)k = c(2)k = 0 for all k ≥ 1.
Definition 3. In terms of (8), the quantity πk = c(1)k − c(2)k is called the k-th saddle quantity; τk = c(1)k + c(2)k is called the
k-th generalized period constant.
Similar to the proof in [18], we have the following lemma.
Lemma 4. System (2) is linearizable at the origin if and only if there exists a unique formal series (5)withφkq+1,kp = ψkq,kp+1 = 0
for all k ≥ 1 transforming the system to its normal form (7).
Now we discuss the method to obtain the necessary conditions for linearizability. Similar to the Theorem 3.1 in [14],
the following lemma can be regarded as its generalization and the proof gives an algorithm to compute the linearizability
quantities.
Lemma 5. For system (2), there exists a formal power series (5) such that
X˙ − pX = px

k≥1
l(1)k (x
qyp)k, Y˙ + qY = −qy

k≥1
l(2)k (x
qyp)k (9)
here φkq+1,kp and ψkq,kp+1 can be chosen arbitrarily for all k ≥ 1, but once all of them are given, this formal change and l(i)k can
be determined uniquely, i = 1, 2.
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Proof. Differentiating (5) along the trajectories of system (2), we have
X˙ = x˙+

n≥2

∂Φn
∂x
x˙+ ∂Φn
∂y
y˙

= px+ P +

n≥2

px
∂Φn
∂x
− qy∂Φn
∂y

+

n≥2

P
∂Φn
∂x
− Q ∂Φn
∂y

.
So
X˙ − pX = P +

n≥2

px
∂Φn
∂x
− qy∂Φn
∂y
− pΦn

+

n≥2

P
∂Φn
∂x
− Q ∂Φn
∂y

=

n≥2
Wn(x, y).
Denote P =n≥2 Pn(x, y) and Q =n≥2 Qn(x, y), hereWn, Pn and Qn are homogeneous polynomials of degree n, then
Wn =

px
∂Φn
∂x
− qy∂Φn
∂y
− pΦn

+

r+s=n+1,r,s≥2

Pr
∂Φs
∂x
− Qr ∂Φs
∂y

+ Pn
=

i+j=n
φij(ip− jq− p)xiyj +

r+s=n+1,r,s≥2

Pr
∂Φs
∂x
− Qr ∂Φs
∂y

+ Pn.
Clearly Wn only depends on Φs, s ≤ n. Notice that ip − jq − p = 0 if and only if i = kq + 1 and j = kp, k is an integer.
If n ≠ k(p+ q)+ 1, we letWn = 0, else letWn = pl(1)k x(xqyp)k and choose φkq+1,kp and ψkq,kp+1 arbitrarily. Comparing the
coefficients of both sides of Wn = 0 (respectively Wn − pl(1)k x(xqyp)k = 0), we can obtain a system of linear equations in
variables φi,j with i+ j = n (respectively l(1)k and φi,j with i+ j = k(p+ q)+ 1 except i = kq+ 1) and the coefficient matrix
is nondegenerate. So once φkq+1,kp and ψkq,kp+1 for all k ≥ 1 are given, φi,j and l(1)k can be uniquely determined recursively.
The second formula can be obtained by the same way. 
Then we have the following theorem.
Theorem 1. System (2) is linearizable if and only if l(1)k = l(2)k = 0 for all k ≥ 1.
Proof. We shall prove the sufficiency part first. If l(1)k = l(2)k = 0 for all k ≥ 1, from Lemma 5, system (2) has a formal normal
form (7), then is linearizable from Lemma 1.
For the necessity part, if l(i)k ≠ 0 for some k, without loss of generality, we assume l(1)k0 ≠ 0 and l(i)k = 0 for all k < k0 and
i = 1, 2, here k0 ≥ 1 is an integer, that is, from Lemma 5,
X˙ − pX = px
∞
k=k0
l(1)k (x
qyp)k, Y˙ + qY = −qy
∞
k=k0
l(2)k (x
qyp)k.
Taking x = X + h · o · t and y = Y + h · o · t into the above equations, we have
X˙ = pX(1+ l(1)k0 (XqY p)k0)+ h · o · t, Y˙ = −qY (1+ l(2)k0 (XqY p)k0)+ h · o · t. (10)
From the normal form theory of Poincaré, there exists a formal change of the form
X = z +

n>k0(p+q)+1
Zn(z, w), Y = w +

n>k0(p+q)+1
Wn(z, w),
normalizing system (10), here Zn and Wn are homogeneous polynomials of degree n. This transformation does not change
the (k0(p+ q)+ 1)-th form of system (10), so system (2) has a formal normal form
z˙ = pz

1+ l(1)k0 (zqwp)k0 +
∞
k>k0
c(1)k (z
qwp)k

,
w˙ = −qw

1+ l(2)k0 (zqwp)k0 +
∞
k>k0
c(2)k (z
qwp)k

.
From Lemma 3, system (2) is not linearizable. The proof is completed. 
Definition 4. The l(1)k and l
(2)
k in Lemma 5 are called the k-th linearizability quantities.
G. Dong / J. Math. Anal. Appl. 396 (2012) 215–224 219
From Lemmas 4 and 5 and Theorem 1, to obtain the necessary conditions for linearizability, we only need to compute l(i)k
and let them be zero by using the change (5) with φkq+1,kp = ψkq,kp+1 = 0 for all k ≥ 1.
Remark 1. The above discussions are all about system (2). In fact, Definition 2 is also valid for the following node system
x˙ = px+ P(x, y), y˙ = qy+ Q (x, y), (11)
with the same assumption on p, q and P , Q . In this case, there is either no resonant relation or exactly one resonance. In the
latter case, a necessary condition is p = 1 and q > 1. Then the normal form of system (11) is
X˙ = X, Y˙ = qY + cqXq.
Clearly the linearizability (also integrability) is equivalent to cq = 0. Therefore, we only need to calculate one node
quantity cq, in terms of the coefficients of system (11). An algorithm can be found in [1].
A very practical method of linearizability, suitable for a large class of vector fields, is given in [19], where the notion of
admissible nonlinearities is introduced. To see this method, consider a formal vector field V (x) on a domain D in Cn, with a
singular point at the origin with linear part A,
V (x) = Ax+ h(x), h(x) =
n
i=1

|M|≥2
hMi x
Mei, (12)
where A is already in the Jordan canonical form, h(x) is the nonlinearity, ei is a unit vector indicating the location of the term,
∂
∂xi
, M = (m1, . . . ,mn) with mj nonnegative integers and |M| = m1 + · · · + mn. This formal vector field can be the power
series expansion of a holomorphic vector field.
Let λ = (λ1, . . . , λn) be the eigenvalues of A. The eigenvalues are said to be resonant if, for some i, there exists M and
|M| = m ≥ 2, such that
λi = M · λ.
Then the number m is called the order of this resonance. The monomial xMei is a resonant monomial attached to this
resonance.
Definition 5. The nonlinearity h(x) is admissible if all linear combinations with nonnegative integers (not all zero) of
RMi = M · λ− λi, for which hMi is nonzero, are nonzero.
Theorem 2 ([19]). Let V (x) be a formal (holomorphic) hyperbolic vector field of the form (12), if the nonlinearity h(x) is
admissible, then there exists a formal (holomorphic) change of coordinates u = φ(x) linearizing V (x).
Applying this theorem to the complex planar vector fields (2), one can easily get the following corollary.
Corollary 1. System (2) is linearizable, if P =i+j≥2 ai,jxiyj and Q =i+j≥2 bi,jxiyj satisfy one of the following conditions
(i) ai,j = 0 if ip− jq− p ≤ 0, and bi,j = 0 if ip− jq+ q ≤ 0;
(ii) ai,j = 0 if ip− jq− p ≥ 0, and bi,j = 0 if ip− jq+ q ≥ 0.
Proof. It is not difficult to check that condition (i) is equivalent to RMi > 0 and (ii) is equivalent to R
M
i < 0 for which h
M
i is
nonzero, so the corresponding P and Q are admissible, system (2) is linearizable. 
Another effectivemethod to obtain sufficiency is to look for the so-called Darboux factors of the polynomial vector fields.
The details of this method can be found in [2].
Definition 6. If an analytic function F(x, y), along the vector field (2), satisfies
∂F
∂x
x˙+ ∂F
∂y
y˙ = K(x, y)F ,
then F is called a generalized Darboux factor, and for some analytic function K(x, y) is called the cofactor of F(x, y), denoted
by K = cof (F).
Theorem 3 ([2]). Polynomial system (2) of degree n is linearizable if one of the following three situations occur:
Case 1. There exist Darboux factors Fi(x, y) and the corresponding cofactors Ki(x, y), i = 1, . . . , k, defined in a neighborhood
of the origin and numbers α1, . . . , αk−1, β2, . . . , βk ∈ C satisfying
(i) F1(x, y) = x+ o(x, y), Fk(x, y) = y+ o(x, y), Fi(0, 0) ≠ 0 for i = 2, . . . , k− 1;
(ii)
k−1
i=1 αiKi = p;
(iii)
k
i=2 βiKi = −q.
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The linearizing change of coordinates is given by X =k−1i=1 Fiαi , Y =ki=2 Fiβi , and the system is integrable with the first integral
XqY p.
Case 2. System (2)with p = 1 is integrable with the first integral H(x, y) = xqy+h·o·t and there exist Darboux factors Fi(x, y)
and the corresponding cofactors Ki(x, y), i = 1, . . . , k, defined in a neighborhood of the origin and numbers α1, . . . , αk ∈ C
satisfying
(i) F1(x, y) = x+ o(x, y), Fi(0, 0) ≠ 0, i = 2, . . . , k;
(ii)
k
i=1 αiKi = 1.
The linearizing change of coordinates is given by X =ki=1 Fiαi , Y = H(x,y)Xq .
Case 3. An analogous case follows from Case 2 under the change (x, y, t, q) → (y, x,−qt, 1q ).
One can get the following corollary immediately.
Corollary 2. If system (2) has the form
x˙ = x(p+ f ), y˙ = y(−q+ f ),
here f is a homogeneous polynomial of degree n without the term (xqyp)k, then it is linearizable, and the linearization change is
given by
X = x(1+ F)− 1n , Y = y(1+ F)− 1n , (13)
here F is also a homogeneous polynomial of degree n and determined by the equation px ∂F
∂x − qy ∂F∂y = nf .
Proof. It is not difficult to see that there exist three Darboux factors x, y and 1 + F , and the corresponding cofactors are
cof (x) = p+ f , cof (y) = −q+ f and cof (1+ F) = nf . By Theorem 3, the system can be linearized by (13). 
3. Proof of the main results
In this section, we shall prove the Main Theorem.
Proof of the Main Theorem. We shall prove the necessity part first. To look for the necessary conditions for linearizing sys-
tem (3),we compute l(1)k and l
(2)
k under the conditionφkq+1,kp = ψkq,kp+1 = 0 for all k ≥ 1 and let thembe zero. In terms of (4),
l(1)1 = a3, l(2)1 =
b2
2
,
then a3 = b2 = 0. Under this condition, we compute l(1)k and l(2)k for k ≤ 4 and l(1)5 . The full expressions of computation,
which are made in Maple, are listed in the Appendix. We split our study into the following four cases:
Case A: a0 = b0 = 0; Case B: a0 = 1, b0 = 0;
Case C: a0 = 0, b0 = 1; Case D: a0b0 ≠ 0.
For the first three cases, we mainly use the elimination method to solve the polynomial equations l(i)k = 0; for the last
case, in addition, we need to compute the Groebner bases of a polynomial ideal by using the Groebner Package of Maple.
Case A. In this case, we obtain the following necessary conditions:
Case A.1. a3 = b2 = a0 = b0 = a2 = b3 = a1 = b4 = 0.
Case A.2. a3 = b2 = a0 = b0 = a2 = b3 = a1 = a4 − b1 = 0.
Case A.3. a3 = b2 = a0 = b0 = a2 = b3 = b1 = 0.
Case A.4. a3 = b2 = a0 = b0 = a2 = a4 − 2b1 = a1 = b4 = 0.
Case A.5. a3 = b2 = a0 = b0 = a4 = b1 = 0.
Case A.6. a3 = b2 = a0 = b0 = a4 + b1 = a2 + b3 = a1 + b4 = 0.
Case B. In this case, we can also obtain the following necessary conditions:
Case B.1. a3 = b2 = a0 − 1 = b0 = a2 = b3 = a1 = b4 = a4 + 4b1 = 0.
Case B.2. a3 = b2 = a0 − 1 = b0 = a2 = a4 − 2b1 = a1 = b4 = 0.
Case B.3. a3 = b2 = a0 − 1 = b0 = a4 = b1 = 0.
Case C. From l(1)2 = 0 and l(2)2 = 0, we have a1 = − 43a2(a4 + b1) and b4 = −b3b1 − 16b1a2 + 43a2a4 + 12a4b3, then
l(1)3 = 29a2[b3 + 4a2 − 3b1(a4 + b1)2]. So l(1)3 = 0 contains two cases:
C.1. a2 = 0 and C.2. a2 ≠ 0, b3 + 4a2 − 3b1(a4 + b1)2 = 0.
C.1. In this case, l(2)3 = − 124b3[−2b3+3b1(a4−2b1)(a4−b1)], l(1)4 = 0, l(2)4 = 19432b23(a4−2b1)2. Then l(2)3 = l(1)4 = l(2)4 = 0
if and only if b3 = 0. So we obtain a necessary condition:
Case C.1. a3 = b2 = a0 = b0 − 1 = a2 = b3 = a1 = b4 = 0.
C.2. Take b3 = −4a2 + 3b1(a4 + b1)2 into l(2)3 , then
l(2)3 = − 124b1(a4 + 7b1)[(10a4 + b1)a2 − 9a4b1(a4 + b1)2] = 0.
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There are three cases as follows:
Case C.2.1. b1 = 0. In this case, l(1)4 = − 581a22a24, so a4 = 0, and this necessary condition is
Case C.2.1. a3 = b2 = a0 = b0 − 1 = b1 = a4 = a1 = b4 = 4a2 + b3 = 0;
Case C.2.2. a4 + 7b1 = 0 (a2b1 ≠ 0). In this case, l(1)4 = − 152 a2b21(a2 − 108b31), so a2 − 108b31 = 0, and this necessary
condition is
Case C.2.2. a3 = b2 = a0 = b0 − 1 = a4 + 7b1 = a2 − 108b31 = a1 − 864b41 = b4 − 432b41 = b3 + 324b31 = 0;
Case C.2.3. (10a4 + b1)a2 − 9a4b1(a4 + b1)2 = 0 (a2b1(a4 + 7b1) ≠ 0). In this case, we prove that there always exists a
l(i)k ≠ 0.
If 10a4 + b1 = 0, l(2)3 = − 1676780000b61 ≠ 0.
If 10a4 + b1 ≠ 0, we have a2 = 9a4b1(a4+b1)210a4+b1 , then
l(1)4 = 5a4b
4
1(a4+b1)5
6(10a4+b1)2 E1, l
(2)
4 = b
4
1(5a4+b1)(a4+b1)5
12(10a4+b1)2 E1, l
(1)
5 = a4b
5
1(a4+b1)6
18(10a4+b1)2 E2,
here t = a4b1 , E1 = 67t2 + 194t + 19 and E2 = (5t − 1)(44t2 − 5t + 59). Notice that a4b1(a4 + b1) ≠ 0 (because a2 ≠ 0),
E1 and E2 have no common zero, so at least one of l
(1)
4 and l
(1)
5 is nonzero.
So there are three necessary conditions Cases C.1, C.2.1 and C.2.2 in the Case C.
Case D. In this case, let b0 = 1. We first prove that a2 cannot be zero. If a2 = 0, from l(i)k = 0, i = 1, 2, k ≤ 3 and
l(1)4 = 0, we have a1 = 0, a4 = − 52b1, b4 = − 94b3b1, b3 = 2714b31, a0 = 328058624 b51 and l(2)4 = − 129033120736b81 ≠ 0 (because a0 ≠ 0,
b1 ≠ 0), so a2 ≠ 0. By a linear scaling we can set a2 = b0 = 1. From l(1)2 = l(2)2 = 0, we get a1 = − 43 (b1 + a4) and
b4 = − 16b1 + 43a4 − b3b1 + 12a4b3. Then l(1)3 = 427 (2a4 + 5b1)a0 − 23b1(a4 + b1)2 + 89 + 29b3. We discuss l(i)k in two cases:
Case D.1 2a4 + 5b1 = 0 and Case D.2 2a4 + 5b1 ≠ 0.
Case D.1. Taking a4 = − 52b1 into l(i)k = 0, we can obtain
b3 = 274 b31 − 4, a0 = 27352b21(135b31 − 64),
l(1)4 = − 54224b21(27b31 − 4)(405b31 − 164), l(2)4 = 18448b21(27b31 − 4)(2673b31 − 1396).
Notice that a0 ≠ 0, so b1 ≠ 0. Then l(1)4 = l(2)4 = 0 if and only if 27b31 − 4 = 0. This necessary condition is
Case D.1. a3 = b2 = a2 − 1 = b0 − 1 = a4 + 52b1 = a1 − 2b1 = a0 + 278 b21 = b3 + 3 = b4 − 134 b1 = 27b31 − 4 = 0.
Case D.2. We get a0 = 32 3b1(a4+b1)
2−4−b3
2a4+5b1 from l
(1)
3 = 0 and take it into other l(i)k = 0, then
l(2)3 = − d72 R1, l(1)4 = d324 R2, l(2)4 = d1296 R3, l(1)5 = d
2
486 R4,
here d = 12a4+5b1 and Ri are integer polynomials in a4, b1 and b3, i = 1, 2, 3, 4. They can be computed from the data given in
the Appendix. Denote I be the ideal generated by {R1, R2, R3, R4} over the rational polynomial ring. Given amonomial order,
for example, lexicographic order with b3 > a4 > b1, using the Groebner Package of Maple, we obtain the Groebner basis
{r1, r2, r3, r4} of I , here
r1 = b31(2a4 + 5b1)(27b31 − 4)(108b31 − 1),
r2 = b1(2a4 + 5b1)[17840a4 + b1(20+ 14363811b31 − 94924548b61)],
r3 = (2a4 + 5b1)[17840a4(2a4 − 5b1)+ b21(8716− 274136805b31 + 1829705436b61)],
r4 = 142720+ 35680b3 − 79740b31 + 212539545b61 − 1423693260b91 + a4b21(64440+ 85015818b31 − 569477304b61).
Because {r1, r2, r3, r4} are also generators of I , i.e., I = ⟨R1, R2, R3, R4⟩ = ⟨r1, r2, r3, r4⟩, then R1 = R2 = R3 = R4 = 0 if
and only if r1 = r2 = r3 = r4 = 0. But the latter equations has no solution under the condition a0(2a4 + 5b1) ≠ 0, because
from r1 = 0, only three cases can occur:
1. b1 = 0, then r3 = 71360a34 ≠ 0;
2. 27b31 − 4 = 0, then r2 = 8920b1(2a4 + 5b1)2 ≠ 0;
3. 108b31 − 1 = 0, then r2 = 0 and r4 = 0 imply a4 = −7b1 and b3 = −3. These conditions lead to a0 = 0.
So in Case D, there is only one necessary condition Case D.1.
We rearrange these conditions. Cases A.1 and C.1 combine to one condition, i.e., condition (I) in the Main Theorem. Sim-
ilarly, Cases A.5 and B.3 to condition (II), Cases A.4 and B.2 to condition (VII). Besides, Case C.2.2 is equivalent to condition
(IX) by a linear change x = b−
1
3
1 u and y = b−
4
3
1 v, and Case D.1 to condition (X) by x = −( b12 )−
1
3 u and y = − 13 ( b12 )−
4
3 v.
Then we obtain all the necessary conditions in the Main Theorem.
Below we will prove that these conditions are also sufficient.
System (I) and (II). These two systems satisfy the conditions of Corollary 1, then they are linearizable.
System (III). We perform the change u = x3, v = y3, T = 3t , then system (III) is transformed into
du
dT
= u(1+ a4u), dvdT = −2v

1+ a4
2
u+ b4
2
v

. (14)
System (14) has two Darboux factors f1 = u and f2 = 1 + a4u, and the corresponding cofactors are K1 = 1 + a4u and
K2 = a4u, so the first equation of (14) can be linearized by U = u(1+ a4u)−1. Because system (14) is integrable (see [20,1])
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and has a first integral of the form Φ(u, v) = u2vΦ1(u, v), here Φ1(u, v) is locally analytic at the origin and Φ1(0, 0) = 1,
by Theorem 3, system (14) can be linearized by U = u(1+ a4u)−1 and V = ΦU2 . So system (III) can be linearized by
X = U 13 = x 1+ a4x3− 13 , Y = V 13 = y(1+ a4x3) 23Φ 131 (x3, y3).
System (IV). By the change u = x3, v = y3, T = 3t , this system is transformed into
du
dT
= u(1+ a4u+ a1v), dvdT = −2v

1+ b4
2
v

. (15)
For system (15), there are two Darboux factors f1 = v and f2 = 1+ b42 v, and the corresponding cofactors are K1 = −2−b4v
and K2 = −b4v. The second equation of (15) can be linearized by V = v(1 + b42 v)−1. Because system (15) is integrable
(see [20,1]) and there exists a first integral of the formΦ(u, v) = u2vΦ2(u, v), hereΦ2(u, v) is locally analytic at the origin
andΦ2(0, 0) = 1, by Theorem 3, system (15) can be linearized by U = u( Φu2V )
1
2 and V = v(1+ b42 v)−1. So system (IV) can
be linearized by
X = U 13 = x

1+ b4
2
y3
 1
2
Φ
1
2
2

x3, y3

, Y = V 13 = y

1+ b4
2
y3
− 13
.
System (V). From Corollary 2, this system has three Darboux factors
f1 = x, f2 = y, f3 = 1+ F ,
where F = a4x3 − a2xy2 − a12 y3. The corresponding cofactors are
K1 = 1+ f , K2 = −2+ f , K3 = 3f ,
here f = a4x3 + a2xy2 + a1y3. The linearizing change for system (V) is X = xf −
1
3
3 , Y = yf −
1
3
3 .
System (VI). In this case, there are three Darboux factors
f1 = x+ y
4
9
, f2 = y, f3 = 1+ a4

x3 + 1
2
x2y4 + 1
15
xy8 + 1
360
y12

,
and the corresponding cofactors are
K1 = 1+ a4x3, K2 = −2+ a44 x
3, K3 = 3a4x3.
The linearizing change for system (VI) is X = f1f −
1
3
3 , Y = f2f −
1
12
3 .
System (VII). We perform the change,w = xy2, z = y6, T = −3t , then
w˙ = w − a0
3
z + 2
3
b3w2, z˙ = 4z + 2b3wz + a4w3.
After a linear change of coordinates, u = w + a09 z, v = z, this system is transformed into
du
dT
= u+ 2
3
b3u2 + 227a0b3uv −
4
243
a20b3v
2 + 1
9
a0a4

u− 1
9
a0v
3
,
dv
dT
= 4v + 2b3uv − 29a0b3v
2 + a4

u− 1
9
a0v
3
.
We calculate the node quantity c4 = 0, then the above system can be linearized. Denote the linearization transform
U = u+ f (u, v), V = v + g(u, v) = v + g2 + h · o · t
here f and g are formal power series without constant and linear parts, g2 = g2,2u2 + g2,1uv + g2,0v2. From V˙ = 4V , g2
should satisfy
u
∂g2
∂u
+ 4v ∂g2
∂v
− 4g2 = −

2b3uv − 29a0b3v
2

,
so g2,2 = 0. Notice that u = xy2 + a09 y6 and v = y6, so
U = u+ f = xy2 + a0
9
y6 + f

xy2 + a0
9
y6, y6

= y2

x+ a0
9
y4 + f1(x, y)

,
V = v + g = y6 + g

xy2 + a0
9
y6, y6

= y6(1+ g1(x, y)),
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where f1 and g1 are formal power series without a constant part. Then system (VII) can be linearized by
X = UV− 13 =

x+ a0
9
y4 + f1

(1+ g1)− 13 , Y = y

V
y6
 1
6 = y(1+ g1) 16 .
System (VIII). This system has three Darboux factors
f1 = x, f2 = y+ 16x
4, f3 = 1− a29 x(27y
2 + 18x4y+ 2x8),
and the corresponding cofactors are
K1 = 1+ a2xy2, K2 = −2+ 4a2xy2, K3 = 9a2xy2.
The linearizing change for system (VIII) is X = f1f −
1
9
3 , Y = f2f −
4
9
3 .
System (IX). For system (IX), there exist four Darboux factors
f1 = x, f2 = y+ 16x
4 − 3x3y+ 18x2y2 − 36xy3,
f3 = 1− 3x3 + 36x2y− 108xy2, f4 = 1− x3 + 18x2y− 108xy2 + 216y3,
and the corresponding cofactors are
K1 = 1− 7x3 + 108xy2 + 864y3, K2 = −2− 10x3 + 432xy2 − 432y3,
K3 = −9x3 + 324xy2, K4 = −3x3 + 324xy2 − 1296y3.
The linearizing change for system (IX) is X = f1f −13 f
2
3
4 , Y = f2f −13 f −
1
3
4 .
System (X). This system has three Darboux factors
f1 = x+ (x− y)4, f2 = y− 12 (x− y)
4, f3 = 1+ 2(x− y)3,
and the corresponding cofactors are
K1 = 1+ 8(x3 − 3xy2 + 2y3), K2 = −2+ 8(x3 − 3xy2 + 2y3),
K3 = 6(x3 − 3xy2 + 2y3).
The linearizing change for this system is X = f1f −
4
3
3 , Y = f2f −
4
3
3 . 
Remark 2. Notably, it is the most difficult to obtain Case D.1, but it can be transformed into a very simple system by an
appropriate linear scaling, and there exist three simple Darboux factors. The similar phenomenon occurs in the systemwith
1:−1 resonance, for instance, system (25) in [5], but there does not exist such simple Darboux factors for system (24).
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Appendix
We list the full expressions of l(i)k for k = 2, 3, 4, i = 1, 2 and l(1)5 under the condition a3 = b2 = 0 in this section.
l(1)2 = − 23a4a2 − 23b1a2 − 12b0a1;
l(2)2 = − 13b0a1 − 12b1a2 − 13b3b1 + 16a4b3 − 13b4b0;
l(1)3 = 2027b0b1a0 + 827b0a0a4 + 29b3b0a2 + 89a22b0 + 12a4b1a1 + 12b21a1;
l(2)3 = 79108b0b1a0 − 227b0a0a4 + 12b21a1 − 14b4a4b1 + 14b4b21 + 59a22b0 + 1736b3b0a2 + 112b0b23;
l(1)4 = 5281b4a4b0a2− 4481b4b1b0a2+ 49108b0b3a1a4− 3754b0b3b1a1− 361162b0a2a1a4− 395324b0a2b1a1+ 43a4b1b3a2+ 481a0a34+ 572b20a21−
94
27a
2
2a
2
4 − 3281b31a0 + 1627b21a22 − 2318a0b20a2 − 727b3b20a0 − 524b20b4a1 + 427a24b1a0 + 1027a24b3a2 − 827a4b21a0 − 43a4b1a22 − 1627b21b3a2;
l(2)4 = − 881b4a4b0a2 − 881b4b1b0a2 + 13b0b3a1a4 − 79b0b3b1a1 − 6281b0a2a1a4 − 9881b0a2b1a1 + 1027a4b1b3a2 + 89b1a4b23 −
4
9b
3
1a0+ 718b21a22− 2827a0b20a2− 2972b3b20a0+ 118a24b1a0+ 554a24b3a2+ 19a4b21a0− 76a4b1a22− 2827b1b4b0b3+ 2027a4b4b0b3− 23b21b23−
5
18a
2
4b
2
3 − 736b20b24;
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l(1)5 = 1841486 a0a4b1b0a2 − 497243a4b0b3b1a0 − 251216b4a4b0b1a1 + 590243a1a2a34 + 3554b0a21a24 + 449243b3b0b21a0 − 12581 a4b21b4a2 +
77
162b3b4b
2
0a2+ 116243b4a2a34+ 35216b0b21a21+ 187162a1b20a22+ 49b30a20+ 881b4b20a22− 13081 b0b1a32+ 18227 b0a4a32+ 6181b0b1b23a2+ 158 a4b0b1a21+
311
243a1a4b
2
0a0 + 1207162 a1b1a2a24 + 10991944a1b1b20a0 − 4954b4b0a1a24 − 130243b4a4b20a0 − 281b4b1a2a24 + 8972b4b0b21a1 + 257243b4b1b20a0 +
1102
243 a0b0a2a
2
4 − 1154a0b21b0a2 − 14881 b0a4b3a22 + 1381b0b1b3a22 + 5081b3a1a34 + 35216b20b23a1 + 125243b31b4a2 − 1525972 a2b31a1 + 175162b3b31a1 +
257
648a2b
2
0b3a1 − 100243b0b3a0a24 − 2512a24b3b1a1 − 6281a4b0b23a2 − 145108a4b3b21a1 + 235108a4a2b21a1.
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