An homage to Robert Osserman's book A Survey of Minimal Surfaces
MAIN RESULTS
Osserman [31, 32, 33] initiated the study of the minimal surface system in arbitrary codimensions. In 1977, Lawson and Osserman [24] found fascinating counterexamples to the existence, uniqueness and regularity of solutions to the minimal surface system. As a remarkable nonlinear extension of Riemann's removable singularity theorem, Bers' Theorem [1, 3, 11, 33] reveals that an isolated singularity of a single valued solution to the minimal surface equation in R 3 is removable. However, as in Example 2.3, the minimal surface system in R 4 can have solutions with isolated non-removable singularities.
Extending Bernstein's Theorem that the only entire minimal graphs in R 3 are planes, Osserman established that any entire two dimensional minimal graph in R 4 should be degenerate, in the sense that its generalized Gauss map (Definition 3.1) lies on a hyperplane of the complex projective space CP 3 . Landsberg [21] investigated the systems of the first order whose solutions induce minimal varieties. The classical Cauchy-Riemann equations f x , f y = g y , −g x solves the minimal surface system of the second order 0 = 1 + f y 2 + g y 2 f xx − 2 f x f y + g x g y f x y + 1 + f x 2 + g x 2 f y y , 0 = 1 + f y 2 + g y 2 g xx − 2 f x f y + g x g y g x y + 1 + f x 2 + g x 2 g y y , which geometrically means that the two dimensional graph of height functions f (x, y) and g (x, y) is a minimal surface in R 4 . A holomorphic curve, or equivalently, special Lagrangian 2-fold in C 2 can be identified as a minimal surface in R 4 whose generalized Gauss map lies on the intersection of two hyperplanes z 1 +i z 2 = 0 and z 3 +i z 4 = 0 in CP 3 .
where the coefficients of the first fundamental form are determined by
Assume that f (x, y), g (x, y) obeys our Osserman system with the coefficient µ ∈ R − {0} :
Then, the graph Σ is a minimal surface in We use the Lagrange potential to build two dimensional minimal graphs in R 4 and three dimensional minimal graphs in R 6 .
Theorem 1.2 (Two applications of Lagrange potential of height on minimal surfaces).
Let Σ 0 be the minimal graph of the function p : Ω → R defined on a domain Ω ⊂ R 2 : (a) For any constant λ ∈ R − {0}, we associate the two dimensional graph in R
Then, the pair f (x, y), g (x, y) = (cosh λ) p(x, y), (sinh λ) q(x, y) obeys the Osserman system with the coefficient µ = coth λ. In particular, the graph Σ λ becomes a minimal surface in R 4 . Furthermore, we obtain the invariance of the conformally changed induced metric
(b) For any constant λ ∈ R − {0}, we associate the three dimensional graph in 
Then, it is special Lagrangian in
The induced metric g Σ on the surface Σ reads
The area element is d
We introduce the minimal surface operator L Σ and Laplace-Beltrami operator △ Σ acting on functions on Ω :
Then, the following three conditions are equivalent.
(a) Two height functions f (x, y) and g (x, y) are harmonic on the graph Σ:
(c) Two height functions f (x, y) and g (x, y) solve the minimal surface system:
Proof. The equivalence of (a) and (b) follows from [34, Equation (3.14) in Section 2], which indicates that the Euler-Lagrange system for the area functional of the graph is
There are several ways to establish the equivalence of (b) and (c): [34 
to obtain the identity for the mean curvature vector H(x, y) := △ Σ Φ(x, y) explicitly:
First, assume (b). Since the mean curvature vector H vanishes on the minimal surface, we find that (2.6) guarantees that four quantities
we find that, by (2.6), the mean curvature vector H is equal to the tangent vector 
The minimality of the graph Σ implies the two interesting identities
which imply
A geometric implication of (2. By Bers' Theorem [3, 11, 33] , an isolated singularity of a single valued solution to the minimal surface equation is removable. However, in higher codimensions, the minimal surface system can have solutions with isolated non-removable singularities.
Example 2.3 (Two dimensional minimal graphs in R
4 over the punctured plane). Let N be a positive integer. We shall modify the entire holomorphic graph in
Let T N (ζ) denote the Chebyshev polynomial of the first kind and degree N . The Chebyshev polynomials are determined by the recurrence relation
The Chebyshev polynomial T N (ζ) is characterized by the properties
We construct the following minimal graph over the punctured plane
where we introduce the radially symmetric weight function Ψ N (ρ):
] with x, y = (sinh t cos θ, sinh t sin θ) induce the conformal harmonic patch which admits the extension X N (t , θ):
of the minimal surface Σ N in R 4 with the induced conformal metric
(b) When N = 1, we have the minimal gradient graph Σ 1 explicitly given by
As Osserman [33] observed, we see that the pair of height functions
has an isolated singularity at the origin. Neither height functions f (x, y) nor g (x, y) tends to a limit at the origin. The Lagrangian catenoid ([15, Theorem 3.5] and [26, Example 6.4] ) realizes the surface given by the patch X 1 (t , θ). (c) When N = 2, the minimal graph Σ 2 becomes a rational variety
It is the graph of the non-holomorphic function
ζ. The Fraser-Schoen band [13, Section 7] is the minimal embedding X 2 (t , θ) of a Möbius band into R 4 . This induces, after a suitable rescaling, the free boundary minimal surface in the four dimensional unit ball whose coordinate functions become first Steklov eigenfunctions [13 . Given a pair (α, β) ∈ R 2 of constants, we associate the following two dimensional graph
, β arctan y x with r = x 2 + y 2 solves the minimal surface system (2.4) in Theorem 2.4. We shall distinguish the three cases:
We see that, up to translations, the graph Σ (α,β) is congruent to
When λ = 0, the surface Σ + 0 recovers the catenoid foliated by circles.
in R 4 can be identified as the complex logarithmic graph in C 2 :
We find that, up to translations, Σ (α,β) is congruent to
In the case when λ = 0, the surface Σ − 0 recovers the helicoid foliated by lines.
Proposition 2.6 (Cauchy-Riemann equations on the two dimensional minimal graph).
Assume that the graph
, or equivalently,
Proof. We use the special construction of the local conformal coordinates on minimal graphs to deduce the Cauchy-Riemann equations (2.8) on Σ. Due to the identities (2.7):
∂ ∂y
we can find the potential functions M(x, y) and N(x, y) so that
at least in a sufficiently small neighborhood of any point in Ω. As in [34, Lemma 4.4 ],
becomes the local diffeomorphism, and gives the desired local conformal coordininates (ξ 1 , ξ 2 ) on the minimal graph Σ in R 4 equipped with the induced conformal metric
The C-valued function A (x, y)+i B(x, y) is holomorphic on Σ with respect to the conformal coordinates (ξ 1 , ξ 2 ) = Ξ(x, y) if and only if we have the Cauchy-Riemann equations
which could be transformed to the desired system (2.8) via the chain rule.
Remark 2.7 (Beltrami equations, [4]). The system
is the Beltrami equations associated to the metric
GENERALIZED GAUSS MAP AND OSSERMAN SYSTEM OF THE FIRST ORDER
The main point of this section is to build our Osserman system of the first order, which generalizes the Cauchy-Riemann equations, and to provide the proof of Theorem 3.8, which illustrates the birth of the Osserman system. As in [8, 16, 32, 34] , we introduce the generalized Gauss map of minimal surfaces in R 4 . Inside the complex projective space CP 3 , we prepare the complex hyperquadric
Definition 3.1 (Generalized Gauss map of minimal surfaces in
The conformality of the immersion X guarantees that the generalized Gauss map is a well-defined Q 2 -valued function. The harmonicity of the immersion X guarantees that the generalized Gauss map is anti-holomorphic. 
Lemma 3.2 (Generalized Gauss map of two dimensional minimal graphs in R 4 ). Let
Proof. Definition 3.6 (Osserman system). Let Σ be the graph in R 4 of the pair f (x, y), g (x, y) of height functions defined on the domain Ω:
We recall that the induced metric g Σ and the area element on the surface Σ reads
Given a constant µ ∈ R − {0}, we introduce
which will be called the Osserman system with the coefficient µ ∈ R − {0}.
Remark 3.7.
The definition ω = EG − F 2 yields the formula
One can use this to check that the two systems (3.1) and (3.2) are equivalent to each other. Proof. To show the minimality of the graph
employ Theorem 2.1. Indeed, we use the equalities (3.2) to obtain
and use the equalities in (3.1) to obtain
To prove the degeneracy of the minimal graph Σ, we exploit Lemma 3.2. Its generalized Gauss map G : Ω → Q 2 ⊂ CP 3 can be explicitly given in terms of the coordinates (x, y) :
The Osserman systems (3.1) and (3.2) yield
which can be complexified to
Therefore, by the above formula, its generalized Gauss map G lies on the hyperplane
APPLICATIONS OF LAGRANGE POTENTIAL ON MINIMAL GRAPHS IN R
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It would be difficult to find explicit examples of non-holomorphic minimal graphs in R 4 by directly solving the minimal surface system of the second order. We provide a fundamental construction, which yields explicit examples of two dimensional minimal graphs in R 4 , whose height functions satisfy the Osserman system of the first order. 
Then, the following two statements are equivalent:
(a) The graph S is a minimal surface in R 3 .
(b)
There exists a function q : Ω → R satisfying the Lagrange system
and the gradient estimate
Proof. The graph S is minimal in R 3 if and only if the height function p(x, y) satisfies
which indicates that the one form
Since Ω is simply connected, by Poincaré Lemma, it means that (4.4) is exact: 
is minimal in R 3 , we find that, for each k ∈ {1, 2, 3}, the function x k + i x * k is holomorphic on S, whenever we have the Cauchy-Riemann equations on the minimal graph S: 
The function p + i q is holomorphic on S (with respect to the classical conformal coordinates constructed in Proposition 2.6). (c) We combine the gradient estimation (4.2) and the Lagrange system (4.1) to deduce
and (4.10) ∂ ∂y
Following previous notations, these two equalities can be rewritten as Let Σ 0 be the minimal graph of the C 2 function p : Ω → R defined on a domain Ω ⊂ R 2 :
Let q : Ω → R be the Lagrange potential in Lemma 4.1, which solves the Lagrange system
For any constant λ ∈ R − {0}, we associate the two dimensional graph in R 4 : 
Proof. Our goal is to verify the Osserman system (3.1) with the coefficient µ = coth λ:
Taking W = 1 + p x 2 + p y 2 ≥ 1 and using the system (4.12), we have
We observe that
which implies that
We use (4.16) to obtain the first row equality in (4.15):
We omit a similar verification of the second row equality in (4.15). Finally, the conformal invariance (4.14) comes from the equalities
We apply Theorem 4.3 to classical minimal graphs in R 3 to find explicit examples of old and new minimal graphs in R 4 . 
Solving the induced Lagrange system (4.1) in Lemma 4.1
we obtain p(x, y) = x tan y q(x, y) = − cos 2 y + x 2 , up to an additive constant. Applying Theorem 4.3 with any constant λ ∈ R, we obtain the solution of the Osserman system:
which associates, after an reflection, the two dimensional minimal graph Σ − λ in R 4 : Under the coordinate transformation (x, y) = (sinh U cos V , V ) → (U , V ), we obtain the conformal harmonic patch for the minimal surface Σ − λ in R 4 :
belongs to the family of minimal surfaces discovered by the author [26, Example 6.1]. It was originally discovered by an application of the so called parabolic rotations of holomorphic null curves in C 3 ⊂ C 4 lifted from helicoids in R 3 .
Example 4.5 (Hoffman-Osserman's minimal surfaces in R 4 foliated by ellipses). We consider a half of the catenoid in R 3 :
over the domain
which can be compared with the exceptional domain [38, Section 7.2 and Figure 1 ]. We find the pair p(x, y), q(x, y) = −x 2 + cosh 2 y , x tanh y solving the Lagrange system
Applying Theorem 4.3 with a constant λ ∈ R − {0}, we obtain the minimal graph Σ + λ in R 4 :
Under the coordinate transformation (x, y) = (cosh U cos V , U ) → (U , V ), we obtain the conformal harmonic patch for the minimal surface Σ 
In Theorem 4.3, if the initial minimal graph
with the conformal coordinate ζ on Σ λ . Indeed, we see that the identity
guarantees the nullity of the induced holomorphic curve in 
For a concise survey of various deformations of holomorphic null curves in
which was originally discovered by Scherk [37, p. 196] . See [27] for the picture of the surface. Theorem 4.3 with a constant λ ∈ R − {0} gives the minimal graph in R 4 :
Remark 4.9 (Finn-Osserman proof of Bernstein's Theorem, [12] 
where Ω is the domain of the Scherk's graph (4.21) 
we find that, h xx h y y − h x y 2 = 1 implies that the complex curve Σ is holomorphic: 
Taking α = (4.23) x, y, arcsin sinh x sinh y ∈ R 3 | (x, y) ∈ Ω , which was originally discovered by Scherk [37, p. 198] . See [27] for the picture of this surface. Theorem 4.3 with a constant λ ∈ R − {0} gives the minimal graph in R 4 : , λ arcsin sin x sin y .
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