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Abstract
The problem of interpolating data on the discrete nodes of a partially ordered set is considered. A solution in
terms of a sort of cubic spline is described, as well as an application to test “robustness” on a chemically relevant
substitution–reaction poset.
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1. Introduction
Splines and especially cubic splines have long been known as a neat means for interpolation on the
real line, and indeed are a standard textbook topic, as in [1,6]. Partially ordered sets (or posets) too have
long been known as an ubiquitous mathematical structure occurring in diverse areas of applications, e.g.
as indicated in [4,5]. Thence it would seem natural to extend the powerful spline interpolation tool from
the totally ordered real line to other sets only partially ordered. Here one approach to this for ﬁnite posets
is developed.
A poset entails a setP of elements with a partial ordering relation≺, which is reﬂexive, antisymmetric,
and transitive. WhenP is discrete the poset may be pictorially represented by a Hasse diagramD, which
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is a directed graph whose vertices are the elements of P and whose edges, say from x ∈ P to z ∈ P are
for z ≺ x with no y between z and x (i.e., there is no y ∈ P such that z ≺ y ≺ x). Conventionally a Hasse
diagram is presented on a sheet of paper such that for y ≺ x, x appears higher on the sheet, so that all
directed edges in D have their vertical component in the downward direction.
If the points of P were real numbers and the partial ordering were the standard arithmetic ordering
of real numbers, then the Hasse diagram would appear like (a segment of) the real line R with the real
numbers ofP designated. Further a natural interpolation would be the usual cubic spline, which consists
of a different cubic polynomial on each segment of R between neighboring points of P. Of course, there
are additional conditions of continuity and smoothness at each node x ∈ P, along either with further
“end” conditions or with a condition of “curvature” (or “stress”) minimization. And the technique is
ordinarily described as a means to interpolate in the regions between the nodes when values at the nodes
are given. But also the imposed conditions are natural to interpolate values at nodes if some (such values)
should be unknown, in which case the “stress” minimization can take up the associated deﬁcit in given
conditions. Indeed this view seems natural for a general ﬁnite poset, where values of a property are to be
interpolated at a subset of the nodes of the Hasse diagram D.
2. Splinoid ﬁt
LetP be a ﬁnite poset, and let i → j denote a directed line segment of the Hasse diagramD. Let xi→j
be a real variable on i → j , with xi→j =0 and 1, respectively, identifying points i and j. Then the (cubic)
spline polynomial on i → j is
fi→j (xi→j )= ai→j x3i→j + bi→j x2i→j + ci→j xi→j + di→j
with ai→j , bi→j , ci→j , di→j constants. Let each site i ∈ P be identiﬁed with a value i and a slope i .
For a subset of sites i ∈K ⊆ P the i are to correspond to known values of a “property”, while for the
set U of remaining sites j /∈K, the “unknown” values j are sought to be predictively estimated, via a
spline curve ﬁt. To do this we postulate a spline ﬁt
fi→j (0)= i , fi→j (1)= j , (1)(dfi→j
dxi→j
)
0
= i ,
(dfi→j
dxi→j
)
1
= j , (2)
S ≡
D∑
i→j
∫ 1
0
(
d2fi→j
dx2i→j
)
dxi→j =min . (3)
Here the minimum in the “stress” S is taken through variation of all of the slopes i , i ∈ P, and the
unknown values j , j ∈ U. The consequent values i , i ∈ U, are to be the spline-curve interpolated
values of the property.
From (1) and (2) we readily obtain the following expressions for the coefﬁcients of fi→j :
di→j = i ,
ci→j = i ,
T. Došlic´, D.J. Klein / Journal of Computational and Applied Mathematics 177 (2005) 175–185 177
bi→j = 3j − j − 3i − 2i ,
ai→j =−2j + j + 2i + i .
Further the functional S may be expressed in terms of these coefﬁcients,
S =
D∑
i→j
∫ 1
0
(6ai→j xi→j + 2bi→j )2 dxi→j
= 4
D∑
i→j
(3a2i→j + 3ai→j bi→j + b2i→j )
and thence also in terms of i and i . Next we proceed by computing S/i and S/i .
S
i
= 4
i→∑
j
6ai→j
ai→j
i
+ 3ai→j
i
bi→j + 3ai→j bi→ji + 2bi→j
bi→j
i
+ 4
→i∑
j
6aj→i
aj→i
i
+ 3aj→i
i
bj→i + 3aj→i bj→ii + 2bj→i
bj→i
i
= 12

 i→∑
j
ai→j −
→i∑
j
aj→i

 .
Similarly,
S
i
=−4

 i→∑
j
bi→j + 4
→i∑
j
(
3aj→i + bj→i
) .
The necessary conditions of extremum for S are now given by
i→∑
j
(−2j + j + 2i + i)−
→i∑
j
(−2i + i + 2j + j )= 0 for i ∈ U,
−
i→∑
j
(3j − j − 2i − 3i)+
→i∑
j
(2i − 3i + j + 3j )= 0 for all i. (4)
Conditions (4) can be expressed in a more compact matrix form using the following conventions.
LetA denote the adjacencymatrix of theHasse diagramD ofP, and letS denote the oriented adjacency
matrix of P, i.e. S= [Sij ], where
Sij =
{−1 if i → j,
1 if j → i,
0 otherwise.
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Fig. 1. A star poset.
We denote by d→i the in-degree, and by di→ the out-degree of vertex i ∈ D, and introduce the following
two diagonal matrices:
= diag[di→ + d→i],
D= diag[di→ − d→i].
Finally, denote by U and K the |U| × |P| and |K| × |P| submatrices of the unity matrix I whose rows
are respectively indexed by elements of U and ofK. Now we can write down conditions (4) in a matrix
form: [
2U(−A)UT U(D− S)
3(D+ S)UT A+ 2
] [ u

]
=
[−2U(−A)KTk
−3(D+ S)KTk
]
. (5)
Here  denotes the vector of unknown slopes i , u denotes the (unknown) values of i , indexed by
elements of U, and k denotes the vector of known values of i , i ∈K.
Now  can be eliminated from (5), since A+ 2 is strongly diagonally dominant. Expressing  from
the second row of (5), and plugging this expression in the ﬁrst equation, we obtain a system of linear
equations for the unknown coefﬁcients u:
Lu= Rk. (6)
Here the matrices L and R are given by
L=U[2(−A)− 3(D− S)(A+ 2)−1(D+ S)]UT,
R=U[3(D− S)(A+ 2)−1(D+ S)− 2(−A)]KT.
Solution of system (6) (via inversion of L) yields the desired values of property  on the “unknown” set
U of poset elements.
3. Special cases
For some special posets P, system (5) can be solved explicitly. We consider two such posets here,
namely “star” and chain posets. For the star poset Sp,q shown in Fig. 1 assume that the values of the
property  are known for all vertices except the vertex in the center of the star. Assign to this vertex label
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1. Denote the set of all vertices above vertex 1 by P, and the set of all vertices below 1 by Q. Hence,
K= P ∪Q, U= {1}. By setting |P | = p, |Q| = q, we can write down the matrices A, S, , D, U and
K as follows:
A=


0 1 . . . 1
1 0 . . . 0
...
...
. . .
...
1 0 . . . 0

 , S=


0
︷ ︸︸ ︷
1 . . . 1
p ︷ ︸︸ ︷
−1 . . . − 1
q
−1 0 . . . 0 0 . . . 0
...
. . .
...
−1 0 . . . 0 0 . . . 0
1 0 . . . 0 0 . . . 0
...
...
. . .
1 0 . . . 0 0 . . . 0


,
= diag[p + q, 1, . . . , 1]; D= diag[q − p, 1, . . . , 1,−1, . . . ,−1];
U= [1, 0, . . . , 0], K=


0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1

 .
Now the matrix
A+ 2=


2(p + q) 1 . . . 1
1 2 . . . 0
...
...
. . .
...
1 0 . . . 2


can be explicitly inverted,
(A+ 2)−1 = 1
6(p + q)


4 −2 −2 . . . −2
−2 3p + 3q + 1 1 . . . 1
−2 1 3p + 3q + 1 . . . 1
...
...
...
. . . 1
−2 1 1 . . . 3p + 3q + 1

 .
Then by a straightforward computation we obtain
L= 2pq
p + q , Rk =
1
p + q

q∑
P
i + p
∑
Q
i


and ﬁnally the interpolated value is
1 =
q
∑
P i + p
∑
Qi
2pq
.
That is, 1 is the average of the pair of averages 〈〉P of those vertices above 1 and 〈〉Q of those vertices
below 1. This result conforms with the expectation that the unknown value in the middle vertex will be
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Fig. 2. A chain on n vertices.
some kind of average of the values on P and Q. Another way of looking at the result is as an average of
averages over all paths from a vertex in P to a vertex in Q.
The special star-poset result might be imagined to be useful in a more general circumstance. That is,
for a general poset P with unknown i , i ∈ U, occurring at points of the Hasse diagram surrounded by
known values, one might consider sub-posets Pi consisting solely of i and the sites adjacent to i in D.
SuchPi are star posets, so that the associated star-poset averages might be entertained as simple estimates
for the unknown i . Indeed, just such a simple estimate has been previously employed [2] as a plausible
local average.
A presumed advantage of the present approach is that it rationally incorporates the inﬂuences of
j values at more distant sites j. A further notable advantage is that the present non-star-restricted
approach allows interpolation when there are more complicated patterns of occurrences for the
unknown i .
Our second example is a fully ordered poset on n vertices, i.e. a chain of length n − 1. The poset,
denoted by Cn, is shown in Fig. 2. We assume that the only unknown value of property  on Cn is m, for
some 1mn. For such a poset, the adjacency matrix A is given by
A=


0 1 0 . . . 0
1 0 1 . . . 0
0 1 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
0 0 0 . . . 0

 .
The matrix S can be obtained from A by changing the sign of all 1’s above the main diagonal. Matrices
 and D are now given by
= diag[1, 2, . . . , 2, 1], D= diag[1, 0, . . . , 0,−1].
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The matrix U is the mth row of I, and the matrix K is the rest of I. The matrix A+ 2 is tridiagonal
A+ 2=


2 1 0 . . . 0 0
1 4 1 . . . 0 0
0 1 4 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 4 1
0 0 0 . . . 1 2

 .
The inverse of A + 2 can be given explicitly in terms of values of Chebyshev polynomials Tn(x) at
x =−2. Denoting Ti(−2) by Ti , we get the following expression for L and Rk:
L= 4− 3 (−1)
n
|A+ 2|(2Tm−2Tn−m−1 − TmTn−m−1 − Tm−2Tn−m+1),
Rk = 2 (m−1 + m+1)− 3 (−1)
n
|A+ 2|
∣∣∣∣Tn−m−1 Tm−2Tn−m Tm−1
∣∣∣∣ (m−1 − m+1)
− 3 (−1)
n
|A+ 2|
{
(Tn−m−1 − Tn−m+1)
[
1(T0 + T1)+
m−2∑
i=2
i(Ti − Ti−2)− m−1Tm−3
]
+(Tm − Tm−2)
[
m+1Tn−m−2 +
n−1∑
i=m+2
i(Tn−i−1 − Tn−i+1)− n(T0 + T1)
]}
.
The unknown value m can be obtained by dividing the scalar value L into Rk.
If instead one were to assume that for Cn all values of the property  are known, then the second set of
the equations of (4) reduces to
(A+ 2)=−3(D+ S).
Solution for the values i of the slopes in terms of the values  then gives
i = 3
(−1)n
|A+ 2|

Tn−i

−1 + i−1∑
j=2
j (Tj − Tj−2)− iTi−2


+Ti−1

iTn−i−1 + n−1∑
j=i+1
j (Tn−j−1 − Tn−j+1)+ n



 , (7)
where Ti again denotes the value of the ith Chebyshev polynomial of the ﬁrst kind at x=−2. Expression
(7) coincides with the formula for values of the derivative of a cubic spline interpolant of an equidistant
array of values (xi, i), where xi+1− xi = 1. So, for a chain, our interpolation reduces to the cubic spline
interpolation on a line segment, and this further rationalizes the title of the present article.
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Fig. 3. Substitution–reaction subgraph for benzene.
4. A chemical application
Our method has been tested on some posets with chemical relevance, and has been compared with
previous interpolation on such posets.More speciﬁcally,we consider the substitution–reaction poset based
upon a regular hexagonal skeleton of the benzene. The poset is shown in Fig. 3, with the sites at which
substitution occurs represented by black dots. If one imagines the black dots as, for example, chlorine
atoms, then the poset describes successive chlorination of the benzene skeleton. For more information
on application of posets in chemistry the interested reader may consult [3] and the numerous references
therein.
It can happen that the values of some property, such as the boiling point, a diffusivity, a toxicity, etc.,
may be unknown for some compounds from a family that can be represented by such a poset. If such
missing values correspond to non-adjacent vertices in the poset, the spline-interpolation method seems
comparable to the simple (star-posetic) averaging method employed in [2]. However, this simple method
does not so readily extend to cases when the vertices with missing values form clusters, i.e. when some
of them are adjacent. On the other hand, the spline-interpolation method is still applicable, regardless of
the disposition of the set of unknown vertices U. Technically, our formulation requires at least 2 known
values, though. Certainly, the performance of the method, i.e. the quality of approximation, deteriorates
with the increasing size of U, but in sample cases this deterioration remains slow, even for reasonably
large sizes of U, up to the size of K (or a little beyond). The dependence of the performance on the
internal structure of U is less straightforward, but some general patterns can still be discerned.
T. Došlic´, D.J. Klein / Journal of Computational and Applied Mathematics 177 (2005) 175–185 183
2
3
4
5
6
7
8
9
0 1 2 3 4 5 6 7 8 9
 
σ
(m
)
m
Fig. 4. Averaged standard deviations for the boiling points of chlorobenzenes (+) and methylbenzenes (×). The units used for
(m) are ◦C.
In order to examine the performance of our method in a more quantitative manner, tests were made on
the poset B of Fig. 3. For a family of compounds that can be represented by the poset B, such as, e.g., the
chlorobenzenes, a property was considered that is known for all compounds from this family. Then, for
a given 1m11, we left out all m-element subsets of B, computed the missing values using the spline
interpolation, and compared the computed values with the known ones. A reasonable numerical measure
of the quality of approximation on a given m-element set U is
(U)=
√
1
m
∑
i∈U
(ui − ki)2,
where ki is the (known) value of the considered property at vertex i, and ui is the value of the property
at i as computed by spline interpolation. We call this quantity the standard deviation on U. The average
standard deviation over all m-element subsets gives (m), which serves as a measure of degradation of
performance of our method with the increasing size of U. In Fig. 4 such averaged standard deviations
are shown for boiling points of chloro- and methylbenzenes. One sees that (m) is almost linear in m,
even when half of all vertices have missing values. In Fig. 5 for chlorobenzene boiling points we plot,
along with the averaged standard deviations, also the quantities min(m) = minU{(U); |U| = m} and
max(m) = maxU{(U); |U| = m}, the minimal and the maximal standard deviation over all m-element
subsets of B. Again, the average and the best cases are both approximately linear in m for the range of
missing subset sizes shown in the plot, while the worst-case standard deviations grow more quickly.
Table 1 reports the numerical values of the quantities shown in Fig. 5, along with the extremal subsets
for 1m7. The well-connected vertices 7 and 10 are conspiciously present in almost all subsets with
minimal standard deviations. On the other hand, the subsets with maximal standard deviations invariably
contain one of the extremal vertices (i.e. 1 or 13), embedded in a rather large connected component.Also,
the average degree in B of vertices from subsets with minimal standard deviations is consistently greater
than the average degree in B of vertices from subsets with maximal standard deviations for the same
size m. This conforms with the expectation that it is easier to supply missing values at well-connected
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Fig. 5. Maximal (+), average (∗), and minimal (×) standard deviations (in Co) for chlorobenzenes.
Table 1
Average and extremal standard deviations and extremal subsets for chlorobenzenes
m  (m) min (m) Umin (m) max (m) Umax (m)
1 4.336 0.153 2 14.251 13
2 5.027 0.789 2 7 12.212 11 13
3 5.423 1.127 2 7 10 14.144 1 2 4
4 5.757 1.656 2 5 7 10 16.559 1 2 4 5
5 6.102 2.043 2 4 6 7 10 16.550 1 2 4 5 6
6 6.503 2.124 2 3 4 5 7 10 18.786 1 2 3 4 5 9
7 7.011 2.974 1 4 5 6 7 10 11 21.306 1 2 3 4 5 8 9
vertices than at the vertices with only a few neighbors. Finally, Fig. 6 shows the distribution of standard
deviations on subsets with 7 elements for the boiling points of chlorobenzenes. The height of the bar at
=m represents the number of 7-element subsetsW such that
m20
⌊
(W)− min(7)
max(7)− min(7)
⌋
m+ 1.
One sees that the peak of the distribution is shifted toward the low end of the range, and that the subsetswith
large standard deviations are not numerous. The distributions of standard deviations for other cardinalities
of missing subsets generally have a similar shape.
From the above discussion it can be inferred that the spline interpolation method is fairly robust with
respect to clusters of missing data, and that, on average, reasonably good approximations can be obtained
even when a signiﬁcant fraction of the values is missing. Moreover, the spline interpolation seems to
work best when the known data is spread more uniformly over the poset (i.e., it works best when there is
less “extrapolation” involved).
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Fig. 6. Distribution of standard deviations for 7-element missing subsets of boiling points of chlorobenzenes.
5. Conclusion and further developments
We have presented here an evidently robust interpolation method that extends the ideas and methods
of spline interpolation from totally ordered to partially ordered sets. The method has been tested on some
partially ordered sets which arise in the study of substituted derivatives of benzene, and the results were in
good agreement with the observed values. Furthermore, as any hierarchical network can in a natural way
be represented as a partially ordered set, there is a potential for successful applications of our splinoid
method in the context of trophic networks, phyllogenetic trees and networks which arise in the social
sciences [5].
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