Abstract-In this paper we present a class of dynamic vehicle routing problems, in which a number of mobile agents in the plane must visit target points generated over time by a stochastic process. It is desired to design motion coordination strategies in order to minimize the expected time between the appearance of a target point and the time it is visited by one of the agents. We propose control strategies that, while making minimal or no assumptions on communications between agents, provide the same level of steady-state performance achieved by the best known centralized strategies. In other words, we demonstrate that inter-agent communication does not improve the efficiency of such systems, but merely affects the rate of convergence to the steady state. Furthermore, the proposed strategies do not rely on the knowledge of the details of the underlying stochastic process.
A very active research area today addresses coordination of several mobile agents: groups of autonomous robots and large-scale mobile networks are being considered for a broad class of applications, ranging from environmental monitoring, to search and rescue operations, and national security.
In this paper we consider a class of cooperative motion coordination problems, to which we can refer as dynamic vehicle routing, in which service requests are not known a priori, but are dynamically generated over time by a stochastic process in a geographic region of interest. Each service request is associated to a target point in the plane, and is fulfilled when one of a team of mobile agents visits that point. It is desired to design a control strategy for the mobile agents that provably minimizes the expected waiting time between the issuance of a service request and its fulfillment. In other words, our focus is on the quality of service as perceived by the "end user," rather than, for example, fuel economies achieved by the mobile agents. Similar problems were also considered in [1] , [2] , and decentralized strategies were presented in [3] .
A common theme in cooperative control is the investigation of the effects of different communication and information sharing protocols on the system performance. Clearly, the ability to access more information at each single agent can not decrease the performance level; hence, it is commonly believed that by providing better communication among agents will improve the system's performance. Here we show that there are certain dynamic vehicle routing 1 An extended version of this paper has been submitted to International Journal of Robust and Nonlinear Control.
problems which can, in fact, be solved (almost) optimally without any explicit communication between agents; in other words, the no-communication constraint in such cases is not binding, and does not limit the steady-state performance.
II. PROBLEM FORMULATION
Let Ω ⊂ R 2 be a convex domain on the plane, with non-empty interior; we will refer to Ω as the workspace. A stochastic process generates service requests over time, which are associated to points in Ω; these points are also called targets. The process generating service requests is modeled as a spatio-temporal Poisson point process, with temporal intensity λ > 0, and an absolutely continuous spatial distribution described by the density function ϕ : Ω → R + , with bounded and convex support within Ω (i.e., ϕ(q) > 0 ⇔ q ∈ Q ⊆ Ω, with Q bounded and convex). The spatial density function ϕ is normalized in such a way that Ω ϕ(q) dq = 1. Both λ and ϕ are not necessarily known. A spatio-temporal Poisson point process is a collection of functions {P : R + → 2 Ω } such that, for any t > 0, P(t) is a random collection of points in Ω, representing the service requests generated in the time interval [0, t), and such that
• The total numbers of events generated in two disjoint time-space regions are independent random variables; • The total number of events occurring in an interval [s, s + t) in a measurable set S ⊆ Ω satisfies
where ϕ(S) is a shorthand for S ϕ(q) dq. Each particular function P is a realization, or trajectory, of the Poisson point process. A consequence of the properties defining Poisson processes is that the expected number of targets generated in a measurable region S ⊆ Ω during a time interval of length ∆t is given by:
Without loss of generality, we will identify service requests with targets points, and label them in order of generation; in other words, given two targets e i , e j ∈ P(t), with i < j, the service request associated with these target have been issued at times t i ≤ t j ≤ t (since events are almost never generated concurrently, the inequalities are in fact strict almost surely).
A service request is fulfilled when one of m mobile agents, modeled as point masses, moves to the target point associated with it; m is a possibly large, but finite number. Let p(t) = (p 1 (t), p 2 (t), . . . , p m (t)) ∈ Ω m be a vector describing the positions of the agents at time t. (We will tacitly use a similar notation throughout the paper). The agents are free to move, with bounded speed, within the workspace Ω; without loss of generality, we will assume that the maximum speed is unitary. In other words, the dynamics of the agents are described by differential equations of the form
(1) The agents are identical, and have unlimited range and targetservicing capability.
Let B i (t) ⊂ Ω indicate the set of targets serviced by the i-th agent up to time t. (By convention, B i (0) = ∅, i = 1, . . . , m). We will assume that B i ∩ B j = ∅ if i = j, i.e., that service requests are fulfilled by at most one agent. (In the unlikely event that two or more agents visit a target at the same time, the target is arbitrarily assigned to one of them).
Let D : t → 2 Ω indicate (a realization of) the stochastic process obtained combining the service request generation process P and the removal process caused by the agents servicing outstanding requests; in other words,
The random set D(t) ⊂ Ω represents the demand, i.e., the service requests outstanding at time t; let n(t) = card(D(t)).
Our objective in this paper will be the design of motion coordination strategies that allow the mobile agents to fulfill service requests efficiently (we will make this more precise in the following). In particular, in this paper we will concentrate on motion coordination strategies of the following two forms:
and
An agent executing a control policy of the form (2) relies on the knowledge of its own current position, on a record of targets it has previously visited, and on the current demand. In other words, such control policies do not need any explicit information exchange between agents; as such, we will refer to them as no communication (nc) policies. Such policies are trivially decentralized. On the other hand, an agent executing a control policy of the form (3) can sense the current position of other agents, but still has information only on the targets itself visited in the past (i.e., does not know what, if any, targets have been visited by other agents). We call these sensor-based (sb) policies, to signify the fact that only factual information is exchanged between agents-as opposed to information related to intent and past history. Note that both families of coordination policies rely, in principle, on the knowledge of the locations of all outstanding targets.
A policy π = (π 1 , π 2 , . . . , π m ) is said to be stabilizing if, under its effect, the expected number of outstanding targets does not diverge over time, i.e., if
. Let T j be the time elapsed between the issuance of the j-th service request, and the time it is fulfilled. If the system is stable, then the following balance equation (also known as Little's formula [4] ) holds:
where
is the system time under policy π, i.e., the expected time a service request must wait before being fulfilled, given that the mobile agents follow the strategy defined by π. Note that the system time T π can be thought of as a measure of the quality of service, as perceived by the "user" issuing the service requests. At this point we can finally state our problem: we wish to devise a policy that is (i) stabilizing, and (ii) yields a quality of service (i.e., system time) achieving, or approximating, the theoretical optimal performance given by
Centralized and decentralized strategies are known that optimize or approximate (6) in a variety of cases of interest [2] , [3] , [5] , [6] . However, all such strategies rely either on a central authority with the ability to communicate to all agents, or on the exchange of certain information about each agent's strategy with other neighboring agents. In addition, these policies require the knowledge of the spatial distribution ϕ; decentralized versions of these implement versions of Lloyd's algorithm for vector quantization [7] .
In the remainder of this paper, we will investigate how the additional constraints posed on the exchange of information between agents by the models (2) and (3) impact the achievable performance and quality of service. Remarkably, the policies we will present do not rely on the knowledge of the spatial distribution ϕ, and are a generalized version of MacQueen's clustering algorithm [8] .
III. CONTROL POLICY DESCRIPTION
In this section, we introduce two control policies of the forms, respectively, (2) and (3). An illustration of the two policies is given in Figure 1 .
A. A control policy requiring no explicit communication
Let us begin with an informal description of a policy π nc requiring no explicit information exchange between agents. At any given time t, each agent computes its own control input according to the following rule: 1) If D(t) is not empty, move towards the nearest outstanding target. While no targets are outstanding, vehicles wait at the point that minimizes the average distance to targets they have visited in the past; such points are depicted as squares, while targets are circles and vehicles triangles. In the no-communication policy, at the appearance of a new target, all vehicles pursue it (left). In the sensor-based policy, only the vehicle that is closest to the target will pursue it (right).
each agent. If there is no unique minimizer, then move to the nearest one. In other words, we set
· is the Euclidean norm, and
The convex function W : q → e∈B q − e , often called the (discrete) Weber function in the facility location literature [9] , [10] (modulo normalization by card(B)), is not strictly convex only when the point set B is empty-in which case we set W (·) = 0 by convention-or contains an even number of collinear points. In such cases, the minimizer nearest to p i in (8) is chosen. We will call the point p * i (t) = F nc (·, B i (t), ∅) the reference point for the i-th agent at time t.
In the π nc policy, whenever one or more service requests are outstanding, all agents will be pursuing a target; in particular, when only one service request is outstanding, all agents will move towards it. When the demand queue is empty, agents will either (i) stop at the current location, if they have visited no targets yet, or (ii) move to their reference point, as determined by the set of targets previously visited.
B. A sensor-based control policy
The control strategy in the previous section can be modified to include information on the current position of other agents, if available (e.g., through on-board sensors). In order to present the new policy, indicate with V(p) = {V 1 (p), V 2 (p), . . . , V m (p)} the Voronoi partition of the workspace Ω, defined as:
As long as an agent has never visited any target, i.e., as long as B i (t) = ∅, it executes the π nc policy. Once an agent has visited at least one target, it computes its own control input according to the following rule: 1) If D(t)∩V i (t) are not empty, move towards the nearest outstanding target in the agent's own Voronoi region. 2) If D(t) ∩ V i (t) is empty, move towards the point minimizing the average distance to targets in B i (t). If there is no unique minimizer, then move to the nearest one.
In other words, we set
arg min
e − q , otherwise.
(11) In the π sb policy, at most one agent will be pursuing a given target, at any time after an initial transient that terminates when all agents have visited at least one target each. The agents' behavior when no oustanding targets are available in their Voronoi region is similar to that determined by the π nc policy previously discussed, i.e., they move to their reference point, determined by previously visited targets.
Remark 1: While we introduced Voronoi partitions in the definition of the control policy, the explicit computation of each agent's Voronoi region is not necessary. In fact, each agent only needs to check whether it is the closest agent to a given target or not. In order to check whether a target point q is in the Voronoi region of the i-th agent, it is necessary to know the current position only of agents within a circle or radius p i − q centered at q (see Figure 2) . For example, if such circle is empty, then q is certainly in V i ; if the circle is not empty, distances of the agents within it to the target must be compared. This provides a degree of spatial decentralization-with respect to other agents-that is even stronger than that provided by restricting communications to agents sharing a boundary in a Voronoi partition (i.e., neighboring agents in the Delaunay graph, dual to the partition (9)).
Remark 2: The sensor-based policy is more efficient than the no-communication policy in terms of the length of the path traveled by each agent, since there is no duplication of effort as several agents pursue the same target. However, in terms of "quality of service," we will show that there is no difference between the two policies, for low target generation rates. In fact, the circle of radius e 1 − p 1 centered at e 1 contains p 2 , and the 2nd agent is closer to e 1 . However, the circle of radius e 2 − p 1 centered at e 2 does not contain any other agent, ensuring that e 2 is in the Voronoi region generated by p 1 .
IV. PERFORMANCE ANALYSIS IN LIGHT LOAD
In this section we analyze the performance of the control policies proposed in the previous section in the case in which the target generation rate is very small, i.e., as λ → 0 + . The performance analysis in the general case is more difficult; we will discuss the results of numerical investigation in Section V, but no analytical results are available at this time.
A. Overview of the system behavior in the light load regime
Before starting a formal analysis, let us summarize the key characteristics of the agents' behavior in light load, i.e., for small values of λ.
1) At the initial time the m agents are assumed to be deployed in general position in Ω, and the demand queue is empty, D(0) = ∅. 2) The agents do not move until the first service request appears. At that time, if the policy π nc is used, all agents will start moving towards the first target. If the sensor-based policy π sb is used, only the closest agent will move towards the target. 3) As soon as one agent reaches the target, all agents start moving towards their current reference point, and the process continues. For small λ, with high probability (i.e., with probability approaching 1 as λ → 0) at most one service request is outstanding at any given time. In other words, new service requests are generated so rarely that most of the time agents will be able to reach a target and return to their reference point before a new service request is issued.
Consider the j-th service request, generated at time t j . Assuming that at t j all agents are at their reference position, the expected system time T j can be computed as
Assume for now that the sequences {p * i (t j ) : j ∈ N} converge, and let
Note thatp * i is a random variable, the value of which depends in general on the particular realization of the target generation process. If all service requests are generated with the agents at their reference position, the average service time (for small λ) can be evaluated as
Since the system time depends on the random variablê p * = (p * 1 , . . . ,p * m ), it is itself a random variable. The function appearing on the right hand side of the above equation, relating the system time to the asymptotic location of reference points, is called the continuous multi-median function [9] . This function admits a global minimum (in general not unique) for all non-singular density functions ϕ, and in fact it is known [2] that the optimal performance in terms of system time is given by
In the following, we will investigate the convergence of the reference points as new targets are generated, in order to draw conclusions about the average system time T in light load. In particular, we will prove not only that the reference points converge with high probability (as λ → 0) to a local critical point (more precisely, either local minima or saddle points) for the average system time, but also that the limiting reference pointsp * are generalized medians of their respective Voronoi regions, where Definition 3 (Generalized median): The generalized median of a set S ⊂ R n with respect to a density function ϕ : S → R + is defined as p := arg min
We call the resulting Voronoi tessellation Median Voronoi Tessellation (MVT for short), in analogy with what is done with Centroidal Voronoi Tessellations. A formal definition is as follows:
is said a Median Voronoi Tessellation of S with respect to the density function ϕ if the ordered set of generators p is equal to the ordered set of generalized medians of the sets in V(p) with respect to ϕ, i.e., if
∀i ∈ {1, . . . , m}.
Since the proof builds on a number of intermediate results, we provide an outline of the argument as a convenience to the reader; however we are not going to give a proof of the convergence of the algorithm in this paper and instead we refer to [11] , for a complete analysis.
1) The first intermediate step amounts to prove that the reference point of any agents that visits an unbounded number of targets over time converges almost surely.
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From a mathematical perspective, this is the most challenging point. 2) In the second step, we prove that, if m ≥ 1 agents visit an unbounded number of targets over time, their reference points will converge to the generators of a MVT almost surely, as long as agents are able to return to their reference point infinitely often. 3) After this we prove that all agents will actually visit an unbounded number of targets (this corresponds to a property of distributed algorithms that is often called fairness in computer science). 4) Finally, we prove that agents are able to return to their reference point infinitely often with high probability as λ → 0 + .
Combining these steps, together with (6), will allow us to state that the reference points converge to a local critical point of the system time, with high probability as λ → 0 + . After having proved these intermediate steps we get: Theorem 5 (Main result: efficiency of algorithms): The system time provided by the no-communication policy π nc and by the sensor-based policy π sb converges to a critical point (either a saddle point or a local minimum) with high probability as λ → 0.
Proof: See [11] . Thus we have proved that the suggested algorithm enables the agents to realize a coordinated task, such that "minimizing" the cost function without explicit communication, or with mutual position knowledge only. Let us underline that, in general, the achieved critical point strictly depends on the initial positions of the agents inside the environment Ω. It is known that the function H m admits (not unique, in general) global minima, but the problem to find them is NP-hard.
Remark 6: We can not exclude that the algorithm so designed will converge indeed to a saddle point instead of a local minimum. This is due to the fact that the algorithm provides a sort of implementation of the steepest descent method, where, unfortunately we are not following the steepest direction of the gradient of the function H m , but just the gradient with respect to one of the variables.
On the other hand, since the algorithm is based on a sequence of targets and at each phase we are trying to minimize a different cost function, it can be proved that the critical points reached by this algorithm are no worse than the critical points reached knowing a priori the distribution ϕ. This is a remarkable result proved in a different context in [12] , where it is also presented an example in which the use of a sample sequence provides a better result (with probability one) than the a priori knowledge of ϕ.
V. NUMERICAL RESULTS
In this section, we present simulation results showing the performance of the proposed policies for various scenarios.
A. Uniform distribution, light load
In the numerical experiments, we first consider m = 9, choose Q as a unit square, and set ϕ = 1 (i.e., we consider a spatially uniform target-generation process). This choice allows us to determine easily the optimal placement of reference points, at the centers of a tesselation of Q into nine equal squares, and compute analytically the optimal system time. In fact, it is known that the expected distance of a point q randomly sampled from a uniform distribution within a square of side L from the center of the square c is
The results for a small value of λ, i.e., λ = 0.5, are presented in Figure 3 . The average service time converges to a value that is very close to the theoretical limit computed above, taking L = 1/ √ m = 1/3. In both cases, the reference points converge-albeit very slowly-to the generators of a MVT, while the average system time quickly approaches the optimal value.
B. Non-uniform distribution, light load
We also present in Figure 4 results of similar numerical experiments with a non-uniform distribution, namely an isotropic normal distribution centered at (0.25, 0.25), with standard deviation equal to 0.25.
C. Uniform distribution, dependency on the target generation rate
An interesting set of numerical experiments evaluates the performance of the proposed policies over a large range of values of the target generation rate λ. In Section IV, we proved the convergence of the system's behavior to an efficient steady state, with high probability as λ → 0, as confirmed by the simulations discussed above. For large values of λ however, the assumption that vehicles are able to return to their reference point breaks down, and the convergence result is no longer valid. In Figure 5 we report results from numerical experiments on scenarios involving m = 3 agents, and values of λ ranging from 1/2 to 32. In the figure, we also report the known (asymptotic) lower bounds on the system time (with 3 agents), as derived in [2] , and the system time obtained with the proposed policies in a single-agent scenario. The performance of both proposed policies is close to optimal for small λ, as expected. The sensor-based policy behaves well over a large range of target generation rates; in fact, the numerical results suggest that the policy provides a system time that is a constant-factor approximation of the optimum, by a factor of approximately 1.6. However, as λ increases, the performance of the nocommunication policy degrades significantly, almost approaching the performance of a single-vehicle system over an intermediate range of values of λ. Our intuition in this phenomenon is the following. As agents do not return to their own reference points between visiting successive targets, their efficiency decreases since they are no longer able to effectively separate regions of responsibility. Interestingly, this efficiency loss seems to decrease for large λ, and the numerical results suggest that the no-communication policy recovers a similar performance as the sensor-based policy in the heavy load limit.
VI. CONCLUSIONS
The strategies we addressed are based on minimal assumptions on the ability of the agents to exchange information: in one case they do not explicitly communicate at all, and in the other case, agents are only aware of other agents' current location. A possibly unexpected and striking results of our analysis is the following: the collective performance of the agents using such minimal or no-communication strategies is (locally) optimal. Moreover, the proposed strategies do not rely on the knowledge of the target generation process, and makes minimal assumptions on the target spatial distribution. Also, the distribution needs not be constant as long as the characteristic time it takes for the target generation process to vary significantly is much greater than the relaxation time of the algorithm.
Simple implementation and the absence of active communication makes the proposed strategies attractive, for example, in embedded systems and stealthy applications.
