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Especially we establish the joint universality theorem for these zeta
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1. Introduction
As usual, let s = σ + it be a complex valuable and N, N0, Z, Q, R and C denote the set of
all natural numbers, non-negative integers, integers, rational numbers, real numbers and complex
numbers respectively. In order to state our results, we deﬁne some symbols. Let D be the strip
{s ∈ C | 12 < σ < 1}. Let μ be the Lebesgue measure on R and for T > 0
νT (· · ·) = 1
T
μ
{
τ ∈ [0, T ]: · · ·},
where in place of dots we write some conditions satisﬁed by τ . For σ > 1 the Rieamnn zeta function
E-mail address:mishou@ube-k.ac.jp.0022-314X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2011.05.008
H. Mishou / Journal of Number Theory 131 (2011) 2352–2367 2353ζ(s) is given by
ζ(s) =
∞∑
n=1
1
ns
=
∏
p
(
1− 1
ps
)−1
.
In 1975, S.M. Voronin [8] established the remarkable universality theorem for ζ(s).
Theorem 1. Let K be a compact subset of D with connected complement and f (s) be a continuous and non-
vanishing function on K which is analytic in the interior of K . Then for any ε > 0 we have
lim inf
T→∞ νT
(
max
s∈K
∣∣ζ(s + iτ ) − f (s)∣∣< ε)> 0.
The set of Dirichlet exponents {log p | p: prime} of log ζ(s) is linearly independent over Q. This
property plays an essential role in the proof of Theorem 1. In fact, for many zeta functions with Euler
products the universality theorems have been established by several mathematicians (see Section 1.6
in the book [7] by J. Steuding). Let 0 < α  1 and λ ∈ R be ﬁxed. For σ > 1 the Lerch zeta function
L(λ,α, s) is deﬁned by
L(λ,α, s) =
∞∑
m=0
e(mλ)
(m + α)s ,
where e(x) = e2π ix. Especially when λ ∈ Z, the Lerch zeta function reduces to the Hurwitz zeta func-
tion
ζ(s,α) =
∞∑
m=0
1
(m + α)s .
We have
ζ(s,1) = ζ(s), ζ
(
s,
1
2
)
= (2s − 1)ζ(s).
Therefore the universal property also holds for these two zeta functions. In 1980s, B. Bagchi [1] and
S.M. Gonek [3] independently obtained the universality theorem for ordinary Hurwitz zeta functions.
Theorem 2. Let K be a compact subset of D with connected complement and f (s) be a continuous function
on K which is analytic in the interior of K . Suppose that α is a real transcendental number or a rational number
with α = 1, 12 . Then for any ε > 0 we have
lim inf
T→∞ νT
(
max
s∈K
∣∣ζ(s + iτ ,α) − f (s)∣∣< ε)> 0.
When α is a transcendental number, the set of Dirichlet exponents {log(m + α) |m 0} of ζ(s,α)
is linearly independent over Q. Therefore the universal property for ζ(s,α) follows from the similar
argument as in the proof of Theorem 1. When α is a rational number, namely α = aq , we have
ζ
(
s,
a
q
)
= qs
∑
χ (mod q)
χ(a)L(s,χ), (1)
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L(s,χ) =
∏
p
(
1− χ(p)
ps
)−1
(σ > 1).
The universal property for ζ(s, aq ) is obtained from (1) and the following joint universality theorem
for Dirichlet L-functions, which was established by Bagchi [2], Gonek [3] and S.M. Voronin [9] inde-
pendently.
Theorem 3. For each 1 j  r, let χ j be a pairwise inequivalent Dirichlet character, K j be a compact subset of
D with connected complement and f j(s) be a non-vanishing and continuous function on K j which is analytic
in the interior of K j . Then for any ε > 0 we have
lim inf
T→∞ νT
(
max
1 jr
max
s∈K j
∣∣L(s + iτ ,χ j) − f j(s)∣∣< ε
)
> 0.
Recently several mathematicians investigated the joint value distribution of a set of Lerch zeta
functions. A. Laurincˇikas and K. Matsumoto [4] established the joint universality theorem for the
set {L(λ j,α j, s) | j = 1, . . . , r} in the case that α j ’s are real transcendental numbers which are alge-
braically independent over Q and λ j ’s are rational numbers satisfying some algebraically conditions.
Later, T. Nakamura [6] succeeded in proving the joint universality theorem of {L(λ j,α j, s)} for arbi-
trary real numbers λ j ’s. From Theorem 1.3 in [6], we obtain the joint universality theorem for a set
of Hurwitz zeta functions.
Theorem 4. For each 1  j  r, let α j be a real transcendental number with 0 < α j < 1, K j be a compact
subset of D with connected complement and f j(s) be a continuous function on K j which is analytic in the
interior of K j . Suppose that α1, . . . ,αr are algebraically independent over Q. Then for any ε > 0 we have
lim inf
T→∞ νT
(
max
1 jr
max
s∈K j
∣∣ζ(s + iτ ,α j) − f j(s)∣∣< ε
)
> 0.
For α j ’s under consideration, it is obvious that a union of the sets of Dirichlet exponents
⋃
1 jr
{
log(m + α j)
∣∣m 0}
is linearly independent over Q. The purpose of this paper is to investigate the joint value distribu-
tion of a set of Hurwitz zeta functions ζ(s,α j) (1  j  r) when α1, . . . ,αr satisfy some algebraic
relation over Q. When r  3, Nakamura [6] has shown that there exist sets of Lerch zeta functions
{L(λ j,α j, s)} which do not have the joint universal property. For instance, let α1 be an arbitrary tran-
scendental real number with 0 < α1 < 1. Putting
α2 = α1
2
and α3 = α1 + 1
2
,
then we have
ζ(s,α1) = 1
2s
{
ζ(s,α2) + ζ(s,α3)
}
.
This relation implies that the joint universality theorem does not hold for these three zeta functions.
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0 < α1,α2 < 1, α1 = α2, α2 ∈ Q(α1). (2)
Our main result is the joint universality theorem for ζ(s,α1) and ζ(s,α2).
Theorem 5. Suppose that real transcendental numbers α1 and α2 satisfy the condition (2). For each j = 1,2,
let K j be a compact subset of D with connected complement and f j(s) be a continuous function on K j which
is analytic in the interior of K j . Then for any ε > 0 we have
lim inf
T→∞ νT
(
max
1 j2
max
s∈K j
∣∣ζ(s + iτ ,α j) − f j(s)∣∣< ε
)
> 0.
As corollaries of the theorem, we will establish the joint denseness result and joint functional
independence for the pair of Hurwitz zeta functions.
Corollary 1. Suppose that real transcendental numbers α1 and α2 satisfy the condition (2). Let r  1 and σ j
be a real number with 12 < σ j < 1 for each j = 1,2. Then a set
{(
ζ(σ1 + iτ ,α1), ζ(σ2 + iτ ,α2), . . . , ζ (r−1)(σ1 + iτ ,α1), ζ (r−1)(σ2 + iτ ,α2)
) ∈ C2r ∣∣ τ ∈ R}
is dense in C2r . Namely for any a jk ∈ C ( j = 1,2, k = 0, . . . , r − 1) and ε > 0 we have
lim inf
T→∞ νT
(
max
1 j2
max
0kr−1
∣∣ζ (k)(σ j + iτ ,α j) − a jk∣∣< ε
)
> 0.
Corollary 2. Suppose that real transcendental numbers α1 and α2 satisfy the condition (2). Let r  1, l  0
and F j (0 j  l) be continuous functions on C2r such that
l∑
j=0
s j F j
(
ζ(s,α1), ζ(s,α2), . . . , ζ
(r−1)(s,α1), ζ (r−1)(s,α2)
)= 0,
holds identically for s ∈ C. Then F j ≡ 0 for all 0 j  l.
In Section 2 we will study the linearly independence of the sets of Dirichlet exponents. In Section 3
we will prove Theorem 5. In Section 4 we will deduce the corollaries.
2. Linearly independence of Dirichlet exponents
First we consider the case that α2 is a linear form of α1 over Q. Namely,
α2 = p
q
α1 + a
b
, (3)
where q, b are positive integers and p, a are integers which satisfy (p,q) = 1 and (a,b) = 1.
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(1) When q ≡ 0 (mod b), then the set
⋃
j=1,2
{
log(m + α j)
∣∣m 0}
is linearly independent over Q.
(2) When q ≡ 0 (mod b) and p < 0, there exists m0 > 0 such that the set
{
log(m + α1)
∣∣m 0}∪ {log(m + α2) ∣∣mm0}
is linearly independent over Q.
(3) When q ≡ 0 (mod b) and p > 0, there exist integers 0  c1 < p, 0  d1 < q and n0 which have the
following properties:
(a) The set
{
log(m + α1)
∣∣m 0, m ≡ d1 (mod q)}∪ {log(m + α2) ∣∣m 0}
is linearly independent over Q.
(b) If we set Λ1 = {log(m + α1) | m  0, m ≡ d1 (mod q)} = {log(qn + d1 + α1) | n  0} and Λ2 =
{log(pn + c1 + α1) | n n0}, then a bijection from Λ2 to Λ1 is given by
log(pn + c1 + α2) → log
(
q(n − n0) + d1 + α1
)
.
Namely, for any x > 0 and s ∈ C, we have
∑
n0nx
1
(pn + c1 + α2)s =
(
q
p
)s ∑
0nx−n0
1
(qn + d1 + α1)s . (4)
Proof. Consider an equation
∏
i(hi + α1)ai∏
j(k j + α1)b j
=
∏
I (HI + α2)AI∏
J (K J + α2)B J
, (5)
where hi and k j are non-negative integers which are different each other, HI and K J are also non-
negative integers which are different each other, and ai , b j , AI , and B J are positive integers. To prove
the lemma, we investigate conditions that (5) becomes an identity of α1. By (3), Eq. (5) is rewritten
as follows
∏
i(hi + α1)ai∏
j(k j + α1)b j
=
(
p
q
)∑ AI−∑ B J ∏
I {α1 + qp (HI + ab )}AI∏
J {α1 + qp (K J + ab )}B J
.
Comparing the both sides, it reduces that
∑
AI =∑ B J and
q
p
(
k + a
b
)
∈ N0 for k = HI , K J . (6)
Since (p,q) = 1, (6) is equivalent to
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for all k = HI and K J . If q ≡ 0 (mod b), then (5) holds only in the case that all ai,b j, AI and B J are 0.
Therefore the ﬁrst statement of the lemma is obtained. Next we consider the case that q ≡ 0 (mod b).
If p < 0, then there are at most ﬁnitely many integers k which satisfy (6). Therefore the second
statement of the lemma is obtained. Now we consider the case that p > 0. Since (b, p) = 1, the
congruence in (7) holds for an integer k satisfying k ≡ −ab¯ (mod p), where b¯ is the inverse of b in
the residue class group (Z/pZ)× . Let c1 be an integer satisfying 0  c1 < p and c1 ≡ −ab¯ (mod p).
Then all k 0 satisfying (7) are given by pn + c1 for n 0. For such k = pn + c1 we have
log(k + α2) = log
(
pn + c1 + p
q
α1 + a
b
)
= log
(
qn + q
b
bc1 + a
p
+ α1
)
+ log
(
p
q
)
= log
(
q(n − n0) +
(
qn0 + q
b
bc1 + a
p
)
+ α1
)
+ log
(
p
q
)
. (8)
Since c1 ≡ −ab¯ (mod p), the quotient q(bc1 + a)b−1p−1 is an integer. If we choose a suitable n0 then
d1 = qn0 + q(bc1 + a)b−1p−1 satisﬁes 0  d1 < q. Eq. (8) gives the bijection from Λ2 to Λ1 and the
relation (4). This completes the proof of the lemma. 
Next we consider the remaining case. Let P (x) = ∑0mM amxm and Q (x) = ∑0nN bnxn be
polynomials with integral coeﬃcients. Suppose that P (x) and Q (x) are prime each other and
α2 = P (α1)
Q (α1)
. (9)
Lemma 2. Let α1 and α2 be transcendental real numbers satisfying (2) and (9). Suppose that at least one of
inequalities M  2 or N  1 holds. Then there exists m0 > 0 such that the set
{
log(m + α1)
∣∣m 0}∪ {log(m + α2) ∣∣mm0}
is linearly independent over Q.
Proof. As in the proof of Lemma 1, we consider Eq. (5). For k ∈ N0, we set fk(x) = P (x) + kQ (x).
Then (5) is rewritten as follows
∏
i(hi + α1)ai∏
j(k j + α1)b j
= Q (α1)
∑
B J−∑ AI
∏
I f H I (α1)
AI∏
J f K J (α1)
B J
. (10)
Since P (x) and Q (x) are prime each other, fk(x) and fl(x) have no common divisor when k = l. There-
fore Eq. (10) becomes an identity of α1 only in the case that all solutions of an equation fk(x) = 0
are non-positive integers for each k = HI , K J . Lemma 2 follows from the lemma below. 
Lemma 3. Suppose that at least one of inequalities N  1 or M  2 holds. For k ∈ N0 put fk(x) = P (x) +
kQ (x). There are at most ﬁnitely many numbers of k for which all solutions of fk(x) = 0 are non-positive
integers only.
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If fk(x) = 0 has non-positive integer solutions −l1, . . . ,−lN only, then
l1 + · · · + lN = aN−1 + kbN−1
aN + kbN . (11)
Since bN = 0, the right-hand side of (11) is bounded as a function of k. Remark that fk(x) = 0 and
fk′ (x) = 0 have no common integral solutions if k = k′ . Therefore there are at most ﬁnitely many
numbers of vectors (k, l1, . . . , lN ) satisfying (11). Next we consider the case that M  N + 2, namely
fk(x) = aMxM +aM−1xM−1 +· · ·+ (a0 +kb0). Assume that fk(x) = 0 has non-positive integer solutions
−l1, . . . ,−lM , then
l1 + · · · + lM = aM−1
aM
. (12)
It is obvious that there are at most ﬁnitely many numbers of vectors (k, l1, . . . , lM) satisfy-
ing (12). Lastly we consider the case that M = N + 1 and N  1. Assume that fk(x) = aMxM +
(aM−1 + kbM−1)xM−1 + (a0 + kb0) = 0 has non-positive integer solutions −l1, . . . ,−lM . Then we have
M∏
i=1
li = a0 + kb0
aM
(13)
and
M∑
i=1
(∏
j =i
l j
)
= a1 + kb1
aM
. (14)
If b0a
−1
M  0, then the number of vectors (k, l1, . . . , lM) satisfying (13) is at most ﬁnite. Therefore we
may assume that aM and b0 have the same sign. By the similar argument, (14) allows us to assume
that aM and b1 have the same sign. From (13) and (14) we have
N∑
i=1
1
li
= a1 + kb1
a0 + kb0 . (15)
Since b0 and b1 have the same sign, the right-hand side of (15) is bounded as a function of k. There-
fore the number of vectors (k, l1, . . . , lM) satisfying (15) is at most ﬁnite. This completes the proof of
Lemma 3. 
3. Proof of Theorem 5
In this section we prove Theorem 5. First we quote some fundamental lemmas. The following
lemma is obtained in [5] as Lemma 2.5.
Lemma 4. Let K and U be simply connected compact subsets of C such that K is included in the interior of U .
Let f (s) be an analytic function on U . If we set
a =
∫∫ ∣∣ f (s)∣∣s dσ dt,
U
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max
s∈K
∣∣ f (s)∣∣ c√a,
where c = c(U , K ) is a positive constant depends only on U and K .
Next we recall the Mergelyan’s theorem, which is a complex analogue of the Weierstrass’s approx-
imation theorem.
Lemma 5. Let K be a compact subset of C with connected complement and f (s) be a continuous function
on K which is analytic in the interior of K . Then for any ε > 0 there exists a polynomial p(s) such that
max
s∈K
∣∣ f (s) − p(s)∣∣< ε.
The following lemma is the well-known Kronecker’s approximation theorem, which is the key in
the proof of universality theorems.
Lemma 6. (See [10, Theorem A8.1 and Theorem A8.3].) Let β1, . . . , βN be real numbers which are linearly
independent over Q. Let γ be a closed subregion of N-dimensional unit cube with Jordan volume Γ . For T > 0
we set
Iγ (T ) =
{
τ ∈ [0, T ] ∣∣ (β1τ , . . . , βNτ ) ∈ γ (mod 1)}.
(1) The set Iγ (T ) has a positive density
lim
T→∞
μ(Iγ (T ))
T
= Γ.
(2) Let Ω be a family of complex valued continuous functions on γ . If Ω is uniformly bounded and equicon-
tinuous, then the following relation holds uniformly for f ∈ Ω:
lim
T→∞
1
T
∫
Iγ (T )
f (β1τ , . . . , βNτ )dτ =
∫
γ
f dx1 · · ·dxN .
Let Λ = {λ} be a monotone increasing sequence of real numbers tending to ∞. For x > 0 we set
NΛ(x) =
∑
λ∈Λ
λx
1.
In [3], Gonek established the fundamental denseness lemma.
Lemma 7. Suppose that
NΛ(x)  ex
2360 H. Mishou / Journal of Number Theory 131 (2011) 2352–2367and that for any ﬁxed c > 0
∣∣∣∣NΛ
(
x+ c
x2
)
− NΛ(x)
∣∣∣∣ e
x
x3
.
Let K be a simply connected compact subset in the strip 12 < σ1 < σ < σ2 < 1 and f (s) be a continuous
function on K which is analytic in the interior of K . Then for any ν > 0 there exists ρ0 > 0 such that if ρ  ρ0
there are numbers θλ ∈ R for which
max
s∈K
∣∣∣∣ f (s) −
∑
ν<eλρ
λ∈Λ
e(θλ)e
−λs
∣∣∣∣K ν− 12 .
Lastly we quote the approximate formula for the Hurwitz zeta function.
Lemma 8. Let T > 0 and 0 < σ0 < 2. For σ0  σ  2 and 2π  |t| π T we have
ζ(s,α) =
∑
mT
1
(m + α)s +
T 1−s
s − 1 + O
(
T−σ
)
.
Let K1, K2, f1(s), f2(s) and ε be taken as in Theorem 1. Let K3 be a simply connected compact
subset of D such that the union K1 ∪ K2 is included in the interior of K3. By Lemma 5 there are
polynomials p1(s) and p2(s) satisfying
max
j=1,2
max
s∈K j
∣∣ f j(s) − p j(s)∣∣< ε. (16)
Remark that these polynomials p j(s)’s satisfy the condition in Lemma 7 on the set K3. Let z > 0. We
calculate the second moment
I =
2T∫
T
∫∫
K3
2∑
j=1
∣∣∣∣ζ(s + iτ ,α j) −
∑
mjz
1
(mj + α j)s+iτ
∣∣∣∣
2
dσ dt dτ .
Taking into account Lemma 8, we have
I  T
2T∫
T
∑
j=1,2
∣∣∣∣
∑
z<mjT
1
(mj + α j)σ3+iτ
∣∣∣∣
2
dτ + T 1−2σ3+ε′
 T (T 1−2σ3+ε′ + z1−2σ3+ε′), (17)
where σ3 =min{s | s ∈ K3} > 12 , ε′ is an arbitrary positive number and the implicit constant depends
only on ε′ and K3. Combining (17) and Lemma 4, we obtain the lemma below.
Lemma 9. Let ε1 and ε2 be small positive numbers. Consider a set
AT =
{
τ ∈ [T ,2T ]
∣∣∣ max
j=1,2
max
s∈K j
∣∣∣∣ζ(s + iτ ,α j) −
∑
mz
1
(m + α j)s+iτ
∣∣∣∣< ε1
}
.
H. Mishou / Journal of Number Theory 131 (2011) 2352–2367 2361There exists z0 > 0 such that if z z0 then
lim inf
T→∞
μ(AT )
T
> 1− ε2.
Now we suppose that α1 and α2 satisfy the hypothesis in Lemma 1(3). Namely
α2 = p
q
α1 + a
b
, q ≡ 0 (mod b), and p > 0. (18)
Let c1, d1 and n0 be the integers as in Lemma 1(3). Let Λ1 and Λ2 be the sets as in Lemma 1(3).
Further we put
Λ3 =
{
log(m + α1)
∣∣m 0, m ≡ d1 (mod q)},
and
Λ4 =
{
log(m + α2)
∣∣m 0, m ≡ c1 (mod p)}.
These sets Λ j (2  j  4) satisfy the hypothesis of Lemma 7. Let ν be a suﬃciently large number
such that
ν−
1
2 <
ε
4c(K3)pq
(19)
holds, where c(K3) is the implicit constant in Lemma 7. By Lemma 7, there exists ρ0 > 0 such that if
ρ  ρ0 there are sequences θm , ηm , θn ∈ R for which
max
s∈K3
∣∣∣∣
∑
n0n νp
1
(pn + c1 + α2)s +
∑
ν
p <n
ρ
p
e(θn)
(pn + c1 + α2)s
∣∣∣∣< ε2 , (20)
max
s∈K3
∣∣∣∣p1(s) −
∑
m qp ν
m ≡d1 (q)
1
(m + α1)s −
∑
q
p ν<m qp ρ
m ≡d1 (q)
e(θm)
(m + α1)s
∣∣∣∣< ε2 , (21)
and
max
s∈K3
∣∣∣∣p2(s) −
∑
n<n0
1
(pn + c1 + α2)s −
∑
mν
m ≡c1 (p)
1
(m + α2)s −
∑
ν<mρ
m ≡c1 (p)
e(ηm)
(m + α2)s
∣∣∣∣< ε2 (22)
hold. With respect to the set Λ1, Eq. (4) in Lemma 1, (19) and (20) imply
max
s∈K3
∣∣∣∣
∑
n νp −n0
1
(qn + d1 + α1)s +
∑
ν
p −n0<n ρp −n0
e(θn)
(qn + d1 + α1)s
∣∣∣∣< ε2 . (23)
Let θm = 0 for 0 m  qp ν with m ≡ d1 (mod q), ηm = 0 for 0 m  ν with m ≡ c1 (mod p), and
θn = 0 for 0 n νp . For δ > 0 deﬁne a set BT consisting of τ ∈ [T ,2T ] for which inequalities
2362 H. Mishou / Journal of Number Theory 131 (2011) 2352–2367∥∥∥∥−τ log(m + α1)2π − θm
∥∥∥∥ δ
(
0m q
p
ρ, m ≡ d1 (mod q)
)
,
∥∥∥∥−τ log(m + α2)2π − ηm
∥∥∥∥ δ (0m ρ, m ≡ c1 (mod p)),
and
∥∥∥∥−τ log(pn + c1 + α2)2π − θn
∥∥∥∥ δ
(
0 n 1
p
ρ
)
,
hold, where ‖x‖ = minn∈Z |x − n|. By continuity of the sums in (20)–(23), if we choose δ suﬃciently
small, then for any τ ∈ BT inequalities
max
s∈K3
∣∣∣∣
∑
n0n ρp
1
(pn + c1 + α2)s+iτ
∣∣∣∣< ε, (24)
max
s∈K3
∣∣∣∣p1(s) −
∑
m qp ρ
m ≡d1 (q)
1
(m + α1)s+iτ
∣∣∣∣< ε, (25)
max
s∈K3
∣∣∣∣p2(s) −
∑
n<n0
1
(pn + c1 + α2)s+iτ −
∑
mρ
m ≡c1 (p)
1
(m + α2)s+iτ
∣∣∣∣< ε, (26)
and
max
s∈K3
∣∣∣∣
∑
n ρp −n0
1
(qn + d1 + α1)s+iτ
∣∣∣∣< ε (27)
hold. Now we apply Lemma 6(1). Since the set Λ2 ∪ Λ3 ∪ Λ4 is linearly independent over Q, the set
BT has a positive density
lim
T→∞
μ(BT )
T
= (2δ)(1+ p−1p )ρ . (28)
Assume that z > ρ . Calculate the second mean moment with respect to the set Λ3
J =
∫
BT
∫∫
K3
∣∣∣∣
∑
1
p ρ<mz
m ≡d1 (q)
1
(m + α1)s+iτ
∣∣∣∣
2
dσ dt dτ .
Applying Lemma 6(2), we have
J  μ(BT )ρ1−2σ3+ε′ ,
where ε′ be an arbitrary small positive number and the implicit constant depends on K3. For the
sets Λ2 and Λ4 we have the similar estimates. Taking into account Lemma 4, (4), (28) and these
inequalities, we obtain the next lemma.
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max
s∈K3
∣∣∣∣
∑
q
p ρ<mz
m ≡d1 (q)
1
(m + α1)s+iτ
∣∣∣∣< ε,
max
s∈K3
∣∣∣∣
∑
ρ<mz
m ≡c1 (p)
1
(m + α2)s+iτ
∣∣∣∣< ε,
max
s∈K3
∣∣∣∣
∑
1
p ρ<n
z−c1
p
1
(pn + c1 + α2)s+iτ
∣∣∣∣< ε,
and
max
s∈K3
∣∣∣∣
∑
1
p ρ<n
z−c1
p
1
(qn + d1 + α1)s+iτ
∣∣∣∣< ε
hold uniformly for z > ρ . There exists ρ1 > ρ0 such that if ρ  ρ1 then
lim inf
T→∞
μ(B ′T )
T
>
1
2
(2δ)(1+
p−1
p )ρ .
Now we take
ε1 = ε, and ε2 = 1
4
(2δ)(1+
p−1
p )ρ
in Lemma 9. Let ρ  ρ1 and zmax{ρ, z0} be ﬁxed. By Lemma 9 and Lemma 10
lim inf
T→∞
μ(AT ∩ B ′T )
T
>
1
4
(2δ)(1+
p−1
p )ρ .
For τ ∈ AT ∩ B ′T , Lemma 9, Lemma 10, (16) and (24)–(27) imply
max
j=1,2
max
s∈K j
∣∣ζ(s + iτ ,α j) − f j(s)∣∣< 6ε.
This completes the proof of the theorem in the case (18).
Next we prove the theorem in the remaining case. By Lemma 1(1), (2) and Lemma 2, we may
assume that there exists m0 > 0 such that the set
{
log(m + α1)
∣∣m 0}∪ {log(m + α2) ∣∣mm0}
is linearly independent over Q. Put Λ5 = {log(m1 + α1) |m1  0} and Λ6 = {log(m2 + α2) |m2 m0},
then these two sets satisfy the hypothesis in Lemma 7. Let ν > 0 be a suﬃciently large number
satisfying
ν−
1
2 <
ε
.2C(K3)
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such that
max
s∈K3
∣∣∣∣p1(s) −
∑
0mν
1
(m + α1)s −
∑
ν<mρ
e(θm)
(m + α1)s
∣∣∣∣< ε2 (29)
and
max
s∈K3
∣∣∣∣p2(s) −
∑
0mν
1
(m + α2)s −
∑
ν<mρ
e(ηm)
(m + α2)s
∣∣∣∣< ε2 (30)
hold. Now we put θm = 0 and ηm = 0 for 0m ν . Let n1, . . . ,nr be integers such that 0 n j <m0
and the space consisting of the set
{
log(m + α1)
∣∣m 0}∪ {log(n j + α2) ∣∣ 1 j  r}
over Q contains all log(m + α2) (0m <m0). For δ > 0 we deﬁne a set CT of τ ∈ [T ,2T ] such that
inequalities
∥∥∥∥−τ log(m + α1)2π − θm
∥∥∥∥ δ (0m ρ),
∥∥∥∥−τ log(m + α2)2π − ηm
∥∥∥∥ δ (m0 m ρ),
and
∥∥∥∥−τ log(n j + α2)2π
∥∥∥∥ δ (1 j  r) (31)
hold. By the deﬁnition of n j ’s, (31) implies that
∥∥∥∥−τ log(m + α2)2π
∥∥∥∥ c(m0)δ (0m <m0),
where c(m0) is a positive constant depends on m0. By the continuity of the sums in (29) and (30), if
δ is suﬃciently small then for any τ ∈ CT we have
max
s∈K3
∣∣∣∣p1(s) −
∑
0mρ
1
(m + α1)s+iτ
∣∣∣∣< ε (32)
and
max
s∈K3
∣∣∣∣p2(s) −
∑
0mρ
1
(m + α2)s+iτ
∣∣∣∣< ε. (33)
Now we apply Lemma 6(1). Since the set Λ5 ∪ Λ6 ∪ {log(n j + α2) | 1 j  r} is linearly independent
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lim
T→∞
μ(CT )
T
= (2δ)2ρ−m0+r . (34)
Assume that z > ρ . Calculate the second mean moment with respect to the set Λ5
L =
∫
CT
∫∫
K3
∣∣∣∣
∑
ρ<mz
1
(m + α1)s+iτ
∣∣∣∣
2
dσ dt dτ .
Applying Lemma 6(2), we have
L  μ(BT )ρ1−2σ3+ε′ ,
where ε′ be an arbitrary small positive number and the implicit constant depends on K3. For the set
Λ6 we also have the similar estimates. Taking into account Lemma 4, (34) and these inequalities, we
obtain the next lemma.
Lemma 11. Let ρ  ρ0 . Deﬁne a subset C ′T consisting of τ ∈ CT such that inequality
max
j=1,2
max
s∈K3
∣∣∣∣
∑
ρ<mz
1
(m + α j)s+iτ
∣∣∣∣< ε,
holds uniformly for z > ρ . There exists ρ2 > ρ0 such that if ρ  ρ2 then
lim inf
T→∞
μ(C ′T )
T
>
1
2
(2δ)2ρ−m0+r .
Now we take
ε1 = ε, and ε2 = 1
4
(2δ)2ρ−m0+r
in Lemma 9. Let ρ  ρ2 and zmax{ρ, z0} be ﬁxed. By Lemma 9 and Lemma 11
lim inf
T→∞
μ(AT ∩ C ′T )
T
>
1
4
(2δ)2ρ−m0+r .
For τ ∈ AT ∩ C ′T , Lemma 9, Lemma 11, (16), (32) and (33) imply
max
j=1,2
max
s∈K j
∣∣ζ(s + iτ ,α j) − f j(s)∣∣< 5ε.
This completes the proof of the theorem.
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First we prove Corollary 1. For each j = 1,2 we put
q j(s) =
r−1∑
k=0
a jk
k! (s − σ j)
k.
Then we have q j(s)(k)|s=σ j = a jk for j = 1,2 and k = 0, . . . , r−1. Let δ be a positive number such that
sets K j = {s ∈ C | |s − σ j | δ} are contained in D . By Theorem 1, if we deﬁne a set
DT =
{
τ ∈ [0, T ]
∣∣∣ max
j=1,2
max
s∈K j
∣∣ζ(s + iτ ,α j) − q j(s)∣∣< 2πδ
rε
r!
}
then DT has a positive lower density. Using the Cauchy integral formula and deﬁnition of q j(s)’s, for
any τ ∈ DT we have |ζ (k)(σ j + iτ ,α j) − a jk| < ε for each j = 1,2 and k = 0, . . . , r − 1. This completes
the proof of the corollary.
Next we prove Corollary 2. Let F j (0  j  l) be continuous functions as in Corollary 2. Assume
that Fl ≡ 0. Then there exists δ > 0 and the open subset U ⊂ C2r such that
∣∣Fl(z)∣∣> δ for all z ∈ U .
Let 1/2 < σ0 < 1 be ﬁxed. By Corollary 1, there exists a sequence tn tending to ∞ such that
(
ζ(sn,α1), ζ(sn,α2), . . . , ζ
(r−1)(sn,α1), ζ (r−1)(sn,α2)
) ∈ U ,
where we set sn = σ0 + itn . Then we have
∣∣∣∣
l∑
j=0
s jn F j
(
ζ(sn,α1), ζ(sn,α2), . . . , ζ
(r−1)(sn,α1), ζ (r−1)(sn,α2)
)∣∣∣∣ tlnδ.
This contradicts the hypothesis of F j ’s. Therefore we obtain the corollary.
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