Abstract-Uniquely and precisely identifying and citing arbitrary subsets of data is essential in many settings, e.g. to facilitate experiment validation and data re-use in metastudies. Current approaches relying on pointers to entire data collections or on explicit copies of data do not scale. We propose a novel approach relying on persistent, timestamped, adapted queries to versioned and timestamped data sources. Result set hashes are used for validation correctness on later re-execution. The proposed method works both for static as well as dynamically growing or changing data. Alternative implementation styles for relational databases are presented and evaluated with regard to performance issues and impact on existing applications while aiming at minimal to no additional effort requirements for data users. The approach is validated in an infrastructure monitoring domain relying on sensor data networks.
I. INTRODUCTION AND MOTIVATION
In many settings it is essential to be able to precisely and preferably automatically identify specific subsets of data that, e.g. was used in a given study, served as the basis for training a specific model, or served as input to subsequent processing. When any of these computations should be repeated for verification purposes in the future, providing access to the exact subset of data is a core requirement. Data citation is essential in various settings in academia, research and the business realm. Not only is giving credit an established standard, it is also economically reasonable to reuse and share data [1] . Therefore data citation also provides additional value by providing mechanisms for verifying and validating experiments. In many areas understanding how a result was achieved is required, especially when it comes to critical IT infrastructure. Not only do publications and supplementary data need to be citable, but also the attribution of the creation of specific subsets is a demand.
Many data citation approaches exist that allow to reference data sets. So far data sets are usually referenced as one unit having a textual description attached that serves as metadata source. These descriptions of such subsets can often not be generated automatically and they are often not machine interpretable. As a result these descriptions are often not precise enough to be useful. Also the amounts of data are growing increasingly in size and complexity, therefore referencing whole data sets as one unit becomes impractical. Hence this approach does not scale with increasing data set sizes. Also records evolve over time. They can be updated or deleted, which is hardly reflected in subsets and their citations. This is often not suitable for many applications, because live data that is still evolving while previous versions are still available, needs to be identifiable as well. We need data citation solutions that can be acted upon automatically, i.e. machine readable data citation tools that scale with growing amounts of data.
In this paper we present a mechanism for making evolving data citable. Our mechanism allows the definition of subsets and their citation by assigning persistent identifiers to modified database queries, which define the subset of data to be used. It ensures reproducible queries without having to store complete result sets externally, hence the approach is scalable even for large data sets. Our approach supports long term preservation by keeping data sets accessible.
The remainder of this paper is organized as follows. In Section II we give an overview of the current state of the art. In Section III we describe how existing relational databases can be rendered citable. Section IV demonstrates a use case based on sensor network data followed by conclusions in Section V.
II. RELATED WORK
The reproducibility of scientific experiments is often impeded by missing sample data [2] . Data disappears when the link between its reference and the actual data breaks, i.e. standard URLs are used for denoting the location of the data. Because of the link rot phenomenon [3] , URLs are not suitable for long term reference. Therefore persistent identifiers have been introduced that guarantee the availability of the link target by maintaining the relationship between resource and link by central authorities. Many different standards exist [4] . Most of these concepts origin from the scientific or bibliographical domain and are mainly used to provide persistent identifiers for arbitrary digital objects. Although there is need for the reference of subsets of data [5] in the scientific community, hardly any methods exist that allow referencing arbitrary subsets without their definition in advance. So far, many data sets are cited as complete entities with natural language text sometimes being used to describe the kind of subset used. In order to overcome the limitations of entire data set citation, some approaches propose to assign PIDs to individual data items, or even individual attributes. While this supports very fine-granular citations, the solution does not scale. Furthermore many data sets continue to grow and can be updated. Therefore versioning is an integral part of any data citation framework.
Our approach relies on concepts from temporal databases, which have been around for a long time [6] , [7] and are still a topic of current research [8] . In this paper we want to bridge the gap between digital preservation (temporal) data and data citation.
III. MAKING DATA CITABLE Relational database management systems (RDBMS) are implemented in many scenarios and drive data storage, access and analysis. Therefore we will focus on this database model for our dynamic data citation approach. Enhancing data citation capabilities and enabling long term access requires a specific database design, which will be introduced in the following sections.
In [9] we provided an initial draft of a generic model for citing data sets. The model is based on timestamped SELECT-queries which are used in order to retrieve the relevant data. These SELECT-statements can be used for data citation as long as versioned data is available and all data manipulation language (DML) statements are provided with the timestamp of their execution. Data is never deleted (except in the case of e.g. legal requirements for deletion, which need to be documented) and the previous state of a row within a data set is maintained during the whole life cycle. Hence the state of the data set that was valid at the execution time can be reconstructed. The generation of citable result sets is query centric, hence not the data itself needs to be explicitly stored, but the query statements are preserved. Our model supports the citation of both static and dynamic data that gets updated and changed. This provides a very flexible citation solution that enables the provision of references in a timely manner. Basic requirements for a model of dynamic data citation from a database perspective are:
1) Unique subsets can be expressed (i.e. a primary key is available) 2) Dynamic data can be handled (inserts, updates and deletes are recorded) 3) Nothing is actually deleted from the system (except legal requirements enforce actual deletion. This would require to mark affected queries as non-reproducible.) As a result, the evolution of data is traceable, citations can be managed in a scalable and automated way and the model does not require vendor specific features. A further detail that is crucial for the acceptance of dynamic data citation is transparency and the effort required for implementing the model for a given data source, both from the point of view of the operator as well as from a user's perspective. We propose three different approaches for storing the required metadata, all described in more detail, comparing their advantages and disadvantages in Section III-A. The implementation of this model should be as non-invasive with regard to the existing applications interacting with the DB at the cost of slightly more than doubling storage requirements.
The following steps describe the actions necessary for creating and retrieving a citable data set: 1) Record timestamps for all INSERT, UPDATE and DELETE statements 2) Maintain the history of all inserts, updates and deletes with the original values 3) Store all (adapted) SELECT-queries identifying subsets of data that need to be persistent and citable 4) Create a hash of the result set 5) Assign a PID to this query which serves as identification for the citation record We thus need to first ensure that the data is stored in a timestamped and versioned manner (c.f. Subsection III-A). Then, each query that needs to be persistently stored is expanded with its execution timestamp and modified to ensure unique sorting (c.f. Subsection III-B) and assigned a PID (c.f. Subsection III-C). Hashes over the result set are computed to allow verification of correctness of the returned data at a later point in time (c.f. Subsection III-D)
The last two steps are the actual retrieval of the historical data set and its verification: 6) Re-execute the (adapted) stored query and retrieve the original data 7) Verify the correctness of the data retrieved using the hash key computed on the original data set After the database schema has been enhanced to be compliant with the model, inserts, updates and deletes within databases can be executed fully transparent. Queries that lead to result sets that need to be persistently stored for later re-use can be stored and are assigned a PID for future identification. Whenever a data set needs to be reconstructed in the future, the query with the timestamps and the versioned data is sufficient to retrieve the exact same data set.
A. Adapting the Database Tables
In some settings, the database may already utilize timestamps to record when new data was being added. Also, versioning of data, recording updates and deletes, is already quite common in many big data applications, especially as in analytical settings these are frequently dominated by inserts of new data rather than corrections or deletions to existing data. In such cases, usually no specific steps are necessary on the database layer. Otherwise, we need to turn the database into a timestamped and versioned database.
There exist many approaches for handling temporal data [10] . The evolution of data needs to be traced by capturing DML statements. The implementation scenarios rely on additional columns for the current version, user information and the event type as well as a timestamp of the last event. Storing such additional metadata for each table introduces significant overhead that needs to be handled besides the original records. We introduce three approaches for handling the metadata required for data citation: (1) integrated, (2) hybrid and (3) separated.
The first approach (1) requires to extend all original tables t by the temporal metadata and expand the primary key by the versions column. All operations that alter data need to be reflected in the original table. This method is intrusive, because other tables and applications need to be adapted to this alteration. Other queries need to refer to the latest version of a record only and ignore the older versions, also INSERT-statements need to be timestamped. Requiring all queries to incorporate the new primary keys and versioned data is challenging. This modification can have serious effects on the performance, as other queries require to sort-out outdated data. Nevertheless this method can be used in scenarios where deletions and updates hardly occur, e.g. sensor data that produce time series. The same is true for log-data which are optimized for write rather than read operations. This approach will usually require a major redesign of the database, as well as the interfaces of programs accessing it. As an advantage, the retrieval of the earlier data state then requires a simple query q' that selects the latest version per record and omits deleted records. From a storage perspective this approach only produces low overhead as records only append timing and versioning data.
A hybrid approach (2) moves records into a history table h whenever a record gets updated or deleted, but inserts are only recorded with a timestamp in the history table. This approach facilitates a history table h having the same structure as the original table t, but includes columns for data citation metadata. The original table t always reflects the latest versions as if no versioning and timestamping was enabled, whereas the history table records the evolution of the data. If a record has been inserted but not updated or deleted, no additional metadata or versioning is required. The advantage of this approach is again a minimal demand for storage, especially when data is hardly updated but lots of inserts occur. But more importantly, the approach is nonintrusive, as table t remains unchanged. A disadvantage is a more complex query structure for retrieving historical data, because the system needs to check whether there exist updates or not and then retrieve the records either from t or from h. Yet, in settings where the re-execution of historic queries is a low-frequency event, this might be the preferred solution.
The full history approach (3) also uses a history table as described before, but this approach also copies records The granularity of this approach is on a record level, hence every change on the data is reflected. In our model, the timestamp contains the explicit date at which the data has been changed with the respective updates being executed as atomic transactions.
B. Ensuring Unique Sorts
A crucial aspect of result sets is their sorting. The results returned by a database query are commonly fed into subsequent processes in their order of appearance in the result set. In situations where the order of processing has some effect on the outcome (e.g. in machine learning processes), we need to ensure consistent sorting of the result sets is provided. Hence, the order in which records are returned from the database needs to be maintained upon a query's re-execution. This is challenging as relational databases are inherently set based. According to the SQL99 standard 1 , if no ORDER BY clause is specified, the sorting is implementation specific. Even if an ORDER BY clause is provided, the exact ordering may not be defined if there are several rows having the same values for the specified sorting criteria.
For this reason queries need to have a sorting order specified in order to be compliant with our model. As a basic mechanism, we only consider standard sorting mechanisms, i.e. using ORDER BY clauses. If no such sorting behavior is determined, a standard sorting based on the primary key columns of the involved tables is appended to the query. This covers only basic SQL SELECT statements, but is sufficient for the most use cases requiring data citation. Additionally means to mitigate non-determinism and randomness are required when preparing and re-executing processes at a later point in time for validation purposes [12] . Randomized functions or relative time specifications are still a problem when they are used in stored procedures or SELECTstatements. So far, there exists no standard solution that can mitigate the effects of randomness and non-determinism.
C. Assigning PIDs to Queries
It is essential to detect queries that have already been captured by the system in order to avoid the multiple assignment of new PIDs to identical queries. Furthermore the result sets of queries have to be analyzed to verify the correctness. We rely on hashes to determine identity and correctness of result sets. There are two options for computing the hash key for a query result. The simplest solution requires computing the hash key over the entire result set. This allows straightforward comparison to see whether two result sets are identical. Yet as result sets are potentially huge, hash computation can be quite expensive. A more efficient alternative requires the existence of a unique identifier for each row in the result set. In this case we can compute the hash key over the unique key and the table columns (headings) to be able to ensure that two result sets are identical.
If a new query or an altered result set was detected, then a PID can be assigned. Any of the mechanisms introduced in Section II is suitable for assigning PIDs for the later identification of queries. A further possibility is to generate a PID by creating a hash from the query string and an appended timestamp. In our scenario, only queries that are either new or return an altered result set will be assigned a new PID.
D. Retrieving a Citable Subset
The query store contains the modified query q, a timestamp and the hash value HR(q) of the result set that q returned at that point of time. Whenever the subset that was delivered by q is referenced at a later point in time, the SQL query statement obtaining the previously stored data set denoted q' is executed. At the retrieval of the subset, query q' needs to point to the subset of the history table presenting only those values that have been valid during the time of the original query execution. By using the version information and the temporal metadata for every record, the appropriate subset delivering the appropriate data can easily be constructed. The exact query structure again depends on the implementation design of the temporal data in the tables.
IV. USE CASE: AUTOMATED REPORT GENERATION FOR CRITICAL INFRASTRUCTURE
We present a use case for monitoring the performance and stability of large concrete dams which are used for hydroelectric power generation. More than 30 different sensor types gather data about the structures such as rainfall, water levels, temperature, humidity and many other factors. Complexity, amount, coverage and data collection frequency vary considerably, as the sources can be either collected manually or in an automated fashion. All sensor data is collected in a central database. A Web portal allows researchers, scientific and maintenance staff to generate reports of the data sources that aggregate the measurement data. This data is then used for generating monitoring reports including tables, graphs and all details required by the users to get informed on the status of the structure during the selected period.
For liability reasons, it is important to identify the exact subset that was used for the creation of the monitoring report. Only if the data that was used during report generation can be identified unambiguously and mapped to a specific report generation request, the automated generation of the monitoring reports is reproducible and understandable in the future.
Enabling data citation for current and future data can be achieved by copying the table structure of the original table and appending the versioning information (version, last event type, last event) as new columns to the history table. The last event type refers to the three operations INSERT, UPDATE and DELETE. The column last event stores the timestamp of the event and the version column stores an incremented version number for each event that alters data. Note that this more than doubles the storage requirements. Yet, given the size of the database and the effort that would be required to re-engineer the multitude of applications that would be affected by a change to the original DBMS, the full history solution (3) turns out to be the most cost-efficient.
A. Preparing the Database Schema
We need to adapt the way data gets inserted into the data collection in order to enable to trace inserts, updates and deletes into the history table. In our example we use three simple stored procedures: sp_insert_value, sp_update_value and sp_delete_value. All three stored procedures encapsulate the data insertion of the metadata in the history table by using transactions. This ensures that no changes can occur in between e.g. the actual deletion of a record in the original table and the metadata insertion into the history table. A more traditional approach to automatically react on updates would be the use of database triggers. We refrained from using triggers because they are highly vendor specific and provide a very different feature set that can not be used on other systems.
B. Query Re-Writing: Replanting Branches
For retrieving the results of the original query q it is sufficient to replace references to the original table with a generic query pattern addressing earlier versions of the data. The sample query from Listing 1 retrieves the average value aggregated by parameters for a given instrument. As the data in the database is still evolving, updates and deletes occur to the original data. For obtaining the original result set at a later point in time, the query q' has to be rewritten in order to include only data as it was valid during the time of the execution of q. Figure 1 depicts a minimal example of the query from Listing 1 that aggregates the average values of the instruments of a structure grouped by the parameter type. The figure also shows the modification of the operator tree and demonstrates the retrieval of the data for a simple query q. The query pattern q' is generic and can be used for all history data tables that have been adapted to the new schema we proposed. The query q' selects the latest version of a row that was valid at the time of the execution of q and thus reflects the state of the table at the earlier point in time. Thus the query pattern q' can be inserted into the operator tree constructed by the original query and replace every occurrence of the original table.
The sorting order is crucial for maintaining the same sequence of records in the result set and thereby producing identical result set hashes (RH(q)) for queries. If query q includes an ORDER BY-clause it needs to be asserted that the primary keys of the involved tables are used as sorting criteria. If no ORDER BY-clause is present, the system needs to append this as part of the statement in order to maintain the sorting behavior. Several queries used for the report generation use a SELECT * -statement pattern and perform a selection on the result set. Hence the columns describing temporal metadata need to be excluded by the query.
The query presented here is a minimal example for demonstrating the feasibility of the approach. There are numerous optimizations possible that we will tackle in our future work. In this example, we did not encapsulate the query inside a view, as not all database systems allow to use other fundamental database system concepts such as indexes on views, rendering the process described here inefficient. The same is true for temporary tables as there are too many differences between the available RDBMS vendors.
C. Setting up the Query Store
We add a query table that contains the following columns:
• A PID The queries that result in the generation of the monitoring report can be logged automatically and inserted into the query store.
V. CONCLUSIONS AND OUTLOOK
The model for data citation we proposed in this work can be used to persistently cite arbitrary subsets in relational databases. We presented a series of steps that can be applied on relational databases for rendering them citable. We described how deterministic query results can be established by maintaining the sorting order of the result sets. We provided a basic database schema for versioning and introduced fundamental operations required to handle evolving data. Being based upon temporal database aspects and unambiguous result presentation by adding stable sorting criteria, citing only the queries persistently is sufficient for our model. It guarantees not only consistent result sets across time, but also consistent result lists even in case of none or ambiguous result set sortings in the initial query, and also in the case of migration to a different DBMS. A mechanism that checks whether a query was already issued and that can detect if two subsequently executed queries return different result sets, ensures that only new queries will be assigned a new PID to avoid ambiguity.
In order to mitigate the burden of data citation on a productive system, different replication strategies need to be investigated. A further question that needs to be tackled is the evolution of the database schemata itself. In changing environments such as research, database tables themselves are subject to changes, which need to be detected and handled by the data citation system. Data base schema versioning is a topic that has been tackled for many years [13] , but still more research is required for the proposed solutions scale with increasing amounts of data. Query normalization was also not treated in this paper, addressing specifically the adaptation of the stored procedures to ensure identical result sets upon re-execution on the new schema. As stored procedures and user defined functions are highly implementation specific, no generic approach exists. So far we tested the use case only with standard SELECTstatements that did not involve other stored procedures. Obviously stored procedures that alter data would require adaptation as well.
In principle, however, the proposed model should be applicable in all settings where data can be timestamped, and where some form of access and query interface is being used to identify the subsets to be made persistently available as individual units. Specifically, we will investigate how to apply the proposed model to other types of data repositories, specifically data formats used specifically in the scientific domain such as HDF5 3 , as well as different types of databases from the NoSQL movement (document, keyvalue, column-oriented or graph databases). Further use case pilots will be implemented as part of a working group to be established under the umbrella of the Research Data Alliance (RDA) 4 , to better understand the impact and limitations of the various design decisions.
