INTRODUCTION
Multiphase fracturing whereby a gas penetrates a liquid-saturated granular or colloidal material occurs in a wide range of natural and engineered processes. Polygonal mudcracks in soils and crack patterns in paint are familiar examples of emergent pattern formation where fractures are forced open by capillary interactions as the material shrinks when it dries [1] [2] [3] . Methane venting through sediments represents a significant source of greenhouse gas emission to the atmosphere [4] . Methane flux rates are intimately linked with complex gas migration in the form of rising bubbles or fractures, deforming the sediment and causing intermittent venting from localized conduits and pockmarks on the ocean floor [5] [6] [7] [8] [9] [10] [11] . Other examples from nature include volcanoes and magmatic systems, where migration of gas (volatiles) through a mush of crystals and melt influence eruption behaviour and the escape of large amounts of gases to the atmosphere [12, 13] . Gas-driven fracturing and deformation of the crystal matrix creates conductive pathways for migration of volatiles through the mush, which can explain the episodic eruptive bursts characteristic for some volcanic systems (e.g. Stromboli), and why crystal rich magmas often are found to have depleted volatile fractions [13] [14] [15] .
In industry, gas-driven fracturing of soil and porous media is a key process in stimulation of sensitive hydrocarbon reservoirs [16, 17] , pneumatic fracturing for enhanced remediation of contaminated soil [18, 19] , and carbon dioxide injection and storage in subsurface reservoirs [20, 21] . Gas-driven (pneumatic) fracturing differs from the well-known process of hydraulic fracturing-or "fracking"-used to extract shale gas and oil. Gas-driven fracturing is a complex process that involves multiphase flow of gas/liquid/grains whereas hydraulic fracturing typically features a single-phase flow of a water-based fracturing fluid. The presence of a gas-liquid interface at the fracture boundary means that capillary forces play an important role in shaping the fracture growth dynamics [6, [22] [23] [24] [25] [26] .
Multiphase fluid flow and fracturing processes are poorly understood on a fundamental level. Fluid instabilities involving viscous, capillary and frictional forces, together with pore-scale disorder and evolving matrix geometries, result in a wide range of flow patterns and possible fracturing outcomes. From an applied point of view, the inherent complexity, and the current lack of fundamental scientific insight, makes fluid-driven fracturing processes difficult to control, with often unpredictable results in terms of permeability generation.
Here we study a simple model system: the fracturing of a water-saturated, non-cohesive granular medium by the forced injection of pressurized air. In order to observe the fracturing dynamics, we study a thin layer of material confined between two parallel glass plates: a Hele-Shaw cell. Amongst the first uses of the Hele-Shaw cell was to demonstrate viscous fingering, a branching instability apparent when injecting a low viscosity fluid into one of higher viscosity [27] [28] [29] [30] [31] [32] . There have been many different approaches to incorporating granular material into such a system, and all produce distinct and often visually striking flow patterns [22, [33] [34] [35] [36] [37] [38] . In each case the driving force behind pattern formation is the complex interplay and competition between fluid flow, bead-bead friction and capillary forces.
The invasion of air into a liquid which is only partially filled with granular material results in a particularly rich set of patterns: from viscous fingers to bubbles to labyrinthine structures [39] [40] [41] [42] . Results are dominated by fronts of dense granular material which accumulate ahead of interfaces, retarding advancement by means of friction. In contrast, if the cell contains a granular material which is held rigidly in place then capillary invasion is observed between the grains, or viscous fingering at very high injection rates [26, [43] [44] [45] . Fracturing occurs between these two extremes: when the cell is fully packed with granular material but not so tightly packed that the grains are immobile.
Multiphase fracturing in granular media has been observed before [21, 22, 25, 26, 41, [46] [47] [48] . Chevalier et al. observed a transition from viscous fingering to a fracturelike invasion pattern in very dense granular suspensions [22] . Holtzman et al. mapped a transition between viscous/capillary fingering and "capillary fracturing", and showed that the transition depended on the competition between a local fracturing pressure and the frictional resistance which in turn depended on the confining pressure [26] . Sandnes et al. proposed a phase diagram of displacement morphologies for gas intrusion in materials ranging from consolidated porous media to loose granular mixtures, with fracturing as the dominant morphology for systems with intermediate filling fraction [41] .
It must be noted that the process referred to as "fracturing" throughout this and other works (the invasion of a gas into a saturated granular material in the form of narrow channels) is fundamentally different to more conventional fracturing of elastic and cohesive materials such as metals and rocks (separation of a previously continuous solid phase due to tensile stress). In the capillary fracturing process described here, there are no cohesive bonds between the grains, and the fracture-like shape of the invasion front is a result of pressure and capillary forces acting at the fracture interface, and frictional forces acting between grains, and between grains and the confining boundary.
Here we present several new insights into how gasdriven, capillary fractures nucleate and grow, and the effect of granular material properties and injection rate on the morphology of the fracture patterns. First we demonstrate that the fractures nucleate by pore invasion, and that the growth of a fracture branch is associated with a compaction of the granular packing surrounding the branch. We show that the thickness of this compaction front can be predicted from the characteristics of the granular material (size and shape), and that the compaction fronts in turn determine the spatial density of the final fracture pattern. Subsequently we find that the patterns are rate-independent below a fluidisation threshold, above which we demonstrate a transition to a viscous regime where the fractures align with the fluid flow streamlines, and the fracture density increases with increasing injection rate.
MATERIALS AND METHODS

Experimental setup
Experiments were performed in a Hele-Shaw cell, as shown in Figure 1 (a). Two 350×350×18 mm glass plates were held together by 0.5 mm adhesive plastic spacers; these sealed three sides of the cell, leaving a 200 mm-wide channel which was open at one end. A hole was drilled through one of the plates providing an inlet at the closed end of this channel, 300 mm from the open end.
A bed of loosely packed glass grains was formed within the cell by turning it vertically, filling it with deionised water and pouring the grains into the top of the channel to sediment downwards. A head of water of about 1 cm was left between the top of the granular bed and the end of the cell to prevent evaporation from influencing results.
After the bed had fully settled, the cell was turned horizontal. Air was injected into the inlet at various rates using a syringe pump (Harvard Scientific, PHD Ultra), while a pressure sensor (Sensortechnics) logged the relative air pressure at 5 Hz. No pressure log was taken at rates above 10 mL·min −1 as the pressure rose above the range of our instrument. Injection was initially done at a slow rate (0.03 mL·min −1 ) to push through excess water in the inlet without disturbing the grain packing; afterwards (but before the appearance of the first fracture) the rate was raised or lowered to the rate of interest and held there for the duration of the experiment. Photographs were taken at regular intervals to record the results. A gas injection volume of 8 mL was used for all experiments presented here. The edge of the channel was kept unobstructed (open boundary conditions) in all experiments.
Both spherical beads and rough, irregular grains of soda-lime glass were used as shown in Figure 1 (b) and (c), sieved to various size ranges between 53 and 250 µm. The bead beds had measured initial porosities η 0 between 0.415 and 0.465 (increasing with increasing bead size due to edge effects), consistent with values expected for a random loose packing of spheres [49] . Irregular grains, which were sieved to 75-100 µm, packed with a significantly higher porosity of η 0 = 0.63. Both beads and irregular grains were washed in a 3:1 mixture of sulphuric acid and hydrogen peroxide (piranha solution), and rinsed thoroughly in deionised water prior to use. The piranha solution treatment ensures removal of contamination and a highly wetting, hydrophilic surface. Piranha treated soda-lime glass is estimated to have an air-water-glass contact angle of θ = 12 ± 5
• [50] . Bed porosity was determined by finding the mass of granular material needed to fill a known volume of the cell. Permeability was found by measuring the pressure difference needed to push water through the bed at 0.03 mL·min −1 , which relates to the permeability by Darcy's law [51] . Figure 2 shows illustrative examples of the fracturing dynamics at low injection rate for spherical beads (a) and irregular grains (b), as well as fracturing at high rate (c).
Data and image analysis
Fracture patterns were analysed at the moment they first reached 20 cm from the inlet to avoid edge effects. For comparisons between rates, 15 cm was instead used for the cut-off due to fluidization of the granular packing close to the edge of the cell at high rates. Image subtraction, thresholding and despeckling were applied in sequence to produce the binary images presented here. A binary closing operation was then used to remove small holes, after which the total length of the fractures was found as half the perimeter of the pattern. To find the branching properties, the pattern was skeletonised after manually correcting any remaining gaps in the image. A custom algorithm then translated the skeletonised image into a logical branching structure, removing any detail on scales below 1 mm.
Fracture density was measured as the fracture pattern length divided by the area of the convex hull of the pattern. Mean cross-sectional area of the fractures was found by using the pressure log and known injection rate to infer the total volume of invaded gas, and dividing this by the total fracture length. The peak pressure is simply the highest gas pressure achieved during the course of the experiment. We define tortuosity as the ratio between the direct Cartesian distance to the inlet and the distance following the path of the fractures; the mean tortuosity is merely this averaged over the whole pattern.
To study the system dynamics in more detail, a smaller region was observed in the centre of the cell at higher magnification and at 60 frames per second. Particle Image Velocimetry (PIV) was performed on the images using the OpenPIV software package.
RESULTS AND DISCUSSION
Fracture growth in the frictional regime at low injection rate
This section describes the dynamics of fracture growth at injection rates of 0.1 mL/min and below. A later section discusses the rate dependence of the process. Figure 3 (a) shows a time series of typical fracture growth for 53-100 µm spherical beads. The injected air invades the granular bed by opening a branching pattern of narrow fractures, typically never more than three bead diameters wide. The pattern has an apparently random bifurcating structure with branches opening by a process of tip-splitting. The fractures never intersect each other. Figure 3 (b) shows the growth dynamics for a full fracture pattern coloured according to formation time. Fractures are sometimes seen to grow preferentially along the edge of the packing. This is likely an effect of locally inefficient packing close to the walls. Figure 3 (c) shows the variation in gas pressure alongside the fracture growth rate over the course of a typical experiment. Although the gas is injected at a constant rate, the fracturing is intermittent, with periods of inactivity during which the pressure builds, and short bursts of rapid growth. Such behaviour is common in frictiondominated systems such as stick-slip sliding [52] , earthquakes [53] and granular avalanches [54] . It is to be supposed that grain-grain and grain-cell friction hold back fracture expansion until a threshold pressure is achieved, at which point there is rapid growth curtailed by a consequent pressure drop. Up to 0.1 mL/min, the gas injection rate has little or no impact on the magnitude of these slip events but rather determines the length of the stick periods between slips, as demonstrated in Figure 4 .
Figures 5 (a)-(c) look in more detail at the dynamics of a single slip event. One sudden drop in pressure is often seen to be the result of the almost simultaneous growth of several lengths of fracture, usually local but disconnected from one another. We conclude that a single slip event causes a chain reaction in neighbouring regions that are close to their threshold pressure, caused by fluid flow induced disturbance of the packing in the vicinity of a growing fracture. Figure 5 (c) shows that the seven active branches nucleated in sequence within a 0.5 s time window during this particular slip event.
Fracture growth comes to a halt after 1-2 s.
Granular compaction fronts
Particle Image Velocimetry (PIV) analysis was performed on growing fractures and an illustrative result is presented in Figure 6 . The fracture pushes grains ahead of it and to either side, creating a compacted front beyond which the packing is unperturbed. An applied force to a thick compacted front will be propagated to the outof-plane confining walls via force chains within the material [55, 56] , causing it to jam [57] [58] [59] and stop the fracture from expanding. Such compaction fronts have been observed before in frictional fingering experiments where the Hele-Shaw cell is only partially filled with granular material [39, 41] . Chevalier et al. studied fracturing of density matched granular suspensions, and found that the mobilization of grains occurred in the local vicinity of the advancing fracture tip for suspensions with high granular volume fraction [22] . 
Figures 7 (a)-(c)
show an individual fracture with associated grain displacement field and granular bed density relative to the initial packing density. The analysis reveals the local compaction zone (red halo) surrounding the fracture. The resolution of the PIV data is insufficient to resolve the narrow width of the gas filled fracture, producing an exaggerated decompaction zone (blue colour). Figure 7 (d) shows the percentage compactivity measured as a function of distance to the nearest fracture branch, averaged over three separate fracture events. The local compaction of the granular material absorbs the deformation caused by the growing fracture. Thus, a key requirement for fracturing of a deformable porous medium is compactibility. We define compaction Ξ as
where n c and n 0 are the compacted and uncompacted granular bed porosities respectively. From Figure 7 (d) we can make a rough estimate of Ξ ≈ 0.7% as the peak value of the median compaction for 53-100 µm beads. The existence of these compaction fronts explains the self-avoiding nature of the fracture patterns: fractures cannot grow into the already compacted regions around existing fractures. The total cross-sectional width occupied by a fracture comprises the width W of the (gasfilled) fracture itself and the compaction fronts either side, each of a thickness L. The length W + 2L thus sets a lower limit for the spacing between separate, parallel fracture branches. Fractures may not necessarily approach one another as close as this, but they may approach no closer.
Observing the fully developed fracture patterns displayed in Figure 3 , the patterns appear to fill the available space surprisingly efficiently for a random branching structure. The patterns appear fractal on small scale, but on the scale of the cell, a characteristic separation length between the fracture branches can be discerned. The pattern is more "space filling" than "fractal", and there is in Figure 3 never more than about a centimetre separating the bulk of the porous medium from the nearest fracture branch.
The emergence of a characteristic length implies that the system displays a well-defined spatial fracture density D. We define D as the length of fracture per unit area of invaded porous media, and hypothesize that D emerges as a consequence of the separation of fractures due to their compaction fronts. To explore this concept further, we introduce a minimalist model for fracture density, where D represents the inverse of the minimum separation distance due to the space occupied by fractures and their compaction fronts:
Conceptually, D is equivalent to the spatial frequency of straight, parallel fractures separated by two compaction fronts, i.e. maximally efficient invasion of the granular bed. If the compaction (Eq. 1) of the porous material is known, then the fracture width may be expressed as
This minimalist model will in a later section be developed to provide a prediction of fracture density from basic material properties, but for now consider Figure 7 (d) which gives a rough estimate of the distance at which compaction drops below 50% of its maximum value as 5.5 mm for 53-100 µm beads. This implies a minimum separation distance of W + 2L = 11 mm, i.e. a fracture density of D ≈ 0.9 cm −1 , which is in good agreement with measured values of ∼ 1 cm −1 . (Experimental measurements of D will be presented in more detail in a later section).
It can be imagined that in a confined, closed system fractures will eventually grow into unprocessed regions until all the available space is either occupied by fractures, their corresponding fracture fronts, or spaces too small to hold a fracture and its fronts. As such, closed systems would be expected to display fully fractured beds with well-defined fracture densities.
However, the setup we have used has an open boundary so the reason why the fracture network grows to fill space, rather than produce the fractal structures typically seen in e.g. viscous/capillary fingering in porous media, is not immediately obvious. It is possible that the partial confinement (channel geometry) may enhance the space-filling tendency compared to previous studies of fracturing from a central inlet where the fractures can spread out laterally in all directions [14, 26, 60] . Also, buoyancy effects in vertical cells [9, 21, 23] and viscous effects at higher injection rate [22] may significantly affect the pattern formation.
The dynamics of fracturing could itself promote a space-filling pattern. Consider Figure 5 , where disturbance from fracture growth in one branch is seen to trigger the nucleation of additional fractures nearby. It seems likely that this cooperative action has the effect of creating a "process zone" of multiple fracturing events in the locality of the initial fracture nucleation. Thus the active growth region becomes fully invaded by the concurrently growing fractures, producing a pattern that is space-filling on a local scale. Fractal growth may still exist, but at a larger scale than that observed in these experiments.
Note that the patterns showed considerable variability, with patches incompletely filled by fractures (see 8 and Figure 12 ). The space-filling nature of the pattern is however evident in the fractured regions of the cell. where the experiment suffered from an artefact whereby the air invaded the space between the top glass plate and the granular bed, especially around the inlet. This effect is noticeable as dark patches in the lower part of the experiment shown in Figure 8 (a) (left) .
While the pattern morphology appears relatively insensitive to grain size, this is not the case for the gas pressure at the point of fracturing which is observed to decrease with increasing grain size (Figure 8 (b) red diamonds). The red line is a fit to the Laplace pressure equation for the pressure difference δP across a spherical interface [51] :
where γ is the surface tension of water (0.072 N/m), d is the diameter of the beads, and θ is the contact angle, for which we used a value of 12
. a is the free variable in the fit and is found to be 2.14 for the peak pressures as shown, with a lower value of approximately 2.0 for the average pressures at the onset of fracturing. Physically, this means that the measured fracturing pressure is equivalent to that needed to invade a hydrophilic cylindrical pore of diameter roughly half that of the beads. Once a compaction front is established, it cannot simply be pushed out of the way by a higher pressure: this merely causes it to compact the grains behind it, thickening the front, as observed in simulation [61] ; rather a fracture must somehow breach through the front. The pressure triggering the onset of fracturing corresponds to an interface curvature roughly 2.0 times that of the grains. For comparison, one study of pore throats in a random close packing of equal spheres (we assume that in the compaction front the grains are close packed) found the ratio between the maximum interface curvature and the sphere curvature to begin at 1.8 for the very widest pores in the system [62] . By this measure our fracturing pressure is close to the pressure at which we would expect capillary invasion into the largest available pores. Capillary invasion between the grains in the static compaction front is thus the trigger for the nucleation of a new fracture. The fluid flow from the capillary invasion is sufficient to briefly mobilise the packing, leading to a self-reinforcing process of invasion causing flow leading to bead mobilisation that triggers rapid invasion of air in the form of fractures. Figure 9 shows the point of nucleation of a new fracture branch. The beads in the initial compaction front remain largely undisturbed as the gas penetrates the front by pore invasion. As the invading gas emerges on the other side of the compaction front, the packing is mobilized, and the fracture expands by pushing grains ahead and to the sides.
The concept of capillary fracturing described above follows that of previous work by other authors [6, 24, 26] , but for a subtle difference: The emergence of the compaction front requires the pressure to exceed the capillary pore entry pressure of the close-packed material in the front. It is not enough for the capillary forces to exceed the deformation-or frictional resistance of the undisturbed medium. Instead there is a feedback effect where the thickness of the compaction front grows to balance the gas pressure, forcing the pressure to increase to the point of capillary invasion (without necessarily disturbing the grain configuration). Fracturing as observed in the experiments presented here is thus a two stage process: initial capillary invasion followed by deformation and fracturing, where the required pressure is always set by the pore entry pressure of the close-packed material of the compaction front, regardless of the frictional properties of the medium.
Effect of granular friction (grain shape)
The effect of grain shape was studied by comparing spherical beads with irregular, rough grains (as seen in Figure 1 ), both sieved to a narrower distribution of 75-100 µm. The same PIV analysis as performed for Figure 7 was used to reveal the differences in the compaction fronts between the two grain shapes, as shown in Figure 10 .
It can be seen in Figure 10 (a) that the peak compaction value for the irregular grains is much higher than that for the spherical beads, 1.3% and 0.4% respectively. This higher compaction is explained by the packing of irregular grains having a greater porosity than the packing of spherical beads (0.63 compared to 0.43), and with more degrees of freedom, there is a greater potential for reconfiguration and compaction. The measured permeability of the irregular grains (295 × 10 −9 cm 2 ) was also larger than for the same sized 75-100 µm beads (72×10 −9 cm 2 ), suggesting the irregular grains do have large pore spaces on average for their size. shows that the compaction front is narrower for the irregular grains: ≈4.5 mm compared to ≈6 mm for spherical beads. This is because the irregular grains will have a higher effective friction against the cell walls than the smooth beads, meaning a narrower front is needed to hold back the same pressure. As an indirect measure of frictional properties, the angle of repose α for dry irregular grains was measured to be 45
• , compared to 32
• for spherical beads. As a consequence of having narrower compaction fronts, it should be expected that fractures in irregular grains will be able to approach closer to each other than those in spherical beads, increasing the fracture density D in the system. This result is observed in the fracture patterns shown in Figure 11 , where the irregular grains in (b) are seen to form a denser pattern than the spherical beads in (a). Measurements of fracture density (fracture length divided by convex hull) on three replicate experiments on each grain type (Figure 11 (e) ) show that irregular grains indeed display a higher average fracture density of 1.4 cm −1 compared to 1.0 cm −1 for the spherical beads.
The measured gas pressure at the onset of fracturing (red triangles in Figure 11 (e)) is considerably lower for the irregular grains (3500 kPa compared to 8500 kPa for spherical beads). This observation supports the explanation presented in the previous section that the fracturing pressure is set by the capillary entry pressure as opposed to the frictional resistance of the material. The irregular shape of the grains creates larger pores, requiring lower gas pressure for capillary invasion as the precursor to fracturing. The effect of the higher frictional resistance is that thinner compaction fronts are required to balance a given capillary pressure. The higher fracture density for irregular grains is thus a result of two separate effects: Larger pores means lower capillary pressure acting to expand the fracture, and higher friction means narrower compaction fronts are required to halt the expansion.
Another noticeable difference is that the irregular grains have wider fractures (mean fracture width of 0.72± 0.10 mm compared to 0.43± 0.10 mm for beads, see Figure 11 (c) and (d) ). Recall that the width of the gas filled fracture can be estimated as W = 2ΞL. Figure 10 shows that the compaction Ξ is over three times larger for the irregular grains, explaining the larger W despite the irregular grains having thinner compaction fronts L.
Analytical model for fracture density
The expected width of a compaction front may be estimated from the frictional properties of the granular material together with a simple model for stress transmission within the packing. Stress imposed on a granular medium propagates and disperses via grain-grain contacts. The capillary forces at the fracture boundary exert a stress on the interfacial grains with a mean component in the horizontal, in-plane direction. A significant portion of this stress gets redirected towards the confining plates, thus increasing the friction force [40] . We assume a Janssen relation that states that the out-of-plane stress σ zz is proportional to the applied in-plane stress σ xx by σ zz = κσ xx , where κ is the Janssen coefficient, found in simulation to be 0.58±0.05 for spherical beads [61, 63] . The fracturing pressure P F that needs to be applied at the fracture interface in order to displace the accumulation front increases exponentially with L according to the following relation, simplified to remove gravitational effects [40, 61] :
where µ is the static coefficient of friction (estimated, using the angle of repose as µ ≈ tan α), b is the plate spacing and P T the threshold pressure at the far side of the front, i.e. the minimum pressure needed to compact the granular bed; this was taken as equal to the gravitational stress half-way between the plates, taking into account buoyancy and porosity, i.e.
where ρ e is the effective density of glass in water, n 0 is uncompacted porosity and g acceleration due to gravity. Assuming that the compaction fronts are much wider than the internal width of the gas-filled fracture, spatial fracture density may be estimated simply as
And as L may be estimated using Equation 4 , and P F may itself be estimated from grain size as in Equation 3 , it follows that the spatial density of the fracture pattern may be estimated directly from the basic material properties µ, n, θ and d without reference to PIV results or pressure measurements. This final equation is as follows:
where a is the prefactor from Equation 3, found to equal 2.0 for typical fracturing pressure. This value found for a only applies to the spherical beads, and a measured P F of 3.1 kPa was used for the irregular grains in place of Equation 3 . The parameters relating to the frictional resistance of the compaction front; µ, κ and b are outside the logarithm in Equation 7 and are the parameters to which D is most sensitive. Figure 11 (e) compares predicted (Eq. (7)) and measured fracture densities. The model correctly predicts an increasing fracture density for the rough grains which is a result of higher friction and lower fracturing pressure producing narrower compaction fronts, allowing the fracture branches to approach each other closer. The model provides a close approximation to measured values, predicting fracture densities of 0.89 and 1.47 cm The capillary stress at the fracture interface is assumed proportional to γ cos θ and is maximal for high gas-liquid surface tension and for perfectly wetting (θ = 0) materials. A higher capillary stress at the interface allows the fractures to expand wider, growing larger compaction fronts separating the fractures, ultimately resulting in a lower fracture density D. Our experiments use highly wetting, hydrophilic grains (θ = 12
• , cos θ = 0.98). Previous studies have found wettability to significantly influence multiphase invasion patterns in fixed porous media models [64] [65] [66] . We have not investigated the effect of wetting on the fracturing process, however, the assumptions of the model imply that fracturing is driven by the capillary forces exerted at the interface, which tend to zero for non-wetting conditions (θ = 90
• ).
Dependence on gas injection rate
The rate of gas injection Q into 53-100 µm beads was varied across five orders of magnitude, from 0.001 to 100 mL/min. The collected results are presented in Figure 12 . Figure 13 shows quantitative aspects of the same results.
From both images and graphs, it is clear that there is no significant variation with rate up to about 0.1 mL/min. This is the stick-slip regime described in the previous sections (outside this rate study all experiments were performed at 0.03 mL/min unless specified otherwise). The rate independence here is to be expected: as a threshold-limited process, the only influence of the rate is the length of time it takes for the pressure to build up to the next threshold, which likely has little influence on the pattern (see Figure 4) .
From about 0.3 mL/min onwards, the pattern becomes strongly rate-dependent. Below this rate, the pressure during fracturing rises and falls in the stick-slip manner seen in Figure 4 , but stays close to a constant fracturing pressure P F during the whole experiment. Above this rate, after the first fractures appear close to P F , the pressure continues to build, reaching a maximum and then falling off as the fractures approach the open end of the cell, with no discernible stick-slip fluctuations. This maximum pressure increases with increasing rate, as seen in Figure 13 . There is thus a critical rate above which the growth dynamics becomes continuous rather than stickslip.
As well as becoming continuous in time, the movement of the granular bed begins to extend much further from the fractures. At 0.1 mL/min and below, fractures open by means of local compaction as shown in Figures 6  and 7 . Above this rate, they displace the grains globally rather than merely locally, as illustrated in Figure 14 . Thus the transition to rate-dependent behaviour reflects a fundamental transition from fracturing of a solid-like, deformable packing, to gas invasion into a granular suspension.
The change in flow behaviour can be explained as a fluidisation transition: above a threshold flow rate Q f the drag force will be sufficient to mobilise the grains and set the whole bed in motion. This concept has already been used to explain pattern transitions in partfilled bead beds [41] and tube geometries [67] , and here we use the same approach; the bed will fluidise when the fluid pressure gradient ∇P is sufficiently large to overcome gravitational friction:
The fluid pressure gradient through the packing according to Darcy's Law [68] is
where η is the viscosity, A the cell cross-sectional area and k the permeability, predicted for monodisperse spherical beads of diameter d by the Kozeny-Carman relation [51] 
where n is the porosity. From Equations 8 and 9 we can predict the critical fluidisation flow rate Q f as
In order to make the conclusion more general, we define a new dimensionless number F , the Fluidisation number, which is independent of cell dimensions. F is the ratio of viscous and frictional forces acting on the granular packing:
where q = Q/A is the time-and space-averaged Darcy flow rate. F is equivalent to Q/Q f , so for F > 1 (high injection rate) we expect the bed to be fluidised, and for F < 1 we expect to see stick-slip behaviour with no global movement of the grains. F = 1 marks the transition from a frictional regime at low injection rate (low capillary number) to a regime dominated by viscous forces at high flow rate (high capillary number). Permeability was measured directly, as well as being calculated from equation (10) , and were found to be in good agreement. Using these values with an estimated µ = tan 32
• from the tangent of the measured angle of repose, we predict F = 1 to occur at 0.2 mL/min for 53-100 µm beads. This value, marked on the graphs in Figure 13 , is consistent with the flow rate at which the fluidisation transition is observed experimentally. Using the classical definition of the Capillary number, Ca= ηv/γ, with seepage velocity v = Q/(nA), we find the fluidization transition at Ca= 10 −6 . With a fluidised bed, grain displacement occurs globally rather than locally which explains the increasing directionality of fractures at high injection rates. At very high rates the fractures align with the streamlines of flow through the system (compare to Figure 14) . In Figure 13 , the increased directionality is expressed as a decreased tortuosity.
The fracture density increases at high rates; with viscous flow pushing the grains through the whole cell, the The images shown in Figure 12 are taken at the moment the fractures first reach 15 cm from the inlet. Within this first half of the cell the invading air channels at high rates still appear visually fracture-like. However in the second half of the cell the channels widen and take on the appearance of viscous fingers (bottom-right of Figure 12) , similar to the morphologies observed in granular suspensions with lower granular filling fraction [14, 22] .
It should be noted that this experiment was performed with an open boundary condition at one end of the cell, allowing movement of both grains and fluid. If instead the boundary permitted passage of fluid but not grains, then the stick-slip behaviour at F < 1 should remain unaffected but the behaviour at F > 1 might be markedly different in ways which are beyond the scope of this study [60] .
One final rate dependence was seen only at the very highest rate, 100 mL/min. Whereas at lower rates the patterns, once formed, appear fixed and invariant, at this rate the fingers are sufficiently fluidised that they may deform or pinch closed after growth.
CONCLUSION
We have conducted an extensive series of experiments where saturated, cohesionless beds of granular material were fractured by forced injection of air. Gas-driven fracturing of granular suspensions and saturated packings occur in geological processes such as soil drying, sedimentary methane venting and magma degassing [1, 11, 13] , and our results contribute to a deeper understanding of how the multiphase gas/liquid/grain interactions govern fracturing dynamics and emergent fracture network properties. Like previous studies (e.g. [6, 14, 22, 26] ), we observe gas penetration in the form of fractures that open up conductive pathways through the saturated granular material. Fracturing occurs when fluid forces (capillary and viscous stress) overcome the deformational or frictional resistance of the material [6, 26] . We have found two distinct regimes in our experiments: a frictional regime at low gas injection rate, and a viscous regime at high injection rate.
In the frictional regime, the dynamics are dominated by stick-slip growth of fracture branches. A period of inactivity is followed by sudden fracturing, followed by another period of inactivity and so on. The pressure builds and drops in a saw-tooth fashion familiar from other intermittent systems such as frictional sliding [52] and earthquakes [53] . Several authors have pointed to intermittency in the opening/closing of fractures as a characteristic feature of both methane vents in sediments [5] [6] [7] [8] 10] and gas conduits in magma [13] [14] [15] . Our results show that this large-scale intermittency is echoed in the small-scale, stick-slip intermittency in the growth of individual fractures, which we attribute to the nonlinear frictional response of the granular material.
PIV analysis of grain displacement reveals a compaction front surrounding the fractures (Figure 7 ). Our results show that it is ultimately the frictional resistance of this jammed compaction front that halts the lateral widening of the fractures, balancing the capillary stress exerted by the gas on the fracture interface. In a quasi-2D system like our Hele-Shaw cell, the friction is absorbed by the confining plates. It is at this point not clear whether a similar compaction process would take place in an unconfined 3D geometry, however we speculate that local compaction of material surrounding internally weakened conduits could increase the structural stability of gas migration pathways in sediments and crystal-rich magma.
The intermittent dynamics and the growth of the compaction front have implications for the fracturing pressure. The maximum pressure that the front can withstand is set by the capillary entry pressure of the pores of the compacted material. Below this pressure, the system responds to an increasing gas pressure by mobilizing friction (e.g. thickening the front). This means that nucleation of a new fracture length won't take place until the gas starts to penetrate the front by capillary invasion of the pores, triggering accelerated growth by locally fluidising the material. The pressure at the onset of fracturing is therefore determined by the capillary properties (pore size, wetting) of the material, and is independent of the frictional or deformational properties of the medium.
In engineering applications of pneumatic fracturing (e.g. soil remediation [18, 19] , stimulation of hydrocarbon reservoirs [16, 17] ), the objective is to increase the rate of fluid exchange with the bulk by generating a network of conductive paths. The rate of fluid exchange will to a large degree be determined by how closely spaced the fracture branches are, i.e. the spatial density of the network. The fractures in our experiments grow by tipsplitting to form a rooted binary tree network. The selfavoiding nature of the network, and the minimum separation distance between neighbouring branches is set by the compaction fronts. Our experiments display a characteristic length scale: a fairly uniform separation distance between fracture branches, which we attribute to confinement effects (the cell has only one open edge), and "cooperative" fracturing in a local process zone. The resulting spatial fracture density is to a first approximation determined by the width of the gas-filled fracture and the compaction fronts either side (D = (W + 2L) −1 ), where the thickness of the compaction front L depends on both granular friction and capillary pressure. Our experiments with irregular grains produced higher fracture density compared to smooth beads because: (1) higher friction gave narrower compaction fronts, and (2) larger pores gave lower fracturing pressure.
The change in dynamics from stick-slip frictional to continuous (viscous) invasion occurs as a result of a fluidisation transition [41, 67] : when the flow velocity of displaced fluid through the granular bed is high enough that viscous drag overcomes the friction between the grains and the cell, the entire granular bed is set in motion. The fractures grow into a partially fluidised bed, where granular material is pushed towards the open boundary. The fracturing process becomes rate-dependent, and we observe an increasing fracture density as a function of rate. We note the importance of the open boundary for this particular observation, and that work by other authors on granular displacement with closed boundaries for grain flow produce a different set of compaction dynamics [48, 60] .
Our results show that multiphase flow and fracturing of granular materials is governed by a complex interplay between capillary, frictional and viscous forces, and we demonstrate the effect of material properties and local deformation on the emergent patterning of the evolving fracture network. While open questions remain regarding the fundamental forces at play, a big challenge for future work will be to incorporate more realistic subsurface conditions such as bulk 3D behaviour and heterogeneity to successfully model sedimentary venting and magma degassing dynamics, and to optimise pneumatic fracturing processes to achieve maximum fluid exchange rates, thereby reducing operation time and costs.
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