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ABSTRACT 
 
 
Adaptive Excitation Control in Power Systems. 
(May 2006) 
Pei-Chen Chiu, B.S., National Chiao Tung University 
Chair of Advisory Committee: Dr. Garng Huang 
      This thesis presents an adaptive excitation controller of power systems. The control 
law is derived by using model reference adaptive control (MRAC) or adaptive pole 
placement control (APPC) and an equilibrium tracking mechanism is implemented to 
obtain equilibrium. By our approaches, system damping improvement is achieved to 
increase loadability as well as strengthen stability properties. 
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CHAPTER I  
INTRODUCTION 
 
In last decades, the power systems are being operated under increasing stressed 
conditions due to transmission expansion, increased electricity consumption, new 
loading patterns for deregulation of power market, and etc. Under these stressed 
conditions, slow voltage drop or even voltage collapse have become a serious operating 
concern and therefore dynamic analysis and control design of power system for voltage 
stability issues has been more critical [1][2][3]. 
The excitation control of power generator is one of the most effective and economical 
techniques for improve dynamic voltage performance and voltage stability of power 
systems. It has been approached by classic control and linear modern control techniques 
with good results, but only locally valid. Due to the nonlinearilities of various 
components of power systems and the inherent characteristics of changing load, the 
operating points of power system may change during a daily cycle. As a result, a fixed 
controller that is optimal under one operating condition may become unsuitable for 
another operating condition. 
In view of this, engineers have applied the diverse control laws to make controller 
adapt to plant parameter changes. In the recent decades, various control techniques have 
been proposed for dealing with large parameter variations.  
 
 
                
The thesis follows the style and format of IEEE Transactions on Automatic Control.   
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For example, variable structure controls had been applied to power systems by some 
authors [4][5]. Feedback linearization techniques were proposed to design controls to 
e-nlarge stable region [6][7]. Nonlinear adaptive controls are also proposed [8]. 
  This thesis presents an adaptive excitation controller of power systems. The control 
law is derived by using model reference adaptive control (MRAC) and adaptive pole 
placement control (APPC) [9][10]. An equilibrium tracking mechanism is implemented 
to obtain equilibrium value and the adaptive control is applied to stabilize the 
equilibrium. By our approaches, system damping improvement is achieved to increase 
loadability as well as strengthen stability properties. Besides, since our adaptive control 
can accommodate uncertainty parameters (in the thesis, we consider the uncertain load), 
the system will be robust in practical application. The implementation of our control can 
be achieved by the digital excitation without too much cost [11]. Finally, power systems 
examples are demonstrated our approaches and applications. 
 
1.1  Modeling of Power Systems 
 
The dynamics of a large class of physic systems are commonly expressed in a 
parameter dependent differential- algebraic equation (DAE) form [1][2]: 
  
),,(0
),,(
pyxg
pyxfx
=
=•  
mqmn
nqmn
g
f
ℜ→ℜ
ℜ→ℜ
++
++
:
:
               
)2.1(
)1.1(
 
, ,n m qx X y Y p P∈ ⊂ ℜ ∈ ⊂ ℜ ∈ ⊂ ℜ  
  In the state-space X x Y , dynamic state variables x  and instantaneous state 
variables y are distinguished. The differential equation (1.1) represents the dynamic 
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behavior while the algebraic equation (1.2) represents algebraic constraints. 
Parameters p define specific system configurations and the operation condition. 
  For power systems, typical dynamic state variables are the time-dependent values of 
generator voltages and rotor phases and speed; instantaneous variables are bus voltage 
and other load flow variables. The parameters p are lines, buses, equipment coefficients, 
set-points, load and etc. The dynamics of the generators, control devices and the load 
dynamics together define the f equations. The constraints g are defined by the power 
flow equations of the transmission system. 
 
1.2  Power System Dynamics Stability 
 
We usually analyze nonlinear system dynamics through observing time responses and 
eigenvalue solutions. For a given parameter p , the linearized dynamic expression of 
DAE is as below [2][12][13]: 
 
                  ⎥⎦
⎤⎢⎣
⎡
Δ
Δ=⎥⎥⎦
⎤
⎢⎢⎣
⎡Δ •
y
x
Jx u
0
                     (1.3) 
 
                         ⎥⎦
⎤⎢⎣
⎡=
yx
yx
u gg
ff
J                      (1.4) 
When yg  is nonsingular, the algebraic variable yΔ can be eliminate from (1.3) and get 
a reduced ODE (ordinary-differential equation) as (1.5), 
                             xJx rΔ=Δ
•
                        (1.5) 
                             ][ 1 xyyxr ggffJ
−−=                  (1.6) 
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rJ is called the reduced Jacobian matrix (RJM). The stability of an equilibrium point 
of the DAE for the given parameter p depends on the eigenvalues of matrix rJ . rJ could 
be also referred to as a function of the parameter p . As the system goes through different 
operating conditions, the parameter p change leads to different value for rJ . For the 
power systems with the constant controllers, rJ may be a stable matrix for some 
parameter p while unstable for another p. Our goal of the thesis is design an auxiliary 
adaptive feedback controller to stabilize rJ for changing or uncertain parameter p. 
Let’s assume that the system parameter p is uncertain or changing but its equilibrium 
value for the corresponding p is known (the assumption will be released by our 
equilibrium tracking mechanism at last) and rewrite equation (1.5) with input pu and 
output py  
xCy
uBxAx
ip
pii
Δ=Δ
Δ+Δ=Δ •                        (1.7)              
  iii CBA ,, is depend on the system parameter p. We can refer to the original nonlinear 
DAE system (1.1)-(1.2) as a linear system (1.7) with uncertain parameter 
iii CBA ,, around a small enough neighborhood of the equilibrium and thus we could 
apply some linear adaptive laws to control the linear system with uncertain 
parameter iii CBA ,, . 
Because the output pyΔ  of the system carries information about states xΔ as well as 
the parameters, one may design a sophisticated feedback controller which is able to learn 
about the parameters iii CBA ,, changes by processing the output and use the appropriate 
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controller gains to accommodate and stabilize the system. The way of changing the 
controller gains in response to changes of the system led to the base of adaptive controls. 
  In the thesis, the power load is referred as a changing or uncertain parameter. We 
would propose a dynamic mechanism to track equilibrium value as the load p  changes 
(when the system has the equilibrium). After obtaining the value of equilibrium, we 
could observe the dynamic behavior around the equilibrium and apply several adaptive 
control laws for the linear system with uncertain parameter eq. (1.7) such that the output 
pyΔ  trace and follow the bounded reference signal my . The adaptive control makes the 
local dynamic stability along the original PV curve and therefore increases loadability. 
Since our approaches can deal with the uncertain load, it will be able to accommodate 
parameter uncertainty and thus more robust. It should be noticed, however, that our 
approach is derived according linearized model of eq. (1.7) around the equilibrium and 
therefore is only valid for a small enough neighborhood of the equilibrium.  
In the following section 1.3, we briefly introduce two popular linear adaptive control 
schemes to deal with the plant with unknown parameters: model reference control and 
adaptive pole placement control. 
 
1.3  Model Reference Adaptive Control and Adaptive Pole Placement Control 
 
Model reference adaptive control (MRAC) is derived from the model reference 
control (MRC). In MRC, its objective is to find the feedback control law that changes 
the structure and dynamics of the system so that its I/O properties are exactly the same 
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as those of the reference model. The structure of MRC scheme for a LTI, SISO system is 
shown in Fig. 1.1. The transfer function )( sW m of the reference model is design so that 
for a given reference input )( tr the output )( ty m represents the desired response the 
plant output )( ty should follow. The feedback controller denoted by )( *cC θ is designed 
so that all signals are bounded and the closed –loop transfer function from r to y is equal 
to )( sW m .The design of )( *cC θ requires the knowledge of the coefficients 
of ),()( *θsGsG = and *cθ  may be computed by solving an algebraic equation of the 
form 
                        )( ** θθ Fc =                         (1.8) 
It should be noticed that the plant model has to be minimum phase, i.e. with no 
unstable zeros, because the cancellation of the unstable zero may lead to unbounded 
signals [9][10].  
 
 
Fig. 1.1 Model Reference Control 
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When *θ is unknown the MRC scheme cannot be implemented because *cθ  cannot be 
calculated by (1.8). One way of dealing with the unknown parameter case is to use the 
certainty equivalence approach to replace the unknown *cθ  with its 
estimate )(tcθ obtained by using adaptive approaches. Fig.1.2 shows a typical MRAC 
diagram. 
 
 
Fig. 1.2 Model Reference Adaptive Control  
 
 
  Another popular control schemes are referred as pole placement control (PPC). It can 
translate the locations of the poles of the plant into the desired locations of the poles of 
the closed-loop plant. These schemes do not involve zero-pole cancellation and therefore 
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are applicable to both minimum and non-minimum phase plants. The combination of a 
pole placement control law with a parameter estimator or an adaptive control law leads 
to an adaptive pole placement (APPC) that is often referred as self-tuning regulators in 
the literature of adaptive controls and can be used to control the systems with unknown 
parameters. 
 
1.4 Objectives and Organization 
 
  In the thesis, we propose an adaptive controller for the power system to adapt a large 
range change of operation condition or uncertainly system parameters. The first step, we 
start with a DAE model of Eq. (1.1)(1.2). Here, we have an original DAE system with a 
feedback control input puΔ  represented as: 
),,,(0
),,,(
p
p
upyxg
upyxfx
Δ=
Δ=•                           (1.9) 
By proposing an equilibrium tracking, we track the equilibrium ee yx , for its 
corresponding p satisfying 
                  
)0,,,(0
)0,,,(0
=Δ=
=Δ=
pee
pee
upyxg
upyxf
                     (1.10) 
Therefore, the linear model around the equilibrium ( ee yx , ) is  
 
                         pii uBxAx Δ+Δ=Δ
•
                      (1.11) 
where 
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                    exxx −=Δ                            (1.12) 
Without a feedback controller ( 0≡Δ pu ), the dynamic stability of the equilibrium 
ee yx , depends only on iA  which may be a stable or unstable matrix for the different load 
p. Therefore, we would propose some feedback adaptive control laws to resolve stability 
problem for the closed-loop system (1.13), 
                        ),( cpii xuBxAx θΔΔ+Δ=Δ
•
                 (1.13) 
where cθ is the control parameter. As we mentioned in the section 1.3, similarly, 
cθ requires the knowledge of system parameters ii BA , . However, uncertain parameter 
p makes unknown ii BA , . Therefore, we need to adopt the adaptive control to 
obtain ii BA , . 
The adaptive control law is usually based on two different approaches. The first 
approaches, referred to as a direct adaptive control, the controller parameters cθ  are 
estimated directly from the state xΔ or the plant output pyΔ without intermediate 
calculations involving the plant parameter estimator for ii BA , . The second approaches, 
referred to as an indirect adaptive control, the plant parameters ii BA , are estimated 
on-line and used to calculate the controller parameters. 
The direct adaptive control can be represented as, 
                         ),( cp xhu θΔ=Δ                          (1.14) 
The controller parameters cθ  are direct estimated by a dynamic mechanism 
                        ),( xcc Δ=
• θγθ                           (1.15) 
As to the indirect adaptive control, it can be represented as,  
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                         ),( cp xhu θΔ=Δ                          (1.16) 
The controller parameters cθ  are calculate by resolving an algebraic equation 
                        )( pc F θθ =                           (1.17) 
where pθ is an estimate of plant parameter ii BA , , generated by an dynamic on-line 
estimator, 
),( xpp Δ=
• θγθ                           (1.18) 
It should be noticed that in the practical applications, not all of the states xΔ are 
measurable but only output pyΔ is available for measurement. In such cases, xΔ is 
replaced by pyΔ  in equations (1.14)-(1.18) and referred to as output feedback control.                
  The implementation of the above adaptive controller must be generated by xΔ  and 
therefore requires the knowledge of the equilibrium value ex  of equation (1.10), which 
would vary as operating condition ip changes and is not available. We resolve this 
situation by implementing a dynamic tracking of the equilibrium position. It could be 
achieved by thinking of the equilibrium as an uncertainty parameter in control law and 
applying a certainty equivalence adaptive law. That is, instead of using the true value ex , 
we use an estimate
Λ
ex with its dynamic mechanism described by 
                          )( ee xxx
ΛΛ −=
•
β                          (1.19) 
with 0>β . If we consider x  as a constant, i.e., x  is in the steady-state ex , because of 
0>β (negative eigenvalue), the estimate eixΛ  will finally converge to x . In practical, x  
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can be slowly changed due to slow load variations. For this situation, quasi-steady state 
approximation that treats x  as a constant is a valid approach. 
 
Therefore, the objectives of thesis are: 
 
•  Introduce the power systems modeling, its dynamic stability and bifurcation analysis. 
•  Implement an adaptive mechanism to track equilibrium value of eq. (1.10) for the 
feedback control design. 
•  Apply the adaptive control we design for linear system eq.(1.11) with uncertain plant 
parameters to the real DAE system of eq. (1.1)(1.2) to stabilize the equilibrium. 
 
The organization of the thesis is as follows. In chapter II, we present a detailed dynamic 
analysis of a parameter-dependent DAE system and three bifurcations are introduced. 
The motivation of our adaptive control responding system parameter changing is also 
presented. In chapter III, we review MRAC and APPC schemes for a linear system with 
uncertainly system parameters. Associated mathematical proofs of Lyapunouve stability 
are also provided. In chapter IV, we present a dynamic equilibrium tracking mechanism 
to obtain the equilibrium value for uncertain or changing operating condition and apply 
the technique of MRAC and APPC for power systems to stabilize the equilibrium. 
Examples are given to demonstrate our approaches. In chapter V, conclusions are 
presented. 
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CHAPTER II 
DYNAMICS OF DIFFERENTIAL-ALGEBRAIC EQUATION 
 
  In this chapter, the power system dynamics model with algebraic constraints in the 
form of power flow equations is studied here as differential-algebraic system (DAE). 
Linearization is used to get a linear ODE (original differential equations) model and then 
the dynamic analysis is presented through its eigenvalue analysis. We also discuss the 
bifurcations due to system parameters changing. Finally, according to the above analysis, 
we introduce our motivation to adaptive control to improving the system’s dynamic and 
stabilizing the existing equilibrium without changing the original equilibrium value. 
 
2.1 Modeling of Power Systems 
 
Parameter dependent DAE of the form 
  
),,(0
),,(
pyxg
pyxfx
=
=•    
mqmn
nqmn
g
f
ℜ→ℜ
ℜ→ℜ
++
++
:
:
            
)2.2(
)1.2(
 
, ,n m qx X y Y p P∈ ⊂ ℜ ∈ ⊂ ℜ ∈ ⊂ ℜ  
is widely used to model the dynamics of power system [3][4][14]. In the parameter- state 
space of ,,, PYX x  is a vector of n  state variables, y is a vector of m  algebraic 
states and p is a vector of q parameter variables. The m algebraic equations (2.2) define 
a kn + dimension manifold, called constraint manifold, in the kmn ++  dimensional 
parameter-state space of PYX ,, . System equilibrium points ),( ee yx  satisfying, 
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),,(0
),,(0
pyxg
pyxf
ee
ee
=
=
                         (2.3) 
 
Define a k-dimensional equilibrium manifold in the state space of YX , . Consider an 
equilibrium point ),,( iieei pyx  for one operation condition ip , linearization is often 
used to do analysis of dynamic stability and get a local picture of dynamic behaviors 
around the equilibrium point ),,( iieei pyx . Define      
 
                       
ei
ei
yyy
xxx
−=Δ
−=Δ
                           (2.4) 
 
The linearized DAE is expressed as below,                    
 
        ⎥⎦
⎤⎢⎣
⎡
Δ
Δ=⎥⎥⎦
⎤
⎢⎢⎣
⎡Δ •
y
x
Jx u
0
                         (2.5) 
 
where uJ is denoted as the unreduced Jacobian of the DAE system 
 
                         ⎥⎦
⎤⎢⎣
⎡=
yx
yx
u gg
ff
J                          (2.6) 
 
uJ  depends on ),,( iieei pyx  and when yg is nonsingular, we can eliminate yΔ from (2.5) 
and get the reduced linear model as following: 
   xJx rΔ=Δ
•
                        (2.7) 
                             ][ 1 xyyxr ggffJ
−−=                  (2.8) 
rJ is the reduced Jacobian matrix (RJM) of the DAE system and also depends on 
),,( iieei pyx . As p changes, we solve for the system equilibrium and build the reduced 
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Jacobian matrix for each ),,( iieei pyx . The dynamic behaviors and stability of the 
equilibrium ),,( iieei pyx  can be analyzed through the eigenvalues of the reduced 
Jacobian matrix rJ  evaluated at the equilibrium ),,( iieei pyx . 
 
2.2 Bifurcation due to System Parameters Changing 
 
  As operating condition p varies, the equilibrium points and its corresponding 
eigenvalues of RJM rJ  also changes. When the structure of the system such as the 
numbers of equilibrium points, their stability (depend on rJ ) and etc. changes due to a 
small shift of the system parameter p, bifurcation occurs. The bifurcation points are 
critical points for the dynamic stability analysis of nonlinear systems. In this section, we 
will brief introduce the three types of bifurcations encountered in the power system 
dynamic: Saddle-Node Bifurcation (SNB), Singularity-Induced Bifurcation (SIB) and 
Hopf Bifurcation (HB)[14][15][16]. 
 
(1) SNB: Two equilibrium points coalesce and then disappear. At this point, the rJ has 
zero eigenvalue, i.e. it is singular. 
(2) HB: Oscillatory instability is occurred. At this point, two complex conjugate 
eigenvalues of rJ cross the imaginary axis. 
(3) SIB: yg becomes singular such that one eigenvalue of rJ  going to infinity at both 
sides of the singular point with opposite sign. 
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In the following section, we will observe the three bifurcations through two simple 
power system examples. 
 
2.2.1 An example for two-bus power systems with P controller 
 
     
Fig. 2.1 Two-bus power system 
 
Fig. 2.1 shows the simplified model including a one-axis generator and a 
first-degree simplification of the IEEE Type I excitation control. In the above the system, 
we assumed that the voltage dynamic is decoupled from the angle dynamic so that the 
angle dynamic could be ignored. We also assume that power factor of load is constant no 
matter load changes. Then we can get a DAE equation of the simplified model: 
⎥⎦
⎤⎢⎣
⎡ +′
′+−+′+−=′• fdddd
d
E
E
QxE
x
xxE
x
xx
T
E
2
0 '
'
''
1       (2.9) 
⎥⎦
⎤⎢⎣
⎡ −++−−−=• ))()(1()(1 2220 rfdfdfd EExQxPEKEETE     (2.10) 
   
22222 )()(0 EQxPxEE +′−′−′=             (2.11) 
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with coefficient 
                 
2.3,0.1,5.0,'',1.0
,2.0',2.1,6.1,5.1,5' 00
===+==
=====
KEPQxxxx
xxETT
rd
ddfdd  
rE is the set-point voltage, fdoE  is the nominal field excitation, and K is control 
coefficients. Equation (2.11) denotes the power flow of the system, (2.9) for generator 
dynamic and (2.10) for the exciter dynamic. The system parameter p can be the load 
p={P, Q}. This is a parameter-dependent DAE model with two first-order differential 
equations and one algebraic constraint.  
The dynamic stability of the system (2.9)-(2.11) depends on eigenvalues of reduced 
matrix rJ  for the different load p.  
 
(1) Eigenvalue analysis 
Let 
      ⎥⎦
⎤⎢⎣
⎡ +′
′+−+′+−= fdddd
d
fd EE
QxE
x
xx
E
x
xx
T
PEEEf
2
0
1 '
'
''
1),,,'(          (2.12) 
    ⎥⎦
⎤⎢⎣
⎡ −++−−−= ))()(1()(1),,,'( 22202 rfdfdfd EExQxPEKEETPEEEf         (2.13) 
22222 )()(),,,'( EQxPxEEPEEEg fd +′−′−′=                      (2.14) 
 
The reduced Jacobian matrix of the DAE systems is 
  ][ 1 xyyxr ggffJ
−−=                       (2.15) 
Where 
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⎥⎥
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⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
∂
∂
∂
∂
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∂
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fd
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E
f
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f
E
f
E
f
f
22
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'
'
                         (2.16) 
                  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
∂
∂∂
∂
=
'
2
1
E
f
E
f
f y                           (2.17) 
⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂
∂
∂=
fd
x E
g
E
gg
'
                       (2.18) 
⎥⎦
⎤⎢⎣
⎡
∂
∂=
E
gg y                            (2.19) 
rJ is a 22× dimensional matrix depend on { }QPp ,= . For each constant power load 
{ }iii QPp ,= , we set equations gff ,, 21  to zeros and resolve the three algebraic 
equations to find the system equilibrium values. Then we compute eigenvalues of rJ  at 
each of equilibrium points to determine the stability of the equilibrium point.  
 
(2) Simulation results 
Starting with equilibrium tracking, as the load active power P increase, we have the 
associated VP − curve shown in Fig. 2.2. 
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Fig. 2.2 PV curve for two-bus power system 
 
For each { }iii QPp ,= , nonlinear systems may have one or more than one or no 
equilibrium points. In the case, when 0242.10 <≤ P , the system has two equilibria;  
when 0242.1=P , one equilibria; and no equilibria when 0242.1>P . We will observe 
the bifurcations through the eigenvalue analysis along the VP − curve. 
  Fig. 2.3 shows two eigenvalues of the upper higher bus voltage part of VP − curve. 
The dotted line represents the real part of the eigenvalues while the other line represents 
the imaginary parts. From the below figure, we could know that when P increases from 
0.995 to 0.996, the pairs of complex conjugate eigenvalues cross the imaginary axis in 
the complex plane from left to right. This type of oscillatory instability is associated with 
Hoph bifurcation (HB). 
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Fig. 2.3 Eigenvalues of upper bus voltage on the PV curve 
 
 
Fig. 2.4 shows two eigenvalues of the below lower bus voltage part of VP − curve. 
The dotted line represents one eigenvalues whi\le the other line represents another 
negative eigenvalue. Both of the two eigenvalues are real numbers without imaginary 
parts. 
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Fig. 2.4 Eigenvalues of lower bus voltage on the PV curve 
 
 
From the above figure, we see clearly that one eigenvalue of rJ tends to minus infinity 
as P close to 1.001 from one side, say −= 001.1P ; as 001.1=P , yg is singular, after this 
point, say += 001.1P , the eigenvalue of rJ tends to plus infinity. Thus, the system 
changes the property at 001.1=P  and it corresponds to singularity-induced bifurcation 
(SIB). 
We draw the VP − curve again with the three bifurcation points in Fig. 2.5. As 
P changes, we obtain three bifurcation points A, B and C based on the RJM rJ . A 
represents Hopf Bifurcation and C represents singularity- induced bifurcation.  
We can also observe another bifurcation, saddle-node bifurcation (SNB) in this case. 
As −< 0242.1P , two equilibrium points exists. As +> 0242.1P , no equilibrium point 
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exists anymore. It therefore can be inferred that at 0242.1≅P , the two equilibrium 
points coalesce and then disappear on the tip of the VP − curve. At this point, one 
eigenvalue approaches and finally becomes zeros, i.e. rJ  is singular. After the point B, 
no power flow solutions exist anymore and results in voltage collapse [3][14]. 
 
 
Fig. 2.5 PV curve for K=3.2 
 
 
In Fig. 2.5, the dotted line on the lower bus voltage of the VP − curve, is stable but 
typically not viable because of too low bus voltage for operation. We should let the 
power system to operate in a practical region on the upper part of the VP − curve. As 
addressed in [14], it could be observed that the region of the attraction of a stable 
equilibrium, the usual operating point, shrinks as the load increases and disappears when 
Hopf Bifurcation A is crossed. In such situation, we would change system parameters of 
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the excitation system or the transmission part to relocate the bifurcation points, thus 
improves the system dynamic properties. For examples of the same DAE systems 
(2.9)-(2.10), if we only change control coefficients K of (2.10) from 3.2 to 5.0 and 
remain the rest coefficient rddfdd ExxxxETT ,',,',,,,' 00 with the same value, we have 
another VP − curve for K=5 shown as Figure 2.6. 
 
 
Fig. 2.6 PV curve for K=5 
 
 
Comparing Fig. 2.6 with Fig. 2.5, Hoph Bifurcation A is to be pushed from lower load 
995.0≅P  to higher load 062.1≅P as K increasing from 3.2 to 5.0.  
  It seems that we can easily increase the system’s loadability by increasing the control 
coefficient K . However, as K increases, imaginary part of eigenvalue of Jacobin matrix 
also increases. It makes the larger overshoot and is easier to over the system or 
equipment’s capacity and damage the system. In Fig. 2.7, the dotted line shows the 
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imaginary parts of eigenvalue for K =3.2; the other line, for K =5. It is clear that 
when K =5, the value of the imaginary part is larger than those when K =3.2. 
  Therefore, we’d like to design an extra controller which can change the dynamic 
properties between the segment A-B to increase the system’s loadability without 
adjusting the coefficient K . 
 
 
Fig. 2.7 Imaginary value of eigenvalues for P control with different K 
 
 
There is also another method: increasing excitation voltage to increase loadability. 
This way, however, results in some disadvantage: too high bus voltage when the low 
load. See Fig. 2.8. The dotted line represents the PV curve when the nominal field 
excitation 0.2=fdoE while the other present 6.1=fdoE . When 0.2=fdoE , voltage is too 
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high for normal operation in the low load condition. 
 
 
Fig. 2.8 PV curve for 0.2=fdoE  and 6.1=fdoE  
 
 
From Fig. 2.7 and Fig. 2.8, we know that sometimes, we can increase the system’s 
loadability directly by resetting the operation parameters such as control coeffiecient or 
set-points. Those ways, however, would change the original PV curve and cause some 
problems. For example, increasing control coefficient K makes increasing loadability 
while it also increases imaginary value of eigenvalue where it often can be referred as 
shrinking the ‘safe’ stability region. Therefore, we would design an extra control to 
change the system’s dynamic to increase loadability without changing the original PV 
curve. 
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2.2.2 Another example for two-bus power systems with PI controller 
 
Let us consider the similar 2-bus power system of section 2.2.1 except for that 
excitation control becomes PI controller. 
⎥⎦
⎤⎢⎣
⎡ +′
′+−+′+−=′• fdddd
d
E
E
QxE
x
xx
E
x
xx
T
E
2
0 '
'
''
1          (2.20) 
   [ ])()(1 00 rgfdfdfdfd EEKEEETE −−Δ−−−=
•
            (2.21) 
 )( grfd EEE −=Δ
• γ                                 (2.22)              
           22222 )()(0 EQxPxEE +′−′−′=                       (2.23) 
With coefficient  
1.0,2.3,0.1,5.0,'',1.0
,2.0',2.1,6.1,5.1,5' 00
====+==
=====
γKEPQxxxx
xxETT
rd
ddfdd
 
where 222 )()(1 ExQxP
E
Eg ++= , 1.0=γ , and the rest coefficients is the same as 
those in the former section. 
Similarly, we do eigenvalue and bifurcation analysis and get its PV curve and 
bifurcation points as in Fig. 2.9. 
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Fig. 2.9 PV curve for PI control K=3.2 
 
For the parameter-dependent DAE system (2.20)-(2.23), it also has three bifurcations: 
Hopf bifurcation (point A), Saddle-Node Bifurcation (point B) and Singularity-Induced 
Bifurcation (point C). Before Saddle-node Bifurcation B, the system has two equilibrium 
points; after B, the equilibrium no longer exists. Loadability of the system is at Hopf 
Bifurcation A ( 39.1≅P ). If the load 39.1<P , the system’s equilibrium in the upper part 
of the PV curve is stable; otherwise, it is unstable. Besides, the Singularity-induced 
Bifurcation C is moved from the lower part to the upper part of PV curve and located 
between A and B.  
   Similar with the example in the section 2.2.1, we can increase control coefficient 
K from 3.2 to 5.0 and get a new PV curve as below Fig. 2.10. Since the equilibrium 
value of gE , geE , is always equal to one and independent of K , the shapes of PV curve in 
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Fig. 2.9 and Fig. 2.10 are totally identical. The location of point B and C are unchanged 
as well. The point A, however, is pushed to higher load 402.1≅P . Thus, just like the 
former example, we can also increase the system’s loadability by increasing control 
coefficient K . This similar method, however, cause the similar problem: making the 
imaginary part of eigenvalue increasing and therefore weakening the system’s dynamic 
properties. See Fig. 2.11. 
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Fig. 2.10 PV curve for PI control K=5.0 
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Fig. 2.11 Imaginary value of eigenvalues for PI control with different K 
 
 
As a result, we would like to design an extra control to stabilize the segment A-B and 
push A to the higher load without changing the control coefficients or the set-point. 
 
 
2.3. An Example for an Adapting P Control 
 
  As we discuss the two bus system in section 2.2.1, at the low power load, we prefer a 
small control coefficient K to let the linearized system with the eigenvalues of small 
imaginary part, while as power load increasing, we require a large coefficient K to 
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increase the system’s loadability. Therefore, as power load vary with time, we can design 
an adapting P control for adapting power load change. The following Table I shows the 
HB (the system’s loadability) and SNB for different K. Fig. 2.12 shows an adapting P 
control designed for different load according to Table I and Fig. 2.13 shows the block 
diagram of the system with the adapting control. 
 
 
Table I Pre-computed Look-up Table for HB and SNB for Different K 
K 2.5 3 4 5 8 12 
SNB 0.9424 0.9935 1.09 1.1842 1.359 1.563 
HB 0.9359 0.9752 1.072 1.0842 1.1716 1.2355 
 
 
 
Fig. 2.12 Adapting P Control 
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Fig. 2.13 Block diagram for the adapting P control  
 
 
  The above adapting control is a kind of gain-scheduling controller. It has advantages 
of higher loadability without weakening its dynamic properties at low load compared to 
the constant P control. The adjustment mechanism of the gain-scheduling controller, 
however, is precomputed off-line and therefore, there is no feedback compensation for 
incorrect schedules (it could be resulted from imprecise coefficient). This may lead to 
deterioration of performance [10]. Thus, we would like to design an adaptive control 
which can sense the unstable condition online (trajectories would diverge from the 
equilibrium manifold) to improve the dynamic stability and robustness of the original 
system. Following, we start our motivation to our adaptive control. 
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2.4. Motivation for the On-Line Adaptive Control 
 
From section 2.2, we know that the segment A-B (see Fig. 2.5 or Fig. 2.6) is unstable 
equilibrium because of the unstable matrix rJ . However, power flow solution still exists 
(the system still have the equilibrium). Therefore, we can design an extra control to 
stabilize the unstable equilibrium.  
 
Take the same example of eq. (2.9)-(2.11) for which K =3.2 and load 0.1=P . We 
resolve algebraic equation (2.) so that we can find the equilibrium value: 0257.1' =eE , 
1826.2=fdeE and then compute its reduced Jacobian matrix rJ  as follows, 
 
            ⎥⎦
⎤⎢⎣
⎡
−−= 6667.01156.4
2.08331.0
rJ                 (2.24) 
 
Because the eigenvalues of (2.24), j5107.00832.0 ±=λ , the equilibrium 0257.1'=E , 
1826.2=fdE  is unstable. Rewrite the linear ODE equation with the extra control input 
puΔ and output gEΔ , we have 
pii uBxAx Δ+Δ=Δ
•
                       (2.25) 
xCE ig Δ=Δ                              (2.26) 
where 
⎥⎦
⎤⎢⎣
⎡
−−== 6667.01156.4
2.08331.0
ri JA ,  ⎥⎦
⎤⎢⎣
⎡=
67.0
0
iB ,  [ ]08213.1=iC  
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                       ⎥⎦
⎤⎢⎣
⎡
Δ
Δ=Δ •
fdE
E
x
'
                           (2.27) 
For the linear system (2.25) (2.26), we can easily design a feedback control 
)( xHu p Δ=Δ or )( gp EHu Δ=Δ  by classical linear control theorem to stabilize the 
equilibrium. It should be known that in the steady-state, 0=Δ pu because of 0=Δx , 
therefore we just stabilize the system but do not change the original equilibrium value. 
Next, we would deal with the situation when the load is uncertain between the 
segment A-B or the load is slowly changing.  
Since the trajectories would diverge away from the unstable equilibrium A-B, we can 
design an auxiliary adaptive controller which can sense the diverged trajectories from its 
equilibrium and then apply an appropriate feedback control signal to stabilize rJ . By the 
auxiliary feedback controller, we could make the unstable equilibrium segment A-B 
become stable without changing the original VP − curve and therefore increases the 
system’s loadability. 
Let’s rewrite (2.1) (2.2) with a input signal u  
  
),,,(0
),,,(
i
i
puyxg
puyxfx
=
=•                      
)29.2(
)28.2(
 
Since the standard stabilization problem is defined as stabilization of an equilibrium 
point at the origin, we can change variables with respect to an arbitrary operating 
condition ),( ssi up , which includes its steady-state input ssu  referred as a set-point or 
reference input.  
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For each system operation condition ),( ssi up , its corresponding equilibrium point is 
satisfying 
   
),,,(0
),,,(0
ssieiei
ssieiei
upyxg
upyxf
=
=
                   (2.30) 
Define 
    
ss
ei
ei
uuu
yyy
xxx
−=Δ
−=Δ
−=Δ
                      (2.31) 
Then we get a linearized model as, 
u
g
f
y
x
gg
ffx
u
u
yx
yx Δ⎥⎦
⎤⎢⎣
⎡+⎥⎦
⎤⎢⎣
⎡
Δ
Δ⎥⎦
⎤⎢⎣
⎡=⎥⎥⎦
⎤
⎢⎢⎣
⎡Δ •
0
               (2.32) 
Similarly, if yg is nonsingular, we can eliminate yΔ from (2.32) and get a reduced linear 
model 
              uBxAx ii Δ+Δ=Δ
•
                       (2.33) 
where 
      ][ 1 xyyxi ggffA
−−=                     (2.34) 
                      ][ 1 uyyui ggffB
−−=                     (2.35) 
If we set 0≡Δu , equation (2.33) becomes our original linearized systems (2.7), i.e., 
 
                           xJxAx ri Δ=Δ=Δ
•
 
 
Without feedback control uΔ , the dynamic stability of one equilibrium ( eiei yx , ) 
depends only on ri JA = . Since iA changes as operation condition ),( up  varies, 
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iA could be also referred to as a function of the parameter ),( up . As the system goes 
through different operating conditions, the parameter ),( up change leads to different 
value for iA . For the power systems, iA may be a stable matrix for some 
parameter ),( ssi up  while unstable for another ),( ssj up . For example in the section 2.2.1 
of Figure 2.5, segment A-B is unstable. Therefore, the system is unstable for 
load 024.1996.0 << P .  
For a given and known ),( ssi up , ii BA , can be calculated exactly and therefore it’s is 
easy to design feedback control law uΔ and resolve stability problems for the linear 
system (2.33) by classic linear control techniques as we discuss in the section at first. In 
the thesis, however, ),( ssi up is assumed to be uncertain or changing system parameters 
and thus we would propose some linear adaptive schemes to estimate iA , iB of the 
unknown linear system (2.33) and apply an extra auxiliary feedback control signal 
),,( ii BAxhu Δ−=Δ such that the origin 0=Δx  become uniformly asymptotically 
stable equilibrium points of the closed-loop system (2.36). 
),,( iiii BAxhBxAx Δ−Δ=Δ
•
                  (2.36) 
If only output pyΔ is available for measurement, we replace (2.36) by 
              ),,( iipii BAyhBxAx Δ−Δ=Δ
•
                 (2.37) 
 
Fig. 2.14 is the diagram showed our motivation to the adaptive control design.  
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Fig. 2.14 Diagram for motivation to the adaptive control  
 
It should be noticed that uΔ is designed as an extra feedback control of the state xΔ or 
the measurable output pyΔ . The overall control signal ssuuu +Δ= has a feedback 
component uΔ and a feedforward component ssu . 
The above approach requires the knowledge of the equilibrium value eix since the 
feedback control signal ))(()( eixxhxhu −−=Δ−=Δ must calculated in terms of eix . 
However, the equilibrium eix would vary as operating condition ip changes and therefore 
is unavailable.  
In the Chapter III, we consider the linear system with unknown system 
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parameter ii BA , (2.38) and propose the linear MRAC and APPC schemes to solve the  
stability problem of the origin 0=Δ ex . 
The linear system is describe as 
 pii uBxAx Δ+Δ=Δ
•
                       (2.38) 
or 
pii uBxAx Δ+Δ=Δ
•
                       (2.39) 
xCy ip Δ=Δ                              (2.40) 
where pyΔ is a measurable output and iii CBA ,, are uncertain system parameters. 
In the Chapter IV, we apply our adaptive control approaches to the real DAE system. 
We would resolve the problem of the unknown eix  by implementing an adaptive 
mechanism to track eix  and apply MRAC or APPC to stabilize eix .  
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CHAPTER III 
ADAPTIVE CONTROL FOR LINEAR SYSTEMS 
 
For more than two decades, adaptive control research has exclusively dealt with linear 
systems and has developed controllers which guarantee global boundedness and 
tracking[9][10]. In this chapter, we will introduce two popular linear adaptive control 
schemes: Model Reference Adaptive Control (MRAC) and Adaptive Pole Placement 
(APPC) designed for the linear system with uncertainty parameters. The design 
procedures combine a control law whose form is the same as we use in the known 
parameter case with an adaptive law that provides on-line estimates for the controller 
parameters. The proofs of the Lypunouve stability of the systems are also provided. 
 
3.1 Model Reference Adaptive Control 
 
Model Reference Adaptive Control (MRAC) is one of the main approaches to 
adaptive control. The basic structure of MRAC is shown in Fig.3.1. 
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Fig. 3.1 Block diagram of model reference adaptive control  
 
 
The reference model is chosen to generate the desired trajectory my , which the output 
y has to follow. The tracking error myye −=1 represents the deviation of the output 
y from the desired my . The closed-loop system is made up of a feedback control law 
that contains controller )( cC θ and an adjustment mechanism that generates the controller 
parameter estimates )(tcθ on-line.  
 
3.1.1 Problem statement and assumption 
 
In this section, we describe the problems that we would deal with and make some 
assumption for the following control design.  
Consider the SISO, linear time-invariant (LTI) system described by the vector 
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differential equation, 
  ppppp uBxAx +=
•
                       (3.1) 
                      p
T
pp xCy =                           (3.2) 
where 1,, ℜ∈ℜ∈ ppnp uyx and ppp CBA ,, have the appropriate dimensions. The 
transfer function of the linear system is given by (3.3). 
               ppp usGy )(=                        (3.3) 
               pp
T
p
p
p
pp BAsICsR
sZ
ksG 1)(
)(
)(
)( −−==               (3.4) 
where pp ZR , are monic polynomials and pk is a constant referred as the high frequency 
gain [10]. 
The reference model, selected by the designer to describe the desired characteristics of 
the system, is describe by 
                      rBxAx mmmm +=
•
                     (3.5) 
                      m
T
mm xCy =                         (3.6) 
where r is the reference input which is assumed to be a uniformly bounded and piecewise 
continuous function of time. The transfer function of the reference model given by 
                         rsWy mm )(=                          (3.7) 
                mm
T
m
m
m
mm BAsICsR
sZksW 1)(
)(
)()( −−==              (3.8) 
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where mm ZR , are monic polynomials and mk is a constant. 
  The MRC objective is to design the control input pu so that all signals are bounded 
and the output py  tracks the reference model output my for any given reference input r . 
In order to meet the MRC and the following MRAC objectives, we assume that the 
linear system )(sGp and the reference model )(sWm satisfy the following assumptions: 
 
(1) )(sGp Assumptions 
P1. )(sz p is a monic Hurwitz,  polynomial of degree pm . 
P2. The sign of the high-frequency gain pk is known. 
P3. The relative degree pp mnn −=* of )(sGp is known. pn is degree of )(sRp . 
P1 requires that )(sGp to be minimum phase, i.e, the real parts of all zeros of 
)(sGp are negative while stable poles are not required. We also allowed that the plant to 
be uncontrollable or unobservable i.e., we allow )(sGp has common stable zeros and 
poles. 
 
(2) )(sWm Assumptions 
M1. )(),( sZsR mm are monic Hurwitz polynomials of degree mm qp , ,respectively, and 
npm ≤  
 41
M2. The relative degree mmm qpn −=* of )(sWm is equal to *n  
 
3.1.2 MRC schemes for the plant with known parameters 
 
    For a linear plant with exactly known parameters, the MRC objectives is met if 
control signal pu is chosen so that the closed-loop transfer function r to py  has stable 
poles and is equal to reference model )(sWm . A trivial choice for pu  is the cascade 
open-loop control law 
                          rsCu p )(=                            (3.9) 
          
)()(
)()(
)(
)(
)(
sZsR
sRsZ
k
k
sG
sWsC
pm
pm
p
m
p
m ==                 (3.10) 
 
which leads to the closed-loop transfer function 
 
                      )()()( sWsGsC
r
y
mp
p ==                    (3.11) 
This control law, however, is feasible only when )(sz p is a Hurwitz. Otherwise, may 
involve unstable zero-pole cancellation, which will lead to unbounded internal states 
[9][10]. 
Let us consider feedback control law 
 
                rcyy
s
su
s
su pp
T
p
T
p
*
0
*
3
*
2
*
1 )(
)(
)(
)( ++Λ+Λ= θ
αθαθ          (3.12) 
shown in Fig 3.2 where 
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                   Tnn ssss ]1,,...,,[)( 32 −−=α    for 2≥n  
                       0)( =sα                 for 1=n  
 
1*
0
*
3
1*
2
*
1 ,,, RcR
n ∈∈ − θθθ are constant parameters to be designed and )(sΛ is an arbitrary 
monic Hurwitz polynomial of degree n-1 that contains )(sZm as a factor, i.e., 
                      )()()( 0 ssZs m Λ=Λ                        (3.13) 
                
 
Fig. 3.2 Block diagram of model reference control 
 
 
The control parameter vector nTTT RC 2*0
*
3
*
2
*
1
* ],,,[ ∈= θθθθ is to be chosen so that the 
transfer function from r to py is equal to )(sWm . 
  The I/O properties of the closed-loop plant shown in Figure1 are described by the 
transfer function equation 
              rsGy cp )(=                         (3.14) 
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)( *
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Λ+−−ΛΛ
Λ= TT
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T
pp
c sZkRs
Zkc
sG θαθαθ        (3.15) 
 
We select the controller parameter TTT c ],,,[ *0
*
3
*
2
*
1
* θθθθ = so that the closed-loop poles 
are stable and the transfer function )()( sWsG mc = . 
Let 
                        
p
m
k
kc =*0                             (3.16) 
 
  By using )()()( 0 ssZs m Λ=Λ , we should have 
 
          mp
TT
ppp
T RZsZkRs 0
*
3
*
2
*
1 ))(())(( Λ=Λ+−−Λ θαθαθ          (3.17) 
 
We can express (3.17) in terms of the algebraic equation (3.18) [6]. 
               pS =
_
*θ                             (3.18) 
  
where TTT ],,[ *3
*
2
*
1
_
* θθθθ = , S  is an )12()1( −×−+ nnn p matrix that depends on the 
coefficients of pp kR , , pZ andΛ , and p is an )1( −+ pnn vector with the coefficients of 
mpp RZR 0Λ−Λ . The existence of 
_
*θ depends on the properties of the matrix S . For 
example, if nnp = and S  is nonsingular, (3.18) will have one unique solution. We will 
demonstrate the approach by the following example 3.1.2. 
We begin with the following state-space realization of the control law eq. (3.12) 
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                      pguFww +=
•
11                          (3.19) 
                        pgyFww +=
•
22                          (3.20) 
                        wu Tp
*θ=                              (3.21) 
Where 121 ,
−ℜ∈ nww , 
T
p
TT rywww ],,,[ 21= , TTT C ],,,[ *0*3*2*1* θθθθ =             (3.22) 
       
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡ −−−−
=
−−−
01000
:::::
0...010
0...001
...
.....
0332 λλλλ nnn
F  , 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
0
:
0
0
1
.
g             (3.23) 
 
iλ are coefficient of  
     )det(...)( 01
3
3
2
2
1 FsIsssss nn
n
n
n −=+++++=Λ −−−−− λλλλ         (3.24) 
 
),( gF is the state-space realization of 
)(
)(
s
s
Λ
α , i.e., 
)(
)(
)( 1
s
sgFsI Λ=−
− α .  
We obtain the state-space representation of the overall closed-loop system by 
augmenting the state px with 21, ww  
                  rcBYAY occcc
*+=•   0)0( cc YY =                   (3.25) 
        c
T
cp YCy =                               (3.26) 
Where       
                2221 ],,[
−+ℜ∈= nnTTTpc pwwxY                   (3.27)  
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From (3.12), (3.15), (3.26), we establish that the transfer function from r  to py is 
given by 
       )(
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It implies that 
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And therefore,  
  mp
TT
ppp
T
c RzsZkRsAsI 0
*
3
*
2
*
1 )])(())([()det( ΛΛ=Λ+−−ΛΛ=− θαθαθ    (3.32) 
 
It is clear that the eigenvalues of cA are equal to the roots of the Hurtwiz polynomials 
mp Rz ,,Λ and thus, cA is a stable matrix which implies all states of cA is bounded if 
bounded r .  
Since the effect of initial condition, we do not guarantee )()( tyty mp = , but instead 
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that )()( tyty mp → exponentially fast with a rate that depends on the closed-loop 
dynamics. Following, we analyze the effect of initial conditions for the output tracking 
error )()()(1 tytyte mp −=   
Since )()( *01 sWcBAsIC mccTc =− − , the reference model may be realized by the triple 
matrix ( ccc CcBA ,,
*
0 ) and described by the non-minimal state space representation 
          rcBYAY occcm
*+=•   0)0( mm YY =                  (3.33) 
        m
T
cm YCy =                             (3.34) 
where 
22 −+ℜ∈ nnm pY  
  Letting mc YYe −= and mp yye −=1 , from(3.25) (3.26), and (3.33) (3.34),  
                  eCeeAe Tcc ==
•
1                   (3.35) 
We have a solution 
               ))0()0()(exp(1 mcc
T
c YYtACe −=               (3.36) 
 
  Because cA is stable, )(1 te  exponentially converges to zero. The rate of convergence 
depends on the location of the eigenvalues of cA , which are equal to the roots 
of 0)()()()( 0 =ΛΛ sRsszs mp . We can design )()()( 0 sRss mΛΛ to have fast zeros but we 
are sill limited by the zeros of )(sz p which are fixed by the given plant. 
 
(1) Example 3.1.2 
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  Consider a linear second-order plant 
pp uss
sy
12
)5(
2 +−
+−=  
And the reference model  
                                r
s
ym 3
3
+=  
The order of the plant is 2=pn  and the relative degree 1* =n is equal to that of the 
reference model. We choose the polynomial  
 
)(1)( 0 sss Λ=+=Λ  
and the control input 
 
                  rcyy
s
u
s
u pppp
*
0
*
3
*
2
*
1 1
1
1
1 +++++= θθθ  
 
which gives the closed-loop transfer function 
 
)(
))]1()(5(2)1)(1[(
)1)(5(2
*
1
*
2
2*
1
*
0 sG
ssss
ssc
r
y
cT
p =++++−−+
++−= θθθ  
 
Forcing 
3
3)( += ssGc , we have 2
3*
0 −=c  and the matching equation becomes  
 
   )3)(5)(1()1)(1()5))(1((2)1( 2*3
*
2
2*
1 +++−−+=+++−− ssssssss θθθ  
i.e., 
     142410)(10)1222()2( 2*3
*
2
*
1
*
3
*
2
*
1
2*
3
*
1 −−−=+−+−−−+− ssss θθθθθθθθ  
Equating the powers of s we have 
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141010
241222
102
*
3
*
2
*
1
*
3
*
2
*
1
*
3
*
1
−=−−
=++
−=−
θθθ
θθθ
θθ
 
i.e. 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−
14
24
10
10101
611
201
*
3
*
2
*
1
θ
θ
θ
 
Which gives 
                           
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
3
2
4
*
3
*
2
*
1
θ
θ
θ
 
 
The control input is therefore given by 
 
ryy
s
u
s
u pppp 5.131
12
1
14 −++−+−=  
And implemented by 
                       puww +−=
•
11  
                       pyww +−=
•
22  
                       rywwu pp 5.1324 21 −+−−=                                       
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3.1.3 MRAC schemes for the system with unknown system parameters and relative 
degree n*=1 
 
The design of the MRC to meet the objective defined in section 3.1 is as follows, 
                    pguFww +=
•
11                          (3.19) 
                        pgyFww +=
•
22                          (3.20) 
                        wu Tp
*θ=                              (3.21) 
where TTT C ],,,[ *0
*
3
*
2
*
1
* θθθθ = are calculated by matching equations (3.17) and (3.18) to 
meet the MRC objective. However, for the plant with unknown plant parameters, 
because the parameters are unknown, controller parameter vector *θ cannot be calculated 
and therefore cannot be implemented. An approach to deal with the unknown plant 
parameter case is using ‘certainty equivalence’ (CE). 
              pguFww +=
•
11                          (3.37) 
                        pgyFww +=
•
22                          (3.38) 
                        wu Tp θ=                              (3.39) 
    )(tθ is the estimate of *θ  at time t to be generated by an appropriate adaptive law. 
We derive such an adaptive law by following a similar procedure as described in section 
3.1.1. We first obtain a composite state space representation of the plant and controller, 
i.e., 
                           pccc uBYAY +=
•
0                       (3.40) 
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                           c
T
cp YCy =                            (3.41) 
                           wu Tp θ=                            (3.42) 
Where 
                    TTTTpc wwxY ],,[ 21=                       (3.43) 
           
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
FgC
F
A
A
T
p
p
0
00
00
0     
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
0
g
B
B
p
c                 (3.44) 
                       ]00[ Tp
T
c CC =                      (3.45) 
 
Then add and subtract the input wB Tc
*θ to obtain 
)( **0 wuBwBYAY
T
c
T
ccc θθ −Δ++=
•
              (3.46) 
 
If we absorb the term wB Tc
*θ  into the homogeneous part of the above equation, we 
end up with the representation 
               )( **0 wuBrcBYAY
T
pccccc θ−++=
•
               (3.47) 
             c
T
cp YCy =                                   (3.48) 
 
where cA is defined in (3.28). Equation (3.47) (3.48) is the same as (3.25) (3.26) in the 
known parameter case except for the additional input term )( * wuB Tc θ−Δ that depends 
on the choice of the input pu . Let mp yye −=1  and mc YYe −= where mY is the state 
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of the non-minimal representation of the reference model defined in (3.33) (3.34). We 
obtain the error equation 
                     )( * wuBeAe Tpcc θ−+=
•
                     (3.49) 
                     eCe Tc=1                                  (3.50) 
Because  
                     )()( *0
1 sWcBAsIC mcc
T
c =− −                  (3.51) 
We have 
                     )()( **1 wusWe
T
pm θσ −=                    (3.52) 
Where  
*
0
* 1
c
=σ                                  (3.53) 
Replace wu Tp θ=  and let *
~
)( θθθ −= t , we rewrite (3.50) and (3.52) as 
 
  wBeAe
T
cc
~
*
_ θρ+=•                        (3.54) 
                     eCe Tc=1                                  (3.55) 
Where                *0
_
cBB cc =                                 (3.56) 
Or  
                     wsWe
T
m
~
*
1 )( θσ=                          (3.57) 
Which relates the parameter error 
~θ  with the tracking error 1e . Because mW is SPR 
(relative degree of mW is equal to one) and cA is stable, (3.54) and (3.55) are in the 
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appropriate form for applying the SPR-Lyapunov design approach [6]. We propose 
Lyapunov function 
              |)|(
2
1),( *
~
1
~~ ρθθθ −Γ+=
T
c
T ePeeV                  (5.58) 
 
where 0>Γ=ΓT and 0>= cTc PP satisfy the algebraic equations 
 
                  cc
T
c
T
ccc LvqqPAAP −−=+                      (3.59) 
           ccc CBP =
−
                               (3.60) 
 
where q is a vector; 0>= Tcc LL and 0>cv is a small constant. The time derivative 
•
V of V along the solution of (3.54) and (3.55) is given by 
 
||
22
*
~
1
~~
*
_ ρθθθρ
•
−• Γ++−−=
TT
cc
T
c
Tc
TT
wBPeeLeveqqeV     (3.61) 
 
Because 1eCeBPe c
T
cc
T ==−  and )sgn(|| *** ρρρ = , we can make 0≤•V  by choosing 
)sgn( *1
~ ρθθ weΓ−== •
•
                 (3.62) 
which leads to 
0
22
≤−−=• eLeveqqeV cTc
TT
            (3.63) 
By equations (3.58) and (3.63), all signals in the closed-loop plant are bounded and 
the output tracking error 1e  converges to zero asymptotically with time given by 
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Theorem 3.1.  
In the above MRAC schemes, the control parameterθ  is estimated and generated 
directly by an adaptive law (3.61) and therefore it belongs to direct adaptive control. 
 
3.1.4 MRAC schemes for the system with unknown system parameters and relative 
degree n*=2 
 
In equation (3.57), since the relative degree of the plant )(sGp  is equal to one, we can 
design the model reference )(sWm  to be SPR and the control law wu
T
p θ=  to obtain 
an error equation suitable for applying SPR-Lyapunove design method. When the 
relative degree 2* =n , however, )(sWm can no longer be designed to be SPR and 
therefore the procedures of section 3.1.3 fail to apply in this case. 
Thus, instead, we use the identity 1))(( 100 =++ −psps to rewrite (3.50)(3.52) as 
  )()( **0
_ φθρ Tfcc upsBeAe −++=
•
                (3.64) 
                     eCe Tc=1                                 (3.65) 
Or  
          )())(( **01 φθρ Tfm upssWe −+=                    (3.66) 
where 
                    pf ups
u
0
1
+= , wps 0
1
+=φ  
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And mW , 00 >p , is chosen so that ))(( 0pssWm + is SPR (the relative degree of 
))(( 0pssWm + is equal to one). Instead of the control law wu Tp θ=  in section 3.1.3 , if 
we choose pu  so that  
                          =fu φθ T                            (3.67) 
We obtain the error equation 
  φθρ
T
occ psBeAe
~
*
_
)( ++=•                    (3.68) 
                     eCe Tc=1                            (3.69) 
Or in the transfer form 
               φθσ
T
m pssWe
~
*
01 ))(( +=                      (3.70) 
 
We transform the equation (3.68) (3.69) into the desired form by using  
                           φθρ TcBee **__ −=  
Then, we obtain 
               φθρ
T
c BeAe
~
*
1
__ +=
•
                      (3.71) 
                     
_
1 eCe
T
c=                            (3.72) 
Where 
              0
__
1 pBBAB ccc +=                      (3.73) 
And 0*0
_ == cBCBC pTpcTC due to the relative degree 2* =n . With (3.71) and (3.72), we 
can follow the same procedures in the case of 1* =n and develop an adaptive law for the 
 55
control estimateθ  and get 
)sgn( *1
~ ρφθθ eΓ−== •
•
                    (3.74) 
 
Come back to the control input pu , it can be realized by 
   φθ Tofop psupsu )()( +=+=                (3.75) 
It implies 
         wpsu T
T
T
T
p θφθφθφθ +=++=
••
)( 0            (3.76) 
Because 
•θ can be made available by the adaptive law, the control law (3.76) can be 
implemented without using differentiators. 
 
3.2 Adaptive Pole Placement Control  
 
  In section 3.1, we introduced the design of MRAC schemes for linear system with 
stable zeros. The assumption is rather restrictive in many applications. As we discussed 
in section 3.1, the minimum phase assumption is a consequence of the MRC objective 
that requires zeros cancellation to make closed-loop transfer function equal to that of 
reference model.  
  Another class of control schemes, Pole Placement Control (PPC) changes the poles of 
the plant but do not involve zero-pole cancellation and therefore are applicable to both 
minimum and non-minimum phase case. In the section, we will consider the Adaptive 
Pole Placement Control (APPC) which combines a PPC with a parameter estimator or an 
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adaptive law to control linear system with unknown system parameters. 
 
 
3.2.1 Problem statement and assumption  
 
   This section is similar with section 3.1.1. We state the problem we desire to resolve 
and make assumption for the following control design. 
   Consider the linear plant 
                ppp usGy )(=                          (3.77) 
                        
)(
)(
sR
sZ
G
p
p
p =                            (3.78) 
  The objectives of PPC is to choose the plant input pu  so that closed-loop poles are 
assigned to these of a given monic Hurwitz polynomial )(* sA , which is referred to as 
the desired closed-loop characteristic polynomial and chosen based on performance 
requirements. Similar to MRAC, we have some assumptions as below: 
 
(1) )(sGp Assumptions 
P1. pR is a monic whose degree n  is known. 
P2. pR , pZ are coprime and degree( pZ )< n  
P1 and P2 allow pR , pZ to be non-Hurwitz in contrast to the MRC where pZ is 
required to be Hurwitz. In general, by assigning the closed-loop poles to those of *A , we 
 57
can guarantee closed-loop stability. We can also extend the PPC objective to include 
tracking, where output py is required to follow a certain class of reference signal my  with 
a internal model )(sQm , satisfying (3.79) [10]. 
 
0)( =mm ysQ                        (3.79) 
 
)(sQm  is a monic polynomial of degree q  with non-repeated roots on the jw -axis 
and satisfy (P3) 
P3. )(sQm , pZ are coprime.  
  For example, if )2sin(2 tym += , then the internal model of my , )4()( 2 += sssQm  
and therefore, according to P3, pZ should have s or 4
2 +s as a factor. 
 
3.2.2 PPC schemes for the system with known parameters 
 
  We first consider the control law (3.80) as Figure 3.3 
 
              mppm ysMysPusLsQ )()()()( +−=              (3.80) 
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Fig. 3.3 Pole placement control 
 
 
where )(),(),( sMsLsP are polynomials of degree 1−+ nq , 1−n , 1−+ nq  respectively 
and can be designed so that characteristic equations of closed-loop plant equals to )(* sA . 
  Applying (3.77) to (3.80), we obtain closed-loop plant equation 
              m
ppm
p
p yPZRLQ
MZ
y +=                      (3.81) 
whose characteristic equation 
             0=+ ppm PZRLQ                         (3.82) 
 
has a order 12 −+ qn . Therefore, the objective now is choose LP, such that  
 
                 ∗=+ APZRLQ ppm                        (3.83) 
 
is satisfied for a given monic Hurwitz polynomials )(sA∗ of degree 12 −+ qn .  Since P2 
and P3 guarantee that pm RQ , pZ are coprime, we have a unique solution LP,  satisfying 
(3.83). The solution for the coefficient of )(),( sLsP may be obtained by resolving the 
algebraic equation (3.84). 
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                        *lllS αβ =                         (3.84) 
 
where lS is the Sylvester matrix (See Theorem 3.2) of pm RQ , pZ of dimensional 
)(2)(2 qnqn +×+  
                TTTql pl ],[=β , TTl ]10...0[ ** αα = ,   )(2 qn+ℜ∈  
                TTq ll ]10...0[=      qn+ℜ∈  
                Tnn lllll ]...[ 0132 −−=   1−ℜ∈ n  
                Tqnqn ppppp ]...[ 0121 −+−+=   qn+ℜ∈  
                Tqnqn aaaa ]...[
*
0
*
1
*
32
*
22
*
−+−+=α   12 −+ℜ∈ qn  
*,, iii apl are the coefficients of  
           )(...)( 2
1
01
2
2
1 slslslslssL n
Tnn
n
n
−
−−
−
− +=++++= α  
           )(...)( 101
2
2
1
1 sppspspspsP qn
Tn
qn
n
qn −+
−
−+
−
−+ =++++= α  
       )(...)( 22
*12*
0
*
1
22*
22
12* ssasasassA qn
Tqnqn
qn
qn
−+
−+−+
−+
−+ +=++++= αα  
 
  The coprime of pm RQ , pZ guarantee that lS is nonsingular; therefore, the coefficients 
of )(),( sLsP may be computed from 
                         *1 lll S αβ −=                         (3.85) 
 
By (3.83), the closed-loop plant is describe by               
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                         m
p
p yA
MZ
y *=                        (3.86) 
 
Similarly, by (3.77),(3.80) 
                     m
p
p yA
MR
u *=                         (3.87) 
 
Because *A
MZ p , *A
MRp are proper with stable poles, it follows that pu and py are 
bounded if bounded pu  for any polynomial )(sM of degree 1−+ nq .Therefore, the 
pole placement objectives is achieved by the control law (3.80) without any additional 
restriction of )(sM and )(sQm .Choose )()( sPsM = , the control law become 
                  ))(()()( mppm yysPusLsQ −−=             (3.88) 
 
Then, the diagram is as in Fig. 3.4. 
  
 
 
Figure 3.4 Block diagram of pole placement control 
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   Because )(sL is not necessary Hurwitz, the alternative realization of (3.88) is 
obtained by rewriting (3.88) as 
 
                   )( mpp
m
p yy
Pu
LQ
u −Λ−Λ
−Λ=                 (3.89) 
 
whereΛ is any monic Hurwitz polynomial of degree 1−+ nq . The control law is 
implemented as Fig. 3.5. It uses )1(2 −+ nq integrators to realize the proper stable 
transfer function ΛΛ
−Λ PLQm , . 
 
 
 
Fig. 3.5 Implementation of pole placement control  
 
 
(1) Example 3.2.2 
Consider the plant  
                     pp us
y
1
2
−=  
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  The control objective is to choose pu such that the poles of the closed-loop are placed 
at the roots of 2)1( +=∗ sA and py tracks the constant reference signal 1=my . Clearly 
that internal model of my is ssQm =)( , i.e. 1=q . Because 1=n , the 
polynomial )(),( sLsP  are of the form 
 
                           1)( =sP , 01)( pspsL +=  
 
Choosing 3)( +=Λ ss , 01 , pp are calculated by solving  
 
    201 )1(2)()1( +=++− spspss  
 
Equating the coefficients of power s, we obtain 
                        
2
3
1 =p , 2
1
2 =p  
 
  It may be also written in the form of the algebraic equation (3.2.9)where the Sylvester 
matrix of )2( −ss , 2 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−
−=
2000
0210
0011
0001
lS  
 
                      
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
2
1
1
0
p
pl
β      
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=∗
1
2
1
0
lα  
Therefore, the PPC law is given by 
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)(
)3(2
13
3
3
mppp yys
su
s
u −+
+−+=  
 
A state-space realization of the control law is given by 
pu+−=
•
11 3φφ  
122 3 e+−=
• φφ  
121 2
343 eu p −+= φφ  
Where 11 −=−= pmp yyye  
 
 
3.2.3 Adaptive pole placement control schemes for unknown parameters 
 
Let’s now consider (3.78) when the coefficient of )(),( sZsR pp are unknown. 
Similarly to MRAC, APPC scheme is formed by combining the control law (3.2.13) with 
an adaptive law based on the parametric model. The adaptive law generate on-line 
estimates ba θθ ,  of the coefficients *aθ of )()( 1* sssR nTanp −+= αθ and *bθ of 
)(sZ p )(1
* sn
T
b −= αθ , respectively, to form the estimated plant polynomials 
 
   )(),( 1 sstsR n
T
a
n
p −
Λ += αθ , )(),( 1 stsZ nTbp −
Λ = αθ  
 
The estimated polynomials are used to compute the estimated controller polynomials 
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),( tsL
Λ
, ),( tsR
Λ
by solving the Diophantine equations (3.91) or (3.90)in time 
 
                     *AZPRQL ppm =+
ΛΛΛΛ
                    (3.90) 
                     *lllS αβ =
ΛΛ
                        (3.91) 
 
The control law in the unknown parameter case is then formed as 
                )( mpp
m
p yy
PuQLu −Λ−Λ
−Λ=
ΛΛ
               (3.92) 
 
We first rewrite (3.77) as a linear parametric model, i.e. 
                         pppp usZysR )()( =  
             pn
T
bpn
T
a
n usyss )]([)]([ 1
*
1
*
−− =+ αθαθ                 (3.93) 
 
Filtering (3.92) with 
)(
1
spΛ
, where 01
1
1 ...)( λλλ ++++=Λ −− ssss nnnp is a monic 
Hurwitz polynomials, we obtain 
                      φθ Tpz *=                             (3.94) 
where 
    p
p
n
y
s
sz
)(Λ= , 
TT
a
T
bp ][
*** θθθ = , Tp
p
T
n
p
p
T
n y
s
su
s
s
]
)(
)(
)(
)(
[ 11 Λ−Λ=
−− ααφ     (3.95) 
 
Similarly, instead of eq. (3.93) 
                φθλTpy *=                           (3.96) 
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Where TTpa
T
b ])([
*** λθθθλ −= and Tnnp ]...[ 021 λλλλ −−= is the coefficients of 
n
p ss −Λ )( . After getting the linear parametric model of py and pu , on-line parameter 
estimator of ba θθ , could be derived from several adaptive laws such as SPR-Lyapunov 
approaches, Gradient algorithm, Least-square algorithm and etc. In the thesis, our APPC 
schemes is based on Gradient algorithm approaches as below: 
                       
                      εφθ Γ=• p ,    0>Γ=Γ T                 (3.97) 
Where 
                       2
)(
m
z Tpφθε −=  , φφ Tm += 1                  (3.98) 
 
z,ε  is defined as (3.95). 
Then all signals in the closed-loop APPC schemes of the thesis are uniformly bounded 
and the tracking error mp yye −=1 converges to zero asymptotically. See the detail 
proof in [10]. 
 
 In the above APPC schemes, the plant parameters pθ is estimated on-line by the 
adaptive law (3.96) and then controller parameters ),( tsL
Λ
, ),( tsR
Λ
are compute by solving 
algebraic equation (3.2.90) or (3.2.91) but not directly estimated by the adaptive laws 
such as equation (3.62). Such an approach is so-called indirect adaptive control. 
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3.3 Theorem and Definition  
Theorem 3.1 
   Suppose that there exist a positive definite function ℜ×ℜ+ a)(:),( rBtxV , for 
some r>0 with continuous first order partial derivatives with respective to x, t and 
0),0( == txV  for t>0. Then the following statements are hold: 
 
(i) If V’≦0, then xe = 0 is stable. 
(ii) If V is decrescent and V’≦0, then xe = 0 is uniformly stable. 
(iii) If V is decrescent and V’＜0, then xe = 0 is uniformly asymptotically 
stable. 
Theorem 3.2 
For an n-order system: 
                               BuxAx += ..  
 
  Let (A, B) be a controller pair. If input u is sufficient rich of order n+1, the estimate 
Λ
A  and 
Λ
B  generated by 
 
                           uBxAx
ΛΛΛΛ +=
•
      
                        TxA 11εγ=
•Λ
, TuB 12εγ=
•Λ
 
                         
Λ−= xx1ε                           
 
converges exponentially fast to the unknown parameter A and B, respectively.  
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Definition 3.1  
Input u is sufficient rich of order n+1 if and only if input u contains at least (n+1)/2 
different frequency components [6]. 
Theorem 3.3  
  Two polynomials )(sa and )(sb are coprime if and only if their Sylvester’s matrix lS is 
nonsingular, where lS is defined to be the following nn 22 × matrix: 
 
  01
1
1 ...)( asasasasa
n
n
n
n +++= −−  
01
1
1 ...)( bsbsbsbsb
n
n
n
n +++= −−  
               
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
≡
−−
−−−−
−−−−
−−
−−−−
−−
00
1010
..........
3
.
03
.
0
22102310
1221012210
1
.
211
.
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..
2
..
2
..........
1212
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0...0000...000
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::...:::::...:::
:...00:...00
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......
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CHAPTER IV 
ADAPTIVE CONTROL FOR NONLINEAR DAE SYSTEM 
 
We will use the adaptive controller presented in the previous section in order to 
control our nonlinear power system. As we mentioned in the section <2>, the feedback 
control law ),( θzhu Δ=Δ  is implemented by xΔ andθ . The controller parameterθ  
could be estimated and generated directly or indirectly by MRAC or APPC schemes 
while eixxx −=Δ  should be calculated by eix . However, the equilibrium eix  would 
change as the operating condition ip changes and therefore is not available. We would 
propose a dynamic mechanism to track the nonlinear system’s equilibrium value or force 
the equilibrium value of the measurable output unchanged by some control law. Power 
system examples are demonstrated to show our approaches improving the structure 
stability of power system and therefore increasing the loadability. 
 
4.1 Equilibrium Tracking 
 
4.1.1 Dynamic equilibrium tracking 
We could refer eix as an uncertainty parameter in the control law and apply a certainty 
equivalence adaptive control, i.e. instead of using the true value of eix , we use an 
estimate eix
Λ
. The resulting controller is describe by 
 
                      ),(),( θθ eixxhzhu Λ−=Δ=Δ                    (4.1) 
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                        )( eiei xxx
ΛΛ −=
•
β                            (4.2) 
 
With 0>β . If we consider x  as a constant, because of 0>β (negative eigenvalue), 
the estimate eix
Λ
 will finally converge to x . If the system is stable, the trajectories would 
be around the equilibrium manifold, eix
Λ
could be considered equal to x . If the system, 
however,  becomes unstable, x will diverge from its true equilibrium value eix . 
Therefore, we need this tracking mechanism to work just as a low-pass filter to get the 
estimated equilibrium value of eix
Λ
.  See Fig. 4.1. 
 
                 
Fig. 4.1 Time response of estimated equilibrium value for unstable condition 
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4.1.2 Measurement of the changing dynamic state x 
  As we mention in the previous section, the equilibrium point for a given operation 
condition ip satisfying, 
 
   ),,(0 ieiei pyxf=                         (4.3)    
),,(0 ieiei pyxg=                          (4.4)              
 
  Since the system dynamic is continuous, around the equilibrium ( eiei yx , ), the 
changing rate of the state x would be close to zeros, i.e., 
 
   0≅•x                            (4.5) 
 
  Therefore, if we sense 0≅•x , the dynamic states ( yx, ) is very near its equilibrium 
( eiei yx , ), then we can update eix
Λ
by the x when 0≅•x . 
 
4.1.3 Apply control laws to force steady-state value of output unchanged 
In most control case, not all states of the system is available as a feedback control, it 
may be that only a single output could be as feedback control signal. If we could achieve 
regulation of the output by some control law, then the equilibrium value of output 
py would be equal to the set-point value and would not change with operation 
condition ip . 
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(1) Example 4.1 Tracking the equilibrium 
We take two two-bus power systems as examples: one is the system with P controller 
and the other is with PI controller to explain the above approaches to estimate eix . 
 
P Controller 
We have a DAE equation of the simplified model: 
 
⎥⎦
⎤⎢⎣
⎡ +′
′+−+′+−=′• fdddd
d
E
E
QxE
x
xxE
x
xx
T
E
2
0 '
'
''
1        (4.6) 
  [ ])()(1 0 rgfdfdfd EEKEETE −−−−=
•
              (4.7)             
22222 )()(0 EQxPxEE +′−′−′=                    (4.8) 
 
The system parameter p={P, Q} is changing or uncertainly power load 
and 222 )()(1 ExQxP
E
Eg ++= is generator bus voltage only measurable for feedback 
control. It is obvious that the steady-state value of gE , or equilibrium value of gE , geE  
is decreasing as load P increasing, increasing as P decreasing. Therefore, we must 
implement a dynamic tracking of geE for our control (4.9). 
 
                ),,(),( θθ gegg EEhEhu
Λ=Δ=Δ                      (4.9) 
 
whereθ  is controller parameter generated by MRAC or APPC and equilibrium of geEΛ  
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is generated by 
 )( gegge EEE
ΛΛ −=
•
β                         (4.10) 
 where 0>β . 
 
PI Controller 
  If we add an extra dynamic input 0fdEΔ  (it can be referred to as a PI controller) 
⎥⎦
⎤⎢⎣
⎡ +′
′+−+′+−=′• fdddd
d
E
E
QxE
x
xxE
x
xx
T
E
2
0 '
'
''
1            (4.11) 
   [ ])()(1 00 rgfdfdfdfd EEKEEETE −−Δ−−−=
•
              (4.12) 
 )( grfd EEE −=Δ
• γ                                    (4.13) 
          22222 )()(0 EQxPxEE +′−′−′=                         (4.14) 
 
  From (4.13), we know 1== rge EE , no matter the load { QP, } change. Therefore, we 
could implement ),1( θ−=Δ gEhu directly without any equilibrium tracking. However, 
for the system (4.11)-(4.14) is three-order and requires more parameter estimators than 
the system (4.6)-(4.8). 
 
 
 
 
 73
4.2 Examples of Applying an Auxiliary MRAC 
 
4.2.1. First-order example 
 
  Let us take a first-order example to illustrate our application. 
 
        pyxx 2+−=•                            (4.15) 
              pxyy −−+−= 22 10                       (4.16) 
             ℜ⊂∈ℜ⊂∈ℜ⊂∈ PpYyXx ,,  
 
where p is a positive scalar parameter. For each ip , we have one interested equilibrium 
point ),( ee yx . By Taylor’s expansions we get a linear reduced model: 
        
                         xx iΔ=Δ
• λ                              (4.17) 
 
where iλ is RJM which depends on ip , if iλ is positive, the equilibrium point ),( ee yx  is 
unstable and therefore we must design a feedback control xku Δ−=Δ  to make the 
close-loop system (4.18) become stable. 
 
xkxkxx ii Δ−=Δ−Δ=Δ
•
)(λλ                (4.18) 
 
  Since k must be greater than iλ  to obtain stable closed-loop system, we could apply 
MRAC to estimate iλ . Figure 4.2 is the phase portrait at 14.0=p , in the case, we assume 
that an interested equilibrium point )4269.0,6559.0( == ee yx  is exactly known but iλ  
is unknown and apply MRAC. 
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                         xkxx i Δ−Δ=Δ
• λ                        (4.19) 
                          2xk Δ=•                            (4.20) 
where 
                           6559.0−=Δ xx  
 
  In the case, we set the reference signal 0≡mx . xΔ would trace and follow mx . That 
is, xΔ is forced to converge to zeros. From Fig. 4.2 and equation (4.19)  (4.20), we 
know that the system (4.15) (4.16) has infinite equilibrium points at 0=Δx . For 
0332.2>k , the equilibrium is stable while for 0332.2<k  the equilibrium is unstable. 
If the initial condition 0)0( ≠Δx , the adaptive feedback control coefficient k  would 
continues to increase until 0=Δx  since 02 ≥Δ=• xk . 
 
 
 
Fig. 4.2 Phase portrait of adaptive control for first-order example 
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4.2.2 Second-order example 
 
Consider the 2-bus power system example again, 
 
⎥⎦
⎤⎢⎣
⎡ +′
′+−+′+−=′• fdddd
d
E
E
QxE
x
xxE
x
xx
T
E
2
0 '
'
''
1       (4.21) 
⎥⎦
⎤⎢⎣
⎡ −++−−−=• ))()(1()(1 2220 rfdfdfd EExQxPEKEETE     (4.22) 
   
22222 )()(0 EQxPxEE +′−′−′=             (4.23) 
 
With coefficients  
 
0.1,5.0,'',1.0
,2.0',2.1,6.1,5.1,5' 00
==+==
=====
rd
ddfdd
EPQxxxx
xxETT
 
 
We apply the MRAC schemes we introduced in the section <3> in order to improve 
the structural stability of the power system. 
In the two-bus power system example, the relative degree of the linearized model 
is 2* =n , therefore, it has no zeros and therefore is minimum phase and applicable for 
MRAC. 
 
<Step 1> Propose a dynamic mechanism (4.2.10) to track equilibrium geE . 
                       )( gegge EEE
ΛΛ −=
•
β                     (4.24) 
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In our case, we set 1.0=β . 
 
<Step 2> Propose MRAC                
  We choose model reference which relative degree is two as (4.2.11) 
 
                   
1
1)( 2 ++= sssWm                     (4.25) 
 
Therefore, the desired trajectory my is generated by 
 
[ ] 0
00
10
0
1
01
11
wy
rww
m =
⎥⎦
⎤⎢⎣
⎡+⎥⎦
⎤⎢⎣
⎡ −−=•
                  (4.26) 
                           
where r is the reference input of reference model. 
Let feedback control law puΔ as (4.2.13) 
             wu T
T
p θφθ +=Δ
•
                     (4.27) 
Where w is generated by 
              pugFww Δ+=
•
11                      (4.28) 
                      )(22 geg EEgFww
Λ• −+=                (4.29) 
Andφ is generated by 
wp +−=• φφ 0                    (4.30) 
where Tgeg
TT rEEwww ]),(,,[ 21
Λ−=  
Choose [ ]2−=F  , [ ]1=g , 1=op  
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The controller parameter θ  is directly generated by the adaptive law 
 
                       )/sgn(1 mp kke φθ Γ=
•
                (4.31) 
 
where 1)/( =mp kksign  
Choose 200=Γ  and mgeg yEEe −−=
Λ
)(1  
  By equations (4.21)-(4.31), we have an original DAE system with an auxiliary 
adaptive control. Fig. 4.3 shows our diagram for the original DAE with the additional 
adaptive control. 
 
                   
 
Fig. 4.3 Block diagram of the two-bus system with MRAC 
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(1) Simulation results for case of the system without P control ( 0=K ) 
Without MRAC 
  Let us see the time response of the generate bus voltage gE  as P  slowly increasing 
without the auxiliary MRAC, i.e., set 0≡Δ pu . Figure 4.4 shows that the voltage will 
collapse after P over SNB.  
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        Fig. 
4.4 Time response as load increases for neither P control nor MRAC case 
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   Then, since the trajectories move along the equilibrium manifold, we draw its PV 
curve as in Fig. 4.5,  
 
 
            
Fig. 4.5 PV curve for neither P control nor MRAC case 
 
With MRAC 
  We observe the time response of gE with our auxiliary MRAC in Fig. 4.6 where 
reference input is set to 0≡r . 
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Fig. 4.6 Time response for the system without P control with MRAC case 
 
 
  Similarly, we draw its PV curve as Fig. 4.7 We also compare PV curve of the case 
with/without additional MRAC in the Fig. 4.8. 
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Fig. 4.7 PV curve for the case without P control with MRAC 
   
            
Fig. 4.8 Comparison of MRAC for the case without P control 
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  As we mention at first, the additional MRAC does not change the original PV curve 
but stabilize the unstable equilibrium along the original PV curve. It can be confirmed by 
the simulation results. In such a case, the MRAC applied to nonlinear system does not 
guarantee the stability [17][18][19] since the unmodeled dynamics (it is often due to 
nonlinearity) near SNB may become more dominant.  
 
(2) Simulation results for case of the system with P control ( 2.3=K ) 
Without MRAC 
In the same way, we observe the time response for load slowly increasing and draw its 
PV curve as in Fig. 4.9. From the figure, we know as the power load is increased by HB, 
the trajectories oscillate and diverge. 
 
With MRAC 
  Similarly, as power load gradually increasing, we first observe its time response for 
generator bus voltage and its estimated equilibrium value (Fig. 4.10) and the feedback 
signal and the estimated control parameter (Fig. 4.11).  
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Fig. 4.9 PV curve for the case with P control without MRAC 
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Fig. 4.10 Time response of generator bus voltage and its estimated equilibrium 
as load increases for the case with P control and MRAC 
 
 
Fig. 4.11 Feedback signal and estimated control parameter for P control with 
MRAC 
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  Then, we draw the PV curve as un Fig. 4.12. We see that as power load increasing to 
over HB, the system become unstable and trajectories start to diverge. The MRAC could 
detect its divergence and is activated to change control parameter and stabilize the 
unstable equilibrium and finally the trajectories converge to its equilibrium again. 
 
 
             
Fig. 4.12 PV curve for the case with P control and MRAC 
 
  Fig. 4.13 is comparison between the P control with/without MRAC. We observe that 
HB is pushed to higher load and therefore the adaptive control is able to increase the 
system’s loadability.  
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Fig. 4.13 Comparison of MRAC for the case with P control 
 
4.2.3 Third-order example (the system with PI control) 
  Consider the 2-bus power system with PI controller as below, 
 
⎥⎦
⎤⎢⎣
⎡ +′
′+−+′+−=′• fdddd
d
E
E
QxE
x
xxE
x
xx
T
E
2
0 '
'
''
1          (4.32) 
   [ ])()(1 00 rgfdfdfdfd EEKEEETE −−Δ−−−=
•
            (4.33) 
 )( grfd EEE −=Δ
• γ                                  (4.34) 
             
           22222 )()(0 EQxPxEE +′−′−′=                       (4.35) 
 
1.0,2.3,0.1,5.0,'',1.0
,2.0',2.1,6.1,5.1,5' 00
====+==
=====
γKEPQxxxx
xxETT
rd
ddfdd
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<Step 1> Find Equilibrium value of gE  
From (4.34), we know 1== rge EE , no matter the load { QP, } change. Therefore, 
we do not need equilibrium tracking mechanism. 
 
<Step 2> Apply MRAC 
  We choose model reference which relative degree is two as (4.36) 
 
                   
1
1)( 2 ++= sssWm                     (4.36) 
 
Therefore, the desired trajectory my is generated by 
 
[ ] 0
00
10
0
1
01
11
wy
rww
m =
⎥⎦
⎤⎢⎣
⎡+⎥⎦
⎤⎢⎣
⎡ −−=•
                  (4.37) 
                           
where r is the reference input of reference model. 
Let feedback control law puΔ as (4.38) 
             wu T
T
p θφθ +=
•
                     (4.38) 
Where w is generated by 
              pugFww Δ+=
•
11                      (4.39) 
                      )(22 geg EEgFww
Λ• −+=                (4.40) 
Andφ is generated by 
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wp +−=• φφ 0                    (4.41) 
where Tgeg
TT rEEwww ]),(,,[ 21
Λ−=  
Choose ⎥⎦
⎤⎢⎣
⎡ −−=
01
12
F  , ⎥⎦
⎤⎢⎣
⎡=
0
1
g , 1=op . 
  The controller parameter θ  is directly generated by the adaptive law 
                        )/sgn(1 mp kke φθ Γ=
•
                      (4.42) 
where 1)/sgn( =mp kk  
Choose 1000=Γ  and mgeg yEEe −−=
Λ
)(1  
  By equations (4.2.32)-(4.2.42), we have an original DAE system with an auxiliary 
adaptive control. The Fig. 4.14 shows block diagram for the original DAE system with 
MRAC. 
      
Fig. 4.14 Block diagram of the two bus system with PI control and MRAC 
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(1) Simulation results 
Without MRAC 
  As load gradually increasing and over HB, we observe that trajectories oscillate and 
diverge as the Fig. 4.15 From the figure, we also see that generator bus voltage is equal 
to one no matter power load change. 
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Fig. 4.15 Time response of generator bus voltage as load increases for the case 
with PI control without MRAC 
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Accordingly, we draw the PV curve as the Fig. 4.16. 
 
 
         
Fig. 4.16 PV curve for the system with PI control without MRAC 
 
 
With MRAC 
  Similarly, as power load gradually increasing, we observe its time response for 
generator bus voltage (Fig. 4.17) and the feedback signal and the estimated control 
parameter (Fig. 4.18).  
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Fig. 4.17 Time response for generator bus voltage as load increases for the case with 
PI control and MRAC 
 
              
Fig. 4.18 Feedback signal and estimated control parameters for PI control with 
MRAC 
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And then we draw its corresponding PV curve in Fig. 4.19. 
 
           
Fig. 4.19 PV curve for the system with PI control and MRAC 
 
 
  Fig. 4.20 shows the comparison between the PI control with/without MRAC. 
Similarly, our additional MRAC pushes HB to higher load and therefore increasing the 
system’s loadability.  
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Fig. 4.20 Comparison of MRAC for the case with PI control 
 
 
4.2.4 Comparison between the system with/without P/PI control and with/without 
MRAC 
 
 
Fig. 4.21 Comparison of PV curve for different controller 
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Again, we should emphasize that our control design is to stabilize the equilibrium 
along the original PV curve but not change the PV curve. Thus, we still need the PI or P 
control to get better shape of PV curve and regulation. See Fig. 4.21, if without PI/P 
control, voltage will drop too dramatically when power load increase whether the system 
with MRAC or not. Otherwise, for the case of the system without P/PI control, our 
MRAC fail to increase the system’s loadability. 
 
4.3 Limitation and Choice of Coefficients  
 
(1) For the ‘real’ linear system, the MRAC and APPC schemes we used are suitable for 
any initial condition. However, for nonlinear system, Since we designed the adaptive 
based on approximation around equilibrium points, the stability properties is only 
hold for a small enough neighborhood of the equilibrium point.  
(2) Usually, if we set reference input 0≡r , the estimate parameters do not converge to 
its true value. It only guarantees all bounded signals and stability. If r ,however, has 
sufficient frequency components, the estimate parameters will converge to its true 
value (just like the reference model). And the converge time depends on the 
amplitude of r . Smaller amplitude of r makes converge time longer. 
(3) Larger Γ  would make trajectories converge faster. See Fig. 4.22 and Fig. 4.23. 
When 500=Γ ( 500=γ ), the trajectories converge before singularity. Besides, we 
observe that for the same system, the higher load, the faster trajectories diverge. Thus, 
we need the larger Γ  for the higher load.  
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Fig. 4.22 Time response of bus voltage for 3000=Γ and 1000=Γ  
  
        
Fig. 23 Time response of bus voltage for 1500=Γ and 500=Γ  
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4.4 Summary  
 
  Our exciter control combines the original PI/P controller with an additional controller 
which is used to stabilize all existing equilibrium along the original PV curve. If the 
power load is lower than HB (the equilibrium is stable), since the trajectories would be 
close to the equilibrium manifold ( ε<Δ || gE ), our additional controller will not be 
activated. But if power load increased to over HB (the equilibrium becomes unstable), 
since the trajectories will diverge from the equilibrium manifold ( ε>Δ || gE ), our 
controller will be activated and adjusting the controller parameters until the system 
become stable ( ε<Δ || gE  again). Actually, we can consider the controller will be 
activated whenever ε>Δ || gE . 
  By our approach, the system can enhance the robustness as well as increase the 
system’s loadability.  
Otherwise, the adaptive schemes and control law we use in the thesis are based on a 
plant model that is free of disturbance and unmodeled dynamics which would be 
especially due to nonlinearity in our application. The discrepancies between the 
linearized model and the actually plant may lead to instability [17]. These error effects, 
however, can be improved by some modification such as leakage, dead zone, projection 
or σ –modification [10][18][19] which are known as robust adaptive control.   
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CHAPTER V  
CONCLUSION 
 
This thesis addresses the dynamic modeling issues of power system application. We 
introduce the systematic description and dynamic voltage stability in power systems. 
Mathematically, power systems are commonly modeled by differential-algebraic 
equations (DAE). The differential equations describe the slow dynamics such as 
generator dynamics, excitation control system. The algebraic equations are 
corresponding to the power flow equations, which are fast mode compared with the slow 
ones of generation parts.  
The objective of the thesis is design an adaptive control to stabilize at the 
equilibrium point when it exists for a general parameter-dependent DAE system. In the 
thesis, we focus on the excitation voltage control of power system and desire to design 
an auxiliary control to improve oscillatory instability, it is related to Hoph Bifurcation, 
and therefore increase the system’s loadability.  
To achieve our goal, our approaches are to improve the structure stability of the 
DAE system i.e., we stabilize all the existing equilibrium whenever stable or unstable. In 
the practical points of view, the equilibrium exists if power flow equation has solutions. 
Once power flow equation doesn’t exist, it is so-called voltage collapse [3], one should 
reset the operation condition or change parameters to shape a new PV curve. In the thesis, 
however, we just consider the condition when power flow solution exists and stabilize all 
the equilibrium along the original PV curve.  
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To realize the objective, we propose MRAC and APPC schemes to build a control 
which can sense the system parameter variation to adjust control parameters and lead the 
system to be stable. In fact, from the time response simulation, oscillatory instability can 
be inferred from diverged oscillatory trajectories. Our controls are just able to inspect the 
diverged trajectories and force trajectories become converge by dynamically changing its 
control parameters. 
Now, let us summarize our conclusion: 
 
•  The overall control input is pss uuu Δ+= where ssu is feedforward control which 
can be referred to as set-point and puΔ is our auxiliary feedback control puΔ which is 
implemented by the adaptive control schemes. Then, the original DAE system with our 
control can be describe by 
),,,(0
),,,(
upyxg
upyxfx
=
=•                         (5.1) 
                
•  For the DAE system (5.1), we track the equilibrium value eix for its corresponding ip  
satisfying, 
   
),,,(0
),,,(0
ssieiei
ssieiei
upyxg
upyxf
=
=
                   (5.2) 
 
Since eix is not available, instead of using the true value of eix , we use an estimator eix
Λ
 
implemented by (5.3) 
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                        )( eiei xxx
ΛΛ −=
•
β                           (5.3) 
 
With 0>β . 
 
•  The dynamic properties around a enough small neighborhood of eix  is as below 
 
               pii uBxAx Δ+Δ=Δ
•
                       (5.4) 
 
  Thus, by MRAC or APPC, we have a direct adaptive control puΔ  
                           ),( xCu cp Δ=Δ θ                         (5.5) 
                           ),( xh cc Δ=
• θθ                          (5.6) 
Or an indirect adaptive control 
 
                         ),( xCu cp Δ=Δ θ                         (5.7) 
                        )( pc F θθ =                             (5.8) 
                       ),( xh pp Δ=
• θθ                          (5.9) 
 
Then, we resolve the problem of the equilibrium stability of the closed-loop 
 
                          ),( xuBxAx cpii ΔΔ+Δ=Δ
• θ  
 
By the approaches, we can improve oscillatory instability and strengthen the power 
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system’s ability to accommodate parameter uncertainty. The digital excitation can easily 
implement such an adaptive control without increasing cost. 
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