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A Test of Response Independence In Processing
Information From Two Independent Sources
Previous research (Brody 1958) has Indicated that
there is Independence in the simultaneous learning of two
binary prediction tasks. In the usual two-choice situation
the subject is required to predict on each trial which of
two possible events, Ej^ or Ej* will occur by making the
corresponding response, or A modification of this
situation involves the introduction of a second two-choice
task, where two-choice problems are to be learned con-
currently. Brody employed two signals, T^ and T2» so that
on each trial the £ made two consecutive predictions, one
following each eignal. An event occurred with proba-
bility following a T^ signal, and occurred with
probability following a Tj signal. These two proba-
bllitlee were Independent of each other and of the £s
*
response. Brody had two groups, both of which received a
value of .80 but which differed with respect to |
the two values were .60 and .30. Brody found that tha
asymptotic probability of an A^^ response given that Tj, I -
1,2, had occurred, P (Aj T^) , was a function of only
the probability that the reinforcing event would occur.
More specifically. P (Aj T^) was found to match the cor-
responding value.
Other Investigators (Popper & Atkinson, 1958; Atkinson
Bogartz, & Turner, 1959) have reported results discrepant
with Brody*s conclusions. Popper «nd Atktnson*e pro-
cedure differed from Brody*s In that the sequence of Tj
and T2 trials was randoa rather than alternating. Popper
and Atkinson had flye groups, all of whoa had a value
of .85, however, rr^ , the probability of an following
a Tj signal was .15, .30, .50, .70, or .85. P^ (Aj | Tj)
was a decreasing function of the n. value as TT decreased
2. 2.
from .85 to .50 but changed to an increasing function as
TT^ decreased fro« .50 and .15. That Is, P^ (A^
I
T^) was
a convex shaped function of the rr^ value. P^ (A^
|
t^)
vaa greater than rt^
,
when , was greater than .50,
but It becaae Increasingly less than the event probability
•a rr^ decreased froa .50 to .15. These functional
2
relationships are contrary to Brody's finding of probability
matching.
There are several possible explanations for these
obvious discrepancies In the literature with respect to
the Independence of the learning of the two trial types.
First, It Is possible that an asyaptotlc response level had
not been reached In the Brody study, since he used only
100 trials and the learning curves appear to still be
rising at the end of the last trial block. Other studies
(Gardner, 1957; Gardner and Forsythe, 1961) have indicated
that at least 250-300 trials are needed In a simple proba-
bility learning situation to assure that the subjects have
reached an asyaptotlc level of responding. Secondly, since
3only a small range of ir^ valuas vera amployad In tha
Brody study, the relationship that he found nay not hold
when a larger range of TT^ values Is employed. Finally,
the random versus alternating schedule of presentation of
the Ti and T2 trials may be responsible for the dis-
crepancies* It is conceivable that the longer runs of
each trial type In the random case affects the ease with
which the subjects are able to discriminate the tvo trial
types
.
The present experiment was designed to provide a
clear test of the possible explanations for the discrepant
results by using Brody*s procedure with more trials and a
wider range of values. " '^S, .60; Tt^ • .85, .SO,
.15) The range of the values was sufficient to show
the relationship between the performance on the two types
of trials, and the two levels of fT^ afford the opportunity
to determine if the relationship between the trial types
is independent of the rr^ value employed.
A second purpose was to test the Burke-Estes Component
Model (1957) in a situation in which the and signals
occurred alternately. Originally, the model had been
derived to account for generalisation in the situation in
which the signals are randomly sequenced. The model
assumes that each of the stimuli, T^ and Tjf can be
represented as a set of a finite number of stimulus com-
ponents. The siee of the set of stimulus events commoa to
both T^ and Tj !• determined by the similarity of the two
stimuli, denoted
, and deteralnas the Amount of gen-
eralization between gaaea. That 1«. as the else of the
eowmon set decreases, the level of responding will more
closely approach probability matching. The model predicts
that the asymptotic level of P(Aj | T^) Is a linear function
of the weighted sum of rr^ and rr^ values. Applied to the
random situation, the weights depend upon the size of the
coiMon set. When derived for alternating signals, the
weights depend on both and upon the learning rate of the
subjects
.
5METHOD
Subjects
Th« £• w«r« 120 University of Massachusetts under-
graduate students, 60 aales and 60 females, who were full-
filling a requlresient for the introductory psychology
course. There were six groups with 20 Sb randonly assigned
to each.
Each £ sat In one of four partially separated booths
In a 9* X 9% * rooa. Each booth contained a 12" x 13"
aasonite panel which formed a 20 degree angle with the
table. Two green Jewel lights, 1" in diameter, were
aounted %" apart and 2" down from the top of the panel.
For % of the £s , the event lights were aounted 2%" to the
left of the center of the panel, while on the right there
was a plywood box covering a slailar set of event lights
which had been used in « previous experiaent. The other k
of the ^s faced panels Identical in every respect except
that the event lights were on the right and the covered
lights were on the left. Mounted directly below each event
light was a reset toggle switch with which £ predicted
which event would occur. Two white signal lights, T^ and
Tj, were aounted vertically in back of the event display
on a panel perpendicular to the table and central to the
The author wishes to express gratitude to Arthur L. Brody
who aade the instructions and tlae intervals that he used
available for the present study.
6•VdQt display.
A Tally capa ra«d«r waa u»ad tu preeeat tha pra-
dacarmlnad saquaacas of raiuforelng avauts, and an
Sttar llna-AaguA racordar vas uaad to ^acord tha Sa*
raaponaas. Tha axparlaaatar and all programming and
racordlng aqulpmant wara locatad lu an adjacant room
aaparatad iron tha S» by a ona-way vision acraan.
Procedura
Each 8^ vas randomly assignad to ona of tha six com-
binations of tha indapandant variablas* Tf^ and 77^ .
(.85:.8S, .85:. 50, .85:. 15, .60:. 85, .60:. 50, .60:. 15)
For aach TT laval two saquancas vara ganaratad by random-
ising avants for aach block of 85 trials. Tha two final
saquancas for aach group wara than obtainad by combining
tha avants of tha two TT lavals in an altarnate mannar.
For half of tha £s tha laft light was tha mora fraquant
avant and for tha othar half, tha right light occurrad
mora fraquantly.
At tha baglnnlng of tha exparimant, tha wara raad
instructions that axplainad that tbay wara to pradict
which of tha two avant lights would occur and that thay
wara to try to pradict corractly as oftan as possibla.
Tha Ss wera not told spaclfically that thara was a dlffarant
rainforcamant probability associatad with aach signal, but
thay wara told that thara wara two signal lights and that
thay would occur altarnataly.
7The bottom signal light, which began each trial, was
ou for two seconds, during which tine the predicted
which one of the two event lights would appear* The event
light, which also stayed on for two seconds , came on as
the signal light went off. The top signal light came on
• Itnultaneously as the event l:*.ght vent off. A second
prediction vas then made and the event light designating
the correct response occurred. After the offset of the
second event light 9 there was a four second intertrial
interval and then the next trial began.
After the instructions were read, four practice trials
were given to acquaint the S^s with the apparatus. Any
questions were answered by rephras Ing the instructions.
The next 235 trials were presented without interruption.
8RESULTS AND DISCUSSION
The probabilities for each trial type, P(Aj^
| T^),
•re plotted In Figure 1 as a function of successive trial
blocks of 51 trials each. The type 1 data Is presented
on the left side with the type 2 data on the right. This
figure reveals that P(A^ f T^) and P(A^ | Tj) both vary
over trials, F (4,456) - 44.01, P<.001. and F (4,456) »
6.959, p<.01 respectively, and shows that the curves
level off by the fourth trial block.
Both sides of Figure 1 show the effects of IT
^
and jr^
on the level of responding to the two signals. The type 1
data clearly shows a direct reinforcement effect as seen by
the fact that the values for the probability of an
response given that TT ^ is .85 (dotted curves) are con-
sistently higher than the response level when TT ^ is .60
(solid curves), F(l,114) - 43.82, p<.001. This direct
reinforcement effect is also revealed in the type 2 data
which shows that the ?iA^ [ T^) values for groups that had
TTj of .85, .50 or .15 differ significantly from each other,
F(2,114) - 128.04, p<.001.
The effect of the rr value on the opposite trial type
is also apparent in Figure 1. There is a tendency for
P(A^
I Tj^) to approach the TT value of the other signal,
indicating that a generalisation effect is present. The
left side shows that when ITj - .50 and .15, P(A^ J Tj) is
significantly less than when - .85, F(2,114) - 12.05.
8a
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9p< .01. This effect is consistent for both TT values of
.60 and .85 as indicated by the lack of a significant
Interaction between and rr^, F(2.114) < 1.0. The
right side of Figure 1 shows that when tTj - .85 or .50,
the generalization effect is again present; i.e., P(Aj I T^)
varies as a function of rr ^ , This effect dissipates when
TT2 is 'IS, which contributes to the finding that the over-
all effect of JTj^ is not significant, F(l,114) » 2.4, p<.2.
However, this slight variation in the size of the generaliza-
tion effect at different levels of TT ^ was not great enough
to provide a significant interaction, F(2,114) - 1.7, p<.2.
The asymptotic values of the response probabilities,
(Aj^ I Tj, ) , as represented by the probabilities on the
fifth trial block, are plotted in Figure 2. This figure
was Included to present a slightly different picture of
the effects influencing the responding on the two trial
types, Tj^ and Tj • The direct effect of TT
^
is shown in
that P (Aj^ \ T^) is greater when 'SS than when TT «
.60, F(l,114) - 35.07, p .001. The generalization effect
is reflected by the fact that both of the (A^ [ Tj^)
curves are positively decelerating functions of the fTj
value as 17 ^ decreases from .85 to .15, F(2,114) 10. 5C,
p< .001. The (Aj I Tj) curves decrease significantly,
F(l,114) - 109.3, p<.001, showing the direct effect of
TT^ on the responses to the T^ signal. The distance
between the two curves suggests that there is a generaliza-
tion effect when rr , - .85 and rr - .60; however, this
FIGURE 2
Asymptotic Probabilities of an Response given
as a Function of
^
\.jO
<
or.
c
<
SO -
I ^
60
.50
.40
.30 -
.20
.10
0
o
^4
.'2. .S5
r,, .60
85
TT
50
VALUE
10
result was not e igulf leant
,
F(l,114) » 2.415, p<.2. The
dissipation of this effect as T7 2 decreases is Indicated
by the convergence of the curves at TT 2 " 'IS but the
interaction was not significant, F(2114) 1.
The data of Figure 2 are not consistent with the
prediction of the Burke-Estes model that P (A I T ) Is
r>0 1 1
a linear function of the value. As previously noted,
the curves were not linear but were instead positively
decelerated. The prediction of linearity Is based on the
assumption that the amount of stimulus s Imllar ity , 6J , Is
constant regardless of the T7 values used. It Is possible
that a violation of the assumption of an Invariant led
to the discrepancy between the model's predictions and the
actual data.
Some support for the hypothesis that is Influenced
by Tt Is provided by Halpern (1966). He varied the decibel
level as well as the TT level associated with each of several
auditory stimuli, and found that stimulus similarity , ,
decreased as the difference in TT values increased.
One possible explanation for the leveling off of the
generalization effect with Increased separation of TT ^ and
TTj concerns the pattern of events that was presented to
groups .85:. 15 and .60:. 15. Although the sequences of
events for the groups were random within trial types, there
Is necessarily a strong alternation pattern Inherent in the
overall sequence, especially In the .85:, 15 group. If the
11
responds to thd pattern of events by Alternating his
VASponsas, he will tend to optimize on the .85 and .60
(Type 1) trials and thus reduce the generalization effect
due to the accompanying .15 (Type 2) trials. Consequently,
th« (A^ I T^) values for the .85:. 15 and .60:. 15 groups
are above the values predicted by the Burke-Estes model.
Popper and Atkinson also failed to find that (Aj | Tj)
Is a linear function of TT^, although they did find a
generalisation effect when H* j vas between .85 and .50.
However, Instead of finding that P ^ (A^ I Tj^) Is a positively
decelerating function of TT 2 » 1" the present study.
Popper and Atkinson found that P^ (Aj^l Tj^) was a convex
shaped function. The experiment was replicated by
Atkinson et al (1959), who also found P^ (A^ | Tj^) to be
a convex shaped function of the ir ^ value. Since the major
difference between the Atkinson studies and the present
study Is that the sequence of 7^ and Tj signals was random
la the former study and alternating In the latter, It
appears that the pattern of presentation of signals may
have a definite effect on response levels.
A comparison of the results of this study with those
of Brody Indicates certain other discrepancies and sim-
ilarities. As stated In the Introduction, Brody found
that the P^ (A^ I 1^) values for his .80:. 30 and .80:. 60
groups did not differ significantly from each other. In
view of the finding In the present study that P^ (Aj^ J Tj^)
does not differ as a function of TT^ within the range .50
to .15, Brody's finding that the two groups did not differ
may reflect his choice of a limited range of TT^ values.
The small number of trials employed in the Brody study la
another factor which may contribute to differences in the
results
.
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Chi Square Tests of Independence
In addition to the analysis of variance, a series of
2
X values were calculated to provide a further test for
independence as well as a comparison with the Brody
results. If responses to the two stimuli are independent
,
the probability of any one of the four possible sequences
of two consecutive responses is equal to the probability
of the first response times the probability of the second
2
response. The left side of Table I presents the X values
that were calculated for each group to test this prediction.
It shows the effect that a response to one signal has on
the responding to the opposite signal • A response to T^^
is denoted by the subscript n^. All values are & ignif leant
at the .02 level or better except for the «60: .50 group.
Thus » these statistics generally conflict with Brody '
s
finding that the X* values were not significant and provide
further evidence that learning on one trial type is not
independent of the schedule of events on the other trial
type
.
2
The right side of Table 1 presents the X values cal-
culated to determine if the response to a T^ signal, A^^^,
is independent of the response following the same signal on
its last presentation, Again all values are sign-
ificant at the .02 level or better. Thus, Table I reveals
that the subjects* response on any T^ trial depends both
on his preceding response to the other signal as well as
on his preceding response to the same signal.
I3a
TABLE 1
Chi Square Tests of Significance
for last Trial Block
1
Ho Ho
2 3
H
Q
4
H
o
.85: . 85 69.** 76 .** 25 .** 61.**
.85: . 50 4.6* 12.** 29.** 42 .**
.85: . 15 346 .** 332 , ** 270.** 335 .**
.60: . 85 52.** 47 .** 47.** 21.**
.60: . 50 2? 2 .9 4.1* .79
. D u : • 1 ^ 25 , ** 19') It*JL J . •*
w oigniiicant at p < .02
Significant at p < .001
1
2
Ho- "
^^\2\l>
3
H t
o nl nl-
4
'<\2> - P(A A
n2 n2-
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Conditional Statistics
Table 2 presents the probabilities of an response
conditional on the preceding response-event, R-E, com-
bination for the last trial block. The left side of
Figure 2 presents the P(Aj) value on a Tj^ trial, Aj
^,
given the R-B, A^^j
_
^^E^
j .j^
that followed the opposite
signal. The right side presents P(A^) conditional on the
R*B following the same signal. Reinforcement theory and
•est mathematical model (Atkinson and Estes, 1963; Burke-
Sstas 1957; Lee 1966) predict that ^
ck> ^^ij ^^n-l'^ln-l^
will be the greatest and that P ^ (At I . Ao ,) will bej<=> Iq' *n-l *n-l
the smallest value with the other two conditional proba-
between the two e^ctreme values. Of the 24 sets of four
conditional statistics, 13 fall to support this prediction
ae shown by the obtained rank ordering. The right side
of the table shows that whan the response is conditional
on the R-E of the other trial type, all sets of conditionals
show some Inversion of the predicted rank ordering with
the exception of tlie ,85;. 85 group. la comparison, the
left side Indicates only three such Inversions.
Tha most extreme inversions In the right side occur
In the .85:. 15 and the .60:. 15 groups, primarily due to
the high value of F^ (A^ fBj ,A2 This suggests
^ ^n-1 n-i
that the £8 in thaae groups have adopted an alternation
or switching strategy which Is strongest when It has just
bean reinforced; I.e., P ^
< J Ej^^^ Aj^^^)
l« »reater
^ ro l-'lui. N> M i»ift|u^ N5
• • • •
00
• « • • o • • • • « • • • • o • • • •
V/1 -Kj o> CO 00 'jO ^ so «^ 9n ^ CC \0 Ov xO
^ vO 00 • 00 w • K> ^ tsj ^ • 0\ liiiA o% 4> •
00 00 00 00
• • « •
00 M ON 00
• • • • O • • • • V/) • • • • • o • • 9 •
4> ^ Ul
€^ Vi/i ON »-* ^ 1^ V/1 • • 00 SJ» 00 • «
^ V/l N> ^ • \0 ^ O • • O vO i-» •
VI VI
o o « o o
0M
1
• • • «
oo 00
« 9 • « o • 9 • • • • • • o • • • •M N> o c^ N> «si W ^ ^ f4 00 NiO
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than P (Aj | Aj ) and both of these conditionals
n «•! n-1
are greater than when the preceding response is an Aj^.
This Is not the case in the other groups where there is a
tendency for the to perseverate on his last response.
In the majority of cases^ when the preceding response is
an A^, the two conditionals are greater than when it is
an A2 regardless of the preceding event that occurred
.
Thus 9 the conditional statistics show that both response
strategies^ perseveration and alternation^ have a definite
influence on P<A|). This influence was Indicated previously
by the significant X values presented in Table 1. Which
of the two strategies is employed depends on the sequencing
of trial types.
16
Conclusions
The results of the present experlnent have several
Implications
.
First
,
contrary to Brody • s results , the
responding on one trial type is not independent of the
value on the other trial type. This was shown by the
significant decrease In P ^ (A^ | T^) values as TT
^
2decreased and also by the significant X tePts on the
conditional statistics. This finding of generalization
suggests that in this situation^ the vrere unable to
completely separate the information associated with thc^
2 trial types . Second , the Burke«Es tes model is unable
to describe the data; P ^ (A^^ \ T^) is not a linear function
of and the order of the effects of the preceding
response -event combinations is not as predicted. Other
models (Atkinson, 1958; Lee, 1966) also fail to account
for the obtained ordering of conditionals. The prediction
that the occurrence of an event acts as a reinf or c ^^ment
for the S to repeat that event was not supported in all
cases. Third, the shape of the PCAj^lT^) function is also
discrepant with previous studies (Popper and Atkinson,
1958; Atkinson, Bogartz, and Turner, 1959). This suggests
that the sequencing of trial types may be a critical
variable in discrimination studies. One consequence of
the alternating sequence of trial typee, as evidenced by
the conditionala, may be that the £s in the .85:. 15 and
.60:. 15 groups have adopted a response altei-aation strategy.
17
Thl6 would have the effect of offsetting the expected
generalization effect and would cause the P(Aj|T^)
function to level off as JT, decreased.
II
S UMHARY
A test of Indapendence of responding to two trial
types, and » w«« carried out where end Tj
signals were presented alternately. The probahlllty
of an associated with each trial type vas and
respectively. The values were varied In a parametric
design with two levels of and three levels of •
The 20 S^s In each of the six groups were presented 255
trials and 235 T2 trials. An analysis of the data
reveals that responding to one signal is not Independent
of the value associated with the other signal.
Instead, P (A^^ T^) is a positively decelerating
function of the value as decreases from .83 to
•15« The predictions of the Burke^Estes linear model
were compared with the results and discrepancies were
noted
•
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AFPBNDIX
APPEND I X
TABLE 1
FIRST ORDER CONDITIONAL PROBABILITIES FOR ALL TRIAL BLOCKS
•85/. 85 GROUP
TBLK 1 2 3 4
n* Do PROB FRO PROR FRCi PRDR
1 \y UJ FDD
P ( A A )
1 1 1i X X H- O O 0 . 7592 725 0 9PP4 7^3 ~7 A. 1
112 1 6 1 0 .6793 69 0 • 82 1
4
59 0 .8676 49 0 . 8596 57 0 • 7600
1 O 1 o U 0 .5926 1 29 0 • 902
1
1 06 0 .8908 142 0 • 9PR
1
1 pp
1 P P ^7o / 0 .6727 6 0.8571 1 1 1 • 0000 1 7 1 . 0000 7 0 . 8750
Oil
^ X 1 1 oo 0 . 2408 6 1 0 • 0776 59 C) • O 7 1 R 52
P 1 P 7^/ o 0 . 3207 1 5 0 • 1 786 9 0.1 324 8 0.1 404 1 8 0 .2400
0.4074 1 4 0 • 0979 1 3 0 • 1 092 1 1 0 . 07 1
9
Q W W V.J V-J »
P P P 1 ft 0 • 3273 1 0» 1429 0 0 .0000 0 0. 0000 1 0 . 1250
F C A r—b A )
1 1 1XXX M- O f 0 .7757 0.9285 738 0 .9283 745 0.9478 752 0.9507
112 1 50 0.604 8 12. 0 • 8276 59 0 .9077 67 0. 9054 47 0 • 69 1
P
1 p 1 0 •6609 1 20 0.8759 1 32 0.8919 1 3 1 0.8792 127 0.8639
1 o o O 1 0 0 . 7692 1 0 0 .8333 0 . 5455 R 0 . 57 1
4
oil
^ X X
1 o
X 0 #2243 56 0.0715 57 0.0717 4 1 0. 0522 39 0.0493
2 1 2 98 0 • 3952 1 5 0 • 1 724 6 0 . 0923 7 0 . 0946 2 1 0 • 3088
O O 1
^ ^ X 0 • 339
1
1 7 0.1241 1 6 0 . 1 08 1 18 0. 1 208 20 0 . 1 36
1
222 1 5 n • 4PR6 3 0 . 2308 p 0.1 667 5 0 . 4545 6 0 .4286
D ^ AM ^ A A )
111
1 1 1 4 b Cj 0 • 7785 730 0 . 9288 77 1 0 .9483 748 0.9315 759 0.9464
1 1 P 0 #6250 57 0 .6786 52 0.7761 48 0.8421 54 0.6923
121 99 0 • 7333 1 P3 0 . 860
1
1 1 2 0 .8889 1 26 0. 8630 121 0.9167
1 22 3 1 0 .5636 5 0.7143 12 0 .857
1
1 2 0.8571 4 0.5000
2 1 1 1 28 0 .22 1
5
56 0.0712 4 2 0.0517 55 0. 0685 43 0.0536
212 87 0 .3750 27 0.3214 15 0.2239 9 0. 1579 24 0.3077
221 36 0 .2667 20 0 . 1 399 1 4 0.1111 20 0. 1 370 1 1 0.0833
222 24 0 .4364 2 0 .2857 2 0. 1429 2 0. 1429 4 0 .5000
P ( A E A )
1 1 1 473 0.7857 7 1 0 0 .9068 745 0 .937 727 0.9249 747 0.9444
1 1 2 160 0 .6452 69 0 .793 56 0.8923 60 0.8 108 45 0.6618
121 77 0 .6696 1 24 0.905 1 135 0.9122 1 38 0.9262 1 34 0.9116
1 22 1 5 0.4286 1 2 0.9231 9 0.7500 9 0.8182 12 0.-857 1
2 1 1 1 29 0.2143 73 0.0932 50 0.0629 59 0. 0751 44 0.0556
2 1 2 88 0.3548 1 8 0.2069 7 0. 1 077 14 0. 1892 23 0.3382
221 38 0 • 3304 1 3 0.0949 1 3 0. 0878 1 1 0. 0738 13 0 .0884
222 20 0.5714 1 0.0769 3 0.2500 2 0.1818 2 0. 1429
APPEND I X
TABLE 1 (CONT.)
FIRST ORDER CONDITIONAL PROBABILITIES FOR ALL TRIAL BLOCKS
.85/. 50 GROUP
TBLK 1 2 3 4 5
FRQ PROB FRQ PROB FRQ PROB FRQ PROB FRQ PROB
P ( A E A )
1 1 1 1 29 0 .5353 1 58 0.6148 204 0.6277 193 0.6725 2 18 0.6626
1 12 1 22 0 .4373 99 0.51 30 1 13 0.5000 1 1 3 0. 5855 97 0.5052
121 1 34 0 .5 1 74 229 0 .6580 171 0.6218 181 0.5764 186 0.6691
1 22 1 1 5 0 .520 4 1 22 0.5495 1 14 0.5876 1 14 0. 5044 1 08 0.4909
21 1 1 1 2 0 .4647 99 0 . 3852 1 2 1 0 .3723 94 0.3275 1 1 1 0.3374
212 1 57 0 .5627 94 0 .4870 1 1 3 0.5000 80 0.4 145 95 0.4948
221 1 25 0 .4826 1 1 9 0 • 3420 1 04 0.3782 1 33 0.4236 92 0.3309
222 1 06 0 .4796 100 0.4505 80 0.4124 1 12 0. 4956 1 12 0.5091
P ( A E A )
1 1 1 1 97 0 .4624 363 0.5836 389 0.5867 404 0.5968 412 0.6131
1 12 185 0 .48 1
8
1 46 0 . 5887 122 0.5374 103 0.5954 1 1 1 0.5337
121 65 0 .5804 7 1 0 . 6455 67 0 .7204 76 0.5429 67 0.6381
1 22 53 0 .6795 28 0.7000 24 0 .6486 18 0. 6000 20 0.5714
21 1 229 0 .5376 259 0.4164 274 0.4133 273 0.4032 260 0.3869
212 1 99 0 .51 82 1 02 0.41 13 1 05 0.4626 70 0. 4046 97 0.4663
221 47 0 .4 1 96 39 0 . 3545 26 0.2796 64 0.4571 38 0.3619
222 25 0 .3205 1 2 0 . 3000 1 3 0 .35 1
4
1 2 0. 4000 15 0 .4286
P ( A E A )
1 1 1 1 35 0.5602 208 0 • 7704 239 0.7660 230 0.8014 262 0 .7964
1 12 1 28 0 .4588 145 0 . 7250 159 0.7260 150 0.7772 137 0.71 35
121 1 48 0.5714 241 0.7130 218 0.7517 259 0.8248 225 0.8036
1 22 1 25 0 .5656 1 42 0.6698 138 0.6935 179 0.7920 153 0.70 18
2 1 1 1 06 0 .4398 62 0 .2296 73 0.2340 57 0. 1986 67 0.2036
212 1 5 1 0 .54 1
2
55 0 .2750 60 0 .2740 43 0.2228 55 0.2865
221 1 1 1 0 .4286 97 0.2870 72 0 .2483 55 0. 1752 55 0 • 1 964
222 96 0 .4344 70 0. 3302 61 0 .3065 47 0.2080 65 0.2982
P ( A E A )
1 1 1 238 0 .5587 47 1 0.7572 530 0 .7994 570 0.84 19 546 0.8125
1 12 1 96 0.510^ 1 60 0 . 6452 126 0 .555
1
1 14 0. 6590 122 0.5865
121 58 0.51 79 78 0. 7091 77 0.8280 1 17 0.B357 84 0 .8000
1 22 44 0 . 564
1
27 0 . 6750 2 1 0.5676 1 7 0. 5667 26 0;74?9
21 1 1 88 0 .44 1 3 151 0.2428 1 33 0.2006 107 0. 1581 126 0. 1875
212 1 88 0 .4896 88 0 . 3548 101 0.4449 59 0.34 10 86 0.4135
221 54 0 .4821 32 0 . 2909 16 0 . 1 720 23 0. 1643 21 0.2000
222 34 0 .4359 1 3 0 . 3250 1 6 0 .4324 1 3 0. 4333 9 0 .257
1
APPEND I X
TABLE 1 (CONT.)
FIRST ORDER CONDITIONAL PROBABILITIES FOR ALL TRIAL BLOCKS
.85/. 15 GROUP
TBLK 1 2 3 4
• '
FRO PROB FRO PROB FRQ PROB FRQ PROB FRQ PROB
P ( A E A )
1 1 1 25 0 • 5102 1 7 0.5313 21 0.5526 15 0.6522 15 0.7500
1 12 38 0 « 3762 39 0. 3305 30 0.2459 37 0.2701 32 0.2222
121 1 50 0 • 4886 161 0.6216 1 43 0.6530 134 0. 6381 1 37 0.6116
1 22 I 4 1 0 • 2597 77 0 • 1 260 61 0.0952 49 0. 0754 55 0.0870
2 1 1 24 0 . 4898 1 5 0 . 4688 17 0.4474 8 0.3478 5 0.2500
212 63 0,,6238 79 0.6695 92 0.754
1
100 0. 7299 1 12 0.7778
221 157 0 1.5114 98 0.3784 76 0.3470 76 0.3619 87 0.3884
222 402 0 •.7403 534 0 .8740 580 0.9048 601 0.9246 577 0.9130
P ( A E A )
1 1 1 99 0 .. 1984 65 0 . 1 050 58 0.0885 44 0. 0669 48 0.0740
1 12 1 65 0 . 5305 1 60 0.6375 150 0.6383 1 36 0. 7083 152 0.6580
121 57 0 ,.43 1 8 51 0.4 180 35 0.32 1 1 37 0.2761 23 0. 1949
1 22 33 0 «. 5690 18 0.6429 12 0.5714 1 8 0. 5000 16 0.7273
2 1 1 400 0 . 80 16 554 0.8950 597 0.9115 614 0.9331 601 0.9260
212 1 46 0 «» 4695 91 0 . 3625 85 0.3617 56 0.2917 79 0.3420
221 75 0 . 5682 71 0.5820 74 0.6789 97 0. 7239 95 0.8051
222 25 0 . 43 10 1 0 0 . 357
1
9 0 .4286 18 0.5000 6 0.2727
P ( A E A )
1 1 1 1 2 0 . 2400 9 0.2903 17 0.4474 9 0.3913 6 0.3000
1 12 4 1 0 .3727 71 0.6514 79 0.6475 95 0. 6934 100 0.6944
121 1 43 0 ,.4704 98 0 . 3726 74 0.34 10 71 0.3349 68 0.3105
1 22 433 0 .8078 569 0.9222 600 0.933
1
6 1 2 0.9444 595 0.9341
2 1 1 38 0 . 7600 22 0. 7097 21 0.5526 14 0. 6087 14 0 . 7000
212 69 0 .6273 38 0 . 3486 43 0.3525 42 0. 3066 44 0.3056
221 161 0 .5296 165 0.6274 143 0.6590 141 0.6651 151 0.6895
222 1 03 0 . 1922 48 0.0778 43 0.0669 36 0. 0556 42 0.0659
P ( A E A )
1 1 1 373 0 .7475 556 0.8982 585 0.8931 6 14 0.9331 586 0.9029
1 1 2 1 54 0 .4952 90 0 • 3586 87 0 .3702 51 0.2656 77 0.3333
121 84 0 .6364 88 0.7213 86 0.7890 103 0. 7687 101 0.8559
1 22 1 8 0 .3103 1 3 0 . 4643 12 0.5714 19 0. 5278 5 0.2273
21 1 1 26 0 • 2525 63 0.1018 70 0. 1 069 44 0. 0669 63 0.0971
212 1 57 0 .5048 161 0.6414 1 48 0.6298 1 4 1 0. 7344 1 54 0.6667
221 48 0 .3636 34 0.2787 23 0.2110 31 0.2313 17 0 . 1 44
1
222 40 0 .6897 1 5 0 . 5357 9 0.4286 1 7 0.4 722 17 0.7727
APPEND I X
TABLE 1 (CONT.)
FIRST ORDER CONDI T I ONAL PROBABILITIES FOR ALL TRIAL BLOCKS
.60/. 85 GROUP
TBLK 1 2 3 4 5
FRQ PROB FRO PROB FRO PROB FRQ PROB FRQ PROB
P ( A E A )
1 1 1 323 0.6729 579 0 .8355 603 0.8445 627 0.8906 637 0.881
1
1 12 170 0.5152 1 24 0. 7006 124 0.7045 •If, 0.6575 105 0.6688
121 49 0.4537 90 0 . 7627 73 0 .7300 1 08 0 . 7448 91 0.7712
1 22 5 1 0 .6220 1 7 0.531
3
15 O.bOOO 18 0. 7200 12 0.5455
2 1 1 1 57 0.3271 1 1 4 0. 1645 1 1 1 0. 1555 77 0. 1 094 86 0. 1 189
212 1 60 0.4048 53 0.2994 52 0 .2955 50 0.3425 52 0.3312
221 59 0 .5463 28 0.2373 27 0.2700 37 0.2552 27 0.2288
222 31 0 .3780 15 0 .4688 15 0.5000 7 0.2800 10 0 .4545
P ( A E A )
1 1 1 20 \ 0 .6656 4 1 0 0 .8686 34 1 0.8766 4 1 7 0.9 165 402 0 .8835
1 1 2 1 43 0.51 44 1 30 0.6915 1 06 0.6584 1 09 0.6606 103 0.6242
121 1 36 0 .6099 1 96 0.7686 252 0.8000 24 0 0.8481 250 0.8772
1 22 1 1 3 0 .5736 74 0 . 7048 1 16 0.7484 83 0. 7094 90 0 .7826
21 1 1 0 1 0 .3344 62 0. 1314 48 0. 1234 38 0. 0835 53 0. 1 165
212 1 35 0 .4856 58 0 . 3085 55 0.3416 56 0.3394 62 0.3758
221 87 0 .390 1 59 0.2314 63 0.2000 43 0. 1519 35 0. 1228
222 84 0 .4264 31 0.2952 39 0.2516 34 0.2906 25 0.2174
P ( A E A )
1 1 1 268 0.5526 530 0.7659 537 0.7563 554 0.7814 560 0.7703
1 12 163 0 .50 1
5
1 00 0.56 18 89 0.5235 81 0.5364 78 0.5098
121 58 0 .5370 06 0. 7288 66 0.6286 93 0.6643 90 0.7627
1 22 33 0.4024 16 0.5000 12 0.3429 IQ 0. 5000 12 0.5455
2 1 1 217 0.4474 162 0 . 234
1
1 73 0.2437 155 0.2 186 167 0.2297
? 1 2 162 0 .4985 78 0.4382 01 0.4765 70 0.4636 75 0.4902
^^1 50 0 .4630 32 0.2712 39 0.3714 47 0.3357 28 0.^373
222 49 0.5976 1 6 0.5000 ' 1£L. ' 0.6571 10 0. 5000 10 0.4545
P ( A E A )
1 1 1 170 0 .5629 353 0 . 7479 299 0 .7686 357 0. 7846 361 0 . 7934
1 1 2 1 39 0.5000 1 25 0.6649 97 0.6025 106 0.6424 1 08 0.6545
121 1 12 0.5022 1 96 0.7686 ^24 0.711 1 2 15 0.7597 205 0.7193
1 22 1 0 1 0.5127 58 0 .5524 84 0.54 19 60 0.5128 66 0.'5739
?1 1 1 32 0.437 1 I 19 n.2521 90 0.23 14 98 0.2 154 94 0.2.Q66
2 1 2 1 39 0 .5000 63 0.3351 64 0.3975 59 0.3576 57 0.3455
PP\ 1 1 1 0.4978 59 0.2314 9 1 n.2RR9 66 0.2403 80 0.2R07
222 96 0 .4873 47 0 .4476 71 0.458 1 5 7 o.''in7? 4« 0.^(261
^5^
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TABLE 1 (CONT.)
FIRST ORDER CONDITIONAL PROBABILITIES FOR ALL TRIAL BLOCKS
.60/. 50 GROUP
TBLK 1 2 3
FRO PROR1 rs w LJ FRO PROR1 V_/U FRO 1 r<Vj/ r KU PKUd
P ( A E A )
111ill 1 1 Q 1 1 QP 1 A n U . O 1 U f 1 cr —7i O / U . tDOOO
112 1 44 0 #53 1
4
1 05 0 • 5000 1 1 7 0 . 5065 1 15 0 • 5275 1 26X £— V
—
/ 0 • 5 1 R'n
1 TP 1 7R 1 R 1 n « RQP
p
1 7*^
1 22 1 08 0 • 4779 1 32 0 • 5057 1 1 2 0 . 5209 1 1 2 0 . 4609 1 12 0 • 4726
p 1 1 n . p p 1 1 n p n ^ A pen 1 P"7 1 ri p 1 p
2 12 1 27 0 • 4686 1 05 0 • 5000 114 0 • 4935 103 0 • 4725 117 0 . 48 1
5
1 P P VJ • H- O VJ O 1 1 n - 4 p '^Q 1 P^:^ n ^ A ^ "7R\j . ^ 1 / —J 1 1 p1 i O vJ . M- H-O J
222 1 1 8 0 « 522
1
129 0 • 4943 1 03 0 • 479
1
131 0 • 539
1
\J w —J - ' 17 X 1 P5 O • 5P74
F A >
1 1 1X A A 1 33 0 #4570 1 64 0 • 479b 1 32 0 .4783 1 48 0.4684 1 42 0 .4396
1 1 P 1 17 n 4Q 1 0• *~T 1 1 R9 W • ' LJ -w^ ^ 1 BP 0 • 5987 1 66 0 . 5589
1 2 1 1 1 6 0 • 5 1 10 93 0 • 5 1 38 1 39 0 .5430 1 23 0. 5395 105 0 .4907
1 pp 1 1 7 O A *=S7^4 1 07 1 4 1 0 #6589 1 07 0 . 622
1
1 27X
€— I 0 . 6828
2 1 1 1 58 0 •5430 1 78 0.5205 1 44 0.5217 168 0. 5316 181 0.5604
p 1 P 1 4.P 1 39 0 • 4238 1 1 4 0.4161 1 22 0.4013 131 0.441
1
221 I 1 1 0 • 4890 88 0 • 4862 1 17 0.4570 1 05 0. 4605 109 0.5093
C> P O D ^P 7 O • 34 1 1 ^-j —J 0 . 3779 59 0.3172
P ( A E A )
1 1 1ill QQ W V »J ""T 1 25 0.4771 1 2 1 0 . 4368
112 1 42 0 .5240 1 1 7 0 • 5367 1 15 0.5157 107 0.4908 123 0.5062
1 p 1 1 6 1 0 • 5349 1 44 0 .5434 1 58 0. 5302 154 0.5856
1 22 1 34 0 .5929 1 46 0.5863 1 23 0.5467 149 0.6157 147 0.6203
21 1 1 50 0 .6024 1 53 0 . 607
1
152 0.4951 1 37 0. 5229 156 0.5632
212 1 29 0 .4760 101 0.4633 108 0 .4843 1 1 1 0.5092 120 0«4938
221 1 15 0 .4528 1 40 0.465 1 121 0.4566 140 0. 4698 109 0.4 144
222 92 0.407
1
1 03 0.4137 1 02 0.4533 93 0.3843 90 0.3797
P ( A E A )
1 1 1 1 49 0 .5 1 20 1 90 0.5556 148 0 .5362 193 0.6108 184 0.5697
1 1 2 140 0.50 18 1 55 0.4726 1 39 0.5073 132 0.4342 157 0 .5286
121 1 1 8 0 .51 98 98 0.54 14 143 0.5586 1 32 0.5789 1 10 0.5140
122 1 07 0.5271 80 0.4734 107 0.5000 02 0. 4767 94 0.-5054
21 1 1 42 0 .4880 152 0 • 4444 128 0.4638 123 0.3892 139 0.4303
212 1 39 0 .4982 1 73 0.5274 135 0.4927 172 0.5658 140 0.4714
22 1 1 09 0 .4802 83 0.4586 1 13 0.44 1 4 96 0.421
1
104 0.4860
222 96 0.4729 89 0.5266 1 07 0.5000 90 0. 5233 92 0.4946
^6
-^6
APPLND I X
TABLE 1 (CQNT.
)
FIRST OPnrP r HNp T T I ON A|. PROBAH 1 L I T 1 f^. FOP All TI^MAL BLOCKS
•60/. 15 GROUP
TBLK 1 3 4 5
FRQ PROO FPU PWOB FRQ PkOB FkQ 1 ' FRQ PROB
P ( A E A )
1 1 1 3 1 0 • 4559 24 0 . 5000 22 0 • b64 1-mJ V_J X 18 0.5000 24 0»6154
1 1 2 4 1 0 • 5000 4 0 0 • 3922 _o • 2975 15 0. 1210 0»2066
121 1 92 0 I 5289 126 0.4737 1 38 0 75 0.4573 89 0«46a4
1 22 1 56 0 < 320?. 1 0 . 2070 1 1 1 0 • 1 859 86 0. 1 236 9 1 0 • 1
21 1 3 7 0 « 544 1 0.5000 17 0 • 18 0. 5000 15 0 • Jo<^i o
2 1 2 4 I
_
0 . 5000 62 0.6078 0. 7025 1 09 0.8790 96 0 •7934
221 1 7 1 0 1 47 11 1 40 0 .5263 1 2'j 0 i 89 0.5427 101 0.5316
222 7 1 Oj 4 7') n . 7'V30 486 0 . 4
1
610 0.876^1 5 70 0.a642
P ( A L A )
1 1 1 1 Ob 0 • "7 0.2384 82 0*.2654 42 0 . 1 ^69 44 0« 1 3nR
1 12 1 36 0 1 / 0. 4150 9 4 0 «. 3'>00 75 0.2595 80 0. .
121 iyj ') 1 0 . 2434 1 1 0 . 0. 1472 50 Oji 2_1 46
1 22 87 0 « 5'-j 0 .3438 0 i1 3''i 4 3 0.2544 55 0#3107
;> 1 1 1 'J 1 0 . 278
_
0.76 16 0 i 289 0.8731 273 0*8612
212 1 35 0 »1 4^:^82 1 7^' 0.5850 147 0 *.6 1 00 2 14 0.7405 2 13 0.7270
221 1 46 0 . 62 1 3 1 43 0 . 7566 2 1 8 Oi.7676 1 97 0.8528 183 0. ' '
222 1 08 0 «« 5538 1 05 0 . 6563 121 0 i.65 05 126 0. 7456 122 0
P ( A E A )
I 1 1 3 1 0 <i4429 . > 0 • J435 16 Oi.4103 1 3 0.361
1
14 0.3590
1 1 2 56 0 .,644 4 45 0 . 4787 /| 0 .'")289 59 0.4 758 50 _ p._4 132
121 1 63 0.• 4657 103 0 . 382
V
I 0 i'-T075 67 0.4241 76 0.4000
1 22 282 0 • 5 755 378 0.6187 ] 0 '1 P 3 0. 60?^. 1 0 0.6119
21 1 39 0 • 557 1 .'^ 1 0 • 4 "^,65 0 , i 0.' 0 • ' 1 1
0
P 1 2 32
_
0 .355L. 1 '-.7 Ql / 1 0 . .
.:2l 187 0 .534 3 166 0.6171 1 0 .4'^?'=l 91 0.5759 1 14 0.6000
222 208 0 .4245 2 33 0 .38 13 _,Q :9 0 . M 0. :
P ( A 1; A )
1 1 1 1 : 0 .60 87 2 36 0 .6466 230 0 .744 3 228 0. ^ 231 0.7287
1 I 2 1 0 .494 5 1 ^|4 0 . 4706 1 PP 0 .'/)062 132 0.450 / 125 0.4266
121 1 n-^i . ' . / 0 ;
'
1 lu, Qjl' .< 1 62 144 0.(
1 /'i 0.' '
1 22 84 0 .4308 tj ) .4063 /u 0 .3763 58 0 • Ji^Jc-
Z 1 1 1 1 7 0.3534 ' n 1
' 0.3 112 t\c^ 0 . ^'7 1
2 1 2 1 37 0 .5055 I 0 . 5294 1 rv 0 . jt.
J
i , 0.54 33 1 Of i 0 • -> /
221 1 0 1 0 .4298 83 0,''\ ' ' 1 09 0 87 0. 3 7r.'-. 99 0.4 249
222 1 1 1 0 .5692 95 0 . . 1 16 0 .1 .. ; 7 1 1 1 0.1- ^ ' 1 17 0.6610
27
APPENDIX
INSTRUCTIONS
This Is a guessing experiment* When the experi-
ment begins^ the bottom white light will go on first
as a signal. Then you are to guess Immediately which
of the two lower lights will follow. Move one of the
two lower switches downward - the switch below the
light which you think will go on. Following your guess,
one of the two lower green lights will appear* As soon
as this light goes on, reset the switch to Its original
position. Since your predictions are being automatically
recorded y failure to reset your switch will cause record-
ing errors. Another white light will now go on and you
are to guess a second time by again moving one of the
two switches downward . Following this , one of the two
lower green lights will again appear. Again reset your
switch as soon as you have seen the green light* Your
object is to guess correctly as many times as you can*
Are there any questions? ..**Now we will have four
practice trials
The experiment will now begin* It will take about
50 minutes. Please do not talk to each other during the
experiment* If you have a question, raise your hand.


