A framework for probabilistic segmentation of Magnetic Resonance (MR) images is proposed which utilizes three types of models: intensity models to capture the graylevel appearance of a structure, relative-spatial models which describe the spatial relationships between structures in a subject-specific reference frame, and shape models to describe the shape of structures in a subjectindependent reference frame. A vast literature exists on intensity as well as shape models, and the main contribution of this work is the development of two relative-spatial models. A discrete vector valued Markov Random Field (MRF) model, whose parameters are derived from training data, is used to capture the piecewise homogeneity (white matter is likely to occur next to white matter) and the neighborwise compatibility (white matter is unlikely to occur next to skin) of different tissues. The continuous Mean Field solution to the MRF is recovered using ExpectationMaximization algorithm, and is a probabilistic segmentation of the image. The second model is a conditional spatial distribution, also created using training data, on specific structures (such as cartilage, or brain tissue) conditioned on the geometry of other structures (such as trabecular bone, or ventricles). The motivation is to bootstrap the segmentation process using spatial relationships to structures that image well using MR and hence are segmented easily. Results are presented for the segmentation of white matter, gray matter, fluid, and fat in Gradient Echo MR images of the brain, and for the segmentation of trabecular bone in T2-weighted MR images of the knee.
Introduction
The automatic segmentation of anatomical structure from graylevel imagery such as MRI or CT will likely benefit from the exploitation of three different kinds of knowledge: an intensity model that describes graylevel appearance of the structure (e.g. fluid appears bright in T2-weighted MRI), a relative spatial model that describes the spatial layout of the structure in a subject-specific reference frame (e.g. femoral cartilage is attached to the subject's femur), and a shape model that describes the shape of the structure in a subject-independent reference frame (e.g. the brain-stem is tube-like).
Intensity Models: The simplest intensity model -a zeroth order model -is implemented using the graylevel-thresholding operation. It is used, for example, in segmenting skin in MRI []. A second-order intensity model, the local variance of graylevels, is effective in capturing the appearance of trabecular bone in clinical MRI of the knee [12] . Gaussian intensity models, parametrized by their means and variances, are often used to classify white matter and gray matter in brain MRI. Richer models for graylevel appearance were proposed in [20] , and have not yet been used with medical images.
Relative Spatial Models: Perhaps the simplest relative-spatial model used in the segmentation of medical images is that of connectivity (or lack thereof) between structures. The brain is often modelled as being disconnected from the skin [4] . A richer model uses the average normalized distance between the brain and the skin in the segmentation of brain after segmenting skin [3] . Cortical gray matter is modelled as a crumpled sheet of uniform thickness around white matter, and its segmentation bootstrapped using segmented white matter [18] . The average-brain of [6] provides a spatial relationship between brain tissue and the landmarks used to normalize the brain (the AC-PC line, and the midsagittal plane).
Shape Models: The simplest shape model -and one that is sufficient for a fair number of anatomical structures -is that of a convex object. This model is easily encoded using operations of "opening" and "closing" from mathematical morphology, and is often used to remove thin, small structures (such as muscle-fibers, vessels, nerves) that are attached to the structure of interest (such as skin, bone) []. A different flavor of shape models is derived using the "snake" formulation [14, 5] and used to encode the smoothness of object boundaries. Convexity as well as smoothness-of-boundary are weak constraints on shape, and do not use statistics gathered over populations 1 . Stronger constraints on the global shape of the boundary of an object can be encoded using a probability distribution on its fourier or other coefficients over a population [16] . Additional local constraints on shape can be represented using the modes of variation (i. e. principal component analysis) of landmarks across a population [7, 17] . It bears mentioning that the difference between shape models and relative-spatial models is subtle. By definition, a relative-spatial model describes the spatial relationship between two or more structures, while a shape model captures the allowed variations for a given structure. There are some shape models, however, that encode and utilize relationships between different anatomical structures [15] .
In this work, a framework is presented in which the three types of models can coexist. The main contribution is the development of two relative-spatial models. A Markov Random Field (MRF) model, whose parameters are derived from training data, is used to capture the piecewise homogeneity (white matter is likely to occur next to white matter) and the neighborwise compatibility (white matter is unlikely to occur next to skin) of different tissues.
The second model is a conditional spatial distribution, also created using training data, on specific structures (such as cartilage, or brain tissue) conditioned on the geometry of other structures (such as trabecular bone, or ventricles). The motivation is to represent global, anatomy-specific information such as "femoral cartilage is attached to the base of the femur", or that "cortical gray matter surrounds white matter", and to bootstrap the segmentation process using spatial relationships to structures that image well using MR and hence are segmented easily. These conditional distributions associate with each spatial coordinate in the image, a probability distribution over the different tissue classes (such as "cartilage" or "not cartilage") when the spatial location of a previously segmented structure (such as bone) is known. A methodoly is presented for creating these anatomy-specific conditional spatial distributions, and demonstrated on two different parts of the anatomy: the brain and the knee.
The paper begins with some background on MRI segmentation in Section 2, which also sets up the notation used in later sections. The proposed framework and the relative-spatial models are described in Sections 3 and 4. Following that, Section 5 shows some results for the segmentation of white matter, gray matter, fluid/air, and skin/fat in Gradient Echo brain MRI, and for the segmentation of trabecular bone in T2-weighted knee MRI. Section 6 presents discussion as well as plans for future extensions.
Background on MRI Segmentation
The observed MRI signal can be modeled as a product of the true signal that is generated by the underlying anatomy, and a slowly varying, non-linear gain artifact due to the the imaging equipment. Using this assumption, an iterative, supervised, Expectation-Maximization style segmentation algorithm was described in [19] that treats the underlying tissue classes as hidden variables and alternates between estimating those classes (E-step) and the maximally probable gain field (M-step). Key components of this algorithm are summarized below.
Intensity data is log-transformed, thus transforming the multiplicative gain field to an additive bias field. Observed log intensity, Y ij at each pixel is modeled as a normal distribution, independent of all other pixels:
where N (x; µ, σ) is the Gaussian distribution, with mean µ and variance σ 2 Y ij is the observed log intensity at pixel location (i, j) Γ ij is tissue class corresponding to intensity Y ij µ k is the mean intensity for tissue class k σ k is the standard deviations in intensity of tissue class k β ij is the bias field at pixel location (i, j). The method used a prior probability distribution on the tissue labels Γ that is spatially stationary and is given by
The bias field β is modeled as a multi-dimensional zero mean Gaussian random variable, to characterize its spatial smoothness. The E-step of the EM implementation computes the posterior tissue class probabilities when the bias field is known:
The M-Step computes the value of the bias field β that maximizes the average likelihood of observation:
where
and F is a linear operator that can be approximated by smoothing filters. This step is equivalent to a MAP estimator of the bias field when the tissue probabilities W are known. Detailed derivations of these steps can be found in [19] .
Relative-Spatial Model I: An MRF Prior
A contribution of this work is in the reformulation of the prior distribution on the tissue labels Γ (from Eq. 2) as a Markov Random Field 2 to represent the piecewise homogeneity and the neighborwise compatibility of different tissues. The parameters of the MRF are obtained from manually labelled training data, and its Mean Field solution is recovered using the Expectation-Maximization framework described in the previous section. Some notation: S = {S ij |1 ≤ i ≤ m, 1 ≤ j ≤ n} is the lattice on which the MRF is defined, and each site of this lattice -referred to as either S ij or simpy ij -corresponds to the pixel location (i, j) in the image. N = {N ij |1 ≤ i ≤ m, 1 ≤ j ≤ n} defines the neighborhood system for the MRF, where N ij refers to the four neighbors of pixel ij that share an edge with it i. e.
The tissue labels Γ = {Γ ij |S ij ∈ S} are modeled as an MRF with the neighborhood system N on the lattice S. 
, ∀ij, which means that the value of each random variable Γ ij in the field depends only on its four neighbors. This is a reasonable assumption for a large class of images, and especially for medical images.
The Hammersley-Clifford theorem established the Markov-Gibbs equivalence and states that the probability of a particular configuration γ of an MRF Γ can be computed using the Gibbs probability of its clique potentials over N :
Here V c is a clique potential which describes the prior probability of a particular realization of the elements of the clique c.
Observe that the spatially stationary prior on the labelled image Γ, given by Eq. 2 may be interpreted as an MRF on the image lattice with zeroth order cliques i. e. there is no interaction between sites of the lattice.
We impose local spatial coherence on the labelling Γ by using two-pixel, or first-order cliques. Clique potentials are computed using an Ising-like model 3 derived from training data i. e. the prior probability of tissue class k and tissue class l occuring horizontally adjacent to each other is computed from manually labelled images. Thus, the prior probability on the labelling, P new (Γ) is no longer spatially stationary; It interacts with the labels in its neighborhood system.
Computing the field configuration with the maximum Gibbs probability is computationally intractable, so we use a Mean Field approximation to the general Markov model.
We approximate the values of the field Γ at the neighboring sites by their statistical means, and hence rewite a Mean Field approximation to P new (Γ), P mf (Γ) as a product of single site probabilities
The single site probability P mf (Γ ij ) is written as a product of the old stationary prior P (Γ ij ) and the probability of each clique involving pixel ij:
where Γ ij is the continuous MF approximation to Γ ij . * represents a component-wise multiplication of vectors P h− (g) is the prior probability of horizontal co-occurence (east) of g and the other tissues P h+ (g) is the prior probability of horizontal co-occurence (west) of g and the other tissues P v− (g) is the prior probability of vertical co-occurence (north) of g and the other tissues P v+ (g) is the prior probability of vertical co-occurence (south) of g and the other tissues The prior probabilities of co-occurence are computed using manually labelled training data. Specifically,
where k is the number of tissue classes in the training data, and its mn th element λ h−,mn gives the prior probability of tissue class m and n occuring as a horizontal pair in the image, with the left pixel in the pair being tissue class n and the right one being m. The other three Λ's are defined in a similar fashion. ***Give an intuition on this as conclusion of this section ***
Relative-Spatial Model II: Conditional Spatial Prior
The motivation for the work described in this section is to represent and utilize in segmentation "common-sense" global spatial relationships such as "white matter is closer to ventricles, while gray matter is closer to the skin", and "femoral cartilage lies at the base of the femur". This method of conditional spatial prior construction was illustrated in [13] to segment femoral cartilage after the femur had been segmented in an image. Specifically, the relationship between the femur and femoral cartilage was represented as a joint probability distribution on the distances and normals between the surfaces of the two structures. This probability distribution was estimated by measuring for each cartilage point in the manually labelled training data, the distance to the closest point on the surface of the femur, and the local normal to the femur surface at that closest point. The estimated probability distribution was represented using a two-dimensional histogram. Given a novel image in which only the femur had been segmented, Bayes rule was used to combine the spatial prior (the two-dimensional histogram on distances and normals) with a Gaussian measurement model for intensity of cartilage, to predict the probability of cartilage at each point in the image. Hysteresis thresholding was used for classification of cartilage.
The general goal is to build a prior spatial distribution for a given structure, conditioned on the segmentation of another. In order to do this, a compact representation of the relationship between the structures involved (such as the distance-normal representation above of femur-cartilage relationship) is determined and then the probability distribution associated with the parameters of the representation (such as the joint histogram above) is measured from training data. Next, we show how to use these general principles to construct a spatial prior for brain tissue conditioned on easily segmented (i. e. by thresholding) structures such as skin and ventricles.
Constructing Spatial Prior on Brain Tissue Conditioned on Ventricles and Skin
We observe that the spatial relationship between the white matter and the skin and the ventricles is well described by the distance (ds) between white matter and the skin, as well as the distance (dv) between white matter and the surface of the ventricles. Thus we describe this relationship by the class conditional probability density function:
where x i are the spatial coordinates of the ith data voxel W M is the set of all voxels belonging to white matter S is the set of all voxels belonging to the skin V is the set of all voxels belonging to the ventricles ds i is short for ds i (S), which is the distance from x i to the inside surface of the skin dv i is short for dv i (V ), which is the distance from x i to the outside surface of the ventricles A non-parametric estimate for this joint density function is constructed from examples in which the skin, the ventricles, and white matter have been manually labelled by experts. The training procedure is implemented using the following four steps applied sequentially to each image I t in the training set:
1. Compute the Chamfer [2] distance ds i from each point in the image I t to the inside surface of the skin.
2. Compute the Chamfer distance dv i from each point in the image I t to the outside surface of the ventricles.
3. For each white matter point in I t , lookup two numbers: the distance ds i to the closest skin point (using the chamfer map computed in step 1) and the distance dv i to the closest ventricle point (using the chamfer map computed in step 2).
4.
Histogram the values ds i and dv i jointly. If I t is the last image in the training set, normalize the histogram to obtain an empirical estimate for the joint density of ds i and dv i for white matter.
We construct P (ds i (S), dv i (V )|x i ∈ GM ) -an estimate for the pdf describing the relationship between gray matter (GM ) and and the skin and the ventricles -in a similar fashion.
Note that a histogram has been used to estimate the density from sample points. Other methods such as Parzen Windowing for density estimation (discussed in [8] ) could be used effectively as well. Note also that this model is a combination of heuristics and training from examples. The heuristic used is that distances to the skin and ventricles are pertinent parameters in the describing the relative spatial location of brain tissue. Training data is used to estimate probability distributions on these parameters. We believe that information-theoretic schemes could be devised for automatically deducing the relationships from examples as well.
Bayes rule allows us to express the posterior probability that a voxel should be classified as white matter based on observations of its intensity and spatial relation to the skin and the ventricles (P (x i ∈ W M|ds i (S), dv i (V ), I i )) as a product of the prior probability that a given voxel belongs to white matter (P (x i ∈ W M) ) and the the class conditional density P (ds i (S), dv i (V ), I i |x i ∈ W M) as follows:
where x i , ds i , dv i , W M, S and V represent the same quantities as in Equation 9 , and I i is the intensity at x i . This can be rewritten assuming independence between the intensity at a voxel and its spatial relationship to skin and ventricles as:
The first term in the numerator on the right hand side is the class conditional density for the model parameters, and is estimated using the method described above. The second term in the numerator is a Gaussian intensity model for tissue class that is obtained from samples of white matter intensity. The third term in the numerator, P (x i ∈ W M), is the prior probability that a voxel belongs to white matter. This is computed as a ratio of the white matter volume to the total volume of the head in a segmented scan. The denominator is a normalization factor.
Using Conditional Spatial Prior on Brain Tissue
This spatial prior can be used in conjunction with the MRF prior by direct replacement of the spatially stationary prior on tissue class. T |dsij, dvij, Iij). * P h− (Γi,j−1). * P h+ (Γi,j+1). * Pv−(Γi−1,j). * Pv+(Γi+1,j) (12) where Γ ij , . * , P h− (g), P h+ (g), P v− (g), P v+ (g) represent the same quantities as in Eq. .
Results
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T2 Weighted Knee MRI 6 Future Work
The formalism for the proposed method extends naturally to three-dimensions, and we plan to implement a distributed version (threaded, for multiprocessor Ultra workstations) of the algorithm in three-dimensions in the near future. The conditional spatial priors currently train and test on different two-dimensional slices of a three-dimensional data set, which will be replaced by training on multiple three-dimensional data sets.
To measure the efficacy of the proposed method, we plan to validate the results of the threedimensional implementation against manual segmentation, and against the results of Adaptive Segmentation with a stationary prior.
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