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Abstract 
A widely held view is that export diversification constitutes an important component of 
export led growth, and poses a major challenge for many developing countries. Given this, 
the role of export diversification on economic growth warrants a fresh analysis in South 
Africa. The primary objective of this study is to determine the impact of export 
diversification on economic growth in South Africa. In this context, the study seeks to 
establish the relationship between export diversification, export stability and export growth. 
Initially, the study examines the extent and structure of export diversification in South 
Africa; it then empirically establishes the link between export diversification, export 
stability and export growth. Finally, it develops a model and investigates the effects of 
export diversification on economic growth in South Africa. 
 
As an attempt to fulfill the proposed objectives, this study uses quarterly data for the period 
1980 to 2012 as well as data for 28 selected groups of commodities to investigate the effects 
of export diversification on economic growth in South Africa. Measures of export 
diversification and structural changes in exports in the context of South Africa were 
discussed. The findings of this study are that the Commodity Specific Cumulative 
Experience function showed that plots for manufactured commodities are shifted to the right 
indicating that the commodities are non-traditional in nature whereas, plots for primary 
commodities are shifted to the left. Results also indicated that South Africa relies more on 
traditional exports than manufactured exports. Various measures of export instability were 
used to calculate the export instability index in South Africa.  The results of the study reveal 
that the South African export basket is slightly diversified, and the less diversified or 
primary commodities are associated with high instability 
 
VECM approach was used to allow us to establish the extent of influence of export 
diversification and other explanatory variables on economic growth. Consistent with other 
researchers, the study found that export diversification plays significant roles to economic 
growth in South Africa. A number of diagnostic checks were employed to validate the 
parameter evaluation of the outcomes achieved by the model. The model passed all the 
diagnostic checks. On the whole, the results to a larger extent painted a pictured that export 
diversification is important or drives economic growth in South Africa. Corroborating our 
findings with work of other scholars, we conclude that our results are complementary. 
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However, this finding was reached by making rigorous investigation of the various links 
between export diversification, export stability, export growth which makes the study 
unique from previous studies. 
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Chapter One 
Introduction 
1.1 Background of the study 
The relationship between export diversification and economic growth has long been a subject 
of great interest that has generated much discussion in the literature among economists. 
Various theorists and researchers have come up with different conclusions regarding the 
relationship between these two variables. Several researchers support the hypothesis that 
export diversification has positive effects on long run economic growth (see Matthee and 
Naude 2007, Herzer and Nowak-Lehman, 2006). On the other hand, there are also studies 
that have tested whether export and factor endowment structure influence growth (see among 
others, Warmer and Sachcs 1999, Maloney 2002 and Lederman and Maloney 2003) and 
found positive results.  
Traditional trade models such as, comparative advantage by Ricardo advocate that, countries 
gain from international trade if they specialise. In addition, the Heckscher –Ohlin model 
shows that trade will be beneficial if countries specialise in exporting the commodities they 
produce cheaply. However, recent researchers argue that export diversification is more 
important especially in developing countries. For example, in study by Chandra, Boccardo 
and Osorio (2007), it is argued that countries should care more about export diversification in 
order to achieve economic development. Therefore, one strand of literature advocates greater 
diversity as good for economic growth while another sees specialisation as more appropriate. 
Based on the above mentioned arguments, we can conclude that there is growing interest and 
debate about the relationship between export diversification and economic growth which 
calls for a fresh analysis in South Africa.  
Export diversification involves changing the composition of a country’s export mix (Cramer, 
1999). Diversification can be achieved either by adjusting shares of commodities in the 
existing export mix, or by adding new commodities to the export mix. There are both 
horizontal and vertical dimensions to export diversification. Horizontal diversification 
involves adjustments in the export mix. According to Ali, Alwang and Siegel (1991), vertical 
diversification occurs when a country’s production and export structure shifts from primary 
commodities to manufactured goods. It is argued that a more diversified export mix enables a 
country to accomplish export stability.  
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Export diversification places emphasis on producing manufactures and securing new markets 
for the produce hence it has the advantage of creating a more stable income inflow. Others 
view the benefits from diversification in terms of the spillovers in the economy as a result of 
having a more diversified production structure (Amurgo-Pacheco et al, 2008).  
Primary exports such as mining and agricultural products are vulnerable to exogenous shocks 
primarily from unforeseen price movements and unfavorable weather conditions. This may 
result in foreign exchange currency shortages and the country’s ability to afford imported 
inputs is subject to fluctuations and uncertainty. Many countries that are commodity 
dependent or exhibit a narrow export basket often suffer from export instability arising from 
inelastic and unstable global demand, so export diversification is one way to alleviate these 
particular constraints. The solution to commodity dependence and declining commodity 
prices would be to promote diversification prospects into dynamic markets and to strengthen 
institutional support to enable entrepreneurs to improve their competitiveness and to diversify 
into dynamic markets. 
In light of the current commodity boom, for example 90% of exports in Asia are 
manufactures; commodity exporters around the world are diversifying their export bases 
resulting in increased manufacturing exports (see Hesse, 2008). Many developing countries 
are pursuing export diversification as an engine of growth to insulate themselves from 
unexpected changes in their terms of trade and, to stabilise domestic incomes and 
employment (Heshmati, 2003). In addition, developing countries have minimised their 
reliance on primary commodity exports and have made remarkable progress in exporting 
manufactured or semi-manufactured goods over the past three decades (Edwards and Alves, 
2005).  
Many African countries continue to depend on very few export commodities for a large 
proportion of their export earnings. Between 1996 and 2000, broad primary commodities 
accounted for about 85% of total exports from Africa. Primary commodity dependence can 
have three impacts on economic development (Collier, 2003). Dependence on primary 
commodities may result in foreign currency shortages, export instability and lack of 
competitiveness. 
The South African economy slightly reduced its reliance on primary commodity export at the 
start of the 1990s.  Tsikata (1999: 5) stated: 
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 “South Africa’s trade regime has been reorientation from an inward-looking to an outward-looking economy 
with emphasis on increased exports, beginning in 1990 and gaining impetus when the country made its formal 
offer to the WTO in 1994 and entered a stage of trade liberalisation. This has contributed slightly towards 
diversification of South African exports from mining”.  
Diversification of exports increased the composition of products being exported. Therefore, 
export diversification can be widely seen as a positive trade objective in sustaining economic 
growth. The following section discusses the statement of the problem.  
1.2 Statement of the Problem 
The central objective of the South African trade policy has been to reduce the country’s 
dependency on primary products, in particular the heavy dependency on gold in the exports.  
However, South Africa has been struggling with the challenge of expanding and diversifying 
her export basket beyond its primary product base for a long time. Reliance on primary 
exports for foreign exchange earnings is a challenging issue faced by South Africa.  Such 
heavy reliance has a significant adverse impact on the South African economy in terms of 
investment and employment. According to the European Commission (2011), South Africa’s 
exports are dominated by commodity based products such as diamond and coal forming 49% 
of the total exports whereas the manufactured contribute 40%. The ratio of trade to GDP in 
South Africa has not reached the level of East Asia or Latin America where manufactured 
exports are far stronger drivers of growth (Lerderman and others, 2010). In modern 
international competition, a country cannot solely depend on primary commodities for trade; 
however, a country needs to diversify its composition of exports to remain competitive. 
Diversification into other sectors, especially those more intensive in technology, is prone to 
trigger knowledge spillovers from the exposure to international markets, management and 
marketing practices as well as production processes.  
There has been little research done on the impact of export diversification on economic 
growth in South Africa, therefore this warrants further investigation. This study is among the 
first attempts to examine the impact of export diversification on economic performance in 
South Africa using time series data. Various studies have been undertaken in attempt to 
explain the relationship between export diversification and economic growth using panel and 
cross-sectional data in developed countries see (Hesse, 2008, Aditya and Roy, 2009, Bebczuk 
and Berrettani, 2006 among others). However, it is not the purpose of this study to repeat the 
same research.  
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This study adds to the empirical literature on export diversification and economic growth in 
two ways: The study seeks to investigate the extent of export diversification in South Africa 
for the period 1980-2012, the study also seeks to establish the relationship that exists between 
export diversification, export stability and export growth. A few recent studies investigated 
the diversification patterns in South African trade (see Matthee and Naude, 2007, Edward and 
Alves, 2005 and Petersson, 2005). In general, the findings of these are not conclusive in 
deciding for or against the relationship between export diversification and export growth 
therefore, this calls for a fresh analysis. The uniqueness of this study lies in the technique 
used to test the relationship between export diversification and economic growth. This 
relationship is tested in two ways: through measuring the extent and nature of export 
diversification, assessing the relationship between export instability, export growth and 
export diversification. The debate centers on whether or not South Africa should promote 
export diversification to obtain economic growth. 
The underlying questions are: What is the extent and nature of export diversification in South 
Africa? What is the impact of export diversification on export growth? Does export 
diversification benefit South Africa’s economic growth? It is against this background that the 
study seeks to review existing literature and arguments for export diversification and growth 
as well as providing an empirical analysis of the role of export diversification on economic 
growth in South Africa. 
1.3 Objectives of the study 
The main objective of this study is to determine the impact of export diversification on 
economic growth in South Africa. 
The specific objectives are: 
 To determine the extent and nature of export diversification in South Africa.  
 To establish the relationship between export diversification, export instability and 
export growth in South Africa. 
  To empirically examine the impact of export diversification on economic growth. 
 To make recommendations on trade policy in South Africa.  
 
5 | P a g e  
 
1.4 Hypotheses of the study 
H0: Export diversification does not result in stable and growing exports in South Africa.   
H1: Export diversification results significantly in stable and growing exports in South Africa. 
H0: Export diversification does not affect economic growth in the long run in South Africa. 
H1: Export diversification positively affects long run economic growth of South Africa. 
1.5 Significance of the study  
Literature on the role of export diversification and economic growth and competiveness is 
scanty in South Africa. Therefore, this study provides a valuable source of information in 
order to inform debates on the impact of export diversification on economic growth. The 
government benefits from this study in the sense that it will know in detail the role of export 
diversification in particular on economic growth in South Africa; which may be different 
from its presently held perception that is, only primary commodity exports contribute to the 
GDP of South Africa. This study will also be of importance to the government of South 
Africa in making policy recommendations about its manufactured exports taking into account 
the outcomes of the research. This research may also be used as references for further 
research on this topic and will also act as a source of information for teaching purposes. 
Since exports act as an engine of growth such an analysis of the impact of export 
diversification on economic growth can be useful to policy makers in designing strategies for 
the export promotion policies of South Africa. Understanding this subject will contribute to 
better policy that is more likely to support policy objectives such as employment generation 
especially nowadays when South Africa is suffering high unemployment rate. By focusing on 
South Africa, this study contributes towards understanding the export dynamics of this 
country. 
1.6 Organisation of the study 
The format of the rest of this study is as follows: chapter 2 provides a detailed discussion of 
export structure, trends and determinants of export diversification as well as economic 
growth in South Africa. Chapter 3 discusses literature review which is divided into two 
sections. The theoretical section discusses the theories that underpin this study and the 
empirical section reviews the previous researches that were done to address export 
diversification and economic growth. Chapter 4 deals with methodology issues concerning 
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the relationship between export diversification, export stability, export growth and economic 
growth. In chapter 5 the main findings on the nature, structure and extent of export 
diversification as well as export instability and export growth are presented. The short run 
and long run empirical results on export diversification and economic growth are presented in 
chapter 6 of the study, Chapter 7 deals with conclusions, policy recommendations, and 
providing some avenues for future research. 
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Chapter Two 
An Overview of Export Diversification and Economic Growth in South Africa 
2.1 Introduction 
South Africa is the economic powerhouse of Africa, leading the continent in industrial output 
and mineral production (GASME, 2012).  The country has abundant natural resources.  In 
addition, South Africa’s manufactured export growth since 1994 has been rapid. 
Manufacturing exports have grown and now account for 43.8% of total exports. The country 
has initiated a rigorous export policy aimed at reducing dependence on mineral export 
revenues and boosting the manufactured export sector. The ways in which export patterns 
change over time have profound implications on the relationship between trade on one hand, 
and industrialisation and economic growth on the other hand.  Since the early 1980s South 
Africa’s trade policy regime has shifted from one of import substitution towards one of 
export orientation. This shift has been encouraged by trade liberalisation which accelerated in 
1994 with tariff liberalisation, export orientation policies that ranged from direct support to 
marketing related support and the Growth, Employment and Redistribution  (GEAR) that was 
expected to transfer South Africa into a competitive outward oriented economy (GEAR, 
1996).  
The main aim of this chapter is to provide an overview of export diversification and 
economic growth in South Africa, dealing with the pre and post-Apartheid era. To gain a 
better understanding of export diversification, it is logical to first look at the history of the 
South African trade regime. Subsequent to the historical trade regime is a section which 
explains the changes in the export structure of South Africa. Following this section is a 
detailed analysis of export diversification trends in the country. The subject of economic 
growth is also crucial to this research. Therefore, the third section of this chapter deals with 
an overview of economic growth in South Africa. There exists a plethora of mixed evidence 
concerning the relationship between export diversification and economic growth, however, 
trends in export diversification and economic growth are analysed concurrently to determine 
the relationship. The last section of this chapter discusses factors that affect both export 
diversification and economic growth. These factors include the real effective exchange rate, 
trade openness, capital formation, foreign direct investment and human capital. The following 
section discusses the changes in the South African trade regime. 
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2.2 Changes in the South African Trade Regime  
The primary focus of this section is to discuss the changes in the South African trade regime 
since 1980 up to 2012. Prior to the 1980s, South Africa’s trade and industrial policies were 
aimed primarily at encouraging import substitution industrialisation. According to Bellie et al 
(1993), South Africa was one of the first countries to adopt import substitution as a strategy 
for industrialisation. The policy of import substitution strategy resulted in high tariff and non-
tariff barriers which insulated local industries from outside competition. Protection ensured 
profitability of domestic production and encouraged further investment leading to self-
sustained process of economic expansion. The inward looking strategy comprised of 
quantitative restrictions such as tariffs and embargoes, and some protections such as specific 
and ad valorem duties, and surcharges.    
A lot of protection existed in different sectors of the economy for example; the agricultural 
sector was dominated by import and export permits, price controls and specific duties that 
were mainly aimed at protecting the domestic producers from foreign competition (Lewis, 
2001). Though the protectionism was mainly aimed at improving the country’s terms of trade 
by reducing imports, it also led to a significant anti-export bias that negatively affected South 
Africa’s exports and the currency consequently. Despite, the fact that South Africa noticed 
the side effects of the inward looking trade regime as early as 1984, and started reducing 
quantitative restriction, the policy changes faced some external challenges such as the 1985 
debt standstill and financial sanctions. Table 2.1 shows the chronology of trade liberalisation 
from the early 1970s.  
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Table 2.1 A Chronology of trade liberalisation from the early 1970s 
1972-1976 Export Development Assistance Scheme introduced. 
1979-80 Rise in gold price resulting in the appreciation of the rand. 
1980 Reinforced system of export incentives 
1983-85 Proportion of value of imports fell. Real depreciation of the rand 
1985-92 Proportion of items under tariffs fell 
1990 General Export Incentives Schemes (GEIS) introduced 
1990-91 
Reduction of import surcharges for luxury, capital, motor vehicles and 
intermediate goods 
1994 
Import surcharges abolished. South Africa’s GATT offer during Uruguary 
Round. Decision taken to phase out GEIS. 
1996 
New Tariff Rationalisation Process (TRP) formulated. Signing of the SADC 
Free Trade Protocol 
1997 Termination of export subsidies provided under GEIS 
2000 
Implementation of SA-EU Trade Development and Cooperation Agreement 
TDCA. Preferential asses to US for some products under African Growth and 
Opportunity Act AGOA 
2002 SACU agreement introduces a new institution structure 
2004 Preferential Trade Agreement signed between SACU and MERCOSUR 
2010 
Association of five major emerging national economies BRICS. Inclusion of 
South Africa into BRICS 
Source: Edwards, 2006 
Table 2.1 shows a chronology of trade liberalisation from the early 1970s up to 2010. As 
shown by the Table, the period from 1979 to 1980 was characterised by a declining rate of 
economic development, due to the collapse of the gold price which led to a decline in exports 
accompanied by an expanding foreign debt and political instability. In other words, the rise in 
gold price resulted in the appreciation of the rand and this made South African exports 
relatively more expensive in comparison to other markets in the world. In addition, the South 
African trade policy was highly protective and inward looking in nature in the early1980s. 
This was further fostered by the financial and trade sanctions faced by the country from the 
outside world due to the apartheid (Edwards and Lawrence, 2006). In other words, South 
Africa could not freely be engaged in international trade in foreign markets.  
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According to Cassim et al. (2004), South Africa tried to create a free environment that could 
allow the country’s exports to be competitive in the world markets. Because of the idea of 
creating a free environment, customs duty drawbacks and duty exemptions were put in place 
for exporters together with export subsidies by 1983.The proportion of value of imports 
subject to quantitative restrictions fell from 77% to 23% over the period (Bell and Cattaneo, 
1997). Put differently, the quantitative restrictions were replaced by tariffs that were lower, in 
a move to lower the impact on cost resulting from quantitative restrictions. Furthermore, the 
dual exchange rate system was abolished in the same year allowing for the exchange rate to 
be determined by market forces.  
In 1985 the South African government changed the list of goods that needed no approval for 
importation known as the positive list in a way to improve the inflow of imports into the 
country. There was the relaxation of import permits by switching from a positive list to a 
negative list however, during the same year; a debt crisis occurred due to insufficient foreign 
direct investment (FDI) and short-term capital inflows resulting in a large and prolonged 
balance of payments deficit. This led to the dire need of some policy reversals, with the re-
imposition of the dual exchange rate system coupled with a significant real depreciation of 
the Rand and the introduction of a 10% import surcharge. By the end of 1989 the South 
African government had introduced sectorial adjustment programmes aimed at promoting 
exports (Cassim et al, 2004). 
In 1990, the General Export Incentive Scheme (GEIS) was introduced and the main aim of 
this scheme was to provide a tax free financial export subsidy to exporters based on the value 
of exports, degree of processing and local content of the exported products.  In other words, 
GEIS was mainly designed with the main intention of helping South African exporters to be 
price competitive in international markets. The GEIS scheme was put into operation through 
the use of a selective system of liberal tax-free grants. Industries that exported products with 
both high value-added and high local content qualified for a nominal subsidy of 19.5% of 
export turnover. In contrast, firms involved in products with low value-added and low 
domestic turnover qualified for only 2% export turnover (Flatters and Stern, 2007). Cassim et 
al., (2004), reveals that following the introduction of GEIS was the publication of the 
Industrial Development Corporation (IDC) which backed the use of a much more 
homogeneous and lower tariff structure suggesting that the existing tariff structure led to high 
cost implications especially for products that used imported raw materials. 
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By 1994, import surcharges were abolished and South Africa’s openness to international 
markets had improved due to the end of apartheid. This increase in openness was also 
accompanied by some other favourable policies that were more outward looking. For instance 
the relaxation political events forced the monetary authorities to maintain direct capital 
controls over South Africa. Furthermore, significant policy changes concerning the exchange 
rate control were made in early 1995 which led to the elimination of the financial Rand and 
leading to the introduction of a unitary exchange rate system (Takaendesa, Tsheole and 
Aziakpono, 2006). 
South Africa’s GATT offer during the Uruguary Round led to the decision taken to phase out 
GEIS and the adoption of anti-dumping countervailing duties legislation. In a move to create 
a freer international trade environment, the South African government also engaged in a 
number of bilateral and regional trade agreements such as the South African Development 
Community (SADC) and the Southern Africa Customs Union (SACU). More so, the 
Department of Trade and Industry (DTI), proposed the formation of a new trade 
administration to overlook the success of trade policy reforms so as to monitor the 
effectiveness of policy changes and identify reasons for any failed policies. South Africa 
joined an association of five major emerging national economies BRICS in 2010 in order to 
expand its market for international trade as well as to boost its exports. China which is on one 
of the BRICS member is the largest trading partner for South Africa.  China has become 
South Africa’s top trading partner between 2006 and 2010. Exports to the four BRICS 
countries quadrupled and imports doubled in the four year period. South Africa sought BRIC 
membership since 2009 after the global financial crises and the process for formal admission 
began in 2010. South Africa stands a unique position to influence African growth and 
investment. The following section discusses the structural changes in the South African trade. 
2.3 Structural changes in the South African Trade 
The last nineteen years has seen enormous change in the structure of South African exports. 
There has been a slight decline in the exports of primary commodities, while the exports of 
manufacturing commodities have begun to grow at a rapid pace. Table 2.2 shows European 
Union imports by product grouping from South Africa from 1980 to 2011. 
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Table 2.2 European Union Imports from South Africa 
Product Groups 1980-
85 
1986-
90 
1991-
95 
1996-
00 
2001-
05 
2006-
10 
2011-
12 
Primary products: 55% 43.9% 45.7% 46.8% 42.4% 34.9% 40.2% 
Agricultural products 
Mining Products 
11.8% 
42.2% 
10.9% 
33.0% 
12.8% 
32.9% 
13.3% 
33.5% 
10.6% 
31.8% 
11.2% 
23.7% 
11.5% 
28.8% 
Manufactures 20% 28.5% 35% 42.3% 46.7% 35.1% 37.8% 
Iron and Steel 
Chemicals 
Semi manufactures 
Machinery and transport 
equipment 
Textiles and clothing 
Other manufactures 
5.4% 
1.8% 
8.9% 
3.2% 
0.2% 
0.5% 
7.9% 
1.5% 
12.8% 
4.5% 
0.3% 
1.5% 
9.2% 
2.3% 
15.6% 
10.9% 
0.3% 
1.5% 
9.8% 
2.5% 
13.8% 
14.6% 
0.6% 
1.6% 
8.6% 
2.8% 
16.8% 
16.0% 
0.5% 
2.1% 
5.2% 
2.7% 
12.1% 
13.0% 
0.3% 
1.8% 
7.3% 
3.3% 
6.4% 
18.8% 
0.2% 
1.7% 
Source: Computed using data from Eurostat, 2012 
 
In general, both imports for primary products and manufactures have declined in 2006-10 and 
rose again in 2011-12. The main reason for the decline in imports by the European Union 
could be the effect of the global financial crises which hit the region in 2008/2009. However, 
it can be noted from Table 2.2 that the majority of South African exports come from the 
mining products. According to the Automotive Industry Export Council (AIEC), 2001 South 
Africa is the world’s top ranked producer of platinum, palladium, rhodium, chrome, 
manganes, vanadium,vermiculite, ferro-chromium and alumino salicates. In terms of of 
global reserves and production of minerals, it holds 90% of platinum group metals, 80% of 
mangase, 73% of chrome, 45% of vanadium and 41% of gold reserves. Another large share 
of exports to the Europen Union comes from the agricultural sector where 10.6% of total 
exports came from agriculture in 2001-5. Agriculture contributes 4% to the South Africa’s 
GDP and constits largely of cattle and sheep farming with only 13% of land used for growing 
crops. Machinery and transport equipment account for 13% in 2006-10 and 18.8% in 2011-
12. This shows that the South African automotive and componets industry is growing rapidly.  
This is because the main aim of South Africa is to become an automotive destination of 
choice. 
The chemical industry contributes less than 5% of the total exports for the year 1980-85, 
1986-90 up to 2011-2012. This is mainly because the chemical industry has been shaped by 
the political and regulatory environment which created a  philosopy of isolationism and 
protectionism during the apartheid years. This tended to foster an inward approach and a 
focus on import replacement in the local market. It also encouraged the building of small-
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scale plants with capacities geared to local demand.  The following section discusses exports 
and imports in the manufacturing sector. 
 
Figure 2.1 Exports and imports in the manufacturing sector in South Africa (Rb) 
Manufacturing sector: Imports and exports of Goods and Services
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Source: Computed using data from Quantec, 2013, www.quantec.co.za 
Figure 2.1 shows the imports and exports trends in the manufacturing sector in South Africa. 
It can be noted from the diagram that during the early 1980s, imports in the manufacturing 
sector were greater than exports. The reason for this was that South Africa’s foreign trade and 
investment was affected by sanctions and boycotts especially during the early 1980s. These 
measures included an oil embargo first instituted by oil producing and exporting countries 
(OPEC) in 1979, a 1983 prohibition on International Monetary Funds (IMF) loans; a 1985 
cut-off of most foreign loans by private banks; the US 1986 comprehensive Antiapartheid 
Act; and the 1986 European Economic Community (EEC) ban on trade and investment. The 
Organisation of African Unity (OAU) also discouraged trade with South Africa (World Fact 
Book, 1996).  
 
However, from the early 1990s exports of the manufacturing sector grew more than imports. 
This could have been a result of the outward looking trade policy that was adopted by South 
Africa since the early 1990s. According to Naude (2001) and Bahad and Amusa (2003), the 
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Growth, Employment and Redistribution (GEAR) was one of the strategies that was adopted 
to ensure to export growth. In addition, South Africa joined the Southern African 
Development Community (SADC) in 1994 whose main purpose was regional re-integration 
to increase market access. The country also acceded to the World Trade Organisation (WTO) 
and negotiated a Free Trade Agreement (FTA) with the European Union (EU) in 1999. This 
was meant to increase access to the strategic markets (Locomotive for Africa growth, 2002). 
Improved access to markets stimulated exports. The reintegration of South Africa into the 
world economy since 1994 led to rapid increases in exports to various regions. The 
Department of Trade and Industry (DTI) in South Africa promoted the formation of industry-
based export councils to assist exporters in reaching their targets. 
The government introduced supply-side measures such as the export credit guarantees and 
export marketing assistance scheme to stimulate exports. The South African trade policy 
exerted a major influence on the composition and aggregate growth of trade. The new trade 
policy aimed at improving and expanding exports, with manufacturing exports in particular. 
Thus, the country has evolved from agriculture and mining dominated economy to a 
manufacturing and service based economy (Estherhuizen and Johan, 2006). 
From 2008 to 2009, Figure 2.1 shows that both the imports and exports fell drastically. The 
global financial crisis had an impact on South African trade during the 2008 to 2009 period. 
The European financial crises translated into bad news for South African trade with Europe 
and other major trading partners. European countries purchase a third of all South Africa’s 
manufactured exports, however, during the crises the demand for South African exports 
declined. The following section gives a brief discussion of the balance of payments in South 
Africa from 1980 to 2012.   
2.3.1 Balance of Payments 
The structure of the current account of South Africa has been largely influenced by historical 
developments. South Africa had a substantial balance of payment surplus in 1980 as indicated 
by Figure 2.2. However, the South African imports rose by 45% over the 1979 and a stagnant 
in the level of the country’s industrial mineral export because of the sluggish world demand 
the country faced a balance of payment deficit from 1981 up to 1985. The country found 
itself in a recession between 1984 and 1985. The South African economy was struck by debt 
crisis in 1985 which led the government to freeze all short term debt repayments. The crisis 
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affected South Africa’s relations with its trading partners.  In 1986, South Africa’s most 
important trading partners imposed economic sanctions. The balance of payments was mainly 
managed with the objective of compensating for the weakness of financial inflows due to a 
hostile international environment. South Africa was led to produce trade surpluses to generate 
foreign currency and repay external debt. After 1994, the turnaround of capital flows 
dramatically changed the need for a positive current account. The positive trade balance in 
merchandise goods consequently narrowed and the service, income and current account 
transfer balance increased its negative impact on the current account. The external current 
account deficit has then remained roughly stable through 1999 and 2000. In 2000 the deficit 
was 0.6% of GDP, which was close to the 1999 deficit of 0.4% of GDP. 
Figure 2.2: Balance of Payments in South Africa as a percentage 
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Source: Computed using data from SARB, 2013, www.resbank.co.za 
2.4 The manufacturing sector and its contribution to total exports 
South Africa has developed a diversified manufacturing base that has shown its resilience and 
potential to compete in the global economy (South Africa Info, 2013). The manufacturing 
sector is the platform of the country’s growth and development. The manufacturing sector in 
South Africa is dominated by the following industries: agro-processing, automotive, 
chemicals, information and communication technology (ICT) and electronics, metals and 
clothing, textiles and footwear. The manufactured export performance of a sector is indicated 
by export output ratio as shown by Table 2.3. 
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Table 2.3 Manufacturing sub-sectors and their Export-Output Ratio 
Period Agro-
Processing 
Automotive Chemical Electronics Metals Textiles & 
Footwear 
1980 19.71% 19.65% 18.93% 2.91% 16.58% 6.40% 
1985 10.26% 35.04% 20.60% 2.12% 19.85% 11.54% 
1990 15.41% 16.51% 21.88% 5.85% 18.28% 8.95% 
1995 13.33% 10.59% 47.28% 10.76% 25.63% 12.08% 
2000 12.89% 20.66% 32.38% 10.79% 38.54% 14.92% 
2005 17.61% 26.70% 39.36% 11.35% 34.82% 13.58% 
2010 17.24% 38.47% 39.38% 13.54% 45.95% 10.04% 
2012 20.32% 49.50% 49.20% 19.88% 54.47% 12.06% 
Source: Computed using data from Quantec, 2013, www.quantec.co.za 
Agro-processing is the turning of primary agricultural products into other commodities for 
the market and its spans from the processing of freshwater, meats, nuts, herbs and fruit. It 
also involves the production and export of deciduous fruit; production of wines for the local 
and export market; and the processing of natural fibres from cotton, hemp, sisal, kenaf and 
pineapple. The agro-processing export-output ratio was 19.71% in 1980 and it dropped to 
10.26 % in 1985. The reason for the decline may be attributed to protection that existed in the 
agricultural sector. This sector was dominated by export permits and price controls that were 
aimed at protecting domestic producers from foreign competition. The export output ratio 
however, rose beginning of the 1990s and drop to 12.89 in the year 2000. Currently, the 
agricultural sector contributes the export output ratio of 20.32%. 
The automotive industry is one of South Africa's most important sectors, with many of the 
major multinationals using South Africa to source components and assemble vehicles for 
both the local and international markets. The sector accounted for about 19.65% export 
output ratio in 1980. This sector’s export output ratio grew up 49.50% in 2012. The reasons 
for the growth may be attributed to good infrastructure coupled with access to new market as 
a result of trade agreements with the European Union and the South African Development 
community free trade area (South Africa Info, 2013).  From 1995, reduction in tariffs in the 
automotive industry enabled firms to rebate import duties by exporting. As a result, the 
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industry has been through a period of rapid structural change which has included increasing 
levels of foreign ownership and rapid export growth (Black, 2001). 
The electronic industry’s export ratio was only 2.91% in 1980 meaning that South Africa was 
a net import of electronics from the primary suppliers such as Germany, Asian and China. 
However, there was significant improvement on the export output ratio from 1990 to 2012. 
The ratio increased from 10.76% in 1990 to 19.88% in 2012.  
South Africa has a large, well-developed metals industry, with vast natural resources and a 
supportive infrastructure, represents roughly a third of all South Africa's manufacturing. It 
comprises basic iron ore and steel, basic non-ferrous metals and metal products. The basic 
industries involve the manufacture of primary iron and steel products from smelting to semi-
finished stages. Primary steel products and semi-finished products include billets, blooms, 
and slabs, forgings, reinforcing bars, railway track material, wire rod, seamless tubes and 
plates. The primary steel industry is a significant contributor to the economy and earns 
considerable amounts of valuable foreign exchange. South Africa ranks about 20th among the 
crude-steel producing countries in the world-producing in the region of 1% of the world's 
crude steel. South Africa is also the largest steel producer in Africa (South African.info, 
2013). The export output ratio for metals in 2012 was the highest of all the key 
manufacturing subsectors in South Africa contributing 54.47%. 
The South African textile and clothing industry aims to use all the natural, human and 
technological resources at its disposal to make South Africa the preferred domestic and 
international supplier of South African manufactured textiles and clothing. Though the textile 
and apparel industry is small, it is well placed to make this vision a reality. Owing to 
technological developments, local textile production has evolved into a capital-intensive 
industry, producing synthetic fibres in ever-increasing proportions. The apparel industry has 
also undergone significant technological change and has benefited from the country's 
sophisticated transport and communications infrastructure. The South African market demand 
increasingly reflects the sophistication of developed countries markets and the local clothing 
and textile industry has grown accordingly to offer the full range of services - from natural 
and synthetic fibre production to non-woven, spinning, weaving, tufting, knitting, dyeing and 
finishing.   
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The chemical industry is highly complex in South Africa spanning from fuel and plastics 
fabrication to pharmaceuticals. The industry is of substantial significance to the South 
African economy.  Petroleum chemical products, rubber and plastic products contributed to 
R318 million of the GDP in 2011, which is about 23% of total manufacturing sales (Statistics 
South Africa, 2011). The chemical industry in South Africa employs on average around 18 
000 people and contributes 5% of the country’s GDP.  According to American Chemistry 
Council (2011), South Africa’s contribution to the global chemical industry is small. 
However, the chemical industry is expected to play an important role in the African 
economies. The following section discusses South Africa’s major trading partners. 
2.5 South Africa’s major Trading Partners 
Since the end of apartheid foreign trade in South Africa has increased, following the lifting of 
several sanctions and boycotts which were imposed as a means of ending apartheid. Principal 
international trading partners of South Africa besides other African countries include 
Germany, the United States, China, Japan, the United Kingdom and Spain (World Fact Book, 
2013). South Africa's main export trading partners are the European Union, the United States, 
and Japan. China's share in exports is increasing, and has risen from 1.7% in 1994 to nearly 
7% in 2007. Chief exports include corn, diamonds, fruits, gold, metals and minerals, sugar, 
and wool.  Table 2.4 shows South Africa’s top five markets of destination of exports in 1992, 
2006 and 2011. 
Table 2.4: South Africa’s top trading partners in 1992, 2006 and 2011 (% of exports)  
1992 2006 2011 
Country % of Total 
Exports  
Country % of Total 
Exports  
Country % of Total 
Exports  
Switzerland 0.229% Japan 0.710% China 0.920% 
U.S 0.207% U.S 0.707% U.S 0.622% 
U.K 0.189% U.K 0.545% Japan 0.567% 
Japan 0.161% Germany 0.461% Germany 0.435% 
Germany 0.126% Netherlands 0.310% U.K 0.295% 
Source: Computed using data from Quantec, 2013, www.quantec.co.za 
Looking at Table 2.4 it is clear that some countries have become more important trading 
partners for South Africa than others.  Key among these are Japan, US, UK and Germany.  
Despite the global recession, South Africa’s foreign trade with Asia remains robust and China 
is currently the number one export destination contributing 0.920%. It replaces the United 
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States which moves into second place. In other words, China today is a key destination for 
South African exports which shows a marked change from the situation in 1992. This may be 
because in 2011 bilateral trade between South Africa and China grew. South Africa joined 
Brazil, Russia, India and China (BRIC) in 2010 and amongst the objectives of BRICS is to 
promote trade and investment between South Africa and BRICS nations.  
Table: 2.5: % of Total Merchandise Exports to Different Economies 
Economies 1980 1985 1990 1995 2000 2005 2010 2012 
High income 
countries 
93.6% 
 
92.9% 89.50% 78.34% 53.1% 66.94% 58.98% 49.46% 
Outside 
SADC 
2.8% 2.29% 3.71% 8.49% 6.96% 10.00% 27.16% 23.45% 
East Asia & 
Pacific 
0.06% 0.03% 0.01% 3.98% 2.80% 4.48% 15.35% 14.82% 
Latin 
America & 
Caribbean 
2.55% 0.90% 1.15% 2.43% 1.63% 1.26% 1.26% 2.24% 
Middle East 
& North 
Africa 
6.65% 8.32% 0.008% 0.41% 0.62% 0.96% 1.04% 0.77% 
South Asia 0.20% 0.20% 0.54% 0.88% 1.48% 2.69% 8.15% 4.59% 
Sub-Saharan 
Africa 
3.15% 4.51% 6.50% 12.9% 12.87% 13.30% 13.81% 16.66% 
SADC 3.15% 4.51% 6.50% 12.9% 12.87% 13.30% 13.81% 16.66% 
Source: Computed using data from World Bank, 2012 
As shown by Table 2.5, most South African exports were destined for developed markets, 
primarily within the European continent. In 1980 for example 93.6% of South African 
exports were destined to high income countries as compared to other economies like East 
Asia, Latin America Middle East and South Asia. Following the high income incomes was 
the Middle East and North Africa where at least 6.65% of total exports were received by 
these economies. The third in the ranking of South African exports in 1980 was Sub-Saharan 
Africa and SADC. In 1985 there was a slight decline of South African export to high income 
countries; however the high income economies remained as the main destination for the 
country’s exports. The ranking also remained the same in 1985. There was a significant 
decline of exports to the high income economies in 1995, for example, export to high income 
countries decreases from 93.6% in 1980 to 78.34% in 1995. This might be partly because the 
South African economy opens up its economy for free trade as well as the end of sanctions 
that were imposed to the country pre 1994.  It is important to highlight that in 2010 a 
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significant percentage of South African exports were also destined for South Asia which rose 
from 0.20% in 1980 to 8.15% in 2010.  
2.6 South African Trade by BRICS 
In recent years, South Africa has been progressively more interested in developing its trade, 
particularly with other emerging countries including Brazil, Russia, India and China. It is 
evident that trade with these countries has certainly grown if we consider the exports in 1993 
for example, and compare them with the current exports. Currently, exports to these countries 
are primarily manufactured exports such as basic iron and steel, motor vehicles, precious and 
non-ferrous metal and refined petroleum products. Table 2.6 shows South African trade with 
the emerging markets. 
Table 2.6: South Africa’s Trade with Brazil, Russia, India and China (R-billions) 
 exports Imports 
Country 1992 2001 2011 1992 2001 2011 
Brazil 2413 2 323 22 902 4597 3347 77 451 
Russia 348 2500 55 634 208 4578 34 342 
India 205 3300 24 491 107 2113 29 156 
China 520 3830 210 129 611 9098 103 177 
Source: Computed using data from Quantec, 2013, www.quantec.co.za 
As shown in Table 2.6, South Africa was not involved in much trade with the BRICS 
countries in 1992. However, trade began to increase in 2001 and currently South Africa is 
heavily involved in trade with the emerging economies. South Africa’s export structure to 
BRICS member countries shows significant diversification and the negative trade balance has 
also narrowed over the last four years (Khoama-Mashabane, 2013). 
2.7 Export diversification trends in South Africa 
South Africa is naturally endowed with rich mineral resources such as gold, platinum and 
diamonds. That was the major reason that led to the reluctance over the development of an 
internationally competitive manufacturing industry making the mining sector to account for 
more than 50% of its total exports before independence (Edwards and Lawrence, 2006). 
However, changes in industrial and trade policies brought by different governments that 
governed South Africa led to a lot of structural changes to country’s manufactured industry 
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and exporting sector. Consequently, significant changes of competitiveness were 
intentionally manipulated resulting to the stability of South Africa’s performance to trade in 
manufactured goods. Table 2.7 shows the change of South African exports over the years. 
Table 2.7: Changes in the composition of South African exports in (R-billions) 
 1980 1990 2000 2010 
Product Group  (R-B) % of 
exports 
(R- B) % of 
exports 
(R-B) % of 
export
s 
(R-B) % of 
export
s 
Primary 
products 
123698 100% 119332 100% 155285 100% 122964 100% 
Agriculture 8816 19.71 5102 15.41 8425 12.89 13919 17.24 
Mining 114883 81.98 114230 78.86 146859 66.30 109045 61.59 
Manufactures 59087 100% 80940 100% 165228 100% 220840 100% 
chemicals 4976 18.93 6494 21.88 15951 32.38 24447 39.15 
Machinery 
&equipment 
3220 4.93 3558 8.41 12815 40.16 22998 52.82 
Clothing & 
textile  
6476 6.40 5097 8.95 7132 14.92 2904 10.04 
Source: Computed using data from Quantec, 2013, www.quantec.co.za 
As shown in Table 2.7, South African exports were in the past mainly concentrated on 
minerals such as gold, diamonds and platinum. For example in 1980, the mining sector 
contributed 81.98% to the total exports whilst the manufacturing sector such as the chemical 
and machinery and equipment contributed 18.93% and 4.93% respectively. The bulk of the 
mining product exported was gold which made more than 35% of the total merchandise 
exports. According to Petersson (2005), the main objective of the South African trade policy 
was to reduce the country’s over-dependence on primary products. Therefore, the trade policy 
tried to address the problem by increasing openness to the world. South Africa’s export 
structure significantly changed from the early 1980s to the late 2000s. The export basket 
changed with the mining sector being replaced by the manufacturing sector as the leading 
exporting sector in the country. In other words, the share of manufacturing products 
significantly increased in reaction to the relative strong export growth demand abroad. This 
saw South Africa’s total exports experiencing a trend of increasing export diversification. 
According to Table 2.7 the percentage share of machinery and equipment rose to 52.82% as 
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compare to the 4.93% in 1980. The diversification levels increased as a result of a significant 
decline in non-monetary gold exports and the resulting decline of export concentration in the 
aggregate of primary, crops and non-monetary gold products. 
2.7.1 South Africa’s export basket 
The export basket for South Africa consists of minerals, agriculture, beverages, tobacco, and 
refined products. On the same note, sectors such as automobiles, other machinery and 
equipment, food and leather products are exported in large amounts, but are offset by even 
larger imports in the same products. It is only in mining, specifically gold, platinum, iron ore, 
and coal, that South Africa has large net exports (Hausmann and Klinger, 2006). Table 2.8 
shows all product groups that form part of the South African market basket and the value 
export since 1980. 
Table 2.8: Share of Products in the South African export Basket 
Product 1980 1985 1990 1995 2000 2005 2010 
Agriculture, forestry & 
fishing [1] 
19.71% 10.26% 15.41% 13.33% 12.89% 17.61% 17.24% 
Coal mining [21] 39.97% 71.41% 54.78% 45.79% 45.91 55.42% 48.22% 
Gold &uranium ore 
mining [23] 
95.24% 95.24% 95.24% 95.24% 95.24% 95.24% 95.24% 
Other mining 
[22,24,25,29] 
66.04% 81.60% 70.96% 50.93% 61.00% 45.75% 57.08% 
Food[301-304] 14.96% 10.35% 10.64% 9.68% 10.77% 8.07% 9.80% 
Beverages[305] 1.69% 1.04% 2.66% 6.80% 11.15% 13.07% 15.05% 
Tobacco [306] 0.31% 0.21% 0.64% 3.48% 9.42% 9.61% 10.74% 
Textiles[311-312] 7.51% 16.94% 13.38% 14.07% 13.48% 13.15% 11.20% 
Wearing apparel [313-
315 
2.71% 4.72% 5.45% 7.75% 13.23% 9.60% 4.50% 
Leather [316] 16.39% 22.81% 20.70% 41.03% 42.76% 42.02% 30.66% 
Footwear [317] 8.36% 3.02% 1.27% 3.83% 2.79% 2.23% 5.59% 
Wood & wood 
products [321-322] 
5.50% 7.10% 6.90% 16.04% 18.12% 19.62% 9.95% 
Paper & paper 
products [323] 
8.76% 13.95% 17.19% 31.54% 23.21% 15.23% 19.93% 
Printing, publishing & 
recorded media[324-
326] 
1.84% 1.56% 0.93% 2.12% 2.48% 5.02% 2.27% 
Coke & refined 
petroleum products 
[331-333] 
4.11% 3.19% 1.51% 16.70% 21.41% 17.64% 14.70% 
Basic chemicals [334] 18.93% 20.60% 21.88% 47.28% 32.38% 39.36% 39.15% 
Other chemical & 3.84% 3.99% 4.72% 7.24% 8.39% 8.67% 10.35% 
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man-made fibres [335-
336] 
Rubber products [337] 2.55% 2.08% 3.41% 11.52% 15.98% 19.62% 16.43% 
Plastic products [338] 0.95% 1.32% 2.41% 5.84% 6.28% 7.37% 10.28% 
Non- metallic minerals 
[342] 
6.77% 5.32% 2.99% 8.25% 9.43% 8.85% 5.67% 
Basic iron & steel 
[351] 
24.05% 35.67% 46.96% 54.01% 50.49% 61.11% 63.13% 
Basic non- ferrous 
metals [352] 
44.65% 58.92% 50.79% 40.08% 45.75% 54.38% 61.38% 
Metals products [353-
355] 
13.44% 18.75% 24.25% 31.47% 37.44% 45.65% 48.32% 
Machinery & 
equipment [356-359] 
4.93% 5.55% 8.41% 25.63% 40.16% 49.35% 52.82% 
Electrical machinery 
[361-366] 
2.91% 2.12% 5.85% 10.76% 10.79% 11.35% 13.54% 
Television, radio & 
communication 
equipment [371-373] 
1.29% 2.25% 3.86% 10.56% 32.52% 36.03% 32.87% 
Scientific equipment 
[374-376] 
14.86% 10.52% 17.34% 27.02% 46.83% 41.47% 48.65% 
Motor vehicles [381-
383] 
19.65% 35.04% 16.51% 10.59% 20.66% 26.70% 38.47% 
Other transport 
equipment [384-387 
2.56% 4.88% 21.40% 18.73% 44.61% 19.36% 18.89% 
Furniture [391] 3.62% 2.22% 4.90% 34.36% 34.54% 33.74% 26.91% 
Source: Computed using data from Quantec, 2013, www.quantec.co.za, * The numbers in square brackets [ ] 
represent product classification. 
South Africa’s exports basket composition was mainly dominated by the mining sector prior 
to independence with the sector accounting for more than 60% of the country’s total exports 
in 1985. The main reason for the mining sector comprising the highest percentage share in the 
export basket was because of the reluctance of the government to promote other industries 
due to the abundance supply of minerals in the country. Another reason was the barriers that 
were faced by South African firms in foreign markets due to economic isolation experienced 
by the country (Faulkner and Loewald, 2008). 
However, South Africa has ever since the 1990s relatively diversified its export basket. It can 
be seen from Table 2.8, that the country has increased the volume of exports. For example 
coke and refined petroleum products accounted for only 4.11% to the export basket but in 
1995, it accounted for 16.7%. Other commodities that increased volume in the export basket 
were paper, wood, chemicals, transport equipment, television and communication equipment, 
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electrical machinery, plastics and rubber products. This might be attributed result to the 
lifting of sanctions and removal of trade barriers leading to freer international trade. 
Generally in the past the South African export basket like any other developing economy, 
comprised of more primary products compared to manufacturing products. 
According to Edwards and Golub (2004), due to extensive trade liberalisation, the South 
African export basket structure was already experiencing some changes as early as 1990. 
With the abandonment of the highly infant industry protecting strategy over the infant iron 
and steel industry in the country, the economy realised positive exports from the industry of 
approximately R5610 billion in 1990, constituting 7.8% of total exports. The outward looking 
strategy which saw the encouragement of exports through the use of subsidies to even 
prospective exporting industries opened doors to the exportation of many more products.  
After apartheid, with trade being liberalised and sanctions lifted over the country encouraging 
freer movement of products in and out of the country, the manufacturing sector had the 
largest share of total exports. Among other manufactured export are; motor vehicle 
contributing 38.47%, scientific equipment 48.65, machinery and equipment 52.82% in 2010. 
The agricultural sector has slightly declined to 17.2% in 2010. The manufacturing sector has 
shown a significant improvement from 1980 to 2010 although the mining sector continued to 
be South Africa’s main foreign currency earner. The growth in the manufacturing exports can 
be attributed to the confidence built on by investors making them invest more in 
manufacturing firms thereby creating more output available for exportation. The following 
section discusses export diversification and export growth in South Africa. 
2.8 Export Diversification and Export Growth in South Africa 
The South African economy has undergone a gradual process of trade reform aiming to 
improve resource allocation by shifting policy towards a more competitive export-oriented 
focus and more specifically to diversify exports. The main issue which arises from this is 
whether shifting of policy has produced a sustainable export growth or not in South Africa. 
Table 2.9 shows the top twenty fast growing manufacturing exports in South Africa. 
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Table 2.9: Weighted annual growth rate (%) of individual export products in South 
Africa 
Product 1980-1990 1980-2012 
Food 1.3% 4.83% 
Beverages 17.50% 15.08% 
Tobacco 20.47% 17.94% 
Textiles 0.77 -3.21 
Leather -15.57% -6.98% 
Wood products 4.39% 4.76% 
Paper 14.94% 4.64% 
Coke & refined petroleum 0.60% 11.87% 
Basic Chemicals 6.55% 6.77% 
Man-made Fibres 11.76% 10.58% 
Rubber 13.32% 12.07% 
Plastics 17.57% 13.22% 
Metals 7.50% 5.53% 
Basic iron & steel 8.55% 4.83% 
Non-Ferrous Metals 4.80% 2.80% 
Machinery & Equipment 4.96% 10.28% 
Electrical Machinery 7.71% 8.61% 
Television and Radio 1.50% 2.97% 
Scientific equipment 7.57% 6.81% 
Motor Vehicles 3.88% 10.36% 
Transport Equipment 9.74% 7.52% 
Furniture 6.52% 12.57% 
Source: Computed using data from Quantec, 2013, www.quantec.co.za 
Focusing on the fast growing exports it is evident that coke and refined petroleum exports 
have grown substantially. The 1980-1990’s weighted annual growth for refined petroleum 
and coke was only 0.60% however; it rose to 11.87% in the 1980-2012 periods. In addition, 
the exports for motor vehicles also grew fast. The 1980-2012 weighted annual growth is 
10.36% compared to the 3.88%. 
Exports from the textiles and clothing, leather and footwear sector have performed badly in 
terms growth since 1980. This was probably due to the effects of lower tariffs and the end of 
the Agreement on Clothing and Textiles (ACT) as well as China’s emergence in the world 
market that made South Africa to import more textiles than producing and exporting. 
2.9 Export Diversification and export Stability in South Africa 
Diversification of a country’s export basket is often seen a desirable for stabilisation of export 
earnings and for stimulating export –led growth (Alexander and Warwick, 2007). In other 
words, a country with diversified exports will experience greater export earnings stability. It 
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is often taken for granted that export diversification is good for country’s economic 
performance, however, a number of arguments have been made that cast some doubts on 
whether export diversification leads to export stability in the economy. Export instability is 
defined as an average of the “unexpected” or unpredicted changes export revenues over a 
given period of time.  
A country whose exports are growing rapidly may even score high on the instability scale. 
This is because the instability of export earnings depends on the instability of individual 
commodities as well as the correlation between different pairs of commodities. Export 
instability is believed to be severe in less developed countries because they usually export 
primary products which are volatile in world markets. In other words, developing countries 
rely mostly on exports of primary commodities whose prices and earnings in the export 
market are correlated and move in the same direction rather than offsetting each other. Hence, 
these countries may experience growth with export instability. However, a country whose 
exports grow at a constant rate is assumed to have zero instability regardless of the magnitude 
of the growth rate. DeRosa (1991) notes that export diversity may not came about without 
government targeting certain sectors which however may be welfare reducing if fiscal 
resources are used in this process. Others argue that, diversification is the outcome of a 
country’s stage of development. The following table shows instability indices of a few 
selected primary and manufactured exports in South Africa since 1980 to 2012. 
Table 2.10: Instability indices for selected primary and manufactured export products  
Product Instability index 1980-2012 
Gold 0.6 
Maize 0.4 
Coal 0.2 
Tobacco 0.3 
Citrus fruits 0.1 
Platinum 0.5 
Food 0.2 
Beverages 0.1 
Textiles 0.3 
Wood 0.5 
Chemicals 0.1 
Electronics 0.08 
Machinery 0.06 
Source: Computed using data from Quantec, 2013. (Standard deviations of export earnings) 
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Since South Africa’s main exports are from gold, the export earnings from gold are affected 
by a number of factors that leads to gold having a higher instability index. Although gold still 
plays an important role in the South African economy, the contribution of gold exports to 
total export has declined due to a change in the international gold market. The 2008/2009 
global financial crisis affected the export earnings in South Africa, as well as the sanction that 
were imposed on the country during the 1980s. The manufactured exports (electronics 0.08 
and machinery 0.06) have recorded the lowest instability indices from the selected sample of 
commodities. This might be because export diversification is inversely related to export 
instability. 
There are two conflicting views regarding the impact of export instability on economic 
growth.  One strand of literature emphasises the negative impact of export instability on 
growth for example see (Ozler and Harrigan, 1998; Gyimah-Brempong, 1991; Fosu 1992; 
Dawe, 1996 and Kaushik and Paras, 2000). This is based on the idea that variability in export 
earnings increases uncertainty and this may have a detrimental impact on private investment 
decisions, and adversely affects both the level and efficiency of capital. Due to close link of 
government revenue with export revenue, instability in the export revenue causes variability 
in the government which amounts to disruptions in public investment in infrastructure. The 
second argument is based on the fact that export instability does not inhibit the process of 
growth; rather it may encourage the growth. 
2.10 Economic Growth in South Africa  
2.10.1 The composition and level of economic growth in South Africa 
This section presents the statistics on South Africa’s economic growth performance since 
1980 to 2012. The focus is on overall GDP and the sectoral distribution of growth from 
production and expenditure perspectives. According to Du Plessis and Smit (2005), South 
Africa’s economic growth is affected by a lot of factors that include among others, the role of 
demand side policy intervention by the government, capital and human accumulation, 
monetary and fiscal policy and technological change. South Africa's economy was 
traditionally rooted in the primary sectors in the 1980s. This is because of a wealth of mineral 
resources and favourable agricultural conditions. However, in recent decades, the country has 
seen a structural shift in output. Since the early 1990s, economic growth has been driven 
mainly by the tertiary sector which includes wholesale and retail trade, tourism and 
communications. Now South Africa is moving towards becoming a knowledge-based 
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economy, with a greater focus on technology, e-commerce and financial and other services. 
Among the key sectors that contribute to the gross domestic product and keep the economic 
engine running are manufacturing, retail, financial services, communications, mining, 
agriculture and tourism. Table 2.11 shows the relative contribution of three economic sectors 
to GDP namely primary, secondary and tertiary. 
Table 2.11: South Africa’s key sectors: % contribution to GDP  
 1980 1990 2000 2010 
Primary Sector 13.6 12.1 10.2 7.6 
Agriculture, forestry and fishing 2.8 2.9 2.6 2.2 
Mining and Quarrying 11.3 9.3 7.6 5.3 
Secondary sector 25.5 22.5 21.3 20.3 
Manufacturing 18.4 18.0 17.1 15.3 
Electricity, gas, water 1.5 2.0 2.1 1.8 
Construction 3.3 2.6 2.0 3.1 
Tertiary Sector 49.1 53.6 57.3 61.3 
Wholesale, retail trade, catering and 
accommodation 
10.8 11.5 12.4 12.2 
Transport storage and 
communication 
5.9 5.8 7.8 9.0 
Financial, real estate and business 
services 
18.6 21.8 20.5 19.0 
Personal services 5.3 5.5 6.2 5.4 
Government Services 14.3 16.6 14.6 13.5 
Source: Computed using data from SARB, 2012, www.resbank.co.za 
 
The primary sector accounted for 13.5% of GDP in 1980. However, the figure dropped to 
7.1% in 2010. This might be because of the shift of the South African economy on the 
dependence of primary products to secondary and manufacturing sectors. The tertiary sector 
accounted for 62.1% of GDP in 2010 with the wholesale, retail trade, catering and 
accommodation as well as financial intermediation and business sub-sectors as the best 
performers. 
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Table 2.12: GDP and GDP per capita Growth rates 1980 to 1993 and 1994 to 2008 
 1980 1982 1984 1986 1988 1990 1992 1993 Average   
GDP 6.6 -0.4 5.1 0 4.2 -0.3 -2.1 1.2 1.78 
GDP per 
capita 
4.2 -2.7 2.8 -2.2 2 -2.4 -4.2 -0.9 -0.42 
 1994 1996 1998 2000 2002 2004 2006 2008 Average 
GDP 3.2 4.3 0.5 4.2 3.7 4.6 5.6 3.6 3.71 
GDP per 
capita 
1.1 2.1 -1.6 2.1 1.6 2.8 4 2.3 1.8 
Source: Computed using data from SARB, 2012, www.resbank.co.za 
 
The average real GDP growth rate since 1980 to 1993 was 1.78% and in per capita terms it 
was -0.42%. The country’s growth performance was relatively poor. The reasons might be 
attributed to apartheid. The average real GDP growth rate since 1994 to 2008 was 3.71% and 
the per capita terms is 1.8%. South Africa experienced a prolonged and rather slow economic 
growth between the years of 1980 and 1993 due to internal political instability, trade and 
financial isolation (Du Plessis and Smit, 2005).  The country’s economy experienced low 
economic growth and a relatively small market size which accompanied the political 
transition from 1980 to 1994. However, macroeconomic reforms and policies have boosted 
the country’s competitiveness, economic growth and opened South Africa to international 
markets in 1994. Looking at the expenditure side, South Africa’s real economic growth was 
relatively related to growth in the country’s domestic consumer expenditure. Domestic 
expenditure increased by an average of between 0.6% in 1995 to 3.2% yearly from 1995 to 
2004. This was a direct result of a 5.1% increase in expenditure on fixed investment, 3.7% 
increase in expenditure on household goods and services on a yearly basis (Miller, et al, 
2008).  Figure 2.3 serves to illustrate trends that have happened in South Africa’s GDP. 
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Figure 2.3: Real Domestic Product in South Africa 
Real GDP for South Africa from 1980 to 2012
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Source: Computed using data from SARB, 2012, www.resbank.co.za 
As shown in Figure 2.3 it can be noted that real GDP was somehow low in the 1980s though 
it generally increased from R935617 billion to R1090366 billion in 1980 and 1989 
respectively, reflecting a 16.54% increase. However, GDP fell to R981994 billion in 1982 
from R985773 billion in 1981, and further decreased by 1.85% in 1983. This was mainly due 
to the fact that the economy was dominated by low-productivity and low-employment as a 
result of that domestic industries faced low competition from international firms due to high 
protectionism. In other words, domestic firms could not strive to increase productivity 
efficiently due to low import competition hence reducing the gross output of the country. The 
country’s real GDP boosted in 1984 by 5.10% to R1013009 billion from R963861 billion in 
1983. However, the increase was short-lived because by 1985 GDP had decreased by 
approximately 1.21%. Such variability in the South Africa GDP was a direct link of the debt 
crisis for 1983, in the form of short-term foreign debt which led to the country facing 
financial shortages hence leading to the weakening of the rand. This had a direct negative 
impact on the production and consumption levels of the South Africans (Flatters and Stern, 
2007).  
From 1985 to 1989, the South African GDP experienced sustained expansion and had 
reached R1090366 billion by 1989. The prolonged increase in GDP for that period was 
closely related to the efforts of the SARB of stabilising the rand in relation to other 
currencies, this directly led to stability in the economy thereby maintaining positive terms of 
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trade. The country’s GDP, declined in the early 1990s, with GDP declining with more than 
2% to R1052848 billion in 1992 from R1086901 billion in 1990. This was a direct result of 
the tightening political situation, dominated by strikes, go slows and employee grievances 
which negatively affected productivity (Edwards and Lawrence, 2006). 
GDP increased by 1.23% from R1052843 billion in 1992 to R1065830 million in 1993. 
Furthermore, gross output for South Africa continued to increase after 1994 up to when the 
negative effects of the global financial crisis were felt in 2009. In other words South Africa 
experienced the longest period of economic expansion in the country’s recorded history 
between 1992 and 2008 (Mnyande, 2010). This created an environment which reduced risk, 
hence creating investor confidence to invest in the country. On the same note, the South 
African government had also embarked on prudent fiscal and monetary policy such as the 
announcement of the adoption of the inflation targeting strategy by the SARB in the 2000-
2001 budgets. Through the use of rational expectations, inflation targeting policy has been 
used successfully to reduce inflationary expectations that might directly translate into 
inflation thereby stabilizing the economy, the exchange rate and boosting investor confidence 
(Nattrass et al., 2000). 
On the contrary, South Africa’s total output decreased by more than 1.5% to R1786637 
billion in 2009 from R 1814532 billion in 2008. Sluggish growth experienced by the country 
in 2009 was a result of many factors which included, the depreciation of the Rand, the credit 
crunch and the global financial crisis of 2008, which directly led to increased oil prices 
thereby increasing costs of production. In addition to that GDP growth in 2010 was only 
2.89%, lower than the 2008 rate of 3.62%. This was mainly as a result of harsh domestic 
economic conditions experienced by the country together with a deteriorating global 
environment (Naude, 2009). 
2.10.2 Export diversification and economic growth in South Africa  
This section deals with export diversification and its relationship on economic growth. 
According to Aditya and Roy (2009), the larger the number of goods exported by a country, 
movements in the prices of individual goods offset each other and the country’s export price 
level tends to be relatively stable. Therefore, export diversification helps in stabilising export 
earnings in the long run. The relationship between export diversification and GDP is plotted 
in Figure 2.4.  
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Figure 2.4: Export diversification and economic growth trends  
Export Diversification and Economic growth in South Africa
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Theoretically, an increase in export concentration is associated with declines in economic 
growth. However, the relationship is not somehow true with plots of export diversification 
and economic growth in South Africa in Figure 2.4. From the early 1980s to 1986 for 
example, the export concentration index was well below (0.3), suggesting high levels of 
export diversification. However, during the same period economic growth was very volatile 
ranging from more than 6.6% in 1980, to 0% 1986. The average GDP growth rate was 2.2% 
which was not line with economic theory which suggest that low export concentration index 
is associated with high economic growth. Put differently, export composition structure had 
little impact on the growth of the economy during the period. The main reason behind such 
experiences mainly lies with changes in commodity prices and low productivity and low 
employment. This was made possible by a higher real exchange rate, the volatility of the 
Rand due to the exchange rate regime adopted by the government during that time and high 
levels of political instability. In 1986, the inflation rate reached a peak of almost 21% this led 
investors to withdraw their investment because of the economic environment that prevailed in 
the country during that period (Faulkner and Loewald, 2008).  
From 1987 the concentrated index increased to (0.3) more than (2.21) of 1986. During the 
same year economic growth rate also increased by a slightly larger margin from 0% in 1986 
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to 2.1% in 1987 thanks to increased production in minerals enhanced by favourable gold 
prices in international markets during the year (Edwards and Golub, 2004). The increase in 
export concentration was short-lived, by 1988 export concentration was already declining and 
reached (0.24) by the end of the year. On the contrast, economic growth increased during the 
same year to 4.2%. The pillar of such continued growth and decline in export concentration 
in the South African economy was due to the stability of the rand in relation to other foreign 
currencies (Edwards and Lawrence, 2006). 
Export concentration increased slightly to (0.26) in 1989 from (0.4) in 1988. Associated with 
that export concentration slight increase, was a dramatic fall in GDP growth to 2.4%. 
Odhiambo (2009) identified the causes of the dramatic decline to include trade and financial 
sanctions, political unrest, and debt crisis, which negatively affected prospects for substantial 
capital inflow especially from abroad. 
Export concentration continued to increase in the early 1990s, from (0.28) in 1990 to (0.37) 
in 1993. During the same period, economic growth was negative from 1990 to 1992, and was 
slightly above 1% in 1993. The relationship between export diversification and economic 
growth during this period supported theoretical literature which suggests an inverse 
relationship. The reasons that might have contributed to the decline of economic growth were 
insufficient domestic savings that directly led to dampening investment in both capital and 
human inputs, and isolation of the country from economically well countries (Fedderke, 
2005).  
Export concentration index increased from 1994 to 1996, averaging 0.4 for the period. 
Economic growth also increased with positive margins and reached a peak of 4.3% in 1996. 
Among other reasons for positive economic growth was increased direct investment resulting 
from investor confidence increases due to the end of political unrest in the country (Arora and 
Vamvakidis, 2005). In addition, trade liberalisation saw the reduction in tariff lines and 
levels, the abolishment of trade sanctions and achievement of political stability. All these 
factors worked for the good of export composition. This directly resulted in increased non-
traditional exports of the import-competing product groups, characterised by import 
surpluses. However, though trade openness increased due to extensive trade liberalisation 
during the period of 1997 to 2010, the export concentration index averaged (0.48), and 
reached the highest of (0.5) in 1998. The 1998 export concentration index was relatively high 
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suggesting that the South African export basket was becoming less diversified. South Africa 
as an emerging market economy was heavily affected by the 2008, global credit crunch, 
financial crisis and depreciation of the rand. However, economic growth rate associated with 
this period varied from positive to negative rates. For example, the economic growth rate 
decreased from 4.3% in 1996 to 2.6% in 1997, and continued to decline to 0.5% in 1998. The 
small growth of the economy was a result of the adverse effects of the 1998 Asian crisis, 
which affected developing emerging economies heavily (Naude, 2009). 
There was a turnaround in 1999; the economy grew by 2.4%. South Africa achieved high 
economic growth in 2000, due to increased investment associated with the expected stability 
of the economy due to the inflation targeting policy adopted by the South African Reserve 
Bank (SARB) during the same year. The economic growth rate of South Africa drastically 
declined in 2001 to 2.7% and even failed to recover to the 2000 peak level up to 2003. 
Sluggish growth in 2001 could be attributed to considerable volatility in the economy 
resulting from international financial uncertainty as a result of the dotcom bubble busting in 
the US (Faulkner and Loewald, 2008). During the years 2005, 2006 and 2007, South Africa 
experienced booming economic growth which averaged above 5%. The growth of the 
economy however, drastically declined in 2008 and even reached -1.5% in 2009 due to the 
global financial crisis. In 2010, the South African economy gained 3.1% in terms of growth. 
Increased total output in 2010 was attributed to relatively stable and low interest and inflation 
rates in the country and also high construction due to the world cup (Devarajan and 
Kasendeke, 2011). Economic growth continued to increase in 2011 to 3.6 and however 
declined in 2012. The reasons for the decline of economic growth in 2012 might be attributed 
to the depreciation of the real exchange rate due to the decline in the mining sector caused by 
labour disputes. 
2.11 Determinants of export diversification in South Africa 
This section discusses the crucial determinants of export diversification in South Africa 
namely real effective exchange rate, trade openness, foreign direct invest, human capital 
investment and gross physical capital formation. 
2.11.1  Real Effective exchange Rate in South Africa 
The real effective exchange rate is defined as the nominal exchange rate that takes inflation 
differentials into account (Kipici and Kesriyeli, 1997). Real effective exchange rate can be 
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used as an indicator of competitiveness in the foreign trade of a country. In other words, it 
takes the relative price of the tradable and non-tradable in the country as an indicator of the 
country’s competitiveness level in foreign trade. Therefore, any changes in the real effective 
exchange rate would lead to fluctuations in short term capital flows. According to 
Takaendesa (2006) the South African exchange rate was fixed as it was pegged either to the 
US dollar or pound sterling until 1979. Greater flexibility was introduced into the foreign 
exchange market with dual currency exchange being used in 1979. 
The dual currency exchange system was abandoned in 1983 with the commercial rate 
determined in the market subject to direct intervention by the South African Reserve Bank. In 
1983, the financial rand was abolished following the debt crisis which was caused by the 
refusal of American banks to roll-over South Africa short term foreign debt; the rand fell 
further in 1985. The Reserve Bank maintained a direct influence on the exchange rate 
through active intervention in both the spot and forward markets. 
Due to the negative effects of the flexible exchange rate system associated with volatility, the 
South African Reserve Bank opted to use the managed float system. The managed float 
allows the currency to fluctuate under market conditions but allows the reserve bank to 
intervene in the market to minimise short run variability by adjusting the stock level of gold 
and foreign exchange reserves (Nattrass et al., 2000). Since the 1990s the SARB has adopted 
a non-interventionist policy in the foreign exchange rate market to complement the outward 
looking trade policy. The outward looking trade policy has ensured that export growth plays a 
critical role in promoting long-term economic growth. The flexible exchange rate brought 
about a lot of uncertainty and volatility in the exchange rate due to variability in market 
forces determining the exchange rates. In the 2000s, a lot of market participants perceived the 
rand to be weak and this further led to the weakening of the rand. Figure 2.5 illustrates the 
movements of South Africa’s real effective exchange rate. 
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Figure 2.5: Real Effective exchange rate in South Africa 
Real Effective Exchange Rate in South Africa 1980 to 2012
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Between 1981 and 1987, the real effective exchange rate became volatile there was a huge 
depreciation of the rand between 1984 and 1985.  The reason might be attributed to political 
disturbances, imposition of sanctions on the country and a fall of international commodity 
prices. From 1988 to 1995, the real effective exchange was stable. According to Takaendesa 
(2006), the South African Reserve Bank was more active in stabilising the real effective 
exchange rate because it was concerned with international competitiveness of South Africa’s 
manufacturing exports. Since 1995, the real effective exchange rate was volatile because of 
the adoption of a unified exchange rate of the rand which is determined by the market. To a 
larger extent, the real effective exchange was depreciating up until 2002. The South African 
real effective exchange rate depreciated by around 25% in 2001. The depreciation was caused 
by various adverse external and domestic developments leading to the deterioration in the 
country’s Balance Of Payments (BOP), hence the decline in the supply of foreign currency 
(Shelile, 2006). 
Around October 2002, the rand strengthened reversing past trends. The currency’s 
appreciation was from 2002 to 2004 due to the general dollar weakness. The rand started to 
depreciate in 2006 to 2008. The period was largely comprised of oil shocks and the global 
financial crisis. The rand started to appreciate in 2009 and continued to do so up to 2010 
mainly due to the fact that South Africa hosted the 2010 world cup. From 2011 to 2012, the 
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rand started to depreciate; this was mainly due to a drop in earnings from natural resources 
such as mineral products that was caused by strikes in the mining industry (Jordanova, 2012). 
2.11.1.1 Real effective exchange rate and export diversification in South Africa 
Exchange rate management plays a crucial role for exports in a country. There is a positive 
relationship between exchange rate and the diversification index. Therefore, exchange rate 
depreciation leads to export expansion. Removing real effective exchange rate misalignment 
and uncertainties can results in export diversification. Export diversification in turn can 
results in higher income elasticity and export expansion induced by growth in the world 
income. Figure 2.6 shows real effective exchange rate and export diversification in South 
Africa since 1980 to 2012. 
Figure 2.6: Real effective exchange rate and export diversification in South Africa 1980-
2012 
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Using the normalised Hirschman Index as the proxy variable for export diversification 
calculated from the most recent data available for South Africa, it can be noted that according 
to Figure 2.6 that there is no clear positive relationship between the depreciation of real 
effective exchange rate and export diversification. However, a slight positive relationship is 
noticed in 1995 when the real exchange was somehow stable and the normalised Hirschman 
index was increasing. The situation in South Africa from 1980 to 2012 does not show a clear 
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picture of the positive relationship between the depreciation of the rand and normalised 
Hirschman index. 
2.11.2 Trade openness in South Africa  
Openness in trade refers to the degree to which countries or economies permit or have trade 
with other countries or economies. It can also mean the freedom to trade internationally or 
trade liberality (Skipton, 2007). Trade openness in South Africa has been mainly determined 
by trade policies adopted by the government as well as politics since the 1970s. According to 
Mabugu and Chitiga (2008), before the 1980s, the South African trade policy was mainly 
geared towards the import substitution strategy with aim of enhancing growth as well as 
diversifying economic activities and to be less dependent on gold and other natural resources. 
However, during the 1980s, the South African trade environment faced internal political 
difficulties and international reactions to the apartheid regime. Although attempts were made 
to revive external trade through export promotion schemes, trade embargoes took place 
during this period. Therefore, the country could not produce sufficiently to export a lot of 
products to other countries, and hence the unavailability of foreign currency to import, 
leading to low levels of trade openness of the country. In addition, the depreciation of the 
rand made it difficult for importers buy commodities from abroad. This was worsened by 
high protection that prevailed over importing South Africans in form of tariffs, surcharges 
and specific duties. 
On the other hand, South Africa experienced trade liberalisation since the early 1990s, the 
economy has ever since opened up to foreign markets. Beginning of the 1990s, the official 
policy stance was of export-oriented industrialisation. The export–oriented strategy was more 
concerned with the reduction of import tariffs and export subsidies were used to reduce the 
anti-export bias in the economy. This was made possible by the General Export Incentive 
Scheme (GIS) that was introduced in 1990. The main aim of GEIS was to encourage the 
production of valued added exports. There was also strong support of South Africa’s 
industrial strategy which was spearheaded by comprehensive tariff reductions agreed to under 
the General Agreement on Tariffs and Trade (GATT) in 1994 (Rangasamy and Harmse, 
2003). South Africa’s trade policy reform was premised on the assumption that tariff 
liberalisation would increase the competitiveness of domestic manufacturing industries. 
According to Cassim et al. (2004), the pace of trade liberalisation culminated in the 1995 
Uruguay Round and an offer to the WTO consisting of a five year tariff reduction and 
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rationalisation program. Trade performance improved and foreign markets became 
increasingly important. To date, South Africa is involved in formal trade relations with 
various economies by means of treaties, trade agreements and membership in international 
trade institutions. South Africa successfully joined SADC and a trade protocol, envisaging 
the creation of a free-trade area over eight years was signed in 1996 (Hviding, 2006). In 
1997, the export incentive schemes was abolished and the number of tariff lines had declined 
by 40% by 1999 (Lewis, 2001). In October 1999, preferential market access to other major 
trading blocs such as SACU and EU was granted with the aim of promoting trade between 
South Africa and other African countries.  
 
Figure 2.7: Trade Openness and manufacturing exports in South Africa 
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Source: Computed using data from  SARB, 2012   
In general, South Africa has become gradually less dependent on primary commodities. 
Trade liberalisation is likely to have a substantial positive impact on South Africa’s growth of 
manufacturing exports. In other words, growth in manufacturing industry can be ascribed to 
the effect of trade liberalisation during the 1990s. In 1980, the trade openness index was 
0.4018 and it slightly dropped to 0.3995 in 1981 and ranged between 0.3995 and 0.3321 
throughout the decade. The main reason for the fall in trade openness by South Africa was 
the mainly attributed to too much deregulation of exchange controls leading to the maxi-
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devaluation of the rand (Tsikata, 1999). Trade openness level also remained due to the trade 
barriers that distorted trade and shunned free trade in a move to protect domestic infant 
manufacturing industries. On average, manufacturing exports were low during the 1980s as 
the country was dependent on primary exports particularly gold for foreign exchange.  
From the 1990s, trade liberalisation was stimulated by a complete removal of all tariffs on 
imported goods and services. The explanation for such a sustained growth in net exports lay 
behind the outward looking strategy which promoted export growth in the form of direct 
export subsidies on manufactured goods and incentives to exporters, duty free imports for 
exported goods in the clothing and textile, and the motor industries. This directly led to the 
availability of foreign currency for the importation of needed raw materials for further 
production, hence boosting domestic industries that use domestically unavailable inputs 
(Edwards and Alves, 2005). 
Trade openness continued to increase after 1995 but slightly fell in 1999. The reason behind 
the fall was directly linked to decreases in imports experienced due to the negative effects of 
the emerging market crisis which originated in the East Asian countries (Nattrass, et al., 
2000). Another significant increase in trade openness occurred from 2004 up to 2007 where 
the share of imports and exports accounted for 46.21% of total GDP in the country. Increases 
in trade openness during the period resulted from increases in commodity prices as a result of 
china emerging as the economic powerhouse (Faulkner and Loewald, 2008). The other part 
for South Africa’s increased trade openness was its increased trade activities with the EU, 
SADC and SACU. However, as part of the global world and being an emerging market, 
South Africa was not spared from the negative effects of the global financial crisis which 
originated in the USA in 2008. 
2.11.3 Gross capital formation and foreign direct investment 
Investment is the fuel of economic growth. Therefore, the main objective of this section is to 
present a view of investment in South Africa. This section discusses two broad categories of 
investment and these are Foreign Direct Investment (FDI) and gross capital formation. FDI is 
defined as the net flow of investment to acquire a lasting management interest in an 
enterprise operating an economy other than that of an investor (Sandrey, 2013). In other 
words, it is the sum of equity capital, reinvestment of earnings, other long capital and short 
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term capital as shown in a country’s balance of payments. Figure 2.8 shows foreign direct 
investment and gross fixed capital formation in South Africa. 
Figure 2.8: Foreign direct investment and gross fixed capital formation in South Africa 
Foreign direct investment (FDI) and gross fixed capital formation 
(GFC)
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Source: Computed using data from, SARB, 2012   
From early 1980s to early 1990s, South Africa experienced very low gross fixed capital 
formation as well as low foreign direct investment. This was mainly because of various 
factors such as  low confidence levels by investors to invest in the country due to political 
instability, economic isolation and a bleak economic future that prevailed in the country due 
to high levels of uncertainty. Another, significant reason for such low levels of investment in 
the country was the low level of savings associated with the period between 1980 and 1990 
Barbour (2005) as well as a campaign against apartheid which led to economic isolation, and 
substantial political instability in the country. From 1985, foreign banks creditors also 
imposed a debt repayment schedule on the South African government and public sector 
borrowers. This directly led to a significant fall in portfolio investment inflows in South 
Africa. During this period, both FDI and gross fixed capital formation figures were less than 
500 billion rands. 
South Africa experienced a new dawn of increases in FDI in the 1990s due to the political 
transition in 1994 that reversed disinvestment pressures. After 1994, the South African 
government was committed at lowering the fiscal debt, inflation, liberalising the financial 
system and capital account.  The gross fixed capital formation as well as FDI followed an 
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upward trend since 1994. The upward trend also continued throughout the decade. The reason 
might be that South Africa formally adopted inflation targeting as a monetary policy 
instrument in year 2000 to protect the value of the rand. The adoption of the inflation 
targeting significantly boosted investor confidence as it implied more stability in the 
economy (Van der Merwe, 2004). 
It can also be noted that gross fixed capital formation and FDI in South Africa continued to 
rise from 2000 to 2008. This was attributed to the stableness of the economy, specifically in 
terms of the prevailing inflation rate and interest rates which were in most years below 10% 
and averaged 13% respectively. From 2008 to 2009 capital fixed formation and FDI slightly 
decreased. This might because of the global financial crisis that took place during that period. 
In 2010, though there were a lot of positive prospects of investment due to the Soccer World 
Cup hosted by the country, capital formation only increased by a small margin of less than 
5%. This was mainly due to the subprime crisis effects that originated in the US (Mnyande, 
2010). 
2.11.4 Human Capital  
Before 1994, South Africa faced very low standards of education (Department of education, 
2001). The reasons were that the country was under apartheid rule which implied a lot of 
discrimination in many sections of life. Education was not spared from such discrimination, 
where segregated schools were governed by racially separate government agencies according 
to their classification and by their population groups. According to Yamauchi (2010), after 
1994, discriminatory and segregating barriers that prevented African children from entering 
other schools were discontinued. However, in reality schools attended primarily by white 
children have maintained their superior quality over those attended by Africans. The 
government introduced the South African School Act, 1996 and the Norms and Standards for 
School Funding to provide guidance in implementing a non-segregated education system. In 
spite of institutional reform, economic and spatial divides between whites and others have not 
changed significantly, and this reality is reflected in the education system. 
Human capital directly improves individual earning capacity. Equal access to quality 
education plays a crucial role in improving skill and productivity of citizens. Figure 2.9 
shows final consumption expenditure by household on education from 1980 to 2012.  
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Figure 2.9: Household consumption on education  
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It can be noted from Figure 2.9 that household consumed less on education in South Africa 
from the early 1980s to around 1997. This was mainly because few students especially the 
Africans could enrol in primary and secondary schools. The main factor behind this was 
discrimination which prevailed under the apartheid rule. 
From 1997 the South African government has embarked on heavy spending in the education 
sector in form of building of infrastructure (school classes), bursaries, grants and 
scholarships. Heavy investment in education was mainly driven with the main aim of trying 
to achieve equitable distribution of income.  Household consumption on education increased 
from R200 billion in 1997 to R350 billion in 2012. The driver of education system was also 
to enhance productivity and increase the quality of products produced in South Africa. This 
was done in a move to reduce flaws and avoid of defective produce hence the aim is to 
increase the total output produced in the country.  
2.12 Conclusion 
The chapter discussed an overview of export diversification and economic growth in South 
Africa. Changes in the South African trade regime were discussed and a chronology of trade 
liberalisation events was given since the early 1970s up to 2010. It can be concluded from a 
chronology of trade liberalisation that South Africa was less involved in trade activities with 
other countries before 1994. However, the economy engaged a lot of trade liberalisation 
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policies which was accompanied by significant increases in economic growth, trade openness 
and investment in both capital and human resources in the country. The structural changes in 
South African exports as well export diversification were discussed. It can be concluded from 
the discussion that the economy moved from the dependency of primary export to the 
manufactures. The relationship between export diversification and economic growth was 
weak when we plot the variables; however, we can conclude that there is positive relationship 
export diversification and export stability.  The chapter also identified that trade openness, 
investment foreign direct investment and the real effective exchange as the determinants of 
export diversification. These factors have substantially led to the successful development of 
the manufacturing industry in South Africa.  
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Chapter Three 
Literature Review 
 
3.0 Introduction 
Understanding the theories of international trade is a crucial foundation to empirical testing 
of export diversification and economic growth. The main objective of this chapter is to 
discuss recent theories on trade and economic growth as they apply to diversification in 
developing countries. Since the aim of this research is to study the impact of export 
diversification on economic growth, it is imperative that we present sufficient theory before 
measuring. The following section therefore presents theories surrounding international trade 
and economic growth. This is done bearing in mind that a theory or a group of theories can be 
found to be more or less useful in explaining a phenomenon or phenomena under 
investigation. There are many theories that explain international trade that were developed 
with comparative advantage being standard theory that was followed. Among some of the 
theories to be discussed are the new theories of trade as well as those that explain economic 
growth which include the Solow 1956 growth model and endogenous growth theories.  
The empirical section explores studies that have been conducted by different authors in 
different countries regarding the effect of export diversification on economic growth. The 
empirical section allows us to analyse, critique and explain methodologies, results from 
researchers and come up with grounded conclusions and policy recommendations. This 
chapter is divided into three sections. Subsequent to this section, is section 3.1 that covers the 
theoretical literature, section 3.7 covers empirical literature and the last section gives a 
general assessment of literature. A general assessment arising from literature and conclusion 
will be presented towards the end of the chapter which will guide this research when dealing 
with data presentation and analysis.  
3.1 Theoretical Literature 
According to Amurgo-Pacheco and Denisse Pierola (2008) traditional trade theories are ill 
suited to investigate diversification patterns because they failed to explain trade between 
countries with similar technology and similar factor endowments. In other words, the basic 
implications of international trade theory, such as the law of comparative advantage and 
Heckscher-Ohlin theory may no longer be valid when considering the context of 
diversification. Given this unexplainable portion of trade, theorists began to look for other 
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reasons for trade, where trade could occur between similar countries and yield gains from 
trade. Looking for the reasons of trade between countries with similar factor endowment, 
technology marks the break between the traditional trade theory and the new trade theory. 
Newer theories of trade can be said to have stemmed from comparative advantage although 
the comparative advantage is more subtle and can only develop with the opening up of trade. 
In addition, new trade theories are based on increasing returns to scale, imperfect competition 
and differentiated goods. The following section discusses exports as a determinant of 
economic growth as alluded by traditional trade theories. 
3.1.2 Exports as a determinant of growth as portraid by traditional trade theories 
Most international trade theories portray a positive relationship between the volume of trade 
and economic growth, right from classical comparative advantage model of David Ricardo, 
the neoclassical model of Heckscher and Ohlin, to the contemporary endogenous growth 
models. In other words, if a country can trade at any price ratio other than its domestic price, 
it will be better off. Although the various models assume that different factors cause the 
trade, but the end result portrays improvement in the output and welfare. Many economists 
have asserted that an increased level of trade on the part of developing countries is not only 
desirable but necessary if sustainable economic growth and development are to occur. Put 
differently, gains from trade are fundamentally a premise of economics.  
In light of the above information, this section sets to examine some of these models to have 
solid theoretical framework. The reasons why nations trade is explained by the following 
theories: the theory of absolute advantage (Smith 1776), the Ricardian model as developed by 
Ricardo (1817) and the theory of relative differences in factor endowments (Hecksher (1919) 
and Ohlin, (1933). According to Smith (1776) the theory of absolute advantage states that a 
country should specialise in and export the goods that it has an absolute advantage and import 
the goods its partner country has an absolute advantage. This implies that a country should 
export those goods that it produces efficiently because the absolute labour required per unit 
was less than that of the prospective trading partner. Thus the primary source of international 
trade in Smith’s view is the absolute advantage ushered by differences in climatic conditions 
and other factors. Absolute advantage, however, can explain only a very small part of world 
trade today, such as some of the trade between developed and developing countries. Most of 
world trade, especially trade among developed countries, cannot be explained by absolute 
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advantage. It remained for Ricardo, with the law of comparative advantage, to truly explain 
the basis for and the gains from trade. 
The Ricardian model explains why it can be beneficial for two countries to trade if one 
country has a lower relative cost of producing some goods. The comparative advantage 
theory further asserts that unrestricted exchange between countries will increase the total 
amount of world output if each country tends to specialise in those goods that it can produce 
at a relatively lower cost compared to potential trading partners. In a Ricardian world, trade is 
determined by relative efficiency in production. It can be shown that it will be in the interest 
of every country to engage in trade since every country will find a product in which it has a 
comparative advantage. Specialisation in production will occur and because trading countries 
face the same relative prices, specialisation will occur in different goods. Thus facilitating 
exchange between the two trading countries. It is the difference in labour that determines the 
goods in which the country has a comparative advantage.  
 
Shortcomings of the Ricardian model led to the development of the Heckscher-Ohlin (H-O) 
theory which is more sophisticated than the Ricardian theory. It acknowledges that 
differences in the abundance of factor endowments and differences in factor intensities of 
commodities give rise to differences in autarky commodity prices. In other words, the 
Heckscher-Ohlin theorem states that countries export those commodities which require 
relatively intensive use of those productive factors found locally in relative abundance. 
Samuelson (1939) helped popularise the theory by casting it in the familiar 2x2x2 form to 
derive the mathematical conditions under which prediction was strictly correct. 
 
The empirical test supporting the Heckscher-Ohlin theory did not reach definite conclusions 
for example, the Leontief (1954) study encountered a lot of problems in verifying the 
hypothesis that comparative advantage in manufacturing industry are due to differences in 
factor proportions. Leontief (1954) found a factor intensity reversal for United States exports. 
In addition, the Hesckscher-Ohlin model failed to explain intra-regional trade because a 
region has homogenous factor proportions. In addition, researchers such as Bowen et al., 
(1987) concluded that the Heckscher –Ohlin model explain observed patterns of trade poorly. 
Similarly, Deardorff (1984), states that the basic model is useful in understanding the 
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commodity composition of international trade, but is otherwise “fairly helpless”.  Therefore, 
the following section provides the limitations of the classicalist trade theories. 
3.1.3 Limitations of the Classical Theories   
Classical and neoclassical theories predict that nations will specialise in the production of 
products in which they have a comparative advantage and that trade will be inter-industry. 
This raised doubts concerning the validity of the static comparative advantage. Rapid 
technological change is an important characteristic of our modern world economy. The strict 
adherence to the principle of fixed technology would mean that the third world countries 
would continue producing primary goods for which world demand has decreased. This 
weakness clearly indicates that classical and neoclassical theories fail to explain patterns of 
export diversification.  
 
Resource allocation between production activities is not as instantaneous and costless as 
traditional theory would lead us to believe. Increasing returns to scale is a common feature of 
the production process. Similarly, monopolistic and oligopolistic market control of 
internationally traded commodities mean that large individual corporations are able to 
manipulate world prices and supplies. Thus, joint producers’ activities and oligopolistic 
bargaining among giant buyers and sellers are important determinants of price and quantity 
on the international market. Also, the exclusion of risk under perfect competition is 
unrealistic. If developing countries, for example, were to specialise in primary commodities 
then the risks associated with adverse movements in the terms of trade have to be borne by 
them. This argument is also supported by the Prebisch (1950) Singer (1950) hypothesis which 
states that primary commodity prices relative to manufactures present a downward trend. 
 
The assumption that tastes and preferences are identical in the trading countries is no longer 
applicable in real world. According to Appleyard et al., (2006), each country’s tastes and 
preferences could cause it to value the products in different ways.  Differences in tastes and 
preferences exist in reality although demand patterns might seem similar throughout the 
world. 
 
According to Appleyard et al. (2006:42), crucial assumption of the H-O conclusions is that:  
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“A commodity is always intensive in a given factor regardless of relative prices (the strong-factor-intensity 
assumption). The degree of substitution between the two factors (labour and capital) is sufficiently different 
between industries”.  
 
The study suggests that it is difficult to predicting trade flows in a two country case because 
of factor-intensity reversal. Factor intensity reversal occurs when a commodity has different 
factor intensities at different relative factor prices.  In a case of two countries, one of them 
may match the H-O prediction, but the other might not. Factor-intensity reversal can interfere 
with factor price equalisation, because one of the two countries can end up exporting the 
good that intensively uses its relatively scarce factor. 
 
In addition, with the assumption of immobility of factors of production, H-O theory fails to 
explain the presence of export diversification. The theory suggests that there are no 
international differences in technology and thus no room for technology transfer and 
spillovers. Due to the shortcomings of static theories of international trade, the issue of export 
diversification was not addressed by these theories. Given this, the search for more 
informative theories continued, leading to the emergence of dynamic theories of international 
trade discussed in section 3.4.1. The following section, however, provides studies that proved 
that endowment structures influence growth in support of the traditional trade theories. 
3.1.4 Studies that have proved that endowment structures influence growth 
According to Berretoni et al., (2006), there are various studies that have tested whether export 
and factor endowment structure influence growth, for example, (see among others, Warmer 
and Sachcs (1998), Maloney (2002), and Lederman and Maloney (2003)). Lederman and 
Maloney (2003) examined the empirical relationship between trade structure and economic 
growth on the Latin America and Caribbean region. The authors took into account the 
influence of natural resource abundance, export concentration and intra-industry trade as 
control variables. The study found trade variables as the important determinants of growth, 
especially natural resource abundance and export concentration. However, their results were 
in contrast with of the recent literature which argues that that export concentration hampers 
growth. 
Although recent literature argues that the governance associated with natural resource 
abundance is likely to be bad for economic growth, Wright and Czelusta (2002) provides a 
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counter argument by highlighting examples of successful resource based development. The 
authors’ highlighted the mineral abundance in the United States as a historical example of the 
resource based growth. In addition, Rodriguez and Sachs (1999) suggested that resource 
abundance serves to raise the level of GDP per capita. 
In contrast to the results found by other researchers, Sachs and Warner (1995, 1997) found 
different results. They found an inverse relationship between natural resource based exports 
and growth rates during the period 1970- 1990. The authors concluded that the resource 
abundant countries have stagnated in economic growth since 1970. Auty (2001) supported 
the results by Sachs and Warner and provided evidence that since the 1960s, the resource-
poor countries have outperformed the resource rich countries by a considerable margin. It has 
been suggested that greater abundance can lead economies to shift away from competitive 
manufacturing sectors in which many externalities necessary for growth are generated. 
Having highlighted a few studies that have proved that endowment structures influence 
growth, let us now examine the problems that are associated with commodity dependency. 
3.1.5 Problems associated with commodity exports dependency 
According to Bonaglia and Fukasaku (2003) countries that have natural resource abundance 
have weaker incentives to industrialise as they can earn the foreign exchange needed to 
finance their imports without industrializing. It is further argued that dependency on 
commodity export became problematic for those countries that relied on primary commodity 
exports because it is believed that reliance on natural resources has adverse effects on 
economic growth. However, in most developing countries the principal means of foreign 
currency come from the exports of primary commodities. Developing countries that are 
commodity dependent suffer or suffered from export instability that arises from inelastic and 
unstable global demand. 
 
According to Samen (2010a), it is also believed that when exports are concentrated in a few 
primary commodities, there can be serious economic and political risks. The economic risks 
are in terms of price volatility of exports as well as the instability in foreign exchange 
earnings which have adverse effects on macroeconomic variables such as growth, foreign 
exchange cash flow, inflation, employment and debt repayment. In other words, unstable 
commodity prices create macro- economic instabilities that may complicate the economic 
environment of a country. Commodity prices and volatility of commodity factors hinder 
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economic development. Put differently we can say that instability in foreign exchange may 
strongly affect growth that is the higher the share of primary goods in a country’s exports the 
more likely it is vulnerable to commodity price shocks. The declining trends in prices and 
high volatility of traditional exports have worsened the poverty in developing countries.  
A study by Collier (2002) shows that primary commodity dependency is associated with 
political risks because; the author believes poor governance and conflict is related to the level 
and growth of income. In addition, research has also shown that primary commodity 
dependency is associated with poor governance and in Africa economies are shock prone 
whereas governance is on average poor. According to Odularu (2008), it has been argued that 
resource wealth increased the likelihood of civil wars and favours authoritarian rule and 
worsens income inequality. Some researchers argue that dependence on exports created 
possible political vulnerabilities because more powerful developed countries importers 
manipulated trade relations as a means of exercising political influence. 
Primary commodity reliance may also result in a limited number of geographical destinations 
for exports. In other words, heavy dependence on a few primary commodities exports 
exposes the country to negative effects of unfavourable characteristics of world demand and 
negative supply side features of these primary products. On the demand side, primary 
commodities can lead to falling export revenues whilst on the supply side, the combined 
effect of lower skills and technology content of commodity production and its negligible 
backward and forward link with the rest of the economy usually lead to little growth 
spillovers. Because of the problems that are associated with commodity exports dependency, 
the following section discusses the import–substitution and export promotion strategies which 
were adopted to address the problems. 
3.2 Import-Substitution versus Export Promotion Strategies 
During the 1950s and 1960s, it was argued that the presence of market imperfections and 
terms of trade of primary products declining made it difficult for developing countries to 
compete with developed countries, therefore they called for protection. Developing countries 
experienced a sharp decline in world markets of their primary products therefore there was 
growing balance of payment deficits. To address the problems highlighted above, most 
developing countries adopted import substitution policies to reduce domestic unemployment 
and protect its local industries through instruments such as; quotas, tariffs, subsidies, 
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administered wages and prices as well as multiple exchange rates. In other words, many 
countries became “export pessimistic” that is developing countries had limited potential for 
obtaining economic growth through the expansion of exports. Many developing countries felt 
that trade was disadvantageous to them, rather than an engine for growth. The main objective 
of the import-substitution strategy was to curtail imports to bring the balance of payments 
under control. Under import substitution, exports are regarded as not having any influence on 
long run economic growth. The main focus of inward-orientated trade policy is to protect the 
domestic industry. In this way, the domestic industry and domestic production are viewed as 
the main determinant of economic growth. According to Riedel (1984) the solution 
prescribed in the 1950s was to look inward. Import substitution was viewed as an important 
element of both development and promotion of sustainable economic growth. In other words 
import substitution was seen as a feasible strategy for eliminating import gap through 
domestic production. 
Researchers such as (Nelson et al, (1971), Sheahan (1987)) supported the inward looking 
policies on the basis that a strong economy should be flexible and should have the capacity to 
transform resources into a wide range of products. In addition, a strong economy should have 
the capacity to determine its own economic destiny. 
The import substitution strategy fails to support the subject on the role of export 
diversification on economic growth in developing countries such as South Africa. Since 
many developing countries have the greatest comparative advantage in the production of 
primary commodities, the import substitution strategy implies that the developing countries 
should have continued to specialise in the production of primary products. Given that in 
developing countries there are small markets with limited capital and shortage of skills, 
specialization may lead to the development of inefficient and high cost industries which may 
not promote economic growth. In most developing economies, the import substitution 
strategy has failed to promote the industrialization process. This led to export diversification 
failing to occur, as was expected, while the productive systems suffered a lot from high trade 
barriers and distorted relative prices (Nouira et al, 2009).  
South Africa like other developing economies based its economic development on the import 
substitution industrialisation strategy in the 1960s up to the 1980s. The implementation of 
this strategy involved imposition of high tariffs. However, after the apartheid era South 
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Africa abandoned the import substitution industrialization strategy and adopted the export 
promotion strategy. This new strategy saw an increased production of manufactured products 
in South Africa (Du Plessis and Smith, 2005). 
In the 1980s, export promotion become the recommended strategy because the newly 
emerging developing countries were unable to increase their exports volumes on their own 
due to lack of knowledge and complex challenges involved in marketing abroad. Export 
promotion was given first priority by most developing countries because it was seen as an 
engine to achieve economic development goals. In other words, most developing countries 
became “export optimistic”. In contrast to the import substitution strategies, the export 
promotion strategies aimed at both supporting and building up the manufacturing sectors in 
order to create and establish potential comparative advantages. The government of emerging 
developing countries intervened to encourage growth of exports through providing support in 
various ways such as providing information about current opportunities in the world market. 
The governments also aim at achieving export development which is producing new products 
and penetrating new markets that were not accessible before. Export development is 
considered necessary in some countries because it widens a narrow export base. Export 
promotion views a long run positive relationship between export diversification and 
economic growth. Outward-orientated trade policies also recognise the need for greater 
industry efficiency and competitiveness in the global market; the potential growth of 
industries through export growth; the reduction of regulations and the liberalisation of the 
market-based competitive economy and the disinvestment of public sectors (Nath and Al 
Mamum, 2004).  
In contrast to the inward-looking polices which stresses the need for less developed countries 
to develop their own style of development and control their own destiny, outward-looking 
policies encourage not only free trade but also free movement of capital, workers, 
entrepreneurship and multinational enterprise. Given the contrasting view of the inward and 
outward looking policies and their effects on export diversification and economic growth, the 
following section discusses why export diversification is necessary especially for developing 
countries. 
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3.3 Why export diversification 
Subsequent to this section, is a section which has highlighted the problems that are associated 
with commodity dependency as well as policies that were adopted to address the problem. 
This section however, seeks to explain why export diversification is necessary. There are a 
number of reasons why export diversification is necessary. The first reason is that advanced 
countries or developed countries are the primary consumers of primary commodities. When 
these economies experience downturns, prices as well as demand of primary commodities 
fall. Therefore, the export base for developing countries must be diversified to cater for these 
downturns. For example the 2008/2009 crisis in the United States resulted in a collapse of 
trade volumes around the world. In South Africa, the value of real exports of goods and 
services fell by 19.5%. The decline in trade triggered recession, contraction in output and 
labour retirements (Kganyago, 2012). In addition, it is believed that changes in demand, 
tastes and incomes vary over time; therefore, the export base must be diversified to cater for 
these changes. In European and American markets which are the main buyers of African 
products, both incomes and tastes have been changing fast. Alexander and Warwick (2007) 
argue that there are potential benefits that are associated with export diversification. One of 
the benefits is that countries should produce and export goods for which the world demand is 
increasing. World demand determines the extent to which a country’s exports will grow. 
Apart from the demand factors that affect exports there are also supply factors. For example 
unfavourable weather patterns can cause agricultural commodity producing countries to 
suffer price hikes. According to Odularu (2008), as a nation’s productive structure changes in 
response to changes in domestic resource endowment such as changes in input mix and 
production technology, its export base also changes. In fact, it should be stressed that a 
country’s foreign exchange earnings can be increased if it transforms itself from a traditional 
primary products exporting nation to an Industrial product export one. Thus, complete 
specialization in primary products creates an inflexible export structure in the short run, even 
if the price elasticities of supply of primary products will be large in the long run, the basic 
fact is that a country cannot adjust to short run booms or depressions. This argues that it is 
necessary to export commodities with different price elasticities of supply as a deliberate 
policy to keep the productive structure flexible. 
Studies have revealed that nations with thriving manufacturing sectors can achieve 
sustainably increasing income per capita through rising export earnings. With high industrial 
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capacities, most developed countries are able to achieve mass product differentiation on the 
supply side (NES, 1995). Building new industrial capacity will therefore help countries to 
diversify into a wide range of agricultural processing activities to increase value-added by 
improving quality. Such a measure will create a strong export sector. Export diversification is 
also important for developing countries because they might become less vulnerable to exports 
instability and unstable price for the primary commodities. Having discussed the reasons why 
export diversification is necessary, it is imperative that we discuss the theories that support 
export diversification.  
3.4 Trade theory and export diversification 
According to Mayer (1996) export diversification can be defined as an expansion of the range 
of goods made and sold in order to reduce any commercial risk which would result from 
relying on sales of one or few good only or it can be defined as the change in the composition 
of a country’s existing export product mix or export destination. Diversification to 
nontraditional, manufactured goods has been considered as a primary goal of national 
development strategies in many low income countries (Odularu, 2008). Form a theoretical 
perspective, the main objective of a diversification policy is to upgrade a country’s 
production and export pattern by moving up the technology and skill ladder of products , 
consistent with the country’s endowment with human and natural resources and taking into 
account dynamic demand potentials on world markets. In other words one of the earliest 
ideas in the emerging new discipline of development economics was that economic 
diversification may be good for economic development. Because export diversification 
provides a broader base of exports, it can lower instability in export earnings, expand 
revenues.  
Achieving export diversification has been a central objective of development policy for the 
last 50 years, as it is correlated with high rates of economic growth. By exporting an 
increasingly diverse range of products, vulnerability to external trade shocks is reduced, and 
new learning opportunities are created. According to Samen (2010b), the success story of 
high performing Asian economies that experienced substantial increases in exports, 
especially exports of manufactures goods and high growth rates of their GDP over many 
decades has prompted many analysts to view export diversification as the new engine of 
economic growth. 
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In addition, diversification of exports allows for more scope of growth through productivity 
gains. There are more opportunities for spillover effects in manufacturing trade than in 
primary commodity trade (Herzer and Nowak-Lehman, 2006). It was also observed that 
developing countries that have rich endowment of natural resources tend to depend on 
exporting one or few resource products. These developing countries tend to grow slower than 
countries with more diversified export base. According to Sachs and Warner (1995) this is 
termed as the “natural resource curse”. It is believed that the greater the degree of 
diversification the less volatile will be export earnings. In addition, countries that depend on 
one or a few commodity exports tend to have more volatile real exchange rate than countries 
with diversifies export structures. The following section discusses theories that explain export 
diversification. 
3.4.1 Theories of export diversification 
In this section a departure from the neoclassical international trade is taken by considering the 
following theories: the Linder Hypothesis (1961), the Prebisch (1950) and Singer (1950) 
Hypothesis, the imitation lag hypothesis, and the product cycle theory. The popularity of 
comparative advantage has not been reduced by the new theories of trade however dynamic 
comparative advantage pays greater attention to changes in supply. Dynamic comparative 
maybe caused by the transmission of knowledge across borders, the monopolistic completion 
in differentiated products with increasing returns to scale. The new theories of trade have 
highlighted the relationship between export diversification and economic growth. 
3.4.2 Linder Hypothesis 
The hypothesis was proposed in 1961 as a possible resolution to the Leontief paradox, which 
questioned the empirical validity of the Heckscher-Ohlin theory. H-O predicts that patterns of 
international trade will be determined by the relative factor-endowments of different nations. 
Those with relatively high levels of capital in relation to labor would be expected to produce 
capital-intensive goods while those with an abundance of labor relative to (immobile) capital 
would be expected to produce labor intensive goods. H-O and other theories of factor-
endowment based trade had dominated the field of international economics until Leontief 
performed a study empirically rejecting H-O. In fact, Leontief found that the United States 
(then the most capital abundant nation) exported primarily labor-intensive goods.  
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Linder proposed an alternative theory of trade that was consistent with Leontief's findings. 
The Linder hypothesis presents a demand based theory of trade in contrast to the usual supply 
based theories involving factor endowments. Linder hypothesised that nations with similar 
demands would develop similar industries. In other words, high income countries have a 
comparative advantage in the production of high quality goods and consume those good in 
greater proportions. These nations would then trade with each other in similar, but 
differentiated goods. In other words, international trade in manufactured goods will be more 
intense between countries with similar, per capita income levels than between countries with 
dissimilar per capita income levels. 
Since Linder (1961) stressed the preference side in explaining trade patterns and also argued 
that that trade happens between countries with similar demand structures, we can conclude 
that Linder’s hypothesis is a theory which explains export diversification. According to 
Linder, trade patterns in manufacturing depend on the similarity of preferences among 
nations. It is evidenced that one of the determinants or factors that cause export 
diversification is demand factors such as consumer preferences. As noted by Linnemann and 
Van Beer (1988), there are many developing countries that are capable of producing 
manufactured goods for exporting purposes. This argument supports the Linder hypothesis 
for example if we look at the today’s world where developing countries especially the Asian 
countries and South Africa are producing manufactured goods. Linder hypothesis was further 
extended by Krugman (1979) who include transport cost and increasing returns to scale as 
reinforcing aspects. In the presence of increasing returns to scale, specialisation is promoted 
and excess production is exported (Helpman and Krugman, 1985). 
Although Linder’s theory identified which good will be traded and which one will not it does 
not identify the direction of the trade flow. In addition, it is not realistic to assume that trade 
only takes place in manufactured goods. Trade may also take place in primary products. The 
application of Linder theory to developing countries has been neglected despite the growing 
need to understand the increasing level of trade occurring in these countries. Put differently, 
Linder theory was intended to apply only to manufactured goods however, a large proportion 
of the exports from developing countries consists of primary products and the majority of 
imports to developing countries consists of manufactured goods. The following section 
discusses the empirical testing of the Linder hypothesis. 
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3.4.2.1Empirical testing of the Linder Hypothesis 
Early empirical tests of the Linder’s hypothesis were conducted by Hoftyzer (1984) who 
found that membership in free trade areas and geographic distance has a strong effect on 
trade patterns. On the same note, Qureshi et al (1980) tested the theory in terms of changes in 
propensities to trade against changes in income difference between two points in time to 
eliminate the influence if distance. The results from these authors did not support the Linder’s 
hypothesis. Greytak and McHugh (1977) found little to no evidence in support of the Linder 
hypothesis. The primary tool of these early studies was correlation analysis. 
However, there are studies that support Linder’s hypothesis. For example, Ellis (1983) used a 
correlation analysis between the set of trade intensity indicators and the group of income 
variations measures to test Linder’s hypothesis on international manufactured goods. The 
results from this study supported Linder’s thesis. Similarly, Thursby (1987) found support for 
the Linder hypothesis using a sample of 17 countries for the period 1974- 1982 and the 
hypothesis that increased exchange rate variability tends to reduce bilateral trade flows. 
Sailor’s et.al (1973) also found support for Linder. Bergstand (1989) and McPherson et al., 
(2001) found a Linder effect consistent with the hypothesis.  
Empirical results supporting the Linder hypothesis also came out. Chow et al., (1999) used 
disaggregated data set for manufactured exports from East Asian New Industrial countries to 
OECD markets from 1965-1990 to test Linder’s hypothesis. The study examined trade 
between the East Asian NIC to OECD markets. The results from the study supported Linder’s 
hypothesis. Recently, McPherson et al., (2001) tested Linder’s hypothesis using five African 
countries. The study found that the five countries traded more intensively with each other 
because they have similar per capita income levels. Therefore, this study supported Linder’s 
hypothesis. Hufbauer (1970) found that the preferences similarity hypothesis satisfactory 
explained certain trade characteristics but failed to explain other. This study partially 
supported Linder’s thesis. Michael et al., (2001) presented evidence in support of the Linder 
hypothesis using six East African developing countries. The findings of this study implied 
that these countries traded more intensively with others who had similar per capita income 
levels as predicted by Linder. Conclusions were not made as to whether Linder hypothesis 
fully supports export diversification, therefore, a search for a more relevant theory still 
continues. The following section discusses the Prebisch-Singer hypothesis. 
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3.4.3 Prebisch Singer Hypothesis 
The Prebisch Singer Hypothesis is an economic theory developed by Prebisch (1950) and  
Singer (1950). The theory argues that, the terms of trade between primary and manufactured 
products deteriorate over time. In other words, Prebisch (1950) and Singer (1950) believed 
that the long term trend of primary commodity price was negative. Countries that export 
primary goods that do not have the means to manufacture goods to export will lose in the 
long run as their goods will become relatively cheaper than the manufactured ones. A 
common explanation for the phenomenon is the observation that the income elasticity of 
demand for manufactured goods is greater than that for primary products. Therefore, as 
income rise, the demand for manufactured goods increases more rapidly than demand for 
primary products. According to Samen (2010b), Presbish (1950) and Singer (1950) argued 
that too much specialization of developing countries implied trade patterns characterized by 
reliance on export of raw materials and agriculture commodities in exchange of consumer 
and investment goods manufactured in developed countries. In this regard, free trade, 
production of primary products and specialisation were confined to developing countries.  
The Prebisch-Singer hypothesis states that primary commodity prices relative to 
manufactures present a downward trend. Prebisch and Singer observe that exports from 
developing countries are dominated by primary products; whilst imports are dominated by 
manufactured goods. Many developing countries including South Africa are still reliant on a 
small number of primary commodities to generate the majority of their export earnings. 
However, it is argued this level of dependency have implications on the behavior of prices. In 
addition, it is also argued that primary commodities lack differentiation among commodity 
producers leading to highly competitive markets. The income elasticity of demand for 
manufactured goods is greater than that for primary products. In other words, income 
elasticity of demand for primary products is lower than the manufactured products. This 
means that developing countries have to compete on the international market with many other 
developing countries that export primary commodities. If the prices increase in one country, 
the country will not find buyers on the international market because the product will easily be 
substituted by products of the country’s competitors.  
According to Bloch and Sapsford (1997), markets for manufactured goods are considered as 
being imperfectly competitive compared to those for primary products. Prebisch argued that 
industrial goods are produced in an environment of reduced competition that is monopoly or 
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oligopoly. Therefore, the price of manufactured goods tends to rise or remain constant 
overtime. This therefore means that there is a gap between the price of manufactured goods 
and their cost of production compared to primary commodities. The effect of lower skills and 
technology contents of production of primary goods results in lower growth spillovers. To 
cater for this declining relative commodity prices and low skills required to produce primary 
commodities, it is important that a country should explore export diversification on its export 
portfolio to include manufactures. It is also argued that developing countries had to increase 
the variety of their export basket in order to boost income and to stabilize export earnings.  
Developing countries are advised to diversify away from primary exports by development of 
domestic markets and industrialisation. 
In support of the Prebisch-Singer hypothesis, Matthee and Naude (2008) argued that 
specialization in a narrow group of exports can result in export instability and negative 
demand shock for the products. Export diversification stabilizes the exports rate and makes 
the country less vulnerable to these shocks. 
Like any other hypothesis, the Prebisch-Singer hypothesis can be subjected to criticisms. The 
Prebisch- Singer hypothesis has lost relevance as exports of simple manufactures have 
overtaken exports of primary commodities in most developing countries especially in the 
Asian countries as well as South Africa. Therefore, much of the recent research inspired by 
the Singer and Prebisch hypothesis focuses on less relative prices of primary products and 
manufactured goods and more on the relative prices of simple manufactures produced by 
developing countries and complex manufactures produced by developed countries. The 
following section gives the empirical testing of Prebisch-Singer hypothesis. 
3.4.3.1 Empirical Testing of Prebisch-Singer Hypothesis 
Empirical testing of the Prebisch –Singer Hypothesis was done by Lutz (1999). The author 
examined the Prebisch –Singer hypothesis of a long term decline in the relative price of 
primary commodities. A univariate and bivariate time series model was used. The results 
supported the Prebisch-Singer hypothesis. Similarly, Bloch and Sapsford (1997) tested the 
Prebisch-Singer hypothesis using the movements in the prices of primary products and 
manufactured goods. The study found support for the Prebisch –Singer hypothesis. In the 
similar fashion, Harvey et al., (2008) re-examined the Prebisch-Singer hypothesis that 
primary commodity prices present a downward secular trend over 40 countries. Results 
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showed a strong evidence of a long- run downward trend in export commodities. Lewis 
(1954) on the other hand found conflicting results from Harvey. Lewis’s study found that 
commodity price implied a zero trend. Similarly, Deaton (1999) found results which were 
similar to Lewis. 
3.4.4 The Imitation lag Hypothesis 
The imitation lag hypothesis was developed by Posner in (1961). This hypothesis considers 
technological transfer as an important determinant of trade. The hypothesis is against the idea 
that same technology is available everywhere. It is the proposition of this model that same 
technology is not always available in all countries and that there is a delay in the transmission 
or diffusion of technology from one country to another. Assuming we have two countries in 
the world, according to the hypothesis; a new product produced or invented in the first 
country is immediately produced in a second country. Therefore, the main point is that trade 
focuses on new products.  
We can suggest that theory is relevant for present-day concerns about export diversification 
because it considers technological change as a continuous process. In real world today, 
developed countries are introducing new technology for existing or new goods and 
developing countries are adopting the new technology. South Africa is not an exception on 
the adoption of new technology from developed countries. 
However, similar to the Linder’s hypothesis, the imitation lag hypothesis supports the idea 
that a continuous process of invention and innovation would give rise to trade between 
countries which are basically similar in their factor endowments and tastes. Therefore, this 
theory supports that export diversification can increase in economic growth in developing 
countries. The following section discusses the product life cycle theory. 
3.4.5 The Product Cycle Theory 
Vernon (1966) developed the product life cycle (PCT) theory to explain international trade in 
goods. According to the theory production of new goods tend to be concentrated in developed 
countries early in the life of the product, but move to other countries later on. The product life 
cycle involves three stages: stage 1 an innovating country uses its technological edge to 
produce new product which gives it an export advantage. It is argued that innovation of a new 
good is risky and these risks may be borne by relatively rich firms. Therefore we should 
expect production to be concentrated in the richer countries; stage 2-as the product itself and 
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manufacturing process become standardized, production moves to lower income countries. In 
these lower income countries, the cost of labour might be low and therefore manufacturing 
from there is sensible. At this stage, exports of the good from the originally innovating 
country will decline; stage3- the product is standardised and moves into maturity stage which 
induces exports. Technology for the good becomes standardized in a form that can use 
unskilled labour. We expect the location of production to transfer to relatively labour rich 
countries. At this stage the country originally producing the good will experience a decline in 
their exports and they may even become importers. 
On a larger extend, the product cycle theory explain export diversification because it 
postulates dynamic comparative advantage in that the country source of exports shifts 
throughout the life cycle of the product. The country which innovates and exports the good is 
displaced by other developed countries which in turn by developing countries.  The product 
life cycle is more appealing as compared to the Heckscher-Ohlin model because of 
economies of scale as well as dynamic comparative advantage approach implemented 
(Appleyard et-al., 2001). Although to a larger extent the product cycle theory explain export 
diversification and economic growth, like any other theory, the product life cycle theory has 
its own limitations. 
3.4.5.1 Limitations of the product cycle theory 
The product life cycle theory has been criticised because most products do not follow this 
pattern (Gilligan and Hird, 1986). In addition, researchers such as Buckely and Casson (1977) 
argued that the corporations should take decision simultaneously as opposed to the three 
stage outlined by the product life cycle hypothesis. According to Teece (1985), the product 
life cycle hypothesis cannot be regarded as a complete theory. In addition, the gap between 
United States and other developed countries has declined; this means a decline in the 
technological gap and per capita income between the U.S and European countries. At the 
same time companies have acquired the ability to locate worldwide almost from birth of the 
new product. Vernon (1979: 20) suggested that: 
 
 “The product cycle theory might need to be modified. The main alteration concerns the location of the 
production of the good when the good is first introduced. Multinational firms today have subsidiaries and 
branches worldwide, and knowledge of conditions outside the United States is more complete than it was at the 
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time of Vernon’s original theory in 1966. Thus, the new product may be produced first not in the United States 
but outside the country”.  
 
The theory also stresses the development of new product but ignores increased efficiency in 
production of a given range of goods. The product cycle theory is well suited to the analysis 
of once-for-all changes in technology therefore this theory is less suited to analysis of 
ongoing technical change. In other words, the product cycle theory is still valid for trade 
between developed and developing countries. The next section discusses the empirical testing 
of the product life cycle theory. 
3.4.5.2 Empirical Testing of the Product Cycle Theory 
A number of studies have tested the validity of the product cycle theory to check for 
consistency with real world experience. Many studies have shown consistency between real 
world experience and aspects of the theory example, Kravis and Lipsey (1992) found that 
high research and development intensity was positively associated with large shares of 
exports by U.S multinational companies (MNCs). This was in line with the product cycle 
theory. Louis (1969) examined the income elasticity of demand of the fastest growing U.S 
exports and found that trade in high-income type products grew more rapidly than other 
products, again, an occurrence consistent with the product cycle theory. 
Hufbauer (1966) found that the United States and other developed countries tended to export 
new products while developing countries tended to export older products. Gruber, Mehta, and 
Vernon (1967) also discovered that research-intensive U.S industries had a high propensity to 
invest abroad. This is consistent with the maturing product stage of the theory. Morrall (1972) 
found that US industries that were successful exporters also tended to have relatively high 
expenditures on no payroll costs such as advertising, sales promotion, and so forth. This 
finding is consistent with the product cycle theory since production of new products involves 
such spending. 
3.5 Why mere export diversification did not yield desirable results 
Despite the theoretical and empirical grounding on the benefits of export diversification, 
many developing countries struggle to achieve it. High commodity prices and increased 
global competition mean it is difficult to break into new markets, and so exports tend to focus 
on products that are highly concentrated in natural resources. Successful export 
diversification at an economy level requires individual firms to diversify exports. However, 
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little is known about the firm-level processes and innovation efforts required for introducing 
new products to export. 
3.6 Theories of economic growth 
In this section, we link technology transfer, export diversification and economic growth by 
reviewing the relevant literature. The objective in this section is to review theories that reflect 
the opportunity for technology spill over to occur. The following theories are going to be 
reviewed: the Solow-Swan growth Model and the endogenous growth theory. 
 3.6.1 The Solow growth model 
The model was developed by Solow in the 1950s and further elaborated till the 1970s. The 
Solow growth model can be mathematically summarised as below:  
 .................................................................................................. (1) 
Where:  = GDP per worker,  = output to capital ratio,  = investment,  = rate of 
depreciation on physical capital stock,  = labour force growth rate,  = total factor 
productivity 
Solow suggested that GDP per worker is positively related to a higher share of GDP devoted 
to investment. In other words, more investment today was believed to be associated with 
higher growth in the future. In this model growth is believed to be negatively related to the 
rate at which physical stock depreciates. A higher rate of depreciation of physical leads to a 
decrease in growth. More so, a faster labour force growth rate also lead to a decrease in the 
growth of GDP per worker. However an increase in the rate at which technology or total 
factor productivity grows at, lead to an increase in the growth of GDP per worker.  
An increase in the rate of growth of the technology or total factor productivity of the 
economy translates one-for-one into an increase in output per worker growth (Uwasu, 2006). 
The strength of the other variables on the amount by which an increase or decrease affects 
GDP per worker growth depends on a parameter which is best interpreted as the “share” of 
national product that is earned by owners of capital (rather than suppliers of labour), and on 
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the economy’s output-to-capital ratio (Y/K) (Uwasu, 2006). If the capital share is multiplied 
by the output-to-capital ratio, you obtain the marginal product of capital (gross of 
depreciation).  
The model therefore, suggests that decreasing marginal product of capital (MPK). The Solow 
model tends to produce pessimistic predictions about the ability of any other variables except 
for raw improvements in “technology” broadly understood to boost economic growth. Since 
the capital share parameter is relatively small, boosts to investment are not that effective at 
boosting GDP per worker growth in the short run; but because increases in investment 
decrease the output-to-capital ratio, in the long run such increases have even smaller effects 
on economic growth. Also the model assumes the economy is mostly in the steady state 
where capital stock is not changing (investment = depreciation). A shift in the government 
budget deficit that boosts national savings and investment will in the Solow model boosts 
economic growth.  
The Solow model can also be used to analyse the impact of trade on economic growth. This 
can be done using what is called Baldwin’s application of the Solow model. Baldwin (1992), 
showed that within the framework of the Solow growth model an improvement in welfare 
from a shift from restricted trade to free trade results in a secondary improvement in real 
output. A shift to free trade effectively improves the economy’s efficiency with which it 
transforms its available inputs into welfare-enhancing final products. That is, free trade 
effectively shifts the production function in the Solow model, and thus generates economic 
growth while the shifts to higher level of capital and output. Baldwin’ model does not take 
into account whether the country is exporting capital goods and importing consumer goods 
therefore the model underwent severe criticisms by Mazumdar (1996). Mazumdar pointed out 
that a country may not be able to increase its rate of growth if it exports capital goods and 
imports consumer goods. Mazumdar’s analysis concludes that growth will increase if a 
country imports capital goods and exports consumer because capital good are capital 
intensive. 
In addition, there are a number of studies that alluded to importance of knowledge 
accumulation to economic growth.  One of the studies is by Arrow (1962a) who pointed out 
that increasing returns occur because of the discovery of new knowledge which occurs as 
investment and production takes place. The body of literature that links knowledge spill over 
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to economic growth is the endogenous theory. The next section focuses on endogenous 
growth theory. 
3.6.2 Endogenous growth theory 
The endogenous growth model was developed by Harrod (1939) and Domar (1946), Frankel 
(1962), Romer (1986), and Lucas (l988). The studies that led to the formation of the 
endogenous growth theory were done separately by different authors. Unlike the exogenous 
theory that assumes that the economy only experiences long run growth when there is 
technological improvement without explaining the variables behind such technological 
changes, the endogenous growth theory explains different growth opportunities in physical 
capital and knowledge capital that can directly lead to the growth of the economy and reasons 
behind technological progress. The theory suggests that increased investment in knowledge is 
associated with higher savings and consequently higher rate of growth of the economy 
(Dornbusch et al., 2008). In other words, new growth models treat technology and knowledge 
as economic goods in an attempt to understand the determinants of long-term growth based 
on learning by doing or investment in human capital and new technologies. 
The theory also assumes constant marginal product of capital (MPK), meaning that every 
increase in capital is associated with an identical increase in output. In general terms the 
production function under the endogenous growth model is assumed to be a straight line. The 
savings function is also a straight line and savings are always greater than required 
investment. In other words, capital stock can increase continuously even without 
technological progress under the endogenous growth theory because of the level of savings  is 
always increasing and above investment (Dornbusch et al., 2008).  
The theory proposes that technological knowledge rather than employment is a factor that 
grows automatically with capital. This is based on the notion that technology and knowledge 
are taken as economic capital goods as the model defines the determinants of long run growth 
basing on human capital investment, new technologies and learning-by-doing. Another 
important factor under the endogenous growth theory is continuous research and 
development (R&D) that can lead to the invention and accumulation of new technological 
knowledge. New technical knowledge increases the chances of positive knowledge spill-
overs that can accrue due to the production of new goods (Mayer, 1996). 
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Lucas (1988) developed a model in which spill-over effects resulted from investment in 
human capital rather than in physical capital. The model suggested that knowledge depended 
mainly on skills that cannot be separated from a worker once acquired and was determined by 
time spent on education. In other words, the endogenous model proposes that differences in 
long-term growth are a result of different rates of human capital accumulation, stemming 
from differences in countries’ time allocation decisions in education. Learning-by-doing, 
efficiency is associated with the type of process workers are engaged in and this is 
determined by the mix of goods a society produces. Hence, the degree of diversification in 
goods produced within a country affect its overall rate of human capital accumulation and 
growth (Mayer, 1996).  
The model suggests that the country’s initial comparative advantage determines the products 
that can be produced and hence its rate of human capital accumulation. Moreover, the model 
appreciates the fact that the degree of goods diversification and consequently export 
diversification has a positive effect on the country’s human capital accumulation. In other 
words, the more a country’s basket of exports is diversified the higher the rate of human 
accumulation, leading to higher productivity and hence increased economic growth. 
The endogenous growth theory sees diversification of exports from primary commodities into 
high skilled, high technology goods desirable because trade in these products allows for more 
scope for growth through productivity gains than traditional commodity exports. There are 
more opportunities for spillover effects in manufactured trade than in primary commodity 
trade. Spillover effects are due to skills and technological upgrading which have more 
positive externalities than in primary commodity production (Naude and Rossouw, 2008). In 
addition, the endogenous growth model also emphasizes the role of increasing returns to 
scale. Improved production techniques associated with export diversification are likely to 
benefit other industries through knowledge spillovers. The knowledge externalities include 
productivity enhancement resulting from increased competitiveness, more efficient 
management styles, better forms of organization, knowledge about technology and 
international markets. In conclusion, the argument derived from the endogenous growth 
models is based on the fact that export diversification is beneficial not only for offsetting 
export earning fluctuations but it has also a very strong and dynamic comparative advantage. 
The theories discussed in the foregoing sections are summarised in Table 3.1. 
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Table 3.1: A summary of trade and growth theories 
Traditional Trade 
Theory 
Classical 
Theorists 
Dynamic Theories of 
Trade 
Growth Theories 
Absolute 
Advantage  Smith 
(1776) 
Comparative 
Advantage   
Ricardo (1817) 
The Heckscher-
Ohlin Samuelson 
Theorem   
Heckscher (1919) 
Heckscher-Ohlin 
(1933) 
Samuelson 
Linder Hypothesis 
(1961) 
 Prebisch (1950) 
Singer (1950) 
Posner (1961) 
Vernon (1966) 
 
 
Solow  (1950s -70s) 
Harrod (1936), 
Domar (1939) 
Romer(1986) 
Lucas (1988) 
 
 3.7 Empirical literature 
This section analyses the effect of export diversification on economic growth studies to shed 
more light on the relationship between the two variables. A large body of evidence comes 
from developed and developing countries while literature from South African literature is 
scarce. Empirical literature can be categorised in a number of ways. These include 
categorising by country that is developed and developing, by variable, for example, interest 
rate, trade openness, economic growth, and type of analysis. The literature review in this 
section follows the first categorisation. 
3.7.1 Empirical literature from developed countries 
Hesse (2008) used the Herfindahl Index as a measure of export diversification to investigate 
the role played export diversification economic growth in 99 counties. The dataset comprised 
of 99 countries, however conclusions were mainly based on four countries namely Chile, 
Thailand, Uganda and Malaysia. The study was carried out in Washington, DC for the period 
1961 to 2000. In addition, the author used panel data to estimate a dynamic panel model 
based on the generalised method of moments (GMM) estimator. A number of reasons were 
given in support of the dynamic panel rather than a conventional cross section country 
regression. For example, dynamic panel estimation allows for multiple time series 
observation therefore much information may not be lost as compared to the conventional 
cross country regression. In this study, we support Hesse’s method because cross-sectional 
regressions suffer from endogeniety problems. In addition, cross sectional regressions suffer 
an omitted variable bias and also loss of valuable information due to aggregation of the 
information.   
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The study suggested that higher levels of export concentration were detrimental to the growth 
of GDP per capita especially for developing countries. This was evidenced by the findings of 
the study which showed that economies that have diversified their exports basket in the past 
years have also experienced higher rates of economic growth. Reasons suggested for such 
results were among others, the declining terms of trade especially for commodity dependent 
countries and the cost discovery process faced by entrepreneurs and the government. 
Furthermore, the author suggested that the pursuit for high levels of export diversification 
brought about some innovation. However, the study proved to be weak because the author did 
not look at the specific channels through which export diversification can possibly affect 
economic growth. The results of the study were in line with the Prebisch-Singer Hypothesis 
but disagreed with the Heckscher-Ohlin (H-O) model predictions. Hesse’s findings were 
similar to those of Lederman and Maloney (2007). In a cross country framework, Lederman 
and Maloney (2007) found evidence that export concentration was negatively growth during 
1975-1999. 
 
Similarly, Agosin (2007) found that export diversification alone and interacted with per 
capita export growth are highly significant in explaining per capita GDP growth over the 
period 1980- 2003 in Asian and Latin America. In contrast to Hesse (2008), Agosin (2007) 
identified two channels through which export diversification may affect economic growth 
that is the portfolio effect and the dynamic effect. Hesse (2008) established nonlinearity in 
the relationship between export diversification and economic growth for the period 1962 to 
2000 with developing countries benefiting from diversifying their exports whereas advanced 
countries perform better with specialisation. 
Similar to Hesse (2008), Kadyrova (2011) recently tested the effect of export diversification 
on country growth using panel data for 88 countries for the period 1962- 2009. The study 
utilised the Generalised Method of Moments (GMM) estimation and dynamic panel data 
modeling. Furthermore, the author used the Herfindahl index to measure export 
diversification and modified the Solow growth model equation to test the effect of export 
diversification on GDP. 
Similar to Hesse (2008), the study found that export concentration had higher negative effect 
than the positive effect. In other words, the results of the model suggested that economies 
with lower export concentration had a tendency of growing faster compared to those that are 
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highly concentrated in exports. This is however in contrast with H-O theory which states that 
economies which are highly concentrated tend to grow faster than those less concentrated. 
Therefore, export diversification was considered as a factor that could economic growth of 
countries. The author observed that developed countries had export structures that were 
concentrated on a small number of products and hence faced the high risk of being affected 
by world price shocks and uncertain demand due to ever changing tastes and technology 
innovation. In general the study argued the risks mentioned above could be curbed by 
increasing the levels of export diversification could be and this was in agreement with the 
Prebisch-Singer hypothesis, Herzer (2008) and Herzer and Nowak-Lehmann (2006) and 
Petersson (2005), who suggested that export diversification was a positive stimulus for 
economic growth. Furthermore, the study also found that other variables such as investment, 
schooling and population were significant in determining the level of growth of economies. 
In this study we employ the GMM estimator from Kadyrova (2011) because cross sectional 
country growth does not take into account the endogeneity problem. The endogeneity 
problem within the explanatory variables is solved by the GMM estimator since the lagged 
values of the explanatory variable could be used as an instrument. Also, dynamic panel 
estimation permits for multiple observations for each country over time therefore loss of 
information problem that might arise in cross sectional regression is eliminated. The same 
method was also used by Lederman and Maloney (2007) and Hesse (2008). 
Export diversification is widely seen as a positive trade objective in sustaining economic 
growth (Brenton et al., 2007). The study used time series data for more than sixty countries. 
The authors used the herfindahl index as a measure of export diversification. Furthermore, 
graphical representations and the linear regression methodology were used to analyse the 
data. In line with the Prebisch-Singer hypothesis, the authors suggested that diversification of 
exports makes countries less vulnerable to adverse terms of trade shocks by stabilizing export 
revenues. 
Moreover, they argued that it makes it easier to channel positive terms of trade shocks into 
growth, knowledge spill overs and increasing returns to scale, creating learning opportunities 
that lead to new forms of comparative advantage. The issue identified was not that exports 
were concentrated but that they were usually concentrated on homogeneous products with 
individual exporting countries facing a highly inelastic demand curve such that changes in 
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global supply translated into significant price volatility, with low income countries often 
suffering terms of trade shocks that adversely affect investment and even consumption. 
Furthermore, the results of the study were to a greater extent consistent with Arip, Yee and 
Karim (2010), Hesse (2008), and Ferreira (2009). The difference is on the methodologies 
they used. In addition, the authors brought a crucial dimension of diversifying exports into 
service exports, while a lot of empirical evidence on the topic dwell more on diversifying into 
manufacturing exports. Brenton, et al (2007), suggested that diversifying into services exports 
was also important. The authors found out that the tourism sector contributed positively to 
economic growth of low income countries such as Zambia.  
Nicet-Chenaf and Rougier (2008), investigated the effects of export diversification on growth 
for MENA countries in France. The authors used cross sectional data covering the period 
from 1995 to 2004 and the study mainly focused on Algeria, Egypt, Israel, Jordan, Lebanon, 
Morrocco, Tunisia and Turkey. Similar to Hesse (2008), Kadyrova (2011), and Brenton et al., 
(2007), the authors used the GMM in order to control the endogeneity problem and to obtain 
some convergent estimators. What is unique in this study is that the authors further to ran 
four successive estimations. For example, the Fisher test was used to test the significance of 
the fixed effects; a Haussmann test was used to help choose between random and fixed 
specification, and lastly, the GMM estimation to control endogeneity bias.  They found that 
there is a positive impact of export diversification on economic growth 
In line with the Prebisch-Singer hypothesis, the authors argued that increases in export 
diversification create an environment that could be favourable for both foreign and domestic 
investment through the reduction of export instability, technology transfer and increases in 
productivity levels. Moreover, in agreement with a lot of empirical studies such as Petersson 
(2005) and Brenton et al., (2007), the study noted that high levels of export diversification 
were seen to induce endogenous structural changes that promote development within the 
exporting country. The authors however agreed with Aditya and Roy (2009) who suggested 
that too much export diversification was detrimental to the growth of the economy. It is 
obvious that conclusions from the study could not be relied upon since empirical evidence 
came from MENA countries only. 
Herzer and Nowak-Lehmann (2006), investigated the relationship between export 
diversification and growth using evidence from Chile for the period from 1962 to 2001. The 
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authors employed the Dynamic Ordinary Least Squares (DOLS) method on annual time 
series data for Chile. Furthermore, the study tested the link between export diversification 
and economic growth using the Cobb-Douglas production function. The authors argued that 
increases in the level of horizontal export diversification into totally new products could 
generate positive externalities to the economy as a whole through dynamic learning activities 
and spill-overs. 
More so, the authors suggested that export diversification could positively affect economic 
growth by reducing the dependency on limited commodities exported that could be subject to 
extreme price and volume fluctuations. This argument is particularly true in the case of 
commodity-dependent developing countries, where overdependence on the agricultural and 
mining sectors could lead to declining terms of trade in the long run. The basic reason for this 
is due to the high degree of price volatility of commodity products (price instability). 
Following the Prebisch-Singer hypothesis, the study discovered that export diversification 
was essential for positive economic growth through a reduction of export instability. The 
results of this study are consistent with Chandra et.al (2007), Petersson (2005), Arip et al., 
(2010), Hesse (2008), and Ferreira (2009). 
Ar-Marhubi (2000) did an empirical investigation on the relationship between export 
diversification and growth using a cross-country sample of ninety one countries. Moreover, 
data on these countries was obtained from various issues of the handbook of international 
trade and development statistics of the United Nations (UN). Furthermore, the author utilised 
the Ordinary Least Squares (OLS) model to estimate the effect of export diversification, 
investment, human capital, population growth and openness on economic growth. 
Such results are consistent with the Prebisch-Singer Hypothesis and other empirical literature 
such as Hesse (2008) and Ferreira (2009). The results showed that there was a relationship 
between export diversification and economic growth. Further, he argued that export 
diversification affects growth directly and indirectly by stimulating the accumulation of 
capital especially in developing countries. These results show that it was detrimental to add 
distortions to the economy in the light of promoting export diversification, mainly because 
these kind of distortions may run counter to the comparative advantage of the country which 
may have adverse effects on the growth performance and economic efficient of the economy 
(Nicet-Chenaf and Rougier, 2008). In other words the author suggested that the comparative 
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advantage of countries was very important in determining the trade patterns as stated by the 
Heckscher-Ohlin trade theory. 
Amurgo and Pacheco (2008) investigate pattern of export diversification in developing 
countries between 1990 and 2005. They studied the effects of various explanatory variables 
such as the GDP of trading partners, distance, FTA and trade with developing countries on 
intensive and extensive margins. The employed a gravity model in their study. According to 
the classical definition “intensive margin refers to varying the amount of trade of a firm, 
industry, or country by varying the quantity that it trades of a given number of products, as 
opposed to the extensive margin at which it would vary the number of products”.  Since 
author studied product as well as geographic diversification, he adds geographic dimension 
and distinguishes extensive margin into product extensive (“export of new products to new 
destinations”) and geographic extensive (“export of old products to new destinations”). To 
estimate the gravity equation, the authors used the model which takes into account zero-trade 
flows. Zero trade flows are observed for the nonproductive firms which do not export. To 
work with such kind of data the authors used Tobit estimation technique which considers 
zero-trade flows as censored data. To examine intensive and extensive margins separately, 
the authors suggested using McDonald and Mofitt’s (1980) decomposition. This method 
disaggregates the total changes in the probability of being above the limit and changes in the 
value of the dependent variable if it is already above the limit.  
 
Parteka and Tamberi (2008) investigated the determinants of export diversification for sixty 
countries. The study used a panel data set of sixty countries and the period of study was 
spanning from 1985 – 2004. The main aim of the study was to extend the analysis of 
specialization, searching for additional determinants of export diversification. The authors 
combined synthetic specialistaion measures obtained from manufacturing exports data with 
country –specific variables characterizing their size, geographical conditions, endowments, 
human capital or institutional setting. Results from the study showed that distance from major 
market and country size were the most relevant and robust determinants of export 
diversification. 
3.7.2 Empirical literature from developing countries 
Chandra et al., (2007) investigated the relationship between export diversification and 
competitiveness. The period under study was from 1980 to 2004. The focus was on Kenya, 
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Tanzania, China, Brazil, Mexico, and Argentina among other developing countries. 
Furthermore, the study employed the dynamic panel estimates model to analyse its cross 
sectional data on the economies.  
In most parts of the study the authors employed the Herfindahl Index (HI), which lies 
between zero and one as a measure of export diversification. The authors also used 
manufactured exports share in total exports and the value of export discoveries as measures 
of export diversification. The results of the study were that there exists a positive relationship 
between export diversification and economic growth. The results of the study are consistent 
with those suggested by other authors such as Herzer and Nowak-Lehmann (2006) and 
Petersson (2005). 
Cabral and Veiga (2010), investigated on the determinants of export diversification and 
sophistication in Sub-Saharan Africa. The study was carried on 48 countries in the Sub-
Saharan Africa and covered the period of forty five years from 1960 to 2005. The study 
employed the Ordinary Least Squares (OLS) pooled method to analyse disaggregated data for 
the countries. They also used the fixed effect models and instrumental variables to cater for 
omitted variables and other loopholes associated with OLS. More so, the authors used the 
Herfindahl and Theil indices as their measure of export diversification. 
In accordance with the Prebisch-Singer hypothesis, results from cross country comparison 
suggested that export diversification was associated with long run economic growth and 
development rates. Furthermore, the study also argues that increases in the levels of export 
diversification promote high productivity level of industries. The authors concluded that 
export diversification was important for export revenues stability, since higher export 
diversification levels imply a dispersion of risk by a larger number of export sectors. The 
results are similar to those in Ar-Marhubi (2008). In contrast to the Heckscher-Ohlin model, 
the authors further pointed out that diversification into manufacturing exports led to higher 
economic growth and good export performance. 
Carrere et al., (2007), focused on one hundred and fifty nine countries across the world to 
investigate export diversification. The period under study was 1988 to 2004. The authors 
used time series data and employed the OLS to analyse their data. The study employed the 
Herfindahl Index among other measures of export diversification. 
75 | P a g e  
 
Carrere et al., (2007) concluded that export diversification was related to the level and change 
in gross domestic product per capita. This result contrasts sharply with the predictions of the 
Heckscher-Ohlin model: the country must specialise in the production and exportation of 
products that use intensively the abundant factor within a country. The authors related their 
findings to a policy perspective, and they suggested that export diversification was a key 
element of the economic development process. However, they concluded that it was not 
necessarily an objective as an important policy indicator. The study’s results were in line with 
those of Cabral and Veiga (2010), Ar-Marhubi (2000) and Petersson (2005). 
Ferreira (2009) conducted a study on the expansion and diversification of the export sector 
and economic growth in Costa Rica. The main aim of the study was to examine the effect of 
export diversification and export expansion on Costa Rica’s economic growth. The author 
utilised the Granger-causality procedure developed by Toda and Yamamoto (1995), to 
examine the export-led growth hypothesis for Costa Rica. Furthermore, the author used 
annual data from 1965 to 2006. On the same note, the study used two types of statistical 
methodologies namely, the Bounds test for cointegration and the dynamic Ordinary Least 
Squares model. 
Using the Bounds test for cointegration, the study found that export diversification had no 
long run effect on economic growth during the period under study. Furthermore, the author 
observed that the country depended much on imports as its inputs hence the conclusion that 
imports can be an indirect long run channel for economic growth through the provision of 
intermediate and foreign technology. The results of the study contradicted the Prebisch-
Singer hypothesis, Agosin (2007), and Hesse (2008).  
Widodo (1998) investigated comparative advantage theory measure on ASEAN catching up 
countries. The main aim of the study was to review the concept and empirical measure of 
comparative advantage and to derive an analytical tool suitable for analyzing comparative 
advantage. The study was divided into three parts; that is the theory, analytical section and 
case studies of comparative advantage. The author reviewed the theory and various empirical 
measures of comparative advantage. Two indexes of comparative advantage were identified 
and used as analytical tools to analyse exported products of the ASEAN countries. The study 
used data on exports and imports published by the United Nations Commodity Trade 
Statistics Database (UNCOMTRAD). Internationally traded products were classified 
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according to some international standards of classification such as the standard international 
trade classification (STC), the Harmonised commodity Description and Coding System and 
the Broad economic categories.  
The study concluded that in the case of ASEAN countries, the higher the comparative 
advantage for a specific product, the higher the possibility of a country to become a net 
exporter. The findings of this author are strongly supported by the theory of comparative 
advantage which postulates that a nation will export the goods or services in which it has its 
greatest comparative advantage and import those in which it has the least comparative 
advantage. 
Arip et al., (2010), researched on the relationship between export diversification and 
economic growth in Malaysia. Arip and others used time series annual data for Malaysia for 
the period covering 1980 to 2007. The authors employed techniques of cointegration (VECM 
and Granger causality tests to examine the long run relationship and dynamic interactions 
among the variables (export diversification and economic growth). The results of the study 
showed a unique cointegrating vector among the variables used.  
 
The authors concluded that export diversification played an important positive role in 
increasing economic growth. Arip et al., (2010) recommended that for Malaysia to 
experience rapid economic growth, it is supposed to diversify its exports into manufactured 
products. Moreover, it was also suggested that economies could develop greater social and 
economic cooperation with the rest of the world in order to maintain growth in the long run. 
Furthermore, the study concluded that high levels of export diversification could help in the 
stabilisation of Malaysia’s export earnings hence promoting economic growth. In other 
words, policy makers who advised that trade and industry policies should stress the role of 
export diversification. The findings of the study supported the Prebisch-Singer Hypothesis 
but contradicted the Heckscher-Ohlin model. It further supported the results of other 
empirical findings such as Ferreira (2009) and Hesse (2008). The research was however, 
limited to Malaysia only, such that its findings may not apply to other countries. 
 
Shewangizaw (2003) investigated the role of diversification in reducing impacts of export 
instability on Ethiopian economic growth. The study used annual time series data for the 
period 1960 to 2001. The main aim of the study was to investigate the cause of export 
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instability and the extent of instability in Ethiopia. Vector error correction modeling was used 
as an analytical tool in the study. Results from the study showed that the existing 
undiversified export portfolio caused export earnings instability. In other words short run 
export instability caused income instability implying that there was need for diversifying the 
existing export portfolio. 
Songwe and Winkler (2012) investigated exports and export diversification in Sub Saharan 
Africa as a strategy for post-crisis growth.  The main aim of the study was to investigate the 
effects of exports and export diversification on growth to make policy implications for post 
crisis export strategies. The study used a panel of thirty selected Sub-Saharan African 
countries over the period 1995 to 2008. The study estimated the impact of exports and export 
diversification on value added labour productivity and conditional and unconditional labour 
demand.  The Hirschman-Herfindal Index of market product concentration was used as an 
inverse measure of export diversification. To measure the effect of exports and export 
diversification on growth the study estimated an endogenous growth model. The results of 
this study found out those exports have a positive impact on value added labour productivity 
and labour demand and in addition, that export diversification products and markets increased 
value added and labour productivity. Results of this study are similar with Mbaku (1989) who 
did a study on thirty seven Africa countries and found out that export growth has a positive 
impact on economic growth between the period of 1970 and 1981. 
Lederman and Klinger (2006) researched on diversification, innovation and imitation inside 
the global technological frontier. The study period was from 1997 to 2002. The authors 
identified stages of diversification in aggregated export data and afterwards they developed a 
metric for flows of exports discoveries or inside the frontier innovations in developing 
counties. The data used suggested that inside- the frontier innovation was more common 
among poor countries whereas on–the–frontier innovation and specialisation characterized 
export growth of highly developed economies. The data used also suggested that the 
relationship between frequency of export discoveries and economic development was not due 
to changes in the industrial composition of exports. The study utilised a simple model of 
innovation and imitation to test the hypothesis that the threat of imitation inhibits the 
discovery of new exports. Econometric evidence suggested the frequency of export 
discoveries across countries rose with the returns to export activities, but the magnitude of 
78 | P a g e  
 
this effect increased with barrier to entry.  Results from this study supported the hypothesis 
that market failure inhibits inside the frontier innovation. 
Akbar and Naqvi (2000) examined Pakistan’s experience with export diversification and the 
structured dynamics in the growth process. The study constructed several measures of 
diversification and structural change in Pakistan exports from dis-aggregated data over the 
period from 1972-73 and 1997-1998. The study tested a number of relationships among the 
structure of exports, export growth, aggregated growth and world growth. The authors have 
examined the issue of export growth relationships using Granger causality approach. Their 
results showed that exports did not lead growth that growth led exports. In addition, imports 
did not play any role in the export growth relationships as was believed in Pakistan. 
Ferdous (2011) examined the patterns and determinants of export diversification in East 
Asian economies for the period spanning from 2000 to 2008. The main aim of the study was 
to examine whether the economies in East Asia have been specialised or less specialised” 
diversified” in their exports. The study examined the export diversification in the selected 
countries in Association of South East Asian Nation (ASEAN). The countries studied were 
Indonesia, Malaysia, Philippines, Singapore, Thailand, China, Japan, and South Korea. Fixed 
effect panel data model was used to find out the relation between regional integration and 
industrial specialisation and to find the impact of other variables. The results found that all 
the variables were statistically significant and a negative relationship between specialization 
and exchange rate, tariff rate and trade intensity was also found. However, a positive 
relationship between export diversification and GDP was found. The results of Ferdous 
(2011) were similar to the results of Mouna and Reza (2001) on their study on trade 
liberalization, real exchange rate and export diversification in selected North African 
countries. 
According to Aditya and Roy (2009), export diversification and export composition were 
found to be important determinants of economic growth after controlling for some variables 
such as lagged growth, infrastructure, investment and exports. The authors used cross 
sectional data from sixty five countries for the period 1965 to 2005. The study used the 
(GMM) dynamic panel estimation. They authors used a commodity concentration index as a 
measure of export diversification. It is an index that tracks a basket of commodities to 
measure their performance. 
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The study found out that there was a non-linear relationship between export diversification 
and GDP per capita. High levels of export diversification led to positive increases in 
economic growth up to a certain critical level, where the process is reversed such that high 
levels of export concentration lead to increases in economic growth. Moreover, the authors 
concluded that the impact of export diversification was stronger when exports of a country 
are greater than world average export level. The results of the study are consistent with Arip 
et al., (2010), Hesse (2008), and Ferreira (2009).  
 
Alaya (2012) investigated the determinants of export diversification on Middle East and 
North African countries (MENA). The main objective of the study was to investigate the key 
factors that drove export diversification in MENA countries. The study used panel data over 
the period 1984- 2009. The Herfindal-Hirschmann (HHI) index was used as a measure of 
measure of degree of concentration. Results from the study showed that endowments of 
natural resources act to more export concentration whist trade openness depreciation of 
exchange rate and the accumulation of physical capital led more to export diversification. In 
addition, the finding of this study revealed that export diversification was closely related 
economic development. 
3.7.3 Empirical literature from South Africa 
Petersson (2005) used cumulative export experience functions to explore the structural 
dynamics of South African exports for the period 1990 to 2003. Two measures were 
generated to capture the structural change and static specialisation- diversification of South 
African exports flows. The first method was the Herfindahl index which was used to examine 
the recent trends of export revenue concentration in South African exports. Secondly the 
measure based on a cumulative export experience function for each commodity was used. 
Moreover, the author divided data into eleven industrial clusters which included primary 
products, petroleum, forest products, animal products, tropical agriculture products, cereals, 
capital intensive products, labour intensive products, machinery, chemicals and non-monetary 
gold. 
The study observed that manufacturing exports were relatively diversified during the entire 
period under study, but were affected by minor short-term fluctuations. Initially, export 
concentration showed large differences between trading partners, but a trend of convergence 
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was found, in especially manufacturing exports, indicating the rise of a more stable, 
diversified export composition. The author argued that reduced export concentration led to 
positive terms of trade and increases in economic growth. In other words, the results of the 
study are consistent with the Prebisch-Singer hypothesis but contradict the Heckscher-Ohlin 
model. The results from the study support the findings by Cabral and Veiga (2010), Matthee 
and Naudé (2007), and Ar-Marhubi (2000). 
Although Petersson (2005) was successful in determining the structural dynamics of South 
African exports, our study will augment by testing the relationship between export 
diversification, export instability and export growth as well as running an error correction 
model.  
Matthee and Naudé (2008) used cross sectional data for the period 1996 to 2004 to determine 
export diversity and regional growth in South Africa. Export diversity of various regions was 
measured using four types of indices namely, the Herfindahl index; the absolute deviation of 
the regions’ share of the country’s total exports, the normalised–Hirschman index, and the 
index that ranks exports in terms of their implied productivity. They employed the Ordinary 
Least Squares (OLS) regression to estimate the impact of export diversification on economic 
growth. OLS suffers from many problems, particularly in empirical work of such complexity. 
There are a lot disadvantages that are associated with using simple OLS such as that the 
series cannot be tested for cointegration. Matthee and Naude (2008) suggested that 
diversifying into manufactured products was beneficial to developing countries because of 
positive spillovers such as the introduction of new technology and knowledge. 
Results from this study concluded that export diversity and diversification at country level 
could be important for economic growth. This was drawn from the results that showed that 
the composition of the export basket was more important than export growth in positively 
driving economic growth. This was enhanced by the fact that regions with more diversified 
exports generally experienced higher economic growth rate in South Africa. For example 
magisterial districts with a less diversified exports having a Herfindahl index higher than 0.9 
experienced below average annual GDP per capita growth during the period of study. On the 
other hand magisterial districts with less than 0.2 Herfindahl index contributed well above 
33% of South Africa’s economic growth for the period 1996 to 2004. The results of the study 
are not consistent with the predictions of the Heckscher-Ohlin theory of trade. However, thet 
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are in line with the Prebisch-Singer hypothesis, Petersson (2005), Arip et al., (2010), Hesse 
(2008), and Ferreira (2009). 
Naude and Rossouw (2008) investigated the extent and impact of export diversification and 
specialisation in South Africa for the period 1962 to 2000. The authors used a computable 
general equilibrium model since the main interest of the study was to investigate the impact 
of household welfare, inequality and unemployment on export diversification and 
specilisation. Instead of using one measure of export diversification, the authors used three 
measures of export diversification which included the Herfindahl index, the Normalised-
Hirschmann index and the absolute deviation of the country’s share of total world exports.  
Therefore, part of the results reported was on the trends in export diversification and 
specialisation between 1962 and 2000. The use of three indices yielded results that were 
almost similar. The three different methods were used to check the robustness of results.  
 
Furthermore, consistent with the Prebisch-Singer hypothesis, they concluded that export 
diversification, whether vertical or horizontal led to real economic growth. The authors 
attributed these results to increases in export volumes and improvement in the trade balance 
brought about by high degrees of export diversification. They suggested that export 
diversification is associated with higher economic growth. The authors agreed with findings 
by Petersson (2005), Matthee and Naudé (2008), and Cabral and Veiga (2010). 
3.8 General Assessment of literature 
As conventional trade theories based on comparative advantage have proved unable to 
explain the causes of trade and key trends such as intra-trade, developing countries’ trade and 
underdevelopment, new theories taking into account various considerations have emerged to 
better explain technology intensive trade. The most notable theories that explain forces 
behind international trade include Ricardo’s and the H-O theory which are based on the static 
comparative advantage assumptions. The traditional trade models fail to explain the existence 
of trade in similar products which accounts for the dominant share of total world trade 
particularly between developed economies. Another problem with these models is that they 
fail to explain dynamic comparative advantage, which is the changing comparative advantage 
of countries over time. Ricardo’s theory is not a close approximation to reality because it 
assumed labour as the only factor of production and that technology is exogenous. 
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Due to the limitations of the Ricardian comparative advantage, the H-O theory is regarded as 
more sophisticated because it considered capital as a factor of production. However, the H-O 
theory has its own short-comings in the sense that it assumed that production is characterised 
by constant returns to scale and that perfect competition exists in both countries. In reality, 
markets are imperfect and industries experience increasing returns to scale. According to 
Wood and Mayer (1998), the H-O theory cannot provide a complete explanation of trade 
patterns because it neglects economies of scale, sectorial differences in efficiency, imperfect 
competition, government policies and transport costs.  
In response to the short comings of the H-O theory, trade can also be explained by theories 
such as increasing returns to scale, dynamic comparative advantage, and technological 
competition. Distinctive aspects of these models are that they postulates a large number of 
goods that they assume a continuous process of technological change and that technical 
progress takes the form of development of new product. 
 In addition to trade theories, growth models were also reviewed. Solow (1956) assumed 
exogenous technological change and results from his study were that growth is explained by 
capital accumulation and technological progress. However, the weakness of Solow’s model is 
that technological progress was left unexplained. We can conclude that the Solow model 
fails. This has led to the development of endogenous growth theories. Romer (1986) built an 
endogenous growth model resulting from knowledge externalities. Romer’s model showed 
that increasing returns and long run growth are possible because of knowledge externalities. 
However, Romer was not sure whether the knowledge capital in his model should be viewed 
as disembodied. It is not clearly specified as to whether is knowledge in books or knowledge 
embodied in capital goods or human capital. 
In contrast to Romer, Lucas’s (1988) learning-by-doing (LBD) model was more specific 
about the nature of knowledge capital. Lucas emphasised the importance of human capital. 
The technical change in this case is considered to be a result of experience in goods 
production. This framework provides the basis of export diversification and economic 
growth. 
An extensive literature review on the relationship between export diversification and 
economic growth is found mostly in developed countries. Most empirical papers focused on 
panel data models than cross sectional models. Hesse (2008) shows for four countries that 
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high levels of export concentration were detrimental economic growth especially for 
developing countries between 1961 and 2000. Most studies got similar results for example, 
Agosin (2007), using cross sectional data for twenty countries  found that export 
diversification has a positive effect on economic growth. Some studies used time series data 
(see Ferreira (2009)) to test the relationship between export diversification and economic 
growth for the period between 1965 and 2006. The study found out that export diversification 
had no long run effect on economic growth. 
In addition to the studies that were done in developed countries, Chandra et al., (2007) 
investigated the relationship between export diversification and competitiveness in 
developing countries for the period 1980 to 2004. This study found a positive relationship 
between export diversification and competitiveness. Similar results were also found by 
Cabral and Veiga (2010) for a study in Sub-Saharan Africa. Empirical literature on the 
relationship between export diversification and economic growth is scant in South Africa. A 
few studies were conducted to test the relationship (see Matthee and Naude (2007)) who 
found a positive relationship between export diversification and economic growth. The study 
used cross sectional data of 19 exporting sub nationals of South Africa for the period 1996 to 
2004. 
The empirical literature provides support that export diversification can be positively 
associated with economic growth. In addition, diversity in exports can reduce income 
volatility for countries with large populations living in poverty and reduce vulnerability to 
sharp declines in terms of trade. Diversification also increases the potential for generating 
spillovers, whereas reliance on only a few exports generally has greater negative 
consequences for growth. However, empirical literature also has studies that failed to find 
any significant effect of export diversification on economic growth. Most of these studies 
used times series data. 
The empirical literature reviewed in this chapter did not take into account the use of other 
methodologies such as the cumulative export experience function to measure the extent and 
structural dynamic of South African exports. Therefore, this study makes the following 
contributions to the body of knowledge; (i) to measure the extent and structural dynamics of 
South African exports using the cumulative experience functions, (ii) estimate the 
relationship between export instability, export growth and export diversification and the study 
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will run a vector error correction model on the short run and long run relationship between 
export diversification and economic growth. The debate on export diversification and 
economic growth is still ongoing. The following section provides a summary of empirical 
studies discussed on the previous section. Table 3.2 summaries the empirical literature. 
Table 3.2: Summary of selected empirical literature on export diversification and 
economic growth  
Study Countries Methodology & 
kind of data 
Results 
Hesse (2008) United States Ordinary least 
Squares, panel data 
High levels of export 
concentration were 
detrimental to growth per 
capita especially for 
developing countries 
Ferreira (2009) Costa Rica Cointegration and 
Dynamic Ordinary 
Least Squares 
Model, Time series 
data 
 The study found that 
export diversification had 
no long run effect on 
economic growth during 
the period 1965 to 2006. 
Arip, Yee and 
Karim (2010) 
Malaysia Vector Error 
Correction 
Modeling, Time 
series data 
The study found that 
export diversification 
played an important role in 
increasing economic 
growth. 
Kadyrova (2011) United Kingdom Generalised Method 
of Moments( GMM) 
Panel Data 
Results showed that 
economies with lower 
export concentration had a 
tendency of growing 
faster. 
Matthee and Naude South Africa Ordinary Least 
Squares, Cross 
The authors concluded that 
export diversity and 
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(2008) sectional Data diversification at country 
level could be important 
for economic growth. 
Naude and Rossouw 
(2008) 
South Africa Computable General 
Equilibrium Model 
(CGE),  Time series 
The study found that 
South Africa’s export was 
relatively diversified 
compared to other 
developing economies but 
less diversified when 
compared to its main 
trading partners 
 
3.9 Conclusion 
The main objective of this chapter was to trace both theoretical underpinnings and empirical 
evidence that link export diversification and economic growth. This has been done with a 
resulting proposition that the traditional trade theories fail to explain the existences of trade in 
similar products, which accounts for the dominant share of total world trade particularly 
between developed economies. This led to the development of new trade theories that looked 
at various demand factors, market structures, externalities and economies of scale.  
Among some of the theories discussed are those pertaining to international trade such as the 
Ricardian comparative advantage, Linder hypothesis, Product Life Cycle theory (PLC) and 
the imitation lag hypothesis and those that explain economic growth include the Solow 
growth model and endogenous growth theories. The Prebisch-Singer hypothesis argues that 
there is a positive relationship between export diversification and economic growth. The 
hypothesis suggests that diversifying into manufactured exports reduce export instability and 
come with a lot of positive externalities such as knowledge and skills. On contrast, the 
Heckscher-Ohlin trade theory is of the notion that countries should specialise in the 
production and exportation of products in which they have a comparative advantage in, based 
on the relative factor availability in each country. In other words, the Heckscher-Ohlin theory 
suggests a negative relationship between export diversification and economic growth.  
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With regard to empirical evidence, the study identified a number of studies that confirm a 
positive relationship between export diversification and economic growth. However, there are 
some studies that fail to find any significant relationship between export diversification and 
economic growth (see Nicet-Chenaf and Rougier (2008) and Aditya and Roy (2009)). These 
authors   argue that too much export diversification may be detrimental to economic growth. 
The differences in findings are attributed to different econometric modeling techniques, 
variables specification, countries included in the studies, and the different timeframes 
adopted for the studies. In Chapter Four, the study shift focus to discussion on the research 
methodology to be implemented in the study based on literature reviewed. 
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Chapter Four 
Research Methodology 
4.1 Introduction 
It is frequently suggested that export diversification is an important factor contributing to 
export-led growth and economic growth. The task is to develop methods of analysis that 
address the objectives of the study that were proposed in chapter one. These objectives are; 
what is the extent and nature of export diversification in South Africa? What is the 
relationship between export diversification, export stability and export growth in South 
Africa? What is the ultimate effect of export diversification on economic growth? 
This chapter presents in detail the methodology employed in this work. The preceding review 
of literature on export diversification and economic growth and the overview of these two 
variables in South Africa have both shed some light on the link between export 
diversification and economic growth in South Africa. It builds on literature review to set the 
analytical framework used in this study. The chapter is divided into three broad sections. The 
first section discusses the first two above mentioned objectives, whilst the last section 
discusses the last objective, namely the ultimate effect of export diversification on economic 
growth.  
After this introductory section, the rest of the chapter is outlined as follows: in section 4.2, 
measures of export diversification are discussed. These measures are employed to analyse the 
extent of export diversification as well as the structural changes in export diversification. 
Section 4.3 discusses the measurement of export stability and its relationship with export 
diversification. Section 4.4 presents methods that provide a link between export 
diversification, export stability and export growth. The methods for estimating the effect of 
export diversification on economic growth are further divided into smaller subsections. 
Section 4.5 presents the theoretical framework that is used to develop a model that links 
export diversification and economic growth. The model specification is discussed in section 
4.6 and definition of variables follows in section 4.6.1, and expected signs are discussed in 
section 4.6.2. Data sources are presented in section 4.6.3. A review of estimation techniques 
for the study of the impact of export diversification and economic growth are presented in 
section 4.7 while section 4.8 concludes the chapter. 
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4.2 Extent and Nature of export diversification in South Africa 
An overview of export diversification and literature review has guided the researcher on the 
selection of methods that are used to define export diversification. In an attempt to derive 
empirical measures of the extent of export diversification and the structural changes taking 
place in South Africa, this study uses a sample of 28 selected commodities for the period 
1980-2012 for which the most recent data is available. This sample has been selected because 
it has available time series data on the quantec website. This sample is also representative 
since it consists of primary commodities, semi-manufactures and manufactured products. 
This study adopts Samen’s (2010) methods of measuring the extent of export diversification 
and the structural changes in export diversification. These are as follows: Commodity-
Specific cumulative export experience function, the Commodity –specific traditional index 
(CSTI), variance of CSTI, concentration ratio and the aggregate specialisation index. 
Empirical literature has suggested the above mentioned measures of the extent and structural 
changes in export diversification. According to empirical literature reviewed, there are no 
other ways of measuring diversification in which one can compare to determine the 
advantages and disadvantages associated with each measure. The following section discusses 
how each measure is calculated. 
4.2.1Commodity-Specific Cumulative Export Experience function (CSCEEF) 
As the first step, the study calculates the commodity specific cumulative export experience 
function which is regarded by empirical studies such as  Gutierrez de Pineres et al., (1997)  as 
the most common measure of export diversification as well as the structural exports in given 
industry. This is obtained as follows: 
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Assuming that Xit represents the real value of exports of the ith commodity in year t, t0 , te 
and tT represent the initial, current and terminal periods of the sample respectively. The 
numerator represents the summation of the real exports from the initial period to the current 
period whereas the denominator represents the summation of the real value of exports from 
the initial period to up to the terminal period.  
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According to Gutierrez de Pineres et al., (1997), the commodity specific cumulative 
experience function has properties that are similar to that of a cumulative distribution 
function, that is, it takes values at and or near 0 at the beginning of the sample period and 
rises to 1 in the final year. The numerical values of CSCEF are plotted for two or more 
commodities (or industries) together. A commodity which could be labeled as primary in the 
initial period is expected to be different from a commodity that can be labeled as 
manufactured in that its export experience function would be shifted to the left. In other 
words, for the more primary commodity, the plot of CSCEF for such a commodity is shifted 
to the left or linear, whereas for a manufactured commodity the graph of CSCEF would be 
expected to shift more towards the right. A comparison of CSCEF across different 
commodities may also shed light on the diversification of the export industries. For example, 
the commodities for which plots of CSCEF are shifted further to the right should not only be 
considered to be manufactured export commodities but they should also be expected to be 
more vertically diversified. It is possible for two industries to have identical cumulative 
experience functions, therefore, the mean of the cumulative export experience index. Section 
4.2.2 discusses the commodity specific traditionality index. 
 
4.2.2 The Commodity-specific traditionality index (CSTI) 
The null hypothesis that two industries have identical cumulative export experience function 
can be tested against the alternative that the industry is traditional. The Commodity-specific 
traditionality index is an alternative way of ranking exports by the traditional attribute, which 
involves computing the mean of the cumulative export experience index for each ith 
commodity for the entire sample period as shown below: 
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A higher value of the commodity-specific traditional index (CSTI) indicates a more 
traditional export commodity. Using both CSCEF and CSTI, it is possible to identify and 
estimate the extent and nature of diversification of a country’s export portfolio of different 
commodities. Therefore, it is possible to identify and estimate the extent and nature of export 
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diversification of South Africa’s export portfolio of different varieties using both the 
CSSEEF and the CSTI. 
 
4.2.3 Variance of Commodity-Specific Traditional Index (VCSTI) 
The variance of CSTI (VCSTI) is used to test the robustness of the commodity-specific 
traditionality index. A variance of CSTI tests the stability of traditionality for a specific 
commodity over the sample period. A low value of VCSTI implies that the composition 
traditionality for a specific commodity has been stable over the sample period. 
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where CSCEEFi is the mean value of CSTI. 
 
4.2.4 Concentration Ratio (CR) 
The concentration ratio is used to measure the degree of diversification. It is assumed that a 
smaller value of the concentration ratio is associated with a broader or diversified export mix 
and also that it is associated with growth and stability of export earnings. In this study, the 
concentration ratio is calculated as follows: 
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where N represents the total number of export commodities in the export portfolio, SXi is the 
actual share of the ith commodity in total exports and 1/N is assumed to be the ideal share of 
export earnings for each commodity. 
 
4.2.5 Specialisation Index (ASI) 
The aggregate specialisation index measures the long run structural change in the 
composition of the export mix. The specialisation index is calculated as follows: 
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where Xi is the export of commodity i and X the country’s total exports, N the number of 
export commodities. When the numerical value of the specialisation index is approaching 1, 
the country’s export mix is dependent significantly on only a single commodity. Put 
differently, when the specialisation index is approaching 0, it implies that the export mix is 
diversified. The specialisation index gives a long run perspective of the changing 
composition of the export mix because it can be calculated for each year over a long period. 
 
In conclusion, the measures of export diversification help to test whether the pattern of 
economic development is associated with structural changes in exports and increased 
diversification. In addition, the non-traditional commodities are presumed to be manufactured 
commodities and the traditional to be primary commodities, which mean that from the results 
one gets from the measures it is possible to determine whether South Africa’s export portfolio 
is mainly dominated by manufactured or primary commodities. 
4.3 Association between export diversification and export instability 
The yearly fluctuation and or deviations in export earnings from the normal state or trend is 
generally referred to as export instability. For empirical purposes, export instability is defined 
as the difference between the actual and estimated value of exports, expressing this difference 
as a percentage of average value of exports (Devkota, 2004). To determine the relationship 
between export diversification and export stability, this study identifies the main primary and 
manufactured commodities for South Africa on the basis of Standard International Trade 
Classification (SITC) then compares the correlation coefficients, the instability index and the 
covariance. This is intended to assess whether export diversification results in earnings from 
various export commodities that are relatively stable and not correlated (preferably inversely 
correlated) with each other. Trend measures are also determined graphically. 
 
Previous studies (see Devkota, 2004, Rashid et al., 2012) have used different measures to 
calculate the degree of export earnings instability; however, the particular used has often been 
selected on an ad hoc basis. Export instability index have been measured by different 
methods such as coefficient variation, moving average method, absolute difference between 
actual export earnings and the trend of export earnings. The choice of instability measure is 
important since different measures can produce differences in the calculated values. In this 
study, three types of instability measures are taken into consideration to estimate the degree 
92 | P a g e  
 
of export instability of the selected commodities. These are; moving log average method, 
absolute difference between actual export earnings and the trend of export earnings.   This 
approach differs from previous approaches by ensuring that no main category is omitted and 
also the advantage of permitting the results obtained by using the different categories to be 
compared. In addition, the selected measures give more weight as compared to the simple 
coefficient of variation. The various ways which are used to calculate the instability index in 
this study are explained as follows:  
 
The first method is based on a measure first proposed by Massell (1964, 1970) and Kingston 
(1973, 1976) and later refined and used by Sinclair and Tsegaye (1990) and by Devkota 
(2004). This method is based on the deviations between the observed and values expressed as 
a proportion of the estimates. Specifically, the export instability index is expressed as 
follows: 
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Where I1 is the export instability index, Xt is the actual value of exports at period t, Xt
* 
is the 
estimated earnings calculated from an appropriate trend line (linear, exponential function), t 
is time and N is the number of observations. 
 
The second type of the instability measure is based on squared deviations from a trend line 
obtained from the ordinary least squares. This method was proposed by Macbean and Nguyen 
(1980) and was later modified by Tsegaye (1987) and Sinclair and Tsegaye (1990). 
Specifically, the export instability index is expressed as follows: 
7.4.................................................................................................
100
2/1
1
2
*
*
2
N
x
X
XX
I
N
i t
tt















 
 

 
Where Xt is the actual value of exports in the year t, X*t is the estimated value of exports by 
using an appropriate trend line (linear, exponential or logarithmic parabola) and N is the 
number of observations. 
 
The third method is the moving log average method which was proposed by Macbean and 
Nguyen (1980) and was later modified by Tsegaye (1987) and Sinclair and Tsegaye (1990) as 
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well as Devkota (2004). The method is based on the squared deviations of logarithmic value 
from trend values obtained from a five–yearly moving log average. The formula is as 
follows: 
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The study recognises that there is no unique way of measuring export instability, since 
different measure could give rise to different results. The above stated three methods are used 
in this study and compare the results. The method that produces the best results is considered 
as the most appropriate measure of export instability. 
4.4 Relationship between export diversification and export growth 
There are various factors determining export diversification and export growth such as 
production and transport structures factor intensities on the supply side and the demand 
incentives for the products being produced and exported, foreign income and exchange rates 
on the demand side.  However, assuming that success with export diversification is mainly 
constrained by the growth in demand for the diversified products and following the 
suggestion by Hasan and Toda (2004), the growth rate of total exports may be related to 
vertical diversification and horizontal diversification. The impact of export diversification on 
export growth  is obtained when the growth rate of total exports is regressed against the 
growth rate of aggregate nontraditional commodities (vertical diversification) and the growth 
rate aggregate traditional commodities (horizontal diversification). Therefore, the equation is 
estimated as follows: 
 
9.4.................................................................................21   GRTCGRNTCGREXP
 
Where GREXP is the growth rate of total exports, GRNTC is the growth rate of 
nontraditional commodities and GRTC is the growth rate of traditional commodities. The 
coefficient for GRNTC is expected to be positive hence an increase in nontraditional 
(manufactured exports) is expected to increase the aggregate growth of total exports in a 
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country. In addition, the coefficient of GRTC is also expected to positive meaning an increase 
in traditional exports is expected to increase the total exports of South Africa. 
4.4.1 Relationship between Export growth and export instability 
The South African government has provided a number of export promotion incentives 
starting from changing the inward looking trade policy, to export subsidies, to the 
establishment of export processing zones and compensatory rebates on various export items 
in order to promote the growth of exports. However, mining products are a major source of 
foreign exchange for South Africa. Therefore, export earnings of South Africa are prone to 
instability since there are fluctuations on the demand of export products as well as 
competition from other less developed countries. In this section, the study seeks to investigate 
the relationship between export growth and export instability following Wasim’s (2003) 
methodology. According to this methodology, the relationship between the growth rate of 
exports and instability maybe deduced from running a simple linear regression equation that 
has instability indices as the dependent variable and export growth rate as the independent 
variable. The equation is specifies as follows: 
 
10.4...........................................................................................................................GI    
 
Where I is the instability index and G is export growth rate. The regression results may 
confirm a positive or negative association between export growth and export instability. This 
depends upon the type of products produced and exported. If example a country specialises in 
the production and exporting manufactured products that stable, then high export growth will 
be associated with export stability. Studies such as that of Wasim (2003) found that high 
growth of exports are usually associated with high instability because of the fluctuations of 
export earnings that are brought by the growth in exports. 
 
Measuring the extent and structural changes in export diversification as well as finding the 
association between export diversification, export instability and export growth is not enough 
to provide answers to all the questions which were raised in the chapter one. Therefore, the 
following section builds on literature review to set the analytical framework. The following 
section begins by discussing the theoretical framework that is used to develop a model that 
links export diversification and economic growth.  
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4.5 The relationship between export diversification and economic growth 
4.5.1 Theoretical framework 
The theoretical framework for developing a time series model is developed from the 
endogenous growth theory which holds that, economic growth is primarily the result of 
endogenous and not external forces as in neoclassical growth theory. Endogenous growth 
theory holds that investment in human capital, innovation, and knowledge are significant 
contributors to economic growth. The theory also focuses on positive externalities and 
spillover effects of a knowledge-based economy which will lead to economic development. 
The endogenous growth theory primarily holds that the long run growth rate of an economy 
depends on policy measures. For example, subsidies for research and development or 
education increase the growth rate in some endogenous growth models by increasing the 
incentive for innovation. 
In addition, endogenous growth models such as Matsuyama (1992) emphasised the 
importance of learning-by-doing (LBD) in the manufacturing sector for sustained growth. 
Related to export diversification, there could be knowledge spillovers from new techniques of 
production. The endogenous growth model is based on the idea that capital accumulation 
embeds technological improvement. The firm level production function will be as follows: 
11.4...............................................................................................................)()()(   iLiAKiY
 
where A is the Total Factor Productivity and technology A depends on capital stock. The 
higher the capital, the more the economy is able to use new technologies. This is expressed as 
follows: 
12.4................................................................................................................................1  BKA
 
Where K is the aggregate level of capital stock and B is the learning factor (positive 
externality). Imposing symmetry across firms and substituting in the production function,  
one gets the aggregate production function. 
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The following section presents empirical model specification based on the theoretical 
framework as well as the empirical literature. 
4.5.2 Empirical Model Specification 
The variables used in the estimation of export diversification and economic growth were 
based on both theoretical and empirical literature. To estimate the relationship between 
export diversification and economic growth, the study modifies the model used by Arip et al., 
(2010) in Malaysia. The variables used in the model are, Gross Domestic Product (GDP) is 
the dependent variable and the degree of specialisation and diversification, employment and 
capital expenditure were explanatory variables. The model used by Arip et al., 2010 is 
expressed as follows: 
14.4............................................................................................... CAPEMPDSDGDP
 
where: GDP  Gross Domestic Product 
DSD Degree of specialisation and diversification 
EMP = Employment 
CAP Capital expenditure 
In this study, GDP is expressed as the dependent variable. GDP is explained by the 
Normalised-Hirschmann index (measure of export diversification), real effective exchange 
rate and trade openness and (gross capital formation following Herzer and Nowak-Lehmann 
(2006) as shown in equation 4.15. Equation 4.15 is the modified version of equation 4.14. In 
both equations, GDP is used as the dependent variable. The difference is on the inclusion of 
trade openness and real effective exchange rate that is not appearing in equation 4.14. 
Employment is not included in equation 4.15. 
15.4.......................................43210   ttttt GFCOPENREERLNHILGDP  
Where LGDP logarithm of gross domestic product, L NHI Normalised-Hirschmann 
Index, LGFC logarithm of gross capital formation, LREER  logarithm of real effective 
exchange rate, LOPEN  logarithm of trade openness, 0 intercept, β1, β2, β3 and β4 are 
coefficients of the independent variables and µ is the error term. The impact of each of these 
variables on economic growth (GDP) has been covered in detail in Chapter Three, and 
section 4.5.3 offers definition of variables in equation 4.15. 
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4.5.3 Definition of variables 
LGDP is the logarithm of real Gross Domestic Product. It represents the real domestic output 
in billion rands produced in South Africa adjusted for inflation. The data is converted to 
logarithms. The study uses this variable as a measure of economic growth because it shows 
how much output South Africa produces in relation to its population. 
LNHI refers to the Normalised Hirschman Index, and is a way of measuring the extent of 
export diversification. Export diversification is commonly measured using concentration 
ratios. Among the measures of export diversification, the Normalized Hirschman Index is the 
commonly used. The NHI is included in the model because it measures how diversified South 
African exports are. Following Naudé and Rossouw (2008), the Normalised-Hirschman index 
is calculated as follows: 
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where: jtH = Normalised-Hirschman index, where itx is the value of exports of industry 
i located in country j and jtX is the total exports of country j in a given year t. The number 
of industries is represented by n . An index value nearer to 1 indicates less diversification 
while a value closer to 0 signifies a high diversification of exports. The index is converted to 
logarithms in this study. 
LGFC is the logarithm of gross capital formation. Gross capital formation expressed in 
billion rands. This variable is included in the model because the purchase of physical stock of 
capital such as machinery impacts directly on the productivity of the economy. 
LREER is the logarithm of the real effective exchange rate of the rand. It is the weighted 
average of the rand in relation to the basket of other South Africa’s main trading partners. 
The weight is determined by comparing the relative trade balances, in terms of one South 
Africa’s currency, with each other country within the basket and further adjusted for 
inflation. The REER is made part of the model because it indirectly affects economic growth 
through the prices of exports and imports. 
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LOPEN is the logarithm of trade openness. Trade openness shows the extent to which a 
country is involved in international trade activities with the rest of the world. In this study 
trade openness is calculated as follows: 
 
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Where: OPEN represents trade openness, X is total exports, Y is total imports and GDP is 
total Gross Domestic Product. 
Trade openness is included in the model because it directly affects the amount of trade 
activities that a country conducts with its trade partners, hence affects economic growth and 
the number of goods a country can possibly export and import, hence determines the degree 
of export diversification.  
µ = Error term, which represent the influence of omitted variables in the specification of the 
model. 
4.5.4 Expected signs 
The coefficient of Normalised-Hirschman Index is expected to be positive in this study. This 
is because high export diversification is expected to have a positive effect on economic 
growth. Learning from exporting effects for example South Korea has benefited from these 
positive feedbacks from exporting. This conclusion is also based on findings from empirical 
literature such as Matadeen (2011), Petersson (2005), Hesse (2008), and Ferreira (2009). 
Export diversification may be beneficial because of benefits that may accrue to a more export 
diversified economy in the form of positive externalities and reduced risk of export 
instability.  
The coefficient of gross capital formation is expected to be positive. This is because high 
capital expenditure means that the economy is able to produce more output thereby 
increasing economic growth provided that the population remain unchanged, fall or increase 
with a smaller margin.  
The coefficient of real effective exchange rate is expected to be either negative or positive 
because an increase in the real effective exchange rate of the rand (depreciation) can affect 
the economy’s growth in two ways; namely the aggregate demand and supply channels. In 
the aggregate demand channel an increase in the real effective exchange rate enhances the 
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international competitiveness of domestic goods leading to increased net exports and 
consequently increased GDP. On the other hand, the aggregate supply channel suggests that 
the depreciation of the real exchange rate increases the cost of production and negatively 
affects GDP (Tarawalie, 2010). 
According to Yanikkaya (2002), trade openness was embraced with a strong bias in many 
economies mainly because of the disastrous failures of import-substitution strategies, 
especially in the 1980s. Though there is near consensus on the positive impact of trade 
openness on economic growth, the positive impact is very complicated and can be very 
diverse depending on the play of policies. The coefficient of trade openness can therefore be 
either positive or negative. 
4.6 Data sources 
The study employs South African quarterly data covering the period of 1980 to 2012. The 
real effective exchange rate, gross capital formation and gross domestic product was obtained 
from the South African Reserve Bank (SARB) online statistical query publications. However, 
data on individual exports products and total exports and imports was obtained from the 
Quantec website. 
4.7 Research Techniques 
There are several techniques available for parameter estimation, ranging from classical 
regression methods to cointegration based techniques (Takaendesa, 2006).  The classical 
regression is based on the assumption that all the variables to be included in a regression are 
stationary. However, majority economic series are non-stationary in levels therefore; 
estimations based on these techniques may be spurious or meaningless. Differencing the 
variables to turn them stationary is the preferred approach to deal with this problem, but it 
throws away useful long run information that might be in the data. These problems gave rise 
to a new generation of models based on cointegration and error correction modelling. The 
Johansen and Juselius (1990, 1995) technique is one of the important tools in the estimation 
of models that involve time series data (Brooks, 2008). This approach captures the time series 
properties of data and is a systems equation that provides estimates of all cointegrating 
relationships that may exist within a vector of nonstationary variables or a mixture of 
stationary and nonstationary variables (Harris, 1995). 
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There are advantages associated with the Johansen technique as compared to other 
cointegration techniques for example; the technique allows us to estimate an error correction. 
There are several steps that have to be followed in implementing the Johansen methodology. 
The first step is to determine the order of integration of all variables in the model. After 
determining the order of integration, the next step is performing cointegration tests in order to 
identify if long run relationships exist in the variables. If variables are cointegrated, a vector 
error correction model (VECM) is estimated. Finally, residuals diagnostic checks are 
performed to check if the model is well specified. Each of the above mentioned steps is 
reviewed in the following sections with the aim of considering alternative tests that can be 
employed in each step and choosing those to be applied in this study.  
4.7.1 Unit root and Stationarity tests 
Auto regressive unit root tests are based on testing the null hypothesis that 1 (difference 
stationary) against the alternative hypothesis that 1 (trend stationary). They are called unit 
roots because under the null hypothesis auto regressive (AR) polynomial has a root equal to 
unit. A stationary time series can be defined as that with constant mean, variance and auto-
covariance for each given lag (Brooks, 2008). A single stationary time series with no 
deterministic components has an infinite moving average representation which is generally 
approximated by a finite autoregressive moving average process. Non-stationary time series 
data can be considered as prospectively a major difficulty in acquisition of results from 
empirical econometrics. Most time series data are subject to trends. Successive differencing 
of the time series until stationarity has been suggested as a possible solution. Nonetheless, 
differencing has been proven to result in forfeiture of valuable long run information in the 
data (Utkulu, 1994). Thus, the definition that a series with no deterministic component which 
has a stationary, invertible ARMA representation after differencing d times is said to be 
integrated of order d, denoted xt   I(d) (Engle and Granger, 1987). 
Several reasons exist for the importance of the concept of stationarity and why it is important 
that variables that are non-stationary be treated differently from stationary ones. Since the 
whole value in the AR from the prior period is carried forward to the present period, values of 
random walk never decline. The incessant accumulation of errors generates a problem that 
non-stationary time series will incline toward an infinite variance (Salvatore and Reagle, 
2002). Brooks (2008) put it; stationarity strongly impacts the conduct and properties of a 
series. For stationary series, shocks to the system steadily expire away. A shock during time t 
101 | P a g e  
 
will have smaller effect in time t+1, and even smaller in t+2 and so on. With non-stationary 
data, however, the persistence of shocks is infinite such that for a non-stationary series the 
effect of a shock during time t will not have smaller effects in t+1 and t+ 2. 
Use of non-stationary data may lead to spurious regressions. If two stationary variables are 
generated as independent random series, when one of those is regressed against the other, the 
t-ratio on the slope coefficient would be expected not to be significantly different from zero 
and the R
2
 value would be expected to be very low. This would be obvious if the variables 
are unrelated. Suppose variables are trending over time, a regression of one on the other 
would have a high R
2
 even if the variables are completely unrelated. The result of regression 
applied to non-stationary data is a good looking regression which in reality is valueless 
(Brooks, 2008). According to Utkulu (1994), trends, either stochastic or deterministic, are the 
root for occurrence of spurious regressions, un-interpretable t-values, goodness of fit 
measures which are too high and generally make regression results strenuous to appraise  
4.7.2 Dickey Fuller and Augmented Dickey-Fuller Tests 
To illustrate the important statistical issues associated with auto regressive unit root tests, the 
simple AR (1) model is considered. 
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Where ˆ  is the least squares estimate and  ˆSE  is the usual standard error estimate. The test 
is a one-sided left tail test. 
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When testing for unit roots, it is fundamental to identify the null and alternative hypotheses 
suitably to depict the trend properties of the data. For instance, if the observed data do not 
demonstrate a rising or decreasing trend, the appropriate null and alternative hypotheses 
ought to replicate this. The trend properties of the data under the alternative hypothesis will 
determine the structure of the test regression used. Moreover, the form of deterministic terms 
in the test regression will impact the asymptotic distributions of the unit root test statistics. 
Standard Dickey Fuller unit root tests are valid for time series that is characterized by an 
AR(1) with white noise errors. However, many time series have more complicated dynamic 
structures than is captured in a simple AR (1) model. Said and Dickey (1984) augmented the 
basic AR unit root test to accommodate general ARMA models with unknown orders and 
thus the augmented Dickey-Fuller (ADF) test. The ADF test tests the null hypothesis that a 
time series ty  is I(1) against the alternative that is I(0). The ADF test is based on estimating 
the test regression: 
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Where Dt is a vector of deterministic terms. The v lagged difference terms, jty  , are used to 
approximate the  autoregressive-moving average (ARMA) structure of the errors and the 
value of v is set so that the error t  is serially uncorrelated. Heteroscedasticity is also 
assumed to be absent in the error term. Alternatively, 
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where 1 . Under the null hypothesis, ty  is I(0) which implies that 0 . The test 
regression in 4.8 is often used because the ADF t-statistic is the usual t-statistic reported for 
testing the significance of the coefficient 1ty . 
An important issue for the implementation of the ADF test is the specification of the lag 
length v. If v is too small then the remaining serial correlation in the errors will bias the test. 
If v is too large, then the power of the test suffers. The study uses suggestions by Ng and 
Perron (1996) for lag length selection that result in a stable size of the test and minimal loss 
of power. The number of augmented lags is determined by minimising the Schwartz Bayesian 
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information criterion minimizing the Akaike information criterion or lags are dropped until 
the last lag is statistically significant.  
4.7.3 Cointegration 
The cointegration technique is applied. The appeal of cointegration analysis is that it simply 
provides an effective formal framework for estimating (also testing and modeling) long run 
economic relationships in time series data. Gujarati and Porter (2010) state that two or more 
time series which are cointegrated suggest the existence of a long term relationship or 
equilibrium relationship between them. The concept, which is the brainchild of Granger 
(1981) and later Engle and Granger (1987) provided a firm theoretical base for 
representation, testing, estimating and modeling of cointegrated non-stationary time series 
variables. The existence of cointegration between variables implies that long run relationships 
exist which prevent residuals becoming larger. 
Methods of testing and modeling cointegration relationships such as the error-correction 
models (ECM), Engle and Granger approach (1987), Charemza and Deadman (1992) which 
made the attempt to estimate alternative cointegration regressions by adding dynamic 
components and Engle and Yoo (1991) who were more occupied with corrections and 
modifications to the static parameter estimates. These different approaches yield different 
outcomes and comprise varying advantages and disadvantages. 
The study uses an error correction model in the form of the Johansen and Juselius (1990, 
1995) method. The model is a likelihood based inference in co-integrated vector 
autoregressive (VAR) models.The entire concept of cointegration in this method is more 
complicated computationally because of the existence of the (VAR) model within it. The 
method also has the problem of multiple long run relationships which can at best be seen as 
identification problems (Granger, 1986). The Johansen method, though, has its benefits that 
warrant its selection. According to Kitamura (1998), the Johansen approach is attractive in 
that it provides a unified set of tools for estimation, co-integration testing and hypothesis 
testing based on the Gaussian likelihood for a vector auto-regression (VAR). Utkulu (1994) 
stated that the Johansen (1991) procedure is also acknowledged to have statistical properties 
that are generally better, and the test is of high power compared to the Engle and Granger 
model. 
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4.7.3.1 Deterministic Components in a cointegration model (The Pantula Principle Test) 
This section focuses on modeling the deterministic components of the model. The first step is 
to write the p-dimensional vector autoregressive model in its VECM form (Hansen and 
Juselius, 1995) as follows: 
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Where ∆ is the first difference operator, zt is a px1 vector of stochastic variables, α and β are 
p x r matrices of full rank, µ is a vector of constants, Dt is a vector of deterministic variables 
and εt is a vector of errors. If we let k=2 and Dt= t, we can rewrite equation 4.21 as follows: 
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Where t is a linear time trend. Following Hansen and Juselius (1995), we decompose δ and µ 
into the following equations: 
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24.4...................................................................................................................201    
Where δ1 is an r-dimensional vector of linear trend coefficients in the cointegrating 
relationships, δ2 is a (p-r) - dimensional vector of quadratic trend coefficients in the data, µ1is 
a r-dimensional vector of intercepts in the cointegration relationship and µ2 is a (p-r) – 
dimensional vector of linear trend slope coefficients in the data. If equations 4.23 and 4.24 
are substituted into equation 4.22, the following equation is obtained: 
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The statistical package EViews version (8.0) offers five options in applying the Johansen’s 
method of cointegration. According to Johansen (1992), the options correspond to different 
specification of intercept and trend variable in the underlying VAR model. These options are 
as follows:  option 1 does not allow for any deterministic components in the data. In other 
words, there is no intercept or trend in the cointegration equation or VAR test. This is 
however unusual and should only be used with great caution. In option 2, the working 
assumption is that the model does not allow for any linear trends in data but only allows for 
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an intercept in the cointegration space. This is the minimum deterministic component 
recommended by Johansen (1995) and Hansen and Juselius (1995).  In addition to allowing 
for an intercept in the cointegration space, option 3 also allows for linear trends in the data. 
However, it is assumed there is trend in the cointegration equation or VAR test. In option 4, 
both an intercept and linear trend are allowed in the cointegration space, in addition to the 
drift term. Finally, option 5 places no restrictions on the deterministic component. This option 
allows for linear trend in the differenced series and hence quadratic deterministic trend. This 
option is also considered to be unusual by Hansen and Juselius (1995). They believe that this 
may be a case of model misspecification and recommended that more variables be added to 
the model to increase the information content and to account for the quadratic trends. 
 
Depending on the restrictions on δ1, δ2, µ1 and µ2, the deterministic components can be 
modeled in the following summarised five different ways in Table 4.1. The restrictions start 
from the most restrictive (option 1) to least restrictive (option 5). 
Table 4.1: Restrictions on the deterministic components 
Options  Restrictions 
Option 1 δ1 =δ2 =µ1=µ2=0 
Option 2 δ1=δ2=µ2=0, µ1≠0 
Option 3 δ1=δ2=0, µ1≠0, µ2≠0 
Option 4 δ2=0, δ1≠0, µ1≠0, µ2≠0 
Option 5 δ1≠0, δ2≠0, µ1≠0, µ2≠0 
Source: Ahking, 2002 
As pointed out by Demetrios and Stephen (2007), the first and fifth options are not likely to 
happen and they are not supported by economic theory, therefore, the study only estimates 
option 2, 3 and 4. Out of the three options, only one option can be considered as an 
appropriate one for the study. Therefore, to choose the most appropriate option, we follow the 
Johansen (1992), which relied on the “Pantula Principle” which can be summarised as 
follows: we estimate all three alternative models and move from the most restrictive model 
(no deterministic components) to the least restrictive model compering the trace and the 
maximal  Eigenvalues test statistic to its critical values. The model will be selected only when 
the null hypothesis is not rejected for the first time. 
According to Hjelm and Johansson (2005), the Pantula principle suffers from a disadvantage 
of being heavily biased towards choosing option 3 when the correct data generating process is 
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given by option 4. They proposed a modification of the Pantula principle which they named 
“modified Pantula Principle” which improves the probability of choosing the most significant 
option.  This section leads to the next section which discusses the Johansen maximum 
likelihood. 
4.7.4 Johansen Maximum likelihood VAR 
The Johansen model employed in the study is a sequence based model. Various steps are 
undertaken to effectively apply the technique. 
Initially, the order of integration between the variables involved must be determined. The 
second step is to determine and set the proper lag length in the model, thus estimate the 
model and determine the rank of . The succeeding step involves selecting the model 
appropriate in reference to the deterministic trends in the system then finally determining the 
number of cointegrating vectors. 
Assuming that the variables are cointegrated a VAR with lags n is set as: 
26.4..............................................................................21 tnttttt zzzZ      
Where Zt  is a vector of all the variables in the model,  
The Johansen (1991) model introduces an error correction term (VECM) of the form 
27.4.......................................................... )1(12211 tktkttktt zzzzz    
Where   gki i I  1 and   g
i
j ji
I  1  
In 4.27, zt i s an nx1vector of variables that are integrated of order one, I(1) and εt is an 
nx1vector of constants. If the coefficient/short run response matrix   has reduced rank r<n 
then there exists n x r matrices  and   each with r such that   and ty  is stationary. 
r is the number of cointegrating relationships, the elements of  are the adjustment 
parameters in the VECM and each column of   is a cointegrating vector (Hjalmarsson and 
Osterholm, 2007). Johansen proposed two different likelihood ratio tests of the significance 
of canonical correlations and thereby reduce drank of the   matrix. The trace test and 
maximum eigenvalue test are shown in equations 4.28 and 4.29: 
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where T is the sample size and iˆ is the i
th
 largest canonical correlation. The trace test tests 
the null hypothesis of r cointegrating vectors versus the alternative of n cointegrating vectors. 
The Maximum eigenvalue tests tests the null hypothesis against the alternative hypothesis of 
r cointegrating vectors and r+1 cointegrating vectors. None of the above tests follow a Chi- 
Square distribution and the asymptotic critical values can be found in the Johansen 
methodology. In both cases, the null hypothesis is rejected if the tests statistic is greater than 
the specified critical value. 
4.7.5 Vector Error Correction Model (VECM) 
If two variables are cointegrated, the long run relationship between them should be accounted 
for. Deviations from the long run relationship stipulated should be included as an explanatory 
variable in an error-correction model. Using combinations of first differenced and lagged 
levels of the cointegrated variables: 
30.4....................................................................................)( 1121 ttttt xzxz     
In 4.30, the equilibrium correction term is 11   tt xz  . Supposing zt and xt are cointegrated 
with coefficient  , then  11   tt xz  will be I(0) even though the constituents are I(1). 
Coefficient   exposes the long run relationship between the variables z and x and 1 shows 
the short run relationship. 2  shows the rate of adjustment back to equilibrium. It measures 
the proportion of the preceding period’s equilibrium error when corrected. 
The VECM was selected as the appropriate methodology because it has various advantages. 
Primarily, the ECM has greater power compared to the Engle Granger (EG) method, albeit, 
they are based in different econometric methodologies that cannot be directly compared. The 
ECM, because it evolves from a VAR model where variables in the vector regress each other 
and their lagged values, solves the endogeinity problem. In a study theoretically based on 
equilibrium between supply and demand, endogeinity in some variables may be problematic. 
Finally, the adjustment in the long run relationship allows errors to be managed from 
becoming perpetually larger. 
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4.8 Diagnostic Tests 
Diagnostic tests are conducted to check and validate the stochastic properties of the model, 
such as residual autocorrelation, heteroskedasticity and normality among others. The 
multivariate extensions of the residual tests just mentioned will be applied in this study and 
they are briefly discussed in the following section. 
4.8.1 Autocorrelation LM test 
The Lagrange Multiplier (LM) test used in this study is a multivariate test statistic for 
residual serial correlation up to specified lag order. It is argued that the lag order for this test 
should be the same as that of the corresponding VAR. The test statistic for the chosen lag 
order (m) is computed by running an auxiliary regression of the residuals (µt) on the original 
right hand explanatory variables and the lagged residuals (µt-m). Johansen (1995) presents the 
formula of the LM statistic and provides detail on this test. The LM statistics test the null 
hypothesis of no serial correlation against an alternative of auto correlated residuals. 
4.8.2 Normality tests 
Gujarati (2010) states the normality assumption for the error terms i with i     2,0 N , 
where  N means normal distribution representing the parameters of normal distribution; the 
mean and the variance. If normal distribution is followed, the coefficients of the estimates are 
unbiased and efficient and have minimum variance. The residual normality test used in this 
study is the multivariate extension of the Jarque-Bera normality test which compares the third 
and fourth moments of the residuals to those from the normal distribution (refer to Brooks 
(2008) for details of construction). The preferred residual factorisation method for the test is 
by Urzua (1997), which makes a small sample correction to the transformed residuals before 
computing the Jarque-Bera statistic. The joint test is based on the null hypothesis that 
residuals are normally distributed.  A significant Jarque- Bera statistic, therefore, points to 
non-normality in the residuals. However, the absence of normality in the residuals may not 
render cointegration tests invalid.  
4.8.3 Heteroscedasticity 
When the assumption that the variance of the error term is constant for all observations does 
not hold, the heteroscedasticity exists (Salvatore and Reagle, 2002). This leads to variance 
larger than the minimum (inefficiency) in the coefficients of the estimates, but no bias. It also 
leads to biased estimates of the standard error (SE) and therefore incorrect confidence 
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intervals and statistical tests. To test for heteroscedasticity in the error terms, the study 
triangulates the graphical approach and the Goldfield and Quandt (GQ) (1965) test. The 
graphical method is used merely as reinforcement of the quantitative results from the GQ test 
because the graphical plot alone may be misleading if the variance of errors is a function of 
x3t while they have been plotted against x2t (Brooks, 2008). The GQ test is based on bisecting 
the sample length into T1 and T2 (Brooks, 2008). The models regressed on each sample and 
the two variances are seen as: 
 kTs  111
2
1 /ˆˆ   and  kTs  22
2
2 /ˆˆ   
The hypotheses to be tested are: 
2
2
2
10 :  H  
2
2
2
11 :  H  
4.9 Impulse response and Variance decomposition analyses 
Tracing the response of the system to innovations in the variables and decomposing the 
forecast error variances in VAR (p) are standard tools for economic analysis. The block F-test 
and examination of causality in a VAR will show which of the variables in the model have 
statistically significant influences on the future values of each of the variables in the system. 
However, these tests will not real whether changes in a value of a given variable have a 
negative or positive influence on the other variables in the system, or how long it would take 
for the effect to work through the system (Brooks, 2008).  Mellander et al., (1992) have 
developed impulse response and variance decomposition analyses for a VAR that has 
cointegrated variables. The following section discusses the impulse response analysis. 
4.9.1 Impulse response analysis 
According to Brooks (2008), impulse response analysis traces out the responsiveness of the 
dependent variable in the VAR to shocks of the other variables. It shows the sign, magnitude 
and persistence of shocks. A shock to a variable in VAR is also transmitted to all other 
endogenous variables in the system through the dynamic structure of the VAR. A unit or one 
time shock is applied to the forecast error for each variable and the effects upon the VAR 
system are observed over time. The impulse response is applied on the VECM and provided 
the system is stable, the shock should gradually die away. There are various ways of 
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performing impulse response analysis, however, in this study a multivariate model extension 
of the cholesky factorisation techniques is chosen. Unlike other approaches, this approach 
incorporates a small sample degrees of freedom adjustment when estimating the residual 
covariance matrix to derive the Cholesky factor (Lutkepohl, 1991). 
4.9.2 Variance decomposition analysis 
Variance decomposition measures the proportion of forecast error variance in a variable that 
is explained by innovations in itself and other variables. Variance decompositions give the 
proportion of the movements in the dependent variable that are due to its own shocks, versus 
the shocks of other variables (Brooks, 2008). It is also observed that own series explain most 
of the forecast error variance of the series in a VAR. The same factorisation techniques and 
information used in estimating impulse responses is applied in the variance decompositions. 
4.10 Conclusion 
This chapter initially considered the methods of measuring the extent and structural changes 
of export diversification in South Africa. Five measures of export diversification were 
identified and discussed. All the measures of export diversification discussed are going to be 
implemented and different results will be interpreted in relation to formulas applied and 
definition of each measure. The methods that test the connection between export 
diversification and export stability were also discussed. Of importance are different ways of 
calculating the export instability index. Three ways were considered and the results based on 
the different instability measures will be presented and discussed. The methods which test the 
relationship between export diversification and export growth as the relationship between 
export growth and export stability were also provided. The second part of this chapter set out 
an analytical framework to determine the effect of export diversification on economic 
growth.  Based on theory and a background on the export diversification and economic 
growth as well as available data, an empirical model that links export diversification and 
economic growth was specified. The next chapter presents results on the extent and nature of 
export diversification, as well as export growth and export instability. 
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Chapter Five 
 Findings on the nature and extent of export diversification, export growth, and export 
instability in South Africa 
 
5.0 Introduction 
Export diversification has been conventionally viewed as a good strategy to follow since it 
can result in export stability and export growth by implication improved economic growth 
performance or economic growth. Thus, the main aim of this chapter is: to empirically 
determine the extent and nature of export diversification and to find the association between 
export stability and export growth in South Africa. Specifically, the chapter addresses some 
of the questions raised earlier namely: What is the extent and nature of export diversification 
in South Africa? Does the prevailing export diversification result in stable export earnings in 
South Africa? Does export diversification generate sustained export growth in South Africa? 
Section 5.1 presents the results on the extent and nature of export diversification in South 
Africa obtained by employing different diversification measures. Section 5.2 presents the 
results on the association between export diversification and export stability. Section 5.3 
presents the results on the association between export diversification and export growth. The 
last section concludes the chapter. 
5.1 Empirical results on the extent and nature of export diversification in South Africa 
This section presents results of the extent of export diversification and structural changes in 
the export of South Africa. These results are found using various measures corresponding to 
different definitions or concepts. As discussed in chapter 4, these measures are among others 
such as; the commodity-specific cumulative export experience function, the commodity-
specific traditionality index (CSTI), the variance of CSTI, the concentration ratio and the 
aggregate specialisation index. This section uses a sample of 28 selected commodities in 
South Africa for the period 1980 -2012 for which the most recent data are available. The 
following section present results of the commodity- specific cumulative export experience 
function.  
5.1.1 Commodity –Specific Cumulative Export Experience Functions 
This section illustrates cumulative distribution functions for the twenty eight selected 
commodities. However, the commodities are divided into groups of fives so that the plots 
may be seen clearly on the graphs. As discussed in Chapter four, if the numerical values of 
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commodity-specific cumulative export experience function (CSCEEF) are plotted for two or 
more commodities together, then the distribution function differ according to whether exports 
are concentrated earlier or later in the period, or are roughly constant over the period. In other 
words, if the cumulative distribution functions are shifted to the left, it indicates that a large 
proportion of the exports occurred relatively early in the sample period; the linear shapes 
indicates that the real exports are constant over the sample period and if the cumulative 
distribution functions are shifted to the right, it indicates more export experience in recent 
years. In addition, the nontraditional commodities are presumed to be manufacturing 
commodities. It is presumed that diversification in production of these commodities 
eventually leads to diversification in exports.  An illustration of cumulative distribution 
functions for agricultural products, coal, gold, beverages and tobacco are presented in the 
diagram below. 
Figure 5.1(a): Cumulative Exports of primary commodities in South Africa 
Cumulative Export index of  selected commodities
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Source: Own diagram plotted from figures obtained from Quantec, 2013 website 
Figure 5.1(a) shows the commodity-specific cumulative export experience function 
(CSCEEF) plots for most traditional export commodities namely agriculture, coal, gold, 
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beverages and tobacco, were shifted to the left, implying that a relatively large percentage of 
exports of these commodities revealed in the early period of the sample. In other words, a 
large proportion of the export for these commodities occurred early or the country was 
concentrating on the exports of these commodities during the early years of the sample 
period. Primary commodities, such as gold, coal and beverages indicate that the CSCEEF 
plots are shifted towards the left of the diagram meaning that the commodities are more 
traditional. This is evidenced by the intuition that “for more traditional commodity, one 
would expect the plots of CSCEEF for such a commodity to be shifted to the left or linear”.  
This indicates that no structural changes took place in these commodities. In other words, 
there little and or no diversification has taken place in the manufacture of these products. 
However, for export items such as tobacco and agricultural commodities, the CSCEEF plots 
are shifted more towards to the right indicating greater experience in exporting these 
commodities in recent years particularly since the late 1990s. The exports of these two groups 
of commodities comprise items that are newer and nontraditional. South Africa began to 
export processed agricultural products after 1994 when the newly democratic government 
was elected.  
Figure 5.1(b): Cumulative Export index of selected commodities in South Africa 
Cumulative export index of selected commodities
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Figure 5.1(b) shows the CSCEEF plots of textiles, wearing, leather, footwear, wood and 
paper. The plots of  wood, wearing and leather are somehow flat or shifted to the left which 
implies that the composition of these exports has not changed significantly during the period 
1980- 2012. Commodities such as textiles, paper and footwear have experienced some 
cumulative marginal expansion since 1994. This can be seen by the right- ward shifted 
CSCEEF plots in Figure 5.1 (b). This marginal expansion implies that there was a slight 
diversification of exports that took place because the above mentioned commodities may be 
classified as semi manufactured exports.  Results from this study are similar to the results that 
were found by Petersson (2005) and Samen (2010b). 
Figure 5.1 (c) Cumulative export index of selected commodities in South Africa 
Cumulated export index of selected commodites
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 Source: Own diagram plotted from figures obtained from Quantec, 2013 website 
Figure 5.1 (c) shows plots of petroleum products, coke, chemicals, rubber, plastic and non-
metallic products. Plots for these products reveal some interesting results regarding the export 
diversification for the product since 1980. The CSCEEF plots are slightly shifted towards the 
right which implies that the export mix of these products have relatively changed during the 
period 1980- 2012. This means that there was diversification which took place on the 
production of these products. 
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Figure 5.1 (d) Cumulative Export Index for selected commodities in South Africa 
Cumulative export Index of selected commodities
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Source: Own diagram plotted from figures obtained from Quantec, 2013 website 
Figure 5.1 (d) shows the CSCEEF plots for iron and steel, non-ferrous product, machinery, 
electronic products and television and radios. The plots are extremely shifted to right 
indicating that the products are non-traditional in nature. In addition, these products have 
experienced some cumulative marginal expansion in recent years. We can conclude that 
export diversification has taken place in the manufacture of iron and steel, machinery, 
electronic products, and televisions and radios. 
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Figure 5.1 (e) Cumulative export Index of selected commodities in South Africa 
Cumulative export index of selected commodities
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 Source: Own diagram plotted from figures obtained from Quantec, 2013 website 
Figure 5.1(e) shows plots cumulative index for scientific equipment, transport equipment, 
motor vehicles, furniture and other manufactures.  As shown by Figure 5.1(e) the plots 
shifted towards the right, indicating that the commodities are non-traditional in nature. The 
non-traditional commodities are presumed to be manufacturing commodities meaning that 
export diversification has taken place. 
5.1.2 Commodity Specific Traditionality Index (CSTI) and Variance of CSTI 
As discussed in Chapter Four, a special way of ranking exports according to traditionality 
characteristics (less diversified or diversified) is necessary in order to determine whether the 
export mix in South Africa is diversified or not. In this section, we present results on the 
commodity specific traditionality index which is calculated by computing the mean of the 
cumulative export experience index for each commodity or industry for the entire sample. 
This formula or method was discussed in detail in Chapter Four.   
As indicated earlier, a more traditional export commodity or a less diversified commodity is 
reflected by a higher value of the commodity specific traditionality index. It is possible to 
identify and estimate the extent and nature of export diversification of South Africa’s export 
portfolio of different varieties using both the CSSEEF and the CSTI. Substantial export 
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diversification arises if the values for CSTI are small. In addition, the variance of CSTI 
(VCSTI) is used to test the robustness of the commodity-specific traditionality index. A 
variance of CSTI tests the stability of traditionality for a specific commodity over the sample 
period. A low value of VCSTI implies that the composition traditionality for a specific 
commodity has been stable over the sample period. Table 5.1 shows the commodity –specific 
traditionality index and the variance of CSTI for 28 selected products in South Africa. In 
other words, it shows the ranking of commodities from the most diversified commodity to the 
least diversified. The VCSTI shows the stability of commodities over time. 
Table 5.1 CSTI and VCSTI for South Africa 1980-2012 
Rank Commodity Commodity-
Specific 
Traditionality 
Index (CSTI) 
Variance of 
traditionality 
index (VCSTI) 
1 Motor Vehicles 0.247485 0.06869 
2 Transport Equipment 0.25418 0.18138 
3 Beverages 0.259127 0.079988 
4 Plastic Products 0.262006 0.078778 
5 Tobacco 0.266851 0.089522 
6 Machinery and Equipment 0.270745 0.074649 
7 Rubber Products 0.286827 0.088569 
8 Television, Radio and Communication 
Equipment 
0.287915 0.087528 
9 Coke 0.301149 0.098609 
10 Electrical machinery 0.307484 0.079465 
11 Petroleum Products 0.311481 0.082525 
12 Furniture 0.313965 0.109415 
13 Chemicals 0.330438 0.076947 
14 Scientific Equipment 0.341309 0.081285 
15 Agricultural products 0.342006 0.060444 
16 Other manufactures 0.35699 0.069159 
17 Iron and steel 0.36523 0.077174 
18 Coal 0.372449 0.06801 
19 Leather 0.379787 0.08799 
20 Wood 0.381241 0.09716 
21 Paper 0.394745 0.093384 
22 Non-metallic minerals 0.407782 0.079574 
23 Food 0.411237 0.077621 
24 Non-ferrous metals 0.41246 0.083295 
25 Wearing 0.483689 0.121732 
26 Textiles 0.560628 0.085889 
27 Gold 0.583728 0.083857 
28 Footwear 0.656086 0.069736 
Source: Own table made from figures obtained from Quantec, 2013 website 
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Analysing the CSTI values for the export portfolio of South Africa as reported in Table 5.1, it 
is evident that exports that ranked at the top have smaller values of the CSTI. Motor vehicle 
exports rank at the top of the selected sample which has the CSTI index of 0.247485 followed 
by transport equipment that has an index of 0.25418. Beverages are ranked third on the 
sample followed by plastic products, tobacco, machinery and equipment, rubber and 
television, radio and communication equipment. Their CSTI indexes are less than 0.3. All 
products that have the CSTI index of less than 0.3 are considered as non-traditional export. 
 
Commodities such as coal, leather, wood, paper, non-metallic minerals, food, nonferrous 
metals, wearing, textiles, gold, footwear have high CSTI indexes which are close to 0.4 and 
some above 0.4. This shows that these commodities are considered traditional or less 
diversified because of the higher values of the CSTI. However, the variance of CSTI for 
wearing is 0.1 which implies that the commodity is not stable. 
 
5.1.3 Concentration Ratio 
The concentration ratio is used to measure the degree of diversification. It is assumed that a 
smaller value of the concentration ratio is associated with a broader or diversified export mix 
and also that it is associated with growth and stability of export earnings. The concentration 
ratios have been estimated for five different  categories of export mix (top 1, top 2, top 3, big 
5 and big 7) for the period 1980- 2012. Table 5.2 shows the commodity export concentration 
ratios of South Africa for the top seven commodities. 
 
As shown by the results of the estimated concentration ratios in Table 5.2, it can be 
concluded that, there seems to be a general trend towards diversification of the export 
portfolio since 1994. The estimated values of the concentration ratios are relatively smaller as 
compared to the concentration ratios of other products. The concentration ratio for the motor 
vehicle which is the top 1 commodity for example is 22% which is a very small percentage. 
In other words, the concentration ratio is closer to 0. The concentration ratio for the top three 
commodities that is, motor vehicle, transport equipment and beverages is 56% which means 
that the concentration ratios for each commodity are as follows: 22% for motor vehicles, 29% 
for transport equipment and 5% for beverages. All the values are closer to zero. In addition, 
the concentration ratios for the big 7 commodities is 97% which means that the concentration 
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ratio for each commodity is  as follows: motor vehicles 22%, transport equipment 29%, 
beverages 5%, plastics 12%, tobacco 12%, machinery and equipment 5% and rubber 5%. 
 
Table 5.2: Commodity export concentration ratios of South Africa for the top 7 
commodities as a Percentage 
Period Top 1 Top 2 Top 3 Big 5 Big 7 
1980-2012 (0.220541) 
Motor 
Vehicles 
(0.512593) 
Motor 
Vehicles, 
Transport 
Equipment 
(0.567528) 
Motor 
Vehicles, 
Transport 
Equipment, 
Beverages 
(0.805145) 
Motor 
Vehicles, 
Transport 
Equipment, 
Beverages, 
Plastics, 
Tobacco 
(0.970104) 
Motor 
Vehicles, 
Transport 
Equipment, 
Beverages, 
Plastics, 
Tobacco, 
Machinery& 
Equipment, 
Rubber  
Source: Own table made from figures obtained from Quantec, 2013 website 
 
5.1.4 Specialisation Index 
The aggregate specialisation index measures the long run structural change in the 
composition of the export mix. When the numerical value of the specialisation index is 
approaching 1, this shows that the country’s export mix is dependent significantly on only a 
single commodity. Put differently, when the specialisation index is approaching 0, it implies 
that the export mix is diversified. The specialisation index gives a long run perspective of the 
changing composition of the export mix because it can be calculated for each year over a long 
period. Figure 5.2 illustrates the specialisation index for South Africa for the period 1980 to 
2012. 
 
As indicated before, larger values of the specialisation index indicates narrowing of the 
export portfolios whereas smaller values are a reflection of diversification. As shown by 
Figure 5.2, plots of the specialisation index show that they were relatively higher since 1980 
up to the mid-1990s. This shows that the South African export basket was concentrated a few 
commodities. The reasons for this may be attributed to lack of knowledge and skills to 
introduce new commodities into the export mix as well as sanctions that were imposed on the 
South African economy. The specialisation index decreased to 0.08 in 1997 and maintained 
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the same level up to the 2004. This shows that South Africa began to diversify its export base 
in the mid-1990s. The reason for this may due to the end of apartheid and the lifting of 
sanctions that occurred in 1994. One can conclude that South Africa for the past three decade 
has developed a declining trend of the specialisation index. This means that South Africa has 
slightly reduced its dependence on the narrow basket of commodities. Results from this study 
are similar to the results that were found by Hasan and Toda (2004) in Malaysia. In this 
study, Malaysia developed a declining trend of the specialisation index over the entire sample 
period. This implied that Malaysia, over the years has reduced its dependence on a narrow 
band of export commodities. Like South Africa, since the 1980s, it has successfully 
diversified the composition of its export mix. 
 
Figure 5.2 Trends in the Specialisation index for South Africa 1980-2012 
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Having established the extent and nature of export diversification in South Africa, the 
following section discusses the relationship between export diversification and export 
instability in South Africa. 
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5.2 Association between export diversification and export instability 
Instability is one of the most important decision parameters in development dynamics and in 
the context of export values. There are various ways of calculating export instability indices 
(as discussed in Chapter Four) which range from the one which is based on the deviations 
between observed and estimated values obtained by fitting the linear, exponential trend lines 
or logarithmic parabola function and the measure based on moving log averages. As indicated 
before, since there is no unique way of defining and measuring instability, three methods of 
calculating export instability index are employed and results based on the same measure are 
presented in Table 5.3. 
Table 5.3: Instability Indices for Selected export commodities in South Africa 
Method 
Primary Commodities I1 I2 I3 
Agriculture 35.4 62.3 18.0 
Coal 13.2 17.8 12.4 
Gold 14.3 17.7 16.7 
Semi-Manufactured Commodities    
Tobacco 72.1 9.3 21.6 
Textiles 18.0 20.9 7.4 
Footwear 42.5 55 15.4 
Beverages 44.8 55.1 8.6 
Petroleum 23.5 29.4 10.5 
Coke 61.0 82.6 21.2 
Rubber 38.5 45.7 10.2 
Plastic 30.6 38.1 10.5 
Iron & Steel 14.0 16.5 7.6 
Food 10.8 13.6 6.5 
Manufactured commodities    
Chemicals 14.8 18.3 9.1 
Machinery 23.9 30.2 14.7 
Electronics 26.4 31.5 11.9 
TV & Radio 32.6 41.2 17.3 
Scientific Equipment 27.8 36 13.5 
Transport Equipment 26.5 32.5 12.6 
Motor Vehicles 30.6 37.2 12.1 
Other Manufactures 14.7 18.9 9.3 
Source: Own table made from figures obtained from Quantec, 2013 website. Computed based 
on the instability formulas given in Chapter 4. 
 
As shown by Table 5.3, results from the deviations between the observed and estimated 
values obtained by an exponential trend lines exhibit the same trend. Results obtained from 
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the five year moving average method and the coefficient are totally different from those 
obtained based on the deviations observed and estimated values obtained by fitting an 
exponential trend lines.  
 
The interpretation of results in this section is linked to the conclusion made on the extent and 
nature of export diversification in South Africa. It is important that we group our 
commodities in terms of primary, semi manufactured and manufactured depending on the 
export diversification measures discussed in section 5.3. On comparison of the instability 
indices of primary commodities and semi manufactured goods with manufactured goods 
based on the linear and exponential measures, it is clear that the export instability index is 
higher for semi-manufactured and primary commodities in the period 1980 to 2012. 
Commodities that fall in the category of primary and semi manufactures are among others: 
agricultural products, coal, gold, iron and steel, textiles, footwear, beverages, petroleum, coke 
plastic, iron and steel and rubber products. The instability index for agricultural products is 
(62.3), coke (82.0), rubber (45) footwear (55), beverages (55.1). Based on these results we 
may be tempted to conclude that less diversified or primary commodities are associated with 
high instability indices. However, there are exceptional cases for TV and radio (41.2) and 
motor vehicles (37.2) which have high instability indices. Therefore, based on the results 
obtained on the deviations observed and estimated values obtained by fitting an exponential 
trend line, one cannot safely conclude that export diversification is directly linked to export 
stability. Results obtained from the two measures are to a larger extent against the findings 
from other researchers such as Wasim (2003) who found a direct link between export 
diversification and export instability. 
 
Results produced by the moving log average method do not also give a clear picture as to 
whether manufactured or diversified export commodities are stable or unstable or it does not 
tell whether export diversification is directly linked to export stability. In other words, each 
index is based on a specific commodity be, it primary or secondary. If the commodities are in 
terms of the instability index, Tobacco has the highest of (21.6) followed by coke (21.2), 
agricultural products (18.0), television and radio (17.3), footwear (15.4), machinery (14.7), 
scientific equipment (15.5), transport equipment (12.6), coal (12.4), motor vehicle (12.1), 
electronics (11.9), plastics (10.5) petroleum (10.5), rubber (10.2), other manufactures (9.3) 
chemicals (9.1,) beverages (8.6), iron and steel (7.6), textiles (7.4) food stuffs (6.5) and gold 
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5.8. The general conclusion would be that the majority of primary commodities are unstable 
as compared to manufactured commodities. Another notable feature is that all sections of 
exports relating to primary commodities and manufactured goods have shown a mixed trend 
in their instability indices. The reasons for the instability are associated with fluctuations in 
export value, volatile world prices and policy changes which have induced a very high degree 
of instability in some exports. The next section discusses export diversification and export 
growth in South Africa. 
5.3 Export Diversification and export Growth in South Africa 
The impact of export diversification on export growth is obtained when the growth rate of 
total exports is regressed against the growth rate of aggregate  non-traditional commodities 
(vertical diversification) and the growth rate of aggregate traditional commodities (horizontal 
diversification). The regression results of the impact of export diversification on export 
growth are presented in Table 5.4. 
Table 5.4: Results on the impact of export diversification on export growth 
Constant GRNTC GRTC R
2 
DW 
0.2487 0.1162 
(1.92)* 
0.3840 
(2.48)** 
0.62 1.5 
Note: ** denotes significance at 5% level, * denotes significance at 1%, DW represents the Durbin-Watson 
statistics and R
2 
represent the power of the regression equation 
 
The results in Table 5.4 indicate that the impetus for export growth in South Africa stems 
from both non-traditional vertical diversification and traditional (horizontal diversification). 
This is evidenced by the export commodity variables which are statistically significant. This 
implies that in order to augment total export growth, South Africa relies on more traditional 
commodities such as gold platinum and agricultural products and relies less on valued added 
non- traditional commodities such as electronic equipment and manufactured goods. The 
results are similar to Hasan and Toda (2004). Out of the four countries Malaysia, was the 
only country that had results similar to South Africa. Having established the relationship 
between export diversification and export growth, the next section is devoted to finding the 
association between export growth and export stability. 
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5.4 Export Growth and Export Stability in South Africa 
The association between export growth and export instability has been established using a 
simple linear regression equation, which has been fitted involving the growth rates of various 
sections as the independent variable and the instability indices as the dependent variable. The 
sample has been divided into three parts that is, the period 1980-1996, 1997-2011 and 1980-
2011. Table 5.5 shows the results which confirm the relationship between export growth and 
export stability in South Africa. 
Table 5.5 Relationship between Export instability and export growth in South Africa 
Period 1980-1996 1997-2011 1980-2011 
Coefficient 0.56 0.62 1.35 
t-statistic 1.98* 2.61** 2.84** 
R
2 
0.56 0.74 0.85 
D.W statistics 1.50 1.98 2.15 
Note: ** denotes significance at 5% level, * denotes significance at 1%, DW represents the Durbin-Watson 
statistics and R
2 
represent the power of the regression equation 
 
The results presented in Table 5.5 show the relationship between export stability and export 
growth. According to the results, there is a positive relationship between export growth and 
export instability. Therefore, it may be concluded that an increase in growth of exports is 
associated with an increase with export in stability. This shows that the growth of exports 
mainly stems from primary commodities in South Africa or in other words, the country still 
relies heavily on low value added export. Results found in this study are similar to results 
obtained by Wasim (2003) in Pakistan. These results however, do not conform to theoretical 
literature which advocates that there should be negative relationship between export growth 
and export instability.  
5.5 Conclusion 
The main aim of this chapter was to investigate the extent and nature of export diversification 
as well as to establish the relationship between export diversification, export stability and 
export growth in South Africa. Different structural changes in export diversification were 
constructed based on the following measures: the Commodity-Specific Cumulative 
Experience Function and the Commodity-Specific Traditional Index, variance of commodity 
ratio, concentration ratio and aggregate specialisation index. The Commodity-Specific 
Cumulative Experience Function plots show that roughly, commodities such as scientific 
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equipment, transport equipment, motor vehicles, furniture, machinery and electronic products 
were shifted to the right indicating that the commodities are non-traditional in nature whereas 
gold coal agricultural products and wood are traditional in nature. The CSTI rankings 
indicated that motor vehicle exports ranked first showing that motor vehicles are non-
traditional exports. However, gold and other primary commodities ranked last indicating that 
they are traditional in nature. The results on the impact of export diversification on export 
growth show that South Africa relies more on traditional exports. The test on association 
between export growth and instability obtained results similar to those produced when the 
impact of export diversification on economic growth was tested.   
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Chapter Six 
Presentation and Analysis of Empirical Findings on export diversification and economic 
growth in South Africa 
 
6.1 Introduction 
Chapter Four set the analytical framework and reviewed the model estimation techniques to 
be used in this study. This chapter augments the analysis by applying that framework and the 
analytical techniques proposed on quarterly South African data covering the period 1980 to 
2012. The results from this chapter provide answers to the questions which were raised in the 
first chapter of the study:  what is the impact of export diversification on economic growth in 
South Africa. In order to answer the above question, we employ the Johansen (1991, 1995) 
Vector Auto Regressive (VAR) procedure to analyse time series data. In addition, the 
impulse response and variance decomposition is carried out to determine the time it takes for 
shocks in explanatory variables to be transmitted to the dependent variable. This is divided 
into three sections. The rest of the chapter is structured as follows: section 6.2 discusses 
empirical findings. Section 6.3 reports diagnostic tests, while the last section concludes this 
chapter. 
6.2 Empirical Findings 
This section is divided into four subsections. The first section presents the results of 
stationarity/unit root tests, the second presents and discusses the cointegration test results; the 
third discusses the long run model. Diagnostic checks results are provided in the fourth 
section as well as variance decomposition results.  
6.2.1 Unit root/stationarity test results 
In order to obtain credible and robust results for any conventional regression analysis, the 
data to be analysed should be stationary. The preliminary stage in the Johansen procedure is 
to test whether the time series are stationary. Usually a visual plot of the series is plotted first 
before pursuing any formal test. Therefore, an informally graphical analysis is conducted 
before the Dickey-Fuller and the Augmented Dickey-Fuller tests which are formal. This 
provides for a preliminary examination which gives an idea of structural breaks, trends and 
stationarity of the data set. The graphical results from the test for stationarity are presented in 
Figure 6.1(a) which shows data in levels and 6.1(b) for first differenced data. The Dickey-
Fuller and the Augmented Dickey-Fuller results are shown in Table 6.1.  
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Figure 6.1(a) shows that economic growth (LGDP), export diversification (LNHI), gross 
capital formation (LGFC), real effective exchange rate (LREER) and trade openness 
(LOPEN) show trend behaviour. In other words, all the variables have a growth trend. All the 
variables in Figure 6(a) have a time variant mean and variance suggesting that they are non-
stationary in their levels. One can therefore conclude that the series in levels is clearly non-
stationary.  
Figure 6.1(b) shows that all the differenced variables fluctuate around the zero mean hence 
the variables are likely to be integrated of order one I(1). This implies that the data is 
stationary if integrated of order one. The first order integrated series ensure that economic 
data is stationary for the purpose of avoiding spurious regressions. To identify if time series 
data are stationary, one checks if the plots on a graph are fluctuating around the zero mean. 
Data that fluctuate around the zero mean indicate stationarity. However, one cannot precisely 
base conclusions on the graphical analysis because it is an informal test for stationarity. What 
is required here is some kind of formal hypothesis testing procedure. Therefore, other formal 
tests are conducted to reinforce findings from the graphical findings. In this regard, the 
Dickey-Fuller and the Augmented Dickey-Fuller is adopted and the results are presented in 
Table 6.1.  
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Figure 6.1(a): Plots of variables in levels 
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Figure 6.1(b): Plots of first differenced variables 
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The DF test is applied to the data under the intercept and trend and intercept whilst the ADF 
test was applied under intercept, trend and intercept and none. All the options produced 
robust results. Table 6.1 shows the Dickey-Fuller and the Augmented Dickey-Fuller results. 
Both tests have a null hypothesis of unit root. The null hypothesis is rejected if the test 
statistic is larger (absolute value) compared to the critical values at all levels of significance. 
If the null hypothesis is rejected, it means that we fail to reject the alternative hypothesis of 
stationarity, thus indicating that there is no unit root, that is, the series is stationary. 
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Table 6.1: Dickey-Fuller and Augmented Dickey-Fuller tests 
 Dickey-Fuller Augmented Dickey-Fuller 
Order of 
integration 
 
Variable 
 
Intercept 
 
 
Trend and 
intercept 
 
Intercept 
 
 
Trend and 
intercept 
 
None 
Level LGDP 2.65864*** -1.25223 1.0836 -1.5997 3.3754*** 
1
st
 Diff DLGDP -2.9654*** -4.7813*** -6.0800*** -6.3129*** -4.8842*** 
Level LNHI -0.3219 -1.4531 -1.1867 -1.3159 -1.4115 
1
st
 Diff DLNHI -11.3972*** -11.4282*** -11.3981*** -11.3872*** -11.3578*** 
Level LGFC 0.1762 -1.6938 -0.1176 -0.9289 0.9054 
1
st
 Diff DLGFC 0.5833 -1.4534 -3.3618** -3.7883** -3.2394*** 
Level LREER -0.7597 -3.4543** -1.7626 -3.4432** -0.8261 
1
st
 Diff DLREER -4.1578*** -4.8079*** -5.5130*** -5.5249*** -5.4602*** 
Level LOPEN -0.7339 -2.0541 -1.1069 -2.6818 -0.9587 
1
st
Diff DLOPEN -4.0730*** -5.9576*** -10.8320*** -10.8029*** -6.0200*** 
1%***  
 
Critical 
Value 
-2.582872 -3.544000 -3.481217 -4.030157 -2.582872 
5%** -1.943304 -3.000000 -2.883753 -3.444756 -1.943304 
10%* -1.615087 -2.710000 -2.578694 -3.147221 -1.6150 
*** represents stationary at 1% level of significance, ** represents stationary at 5% level of significance 
* represents stationary at 10% level of significance, L represents Logarithms of variables, D represents that the 
variable has been differenced 
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Results based on the DF show that all the data in levels except for GDP (gross domestic 
product) and REER (real effective exchange rate) which are stationary at 1% significance 
level possess unit roots as reflected by the non-rejection of the null hypothesis at both 1% and 
5 % and 10% significance levels. All the differenced variables are stationary at 1% 
significant level hence the null hypothesis of unit root is rejected except for GFC (gross 
capital formation). Therefore, it can be concluded that, in the case of the Dickey-Fuller on 
trends and intercepts, variables in levels are non-stationary. When first differenced all 
variables on trends and intercepts are stationary at 1% significance level except for GFC.  
The Augmented Dickey-Fuller is much stricter. It tests variables in intercepts, trends and 
intercepts as well as when there is no trend and no intercept. For variables in levels, the test in 
intercepts revealed that none of the variables is stationary. When first differenced, all 
variables with trend and intercept are stationary at 1% significance level except for REER 
(real effective exchange rate) which is stationary at 5% significance level.  
Both the ADF and DF show that GDP, REER, OPEN and GFC as I (1) variables that is, they 
are non-stationary in level but become stationary after first differencing. Therefore, the series 
are integrated of the same order I(1) so we carry all the variables forward to cointegration 
tests.  
6.2.2 Tests for Cointegration 
6.2.2.1 Determination of the Order of integration 
Having noted that all the variables are integrated of the same order, this section performs 
cointegration to determine the existence of a long-run equilibrium relationship amongst the 
variables. Cointegration of variables means that the linear combination of the variables is 
stationary even though the individual variables will be non-stationary. The main advantage of 
the cointegration approach is that it allows for the integration of the long-run and short-run 
relationship between variables within a single combined framework. Two conditions must be 
met for two or more variables to be cointegrated. First, they must be integrated of the same 
order. Secondly, linear combinations of the variables from the regression of the non-
stationary variables (in levels form) must be stationary. The Johansen’s (Johansen and 
Juselius 1990) maximum likelihood approach is used to test for cointegration.  
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Testing for cointegration using a model with many variables has always been a daunting task 
for researchers. An example of the problems emanating from such a model is that of too 
many cointegrating equations which are difficult to interpret. The best option when faced 
with such a scenario is to estimate a simplified model (parsimonious) with few variables but 
with the risk of an omitted variable bias (misspecification). Onother way is to apply the pair-
wise correlation matrix to guide the variable selection exercise.  Table 6.2 shows results for 
the pair-wise correlation matrix used to determine the exact relationship between the five 
variables involved in this study.  
Table 6.2: Pair-wise Correlation results 
 DLGDP DLNHI DLGFC DLOPEN DLREER 
DLGDP  1.000000 0.007394  0.414434  0.203313 -0.126900 
DLNHI 0.007394  1.000000  0.034317  0.158490 -0.096129 
DLGFC  0.414434  0.034317  1.000000  0.205020 -0.229777 
DLOPEN  0.203313  0.158490  0.205020  1.000000 -0.210303 
DLREER -0.126900 -0.096129 -0.229777 -0.210303  1.000000 
 
From the pair-wise correlation results shown in Table 6.2, it is observed that GFC (gross 
capital formation) is highly correlated with GDP (economic growth), followed by trade 
openness (OPEN). Both variables (gross capital formation and trade openness are positively 
correlated with the dependent variable economic growth. This positive correlation is in line 
with theoretical underpinnings which suggest that increases in gross capital formation and 
trade openness will lead to an increase of GDP in the economy. The REER (real effective 
exchange rate has a negative correlation with GDP. This conforms to theoretical suggestions 
which infer that a depreciation of the rand will lead to a decrease in economic growth. NHI 
(export diversification) is positively correlated with the dependent variable GDP. This is 
supported by economic theory which posits that high export diversification leads to an 
increase in economic growth. 
6.2.2.2 Optimal lag length selection 
The Johansen technique requires an indication of the lag order and the deterministic trend 
assumption of the VAR. To select the lag order for the VAR, the information criteria 
approach is applied as a direction in choosing the lag order. In this study, the selection is 
made using a maximum of 3 lags in order to permit adjustment in the model and accomplish 
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well behaved residuals. Table 6.3 confirms the lag lengths selected by different information 
criteria. 
Table 6.3: VAR Lag order selection criteria   
       
        Lag LogL LR FPE AIC SC HQ 
       
       0  341.7310 NA   3.72e-09 -5.220635 -5.109790 -5.175597 
1  1264.325  1759.365  3.36e-15 -19.13682  -18.47175* -18.86659 
2  1305.762  75.80739  2.61e-15 -19.39166 -18.17236  -18.89623* 
3  1333.280   48.21072*   2.52e-15*  -19.43070* -17.65718 -18.71008 
       
        * indicates lag order selected by the criterion 
 LR: sequential modified LR test statistic (each test at 5% level)   
 FPE: Final prediction error     
 AIC: Akaike information criterion     
 SC: Schwarz information criterion     
 HQ: Hannan-Quinn information criterion 
    
    
As shown in Table 6.3, the LR, FPE, AIC select lag 3, while SC selects 1 and HQ selects 2 
for the VAR. Thus, the information criteria approach produces conflicting results and no 
conclusion can be reached on this approach alone as expected. To reach a conclusion, one 
must consider the performance of the model under the three suggested lag orders. The 
Johansen cointegration test is therefore conducted under 3 lags for the VAR. 
6.2.2.3 Determination of the trend assumption (The Pantula Principle Test Results) 
As discussed in Chapter Four, this section presents the Pantula principle test results. The 
results presented are for options 2, 3 and 4 since option1 and 5 are not likely to happen and 
are also not supported by the economic theory. The researcher estimated the 3 models starting 
with the most restrictive model (no deterministic components) which is option 2 to the least 
restrictive or the unrestrictive model which is option 3 and 4.  
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Table 6.4 (a): Pantula principle test results based on the trace test 
r n-r Model 2 Model 3 Model 4 
Trace test 
statistic 
Critical 
Values 
Trace test 
statistic 
Critical 
Values 
Trace test 
statistic 
Critical 
Values 
0 4 125.063* 76.972 102.979* 69.818 133.391* 88.803 
1 3 66.616* 54.079 50.008* 47.852 75.926* 63.876 
2 2 38.360* 35.192 24.554 29.797 33.702 42.915 
3 1 22.162* 20.261 9.686 15.494 17.488 25.872 
4 0 9.450* 9.164 0.235 3.841 6.012 12.517 
Note: * indicates the first time that the null cannot be rejected 
Table 6.4 (b): Pantula principle test results based on the maximum eigenvalue test 
r n-r Model 2 Model 3 Model 4 
Max Eigen 
statistic 
Critical 
Values 
Max Eigen 
statistic 
Critical 
Values 
Max Eigen 
statistic 
Critical 
Values 
0 4 58.446* 34.805 52.971* 33.876 57.465* 38.331 
1 3 28.255 28.588 25.453 27.584 42.224* 32.118 
2 2 16.197 22.299 14.868 21.131 16.213 25.823 
3 1 12.711 15.892 9.450 14.264 11.475 19.387 
4 0 9.450* 9.164 0.235 3.841 6.012 12.517 
Note: * indicates the first time that the null cannot be rejected 
Based on the results from Table 6.4(a) and 6.4(b), the restrictive (option 2) model has 5 
cointegrating equations taking into account the trace test. However, the maximum eigenvalue 
test has produced one cointegrating equation for option 2 (the restrictive model). Since the 
trace test takes precedence, more weight was given to the results that are produced by the 
trace test as compared to the maximum eigenvalue test. It is however very difficult to run an 
error correction model with 5 cointegrating equations therefore, the study dropped option 2. 
In other words, one cannot proceed with the restrictive model for error correction modeling. 
The unrestrictive models (options 3 and 4) have 2 cointegrating equations. Model 3 however 
produced different results on trace test and maximum eigenvalue test. On the maximum 
eigenvalue test, we do not reject null hypothesis of one cointegrating vector but on the trace 
test we do not reject the null hypothesis of two cointegrating equations. Model 4 produced 
similar results on both tests, that is, we do not reject the null hypothesis of two cointegrating 
equations. Therefore, based on the Pantula principle, the study considers option 3 (model 3) 
as the most appropriate model. Model 4 is appropriate when the jointly determined variables 
in the VAR have a linear deterministic trend. The following section discusses the 
determination of the number of cointegrating vectors. 
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6.2.2.4 Determination of the number of cointegrating vectors 
Following the determination of the correct deterministic model, the next procedure is to 
estimate the Johansen’s two cointegrating rank tests, namely the Trace statistic test and the 
maximum Eigenvalue test. The Johansen cointegration test based on the trace test is shown in 
Table 6.5(a). The trace test shows the null hypothesis that the number of cointegrating 
equations is greater than the number of variables involved.  The null hypothesis fails to be 
rejected if the test statistic is smaller than critical values of the trace tests. Table 6.5(b) 
presents the results of the Johansen cointegration test based on the maximum eigenvalue. The 
maximum eigenvalue test is conducted on a null hypothesis of the number of cointegrating 
equations (r) against the alternative hypothesis of number of cointegration equations plus one 
(r +1). The null hypothesis fails to be rejected when the test statistic is smaller than the 
maximum eigenvalue test’s critical values. 
Table 6.5(a): Cointegration Rank Test (Trace) 
  
     
     Hypothesized  Trace 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.338891  102.9793  69.81889  0.0000 
At most 1 *  0.180333  50.00831  47.85613  0.0309 
At most 2  0.109665  24.55468  29.79707  0.1780 
At most 3  0.071175  9.686471  15.49471  0.3056 
At most 4  0.001839  0.235564  3.841466  0.6274 
     
      Trace test indicates 2 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values  
     
Table: 6.5(b) Cointegration Rank Test (Maximum Eigenvalue) 
    
      Hypothesized  Max-Eigen 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.338891  52.97100  33.87687  0.0001 
At most 1  0.180333  25.45364  27.58434  0.0914 
At most 2  0.109665  14.86820  21.13162  0.2982 
At most 3  0.071175  9.450907  14.26460  0.2505 
At most 4  0.001839  0.235564  3.841466  0.6274 
     
      Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
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 **MacKinnon-Haug-Michelis (1999) p-values  
 
 
Table 6.5(a) and 6.5(b) show the results for the λ trace and λ max statistics respectively. Table 
6.5(a) shows the trace test which is the much stricter test reflected that at least 2 cointegrating 
equations exist at 5% significance level. Examining the trace test with particular focus on  the 
first row after the header, the trace statistic of 102.9793 considerably exceeds the critical 
value of 69.81889 therefore the null  hypothesis of no cointegrating vectors is rejected. In the 
second row, the trace test statistic of 50.00831 also exceeds the critical value of 47.85613 
such that the null hypothesis of at most one cointegrating vector is also rejected. This 
continues until one cannot reject the null hypothesis of at most 2 cointegrating vectors at the 
5% level and this is the conclusion.  
The maximum eigenvalue test shown in Table 6.5(b) confirms the results of 1 cointegrating 
equation at 5% significance level. This is because the test statistic is greater than the critical 
values at the first row after the header. The maximum-Eigen statistic of 52.97100 exceeds the 
critical value of 33.8768; therefor the null hypothesis of no cointegration is rejected. The 
study does not reject the null hypothesis of at most 1 cointegrating vector at 5% significant 
level. Therefore, it can be concluded that there is a significant long run relationship between 
the given variables (using the trace and maximum Eigen value tests). Since variables can 
either have short or long run effects, a vector error correction model (VECM) is used to 
disaggregate these effects. This result is consistent with that of Arip et al (2010). Their results 
showed the presence of a unique cointegrating vector among the variable. 
It is believed that the trace test is more robust than the maximum eigenvalue form of the 
Johansen test (Brooks, 2008:350). We do not take this as given, but we use the results of each 
test to guide us selecting the cointegration rank. We estimated VECMs restricted on 1 and 2 
cointegrating vectors separately, as shown by the maximum Eigen value and trace test, 
respectively. The results confirm Takaendesa’s (2005) finding that the trace test is more 
robust than the maximum eigenvalue test, since 1 cointegrating chosen by maximum 
eigenvalue test does not produce meaningful results. One can therefore conclude that there 
are 2 cointegrating equations in our model. Our conclusion is supported by plots in Figures 
6.2 showing that the second cointegrating relation appears to be relatively more stationary as 
compared to cointegrating relation 1. 
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Figure 6.2: Cointegration Graphs 
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The cointegration vector represents the deviations of the endogenous variable from its long 
run equilibrium level. Figure 6.2 suggests that over the period 1980 to 2012 the deviations of 
economic growth from equilibrium were stationary and this is critical for its use as an error 
correction model. 
6.2.3 Vector Error Correction Model (VECM) 
The identification of cointegration equations in the previous section, the number of lags and 
the deterministic trend assumption used in the cointegration test imply that a VECM can be 
used. This allows the researcher to distinguish between the long and short run impacts of 
variables so as to establish the extent of influence that export diversification and other 
explanatory variables have on economic growth.  Before the interpretation of the VECM 
results, we need to identify the true two cointegrating relationships that have been suggested 
in the previous section. Table 6.6 presents the results from the long run cointegrating 
equations.   
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Table 6.6: Results of the long run cointegration equations 
Cointegrating Eq:  CointEq1 CointEq2 
LGDP(-1)  1.000000  0.000000 
   
LNHI(-1)  0.000000  1.000000 
   
LREER(-1) -0.429683 -0.263056 
  (0.04684)  (0.22407) 
 [ -9.17251] [ -1.17398] 
   
LOPEN(-1) 0.056361 3.550833 
  (0.07022)  (0.33590) 
 [0.80260] [10.5711] 
   
LGFC(-1) -0.506026  0.413141 
  (0.02654)  (0.12697) 
 [-19.0636] [ 3.25387] 
   
C -10.71957 -12.45070 
* Standard errors are indicated by ( ) while t-statistic are in square brackets [ ] 
The long run impact of export diversification and other variables on economic growth as 
shown by Table 6.6 is illustrated using equation 6.1 and 6.2: 
1.6........................5060.00563.04296.00000.071957.10 GFCOPENREERGDP   
2.6............4131.05508.326305.00000.145070.12 GFCOPENREERNHIGDP   
In the first cointegrating equation which is equation 6.1 there is only one candidate for the 
true relationship. This is the REER which has the correctly signed adjustment coefficient and 
a corresponding t-value of approximately -9.1725. However, the other variables either have 
the wrong sign like GFC insignificant, such as, trade openness. In the second cointegrating 
equation, there are two candidates for the true relationship. These are OPEN and GFC, all 
with correctly signed coefficients and corresponding t-values. The most significant variable 
in the second cointegrating equation is OPEN followed by GFC. The REER which has a 
correct sign but it is significant. Our interpretation of the long run results is based on the 
second cointegrating vector. 
Results from equation 6.2 and the error correction results are presented in Table 6.7 show that 
NHI (export diversification), has a positive long run relationship on economic growth. The 
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results from this study are consistent with what was mentioned on the expected prior in 
Chapter Four. At 3 lags NHI is statistically significant in explaining economic growth since it 
has the absolute t-value that is greater than 2. NHI has a t-value of 2.05822 and a coefficient 
of 0.017199. The results suggest that a 1% increase in export diversification increases 
economic growth by approximately 1.7199. This result is in tandem with that found in 
Matadeen (2011), Petersson (2005), Hesse (2008) and Ferreira (2009).  
The coefficient for GFC is positive in the long run cointegration equation 6.2 as well as the 
error correction results. This variable is theoretically expected to have a positive sign because 
high capital expenditure means that the economy is able to produce more output thereby 
increasing economic growth. GFC is statistically different from zero in the long run 
cointegration equation 2 with a t-value of 3.25387 but the hypothesis that it is zero could not 
be rejected in the error correction results. 
The coefficient of real effective exchange rate is negative. However, theoretically as 
mentioned in Chapter Four, the impact of REER on GDP is theoretically ambiguous. It can 
either be positive or negative depending on whether we are dealing with the supply channel 
or the demand channel. In the aggregate demand channel an increase in the real effective 
exchange rate enhances the international competitiveness of domestic goods leading to 
increased net exports and consequently increased GDP. On the other hand, the aggregate 
supply channel suggests that the depreciation of the real exchange rate increases the cost of 
production and hence reduced GDP (Tarawalie, 2010). The null hypothesis that LREER is 
not significantly different from zero could not be rejected in both the long run equation and 
the error correction. 
As mentioned in chapter four, trade openness is embraced with a strong bias in many 
economies mainly because of the disastrous failures of import-substitution strategies, 
especially in the 1980s (Yanikkaya, 2002). Though there is a near consensus about the 
positive impact of trade openness on economic growth, the positive impact is very 
complicated and can be very diverse depending on the play of policies. Therefore, the 
coefficient of trade openness is theoretically ambiguous. Results from this study show that 
LREER has a negative sign. LREER is statistically significant in the long run model with a t-
value of 10.5711; however, it is not significant in the error correction model. 
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The coefficient of adjustment which measures the speed of adjustment in GDP following a 
shock is an important parameter in the estimation of VECMs. It can also be seen as a measure 
of the degree of adjustment of the actual economic growth with regard to its equilibrium 
level. Evidence of error correction is shown by results presented in Table 6.7.    
Table 6.7: Error correction results  
Variable Coefficient Standard error t-statistic 
CointEq1 0.008742 0.01383 0.63217 
CointEq2 -0.04383 0.01413 -4.23392 
D(LGDP(-1)) 0.55609 0.09659 5.75725 
D(LNHI(-3)) 0.01745 0.00848 2.05822 
D(LREER(-1)) -0.017199 0.01265 -1.35918 
D(LOPEN(-1) 0.019064 0.01759 1.08366 
D(LGFC(-2) 0.019156 0.02074 0.92295 
 
As shown in Table 6.7 the coefficient of CointEq1, 0.008742 and for CointEq2 is -0.04383. 
This implies that the focus is on the coefficient of adjustment for CointEq2 because it carries 
the correct sign and is also statistically significant. The coefficient of adjustment for equation 
1 is ignored because it has a wrong sign and it is not significant. Therefore, the -0.043 
coefficient in equation 2 is more complete and is interpreted. Based on this coefficient, about 
4.3% is corrected in each quarter as the variable moves towards restoring equilibrium if there 
is a deviation from equilibrium. The speed of adjustment is statistically significant with an 
absolute t-value of approximately -4.23392. The speed of adjustment result in this study 
shows that it is very low. 
The impact of export diversification on economic growth was also estimated using the 
ordinary least squares (OLS). The estimation results are shown in Table 6.8. 
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Table 6.8: Modelling export diversification and economic growth in South Africa using 
OLS 
Dependent Variable: D (LGDP)  
Variable Coefficient Standard error t-Statistic Probability 
D(LNHI(-2)) 0.038533 0.013229 2.912827 0.0049 
D(LOPEN(-2)) -0.008672 0.012407 -0.698981 0.4859 
D(LREER(-1)) -0.021394 0.012467 -1.716076 0.0886 
D(LGFC(-2)) 0.038229 0.0188193 2.10135 0.0376 
R-squared:  0.642      
Adjusted R-squared: 0.564      
Durbin-Watson stat: 2.098  
Results in Table 6.8 show that DLNHI positively influences GDP in South Africa. NHI has a 
positive coefficient which implies that a percentage increase in NHI causes an approximately 
3.853 increase in GDP. NHI has a significant t-statistic of 2.914. This relationship is in line 
with the error correction results and theoretical underpinnings which also suggest a positive 
relationship.  
Data used in the study is robust as indicated by the adjusted R-squared of 0.564. The R-
squared which measures the overall fitness of the model has a high value above 50% of 
approximately 64.2% indicating that the model is satisfactory. The Durbin-Watson (DW) 
value of 2.098 implies that the model does not suffer from serial correlation. 
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Figure 6.3 Actual versus Fitted Residuals  
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To observe the fitness of the model, actual versus fitted residuals can be presented in the form 
of a graph. This is depicted in Figure 6.3. Although there is still a considerable margin of 
error, Figure 6.3 shows that the model fits the data in a fairly reasonable way. The scaled 
residuals show that there is white noise. In other words, the test generally confirms the 
adequacy of the restricted error correction specification. 
6.3 Diagnostic checks 
Diagnostic checks are crucially important to the economic growth model because they 
validate the parameter evaluation of the outcomes achieved by the model. This arises because 
if there is a problem in the residuals from the estimated model it means the model is not 
efficient and the estimated parameters will be biased. In this section, the VAR model was 
subjected to diagnostic checks. The fitness of the model was tested in three main ways. 
Firstly, serial correlation shall be tested using the Langrange Multiplier (LM) test, followed 
by the White test for heteroskedesticity, and finally the Jarque-Bera for normality test. As 
discussed in Chapter Four, the three tests are based on the null hypothesis that there is no 
serial correlation, there is normality and there is no heteroskedasticity problem respectively. 
Diagnostic checks results are shown in Table 6.9. 
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Table 6.9: Diagnostic checks results  
Test Null Hypothesis t-Statistic Probability 
Langrage Multiplier (LM) No serial correlation 40.99202 0.2608 
White (chi-sq) No conditional heteroskedesticity 484.4874 0.9723 
Jarque-Bera (JB) There is a normal distribution 0.448646 0.7998 
 
Results in Table 6.9 show that the test for serial correlation produced an LM statistic of 
40.99202 with a probability of 0.2608. The problem of serial correlation arises when a 
variable has relationships with itself in a manner that the value of such a variable in past 
periods had an effect on its future values. Therefore, one cannot reject the null hypothesis of 
no serial correlation. The presence of heteroskedesticity means the model has some 
misspecifications hence conclusive results cannot be derived from such a model. The White 
test with no cross terms produced a chi-sq of 484.4874 at a probability of 0.9723. The null 
hypothesis of no heteroskedesticity or no misspecification will thus not be rejected. The 
model does not suffer from any misspecifications hence can be relied on. The null hypothesis 
for the Jarque-Bera test states that there is a normal distribution. The results obtained for this 
particular test show a Jarque-Bera statistic of 0.448646 with a probability of 0.7998. The null 
hypothesis was only going to be rejected if the probability was less than 5%. In this case 
probability is greater therefore we fail to reject the null hypothesis of a normal distribution. 
The diagnostic checks have all revealed the suitability of the model. There is no serial 
correlation and no misspecification while the errors are normally distributed.  
6.3.1 Impulse response analysis 
Impulse response analysis reveals a wealth of information on dynamic effects that are 
missing in both static studies and dynamic studies that do not employ these techniques. 
Figure 6.4 presents the results from the impulse response analysis performed on the VECM 
regression. 
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Figure 6.4: Impulse response of GDP 
-.004
.000
.004
.008
.012
.016
1 2 3 4 5 6 7 8 9 10
Response of LGDP to LGDP
-.004
.000
.004
.008
.012
.016
1 2 3 4 5 6 7 8 9 10
Response of LGDP to LNHI
-.004
.000
.004
.008
.012
.016
1 2 3 4 5 6 7 8 9 10
Response of LGDP to LREER
-.004
.000
.004
.008
.012
.016
1 2 3 4 5 6 7 8 9 10
Response of LGDP to LOPEN
-.004
.000
.004
.008
.012
.016
1 2 3 4 5 6 7 8 9 10
Response of LGDP to LGFC
Response to Cholesky One S.D. Innovations
 
Since this study focuses on the impact of export diversification on economic growth, only the 
responses of GDP (economic growth) to export diversification, real effective exchange rate, 
trade openness and gross capital formation are reported in Figure 6.4. These impulse response 
functions show the dynamic response of economic growth to a one-period standard deviation 
shock to the innovations of the system and also indicate the directions and persistence of the 
response to each of the shocks over a 10 quarter (2.5 years) period. For the most part, the 
impulse response functions have the expected pattern and confirm the results from the short 
run relationship analysis. Shocks to two variables are not significantly different from zero 
although they are not persistent, while shocks to the other three variables are significant and 
persistent. A one-period standard deviation shock to NHI marginally reduces economic 
growth and the impact is persistent. A one period standard deviation shock to LREER 
increases economic growth by more than 2% but gradually levels off in about two years. A 
shock to trade openness has a positive impact on economic growth but is not persistent. 
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6.3.2 Variance decomposition analysis 
Variance decomposition analysis provides for a means of determining the relative importance 
of shocks in explaining variations in the variable of interest. In the context of this study, it 
provides a way of determining the relative importance of shocks to each of the explanatory 
variables in explaining variations in economic growth. The results of the variance 
decomposition analysis are presented in Table 6.10 and these show the proportion of the 
forecast error variance in economic growth explained by its own innovations and innovations 
in explanatory variables.  
Table 6.10: Variance decomposition of GDP 
 Period S.E. LGDP LNHI LREER LOPEN LGFC 
 1  0.006817  100.0000  0.000000  0.000000  0.000000  0.000000 
 2  0.012504  98.47438  0.438740  0.853396  0.056582  0.176903 
 3  0.018224  96.41338  1.108869  2.349480  0.038805  0.089461 
 4  0.023268  94.25143  1.069609  4.590609  0.033414  0.054936 
 5  0.027828  91.81570  1.158439  6.821603  0.113291  0.090966 
 6  0.031787  89.48076  1.368513  8.801508  0.219459  0.129756 
 7  0.035358  87.52451  1.688307  10.30692  0.308240  0.172018 
 8  0.038661  85.90768  2.041265  11.43506  0.414275  0.201724 
 9  0.041782  84.62209  2.422336  12.17917  0.538821  0.237588 
 10  0.044741  83.62492  2.775468  12.67465  0.660576  0.264388 
Since this study focuses on the movements of economic growth following shocks to itself or 
export diversification and other explanatory variables, the study reports only the variance 
decomposition in economic growth and analyse the relative importance of each of the 
explanatory variables in influencing its movements. 
The study allows the variance decompositions for 10 quarters in order to ascertain the effects 
when the variables are allowed to affect economic growth for a relatively longer time. In the 
first year, all of the variance in economic growth is explained by its own innovations 
(shocks), as suggested in Brooks (2008: 313). For the fifth quarter ahead forecast error 
variance, reported in column 2 of Table 6.9 under S.E., economic growth itself explains about 
91.81% of its variation, while export diversification and other explanatory variables explain 
only the remaining 8.19%. Of this 8.19 %, NHI explains about 1.15%, REER about 6.8215% 
and OPEN about 0.11% and GFC about 0.09%. 
However, after a period of 10 quarters, economic growth explains about 83.62% of its own 
variation, while export diversification and other explanatory variables explain the remaining 
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16.38%. The influence of REER increases substantially to about 12.67%, NHI increases to 
about 2.77%, OPEN increases to about 0.66% per cent and GFC increases to 0.264%. Shocks 
to the explanatory variables continued to explain a significant proportion of the variation in 
economic growth. Therefore, these results are similar to those from the impulse response 
analysis in that all the explanatory variables have a significant impact on economic growth in 
the short run. 
6.4 Conclusion 
This chapter analysed findings and presented results. Initially, the test for stationarity was 
conducted followed by cointegration, after which the vector error correction model was 
carried out. Diagnostic checks, impulsive response and variance decomposition were also 
conducted. When testing for stationarity, all variables in this study were stationary in their 
first differences hence they proved to be integrated of the first order. The study adopted 3 
lags which were used in the cointegration analysis. The trace cointegration test reflected that 
at least 2 cointegrating equation exist at 5% significance level. However, the maximum 
eigenvalue test revealed that there is 1 cointegrating equation. This led to the use of the 
vector error correction model (VECM). All the explanatory variables proved to have correct 
signs in explaining economic growth in the error correction model. The correlation matrix 
was used to determine the exact relationship between the five variables involved in this study. 
Results in this chapter revealed that REER has a negative impact on economic growth. The 
results also showed that NHI, OPEN and GFC are positively related with economic growth. 
The model passed all the diagnostic tests. The variance decomposition provided evidence that 
export diversification (NHI) and real effective exchange rate (REER) have a significant 
impact on economic growth in the short run. 
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Chapter Seven 
 
Summary, Conclusions and Policy Recommendations 
 
7.0 Introduction 
The main purpose of this chapter is to give a summary of the study as well as the conclusions 
and policy recommendations. Although there has been research that investigated the impact 
of export diversification on economic growth, very few of the researchers have used time 
series data. This chapter is organised as follows; section 7.1 discusses the motivation and 
objectives of the study. This section is followed by 7.2 which summaries literature reviewed.  
Section 7.3 gives a summary of an overview of export diversification and economic growth 
followed by the methodology.  Findings are summarised in section 7.5. The last section of the 
chapter gives conclusions and policy recommendations. 
7.1 Motivation and Objectives of the study 
This study sought to investigate the role of export diversification on economic growth in 
South Africa. The researcher selected this topic to investigate whether export diversification 
has a positive effect on economic growth or not as well as to test if export diversification 
leads to the growth and stability of South African export. This study is motivated by the 
widely increasing debate that developing countries should diversify their export base or mix 
in-order to increase economic growth as well as to maintain competitiveness and stability. 
Some of these arguments may be baseless and misdirected if there is no tangible evidence 
especially in the country of study which is South Africa in this case. 
 
There are various ways in which this study contributes to the body of knowledge. First, the 
study identifies a gap in the existing literature in terms of the methodologies used when 
investigating the impact of export diversification and economic growth. The majority of 
researchers used panel data to investigate the topic which was not adequate to sustain a 
conclusive analysis. This study used more than one method to investigate the relationship 
between export diversification and economic growth hence complements the existing 
literature by touching new ground with respect to the methods that have not used before. The 
methods are as follows; (i) measuring the extent and structural dynamics of South African 
exports using the cumulative functions, (ii) estimating the relationship between export 
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instability, export growth and export diversification, (iii) Ran a vector error correction model 
to determine the short run and long run relationship between export diversification and 
economic growth. Second, a thorough review literature unveils the importance of new trade 
theories as a conduit for knowledge transfer and economic growth and stability. The major 
objective of this study is to determine the impact of export diversification on economic 
growth in South Africa. Given the main objective of the study, the following section gives a 
summary of an overview of export diversification and economic growth in South Africa. 
7.2 A Summary of the Overview of Export Diversification and Economic Growth in 
South Africa 
This section analysed an overview of export diversification and economic growth as well as 
the determinants of export diversification in South Africa. A chronology of changes in trade 
regimes was analysed. In general, there are distinct phases, that is, a phase where there were a 
lot of trade restrictions and sanctions and the second phase which is characterised by trade 
liberalisation and South Africa engaged into a number of bilateral agreements. The 
manufacturing sector and its contribution to total exports were analysed. It was found that the 
manufacturing sector in South Africa is mainly dominated by the agro processing, 
automotive, chemical, information and technology, metals and textiles and footwear 
industries.  
Major trading partners for South Africa were also discussed and currently the major trading 
partners are China, US, Japan, Germany and UK. In addition, it was highlighted that South 
Africa has engaged into trade with other emerging countries such as Brazil, Russia, India and 
China (BRICS). Trends of export diversification were reviewed since 1980 to 2012. In 
general, the study found that the composition of South African exports has slightly changed. 
During the early 1980s, South Africa’s export mix was dominated by primary particularly 
agricultural and mining products. However, the country decided to slightly move away from 
primary products to manufactured commodities during the mid-1990s. 
The relationship between export diversification and export growth was investigated. It was 
drawn from the investigation that fast growing were among others are food stuffs, chemical, 
machinery, furniture, plastics and rubber. Trends of economic growth and export 
diversification were also analysed in this chapter. It was concluded that export diversification 
has a positive effect on economic growth and development of a country. Major determinants 
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of export diversification were discussed. The major determinants are trade openness, real 
effective exchange rate, gross capital formation, human capital and foreign direct investment. 
7.3 A Summary of Literature review 
In this section, a summary of literature review is presented. The literature review chapter has 
two main parts which are theoretical and empirical literature. Theoretical literature has also 
two main parts that is international trade theories as well as economic growth literature. 
International trade theories reviewed is also divided into two parts, that is, static or traditional 
theories and new or dynamic theories of trade. The classicalists were the first popular to 
develop the theories of international trade. These are as follows; the theory of absolute 
advantage (Smith 1776), the Ricardian model developed by Ricardo (1817) and the theory of 
relative differences in factor endowments (Hescksher (1919) and Ohlin, (1933). According to 
Smith (1776) the theory of absolute advantage states that a country should specialise in and 
export the goods that it has an absolute advantage and import the goods its partner country 
has an absolute advantage in. This implies that a country should export those goods that it 
produces efficiently because the absolute labour required per unit was less than that of the 
prospective trading partner. The Ricardian model explained why it can be beneficial for two 
countries to trade if one country has a lower relative cost of producing some goods. The 
Heckscher-Ohlin (H-O) acknowledged that differences in the abundance of factor 
endowments and differences in factor intensities of commodities give rise to differences in 
autarky commodity prices. In other words, the Heckscher-Ohlin theorem states that countries 
export those commodities which require relatively intensive use of those productive factors 
found locally in relative abundance. 
 
Although the traditional theories of trade are considered as the mother of international trade 
theory, they failed to explain trade in the context of export diversification. In other words, the 
theories failed to explain trade between countries with similar technology and similar factor 
endowments. Given this unexplainable portion of trade, theorists began to look for other 
reasons for trade, where trade could occur between similar countries and yield gains from 
trade. A departure from the neoclassical international trade was taken by considering the 
following theories: the Linder Hypothesis (1961), the Prebisch Singer Hypothesis (1950), and 
the imitation lag hypothesis and the product cycle theory. The popularity of comparative 
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advantage has not been reduced by the new theories of trade; however dynamic comparative 
advantage pays greater attention to changes in supply. 
 
The Linder hypothesis presents a demand based theory of trade in contrast to the usual supply 
based theories involving factor endowments. Linder hypothesised that nations with similar 
demands would develop similar industries. In other words, high income countries have a 
comparative advantage in the production of high quality goods and consume those good in 
greater proportions. The Prebisch Singer hypothesis argued that countries that export primary 
goods that do not have the means to manufacture goods to export will lose in the long run as 
their goods will become relatively cheaper than the manufactured ones. The imitation lag 
hypothesis considers technological transfer as an important determinant of trade. The product 
cycle theory stated that production of new goods tend to be concentrated in developed 
countries in the early stages of the life of a product, but move on to other countries later on. 
 
Although the new theories of trade proved to be better that the traditional theories, some of 
the arguments that were put forward could not explain reality. For example in reality, most 
products do not follow the product life cycle pattern. In addition, multinational firms today 
have subsidiaries and branches worldwide this would make the product life cycle theory less 
important. Due to the short coming of the new theory of trade to explain export 
diversification and economic growth, the research further discussed economic growth 
theories that link the two variables. 
 
Economic growth is very important for economists and policy makers. Therefore, they have 
tried to developed econometrics models. In this study, two model of growth were discussed 
that the Solow’s model and the endogenous growth model. The solow’s model focused more 
on the national resources than export diversification. However, the endogenous growth model 
in this study was considered as the most improved or well developed model which managed 
to explain the relationship that exists between export diversification and economic growth. 
The endogenous growth theory sees diversification of exports from primary commodities into 
high skilled, high technology goods desirable because trade in these products allows for more 
scope for growth through productivity gains than traditional commodity exports. There are 
more opportunities for spillover effects in manufactured trade than in primary commodity 
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trade. Spillover effects are due to skills and technological upgrading which have more 
positive externalities than in primary commodity production (Naude and Rossouw, 2008). 
 
The second part was an analysis of empirical literature which was categorised into literature 
from developed countries, developing countries and South Africa. An extensive literature 
review on the relationship between export diversification and economic growth is found 
mostly in developed countries. Most empirical papers focused on panel data models than 
cross sectional models. Some studies used time series.  
The empirical literature revealed that export diversification could be positively associated 
with economic growth. In addition, diversity in exports can reduce income volatility for 
countries with large populations living in poverty and reduce vulnerability to sharp declines 
in terms of trade. Diversification also increases the potential for generating spillovers, 
whereas reliance on only a few exports generally has greater negative consequences for 
growth. However, there are studies that failed to find any significant effect of export 
diversification on economic growth.  
Much of the empirical literature reviewed did not take into account the use of other 
methodologies such as the constant market analysis, impact of export diversification on 
export growth and stability.  
7.4 A Summary of the Methodology Employed 
In this section, a summary of the methodology and analytical framework is presented. The 
methodology section was divided into three sections. The first method sought to test whether 
export diversification has an impact on economic growth. The model specified in this study is 
based on the endogenous growth theory which holds that investment in human capital, 
innovation, and knowledge are significant contributors to economic growth. The theory also 
focuses on positive externalities and spillover effects of a knowledge-based economy which 
will lead to economic development. The empirical model for this study was developed 
following Arip at al., (2010). In other words, this study modified Arip and others’ model.  In 
this study, GDP was modelled as a function of  a normalised Hirschman Index, human capital 
formation, real effective exchange rate, trade openness and gross capital formation. Quarterly 
time series data for the period 1980- 2012 was used in this study. 
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The Johansen and Juselius (1991, 1995) technique was employed in the study to test for the 
cointegration. The first step in the Johansen technique is to determine the order of integration 
between the variables. The Dickey Fuller and the Augmented Dickey fuller was used to 
determine the order of integration. The second step was to determine and set the proper lag 
length in the model, thus estimate the model and determine the rank of  . The succeeding 
step involved selecting the model appropriate in reference to the deterministic trends in the 
system then finally determining the number of cointegrating vectors. 
If two variables are cointegrated, the long run relationship between them should be accounted 
for. Deviations from the long run relationship stipulated should be included as an explanatory 
variable in an error-correction model. The VECM was selected as the appropriate 
methodology. 
Diagnostic tests were conducted to check and validate the stochastic properties of the model. 
The Goldfield and Quandt (GQ) (1965) test was used to test for heteroscedasticity in the 
residuals. To test for normality in the distribution of residuals, the Jarque-Bera test was used.  
The Durbin-Watson (DW) was employed as the test for autocorrelation. 
The second part focused on methods measuring the extent of export diversification and the 
structural changes in export diversification. The structural changes in export diversification 
were measured using the Commodity-Specific cumulative export Experience function and the 
Commodity–specific traditional index. The Commodity specific traditionality index and 
variance of commodity specific traditionality index were used to rank export according to 
traditionality characteristics. The concentration ratio was used to measure the degree of 
diversification. It was assumed that a smaller value of the concentration ratio is associated 
with a broader or diversified export mix. 
The third part of this chapter focused on methods that were used to measure the impact of 
export diversification on export growth. The impact was obtained when the growth rate of 
total exports was regressed against the growth rate of aggregate nontraditional commodities 
(vertical diversification) and the growth rate aggregate traditional commodities (horizontal 
diversification). The relationship between the growth rate of exports and instability was 
deduced from running a simple linear regression equation that has instability indices as the 
dependent variable and export growth rate as the independent variable. 
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7.5 A Summary of Findings 
In this section, a summary of the results from the empirical chapters is presented. We start 
with the findings on the impact of export diversification on economic growth that is based on 
time series data of South Africa (as presented in Chapter Six). This is followed by a summary 
of findings from Chapter Five, which focused on ways that measures the extent of export 
diversification in South Africa. In addition, a summary of findings on the impact of export 
diversification on export and export stability are also presented. 
7.5.1 Time Series Analysis 
In Chapter Six, one major issue was investigated, that is the impact of export diversification 
on economic growth in South Africa. The analysis was carried out using quarterly data for the 
period 1980 to 2012. The Johansen and Juselius (1991, 1995) technique was employed. A 
number of tests were carried out and the first step in the procedure was to test the series for 
unit root. The formal and informal tests were done. 
Looking at the results, for variables in levels, the tests revealed that none of the variables is 
stationary for both the ADF and the DF test. All differenced variables on intercept are 
stationary. A visual plot of the series or an informal graphical analysis was conducted before 
the Dickey-Fuller and the Augmented Dickey-Fuller tests which are formal. The results from 
the visual plots conquer with the form tests that the series are trending in levels and they 
become stationary after first differencing. 
The Johansen technique required an indication of the lag order and the deterministic trend 
assumption of the VAR. In this study, the selection was made using a maximum of 3 lags in 
order to permit adjustment in the model and accomplish well behaved residuals. The 
information criteria approach has produced agreeing results and a conclusion to adopt 1 lag 
was be made. The Johansen cointegration was based on the trace test and the maximum 
eigenvalue test. The results indicated the existence of one cointegrating vector. 
The long run equation was estimated and results showed that NHI (export diversification), 
OPEN (trade openness) and FDI (foreign direct investment) have a positive long run 
relationship with economic growth. In addition, the results also show that REER (real 
effective exchange rate) has a negative long run relationship with economic growth. All the 
explanatory variables were statistically significant. Findings from this study are similar to 
those found by Petersson (2005), Matthee and Naudé (2008) and Cabral and Veiga (2010). 
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The fitness of the model was tested in three main ways. Firstly, serial correlation was tested 
using the langrage multiplier (LM) test, followed by the White test for heteroskedesticity and 
finally the Jarque-Bera for normality test. Results showed that there is no serial correlation, 
no conditional heteroskedestcity and the residuals are normally distributed. 
Variance decomposition analysis provided for a means of determining the relative importance 
of shocks in explaining variations in the variable of interest. In the context of this study, it 
therefore provided a way of determining the relative importance of shocks to each of the 
explanatory in explaining variations in GDP Results indicated that GDP itself explained 
about 50% of its variation, while NHI explains 19%, OPEN 0.8, REER18%, HUM 0.3 and 
FDI 11.09%. 
Given time series results only, one cannot generalise and conclude that that export 
diversification determines economic growth of South Africa. To enable one to test the extent 
of export diversification in South Africa as well as testing whether export diversification 
leads to export growth and stability, the results which are summarised in section 7.5.2 should 
be considered. 
7.5.2 Nature and extent of export diversification, export stability and export growth in 
South Africa 
In Chapter Five, the nature and extent of export diversification is investigated as well as the 
relationship between export diversification and export growth and stability. A sample of 28 
selected commodities in South Africa for the period 1980 -2012 is used. The commodity-
Specific Cumulative Experience Function plots showed that roughly, commodities such as 
scientific equipment, transport equipment, motor vehicles, furniture, machinery and  
electronic products were shifted to the right indicating that the commodities are non-
traditional in nature whereas gold coal agricultural products and wood are traditional in 
nature.  
The CSTI rankings indicated that motor vehicle exports ranked first showing that motor 
vehicles are non-traditional exports. However, gold rank and other primary commodities 
ranked last indicating that the traditional in nature. Results on the impact of export 
diversification on export growth show that South Africa relies more on traditional exports. 
The test on association between export growth and instability obtained similar results to those 
produced when tested the impact of export diversification on economic growth. 
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7.5.3 Synthesis of the Empirical Evidence 
These results to large extent paint a picture that export diversification is important or drives 
economic growth in South Africa. If one were to look at time series analysis presented in 
Chapter Seven, the conclusion would be that export diversification is an important 
determinant for economic growth. Comparing the findings of this study with other studies 
that used panel data, it may be concluded that an individual country approach produces better 
results than the one size fits all approach which may not be reliable for heterogeneous 
countries. Corroborating our findings with the work of other scholars, we conclude that our 
results are complementary. 
7.6 Policy Recommendations and Implications 
This study informs public policy and other interested stakeholders in South Africa, in 
addition, this study might also be useful to policy makers in other developing countries. 
Based on the findings from this research we are able to deduce clear and strong policy 
implications. 
One important implication from this study is that export diversification has positive 
influences on economic growth. However, the study finds that South Africa still relies on 
primary and low-value added exports. In this case, policy makers are urged to come up with 
policies that promote export diversification. The researcher recommends suitable changes on 
existing polices. The country needs to change the strategy of relying on primary and low 
value added exports and rely instead on high value added or manufactured exports. In other 
words, policies that enhance, promote and support innovate production are recommended and 
they are also important for economic growth and development of South Africa. The South 
African government can be advised to continue engaging implementing trade liberalisation 
policies. In other words, the South African government can embark on a policy that subsidise 
small to medium scale firms that engage in the innovation and production of new products. 
The support to such firms will increase future possibilities of a diversified export basket for 
the country.  
Trade openness proved to be another important variable in our model. The results from this 
study proved that trade openness is also a very important growth contributor. Therefore, the 
researcher recommends, policy makers to give positive attention to potential exporters and 
importers. In other words, the government can engage in export subsidisation and the create 
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policies such as reducing import tariffs and duties to create a more free trade environment. 
The country can also enhance trade openness by being involved in economic integration 
through joining of trade blocks. However, this must be done with caution due to the fact that 
increased trade openness and globalisation makes the economy more vulnerable to global 
shocks such as financial crisis and credit crunches occurring it the trade partners.  
Another major implication drawn is based on the finding that export stability promotes export 
growth. Therefore, South Africa has to minimise fluctuations in export earnings and ensure 
stability thereby promoting growth of exports. Reductions in fluctuations will help check for 
uncertainties in international trade and promote economic development. 
The also study highlights real effective exchange rate (REER) as one of the major factors 
affecting export diversification in South Africa. The researcher recommends that there is a 
need to maintain stability in currency to keep the country competitive. Although the real 
effective exchange was not statistically significant in our model, the correct sign of the 
variable indicates that an increase in real effective exchange rate (appreciation of the rand) 
has adverse effects on the volume of exports as well as economic growth.  A stable currency 
is generally good for trade, as it makes business more predictable. 
Creation of new markets is a key driver of export diversification and thereby economic 
growth. South Africa should facilitate trade in environments through economic 
interdependence and globalisation. This can be done through aggressive advertising in 
foreign markets and offering better deals. In other words, the country should develop new 
markets for products by adding value to its exports. Consequently, increasing market access 
for South African goods should be advanced vigorously.  
Investment was found to be an important factor affecting economic growth in South Africa. 
Therefore, the researcher recommends policies that encourage investment in the country such 
as; research and development and also attracting foreign investors. The key drivers of 
economic growth identified in this study are investment, competitive exchange rate, export 
diversification and trade openness. 
7.7 Limitations of the Study and Implications for Further Research 
Due to unavailability of data not all actual variables as suggested by theory could be included 
in the model. Furthermore, the study suffered from limited and inconsistency secondary data. 
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Some data such as the data for exports goods classes was not readily available in the local 
currency (rands) and therefore had to be converted from US dollars making the data subject 
to mistakes and results inconsistence. However, the limitations did not lead to loss of 
statistical significance since the results are supported by both theoretical and empirical 
literature. 
While this study has succeeded in addressing several issues pertaining to export 
diversification and economic growth, it is acceptable that it is not entirely perfect in 
answering such important questions. As such, it is important that further areas of study are 
highlighted for further research. The main issue is that we have noticed that export 
diversification contributes positively to economic growth; however, it would be good to do a 
country analysis on the relationship between export diversification and economic growth as 
well as export growth. This area did not receive much attention in our analysis since the main 
focus was on export diversification and economic performance. The question still remains of 
whether or not export instability affects export growth (the volume of exports) and economic 
growth. 
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9.0 List of Appendices 
Appendix 1: Data used in time series analysis 
year GDP NHI GFC REER OPEN 
1980/01 914079 0.200999 37792 147.197 0.098289 
1980/02 931456 0.200999 44102 152.287 0.097997 
1980/03 947402 0.200999 46416 157.2 0.106103 
1980/04 949532 0.200999 45470 166.397 0.099368 
1981/01 961325 0.162483 44056 170.59 0.093813 
1981/02 982319 0.162483 46547 167.853 0.097863 
1981/03 996616 0.162483 49135 162.153 0.104244 
1981/04 1002834 0.162483 49602 154.903 0.099732 
1982/01 993543 0.143836 46695 158.44 0.090419 
1982/02 985253 0.143836 46216 153.233 0.091299 
1982/03 985001 0.143836 46809 150.32 0.086227 
1982/04 964178 0.143836 45549 159.133 0.088206 
1983/01 949296 0.129732 43514 166.807 0.081368 
1983/02 953238 0.129732 45424 171.497 0.081052 
1983/03 964227 0.129732 44438 176.22 0.08367 
1983/04 988683 0.129732 45333 169.13 0.085943 
1984/01 1005459 0.150386 43606 164.543 0.087255 
1984/02 1026347 0.150386 43520 164.357 0.084216 
1984/03 1009336 0.150386 45054 143.387 0.088013 
1984/04 1010896 0.150386 43868 130.803 0.08903 
1985/01 1004874 0.225162 43190 127.01 0.085453 
1985/02 997567 0.225162 40699 129.733 0.08815 
1985/03 994933 0.225162 40129 110.607 0.086398 
1985/04 1005573 0.225162 39661 90.6233 0.087323 
1986/01 993592 0.202431 33541 111.48 0.077731 
1986/02 1000452 0.202431 32512 105.91 0.085637 
1986/03 1002703 0.202431 33941 95.7533 0.09607 
1986/04 1006914 0.202431 33281 109.613 0.076787 
1987/01 1014237 0.211299 32083 115.223 0.085657 
1987/02 1017854 0.211299 30285 118.827 0.080518 
1987/03 1021568 0.211299 31448 121.267 0.087595 
1987/04 1034109 0.211299 32641 121.81 0.089201 
1988/01 1049651 0.303458 33834 118.217 0.090599 
1988/02 1057104 0.303458 34365 112.057 0.091581 
1988/03 1071321 0.303458 37602 110.387 0.099023 
1988/04 1081381 0.303458 36568 109.977 0.09384 
1989/01 1088078 0.247865 36061 112.753 0.086612 
1989/02 1092799 0.247865 37274 111.263 0.097711 
1989/03 1093677 0.247865 38650 111.87 0.096022 
1989/04 1086909 0.247866 39643 116.573 0.090897 
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1990/01 1087779 0.269672 38612 117.96 0.087147 
1990/02 1086881 0.269672 37167 116.1 0.089416 
1990/03 1085968 0.269672 36294 115.37 0.095927 
1990/04 1086976 0.269672 36007 115.75 0.089396 
1991/01 1078330 0.2452 35558 118.35 0.08532 
1991/02 1075896 0.2452 35257 121.187 0.094056 
1991/03 1075479 0.2452 32589 121.673 0.09486 
1991/04 1073629 0.2452 33735 122.967 0.091557 
1992/01 1066105 0.288665 33828 124.58 0.0946 
1992/02 1059566 0.288665 32197 125.85 0.094427 
1992/03 1047299 0.288665 32143 124.52 0.10696 
1992/04 1038400 0.288665 31757 125.267 0.098179 
1993/01 1047599 0.299827 30896 125.067 0.101521 
1993/02 1059090 0.299827 32885 123.067 0.104289 
1993/03 1074336 0.299827 31664 120.073 0.108833 
1993/04 1082295 0.299827 33760 122.743 0.109081 
1994/01 1080753 0.374848 32979 122.957 0.109099 
1994/02 1092477 0.374848 34540 115.22 0.106336 
1994/03 1104765 0.374848 34713 114.323 0.117589 
1994/04 1123205 0.374848 37628 117.443 0.111872 
1995/01 1127262 0.581235 36280 116.513 0.120102 
1995/02 1132267 0.581235 39533 111.23 0.115248 
1995/03 1137155 0.581235 38736 113.663 0.130206 
1995/04 1141643 0.581235 40264 115.38 0.124866 
1996/01 1157662 0.577221 40061 115.623 0.118148 
1996/02 1179346 0.577221 42430 103.727 0.123818 
1996/03 1192729 0.577221 42471 101.15 0.138115 
1996/04 1204041 0.577221 43796 100.007 0.127111 
1997/01 1207500 0.621775 42747 109.123 0.117925 
1997/02 1214886 0.621775 43656 112.997 0.125841 
1997/03 1217424 0.621775 44453 112.057 0.140341 
1997/04 1219262 0.621775 47594 109.363 0.136566 
1998/01 1220803 0.621893 45887 110.567 0.131015 
1998/02 1222530 0.621893 45459 106.923 0.132043 
1998/03 1219850 0.621893 46781 92.61 0.138711 
1998/04 1221029 0.621893 48826 97.1633 0.130101 
1999/01 1232258 0.559215 44469 95.02 0.12374 
1999/02 1242065 0.559215 42122 96.8633 0.119436 
1999/03 1255629 0.559215 42365 96.92 0.130115 
1999/04 1269437 0.559215 43797 96.33 0.128863 
2000/01 1283716 0.543644 43443 96.4467 0.126815 
2000/02 1295527 0.543644 44015 92.9367 0.1249 
2000/03 1308358 0.543644 45073 93.89 0.130732 
2000/04 1319489 0.543644 46900 89.73 0.133288 
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2001/01 1328058 0.565437 45933 86.81 0.125353 
2001/02 1334697 0.565437 45574 88.0067 0.13155 
2001/03 1338242 0.565437 46089 83.8633 0.126067 
2001/04 1348532 0.565437 46947 70.48 0.126369 
2002/01 1366030 0.531018 46095 64.2633 0.12315 
2002/02 1382572 0.531018 46253 70.6033 0.127065 
2002/03 1393913 0.531018 48037 69.7633 0.125448 
2002/04 1403225 0.531018 50603 77.2733 0.129849 
2003/01 1416210 0.556015 50683 85.6 0.122747 
2003/02 1423126 0.556015 50473 89.2967 0.125373 
2003/03 1430849 0.556015 53104 93.0433 0.130458 
2003/04 1439103 0.556015 56280 97.35 0.130656 
2004/01 1460889 0.566359 57191 93.4733 0.123708 
2004/02 1481304 0.566359 56842 98.89 0.132149 
2004/03 1505525 0.566359 60086 99.7767 0.133939 
2004/04 1521602 0.566359 63532 106.447 0.139802 
2005/01 1537071 0.565632 63379 102.227 0.131099 
2005/02 1564655 0.565632 63970 98.2567 0.138997 
2005/03 1585991 0.565632 66484 98.94 0.142502 
2005/04 1596611 0.565632 69921 100.577 0.139502 
2006/01 1620881 0.570758 70820 106.15 0.135292 
2006/02 1647548 0.570758 71765 99.52 0.145079 
2006/03 1671028 0.570758 74692 90.3133 0.148459 
2006/04 1697027 0.570758 78509 88.53 0.161068 
2007/01 1723976 0.557439 82016 89.1133 0.148647 
2007/02 1737298 0.557439 82537 90.1833 0.150426 
2007/03 1758806 0.557439 84240 89.68 0.15079 
2007/04 1784580 0.557439 88299 92.5267 0.153373 
2008/01 1797770 0.589573 91355 83.4733 0.141218 
2008/02 1817405 0.589573 92884 80.24 0.150252 
2008/03 1825454 0.589573 96405 83.93 0.154512 
2008/04 1817747 0.589573 100265 74.05 0.145612 
2009/01 1788582 0.581589 96106 75.29 0.124872 
2009/02 1776240 0.581589 92426 88.09 0.117531 
2009/03 1783765 0.581589 88784 92.8067 0.12163 
2009/04 1799001 0.581589 87306 94.45 0.126273 
2010/01 1818403 0.461403 89773 97.2033 0.120202 
2010/02 1832442 0.461403 88501 100.903 0.125149 
2010/03 1848682 0.461403 88641 102.363 0.133825 
2010/04 1868681 0.461403 90311 104.467 0.13079 
2011/01 1890555 0.4734 91647 102.48 0.125614 
2011/02 1899576 0.4734 91990 103.087 0.128843 
2011/03 1908576 0.4734 93281 99.36 0.138747 
2011/04 1924237 0.4734 96375 91.4533 0.139304 
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2012/01 1936359 0.485776 97248 96.82 0.132031 
2012/02 1952846 0.485776 97472 94.7333 0.131052 
2012/03 1958827 0.485776 98827 93.88 0.139301 
2012/04 1969180 0.485776 100903 89.3133 0.135533 
Source: www.quantec.co.za and www.rebank.co.za 
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Appendix 2 (a): Export earnings for selected groups of commodities 
years 
 
agriculture coal 
gold& 
uranium food Beverage Tobacco Textiles wearing leather footwear wood paper petroleum coke chemical Rubber plastic 
non 
metal iron&stel 
non-
ferro machinery electronics 
TV & 
Radi 
scientic 
EQ 
Trans 
Equ 
motor 
Veh furnitur 
other 
man 
1980 0 8815.5 6617.3 60081.8 6320.7 201.3 13.5 3163.6 1154.8 481 1676.1 1048.7 1604.9 6969.5 1103.7 4975.5 132 85.4 1413.5 13972.7 5206.2 3219.9 766.7 192.1 451.1 4948.8 4533.6 243.7 4473.3 
1981 1 8067.6 8174.5 56520 5043.2 154.3 12.8 3112.2 1066.2 528.9 1250.6 816.4 1327.1 5632.7 764 4225.9 102 70.7 1075.4 11490.7 5371.5 2467.9 529.4 126.1 366.4 4273.6 3917.5 161.3 3681.9 
1982 2 4530.7 8975 58568.5 5023.5 120.2 8.3 3181.2 997.6 553.7 910.9 703.7 1340.7 5072.9 714.9 3832.4 80.3 61.1 896.5 10645.2 5584.7 1845.3 400.6 104 269.7 3148.3 2856.7 118.7 3304.2 
1983 3 4345.9 7515.5 59305.1 4808.1 108 6.8 3051.8 944 520.3 573.4 653.9 1394.6 4909.4 769.9 3637.3 73.4 57.9 762.7 9948.3 5646.2 1630.3 337.8 97.3 257.9 2717.5 2443.7 92.6 3170.5 
1984 4 2192.7 9030.9 61344.2 4373.5 138.5 5.5 3495.4 1015.4 538.1 402.6 676.9 1719.8 6053.1 1033.1 4395.9 73.1 73.1 767.4 11235 6601.8 1843.5 353.5 185.5 297.1 2952 2658.7 76.7 3594.7 
1985 5 1465.9 12518.7 61098.3 5473 181.8 10.5 4460.3 1147.8 570.5 550.3 1152 2859.1 7765.3 1251 5616.3 101.6 102.5 971.9 16796.1 7014.1 2735.7 476.5 256.4 389.2 6407.5 5983.5 151.7 4686.1 
1986 6 1796.5 9223.3 55786.1 4761 181.4 12.9 3480.4 786.9 409.1 542.7 1190.5 2858.4 7051.6 811.6 5317.3 150.2 115.9 652 16497.7 6593.3 2499.5 472 195.4 309.6 5386.2 4913.1 278.7 3787.3 
1987 7 1442.4 6711.5 66514.9 5772.4 239.4 31.6 3510.1 763.7 571.2 516 1315.2 3225.1 7706.7 909.4 5732.1 208.4 155.8 1014.6 17647 7530.6 2045.7 519.2 236.2 341 4200.2 3830.2 408.9 4597.2 
1988 8 1674.3 7835.8 62885.7 6884.8 486.9 52.7 4690.7 1094.7 397 308.6 1230.1 4872.1 11838.4 1476.1 8408.5 309.2 276.3 467 22700 9465.4 4050.8 1017.4 542 717.7 5648.1 5171.7 552.1 6796.7 
1989 9 5188.3 10634.2 55355.4 4463.1 497.1 40.4 3313.6 959.8 395.6 256.9 1023.5 4361.2 9701.2 853.4 7310.8 249.6 256.4 448.1 22553.9 7543.4 3787.9 850.7 442.4 573.9 4639.8 4265.9 463.6 7632.3 
1990 10 5102.1 11034.2 47570.1 5764.5 817 48.7 2670.1 1631.4 532 263.6 1089.1 3945.1 9153.3 731.9 6493.7 256.7 263.1 621.7 23167.2 7230.3 3557.5 1221.5 481.1 773.8 6915.8 5065.2 513 7137.3 
1991 11 4139.7 11341.1 48768.9 5723 1156.5 74 2628.9 2166.9 477 286.6 812.9 3027.3 8838.7 616.3 6489.2 337.2 244.9 619.8 18727.4 6461.8 3419 774.4 496.3 785.9 5466.8 4736.5 540.2 9316.4 
1992 12 4328 10085.4 56031.6 7242.3 1600.8 318.8 3092.6 2889.3 673.9 544.2 889.2 4042 14338.1 2162.5 9492.3 453.9 415.5 909.2 21037.8 6407.8 5200.9 1167.1 710.9 1111.8 6068.4 4680.4 685.7 6569 
1993 13 4143.2 9677.1 63995.5 8157.1 1867.2 290.9 2742.1 3617.5 907.6 621.8 1547.3 4738.8 15222.5 1779.3 10377.9 660.9 562 1117.4 21704.2 8153.8 6237.8 1618.8 1009.2 1340.1 6987.6 5524.2 836.6 7990 
1994 14 6542.5 8863.6 48461.4 8809.7 2725.7 326.9 3360.3 2799.7 1265.6 786.2 2876.5 6845.2 27388.5 10004.1 13589.9 739.3 724.9 1427.7 25119.4 7064.8 6517.1 1992.4 683.9 1078.4 5211.5 4552.1 2183.8 7456.5 
1995 15 5538.5 11324.3 43552.5 9501.3 2729.2 328.4 3345.4 3043.9 1233 747.2 2817.4 10009.3 31293.5 10563.2 15846.9 1052.2 977.3 1633.5 27153.5 7676.6 10876.6 2527.4 807.4 1331.2 6483.5 5557.4 3448.3 7554.4 
1996 16 6075.7 14067.1 46088.6 9089.3 2908.5 390.6 3317.2 3295.1 1367.6 764.4 2151.2 6161.8 32934 12018.7 15888.7 1108 866.9 1455.8 25672.1 11170.3 11351.4 2215.2 1295.7 1872.8 6716.5 5347.8 3286.9 7077.2 
1997 17 6520 13585.8 47809.3 8599.5 3042.2 481.6 3554.6 3660.2 1436.9 639.4 2564.1 5801.2 32024.1 10356.9 15631 1194.5 1063 1449.6 25433.5 12400 13248.1 2420.7 1506.8 1934.9 10738.6 7686.1 3392.9 6094.2 
1998 18 6740.9 13489.7 44470.8 9770.4 2956.7 575.6 2866.7 2992.5 1376.6 450 3151.7 6551.3 28708.5 7696.1 14713.4 1469.4 1058.5 1631.8 27476.3 11665.2 13828.6 2466.5 2254.2 1750.6 12904.8 10180.4 3978.2 6635 
1999 19 8589.2 12904.8 39319.3 9071.4 3008 608 2895.2 3251.1 1303.4 392.9 3681.7 6629.2 33573.7 11331.1 15720.2 1691.8 1120.5 1614.1 27237.8 11883 12348.2 2612.8 1730 1190.1 17529.3 15718.7 3947.3 7831.8 
2000 20 8425.4 14190.3 40692.5 8722.4 3352.4 671.3 2393.5 3128.9 1345.6 263.7 3296.2 6912.9 37521.5 15342.9 15951 1477.9 941.2 1298.4 29132.4 10532.3 12815.4 2538.9 1627.7 1043.5 20790.5 18994.3 3318.5 8618 
2001 21 6608.6 16391.7 35369.8 9245 3791.8 711.4 2503.4 3497.3 1034.2 215.6 3501.8 6540.1 41991.2 18019.8 17443.4 1435.6 1083.5 1596.3 26612.7 10304.7 16493.5 2675.3 1300 978.8 22388.6 21037.2 3771.6 10107.6 
2002 22 4959.5 14278.5 38024.2 9162.7 4636.2 553 2439.5 3145.4 1560.9 191.2 3887.4 6034.5 38415.8 12927.1 17475.5 1768.6 1505.9 1825.7 31478.1 11404.2 14605.8 2853.5 1433.5 993.4 25918.6 24277.7 4688.2 10503.9 
2003 23 8665.4 12514.1 33100.8 9272.1 4980.4 379.1 2239.1 2953.8 1495.3 192.8 3581.8 6534.5 36863.9 14164.2 14992.4 1734.3 1426.5 1596.4 38642.7 10466.8 14692.4 2636.7 1825.4 1291.5 27130.9 25791.8 4338.5 9403.3 
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2004 24 9782 14458.8 30741.4 9169.5 5074 555.5 2301.6 2166.9 1854.2 138.9 3664 6565.1 41114.2 13058.6 19321 1942 1718.2 2027.9 45012.3 17711.3 16812.7 3232.6 2503.5 1596.5 32165.4 30616.8 4623.9 9732.1 
2005 25 14881.1 20733.9 27023 10544.3 5310.5 845 2233.2 1394.2 1854.5 119.3 4149.9 6560 47434 13847.8 23375.5 1962 1876.1 2190.6 47651.1 15142.1 22055 3197.9 2664.3 1890 39378.5 37127 4087.1 9465.7 
2006 26 11974.2 19797.1 24530.8 10492.6 4990.3 1039.7 1994.3 1049.2 1985.4 110.7 3470.6 7131.3 46661.6 12523.2 23156 2006.2 1997.4 2387 50518.4 16041.7 30829.2 4415 3297.8 1948.4 45395.9 42663.7 3812.7 12482.2 
2007 27 11192.6 21328 23044.9 9548.8 5628.6 758.6 1826.8 694.2 1876.8 88 2949.9 6656.7 46269.6 10292.5 24433.3 1810.1 2210.5 2518 53862.2 15679.8 36875.6 5537.1 3736.8 2254.9 45333.7 42757.7 3816.7 16294 
2008 28 16309.4 31830.6 19213.7 9134.9 6170.1 659.3 1429.9 557.5 1174.7 70.9 2563.7 6482.1 51252.5 11185.4 29281.9 1756.3 2097.6 1498.3 56223.9 12168.9 30842 4173.2 2886.3 2106.7 53322.3 50699.5 3113.2 14147.3 
2009 29 14111 20747.6 18389.8 10575.7 6657.9 975.5 1332.8 452.1 1035 88.2 1876.9 6115 40068.8 9195.8 21038.5 1525.3 1766.6 1229.5 37754.3 9449.5 20328.6 3287.5 2253.5 2298.4 35623.1 33762.7 2640.6 14405 
2010 30 13918.9 22908 18867.9 10587.7 6230.5 709 1233.2 413.2 1083.8 174.2 1993.7 5870 42485.4 8531.1 24446.8 1421.5 1861.8 1342.1 42979.4 10763.1 22991.2 3315.3 1976.8 1810.5 40168.1 38540.8 2966.5 14308.1 
2011 31 17874.1 27905.3 18584.5 10434.3 5880.7 546.7 1136.3 440.4 1259.2 94.6 2000.4 5724.8 48923.3 10350.4 27205.9 2034.5 2061.1 1556.6 43039.8 10679.8 27555.6 4125.9 2100.4 1929.7 43712.2 40605.7 2146.6 17630.5 
2012 32 19212.9 26567 14640.3 13010.9 6948.5 812.7 1037.2 486.1 1232.5 115.2 1908 5305.7 55046 15078.4 26814 2111.2 2357.4 1510.9 41081.7 8649.4 28585.5 4520.1 1794.2 2144.8 45510.3 42952.4 1829.2 20107.7 
  
255154.7 467260.7 1425752 264552.7 94772.6 12855.3 90033.2 59657.7 34331.1 14347.7 70236.3 165746.9 880223.5 241464.4 462630.4 33429.2 31455.5 43527.4 940204.8 315664.4 408194.2 71249.6 42753.1 39430.3 606182.9 559450.7 70514.2 286591.4 
 
 
Appendix 2 (b): Export earnings for selected groups of commodities 
coke chemical Rubber plastic 
non 
metal iron&stel 
non-
ferro machinery electronics 
TV & 
Radi 
scientic 
EQ 
Trans 
Equ 
motor 
Veh furnitur 
other 
man 
1103.7 4975.5 132 85.4 1413.5 13972.7 5206.2 3219.9 766.7 192.1 451.1 4948.8 4533.6 243.7 4473.3 
764 4225.9 102 70.7 1075.4 11490.7 5371.5 2467.9 529.4 126.1 366.4 4273.6 3917.5 161.3 3681.9 
714.9 3832.4 80.3 61.1 896.5 10645.2 5584.7 1845.3 400.6 104 269.7 3148.3 2856.7 118.7 3304.2 
769.9 3637.3 73.4 57.9 762.7 9948.3 5646.2 1630.3 337.8 97.3 257.9 2717.5 2443.7 92.6 3170.5 
1033.1 4395.9 73.1 73.1 767.4 11235 6601.8 1843.5 353.5 185.5 297.1 2952 2658.7 76.7 3594.7 
1251 5616.3 101.6 102.5 971.9 16796.1 7014.1 2735.7 476.5 256.4 389.2 6407.5 5983.5 151.7 4686.1 
811.6 5317.3 150.2 115.9 652 16497.7 6593.3 2499.5 472 195.4 309.6 5386.2 4913.1 278.7 3787.3 
909.4 5732.1 208.4 155.8 1014.6 17647 7530.6 2045.7 519.2 236.2 341 4200.2 3830.2 408.9 4597.2 
1476.1 8408.5 309.2 276.3 467 22700 9465.4 4050.8 1017.4 542 717.7 5648.1 5171.7 552.1 6796.7 
853.4 7310.8 249.6 256.4 448.1 22553.9 7543.4 3787.9 850.7 442.4 573.9 4639.8 4265.9 463.6 7632.3 
731.9 6493.7 256.7 263.1 621.7 23167.2 7230.3 3557.5 1221.5 481.1 773.8 6915.8 5065.2 513 7137.3 
616.3 6489.2 337.2 244.9 619.8 18727.4 6461.8 3419 774.4 496.3 785.9 5466.8 4736.5 540.2 9316.4 
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2162.5 9492.3 453.9 415.5 909.2 21037.8 6407.8 5200.9 1167.1 710.9 1111.8 6068.4 4680.4 685.7 6569 
1779.3 10377.9 660.9 562 1117.4 21704.2 8153.8 6237.8 1618.8 1009.2 1340.1 6987.6 5524.2 836.6 7990 
10004.1 13589.9 739.3 724.9 1427.7 25119.4 7064.8 6517.1 1992.4 683.9 1078.4 5211.5 4552.1 2183.8 7456.5 
10563.2 15846.9 1052.2 977.3 1633.5 27153.5 7676.6 10876.6 2527.4 807.4 1331.2 6483.5 5557.4 3448.3 7554.4 
12018.7 15888.7 1108 866.9 1455.8 25672.1 11170.3 11351.4 2215.2 1295.7 1872.8 6716.5 5347.8 3286.9 7077.2 
10356.9 15631 1194.5 1063 1449.6 25433.5 12400 13248.1 2420.7 1506.8 1934.9 10738.6 7686.1 3392.9 6094.2 
7696.1 14713.4 1469.4 1058.5 1631.8 27476.3 11665.2 13828.6 2466.5 2254.2 1750.6 12904.8 10180.4 3978.2 6635 
11331.1 15720.2 1691.8 1120.5 1614.1 27237.8 11883 12348.2 2612.8 1730 1190.1 17529.3 15718.7 3947.3 7831.8 
15342.9 15951 1477.9 941.2 1298.4 29132.4 10532.3 12815.4 2538.9 1627.7 1043.5 20790.5 18994.3 3318.5 8618 
18019.8 17443.4 1435.6 1083.5 1596.3 26612.7 10304.7 16493.5 2675.3 1300 978.8 22388.6 21037.2 3771.6 10107.6 
12927.1 17475.5 1768.6 1505.9 1825.7 31478.1 11404.2 14605.8 2853.5 1433.5 993.4 25918.6 24277.7 4688.2 10503.9 
14164.2 14992.4 1734.3 1426.5 1596.4 38642.7 10466.8 14692.4 2636.7 1825.4 1291.5 27130.9 25791.8 4338.5 9403.3 
13058.6 19321 1942 1718.2 2027.9 45012.3 17711.3 16812.7 3232.6 2503.5 1596.5 32165.4 30616.8 4623.9 9732.1 
13847.8 23375.5 1962 1876.1 2190.6 47651.1 15142.1 22055 3197.9 2664.3 1890 39378.5 37127 4087.1 9465.7 
12523.2 23156 2006.2 1997.4 2387 50518.4 16041.7 30829.2 4415 3297.8 1948.4 45395.9 42663.7 3812.7 12482.2 
10292.5 24433.3 1810.1 2210.5 2518 53862.2 15679.8 36875.6 5537.1 3736.8 2254.9 45333.7 42757.7 3816.7 16294 
11185.4 29281.9 1756.3 2097.6 1498.3 56223.9 12168.9 30842 4173.2 2886.3 2106.7 53322.3 50699.5 3113.2 14147.3 
9195.8 21038.5 1525.3 1766.6 1229.5 37754.3 9449.5 20328.6 3287.5 2253.5 2298.4 35623.1 33762.7 2640.6 14405 
8531.1 24446.8 1421.5 1861.8 1342.1 42979.4 10763.1 22991.2 3315.3 1976.8 1810.5 40168.1 38540.8 2966.5 14308.1 
10350.4 27205.9 2034.5 2061.1 1556.6 43039.8 10679.8 27555.6 4125.9 2100.4 1929.7 43712.2 40605.7 2146.6 17630.5 
15078.4 26814 2111.2 2357.4 1510.9 41081.7 8649.4 28585.5 4520.1 1794.2 2144.8 45510.3 42952.4 1829.2 20107.7 
241464.4 462630.4 33429.2 31455.5 43527.4 940204.8 315664.4 408194.2 71249.6 42753.1 39430.3 606182.9 559450.7 70514.2 286591.4 
Source:www.quantec.co.za 
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Appendix 3: CSTI and VCSTI for 28 selected commodities 
Agriculture 0.342006 0.060444 
coal 0.372449 0.06801 
Gold 0.583728 0.083857 
food 0.411237 0.077621 
beverages 0.259127 0.079988 
Tobacco 0.266851 0.089522 
textile 0.560628 0.085889 
wearing 0.483689 0.121732 
leather 0.379787 0.08799 
footwear 0.656086 0.069736 
wood 0.381241 0.09716 
paper 0.394745 0.093384 
petroleum 0.311481 0.082525 
coke 0.301149 0.098609 
chemical 0.330438 0.076947 
rubber 0.286827 0.088569 
plastic 0.262006 0.078778 
Non-metallic metals 0.407782 0.079574 
Iron &steel 0.36523 0.077174 
Non-ferrous metals 0.41246 0.083295 
machinery 0.270745 0.074649 
Electronic equipment 0.307484 0.079465 
TV & Radio 0.287915 0.087528 
scientific equipment 0.341309 0.081285 
Transport equipment 0.25418 0.18138 
motor vehicle 0.247485 0.06869 
furniture 0.313965 0.109415 
other manufactures 0.35699 0.069159 
Source: own figures computed from data obtained from www.quantec.co.za 
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Appendix 4: Instability indices 
  Linear_1 Exponential_1 MA Linear_2 Exponential_2 
Agriculture 56.7 35.4 18.0 125.6 62.3 
Coal 18.7 13.2 12.4 24.4 17.8 
Gold 9.7 14.3 5.8 12.1 16.7 
Food 10 10.8 6.5 13.3 13.6 
Beverages 7.1 44.8 8.6 67.4 55.1 
Tobacco 14.3 72.1 21.6 60.2 9.3 
Textile 14.5 18.0 7.4 18 20.9 
Footwear 334 42.5 15.4 1649.6 55 
Petroleum -60 23.5 10.5 494.2 29.4 
Coke -80.6 61.0 21.2 644 82.6 
Chemicals 131.3 14.8 9.1 599.5 18.3 
Rubber -20.2 38.5 10.2 179.6 45.7 
Plastic 1.65 30.6 10.5 67.6 38.1 
Iron & Steel 14.9 14.0 7.6 18.5 16.5 
Machinery -30.7 23.9 14.7 208.2 30.2 
Electronic 1.5 26.4 11.9 238 31.5 
TV & Radio -64.1 32.6 17.3 421.7 41.2 
Scientific 25.7 27.8 13.5 35.1 36 
Transport Equip -58.1 26.5 12.6 404.4 32.5 
Motor Vehicle 6.9 30.6 12.1 159.6 37.2 
Other Manu 18.7 14.7 9.3 26.2 18.9 
Source: own figures computed from data obtained from www.quantec.co.za 
 
Appendix 5: VAR Lag order selection criteria   
       
        Lag LogL LR FPE AIC SC HQ 
       
       0  341.7310 NA   3.72e-09 -5.220635 -5.109790 -5.175597 
1  1264.325  1759.365  3.36e-15 -19.13682  -18.47175* -18.86659 
2  1305.762  75.80739  2.61e-15 -19.39166 -18.17236  -18.89623* 
3  1333.280   48.21072*   2.52e-15*  -19.43070* -17.65718 -18.71008 
       
        * indicates lag order selected by the criterion 
 LR: sequential modified LR test statistic (each test at 5% level)   
 FPE: Final prediction error     
 AIC: Akaike information criterion     
 SC: Schwarz information criterion     
 HQ: Hannan-Quinn information criterion 
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Appendix 6 (a): Pantula principle Model 2 
  
 
Trend assumption: No deterministic trend (restricted constant)  
Series: LGDP LNHI LGFC LOPEN LREER     
Lags interval (in first differences): 1 to 3   
      
Unrestricted Cointegration Rank Test (Trace)   
      
      Hypothesized  Trace 0.05   
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**  
      
      None *  0.366576  125.0630  76.97277  0.0000  
At most 1 *  0.198082  66.61630  54.07904  0.0026  
At most 2 *  0.118865  38.36046  35.19275  0.0220  
At most 3 *  0.094539  22.16275  20.26184  0.0271  
At most 4 *  0.071175  9.450899  9.164546  0.0441  
      
       Trace test indicates 5 cointegrating eqn(s) at the 0.05 level  
 * denotes rejection of the hypothesis at the 0.05 level  
 **MacKinnon-Haug-Michelis (1999) p-values   
      
Unrestricted Cointegration Rank Test (Maximum Eigenvalue)  
      
      Hypothesized  Max-Eigen 0.05   
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**  
      
      None *  0.366576  58.44673  34.80587  0.0000  
At most 1  0.198082  28.25584  28.58808  0.0551  
At most 2  0.118865  16.19771  22.29962  0.2844  
At most 3  0.094539  12.71185  15.89210  0.1483  
At most 4 *  0.071175  9.450899  9.164546  0.0441  
      
       Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level  
 * denotes rejection of the hypothesis at the 0.05 level  
 **MacKinnon-Haug-Michelis (1999) p-values   
 
 
 
Appendix 6 (b): Pantula principle Model 3 
 
Trend assumption: Linear deterministic trend  
Series: LGDP LNHI LGFC LOPEN LREER    
Lags interval (in first differences): 1 to 3  
     
Unrestricted Cointegration Rank Test (Trace)  
     
     Hypothesized  Trace 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.338891  102.9793  69.81889  0.0000 
At most 1 *  0.180333  50.00831  47.85613  0.0309 
At most 2  0.109665  24.55468  29.79707  0.1780 
At most 3  0.071175  9.686471  15.49471  0.3056 
At most 4  0.001839  0.235564  3.841466  0.6274 
     
      Trace test indicates 2 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
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 **MacKinnon-Haug-Michelis (1999) p-values  
     
Unrestricted Cointegration Rank Test (Maximum Eigenvalue) 
     
     Hypothesized  Max-Eigen 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.338891  52.97100  33.87687  0.0001 
At most 1  0.180333  25.45364  27.58434  0.0914 
At most 2  0.109665  14.86820  21.13162  0.2982 
At most 3  0.071175  9.450907  14.26460  0.2505 
At most 4  0.001839  0.235564  3.841466  0.6274 
     
      Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values  
     
Appendix 6 (c): Pantula principle Model 4 
Trend assumption: Linear deterministic trend (restricted) 
Series: LGDP LNHI LGFC LOPEN LREER    
Lags interval (in first differences): 1 to 3  
     
Unrestricted Cointegration Rank Test (Trace)  
     
     Hypothesized  Trace 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.361699  133.3916  88.80380  0.0000 
At most 1 *  0.280988  75.92650  63.87610  0.0035 
At most 2  0.118977  33.70228  42.91525  0.3023 
At most 3  0.085751  17.48830  25.87211  0.3794 
At most 4  0.045889  6.012803  12.51798  0.4587 
     
      Trace test indicates 2 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values  
     
Unrestricted Cointegration Rank Test (Maximum Eigenvalue) 
     
     Hypothesized  Max-Eigen 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.361699  57.46508  38.33101  0.0001 
At most 1 *  0.280988  42.22422  32.11832  0.0021 
At most 2  0.118977  16.21397  25.82321  0.5257 
At most 3  0.085751  11.47550  19.38704  0.4655 
At most 4  0.045889  6.012803  12.51798  0.4587 
     
      Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values  
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Appendix 7: Cointegration results 
 
Trend assumption: Linear deterministic trend  
Series: LGDP LNHI LGFC LOPEN LREER    
Lags interval (in first differences): 1 to 3  
     
Unrestricted Cointegration Rank Test (Trace)  
     
     Hypothesized  Trace 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.338891  102.9793  69.81889  0.0000 
At most 1 *  0.180333  50.00831  47.85613  0.0309 
At most 2  0.109665  24.55468  29.79707  0.1780 
At most 3  0.071175  9.686471  15.49471  0.3056 
At most 4  0.001839  0.235564  3.841466  0.6274 
     
      Trace test indicates 2 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values  
     
Unrestricted Cointegration Rank Test (Maximum Eigenvalue) 
     
     Hypothesized  Max-Eigen 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.338891  52.97100  33.87687  0.0001 
At most 1  0.180333  25.45364  27.58434  0.0914 
At most 2  0.109665  14.86820  21.13162  0.2982 
At most 3  0.071175  9.450907  14.26460  0.2505 
At most 4  0.001839  0.235564  3.841466  0.6274 
     
      Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values  
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Appendix 8: Vector Error Correction  
   
    
 Sample (adjusted): 1981Q1 2012Q4    
 Included observations: 128 after adjustments   
 Standard errors in ( ) & t-statistics in [ ]   
      
      Cointegrating Eq:  CointEq1 CointEq2    
      
      LGDP(-1)  1.000000  0.000000    
      
LNHI(-1)  0.000000  1.000000    
      
LGFC(-1) -0.506026  0.413141    
  (0.02654)  (0.12697)    
 [-19.0636] [ 3.25387]    
      
LOPEN(-1) 0.056361 3.550833    
  (0.07022)  (0.33590)    
 [0.80260] [10.5711]    
      
LREER(-1)  -0.429683  -0.263056    
  (0.04684)  (0.22407)    
 [- 9.17251] [ -1.17398]    
      
C -10.71957 -12.45070    
      
      Error Correction: D(LGDP) D(LNHI) D(LGFC) D(LOPEN) D(LREER) 
      
      CointEq1  0.008742  0.472986  0.174838  0.529808 -0.261467 
  (0.01383)  (0.15288)  (0.06371)  (0.08234)  (0.11184) 
 [ 0.63217] [ 3.09380] [ 2.74437] [ 6.43417] [-2.33793] 
      
CointEq2 -0.043830 -0.012225 -0.072982  0.033496  0.059541 
  (0.00398)  (0.04398)  (0.01833)  (0.02369)  (0.03217) 
 [-4.23392] [-0.27797] [-3.98212] [ 1.41402] [ 1.85065] 
 
 
 
 
 
 
 
 
 
 
