ABSTRACT The salient object detection is receiving more and more attention from researchers. An accurate saliency map will be useful for subsequent tasks. However, in most saliency maps predicted by existing models, the objects regions are very blurred and the edges of objects are irregular. The reason is that the handcrafted features are the main basis for existing traditional methods to predict salient objects, which results in different pixels belonging to the same object often being predicted different saliency scores. Besides, the convolutional neural network (CNN)-based models predict saliency maps at patch scale, which causes the objects edges of the output to be fuzzy. In this paper, we attempt to add an edge convolution constraint to a modified U-Net to predict the saliency map of the image. The network structure we adopt can fuse the features of different layers to reduce the loss of information. Our SalNet predicts the saliency map pixel-by-pixel, rather than at the patch scale as the CNN-based models do. Moreover, in order to better guide the network mining the information of objects edges, we design a new loss function based on image convolution, which adds an L1 constraint to the edge information of saliency map and ground-truth. Finally, experimental results reveal that our SalNet is effective in salient object detection task and is also competitive when compared with 11 state-of-the-art models.
I. INTRODUCTION
Visual attention mechanism is a special brain signal processing mechanism of human vision. By rapidly scanning the global image, our eyes can obtain the objects areas that need to be paid attention to, which is the focus of attention, and then invest more attention resources in these saliency areas to obtain more detailed information of the targets that need to be paid attention to, while suppress other useless information [22] . The contents in these saliency areas are generally what we call salient objects [16] .
Since it is a relatively basic task, salient object detection is very important in many subfields of computer vision, including video retrieval [14] [10] , object tracking cognition [6] , semantic segmentation [12] , foreground extraction [32] [33] and scene classification [50] . Therefore, visual saliency is
The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. studied by many scholars in many subject areas, such as cognitive psychology [17] , pattern recognition and computer vision [7] , [21] . Over the years, many models of salient object detection have emerged, and these models can be divided into two categories: the conventional models [24] , [31] and deep learning based models [29] , [39] , [50] .
The conventional methods usually make use of the lowlevel visual information of the image to predict the saliency map, such as varies heuristic priors, color and contrast information [35] . Heuristic prior based models output saliency map mainly on the basis of hypothetical priori information, such as the compactness, background and objectness prior. The models based on the compactness prior [48] consider that the salient object region is an interconnected region and the elements within the area are similar. Obviously, when the image contains multiple objects, this kind of models can not detect them very well because the objects are not connected to each other. If the internals of objects are quite complicated, the detection results are not accurate too. The saliency detection models based on background prior [51] [15] first assume that the areas close to the edges of image are probably the background, and then detect salient objects based on this hypothesis. However, when the saliency object is closer to the edge of the image, the saliency map predicted by such models will be poor. The objectness prior based models [48] tend to explore specific areas that may contain salient objects. As discussed above, the prior based models usually focus on the low-level visual information and empirical, but do not take advantage of high-level semantic information of images. As a result, the saliency maps predicted by these prior saliency detection models are generally vague, and the details of the target are seriously lost.
The contrast based algorithms tend to focus on the difference between image context and each pixel or region. [26] . According to the range of comparison areas selected, this type of algorithms are classified into two kinds: the global context based models [11] and local context based models [22] [26] . Although the saliency detection models based on global context can better mine the internal information of the objects, they are not ideal to predict the detailed information of the objects. Moreover, this kind of models are also difficult to detect for large size saliency objects. The saliency maps predicted by the local context based models have relatively complete detailed structures, but the internal information of their salient objects are incomplete. The context based saliency detection models typically produce saliency maps that are relatively blurry with edge distortion. The reason is that they do not take into account the relationship between adjacent pixels or regions, and predict the saliency scores pixel by pixel or region by region.
The conventional salient object detection models unusually employ relatively intuitive visual information, such as the hypothetical priors, image contrast and color. These models can detect objects that are significantly different from the background or that are brightly colored. But they struggle to accurately identify salient objects when the background of the image is complex [47] . These models can not accurately detect objects that attract human's attention but whose visual features are not obvious. For example, the objects whose color and texture are similar to the background as the first three columns of images in Fig. 4 show. The reason is that they do not consider the high-level information about semantic knowledge of image. The Fig. 1 (C) illustrates the example of the saliency maps predicted by a conventional algorithm, and it is obvious that the brightness is different for each region. In other words, this model predicts different saliency scores for different areas within the same object, which is very unreasonable and not conducive to the subsequent application.
In recent years, deep learning has made remarkable achievements in the field of salient object detection. The reason is that the Convolutional Neural Network (CNN) can learn experience from a great deal of training data and can hierarchically capture the features of images [38] [27] , so the models based on deep learning are good at mine the high-level semantic information. Since convolutional neural network based models obtain a small-size feature map through a series of convolutional layers and pooling operations, and then predict the salient objects, the saliency maps obtained by the CNN-based models always have a fuzzy object edges [18] [4], as is presented in Fig. 1 (B) . The encoder-decoder is one of the most commonly used network structure in saliency detection [35] . However, since the size of the feature maps at the encoder and decoder network connections is very small, information loss can be significant as the image flows through the network. And because of this bottleneck, the deep and shallow features of the network cannot be effectively combined. VOLUME 7, 2019 In order to reduce the information loss when images flow through the network, we should take full advantage of both the low-level visual information and high-level semantic features. And we hope that the edges of the objects are clear and the gray level inside the objects is uniform in the saliency maps output by the model. In this paper, we put forward a new method which is called SalNet to detect the salient objects. The architecture of the proposed model is a modified U-Net, which can fuse the multi-level features to reduce the loss of information [37] through a set of skip connections. In addition, to guide the model to effectively mine the edge information of the salient objects, we propose a constraint term to the loss function based on image convolution. Fig. 1 is the comparison of several representative different kinds of models, which can demonstrate the conclusion discussed above. It can be found that the saliency maps output by SalNet have a clear edges and the internal of objects is quite homogeneous.
The main contributions of our research can be summarized as follows:
• In order to guide the network to better mine the edge information of the objects, we design and incorporate an image convolution based edge constraint term into the loss function, which can help network to refine the detail information of saliency maps.
• We utilize a modified U-Net as our architecture for salient object detection. Such an architecture can predict the saliency map pixel by pixel, and reduce the lowlevel visual information loss, which is necessary because we want the objects of the predicted saliency map to be consistent with the saliency objects of the input image in features such as contour.
• We test the proposed SalNet on five benchmark datasets and compare it with 11 state-of-the-art saliency detection models. The experimental results illustrate that our salient object detection model performs quite well compared with the state-of-the-art models. We organize the other parts of the paper as follows: In Section II, we briefly introduce some previous works related to salient object detection. Section III presents the details, including the architecture and loss function, of our saliency detection method. We conduct a series of experiments to validate our SalNet, and the experimental results are illustrated in Section IV. Finally, in section V, a brief conclusion is made for this paper.
II. RELATED WORK
In this section, we introduce some different algorithms that are representative in the task of salient object detection. Some models related to saliency detection in other fields will also be introduced.
A. CONVENTIONAL SALIENCY DETECTION METHODS
The salient objects are these that can attract human visual attention most in an image. In general, they are visually different from the rest part of the image, which means that saliency objects usually have bright colors, strong contrast with the background, or are structurally different from other regions of image. Traditional methods basically rely on these information to predict saliency maps.
Achanta et.al. presented a color and luminance based salient object detection model, which utilize the centersurround operator of color feature to obtain the salient object [1] . By introducing color histogram statistics, Cheng et.al. designed a salient object detection model on the basis of region contrast, and it can simultaneously take stock of the difference of spatial weighted coherence score and global contrast [11] . Zhu et.al. designed a new background measure which is robust in background detection and saliency estimation. It integrates saliency cues, including the background measure, with a principled optimization framework to predict the salient objects [51] . Jiang et.al. learned a random forest regression to obtains saliency scores, which can automatically discover the most discriminating features and integrate a high-dimensional region feature descriptor [24] .
B. DEEP LEARNING BASED SALIENT OBJECT DETECTION MODELS
In recent decades, deep learning has made remarkable performance in almost all sub-fields of computer vision, which include image caption, image classification, semantic segmentation and the like. In addition to visual features, Convolutional Neural Network (CNN) can also fully explore the high-level semantic information of images. Therefore, it is very popular in the task of salient object detection.
Zhang et.al. proposed a salient object detection model based on the Maximum a Posteriori (MAP) principle and CNN [45] . Such a model can mark the bounding boxes of salient objects and is not limited by the number of objects in the image. Wang et.al. utilized a recurrent architecture that combines prior knowledge to detect the salient objects in the image [39] . Nevertheless, these models either must rely on prior knowledge or simply mark the object's bounding box.
In order to make the model independent of prior information when predicting the saliency map, Liu et.al. came up with an end-to-end salieny detection method [35] . Firstly, they learned a global feature representation of image with a CNN, and then used a network called HRCNN to refined the details of saliency maps hierarchically. Zhao et.al. employed two CNNs to extract local and global context features respectively, and then a fully-connected layer was used to combine these information [50] . However, since these CNN based methods predict the saliency map on a feature map with small size, which is obtained by a series of convolution layers and pooling operators, the saliency map output by CNN is relatively fuzzy [4] .
The Fully Convolutional Networks (FCN) [36] , the most classical network structure in semantic segmentation task, also has a good performance in the field of salient object detection since they are all pixel by pixel detection problems. The difference between semantic segmentation and salient object detection is that the former is multi-category classification tasks, and each category of objects have their own labels. Although saliency detection is a binary classification problem, the object categories are indeterminate, and each category has no specific label information.
Zhang et.al. designed a salient object detection model called UCF on the basis of FCN [47] , and by learning deep uncertain convolutional features, it can improve the accuracy and robustness of saliency prediction. The network structure of this model consists of an auto-encoder. At the moment, the performance of these saliency detection models that adapt the encoder-decoder architecture is optimal. Namely the encoder-decoder based models are currently the best [4] .
In these encoder-decoder structure, the size of the feature maps at the junction of the encoder and decoder is very small. Therefore, the loss of information in the network is very serious because of the bottleneck. Besides, the high-level semantic information and the shallow features of the network can not be effectively fused, which makes the saliency map predicted by the model relatively blurred. Olaf et.al. proposed the U-Net by adding skip connections between the corresponding layers of the decoder and encoder. The architecture of our proposed method is a modified U-Net, which can help reduce the information loss.
III. PROPOSED METHOD
In this section, our proposed method named SalNet will be introduced. Firstly, we describe the architecture of SalNet. Then the loss function is given in the next subsection, followed by the details of the training procedure and inference.
A. THE NETWORK ARCHITECTURE
Since it was proposed, fully convolutional network has been widely used in pixel-by-pixel segmentation problems, such as semantic segmentation, salient object detection, and instance segmentation, and has achieved very good performance [36] [4] . It uses deconvolution operations to restore the feature map to the size of input, and then predicts it pixel by pixel. The encoder-decoder structure is an important improvement of the fully convolutional network [2] , [19] . Unlike FCN, which uses only one deconvolution layer to recover the feature map, this structure uses a set of deconvolution layers.
The encoder-decoder architecture is very popular in salient object detection task [39] , [47] . The encoder consists of a set of convolutional layers and pooling layers, and with the deepening of network layer, the size of feature maps decrease gradually. Conversely, the decoder up-samplings the feature maps to the size of input image with a series of deconvolution layers. However, because of the existence of the bottleneck, a large amount of information will be lost when the image flows through the network, especially the low-level features. The deeper the network, the more serious the loss of information [20] . These lost low-level visual information is useful for predicting a more accurate saliency map, because the predicted salient object needs to be consistent with the contour of the object in the input, while the high-level semantic features extracted by the network are only good at determining the location and category of the targets [49] .
We leverage a modified U-net [37] as the network structure of our SalNet. The architecture adds skip connections between each layer of the encoder and its corresponding layer of decoder, which is an significant improvement of encoderdecoder network. The skip connections combine the output of each layer of the encoder with the feature maps output by the decoder's corresponding layer in the channel dimension. Then the new features are sent as input to the next layer of the decoder. This operation can effectively preserve the lowlevel visual features of the image, which are important for maintaining details such as the shape of the object [44] .
Presented in Fig. 2 is the network structure of our SalNet. Different from the ordinary U-net, the pooling layer is not used in the encoder in our model, but only consists of the convolution layers. To reduce the network parameters, we change the stride in the convolutional layers to 2. The decoder portion is similar to the encoder except that the convolutional layers are replaced by a deconvolution layers, in which the size of convolutional kernels is 4 × 4 and the stride is 2. The green boxes in encoder represent the feature maps obtained from the previous convolutional layers. In decoder, these orange boxes are output by the previous convolutional layers, and the green boxes represent the feature maps copied by the skip connections from downsampling part.
B. LOSS FUNCTION
For the purpose of effectively guide network training and improve the ability of network mining detailed information, we design a new convolutional based loss function, specifically as follows: (1) where the λ 1 , λ 2 and λ 3 are the coefficients of L1 distance, cross entropy term and edge constraint loss, respectively. The I and S are the results predicted by our proposed method and ground-truth, respectively. Equation 2 presents the loss of L1, which is the first term of our loss function. The L1 loss can be a global constraint on the salient map of the output, and is used a lot in model training.
However, the output of model will blur if there is only L1 distance in the loss function because it tends to capture low-frequency information. In order to supplement the high frequency information, it is necessary to add other constraints to the loss function.
The second term is the loss of cross entropy, which is shown as follows: S(x, y))ln(1 − p(x, y) )], (3) VOLUME 7, 2019 FIGURE 2. The architecture we employed in the SalNet. in which M represents the length of image and N is the width, and p(x, y) is the sigmoid transform:
It first calculates the sigmoid transform of predicted results. Then the cross entropy of it and GT is calculated. In order to prevent the result from overflowing, the calculation of the cross entropy is optimized.
The third part is the edge constraint loss proposed by us and it can be formulated as
where Conv(·) represents the convolution operation. We first carry out the convolution operation on the saliency map predicted by the network and ground-truth to obtain their edge information, and then calculate the L1 distance between the two edge maps. Fig. 3 shows our edge constraint. Our convolution kernel is a ''X'' structure of size 21 × 21, with a value of 1 on one diagonal and a value of −1 on the other diagonal. The values of the remaining points and the center point are zero. We did a lot of testing when choosing the size of the convolution kernel. When the kernel size is around 21 × 21, the prediction is basically the best. The evaluation results of models with different convolution kernel sizes are presented in Section IV. When the size of the convolution kernel is large, like 21 × 21, the convolution result will contain the edges of the image and the correlation information about each point and its nearby regions. If the size of the convolution kernel is too small, as shown in the right part of the Fig. 3 , convolution only outputs the objects edges, without considering neighborhood correlation information. And the amount of information extracted is too few to guide the network to better mine the edge information of the object.
C. MODEL TRAINING AND PREDICTION RESULTS
In the training stage, we employ the mini-batch Stochastic Gradient Descent (SGD) [8] . We choose Adam [25] as the optimization algorithm in this paper, which can update the weights of the neural network iteratively based on the training data. Our network works in the same way in test phase as it does in the training phase, except for adding dropout and batch normalization. Some saliency maps predicted by our SalNet are illustrated in Fig. 4 . The first to third columns present the predictions when the objects are very similar to the background, followed by the detection result when the image contains more than one object. The last column shows the situation when the target in the image is very small. It is not difficult to see that in these cases, our method can accurately detect the salient objects and the object details are well maintained.
IV. EXPERIMENTS
This section mainly introduces the experimental settings and results. Firstly, the datasets and evaluation metrics we employed will be presented. Then we will discuss the experimental results of our SalNet and the comparison models. Finally, to verify the effectiveness of loss terms and each part of network structure, we set up some experiments.
A. DATASETS
Our experiments are conducted on five popular saliency detection benchmark datasets, including ECSSD [41] , HKU-IS [50] , JUDD [3] , DUT-OMRON [43] and PASCAL-S [34] . There are 4447 images in HKU-IS. Lots of images in HKU-IS contain more than one salient objects, and a common phenomenon in this dataset is that numerous objects are close to the image edge. JUDD and PASCAL-S datasets contain 900 and 850 images with very complex backgrounds, respectively, and they are challenging datasets. The ECSSD dataset consists of 1,000 images, and these images are relatively complex in structure and background. DUT-OMRON includes 5168 challenging images and many images contain small objects. The training set of us consists of all the images of HKU-IS and JUDD.
B. EVALUATION METRICS
We used five metrics, which are Precision, Recall, Mean Absolute Error (MAE) [5] , F-measure and E-measure [13] , to evaluate the performances of our SalNet and other comparison models in this paper.
The Precision and Recall are calculated based on whether the pixel values at the same position of the saliency map and ground-truth are equal. First, we binarize the saliency map I predicted by the model with threshold. Then the resulting binary mask M is divided into four parts according to the equality of each pixel with ground-truth, namely True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) . Finally, the Precision and Recall are calculated with the following equations:
The formula for calculating F-measure is
in which the β is a non-negative weight, and we set the β 2 value to 0.3 as suggested by previous works [5] , [11] , [35] . When calculating F-measure, we use twice the average of saliency map as the threshold. Failure to take into account the true negative saliency assignments is the disadvantage of these overlapping evaluation metrics [5] . Therefore, a higher evaluation is usually given to a model capable of correctly detecting a saliency areas. To assess the algorithms comprehensively, we adapt the Mean Absolute Error (MAE), and it is defined by the following formula:
where W is the width and H is the height of image, and S represents ground-truth. The metrics mentioned above are only measured at the pixel level and do not take into account the structural similarity of the objects. Therefore, we adapt a new metric called E-measure, which can comprehensively consider structural information and global shape. The E-measure can be VOLUME 7, 2019 defined as
in which φ FM (x, y) represents the enhanced alignment matrix which is defined in [13] .
C. COMPARISON WITH STATE-OF-THE-ARTS
To validate the proposed SalNet, we set up some experiments. We choose the state-of-the-arts model for comparison, which includes UCF [47] , Amulet [46] , ELD [28] , DISC [9] , DS [30] , RBD [51] , MC [23] , LMLC [40] , HC [11] , GR [42] and FT [1] . The UCF, Amulet, ELD, DISC and DS are based the deep learning, and the RBD, MC, LMLC, HC, GR and FT are conventional algorithms. We adapt the recommended parameters of these models to make the comparison fair. It can be seen that compared with other model outputs, the boundaries of salient object predicted by our SalNet is very clear, and the brightness of saliency map is uniform. That is, the predicted results are consistent for different regions of the same object. In addition, our proposed method also keeps the details of object very well. Fig. 6 illustrates the performance of our SalNet and the state-of-the-art models on the F-measure, Precision and Recall on benchmark datasets. Fig. 7 and Fig. 8 present the mean absolute error and E-measure scores of our models and the comparison models on different datasets, respectively. It is not difficult to find from the experimental results that our method is superior to most of the comparison models in these metrics. The experimental results also manifest that VOLUME 7, 2019 FIGURE 9. The F-Measure, precision and recall of our SalNet and the models with different sizes of convolution kernels. the predicted results of SalNet is relatively accurate, which is very helpful for the subsequent application.
To verify the impact of convolution kernel size in edge constraint term on the detection results, we add verification experiment on different convolution kernel sizes. We set the kernel size of convolution constraint term as 5 × 5, 11 × 11, 31 × 31, 41 × 41 and 51 × 51, respectively, and then trained them with the training data composed of HKU-IS and JUDD. The other parameters are exactly the same as our model. Fig. 9 is the results of F-measure, Precision and Recall of our models with different convolution kernel sizes. The Fig. 10 and Fig. 11 are the mean absolute error and E-measure scores of these models. We can get from these experimental results that when the convolution kernel size is 21×21 or 31×31, the performance of our model is generally the best. The reason is that if the kernel size is too small, the information extracted by convolution operation is too few to guide the network to mine the edge information of the object very well. The correlation information of pixels and their neighborhoods is neglected. While some small size objects information in the image will be difficult to be retained if the kernel size is too large, so the performance of the network will not be ideal.
D. ABLATION STUDIES
We set up ablation studies for the analysis of each term's effect of loss function. Three variants of SalNet are created by removing one of the terms separately and keeping the other parameters unchanged. The results of the three variants are presented in Fig. 12 (D)-(F) . It can be found that the edges of the output objects of the model without convolution constraints are blurred.
To test the usefulness of skip connections in the task of saliency detection, we train a model without skip connections, and the model parameters are unchanged. The experimental results are shown in Fig. 12 (G) . The saliency maps output by the model without skip connections are particularly poor, because the size of feature maps at the encoder-to-decoder junction is reduced to 1×1, so skip connections are necessary to reduce information loss.
V. CONCLUSION
The uneven internal brightness of the objects in saliency maps and the blurring of target edge are common troubles in the task of saliency detection. In this work, we propose a novel salient object detection method to alleviate these problems. For the first problem, we choose a U-Net based structure as the architecture of our model, which can fuse the high-level semantic features with low-level visual information through a set of skip connections, and predict saliency map pixel by pixel. For the second one, we design an objective function based on convolution constraint, which can guide the network to better mine the edge information of the object. Experimental results on five popular saliency detection benchmark datasets reveal that the proposed SalNet has achieved superior performance in the detection of salient object.
