We study how to incorporate the Normalized Difference Vegetation Index (NDVI) derived from remote sensing satellites to improve soybean yield predictions in ten major producing states in the United States. Unlike traditional methods which assume that a global OLS model applies to all observations, we account for geographical heterogeneity by using the Flexible Fourier Transform (FFT) model. Results show that there is considerable heterogeneity in how responsive soybean yield is to NDVI over the growing season. Out-of-sample cross-validation indicates that accounting for geographical heterogeneity improves the forecasts in terms of smaller prediction error compared to models assuming away geographical heterogeneity.
Introduction
Many agencies, both public and private, exert significant effort to make crop yield forecasts (Irwin et al., 2014) . Accurate and timely crop yield forecasts are valuable in many ways for a number of market participants. At the aggregate level, crop yield forecasts help the price discovery process and improve market efficiency and they aid decision-makers in making rapid decisions to accommodate humanitarian actions and combat food insecurity. At the individual level, crop yield forecasts are used to set insurance premiums for insurance companies and they provide critical information for market participants, especially on the production side, to make adjustments to improve profitability.
In recent years, there has been an increasing interest in using remote sensing data to help improve crop yield forecasting. Remote sensing collects, archives, processes and distributes satellite-derived data (Senay, 2016) . For example, the Normalized Difference Vegetation Index (NDVI) contains helpful information generated by remote sensing procedures that can be used to predict crop yield. NDVI is a measure of biomass density on the surface of the earth, usually produced by a space platform. NDVI is defined as:
NDVI= (NIR-RED)/ (NIR+RED)
where NIR stands for the reflectance of the near-infrared bands of the electromagnetic spectrum and RED stands for reflectance of the visible bands of the electromagnetic spectrum. According to electromagnetic theory, live vegetation absorbs the blue and red bands of sunlight and reflects most of the green band of sunlight. Dying vegetation, to the contrary, absorbs mostly the green band of sunlight and reflects mostly the blue and red bands of sunlight. Barren soil reflects moderately both the visible and near-infrared bands of the electromagnetic spectrum. Generally, the higher the NDVI, the more NIR light is reflected and the less RED/visible light is reflected, and therefore the target area includes more vegetation.
Because remote sensing provides information at a homogeneous level of accuracy and accessibility, regardless of the location and economic development of the country, using remote sensing data to predict crop yield has the potential to be applied in less-developed countries in a cost-effective manner. In comparison, traditional, survey-based forecasts are relatively expensive and labor-intensive.
Previous NDVI-based forecasting studies (Lv, 2014) utilized Ordinary Least Square (OLS) regression, which assumes that a global coefficient applies to each location invariantly.
However, a global coefficient may hide location variation. Due to the complexity of local climate, soil conditions, and farm practices, the effect of NDVI on crop yield may be highly localized. Using a global coefficient to forecast site-specific crop yield may be biased and thus may cause less informed decisions by market participants.
We use Flexible Fourier transform (FFT) model to account for spatial heterogeneity in crop yield forecasts. This is the first study to our knowledge to examine how the correlation between NDVI and soybean yield varies by location and to use this spatial heterogeneity to improve forecast performance for soybean yields. We then compare FFT with OLS in terms of out-of-sample forecast performance. Two hypotheses are tested: 1) the coefficients of NDVI on crop yield are heterogeneous across sites; and 2) models that account for spatial heterogeneity outperform OLS in terms of ex-ante forecasting accuracy. This paper is organized as follows: Section 2 presents some background information about the current practices on crop yield forecasting and remote sensing for crop yield forecasting; Section 3 introduces the data sources and the FFT method we use; Section 4 presents descriptive analysis, regression results and forecasting results, making a comparison between the FFT method used in this paper and traditional OLS method; and Section 5 concludes the paper.
Background and Related Literature

Overview of Current Crop Yield Forecast Methods
There are two types of crop forecasts: survey-based forecasts and regression-based forecasts. Survey-based forecasts tend to be more accurate, especially when the harvest date is approaching, usually available shortly before or around harvest time, but they are also more expensive and labor-intensive; regression based forecasts are more cost-effective, and can be available largely ahead of harvest, while their accuracy may be compromised.
Survey-based forecasts that are used by USDA-NASS are made by conducting annually an Agricultural Yield Survey (AYS) and an Objective Yield Survey (OYS) to collect information on crop growing conditions. In AYS, farmers are asked to self-report the growing condition of their crop. In OYS, NASS sends technical personnel to the field to take objective measurements and counts of the plants. Both AYS and OYS are conducted at the beginning of each month from June to September, and forecasts are generated and updated in September, October, and November. The final forecast is released in January of each year. The typical cycle of soybean production in the major producing states in the U.S. is as follows: planting is in May and June, flowering is in July (this is its moisture/temperature sensitive stage), filling is in August, maturation is in September, and harvesting is between October and November.
The second type of crop forecasts is regression-based forecasts. This type of forecasts is used mostly by private agencies, and occasionally as supplementary forecasts by public agencies.
For example, the World Agricultural Outlook Board (WAOB) releases World Agricultural Supply and Demand Estimation (WASDE) regression-based forecasts which use trend analysis and crop weather regression models. Unlike the forecasts released by NASS, the WAOB releases forecasts throughout the growing season, from May to August (Irwin et al., 2014) . Unfortunately, the detailed process and exact information used by WAOB to determine the crop yield is not available to the public. Irwin et al. (2014) (Irwin, Good, and Tannura, 2009 ) and the portion of crop rated good or excellent by the USDA (Crop Progress Report). The model we propose in this paper adds NDVI variables to the crop weather model. According to the literature, the modified Thompson model produces a good fit but performs poorly when events that cannot be captured by the weather variable such as insects and diseases negatively impact crop yield. We hypothesize that using NDVI can also monitor for insects and diseases because NDVI is a direct indicator of the greenness/health of the vegetation, with the additional benefit that NDVI data are immediately available at a low cost compared to the methods that rate crop conditions.
Crop yield forecasting by Remote Sensing
There have been numerous studies documenting the correlation between NDVI and crop yield forecasts, at the national (Maselli & Rembold, 2002) , regional, county level (Bolton & Friedl, 2013) and field level (Ferencz et al., 2004) . Tucker (1979) determined that the timeintegrated NDVI is largely correlated with crop yields when the vegetation is at the maximum level of greenness. Some studies focus on intra-annual variability, that is, how the correlation between the vegetation index and crop yields varies by the crop cycle/planting date (Basnyat et al., 2004) . They suggest choosing NDVI data over a specific period for each type of crop to produce better forecasts. The weekly availability of NDVI data makes this crop-specific specification achievable. Lv (2013) Ferencz et al. (2004) , in which they used a vegetation index called General Yield Reference Index. Bolton and Friedl (2013) suggest incorporating crop phenology and using a combination of EVI2 (Two-end Enhanced Vegetation Index), NDVI, and Normalized Differenced Water Index (NDWI) for crop yield forecasting.
They distinguish between semi-arid and non-semi-arid areas. They find that vegetation indexes are the best type of indexes for predicting in non-semi-arid areas, whereas the NDWI is the best index for prediction in semi-arid areas, because the water index is sensitive to irrigation in these semi-arid areas.
Instead of using traditional statistical models, Bose et al. (2016) (2016) focus on comparing forecast performance using linear versus non-linear machine learning techniques and find that non-linear models are not necessarily advantageous compared to linear models. (Li et al., 2007) find that Neural Network techniques improve corn predictions compared to multivariate analysis. Kaul et al. (2005) find that a non-linear model only outperforms the linear model for barley. Mkhabela et al. (2011) categorize the Census Agricultural Regions (CARs) into three distinct agro-climatic zones, however, even within CARs, there might be multiple soil types. Bolton and Friedl (2013) emphasize the importance to delineate the boundary between farmland and non-farmland such as grassland and forests, as non-farmland may contaminate the NDVI-crop yield relationship.
Delineation can be done by using a land cover map such as the Landsat Thematic Mapper data (Bolton & Friedl, 2013) . Another method of delineation is to identify single pixels as agricultural or non-agricultural vegetation using statistical correction analysis (Maselli & Rembold, 2002) .
Among those studies, there are soybean forecasts in the United States using remote sensing (Lobell & Asner, 2003; Prasad et al., 2006) . J. Chang et al. (2007) focus on using NDVI to map corn and soybean farmland. Fieuzal et al. (2017) make corn yield forecasts using both a real-time approach and a diagnostic approach. The real-time approach updates the estimates dynamically after the newest image is acquired whereas the diagnostic approach utilizes all the image data throughout the season. The authors find the two best estimates perform comparably. Burke and Lobell (2017) regresses the agreement between satellite-based yields and field-reported yields as a function of farm size and find the vegetation index can most accurately predict crop yield when the field size is large.
The above-mentioned literature all employ a global model to produce the regression result that fits all observations, with the major difference among the studies being the specific model used. To our best knowledge, our paper is the first one to employ models that produce site-specific regression results, allowing heterogeneous response of soybean yield across counties. This is also the first paper to our knowledge that applies the Flexible Fourier Transform
Model to examine the Yield-NDVI relationship.
Data and Methods
Data
We use data from 797 counties from ten major soybean producing states in the U.S. from 2000 to 2016. According to NASS, the soybean production from these ten states accounted for 77-83% of total soybean production in the U.S. from 2000 to 2016 (see Table 1 for soybean production and yield by state). Mkhabella et al. (2011) state that if a crop is not the dominant crop in the region, NDVI usually gives a poor prediction of crop yield, because it cannot distinguish between different crops. The soybean yield data are obtained from the USDA-NASS QuickStats. This database provides official published aggregate statistics on U.S. soybean yields and value of production of soybeans. Soybean yield is measured in bushels per acre. Countylevel NDVI data are obtained from the United States Geological Survey (USGS) and Ag-Analytics. Ag-Analytics is an open-source, open-access database that provides data on agricultural finance, environmental finance, insurance, and risks (Woodard, 2016 When estimating crop yield response to input variables (for fertilizer input see Li et al.,2016) , traditional models use regional and temporal dummies to capture spatial and intertemporal heterogeneity. Adding dummy variables can only capture the difference in the value of the dependent variable across locations and time; however, it does not take into account how the relationship varies according to site-specific and time-specific characteristics. Another type of model uses a quadratic functional form to estimate the relationship between crop yield and weather variables, assuming that crop yield is non-linearly related to the weather variable.
However, these models may suffer from model misspecification, especially if there is a threshold effect, driven by environmental risks such as drought and flooding (Cooper et al., 2017) . Gallant (1984) first proposed flexible Fourier functional transform to generate unbiased production function approximation and proved its mathematical validity. Cooper et al. (2017) applied a flexible Fourier transform function to estimate the relationship between crop yield and temperature. The flexible Fourier function we use can be presented as follows:
In this model, y is the dependent variable soybean yield; u0 is the constant term; x denote the independent variables; ( ) s x is the scaled version of x , such that ( ) is the elementary multi-index vector, whose dimension equals the dimension of FFT x , whereas A is the total number of elementary multi-indexes. The vector k  can be obtained in the following way: first, exhaust the list of k  , such that k  has only integer elements and the sum of the absolute value of each element in k  is no greater than K, where K is predetermined; second, delete any k  whose first non-zero element is negative; third, delete any k  whose elements have a common integer divisor. Monahan (1981) introduced a Fortran code to produce the set of elementary multi-index vectors. Also in the model, J is the order of the Fourier transformation whereas j v  and j w  are parameters to be estimated. We use the following parametrization:
2, 2 K J   , which are chosen such that the rule of thumb  the number of variables after transformation is roughly the square root of the number of observations (Fenton & Gallant, 1996)  is satisfied. Since there are 12,027 observations in the data we use, we include a total of 120 variables after the adding the transformed NDVI variables.
The regression equation we use in our study can be simply written as follows:
where MaxTempm, Precipitationm, NDVIm are the maximum temperature, the average precipitation, the average NDVI in month m, respectively. PrecipitationSquarem and MaxTempSquarem are the squared terms of MaxTempm and Precipitationm. TimeTrend equals the year minus 1999. StateDummys is the state dummy variable. NDVI is a vector with each element being NDVIm. We include the weather variables from April to August, following the standard specification in the literature (Cooper et al., 2017) . We include NDVI variables through September, following the remote sensing literature (Li et al., 2007) . The advantage of the flexible Fourier transform function is that not only does it allow for model flexibility, but also it incorporates multivariate estimation which is difficult to achieve through other non-parametric models such as kernel regression. 
Prediction and Forecast
We compare the prediction performance of the FFT model versus the OLS model. We conduct out-of-sample predictions and evaluate the prediction performance by comparing prediction errors measured by the root mean square error (RMSE) and the mean absolute error (MAE), between FFT and OLS, for four schemes: time-series prediction, cross-sectional prediction, panel prediction, and dynamic prediction. RMSE and MAE are defined as follows:
Both RMSE and MAE are commonly used measures to evaluate prediction performance.
They measure the difference between true and fitted values. The unit for both RMSE and MAE is bushels per acre. In a time-series prediction, we first select a year for prediction, then we use observations from all other years to generate the model, then we predict the soybean yield for the selected year using the fitted model, weather data, and NDVI data from the selected year. In cross-sectional prediction, similarly, we select a state for prediction, then we use observations from all other states to generate the model, then we predict the soybean yield for the selected state using the fitted model, weather data, and NDVI data from the selected state; in panel prediction, similarly, we make the prediction for a selected year-and-state. Though commonly used, a shortcoming of using RMSE or MAE to measure prediction performance is that we do not know whether the predicted yield overestimates or underestimates the final actual yield.
In dynamic prediction or forecast, which is more realistic, we make predictions in each month throughout the growing season (May to September). For example, we produce the May prediction using only the information that is available until May. In our case, we use the precipitation, temperature and vegetation index from April and May. For each following month, the prediction is updated in a dynamic fashion by adding the most up-to-date weather and NDVI data into the model.
We make predictions and forecasts using the regression results from above-mentioned models. In this paper, prediction refers to cases where we may use data afterwards to predict for a specific time; forecast refers to case where we only use data up to a certain year to make predictions for that year.
Results
Descriptive analysis
The descriptive statistics for the main variables are reported in Table 2 . The average soybean yield across all states and years is 43.11 bushels per acre. From April to July, the average maximum temperature and average NDVI increase steadily, and reach their peak levels in August. The average precipitation is highest in the months of May and June. These variables are included as suggested by the modified Thompson model (Thompson, 1963) to account for weather effects.
[Place Table 2 Table 3 . Due to the substantial number of variables (including 84 transformed NDVI variables), we only report the results for main variables including the untransformed weather variables and NDVI variables. However, the rest of the transformed variables are also included in the model fitting process. We calculate elasticities by applying the mean value theorem to get the numerical approximation of the derivatives and fixing the values of independent variables at the median level of each variable for each county. Thus, we obtain an elasticity estimate for each county. We present the minimum, median and maximum of FFT elasticity estimates across counties in column 2 through column 4 in Table 3 . For comparison purposes, we also use the OLS regression results to calculate elasticity estimate for each county and report elasticity summary from OLS regression in column 5 through column 7 in Table 3 . The OLS model refers to equation (1) OLS results suggest that August NDVI has a greater impact on soybean yields than the July NDVI, whereas FFT results suggest the opposite. According to Table 3 , when July (August) NDVI increases by 10 percent, the median soybean yield rises by 4.5% (3.4%) or by 1.94 (1.47) bushels per acre.
By testing the significance of the coefficient estimates for the Fourier terms, we can test whether the FFT specification is overfitting the data. In Table 3 , we present an F test of the FFT regression versus the OLS regression and we find that the coefficients on the transformed Fourier terms are jointly significantly different from zero and thus the OLS is rejected in favor of the FFT regression.
[Place Table 3 approximately here]
[Place Table 4 approximately here]
The geographical distribution of coefficient estimates from FFT is presented in Figure 1 .
In each subfigure, we present the geographical distribution of the median of the elasticity estimates of NDVI for each month (April, May, June, July, August and September, respectively) across different counties. For some counties in the north of North Dakota, central Minnesota, central Indiana, west Arkansas, and southwest Missouri, soybean yields are highly responsive to July NDVI, but less responsive to August NDVI. For most counties in Ohio and in east Arkansas, in contrast, the soybean yield is responsive to August NDVI whereas it is less responsive to July NDVI. For some counties in the west parts of North Dakota and South Dakota, soybean yields are responsive to April NDVI whereas they are less responsive to August NDVI. These geographical differences in soybean yield responsiveness to NDVI shows that there is considerable spatial heterogeneity that needs to be considered when making yield predictions.
Prediction and Forecast Results
The results of time-series prediction and cross-sectional prediction performance for FFT versus OLS are shown in Table 4 . The bold numbers show cases where the FFT error is lower than the OLS error. On average, FFT performs better than OLS in time series predictions since both MAE and RMSE for FFT is lower than those for the OLS model. For cross-sectional predictions, FFT has a higher RMSE on average, but a lower MAE than OLS does.
Our results show that time-series predictions on average are more accurate than crosssectional predictions in terms of smaller predicting error. RMSE and MAE from time-series predictions are consistently lower than cross-sectional predictions.
We then conduct out-of-sample panel prediction. We randomly select 1,000 observations from all years and states, and predict the soybean yields for these 1,000 observations by OLS and FFT, using all other observations excluding these 1,000 observations. We then compare the predicted soybean yields with the actual yields and calculate the RMSE and MAE. We then repeat this sampling process 200 times. The histogram shown in Figure 2 is of the distribution of RMSE and MAE. Two findings are interesting. First, panel prediction has much lower prediction error than both time-series and cross-sectional predictions in Table 4 . This suggests that when predicting soybean yield for a certain location, it is useful to include the already publicized yield data from other locations into the training sample. Second, FFT has a consistently lower prediction error than the OLS model. FFT can improve the prediction performance by a modest 0.3% according to MAE, or 0.4% according to RMSE. This percentage is obtained by dividing the prediction error by the mean of crop yield (average MAE is 0.138, average RMSE is 0.1684
and mean soybean yield is 43.11).
[Place Figure 2 approximately here]
The predictions so far may have used data from future periods to predict current soybean yields. For robustness, we also include forecasts where soybean yield predictions are only based on data from previous periods (Table 5) OLS. In terms of average error, FFT has smaller RMSE and MAE than OLS does. While the forecasts are more realistic in terms of being based only on data from previous periods, the average prediction errors are unsurprisingly higher than those for the predictions using all data including from future periods in Table 4 .
Conclusions
In this paper, we used FFT to account for spatial and temporal heterogeneity in the relationship between NDVI throughout the growing season and soybean yield. We produced county-specific coefficients and elasticities of NDVI on soybean yield. We found that the response of soybean yield to NDVI is different across locations, showing spatial heterogeneity of responses. For some counties located in the northern states, soybean yield is highly positively related with the July NDVI, whereas for other counties located in the south, the August NDVI is a better indicator of the soybean yield. Traditional OLS models seem to underestimate the effect of July and August NDVI on soybean yields.
Furthermore, we conducted out-of-sample prediction/forecast and compared performances for the OLS and FFT models. We found that models that account for the spatial heterogeneity generally result in better out-of-sample predictions and forecasts.
A limitation of this work is that it does not distinguish pixels of soybean crop from those of other crops or vegetation types, still incorporating NDVI in the model results in significant coefficients and improved fit. Future work can use filters to select pixels that are highly likely to be soybean crop. However, the use of spatial heterogeneous models may capture the heterogeneous soybean/total land ratios across counties, compared to OLS, thus alleviating the contamination caused by other crops. Future work that applies land cover filters may improve the results even further.
This study uses data from the ten major soybean producing states in the U.S. where data are readily available. Our results show that using the FFT model helps improve the prediction accuracy (lowers the prediction error) especially in panel predictions. The goal is to improve on the forecast accuracy of soybean yield to allow market participants to make more informed decisions with respect to anticipated crop yield and possible resulting prices. The FFT model also has potential to forecast crop yields in less developed countries where ground field work is too expensive to conduct or where the meteorological network is sparse -making this an alternative feasible solution in making crop yield predictions. Notes: Due to the non-linearity of the FFT regression, we report the elasticity estimates rather than the coefficient estimates of the main variables. Significance here indicated by asterisks corresponds to the significance of untransformed variables. In addition to these variables, additional 84 Fourier transformed variables of NDVI are included in the analysis -their coefficient estimates are not reported here but they are included in the elasticity calculations. 
