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Abstract. Two variants of pebble tree-walking automata on trees are considered that
were introduced in the literature. It is shown that for each number of pebbles, the
two models have the same expressive power both in the deterministic case and in
the nondeterministic case. Furthermore, nondeterministic (resp. deterministic) tree-
walking automata with n+ 1 pebbles can recognize more languages than those with n
pebbles. Moreover, there is a regular tree language that is not recognized by any tree-
walking automaton with pebbles. As a consequence, FO+posTC is strictly included in
MSO over trees.
1 Introduction
In this paper we study pebble automata on binary trees. A pebble automaton is a sort of
sequential automaton which moves from node to node in a tree, along its edges. Besides a
finite set of states it has a finite set {1, . . . , n} of pebbles which it can drop at and lift from
nodes. There is a restriction though: pebble i can only be dropped at the current node if
pebbles i + 1, . . . , n are already on the tree. Likewise, if pebbles i, . . . , n are on the tree only
pebble i can be lifted. Pebble automata were introduced in [4] as a model with intermediate
expressive power between tree-walking automata [1, 7] and parallel bottom-up or top-down
automata. They are closely related to some aspects of XML languages. Furthermore, they are
a building block of pebble transducers which were used to capture XML transformations (cf.
[8, 6]).
Besides the number of pebbles, there are other parameters of pebble automata that can
be varied. For example, they may be deterministic or nondeterministic, and they may have
different policies of lifting a pebble: in the original model [4], a pebble can be lifted only
if it is at the current node (head position), in the strong model, which was used to obtain
a logical characterization in [5], it can be lifted everywhere. Not much is known about the
relationships between the classes induced by the different models. Until recently it was even
conceivable that deterministic tree-walking automata (sequential automata without pebbles)
could recognize all regular languages. In [2, 3] this has been refuted and it has been shown
that nondeterministic tree-walking automata do not recognize all regular tree languages but
are strictly more expressive than deterministic tree-walking automata.
The current paper sheds some more light on the relationship between the pebble automata
classes. In a nutshell, (a) whether pebbles are strong or not does not change the expressive
power but (b) increasing the number of pebbles or moving from the deterministic to the
nondeterministic model increases the expressive power.
We next give an overview of the results of this paper. We write PA for the class of
tree languages recognized by nondeterministic pebble automata. We add a subscript n for
the restriction to n-pebble automata, ‘D’ to indicate deterministic automata and ‘s’ for the
strong model, e.g., sDPAn is the class of tree languages recognized by deterministic strong
n-pebble automata. REG denotes the class of regular tree languages.
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Expressive power of pebble automata. The main result of this paper is that pebble automata
do not recognize all regular tree languages.
Theorem 1.1. PA ( REG.
This result is refined by showing that the hierarchy for pebble automata based on the number
of pebbles is strict for both nondeterministic and deterministic pebble automata.
Theorem 1.2. For each n ≥ 0, PAn ( PAn+1 and DPAn ( DPAn+1.
This settles open questions raised in [4, 5]. Furthermore, for each n, there is a language
recognized by a nondeterministic tree-walking automaton but not by a deterministic n-pebble
automaton. This improves the result in [2] that tree-walking automata (pebble automata with
no pebbles) can not always be determinized.
Theorem 1.3. For each n ≥ 0, TWA 6⊆ DPAn.
It is still an open problem to know whether DPA is strictly included in PA or not.
Strong pebble automata. In [5], strong pebble automata were introduced as a model which
corresponds to natural logics on trees. It was stated as an open question whether this model
is stronger than the original one. We were surprised that this is actually not the case.
Theorem 1.4. For each n ≥ 0, sPAn = PAn and sDPAn = DPAn.
This proof is effective, but the state space increases n-fold exponentially. In a recent paper
[9], it was shown that DPAn is closed under complement but the closure under complement
of sDPAn was left open. Nevertheless, it was shown that the complement of a language in
sDPAn is in sDPA3n. From Theorem 1.4 we get the following stronger result:
Corollary 1.5. For each n ≥ 0, sDPAn is closed under complement.
Consequences for logics. In [5], the expressive power of strong pebble automata has been
characterized in terms of logics. It was shown that FO+DTC=sDPA and FO+posTC=sPA.
Here, FO+DTC is the extension of first-order logic with unary deterministic transitive closure
operators and FO+posTC is the extension with positive unary transitive closure operators.
By combining these results with ours and the fact that the regular tree languages are captured
by monadic second-order logic (MSO), we immediately obtain the following result.
Corollary 1.6. FO+posTC ( MSO.
Whether FO+TC ( MSO and FO+DTC ( FO+posTC remains open.
In Section 2 we give precise definitions of pebble automata and develop some related
terminology. In Section 3 we prove some basic facts about the behavior of pebble automata
on trees, in particular we show a kind of universality of n-pebble automata: for each n-pebble
automaton A, there is an n-pebble automaton which on a tree t computes, in some sense, the
complete behavior of A on t, for all possible contexts in which t may occur. In Section 4 we use
these techniques to prove our separation results. Finally, in Section 5, we prove that strong
pebbles give no additional power, thereby completing the proof of Corollary 1.6. Because of
space limitation some proofs are missing and are available in the full version of this paper.
Acknowledgment. We are deeply indebted to Joost Engelfriet for carefully reading a previous
draft of this paper and, in particular, pointing out a significant shortcoming in one of the
proofs.
2 Definitions
We consider finite, binary trees labeled by a given finite alphabet Σ. We insist that each
non-leaf node has exactly two children. A set of trees over a given alphabet is called a tree
language. Given a tree t and a node v of t, we denote by t|v the Σ-tree corresponding to
the subtree of t rooted at v. Let ∗ be a new symbol not in Σ. A context is a tree over
Σ ∪ (Σ × {∗}), where the label with ∗ occurs only once and at a leaf. This unique leaf whose
label contains ∗ is called the port of the context. Given a context C and a tree t such that
the label of the root of t is the same as the Σ-part of the label of the port of C, we denote by
C[t] the tree which is constructed from C and t by replacing the ∗-leaf with t. The context
Ct,v is the context resulting from t by removing all proper descendants of v and adding ∗ to
the label of v.
Pebble automata. Informally, a pebble automaton – just like a tree walking automaton – walks
through its input tree from node to node along the edges. Additionally it has a fixed set of
pebbles, numbered from 1 to n that it can place in the tree. At each time, pebbles i, . . . , n
are placed on some nodes of the tree, for some i. In one step, the automaton can stay at the
current node, move to its parent, to its left or to its right child, or it can lift pebble i or place
pebble i − 1 on the current node. Which of these transitions can be applied depends on the
current state, the label and the type of the current node (root, left or right child — leaf or
inner node), the set of pebbles at the current node and the number i.
We consider two kinds of pebble automata which differ in the way they can lift a pebble.
In the standard model a pebble can be lifted only if it is on the current node. In the strong
model this restriction does not apply.
Remark 2.1. – In both models the placement of the pebbles follows a stack discipline: only
the pebble with the number i can be lifted and only the pebble with number i− 1 can be
placed. The restriction is essential as otherwise we would obtain n-head automata.
– The reader might wonder why the pebbles on the tree are numbered from n to i and not
from 1 to i. The reason is simple: If pebbles i, . . . , n are on the tree, we can view the
computation until pebble i is lifted as the computation of an (i − 1)-pebble automaton,
i.e., an automaton with pebbles 1, . . . , i−1. This will be convenient in proofs by induction
on the number of pebbles already dropped on the tree.
We turn to the formal definition of pebble automata. The set types = {r, 0, 1} × {l, i}
describes the possible types of a node. Here, r stands for the root, 0 for a left child, 1 for a
right child, l for a leaf and i for an internal node (not a leaf). We indicate the possible kinds of
moves of a pebble automaton by elements of the set {ε, ↑,↙,↘, lift,drop}, where informally
↑ stands for ‘move to parent’, ε stands for ‘stay’, ↙ for ‘move to left child’ and ↘ for ‘move
to right child’. Clearly, drop refers to dropping a pebble and lift to lifting a pebble. Finally,
2[n] denotes the powerset of {1, . . . , n}.
Definition 2.2. An n-pebble automaton is a tuple A = (Q,Σ, I, F, δ), where Q is a finite
set of states, I, F ⊆ Q are respectively the sets of initial and accepting states, and δ is the
transition relation of the form
δ ⊆ (Q× types× {0, . . . , n} × 2[n] ×Σ)× (Q× {ε, ↑,↙,↘, lift,drop}).
A tuple (q, β, i, S, σ, q′,m) ∈ δ intuitively means that if A is in state q with pebbles i, . . . , n
on the tree, the current node has the pebbles from S, has type β and is labeled by σ then A
can enter state q′ and do a transition according to m.
A pebble set of A is a set P ⊆ {1, . . . , n}. For a tree t, a P -pebble assignment is a
function f which maps each j ∈ P to a node in t. A P -pebbled tree is a tree t with an
associated P -pebble assignment. A pebbled tree is a P -pebbled tree, for some P . We
usually do not explicitly denote f . Analogous notions are defined for contexts.
For 0 ≤ i ≤ n, an i-configuration c is a tuple (v, q, f), where v is a node, q a state and
f a {i + 1, . . . , n}-pebble assignment. We call v the current node, q the current state and
f the current pebble assignment. We also write (v, q, vi+1, . . . , vn) if f(j) = vj , for each
j ≥ i + 1.
We write c `A,t c
′ to denote that the automaton can make a (single step) transition from
configuration c to c′. We denote the transitive closure of `A,t by `
+
A,t.
The relation `A,t is basically defined in the obvious way following the intuition described
above. However, there is a restriction of the lift-operation. A lift-transition can only be applied
to an i-configuration (v, q, f) if f(i + 1) = v, i.e., if pebble i + 1 is at the current node. In
Section 5 we also consider strong pebble automata for which this restriction does not hold.
A run is a nonempty sequence c1, . . . , cl of configurations such that cj `A,t cj+1 holds
for each j. It is accepting if it starts and ends in the root of the tree with no pebble on the
tree, the first state in I and the last state in F . The automaton A accepts a tree if it has an
accepting run on it. A set of Σ-trees L is recognized by an automaton that accepts exactly
the trees in L. Finally, we say that a pebble automaton is deterministic if δ is a function
from Q× types× {1, . . . , n} × 2[n] ×Σ to Q× {ε, ↑,↙,↘, lift,drop}.
We use PAn (sPAn) to denote the class of tree languages recognized by some (strong)
pebble automaton using n pebbles and DPAn (sDPAn) for the corresponding deterministic
classes. We write PA for
⋃
n>0 PAn and so forth.
Note that a (strong or standard) pebble automaton without pebbles is just a tree walking
automaton. Thus, we also write TWA and DTWA for PA0 and DPA0, respectively.
An i-run is a run from an i-configuration to an i-configuration in which pebble i + 1 is
never lifted. An i-loop is an i-run from a configuration (v, p, f) to a configuration (v, q, f).
Therefore, an i-loop is determined by the source i-configuration (v, p, f) and the target state q.
An i-move is an i-run with only two i-configurations: the first and last one. It can be
(a) a single transition, or (b) a drop i transition, followed by an (i − 1)-loop followed by a
lift i transition. If the automaton is strong it can also be (c) drop i, followed by a (non-loop)
(i− 1)-run, followed by lift i.
3 Behaviors and how to compute them
Let an n-pebble automaton A be fixed for the rest of the section. It is important in this
section that we work with a standard pebble automaton and not with a strong one.
Let v be a node in a tree t and c = (v, p, vi+1, . . . , vn) an i-configuration. Intuitively,
whether or not there is an i-loop that starts in c clearly only depends on t|v and Ct,v together
with the pebble placement. Nevertheless, the exact relationship is not obvious: e.g., the au-
tomaton might enter t|v, drop pebble i, move to Ct,v, drop pebble i − 1 and then enter t|v
again. Thus, the behavior of A depends on t|v and Ct,v in an interleaving manner.
In this section, we will formalize the intuitive notion of behavior of A through the notion
of simulation. Intuitively, a tree s is simulated by a tree t if all loops in s also exist in t. The
behavior of a tree is its simulation equivalence class (the set of trees that both simulate it,
and are simulated by it). We show that, for each A, (1) there are only finitely many different
behaviors, (2) behaviors are compositional, and (3) the behavior of a tree can be computed
by another pebble automaton with the same number of pebbles.
Two pebble assignments f and g are i-compatible if their domains partition {i+1, . . . , n}.
A pebbled tree t with assignment f is i-compatible with a pebbled context C with assign-
ment g if f and g are i-compatible and the pebbles assigned to the root of t by f are exactly
the pebbles assigned to the port of C by g.
Given a pebbled context C and an i-compatible pebbled tree t, let loopsi(C, t) denote
the set of pairs (p, q) for which there is an i-loop ρ in C[t] from (v, p, f ∪ g) to (v, q, f ∪ g),
where v is the junction node between C and t. An i-loop is a tree i-loop if it involves no
i-configurations outside t, it is a context i-loop if it involves no i-configurations outside C.
By tree-loopsi(C, t) (context-loopsi(C, t)) we denote the corresponding set where ρ is a
tree (context) i-loop. Clearly, tree-loopsi(C, t) ∪ context-loopsi(C, t) ⊆ loopsi(C, t).
We next formalize the intuition that a tree s has all behaviors that a tree t has.
Definition 3.1. Let t, s be P -pebbled trees, for some P . We say s is i-simulated by t if, for
every i-compatible pebbled context C, tree-loopsi(C, s) ⊆ tree-loopsi(C, t).
We define i-simulation of pebbled contexts analogously. If s is j-simulated by t, for every
j ∈ {0, . . . , i} we say that s is i∗-simulated by t.
3.1 Finitely many behaviors
Two P -pebbled trees (resp. contexts) are said to be i-equivalent if they i-simulate each
other; they are i∗-equivalent if they i∗-simulate each other. We will denote context equiv-
alence classes by γ and tree equivalence classes by τ . We write τi(t) (resp. γi(C)) for the
i∗-equivalence class of a pebbled tree t (resp. pebbled context C). We show in this sub-
section that there are only finitely many i-equivalence classes (and therefore finitely many
i∗-equivalence classes.) The following technical lemma shows that the notion of i∗-simulation
actually also covers context i-loops, not only tree i-loops.
Lemma 3.2. Let i ≤ n. Let s, t be pebbled trees and C a pebbled context, such that s and t
are i-compatible with C.
1. context-loops0(C, s) = context-loops0(C, t)
2. For i > 0, if s is (i−1)∗-simulated by t, then context-loopsi(C, s) ⊆ context-loopsi(C, t).
3. If s is i∗-simulated by t, then loopsi(C, s) ⊆ loopsi(C, t).
Proof. We first show that (1) and (2) implies (3). An arbitrary i-loop in C[s] can be decom-
posed into a number of tree i-loops in C[s] and a number of context i-loops in C[s]. The tree
i-loops in C[s] exist in C[t] because s is i-simulated by t. The context i-loops in C[s] exist
in C[t] because of (1) and (2). It remains to show (1) and (2). Item (1) is obvious, since a
context 0-loop in C[s] (or C[t]) only visits C. For item (2), let ρ be a context i-loop in C[s]
from p to q. We decompose the run ρ into a sequence ρ0, π1, ρ1, . . . , πm, ρm, where in the ρk
neither the head nor a pebble ≤ i is outside C and each πk is a tree j-loop in C
′[s], for some
j < i, where C ′ is the context extending C with pebbles {j + 1, . . . , i}. Since s is j-simulated
by t, tree-loopsj(C
′, s) ⊆ tree-loopsj(C
′, t), thus there is a corresponding tree j-loop π′k in
C ′[t]. Clearly, the runs ρk also exist in C[t] (modulo the assignment of pebbles > i in s and
t). Thus, there is a context i-loop ρ′ in C[t] with the same initial and final states. ¤
We associate with every tree i∗-equivalence class τ a (pebbled) tree tτ of this class and
likewise we choose a (pebbled) context Cγ , for each γ. If γ is a (i−1)
∗-equivalence class, then
from the dual of Lemma 3.2(2) we can conclude that tree-loopsi(C, t) = tree-loopsi(Cγ , t),
for every context C of class γ.
Given a pebbled tree t, its tree i-behavior Bit, for i > 0, is a function that maps (i−1)
∗-
equivalence class γ to the set of pairs tree-loopsi(Cγ , t). It is defined only for γ such that
Cγ is i-compatible with t. For i = 0, B
i
t is simply the set of tree 0-loops of t. The context
i-behavior BiC is defined analogously.






t(γ) holds for all γ. The
following technical lemma shows that the i-behaviors completely determine the i-equivalence
classes and their simulations:
Lemma 3.3. Let s, t be P -pebbled trees, for some P . Then Bis ≤ B
i
t iff s is i-simulated by t.
Proof. By definition of Bit and the remark following Lemma 3.2 we have B
i
t(γi−1(C)) =
tree-loopsi(C, t) for every pebbled context C that is i-compatible with t. Hence, s is i-
simulated by t iff Bis(γi−1(C)) ⊆ B
i





Thus, Bis = B
i
t iff s and t are i-equivalent and from now on we also refer to the i-equivalence
class of a tree as its tree i-behavior. A simple inductive argument shows:
Lemma 3.4. For each i ≤ n, there are finitely many tree (resp. context) i-equivalence classes.
Proof. The proof is by induction on i. For i = 0 it is clear. Let i > 0 and assume the lemma
is proved for all j < i. By induction the number of (i − 1)∗-equivalence classes is finite and
therefore the number of i-behaviors is finite. By Lemma 3.3 this implies that the number of
i-equivalence classes is finite. ¤
The above construction is nonelementary, and this cannot be improved. One can easily
show that the number of behaviors is at least as big as the smallest depth of an accepted tree.
Using a standard construction for first-order logic, one can construct an n-pebble automaton
with O(n) states that only accepts trees whose depth is a tower of n exponentials.
3.2 Behaviors are compositional
We show next that i-behaviors behave compositionally. For instance, the i-behavior of a tree
depends only on the i-behaviors of its two subtrees and the label of the root.
Let R,P0, P1 be a partition of {i + 1, . . . , n} and let a be a label. For trees t0, t1 pebbled
with P0, P1, respectively, we write Compose(a,R, t0, t1) for the pebbled tree consisting of
an a-labeled and R-pebbled root which has t0 and t1 as left and right subtrees, respectively.
Similarly, for a P0-pebbled tree t and a P1-pebbled context C, Compose(C, a,R, t, ∗) is the
context composed from C and t as illustrated in Fig. 1. Likewise, Compose(C, a,R, ∗, t) is
the context where the port is the left sibling of t.













Fig. 1. The left-composed context Compose(C, a,R, t, ∗).
an operation f : A × B → C
is monotone if a ≤ a′, b ≤ b′
implies f(a, b) ≤ f(a′, b′).
Lemma 3.5. Once the label a and pebble set R are fixed, the composition operations are
monotone with respect to i∗-simulation.
In particular, i∗-equivalence is a congruence for the composition operations. Thus, it makes
sense to write Compose(a,R, τ0, τ1) for the i
∗-equivalence class of any tree with an a-labeled,
R-pebbled root and subtrees of i∗-equivalence class τ0 and τ1. The proof of Lemma 3.5 is by
induction on i and is straightforward by composing the subruns of the automaton in each of
the subcomponents.
3.3 Behaviors can be calculated
In the following lemma we assume that pebbles i + 1, . . . , n in a tree are suitably encoded by
an (enlarged) alphabet. The proof is omitted in this abstract.
Lemma 3.6. For every i ≤ n and tree i-behavior Bi, there is an i-pebble automaton A′ that
recognizes the pebbled trees t with Bit ≥ B
i. Likewise for contexts. If A is deterministic, A′
can be chosen deterministic, as well.
3.4 Behavior foldings
In this section, we show one more closure property of pebble automata. For i ≥ 0, the i∗-
behavior of a tree t is defined as the sequence B0t , . . . , B
i
t (or, equivalently, the i
∗-equivalence
class of t; see the paragraph after Lemma 3.3). An i∗-behavior folding of a tree t is a tree
that is obtained from t by replacing, for some nodes v of t, the subtree t|v with a single node
labeled by the i∗-behavior of t|v.
The techniques from Lemmas 3.6 can be generalized to i∗-behavior foldings:
Lemma 3.7. For every i ≤ n and tree i-behavior Bi, there is an i-pebble automaton B that
recognizes the i∗-behavior foldings of pebbled trees t with Bit ≥ B
i. Likewise for contexts. If A
is deterministic, B can be chosen deterministic, as well.
Proof. Induction on i. We take the automaton A′ from Lemma 3.6, which tests if a tree has
behavior Bi, and simulate it over the i∗-behavior folding. Whenever the simulated automaton
is in a leaf v of a behavior folding that has some i∗-behavior τ written in it, the simulating
automaton B non-deterministically determines the possible tree j-loops (for j ≤ i) that could
be made in this node in the original tree. These loops depend on τ , and on the (j − 1)∗-
behavior γ of the rest of the tree (the (j − 1)∗-behavior of the context Ct,v along with the
pebble assignment for pebbles {j + 1, . . . , i}). We note for reference in Lemma 4.6 the type of
information used here: in the leaf v, only the part of the folded label τ with the j∗-behavior
is used, while in the rest of the tree Ct,v, only the (j− 1)
∗-behaviors are read from the folded
labels. We now mark node v using pebble j and compute the behavior γ using the remaining
j − 1 pebbles thanks to the induction assumption.
The deterministic case can be adapted as in Lemma 3.6. ¤
4 The pebble automata hierarchy
In this section we will prove Theorems 1.1, 1.2 and 1.3. In Subsection 4.1, we define the
separating tree languages that we will use. In Subsection 4.2 we introduce oracle automata, a
slight extension of tree-walking automata and show that the results (cf. Theorem 4.1 below)
of [2] and [3] can be generalized to these models. Finally, in Subsection 4.3 we show the
mentioned results.
4.1 The separating languages
In this section, we will mostly deal with trees over the alphabet {a,b}. Moreover we require
that only leaves can be labeled by a. We call these trees quasi-blank trees. An inner node
of a quasi-blank tree is labeled by b and a leaf of a quasi-blank tree is labeled either by a or
b.
For a quasi-blank tree t we define its branching structure b(t). The branching struc-
tured results from t by first removing all nodes from t besides the a-labelled leaves and their
ancestors. Then, all inner nodes with only one child are removed. Thus, b(t) consists only of
the a-leaves, and of deepest common ancestors of a-leaves. Note that the descendant-relation
of the nodes of b(t) is inherited from t.
By Lbranch we denote the set of quasi-blank trees t such that all the paths from root to
leaf of b(t) have even length.
Let L3l be the set of quasi-blank trees t such that b(t) is . Thus a quasi-blank tree
in L3l has exactly three a-leaves whose branching structure corresponds to the tree depicted
above. Likewise, L3r is the language of trees with branching structure . Note that
each quasi-blank tree with 3 a-leaves is either in L3l or in L3r. We use the following result.
Theorem 4.1. L3l and L3r are in TWA but not in DTWA [2]. Lbranch is in REG but not
in TWA [3].
Actually, in [3] a slightly stronger result was shown: for each TWA A, there are trees
s′ ∈ Lbranch and t
′ 6∈ Lbranch such that each root-to-root loop of A in s
′ also exists in t′.
For the construction in this section we would need yet a stronger statement, namely that
s′ and t′ have the same root-to-root loops. To this end, we define another tree language Leven
on top of Lbranch, as follows. We recall that in a finite binary tree each node can be naturally
addressed by a {0, 1}-string describing the path from the root to the node where 0 corresponds
to taking the left child of a node. In that spirit, a 0∗1-node is a right child of a node of the
leftmost path. Let Leven be the set of trees t for which b(t) has an even number of 0
∗1-nodes v
whose subtree has all branches of even length.
We claim that Leven has the desired property.
Proposition 4.2. For every TWA A, there are trees s ∈ Leven and t 6∈ Leven which have the
same root-to-root loops of A.
Proof. Let A be given. Let s′ and t′ be as guaranteed by Theorem 4.1. We can assume that
t′ simulates s′. (That is, replacing t′ by s′ in any context gives at least as many root-to-root
loops.) This can be enforced in a straightforward manner.
Let m be |Q × Q|, the number of pairs of states of A, and thus the number of different
tree-loops of A. For i ≥ 0, let ti denote the tree which has a leftmost branch of length m + 1
which has s′ and t′ subtrees as right offspring. More precisely, a node of the form 0j1 has
s′ as subtree if j ≤ i and otherwise t′. Clearly, ti is in Leven iff i is even. Note that ti+1 is
obtained from ti by replacing one subtree s
′ with t′. It is easy to see that therefore ti+1 has
all root-to-root loops of A that ti has. Thus, the ti, for 0 ≤ i ≤ m + 1, induce a monotone
sequence of m + 2 sets of root-to-root loops and, consequently, there must be an i such that
the sets induced by ti and ti+1 are identical. We can choose one of them as s and the other
as t. ¤
We now define the languages that will be used in our separation proofs. They all consist
of trees of a certain shape. A tree is n-leveled, for n ≥ 0, if each of its paths from the root to
a leaf is labeled by a sequence of the form (cb∗)n(a+ b). Thus, in an n-leveled tree the root
is labeled with c, there are n antichains labeled by c, some leaves have label a and all the
other nodes are labeled by b. Note that a 0-leveled tree consists of a single node labeled with
a or b. A node is said to be on level i if its subtree is an i-leveled tree; it must therefore be
labeled by c. We sometimes identify a level in a tree with the nodes of that level, each level
thus forms a maximal antichain. The level parent of a node v is the closest ancestor of v
that is on some level. A tree is leveled if it is n-leveled for some n.
c c c c c c c c c c


















Fig. 2. Illustration of (a) a leveled tree, (b) a leveled tree and its folding.
For a language K of (n − 1)-leveled trees, the K-folding of an n-leveled tree t is defined
as follows. The label of the root is set to b. All nodes below level n − 1 are removed. Each
node v at level n− 1 is labeled by a if t|v ∈ K and by b otherwise. The folding of a 0-leveled
tree is just the tree itself with the root label set to b.
In the remainder of the section, we only consider leveled trees and their subtrees. Let
languages L0,L1, . . . and M0,M1, . . . be defined as follows.
– L0 = M0 contains only the single node tree with label a.
– Ln is the set of all n-leveled trees whose Ln−1-folding is in Leven.
– Mn is the set of n-leveled trees whose Mn−1-folding is in L3l.
Note that L1 = Leven and M1 = L3l.
Proposition 4.3. For each n ≥ 1, (a) Ln ∈ DPAn−PAn−1, and (b)Mn ∈ TWA−DPAn−1.
Proposition 4.3 (a) immediately implies Theorem 1.2. Likewise, Theorem 1.3 immediately
follows from Proposition 4.3 (b). The lower bounds are shown in the following subsections.
The upper bounds are shown by induction, the difficulty being the initial case which will be
detailed in the full version.
4.2 Oracle automata
The general idea of the lower bound proofs of Propositions 4.3 is that once an (n− 1)-pebble
automaton drops a pebble in the top level of an n-leveled tree t, with the remaining n − 2
pebbles it cannot check whether the subtree of a node at level n−1 is in Ln−1 (resp., Mn−1).
Thus, whenever the automaton uses a pebble at a node v in the top level it is blind with
respect to the properties of the nodes at level n− 1. But it still can check properties of v that
depend on the position of v in the unlabeled version of t. In this subsection, we formalize this
intuition by the notion of oracle automata which are an extension of tree-walking automata
by structure oracles. Then we show that Theorem 4.1 also holds for oracle automata.
A structure oracle O is a (parallel) deterministic bottom-up tree automaton [10] that
is label invariant. That is, any two trees that have the same nodes get assigned the same
state by O. Therefore, a structure oracle is defined by its state space Q, an initial state
s0 ∈ Q and a transition function Q × Q → Q. We write t
O for the state of O assigned to a
tree t. This notation is extended to contexts: given a context C, CO : Q → Q is defined by
CO(q) = (C[t])O, where t is some tree with q = tO. (All states are assumed reachable.)
For a tree t over some alphabet Σ, a node v of t, and a structure oracle O, the structural
O-information about (t, v) is the pair
((Ct,v)
O, (t|v)
O) ∈ QQ ×Q .
It should be noted that the result of any unary query expressible in monadic second-order
logic which does not refer to the label predicates can be calculated based on the structural
O-information for some O (and vice-versa). Since the only type of oracles we use in this paper
are structure oracles, we just write oracle from now on.
An oracle tree-walking automaton is a tree-walking automaton A (with state set Q)
extended by a structure oracleO (with state set P ). The only difference to a usual tree-walking
automaton is in the definition of the transition relation. It is of the form:
δ ⊆ (Q× (PP × P )×Σ)× (Q× {ε, ↑,↙,↘, lift,drop}).
Whether a transition of A is allowed depends on the current state of A, the label of the
current node v and the structural O-information about (t, v). Note that this generalizes tree-
walking automata, since the structural information can include the type. The size of an oracle
tree-walking automaton is defined as |P |+ |Q|.
The following proposition generalizes Theorem 4.1 and Proposition 4.2 to oracle automata:
Proposition 4.4. (a) For each deterministic oracle automaton, there are trees s ∈ L3l, t 6∈
L3l that have the same root-to-root loops.
(b) For each oracle automaton, there are trees s ∈ Leven, t 6∈ Leven that have the same
root-to-root loops.
4.3 The proof of the lower bounds
This subsection is devoted to the lower bound part of Proposition 4.3. To this end, let n ≥ 1
and A be an (n− 1)-pebble automaton with m states.
We will inductively construct trees si and ti, i = 1, . . . , n, such that, for each i, (1) si
and ti are i-leveled, (2) si ∈ Li, ti 6∈ Li, and (3) si and ti are (i − 1)
∗-equivalent. The base
trees s1 and t1 are taken from the following lemma, which is an immediate consequence of
Proposition 4.4.
Lemma 4.5. For every k, there are 1-leveled trees s1 ∈ L1, t1 6∈ L1 that have the same
root-to-root loops for every nondeterministic oracle tree-walking automaton of size ≤ k.
Let s1 and t1 be the trees obtained by this lemma for k large enough, depending on A
and n. (The exact constraints on k are stated in the proof of Lemma 4.6). For i > 1, si is
obtained from s1 by replacing every a leaf with si−1 and every b leaf with ti−1. The tree ti
is analogously obtained from t1. It is immediate that si and ti are i-leveled trees and that
si ∈ Li and ti 6∈ Li.
The lower bound of Proposition 4.3 (a) follows directly from Lemma 3.2 and:
Lemma 4.6. For each i = 0, . . . , n− 1, the trees si+1 and ti+1 are i
∗-equivalent.
Proof. The proof is by induction on i. For the base case i = 0, we need to show that the
trees s1 and t1 admit the same 0-loops, i.e. loops that do not use any pebbles. But this follows
from Lemma 4.5, since it corresponds to loops of a tree-walking automaton without pebbles
(we do not even need the oracle). Since Lemma 4.5 talks about root-to-root loops, and we
want s1 and t1 to be equivalent in any context, we need k to be greater than the state space
of any automaton recognizing a 0-behavior from Lemma 3.6.
Let thus i ≥ 1. We assume that si and ti are (i−1)
∗-equivalent, we need to show that si+1
and ti+1 are i
∗-equivalent. An (i + 1)-leveled tree where all i-leveled subtrees are either si or
ti is called difficult. Clearly both si+1 and ti+1 are difficult. Let τs and τt be the i
∗-behaviors
of si and ti, respectively. Note that τs and τt may be different, our induction assumption only
says that the (i− 1)∗-behaviors of si, ti are the same. The behavior folding t of a difficult
tree t is the i∗-behavior folding of t where every occurrence of ti is replaced by a single node
labeled with τt, similarly for si. Note that the behavior foldings of si+1, ti+1 are essentially
the trees s1, t1, except that a is replaced by τs and b is replaced by τt.
Let B be a j-behavior, with j ≤ i. In order to complete the proof of the lemma, we need
to show that B is the j-behavior of si+1 if and only if it is the j-behavior of ti+1. Let C be
the automaton from Lemma 3.7 that accepts i∗-foldings of trees with j-behavior B. We only
consider the most difficult case, when j = i and C has i pebbles. We will show that
Claim. C accepts the behavior folding of si+1 iff it accepts the behavior folding of ti+1.
The general idea is that over behavior foldings of difficult trees, the i-pebble automaton
C can be simulated by an oracle tree-walking automaton. That is, we will construct an oracle
tree-walking automaton D that accepts exactly the same behavior foldings of difficult trees
as C. The size of D will depend only on the size of C (and hence in turn, on the size of A).
The result follows, as long as the k used in defining s1 and t1 was chosen large enough so that
D cannot distinguish the behavior foldings of si+1 and ti+1 (which are the same as s1, t1).
We now proceed to show how the simulating oracle tree-walking automaton D is defined.
Recall that an i-run of the automaton C in the behavior folding of a difficult tree t (actually
in any tree) can be decomposed into a sequence of i-moves each of one of the following types:
– a single transition in which pebble i is not dropped on the tree;
– a drop pebble i transition, followed by an i− 1-loop, followed by lift pebble i.
Clearly, a single transition of the former type can be simulated by a tree-walking automaton
(even without any oracle). The remainder of this proof is to show how to simulate an i-move
of the latter type. The following is the key claim:
Claim. Let v be a node in the behavior folding t of a difficult pebbled tree. Whether or not
there is an (i− 1)-loop from a state p to a state q in v does not depend on the labels of t.
We now proceed to justify this claim. By the remark in the proof of Lemma 3.7, whether or
not C admits an (i− 1)-loop does not depend on all the information about the i∗-equivalence
classes of si, ti written in the leaves, but only on the information about (i− 1)
∗-equivalence.
However, by our induction assumption all the (i− 1)∗-equivalences written in the leaves are
the same. The claim follows (recall that non-leaf nodes of t have the blank label).
The claim implies that (i− 1)-loops of C on the behavior folding of a difficult tree can be
simulated by an (i − 1)-pebble automaton whose behavior does not depend on node labels.
By translating this automaton into a parallel automaton, we can create an oracle O that
provides at each node v the set of pairs (p, q) for which there is an (i− 1)-loop at v. ¤
The proof of the lower bound of Proposition 4.3 (b) is completely analogous.
Proof (of Theorem 1.1). We will define a regular tree language L that is not recognized
by any pebble automaton. Note that we can not use the union of all Li, since this language
requires checking that all paths have the same number of c labels.
The general idea though, is the same: the intersection of L with the set of i-leveled trees
will be exactly Li. In particular, all the trees si from the previous lemma belong to L, but
none of the trees ti does. Therefore, no pebble automaton can recognize L.
Now we define the language L. Every path in every tree from L is of the form (cb∗)∗(a+b).
The tree with the single node a is in L. Furthermore, a tree is in L if its L-folding is in Leven.
Here, the L-folding of a tree with paths of the form (cb∗)∗(a + b) is obtained by replacing
each node whose only c ancestor is the root by a leaf with a if its subtree is in L, and by a
leaf with b otherwise. This language clearly satisfies the desired properties.
¤
We do not know if the language M, analogously constructed from the Mi, is in TWA. If
it was we would get TWA 6⊆ DPA, and thus, by the result of [5], FO+DTC ( FO+posTC.
5 Strong pebbles are weak
The goal of this section is to prove Theorem 1.4. Given a strong n-pebble automaton we
construct an equivalent standard n-pebble automaton. As a means to prove this equivalence
we introduce an intermediate model. An n-pebble automaton is k-weak if pebbles 1, . . . , k
are weak (and can be lifted only when the head is on them) and pebbles k+1, . . . , n are strong
(and can be lifted from anywhere). We intend to prove the following lemma from which the
nondeterministic part of Theorem 1.4 follows by induction.
Lemma 5.1. For every 0 ≤ k < n, each k-weak n-pebble automaton A has an equivalent
(k + 1)-weak n-pebble automaton A′.
Proof. Let k, n be fixed and let A be a k-weak n-pebble automaton. Let π be a (k + 1)-
run of A between two placements of the pebble k + 1. This run begins by dropping pebble
k + 1 at a node v resulting in a configuration (v, p, v, vk+2, . . . , vn). Then it continues with
a k-run ρ ending in a configuration (w, q, v, vk+2, . . . , vn). Finally, pebble k + 1 is lifted. By
u1 = v, . . . , um = w we denote the nodes on the path in the tree from v to w. Since v, w need
not be equal, π may violate the conditions imposed on (k + 1)-weak automata.
In the following, we describe how a (k + 1)-weak automaton A′ can simulate π. We do
only the case when v is an ancestor of w. The cases when w is an ancestor of v, or when v, w
are incomparable, are similar.
We note first that, as in ρ pebble k + 1 is never lifted, it is actually a k-run of a standard
n-pebble automaton. Thus, we can use all the machinery developed in Section 3 to reason
about ρ and its subruns.
We decompose ρ as ρ1, . . . , ρm, such that, for each m ≥ i ≥ 2, ρi−1 is a context k-loop of
Ct,ui [t|ui ]. Thus, for i > 1, the first time that node ui is entered in a k-configuration is the
first configuration of ρi. Let, for each i, pi be the first state in ρi.




as in Lemma 3.6.




refers to the context where pebble k + 1 is still on the node ui). Assume that A
′ and pebble
k + 1 are currently at ui and that the current state is pi. Then A
′ inductively proceeds as
follows, for every i ≥ 1. It first guesses whether w is in the left or the right subtree. Assume it
guessed that it is in the left subtree. Thus, ui+1 is a left child of ui. Let ai be the label of ui,
Ri its pebble set, ti be t|ui without pebble k + 1 and t
′
i be the right subtree of ui. A
′ guesses
the (k − 1)∗-equivalence class τi of ti and the t
∗-equivalence class τ ′i of t
′
i and, using Lemma
3.6, checks whether ti and t
′
i are in a class bigger than τi and τ
′
i . If this is the case it guesses
a state qi and verifies that (pi, qi) ∈ Bi(τi). By Lemma 3.2 this guarantees that (pi, qi) is
a k-loop in Ct,ui . Let Bi+1 be the k
∗-behavior corresponding to Compose(Bi, ai, Ri, ∗, τ
′
i)




now safely move pebble k + 1 from ui to ui+1, and simulates A in order to move from ui in
state qi to ui+1 in state pi+1.
At w we also need to simulate A on the tree k-loop of ρm and then we lift pebble k + 1. ¤
The deterministic case requires a slightly more care but essentially follows the same idea.
Lemma 5.2. For every k < n, each k-weak pebble deterministic automaton A with n pebbles
has an equivalent (k + 1)-weak pebble deterministic automaton A′ with n pebbles.
References
1. A. V. Aho, J. D. Ullman Translations on a Context-Free Grammar. In Information and Control,
19(5): 439-475, 1971.
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