Abstract-In this study, we develop a two-class classification system based on a committee of k-nearest neighbor (kNN) classifiers. The system includes a sequence of simple data preprocessing steps. Each committee consists of 5 kNN classifiers of different architectures. Each classifier on the committee takes in a different set of features. The classification system is then applied to a set of microarray gene expression profiles from leukemia patients. We show that the system can be effectively used for classifying microarray gene expression data. The results demonstrate the committee approach consistently outperforms individual kNN classifiers in terms of both classification accuracy and stability.
I. INTRODUCTION
NA microarray technology is an approach to study hundreds to thousands of genes in a given organism simultaneously [1] [2] [3] [4] . It has changed biomedical research in a profound way and has rapidly emerged as a major tool to obtain gene expression profiles of human cancers [5] [6] [7] [8] . The scientific tasks involved in analyzing microarray gene expression data include identification of co-expressed genes, discovery of sample groups or gene groups with similar expression patterns, and study of gene activity patterns under various stress conditions.
Since the development of microarray technology, many data mining approaches have been developed to analysis microarray data. One of the first sample classification studies using microarray data was conducted by Golub et al. [5] . Their study involves a dataset of 73 microarray samples from leukemia patients. Each sample presents the expression levels of 7129 probes for 6817 genes. The study first identified a list of genes whose expression levels correlated with the class vector. The vector was constructed based on the two known classes of the samples, acute lymphoblastic leukemia (ALL) and acute myeloid leukemia (AML). The list of genes was considered as informative. The sample classification was then performed using a neighborhood analysis based on the information provided by the informative genes. Each gene votes for the class value of an unknown sample. If the expression value of a gene in the unknown sample is closer to a group of known AML samples, the vote from this gene is AML, otherwise the class is ALL. The votes for each class were summarized; the class with majority votes was then assigned to the unknown sample. The study verified the conjecture that there were a set of genes whose expression pattern was strongly correlated with the class distinction to be predicted. It concluded that this set of informative genes can be used for sample classifications.
The leukemia cancer dataset generated by Golub et al. has been study by several other researchers. Dudoit et al. compared the performance of different discrimination methods for the classification of tumors based on the dataset [9] . The methods compared include kNN classifiers, linear discriminant analysis, and classification trees. Machine learning approaches including bagging and boosting were utilized in the study. The study reaffirmed the conclusion that the gene expression patterns from the two cancer subtypes are differentiable. But their results also indicate that the mean misclassification rate could go as high as about 25%. To improve the accuracy, several advanced data mining methods had been deployed. Xiong etc. developed a modified kNN classification method based on learning an adaptive distance metric in the data space [10] . The distance metric derived is data-dependent. Their results indicate the approach can substantially increase the class separability and lead to an increased performance as compared to the regular kNN classifier. Mallick et al. used several Bayesian classification techniques [11] . Antonov et al. used a maximal margin linear programming approach [12] . In addition, variations of support vector machine based algorithms were also used [13] [14] .
The microarray gene expression profiles are highly noisy due to non-specific binding occurred during DNA hybridization. And it is clear that the robustness of a machine learning based classification system significantly depends upon the nature of the input data. To enhance the stability of a D classification system for microarray data, methods using an ensemble of techniques had been applied. Liu et al. studied the leukemia dataset using an ensemble of neural networks in conjunction with an advanced combinational feature selection method [15] . They found that the method generally improves the accuracy and robustness of sample classification. Sewak et al. used similar approach combining with a set of simple feature selection steps [16] . The results show an enhanced accuracy and stability of the classification system. This study focuses on developing a classification system based a committee of kNN classifiers. The leukemia dataset was used in the study. Gene expression profiles were first subjected to a sequence of simple preprocessing steps. About 40% of the genes which do not provide much information about the two subtypes of leukemia were removed. The remaining informative genes were then ranked. Top ranked genes were used for constructing a set of kNN classifiers. The classifiers that gave the best results were further recruited to form a decision making committee. The performance of the committee was then evaluated using a subset of samples that had not been used in training and testing. The results indicate that the classification committee consistently outperforms individual kNN classifiers in terms of both accuracy and stability, therefore confirming the effectiveness of the committee approach in developing classification systems.
II. MATERIAL AND METHODS
The leukemia cancer dataset was used to construct and validate the committee kNN classification system. The dataset consists of 73 microarray gene expression samples from leukemia patients. Each sample consists of the expression levels of 7129 probes for 6817 genes. The dataset forms a 7129×73 matrix E = (e ij ), where e ij is the expression value of gene i in sample j. The data were originally separated into a training dataset of 27 ALL samples and 11 AML samples and a testing dataset of 24 ALL samples and 10 AML samples. The detailed information about the dataset can be found at http://www.broad.mit.edu/cgi-bin/cancer/datasets.cgi [17] .
In this study, several samples from the pool of 73 samples were selected to form a final validation subset of data (f) (Figure 1 ). The remaining samples were then randomized to create a set of M samples for training (r) and a set of N samples for testing (e). We note that the 3 sets of samples contain different profiles and were selected randomly. The general data flow for a combined dataset (r, e, f) is shown in Figure 1 . The data preprocessing involves elimination of noninformative genes and scaling [9, 16] . First, genes that satisfies one of the following conditions were removed from the analysis: (1) house keeping genes (endogenous and other miscellaneous controls); (2) genes whose expression values are marked as "absent" across all samples; (3) genes whose expression levels have less than 2.5 fold changes across all samples. The scaling process involves (1) setting the expression values to be 20 if they are bellow 20; (2) setting the values to be 16,000 if they are above the threshold; (3) scaling the values to be in the range of [ 1, 1] using the formula:
The scaling was performed to avoid a bias weight in the distance calculation toward a gene that has a significantly higher expression level in cell.
About 40% of the genes were removed through the elimination process. However, as expected by the biologists, there are still a large number of genes with near constant expression levels across samples. In this study, the feature selection for the classification system was performed using parametric t-test. The remaining genes after the preprocessing were ranked by their p-values. Top 250 genes were selected to be eligible features for building the classification committee. They were further subdivided into 5 feature groups which are represented as G 1 , G 2 , G 3 , G 4 , and G 5 . Each group contains 50 genes. The number of 250 was chosen based a previous study done on a set of microarray data by Khan et al. Their study suggests that the optimal number of genes for classification is between 80 and 250 [6] . To include most of the informative genes, 250 were used. 
To form a classification committee, kNN classifiers with 3, 5, 7 and 9 nearest neighbors (K 3 , K 5 , K 7 , K 9 ) are considered. Each classifier was fed with one of the 5 different feature groups (G j ) at a time. The performance of each final classifier (K i G j , where i for classifier identifier and j for the identifier of the feature group.) was evaluated using an independent testing dataset. Euclidean distance was used in this study. Top performing kNN classifier for each data group was then picked to form a committee of 5 classifiers. The committee members are denoted by C 1 , C 2 , C 3 , C 4 and C 5 . The final category of a sample of unknown class was then determined by the committee following the majority voting rule. The criterion for picking the best classifier was the largest correct number of classifications. The prediction probability associated with the classification result was used to break a tie. The classifier with higher probabilities for the correct classifications was selected if more than one classifier had the same greatest number of correct classifications.
III. RESULTS AND DISCUSSIONS
To test the accuracy and stability of the classification committee, 12 combined datasets were generated. Each comprises of a set of 10 ALL and 10 AML samples for training (r), a dataset of 10 ALL and 10 AML for testing (e), and a final validation dataset of 8 ALL and 5 AML samples (f). Eligible features/genes for classification were selected using the training dataset. The samples in the testing dataset were classified using the kNN classifiers. The committee was then formed by recruiting the best kNN classifiers. Table 1 shows the detailed classification results for dataset 1. We can see that the classifier considering 9 nearest neighbors K 9 correctly classified all the samples when it was fed with G 3 . It misclassified 2 out of 20 samples when it was combined with G 5 . The best performing classifier was taken from each of the five groups to form the 5-member committee ( Table 9 ). The selection of committee members for dataset 4, 8 and 12 are shown in Table 2 , 3 and 4. The final validation datasets 1, 4, 8 and 12 were tested against the committees and the results are in Table 5 , 6, 7 and 8. Note the identifiers of misclassified samples are shown in parentheses. As shown in Table 10 , the committee for dataset 1, 4, 6, 8 misclassified 1 out of 13 (8 ALL, 5 AML), dataset 2 misclassified 2 out of 13, and the committees for dataset 3, 5 7, 9, 10, 11, and 12 classified all samples correctly. Selected committee member Table 9 shows the selected classifiers as committee members. We can easily see that the most commonly occurring classifiers recruited in the committee are K 3 (24 out of 60 classifiers) and K 5 (16 out of 60). This can be explained by the fact that distant samples provide less accurate information about the sample to be classified, suggesting that considering classifiers with less than 10 nearest neighbors is sufficient for forming effective committees for the purpose of microarray data classification. Table 10 compares the classification accuracy of individual classifiers and committees of classifiers. We see that clearly in most of the cases the committee approach outperforms individual classifiers. One exception occurred to the second dataset where the committee members C 1 did better than the committee.
IV. CONCLUSIONS
The present study developed a classification system based on a committee of kNN classifiers. Each committee member takes in a different group of features and considers varies number of nearest neighbors. The study demonstrated that the committee approach could be used to carry out cancer sample classifications using microarray gene expressions values. The committee decisions provided highly reliable results with higher confidence than individual classifiers. We conclude that a committee of kNN classifiers can help us achieve more accurate and consistent results as compared to individual kNN classifiers in solving DNA microarray sample classification problems.
