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ABSTRACT. In this paper we consider the functional equation for alternating factorial
sum and some of its particular solutions (alternating Kurepa’s function A(z) from [18] and
function A1(z)). We determine an extension of domain of functions A(z) and A1(z) in the
sense of the principal value at point [6], [22]. Using the methods from [6] and [19] we give
a new representation of alternating Kurepa’s function A(z), which is an analog of Slavic´’s
representation of Kurepa’s function K(z) [6], [8]. Also, we consider some representations
of functions A(z) and A1(z) via incomplete gamma function and we consider differential
transcendency of previous functions too.
KEYWORDS: Gamma function, Kurepa’s function, Casimir energy.
MSC (2000): 30E20, 11J91, 81V99.
1 The functional equation for alternating factorial
sum and its particular solutions
The main object of consideration in this paper is the functional equation for alter-
nating factorial sum
A(z) +A(z − 1) = Γ(z + 1), (1)
with respect to the function A : D −→ C with domain D ⊆ C\Z−, where Γ is
the gamma function, C is the set of complex numbers and Z− is set of negative
integer numbers. A solution of functional equation (1) over the set of natural
numbers (D = N) is the function of alternating left factorial An. R. Guy intro-
duced this function, in the book [12] (p. 100), as an alternating sum of factorials
An = n!− (n− 1)! + . . .+ (−1)
n−11! . Let us use the notation
A(n) =
n∑
i=1
(−1)n−ii! . (2)
1Research partially supported by the MNTRS, Serbia, Grant No. 144020.
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Sum (2) corresponds to the sequence A005165 in [23]. We call the functional
equation (1) the functional equation for alternating factorial sum. In consideration
which follows we consider two particular solutions of the functional equation (1).
1.1 The function A(z) An analytical extension of the function (2) over the set
of complex numbers is determined by integral [18]:
A(z) =
∞∫
0
e−t
tz+1 − (−1)zt
t+ 1
dt, (3)
which converges for Re z > 0. For the function A(z) we use the term alternating
Kurepa’s function and it is a solution of the functional equation (1). Let us observe
that since A(z − 1) = Γ(z + 1)−A(z), it is possible to make analytical continuation
of alternating Kurepa’s function A(z) for Re z ≤ 0. In that way, the alternating
Kurepa’s function A(z) is a meromorphic function with simple poles at z = −n
(n≥2). At a point z =∞ alternating Kurepa’s function has an essential singularity.
Alternating Kurepa’s function has the following residues
res
z=−n
A(z) = (−1)n
n−2∑
k=0
1
k!
(n≥2). (4)
Previous results for alternating Kurepa’s function are given according to [18].
1.2 The functionA1(z) The functional equation (1), besides alternating Kurepa’s
function A(z), has another solution which is given by the following statement.
Theorem 1.1 Let D = C\Z. Then, series
A1(z) =
∞∑
n=0
(−1)nΓ(z + 1− n) (5)
absolutely converges and it is a solution of the functional equation (1) over D.
Proof. Statement of the Theorem is a consequence of the Theorem 1.1 from [19].
Remark 1.2 Function A1(z), defined by (5) over C, has poles at integer points
z=m ∈ Z.
2 Extending the domain of functionsA(z) andA1(z)
in the sense of the principal value at point
Let us observe a possibility of extending the domain of the functions A(z) and
A1(z), in the sense of the principal value at point, over the set of complex numbers.
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Namely, for a meromorphic function f(z), on the basis of Cauchy’s integral formula,
we define the principal value at point a as follows [2], [6]:
p.v.
z=a
f(z) = lim
ρ→0+
1
2pii
∮
|z−a|=ρ
f(z)
z − a
dz. (6)
It is obvious that the principal value at pole z = a exists as a finite complex number
res
z=a
( f(z)
z − a
)
. For two meromorphic functions f1(z) and f2(z) additivity is true [2]:
p.v.
z=a
(
f1(z) + f2(z)
)
= p.v.
z=a
f1(z) + p.v.
z=a
f2(z). (7)
In the paper [2] it is proved that multiplicativity of the principal value does not
hold. The following statement is proved in [22].
Theorem 2.1 Let f1(z) be a holomorphic function at the point a and let f2(z) be
a meromorphic function with pole of the m-th order at the same point a. Then
p.v.
z=a
(
f1(z) · f2(z)
)
=
m∑
k=0
f
(k)
1 (a)
k!
p.v.
z=a
(
(z − a)k · f2(z)
)
. (8)
Corollary 2.2 Let f1(z) be a holomorphic function at the point a and let f2(z) be
a meromorphic function with simple pole at the same point a. Then
p.v.
z=a
(
f1(z) · f2(z)
)
= f1(a) · p.v.
z=a
f2(z) + f1
′
(a) · res
z=a
f2(z). (9)
The previous formula, in the case of the zeta function f2(z) = ζ(z), is also given in
[11].
The following statement is proved in [19].
Lemma 2.3 For the function f(z) with simple pole at point z = a the following is
true
p.v.
z=a
f(z) = lim
ε→0
f(a− ε) + f(a+ ε)
2
. (10)
Note 2.4 For any meromorphic function f(z), that possesses at worst simple poles,
by formula (10) the principal value at point is defined as principal part [11], which
comes from the quantum field theory [10]. Especially, using formula (10), for the
zeta function, the Casimir energy in physics is given [10], [11]. For a precise de-
finition of the Casimir energy see [13], [15], [20].
Corollary 2.5 For gamma function Γ(z) it is true [2], [11], [19]:
p.v.
z=−n
Γ(z) = lim
ε→0
Γ(−n− ε) + Γ(−n+ ε)
2
= (−1)n
Γ
′
(n+ 1)
Γ(n+ 1)2
(n∈N0). (11)
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Remark 2.6 For n ∈ N0 it is true [2]:
Γ
′
(n+ 1)
Γ(n+ 1)2
=
−γ +
n∑
k=1
1
k
n!
, (12)
where γ is Euler’s constant.
Extension of the domain of the functions A(z) and A1(z), in the sense of the
principal value at point, is given by the following two theorems.
Theorem 2.7 For alternating Kurepa’s function A(z) it is true
p.v.
z=−n
A(z) =
n−1∑
i=0
(−1)n+1−i p.v.
z=−(i−1)
Γ(z) =(−1)n+1
(
1−
n−1∑
i=1
Γ
′
(i)
Γ(i)2
)
(n ∈ N). (13)
Proof. If the equality A(z) = (−1)nA(z+n)+
(
Γ(z+2)−. . .+(−1)n+1Γ(z+n+1)
)
we consider at the point z = −n in the sense of the principal value, on the basis of
(11), the equality (13) follows. Let us remark that p.v.
z=−1
A(z) = A(−1) = 1.
The following Ramanujan formula is true:
∞∑
n=1
1 + 12 + . . .+
1
n
n!
xn = ex
∞∑
n=1
(−1)n−1
n!n
xn, (14)
for x ∈ C (see [9], page 46., corollary 2.). On the basis of the previous formula
follows:
Lemma 2.8 Let us define L2 =
∞∑
n=0
(−1)n p.v.
z=−(n−1)
Γ(z), then
L2 = 1 + eγ − e
∞∑
n=1
(−1)n−1
n!n
= 1 + eEi(−1) ≈ 0.403 652 377 , (15)
where Ei is the function of exponential integral ∗) .
Proof. On the basis of the corollary 2.5 and the remark 2.6 we have
L2 = 1−
∞∑
n=0
Γ
′
(n+1)
Γ(n+1)2
= 1−
( ∞∑
n=1
1 + 12 + . . .+
1
n
n!
− γe
)
. (16)
By substitution x = 1 in formula (14) we obtain:
∞∑
n=1
1 + 12 + . . .+
1
n
n!
= e
∞∑
n=1
(−1)n−1
n!n
. (17)
∗) see formula (39) in this paper
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Next, the following representation of Gompertz constant −eEi(−1) (see sequence
A073003 in [23]) is true
− eEi(−1) = e
( ∞∑
n=1
(−1)n−1
n!n
− γ
)
. (18)
Then, on the basis of (16), (17) and (18) follows (15).
Theorem 2.9 For the function A1(z) it is true
p.v.
z=n
A1(z) = (−1)
nL2 + p.v.
z=n
A(z) (n∈Z). (19)
Proof. For n ≥ 0 it is true
p.v.
z=n
A1(z) =
∞∑
i=0
(−1)i p.v.
z=n+1−i
Γ(z) = (−1)n
∞∑
i=0
(−1)i p.v.
z=−(i−1)
Γ(z)
+
n∑
i=1
(−1)n−iΓ(i+ 1) = (−1)nL2 +A(n).
(20)
For n < 0 it is true
p.v.
z=n
A1(z) =
∞∑
i=0
(−1)i p.v.
z=n+1−i
Γ(z) = (−1)(−n)
(
∞∑
i=(−n)
(−1)i p.v.
z=−i+1
Γ(z)
)
= (−1)(−n)
(
∞∑
i=0
(−1)i p.v.
z=−(i−1)
Γ(z)
)
− (−1)(−n)
((−n)−1∑
i=0
(−1)−i p.v.
z=−(i−1)
Γ(z)
)
= (−1)nL2 +
((−n)−1∑
i=0
(−1)(−n)+1−i p.v.
z=−(i−1)
Γ(z)
)
= (−1)nL2 + p.v.
z=n
A(z).
(21)
3 Formula of Slavic´’s type for alternating Kurepa’s
function
The main result in this section is a new formula of Slavic´’s type for alternating
Kurepa’s function A(z), which is an analog of Slavic´’s representation of Kurepa’s
function K(z) [6], [8], [17]. The following statements are true.
Lemma 3.1 Function
F (z) =
∞∑
n=1
( ∞∑
k=2
(−1)k−1(n+ k − 1)
(n+ k)!
zk
)
, (22)
is entire, whereas the following is true
F (z) =
∞∑
k=2
( ∞∑
n=1
(−1)k−1(n+ k − 1)
(n+ k)!
zk
)
= −e−z − z + 1. (23)
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Proof. For z = 0 the equality (23) is true. Let us introduce a sequence of functions
fn(z) =
∞∑
k=2
(−1)k−1(n+ k − 1)
(n+ k)!
zk, (24)
for z ∈ C (n ∈ N). Previous series converge over C because, for z 6= 0, it is true
that
fn(z) =
n+1∑
j=0
(−1)j+n
(
j
j!
−
1
j!
)
zj−n+(−1)ne−z(z−n+1+z−n). (25)
Let us mention that the previous equality is easily checked by the following substi-
tutionC1) e−z =
∑∞
k=0
(−z)k
k! at the right side of equality of formula (25). Let ρ > 0
be fixed. Over the set D={z∈C | 0< |z|<ρ} let us form an auxiliary function
g(z) = (z + 1)e−z : D −→ C. If we denote by Rn(.) the remainder of n-th order of
MacLaurin’s expansion, then for z ∈ D the following representation is trueC2)
fn(z) =
Rn+1(g(z))
(−z)n
. (26)
Then, for |z| < ρ it is true
|fn(z)| ≤
eρ(n+ 1 + ρ)
(n+ 2)!
ρ2. (27)
Indeed, for z = 0 the previous inequality is true. Over E = (0, ρ) let us form an
auxiliary function h(t) = (t− 1)et + 2 : E −→ R+. For z ∈ D and t = |z| ∈ E there
exists c ∈ (0, t) such thatC3)
|fn(z)| ≤
Rn+1(h(t))
tn
=
h(n+2)(c)
(n+ 2)!
t2 ≤
eρ(n+ 1 + ρ)
(n+ 2)!
ρ2. (28)
For the function
F (z) =
∞∑
n=1
fn(z), (29)
it is possible, for |z|<ρ, to applyWeierstrass’s double series Theorem [16] (page 83.).
Indeed, on the basis of (24), the functions fn(z) are regular for |z|<ρ. On the basis
of (27), the series
∑∞
n=1 fn(z) is uniformly convergent for |z|≤r<ρ, for every r<ρ.
Then on the basis of the Weierstrass’s ’s double series Theorem, for |z| < ρ, the
following is true
F (z) =
∞∑
k=2
( ∞∑
n=1
(−1)k−1(n+ k − 1)
(n+ k)!
zk
)
= −e−z − z + 1, (30)
becauseC4)
∞∑
n=1
(−1)k−1(n+ k − 1)
(n+ k)!
=
(−1)k−1
k!
. (31)
Let us note that ρ > 0 can be arbitrarily large positive number. Hence, the equality
(23) is true for all z ∈ C; i.e. the function F (z) is entire.
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Lemma 3.2 For z ∈ C it is true
(z+1)
∞∑
n=1
∞∑
k=1
(−1)k
(k+n)!
zk = −e−z + (1−e) z + 1. (32)
Proof. On the basis of the Lemma 3.1 it is true that
(z+1)
∞∑
n=1
∞∑
k=1
(−z)k
(k+n)!
=
∞∑
n=1
∞∑
k=1
(−1)k
(k+n)!
(zk+1+ zk)
=
∞∑
n=1
(
−
z
(n+1)!
+
∞∑
k=2
(
(−1)k−1
(k+n−1)!
−
(−1)k−1
(k+n)!
)
z
k
)
=
(23)
∞∑
k=2
(
∞∑
n=1
(−1)k−1(n+k−1)
(n+k)!
)
z
k
−
∞∑
n=1
z
(n+1)!
=
(23)
−e−z + (1−e) z + 1.
(33)
Theorem 3.3 For alternating Kurepa’s function A(z) the following representation
is true
A(z) = −
(
1 + eEi(−1)
)
(−1)z +
pie
sinpiz
+
∞∑
n=0
(−1)nΓ(z + 1− n), (34)
where the values in the previous formula, in integer points z, are determined in the
sense of the principal value at point.
Proof. For −(n+1)<Re z<−n and n = 0, 1, 2, . . . the following formula is true [1]:
Γ(z) =
+∞∫
0
(
e−t −
n∑
m=0
(−t)m
m!
)
tz−1 dt. (35)
Hence, for 0 < Re z < 1 and n = 1, 2, . . . the following formula is true
Γ(z − n) =
+∞∫
0
(
e−t −
n−1∑
m=0
(−t)m
m!
)
tz−n−1 dt. (36)
Further we observe the following difference
A(z)−
+∞∑
n=0
(−1)nΓ(z+1−n) =
+∞∫
0
e−t
tz+1−(−1)zt
t+1
dt −
+∞∫
0
e−ttz dt
−
∞∑
n=1
(−1)n
+∞∫
0
(
e−t−
n∑
m=0
(−t)m
m!
)
tz−n dt.
(37)
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For 0 < Re z < 1 the following derivation is true
A(z)−
+∞∑
n=0
(−1)nΓ(z+1−n)
= −
∞∫
0
e
−t t
z
−(−1)z−1t
t+1
dt−
+∞∫
0
∞∑
n=1
(−1)n
(
e
−t
−
n∑
m=0
(−t)m
m!
)
t
z−n
dt
=
∞∫
0
(
(−1)z−1e−t
t
t+1
− e
−t t
z
t+1
−
∞∑
n=1
(−1)n
∞∑
m=n+1
(−t)m
m!
t
z−n
)
dt
=
∞∫
0
(
(−1)z−1e−t
t
t+1
−
tz
t+1
(
e
−t + (t+1)
∞∑
n=1
∞∑
m=n+1
(−1)m+n
m!
t
m−n
))
dt
=
∞∫
0
(
(−1)z−1e−t
t
t+1
−
tz
t+1
(
e
−t + (t+1)
∞∑
n=1
∞∑
k=1
(−t)k
(k+n)!
))
dt
=
(32)
∞∫
0
(
(−1)z−1e−t
t
t+1
+
tz
t+ 1
(
(e− 1) t− 1
))
dt.
(38)
Integral at the right side of the equality (38), which converges in ordinary sense,
will be substituted by the sum of two integrals which converge in the ordinary sense
too. Namely, using the function of exponential integral, i.e. formula 8.211-1 [3]:
Ei(x) =
x∫
−∞
et
t
dt (x < 0), (39)
and using the formulas 3.351-5 and 3.241-2 from [3]:
∞∫
0
e−t
t+ 1
dt = −eEi(−1) and
∞∫
0
tz−1
t+ 1
dt =
pi
sinpiz
(40)
we can conclude that formula (34) is true for 0 < Rez < 1. According to Riemann’s
Theorem we can conclude that formula (34) is true for each complex z. Namely,
formula (34), in integer points z, is true in the sense of Cauchy’s principal value at
point on the basis of the Lemma 2.8 and the Theorem 2.9.
Corollary 3.4 For alternating Kurepa’s function A(z) the following representation
is true
A(z) =
(
e
∞∑
n=1
(−1)n−1
n!n
− 1− eγ
)
(−1)z +
pie
sinpiz
+
∞∑
n=0
(−1)nΓ(z + 1− n), (41)
where the values in the previous formula, in integer points z, are determined in the
sense of the principal value at point.
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Corollary 3.5 Function A1(z) is a meromorphic function with simple poles in
integer points z = m (m∈Z) and with residue values
res
z=m
A1(z) = (−1)
m−1e+ res
z=m
A(z) (m∈Z). (42)
At the point z =∞ function A1(z) has an essential singularity.
4 Some representations of functions A(z) and A1(z)
via incomplete gamma function
In this section we give some representations of functions A(z) and A1(z) via gamma
and incomplete gamma functions, where the last ones are defined by integrals:
γ(a, z) =
z∫
0
e−ttα−1 dt and Γ(a, z) =
∞∫
z
e−ttα−1 dt. (43)
Parameters α and z are complex numbers and tα takes its principal value. Let us
remark that the value γ(α, z) exists for Reα > 0 and the value Γ(α, z) exists for
|arg z| < pi. Then, we have: γ(a, z) + Γ(a, z) = Γ(a). Analytical continuation can
be obtained on the basis of representation of the γ function using series.
On the basis of the well-known formula 13., page 325., from [7]:
∞∫
0
e−t
tz+1
t+ 1
dt = eΓ(z + 2)Γ(−z − 1, 1) (44)
we directly get some representations of functions A(z) and A1(z) via an incomplete
gamma function.
Theorem 4.1 For functions A(z) and A1(z) the following representations are true
A(z) = −
(
1+eEi(−1)
)
(−1)z + eΓ(z + 2)Γ(−z−1, 1) (45)
and
A1(z) = −
pie
sinpiz
+ eΓ(z + 2)Γ(−z−1, 1), (46)
where the values in the previous formula, in integer points z, are determined in the
sense of the principal value at point.
Remark 4.2 Formula (45) also is given in [18].
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5 Differential transcendency of functions A(z) and
A1(z)
In this section we provide one statement about differential transcendency of some
solutions of functional equation (1). Namely, using the method for proving of the
differential transcendency from papers [21] and [22] we can conclude that the fol-
lowing statement is true:
Theorem 5.1 Let MD be a differential field of the meromorphic functions over a
domain D⊆C\Z−. If g=g(z)∈MD is one solution of the functional equation (1),
then g is not a solution of any algebraic-differential equation over the field of ra-
tional functions C(z).
Corollary 5.2 Especially the functions A(z) and A1(z) are not solutions of any
algebraic-differential equation over the field of rational functions C(z).
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Some additional comments (outside the official version)
Equation (25)
———————————————
C1)
n+1∑
j=0
(−1)j+n
(
j
j!
−
1
j!
)
zj−n+(−1)ne−z(z−n+1+z−n)
=
n+1∑
j=0
(−1)j+n
(
j
j!
−
1
j!
)
zj−n+(−1)n
(
∞∑
j=0
(−1)j
j!
zj
)
(z−n+1+z−n)
=
n+1∑
j=0
(−1)j+n
j
j!
zj−n−
n+1∑
j=0
(−1)j+n
1
j!
zj−n+(−1)n
∞∑
j=0
(−1)j
j!
zj+1−n+(−1)n
∞∑
j=0
(−1)j
j!
zj−n
= (−1)n
∞∑
j=n+1
(−1)j
j!
zj+1−n + (−1)n
∞∑
j=n+2
(−1)j
j!
zj−n
= (−1)n
∞∑
k=2
(−1)n+k−1
(n+ k − 1)!
zk + (−1)n
∞∑
k=2
(−1)n+k
(n+ k)!
zk
=
∞∑
k=2
(−1)k−1
(
1
(n+ k − 1)!
−
1
(n+ k)!
)
zk
=
∞∑
k=2
(−1)k−1(n+ k − 1)
(n+ k)!
zk (z 6= 0) .
Equation (26)
———————————————
C2)
(p)
g(z) = (z + 1) e−z = (z + 1)
∞∑
j=0
(−1)j
j!
zj =
∞∑
j=0
(−1)j
j!
zj+1 +
∞∑
j=0
(−1)j
j!
zj
=
∞∑
j=1
(−1)j−1
(j−1)!
zj +
∞∑
j=0
(−1)j
j!
zj = 1 +
∞∑
j=1
(−1)j−1
(
1
(j−1)!
−
1
j!
)
zj
= 1 +
∞∑
j=1
(−1)j−1
j − 1
j!
zj
(
= 1−
1
2
z2+
1
3
z3−
1
8
z4+
1
30
z5−
1
144
z6+. . .
)
,
(q) Rn+1
(
g(z)
)
=
(p)
∞∑
j=n+2
(−1)j−1
j − 1
j!
zj =
∞∑
k=2
(−1)n+k−1
n+ k − 1
(n+ k)!
zn+k ;
then:
fn(z) =
∞∑
k=2
(−1)k−1
n+ k − 1
(n+ k)!
zk =
(q)
Rn+1
(
g(z)
)
(−z)n
(z∈D) .
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Inequalities (27), (28)
———————————————
C3)
(p)
h(t) = (t−1) et + 2 = (t−1)
∞∑
j=0
1
j!
tj + 2 =
∞∑
j=0
1
j!
tj+1−
∞∑
j=0
1
j!
tj + 2
= 2 +
∞∑
j=1
1
(j−1)!
tj −
∞∑
j=0
1
j!
tj = 1 +
∞∑
j=1
(
1
(j − 1)!
−
1
j!
)
tj
= 1 +
∞∑
j=1
j − 1
j!
tj
(
= 1+
1
2
t2+
1
3
t3+
1
8
t4+
1
30
t5+
1
144
t6+. . .
)
,
(q) Rn+1
(
h(t)
)
=
(p)
∞∑
j=n+2
j − 1
j!
tj =
∞∑
k=2
n+ k − 1
(n+ k)!
tn+k ,
(r) h(k)(t) = et(t + k − 1) (k = 2, 3, . . .) ;
then, for z∈D and t= |z|∈E=(0, ρ) the following inequalities are true:
|fn(z)| ≤
∞∑
k=2
n+ k − 1
(n+ k)!
|z|k =
∞∑
k=2
n+ k − 1
(n+ k)!
tk =
(q)
Rn+1
(
h(t)
)
tn
=
(
h(n+2)(c)/(n + 2)!
)
tn+2
tn
(
by the Lagrange remainder theorem, for some c∈(0, t)
)
=
h(n+2)(c)
(n+ 2)!
t2 =
(r)
ec(c+ n+ 1)
(n+ 2)!
t2 ≤
eρ(ρ + n+ 1)
(n+ 2)!
ρ2 .
Equation (31)
———————————————
C4)
∞∑
n=1
(−1)k−1(n+ k − 1)
(n+ k)!
= (−1)k−1
∞∑
n=1
(
n+ k
(n+ k)!
−
1
(n+ k)!
)
= (−1)k−1
∞∑
n=1
(
1
(n+k−1)!
−
1
(n+k)!
)
=
(−1)k−1
k!
.
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