This paper proposes a distributed multi-objective dynamic economic dispatch method which can minimize the operating costs for the active distribution networks (ADN) while the power flow constraints and security constraints are taken into account. With a linear approximation of the algebraic power flow equations, the nonlinear optimization problem is transformed into a linear constrained quadratic program (LCQP). Then the LCQP is decomposed into multiple sub-problems by the idea of coordinated zone optimization. Each sub-problem can be solved with very little interchange of boundary information with neighbors based on the alternating direction method of multipliers (ADMM). Finally, with numerical simulations in IEEE 33-bus system, the correctness of the method is verified.
have proposed a distributed multi-area economic dispatch method. However, the network security constraints are not taken in consideration in [7] . And the optimization model of [8] was a nonconvex, nonlinear programming, the convergence rate of the nonconvex problems was slow. A multi-objective distributed optimal dispatch method has been proposed in [9] with the nonconvex, optimal scheduling problem transformed into nonlinear convex semidefinite programming.
Considering the power flow constraints and security constraints, this paper proposes a multi-objective dynamic economic dispatch model for the ADN. With a linear approximation of the algebraic power flow equations, the nonlinear optimization problem is transformed into the LCQP. Then the LCQP is decomposed into multiple sub-problems by the idea of coordinated partition optimization. Based on ADMM, each sub-problem can be solved with little interchange of boundary information with neighbors.
DYNAMIC ECONOMIC DISPATCH MODEL FOR THE ADN
Objective Function: We aim to minimize the operating costs which contain the cost of the substation, generators, energy storage systems and the loss of the ADN. It can be described as (1) . 22 
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Where P 0,t is the injected active power of the substation, P g,i,t is the injected active power of generator at bus i, P c,i,t and P d,i,t are the charging and discharging active power of the energy storage systems at bus i, respectively, P ij,t and Q ij,t are the active and reactive power at the sending end of each branch ij, respectively, V i,t is the voltage magnitude at bus i, r ij denote the resistance of branch ij, C 0 is the cost coefficient of P 0,t , b g is the cost coefficient of P g,i,t , C B is the cost coefficient of P c,i,t and P d,i,t ,C l is the cost coefficient of the loss. Power flow Constraints: 
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where V and V are the upper and lower bounds of the voltage magnitude, respectively, and , ij t P and ij P are the upper and lower bounds of the line transmission power P ij , respectively.
LINEARIZATION OF POWER FLOW EQUATIONS
Note that model above is nonconvex and hard to solve because of thenonlinear powerflow constraints and security constraints. Distributed optimization algorithms based on dual ascent typically do not guarantee convergence when applied to general nonconvex problems. Thus, here we use a linearization technique to transform it into a convex problem [10] .
The linearization hypothesis are: 1) the shunt capacitance and susceptance of the line in the distribution network are negligible; 2) the phase angle between adjacent nodes is very small, that cosθ ij ≈1， sinθ
The mathematical basis of hypothesis 3) is based on equation (7). Based on the above three hypothesis, the active power flow equation can be simplified as equation (8).
Where g ij and b ij are the conductance and susceptance of line ij.u(i) is the set of end buses for the line connected to bus i.
Similarly, the reactive power flow equation can be approximated as follows:
A linear expression for branch flow P ij can be obtained as follows:
The objective function (1) can be approximated as (11):
At this time, both the nonlinear powerflow constraints and security constraints are simplified to linear equations, so the dynamic economic dispatch model is transformed into the LCQP.
THE DISTRIBUTED SOLUTION OF THE LCQP

Partition Method
The LCQP can be decomposed into multiple sub-problems based on the idea of coordinated zone optimization. Taking the system in Figure 1 as an example, the system is decomposed into two subsystems a and b according to the partition method that copies the boundary branches into two adjacent areas simultaneously [8] . The interconnection between two adjacent areas is the boundary branch e 45 . Let X a, ij :={U a, i , U a, j , δ a, i , δ a, j } and X b, ij ={U b,i , U b, j , δ b, i , δ b, j } denote the vector of boundary variables of area a and b, respectively. Based on the system partition, the LCQP can be described as distributed model as (12). Where x a is a vector that collects all variables in area a. Wa is the feasible region of the variables in area a. Area b is the adjacent area of area a.
Application of SADMM
Model (12) can be solved with synchronous ADMM algorithm [8] . Firstly, the regional sub-problems were established by regional controllers. The augmented Lagrangian function corresponding to sub-problems in area a and area b are established as (13) and (14).
Where k is the number of iterations and ρ is the penalty parameter for ADMM algorithm. λa and λ b denote the Lagrangian multiplier vector corresponding to the boundary vector. 
The controllers of area a and area b exchange the boundary vector X
3) The controllers in both area update the dual variables respectively 
XX
. When the boundary residuals tend to zero, end the iteration or k=k+1, return to 1).
Each controller of the subarea is iteratively calculated with interaction information. The information only needing to be exchanged is the boundary coordination information of the adjacent areas, which preserves the data privacy of the subarea. Each sub-problem can be solved in parallel without a coordination center, so it is a fully distributed method.
SIMULATION RESULTS
A simulation is established based on the IEEE 33-bus system in Figure 2; the system is divided into three areas according to the partition method of copying the boundary branches into two adjacent areas simultaneously. Two photovoltaic generations were located at buses {16, 24}, one wind turbine was located at buses {32}, two energy storage systems were located at buses {15, 24}, two generators were located at buses {8, 30}. The differences in active powers were set to 0 P =3000 kw, Normalized daily load curve. In order to verify the correctness and validity of the distributed dynamic economic dispatch method, the optimization results are compared with that of the centralized optimization method. The centralized optimization methods are divided into two cases: A) Centralized solving the proposed LCQP; B) Centralized solving the optimization model in Part 2. The operating costs obtained by the proposed distributed method is 28504.0 yuan, which is equal to the result obtained by the centralized optimization case A, and close to the result 28536.6 yuan obtained by the centralized optimization case B. The comparison of output active power scheduling obtained by different optimization methods is shown as Figure 6 -10. It can be seen that the power scheduling obtained by the proposed distributed method coincides with the centralized optimization case A, and close to the power scheduling obtained by the centralized optimization case B. The error between the proposed distributed method and the centralized optimization case B is caused by the linear approximation of the algebraic power flow equations. Although the LCQP has error with the original accurate model, the error is very small and can be neglected. Furthermore, the LCQP makes the original nonlinear programming problem a convex problem which can be solved easily. And the convergence of the distributed optimization algorithms can be guaranteed when applied to the LCQP.
The proposed distributed optimization method requires to solve the sub-problem of each area separately. It is an iterative optimization process, which requires each controller to exchange the boundary coordination information of the adjacent area at each iteration. Therefore, the less iteration is needed to achieve the convergence, the less communication is required to obtain the control strategy. The border residual of each area as shown in Figure  11 . It can be seen that the proposed distributed method converges after 166 iterations, so it can quickly achieve convergence, require fewer iterations, reduce the communication burden between adjacent controllers.
CONCLUSION
1)
In this paper, the nonlinear power-flow constraints are reduced to linear constraints by a linearization technique. And the accuracy of the linearized power flow equation is verified by comparing to accurate model. Then, this paper models the problem of economic dispatch as the LCQP rather than a nonlinear programming problem that isdifferent from the traditional economic scheduling problem. The LCQP is fast to solve, and it is a convex optimization problem that can obtain the global optimal solution.
2) The LCQP is decomposed into multiple sub-problems that the ADN is divides into multiple areas. Based on ADMM, each sub-problem can be solved with little interchange of boundary information with neighbors. It can quickly achieve convergence, require less iteration.
