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INTEGRACION CON MARTINGALAS USANDO ANALISIS
NO ESTANDAR
DWIGHT OSPINA(*)
Resumen. Esbozamos una teoria de integracion estocastica para mar-
tingalas usando analisis no est andar y se relaciona est a teoria con la teo ria
estandar.
Abstmct. We sketch an stochastic integration theory for martigales using
non standard analysis and relating this with the standard one.
Keywords Stochastic Integration, Martingales, Brownian Motion.
1. Introduccion
Introducimos, inicialmente, la teoria de integracion estocastica con analisis no
estandar estableciendo la relacion entre esta teo ria y la que usualmente se hace
en anal isis estandar. En primer lugar definimos la integral de X con res pee to
aY J XdY,
donde X y Y son procesos estocasticos definidos sobre D x T, a valor en *lR;
entendiendo que D es un espacio de probabilidad hiperfinito (D, 21,P), y que
T es una lfnea hiperfinita de tiempo. Por su parte *lR es la extension de lR,
(*) Trabajo recibido 131/05/00, revisado 2/06/00. Dwight Ospina, Departamento de
Matematicas, Universidad Nacional de Colombia; e-mail: dwighto@matematicas.unal.edu.co
Resumen de trabajo de grado (ver [8]), dirigido por Myriam Mufiqz de Ozak.
53
54 DWIGHT OSPINA
en la cual se incluyen mimeros infinitesimales e infinitos, es decir, *lR y lR se
relacionan medianteIa inyecci6n
* : V(lR) ---> V(*IR)
A f---> *A,
donde V(*IR) es la superestructura obtenida a partir de *R
En segunda instancia se consideran las ),2-martingalas concentrando la teoria en
10 que en analisis estandar corresponde a los espacios L2. Los hechos centrales
de esta secci6n son, primero que si M es una ),2-martingala S-continua, en-
tonces bajo ciertas condiciones sobre X, J X dM tambien es S-continua. El se-
gundo hecho es que !VI es una ),2-martingala S-continua si y solo si su variaci6n
cuadratica 10 es.
Introducir la noci6n de levantamiento sera la siguiente tarea , nos daremos
procesos estandar correspondientes a los no estandar , teniendo de esta manera
asignaci6n entre conceptos estandar y conceptos no estandar; "predecible en
esuuider" es ser no anticipante en no estender, par ejemplo. Encontraremos
que tener un proceso estandar continuo y adaptado equivale a tener un proceso
no anticipante no estandar y este es precisamente un levantamiento del proceso
estandar.
Lo cuarto; encontrar representantes no estandar a la hora de integrar para los
procesos estandar, es decir hallaremos Y con la caracterlstica bien de que
o al menos que
/ X dN = 0 (/ Y dM ) + ,
para algun proceso N relacionado con M.
El ultimo paso consist ira en el estudio de la situaci6n reciproca del literal
anterior. Encontrar un representante estandar para un proceso no estandar
dado. Nos limitaremos aqui al caso en que la martingala es la caminata aleatoria
de Anderson, caso en el cual el proceso N result a ser un movimiento browniano.
La matematica no estandar representa una herramienta que facilita la inte-
graci6n estocastica; es posible llevar preguntas de la integraci6n estocastica
estandar a la no estandar resolverlas de manera sencilla y regresar, si fuere
necesario, a la maternatica estandar.
2. Principios de analisis no estrindar
Se introduce inicialmente un poco de maternatica no estandar,
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Definicion 2.1. Un objeto interno A es un elemento de V(*lR) tal que A = *S,
o A E *S, S E V(lR). Un conjunto en V(*lR) que no es interno se dice externo.
Proposicion 2.1 (Principio de extension). EI conjunto *lR es una extension
propia de lR y la aplicacion * : V(lR) -> V(*lR) es una inyeccion tal que *r = r
para todo r E lR.
Proposicion 2.2 (Principio de transferencia). Para toda formula <I> en ellen-
guaje de la teorfa de conjuntos con cuantificadores acotados vale 10 siguiente:
Si AI, A2, ... An son elementos en V(lR), entonces <I>(AI, ... , An) vale en V(lR)
si y solo si
vale en V(*lR).
Definicion 2.2 (x-saturacion). Sea K un cardinal infinito. Una extension no
estandar se dice x-saturada si para toda familia {X;}iEI' con card(I) < K, Y
propiedad de interseccion finita, se tiene que niEI Xi i= 0.
Proposicion 2.3 (Principio de definicion interna). Sea <I> (X, Xl,"" Xn) una
formula con cuantificadores acotados, si B, AI, ... , An son conjuntos internos,
entonces el conjunto
{b E B: <I>(b,AI, ... ,An) vale en V(*lR)}
es interno.
Proposlcion 2.4 ("Overflow"). Si *1\:1:;2 A :;2 1\:1y A es interno, entonces existe
H E *1\:1- 1\:1tal que H E A. Si un conjunto interno A contiene todos los
infinitesimales positivos, entonces A contiene algun real estandar positivo.
Proposicion 2.5 ("Underflow"). Si *N :;2 A :;2 *N - N y A es interno, en-
tonces existe n ENtal que n E A.
Proposiclon 2.6. Sea {Cn} una sucesion contable de conjuntos internos, en-
tonces {Cn} se puede extender a una sucesion interna {Cn}nE·pj.
Proposiclon 2.1 (Lema de Robinson). Sea F: *N -> *lR una funcion interna
tal que para todo n EN, F(n) ~ 0, entonces existe 7] E *N - N, 7] E A tal que
para todo H ::; 7], se tiene que F(H) ~ O.
EI sistema (*lR, *+, * . , * ::;) extiende a (R, +,.,::;) como cuerpo ordenado. En
general se omitira el * para las operaciones y la relacion de orden.
Definicion 2.3. Decimos que el conjunto T es S-denso en *[0,1] si se cumple
que
{Ot:tET, 0::; °t::;1}=[0,1]
y ns(T) := {s E *[0,1] : 3t E T con s ~ t}. Con T denotaremos un subconjunto
interno S-denso de *[0,1].
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Definicion 2.4. En *JR. se distinguen tres tipos de numeros:
(a) x E*JR. es infinitesimal, si [z] < r para cada r E JR.+.
(b) x E *JR. es finito, si existe un mimero real r E JR.+ tal que Ixl < r.
(c) x E *JR. es infinito, si Ixl > r para cada r E JR.+. Para cada mimero
finito x E *JR. asociamos un unico nurnero real r := st(x) := Ox tal que
x = r + E, donde E es infinitesimal. Decimos que x esta infinitamente cerca de
y y escribimos x >:::; y si y solo si x - y es infinitesimal.
Las letras mayiisculas H, F, X, etc. denotaran funciones internas y procesos,
las mimisculas funciones y procesos estandar, Con N denotamos el conjunto
de los naturales {I, 2, }, sin el cero y No = N U {a}. Los elementos de No se
de not an con n, m, l, etc , mientras que los elementos de *N - N se.denotaran
con 7], N, etc ...
Definicion 2.5. Para un conjunto dado A, * A es la extension elemental de A.
ns(* A) denota los puntos que estan "estandar cerca"de * A, es decir,
x E * A¢} :::Jy E A tal que x >:::; y.
Para una funcion dada f, * f se define como la extension elemental de f.
Definicion 2.6. Sea A <:;; *JR. un conjunto interno. A es hiperfinito si existen
H E *N y una biyeccion interna F : A ---> {a, 1, ... , H - I}. En este caso A
tiene cardinalidad interna H y escribimos IAI = H.
Proposicion 2.8. Sean A y B conjuntos hiperfintos con cardinalidades interna
H y N respectivamente; entonces:
(i) A x B es hiperfinito con IA x BI = H N.
(ii) BA = {F: A ---> B : F es funcion interna} es hiperfinito y su cardinalidad
es NH.
(iii) Au B, An B son hiperfinitos.
(iv) Si A es hiperfinito y C <:;; A es interno, entonces C tarnbien es hiperfinito.
Definicion 2.7. Sea nun conjunto hiperfinito, sobre n definimos 10 siguiente:
(a) 2I = {A <:;; n : A es interno }.
(b) Si A E 2I, definimos una aplicacion a valor no estandar por P(A) := mt·
2I es una "rr-algebra, es un algebra, pero no es una a-algebra (no es cerrada
para uniones enumerables sino para hiperfinitas). Se define a partir de Puna
funcion a valor real P sobre 2I par medio de la formula:
P(A) := st(P(A)).
Pes finitamente aditiva y toma valores en [0,1].
Definicion 2.8. Sea A <:;; n, se define la probabilidad interior de A como:
Pin(A) = sup{P(B) : B es interno y B <:;; A},
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analogamente la probabilidad exterior de A se define como
Pex(A) = inf{P(B) : B es interno y B :2 A}.
Decimos que A es Loeb medible si Pin (A) = Pex(A) yen este caso denotamos
por L(P)(A) el valor cormin. El conjunto de todos los subconjuntos de D que
son Loeb medibles se denota por L(D).
Se puede extender, por Caratheodory, este espacio de manera que se obtenga
un espacio completo, mediante el siguiente teorema.
Teorema 2.1. (fl, L(fl), L(P)) es un espacio de probabilidad complete que ex-
tiende a (fl, 21,P).
Representaci6n de la medida de Lebesgue
Sea H E *N - Ny 8 = 1/ H!, 8 es infinitesimal positivo. Sea
T = {a, 8, 28, ... , (H! - 1)8, I},
T es hiperfinito de cardinalidad H! + 1. T es una linea discreta. Se puede
obtener un espacio de probabilidad (T, L(T), L(P)) y establecer relacion entre
este espacio y el espacio ([0,1], £([0,1]), .\); en donde £([0, 1]) es la rr-algebra de
Lebesgue sobre [0,1] y X es la medida de Lebesgue sobre £([0, 1]). Si r E [0,1] y
es racional, entonces rET; y si r es irracional, entonces existe k, 1 ::; k ::;H!,
k E *N tal que k8 < r < (k + 1)8 por ella "T = {at : t E T} = [0,1].
Proposici6n 2.9. Sea st : T ---+ [0,1], st(t) = at; se tiene las siguientes pro-
piedades para st
(i) st es una funcion sobreyectiva.
(ii) (st)-l conmuta con uniones, intersecciones y complementos.
(iii) Si A ~ [0, 1], entonces A = st( (st) -1 (A)).
(iv) Si B ~ T, entonces sCl(st(B)) :2 B.
Proposici6n 2.10. Sea A ~ [0,1]. A es Lebesgue medible si y solo si sCI (A) E
L(T) yen ese caso .\(A) = L(P)((st)-l(A)).
3. Integraci6n estocast ica
Los detalles de las demostraciones y las demostraciones omitidas pueden con-
sultarse en [8].
Un proceso estocastico es una aplicacion interna
X : D x T ---+ 'R,
T es una linea de tiempo hiperfinita, (fl, 21,P) es un espacio de probabilidad
hiperfinito.
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Sea Tuna linea de tiempo hiperfinita
T:= {to, tl,···, td,
donde 0 = to < tl < ... tE = 1 Y ti+l - ti ;:::0 0 para cada i. Se escribira
~X(w, ti) := X(w, ti+d - X(w, ti).
Si s = ti, t = tj
t
(3.1) L X(w, r) := X(w, ti) + X(w, ti+l) + ... + X(w, tj-d·
r=s
La integral se define por
t t1XdY:= ~X(S)~Y(s).
con x, Y procesos internos de fl x T en *JR.
(3.2)
Definicion 3.1. Una filtraci6n interna sobre fl con conjunto de indices T, es
una tupla (fl, {2tdtET, P), donde {2tdtET es una familia interna creciente de
subalgebras de 2t sobre fl.
Definicion 3.2. Un proceso interno X : fl x T --+ *JR es no anticipante con
respecto a la filtraci6n (fl, {2tdtET, P) si, fijando t, la aplicacion
(3.3) Xt: fl --+ *JR
W f---> X(w,t)
es 2tcmedible para to do t E T.
Para cad a t E T, se introduce la relacion de equivalencia '"Vt sobre fl definida
por
(3.4) IW "'t W , si y solo si (\fA E 2tt)(w E A {:} Wi E A).
Proposicion 3.1. X es no anticipante si y solo si X(w, t) = X(wl, t), siempre
que w '"Vt co',
Definicion 3.3. M : fl x T --+ *JR es una martingala con respecto ala filtracion
(fl, {2tdtET' P), si es no anticipante y para todo s, t E T, s < t Y para todo
A E a,
(3.5)
EI siguiente teorema garantiza la posibilidad de obtener una martingala inte-
gran do un proceso no anticipante con respecto a otra martingala.
Proposicion 3.2. Si X es no anticipante y M es una martingala, entonces
J X dM tambien es una martingala.
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4. Var iacion cuadr at.ica
Algunas preguntas acerca de un proceso son resueltas de manera mucho mas
simple estudiando la variacion cuadratica y no el proceso mismo.
Definicion 4.1. [Xl: n x T ---> *lRdefinido por
t
[X](w, t) := L ~X(w, s)2
s=o
Se notara:
X, := X(t) := X(w, t),
segiin sea conveniente.
Se destaca que para una martingala M se cum pie
Ejemplo 4.1. Caminata aleatoria de Anderson. Sea T ={ 0, ~t, 2~t, ... ,I}
donde ~t = 7]-1, 7] = H!; H E *N - N iambieti n = {-I, l}TLa caminata
aleatoria de Anderson X : n x T ---> *lR estd definida por:
t




Definicion 4.2. Una martingala hiperfinita se dice una )..2-martingala si se
tiene que 0E(M't) < 00 para todo t E T.
Definicion 4.3. Un tiempo de parada interno adaptado a una filtracion dada
(n, {21t}tET' P) es una aplicacion T : n ---> T, tal que para todo t E T, el
conjunto {w : T( w) :::; t} pertenece a 21t.
Definicion 4.4. Una martingala interna M es una )..2-martingala local si existe
una sucesion creciente {Tn}nEN de tiempos de parada internos, tales que cad a
M'T'n es una .>..2-martingala y tal que para casi to do w, Tn(W) = 1 para algiin
n E N. La sucesion {Tn}nEN se dice que es una sucesi6n localizadora para M,
Definicion 4.5. Sea / : T ---> *lR una funcion interna. Se dice que r E lR
es limite S-derecho de / en t E [0,1], si para todo estandar E > 0, existe un
estandar 8 > 0 tal que si sET y t < "s < t + 8; entonces I/(s) - rl < E.
Escribiremos r = S - lims""t /(s). EI limite S-izquierdo S - lims/t /(s) se
define analogamente.
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A continuacion se extiende la relacion de equivalencia definida en (3.4) tomando
(4.1) IW r-..IT W si y solo si
donde T es un tiempo de parada.
Se tom a 21T como el algebra intern a generada por las clases de equivalencia de
Proposicion 4.1. Si M es una ).2-martingala local, entonces casi todas las
trayectarias de M tienen limites S-derecho y S-izquierdo en cada t E [0, IJ.
Se introduciran ahara los espacios S L2 (M) y S L( M) y para ella se define, a
partir de M (una ).2-martingala) una medida interna sobre n x T
Definicion 4.6. Si M es una ).2-martingala definimos la medida interna LIM
sobre n x T por
(4.2)
Proposicion 4.2. Sea LIM definida como en (4.2), entonces, para el proceso
de Anderson X se tiene que LlM(n x T) = E([M](l)) es finita y Vx = P x )..
Definicion 4.7. Sea M una ).2-martingala. Un proceso hiperfinito X pertenece
ala clase SL2(M) si es no anticipante y cuadrado S-integrable con respecto a
LIM·
Pr'oposicion 4.3. (Analogo de la proposicion 3.2 ) Si M es una ).2-martingala
y X esta en SL2(M), entonces J XdM es una ).2-martingala.
Demostracion. Si suponemos que M es una ).2-martingala y X E SL2(M),
E (([ XdM) 2) ~ E ([[ XdM]) ~ E (tX2!lM2)
(4.3)
1
= L LX2~M2p({w}) = J x2dLlM,
wEll 0
que es finita porqut: X E SL2(M), 10 cual basta para verificar que J X dM es
).2-martingala. 0
Definicion 4.8. Una funcion intern a f : n -> *jR es S-continua si f(s) ;:::;;f(t)
cuando s ;:::;;t, y cada f(t) es estandar cercano.
Un proceso X : n x T -> *jR es S-continuo si casi todas sus trayectorias 10 son.
Teorema 4.1. Una ).2-martingala es S-continua si y solo si su uariacuin cua-
driiiica 10 es.
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Un corolario importante de este teorema es que la caminata aleatoria de An-
derson es S-continua porque [xl(t) = t. La variacion cuadratica es continua,
luego el proceso 10 es.
El siguiente result ado nos muestra como, al igual que en analisis real, la integral
es una aplicacion continua.
Proposicion 4.4. Si M es una ,\2-martingala S-continua y X E SL2(M),
entonces J X dM es tambien S-continua.
5. Teoremas de levantamiento
Se introduce a continuacion la nocion de filtracion estocastica para tener el
concepto correspondiente a filtracion interna de 10 no estandar.
Definicion 5.1. Una filtraci6n estocestice es una tupla (n, {llIdtE[O,lj, Q),
donde {lJ3t}tE[O,I] es una familia creciente de a-algebras sobre n, Q es una me-
dida de probabilidad sobre lJ31. Sea (n, {21dtET' P) una filtracion intern a tal
como en la definicion en 3.1. Diremos que la filtraci6n estocestice generada por
(n, {21dtET' P) es n junto can la medida de Loeb L(P), y las a-algebras
(5.1)
donde N es la familia de los conjuntos can medida cero en L(21).
Definicion 5.2. Una filtracion estocastica (n, {lJ3dtE[O,I]' Q) satisface las condi-
ciones usuales si cada lJ3t contiene todos los conjuntos de medida cero de 81, y
para todo t E [0,1)
(5.2)
Corolario 5.1. Una filtracion estocastica generada por una filtracion interna
satisface las condiciones usuales.
Definicion 5.3. Se'1 v una medida interna sobre todos los subconjuntas in-
ternos de n x T; se dice que v es absolutamente continua con respecto a P si
L(P)(C) = 0 implica que L(v)(C x T) = 0 y si cumple que f-i(n x {O})= O.
Los siguientes resultados esquematizados mediante el cuadro relacionan los
conceptos de la teoria estandar can la no estandar.
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TEORIA EST ANDAR TEO RIA NO ESTANDAR
I Rectangulo Medible I ~ > IConjuntos Internos I
conjuntos de la forma B x [s, t] '\j
I A es un conjunto adapt ado I
A es medible y las secciones
At = {w : {w, t} E )1} son Bt-medibles
Si el conjunto tiene
un levantamiento no
anticipante es adaptado
I Conjunto predecible I ~ IConjuntos no anticipantes I
Conjuntos de la forma ~
Bo x [0, tl' So E 1230n, x (s, t , e, E 123s
EI sentido en el que se tiene la relacion es el siguiente. Un rectangulo medible
es un subconjunto de n x [0,1] de la forma B x [s, t], don de B es Loeb medible.
Un conjunto es medible si esta en la a-algebra generada por los rectangulos
medibles y un conjunto B ~ n x [0, 1] es casi segura mente medible si y solo
si existe un subconjunto interno A c n x T tal que L(v)(AL>St-I(B)) = 0.
Un conjunto A c n x [0,1] se dice adaptado con respecto a {123d, si A es
medible y cada seccion At = {w : (w, t) E A} es 123t-medible; un conjunto
medible es adaptado. Un rectangulo predecible con respecto a {123d es un
conjunto de la forma B; x (s, t], donde B, E 123s 0 Bo x [0, t], donde
Bo E 1230. Un conjunto se dice predecible si esta en la a-algebra generada por
los rectangulos predecibles. Un proceso es predecible (adaptado) si es medible
con respecto a la a-algebra de los conjuntos predecibles (adaptados). Todo
proceso que sea casi seguramente predecible es casi seguramente adaptado. Si
B ~ n x [0,1] es casi seguramente predecible, entonces existe un A ~ n x T no
anticipante tal que L(v)(AL>St-1(B)) = 0, donde v es continua absolutamente
con respecto a P. Si B ~ n x [0,1], y existe un A ~ n x T no anticipante tal
que L(v)(AL'>St-1(B)) = 0. Entonces B es casi seguramente adaptado. Si m
es la medida de Lebesgue sobre [0,1] y P es una medida de probabilidad sobre
n, tomamos f.1 = P x m. Un proceso x : n x [0,1] ---4 lR es casi seguramente
predecible con respecto a f.1 si y solo si es casi seguramente adaptado.
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6. Teoremas de representacion
Los teoremas que se exponen a continuacion, proveen las herramientas nece-
sarias para relacionar la teorfa estandar con la no estandar.
Definicion 6.1. Una martingala interna M : n x T ---> *]R se dice una SL2_
martingala si M; E SL2(n,21.1,p) para to do t E T.
Definicion 6.2. Un proceso interno X : n x T ---> *]R se dice S-continuo por
la derecha en cera cuando a X(O) = a X+(O) L(P) c.t.p.
Nota 6.1. Si M : n x T ---> *]R es una SL2-martingala S-continua por la derecha
en 0 y VM esta definida como en 4.2, entonces VM es absolutamente continua
con respecto a P.
Proposicion 6.1. Si M es una SL2-martingala y X E SL2(M), entonces
J XdM es una SL2-martingala.
Definicion 6.3. Sean M una SL2-martingala y x : n x [0,1]---> ]R un proceso
predecible en L2(v °M+)' Un 2-levantamiento de x (con respecto a M) es un
proceso no anticipante X : n x T ---> *]R en SL2(M) tal que aX(w, t) = x(w, at)
para casi todo w con respecto a L(VM)'
Con el siguiente lema se muestra que los procesos que pertenecen a L2 tienen
2-1evantamientos.
Lema 6.1. Sea M una SL2-martingala S-continua par la derecha en cera. Si
x E L2(voM+), entonces x tiene un 2-levantamiento can respecio aM.
Ahora se vera que el representante de un proceso es justamente su levan-
tamiento.
Proposicion 6.2. Sea M una SL2-martingala S-continua por la derecha en
cera y sea x E L2(v a M+)' Entonces x tiene un 2-1evantamiento X y
(6.1) / xd a M+ = a (/ X dM ) +
7. Representaciones estandar de integrales estocasticas no estandar
Se han dado las condiciones para que dado un proceso x, sea posible hallar
X de modo que
/ xd a M+ = a (/ X dM ) +
A continuaci6n se estudiara la situacion recfproca (Dado un praceso no estandar
encontrarle un representante estandar), es decir, si dado X E SL2(M), la
posibilidad 0 no de que exista x E L2(voM+) tal que
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En el siguiente ejemplo se ilustra como, no siempre es posible hallar tal x y que
hay que reformular el problema tratando de encontrar N realacionada con M
(ya no °M+) y un x E L2(VN) que cumpla
Ejemplo 7.1. Sea la linea de tiempo
T = {a, ilt, 2ilt, ... , I},
X : n x T -t *lR la caminata aleatoric de Anderson. Sea X : n x T -t ~lRdado
par
X(w, kilt) = (_l)k;
par ser acotado X E SL2(X). en este ejemplo se tiene que si f3
x E L2(v{3), entonces x tiene un 2-levantamiento Y tal que
IXdOx+= ° (IYdX) +
1xd °X+ = 1xdf3 =I ° (I X dX) +
Proposicion 7.1. Sean M una SL2-martingala S-continua en cero; y
X E SL2(M). Sea un proceso x E L2(v DM+) tal que
entonces X es un 2-levantamiento de x.
Proposici6n 7.2. Sea M : n x T -t *lR una SL2-martingala S-continua en
cero. Sea
N: n x [0, IJ -t lR
una martingala con cuadrado integrable, tal que para cada sublfnea hiperfinita
de tiempo S <:;; T; existe un proceso XS E SL2(Ms) que cumple
N = 0 (I XS dMs ) +
Entonces existe un proceso x E L2 (v" M+) con la propiedad de que
N = 1xd P M.",
El siguiente teo rem a da un importante caso en el cual es posible encontrar un
representante estandar para uno no estandar, como 10 es la caminata aleatoria
de Anderson.
(7.1)
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Proposici6n 7.3. Sea M : D x T --> *IR. una SL2-martingala S-continua tal
que
E ( O[M]+(t) - O[Mj+(S)llB8) = t - s para to do t > s.
Entonces °M+ es un movimiento browniano con respecto a (D, {lB8},L(P)).
Teorema 7.1. Sean X la caminata aleatoria de Anderson y X E SL2(X).
Entonces existe un movimiento browniano /3 y un proceso adaptado
x E L2(D x [0,1]) tal que
Demostracion. Sea M := J X dX, entonces
t
[M] = LX2~x(w,s? = J X2dt,
8=0
10 cual significa que O[M]+ es creciente y absolutamente continua (Esto se
desprende de un hecho del analisis real que se puede consultar en [2] pg. 70);
por tanto podemos definir
f(w, t) := !!..- O[M]+(t) = lim O[M]+(t) - O[M]+(t)(t - h)
dt h".O h
existe y es no negativa y adaptada, por ser limite de funciones adaptadas; con
O[M]+(w, t) = it f(w, s)ds c.t.p.(7.2)
Definimos a partir de esta otro proceso adaptado 9 par:
g(w, t) = {f-1/2((W, t) Si f(w, t) i: 0,
o Si f(w, t) = 0
Sea Ig la funcion indicadora del conjunto
{(w,t): g(w,t) = O}.
Por (7.2) y la definicion de g, se sigue que
E (11g((;;, s)2d O[M]+ ) = E (11g(w, s)2 f(w, S)dS) < 1;
y par tanto 9 E L2(v O[M]+)'
Se puede ver en [8] los teoremas 4.9 y 3.14, tambien de [8] que existe un
2-levantamiento G E SL2(M) de g, y par 3.14 existe un levantamiento Ie
de Ig; G· Ie = 0 c.t.p.
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Definimos
(7.3) fJ(w, t);= ° (it G(w, s)dM(w, s) + it lc(w, s)dx(w, s)) +
Calculemos la variacion cuadratica de fJ
[fJ](w, t) = 0 [/ GdM r (w, t) + 0 [/ 1cdXr (w, t)
= 0 (/ G2d[MJ) + (w,t) + 0 [/ 1cdXr (w,t)
= it g2d O[MJ+ + it l~ds
= it g2 fds + it l~ds
'--v--'
cera
= it Ids = t.
Par 6.1 sabemos que el proeeso N definido par
N:= it G(w,s)dM(w,s) + it lc(w,s)dx(w,s)
es una martingala para la eual [0 N+] = O[N]+ Y ademas es claro que es
S-eontinua y podemos suponer, (ver [8]), que se comport a bien. Por 10 eual
esto impliea que fJ es 'un movimento browniano adaptado a (D, {lBs}, L(P)),
de aeuerdo con la proposicion 7.3.
Par (7.3) tenemos que jI/2 E L2(1/{3) Y
(7.4) / fI/2dfJ = / l/2gd °M+ + / f1/2. Igd °X+ = / f1/2gd °M+.
.... #
cera
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Finalmente observemos que °M+ = J fl/2gd °lVI+: si f = 0, se tiene clara-
mente; si f =I 0, entonces fl/2g = 1 c.S. yentonces
E(SUP( °M+(q) _ t" fl/2gdOM+)2)
q9 t,
qEQ
< 4E( ( °M+(I) ~ 11fl/2gd °M+) 2)
= 4E (11(1 - fl/2g)2d O[M]+ )
= 4E (11(1 - fl/2g)2 fdt) = 0
haciendo x := jI/2 por (7.4) obtenemos
/ xd(3 = / t'" gd °M+ = °M+ = 0 (/ X dX) + ,
que es 10 que querfamos probar. D
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