The practical difficulties arising in the solution of the hydrodynamic equations for storm surges by iiumcrical methods are reviewed. It is concluded that some of these can be avoided by means of a statistical approach if sufficient records of past surges are available. A statistical approach, based on dynamic principles, is presented and the recent literature of similar studies is reviewed.
INTRODUCTION
It is well known that severe storms are associated with abnormal water levels along the coasts of continents and large islands, and the shores of large lakes. Although below normal water levels clo occur, they are generally of interest only to marine and hydro-electric power industries, and have received little public discussion. Above normal water levels flood large land areas and produce extensive loss of lite and destruction of property. Most studies OS the phenomenon, including this one, have concentrated on the high water due to storms. The available water level data indicate that the positive anonialies in water level tend to be greater in magnitude than the negative anomalies.
The problem has been gaining in importance during the past two decades because of the trend toward increasing population density in low coastal areas. Two developments taking place during these decades have greatly increased the possibility of understanding storm surges and of producing n satislactory forecast system. One of these is a general improvement in the nieteorological observations, and the other is the development of the high-speed stored-program computer.
The general trend in storm surge research for the past few years has been to make increasing use 01 electronic computers to solve the hydrodynamic equations for the water motions, subject to the condition that the wind and pressure fields wcre fully specified (melander [20, 21, 221; Uusitalo [18] ; Platzman [13, 151; Hansen [2, 31; Miyazaki, Ueno, and Unoki [IO, 111; and others). This development is a definite step forward beyond most of the earlier papers which dealt with analytic solutions to highly idealized models. But it also leads to difficulties. Care must be taken in formulating the finite difference approximations to the differential equations to avoid computational instability (Platzman [12], Fischer [l] , Shuman [17] , and others).
Welander [20, 221 presented a model €or storm surge predictions which he called the "Admittance Method" in 1956, and the "Influence Method" in 1961. This method requires the calculations of an admittance or influence function i'or each location for which predictions are desired. This function, once derived, can be used Sor any future predictions b>-calculating a definite integral involving the influence function and the wind and pressure fields. The influence function may be calculated either from theoretical considerations and the assumption inherent in any numerical integration of the linearized hydrodynamic equations for two-dimensional horizontal motion in a fluid with a free surface, or from an analysis of past data. He pointed out that the latter procedure would avoid the necessity of specifying the coefficients relating the wind and stress fields as these mould be implicitly provided by the analpis of the observational data. Only one sample prediction bj7 the method has been publidhed and the author does not state whether it is for independent or depcndent data. One goal of the work reported in this paper is a clarification and extension of the original work by Welander.
Wilson [23] presented a scheme for computing the storm surge in New York Bay. This model was based on an analysis of two hurricanes and two extratropical storms and contains nine regression coefficients obtained by a multivariate analysis. Four constants had to be determined subjectively before the regression analysis was possible. Most of the data used jn the regression analysis were obtained from a subjective analysis of the meteorological data. Wilson did not apply his model to any storms not used in determining the constants required by the model. I n order to solve these equations it is necessary to specify the pressure and wind stress fields and a value for the friction coefficient K. The wind stress over the water cannot be observed directly by any standard procedure and is generally expressed as a simple function of the wind speed, S, usually by an equation of the form 7=ASd ( 
4)
Thus two parameters must be specified for this relation. A value of 2 is usually chosen for d, but some workers prefer other values. The coefficient A is a function of the surface roughness, the turbulent state of the air, and the reference height for wind speed. This coefficient is in no sense a constant, but as the laws governing its variation are not well u!iderstood, it is usually treated as a constant in dynainical calculations. Wilson [23, 241
gives a summary of more than 40 determinations of A, adjusted to a reference height of 10 m. and a value of 2 for d. The values vaxy from 1.5X10b3 to 4.0X10-3 with a mean of 2.36X10-3 for strong winds (about 40 kt.). The variation is even greater for light winds.
There stillmniains the probleni of determining the continuous wind field over the water in time and space Ironi the available meteorological data. Two approaches are available. One may specify the continuous wind field over the water by interpolating between wind observations (usually over land). I n this case an additional correction factor is usually needed to adjust for a difference between the surface roughness near the anemometer and that over open water. Another method is to interpolate between the available pressure data, using some theoretical relation between wind and pressure gradients to determine the wind speed. A correction factor is required in this case also to account for the effects of surface roughness on surface wind speed. There are several logical methods of constructing interpolation procedures varying from the subjective drawing of isopleths through plotted data, as in the construction of isobars on a weather map, to some highly sophisticated mathematical models. In essence, each of these involves the specification of the form of wind and pressure patterns in a storm, and that the formal storm model, given implicitly by the interpolation procedure, be fitted to the observational data. Most mathematical interpolation procedures are based on the assumption that the field beinq interpolated is continuous and smooth. It is well known from the analyses of synoptic weather charts that this assumption is rarely satisfied during stormy conditions. It is to be expected that better results could be achieved by an interpolation procedure which can utilize some of the principles of synoptic analysis.
A full analysis of the coefficient K, used to relate the bottom friction to the mean flow, would show that this depends on the bottom roughness, turbulence of the water, and other variables. This will not be attempted in this report because at the present time we do not know how to use this analysis to improve the results obtained in this paper.
A nunierical solution of the problem requires a lew additional decisions such as: 1. the finite difference approximations to the differential equations ; 2 . the finite difference approximations of the boundary equations; and 3. the length of the space and time increments. Although these decisions can be guided by theoretical considerations and independent empirical data, there is no certain means for determining the best choice.
It is shown by Harris [5] that the initial conditions will become relatively insignificant at some relatively low value of the time and can be neglected if computations are started in I I relatively quiet interval before a significant disturbance. This is true because of the damping influence of friction. If this condition is satisfied, it is possible to solve equations (1)-(3), subject to the assumptions mentioned above in the form Equation (5) contains all of the information about the water level at (xa,y0) inherent in equations (1)-(3) and the available meteorological data. The a's can be evaluated from theoretical considerations and the assumptions required for a numerical solution of equations (1)- [3) . However, these assumptions are not unique and many of them must be justified a posteriori by comparison of the computed heights with observed values. The possibility of obtaining the coefficients directly from empirical data should not be overlooked.
The coefficients in equation (5) depend on several distinct aspects of the problem:
1. The inertia of the water. There is a delay between the application of force to an open water area and the consequent change in water level at the shore. That is to say, the wind during one hour influences the water level for several following hours. This is the source of Welander's "influence functions" and is the aspect of the problem stressed in his paper.
2. Tbe coefficients for wind stress and bottom friction and the factor which relates the wind speed over land or the theoretical wind speed to that over water. This was also considered by Welander.
3. The interpolation function by which the continuous wind field over the water is determined from data specified a t a few points. Wilson gave more consideration t o this feature than did Welander.
4. The finite difference formulation of the problem.
It should be recognized that the hydrodynamic equations are concerned only with the first of the above aspects of the problem. The second and third arise from our inability to provide the precise empirical data demanded by the niatheniatical formulation of the problem, and the fourth from the limitations of the available methods for solving the problem. There remains the possibility that equations (1)- (3) may not be entirely adequate for the full range of problems we wish to consider. Harris [5] has shown that an empirical determination of the coefficients may eliminate the effects arising from the finite diflerence formulation of the problem, simulates the effect of the best choices for wind stress and friction coefficients, and represents the best choice of interpolation functions for the set of storms considered in the derivation qf the coe$icknts. The exponent in the wind stress forniula must still be specified as an arbitrary assumption.
Platzman [15] has derived the storm surge equations in a form that is significantly different from equations (I)-@). He considers the problem of determining the representative wind field in much the same manner but chooses somewhat different means of obtaining a solution. The present writers believe that more research is needed before i t will be possible to determine which is the better procedure.
Platzman's paper is not being discussed in detail because, unlike those of Welander and Wilson, it follows a different line of development. It is worth noting that Platzinan considers many of the storins discussed in a later section of this paper.
PRACTICAL APPLICATION OF THE BASIC

EQUATION
The forcing terms in equations (1) and ( 2 ) are wind stresses along two orthogonal axes and the pressure gradients along the same axes. However, if data are supplied for two or more stations, pressure gradients along the axes may be expressed implicitly by the coefficients assigned to the pressure values from the different stations.
If data are available from only one station, the pressure gradient must be considered as being determined between that station and some representative normal value over the water, away from the shore. Thus it is sufficient to consider only three types of forcing terms, wind stress along two orthogonal axes and pressure. Thus the index k takes on three values. The number of observation stations available is always limited and this determines the upper limit of the index j . The range of the index i is not so clearly determined, but because of the presence of a dissipation term in the model, one can be sure that some finite value will be sufficient.
If the number of observations is as great as the number of coefficients to be determined, it is possible to determine the coefficients from the observations. If the theory and observations were perfect, this is all that would be required. However, it has been shown above that there are many imperfections in the theory. The observations likewise are less t,han ideal. Thus it is desirable to use many more observations than coefficients, and to obtain a solution in a least squares sense. This is equivalent, to a problem in multivariate analysis and the analysis already carried out by statisticians is available for the solution of this dynaniical problem.
A high-speed computer of large capacity must be used for obt,aining the solution. The problem is one of solving N equations for M unknowns. The number of multiplications required, and hence the cost, is roughly proport,ional to M ! . On the other hand, the meteorological data are highly redundant. A few terms in equation (5) carefully selected, may be expected to have almost as much information as the complete set. A rather small number of predictors may be sufficient for determining the wind stress and frictional coefficients. This will also be true for the interpolation function i f all storms to be considered with a given set of the regression coe3cients are highly similar. If dissimilar storms must be grouped together, a much larger set of coefficients must be used to give additional degrees of freedom to the interpolation formula. Additional points in time (many time lags) niay be used to increase the information about the horizontal structure of the storm if the storm is moving but shows little change in shape. If the motion is critically damped, a few time lags should be sufficient for a determination of the influence function. If the damping is less than critical, oscillations due to the inertia of the water will be important and a much longer time period, equal to two or more times the natural period of the basin, niay have to be considered.
It is theoretically possible to avoid the problems of an inadequate interpolation formula and an inadequate description of the influence function by considering all of the data available for the numerical integration of the equations for each storm. This may require several hundred coefficients. However, for idealized storms and critically damped basins, five to ten coefficients may provide as much forecasting skill for water levels as can be obtained from equations (1)- (4) and the available meteorological data. The problem involved in the practical application of the regression technique is the determination of an optimum selection of terms in equation (5) to reflect adequately both the interpolation process and the influence function.
It should be clear from the above discussion that the statistical determination of the regression equations requires only that the observation stations be fixed in space, and that the same pattern of time lags be used for all prediction periods. The observation stations may be real weather stations or grid points on a map. There is no requirement for equal spacing of observations in either space or time. The following work has been restricted to a consideration of hourly weather reports from airport weather offices, mainly because these data are already available on punch cards.
The remainder of this paper is devoted to a discussion of this problem with the aid of examples. It should be mentioned that many of the implications of the procedure described above were not clear until many more examples than are presented here had been considered.
STORM SURGES AT BUFFALO, N.Y.
Pronounced storm surges occur a t Buffalo, N.Y., more frequently than a t any other United States port. Irish and Platzman [7] report that the water level at Buffalo exceeded that at Toledo by 6 ft. or more on 76 separate occasions during the period January 1940 through December 1959. Irish and Platxman give a nonexhaustive list of ten earlier investigations of surges on Lake Erie, beginning with Henry IS]. In most cases a low center passed north of the Lake bringing strong westerly to southwesterly winds across the Lake, inducing a set-up with high water to the east. In a few cases the Low moved south of the Lake, bringing easterly winds and higher water in the western part of the Lake. In most cases a cold front, extending from north to south crossed the Lake from west to east. The frontal passage was frequently, but not always, accompanied by a pronounced wind shift. Hourly wind and pressure observations from six weather stations near Lake Erie and hourly lake level observations for two stations were available for this analysis. The locations of these stations are shown in figure 2. The coefficients required for equation (5) were derived by means of a screening program (Miller [9] , Klein, Lewis, and Enger [8]; Harris [ 5 ] ) which can consider up to 92 independent variables, and the records for mope than a million observations. Data for a total of 1900 hr. were examined. Each weather observation provided three items of information that could be used in the prediction. Tt was not possible to consider all of the available data a t one pass with this program. Therefore, for the first trial it was assumed that to a first approximation the effect of the wind field over the lake at any time could be specified by the wind a t Buffalo and Toledo at the current and preceding 20 hourly observations. The pressure gradient effect was represented by pressure observations at the present and three preceding %hourly observations. The influence functions defined by these coefficients were combined subjectively with hydrodynamic theory to estimate the influence functions for the remaining stations. New sampling procedures were selected with the hope of maximizing the information which could be obtained from a set of 92 variables selected from all of the available data.
I n the first run, 100 hourly water levels were considered for each storm. In many of the cases the duration of the disturbance was considerably shorter than 100 hr., and 
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during quiet periods. To avoid this possibility in the second run, no more than two or three undisturbed hours were permitted in the beginning of each storm period, and the storm period was terminated with the first hour a t which it could be determined without looking at any subsequent data that the worst of the disturbance had passed. In some cases this included the first of the secondary oscillations following the major peak. Only 641 water level observations, selected from the most disturbed part of the record, were included in this second pected to reduce the overall correlations obtained but increase the correlations during the important period of rising water levels. Including observations from additional locations was expected to improve the overall correlations and the agreement between observed and computed water levels during the period of maximum disturbance. Both the overall correlations and the predicted peaks were improved by the second run. Both linear and quadratic wind stress laws were investigated. The differences in the derived correlations were trivial, but tended to favor the quadratic stress law. The results, summarized in table 1, are for the equations involving only one meteorological observation (of any type and time lag), eight observations, and all of the meteorological data considered.
The equations with S variables and with 92 variables derived from an analysis of the data at all stations were used to make calculations for periods of approximately four days for each storm period for the 19 storms used in the analysis. Calculations could not be made for the first few hours of each period analyzed because meteorological data for a period of several hours are required for each calculation, and no new data were secured to extend the period of calculation.
A comparison of the water levels computed by the complete regression equations for both the linear and quadratic wind stress laws, and the observed water levels for the 19 storms used in deriving the regression coeEcients is shown in figure 3 . A similar comparison for 11 additional storms is given in figure 4 .
I n general, both sets of predictions follow the observations reasonably well, and tend to depart from the predictions in the same places. Some of the secondary oscillations are predicted surprisingly well, when it is considered that no serious attempt was made to provide for the possibility of seiche motion in the derivation of the prediction equations.
The results of the two preceding and two following figures are summarized in figure 5. Here the observed extremes, lows and highs, are plotted as functions of the predicted values, with phase shifts of as much as 3 hr. permitted, for each of the long prediction equations described above and the truncated equations based on S coefficients.
The correlations between observed and predicted values, when treated in this way, are 0.97 for both long equations and 0.96 for both short equations as applied to the data going into the system. For independent data, not considered in deriving the regression equations, indicatcd by crosses on this chart, the long quadratic equations give a value of 0.96; the long linear equations give 0.93. The truncated quadratic equation gives 0.89 and the truncated linear equation gives 0.92. Phase shifts were required in fewer than half the cases and the correlations decreased by no more than 0.02 when the comparisons were made at the time of either the observed or the predicted peaks.
These data represent the wind effect on the Lake for speeds varying from about 10 to 55 kt. The close agreement between the results obtained for the quadratic and linear stress laws, and the high correlations obtained with both for the dependent data were unexpected. The close agreement between the results of the linear and quadratic laws suggests that some exponent between 1 and 2 would have been better than either. Preliminary efforts to find the faITored exponent have not been successful. A comparison of the correlations obtained with independent data suggests another hypothesis. That is, although neither the quadratic nor linear law is entirely correct, both are good approximations of the correct law over the ranges of wind speeds considered, but the quadratic law is the better of the two as a physical law. However, the continuous wind field must be interpolated from relatively few measurements, and thus is sure to contain errors, which may be designated by E. 
V2
Thus the relative error of interpolation for the quadratic stress law is approximately twice as great as that for the linear stress law. This hypothesis appears to be supported by the observation that the prediction equation based on the quadratic law held up better for independent data than that based on linear law when a maximum of information was available. but decayed more rapidly when the amount of information available for the prediction was decreased, The basic scheme has been tested for several other ports with similar results.
Operational forecasts of water level change due to the wind must depend in part on predicted winds. It is unlikely that the predicted wind field can be specified with the degree of accuracy obtained with the maximum amount of observed data used in these tests. Therefore, it is assumed as a working hypothesis that operational storm surge predictions should be based on a linear wind stress law. It is considered likely that the same working hypothesis will be applicable to other oceanographic problems,
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INDEPENDENT DATA -&% -.. ... such as sea and swell forecasting, which must be based on a poorly specified wind field over the sea. N o conclusions can be reached as yet about the true stress law which should hold where the wind field is fully specified. These experiments were conducted to test the concepts advanced by Harris [5] . The results are believed t o justify the suggested procedures. It was expected that an objective forecasting scheme for the storm surges a t Buffalo would be a useful by-product of the study. Unfortunately, this expectation was not realized. Shortly after the last storm period considered in this study, the anemometer at Toledo was lowered from 72 to 20 ft,. above the ground; that at Cleveland from 88 to 20 ft., and that at Buffalo from 96 to 20 ft. The station a t Clear Creek was closed. I t mag be feasible to determine correction factors for the new anemometer elevations when more data have been collected.
A comparison of the water levels computed by the complete linear model, the short linear equation with only 8 terms, and the observations is presented for the dependent data in figure 6 , and the independent data in figure 7.
STORM SURGES AT TOLEDO, OHIO
The positive stoFm surges (water level above normal) at Buffalo are almost always accompanied by negative surges (water level below normal) at the western end of the lake. Prediction formulae for Toledo, Ohio, can be developed from the same data and in much the same manner as just described for Buffalo. The first run of the screening program for Toledo was identical to the first run for Buffalo with the exception that predictions were sought for Toledo. It soon became apparent that *. 68 the release of a mound of water in the eastern part of Lhe lake, by a shift in the wind direction or a decrease in wind speed, led to an increase in the water level in Toledo a few hours later by a process that is independent of the direct action of the wind. This may be accounted for by doubling the length of the influence period or by using the lake level at Buffalo a few hours earlier as a predictor for the lake level in Toledo. The latter course was adopted as being the most direct approach and the one which would provide the most information €or the amount of data examined. Fifteen storms with 100 observations each were used in this test.
By selecting potential predict,ors for the second screening run for Toledo, an influence function was estimated for Cleveland and lags selected from all three stations which would permit the optimum description of the influence functions with the number of independent predictors available in the program. The period of record examined was reduced as in the Buffalo case, to permit no more than two or three hours before the disturbance started, and to terminate the storm period as early as it was possible to determine from the records up to a given hour that t'he first high water following the deep low had occurred. Only 389 hr. or data were examined in the second run.
Again the second run gave a slight increase in the overall correlations and a clear improvement in the agreement between the observed and predicted extremes. A summary of the correlations computed is presented in table 2. Only trivial differences were found between the correlations obtained by the linear and quadratic wind stress laws.
The water levels computed by the two long equations derived in the second run are compared with the observations for the dependent data in figure 8 , and for storms not used in deriving the prediction equations in figure 9 . Missing data., necessary for the Toledo predictions, prevented consideration of all of the storms examined in the Buffalo study. The changes in anemometer heights mentioned above prevent the practical use of the derived equations and for this reason it waS not considered worthwhile to obtain the missing data. The two short equations are compared with the predictions in figures 10 and 11. 
TO EAST COAST PORTS
The regression technique has been applied to the predict,ion of storm surges caused by extratropical cyclones a t Atlantic City and Sandy Hook, N.J. I t cannot be applied to the prediction of hurricane storm surges as yet because there are insufficient data for developing the interpolation formulae needed to estimate the complete wind field in a hurricane from the records oE a few aneniometers, as these interpolation formulae relate to a particular location along the coast. The results ol this study are being reported by Pore [16] . They may be summarized briefly by noting that the correlations achieved are about as good as those reported here. The results obtained with the linear and quadratic stress laws are nearly the same, but iavor the quadratic law slightly when a maximum of data is supplied, and favor the linear law with the amount of data normally usable in an operational forecast.
SUMMARY AND CONCLUSIONS
It has been shown that a screening type regression analysis of observational data can be used to obtain a solution to at least one type of linearized hydrodynamic problem if a sufficient backlog of data is available for analysis and if the dynamics of the problem are carefully considered in selecting the predictors to be tested. If the calculation must be based on empirical observations and to some degree on empirical laws, the solution obtained with the regression technique may be equivalent or superior to a prediction based on the same data obtained by the direct integration of the hydrodynamic equations.
It has also been shown that calculations based on a linear wind stress law mag be as good or better than similar calculations based on a quadratic wind stress law whenever it is necessary to estimate the continuous wind field from a restricted amount of observed data.
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