We present the first location-oblivious distributed unit disk graph coloring algorithm having a provable performance ratio of three (i.e. the number of colors used by the algorithm is at most three times the chromatic number of the graph). This is an improvement over the standard sequential coloring algorithm that has a worst case lower bound on its performance ratio of 4 − 3/k (for any k > 2, where k is the chromatic number of the unit disk graph achieving the lower bound) (Tsai et al., in Inf. Process. Lett. 84(4):195-199, 2002). We present a slightly better worst case lower bound on the performance ratio of the sequential coloring algorithm for unit disk graphs with chromatic number 4. Using simulation, we compare our algorithm with other existing unit disk graph coloring algorithms.
Introduction
A unit disk graph admits a representation where nodes are points in the plane and every pair of node at distance one unit or less is connected by an edge. Unit disk graphs are used to model wireless ad hoc networks where uniform communication range is assumed. Breu and Kirkpatrick [1] showed that determining if an abstract graph is a unit disk graph is an NP-hard problem, which implies that finding a unit disk graph representation is also NP-hard. This difficulty has led to the development of two varieties of algorithms on unit disk graphs depending on how the graphs are represented. If the unit disk graph representation is given (i.e. vertices are points in the plane and edges join pairs of points whose distance is at most one unit), then this M. Barbeau · P. Bose ( ) · P. Carmi · M. Couture · E. Kranakis School of Computer Science, Carleton University, Ottawa, Ontario, Canada e-mail: jit@scs.carleton.ca situation is referred to as location-aware since each node is aware of its geometric location. On the other hand, if one is simply given an abstract graph (i.e. a valid representation exists), then this situation is referred to as location-oblivious. Locationoblivious algorithms are desirable because they can be implemented without the use of a GPS (Global Positioning System).
A coloring of a graph G is a function c mapping vertices of G to a set of colors (which can be thought of as a set of integers) such that adjacent vertices are assigned different colors. The graph coloring problem is to find a coloring that uses the minimum number of colors. The minimum number of colors needed to color a graph G is called its chromatic number and is denoted by χ(G). It has been pointed out by Hale [4] that the problem of assigning different frequencies to nodes that are within communication range from each other can be formalized as a graph coloring problem. Algorithms using a small number of colors are desirable because they allow the use of fewer frequencies. However, the graph coloring problem is NP-complete [5] , even for unit disk graphs [3] .
The performance ratio of a coloring algorithm is defined as the ratio of the number of colors it uses over the chromatic number of the input graph. Approximation algorithms have been proposed to address the unit disk graph coloring problem (see Erlebach and Fiala [2] for a survey), but there exists no coloring algorithm that is 1. distributed, 1 2. location-oblivious, and 3. has a performance ratio of three.
In this paper, we introduce the first distributed unit disk graph coloring algorithm that has all these three properties.
A standard approach used in the context of coloring graphs is the sequential coloring algorithm. The sequential coloring algorithm is an algorithm that colors the nodes of a graph in an arbitrary order, assigning to each node the lowest color that has not been assigned to one of its neighbors. A lower bound on the worst-case performance ratio of the sequential coloring algorithm on unit disk graphs is 4 − 3/k for k > 2, where k is the chromatic number of the unit disk graph Tsai et al. [11] . In this paper, we give a slightly better lower bound of 10/3 for unit disk graphs with chromatic number at most 4.
The rest of this paper is organized as follows: In Sect. 2, we review related work on coloring unit disk graphs. In Sect. 3, we give our coloring algorithm. We prove its termination, correctness and performance properties in Sect. 4. In Sect. 5, we present our lower bounds on the worst-case performance ratio of sequential coloring of unit disk graphs. In Sect. 6, using simulation, we compare the average performance ratio of our algorithm with other algorithms. In Sect. 7, we discuss some optimization techniques we used to speed-up the simulation. We conclude in Sect. 8.
Related Work
A sequential coloring algorithm takes a graph as input, computes some ordering on the nodes, and greedily assigns colors to nodes according to that order. Each node is assigned the lowest color that has not been assigned to any of its neighbors. We denote the maximum degree of a vertex in graph G by (G), and the size of the largest clique in G (the clique number of G) by ω(G). Since the number of colors used by a sequential coloring algorithm cannot exceed (G) + 1, we have that χ(G) ≤ (G) + 1. On the other hand, since no two nodes in a clique can have the same color, we have that χ(G) ≥ ω(G). For unit disk graphs, Marathe et al. [6] pointed out the following relation: (G) ≤ 6ω(G) − 6. This implies that all sequential unit disk graph coloring algorithms have a performance ratio of at most six. In fact, a minor adjustment of that proof shows that the performance ratio is no greater than five [2] .
What distinguishes sequential coloring algorithms from each other is the order in which they color the nodes. When an arbitrary order is used, we will simply refer to it as the sequential coloring algorithm. For graphs embedded in the plane, the lexicographic ordering is the one induced by the (x, y) coordinates of the nodes (nodes with smaller x-coordinate are colored first, with ties broken according to the y-coordinate). For the case of unit disk graphs, Peeters [8] showed that the lexicographical ordering achieves a performance ratio of three. Note that this approach can be easily implemented in a distributed manner provided the nodes are aware of their location.
The smallest-last coloring algorithm [7] computes the following ordering over the nodes of a graph G: a node v of minimum degree is colored last (ties are broken arbitrarily). The rest of the ordering is computed recursively on the graph G \ {v}. For an ordering < of the nodes of a graph G, we introduce the following notation: Sequential coloring of the nodes of a graph according to < leads to a coloring using at most span(<) + 1 colors and lexicographical orderings have span no greater than 3ω(G) − 3 (see Matula and Beck [7] ). In fact, Matula and Beck [7] showed that the smallest-last ordering has minimum span. As pointed out by Gräf et al. [3] , this implies that the smallest-last coloring algorithm achieves a performance ratio of at most three over unit disk graphs. However, this algorithm is not distributed. Table 1 summarizes unit disk graph coloring algorithms properties. As one can see, there seems to be a trade-off between being distributed, location-oblivious, and having a worst-case performance ratio of three. We show that in fact, no such trade-off exists. Smallest-last no yes 3 Fig. 1 The neighborhood of a node does not contain more than 6ω(G) − 6 nodes
Location-Oblivious Distributed Algorithm
Before giving the details of our algorithm, we first remind the reader why it is the case that for all unit disk graphs G, the following relation holds:
To see this, divide the neighborhood of a node u in six sectors as shown in Fig. 1 .
Since each sector has diameter one, the nodes located within each sector, including u, form a clique. Therefore, u has at most 6ω(G) − 6 neighbors. As we mentioned in Sect. 2, since any coloring must use at least ω(G) colors, this implies that any sequential coloring algorithm has a performance ratio of at most six over unit disk graphs. Lexicographic coloring achieves a performance ratio of three because for every node u, no more than 3ω(G) − 3 neighbors of u will choose their color before u. We denote by ω(u) the size of a largest clique in which node u belongs. The key of our algorithm is to show how to compute an ordering that has this property in a distributed manner when the nodes do not know their position in the plane (i.e. in a location-oblivious manner). The main observation is the following.
Lemma 3.1 In every unit disk graph G, there is at least one node that has at most 3ω(G) − 3 neighbors.
Proof Let u be the leftmost node. Notice that of the six sectors adjacent to u, three of them are empty since it is the leftmost node. Since each sector has diameter 1, it contains one clique. Therefore, the neighborhood of u has size at most 3ω(u) − 3 since there are only three non-empty sectors. Since ω(u) ≤ ω(G), the lemma follows.
If the neighborhood of a node u has size at most 3ω(u) − 3, we say that it has the small neighborhood property. Lexicographic coloring exploits the fact that the leftmost node has this property. In fact, all nodes on the convex hull of the nodes also have this property. Since the size of a maximum clique in a unit disk graph can be computed in polynomial time, even without the unit disk representation [9] , each node can locally determine whether or not it has the small neighborhood property. Notice that since ω(u) ≤ ω(G) for every node u, if a node has the small neighborhood property, then it also has at most 3ω(G) − 3 neighbors.
The intuition behind our algorithm is the following: in order to reach a performance ratio of three, nodes having the small neighborhood property can pick their receive RANK(u, r) 8 :
end if 10: end while colors after their neighbors. We then remove all these nodes from the graph, recursively color the remaining subgraph, put the removed nodes back in, and then sequentially color them. Recursion is guaranteed to make progress because there are always nodes having the small neighborhood property. What remains to be shown is how this can be done in a distributed manner.
The distributed algorithm works in two phases. In the first phase, the nodes establish a local order by each selecting a rank. The ranks, together with the identifier, determine the local order in which they will decide their color. The second phase is the actual coloring.
The underlying idea of the ranking algorithm is the following: we want to make sure that for every node u of a unit disk graph G, no more than 3ω(u) − 3 ≤ 3ω(G) − 3 nodes pick their color before u. In order to ensure this, each node u collects the connectivity information of its distance one neighborhood and computes ω(u).
A node u having a total number of neighbors less than or equal to 3ω(u) − 3 (i.e. having the small neighborhood property) selects rank one and informs its neighbors of its decision. A node u having more than 3ω(u) − 3 neighbors must wait. Ranking information from neighbors is recorded in a table. When the number of neighbors of a node u with undetermined rank becomes less than or equal to 3ω(u) − 3, node u takes a rank that is one more than the maximum rank among its neighbors. Node u then informs its neighbors about its decision. This process continues until all nodes have chosen their rank. Algorithm 1 gives the details of the ranking phase.
When all neighbors have chosen their ranks, a node may start the coloring phase. Note that two neighbors may have chosen the same rank. Locally, nodes then choose their color according to the order induced by the pair rank, id . Nodes with higher rank pick their color first, and ties are broken according to their identifier. Algorithm 2 gives the details of the coloring phase.
Because the ranking procedure outlines in Algorithm 1 is at the heart of our coloring algorithm, we shall refer to our new coloring algorithm as three-cliques-last. 
Theoretical Properties
We now prove the termination and correctness of our algorithm. We also show that it has a performance ratio of at most three.
Proposition 4.1 Algorithm 1 terminates and all nodes have selected a rank.
Proof Lemma 3.1 ensures that Algorithm 1 terminates since there is always at least one node that satisfies the criterion in line 3 of the algorithm. Suppose that after Algorithm 1 terminates, there is a set of nodes S of G that have not yet chosen their rank. This means that every node u ∈ S has more than 3ω(u) − 3 neighbors that have not yet chosen their rank (i.e. that are in S). In particular, this is true for a node v that is on the convex hull of S. Also, since v is on the convex hull of S, all of its neighbors that are in S are located on a half-plane whose boundary passes through v. Thus, v cannot have more than 3ω(v) − 3 neighbors in S, which is a contradiction. Therefore, when no more messages are being sent, all nodes have chosen their ranks.
Proposition 4.2 Algorithm 2 produces a valid coloring.
Proof First of all, Algorithm 2 terminates. The reason for this is that, among the nodes which have not yet chosen their color, there is always a node that is a global maximum according to the ordered pair rank, id . In particular, this node is a local maximum that will pick its color. Also, no two neighbors can pick their color at the same time. This is because the ordered pair rank, id induces a total order on the nodes. Therefore, of two neighbor nodes that have not picked their color, at most one of them can satisfy the condition on line 2. Finally, no two neighbors can pick the same color. This is because the second one will only pick a color that is still available (line 4). a node u of a unit disk graph G, let h(u) denote the number of neighbors of u with higher rank than the rank of u. Then |h(u)| ≤ 3ω(u) − 3.
Lemma 4.3 For
Proof In Algorithm 1, a node u will choose its rank only when fewer than 3ω(u) − 3 of its neighbors have undetermined rank (line 3). Also, when u chooses its rank, it chooses it such that it is greater than all ranks that have been chosen in its neighborhood. Therefore, only less than 3ω(u) − 3 nodes could potentially choose rank greater than the one chosen by u.
Proposition 4.4 Using the order computed by Algorithm 1, the color chosen by a node u in Algorithm 2 is less than or equal to 3ω(u) − 2.
Proof In the neighborhood of u, only nodes with rank greater than u can choose their color before u. By Lemma 4.3, there are no more than 3ω(u) − 3 such nodes. Therefore, the color chosen by u is no greater than 3ω(u) − 2.
Theorem 4.5 Using the order computed by Algorithm 1, the number of colors used by Algorithm 2 to color a unit disk graph G is no greater than three times the optimal. During the execution of these algorithms, each node sends exactly two messages, each one having size O(log n).
Proof By Proposition 4.4, all nodes u are assigned color at most 3ω(u) − 2 ≤ 3ω(G) − 2. The performance ratio follows from the fact that at least ω(G) colors are needed to color G. In Algorithm 1, each node sends exactly one RANK message. In Algorithm 2 each node sends exactly one COLOR message. This is why each node sends exactly two messages. Each message only carries a type, the rank or color of the sender, as well as its identifier. The number of different ranks and colors is bounded by the number of nodes. Therefore, the size of a message is bounded by the size of the greatest identifier, which is O(log n).
Lower Bounds
Tsai et al. [11] give a general lower bound of 4 − 3/k for k > 2 (where k is the chromatic number of the unit disk graph where this lower bound is achieved) on the worst-case performance ratio of the sequential coloring algorithm for unit disk graphs. To prove a lower bound of b, we have to show that there exists a unit disk graph G for which there exists an ordering < of the nodes such that the number of colors used by the sequential coloring algorithm is at least b · χ(G). The construction of such a unit disk graph proceeds as follows: first, decide what the chromatic number of the graph will be. Then, at least one node must pick color b · χ(G). In order to We show a worst-case lower bound of 10/3 for unit disk graphs with chromatic number at most 4. This is a very slight improvement over the general construction presented by Tsai et al. [11] . The construction is depicted in Fig. 2 . As one can see, this graph can be colored using only three colors (solid, dashed and dotted nodes form a 3-partition of the graph). However, there exists an ordering of the nodes such that sequentially coloring the graph in that order uses ten colors, leading to a performance ratio of 10/3. In order to force the sequential coloring algorithm to use ten colors, the solid bold node that has degree nine is colored last. Its nine neighbors are forced to take all colors ranging from one to nine thereby forcing color ten on the solid bold node. The coloring of its neighbors is forced in a similar fashion. Exact location of the points are given in Table 4 (in Appendix), as well as the three-partition of that graph. Nodes are listed in the order that the sequential coloring algorithm needs to use in order to use ten colors. The existence of this graph allows us to conclude the following:
Proposition 5.1 For unit disk graphs with chromatic number at most 4, the worstcase performance ratio of the sequential coloring algorithm is at least 10/3.
Although the worst case performance ratio of the sequential coloring algorithm is at least 4 − 3/k for any k > 2, as we see from our simulations, when nodes are randomly and uniformly placed in a unit square, all strategies are equally good on average.
Simulation Results
In the preceding section, we saw that it is fairly complicated to build an example where the sequential coloring algorithm achieves a performance ratio worse than three. Here, using simulation, we compare the coloring algorithm introduced in this paper with other existing coloring algorithms. Recall that the coloring algorithm introduced in this paper is referred to as three-cliques-last. Using a fixed radius of 0.05, we first randomly generated 400 unit disk graphs of 200 nodes each. Nodes have been placed on a unit square and their x and y-coordinates have been chosen following a uniform distribution. We generated unit disk graphs having up to 2000 nodes, by incrementally adding 100 nodes to each of the 400 unit disk graphs.
We then colored each of these unit disk graphs using five different coloring algorithms. Using the heuristic described in the next section, we computed a lower bound on the size of the maximum clique for each of these unit disk graphs. In order to optimize the running time of the simulation, the same heuristic has been used to simulate the three-cliques-last coloring algorithm.
The five coloring algorithms we have used are the following: sequential (nodes are colored in the order induced by their identifier), three-cliques-last (the algorithm introduced in this paper), lexicographic (nodes are colored from left to right), smallestlast (nodes of small degree are colored last) and largest-first (nodes of large degree are colored first).
The difference between smallest-last and largest-first is the following: in smallestlast, a node u with minimum degree in a graph G is colored last, and the order in which the other nodes are colored is computed recursively on the graph G \ {u}. In largest-first, a node u with maximum degree is colored first, and the order in which the other nodes are colored is computed recursively on the same graph. Although the largest-first ordering is easier to compute in a distributed manner, it is not known whether it provides a better upper bound than five on the performance ratio on unit Fig. 3 Simulation results disk graphs. Smallest-last ordering, on the other hand, is non-trivial to compute in a distributed manner but is known to provide an upper bound of three on the performance ratio when coloring unit disk graphs. Figure 3 shows the simulation results we obtained. It displays the average number of colors used by each algorithm as a function of the number of nodes in the graph. It also plots the average estimated value of the size of a maximum clique. As explained in the next section, this estimated value is a lower bound on the actual size of a maximum clique. Therefore, it is also a lower bound on the chromatic number. Table 3 (in Appendix) gives the exact values of our simulation results. On all these values, the maximum standard deviation was 1.2. Therefore, the 95% confidence interval is at most ±2 = 0.12. The first observation that can be made by looking at the simulation results is that the algorithm we proposed in this paper (three-cliques-last) provides almost no significant improvement over sequential coloring. In fact, the difference between values obtained for the two algorithms is less than the width of the 95% confidence interval. However, this does not really mean that our algorithm performs badly. What it really means is that sequential coloring performs better than expected. Looking at Table 3 , we can see that the ratio of the average number of colors used over maximum clique size is always below 1.17. This means that the sequential coloring algorithm performs quite well although the only known upper bound on the performance ratio is five.
Also, it is not surprising to see that the algorithm that performed the best is the smallest-last coloring. As discussed in Sect. 2, smallest-last ordering attains minimum span. Since the span of an ordering provides an upper bound on the number of colors that will be used, smallest-last coloring can be expected to provide good results.
What is really interesting to see is that largest-first coloring provided better results than both three-cliques-last and lexicographic. There is no known proof that largest-first has a performance ratio better than five, and still it performs better than algorithms that have an upper bound of three on the performance ratio. Since largestfirst is distributed, location-oblivious and simpler to implement than three-cliqueslast, looking at the simulation results allows us to conclude that it is preferable to use largest-first even though there is no proof that it performs better. 
Simulation Optimization
Since computing the maximum clique in the neighborhood of a node can be quite time consuming for simulation purposes, we used some heuristics to compute a lower bound on the size of a largest clique. The main idea of our heuristic is the following: the size of the largest clique is the maximum number of nodes contained in a subset of the plane whose diameter is at most one. Since the geometric shape maximizing an area of fixed diameter is the circle, it is reasonable to hope that the maximum number of nodes contained in a disk of radius one is a good approximation of the size of a maximum clique. Since it is sufficient to look at disks having two nodes on their boundaries, there are only 2 n 2 such disks to look at. Since counting the number of nodes in such a disk can be done in linear time, the maximum number of points contained in a disk of radius one can be computed in time O(n 3 ).
For a node u, let C(u) be the maximum number of nodes contained in a disk of radius one that also contains u, ω(u) be the size of a maximum clique containing u, and N(u) be the set containing u and its neighbors. The heuristic we used is the following: if |N(u)| ≤ 3C(u) − 3, then use C(u) as an estimate for ω(u). Otherwise, compute the exact value of ω(u). Using this estimate instead of computing the exact value of ω(u) does not affect the simulation results. If a node u is such that |N(u)| ≤ 3C(u) − 3, then it is also the case that |N(u)| ≤ 3ω(u) − 3 and therefore it will be assigned rank one in Algorithm 1 anyway. Table 2 shows the proportion of nodes u that were such that |N(u)| ≤ 3C(u) − 3. On all these values, the maximum standard deviation was 0.0020. Therefore, the 95% confidence interval is at most ±2 0.0020 √ 400 = 0.0002. The first observation to be made is that the heuristic allowed us to accelerate the simulation in more than 99% of the cases. This means that the heuristic was worth using it. The second observation to be made is that the percentages diminish as the graph becomes denser. This makes sense, because the area of a disk of diameter one is only 1/4 the area of the unit disk around a node.
The most important observation to be made is that all nodes such that |N(u)| ≤ 3C(u) − 3 are assigned rank one in Algorithm 1. Therefore, Table 2 also gives a lower bound on the proportion of nodes that are assigned rank one. Since this proportion is always higher than 99%, the order used by Algorithm 2 in the second phase is almost the same as the one used by the sequential algorithm, and this gives an intuition of why the simulation results are so similar for these two algorithms.
Conclusion
We presented the first distributed location-oblivious coloring algorithm that achieves a performance ratio of three on unit disk graphs. However, simulation results showed that this algorithm does not provide a significant improvement over the algorithm that sequentially colors the nodes in an arbitrary order. Simulation results also showed that, in the average case, largest-first (which is also distributed and location-oblivious) performs better than the algorithm we proposed. It also performs better than lexicographic coloring, which also has a worst-case performance ratio of at most three. However, no one has shown whether largest-first has a better worst-case performance ratio than five. In fact, it is an open question that whether coloring the nodes of a unit disk graph in an arbitrary order can, in the worst case, use less than five or more than four times the minimum number of colors that are necessary. 
