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Abstract
These are the lecture notes of a set of lectures delivered at the 1995
Trieste summer school in June. I review some recent work on duality in four
dimensional Maxwell theory on arbitrary four manifolds, as well as a new
set of topological invariants known as the Seiberg-Witten invariants. Much
of the necessary background material is given, including a crash course in
topological field theory, cohomology of manifolds, topological gauge theory
and the rudiments of four manifold theory. My main hope is to wet the
readers appetite, so that he or she will wish to read the original works and
perhaps to enter this field.
1thompson@ictp.trieste.it
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1 Introduction
String theory is claimed to be the theory of ‘everything’. In principle, within
the context of string theory, one can calculate any process one can dream of and
also some processes, involving zero mass black holes which were previously quite
unimaginable. This makes the study of string theory both fascinating and, in
general, difficult. Topological field theory, on the other hand, is the theory of
‘nothing’. This means that one does not calculate any physical transitions at all
(at least not directly). The reason for this being that there are no dynamical
degrees of freedom in these theories. This makes the theory, in some instances,
more tractable but, perhaps surprisingly, does not diminish its inherent interest.
Why is a theory of ‘nothing’ interesting? One aspect of the answer to this
question is that, even though there are no physical degrees of freedom, these are
fully interacting, and at first sight, very complicated field theories. It comes as
a surprise that one can solve these models exactly. Nevertheless, this is so in
many cases. Solvable gauge field theories are few and far between yet Yang-
Mills theory and the G/G coset models on a general Riemann surface and Chern-
Simons theory and various relatives on arbitrary three manifolds are examples
[29, 18, 37, 8, 10, 6]. We can hope in this way to gain a better understanding of
what a non- perturbative solution to a field theory could be like.
What topological field theories calculate are invariants. That is numbers that
are robust: they are independent of couplings or of any dynamics. These numbers
are usually the dimension of some space or an Euler character. These numbers
may be of interest to physicists or mathematicians or, indeed, to both. An example
of interest to both parties is Chern-Simons theory [41]. The partition function of
Chern-Simons theory on a manifold of the form Σ × S1, where Σ is a Riemann
surface, calculates the dimension of the space of conformal blocks of the G WZW
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model. For physicists this is the dimension of the Hilbert space of the theory while
for mathematicians this is the dimension of the space of sections of the determinant
line over the space of flat connections on Σ (somewhat of a mouthful). One can
calculate this directly in the conformal theory, as E. Verlinde [34] did, but one
only needs familiar gauge theory techniques from the Chern-Simons point of view
and one bypasses completely the conformal field theory technology.
While topological field theories are interesting in their own right some of the
interest in them is also due to their, rather direct, relationship with conventional
“physical” theories. For example, one can calculate Yukawa couplings in (N = 2
supersymmetric-) string theory with the standard sigma model or with either of
the two possible topological theories1. The topological field theories can also act
as “easier” testing grounds for ideas in physical theories. An example of this is the
idea of duality in supersymmetric Yang-Mills theory in four dimensions. Suppose
there is a correspondence between the weak (strong) coupling of one theory and
the strong (weak) coupling of its dual theory. If one of these field theories has a
topological field theory hidden within it, then so does the other as the topological
field theory will exist in both phases of the original theory. Now the form of the
topological field theory may well be different in the dual model. The equivalence of
the two descriptions of the topological field theories is then a necessary condition
for the duality of the starting models. In practice it may be easier to check for
duality at the level of the topological field theories.
This is the situation studied by Vafa and Witten [33]. The twisted N = 4 super
Yang-Mills theory on a four manifold calculates the Euler character of the moduli
space of instantons. Fortuitously, the mathematicians have calculated these for
certain compact Ka¨hler manifolds as well as for ALE spaces. Vafa and Witten
were able to confirm, using the results of the mathematicians, that indeed the
partition function of the N = 4 SU(2) gauge theory transforms in strong coupling
to the N = 4 SO(3) gauge theory at weak coupling. This provides a direct test
of the duality hypothesis.
Another example where one can use the topological theory (counter histor-
ically) to test results in a physical theory is provided by the candidate exact
solution of N = 2 SU(2) super Yang-Mills theory of Seiberg and Witten [30]. The
N = 2 theory is related to some rather deep mathematics of four manifolds. As
explained by L. Alvarez-Gaume in his lectures, when one is at weak coupling dom-
inant contributions come from instantons. The bulk of the mathematical analysis
1The calculation of Yukawa couplings in string theory was covered in Brian Greene’s lectures.
The relationship with the topological theory comes about as one is restricting ones attention to
chiral primaries. On this restricted field set the supersymmetry charges act like BRST operators.
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is to come to grips with the moduli space of instantons. Rather than working at
weak coupling u → ∞ one can pass to the points |u| = 1 where the physics is
given in terms of a massless monopole and the magnetic photon. This system is
Abelian and easily analysed, and should allow one, if the picture is correct, to
reproduce the Donoldson Polynomials. Witten [39] shows in fact that the theory
at this point in the u plane gives non-trivial invariants of four manifolds (it is still
a conjecture that one reproduces Donaldson theory in general).
The list of contents spells out the order of things. However, I would offer the
following advice. Firstly, if you have no familiarity with topological field theory
you ought to skip to the example 2.5 to see how things work and then go back to the
start. Secondly, the section called a mathematical digression should be skimmed
by those who are familiar with cohomology, homology and their interrelation to
check my conventions. For those who are not fluent in these matters, I recommend
that they keep a copy of the report by Eguchi, Gilkey and Hanson [17] close at
hand.
These notes are very similar to sets of lectures presented earlier this year in
Trieste. The first was by Braam [12] and the second by Dijkgraaf [15]. The reason
for the overlap is easy to explain, our sources are almost identical. The papers by
Taubes [32], Verlinde [35], Witten [38, 39] and others are very clear and hardly
need elucidation -as for background the books by Freed and Uhlenbeck [19] and
especially that by Donaldson and Kronheimer [16] are excellent for the elaboration
of many of the notions presented in the cited publications. There are, however,
also some differences in presentation. These stem from the different audiences
that we were addressing and from the fact that I am not an expert in the field of
four manifolds (whereas the Dutch gentlemen cited are).
The papers I am describing in these lectures are really very nice and one should
also keep a copy of those nearby.
Note Added
Before, while and after delivering these lectures many related papers appeared
on the xxx archives. My aim is not to review all the literature on the subject
of Seiberg-Witten invariants; I apologise to those authors that I do not mention.
However, two reviews which complement these notes and give the mathematics
side of the story are [1, 27].
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2 Topological Field Theories
There are now a number of reviews on the general subject of topological field
theory that the reader may wish to consult [4, 5, 31, 14]. However, the type of
topological field theories that will be of interest to us here are easy to construct.
We will want a field theory that devolves to some moduli space, that is to say,
that describes the space of solutions to a set of equations. Suppose that we have
a set of fields, {Φi} and the equations of interest are
sa(Φi) = 0 , (2.1)
we denote the space of solutions by M(Φ). A typical example is the space of flat
connections on a manifold X . In this case the fields Φi are only the gauge field A
and the equations sa are
s = FA = dA+ A
2 = 0 . (2.2)
Usually one wishes to also factor out the action of the gauge group and this would
correspond to yet more conditions on A (a choice of gauge). Another choice of
interest is the space of self dual connections over a 4-manifold, the context in
which Witten first introduced topological field theories of this kind and to which
we will pay some attention later in these notes.
An important ingredient in the construction of a topological field theory is the
topological symmetry. We denote generator of the symmetry by Q. Its action on
the fields {Φi} is to give a new set of fields {Ψi} which are in all ways identical
to the original set except that the new fields have opposite Grassmann character.
If one starts with a scalar field then its ‘superpartner’ is also of spin zero, but
it is an anticommuting field. If, on the other hand, the field Φ is a spinor field
(anticommuting) then its partner Ψ will be a commuting spinor field, and so on.
This property of the set of fields {Ψi} makes them more like Fadeev-Popov ghost
fields and this is insinuated when one says that the operatorQ is a BRST operator.
So we have
QΦi = Ψi. (2.3)
In order to be able to impose the equations (2.1) we also need to introduce a
set of Grassmann odd fields {Ψ¯a} and Grassmann even fields {Ba} with transfor-
mation properties
QΨa = Ba. (2.4)
Suppose that the theory we are interested in is defined on some manifold (or
more generally some space)X . In order to fully define the theory we may need also
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to use a metric on X , or some other coupling constants; denote these collectively
by ti. The action of interest is then, schematically,
S =
∫
X
{Q,
(
t0Ψas
a(Φi) +
∑
i=1
tiV
i
)
}
=
∫
X
(
t0Bas
a(Φ)− t0Ψa δs
a(Φ)
δΦi
Ψi + . . .
)
. (2.5)
The associated path integral is
Z =
∫
DY exp (iS(Y )) (2.6)
where Y denotes all the fields.
Notice that if the multiplier fields Ba appear as in (2.5) then integrating over
them yield a delta function constraint on sa = 0. Hence the partition function will
devolve to a (finite dimensional) integral over the moduli space. The integration
over all of the fields {Ψa} will yield some function µ(Φ), so that
Z =
∫
M
µ(Φ), (2.7)
and µ(Φ) may be interpreted as some measure on M.
Remark: It is sometimes possible to write down a topological action without
the need of an auxiliary set of fields. Two dimensional Donaldson theory is an
example of this [37, 31].
2.1 The Moduli Space and its Co-Tangent Space
We have already seen that the integral over Ba imposes the constraint that s
a(Φ) =
0, which in turn tells us that the path integral over Φ finally becomes an integral
over the moduli space. Actually, because of the extra fields involved {Ψ} and {Ψ},
one does not obtain, directly, just an integral over the moduli space. In order to
understand what space we are really integrating over consider the integration over
Ψ, this yields a delta function constraint on
δsa(Φ)
δΦi
Ψi = 0. (2.8)
The fields Φ that appear in this formula should be understood to be points inM.
What (2.8) tells us is that the Ψ are properly thought of as one-forms on the
moduli space. To see this we note that one way to determine a tangent vector δΦ
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to M at a point Φ ∈ M is to compare to first order with a nearby point nearby
point (Φ+ δΦ) ∈M. As sa(Φ+ δΦ) = 0 we obtain the first oder equation for δΦ,
δsa(Φ)
δΦi
δΦi = 0. (2.9)
At first sight, on comparing this equation with (2.8), we would conclude that the
Ψ span the tangent space of M, however, that is not quite right. Rather, as the
Ψ are Grassmann odd fields (relative to the Φ) they are correctly thought of as
living in the cotangent bundle of M, that is- they are one forms on M.
Interpreting the Ψ as one-forms has the extra spin-off that now there is a
natural interpretation of the BRST operator Q as well. The formula
QΦi = Ψi (2.10)
tells us that acting on any functional F [Φ]
QF [Φ] =
δF [Φ]
δΦi
Ψi. (2.11)
On a finite dimensional manifold X with local coordinates xµ and one forms dxµ
the exterior derivative d acting on a function f(x) yields
df(x) =
df(x)
dxµ
dxµ. (2.12)
A comparison of (2.11) and (2.12) establishes that the geometrical interpretation
of Q is as the exterior derivative.
This geometrical picture of a topological field theory and the ingredients that
go into making it is, in essence, always the same. Variations on the theme arise,
when one must take some extra symmetry into account, such as gauge invariance.
We will come across examples of this when considering topological field theories
that model the moduli space of instantons.
2.2 Metric and Coupling Constant Independence
In order to write down the equations of interest or an action one may need to
introduce extraneous parameters. For example, even if one can formulate the
flatness equation without recourse to a metric, a metric is, nevertheless, required
in order to gauge fix the gauge field. Another example is the instanton equation
which requires a metric from the word go. Under suitable conditions one will be
able to establish that nothing depends on these choices. When that is so- the
name of the game is to choose the parameters to make life as simple as possible.
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The variation of the partition function with respect to any of the parameters
ti (including the metric) is
∂Z
∂tj
=
∫
DY exp (iS(Y )).i
∂S(Y )
∂tj
=
∫
DY exp (iS(Y )).i{Q, V (Y )}, (2.13)
for some V . The right hand side vanishes by a Ward identity. Consider the
obvious equality∫
DY exp (iS(Y ))V (Y ) =
∫
D(Y +QY ) exp iS(Y +QY )V (Y +QY ). (2.14)
This leads to non-trivial information if both the measure DX and the action are
Q invariant. In the topological field theory the action is Q exact, its Q variation
will be Q2 acting on something, but Q2 = 0, so S(Y +QY ) = S(Y ). Presume the
measure is also invariant (one can check that at a formal level this is the case), so
that D(Y +QY ) = DY . We can now conclude that∫
DY exp (iS(Y ))V (Y ) =
∫
DY exp (iS(Y ))V (Y +QY )
=
∫
DY exp (iS(Y )) (V (Y ) + {Q, V (Y )}) (2.15)
which implies that ∫
DY exp (iS(Y )){Q, V (Y )} = 0. (2.16)
This establishes that the partition function in a topological field theory is inde-
pendent of both the metric and coupling constants, providing the theory remains
well defined as we vary the parameters. Let the parameter space be T , which,
for simplicity we take to be connected. One can get from one set of parameters
ti to another t
′
i along some path in T . Pick such a path and suppose that for all
points along the path the theory is well behaved. Now perturb the path. If only
for very special choices of the perturbation does the path go through points that
lead to an ill defined theory, one says that the partition function is independent
of generic variations of the couplings. This is good enough.
Unfortunately, it is not always the case that a generic path misses the ‘bad’
points, as we will see later, there are situations in Donaldson and in Witten theory
where the dimension of the moduli space jumps as one varies the metric and that
one cannot avoid this.
2.3 No Physical Degrees of Freedom
When dealing with any field theory, there are certain restrictions on the field
content. For example, one should have a good quadratic form. This means that,
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in the present situation, up to a finite number of zero modes, there should be an
equal number of degrees of freedom in the set of fields {Φ} and {B}, even though
the labels are different. For example, the four dimensional Yang-Mills action (plus
a θ term), may be written as
Tr
∫
IR4
(
Bµν+ Fµν − g
2
2
Bµν+ B
+
µν
)
, (2.17)
where B+µν is a self dual anti-symmetric tensor. The equation of motion for B+
is algebraic, so that one can substitute this back to obtain the more usual form
of the action2. Now Bµν , only has three independent components while Aµ has
four. We need to gauge fix and we can do so by introducing a multiplier field b
and Fadeev-Popov ghosts to the theory. Now one adds
Tr
∫
IR4
(b∂µAµ + c∂
µDµc) (2.18)
to the action. B and b together have four degrees of freedom and so match the
gauge field, while c has one degree of freedom and matches c so all is well.
This counting implies that we have a well defined action but does not tell us
what the physical degrees of freedom are. We know that in d-dimensions a vector
field has d− 2 physical degrees of freedom. There is a simple way of getting this
from the gauge fixed action. A gauge field has d degrees of freedom, and each of
the two ghosts has −1 degrees of freedom, giving us a total of d− 2. The B and
b fields do not count as they are ‘non-propagating’, meaning one can eliminate
them algebraically.
The topological field theory has, by construction, for every field an associated
‘ghost’ field identical in every respect except that it has opposite Grassmann
parity. As every field is matched by a ghost, the total number of physical degrees
of freedom is always zero in a topological field theory.
2.4 Index theory and the Dimension of M
We have seen that there are no propagating degrees of freedom, we are down to
the zero, or topological, modes and some of these make up the moduli spaceMs.
What is the dimension ofMs? To simplify life let us assume thatMs is connected
and smooth about most points. One way to determine the dimension of Ms, is
to fix a point φ ∈ Ms and then see in how many directions you can go and stay
in Ms. We saw an example of this argument in the lectures of J. Harvey for the
2In the Path integral we are dealing with a Gaussian integral over B which amounts to the
same thing.
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moduli space of monopoles and we proceed in the same way. Hence, we want
s(φ) = 0 and if φ+ δφ is a nearby point we also require s(φ+ δφ) = 0, or we look
for solutions to
δsa(Φ)
δΦi
∣∣∣∣∣
φ
.δφi = 0. (2.19)
If we are lucky the operator D = δsa(φ)/δφ has no co-kernel, as in the case of the
monopoles, and the index is known. Then as index(D) = Ker(D) − CoKer(D)
we would have the dimension of the moduli space. There are many situations
where we are not lucky. On a compact odd dimensional manifold the operator
D that is associated with the space of flat connections (2.2) has index zero (as
the kernel and cokernel are equal). In such situations one must look elsewhere
for a handle on the moduli space. For flat connections the equivalent description
in terms of homomorphisms of the fundamental group of the underlying manifold
into the gauge group (modulo the adjoint action of the gauge group) contains the
necessary information.
The index of D is sometimes called the virtual dimension of the moduli space.
2.5 The Euler Character
One of the classic invariants of a closed compact n-manifold X is its Euler char-
acter. It is defined to be
χ(X) =
n∑
i=1
(−1)ibi (2.20)
where the Betti numbers are bi = dimH
i(X, IR). Now there are two well known
formula for this invariant. The first, due to Gauss and Bonnet states that if Rµνκλ
is the Riemann curvature tensor then (with R the curvature two form)
χ(X) =
1
(2π)n/2
∫
X
Rn/2 . (2.21)
The second formula, due to Poincare´ and Hopf, counts the number of non degen-
erate critical points xP of a function f on X with sign,
χ(X) =
∑
P
signdet (∂µ∂νf) . (2.22)
These formulae arise naturally in the context of supersymmetric quantum me-
chanics. The aim there is to give a path integral representation of the index of
certain differential operators. The index of the de-Rham operator offers a third
representation of the Euler character. As Witten showed [36] there is a twisting of
the de-Rham operator d that interpolates between the two formulae, d→ e−tfdetf .
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In the supersymmetric quantum mechanics path integral one can take the limit
t→ 0 to arrive at (2.21) or t→∞ to arrive at (2.22). By supersymmetry invari-
ance the path integral is formally independent of t and the equality of the two
formulae is thus established.
This situation prompted Matthai and Quillen [28] to develop a completely
classical formula that interpolates between (2.21) and (2.22). We will give a
physicists ‘derivation’ of this shortly. Before doing that I would like to explain the
historical relationship of the Matthai-Quillen formalism to topological field theory.
The supersymmetric quantum mechanics, alluded to above, was, perhaps, the first
example of a Witten type topological field theory. After Wittens introduction
of Donaldson theory it was shown, by Atiyah and Jeffery [2], that one could re-
interpret the construction as an infinite dimensional version of the Matthai-Quillen
formalism. These infinite dimensional Matthai-Quillen theories devolve to finite
dimensional Matthai-Quillen models of the type we will presently discuss. In the
quantum mechanics context, the supersymmetric theory considered by Witten can
be viewed as an infinite dimensional Matthai-Quillen construction, while the finite
dimensional formula that it gives rise to and that interpolates between (2.21) and
(2.22) is the ‘classical’ Matthai-Quillen formula3.
An account of this construction in topological field theory is to be found in
[11, 5, 14, 33]. Physicists will see that this construction is equivalent to the
existence of a Nicolai map [3, 26, 4].
Now back to business. Let X be a closed and compact manifold, and f a map,
f : X → IR, which has isolated critical points. The points at which
df = 0 (2.23)
define our moduli space Mf . If the critical points are isolated this means that
the second derivative of f is not zero at those points. From our discussion of the
dimension of the moduli space we should be looking for solutions to the variation
of df ,
D2f
Dxµxν
δxµ = 0. (2.24)
If the eigenvalues of D2f/DxµDxν are not zero then the only solution is δxµ = 0,
that is the critical point is isolated.
The supersymmetry algebra is
Qxµ = ψµ , Qψµ = 0 ,
3This is an example of the healthy feedback from mathematics to physics and vice-versa that
we witness in this field
11
Qψ¯µ = Bµ − ψ¯νΓνµκψκ ,
QBµ = BνΓ
ν
µκ −
1
2
ψ¯νR
ν
µλκψ
λψκ . (2.25)
with Q2 = 0. Now we may create a topological (field) theory with the action
Sf = {Q, ψ¯µgµν(it∂νf + 1
2
Bν)}
= itBµ∂µf +
1
2
gµνB
µBν − itψ¯µ D
2f
DxµDxν
ψν − 1
4
Rµνκλψ¯
µψκψ¯νψλ .(2.26)
The transformation rules have been chosen to give us a covariant action.
Notice that there is a second supersymmetry that one gets by exchanging
ψ → ψ and ψ → −ψ. This happens quite naturally whenever one wishes to
write down a topological field theory for an Euler character. The correspondence
comes because on the space of forms Q acts like d while the second supersymmetry
charge Q behaves as d∗. The construction is most easily understood in terms of
supersymmetric quantum mechanics, which, unfortunately, there is no time to go
into here.
The partition function
Zf = − 1
(2πi)n
∫
X
∫
dBdψdψ¯e−Sf (2.27)
is independent of smooth deformations of the parameters, as we discussed previ-
ously, since the derivative of the action with respect to either the metric or t is of
the form {Q, ...} (we see this directly from the first line of (2.26)). In particular,
it does not depend on t, so that we are free to take various limits.
t→∞
In this case the entire contribution to the ‘path integral’ is around the critical
points of f . To see this send B → 1
t
B and ψ¯ → 1
t
ψ¯,
Sf (∞) = igµνBµ∂νf − igµνψ¯µ D
2f
DxνDxλ
ψλ . (2.28)
An important feature of this scaling is that the Jacobian of the transformation is
unity.
We let {xP} = Mf be the critical point set and expand around each point
as x = xP + xq. Furthermore, around a critical point we can pick a flat metric
gµν = δµν for which the christoffel symbol vanishes. The integral over B, gives
(2π)nδ (∂µf(x)) = (2π)
n
∑
P
δ
(
xνq∂µ∂νf(xP )
)
= (2π)n
∑
P
1
| det ∂ν∂µf |δ
(
xνq
)
(2.29)
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On the other hand the integral over the fermionic fields,
∫
dψdψ¯ exp
(
−iψ¯ν ∂
2f
∂xν∂xµ
ψµ
)
= −(i)n det ∂ν∂µf . (2.30)
The path integral, therefore becomes∫
X
∑
P
det ∂ν∂µf
| det ∂ν∂µf |δ
(
xνq
)
=
∑
P
det ∂ν∂µf
| det ∂ν∂µf | . (2.31)
We can write this in the form
Zf =
∑
P
ǫP (2.32)
with
ǫP = sign detHP (f) (2.33)
with HPf = ∂
2f/∂xµ∂xν . HPf is called the Hessian of f at xP .
Example: Riemann Surfaces
Consider the example of a height function of a genus g Riemann surface as
given in figure 1.
Figure 1
The critical points of the height function are marked. The bottom of the
surface, f = hmin, is a minimum, and hence the sign of both eigenvalues of
∂2f/∂xµ∂xν are plus. The Hessian is therefore +1. At the top of the surface, f =
hmax, is a maximum, both eigenvalues are negative, the determinant is positive,
and the Hessian is +1. For each hole (there are g of them) one has two turning
points. The turning points are at f = h1, . . . , h2g. One of the eigenvalues is
positive, the other negative so, at each of these points, the Hessian is −1.
All in all we obtain in this way,
Z = 2− 2g (2.34)
which we recognise as the Euler character of the Riemann surface.
t→ 0
In this limit we are left only with the curvature term, so that
Z = − 1
(2πi)n
∫
X
∫
dBe−
1
2
gµνBµBν
∫
dψdψe
1
4
Rµνκλψ
µ
ψκψ
ν
ψλ (2.35)
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The integrals over the fields B, ψ¯ and ψ are now easy to perform, leaving us with
the Gauss-Bonnet formula for the Euler character of a manifold X ,
χ(X) =
1
(2π)n/2
∫
X
Rn/2 (2.36)
Perturbations
The form of the partition function (2.32) appears to depend quite strongly on
the function f that we started with. Yet, topological (BRST) invariance allowed
us to equate this with the form of the partition function as given in (2.36), which
does not depend at all on the function f that we started with. There is a nice way
to see why this might be so. Consider a perturbed height function f ′ as displayed
in figure 2.
Figure 2
The difference between this and f of figure 1 is the addition of a ‘hill’ and of
a valley. Now, the apex of the new hill is a maximum, so the Hessian there is
+1. On the other hand the bottom of the valley is a turning point with Hessian
−1. So we see that the addition of the Hessians for f ′ at these two critical points
cancel out, and the sum reverts to that of the other critical points where f ′ agrees
with f ! One can easily convince oneself that whenever a valley is added then so
is a hill (when you dig a hole you get a mound of dirt) as well as the converse,
and the contributions of the Hessian always cancel out .
This takes care of the undulations but what happens when we hit a plateau?
Such a situation is depicted in figure 3 for a height function g.
Figure 3
This situation means that the moduli space, i.e. the solution set to dg = 0, is
not made up of just isolated points. In the current situation there are two ways
out. The first, is simply to note that the general formula (2.27), works in this
instance as well. Indeed there are two different limits that can be used. One can
take the t→ 0 limit without fear. Alternatively, away from the plateau, one may
use the the t→ ∞ limit, and as one approaches the plateau, revert to the t→ 0
limit. The second way to proceed, which will be of importance later, is to perturb
the function g to a new function g′. The perturbation g′− g need only be ever so
slight and then the critical points are isolated again. The perturbed equation is
dg = ǫv (2.37)
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where v is a vector field (essentially dg′ − dg). As long as ǫ > 0 there are only
isolated solutions to this equation. One can construct a new action which takes
its values at (2.37),
{Q,ψµ(∂µg − ǫvµ)} , (2.38)
(all reference to the metric has been dropped, as it plays no role here, we have
taken the t → ∞ limit). The partition function function once more, gives the
Euler character of the surface, and the ǫ→ 0+ may be taken with impunity.
2.6 Invariants and Zero Dimensional Moduli Spaces
Quite generally (up to certain compactness requirements) given a system of equa-
tions
sa(Φ) = 0 (2.39)
with isolated solutions {φ}, the signed sum of solutions
∑
φ
ǫφ (2.40)
where ǫφ = signdet (δ
2s/δφδφ), is a topological invariant. We have given a path
integral proof of this for the Euler character.
The equations which will occupy us for most of the following lectures have
isolated solutions. We do not really need all the machinery of topological field
theory once we have established that the moduli space is zero dimensional. The
sum (2.40) will be guaranteed to be a topological invariant. For this reason I
will not bother to write down a topological action corresponding to the monopole
equations (see section 6). However, as there are some extra complications in
writing down a topological gauge theory action I will generalize the proceeding
discussion to that case. The examples that I will give are of Abelian and non-
Abelian instantons.
The catch in the case of gauge theories, when the dimension of the moduli space
is zero or if it has many components, is in determining the signs in (2.40). In the
case of the solutions to the monopole equations Witten has given a prescription
for fixing signs.
3 A Mathematical Digression
The rest of these notes are concerned with four-dimensional field theories living
on a four manifold X .
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3.1 Homology and Cohomology Groups
In this section I review, very briefly and rather heuristically, some of the con-
structs that we will be using repeatedly later on. As some of the basic invariants
of a smooth manifold are the homology groups (and equivalently over IR the coho-
mology groups) we start there. A fine review of this material, aimed at physicists,
is [17]. From now on X is a smooth, compact, oriented and connected manifold.
Homology
Given a set of p−dimensional oriented submanifolds Ni of X one can form a
p−chain.
Definition: A p−chain ap is ∑
i
ciNi , (3.1)
where the coefficients ci determine the type of chain one has. If the ci ∈ IR(C) the
p−chain is said to be a real (complex) p−chain. For ci ∈ ZZ(ZZ2), and the chain is
called an integer (ZZ2) chain and so on.
∂ is the operation that gives the oriented boundary of the manifold it acts on.
For example, the sphere has no boundary so ∂S2 = ∅, while the cylinder, I × S1,
has two circles for a boundary, ∂(I×S1) = {0}×S1⊕{1}×−S1. I have written ⊕
to indicate that we will be ‘adding’ submanifolds to form chains when one should
have used the union symbol ∪. The minus sign in front of the second S1 is to
indicate that it has opposite relative orientation. One defines the boundary of a
p−chain to be a (p− 1)−chain by
∂ap =
∑
i
ci∂Ni. (3.2)
Notice that ∂2 = 0, as the boundary of a boundary is empty.
Definition: A p−cycle is a p−chain without boundary, i.e. if ∂ap = 0 then ap is
a p−cycle.
Definition: Let Zp = {ap : ∂ap = 0} be the set of p−cycles and let Bp = {∂ap+1}
be the set of p−boundaries of (p + 1)−chains. The p−th simplicial homology
group of X is defined by
Hp = Zp/Bp. (3.3)
Cohomology
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Definition:Let Zp be {ωp : dωp = 0} the set of closed p−forms and let Bp be
{ωp : ωp = dωp−1} the set of exact p−forms. The p−th De Rham cohomology
group is defined by
Hp = Zp/Bp. (3.4)
De Rham’s Theorems
Definition: The inner product of a p−cycle, ap ∈ Hp and a closed p−form,
ωp ∈ Hp is
π(ap, ωp) =
∫
ap
ωp. (3.5)
Notice that this does not depend on the representatives used for, by Stokes theo-
rem,
π(ap + ∂ap+1, ωp) =
∫
ap+∂ap+1
ωp =
∫
ap
ωp +
∫
ap+1
dωp = π(ap, ωp)
π(ap, ωp + dωp−1) = =
∫
ap
ωp +
∫
∂ap
ωp−1 = π(ap, ωp). (3.6)
One may thus think of the period π as a mapping
π : Hp(X, IR)⊗Hp(X, IR)→ IR (3.7)
For X compact and closed De Rham has established two important theorems.
Let {ai}, i = 1, . . . bp, be a set of independent p−cycles forming a basis Hp(X, IR),
where the p−th Betti number bp =dimHp(X, IR).
Theorem 1: Given any set of periods νi, i = 1 . . . bp, there exists a closed p−form
ω for which
νi = π(ai, ω) =
∫
ai
ω. (3.8)
Theorem 2: If all the periods of a p−form ω vanish,
π(ai, ω) =
∫
ai
ω = 0 (3.9)
then ω is an exact form.
Putting the two theorems together, we have that if {ωi} is a basis forHp(X, IR)
then the period matrix
πij = π(ai, ωj) (3.10)
is invertible. This implies that Hp(X, IR) and Hp(X, IR) are dual to each other
with respect to the inner product π and so are naturally isomorphic.
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Poincare´ Duality
If X is compact, orientable and closed of dimension n then Hn(X, IR) = IR,
as, up to a total differential, any ωn ∈ Hn(X, IR) is proportional to the volume
form. One aspect of Poincare´ duality is the
Theorem Hp(X, IR) is dual to Hn−p(X, IR) with respect to the inner product
(ωp, ωn−p) =
∫
X
ωpωn−p. (3.11)
This implies that Hp(X, IR) and Hn−p(X, IR) are isomorphic as vector spaces, so
that, in particular, bp = bn−p.
We need the following statement
Theorem: Given any p−cycle ap there exists an (n − p)−form α, called the
Poincare´ dual of ap, such that for all closed p−forms ω∫
ap
ω =
∫
X
αω. (3.12)
The Ku¨nneth Formula
This is a formula that relates the cohomology groups of a product spaceX1×X2
to the cohomology groups of each factor. The formula is
Hp(X1 ×X2, IR) =
p∑
q=0
Hq(X1, IR)⊗Hp−q(X2IR). (3.13)
In particular this implies that bp(X1 ×X2) = ∑q+r=p bq(X1)br(X2).
Notation: I will denote a basis for H1(X, IR) by γi and the dual basis for
H1(X, IR) by [γi]. For H2(X, IR) I denote the basis by Σi (as a mnemonic for
a two dimensional manifold) and the corresponding basis for H2(X, IR) by [Σi].
3.2 Hodge Theory
The De Rham theorems are very powerful and very general. Rather than working
with a cohomology class [ωp] of a p−form ωp it would be nice to be able to choose
a canonical representative of the class. This is what Hodge theory gives us and
along the way also gives us a different characterisation of the cohomology groups.
Up till now, we have not needed a metric on the manifold X . The introduction
of a metric, though not needed in the general framework, leads to something
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new. Let X be equipped with a metric g. Define the Hodge star ∗ operator,
∗ : Ωp → Ω(n−p), by
∗ ωµ1,...,µpdxµ1 . . . dxµp =
√
g
(n− p)!ωµ1,...,µpǫ
µ1...µp
µp+1...µn
dxµp+1 . . . dxµn . (3.14)
The symbol ǫµ1...µn is 0 if two labels are repeated and ± for even or odd permu-
tations respectively. All labels are raised and lowered with respect to the metric.
Theorem: For a compact manifold without boundary, any p-form can be uniquely
decomposed as a sum of an exact, a co-exact and a harmonic form,
ωp = dα(p−1) + δβ(p+1) + γp (3.15)
this is referred to as the Hodge decomposition.
The harmonic form γp is our representative for [ωp]. This corresponds to
choosing d ∗ωp = 0 as the representative. From the point of view of gauge theory,
this amounts to the usual Landau gauge (extended to higher dimensional forms).
Self-Dual Forms on a Four-Manifold
The Hodge star operator ∗ squares to unity, ∗2 = 1, when it acts on even
forms. A consequence of this is that one can, in four dimensions, orthogonally
split the space of two-forms according to
ω2 =
1
2
(1 + ∗)ω + 1
2
(1− ∗)ω
= ω+ + ω− (3.16)
as (1 ± ∗)/2 are projection operators. Still in four dimensions, if a two-form
ω ∈ Ω2(X, IR) is self dual then we may refine the Hodge decomposition somewhat.
Let
ω = dA+ ∗dB + [Σ] (3.17)
where A and B are one-forms and [Σ] is a harmonic form. Anti-self duality, or
(1 + ∗)ω = 0 means that
ω = − ∗ ω = −dB − ∗dA− ∗[Σ] (3.18)
or, as the Hodge decomposition is unique, that
A = −B , ∗[Σ] = −[Σ]. (3.19)
This means that we can write for any (anti) self dual two-form
ω = (1− ∗)dA+ [Σ] (3.20)
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with ∗[Σ] = −[Σ].
We may also split the cohomology group H2(X), as a vector space, into the
two orthogonal pieces
H2(X) = H2+(X)⊕H2−(X). (3.21)
Notice that the definition of the splitting depends on the metric that is used to
define ∗. One would get a different splitting if one used another metric ∗′, however,
the dimensions of the spaces H2+(X) and H
2
−(X) do not depend on the choice of
metric. Denote the dimensions by b+2 and b
−
2 respectively.
3.3 Intersection Form
Just as in two dimensions, there are surfaces in our 4-manifold that cannot be
contracted to a point. A simple example is that of X = S2 × S2, it is clear
that neither of the S2 factors is contractable to a point. The homology groups
Hp(X, IR) are a measure of noncontractible surfaces of dimension p in X . Let X
be a compact, oriented simply connected 4-manifold. If α represents a class in
H2(X,ZZ) then, by Poincare´ duality, we can identify it with a class in H
2(X,ZZ),
which I will also denote by α. Given α, β ∈ H2(X,ZZ) we can define a quadratic
form, (a b2 × b2 matrix),
Q : H2(X ; ZZ)×H2(X,ZZ)→ ZZ, (3.22)
by ∫
X
αβ ≡ α.β . (3.23)
Q enjoys the following properties.
• It is unimodular (detQ = ±1). This follows from the fact that it provides
the Poincare´ duality isomorphism between H2(X) and H
2(X).
• It is symmetric. This is a trivial consequence of the fact that two forms
commute, i.e. αβ = βα, whenever either of α or β ∈ H2(X, IR).
Examples:
1. The four sphere S4 has trivial H2 so all the intersection numbers vanish.
2. Let X = S2 × S2. There are two basic two forms, ω1 and ω2 dual to the
second and first S2 respectively. We have
Q(ω1, ω2) =
∫
S2×S2
ω1ω2 =
∫
S2×{p}
ω1 =
∫
{p}×S2
ω2 = 1. (3.24)
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With this we see that
Q =

 0 1
1 0

 . (3.25)
3. Consider a product 4-manifold, X = Σ1 × Σ2, where the Σi are Riemann
surfaces of genus gi. In this case
Q =
∑
2g1g2+1
⊕

 0 1
1 0

 . (3.26)
4. The manifold CIP2, has b2 = 1, so Q = 1.
5. The K3 surface has b2 = 22! This means that Q is a 22×22 matrix. Indeed,
Q = 3

 0 1
1 0

⊕ 2(−E8), (3.27)
where E8 is the Cartan matrix of the exceptional Lie algebra e8,
E8 =


2 −1 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 −1 2 −1 0 0 0 0
0 0 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 −1
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 0
0 0 0 0 −1 0 0 2


(3.28)
The intersection form Q is the basic invariant of a compact four-manifold. It
will feature prominently in the next sections.
4 S Duality In Maxwell Theory and Abelian Instantons
In this section we will study two different aspects of four-dimensional Abelian
theories. The first is a study of S duality in the Abelian context. M. Bershadsky
has described, in his lectures, a relationship between S duality in four dimensions
and T duality in two dimensions, for non-Abelian theories. Why the interest in the
Abelian case? From the lectures of Harvey and Alvarez-Gaume we have seen the
important part role played by the breaking of SU(2) down to U(1) in the N = 2
supersymmetric Yang-Mills theory. The effective theory, at strong coupling is a
U(1) theory.
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There have appeared in the last month two very interesting papers on S duality
in Maxwell theory, which go in different directions. E. Verlinde [35] has studied
the S duality of Maxwell theory and its relationship to T duality, string theory
and higher dimensional (free) field theories. E. Witten [38] has used it to probe the
modular properties of the partition function so as to fix some of the τ dependence
of the N = 2 theory on arbitrary four manifolds.
In the following I will give a ‘bare bones’ description of S duality for Maxwell
theory which I hope, though it does no justice to the above works, will nevertheless
entice the reader to look into the references.
The second subject will be a quick tour of Abelian instantons and the con-
struction of a topological field theory that describes the moduli space. That model
should not be taken too seriously- I have included it so as to explain how a topo-
logical field theory may contain ‘τ ’ dependence and to introduce some ideas that
we will need later on.
4.1 Maxwell Theory on X and S Duality
The usual action for pure Maxwell theory with a theta term is
S =
1
g2
∫
X
FA ∗ FA + i θ
8π2
∫
X
FAFA. (4.1)
There is always a little confusion with the field strength. A gauge field A is
denoted by
A = Aµdx
µ (4.2)
and it is natural to define the field strength as F = dA. However, in components
we find
F = dA = ∂µAνdx
µdxν
=
1
2
(∂µAν − ∂νAµ) dxµdxν
=
1
2
Fµνdx
µdxν (4.3)
so that there is a factor of 1/2 in the definition of the components. With these
conventions under control we deduce that∫
X
F ∗ F = 1
2
∫
X
d4x
√
gFµνF
µν ,
∫
X
FF =
1
4
∫
X
d4x
√
gǫαβµνF
αβF µν . (4.4)
The partition function, with action (4.1), is a function of both τ and τ where
τ =
θ
2π
+ i
4π
g2
. (4.5)
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What we would like to know is how the partition function behaves under the
action of SL(2,ZZ) on τ . That action is described by
τ → aτ + b
cτ + d
(4.6)
where the constants a, b, c, d are integers and obey ad − bc = 1 (so that one may
group them together into a matrix 
 a b
c d

 (4.7)
which clearly defines the group SL(2,ZZ) ). One can generate SL(2,ZZ) by the
transformations
S =

 0 1
−1 0

 (4.8)
and
T =

 1 1
0 1

 (4.9)
From these we see that T (τ) = τ + 1 (just substitute into (4.6) the values a =
b = d = 1 and c = 0) or θ → θ + 2π. If the partition function is invariant under
T then we are saying the physics is periodic in θ with period 2π. Likewise the
action of S on τ is S(τ) = −1/τ , or g2/4π → 4π/g2. The label S is thus apt for
it has the effect of exchanging weak and strong coupling.
It is strange to talk about weak and strong coupling for a free theory! The
context in which strong-weak duality has been discussed in the school is in theories
with monopoles. Now one can mimic the presence of monopoles by allowing for
manifolds with non trivial two-cycles. The ‘Dirac quantization’ condition applies
or, put another way, the integral of FA over such a surface must be 2π times an
integer. A small surprise is that for some four manifolds the partition function
transforms well under T and S2 but not under S. We will find that the partition
function is a modular form of particular weight (see below), of SL(2,ZZ) or a
(finite index) subgroup thereof.
We can now check for the properties of the partition function under both
τ → τ + α and τ → −1/τ .
τ → τ + 1 or τ → τ + 2
τ → τ +α is easy to check as it corresponds to θ → θ+2πα. The action shifts
by
i
α
4π
∫
X
FAFA. (4.10)
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Now we know that FA = da + 2πn
i[Σi] where a ∈ Ω1(X, IR) and [Σi] is a basis
of H2(X, IR) dual to a basis of H2(X, IR), i.e.
∫
Σj
[Σi] = δij , and that the n
i
are integers. This decomposition is due to the, by now, familiar magnetic flux
condition ∫
Σi
FA = 2πn
i. (4.11)
With these conventions (4.10) becomes
iπαniQijn
j (4.12)
where Qij =
∫
X [Σi][Σj ]. More on the matrix Q later. If n.Q.n is even then
exp (−S) is unchanged for α = 1, θ → θ + 2π, while if n.Q.n is odd one needs to
take α = 2, θ → θ+ 4π, to have an invariance. There are general results that tell
us that for manifolds on which fermions are defined n2 must be even. One says
that there is a spin structure. For manifolds which do not admit a spin structure
there is no condition on n2. Lets turn to some examples.
• X = Σ1 × Σ2
We know that we can have spinors on Riemann surfaces so in this case we
would expect that n.Q.n is even. First we have to decide what the available
harmonic two-forms are. We can use the Kunneth formula Hp(X1 ×X2) =∑q=p
q=0⊕H(q)(X1)⊗H(p−q)(X2) and set p = 2. To simplify matters I will do
the case of X = S2 × S2 and leave the general case as an exercise. Let
us denote the basic two forms by ω1 and ω2 of the first and the second S
2
respectively. Kunneth tells us that these two span the second cohomology
group of S2 × S2. The ωi are normalized by∫
S2
i
ωj = δij (4.13)
and the only non-zero components of Q are
Q12 = Q21 =
∫
S2×S2
ω1ω2 = 1. (4.14)
Then we have
n.Q.n = 2n1n2 (4.15)
which is even, as promised.
• X = CIP2
The second cohomology group of CIP2 has only one generator which we
denote by ω. The harmonic part of FA is therefore proportional to ω
FA = 2πnω (4.16)
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and consequently n.Q.n = n2 which can be even or odd. When discussing
Witten theory we will see that indeed CIP2 does not admit a spin structure.
τ → −1/τ
In order to check the modular properties of the partition function under τ →
−1/τ we need to re-write the action. Consider instead of (4.1) the action
S(F, V ) =
1
4π
∫
X
F (iReτ + Imτ∗)F − i
2π
∫
X
dV F. (4.17)
Here V is to be understood as a connection on a non-trivial bundle, in defining the
path integral we should sum over all such lines, and F is an arbitrary two-form.
We can write
FV = dV = dv + 2πm
i[Σi]. (4.18)
Firstly lets establish that the theory defined in this way is equivalent to
Maxwell theory, also summed over all non-trivial line bundles. The partition
function is
Z(τ, τ) =
∑
mi
∫
DFDv e−S(F,V ). (4.19)
F may be decomposed as F = ∗dB + da + ci[Σi] where the bi are real numbers.
The integral over v gives a delta function constraint setting dF = 0, which implies
B = 0. We are left with the sum
∑
mi
exp
(
imiQijc
j
)
(4.20)
which is a periodic delta function which forces cj = 2πnj. So the requirement
that F , after integrating out V , is FA fixes the coefficient of the dV F term in the
action (up to a sign). This establishes that the partition function agrees with the
Maxwell partition function.
Now we integrate out F instead of V . This is a simple Gaussian integral (and
I leave it as an exercise) giving
Z(τ, τ) =
∑
mi
∫
Dv exp
(−1
g′2
∫
X
FV ∗ FV − i θ
′
8π2
∫
X
FV FV
)
(4.21)
where
4π
g′2
=
Imτ
ττ
,
θ′
2π
= −Reτ
ττ
. (4.22)
These equalities correspond to τ → −1/τ . Notice that we have not shown invari-
ance of the partition function but rather described its ‘covariance’.
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In checking the duality transformations we have not at all worried about the
normalization of the path integral measure. We will certainly have to worry about
this if we want to be sure of the complete dependence on τ of the partition function.
4.2 ‘Semi-Classical Expansion’
In order to perform the path integral over gauge fields with non-trivial first Chern
class (monopole number) we write the field strength as
FA = 2πn
i[Σi] + da (4.23)
and let the path integral be an integral over the globally defined vectors a, though
they may have non-trivial harmonic 1-form pieces, as well as a summation over the
ni. It is worth remarking that the split (4.23) is a standard one we often employ
in field theory, namely a split into a classical configuration plus a quantum part.
A classical configuration in Maxwell theory is one that satisfies
d ∗ FA = 0 (4.24)
while all FA satisfy dFA = 0. This tells us that FA ∈ H2(X, IR). The monopole
quantization condition tells us that indeed FA/2π ∈ H2(X,ZZ), so that classical
configurations take the form FA = 2πn
i[Σi].
Substituting (4.23) into the action (4.1) we see that the classical and quantum
configurations do not talk
S =
1
g2
∫
X
da ∗ da+ 4π
2
g2
niGijn
j + i
θ
2
niQijn
j (4.25)
where
Gij =
∫
X
[Σi] ∗ [Σj ] (4.26)
is the metric on the space of harmonic two-forms. Consequently we may split the
path integral into a product of the τ dependent classical part Zc and the Imτ
dependent quantum part Zq,
Z(τ) = Zc(τ)Zq(τ) (4.27)
with
Zc(τ) =
∑
ni
exp−
(
4π2
g2
niGijn
j + i
θ
2
niQijn
j
)
, (4.28)
and
Zq(τ) =
∫
Da exp
(
− 1
g2
∫
X
da ∗ da
)
. (4.29)
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We see that, with some definition, the τ dependence of Zq is only in the form of
Imτ . Witten gives us a way to fix this dependence. The dependence is of the form
Zq(τ) ∼
(√
Imτ
)b1−1
. (4.30)
Lets have a look at some simple examples.
• X = CIP2
We know that the classical part of FA = 2πnω. Furthermore, the metric is
such that ∗ω = ω. Hence
Zc(τ)CIP2 =
∑
n
exp
(
−iπτn2
)
. (4.31)
Notice that this is only invariant under τ → τ+2. To discover the behaviour
of Zc(τ)CIP2 under τ → 1/τ we use a small trick. We rewrite Zc(τ)CIP2 as
∑
n∈Z
exp
(
−iπτn2
)
=
∑
m∈Z
∫ ∞
−∞
dy exp
(
−iπy2τ + 2πiym
)
(4.32)
and the equality holds because the sum over m will give zero unless y is an
integer. Now we can integrate out y to obtain
Zc(τ)CIP2 =
1√
iτ
Zc(−1
τ
)CIP2 (4.33)
which tells us that Zc(τ)CIP2 is a modular form of degree (0, 1/2).
• X = CIP2
The only difference between CIP2 and CIP
2
is an reversal of orientation, so
that in this case ∗ω = −ω, and
Zc(τ)CIP2 =
∑
n
exp
(
−iπτn2
)
. (4.34)
This is a modular form of degree (1/2, 0).
• X = S2 × S2
From our previous discussion we know that FA = 2πn
1ω1 + 2πn
2ω2. The
only thing we need to specify is the metric ∗. We do this by setting
∗ ω1 = R2ω2 , ∗ω2 = 1
R2
ω1 , (4.35)
which satisfies ∗2 = 1. Zc for such configurations is
Zc(τ)S2×S2 =
∑
n1,n2
exp
(
−iπ
2
τ(n1R− n2
R
)2 + i
π
2
τ (n1R +
n2
R
)2
)
(4.36)
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which has a form familiar from the study of the R → 1/R symmetry in
string theory for a boson compactified on a circle of radius R (what the
partition function lacks are the propagating modes).
At this point there are various lines of investigation available. One is to estab-
lish the τ dependence of Zq; see [38]. On the other hand the similarity between the
partition functions obtained here and those of string theory lead one in another
direction [35]. Instead we turn to a topological field theory.
4.3 Abelian Instantons
One may wonder what the space of solutions to the Abelian instanton equation
is. We would like to solve
F+µν = 0 . (4.37)
We know that, by the Bianchi identity, dF = 0, and as F = ∗F this also implies
d∗F = 0, or that F ∈ H2(X, IR). Actually, as the flux of the gauge field through
any two-surface is quantized, (F/2π) ∈ H2(X,ZZ). If F is a solution to (4.37)
then (F/2π) ∈ H2−(X, IR).
One important observation is that the space of solutions is metric dependent.
Indeed on any 4-manifold X with b+2 > 0, after a small perturbation of the metric,
there are no Abelian instantons except flat ones (so that if X is simply connected
as well the only solution to (4.37) is the trivial gauge field Aµ = 0). The reason
for this is that, as we have seen, F must lie on a lattice, however it also lives in
H2−(X, IR), which will generically lie off the lattice.
To see how this could be so consider S2 × S2 with the two generators of
H2(X,ZZ) described previously, b+2 = b
−
2 = 1. The metric was taken to satisfy
∗ ω1 = ω2 , ∗ω2 = ω1, (4.38)
so that ∗2 = 1. In this case any ω ∈ H2(S2 × S2,ZZ) can be expressed as
ω = n1ω1 + n2ω2
=
n1 + n2
2
ω+ +
n1 − n2
2
ω−, (4.39)
where ω± = (ω1±ω2) are the generators ofH2±(S2×S2, IR). From these expressions
one sees that H2− intersects the lattice at n1 = −n2. This is displayed by the solid
lines in figure 4.
Figure 4
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Now we are going to perturb the metric a little. Let
∗ ω1 = λω2 , ∗ω2 = 1
λ
ω1, (4.40)
where λ can be close to unity. With this metric the self-dual anti-self dual basis
is
ω± = ω1 ± λω2, (4.41)
and evidently H2(S2 × S2,ZZ) ∩ H2−(S2 × S2, IR) = (0, 0). The situation is sum-
marised in figure 4 by the dashed lines.
Consequently, for a generic metric, the only Abelian instantons are flat con-
nections. On S2×S2 there are no flat connections so generically the moduli space
is empty. We are also furnished with an example of how one cannot avoid a jump
in the dimension of the moduli space along a one parameter family of metrics
on X when b+2 = 1. λ parameterizes the relative volume of the two spheres. If
one follows a path in the space of metrics with λ > 1 to 1 > λ then one cannot
avoid passing through λ = 1 at which point there are solutions to self dual equa-
tions. This is a persistent problem for both Donaldson theory and Seiberg-Witten
theory.
The argument above breaks down if b+2 = 0 as then H
2
−(X, IR) is the entire
vector space (so, in particular, the lattice lives there). For simply connected X ,
this can only happen if χ = 2− σ. One manifold for which this equality holds is
CIP
2
. In this case b2 = b
−
2 = 1.
Moduli Space
The moduli space of Abelian instantons is taken to be the space of solutions to
the instanton equation modulo gauge transformations. When Abelian instantons
exist it is not difficult to describe the moduli space. We may as well demand that
b+2 (X) = 0, then any Abelian instanton is described by
FA = 2πni[Σi] + da (4.42)
where d ∗ da = 0 (as d ∗ FA = 0). We also must fix the gauge, so we do this by
demanding d ∗ a = 0.
The restriction that d ∗ da = 0 implies∫
X
ad ∗ da = 0⇒
∫
X
da ∗ da = 0⇒ da = 0. (4.43)
The last equality follows on noting that ||ω|| = ∫ ω ∗ ω ≥ 0, is a norm. We now
have the conditions that da = d∗a = 0 or that a ∈ H1(X, IR). The gauge invariant
description of the points in the moduli space is to consider
∫
γi
a.
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Actually this is not quite the end of the story as there are large gauge transfor-
mations to take into account. Roughly these arise as follows: a gauge transforma-
tion can be thought of as a map g : X → U(1), these maps fall into different classes
because we can map the different 1-cycles non-trivially into U(1). For example,
consider a non-trivial one cycle γ with coordinates 0 < σ ≤ 2π, then one has non-
trivial maps g = exp (inσ). Under such a gauge transformation a → a + g−1idg
one finds that
∫
γ a →
∫
γ a + 2πm so that these points of the moduli space are
defined up to periodicity, they lie on a torus. In general one has that the moduli
space is indeed the torus (the Jacobian of X)
H1(X, IR)/H1(X,ZZ). (4.44)
This is the moduli space for fixed first Chern number.
4.4 Topological Field Theory for Abelian Instantons
We will now construct a topological model for Abelian instantons. Even though
in general they do not exist we will take the topology to be on our side, namely,
we will work with manifolds for which b+2 = 0.
The fields that we will need are: the gauge field Aµ, its super partner ψµ
(Grassmann odd), and a scalar field φ on the one hand (these encode the geometry)
while on the other hand one needs a self dual tensor field B+µν , its super partner
χµν (also self dual but Grassmann odd) and a pair of scalar super partners φ¯ and
η (the first Grassmann even the second odd). All the fields are matched except
φ (but its superpartner is the ghost field that one gets on gauge fixing Aµ, and
which I have suppressed).
The transformation rules are
QAµ = ψµ , Qψµ = ∂µφ , Qφ = 0 ,
Qχ+µν = B
+
µν , QB
+
µν = 0 ,
Qφ¯ = η , Qη = 0 .
(4.45)
Notice that Q2 = Lφ, where Lφ acts on the fields as a gauge transformation. This
means that, even though Q2 6= 0 acting on a gauge invariant function it will give
zero. With this in mind we take the following as our action on any four-manifold
X ,
S = {Q,
∫
X
χ+FA + φ¯d ∗ ψ}
=
∫
X
(
B+FA − χ+dψ + ηd ∗ ψ + φ¯d ∗ dφ
)
. (4.46)
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This action is inadequate because of the presence of zero modes. Clearly there
is one zero mode for each of φ, φ¯, and η (the constant mode; b0 = 1 on any
manifold). There are also b1 zero modes each for A and ψ, while there are b
+
2 zero
modes for B+ and for χ+. We fix on a manifold with b+2 = 0, so that we need not
worry about zero for either B+ or χ+. We can, by hand, simply declare the zero
modes of φ and η to be zero. One may also declare that the zero modes of φ and
the Faddeev-Popv ghost field are also zero (though this is less natural). One can
do this in a BRST invariant manner [7]. We also do not have to worry about the
zero modes of the gauge field since they lie naturally on a torus and integrating
over them will give some finite factor. We are left with the zero modes of ψ to
worry about. However, we can soak these up by inserting operators of the form∫
γ ψ into the path integral, where γ ∈ H1(X, IR). Notice that these are BRST
invariant operators. Everything is now more or less under control-but what does
it mean?
Interpretation
Firstly the B+ integral tells us that we are on the moduli space
F+A = 0, (4.47)
(providing we also gauge fix). The χ+ integral enforces
(1 + ∗)dψ = 0. (4.48)
This equation tells us that ψ is tangent to the moduli space. To see this we
note that if A is an abelian instanton and A + δA is also an abelian instanton
then (FA − FA+δA)+ = 0 and consequently (1 + ∗)dδA = 0, which is the equation
satisfied by ψ. From a geometrical point of view such a δA would correspond to a
tangent to the moduli space providing we also impose that d ∗ δA = 0. One really
only wants tangents which do not lie in the gauge directions and the integral over
η imposes that ψ has no components in that direction, i.e.
d ∗ ψ = 0. (4.49)
Indeed as ψ is Grassmann odd it is most naturally thought of as a one-form
on the moduli space, and Q then has the interpretation of being the exterior
derivative onM. How many such ψ are there? We can answer this with a simple
‘squaring’ argument. From (4.48), using the same argument as above for the gauge
field, we can conclude that
0 =
∫
X
dψ(1− ∗)dψ =
∫
X
dψ ∗ dψ ⇒ dψ = 0. (4.50)
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Taken together with (4.49) this equation implies that ψ is harmonic. We can
expand ψ = λi[γi] for λ
i Grassmann parameters and [γi] a basis for H
1(X, IR).
The ψ probe the tangent space to the torus and there are as many of them as the
dimension of the torus.
Relationship with Maxwell Theory
To make some contact with Maxwell theory we note that we can write the
action (4.1) as
S =
2
g2
∫
X
F+A F
+
A + i
τ
4π
∫
X
FAFA. (4.51)
An equivalent theory is thus obtained on using
i
2
g2
∫
X
B+FA +
1
2
∫
X
B+B+ + i
τ
4π
∫
X
FAFA (4.52)
as the action. There is a relationship between topological theories and physical
theories that comes about by ‘twisting’. This will be described in the next section,
but one part of the relationship that we need is that the actions of the topological
and physical theories are, at first, equivalent. This means that what we really
wish to consider as the action of the topological theory is not just (4.46), but
rather (4.52). This differs from the bosonic part of (4.46) by a topological piece,
the theta term, and by a BRST trivial piece B2+,∫
X
{Q, χ+B+} = B+B+. (4.53)
One can, therefore, use (4.52) as the bosonic part of the topological action and
maintain topological invariance. Our general arguments tell us that, in principle,
the addition of B2+ does not change the results.
The upshot of this is that one calculates, within the topological theory
〈exp
(
−i τ
4π
∫
X
FAFA
)(∏
i
∮
γi
ψ
)
〉. (4.54)
This automatically gives us
Z(τ)top ∼
∑
ni
exp
(
−iπτniQijnj
)
. (4.55)
5 Donaldson Theory
Donaldsons original motivation for studying the moduli space of instantons over
a compact closed and simply connected four manifold X was to get a handle on
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the possible differentiable structures that one could place on X . The dimension
of the moduli space of instantons, for SU(2), is
dimM = 8c2 − 3
2
(χ+ σ)
= 8c2 − 3(1− b1 + b+2 ). (5.1)
For c2 = 1 and b1 = b
+
2 = 0 the formal dimension is dimM = 5. The space is
depicted in figure 5.
Figure 5
The sharp ends are the reducible connections. These are self-dual connections
for which the gauge group does not act freely. That is there are non-trivial solu-
tions to dAφ = 0. This happens precisely when A is an Abelian connection living,
say, in the 3 direction of su(2) and φ constant also lying in the 3 direction. We
saw before that we could avoid Abelian instantons except when b+2 = 0. Of course
not all self dual Abelian gauge fields are allowed, they must satisfy
1 =
−1
8π2
∫
X
trFAFA
= −
∫
X
FA
2π
FA
2π
(5.2)
the notation being that in the first line one is dealing with the su(2) matrix

 FA 0
0 −FA

 . (5.3)
How many solutions are there? The answer is 2b2. As H
2 = H2− we have for a
basis [Σi] of H
2(X,ZZ) ∫
X
[Σi] ∗ [Σj ] = Gij (5.4)
but to simplify life a little suppose Gij = δij . As the [Σi] are all anti self-dual
∗[Σi] = −[Σi] we obtain ∫
X
[Σi][Σj ] = −δij . (5.5)
One expands FA = 2πni[Σ
i] and so the constraint becomes nin
i = 1. All vectors
of the form (0, . . . ,±1, . . . , 0) satisfy this and in a vector space of dimension b2
there are 2b2 such vectors. When Gij 6= δij one comes to the same counting, by
diagonalising G (recall that it is a symmetric and non-degenerate matrix).
It is possible to show that the conical singularities, look like cones on CIP2 and
so one can ‘smooth’ things out by replacing the singularities with copies of CIP2.
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The other end of the moduli space is a copy of the original manifold X . Recall
that SU(2) instantons on IR4 (or S4) are parameterized by their position and their
scale. This is also true on a compact manifold (thanks to some work of Taubes).
When one shrinks the scale down to zero (almost) they are parameterized only
by their position on X . Saying that backwards: X parameterizes the zero size
instantons and hence appears at the end of the moduli space.
It takes a lot of analysis, but one can show that the space one finally obtains
is a smooth, orientable five manifold with a boundary, on one side that is X and
on the other, is made up of copies of CIP2 thus giving one a useful ‘cobordism’.
Using this relationship between the various spaces, one can, for example, prove
that if Q 6= 0 and Q(Σ,Σ) 6= 1, ∀[Σ] ∈ H2(X,ZZ) then X is not smoothable!
All of this was the original motivation. Later Donaldson realized that one could
work with all sorts of instanton moduli spaces (of various dimensions). One could
then define cohomology classes on those spaces which, under good conditions,
would be ‘topological’ invariants that one could associate with the underlying
manifold X .
To see what these invariants distinguish we go back to the intersection form
Q. For a simply connected, connected, closed, compact and smooth four-manifold
X, Q, determines the signature τ(X) (as the signature of the matrix), the Euler
character χ(X), wether X is a spin manifold (as we saw in our study of Maxwell
theory) and even if X admits an almost complex structure! In a sense Q, encodes
all of the classical invariants of a manifold. The topological question of relevance is:
If someone hands you a Q have they given you a particular four-manifold? The
answer is an emphatic no! There are many different four-manifolds all sharing
the same Q. The Donaldson invariants, or cohomology classes, can distinguish
between manifolds which share the same intersection form and so are nothing like
any of the classical invariants.
It turns out that Wittens topological field theory gives a ready description of
these classes and so we turn to that.
5.1 Topological Field Theory of M
I will be very brief in my description here. A proper job would require us to go
into details that are not crucial to the present discussion and so I would refer the
reader to [4] for a more detailed account.
In order to write down an action that devolves to an integral over the moduli
space of instantons we adopt the same field content as in the U(1) case, except
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the fields all take values in the adjoint representation. In a nutshell
QA = ψ Qψ = dAφ
Qχ+ = B+ QB+ = [χ+, φ]
Qφ = η Qη = [φ, φ]
Qφ = 0
(5.6)
with Q2 = Lφ. We can now write down the action
S =
∫
X
{Q,
(
χ+FA +
s
2
χ+B+ + tφdA ∗ ψ
)
+ uη ∗ [φ, f ]}
=
∫
X
(
B+F+ − χ+dAψ + s
2
B+B+ − s
2
χ+[χ+, φ] + tηdA ∗ ψ
+tφdA ∗ dAφ+ tφ{ψ, ∗ψ}+ u[φ, φ] ∗ [f, φ]− uη ∗ [η, φ]
)
. (5.7)
When one takes s = 0, we have delta function support on the moduli-space of
instantons. It can happen that one needs to thicken things out, and keep s 6= 0
until the end of the calculation, especially if there are B+ zero modes. However,
as long as everything remains well defined, we can vary the parameters s, t and u
at will.
5.2 Observables
The observables of the theory can be obtained by the descent equation
(Q− d) Tr (FA + ψ + φ)n = 0. (5.8)
Keeping track of the degree of the forms and their Grassmann numbers allows us
to derive some useful identities. For example
QTrφ2(x) = 0 (5.9)
tells us that O0(x) = Trφ2(x) is a good observable (BRST invariant), while
dTrφ2(x) = {Q,Trψ(x)φ(x)} (5.10)
tells us that in BRST invariant correlation functions, one can prove that the
correlation function does not depend on the point x at which on places Trφ2, as
behoves a topological observable!
We can construct another set of BRST invariant states by integrating Trψφ
over one-cycles γi ∈ H1(X, IR) (as one can check by using (5.10),
QTr
∫
γi
ψφ = 0. (5.11)
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In order to establish that these observables depend on on the homology class and
not on the representative we need yet another useful identity namely
dTrψφ = {Q,Tr (FAφ+ ψψ)}. (5.12)
Using this one has
Tr
∫
γi+∂σi
ψφ− Tr
∫
γi
ψφ =
∫
∂σi
Tr(ψφ)
=
∫
σi
dTr(ψφ)
= {Q,
∫
σi
Tr (FAφ+ ψψ)}. (5.13)
Hence O1(γa) = ∫γa Tr(ψφ) is a topological observable.
One can show that
O2(Σi) =
∫
Σi
Tr (FAφ+ ψψ) (5.14)
is BRST invariant, and I leave it as an exercise to show that it only depends on
the class of Σi ∈ H2(X,ZZ).
The observables, Oi, we have thus constructed can be thought of as (4−i) forms
on the moduli space. This interpretation is natural, since ψ is to be thought of as a
one-form onM and Q is exterior differentiation, so a glance at the transformation
rules will convince the reader that φ must be a two-form on the moduli space. The
expectation value of products of the observables will therefore correspond to the
integration overM of products of elements of the (4−i) cohomology classes. This
means that what we would be doing, if we could do the calculations, is intersection
theory on the moduli space.
The formalism has been around for some time, but nobody had managed
to perform any calculations with it. Witten [40], turned the calculation of the
Donaldson polynomials into a problem of calculating the correlation functions of
the Oi in N = 1 supersymmetric Yang-Mills theory. By exploiting various fea-
tures of the physical theory Witten was able to get formulae for the invariants on
any Ka¨hler four manifold. Turning the argument around, the purported corre-
spondence between the physical and topological theories puts constraints on the
physical theory! I will not review this work here, however I recommend the read-
ing of it as it stands as the isolated example of the evaluation of the Donaldson
invariants from the physics point of view.
In order to make contact with the monopole equation invariants let me just
note some formulae for manifolds X of simple type. Let
D(λ, v) = 〈exp
(
λO0(x) +∑
i
αiO2(Σi)
)
〉, (5.15)
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where v =
∑
i αi[Σi] with λ and αi complex numbers. Recall the notation v
2 =∑
i,j αiαjQ(Σi,Σj) and for any x ∈ H2(X,ZZ), v.x =
∑
i αiQ(x,Σi). A manifold
X is said to be of simple type, if
∂2D(λ, v)
∂λ2
= 4D(λ, v). (5.16)
A theorem, due to Kronheimer and Mrowka [22], states that for manifolds of
simple type
D(λ, v) = exp
(
v2
2
+ 2λ
)∑
x
nxe
v.x (5.17)
What the Seiberg-Witten invariants will correspond to are the unknowns in
this formula, namely the nx. Rather than pursuing this now, our attention is
directed to the original derivation of the topological theory from N = 2 super-
symmetric Yang-Mills theory.
5.3 Relationship to N = 2 Super Yang-Mills Theory
To establish the relationship between the topological theory and a physical theory
one needs the notion of twisting. It is easiest to start with the N = 2 theory. From
various lectures we have seen that the theory is described by one N = 2 chiral
superfield with components
Aµ
λ1 λ2
ϕ
(5.18)
The action for this theory is
SN=2 =
1
g2
∫
IR4
d4x Tr
(
−1
4
FµνF
µν − iλα˙i σµαα˙Dµλαi −DµϕDµϕ
−1
2
[ϕ, ϕ]2 − i√
2
ϕǫij [λ
αi, λjα] +
1√
2
ϕǫij[λa˙i, λ
α˙
j ]
)
(5.19)
The N = 2 theory has for global symmetry the Lorentz group SU(2)L×SU(2)R
as well as an internal SU(2)I which acts on λ
i = (λ1, λ2), thus exchanging the two
supersymmetries. The quantum numbers of the fields under SU(2)L × SU(2)R ×
SU(2)I are
Aµ :
(
1
2
,
1
2
, 0
)
λ1 :
(
1
2
, 0,
1
2
)
λ2 :
(
0,
1
2
,
1
2
)
ϕ : (0, 0, 0) (5.20)
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Twisting amounts to redefining the Lorentz group to be SU(2)L × SU(2)R′
where SU(2)R′ is the diagonal sum of SU(2)R and SU(2)I . The transformation
of the fields under SU(2)L × SU(2)R′ are
Aµ :
(
1
2
,
1
2
)
λ1 :
(
1
2
,
1
2
)
λ2 : (0, 1)⊕ (0, 0)
ϕ : (0, 0) . (5.21)
We are now in a position to match these fields with those in the topological theory.
The gauge field is of course the same in either theory as is ϕ = (φ, φ). λ1 is now
a vector and is what we called ψµ in the topological theory. λ
2 is now a sum of
a scalar and a self dual two-form and hence corresponds to (χ+, η). Notice that
nothing in sight can be identified with B+; this is no cause for alarm as B+ is a
multiplier field and may be eliminated algebraically.
One can also determine the new weights of the supersymmetry charges. Orig-
inally these were
QIα :
(
1
2
, 0,
1
2
)
Q
I
α˙ :
(
0,
1
2
,
1
2
)
, (5.22)
and after the twisting become (1/2, 1/2) and (0, 0)⊕ (0, 1) respectively. The (0, 0)
component is a scalar supersymmetry charge and is what we have been calling Q.
The charges may be denoted by Qµ, Q
+
µν and Q.
A comparison of (5.7) and (5.19) with the identifications of the fields that
we have made shows that all of the terms in (5.19), after twisting, generate the
elements of the action (5.7).
Remarks
• The topological action (5.7) with arbitrary parameters s and t is only guar-
anteed to be invariant under Q. For special values of these parameters the
theory may enjoy more symmetry.
• One can twist the N = 2 action and this will correspond to (5.7), for certain
values of s and t, up to theta terms.
• The N = 2 action in twisted from will be invariant under Qµ, Q+µν and Q.
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5.4 Relationship with the Monopole Equations
Donaldson theory, as described above, is related to N = 2 super Yang-Mills the-
ory. Indeed the usual way to relate the correlation functions in the field theory
to the Donaldson invariants is at weak coupling in the ultraviolet. This corre-
sponds to u ∼ ∞ in the quantum moduli space, as explained in the lectures of
Alvarez-Gaume. The beauty of the topological theory is that it is coupling con-
stant independent and so if one could also evaluate the physical theory at strong
coupling (in the infrared) one would get a different, though, equivalent, description
of the Donaldson invariants.
Seiberg and Witten [30] found that the infrared limit of the N = 2 theory
in the infrared is equivalent to a weakly coupled theory of Abelian gauge fields
coupled to ‘monopoles’. In the u plane this region corresponds to the vicinity
of the points |u| = 1. Away from these points only the Abelian gauge field is
massless while at the degeneration points u = ±1, the monopoles also become
massless.
As the theory is weakly coupled at |u| = 1, one is tempted to twist the physical
theory at those points to get a different description of the Donaldson polynomials.
At those points there is the photon plus an N = 2 hypermultiplet (also called a
scalar multiplet) of two Weyl fermions, q and q˜† and complex bosons, massless
‘monopoles’, B and B˜†. We put them into a diamond:
q
B B˜†
q˜†
. (5.23)
Once more the SU(2)I symmetry acts on the rows and thus non-trivially only
on (B, B˜†). If we twist, q and q˜† remain Weyl spinors, however, B and B˜†
transform as (0, 1/2), that is, as spinors.
The theory, before twisting, is made up of the Abelian version of (5.19) plus
the N = 2 matter action for the fields (q, q˜†, B, B˜†). A part of the bosonic matter
action is ∫
IR4
(
DµBiD
µBi +
1
2
(BiB
i)2 + . . .
)
. (5.24)
To write down the corresponding topological action, we just need to twist the
supersymmetric action which leads to∫
X
√
g
(
1
2
F 2+ + g
µνDµM.DνM +
1
2
(MM)2 +
R
4
MM + . . .
)
≡
∫
X
(
1
2
(F+µν +
i
2
MσµνM)
2 +D/MD/M + . . .
)
. (5.25)
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The notation will be explained in the next section, and the equivalence will follow
from the Weitzenboch formula derived presently. Note that M is the spinor that
B has been twisted to.
This is one way to do it, but we could also start from the monopole equations,
the absolute minima of the action above (see the next section), and apply the
formalism developed at the start of these lectures and follow our noses. This is a
very straightforward exercise, which I shall not do, if you try it and get stuck see
[13]
The above discussion needs to be re-assessed on a compact manifold. Though
heuristically correct a more detailed analysis is required to show that on a compact
manifold the monopole equations arise from the twisted N = 2 theory. Arguments
in favour of this have been presented by Witten [39]. Regardless of the deriva-
tion one can simply take the monopole equations as given and then ask what
implications they have for the study of four-manifolds.
6 Seiberg-Witten Theory
This section is longish as I have tried to give a rather complete treatment of the
various pieces that go into the analysis of the Seiberg-Witten equations. As we
go along I will make some comments on the dimensionally reduced version of the
equations in footnotes. The interest in the lower dimensional case stems from the
fact that the dimensionally reduced Donaldson theory gives topological invariants
for lower dimensional manifolds. The one of prime interest is three dimensions,
where the equivalent of the Donaldson theory calculates the Casson invariant. One
would like to know what the relationship between the (reduction of the) equations
that we are about to study and the Casson invariant, if any, is.
The equations4 that we will be studying in this section are
F+µν = −
i
2
MσµνM ,
γµDµM = 0 (6.1)
where Mα is a Weyl spinor, satisfying γ5M =M , Mα its complex conjugate. The
gamma matrices satisfy {γµ, γν} = 2gµν and σµν = 12 [γµ, γν]. In order to define the
covariant derivative of a spinor on an arbitrary 4-manifold we need to introduce
4In three dimensions the first equation reads Fµν =
1
2
ǫµνλMγ
λM , while in two dimensions a
natural analogue is Fµν =
1
2
ǫµνMM .
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a spin connection ωabµ with this in hand one has
Dµ = ∂µ + iAµ +
1
4
ωabµ σab . (6.2)
A complete set of conventions for γ-matrices, spinors, the spin connection and
vierbeins is given in the appendix.
There are a few points that we ought to check about these equations. Firstly
the i factor on the right hand side of the first equation in (6.1) is needed as the
gauge field Aµ is taken to be real. Secondly, as the self dual part of Fµν appears
on the left hand side, only the self dual part should appear on the right hand side.
This is indeed the case. With our definitions
σµνγ5 =
1
2
ǫ κλµν σκλ (6.3)
so that,
MσµνM =
1
2
ǫ κλµν MσκλM
=
1
2
(
δκµδ
λ
ν +
1
2
ǫ κλµν
)
MσκλM (6.4)
which is self dual5.
The sign on the right hand side of the first equation in (6.1) is important as
well. We will see, shortly, that with this choice of sign strong restrictions can be
placed on the solution set6.
Our main objective is to analyse these equations in more detail and to see
what they imply for 4-manifolds, but first a digression.
6.1 Spin and SpinC Structures
There is a (would be) catch to writing down these equations. The bad news is
that on many manifolds there are topological obstructions to defining spinors.
The good news is that spinors can be defined on any smooth compact orientable
4-manifold if they are coupled to gauge fields that satisfy a certain restriction.
We will firstly review the obstructions and then proceed to the coupling to gauge
fields.
To see that there is indeed a problem, consider the index of the Dirac operator
on X . The index counts the number of left-handed minus the number of right-
5Had we changed the sign of γ5 we would have found this combination to be anti-self dual
6One can flip the sign if one takes M to have opposite charge, ie. M ∈ Γ(S+ ⊗ L−1).
41
handed solutions to the Dirac equation, and is therefore an integer. The Atiyah-
Hirzebruch-Singer index theorem gives us a topological formula for the index,
namely
Indexγµ∇µ = −τ(X)
8
. (6.5)
If the right hand side is to be an integer then the signature of X must be divisible
by 8. If it is not divisible by 8 then the assumption that we had spinors in the
first place is in fact not correct. The standard example of a manifold that does
not admit spinors is CIP2 [21]. The second Betti number for CIP2 is b2 = b
+
2 = 1
and hence τ(CIP2) = 1, so that CIP2 is not spin. This conclusion is consistent
with the theorem that for a simply connected X the intersection form must be
even for X to admit a spin structure.
A way of getting around the problem is to introduce a spinC structure. This
is nothing mysterious, it means that we couple a U(1) gauge field to the spinor,
that is, we consider now charged spinors. The index in this case reads
Index(γµDµ) = −τ(X)
8
+
1
2
c1(L)
2. (6.6)
Suppose that we choose the line-bundle L so that the extra term cancels the
offending fraction. For example, on CIP2 we take
c1(L) =
FA
2π
= (n +
1
2
)ω (6.7)
so that
1
2
c1(L)
2 =
n
2
(n+ 1) +
1
8
. (6.8)
Now the index of the Dirac operator is an integer
Index(γµDµ) =
n
2
(n+ 1). (6.9)
Of course such U(1) bundles are not defined, but then neither are the spinor
bundles. What we have here is a coherent cancellation of the obstructions to
defining both bundles so that the product makes sense. Let me reiterate this, S+
and L do not make sense as bundles, however, the product S+⊗L is an eminently
reasonable bundle to consider. There are different possibilities for making the
product well defined, so that, in principle we should sum over all possible spinC
structures. However, as we will sum over all possible U(1) bundles we are essen-
tially summing over the possible spinC structures. From now on, when X is not
spin we understand that it is equipped with a spinC structure.
For the reader who would like to know more about the obstructions to spinors
and the existence of spinC I would recommend the reading of [20] chapter 12, [21]
and for the more mathematically minded [24], in that order.
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6.2 The Invariant
The Dimension of M
Let (A,M) be a solution to the monopole equations. We want to use an index
calculation to estimate the dimension of the moduli space of solutions. For (A +
δA,M + δM) to be a nearby solution we require
(dδA)+ = − i
2
δM.σ.M − i
2
M.σ.δM (6.10)
and
γµDµδM + γ
µδAµM = 0 (6.11)
to hold. The number of linearly independent (δA, δM) tells us the dimension of
the moduli space. It is often possible to show that the answer for the index of an
operator does not depend on the coefficients that appear in it. In our case this
means that we will search for solutions around M = 0. (We cannot set A = 0 as
that will change the bundle we are sitting on). So we wish to count solutions to
(dδA)+ = 0 , d ∗ δA = 0 , γµDµδM = 0 . (6.12)
Notice that we have gauge fixed.
It is useful to define an elliptic operator T by
T : Ω1(X)⊕ (S+ ⊗ L)→ Ω0(X)⊕ Ω2+(X)⊕ (S− ⊗ L)
T : (δA, δM) 7→ (∗d ∗ δA, (dδA)+, D/ δM) . (6.13)
We calculate the index of T (this is insensitive to us setting M = 0). This is
straightforward to do, for T splits up into the sum of the index of the operator
d+ ∗d∗, acting on self dual two forms, and on the Dirac operator from S+⊗L to
S− ⊗ L.
The virtual dimension is, therefore
d = −2χ(X) + 3τ(X)
4
+ c1(L)
2 . (6.14)
When 0 > d there are generically no solutions to the monopole equations. More
interesting for us is when d = 0. Let x = −c1(L2) = −2c1(L), then d vanishes
precisely when
x2 = 2χ(X) + 3τ(X) . (6.15)
Generically, when x satisfies x2 = 2χ(X)+3τ(X), there will be a set of tx isolated
solutions to the monopole equations (up to gauge transformations). Label these
points by Pi,x, i = 1, . . . tx. We can now define
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The Seiberg-Witten Invariant
Fix an x that satisfies (6.15) and to each Pi,x associate a sign ǫi,x = ±1- the
sign of the determinant of T . Our discussion of the Euler character of a Riemann
surface has prepared us for the following definition. The Witten invariant, nx, is
the integer
nx =
∑
i
ǫi,x . (6.16)
Perturbations
We have seen that the formal dimension of the moduli space is
d =
1
4
(2χ(X) + 3τ(X)) + c1(L).c1(L) . (6.17)
In these notes we will be interested in the case where d = 0. However, this is
the vanishing of the formal dimension. What we would really like is to have that
the formal and true dimension of M coincide. To achieve this one may have to
perturb the equations. We do this by passing to
F+µν = −
i
2
MσµνM + pµν ,
D/M = 0 , (6.18)
with p some real self-dual two form. Here is a nice fact due to Taubes.
Fact [32]: Let X be a compact, oriented, 4-manifold with b+2 ≥ 1 and with a
symplectic two form ω, then the space of solutions to (6.18), M(p), will be a
smooth manifold for a generic choice of p with dimension (6.17).
In this situation we are in the same position as we were for the calculation of
the Euler character previously. When d = 0, for a judicious, though generic, p,
and with b+2 > 1,M(p) is a finite union of signed points and the Witten invariant
is the sum over these points of the corresponding ±1’s.
When we come to considering Ka¨hler surfaces one can be very explicit about
the perturbation. Indeed, following Witten, we will give a thorough description
of the perturbed moduli space.
6.3 Bochner-Kodaira-Lichnerowicz-Weitzenbo¨ck Formula
Given a set of first order equations, like the monopole equations, there is a
technique for extracting some very useful information. The idea goes back to
Weitzenbo¨ck, but was used most effectively by Bochner. In the context of the
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Dirac equation, it was Lichnerowicz who first derived that there are no harmonic
spinors on a compact closed spin manifold whose scalar curvature is positive defi-
nite, using this technique [25]. In the complex domain, Kodaira has also put this
idea to good use. For reasons that will become apparent shortly, I will simply
refer to this as the squaring argument. Before getting to that we need an identity,
namely (see the appendix for some more details)
D/ 2A = γ
µγνDµDν
=
(
1
2
{γµ, γν}+ 1
2
[γµ, γν ]
)
DµDν
= DµDµ +
1
2
σµν [Dµ, Dν ]
= DµDµ +
1
2
σµνFµν − R
4
. (6.19)
This formula holds irrespective of the dimension of the space that we are working
on.
Now onto the squaring argument. Let
sµν = F
+
µν +
i
2
MσµνM k
α = (D/M)α , (6.20)
and using the above formula we have
∫
X
d4x
√
g
(
1
2
|s|2 + |k|2
)
≡
∫
X
d4x
√
g
(
1
2
gµκgνλsµνsκλ + kαk
α
)
= 0 . (6.21)
The aim is to cast this identity into a useful form. In order to do this we look at
the separate parts that appear and simplify them.
Notice that∫
X
d4x
√
gD/MD/M = −
∫
X
d4x
√
gMD/D/M
= −
∫
X
d4x
√
gM
(
DµDµ +
i
2
σµνFµν − R
4
)
M
= −
∫
X
d4x
√
gM
(
DµDµ +
i
2
σµνF+µν −
R
4
)
M , (6.22)
the last line follows as we know the combination MσM is self dual.
One more relationship that we need is by way of a Fierz identity,
δαβ δ
γ
ǫ =
1
4
(
δαǫ δ
γ
β + (γµ)
α
ǫ(γ
µ)γβ + (γ5)
α
ǫ(γ5)
γ
β
−1
2
(σµν)
α
ǫ(σ
µν)γβ − (γµγ5)αǫ(γµγ5)γβ
)
. (6.23)
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Multiply this equation with MαMγM
β
M
ǫ
and recall that the spinor M is Weyl
to obtain
− 1
8
MσµνMMσ
µνM =
1
2
(
MM
)2
. (6.24)
Putting all the pieces together, one arrives at7
∫
X
d4x
√
g
(
1
2
|s|2 + |k|2
)
=
∫
X
d4x
√
g
(
1
2
|F+|2 + gµνDµM.DνM + 1
2
|M |4 + 1
4
R|M |2
)
. (6.25)
Notice that the cross terms, F+MσM , which are present in both |s|2 and |k|2
cancel in the sum. This is why the sign in the first of (6.1) is important.
One recognizes (6.25) as part of the twisted monopole action (5.25). As it is
the sum of squares, the absolute minimum of the twisted monopole action will
be where the monopole equations are satisfied. It is no surprise then that the
topological theory that one gets on twisting the N = 2 model in the infrared is
the “right” one.
6.4 Vanishing Theorems
The vanishing of (6.25) puts some constraints on the solution set of (6.1). For
example, if there is a metric on X for which R > 0 then all the terms in (6.25)
are positive and so they must individually vanish. In particular this implies that
M = 0 and F+µν = 0. This is a ‘vanishing’ theorem.
Even when the scalar curvature is not positive the squaring argument puts
strong constraints on the solution set. As
∫
X
d4x
√
g
1
2
(
|M |2 + 1
4
R
)2
≥ 0 (6.26)
we conclude that∫
X
d4x
√
g
(
1
2
|M |4 + 1
4
R|M |2
)
≥ − 1
32
∫
X
d4x
√
gR2 . (6.27)
Now, re-write (6.25) as
∫
X
d4x
√
g
(
1
2
|F+|2 + |DM |2
)
= −
∫
X
d4x
√
g
(
1
2
|M |4 + 1
4
R|M |2
)
, (6.28)
7The formula is almost the same for the two and three dimensional theories. One replaces F+
with F and rather than 1
2
|M |4 one has 1
4
|M |4. Some of the easier consequences of the vanishing
theorems also follow in these cases.
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which yields an inequality
∫
X
d4x
√
g|F+|2 ≤ −
∫
X
d4x
√
g
(
1
2
|M |4 + 1
4
R|M |2
)
. (6.29)
Combining the two inequalities yields
∫
X
d4x
√
g
1
2
|F+|2 ≤ 1
16
∫
X
d4x
√
gR2 . (6.30)
The line bundle in question, L, satisfies c1(L)
2 = (2χ(X) + 3τ(X))/4, but we
can also express this as
c1(L)
2 =
1
(2π)2
∫
X
F 2 =
1
(2π)2
∫
X
√
g
(
|F+|2 − |F−|2
)
. (6.31)
When the dimension of the moduli space vanishes the bound on F+ also places a
bound on F−,
∫
X
d4x
√
g|F−|2 ≤ 1
16
∫
X
d4x
√
gR2 − π2(2χ(X) + 3τ(X)). (6.32)
This places a bound on the number of x’s that will lead to a zero dimensional
moduli space. Hence, associated to every four manifold, there will only be a finite
number of invariants nx. One can also read the inequality as a condition on the
underlying four manifold, namely there will be a zero dimensional moduli space
only if
1
(4π)2
∫
X
d4
√
gR2 ≥ 2χ(X) + 3τ(X). (6.33)
6.5 Ka¨hler Manifolds
When X is a Ka¨hler manifold we may decompose the components ofM according
to
Ω+ = ω.Ω
0 ⊕ Ω(2,0) ⊕ Ω(0,2)
Let us choose our complex co-ordinates on IR4 to be z1 = x1+ix2, z2 = x3+ix4.
The (2, 0) and the (0, 2) forms are spanned by
dz1dz2 =
(
dx1dx3 − dx2dx4
)
+ i
(
dx1dx4 + dx2dx3
)
dz¯1dz¯2 =
(
dx1dx3 − dx2dx4
)
− i
(
dx1dx4 + dx2dx3
)
(6.34)
The symplectic two form, ω can be taken to be
ω =
i
2
dz1dz¯1 +
i
2
dz2dz¯2 = dx1dx2 + dx3dx4 . (6.35)
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Self dual two forms Φ satisfy
Φαβ =
1
2
ǫαβµνΦ
µν , (6.36)
so that
Φ = 2Φ12
(
dx1dx2 + dx3dx4
)
+ 2Φ13
(
dx1dx3 − dx2dx4
)
+ 2Φ14
(
dx1dx4 − dx2dx3
)
= 2Φ12ω + (Φ13 − iΦ14) dz1dz2 + (Φ13 + iΦ14) dz¯1dz¯2 . (6.37)
From this we see that we may decompose the space of self dual two forms, Ω+,
as ωΩ(0,0) ⊕ Ω(2,0) ⊕ Ω(0,2). This decomposition holds on any Ka¨hler surface.
(K1/2 ⊗ L)⊕ (K−1/2 ⊗ L)
Not only does one have a nice decomposition of two forms on a Ka¨hler surface
but there is also a nice decomposition of the charged spinors when X is spin.
Indeed S+⊗L ∼= (K1/2⊗L)⊕ (K−1/2⊗L), where K is the canonical bundle8 and
K1/2 is some square root. When X is not spin, then (K1/2 ⊗L) is well defined as
a square root of the line bundle (K ⊗ L2).
The upshot of this discussion is that we may decompose the spinor M into
two components α ∈ (K1/2 ⊗ L) and −iβ ∈ (K−1/2 ⊗ L.
Computations
After these preliminaries we find that the ‘monopole’ equations take on the
following simple form
F (2,0) = αβ
F (1,1)ω = −
ω
2
(
|α|2 − |β|2
)
F (0,2) = αβ . (6.38)
In this notation (6.25) can be rewritten∫
X
d4x
√
g
(
1
2
|s|2 + |k|2
)
=
∫
X
d4x
√
g
(
1
2
|F+|2 + gµνDµαDνα + gµνDµβDνβ
1
2
(|α|2 + |β|2)2 + 1
4
R(|α|2 + |β|2)
)
. (6.39)
We notice that the right hand side has a symmetry
A→ A , α→ α , β → −β . (6.40)
8The canonical line bundle is made up of top degree holomorphic differentials.
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Even though this is not a symmetry of the equations, it does have strong impli-
cations. Firstly, the right hand side of (6.39) has a zero only at a solution of the
monopole equations (as from the left hand side we would require s = k = 0). If
for some β the right hand side is zero then, by the symmetry, it must be also zero
for −β. Thus if (A, α, β) is a solution to the monopole equation so is (A, α,−β).
The situation just described implies that
F (2,0) = αβ = −αβ . (6.41)
We have thus learnt that
0 = F (2,0) = F (0,2) = αβ = αβ . (6.42)
The vanishing of the (0, 2) component of the curvature tells us that the line bundle
L is a holomorphic line. The basic classes x are therefore of type (1, 1) for any
Ka¨hler manifold, which is quite restrictive. The equations (6.42) imply that either
α = 0 or β = 0. We can deduce which of the two is zero by integrating the (1, 1)
part of (6.38),
1
2π
∫
X
ωF = − 1
4π
∫
X
ωω
(
|α|2 − |β|2
)
. (6.43)
The left hand side is the degree of the holomorphic line bundle L, sometimes
denoted by deg(L), which is a topological invariant. When deg(L) = 0, there is
the possibility of having trivial instantons (in this case both α and β must be zero)
and we consider metrics for which this is not possible. Now if deg(L) > 0 we must
have α 6= 0 and β = 0. Hence, the topological data all but fixes the solutions! I
will not describe the geometric meaning of the (1, 1) part of the equations (6.38)
but refer the reader to [39].
The equations for the spinors are
∂Aα− i∂∗Aβ = 0 ,
∂Aβ + i∂A
∗
α = 0 (6.44)
but we will not have need of these.
6.6 Perturbation
For a Ka¨hler manifold the condition b+2 > 1 is equivalent to H
(2,0)(X) 6= 0. In this
case we can take p = η + η, where η is a non-zero holomorphic two-form. Before
perturbing, the first Chern class of the line bundle L was given completely by the
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(1, 1) component of F . The perturbation is chosen so that this remains the case,
namely ∫
X
F (2,0)η =
∫
X
F (0,2)η = 0 . (6.45)
An argument similar to the one that lead to (6.42) yields
0 = F (2,0) = αβ − η . (6.46)
The vanishing of F (0,2) means that we are still in the realm of holomorphic
bundles. The important equation is
αβ = η . (6.47)
Now η ∈ H(2,0)(X) (≡ H0(X,K)), and α and β are holomorphic sections of
K1/2 ⊗ L±1. Let the divisor of η be a union of irreducible components Σi with
multiplicity ri. Then
c1(K) =
∑
i
ri[Σi] , (6.48)
where [Σi] denotes the cohomology class that is Poincare´ dual to the Riemann
surface Σi. As always we take the Σi to span H2(X,ZZ), and consequently [Σi] to
span H2(X,ZZ). The integers ri ≥ 0 as the sections are holomorphic. Likewise as
α is a holomorphic section of K1/2⊗L and β a holomorphic section of K1/2⊗L−1
c1(K
1/2 ⊗ L) = ∑
i
si[Σi]
c1(K
1/2 ⊗ L−1) = ∑
i
ti[Σi] , (6.49)
with 0 ≤ si, and 0 ≤ ti. For line bundles, E and F , c1(E ⊗ F ) = c1(E) + c1(F ).
Set
c1(L) =
∑
i
ui[Σi], (6.50)
where there is no a priori constraint on the sign of the integers ui. Even though
we do not know the sign of the ui we do know that
ti =
1
2
ri − ui ≥ 0 (6.51)
so that ri ≥ 2ui. We also know that
si =
1
2
ri + ui (6.52)
but, because of the bound on the ui, we obtain 0 ≤ si ≤ ri. As we could have run
through the argument with si and ti interchanged we conclude that 0 ≤ ti ≤ ri.
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The basic class is of the form x = −2c1(L) or
x = −∑
i
(2si − ri)[Σi] . (6.53)
With the perturbed moduli space having dimension zero the invariants associ-
ated with monopole moduli spaces of higher dimension vanish. Finally the basic
classes x are of the form (6.53) and satisfy (6.15), i.e. x2 = c1(K)
2. Notice that
on any Ka¨hler surface there are always the classes x = ±c1(K) which happens
only when si = 0 or si=ri, respectively, and so these yield nx = ±1.
The operator that determines the relative signs of the contributions is T that
appeared in the linearisation of the monopole equations (6.13). A consistent choice
of sign comes by giving the sign of det T for each x; just as one needs to give the
sign of detHP (f) for the Euler character at each P . Unfortunately, explaining
how to specify the sign of det T would take us too far afield and I refer the reader
to [39].
6.7 Implications
After all this work, we are in a position to make use of these invariants to learn
something new about four-manifolds.
Using the fact that on Ka¨hler manifolds the Seiberg-Witten invariants are
not zero one can prove that algebraic surfaces do not have decompositions into
connected sums9 with b+2 > 0 on both sides. One proves this by showing that
the Seiberg-Witten invariant must be zero for a connected sum X#Y which each
have b+2 > 0. This is the same line of argument used in Donaldson theory to prove
the same result. The simplification here is that we are dealing with U(1) and not
SO(3).
Consider a metric on X#Y in which X and Y are connected by a long neck
of the form S3 × I, with I an interval of IR. As we stretch the neck out, and
make it longer and longer, any solution of the monopole equations will vanish in
the neck (by the vanishing theorem) since R > 0 on S3. Now one may define a
U(1) action onM by gauge transforming the solutions on Y by a constant gauge
transformation, leaving the fields on X fixed. A fixed point of this U(1) action
would be a solution for which M vanishes on X or on Y . But for generic metrics
on both sides there is no such solution (except with A = 0). Now the dimension
of M is zero and there is no free U(1) action on a set of points unless it is the
9The connected sum X#Y of two manifolds is obtained on removing a four disc from both
X and Y and then glueing them together along their boundary S3.
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empty set. Consequently the invariants for such connected sums must be zero,
which is a contradiction.
Since Wittens paper appeared there has been much activity in the mathematics
community. An old conjecture of Thom has been proved using these invariants
[23]. One should watch the xxx archives for more results!
A Conventions
Gamma matrices (γa)βα are taken to be hermitian and to satisfy
{γa, γb} = 2δab. (A.1)
The definition and properties of γ5 are
γ5 = −
4∏
1
γa , γ25 = 1 , γ
†
5 = γ5 . (A.2)
The matrices σab are given by
σab =
1
2
[γa, γb] , (A.3)
with the flat labels {a} raised and lowered with the kronecker δab. The following
is now easy to check
σabγ5 =
1
2
ǫabcdσ
cd (A.4)
with ǫ1234 = 1.
Spinors carry their labels ‘upstairs’ i.e. Mα. A positive chirality spinor (one
writes M ∈ S+) satisfies
γ α5 βM
β =Mα. (A.5)
The hermitian conjugate of a spinor is (Mα) = Mα. In particular if M ∈ S+ then
as γ5 is hermitian, we have
Mβγ
β
5 α =Mα. (A.6)
One writes M ∈ S−.
B Vierbeins and the Spin Connection
We will recall here some of the basic formula for the coupling of spinors to a
gravitational field. One introduces a vierbein eaµ, where the label a is an internal
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Lorentz label. The gauge field for the internal gauge group SO(4) is called the
spin connection and is denoted by ωabµ .
The covariant derivative is
DµM =
(
∂µ +
1
4
ωabµ σab
)
M . (B.1)
The matrices σab =
1
2
[γa, γb], satisfy the algebra of the Lorentz group, namely
[σab, σcd] = δadσbc − δbdσac + δbcσad − δacσbd . (B.2)
The spin connection is determined from the fact that one requires that the covari-
ant derivative of the vierbein vanishes
Dµe
a
ν = ∂µe
a
ν − Γλµνeaλ + ωaµbebν = 0 (B.3)
With this one calculates that
[Dµ, Dν ] =
(
∂µω
ab
ν − ∂νωabµ + [ωµ, ων ]ab
) 1
4
σab
= Rabµν
1
4
σab . (B.4)
This gives back the definition of the Riemann curvature tensor
A property of the Riemann curvature tensor that will be useful is
Rκλµν +Rνλκµ +Rµλνκ = 0 . (B.5)
Consider
1
2
γµγν [Dµ, Dν ] =
1
8
(∂µων − ∂νωµ + [ωµ, ων ])ab γµγνσab
=
1
8
(∂µων − ∂νωµ + [ωµ, ων ])κλ γµγνγκγλ
=
1
8
Rµνκλγ
µγνγκγλ (B.6)
We can use the identity (B.5)
0 = (Rκλµν +Rνλκµ +Rµλνκ) γ
µγνγκγλ
= Rκλµν [γ
µγνγκ + γκγµγν + γνγκγµ]γλ , (B.7)
and standard γ matrix-ology, such as
γνγκγµ = 2gκµγν − 2gνµγκ + γµγνγκ (B.8)
to write all the products of three gamma matrices in the order γµγνγκ. One may
now deduce that
Rκλµνγ
µγνγκγλ = −2gκµgλνRκλµν = −2R . (B.9)
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