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Using a variable temperature scanning tunneling microscope, we have studied sev-
eral adsorbates on silicon surfaces. We have studied the adsorption characteristics
of H2S on Si(111)-(7×7). H2S adsorbs dissociatively at sub-monolayer coverage,
from 50 to 300 K, with HS bonded to an adatom and H bonded to a rest atom.
The adsorption is site selective and the adsorption site preference is temperature
dependent. At 50 K, the faulted center sites are most favored for adsorption, fol-
lowed by unfaulted center sites, faulted corner sites, and unfaulted corner sites.
As the temperature is increased, the differences between the faulted and unfaulted
halves diminish, but the center sites remain more reactive than the corner sites. We
present an explanation to account for the non-Langmuir kinetics involved in this
system.
We have induced and imaged the dissociation of HS and DS on Si(111)-(7×7).
Individual HS (or DS) fragments can be dissociated with the STM at low temper-
atures without affecting neighboring adsorbates. Near room temperature (297 K)
and above, DS dissociates thermally, with an activation barrier of 0.73 ± 0.15 eV.
The activation barrier was calculated from atomistic studies of the dissociation rates
at temperatures between 297 and 312 K.
We have induced and imaged the dissociation of D2S on Si(100). D2S dissociates
into DS and D below 200 K. Individual DS fragments can be dissociated with the
STM at low temperatures. At 200 K or above, D2S dissociates into S and two
D’s. D2S adsorption affects the surface reconstruction on Si(100), from the buckled
dimer configuration to the dynamically flipping configuration and vice versa.
We have studied the adsorption and STM induced desorption of NO from
Si(111)-(7×7). NO adsorbs preferentially on faulted corner sites, followed by faulted
center sites, unfaulted corner sites and unfaulted center sites. The preference for the
different adsorption sites is independent of temperature and correlates well with the
local density of states at these sites. NO can be desorbed from Si(111) by the STM.
The data suggest the desorption is induced by the electric field under the STM tip.
The threshold positive electric field for desorption of NO is 0.114 ± 0.009 V/A˚.
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Chapter 1
Introduction
Chemical reactions on solid surfaces have spurred scientific research and subsequent
industrial applications for over 150 years [1]. Catalysis on metal surfaces is an im-
portant subclass of these reactions and has been studied extensively [2]. Reactions
on semiconducting surfaces have become an important avenue of research in the
past few decades due to their wide array of applications. The major thrust of the
present work is to understand the atomic scale chemistry between adsorbates and
silicon surfaces.
Solids are held together by the chemical bonds between the atoms in the solid. If
these bonds are broken in a crystal plane, a well ordered and highly reactive surface
will result. The surface atoms have a lower coordination number compared to the
bulk atoms and can readily react with a variety of substances. Performing experi-
ments on highly reactive surfaces under best done under ultrahigh vacuum (UHV)
because the experiment can be better controlled and the surface would otherwise
react with ambient gases. For covalent solids with highly oriented bonds, such as
silicon, the broken bond energy at the surface is often large. To minimize the energy
at the surface, the atoms rearrange or “reconstruct” under suitable conditions. For
1
2example, heating silicon in UHV will result in a variety of reconstructions depending
on the crystal orientation and temperature [3]. The reconstruction, however, does
not pacify the surface entirely. The remaining dangling bonds are good candidates
for reaction sites and often react before other bonds are broken. The arrangement
of the dangling bonds is critical for understanding the chemistry ensuing on the
surface. A brief description of Si(111) and Si(100) reconstructions are included in
this introduction.
There are a number of questions that when answered further our understanding
of a particular reaction. The reaction pathway may be elucidated by determining
the reaction site on the surface as well as the adsorption geometry. Different ad-
sorption sites and different reactivities can reveal the effect of local chemistry on the
reaction. Incoming molecules may search for reaction sites via a mobile precursor
state. A precursor state is defined by lower binding energy and further distance
from the surface compared to the more strongly bonded, chemisorbed state. The
availability of reaction sites as a function coverage and the maximum coverage can
determine whether a mobile precursor exists for a particular reaction. Interactions
between neighboring adsorbates may be important in determining the high coverage
behavior of the system. The scanning tunneling microscope has been instrumental
in studying reactions on surfaces at the atomic scale due to its ability to answer
the questions defined above [4–7].
Since its inception in 1982 [8], the STM has found wide acceptance in study
of surface science. Perhaps the most attractive feature of this instrument is its
extremely high spatial resolution and real space imaging capability. Although the-
oretical modeling of STM images is often helpful, it is rarely necessary for inter-
preting the STM images if the adsorbates and substrate material are known. The
3ability of the STM to resolve single atoms makes the study of chemical reactions at
the low coverage (about one adsorbate per 100 substrate atoms or 0.01 monolayer)
regime possible. At low coverage, the reaction involves only the adsorbate and the
substrate and is not complicated by adsorbate-adsorbate interactions. The STM
is also effective at medium coverages (0.1 to 0.5 monolayer), where the effect of
adsorbate-adsorbate interactions may be directly compared with the low coverage
results. At high coverage, however, the interaction of the adsorbates with the STM
tip can cause difficulties, especially for reactive adsorbates, mobile adsorbates or
loose multilayer adsorbate systems.
Not only can the STM be used to observe surfaces, it can also be used to di-
rectly modify the surface or adsorbates [9, 10]. Interactions between the STM tip
and the adsorbate or substrate include Van der Waal’s forces [11], the electric field
under the STM tip [12], and the tunneling electrons interacting with the adsorbate
or substrate [13]. This capability is often touted as a novel approach to nanolithog-
raphy, although there been have no commercial applications that use STMs in such
a capacity. The more important use of this capability to date is inducing chemical
changes in a system that may reveal the basic physical phenomenon underlying
the interaction of the adsorbate with the substrate. By studying the dependence
of the interaction on the various parameters (bias voltage, current and tip-surface
distance), we learn about the mechanisms involved in the reaction.
The chemistry on silicon surfaces is strongly influenced by the arrangement of
atoms at the surface. The (7×7) reconstruction of the Si(111) surface is one of
the most complicated reconstructions known. The STM was instrumental in the
determination of the exact surface structure [14]. In the dimer adatom stacking
fault (DAS) model of the reconstruction, there are 12 atoms at the topmost layer,
4called adatoms. All of these atoms have a dangling bond. The reconstruction is
not limited to the first layer; the top four layers are significantly different from the
bulk arrangement. There are 19 dangling bonds, 12 at the adatom layer, 6 at the
rest atom (second) layer and 1 at the corner hole. That is a significant reduction
as compared to the 49 dangling bonds of the bulk terminated surface.
Figure 1.1a shows a schematic of the reconstructed surface. The adatom po-
sitions in one half of the unit cell have a stacking fault with respect to the bulk
arrangement. Although the stacking fault does not introduce a net height difference
between the two halves of the unit cell, it does change the local density of states
(LDOS). With a negative sample bias, the STM images the filled state LDOS. As
can be seen in Fig. 1.1b, the faulted half of the unit cell appears brighter, indicating
a higher LDOS. The adatoms on the faulted half are found to be more reactive under
a wide range of experimental conditions (Ch. 2, Ch. 5). In the adatom layer, there
are four different types of atoms: faulted and unfaulted corner sites and faulted and
unfaulted center sites. These sites have different reactivities even within the same
half of the unit cell, in part due to the different electronic density at these sites.
The dangling bonds in the rest atom layer are also potential reaction sites and can
strongly influence adsorption behavior (Ch. 2). This unique arrangement of atoms
allows us to study the effects of local chemistry.
The defects on Si(111) tend to be fairly simple: usually one or two missing
adatoms. When a center site adatom is missing, a neighboring adatom will often
move to minimize the surface energy. Figure 1.2a shows examples of a missing
adatom defect. The marked defect is one where the neighboring adatom has moved
to the midpoint of where the two atoms would have been. We have not found any
systematic preference of adsorbates for these defect sites possibly because our sur-
5Figure 1.1: a) Schematic drawing of the (7×7) reconstructed Si(111) surface. b)
Room temperature STM image of the filled states (sample bias −2 V, tunneling
current 1 nA) of Si(111)-(7×7). The brighter half of the unit cell is the faulted half.
The diamond outlines the (7×
6Figure 1.2: a) Examples of defects on Si(111). The marked defect shows how an
adatom can move to the midpoint of its position and the position of missing adatom.
b) Domain phase boundary defect is visible on the right edge of the image.
face have very low defect density (less than 1%). There is one other defect on the
surface that is readily observable with the STM: the domain phase boundary [15].
Figure 1.2b shows an example of a domain phase boundary defect on Si(111). Al-
though we have not studied the domain phase boundary and its interaction with
adsorbates in great detail, it is a very visible feature on the surface and can be used
to locate the same area even after heavy dosing.
Si(100) has a much simpler reconstruction than Si(111). The unreconstructed
square lattice is dimerized to form rows of dimers. The inter-dimer distance is
3.84 A˚ and the distance between the atoms in the dimer is 2.4 A˚ [16]. These
atoms are much closer together than the 6.7 to 7.7 A˚ distance between adatoms
on Si(111). Imaging closely spaced atoms, especially the atoms within the dimer,
is therefore more difficult. The STM has also been important in determining the
7ground state configuration of the dimerized surface. At room temperature, the
dimers appear symmetric and the reconstruction was thought to be a simple (2×1)
arrangement. Low temperature STM studies revealed the existence of centered
4×2 and primitive 2×2 reconstructions on the surface [17], wherein alternating
dimers are buckled differently and the dimers appear asymmetric. The p(2×2)
reconstruction does not occur as frequently as the c(4×2) reconstruction. The
(2×1) appearance at room temperature is attributed to rapidly oscillating buckled
dimers. Theoretical calculations have confirmed the lowest energy configuration to
be the c(4×2) arrangement with p(2×2) a close second.
The appearance of Si(100) in STM images is both temperature and bias de-
pendent. Figure 1.3a shows a large area scan of Si(100) at 300 K with a 2 V bias
voltage. With a positive sample bias, the empty states are imaged; the dimer bonds
appear dark and the remaining dangling bond on each surface atom appears bright.
A close up view of the reconstructed dimers (Fig. 1.3b) shows the dark dimer bond
and the dangling bond on each Si atom. Below 200 K, domains of centered 4×2
reconstruction appear if the surface defect density is low enough (Fig. 1.3c). Fig-
ure 1.3d shows the Si(100) surface scanned at 150 K with a 2 V bias. Silicon atoms
that are buckled down are visible in this image.
The defects on Si(100) influence the surface reconstruction to a greater degree
than those on Si(111). Although the ground state arrangement is c(4×2), defects
can pin regions of rapidly flipping (symmetric) dimers and are also found at the
boundary of p(2×2) reconstructed regions. The defects on Si(100) are often at-
tributed to missing silicon dimers which appear dark in STM images, but it has
also been suggested that some of the defects may be adsorbed water [18].
We have studied the adsorption of H2S and D2S on Si(111). Chapter 2 will
8Figure 1.3: a) Clean Si(100) scanned at 300 K, with 2 V sample bias. The dimers
appear symmetric because they are dynamically flipping up and down at this tem-
perature. b) High resolution scan at 300 K and 2 V sample bias. A silicon dimer
is outlined. The dimer bond appears dark. c) Si(100) scanned at 150 K and 0.7 V
sample bias. The c(2×4) reconstruction shows a typical “honeycomb” pattern be-
cause alternating Si atoms are not visible. The dynamically flipping dimers appear
symmetric, much like the room temperature images. d) High resolution scan at
150 K and 2 V sample bias. A c(2×4) unit cell is outlined. At this bias voltage, all
Si atoms are visible.
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discuss the adsorption characteristics of H2S and D2S on Si(111). Chapter 3 will
discuss DS dissociation as induced by STM or by heat. Chapter 4 will discuss the
adsorption of D2S on Si(100). The differences between the two surfaces as related
to D2S adsorption are explored in Ch. 4. Chapter 5 discusses the adsorption as well
as the STM induced desorption of NO on Si(111).
Our instrument has been described in detail elsewhere [19, 20]. Appendix A
describes the philosophy behind the computer program that controls the STM.
Appendix B is a guide to building an STM scanning head.
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Chapter 2
Atomically Resolved
Determination of the Adsorption
Sites as a Function of
Temperature and Coverage: H2S
on Si(111)-(7×7)†
2.1 Abstract
Using a variable-temperature ultrahigh vacuum scanning tunneling microscope (STM),
we have studied the adsorption characteristics of H2S on Si(111)-(7×7). The data
suggest that H2S adsorbs dissociatively at sub-monolayer coverage, from 50 to 300
K, with HS bonded to an adatom and H bonded to a rest atom. The adsorption is
†This chapter by M. A. Rezaei, B. C. Stipe, and W. Ho has been submitted to
Journal of Physical Chemistry under the same title for publication.
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site selective and the adsorption site preference is temperature dependent. At 50
K, the faulted center sites are most favored for adsorption, followed by unfaulted
center sites, faulted corner sites, and unfaulted corner sites. As the temperature is
increased, the differences between the faulted and unfaulted halves diminish, but
the center sites remain more reactive than the corner sites. At room temperature,
the ratio of adsorbates on center sites versus corner sites is 2:1. We present an
explanation to account for the non-Langmuir kinetics involved in this system.
2.2 Introduction
The dissociative adsorption of gas molecules on solid surfaces is a fundamental
chemical reaction. The dissipation of the kinetic energy of the gas can involve
energy transfer to the excited states of the solid, such as phonon and electronic
excitations. Furthermore, the reactivity at the surface is influenced by the local
properties of the surface. These local properties include the positions of the atoms
at the surface, the electronic properties at different sites based on dangling bond
configurations, and non-bulk collective effects, such as electronic surface states. By
studying chemisorption at the atomic scale, we hope to understand the dynamics
of the adsorption process and the effects of the local environment on this process.
The Si(111)-(7×7) surface provides an opportunity for studying the effects of
the local environment on adsorption and dissociation. In the top (adatom) layer,
the unit cell contains four different types of sites with dangling bonds and the
second (rest atom) layer also contains dangling bonds that are potentially reaction
sites. The complexity of this surface makes it difficult to model theoretically, which
emphasizes the need to investigate this surface experimentally. To elucidate the
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nature of the adsorption of H2S on silicon, we have performed our experiments at
different temperatures and coverages. We will also suggest an explanation of the
results. We hope that our data can spur ab initio theoretical studies of this system.
Our instrument is a home-made STM based on the Besocke design. [1] It is
housed inside an ultrahigh vacuum (UHV) chamber with a base pressure of 3 ×
10−11 Torr. The STM and sample assembly is cooled with a continuous flow cryo-
stat. The helium flow rate is adjustable and the cold head can be heated. By
setting the flow rate and controlling the heater with a temperature controller, the
temperature can be held constant from 8 to 350 K to within 0.1 K. The silicon used
in these experiments is cut from a p-type, boron-doped, 1 Ω cm, prime grade wafer.
The sample is mounted on a molybdenum sample holder. Both the sample and
sample holder are out-gassed at 1000 K for 10 to 12 hours. The sample is further
cleaned by repeated sputtering with 1 keV Ne+ ions and annealing (1200 to 1500
K) cycles.
2.3 Experimental Results
It is generally accepted that the initial adsorption of H2S on Si(111) is dissocia-
tive [2] even at low temperatures. Our experiments indicate that the adsorption
characteristics change as a function of temperature and coverage. We will discuss
the low temperature results first and then describe the effects of increasing the sam-
ple temperature. We will denote the surface coverage as the percentage of adatoms
that have adsorbates, because that is what we directly observe with the STM.
Figure 2.1a shows the Si(111)-(7×7) reconstruction. [3] The topmost layer has
twelve atoms in the unit cell, which, depending on their position, are called center
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or corner adatoms. The adatoms have a dangling bond, which is readily observed in
STM images (Fig. 2.1b). The unit cell has two halves, faulted and unfaulted, which
refer to the faulted stacking of the adatom layer with respect to the fourth layer
atoms. The stacking fault increases the local density of states in the faulted half
of the unit cell, [4] as can be seen in the filled state STM images (Fig. 2.1b). The
second layer, called the rest atom layer, has six atoms with dangling bonds, as shown
in Fig. 2.1a. Note that each center adatom has two neighboring rest atoms with
dangling bonds, whereas the corner adatoms have one. There are four inequivalent
adatom sites: faulted/unfaulted center sites and faulted/unfaulted corner sites. The
sticking probability of H2S on these sites changes as a function of temperature and
coverage.
At 50 K, the low coverage regime is dominated by one species: HS adsorbed
on faulted center adatom sites. At 2.3% coverage, 96% of the adsorbates were on
faulted center sites, while the other 4% were on unfaulted center sites; there were
no adsorbates on corner sites. We cannot see any atomic hydrogen, which is quite
distinct when bonded to silicon adatoms. H reduces the local density of states
(LDOS) and appears like a missing adatom. [5] Even at higher coverage, there is
no hydrogen bonded to the adatom layer. We propose that the hydrogen atoms are
all adsorbed at the rest atoms adjacent to the HS adsorption sites. We will present
evidence for this assignment and offer an explanation for this behavior. HS reduces
the LDOS significantly, as it appears darker than the silicon atoms, even though it
is above the surface (Fig. 2.2a).
If two HS adsorbates are nearest neighbors, one in the faulted half, the other in
the unfaulted half, the LDOS is further reduced (Fig. 2.2b). Although the appear-
ance of these darker neighboring sites could be interpreted as a different species,
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Figure 2.1: a) Schematic drawing of the (7×7) reconstructed Si(111) surface. The
same color coding is used for the other figures. Note the position of the rest atoms
with dangling bonds and the stacking fault. b) Room temperature STM image of
the filled states (sample bias −2 V, tunneling current 1 nA) of Si(111)-(7×7). The
brighter half of the unit cell is the faulted half. The diamond outlines the (7×7)
unit cell.
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Figure 2.2: Effects of coverage on adsorbate appearance. a) At low coverage, the
single adsorbate appears slightly darker than the Si adatoms. b) Two neighboring
adsorbates, one on each half of the unit cell, appear much darker than the single
adsorbate. c) Two neighboring adsorbates in the same half of the unit cell. These
appear only slightly darker than the single adsorbate. d) High coverage (47%) limit.
The appearance of chain-like structures results from the preference of neighboring
adsorbates to be on two different halves of the unit cell. Images scanned at 200 K,
with 1 V sample bias a 0.1 nA tunneling current.
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we verified by two different methods that the two molecules are HS. First, by suc-
cessive in-situ dosing, we found that sites with one adsorbate would turn darker if
their nearest neighbor became occupied in the next dose. Second, we can dissociate
HS molecules using the STM. [6] By dissociating each presumed HS molecule sep-
arately, we found features consistent with the reaction products being sulfur and
hydrogen. If the two neighboring adsorbates are in the same half of the unit cell,
the reduction in the LDOS is not as great (Fig. 2.2c). From our dissociation exper-
iments, it is clear that HS bonds with sulfur attached to silicon and the hydrogen
is presumably on top of sulfur.
Given that the two neighboring HS molecules do not form a new species, that
is, the major chemical bonds are not rearranged, we attribute the reduction in the
LDOS to the dipole-dipole interaction between the two HS molecules. It is possible
that the HS molecules bend slightly, so that the dipole moments are no longer
parallel, thereby reducing the strain on the bonds by reducing the dipole-dipole
force. Bending of the HS molecules would also explain the darker appearance in
the STM images. We note that the distance between two center sites in opposite
halves of the unit cell is 6.7 A˚, and 7.7 A˚ for the same half of the unit cell.
Since dipole-dipole interactions fall off as 1/r3, where r is the distance between the
dipoles, the dipole force should be smaller in the same half of the unit cell. This
is consistent with our interpretation of the STM images. Furthermore, the center
to center distance of the two HS neighbors is 0.3 A˚ less than the silicon adatom
distance (6.7 A˚), possibly signifying a shift in the atomic positions.
As we increased the coverage, the ratio of occupied faulted to occupied unfaulted
center sites decreased. At 30% coverage, 53% of the adsorbates were on faulted
center sites, 30% were on unfaulted center sites, 15% were on faulted corner sites
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and only 2% were on unfaulted corner sites. At first, we attributed the increase
in unfaulted center site population to a simple saturation effect: the more faulted
center sites had adsorbates, the less the probability of a new molecule sticking to
these sites. But upon careful analysis, it became clear that there exists a nearest
neighbor interaction between adsorbates on faulted and unfaulted center sites which
affects the sticking probability.
Figure 2.3d shows a typical scan at 50 K with 30% HS coverage. By combining
statistics from several images, we found that in 254 unit cells, 474 (62% ± 3%) of
faulted center sites have adsorbates, and 275 (36%) of the unfaulted center sites have
adsorbates. Each faulted center adatom has exactly one nearest neighbor unfaulted
center adatom. Therefore, if there were no interaction, we would expect about 170
(62%) of the adsorbates in the unfaulted half to have adsorbate neighbors in the
faulted half. But 234 (85% ± 5.5%) of the adsorbates in the unfaulted half have
neighbors in the faulted half. The probability ofN unit cells with f occupied faulted
center sites and u occupied unfaulted center sites to have un occupied unfaulted
center sites with neighbors is given by:
P (un) =


f
un




3N − f
u− un




3N
u


(2.1)
The probability of a random configuration of adsorbates with more than 203 (74%,
which is two standard deviations from 85.5%) nearest neighbor occupancy is given
by
∑275
i=203 P (i) which is less than 10
−6. Although by looking at the image it is diffi-
cult to notice the change in sticking probability due to nearest neighbor interaction,
there is clear evidence for this effect. This interaction and the low probability of
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sticking to the corner adatoms produces chain-like structures that can be seen in
Fig. 2.2d.
Figures 2.3a and 2.3b show typical scanned images of H2S adsorbed on silicon
at 200 K. At low coverage, there are many more unfaulted center site adsorbates
at 200 K as compared to 50 K, with more adsorbates on corner sites as well. At
near saturation dosage, there are equal number of adsorbates on faulted and un-
faulted center sites, as one would expect. When the experiment is performed at
300 K (2.3c), the same trend continues: more adsorbates bond to corner sites and
unfaulted center sites. At coverages of 30% and above, the ratio of adsorbates on
center sites to adsorbates on corner sites is 2:1. Figure 2.4 summarizes the site
specific sticking probability as a function coverage and temperature.
2.4 Adsorption Geometry
It is clear from our experimental results that H2S adsorption on Si(111)-(7×7)
does not follow simple Langmuir kinetics. We are studying this system on the
atomic scale, and we would like to understand the adsorption characteristics from
a dynamic point of view. Given the complex nature of the (7×7) silicon surface
reconstruction, the adsorption geometry is of particular importance. By knowing
the adsorption geometry, we can predict the maximum coverage and verify the
prediction experimentally.
From previous experiments, we know that the sub-monolayer adsorption is dis-
sociative. [2] We do not observe any hydrogen bonded to the adatom layer, even
though atomic hydrogen bonds strongly to both the rest atoms and adatoms on
silicon. [5] We can also dissociate the HS fragment further with the STM. [6] We
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Figure 2.3: The color coding is the same as Fig. 2.1a. 10% HS coverage at a) 50 K,
b) 200 K and c) 300 K, respectively. d) 30% HS coverage at 50 K. Images scanned
at 1 V sample bias and 0.1 nA tunneling current.
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Figure 2.4: Summary of the temperature and coverage dependence of the site se-
lectivity. The height of the histogram represents the percentage of HS adsorbed on
different sites. The sum of the four heights for each temperature and coverage is
100%. The color scheme is the same as Fig. 2.1a. The error bars start from the top
of each histogram.
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have never observed more than one hydrogen after the STM induced dissociation,
which provides further evidence for the dissociative adsorption of H2S, to form HS
and H at and below 300 K.
With a sharp tip, we consistently observe an asymmetry in the scanned images.
Figure 2.5a shows an example of two adsorbates, bonded to the surface at the
same relative location in two different unit cells. Since center adatoms have two
neighboring rest atoms (Fig. 2.1a), it should be possible for H2S to dissociate, with
the hydrogen atom attached to either of these rest atoms. From the line profiles
(Fig. 2.5c and d), we can see that the upper adsorbate has an asymmetry associated
with the left rest atom, whereas the bottom adsorbate has the same asymmetry
on the right side. The false color image (Fig. 2.5b) also reveals this asymmetry.
We note that this cannot be a tip effect, because the adsorbates are in the same
relative position in the unit cell. We attribute this asymmetry to the hydrogen
atom adsorbed at one of the two possible rest atom sites.
The adsorption of H2S depends critically on the the rest atom - adatom pair.
Since there are only three rest atoms in each half of the unit cell, the maximum num-
ber of adsorbates in each half is three. Therefore, the maximum coverage is 50%.
Figure 2.3d shows 30% H2S coverage at 50 K. There are no unit cells with more
than three adsorbates in each half. This fact also explains the adsorption behavior
at high coverage and low temperature, where fewer faulted center sites are occupied
compared to unfaulted center sites even though the low coverage adsorption proba-
bility is much higher for faulted sites. Since the adsorption on a corner site inhibits
adsorption on a center site in the same unit cell, and also because the adsorption
probability is higher for faulted corner sites, near saturation coverage, more faulted
center sites can no longer act as adsorption sites compared to the unfaulted center
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Figure 2.5: a) Gray scale STM image, with two adsorbates bonded to the same
center adatom site in two different unit cells. b) False color image of the same
data. Note the asymmetry in the appearance of the neighboring adatoms to the
adsorption site. c) Profile cuts through the upper adsorbate position, as shown in
(a). d) Profile cuts through the lower adsorbate. Images scanned at 50 K with 1 V
sample bias and 0.1 nA tunneling current.
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sites. At high dosage, H2S is known to form molecular multi-layers, [2] which are
difficult to observe with the STM, as the molecules are either partially mobile or
interact with the tip. Heavy dosing also often leads to an unstable STM tip, due
to the molecules being adsorbed on the tip. The maximum coverage we have been
able to observe is 47%, which is consistent with our prediction of 50%.
We do not know of any theoretical studies of the adsorption of H2S on Si(111)-
(7×7). There is, however, an extended Huckel calculation [7] done for H2O on
Si(111)-(7×7), which is a very similar system. Results from this calculation suggest
that the lowest energy state for dissociative adsorption of H2O is OH attached
to center site and H bonded to a corner site. STM experiments with H2O on
Si(111) have shown that this is not the preferred bonding arrangement. [8] H2O
adsorbs much like H2S. Even if the adsorption site is restricted to adatom−rest
atom pairs, OH bonded to the rest atom is favored over H bonded to the rest atom
in the theoretical results. The adsorption process is a non-equilibrium process that
involves more than just final state energies. The adsorption geometry is better
explained in terms of the local electronic properties of the surface and the kinetics
of the adsorption process.
From theoretical calculations [10] and spectroscopy measurements, [11] it can
be concluded that the adatoms have an excess of charge and can act as electron
donors, whereas the rest atoms with dangling bonds have a charge deficit. The
electron affinity of H2S is well known. [12] One possible reaction pathway is for
H2S to become partially negatively charged as it interacts with the adatom, which
will attract the molecule to the rest atom, leading to dissociation. The rest atom
- adatom pair act as molecular bond cleavers due to their opposite charge states.
This also explains the lack of hydrogen adsorbed on the adatom layer, which may
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be energetically favored. Therefore, the adsorption of H2S on the adatom layer
is consistent with the electronic properties of the surface and the molecule. The
adsorbate dissociation by the adatom-rest atom pair was suggested earlier for NH3
on Si(111). [8]
2.5 Adsorption Site Temperature Dependence
The preference of adsorbates for the faulted half of the (7×7) unit cell has been
observed for many systems. These adsorbates include H, [9] O2, [13] Li, [14] P, [15]
Cu, [16] Pb, [17] Ag, [18, 19] Ti, [20] Pd, [21] C2H2, [22] C2H4, [23] and C60. [24] All
but one [19] of the cited experiments are performed with STM’s as the determination
of site selectivity is difficult by other means. Furthermore, these experiments were
performed at room temperature or higher and the low temperature dependence of
this effect has not been explored. We have not found any references to adsorbates
that prefer the unfaulted half of the unit cell.
The site preference of O2 on Si has been explained in terms of the local properties
of the surface. [13] O2 prefers corner sites over center sites and also the faulted half
over the unfaulted half. The LDOS on the Si(111)-(7×7) surface varies from site to
site; the faulted half has a higher LDOS, and within each half the corner sites have
higher LDOS than the center sites. O2 becomes adsorbed through charge transfer
and interaction with the electron-hole pairs in the S1 surface state. Therefore, O2
has a higher probability of sticking to sites with higher LDOS. Although this is
a reasonable explanation for O2, it does not fit our data for H2S. We do not see
a preference for the corner sites, especially at low temperatures. Furthermore, we
have not seen any change in the LDOS as a function of temperature as measured
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by the STM. Since the probability of adsorption to different sites is temperature
dependent, we need a different explanation for our system.
A simple explanation for the adsorption behavior is a mobile precursor state,
such as the precursor state observed for benzene on Si(111). [25] The molecule ad-
sorbs loosely on the surface, and becomes thermally equilibrated with the surface.
The molecule then dissociatively adsorbs based on the temperature and the disso-
ciation barrier at the different sites. At higher temperatures, higher energy barriers
are more easily overcome, whereas at low temperatures only the lowest energy bar-
riers are surmountable. The barrier to dissociation is site dependent. Given this
explanation, we can conclude that the lowest energy barrier to dissociation is as-
sociated with the faulted center sites, followed by unfaulted center sites, faulted
corner sites and finally unfaulted corner sites.
We can estimate the difference between the energy barriers by assuming the
same pre-exponential factor in Arrhenius law from which we obtain:
R =
f
u
= e∆E/kT , ∆E = Eu − Ef , (2.2)
where R is the ratio between the two populations, f is the number of adsorbates
on the faulted center sites, u is the number of adsorbates on the unfaulted center
sites, k is Boltzmann’s constant, T is the temperature, Ef is the energy barrier at
faulted center sites, Eu is the energy barrier at unfaulted center sites and ∆E is the
energy difference. Using our low coverage (1 to 2%) results to avoid saturation and
nearest neighbor effects, we obtain ∆E = 14 ± 2 meV at 50 K and ∆E = 16 ± 2
meV at 200 K, which are in reasonable agreement with each other.
We note that at room temperature and moderate coverage, the ratio of the
center site adsorbates to corner site adsorbates is 2:1. This ratio can be attributed
to the fact that the corner adatoms have one neighboring rest atom, but center
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adatoms have two such neighbors and therefore the dissociation probability is twice
as high at center sites. Although there is no evidence for a mobile precursor state,
the adsorbate does not have to move far to find a suitable site. Every adatom on
the silicon surface has a neighboring faulted center site adatom. The furthest an
adsorbate would have to move to find a faulted center site is about 13 A˚ from
the corner hole. It is also possible that a gas molecule will not adsorb if it cannot
find a suitable site. Although that would change the overall sticking probability, we
cannot measure the sticking probability accurately enough to notice a temperature
dependence.
Finally, we would like to explain the change in the sticking probability as a
function of coverage. Like O2, H2S has a high electron affinity [12] and may become
charged in the process of adsorbing. HS fragments already adsorbed on the surface
act like dipoles, which can interact with the charged precursor. Electrostatic inter-
action between the adsorbate and the precursor may lead to a higher probability of
dissociation near the adsorbate. One other possibility is for the adsorbate to lower
the energy barrier to dissociation by changing the local properties of the surface. We
can estimate the change in the energy barrier by modifying Eq. 2.2 to compensate
for the expected unequal occupation of sites with and without neighbors:
R = R0
un
u− un
= e∆ǫ/kT , ∆ǫ = ǫ− ǫn (2.3)
where un is the number of unfaulted center site adsorbates with neighbors in the
faulted half, u is the total number of unfaulted center site adsorbates, R0 is the
expected ratio of the two populations, ǫ is the energy barrier for adsorbates without
neighbors, ǫn is the energy barrier for adsorbates with neighbors, and ∆ǫ is the
energy difference. At 30% coverage, 62% of the faulted center sites have adsorbates
and therefore R0 = 0.38/0.62 = 0.61. Using un = 234, and u = 275, we obtain
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∆ǫ = 5.2± 0.6 meV.
This nearest neighbor attraction is most pronounced between faulted and un-
faulted center sites, otherwise the change in adsorption behavior as a function of
coverage would not be evident. It might seem unlikely that the probability of ad-
sorption is higher on two center sites in opposite halves of the unit cell, as compared
to two center sites in the faulted half of the unit cell. But by looking at the silicon
rest atom positions, we can see that when a center site is bonded to an adsorbate,
it automatically reduces the chances of one of the other center sites in the same
half, because the other center site adatom now has only one unoccupied rest atom
neighbor. It follows that the center site in the unfaulted half of the unit cell would
be more favorable, because it still has two rest atom neighbors to accommodate the
H atom. If the attraction is electrostatic in nature, then the further distance of the
sites in the same half of the unit cell may contribute to this effect as well.
2.6 Conclusion
Further theoretical study of the dissociative adsorption of H2S on Si(111)-(7×7)
is necessary for a better understanding of the physical phenomena underlying the
observed behavior. Ab initio calculations, however, are very difficult to perform
for this system. The reconstructed unit cell has over 100 atoms in the first three
layers, and any calculation would have to include additional layers in the bulk (1×1)
configuration, which adds 49 atoms per layer. The shear size of the problem makes
it difficult to solve. Adding an impinging adsorbate to this system makes it an even
more complex problem.
By varying the temperature, we can probe different aspects of the adsorption
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behavior. The site selectivity is more evident at low temperatures and the deter-
mination of the small energy differences is only possible at low temperatures. Our
estimates of energy barriers elucidate the effects of the local surface chemistry in
the adsorption process.
We have studied the dissociative chemisorption of H2S on Si(111)-(7×7) from
50 to 300 K. The adsorption is both site selective and temperature dependent. We
have determined the adsorption geometry by careful analysis of the data and by
dissociating the HS fragment using the STM. The adsorption geometry is a conse-
quence of the dangling bond structure on the reconstructed surface. HS bonds to
the adatom sites, which have an abundance of electrons and H bonds to the neigh-
boring rest atom. To some extent, the adsorption preference for center adatoms
is dictated by the surface reconstruction, because these sites have two neighbor-
ing rest atom dangling bonds. The temperature dependence of the adsorption site
preference points to a thermally activated adsorption and dissociation process on
different adatom sites.
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Chapter 3
Inducing and Imaging Single
Molecule Dissociation on a
Semiconductor Surface: H2S and
D2S on Si(111)-(7×7)
†
3.1 Abstract
Using a variable-temperature, ultrahigh vacuum scanning tunneling microscope
(STM), we have induced and imaged the dissociation of H2S and D2S on Si(111)-
(7×7). H2S and D2S adsorb dissociatively at low coverage, from 50 to 300 K.
Individual HS (or DS) fragments can be further dissociated with the STM at low
temperatures without affecting neighboring adsorbates. The hydrogen (deuterium)
†This chapter by M. A. Rezaei, B. C. Stipe, and W. Ho will be published under
the same title in Journal of Chemical Physics. Copyright 1997 American Institute
of Physics.
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atom either desorbs or re-attaches to a nearby silicon atom. Near room temper-
ature (297 K) and above, DS dissociates thermally, with an activation barrier of
0.73 ± 0.15 eV. The activation barrier was calculated from atomistic studies of the
dissociation rates at temperatures between 297 and 312 K.
3.2 Introduction
Dissociation of molecules at solid surfaces is a fundamental catalytic reaction and as
such is of great importance to both basic science and industrial applications. In part
due to its relevance to the semiconductor industry, Si(111)-(7×7) is a well studied
surface. Hydrogen sulfide (H2S) is a common gas in many natural and synthetic
processes. For example, H2S is a byproduct in many metallurgical processes and is
a major pollutant in the environment. Thus the development of H2S sensors is an
active field of study [1, 2]. Sulfidation, much like oxidation, is a corrosive process
that affects the materials properties of important alloys, such as steel [3]. Sulfidation
can also be used for passivation of chemically reactive surfaces, such as silicon or
gallium arsenide [4]. The detection of H2S and its conversion to other chemicals is
therefore essential for a healthy environment and a safe industry. Moreover, H2S
occurs naturally in diverse settings, especially in earth sciences and astrophysics.
It can be found throughout the solar system, from Neptune [5] to comet Hale-
Bopp [6]. Understanding the dissociation of H2S on Si(111)-(7×7) also provides
insight to other reactions, such as water (H2O) on silicon.
Our instrument is a home-made STM based on the Besocke design. It is housed
inside an ultrahigh vacuum (UHV) chamber with a base pressure of 3 × 10−11 Torr.
The STM and sample assembly is cooled with a continuous flow cryostat. The he-
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lium flow rate is adjustable and the cold head can be heated. By setting the flow
rate and controlling the heater with a temperature controller, the temperature can
be held constant from 8 to 350 K to within 0.1 K. The silicon used in these exper-
iments is cut from a p-type, boron doped, 1 Ω cm, prime grade wafer. The sample
is mounted on a molybdenum sample holder. Both the sample and sample holder
are out-gassed at 1000 K overnight. The sample is further cleaned by repeated
sputtering (1 keV Ne+ ions) and annealing (1200 to 1500 K) cycles.
It is generally accepted that the initial adsorption of H2S on Si(111) is dissocia-
tive [7] even at low temperatures. HS initially adsorbs onto the center site silicon
ad-atoms; at higher coverage, the corner silicon ad-atoms become populated. The
detailed adsorption characteristics are temperature and coverage dependent and
will be discussed elsewhere [8]. The dissociation results presented here are only
concerned with the adsorbates on center sites at low coverage, typically 1 to 2 ad-
sorbates per (7×7) unit cell. HS appears slightly darker than the surrounding Si
atoms [Fig. 3.1(a)], even though it is above the silicon surface. This indicates that
HS lowers the local density of states near the Fermi energy above its adsorption
site.
3.3 STM Induced Dissociation
HS can be further dissociated into S and H. The dissociation can be STM induced
and it also occurs thermally near room temperature. We will first discuss the
STM induced dissociation results and then proceed with the thermal data. By
characterizing the interaction of the STM with the adsorbate, we can choose the
scanning parameters such that no dissociation occurs. This is important for the
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Figure 3.1: Dissociation induced by the STM, followed by desorption of H at 48 K.
a) The STM tip is moved over a HS molecule. b) Image taken after a 2.5 V, 0.3
nA, 1 ms pulse; the HS molecule is dissociated into S and H. H sometimes desorbs
entirely (not shown). c) The STM tip is centered over H. d) Image taken after a 3.5
V, 1.5 nA, 100 ms pulse; the hydrogen is desorbed. Several nearby HS molecules
are dissociated as a result of the second pulse. The images were scanned at 1 V
sample bias and 0.1 nA tunneling current.
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thermal measurements, because we need a non-interacting probe to measure the
pure thermal rates.
The surface is normally scanned at 0.7 to 1.0 V sample bias and 0.1 to 1 nA
tunneling current, which does not disturb the adsorbates. If the voltage is raised
above 2 V when the tip is above an HS molecule, the molecule dissociates. The
hydrogen (or deuterium) atom either desorbs completely, leaving behind sulfur or
it moves along the surface and bonds to a silicon atom; 55% ±8% of the hydrogen
atoms do not desorb. The sulfur atom always appears at the same position as
HS; it looks slightly brighter than a Si atom [Fig. 3.1(b)]. The hydrogen atom is
identifiable because it appears as a very dark spot on the surface [9, 10] and it can
be desorbed under suitable conditions of current and voltage [Fig. 3.1(d)] with the
tip positioned over the atom [Fig. 3.1(c)]. The H and D desorption conditions are
similar to results from previous experiments on Si(111) [11] and Si(100) [12]. Note
that the conditions required for H desorption (in this case, 3.5 V, 1.5 nA) often lead
to non-local dissociation of other, nearby HS adsorbates. If the dissociation is due
to the current, as opposed to the electric field, these nonlocal events may be due to
electrons propagating in a surface resonance band that exists in the range of 3 to
8 V [13]. Such non-local effects have been observed on Si(111) for other processes
under similar conditions [14]. In the present paper, we are unable to unequivocally
attribute the dissociation to the tunneling electrons or the electric field. Electric
fields capable of breaking bonds are usually on the order of 1 V/A˚. We estimate
that the electric field at 2 V sample bias is about 0.5 V/A˚ in the tunneling junction,
which may be large enough to induce dissociation.
The STM induced dissociation is very well controlled at lower voltages. It is
accompanied with a change in current at the time of dissociation, similar to our
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previous results on O2 dissociation on Pt(111) [15]. The STM tip can be positioned
to within 0.1 A˚ (laterally) of the top of the HS molecule. This is accomplished
by a real time, computer controlled tracking process that eliminates effects due to
thermal drift and piezo hysteresis. The dissociation can be induced locally with-
out disturbing neighboring adsorbates. Figure 3.2(a) shows a pair of adsorbates
on neighboring sites. Each adsorbate is dissociated separately. Unlike thermal dis-
sociation, which is random, STM induced dissociation is bond specific. Since the
dissociation is selective and the products can easily be identified, we can measure
the distance that a hydrogen (or deuterium) atom travels. If multiple adsorbates
were dissociated simultaneously, it would be difficult to attribute the hydrogen
atoms to their original HS molecule, especially at moderate to high coverage.
Hydrogen binds strongly to silicon, with a calculated binding energy of 3.0 eV [16]
to 3.1 eV [17, 18]. Unlike metallic systems with low diffusion barriers (typically
0.3 eV [19]), hydrogen does not diffuse very easily on silicon. The barrier to lat-
eral motion of hydrogen has been measured to be 1.5 eV [20]. We have measured
the distance traveled by H and D after a STM induced dissociation at 50 K. The
dissociated hydrogen atoms can move very far and on average move 10 ± 2 A˚.
The deuterium atoms have a similar range (12 ± 3 A˚). The distance between a
center-site Si ad-atom and its nearest neighbor is 7.7 A˚; in other words, H and
D on average move one or two sites away from the original molecule. Isotope ef-
fects are normally kinetic (as opposed to chemical) in nature. If there were to be
an isotope effect, it would be largest for hydrogen versus deuterium, because of
the large difference in mass. Our data indicate that the potential energy surface
and the dissipative forces at work are mostly chemical in character. It should be
mentioned that hydrogen is known to adsorb at sites not visible to an STM: the
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Figure 3.2: STM induced single molecule dissociation at 200 K: a) The tip is po-
sitioned over a HS molecule. b) Image taken after a 2.5 V, 0.7 nA, 100 ms pulse;
the HS molecule is dissociated into H and S, without affecting the neighboring HS.
c) The tip is moved over the second HS molecule. d) After another 2.5 V, 0.7 nA,
100 ms pulse, the second HS molecule is dissociated. The images were scanned at
1 V sample bias and 0.1 nA tunneling current.
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dangling bonds in the second layer on the 7×7 reconstruction [9]. If some of the
events that appear to be desorption are indeed adsorption to the second layer, then
the distances calculated above may not be representative of the total population
average.
3.4 Thermal Dissociation
The same dissociation process occurs thermally near room temperature. Since the
STM can induce dissociation, we first established that the dissociations near room
temperature are indeed thermal in nature. This was accomplished by measuring a
rough lifetime by scanning the same area repeatedly and counting the dissociated
species. Given this lifetime, we then waited for almost all the adsorbates to dis-
sociate and then scanned an area far away that we had not scanned before. The
adsorbates in this area were almost all dissociated as well, indicating that the pro-
cess is independent of scanning. The lifetime at 297 K is much longer than the
amount of time required for scanning an area, which is typically 1 to 2 minutes,
making the above procedure possible.
Thermal dissociation experiments were performed at low coverage (1 to 2 ad-
sorbates per 7×7 unit cell) to minimize nearest neighbor interactions. With other
techniques, measuring events at such low coverage is often impractical. In partic-
ular, the adsorption characteristics change dramatically after the first monolayer:
the molecules chemisorb without dissociation and form an ice layer at low tem-
peratures [7]. In the present study, D2S was used for all the thermal dissociation
measurements. Isotope effects in thermal dissociation were not investigated, but
are expected to be observable [21]. Figure 3.3 shows a typical thermal measure-
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ment sequence for DS. The same area was scanned repeatedly until almost all the
adsorbates had dissociated. The number of dissociations between each scan was
then counted. The experiment was repeated for different temperatures, from 297 to
312 K. The dissociation rate is too fast above 312 K to be measured in this manner.
Figure 3.4(a) shows the dissociation data as a function of time. The data are fitted
to N0
τ
e−t/τ , where N0 is total number of dissociated molecules, t is the time and τ is
the lifetime. The only fitted parameter is τ . Since the adsorption rate of D2S onto
faulted and unfaulted center sites differs at low temperature, the dissociation data
were first compiled separately for the two adsorption sites. However, the measured
lifetimes were not significantly different and therefore the data were combined into
a single plot, yielding better statistics. The dissociation rate is calculated from the
lifetime and is plotted in Fig. 3.4(b) as a function of temperature. The data are
fitted to the Arrhenius equation, R = νe−E/kT , where R is the dissociation rate, ν
is the pre-exponential factor (attempt frequency), E is the dissociation barrier, k
is Boltzman’s constant and T is the temperature. From this plot, we have deter-
mined the dissociation barrier to be 0.73 ± 0.15 eV with a pre-exponential factor
of 1011.9±2.4 s−1. The dissociation barrier for free H2S and thiols (RSH) are about 4
eV [22], which emphasizes the catalytic role of silicon. The pre-exponential is lower
than the typical value of 1013 s−1, but it is well within the error bounds. The dis-
sociation barrier can be modified by isotope effects, but these effects are usually no
more than 10%, which would be difficult to justify with our technique. To observe
the isotope effect, we would also need a larger temperature range than is accessible
with our experiment.
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Figure 3.3: Typical thermal dissociation measurement sequence for DS at 297 K.
The surface is scanned repeatedly every 1 to 2 minutes with a sample bias of 0.7
V and 0.1 nA tunneling current. The scanned area is 400 A˚ × 400 A˚, but for
clarity only 200 A˚ × 200 A˚ portion is shown. Adsorbates are marked with a white
asterisk for clarity. The dark spots are deuterium atoms that were not desorbed
after dissociation. a) First scan after dosing with D2S, t = 0, total of 81 adsorbates.
b) t = 54 minutes, 38 dissociations. c) t = 111 minutes, 49 dissociations. d) t =
214 minutes, 57 dissociations.
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Figure 3.4: a) DS dissociation events at 310 K. Data were taken every 160 s. Three
consecutive measurements were added and divided by the time interval to produce
the bins. A total of 165 events were recorded at this temperature. The data are
fitted as explained in the text. The same procedure was used at the other four
temperatures (not shown). b) Dissociation rate of DS as a function of temperature.
The slope of the linear fit determines the energy barrier and the intercept is the
pre-exponential factor (attempt frequency) for thermally activated DS dissociation.
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3.5 Discussion
Unlike the low temperature, STM induced dissociations, the data suggest that the
deuterium atoms can move 100 A˚ or more. We arrive at this conclusion by looking
at successive scans where the total number of dissociations is small (1 or 2) and a
deuterium atom is also in the image. The deuterium atom is either the byproduct
of a dissociation occurring inside or outside the imaged area. Since the distance
traveled is on the order of the image size (400 A˚ × 400 A˚), we take the minimum
of the distance between the deuterium and the edge of the image and the distance
to the nearest sulfur. By averaging five such events, we calculate the lower bound
of deuterium movement at 300 K to be 68 A˚. We are unable to determine the
displacement length more accurately because of several factors. In a typical scan
area of 400 A˚ × 400 A˚, even at low dosage, multiple dissociations can occur between
successive scans, which makes it difficult to attribute the deuterium atoms to their
original molecule. Given that the displacement length is on the order of the scan
length, it is also common to see deuterium atoms that have moved into the scan
region from the periphery, making it even more difficult to identify the originating
molecule. Conversely, deuterium atoms that originated in the scan region can move
out of the scan region. If we increase the scan size to about 1000 A˚ × 1000 A˚, we
can no longer differentiate between the DS molecules and the silicon atoms.
There are three possible mechanisms by which the deuterium atom can move
long distances. It is possible that the deuterium desorbs, bounces off the STM
tip and adsorbs on the silicon surface. We can rule this out, because we have
scanned areas far away from the scan region that clearly show the presence of
deuterium on the surface. It may also be that at room temperature, deuterium
can move longer distances after dissociation. Given the strong interaction between
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silicon and deuterium, the large surface corrugation and large diffusion barrier, it
seems unlikely that temperature is the only factor in the large distance traveled by
deuterium atoms. The third possibility is that of a hot deuterium atom, which has
significantly more energy than one produced by STM induced dissociation. The
deuterium atom has to lose all the extra energy before it can chemisorb to silicon.
H2O adsorbs similarly to H2S on Si(111)-7×7: the initial adsorption is dissocia-
tive and the OH fragment is more likely to adsorb on the center ad-atoms compared
to the corner ad-atoms [23]. OH, however, does not appear to dissociate like SH.
The differences between OH and SH are of practical importance, especially in gas
detector design. Under ambient conditions any detection scheme must be able to
differentiate between the prevalent water vapor and H2S.
3.6 Conclusion
Single molecule chemistry is an interesting and rapidly growing field with ramifi-
cations for both basic science and future technologies. Studying reactions on an
atomic scale elucidates the local character of chemical interactions. Not only can
we affect a single chemical bond without disturbing neighboring bonds, but we can
make quantitative measurements that may further our theoretical understanding of
the adsorbate-surface system. Our studies reveal the catalytic nature of silicon in
the dissociation of DS and HS and the strong chemical interaction of H and D with
Si.
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Chapter 4
Imaging the Atomically Resolved
Dissociation of D2S on Si(100)
from 80 to 300 K†
4.1 Abstract
Using a variable-temperature, ultrahigh vacuum scanning tunneling microscope
(STM), we have induced and imaged the dissociation of D2S on Si(100). D2S
dissociates into DS and D below 200 K. Individual DS fragments can be dissociated
with the STM at low temperatures. The deuterium atom attaches to a neighbor-
ing silicon dimer. At 200 K or above, D2S dissociates into S and two D’s. D2S
adsorption affects the surface reconstruction on Si(100), from the buckled dimer
configuration to the dynamically flipping configuration and vice versa. We discuss
our results in the context of other experiments on the same and similar systems.
†This chapter by M. A. Rezaei, B. C. Stipe, and W. Ho has been submitted to
Journal of Chemical Physics under the same title for publication.
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4.2 Introduction
Chemical reactions at solid surfaces play an important role in nature as well in-
dustrial applications. One avenue of research to understanding these processes is
investigating the low coverage adsorption behavior on the atomic scale. A scanning
tunneling microscope (STM) is a useful tool for observing gas-solid interactions with
atomic scale resolution. Not only can an STM be used to observe the system, it can
also be used to probe the molecules by inducing chemical changes. By performing
experiments at different temperatures, reaction intermediates may be observed. To
verify the interpretation of the data, the experimental results are compared to the-
oretical calculations of the same system [1]. Finally, by comparing the results to
experimental results obtained for H2S on Si(111) [2, 3] and H2O on Si(100) [4, 5], we
can construct a more complete and clearer picture for the adsorption and reaction
of D2S on Si(100).
Our STM is a home-made instrument which has been described in detail else-
where [6]. It operates in an ultra-high vacuum system with a base pressure of 3 ×
10−11 Torr. Liquid helium is used to cool the entire STM and two radiation shields
that enclose it. Adjusting the cryogen flow rate changes the STM temperature. Due
to small variations in flow rate, the temperature is regulated by a heater which is
powered by a temperature controller. The temperature can be held constant from
8 to 350 K to within 0.1 K. The silicon used in these experiments is cut from a
n-type, 10-25 Ω cm, prime grade wafer. The tips used for these experiments are
polycrystalline tungsten or in a few cases polycrystalline Pt-Ir. The tips are 0.5 mm
diameter wires that are chemically etched to a tip radius of 25 to 50 nm. No system-
atic difference was noted between the two tip materials. The sample is mounted on
a molybdenum sample holder. Both the sample and sample holder are out-gassed
50
at 1000 K overnight. The sample is further cleaned by repeated sputtering (1 keV
Ne+ ions) and annealing (1200 to 1500 K) cycles. The final anneal is at 1500 K for
1 minute, followed by a rapid cool down to 1175 K and a slow (1 to 2 K/s) cool
down to room temperature.
The adsorption of H2S on Si(100) has been previously investigated theoreti-
cally [1] and by ultraviolet photoelectron spectroscopy (UPS) [7]. The UPS studies
were conducted at 150 and 550 K. Our studies were conducted from 80 to 300 K.
D2S was used instead of H2S because of our previous experiments with D2S on
Si(111) [2, 3]. Experiments using H2S have shown no significant differences.
The Si(100) surface is a well studied and well understood surface [8–10]. The
surface reconstructs into dimer rows that are buckled. At room temperature, the
dimers appear symmetric because they are rapidly buckling back and forth. As
the temperature is lowered to below 200 K [8], regions of centered 4×2 reconstruc-
tion appear. Theoretical [11–15] and experimental [16–18] results suggest energies
between 1.5 and 2 eV lower per dimer relative to the unreconstructed surface. Fig-
ure 4.1a shows a large area scan of Si(100) at 300 K with a 2 V bias voltage.
With a positive sample bias, the empty states are imaged and therefore, the dimer
bonds appear dark and the remaining dangling bond on each surface atom appears
bright. A close up view of the (2×1) reconstructed dimers [Fig. 4.1b] shows the
dark dimer bond and the dangling bond on each Si atom. At low temperatures,
domains of centered 4×2 reconstruction appear if the surface defect density is low
enough [Fig. 4.1c]. Figure 4.1d shows the Si(100) surface scanned at 150 K with a
2 V bias. Silicon atoms that are buckled down are visible in this image. The effects
of D2S adsorption on the surface reconstruction as well as the role of the defects in
the reconstruction will be discussed later.
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Figure 4.1: a) Clean Si(100) scanned at 300 K, with 2 V sample bias. The dimers
appear symmetric because they are dynamically flipping up and down at this tem-
perature. b) High resolution scan at 300 K and 2 V sample bias. A silicon dimer
is outlined. The dimer bond appears dark. c) Si(100) scanned at 150 K and 0.7 V
sample bias. The c(2×4) reconstruction shows a typical “honeycomb” pattern be-
cause alternating Si atoms are not visible. The dynamically flipping dimers appear
symmetric, much like the room temperature images. d) High resolution scan at
150 K and 2 V sample bias. A c(2×4) unit cell is outlined. At this bias voltage, all
Si atoms are visible.
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Figure 4.2: a) D2S adsorbed on Si(100) at 150 K and dissociated into DS and D.
Image was scanned at 1 V sample bias and 1 nA tunneling current. This is the only
image shown in this paper that was taken with a Pt-Ir tip. b) Two D2S molecules
dissociated into S and two D’s. The images were scanned at 1 V sample bias and
0.1 nA tunneling current at 130 K.
4.3 Experimental Results
Below 200 K, D2S only partially dissociates on Si(100). The DS molecule is bonded
in between dimer rows. The lone deuterium atom is bonded on the dimer next to
DS. Figure 4.2a shows a picture of the dissociated D2S (DS + D) at 150 K. Note
that D appears slightly darker than the silicon atoms and the adjacent dangling
bond is now brighter, making it more difficult to see the lone D.
DS can be dissociated during regular scanning. Figure 4.2b shows two such fully
dissociated adsorbates. There are two dissociated molecules in the image and by
the symmetry of the surface, the deuterium atoms can be on either side of the sulfur
atom. The dissociation is an STM induced effect at low temperatures. Figure 4.3a
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shows a large area scan taken at 1 V and 0.1 nA at 150 K before dosing. Figure 4.3b
shows a closeup of the outlined area in Fig. 4.3a. The surface was dosed with D2S
and then the outlined square was immediately scanned [Fig. 4.3c]. This small area
was scanned multiple times at 0.7 V and 0.1 nA, without scanning the periphery,
then the entire area was scanned [Fig. 4.3d]. As can be seen, most of the adsorbates
in that area have dissociated. We have been unable to tune the scanning parameters
to avoid dissociation on Si(100), unlike our Si(111) studies [2, 3]. At around 200 K,
the dissociation of DS occurs thermally at an appreciable rate. We have checked
that the dissociation is not purely STM induced by taking two scans, one right
after dose, which shows the bright species, and one after waiting a short while in
an area far away from the tunneling junction, which shows the dissociated species
as well. In the intermediate range of 150 to 200 K, both thermal and STM induced
dissociations occur, but any particular dissociation cannot be easily attributed to
one or the other mechanism.
At room temperature, D2S adsorbs dissociatively into S and 2 D’s. The sulfur
atom is bonded to the dangling bonds of adjacent dimers, as is the DS at low
temperatures. An adsorbate bonded in between two surface atoms is often labeled
“bridge” as opposed to “on-top”, where the adsorbate bonds on top of a single atom.
There are two possible bridge adsorption sites: between two dimers or within the
same dimer. The adsorption geometry of the dissociated products is identical to
the adsorption geometry of molecules dissociated by the STM at low temperature
[Fig. 4.2b]. The sulfur atom always bridge bonds between two dimers, with the
deuterium atoms bonded to neighboring dimers with one D per Si atom. We have
not observed any other modes of dissociation at low coverage, such as the deuterium
atoms on different sides of S, or S bridge bonded in the dimer bond. The entire
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Figure 4.3: a) STM image of clean Si(100) surface taken at 150 K, 1 V sample bias
and 0.1 nA tunneling current. b) Closeup view of the outlined area in (a), scanned
at 0.7 V and 0.1 nA. c) Same area as (b) right after dosing with D2S. This area
was scanned at 0.7 V and 0.1 nA multiple times. d) Same area as (a) showing the
STM induced dissociations in the outlined area, but not the surrounding area.
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dissociated molecule (S+2 D) appears darker than the surrounding silicon, which is
in contrast to the partially dissociated species (DS+D) which appears bright. With
a negative sample bias, both species (S+2 D and DS+D) appear dark and are more
difficult to distinguish. For this reason, all the images shown here were taken with
positive sample bias.
Given this adsorption geometry at room temperature, we expect the single layer
coverage to be saturated at 0.25 monolayer (ML), because sulfur bonds to two Si
atoms and the deuterium atoms bond to one Si atom each. Figure 4.4 shows the
same area at 300 K dosed successively with D2S. As can be seen in Fig. 4.4d, at
saturation, rows of sulfur appear very distinctly on the surface. Note that the size
of the sulfur atoms appears rather large and there are four surface atoms for every
adsorbed sulfur.
Below 200 K, STM induced DS dissociation occurs if the sample bias is 0.7 to
1.5 V. If the voltage is higher, DS does not dissociate but instead is forced into the
dimer bond. Figure 4.5a shows a large area with many DS adsorbates at 130 K.
After a 2 V scan, the same area was scanned and the image shows that many of the
adsorbates appear to break up into two smaller bright spots [Fig. 4.5b]. Figure 4.5c
shows a high resolution scan of such an adsorbate. The DS molecule has moved
onto the dimer bond. Changing the adsorbate-surface bond arrangement to bridge
bond on the dimer has been induced with the STM previously for benzene [19]
and chlorine [20] on Si(100). Chlorine, like DS, does not naturally occupy the
dimer bond. Benzene, however, bridge bonds on the dimer and between dimers
naturally. Other adsorbates may require more energy in order to be inserted into
the dimer bond. For instance, hydrogen bonds to the dangling bond of the Si
atoms and only at elevated temperatures and high dosage does it attack the dimer
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Figure 4.4: Successive doses of D2S at 300 K. Same area is shown in all images at
the same scale (125 A˚×125 A˚). The total dosing times are: a) 15 s. b) 60 s. c)
90 s. d) 210 s. The images were scanned at 2 V sample bias and 0.1 nA tunneling
current. The surface defect (dark area) in the lower right of (a) is visible in all
images.
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Figure 4.5: a) D2S on Si(100) at 130 K. The image was scanned with 1 V sample
bias and 0.1 nA tunneling current. b) Same area as a), but after a 2 V scan. The
image was scanned with 1 V sample bias and 0.1 nA tunneling current. Some of
the adsorbates, three of which are indicated by arrows, appear to be split into two
smaller bright dots. c) High resolution close up of the split adsorbate. The DS
molecule has moved onto the dimer bond. The other bright spot is a Si dangling
bond that results from D adsorption onto the neighboring site. The image was
scanned at 2.45 V sample bias and 1 nA tunneling current. d) Schematic model of
the adsorption of D2S on Si(100). The initial adsorption is partially dissociative;
DS can be dissociated with the STM or by heat. The STM can be used to move
the DS onto the dimer bond. The sulfur atom does not stay on the dimer bond if
the moved DS is dissociated.
bond [21]. Thermal CO also bonds to the dangling bond of a single Si atom.
However, translationally energetic CO with 1.3 eV of energy can occupy the dimer
bond [22].
DS can be dissociated with the STM from the dimer bridge site, but the sulfur
atom then bonds in between dimers and not on top of the dimer. We have unable
to move the sulfur into the dimer bond. The between dimer bridge configuration
is possibly energetically more favorable because it does not involve breaking of the
dimer bond and passivates the dangling bonds. Figure 4.5d shows a schematic
of the different adsorption configurations as well as the effect of temperature and
interaction with the STM.
Detailed studies [8, 9] of the reconstruction of Si(100) show that the c(4×2)
reconstruction is the ground state and at low temperatures exists as either stabilized
(asymmetric) or dynamically flipping (symmetric) dimer pairs. The symmetric
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dimers occur in the vicinity of surface defects, and are often pinned between two
defects. Defects on Si(100) are usually attributed to missing dimers, although it
has been suggested that some of the defect-like features on the surface are due to
adsorbed water [4]. We have found that the reconstruction can be changed both by
the adsorption of D2S and the dissociation of DS. In most cases the adsorbates do
not disturb the surface reconstruction, but if an adsorbate is close enough to a defect
it can influence the appearance of dimers. We have not, however, seen a difference
in surface reconstruction even for closely spaced adsorbates that are far away from
defect sites. Figure 4.6a shows the surface at 150 K and before dose. After dosing,
the reconstruction is changed to the asymmetric dimer configuration due to the
adsorbed DS and D [Fig. 4.6b]. The dissociation DS causes the reconstruction to
revert to the symmetric configuration [Fig. 4.6c]. The length over which the dimers
are affected (about 10 dimers) is consistent with previous experiments studying the
effect of surface defects [10]. Recent experiments [23] show that perturbing the
surface defects with voltage pulses can have temporary and permanent long range
effects on the reconstruction. Our experiments demonstrate that the symmetric
and asymmetric buckling configurations can be changed with adsorbates.
4.4 Discussion
Our STM results agree well with the UPS studies [7] of the same system and can be
used to understand some of the features found using UPS. The UPS studies suggest
that the adsorption is partially dissociative (D2S → DS + D) at 150 K and fully
dissociative (D2S → S + 2 D) at 550 K, which agrees with our interpretation of
the STM images. We have found, however, that the full dissociation temperature is
61
Figure 4.6: Effect of D2S adsorption and dissociation on the surface reconstruction
at 150 K: a) The clean surface. b) Surface after a light dose. Note the change
in the reconstruction from symmetric to asymmetric in the marked row. c) The
STM induced dissociation of the adsorbate causes the reconstruction to revert to
the symmetric configuration. The images were scanned with 1 V sample bias and
1 nA tunneling current.
about 200 K. No attempt was made to find the dissociation temperature with UPS.
According to the UPS data at 150 K, the adsorption has a fast and slow phase,
with the slow phase starting after 1/3 monolayer coverage. Our experiments suggest
that DS is bonded to two silicon atoms and D is on a Si atom of the next dimer.
This bonding structure requires three Si atoms per adsorbate and the saturation of
available sites explains the onset of the slow adsorption.
Theoretical calculations for H2S on Si(100) have been performed using the
MNDO (modified neglect of differential overlap) semiempirical method [1]. The
results suggest that molecular adsorption is not favored. Three dissociative adsorp-
tion geometries were found to be close in energy: H(on-top)+HS(bridge) at -2.9 eV,
2H(on-top)+S(bridge) at -3.1 eV and 2H(dihydride)+S(bridge) at -3.4 eV relative
to the unreacted gas/surface system. It should be noted that the calculations were
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performed for an unreconstructed surface, with two dangling bonds per surface
atom. From studies of hydrogen on Si(100) [24], it is clear that only one H bonds
to each Si atom and therefore, we can rule out the last configuration. The first
two configurations are in agreement with our observations below and above 200 K,
respectively.
We have studied the adsorption of D2S on Si(111) [2, 3]. The adsorption behavior
is similar in that there are two dissociation steps: partial dissociation (D2S → DS
+ D) at low temperatures and full dissociattion (D2S → S + 2 D). However, for
Si(111), DS does not dissociate until about 295 K, whereas it dissociates around
200 K on Si(100). Furthermore, we were able to lower the tunneling current and
sample bias so that the STM did not influence the DS dissociation on Si(111),
but we were not able to do the same for Si(100). These results suggest that the
dissociation energy for DS is lower on Si(100).
We have determined the dissociation energy of DS to be 0.73 eV on Si(111) by
measuring the dissociation rate as a function of temperature. Breaking the DS bond
requires 4 eV of energy for D2S in the gas phase [25]. The surface, therefore, acts as
an effective catalyst in the dissociation process. The thermal dissociation of D2S on
Si(111) produces hot D atoms that can move up to 100 A˚. On Si(100), the D atoms
are always adjacent to the adsorbed sulfur. This behavior suggests a concerted
bond formation/bond breaking mechanism that involves the Si(100) surface atoms.
On Si(111), the top layer atoms are 6 to 7 A˚ apart, whereas adjacent Si(100) atoms
are only 3.8 A˚ apart and can therefore participate more readily in the dissociation
of D2S and DS.
The adsorption of D2S on Si(111)-(7×7) is more complicated than its adsorption
on Si(100). There are four distinct adsorption sites on Si(111) with different sticking
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probabilities, but there is only one adsorption site on Si(100). The adsorption
behavior on Si(111)-7×7 is related to the complicated reconstruction of the surface.
There are strong nearest neighbor effects on Si(111) which we have not observed
on Si(100).
Another system that is often studied in conjunction with H2S is H2O on Si(100).
H2O dissociates into OH and H at room temperature on Si(100). Although there
is some STM evidence for molecular adsorption at low coverage [4], molecular ad-
sorption has not been confirmed with any other methods. In contrast to D2S, both
OH and H attach to the same dimer. OH does not dissociate even up to 400 K [5],
indicating a higher barrier to dissociation as compared to DS. The difference be-
tween the two systems may stem from the different bonding arrangements that O
and S favor. S bonds more readily in the bridge configuration, whereas O prefers
the on-top position.
4.5 Conclusion
We have studied the adsorption and dissociation of D2S on Si(100) at various tem-
peratures. D2S partially dissociates below 200 K and is fully dissociated above
200 K. S and DS bond in a bridge configuration between two dimers with the re-
maining D on a neighboring dimer. DS can be dissociated with the STM and it can
also be forced into the dimer bond. Our results are in good agreement with previous
UPS studies and theoretical calculations of adsorption geometry. Our studies re-
veal the catalytic nature of silicon in the dissociation of DS and the strong chemical
interaction of D with Si.
The interaction with the surface changes the energy barrier to dissociation.
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Not only does the surface influence the adsorbate, but the adsorbate may affect
the energetics of the surface as well. The adsorption of single D2S molecule on
Si(100) can change the reconstruction of the surface for as many as 15 dimer pairs
away. Observing such effects is difficult with other methods. Investigating the
adsorption and dissociation of gases on surfaces at the atomic scale is a powerful
method for understanding chemical reactions. Performing these experiments at
various temperatures can provide a window into the reaction pathway as well as
the energies involved.
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Chapter 5
Atomically Resolved Adsorption
and STM Induced Desorption on
a Semiconductor: NO on
Si(111)-(7×7)
5.1 Abstract
Using a variable-temperature, ultrahigh vacuum scanning tunneling microscope
(STM), we have studied the adsorption and STM induced desorption of NO from
Si(111)-(7×7). NO adsorbs preferentially on faulted corner sites, followed by faulted
center sites, unfaulted corner sites and unfaulted center sites. The preference for
the different adsorption sites is independent of temperature and correlates well with
the local density of states at these sites. NO can be desorbed from Si(111) with the
†This chapter by M. A. Rezaei, B. C. Stipe, and W. Ho has been submitted to
Journal of Chemical Physics under the same title for publication.
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STM. We present data that suggest the desorption is induced by the electric field
under the STM tip. The threshold positive electric field for desorption of NO is
0.114 ± 0.009 V/A˚. For sufficiently small tip-surface distances, NO can be desorbed
locally without affecting the neighboring adsorbates.
5.2 Introduction
Investigating the reaction of nitric oxide (NO) on Si(111)-(7×7) is important for
both basic science and industrial applications. NO is produced during combustion
and is therefore a major concern in power plant emissions [1, 2]. It is also pro-
duced by photochemical processes in the upper atmosphere [3] and other natural
phenomena such as lightning [4]. As NO is toxic, the detection and conversion of
NO into harmless chemicals is essential for a healthy environment and a safe in-
dustry. Research into silicon based NO detectors strives towards this need [5]. NO
is also used for thermal nitridation and oxy-nitridation of silicon in semiconductor
processing [6]. It has been predicted that NO can be desorbed from Si(111) by
the electric field produced by an STM [7]. This mechanism is quite distinct from
the one involving electron-hole pairs which has been proposed for photon induced
NO desorption [8, 9]. There have been no experiments to verify the electric field
mechanism in the desorption of NO.
Our instrument is a home-made STM based on the Besocke design [10]. It
operates in ultrahigh vacuum (UHV) with a base pressure of 3 × 10−11 Torr. The
STM temperature can be held constant from 8 to 350 K to within 0.1 K. The tips
used in these experiments are chemically etched from polycrystalline tungsten wire.
The tips are 0.5 mm thick with a tip radius of 25 to 50 nm. The tips are cleaned in
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UHV by repeated sputter and anneal cycles. The silicon used in these experiments
is cut from a p-type, boron-doped, 1 Ω cm, prime grade wafer. The sample is
mounted on a molybdenum sample holder. Both the sample and sample holder
are out-gassed at 1000 K overnight. The sample is further cleaned by repeated
sputtering (1 keV Ne+ ions) and annealing (1200 to 1500 K) cycles.
The adsorption, dissociation and desorption of NO on Si(111) has been inves-
tigated previously by other methods. Temperature programmed desorption (TPD)
and electron energy loss spectroscopy (EELS) [11] have been used to identify the
surface species at various temperatures and coverages. At 90 K there are two molec-
ular NO species; one is labeled “bridge” and the other “atop”. The bridge species is
found at all coverages; the atop species only occurs at higher coverage. The bridge
species desorbs or dissociates at 147 K. The atop species dissociates between 200
and 300 K.
Photon and electron induced desorption of NO have also been investigated [8,
12, 13]. The data suggest that the desorption mechanism is mediated by electron-
hole pair excitation in silicon and not a direct photon process. Although the results
based on photon irradiation are not directly related to our studies and the electron
energy used (350 eV) is much higher than tunneling electron energies, the proposed
desorption mechanisms are relevant. These mechanisms, as well as electric field
induced desorption are discussed later.
The Si(111)-(7×7) surface is schematically depicted in Fig. 5.1a [14]. There are
twelve atoms on the top (adatom) layer. The unit cell has two halves, one faulted
and the other unfaulted, which refer to the stacking fault of the adatom layer with
respect to the bulk layer. The two halves of the unit cell cannot be distinguished
in the positive bias STM image of the clean surface (Fig. 5.1b). The faulted half,
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however, appears brighter in the negative bias (filled state) STM image (Fig. 5.1c),
because the local density of states (LDOS) is higher in the faulted half [15, 16].
There are two types of adatoms in each half: the center and corner adatoms. The
LDOS on the Si(111)-(7×7) surface varies from site to site. Within each half the
corner sites have higher LDOS than the center sites. The four different adatom
sites on the surface show different adsorption behavior for NO.
5.3 Adsorption Characteristics
We have studied the low coverage adsorption of NO on Si(111)-(7×7) from 32 to
160 K. NO adsorbs molecularly below 150 K. Figure 5.2a shows the clean silicon
surface at 50 K. After dosing, adsorbed NO appears darker than the silicon atoms
(Fig. 5.2b,c). It binds in an on-top configuration on both center and corner adatoms.
The adsorption probability depends on the adsorption site and it is independent of
temperature. The probability for sticking is highest for the faulted corner adatoms,
followed by the faulted center adatoms, unfaulted corner adatoms and unfaulted
center adatoms. According to EELS data [11], the only low coverage species above
150 K are atomic N and O. The STM image at 160 K shows species very distinct
from NO: the adsorbates appear darker (Fig. 5.2d) and unlike NO, we cannot desorb
them with the STM. NO desorption will be discussed in detail later. We cannot
distinguish between N and O in STM images. Furthermore, in some cases the
adsorbates do not appear pairwise, which one might expect from dissociated NO. It
is possible that either N or O is bonded to the dangling bond on the rest atom layer
and is not visible in the STM images. It is also possible that the dissociated atoms
travel longer distances along the surface, either in a cannon ball type trajectory or
71
Faulted Unfaulted
Center Adatoms Corner Adatoms
Figure 5.1: a) Schematic drawing of the Si(111)-(7×7) surface. b) Clean Si(111)
scanned at 200 K with 0.7 V sample bias and 1 nA tunneling current. The unit
cell is outlined. c) The same area as (b), scanned at -0.7 V sample bias and 1 nA
tunneling current. The unit cell is outlined. The brighter half of the unit cell is the
faulted half.
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parallel to the surface.
The molecular NO species detected with EELS [11] and labeled “bridge” appears
to be the on-top position as identified in our experiments. According to the EELS
data, these adsorbates dissociate and desorb at 150 K, which is consistent with
our experiment at 160 K. The EELS data also suggest that there may be two
“bridge” type species, which may be accounted for by the different adsorption sites
on the surface, that is, corner versus center or faulted versus unfaulted sites. In the
coverage ranges studied here (1 to 10 adsorbates per 100 surface adatoms), we have
not observed the “atop” NO species as determined by EELS [11].
Table 5.1 shows the percentages of adsorbates on the four possible adsorption
sites at 50, 92, and 120 K. The adsorption probability on different sites is found
to be independent of substrate temperature. The incoming NO molecules have the
same mean kinetic energy for all the experiments, as the doser was kept at room
temperature. It is likely that the barrier to adsorption at the different sites, if any,
and the final state energies of the chemisorbed molecule are different at the four
sites. The data suggest that NO does not reach thermal equilibrium with the surface
before adsorption, because otherwise one would expect a population distribution
that varies as a function of substrate temperature. The LDOS variations over the
surface match the adsorption preference of NO. As mentioned earlier, the LDOS is
highest at the faulted corner sites, followed by the faulted center sites, unfaulted
corner sites and unfaulted center sites [15, 16]. Similar site preferences has been
observed for O2 on Si(111), although the temperature dependence of this effect was
not investigated [17].
It has been suggested that O2 looses its kinetic energy by becoming charged as
it approaches the surface [17]. NO has a comparable electronegativity and except
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Figure 5.2: a) Clean Si(111)-(7×7) surface scanned at 0.85 V sample bias and
0.1 nA tunneling current at 48 K. b) Same area as (a) after dosing with NO. c)
High resolution scan of NO (indicated by the arrow) at 50 K, scanned at 0.85 V
sample bias and 0.1 nA tunneling current. d) Si(111) dosed with NO at 160 K.
There is no molecular NO on the surface. N and O appear darker than NO. The
image was scanned at 0.7 V sample bias and 0.1 nA tunneling current.
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Table 5.1: The percentage of NO adsorbates on different sites. To avoid saturation
effects, the data were collected at low coverage (less than one adsorbate per 10
surface adatoms). There is no temperature dependence in the site distribution
from 50 to 120 K.
Temperature (K)
50 92 120
Faulted Corner 44 ± 2 40 ± 3 40 ± 3
Site Faulted Center 25 ± 2 26 ± 3 25 ± 3
Unfaulted Corner 20 ± 2 21 ± 2 21 ± 2
Unfaulted Center 11 ± 1 13 ± 2 14 ± 2
for one less electron, a similar molecular orbital structure to O2 and it is likely that
the same mechanism is involved in the dissipation of the NO kinetic energy. The
resulting charge transfer from Si to NO provides a pathway for the dissipation of
the NO kinetic energy. The positive electronegativity of adsorbed NO causes the
molecule to be partially negatively charged [7], which is consistent with adsorption
kinetics involving electron exchange between the gas molecule and the surface.
Since the LDOS is independent of temperature, so is the sticking probability at
the different sites. Other excitation, such as phonons, are also likely to be involved
in the dissipation of the NO kinetic energy prior to adsorption. The interaction
with the substrate phonons, however, is not the primary pathway for the loss of
kinetic energy, as a strong interaction would likely introduce substrate temperature
dependence in the adsorption population at the different sites. The LDOS does not
strongly influence the adsorption characteristics of other gases. H2S, for example,
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does not follow the same adsorption kinetics as NO [18]. H2S shows a preference
for the center sites within the same half of the unit cell and the sticking probability
at various sites is dependent on temperature. The adsorption behavior of H2S can
best be described as a thermally activated process with different energy barriers at
different sites.
5.4 NO Desorption
There are many mechanisms by which the STM can interact with an adsorbate
or substrate [19, 20]. Van der Waals forces between the tip and the adsorbate
have been used to move adsorbates on surfaces [21]. Tunneling as well as field
emitted electrons have been used to excite adsorbate vibrational states and cause
desorption [22], dissociation [23], or rotation [24] of adsorbates. The electric field
under the STM tip has also been used to manipulate the adsorbate [25]. It is often
difficult to discern the mechanism responsible for a particular effect, especially
when trying to distinguish electron induced and field induced effects. The electron
parameters (bias and current) cannot be changed independently of the electric field
and therefore it is difficult to attribute the effect to one or the other mechanism.
To probe the mechanism of NO desorption from Si(111), we applied voltage
pulses to the molecules at various tip-surface distances. The tunneling current was
measured during the pulse and a characteristic step increase in the current indicated
the moment of desorption. For consistency, only NO molecules adsorbed on faulted
corner sites were used in the pulsing experiments. In addition to desorption, NO can
move along the surface and bond to a different Si atom. NO desorbs 60 ± 14% of the
time. Figure 5.3 shows an example of desorption of two neighboring NO adsorbates,
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one at a time, indicating that the low voltage desorption is well controlled and local.
The tip can be positioned directly on top of each of the NO molecules to desorb
them separately. We can also desorb large numbers of NO adsorbates by scanning
at 1.5 V. Figure 5.4 illustrates the desorption of many NO adsorbates by scanning.
In some cases, NO does not desorb, but rather moves along the silicon surface.
Figure 5.5 shows an NO molecule that moved after a voltage pulse. It is not clear
whether NO actually moves along the surface, or desorbs, is reflected by the STM
tip, and then re-adsorbs. The silicon surface corrugation is high and the barriers to
diffusion are correspondingly high. For example, the barrier to diffusion of hydrogen
on Si(111) is 1.5 eV [26]. In some cases we have observed that the STM tip will
undergo a change after a pulse which may be attributed to NO that is bonded to
the tip.
With the same tip, we can generally obtain consistent results that show a de-
crease in the desorption time with increasing voltage or increasing current. The
desorption characteristics appeared to change, however, even when all measurable
variables, that is temperature, voltage and current were kept the same. For exam-
ple, we measured the desorption time at 1.2 V bias voltage and 0.3 nA tunneling
current to be 129 ± 39 ms. With a different tip, we measured the desorption time
at 1.2 V bias voltage and 0.9 nA tunneling current to be 5.1 ± 2.5 s. The same
sample was used for both experiments and it was prepared identically on both days.
The only difference was the tip. Given these results and the theoretical prediction
that NO desorption can be induced by the electric field under the STM tip, we
changed our pulsing technique to explore the field dependent characteristics.
To minimize the possibility of electron induced desorption, we moved the STM
tip far away from the sample to reduce the current. We measured the current to be
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Figure 5.3: a) Two NO adsorbates at 50 K. The tip is positioned on the marked
molecule and a voltage pulse is applied with the feedback turned off (fixed tip-
sample distance). b) During the voltage pulse of 1.5 V and 0.3 nA, the current
suddenly jumps, indicating the moment of desorption. c) Only the targeted NO
molecule is desorbed. The tip is positioned on the next molecule and a similar
voltage pulse is applied. d) The NO molecule is desorbed. The STM images were
scanned at 0.7 V sample bias and 0.1 nA tunneling current.
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Figure 5.4: a) Clean Si(111) at 92 K. A phase boundary is visible in the lower left
of the image. b) Same area as (a) after dosing with NO. c) After a 1.5 V and 1 nA
scan, almost all the NO molecules have desorbed. The same location is marked in
all three images. The images were scanned at 1 V sample bias and 1 nA tunneling
current.
Figure 5.5: NO moving on Si(111) at 50 K. a) Before a 1.25 V and 2 nA voltage
pulse. b) After the voltage pulse. NO has moved, and not desorbed. The images
were scanned with 1 V sample bias and 0.05 nA tunneling current.
79
less than 1 pA in these experiments. Since we could no longer measure the current
and therefore could not measure the desorption time, we looked for a threshold
voltage at a given distance from the surface where the probability for desorption
in one second for an adsorbate is 50%. The tip was was held directly over a single
isolated NO molecule and the desorption probability of that molecule was noted
by repeating the experiments several times. For each distance, the experiment was
performed at least four times per voltage in 0.25 V steps. Because the height of
the tunneling gap is not known and also depends slightly on the tip, we have to
approximate the tip-surface distance. We can measure the height of the tunneling
gap by bringing the tip closer to the surface at zero bias voltage until we see a
perturbation in the surface under the tip. Figure 5.6a shows the threshold voltage
as a function of distance to the surface at various temperatures. The fitted line has
a slope of 0.144 ± 0.009 V/A˚. We expect the y-intercept to be zero, but we could
not determine it accurately from our data. The calculated least squares intercept
is 0.5 ± 0.5 V. Even though the N-O bond is weakened by the electric field, we
have not been able to dissociate NO with the STM [7]. The electronegativity of
adsorbed NO causes a charge rearrangement, leading to Si+α:N−βO−γ so that both
N and O have a slightly negative charge [7], thus the N-O bond is not as strongly
influenced by the electric field as the NO-Si bond. It is therefore consistent with
our observation that NO desorbs rather than dissociates as the result of the applied
electric field.
The electric field under the STM tip depends on the shape of the tip [27, 28].
This may explain the inconsistency in our low voltage results, wherein the desorp-
tion rate varied by more than an order of magnitude. For our high voltage, low
current experiments, we can approximate the electric field by V/d, where V is the
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Figure 5.6: a) Threshold voltage for desorption plotted versus tip-surface distance
at various temperatures. The error in distance (not shown) is 0.85 A˚, 1.21 A˚, and
1.49 A˚ for 50 K, 90 K, and 120 K, respectively. b) Same data as (a) displayed as
approximate electric field (voltage/distance) versus distance. The dashed horizontal
lines is the average field (0.12 ± 0.02 V/A˚) and the solid line is the slope of the
least squares fit from (a), 0.144 ± 0.009 V/A˚.
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bias voltage and d is the tip-surface distance. This approximation is valid directly
under the tip in the limit that the tip radius is much larger than the tip-surface
separation. We estimate our tip radius to be 25 to 50 nm. Because of the asperity
at the end of the tip, the field is more perturbed from the V/d approximation if the
STM tip is closer to the surface. A positive electric field is defined by a positive
bias on the sample. Figure 5.6b shows the approximate threshold electric field for
desorption as a function of distance at various temperatures. The average field is
calculated to be 0.12 ± 0.02 V/A˚, which is in good agreement with the slope of the
least squares fit of 0.114 ±0.009 V/A˚ [Fig. 5.6a]. We should note that when the
tip is far away from the surface, the electric field is more uniform over a large area,
and therefore the probability of nonlocal desorption of NO is higher.
For sufficiently high fields (1 V/A˚ or higher), NO can be desorbed by field
evaporation, which is insensitive to temperature [29]. The electric fields in our
experiments, however, are not large enough to justify this mechanism. The effect of
the electric field on the adsorbate-surface bond has been treated theoretically [7].
As mentioned earlier, the electronegativity of NO causes a charge rearrangement,
leading to Si+α:N−βO−γ. The electric field affects the charge distribution, which can
weaken or strengthen the NO-Si bond. According to calculation of the vibrational
energy of the adsorbate-surface system, positive electric fields decrease the energy,
that is, weaken the adsorbate-surface bond. NO desorbs thermally at about 150 K.
The electric field weakens the NO-Si bond and the desorption occurs at a lower
temperature. Ideally, one should be able to measure the threshold electric field as
a function of the temperature. As can be seen from the data in Fig. 5.6, the results
are insensitive to temperature to within our error values. To understand this result,
we have to explore the relationship between the electric field and the bond energy.
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The effect of a positive electric field (defined for a positive sample bias) is to
weaken the NO-Si bond. The higher the electric field, the weaker the bond becomes.
Negative electric fields, however, do not affect the NO-Si bond monotonically. For
electric fields between -0.5 and 0 V/A˚, the bond is strengthened. Below -0.5 V/A˚,
the bonds is weakened again. The adsorbate-surface vibrational frequency has a
quadratic dependence on the electric field [7] and can be expressed as:
ν = ν0 − c(E −E0)
2, (5.1)
where ν is the vibrational frequency, E is the magnitude of the electric field with
the appropriate sign, and ν0, E0 and c are constants. The vibrational frequency can
be empirically related to the desorption barrier (that is, the NO-Si bond energy):
ǫ ∝ ν2, (5.2)
where ǫ is the barrier to desorption [30]. The rate of desorption depends on the
desorption barrier by the Arrhenius law:
R ∝ e−α, α = ǫ/kT, (5.3)
where R is the desorption rate. Combining Eqs. 5.1, 5.2, 5.3, we obtain:
α ∝ (ν0 − c(E −E0)
2)2/kT, (5.4)
that is, α has a quartic dependence on E. This sharp dependence on the electric
field can be described as a threshold behavior that is insensitive to temperature for
our temperature range.
According to the theoretical calculations [7], the maximum vibrational energy
occurs for a negative electric field at -0.5 V/A˚. To verify this effect, we investigated
the desorption of NO with negative electric fields. We are able to desorb NO with
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an electric field of -0.2 to -0.25 V/A˚, which is about twice the magnitude required
for positive field desorption. However, we measured current (0.01 to 0.1 nA at
-6 to -10 V) during these experiments because of the smaller tip-surface separa-
tion. According to the calculation results, for electric fields between 0 V/A˚ and
-0.5 V/A˚, the NO-Si bond is strengthened, which does not agree with our results.
The calculations, however, are based on the unreconstructed surface and therefore
may not be quantitatively correct. It is also possible that the desorption is caused
by another mechanism, such as electron-hole pair excitations that are involved in
photon induced desorption of NO.
The Fermi levels of both the surface and NO have been shifted with respect
to the tip Fermi level because of the potential difference. With a negative sample
bias, electrons flow from the sample to the tip, leaving holes in the substrate that
may annihilate by interacting with a NO filled state, leading to desorption. Photon
induced NO desorption from Si(111) has been the subject of several studies [8, 12,
13]. It has been proposed that the desorption of NO is caused by carrier excitations
across the band gap [8] or involving surface states [12] in silicon. Although this
mechanism is unlikely to be involved in the STM induced desorption with a positive
sample bias, it may be responsible for the desorption with negative bias due to the
measurable current from the sample to the tip.
5.5 Conclusion
The adsorption of NO on Si(111) illustrates the effect of local atomic and electronic
structures on chemical bonds. The (7×7) reconstructed silicon surface provides
four different adsorption sites for NO at low coverage. Faulted corner adatoms are
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the most favorable adsorption sites, followed by faulted center adatoms, unfaulted
corner adatoms and unfaulted center adatoms. The adsorption characteristics are
independent of temperature, and are due to variations in the local electron density
on the surface. By varying the temperature, we can probe different aspects of the
adsorption behavior and differentiate thermal vs nonthermal processes.
The STM induced desorption of NO at positive sample bias can be attributed
to the electric field under the STM tip. This mechanism is quite different from the
photogenerated hole process that is responsible for the photon induced desorption
of NO from Si(111). We can desorb NO locally or over large areas with the STM.
A single chemical bond can be affected without disturbing neighboring bonds and
we can make quantitative measurements that may further our theoretical under-
standing of adsorbate-surface systems.
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Chapter 6
Conclusion and Future Prospects
6.1 Concluding Remarks
As stated in the introduction, the major thrust of this work has been to understand
the atomic scale chemical behavior of a few selected adsorbates on silicon surfaces.
To that end we have studied the adsorption of H2S, D2S, and NO on Si(111)-(7×7)
and the adsorption of D2S on Si(100).
We can begin to understand the chemical behavior of adsorbates on silicon by
determining the reaction site and adsorption geometry. By analyzing our STM
images, probing the adsorbates by STM induced chemical changes and comparing
our results to previous work, we have determined the reaction sites and adsorption
geometries of H2S, D2S, and NO on Si(111)-(7×7) and D2S on Si(100). The most
complicated system studied here is H2S on Si(111)-(7×7), where the adsorption
requires the participation of two surface dangling bonds, one of which is not visible
in STM images.
The interaction of the gas molecule with the surface prior to chemisorption is
critical in determining the adsorption characteristics. Although we cannot directly
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observe this interaction with the STM, we can infer several aspects of the interaction
based on the adsorption pattern. For H2S and D2S on Si(111)-(7×7), the temper-
ature dependence of the adsorption site populations points to a mobile precursor
state, which is in thermal equilibrium with the surface. For NO on Si(111)-(7×7),
however, we observe no temperature dependence in the adsorption site populations.
NO adsorption is dictated by the local density of states at the particular Si sites.
We have also established that nearest neighbor effects can be very important in
some systems, such as H2S on Si(111), but are not very critical in other systems,
such as D2S on Si(100) and NO on Si(111).
Silicon surfaces are highly reactive and can easily make the barrier to dissociation
thermally accessible. For example, 4 eV of energy is required to break one of the
hydrogen-sulfur bonds in H2S in the gas phase, but this dissociation occurs on
Si(111) and Si(100) even at 50 K. The dangling bonds on Si(111) play an important
role in the adsorption of H2S, D2S, and NO. H2S and D2S adsorb dissociatively on
Si(111). Two surface dangling bonds are involved in the adsorption and dissociation
process, one in the adatom layer and the second in the rest atom layer. HS (DS) is
bonded to an adatom and H (D) is bonded to a rest atom. This adsorption geometry
is dictated by the location of the dangling bonds as well as the charge distribution
on the surface. All the adsorbates that we have studied show a preference for the
faulted half of the unit cell. By varying the temperature, we can probe different
aspects of the adsorption behavior. The site selectivity is more evident at low
temperatures. H2S and D2S prefer the center sites, especially at low temperatures.
The reconstruction of the Si(100) surface also affects the adsorption behavior
of various substances. DS and D bond to the dangling bonds and not the dimer
bond. The surface reconstruction can also be affected by the adsorbates: regions
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of symmetric dimers can become asymmetric as a result of DS adsorption. The
Si(100) reconstruction, however, is not nearly as complex as the Si(111)-(7×7)
reconstruction and does not lead to the same rich chemical behavior we have seen
on Si(111).
The ability of the STM to cause chemical changes in the adsorbate-surface
system has been used throughout this work. On Si(100), DS can be dissociated
or moved into the dimer bond which is not thermally accessible. On Si(111), DS
can also be dissociated. We have also verified that the desorption characteristics
of the deuterium atoms are consistent with previous experiments and have thereby
differentiated D from S. We have verified that NO dissociates above 150 K by trying
to desorb the adsorbates without success; both N and O are more strongly bonded
to Si than NO is, and do not desorb as easily.
To understand the physics that underlies the chemical behavior of adsorbates,
quantitative measurements have to be made. STM images do not directly measure
simple properties of a system, such as vibrational energies. Nevertheless, we have
been able to extract quantitative data from STM images. The activation barrier
to the thermal dissociation of DS on Si(111) was determined to be 0.73 ± 0.15 eV.
The mechanism for NO desorption is attributed to the electric field under the STM
tip. The threshold electric field for the desorption of NO was measured to be
0.114 ± 0.009 V/A˚ from 50 to 120 K. By varying the temperature, we have also
been able to estimate the difference in the energy barrier to adsorption at different
sites on Si(111) for D2S. The effect of adsorbate-adsorbate interaction was also
explored quantitatively for D2S on Si(111) where nearest neighbor interactions lead
to non-Langmuir kinetics.
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6.2 Future Prospects
The STM is a rather versatile instrument and can be used in many different settings;
we will not attempt to cover all possible experiments that can be performed with
our instrument. There are two groups of future experiments that can be related to
the work presented here: specific experiments that provide additional information
on the systems studied here and more general prospects that go beyond the topics
covered but can be related to study of chemistry on silicon surfaces.
6.2.1 H2S and D2S on Si(111)-(7×7)
There are several interesting effects that were not investigated but merit further
work:
• The distance that deuterium atoms move after thermal dissociation was mea-
sured to be roughly 50 to 100 A˚ (Ch. 3). To study the isotope effect, this
value should be measured more accurately and then compared to the same
value for hydrogen, which should be measured as well.
• The distance that deuterium and hydrogen atoms move after STM induced
dissociation was measured at 50 K (Ch. 3). The temperature dependence of
the distance traveled was not investigated. Since the thermal deuterium atoms
move 5 to 10 times more at 300 K, it would be interesting to know whether
deuterium and hydrogen atoms move longer distance at temperatures higher
than 50 K after STM induced dissociation.
• The energy barrier to dissociation for DS was measured to be 0.73 ± 0.15 eV.
As stated in Ch. 3, an isotope effect is expected to be measurable and should
be investigated.
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6.2.2 NO on Si(111)-(7×7)
There are three aspects of our NO experiments (Ch. 5) that can be further studied:
• The substrate-temperature independence of the NO adsorption probability on
different sites may be because NO does not reach thermal equilibrium with the
surface prior to chemisorption. To verify this conjecture, molecular beams of
NO with varying energies can be made to adsorb on silicon and the resulting
populations on the various sites studied.
• The electric field desorption of NO is critically dependent on the negative
charge that a chemisorbed NO acquires. Other diatomic molecules have a dif-
ferent charge configuration on the surface: Si+e:O−fH+g and Si−h:Be+iH−j [1].
These molecules behave differently as a function of the polarity and magnitude
of the electric field and have not been studied experimentally to date.
• Our experimental results for electric field induced NO desorption do match the
theoretical results quantitatively [1]. We attribute this to the unreconstructed
surface that was used in the theoretical calculations. The reconstructed sur-
face has very different properties and it would be instructive to perform the
same calculations for a reconstructed surface.
6.2.3 Future Directions
We have successfully performed tunneling spectroscopy on a single molecule on
metal surfaces with our instrument [2]. One of the biggest problems in performing
spectroscopy on metal surfaces is the weak bond between adsorbates and the surface:
the adsorbates are often mobile or move because of interactions with the STM.
Silicon surfaces, on the other hand, form strong bonds with many adsorbates but
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present many difficulties that must be overcome in order for spectroscopy to be
possible. Some of these problems are:
• Spectroscopy is best performed below 15 K because the width of the spectro-
scopic peak becomes too broad above 15 K. It is possible to tunnel on highly
doped silicon at very low temperatures, even at 6 K [3]. However, we have
been unable to clean highly doped silicon in our UHV chamber (App. C).
• It is not clear whether tunneling current can flow for low voltages (below 0.7 V)
where we’ve traditionally performed spectroscopy because of the silicon band
gap. There are other vibrational peaks at higher energies, but the signal to
noise ratio is also lower at higher energies.
• Metal surfaces have a close to linear I-V curve which results in almost zero
d2I/dV 2. Silicon surfaces have a nearly exponential I-V curve which can
make the adsorbate signal to background ratio even lower.
Overcoming these problems is a difficult task, but can be very rewarding.
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Appendix A
STM Software Design
This section is not intended to be a software manual. The purpose of this section
is to explain the software design philosophy, provide some examples of how the
philosophy was actually applied and highlight the novel approaches taken to solve
physics problems. Emphasis is put on problems and solutions that are specific
to data acquisition software and will not arise for other programs, such as word
processors.
The software is written entirely in C. It is over 30,000 lines of code. From a pro-
gramming perspective, the software is composed of three major sections: low level
digital I/O, data acquisition and data analysis. The graphical user interface (GUI)
is the glue that holds the various parts together. The software was designed to
maximize user friendliness without compromising the access to the available instru-
ment functions. Although the STM hardware has not changed significantly since
it was first designed, the software has evolved constantly, allowing us to perform
novel experiments and extending the capabilities of the instrument.
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A.1 Low Level I/O
For the purposes of this discussion, the term “hardware” is used for the digital I/O
board (AT-DIO-32F) inside the computer. The low level I/O routines are sepa-
rated into a single file for modularization purposes. Unlike most data acquisition
software, the I/O routines do not use any drivers; the routines interact directly
with the hardware. There are advantages and disadvantages to this approach. The
advantages are:
• Without any driver calls, the I/O routines are faster. An I/O instruction is a
single instruction, whereas calls to drivers functions requires stack manipula-
tion and function call overhead. Additionally, many drivers tend to perform
extra, and often unnecessary tasks (such as range checking and hardware
queries) that slow down the I/O even further.
• Drivers are operating system dependent. It is not always the case that drivers
for older hardware exist for newer operating systems. Furthermore, it may
take a while before drivers are completed for newer operating systems, even
for new hardware.
• Driver bugs can be hard to track down and fix. If a problem with a driver
exists, fixing it requires cooperation of the driver authors, who may not always
be forthcoming.
The disadvantages of this approach are also important to note:
• The software becomes hardware dependent. Since newer hardware can radi-
cally change the underlying protocol, the software can be incompatible with
the new hardware. Since the start of this project, National Instruments has
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introduced two new models of the I/O board that are incompatible with our
software.
• Under protected operating systems (such as Windows NT and Unix), user
level programs are forbidden from interacting with the hardware directly.
Therefore, our software will not work under these operating systems. Hard-
ware manufacturers usually provide drivers for many operating systems.
The modularization of the I/O routines can alleviate problems associated with
the above disadvantages. For the software to work with a new board, just a few
routines have to be modified. The software modification is simple, but learning the
new hardware protocols and testing the new software is time consuming. For the
software to work with protected operating systems, low level system drivers have
to be written.
A.2 Accurate Timing
The STM electronics have very strict timing requirements. Wherever possible,
the timing is performed using the real time clock on board the digital I/O card.
The clock has a 2 MHz frequency, and therefore a theoretical resolution of 0.5 µs.
However, the reading and writing of the clock registers on the I/O board take longer
than 0.5 µs. The initial clock start up takes about 8 µs. The checking of the clock
takes 3 µs.
To test the repeatability of the timing routines and gain some insight into the
timing variations, we performed a simple measurement, where data was taken as
quickly as possible and the time was recorded for every data point. Figure A.1a
shows the histogram of time intervals between data points when the computer
97
interrupts were not disabled. Notice the long tail that extends to 120 µs. When
interrupts are disabled, the timing is much better and there is no tail, as seen in
Fig. A.1b. The small variation (about 2 µs) is due to subtle timing of the ISA
bus. The ISA bus runs on an 8 MHz clock, but there is also a latency that is more
difficult to measure. It is unlikely that this variation is caused by the 333 MHz
CPU, as the CPU timings involved are much faster.
Since there is only one real time clock on board the I/O card, it is sometimes
necessary to use another delay mechanism. These delays are all generated by read-
ing and writing null data to the I/O card. Since the delay associated with these
instructions is due to the communication with the I/O card and because the I/O
card is sitting on a fixed clock bus (the ISA bus), the delays are processor inde-
pendent. This is quite important, because we have switched computers many times
since the beginning of the project (from a 66 MHz 486 to a 333 MHz Pentium II),
without having to change the delays significantly. It is always a good idea to test
the timing when the computer is changed. There are also a few self timing routines
that determine certain hardware delays automatically.
A.3 Choice of Operating System
When the project was started, we wanted the program to run under IBM OS/2. We
could not, however, write directly to the hardware and after many failed attempts,
we abandoned OS/2 for Microsoft Windows 3.1. Since OS/2 is a preemptively
multi-tasked operating system, it can also interfere with precise timing. Under
Windows 3.1, the program has complete control over the CPU, if need be. Interrupts
can be disabled as well.
98
20
15
10
5
0
N
um
be
r o
f P
oi
nt
s 
(10
3 )
22.021.521.020.520.019.519.018.5
Time (µs)
20
15
10
5
0
N
um
be
r o
f P
oi
nt
s 
(10
3 )
Time (µs)
x 1000
60 80 100 12019 22
a)
b)
\ \
Figure A.1: a) Histogram of time intervals between successive data points under
Windows 3.1. b) Histogram of time intervals between successive data points under
Windows 3.1 with interrupts disabled.
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Although the program is written as a Win32 application, and therefore can run
natively under Windows 95, it should be run under Windows 3.1 for data acquisition
purposes. Windows 95 can take over the CPU for milliseconds at a time [1], which
is not acceptable for our purposes.
To demonstrate this problem, we used the program to take data as quickly as
possible, and record the time at which each data point was taken. This was per-
formed twice under Windows 95. The first time, no other programs were running.
The histogram (Fig. A.2a) shows a longer tail compared to the Windows 3.1 results
(Fig. A.1) with delays up to 180 µs. The test was performed a second time, while
another computer was used to ping the data acquisition machine. A ping packet
is a small network packet sent from one machine to another; the recipient machine
sends an acknowledge packet back. Network responses of this sort are very simple
and do not require many CPU cycles or I/O time. The results (Fig. A.2b) show a
large peak at 60 to 70 µs, which is the result of the CPU responding to network
requests. The tail of the histogram now extends to 230 µs. Simple operations, such
as minimizing a window, can cause large real time delays which are not appropriate
in a data acquisition setting. The delays are not necessarily created by the user.
For example, Windows 95 periodically synchronizes the hard drives with its disk
cache data. Such an event can take hundreds of milliseconds because of the slow
hard drive response. There is no way to disable the multitasking capabilities of
Windows 95 and therefore we use Windows 3.1 for our data acquisition.
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Figure A.2: a) Histogram of time intervals between successive data points under
Windows 95. b) Histogram of time intervals between successive data points under
Windows 95 with another computer pinging the data acquisition machine.
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A.4 Safety Features
The middle piezo tube on the STM is responsible for keeping a fixed distance
between the tip and the sample. This is accomplished by a feedback loop that
controls the voltage on the piezo. The voltage on the z piezo is the sum of two
signals: the z-offset channel and the feedback z channel. Changing the z-offset
channel will change the total voltage on the piezo and the feedback loop will respond
by changing the feedback z channel in the opposite direction. The z-offset channel
always has a gain of ten, whereas the feedback z channel can be selected to have
a gain of 0.1, 1 or 10. When the z-gain is changed, if the z-channel value is not
close to zero, the actual voltage going out to the piezo can change by a factor of
10, which essentially jerks the z-piezo, and possibly crashes the tip.
During scanning various safety features are available to the operator. On rough
or steep terrain, with a low z-gain, it is possible that the feedback loop will reach
the limit of the z-voltage, and if left unchecked, the tip will crash into the surface.
When the z-offset safety feature is enabled, the computer can perform one of several
actions to ensure the tip does not crash. If the z-channel is within 5% of its limits,
the computer can either
• Stop scanning.
• Change the z-offset so that the z-channel is no longer close to the limit by
three times the settable limit, i.e. 15% if the limit is set to 5%.
• Use the range of z that has been measured so far and change z-offset such
that the z-channel is exactly centered about zero.
The limit at which the crash protection will be activated defaults to 5%, but it can
be changed by the operator.
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Another safety feature that is available during scanning is the digital feedback
in addition to the hardware (analog) feedback. The computer can monitor the
current at each step and ensure that the analog feedback has had enough time to
compensate for the movement. If the current is not within a prescribed range of
the ideal (equilibrium) position, the computer will wait longer to allow the feedback
loop time to adjust z.
A.5 Data Manipulation and Analysis
One of the most important aspects of the data manipulation routines is its close
integration with the rest of the program. While acquiring data, an STM requires
constant attention and decision making. These decisions may be based upon data
that has just been taken. During the experiment, the operator has to resolve
certain problems which include simple problems (such as “where is a large terrace
to perform the experiment?”) and more complex issues (such as “does the adsorbate
have more than one adsorption site?”). Traditionally, data analysis is done after
all the data are collected. The latter approach works well if the system is well
understood, but is less flexible for unknown systems.
Figure A.3 shows four images that are produced from the same data; the system
is Cu(100) dosed with pyridine (C5H5N) [2]. Figure A.3a is the raw data scaled
linearly to the grey palette. The structure is very difficult to make out, as the
pyridine molecules are rather tall compared to the rest of the features on the surface
and the surface is sloped. Figure A.3b is the image after a plane has been fitted
to the data. Usually, fitting a plane reveals most of the structure and therefore the
STM program defaults to showing plane fitted data in the main scan view. The data
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are always saved in raw form and the operator may turn off the plane fitting. Again,
for this system, plane fitting is not enough to reveal all the features. Figure A.3c
shows the data with an equalized palette. An equalized palette allocates the same
number of pixels to each color and therefore has maximum contrast. Subtle feature
are usually revealed when the palette is equalized. We have often used this feature
to locate areas on surfaces such as copper that are free from defects, as these areas
appear much brighter compared to the rest of the image. Figure A.3d shows the data
as if it were illuminated. The surface defects and pyridine molecules are easy to see,
but the effect of the extent of the defects in the LDOS that can be seen in Fig. A.3c
is not visible. The operator can view up to four different representation of the data
(not limited to the representations listed above) at once to better understand the
experiment.
One other aspect of the data manipulation routines is the custom routines writ-
ten to analyze specific experimental data. These routines are used just like any
of the other tools available in the program. Three of these tools have been used
extensively for the analysis of data. One of these analysis routines is the trace
analysis feature. With this feature, current traces that have multiple, well defined
levels with sudden shifts (telegraph noise) can be analyzed. The average time spent
in a given state and the average current in that state are calculated.
The counting toolbox was written specifically to analyze thermal dissociation
data, but has been used in many settings. The counting toolbox allows the user
to place colored circles on an image. The STM data are not modified, as would
be the case if circles were added in an image manipulation program. Up to four
different colors are available. The circles can be erased or converted from one color
to another. The number of circles of each color is summed and reported. The
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Figure A.3: All four images show the same data. The surface is Cu(100) and it
is dosed with pyridine. a) Raw data. b) Plane fitted data. c) Equalized data.
d) Illuminated data.
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thermal dissociation of DS on Si(111) [Ch. 3] was studied by scanning the surface
as quickly as possible and looking for changes from image to image. With over 400
DS molecules to track per image, it becomes difficult to count the events properly.
Only 1 to 20 events occur from image to image. By keeping track of the events in
each image using the counting feature, it is possible to double check the data and
ensure no events were missed or double counted. The analysis of the results would
have been significantly more difficult without the counting toolbox.
The counting toolbox has also been used to keep track of the different adsorption
sites on Si(111) [Ch. 2]. Perhaps more importantly, it is used to quickly mark new
features on the surface after dose while performing an experiment. It is often the
case that two isotopes of the same chemical are used in the same experiment. By
marking the different isotopes, one can quickly distinguish them, even though they
appear identical in STM images.
Another analysis tool that is specific to this program is the grid fitting toolbox.
Up to three sets of parallel lines can be displayed on top of the STM data at
arbitrary angles and inter-line distances. This feature can readily be used to find
adsorption sites and the surface orientation.
It should be noted that the STM program is a work in progress and the ability to
add custom analysis routines that can used even while taking data is an important
asset that should be taken advantage of.
A.6 Extending Instrument Capabilities
Computer control of the STM allows for a flexible framework that can be changed
to suit the need of the instrument in general or a specific experiment. The safety
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features discussed earlier (section A.4) is an example of making the instrument more
reliable.
Two of the limitation of current STM piezo actuators are drift and creep. Drift
is caused by thermal mismatch between the actuators and other parts of the instru-
ment. The piezo response to a voltage change is not instantaneous. The response as
a function of time has a slow component that causes STM images to appear warped
because the piezos are not at their final equilibrium position. This effect is called
creep. Without creep and drift, a wider range of experiments can be performed.
Creep is easily noticed moving long distances or scanning too fast. With a
little patience creep can be avoided, but it is sometimes necessary to take data
as quickly as possible. Creep is most noticeable in the fast scanning direction;
the image becomes visibly warped. To minimize this problem, the tip is moved
an extra distance before the beginning of the scan in the fast raster direction.
Although the effect is not entirely eliminated, it is reduced. In commercial STM
programs especially those written for metrology applications, creep is dealt with
more rigorously. These programs keep track of the history of the piezo tube and
by knowing the creep parameters change the actuation voltage to move the piezo
to the proper location. We have not had the need to implement such a system,
but doing so is not difficult. There are also hardware solutions that use a separate
distance measuring device, such an interferometer, to locate the actual position of
the piezo and change the voltage such that the the piezo is positioned properly.
The correction to the actuation voltage is usually regulated by a feedback loop
. It would be very difficult to modify our current STM to accommodate such a
correction system.
Thermal drift changes the relative position of tip and surface. For experiments
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that need a stationary tip, thermal drift can be a serious problem. One such
experiment is spectroscopy [3]. We can measure the current, I, as a function of
voltage, V and also the first two derivatives, dI/dV and d2I/dV 2, by rastering the
voltage in a specific range and recording the three signals. The derivatives are
measured by a lock-in amplifier. It takes several minutes to measure the derivatives
in a useful voltage range (0 to 0.5 V) because of the slow oscillation frequency
(several hundred Hz). Many such spectra have to be averaged to get good signal to
noise ratio. Thermal drift can make it impossible to take more than a few spectra
over the same position. To solve this problem, the computer is instructed to search
for a local minimum or maximum in the immediate vicinity of the tip position
between spectra. By tracking a maximum or minimum, the relative position of the
tip and surface can be kept fixed. We have taken spectra over the same molecule
for 10 or more hours [3]. Thermal drift is no longer the limiting factor in these
experiments.
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Appendix B
STM Construction
The STM head is made of many pieces that are glued together using UHV com-
patible epoxy. The materials used are listed in table B.1. The assembled head is
schematically depicted in Fig. B.1. The metal parts are machined from Al (spring
hooks), Mo (base plate) and OFHC copper (cross piece and magnet holders). The
STM with springs and copper cross piece is schematically depicted in Fig. B.2.
The materials were chosen for their high thermal conductivity at low temperatures.
The base plate is the same material as the sample holder to minimize the thermal
expansion mis-match. The springs provide vibrational isolation for the STM. The
three magnets that are attached to the copper cross piece dampen any oscillations
by creating eddy currents in the surrounding copper shield.
Since the STM will be used in UHV, care should be taken to clean all parts
appropriately, which usually entails cleaning with acetone and isopropyl alcohol.
Powder free gloves and a clean work environment are essential to keeping the parts
clean.
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Table B.1: STM parts.
Item Description/ Quantity Vendor
Part Number
Tungsten Balls 0.125” diameter, 3 Bal-Tech
Grade 50, pure
Epoxy, conductive H21D, 1 oz. eval. kit 1 Epo-tech
Epoxy, insulating H74F, 3 oz. test kit 1 Epo-tech
Sapphire rings R152.4 ring jewel, straight 9 Swiss Jewel Co.
Sapphire disks W6.36 sapphire window 6 Swiss Jewel Co.
SmCo disk magnets 18DRE2008 0.3121” 3 Magnet Sales &
D 0.125” T Manufacturing
Piezo Tubes EBL2, radial polarization, 3 Staveley Sensors,
4 Au electrodes Inc.
Piezo Tube EBL2, radial polarization, 1 Staveley Sensors,
1 Au electrode Inc.
Mo Rod 1.5” diameter ground rod 2 Schwartzkopf
(baseplate) Tech Corp.
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Figure B.1: STM head showing the piezo connections and glue joints.
Figure B.2: Schematic diagram of STM with copper piece, magnets and springs.
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B.1 Gluing the STM Head
The first three STM’s were glued with conductive and nonconductive epoxy. We
have since used Eutectic 157 UHV compatible solder in place of the conductive
epoxy. The conductive epoxy can sometimes have large resistances and is prone to
peeling off the piezo electrodes. For the details of using solder refer to L. Lauhon’s
Ph.D. thesis [1]. We will describe the gluing technique here.
The STM base plate (Fig. B.3) is machined from molybdenum. Four piezo
tubes are glued onto the base plate. The piezo tube electrodes are connected to
molybdenum posts that are insulated from the base plate by a sapphire disks. There
are four posts per disk. The piezos are assembled first and then glued onto the base
plate (Fig. B.4). The three outer piezos are used for lateral (x and y) motion and are
identical. The inner piezo, which is used for z motion, has the tip socket mounted
in the middle.
The epoxy has to be cured in an oven at 120◦ C for 30 minutes. Since the
epoxy is not very strong before curing, it is cured at each step of the construction.
To properly align the pieces and to avoid possible movement during the curing
process, the pieces are held together in teflon jigs or by other means. The jigs
have to be machined to closely match the different pieces. Machining teflon can
be difficult because of the softness of the material. A sharp cutting tool (drill bit,
lathe cutting tools, etc.) is necessary for proper machining of the jigs. The final jig
has to be tested against the pieces to insure proper fit; merely measuring the jig
while machining can be misleading because the dimensions can change under the
pressure used to hold the piece. The jigs are shown in Fig. B.5.
The wires used on the STM head are 0.015” thick polyamide coated copper
wires listed in table B.2. The wires are first cut to about 3” pieces and only in
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Figure B.3: STM molybdenum base plate. All dimensions are in inches.
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Figure B.4: STM piezo tubes. The tube shown on the left is used for the outer
piezos. The other tube is the inner piezo tube.
115
Figure B.5: Jigs used for gluing. a) J1 is used for gluing the wire to the ball and
the second sapphire washer. b) J2 is used for gluing the ball assembly to the piezo
tube. c) J3 is used for gluing the bottom sapphire washer to the piezos and also for
centering the inner piezo on the base plate. d) J4 is used for gluing the tip socket
to the sapphire washer.
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Table B.2: Wires and connectors used in STM construction. All wires are polyamide
coated and bought in 100 ft reels.
Item Description/ Quantity Vendor
Part Number
Connectors AMP 50863 100 AMP
Cu wire 0.015” 1 California Fine Wire Co.
Cu wire 0.005”, 99.99% pure 1 California Fine Wire Co.
Stainless steel wire 0.010” 1 California Fine Wire Co.
the final stage are cut again to the proper length. Stripping the polyamide can be
difficult. A sharp, small utility knife can be used to scrape the coating. We have
had little success with chemical strippers.
B.1.1 Outer Piezo Tubes
The outer piezo tubes are glued from the top to bottom as follows:
• To glue the W ball to the sapphire washer , place some conductive epoxy on
the ball and lay it on the washer.
• Using jig J1, glue the 0.015” Cu wire to the ball with conductive epoxy.
• Using jig J1, glue the next washer to the ball assembly with nonconductive
epoxy.
• Glue the inner piezo wire to the piezo using conductive epoxy.
• Using jig J2, glue the ball assembly to the piezo tube with nonconductive
epoxy.
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• Using jig J3, glue the bottom sapphire washer to the piezo tube with noncon-
ductive epoxy.
• Attach the four outer electrode wires with conductive epoxy. A small copper
alligator clip can be used to hold the wire in place while the epoxy is being
applied and later cured.
B.1.2 Inner Piezo Tube and Tip Socket
The tip socket is prepared first and then glued to the piezo tube as follows:
• Attach the tip wire to the AMP socket using conductive epoxy. Test the
socket to insure glue did not destroy the spring mechanism inside.
• Glue teflon tape around the tip socket with nonconductive epoxy. Test the
socket to make sure the outside wall of the socket is nonconductive.
• Using jig J4, glue the two sapphire washers to the tip socket with nonconduc-
tive epoxy, one at a time.
• Glue the inner piezo wire to the piezo using conductive epoxy.
• Using jig J2, glue the tip socket to the piezo tube with nonconductive epoxy.
• Using jig J3, glue the bottom sapphire washer to the piezo tube with noncon-
ductive epoxy.
The outer electrode wire will be attached after the piezo is glued to the base
plate.
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B.1.3 Sapphire Discs with Posts
The sapphire discs have to prepared by drilling four non-through (blind) holes. Use
the ultrasonic impact grinder for drilling the holes with 0.019” drill bits. The end
of the drill bit has to be ground flat after each use. Grinding the long, thin drill
bit can be difficult. Use two fingers to support the bit while grinding, leaving only
a few millimeters between fingers and the grinding wheel. The holes are spaced on
the washer using an aluminum mask. The sapphire is attached to a glass substrate
using paraffin or xtal bond. After the holes have been ground, attach molybdenum
posts onto the disk using nonconductive epoxy. To ensure the posts are straight,
use two teflon discs with four holes with the same spacing as the disc holes at the
two ends of the posts. After curing, scrape the extra nonconductive epoxy with a
small utility knife to ensure good electrical conduction.
B.1.4 Preparing the Base Plate
Aluminum posts can be attached to the plate in place of the spring hooks to lift
the base plate so that the wires running through the base plate won’t have to be
bent. All parts are glued to the base plate with nonconductive epoxy as follows:
• The inner piezo is glued first. Using jig J3, make sure the piezo is placed at
the proper angle (90◦ to the base plate). After the curing, attach the outer
electrode with conductive epoxy.
• Place the three outer piezo tubes on the base plate with a small amount of
epoxy. Rotate the tubes until the small spaces between electrodes matches
the scratch lines on the plate. Place a 0.25” thick glass plate on top of the
piezos and realign the piezos if they shifted. With the glass on top of the
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Figure B.6: Wiring labels and connections on the STM.
piezos, cure the entire assembly.
• Glue six sapphire disks to the base plate, 4 on top, 2 on the bottom as shown
in Fig. B.6.
The electrical connections have to be glued next. Using the wiring diagram
(Fig. B.6), carefully cut each wire to length, strip the end and attach it to the
proper Mo post with conductive epoxy. Check the electrical connections from the
post to the piezos, tip socket and W balls.
120
B.2 Wiring
The STM connections start from the components on the STM base. These com-
ponents are connected by 0.015” Cu wire to Mo posts on the base. The posts are
connected to a sapphire feedthrough on the inner shield with 0.005” Cu wires that
have AMP connectors on both ends. The connectors are attached using conductive
epoxy. The wires are cut to minimize slack before the connectors are attached.
These thin wires were chosen to minimize the mechanical connection, but provide
some thermal conduction. The sapphire feedthrough connections are then routed
with 0.010” stainless steel wires to the vacuum feedthroughs. The stainless steel
wire is a poor thermal conductor, which is ideal for our purposes, because the vac-
uum feedthrough is at room temperature, but the sapphire feedthrough is cold (8 K
minimum temperature). The stainless steel wires are heat sunk to the outer shield,
which is below room temperature, but warmer than the inner shield (100 K mini-
mum temperature). The wiring is schematically represented in Fig. B.7, including
the grounding configuration.
Since the tunneling current is typically 0.1 to 10 nA, the tip wire has to be
treated with care. It is separated from the rest of the wires by ground shielding
and distance as much as possible. It is connected to its own vacuum feedthrough.
The connections from the STM to the electronics rack are listed in table B.3. The
numbering scheme used in table B.3 is depicted in Fig. B.6 for the STM connections
and Fig. B.8 for the sapphire and vacuum feedthroughs.
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Figure B.7: Schematic wire connections from the STM to the vacuum feedthroughs,
including the grounding scheme.
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Table B.3: Electrical connections from the STM to the electronics rack.
STM Sap. Feed. Vac. Feed. Electronics Description
5F 18 1R 1 Piezo 1
6F 19 2R 2 Piezo 1
7F 14 3R 3 Piezo 1
8F 13 4R 4 Piezo 1
5B 9 5R 6 Piezo 2
6B 10 6R 7 Piezo 2
7B 5 7R 8 Piezo 2
8B 4 8R 9 Piezo 2
1B 6 3L 11 Piezo 3
2B 7 4L 12 Piezo 3
3B 2 5L 13 Piezo 3
4B 1 6L 14 Piezo 3
3U 24 7L 5,10,15 OPIE
5U 22 Shield IPIE
6U 21 MHV Tip
1U 25 2L B Balls
1F 17 10R 16 (Z) IPOE
2F 20 10C STM Diode Red
3F 15 9C STM Diode Black
123
Figure B.8: Connections labels on the sapphire (top) and vacuum (bottom)
feedthroughs.
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Table B.4: Tantalum screw parts.
Item Description Quantity Vendor
Ta hex nuts 0-80 72 Thermo Shield
Ta Threaded Rod 0-80, 1 ft 2 Thermo Shield
B.3 Making Tantalum Screws
Tantalum 0-80 screws are used on the sample holder to hold the rails and clips
in place. Tantalum was chosen because it is a refractive metal and can withstand
high temperatures, yet it is easier to machine than molybdenum or tungsten. The
tantalum parts used in making the 0-80 screws are listed in table B.4. A water wheel
is used for grinding and cutting the tantalum parts. All grinding is performed while
holding the piece with stainless steel forceps. To make screws from the threaded
rod and hex nuts, follow these steps:
• The hex nut has to be ground down to the size of a real 0-80 screw head.
Place the nut on a stainless steel socket head bolt and grind down the sides
(Fig. B.9a).
• Grind down the shaft of the stainless steel bolt and some of the Ta nut until
the nut is as thick as the bolt head (0.05”) (Fig. B.9b).
• Cut the Ta threaded rod into small pieces, about 0.25” long.
• Grind down the ends of the threaded rod so they are flat.
• Place the Ta nut on the end of the threaded rod, and using tungsten leads,
spot weld the nut to the rod at 100 Watt s setting (Fig. B.9c). Multiple spot
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Figure B.9: a) Grinding the Ta nut so it is as wide as a regular screw head. b)
Grinding the Ta nut so that it is as thick as a regular screw head. c) Spot welding
the Ta nut and threaded rod.
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welds are often necessary. After welding, apply torque to the nut to make
sure it is welded properly.
• Place a stainless steel nut on the Ta bolt next to the Ta bolt head. Grind
down the part of the rod that is sticking out of the nut.
• Make slots in the Ta bolt heads with a 0.012” slotting saw on the milling
machine. The bolt is best held in a plate with a 0-80 tapped hole.
• Test the screw one last time to make sure the grinding and slotting has not
loosened the head.
B.4 Making Inconel Springs
The STM is hung from three springs, whose primary function is to provide vibra-
tional isolation. The resonance frequency of a mass and spring system is given
by
ω =
√
k/m, (B.1)
where ω is the frequency, k is the spring constant and m is the mass of the STM.
Since the mass of the STM is fixed (120 g), to lower the resonance frequency, and
thereby increase the vibrational isolation, we need to reduce k as much as possible.
From Hook’s law (F = kx) we can deduce that increasing the stretched length, x,
will decrease k, because the weight of the STM, F , is constant.
The spring constant of a real spring is given by
k =
Gd4
8nD3
(B.2)
where G is the torsion modulus, d is the diameter of the wire, D is the mean
diameter of the spring and n is the number of active coils [2]. To reduce k, we
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can reduce d, increase D or increase n. There are natural limits to d, dictated
mostly by what wire is commercially available and is strong enough to hold the
STM. There are also geometrical constraints on D. Increasing n, however, causes
the stretched length of the spring to be smaller because the length of the stretched
spring is constrained by the shield design and therefore the vibrational frequency
will be higher. G does not vary tremendously from material to material.
The springs are made from Inconel. This material was chosen because every
other material that we tried (W, stainless steel, and music wire) did not perform
well after temperature cycling. The STM is heated to 420 K during chamber baking
and reaches 8 K during low temperature experiments. Inconel 718 is made of 52.7%
Ni, 18.3% Cr, 18.1% Fe, 3.1% Mo, 1.1% Ti and a few impurities. It is particularly
resistant to shape changes as a function of temperature. Inconel is suitable for high
temperature applications for up to 593◦ C [2].
The 0.07” thick Inconel wire was wound on a custom made threaded rod 0.25”
in diameter with approximately 125 threads per inch. The rod was mounted on a
rotating lathe and one end of the wire was clamped onto the end of the rod. The
other end of the wire was clamped to a large aluminum weight (1.2 kg). The wire
was carefully wound on the threaded rod. When sufficient wire was wound, the end
of the wire was clamped to the rod and cut, without ever losing the tension in the
wire. The rod assembly (rod, wire and two clamps) was then heated to 500◦ C in
an air oven for 1 hour. The assembly was then quickly cooled down by dropping it
in liquid nitrogen. The fashioned springs are of very high quality: they are resistant
to sagging as a result of temperature cycling and they extend up to ten times their
unstretched length without deforming.
After the springs were fashioned, they were cut to the appropriate size and
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mounted in the copper shield with the STM. The natural frequency of the STM
was measured with no damping by letting the STM oscillate up and down and
measuring the oscillation frequency. Our STM has a natural frequency of 2 to 3
Hz. The STM head is small and all the parts are well anchored so that no piece can
oscillate near this natural frequency. We have not measured the natural frequency
of the STM head. Based on oscillations observed in our tunneling current, we
estimate the lowest oscillation frequency of STM head to be 5 to 10 kHz. The
springs provide good vibrational isolation because of the disparity between their
oscillation frequency and the high frequency oscillations of the STM head.
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Appendix C
Cleaning Silicon Surfaces in UHV
Silicon surfaces can be difficult to clean. We have had little success in cleaning
low resistivity silicon samples. The purpose of this appendix is to document the
procedure used to clean our silicon surfaces.
C.1 Si(111)
We have found that boron doped, 1 Ω cm, prime grade Si(111) wafers are well suited
for cleaning in our chamber. Other dopants such as phosphorus or lower resistivity
wafers can produce rough surfaces, which might be due to dopant precipitation.
Unfortunately, 1 Ω cm resistivity can only conduct above 50 K due to carrier freeze
out. Figure C.1 shows an example of a rough surface. The following procedure was
used to clean Si(111) to obtain large, flat, (7×7) reconstructed surfaces:
• The initial chamber pressure was 3×10−11 Torr. The sample was slowly heated
to 700◦ C while keeping the chamber pressure below 1×10−9 Torr. The sample
was outgassed overnight (10 to 12 hours) at 700◦ C. The final chamber pressure
was 2×10−10 Torr.
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Figure C.1: Si(111) roughened surface. The sample was cut from a phosphorus
doped, 0.02 Ω cm wafer. There are large, disordered mounds as well as disordered
terraces on the surface. a) The close up view (1000×1000 A˚) shows a mostly
disordered terrace with some (7×7) reconstructed parts in the top and right of the
image. b) Large scale view (4000×4000 A˚) shows large disordered mounds that pin
the steps.
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• The sample was cooled to 400◦ C at a rate of 2-3 degrees per second and left
to cool to room temperature for about an hour.
• After the sample had cooled down to room temperature and the chamber
pressure dropped, the sample was annealed to 900◦ C for 3 minutes. The
pressure while at 900◦ C was 2×10−10 Torr. The sample was cooled down at
the same rate as before.
• The sample was sputtered with 1 keV Ne+ ions at a background pressure of
8×10−5 Torr for 5 minutes.
• The sample was annealed to 930◦ C for 5 minutes. The pressure while at
930◦ C was 2.5×10−10 Torr.
• The sputter-anneal cycle was repeated two more times. The final chamber
pressure at 930◦ C was 2.2×10−10 Torr.
• The sample was sputtered at a background pressure of 8×10−5 Torr for 10
minutes.
• The sample was annealed to 1130◦ C for 5 minutes. The pressure while at
1130◦ C started at 2.5×10−9 Torr and dropped to 2×10−9 Torr. The sample
was quickly cooled to 850 to 900◦ C and then slowly cooled as before.
• The sample was sputtered at a background pressure of 8×10−5 Torr for 10
minutes.
• The sample was annealed to 1215◦ C for 2 minutes. The pressure while at
1215◦ C was 3×10−9 Torr. The sample was quickly cooled to 850 to 900◦ C
and then slowly cooled as before.
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• The sample was sputtered at a background pressure of 8×10−5 Torr for 10
minutes.
• The sample was annealed to 1240◦ C for 1 minute. The pressure while at
1240◦ C was 3×10−9 Torr. The sample was quickly cooled to 850 to 900◦ C
and then slowly cooled as before.
• The sputter-anneal cycle at 1240◦ C was repeated 4 more times. The final
pressure at 1240◦ C was 1.1×10−9 Torr.
At this point, the sample was clean and could be used after one sputter-anneal cycle
at 1240◦ C. The sample may be slightly hazy at this point, but the haze does not
affect the atomic scale (7×7) reconstruction. Haze is usually attributed to large
steps separated by large terraces. The terrace length is on the order of the visible
light wavelength and therefore causes the haze.
C.2 Si(100)
Cleaning Si(100) is very similar to Si(111). The sample that has worked consistently
for our experiments is n-type, 10-25 Ω cm, prime grade wafer. It was cleaned as
follows:
• The sample was outgassed at 678◦ C overnight. The final chamber pressure
was 1.8×10−10 Torr. The sample is cooled down slower than Si(111) at 1
degree per second.
• The sample was annealed to 750◦ C for 20 minutes. The pressure at 750◦ C
was 2×10−10 Torr.
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• The sample was sputtered at a background pressure of 8×10−5 Torr for 15
minutes.
• The sample was annealed to 920◦ C for 10 minutes. The maximum pressure
was 2.6×10−9 Torr; the final pressure was 1.2×10−9 Torr.
• The sample was sputtered at a background pressure of 8×10−5 Torr for 10
minutes.
• The sample was annealed to 1035◦ C for 5 minutes. The maximum pressure
was 3.6×10−9 Torr; the final pressure was 2×10−9 Torr.
• The sample was sputtered at a background pressure of 8×10−5 Torr for 10
minutes.
• The sample was annealed to 1100◦ C for 4 minutes. The maximum pressure
was 1.9×10−9 Torr; the final pressure was 1.6×10−9 Torr.
• The sample was sputtered at a background pressure of 8×10−5 Torr for 10
minutes.
• The sample was annealed to 1225◦ C for 1 minute. The final pressure was
3.8×10−9 Torr.
• The sputter-anneal cycle at 1225◦ C was repeated 5 more times. The final
pressure was 3.4×10−9 Torr.
At this point, the sample was clean and could be used after one sputter-anneal cycle
at 1225◦ C.
