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Abstract 2
Abstract
Developments in electronics, computing and communication technologies have 
transformed IT systems from desktop and tightly coupled mainframe computers of the 
past to modem day highly complex distributed systems. These ICT systems interact 
with humans at a much advanced level than what was envisaged during the early years 
of computer development. The ICT systems of today have gone through various phases 
of developments by absorbing intermediate and modem day concepts such as networked 
computing, utility, on demand and autonomic computing, virtualisation and so on. We 
now live in a ubiquitous computing and digital economy era where computing systems 
have penetrated into the human lives to a degree where these systems are becoming 
invisible. The price of these developments is in the increased costs, higher risks and 
higher complexity. There is a compelling need to study these emerging systems, their 
applications, and the emerging market sectors that they are penetrating into.
Motivated by the challenges and opportunities offered by the modem day ICT 
technologies, we aim in this thesis to explore the major technological developments that 
have happened in the ICT systems during this century with a focus on developing 
techniques to manage applied ICT systems in digital economy. In the process, we wish 
to also touch on the evolution of ICT systems and discuss these in context of the state of 
the art technologies and applications. We have identified the two most transformative 
technologies of this century, grid computing and cloud computing, and two application 
areas, intelligent healthcare and transportation systems.
The contribution of this thesis is multidisciplinary in four broad areas. Firstly, a 
workload model of a grid-based ICT system in the healthcare sector is proposed and 
analysed using multiple healthcare organisations and applications. Secondly, an 
innovative intelligent system for the management of disasters in urban environments 
using cloud computing is proposed and analysed. Thirdly, cloud computing market 
sectors, applications, and workload are analysed using over 200 real life case studies. 
Fourthly, a detailed background and literature review is provided on grid computing and 
cloud computing. Finally, directions for future work are given. The work contributes in 
multidisciplinary fields involving healthcare, transportation, mobile computing, 
vehicular networking, grid, cloud, and distributed computing.
The discussions presented in this thesis on the historical developments, technology and 
architectural details of grid computing have served to understand as to how and why 
grid computing was seen in the past as the global infrastructure of the future. These 
discussions on grid computing also provided the basis that we subsequently used to 
explain the background, motivations, technological details, and ongoing developments 
in cloud computing. The introductory chapters on grid and cloud computing, 
collectively, have provided an insight into the evolution of ICT systems over the last 
50+ years - from mainframes to microcomputers, internet, distributed computing, 
cluster computing, and computing as a utility and service. The existing and proposed 
applications of grid and cloud computing in healthcare and transport were used to 
further elaborate the two technologies and the ongoing ICT developments in the digital 
economy. The workload models and analyses of grid and cloud computing systems can 
be used by the practitioners for the design and resource management of ICT systems.
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Chapter 1: Introduction
The Information Technology (IT) research and practice has changed substantially over 
the past few decades due to the rapid developments in the field of electronics and 
computing. The computing devices are becoming more powerful as well as smaller and 
cheaper. This has resulted into more and more intelligence being embedded into devices 
and systems.
The term Information and Communication Technologies (ICT) is more common these 
days, and appropriate, due to the indispensable ‘communication’ elements of the 
modem IT systems. The ‘communication’ aspects of computing systems have also 
grown tremendously during the past few decades. As computing and communication 
became cheaper, networked computing system, such as the Internet, became common. 
The rapid developments in the wireless and mobile computing fields added to the 
‘networked’ element of our society and caused us to begin our journey into the 
pervasive and ubiquitous computing era.
Developments in sensors and nanotechnologies have also made transformational 
impacts on the way we use ICT. Over the years, our ability to generate data has grown 
substantially. Developments in sensor networks have benefitted many areas in science, 
engineering and Digital Economy. Transportation and healthcare are emerging sectors 
where data is being generated at a huge pace and the requirements to analyse this data 
has never been more important. ICT is increasingly penetrating into all aspects of our 
life. The effect of it is that ICT systems are becoming increasingly complex; managing 
such systems is becoming difficult and highly risky. The costs for managing these 
complex ICT systems are on the rise. The result is that the system complexity is 
becoming a threat to further innovation and hindering the penetration of technology into 
daily life.
The demands for large computational resources and the complexity problem, as 
discussed in the paragraph above, have led to the development of two related concepts, 
utility computing and on demand computing; that is, the provision of computational 
resources to the users as a utility and as needed. These concepts were first realised into
20
the ICT systems through grid computing which brought together and realised also the 
concepts of resource sharing and virtual organisations. Grid computing, at times, was 
seen by many as the global computing infrastructure of the future. Grid computing 
allowed sharing of large scale data and computational resources as well as sharing of 
experiments leading to many new discoveries. Grid computing developments also 
motivated researchers to collaborate and hence it acted as a source of accelerated 
innovation in computing infrastructure development as well as broadly in all areas of 
science, engineering, humanities, society and economy. Grid computing also addressed 
the complexity problems related to the development and management of large scale 
shared ICT systems.
The concepts and developments in ICT systems enabled by grid computing have been 
taken up by the ICT industry leading to the birth of the cloud computing era. Cloud 
computing, however, also adopted the virtualisation technologies which was effectively 
absent in grid computing. Cloud computing is still in its infancy but is making 
transformational impacts on the way businesses and ICT interacts with each other.
Another important concept that has emerged in this century to reduce complexity in 
managing ICT systems is autonomic computing, i.e. computing with self-managing 
characteristics. Cloud computing is the first technology that has realised some of the 
characteristics as required in autonomic computing in that the cloud computing users 
see a system which shrinks and expands in response to the varying levels of user 
demands.
To summarise, ICT systems have evolved from desktop and tightly coupled mainframe 
computers to highly complex distributed systems. These ICT systems interact with 
humans at a much advanced level than what was envisaged during the early years of 
computer development. We now live in a ubiquitous computing and digital economy era 
where computing systems have penetrated into the human lives to a degree where these 
systems are becoming invisible. The price of these developments is in the increased 
costs, higher risks and higher complexity. There is a need to study these emerging 
systems, their applications, and the emerging market sectors that they are penetrating 
into.
21
1.1 Aims, Objectives, and Contributions
The aim of this research is to explore the major technological developments that have 
happened in the ICT systems during this century with a focus on developing techniques 
to manage applied ICT systems in digital economy. The aim is to also touch on the 
evolution of ICT systems and discuss these in context of the state of the art technologies 
and applications. For the study, we have identified the two most transformative 
technologies of this century and these are grid computing and cloud computing. The 
application areas of these two ICT technologies that we have chosen in this thesis 
include intelligent healthcare and transportation systems.
The contribution of this work is as follows.
1. We have proposed and analysed a workload model of a grid-based ICT system 
in the healthcare sector. This work demonstrates the potential of computational 
grids for its use in healthcare organisations to deploy diverse medical 
applications. A number of organisational and application scenarios for grid 
deployment in the healthcare sector are considered including four different 
classes of healthcare applications and 3 different types of healthcare 
organisations. This work has been published as a referred conference paper 
published by IEEE Computer Society Press [1], This work was developed in 
collaboration with John Williams who is a Professor of Health Services 
Research at the College of Medicine, Swansea University.
2. An intelligent system for the management of disasters in urban environments is 
proposed by exploiting the advancements in the ICT technologies, including 
ITS, VANETs, social networks, mobile and Cloud computing technologies. The 
particular focus of the work is on using distributed computing and 
telecommunication technologies to improve people and vehicle evacuation from 
cities in times of disasters. The effectiveness of the proposed intelligent disaster 
management system is demonstrated through modelling the impact of a disaster 
on a real city transport environment. The specific contribution of this work is the 
development of a novel multi-disciplinary cloud computing based system, its 
architecture and system performance evaluation. Further work on the 
development and evaluation is in progress. The system is being analysed using
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additional cities, environments and scenarios. This work is continuing to make 
impact and has resulted into developing international collaborations, one invited 
(refereed) conference paper [2] and another (refereed) book chapter [3].
3. Analysis of Amazon market sectors, applications, and workload. The 
contribution of this research is in the identification of the major applications and 
market sectors where cloud computing is being adopted as well as in 
understanding cloud computing workloads. This research is specific to Amazon 
but since Amazon is the top and among the largest cloud computing vendors (see 
e-g* [4], [5]), this study is also representative of the cloud computing landscape 
in general. This study is of great benefit in studying capacity management, risk 
management and other interesting aspects of this exciting and rapidly evolving 
field of cloud computing. Furthermore, modelling and analysing such aspects of 
cloud computing providers is vital because collapse of a big cloud vendor due to 
its inability to understand the variations in its applications, market sectors and 
workloads could lead to severe impacts not only on the cloud provider and its 
customers but also on the national and global economies.
4. The two technologies (grid and cloud computing) and the related aspects of the 
two application areas (transportation and healthcare) have been explained in 
details using over 300 sources (conference and journal papers, books, online 
articles and news items, and industry reports).
5. The work contributes in multidisciplinary fields involving healthcare, 
transportation, mobile computing, vehicular networking, grid, cloud, and 
distributed computing.
The material on the historical developments, technology and architectural details of 
grid computing (see Chapter 2) serves to understand as to how and why grid 
computing was seen in the past as the global infrastructure of the future. It explains 
that grid computing pioneered and helped develop the concepts, science and 
technologies for dynamic resource sharing, collaborations and multi-institutional 
virtual organisations (note that these are fundamental ingredients of cloud 
computing). This material on grid computing (in Chapter 2) forms the basis which 
we subsequently use to explain the background, motivations, technological and 
architectural detail, ongoing developments and the future potential of cloud
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computing (see Chapter 4). The background chapters on grid and cloud computing, 
collectively, provide an insight into the evolution of ICT systems over the last 50+ 
years, from mainframes to microcomputers, internet, parallel computing, distributed 
computing, cluster computing, World Wide Web, and computing as a utility and 
service.
The existing and proposed applications and realisations of grid and cloud computing 
in healthcare and transport (see Chapter 3, Chapter 6, and Chapter 7) are used to 
further elaborate the two technologies (i.e. the state of the art in ICT systems) and 
the ongoing ICT developments in digital economy. The workload model for the 
grid-based healthcare ICT system (see Chapter 3) gives an insight into the 
possibilities for resource sharing, collaborations and virtual organisations enabled 
through grid computing. This workload model can be used by researcher and 
practitioners for developing shared resources and collaborations, and for resource 
management of ICT systems. In the same endeavour to propose innovative 
applications of ICT systems for digital economy, an application of cloud computing 
is proposed in the area of intelligent transportation systems (see Chapter 6); it 
demonstrated an innovative use of cloud computing to provide dynamic decision 
making in transportation and disaster management situations for traffic control and 
city evacuation purposes, including the possibilities of moving, in quasi-real-time, a 
virtual computing infrastructure and decision software out of a disaster zone. 
Examples of real cloud services available in the market today are given (services 
from four major vendors are reviewed briefly while the cloud services offered by the 
top vendor Amazon are described in detail; see Chapter 5). The information about 
these services is subsequently used in Chapter 7 where we analyse Amazon market 
sectors, applications, and workload. As mentioned earlier, this analysis of Amazon 
cloud space is useful for capacity and risk management of ICT systems.
The grid workload modelling study (Chapter 3) is also applicable to cloud 
computing systems and can be applied to extend the work presented in Chapter 7. 
During the course of this PhD, we had initially focussed on grid computing because, 
by the start of the PhD, the concept of modem day cloud computing was not popular 
and had not really been taken up by the industry. Grid computing, at that time, was 
the state of the art for the ICT industry developing technologies for dynamic 
collaborations, large-scale resource sharing and virtual organisations. By 2010,
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cloud computing demonstrated high potential to become the future of computing 
infrastructure and consequently the industry shifted its focus toward cloud 
computing. Accordingly, we had also shifted the focus of this PhD toward cloud 
computing technology and applications. We intended to apply the grid-based 
healthcare model to the Amazon cloud study of Chapter 7 using the real data 
collected from Amazon but were unable to due to the time limitations.
1.2 Publications
This PhD research has resulted into the following.
1. Saleh Altowaijri, Rashid Mehmood, John Williams, "A Quantitative Model of 
Grid Systems Performance in Healthcare Organisations,” isms, pp.431-436, 
2010 International Conference on Intelligent Systems, Modelling and 
Simulation, 2010. DOI: 10.1109/ISMS.2010.84. [1].
2. Zubaida Alazawi, Saleh Altowaijri, Mohmmad B. Abdljabar, Rashid Mehmood 
’’Intelligent Disaster Management System based on Cloud-enabled Vehicular 
Networks", ITST, pp. 361-368, 2011 11th International Conference on ITS 
Telecommunications. DOI: 10.1109/ITST.2011.6060083. [2].
3. Zubaida Alazawi, Mohmmad B. Abdljabar, Saleh Altowaijri, Anna Maria Vegni 
and Rashid Mehmood, "ICDMS: An Intelligent Cloud Based Disaster 
Management System for Vehicular Networks", Communication Technologies 
for Vehicles, Lecture Notes in Computer Science, Volume 7266, pp. 40-56, 
Springer Berlin / Heidelberg, 2012 . DOI: 10.1007/978-3-642-29667-3 4. [3]
4. Zubaida Al-azawi, Mohmmad B. Abdljabar, Saleh Altowaijri, Omar Alani, and 
Rashid Mehmood, "An Intelligent Disaster Management System with Cloud 
Computing and Vehicular Networks", 3rd CSE Doctoral School Postgraduate 
Research Conference, University of Salford, Salford, UK, November 2012, to 
appear. [6]
The work that I have produced during the PhD, I believe, can easily produce three or 
more descent quality journal publications. However, this research involved 
collaborations with multiple individuals, and therefore further research and the 
publication process had been disrupted due to my supervisor and other collaborators
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moving out of Swansea unexpectedly causing the research network links to be broken. I 
am very hopeful that the research contributed towards this thesis will continue to 
improve resulting in a number of high quality publications in the near future (6 to 12 
months).
1.3 Thesis Organisation
The organisation of this thesis is as following.
Chapter 2 serves to introduce grid computing and its related technologies and concepts. 
It describes in details the grid computing architecture. It also describes the architecture 
of Grid Toolkit, the technology that enables you to develop and use grid computing 
systems. Finally it discusses the future of grid computing.
Chapter 3 presents our work on the workload model of a grid-based ICT system in the 
healthcare sector. Multiple organisational and application scenarios for grid deployment 
in the healthcare area are considered. The changing healthcare landscape due to the 
rapid and continued developments in ICT is explored and key issues in grid computing 
based healthcare are discussed.
Chapter 4 provides a detailed introduction to cloud computing including a discussion 
of its definitions and scope, its history along with a discussion of its relationship with 
grid computing, its drivers, current and future prospects, its reference architecture, 
Service and Deployment models, issues related to its regulations and data protection, 
and guidelines on migration to this paradigm from traditional IT.
Chapter 5 provides you a look at specific cloud services available in the market. The 
cloud services offered by IBM, Google, and Microsoft are reviewed briefly. Amazon 
Cloud services are introduced in detail.
Chapter 6 presents our research on the intelligent disaster management system. The 
background technologies are introduced. A literature review to establish the motivation 
for this work is provided. The system architecture is described in detail followed by 
system evaluation.
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Chapter 7 introduces our modelling and analysis work of cloud computing 
applications, market sectors, and workload.
Chapter 8 concludes the thesis with a number of directions for future work.
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Chapter 2: Grid Computing: Dawn of the Utility 
Computing Era
In 1994, Rick Stevens, Tom DeFanti and Ian Foster proposed and established temporary 
links among 11 high-speed research networks to create a national grid for a period of 
two weeks, before and during the Supercomputing 1995 conference. New protocols 
were created that allowed the national grid users to run applications on computers 
across the country. This experiment attracted additional funding from the Defense 
Advanced Research Projects Agency (DARPA), the Department of Energy (DoE), and 
the National Science Foundation (NSF), and led to the development of the first version 
(1997) of the Globus Toolkit (GT), the technology that enables grid computing across 
organisations and allows formation of virtual organisations (VOs). The GT was soon 
deployed across 80 sites worldwide. Since then, many new projects were initiated by the 
NSF and the European commission leading to significant commercial interest in grid 
computing. By 2002, GT version 2.0 was released and the number of its downloads per 
month from ftp.globus.org grew to over a thousand; reaching to over 25,000 downloads 
per month by 2003. GT 4.0 version saw major enhancements through new open- 
standard grid services leading The New York Times to call it "the de facto standard" for 
grid computing, as well as earning a prestigious R&D 100 award given by R&D 
Magazine in a ceremony where the GT was named the "Most Promising New 
Technology" among the top 100 innovations of 2002. In 2005, a group of companies 
with an interest in supporting GT enhancements for enterprise use formed the Globus 
Consortium (http://www.globusconsortium.org/) [7].
Since 2005, grid computing has continued to gain many awards for technology 
innovation to the present day with its latest release GT 5.2.1 having released in April 
this year. This Chapter serves to introduce grid computing and its related 
technologies/concepts, describe in details the architecture of grid Computing and the GT 
(the technology that enables you to develop and use grid computing systems), and 
discuss the future grid computing.
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The Chapter is organised into four sections. Section 2.1 introduces grid computing, 
taking the reader through its various definitions that have been used, since its inception, 
over the last two decades or so. Various technologies and concepts related to grid 
computing have been defined and it is compared with distributed systems and other 
technologies in order to disambiguate the confusion about grid computing and its 
relationship with other technologies. Section 2.2 takes a requirements engineering 
approach and establishes the goals, architecture and functionality of a grid computing 
platform/framework. The architectural and protocol requirements of Grid framework are 
discussed along with a detailed discussion of the five architectural layers of grid 
framework. Section 2.3 describes the GT architecture. GT is the software that allows 
one to build a grid computing system and VOs (see Section 2.1.1 for definition of VOs). 
The architectural and functional components (such as service and resource discovery 
and management, data and execution management and security controls) are described 
in detail. A discussion of the quality of the software engineering process of the GT is 
also given. Finally, Section 2.4 discusses the future of grid Computing.
2.1 Grid Computing: A Revolution in IT Systems
Gird computing started off in the early 1990s as an analogy in order to make the 
computer power easy to access as an electric power grid. Ian Foster, Carl Kesselman, 
and Steve Tuecke, were the masterminds behind the ideas of grid, and they are known 
as the fathers of the grid. They have started the mission to create the GT, which is used 
to integrate computation management, storage management, security provisioning, data 
movement, monitoring. Furthermore, they have created a toolkit which enables users to 
develop additional services based on the same infrastructure, which consists of 
agreement negotiation, notification mechanisms, trigger services, and information 
aggregation [8], [9].
2.1.1 What is Grid Computing?
As is true of many terms for concepts and innovations, the meaning behind the term grid 
computing can vary significantly from one user of the phrase to another, and can be the 
same with terms as diverse as High Performance Computing (HPC), cluster computing, 
peer-to-peer computing, or even utility computing. In 2004, Ian Foster and Carl
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Kesselman, in their book “The Grid 2: Blueprint for a New Computing Infrastructure”, 
described the grid in the following words: “The Grid is an emerging infrastructure that 
will fundamentally change the way we think -  and use -  computing. The word Grid is 
used by analogy with the electric power grid, which provides pervasive access to 
electricity and, like the computer and a small number of other advances has had a 
dramatic impact on human capabilities and society. Many believe that by allowing all 
components of our information technology infrastructure -  computational capabilities, 
databases, sensors, and people -  to be shared flexibly as true collaborative tools, the 
Grid will have a similar transforming effect, allowing new classes of application to 
emerge” [10].
Coming into its own existence in the 1990s, grid Computing has developed out of the 
electronic sciences in general, and specifically parallel, distributed, and high 
performance forms of computing as part of the drive to achieve high speeds and 
capabilities for data intensive applications, such as in scientific research. One of the first 
and most widely used definitions focuses on these roots is by Foster and Kesselman: “A 
computational grid is a hardware and software infrastructure that provides dependable, 
consistent, pervasive, and inexpensive access to high-end computational capabilities” 
p .5 [ll].
While the sharing of resources had its earliest motivation and successful implementation 
with the research related applications described above, it soon revealed itself to have 
significant potential advantages for applications in other spheres of endeavour. It was a 
logical step from this point that the goal in development should be extending the 
properties of resource sharing generically to all types of applications which a system 
might be supporting and not strictly those in obvious need of high performance 
capability. This goal became the core problem in the IT challenge of developing grid 
computing, and illustrated by Foster et al as: “The real and specific problem that 
underlies the Grid concept is coordinated resource sharing and problem solving in 
dynamic, multi-institutional virtual organizations. The sharing that we are concerned 
with is not primarily file exchange but rather direct access to computers, software, data, 
and other resources, as is required by a range of collaborative problem-solving and 
resource brokering strategies emerging in industry, science, and engineering” p.2 [12].
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The quotation above uses the term Virtual Organisation (VO) to mean the group, 
whether made up of persons, organisations, or any other conceivable collection of 
entities, which bands together to set the circumstances for and limits on resource sharing 
in a given network context [9].
The concept of virtualisation has led to a configuration which allows one physical 
computer, i.e, one machine, to host multiple virtual machines or virtual operating 
systems, by having a control program create any number of simulated environments in 
which multiple virtual computers employ what is called guest software- often as 
extensive as an entire operating system. The only limit to the number of virtual 
machines that can run on one physical host is the host computer's resources in terms of 
hardware. The virtualised platform which the physical computer creates must be able to 
support guest interfaces in order to deal with the peripherals which the guest software 
needs. Virtualisation is the biggest key to the cloud’s ability to slash expenditures on 
hardware and the physical components of infrastructure [13].
There are diverse functions, size, duration, configuration, community in VOs, however; 
they all have similar needs and requirements. For example, there is a need for sharing 
relationships that are very flexible in client server, and peer to peer modes. Such sharing 
relationships are needed in order to ensure that well defined and accurate levels of 
control over how users gain access to shared resources [12].
The VOs described here involve the sharing of resources between either a homogeneous 
or heterogeneous variety of independent entities known as participants, a group which 
may be either large or small in number, set up on anything from a strictly short-term to 
long-term or even indefinitely continuing basis. What is more, they can be either 
institution-internal or multi-institutional in makeup. The individual VO may be 
organised out of participants’ smaller scale systems, which may or may not have 
overlapping members. For those who develop the applications designed especially for 
the VO, providing Quality of Service (QoS) is high priority, no matter what the 
characteristics (described here) of the individual VO in question, nor whether the 
service deals with distributed workflow and resource management, common security 
semantics, problem determination services, coordinated fail-over, or any type of metrics 
being delivered.
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Participants in P can 
run programme B
Participants in P can 
run programme A
Participants in P can 
read data D
VO "Q"
31) Graphics Modelling 
for Human Body
VO "P" 
Aerodynamic Car Design
Participants in Q can use il 
idle & budget not exceeded
Figure 2.1: Participation o f an organisation in one or m ore V irtual O rganisations (V O s), adapted
from [10]
The complex and challenging nature o f  the issues discussed above are illustrated in 
Figure 2.1, using three hypothetical physical organisations all o f  which are involved in 
different overlapping VOs. These three, to be called “A”, “ B”, and “C”, are all involved, 
in many cases mutually so, in different VOs which feature shared computing, data 
handling, and storage resources. The first two o f  these companies collaborate in 
designing an advanced aerodynamic car design model vehicle through VO “P”, a 
hypothetical, internationally based VO, even though they are actively and highly 
competitive in the larger aerodynamic car design industry. In a totally separate area o f  
its business, organisation “B” is active in VO “Q”, a hypothetical consortium that 
enables regional participants to pool the unused cycles o f  a locally-based provider, 
organisation “C”, in order to carry out rendering tasks that make heavy use o f  
computational resources. It is normal for there to be conditions governing which 
resources participants are willing to share, as well as when, where, and with what 
constraints or limitations, a natural consequence o f  each resource owner being an 
independent entity. In the scenario presented here, VO “P” partners o f  organisation “A” 
might be permitted to use its simulation service only it the use falls within Organisation 
A ’s definition of  a “simple” operation.
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Those who have extra resources are not the only participants to set the rules; users may 
also specify what resources they will accept and under what conditions or with what 
stipulations. For instance, in the VO “Q” part of the example from Figure 2.1 a 
participant limits on the pooled resources accepted into that participant’s internal 
network to those resources that have been certified as secure according to a 
predetermined standard. In order for any IT set-up to comply with such constraints from 
participants, mechanisms to establish the identity of each participant and resource 
(known as authentication) must be in place, in addition to verifying that any operation 
being requested is in compliance with all applicable constraints and conditions from all 
involved participants (known as authorisation).
As time progresses and sharing relationships continue, they may evolve or even 
transform suddenly in terms of who is participating in them, which participants among 
as well as within organisations are allowed access, what the nature and conditions of 
that access are, and what resources are involved in the sharing. These variables may be 
defined either overtly by naming those involved or by setting the governing access rules 
and policies as to determine participation by implication.
In the hypothetical scenario, organisation “C” may choose to grant access to all those 
who can legitimately claim to be customers according to the parameters it sets. 
Therefore, given all this variability, not only must the key categories such as customer 
be defined, but mechanisms or protocols for revealing relationships and the 
characteristics which enable the definition and categorisation of the relationship at any 
given point in time must also be in place and operational. This necessity is equally for 
the benefit of the participant, such as a first-time participant in the VO ”Q”, who must 
be able to figure out what resources it may access and under what rules and policies, as 
well as what the conditions of access and characteristics of those resources are.
Sharing relationships differ from their standard cloud-based counterparts in that the 
latter feature customer/user to vendor/provider relationships, while the former are 
normally relationships among peers. In this arrangement, providers are in a position to 
be consumers of others’ resources; furthermore, sharing relationships may occur among 
any subset of the participants in a larger network. The coordination of computational 
resource involving the many different organisations through their respective, 
independently owned resources is the essence of sharing relationships. Using the VO
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“Q” in Figure 2.1 as an example, an operation may involve starting the computing work 
on one of the participant’s pooled resources and then shifting it elsewhere for sub- 
operational computations or to retrieve and process data. The delegating of authority in 
such enterprises becomes a necessary prerequisite for these VOs to function in order to 
bring the resources of various participants into coordination. Additional complexity and 
the need for coordination comes from the shifting ways in which given resource may 
operate. In terms of the example a participant’s computer may only run a specified 
software application in VO “P”, while doing general computation cycles for VO “Q".
Not being able to know beforehand what use will be requested at any given time means 
that, in order to achieve desired qualities of service (QoS), everything from performance 
metrics to expectations to usage limitations, security measures, and policies must be 
spelled out and implemented prior to operation. Increasingly, these needs must be 
applied to individual enterprises operations because unlike in the past, when host-centric 
internally integrated systems were the norm, today the organisation typically conducts it 
IT/computing operations in a distributed mix between external networks, services, and 
the resources they provide, together with company internal infrastructure, itself 
becoming more heterogeneous, all this complexity driven primarily by e-commerce and 
the Internet in general.
In the face of all these changes, it becomes vital for enterprises to reintegrate all these 
components of their computing operations, always mindful of the priority of 
maintaining QoS. This makes the QoS on the traditional company owned and 
administered data centre [14] just as necessary in the current distributed computing 
environment, both internal and external, for engaging effectively in e-business. In order 
to achieve all this controlled, yet efficient resource sharing, in a grid environment, well 
planned and set-up infrastructure is essential.
Three key characteristics of grid systems are enumerated in [15], as follows
Z  Those resources outside of the scope of centralised control are coordinated by 
the grid
Z  The interfaces and their accompanying protocols are non-application specific 
and accessible to all
Z  The qualities which the service delivers are significant and substantial
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Grid computing is ideal for examination and research which involves large numbers of 
parallel computations, and projects that require growing processing needs, which could 
be tremendously complex to meet. Grid computing is a powerful tool which could 
reduce the time of processing applications and healthcare needs. Work that could take 
up to several months to process or extract, takes only hours with grid. For example, in 
labs, the use of grid has helped doctors and researchers to identify new viruses. The use 
of grid computing has made image processing very possible and quick. It is a computer 
intensive to produce images, however; this is very essential task because it assists 
doctors and specialists to easily visualise the organs in the patient’s body and look for 
disease, damages or abnormalities. For more details see [8], [9].
Resources which the grid can effectively provide the means for sharing range from the 
specific and directly accessed, such as actual scientific instruments and application 
software, through the increasingly more abstract, such as networking of file systems and 
data storage, to infrastructure related features, such as communications, bandwidth, and 
processing power.
Moreover, as explained in [16], the grid concept extends to the currently proliferating 
world of embedded computing as it shows up in Portable Digital Assistants (PDAs) and 
smart phones, in home appliances and Radio Frequency Identification Devices (RFIDs).
Since the first days of grid computing, the scientific community has embraced a more 
focused, as well as specified definition as that of a layer of middleware, functioning to 
make it possible for distinct and independently operating groups or entities to share a set 
of resources for computation and data storage in a manner that is efficient, reliable, and 
secure [17]. As mentioned earlier, grid computing moved beyond the realm of eScience, 
in particular to that of industry, which embraced the concept, although interpreted 
differently. The quotation below indicates the features which IBM has found most 
essential to defining grid computing: “Grid computing allows you to unite pools of 
servers, storage systems, and networks into a single large system so you can deliver the 
power of multiple-systems resources to a single user point for a specific purpose. To a 
user, data file, or an application, the system appears to be a single enormous virtual 
computing system” (Kourpas cited in Stanoevska-Slabeva et al) p.24 [18].
The sharing of computer resources across various networks in a distributed system is the 
central denotative characteristic by which Insight Research identified grid computing
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based on their study of the market [19]. According to Rappa [20] , Seti@Home and 
similar open initiatives, along with research initiatives in the eScience field were the 
earliest demonstrations of the feasibility of international grids. As a logical extension of 
the worldwide web, grid computing makes accessible a host of computing resources 
beyond data to include applications, as well as instruments, sheer computing power, and 
the like, all through the medium of the Internet. As recorded by [21], with the power 
grid of electricity-as-a-utility as their model, computer scientists envisioned as early as 
the 1990s a similar grid system which would make computing power and capacity, 
along with all necessary support structure, available anywhere and all the time, and 
most significantly, without the user having to rely on his or her own infrastructure.
Given that analysts, the business community and those in academics and research all 
have posited terminology and definitions based on their individual purposes, confusion 
over what constitutes the grid and grid computing is to be expected. The following 
explanations serve to disambiguate [12]. Grid middleware refers to that software 
which is designed for the specific purpose of functioning to make it possible to pool and 
share among diverse types of resources, in the process creating VOs. Offered 
commercially subject to licensing stipulations, grid middleware most often gets installed 
into previously set-up business infrastructure and integrated as a special layer of 
virtualisation for the precise purpose of making the sharing of heterogeneous 
infrastructural components not only possible, but glitch-free.
Grid computing occurs anytime a potentially diverse assortment of groups, businesses, 
organisations, institutions, and even individuals are utilising what is likely to be an 
equally assorted grouping of networks, data and application storage systems, and 
servers, presented to each user as a single unified computational resource through the 
coordination of grid middleware. While in one respect, grid computing refers to the 
diverse group of resources, pooled together and virtualised it also refers to the 
programming that makes the pool function as integrated infrastructure, and also to the 
applications configured to that infrastructure.
Grid infrastructure means the grid middleware together with the hardware for which it 
is designed working in conjunction to create the virtual integrated infrastructure, which 
while in reality consisting of heterogeneous components, still presents to the client or 
end user as a unified entity just as a single stand-alone computer would.
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Utility computing refers to grid computing, along with the applications which it 
supports, when they are made available on a pay-for-what-you-use basis in one of two 
ways- first, via an open grid utility service to multiple users or second, in the form of a 
hosting solution to benefit and individual group, business, organisation or VO.
2.1.2 Grids versus Distributed Systems and other Technologies
As documented in [12], issues involving HPC, the sharing of resources, as well as 
attendant issues of manageability and coordination have coalesced into what is called 
the “grid problem,” which has become the focus that distinguishes grid computing from 
distributed computing. Grid Computing is a form of distributed computing, however, 
the key differentiating factor is that components, such as networks and their attached 
storage devices, clusters, scientific instruments, etc, are managed as shared resources in 
a true grid even though they may be individually central to the operation. While the 
way a grid administers resource sharing may lead it to being also classified as HPC, 
being HPC does not necessarily mean the system can be called grid computing. These 
together with other factors and circumstances have made grid computing legitimately a 
new paradigm in IT and computer operations, analogous to the grid which supplies the 
electricity that keeps the physical hardware running. Grid middleware, whether 
commercially available as open source or packaged software, is the linchpin which 
enables the grid to carry out its quintessential resource sharing functions.
In VOs, the ability to share and communicate with other technologies is very essential 
part, and it is anticipated that other technologies which are similar to grid are sharing the 
same idea. However, when it comes to the requirements of the VOs the existing 
technologies do not have the ability to offer a framework which address requirements. 
Additionally, grid technologies are differentiated by allowing for resource sharing, and 
such approaches provide various useful opportunities for the development of grid 
application. Web technologies such as the Internet Engineering Task Force (IETF) and 
the World Wide Web Consortium (W3C) standard protocols such as the Transmission 
Control Protocol (TCP), the Internet Protocol (IP), and the Hypertext Transfer Protocol 
(HTTP) provide powerful support for the interaction between the browser, the client and 
the web server. However, such technologies lack features which are required models 
with richer communication which occur in VOs. An example would be the support of 
single sign-on, the Web technologies use Transport Layer Security (TLS)
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authentication, and offer no support to the single sign-on. However, in order to have 
single sign-on to several Web servers, it is important to ensure that the extensions of the 
Grid Security Infrastructure (GSI) provide capabilities to the TLS. If this done 
accurately then the delegation and allocation capabilities of the GSI will ensure that any 
browser client would have the permission to delegate and assign capabilities to a Web 
server, which will enable the server to operate on the behalf of the client.
Providers of hosting companies, as well as providers of application service and storage 
service operate by offering to outsource and subcontract specific types of business and 
engineering applications especially in the case of the Application Service Providers 
(ASPs). Additionally, such providers offer to outsource storage capabilities, specifically 
in the case of the Storage Service Providers (SSPs). In such way, customers and clients 
can negotiate and agree on defined service level agreement, which classify accesses of 
specific combination of hardware and software.
Furthermore, Virtual Private Network (VPN) technology is being used to take care of 
the security aspect which will ensure the extension of the customer’s intranet to cover 
all the resources which the ASP or SSP operate of the behalf of the customer. In 
addition, with user ids, passwords, and access control list, services of file sharing are 
provided by other SSPs where the access is provided via the use of the HTTP, the File 
Transfer Protocol (FTP), or the use of the Web-based Distributed Authoring and 
Versioning (WebDAV) [22].
There are several enterprise development technologies which are considered to be 
systems intended and designed to ensure that the construction of distributed applications 
is easily enabled. Such technologies would include; the Enterprise Java Beans (EJB), 
the Java 2 Enterprise Edition (J2EE), the Common Object Request Broker Architecture 
(CORBA), and the Distributed Component Object Model (DCOM). These enterprise 
technologies provide the clients with the ability to have resource interfaces which are 
standards, as well as isolated invocation mechanisms. Furthermore, the technologies 
provide trading services for invention and discovery, which single organisation could 
benefit from by having the ability to share resources within the organisation easily.
Nevertheless, when it comes to the requirements of the VO, such technologies are 
unable to meet the requirements due to the fact that the arrangements of the resources 
sharing are restricted and limited to single organisation where the main structure or
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form of the interaction is client-server, and not the organised use of multiple resources. 
Therefore, is it vitally important to allow for the use of a role of grid technologies 
within enterprise computing and development technologies. E.g., when it comes to the 
use of CORBA, then it would be beneficial to construct and implement an Object 
Request Broker (ORB) with the use of GSI mechanisms as this will enable clients to 
address security issues cross-organisations. Additionally, in order to gain access to 
resources which are spread across a VO, an implementation of a Portable Object 
Adaptor (POA) is required, and will be used to communicate with the grid resource 
management protocol to allow such access to the VO.
Furthermore, Grid-enabled Naming and Trading services could be constructed to use the 
protocols of the grid information service which will enable the query of the information 
sources that are distributed across large VOs. By using any of the examples mentioned 
above, grid protocols will provides enhanced capability as well as enables 
interoperability with other (non-CORBA) clients.
2.2 Grid Architecture and Protocols
This Section discusses grid architecture and its constituent protocols. The architectural 
and protocol requirements of Grid framework are discussed first, followed by a detailed 
discussion of the five architectural layers of grid framework.
2.2.1 Architecting a Grid Enabling Framework
The purpose of this section is to identify and establish the architecture of a grid, i.e. 
what is required to build a grid enabling platform or framework. The requirement is to 
have an adaptable open architectural structure which can provide solutions to 
requirements and needs of the VOs. Figure 2.2 (see [10]) depicts grid layered 
architecture in terms of the functions and purposes of its components, in addition to 
revealing their interactions, which are described in more detail in [9]. The most 
significant force in this architectural design is the need to achieve interoperability 
among resource providers and users, the backbone of the sharing interactions and 
relationships, along with the protocols that make this communication possible. Figure
2.2 also compares the relation of the layered grid architecture and the IP architecture; it 
gives particular attention to the organisation of the required protocols.
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Figure 2.2: G rid layered architecture and the Internet protocol architecture, adapted from  |10 |
In the architecture, the components o f  each individual layer contribute to common 
aspects. Additionally, the components can build on capacities, performances, and 
behaviours which are provided by other lower layer. The way that protocols are 
designed at the layers allows them to be implemented on top o f  a various resource types. 
These protocols are classified at the Fabric layer, and this enable them to be used to 
build a broad range o f  services as well as application-specific behaviours at the 
Collective layer due to the fact that there is an involvement o f  coordinated use of  
numerous type o f  resources.
When computing resources are distributed, as opposed to centralised, there needs to be a 
mechanism to bring them together to accomplish the single operation; this is what the 
computing grids like TeraGrid and Enabling grids for E-science (EGEE) enable [23], 
[24]. The complex task o f  finding, accessing, allocating, monitoring, in addition to 
managing the accounting and billing of  all these component activities requires 
standardised, service-based protocols for the Web. Open Grid Services Architecture 
(OGSA) tills this function [25].
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For some activities at least, standardised protocols have been created and have 
succeeded to some degree in making possible the delivery of on-demand computing via 
the Internet. However, according to Buyya et al., [26], there have been various obstacles 
to achieving this goal across the board for all sorts of applications and operations. The 
result has been the creation of an impediment to portability with the majority of grid 
infrastructures, holding users back from turning grids into a computing utility. These 
problems have found their solution in virtualisation technology [27], [28] (see Section
2.1 for a definition of virtualisation).
2.2.2 The Grid Layered Architecture
2.2.2.1 Fabric Layer
In the Grid Architecture, the Fabric layer consists of all the resources which are part of 
the grid and have a physical instantiation. Among the specifics in this layer are storage 
systems, both computational and network resources, sensors, software modules, and 
catalogues, as well as any other resources of the system [10]. The Fabric layer operates 
by supplying the resources where shared access is arbitrated by Protocols of the grid. 
Additionally, any resource could be rational entity such as a distributed file system, 
distributed computer pool, or computer cluster. Therefore, the implementation of any 
resource may possibly involve internal protocols such as NFS storage access protocol or 
a cluster resource management system’s process management protocol. In the Fabric 
layer, the components execute and implement resource-specific operations. Such 
operations occur on specific resources due to the sharing of the operations at higher 
levels. This has resulted in a tight association among the functions which are 
implemented at the Fabric level and the sharing operations which are supported. In 
order for the sharing of the operations to be more effective and well defined, the 
functionality of the Fabric must be well implemented. An example would be in the 
advance reservation, the resource level support makes it achievable for higher-level 
services to aggregate resources in attractive behaviour that would otherwise be 
impossible to achieve.
Grid services have provided considerable new capabilities which allow organisations to 
have large and integrated systems, just-in-time by building up and aggregation. In grid, 
it is recommended to enable resources to implement enquiry mechanisms which allow
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for the discovery of their structure, state, ability, and capabilities. Additionally, the 
resources should be able to implement resource management mechanisms in order to 
provide quality controls for the delivered services. In grid, each resource has a specific 
classification of capabilities. For example, in the computational resources, the 
classification would require mechanisms which are needed to start programmes as well 
to monitor, to manage and to control the implementation of the resulting processes. 
Additionally, there is a need for enquiry functions in order to establish the 
characteristics of the hardware and software characteristics and to furthermore establish 
the appropriate state information such as queue and current load state if there is a need 
for them in the scheduler-managed resources.
The classification in the Storage resources requires mechanisms to set and acquire files, 
also, it is important to ensure that the mechanisms have high-performance and transfers 
ability in order to perform remote data collection as well as to read and write file’s 
subsets. Additionally, in the storage resources, the management mechanisms can be 
useful if they have power and can provide control over the resources such as space, disk 
bandwidth, network bandwidth, and central processing unit (CPU), which are allocated 
to data transfers. Last but not least, one of the main classifications in the storage 
resources is the enquiry functions, such functions are very essential for establishing 
hardware and software characteristics, and to further more determine the load 
information which are relevant such as the availability space and bandwidth 
deployment.
In the network resources, resources allocated to network transfers such as assigning 
priorities and reservation should be controlled and this could be provided by the 
management mechanisms. In addition, in order to establish the characteristics and load 
of the network in the network resources, Enquiry functions should be presented. 
Furthermore, code repositories are specific forms of storage resource which necessitate 
mechanisms to manage and administrate source which are versioned and object code. 
This could be achieved by the use of Concurrent Versions System (CVS) which is a 
version control system, and it allows users to record the sources files’ history as well as 
documenting the CVS. CVS is an essential component of Source Configuration 
Management (SCM).
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We will see later in this Chapter that the GT, which is an implementation of the grid 
architecture, is designed in a way which allows the use of any existing fabric 
components such as vendor-supplied protocols and interfaces. Additionally, GT takes 
account of any missing functionality if they are not being provided by the vendor. An 
example would be enquiry and analysis software which are used to determine the 
structure and state of the information for a variety of resource types such as the version 
of the operating system, the configuration of the hardware in computers, as well as the 
space which is available in the storage systems, and finally in networks to establish the 
present and future load of the networks. For more details please see [29], [30].
2.2.2.2 Connectivity Layer
The second layer in the Grid Architecture is the Connectivity layer, which is the heart of 
the protocols for the communication and authentication, such protocols are very 
essential for the network transactions which are specified in grid. In the Connectivity 
layer, data can be exchanged among the resources in the Fabric layer by the use of the 
communication protocols. On the other hand, the role of the authentication protocols is 
to build on communication services which ensure that the identity of users and 
resources are confirmed as well as verified by providing cryptographically secure 
mechanisms. The Connectivity layer is layer which handles the needed authentication 
protocols and other core communication for the network transactions specific to the 
grid. Among the most crucial tasks which this layer handles are the data exchanges 
between fabric layer resources and tasks to support security, such as supporting single 
sign on, providing accessibility to all and only those resources to which the individual 
user has permission to use, and coordinating with local security solutions and 
stipulations so as not to hinder legitimate access while not granting any prohibited 
access [10].
In the Connectivity layer, security aspects are very crucial, and therefore; it is very 
important when it is possible to ensure that the security solutions provided are based 
upon security standards which exist. Furthermore, most of the security standards which 
are developed for the IP suite are appropriate to be used in the communication 
protocols.
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When developing VOs, it is fundamental to ensure that the authentication solutions have 
certain characteristics, such as, single sign on, which allows users to have access to 
various grid resources which are classified in the Fabric layer. In order for the users to 
have access to multiple grid resources, they must first log on and be verified. Delegation 
is another characteristic which is required as part of authentication solutions. In the 
delegation, the user should have the ability to establish a programme, and such 
programme should be capable to run on the behalf of the user. This will ensure that the 
programme will be proficient enough to access any resources that the user is allowed 
and verified to access.
Integration with various local security solutions such as Kerberos and Unix security is 
another characteristic which is essential for the authentication solutions in VO. Kerberos 
is known to be an authentication protocol for computer network, and it works by 
permitting connection points known as nodes to establish communication between 
themselves over a network which is not secured, in addition, Kerberos allows the nodes 
to verify their identity to each other in secure behaviour .When implementing security 
solutions for grid, it is very critical to assure that such solutions can be easily 
interoperate with these various local solutions.
The last characteristic that authentication solutions in VO require is the User-based trust 
relationships. Such characteristic is very fundamental in order to ensure that users can 
access and use multiple resources without the need for collaborating or interacting 
between the providers of the recourse to configure and establish the security 
environment. For example, if a user is granted the right to access resource A and 
resource B, then the characteristic of User-based trust relationships should allow the 
user to work on both resources without the need for communication or interaction 
between the security administrators of the two resources.
In order to ensure that the communication protection is well defined in grid systems, it 
is vital to have flexible security solutions which provide supports to the communication 
protection. The security solutions should allow for total management and control over 
the level of protection as well as providing support for dependable and reliable transport 
protocols and unreliable protocols. Additional, the security solutions should be able to 
provide clients and stakeholders with the rights to manage, authorise and restrict access 
to the resources in ways that meet their requirements.
44
We will see later in this Chapter that the GT provides its users with all of the above 
authentication and communication solutions. For example, in the communication part, 
the IPs are used. On the other hands for authentication, communication protection, and 
authorisation, GT has used the public-key based GSI in order to certify that the 
communication among the components of grid systems are secured, and to furthermore 
provide supports to security across organisational limits. For more details please see e.g. 
[31 ]—[34].
2.2.2.3 Resource Layer
The third layer in the Grid Architecture is the Resource layer which is builds on 
communication and authentication protocols in the Connectivity layer in order to 
classify protocols, as well as identifying Application Programming Interfaces (APIs) 
and Software Development Kits (SDKs). The Resource layer consists primarily of 
management and information protocols which serve to enable the connectivity layer’s 
communication and security protocols to do their job of securely negotiating, initiating, 
monitoring, as well as the accounting of and paying for what is employed from among 
individual resources [10]. The management protocols are involved specifically in the 
negotiating of access to the resources in the fabric layer while staying within the 
boundaries already prescribed for the conditions of such sharing of access as it related to 
the individual request for access or usage. The information protocols are essential to the 
monitoring of the current status of all resources in terms of both structure and 
availability. Furthermore, the layer classifies and defines protocols and applications to 
establish secured negotiation and initiation, as well as to provide monitoring, control, 
and accounting, and finally to ensure that the payment of sharing operations on 
individual resources is secured. In order to gain the right to access and to manage as 
well as to control the local resources, the implementations of the protocols in the 
Resource layer have to call the functions in the Fabric layer. Additionally, the protocols 
in the Resource layers consider individual resources only and pay no attention to any 
issues which are related to universal condition or minute actions that are across 
distributed collections [18].
In the protocols of the Resource layer there are two main classes, and they are; 
information protocols which are mainly used to get hold of information which are 
related to the structure and condition of a resource such as the present load, the usage
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guidelines and policy as well as the configuration. The second class is called the 
management protocols, such protocols are used for negotiation purposes to gain access 
to shared resource. Furthermore, the management protocols are accountable for the 
representation of sharing relationships, and therefore; the protocols should perform and 
act as policy application point in order to confirm and establish that all of the protocol’s 
operations that are requested are Compatible with the policy of the shared resource. In 
addition, management protocols may possibly have the ability to provide support to 
monitor and control any preformed operation.
We will see later that in the GT, there are protocols which are adopted to perform 
specific functionality; such protocols are mainly standards-based. The protocols include; 
Grid Resource Information Protocol (GRIP), this protocol is primarily use for 
identifying the resource information protocol standard as well as the model of the 
associated information. Another protocol is the HTTP-based Grid Resource Access and 
Management, which is known as (GRAM) the functionalities of this protocol include 
the distribution and allocation of computational resources as well as controlling and 
monitoring such resources. Additionally, GT has a management protocol which is an 
extended version of the FTP. This protocol is called the GridFTP, and it mainly used as 
a management tool to manage the data access. In GT, client-side C and Java APIs and 
SDKs are classified and defined for each one of these protocols. In addition, the 
protocols are being provided with Server-side SDKs and servers, which are used to 
smooth the progress of the integration and incorporation of a variety of resources such 
are storage, network, and computational into the grid. For example, the functionality of 
the server-side Lightweight Directory Access Protocol (LDAP) functionality is being 
put into operation and implemented by the Grid Resource Information Service (GRIS), 
this allow for random resource information to be published.
One of the most important and fundamental elements in the server-side in the Toolkit is 
called the gatekeeper, such elements allow for GSI- authenticated to communicate with 
the protocol of GRAM, as well as sending out a range of local operations. Furthermore, 
in GT, the Generic Security Services are used for obtaining, forwarding, and confirming 
the authentication and verification credentials, as well providing the reliability and 
privacy of the transport layer within the SDKs and servers. This will result in providing 
the ability to have replacement of alternative security services at the Connectivity layer.
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2.2.2.4 Collective Layer
The fourth layer in the Grid Architecture is called the Collective layer. In this layer 
there are Protocols, services as well as APIs and SDKs which function globally due to 
the fact that they allow for interactions and communication across collections of 
resources. Additionally, the Collective layer handles resource management on a global 
or system-wide level, particularly the interaction between distinct resource collections 
or groupings. Directory, collocation, scheduling, monitoring, diagnostic, and brokering 
services, in addition to data replication are all significant tasks carried out at this layer. 
Programming systems make functional through the grid, workflow systems, software 
discovery and collaboration services, as well as community authorisation and the 
accounting and payment services, are examples of the tools and programming models 
are the activities which most frequently call the Collective layer into action [10]. 
Furthermore, in the collective layer, components that are collective are based on the fine 
resources and on the neck of the protocol in the Connectivity layer. Therefore, the 
components are able to implement and put into action a range of sharing behaviours 
devoid of the need to place any new requirements on the shared resources. The 
following example services demonstrate how the above is done:
•S Directory services: this enables the participants of the VO to determine the VO 
resources existence or properties. Additionally, the users of the directory service 
are able to enquire about any type of resources in different ways such as name, 
or attributes by their type, availability, or load. Also, in order to build and 
implement directories, Resource-levels Grid Resource Registration Protocol 
(GRRP) and GRIP are being deployed to perform such operations.
V Co-allocation, scheduling, and brokering services, enable the participants of the 
VO to demand the allocation of resources for purposes that are specific. 
Furthermore, the services allow the participants to arrange for tasks on the 
resources which are seen to be appropriate.
S  Monitoring and diagnostics services: the services here are being deployed to 
provide the users with the ability to monitor the failure, attack and overload of 
the resources in the VO.
S  Data replication services (DRS); the services here are being used to enable the 
users to manage the VO storage resources as well as network and computing.
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This will allow for maximising the access of the data, while keeping in mind the 
measurement to be taken such as the response time, consistency, and cost.
S  Grid-enabled programming systems; the benefit of such systems is the ability to 
provide support any programming models which are common to be used in grid 
environments. Additionally, the models can benefit from using a range of grid 
services which will enable them to closely deal with resource discovery, 
security, and resource allocation.
S  Workload management systems and collaboration frameworks: enable users and 
organisations to have a better management and control systems over multi-step 
and multi-component workflows. Such systems are also known as Problem 
Solving Environments (PSEs).
S  Software discovery services: the role of such services is to provide the users 
with the best working environment by the determination and selection of the 
software implementation and execution platform which are known to be best and 
this is done based on the parameters and limitations of the problem which is 
being solved
S  Community authorisation servers: in order to implement and make the 
community policies lead the resource access, the community authorisation 
servers are being deployed. The servers allow users to generate abilities as well 
as facilities which enable the member of the community to gain access to the 
available resources. Furthermore, such servers ensure that enforcement service 
of the global policy is in place. This is done based on the use of protocols such 
as resource information, and resource management which are parts of the 
protocols in the Resource layer, and the security protocols which are found in 
the Connectivity layer.
The functions of the Collective layer may possibly be implemented and deployed as 
services which are believed to be constant. The services can be implemented with 
protocols which they are linked to, or as SDKs that are designed to be in connected and 
correlated with applications. Additionally, the implementation of the functions can be 
built on either the Resource layer or on protocols and application programming 
interfaces in the Collective layer. In Figure 2.3 in the top tier, the figure shows a 
demonstration of co-reservation service protocol, and there is an implementation of co­
reservation service for the purpose of speaking to the protocol. Furthermore, the
48
implemented service call the co-allocation API in the middle tier in order to deploy and 
put into action co-allocation operations which deal with authorisation, error tolerance, 
and logging. Moreover, Figure 2.3 shows a demonstration o f  how API and SDK o f  
Collective co-allocation in the middle tier use a management protocol in the Resource 
layer in order to control the resources which are underlying.
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Figure 2.3: Illustration o f the C ollective and R esource layers' protocols, services, APIs, and S D K s,
adapted from 112]
2.2.2.5 Applications Layer
The final layer in the Grid Architecture is called Applications, and it is what is visible to 
the end user since here reside the applications that the user creates, deploys, 
reconfigures, and operates, depending on the service. According to Berstis [35], in 
order for an application to make use o f  grid infrastructure, it must be either initially 
designed or else reconfigured to operate in parallel processing employing multiple 
processors or on a group o f  distinct heterogeneously configured machines. This layer 
includes several applications which function within a VO environment.
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Figure 2.4 shows how the applications are created based on classifying and calling 
services that are identified at any layer. Additionally, there are protocols which are used 
to enable users to gain access to services such as resource Management, data access, 
resource discovery, etc. those protocols are appropriately defined to ensure that the 
services they offer are to highest quality possible. Furthermore, application 
programming interfaces that are provided by SDKs may be used to identify the 
implementation o f  how protocols can interact with the right services in order to carry 
out actions which are required.
As Figure 2.2 on page 39 suggests, all these layers are integrated into a cohesive whole, 
with each o f  these five layers relying particularly on those below it through their
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respective interfaces, all of them interrelating to comprise the grid middleware. The 
result is that independent entities may share resources in a reliable, efficient (in terms of 
computers, data, etc.) and secure manner. The functionality runs the gamut of services 
from the lower level directory, information, resource management, and security to the 
high level scheduling, resource management, and application development [35]. In 
between these, grid middleware must handle the mundane functions of accounting and 
billing, as well as the brokering of resources. As presented in detail in [36], its principal 
functionalities include:
S  The integration of heterogeneous autonomous resources through 
virtualisation.
S  The supplying of information concerning the status and availability of 
resources.
S  The allocation and management of resources in a dynamic, flexible manner.
S  The brokering of resources in accordance with company policy.
S  The maintenance of security and trust, the former including both the 
authorisation (i.e., ascertaining user’s right of access to specific services or 
data) and the authentication (i.e., ascertaining and confirming the user’s 
identity), the latter relating to accountability in the system
S  License management.
S  The functions of accounting, such as billing and payment.
S  The provision of a significant level of QoS.
The complexity of functionalities in the above list should make it clear that assembling 
a grid computing system is no simple or easily accomplished matter. Typical grid 
middleware alone, such as Globus Toolkit 4.0 (GT4), Tomcat 5.5 and Axis, consist of a 
level of complexity and sophisticated integration that runs into Java classes by the 
thousand [37]; moreover, then they must be integrated with components from multiple 
software and middleware providers in order to achieve a fully functioning grid system, 
which will analogous in complexity to an ecosystem in the natural world. While 
individual components of a grid computing system may be available commercially, 
according to Castro-Leon and Munter [16] one cannot go out and acquired an entire grid 
system with one purchase.
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2.3 The Globus Toolkit
Globus Toolkit (GT) is an open source technology which is essentially allowing the use of 
the technology for grid. GT enables users across businesses, organisations, and geographic 
boundaries to share computing power, databases, and other tools securely online. The GT 
consists of software services and libraries which are used to monitor, determine, and 
manage resource, as well as security and file management. The GT includes software for 
protection and security, information infrastructure, communication, error detection, data 
and resource management, and portability. It is put together as a group of components 
with the aim of using them either separately or jointly to develop applications. Due to the 
fact that every organisation has unique modes of process, and cooperation between 
multiple organisations is delayed by the incompatibility of the resources such as data 
archives, computers, and networks, the GT was considered to eliminate difficulties that 
prevent flawless collaboration. The central services, interfaces and protocols of the GT 
allow users and clients to gain access to resources as if they were located within their own 
computers, whereas at the same time protecting limited control over who can use the 
resources and when. The material in this section on grids has been taken from a number of 
references, for more details please see [29], [38].
The development of GT has started since the late 1990s with the aim to provide support 
to the applications and infrastructures development of the service-oriented distributed 
computing. The main reason behind GT components is to be able to take in hand, 
and address issues which are related to security, resource access, resource management, 
data movement, and resource discovery within a common framework. Additionally, the 
components of the GT allow for greater Globus environment which contains tools and 
components that build on, or interact with GT functionality in order to give a broad 
variety of application-level functions which are useful. Furthermore, such tools have 
been used in the development of a wide range of the infrastructures for grid and 
distributed applications as well.
Globus can be defined as a community of users and developers who work together on 
the utilisation and development of open source software, and associated 
documentation, for distributed computing and resource confederation. In addition, GT 
enables developers to have a range of components and capabilities which include 
service implementations which focus on infrastructure management, tools which allow
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developer to build new Web services, in Java, C, and Python. Further components and 
capabilities which GT provides are powerful standards-based security infrastructure 
and detailed documentation of the variety of components and their interface as well as 
and how such components can be used to build applications [29].
The main aim of Globus software is to provide applications which associate distributed 
resources such computers, storage, data, services, or networks. The demands of VOs 
was the primarily the motivation to start working on Globus. However, in the recent 
years and due to the fact that commerce and science have similar concerns and interests, 
the business and commercial applications have become progressively more important 
[29].
Organisations and federations and businesses are generally inspired and motivated by 
the ability to access services and resources which cannot be locally replicated easily. 
For example: an engineer who needs to design and control experiments and researches 
on remote equipment, as well as connecting and evaluating numerical and physical 
simulations. Another example would be a business which requires the allocation of 
computing, storage, and network resources dynamically for various reasons such as 
supporting workload of physical data or time-varying e-commerce. Business analysts or 
scientists have the requirements to be able to access data located in different databases 
across enterprises or scientific associations.
Even though there are unique requirements for every application, there are certain types 
of functions which recur regularly such as the need to discover resources which are 
available, the need for configuration of a computing resource to run an application. 
Addition functions which recur regularly, would include the need move data 
consistently from one site to another, the need for monitoring system components, as 
well as controlling what users can do, and managing the users credentials
If the functions mentioned above are implemented with high quality, then the 
development cost will be reduced. In addition, interoperability can be effectively 
improved if the implementations of the functions are adopted widely. Globus software 
does it all as it addresses both goals, using an open source model which encourages both 
contributions and adoption.
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In GT4 Web services mechanisms are being used widely in order to classify the 
interfaces of it as well as to structure the components. In GT4 the Web services enable 
users to have widely adopted XML-based mechanisms which are flexible, extensible 
with the aim to describe, discover, and invoke network services. Moreover, the 
document-oriented protocols in GT4 are finely suited to the interactions and 
communications which are believed to be very preferable for distributed systems that 
are robust.
Services mechanisms in GT4 smooth the progress of the development of Service- 
Oriented Architecture (SOA) systems and applications structured as communicating 
services, where the interfaces of the service are described, the access is secured and the 
operations are invoked in very consistent ways. GT 4 provides set of grid infrastructure 
services which allow users to be able to implement interfaces to manage resources [39].
2.3.1 Open Grid Services Architecture
The Open Grid Services Architecture (OGSA) illustrates structural design for the 
environment of a service-oriented grid computing for business and scientific 
requirements. The OGSA is based on a number of other Web service technologies. In 
brief, OGSA can be described as distributed communication and computing architecture 
based in the region of services, with the aim to assure the interoperability on 
heterogeneous systems so that diverse kinds of resources can communicate and share 
information effortlessly. OGSA has been illustrated as a modification of the rising Web 
Services architecture, which is particularly designed to support the requirements grid. 
The classifications and criteria of OGSA are related to hardware, platforms and 
software in standards-based grid computing. The OGSA is an extension and 
modification of the SOA, it is concentrated on the fragmentary issues and challenges 
such as verification, authorisation, negotiation and enforcement of the policy, 
management of VOs and customer data integration, and finally the administration of 
service-level agreements (SLAs). In order for a Web service to be regarded as a grid 
service, it ought to allow clients and users to without difficulty determine, update, 
amend and delete information which are related to the service's state. Additionally, it 
must allow them to identify how the service progresses and to ensure ongoing 
compatibility with other services. The main purpose of grid here is to ensure the
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optimisation of the communication and interoperability among resources of all types 
[29], [38].
Grid computing is a new technology which meets the requirements of setting up, 
organising, and utilising dynamic and cross-organisational VOs’ sharing relationships. 
Grid architecture is defined as the ability to establish and set up sharing relationships 
between participants, and keeping in mind that the main issue to be taken into 
consideration here is the Interoperability, which is defined in a networked environment 
as common protocols. Therefore, the architecture of grid is protocol architecture where 
there are set of protocols in which the sharing relationships are set up, administered, and 
utilised by the users and resources of the VOs. Moreover, protocols can be used to 
identify how the components of distributed systems can collaborate and interact with 
each other to ensure that the structure of exchanged information, and particular 
behaviours are accomplished [40].
In grid architecture, services are essential elements and they are exclusively classified 
by the protocols which they communicate and the behaviours which they put into 
operation. Additionally, standard services such as computation and data access, resource 
discovery, and data replication enable the improvement of the services which are 
offered to participants of the VOs, and allow for taking away unnecessary details which 
could result in delaying the development of VO applications.
In order to ensure that the users of the VOs are running the applications effectively, it is 
very important for the developers to be aware of the fact that the applications should be 
developed to meet the needs and requirements of such complex and dynamic execution 
environments. Therefore, the developers should consider APIs and SDKs due to the fact 
that VOs require more than just protocols, services, and interoperability. Also, other 
areas which must be considered when developing applications are the strength and 
accuracy of application performance, as well as the costs of the development and 
maintenance. Grid architecture can be seen as highlights which classify and describe 
protocols and services, as well as APIs and SDKs.
2.3.2 The Globus Toolkit Architecture
Figure 2.5 illustrates several set of components of the Globus Architecture such as 
service implementations that are used to put into operation valuable communication and
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infrastructure services. The services are deployed to address concerns such as execution 
management (GRAM), data access and movement (GridFTP).
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Other components which are being used in the GT4 are the three containers which are 
used to host user-developed services that are written in Java, Python, and C, 
respectively. Such containers are known for the ability to provide the implementations 
o f  security, management, discovery, state management. Moreover, the Globus 
Architecture provides the users with a set o f  client libraries which enable the clients 
programming in Java, C, and Python to invoke operations on both GT4 and other user- 
developed services [41].
GT 4 is powerful software which does not only provide useful services but much more. 
In GT4 clients can have the ability to interact and communicate with different set o f  
services in similar ways. This is done by the use o f  the consistent and uniform 
abstractions and mechanisms. Such operations allow clients to facilitate as well as 
smoothing the progress o f  the construction o f  complex, and interoperable systems as 
well as encouraging code reuse. Such uniformity in GT4 take places at several levels:
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S  A Web Services Interoperability which compliant Simple Object Access 
Protocol (SOAP) messaging among Web services and their clients.
S  A security and messaging infrastructure enables interoperability among 
different applications and services.
S  An authorisation framework which is powerful and extensible enough to 
supports a range o f  different authorisation mechanisms.
Figure 2.6 demonstrates another viewpoint on GT4 structure as it shows on the right 
side o f  the figure the main components which are provided for basic runtime, from left 
to right it shows the security, the execution management, the data management, and the 
information services. These components can be used to perform various tasks.
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2.3.2.1 Execution Management
If a user wants to manage an execution, for example, a user would like to run a task on a 
computer, or to deploy and manage a service that provides some capability to an 
organisation. Then the user firstly needs to obtain access to a computer, and then the 
user would need to make sure that the computer is configured to meet the needs. 
Additionally, the user needs to ensure that the computer is configured to stage an 
executable, to start execution of a program, and to monitor and manage the resulting 
computation.
In the GT4 the Grid Resource Allocation and Management (GRAM) service addresses 
these issues, and provides users with a Web services interface which allow them to 
initiate, monitor, and manage the execution of random computations on remote 
computers. The interfaces of GRAM provide the clients with the ability to express such 
things as type and quantity of resources required, as well as to have the data staged to 
and from the execution site. Additionally, it allows for the execution and its arguments, 
qualifications to be used, and job determination requirements. Moreover, other 
operations in GRAM allow clients to monitor the status of both the computational 
resource and individual tasks, to subscribe to notifications relating to their status, and 
control a task’s execution.
In Globus TK4, GRAM service can be used for many different purposes, some of these 
purposes are; the Grid Physics Network (GriPhyN), the Virtual Data System (VDS), 
Ninf-G, and Nimrod-G are all tools which use interfaces of GRAM to dispatch large 
numbers of individual tasks to computational clusters. For example, the Genome 
Analysis Database Update (GADU) service regularly uses VDS to dispatch several 
million BLAST and BLOCKS runs as it updates its proteomics knowledge base. 
Additionally, there are a range of applications that use GRAM as a service deployment 
and management service. The way the applications use GRAM is by firstly using a 
GRAM request in order to start the service and then to control the consumption of its 
resource and provide for restart in the event of resource or service failure [42].
However, there are execution management components which are provided in the 
GTK4 as tech previews, and the reason for that is because such components are not 
fully tested like other components and they are more likely to change in the future. 
Some of these components are; Workspace Management Service (WMS) which is used
58
for the dynamic allocation of Unix accounts as a simple form of sandbox. Another 
component is the Grid Telecontrol Protocol (GTCP) which is a service that is deployed 
in managing instrumentation. Such service has been used for engineering facilities of 
earthquake and microscopes.
In grid, resources can be from different providers and therefore, Resource Management 
System (RMS) is required to ensure that all providers of the resources are trustable [43], 
[44].
23.2.2 Data Access and Movement
Applications of Globus regularly need to manage, to integrate, and as well as to provide 
access to large quantities of data at one or many sites. However, the issue here is that 
the data is very complex, and there is no software which can easily deal and sort such 
complex data on its own. Nevertheless, GT4 has components which can provide clients 
with the ability to implement and apply functional mechanisms that can be used 
individually and in combination with other components to develop attractive solutions. 
An example would be GridFTP which is a component of the Globus. The GridFTP 
specification provides clients with powerful libraries and tools, which can be used to 
reliably and securely move memory to memory and disk to disk data.
Furthermore, there is the Reliable File Transfer (RFT) service which allows clients to 
have reliable management of multiple GridFTP transfers. The RFT has been used 
arrange and organise the transfer of one million files from one astronomy archive to 
another. Moreover, there is the Replica Location Service (RLS) which is a scalable 
system that is used to provide maintain access to information about the location of 
replicated files and datasets.
RLS has been used by the Laser Interferometer Gravitational-Wave Observatory 
experiment (LIGO) to manage more than 40 million file replicas. GridFTP and RLS can 
be combined by the DRS in order to provide the management of data replication. 
Finally there is the Open Grid Services Architecture Data Access and Integration 
(OGSA-DAI) tools. Such tools have been developed by the UK eScience program with 
the aim to provide access to relational and XML data [45],
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23.2.3 Services and Resources Monitoring and Discovering
In distributing systems there are several fundamental functions which includes 
monitoring and discovery, especially in systems which cover different locations due to 
the fact that no single person could have detailed knowledge of all of the components. 
With the monitoring function clients and users can become aware of and identify 
problems which could arise in such frameworks. Additionally, the discovery function 
provides clients and users with the ability to classify resources or services with required 
properties. In order to acknowledge the significance of such functions, the monitoring 
and discovery mechanisms are built at a fundamental level in GT4.
In GT4 there are mechanisms which are standardises to associate XML-based resource 
properties with network entities and to provide the access to the properties. Such 
mechanisms which are built into every service and container of GT4, and clients could 
integrate them easily into any user-developed service are fundamentally 
implementations of the Web Services Resource Framework (WSRF) and WS- 
Notification specifications.
The services in GT4 can be constructed to register with their container. Additionally, 
the containers could easily be configured to register with other containers, which as a 
result allow the creation of hierarchical organisations.
Such mechanisms in GT4 allow users to have a powerful framework for monitoring 
various collections of distributed components as well as obtaining information about 
components for discovery purposes. For instance, the Earth System Grid (ESG) uses 
these mechanisms to monitor the status of a variety of services which the ESG uses to 
distribute and provide access to more than 100 TB of climate model data.
Users and clients who use The GT4 are provided with two aggregator services which 
allow for the collection of the recent state information from registered information 
sources. Due to the fact that not all of the information sources support WSRF/WS- 
notification interfaces, the aggregators which are provided by the GT4 can be 
configured to collect data from any information source, whether XML-based or 
otherwise. Additionally, the GT4 allow users to have a range of browser-based 
interfaces, command line tools, and Web service interfaces which allow them to query 
and access the collected information, especially the Web Medical Doctors (WebMDs)
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service which can be configured via the Extensible Stylesheet Language 
Transformations (XSLT) transformations to create specialised views o f  Index data [46].
2.3.2A Security Controls
The area o f  security is above all important and challenging especially when it comes to 
resources and/or users spans multiple locations. A range o f  players may want to apply 
control over who can do what, and this could include the owners o f  individual 
resources, as well as the users who initiate computations and the VOs which are 
established to manage resource sharing.
Applying control may include variously enforcing policy and auditing behaviour. 
Therefore, it is vitally important to address these requirements when designing 
mechanisms, the aim should not only be the protection o f  the communications but also 
to limit the impact o f  break in at end systems. Moreover, in order to have a complete 
security solution, the systems must combines components concerned with establishing 
identity, applying policy, tracking actions, etc., to meet specific security goals. GT4 and 
related tools provide users and clients with powerful building blocks that can be used to 
construct a range o f  such systems.
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At the lowest level, GT4’s highly standards-based security components implement 
credential formats and protocols that address message protection, authentication,
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delegation, and authorisation. As shown in Figure 2.7 support is provided for (a) WS- 
Security- compliant message-level security with X.509 credentials (slow) and (b) with 
usernames/passwords (insecure, but WS-I Base Security Profile compliant) and for (c) 
transport-level security with X.509 credentials which is (fast and thus the default). In 
GT4’s default configuration, each user and resource is assumed to have a X.509 public 
key credential. Additionally, protocols are implemented in order to allow two entities to 
validate each other’s credentials, to use those credentials to establish a secure channel 
for purposes of message protection, and to create and transport delegated credentials 
that allow a remote component to act on a user’s behalf for a limited period of time.
[47] Has Illustrated three types of solutions for grid security; the first solution is the 
system-based solution with the aim to protect and secure the environments of grid 
computing. System-based solution’ centre of attention is to control the software and grid 
system directly to ensure that security is achieved. The second solution is the 
behavioural solution, which is intangible and perceptive, and they accentuate the 
management and policy controls over the system-based solutions to ensure that the 
security of grid is maintained. The final solution is the Hybrid Solution which focuses 
on the authentication and authorisation.
Due to the decentralised nature of gird commuting authentication and authorisation is 
very sensitive areas. Although they are related to each other, they both have diverse 
specifications and purposes. Whilst the purpose of authentication is to verify the identity 
of a process or a person, authorisation’ purpose has a process that establishes what 
rights and permissions a person or a server supposed to have [48].
2.3.2.5 Building New Services
GT4 has a wide range of software that are enabled to support the development of 
components that implement Web services interfaces. Furthermore, GT4 deals with 
several issues such as message handling, resource management, and security, which as a 
result provide the developers with the ability to focus their attention on implementing 
application logic. Additionally, GT4 also put together additional GT4-specific 
components to provide GT4 Web services containers for deploying and managing 
services written in programming languages such as Java, C, and Python. Figure 2.8
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illustrates the capabilities of GT4 containers which can host several types of different 
services.
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From Figure 2.8, we can see that GT4 has several containers such as the 
implementations of basic WS specifications such as the Web Services Description 
Language (WSDL), SOAP, and WS-Security support services that make use of such 
specifications to implement basic Web services functionality. Additionally, there are the 
implementations of other specifications, particularly the WS-Addressing, the WSRF, 
and the WS-Notification, support services that want to expose and manage state which 
are associated with services, as well as back-end resources, or application activities 
[50]. Furthermore, there is the enhanced registry and management capabilities 
container, which is notably known as the representation of information about services 
running in a container as WS-Resources, facilitate the creation of distributed registries 
and system monitoring tools.
2.3.2.6 The Quality of Software Engineering
The engineering processes of the GT have been improving increasingly over the past 
years. Such improvements have been made potential by increasing the engineering
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resources of the software as well as having more users available for further testing. The 
engineering processes now include; extensive unit test suites and the use of test 
coverage tools to which allows users to evaluate coverage. Regular automated execution 
of build and test suites on more than 20 platforms via both local systems and the 
distributed build and test facility of GRIDS. Additionally, there are processes such as 
the extensive performance test suites which are used to evaluate various aspects of 
component performance that include latency, throughput, scalability, and reliability. 
Documentation plan of the GT, it is managed by a dedicated documentation specialist 
with the aim of ensuring complete coverage and uniform style for all components. 
Furthermore, there is a well-defined community testing process, which in the case of 
GT4 included a six-month alpha and beta-testing program with close to 200 
participants.
2.4 Future of Grid Computing
With grid computing coming to light in the 1990s as computing infrastructure 
distribution for complex science and engineering, there has been significant work done 
on the development and improvement of the infrastructure. Grid is known to be 
powerful for providing solutions to large-scale resource sharing, innovative 
applications, and this makes it an essential new field. It was argued that one of the main 
problems which grid technology has is in the resource sharing as well as the dynamic, 
multi-institutional VOs, where the problem is the access to computers, software, data, 
and other resources that are available to users. Therefore, such sharing should be 
controlled, and access to the resources should be well defined in order to ensure that 
only authorised users can be allowed to share and access certain resources. Grid 
technologies have come very far and have addressed these issues to a great extent such 
that grid computing has become a reality, used worldwide within and across thousands 
of experiments, projects and VOs. The focus of grid technologies is in the dynamic, and 
cross-organisational sharing, hence, such technology overcomes the limitations of 
existing establishments. Therefore, other distributed computing systems can collaborate 
with grid in order to accomplish powerful resource sharing across institutional 
limitations [12], [51].
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The Globus software and community development is owed to the confluence of several 
factors. These factors includes the completion of GT4 which means that Globus has 
obtained a solid Web services base that allows clients and users to build additional 
services and capabilities. Another factor is the sustained funding for eScience support 
which provides the ability to the users to accelerate efforts aimed at meeting demands 
for greater scalability, functionality, usability, and so forth. Furthermore, there is the 
creation of organisations dedicated to the support needs of industry; this enables the 
commercial adoption contributions to accelerate. Additionally, there is the rapidly 
growing user community factor which has resulted in the increasing of the quantity and 
quality of user feedback, code contributions, and components within the larger Globus 
ecosystem. Finally, the revisions to the Globus infrastructure and governance processes 
make it easier for the developers to engage additional contributors to the software and 
documentation. The latest Globus Toolkit release GT 5.2.1 was released in April this 
year, Figure 2.9 depicts major components of the Globus Toolkit Version 5 (GT5).
Grid computing has continued to attract support from academia, government and 
computing industry giants including University of Edinburgh, the NSF, the National 
Aeronautics and Space Administration (NASA), Sun Microsystems, Microsoft and 
IBM. In 2004, Univa Corporation was formed in order to provide commercial support 
for grid computing and Globus software. Univa has released its latest Grid Engine 8.1 
recently and his customers include Tata Steel Automotive Engineering. A number of 
conferences and events centred on grid computing have been taking place over the 
years. These include, among others, UK e-Science All Hands Meetings 
(http://www.allhands.org.uk/) and Open Grid Forum Events (Formerly Global Grid 
Forum: http://www.ogf.org/).
Grid computing has been seen by many as the global computing infrastructure of the 
future [52]. This is due to the fact that many organisations and researchers desired large 
scale computational resources but relatively very few organisations were able to afford 
it. Grid computing allowed sharing of large scale data and computational resources as 
well as sharing of experiments leading to many new discoveries. Grid computing 
developments also motivated researchers to collaborate and hence it acted as a source of 
accelerated innovation in computing infrastructure development as well as broadly in all 
areas of science, engineering, humanities, society and economy. However, activities in 
grid computing over the years are declining. Is it because the demand for sharing,
65
collaboration and large scale resources is declining or that grid computing technologies 
have failed to deliver its promises? We explore these questions and look at the future o f  
grid computing in the following.
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Over the years, our ability to generate data has grown substantially. Development in 
sensor networks have benefitted many areas in science, engineering and Digital 
Economy. Transportation and healthcare are emerging sectors where data is being 
generated at a huge pace and the requirements to analyse this data has never been more 
important (see Chapter 56 where we discuss a disaster management system exploiting 
real time data). Hence, the major drivers for grid computing still exist rather the need
for them has increased to a large extent. So why has grid computing been unable to
maintain and increase its momentum? We believe that the grid computing ideas o f
resource sharing have been taken up by the industry and they have named it Cloud
computing. For example, grid computing allows sharing o f  resources which is adopted 
by cloud computing vendors who own the resources which are shared by their 
customers. It is possible to create VOs by multiple individuals or organisations by 
renting computational resources from same cloud computing vendor. In this case, in 
contrast to grid computing, the administrations and interoperability issues would be
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dealt by the cloud computing vendor. Cloud computing however, is distinct from grid 
computing due to the relatively recent virtualisation technologies which were quickly 
adopted by the cloud computing industry while grid computing community failed to 
exploit it.
We believe that cloud computing holds the future. The need for grid computing 
(eScience, sharing, collaboration, and VOs) will remain and perhaps it will be satisfied 
by cloud computing through its virtual resources and highly interoperable infrastructure.
Having introduced grid computing in detail in this Chapter, the next Chapter will 
introduce and discuss the work on grid performance modelling of healthcare 
organisations.
67
Chapter 3: Grid Computing in Healthcare and its 
Workload Model
The rapid developments in information and communication technologies (1ST) are 
shaping the world and all of the dimensions of our life. Healthcare is no different and is 
undergoing a complete ICT-driven transformation. Next generation health applications, 
services and organisations will require massive computational resources. Moreover, the 
next generation healthcare infrastructure will have to support a diverse range of 
applications and their ability to communicate with each other within and across the 
organisational boundaries. On the other hand increased demand and awareness of 
environmental and financial sustainability requires efficient and green use of resources. 
Grid computing provides a solution because, in addition to its other benefits, it is 
financially, computationally and environmentally efficient. Furthermore, it provides 
gradual and smooth technology deployment options with minimum disruption.
Grid computing is already playing a key role in the rapidly growing healthcare sector, 
providing storage and computing power for initiatives in several biomedical disciplines. 
The deployment of grid computing will enable researchers to examine diseases and rare 
conditions. Additionally, grid computing will provide doctors with new ways to analyse 
and treat patients. Moreover, by integrating the medical data available, specialists and 
doctors could start personalising treatments for patients. Collectively, grid computing 
and e-Health are shaping the future of healthcare as well as the future of collaborative 
research and business between healthcare organisations.
This chapter aims to quantitatively model and demonstrate the potential of 
computational grids for its use in healthcare organisations to deploy diverse medical 
applications. At the heart of this study is our understanding that sustainability, be it 
financial, environmental or computational, will be the key driver in the design, 
deployment and operation of the future services and systems. We consider multiple 
organisational and application scenarios for grid deployment in the healthcare area 
including four different classes of healthcare applications and 3 different types of 
healthcare organisations. We identify the computational requirements of key healthcare
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applications and build a Markov model of a Grid-based healthcare system. For each 
scenario, we compute steady state probability distributions of the respective Markov 
models and analyse the system performance using the results. Various performance 
measures of interest such as blocking probability and throughput could be computed 
from these state probability distributions. The work presented in this chapter has been 
published as conference paper published by IEEE Computer Society Press [1]. The 
paper was co-authored with John Williams who is a Professor of Health Services 
Research at the College of Medicine, Swansea University.
The rest of the Chapter is organised as follows. Section 3.1 reviews the changing 
healthcare landscape due to the rapid and continued developments in ICT. Section 3.2 
discusses key issues in grid computing based healthcare. Section 3.3 describes our 
healthcare gird system Markov model. Section 3.4 evaluates the system performance 
using the Markov model. Finally, Section 3.5 concludes the Chapter.
3.1 Information and Communication Technologies in 
Healthcare
The increasing role and benefits of ICT in healthcare are already visible in the 
enhancement and emergence of technologies such as healthcare telematics, health 
informatics, epidemiology, bioengineering and Healthcare Information Systems (HIS). 
The major drivers for ICT based healthcare include demands for increased access to and 
quality of healthcare, rising healthcare costs, system inefficiencies, variations in quality 
of care, high prevalence of medical errors, greater public analysis of government 
spending, ageing population, and the fact that patients and the public want a greater say 
in decisions about their health and healthcare. However, the healthcare industry has not 
been able to reap the full potential of ICT mainly because of the social reasons (e.g. 
sensitivity, privacy and trust) and lack of business models. A HIS usually includes the 
following components; the hardware and software, and the databases of healthcare data 
such as patient records. A HIS could be seen as simple as a set of applications and data 
used to carry out eye examination in a clinic, or as complex as a set of applications and 
data that takes all the Computerized Tomography (CT) scans of patients and produces a 
set of symptoms through analysis. Medical research has emerged as one of the most 
demanding areas of computational resources. Most specialists and doctors are now
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demanding genomics and test results for their daily medical diagnoses. Genomics and 
test results are being produced using the latest available technologies to generate 
treatments for chronic diseases such as cancer. Production of images, genomics and 
bioinformatics, and storage, recovery, and processing of medical images require large 
computational resources [53], [54].
3.1.1 Impact of ICT on Healthcare and its Associated Risks
The use of ICT in healthcare no doubt has improved, and has the potential to further 
improve many aspects of healthcare systems, from healthcare business processes to the 
booking of appointments, as well as the quality and safety of healthcare. However, the 
increased introduction of ICT tools in healthcare could also inadvertently introduce and 
increase risks. It is important to be aware of these risk associated with new systems, as 
understanding the risks associated with the implementation of e-health systems will 
enable healthcare organisation to reduce the risks and increase its benefits. A report [55] 
has reviewed 46,349 documents to provide an excellent treatment of the quality and 
safety impact of ICT in healthcare.
3.1.2 ICT Penetration in the National Health Service UK
The National Health Service (NHS) is a fragmented service being operated in the four 
UK countries; Wales, Scotland, Northern Ireland, and England. Each of these countries 
has different approach to healthcare but they are all under the NHS, which provides free 
healthcare service. Healthcare is split into the following sectors. Primary: GPs and 
family doctors, Secondary: the hospital and Community. The NHS is a very busy 
organisation; it is believed that more than a million patients' visit their GPs everyday, 
8000 are admitted to hospitals as emergency, 1.5million prescriptions are issued and 
over 100,000 nurse visits take place in the community. The problem is that there is no 
deeper insight into the data which is being collected, which means there are data but not 
information. The NHS covers over 60 million people in the country with massive 
amount of business processes and a large amount of data on activity, however, a 
relatively small amount of data on the clinical reasons, processes and outcome. The 
result is that a huge amount of data is available but it is not turned into intelligence. 
Recently, in July 2009, the NHS has been running the NHS Connecting for Health 
program which enables online patients booking. It is believed that using the program
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more than 16 million bookings have been made, and over 220 million prescriptions have 
been issued, 676,633 medical records have been transferred between GPs, and 983,152 
messages on average are being sent/received daily. However, the process of creating 
patients’ records is very slow; only 352,622 care records have been uploaded. The 
conservative party suggested the idea of going for a new technology for the patients’ 
records such as Google health, the Cloud, and Microsoft health Vault. However, it is 
important to consider that there is a vital need to build up a knowledge base in 
healthcare. The knowledge base will be useful to identify how to plan new services, 
monitor the quality of work, distribute the resources, as well as to inform choice and 
research. There is a great opportunity to analyse the data to make effective decisions. 
For further details on this topic, please see [43], [44].
3.1.3 Electronic Data Management in Healthcare
In this subsection we discuss electronic data management in healthcare using Sweden as 
an example. InterSystems Corporation reports on the Swedish National Patient 
Summary project in [58]. Their aims lay on the implementation of a national system 
which enables the medical and patients' data and information to be shared among 
hospitals in Sweden. The report has also illustrated the issues related to data rights as 
well as business and public consideration. The population of Sweden is 9 millions and 
there are more than 20 healthcare regions. InterSystems have been given a contract with 
Tieto to implement healthcare system based sharing and exchanging information, 
locally, regionally, nationally or even international levels. The main objective is to 
improve the quality and consistency of the patient care by providing information to 
doctors that are accurate and complete. The system will ensure the improvements of the 
security and accessibility of the patients’ information by identifying who can and cannot 
access such information. The project has been planned for about 10 years and this has 
led to a successful implementation of such system. The data is owned by the county, 
however; individuals have the rights to see and access their information. The healthcare 
system enables users to have centralised data or totally spread or join together model. 
The Swedish system is federated where some of data is held centrally; other data is held 
in the hospital HIS and produced as a medical record. There are future enhancements to 
the system such as educating the public about health, as well as allowing patients’ 
access and adding more information types such as test results, allergies and so on. The
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system allows doctors to view all of their health issue related information such as 
history of their health problems and test results for the past 9 years.
3.2 Grid Computing and Healthcare
We have discussed in Section 3.1 the increasing role of ICT in the healthcare area and 
the opportunities and challenges that such developments entail. The next generation 
healthcare aims to provide an intelligent infrastructure that allows accessibility to the 
resources for all stakeholders and the ability to dynamically share, integrate, and analyse 
diverse data and resources across organisational boundaries. We have also introduced 
grid computing in detail in Chapter 2, including its emerging role in developing virtual 
infrastructure and organisations with minimum disruption through efficient integration, 
extension, interaction, and coordination of diverse resources transcending multiple 
organisations. The marriage of grid and healthcare hence is an excellent match. We 
discuss the opportunities and challenges of this marriage next, followed by a literature 
review on grid computing based healthcare in Section 3.2.2.
3.2.1 Opportunities and Challenges of Grid based Healthcare
The marriage of grid computing and healthcare has given rise to a number of 
opportunities and challenges. The main opportunity is the possibility of developing an 
intelligent collaborative virtual environment that allows integration, exploitation and 
analysis of heterogeneous healthcare related data at different scales. The healthcare 
research and industry is segmented, and the healthcare data has different dimensions 
and scales. For example, the data about a human body may be available in different 
databases at different scales: molecular and cellular, tissue, organ, and body-level. The 
integration and analysis of such data can reveal new correlations between various data 
such as genetic attributes, diseases, symptoms and medicine. Furthermore, integration of 
population-scale data generated from epidemiological studies or other analyses (e.g. 
correlation with the environment) can add to our insight leading to novel discoveries 
and improved, in time, intervention strategies. Grids enable easy integration, replication, 
sharing and management of computational and data resources within and across 
organisational boundaries. Grids harness the power of multiple resources to provide
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high performance and throughput at low cost. Grids are robust and fault-tolerant, 
allowing 24 hour reliable and efficient access to resources.
ICT technology is transforming the shape of businesses, governance, public services, 
and social networks. The domain of healthcare industry and its reliance on, and 
interaction with, other industries will be much broader than it has been in the past. A 
virtual infrastructure is needed that could support the next generation of businesses and 
micro industries, and allow the emergence and regulation of VOs in healthcare and 
otherwise. Grid based ICT (we refer to this Grid ICT from now on), in its broader sense, 
perhaps is the only technology that could realise the vision of the future of healthcare 
and other industries at relatively high efficiency and minimum disruption.
Perhaps the biggest challenge in realising a Global or national healthcare grid is security 
and privacy of data, and the trust in grid based ICT systems. Various healthcare related 
organisations -  e.g. hospitals, NHS, regional councils -  are reluctant to let the data flow 
outside the organisational boundaries. Security in grid ICT must be enhanced to make it 
suitable for the highly sensitive healthcare data and industries. Grid Healthcare aims 
integration and analysis of (private and sensitive) data, and hence new mechanisms 
must be developed to protect privacy of data. From industrial point of view, grid 
technologies need improved standardisation and stability before attractive business 
models can be developed. Grid ICT also requires significant developments in 
accounting and benchmarking areas to enforce QoS and ensure accurate billing 
mechanisms. In short, the socio-economics of Grid-based healthcare is an important 
area of consideration and a major hurdle in the uptake of grid technologies for 
healthcare.
3.2.2 Literature Review on Grid based Healthcare
We have defined and explained in detail in Chapter 2 that grid computing is the 
organisation of computer infrastructure which links various computers together and 
enables them to function as a larger unified system. Recently, its use has become 
widespread as an increasingly efficient means of providing large scale computing power 
on demand and inexpensively. In the 21st century, the healthcare industry has come to 
demand exponentially increasing numbers and sizes of high volume computer 
processing, especially to keep pace with advances in medical technology. Although
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research focused applications currently dominate medical computing needs, equally 
large growth is expected in the near future in applications centred around clinical 
diagnosis and customised treatment ordered by physicians, involving faces of genetics 
such as individual patient gene sequencing and genomics [59]. Applications of grid 
technology in the medically related fields include drug development in pharmaceutics, 
with the grid simulating human body systems in assessing effectiveness, drug 
interactions, and side effects. Imaging applications include ultrasound, CT scanning, 
and magnetic resonance imaging (MRI). Mass data storage and processing applications 
involve both uses such as genomics and bioinformatics, along with administrative 
purposes such as electronic medical records. The storage and retrieval of clinical data 
in the form of images, which have long been important for diagnostics, is one 
particularly promising use of grid computing given the trend toward the digitisation of 
images, with its attending problems of loss, storage, and access [60]. In these 
applications, the grid functions, among other things, to help insure increased availability 
and decreased loss or inaccessibility due to node failure or errors in archiving or 
retrieving images. Beyond this, grid computing can facilitate the sharing of data among 
healthcare institutions in the creation of a nationwide healthcare grid, supporting aspects 
as diverse as home-based and long-term care systems, research, as well as care and 
treatment decision modelling.
While industries as diverse as pharmaceuticals, publishing, graphic arts, and energy 
production and delivery have all benefited from grid computing [61], the field of 
healthcare has been slow to adopt this advance in technology, despite many obvious 
potential applications. Such areas in which the benefits of grid computing in the 
healthcare industry are currently significant include applications such as three 
dimensional modelling of either the body for surgical simulation and diagnostics or of 
epidemic transmission patterns, genomic research and genetically-specialised medicine, 
as well as large data processing operations, i.e., data mining for research [62]. Given the 
trend in healthcare toward curtailing government and private payer reimbursements, a 
linked grid of computers and servers offers a lower cost, alternative with significant 
savings, as opposed to high end systems while providing the same capacity to handle 
seemingly endless calculations and processing of data. Beyond keeping the cost per 
unit of applications low, grid computing can enhance the scalability and reliability of 
the operation. The healthcare industry in the unique situation of needing infrastructure
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that is ever more reliable, scalable, and secure, while at the same time accommodating 
rapidly advancing medical technology on a constrained budget. All of these 
characteristics are ones which grid computing is adept at providing.
A number of works on healthcare applications in grid computing have been reported in 
the literature. A great deal of research in the literature on grid based healthcare system 
development is focussed on collaborative and integrated middleware or workflow 
framework development; see [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], 
[74], [75], [76]. For example, Koufi et. al. [63], [69], motivated by the increasingly 
collaborative and pervasive enterprise nature of modem healthcare systems, present a 
context aware access control mechanism that employs BPEL (Business Process 
Execution Language) to automate healthcare processes on a grid infrastructure. Their 
proposed mechanism acts as a mediator between mobile devices based clients and the 
underlying grid and allows authorised pervasive access to the integrated healthcare data. 
Phung et. al. [64] propose a collaborative task planning and workflow development 
framework for a healthcare grid with focus on elderly care enabling healthcare 
stakeholders to develop collaborative workflows such as for collaborative treatment. 
Savel et. al. [65] propose an architectural framework for a public health grid (PHGrid) 
enabling the community to exchange data, information and knowledge. Song et. al. [66] 
propose a workflow grid resource management system to support collaborative heart 
disease simulation applications. The focus is on workflow designs rather than on 
workload and capacity management. Kamal et. al. [67] propose an event based publish- 
subscribe grid middleware that addresses the current limitations of middleware for body 
sensors such as energy limitations and heterogeneity.
Calvillo et. al. [72] propose the development of a management infrastructure for virtual 
organisations looking into tasks such as user management (role assignments, privilege 
assignments etc) and definition of resource access policies. Boyd et. al. [73] in their 
paper entitled “The use of Public Health Grid Technology in the United States Centers 
for Disease Control and Prevention H1N1 Pandemic Response” report on the problems 
that isolated healthcare information systems have created and the work that they have 
developed on integrated information systems exploiting the grid technology. This is part 
of the research and development work on decentralised information architecture through 
the Public Health Grid (PHGrid) done by the US Centers for Disease Control and
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Prevention’s (CDC’s) National Center for Public Health Informatics (NCPHI) and its 
partners.
Stell et. al [77] propose a system called VANGUARD, a Virtual Anonymisation Grid 
for Unified Access of Remote Data. Their motivation is to address problems associated 
with the disparate nature of data storage facilities of current healthcare systems, and the 
security ramifications of accessing, using, and potential misuse of that data. Their 
system VANGUARD supports adaptive security-oriented linkage of distributed clinical 
data-sets to support a variety of virtual EHRs. Hu et. al [78] propose a framework for 
bioprofile analysis over grid to support individualized healthcare addressing the 
challenges associated with distributed bioprofile analysis. The ASIDS (architecture for 
semantic integration of data sources) architecture is proposed by Naseer et. al [79]. 
They are motivated by the challenges related to sharing, integration, access and 
semantic interoperability of the healthcare data. Oh and Lee [80] express the need for 
integrating sensor networks and grid computing systems and present the design and 
implementation of a SensorGrid gateway to transparently connect sensor and grid 
networks. Further applications of grid computing in healthcare, for example, can be 
found in [81] (based on the analysis of healthcare data using genetic algorithms), [82] 
(Detection and Classification of Bacterial Contamination) and [83](data-driven Decision 
Support System for the acquisition and parallelised elaboration of 
Electroencephalography (EEG) signals).
Consequently, a number of grid based healthcare initiatives have emerged over the last 
10+ years. These initiatives include, among others, the SHARE project, ACTION-Grid, 
ImmunoGrid, and Mammogrid. The SHARE [84][85] project was an EU Framework 
Programme project that aimed to identify the important milestones towards deployment 
and adoption of grid based healthcare systems in Europe. A number of communities 
have also emerged worldwide due to these initiatives, e.g. the HealthGrid community 
that defines HealthGrids as “Grid infrastructures comprising applications, services or 
middleware components that deal with the specific problems arising in the processing of 
biomedical data. Resources in HealthGrids are databases, computing power, medical 
expertise and even medical devices” [85].
It can be seen from the review of literature presented in this sections that the focus of 
most of the research have been on proposing grid infrastructure for healthcare
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applications in order to provide means for convenient, flexible collaborations across 
healthcare organisations; little is done on modelling the workload for healthcare grids.
3.3 The Grid Healthcare System Model
As explained in the earlier part of this thesis, medical applications are being used to 
enable healthcare organisations to obtain information that help them to provide the best 
care possible to the patients. In the proposed grid model we are examining four broad 
classes of healthcare applications. These are Medical Imaging and Image Processing 
(MIP); Electronic Health Records (EHR); Simulation Modelling, and Analysis (SMA); 
and Clinical Decision Support (CDS).
S  MIP: Medical imaging is being used by specialists and doctors in healthcare 
organisations to diagnose and examine patients. Image processing provides 
doctors with consistent support when it comes to the analysis and treatment of 
the patients. Image processing of data within and across multiple healthcare 
organisations could enable processing and analysis of medical images, e.g. to 
produce new treatments and identify disease symptoms.
S  EHR: is a record which holds a patient’s entire health information, such as 
medical history, tests results, diagnoses and treatments. The use of EHR 
supports doctors in decision making and data management as well as generating 
complete reports about the patients.
S  SMA: There are numerous applications of SMA within the healthcare domain, 
such as Genomic and epidemiological population studies.
S  CDS: is an important part of the knowledge management technology used in 
Healthcare organisations. Therefore, doctors use CDS to support them in the 
medical process and on the use of knowledge available. CDS uses the data 
available of a specific patient to generate advice and recommendations.
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Table 3-1 The Data for the Three Organisational Scenarios
: MIP EHR SMA CDS CPU required CPU available
! (^ 1) (^ 2) (^ 3) (^4 ) (CPU hours) (CPU hours)
Scenario 1 -  A Hospital Grid
— — - *
| 3 64 2 31 145 200 I
Scenario 2 -  A Grid connecting a Hospital and a University j
j 10 54 9 27 271 400 j
Scenario 3 -  A Research Organisation Grid j
| 20 14 29 19 523 700 j
The applications discussed above are deployed in three different types of organisational 
scenarios. The first scenario considers a grid system to support a typical hospital; the 
second scenario considers an integrated grid encompassing the systems boundaries of a 
hospital grid together with a University Grid; and finally the third scenario relates to a 
grid installed to support a research organisation. Table 3-1 gives details for each of 
these three scenarios and a mix of applications. Columns 1-4 give the number of 
instances for each type of the four applications for a specific organisational scenario 
(i.e. Scenario 1, Scenario 2, and Scenario 3). For example, a hospital grid in Scenario 1 
requires 3 instances of MIP application, 64 instances of EHR applications and so on. 
Column 5 gives the total CPU requirements for the mix of applications in hours of CPU 
power arriving each second in real-time. Column 6 lists the maximum capacity of each 
type of grid in CPU hours; i.e. the number of CPU hours each type of grid is able to 
provide per second. Note that a grid provides distributed power so an hour-CPU 
requirement can be fulfilled in a second or less if thousands of CPUs are available in a 
Grid. This is the case here too because, based on our assumptions, these grids can 
provide up to 200, 400, and 700 hour-CPU power per second for each specific 
organisation in Scenario 1, 2, and 3 respectively. The numbers of CPU hours required 
by each type of grid (Column 5) are calculated according to the following equation:
CPU required = A±* a + A2 * b + A3 * c + A4 * d,
where a = c = 10, and b =  d = 1. The variables a, b, c, and d represent the number of 
CPU hours required for each type of applications.
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We make now some notes on the data related to the medical applications and the three 
scenarios given in Table 3-1. The numbers of EHR and CDS applications in Scenario 1 
organisation are lower than the ones for Scenario 2 and 3 organisations. Note also that 
the numbers of MIP and SMA jobs arriving each second are lower for Scenario 1 
compared to Scenarios 2 and 3. These are very typical trends for hospital, University 
and research organisations, i.e., there are more EHR/CDS jobs in hospital because a 
hospital’s primary role is to provide patient support. On the other hand, Universities and 
research organisations carry out SMA and MIP tasks more frequently than is the case 
for hospitals. Furthermore, the number of CPU hours required by the MIP and SMA 
applications are 10 times larger (a = c = 10,) than the EHR and the CDS applications 
(b = d = 1.). This is also justified by the fact that MIP and SMA applications are 
typically more computationally intensive than EHR and SMA. Unfortunately, we were 
unable to find a similar study in the literature and therefore the data formulated for this 
study is based on our experiences and broader knowledge of the area. However, on a 
positive note, our modelling study is independent of the data used herein; this study 
would provide useful insights into the subject using any reasonably appropriate sets of 
data. We intended to work with collaborators in the medical and other related 
professions to acquire real data for this study. However, due to the circumstances 
explained in Chapter 1, the focus of our research moved toward cloud computing; and 
we did manage to get real data from Amazon case studies; modelling of the Amazon 
data according to the modelling methods development in this chapter is our future work.
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Figure 3.2: The generator matrix (Q) of the CTMC for Scenario 1
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3.3.1 The Markov Model
We now explain our Markov model of grid systems for each of these organisational and 
application scenarios. Figure 3.1 gives the transition diagram of a Continuous Time 
Markov Chain (CTMC) model that could be applied to any of the scenarios listed in 
Table 3-1. Let us explain this by considering Scenario 1 (A Hospital Grid). The 
transition diagram shows that the model has 201 states (N+l states; N = 200), where
2 < X < N
The initial state (leftmost) represents the idle system situation where there are zero jobs 
in the system to be processed, and the last state (rightmost) depicts that the system has 
reached its full capacity, i.e., the system is full with 200 jobs being processed in the 
system. The transition diagrams of Scenarios 2 and 3 will be similar except that the total 
number of states will be different; 201 for Scenario 1, 401 for Scenario 2 (i.e. N = 400), 
701 for Scenario 3 (i.e. N=700). These numbers represent the capacity of the system; 
Scenario 1, 2 and 3 have a system to process 200, 400, and 700 jobs, respectively. Table 
3-1 lists this data as well as gives the arrival rates (A,) and departure rates (p) of jobs for 
each of the three scenarios; Scenario 1 has a A, of 145 (Column 5) and p of 200 (Column 
6), Scenario 2 has a A, of 271 (Column 5) and p of 400 (Column 6), and Scenario 3 has a 
A, of 523 (Column 5) and p of 700 (Column 6).
Figure 3.2 gives the transition rate matrix (Q) of the model diagram given in Figure 3.1 
for Scenario 1 (i.e. A. = 145; N = p = 200). Similar transition rate matrices can be created 
for Scenario 2 (i.e. A, = 271; N = p = 400) and Scenario 3 (i.e. A, = 523; N = p = 700). 
Given the matrix Q, the steady state vector (71) of the system (containing probability 
distribution of the system to be in any of the states) can be calculated by solving the 
following system of linear equations:
7l.Q=0.
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l.E+OO
l.E-01
l.E-02
l.E-03
l.E-04
l.E-05
l.E-06
l.E-07
l.E-08
1 41 81 121 161 201
—  MO
—  Ml 
M2
—  M3
—  M4 
M5 
M6 
M7 
M8 
M9
Figure 3.3 Steady state probability vector against the num ber o f  states for Scenario 1 M arkov
m odel (10 different intensity rates)
l.E+00
l.E-01
l.E-02
l.E-03
l.E-04
l.E-05
l.E-06
l.E-07
l.E-08
1 51 101 151 201 251 301 351 401
* MO 
■Ml 
M2 
■M3 
M4 
M5 
M6 
M7 
M8 
M9
Figure 3.4 Steady state probability vector against the num ber o f  states for Scenario 2 M arkov
m odel (10 different intensity rates)
l.E+00
l.E-01
Figure 3.5 Steady state probability vector against the num ber o f states for Scenario 3 M arkov
m odel (10 d ifferent intensity rates)
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Any standard methods for the solution of systems of linear equations can be employed. 
Markov models arising from most real life systems are typically large and sparse, and 
hence iterative methods are usually employed for the system solution. We have used 
Gauss-Seidel method to solve the equations in our models. For further details of the 
solution methods for Markov Chains and some background on Markov modelling, see 
earlier work from the authors [86], [87] and the references therein (for example, [88], 
[89], [90], and [91]).
3.4 Performance Analysis
We now present results obtained by solving the linear equation systems associated with 
each of the three organisational scenarios presented in the previous section. Figure 3.3, 
Figure 3.4 and Figure 3.5 plot the respective steady state probability vectors, k, obtained 
for Scenarios 1-3. The steady state probability vector, n, provide the probability for the 
system to be in each state in the long run; the vector element 7t[0] gives the probability 
for the system to be in state zero, tc[0] gives the probability for system to be in state one, 
and so on. Since most of the probability values lie near zero, we have used logarithmic 
scale for the y-axis. In order to explain the results, let us focus on Figure 3.3 which plots 
the probability vector against the number of states for Scenario 1. We have considered a 
total of ten arrival rates in Figure 3.3 ranging from 145 to 199, keeping the departure 
rate constant; each case is represented in the figure by Mx (MO represents arrival rate 
A=145, M9 represents arrival rate A,=199). The departure rate for all these plots is the 
same, i.e., p=200, giving a range of 10 different intensity rates for Mx approaching 
almost 1 for M9. As we know from queuing theory that the intensity rate is defined by 
/i/A and its value ranges between zero and one. The system becomes unstable for 
intensity rate exceeding 1. Basically, the relative workload for the health grids defined 
in the previous section (e.g. Scenario 1) will increase with the increase in the intensity 
rate, which in turn is directly proportional to the arrival rate A, where, 145 <  A < p — 
1.
Note that in Figure 3.3 the probability of the system to be in one of the states varies 
from near 0.3 (30%) tolOE-8. For MO, i.e. for the lowest intensity rate (or workload), 
the highest probability is for the states numbered below 10, while for the state number 
100 (or so) the probability reaches almost zero (10E-8 to be precise). That is, the
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probability that the system will have 100 or more jobs in the system is almost zero. In 
this case, the system is likely to be in some of the states much below 100. The 
implication of this result is that the system will be stable and will operate at much below 
its capacity level. However, the system utilisation in this case will be quite low. For M l, 
the workload slightly higher than MO, the probability of the system to be in the states 
numbered below 10 is near 0.1 while the probability drops to the lowest for state 
number 180 or so. This trend is repeated as we move towards higher workloads (M2, 
M3, ... M9), such that the probability of the system to be in the rightmost states (nearer 
the state number 201) increases. For M9, the highest workload, the probability of the 
system to be in state 201 is the largest because the arrival and departure rate become 
almost equal. In short, higher arrival rates will give rise to higher probabilities of the 
system to be in the states nearer its total capacity which means that although the 
system’s throughput is higher, the system is in a danger to become unstable or 
unreliable (because jobs may be lost as there is no queue to hold the jobs while the 
system is working on its full capacity, busy in processing jobs arrived earlier). 
Furthermore, such higher probabilities also cause higher blocking or queuing times for a 
system with input waiting queues (for a system where input waiting queues are not 
available, any jobs arriving when the system is running at its full capacity will be lost).
Figure 3.4 and Figure 3.5 present, in similar manner, the probability distributions of 
Markov models for Scenarios 2 and 3. As before, a total of 10 different intensity rates 
are used for each case. Further understanding of these figures could be obtained by 
considering the explanation given above for Figure 3.3.
3.5 Concluding Remarks
Next generation healthcare systems and organisations will require huge computational 
resources, and the ability for the various medical applications to interact and 
communicate with each other within and across organisational boundaries. In this 
Chapter, we presented a quantitative, Markovian, performance model to evaluate the 
suitability of computational grids for pervasive medical applications deployment in 
healthcare organisations. For a range and mix of medical applications, and three classes 
of healthcare organisations, we computed steady state probability distributions for the 
healthcare grid system. This study has quantitatively demonstrated the potential of
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computational grids for their use in the healthcare area by evaluating their performance 
for a range of diverse applications and organisations. The study has also shown 
innovative ways in which future healthcare organisations can use ICT to improve their 
business processes allowing them to prepare and survive in the digital economy era. 
However, the proposed scenarios and models in this chapter are by no means restricted 
to healthcare organisations and can be applied to organisations from other domains such 
as various government organisations requiring data/resource sharing and collaborations. 
The workload model and scenarios presented in this chapter gives an insight into the 
possibilities for resource sharing, collaborations and virtual organisations. This 
workload model can be used by researchers and practitioners for developing shared 
resources and collaborations, and for resource management of ICT systems. To further 
elaborate, suppose an organisation is looking to expand and improve its business 
processes by adding additional medical applications to its portfolio. The organisation 
can ask its employees and use other standard means for requirements gathering and 
identify a set of applications and the frequency with which these applications should be 
executed. These applications and range of workloads can then be modelled using the 
models described in this chapter. Similarly, a range of grid computing system capacities 
can also be modelled allowing the organisation to decide about the size of the grid to be 
acquired. This could be based on various business parameters including the level of 
efficiency required from the grid computing system and the level of risk tolerance of the 
organisation.
Another possibility is to model all the application workloads (for the three scenarios) 
discussed in this study combined together in order to model and analyse shared 
workload of multiple organisations. This could be used for example to design and 
manage a shared grid for multiple organisations under some service level agreements or 
for a virtual organisation (as discussed in Chapter 2). Furthermore, the modelling study 
described in this chapter can be used to model the workload of cloud computing 
providers for the design, capacity planning and resource management of cloud 
computing farms. Our Future work in this area will focus on improving the models, its 
analysis and validation by including in the model more detailed parameters, realistic 
applications and system related data, and by its application to cloud systems.
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Chapter 4: Cloud Computing
Cloud computing is swiftly becoming a very attractive and foundational element in 
global enterprise computing. There are several companies across a wide range of 
industries which implement, develop and offer cloud technologies.
This Chapter aims to provide a detailed introduction to cloud computing. Cloud 
computing due to its complex nature has been a subject of much debate; Section 4.1 
provides a discussion of its definitions and scope. Section 4.2 presents a history of cloud 
computing along with a discussion of its relationship with grid computing. Section 4.3 
is an account of the various drivers of cloud computing and its current and future 
prospects. Section 4.4 describes its architecture while Sections 4.5 and 4.6 discuss its 
Service and Deployment models. Section 4.7 and 4.8 give an account of issues related 
to regulations and data protection for Cloud Computing. Section 4.9 gives a detailed 
account of migration process from traditional IT to Cloud Computing and finally 
Section 4.10 summarises the Chapter.
4.1 What is Cloud Computing -  a Discussion
Cloud computing commonly is taken to be a phrase that basically renames common 
technologies and techniques that are known in IT. Cloud computing can be defined as 
web applications and server services that users pay for in order to access rather than 
software or hardware that the users buy and install themselves. Additionally, cloud 
computing can comprise everything from Software as a Service (SaaS) providers 
throughout development environment services such as structuring and building 
applications on the service provider's infrastructure, applications will then be delivered 
to the users over the Internet [92].
There have been several efforts to define the meaning of "Cloud Computing", and even 
though there is no comprehensive definition for the term, Buyya et al. P.44 [26] 
proposed the following definition: “Cloud Computing is a techno-business disruptive 
model of using distributed large-scale data centres either private or public or hybrid
85
offering customers a scalable virtualised infrastructure or an abstracted set of services 
qualified by SLAs and charged only by the abstracted IT resources consumed”
Every organisation from IT companies to analyst firms to academics and industry 
practitioners has weighed in on the attempt to define the Cloud and Cloud computing. 
As an example of greater consensus in the defining process, Table 4-1 (taken from [35]) 
shows how selected analyst firms have described Cloud computing.
Table 4-1: Cloud Computing Defined
Source Definition
“a style o f  computing in which massively scalable IT-related capabilities are 
Gartner provided “as a service ” using Internet technologies to multiple external 
customers ” [93]
IDC
The 451 
Group
Merrill
Lynch
“an emerging IT  development, deployment and delivery model, enabling real 
time delivery o f products, services and solutions over the Internet (i.e., 
enabling cloud services) ” [94]
“a service model that combines a general organizing principle for IT  
delivery, infrastructure components, an architectural approach and an 
economic model -  basically, a confluence o f  grid computing, virtualization, 
utility computing, hosting and software as a service (SaaS) ” [95]
“The idea o f  delivering personal (e.g., email, word processing, 
presentations.) and business productivity applications (e.g., sales force 
automation, customer service, accounting) from centralized servers” [96]
Given the similarity of sources for the above definitions in Table 4-1, their common 
end-user perspective is to be anticipated. In describing cloud computing as the client 
experiences it, these analyst firms all stress the scalability of both applications and 
infrastructure as a service (IaaS). By contrast, in the scientific community there has 
been much less consensus over how to define cloud computing, in particular what it is 
versus isn’t and which features are essential for a system to legitimately be called a 
cloud. One notable example comes from the Berkeley RAD Lab by Armbrust et al. p.l 
[97], defining cloud computing in the following terms: “Cloud Computing refers to both 
the applications delivered as services over the Internet and the hardware and systems 
software in the datacenters that provide those services. The services themselves have 
long been referred to as SaaS. The datacenter hardware and software is what we will 
call a Cloud. When a Cloud is made available in a pay-as-you-go manner to the general 
public, we call it a Public Cloud; the service being sold is Utility Computing. We use 
the term Private Cloud to refer to internal datacenters of a business or other 
organization, not made available to the general public. Thus, Cloud Computing is the
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sum of SaaS and Utility Computing, but does not include Private Clouds. People can be 
users or providers of SaaS, or users or providers of Utility Computing".
One of the most significant aspects of this definition of Cloud computing is that it
brings together the perspectives of both service providers and end users. For the 
provider, the data centre is the key component, encompassing everything from the 
software offered on a pay-per-use basis to the physical hardware for processing and 
storage. From the user’s perspective and classified according to purpose, Clouds are 
either public or private. Meanwhile from the perspective of the IT professional, what is 
important is managing the integration of applications, system software, and hardware, in 
other words incorporating SaaS with utility computing.
In [98], the point is emphasised that while the Cloud itself is both software and 
infrastructure, the user sees none of the latter and needs no upfront capital outlay, but 
only needs to be ready to pay for what services are used as accessed through either a 
web service such as API, or more often by the simple, ubiquitous web browser. Foster et 
al., p.l described cloud computing in [99] as:“a large-scale distributed computing 
paradigm that is driven by economies of scale, in which a pool of abstracted, 
virtualized, dynamically-scalable, managed computing power, storage, platforms, and
services are delivered on demand to external customers over the Internet”.
The above definition highlights scalability and virtualisation as central to what the 
Cloud is and how it achieves the tremendous advantages claimed for it. Virtualisation 
in what allows the cloud system to abstract both system software and the hardware it 
connects to, making them accessible through a predefined abstracting interface, also 
known as an API or a similarly functioning service. The interface serves to call up and 
dismiss the raw physical computing resources, i.e, the real hardware and software, 
applications, etc, with no delay or disruption in the client’s use of the service. The 
interface with the user remains constant and the operation of applications continues 
smoothly, hidden from the user’s awareness.
What underlies all the many and varied definitions, along with explanations, of Cloud 
computing is the sense that it represents a major paradigm shift in the way users access, 
as well as the way IT professionals deploy and provide every aspect of computing 
services from the fundamental infrastructure all the way through layers to the 
applications as the end user operates and manipulates them. For the client, what is new
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and fundamentally different is access over the Internet on a pay-just-for-what-you-use 
basis, with no thought to supporting infrastructure because an external service provider 
takes care of all that. Two key features of the cloud computing paradigm are scalability, 
which the end user may or may not notice, and virtualisation, which is normally 
invisible to the client. The former refers to the ability of the cloud service provider to 
respond almost instantly to any change in number of users, as well as changes in 
aggregate demand for computing capacity and data storage. Virtualisation refers to IT 
technology at the foundation of Cloud computing, which enables procedures such as 
encapsulation and abstraction in order to make the almost limitless scalability and 
responsiveness possible, as detailed in [100], and [99].
Cloud is defined in [101] very inclusively in order to cover all types of applications of 
cloud computing and services. The key characteristic of both aspects of the cloud is that 
it happens over the Internet or via a private network. The term cloud computing 
includes all components which support the computer applications, from the hardware 
and software to the networking functions and all services that are required for or go 
along with these applications. The term cloud services denote all possible services 
which the host, and in some respects the tenant, in a cloud system provides and all those 
which end users or consumers engage in. Beyond every conceivable existing or basic 
service, this inclusiveness extends even to any new service that the user creates by 
manipulating or reconfiguring that which is already provided, and to reiterate, all 
provided via the Internet or private network
What makes cloud computing so valuable, as well as revolutionary, to each of these 
users is its flexibility or elasticity in the system that enables “infrastructure shape- 
shifting.” However, in anticipation of the major theme of [101], it is stressed that the 
same elasticity which gives cloud computing these advantages, also creates great 
challenges for security.
A very high level definition of Cloud computing is given by Menken and Blokdijk, p.8 
in [102] as: “ the use of computer technology that harnesses the processing power of 
many inter-networked computers while concealing the structure that is behind it”.
It is the uniformity and simplicity of cloud computing that attracts most users, 
particularly those of smaller and mid-sized organisations, who also realise sizable 
economic benefits. In other words, the cloud is simple and easy to use. On the other
hand, the economics o f  cloud computer services as a utility has led to the coining of the 
term “cloudonomics.” Figure 4.1 detailed the variety o f  benefits which cloud 
computing promises to deliver to the business user through cloudonomics, as well as to 
the IT professional [103].
• Pay per use -  Lower Cost Barriers.
•On Demand R esources-A utoscaling.
•Capex vs OPEX -  N o capital expenses (CAPEX) and only 
operational expenses OPEX.
•driven operations -  Much Lower TCO.
•Attractive NFR support: Availability, Reliability.
•Infinite Elastic availability ,Compute/Storage/Bandwidth. 
•Automatic Usage Monitoring and Metering.
•Jobs /Tasks Virtualized and Transparently Movable.
•Integration and interoperability ‘support’ for hybrid ops. 
•Transparently encapsulated & abstracted IT features.
Figure 4.1: T he prom ise o f  the C loud C om puting Services, adapted from |26 |
There have been few trends that have developed in the growth o f  cloud computing. 
Furthermore, among these trends, early users moved to the cloud for web oriented 
operations and seasonally driven or fluctuating needs. Once start-up companies began 
opening with their IT service needs being met directly on the cloud, the pace of 
migration increased.
It has been noted in [104] that the advent o f  the cloud does not really represent any 
innovative technological component, but rather a new way on the part o f  IT 
professionals o f  thinking and organising the provision o f  computer services for what 
businesses call “the back office.” The term “cloud” stems from the part o f  the definition 
referring to concealed structure. The user sees nothing o f  the massive scale, 
complexity, and movement o f  data which goes into making the application which the 
user accesses on-demand from any internet connection. A number o f  other 
circumstances o f  which the general public is unaware include: (a) the concept o f  cloud 
computing is not that new to the (professional) IT community; (b) already a majority o f  
the IT industry’s structural activity goes on in the cloud; and (c) there has been a slow 
but steady movement in the direction o f  businesses and organisations using the cloud 
propelled by the enormous savings o f  using (and paying for) computing services as a 
utility versus setting up and maintaining one’s own hardware, software, and network.
Technology
r  m
Cloudonomics
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What actually goes on in cloud computing on an application by application basis will be 
almost unnoticeable to the end user; the application is accessed from an internet browser 
on a remote server, to which the user pays no attention. An example of everyday 
computer functions would be Microsoft’s Thesaurus which operates as cloud computing 
without users being aware of it. The implications, however, are revolutionary. 
Everyone receives major savings in terms of energy efficiency and pays for only what 
they use. The savings are most important to the smaller organisation, which can least 
afford excess expenditures; in fact, through the cloud they can compete with the largest 
counterparts on a level playing field.
For the average user at any machine that can link to the Internet, the cloud is an unseen 
extension, yet one with virtually limitless capabilities. Neither processing power nor 
data storage limits appear to exist, the only constraints being a dependable network 
connection and its bandwidth. Free email service with unlimited message storage is an 
example of what the user sees; the reduced chance of data loss due to the many 
networked computers is an example of the more hidden benefits.
The concept of virtualisation can be explained using electrical power as an analogy. 
Just as the user plugs an appliance into an outlet without regard for the source or 
delivery mechanisms of the current, cloud computing means running application 
without regard for where the hardware is, what servers power the OS and the software, 
or where the data is stored. In fact, in order to be virtualised, the various parts of the 
system must be distributed. Cloud computing actually continues the aims of cluster and 
grid technologies to deliver large-scale computing capacity by linking a conglomerate 
of resources virtualised and thereby made available to any of a number of end point 
users at any given time. An outgrowth of this goal is that computing comes to be seen 
as a utility, its service to be provided for a fee, much as electrical power is made 
available. This is what cloud computing actually is, with the like of Microsoft, Google, 
and Amazon operating like the power companies and businesses, organisations, and 
individuals the customers, who in this case, connect to the internet from anywhere and 
access whatever applications, software, and data they need, whenever they want it. 
Another interesting definition of cloud was proposed by Buyya et al., p.6 in [105] as: “A 
Cloud is a type of parallel and distributed system consisting of a collection of 
interconnected and virtualised computers that are dynamically provisioned and
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presented as one or more unified computing resources based on SLAs established 
through negotiation between the service provider and consumers”.
Additionally, a number of definitions can be found in [26] from numerous sources, all 
of which may be summed up variations on the above definition, in combination with a 
report from the University of California Berkeley giving three essential characteristics 
of cloud computing. These essential three are: 1) the appearance to the user that
computing resources are limitless, 2) the lack of pre-start up commitment, such as 
server and software investment, network design and set-up, etc, and 3) a payment for 
services model that permits the cost to vary directly with the amount of resources 
consumed [97].
Bypassing the hype which has accompanied the development of cloud computing and 
the attendant confusion as to just what the term means, the central achievement of the 
cloud is that it has transformed computing into a service delivering utility. By the 
present date, however, various IT components essential to realising the potential of 
cloud computing have had time to develop and mature. These will be discussed in the 
following sections along with integral concepts, architecture, and technical 
characteristics, which have influenced the development of public, private, and hybrid 
clouds, tools for managing IT in the cloud, and various frameworks for providing cloud 
services.
4.2 History of Cloud Computing -  Evolution of IT Systems
The concept of cloud computing goes back to the 1960s, however, back then, it was not 
possible to use cloud computing due to the fact that high-speed internet was not 
available at that time. The cloud computing concept saw the light in the late 1990s after 
the huge infrastructure investments in broadband as this has made it possible for the 
could computing to be utilised and deployed in today’s technology.
Winkle Vic (J. R.) [101], believes that cloud computing represents something of a full- 
circle movement back to the early days of computers, data storage, and information 
processing. In the 1960s, computer capability meant large rooms full of hardware. 
Winkle Vic (J. R.), p. 10 [101] put it as “Mainframes were the epitome of control and 
centralisation in contrast to what followed in computing”. In spite of its name, the cloud
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does have a physical presence, the data centre, which is described in terms of its huge 
scale, repeated patterns of identical computer hardware operating noisily, characteristics 
to which it attributes the great cost reductions of cloud computing.
The key difference between then and the cloud today, according to Majeed et al., [53], 
and Roth et al., [54], is that in those days mainframes represented a great inequality of 
opportunity and a source of power and control in the hands of a few. As cumbersome 
and limited as the computer capability of that era seems by today’s standards, it was a 
tremendous advantage over the manual tasks it replaced. Still, it was quite expensive to 
acquire and maintain a mainframe; moreover, it required the services of trained elite, 
made up of those who could design the system and keep it running smoothly. Thus, the 
functions of the computer were available only to those with significant resources.
This very situation, which Health Informatics Unitl (HIU1) [55], and HIU2 [56] have 
dubbed the “tyranny of the mainframe” is the problem that motivated the development 
of the microcomputer or PC, in the 1970s and '80s. The democratisation of access to 
computer technology and all of its benefits, along with the proliferation of small-scale 
systems throughout the work environment, was the result of this movement away from 
the large-scale mainframe driven, centralised system. Predictably, the decentralisation 
meant that the average employee, without computer engineering or technical expertise, 
could use a computer workstation analogous to the way he or she operated an 
automobile with only the most limited knowledge of automotive engineering and 
maintenance. Just as inevitable, however, was the state of affairs in which companies 
and organisations found themselves, having multiple department, branches, etc, using 
incompatible software or networking configurations, duplicating the storage of data and 
documents, ill-equipped to realise any saving from connection and cooperation.
One of the most significant results of all this proliferation was the accelerated 
development of the software industry. On one hand, the reduction in cost was making it 
possible for anyone or group who could afford the basic minimal level of hardware, and 
just a bit more for the software, to set up and starting computing. On the other hand, the 
variety of new possible applications of computer technology, in addition to the 
explosive growth of small-scale users with specific needs, created a flood of software, a 
significant portion of which was not well designed, and was especially vulnerable in 
terms of security [101].
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As both the number of users and applications available to them increased, it was 
inevitable that desire to communicate and collaborate, in other words to network, would 
grow as well. Among the early perceived needs was that large numbers of employees or 
locations be able to access the same data base efficiently, a need which led to 
transaction processing systems. Additionally, Krutz & Vines [107] believe that the 
airline industry is a pioneer in making this possible on a world-wide scale. It was not 
long before the first model, in which the local point of computer access did not store or 
manipulate data but merely accessed it from the central database, proved inadequate. 
Users soon needed to not only access data but also to interact with and manipulate, in 
order to perform computations at the local level. This accompanied in both local-area 
and wide-area networks.
The new local-area-networks and their wide-area counterparts were more general and 
multipurpose in their orientation to user and their needs, bringing with this new 
orientation more connectivity, reductions in redundancy, and more user-friendly 
interfaces. At the same time on a less positive note, this networking brought with it 
more issues and points of vulnerability in relation to security concerns.
At the same time as this evolution in user access and networking was occurring, an 
equally fundamental change was taking place in the connection between points in the 
network. The strict leash-like wire cords that bound terminals to the mainframe, and 
later the server, were giving way first to modems, then to the Internet, and more recently 
to high bandwidth and even wireless transmission. However, just as remote access and 
data transference, as well as the resulting computing capabilities and applications were 
making quantum leaps forward, so too were the challenges of keeping data restricted to 
those with legitimate reasons to have access, as well as of preventing both mischievous 
and malicious attacks on the network or system. Further complicating the issue, 
although networking was leading to some reduction in duplication of data storage and 
processing, it was at the same time creating more, as well as more complex and less 
systematically organised infrastructure, siphoning off any cost savings. The overall 
effect at this period in the history of computers and IT was that, the operating costs were 
greater than before and the insecurity was very pervasive too [108].
From the perspective of computer applications and technology, it was not so much the 
Internet as it was the World Wide Web, which created explosive changes in the field.
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This is what Winkle Vic (J. R.) [101] credits with fundamentally changing the human 
interface with information, and all that was necessary was a set of relatively 
uncomplicated browsers and a set of Internet Service Providers (ISPs), along with 
straightforward server software to make them work. Applications that had never been 
conceived of as anything but stand-alone were now transformed into Web applications.
Antonopoulos & Gillam [106] describe the evolution of computing, in one respect, as 
coming full circle from the days of mainframes to the cloud computing of today, it 
otherwise likens it to a spiral or to a tree branching out and growing in multiple 
directions. While on the surface, physical level there is similarity, as well as with the 
dynamic of centralisation, the power, flexibility, affordability, and democratisation in 
terms of user control have all made huge leaps forward with the advent of cloud 
computing.
The conceptual foundation of computing via the cloud is well established; the revolution 
surrounding it is way these concepts are being applied to change the nature of 
computing in businesses and organisations everywhere. One of the changes in society 
that has fostered this revolution is the change in the way information is disseminated 
and used, leading to explosive growth in the demand for ever increasing processing 
power. Web 2.0 is one of the outgrowths of this increase in the quest to organise and 
make accessible all this information in both new and traditional ways [109].
Menken & Blokdijk [102] asserts that the origins of cloud computing as a concept 
which grew out of the MIT computer scientist John McCarthy's notion of utility 
computing which conceived of computer processing as a metered service that 
companies could sign up for the way they do for electricity or telephone service. As far 
back as May 1964, in the Atlantic Monthly, Martin Greenberger author of its article 
“The Computers of Tomorrow” envisioned a world in which computers were 
ubiquitous. Around this time, IBM recognised the possibility of a huge income stream 
through utility computing, and got into the business of providing access to IBM's 
massive mainframes in something analogous to server rental for high end clients, 
including banks for hefty fees. The spread of the PC to business desktops, as well as 
homes, made utility computing an unnecessary excess for most firms, despite the 
significant restrictions posed by limited bandwidth and disk space. In the face of this 
trend, mainframe computing survived in some situations and organisations.
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The concept of the computer as the network was proposed in the 1990s by Sun 
Microsystems and Larry Ellison, founder of Oracle, but according to , Krutz & Vines 
[107] failed to catch on because consumers were not interested in such a less-than- 
complete system.
While the personal computer was seen then and still today as having a major stand­
alone dimension, the Internet was beginning to move the field of computing and IT in 
the direction of the cloud, by revolutionising the flow of information. Amazon was part 
of this nearly from the outset, amassing large server farms to handle much more than the 
mere retail business that the public conceives of. In fact, in the post dot-com bubble 
world, Amazon has retained the illusion of traffic-as-cash-flow that was the bubble, but 
gave it a reality in terms of the company’s current operations, spurring the development 
of such technology as fiber optics. With their index-like search engines, Yahoo and later 
Google opened the path to accessing and interacting with virtually unlimited amounts of 
information. During this transformation, Google also began investing in enormous 
server farms, then a multitude of applications, including Web 2.0 while other companies 
trailed behind [102].
The analogy of computing becoming a utility with the advent of the cloud extends to 
parallel the way that the manufacturing sector shifted from creating and supplying its 
own electrical needs factory by factory to a model of connecting to a utility’s existing 
power grid [110]. The IT world is experiencing a switch at present, from computing 
power that is generated in-house into utility-supplied computing resources which are 
delivered over the Internet as Web services. The following definition of computing in 
the cloud environment highlights the analogy and it constitutes, “On demand delivery of 
infrastructure, applications, and business processes in a security-rich, shared, scalable, 
and based computer environment over the Internet for a fee” Rappa, p.38 [20].
Grid computing has also played a critical role in the development of the modem day 
cloud computing paradigm (we will discuss more about it later in Section 4.2.1). We 
note that while hardware and system software providers as Sun and IBM have 
encouraged advances in grid technology, at the same time there has been an evolution in 
application availability. Software vendors such as Microsoft and SAP have embraced 
the SaaS model of computing. Both Utility Computing and SaaS are integral parts of the 
movement toward computing and operation of applications increasingly as a service
95
which accesses all the resources it needs externally. It may be believed by many that 
SaaS evolved out of utility computing, the two however must be seen as concurrent 
developments, which also go hand-in-hand, but which must achieve a critical usage 
mass for market success to become possible. For SaaS to function so as to fulfil its 
promise it must have a secure foundation in terms of a readily accessible, flexible, and 
scalable infrastructure in which to operate. Therefore, in order to realise the potential of 
both, SaaS and utility computing need to be integrated seamlessly, as part of a holistic 
approach to computing providing a physical infrastructure that is flexible and scalable, 
as well as robust and reliable; platform services which access this physical infrastructure 
for the purpose of programming by means of abstract interfaces; and SaaS offerings 
that have been developed and deployed to run on this scalable, flexible infrastructure
[ 1 1 1 ].
Possibly the most essential IT innovation in the development of the cloud is the process 
of Virtualisation. Simply explained, software ‘creates’ a virtual computer, which 
functions throughout the network in all respects to the point that one cannot tell it apart 
from a physical computer made of real hardware. An operating system or specifically 
designed program sets up an environment within an environment and in that space 
operates just as the traditional computer would do. It has been explained, for example, 
in [101] as to how the enormous quantity of physical infrastructure is virtualised, so that 
it may be presented over the Internet and made available on-demand to large numbers of 
end user, clients who will access the cloud's services at will, at fluctuating and often 
unpredictable times and levels of usage.
Developments in IT in the areas of hardware, Internet technology, parallel and 
distributed computing, and systems management, form the medium as it might be 
described out of which the cloud has grown. Such innovations as multi-core chips and 
virtualisation, Web services and SOA, grids and clusters, along with data centre 
automation form the necessary foundation. As these advances merged, their combined 
force made the birth of cloud computing inevitable. From the maturation of these 
developments arose the cloud [26]. In the end, what has been achieved through all these 
related developments in various aspects of the industry is the reliability and speed of the 
in-house IT network together with the cost and resource saving of merely calling up a 
service provided cheaply to all users on a massive scale.
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Figure 4.2: Evolution o f  IT technologies and system s to C loud C om puting.
Our discussion presented up until now in this section on the evolution o f  IT systems and 
technologies to cloud computing is captured in Figure 4.2. The various horizontal 
blocks show the major technologies (e.g. ‘Parallel Computing’) and their decades of
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origins; these technologies, together, form the platform which enables existence and 
provision of cloud computing as a ubiquitous utility.
4.2.1 Grid Computing vs Cloud Computing
In the 1980s, the solution to the challenge of getting the maximum processing power 
was to cluster computers, hardware and all, together with special communication 
protocols, in effect creating one very large computer. The processing load or work was 
divided up between individual CPUs, a feature of no consequence to the user; data 
residency, the determining of where data would be held and transferred to, was crucial 
to making the system work efficiently. We have known in Chapter 2 that in 1990s, 
Foster & Kesselman [30] came up with the concept of the grid, analogous to the power 
grid for electricity, permitting users to gain access to computing time and resources as a 
metered utility to be provided by a third party in the role of utility provider and paid for 
as the service was consumed. Again, the obstacle was data residency. Under the grid 
concept, computational nodes could be anywhere on the globe; receiving data requests 
and making data delivery could easily lead to delays in execution and bottlenecks in the 
system. When the data is needed from disparate locations, the problem becomes 
exponentially more complex and open to problems and inefficiencies. The open source 
GT was designed and is being maintained by the Globus Alliance to deal with just such 
difficulties [29]. The distinction between grid computing and cloud computing has been 
discussed, for example, in [112]. As we know, the concept behind the former is that one 
task is subdivided into parts for each of a very large number of processors to contribute 
to working on a single application too large for any one computer or server to handle. 
The latter, cloud computing, by contrast involves many independent operations working 
to achieve their separate goals on the same system, the cloud. The cloud is the natural 
outgrowth of the grid computing concept, providing packaged services1 which are 
attractive to businesses and organisations for the impressive cost saving and the ability 
to dispense with heavy investment in infrastructure and IT expertise.
In today’s business and organisational environments, the majority of them are looking 
for different ways that provide them with the opportunities to reduce costs, increase 
storage capacity and optimise mobility. As a result, this has essentially attracted the
1 See, for example, Am azon’s Simple Storage Service (Am azon S3) [113], a simple w eb services
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move toward cloud computing and it is continuing to be a leading infrastructure 
deployment theme for many business and organisations. There are many common 
features which are shared in grid computing and cloud computing when it comes to their 
goals, architecture and technology. However; both grid computing and cloud computing 
have their differences in many other aspects, such as the differences in architecture, 
security, virtualisation, applications and abstractions and concepts [18].
As we know from Chapter 2 that, based on their functionality, grid computers have two 
major types, one is called Computational Grids which deals with the way that 
computing resources from geographically distributed multiple administrative domains 
are shared and utilised, and the second type is called the Data Grids which deals with 
how the sharing and management of large amounts of distributed data is controlled. 
Cloud computing models also follow these two major categories in some ways. 
However, most of scientific computing applications nowadays require both of these 
features together due to the fact that they need to have extensive computational power 
as well as operate on large size data sets [10].
Grid computing and cloud computing share the same vision, and it is to be able to 
reduce the cost of computing on one hand and to be able to increase reliability and 
flexibility on the other hand. This can be achieved by renovating computers and the way 
businesses and organisations deal with them. So instead of buying and operating the 
computers, businesses and organisations will be able to have the computers run, 
managed and controlled by a third party [99], [114].
Grid computing has grown and evolved into the synthesis of diverse physical resources 
through the technology of virtualisation into a single integrated computing unit 
operating as a whole. In the context of its convergence with Service-Oriented 
Computing (SOC), grid computing and its attending infrastructure have come to meet 
the needs of application developers for a platform on which to create and deploy their 
work. A key part of this evolution has been the applying of the pay-per-use business 
model to computing, which is provided as a service [115].
Cloud computing and the cloud is the phenomenon in technology, which brings together 
both grid and utility computing, along with SaaS, integrating them into a unified whole 
to be accessed via the Web. Cloud Computing is where computational power, storage, 
and business applications come together, accessed externally as a service.
99
4.3 Cloud Computing is here to stay
There has been considerable attention and focus on Cloud computing among business 
analysts and in the media in recent years, with a fundamentally positive spin which has 
led to much public interest. An example of this is reported in [93], which predicted 
Cloud computing to become “no less influential than e-business.”
One of the results of all this favourable publicity has been optimistic market forecasts 
such as recorded in [94], anticipating that expenditures on Cloud services would triple 
by 2012, and topping 42 billion dollars. Even the negative direction of the world 
economy during this period has been used as a reason for growth in Cloud computing 
through the increasing attractiveness of its cost savings. Other significant predictions 
include that Cloud computing will become the pathway to Green Information 
Technology.
From the user’s perspective, the tremendous benefit to cloud computing is that even 
with a very modest terminal or “point of contact,” the user can instantly access and 
operate the most complex of tasks, such as database indexing. Several drivers of cloud 
computing have been discussed by Winans & Brown in [116] in terms of information 
technology as organised around the following technological components: its 
infrastructure, its IP based networks, its virtualisation, its software, and its service 
interfaces. In terms of infrastructure, the cloud is revolutionary because the organisation 
of the servers, their storage capability, and network components give the system the 
ability to adjust incrementally to constantly varying needs of scale and required by the 
changing needs of an individual consumer or different consumers. Furthermore, IP- 
based networks constitute the component of cloud systems in which two potentially 
conflicting system goals intersect, namely the need to maximise efficiency by creating 
an optimised, unified network and the need to keep the multiple classes of traffic 
generated by different users separate, particularly to preserve security. It is believed that 
there are two fundamentally distinct needs in IT systems; the first is cost effectiveness 
coming from efficiency. This would tend to value things like multiple users sharing 
server resources.
On the other hand, there is the need to keep the individual computing, data storage, and 
processing of multiple users, separate from each other. This is the place where
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virtualisation plays an important role. One of the core advantages of virtualisation is that 
it allows the system to rapidly and efficiently put additional servers into operation or 
take them out again as needed. This is a key contributing factor to the immense cost 
savings that the cloud offers [109]. The software is what enables the cloud to function as 
a system. It must monitor and enforce all the features of the cloud system which 
guarantee the separation and isolation of data and processing needed to ensure security. 
At the same time, the software must direct all the operations and reallocation of 
resources which make the massive infrastructure elastic and efficient. The service 
interfaces of the cloud open up a new relationship between the service provider and the 
consumer which makes the cloud innovation that it is. It brings competition among 
providers of cloud computing services, which augments the already tremendous cost 
saving in terms of scale. A key component in the revolutionary nature of the Cloud is 
that it empowers consumers to set up automated interactions with the cloud; and it even 
allows users to define and manipulate their own interface [39], [110].
There are two types of users of cloud computing and services can be distinguish; tenants 
and end users. The tenants take advantage of the cloud capabilities by leasing part of 
cloud’s infrastructure on an ever-changing basis as client needs change. End users, on 
the other hand, normally have specific, on-going applications for which they directly 
use cloud services; often these users are less dynamic in some of their aspects although 
they still benefit from elasticity of the cloud model [101].
From the point of view of the cloud service provider, the data centres require space, 
proximity to an electricity generation plant, the ability to conserve energy usage, and 
full internet accessibility. Additionally, Bohm et al. [117], explained that the Internet 
has traditionally been shown in IT schematics as a cloud, and as such lends its name to 
this innovation in computing. Since what goes on in place of the traditional in-house 
network (which took up significant space and resources to set-up and maintain), is 
amorphous and largely invisible to the user whether an individual, business, or 
organisation, cloud is considered to be an appropriate symbol.
Users will be aware of the fact that the applications which they activate and operate run 
on hosted servers somewhere, but what and where are concerns of the cloud service 
provider. This is in keeping with the overriding advantage of cloud computing to the 
customer. What's more, is that Cloud computing guarantees that organisations will be
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able to reduce the operational and capital costs, and in addition to that, it will 
importantly, allows the IT departments in the organisations focus more on planning 
strategic projects instead of maintaining the data centres and keeping them running
According to Menken & Blokdijk [102], one of the main drivers to the technology of 
cloud computing is the fact that users will not be requiring a powerful computer with 
high specifications in order to handle complex database indexing tasks that server 
clusters can. The reason for that is because with the use of cloud computing and through 
a broadband connection, the users can without difficulty connect to the cloud, which 
would normally be referred to as the point of contact with the larger network. By the 
user of this point of contact, the users of the cloud computing from all over the world 
can obtain the benefits of huge processing power without the need of major capital or 
technical knowledge. Another major driver to cloud computing that has greatly 
transformed the way forward to the use of technology is the inspiration that large 
numbers of cheap computer hardware could be put together with the aim of creating an 
enormous network data centre which is as good as a smaller number of more expensive, 
higher quality server hardware. Therefore, the fact that to have such a huge amount of 
power in terms of data capacity has created a great flexibility in information, and this 
has never been available before.
Nowadays, there are many largest technology companies that are presently deploying 
this concept and providing information that can be used to help make our lives easier 
and more convenient. On the other hand, companies are using such concept to be more 
efficient and profitable. However, there are some known drawbacks to cloud computing, 
such as the legal and business risks of using cloud computing, especially problems that 
are related to the downtime and data security. In addition to that there is the complexity 
of managing cloud computing [92].
According to a study that was conducted by Version One [118] in 2009 41% of senior 
IT professionals in fact do not know what cloud computing is about and 66% of senior 
finance professionals are confused by the concept of cloud computing, the study was 
highlighting the young nature of the cloud computing technology. However, another 
study that was conducted in 2009 by the Aberdeen Group stated that a large number of 
well-organised companies achieved averagely about 18% reduction in their IT budget as
[112].
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a result from cloud computing and they have also achieved a reduction of 16% in data 
centre power costs [119].
4.4 Cloud Computing Reference Architectures
In this section, we will describe cloud computing reference architectures (CCRAs) 
proposed by two major cloud computing players; the National Institute of Standards and 
Technology (NIST) and IBM. These are discussed in Section 4.4.1 and Section 4.4.2, 
respectively. The non-functional properties of cloud computing will be discussed in 
Section 4.4.3.
A Reference Architecture (RA) provides a blueprint of a to-be-model with a well- 
defined scope, requirements it satisfies, and architectural decisions it realizes. By 
delivering best practices in a standardized, methodical way, an RA ensures consistency 
and quality across development and delivery projects [120, p. 0]. Other notable RAs 
proposed by the industry and relevant bodies include the HP CCRA [121], the Microsoft 
Hyper-V CCRA [122], and the CCRA proposed by the Distributed Management Task 
Force (DMTF) [123], [124]. It is promising to see such detailed reference architectures 
coming forward from major players in industry and standard bodies. We will highlight 
the core concepts and components in these reference architectures making comparisons 
between them as we move from one reference architecture to the next. We deliberately 
keep these discussions brief; for further details, the reader is referred to the cited 
reference architecture documents.
4.4.1 The NIST Cloud Computing Reference Architecture
The National Institute of Standards and Technology (NIST) have released a Cloud 
Computing Reference Architecture (CCRA2) in September 2011 [125]. The motivation 
to create this CCRA was to develop an independent, vendor-neutral architecture that is 
consistent with the NIST definition of Cloud Computing (the definition as in [126]). Its 
objectives are to relate different cloud services in the context of an overall cloud model, 
provide a reference to compare cloud infrastructures, and to facilitate the development 
of standards for cloud implementations. It focuses on “what” of cloud computing, and
2 The term “CCRA” is not specific to the N IST  Cloud Computing Reference Architecture. W e will use it 
to refer to all the Reference Architectures which we have discussed this Chapter.
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excludes “how to'’ o f  cloud design and implementation. The NIST CCRA is depicted in 
Figure 4.3. Note in the figure that NIST in its CCRA has defined five major actors; 
these are Cloud Provider, Cloud Carrier, Cloud Consumer, Cloud Auditor and Cloud 
Broker. Each o f  these actors plays a distinct role and performs a set o f  functions and 
activities. We explore these five actors in the following.
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4.4.1.1 Cloud Provider
Cloud Provider is defined as a “person, organisation, or entity responsible for making a 
service available to interested parties” . Its responsibilities differ according to one o f  the 
three service models: SaaS, Platform as a Service (PaaS), and IaaS. See Figure 4.3, 
where these are depicted within the “Service Layer” block o f  the Cloud Service 
Provider. We will present a detailed general discussion o f  Cloud Computing Service 
models later in Section 4.5. We come back to the responsibilities o f  a Cloud Provider; 
so, for example, for IaaS, a Cloud Provider makes available to the IaaS Consumer the 
computing resources including the servers, storage, and networks through a set of 
service interfaces such as virtual machines and virtual networks. The various example 
services, including IaaS, PaaS, and SaaS, provided to Cloud Consumer by a Cloud 
Provider are depicted in Figure 4.4. Figure 4.3 depicts the five major areas in which a
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Cloud Provider conducts its activities; these are service deployment, service 
orchestration, cloud service management, security, and privacy.
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4.4.1.2 Architectural Component: Service Deployment
In terms o f  service deployment, a Cloud can deploy its services in one o f  the four 
models; Private cloud, Community cloud, Public cloud, and Hybrid cloud. A general 
detailed discussion o f  various cloud deployment models can be found in Section 4.6.
4.4.1.3 Architectural Component: Service Orchestration
Service Orchestration is defined by Liu et al., p. 15 [125] as “the composition o f  system 
components to support the Cloud Providers activities in arrangement, coordination and 
management o f  computing resources in order to provide cloud services to Cloud 
Consumers” . The NIST CCRA uses a three-layered model for Service Orchestration 
(i.e. the composition  that underlies the provisioning o f  cloud services). The three-layer 
model represents the grouping o f  three types o f  system components a Cloud Provider 
needs to compose to deliver its services. These three conceptual components or layers 
are the Service Layer, the Resource Abstraction & Control Layer, and the Physical
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Resource Layer. These are depicted in Figure 4.3, in the left hand stack o f  the Cloud 
Provider block. We have already discussed the Service Layer which contains three 
service models (IaaS, PaaS and SaaS).
The Resource Abstraction & Control Layer controls (resource allocation, access control, 
and usage monitoring etc.) access to physical resources through resource abstraction 
(virtual machines, hypervisors, virtual data storage, virtual network etc.). The Physical 
Layer includes hardware resources (CPU, networks, storage etc.) as well as facility 
resources (heating, ventilation, air conditioning, power etc.).
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4.4.1.4 Architectural Component: Service Management
Finally it is promising to see that the major players in Cloud computing are giving due 
importance to cloud service management. The Cloud Service Management block o f  the 
NIST CCRA (see Figure 4.3) scope includes all o f  the service-related functions that are 
necessary for the operation and management o f  services provided to cloud consumers. 
As depicted in Figure 4.3, a cloud provider performs service-related functions in three 
major areas; Business Support, Provisioning & Configuration, and Portability & 
Interoperability. Each o f  these three areas is elaborated in Figure 4.5 with more details 
and examples. Business Support, as depicted in the figure, includes client-facing
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business operations such as customer management, contract management: Inventory 
Management etc. Provisioning & Configuration includes rapid provisioning, monitoring 
and reporting, metering, SLA management etc. These terms are defined in the CCRA 
document [125], for example, metering involves “providing a metering capability at 
some level of abstraction appropriate to the type of service (e.g., storage, processing, 
bandwidth, and active user accounts)”.
It is of interest for cloud consumer to know whether they can communicate as well as 
their data and applications can be moved across multiple clouds at low cost and minimal 
disruption. Therefore Cloud Providers should provide mechanisms to support data 
portability, service interoperability, and system portability.
4.4.1.5 Architectural Component: Security
The NIST CCRA emphasise the fact that security is not solely under the preview of the 
Cloud Provider but also other actors in the CCRA including Cloud Consumer. Security 
is stressed as a cross-cutting aspect of the architecture spanning all layers of the cloud 
computing reference model from physical security to application security. It is stated in 
the CCRA document Liu et al., p. 16 [125] that “Cloud systems still need to address 
security requirements including authentication and authorization, availability, 
confidentiality, identity management, integrity, audit, security monitoring, incident 
response, and security policy management”. The CCRA continues to discuss the 
implications of various architectural components on security including the three service 
models and the four deployment models. It further stresses on the fact that security in 
cloud environments is a shared responsibility for all actors including Cloud Providers 
and Cloud Consumers.
4.4.1.6 Architectural Component: Privacy
Cloud computing provides a flexible solution for shared resources, software and 
information; however, it poses additional privacy challenges to consumers using the 
clouds [125]. Privacy is stressed upon by NIST in its CCRA by citing an excerpt from 
the Privacy Management Reference Model (PMRM) Technical Committee of 
Organization for the Advancement of Structured Information Standards (OASIS), 
“Cloud providers should protect the assured, proper, and consistent collection,
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processing, communication, use and disposition of Personal Information (PI) and 
Personally Identifiable Information (PII) in the cloud” [127].
4.4.1.7 Cloud Carrier
Cloud Carrier is defined in the NIST CCRA [125] as “an intermediary that provides 
connectivity and transport of cloud services from Cloud Providers to Cloud 
Consumers”. It provides access to Cloud Consumers through networked devices such as 
PCs, laptops, mobile devices etc). The distribution of cloud services could be through 
various networks, telecommunication carriers or transport agents, where a transport 
agent is a business organization that provides physical transport of storage media such 
as high-capacity hard drives. A Cloud Provider may setup SLAs with a Cloud Carrier 
requiring the Cloud Carrier to provide dedicated and/or secure/encrypted connection 
between a Cloud Consumer and Cloud Provider.
4.4.1.8 Cloud Consumer
Cloud Consumer is defined by NIST in its CCRA [125] as a “person or organization 
that maintains a business relationship with, and uses service from, Cloud Providers”. 
Cloud Consumers are categorised into three groups based on their requirements, these 
are indeed according to the three service models; IaaS, PaaS, and SaaS Cloud 
Consumer. We have already depicted in Figure 4.4 the various example services 
available to a Cloud Consumer based on the three service models.
4.4.1.9 Cloud Auditor
A Cloud Auditor is defined in the CCRA as “a party that can conduct independent 
assessment of cloud services, information system operations, performance and security 
of the cloud implementation”. A Cloud Auditor “can evaluate the services provided by a 
cloud provider in terms of security controls, privacy impact, performance, etc”. As 
stated in the document, “a privacy impact audit can help Federal agencies comply with 
applicable privacy laws and regulations governing an individual’s privacy, and to ensure 
confidentiality, integrity, and availability of an individual’s personal information at 
every stage of development and operation”.
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4.4.1.10 Cloud Broker
The NIST CCRA defines Cloud Broker as “an entity that manages the use, performance 
and delivery of cloud services and negotiates relationships between cloud providers and 
cloud consumers”. It is envisaged that integration of cloud services in the future can be 
too complex for Cloud Consumers to manage. A Cloud Broker can address these 
problems and can bring innovation through Service Intermediation (improvements in 
some specific capability of a service and provision of value added services), Service 
Aggregation (integration of multiple services into one or more new services), and 
Service Arbitrage (integration of services from multiple agencies). Cloud Broker is the 
only optional actor in the NIST CCRA.
4.4.1.11 Cloud Computing Scenarios
The NIST CCRA document provides a number of interesting usage scenarios to 
illustrate the concepts of various actors in the reference architecture. A usage scenario 
depicts a Cloud Consumer to request a service directly from a Cloud Broker who 
provides new services by combining multiple services from a Cloud Provider. In 
another scenario, a Cloud Provider enters into two unique SLAs to arrange dedicated 
and encrypted services for a Cloud Consumer through a Cloud Carrier. A third usage 
scenario depicts a Cloud Auditor conducting independent assessment of the operation 
and security of the cloud service implementation possibly involving both Cloud 
Provider and Cloud Consumer.
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Figure 4.6: NIST Cloud Reference Architecture Taxonomy, [125]
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4.4.1.12 Cloud Taxonomy
Finally, the NIST CCRA document provides a four-level Cloud Taxonomy associated 
with the CCRA (see Figure 4.6 which is taken from [125]). The four levels are:
1. Role: set of obligations and behaviours as conceptualized by the associated five 
Actors
S  e.g. Cloud Provider
2. Activity: the general behaviours or tasks associated to a specific role
S  e.g. Cloud Service Management
3. Component: the specific processes, actions, or tasks that must be performed to 
meet the objective of a specific activity
S  e.g. Provisioning/Configuration
4. Sub-component: a modular part of a component
•S e.g. SLA Management
4.4.2 The IBM Reference Architecture
IBM has released v2.0 of its CCRA in February 2011 [120]; the CCRA was submitted
*1
to the Cloud Architecture Project of the Open Group . The mission for IBM CCRA is to 
provide a definition of a single Reference Architecture for Cloud Computing so to 
enable cloud scale economies in delivering services with resource optimisation and 
delivery of a design blueprint for workload optimised cloud services and projects 
managed by a common management platform. The IBM CCRA is based on aggregate 
experience gained from the real-world cloud computing projects as well as general 
knowledge of IBM systems, software and services. It consists of 21 documents that 
provide information ranging from the overview of the fundamental architectural 
building blocks of Cloud architecture to the definition of the architectural principles 
providing guidance for creating a range of cloud environments.
3 http://vyww.opengroup.org/
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The IBM CCRA is not a detailed deployment specification o f  a single specific cloud 
implementation; rather the intention is to use it as a blueprint for designing and 
developing cloud implementations. The CCRA document [120] also explains the 
relationship between SOA (Service Oriented Architectures) and Cloud Computing 
making notes o f  the areas where SOA knowledge and standards can be applied to 
Cloud. The IBM CCRA is shown in Figure 4.7. It depicts a higher abstraction view of  
the fundamental architectural components that constitute a Cloud.
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The CCRA is modular and the figure does not include details o f  the architectural 
components. The details o f  a few major components are included in Figure 4.8, Figure
4.9, Figure 4.10, Figure 4.11, and Figure 4.12.
As in the NIST CCRA, the IBM architecture also includes Cloud Computing Actors or 
Roles. However, in contrast to the NIST approach, the IBM architecture includes three 
Actors. These are:
1. Cloud Service Consumer (the block on the left in Figure 4.7)
2. Cloud Service Provider (middle), and
3. Cloud Service Creator (right).
Note that the IBM CCRA only defines 3 roles as compared to the NIST architecture; 
Cloud Auditor, Cloud Broker, and Cloud Carrier are absent from IBM CCRA. Note also 
that Cloud Service Creator role was not used explicitly by the NIST CCRA discussed in 
Section 4.4.1, rather, in NIST CCRA, the Service Creator role was fulfilled by Cloud 
Provider and Cloud Broker.
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A Cloud Service Consumer is defined in the CCRA as “an organisation, a human 
being or an IT system that consumes (i.e., requests, uses and manages, e.g. changes 
quotas for users, changes CPU capacity assigned to a VM, increases maximum number 
o f  seats for a web conferencing cloud service) service instances delivered by a particular 
cloud service.” . It is expected that a Cloud Service Consumer may also have in-house IT 
to meet some specific requirements. In such cases, the consumer would require Cloud 
Service Integration Tools, allowing the consumer to integrate cloud services with their 
in-house IT. These service integration tools will provide support for integration on all 
layers o f  the technology stack (infrastructure, middleware, applications, business 
processes, and service management). This is due to the fact that the consumer in-house 
IT could take place on any o f  these layers. This sounds very helpful, in particular in 
hybrid cloud environments where seamless integrated management, usage and 
interoperability o f  cloud services in integration with in-house IT is important. The 
details o f  the Cloud Service Consumer role are highlighted in Figure 4.8.
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The Cloud Service Provider in the IBM CCRA is composed o f  three major 
architectural sub-components. These are Cloud Services, Infrastructure (see Figure 4.9) 
and Common Cloud Management Platform (CCMP) (see Figure 4.10). Note in Figure
4.8 (other IBM CCRA figures also contain the same information) that the IBM CCRA 
defines four types o f  service models (in contrast to NIST which defines three). Business 
Process as a Service (BPaaS) is the additional forth Cloud Service model, obviously 
IBM has many services in this domain. We will discuss Cloud Service models in 
general in Section 4.5.
The Infrastructure architectural component o f  the IBM CCRA is detailed in Figure
4.9. It includes servers (CPU, memory, notes etc), storage, network (internal, external 
and inter-site), and facilities (location, power etc). The infrastructure is managed by the 
Operational Support Services (OSS) as part o f  the CCMP which we discuss next. Note 
that the CCMP itself runs on the infrastructure.
The Common Cloud Management Platform is a general purpose cloud management 
platform to provide management o f  cloud services across all four cloud service models; 
see Figure 4.10. The CCMP also supports virtualisation o f  cloud services on any level; 
hypervisor, operating system, platform or application level. It comprises three portals;
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Service Consumer Portal, Service Provider Portal, and Service Development Portal. A 
portal provides an interface and although these are detailed separately, all three can be 
realised in a single implementation with different access rights.
The CCMP is composed o f  two main sub-components the OSS, and the Business 
Support Services (BSS). BSS “represents the set o f  business-related services exposed by 
the CCMP, which are needed by Cloud Service Creators to implement a cloud service” . 
OSS “represents the set o f  operational management / technical-related services exposed 
by the CCMP, which are needed by Cloud Service Creators to implement a cloud 
service”.
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Security, Resiliency, Performance, and Consumability (see Figure 4.11) are cross­
cutting, end-to-end, non-functional attributes o f  a cloud environment and therefore these 
span across infrastructure, cloud services, CCMP, as well as Cloud Service Consumer 
and Cloud Service Creator.
Cloud Service Creator, finally, is detailed in Figure 4.12. It includes Service Creations 
Tools (Service Management Development Tools, Service Runtime Development Tools
1 6
etc), Service Component Developer, Service Composer and Offering Manager. These 
tools allow design and development o f  new cloud services.
IBM devoted a whole chapter in the CCRA document [120] to the rrchitectural 
Principles and related guidance. The architectural principles include the Efficiency 
Principle, Lightweightness Principle, Economies-of-scale principle, and the genericity 
principle.
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4.4,3 Non-functional Architectural Properties
We discuss below the five core non-functional attributes as defined by the National 
Institute o f  Science and Technology (NIST) [126]. These are on-demand self-service, 
resource pooling, rapid elasticity, measured service, and broad network access. The idea 
o f  being on-demand is the first critical element o f  the cloud’s overall revolutionary 
impact. By accessing the cloud, the end user can access whatever applications and 
perform whatever operations he or she wants at any time. Moreover, users can do this 
without making any prior arrangements to have the required IT components ready and 
waiting for the users at a desired time. The self-service aspect o f  this characteristic 
means that, just as server time, storage space, network connection, etc are instantly
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available, they are moreover available without the need for human interaction. The 
second essential prerequisite property of the cloud is Resource Pooling, i.e. the pooling 
of hardware, software, server time, network connection, data storage space, and all the 
other IT resources. They are shared among the many clients of the provider who in the 
process achieves both the highly enhanced capability described above and phenomenal 
cost savings for all at the same time. One fundamental consequence of this resource 
pooling is that the client in some respects loses strict control over data in particular, and 
even knowledge of the exact location, virtual and physical, of operations and storage. 
However, the constraints imposed by the customer on broad location of data are 
enforced by the cloud computing vendor.
Cloud architecture must also enable Broad Network Access. In accessing the cloud, the 
client or end user is able to put into operation any of the capabilities which are provided 
in that particular cloud, whether they are SaaS, PaaS, or IaaS. Furthermore, and most 
critically for this characteristic of the cloud, the user is able to do so any standard means 
of connection in common use, examples of which include smart phones, laptops, and 
personal digital assistants. Furthermore, a Cloud should be able to demonstrate Rapid 
Elasticity. The cloud only achieves its advantages by virtue of its ability to respond 
automatically and virtually instantaneously to the changing needs of any one client, as 
well as a rapid onset or drop off in the aggregate needs of its multi-tenant/end user base 
of consumers, with resources scaling up or down, coming in and out as needed. 
Resources and capabilities of the cloud should appear limitlessly available from the 
consumer perspective. And finally, a Cloud should be able to provide Measured 
Services. The level of abstraction needed to achieve measured service will be 
determined by the type of service involved; however, all forms of client usage in the 
cloud must be monitored, metered, and controlled. All this observation and measuring 
is needed so that transparency may be guaranteed. This guarantee, in turn, insures that 
both the end user and provider will know exactly the quantity and types of service 
consumed.
4.5 Service Models of Cloud Computing
It is believed that the foundation of cloud computing was a result of a set of many pre­
existing and researched concepts. Such concepts are known to be distributed and grid
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computing, virtualisation or SaaS. Even though, it is very obvious that several concepts 
do not come into view to be new, however; the true innovation and improvement o f  
cloud computing is seen in the way its computing services are being provided to the 
customers. There is a wide range o f  business models which have developed in modern 
times with the aim to provide services on different levels o f  concepts and abstraction. 
Additionally, such services comprise the ability to offer software applications, 
programming platforms, data-storage or computing infrastructure.
Within the range o f  services that fall under the heading o f  Cloud computing, three 
distinct layers or levels (also referred to in various sources as types, shapes, styles, or 
segments) can be differentiated based on definitions given in [97], and while 
terminology may vary, classification o f  service into these three layers has become 
standard, as noted in [100], and [128]. The term layers is preferred here, especially over 
a discussion framed in terms o f  capabilities, as most logically capturing the 
relationships among o f  the three in terms o f  the architecture o f  the Cloud. Either way, 
fundamentally Cloud Computing is about providing IT capabilities and resources in a 
manner illustrated in Figure 4.13 according to integration and with real world examples. 
The three layers are uniformly known as SaaS, PaaS, and IaaS.
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Figure 4.13: Illustration o f C loud  C om puting L ayers, adapted from  118|
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Three commonly recognised levels o f  service provided in the Cloud are SaaS, PaaS, and 
IaaS, which may be distinguished from each other by either or both o f  two criteria. The 
first is the level o f  abstraction that the services provided represent; the second is as layer 
o f  integrated architecture [126]. An illustration which blends these two is portrayed in 
Figure 4.14
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O f the three, IaaS is the least abstracted, meaning that users are most connected to the 
detailed aspects o f  creating and deploying applications. When described in terms o f  
layered architecture, IaaS represented the foundation level o f  cloud service, with the 
other two resting on it, as in Figure 4.14.
According to Menken & Blokdijk [101] the three components o f  cloud service which 
are IaaS, PaaS, and SaaS collectively referred to as the SPI model o f  cloud service 
delivery. One o f  the significant advantages o f  cloud computing is the flexibility in 
meeting the client’s needs in terms o f  service structure.
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The attractiveness of cloud computing for those running both the financial and 
technology aspects of any business is due to its cost reductions coupled with its ease of 
use. The foundation of these advantages is the large scale provision of service to many 
clients simultaneously by major cloud service vendors, such as Google, Amazon, 
Microsoft, and a few others. Moreover, from a technology perspective, IaaS cloud 
offerings have been to date the most widely used and have had the most positive results. 
At the same time, PaaS has great potential, with most if not all efforts directed at new 
services using this model. Additionally, the model of the cloud application deployment 
and consumption has three levels, meaning types of clouds, based on the composition of 
clients or users that the cloud has. The first level is the public clouds, normally provided 
by large vendors, the second level is the private clouds within large corporations and 
organisations, and the third level is the hybrid clouds, which utilise the service of both 
public and private clouds [26].
The services available through IaaS are generally abstracted, virtualised, and scalable 
with respect to hardware, things such as data storage, computing power, and bandwidth. 
The PaaS offerings are focused on support in terms of a platform for programming is 
the forte of PaaS. On PaaS, applications perform better because the programming 
platform has built-in levels of support in the cloud. The use of large software packages 
is part of the circumstances under which SaaS is the most effective service within the 
cloud. Most users, however, pay little if any thought to the underlying cloud support. 
The example of effectively limitless storage of messages in Gmail is presented as 
illustrating the lack of user knowledge, interest, or concern [102], [112]. Figure 4.15, 
brings the service models, IaaS, PaaS, and SaaS together with the deployment models, 
public, private, and hybrid cloud models, illustrating their connectivity.
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4.5.1 Software as a Service
Fundamentally, Software as a Service (SaaS) occurs as the host or tenant provides 
applications for a variety o f  end users, who access and utilise these applications though 
any number o f  devices, such as browsers which constitute a thin interface. The client or 
end user has no direct-controlling interaction with the foundation cloud infrastructure, 
whether it is the storage, servers, network, operating system, or even the applications, 
with the exception o f  those that have limited, and proscribed, consumer-chosen control 
settings. These are basically transparent to the user [101].
SaaS can be explained as the software being hosted by the service provider while the 
user connects to the Internet and uses the needed software, as it is, basically, without 
reconfiguring it or integrating it with other applications or program. The trade-off is 
that while the organisation is relieved o f  the responsibilities o f  software upkeep and
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maintenance, the organisation also gives up control over its software and often its data, 
in addition [112].
SaaS means that instead of accessing word processing, spreadsheet, and similar 
programs from where they reside on the local computer or its LAN connected server, 
the user access to same software directly from the World Wide Web. This transfers all 
the responsibility of software licensing, installation, upgrading, trouble shooting, and 
other maintenance away from the user to the cloud service provider. Moreover, in spite 
of giving up stewardship, the user still has ample ability to reconfigure and customise 
according to individual needs [129], [130].
There are seven factors that make the SaaS model decidedly and increasingly attractive 
to businesses and organisations [112]. First, as employees have become increasingly 
familiar with the World Wide Web. Today, most have access to a computer access and 
experience so training for cloud computing can be quite minimal. Second, contracting 
for service from a vendor as provider mean needing a smaller IT staff with all the 
payroll savings that it entails. Third, customisation of SaaS applications on the cloud is 
much easier and to varying degrees already provided for as part of the service. Fourth, 
better opportunities for marketing niche applications gives more incentives for providers 
who had developed limited-demand applications, making more of these available to 
consumers. With SaaS, the entire world is a potential market for providers. Fifth, while 
discussions of the Web here and elsewhere have called attention to its weaknesses, the 
Web’s overall reliability is quite strong. Sixth, Secure Sockets Layer (SSL) is a 
straightforward, trustworthy tool for insuring customers secure, as well as simple access 
to their applications. Seventh, recent increased bandwidth helps to ensure prompt access 
and efficient speeds [112].
As described by Mertz et al., in [96], SaaS entails a provider (or several vendors), who 
owns and manages the software, delivering or making it available to an end user, who 
pays according to usage. As the previous statement suggests, this is the layer most 
salient and comprehensible to the user. Software applications, the component of a 
system with which the end user is most familiar, are available on-demand and paid for 
as used, avoiding initial and subsequent infrastructure investment, creating significant 
and readily apparent cost savings. To more explicitly describe SaaS from the end user’s 
perspective, when the user signs up for or subscribes to Google Mail, Docs, or
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Spreadsheets, or something such as at Salesforce.com, both the platform and the 
infrastructure are out of sight, mind, and control of the user. The provider is responsible 
for maintaining these however, either directly or by outsourcing; the software 
application which the end users operates may have been developed by the vendor on the 
vendor’s platform, all run on a third party’s infrastructure.
The SaaS provider can achieve cost savings in terms of avoiding substantial 
infrastructure investment and licensing expenses, in roughly the same way that end 
users bypass these necessities and concentrate on what their area of expertise. Over the 
past years, the strongly felt desire to lower the cost of IT, along with the increased 
acceptance in the business arena to contract for SaaS, has fuelled the tremendous growth 
of not only this layer of service but also of Cloud computing in general. As early as 
August Of 2007, according to Mertz et al., [96], Gartner’s predictions of growth in SaaS 
cloud computing internationally were for a yearly average increase of 22.1%, arriving at 
$11.5 billion in business by 2011, which the analyst firm revised upward in late 2008, 
projecting a doubling to $14.5 billion by 2012 [131]. During the same period, the 
analyst company International Data Corporation (IDC) was predicting a revenue growth 
rate in SaaS of 31% in 2009, more than quadrupling the equivalent rate for the total 
software market, as reported in [94].
It is believed that there are three difficulties to the growth and more widespread use of 
SaaS. The first one is the lack of availability of software for those who have specialised 
needs or for those who need unique adapted version of more widely available 
applications in more general form. The second one for companies and organisations 
results in part from surrendering control; it is the potential for getting locked into 
continuing with the services of one vendor who may, in the future, cease to satisfy the 
user’s needs. The third one is that between open source applications and inexpensive 
hardware, the needs of some users can be met with greater control for the organisation 
and at lower cost than through using the cloud [112].
4.5.2 Platform as a Service
Platform as a service (PaaS) goes beyond SaaS in that it gets rid of the limitations of 
dealing with predesigned and configured applications, services, and software. Beyond 
allowing all phases of creating and implementing applications, PaaS enables activities,
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such as integration of databases and web services, group collaboration, creation of 
various versions of an application, to name a few representative examples. The most 
significant disadvantage to the PaaS model stems from its linkage to one specific cloud 
service provider. Having created an application on one provider’s platform, a company 
often cannot easily or inexpensively transfer the application to a competitor’s service. 
Moreover, if the platform goes down for reasons such as the provider suddenly ceasing 
operations, applications and data on the platform disappear with it [112].
For users who need more abstract level of service, PaaS enables the creation and 
deployment of applications, using a platform which offers practically unlimited 
resources, such as processors, memory, and data storage. Through the use of specialised 
services in combination with multiple models for programming, users are empowered to 
develop entire hierarchies of new applications [132].
In terms of cloud PaaS, the client is now enabled to manipulate the system to the extent 
of using it as a basis or platform for obtaining, creating, or adapting applications. To 
these ends, the service provider supports or supplies programming languages and other 
tools for the client's work. The end users neither manage nor control the hardware, the 
network, operating system, or storage; however, they are typically involved in 
application deployment, and may even get into reconfiguring the application hosting 
environment [101].
According to Velte et al., [112] PaaS is typically provided in one of three forms, namely 
add-on development facilities, stand-alone environments, and application delivery-only 
environments. Furthermore, features favouring the increased use of PaaS include 
collaboration between individuals that are geographically isolated, merged web services 
from multiple sources, cost savings from utilising built-in infrastructure services built 
and tested by a provider, as well as from the use of higher-level programming concepts. 
However, Marks & Lozano in [108] pointed out two main drawbacks to widespread 
business of PaaS relate to vendor exclusivity. Either the services are proprietary and the 
customer can get locked into using that vendor and prevented from changing providers, 
or if change is permitted, vendor fees for migrating applications may be much more 
than they would have been with traditional hosting.
As illustrated in Figure 4.13 intermediates between the layer of software services (SaaS) 
and the virtualised layer which represents the infrastructure (IaaS) is a layer more
125
abstract than the former, yet more concrete than the latter, known as the platform and 
provided under the designation PaaS. At this level, the user may develop, adapt, and 
reconfigure software applications simply by uploading code, at which point the platform 
takes over managing, including up scaling with growth in usage, all without the 
developer having to worry about maintenance or supporting infrastructure. Among the 
best known of these commercially available PaaS systems are the Force.com from 
Salesforce and App Engine from Google. There is connectivity between the PaaS layer 
and the SaaS layer above it, the platform functioning to allow development of the 
application which will make up the SaaS offering. Meanwhile, the platform rests on the 
foundation of virtualised infrastructure, which gives access to the resources of 
computing power and storage, which the platform needs to function and which it links 
to through the Cloud by means of standardised interface [109],
4.5.3 Infrastructure as a Service
Concisely, Infrastructure as a Service (IaaS) means providing virtualised resources on 
demand, including servers, operating systems, and software stacks. The key 
distinguisher of this service model is the ability which it gives the user to reconfigure 
the server, customising it in a more or less permanent way to fit their own needs [133]. 
Examples might include installing custom software packages, attaching virtual disk 
storage, or customising security features such as firewalls and access codes [134]. 
Furthermore, according to Reese, [98] the IaaS part of the SPI model goes the furthest 
in terms of client control over elements in the cloud. While the underlying infrastructure 
is still in the control of the host or service provider, the end users has freedom to 
arbitrarily deploy and run applications and software, including operating systems. Even 
some network components, such as host firewalls, may be accessed and manipulated by 
clients in certain contexts. Each of these service models, SaaS, PaaS, and IaaS, 
represents differing levels of control and freedom of operation for the user, as shown in 
Figure 4.16. From the figure we can see that customers have greater control when using 
PaaS and IaaS as a service and less control when using SaaS as a service. On the other 
hand, providers have less control on PaaS and IaaS as a service and more control on 
SaaS as a service.
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Velte et al., [112] explained that IaaS is distinct from both SaaS and PaaS in that it 
provides the hardware, which the company or organisation rents and is thereby given 
the freedom to make whatever use o f  that it needs. Such rentals may include server 
space, network equipment, memory, CPU cycles, and storage space. This service model 
typically involved dramatic up-and-down scaling according to changing needs, 
especially given the multiple users at any one time, each o f  whom typically pays based 
on resources consumed.
Most often provided in the form o f  virtualised infrastructure as opposed to physical 
hardware, Information as a Service (IaaS) entails the vendor providing the fundamental 
resources for computer applications and operations, e.g., data storage and processing. 
Standardised interfaces allow software-as-service offerings, as well as platform-as- 
service offerings to utilise an IaaS layer from any provider to in turn provide their 
services. This layer, which normally encompasses network resources, in addition to 
data storage, computing capacity, and the actual physical as well as virtualised 
hardware, has been described as the fabric layer in [99]
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Infrastructure had been available, provided as a service for some time before the advent 
of Cloud computing. At the time, the current IaaS was referred to as utility computing, 
a term still in use by [97], [128], [109] to denote the Cloud computing infrastructure 
layer. A key characteristic change from utility computing as it was originally used and 
the infrastructure layer of Cloud computing today is that it has come to be integrated in 
a supporting function to platform and software as services. The realisation and 
implementation which made this integration possible was the development of a readily 
comprehensible, accessible, programmable, and operable interface, so that most if not 
all users would be able work with it, whether they are end-user clients or middle-level 
developers. Obviously overall, the IaaS provider must achieve a ‘critical mass’ of 
clients; therefore, access to the Cloud’s physical underpinning must be practically 
effortless, and for this reason platforms for programming development, as well as the 
virtualisation of infrastructure, have become defining characteristics of Cloud 
computing.
4.5.4 Business Process as a Service
The Business Process as a Service (BPaaS) is an additional service type in Cloud 
Computing Service Models defined by IBM; these are defined by IBM as: “any 
business process (horizontal or vertical) delivered through the Cloud service model 
(Multi-tenant, self-service provisioning, elastic scaling and usage metering or pricing) 
via the Internet with access via Web-centric interfaces and exploiting Web-oriented 
cloud architecture. The BPaaS provider is responsible for the related business 
function(s)”. Examples of BPaaS include employee benefit management, business 
travel, procurement, and even IT processes such as software testing [120].
4.6 Deployment Models of Cloud Computing
While it is common to equate cloud computing with multiple diverse end users 
accessing vendor provided services via the Web as a utility in essentially a publicly 
connected manner, any cloud may operate according to either public, private, 
community, or hybrid deployment model. Figure 4.17 illustrates three of the four 
classifications of clouds.
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Public versus private cloud being in fundamental contrast to each other, and according 
to Armbrust et al., [97J, who has attempted to define the distinction by propose 
definitions for public clouds as being made available in a pay-as-you-go method to the 
general public, while on the other hand, private clouds consist o f  the internal data centre 
o f  a business or other organisation, and it is not being made available to the general 
public. Furthermore, private clouds frequently develop as a business or company’s 
network is transformed through virtualisation into a cloud environment. Somewhere 
between these two is the community cloud, which is defined by Mell & Grance, cited in 
Buyya et al., p.98 [26] as “Shared by several organisations and support a specific 
community that has shared concerns (e.g., mission, security requirements, policy, and 
compliance considerations)” .
Hybrid clouds occur most commonly when an initially private cloud that requires 
additional computing capacity, which is obtained by linking into a public cloud [133]. 
According to Winkler [101] there are four models for the deployment o f  cloud systems 
and they are: Public, Private, Community, and Hybrid.
4.6.1 Public Clouds
As the name implies, the public cloud is available to basically anyone who is paying to 
use it, with no stipulations on location, access point, or intended purpose. To function 
both effectively and securely, public cloud environments depend on a number o f  factors.
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Perhaps most fundamentally, the end users (i.e, the subscribers) must be able to have 
faith in the integrity and competence of the cloud service provider. This trust is 
important since, the open nature of this model, along with features of the cloud in 
general, leads to the very real potential for the storage of data belonging to unknown- 
other subscribers mingled together will one's own data, leading to the need for highly 
accurate and dependable mechanisms for encryption, identification, ease of access by 
the legitimate user, and prevention of access by others [101]. Furthermore, many larger 
organisations which have and continue to use their own infrastructure can still benefit 
from access to the cloud by borrowing resources o an as-needed basis to cover periods 
of sporadically additional or unexpectedly high demand. This would fall under the 
hybrid cloud model, requires management for the life cycle of the virtualised resource 
usage, and needs to be maximally transparent [135].
An organisation, buying a virtual server on the platform run by a cloud services 
provider such as Amazon Elastic Compute Cloud (Amazon EC2) is a particularly 
common example of virtualisation in the context of a public cloud. While this is a 
public cloud, because of the way Amazon’s business has developed, the platform 
actually began as a private cloud, which Amazon decided to take out of its own back 
office by leasing out its excess capacity. Thus, Amazon Web Services (AWS) was bom 
as a PaaS offering, out of the excess capacity created for Amazon.com retail sales, 
taking advantage of its scalability and resilience, with the built out platform offering 
computing capacity to others as a subscription service, turning that portion of their 
business into a public cloud in the process [136].
The advantages of this kind of public cloud service to the customers are: 1) That they 
only have to spend money for what they end up using after they have used it; in other 
words, for relatively few pennies per hour of running the virtual server or consuming 
the disk space; 2) That they can dynamically scale up and back down, accessing more 
virtual servers as needed; 3) That they never have to pay for anything they have not 
used, and therefore do not have to carefully calculate or end up paying for anticipated 
needs which never materialised. Additionally, [13], [107], [108] give number of 
illustrations, which highlight what the firm, can gain from computing via a public cloud.
Testing and Quality Assurance: Short period needs for a server or for the need to 
accommodate atypically high levels of capacity are ideal situations for utilising cloud
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computing because when a firm rents the time it needs, it no longer has to worry about 
load testing of applications or software upgrade cycles.
Web-based Application Hosting: Applications on Web sites are a natural place for 
cloud computing in that they already are accessed from there and are susceptible to 
problems stemming from unexpected peaks of demand. Since Web applications are 
already accessed from the cloud, it can be a natural fit to hosting them in the cloud. 
Additionally, Web applications suffer from peak demand issues. Any event or 
development in the news could trigger thousand times jump in visitors to a Web-page 
on a given day, only for the level to fall back to the normal level within 3 or 4 days. 
Keeping capacity in reserve for such changes at the price of having it sit idle most of the 
time is cost prohibitive for all but the largest of firms.
Outsourcing Needs: Creating and maintaining data centres is something which many 
businesses simply do not wish to get involved with; therefore public cloud services let 
them outsource the IT infrastructure and support for their operations. Outsourcing these 
computing necessities frees the firm to concentrate on its primary mission.
High-performance Computing: Cloud computing services can provide 'horsepower' 
for massive applications and operations that far outdistance anything an individual 
organisation can put together unless they make a truly huge investment in infrastructure. 
Therefore, any firm that needs such computing power from time to time would find it 
advantageous to turn to cloud services.
Small Organisations: The enormous scale of cloud computing services brings the cost 
down to a matter of pennies per hour of use, making the cost well within reach of small 
businesses and organisations many of whom could simply not afford to equip 
themselves to accomplish what they need to have done.
4.6.2 Private Clouds
The Private cloud exists strictly within a particular organisation, and by definition, 
access by a user is restricted to that group's designated membership. One obvious 
contrast to public clouds is that, barring a breach of security, from the organisation's 
perspective, there are no anonymous users, and furthermore, all legitimate users are to 
some degree under the organisation's control or supervision. In spite of these
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advantages, individuals, departments, or sub-groups within the organisation may have 
legitimate and pressing needs to keep data isolated, a perfect example being the human 
resources department of a large corporation which maintained a private cloud. Partly for 
this reason, [107] cautions against thinking of the private cloud model as merely the 
same as the public model, except with the drawbacks and constraints gone.
According to Chee & Franklin Jr,[92] the more fundamental difference between public 
and private clouds is that, in the latter case, the provider of the cloud service is 
inherently more directly invested in making the service interface a perfect dovetail 
between host and end user. It would seem at first consideration that a private cloud 
should have such an inherent advantage in terms of security to make it the undisputed 
choice wherever feasible. However, as Takabi et al., [137] point out, in this case the 
greatest strength can also be the greatest weakness; typically the enterprise that sponsors 
the private cloud is the one that administers its IT security. Just as commonly, security 
needs and issues are not a high priority in terms of either funding or oversight.
Authors of [133], [138], [139] Stated that many organisations have already become 
involved in cloud computing through work with VMware and other such firms that 
deploy virtualisation products and thereby take advantage of the economies of scale. 
These days simple virtualisation is in regular use when server needs are clustered 
around certain times of the day or when applications need dedicated server operating 
system readiness. Furthermore, Velte et al., [112] predicts growth and evolution in the 
needs of virtualised infrastructure coincident to the growth in the number and variety of 
applications and demands on resources. Different areas such as Business Continuity and 
High Availability as well as scalability have been assessed by [101], [106] in which this 
growth can be anticipated. The need for even higher levels of availability is expected to 
grow along with increasing virtualisation of applications and resources. Additionally, it 
is anticipated that an IT strategy of reproducing identical virtualised infrastructure at 
multiple data centres and interconnecting them as a means of satisfying this demand. 
Furthermore, Information technology is driving many developments in the way 
businesses function, in turn placing new and complex demand on IT infrastructure. One 
of the changes is an anticipated greater need for scalability, especially and firms acquire 
new subsidiaries or ventures. This is an area in which private clouds fit the needs very 
well.
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4.6.3 Community Clouds
The Community Cloud model is particularly attractive for those groups who want to 
combine the best of the private model with the public model and its advantages. From 
the private model, these entities gain the cost savings of a cloud on the scale larger than 
what their individual organisation could effectively maintain and utilise. They also are 
likely to have the comfort of knowing at least the identity of all the other users of the 
cloud, making it possible to anticipate any threats to security [98]. Moreover, for some 
groups, such as governments, in particular there is the security advantage of keeping 
sensitive data off the flow of the Internet altogether. One circumstance that greatly 
enhances the feasibility and desirability of a community cloud is the situation in which 
the various participants share common legal or regulatory mandates and constraints. 
Community clouds often function best when supported from multiple data centres [107].
4.6.4 Hybrid Clouds
As its name suggests the hybrid cloud model features a combination of two or even 
three of the other models; hence, hybrid clouds can differ markedly from one another in 
their configuration. The explanation of how a hybrid cloud is created suggests that [140] 
sees the private model aspect to be more fundamental, in that he describes an 
organisation starting with the launch of its own private cloud and then augmenting the 
system by leveraging its way, by connecting into either a public or a community cloud, 
or both.
The motivation for building into such a structure would be subtly, yet significantly 
different from that which would lead an entity to join a community cloud. One 
possibility would be a situation in which short-term paid use of a public cloud was the 
best way to make the incremental steps toward expanding or upgrading one's own 
private cloud [109]. Alternatively, while public clouds may give a cost-benefit ratio too 
great to pass by in the quest for a unified system, legal, other regulatory, or policy 
constraints might necessitate the operation of a private cloud for certain, sensitive 
applications. This would seem to suggest that the hybrid cloud is uniformly the superior 
model. However, sometimes the extreme sensitivity of client data, in business or 
government entities precludes its storage in even the most securely encrypted form or 
on the most securely administered cloud. Meanwhile, the entity has other applications
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that are perfectly fine to be carried out in a public cloud setting, and in fact, are most 
cost-effective in that environment [141].
Figure 4.18 provides a more complete illustration at one time for the public, private, 
community, and hybrid models. This Figure spells out organisational responsibility for 
various aspects of cloud services, as well as legal and regulatory responsibilities that go 
with them, contrasting them for each of the three deployment models, Private, 
Community, and Public. Obviously the same determinations for any given Hybrid cloud 
will depend on the nature of the hybridisation.
Cloud Deployment
Private Community Public !-i
.V , Organisation Organisation or community Cloud provider
Organisation Organisation or community Cloud provider
Organisation Organisation or community Cloud provider
Organisation Organisation or community Cloud provider
Organisation Organisation or community Shared
Organisation or 
“leased”
CMTY or 
“leased”
Cloud provider
Organisation Organisation or community Public
I The consuming organisation has greater control and greater responsibility when using a |
I Private or Community cloud, but the organization does not transfer all risk with a Public I
| cloud. I
Figure 4.18: Organisational responsibility in the Cloud Deployment modes, adapted from [101]
Hybrid clouds generally come into existence as private clouds become interconnected 
with public clouds; and Menken & Blokdijk, [102] demonstrated two typical scenarios 
of how this develops are described below. The first scenario is security where the 
requirements for maintaining the security of sensitive data may necessitate that the 
organisation keep certain portions of its operations in-house, even though it has others 
which be advantageous to conduct in a cloud environment. An example of the latter 
would be applications which need the greater scale and resources of the public cloud. 
The planning out of how these two component mesh could result in the creation of a 
hybrid cloud, as for example in the case of a bank, which could not use Amazon EC2 to
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store its client account data, but needed the Amazon infrastructure number crunching 
and new system testing. The second scenario is scalability, since a private cloud 
typically has fewer tenants, the large-scale cost savings can be greatly reduced in this 
environment [141]. It is suggested that an organisation’s mixing the operations it 
conducts on private cloud (perhaps 20-25 linked systems) with others of its operations 
on public or community clouds (perhaps thousands of systems), the overall saving could 
be significantly better than on a private cloud alone [142].
4.7 Regulations in Cloud Computing
At the most basic level the acquisition of a cloud service is like any other and 
organisations must assess the operational risk. Weaknesses that may be associated with 
a cloud service and which would warrant particular attention include security, 
restrictions on access to data connectivity and the organisation’s ability to retrieve data 
and transfer to an alternative solution at the end of the service. This is not to say that 
regulations will undermine cloud computing but rather organisations will need to pay 
particular attention to the need for controls that will help to prevent system and process 
failures, or to implement measures that will enable prompt rectification of a problem 
and continuity of operations in the event of an outage [142].
4.8 Cloud Computing Data Protection
The lack of transparency associated with the cloud computing creates a significant issue 
in terms of compliance with privacy and data protection requirements. It is not possible 
under European data protection rules for an organisation that processes personal data in 
the cloud to give up all control over the processing by the service provider.
Although most of the processing will be carried out by the organisation i.e. where the 
applications within the cloud are used by the organisation's end users, tasks such as 
hosting, storage and back-up are likely to be performed by the service provider, who 
will be considered as a data processor for data protection purposes [143].
There are several areas which need to be considered. The first area is the features of the 
service which must enable the organisation to comply with data protection regulations. 
For example, there may need to be access controls, data may need to be encrypted, and
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data fields restricted in order to minimise the capture and retention of data. The second 
area is the engagement of the cloud service provider. This area which must include 
terms requiring appropriate organisational and technical measures to be taken against 
unauthorised or illegal processing of, or the loss of or damage to, the personal data. 
Putting this in practice, it means the organisation must be satisfied with the service 
provider's standard offering and reflect this in the contract or agree specific 
arrangements. Another area is that the organisation must know where the data is 
processed in order to determine whether the rules on the adequacy of the data's 
protection abroad will apply, and if so, the way in which the organisation will comply 
[144].
4.9 Migration from Traditional IT Environment to Cloud 
Computing
While moving to cloud services in order to fulfil computing needs and operations has 
tremendous advantages, Antonopoulos & Gillam, [106] acknowledge that it will be a 
more complicated and often more difficult and problematic task than what the 
organisation usually anticipates. One of the major issues in migrating data to the cloud 
is the potential for problems if migrating again at a later date becomes necessary. This 
can be a major problem because of the proprietary nature of some providers’ software 
and platforms and can result in data lock-in, the loss of data caused by moving between 
different proprietary systems. The enormity of the potential problems this might lead to 
can make the organisation’s officers very nervous and reluctant to go through with a 
migration to the cloud, already an unsettling proposition, given the question of where 
exactly the data will be in the first place, once it is in the cloud.
Given that the chances of achieving zero loss of data in any move are a long shot, there 
is a real need for open standards and platforms being able to communicate with each 
other. Otherwise, Buyya et al., [26] believe that the company is held hostage to phantom 
infrastructure instead of being liberated from the need to care about the infrastructure. 
Further worsening the risks is the generally agreed on point of view that data is of 
greater value to an organisation than cash, assets, or any other part of its IT operations. 
Therefore, as Menken, [104] points out, under the wrong circumstances, the firm could 
be at the mercy of the cloud vendor in a dispute; for that reason, careful research and
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caution are needed. These possible eventualities need to be factored into the cost-benefit 
calculations
Among the issues that Rittinghouse & Ransome [13] recommends the cloud migrating 
firms prepare for include, missing data, broken links, misrouted emails, corrupted 
databases, and malfunctioning programs. They might not be noticeable during the actual 
migration, but could well turn up later. Therefore, potential customers should be sure 
that they have the full support of the vendor before migration is implemented.
Other questions to be address well in advance of executing any move include: 1) how 
to minimise the loss of system integration inherent in any migrating of data or else 
reintegrate the system, 2) what are the details the support plan, and 3) is it in place and 
adequate to address the possibilities described above.
In this section we lay out important considerations for both the planning and execution 
phases of a company’s move from relying on a tradition model of self-provided 
computer and IT services to relying on a cloud vendor and obtaining, as well as carrying 
out, its computer operations in the environment of the cloud.
4.9.1 Planning the Migration
An important starting point for planning is keeping certain systems separate from the 
move because of their needs for security, i.e, systems such as those involving complex 
financial data, network administration functions, systems that require the kind of 
integrity which is not easily compatible with distributed characteristics of the cloud, etc; 
these will in all likelihood remain in-house applications. Among the high security 
components, one that can successfully migrate to the cloud, assuming the necessary 
security can be worked into the SLA and adequate contingency plans are in place, is 
storage capacity. The potential savings are great, but to is the need for security.
Good candidates for migration include noncore functions, such as email and web 
servers, along with application development servers, all of which have the added 
advantage to the user that problem arising with the infrastructure are the burden of the 
contractually obligated cloud service vendor. Furthermore, it is noted that the decision 
to migrate to using cloud computer services is an individual organisational 
determination, for example, the choice to move being much better suited to a firm
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whose culture is at home with open source software versus one that is committed to 
proprietary solutions to computing needs [136].
4.9.2 Execution of the Migration
When it comes to migration from traditional environment to Cloud Computing it is very 
crucial to understand that preparations for the execution are likely to take a significant 
amount of time, even after the planning phase of the migration is finished. For example, 
legacy systems will need specialised conversion although automatic programming 
obviates the need for tedious human labour [145].
Additionally, Menken, [104] describes the following steps or phases in the execution of 
a move to the cloud; 1) data extraction, 2) data loading, and 3) data verification. In the 
first phase, data must be systematically extracted from the old storage and prepared for 
insertion into the new, in this case the cloud vendor’s, system. The second phase, data 
loading is the actual installation of the data into the cloud, i.e., the cloud services 
provider’s system. The vendor takes on the role of expert/consultant at this point and 
may charge a fee if the loading is sizeable. Regardless, with the IT professionals on its 
staff who know the new system better than anyone else, the vendor provided vital 
support. The third phase, data verification, is frequently conducted by a specially 
designed program, which reviews all the inserted data. This process represents a testing 
of the data’s proper storage and configuration in its new home, so to speak.
The data verification program checks for the following: 1) that extraction and loading 
were translated correctly, done by comparing both the old and new as sources; 2) that all 
data in the new location is complete, given that awareness at this stage can be addresses, 
avoiding loss of productivity down the road; 3) that beyond the successful translation of 
the data, there is complete and correct reading of the newly installed data.
Emulation is a process that has been used by various companies to get around this 
obstacle to smooth migration of data; it essentially simulates the environment of the old 
system within in the new.
Emulation is not always the perfect solution in that among other things, many older 
systems were technologically inefficient. By recreating the old set-up in the new, i.e, 
cloud, system, the data set in question gains nothing from the move to the cloud.
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Given, that in such cases the decision can be made to avoid all the issues and potential
problem and not move the type of data in question. Such a decision is often made
midway into the process. Data migration involves substantial costs and emulation often 
makes the process more efficient, but has its drawbacks. Sosinsky [146] reiterates that 
getting to know the potential cloud services provider is essential to the successful 
migration.
4.9.3 Model for Migration into Cloud Computing
Especially for an organisation of any size, to move from a network to the cloud is a 
process that is complicated, needs to occur in an orderly fashion, and most importantly, 
while the organisation continues its ongoing operations. Therefore, as the term 
migration indicates the process must occur in stages, as opposed to a sudden shift. 
Furthermore, Buyya et al., [26], presents a 7-step model for accomplishing such a 
migration. As presented in the complementary illustrations Figure 4.19 and Figure 4.20, 
the steps are in brief:
1. Assess the costs and return on investment.
2. Isolate the dependencies within the existing system.
3. Map out what stays local and what moves to the cloud.
4. Re-architect and re-implement that which moves to the cloud.
5. Augment these applications as features of the cloud enable.
6. Test the migration.
7. Iterate the migrated applications and optimise.
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While Figure 4.19 presents the tasks as stacked, Figure 4.20 emphasises the cyclical 
nature o f  the process.
2. Isolating the Dependencies
5. Leveraging Cloud Functionalities & Features
4. Re-architecting & Implementing the lost
Functionalities_____________________ __
7. Iterating and Optimsinge
3. M apping the M essaging & Environment
1. C onducting Cloud M igration A ssessm ents
6. T esting the Migration
Figure 4.19: Illustration o f the Steps o f M igration into the C loud M odel, adapted from |26 |
Figure 4.20: Illustration o f the iterative M odel o f  M igration into the C loud , adapted from  |2 6 |
Certain tasks must be accomplished at each phase in the model in order for the 
migration to progress smoothly. Furthermore, Buyya et al., [26] explained how
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Amazon’s guide, sheds light on the important goals at each step or phase: Step 1 -  
Dependencies need to be isolated and strategies devised to handle their movement, Step 
2 -  Concepts need to be tried out in preparation for creating a reference architecture, 
Step 3 -  Segmentation and cleansing of data needs to occur in preparation for the 
database’s migration, Step 4 -  Migration needs to happen in an orderly fashion, often 
either a key application with all its dependencies in one move, called the ‘forklift 
strategy,’ or by ‘hybrid migration’ in which non-critical segments moved first to be 
followed by the crucial elements, Step 5 -  Various feature of the cloud system, such as 
auto-scaling, elasticity, and cloud storage need to be leveraged, and Step 6 — The 
migration, now complete needs to be optimised.
4.9.4 Risk of Migration into Cloud Computing
Behind both the creation of the 7-step model and Amazon's guide to the phased of 
migration, is an understanding of the significant risks involve in undergoing the process, 
whether for all or parts of an organisation's computing activities. According to Chee & 
Franklin Jr, [92] the first and most crucial element in migrating successfully is 
identifying risks and forestalling or mitigating any negative eventualities which the risks 
anticipate. Beyond simply envisioning what risks there will be, the testing and 
validating throughout the model, along with the optimisation step represent a thorough 
and integrated approach to achieving these goals. Risks that arise because of migration 
fall into two major categories, namely general risks and the security-related risks.
Furthermore, Buyya et al., [26] and Simmonds et al., [147] point out that general risks 
include: 1) problems with performance monitoring and tuning, 2) disruption of business 
continuity, 3) disaster recovery problems, 4) threats to portability and interoperability, 
5) the potential for vendor lock-in, 6) threats to QoS parameters, 7) licensing issues, and 
8) misunderstandings on the part of senior management of the importance and 
complexity of migration. Additionally, Howell & Kotz, [44] cites a significant number 
of security risks, which arise during cloud migration. These involve threats to or 
problems with: issues of trust and privacy, legal compliance, failings of cloud service 
providers, data leakage in the cloud, issues with vulnerability management and incident 
response, and issues of consistent identity management.
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4.10 Chapter Summary
Cloud Computing is real; it is being adopted by governments and industries worldwide. 
Cloud computing has been a subject of much stir and debate, this chapter aimed to 
explain the cloud computing space, its definition, history, drivers, its relationship with 
other technologies, its architectural details including non-functional properties, various 
service and deployment models, issues surrounding data protection and regulations, as 
well the process to migrate to cloud computing from traditional IT space. Having 
explained cloud computing technologies, we are now ready to introduce, in the next 
Chapter, a few major players in the area of cloud and cloud services offerings.
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Chapter 5: Cloud Computing Vendors and Services
Cloud computing is a disruptive innovation. Although dismissed by some in the 
industry as not a particularly substantial innovation, in fact cloud computing allows 
companies and their IT professionals to turn much of their attention away from 
maintaining their own data centres and focus it on the higher level tasks of delivering 
information technology solutions for the organisations’ primary goals [104], [112]. Like 
the Internet business boom of the 1990s, there is currently a boom in terms of 
companies of all sizes getting into cloud vendor services. Of particular interest are the 
business models by which the major established firms in the field are seeking to expand 
into the cloud. While many of the largest firms are moving toward the more on-demand 
structure that comes with cloud technology and service, they are continuing to maintain 
aspects of their more traditional model, given that it has been so profitable to date [104]. 
The migration to cloud services has been a gradual step-by-step endeavour with an 
immense bulk of effort directed at developing the economies of scale needed to provide 
efficient cloud computing, through investment on infrastructure. Furthermore, offering 
customers the most non-essential features will be the hallmark of the providers who will 
come to be the most successful; however, they contend that what is far more crucial to 
overall success is the providers' ability to change potential and real clients' perceptions 
of disadvantaged and risks in cloud computing. Reliability and data security are the 
biggest areas of concern, and the already established names in the computer/Intemet/IT 
industry have the advantage of a comparatively long and generally positive track-record 
[108].
Having introduced cloud computing in the previous chapter (Chapter 4), we are now 
ready to look at specific cloud services available in the market today. There are already 
literally dozens of providers of cloud services from among which a company or 
organisation may choose. The three widely known names offering cloud services are 
Amazon, Google, and Microsoft, [104], [112]. As we have evidenced in Chapter 4, IBM 
is also among the top players offering Cloud systems and services. We will review the 
services offered by these four cloud vendors in this chapter (IBM, Microsoft, Google 
and Amazon will be reviewed in Sections 5.1, 5.2, 5.3, and 5.4, respectively.
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Subsequently, in Section 5.5, we will discuss the specific cloud services offered by 
Amazon in some detail. We have selected Amazon cloud services for a detailed 
discussion in this thesis because Amazon is currently among the top cloud services 
vendors who have made in good detail the services related information available on its 
website in the public domain. The explanation provided for Amazon cloud services in 
this chapter will also be useful in Chapter 7 where we model and analyse Amazon 
market sectors, applications, and workload. Finally, the Chapter is summarised in 
Section 5.6.
5.1 IBM
As a cloud services vendor, IBM offers computing services in public, private, and 
hybrid models to organisations of all sizes, incorporating its background in providing 
consulting for specific industries. Some of these features include design, 
implementation, and security services for cloud computing as well as industry-specific 
business consulting services for cloud computing and technology consulting. 
According to Schmotzer and Donovan [148], IBM’s Blue Cloud is a return for this 
company to the cloud computing business and is aimed primarily at the financial 
services market and all of the processing work that went on in the firms’ back offices. 
IBM’s goal has been to add cloud services to the portfolio of very profitable 
consultative services they provide for top flight businesses, such as those on the Fortune 
500 lists. IBM has a powerful Cloud platform which is known as LotusLive. The 
platform provides clients with online services that are delivered using the SaaS model. 
Users of LotusLive can enjoy the flexibility of it as it allows them to easily work 
together and do businesses with anyone, anywhere, at any time at a low monthly rate. 
LotusLive provides users with solutions for Web conferencing, Collaboration, and email 
[149].
Due to the nature of its consulting services IBM is in a good position to assist and 
advise clients, many of whom will be incorporating the services of both public and 
private cloud models. Beyond providing the cloud services, platforms, and 
infrastructure, there is a need for guidance in transitioning businesses and organisations 
in their movement to cloud computing, a service in itself for which IBM is well suited. 
Furthermore, there are several efforts by IBM to assist new clients in moving their
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computer operations to the cloud. Examples of such efforts include working with 
organisations such as Neighbourhood Centres of Houston, TX, developing industry 
specific cloud based services such as Lender Business Process Services and Healthcare 
Process Services, and even developing a cloud-based service platform for businesses in 
China [112].
With decades of experience in creating, as well as managing, corporate data centres, 
IBM envisions such centres as being open and accessible, just as is the Internet 
(obviously to those inside the firm with legitimate reason to access.) To this end, IBM 
has invested considerable resources into conducting research on cloud computing 
technology at research centres all over the world, including the Almaden centre, famous 
for its pioneering work with DB2 databases and Linux servers, and the Shanghai centre 
currently studying efficient resource utilisation, application workload and power 
consumption, in order to enhance the smart scheduling of workload migration, as a 
result preventing the unnecessary consumption of energy [102], [150] .
Recently, IBM has been teaming up with Google to work with academic and scientific 
institutions, doing research into cloud computing in anticipation of a massive up scaling 
of operations within the decade. In this collaboration, IBM has provided expertise with 
large scale networks while Google has supplied the enormous volumes of data for 
processing by the server networks [104].
5.2 Microsoft
Until recently, Microsoft leased most of its data centre operations from others; now it is 
working on creating its own server farms, such as the one in the vicinity of its 
Washington state complex. Microsoft labels its strategy software plus services, which 
denotes a setup with software remaining on client's terminals for the foreseeable future, 
in other words, a less-than-total migration of the support for computer services to the 
cloud. Microsoft is apparently anticipating that its clients will have concerns with 
security or dependability [104]. Microsoft is in the enviable position of having built a 
business model on supplying the software to computers, becoming a fixture in the 
industry all the while working on large operating margins, which now enable their 
company to move into opening the data centres needed to provide cloud services, 
creating a hybrid business model consisting of software and cloud services. Microsoft’s
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SharePoint is the quintessential example of the company’s model in that it firstly is 
aimed at the biggest of corporations as clients, secondly has capabilities such as 
enabling single database, browser accessible enterprise sharing, and thirdly has the 
greatest base of large-scale customers, as exemplified by the reputedly 30,000 users 
which Microsoft brought on board through the efforts of the Coca Cola company. While 
Microsoft is set to provide cloud services to even the largest scale enterprises, one of 
their advantages is that they can provide for the family business and for individuals 
equally well. Since many of these people in small operations already use Microsoft 
products, the similar cloud versions would be familiar [112].
Windows Azure works on and with Windows applications and Microsoft’s data centres. 
Its components include Windows Azure, Microsoft SQL Services, Microsoft .NET 
Services, Live Services, Microsoft SharePoint Services, and Microsoft Dynamics CRM 
Services. The Windows Azure Platform allows users to have the ability with the use of 
Microsoft data centres to build, host and scale web applications. The Windows Azure is 
considered to be a PaaS. It is a range of on-demand services that are hosted Microsoft 
data centres [151]. The Windows Azure Platform is available to users in two ways, 
subscription where users can subscribe on a monthly basis or they have the choice of 
going on pay as you go where they are only billed for what they use. In spite of its name 
and offerings, Microsoft has been evaluated as not being at the forefront of a rapidly 
growing and changing field [112], [152], [153]. Furthermore, Microsoft has announced 
plans for Live Mesh, a service designed to synchronize Windows and Windows Live 
services. Among younger members of the video game population, Xbox Live, 
Microsoft's Xbox 360 platform is quite popular as a per month subscription service 
based in the cloud [104].
5.3 Google
The recent pace of Google’s development of its cloud services has been remarkably 
rapid, with two billion US dollars worth of infrastructure investment per year for their 
data centre along. Moreover, four new data centres are under construction, at a projected 
cost of over $600 million dollars each. Expert estimates suggest that Google’s cloud 
may encompass as many as a million inexpensive hardware servers. Beyond this,
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Google is preparing to work with IBM in the area of cloud research in a manner similar 
to that of IBM’s current efforts involving its China centre [102], [110] .
With users in the millions and free to all who have Google accounts, Google Apps is 
central to the company’s cloud services, in particular because it provides essentially the 
same productivity software as what Microsoft Office provides at $500 per user. What is 
more, the premium software addition enables collaboration and storage for quite large 
files [104], [112].
Although General Electric and other sizable corporations have settled on Google Apps 
for their cloud services and Google claims over ten million users, Menken and Blokdijk 
[102] believe that Microsoft Office will continue to dominate the field in terms of major 
clients, given that while most of the ten million are students or small business 
proprietors attracted by the cost saving on software. Google’s App Engine, on its 
Python platform and Google servers, provides 500 megabytes free storage, enabling 
developers to create their own software. Additionally, one of the features that contribute 
to integration is the ability to use App Engine to build web-based applications on the 
very infrastructure Google uses for its own applications. The enterprise version of this 
service runs $0.10-0.12 an hour (CPU time) and $0.15-0.18 a gigabyte [104]. According 
to Velte et al [112] Google’s cloud service provision is considered to be among the 
largest business ventures that Google has to date undertaken. Furthermore, with Google 
App Engine, developers can accomplish the following tasks: they can write code once 
and deploy it, configure the system to absorb spikes in traffic due to sudden increases in 
usage, integrate applications with other Google services.
5.4 Amazon
As a cloud service provider, Amazon has one of the best known packages in its 
portfolio, which offers scalability, speed, and reliability, all at a very inexpensive price 
tag because it makes use of the data centre infrastructure of Amazon’s global web-based 
retail business. Amazon Simple Storage Service (Amazon S3) is storage service for the 
Internet. It provides a simple web services interface that can be used to store and 
retrieve any amount of data, at any time, from anywhere on the web. It gives any 
developer access to the same highly scalable, reliable, fast, inexpensive data storage 
infrastructure that Amazon uses to run its own global network of web sites [113].
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Amazon was one of the first companies to offer cloud services to the public, and they 
are very sophisticated. Amazon’s cloud service offerings include the Amazon EC2, 
Amazon S3, Amazon Simple Queue Service (Amazon SQS), and Amazon SimpleDB 
(Amazon SDB), a web service for running queries on structured data in real time. In 
addition, Velte et al [112] briefly explain each, going on to note the disadvantage of 
needing to use the command line for access. Amazon is one of the main players in 
Cloud Computing as it offers several platforms. AWS is considered to be a very 
powerful and complete cloud services platform. Such platforms, enable businesses to 
have a range of services such as compute power, storage, content delivery, as well as 
functionalities with the aim of allowing businesses to organise and deploy applications 
and services that can be achieved at reduced cost with better flexibility, scalability, and 
reliability [153], [154]. Furthermore, Menken [104] explained that Amazon has grown 
from an Internet based retailer and sales facilitator of books to an enormous firm whose 
business is focused much more broadly on technology and one of the largest vendors of 
cloud services to date. Having built a large computer processing infrastructure in 
anticipation of internal needs, they were well positioned to move into the cloud service 
vending business at the very start, simply by selling Amazon's spare processing capacity 
to other companies. To date, the bulk of Amazon's customers are small businesses, 
many of them start-ups with little or no capital to set up their own systems.
At mere pennies per hour, Amazon's computing services such as Amazon S3, Simple 
Queuing Service and the Elastic Compute Cloud (collectively known as AWS) are 
incredibly attractive to small businesses lacking capital funds to purchase and set-up 
hardware, especially since the services are charged for on a per usage basis. To illustrate 
the point, Amazon S3 charges £0.10 per gigabyte per month, all predefined to store 
photos, audio, and video files. The pay-as-you-go structure is familiar to most users (in 
many cases comparing quite favourably with other similar systems used for self-storage 
of property, mobile phone service, etc), instilling confidence in the system and comfort 
in the absence of charges for unused, but contracted for service. Beyond the confidence 
boosting effects of flexibility and scalability, the ability to specify data storage in either 
Europe or North America encourages trust in the Amazon system [102], [154]. Amazon 
has been declared to have most extensive cloud service on the market.
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5.5 Amazon Web Services
This Section discusses Amazon Web Services (AWS) in two parts. The first part 
entitled “Non-Functional and General Characteristics”, comprising Sections 5.5.1 to 
5.5.5, discusses Amazon cloud services’ characteristics that make it among the top 
cloud computing vendors. The characteristics that are discussed include Flexibility, 
Cost-Effectiveness, Scalability and Elasticity, Security, and Experience. The specific 
sets of cloud computing services offered by Amazon (as on May 2012) are reviewed in 
the second part entitled “Specific Cloud Services offered by Amazon”, comprising 
Sections 5.5.6 to 5.5.14. The specific sets of Amazon services discussed include 
Compute Services, Content Delivery, Database, Deployment & Management, 
Application Services, Networking, Payments & Billing, Storage, and Workforce.
N O N - F U N C T I O N A L  A N D  G E N E R A L  C H A R A C T E R I S T I C S
The internet retailer Amazon branched out into the business of Cloud computing as a 
service vendor in 2006, by providing IT infrastructure through its AWS subdivision. 
What it was offering individuals companies and other organisations was the opportunity 
to forego the traditional initial capital investment in creating infrastructure in favour of 
paying for services commensurate with usage adaptable to the changing needs of the 
business and at a much lower cost per amount of use. Taking advantage of the inherent 
features of Cloud computing, the company could dispense with months’ worth of 
planning and installing IT infrastructure and simply call up servers numbering in the 
thousands if need be, all made available by AWS. Unsurprisingly, the service has 
gained a client base which currently numbers in the hundreds of thousands spanning 
over 190 nations across the globe, all of whom receive access to an infrastructure 
platform that scales up or down nearly instantly, all with excellent reliability for a 
miniscule cost [155]. The physical infrastructure behind AWS includes data centres in 
Europe and the United States, Japan, Singapore, and Brazil, but regardless of either 
hardware or user’s location [155], [154].
As an Internet-based cloud platform, AWS consists of a variety of computing services 
provided by Amazon.com as a vendor, which as in with all cloud computing systems are 
made available to the customer through Internet access to a highly reliable, scalable 
infrastructure that is distributed and remotely located [155].
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The variety and organisational relationships among the services which constitute the 
AWS cloud platform are illustrated in Figure 5.1, together with the AWS-specific 
terminology, as a means o f  explaining the possible patterns o f  interaction between a 
given user’s applications and the various related AWS offerings, as well as among the 
various services themselves. The goal o f  the platform architecture as a whole is to 
minimise the costs o f  administration and support, while maximising the flexibility for 
users with all sorts o f  needs and service usage. Central in the diagram are Amazon EC2 
and Amazon S3, the best known o f  the company’s offerings [156].
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As technology and the field o f  IT have experienced such phenomenal growth and 
change over the last few decades, keeping abreast with and managing such innovation 
and its consequences has presented enormous challenges for those executive responsible 
themselves as the IT experts, let alone the management o f  other aspects o f  business 
organisations. For example, the architecture for an average business application during 
the past decade has seen transformation from being a desktop-cantered work station, to 
being a part o f  a system o f  client/server solutions, and most recently to being loosely 
coupled point o f  access for web services and their service-oriented architectures [ 154].
The key to achieving the recent, dramatic reductions in operating costs coupled with 
significant advances in reliability has been the introduction and growing use o f  the
150
technology known as virtualisation. Working in tandem with developments such as grid 
computing, virtualisation enables organisations to engage in data crunching, analytics, 
and business intelligence previously impossible due to time and money constraints. Not 
only has the world of IT developed rapidly in recent years, but so also has the world of 
business, from the sheer speed of product innovation to the fundamentals market 
functioning. The provision of SaaS and its increasing utilisation by the business 
community has interacted with these other trends to spark the inception of Cloud 
computing, with AWS among its earliest and most developed platforms. The platform 
which constitutes AWS is scalable and flexible, while at the same time extremely cost- 
effective, yet above all easy for the user to access, navigate, and manipulate making it 
well suited to all sizes of companies and organisations [154].
In terms of availability and cost, the principle advantages of AWS to users of cloud 
computing services are threefold: 1) No matter the size, from the individual user to the 
largest organisation, users gain access to a great array of cloud-based computing 
services whether software or infrastructure; 2) All this access is on-demand, and the 
charges are on a pay-per-use basis; 3) Users can do away with procuring, installing, and 
maintaining their own hardware and related infrastructure, leading to significant cost 
savings. Beyond these benefits, operational advantages provided through AWS cloud- 
based services include: 1) Users are able to start new applications and operations in 
minutes, as opposed to the months it would take to prepare the necessary infrastructure;
2) Users can carry out computational projects requiring huge quantities of resources 
rapidly, calling up all the required computational capacity and storage at a moment’s 
notice, and then dismissing it all as soon as it is no longer needed [157].
Amazon’s history of building and improving upon massive-scale, distributed IT 
infrastructure, making it increasingly reliable and efficient, goes back as far as 1995, 
with its investment in the infrastructure exceeding several hundred million dollars in the 
first decade alone. All of the experience and infrastructure that have grown out of the 
building and administering of Amazon’s global internet-based retail business, which has 
come to be one largest in the world. All of AWS services are designed to be elastic, 
allowing an organisation to access additional computing power or data storage virtually 
instantly whenever needed. On top of this, a company or individual may select from any 
of the programming models or even development platforms whichever appears most
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appropriate for the task at hand. Moreover, according to AWS [154], all customers do 
so paying only for each service used and only for the length of time it is in use.
The following features of AWS discussed in sections 5.5.1 to 5.5.5 set it apart from 
other providers of similar computing services [154], [155], and [158].
5.5.1 Flexibility
AWS can claim tremendous advantages in terms of flexibility over any traditional IT 
system by virtue of AWS being cloud-based computing. Before cloud computing, 
extensive new architecture, operating system, programming language, and software 
investments programming languages, and operating systems were frequently a 
prerequisite to any organisation’s commencing computer operations. Once these 
investments are in place, they often tend to act as a weight, or worse an anchor, making 
it difficult for a business to rapidly and efficiently incorporate new technologies, or to 
respond to market dynamics and opportunities by moving in new directions or 
launching ‘next-generation’ products and services. The cloud computing model in AWS 
obviates the need to adapt to pre-existing infrastructure and applications or go through 
an extended procurement process in order to expand, reorganise, or innovate. This 
flexibility extends to the user choosing the optimal from among programming models, 
languages, and operating systems on a project by project basis, a feature which also 
means that IT staff and developers do not need to engage in learning, and that legacy 
applications may be transferred to the Cloud inexpensively and without significant 
difficulty, taking advantage of increased computational capability without the need of 
rewriting or massive reconfiguring.
The differences between building new applications on AWS, with its virtual 
infrastructure and developing them in traditional IT environments is insignificant; 
moreover, services may be integrated into their own platform as a group or launched 
independently for separate functions. Furthermore, AWS can handle the entire 
spectrum of complexity, whether the operation is as limited as backing up off-site data 
or batch processing, or as complex as complete integrated web-based applications.
Beyond enabling businesses to respond to time-sensitive market driven opportunities 
with new applications developed directly on the AWS platform, organisations have the 
opportunity to move selected SOA parts of their existing computer operations to
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Amazon’s cloud platform as best fits the individual organisation’s needs. Normally, the 
first to be moved would be limited internal dependency applications that profit most 
dramatically from the scalability and accessibility offered by the cloud environment. To 
date, many of the most sizable companies have settled into a hybrid mode, with part of 
their computer operations in the cloud while others remain on the company’s own 
network. While these organisations may with more experience move a greater portion 
of their activity to the cloud, it is clear that platforms such as AWS are becoming a 
permanent component in meeting their business’s IT needs.
In a tradition IT model, launching a new product or service and its attendant 
applications would necessitate a process of planning, budgeting, procuring resources, 
setting-up infrastructure, deploying applications, and hiring new personnel, taking up 
weeks or more often months before actual operation or implementation. By contrast, 
whether its goal is to create the prototype of an application or to host a production 
solution on a long term basis, a company merely needs to sign up for AWS services and 
immediately commence deploying cloud-based operations, which could call for the 
computational resources of anywhere from one to one thousand servers.
5.5.2 Cost-Effectiveness
Throughout the history of the field of information technology, there have existed major 
trade-offs between the cost saving benefits promised by each innovation to be 
introduced and the investment that would be needed to achieve those savings. One 
notable instance of this phenomenon is the inception of e-commerce applications. Their 
development and deployment proved to be a significantly inexpensive endeavour, and 
they promised to yield substantial increases in business generated; however, the 
additional hardware and bandwidth required for successful deployment offset those 
projected cost savings and revenue increases to a significant degree, especially when 
these required resources were not continuously in use. The Cloud breaks this paradigm 
in two ways: first, the infrastructure is supplied by the provider, so the user avoids all 
the associated costs of set-up and maintenance; second, the user need only pay for the 
resources actually used. Furthermore, with cloud-based computing, computational 
resources, data and application related storage, as well as bandwidth are each available 
in unlimited quantities. Given that user’s exact future needs are difficult to predict, 
even on an on-average basis, and that these needs often fluctuate markedly over time,
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cloud-based computing offers unprecedented returns on decidedly lower investment 
(ROI).
Beyond the cost saving that cloud services such as AWS enable by allowing 
organisations to dispense with infrastructure set-up and administration, the agility that 
they offer by providing virtually instantaneous unlimited scalability enables companies 
to respond quickly and effectively to emerging opportunities and problems in the 
marketplace, at times gaining a competitive advantage, but always in ways the tend to 
reduce costs and drive new business.
In addition to dispensing with the initial investments in procuring and installing 
hardware and software to create infrastructure, organisations using AWS do not have to 
deal with either long-term commitments or to required minimums in terms of usage or 
spending. Aside from any IT consultation support that a client may need and approach 
AWS staff for, the entire cloud service relationship is carried out without the interaction 
of personnel, such as sales representatives. As an on-going process, cloud computing 
through AWS also saves the client the cost of maintaining its own system, such as the 
expenses of electrical power for running the system and cooling the facilities and 
hardware, expenses involving real estate whether leasing or owning, personnel cost for a 
sizable IT administration staff, etc.
5.5.3 Scalability and Elasticity
Before cloud computing, IT systems required substantial investment in and 
development of infrastructure in order to achieve any significant degree of scalability or 
elasticity; thus, cloud services represent a major step forward in terms of reducing costs 
and increasing Return on Investment (ROI). As used in describing AWS offerings, the 
term elasticity refers to the system’s ability to scale available resources up or down 
effortlessly, on-demand and without planning or friction to the system. The need 
becomes readily apparent in cases such as that of a company’s open benefits enrolment 
period when the traffic heading to an application could be expected to double or even 
triple, during which the routine operations and activities of the business must continue 
unaffected by any spike in IT traffic anticipated or not. The Elastic Load Balancing and 
Auto-Scaling features of AWS are perfect example of cloud computing ability to scale 
resources in both directions in accord with changing demand.
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Operations which are one-time, and short in duration but at the same time, vital to the 
company’s on-going operations are well suited to the core features of cloud computing. 
For instance, through AWS, a drug manufacturer can call up the computing capacity it 
needs to run trials of a new product and then switch those resources off as soon as 
finished. Alternatively, storage and computing resources might be suddenly needed for 
an indefinite length of time in order for relief organisations to deal with a natural 
disaster. However, these characteristics of cloud computing extend to more regular and 
predictable tasks such as invoice processing and billing or payroll, enabling cloud users 
to lower their costs and save their own computing resources for other operations. The 
elasticity of cloud services such as AWS with its simple API calling procedure for 
additional resources makes it possible to avoid upfront investment in infrastructure for 
operations that are short-term or fluctuating in their demand for computing power.
According to the way Cloud computing services are organised on the model of utilities 
providing service through a grid, all responsibility for infrastructure set-up, 
administration and maintenance rest with the cloud computing services provider. As the 
clients, companies, organisations, and individuals simply sign up, use the services 
whenever and to whatever extent they need or desire, and pay for what they have 
consumed from among the seemingly limitless computing capacity, storage space, and 
other resources.
5.5.4 Security
Having been approved by or through all of the following industry accepted review 
mechanisms: a) Level 1 of the Payment Card Industry Data Security Standard (PCI 
DSS), b) International Organization for Standardization 27001 (ISO), c) Federal 
Information Security Management Act (FISMA) Moderate, d) Health Insurance 
Portability and Accountability Act (HEPAA), and e) Statement on Auditing Standards 
70 Type II (SAS), AWS’s platform can claim to be both secure, through multiple 
physical and operational layers and durable, guaranteeing the safety and integrity of the 
customer’s data. Given the wide range of services available through AWS, along with 
the scalability and flexibility of its platform, as well as the great degree of availability 
and reliability that customers expect, it become a matter of necessity that Amazon 
guarantee both security and privacy seamlessly from one end of the platform to the 
other. While customers themselves have to make use of the security features and follow
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best practices in order to ensure the security of individual application environments, 
Amazon is prepared to work with clients to ensure that their data, applications, and 
operations in general are always maintained at the highest levels of availability, 
integrity, and confidentiality, since in the end not only is the actual, practical security 
important, but so is the customers’ perception and their resulting confidence and trust. 
Amazon has demonstrated a commitment to maintaining the infrastructure of AWS in a 
completely secure and reliable manner, through attention to the following four areas:
S  Certifications and Accreditations, Having completed a SAS70 Type II Audit 
demonstrating satisfactory performance, Amazon continues to proactively seek 
appropriate security certifications and accreditations so that both existing and 
potential customers may have every confidence in AWS’s infrastructure and service 
security.
S  Physical Security. AWS and the physical infrastructure supporting them are housed 
in data centres across the globe under sole control of Amazon, with knowledge of 
the locations limited even within the company on a need-to-know basis and with 
access restricted by security clearance procedures, as well as physical barrier to 
guarantee authorised access only.
S  Secure Services. The AWS cloud has been configured to simultaneously maintain 
cloud-level flexibility while preventing all unauthorised access to any of it systems, 
as well as any unauthorised use or appropriation of applications or data, whether 
part of the AWS infrastructure or the client’s applications and data.
S  Data Privacy. With AWS, a user can encrypt any or all personal or business data 
within the AWS cloud; furthermore, redundancy and back-up procedures for 
services are published enlightening the customers, as well as any of the end-user 
clients they may have just how their data flows throughout Amazon’s cloud.
5.5.5 Experience
AWS has been set-up to facilitate the organisation’s smooth transition into cloud 
computing. However, migrating to the cloud, as with as any other new business venture 
involving IT, requires consideration and planning, including detailed communication 
with vendors and service providers. This applies equally to cloud computing service 
vendors, just as it would to hardware and software vendors in setting up a traditional IT 
network system. Furthermore, the relationship with a cloud services vendor is more
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ongoing, that is to say involving more direct interaction over the long term, even in the 
absence of problems. Therefore, the vendor’s trustworthiness, which is a function of 
both experience and track record, becomes paramount in a business or organisation’s 
choice of service provider.
It would be far too expensive for most organisations to duplicate the reliability, privacy, 
security, not to mention the sheer scale of the AWS Cloud. This advantage stems 
primarily from Amazon’s more than a decade and a half of experience in running its 
own internet based business, which has grown to multi-billions of dollars in sales, the 
infrastructure Amazon has built to manage said business, and the reasonable 
anticipation that the Amazon will continue to innovate in managing its network, 
infrastructure, and services. The global web platform that is AWS provides computing 
services to a worldwide clientele numbering in the millions of customers, representing 
billions annually in commerce.
The history of AWS, since its 2006 launch, is filled with examples of new-feature 
innovation in response to customer feedback all at the same, consistent high-level of 
reliability and security. The AWS Cloud is the combined result of continual operations 
monitoring to maintain dependability, the consistent adherence to best IT practices, and 
the proprietary advances that Amazon continues to pursue, all which is at the disposal of 
businesses, organisations, and individual who use its services.
S P E C I F I C  C L O U D  S E R V I C E S  O F F E R E D  B Y  A M A Z O N
As becomes apparent in the ensuing discussion of individual Amazon Cloud services, 
its platform is comprehensive in covering computing capacity, content delivery, data 
and application storage, along with various other function. Fundamentally made 
available in a format equivalent to self-service, AWS has the added advantage for 
customers that they can access and implement the services as dictated by either 
timetables within the organisation, or external market forces or other circumstances, 
without having the delay of having to make arrangements with the service provider in 
advance [156].
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5.5.6 Compute Services
5.5.6.1 Amazon Elastic Compute Cloud
Since its inauguration in August, 2006 as a pay-as-you-go type service for both 
individual end-users and companies or organisations, Amazon EC2 has provided 
customers with the ability to do the following [154], [159]:
S  Add cloud computing capacity as needed.
S  Upload their own machine images to be executed on any number of virtualised 
instances.
^  Keep complete control over and administrative right for both the virtual machine 
itself and the firewall settings for the network.
S  Access and run numerous virtual Linux servers on demand, along with as many 
computers as called for web applications and data processing.
S  Fully control each server, including root-level operating system access.
•S Configure firewalls and install any desired software.
S  Permanently save the virtualised image of any set-up Amazon EC2 server.
S  Launch preconfigured servers, read-to-work servers in whatever quantity 
needed.
S  Shut down servers whenever they are no longer needed.
Moreover, according to [157], Amazon EC2 makes available persistent long-term 
mountable storage options, in addition to providing various distinct kinds of instance 
with equally varying performance characteristics. As explained in [159], an API is 
available to manage server images, creating, starting, and shutting down instances as 
needed. The essence of the Amazon EC2 Cloud environment is its aggregation of 
virtualised machines. The term instance is used to refer to each node of Amazon EC2 
cloud environment. Charges are calculated on the basis of total CPU time used, in 
addition to communications among instances, and between those instances and Amazon 
EC2 external machines. The cost of each instance determines its specification. 
Purchasing the default plan authorises the user to run up to 20 instances at once. 
Specifically, at the time of writing, within the US region, Amazon charged $0,085 per 
hour of operating a default instance, $0.10 for every GB of inbound communication, 
$0.10 - $0.17 for every GB of outbound communication, and $0.01 for every GB of
158
communication between nodes in different regions. Additionally, there is was no charge 
for communications among instances inside any given region [160].
5.5.6.2 Amazon Elastic MapReduce
The Amazon Elastic MapReduce (Amazon EMR) makes data processing on a truly 
gigantic scale both easy and cost efficient. In order to accomplish this feat, Amazon 
EMR draws on the infrastructure of both Amazon EC2 and Amazon S3, as hosted in a 
Hadoop framework. Users are freed from the concerns of tuning Hadoop clusters or 
even planning and implementing elaborate set-ups; instead, they can give their full 
attention to the issues directly involved in crunching and analysing the data [154]. 
General applications, such as data mining and warehousing, log file analysis, web 
indexing, machine learning, as well as discipline specific one such as financial analysis, 
scientific simulation, and bioinformatics research are among the applications which 
require high speed processing of enormous quantities of data and for which Amazon 
EMR is particularly well designed [161].
5.5.6.3 Auto Scaling
Users of the Amazon EC2 are able to set the triggers in their usage patterns which will 
automatically cause a scaling either up or down as they have pre-directed. This feature 
means that to the extent any user can anticipate conditions warranting a change in 
demand, they can direct Amazon EC2 so that it ensures seamless performance in spite 
of spikes in processing demand, as well as automatic scaling back to minimise wasted 
usage and the excess cost that would go with it. Among clients whose capacity needs 
tend to fluctuate by the week, day, or hour, auto scaling is particularly beneficial, all the 
more so in that it available within Amazon’s CloudWatch as an included part of that 
service for it standard cost [162].
5.5.6.4 Amazon Elastic Load Balancing
Another behind the scenes, but indispensable service is Amazon Elastic Load Balancing 
(Amazon ELB) which connects to various instances, real or virtual Amazon EC2 in 
order to distribute application traffic automatically as it arrives. This in turn boosts the 
fault tolerances significantly for users and their applications, by providing seamless load
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balancing capacity. Unhealthy instances are discovered within the pool, and the 
incoming traffic gets rerouted automatically to the healthy instances, until the problem 
has been corrected. ELB is customisable, either according to an individual availability 
zone or to numerous zones, and is even available for Amazon Virtual Private Cloud 
(Amazon VPC) [163].
5.5.7 Content Delivery
Content delivery is provided by Amazon through its CloudFront service.
5.5.7.1 Amazon CloudFront
In addition to being Amazon’s principle content delivery vehicle, CloudFront also 
performs crucial integration functions among other of the provider’s web services, 
enabling middle-users, such as developers and other businesses to achieve rapid data 
transfer with low latency in distributing content to end-users. CloudFront is capable of 
delivery everything from the simplest application to the most complex complete 
website, one that integrates streaming content with both the static and the dynamic. 
Performance is optimised through automatic routing of content and requests to the 
closest in a global edge location network [154].
Amazon CloudFront works optimally, not only with Amazon’s S3, EC2, ELB, and 
Route 53, but also, and equally seamlessly, with services and applications on server, 
even those not created by Amazon. CloudFront accomplishes this in part by storing user 
files in their original, definitive versions. Amazon CloudFront is provided on the same 
pay-per-use basis as all other Amazon Cloud-based services [164].
5.5.8 Database
5.5.8.1 Amazon SimpleDB
The Amazon web service interface, SimpleDB, supports users in: 1) creating multiple, 
distinct and varied data sets, 2) store said data set for easy access at a later point in time,
3) query the data from various sets with ease, and 4) retrieve results efficiently. The 
automatic data indexing function built into Amazon SimpleDB ensure swift and 
effortless access to information in response to users' requests. Schemas neither need to
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be pre-defined before setting up a data set for storage or manipulation not does the user 
need to change schema in order to add data subsequently. Moreover, scaling-out 
involves merely the creation of a new domain, as opposed to the construction of entirely 
new servers [154]. Architecturally, Amazon has organised SimpleDB around a data 
model consisting of three hierarchically nested concepts: 1) Domains which refer to 
each collections of objects to be stored, 2) Items, which indicate the objects themselves 
that will go into the database, and 3) Attributes, which refer to all the defined elements 
that make up each Item. In terms of nomenclature more widely if imprecisely used, 
domains are analogous to relational tables, in which items would be inserted into the 
rows while attributes would go into the columns. Attributes can also be seen as key 
value pairs, with the understanding that a given key may have more than one value. In 
this framework, a type string would consist of the data type supported by the key and its 
values. Within a domain, each item is defined by its having a unique key in contrast to 
all other items in that domain, obviating the need for the type of rules that are essential 
to the creation of tables in schema based relational databases [165].
The Amazon SimpleDB avoids several disadvantages of standard, clustered relational 
database organisation, namely the significant initial capital expenditure required, the 
complexity and corresponding difficulty in designing it, and the need for significant, on­
going administration of an often repetitive nature (e.g., modelling of data, maintaining 
of indexes, and performance tuning of the system). The simplicity of SimpleDB is 
impressive in that, it dispenses with the need for schema, it deals with data indexing 
automatically, and it utilises a simple API to guarantee efficient, high speed storage and 
access. With the reliability of the Amazon, SimpleDB provides developers and other 
users with the ability to scale up or down at a moment’s notice while taking advantage 
of all the functionalities of the system on a pay-per-use basis, as well as integrating 
compatibly with Amazon S3 and Amazon EC2 cloud services. This insures the all-but- 
flawless cloud-based processing, storage, and querying of data sets in real time. 
Furthermore, the core functionalities in SimpleDB guarantee and ease of use in the 
accessing and querying of structurally organised data in an operationally direct, non­
complex manner [154].
The simplicity of Amazon SimpleDB structure, as explained above, is well adapted for 
storing relatively small units of textual information, making the access, management, 
and modification of such data easy. Users whose applications need only a relatively
161
simple database to function effectively can dispense with traditional relational database 
such as the relational database management system (RDBMS) servers and the attendant 
problem of their acquisition and upkeep. The primary goal in the creation of SimpleDB 
was in fact to reduce complexity and administrative overhead of data management, 
especially by dispensing with pre-defined schema, allowing users in turn to adjust or 
reconfigure the SimpleDB’s structure and content. Additionally, users’ data is indexed 
for speed and ease in querying, as well as for safe, secure, redundant storage at one of 
the undisclosed-location data centres run by Amazon [159].
As the name suggests there are some limits to SimpleDB; according to Dewan and 
Hansdah [166], an individual domain can only accommodate 10 GB, each item being 
replicated into a set of nodes housed in its Amazon data centre. In SimpleDB, an item 
can incorporate at most 256 attributes, for a combined maximum item size of 1 MB. 
Domains are limited to 1 billion attributes in a domain; moreover, each SimpleDB 
account cannot exceed 100 domains. To the informed user, these limits, however, 
represent a large quantity of space and capability.
5.5.8.2 Amazon Relational Database Service
For those users who need relational databases and want to use them for cloud 
computing, Amazon has developed its Relational Database Service (Amazon RDS) with 
all the features and capacity of MySOL, the well-known database, designed specifically 
for ease in set up, operation, and scaling either upward or downward. At the same time, 
Amazon RDS has incorporated cost-efficient, resizable capabilities and the handling of 
time-consuming administration for the database, so that companies and organisations 
can devote all their attention to their applications and businesses. The congruence of 
Amazon RDS with MySQL ensures that users will be able to work seamlessly with the 
code, applications, and tools with which they are already familiar. While the user gets to 
define the duration of data retention, the Amazon RDS automatically handles the 
patching of software, in addition to the backing up and storing of users' databases [154], 
[167].
The feature which allows the calling up of instances with a single API helps to provide 
users with enhanced flexibility, as does the replication feature of Amazon RDS which
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also adds availability, scalability, and reliability to relational databases. As with all 
AWS, service is provided on a pay-per-use basis [167].
5.5.9 Deployment & Management
5.5.9.1 Amazon Cloud Watch
Yet another service in demand by both developers and system administrators is 
monitoring of the applications run by users, along with the resources consumed in such 
running; the is the function of Amazon’s CloudWatch. The metrics which CloudWatch 
follows and reports on work in the short run to allow immediate response to glitches in 
the system that would disrupt its functioning smoothly; beyond that, the service 
provides insights into systems that in the long run enable innovations and 
improvements. Not only does CloudWatch automatically monitor other Amazon 
services, such as Amazon EC2 and instances within Amazon RDS DB, but it also is 
capable of tracking custom specified metrics from an organisation’s applications and 
services revealing details of their health and performance, as well as the degree of their 
utilisation of computing resources. As with all other Amazon services, CloudWatch can 
be deployed, and operating scalable, reliably, and flexibly, can deliver results within 
minutes, getting rid the chore for organisations of setting up their own monitoring 
systems. Best of all, CloudWatch can provide any selected level, type, quantity of 
monitored data, in various formats, including graphs; it can also create alarms and 
automatically notify clients according to their pre-chosen criteria. Additionally, 
CloudWatch can inform users of trends usage and act automatically to deal with 
predetermined circumstances or conditions according to the status of the cloud 
environment [168].
5.5.9.2 AWS CloudFormation
Both system administrators and developers frequently need to bring together and 
coordinate the functioning of a variety of the different type of resources which AWS 
makes available, all in an organised, predictable manner; Amazon’s CloudFormation is 
design to accomplish that specific service. AWS resources can be designated, along 
with their application’s associated dependencies and runtime parameters with the help 
of provided template for easier organisation. Tasks, such as the order of resource
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provisioning and dependency control are handled by CloudFormation, while the user 
remains able to update and modify specifications for AWS resource stacks, even 
updating the template as needed, using any of the following: the management console, 
the command line tools, or the APIs. As CloudFormation comes standard with AWS 
usage, as opposed to being a separate service of AWS, the user incurs no addition 
charges for drawing on its functions [169].
5.5.10 Application Services
5.5.10.1 Amazon Simple Queue Service
Between computers, traffic of any significant density requires a message handling queue 
that is both highly reliable and scalable. Amazon SQS ensures that data can be moved 
between the frequently distributed components of an application regardless of how 
diverse the tasks are, with no loss of messages whether or not the components involved 
are currently available. Amazon SQS coordinates tightly with other AWS offerings and 
infrastructures, Amazon EC2 in particular, to enable the automation of workflow within 
any operation, not matter how complex or distributed. It does so by taking the AWS 
web-scale messaging infrastructure and making it transparent and accessible in the form 
of a Web based service, obviating the need for reconfiguring firewall specification or 
installing special software. Moreover, with Amazon SQS, components can coordinate 
even if they are from different networks or created with different technologies, running 
independently or not simultaneously [154], [170].
5.5.11 Networking
5.5.11.1 Amazon Route 53
The central function of Amazon Route 53 is to transpose names that humans can deal 
with, hypothetically for instance www.example.com, into the machine readable versions 
such as the equivalent 192.0.2.1, which computers need to communicate with one 
another. Employing a global network of Domain Name System servers (DNS), Route 
53 processes DNS requests, routing them to the closest DNS server in a rapid, simple to 
navigate, and cost efficient manner. It is this service that connects the user with other 
AWS, such as Amazon EC2 instances, Amazon S3 buckets, or Elastic Load Balancers;
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on the other hand, Route 53 is just as effective with Amazon external infrastructure. 
Furthermore, through either the AWS Management Console or user-friendly APIs, an 
organisation is able to set up and control its public DNS records and can, moreover, 
regulate organisation internal access and authorisation to manipulating said records, 
through coordination with AWS’s Identity and Access Management (LAM) service. In 
keeping with the AWS standard charges, users of Route 53 are only charged for the 
management of domains through the service and for the number of queries answered by 
Route 53 [171, p. 53].
5.5.11.2 Amazon Virtual Private Cloud
As hybrid cloud computing is a significant part of the cloud environment, Amazon 
created its Amazon Virtual Private Cloud (Amazon VPC) to connect users with existing 
infrastructure of their own to selected (i.e., by the user) AWS offerings in a seamless, 
secure manner in complete isolation through the use of an Amazon virtual private 
network (Amazon VPN) connection. The organisation has all of its own privacy and 
security features, such as firewalls, intrusion detection applications, DNS, LDAP, 
Active Directory features in operation, as a system into which the Amazon VPC fits and 
with which it conforms. This arrangement is in addition to Amazon’s security, privacy, 
and integrity measures [172].
Through Amazon VPC, the client defines and creates the virtual network of AWS 
resources and services, including configuring its topology to conform to that of the 
user’s own data centres. This level of user control extends to the ability to set the IP 
address range, to create subnets, and to configure both network gateways and route 
tables. A company could, for instance, set up a sub-network with open public-facing 
Internet access involving their web servers, while for the company’s databases or 
application servers there would exist another private-facing sub-network, which lacked 
Internet access. In this scenario, access to Amazon EC2 instances could be controlled 
differently in each subnet [154], [173].
An Amazon VPC user, typically a sizeable business or organisation, is able to establish 
a hardware VPN and connect the network to the organisation’s data centres and 
integrated AWS services, such as Amazon EC2, Amazon Elastic Block Store (Amazon 
EBS), and CloudWatch, in effect making AWS an extended arm of the organisation’s
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own data centre, while being charged only for the quantities of resources consumed 
[173].
5.5.11.3 AWS Direct Connect
The purpose behind AWS Direct Connect is to allow users to create individual 
dedicated network connections from their physical locations to the AWS, meaning that 
they set up completely private connectivity with AWS and whatever portion of the 
users’ own infrastructure, be it their office, their data centre, or any collocation 
environment over which the user have control. The advantages to the user of doing so 
include: 1) reducing the cost of network operations, 2) increasing bandwidth 
throughout, and 3) providing a greater degree of consistency in networking than what an 
Internet connection offers. Beyond all these benefits, AWS Direct Connect enables the 
user to maintain a dedicated connection, which can be subdivided into numerous logical 
connections, all specifically linked to one of its AWS Direct Connect physical locations, 
by means of 802. lq virtual local area networks (VLANs). By means of AWS Direct 
Connect and its dedicated connections, public resources, e.g., data stored in Amazon S3 
may be accessed together with private resources from Amazon EC2 and Amazon VPC 
all while utilising both public and private IP spaces, preserving network separation. At 
the same time, reconfiguring is possible at any time in the interest of changing external 
demands or internal desires [174], [175].
5.5.12 Payments & Billing
5.5.12.1 Amazon Flexible Payments Service
As described earlier, one of the time and hassle saving features among AWS is that 
developers and other customers who in turn provide cloud-based services to end-users 
can easily handle accounting, billing, and payment operations, for which Amazon 
Flexible Payments Service (Amazon FPS) has been designed. For end-users who are 
also Amazon customers, the intermediary service provider makes use of the existing 
infrastructure of Amazon’s internet retail business for billing, while the end-user makes 
payments using his or her pre-existing Amazon account just as that user would for any 
other direct purchase through Amazon. Not only can developers and similar individuals 
and organisations bill and receive payments for cloud computing services provided, but
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they can also do the same for any goods and services not provided through the cloud, as 
well as such activities as soliciting charitable contributions, setting up and implementing 
recurring payment schedules, and paying other non-Amazon connected vendors [176], 
[177].
The flexibility of structuring in terms of payment instructions, whether standard and 
recurring or on an ad hoc basis, including the ability of both senders and recipients of 
payments to set conditions and constraints provides time and cost saving benefits to 
both providers and consumers of goods and services alike. For example, a per-week 
payment limit can be placed on an account by either party, such that the designated 
recipient alone could withdraw funds and only up to the specified limit. The APIs that 
Amazon makes available are simple to integrate, lightweight and organised as packages, 
which Amazon labels Quick Starts; working in tandem with Amazon’s SDKs and 
sample code to create enhanced documentation and ultimately enhanced convenience in 
making application-based payments [159].
5.5.12.2 Amazon DevPay
Created with developers in mind, the Amazon DevPay service enables mid-users (i.e., 
developers) to provide cloud- based applications for other end-users by subscription or 
on-demand without the developer having to create and manage its own billing and 
account management systems. Automatic customer sign-up and service metering is 
accompanied by having Amazon handle the billing and collections according to mid­
user determined specifications. The fee and payment structure may involve anything 
from up-front to recurring to usage-based and is made available by Amazon through a 
simple Web interfacing, providing an advantage to the end-user as well. Both the end- 
user and the developer profit from the reliability and reputation of trust in Amazon 
Payments and the infrastructure behind it; moreover, if the end-user has an existing 
Amazon account, the payment process for them is all the more streamlined [178], [179].
5.5.13 Storage
5.5.13.1 Amazon Simple Storage Service
The goal behind the Amazon S3 is to provide developers with storage connected to and 
accessible from anywhere on the Web, and to be capable of not only storing but also
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retrieving and manipulating data not matter how large the quantities, and of course to 
accomplish this virtually instantly at any time. Amazon S3 carries with it all the features 
of total scalability, along with the reliability, security, speed and, low cost efficiency 
because it uses the same infrastructure as developed for the Amazon world-wide retail 
network [159]. One of the earliest cloud-based services available, as noted in [166], 
Amazon S3 is configured around an architecture defined by buckets, which compare 
with directories that can hold one or multiple objects. The objects are in reality up to 
5GB of content storage. While both buckets and objects may be freely created by the 
user, nesting is not permitted, keeping the hierarchy as simple as possible Moreover, 
although object cannot be updated in situ, they can be freely be moved, renamed, 
undone, and redone through copying. Through all this replication keeps all objects 
readily available and accessible.
Not only does Amazon S3 handle any type of data imaginable, but it provides security 
through all phases of infrastructure creation, maintenance, and back-up, the security 
needs of which the organisation would otherwise have to deal with. While relieving the 
user of these concerns, Amazon S3 insures ready access from anywhere on the Web to 
the data on the part of any application or individual, to whom the organisation grants 
authorisation. The quantity of data stored, the length of time stored, the bandwidth 
available for data transfer and publishing all come without limits in as much as Amazon 
S3 stores data reliably in a distributed fashion across any or all Amazon centres by 
means of a storage API, designed to work in the simplest for rapid access on a massive 
scale with complete user control [154].
5.5.13.2 Amazon Elastic Block Store
The potentially large volumes of storage needed in connection Amazon EC2 are 
provided through the company’s Amazon EBS, the storage of which is off-instance, 
continuing to exist as long as the instance does. The storage volume can be attached to 
anything running on Amazon EC2, as a device within that instance, making Amazon 
EBS very efficient for applications necessitating file systems, databases, or block level 
storage in the raw [180].
Within a given availability zone, volume data in Amazon EBS gets replicated through 
numerous servers rendering it both reliable and readily accessible. Volume durability is
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set based on the volume at, as well as the percentage change in data volume since, the 
last snapshot. The Amazon EBS can claim a ten-fold advantage over commodity hard 
disk in terms of annual failure rate (AFR), at one tenth to one half a per cent, as 
compared to four per cent for the hard disk, given less than 20 GB of modified data 
since previous snapshot [181].
5.5.13.3 AWS Import/Export
The function of the Import/Export component of AWS is to make use of portable 
storage devises to transport significant quantities of data into and out from its services; 
this it does by direct transfer to and from the devices through the high-speed internal 
network of Amazon itself, avoiding the need to migrate by means of the Internet, 
achieving saving in terms of both time and costs. In the US Standard, US West 
(Oregon), US West (Northern California), EU (Ireland), and Asia Pacific (Singapore) 
Regions, Import/Export facilitates data transfer in relation to the company’s Amazon S3 
buckets, while in the US East (Virginia), US West (Oregon), and US West (Northern 
California) regions, it functions similarly for the company’s EBS snapshots [182].
5.5.14 Workforce
5.5.14.1 Amazon Mechanical Turk
The concept behind Amazon Mechanical Turk (AMT) is to create a marketplace that 
connects businesses and organisations with a workforce of actual people who are 
available to perform tasks for which human intelligence is needed over computing. By 
leveraging this service, a developer or other business client can integrate human 
services, such as identifying elements in videos or photographs or selecting from several 
photos the optimal one for a given purpose, transcribing spoken or sung texts or 
identifying the speaker or performer in audio recordings, eliminating duplications of 
data, or conducting research into details within the data. Having the AMT eliminates the 
obstacles of time and expense inherent in utilising a large workforce on a temporary 
basis [183]. A Human Intelligence Task (HIT) is the designation in this service for what 
the business or organisation needs to have done, and the APIs of the AMT service 
provides the access thousands of workers worldwide, who are known in the AMT terms 
of service as Providers and who in turn provide a high calibre of work, on demand at a
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low cost. The companies and developers can then, integrate the results into their 
business systems, processes, products, and services. In order to insure competence, 
Requesters (AMT terms of service) have the ability to set and verify the qualifications 
of Providers, by testing, and accept or reject the sample work of a given provider. The 
workers, for their part, can browse through requests left on open APIs or the AMT 
requestor site, complete the tasks, and receive payments from the requester through 
Amazon, much as occurs within other parts of AWS. As fees are set by the requester, 
Amazon collects a fee amounting to ten per cent of the payment for completed work 
[184].
5.6 Chapter Summary
Cloud computing is a disruptive innovation. Like the Internet business boom of the 
1990s, there is currently a boom in terms of companies of all sizes getting into cloud 
vendor services. Of particular interest are the business models by which the major 
established firms in the field are seeking to expand into the cloud. Having introduced 
cloud computing in the previous chapter (Chapter 4), in this chapter we looked at 
specific cloud services available in the market today. There are already literally dozens 
of provider of cloud services from among which a company or organisation may 
choose. We selected four major cloud players and reviewed the services offered by 
them; IBM, Microsoft, Google and Amazon were reviewed in Sections 5.1, 5.2, 5.3, and 
5.4, respectively. Subsequently, in Section 5.5, we discussed the specific cloud services 
offered by Amazon in some detail. Amazon cloud services were selected because 
Amazon is currently among the top cloud services vendor who has made in good detail 
the services related information available on its website in the public domain. The 
explanation provided for Amazon cloud services in this Chapter will also be useful in 
the later chapters where we model and analyse Amazon cloud services.
Section 5.5 was divided into two parts. The first part, comprising Sections 5.5.1 to 5.5.5, 
discussed Amazon cloud services’ characteristics that make it among the top cloud 
computing vendors. This part focussed on features or characteristics of AWS that 
distinguish Amazon as a cloud services vendor or providers from others in the field. 
Principle characteristics, discussed in the first part, that AWS can offer were categorised 
into Flexibility, Cost Effectiveness, Scalability and Elasticity, Security, and Experience.
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Within the discussion of Security, the text analyses four components, namely 
certifications and accreditations, physical security, secure services, and data privacy.
The specific sets of cloud computing services offered by Amazon, featuring the branch 
of its business known as AWS, as on May 2012, were reviewed in the second part of 
Section 5.5, comprising Sections 5.5.6 to 5.5.14. The second part provided a detailed, 
one-by-one survey of Amazon’s different Cloud service offerings. These included: 
Amazon EC2, Amazon EMR, Amazon CloudFront, Amazon SimpleDB (SDB), 
Amazon RDS, Amazon CloudFormation, Amazon SQS, Amazon CloudWatch, Amazon 
Route 53, Amazon VPC, Amazon Direct Connect, Amazon ELB, Amazon FPS, 
Amazon DevPay, Amazon S3, Amazon EBS, Amazon Import/Export, and AMT. These 
service offering were grouped according to general types of services they fit into. 
Amazon EC2 and Amazon EMR are classified as basic computing services while 
CloudFront, which may not be as directly approached by some users, was labelled under 
the heading of content delivery. In relation to Amazon SimpleDB and Amazon RDS 
offerings, the discussion centred on the simplicity of the ways in which these databases 
are organised. Beyond databases, more general storage is handled by Amazon S3, and 
Amazon EBS.
There are various components of the described AWS function to keep other services 
flowing smoothly, both within the Amazon platform and outside on the Web. Among 
these ‘behind-the-scenes services, Amazon SQS, discussed under the subheading of 
messaging, keeps messages organised and moving appropriately between distributed 
parts of the system, while Route 53, described under the networking subheading, 
translates human readable names, such as URL website addresses, into machine 
readable form, normally numerical strings. Other such services include Amazon ELB, 
CloudFront (as mentioned above), Import/Export, and CloudFormation. Others, such as 
CloudWatch which provided numerical and similar types of cloud application 
monitoring, are engaged by the user as essential, yet indirect aids to the user primary 
efforts in business or otherwise.
Many of AWS’s services are either based upon or directly utilise infrastructure and 
service originally developed for the Web-based business for which Amazon is world 
famous. For instance, Amazon FPS, as well as DevPay, capitalise on the infrastructure 
created for Amazon.com as the billing and payments arm of its global, Internet based
171
retail sales empire. AWS even extends Amazon’s model of linking buyers with sellers 
as part of its on-line retail business by creating AMT to connect cloud computing users 
with actual people who can provide computer-related service not easily down by 
machine.
A number of points were repeatedly reinforced throughout the material provided in this 
chapter, in particular, in Section 5.5, where we discussed Amazon cloud services. First, 
the financial incentives for organisations to use cloud services include avoiding the 
necessity and expense of having to obtain hardware and software, to plan out systems, 
and to install infrastructure, along with all the similar start-up costs of new operations. 
Beyond these expenses in getting started establishing or upgrading one’s own traditional 
data centre based system, AWS is presented as an alternative which eliminates or 
greatly reduces the costs in involved with administering and maintaining one’s own 
system and the costs of having underutilised capacity in reserve for atypically large 
demand, in addition to eliminating the opportunity cost of not being able to move 
rapidly and flexibly to stay abreast of changing market conditions and opportunities. 
Moreover, the pay-per-use model which covers all of AWS is stressed throughout the 
discussion, together with numerous of the individual AWS support services which do 
not incur additional charges beyond resource usage, as defined by computing power, 
storage, or querying. Second, the flexibility that AWS offers customers, as the result of 
instantaneous scalability both up and down on-demand, is described and highlighted in 
every subsection of the discussion. This feature is tied into the aforementioned 
adaptability advantages conferred upon users. Third, most of the discussions of 
individual AWS offerings at least mention, and often highlight the simplicity of their 
architecture and design. This simplicity is asserted in order to make the case for the ease 
of their operation by users on one hand, and their integration with different AWS 
components, as well as Amazon external computing resources on the other. Fourth, all 
of AWS’s offerings are efficient, reliable, and secure because they have the reputation 
and established track record of the Amazon.com, the parent company, standing behind 
them.
We are now ready to propose and describe, in the next chapter, a disaster management 
system which exploits the benefits offered by cloud computing. The material presented 
in this chapter will also be useful in Chapter 7 where we model Amazon market sectors, 
applications, and workload.
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Chapter 6: An Intelligent Cloud Based Disaster 
Management System
“Ensuring the success of mass evacuations— The conferees direct the Department of Transportation 
(DOT), in cooperation with the Department of Homeland Security (DHS), to assess mass evacuation 
plansfor the country's most-high-threat, high-density areas and identify andprioritise deficiencies on those 
routes that could impede evacuations... ”
Departments o f  Transportation & Housing & Urban Development and Related 
Agencies Appropriations Act, 2010 Conference Report (111-366) to Accompany HR 
3288 & Public Law 111-117, FY 2010 Consolidated Appropriations Act [1851
The importance and scope of emergency response systems have grown tremendously 
over the past decade in particular after September 11, 2001. Disasters, manmade and 
natural, are a cause of great economic and human losses each year throughout the world. 
The overall cost of the recent Japan earthquake and tsunami disaster alone is estimated 
to have exceeded 300 billion USD. This has driven many new initiatives and programs 
in countries throughout the world, in particular in the US, Europe, Japan and China.
Transportation and ICT technologies play critical roles in responding to emergencies 
and minimising disruptions, human and socioeconomic costs. We have witnessed 
unprecedented advancements in ICT over the last few decades and the role of ICT 
technologies in Intelligent Transportation Systems is to grow tremendously. Vehicular 
Ad hoc Networks (VANETs), sensor networks, social networks, Car-to-Car (C2C) and 
Car-to-Infrastructure (C2I) technologies are enabling transformational capabilities for 
transportation. Our ability to monitor and manage transportation systems in real-time 
and at high granularity has grown tremendously due to sensor and vehicular network 
that generate huge amount of extremely useful data. However, many challenges in 
realising the Intelligent Transport Systems (ITS) potential remain including the 
interworking and integration of multiple systems and data to develop and communicate 
a coherent holistic picture of transportation systems. This is particularly difficult given 
the lack of data and systems interoperability as well as the business models to develop
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such an advanced infrastructure which requires coordination between many 
stakeholders and general public.
Cloud Computing has emerged as a technology, coupled with its innovative business 
models, which has the potential to revolutionise the ICT and ITS landscape. It is already 
making a huge impact in all sectors through its low cost of entry and high portability / 
interoperability. Moreover, the technology allows one to develop reliable, resilient, 
agile, and incrementally deployable and scalable systems with low boot-up and 
migration time, and at low costs, while giving users access to large shared resources on 
demand, unimaginable otherwise.
In this Chapter, we leverage the advancements in the ICT technologies, including ITS, 
VANETs, social networks, mobile and Cloud computing technologies, and propose an 
intelligent system for the management of disasters in urban environments. The 
particular focus of the work presented in this Chapter is on using distributed computing 
and telecommunication technologies to improve people and vehicle evacuation from 
cities in times of disasters. By exploiting state of the art technologies, the system is able 
to gather information from multiple sources and locations, including from the point of 
incident, is able to make effective strategies and decisions, and propagate the 
information to vehicles and other nodes in real-time. The Cloud system architecture is 
described and the traffic models used to provide the transportation intelligence are 
explained. The effectiveness of the proposed intelligent disaster management system is 
demonstrated through modelling the impact of a disaster on a real city transport 
environment. We model two urban scenarios: firstly, disaster management using 
traditional technologies, and secondly, exploiting our computationally intelligent, 
VANETs Cloud based disaster management system. The comparison of the two 
scenarios demonstrates the effectiveness of our system in terms of the number of people 
evacuated from the city, the improved traffic flow and a balanced use of transportation 
resources.
Although the work presented in this Chapter focuses on disaster management, our 
research in this domain is broadly concerned with developing emergency response 
systems for disasters of various scales with a focus on transportation systems which 
exploit ICT developments.
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The contribution of this research includes a novel Cloud-VANET based distributing 
computing system architecture, and its associated models, algorithms, technologies and 
software for the simulation and evaluation of the disaster management system. In this 
context, the specific contribution of this thesis is the development of a novel multi­
disciplinary cloud computing based system, its architecture and system performance 
evaluation. Further work on the development and evaluation is in progress. The system 
is being analysed using additional cities, environments and scenarios. This work is 
continuing to make impact and has resulted into developing international collaborations, 
one invited (refereed) conference paper [2] and another (refereed) book chapter [3].
This Chapter is organised as follows. Section 6.1 introduces Intelligent Transportation 
Systems and Vehicular Ad hoc Networks (VANETS). Section 6.2 establishes 
motivation for research in emergency response systems through a substantive literature 
review structured into three areas. A historical perspective on emergency response and 
evacuation initiatives in the US is provided in Section 6.2.1. Policy, Advisory and 
Survey based approaches to emergency management systems are reviewed in Section
6.2.2, while research focussed on specific technologies is surveyed in Section 6.2.3. Our 
intelligent disaster management system, its architecture and intelligence layer are 
described in Section 6.3. This section also describes the city and its transportation 
network. Section 6.4 presents the analysis of the disaster management system. Finally, 
the chapter is summarised in Section 6.4.4.
6.1 Intelligent Transportation Systems
The inherent human desire for change, progress, mobility, entertainment, safety and 
security are leading the way to the development of intelligent transportation systems 
(ITS). Vehicular ad hoc networks (VANET) are the most prominent enabling 
technology for ITS. VANETs are formed on the fly by vehicles equipped with wireless 
communication capability. The participant nodes in VANET interact and cooperate with 
each other by direct communication with the nodes within range, by hoping messages 
through vehicles and road side masts. Traditionally, information about traffic on a road 
is only available through inductive loops, cameras, roadside sensors and surveys. 
VANETs provide new venues for collecting real-time information from onboard sensors 
on vehicles and for quick dissemination of information. The information collected
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through individual nodes participating in VANETs can be integrated together to form a 
real time picture of the road situation. Many new applications have been enabled 
through VANETs, though safety and transportation efficiency applications are the most 
important driver for VANETs. The various ITS stakeholders such as governments, 
telecommunication companies and car manufacturers are working together to make 
VANETs based ITS a reality. Hundreds of projects are underway in the US, Europe, 
Japan, China, Singapore and other countries in the world helping with research, 
innovation, testing and standardisation activities [186], [187].
6.2 Emergency Response Systems - Literature Review
The importance of emergency and disaster response systems can be evidenced by huge 
literature that is available in this area. To motivate, we give in Section 6.2.1, a historical 
perspective on emergency response and evacuation in the US. A lot of the literature 
found on the web comprises advisory and policy documents developed by various 
government authorities through surveys, consultations, experiences and other means of 
research. These are discussed in Section 6.2.2. The other literature on emergency 
response systems is based on technology-led problem-specific proposals: such proposals 
are focussed on the use of technologies such as vehicular networks for specific 
problems. These works look at smaller, a narrowly focussed, problems in isolation with 
the whole system perspective. These are discussed in Section 6.2.3.
6.2.1 Historical Perspective on Emergency Response Initiatives
In the US, the work on emergency response systems has been underway under different 
initiatives including the Traffic Incident Management (TIM) program. An ‘incident’ 
was defined in 2000 as “any non-recurring event that causes a reduction of roadway 
capacity or an abnormal increase in demand” [188]. However, major events such as 
September 11 in 2001 and hurricanes Katrina and Rita in 2005 have broadened the 
scope of TIM to the broader theme of national preparedness. In 2003, the U.S. 
Department of Homeland Security (DHS) was given responsibility to develop and 
administer the National Incident Management System (NIMS), a framework for 
incident planning and response, at all levels, regardless of cause, size, or complexity. In 
2004, the US Federal Highway Administration (FHWA), National Highway Traffic
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Safety Administration (NHTSA) and Federal Transit Administration (FTA) collectively 
launched the Emergency Transportation Operations (ETO) program to improve 
transportation safety and effectiveness of incident management and evacuation through 
provisions of tools, information and dynamic partnership across various departments 
and communities [189], The ETO functions encompassed six areas including evacuation 
management and operations, enhanced information sharing, and public access to 
emergency services.
Evacuation operations happen on a daily basis and may involve a single building, a 
neighbourhood or an entire city. In the US alone, each year, over 400 tropical storms, 
hurricanes, tornadoes, and highway hazardous material incidents require evacuation of 
1,000 or more people every 2 to 3 weeks. Evacuation management to date remains very 
high on governments’ agenda as natural and manmade disasters continued to hit the 
world. The US Congress requested last year the department of transportation (DOT), in 
cooperation with the DHS to assess mass evacuation plans for the country [185].
6.2.2 Policy, Advisory and Survey based Approaches
The Government of Davidson County have conducted a survey to find out the response 
level of the people in order to support the government and the decision makers in their 
obligation on the systematic provision of integrated emergency response system. The 
results from the survey were presented in [190]. The County has been conducting these 
surveys for several years and this has enabled the survey to become more reliable and 
sophisticated over the years. The survey aimed to develop an understanding of Public 
opinion in seven major areas: these are Emergency Situations, Evacuations, Personal 
Preparedness, Employment, Schools, Knowledge of Government Actions and 
Demographic information. The findings of the survey were summarised along with 
visualisations of the data for each of the seven major areas. The majority (99%) of the 
county citizens stated that they have experienced emergency situations previously they 
were aware of the associated inconveniences and challenges; and these results were 
visualised for the type of emergency situations (including tornado, earthquake, vehicle 
crashes, war, bomb threats, robberies), the citizens’ responses and involvement in the 
emergency situation, the period in which they experienced the emergency situation and 
the age distributions of those responding to the survey. However, despite the prior
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experiences of emergency situations by 99% of the citizens, they were not very well- 
prepared to respond to an emergency situation.
The role of transit in emergency evacuation was studied and reported in [191]. The 
study, which was conducted by committee established by the Transportation Research 
Board (TRB), evaluated the role and capacity of transit systems to accommodate the 
evacuation of people (egress and/or ingress) in emergency situations with a focus on 
transit systems serving the 38 largest urbanized areas in the US. An extensive review of 
the relevant literature was carried out. Furthermore, to add to the committee’s plan 
assessment and present recommendations, five case studies were conducted, and the 
case study sites were selected based on a number of criteria including areas with 
different types of transit systems, face different types of emergencies, are located in 
different regions of the country, have a high percentage of special-needs population, and 
would experience different jurisdictional issues. Transit can play a critical role in 
emergency evacuation situations particularly for those with special needs and/or lacking 
private means of transport. The factors that are likely to affect the role of transit in an 
emergency evacuation were discussed in detail. These factors included, among others, 
the area characteristics, the nature of emergency, the preparedness and willingness of 
population to accept orders and use transit, availability of resources, the quality, type 
and properties the transit systems being used. The committee concluded that most plans 
for evacuation were inadequate for managing major disasters and the inadequacies were 
reported. A particular concern was the insufficient integration of transit and other modes 
of transportation with emergency evacuation strategies. The critical factors in enhancing 
transit’s role in evacuation situations and the limits of transit systems in these situations 
were given. The recommendations on measure required to increase the capacity and 
resilience of the overall transportation system were provided. The committee also 
presented their recommendations on research support and actions required at the federal, 
state, and local levels.
Buckland and Rahman [192] examined the relationship between community 
preparedness and response to natural disaster and their level and pattern of community 
development. They found supporting evidence that the level and pattern of community 
development affect community capacity to respond to disaster. Communities 
characterised by higher levels of physical, human and social capital were better
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prepared and more effective responders to the flood, however, the decision-making 
processes were complicated for such communities.
Rob Drake, the Mayor of the City of Beaverton, OR, the western neighbour of Portland, 
reports in [193] on his nightmares due to his worries in relation to the preparations for 
any potential disasters hitting his city. The Mayor discusses local threats, the hierarchy 
of emergency preparation, individual and organisational and local government 
cooperation, and technology cooperation. He emphasises the importance of, and the 
leadership role that the federal government should take in exploiting interoperable 
communications technologies in preparing for and responding to disasters. He further 
notes the critical requirements for development and testing of emergency response 
systems and the need for teamwork and discipline. He wisely notes:
S  “The only time to successfully build the cooperation that a crisis will demand of 
us is before it occurs”.
6.2.3 Proposals Focussed on Specific Technologies
Buchenscheit et al [194] propose an emergency vehicles warning system that exploits 
vehicular network technologies. The approaching emergency vehicles could transmit 
radio signals and detailed route maps to the vehicles and signals in their path in order 
for those vehicles and infrastructure to take appropriate and timely action. A system 
prototype has been built and tested in traffic environment comprising emergency 
vehicles and traffic signals. An approach to disseminate spatio-temporal traffic 
information in order to reduce chaos in evacuation scenarios using VANETs is 
presented in [195]. Precisely, their approach provides emergency vehicle path clearing 
and real-time resource availability to minimise chaos on evacuation and emergency 
vehicle routes without fully relying on any message relaying infrastructure. This work is 
further extended by the authors in [196] by exploiting Wireless Fidelity (WiFi) and 
Worldwide Interoperability for Microwave Access (WiMAX) to provide high end to 
end network connectivity and minimise network contention and interference. The 
proposed scheme is evaluated using simulations. Park et al [197] address the non-trivial 
problem of reliable transmission of multimedia data in VANETs for safe navigation 
support applications. Their approach is based on network coding and is evaluated using 
simulations.
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Pazzi et al [198] take a distributed systems approach towards emergency preparedness 
and response systems and discuss the importance of service discovery protocols in these 
scenarios. In particular, they discuss the discovery of safety and convenience services, 
and service discovery architectures for VANETs including directory based, directory 
less and hybrid architectures. Serhani et al [199] propose a service discovery and 
reservation technique for mobile ad hoc networks (MANET) tailored to support disaster 
recovery and military operations environments. Their technique locates the resources 
taking service levels and requirements into account. They build a purpose built 
simulator to evaluate their technique and report its usefulness in locating and reserving 
services in varying network density, rate of requests and other operational conditions.
6.3 The Intelligent Disaster Management System
6.3.1 System Architecture
Figure 6.1 depicts the system architecture of the Cloud-enabled vehicular emergency 
response system. The system consists of three main layers. The Cloud infrastructure 
layer provides the base platform and environment for the intelligent emergency 
response system. The Intelligence Layer provides the necessary computational models 
and algorithm in order to devise optimum emergency response strategies by the 
processing of the data available through various sources. The System Interface acquires 
data from various gateways including the Internet, transport infrastructure such as 
roadside masts, mobile smart phones, social networks etc. As depicted in Figure 6.1, 
vehicles interact with the gateways through C2C or C2I communications. For example, 
vehicles may communicate directly with a gateway through Internet if the Internet 
access is available. A vehicle may communicate with other vehicles, road masts, or 
other transport infrastructure through point-to-point, broadcast or multi-hop 
communications.
The emergency response system provides multiple portals or interfaces for users to 
communicate with the system. The Public Interface allows any individual to interact 
with the system. The purpose is to interact with the system on one-to-one or 
group/organisation basis with the system, either to request or provide some information. 
Of course, an authentication, authorisation and accounting system is expected to be in 
place to allow and control various activities and functions. The Transport Authorities
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Interface provides is a high-privilege interface for the transport authorities to affectively 
manipulate the system for day to day operational management. The Administrators’ 
Interface provides the highest privilege among the system users and is designed for 
policy makers and strategists to enable highest level system configuration.
VANTs (C2C, C2I, C2X)
Smartphone, Social networks
Public Interface
Administrators Interface
Transport Authority Interface
IP Transport Infrastructure 
& Other Gateways
Cloud Infrastructure as a Service
Intelligence Layer
Modelling, Analysis, & Optimisation
Data Collection
System  Interface
Information & data Dispatches
Figure 6.1: E m ergency R esponse System  - A rchitecture.
The motivation and background for a Cloud based distributed control system can be 
found in our earlier work, for example in [200], where we present an architecture for 
distributed virtualisation using the Xen hypervisor; it allows control and management of 
a distributed system by posting high-level queries on the system and their validation 
through real-time monitoring and control o f  the system. Monitoring relates to the 
acquisition o f  data and control relates to despatch o f  commands and decisions. Also see 
[201], where a Pervasive Cloud is proposed using the WiMAX broadband technology 
for railway infrastructure.
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6.3.2 The Ramadi City and its Transportation Network
The Ramadi city (Al Ramadi) is the capital of Al Anbar Govemorate and is situated at 
the intersection of the Euphrates River and Al Warrar Channel- The Habbaniya Lake is 
located a short distance to the south of the City of Al Ramadi. The present population of 
the city is estimated to be approximately 230,500, although the field survey results of a 
study in 2009 showed that Al Ramadi population is approximately 355,909.
The General Directorate of Physical Planning of the Ministry of Municipalities and 
Public Works (MMPW) is preparing for the Development Strategy of Al Ramadi, and it 
is in line with the development policies of MMPW for other Iraqi cities. The 
Association of the Canada-based Hydrosuit Center for Engineering Planning (HCEP) 
and the Iraq-based Engineering Consultancy Bureau of Al Mustansiriya University has 
been commissioned by MMPW to carry out the tasks of this assignment and they have 
produced a second stage report [202] in November 2009 for the development of the 
Ramadi city. Iraq is now open to new developments and it is a great opportunity to 
develop intelligent transportation systems for Ramadi and other Iraqi cities.
Figure 6.2 shows the transportation network map of the Ramadi city, the network 
consists of zones, nodes, and links. The city is divided into 5 traffic zones; Zone 1 and 
Zone 5 are in the west side of Al-Warrar River which divides the city into two parts. 
Zone 1 represents the location of a huge glass factory; Zone 5 represents the west part of 
the city. The east part of the city contains Zones 2, 3, and 4. Zone 2 represents the old 
city centre which attracts high number of trips in the morning peak hour.
Note also in Figure 6.2 the two evacuation areas, Evacuation Area 1 and Evacuation 
Area 2. Their purpose is to provide an appropriate and safe location for the population 
in case a major disaster strikes the city and people need to be moved out of the city. The 
two evacuation zones are chosen in the north of the city, because there is an 
international roadway that joins the Iraqi borders with Syria and Jordan in the west with 
the capital Baghdad, and the evacuation zones are just a few minutes away from that 
road. In the south of the city there is the desert only and the connections of roadways in 
this area are very poor. If there is a need to give medical supplies or transport to injured 
and affected population, it will be best provided through the international roadway. The 
area in the east side of the city is mostly is for agriculture land use and is a private
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property. The west street leads to a nearby city about 30km away, this city has a good 
hospital but it can be best reached through the northern international roadway. We will 
discuss the city network and evacuation plan further in Section 6.4.
6.3.3 The Intelligence Layer
We have described the architecture of our proposed emergency response system in 
Section 6.3.1. Here we give details of the Intelligence Layer (see Figure 6.1). As 
mentioned in Section 6.3.1, our emergency response system has a System Interface that 
communicates with various user interfaces and communication gateways. This interface 
is used to gather and propagate data, information and decisions in order to carry out day 
to day transport management operations, policy implementations, and emergency 
response operations. The Intelligence layer consists of various mathematical models, 
algorithms and simulations, both stochastic and deterministic. These models accept 
transport related data received from various sensors such as inductive loops, intra- 
vehicular sensor networks, VANETs and C2I communications, and user interfaces. The 
data received from various sources goes through an internal validation layer before it is 
accepted by the modelling and analysis layer. The modelling or simulation algorithm is 
used for a particular activity based on the nature of the activity. In some cases, it is 
necessary and/or affordable to employ microscopic traffic models, for example in 
developing transport policies and procedures; this is due to the demands on higher 
accuracy and greater flexibility on the available time for decision, optimisation and 
analysis. In other cases, microscopic simulations may not be necessary, or may not be 
possible, due to the real-time nature of operations such as day to day transport 
management operations
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Figure 6.2: T ransportation  netw ork o f  the Ram adi city.
Emergency response systems are an extreme example because, firstly, the availability o f  
real-time data may be greatly limited due to the unavailability o f  many communication 
sources due to a disaster (e.g. broken communication links), and secondly, the time 
period in which the system has to act would be short. In such cases, macroscopic 
models which require relatively small computational time and resources may be the 
only option. Which models to invoke in a particular situation is an area o f  our on-going 
investigation and we will continue to improve on our automatic model selection 
algorithm. We will also be looking at ways o f  enhancing our distributed algorithms so 
we could invoke the most precise models for real-time critical situation such as great 
disasters. It is important to note here that we envisage a Cloud infrastructure which is 
virtualised and flexible to exist, or moved, outside the area affected by the disaster. This 
is possible considering the capability o f  Cloud technology. We focus on the topic o f  this 
Chapter, i.e. emergency disaster management, and as an example present here some 
details o f  a macroscopic model that is used for emergency situations where time to act is 
short and real time information is limited due to possibly broken communication links. 
For our work on other types o f  modelling, in general, see [186] for vehicular grid 
networks, [203], [87] and [204] for Markov modelling o f  large systems, and [205] for 
3D virtual reality microscopic simulator. We consider the Lighthill-Whitham-Richards 
(LWR) model [206], [207], a macroscopic model, to represent the traffic in the city. The 
LWR model can be used to analyse the behaviour o f  traffic in road sections, and 
describe the dynamic traffic characteristics such as speed (u), density (p), and flow (q). 
The model is derived from the conservation law (first order hyperbolic scalar partial 
differential equation) by using the following equation:
where p is the traffic density in vehicle/km, and u is the traffic velocity according to 
distance x and time t. By using Greenshield traffic model, the relation between p and u 
could be as follows:
U  (p) — U m a x  X f 1 *— ~  J,
'  Pmax'
where u_max is the maximum speed, and p max is the maximum density. The 
fundamental relationship between flow, density, and speed is given by:
q =  p X u.
In this Chapter, we will use flow and volume interchangeably. Basically, the LWR 
model and the equations given above are able to model and predict the road traffic; the 
Origin-Destination (O-D) matrix (see next section) provides realistic data to start an 
LWR-based simulation which in turn stepwise provides traffic for the next time step. 
Traffic conditions from each discrete time step are fed into the next time step to predict 
the future evolution of the traffic under certain constraints (see Section 6A.2.2 for 
various constraints). Having given here the mathematical description of the macroscopic 
model that we employ, in the next section, we will describe our approach for city 
evacuation in a disaster emergency situation.
6.4 System Evaluation
The transportation network of the Ramadi city consisting of zones, nodes, and links has 
been depicted earlier in Figure 6.2. We now make use of our earlier discussions in 
Section 6.3 and describe the disaster scenario in Section 6.4.1. Subsequently, in Section
6.4.2, we present analysis of the system and establish its usefulness as a disaster 
response system.
6.4.1 The Disaster Scenario
Consider Figure 6.2 which divides the Ramadi city into 5 zones. In Table 6-1, we 
quantify transportation trends of the city in terms of an Origin-Destination (O-D) matrix
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between the five city zones. The numbers of trips in the O-D matrix shown are in the 
mid-week period with natural conditions. These trips are calculated using the Fratar 
model. Note that the highest rate of trips is toward destination Zone 2 in the city centre.
Table 6-1: An O-D Matrix of the Transportation Network In Ramadi City
zone 1 zone 2 zone 3 zone 4 zone 5
zone 1 0 0 0 0 0
zone 2 82 0 172 935 228
zone 3 172 2757 0 1171 108
zone 4 343 10026 381 0 248
zone 5 272 4835 358 1699 0
In Zone 1 lies a glass factory and beside it is Al-Warrar dam; both of these pose major 
risks to the city. We consider in this Chapter the risks related to the glass factory and 
Al-Warrar dam as a case study in order to describe and evaluate our emergency 
response system. The related potential risks for disaster events in Zone 1 are outlined 
below:
Z Fire hazards at the main factory
S  Technology failure due to shutdown of power plants that feed the city 
Z Explosion of hazardous materials in the glass factory 
S  Terrorist attack in the area of the factory 
S  The collapse of Al-Warrar dam adjacent to the factory
The above listed disaster events except the last one may last several hours before it will 
be controlled; for transportation planning purposes, special care is required to handle the 
emergency situation and saving peoples’ lives.
We now focus on a disaster event which could happen in the glass factory. This event 
could be any one of the potential risks listed earlier in this section, e.g. fire or explosion 
of hazardous materials in the glass factory. The details of the event are as follows.
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6.4.1.1 Timing of the Disaster Event
The traffic conditions in a city typically vary during the course of the week. We 
consider that the event happens during the mid-week period, say on Tuesday. Our 
methodology is independent of a particular day/time, although the traffic situation 
would vary depending on the day and time of the disaster event. Usually the most 
critical condition in the traffic network is in the morning peak (herein between 7:30 am 
to 8:30 am) and evening peak hour (2:00 pm to 3:00 pm). These peaks are for official 
commuters but the commercial activity in the city centre usually begins after 9:00 am, at 
this time the peak hour are somehow relieved. We consider that the incident happens at 
9:30 am. The event causes the network to be closed in the Zone 1 and some nearby road 
links. An emergency response system is required, at this stage, to coordinate the city 
transport, communicate with the city population, and lead people out of the city to a safe 
location. In this case of the Ramadi city, people will be moved to the two evacuation 
areas (see Figure 6.2; we have already discussed the justification of the two evacuation 
areas in Section 6.3.2). The emergency response systems are discussed and evaluated 
next.
6.4.2 Results and Discussion
We consider and compare two scenarios for emergency response system. Firstly, the 
traditional emergency response system where people will gain awareness of the disaster 
situation and response procedure through media such radio, television, telephones 
(given that such means are still accessible), and through their physical environment (e.g. 
interacting with the people who are in the nearby area). Secondly, our VANET and 
Cloud-based intelligent emergency response system, which automatically collects data; 
intelligently processes the data; and, devises and propagates effective strategies and 
decisions based on the real-time situation, in line with appropriate policies and 
procedures already in place in the system. We evaluate the two systems and compare 
their performance.
6.4.2.1 A Traditional Disaster Response Scenario
A disaster usually causes most people who are in its vicinity to move away from the 
disaster location. The panic sets off and people start pushing each other without any
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effective coordination. The situation with vehicles becomes no different, as in the 
absence of any effective coordination, the roadway sections around a disaster area are 
blocked, and the incident will spill over like a shockwave over the entire network 
system. Such a reaction for the Ramadi city caused by a major disaster in the glass 
factory is depicted in Figure 6.3. Note in the figure that the roads, near the factory, that 
connect Zone 1 with Zones 3 and 5, and with Evacuation Area 1, all are blocked 
(depicted by the roads coloured in black). Also note that the roads connecting Zones 2, 
3 and 4 with each other, all have very low volume below 500 vehicles per hour 
(depicted by the roads coloured in red). We further note a couple of roads near Zone 2, 
nearer the outer boundaries of the city, with volumes between 500 and 1000 vehicles 
per hour (represented by roads coloured in blue). Furthermore, we note that the road 
which are located at the outer boundaries of the Ramadi city are coloured in brown and 
green, depicting higher volumes, between 1000 and 1500 (brown), and greater than 
1500 vehicles per hour (green), respectively.
The Vehicle volumes that we have computed using our models amounts to 660 vehicles 
per hour (400 vehicles in the first 30 minutes) after the glass factory incident for 
Evacuation Area 1, and 2200 vehicle per hour (1000 vehicle in the first 30 minutes) for 
Evacuation Area 2. Clearly, there are many more vehicles (almost 4 times) reaching 
Evacuation Area 2 compared to Evacuation Area 1.
The traffic situation painted in the city network of Figure 6.2 and described in the 
paragraph above is calculated using the macroscopic model described in Section 6.3.3; 
it represents a snapshot taken at 10am, i.e. half an hour after the disaster incident has 
taken place. The 30 minutes period after the incident gives some opportunity to people 
to start heading towards, and reaching, safe places (such as evacuation areas) outside the 
boundaries of the city. This period also gives time for transmission of the information so 
most of the road users know what is happening and where they should be heading.
A final note on the evacuation process: the public transportation vehicles in Ramadi city 
consists of buses only. The public transportation vehicles will be involved, where 
possible, in the cases of emergencies, although it will need a decision from the City 
Council authorities. There is however a plan in place for emergency events in the 
Ramadi city that 50% of the public vehicles will be involved in transporting people to 
safe areas. Since public transportation vehicles have a high passenger capacity, these
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will be useful in the evacuation process. Thirty minutes after the event, when all the 
drivers in the event area have received the information about the event by VANET, is an 
appropriate period to make such a decision o f  incorporating these public vehicles in the 
evacuation process.
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Figure 6.3: transportation  netw ork o f  the Ram adi city w ith traditional disaster response system .
6.4.2.2 Intelligent VANET Cloud Emergency Response System
We now evaluate our proposed VANETs and Cloud based disaster response system. All 
the disaster scenario conditions are same as in the previous section including the role o f  
public transportation in the evacuation process. The difference lies in the ability o f  the
system to
1) Acquire real-time data, and establish communication through VANETs, 
smartphones and social networks,
2) Process the data and devise an optimum strategy by data analysis, and
3) Coordinate and control road traffic and other efforts through dissemination of 
information and management o f  the available transport infrastructure (e.g. 
controlling traffic signals if possible, sending a route map to the traffic 
navigators and other Global Positioning System (GPS) enabled devices etc).
These three steps are iterative and can provide a periodic update to take any real-time 
changes into account. For instance, the macroscopic modelling in the Intelligence Layer 
could be used to periodically compute an O-D matrix depending on the type o f  disaster
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and real-time traffic conditions. The O-D matrix then can form the basis of information 
that is propagated to the transport infrastructure and authorities, individuals and groups. 
Furthermore, in order to achieve a certain desired traffic control program, certain 
boundary conditions will be enforced on the city through traffic management systems 
and authorities, such as
1) There will be no entry in the city,
2) No entry in the area of event,
3) Many routes will be changed into one way flow outside the event area etc.
The road traffic network situation after the disaster hits the Ramadi city is depicted in 
Figure 6.4, this time though we have exploited our proposed disaster management 
system to curtail the disaster impact. As in Figure 6.3, the network represents a snapshot 
taken at 10am, half an hour after the disaster incident has taken place. Take a quick look 
at the two figures, Figure 6.3 and Figure 6.4, and note the differences -  do you see in 
Figure 6.4 less black and red and more roads in green? Note also that the roads leading 
to both evacuation areas are now green representing clear roads and high flow (1500- 
2000 vehicles per hour). Moreover, Note that a greater part of the city centre has roads 
with free flow (i.e. in green colour) except the roads between Zone 1 and Zone 5 which 
are coloured in red, representing low flow at less than 500 vehicles per hour. The road 
next to the glass factory is coloured black and represents a broken link. Also, a few 
roads near Zone 2, nearer the outer boundaries of the city, with low (red), medium 
(blue) and medium high (brown) volumes. The low volume (less than 500), we believe, 
is because of the use of alternative roads available in this case towards Evacuation Area 
1.
Based on the computations and our models, 2660 vehicles per hour (1260 vehicles in 
the first 30 minutes) are being evacuated to Evacuation Area 1, and 2860 vehicle per 
hour (1530 vehicle in the first 30 minutes) are evacuated to Evacuation Area 2. The 
evacuation volume per hour is almost similar for both evacuation areas. This is clearly a 
balanced use of the two evacuation areas, an improvement over the traditional disaster 
management approach reported earlier where the use of Evacuation Area 1 was 
significantly smaller.
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Figure 6.4: T ransportation  netw ork o f  the Ram adi city with our d isaster m anagem ent system .
6.4.3 Dynamic VANET based Traffic Sensing and Control
The previous section presented a static approach to the intelligent VANET Cloud based 
traffic control for evacuation management during major disasters. The approach is static 
because the Cloud based intelligence layer computes the disaster strategy only once and 
propagates the devised control plan to the vehicles so that the vehicles could found their 
routes to the evacuation areas based on their locations. In this section we enhance our 
earlier approach by extending the earlier static methodology to a dynamic one.
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Figure 6.5: The cum ulative num ber o f  vehicles against tim e in the east side o f  the city
The dynamic approach exploits the fact that the road and disaster condition can be 
sensed periodically, in real time, through vehicular networks and other sources, such as
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road traditional sensors (inductive loops, traffic counters etc), cameras, social networks, 
traffic authorities etc ( if  these are still functional after the disaster). We sense the traffic 
condition periodically every 10 minutes, giving sufficient time to sensing the traffic, 
compute a suitable traffic assignment strategy, and propagate the computed strategy 
through vehicular networks, traffic control signals (if  these are functional) and other 
dissemination and control sources. All the other settings, except dynamic sensing and 
control, described in the previous section remain the same. This approach allows any 
transient affects in the city traffic to be taken into account in real-time (every 10 
minutes in this case but the time can be decreased or increased to suit the disaster 
situation) and have a real-time automated control over the evacuation plan. The results 
for the dynamic modelling approach are presented in Figure 6.5, Figure 6.6, and Figure 
6.7.
Figure 6.5 shows the cumulative number o f  vehicles against time on the Al-Am Street 
in the east side o f  the city (See map and streets in Figure 6.4). Figure 6.6 shows the 
cumulative number o f  vehicles against on the Ceramic Street in the west side o f  the city. 
As mentioned earlier the data is collected, the control strategy is computed and 
propagated at 10 minutes intervals (see data points in the two figures).
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Figure 6.6: The cum ulative num ber o f  vehicles against tim e in the w est side o f  the city
Figure 6.7 depicts the time dependent process o f  evacuation o f  the residents o f  the 
Ramadi city. The figure shows that after 30 minutes o f  the incident there are only 12% 
o f  the people have been evacuated. This is mainly due to social habits and 
characteristics o f  the population (an extensive study o f  the demographics, regional, 
topographic, environmental and economical characteristics o f  the Ramadi city, along
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with its infrastructure and major development issues can be found in [202]). About 50% 
of  people that are in the risk area are indoors. The evacuation o f  the people indoors 
mainly begins after 30 minutes from the time o f  the disaster struck the city. This is done 
using the private vehicles as well as the public transport as described in Sections 6.4.2.1 
and 6.4.2.2 .
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Figure 6.7: T he percentage o f people evacuated from the city against tim e
6.4.4 C loud  C o m p u tin g  and  V eh icu la r N etw orks
As a closing note, we would like to reiterate the advantages here o f  using cloud 
computing and vehicular ad hoc networks (VANETs) over the traditional IT and 
networking systems. Cloud computing (see Chapter 4) is based on virtualisation o f  
resources and is characterised by ubiquitous, convenient, on-demand network access to 
shared pool o f  configurable computing resources that can be rapidly provisioned and 
released with minimal management effort or service provider interaction. Moreover, 
cloud computing also provides utility computing based pay as you go models. 
Therefore, it provides the right opportunity and models to develop the ICT 
infrastructure as described in this chapter. Such an infrastructure can be deployed 
dynamically on a per need basis or permanently. In disaster situations, or in other 
situations as needed, the software, the data and the computing (software in execution) 
can be saved (time snapshot) and moved to another (safer) location in short periods of 
time. Usually, companies and government organisations due to disaster recovery 
planning compliance require off-site data protection which means that critical data 
should also be backed up out o f  the main location. Since September 2001, and many 
natural disasters in the recent times, organisations are keeping backups o f  important
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data in a place increasingly farther away to avoid data losses in case a disaster hits a 
large geographical area. One would therefore expect that civil emergency planning 
organisations would also create backups of disaster management data and other related 
algorithms and software in various geographically spread places. Permanent data items 
including software etc would require execution in a safe location in case a disaster hits 
an area and disaster related intelligent decision making is required. However, permanent 
items would already be available in safe locations due to disaster recovery compliance 
and legislations. Therefore, only dynamically created items and some real time data 
requires moving from disaster location to a safe location where the intelligence software 
can be safely executed. This data would be relatively small compared to the case if all 
data required moving (including the permanent one). The data can be moved using any 
of the available networks such as satellite links, cellular networks (e.g. high speed 4G 
broadband links), metropolitan area networking (MAN) technologies such as WiMAX, 
mesh networks possibly composed of WiFi LANs, and/or dedicated network links used 
by the traffic authorities. In the worst case scenario where none of these network links 
are available, vehicular ad hoc networks and/or other ad hoc networks, such as formed 
by the public mobile phones and mobile emergency stations can be used to move the 
computations to a safer location and to propagate back the navigation and evacuation 
information to the public. Such networks, as the name says are “ad hoc” and 
“opportunistic” and can be formed on the fly.
6.5 Chapter Summary
The importance of emergency response systems cannot be overemphasised due to the 
many manmade and natural disasters in the recent years. A greater penetration of ICT in 
ITS will play a critical role in disaster response and transportation management in order 
to minimise loss of human life, economic costs and disruptions. In this Chapter, we 
exploited ITS, C2X, VANETS, mobile and Cloud computing technologies and proposed 
an intelligent disaster management system. The system architecture and components 
were described. The system was evaluated using modelling and simulations and its 
effectiveness was demonstrated in terms of improved disaster evacuation characteristics. 
Furthermore, the relevant technologies were introduced and explained and a fairly 
detailed literature review on emergency response systems was provided. The work 
presented in this chapter has shown that the use of the state of the art ICT technologies
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enables great advantages in disaster situations. Cloud computing can be used to provide 
dynamic decision making in transportation and disaster management situations for 
traffic control and city evacuation purposes, including the possibilities of moving, in 
quasi-real-time, a virtual computing infrastructure and decision software out of a 
disaster zone. Moreover, as explained in Section 6.4.4, ad hoc networks (VANETs 
and/or other ad hoc networks, such as formed by the public mobile phones and mobile 
emergency stations) can be used to move the computations to a safer location and to 
propagate back the navigation and evacuation information to the public. Such networks 
as the name says are “ad hoc” and “opportunistic” and can be formed on the fly.
The contribution of the research presented in this chapter includes a novel Cloud- 
VANET based distributing computing system architecture, and its associated models, 
technologies and software for the simulation and evaluation of the disaster management 
system. In this context, the specific contribution of this thesis is the development of a 
novel multi-disciplinary cloud computing based system, its architecture and system 
performance evaluation. Further work on the development and evaluation is in progress. 
This work is continuing to make impact and has resulted into developing international 
collaborations and publications.
The future work in this domain will focus on further analysis and validation of the 
disaster management system, and on broadening the scope of this work to real-time 
operational and strategic management of transport infrastructure using a range of 
modelling and control methodologies as mentioned in Section 6.3.3.
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Chapter 7: Analysis of Cloud Market Sectors, 
Applications, and Workload
We have introduced cloud computing, its architecture, deployment and service models 
in Chapter 4. In Chapter 5, we reviewed the cloud services offered by four major cloud 
vendors, IBM, Microsoft, Google and Amazon; the specific cloud services offered by 
Amazon were discussed at length. An application of cloud computing in transportation 
and digital economy was developed, discussed and analysed in Chapter 6.
We are now ready, in this chapter, to model and analyse Amazon market sectors, 
applications, and workload. The contribution of this research is in the identification of 
the major applications and market sectors where cloud computing is being adopted as 
well as in understanding cloud computing workloads.
The research presented in this Chapter is specific to Amazon. However, Amazon is 
arguably the top and among the largest cloud computing vendors, and therefore this 
study is also representative of the cloud computing landscape in general.
The motivation for this study is established through a detailed review of the literature 
comprising over 200 papers. The literature review sources included conference papers 
[17], [22], [23], [29], [30], [32], [41], [51], [99], [103], [105], [134], [135], [139], [140], 
[143], [144], [166], [187], [194], [197], [200], [205], [208]-[249], journal papers [9], 
[12], [14], [15], [20], [21], [24], [25], [28], [36], [39], [44], [45], [47], [48], [100], [114], 
[130], [137], [250]-[292], white papers [16], [35], [84], [111], [115], [116], [120]—[124], 
[132], [138], [142], [151]—[153], [156]—[158], [173], [184], [293]-[304], market research 
reports [19], [40], [56], [57], [87], [93], [95]-[97], [119], [125], [126], [128], [131], 
[147], [185], [188], [191], [305]-[327] and books [3], [10], [13], [18], [26], [27], [38], 
[43], [49], [92], [98], [101], [102], [106], [108]-[110], [112], [117], [136], [141], [145], 
[146], [148], [159], [186], [198], [201], [328]-[348]. This extensive literature review has 
helped us to present a comprehensive review (and bibliography) of the cloud computing 
landscape as presented in Chapter 4 and Chapter 5. A great deal of literature in cloud 
computing has focussed on its various facets including architecture, infrastructure,
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deployment and service models, security, management, non-functional requirements 
and essential requirements. However, we have found no effective research on 
characterising and modelling its applications, market sectors and workloads with a focus 
on capacity management. Some cloud vendors do offer capacity management products; 
however, little information on the design aspects of these products is available in the 
public space.
Mostly, it is the information on the functionality of the products that you can find. More 
importantly, no compiled information is available on the applications, market sectors 
and workload of a major cloud computing provider. Such a study and information can 
be of great benefit in studying capacity management, risk management and other 
interesting aspects of this exciting and rapidly evolving field of cloud computing. 
Furthermore, modelling and analysing such aspects of cloud computing providers is 
vital because collapse of a big cloud vendor due to its inability to understand the 
variations in its applications, market sectors and workloads could lead to severe impacts 
not only on the cloud provider and its customers but also on the national and global 
economies.
This Chapter is organised into seven sections as follows. Section 7.1 introduces the 
methodology that has been used in this chapter to model and analyse cloud computing 
applications and market sectors. Section 7.2 presents the analysis of cloud computing 
applications and market sectors.
The cloud computing landscape is analysed based on Amazon Products and Services, 
Amazon IaaS Packages, and Amazon Solutions in Section 7.3, Section 7.4, and Section 
7.5, respectively. Section 7.6 presents the cloud computing workload analysis in terms 
of computations, RAM and secondary storage. Finally Section 7.7 summarises and 
concludes the chapter.
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7.1 Methodology
As mentioned in the previous section that the aim of the research presented in this 
chapter is to model and characterise cloud computing applications, market sectors and 
workload. The research contributes towards the identification of the major applications 
and market sectors where cloud computing is being adopted as well as towards 
understanding cloud computing workloads. Towards this purpose, we focus on Amazon 
as the cloud provider and build a detailed ontology of its cloud computing space using 
over two hundred (203, to be specific) case studies. These case studies relate to the 203 
customer organisations that purchase from Amazon a mix of its various cloud service 
offerings. For the list of organisations, see Table 7-1.
The information provided in this chapter is taken from the Amazon website, as on may 
2012, [349]. It had been a daunting task to collect information on cloud applications, 
market sectors and workload. This is due to the fact that the information presented on 
the Amazon website is textual without clearly quantifying the cloud resources 
purchased. In most cases information about applications was not available and it had to 
be extracted from the text through calculations. In certain cases where sufficient 
information was unavailable, we have tried to contact Amazon and its customer 
organisations. In most cases, however, we did not get a response and therefore we made 
assumptions based on the other information available.
The information that we have collected from Amazon revealed that there are around 500 
applications being used on Amazon cloud by the 203 organisations. These applications 
are listed in Table 7-2. An analysis of these 203 organisations and 500 applications 
revealed that the applications are being used in a total of 14 industry or market sectors. 
These market sectors are listed below:
1. Social
2. Video
3. Data
4. Marketing
5. Analytics
6. Banking & Finance
7. Hosting
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8. Design
9. Mobile
10. Search Engines
11. Learning
12. Games
13. Entertainment
14. Healthcare
Note that this is not a classification of applications, rather of market sectors. An 
application, such as Monte Carlo Simulations may be used by multiple organisations 
and market sectors, such as Analytics as well as Banking and Finance. We have used 
multiple visualisation tools to present information including keywords visualisation tool 
Tagxedo and Wordle [350], [351], and Microsoft Excel. The keyword visualisation 
works by displaying each keyword in sizes proportional to its frequency of occurrence. 
So for example, if a word ‘cloud’ appears most number of times in a list of words; it 
will be displayed in the largest font. This technique can help quickly identify major 
trends in data.
7.2 Applications and Market Sectors
In this section, we analyse cloud computing applications and market sector using 
keyword visualisations. We first carry out a micro-level analysis of all the applications 
to identify the trend. This will be followed by the visualisation of applications on 
market sector level.
Although we have carried out visualisation of all the 14 market sectors, we will only 
present and discuss two largest market sectors, Social Applications and Video in 
Section 7.2.1 and Section 7.2.2, respectively.
Figure 7.1 visualises the keywords contained in the set of cloud computing applications 
that we have compiled using the Amazon case studies. There are a number of keywords 
which are prominent in the figure including Software, Management, Platform, Services, 
Technology, Web and Solutions. But these words are common words used in many 
applications. These perhaps can be ignored. There are other prominent words too in the
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figure such as Social, Video, Mobile and Data. These words represent the real 
applications that we wish to identify in the cloud o f  applications.
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Figure 7.1 K eyw ords in cloud com puting applications
In order to improve our analysis, we modified the application names by removing 
common keywords from many o f  the application names. The common keywords 
included software, platform, and management. The new set o f  application names are 
visualised in Figure 7.2. The figure illustrates that social is the most prominent word o f  
all which means that social is using Amazon cloud services across the different cloud 
market sectors and industries. The second most prominent word in the figure is mobile, 
and it is followed by video, services, marketing, data, etc.
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Figure 7.2: K eyw ords in the m odified set o f  cloud com puting applications
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In order to improve our analysis, we modified the application nam es by removing 
com m on keywords from many o f  the application names. The com m on keywords 
included software, platform, and management. The new set o f  application nam es are 
visualised in Figure 7.2. The figure illustrates that social is the most prom inent word o f  
all which means that social is using A m azon cloud services across the different cloud 
market sectors and industries. The second most prom inent word in the figure is mobile, 
and it is followed by video, services, marketing, data, etc.
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Figure 7.3: K eyw ords in cloud com puting applications (no spaces in application nam es)
In order to further understand the nature o f  cloud com puting applications, we further 
modified the keyw ords in the set o f  cloud com puting applications by rem oving spaces 
between each application name. For example, ‘Mobile Services’ was replaced with 
‘M obileServices’. Figure 7.3 plots this new  set o f  application keywords. The figure 
depicts Flealthcare, Video, M arketing and Social M edia as prom inent applications. 
Social Media although appears the most num ber o f  times in the set o f  applications, its 
size is reduced due to it appearing in multiple keywords including Social Media 
Analytics, Social M edia Netw orking, Social M edia Learning and so on.
7.2.1 The Social Applications Market Sector
We now look at the Social A pplications sector internally without looking at the 
applications in o ther sectors. Figure 7.4 plots the keywords in the application nam es in 
the Social Applications Sector. W e note that cloud com puting services have been 
widely used in (social) networking followed by gaming, analytics, media, and learning,
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respectively. 19 com panies  out o f  203 have used Am azon Cloud Services for social 
application sector. A m ong  those 19 com panies, 9 o f  them have used A C S for social 
networking, 5 o f  them have used A C S for social gaming, 4 o f  them have used A CS for 
social analytics, and only 1 o f  them have used A CS for social learning.
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Figure 7.4 K eyw ords in cloud com puting applications w ithin the Social A pplications Sector
To further confirm these findings, we visualised the keywords in the application names 
within the Social A pplications sector in Figure 7.5, but this time with no spaces. It is 
evident in the figure that Social M edia N etw orking  is the most used application in the 
Social Applications market sector followed by Social M edia G aming, Social Media 
Analytics and Social M edia Learning.
SocialMediaAnalytics
SocialMediaGaming
Figure 7.5: A pplications w ithin the Social A pplications Sector (no spaces)
7.2.2 The Video Applications M arket Sector
Subsequent to the Social A pplications sector in the previous subsection, w e now  look at 
the Video Applications market sector internally without looking at the applications in 
other sectors. Figure 7.6 plots the keyw ords in the application nam es in the Video 
Applications Sector. W e note that within the Video market sector, cloud com puting
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applications are widely  used in the (video) network, delivery, solution and ecom m erce 
applications. To further confirm these findings, we visualised the keyw ords in the 
application names within the Video Applications sector in Figure 7.7, but this t im e with 
no spaces. It is clear in the Figure that Video Delivery N etw ork is the m ost used 
application in the Video Applications m arket sector followed by Video Solution 
applications, Video eC om m erce, Video Content Analysis, Video N etw orking , Video 
Interviewing, Video Curation and Video W orkflow M anagement.
ecommerce ■ interviewingt j  network
v i d e o
“ delivery
solution
analysis
curation
management
Figure 7.6: K eyw ords in cloud com puting applications w ithin the V ideo A pplication Sector
VideoNetworhing
VideoWorhflowManagement
VideoSolutionVideoDeliveryNetworh
v'de“&eo^te*'!lwfn|v'deoEcommercev,deoCurat,on
Figure 7.7: A pplications w ithin the V ideo A pplications Sector (no spaces)
7.2.3 Summary
This section presented an analysis o f  cloud com puting applications and market sector 
using keyw ord visualisations. A micro-level analysis o f  all the applications w as carried 
out in order to identify the trend for application domains.
We first presented a visualisation o f  the keyw ords contained in the set o f  cloud 
com puting applications that we have com piled  using the A m azon case studies. The
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visualisation identified and highlighted a number of keywords; the most prominent and 
relevant keywords to this study are Social, Video, Mobile and Data. These words 
represent the real applications in the cloud of applications. In order to gain further 
insight into cloud applications, we modified the keywords by removing certain common 
words from the keywords data. These modifications revealed that “social applications” 
are the lead applications (in terms of number) that are employing Amazon cloud 
services across the different cloud market sectors and industries. The social 
applications are followed by “mobile” applications, “video”, “services”, “marketing”, 
and “data”. Subsequently, further changes were made to gain additional insight into the 
cloud applications and identify specific application domains which are the major users 
of cloud computing; these investigations revealed that Healthcare, Video, Marketing 
and Social Media are the major application customers of cloud computing.
Further to identifying the major applications domains of cloud computing, we selected 
two (social and video applications) of these domains for further investigation into 
relevant market sectors. The investigations into the social applications revealed that 
Social Media Networking is the most used application in the Social Applications market 
sector followed by Social Media Gaming, Social Media Analytics and Social Media 
Learning. A similar study into the video applications for cloud revealed that Video 
Delivery Network is the most used application in the Video Applications market sector 
followed by Video Solution applications, Video eCommerce, Video Content Analysis, 
Video Networking, Video Interviewing, Video Curation and Video Workflow 
Management.
In conclusion, the investigations in this section revealed that Healthcare, Video, 
Marketing and Social Media are the major application customers of cloud computing. 
Social media is being employed in a number of sectors where Social Media Networking 
is the lead market sector within social media applications. Similarly, many Video 
applications are employing cloud computing, where Video Delivery Network is the lead 
market sector within the various video applications. These findings agree with the 
general trend of the increasing use of social media and video applications. In context of 
cloud computing, it also shows that the use of social media and video applications adapt 
well with cloud computing, and that cloud computing, due to its flexibility and dynamic 
business models, may well be among the leading driver of the increasing use of social 
media and video applications.
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7.3 Analysis based on Amazon Products and Services
Amazon AWS has 13 Products and among these Products there are 25 Cloud Services 
available for customers. Table 7-3 lists the 13 Products and their associated Cloud 
Services.
Table 7-3: Illustration of the AWS Products and their associated services.
AWS Products Associated Cloud Services
C om pute EC2, Elastic MapReduce, Auto Scalling
Messaging SQS, SNS, SES
Storage S3, EBS, AWS Import/Export
Content Delivery CloudFront
M onitoring CloudWatch
Support AWS Premium Support
Database SimpleDB, RDS
Networking Route 53, VPC, ELB
W eb Traffic Alexa Web Information Service, Alexa Top Sites
Deployment & M anagem ent AWS Elastic Beanstalk, AWS CloudFormation
Payments & Billing FPS, DevPay
W orkforce Mechanical Turk
E-Commerce FWS
As it can be seen in Figure 7.8 and Figure 7.9 the most used services is EC2, and from 
the analysis of the case studies, EC2 has been used by 185 companies, making it the 
most used services of all. EC2 is computing services and this makes it obvious that 
using Cloud Computing Technology has enabled many organisations to meet their 
required demands for computing power in a very cost effective and time saving ways 
due to the fact that Amazon offers its services in ways such as pay per use method 
which allow organisation to pay for the services only for the time they use them and not 
stuck with long term contracts. S3 service is the second most used services; it has been 
used by 164 companies. S3 is storage Cloud Service that Amazon provides to 
organisation in pay per use method making it very useful for them to use the service and
207
pay for their usage only. EBS has been used by 52 com panies m aking the third most 
used service. EBS is another storage Service that A m azon provides and it is mainly 
suited for applications that require a database, file system, or access to raw  block level 
storage. ELB is a netw orking service, it has been used by 45 com panies and it is mainly 
used to distribute incoming application traffic across multiple EC2 instances 
automatically.
ELB
simpleDB
SQS "
' . . H i  ’ 1 * 3 r |  ®  M r c h . \ n i r a l  T u rkE C 2 P Auto-ScalingR D SCloudWatch
CloudFront
Figure 7.8: A V isualisation  o f the A W S Services that have been used by the C om panies
The Number of Companies that have used each AWS 
Services
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Figure 7.9: A bar chart illustrating the A W S Services that have been used by the C om panies.
CloudFront is the fifth most used service as it has been used by 42 com panies and it is a 
web service for content delivery. C loudFront allows businesses to easily distribute 
content to end users with low latency, high data transfer speeds, and no com m itm ents.  
SQS is a messaging service and 38 com panies have used it. SQS is mainly used by 
developers to move data between distributed com ponents o f  their applications which
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perform different tasks; this is done without losing messages or requiring each 
component to be always available.
Amazon RDS is a database service; it has been used by 30 companies. Many companies 
use Amazon RDS due to the fact that it allows them to easily set up, operate, and scale a 
relational database in the cloud. It provides cost-efficient and resizable capacity while 
managing time-consuming database administration tasks. SimpleDB is another database 
services, 28 companies have used it making it the eighth most used service. It is a 
flexible and scalable non-relational data store that offloads the work of database 
administration. CloudWatch is a monitoring service that allows organisations to easily 
be able to monitor the AWS cloud services and the applications they run on AWS. By 
using CloudWatch, Developers and system administrators can collect and track metrics, 
gain insight, and react immediately to keep their applications and businesses running 
smoothly.
Table 7-4: Illustration of the AWS Services types, Products Types, Number of companies used them
and the rate of each used services.
Service Type Product Type # of Companies 
(Case Studies)
Usage
Rate
EC2 Compute 185 28.42%
S3 Storage 164 25.19%
EBS Storage 52 7.99%
ELB Networking 45 6.91%
CloudFront Content Delivery 42 6.45%
SQS Messaging 38 5.84%
RDS Database 30 4.61%
simpleDB Database 28 4.30%
CloudWatch Monitoring 16 2.46%
Auto-Scaling Compute 14 2.15%
Mechanical-Turk Workforce 10 1.54%
Elastic-MapReduce Compute 9 1.38%
Route-53 Networking 5 0.77%
DevPay Payments & Billing 5 0.77%
FPS Payments & Billing 3 0.46%
SNS Messaging 2 0.31%
VPC Networking 2 0.31%
AWIS Web Traffic 1 0.15%
Table 7-4 illustrates the types of Amazon's services; the products types, the number of 
companies used the services and the total rate of the usage. From the table we can see 
that EC2 which is a compute has been widely used by 185 companies leaving it on the
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top of the most used Amazon services with a rate of 28.41%. S3 which is a storage 
service came second on the list of the most used services as it has been used by 164 
companies leaving it with a rate of 25.19%. SQS which is a messaging service has been 
used by 38 companies and it is number six in terms of the most used Amazon service 
with a rate of 5.84%. Route-53 and DevPay are in place 14 of the most used Amazon 
services with only 5 companies used them each leaving them with a rate of less than 
1%.
7.3.1 Summary
This section presented an analysis of the use of cloud computing services across various 
companies. We looked into Amazon AWS which provides 25 Cloud Services to 
customers within its 13 sets of Products. The data about the use of all services by 
various companies was provided in tabular, graphical and keywords visualisation forms. 
The investigations revealed that the largest service (in terms of the number of 
companies) which is being used by the Amazon cloud customers is the EC2 services; 
185 companies, out of the total 203 companies, use Amazon EC2. The second largest 
service is the S3 storage service, being used by 164 companies. The EBS service is the 
next largest, being used by 52 companies.
7.4 Analysis based on Amazon laaS Packages
We first present some information about Amazon IaaS Packages and IaaS Service 
offerings and then use this information to present the analysis of cloud customer 
landscape. AWS Cloud Services are provided in three different packages and these are 
defined below.
7.4.1 On-Demand Instances
On-Demand Instances is a payment package that allows clients to pay for the compute 
capacity they use by the hour with no long-term commitments. This option gives clients 
the freedom of the costs and complication of planning, purchasing, and maintaining 
hardware and transforms what are commonly large fixed costs into much smaller 
variable costs.
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7.4.2 Reserved Instances
Reserved Instances is a payment package that allows clients to pay a low, one-time 
payment for each instance they want to reserve and in turn receive a significant discount 
on the hourly usage charge for that instance. After the one-time payment for an instance, 
that instance is reserved for the clients and there is no further obligation.
7.4.3 Spot Instances
Spot Instances is a payment package that allows clients that enable clients to bid for 
unused Amazon EC2 capacity. Instances are charged the Spot Price, which is set by 
Amazon EC2 and fluctuates periodically depending on the supply of and demand for 
Spot Instance capacity. To use Spot Instances, clients place a Spot Instance request, 
specifying the instance type, the Availability Zone desired, the number of Spot 
Instances they want to run, and the maximum price they are willing to pay per instance 
hour. To determine how that maximum price compares to past Spot Prices, the Spot 
Price history for the past 90 days is available via the Amazon EC2 API and the AWS 
Management Console. If the clients’ maximum price bid exceeds the current Spot Price, 
then their request is fulfilled and their instances will run until either they choose to 
terminate them or the Spot Price increases above their maximum price (whichever is 
sooner).
7.4.4 Infrastructure as a Service offerings from Amazon
Amazon offers IaaS in one of the six 6 Instance types, these are explained below. This 
information is used in calculating the organisational spending on cloud services as well 
for workload modelling.
1. Standard Instances
The Standard Instances are offered in three types and they are defined as:
S  Small Instance (Default): 1.7 GB of memory, 1 EC2 Compute Unit (1 virtual 
core with 1 EC2 Compute Unit), 160 GB of local instance storage, 32-bit 
platform
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S  Large Instance: 7.5 GB of memory, 4 EC2 Compute Units (2 virtual cores with 
2 EC2 Compute Units each), 850 GB of local instance storage, 64-bit platform
S  Extra Large Instance: 15 GB of memory, 8 EC2 Compute Units (4 virtual 
cores with 2 EC2 Compute Units each), 1690 GB of local instance storage, 64- 
bit platform
2. Micro Instances
S  Micro Instance: 613 MB of memory, Up to 2 EC2 Compute Units (for short 
periodic bursts), EBS storage only, 32-bit or 64-bit platform
3. High-Memory Instances
S  High-Memory Extra Large Instance: 17.1 GB memory, 6.5 ECU (2 virtual 
cores with 3.25 EC2 Compute Units each), 420 GB of local instance storage, 64- 
bit platform
S  High-Memory Double Extra Large Instance: 34.2 GB of memory, 13 EC2 
Compute Units (4 virtual cores with 3.25 EC2 Compute Units each), 850 GB of 
local instance storage, 64-bit platform
S  High-Memory Quadruple Extra Large Instance: 68.4 GB of memory, 26 
EC2 Compute Units (8 virtual cores with 3.25 EC2 Compute Units each), 1690 
GB of local instance storage, 64-bit platform
4. High-CPU Instances
S  High-CPU Medium Instance: 1.7 GB of memory, 5 EC2 Compute Units (2 
virtual cores with 2.5 EC2 Compute Units each), 350 GB of local instance 
storage, 32-bit platform
S  High-CPU Extra Large Instance: 7 GB of memory, 20 EC2 Compute Units (8 
virtual cores with 2.5 EC2 Compute Units each), 1690 GB of local instance 
storage, 64-bit platform
5. Cluster Compute Instances
S  Cluster Compute Quadruple Extra Large Instance: 23 GB of memory, 33.5 
EC2 Compute Units, 1690 GB of local instance storage, 64-bit platform, 10 
Gigabit Ethernet
6. Cluster GPU Instances
S  Cluster GPU Quadruple Extra Large Instance: 22 GB of memory, 33.5 EC2 
Compute Units, 2 x NVIDIA Tesla “Fermi” M2050 GPUs, 1690 GB of local 
instance storage, 64-bit platform, 10 Gigabit Ethernet
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Figure 7.10: A V isualisation o f  the Paym ent packages that have been used by the C om panies.
In Figure 7.10 we can see that Reserved-lnstances-A  being the most visible keyword 
due to the fact that it has been used by 115 companies. The second m ost visible 
keyword is On-D em and Instances-S as it has been used by 44 companies. Reserved- 
Instances-S came third is the list o f  the most visible keywords because it has oniy been 
used by 21 companies. Spot Instances-S, Spot Instances-A, and O n-D em and Instances-S 
can hardly been seen because they have been used by low num ber o f  companies.
Payment Packages and number of companise used them
Figure 7.11: A bar chart illustrating the Paym ent Packages and num ber o f  com panies used them .
Amazon defines the payment packages in three different ways and they are called; O n- 
Demand Instances, Reserved Instances, and Spot Instances. Figure 7.11 illustrates the 
num ber o f  organisations used each package. Not all o f  the specific payment packages 
used by companies were available on Am azon, so we had to com e up terms for each 
package and the terms are A and S where A means assumed because we assum ed that
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that specific package was used based on the available information, and S means stated 
and this is based on the actual information obtained from Amazon. From the figure we 
can note that Reserved Instances-A has been widely used by the largest number of 
companies as it has been used by 115 companies. It is then followed by On-Demand 
Instances-S and it has been used by 44 companies. Reserved Instances-S came third as it 
has been used by 21 companies. The least used packages are Spot-Instances-A and On- 
Demand- Instances-A where they have been used by only 2 and 1 companies 
respectively.
7.4.5 Summary
The previous section presented an analysis of the use of cloud computing services 
offered by Amazon across various customer companies. This section analysed deeper 
into the cloud customer landscape based on the various Amazon IaaS (Infrastructure as 
a Service) Packages and IaaS Service offerings. The on-demand, spot, reserved, 
standard, micro, cluster GPU and other instances offered by Amazon were explained. 
The use of various types of instances by the set of 203 companies was analysed through 
keywords visualisation and bar charts. Majority of the companies (115 out of 203) used 
reserved instances which means that most of the companies reserve instances for lower 
risks and high predictability at the cost of higher costs. The total number of companies 
who used reserved instances were 136 (115 + 21); we deduced from the available 
informed in the 115 cases that the used instances were reserved while in 21 cases the 
use of reserved instances were explicitly stated. Quite a few companies (44) used on- 
demand instance. The trend shows that companies are using both on-demand and 
reserved instances where former allows lower costs at increased risk while the latter 
allows higher costs with lower business risks.
7.5 Analysis based on Amazon Solutions
Amazon has divided their Cloud Computing Services into 9 Solution areas as below:
S  Application Hosting 
S  Backup and Storage 
S  Content Delivery 
S  E-Commerce
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High Performance Com puting
Media Hosting
O n-D em and Workforce
Search Engines
Web Hosting
A fter reviewing the 203 case studies and visualising the solutions that have been used in 
the case studies, it becomes clear that the most used solution is the Application Hosting 
(see Figure 7.12, Figure 7.13, and Figure 7.14).
ECommerce
_  SearchEngines u p / "
™ ContentDeliveryI w III L
OnDemandWorhforce
Figure 7.12: A V isualisation o f  Am azon C lassifications.
Out o f  the 203 companies, 130 used the Am azon Application Hosting services, leaving 
it to be the most used solution. This indicates that there is a great dem and for Cloud 
Application Hosting Services. M edia-Hosting came second in terms o f  the most used 
solution, but with only 20 com panies using it. W eb-Hosting and HPC solutions came 
third and fourth respectively with 17 com panies using W eb-Hosting solution and 16 
com panies em ploying HPC solutions. Backup Storage solution is the 5 th most used 
solution as it has been used by 14 companies. O n-D em and W orkforce solution has been 
used by ju s t  7 com panies m aking num ber 6 in the most used solution. Content Delivery 
solution came 7th in the list o f  the most used solution as it has been used by ju s t  5 
companies. Finally E -C om m erce and Search Engines came 8th and last on the list o f  the 
most used solutions with only 4 com panies for each.
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Figure 7.13: A Pie chart illustrating the num ber o f  com panies that have used each C lass.
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Figure 7.14: A Bar chart illustrating the num ber o f  com panies that have used each C lass
7.5.1 Analysis of Organisational Spending
After analysing the A W S case studies, a calculation o f  spending on Cloud services and 
saving was carried out. Analysis o f  the data was based on total spending and saving on 
companies in each class type.
HPC com panies were the biggest spender as well as saver in millions as their spending 
was $98579919.19 and their saving $394319676.8. HPC com panies spending went for 
services such as EC2, S3, Elastic M apReduce, EBS, and SQS. Application Hosting
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companies came second as their spending in millions reached $11556508.56, and their 
saving reached $46163110.64.
The services used in Application Hosting are EC2, S3, EBS, ELB, CloudFront, SQS, 
RDS, simpleDB, CloudWatch, Auto-Scaling, Elastic-MapReduce, Route-53, DevPay, 
SNS, and VPC. Media Hosting came third in terms of the most spending and saving 
companies, their total spending is $1192475.96, and their total saving is $4769903.84, 
they used services such as EC2, S3, CloudFront, Elastic MapReduce, SQS, RDS, EBS, 
and ELB.
Table 7-5: Spending and saving of companies with the associated Solution types.
Solution Type Number of Companies Total Spending Total Saving
HPC 16 $98579919.19 $394319676.8
Application Hosting 130 $11556508.56 $46163110.64
Media Hosting 20 $1192475.96 $4769903.84
Web Hosting 17 $1334667 $5338668.00
Search Engines 4 $155316.5 $621266.00
Backup and Storage 14 $633660.25 $2534641.00
Content Delivery 5 $345207.32 $1380829.28
E-Commerce 4 $137474.16 $549896.64
With 17 companies, Web Hosting Class came forth with total spending of $1334667 
and total saving of $5338668.00, many companies in the Web Hosting Class used 
services such as EC2, S3, RDS, Route 53, SimpleDB, CloudFront, SQS, EBS, Auto 
Scaling, Cloud Watch, and ELB. Four companies in the Search Engines spent 
$155316.5 on Cloud Services and saved $621266.00 making Serch Engines Class 
number five on the list of the most spent and saved Classes by the use of Cloud 
Services.
Companies in Search Engines Class used Cloud Services such as SimpleDB, EC2, S3, 
and SQS. With $544544.32 spent and $2178177.28 saved, Backup and Storage 
companies came sixth and they used services such as EC2, S3, EBS, CloudFront, SQS, 
RDS, simpleDB, DevPay, and FPS. Companies in Content Delivery class spent 
$431860.25 and saved $1727441.00 and they used services such as EC2, S3, and 
CloudFront.
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Illustration of the total spending and saving of the 
companies with their associated Classes.
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Figure 7.15: A bar chart illustrating the total spending and saving o f  the com panies with their
associated Classes.
Figure 7.15 illustrates the total spending and saving o f  com panies based on the Am azon 
classes. It can be noted that 16 HPC companies has spent more than $98500000 on 
Am azon services and they saved more than $394300000. Furthermore, 130 Application 
Hosting companies have spent $1 1500000 on A m azon services and saved more than 
$46000000. 17 Web Hosting com panies came third in terms o f  spending and saving on 
A m azon services. They spent more than $1300000, and saved a total o f  more than 
$5300000. The lowest spending and saving com panies are the 4 E-Com m erce 
companies where they spent less than $140000 on A m azon services and saved less than 
$550000.
Table 7-6 illustrates A m azon classes' types and the services that have been used by each 
class and the rate o f  the most services used by each class. From the table we can see that 
Application Hosting is on the top o f  the list as it has 15 o f  the A m azing services which 
are equivalent to 80% o f  the A m azon Services. Web Hosting cam e second on the list as 
it used 11 o f  the A m azing services which represent 62%  o f  the A m azon Services. 
Backup & Storage and E-C om m erce came third on the list using 9 services each 
equivalent to 50% o f  the A m azon Services. Content Delivery came last on the list as it 
has used only 3 Amazon services which represent only 17% o f  the A m azon Services.
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T able 7-6: Solution types, the services used by each Solution type and the rate o f usage
Class Type Services used Rate
HPC EC2, S3, Elastic MapReduce, EBS, SQS 34%
Application EC2, S3. EBS, ELB. CloudFront. SQS, RDS, simpleDB, 80%
Hosting CloudWatch, Auto-Scaling, Elastic-MapReduce, Route-53,
DevPay, SNS, VPC
Media EC2, S3, CloudFront, Elastic MapReduce, SQS, RDS, EBS, 45%
Hosting ELB
Web Hosting EC2, S3, RDS, Route 53, SimpleDB. CloudFront, SQS, EBS. 62%
Auto Scaling, Cloud Watch, ELB
Search SimpleDB, EC2, S3, SQS 23%
Engines
Backup and EC2, S3, EBS, CloudFront, SQS, RDS, simpleDB, DevPay, 50%
Storage FPS
Content EC2, S3, CloudFront 17%
Delivery
E-Com merce EC2.S3, ELB, EBS, SQS, CloudWatch , Auto Scaling, FPS, 50%
CloudFront
Figure 7.16 is an illustration o f  the organisations' spending on the A m azon cloud 
com puting services. Harvard Medical School is most visible keyword in the figure 
m aking it the top spender on A m azon cloud services. O ther visible keyw ords are 
Fraunhofer ITWM the Germ an research institute, the European Space Agency, N A SA  
Jet Propulsion Lab, Ericsson, DNA nexus, Pathwork Diagnostics, and Advanced 
Innovations. Such visibility m eans that these organisations have seen the great benefit 
o f  cloud computing and as a result they have spent large sum s and o f  course their saving 
is much higher too.
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Figure 7.16: Amazon C loud com puting custom er organisations in term s o f  their spendings
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7.5.2 Summary
Amazon provides their Cloud Computing Services into 9 Solution areas including 
Application Hosting, Backup and Storage, Content Delivery, E-Commerce, High 
Performance Computing, Media Hosting, On-Demand Workforce, Search Engines, and 
Web Hosting. This section presented an analysis of the 203 company activities across 
these nine solution types. The various Amazon cloud services used by the set of 203 
companies and the organisational spending across these nine solution areas were 
analysed using tabular, graphical and keywords visualisations.
The analysis revealed that the most widely used solution area by the companies in terms 
of their number (130 companies out of 203) is the Application Hosting solution by 
Amazon. The usage of the solutions areas was followed by Media Hosting solutions, 
Web Hosting, HPC Backup Storage, On-Demand Workforce, Content Delivery, E- 
Commerce and Search Engine solutions respectively. Subsequently, we analysed the 
overall spending and respective savings by the companies on cloud computing across 
the nine solution areas. In spending, HPC was ranked first, i.e. the overall collective 
spending by the companies on HPC solutions was approximately $100 million, 
exceeding the spending on any other solutions areas. The second highest collective 
spending by the companies was on the Application Hosting solutions, followed by 
Media Hosting, Web Hosting, Search Engines, Backup and Storage, Content Delivery 
and E-Commerce respectively.
In summary, our analysis revealed that Application Hosting is the most widely used 
cloud computing solution area, naturally because purchasing and maintenance of 
business applications is tedious and expensive; cloud computing saves efforts and costs 
allowing the businesses to focus on their core businesses. Moreover, HPC was found as 
the second most widely used area and the leading area in cloud solution where 
companies spent finances. This is due to the fact that HPC resources usually require 
huge capital investments and maintenance costs. Many companies in the past were 
unable to use HPC to improve their business processes, product quality and expand their 
portfolio. Cloud computing has now enabled businesses, particularly small medium 
enterprises to employ HPC technologies.
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7.6 Workload Analysis
7.6.1 Computation
Figure 7.17 illustrates the Organisations' usages o f  Com putation per day. The m axim um  
Computation  value that has been used per day was 192000 core-hours as a Computation 
requirement for Fraunhofer ITW M . Furthermore, the m inim um  Computation value used 
per day was less than 50 core-hours and this is the daily requirem ent o f  several 
organisations such as Datapipe (40 core-hours), Ping.sg (48 core-hours), and 
36Boutiques (48 core-hours). The figure plotted more than 200 O rganisations and due 
to the fact that the figure is designed using algorithm we are unable to display all o f  the 
200 Organisations.
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Figure 7.17: Illustration o f the O rganisations' U sages o f  C om putation per Day (C ore-H ours)
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Figure 7.18: V isualisation o f  O rganisations' daily usage o f com putation.
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Figure 7.18 presents a visualisation o f  the organisations in term s o f  their daily usage o f  
computation. It can be noted that Fraunhofer ITW M  and N A S A  Jet Propulsion Lab are 
the most visible keyw ords and this is due to the fact that their daily usage o f  
computation is greater than others. Flowever, w e can also see that organisations such as 
6W aved Limited, A dvanced Innovations, 99designs, July Systems, and C roop-L aFrance 
are also very visible as their daily usage o f  computation is high com paring  to 
organisations such as Forward3D, LocateTV, Build Fax, and Giga You M edia which 
require far less daily com putation usage and can hardly been seen in the figure.
7.6.2 Random Access Memory
Figure 7.19 illustrates the Organisations' usages o f  RAM  (GB) per day. The m axim um  
RAM  value that has been used per day was 168000 GB ( -1 6 8  TB) as a requirem ent for 
Fraunhofer ITW M . Furthermore, the daily RAM 's requirem ent for N A S A  Jet 
Propulsion Lab is less than 66000 GB ( - 6 6  TB). The m inim um  value was 40.8 GB, and 
this is the daily requirem ent o f  Ping.sg. The figure plotted more than 200 O rganisations 
and due to the fact that the figure is designed using algorithm we are unable to display 
them all.
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Figure 7.19: O rganisations’ U sages o f  RAM (G B ) per Day.
Figure 7.20 illustrates a visualisation o f  the organisations daily usage o f  RAM  in GB. 
From the figure, keyw ords such as Fraunhofer ITW M , 99designs, N A SA  Jet Propulsion 
Lab, CSS Corporation are the most visible keyw ords o f  all and the reason behind that is
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high daily usage o f  RAM. Furthermore, A dvanced Innovations, Star Pound, 6W aved 
Limited, July Systems, and C roop-LaFrance are also visible, but not as visible as the 
organisations mentioned earlier because their daily usages o f  RAM  is less. Additionally, 
organisations such as Red Bubble, Roambi, gumi, and Peritor are not visible and can 
hardly be seen because their daily usages o f  RAM are very low.
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Figure 7.20: V isualisation o f  O rganisations' daily usage o f  RAM (G B).
7.6.3 Disk Space
Organisations' U sages  o f  Disk Space (GB) Per Day
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Figure 7.21: O rganisations’ Usages o f  Disk Space (G B) per Day
Figure 7.21 shows the Organisations' usages o f  Disk Space (G B) per day. From the 
figure it can be noted that the m axim um  Disk Space value that has been used per day
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was 40,560,000 GB (40.56 PetaBytes), and that was required by Fraunhofer ITWM. 
Additionally, the minimum value was 8400 GB, and this is the daily requirem ent o f  
Ping.sg as well as 36Boutiques. The figure plotted more than 200 Organisations and due 
to the fact that the figure is designed using algorithm we are unable to display them  all.
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Figure 7.22: V isualisation o f  O rganisations' daily usage o f  Disk Space (G B).
Figure 7.22 illustrates a visualisation o f  the organisations daily usage o f  Disk Space in 
GB. It can be noted that in the figure there are several visible keyw ords such as 
Fraunhofer ITWM, Advanced Innovations, N A SA  Jet Propulsion Lab, Croop-LaFrance, 
CSS Corporation, and July Systems. They are the most visible keyw ords o f  all due to 
the fact that they require high daily usage o f  disk space. M oreover, organisations such 
as Sonic.com, 99designs, Play Fish, Appirio, Education.com, and Star Pound are visible 
but their daily requirements o f  disk space are less than the organisations mentioned 
earlier and as a result they are not very visible.
7.6.4 Summary
This section presented an analysis o f  Am azon cloud workload in terms o f  computations, 
RAM and disk space usage across the set o f  203 companies. We highlighted the major 
com panies which used the highest core-hours, RAM and disk storage. The statistics 
about the minimum and m axim um  usage per day was also presented. Most importantly,
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we computed the overall workload of a leading cloud vendor. This analysis identified 
that cloud use across IT customers varies greatly and all sizes of companies, from SMEs 
to leading Universities, government research labs and multinationals are using cloud 
services.
7.7 Chapter Summary
This chapter presented a study on the analysis of Amazon market sectors, applications, 
and workload. This study contributed towards the identification of the major 
applications and market sectors where cloud computing is being adopted as well as in 
understanding cloud computing workloads.
Section 7.1 introduced the methodology that was used in this chapter to model and 
analyse cloud computing applications and market sectors. Section 7.2 presented an 
analysis of cloud computing applications and market sector using keyword 
visualisations. The investigations revealed that Healthcare, Video, Marketing and Social 
Media are the major application customers of cloud computing. Social media and video 
applications are being employed in a number of market sectors; Social Media 
Networking and Video Delivery Network are the lead market sector in these areas 
respectively. This insight gained through our analysis agrees with the general trend of 
the increasing use of social media and video applications. In context of cloud 
computing, it also shows that the use of social media and video applications adapt well 
with cloud computing, and that cloud computing, due to its flexibility and dynamic 
business models, may well be among the leading driver of the increasing use of social 
media and video applications. Similarly, Healthcare applications generally are 
increasingly employing ICT to provide services for the digital economy era. The 
findings of Section 7.2 validate also this general trend.
Section 7.3 presented an analysis of the use of cloud computing services across various 
companies. The analysis revealed that the largest service used by the Amazon cloud 
customers is the EC2 compute service followed by S3 storage service and the EBS 
(Elastic Block Store) service. It confirms the fact that raw computing power, storage 
capacity and services are the most demanded commodity in ICT.
225
Section 7.4 analysed further into the cloud customer landscape based on the various 
Amazon IaaS Packages and Service offerings such as on-demand, spot, reserved, micro, 
and cluster GPU instances. This analysis revealed that the companies are using both on- 
demand and reserved instances where former allows lower costs at increased risk while 
the latter allows higher costs with lower business risks.
Section 7.5 explored the various activities of the set of 203 companies across the nine 
Solution areas offered by Amazon. These investigations revealed that Application 
Hosting is the most widely used cloud computing solution area. HPC was found as the 
second most widely used area and the leading area in cloud solution where companies 
spent finances. These findings confirm that cloud computing is being dominantly 
adopted in these areas because it relieves the businesses from tedious efforts, large 
capital and maintenance costs and enables them to focus on their core business 
functions.
The analysis presented in Section 7.6 identified that cloud computing use across IT 
customers varies greatly and all sizes of companies, from SMEs to leading Universities, 
government research labs and multinationals are using cloud services. Most importantly, 
we computed and provided the overall workload of a leading cloud vendor.
The research presented in this Chapter is specific to Amazon but is also representative 
of the cloud computing landscape in general. The motivation for this study was 
established through a detailed review of the literature comprising over 200 papers. A 
great deal of literature in cloud computing has focussed on its various facets including 
architecture, infrastructure, deployment and service models, however, no effective 
research on analysing and characterising its applications, market sectors and workloads 
with a focus on capacity management is available. This study is of great benefit in 
studying capacity management, risk management and other interesting aspects of this 
exciting and rapidly evolving field of cloud computing, and is vital because collapse of 
a big cloud vendor could lead to severe impacts on the cloud provider, its customers, as 
well as on the national and global economies.
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Chapter 8: Conclusions and Future Work
The fields of nanotechnologies, electronics, computing and communications have seen 
unprecedented developments over the past few decades. These developments have 
transformed the IT systems landscape. The IT systems have evolved from desktop and 
tightly coupled mainframe computers of the past to modem day highly complex 
distributed systems. These ICT systems interact with humans at a much advanced level 
than what was envisaged during the early years of computer development. The ICT 
systems of today have gone through various phases of developments by absorbing 
intermediate and modem day concepts such as networked computing, utility, on demand 
and autonomic computing, virtualisation and so on. We now live in a ubiquitous 
computing and digital economy era where computing systems have penetrated into the 
human lives to a degree where these systems are becoming invisible. The price of these 
developments is in the increased costs, higher risks and higher complexity.
There is a compelling need to study these emerging systems, their applications, and the 
emerging market sectors that they are penetrating into. Motivated by the challenges and 
opportunities offered by the modem day ICT technologies, we aimed in this thesis to 
explore the major technological developments that have happened in the ICT systems 
during this century with a focus on developing techniques to manage applied ICT 
systems in digital economy. In the process, we wished to also touch on the evolution of 
ICT systems and discuss these in context of the state of the art technologies and 
applications. We identified the two most transformative technologies of this century, 
grid computing and cloud computing, and two application areas, intelligent healthcare 
and transportation systems, and contributed in the following areas.
S  A workload model of a grid-based ICT system in the healthcare sector was 
proposed and analysed was presented in Chapter 3. The work demonstrated the 
potential of computational grids for its use in healthcare organisations to deploy 
diverse medical applications. Several organisational and application scenarios 
for grid deployment in the healthcare sector were considered including four
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different classes of healthcare applications and 3 different types of healthcare 
organisations.
^  In Chapter 6, an intelligent disaster management system for urban environments 
was proposed by exploiting the advancements in the ICT technologies, including 
ITS, VANETs, social networks, mobile and Cloud computing technologies. The 
particular focus of the work was on using distributed computing and 
telecommunication technologies to improve people and vehicle evacuation from 
cities in times of disasters. The effectiveness of the proposed intelligent disaster 
management system was demonstrated through modelling the impact of a 
disaster on a real city transport environment. The specific contribution of this 
work was the development of a novel multi-disciplinary cloud computing based 
system, its architecture and system performance evaluation.
S  A study on the analysis of Amazon market sectors, applications, and workload 
was presented in Chapter 7. The contribution of this research is in the 
identification of the major applications and market sectors where cloud 
computing is being adopted as well as in understanding cloud computing 
workloads. This research is specific to Amazon but since Amazon is the top and 
among the largest cloud computing vendors (see e.g. [4], [5]), this study is also 
representative of the cloud computing landscape in general. This study is of 
great benefit in studying capacity management, risk management and other 
interesting aspects of this exciting and rapidly evolving field of cloud 
computing. Furthermore, modelling and analysing such aspects of cloud 
computing providers is vital because collapse of a big cloud vendor due to its 
inability to understand the variations in its applications, market sectors and 
workloads could lead to severe impacts not only on the cloud provider and its 
customers but also on the national and global economies.
•S Three chapters (Chapter 2, Chapter 4, and Chapter 5) were devoted to explore in 
detail the landscape of the two technologies (grid and cloud computing) using 
over 300 sources.
•S The work contributed in multidisciplinary fields involving healthcare, 
transportation, mobile computing, vehicular networking, grid, cloud, and 
distributed computing.
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The material on the historical developments, technology and architectural details of grid 
computing (see Chapter 2) served to understand the reasons grid computing was seen in 
the past as the global infrastructure of the future. It explains that grid computing 
pioneered and helped develop the concepts, science and technologies for the 
fundamental ingredients of cloud computing such as dynamic resource sharing, 
collaborations and multi-institutional virtual organisations. This material on grid 
computing (Chapter 2) formed the basis which we subsequently used to explain the 
cloud computing landscape (see Chapter 4). The background chapters on grid and cloud 
computing, collectively, provided an insight into the evolution of ICT systems over the 
last 50+ years, from mainframes to microcomputers, internet, parallel computing, 
distributed computing, cluster computing, World Wide Web, and computing as a utility 
and service.
The existing and proposed applications and realisations of grid and cloud computing in 
healthcare and transport (see Chapter 3, Chapter 6, and Chapter 7) were used to further 
elaborate the two technologies (i.e. the state of the art in ICT systems) and the ongoing 
ICT developments in digital economy. The workload model for the grid-based 
healthcare ICT system (see Chapter 3) provided an insight into the possibilities for 
resource sharing, collaborations and virtual organisations enabled through grid 
computing. This workload model can be used by researcher and practitioners for 
developing shared resources and collaborations, and for resource management of ICT 
systems. An innovative application of cloud computing for digital economy was 
proposed in the area of intelligent transportation systems (see Chapter 6); it 
demonstrated an innovative use of cloud computing to provide dynamic decision 
making in transportation and disaster management situations for traffic control and city 
evacuation purposes, including the possibilities of moving, in quasi-real-time, a virtual 
computing infrastructure and decision software out of a disaster zone. Examples of real 
cloud services available in the market today were given (see Chapter 5) and 
subsequently used in Chapter 7 to analyse Amazon market sectors, applications, and 
workload. As mentioned earlier, this analysis of Amazon cloud space is useful for 
capacity and risk management of ICT systems.
It was explained that the grid workload modelling study (Chapter 3) is also applicable to 
cloud computing systems and can be applied to extend the work on cloud workload
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analysis (Chapter 7). We intended to apply the grid-based healthcare model to the 
Amazon cloud study of Chapter 7 using the real data collected from Amazon but were 
unable to due to the time limitations. As mentioned that during the course of this PhD 
we had initially focussed on grid computing because, by the start of the PhD, the 
concept of modem day cloud computing was not popular and had not really been taken 
up by the industry. Grid computing, at that time, was the state of the art for the ICT 
industry developing technologies for dynamic collaborations, large-scale resource 
sharing and virtual organisations. By 2010, cloud computing demonstrated high 
potential to become the future of computing infrastructure and consequently the 
industry shifted its focus toward cloud computing. Accordingly, we had also shifted the 
focus of this PhD toward cloud computing technology and applications.
The research developed through this PhD thesis has resulted in four refereed 
publications: three conference papers, two of these invited, and one book chapter 
published by Springer. The work that is produced during the PhD, we believe, can 
produce three or more descent quality journal publications. However, this has not been 
possible due to the unexpected circumstances as given in Chapter 1; I am hopeful that 
the research contributed towards this thesis will continue to improve resulting in a 
number of high quality publications in the near future.
8.1 Future work
We discuss below the directions for future work.
S  Chapter 3 presented our work on a quantitative model to evaluate the suitability 
of computational grids for pervasive medical applications deployment in 
healthcare organisations. For a range and mix of medical applications, and three 
classes of healthcare organisations, we computed steady state probability 
distributions for the healthcare grid system. This study has quantitatively 
demonstrated the potential of computational grids for their use in the healthcare 
area by evaluating their performance for a range of diverse applications and 
organisations. Future work will focus on improving the models, its analysis and 
validation by including in the model more detailed parameters and details of 
Grid-based healthcare systems. We have acquired detailed workload information
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from the Amazon study presented in Chapter 7. We will find healthcare related 
workload data from the Amazon study of Chapter 7 and will use it to improve 
the grid-based healthcare system model.
S  Chapter 6 presented our work on an intelligent disaster management system. 
Further work on the development and evaluation is in progress. This work is 
continuing to make impact and has resulted into developing international 
collaborations and publications. We have acquired more real data from three 
more cities including two UK cities. The data is being modelled using multiple 
modelling approaches. We are looking into developing the cloud model further 
by introducing more detail into it including multiple wireless technologies and 
social network data. We are also looking into introducing details of middleware 
in the system architecture. Further work on modelling vehicular network is also 
in progress. The future work will focus on further analysis and validation of the 
disaster management system, and on broadening the scope of this work to real­
time operational and strategic management of transport infrastructure using a 
range of modelling and control methodologies as mentioned in Section 6.3.3.
S  In Chapter 7, we presented analysis of the Amazon market sectors, applications, 
and workload. Future work will include a similar study of one or more other 
cloud computing vendors in order to make a comparison, and, more importantly, 
to extend the study to a general case. It is also helpful to understand how cloud 
computing markets are evolving. Future work will focus on making periodic 
studies of this kind to understand the evolution of market space, e.g the number 
and types of cloud applications, the market sectors and the changing 
computational demands of the ICT industry. The study in Chapter 7 will also be 
used to model and analyse cloud computing workload for resource and capacity 
management.
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Glossary
Amazon CloudFront: CloudFront is an Amazon feature that is capable of delivery 
everything from the simplest application to the most complex complete website, one 
that integrates streaming content with both the static and the dynamic.
Amazon CloudFormation: CloudFormation is design to allow administrators and 
developers to bring together and coordinate the functioning of a variety of the 
different type of resources which AWS makes available, all in an organised, 
predictable manner.
Amazon CloudWatch: Amazon CloudWatch is the monitoring of the applications 
run by users, along with the resources consumed in such running.
Amazon DevPay: Amazon DevPay service enables mid-users (i.e., developers) to 
provide cloud- based applications for other end-users by subscription or on-demand 
without the developer having to create and manage its own billing and account 
management systems.
Amazon EC2: Amazon EC2 makes available persistent long-term mountable storage 
options, in addition to providing various distinct kinds of instance with equally 
varying performance characteristics.
Amazon Elastic Block Store: Amazon Elastic Block Store provides users with 
block level storage volumes that can be used with Amazon EC2 instances.
Amazon ELB: Amazon ELB is an Amazon feature that connects to various 
instances, real or virtual Amazon EC2 in order to distribute application traffic 
automatically as it arrives.
Amazon EMR: Amazon EMR makes data processing on a truly gigantic scale both 
easy and cost efficient. In order to accomplish this feat, Amazon EMR draws on the 
infrastructure of both Amazon EC2 and Amazon S3, as hosted in a Hadoop 
framework.
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Amazon Mechanical Turk: Amazon Mechanical Turk (AMT) creates a 
marketplace that connects businesses and organisations with a workforce of actual 
people who are available to perform tasks for which human intelligence is needed 
over computing.
Amazon Route 53: Amazon Route 53 is used to transpose names that humans can 
deal with, hypothetically for instance www.example.com, into the machine readable 
versions such as the equivalent 192.0.2.1, which computers need to communicate 
with one another.
Amazon S3: Amazon S3 is storage service for the Internet and It provides a simple 
web services interface that can be used to store and retrieve any amount of data, at 
any time, from anywhere on the web.
Amazon SimpleDB: Amazon SimpleDB supports users in creating multiple, distinct 
and varied data sets, store said data set for easy access at a later point in time, query 
the data from various sets with ease, and retrieve results efficiently.
Amazon SQS: Amazon SQS ensures that data can be moved between the frequently 
distributed components of an application regardless of how diverse the tasks are, 
with no loss of messages whether or not the components involved are currently 
available.
Amazon VPC: Amazon VPC connects users with existing infrastructure of their 
own to selected (i.e., by the user) AWS offerings in a seamless, secure manner in 
complete isolation through the use of an Amazon virtual private network (Amazon 
VPN) connection.
Applications Layer: Applications layer and it is what is visible to the end user since 
here reside the applications that the user creates, deploys, reconfigures, and operates, 
depending on the service.
Auto Scaling: Auto Scaling is an Amazon feature that allows users to scale their 
Amazon EC2 capacity up or down automatically according to conditions they define.
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AWS: AWS is considered to be a very powerful and complete cloud services 
platform. Such platforms enable businesses to have a range of services such as 
compute power, storage, content delivery, as well as functionalities with the aim of 
allowing businesses to organise and deploy applications and services that can be 
achieved at reduced cost with better flexibility, scalability, and reliability.
AWS Direct Connect: AWS Direct Connect allows users to create individual 
dedicated network connections from their physical locations to the AWS, meaning 
that they set up completely private connectivity with AWS and whatever portion of 
the users’ own infrastructure, be it their office, their data centre, or any collocation 
environment over which the user have control.
AWS Import/Export: AWS Import/Export make use of portable storage devises to 
transport significant quantities of data into and out from its services.
CDS: Clinical Decision Support CDS: is an important part of the knowledge 
management technology used in Healthcare organisations.
Cloud Auditor: Cloud Auditor is a party that can conduct independent assessment 
of cloud services, information system operations, performance and security of the 
cloud implementation.
Cloud Broker: Cloud Broker is an entity that manages the use, performance and 
delivery of cloud services and negotiates relationships between cloud providers and 
cloud consumers.
Cloud Computing: Cloud computing can be defined as web applications and server 
services that users pay for in order to access rather than software or hardware that the 
users buy and install themselves.
Cloud Service Consumer: Cloud Service Consumer is an organisation, a human 
being or an IT system that consumes service instances delivered by a particular cloud 
service.
Glossary 234
Collective Layer: Collective layer handles resource management on a global or 
system-wide level, particularly the interaction between distinct resource collections 
or groupings.
Community Cloud: Community Cloud model is particularly attractive for those 
groups who want to combine the best of the private model with the public model and 
its advantages.
Connectivity Layer: The Connectivity layer, which is the heart of the protocols for 
the communication and authentication, such protocols are very essential for the 
network transactions which are specified in grid.
EHR: Electronic Health Record EHR: is a record which holds a patient’s entire 
health information, such as medical history, tests results, diagnoses and treatments.
Fabric Layer: the Fabric layer consists of all the resources which are part of the grid 
and have a physical instantiation.
Globus Toolkit (GT): Globus Toolkit (GT) is an open source technology which is 
essentially allowing the use of the technology for grid. GT enables users across 
businesses, organisations, and geographic boundaries to share computing power, 
databases, and other tools securely online.
GRAM: Grid Resource Access and Management, which is known as (GRAM) is a 
protocol with functionalities that include the distribution and allocation of 
computational resources as well as controlling and monitoring such resources.
Grid Computing: grid is a hardware and software infrastructure that provides 
dependable, consistent, pervasive, and inexpensive access to high-end computational 
capabilities.
Grid Infrastructure: Grid infrastructure means the grid middleware together with 
the hardware for which it is designed working in conjunction to create the virtual 
integrated infrastructure.
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Grid Middleware: Grid middleware refers to that software which is designed for the 
specific purpose of functioning to make it possible to pool and share among diverse 
types of resources, in the process creating VOs.
GridFTP: GridFTP, and it mainly used as a management tool to manage the data 
access. In GT, client-side C and Java APIs and SDKs are classified and defined for 
each one of these protocols.
GRIP: Grid Resource Information Protocol (GRIP), this protocol is primarily use for 
identifying the resource information protocol standard as well as the model of the 
associated information.
GTCP: Grid Telecontrol Protocol (GTCP) ) is a GT4 component that is deployed in 
managing instrumentation.
Hybrid Cloud: hybrid cloud model features a combination of two or even three of 
the other models; hence, hybrid clouds can differ markedly from one another in their 
configuration.
Infrastructure as a Service (IaaS): Infrastructure as a Service (IaaS) means 
providing virtualised resources on demand, including servers, operating systems, and 
software stacks.
LotusLive: LotusLive is a platform that provides clients with online services that are 
delivered using the SaaS model.
MIP: Medical Imaging and Image Processing MIP: Medical imaging is being used 
by specialists and doctors in healthcare organisations to diagnose and examine 
patients. Image processing provides doctors with consistent support when it comes 
to the analysis and treatment of the patients.
OGSA: Open Grid Services Architecture OGSA can be described as distributed 
communication and computing architecture based in the region of services, with the 
aim to assure the interoperability on heterogeneous systems so that diverse kinds of 
resources can communicate and share information effortlessly.
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Platform as a service (PaaS): Platform as a service (PaaS) PaaS enables the 
creation and deployment of applications, using a platform which offers practically 
unlimited resources, such as processors, memory, and data storage.
Private Cloud: Private cloud exists strictly within a particular organisation, and by 
definition, access by a user is restricted to that group's designated membership.
Public Cloud: Public cloud is available to basically anyone who is paying to use it, 
with no stipulations on location, access point, or intended purpose.
Resource Layer: The Resource layer consists primarily of management and 
information protocols which serve to enable the connectivity layer’s communication 
and security protocols to do their job of securely negotiating, initiating, monitoring, 
as well as the accounting of and paying for what is employed from among individual 
resources.
RLS: Service Orchestration is the composition of system components to support the 
Cloud Providers activities in arrangement, coordination and management of 
computing resources in order to provide cloud services to Cloud Consumers.
Software as a Service (SaaS): Software as a Service (SaaS) the software being 
hosted by the service provider while the user connects to the Internet and uses the 
needed software, sis it is, basically, without reconfiguring it or integrating it with 
other applications or program.
Utility Computing: Utility computing refers to grid computing, along with the 
applications which it supports, when they are made available on a pay-for-what-you- 
use basis in one of two ways, first, via an open grid utility service to multiple users or 
second, in the form of a hosting solution to benefit and individual group, business, 
organisation or VO.
VANETs: VANETs provide new venues for collecting real-time information from 
onboard sensors on vehicles and for quick dissemination of information.
Virtual Organisation: Virtual Organisation to mean the group, whether made up of 
persons, organisations, or any other conceivable collection of entities, which bands
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together to set the circumstances for and limits on resource sharing in a given 
network context.
Windows Azure: Windows Azure is a platform that allows users to have the ability 
with the use of Microsoft data centres to build, host and scale web applications.
WMS: Workspace Management Service (WMS) is a GT4 component which is used 
for the dynamic allocation of Unix accounts as a simple form of sandbox.
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