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DIE STRUKTUR DER REKURSIVEN WORTARITHMETIK 
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VON 
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(Communicated by Prof. A. HEYTING at the meeting of October 28, 1961) 
1. Ziel dieser Note ist zu zeigen, dass man sich beim Aufbau der in 
[1] und [2] beschriebenen Wortarithmetik beschranken kann auf eine 
einzige Addition und Multiplikation und eine einzige rekursive Wort-
funktion. Man erhalt in dieser Weise einen durchsichtigen Aufbau, 
welcher die Wortarithmetik einer algebrai'schen Untersuchung der 
Struktur mehr zuganglich macht. Als Ansatz zu einer derartigen Unter-
suchung wird gezeigt, wie man die rekursive Wortarithmetik in natiirlicher 
Weise zu einem Fastring erweitern kann. Die Bezeichnung iibernehmen 
wir [1 ], nur fiir die Multiplikation haben wir die Bezeichnung aus [2] 
gewahlt. 
2. Zum Aufbau der rekursiven Wortarithmetik. 
In [2] werden n Additionen a.(v=O, ... , n-1) eingefiihrt mittels: 
(2.1) { xa9 0=x 
xa.S "y =8 P+•(xa.y) ([2], (4.1), s 13) 
(Die Indizes werden mod n addiert) ao wird mit + angegeben und die 
Gleichungen fiir + lauten also nach (2.1): 
(2.2) { x+O=x 
x+S"y=Sp(x+y) ([2], ( 4.2), s 13) 
Oa.x kann aufgefasst werden als eine rekursive Wortfunktion a.x, erklart 
durch: 
(2.3) { 
a 0-0 a.S~x=SP+•(a.x) 
Man sieht unmittelbar ein, dass gilt: 
(2.4) ([2], ( 4.6), s. 14) 
Aus (2.4) ergibt sich, dass a.x die v-te Iterierte von ax ist, welche 
Funktion festgelegt ist durch: 
(2.5) { a0=0 
aS"x=Sp+l(ax) 
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Nach dieser Bemerkung sollten wir a•x statt a.x schreiben, behalten 
wir doch die letzt erwahnte bequemere Schreibweise bei. 
Es gibt fiir die Additionen (2.1) folgende Darstellung: 
(2.6) ( [2], ( 4.4), s. 13) 
Das bedeutet, dass die Additionen (2.1) fiir v>O explizite definierbar 
sind mittels + und der rekursiven W ortfunktion ax. 
Es sei beilaufi.g bemerkt, dass a us (2.4) und (2.6) unmittelbar folgt: 
(2.7) 
und das Assoziativgesetz der Addition ([2], (4.7), S. 14) kann man 
demzufolge auch so lesen: 
(2.8) 
Wir werden nun zeigen, dass die in [2] eingeftihrten Multiplikationen 
in ahnlicher Weise auf eine einzige Multiplikation reduziert werden 
konnen. 
Es seien die n Multiplikationen rekursiv erklart durch: 
(2.9) ( [2], ( 4.8), s. 14) 
Fiir den Fall v=O lauten die Gleichungen (2.9) unter Berticksichtigung 
von (2.6): 
(2.10) { X·O=O 
x·Spy=x·y+ (apx) 
So· x kann aufgefasst werden als eine rekursive W ortfunktion · x mit 
.. 
defi.nierenden Gleichungen: 
( 
·0=0 
·S~x=S11+•( ·x) 
p p 
(2.11) 
Das sind aber dieselben Gleichungen wie (2.3) und nach dem Ein-
deutigkeitsaxiom ( [2], Ax. e, S. 12) ergibt sich also: 
(2.12) a.x= ·x 
• 
Fiir die Multiplikationen erhalt man nun folgende Darstellung mittels 
und ax: 
(2.13) x·y=x·(a.y) 
• 
Beweis: 
x·O=O (nach (2.9)) und x·(a.O)=x·O=O 
• 
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(nach (2.3) und (2.10)). Ferner 
x·S,.y=(x·y) crP+•x 
" p 
(nach (2.9)) und 
x · (cr.,S ,.y) =X· (S P+•(cr,y)) = (x · (cr,.y)) cr P+•x 
(nach (2.3) und (2.9)). 
Auoh fiir die in [2] eingefiihrten Exponentiationen kann man eine 
ahnliche Reduktion durchfiihren. 
Es seien die Funktionen exp , (x, y) folgendermassen definiert: 
(2.14) I exp, (x, 0) = 1 (=So) exp,(x,Spy)=(exp, (x,y)) · x 
p+• 
([2], (4.15), s. 15) 
Fiir den Fall v=O, schreibe man einfach exp (x, y), dann lauten die 
Gleichungen fiir diesen Fall unter Beriicksichtigung von (2.13): 
(2.15) { exp (x, 0) = 1 
exp (x, S,.y) = (exp (x, y)) · (cr,.x) 
Die Darstel1ung von exp , (x, y) lautet: 
(2.16) exp , (x, y) = exp (x, cr,y) 
Beweis: 
exp, (x, S,.y) = (exp,. (x, y)) · (cr,.+,x) 
(nach (2.14) und (2.13)) und 
exp (x, cr,Spy) =exp (x, S,.+,(cr,y)) = (exp (x, cr.,y)) · (cr,.+,.x) 
(nach (2.3) und (2.15)). 
Lassen wir fiir den Augenblick exp (x, y) ausser Betracht, so besagen 
(2.4), (2.6) und (2.13), dass es zum Aufbau der Arithmetik geniigt (2.2), 
(2.5) und (2.10) heranzuziehen. Es lassen sich dann die weiteren Additionen 
und Multiplikationen mittels (2.6) und (2.13) einfiihren. 
Das Verhalten von cr zu + und · wird beschrieben durch die leicht zu 
beweisenden Gleichungen: 
(2.17) 
(2.18) 
cr(x+y)=crx +cry 
cr(x ·y) =(ax)· y =X· (cry) 
Aus (2.17) und (2.18) ergeben sich durch Iteration: 
(2.19) 
(2.20) 
cr,(x+y) = cr,.x+ cr,.y 
cr,.(x·y)=(cr,_x)·(cr,.y), mit A+,u=v. 
Es folgen jetzt noch einige Bemerkungen zur Arbeit [2]. 
Berner kung 1: Zur Absonderung der Worter, welche man als natiirliche 
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Zahlen betrachten kann, werden in [2] n horizontale Projektionen s, 
eingefiihrt : 
(2.21) { 
s,(O) = 0 
s,(Spx) =B,+s,(x) ([2], (10.8), s. 29) 
Es ist klar, dass eine einzige Projektion so geniigt, denn s, ist so 
darstellbar: 
(2.22) 
Ferner gilt: 
(2.23) 
(nach (2.3) und (2.21)). 
soa,=so 
Aus (2.20) erhalt man unter Beachtung von (2.22) und [2], (10.24), S. 31 
die Gleichung 
(2.24) s,(x·y)=(sAx)·(spy), mit A.+,tt=P, 
welche zur Verallgemeinerung von [2], (10.21), S. 31 dienen kann. 
Bemerkung 2: Betrachtet man die in [2] eingefiihrte Funktionen 
R, v, a ([2], (5.1), (5.7), S. 16 und (5.19), S. 18) so priift man Ieicht nach, 
dasrs sie sich kommutativ zu a verhalten. (11.5), S. 33 und (8.27), S. 25 
aus [2] seien erganzt mit a(x·y)=a(x) ·a(y) und 
t&-1 
v(x·y)=X·V(YJ +~X(y)· ! (1-'-tX(a(y)-'-St))·v(a,x). 
•-o 
Bemerkung 3: Man beweist Ieicht, dass gilt a(x-'-y)=ax-'-ay. 
Daraus ersieht man, dass a die partielle Ordnung invariant lasst, d.h. aus 
x;;;.y folgt ax;;;.ay (fiir die Relation ;;;;. vergleiche man [2], (9.3), S. 26). 
Bemerkung 4: Zur Vermeidung pathologischer Modelle nimmt 
Herr Vu~kovic auf Anregung des Herrn Goodstein ein sogenanntes 
Regularitatsaxiom an. Es gibt zwei Fassungen dieses Axioms: 
(2.25) 
mit 
dann und nur dann, wenn 
a=a', b=b', ... , q=q' ([1], (2.3""), S. 307). 
(Dieses Axiom war gemeint fiir den kommutativen Fall.) 
(2.26) 
dann und nur dann, wenn 
p=q und i1=h, ... , ip=jp ([2], Ax. g, S. 13). 
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Ein derartiges Axiom sollte man nicht heranziehen zur Ausschliessung 
pathologischer Modelle. Das wiirde z.B. die eigentiimliche Situation 
mitbringen, dass der Inhalt von [1] als pathologisch zu betrachten ist, 
denn das Axiom (2.27): SPS,..=S"S9 aus [1] ((2.3), S. 306) steht offenbar 
zu (2.26) im Widerspruch. Vielmehr soil man die Axiome (2.25) und 
(2.26) verwenden zum Unterschied zwischen den moglichen Wortarith-
metiken. Eine Wortarithmetik mit (2.26) nenne man zweckmassig eine 
freie Wortarithmetik, und eine Wortarithmetik, welche (2.25) und (2.27) 
geniigt, eine freie kommutative Wortarithmetik. z.B. erhalt man mit 
(2.27) und dem auch zu (2.25) im Widerspruch stehenden Axiom (2.28): 
die gewohnliche rekursive Arithmetik, die man doch nicht gleich als 
pathologisch anzusehen braucht. Unter Annahme der Relation (2.28) 
erhalt man eine Wortarithmetik, die sich nicht auf die gewohnliche 
Arithmetik reduziert; es sind z.B. fiir n=2 die Elemente reduzierbar auf: 
O,So,S1,SoSo,S1S1,SoSoSo,S1S1S1 usw., wahrend z.B. SoSo die Nachfolger 
SoSoSo und S1S1S1 hat. 
3. Die Struktur der rekursiven W ortarithmetik. 
Es soli hier gezeigt werden wie man das System der rekursiven Wort-
arithmetik zu einem Fastring erweitem kann ([3], S. 106). Zu diesem 
Zweck bemerken wir, dass im System der rekursiven Wortarithmik 
a us [2] folgende Gleichungen gel ten: 
x+O=O+x=x, x+(y+z)=(x+y)+z, x·O=O·x=O, 
1·x=x·1=x, x·(y+z)=x·y+x·z und x·(y·z)=(x·y)·z 
(Vergl. [2], (4.2), (4.5), (4.7'), (4.9), (4.11), (4.10), (4.12) und (4.13).) 
Die Addition ist nicht kommutativ und nicht umkehrbar. Ware sie 
umkehrbar, so wiirde das System ein Fastring sein. Die Umkehrbarkeit 
wird sich ergeben nach Einfiihrung eines entgegengesetzten Wortes 
- x zu jedem W orte x. Allerdings ist dazu eine Erweiterung der Menge 
der Worter notwendig. 
Wir wahlen dazu das Alphabet 0, S1, ... , Sn, S-1, ... , S-n und betrachten 
Worter iiber diesem Alphabet, d.h. endliche Folgen von Buchstaben aus 
dem Alphabet 1). Es soli ferner noch die RelationS_'-S'- =0 (A=± 1, ... , ±n) 
gel ten. 
Man erkennt Leicht, dass die nachstehenden Definitionen (3.1), (3.4), 
(3. 7), (3 14) und (3.19) hinsichtlich dieser Relation zulassig sind. 
1) Man bemerke, dass die Buchstaben jetzt, in Abweichung von [2], von 
1 bis n numeriert werden, was einige ubrigens evidenten Anderungen in den 
Additions- und Multiplikationsformeln aus dem zweiten Abschnitt, nach sich zieht. 
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Es bezeichne e,. die Vorzeichenfunktion von f.l, alsdann Iauten die 
Definitionsgleichungen der Parallelverschiebungen 
{ a,O=O (v= 1, ... , n) 
a,S,.x=S,.+..a (a,x) (f.l= ±1, ... , ±n) ,. 
(3.1) 
Fiir v= 1 Iauten sie (mit a=a1) 
(3.2) (f.l = ± 1, ... , ±n) 
Wie bei der rekursiven W ortarithmetik kann man sich wieder auf 
a beschranken, denn es gilt 
(3.3) (f.l, v= 1, ... , n) 
Beweis: 
a.(a PS,.x)) =S,.(a,(a px)) mit ex= -r+ f.l· e.,.+ v ·e.-+ we.-
und 
a,+,.(S .. x)=Sp(a.+,.x) mit P=-r+(v+f.l)·e.-
"\Vegen f.l > 0 ist e.,.= e-.+ w•-., also ex= p. 
Auch fiir v = 0 behalten die Gleichungen (3.2) ihre Bedeutung bei, und 
es ist a0 die identische Funktion. 
Die Additionen definieren wir so : 
(3.4) 
und insbesondere fiir v = 0: 
(3.5) { x+O=x 
x+Spy=S,.(x+y). 
(v= 1, ... , n) 
lfan bestatigt unmittelbar, dass wieder gelten: 
a(x+y) =ax+ay, x+O= O+x=x, 
und 
x+(y+z) = (x+y)+z. 
Fiir die Additionen hat man auch jetzt die Darstellung: 
(3.6) xa.y=x+ (a.y) 
Es sei nun -x rekursiv so erklart: 
(3. 7) { -0=0 
-(S,.x)=S_,.+( -x) (f.l = ± l, ... , ±n) 
-x heisst das zu x entgegengesetze Wort und ist wieder ein Wort tiber 
den erweiterten Alphabet. Man hat z.b. -S;.S,.S.=S_,S_,.S_;.. 
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Es folgen jetzt die zur Umkehrung der Addition benotigten Eigen-
schaften: 
(3.8) -(x+y)=( -y)+( -x) 
Beweis: 
und 
(3.9) 
( -S,.y)+ ( -x) = (8_ 11+ ( -y)) +( -x) =8_ 11+(( -y) +( -x)). 
-(-x)=x 
Beweis: 
(mit (3.8)). Nach dem Eindeutigkeitsaxiom ist also - ( -x) die identische 
Funktion. 
(3.10) x+(-x)=O 
Beweis: 
S,.x+( -S"'x)=S,.x+(S_,.+( -x))=(S,.x+S_,.)+( -x) = 
=S_,.S,.x+ ( -x) =x+ ( -x). 
Nach dem Eindeutigkeitsaxiom ist also x+( -x) die Nullfunktion. 
Aus (3.9) und (3.10) ergibt sich 
(3.11) 
(3.12) 
( -x)+x=O 
x+ (( -x) +y) = (y+ ( -x))+x=y 
Beweis: Das Assoziativgesetz der Addition, (3.10), (3.11). 
(3.13) a(-x)= -ax 
Beweis: 
a( -S,.x)=a(S_ 11+( -x)) =aS_,.+a( -x)=S-,.+•-,.+a( -x)=S-,.-•"' +a( -x) 
und 
Mit (3.12) sind wir betreffs der Addition fertig; die Umkehrung ist 
geleistet. Es bleibt noch iibrig, die Multiplikationen zu erweitern. Das 
geht so: 
(3.14} 
(Hier ist e,.x zu lesen als x falls #>0 und als -x falls #<0.) 
199 
Der Sonderfall v = 0 sei hervorgeho ben: 
(3.15) { 
x-0=0 
x·S"'y= (x·y) + a1"'1_ 1 s"'x 
(Wir haben hier (3.6) angewandt.) 
Man bestatigt leicht, dass gel ten: 
und 
Ferner: 
(3.16) 
Beweis: 
und 
wegen 
(3.17) 
Beweis: 
und 
x·(y+z)=x·y +x·z. 
a(x ·y) =(ax) ·y= x. (ay). 
a(x·S py) = a(x·y+ a 1"'1_ 1 spx) = a(x · y) + a1"'1s"'x, 
(ax) ·SpY= (ax) ·y+ a1"'1_ 1 s"'ax= (ax) ·y +a1"'1s"'x 
sp+•p = s"' und l,u +s"'!-1 = l,u!. 
-(x·y)=x·( -y) 
x· (-Spy) =X· (S_"'+ ( -y)) =x·S-p+x· ( -y) = 
=a1_"'1_ 1 s_"'x+x· ( -y) = -a1"'1_ 1 s"'x+x· ( -y). 
Unter Benutzung von (3.16) und (3.17) beweist man leicht x·(y·z)= 
=(x·y)·z. Diese letzte Gleichung vollendet den Beweis, dass die oben 
beschriebene Erweiterung der rekursiven Arithmetik ein Fastring ist. 
Die in (3.14) eingefiihrten Multiplikationen sind selbstverstandlich von 
· und ax abhangig: 
(3.18) x·y=x·(a~y) 
v 
Beweis: 
und 
X·Spy= (x·y) +aiPI+v-1spx 
~ 
Wegen v>O ist 
l,ul +v-1 = l,u+vs"'!-1 und 
200 
Die Erweiterung der Funktion so aus [2] ([2], (10.8), S. 29) sei 
folgendermassen festgelegt: 
{ s(O)=O 
s(S ,.x) =88 (s(x)). p 
(3.19) 
Alsdann gestattet die Funktion s, den Abschnitt 10 aus [2] fiir unseren 
Fastring nachzubilden und in der Weise einen kommutativen Teilring 
abzusondern. dessen Elemente diejenigen x sind, fiir die gilt x=s(x), d.h. 
Elemente mit Representanten ± (8181··· 81) unter der Relation S_ASA = 0. 
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