Introduction
Robots that operate in natural environments require capabilities to model natural shapes and to analyze relatively unstructured surfaces and objects. One example of such a robot that has motivated our work is the Ambler (Figure l ), a prototype planetary rover designed to operate autonomously in Mars-like terrain [3]. Modeling natural shapes is a challenging task for robot vision, and many problems in the analysis and the model construction of natural shapes remain unsolved. One reason is that the familiar Euclidean geometry of regular shapes, such as surfaces of revolution, does not capture well the irregular and less structured shapes found in nature, such as a boulder field, or surf washing onto a beach. Mandelbrot [9] proposed fractals as a family of mathematical functions to describe natural phenomena such as coastlines. dimensions. Clearly, fractal dimension bears a strong relation to perceived roughness of the patterns.
Since Mandelbrot introduced them, fractal sets and functions have been found to describe many environmental properties, and have received a great deal of attention from scientists, artists, and others. Researchers in computer graphics and image understanding have applied fractal theory to a variety of problems. In computer graphics, fractal theory has been used to synthesize models of complex natural objects such as trees, mountain ranges, and clouds [12]. The rendered images and models exhibit a high level of realism compared to previous efforts. In image understanding, fractal theory has been employed to analyze projections of natural scenes for such purposes as modeling the shapes of natural objects and interpolating natural surfaces.
For modeling shapes of natural objects, Pentland [lo] presents a method to estimate fractal dimension from the "second-order statistics" of image intensities, and shows that measurements of fractal dimension may be used to measure perspective gradient, thus providing an independent check on estimates of surface orientation derived from analysis of foreshortening. Kube and Pent-
Fractal Brownian Function Approach
One class of fractals is created by a process called fractional Brownian motion. The fractal Brownian function approach applies to this class of fractal patterns. In this section, we explain the mathematical concepts and discuss a method proposed for using them to estimate fractal dimension from range data.
Definitions
Fractional Brownian mottion &(t) is a stochastic process that generalizes classical Brownian motion. It is defined as follows.
2. For constant C,
Figure 2: Synthesized one-dimensional fractal patterns The figure shows three fractal patterns exhibiting fractional Brownian motion. For the upper pattern, the fkactal dimension is D = 1.8. For the middle, D = 1.5, and for the lower, D = 1.2.
land [5] report that, given certain assumptions (Lambertian reflectance, modest surface slopes, and the absence of occlusions and self-shadowing), a fractal surface with power spectrum pro-A trace of Bx(t) exhibits a statistical scaling behavior. If the scale t is changed by the factor 7 , then the h " t s
ABH(t)
change by a factor T~:
portional to f-P produces an image with power spectrum proportional to f'+.
For interpolating natural surfaces, Yokoya et al.
[15] adopt a recursive midpoint displacement scheme using four neighbors to interpolate natural surfaces. They compute two features-a self-similarity parameter and the standard deviation of the distribution function-and use them for stochastic interpolation in order to preserve the statistical characteristics of the true surface. Szeliski [I 1 1 shows that surfaces interpolated using regularization techniques are fractal, and applies a blend of the thin plate and membrane models to generate constrained surfaces with a given fractal dimension. Recently we proposed an extended method of the fractal interpolation based on regularization and showed much more realistic results of elevation maps from depth information sensed by a rangefinder [2].
The work on modeling natural shapes and interpolating natural surfaces represents significant advances. In this paper, we extend the work on estimating fractal dimension to patterns of natural terrain acquired by a laser rangefinder (71. The sensor supplies fairly noisy depth data, and the observed points are not spaced regularly. In Section 2, we review the fractal Brownian function approach proposed for estimating fractal dimension from digitized data and extend it to handle range data. In Section 3, using the extension, we present experimental results of estimating fractal dimension of natural terrain from real range images. Finally, we discuss the results, and conclude that the estimated fractal dimension can be used as a reasonable measure of the roughness of natural terrain, because it corresponds to the
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If H = 1/2, then BH(t) represents classical Brownian motion.
Traces of fractional Brownian motion are statistically self-affine, therefore, they belong to one class of fractals.
Pentland [IO] defined a fractal Brownian finclion as an extension of statistical self-affinity that characterizes self-affine processes, including fractional Brownian motion. A random function f ( t ) is a fractal Brownian function if, for all t and At, there exists H in which is independent of At, where g(z) is a cumulative distribution function. In this definition, Afat = f ( t + A t ) -. f ( t ) is statistically self-affine, and H is a self-affinity parameter, related
zero-mean Gaussian with unit variance, then f(t) represents fractional Brownian motion B B (~)
Interpreting t as a vector quantity t extends this definition t o higher topological dimensions. In this case, the At appearing in the denominator of (1) must be rewritten as the norm IIAtll. If f(t) is a pattern whose domain t is E-dimensional, then D =
For instance, if we analyze fractal dimension of natural terrain, we can express the terrain as an elevation map f(t) on a horizontal plane t = (z, y), and the fractal dimension can be estimated by D = 3 -H. Pentland [lo] proves that under certain conditions (constant iIIumination, constant albedo, and a Lambertian surface reperceived roughness.
flectance function), a three-dimensional surface with a spatially isotropic fractal Brownian shape produces an image (i) whose intensity surface is fractal Brownian, and (ii) whose fractal dimension is identical to that of the components of the surface normal.
He also shows that the definition of a fractal Brownian function on intensity I(t)-instead of f ( t ) in (1) N ( 0 , a 2 ) . He computed the expected value of the change of intensity E(AqlAtll) from images of a planetary surface and found the points (log l~A t~l , l o g E ( A~~A t l l ) ) to lie on straight lines. LFrom these lines in log-log space, he estimated each of the slopes H, which is (3)
He also estimated fractal dimension from coarse but regularly sampled terrain maps using the same method. This method is reasonably robust against noisy data, because it uses statistics computed from a large number of data points, and tolerates zero-mean normally distributed sensor noise, because the method implicitly performs an averaging operation. Further discussion regarding the robustness of the method can be found in [I].
Extension to Range Images
We apply the fractal Brownian function approach proposed by Yokoya to range images acquired with a scanning laser rangefinder manufactured by Perceptron, which is located on the sholder of the Ambler (See Figure 1) . The data is elevation rather than image intensity, so we change our notation to use r(d) (with d = (z,y)) instead of I(t).
The proposed method for estimating fractal dimension requires regularly sampled data. However, the Perceptron sensor acquires range images with respect to a spherical-polar coordinate system. Equal sampling intervals in this coordinate system become unequal and irregular when mapped into a Cartesian system, as illustrated in Figure 3 . Thus, the Perceptron data points are not equally spaced when expressed in Cartesian coordinates, so we have to extend the fractal Brownian function approach to accommodate this irregularity.
Procedure
The procedure for estimating the fractal dimension from an input Perceptron range image is stated in the five following steps.
1. Delete corrupted pixels.
Known problems with the Perceptron sensor, such as internal reflections and vignette effects, cause some range image pixels to have incorrect or invalid depth values. We remove these pixels by thresholding specified image regions [7] . 
Compute statistics of Izl+dl,y+dy -
In the sensor frame, consider two points on the zy plane:
(z, y) and ( z + dz, y + dy). The Euclidean distance between them is Ad = d m z . We are interested in statistical variations in the absolute value of the difference in elevation between these two points: A z n d = It,+d.,y+dy -~, ,~l . Yokoya's method requires the expected value (first moment) of the distribution of elevation differences.
Because the data points are distributed irregularly on the zy plane in the sensor frame, we must extend the original methods, which assume the data is distributed regularly (i.e., that the sampling interval is constant) . For i = 0,1,. . . ,m, and Adi < Ad;+l, we prepare counters A; and C; to correspond to distance Ad;. Let [ be a small distance that satisfies 0 < ( < Ad;, for any i. This parameter represents the width of a circular permissible area including a circle of radius Adi (Figure 4) . Suppose there is a data point at (z + d r , y + dy) with elevation z'. If lad; -Ad1 is less than (, then the point lies in the permissible area, and we update the counters as follows: Figure 4 : Accommodating irregular sampling intervals Because of irregular sampling, we cannot detect a pair of points located a certain distance Ad; away on the zy plane. As a permissible area, we set a circle whose width is 2( around a point (z,y) with L.
If the point (z + dz,y + dy) exists in the area, its elevation I' is used to compute A;.
After considering all pairs of data points, we ensure that C; is larger than a threshold on the number of pairs. If C; is small, then we question whether the number of samples was sufficient to compute reliable statistics, and discard this data. Otherwise, we compute the sample mean by 4.
5.
3
Plot the points in log-log space and identify linear segments.
The point coordinates are (log Ad;,log EA^,). Because most natural patterns exhibit self-similarity only over certain scales, and not over all scales, it is necessary to segment sets of points that are linear. We applied polyline fitting using the minimax method, as proposed by Kuroeumi [6], to this segmentation problem. In the field of document image processing, this technique is frequently used to detect linear segments. The technique segments the given points into several sets of points which distribute within narrow rectangles, i.e., nearly along lines. The width of the rectangle must be specified as a threshold. In general, as the result of polyline fitting, we acquire several sets of points which distribute along lines. Among the sets that distribute along a line whose slope is between 0 and 1, we choose the one whose extension along log Ad is the longest.
Estimate fractal dimension from the slope of a linear segment.
When the points lie on a line in the log-log space, we can estimate the fractal dimension of the pattern by the difference between the Euclidean dimension of the pattern and the slope of the line formed by the points. The line is calculated using least-square fitting, and the fitting error may be regarded as a measure of the "fractalness" of the pattern.
Experiments
We selected eight patterns from range images acquired with the Perceptron rangefinder. Figure 5 illustrates some of the images. The pattern numbers are presented in order of decreasing roughness, as determined subjectively by naive observers. We estimated the fractal dimenaion of the regions indicated by white rectangles.
Before applying the procedures to estimate fractal dimension, we checked whether the data acquired by the Perceptron satisfies the conditions on fractal Elrownian functions stated in (I). Figure   6 histograms &+dr,u+dy -z,,~ for Pattern 2, with Ad =0.4, 0.6 and 0.8 m. LFrom the figure it is clear that the condition in (I), that g(r) be a cumulative distribution function, is satisfied. We conclude that it is not unreasonable to consider the patterns to be fractal Brownian functions.
A further condition on the distributions, imposed by Uokoya's method, is that they are normal. We conducted x2 tests for Gaussianity and observed negative results, i.e., that the probabilities of the data being normally distributed were low. This suggests that it is not prolbable that the points were created by a The set of plotted points consists of several subsets of points which distribute along lines. We set the width of the rectangle for polyline fitting to be 0.05. Figure 8 shows the result of applying the method described in the previous section: the linear segment of points segmented by polyline fitting and selected. In some ranges of scale, the points distribute almost along lines whose slopes are between 0 and 1, therefore, we observe fractalness in all of these natural terrain patterns. For all the experiments, we set the width of the permissible area 4 at 2 x meters and the threshold on a Table 1 lists the fractal dimensions estimated by the method. We also illustrate the fitting error normalized by log E(AzA~). All the errors are small enough to determine that the patterns are fractals. Moreover, the rows are ordered by roughness, as perceived by naive observers. The order of estimated fractal dimension correlate strongly to the intuitive order (the last three patterns-sandy flat floors-are almost identical). These results suggest that the fractal dimension estimated using these methods can be utilized as a measure of roughness of natural terrain. Expanding the method, we can estimate dense distribution of fractal dimension from range images. The fractal dimension of each pixel is estimated from a rectangular window around the interest pixel. Figure 9 illustrates an experimental result on a part of Pattern 2. We set the window size at 40 pixels. The range of the estimated fractal dimension is between 2.1 and 2.7. In the resulted image, the brighter is the pixel, the higher is the 
Histogram of Pattern
Conclusion
The roughness of a shape is an ambiguous property. Geometrically, the Hausdorff-Besicovich dimension is a measure of elasticity, which is one of the main factors contributing to the notion of roughness [4] . The Hausdorff-Besicovich dimension is defined on general geometrical shalpes, but it is equal to the fractal dimension only on fractals. Natural terrain is typically a fractal (over some range of scales). Therefore, its fractal dimension can be used to express its roughness properly. In this paper, we concentrated on the fractal Brownian function approach for estimating fractal dimension. We extended the fractal Brownian function approach to accommodate irregularly sampled data supplied by a scanning laser rangefinder. The extension involves considering neighbors that lie approximately, but not exactly, within a given distance from a data point. This requires searching a permis rea within the given distance. The extension also involves is of the distribution of points in a log-log space in order to determine which points to analyze further and which points to ignor t real patterns are fractal only over some range of scales, all scales). We conduct this analysis by applying a segmentation method using polyline fitting to the points in log-log space.
We applied the extended methods to noisy range imagery of natural terrain (sand and rocks) acquired with the Perceptron scanning laser rangefinder located on a prototype of a planetary rover. The resulting estimates of fractal dimension correlate closely to the human perception of the roughness of the terrain. We conclude that it is reasonable to model natural terrain as a fractal pattern, and that the fractal dimension is a reasonable measure of roughness of terrain.
Remaining problems in this work that we do not intend to pursue immediately include determining the region in which to conduct fractal analysis, identifying which linear parts of the loglog curves are most significant, and segmenting patterns whose fractal characteristics change spatially.
