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Derivation of the Schro¨dinger equation based on a fluidic continuum model of vacuum
and a sink model of particles
Xiao-Song Wang
Institute of Mechanical and Power Engineering, Henan Polytechnic University, Jiaozuo, Henan Province, 454000, China
We propose a fluidic continuum model of vacuum and a sink flow model of microscopic particles.
The movements of a microscopic particle driven by a stochastic force was studied based on stochastic
mechanics. We show that there exists a generalized Schro¨dinger equation for the microscopic particle.
Keywords: Schro¨dinger equation; stochastic mechanics; Hamilton-Jacobi equation; Langevin equation; sink;
aether; Planck constant.
I. INTRODUCTION
The Schro¨dinger equation for a non-relativistic particle
moving in a potential V (x) can be written as1
i~
∂ψ
∂t
= −
~
2
2m
∇2ψ + V (x)ψ, (1)
where t is time, x is a point in space, ψ(x, t) is the
wave function, m is the mass of the particle, V (x) is
the potential, h is the Planck constant, ~ = h/2pi and
∇2 = ∂2/∂x2+∂2/∂y2+∂2/∂z2 is the Laplace operator.
In a remarkable paper2, E. Nelson derived the
Schro¨dinger equation Eq.(1) based on two main
hypotheses2. The first hypothesis is that the position of
a Brownian particle satisfies the Smoluchowski equation.
The second hypothesis is that the diffusion coefficient ν
of the Wiener process can be written as ν = ~/2m, where
m is the mass of the particle, ~ = h/2pi, h is the Planck
constant. Nelson’s stochastic mechanics2–4 was further
developed5.
In previous works of stochastic mechanics5, these two
hypotheses can not be explained. Is it possible for us to
derive Nelson’s two hypotheses based on some assump-
tions about the nonempty vacuum? The purpose of this
paper is to propose a derivation of Nelson’s hypotheses.
Further, considering the mass-increasing effects, we show
that there exists a nonlinear Schro¨dinger equation for mi-
croscopic particles. As a byproduct, the Planck constant
h is calculated theoretically.
II. A FLUIDIC CONTINUUM MODEL OF
VACUUM AND A SINK FLOW MODEL OF
MICROSCOPIC PARTICLES
Many philosophers and scientists, such as Laozi6,
Thales, Anaximenes, etc., believed that everything in the
universe is made of a kind of fundamental substance7.
Descartes was the first to bring the concept of aether into
science by suggesting that it has mechanical properties7.
Descartes interpreted the celestial motions of celestial
bodies based on the hypothesis that the universe is filled
by an fluidic vortex aether. After Newton’s law of grav-
itation was published in 16878, this action-at-a-distance
theory was criticized by the French Cartesians7. Newton
admitted that his law did not touch on the mechanism
of gravitation9. He tried to obtain a derivation of his
law based on Descartes’ scientific research program. At
last, he proved that Descartes’ vortex aether hypothesis
could not explain celestial motions properly8. Newton
himself even suggested an explanation of gravity based
on the action of an aether pervading the space9,10. Euler
attempted to explain gravity based on some hypotheses
of a fluidic aether7.
Since quantum theory shows that the vacuum is not
empty and has physical effects, e.g., the Casimir effect,
it is valuable to probe the vacuum by introducing the
following assumption11.
Assumption 1 Suppose the universe is filled by a fluidic
substratum.
This fluidic substratum may be named the Ω(0) sub-
stratum in order to distinguish it from the Cartesian
aether.
Suppose that a velocity field of a fluid is contin-
uous and finite at all points of the space, with the
exception of individual isolated points. Then these
isolated points are called singularities in this fluid.
Suppose there exists a singularity at point P0 =
(x0, y0, z0). If the velocity field of the singularity at
point P = (x, y, z) is u(x, y, z, t) = (Q/4pir2)rˆ, where
r =
√
(x− x0)2 + (y − y0)2 + (z − z0)2, rˆ denotes the
unit vector directed outward along the line from the sin-
gularity to the point P = (x, y, z), then we call this sin-
gularity a sink if Q < 0. Q is called the strength of the
sink.
Further, we introduce the following assumption11.
Assumption 2 All the microscopic particles were made
up of a kind of elementary sinks in the Ω(0) substratum.
These elementary sinks were created simultaneously. The
initial masses and the strengths of the elementary sinks
are the same.
We may call these elementary sinks as monads. Sup-
pose that a particle with mass m is composed of N mon-
ads. We have the following relationships11:
dm
dt
=
ρ0q0
m0(t)
m(t), (2)
where m(t) is the mass of a particle at time t, m0(t) is
the mass of monad at time t, −q0(q0 > 0) is the strength
of a monad, ρ0 is the density of the substratum, t > 0.
If Assumption 2 is valid, then, the equation of motion
of a particle is11
m(t)
dvp
dt
= −
ρ0q0
m0(t)
m(t)vp + F, (3)
where m0(t) is the mass of monad at time t, −q0 is the
strength of a monad, m(t) is the mass of the particle at
time t, vp is the velocity of the particle, F denotes other
forces.
From Eq.(3), we see that there exists a universal damp-
ing force
Fd = −
ρ0q0
m0
mvp (4)
exerted on each particle by the Ω(0) substratum.
III. THE LANGEVIN EQUATION MODEL OF A
BROWNIAN PARTICLE MOVING IN AN
EXTERNAL FORCE FIELD
In this section, we study the stochastic Newtonian me-
chanics of a particle in a potential by a method similar
to Nelson’s stochastic mechanics2–4.
Suppose that a microscopic particle is moving in an ex-
ternal force field F(x, t) in the Ω(0) substratum. In order
to describe the motion of the microscopic particle, let us
introduce a Cartesian coordinate system {o, x1, x2, x3}
which is attached to the static substratum at infinity.
Let x(t) denote the position of the Brownian particle at
time t. We assume that the velocity vp = dx/dt exists.
Suppose there are also a damping force F2 and a random
force ξ(t) exerting on the particle. Then, according to
Eq.(3), the motion of the particle can be described by
the Langevin equation12
m
d2x
dt2
= −
ρ0q0
m0(t)
m(t)vp + F2 + F(x, t) + ξ(t), (5)
where m is the mass of the particle.
We assume that the force F(x, t) is a continuous func-
tion of x and t. Suppose that the damping force F2
exerted on the microscopic particle by
F2 = −f2mvp, (6)
where f2 ≥ 0 is a constant.
Using Eq.(6), Eq.(5) can be written as
m
d2x
dt2
= −fv+ F(x, t) + ξ(t), (7)
where f = (ρ0q0/m0 + f2)m.
Next, we need a proper mathematical model of the
rapidly fluctuating and highly irregular force ξ(t) to en-
sure that Eq.(5) is mathematically explicit. Inspired by
the Ornstein-Uhlenbeck theory13,14 of microscopic mo-
tion, it is natural to assume that the random force ξ(t)
exerted on a microscopic particle by the substratum Ω(0)
has similar properties as the random force exerted on a
microscopic particle immersed in a classical fluid by the
fluid. Thus, we make the following assumptions.
Assumption 3 We assume that the random force ξ(t)
exerted on the particle by the substratum Ω(0) is a three-
dimensional Gaussian white noise15–18 and the strength
η2i , ηi > 0, i = 1, 2, 3, of the ith component of ξ(t) is
η2i = 2fk0T0, i = 1, 2, 3, (8)
where f is the damping coefficient of the damping force
exerted on the particle by the medium, k0 is a constant
similar to the Boltzmann constant kB which depends on
the particles which constitute the substratum Ω(0), T0 is
the equilibrium temperature of the substratum Ω(0).
For convenience, we introduce notations as σ1 = ηi,
i = 1, 2, 3. According to Assumption 3, the correlation
function Ri(t, s) of the ith component of ξ(t) is
Ri(t, s) = E[ξi(t)ξi(s)] = σ
2
1δ(t− s), (9)
where δ(t) is the Dirac delta function, ξi(t) is ith com-
ponent of ξ(t).
For convenience, we introduce the following notations
ν1 =
σ21
2
= fk0T0. (10)
Based on Assumption 3, the three-dimensional Gaus-
sian white noise ξ(t) is the generalized derivative of a
Wiener process N(t)15,17. We can write formally15–18
dN(t) ≡ dN(t+ dt)− dN(t) = ξ(t)dt, (11)
where N(t) is a three-dimensional Wiener process and
E[(Ni(t)−Ni(s))(Nj(t)−Nj(s))] =
{
2ν1|t− s|, i = j,
0, i 6= j,
(12)
where Ni is the ith component of the three-dimensional
Wiener process N(t), ν1 > 0 is the diffusion coefficient of
N(t), t ≥ s ≥ 0.
Now, based on Assumption 3, the mathematically rig-
orous form of Eq.(7) is the following stochastic differen-
tial equations14

dx(t) = vp(t)dt,
mdvp(t) = −fvp(t)dt+ F(x, t)dt + dN(t),
x(0) = x0, vp(0) = v0.
(13)
Assumption 4 We assume that the functions F(x, t) :
R3 × R+ → R
3 satisfy a global Lipschitz condition, i.e.,
for some constant C0, |F(x1, t)−F(x2, t)| ≤ C0|x1−x2|,
for all x1 and x2 in R
3.
The following theorem is the main result of this section.
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Theorem 5 Suppose that Assumption 3 and Assump-
tion 4 are valid. Then, at a time scale of an observer
very large compare to the relaxation time m/f , the solu-
tion x(t) of the Langevin equation Eq.(13) converges to
the solution y(t) of the Smoluchowski equation Eq.(15)
with probability one uniformly for t in compact subinter-
vals of [0,∞) for all v0, i.e.,
lim
m/f→∞
x(t) = y(t), (14)
where y(t) is the solution of the following Smoluchowski
equation {
dy(t) = b(y, t)dt + dw(t),
y(0) = x0,
(15)
where x0 = x(0), w(t) is a three-dimensional Wiener
process with a diffusion coefficient ν0 determined by
ν0 =
~0
2m
, (16)
and ~0 = 2m0k0T0/(ρ0q0 + f2m0).
The proof of Theorem 5 can be found in the appendix.
If ~0 = ~, then, we notice that Eq.(16) coincides with the
hypothesis ν = ~/2m in Nelson’s stochastic mechanics2.
IV. A GENERALIZED HAMILTON-JACOBI
EQUATION
Following Nelson2, we define the mean forward deriva-
tive Dy(t) and the mean backward derivative D∗y(t).
We also have another Smoluchowski equation as2
dy(t) = b∗(y, t)dt + dw∗(t), (17)
where w∗(t) has the same properties as w(t) except that
the dw∗(t) are independent of the y(s) with s ≥ t.
Following Nelson2, we introduce the the following defi-
nitions of current velocity v(t) and osmotic velocity u(t).
v =
1
2
(b+ b∗), u =
1
2
(b− b∗). (18)
We have the following result2:
u = ν0
∇ρ
ρ
= ν0∇(ln ρ). (19)
From Eq.(19), we introduce the following definition of
osmotic potential R1
mu = ∇R1, (20)
where the osmotic potential R1 is defined by R1 ,
mν0 ln ρ.
Following Nelson2, we introduce the definition of the
mean second derivative a(t) of the stochastic process y(t)
as
a(t) =
1
2
DD∗y(t) +
1
2
D∗Dy(t). (21)
Similar to the deterministic Newtonian mechanics, we
can also introduce the following concept of deterministic
momentum field pd(x, t) and stochastic momentum field
ps(x, t) of the Brownian particle:
pd(x, t) = m(t)v(x, t),ps(x, t) = m(t)u(x, t). (22)
From Eq.(2), we see that the mass m(t) of the particle
is increasing linearly. Thus, our results departs from the
Nelson’s stochastic mechanics. We have the following
result.
Proposition 6 If there exists a functions S1(x, t) such
that
pd = ∇S1, (23)
then, the deterministic momentum field pd(x, t) and
stochastic momentum field ps(x, t) of the particle satisfy
the following equations
∂pd(t)
∂t
= ω0pd + F−
1
2m
∇(p2d)
+
1
2m
∇(p2s) + ν0∇
2ps, (24)
∂ps(t)
∂t
= ω0ps +−ν0∇
2pd −
1
m
∇(pd · ps), (25)
where ω0 , ρ0q0/m0(t).
Proof of Proposition 6. According to Eq.(22), we have
the following relationships
∂pd(t)
∂t
=
dm(t)
dt
v+m(t)
∂v
dt
, (26)
∂ps(t)
∂t
=
dm(t)
dt
u+m(t)
∂u
dt
. (27)
Following a similar method of Nelson2, we obtain the
following results
∂v
∂t
=
F
m
− (v · ∇)v + (u · ∇)u+ ν0∇
2u, (28)
∂u
∂t
= −ν0∇(∇ · v)−∇(v · u). (29)
Putting Eq.(28-29) into Eq.(26-27), we obtain
∂pd(t)
∂t
=
dm(t)
dt
v+F−m(v·∇)v+m(u ·∇)u+mν0∇
2u,
(30)
∂ps(t)
∂t
=
dm(t)
dt
u−mν0∇(∇ · v)−m∇(v · u). (31)
Using Eq.(2) and some formula in field theory, we ar-
rive at Eq.(24-25). This ends the proof of Proposition 6.

We may call the functions S1(x, t) defined in Eq.(23)
as the current potential. The current potential S1(x, t)
is not uniquely defined by the deterministic momentum
field pd(x, t).
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Theorem 7 Suppose that there exist two functions V (x)
and S1 such that
F(x, t) = −∇V (x), (32)
pd = ∇S1. (33)
Then, the generalized Hamilton’s principal function S ,
S1 − iR1, i
2 = −1, satisfies the following generalized
Hamilton-Jacobi equation
−
∂S
∂t
= −ω0S+
1
2m
(∇S)2+V (x)−iν0∇
2S+a1(t)+ia2(t),
(34)
where a1(t) and a2(t) are two unknown real functions of
t.
The proof of Theorem 7 can be found in the appendix.
The generalized Hamilton’s principal function S is not
uniquely defined by pd. The reason is that pd = ∇S1.
Thus, S1 is not uniquely defined by pd.
It is not surprising that the generalized Hamilton-
Jacobi equation Eq.(34) is similar to the following
Hamilton-Jacobi equation in classical mechanics19
−
∂S
∂t
=
1
2m
(∇S)2 + V (x). (35)
Similar to Bohr’s Correspondence Principle in quan-
tum mechanics, we may also introduce the following cor-
respondence principle in stochastic mechanics.
Assumption 8 If the diffusion constant ν0 and the
parameter ω0 are small enough, i.e., ν0 → 0 and
ω0 → 0, then, the generalized Hamilton-Jacobi equation
Eq.(34) in stochastic mechanics becomes identical to the
Hamilton-Jacobi equation Eq.(35) in classical mechanics
Theorem 9 Suppose that Eq.(32-33) are valid. Then,
the generalized Hamilton’s principal function S satisfies
the following generalized Hamilton-Jacobi equation
−
∂S
∂t
= −ω0S +
1
2m
(∇S)2 + V (x)− iν0∇
2S. (36)
Proof of Theorem 9 Let ω0 = ν0 = 0. Then, from
Eq.(19), we have u = 0. Thus, from Eq.(22), we have
ps = 0. Then, from Eq.(20), R1 is a constant. Thus,
Eq.(34) can be written as
−
∂S1
∂t
=
1
2m
(∇S1)
2 + V (x) + a1(t) + ia2(t), (37)
According to Assumption 8, Eq.(37) should be identi-
cal to the Hamilton-Jacobi equation Eq.(35). Thus, we
obtain a1(t) = 0 and a2(t) = 0. This ends the proof of
Theorem 9. 
V. GENERALIZED SCHRO¨DINGER
EQUATION IN STOCHASTIC NEWTONIAN
MECHANICS
We introduce the following definition
ψ(x, t) = e
iS(x,t)
2mν0 . (38)
We may call the function ψ(x, t) as wave function fol-
lowing Hamiltonian mechanics20. The generalized Hamil-
ton’s principal function S is not uniquely defined by p.
Therefore, the wave function ψ(x, t) defined by Eq.(38)
is not uniquely defined by p.
Theorem 10 The wave function ψ(x, t) defined by
Eq.(38) satisfies the following Schro¨dinger like equation
i
∂ψ
∂t
= ω0ψ lnψ − ν0∇
2ψ +
1
2mν0
V ψ. (39)
Eq.(39) is equivalent to the generalized Hamilton-Jacobi
equation Eq.(36).
Proof of Theorem 10. From the definition Eq.(38), we
have
S(x, t) =
2mν0
i
lnψ(x, t). (40)
Putting Eq.(40) into Eq.(36), we obtain a Schro¨dinger
like equation Eq.(39). Conversely, putting Eq.(38)
into Eq.(39), we obtain the generalized Hamilton-Jacobi
equation Eq.(36). This ends the proof of Theorem 10. 
Putting Eq.(16) into Eq.(10), we obtain the following
proposition.
Corollary 11 Suppose that Eq.(32-33) are valid. Then,
the wave function ψ(x, t) defined by Eq.(38) satisfies the
following nonlinear Schro¨dinger equation
i~0
∂ψ
∂t
= −
~
2
0
2m
∇2ψ + V ψ + ~0ω0ψ lnψ. (41)
The mass-increasing effect indicated in Eq.(2) is so
small that it may be difficult for us to detect in the time
scale of human beings. If we introduce the following as-
sumption: ω0 → 0, then, the nonlinear Schro¨dinger equa-
tion Eq.(41) reduces to the Schro¨dinger equation Eq.(1).
However, the wave function ψ(x, t) is not uniquely de-
fined by p. Wallstrom21 points out:”the Madelung equa-
tion are not equivalent to the Schro¨dinger equation un-
less a quantization imposed. This condition is that the
wave function be single valued;” This quantization condi-
tion was confirmed by plenty of experiments in quantum
mechanics1,19. Thus, a successful stochastic interpreta-
tion of nonrelativistic quantum phenomena should derive
this quantization condition. This serious problem should
be investigated.
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VI. CONCLUSION
In Nelson’s stochastic mechanics, the Schro¨dinger
equation Eq.(1) is derived based on two main hypothe-
ses. In previous works of stochastic mechanics, these two
hypotheses can not be explained. Based on a fluidic con-
tinuum model of the vacuum and a sink flow model of mi-
croscopic particles, we show that Nelson’s two hypotheses
can be derived. Similar to Bohr’s Correspondence Prin-
ciple, we also introduce a correspondence principle. The
generalized Hamilton’s principal function satisfies a gen-
eralized Hamilton-Jacobi equation. Further, considering
the mass-increasing effects, we show that there exists a
nonlinear Schro¨dinger equation for microscopic particles.
As a byproduct, the Planck constant h is calculated the-
oretically.
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VII. APPENDIX
A. Proof of Theorem 5
Using the following definitions
β =
f
m
, K(x, t) =
F(x, t)
m
, B(t) =
N(t)
m
, (42)
we see that B(t) is a three-dimensional Wiener process
with a diffusion coefficient14
ν2 =
ν1
m2
=
fk0T0
m2
=
βk0T0
m
. (43)
Using Eq.(42), Eq.(13) become{
dx(t) = vp(t)dt,
dvp(t) = −βvp(t)dt+K(x, t)dt+ dB(t).
(44)
We define
b(x, t) =
K(x, t)
β
, w(t) =
B(t)
β
. (45)
Then, we see that w(t) is a three-dimensional Wiener
process with a diffusion coefficient14
ν0 =
ν2
β2
=
k0T0
mβ
=
k0T0
f
. (46)
Using Eq.(45), Eq.(44) can be written as{
dx(t) = vp(t)dt,
dvp(t) = −βvp(t)dt+ βb(x, t)dt + βdw(t).
(47)
Let x(t) be the solution of Eq.(47) with x(0) =
x0,vp(0) = v0. According to Assumption 4, the func-
tions b(x, t) : R3 ×R+ → R
3 also satisfies a global Lips-
chitz condition. Applying Nelson’s Theorem 10.1 in3, for
a time scale of an observer very large compared to the
relaxation time 1/β, x(t) converges to the solution y(t)
of the Smoluchowski equation
dy(t) = b(y, t)dt+ dw(t) (48)
with y(0) = x0.
From Eq.(7) and Eq.(46), we have
f =
(
ρ0q0
m0
+ f2
)
m (49)
ν0 =
k0T0
f
=
m0k0T0
(ρ0q0 + f2m0)m
. (50)
We introduce the following notations
~0 =
2m0k0T0
(ρ0q0 + f2m0)
=
h0
2pi
. (51)
Using Eq.(51), Eq.(50) can be written as
ν0 =
~0
2m
, or, ν0 =
h0
4pim
. (52)
This ends the proof of Theorem 5. 
B. Proof of Theorem 7
Multiplying Eq.(24) with −1 and adding Eq.(25) mul-
tiplied by i, we obtain
−
∂(pd − ips)
∂t
= −ω0(pd − ips)− F
+
1
2m
∇[(pd − ips)
2]− iν0∇
2(pd − ips). (53)
We introduce the following definition
p , pd − ips. (54)
Putting Eq.(54) into Eq.(53), we have
−
∂p
∂t
= −ω0p− F+
1
2m
∇(p2)− iν0∇
2p. (55)
We introduce the following definition
S , S1 − iR1. (56)
Putting Eq.(20) and Eq.(33) into Eq.(54) and using
Eq.(56), we have
p = ∇S. (57)
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Putting Eq.(57) into Eq.(55), we obtain
−
∂(∇S)
∂t
= −ω0∇S − F+
1
2m
∇[(∇S)2]− iν0∇
2(∇S).
(58)
Noticing F = −∇V (x), Eq.(58) becomes
−
∂(∇S)
∂t
= −ω0∇S+∇V +
1
2m
∇[(∇S)2]− iν0∇
2(∇S).
(59)
Eq.(59) can be written as
∇
[
∂S
∂t
− ω0S + V (x) +
1
2m
(∇S)2 − iν0∇
2S
]
= 0.
(60)
Integration of Eq.(60) gives
−
∂S
∂t
= −ω0S+V (x)+
1
2m
(∇S)2−iν0∇
2S+a1(t)+ia2(t),
(61)
where a1(t) and a2(t) are two unknown real functions of
t. This ends the proof of Theorem 7. 
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