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Preface
This thesis discusses dynamic decision making applications for a set of prob-
lems. Two main lines can be distinguished. The first deals with supply chain
management problems for perishable products while the second studies the
design of vessel fleets upon performing maintenance operations at offshore
wind farms. The inventory models for perishable products studied in this
thesis consider a single-item, single-stock location and production planning
over a finite time horizon. The decision making problem of scheduling the
maintenance operations at offshore wind farms is treated as a supply chain
problem type: the installation requires to schedule maintenance operations
and attend failures in turbines during the planning horizon. A fleet of vessels
needs to be selected to support these operations. For this set of problems,
decisions are not only dynamic, but are also made under uncertainty.
The main objectives of this thesis are the following: (1) to study which or-
der policies are the most appropriate for the designed perishable lot sizing
problems. In which cases an order policy gives an optimal solution?; (2) to
analise the effect of using parallel computing to improve the performance of
the algorithms derived designing policies for perishable lot sizing problems;
(3) to explore how effective heuristics can be for dynamic decision making
in lot sizing problems for perishables; (4) to elaborate an MILP model for
selecting a fleet of vessels to support the maintenance operations at offshore
wind farms; and (5), to design a heuristic for scheduling maintenance oper-
ations at offshore wind farms considering failures in turbines and weather
uncertainty.
Each one of these objectives have been discussed in a separate chapter
of this thesis. In the second Chapter, a stochastic programming model
is presented for a practical production planning problem of a perishable
i
product over a finite time horizon. A static policy is studied for that model.
Such policy proved to be optimal assuming a static uncertainty strategy,
which is considered for instances with a long lead time. The third Chapter
addresses the use of parallel computing for the algorithms developed in the
previous Chapter. Two implementations were developed for heterogeneous
platforms: a multi-GPU version using CUDA and a multicore version using
Pthreads and MPI. For the first implementation the Monte Carlo simulation
(the most demanding task) is parallelised. The multicore version showed a
good speedup, after dealing with an initially unbalanced workload among
processors. The fourth Chapter discusses the effectiveness of heuristics for
a similar lot sizing problem for perishables. The classical Silver heuristic is
extended for perishable products and an analytical and a simulation-based
variant of the approach are introduced. The results of the heuristics are
compared with the optimal solutions given by a derived SDP model for
the problem, showing that the heuristics feature costs that are, on average,
5% above the optimal cost for the simulation approach and 6% for the
analytical approximation. In the fifth Chapter, a MILP model to select
the optimal fleet of vessels to operate the maintenance of an offshore wind
farm is derived. The model is presented as a bi-level problem, selecting the
optimal fleet on the first level and optimising the schedule of operations,
using the fleet, on the second. Since this model is deterministic, as others
in literature aiming to solve long time horizon problems using small time
periods, the sixth Chapter address the question of how the anticipation of
stochastic events such as the failures in turbines or the weather conditions
affect the decision of the optimal vessel fleet. This Chapter presents a
heuristic decision rule that illustrates this effect.
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1
Introduction
1.1 Background on Dynamic Decision Making
Decision making is present in all sort of forms and scopes in our daily live. From the
common decisions individuals have to face as part of everyday life, to the ones made
by governments and large corporations. From the irrelevant, to the ones that make
an impact in our society or economy. Modelling a situation to take better decisions is
often a complex task, due to the level of detail that real-world problems require with
different interconnected and interdependent layers. Uncertainty, sometimes intrinsic,
otherwise considered because of the unknown interdependencies of the environment,
adds complexity to tackle the models and to find solutions. Finally, in situations
in which the decisions are taken over time, the dynamic character arises when the
interactions of actions affect forehead decisions.
A classical definition of dynamic decision making (DDM) can be found in [17].
Dynamic decision making problems can be defined as those that encompass a series of
decisions over a set of possible actions that are taken in real time to achieve a single or
several objectives in an environment that changes over time, both as a consequence of
previous decisions or autonomously due to external factors. One of the complications
of DDM problems comes from the fact that decisions are not independent; previous
decisions affect and constrain later decisions. Also, previous decisions have an effect
over the state of the environment. In this context, dynamic decisions cannot be taken,
in general, without considering the long-term effect they may have over the state of the
system.
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Bellman’s principle of optimality [7] lies at the core of dynamic decision theory: An
optimal policy has the property that whatever the initial state and decisions are, the
remaining decisions must constitute an optimal policy with regard to the state resulting
from the first decision. The mathematical optimization method known as dynamic pro-
gramming follows the principle of optimality by breaking down a dynamic optimization
problem into simpler subproblems. This method can be extended to account for uncer-
tainty. Other combinatorial optimization methods such as branch and bound, artificial
intelligence techniques like genetic algorithms and other metaheuristics have been used
extensively in literature.
This thesis discusses DDM for several applications of real-world problems. Two
main different threads have been studied relating these DDM problems: supply chain
management for perishable products and maintenance of offshore wind farms (OWF).
In these applications, decisions are made under uncertainty. In the first case, demand
for products is stochastic. The shelf-life of perishable products can be subject to un-
certainty as well, although this issue has not been contemplated in this thesis. For the
OWF maintenance case, weather circumstances may be considered as they affect the
energy outcome of the turbines and harsh conditions prevent maintenance vehicles to
leave their bases. Also, the events of failures in the turbines occur randomly.
1.2 Inventory control
Inventory control is a typical example of making decisions in time, where mostly un-
certainty plays a role. This thesis includes studies on lot sizing problems for perishable
items. There are some general aspects of inventory control, regardless of perishability,
that are defined for any model. The most important considerations are: number of
items, inventory locations, holding capacity, review frequency, planning horizon, lead
time (between placement and receipt orders), demand and backlogging [77].
A lot sizing problem may deal with single or multiple items, and single or multiple
inventory locations. A maximum holding capacity may be considered at the inventory
locations, or assumed to be infinite when space is not a concern. Reviewing the inven-
tory status may be continuous or periodic. In a periodic system, the inventory levels
are checked at time intervals, while in a continuous system they are checked for every
period. The planning horizon is a time series that may have a finite number of periods
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or be infinite. The lead time refers to the time in periods, between the placement and
the receipt of orders. Demand can be deterministic or stochastic. For the deterministic
case, we can differentiate between static, stationary or non-stationary demand. Related
to the demand, the system may allow backlogging: if demand exceeds the inventory on
hand, the excess can be hold for the next replenishment of items.
We understand replenishment cycle as any set of periods between two consecutive
replenishment periods. To measure the performance of inventory replenishment cycles,
service level metrics are commonly used in the supply chain. The most widely used in
industrial practice are the so called α-service and β-service level. The first measures
the probability of not having a stock-out during a replenishment cycle. The second,
also known as fill rate, denotes the expected percentage of the demand that can be
fulfilled during a cycle.
From a modelling point of view, stochastic lot sizing problems can be classified
according to the timing of the orders and their quantity. Different strategies can be
considered to determine order quantities for the periods. Bookbinder and Tan defined
strategies for the lot sizing problem with stochastic demand [10]:
• Static uncertainty model
• Static-dynamic uncertainty model
• Dynamic uncertainty model
For the static uncertainty model, the order quantities are defined at the beginning
of the planning horizon, before demand is observed, and cannot be changed through
the development of the periods. This strategy is appropriate for models in which the
order periods and quantities must be known in advance, for instance due to a very long
lead time.
For the static-dynamic model, order timing is set in advance, at the beginning of
the time horizon, but the order quantities rely on the observation of the inventory for
each cycle.
Finally, for the dynamic model, the most studied model in the literature, both
the ordering periods and their quantities are flexible. In practice, the order quantities
are decided at the beginning of each period, before demand is observed, knowing the
inventory on hand from the previous period.
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These models can be adapted for the case of perishable items. In that case, the
model may take, or not, the stock age distribution into account, differentiating between
a stock age dependent or stock age independent strategy, respectively. In the models
studied in this thesis, both stock age dependent and stock age independent strategies
are applied.
1.2.1 Perishable inventory control
According to the Food and Agriculture Organisation of the United Nations, around
one-third of the food produced worldwide for human consumption is lost or wasted,
amounting to about 1.3 billion tons per year. This loss can be translated into a waste
of different valuable resources such as land, water or energy. For this reason, research
on perishable item inventory control represents an area of increasing interest.
Perishable products are those whose quality or utility decays over time. In [88],
perishability is defined as the decay, damage, spoilage, evaporation, obsolescence, pil-
ferage, loss of utility or loss of marginal value of a commodity that results in decreasing
usefulness from the original one. The shelf-life of a perishable product is the time it can
be used or consumed, usually since they have been produced or acquired. From a mod-
elling perspective, [59] describes two categories for perishable products: (1) products
with a fixed shelf-life, in which the shelf-life is known beforehand and remains constant
and (2) products with random shelf-life, in which the shelf-life is given by a stochastic
variable. This second category can also be subdivided (see [5]) into two different types:
(a) shelf-life deterioration rate depending on age and (b) deterioration rate depending
on time or inventory level. More recently, [3] proposed a framework for classifying
perishability distinguishing three dimensions: (a) physical product deterioration, (b)
authority limits, and (c) customer value. Authority limits refer to external regulations
that artificially affect the shelf-life of perishables. An example of that is human blood,
for which tight shelf-lives are usually considered for prevention. Customer value refers
to the perceived value of a product, which may decrease when the product is physically
unaltered (newspapers, fashion, consumer electronics).
When it comes to mathematical modelling, in lot sizing models for perishable items,
the structure of the optimal replenishment policy is typically complex: the replenish-
ment quantity depends on the individual age categories of current inventory, as well as
on all outstanding orders.
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1.2.2 Problem statement
The inventory models for perishable products studied in this thesis consider a single-
item, single-stock location and production planning problem over a finite time horizon.
The considered perishable items have a fixed shelf-life, being scrapped after they reach
that limit. The models operate under a FIFO (first in, first out) issuing policy for
products. We suppose that items are delivered or produced instantaneously at the
beginning of the period that they are ordered. The demand is stochastic and non-
stationary. If demand exceeds the inventory volume, it is backlogged or lost. In the
second case, the unmet demand is controlled by a service level constraint. Specifically,
a β-service level has been used. Regarding cost parameters, the models consider a fixed
setup or ordering cost, procurement and holding costs per unit, disposal cost for items
that reach the end of their shelf-life and penalty costs for the unmet demand.
The aim of studying this setting is to gain insight for the following research ques-
tions:
1. Which order policies are the most appropriate for this problem setting?
2. In which cases an order policy gives an optimal solution?
3. How can the use of parallel computing improve the performance of the algorithms
to find solutions?
4. To which extend the use of heuristics give good results in a DDM lot sizing
problem for perishable products?
1.2.3 Related works
From the original Economic Order Quantity (EOQ) model, first described in [38], lot
sizing problems have been studied profusely due to the important role of supply chain
management in the economy. Dynamic lot sizing was first introduced by [86], who
discuss a polynomial time exact solution method. One of the precursors of the modern
lot sizing theory comes from the definition of the so-called (s, S) or order up to level
S policy: if the size of the inventory falls below a level s, an order to reach level S is
placed. For a general setting in which stochastic demand is stationary and ordering,
unit, holding and shortage costs are considered, Scarf proofs that the (s, S) policy is
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optimal [72]. Later in [47], the (s, S) policy was proven to be optimal for an infinite
time horizon as well. Many efficient heuristics appeared over the years in the literature,
see e.g. the linear time heuristic introduced in [76].
Other policies, heuristics and models in general considering uncertainty for the
demand appeared later in the literature. Silver presented a heuristic that looks only
one cycle ahead and that is based on three different stages: deciding when to order, the
cycle length and the order quantity [75]. The heuristic introduced in [4] determines the
replenishment levels minimising the incurred cost per period. Authors in [9] improve
the latter both in cost and computational time. In [10] a heuristic in which first the
replenishment periods are decided and after that the quantities are fixed is proposed . In
[84] Tarim and Kingsman present an MILP (Mixed-Integer Linear Programming) model
used to decide replenishment moments and quantities simultaneously; Authors in [69]
generalise Tarim and Kingsman’s model to handle a range of service level measures as
well as lost sales. In [13] ordering policies are considered for systems in which the fixed
cost is dependent on the order size, in a step function for two or multiple values, deriving
policies for these cases. Authors in [89] determine a joint ordering and dynamic pricing
strategy for three different models and characterize the optimal policy when inventory
cost-rate functions are convex or quasi convex. All aforementioned works operate under
a non-stationary demand assumption; the importance of developing models that are
able to compute optimal or near-optimal non-stationary policies has been discussed by
[85].
The earliest works in which perishability is considered as an aspect of lot sizing
problems appear last century around the sixties. A review of the early literature on
lot sizing for perishables is provided by [59]; it surveys inventory models for perishable
products with a fixed lifetime from 1960 to 1982. Karaesmen et al. [49] make an
extensive review of more recent literature for perishables with fixed or random lifetime
and considering both discrete and continuous models. In [5], inventory models for
perishables since 2011 are reviewed.
According to the above reviews, over the last ten years several inventory models
have been derived for controlling perishable item inventory systems. For instance, [57]
presents a model similar to the one discussed in this paper dealing with a periodic
review with service-level constraints; however the role of the fixed ordering cost is not
considered in their work. More recently, [41] introduces an SDP approach for a single
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perishable item subject to non-stationary demand and an α service level constraint. In
[55] multi-modularity to three dynamic inventory problems is applied; they consider
perishability in one of them, for clearance sales, following FIFO issuance. Authors in
[14] analyse a joint pricing and inventory control problem for perishables, considering
both a backlogging case and a lost-sales case; they allow that inventory can be discarded
before perishing. In [65] an MILP approximation model for a YS policy is presented for
an inventory control problem under α service level constraints, non-stationary demand
and a single item with a fixed shelf life. In this policy, Yt provides the order timing, i.e.,
it is an indicator variable that is set to one if there is a replenishment up to inventory
level St in period t. In [62], an MILP approximation for a YQ policy obtaining costs
that are less than 5% more than those of the optimal policy is presented.
In this thesis, an stochastic programming (SP) model is presented for a practical
production planning problem of a perishable product over a finite time horizon. An YQ
policy is studied assuming a static uncertainty strategy. In a different study, a similar
model considering a dynamic strategy explores and discusses the effectiveness of two
new heuristics.
1.3 Offshore wind farm maintenance
We can distinguish seven different renewable energy sources that are known and used.
These are hydro power, wind, solar, tidal, wave, geothermal and biomass (including
biofuels) [18]. The technology for generating energy from wind has experienced a
rapid development during the last decades, whereas the offshore generation has been
last exploited. The offshore wind energy industry is expected to continue its growth
tendency in the near future. For instance, the European Wind Energy Association
expects in its Central Scenario by 2030 a total installed capacity of 66 GW of offshore
wind in the UE [20].
The increasing interest in investing, optimising and improving the technology of
renewable energy sources such as wind and solar power, responds not only to new
political policies, but also to a real concern for the environment and the limits of
production of fossil fuels (oil, coal and natural gas), in a global economy paradigm of
limitless growth.
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While other technologies developed for renewable energy sources like hydroelectric
have long been studied and implemented, proving to be very profitable, others like
wind and sun power face more challenges to achieve profitable levels. In the case of
wind power, wind farms are typically large infrastructures that rely on the use of heavy
machinery powered with fossil fuels for their installation and maintenance. Therefore,
optimising installation and maintenance processes for (offshore) wind farm constitutes
an interesting field of research. From the Operations Research perspective, this includes
several opportunities, such as determining optimal array cable layouts, minimising the
cost of the installed cable [6]; determining the optimal turbine layout considering the
wind wake effect in order to maximise electricity production on the farm [15]; and
optimising the installation planning itself for a wind farm [73]. While the installation
of an OWF constitutes its major cost, operations and maintenance (O&M) activity still
accounts for about a 25% of the life-time cost of an OWF [1]. Optimising the resources
used for O&M activity is an interesting and challenging problem, in which only a few
approaches have been analysed and studied so far.
1.3.1 Problem statement
This thesis focuses on the decision making problem of scheduling the O&M at OWF’s
and the selection of an appropriate fleet of vessels to support these operations. A more
detailed description of the problem at hand is presented in Chapter 5. The model is
a supply chain problem type; there is an OWF which turbines require maintenance
during a time horizon. The aim is to determine an optimal fleet of vessels to support
all the O&M activities needed. The decision maker may choose from a variety of vessel
types to charter during the time horizon. The vessels operate at the OWF from their
bases, that are at a certain distance to the OWF and have a certain capacity for holding
vessels at a cost. Each vessel may perform activities during each shift, going from their
base and returning to it by the end of each shift. Weather conditions apply preventing
vessels to sail when the conditions are not adequate.
The type of maintenance activities that are performed at the OWF can be classi-
fied into two groups: preventive and corrective. Preventive activity types correspond
to those that have the aim of prolonging the shelf-life of the turbines and prevent mal-
functioning. A number of each preventive type is supposed to be performed during
the time horizon. The corrective types aim to fix their corresponding failure types
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in the turbines. A corrective activity can be performed since the moment a failure is
diagnosed, updated at the beginning of each period.
At the end of the time horizon, the activity types (preventive or corrective) that
have not been performed incur a penalty cost. Downtime costs apply since the moment
a turbine presents a failure until it is fixed. While performing a preventive activity, the
turbine must be shut down and downtime costs apply as well, due to loss of energy gen-
eration. Other costs are associated to the missions the vessels perform, the chartering
costs and the use of the selected bases.
This problem setting is the base for formulating the following research questions for
this thesis:
1. Is an MILP model suitable for an application for selecting a fleet of vessels to
support the maintenance at OWF’s?
2. Is it possible to find an efficient and realistic heuristic for scheduling O&M activ-
ities at OWF’s with failures and weather uncertainty? What are the differences
with a perfect information MILP model?
1.3.2 Previous works
Optimization for maintenance operations at OWF is a novel area with few research pa-
pers that nonetheless is rapidly gaining interest. A literature review on DSS for OWF’s
is given by [45]. Recently, a mathematical model for maintenance operations at OWFs
using a fleet of vessels has been presented in [66]. The authors also propose to solve
it using a rolling horizon heuristic. Other recent deterministic and stochastic model
formulations for vessel composition and maintenance optimization can be found in [26]
and [37]. In [48], a model for maintenance routing and scheduling at offshore wind
farms based on the Dantzig-Wolfe decomposition method has been implemented. In
that work, a mixed integer linear program is solved for each subset of turbines to gen-
erate all feasible routes and maintenance schedules for the vessels for each period. The
routes take several constraints into account, such as weather conditions, the availability
of vessels, and the number of technicians available at the operation and maintenance
base. In [82], a two-stage stochastic programming model is presented to determine a
cost-optimal fleet size and mix for O&M activities at offshore wind farms for the total
expected lifetime of the OWF. For that, the study considers time periods fixed to three
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months. The uncertainty about the failures in turbines constitutes a high cost for the
maintenance of OWF’s. In [40], a big data approach is used to gain insights to predict
failures in turbines.
In this thesis, a DDS model for selecting a fleet of vessels to perform O&M at OWF’s
is presented. The model considers scenarios of deterministic weather circumstances and
failures in turbines that are fixed by technicians attending the turbines using the fleet
of vessels available. A heuristic is proposed and confronted with the solutions given by
the MILP model based on perfect information.
1.4 Thesis outline
This thesis is organised as follows. The first part of this thesis focuses on perishable lot
sizing problems. In Chapter 2, a YQ policy for a lot sizing problem for perishable items
is discussed. In this policy, Yt represents the order timing, an indicator variable that is
set to one if there is a replenishment of size Qt in period t. Chapter 3 follows analysing
and evaluating parallel implementations for the model presented in the previous chap-
ter. In Chapter 4, another lot sizing model following a dynamic uncertainty strategy is
studied: an extension of Silver’s heuristic for perishables is confronted with the optimal
policies given by a SDP model. The second part of this thesis focuses on studying de-
cision support systems for the maintenance of an OWF. Chapter 5, proposes a decision
support system to select a fleet of vessels and to schedule maintenance operations at an
offshore wind farm. In Chapter 6, the previous model is extended considering weather
circumstances and a broader set of possible patterns of maintenance operations. A
heuristic for the operational stage (decisions for scheduling the operations during the
time horizon) is discussed. This paper has been submitted recently to an international
journal indexed in JCR and it is under peer review revision at the moment. Finally,
Chapter 7 summarises the contributions of this thesis.
1.5 Overview of papers
There are five papers presented in this thesis, from Chapter 2 to Chapter 6, including
two journal papers, two conference papers and a submitted paper to a journal. The
corresponding papers for each chapter are referenced and listed below.
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Chapter 2 Reference [28]:
Chapter 3 Reference [34]:
Chapter 4 Reference [36]:
Chapter 5 Reference [35]:
Chapter 6 Reference [30]:
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2
On computing order quantities for perishable inventory
control with non-stationary demand
[28]
DOI: https://doi.org/10.1007/978-3-319-21407-8 31
Abstract: The determination of order quantities in an inventory control problem of
perishable products with non-stationary demand can be formulated as a Mixed Integer
Nonlinear Programming problem (MINLP). One challenge is to deal with the β-service
level constraint in terms of the loss function. This paper studies the properties of the
optimal solution and derives specific algorithms to determine optimal quantities.
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Accelerating an algorithm for perishable inventory control
on heterogeneous platforms
Reference:
[34] Impact factor JCR 2016: 1.93. Q2 (Computer Science, Theory & Methods)
DOI: https://doi.org/10.1016/j.jpdc.2016.12.021
Abstract: This paper analyses and evaluates parallel implementations of an optimiza-
tion algorithm for perishable inventory control problems. This iterative algorithm has
high computational requirements when solving large problems. Therefore, the use of
parallel and distributed computing reduces the execution time and improves the quality
of the solutions. This work investigates two implementations on heterogeneous plat-
forms: (1) a MPI-PTHREADS version; and (2) a multi-GPU version. A comparison of
these implementations has been carried out. Experimental results show the benefits of
using parallel and distributed codes to solve this kind of problems. Furthermore, the
distribution of the workload among the available processing elements is a challenging
problem. This distribution of tasks can be modelled as a Bin-Packing problem. This im-
plies that the selection of the set of tasks assigned to every processing element requires
the design of a heuristic capable of efficiently balancing the workload statically with no
significant overhead. This heuristic has been used for the parallel implementations of
the optimization for perishable inventory control problem.
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4
A simple heuristic for perishable item inventory control
under non-stationary stochastic demand
[36] Impact factor JCR 2016: 2.325. Q1 (Operations Research & Management Sci-
ence)
DOI: https://doi.org/10.1080/00207543.2016.1193248
Abstract: In this paper we study the single-item single-stocking location non-stationary
stochastic lot sizing problem for a perishable product. We consider fixed and propor-
tional ordering cost, holding cost, and penalty cost. The item features a limited shelf
life, therefore we also take into account a variable cost of disposal. We derive exact
analytical expressions to determine the expected value of the inventory of different ages.
We also discuss a good approximation for the case in which the shelf-life is limited. To
tackle this problem we introduce two new heuristics that extend Silver’s heuristic and
compare them to an optimal Stochastic Dynamic Programming (SDP) policy in the
context of a numerical study. Our results demonstrate the effectiveness of our approach.
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5
A model for optimal fleet composition of vessels for
offshore wind farm maintenance
[35]
DOI: https://doi.org/10.1016/j.procs.2017.05.230
Abstract: We present a discrete optimisation model that chooses an optimal fleet
of vessels to support maintenance operations at Offshore Wind Farms (OFWs). The
model is presented as a bi-level problem. On the first (tactical) level, decisions are
made on the fleet composition for a certain time horizon. On the second (operational)
level, the fleet is used to optimise the schedule of operations needed at the OWF, given
events of failures and weather conditions.
19
20
6
On offshore wind farm maintenance scheduling for decision
support on vessel fleet composition
The following chapter is an extension of Chapter 5.
6.1 Introduction
The offshore wind energy industry is expected to continue its growth tendency in the
near future. The European Wind Energy Association expects in its Central Scenario
by 2030 a total installed capacity of 66 GW of offshore wind in the EU [20]. Offshore
wind farms (OWFs) are large scale infrastructures, requiring a large fleet of vessels able
to perform operations and maintenance (O&M) tasks on the installed turbines. The
O&M constitutes a large part of the costs of running an OWF installation, being up to
one third of the OWF costs [79]. Moreover, the fleet makes the installations depend on
non-renewable energy resources. Therefore, optimising the efficiency of the resources
used for the O&M tasks of an OWF becomes extremely important in order to make
them economically viable and to reduce CO2 emissions.
Recent deterministic and stochastic model formulations for vessel composition and
optimization of maintenance operations at OWF’s can be found in [26] and [37]. A
recent literature review on DSS for OWF’s is given by [45]. In [16, 48] and [81], a
model for maintenance routing and scheduling at offshore wind farms based on the
Dantzig-Wolfe decomposition method has been implemented. In that work, a mixed
integer linear program is solved for each subset of turbines to generate all feasible routes
and maintenance schedules for the vessels for each period. The routes take several
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constraints into account, such as weather conditions, the availability of vessels and the
number of technicians available at the operation and maintenance base. In [82], a two-
stage stochastic programming model is presented to determine a cost-optimal fleet size
and mix for O&M tasks at offshore wind farms for the total expected lifetime of the
OWF. For that, the study considers time periods fixed to three months.
The basis of our investigation is a scenario based MILP model which like the models
in [37] and [82] decides on the vessel fleet composition. All these models evaluate the
value of the vessel fleet composition and base selection based on scheduling with perfect
information; the weather conditions and breakdowns happening during a scenario of
a year are known beforehand. The research question in the current paper is whether
the vessel fleet composition may be affected when maintenance scheduling is done in a
heuristic way following a practical decision rule given the available information at the
time of maintenance scheduling.
We investigate this question in the following way. Section 6.2 describes the practical
decision problem of operating an OWF and selecting a fleet to support its maintenance
tasks. Section 6.3 describes an MILP model, which simultaneously determines the
maintenance scheduling as well as the fleet composition. In Section 6.4, a heuristic
for the operational stage of the model is presented. Section 6.5 presents a computa-
tional study used to compare the outcomes of both procedures. Finally, Section 6.6
summarises our findings.
6.2 Problem definition
This section describes the maintenance planning problem related to a fleet of vessels
for an offshore wind farm during a planning horizon, based on a more extensive model
of fleet size and mix decisions in [80]. The aim is to find an optimal fleet of vessels and
a collection of maintenance tasks to be performed on the wind turbines. That model
contains a detailed description of the operational scheduling dealing with each individ-
ual action. Our vision also distinguishes periods (shifts) of 12 hours, but aggregates a
number of tasks in each period (shift).
Preventive as corrective maintenance tasks are considered. Preventive maintenance
tasks are meant to prevent failures and prolong the lifetime of wind turbines. Examples
include visual inspection, changing of consumables, oil sampling, and tightening of bolts
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[60]. Corrective maintenance tasks are needed to repair broken down wind turbines.
There is a one-to-one correspondence between failure types and corrective task types.
The number of necessary preventive tasks of each type to be performed is predefined
at the beginning of the year. Corrective tasks are only needed after a specific failure
occurs in a wind turbine. The planner is confronted in each scenario with failures
occurring dynamically. There is a downtime cost associated to the lack of electricity
production in turbines during the execution of a maintenance task. Downtime costs are
also considered for broken down turbines, incurred for the shifts from diagnose until
reparation.
To perform the maintenance tasks, a fleet of vessels is needed. Vessel types have
properties such as the type of maintenance tasks they can perform, capacity for trans-
ferring technicians, a depreciation cost over the planning horizon, a sailing speed and a
threshold for wind speed and wave height that prevents to transfer technicians to the
turbines or sailing if they are exceeded. Every vessel is associated to a base, from which
it travels to the wind farm to perform maintenance tasks. Each base has a certain vessel
capacity, a capacity to accommodate technicians, an associated cost and coordinates
which provide its distance to the wind farm.
The decision problem includes a number of candidate bases that can be used and
a number of vessel types associated to them. Each vessel type is able to support a
particular set of patterns, from the base they are associated with. A pattern consists
of one or several maintenance tasks to be performed at the OWF that fits in a shift,
including the time it takes the vessel type to perform a round trip visiting the OWF
from their base. For each shift the available vessels are able to perform a single pattern
of the possible ones that are associated to their type and their base. Some patterns
from different vessel types and associated to different bases might be virtually the same,
containing the same list of tasks to be performed during the shift. Their cost and time
required may vary, considering the speed of the vessel or the distance from their base
to the OWF. Some task types do not require the vessel to be present at the turbine.
This facilitates performing several tasks in parallel in a single time shift. It is irrelevant
whether a pattern contains tasks that run in parallel or sequentially, as long as they
meet the time constraints of a shift and the vessel type can accommodate enough
technicians to perform the tasks. Moreover, some task types take longer than the time
available in a single shift. These long tasks are split into smaller parts that fit with
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the duration of the shifts. If a long task is initiated in one shift, it does not necessarily
have to be continued in the following. However, for corrective tasks, downtime costs
are incurred for all shifts until the task is finished and the failure in the turbine has
been repaired.
Decisions actually take place on two levels: the first (tactical) level decides which
bases to use and which vessels should be available during the planning horizon period
under consideration. The second (operational) level schedules operations including
which patterns to support by which available vessel in every shift of the planning
horizon. The random events the planner is confronted with consist of weather conditions
preventing use of vessels for maintenance and the possible failures of turbines that
require corrective maintenance tasks.
6.3 MILP model description
Like in the models of [37] and [82], the tactical level decisions are evaluated based on
a scenario approach, where the planner has perfect information to schedule the opera-
tional maintenance tasks. The following symbols are used to describe the mathematical
optimisation model.
Sets
K Set of bases
Vk Set of vessel types at base k
S Set of scenarios
Tvs Set of shifts not suitable for sailing due to weather limitations
for vessel type v during scenario s
Γ Set of maintenance task types
NP Subset of planned preventive maintenance task types, NP ⊂ Γ
NC Subset of corrective maintenance task types, NC ⊂ Γ
P Set of all possible patterns
Pkv Set of possible patterns for a vessel of type v operating from
base k
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Parameters
T Number of shifts in the planning horizon
Fk Fixed cost per year of operating base k
Gv Charter or depreciation cost for using a vessel of type v over
the complete planning horizon
Dst Income loss due to downtime of performing a maintenance
task in scenario s in shift t
Hts Hourly income loss due to downtime of performing a main-
tenance task in scenario s in shift t
Cp Cost of executing pattern p ∈ Pkv from base k and a vessel
of type v
CPi Penalty cost for not executing a preventive maintenance task
of type i ∈ NP
Ni Number of hours required to execute maintenance task of
type i ∈ Γ during the planning horizon
PPi Number of planned preventive maintenance tasks of type
i ∈ NP
Mk Number of maintenance technicians available at base k ∈ K
in each shift
MPp Required number of maintenance technician personnel to ex-
ecute pattern p
Qkv Maximum number of vessels of type v that can operate from
base k
Bi Hours spent on a task of type i in one shift, being Bi ≤ Ni
Aip Number of tasks of type i in pattern p
Ps Probability of scenario s
Yits Number of failures of type i ∈ NC accumulated in shifts
1, . . . , t in scenario s
.
Tactical decision variables
yk ∈ {0, 1} Equal to 1 if base k is used, 0 otherwise
xkv ∈ {0, . . . , Qkv} Number of vessels of type v operated from base k
Operational decision variables
wits ∈ Z+ Number of corrective maintenance tasks of type i ∈ NC
supported during shift t in scenario s
qits ∈ Z+ Number of preventive maintenance tasks of type i ∈ NP
supported during shift t in scenario s
upts ∈ Z+ Number of vessels executing pattern p during shift t in
scenario s
w¯its ∈ Z+ Number of corrective maintenance tasks of type i ∈ NC
that are not (yet) completed in scenario s in shift t
q¯is ∈ Z+ Number of preventive maintenance tasks of type i ∈ NP
not completed in scenario s at the end of the planning
horizon
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In order to solve the model, the bounds on the variables should be set as sharp
as possible to facilitate pre-solving operations of an LP solver that filters out those
variables that have a value of zero and those constraints that are not binding. We
define the following bounds:
0 ≤ xkv ≤ Qkv, ∀k, v (6.1)
0 ≤ upts ≤
∑
k∈K
∑
v∈Vk
Qkv ∀p, s, t (6.2)
0 ≤ wits ≤
∑
k∈K
∑
v∈Vk
Qkv max
p∈Pkv
Aip ∀i ∈ NP, ∀t, s (6.3)
0 ≤ qits ≤
∑
k∈K
∑
v∈Vk
Qkv max
p∈Pkv
Aip ∀i ∈ NC,∀t, s (6.4)
0 ≤ w¯its ≤ Yits ∀i ∈ NC,∀t, s (6.5)
0 ≤ q¯is ≤ PPi ∀i ∈ NP, ∀s (6.6)
The value of parameter Qkv is an upper bound on the number of vessels that can be
used from each base. Therefore, the number of patterns that can be performed in a shift
for a particular scenario is bounded by the total capacity of vessels for the considered
bases. The number of corrective tasks not finished at a certain shift is bounded above
by the total occurrences of failures Yits thus far. The number of preventive tasks
not performed at the end of the horizon is bounded by the total number of planned
preventive tasks PPi.
6.3.1 Objective function
The objective is to minimise the fixed costs of operating the bases and the charter cost of
the selected vessels, the costs of all performed patterns throughout the planning horizon,
the downtime costs associated with the running maintenance tasks or persistent failures
and the penalty costs of preventive and corrective task types that are not finished within
the planning horizon:
min
∑
k∈K
Fkyk +
∑
k∈K
∑
v∈Vk
Gvxkv +
∑
s∈S
Ps
∑
k∈K
∑
v∈Vk
∑
p∈Pkv
T∑
t=1
Cpupts
+ (6.7)
∑
s∈S
Ps
(∑
i∈NP
T∑
t=1
HtsBiqits +
∑
i∈NC
T∑
t=1
Dstw¯its +
∑
i∈NP
CPiq¯is +
∑
i∈NC
CPiw¯iT s
)
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The first two terms of the objective function (6.7) cover the costs for the tactical
decisions: cost of bases and vessels. The first term refers to the fixed costs for operating
the chosen base(s) during the planning horizon. The second defines the charter costs
for the available fleet of vessels during the planning horizon.
The following terms cover the expected operational costs of the model. Therefore,
the cost of each scenario is multiplied by its probability. The third term of the objective
function (6.7) determines the cost of operating the patterns during the planning horizon.
Terms four and five describe the downtime costs of preventive and corrective task types,
respectively. While the downtime costs for preventive task types are only incurred while
a task is taking place on a turbine, downtime for corrective task types initiate from
the moment the breakdown occurs and continues until the shift in which it has been
repaired. The last two terms are related to penalty costs. Term six is the penalty
incurred for the preventive maintenance task types that are not performed within the
planning horizon while term seven is the penalty for not finishing all corrective tasks.
6.3.2 Constraints for tactical decisions
There is only one constraint on the tactical level describing the usual relation that base
k should be in use, if one wants to station vessels there, and set the bounds of the
maximum number of each vessel type for each base.
xkv ≤ Qkvyk ∀k, v (6.8)
The tactical decision directly influences the possibilities of the operational planning. A
larger fleet allows to perform more patterns each shift.
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6.3.3 Constraints on operational decisions
Constraints on the operational level are given by the following inequalities:∑
p∈Pkv
upts ≤ xkv, ∀k, v, t, s (6.9)∑
v∈Vk
∑
p∈Pkv
MPpupts ≤Mk, ∀k, s, t (6.10)∑
p∈Pkv
Aipupts − qits ≥ 0, ∀i ∈ NP,∀k, v, s, t (6.11)∑
p∈Pkv
Aipupts − wits ≥ 0, ∀i ∈ NC,∀k, v, s, t (6.12)
Ni
Bi
(Yits − w¯its) ≤
t∑
τ=1
wiτs ≤ dNi
Bi
Yitse, ∀i ∈ NC,∀s, t (6.13)
Niq¯is +
T∑
t=1
Biqits ≥ NiPPi, ∀i ∈ NP, ∀s (6.14)
upts = 0, ∀p ∈ P,∀t ∈ Tvs,∀s (6.15)
Constraint (6.9) bounds operations on the availability of sufficient vessels at each base.
Each available vessel has the potential to contribute performing one of its possible
patterns each shift. Constraint (6.10) limits operations due to available personnel at the
bases. Constraints (6.11) and (6.12) link the assignment of individual tasks to planned
patterns and availability of vessels, for preventive and corrective types respectively. It
is necessary to keep track of not finished corrective tasks every shift, as the turbines
affected incur downtime costs until they are fixed. The lower bound of constraint
(6.13) keeps track of the number of not finished corrective tasks (breakdowns). The
planner cannot complete more corrective tasks than the ones present at the OWF every
shift. The upper bound ensures that the number of single type tasks does not exceed
the number of broken down turbines caused by the same failure type. Also, a single
corrective task of type i contributes with Bi hours during a shift, while Ni ≥ Bi hours
are needed to complete the a complete task of type i. Therefore, the number NiBiYits
should be rounded up allowing the last part of a large task to be performed. Otherwise,
in case just one corrective task of type i is needed and Bi - Ni, the task could not be
finished until another failure of type i occurs, increasingYits. For preventive tasks it
is only necessary to check the number of not performed tasks at the end of the time
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horizon. Constraint (6.14) keeps track of the number of preventive tasks for each type
that have not been finalised in scenario s.
Implicitly, constraints (6.13) and (6.14) imply that the individual task schedule
follows from a FIFO approach for preventive and corrective task types, where the first
task that has been started is the first to be ended. Such assumption is needed: if each
task was treated as an independent task the model would become intractable for small
instances. Finally, constraint 6.15 prevents patterns to be performed during shifts in
which the weather conditions exceed the threshold of wind speed or wave height for the
vessel type used to execute the pattern.
6.3.4 Generating columns (bundles and patterns) for the model
The basic decisions of the scheduler of the maintenance operations are based on feasible
patterns, previously crafted by the decision maker. This section describes an automatic
procedure to generate the feasible maintenance patterns for every base and vessel type
combination. A recursive algorithm can be used for this task, considering constraints
such as the number of technicians needed or the time limitations to complete the
pattern.
As sketched in Section 6.2, some task types do not require the vessel to be present
at the turbine during the operation such that these types can be run in parallel. We will
indicate them by the set Γpv. Therefore, the generation of columns is based on a two-
step procedure. First, we generate the feasible set of bundles of tasks that include only
task types from Γpv that can be run in parallel using a recursive procedure described
in Algorithm 1. In the second step, we combine these bundles with the non-parallel
task types in Γnv to create the final set of patterns.
A bundle b is specified as a quadruple (List, Time, Cost, Tech) specifying the list
of activites, the time to execute it, the cost and the number of technicians required,
respectively. Each task in List is performed at a different turbine and they are run in
parallel. During the execution of a bundle, the vessel docks to the first turbine, oﬄoads
the task materials and technicians required and then moves to another turbine until all
the tasks are started. When finished, the vessel recollects the technicians and returns
to base. The duration (Time) of a bundle consists of the set up time (setupTimei) for
its tasks and the docking time (docktimev) at each turbine when dropping off and when
picking up the technicians. With respect to the time Bi spent on a single task, we have
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to keep in mind they are run in parallel. The procedure has to take into account the
number of technicians Techv allowed on vessel v and the number of hours TMXv it may
stay at the Offshore wind farm. Finally, the cost of a task Costi and the number of
required technicians Techi is updated.
Algorithm 1 build bundle(Bundle b, Vessel v)
for all i ∈ Γpv do
Tvi= 2*dockTimev+setupTimei;
temp time=max(Time+Tvi,Bi+Tvi)
temp cost= Cost+Costi
temp tech= Tech + Techi
temp list by adding i to List
if temp time ≤ TMXv and temp tech ≤ Techv then
define new bundle bˆ=(temp list,temp time,temp cost,temp tech)
Bv = Bv ∪ {bˆ}
build bundle(bˆ,v)
end if
end for
The procedure, starting with b = (∅, 0, 0, 0) builds a set Bv of bundles of tasks
for each vessel using the set of tasks Γ specified for each vessel Γv. The lists of the
bundles are unordered with repetitions of the same task types. To create a sharp set
description, a dominance procedure is run over the bundle sets. Let List1 and List2 be
such that List1 ⊆ List2, then the bundle with List1 is removed.
After Algorithm 1 is run for every vessel type and the dominance procedure is
performed to each vessel type bundle set, they can be used to build the final pattern
set. Algorithms 2 and 3 use the dominated bundle sets Bv and the non-parallel task
types to derive the pattern sets Pkv. Since the time to arrive to the OWF depends on
the cruising speed of the vessel types and the distance from the departure base to the
OWF, pattern sets are associated with a base and a vessel type. Algorithm 2 goes over
each base and vessel type combination starting by adding the time of a return trip to
the OWF and the fuel costs as a base for the time and the costs of the patterns of each
vessel type and base combination. Then, patterns are build recursively in Algorithm
3, which is called from Algorithm 2 |Bv| times (existing bundles) and |Γnv| times, i.e.
the number of non-parallel task types.
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Algorithm 2 Generate Patterns
for all k ∈ K and v ∈ Vk do
determine Time from 2*(distance to OWF)/(vessel speed of v);
determine Cost from 2*(distance to OWF)*(CostFuel per km of v);
p=pattern(∅, Time, Cost, 0)
for tasks/bundles n in Γnv and Bv do
build pattern(p,n)
end for
end for
return Pkv
6.4 Operational scheduling based on available information
In this Section, we discuss a heuristic (a scheduler) for the operational stage of the
model, where a plan should be generated for every shift of a particular scenario, de-
pending on the weather constraints. In contrast to the MILP approach, no anticipation
of the weather conditions and the failures in the turbines is taken. With respect to the
available information, the parameters of the stochastic failure events are assumed not
to be known. For the weather realisations, only the monthly averages of wind speed
are known, based on historic weather data. At the beginning of each shift, the weather
conditions for it and the new failures are realised.
The scheduler consists of two parts. First, the part called OWFscheduler harvests
and deals with the available information. The second part (heuristic) evaluates the
possible patterns to be performed for every shift, deciding which of the available vessels
to use and which patterns to perform. At the beginning of each shift, the OWFscheduler
administrates the occurring failures and the weather circumstances for the current shift.
This is fed to the heuristic with the decisions for the current shift. The scheduler
administrates the incurred costs for the performed pattens and the number of hours
invested in each task type at the OWF.
6.4.1 The scheduler
The scheduler starts by taking the realisation of the weather circumstances, including
wind speed, windt, and wave height, wavet, for the current shift t.
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Algorithm 3 build pattern(Pattern p, Activity n)
if n ∈ Γnv (vessel needed at turbine) then
temp time=Time+2*dockTimev+setupTimen+actTimen
temp cost= Cost+ costn
temp tech= Tech + Techn
temp list= List ∪{n}
if temp time ≤ v.TMX then
new pattern pi := (temp list, temp time,temp cost,temp tech)
Pkv = Pkv ∪ pi
build pattern(pi,n+ 1)
end if
else
temp time= Time+Timen, i.e. n is a bundle
temp cost= Cost+Costn
temp tech= Tech+Techn
temp list= List ∪ Listn
if temp time ≤ v.TMX then
w=(temp list, temp time, temp cost, temp tech)
Pkv = Pkv ∪ {w}
build pattern(w,n+ 1)
end if
end if
From these values, the vessels that cannot sail during shift t are discarded via
the data maxWindv and maxWavev for the maximum wind speed and wave height
supported by each vessel type. Let VPt represents the list of vessels that execute
perform patterns during shift t. The scheduler puts observed new failures occurring
at shift t on a stack. The downtime costs due to corrective failures is administrated
considering the number of failures at the OWF after the operations have taken place,
matching with the MILP formulation in Section 6.3.
The scheduler calls the heuristic which chooses the patterns to be performed (asso-
ciated to one of the available vessels operating from its base) and updates the remaining
time of the tasks with respect to shift t. The scheduler continues after the heuristic fin-
ishes executing, moving to the next shift or, at the end of the time horizon, calculating
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Algorithm 4 OWFscheduler
for i ∈ NP do
RemainHoursi = PPi ×Ni
end for
for t ∈ {1, . . . , 2T} do
Observe realised windt and wavet; VPt = ∅
for v with a k for which xkv > 0 do
VPt = VPt ∪ {v} if windt <maxWindv AND wavet < maxWavev
Add observed failure type i to DownActi
Update downtime costs
end for
Call Heuristic
end for
Calculate total cost
and returning the final cost for the operational stage.
6.4.2 The heuristic
The heuristic chooses the patterns to be performed during the current shift t, Pt ⊂ P. It
considers the available vessels VPt, the state of the needed tasks RemainHoursi (which
resembles the number of needed hours to finish all of the tasks of type i) and the
realisation of the weather data for the current shift t,in order to evaluate the downtime
costs. The set Pt is fed from the existing patterns for the vessels that, after realising
the weather conditions, are able to sail, VPt. For that, procedure patternfitness, gives
a fitness value fp for each of the possible patterns to be performed during the shift.
The heuristic selects the pattern with the minimum fitness value fp and compares it
with the cost value of not performing more patterns during the current shift, captured
in parameter idleCost. This parameter reflects the downtime cost for the turbines that
are down due to a failure, the only cost that applies during a particular period in case no
patterns are performed. If a minimum fitness pattern is selected, the heuristic updates
the corresponding downtime cost for preventive tasks and the number of remaining
hours for every task type, RemainHoursi, are reduced. Moreover, the vessel used by
pattern r is removed from VPt and the set of possible patterns is updated, removing
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Algorithm 5 Heuristic
Set Pt of possible patterns given (t,VPt, DownActi,RemainHoursi)
Determine fitness fp for each pattern p ∈ Pt
Find r = arg minp∈Pt fp
Determine IdleCost
while patterns possible and IdleCost< fr do
for Choosen pattern r and tasks i ∈ Listr do
Update downtime costs for i ∈ NP;
RemainHoursi =RemainHoursi −Bi ∗Air
Update DownActi for i ∈ NC
Remove the used vessel and update Pt correspondingly
Update fp, p ∈ Pt, idleCost and r
end for
end while
from Pt the remaining patterns associated with the chosen vessel. This process con-
tinues until there are no available pattern in Pt. In practice this means that all of the
available vessels have been chosen to either perform one of their patterns or staying at
their bases.
6.4.3 Procedure patternfitness
For a greedy like heuristic that iteratively selects the most promising pattern, the
evaluation of the fitness fp based on the available (updated) information is essential.
In our case, the following information can be weighted.
• Pattern cost: the cost of performing pattern p
• Downtime costs for turbines that are shut down to perform the tasks included in
pattern p
• Potentially saved penalty costs SPCp obtained by performing pattern p
• Saved downtime costs Scostsp of performing pattern p
The sum of this costs give the fitness fp of pattern p. Including pattern costs and
downtime costs for shut down turbines is straightforward. The calculation of SPC
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and Scosts is detailed in the next paragraphs. Unlike the first two terms, SPC and
Scosts are negative. SPCp refers to the proportion of the penalty costs based on the
Figure 6.1: Linear and monthly average approaches to guide scheduling preventive tasks
time pattern p spends on its different tasks types. If, for instance, one of the tasks
of p constitutes β% of the total time of a particular task type, the β% of the penalty
cost of that task type is counted. However, the penalty for not performing preventive
tasks during the year is rather high and patterns consisting on those tasks could be
overly chosen. One way to proceed could be to limit the number of preventive tasks
that can be scheduled linearly with time. In that case, the number of preventive tasks
of type i that can be finished up by shift t would be PPit2T . However, gains can be
obtained by scheduling more tasks when, seasonally, wind speed is expected to be
slower. Performing preventive tasks when the wind speed is low saves downtime costs
due to performing preventive tasks, as reflected by parameter Dst. In practice, the
weather conditions are not known to the planner beforehand, but the scheduler has
insight in the monthly average conditions for wind speed, based on historic data. From
these averages it can be derived the expected power loss for a single turbine during
month τ , which we assume to be captured by the average values wτ . One can normalise
these values to obtain the proportion of expected loss of month τ respect to the total
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year: w¯τ =
wi∑12
j=1 wi
. One would like to perform in month τ a fraction of the total
planned preventive tasks that is inversely proportional to the number w¯τ . This fraction
is given by ϕτ =
1
w¯τ
1∑12
j=1 w¯j
, dividing again by the total summation of w¯j to normalise
results. Figure 6.1 depicts the accumulative values of ϕt interpolated between the
month averages confronted with a linear approach. Consequently, parameter BehindSch
is determined for each i ∈ NP according to
BehindSchi = max((1− ϕt)PPi − dRemainHoursi
Ni
e, 0)
For corrective task types i ∈ NC, we focus on the unfinished work
BehindSchi = DownActi
Finally, to have a valuation SPCp for the pattern, we can add penalties pi leading to
SPCp =
t
2T
∑
i∈Γ
piAip
Bi
Ni
Behindschi,
Notice, this factor has a higher weight in the fitness when approaching the end of
the horizon. However, if Behindschi = 0 the valuation of SPCp is set to zero. If
Behindschi = 0 and for patterns that include one or more preventive type tasks, the
wind speed is checked. In case it is lower than the expected average, the fitness valuation
of p is different: the pattern costs are not considered for the fitness and the number of
hours of type i that that pattern performs is calculated and subtracted from the fitness
value.
The term scosts is a negative value that refers to the potential savings in electricity
production if a break down turbine is repaired. After calculating the contribution of
pattern p ∈ Pkv for each corrective task type i ∈ NC in terms of number of tasks
performed, scosts accumulates the value:
scosts = −nact(i)(2T − t)ydown
The term ydown represents the average downtime cost of a single turbine for the to-
tal duration of the planning horizon. Notice, this factor gets a higher weight at the
beginning of the planning horizon that than at the end.
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6.5 Computational illustration
In the MILP model, the lower level operational planning cost provides a lower bound for
the incurred cost due to failures and downtime. By formulating the operational tasks
in a one-shot model, in principle all the scenario is known beforehand and earlier tasks
can be planned based on knowledge of failures that will occur later, i.e. anticipation is
allowed. This makes the planning in principle cheaper than what is possible in reality.
On the other hand, due to the nature of the variable w¯its, there is a tension in the
optimal outcome to start repairing a failure as soon as possible by a corrective task.
In this section, we discuss the amount of underestimation for specific realistic data
confronting the optimal MILP outcome of the lower level for scenarios with the heuristic
decision rule defined in Section 6.4. The model and the heuristic have been compared
for an instance similar to the one published in [35].
The MILP has been modelled for the bi-level model using GAMS interface [2], and
solved using the CPLEX solver, setting the optimality gap at 1%.
6.5.1 A case study
We consider an OWF consisting of 125 turbines. The planning horizon is one year
and the periods represent 12 hour shifts and include a return trip from the base the
vessel is located to the OWF and a bundle of activities. In practical terms there are 730
periods. There are three available bases B1, B2, B3 around the OWF, each of which can
accommodate up to 48 technicians and they are located at 110, 61 and 86 kilometers
respectively from the OWF. The cost of using each of them, for the entire time horizon
is 2, 6 and 7 million monetary units (mu) respectively.
Four types of vessels are considered: V1, V2, V3, V4. Each base has space to allow
two vessels of type V1, two of type V2, four of type V3 and one of type V4. Vessel type
V4 is able to accommodate up to 30 technicians, while the rest has space for only 12.
The cost of having a vessel during the whole planning horizon for vessel types V1, V2,
V3 and V4 is, respectively, 122,4000, 2,500,000, 750,000 and 7,200,000 mu. Vessel types
V1 and V2 can travel at a speed of 20 knots, while vessel types V3 and V4 can travel at
40 knots. In practical terms this means that vessel types V1 and V2 require about 5.94,
3.3 and 4.64 hours to perform a return trip between bases B1, B2 and B3 respectively
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while vessel types V3 and V4 would require half of that time, allowing more time to
perform activities in each shift.
There are two preventive activity types A1, A2 and two corrective activity types
A3, A4. All vessel types are able to perform all the activity types considered. Activity
type A4 requires the vessel supporting the operation to be present at the turbine while
the activity is performed, whereas activity types A1, A2, A3 can be run in parallel. The
vessel drops a group of technicians at each turbine that is going to be supported during
the shift. The time required to perform activity types A1, A2, A3 and A4 is 60 , 100 ,
3 and 7.5 hours respectively. The maximum time per period and turbine that a group
of technicians can support an activity type is 6 hours. Consequently, only activities
of type A3 can be performed in a single period. The penalty cost for not executing a
preventive activity type is 10 million mu. For corrective activities of type A3, the cost is
50,000 mu, and for type A4, the penalty cost rises to 500,000 mu. The patterns for each
combination of base and vessel type are generated following the procedure described in
Algorithms 1 and 3.
For our case study, there are 125 planned activities of type A1 and 60 of type A2.
The number of corrective activity types corresponds to the number of failures of the
turbines and depends on the scenario. A scenario consists of the events of the failures
of the turbines and the weather conditions for every period. Failures that require
corrective activity types A3 and A4 follow a binomial distribution. The rate of failures
for a corrective activity of type A3 is 5 times per turbine per year, and 3 times per
turbine a year for failures that require an activity of type A4. Weather conditions are
taken from historical weather data. For each scenario, a report file containing a year of
wind speed and wave height data of the OWF area is picked for feeding these variables.
6.5.2 Discussion of results
For comparing the performance of the heuristic for the operational stage with the
optimal solution of the MILP problem, two different tactical stage decisions have been
considered. The first one is the optimal solution for the MILP, (S1), which consists of
using three vessels of type V3 from base B1. An instance consisting on a tactical stage
decision using less vessels than the optimal MILP solution based on perfect information,
would not generate significant results. The second instance (S2) consists of using four
vessels of type V3 from base B1.
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A set of 20 scenarios have been generated. For each scenario, the heuristic has been
run and the MILP problem has been solved for the tactical stage decisions studied,
(S1) and (S2) the optimal solution for the MILP; using three vessels of type V3 from
base B1 and (S2). Table 6.1 presents the average value of the 20 scenarios for the total
cost, executing patterns cost, preventive and corrective downtime costs and operational
stage costs for tactical stage decisions S1 and S2, running the heuristic and solving the
MILP problem. Preventive and corrective penalty costs are not included in Table 6.1,
since they result to be zero for the generated scenarios.
Table 6.1: Associated costs for the MILP optimal solution and the heuristic for tactical
decisions S1 and S2
Total Pattern P. D. C. D. Op. S. Cost
MILP S1 10986350 5060220 1117923 558265 6736408
MILP S2 11472400 5126880 1028245 314890 6470015
HEUR. S1 13401952 5346330 2296092 1509528 9151951
HEUR. S2 12958671 5435595 1235124 1287951 7958671
The MILP complete information solution for S1 has a total cost of nearly 11 million
monetary units (MU), while the heuristic for S1 has a cost of 13.4 million MU. Consid-
ering only the costs of the operational stage, the MILP complete information solution
is 6.73 million MU, while the heuristic reaches 9.15 million MU. Downtime costs for
corrective tasks is about 2.7 times higher than the MILP cost. For preventive tasks the
cost doubles that of the MILP solutions. This shows that the heuristic does not per-
form well for S1 with the optimal MILP perfect information setting. In a real setting,
when failures and weather conditions are uncertain, that tactical decision might not be
optimal.
However, for S2 the deviation between the two solutions is quite different. The
MILP complete information solution for the operational stage is 6.47 million MU, re-
ducing only slightly the costs of S1. However, the heuristic reduces that cost to 7.95
million MU, and this reduction comes mostly by handling preventive tasks much bet-
ter, reducing the cost by half compared to the tactical decision S1. It can be observed
that the downtime cost for corrective tasks, incurred by broken down turbines until
they are repaired, is the only cost significantly higher for the heuristic compared to
the MILP solution costs, for both tactical decisions S1 and S2. This can be explained
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considering that the MILP model has exact information for when the failures occur for
all the periods of the problem, being able to anticipate corrective tasks early in time.
In contrast, the cost of performing the patterns, which constitutes the major cost of
operating the OWF and is not related with uncertain events, is only 6% above the one
provided by the MILP.
6.6 Conclusion
Models in the literature on selecting an optimal vessel fleet composition for operations
and maintenance tasks at OWFs during a planning horizon typically apply a complete
information approach to evaluate the fleet composition. The models are confronted
with weather conditions and turbine failures. Weather conditions may prevent vessels
sailing and execute tasks at the OWF, while turbine failures result in new corrective
maintenance tasks. However, weather conditions and failures are unknown in practice.
Therefore, a deterministic complete information approach to find the optimal solution
for the operational stage only provides a lower bound on the maintenance costs in the
operational stage. In the current paper, a similar MILP model for the fleet composition
is presented. The question is: What are the costs if the scheduler applies a heuristic
rule based on the information available in practice? This means, the heuristic is not
based on perfect information, realising the weather and failure events at the beginning
of each shift. The results show that the heuristic performs well when the tactical
decisions include enough vessels to cover the demand of O&M activities at the OWF
and allows for slack in the scheduling compared to the optimal complete information
plan. Although the performance costs of the heuristic for the chosen scheduling are
only 6% above the optimal lower bound, for the corrective tasks, where (stochastic)
failures have to be repaired, the cost is about four times higher than that given by
the MILP. This illustrates the effect of anticipation in a perfect information situation.
The value of evaluating the fleet composition in a realistic setting is that probably
the chosen vessel plan will contain more vessels, as this facilitates recourse actions on
random events.
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Conclusions
This chapter summarises the findings of the works presented in this thesis and shows
guidelines for possible future research.
We can distinguish two main areas of research in this thesis. The first one dealt
with lot sizing problems for perishable items. The second, with the optimization of the
maintenance processes at offshore wind farms. Each of them provided findings for the
research questions investigated in this thesis, related to dynamic decision making.
The first research question of this thesis is to study which order policies are the most
appropriate for a general lot sizing problem for a perishable item. Can the optimal
policy be found? Chapter 2 describes that problem and discusses a solution method.
The model studied is a lot sizing problem for a single perishable item following a static
strategy over a finite time horizon and considering ordering, holding, unit and waste
costs. Demand is stochastic and non-stationary, a β-service level for the demand is
considered and a FIFO issuing policy is followed. For this problem setting theoretical
properties were derived of the optimal solution aiding a possible solution approach.
Moreover, a specific algorithm exploiting these properties has been developed to find
an YQ policy derived for the static-dynamic case, using Monte Carlo simulation to
estimate the expected value of the inventory levels. This policy proved to be optimal
for the static-dynamic case. By enumerating the feasible timing order policies, the
optimal solution for the static strategy can be found by finding the optimal quantities
for each replenishment schedule.
However, this solution method requires a high computational demand due to the
Monte Carlo simulation and enumeration of replenishment schedules. This led to a new
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research question: How can the use of parallel computing improve the performance of
the algorithms to find solutions for the problem?
Two implementations were developed for heterogeneous platforms: a multi-GPU
version using CUDA and a multicore version using Pthreads and MPI. For the multi-
GPU version, the Monte Carlo simulation (the most demanding task of the solution
method) was parallelised using the CUDA interface. For the multicore version, the
initial approach for a multi-core parallelisation suggested an embarrassingly parallel
implementation, as finding the optimal quantities for each replenishment schedule are
in fact independent subproblems. However, randomly dividing the workload among
processors led to an unbalanced workload for the processors. The reason behind this
is that, rather than using Monte Carlo, an exact analytical approach to calculate the
inventory levels for a cycle can be followed for the periods in which the inventory levels
are equal to zero. Calculating the order quantities for a cycle analytically is much faster
than using Monte Carlo simulation, even when using small samples. After identifying
the computational workload of each replenishment schedule subproblem, balancing the
workload among processors resembles a bin-packing problem. Three fast heuristics with
reduced overhead were proposed for the bin-packing problem. The one that procured
the best balancing in the testbed was used for parallelising the multicore version of the
lot sizing problem.
The last research question concerning lot sizing problems involved considering the
use of heuristics for such problems: to which extend does the use of heuristics give good
results in a DDM lot sizing problem for perishable products? In this case, a similar
lot sizing model was used. The difference with the former studied model is to use a
penalty cost for unfulfilled demand, rather than using a β-service level and allowing
backordering. For this model, exact analytical expressions to compute the expected
value of the inventory for different product ages were found, assuming the product can
age indefinitely. This derived an analytical approximation for the inventory levels for
the case in which the product age is discrete and finite. From here, an extension of
Silver’s heuristic has been developed for the case of perishable products, introducing
an analytical and a simulation-based variant of the approach. An SDP model for the
problem was derived as well, in order to compare the optimal solution with the heuristic.
Results showed that the simulation approach featured an average cost performance only
5% above the optimal cost. For the analytical approximation this figure was 6%.
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A second practical dynamic decision making problem was studied for continuing the
research in this thesis. The topic was related to optimising the maintenance activities
at a OWF. Chapters 5 and 6 address this problem. The first research question is
addressed in Chapter 5: is an MILP model suitable for an application for selecting
a fleet of vessels to support the maintenance at offshore wind farms? A discrete,
scenario based and deterministic optimisation model was derived, presented as a bi-
level problem: On the first level, decisions are made in order to select a fleet of vessels.
On the second level, the fleet is used to optimise the schedule of O&M activities at a
OWF, dealing with turbine failure events and considering weather conditions that may
prevent performing activities for safety reasons. The model solves instances of more
than 700 periods (The planning horizon is set to one year, deciding activities in twelve
hours shifts). However, such a model is based on perfect information for failure events
and weather conditions, since adding non-anticipative constraints would leave the model
unsolvable. Previous models in literature, aiming to solve long time horizon problems
using small time periods ([37], [82]) are deterministic as well. This situation set new
research questions, as the vessel fleet composition may be affected when maintenance
scheduling is done when the failures events and the weather conditions are uncertain.
The next research question was: Is it possible to find an efficient and realistic
metaheuristic for scheduling O&M activities at offshore wind farms with failures and
weather uncertainty? What are the differences with a perfect information MILP model?
Chapter 6 discusses a heuristic that schedules the O&M activities and shows to what
extend a non-anticipative method affects the optimal solution. The experiments show
that the optimal fleet composition given by the MILP model is not sufficient to operate
the OWF efficiently using the heuristic. However, adding only an extra vessel provides
a fair solution: the cost of performing the activities, which constitutes the major cost of
operating the OWF and is not related with uncertain events, is only 6% above the one
provided by the MILP. In contrast, the cost associated with the downtime in turbines
due to failure events, which are uncertain for the heuristic, are about three times higher
than the given by the perfect information MILP model.
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Appendix I: Publications arising from this thesis
The research work carried out for the present thesis resulted in a number of publications.
This appendix lists them along with their respective quality indicators and sorted by
their year of publication (oldest first) within each category.
Publications in International Journals (JCR)
[36] Impact factor JCR 2016: 2.325. Q1 (Operations Research & Management Sci-
ence)
[34] Impact factor JCR 2016: 1.93. Q2 (Computer Science, Theory & Methods)
Publications submitted to International Journals (JCR)
[30]
Publications in International Journal (not JCR)
[35]
Publications in Book Chapters
[28]
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Publications in International Conferences
[29]
[33]
[32]
[31]
[19]
Publications in National Conferences
[27]
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Appendix II: Other publications produced during the
elaboration of this thesis
The research effort invested during the time span in which this thesis was elaborated
produced additional publications as the result of other research lines not included in
the present dissertation. Those lines were Perishable Inventory Control and Procedural
Content Generation using population based algorithms. This appendix lists them along
with theirs respective quality indicator.
Publications in International Journals
[62] Impact factor JCR 2016: 2.22. Q1 (Operations Research & Management Science),
Q1 (Economics and econometrics), Q1 (Industrial and Manufacturing Engineer-
ing)
Publications in Proceedings of International Conferences
with DOI
[52]
[42]
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Publications in other International Conferences
[63]
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Resumen en espan˜ol
Introduccio´n
Esta tesis analiza aplicaciones de toma de decisiones dina´mica para un conjunto de
problemas. Pueden diferenciarse dos l´ıneas principales. La primera trata problemas de
gestio´n de la cadena de suministro para productos perecederos, mientras que la segunda
estudia el disen˜o de flotas de embarcaciones para realizar labores de mantenimiento en
parques eo´licos marinos. Los modelos de inventario para productos perecederos estu-
diados en esta tesis consideran un u´nico producto, una u´nica localizacio´n de suministro
y una planificacio´n de produccio´n sobre un horizonte de tiempo finito.
Los principales objetivos de esta tesis son los siguientes: (1) estudiar que pol´ıticas
de pedido son las ma´s apropiadas para los problemas de taman˜o de lote. ¿En que´
casos una pol´ıtica de pedido da una solucio´n o´ptima?; (2) analizar el efecto del uso
de computacio´n paralela para mejorar el rendimiento de los algoritmos derivados y as´ı
disen˜ar pol´ıticas para problemas de taman˜o de lote de productos perecederos; (3) explo-
rar co´mo de efectivas pueden ser las heur´ısticas para problemas de toma de decisiones
dina´mica sobre el taman˜o de lote de productos perecederos; (4) elaborar un modelo
MILP para seleccionar una flota de embarcaciones con el fin de realizar las operaciones
de mantenimiento en parques eo´licos marinos; y (5) disen˜ar una heur´ıstica para progra-
mar las operaciones de mantenimiento en parques eo´licos marinos considerando fallos
en turbinas e incertidumbre meteorolo´gica.
En el primer cap´ıtulo de esta tesis se realiza una introduccio´n a la teor´ıa de control de
49
RESUMEN EN ESPAN˜OL
inventarios y se justifican las motivaciones que han llevado a cabo el desarrollo del tra-
bajo que se incluye en esta tesis. Los cap´ıtulos posteriores tratan independientemente
cada uno del los objetivos anteriormente mencionados. En el segundo cap´ıtulo, un
modelo de programacio´n estoca´stica es presentado para un problema pra´ctico de plani-
ficacio´n de produccio´n de un producto perecedero en un horizonte de tiempo finito. Una
pol´ıtica esta´tica es estudiada para el modelo. Tal pol´ıtica ha demostrado ser o´ptima
asumiendo una estrategia de incertidumbre esta´tica, que es considerada para instancias
con un tiempo de espera largo. El tercer cap´ıtulo trata el uso de computacio´n paralela
para los algoritmos desarrollados en el cap´ıtulo previo. Dos implementaciones fueron
desarrolladas sobre plataformas heteroge´neas: una versio´n multi-GPU usando CUDA
y una versio´n multicore usando Pthreads y MPI. Para la primera implementacio´n, la
simulacio´n de Monte Carlo (la tarea ma´s costosa), es paralelizada. Ambas implementa-
ciones mostraron una buena escalabilidad. El cuarto cap´ıtulo trata la efectividad de
heur´ısticas para problemas de taman˜o de lote de productos perecederos similar. La
cla´sica heur´ıstica de Silver es extendida para productos perecederos y se presentan
variantes del procedimiento: una anal´ıtica y una basada en simulacio´n. Los resulta-
dos de la heur´ıstica son comparados con las soluciones o´ptimas dadas por un modelo
SDP (Stochastic Dynamic Programming) generado para el problema, mostrando que
los costes de las heur´ısticas presentan, de media, un 5% sobre el coste o´ptimo para la
estrategia basada en simulacio´n y un 6% para la aproximacio´n anal´ıtica. En el quinto
cap´ıtulo, se presenta un modelo MILP para seleccionar la flota de embarcaciones o´ptima
para el mantenimiento de un parque eo´lico marino. El modelo se presenta como un
problema de dos niveles, seleccionando la flota o´ptima en el primer nivel y optimizando
la seleccio´n de las operaciones, usando dicha flota, en el segundo. Dado que el modelo
es determin´ıstico, como otros en la literatura que aspiran a resolver problemas con un
horizonte temporal largo usando periodos cortos, el sexto cap´ıtulo trata la cuestio´n
de co´mo la anticipacio´n de los eventos estoca´sticos como los fallos en las turbinas o
las condiciones meteorolo´gicas afectan la decisio´n de la flota de embarcaciones o´ptima.
Este cap´ıtulo presenta una heur´ıstica que ilustra este efecto.
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La base de las implementaciones que se presentan en este cap´ıtulo es un algoritmo
desarrollado en Matlab para resolver un problema MINLP (Mixed Integer NonLinear
Programming). Se trata de planificar, a lo largo de un nu´mero finito de periodos T ,
las cantidades que se deben proveer de cierto producto perecedero para satisfacer la
demanda bajo una restriccio´n que establece un nivel de servicio β que necesariamente se
debe satisfacer. En concreto, esta restriccio´n establece que para cada periodo (siempre
hablando en te´rminos de esperanza matema´tica) a lo sumo una fraccio´n β de la demanda
no pueda ser satisfecha y sea perdida por falta de stock, ya que se supone que esta no
puede ser servida en un periodo posterior. Esta condicio´n es equivalente a que al
menos una fraccio´n (1 − β) de la demanda sea cubierta en cada periodo. La duracio´n
de cada item producido desde que esta´ disponible para el consumidor hasta que ha de
ser retirado es de J < T periodos. Adema´s, se supone que los productos se distribuyen
siguiendo la regla FIFO: los productos son expedidos comenzando por los ma´s antiguos.
El problema de optimizacio´n que se plantea es el de encontrar la cantidad de pro-
ducto perecedero que hay que producir en cada periodo de forma que se satisfgan
todas las restricciones del problema y que adema´s se minimice una funcio´n coste. A
continuacio´n se detallan las principales variables del modelo:
I´ndices
t ı´ndice del periodo, t = 1, . . . , T , siendo T el nu´mero total de periodos
j ı´ndice de edad, j = 1, . . . , J , siendo J la vida u´til de cada unidad
Para´metros
dt demanda en cada periodo con distribucio´n normal dada por su media µt > 0
y varianza (cv×µt)2 dado por un coeficiente de variacio´n cv, ide´ntico en cada
periodo
k coste por periodo en el que se decide realizar un pedido, k > 0
c coste unitario de producto, c > 0
h coste por almacenamiento, h > 0
w coste unitario de desecho, puede ser negativo con la condicio´n, w > −c
β nivel de servicio, 0 < β < 1
Variables
Qt ≥ 0 cantidad de producto producido y disponible en el periodo t. Denotamos
por Q al vector completo (Q1, . . . , QT )
Yt ∈ {0, 1} indica si se produce un pedido en el periodo t. Es 1 si y solo si Qt > 0.
Denotamos por Y al vector completo (Y1, . . . , YT )
Xt ventas perdidas en el periodo t
Ijt inventario de edad j al final del periodo t, considerando un periodo
inicial fijo, Ij0 = 0, Ijt ≥ 0 para j = 1, . . . , J
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Adema´s, se usara´ la notacio´n (·)+ = max(·, 0).
La funcio´n coste que se pretende minimizar depende del vector Q = (Q1, . . . , QT ) y se
puede definir como:
f(Q) =
T∑
t=1
C(Qt) + E
h J−1∑
j=1
Ijt + wIJt
 , (7.1)
siendo
C(x) = k + cx, if x > 0, and C(0) = 0 (7.2)
El nivel de inventario para cada periodo t = 1, . . . , T y cada edad j siguiendo la regla
FIFO puede calcularse como sigue:
Ijt =

(
Qt − (dt −
∑J−1
j=1 Ij,t−1)
+
)+
j = 1,
(IJ−1,t−1 − dt)+ j = J,(
Ij−1,t−1 − (dt −
∑J−1
i=j Ii,t−1)
+
)+
otro j
(7.3)
Por otra parte, la restriccio´n del nivel de servicio puede expresarse como:
E (Xt) ≤ (1− β)µt, t = 1, . . . , T (7.4)
Para controlar el cumplimiento de esta restriccio´n es necesario calcular las ventas
perdidas que se producen en cada periodo t, lo cual viene dado por:
Xt =
dt − J−1∑
j=1
Ij,t−1 −Qt
+ (7.5)
El valor esperado de las ventas perdidas es una funcio´n conocida como loss-function que
en general no admite una expresio´n en te´rminos elementales. Algunas aproximaciones
factibles pueden verse en [51, 71, 74, 87]. Para nuestro modelo hemos decidido utilizar
la simulacio´n Monte Carlo para obtener una estimacio´n de la loss-function. Con las
condiciones impuestas, el problema de encontrar las cantidades de producto perecedero
que se deben producir en cada periodo y que minimizan la funcio´n coste f(Q) dada en
(7.1), y con ello la pol´ıtica Y ∈ {0, 1}T de periodos de pedido o´ptima, es un problema
MINLP. Como veremos, la te´cnica usada presenta caracter´ısticas adecuadas para su
implementacio´n en computadores de alto rendimiento.
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Resumen del cap´ıtulo 3
El objetivo de este cap´ıtulo consiste en determinar hasta que punto el uso de una
arquitectura heteroge´nea (multicore-multiGPU) facilita la resolucio´n de un problema
de optimizacio´n del control de inventarios de productos perecederos. Pretendemos
aprovechar la capacidad computacional de estas arquitecturas para obtener soluciones
mas exactas, para ejemplos mas pesados desde el punto de vista de la computacio´n,
manteniendo tiempos de respuesta aceptables. El problema del control de inventarios
queda definido a lo largo de una serie finita de T periodos de tiempo en los que se ha de
satisfacer la demanda (estoca´stica) de un determinado producto perecedero que desde
que se produce tiene una vida u´til de J periodos. En el modelado de este problema
se supone que la distribucio´n se realiza siguiendo la pol´ıtica de distribucio´n FIFO,
entregando el producto demandado con mayor antigedad. Se supone, adema´s, que la
demanda que no se satisfaga en un periodo queda perdida, no pudie´ndose acumular al
periodo siguiente. La solucio´n a este problema consiste en encontrar que cantidades de
pedido a lo largo de todos los periodos resulta o´ptima, en el sentido de minimizar el
coste asociado a la produccio´n, distribucio´n, almacenamiento y desecho de los productos
que sobrepasen su vida u´til.
Actualmente, las arquitecturas de computacio´n de altas prestaciones ma´s extendidas
son las plataformas heteroge´neas basadas en sistemas de memoria distribuida, donde
cada nodo tiene una arquitectura multicore que podr´ıa albergar un nu´mero distinto
de cores [44]. Por lo tanto, las implementaciones paralelas tienen que ser adaptadas
para poder ser ejecutadas en dichas arquitecturas heteroge´neas. En este contexto,
es necesario tener un conocimiento detallado tanto del algoritmo a paralelizar como
de los recursos computacionales que se van a utilizar para la implementacio´n [53].
Adema´s, a estas arquitecturas se les pueden incorporar aceleradores, como son FPGAS,
GPUs, coprocesadores Intel Xeon Phi, etc. En concreto, en el problema del control de
inventario para productos perecederos se ha optado por la combinacio´n de clu´steres
de Multi-GPUs. De este modo, el uso de plataformas masivamente paralelas (GPUs)
permite la aceleracio´n de las tareas computacionalmente ma´s costosas, porque estas
unidades tienen mucha potencia de ca´lculo para los esquemas de computacio´n vectorial.
De forma adicional, el uso de plataformas de memoria distribuida permite obtener
unos resultados ma´s precisos debido a que el uso de computacio´n paralela permite
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incrementar el nu´mero de simulaciones realizadas para resolver un caso particular sin
que el tiempo de ejecucio´n se incremente.
El modelo de computacio´n paralela asociado a este problema se puede describir
en te´rminos de un conjunto de tareas que no presentan dependencias entre s´ı. Sin
embargo, la carga computacional de cada una de estas tareas es variable y por lo tanto
pueden aparecer problemas de desbalanceo de la carga si se hace un reparto de la carga
a ciegas. Este problema de asignacio´n de tareas a elementos de procesamiento se conoce
en la literatura de complejidad como problema de Bin packing [24]. Dado que es un
problema NP-Completo, se han desarrollado varias heur´ısticas que permiten tener una
solucio´n en un tiempo razonable.
El orden de complejidad del problema, partiendo del algoritmo secuencial, esta´
relacionado con el nu´mero vectores Y (que indica los periodos en los que se realiza un
pedido) posibles, lo cual depende de los valores de J y T . Independientemente del valor
de J , el nu´mero de casos posibles a tratar aumenta de forma exponencial con el valor de
T , es decir, O(eT ). Ma´s au´n, la complejidad para hallar las cantidades o´ptimas de cada
vector Y depende del nu´mero de veces que es necesario recurrir a simulacio´n de Monte
Carlo, limitada a T en cada caso. Cada vez que se realiza la simulaio´n, el inventario y
las ventas perdidas son calculadas para N casos independientes. Por tanto, el orden de
complejidad para el me´todo completo, es decir, hallar el vector de pedidos Y o´ptimo y
las cantidades o´ptimas de pedido, es aproximadamente del orden de O(N · T · eT ).
En la seccio´n anterior se ha puesto de manifiesto la necesidad de realizar simula-
ciones para obtener aproximaciones de la funcio´n floss. Esta funcio´n es la que consume
la mayor parte del tiempo computacional de la ejecucio´n del problema de inventarios.
Es importante destacar la necesidad de realizar un elevado nu´mero de simulaciones para
que las aproximaciones que lleva a cabo la funcio´n floss sean suficientemente exactas.
Por tanto, para realizar aproximaciones relativamente precisas del valor de las ventas
perdidas (X), es necesario realizar un nu´mero N de simulaciones del problema suficien-
temente alto, lo que constituye la verdadera carga computacional del problema. Como
caso de estudio, se ha considerado un ejemplo del problema de control de inventarios
en el que T = 15 y J = 3, que es bastante realista. Dicho ejemplo genera un total de
5768 vectores Y posibles.
Una vez analizada la estructura algor´ıtmica del problema, pasamos a describir los
detalles de las implementaciones que hemos llevado a cabo sobre una arquitectura
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heteroge´nea formada por un clu´ster de Multi-GPUs (multicores y dispositivos GPUs).
El hecho de explotar una plataforma heteroge´nea de un clu´ster tiene dos ventajas
fundamentales: poder abordar la resolucio´n de problemas de mayor taman˜o y reducir
el tiempo de ejecucio´n de un caso concreto. Las implementaciones consideradas en este
trabajo han sido:
• MPI-PTHREADS: Esta implementacio´n obtiene el paralelismo de los procesadores
multicore y de los nodos disponibles en el clu´ster. Para ello, se utiliza progra-
macio´n basada en hebras [12] y MPI [78].
• Multi-GPU: Esta implementacio´n esta´ basada en el uso de GPUs para realizar
las simulaciones de Monte Carlo, las cuales son la parte computacionalmente ma´s
costosa del problema a resolver. Para ello, la interfaz de programacio´n que se
utiliza es CUDA.
Centrando nuestra atencio´n en la implementacio´n MPI-PTHREADS, se ha ex-
plotado el paralelismo en dos niveles: a nivel de nodo (memoria distribuida) y a nivel de
multicore (memoria compartida). Por un lado, existen mu´ltiples formas de paralelizar
rutinas en modelos de memoria compartida, aunque la librer´ıa esta´ndar es Pthreads
(POSIX threads). Pthreads provee un conjunto unificado de rutinas en una librer´ıa
de C cuyo principal objetivo es facilitar la implementacio´n de threads o hilos en el
programa. Por otro lado, debido a su portabilidad, MPI ha sido el interfaz considerado
para explotar el paralelismo a nivel de nodo.
Partiendo del algoritmo de optimizacio´n del problema de inventarios, se ha realizado
una paralelizacio´n h´ıbrida (MPI y Pthreads), en la cual el conjunto de vectores Y que
se van a evaluar en el problema de optimizacio´n son repartidos entre los procesadores
de acuerdo a las heur´ısticas de balanceo de la carga propuestas. La evaluacio´n de esta
implementacio´n se ha realizado en un clu´ster Bullx y los resultados se describen en las
figuras 3.3 y 3.4 del cap´ıtulo 3.
El reparto inicial de la carga de trabajo entre los procesadores disponibles puede
considerarse como un problema de Bin packing con algunas restricciones. El problema
de Bin packing se enmarca dentro de la optimizacio´n combinatoria (NP-completo),
y en nuestro caso se puede modelar de la siguiente forma: Dado un conjunto de E
ejecuciones independientes del Algoritmo MinQ() (items), cada una de ellas con una
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carga computacional 0 < wi < B y dado un conjunto de P procesadores (Bins), repartir
las ejecuciones del algoritmo entre los procesadores de forma que la carga computacional
ma´xima asignada a un procesador sea mı´nima (ver [24] para una formulacio´n general
del problema de Bin packing).
Debido a la dificultad de encontrar soluciones o´ptimas para este tipo de problemas,
habitualmente se utilizan te´cnicas heur´ısticas y metaheur´ısticas, que son capaces de
encontrar una solucio´n aceptable en un tiempo razonable. Algunas de estas heur´ısticas
esta´n inspiradas en computacio´n evolutiva [8]. Para resolver el problema de balanceo
de la carga que se ha modelado como un problema de tipo Bin packing, proponemos
tres algoritmos heur´ısticos (H1, H2 y H3) para repartir la carga de trabajo (en nuestro
caso, los posibles vectores Y ) entre todos los elementos de procesamiento disponibles
de forma que se minimice el tiempo de ejecucio´n del problema de optimizacio´n.
1. (H1): Heur´ıstica basada en Round Robin: Ordenando previamente, de mayor a
menor, el peso de las tareas a asignar, estas se reparten entre los P procesadores
siguiendo el patro´n (1, . . . , P, P, P − 1, . . . , 1, 1, . . .)
2. (H2): Heur´ıstica basada en asignar sucesivamente los items wi al procesador que
menos carga de trabajo haya acumulado.
3. (H3): Similar a la heur´ıstica H2, pero previamente ordenando los items de mayor
a menor carga.
Para valorar las heur´ısticas se han utilizado tres instancias del problema denomi-
nadas γ1, γ2 y U, en las que la carga computacional estimada que se asocia a cada vector
Y es diferente. (γ1) y (γ2) esta´n basadas en distribuciones gamma con para´metros de
forma y escala (10,4) y (1,25), respectivamente, y (U) sigue una distribucio´n uniforme
con valores entre 0 y 100.
Para medir el grado de balanceo de la carga asignada a cada procesador, se ha
utilizado el coeficiente de Gini (G), ampliamente utilizado en el campo de la economı´a
para medir el grado de desigualdad de la distribucio´n de la riqueza en poblaciones [25].
Este ı´ndice var´ıa entre 0 (equidad absoluta) y 1 (un solo individuo (procesador) posea
toda la riqueza de la poblacio´n (carga computacional)). G se define como la media de
la diferencia entre cada posible par de procesadores, divididos por su carga media. Para
un nu´mero de ejecuciones E asignadas a P elementos de proceso, siendo wi la carga
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computacional asignada al procesador i, ordenadas de forma ascendente, G se calcula
como sigue:
G =
2
P∑
i=1
i · wi
P
P∑
i=1
wi
− P + 1
P
(7.6)
Gra´ficamente, G representa el ratio entre la diferencia del a´rea rodeada por la l´ınea de
uniformidad y la curva de Lorenz de la distribucio´n, y el a´rea triangular que hay debajo
de la l´ınea de uniformidad. G toma valores entre un mı´nimo de 0, cuando todos los
procesadores tienen la misma carga, a un ma´ximo de 1, cuando todos los procesadores
(excepto uno) tienen una carga de cero. Por lo tanto, cuando G se acerca a 0 la carga
esta´ bien balanceada, y cuando se acerca a 1 esta´ desbalanceada.
En la Tabla 3.1 se resume el comportamiento de las diferentes heur´ısticas a trave´s
del valor del coeficiente de Gini (G) para los ejemplos planteados (compara´ndolos con
un reparto a ciegas. Claramente se demuestra en esta tabla que la heur´ıstica H3 es,
al menos, un orden de magnitud mejor que las heur´ısticas H1 y H2 y que el reparto
aleatorio de las tareas entre los procesadores (HR) es al menos dos ordenes de magnitud
peor que H3 y un orden de magnitud peor que H1 y H2. De los datos de la Tabla 3.1,
se concluye que la heur´ıstica H3 es la que presenta mejores resultados, consiguiendo
balancear la carga de forma casi exacta, por lo tanto esta es la heur´ıstica que produce
mejores tiempos de ejecucio´n en la evaluacio´n de las implementaciones paralelas del
problema del control de inventarios.
La versio´n Multi-GPU se ha basado en la explotacio´n de diversas GPUs para la
paralelizacio´n de las simulaciones del me´todo de Monte Carlo, realizadas por la funcio´n
flossGPU. Por una parte, cada una de las N simulaciones son independientes entre s´ı.
Al mismo tiempo, para el ca´lculo de todo el inventario de cada una de las posibles
edades (7.3), este solo depende del inventario del periodo anterior. Por tanto, sepa-
rando por periodos, un kernel de CUDA puede realizar en paralelo el ca´lculo de las N
simulaciones y, al mismo tiempo, la actualizacio´n del inventario de J edades diferentes.
Por tanto, la computacio´n que se realiza con la GPU es la simulacio´n de Monte Carlo.
Al mismo tiempo, el modelo se ha implementado de forma que cada proceso MPI abre
uno o dos hilos, que a su vez abren una o dos GPUs del nodo en el que se encuentra.
Las tareas se reparten usando la heur´ıstica (H3) entre las GPUs que se vayan a utilizar
en cada caso.
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La funcio´n flossGPU resume el cambio realizado en el Algoritmo floss(q,a,b) para
adaptarlo a su ejecucio´n en una o varias GPU. Tal y como se ha mencionado, el bucle
que recorre los periodos se situ´a en el primer nivel.
Para la evaluacio´n de las implementaciones paralelas hemos utilizado un clu´ster
compuesto de ocho nodos Bullx R424-E3 Intel Xeon E5 2650 (cada uno con 16 cores),
interconectados por un puerto InfiniBand QDR/FDR embebido en la placa madre, 8-
GB RAM y 16-GB SSD) con ocho GPUs TeslaM2075 (de los ocho nodos, cuatro de
ellos tienen dos GPUs por nodo). El driver de CUDA que se ha utilizado es CUDA 6.5.
La arquitectura Multi-GPU y las caracter´ısticas de las GPUs se muestran en la Figura
3.2.
En cuanto a la paralelizacio´n MPI-PTHREADS, en la Figura 3.4 se puede apreciar
un buen nivel de speed-up. La rapidez con la que las heur´ısticas se ejecutan las hace
apropiadas incluso para problemas en los que el desbalanceo no es muy acusado, mejo-
rando un reparto aleatorio de las tareas. Para casos en los que el desbalanceo es mucho
mayor (ejemplos con las distribuciones gamma y uniforme) el beneficio es mucho mayor
y se observa que la heur´ıstica (H3) presenta mejores resultados.
Con respecto a la implementacio´n Multi-GPU, en la Tabla 3.3 se recogen los tiem-
pos de ejecucio´n del problema completo, tomando hasta las 8 GPUs existentes en el
clu´ster para la paralelizacio´n del me´todo Monte Carlo en CUDA. En dicha tabla se
aprecia como se pueden conseguir buenos resultados paralelizando una escasa porcio´n
del co´digo. En cambio, al usar mu´ltiples GPUs, la escalabilidad esta´ penalizada por
el tiempo de inicializacio´n de las GPUs (aproximadamente 5 segundos), lo cual hace
que no se obtenga un buen rendimiento con ma´s de 2 GPUs para este ejemplo con-
creto. Para el ejemplo de inventarios considerado, el uso de los diecise´is cores de un
solo nodo resulta ma´s beneficioso que el uso de las dos GPUs disponibles. En definitiva,
la escalabilidad con el uso de mu´ltiples GPUs se ve limitada por el tiempo de inicial-
izacio´n requerido, aunque podr´ıa ser beneficiosa en comparacio´n con la paralelizacio´n
MPI-PTHREADS si el problema a tratar requiere ma´s precisio´n, siendo necesarias ma´s
simulaciones del me´todo de Monte Carlo, de forma que el tiempo de inicializacio´n de
las GPUs se hiciera comparativamente irrelevante.
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Resumen del cap´ıtulo 4
Mientras que en el cap´ıtulo 2 se describ´ıa un problema de control de inventarios para
productos perecederos y un me´todo para encontrar su solucio´n o´ptima, el cap´ıtulo
3 explotaba el uso de computacio´n paralela en plataformas heteroge´neas basadas en
sistemas de memoria distribuida para acelerar la resolucio´n del problema. No obstante,
dicho me´todo se ve limitado por el hecho de incrementar, de forma exponencial, el
co´mputo necesario para hallar la solucio´n o´ptima segu´n aumenta el nu´mero de periodos
del problema.
En este cap´ıtulo se proponen heur´ısticas que encuentran soluciones cuyo coste, de
media, es solo un 5% superior a al o´ptimo. Ma´s en concreto, este cap´ıtulo realiza las
siguientes contribuciones a la literatura de control de inventarios no perecederos con
demanda estoca´stica y no estacionaria:
• Se introducen expresiones anal´ıticas exactas para realizar el ca´lculo del valor
esperado de inventario de diferentes edades cuando el producto puede envejecer
indefinidamente; estas expresiones sirven tanto para distribuciones discretas como
continuas para la demanda.
• Se derivan aproximaciones anal´ıticas para el caso en el que la edad l´ımite de los
productos es discreta y finita.
• Utilizando estos resultados, se propone una extensio´n de la heur´ıstica de Silver[75]
para el caso concreto de productos perecederos; en particular introduciomos una
variacio´n anal´ıtica y otra basada en simulacio´n para el procedimiento.
• Se realiza un estudio computacional con un extenso conjunto de datos que prueban
que las heur´ısticas propuestas encuentran soluciones cuyo coste, de media, es solo
un 5% superior al o´ptimo.
En este caso consideramos un problema de produccio´n de un u´nico producto, una
u´nica localizacio´n de suministro y una planificacio´n de produccio´n sobre un horizonte
de T periodos. El producto considerado es perecedero y su edad, en periodos, se denota
por a ∈ {1, . . . , A}; a = 1 denota los productos nuevos recie´n llegados al principio del
periodo actual. Al final de un periodo dado t, todos los productos de edad A son
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descartados; consideraremos A < T para asegurar que el cara´cter perecedero de los
productos afecta al modelo.
La demanda es estoca´stica y no estacionaria, es decir, su distribucio´n var´ıa entre
periodos. La demanda en el periodo t es una variable aleatoria no negativa Dt con
funcio´n de distribucio´n conocida Ft. La distribucio´n de estas variables aleatorias se
supone independiente entre los periodos. Los productos se distribuyen siguiendo la
regla FIFO. La demanda que no pueda satisfacerse no se considera perdida en este caso,
sino que es satisfecha en el periodo siguiente. Suponemos que el tiempo de entrega de
los productos es cero, aunque las heur´ısticas propuestas pueden adaptarse facilmente
al caso en el que el tiempo de suministro es mayor.
Existe un coste fijo por ordenar un pedido o y un coste v proporcional a la cantidad
de pedido solicitada; un coste por almacenamiento h por cada producto que es llevado
de un periodo al siguiente, independientemente de su edad; se incurre un coste de
penalizacio´n p por cada unidad de demanda no satisfecha en cada periodo; un coste de
desecho w por cada producto de edad A que sea descartado al final de cada periodo. El
objetivo es encontrar una pol´ıtica de suministro que minimice el coste total esperado,
que esta´ compuesto por los costes de pedido, los costes de almacenamiento y los costes
de penalizacio´n y desecho, a lo largo del horizonte de T periodos planificado.
Consideremos el inventario neto como el inventario almacenado menos la posible
cantidad de demanda no satisfecha. El modelo supone que los eventos en cada periodo
se suceden como se describe a continuacio´n. Al comienzo de un periodo el inventario
de distintas edades es observado. Si es necesario se produce un pedido de producto por
la cantidad deseada. Tras esto, la demanda es observada y los niveles de inventario son
actualizados siguiendo la regla FIFO. Tras esto, los productos de edad A que queden
en stock son descartados y se incurre un coste de desecho por ellos. Si por el contrario
el inventario neto fuese negativo se incurre un coste de penalizacio´n por la demanda
no satisfecha. La Tabla 4.1 del cap´ıtulo 4 recoge la notacio´n de para´metros y otras
variables usada durante este cap´ıtulo.
Los lemas 4.1-4.5 del cap´ıtulo 4 muestran como obtener expresiones anal´ıticas para
la esperanza de los diferentes niveles de inventario para el caso en el que el producto
pueda envejecer indefinidamente. Esto sirve de base para obtener aproximaciones
anal´ıticas para el caso de productos perecederos.
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Nuestra heur´ıstica hace uso de estos resultados para calcular, dado un inventario
inicial It−1, los niveles de inventario E(It) durante el ciclo t ∈ {t, . . . , r}. Usando el lema
4.6 calcula la cantidad de pedido o´ptima Qt para el ciclo (t, r) as´ı como la esperanza
de los costes totales por periodo.
Como en la heur´ıstica de Silver, se incrementa el valor de r, empezando por t, hasta
que la esperanza de los costes totales por periodo asociados al ciclo (t, r) aumenta por
primera vez. Sea r+1 tal valor. La accio´n o´ptima en el periodo t es pedir una cantidad
Qt que minimiza la esperanza de los costes totales para el ciclo (t, r).
La tabla 4.2 muestra un resumen de los resultados obtenidos en nuestro estudio
computacional. En dicha tabla se observa como la heur´ıstica que hace uso de simu-
lacio´n se comporta, por lo general, mejor que la aproximacio´n anal´ıtica. No obstante,
esta u´ltima es 10 veces ma´s ra´pida que la primera. De media, la heur´ıstica anal´ıtica
encuentra soluciones cuyo coste es, de media, 5.96% por encima del coste o´ptimo para
las 54 instancias, mientras que la heur´ıstica que hace uso de simulacio´n reduce esta
diferencia al 4.76%.
Resumen de los cap´ıtulos 5 y 6
El problema de toma de decisiones para programar las operaciones de mantenimiento
en parques eo´licos marinos es tratado como un problema de cadena de suministro:
la instalacio´n requiere programar operaciones de mantenimiento y atender los fallos
en turbinas durante el horizonte planificado. Una flota de embarcaciones tiene que
ser seleccionada para realizar estas operaciones. Para este conjunto de problemas, las
decisiones no son solo dina´micas, sino que adema´s se realizan bajo incertidumbre.
El problema de la planificacio´n del mantenimiento de un parque eo´lico marino me-
diante una flota de embarcaciones propuesto en los cap´ıtulos 5 y 6 esta´ basado en un
modelo descrito en [80]. El propo´sito es encontrar la flota o´ptima de embarcaciones y
una coleccio´n de actividades de mantenimiento en las turbinas eo´licas. El modelo con-
tiene una descripcio´n detallada de la planificacio´n de las operaciones relativas a cada
accio´n individual.
Se consideran actividades de mantenimiento preventivas y correctivas. Las activi-
dades preventivas son aquellas que esta´n destinadas a prolongar la vida u´til de las
turbinas eo´licas y a prevenir fallos. Las actividades correctivas son aquellas destinadas
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a resolver fallos en las turbinas. Existe una corresponcencia biun´ıvoca entre los posibles
fallos en las turbinas y los tipos de actividades correctivas del modelo.
El nu´mero de actividades preventivas de cada tipo que debe ser realizado durante la
planificacio´n temporal esta´ predefinido de antemano y este tipo de actividades pueden
realizarse en cualquier periodo siempre que las condiciones meteorolo´gicas lo permitan.
Sin embargo, las actividades correctivas solo pueden realizarse desde el periodo en
el que un determinado fallo ocurrre en una turbina eo´lica. Los fallos en turbinas
se presentan por escenarios. Existe un coste por inactividad relativo a la pe´rdida de
produccio´n energe´tica en las turbinas durante la ejecucio´n de cualquier tipo de actividad
de mantenimiento. Asimismo, se consideran costes por inactividad para las turbinas
averiadas, que se incurre hasta que se produce la reparacio´n.
Para realizar las actividades de mantenimiento es necesaria una flota de embar-
caciones. Los diferentes tipos de embarcaciones tienen propiedades como la clase de
actividades que pueden realizar, capacidad para transportar a los te´cnicos, un coste
de depreciacio´n anual, una determinada velocidad de crucero y un l´ımite para el nivel
de velocidad del viento y oleaje para los que es seguro navegar. Cada embarcacio´n
esta´ asociada a una base, desde la que viaja al parque eo´lico para realizar las activi-
dades. Cada base tiene una determinada capacidad de embarcaciones, te´cnicos, un
coste asociado y el valor de la distancia hacia el parque eo´lico.
El problema de decisio´n incluye un nu´mero de bases posibles y un nu´mero de tipos
de embarcaciones asociadas a ellas. Cada tipo de embarcacio´n es capaz de realizar un
determinado conjunto de patrones de actividades de mantenimiento desde la base a la
que esta´ asociada. Un patro´n consiste en una o varias actividades de mantenimiento
que sera´n realizadas en el parque eo´lico durante un periodo, incluyendo el tiempo que
conlleva realizar un viaje de ida y vuelta de la base al parque eo´lico. En cada periodo
las embarcaciones disponibles pueden realizar un patro´n de los disponibles asociados
al tipo de embarcacio´n y a la base. Algunos patrones de distintas embarcaciones y
asociados a distintas bases pueden ser virtualmente los mismos, conteniendo la misma
lista de actividades a ser realizadas durante el periodo. El coste y el tiempo puede
variar, considerando la velocidad de crucerod e cada embarcacio´n o la distancia entre
la base y el parque. Algunos tipos de actividades no requieren que la embarcacio´n
este´ presente durante la actividad. Esto permite que varias actividades puedan ser
ejecutadas paralelamente en un mismo periodo. Es irrelevante si un patro´n contiene
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actividades que pueden ejecutarse en paralelo o no, siempre y cuando cumplan con las
restricciones de tiempo durante un periodo y la embarcacio´n permita transportar al
nu´mero necesario de te´cnicos para realizar todas las actividades. Ma´s au´n, algunos
tipos de actividades pueden llevar ma´s del tiempo disponible en un periodo. Estos
tipos son cortados en pequen˜as partes que puedan ser realizadas durante los periodos.
Si una actividad larga es iniciada en un determinado periodo, no es necesario que sea
continuada en los siguientes. Sin embargo, para actividades de tipo correctivo, los
costes por inactividad son incurridos en todos los periodos hasta que la actividad es
finalizada y la turbina queda reparada.
Las decisiones del modelo tienen lugar en dos niveles: en un primer nivel (ta´ctico)
se deciden las bases y las embarcaciones que van a ser usadas durante la planificacio´n
temporal. El segundo nivel (operacional) programa las operaciones, incluyendo los
patrones que realizara´ cada embarcacio´n disponible durante cada uno de los periodos.
Los eventos aleatorios incluyen las condiciones meteorolo´gicas que pueden prevenir el
uso de las embarcaciones y los posibles fallos en turbinas que tienen lugar durante la
planificacio´n.
La formulacio´n matema´tica del modelo del cap´ıtulo 5 se encuentra recogida en la
seccio´n 5.3. Esta formulacio´n matema´tica no incluye las restricciones meteorolo´gicas
que preve´n el uso de embarcaciones. Es en el cap´ıtulo 6 en la seccio´n 6.3 donde la
formulacio´n matema´tica del problema MILP (Mixed Integer Linear Programming) es
refinada, incluyendo estas nuevas restricciones. Del mismo modo, el cap´ıtulo 6 incluye,
en la seccio´n 6.3.4, una descripcio´n de los algoritmos recursivos usados para generar
automa´ticamente todos los patrones posibles para cada combinacio´n de base y tipo de
embarcacio´n considerando las restricciones del problema.
El cap´ıtulo 6 incluye una heur´ıstica para la fase operacional del modelo. Esta
heur´ıstica no realiza anticipacio´n sobre los eventos aleatorios como la formulacio´n MILP
y es por tanto ma´s realista. En resumen, la heur´ıstica consiste en un planificador de
tareas que observa, al comienzo de cada periodo, los eventos de los nuevos fallos en
turbinas y las condiciones meteorolo´gicas. En funcio´n de ellos, toma decisiones sobre
las embarcaciones a usar durante cada periodo y los patrones a realizar. Para ello,
evalu´a cada una de las posibles decisiones segu´n una funcio´n de fitness y selecciona las
decisiones de menor coste, incluyendo el estado ocioso de las embarcaciones.
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