HYBRID TASKS
In our work we consider the dynamics described by transition systems. Definition 1. A transition system S is a tuple (X , U , Y , ∆, X 0 ) where X is a set of states; U is a set of inputs; Y is a set of outputs; ∆ is a transition relation: ∆ ⊆ X × U × X × Y ; X 0 ⊆ X is a set of initial states.
Here we assume that y ∈ Y is a function from C([0, θ y ], R n ), θ y > 0. An input u ∈ U is enabled at state x (u ∈ enab(x)) if ∆(x, u) ∅. The control goal is formally described by a hybrid program, the notion of which is introduced in the next section. Hybrid programs consist of elementary hybrid tasks. Definition 2. An elementary hybrid task is a tuple T = (Q, E, I , G, Q 0 , Q 1 , s) consisting of a finite set of states Q; a transition relation E ⊆ Q × Q; a set of invariants I = {I q ⊆ R n , q ∈ Q }; a set of guards G = {G e ⊆ R n , e ∈ E}; a set of initial states Q 0 ⊆ Q; a set of terminal states Q 1 ⊆ Q; a task semantic s ∈ {"rechability", "safety"}.
We use elementary hybrid tasks to compose transition systems S ||T which are derived from the definition of hybrid automata [4] and satisfy the corresponding safety and reachability requirements.
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where the set of states is X T = Q × X ; the set of inputs is U T = Q X ×Y × U ; the set of outputs is Y ; the set of initial states is X 0 T = Q 0 × X 0 ; the set of terminal states is X 1 T . A control v = (p, u) ∈ U T is enabled in the state z (v ∈ enab(z)) if and only if u ∈ enab(x) and for all (x ′ , y) ∈ ∆(x, u) one of the following conditions holds:
The transition relation is given for
The set X 1 T is defined as follows
A controller C for the transition system S ||T is defined as a subset of X T × U T such that C(z) ⊆ enab(z). We denote the domain of the controller C as dom(C) = {z ∈ X T | C(z) ∅}. The controlled system is given by the transition system
, s) where the transition relation is given for z ∈ X T , v ∈ U T by (z ′ , y) ∈ ∆ T /C (z, v) if and only if v ∈ C(z) and (z ′ , y) ∈ ∆ T (z, v); the set of initial states is X 0
T ∩ dom(C). Next, for each type of tasks we give the definition of the corresponding controller.
T , s) with safety semantics s the corresponding controller is a controller such that all maximal trajectories of S ||T /C are either infinite or have the form
with reachability semantics s the corresponding controller is a controller such that all maximal trajectories of S ||T /C have the form
with z N ∈ X 1 T .
Now we are ready to define hybrid programs and controllers for them.
Definition 6. A hybrid program T is a tuple (T , E, R, T 0 ) where T is a finite set of tasks; T 0 ⊆ T is a set of initial tasks; E ⊆ T × T is a set of transitions; R = {R e , e ∈ E} is a set of transition relations
We also consider the definition of the composition S ||T of the symbolic transition system S and the hybrid program T. Then we use the sets J e = {q| R e (q)
∅}, e ∈ E and J T = T ′ {J e | e = (T ,T ′ )} to define a controller for the hybrid program T.
Definition 7. A controller C for the hybrid program T is a set of controllers {C T , T ∈ T } such that
• C T is a controller which solves the task T ;
• For all T ∈ T for all states z = (q, x) ∈ X 1 T reachable with C T the following property holds: if q ∈ J T then there exists
To compute the hybrid program controllers we utilize an algorithm which iteratively updates the individual task controllers ( [2, 5] ). Algorithm 1 terminates when a fixed point is reached or, in other words, when the maximal safety set of the hybrid program is found. 
We then prove correctness of the corresponding UpdateController algorithms (for safety and for reachability) using dynamic programming techniques.
ILLUSTRATIVE EXAMPLE
Finally, we apply this theory to formulate and solve a control synthesis example. Let us consider the following two-dimensional 
