Abstract In this paper we study the impact of alternative metrics on short-and long-term multi-gas emission reduction strategies and the associated global and regional economic costs and emissions budgets. We compare global warming potentials with three different time horizons (20, 100, 500 years), global temperature change potential and global cost potentials with and without temperature overshoot. We find that the choice of metric has a relatively small impact on the CO 2 budget compatible with the 2°target and therefore on global costs. However it substantially influences mid-term emission levels of CH 4 , which may either rise or decline in the next decades as compared to today's levels. Though CO 2 budgets are not affected much, we find changes in CO 2 prices which substantially affect regional costs. Lower CO 2 prices lead to more fossil fuel use and therefore higher resource prices on the global market. This increases profits of fossil-fuel exporters. Due to the different weights of non-CO 2 emissions associated with different metrics, there are large differences in nominal CO 2 equivalent budgets, which do not necessarily imply large differences in the budgets of the single gases. This may induce large shifts in emission permit trade, especially in regions where agriculture with its high associated CH 4 emissions plays an important role. Furthermore it makes it important to determine CO 2 equivalence budgets with respect to the chosen metric. Our results suggest that for limiting warming to 2°C in 2100, the currently used GWP100 performs well in terms of global mitigation costs despite its conceptual simplicity.
Introduction
Effective mitigation strategies need to take different greenhouse gases (GHG) into account, such as CO 2 , N 2 O and CH 4 . These gases have different warming effects per kilogram as well as different lifetimes in the atmosphere. A multi-gas framework establishing exchange ratios between different gases is therefore crucial. The Kyoto protocol chose the 100-year global warming potentials (GWP) as a metric to convert CH 4 , N 2 O and fluorinated gases (F-gases) into CO 2 equivalents, as proposed in Lashof and Ahuja (1990) and updated in subsequent IPCC assessments (latest values can be found in Myhre et al. (2013) ) and introduced a cap on total emissions. This method reduces mitigation costs by establishing flexibility in the reduction of different GHGs ("what"-flexibility) . The EMF21 study compared multi-gas to CO 2 -only strategies and found substantial cost reductions for the same radiative forcing target if a multi-gas strategy was adopted ), see also van Vuuren et al. (2006) .
Alternative metrics can be classified in terms of their climate impact proxies (e.g. temperature, forcing or economic damage), which in turn reflect underlying assumptions and implicit value judgments (Deuber et al. 2013) . The global damage potential (GDP) (Kandlikar 1996) evaluates the discounted economic damages. Tol et al. (2012) showed that GWP, global temperature change potential (GTP) and global cost potential (GCP) can be considered special cases of the GDP. The GWP compares the time-integrated radiative forcing of a given substance to a reference gas, usually CO 2 , over a given time horizon. This method has been challenged on economic and physical grounds (Schmalensee 1993; O'Neill 2000; Manne and Richels 2001; Fuglestvedt et al. 2003; Shine et al. 2005) . A variety of alternative metric approaches were proposed. A metric that uses global temperature change at a specific point in time in the future instead of integrated radiative forcing is the GTP proposed by Shine (2005; Fuglestvedt et al. 2010) . Given a climate target, integrated energy-economy-climate models can be used to derive cost-optimal emission pathways, with exchange rates of CO 2 , CH 4 and N 2 O emerging endogenously as the ratios of shadow prices (Manne and Richels 2001) . This ratio of shadow prices is often referred to as GCP (e.g. (Johansson 2012) ). However, an inter-temporal energyeconomy climate modeling framework is required to derive GCPs, and their numerical value may depend on many assumptions inherent to the model.
Emissions of a specific gas are less important for reaching a given climate target when the time until the target gets binding is longer than the lifetime of the gas in the atmosphere. Timedependent metrics capture this effect and may therefore lead to lower economic costs. Current GHG accounting systems, however, rely on constant GWP values from the IPCC second assessment report (SAR 1 ), on the grounds of easier implementation. The conceptual merits and disadvantages of alternative metrics are fiercely discussed not only in the scientific community, but also in the policy arena (UNFCCC 2012). However, only few studies have quantified the implications of alternative metrics on mitigation pathways and costs. O'Neill (2003) compared 100-year GWPs to GCPs using a relatively simple model. He found global costs to be 2 % higher for GWPs and asked for more thorough analyses. Aaheim et al. (2006) confirmed their findings. Johansson et al. (2006) compared 100-year GWPs to GCPs under a 2°stabiliza-tion target. They found GWPs to be 3.8 % more expensive, which was a rather robust result confirmed with a Monte-Carlo analysis. They used exogenous baseline emission scenarios with quadratic CO 2 marginal abatement cost (MAC) curves. Reisinger et al. (2012) compared 100-year GWPs to GTPs and also explored the impact of different assumptions on MAC curves particularly in the agricultural sector. As Johansson et al., they found the impact of metrics on global costs to be in the range of a few percent. Brennan and Zaitchik (2013) investigated how different metrics influence sectoral mitigation patterns under a 5.7 Wm −2 radiative forcing target. They find primarily trade-offs between CO 2 and CH 4 , resulting in sectoral shifts of mitigation patterns. Metrics leading to higher CH4 abatement levels favored mitigation efforts in agriculture and waste management. Ekholm et al. (2013) compared the cost increase from a cost-efficient case to a scenario with GWP100, GTP100, GTP40 and dynamic GTP under a 2°warming limit with and without rate-of-change constraint and a stochastic case. They found the dynamic GTP to lead to the least rise in costs, except in the scenario with rate-of-change constraint.
While these studies addressed the dependence of aggregate global costs on the choice of metric, the question of regional cost shifts due to alternative metrics remains open. Smith et al. (2012) analyzed regional implications of different constant metrics which are roughly of the order of GWP20, GWP100, and GWP500. On a global level they find relatively small changes. On a regional level they find a larger sensitivity on the methane index in regions with a higher fraction of emissions from fossil fuel production, as they have a high mitigation potential. The focus of this article is to analyze the sensitivity of global and regional economic impacts of climate change mitigation to the choice of emission metric. We compare six 2°C scenarios using different types of metrics. In section 3.1 we analyze the resulting exchange ratios. The impact of these exchange ratios on emission trajectories and therefore medium term targets is discussed in section 3.2. In section 3.3 we analyze the impacts of metrics on the nominal greenhouse gas emission budget. In section 3.4 we compare the global cumulated discounted mitigation costs in the different scenarios. Section 3.5 focuses on sectoral burden shifts. In section 3.6 we analyze the impact of alternative metrics on regional mitigation costs.
Methods

The REMIND model
For our analysis, we use the multi-regional integrated assessment model REMIND (Bauer et al. 2012; Leimbach et al. 2010; Luderer, Pietzcker et al. 2012a) . It is a hybrid energyeconomy model with a hard-coupled reduced-complexity climate model.
The world is divided into 11 regions. Each single region is modeled as a hybrid energyeconomy system and is able to interact with the other regions by means of trade. Tradable goods are the exhaustible primary energy carriers coal, oil, gas and uranium, the composite good, and emission permits.
The economy sector is modeled by a Ramsey-type growth model which maximizes the utility, a function of consumption. Labor, capital and end-use energy generate the macroeconomic output, i.e. GDP. The produced GDP covers the costs of the energy system, the macroeconomic investments, the export of the composite good and consumption. The energy sector is described with high technological detail. It uses exhaustible and renewable primary energy carriers and converts them to final energies as electricity, heat and fuels. Various conversion technologies are available, including technologies with carbon capture and storage (CCS). Emission factors for CO 2 , SO 2 , and black and organic carbon are assigned on a technology level to calculate emissions arising from the energy system. CH 4 and N 2 O emissions from the energy system are calculated on a technology level as well. Emissions from agriculture are taken from the model of agricultural production and its impact on the environment (MAgPIE) (Lotze-Campen et al. 2008 ) and have abatement options prescribed via marginal abatement cost curves (Lucas et al. 2007 ). CH 4 and N 2 O emissions from waste are calculated based on GDP and population development. Other emission sources like open burning are prescribed exogenously. A more detailed description of emission modeling can be found in the supplementary material S2.
A reduced-form climate model is hard-coupled to the energy-economy model. The use of the simplified climate model within the optimization allows us to derive model-endogenous, economically optimal, time-variant exchange ratios given an exogenous constraint on manmade radiative forcing or temperature change. A detailed documentation of the REMIND model is provided in .
The use of the MAGICC6 model (Meinshausen et al. 2011 ) in a post-processsing mode allows us to describe climate outcomes in greater detail. A description of the simple climate model and a comparison between this model and MAGICC6 for the most important climate variables can be found in the supplementary material S4.
Scenario description
We compare six alternative metrics, three fixed and three time-dependent. The fixed metrics are GWPs with three different time horizons 20, 100 and 500 years, denoted as GWP20, GWP100 and GWP500, respectively. Values of the GWPs are taken from the fifth assessment report of the IPCC (Myhre et al. 2013 ) with the exception of GWP500, which was not updated and is therefore taken from the fourth assessment report (Forster et al. 2007 ). The GTP is timedependent, yet exogenous. We calculated it numerically using our simplified climate module, which also determines GCP values. In each time step, the absolute GTP for each gas is given as the change in temperature in 2100 induced by an additional pulse emission of the specific gas in that time step. The GTP is then defined as the ratio of absolute GTP of a specific gas to the absolute GTP of CO 2 (Shine et al. 2005) . The remaining two metrics are GCPs, which are time-dependent and emerge endogenous from the model. To ensure comparability across the experiments with alternative metrics, we chose the climate policy constraint such that the increase in 2100 global mean surface temperature is limited to 2°C relative to pre-industrial levels. There is a fundamental difference between scenarios in which exchange ratios are calculated endogenously by the model, and scenarios in which we use exogenously set exchange ratios. In the former we set a climate target on the temperature in 2100 and run scenarios with an overshoot (GCPov) as well as a not-to-exceed temperature target (GCPnte). When exchange ratios are set exogenously, the climate module is not needed in the optimization routine. In that case, a GHG emissions budget is calculated by converting CH 4 and N 2 O emissions into CO 2 equivalents using the specific metrics and summing over the time horizon 2005-2100. In an iterative procedure, the sum of CO 2 equivalents is limited such that the 2°t arget in 2100 is met, with overshooting before allowed. The six climate policy scenarios are summarized in Table 1 . In addition, we run a reference scenario without climate policy, which is referred to as BASE in the following.
Results
Exchange ratio and permit prices
The main difference between the various scenarios is the difference in the exchange ratios between CO 2 and CH 4 or N 2 O, respectively (Fig. S5 ). The exchange ratio can be interpreted as (Manne and Richels 2001) . Therefore it also defines the ratio of permit prices between different gases. It is prescribed exogenously in the GWP (constant) and GTP (time-dependent) scenarios. In the GCP scenarios, the exchange ratios between the gases emerge endogenously in the model. For N 2 O, the different metrics vary little, with the exception of GWP500, which is almost 50 % lower than the others. Even time-varying metrics are nearly constant over time due to the comparable lifetimes of N 2 O and CO 2 . For CH 4 on the other hand, there are large variations within the different metrics as well as over time due to its shorter lifetime in the atmosphere. The fixed ratios of the GWPs already span a large range of possible variations. The time-varying metrics all start close to zero in 2020, but rise with different speeds to different final levels. The similar behavior of GTP and GCPov was already reported in Shine et al. (2007) and analyzed in Johansson (2012) and Tol et al. (2012) . We observe a faster increase for the not-to-exceed target as compared to the overshoot target. In the former, the target is binding earlier. This means that abatement of shorter lived gases as CH 4 is valuable earlier, which leads to a faster rise of the GCP during the first 50 years. Our calculation of GTP will cost-effectively reach an end-point temperature without regard for peak temperature which is reached before 2100. This makes it comparable with GCPov. If it were designed to reduce peak temperature, values would rise higher earlier in time and be more similar to GCPnte (Tanaka et al. 2013 ).
Emissions
CO 2 emissions vary much less with metric choice than N 2 O and CH 4 because they have to be reduced in any case if the 2°C stabilization target is to be achieved (Fig. 1a) . We find that metrics with higher transient CH 4 emissions as GTP, GCPov, and GWP500 have lower CO 2 emissions almost throughout the century. The reason for this is that CH 4 abatement potentials (see supplementary material S5) are fully exhausted towards the end of the century, leading to equal CH 4 forcing for all scenarios. Even in GWP500, where CH 4 prices are lowest at the end of the century, these prices are sufficient to fully exploit the entire abatement potential. With CH 4 emissions being equal at the end of the century, it is the higher transient CH 4 emissions in case of time-varying metrics and GWP500 which contribute more to 2100 temperature rise. This higher contribution to 2100 temperature rise due to higher transient CH 4 emissions has to be compensated for by lower CO 2 emissions.
For N 2 O and CH 4 , the different exchange ratios translate directly to different emission pathways. The higher the exchange ratio, the higher is the value of the specific gas, and the lower are its respective emissions. For N 2 O the exchange ratios are similar for all cases and almost constant over time, therefore we see little variation in the emission pathways (Fig. 1b) . Only in the GWP500 scenario, where the exchange ratio is lower, are emissions slightly higher than in the other scenarios. CH 4 emissions decrease to similar levels in 2080 in all scenarios, since by then CH 4 prices are sufficiently high to exhaust the mitigation potentials represented. However, they start declining at different points in time, depending on the exchange ratio (Fig. 1c) . In the GWP100 and GWP20 scenarios, where exchange rates start at a comparatively high level, CH 4 emissions start to decrease immediately. In scenarios where the exchange rate is time-dependent, we observe a peak of CH 4 emissions, with the height and timing of the peak depending on the evolution of the exchange rate. In the cost-minimizing scenario GCPov emissions start declining the latest. This means that the choice of metric regulates short-term CH 4 emission reductions. Figure 1d shows the change in CH 4 emissions in 2030 compared to baseline levels. Depending on the choice of metric, short-term CH 4 emissions reductions range from more than 40 % in the GWP20 scenario to around 20 % in the GCPov and GTP scenario.
Impacts of metric on emission budget
The choice of GHG metric has a two-fold effect on multi-gas CO 2 equivalence emissions. First, the economic incentive to abate non-CO 2 gases depends on the exchange ratio, giving rise to different physical emission fluxes. Second, the choice of metric affects the nominal CO 2 -equivalences per metric ton of CH 4 or N 2 O. Chiefly because of the latter effect, the optimal nominal CO 2 eq budget to reach the 2°C target depends strongly on the choice of the metric.
Cumulated CO 2 emissions show only moderate differences across scenarios. For N 2 O, all chosen metrics are very similar with the exception of GWP500 (Fig. S5) . This leads to comparable N 2 O emissions budgets in all scenarios (Fig. S6) . Only in the GWP500 scenario, where the exchange ratio is lower by about a factor of two are the emissions slightly higher than in the other scenarios. However, the lower exchange ratio still leads to lower cumulated emissions in terms of CO 2 equivalents. The exchange ratios for CH 4 show much larger variations, which are also reflected in the budgets. A higher exchange ratio leads to lower emissions in the specific scenario. In terms of CO 2 equivalents, the high exchange ratio overcompensates the lower emissions and leads to a higher nominal budget (Fig. S6) . In the GWP20 scenario, where the exchange ratio for CH 4 is high from the beginning, the CH 4 budget is almost as high as the CO 2 budget. When comparing the two extreme scenarios GWP20 and GWP500, we see that GWP20 needs a budget almost twice as high to reach the same temperature target. Therefore, when choosing a multi-gas emission budget, it is extremely important to decide on the metric first.
Global costs
In the last sections we have seen that the choice of metric leads to little difference in CO 2 emissions among the scenarios. As CO 2 abatement costs dominate global costs, we expect to also see little difference in global costs. In the following we will measure global costs as the cumulated and discounted difference in consumption between climate policy and reference scenario relative to consumption. We use the discount rate internal to the model, which is about 5 % per annum. All scenarios reach the same temperature in 2100, but some may overshoot before. A lower transient temperature would be environmentally favorable, but might lead to higher costs. A similar trade-off between economic costs and temperature has been explored in for a wider range of temperature target levels. For mitigation with policy stringency they found cost increases of around 0.1 % of GDP for each 0.1°C reduction in the global temperature target in the vicinity of 2°C. Figure 2 shows the global cumulated discounted consumption loss as a function of the maximal temperature. For most scenarios we find that higher economic costs are accompanied with lower peak temperature. Some scenarios as e.g. GWP500 have higher costs despite higher temperature, which indicates that they are less efficient. However, the variation in temperature is so small that its explanatory power is somewhat limited. Temperature peaks between 2 and 2.1°C for all scenarios. The variation of consumption losses is between 1.07 and 1.16 %. This range is higher than found by Reisinger et al. (2012) , but only due to the GCP scenarios which they had not included in their analysis.
We find that GWP100, GCPov and GTP have almost equal global costs. This is a result of a combination of climate target and CH 4 abatement options, which lead to a full exhaustion of abatement options in all scenarios. Even though CH 4 prices are higher at the end of the century in the GTP and GCPov scenarios, there are no further abatement options available. Therefore it is not possible to compensate higher CO 2 emissions early in the century by lower CH 4 emissions towards the end. This leads to all three scenarios having similar CO 2 emission trajectories. Since CO 2 emission reductions dominate the costs of abatement, global costs are similar.
In our analysis we do not take avoided costs due to health benefits into account. Scenarios as GWP20 and to a lesser extent also GWP100 lead to lower transient CH 4 emissions. Decreasing anthropogenic CH 4 emissions decrease near surface ozone concentration, which would yield positive effects on human health and crop yield. Cox and Jeffery (2010) suggest that these co-benefits may outweigh the marginal abatement costs. Fig. 2 Global cumulated discounted mitigation costs (measured in terms of aggregated 2005-2100 consumption losses relative to BASE consumption) vs. maximal global mean temperature change. There is a trade-off between economic cost and temperature. However scenarios like GWP500 seem to be less efficient as they achieve higher temperatures at higher costs.
Sectoral burden shift
In the last section we have seen that global costs are not much affected by the choice of metric. However there could be shifts in sectoral and regional mitigation burden which might lead to differences in the distribution of mitigation costs. To assess the sectoral mitigation burden Fig. S7a shows the sectoral distribution of cumulated emissions of CO 2 , CH 4 and N 2 O. We distinguish three sectors. The fossil fuels and industry (FF&I) sector comprises the energy system, industry, and transport. CH 4 emissions in the FF&I sector are fugitive emissions arising from fossil fuel extraction, processing, and transportation. Emissions in the land use/ agricultural sector arise in case of CO 2 from land-use change, in case of CH 4 and N 2 O from agriculture and forest and savannah burning. Thirdly we consider emissions from waste disposal and handling. For CO 2 and N 2 O there is almost no difference between scenarios. Cumulated CH 4 emissions are highest in the GTP scenario and lowest in the GWP20, with GTP being about 25 % higher. All sectors contribute to the lower emissions in the GWP20 scenario. This is in line with Brennan and Zaitchik (2013) , who also found larger emissions reductions in a GWP20 scenario, to which agriculture and the energy sector contributed about equal amounts. Figure S7b also shows the sectoral distribution of cumulated emissions, but this time converted into CO 2 equivalents, thus taking into account the metric-dependent weights attributed to CH 4 and N 2 O. For N 2 O there is almost no difference among all scenarios, due to the very similar exchange ratios. Only in GWP500 are N 2 O land-use emissions measured in CO 2 eq lower than in the other scenarios since the exchange ratio is lower. The exchange ratios for CH 4 vary widely among the scenarios. A high exchange ratio leads to high nominal CH 4 emissions in terms of CO 2 equivalents, even though the factual emissions may be lower. This affects mostly the agricultural sector where the largest share of CH 4 emissions arises (Fig. S7) . Even though abatement costs remain almost constant in all sectors across scenarios, costs for emission permits would depend strongly on the choice of metric. Sectors with high CH 4 emissions as agriculture and to some extent also the use of fossil fuels are affected most.
Regional costs
As we have seen, global costs are almost independent of metrics under the assumption of perfectly efficient and fluid global markets. However, mitigation costs at a regional level generally can differ substantially from global costs (Luderer et al. 2012b; Tavoni et al. 2014) , and are particularly sensitive to emissions pricing. The following analysis shows that also the choice of metric may have a significant impact on the regional incidence of mitigation costs. These effects are mainly due to four factors: non-CO 2 abatement costs, CO 2 abatement costs, energy trade, and financial transfers induced by emissions trading. Trade in agricultural goods is not considered, since this sector is not modeled explicitly. We apply a decomposition method (Aboumahboub et al. 2013 ) to disentangle these factors. We concentrate on shifts in regional costs induced by the use of alternative metrics. Therefore we compare all metrics to the currently most widely used GWP100. This is shown in Fig. 3 . Total regional costs compared to the BASE scenario can be found in Figure S9 .
First we consider non-CO 2 abatement costs. They make up only a small part of global mitigation costs, yet they can be more important on a regional level. The direction of shifts in regional costs resembles the shifts in global costs. If the CH 4 exchange ratio is high, non-CO 2 abatement costs are higher in all regions. This applies for the GWP20 scenario. All other metrics lead to lower non-CO 2 abatement costs (Fig. 3) .
In these scenarios, non-CO 2 emissions are higher, thus leaving less room for CO 2 emissions. The difference in CO 2 emission pathways is moderate, yet not negligible. It is correlated with changes in the CO 2 price pathways (Fig. S4) , which, albeit small, alter the regional energy system. This already has an effect on regional mitigation costs. Another effect of different CO 2 price pathways is that they affect the third factor, energy trade. Final energy prices of fossil fuels are composed of fossil fuel resource prices and the CO 2 price, which is the dominant factor. A lower CO 2 price, as e.g. in the GWP20 scenario, decreases the final energy prices and therefore leads to a higher demand of fossil fuels. Higher CH 4 prices cannot counterbalance this trend because even at the very high CH 4 prices of the GWP20 scenario, the price of CH 4 emitted per unit oil or gas extracted is less than 20 % of the price of CO 2 emitted for the same amount, depending on the level of CH 4 abatement. A higher demand increases fossil fuel resource prices, which benefits fossil fuel producers. They will have increased revenues from trade. Fossil fuel consumers will have to pay more for their imports, but have overall benefits due to the lower emission prices. This leads to a shift in the regional incidence of climate policy costs, but has almost no effect on global mitigation costs. The losses are distributed over all fossil importers, whereas the gains are concentrated in the two most important oil and gas exporting regions, Russia (RUS) and Middle East and North Africa (MEA) (Fig. 3) . These gains overcompensate additional costs for CH 4 and N 2 O abatement. The complete regional breakdown in the model REMIND is shown in Table S1 .
The last factor is financial transfers induced by emissions trading under a cap-and trade regime. For the present analysis, we assume a resource sharing allocation scheme with percapita convergence similar to the one described in Tavoni et al. (2014) . Under this scheme, permits are allocated according to historical emissions in 2010, and equal per capita emissions starting in 2050. Between 2010 and 2050, regional shares in global emissions are interpolated linearly. Regions with emissions below their permit allocation will therefore have additional gains from permit trade, and vice versa. In the GWP20 scenario, CH 4 emissions are almost half of the nominal budget (Fig. S6) , whereas in the GWP500 scenario they are only around 10 %. Therefore the impact of CH 4 emissions on the permit trade is much higher in the GWP20 scenario. This is disadvantageous for regions like sub-Saharan Africa (AFR), which has a very low share of CO 2 emissions but a rather high share of CH 4 emissions. In the GWP500 scenario AFR gains from permit trade due to its low CO 2 emissions and the low CH 4 exchange ratio. In the GWP20 scenario AFR has to buy permits because of the high CH 4 exchange ratio. Regions like China (CHN), Japan (JPN) and the USA, where it is the other way around, profit from the high CH 4 exchange ratio. In these regions, the high CH 4 exchange ratio results in a higher nominal budget which devalues their high CO 2 emissions.
Overall regional costs can vary in the order of 0.5 % relative to the GWP100 scenario for most metrics. Only GCPnte may lead to regional cost variations of up to 1 % relative to GWP100.
It is important to note here that the results hinge on the regional aggregation. Countries like New Zealand, which are not explicitly modeled but have a high share of agricultural emissions would likely also profit from a metric with a low relative weight on CH 4 .
These results depend strongly on the exact permit allocation scheme. This implies that the choice of metric and country-specific emission sources and abatement potentials play an important role in each country's need for permits. Our results suggest that interregional wealth transfers depend on the interaction of permit allocation scheme and choice of metric. This implies that the choice of allocation scheme should be contingent on the metric to avoid inadvertent wealth transfers.
Summary and discussion
In this paper, we compared a range of different metrics under a climate stabilization target of 2°C in 2100 compared to pre-industrial levels. Our study leads to the following main results:
The choice of metric determines medium term CH 4 emission levels and the global emissions budget. We found that N 2 O emission trajectories are only weakly affected because the exchange ratio is rather insensitive to the choice of metric due to its lifetime in the atmosphere being similar to CO 2 . CH 4 emissions are similar for all scenarios at the end of the century when the abatement potential is fully exhausted. However the point in time when abatement options are used and thus medium term emissions are substantially affected. Depending on the choice of metric, CH 4 emissions reductions in 2030 vary between 20 and 40 %. However, one has to keep in mind that the choice of metric does affect the nominal budget substantially. A high exchange ratio for CH 4 may lead to earlier emission reductions, but nevertheless increase the CH 4 budget in terms of CO 2 equivalents. When deciding on a multi-gas emission budget, it is crucial that the metric is defined first and the global budget is chosen accordingly. Global costs are only weakly affected by alternative metrics. Due to the complete use of abatement potentials CH 4 emissions cannot be decreased further even in scenarios where prices are high. The similar CH 4 forcing at the end of the century leads to similar CO 2 trajectories in all scenarios. Therefore under the assumption of perfectly efficient and fluid global markets the choice of metric does not have much influence on the global policy costs, as they are dominated by CO 2 mitigation. Global costs of GWP20 and GWP500 are around 3.5 % and GWP100 around 1 % higher than in the cost-optimal GCPov scenario.
From this study, we find that there is a trade-off between global costs and transient climate change. Metrics with relatively high near-term CH 4 exchange ratios like GWP20 and to a lesser extent also GWP100 reduce CH 4 emissions early in time, which leads to a lower maximum temperature and a lower rate of temperature change. In return they have higher global costs. However, they have potential health benefits due to lower CH 4 burden, which leads to less tropospheric ozone. The monetary value of these benefits is neglected in our cost estimate. Alternative metrics may lead to regional redistributions due to trade effects of fossil fuels and shifts in emissions permit trade. Changes in CO 2 emission trajectories are correlated with changes in CO 2 prices which can affect the energy system and lead to changes in regional distributions. A higher CO 2 price leads to less oil and gas consumption and therefore to lower oil and gas resource prices. Fossil fuel exporters have lower profits, while fossil fuel importers have lower fossil fuel import costs. However, due to the higher CO 2 price the cost for final energy from fossil fuel use is still higher. In addition to these shifts, distributional issues may be enhanced if one considers permit trade. In this study we considered a per capita convergence of emission allowances such that in 2050 the per capita endowment with emission permits is equal across all regions. A high CH 4 exchange rate like in the GWP20 scenario leads to a higher nominal budget. This is favorable for regions with an emphasis on CO 2 , as their emission budget increases, but their nominal emissions increase only little. Regions with an emphasis on CH 4 on the other hand face a large increase in nominal emissions which outweighs the increase of their emission budget. Therefore they have to buy more permits. This is mainly the case for developing and emerging economies like Sub-Saharan Africa (AFR), India (IND) and South-East Asia (OAS). Regional cost variations are up to about 0.5 % compared to the GWP100 scenario for all scenarios except GCPnte, in which case they may go up to almost 1 % in single regions.
It would be interesting further research to analyze these effects with different allocation schemes, or incomplete sectoral coverage, e.g. by excluding agricultural emissions. Our results imply that the interplay of permit allocation and choice of metric can have a considerable influence on regional costs and benefits. National or regional emission caps should be thus contingent on the chosen metric.
The same argument holds for sectoral distributions. There is little difference in actual emissions across the different scenarios, leading to comparable mitigation costs. CH 4 intensive sectors like agriculture suffer from high CH 4 exchange ratios if permit trade is considered due to rising nominal emissions. Table 2 summarizes these results. GWP100 performs well in terms of global costs despite its simplicity By construction, the GCPov metric is the cost minimizing choice for limiting global warming to 2°C by 2100. However, we find that the currently used GWP100 is very close to the "efficient frontier" with only slightly higher global costs than the GCPov. These results suggest that in terms of global costs the currently used GWP100 offers a good compromise between economic efficiency and transient climate targets. It might also offer health benefits due to reduced methane concentration, which leads to reduced tropospheric ozone concentration.
It is important to keep in mind that GHG emission metrics do not only differ in terms of the emission pathways and economic costs induced, but also in terms of their institutional requirements. In contrast to the relatively simple physical metrics, economic metrics such as GCP require complex modeling tools, and depend strongly on structural and normative assumptions. Alternative metrics offer little room for gains in efficiency. However, they might imply differences in regional or sectoral mitigation burden. Our results suggest that a pragmatic approach would be to keep the simple but almost efficient GWP. Distributional issues can then be addressed explicitly via the choice of regional and sectoral emission caps, rather than implicitly by haggling over emission metrics. Table 2 Summary of the assessment of alternative GHG metrics with a resource sharing allocation scheme, where until 2010 all regions get the permits that correspond to their economically optimal share in global emission. Afterwards, emissions allowances decrease or increase linearly until in 2050 the per capita emission allowances are equal across all regions. Regional winners and losers are mentioned if their decrease/increase in costs is at least 0.1 % compared to the GWP100 scenario and are printed in bold if it exceeds 0.5 %. 
