This paper considers source localization in a Wireless Sensor Network (WSN) from Received Signal Strength (RSS) measurements. Its aim is to characterize confidence regions (CR) of the search space to which the source parameters (location, reference power, path loss exponent) are guaranteed to belong with a pre-specified probability level. The Leave-out Signdominant Correlation Regions (LSCR) method is adapted to this source localization context. LSCR defines CR considering very mild assumptions on the measurement noise corrupting the RSS readings. The confidence level may be arbitrarily chosen and the LSCR approach is valid even when very few measurements are available (non-asymptotic regime). The CR, as defined by LSCR may be non-convex or even non-connected sets. Their characterization is performed via interval analysis, which provides inner and outer approximations of CR.
Introduction
Wireless sensor networks (WSNs) play an important role in applications such as environmental monitoring, source tracking, etc. In WSNs, the locations of sensing nodes are often required to make the collected information useful.
Node localization algorithms have thus been developed, usually relying on a number of anchor nodes, whose location is known. Localization is mainly performed considering the received signal strength (RSS), the time of arrival (TOA), the time difference of arrival (TDOA) of electromagnetic or acoustic signals transmitted by a node to the anchor nodes or by the anchor nodes to the node to localize, see (8; 20; 11) .
In this paper, one considers guaranteed confidence region characterization for the location estimate of nodes using RSS measurements. In most of the papers, location estimates are evaluated first, and approximate characterization of confidence regions are then provided. Here, one evaluates first accurate estimates of confidence regions with prescribed confidence levels. Estimates may then be obtained using classical techniques, or may be evaluated as the barycenter of the confidence region. For that purpose, the Leave-out Sign-dominant Correlated Regions (LSCR) (1) approach is employed to define a region in the parameter space guaranteed to contain the true value of the parameter with an arbitrary confidence level. Confidence regions as defined by LSCR are valid even in the non-asymptotic regime, i.e., when only a small set of measurements is available.
In most of the papers, the RSS measurement noise is assumed to be log-normal or normal, see (9; 34) . This allows one to apply classical least-squares (LS), maximum likelihood (ML), or maximum a posteriori (MAP) estimation techniques. The main difficulty is that the cost function associated to the LS, ML, or MAP estimation problem may be non-convex, especially when the path-loss exponent as well as the reference transmission power have to be estimated jointly with the location. The differential RSS measurement localization approach proposed in (36) avoids estimating the reference power and facilitates estimation, e.g., via the total least-squares approach considered in (30) . Convex (32) or semi-definite (17; 18; 35) , (28; 34) relaxation techniques have been proposed, to facilitate the optimization. Using a semi-definite relaxation, (21) presents a minimax approach involving again the differential RSS measurements. In most of these approaches, the estimator confidence region is then defined using the Cramér-Rao lower bound (CRLB) (33) . Nevertheless, confidence regions obtained from CRLB are usually optimistic and provide a relatively inaccurate confidence region when there are few measurements. Alternative bounded-error estimation techniques have been proposed in (24; 19; 25) to get guaranteed set estimates. In these latter approaches, the RSS measurement errors are assumed to be bounded with known bounds. One tries to evaluate the set of all source locations that are consistent with the measurement model and the noise bounds. The resulting set is guaranteed to contain the true location of the source node, provided that the hypotheses on the noise bounds are satisfied.
Nevertheless, in practice, noise samples do not really follow a normal or log-normal distribution, and the bounds considered in bounded-error estimation are either often violated because they are too small and result in an empty set estimate, or lead to huge solution sets when the bounds are too large.
LSCR belongs to a family of recently-proposed techniques to define non-asymptotic confidence regions (NACR) (1; 2; 3; 5; 6; 37). The main assumptions of LSCR are (i ) that the system output corresponds to the model output for a given true value of the parameter vector (ii ) that the measurement noise samples are independent and symmetrically distributed. Considering a given confidence level, and a finite set of measurements, LSCR defines a subset of the parameter space that is guaranteed to contains the true value of the parameter vector with a probability equal to the confidence level. Considering relatively mild conditions on the measurement noise, one is thus able to obtain guaranteed confidence regions. Nevertheless, the confidence region as defined by LSCR may be non-convex or even may consist of several disconnected components. As shown in (16) , using tools from interval analysis (12) , one is able to obtain inner and outer approximations of the confidence regions as defined by LSCR using subpavings, i.e., set of non-overlapping interval vectors.
The aim of this paper is to show that LSCR can be put at work to characterize NACR in the context of source localization from RSS measurements. Section 2 recalls the node localization problem from RSS measurements. The LSCR approach is then presented in Section 3, and the way this technique may be applied to the characterization of confidence regions for the node localization problem is detailed. Section 4 recalls some alternative approaches for the confidence region characterizations. In Section 5, the behavior of various tools from interval analysis to improve the characterization of NACR as defined by LSCR is analyzed. The performance of the proposed approach is also compared to the various approaches described in Section 4. Finally, Section 6 provides some conclusions and future research directions.
Problem Formulation and Assumptions
Consider a set of n a anchor nodes situated on a plane, with fixed and known locations θ i , i = 1, . . . , n a , in some reference frame R attached to the plane. This paper aims at providing a guaranteed NACR for the unknown location θ 0 in R of some static node, i.e., for a given confidence level, to provide a subset of locations to which the node belongs with the considered confidence level. For that purpose, the node periodically emits some electromagnetic or acoustic signal, which is received by the anchors. The k-th RSS measurement performed by anchor node i is denoted y (i, k). The anchor nodes transmit the RSS measurements to some central processing unit in charge of estimating θ 0 and the associated confidence region from y (i, k), i = 1, . . . , n a , k = 1, . . . , n.
We assume that the k-th measurement obtained by anchor node i is described by the Okumura-Hata model (27) 
where P 0 is the signal power measured at some known reference distance d 0 (typically 1 m), γ P is the path-loss exponent, · is the Euclidian norm, and w (i, k) is the measurement noise. One assumes that γ P is the same for all anchors, which is realistic in free-space propagation. Usually, the w (i, k)s are assumed to be realizations of some Gaussian random variables. In this paper, one only assumes that the w (i, k)s are realizations of independently, not necessarily identically distributed random variables with distributions symmetric around zero. This assumption is satisfied for Gaussian random variables when measurements are in the log domain, e.g., in dBm. Since P 0 and γ P are not necessarily known by the anchors nodes, contrary to d 0 , one considers the parameter vector p = θ T 0 , P 0 , γ P T for which a confidence region has to be estimated and from which a confidence region for θ 0 may then be deduced.
Assuming that there exists some true value p * = θ * T 0 , P * 0 , γ * P T of the parameter vector, (1) can be rewritten as
with
One assumes further that the search for the confidence region for p * has to be done in some known compact set P 0 , which may be chosen arbitrarily large.
Proposed Approach
LSCR (1; 2; 7) defines a set P ⊂ P 0 that can be proved to contain p * with a prescribed probability. The main idea of LSCR is to consider various estimates of the correlations (as in (1)) or of higher-order statistics (as in (7)) of the prediction residuals, i.e., the differences between the measurements and model outputs for some value p ∈ P 0 . Then regions of P 0 are eliminated when too many estimates have the same sign, which contradicts the hypothesis that the noise samples are independent and symmetrically distributed. The regions that were not eliminated constitute the non-asymptotic confidence region P.
Confidence Regions as Defined by LSCR
First consider the vectors
gathering the RSS measurements and the model output for the i-th anchor node. Then, consider the vectors
both with n y = n a × n entries, gathering in n a × n measurements and n a × n model outputs. Considering some value p of the parameter vector, one may introduce the prediction residual
When p = p * , w (p * ) contains the n a × n realizations of the measurement noise for all anchors at all measurement time instants.
To define a NACR, LSCR introduces three integers s 0, m > 0, and q > 0, and a vector e = (e 0 , . . . , e s ) T of non-negative integers such that at least one e j , 0 j s is odd. Considering some p ∈ P 0 , for t = 1, . . . , n y − s, one can evaluate
where w t (p) is the t-th component of w (p). Then, using (9) , one may compute several estimates of the higher-order statistic E 
where I ny−s j is a subset of the set I ny−s = {1, . . . , n y − s} of indexes such that the collection G = I ny−s 1 , . . . , I
ny−s m of these subsets forms a group under symmetric difference, i.e., ∀I j ∈ G ny−s and ∀I j ∈ G ny−s , one has (I j ∪ I j ) − (I j ∩ I j ) ∈ G ny−s . A procedure to build such G ny−s is described in (7) . In (10), I
ny−s j is the cardinal number of
Then, the set
where
and
has been shown in (1; 7) to be such that
In (12) and (13), B 0.5 is a Bernoulli random variable with Pr (B 0.5 = 0) = Pr (B 0.5 = 1) = 0.5 to solve ties.
The set P e,q,m contains all values of p ∈ P 0 such that at least q out of the m s i,e (p) are positive and q are negative.
It is a NACR containing p * with a probability that is exactly 1 − 2q m .
As indicated in (7), the choice of e depends on the considered estimation problem. It is discussed in Section 5.2.
Characterizing Confidence Regions
The characterization of confidence regions as defined by LSCR is performed in (1) by sampling points in P 0 and determining whether they belong to P e,q,m . One thus gets an inner approximation of P e,q,m , consisting of a union of points in P 0 which have been proved to belong to P e,q,m . When the confidence region is small, consists of several disconnected subsets, and when the number of sampling points is not enough, there is a risk to be unable to find any point in P e,q,m , except with a fine gridding of P 0 .
An alternative approach based on interval analysis has been proposed in (16) . Its main property is to yield inner and outer approximations of P e,q,m consisting of unions of non-overlapping boxes. This approach is briefly recalled in what follows. 
Interval analysis
Interval analysis introduces the notion of inclusion function that enables one to get an outer-approximating box for
), but an outer-approximation already provides a powerful tool to perform guaranteed characterization of confidence regions as defined by LSCR. The natural inclusion function is obtained replacing all real variables, arithmetical operations, and elementary function evaluations by their interval counterparts. More sophisticated inclusion functions such as centered forms are described, e.g., in (12).
SIVIA
Characterizing P e,q,m may be formulated as a set-inversion (14) problem:
which may be efficiently solved via interval analysis (12; 23) using the SIVIA algorithm (12) . For that purpose, inclusion functions for the f e,m are required. SIVIA, see Algorithm 1 recursively partitions P 0 into three different types of boxes: boxes proved to belong to P e,q,m (see Line 1), boxes proved to have no intersection with P e,q,m (see Line 2), and small undetermined boxes for which no conclusion can be obtained (Line 3). Undetermined boxes [p] are bisected into two subboxes L[p] and R[p] on which SIVIA is applied again, until their width is less than some precision parameter ε.
Algorithm 1 SIVIA used to evaluate inner and outer approximations of confidence regions as defined by LSCR
, q, ε, P e,q,m , P e,q,m 2: Output: P e,q,m , P e,q,m
, q, ε, P e,q,m , P e,q,m )
Contractor
Indetermination often results from range overestimation by inclusion functions. As a consequence, boxes have to be bisected by SIVIA many times to allow one to conclude on the position of the resulting boxes with respect to P e,m,q .
This may entail a significant computational complexity, even for a moderate dimension of p. Contractors may be useful in this context.
One may rewrite (17) as follows P e,q,m = P
A contractor C f such that s i,e (p) > 0, i = 1, ..., m. Assuming that y m (p) is differentiable, the forward-backward contractor (12), the contractor based on the centred form (16) , and the 3BCid contractor (4) may then be put at work. In a second step, the union of all intersections of q out of the m subboxes is evaluated and has been shown in (16) to provide a
associated with the generic set-inversion problem (20) . A similar procedure may be considered
associated with the generic set-inversion problem (21).
Alternative approaches
The aim of this section is to recall alternative approaches to which the NACR characterization will be compared in Section 5. On first starts with bounded-error (BE) and robust bounded-error (RBE) approaches.
Bounded-Error Approach
BE estimation techniques (13; 22; 26) assume that the noise samples w (i, k) in (1) are bounded with known bounds,
, with w (i, k) and w (i, k) known for all i = 1 . . . n a and k = 1 . . . n. The set of all parameter vectors p belonging to some initial search set P 0 that are consistent with the measurement model, the measurements, and the noise bounds is then characterized. This set may be defined as
Introducing
one may formulate (22) as a set-inversion problem
which may be characterized using SIVIA.
The resulting set P BE is then guaranteed to contain the true value p * of the parameter vector provided that all noise samples are within the considered bounds.
Robust Bounded-Error Approach
BE approaches may provide an empty set P BE = ∅ as a result. Such result may be due to noise bounds which were violated by some measurements, to the initial search set which does not contain the solution set, or to the model which is a too coarse approximation of reality.
RBE estimation methods (15; 29; 19) have been proposed to improve the robustness to outliers of BE estimation techniques. In (22) , the solution set is defined as the set of parameter vectors that are consistent with all measurements. With RBE estimation, one tries to find the set of parameter vectors that are consistent with all but ξ measurements and related noise bounds. In this context, the solution set may be formulated as
and Y ξ = [n a n − ξ, n a n].
Again, (22) can be viewed as a set-inversion problem
which may be solved using SIVIA.
This approach does not need to specify in advance which measurements have to be considered as outliers. Considering a fixed value of ξ, one obtains an estimator robust against ξ outliers. If ξ is not fixed a priori, a possible strategy is to start with ξ = 0, and to increase ξ as long as an empty solution is provided by SIVIA. When a non-empty solution set has been obtained for some ξ 0 0, one may consider ξ = ξ 0 + 1 or ξ = ξ 0 + 2 and evaluate P RBE,ξ to further increase the robustness of the estimated set P RBE,ξ .
The resulting set P RBE,ξ is guaranteed to contain the true value p * of the parameter vector provided that there are actually less than ξ outliers.
4.3 Nonlinear ML estimate and Cramér-Rao Lower Bound
Maximum Likelihood Estimation (MLE)
Assuming that the noise samples w (i, k) in (1) are independently and identically distributed (iid) as zero-mean Gaussian with variance σ 2 , one may obtain the MLE of p * as
where π(y|p) is the likelihood function, which requires a precise knowledge of the noise probability distribution.
The cost function to minimize is usually non-convex and has several local minimizers. Nevertheless, one may try to minimize it using, e.g., lsqnonlin of Matlab.
Cramér-Rao Lower Bound (CRLB)
Once an estimate p MLE has found, the CRLB may be used to derive an ellipsoidal confidence region in the parameter space. Assuming that p MLE is unbiased, and introducing the estimator covariance matrix Σ, one has
where J(p) is the dim(p) × dim(p) Fisher information matrix, with components
We have assumed that the noise samples were independent, thus (27) becomes
Using the approximation Σ J −1 (p), confidence ellipsoids with prescribed confidence levels may then be derived using J −1 (p), see (33) .
Semidefinite programming (SDP) with Cramér-Rao Lower Bound
The approach considered in (34) consists in solving the localization problem via semidefinite programming. The confidence region is then evaluated considering confidence ellipsoid associated to the CRLB. This approach is briefly recalled here.
Only θ 0 and P 0 are assumed to be unknown. First, (1) is reformulated as
Assuming that the noise is sufficiently small, the right-hand side of (30) is expanded as
where (i, k) = ln 10 5γP w(i, k).
Finding p is difficult in general, since the cost function is non-linear and non-convex. To address this issue, (34) introduce the auxiliary variable z = θ T 0 θ 0 to get the SDP problem
The solution of this problem may be obtained with standard SDP solvers such as SDPT3 (31) . An estimate p SDP is then easily deduced from α, z, and θ 0 . The confidence region in this case is again obtained from the CRLB.
Simulation Results
In this section, the LSCR technique, applied to source localization from anchor RSS measurements, is evaluated and compared to the BE and RBE estimation approaches as well as to the non-linear MLE and SDP-based estimation approach with confidence regions obtained from the CRLB.
Simulation Setup
The simulation setup considered here is the same as that in (34) . Five anchor nodes (n a = 5) are placed in the corners and in the center of a square of 20 m × 20 m; they are represented by black circles in the figures of Table 3 and 4. N = 32 agents are regularly placed in the square; their location is indicated by crosses. At the beginning of the localization process, each agent broadcasts n = 10 times a message containing its identifier. We assume that, using appropriate signaling, there is no collision between messages from different agents. Each anchor measures the RSS (in dBm) of the messages as well as the agent identifier. These data are then transmitted to a central processing unit to determine an estimate of the position of the agents and its corresponding confidence region.
One has thus n y = n × n a = 50 measurements available for each agent. In the simulations, the reference power P 0 = 30 dBm at d 0 = 1 m is the same for all agents. The path loss exponent is taken as γ P = 4. Data are corrupted by two types of noise samples, assumed independent and identically distributed (iid). In a first set of experiments, the noise samples are realizations of iid zero-mean Gaussian random variables with standard deviation σ 0 = 2 dBm. In a second set of experiments, the noise samples are realizations of iid Gaussian-Bernouilli-Gaussian (GBG) variables.
In the latter case, with a probability p 0 = 0.9, the noise is zero-mean Gaussian with standard deviation σ 0 = 2 dBm and with a probability p 1 = 0.1, it is zero-mean Gaussian with standard deviation σ 1 = 5 dBm.
Three estimation problems are considered:
(1) Only the location θ 0,i , i = 1, . . . , N of each agent has to be estimated, γ P and P 0 are assumed to be known.
(2) θ 0,i and P 0,i , i = 1, . . . , N have to be determined for each agent, the unknown reference power is not assumed to be the same for all agents, contrary to γ P which is assumed known. The search interval for the P 0,i , i = 1, . . . , N is [0 dBm, 40 dBm].
(3) θ 0,i and γ P , i = 1, . . . , N have to be determined for each agent, the reference power P 0,i is assumed to be known for all agents (e.g., transmitted in the packet broadcast by each agent). The search interval for γ P is [2, 8] .
The goal is to get an estimate of the parameters in these three cases, as well as an estimate of the associated confidence region.
Note that the case of θ 0,i , P 0,i , i = 1, . . . , N and γ P unknown is not considered, since there is some identifiability issue in that case. In the model (3), the impact on the estimation of θ 0,i of an uncertainty on γ P or of P 0,i is similar.
Selection of the parameters of the LSCR approach
To apply the proposed LSCR technique, several parameters have to be chosen. The most difficult to choose is e, One may consider the following alternative organization of the measurement vector and apply the NACR characterization technique y (j) = (y (1, j) , . . . , y (n a , j))
But in that case, the shapes of the confidence regions are satisfying for none of the vectors e.
To interpret the previous results, one has to consider the asymptotic analysis of the behavior of the LSCR approach provided in (7) . A condition to get P e,q,m shrinking to p * when n y = n a × n tends to infinity is that for any p = p * , all s j,e (p) should have the same sign as n y tends to infinity. In Appendix A, one shows that this perperty is satisfied when considering e = (1, 1) T or e = (3, 1) T and an organization of the measurement vector as described in (6) . One also shows that this is not possible considering an organization of the measurement vector as described in (36).
Evaluation of the LSCR approach
First, one evaluates NACR as defined by LSCR for p = θ 0 only, using the plain SIVIA algorithm and compares its performance to a characterization via gridding, see Table 2 .
Both schemes provide sets of comparable shapes. When ε decreases, the set of boxes provided by SIVIA and the Table 1 NACR as defined by LSCR for the location of a given agent represented by a cross; the NACR are obtained for different statistics defined by e, with an organization of the measurement vector as described by (6) . Gridding SIVIA Table 2 NACR as defined by LSCR: comparison of the sets obtained by gridding and using SIVIA; computing time as a function of ε (left) and set of points or subpavings (right) for ε = 0.2 and ε = 0.05.
applied on both subsets of m boxes. boxes are left unchanged. The CF contractor is only able to contract relatively small boxes, which helps obtaining a more accurate description of the NACR, but with a significantly increased computational complexity. The computing time penalty to apply contractors is not compensated by the gain in terms of reduction of the size of the search space provided by contractors. Table 3 Table 5 provides the estimates of θ 0 obtained with the SDP approach assuming that both θ 0 and P 0 have to be estimated and the projection of the 90 % confidence ellipsoid derived from the CRLB in the case of Gaussian noise only (left) and GBG noise (right). Table 3 shows that when the number of the unknown variables increases, the size of the sets provided by the LSCR, BE, and RBE approaches increases. This is due to the fact that an uncertainty in P 0 or γ P translates directly in an uncertainty in terms of node localization. One also see that an uncertainty in P 0 or in γ P have comparable impacts on the size and shape of the obtained sets. This is consistent with the identifiability issue mentionned in Section 5.1.
Comparison with alternative methods
Sometimes, the sets provided by LSCR are empty or do not contain the actual node location. This is consistent with the definition of a 90 % confidence region, which should contain the actual location only in 90 % of the cases.
Considering GBG noise also increases the size of the sets obtained: Confidence regions in Table 4 tend to be larger then those in Table 3 . This is not surprising, since data corrupted GBG noise contain less information about the node location than data corrupted by Gaussian noise Nonlinear MLE provides good results when only θ 0 has to be estimated. Nevertheless, when both θ 0 and P 0 or θ 0 and γ P have to be estimated, the estimation errors increases significantly. SDP is more robust than nonlinear MLE when several parameters have to be estimated. In general, confidence regions derived from the CRLB are by far too optimistic: agents seldom belong to the 90 % confidence ellipsoid.
In Table 3 , the sets evaluated using BE are in general larger than those obtained with RBE or than the confidence regions defined by LSCR. In the case of GBG noise, most of the sets provided by the BE approach are empty. This is not surprising, since the assumption on the noise bounds is violated in many cases. The size of the sets evaluated with the RBE approach is not much affected by the nature of the noise, showing the robustness of the approach to variations of the noise characteristics. Nevertheless, in some cases, in presence of GBG noise, the sets provided by the RBE approach do not contain the true value of the location of some nodes. This is due to the fact that not enough outliers were tolerated.
Effect of the noise variance
In this section, one studies the effect of the noise variance on the size of the confidence region and on the location estimation error. The same simulation setup as in Section 5.1 is considered, but now, the N = 100 agents to be localized are randomly placed in the square. Noise samples in (1) are realizations of iid zero-mean Gaussian random variables with constant standard deviation in each simulation. Experiments are performed with σ 0 ranging from 0.5 to 4 dBm. Both θ 0,i and P 0,i , i = 1, . . . , N have to be determined for each agent.
Localization error
To evaluate the localization error of the LSCR, BE, and RBE approaches, one considers the outer approximations P e,q,m , P BE , and P RBE of P e,q,m , P BE , and P RBE and evaluate the center of mass of these sets defined, e.g., for P BE Table 3 Simulations considering measurements corrupted by Gaussian noise: Projections on the (θ1, θ2)-plane of inner and outerapproximations of set estimates obtained by SIVIA in the case NACR as defined by LSCR, and in the case of Bounded-Error (BE), and Robust Bounded-Error (RBE) estimation, as well as MLE with confidence regions derived from the CRLB; nodes for which the set estimate is empty or does not contain its actual location are marked by a triangle. Table 4 Simulations considering measurements corrupted by GBG noise: Projections on the (θ1, θ2)-plane of inner and outerapproximations of set estimates obtained by SIVIA in the case NACR as defined by LSCR, and in the case of Bounded-Error (BE), and Robust Bounded-Error (RBE) estimation, as well as MLE with confidence regions derived from the CRLB; nodes for which the set estimate is empty or does not contain its actual location are marked by a triangle. Figure 4 shows the root mean-square (RMS) error
ML

between the estimated location θ 0,i and the actual location θ 0,i as a function of the measurement noise standard deviation. For the LSCR and BE techniques, the average is only evaluated when the obtained sets are not empty.
For all estimation techniques, δ increases with σ. The LSCR and RBE methods provide the best results. The poor performance of SDP when σ is small is due to the relaxation of the constraints. The poor performance of MLE is due to the fact that this approach fails to provide reasonable estimates for some of the sensors due to local minima of the cost function. Figure 5 shows the proportion of agents actually located in the set estimates or in the 90 % confidence region provided by the LSCR or derived from the CRLB. For BE, RBE, and LSCR, lower and upper bounds are provided, corresponding to the inclusion in the inner and outer approximation of the sets P BE , P RBE , and P e,q,m , respectively. In SIVIA applied to characterize the confidence regions as defined by LSCR, ε = 10 −2 if σ 0 1.5 and ε = 5 × 10 −2 else.
Characteristics of the confidence region
This explains the discontinuity in the curves for LSCR. Moreover, results have been averaged over 10 realizations. Figure 5 shows that the proportions of cases the inner and outer approximations of the confidence region as defined by the LSCR approach actually contain the true value of the location are enclosing the targeted 90 % level. In the case of BE and RBE, the actual location is contained in more cases, but the confidence level is more difficult to predict. The confidence regions associated to the estimates provided by the MLE and SDP approaches are often too optimistic. Figure 6 shows the average surface of the projection on the (θ 1 , θ 2 )-plane of the NACR, of the BE and RBE set estimates, and of the confidence region derived from the CRLB. The size of the confidence regions provided by the CRLB (MLE and SDP approaches) are the smallest, but are not consistent with the quality of the provided estimate.
The LSCR and RBE approaches provide sets of similar size, while the size of the set provided by the BE approach is larger due to the larger noise bounds considered. This paper shows that NACR may be obtained using the LSCR approach applied to the problem of source localization from RSS measurements. Inner and outer-approximations of the NACR are provided using tools from interval analysis. Contrary to confidence regions provided by CRLB associated to MLE or SDP techniques, NACR provided by LSCR contains the true value of the parameter vector to be estimated with the prescribed confidence level.
Furthermore, LSCR provides the best localization result: its average error is smaller than other compared methods (BE, RBE, MLE, SDP).
The characterization of NACR using interval analysis is for the time being relatively time consuming. More efficient contractors are currently searched to speed-up the characterization process. Applications of the LSCR to recursive estimation is also considered.
A Choice of e for the LSCR approach
In this appendix, one analyzes the behavior of s j,e (p), j = 1, . . . , m when n y tends to infinity, assuming that n a anchor nodes provide each the same number n of measurements tending to infinity. The parameters m and q are fixed. Our aim is to show that for properly chosen vectors e, when p = p * , the functions s j,e (p), j = 1, . . . , m tend to have all the same sign as n y tends to infinity. Moreover, to ensure that the NACR shrinks toward p * , one has to determine in which cases, p = p * is the unique solution of the equations s j,e (p) = 0, j = 1, . . . , m. To perform this analysis, one assumes that the w j are independent and identically distributed.
A.1 First organization of the vector of measurements
One considers first an organization of the measurement vector as described in (6) and e = (1, 1) T (thus s = 1).
Moreover, the groups G ny−s are assumed to be constructed as described in Apprendix (B). For a given j, one considers the elements I With e = (1, 1) T , one has
which, with the measurement vector (6), may take two forms, depending on whether w t (p) and w t+1 (p) involve measurements from the same anchor node (most of the cases), or from different anchor nodes, which is the case when t ∈ {n, 2n, . . . , (n a − 1) n}. In the first case
where i t is the index of the anchor node which has produced measurement t. Similarly, in the second case,
One may rewrite (A.1) as
j,e (p) + s 
Then, using similar arguments as those considered in (7, Appendix A.2), for all p such that the associated θ 0 = θ i , i = 1, . . . , n a , in the case e = (1, 1) T , one has
which is the expected value of c t,(1,1) (p) for some t such that i t = i.
Moreover, since s If P 0 is known to belong to some a priori search interval P 0 , P 0 , then θ 0 has to belong to the intersection of annulus centered in θ i with radius between θ * 0 − θ i × 10 P 0 −P * 0 10γ * p and θ * 0 − θ i × 10 P 0 −P * 0 10γ * p . The intersection of these annuli defines the NACR for θ 0 , and may also lead to a reduced confidence region for P 0 . Nevertheless, in this case, the confidence region does not shrink to a single point in the search space.
Similar conclusions can be obtained when both θ 0 and γ P or θ 0 , P 0 , and γ P have to be estimated. where each column vector is repeated N/ (m − 1) times so that Q has at least N columns. The matrix G obtained selecting the first N columns of Q is the incidence matrix of the group G N . Q is such that Q i,j = 1 if j ∈ I N i .
