A Framework for the construction of upper bounds on the number of affine
  linear regions of ReLU feed-forward neural networks by Hinz, Peter & van de Geer, Sara
A Framework for the construction of upper bounds on
the number of affine linear regions of ReLU feed-forward
neural networks
Peter Hinz
Sara van de Geer
August 6, 2018
Abstract
In this work we present a new framework to derive upper bounds on the number regions
of feed-forward neural nets with ReLU activation functions. We derive all existing such
bounds as special cases, however in a different representation in terms of matrices. This
provides new insight and allows a more detailed analysis of the corresponding bounds.
In particular, we provide a Jordan-like decomposition for the involved matrices and
present new tighter results for an asymptotic setting.
1 Introduction
Deep neural neural networks recently received a lot of attention, see [1]. If the Rectifier
Linear Unit (ReLU) x 7→ max(0, x) is used as the activation function in a feed-forward
neural net, the resulting function has the interesting property that it is piece-wise affine
linear. More precisely, there exists a finite number of convex subsets of the input space such
that it is represented as an affine linear function on each of these subsets. The goal of this
work is to find upper bounds on the number of these subsets for fully connected feed-forward
neural nets using ReLU activation functions with an input layer of dimension n0 and L
subsequent layers of dimensions n1, . . . , nL.
We present an abstract framework that allows the construction of such bounds. It introduces
a vector space V and an order relation to formulate two conditions. If they are fulfilled by
a specific collection γ of elements in the vector space, our framework yields a corresponding
upper bound. In this sense, we present a whole class of upper bounds. They have the form
‖B(γ)nLMnL−1,nL . . . B(γ)n1 Mn0,n1en0+1‖1, (1)
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where B
(γ)
n1 , . . . , B
(γ)
nL are square upper triangular matrices of dimensions n1, . . . , nL specific
to the collection γ and the ni−1 × ni matrices Mni−1,ni , i ∈ {1, . . . , L} serve the purpose
of connecting inputs and outputs of different dimensionality. The vector en0+1 is the unit
vector in Rn0+1 with zeros at indices 1, . . . , n0 and value 1 at index n0 + 1.
It turns out that all known concrete bounds from [2], [3], [4] and [5] can be derived as special
cases of our bound (1) for appropriate collections in V that satisfy the two conditions. The
matrix representation that our framework yields is different from the existing representation
and is very useful because the eigenvalues of the involved matrices can be read directly from
the diagonal. For the strongest existing bound, it is even possible to find a Jordan-like
decomposition. This fact allows us to enter asymptotic settings. As an illustration, we
consider the case where the input dimension n0 ∈ N+ is arbitrary and the dimensions of the
other layers n1, . . . , nL are fixed to be equal to n ∈ N>0. The number of layers L is variable.
We provide a new explicit analytical formulae where previously only a weaker bound based
on a Stirling approximation was known, see [5]. In particular, when the input dimension is
also equal to n, i.e. all L layers have the same width, for L→∞ we achieve an asymptotic
order O(2L(n−1)) compared to the order O
(
2L(n−1/2+log2(1+1/
√
pin))
)
from [5]. This means
that our new bound gains a half dimension in each layer in this setting.
However, the use our framework is not limited to the above results. We also explain how
our theory can be exploited to derive further stronger bounds. For this, a combinatorial and
geometrical problem needs to be solved to find a specific collection γ that satisfies the two
necessary conditions of our framework.
This article is structured as follows. Section 2 states basic definitions and results needed
for the construction of our framework. Section 3 gives an overview of existing bounds on
the number of linear regions of ReLU feed-forward neural nets. In Section 4, we derive and
explain our main result and show how the bounds from Section 3 can be derived as special
cases. Furthermore, we compare them in an asymptotic setting and obtain a new tighter
result. Finally, we note how our framework can be used to derive new stronger results.
Section 5 summarizes our findings. The proofs can be found in the Appendix A.
2 Preliminaries
In this section, we will provide definitions and explain their motivation. First, we will focus
on a single layer and later on multiple composed layers. As a convention, we will write N for
the nonnegative integers and N+ for N \ {0}. Furthermore, let diag(n1, . . . , nk) be the k× k
diagonal matrix with values n1, . . . , nk on its diagonal and In be the n× n identity matrix.
The indicator function of a set A will be denoted by 1A.
2.1 One layer
The ReLU activation function is σ : R → R, x 7→ max(0, x). For n0, n1 ∈ N+, we will
call h : n0 → n1 a ReLU Layer function with weight matrix W (h) ∈ Rn1×n0 and bias vector
2
Rn0 h−→ Rn1
...
...
Figure 1: A function h ∈ RL(n0, n1) maps between the spaces Rn0 and Rn1 . This corresponds
to a fully connected layer.
b(h) ∈ Rn1 if it has the form
h : Rn0 → Rn1 , x 7→
(
σ(〈x,w(h)i 〉+ b(h)i )
)
i∈{1,...,n1}
, (2)
where w
(h)
i is the i-th row or W
(h) for i ∈ {1, . . . , n1}. We define the set of such functions by
RL(n0, n1) := {h : Rn0 → Rn1 | h is a ReLU Layer function} . (3)
In the sequel, we will assume
n0, n1 ∈ N, h ∈ RL(n0, n1). (4)
For x ∈ Rn0 and i ∈ {1, . . . , n1}, we say that the i-th unit of h ∈ RL(n0, n1) is active if
〈x,wi〉+ bi > 0. In the input domain Rn0 , the subsets where a unit is active and inactive are
separated by the (n0 − 1)-dimensional hyperplanes
H
(h)
i :=
{
x ∈ Rn0 | 〈x,w(h)i 〉+ b(h)i = 0
}
⊂ Rn0 for i ∈ {1, . . . , n1} . (5)
Obviously, these n1 hyperplanes partition the space Rn0 into at most 2n1 regions Rh(s), s ∈
{0, 1}n1 as defined below.
Definition 1. For x ∈ Rn0 , we define the signature Sh(x) ∈ {0, 1}n1 of x by
Sh(x)i =
{
1 if 〈x,w(h)i 〉+ bi > 0
0 if 〈x,w(h)i 〉+ bi ≤ 0
for i ∈ {1, . . . , n1}
The signature Sh(x) tells us which units of h are active for a specific input value x ∈ Rn0 .
Now we define the set of inputs that have a specific signature.
Definition 2. Let n0, n1, h be as in (4). For s ∈ {0, 1}n1 , the region Rh(s) ⊂ Rn0 corre-
sponding to the signature s is the set
Rh(s) := {x ∈ Rn0 | Sh(x) = s} .
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Figure 2: For h ∈ RL(2, 3) with W (h) =
(
1√
2
1√
2
− 1√
2
1√
2
0 −1
)
and b(h) =
(
− 1√
2
− 1√
2
0
)
we get seven regions
in the input space on the left. Each such region is labeled with its signature s ∈ {0, 1}3 and
colored for better visibility. The same colors are used in the projection of the image of h on
the right side. For s ∈ {0, 1}3, the region Rh(s) on the input space is mapped to a point, a
subset of a line or a subset of a plane in R3, depending on the number of active units |s|.
Figure 3: For h ∈ RL(2, 3) with W (h) =
(
1√
2
1√
2
− 1√
2
1√
2
0 1
)
and b(h) =
(
− 1√
2
− 1√
2
0
)
, the image looks very
different from Figure 2 . Even though the yellow area Rh(s) corresponds to s = (1, 1, 1) with
|s| = 3 active neurons, the image h(Rh(s)) is only two-dimensional because it is bounded by
the input dimension 2.
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Lemma 28 shows that these regions are always convex subsets of the input domain Rn0 . The
Figures 2 and 3 illustrate the definitions for two different h ∈ RL(2, 3).
Definition 3. For n0, n1 and h as in (4), we denote the signatures attained by h by Sh :=
{Sh(x) ∈ {0, 1}n1 | x ∈ Rn0}.
This can also be written as the set of all signatures such that the corresponding region is
non-empty, i.e. Sh = {s ∈ {0, 1}n1 |Rh(s) 6= {}}.
2.2 Multiple Layers
We will denote the number of layers excluding the input layer by L ∈ N+. As in the previous
section, let n0 be the dimension of the input layer. The dimensions of the other layers are
denoted by n1, . . . , nL ∈ N+. For convenience, we will write n = (n1, . . . , nL) ∈ NL+. We
define
RL(n0,n) := RL(n0, n1)× RL(n1, n2)× · · · × RL(nL−1, nL). (6)
Throughout this section, we will assume
n0 ∈ N+, L ∈ N+,n = (n1, . . . , nL) ∈ NL,h ∈ RL(n0,n). (7)
Note that for h = (h1, . . . , hL) ∈ RL(n0,n), the functions h1, . . . , hL can be composed. We
will denote this composition by fh, i.e.
fh :
{
Rn0 → RnL
x 7→ hL ◦ · · · ◦ h1(x).
(8)
Such functions are the multilayer feed-forward neural networks we are analyzing in this
article. Figure 4 visualizes this setting. For i ∈ {1, . . . , L}, the matrix and bias vector
corresponding to hi are denoted by W
(hi) with rows w
(hi)
1 , . . . , w
(hi)
ni and b
(hi). For each x in
the input space Rn0 , there are some units active in the neural network fh. We formalize this
idea in the following definition.
Definition 4. For x ∈ Rn0 , we define the multi signature Sh(x) ∈ {0, 1}n1 × · · · × {0, 1}nL
of x by
Sh(x) = (Sh1(x), Sh2 (h1(x)) , . . . , ShL (hL−1 ◦ · · · ◦ h1(x))) .
Note that this multi signature is just a L-tuple of the signatures of the L single layers from
Definition 1 evaluated at their respective input. In analogy to Definition 2, the input space
Rn0 can be divided into regions with a certain multi signature.
Definition 5. For s ∈ {0, 1}n1 × · · · × {0, 1}nL , define the multi signature s region Rh(s) ⊂
Rn0 by
Rh(s) := {x ∈ Rn0 | Sh(x) = s} .
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Rn0 h1−→ Rn1 · · · RnL hL−1−→ RnL
· · ·
...
... · · · ... ...
· · ·
Figure 4: The functions h1, . . . , hL map between the spaces Rn0 , . . . ,RnL . This corresponds
to an input layer Rn0 , fully connected hidden layers Rn1 , . . . ,RnL−1 and an output layer RnL .
The composition of these functions is fh.
Definition 6. We define the attained multi signatures of h as
Sh := {Sh(x) ∈ {0, 1}n1 × · · · × {0, 1}nL | x ∈ Rn0} .
As before, we can write this as Sh = {s ∈ {0, 1}n1 × · · · × {0, 1}nL | Rh(s) 6= {}}. We also
need special definitions for the first l coordinates of the attained multi signatures.
Definition 7. Define the following multi signature.
S(1)h := {(s1) ∈ {0, 1}n1 | s ∈ Sh}
S(2)h := {(s1, s2) ∈ {0, 1}n1 × {0, 1}n2 | s ∈ Sh}
...
S(L)h := {(s1, . . . , sL) ∈ {0, 1}n1 × · · · × {0, 1}nL | s ∈ Sh} = Sh.
2.3 The number of affine linear regions
Let P denote set of all possible partitions of Rn0 into connected sets. For n0, n ∈ N+ and a
general function f : Rn0 → Rn we now define the number of affine linear regions of f . Let
Pf be the partitions P ∈ P such f is affine linear on each element of P , i.e.
Pf = {P ∈ P | ∀R ∈ P f is affine linear on R} .
Definition 8. The number of affine linear regions Nf of f is
Nf = inf
P∈Pf
|P |.
This is the smallest number of elements a partition of Rn0 into connected sets can have
such that fh is affine linear on every element of that partition. Note that by convention,
inf {} =∞ such that Nf =∞ for a function that is not piece-wise affine linear.
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Recall that for n0, L ∈ N+, n = (n1, . . . , nL) ∈ NL+ and h ∈ RL(n0,n), the function fh
from (8) is the composition of the functions in h and computes the output of the neural net
from Figure 4. From Corollary 41 we know that
fh =
∑
s∈Sh
1Rh(s)f˜h,s (9)
for affine linear functions f˜h,s, s ∈ Sh. Since all the sets Rh(s), s ∈ Sh are convex by
Lemma 28, they are in particular connected and it follows that
Nfh ≤ |Sh|. (10)
In other words, the number of affine linear connected regions of fh is bounded by the number
of attained multi signatures of h from Definition 6. We will use this fact and find bounds
on |Sh| which will also be bounds on Nfh .
3 Existing bounds on the number of regions
Let n0, L,n = (n1, . . . , nL),h = (h1, . . . , hL) be as in equation (7). The most basic upper
bound on the number of regions Nfh of the ReLU feed forward neural net fh = hL ◦ · · · ◦ h1,
is based on the sum of the layer widths n1, . . . , nL, c.f. [2], Proposition 3:
Nfh ≤ 2
∑L
l=1 nl (11)
It is based on the idea that each of the
∑L
l=1 nl ReLU units can at most double the number
of affine linear regions in the input space Rn0 . A result from 2017, [3], cf. Theorem 1 states
that for n0 ∈ N, n = (n1, . . . , nL), where L is variable and all n1 = · · · = nL =: n ∈ N are
fixed:
|Nfh| = O(nLn0) (12)
Later in 2017, [4] Proposition 3, showed the following upper bound for n0,n,h, as in equa-
tion (7):
Nfh ≤
L∏
i=1
min(n0,...,ni−1)∑
j=0
(
ni
j
)
(13)
It was noted there that this result can be improved by using a more detailed dimensionality
analysis. This was done in the preprint [5] from 2018 resulting in a bound of
Nfh ≤
∑
j1,...,jL∈J
L∏
i=1
(
ni
j
)
, (14)
where J =
{
(j1, . . . , jL) ∈ NL| ∀i ∈ {1, . . . , L} : ji ≤ min(n0, n1 − j1, . . . , nL−1 − jL−1, nL)
}
.
The above bounds are in the following hierarchy: The bound (14) implies (13), which implies
both, (12) and (11). Using our framework, we can derive every of these bounds as special
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cases. The strongest of these bounds (14) as stated above is in a form that is not well-suited
for explicit evaluations and asymptotic considerations. For example, the authors consider
the special case where L is variable but n1 = · · · = nL =: n ∈ N+ and n0 ∈ N+ are fixed.
In their Proposition 15, they lose precision by first setting n0 = n and then using Stirling
approximation, arriving at
Nfh ≤ 2Ln
(
1
2
+
1
2
√
pin
)L/2√
2. (15)
In contrast, using our framework makes it is possible to find an analytic expression in this
setting without the need to weaken the bound. This is possible because of the formulation
in terms of matrices which can be decomposed for explicit evaluation of arbitrary powers in
this case, see Section 4.4.4.
4 Framework for the construction of upper bounds
Assume again that L, n0, n,h are as in the setting (7) from Section 2.2, where we have an in-
put space Rn0 and L stacked ReLU layer functions that map between the spaces Rn0 , . . . ,RnL .
We will describe the basic idea behind the bound we are presenting in this section in a non-
rigorous way first.
4.1 Motivation
To illustrate the ideas and problems involved in the construction of the bounds in Section 3,
we reprove the bound (13). We will show that
|Sh| ≤
L∏
i=1
min(n0,...,n1)∑
j=0
(
ni+1
j
)
. (16)
It is important to understand the ideas behind this bound because our results are derived
from a more fine-grained analysis starting from the same basis. This way, we can point out
clearly, where our analysis differs. Here, we only state the ideas, the proofs are deferred to
Appendices A.3 and A.4.
In the sequel, we will use S(1)h , . . . ,S(L)h from Definition 7. The bound is based on an anchor
inequality and a recursion inequality which is weakened and then unpacked to obtain (16).
The former is stated in Lemma 44:
|S(1)h | ≤
n0∑
j=0
(
n1
j
)
. (17)
This result gives a bound on the number of attained signatures of the function h1 which maps
the input layer to the first layer. It is based on the well-known fact due to Zaslavsky from
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1975, that the n1 hyperplanes which are induced by the first layer function h1 can partition
the input space Rn0 into at most
∑n0
j=0
(
n1
j
)
regions, see Lemma 34.
The recursion inequality is stated in Theorem 45:
|S(i+1)h | ≤
∑
(s1,...,si)∈S(i)h
min(n0,|s1|,...,|si|)∑
j=0
(
ni+1
j
)
for i ∈ {1, . . . , L− 1} . (18)
This kind of recursive relation is not well-suited to unpack because it only relates the
number of attained multi signatures in S(i+1)h with the type of multi signatures in S(i)h for
i ∈ {1, . . . , L− 1}. More precisely, the summation range of the inner sum depends on the
activations of the neurons in the layers 1 to i.
If we weaken the above recursive relation (18) by replacing the minimum by min(n0, .., ni),
the inner sum does not depend on the outer sum anymore such that we get a relation of
|S(i+1)h | on |S(i)h | for i ∈ {1, . . . , L− 1} and we can unpack this recursive relation. This idea
is formalized in Corollary 46 to obtain the result (16).
The idea for our framework is to find an anchor and a recursive relation similar to those
in equations (17) and (18) with the important difference that we do not bound the number
of elements in S(i)h , i ∈ {1, . . . , L} but their type. To formalize what we mean by type, we
need to introduce a vector space V with an order relation . We then derive a recursion
inequality with respect to .
More precisely, we construct maps Ti, that map S(i)h to the vector space V , i ∈ {1, . . . , L}, see
Definition 56. These maps encode the set of attained multi signatures of the first i layers as a
vector v ∈ V by counting in each coordinate j of v how often a multi signature s ∈ S(i)h with
min(n0, |s1|, . . . , |si|) = j occurs. The reason we are considering this minimum lies in the
observation that for each i ∈ {1, . . . , L} and multi signature s ∈ S(i)h , the output dimension
of fi := hi ◦ · · · ◦ h1 on the set Rfi(s) is bounded by this minimum, see Lemma 38. We then
derive an anchor (Lemma 58)
T1
(
S(1)h
)
 ϕ(γ)n1 (en0)
and a recursion formula (Theorem 59)
Ti(S(i)h )  ϕ(γ)ni (Ti−1(S(i−1)h )) for i ∈ {2, . . . , L} . (19)
for certain functions ϕ
(γ)
ni : V → V , i ∈ {1, . . . , L}. Based on this, we obtain a bound on
|Sh|, see Corollary 60. Note that these functions ϕ(γ)ni , i ∈ {1, . . . , L} and hence the resulting
bound depend on a previously chosen collection γ of elements in V .
4.2 Definitions
We need to introduce a vector space V consisting of vectors with entries in N indexed by N
such that only finitely many values are non-zero.
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Definition 9. Define V by
V =
{
x ∈ NN
∣∣∣∣∣ ‖x‖1 =
∞∑
j=0
xj <∞
}
As usual, we will denote the unit vectors by ei ∈ V , i ∈ N. They are defined by the property
(ei)j = δij for i, j ∈ N0. We introduce the following order relation.
Figure 5: Intuitively, if we imagine a vector v ∈ V as balls in boxes indexed by N as above,
for v, w ∈ V , v  w if and only if w can be obtained from v by moving balls into boxes with
higher indices and adding new balls. Above, v1 = 3e0+e1+e2+2e4, v2 = e0+2e2+e3+2e4+e5
and v3 = v2 + e5.
Definition 10. For v, w ∈ V , let
v  w :⇐⇒ ∀J ∈ N :
∞∑
j=J
vj ≤
∞∑
j=J
wj
Figure 5 gives an intuition of this order relation. Lemma 48 states that  is a partial order
on V , which follows immediately from the definitions. Two vectors u, v ∈ V are not always
comparable, i.e. it does necessarily hold that either u  v or v  u. However, we can
always find a smallest element w in V dominating u and v with respect to , which can be
constructed as follows. For three elements u, v, w ∈ V , it holds that u  w and v  w if and
only if
∀J ∈ N0 : max(
∞∑
j=J
uj,
∞∑
j=J
vj) ≤
∞∑
j=J
wj. (20)
Since the entries of u and v are non-zero at only finitely many indices by Definition 9, we
can construct w such that equality holds in (20). This idea can be extended from two to
finitely many vectors v1, . . . , vm in V , m ∈ N+.
Definition 11. For a collection (v(i))i∈I of elements in V indexed by a finite set I, define
maxi∈I(v(i)) to be the unique element in V determined by the condition
∀J ∈ N0 : max
i∈I
(
∞∑
j=J
v
(i)
j ) =
∞∑
j=J
max
i∈I
(v(i))j. (21)
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Such an element is unique by the antisymmetry of the order relation  stated in Lemma 48.
Hence, maxi∈I(v(i)) is the smallest element in V that dominates all v(i), i ∈ I. Figure 6
relates Definition 21 to the intuition from Figure 5. Next, we need to introduce for each
Figure 6: The visualization corresponding to the intuition from Figure 5 for the maximum
max(v1, v2) = 2e1 + 2e2 of v1 = e0 + 2e2 and v2 = 3e1 + e2.
n ∈ N+ a function κn that takes a set S ⊂ {0, 1}n and constructs an element κn(S) ∈ V by
counting the number of elements s ∈ S with |s| = i for each index i ∈ N.
Definition 12. For n ∈ N, define
κn :
{
P({0, 1}n) → V
S 7→ (∑s∈S 1{j}(|s|)j∈N
We will apply this function to attained signatures Sh ⊂ {0, 1}m for h ∈ RL(l,m), l,m ∈ N+.
This constructs a vector in V that contains at each index i ∈ N the number of regions Rh(s),
s ∈ Sh where the number of active neurons |s| is exactly i.
The next step is to find for each l,m ∈ N+ an upper bound γl,m ∈ V on all κm(Sh), h ∈
RL(l,m) with respect to . If this and an additional condition is met, we say that the bound
condition is satisfied. This criterion is formalized in the following definition.
Definition 13. We say that a collection (γl,m)m∈N+,l∈{0,...,m} of elements in V satisfies the
bound condition if the following are true:
1. ∀m ∈ N+, l ∈ {0, . . . ,m} max {κm(Sh) | h ∈ RL(l,m)}  γl,m
2. ∀m ∈ N+, l1, l2 ∈ {0, . . . ,m} l1 ≤ l2 =⇒ γl1,m  γl2,m
Here, we use the convention that for m ∈ N, RL(0,m) = {h : {0} → Rm, x 7→ 0} and for
h ∈ RL (0,m), κ0(Sh) = e0. The set of all such γ is denoted by
Γ :=
{
(γl,m)m∈N+,l∈{0,...,m} | γ satisfies the bound condition
}
(22)
Now we need to define a special map from V to itself which clips a vector v ∈ V at a specific
index i∗ and assigns the sum of all the values corresponding to indices i ≥ i∗ to vi∗ .
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Definition 14. For i∗ ∈ N define
αi∗ :
{
V → V
(vi)i∈Nn → (αi∗(v)i)i∈N0
with
αi∗(v)j =

vj for j < i
∗∑∞
i=i∗ vi for j = i
∗
0 for j > i∗
Figure 7: The vector v = e0 + e1 + 2e2 is clipped at index 1 by α1 causing the entries with
index greater than 1 to be added to the entry with index 1. The result is α1(v) = e0 + 3e1.
For a collection γ ∈ Γ that satisfies the bound condition we define the functions ϕ(γ)m , m ∈ N0
as follows:
Definition 15. Let γ be a collection of elements in V that satisfies the bound condition
from Definition 13. For each m ∈ N+, let the function ϕ(γ)m : V → V be defined on the unit
vectors by
∀l ∈ N ϕ(γ)m (el) = αmin(l,m)(γmin(l,m),m).
On general v ∈ V , let ϕ(γ)m be defined as the linear extension.
We will now motivate this definition. For l,m ∈ N+ and a ReLU Layer function h ∈ RL(l,m)
mapping from Rl to Rm, the vector κm(Sh) summarizes how often a certain number of neurons
is active on the different regions Rh(s) ⊂ Rl, s ∈ Sh on which h is affine linear. If we have
a collection γ ∈ Γ, then each such κm(Sh), h ∈ RL(l,m), l,m ∈ N+ vector is bounded
by γmin(l,m),m with respect to , see Lemma 54. Lemma 52 implies that this relation is
preserved in the clipped versions, i.e. αmin(l,m)(κm(Sh))  αmin(l,m)(γmin(l,m),m). Now note
that for l,m ∈ N+, h ∈ RL(l,m) and a region Rh(s) ⊂ Rl, s ∈ Sh, we have three quantities
that are upper bounds for the dimensionality of the image h(Rh(s)): the dimension of the
input space l, the dimension of the output space m and the number of active neurons |s|
on Rh(s). All these three quantities are considered by αmin(l,m)(κm(Sh)), which is hence an
upper bound of a vector in V representing at each index i ∈ N how many of the images
h(Rh(s)), s ∈ Sh have dimensionality i. As explained above, this bound is itself bounded by
ϕ
(γ)
m (el). So for n0, n1 ∈ N and h ∈ RL(n0, n1), the output dimensions of the images of the
regions that are induced by h in the input space are bounded by ϕ
(γ)
n1 (en0) with respect to
. We use this property in the proof of the recursion inequality (19).
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Definition 16. Assume γ is a collection of elements in V that satisfies the bound condition
from Definition 13. For n ∈ N+, define the matrix B(γ)n ∈ N(n+1)×(n+1) as
(B(γ)n )i,j =
(
ϕ(γ)n (ei−1)
)
j−1 for i, j ∈ {1, . . . , n+ 1}
Note that the matrix indexing starts with 1 whereas the indexing of V begins with 0. This
is the reason for the shift of i and j by one in the above definition.
The construction of the bound matrices can be summarized as follows: For n ∈ N, the
vectors γ0,n, . . . , γn,n are clipped at indices 0, . . . , n respectively by the functions α0, . . . , αn
from Definition 14. Then these n+ 1 clipped vectors form the columns of the n+ 1× n+ 1
square matrix Bn. It follows from this construction if ϕ
(γ) in Definition 15 that the matrices
(B
(γ)
n )n∈N are upper triangular. This implies two things:
1. The eigenvalues λ
(γ)
n,0, . . . λ
(γ)
n,n of B
(γ)
n , n ∈ N are its diagonal entries.
2. For fixed n ∈ N, l ∈ {1, . . . , n+ 1} and varying k ∈ N+, the norm ‖(B
(γ)
n )kv‖1 is of
order O(max(|λ(γ)n,1|, . . . , |λ(γ)n,l |)k) when v ∈ Nn+1 contains 0 in its entries with index
greater than l, given that this maximum is greater than 1.
Definition 17. For m1,m2 ∈ N+, define the connector matrix Mm2,m1 by
Mm1,m2 ∈ Rm1×m2 , Mi,j = δi,min(j,m1) for i ∈ {1, . . . ,m1} , j ∈ {1, . . . ,m2} .
Example 18. The matrices M3,5 and M5,3 are
M3,5 =
1 0 0 0 00 1 0 0 0
0 0 1 1 1
 , M5,3 =

1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
 .
The purpose of these matrices is to connect the different bound matrices of different dimen-
sions such that the equation (45) is satisfied in terms of matrices.
4.3 Main Result
In Corollary 60 and 61, we show that the following statements are true. Assume (γl,m)l,m∈N+
is a collection of elements in V that satisfies the bound condition from Definition 13. For
the number of elements |Sh| we have the following upper bound:
|Sh| ≤ ‖ϕ(γ)nL ◦ · · · ◦ ϕ(γ)n1 (en0)‖1. (23)
If we write this in terms of matrices, we obtain
|Sh| ≤ ‖B(γ)nLMnL−1,nL . . . B(γ)n1 Mn0,n1e
(n0+1)
n0+1
‖1, (24)
where e
(n0+1)
n0+1
is the unit vector in Rn0+1 that has value 0 at the indices 1 to n0 and value 1
at index n0 + 1.
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4.4 Applications
In the next section we use different collections γ ∈ N+ ∈ Γ to show how concrete bounds can
be obtained from our main result (24). To this end, we first give a collection γ, then show
that it satisfies the bound conditions from Definition 13 and finally state the corresponding
matrices B
(γ)
n , n ∈ N.
First, we derive the three bounds from equations (11), (13) and (14). Then we consider an
asymptotic setting and finally, we explain how even stronger results may be obtained.
4.4.1 Naive bound
Define the collection (γl,m)m∈N+,l∈{0,...,m} of elements in V by
γl,m = 2
mem for m ∈ N, l ∈ {0, . . . ,m} . (25)
Lemma 19. With γl,m = 2
mem, the collection (γl,m)m∈N+,l∈{0,...,m} satisfies the bound condi-
tion from Definition 13.
Proof. Let m ∈ N+, l ∈ {0, . . . ,m} and h ∈ RL(l,m). The first property of the bound
condition holds because for all J ∈ N, ∑∞j=J (κm(Sh))j ≤ |Sh| ≤ 2m = ∑∞j=J(γl,m)j. The
second bound property is clearly fulfilled.
According to Definition 16, the corresponding bound matrices are B
(γ)
n = 2nIn+1, n ∈ N+.
Hence, our main result becomes |Sh| ≤ 2n1+···+nk , which is the bound from equation (11).
4.4.2 Using Zaslavsky’s result
Note that by Zaslavsky’s result (Lemma 34), |Sh| ≤
∑l
i=0
(
m
l
)
for l,m ∈ N+, h ∈ RL(l,m).
This motivates the definition
γl,m =
l∑
i=0
(
m
i
)
em for m ∈ N+, l ∈ {0, . . . ,m} (26)
Lemma 20. With γl,m =
∑l
i=0
(
m
i
)
em, the collection (γl,m)m∈N+,l∈{0,...,m} satisfies the bound
condition from Definition 13.
Proof. Let m ∈ N+, l ∈ {0, . . . ,m} and h ∈ RL(l,m). By Lemma 34, |Sh| ≤
∑l
i=0
(
m
i
)
. Note
that for all J ∈ N that ∑∞j=J (κm(Sh))j = ∑∞j=J | {s ∈ Sh||s| = j} |. If J > m, this is zero.
If J ≤ m, then
∞∑
j=J
(κm(Sh))j ≤ |Sh| ≤
l∑
i=0
(
m
i
)
= (γl,m)m =
∞∑
j=J
(γl,m)j.
This means that κm(Sh)  γl,m according to Definition 10. The second bound property of
the bound condition is fulfilled because
∑l1
i=0
(
m
i
)
em 
∑l2
i=0
(
m
i
)
em for l1 ≤ l2.
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With this definition for γ, the bound matrices from Definition 16 (B
(γ)
i∈N+) that appear in
equation (24) are diagonal. We will call these matrices Zaslavsky bound matrices and denote
them by (Di)i∈N+ . Following the construction from Definition 16, we obtain
Dn = diag
(
0∑
j=0
(
n
j
)
,
1∑
j=0
(
n
j
)
, . . . ,
n∑
j=0
(
n
j
))
for n ∈ N+ (27)
Example 21. The Zaslavsky bound matrices D1 to D4 are
D1 =
(
1 0
0 2
)
D2 =
(
1 0 0
0 3 0
0 0 4
)
D3 =
(
1 0 0 0
0 4 0 0
0 0 7 0
0 0 0 8
)
D4 =
(
1 0 0 0 0
0 5 0 0 0
0 0 11 0 0
0 0 0 15 0
0 0 0 0 16
)
Now, equation (24) becomes
|Sh| ≤ ‖DnLMnL−1,nL . . . Dn1Mn0,n1e(n0+1)n0+1 ‖1, (28)
which may also be written in the form (13):
|Sh| ≤
L−1∏
i=0
min(n0,...,ni)∑
j=0
(
ni+1
j
)
. (29)
4.4.3 Using binomial coefficients
Now, we define the collection (γl,m)m∈N+,l∈{0,...,m} of elements in V by
γl,m =
l∑
i=0
(
m
i
)
em−i for m ∈ N+, l ∈ {0, . . . ,m} (30)
Lemma 22. With γl,m =
∑l
i=0
(
m
i
)
el−i, the collection (γl,m)m∈N+,l∈{0,...,m} satisfies the bound
condition from Definition 13.
Proof. We proceed as in the proof of Lemma 20. Let m ∈ N+, l ∈ {0, . . . ,m} and h ∈
RL(l,m). For all J ∈ N, ∑∞j=J (κm(Sh))j = ∑∞j=J | {s ∈ Sh||s| = j} |. If J > m, then this is
zero. If J ∈ {m− l, . . . ,m},
∞∑
j=J
(κm(Sh))j =
∞∑
j=J
| {s ∈ Sh | |s| = j} |≤
m∑
j=J
(
m
j
)
=
∞∑
j=J
(γl,m)j.
For J ∈ {0, . . . ,m− l − 1}, ∑∞j=J(κm(Sh))j ≤ |Sh| ≤ ∑lj=0 (mj ) = ∑∞j=J(γl,m)j. Hence, the
first property of the bound condition is satisfied, but also the second condition is clearly
met.
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il
0 1 2 3 4 5
0 0 0 0 0 0
(
5
5
)
1 0 0 0 0
(
5
4
) (
5
4
)
2 0 0 0
(
5
3
) (
5
3
) (
5
3
)
3 0 0
(
5
2
) (
5
2
) (
5
2
) (
5
2
)
4 0
(
5
1
) (
5
1
) (
5
1
) (
5
1
) (
5
1
)
5
(
5
0
) (
5
0
) (
5
0
) (
5
0
) (
5
0
) (
5
0
)
6 0 0 0 0 0 0
... 0 0 0 0 0 0
Table 1: The values of (γl,5)i and different values for i and l.
The previous lemma shows that we can use γ as defined in equation (30) in the main re-
sults stated above in equations (23) and (24). We will denote the corresponding matrices
(B
(γ)
i )i∈N+ by (Bi)i∈N+ and call them binomial bound matrices. With this definition, equa-
tion (24) becomes
|Sh| ≤ ‖BnLMnL−1,nL . . . Bn1Mn0,n1e(n0+1)n0+1 ‖1. (31)
The Tables 1 and 2 illustrate how the matrix B5 can be obtained. More generally, a careful
analysis of the construction of Bn, n ∈ N+ yields the following result.
Proposition 23. For n ∈ N+, the binomial bound matrix Bn is
Bn = Cn+1.
with Cn+1 as in Definition 62 using the constants ξj =
∑j−1
i=0
(
n
i
)
, j ∈ {1, . . . , dn+1
2
e}.
Example 24. The binomial bound matrices B1 to B4 are
B1 =
((
1
0
) (
1
1
)
0
(
1
0
)) = (1 10 1)
B2 =
((
2
0
)
0
(
2
2
)
0
(
2
0
)
+
(
2
1
) (
2
1
)
0 0
(
2
0
)
)
=
(
1 0 1
0 3 2
0 0 1
)
B3 =
(30) 0 0 (33)0 (30) + (31) (32) (32)
0 0
(
3
0
)
+
(
3
1
) (
3
2
)
0 0 0
(
3
0
)
 = (1 0 0 10 4 3 30 0 4 3
0 0 0 1
)
B4 =

(
4
0
)
0 0 0
(
4
4
)
0
(
4
0
)
+
(
4
1
)
0
(
4
3
) (
4
3
)
0 0
(
4
0
)
+
(
4
1
)
+
(
4
2
) (
4
2
) (
4
2
)
0 0 0
(
4
0
)
+
(
4
1
) (
4
1
)
0 0 0 0
(
4
0
)
 = (1 0 0 0 10 5 0 4 40 0 11 6 6
0 0 0 5 4
0 0 0 0 1
)
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il
0 1 2 3 4 5 6 . . .
0
(
5
0
)
0 0 0 0
(
5
5
) (
5
5
) (
5
5
)
1 0
(
5
0
)
+
(
5
1
)
0 0
(
5
4
) (
5
4
) (
5
4
) (
5
4
)
2 0 0
(
5
0
)
+
(
5
1
)
+
(
5
2
) (
5
3
) (
5
3
) (
5
3
) (
5
3
) (
5
3
)
3 0 0 0
(
5
0
)
+
(
5
1
)
+
(
5
2
) (
5
2
) (
5
2
) (
5
2
) (
5
2
)
4 0 0 0 0
(
5
0
)
+
(
5
1
) (
5
1
) (
5
1
) (
5
1
)
5 0 0 0 0 0
(
5
0
) (
5
0
) (
5
0
)
6 0 0 0 0 0 0 0 0
... 0 0 0 0 0 0 0
. . .
Table 2: The values of ϕ
(γ)
5 (el)i for different values of i and l. The entries for i, l ∈ {0, . . . , 5}
represent the matrix B
(γ)
5 ∈ R6×6. It is upper triangular because of the α function involved
in Definition 15. To illustrate the intuition behind this, take for example an input region
with dimension l = 1. The output of the five layers on this region cannot have dimension
greater than 1.
In Appendix A.5 we show that for these binomial bound matrices, we can always find a
Jordan-like decomposition.
Example 25. The binomial bound matrices B1 to B4 have the following decomposition;
B1 =
(
1 0
0 1
) (
1 1
0 1
) (
1 0
0 1
)−1
B2 =
(
1 0 0
0 1 −1
0 0 1
)(
1 0 1
0 3 0
0 0 1
)(
1 0 0
0 1 −1
0 0 1
)−1
B3 =
(
1 0 0 0
0 3 0 0
0 0 1 −1
0 0 0 1
)(
1 0 0 1
0 4 1 0
0 0 4 0
0 0 0 1
)(
1 0 0 0
0 3 0 0
0 0 1 −1
0 0 0 1
)−1
B4 =
(
1 0 0 0 0
0 4 0 0 0
0 0 1 −1 0
0 0 0 1 −1
0 0 0 0 1
)(
1 0 0 0 1
0 5 0 1 0
0 0 11 0 0
0 0 0 5 0
0 0 0 0 1
)(
1 0 0 0 0
0 4 0 0 0
0 0 1 −1 0
0 0 0 1 −1
0 0 0 0 1
)−1
Using this decomposed form, one can find analytical expressions for arbitrary powers of these
matrices, see Corollary 65 and Lemma 66. This can be useful for the analysis of the bound
(31) in the case when several stacked layers are of the same dimension because Ml,m is the
identity matrix for l = m ∈ N+.
We want to note that our bound (31) coincides with the bound from equation (14). This
can be seen from the recursion used in the proof of Theorem 1, [5] which is represented by
the matrix multiplication Mni,ni−1Bni−1 , i ∈ {2, . . . , L− 1} in (31).
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n0 1 2 3 4
Zaslavsky bound 5L 11L 15L 16L
binomial bound 5L 11L 11L + 4L5L 11L + 4L5L + L
Table 3: Explicit computation of the bounds in equations (32) and (33)
4.4.4 Asymptotic setting
The binomial bound from equation (31) using the binomial bound matrices is at least as
good as the Zaslavsky bound in (28). This follows from the proof of Theorem 59 because the
definition of γ is tighter with respect to the order relation  in equation (30) than in (26).
We will now analyze the asymptotic behaviour of these bounds in the setting where the
number of layers L is varying but each of them has the same width n ∈ N+ except for the
input, which is of arbitrary fixed dimension n0 ∈ N+.
Example 26. Assume that the input layer has dimension n0 ≤ 4, L ∈ N+ and all other layers
are 4-dimensional, i.e. n1 = n2 = · · · = nL = 4. For n = (n1, . . . , nL) and h ∈ RL(n0,n),
the Zaslavsky bound from equation (29) states that
|Sh| ≤
(
n0∑
j=0
(
4
j
))L
, (32)
whereas the better upper bound using binomial coefficients from equation (31) implies
|Sh| ≤ ‖BL4 e(n0+1)n0+1 ‖1. (33)
With the theory from Appendix A.5, we can compute the this matrix power for arbitrary L:
BL4 =
(
1 0 0 0 1
0 5 0 4 4
0 0 11 6 6
0 0 0 5 4
0 0 0 0 1
)L
=
(
1 0 0 0 0
0 4 0 0 0
0 0 1 −1 0
0 0 0 1 −1
0 0 0 0 1
)(
1 0 0 0 L
0 5L 0 L5L−1 0
0 0 11L 0 0
0 0 0 5L 0
0 0 0 0 1
)(
1 0 0 0 0
0 1
4
0 0 0
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1
)
.
This allows us to explicitly evaluate the two bounds, see Table 3. For n0 ≤ 2, the bounds
coincide because the upper left quarter of the matrices Bn and Dn are the same. However,
for n0 ≥ 3, for the asymptotic order of the bound (33) is always O(11L), whereas (32) is of
order O((∑n0j=0 (4j))L).
We can exploit our theory to generalize the above example. Assume that n0, n ∈ N+,
n1 = · · · = nL = n, n = (n1, . . . , nL) and h ∈ RL(n0,n). In this case, the Zaslavsky bound
from equation (29) implies
|Sh| ≤
min(n0,n)∑
j=0
(
n
j
)L . (34)
In contrast, the binomial bound yields |Sh| ≤ ‖BLnMn0,ne(n0+1)n0+1 ‖1 = ‖BLn e(n+1)min(n0,n)+1‖1, which
is evaluated explicitly in Corollary 67. This result is part of our contribution. Table 4
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n0 ≤ bn/2c n0 > bn/2c
Zaslavsky bound (
∑min(n0,n)
j=0
(
n
j
)
)L
equation (15) 2Ln
(
1
2
+ 1
2
√
pin
)L/2√
2
binomial bound (
∑n0
j=0
(
n
j
)
)L
(∑bn/2c
j=0
(
n
j
))L
+ L
∑n0
s=bn/2c+1
(∑n−s
j=0
(
n
j
))L−1 (
n
n−s
)
Table 4: Comparison of explicit bounds for the considered asymptotic setting. The tightest
bound in the last row is our contribution. In contrast to the bound from the second row, it
is a direct evaluation of (31) without using approximations.
n0 ≤ bn/2c n0 > bn/2c
Zaslavsky bound O
(
(
∑min(n0,n)
j=0
(
n
j
)
)L
)
equation (15) O
(
2
L
(
n−1/2+log2
(
1+
1√
pin
)))
binomial bound, n > 1 O
(
(
∑n0
j=0
(
n
j
)
)L
)
O
(
(
∑bn/2c
j=0
(
n
j
)
)L
)
Table 5: For L → ∞, the asymptotic orders of the two bounds are the same for n0 ∈
{0, . . . , bn/2c}. For n0 > bn/2c, the order of the binomial bound is strictly better and does
not depend on n0.
compares the results. Note that the results in Table 3 are a special case. In particular, we
can conclude the asymptotic orders of the two bounds for the specified setting as the number
of layers L tends to infinity, see Table 5.
For example, in the case where n ≥ 3 is an odd number and n0 ≥ n1 = · · · = nL = n, we
obtain the asymptotic orders
|Sh| =

O(2Ln) for the Zaslavsky bound
O
(
2
L
(
n−1/2+log2
(
1+
1√
pin
)))
for the bound (15) from [5]
O(2L(n−1)) for the binomial bound
(35)
This means that in a neural network where all layers have the same width n and L → ∞,
the binomial bound on the number of convex regions in the input space Rn0 is of the same
order as the Zaslavsky bound would be when all layers had width n− 1, i.e. our new result
gains one dimension in each layer compared to the Zaslavsky bound and more than a half
dimension in each layer compared to the bound (15) from [5].
4.4.5 Further improvements
We can set
γl,m := max {κm(Sh)|h ∈ RL(l, j)} for m ∈ N+, l ∈ {1, . . . ,m} . (36)
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This would yield the best possible bound obtainable with equation (24) because satisfies the
bound condition from Definition 13 with equality where the relation  is required. However,
to the best of our knowledge, these maxima are not explicitly known. Their computation
requires to solve a combinatorial and geometrical problem. This is left for future work. For
the corresponding matrices B
(γ)
n , n ∈ N+ there might not exist an easy decomposition that
allows to compute arbitrary powers explicitly. However, they will be upper triangular, which
makes it easy to compute asymptotic orders similar to the results from Section 4.4.4, see the
note below Definition 16.
5 Summary
In this work we presented a formal framework for the construction of upper bounds on the
number of connected affine linear regions of feed-forward neural nets with ReLU activation
functions. We presented two formal criteria summarized as the bound condition. For a
collection γ of elements in V that meets these criteria, a corresponding bound can be derived.
In this sense, we have presented a whole class of upper bounds. In their matrix form, they
can be stated as
|Sh| ≤ ‖B(γ)nLMnL−1,nL . . . B(γ)n1 Mn0,n1e
(n0+1)
n0+1
‖1, (37)
where the square matrices B
(γ)
m ,m ∈ N+ can be easily constructed by using appropriately
clipped finite-length versions of the infinite-length vectors γ1,m, . . . , γm,m as their columns.
They are always square and upper triangular matrices such that the eigenvalues, which might
be interesting for asymptotic considerations, can be read directly from the diagonal.
We then have derived three existing bounds from this result by plugging in concrete collec-
tions for γ that satisfy the bound condition.
1. The first collection γ is constructed is based on the naive result that n1 hyperplanes
in Rn0 can partition the space in at most 2n1 regions. In this case, our framework
yields the very basic result from [3]: For L, n0, . . . , nL ∈ N+ and ReLU layer functions
h1, . . . , hL mapping between the spaces Rn0 , . . . ,Rn1 , the neural net represented by
their composition f = hL ◦ · · · ◦h1 allows a partition of the input space Rn0 in at most
Nf ≤ 2
∑L
l=1 nl connected sets on which it is affine linear.
2. In the second collection γ we use the well known result that a ReLU layer function
h mapping from Rn0 to Rn1 with n1 neurons partitions the input space Rn0 in at
most
∑n0
j=0
(
n1
j
)
convex regions on which h is affine linear. The corresponding bound
obtained reestablishes a result from [4]: For f as above,
Nf ≤
L∏
i=0
min(n0,...,ni)∑
j=0
(
ni+1
j
)
. (38)
3. The third collection γ is additionally based on the idea, that for a ReLU layer function
h mapping between spaces Rn0 and Rn1 , there are at most at most
(
n1
i
)
regions in
20
the input space on which i ∈ {1, . . . , n1} neurons are active. In this case, the matrix
formulation (37) obtained from our framework turns out to be more useful than the
representation (14) from [5]. We have given an explicit formula for the corresponding
matrices B(
(γ)
n )n∈N+ . In addition, we have found an explicit Jordan-like decomposition.
This can be used to derive explicit formulas for arbitrary powers of these matrices,
which is useful when we want to analyse equation (37) for varying L because the
matrices (Mij)i,j∈N+ are the identity matrix for i = j.
If the collection γ used in our framework is tighter, so will be the resulting bound. Therefore
the above bounds are ordered from weak to strong.
We then have considered an asymptotic scenario where the number of layers L is variable, the
dimension of the input space n0 ∈ N+ and the widths of the individual layers n1 = · · · = nL
are fixed. The results show that for n0 ≤ bn/2c, the second and the strongest third bound
are the same, but for n0 > bn/2c, the third is much better, see Table 5. This new detailed
analysis was only possible due to our matrix representation with Jordan-like decomposition
and is also part of our contribution. In particular, for n0 = n1 = · · · = nL > 1 we improved
the best known asymptotic order for L→∞ from O
(
2L(n−1/2+log2(1+1/
√
pin))
)
to O (2L(n−1))
if n0 is odd. This means that in this case a half dimension in each layer is gained.
Finally, we explained how even stronger bounds can be derived. We state the collection
γ ∈ Γ that would yield the strongest result that can be obtained with our theory. It involves
a geometrical and combinatorial problem that needs to be solved first in order to construct
the necessary matrices B
(γ)
m , m ∈ N+.
A Proofs and intermediate results
A.1 Basic facts for one layer
We assume the definitions and conventions from Section 2.1
Lemma 27. Let n0, n1, n2 ∈ N+, g2 ∈ RL(n1, n2) and let g1 : Rn0 → Rn1 be an affine linear
function, i.e. there exist A ∈ Rn1×n0 and c ∈ Rn1 such that for all x ∈ Rn0 : g1(x) = Ax+ c.
Then the function g2 ◦ g1 ∈ RL(n0, n2) and it holds that
∀x ∈ Rn0 : Sg2◦g1(x) = Sg2(g1(x))
for the signatures Sg2◦g1 and Sg2 as in Definition 1.
Proof. For all x ∈ Rn0 , it holds that
g2 ◦ g1(x) = g2(g1(x)) =
σ(〈Ax+ c, w
(h)
1 〉+ b(h)1 )
...
σ(〈Ax+ c, w(h)n2 〉+ b(h)n2 )
 =
σ(〈x,A
ᵀw1〉+ (〈c, w(h)1 〉+ b(h)1 ))
...
σ(〈x,Aᵀwn〉+ (〈c, w(h)1 〉+ b(h)n ))
 ,
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which means that g2 ◦ g1 ∈ RL(n0, n2). By Definition 1, for all i ∈ {1, . . . , n2} and x ∈ Rn0
Sg2◦g1(x)i = 1 ⇐⇒ 〈Ax+ c, wi〉+ bi > 0 ⇐⇒ Sg2(g1(x))i = 1
Lemma 28. Let n0, n1, h as in equation (4). For any s ∈ {0, 1}n1, Rh(s) is a convex set.
Proof. Fix s ∈ {0, 1}n1 and assume we have two points x, x′ ∈ Rh(s). Furthermore, let
i ∈ {1, . . . , n1}. Now we check convexity. For α ∈ (0, 1), define the convex combination
xα := αx+ (1− α)x′. It holds that
Sh (xα)i = 1 ⇐⇒ 〈αx+ (1− α)x′, w(h)i 〉+ b(h)i > 0
⇐⇒ α
(
〈x,w(h)i 〉+ b(h)i
)
+ (1− α)
(
〈x′, w(h)i 〉+ b(h)i
)
> 0
If si = 1, then by construction Sh(x)i = Sh(x
′)i = si = 1, such that
(
〈x,w(h)i 〉+ b(h)i
)
> 0
and
(
〈x′, w(h)i 〉+ b(h)i
)
> 0, which implies Sh(xα)i = 1 by the above formula. Similarly, if
si = 0, Sh(xα) = 0. Hence we have shown that for every i ∈ {1, . . . , n1} and every convex
combination xα of x and x
′, the signature of xα is equal to those of x and x′ in the i-th
coordinate. This proves the lemma.
Lemma 29. Let n0, n1, h as in equation (4). The convex sets (Rh(s))s∈{0,1}n1 form a partition
of Rn0, i.e. the following two conditions hold:
1. ∀s, s′ ∈ {0, 1}n1 : Rh(s) ∩Rh(s′) = {} ⇐⇒ s 6= s′
2.
⋃
s∈{0,1}n1 Rh(s) = Rn0.
Proof. We prove both conditions individually.
1. Let s, s′ ∈ {0, 1}n1 . If Rh(s)∩Rh(s′) = {} then obviously, s 6= s′. If Rh(s)∩Rh(s′) 6= {}
then there exists x ∈ Rh(s) ∩Rh(s′), which implies that s = Sh(x) = s′.
2. Since Rh(s) ⊂ Rn0 for all s ∈ {0, 1}n1 , it holds that
⋃
s∈{0,1}n1 ⊂ Rn0 . But for any
x ∈ Rn0 , it holds by Definition 2 that
x ∈ Rh(Sh(x)) ⊂
⋃
s∈{0,1}n1
Rh(s).
Definition 30. For n0, n1, h as in equation (4) and s ∈ {0, 1}n1 , denote the restriction of h
on the set Rh(s) by hs, i.e. hs : Rh(s)→ Rn1 , x 7→ h(x).
Lemma 31. Let n0, n1, h as in equation (4). For any s ∈ {0, 1}s, the function hs from
Definition 30 is an affine linear function of the form
hs :
{
Rh(s) → Rn1
x 7→ diag(s) (W (h)x+ b(h)) .
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Proof. We prove the lemma coordinate-wise. For every i ∈ {1, . . . , n1} we either have si = 0
or si = 1
• Assume si = 0. Let x ∈ Rh(s). By definition 〈x,w(h)i 〉+ b(h)i ≤ 0, which implies
hs(x)i = h(x)i = σ(〈x,w(h)i 〉+ b(h)i ) = 0 =
(
diag(s)
(
W (h)x+ b(h)
))
i
• Assume si = 1. Let x ∈ Rh(s). Similarly, 〈x,wi〉+ bi > 0, which implies
hs(x)i = h(x)i = σ(〈x,wi〉+ bi) = 〈x,wi〉+ bi =
(
diag(s)
(
W (h)x+ b(h)
))
i
For s ∈ {0, 1}n1 , the function hs can be extended linearly in a natural way to the whole
space Rn0 for s ∈ {0, 1}n1 .
Definition 32. For n0, n1, h as in equation (4) and s ∈ {0, 1}n1 , let h˜s be the affine linear
extension of hs on Rn0 , i.e. let h˜s : Rn0 → Rn1 , x 7→ diag(s) (Wx+ b) .
Corollary 33. Let n0, n1, h as in equation (4) and h˜s, s ∈ {0, 1}n1 as in Definition 32. It
holds that
∀x ∈ Rn0 : h(x) =
∑
s∈Sh
1Rh(s)(x) h˜s(x).
Proof. For every x ∈ Rn0 , x ∈ Rh(Sh(x)) by Definition 2, which implies h(x) = hSh(x)(x)
by Definition 30. Furthermore, hSh(x)(x) = h˜Sh(x)(x) by Lemma 31 and Definition 32. Now,
Lemma 29 and Definition 3 justify the equality
h(x) = hSh(x)(x) = h˜Sh(x)(x) =
∑
s∈{0,1}n1
1Rh(s)(x) h˜s(x) =
∑
s∈Sh
1Rh(s)(x) h˜s(x).
Lemma 34. For all m0,m1 ∈ N, h′ ∈ RL(m0,m1) the following upper bound on the number
of attained signature holds:
|Sh′| ≤
m0∑
j=0
(
m1
j
)
(39)
Proof. Since Sh′ ⊂ {0, 1}m1 , we know that
∀m0,m1 ∈ N ∀h ∈ RL(m0,m1) : |Sh| ≤ 2m1 .
This implies
∀m0 ∈ N ∀m1 ∈ {0, . . . ,m0} ∀h ∈ RL(m0,m1) : |Sh| ≤
m0∑
j=0
(
m1
j
)
. (40)
Furthermore, we know that
∀m1 ∈ N,∀h′ ∈ RL(1,m1) : |Sh| ≤ m1 + 1 =
1∑
j=0
(
m1
j
)
(41)
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since the m1 hyperplanes H
(h′)
1 , . . . , H
(h′)
m1 corresponding to h
′ ∈ RL(1,m1) are points on the
real line, hence they can induce at most m1 + 1 non-empty Rh′(s), s ∈ {0, 1}m1 in the sense
of Definition 2.
Now we will prove an induction step. Fix l0, l1 ∈ N \ {0} assume that equation (39) is
true for m0 = l0,m1 = l1 − 1 and for m0 = l0 − 1,m1 = l1 − 1. Then it is also true for
m0 = l0,m1 = l1. To see this take h
′ ∈ RL(l0, l1) and define the functions
h˜ :
{
Rl0 → Rl1−1
x 7→ (h′(x)1, . . . , h′(x)l1−1)
hˆ :
{
H
(h′)
l1
→ Rl1−1
x 7→ (h′(x)1, . . . , h′(x)l1−1)
We know that |Sh′| = |Sh˜|+ |Shˆ| because the number of regions Rh′(x), s ∈ {0, 1}n1 defined
by the hyperplanes H
(h′)
1 , . . . , H
(h′)
l1
is equal to the number of regions Rh˜(s), s ∈ {0, 1}n1
defined by the hyperplanes H
(h′)
1 , . . . , H
(h′)
l1−1 plus the number of these regions that are cut
into two by the hyperplane H
(h′)
l1
. Now note that H
(h′)
l1
is an affine linear subspace of Rl1 with
dimension l1− 1, i.e. it is homeomorphic to Rl1−1 such that we can use the two assumptions
of the induction step to conclude
|Sh′ | = |Sh˜|+ |Shˆ| ≤
l0∑
j=0
(
l1 − 1
j
)
+
l0−1∑
j=0
(
l1 − 1
j
)
=
l0∑
j=0
(
l1
j
)
.
Equations (40) and (41) provide a suitable anchor for this induction such that equation (39)
holds for all m0,m1 ∈ N0.
The above result is an adaption of a result on hyperplane arrangements from [6]. It is shown
there that this bound is sharp for hyperplanes “in general position”, i.e. for all m1,m2 ∈ N,
there exists a h′ ∈ RL(m0,m1) such that equation (39) becomes an equality.
A.2 Basic results for multiple fully connected layers
We assume the definitions and conventions from Section 2.2.
Lemma 35. Let i ∈ {1, . . . , L} and let f : Rn0 → Rni be an affine linear function, i.e. there
exist A ∈ Rni×n0 and b ∈ Rni such that for all x ∈ Rn0, f(x) = Ax + b. Then for every
convex set C ∈ Rni, the pre-image f−1(C) := {x ∈ Rn0|f(x) ∈ C} is convex itself.
Proof. Let x, y ∈ f−1(C) and α ∈ [0, 1]. Then
f (αx+ (1− α) y) = α(Ax+ b) + (1− α) (Ay + b) = αf(x) + (1− α) f(y) ∈ C
since C is convex and f(x), f(y) ∈ C.
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Lemma 36. For any s ∈ {0, 1}n1 × · · · × {0, 1}nL, Rh(s) is a convex set.
Proof. First note that
Rh(s) = {x ∈ Rn0 | Sh1(x) = s1} ∩
L⋂
i=2
{x ∈ Rn0 | Shi(hi−1 ◦ · · · ◦ h1(x)) = si}
= Rh1(s1) ∩
L⋂
i=2
(hi−1 ◦ · · · ◦ h1)−1 (Rhi(si)) ,
where the sets Rh1(s1) ⊂ Rn0 , . . . , RhL(sL) ⊂ RnL−1 are convex by Lemma 28. Now denote
by h˜1,s1 , . . . , h˜L,sL the affine linear extensions of the restrictions of h1, . . . , hL onto the sets
Rh1(s1), . . . , RhL(sL) respectively according to Definition 32. We will now show by induction
that
Rh1(s1) ∩
L′⋂
i=2
(hi−1 ◦ · · · ◦ h1)−1 (Rhi(si))
= Rh1(s1) ∩
L′⋂
i=2
(
h˜i−1,si−1 ◦ · · · ◦ h˜1,s1
)−1
(Rhi(si)) .
(42)
for all L′ ∈ {1, . . . , L}. This is clearly true for L′ = 1 because in this case the empty product
for L′ = 1 evaluates to 1. For the induction step, assume that equation (42) holds for
L′ = l ∈ {1, . . . , L− 1}. Then
Rh1(s1) ∩
l+1⋂
i=2
(hi−1 ◦ · · · ◦ h1)−1 (Rhi(si))
=
(
Rh1(s1) ∩
l⋂
i=2
(hi−1 ◦ · · · ◦ h1)−1 (Rhi(si))
)
∩ (hl ◦ · · · ◦ h1)−1
(
Rhl+1(sl+1)
)
=
(
Rh1(s1) ∩
l⋂
i=2
(hi−1 ◦ · · · ◦ h1)−1 (Rhi(si))
)
∩
(
h˜l,sl ◦ · · · ◦ h˜1,s1
)−1 (
Rhl+1(sl+1)
)
= Rh1(s1) ∩
l+1⋂
i=2
(
h˜i−1,si−1 ◦ · · · ◦ h˜1,s1
)−1
(Rhi(si)) .
In the above calculation, we used the fact that hl ◦ · · · ◦ h1 = h˜l,sl ◦ · · · ◦ h˜1,s1 on the set(
Rh1(s1) ∩
l⋂
i=2
(hi−1 ◦ · · · ◦ h1)−1 (Rhi(si))
)
⊂ Rn0
and the assumption that equation (42) is true for L′ = l + 1. This completes the induction
step. Hence,
Rh(s) = Rh1(s1) ∩
L⋂
i=2
(hi−1 ◦ · · · ◦ h1)−1 (Rhi(si))
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= Rh1(s1) ∩
L⋂
i=2
(
h˜i−1,si−1 ◦ · · · ◦ h˜1,s1
)−1
(Rhi(si)) .
Since the functions h˜i−1,si−1 ◦ · · · ◦ h˜1,s1 , i ∈ {2, . . . , L} are affine linear, this is an intersection
of convex sets by Lemma 35, which is convex itself.
Definition 37. For s ∈ {0, 1}n1×· · ·×{0, 1}nL , denote the restriction of fh from equation (5)
on the set Rh(s) by fh,s : Rh(s)→ RnL , x 7→ fh(x) = hL ◦ · · · ◦ h1(x).
Lemma 38. For any s ∈ {0, 1}n1 × · · · × {0, 1}nL, the function fh,s is affine linear. Fur-
thermore, for x ∈ Rn0, fh,s(x) is explicitly given by
fh,s(x) = ˜(hL)sL ◦ · · · ◦ ˜(h1)s1(x), (43)
where
˜(hi)si(z) = diag(si)
(
W (i)z + b(i)
)
for i ∈ {1, . . . , L} , z ∈ Rni−1 .
Proof. Let x ∈ Rh(s). By Definitions 4 and 5, s = (s1, . . . , sL) where s1 = Sh1(x) and si =
Shi (hi−1 ◦ · · · ◦ h1(x)) for i ∈ {2, . . . , L}. Furthermore, x ∈ Rh1(s1) and for i ∈ {2, . . . , L},
hi−1 ◦ · · · ◦ h1(x) ∈ Rhi(si). Hence with the notation from Definition 30,
fh,s(x) = fh(x) = hL ◦ · · · ◦ h1(x) = (hL)sL ◦ · · · ◦ (h1)s1 (x),
where all the composed functions on the right-hand side are affine linear by Lemma 31. With
the notation of Definition 32 we obtain equation (43).
From Lemma 38, we know that fh,s is affine linear. We can extend it as follows:
Definition 39. Let f˜h,s denote the affine linear extension of fh,s from Definition 37.
Lemma 40. The collection of sets (Rh(s))s∈Sh form a partition of R
n0.
Proof. By Definition 5, these sets are disjoint and furthermore, it holds that⋃
s∈Sh
Rh(s) =
⋃
s∈Sh
{x ∈ Rn0 | Sh(x) = s} = {x ∈ Rn0 | Sh(x) ∈ Sh} = Rn0 .
Similarly to Corollary 33, the previous lemma implies the following statement.
Corollary 41. With the notation from Definition 39, it holds that
fh =
∑
s∈Sh
1Rh(s)f˜h,s.
26
A.3 Results for reproving Montu´far’s bound
In this section we prove the statements that are used for the motivation in Section 4.1. Note
however, that the resulting bound from Corollary 46 is a special case of our theory, see
Section 4.4.2.
Lemma 42. Let n0, n1, n2 ∈ N. Let g1 : Rn0 → Rn1 be an affine linear function, i.e. there
exists A ∈ Rn1×n0 and b ∈ Rn1 such that for all x ∈ Rn0
g1(x) = Ax+ b.
Furthermore, assume that g2 ∈ RL(n1, n2). Then
| {Sg2(g1(x))|x ∈ Rn0} | ≤
rank(g1)∑
j=0
(
n2
j
)
.
Proof. By definition, rank(g1) is the dimension of the affine linear space U := {g1(x)| x ∈ Rn0} ⊂
Rn1 . There exists a affine linear bijective map Φ : U → Rrank(g1). Now, it holds that
| {Sg2(g1(x))|x ∈ Rn0} | = |
{
Sg2(Φ
−1 ◦ Φ ◦ g1(x))|x ∈ Rn0
} |
= | {Sg2◦Φ−1(Φ ◦ g1(x))|x ∈ Rn0} | = |
{
Sg2◦Φ−1(z)|z ∈ Rrank(g1)
} |
= |Sg2◦Φ−1| ≤
rank(g1)∑
j=0
(
n2
j
)
by Lemmas 27 and 34.
Lemma 43. For i ∈ {1, . . . , L− 1} and given (s∗1, . . . , s∗i ) ∈ S(i)h , it holds that
|
{
si+1 ∈ {0, 1}ni+1 | (s∗1, . . . , s∗i , si+1) ∈ S(i+1)h
}
| ≤
min(n0,|s∗1|,...,|s∗i |)∑
j=0
(
ni+1
j
)
. (44)
Proof. For i ∈ {1, . . . , L− 1}, let h(i) = (h1, . . . , hi) and Rh(i) as in Definition 5. Combining
this with Definitions 4 and 7, it follows that
|
{
si+1 ∈ {0, 1}ni+1 | (s∗1, . . . , s∗i , si+1) ∈ S(i+1)h
}
|
= |{Shi+1 (hi ◦ · · · ◦ h1(x)) |x ∈ Rhi(s∗1, . . . , s∗i )} |.
By Lemma 38, the function f : Rh(i)((s
∗
1, . . . , s
∗
i ))→ Rni+1 , x 7→ hi ◦ · · · ◦h1(x) is affine linear
and if we define f˜ to be the affine linear extension of f to Rn0 , it follows that
|{si+1 ∈ {0, 1}ni+1 | (s∗1, . . . , s∗i , si+1) ∈ S i+1h } |
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= |{Shi+1 (hi−1 ◦ · · · ◦ h1(x)) |x ∈ Rhi(s∗1, . . . , s∗i )} | = |{Shi+1(f˜(x))|x ∈ Rhi(s∗1, . . . , s∗i )} |
≤ |
{
Shi+1(f˜(x))|x ∈ Rn0
}
| ≤
rank(f˜)∑
j=0
(
ni+1
j
)
by Lemma 42. The result now follows from the fact that the rank of f˜ is bounded by the
minimum of the ranks of h1, . . . , hi+1 on the set Rhi(s
∗
1, . . . , s
∗
i ), which itself is bounded by
min (n0, |s∗1|, . . . , |s∗i |).
Lemma 44. It holds that |S(1)h | ≤
∑n0
j=0
(
n1
j
)
.
Proof. This follows from Lemma 34.
Theorem 45. For i ∈ {1, . . . , L− 1}, it holds that
|S(i+1)h | ≤
∑
(s1,...,si)∈S(i)h
min(n0,|s1|,...,|si|)∑
j=0
(
ni+1
j
)
.
Proof. It holds that
|S(i+1)h | =
∑
(s1,...,si+1)∈S(i+1)h
1 =
∑
(s1,...,si)∈S(i)h
|
{
si+1 ∈ {1, . . . , ni+1} | (s1, . . . , si+1) ∈ S(i+1)h
}
|.
Now use Lemma 43.
Corollary 46. It holds that
|Sh| ≤
L∏
i=0
min(n0,...,ni)∑
j=0
(
ni+1
j
)
Proof. For i ∈ {1, . . . , L− 1}, Theorem 45 implies
|S(i+1)h | ≤
∑
(s1,...,si)∈S(i)h
min(n0,...,ni)∑
j=0
(
ni+1
j
)
= |S(i)h |
min(n0,...,ni)∑
j=0
(
ni+1
j
)
.
It follows that
|Sh| = |S(L)h | ≤ |S(L−1)h |
min(n0,...,nL−1)∑
j=0
(
nL
j
)
≤ · · · ≤
L−1∏
i=0
min(n0,...,ni)∑
j=0
(
ni+1
j
)
.
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A.4 Results for the derivation of the framework
Assume the definitions from Section 4.2.
Lemma 47. Assume for v, w ∈ V that v  w. Then ‖v‖1 ≤ ‖w‖1.
Proof. By Definition 10, ‖v‖1 =
∑∞
j=0 vj ≤
∑∞
j=0 wj = ‖w‖1.
Lemma 48. The order relation  from Definition 10 is a partial order on V , i.e. for all
u, v, w ∈ V , it holds that
• u  u (reflexivity)
• u  v ∧ v  u =⇒ u = v (antisymmetry)
• u  v ∧ v  w =⇒ u  w (transitivity)
Proof. This follows immediately from Definitions 9 and 10.
Lemma 49. For a1, a2, b1, b2 ∈ V it holds that
a1  b1 ∧ a2  b2 =⇒ a1 + a2  b1 + b2
Proof. This is clear from Definition 10.
The previous lemma extends to a finite number of summands.
Lemma 50. For m ∈ N and a1, . . . , am, b1, . . . , bm ∈ V it holds that
∀i ∈ {1, . . . ,m} ai  bi =⇒
m∑
i=1
ai 
m∑
i=1
bi
Proof. This follows by induction from Lemma 49.
The following two lemmas are an immediate consequence of the previous Definition 14.
Lemma 51. For all i∗ ∈ N and all v ∈ V , it holds that αi∗(v)  v.
Lemma 52. Let v1, v2 ∈ V and i∗ ∈ N. It holds that v1  v2 =⇒ αi∗(v1)  αi∗(v2).
Lemma 53. For l,m ∈ N+ with l ≥ m, it holds holds that
max {κm (Sh) | h ∈ RL(l,m)} =
m∑
i=0
(
m
i
)
ei.
Proof. Let l,m ∈ N+. For l ≥ m, there exist h ∈ RL(l,m) such that all possible signatures
are attained, i.e. Sh = {0, 1}m.
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Lemma 54. Assume that (γl,m)m∈N+,l∈{1,...,m} satisfies the bound condition from Defini-
tion 13. Then
∀l,m ∈ N+ max {κm(Sh) | h ∈ RL(l,m)}  γmin(m,l),m.
Proof. We only need to consider the case where l ≥ m. In this case, Lemma 53, shows
max {κm(Sh) | h ∈ RL(l,m)} =
m∑
i=0
(
m
i
)
ei = max {κm(Sh) | h ∈ RL(m,m)}  γm,m.
Lemma 55. Assume that (γl,m)m∈N+,l∈{1,...,m} satisfies the bound condition from Definition 13
and let i ∈ {1, . . . , L− 1}, (s∗1, . . . , s∗i−1) ∈ S(i−1)h . Then
κni
({
si ∈ {0, 1}ni | (s∗1, . . . , s∗i−1, si) ∈ S(i)h
})
 γmin(n0,|s∗1|,...,|s∗i−1|,ni),ni .
Proof. Similarly to the proof of Lemma 43, for h(i−1) = (h1, . . . , hi−1), the function
f :
{
Rh(i−1)((s
∗
1, . . . , s
∗
i−1)) → Rni
x 7→ hi−1 ◦ · · · ◦ h1(x)
is affine linear and if we define f˜ to be the affine linear extension of f to Rn0 , it holds that
κni
({
si ∈ {0, 1}ni | (s∗1, . . . , s∗i−1, si) ∈ S(i)h
})
 κni
({
Shi(f˜(x))|x ∈ Rn0
})
.
Since f˜ is affine linear, there exists a bijective affine linear map Φ : f˜(Rn0)→ Rrank(f˜). This
implies
κni
({
si ∈ {0, 1}ni | (s∗1, . . . , s∗i−1, si) ∈ S(i)h
})
 κni
({
Shi(f˜(x))|x ∈ Rn0
})
= κni
({
Shi
(
Φ−1 ◦ Φ ◦ f˜(x)
)
| x ∈ Rn0
})
= κni
({
Shi◦Φ−1 (z) | z ∈ Rrank(f˜)
})
= κni (Shi◦Φ−1)  γmin(rank(f˜),ni),ni)
by the first property of the bound condition from Definition 13 and by Lemma 54 because
hi ◦ Φ−1 ∈ RL(rank(f˜), ni) by Lemma 27. The statement follows from γmin(rank(f˜),ni),ni 
γmin(n0,|s∗1|,...,|s∗i−1|,ni),ni by the second property of the bound condition since rank(f˜) is bounded
by min(n0, |s∗1|, . . . , |s∗i−1|).
In the sequel, let P(A) denote the power set of a set A, i.e. the set of all subsets of A.
Definition 56. Define U1, . . . ,UL by
U1 := P ({0, 1}n1)
...
UL := P ({0, 1}n1 × · · · × {0, 1}nL)
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With this definition, it holds that S(i)h ∈ Ui for i ∈ {1, . . . , L} by Definition 7.
Definition 57. For i ∈ {1, . . . , L}, define
Ti :
Ui → VU 7→ (∑(s1,...,si)∈U 1{j} (min(n0, |s1|, . . . , |si|)))j∈N0
The function Ti takes a set of multi signatures Ui and maps it to a vector in V which
contains the number of multi signatures (s1, . . . , si) ∈ Ui that have j as the maximum of
n0, |s1|, . . . , |si| in its j-th entry, j ∈ N. Note that this maximum is an upper bound on the
rank of the composition hi ◦ · · · ◦ h1 on the multi signatures region R(h1,...,hi) ((s1, . . . , si))
from Definition 5.
Lemma 58. Assume γ is a collection of elements in V that satisfies the bound condition
from Definition 13. It holds that
T1
(
S(1)h
)
 ϕ(γ)n1 (en0).
Proof. Note that h1 ∈ RL(n0, n1) such that Lemmas 52 and 54 imply
T1
(
S(1)h
)
= αn0 (κn1 (Sh1)) = αmin(n0,n1) (κn1 (Sh1))  αn0
(
γmin(n0,n1),n1
)
= ϕn1 (en0)
Theorem 59. Assume γ is a collection of elements in V that satisfies the bound condition
from Definition 13. Then for i ∈ {2, . . . , L} it holds that
Ti(S(i)h )  ϕ(γ)ni (Ti−1(S(i−1)h )).
Proof. The statement is implied by the following calculation, where the step indicated by
(∗) follows from the Lemmas 55, 52 and 50.
Ti (Si) =
 ∑
(s1,...,si−1)∈S(i−1)h
∑
si∈{0,1}ni
1S(i)h
((s1, . . . , si))1{j} (min(n0, |s1|, . . . , |si|))

j∈N
=
∑
(s1,...,si−1)∈S(i−1)h
 ∑
si∈{0,1}ni
1S(i)h
((s1, . . . , si))1{j} (min(n0, |s1|, . . . , |si|))

j∈N
=
∑
(s1,...,si−1)∈S(i−1)h
αmin(n0,|s1|,...,|si−1|,ni)
 ∑
si∈{0,1}ni
1S(i)h
((s1, . . . , si))1{j} (|si|)

j∈N

=
∑
(s1,...,si−1)∈S(i−1)h
αmin(n0,|s1|,...,|si−1|,ni)(κni(
{
si ∈ {0, 1}ni |(s1, . . . , si) ∈ S(i)h
}
︸ ︷︷ ︸
γmin(n0,|s1|,...,|si−1|,ni),ni
))
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(∗)

∑
(s1,...,si−1)∈S(i−1)h
αmin(n0,|s1|,...,|si−1|,ni)(γmin(n0,|s1|,...,|si−1|,ni),ni)
=
∞∑
l=0
Ti−1
(
S(i−1)h
)
l
αmin(l,ni)
(
γmin(l,ni),ni
)
=
∞∑
l=0
Ti−1
(
S(i−1)h
)
l
ϕ(γ)ni (el)
= ϕ(γ)ni
( ∞∑
l=0
Ti−1
(
S(i−1)h
)
l
el
)
= ϕ(γ)ni
(
Ti−1
(
S(i−1)h
))
.
Corollary 60. Assume γ is a collection of elements in V that satisfies the bound condition
from Definition 13. For the number of elements |Sh| we have the following upper bound:
|Sh| ≤ ‖ϕ(γ)nL ◦ · · · ◦ ϕ(γ)n1 (en0)‖1. (45)
Proof. First note that |S(L)h | = ‖TL
(
S(L)h
)
‖1. Now the above Theorem 59, Lemma 47 and
Lemma 58 imply that
|Sh| = |S(L)h | = ‖TL
(
S(L)h
)
‖1 ≤ ‖ϕ(γ)nL (TL−1(S
(i−1)
h ))‖1 ≤ . . .
≤ ‖ϕ(γ)nL ◦ · · · ◦ ϕ(γ)n2 (T1(S
(1)
h ))‖1 ≤ ‖ϕ(γ)nL ◦ · · · ◦ ϕ(γ)n1 (en0)‖1.
Corollary 61. For a collection γ of elements in V satisfying the bound condition from
Definition 13, |Sh| is bounded by
|Sh| ≤ ‖B(γ)nLMnL−1,nL . . . B(γ)n1 Mn0,n1e
(n0+1)
n0+1
‖1, (46)
where e
(n0+1)
n0+1
is the unit vector in Rn0+1 that has value 0 at the indices 1 to n0 and value 1
at index n0 + 1.
Proof. Note that for any n ∈ N+ and any v ∈ V the image
ϕ(γ)n (v) = ϕ
(γ)
n (αn(v)) (47)
has zeros at all indices larger than n by construction. Hence, we can find a matrix equivalent
of equation (45), see Definition 16. For m,n ∈ N+, the matrices (Mm,n)m,n∈N+ from Defini-
tion 17 connect matrices B
(γ)
m and B
(γ)
n of different dimensions and represent the minimum
from equation (47).
A.5 Analysis of the binomial bound matrices
In this section, we want to show how we can decompose the binomial bound matrices from
Section 4.4.3. These are the bound matrices from Definition 16 with γ as in equation (30).
It turns out a very strong result is true: The binomial bound matrices can always be decom-
posed in a Jordan-like way, see Lemma 64.
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Definition 62. For n ∈ N and ξ1, . . . , ξdn
2
e ∈ R we define the following matrices. We
distinguish the cases when n is odd and when n is even. Let
P2m =

ξ1 0 · · · · · · 0
0 ξ2 − ξ1 . . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξm − ξm−1
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
1 −1 0 · · · 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . −1
0 · · · · · · 0 1

(2m)×(2m)
J2m =

ξ1 0 · · · · · · 0
0 ξ2
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξm
0 · · · · · · 0 1
... . .
.
. .
.
0
... . .
.
. .
.
. .
. ...
0 . .
.
. .
. ...
1 0 · · · · · · 0
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
ξm 0 · · · · · · 0
0
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . 0
0 · · · · · · 0 ξ1

(2m)×(2m)
C2m =

ξ1 0 · · · · · · 0
0 ξ2
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξm
0 · · · · · · 0 ξ1
... . .
.
ξ2−ξ1 ξ2−ξ1
... . .
.
. .
. ...
0 ξm−1−ξm−2 · · · · · · ξm−1−ξm−2
ξm−ξm−1 · · · · · · · · · ξm−ξm−1
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
ξm ξm−ξm−1 · · · · · · ξm−ξm−1
0 ξm−1 ξm−1−ξm−2 · · · ξm−1−ξm−2
...
. . .
. . .
...
...
. . . ξ2 ξ2−ξ1
0 · · · · · · 0 ξ1

(2m)×(2m)
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when n is even, i.e. m := n
2
∈ N. Otherwise, when n is odd, i.e. m := n−1
2
∈ N we define
P2m+1 =

ξ1 0 · · · · · · 0
0 ξ2 − ξ1 . . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξm − ξm−1
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
1 −1 0 · · · 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . −1
0 · · · · · · 0 1

(2m+1)×(2m+1)
J2m+1 =

ξ1 0 · · · · · · 0
0 ξ2
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξm
0 · · · · · · 0 1
... . .
.
. .
.
0
... . .
.
. .
.
. .
. ...
0 1 0 · · · 0
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
ξm+1 0 · · · · · · 0
0
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . 0
0 · · · · · · 0 ξ1

(2m+1)×(2m+1)
C2m+1 =

ξ1 0 · · · · · · 0
0 ξ2
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξm
0 · · · · · · 0 ξ1
... . .
.
ξ2−ξ1 ξ2−ξ1
... . .
.
. .
. ...
0 ξm−ξm−1 · · · · · · ξm−ξm−1
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
ξm+1 ξm+1−ξm · · · · · · ξm+1−ξm
0 ξm ξm−ξm−1 · · · ξm−ξm−1
...
. . .
. . .
...
...
. . . ξ2 ξ2−ξ1
0 · · · · · · 0 ξ1

(2m+1)×(2m+1)
.
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Lemma 63. The inverse of Pn as in Definitions 62 is given by
P−12m =

1
ξ1
0 · · · · · · 0
0 1
ξ2−ξ1
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 1
ξm−ξm−1
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
1 · · · · · · · · · 1
0
. . .
...
...
. . .
. . .
...
...
. . .
. . .
...
0 · · · · · · 0 1

(2m)×(2m)
(48)
if n = 2m for some m ∈ N and by
P−12m+1 =

1
ξ1
0 · · · · · · 0
0 1
ξ2−ξ1
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 1
ξm−ξm−1
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
1 · · · · · · · · · 1
0
. . .
...
...
. . .
. . .
...
...
. . .
. . .
...
0 · · · · · · 0 1

(2m+1)×(2m+1)
(49)
otherwise for n = 2m + 1, m ∈ N. In equation (48) the lower right partition matrix is of
dimension m×m whereas in equation (49), it is of dimension m+ 1×m+ 1.
Proof. One easily checks that PnP
−1
n = In with Pn from Definition 62 and P
−1
n as above.
Lemma 64. For n ∈ N and matrices Cn, Pn and Jn as in Definition 62, we have a Jordan-
like decomposition of the form
Cn = PnJnP
−1
n
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Proof. A straight-forward calculation yields
P2mJ2mP
−1
2m = P2m

ξ1
ξ1
0 · · · · · · 0
0 ξ2
ξ2−ξ1
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξm
ξm−ξm−1
0 · · · · · · 0 1
... . .
.
. .
. ...
... . .
.
. .
. ...
0 . .
. ...
1 · · · · · · · · · 1
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
ξm · · · · · · · · · ξm
0 ξm−1 · · · · · · ξm−1
...
. . .
. . . · · · ...
...
. . .
. . .
...
0 · · · · · · 0 ξ1

= C2m
when n is even, i.e. m := n
2
∈ N and
P2m+1J2m+1P
−1
2m+1
= P2m+1

ξ1
ξ1
0 · · · · · · 0
0 ξ2
ξ2−ξ1
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξm
ξm−ξm−1
0 · · · · · · 0 1
... . .
.
. .
. ...
... . .
.
. .
. ...
0 1 · · · · · · 1
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
ξm+1 · · · · · · · · · ξm+1
0 ξm · · · · · · ξm
...
. . .
. . . · · · ...
...
. . .
. . .
...
0 · · · · · · 0 ξ1

= C2m+1
when n is odd, i.e. m := n−1
2
∈ N.
Proposition 23 states that the binomial bound matrix Bn is equal to Cn+1 for n ∈ N+. This
is an important result since it allows us to compute powers of the bound matrices explicitly.
Corollary 65. For l, n ∈ N, constants as in Proposition 23 and Bn as in Definition 16, the
l-th power of Bn is given by
Bln = Pn−1J
l
n−1P
−1
n−1
Proof. This follows from Proposition 23 and Lemma 64.
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The previous corollary is useful because this expression can be easily calculated.
Lemma 66. For n ∈ N \ {0} and Jn as in Definition 62, it holds that
J l2m =

ξl1 0 · · · · · · 0
0 ξl2
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξlm
0 · · · · · · 0 lξ(l−1)1
... . .
.
. .
.
0
... . .
.
. .
.
. .
. ...
0 . .
.
. .
. ...
lξ
(l−1)
m 0 · · · · · · 0
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
ξlm 0 · · · · · · 0
0
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . 0
0 · · · · · · 0 ξl1

(2m)×(2m)
when n is even, i.e. m := n
2
∈ N and
J l2m+1 =

ξl1 0 · · · · · · 0
0 ξl2
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 ξlm
0 · · · · · · 0 lξ(l−1)1
... . .
.
. .
.
0
... . .
.
. .
.
. .
. ...
0 lξ
(l−1)
m 0 · · · 0
0 · · · · · · · · · 0
...
...
...
...
...
...
0 · · · · · · · · · 0
ξlm+1 0 · · · · · · 0
0
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . 0
0 · · · · · · 0 ξl1

(2m+1)×(2m+1)
when n is odd, i.e. m := n−1
2
∈ N.
Proof. We omit this easy proof.
We have given the theory how to explicitly calculate an arbitrary natural power of any of the
binomial bound matrices from Section 4.4.3, see Proposition 23. This leads to the following
corollary.
Corollary 67. Let n0, n ∈ N, i ∈ {0, . . . , n0} and L > 0. It holds that
‖BLn e(n+1)i+1 ‖1 =
(
∑n0
j=0
(
n
j
)
)L if i ≤ bn/2c(∑bn/2c
j=0
(
n
j
))L
+ L
∑i
s=bn/2c+1
(∑n−s
j=0
(
n
j
))L−1 (
n
n−s
)
if i > bn/2c.
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Proof. If n is even, set m = n
2
. In this case, an explicit calculation using Corollary 65 and
Lemma 66 yields
‖BL2me(2m+1)i+1 ‖1 = ‖P2m+1JL2m+1P−12m+1e(2m+1)i+1 ‖1
=

(∑i
j=0
(
2m
j
))L
for i ∈ {0, . . . ,m}(∑m
j=0
(
2m
j
))L
+ L
∑i+1
s=m+2
(∑2m+1−s
j=0
(
2m
j
))L−1 (
2m
2m+1−s
)
for i ∈ {m+ 1, . . . , 2m} .
If n is odd, we take m ∈ N+ such that n = 2m− 1. In the same way we obtain
‖BL2m−1e(2m)i+1 ‖1 = ‖P2mJL2mP−12me(2m)i+1 ‖1
=

(∑i
j=0
(
2m−1
j
))L
for i ∈ {0, . . . ,m− 1}(∑m−1
j=0
(
2m−1
j
))L
+ L
∑i+1
s=m+1
(∑2m−s
j=0
(
2m−1
j
))L−1 (
2m−1
2m−s
)
for i ∈ {m, . . . , 2m− 1} .
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