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Povzetek
Cilj diplomske naloge je izdelava enostavnega in ucˇinkovitega sistema za med-
procesno komunikacijo v operacijskem sistemu Linux. Sistem omogocˇa raz-
vijalcem programske opreme enostaven nacˇin za prenasˇanje podatkov med
procesi. Izdelani sistem uporablja princip posˇiljateljev in narocˇnikov, ki
omogocˇa lazˇjo organizacijo komunikacije. Za prenos podatkov sistem upo-
rablja vticˇnice operacijskega sistema Linux, ki omogocˇajo ucˇinkovit prenos
podatkov med dvema procesoma. Sistem deluje na osnovi centralnega pro-
cesa, ki se izvaja v ozadju in skrbi za sprejemanje, naslavljanje in posˇiljanje
sporocˇil narocˇnikom. Izdelani sistem je bil v sklopu diplomske naloge pri-
merjan z nekaterimi pogosto uporabljenimi sistemi, ki so trenutno na voljo
razvijalcem. Primerjana je tako ucˇinkovitost in hitrost posˇiljanja kot tudi
enostavnost uporabe in podprtost razlicˇnih platform ter programskih jezi-
kov.
Kljucˇne besede: medprocesna komunikacija, vticˇnice, serializacija.

Abstract
The goal of the diploma thesis was to develop a simple and efficient interpro-
cess communication system for the Linux operating system. The developed
system gives developers a simple to use process for sharing information be-
tween multiple running processes. It uses a publish/subscribe model, which
enables easier organization of messages. The developed system uses Linux
sockets, which allow for efficient one-to-one data transfer. It is based on a
central process which runs in the background and is responsible for receiv-
ing, addressing and sending messages to recipients. The developed system
was compared to some of the currently available systems. The comparison
addressed both the speed and efficiency of the data transfer, as well as the
ease of use and the number of supported platforms.
Keywords: interprocess communication, sockets, serialization.

Poglavje 1
Uvod
Medprocesna komunikacija omogocˇa deljenje podatkov med razlicˇnimi pro-
cesi, ki so med seboj locˇeni glede dostopa do pomnilnika. Medprocesna komu-
nikacija je danes podprta v vsakem splosˇno namenskem operacijskem sistemu.
Kljub temu so pri deljenju podatkov mnogokrat zazˇelene dodatne lastnosti,
ki jih operacijski sistem neposredno ne nudi (serializacija, napredni nacˇini
naslavljanja podatkov in mnoge druge). Zato je danes za medprocesno ko-
munikacijo razvijalcem na voljo veliko sˇtevilo razlicˇnih knjizˇnic, ki te dodatne
lastnosti ponujajo.
Cilj diplomske naloge je izdelava enostavnega in ucˇinkovitega sistema ozi-
roma knjizˇnice za medprocesno komunikacijo. Vecˇina splosˇno uporabljenih
knjizˇnic namrecˇ uvede veliko sˇtevilo dodatnih funkcionalnosti, ki je v ne-
katerih primerih nepotrebna in upocˇasni dejanski prenos podatkov, tako v
pasovni sˇirini prenosa kot v cˇasu dostave sporocˇila. Hiter prenos sporocˇil je
zelo pomemben predvsem v interaktivnih sistemih, ki se na uporabnikov vnos
odzivajo v realnem cˇasu, saj tu pocˇasno posˇiljanje sporocˇil pomeni neodzivno
uporabniˇsko izkusˇnjo. Vendar kljub razsˇirjenosti knjizˇnic za medprocesno ko-
munikacijo ni veliko takih, ki bi bile zasnovane prav za taksˇne sisteme.
Cilj razvitega sistema je cˇim vecˇji poudarek na enostavnosti, tako v pro-
gramski arhitekturi kot v uporabnosti s strani programerja ki sistem upora-
blja. Izdelani sistem naj tako ne bi potreboval nobenih dodatnih odvisnosti
1
2 POGLAVJE 1. UVOD
(razen opcijskih razsˇiritev z obstojecˇimi knjizˇnicami). Prav tako mora biti
uporaba sistema v novih programih enostavna. Sama arhitektura resˇitve
naj, razen omogocˇanja uporabe sistema posˇiljateljev in narocˇnikov za lazˇje
strukturiranje prenosa podatkov, ne bi vsebovala naprednih resˇitev, ki bi pre-
nos podatkov naredila kompleksnejˇsi in s tem daljˇsi. Predvsem je poudarek
na cˇim manjˇsi rezˇiji ob prenosu podatkov, ki jo veliko obstojecˇih sistemov
uvede na primer z napredno serializacijo ali naprednim urejanjem sporocˇil
pred prenosom.
Najprej so v diplomski nalogi na kratko predstavljene osnove medprocesne
komunikacije. Opisani so razlicˇni nacˇini, ki jih lahko razvijalci programske
opreme uporabijo za deljenje podatkov med procesi ter njihove prednosti in
slabosti. Opisan je princip serializacije podatkov, ki je kljucˇnega pomena
za dosledno posˇiljanje podatkov med poljubnimi procesi. Opisu sledi kratka
predstavitev nekaterih izbranih storitev za medprocesno komunikacijo, ki so
v nadaljevanju primerjane z izdelanim programom. V drugem poglavju je
predstavljen izdelani sistem, tako s staliˇscˇa arhitekture kot s staliˇscˇa upo-
rabe. Opisani so glavni cilji, ki so bili zastavljeni pred izdelavo sistema, in
programski pristopi, ki so bili za doseg teh ciljev uporabljeni. Prilozˇen je
tudi kratek programski osnutek, ki prikazˇe uporabo sistema v praksi. Sledi
sˇe primerjava s tremi izbranimi sistemi, ki so glede funkcionalnosti podobni
izdelanemu sistemu. Predstavljena je primerjava hitrosti prenosa podatkov
ter cˇas rezˇije posameznega paketa. Na kratko so primerjane sˇe tezˇavnost
uporabe in namestitve ter podprti operacijski sistemi in programski jeziki.
Poglavje 2
Medprocesna komunikacija
Pojem medprocesna komunikacija opisuje aktivnost, pri kateri vecˇ locˇenih
procesov med seboj deli podatke. V tem poglavju bodo na kratko opisani
pogosti nacˇini, ki na nivoju operacijskega sistema to omogocˇajo. Cˇeprav pod
medprocesno komunikacijo sˇtejemo tudi izmenjavo podatkov med procesi, ki
delujejo na locˇenih racˇunalniˇskih enotah, taksˇni sistemi ne bodo opisani, saj
je poudarek diplomske naloge na deljenju podatkov med procesi, ki delujejo
na enem samem racˇunalniku.
V sodobnih operacijskih sistemih so procesi glede dostopa do podatkov
med seboj cˇim bolj locˇeni. V vecˇini primerov je to zazˇeljeno, saj ne zˇelimo,
da bi en program lahko nezazˇeleno in nepricˇakovano vplival na delovanje dru-
gih programov. To pomeni, da poljuben proces ne more enostavno brati ali
spreminjati podatkov drugih procesov. Vendar je velikokrat zazˇeleno, da vecˇ
razlicˇnih procesov med seboj deli podatke. Primer so razhrosˇcˇevalniki, ki po-
trebujejo popoln dostop do pomnilnika nekega drugega procesa. V ta namen
lahko operacijski sistemi nudijo razne mehanizme, ki procesom omogocˇajo
deljenje podatkov.
3
4 POGLAVJE 2. MEDPROCESNA KOMUNIKACIJA
2.1 Splosˇni mehanizmi medprocesne komuni-
kacije
Danes mehanizme, ki omogocˇajo medprocesno komunikacijo, najdemo tako
rekocˇ v vsakem sˇirsˇe uporabljenem operacijskem sistemu. Cˇeprav vsak opera-
cijski sistem medprocesno komunikacijo arhitekturno izvaja na lasten nacˇin,
vseeno obstajajo splosˇni principi o tem, kako lahko operacijski sistem omogo-
cˇa dvema procesoma deljenje podatkov. V tem podpoglavju so na kratko
predstavljeni pogosto uporabljeni principi, ki jih lahko najdemo v skoraj
vsakem sodobnem operacijskem sistemu.
Komunikacija preko datotek - Prva ideja je kar komuniciranje preko da-
totek. V datoteko lahko piˇse in iz datoteke lahko bere poljuben proces,
ki ima za to ustrezne pravice. Datoteke so podprte v vsakem obicˇajnem
operacijskem sistemu in vecˇina programskih jezikov ponuja vgrajene in
enostavne knjizˇnice s katerimi lahko piˇsemo in beremo iz datotek. Tak
pristop ima veliko slabosti. Potrebna je sinhronizacija, saj ne zˇelimo, da
dva procesa hkrati piˇseta v datoteko. Taksˇna oblika prenosa podatkov
je pocˇasna (saj piˇsemo in beremo najverjetneje s trdega diska).
Deljeni pomnilnik (Shared memory) - Podobna ideja, ki se znebi vecˇino
teh slabosti, je deljeni pomnilnik. Namesto branja in pisanja iz dato-
teke tu procesi berejo in piˇsejo v nek del pomnilnika, ki jim ga je dodelil
operacijski sistem in je dostopen samo tocˇno dolocˇenim procesom. S
tem se hitrost pisanja in branja povecˇa, saj uporabljamo pomnilnik.
Sˇe vedno je potrebna sinhronizacija med procesi. Deljeni pomnilnik
velja za najhitrejˇso vrsto prenosa podatkov, saj je branje podatkov tu-
jega procesa enako hitro kot branje lastnih podatkov. Sinhronizacija in
uvedba dodatnih izboljˇsav, kot je na primer medpomnilnik, upocˇasni
prenos podatkov, sˇe posebej cˇe v komunikaciji sodeluje veliko procesov.
Vticˇnice (Sockets) - Danes zelo razsˇirjena oblika medprocesne komunika-
cije so vticˇnice (angl. sockets), ki so uporabljene na primer v interne-
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tnem protokolu. Poznamo veliko sˇtevilo razlicˇnih vrst vticˇnic, vsem pa
je skupno, da omogocˇajo komunikacijo 1-proti-1. Vticˇnice omogocˇajo
neposredno komunikacijo med dvema procesoma in velikokrat ponu-
jajo dodatne storitve, kot so zagotovilo o uspesˇnem prenosu (na pri-
mer pri TCP vticˇnicah) in uvedba medpomnilnika za bolj ucˇinkovito
posˇiljanje vecˇjega sˇtevila sporocˇil. Za izmenjavo sporocˇil vticˇnice upo-
rabljajo medpomnilnik, pomnilnik dolocˇene velikosti, v katerem hranijo
poslana sporocˇila, dokler jih prejemniki ne preberejo. Zaradi enostavne
uporabe, ki ne potrebuje dodatne sinhronizacije, so vticˇnice dober nacˇin
prenosa podatkov, ko je potrebna hitra komunikacijo s cˇim manj dela.
Cevi (Pipes) - Uporabniki operacijskega sistema Linux, ki so vesˇcˇi uporabe
lupine, verjetno poznajo cevi (v ukazni lupini uporabljene z operatorjem
|), ki preslikajo standardni izhod enega procesa na standardni izhod
drugega. To omogocˇa na primer verizˇenje ukazov v Linuxovi ukazni
lupini, vendar ni ustrezno za prenos velike kolicˇine podatkov, saj je
pisanje na standardni vhod in branje s standardnega izhoda precej
zamudno (sˇe posebej, ko ne poznamo dolzˇine in oblike podatkov in je
za to potrebno brati po en znak na enkrat). Nadgradnja tega sistema
so poimenovane cevi, kjer sta vhod in izhod programa preslikana preko
datoteke posebne vrste v operacijskem sistemu.
Kljucˇavnice in semaforji (Locks, semaphores) - Med medprocesno ko-
munikacijo lahko sˇtejemo tudi razne sisteme, ki so pogosto uporabljeni
v vecˇnitnih programih. To so kljucˇavnice in semaforji, ki ne omogocˇajo
prenosa velike kolicˇine podatkov (pri kljucˇavnicah gre le za en bit) in
so uporabljene za sinhronizacijo procesov.
Splosˇni pregled mehanizmov medprocesne komunikacije s staliˇscˇa eno-
stavnosti in hitrosti je predstavljen na sliki 2.1.
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Mehanizem Hitrost Enostavnost uporabe Sˇtevilo procesov
Komunikacija
preko datotek
Pocˇasna Enostavna Poljubno mnogo
Deljeni
pomnilnik
Zelo hitra Zapletena Poljubno mnogo
Vticˇnice
(Sockets)
Hitra Enostavna 1-proti-1
Cevi
(Pipes)
Pocˇasna Enostavna 1-proti-1
Slika 2.1: Pregled mehanizmov medprocesne komunikacije.
2.2 Serializacija
Ko posˇiljamo podatke med razlicˇnimi procesi so ti na mediju, ki se upo-
rablja za prenos, predstavljeni kot nicˇle in enice. Taksˇni podatki v vecˇini
primerov predstavljajo nekaj bolj konkretnega, na primer sˇtevilko ali niz cˇrk.
Cˇe zˇelimo podatke prenasˇati med razlicˇnimi procesi, jih je najprej potrebno
spremeniti v binarno obliko [21]. Na prvi pogled se to morda zdi prepro-
sto. Vsi podatki so v pomnilniku predstavljeni kot zaporedje enic in nicˇel
in tudi vecˇina programskih jezikov omogocˇa preprosto pretvorbo v binarne
tipe. Vendar ta resˇitev deluje le, cˇe procesa, ki izmenjujeta podatke, te po-
datke tolmacˇita na povsem enak nacˇin, na kar se ne moremo vedno zanasˇati.
Razlicˇni programski jeziki ne bodo nujno razumeli dvojiˇskih podatkov na
enak nacˇin. Sˇe vecˇ, tudi razlicˇni prevajalniki ali razlicˇne razlicˇice istega pre-
vajalnika lahko dvojiˇske podatke razumejo na drugacˇne nacˇine, saj nekateri
standardi programskih jezikov (primer je standard za jezik C++ [26]) le zelo
okvirno definirajo, kako naj bodo dolocˇeni tipi predstavljeni v pomnilniku.
Pogosto se podatki razlikujejo v dolzˇini (v 32 bitnih arhitekturah so kazalci
32 bitni, v 64 bitnih 64 bitni) ali urejenosti bitov (najbolj pomemben bit prvi
ali zadnji). Vendar tudi zagotovilo, da programi podatke razumejo na enak
nacˇin ni dovolj. Nekaterih podatkovnih tipov namrecˇ sploh ni mogocˇe smi-
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selno posˇiljati. Razredi, ki vsebujejo kazalce (na primer povezani seznami)
ne bodo delovali, cˇe jih enostavno prekopiramo v nek drug proces z drugacˇno
pomnilniˇsko strukturo. Potrebno jih je pretvoriti v drugacˇno obliko, na pri-
mer v enolicˇno identifikacijsko sˇtevilko objekta, na katerega se kazalec nanasˇa
[28].
Resˇitev tega problema je serializacija - enoten postopek, ki nek program-
ski tip enolicˇno preslika v njegovo binarno obliko. Poleg tega lahko napredne
tehnike serializacije uvedejo tudi druge prednosti, kot so:
Vzvratna zdruzˇljivost - Recimo, da se razvijalec programske opreme odlo-
cˇi, da trenutno uporabljenemu formatu sporocˇil v novi razlicˇici pro-
grama doda novo polje, vendar zˇeli preko istega sistema sˇe vedno posˇilj-
ati tudi staro razlicˇico sporocˇil (ki jih posˇiljajo uporabniki stare verzije
programa, ki sˇe niso namestili posodobitve). V takem primeru mora
pretvorba sporocˇil iz binarne v programsko obliko vedeti, za katero
verzijo sporocˇila gre, da ga lahko pretvori v pravilni objekt.
Ucˇinkovitost - Za hiter prenos podatkov je zazˇeleno, da so prenesena sporo-
cˇila cˇim krajˇsa. Cˇe posˇiljamo sˇtevilke, ki so dolge najvecˇ 128 bitov, ven-
dar so v vecˇini sporocˇil veliko krajˇse, je bolj ucˇinkovito sporocˇilo seria-
lizirati v formatu dolˇzina sˇtevila + sˇtevilo. Uporabimo lahko tudi kom-
presijske algoritme, cˇe je cˇas stiskanja dovolj kratek. Mnoga sporocˇila
vsebujejo opcijska polja, ki jih je mozˇno v dobro zasnovani serializirani
obliki izpustiti.
Samo opisnost - Za nekatere programe je bolj kot ucˇinkovitost pomembno
to, da jih razume katerikoli sistem, tudi tisti, ki ne poznajo postopka
serializacije oziroma oblike sporocˇila. Primer je format JSON [15],
ki je berljiv tudi za cˇloveka. S tem je nastalo sporocˇilo vecˇje, saj
mora vkljucˇevati tudi podatke o tem, kaksˇne podatke sporocˇilo vse-
buje. Sporocˇilo vsebuje podatke o nacˇinu serializacije, da ga je mozˇno
smiselno pretvoriti.
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Splosˇnost - Sistemi lahko omogocˇajo definiranje poljubnih podatkovnih ti-
pov, ali neposredno v programskem jeziku ali z uporabo posebnih je-
zikov za opisovanje tipov (cˇe gre za komunikacijo med programi, ki so
napisani v razlicˇnih programskih jezikih).
Mnogi sodobni programski jeziki ponujajo vgrajene resˇitve za serializa-
cijo. S tem enostavno resˇimo probleme pri prenosu kazalcev ter zagotovimo,
da bodo sporocˇila delovala ne glede na razlicˇico programskega jezika ali pre-
vajalnika. Vendar te nacˇini serializacije velikokrat ne podpirajo prenosa po-
datkov med programi, napisanimi v razlicˇnih programskih jezikih. Java na
primer podpira serializacijo vseh objektov, katerih razred vkljucˇuje vmesnik
java.io.Serializable [24].
Danes je programerjem na voljo mnogo zˇe izdelanih knjizˇnic za serializa-
cijo, ki ponujajo napredne storitve. Zelo razsˇirjene so knjizˇnice za serializacijo
v datoteke oblike JSON [15] in XML [29]. Prav tako obstaja veliko knjizˇnic
za pretvorbo v binarna sporocˇila. Primer je knjizˇnica Protocol Buffers, ki jo
je razvilo podjetje Google [8].
2.3 Resˇitve za medprocesno komunikacijo
Programerjem, predvsem tistim, ki so osredotocˇeni na visoko-nivojske kon-
cepte, se danes ni vecˇ potrebno ukvarjati z nizko-nivojskimi mehanizmi med-
procesne komunikacije in neposrednimi sistemskimi klici za njihovo uporabo.
Na voljo imajo veliko sˇtevilo paketov in knjizˇnic, ki komunikacijo olajˇsajo in
nudijo tudi mnoge dodatne storitve, ki niso na voljo direktno v operacijskem
sistemu. Glavne izmed teh storitev so:
Vgrajena serializacija - Omogocˇa posˇiljanje struktur, ki jih nudi program-
ski jezik (na primer objektov v objektno usmerjenih programskih jezi-
kih). Programerju ni potrebno skrbeti, kako bo te objekte pretvoril
v prenosljivo binarno obliko. Posˇilja lahko kar obicˇajne objekte, ki so
nato njemu nevidno serializirani. Pri nekaterih knjizˇnicah je potrebno
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najprej definirati posebne objekte, ki jih bomo posˇiljali, da jih knjizˇnice
znajo serializirati.
Vecˇ-platformnost - Podprtih je lahko vecˇ razlicˇnih programskih jezikov in
vecˇ razlicˇnih operacijskih sistemov. Poslani podatki so pretvorjeni v
ustrezno obliko, ki jo razumejo vsi podprti operacijski sistemi in pro-
gramski jeziki. Uporabljene so oblike komunikacije, ki so zdruzˇljive z
razlicˇnimi operacijskimi sistemi.
Arhitektura komunikacije - Procesi lahko med seboj komunicirajo na vecˇ
razlicˇnih nacˇinov. Najbolj preprost, ki ga neposredno podpira vecˇina
operacijskih sistemov, je komunikacija 1-proti-1 (neposredna komuni-
kacija med dvema procesoma). Tak nacˇin prenosa podatkov ni ve-
dno optimalen. Ena izmed priljubljenih oblik komunikacije je nacˇin
posˇiljateljev in narocˇnikov (anglesˇko publish/subscribe). Pri takem
nacˇinu sporocˇanja se prejemniki sporocˇil narocˇajo ali na neke teme, ki
opisujejo vrsto sporocˇil, ali na sporocˇila, ki ustrezajo dolocˇenim pogo-
jem (na primer le sporocˇila ki vsebujejo sˇtevilke ali le sporocˇila dolocˇene
dolzˇine ali oblike). Posˇiljatelji sporocˇil nato le naslovijo sporocˇilo na
dolocˇeno temo (pri prvem nacˇinu) ali podatke enostavno posˇljejo (pri
drugem nacˇinu). Sistem nato poskrbi, da sporocˇilo prejmejo le tisti
prejemniki, ki ga zˇelijo prejeti. Posˇiljatelju pri tem ni treba vedeti,
koliko prejemnikov (cˇe sploh kaksˇnega) ima poslano sporocˇilo.
Dodatna orodja - Ta na primer omogocˇajo pregled vseh programov, ki med
seboj komunicirajo, trenutnega stanja sistema ali belezˇenje in pregled
nad napakami in statistiko sistema.
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2.4 Izbrane resˇitve za medprocesno komuni-
kacijo v operacijskem sistemu Linux
Diplomska naloga obsega tudi pregled in primerjavo nekaterih obstojecˇih
resˇitev tako z izdelanim sistemom kot druge z drugo. Spodaj so predsta-
vljene tri izbrane resˇitve, ki so primerjane v diplomski nalogi. Vse so splosˇno
uporabne in se uporabljajo v praksi.
2.4.1 Lightweight Communication and Marshalling
Lightweight Communication and Marshalling (LCM) je sistem za medpro-
cesno komunikacijo prvotno razvit za uporabo v robotskih sistemih, kjer je
sporocˇanje med raznimi komponentami zelo pogosto [22]. Sprva je bil raz-
vit leta 2006. Njegov razvoj se kot odprto-kodni projekt aktivno nadaljuje
tudi danes. Pri izdelavi sistema LCM so avtorji dali velik poudarek na eno-
stavnost uporabe in na zdruzˇljivost s pogosto uporabljenimi platformami in
programskimi jeziki. LCM tako poleg vseh treh najbolj pogosto uporabljenih
operacijskih sistemov, torej Windows, Linux in OS X podpira sˇe vsak ope-
racijski sistem zdruzˇljiv s standardom POSIX (portable operating system
interface). Podprti programski jeziki so C, C++, C#, Java, Lua, MATLAB,
Python in Vala [6].
Arhitekturno se LCM od ostalih primerjanih sistemov razlikuje po tem, da
za prenasˇanje sporocˇil med razlicˇnimi procesi ne uporablja centralnega pro-
cesa, ki bi skrbel za naslavljanje sporocˇil. Sistem uporablja protokol UDP
(user datagram protocol), ki je pogosto uporabljen pri posˇiljanju sporocˇil
skozi omrezˇja in svetovni splet. Sporocˇila so poslana vsem procesom ki upo-
rabljajo sistem LCM, za zavracˇanje nezˇelenih sporocˇil skrbijo procesi sami.
Protokol UDP podpira taksˇen nacˇin posˇiljanja sporocˇil (multicast nacˇin).
Poleg tega je UDP podprt v vsakem pogosto uporabljenem operacijskem
sistemu, saj je nujen za uporabo svetovnega spleta. Druga pomembna la-
stnost protokola UDP je, da UDP ne zagotavlja dostave sporocˇil. V praksi
to pomeni, da protokol ob visoki nasicˇenosti komunikacijskih poti (ko procesi
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posˇiljajo veliko kolicˇino podatkov) nekatera sporocˇila zavrzˇe. Ta lastnost je
za nekatere sisteme ugodna, saj izboljˇsa splosˇno zmogljivost sistema. Tisti
sistemi, ki zˇelijo zagotovilo o dostavi prav vseh sporocˇil morajo to zagotovilo
implementirati sami, saj LCM tega ne podpira.
LCM za organizacijo posˇiljanja sporocˇil uporablja sistem posˇiljateljev in
narocˇnikov. V poslanih paketih je zapisano, kateri temi pripadajo. Pre-
jemniki sporocˇil prejmejo vsa sporocˇila, poslana znotraj sistema in sami
zavrzˇejo tista, ki jih ne zanimajo. Taksˇen pristop zmanjˇsa vpliv sˇtevila pri-
javljenih procesov na neko temo. Sistemi, zasnovani na centralnem procesu
namrecˇ velikokrat vsakemu narocˇniku posˇljejo lastno kopijo sporocˇila, torej
cˇas posˇiljanja sporocˇila vezanega na neko temo narasˇcˇa linearno s sˇtevilom
narocˇnikov prijavljenih na to temo.
Razvijalci sistema LCM so razvili tudi lasten sistem za serializacijo. Sis-
tem podpira ustvarjanje uporabniˇsko definiranih tipov z uporabo definicijskih
datotek, ki uporabljajo sintakso podobno programskemu jeziku C. Upora-
bljena serializacija zagotavlja kompatibilnost med podprtimi operacijskimi
sistemi in programskimi jeziki.
LCM ponuja vgrajena orodja, s katerimi lahko razvijalci spremljajo po-
tek pogovorov med procesi, kar je za komunikacijske sisteme dokaj redko.
Vsa LCMjeva orodja z graficˇnimi vmesniki so napisana v Javi, kar omogocˇa
prenosnost med operacijskimi sistemi. Orodja omogocˇajo belezˇenje sporocˇil
v dnevniˇskih datotekah in enostaven pregled nad temi zapisi z mozˇnostjo
filtriranja po temah. Mozˇen je tudi pregled nad sporocˇili v realnem cˇasu s
podporo za uporabniˇsko napisane vticˇnike, ki omogocˇajo na primer vizuali-
zacijo sporocˇil [22].
LCM je bil prvotno izdelan in uporabljen za namene ekipe na insˇtitutu
MIT (Massachusetts Institute of Technology ), ki je leta 2007 sodelovala na
preizkusˇnji avtonomnih vozil DARPA (Defense Advanced Research Projects
Agency) urban challenge [23, 22]. Danes ga uporabljajo tudi mnoge druge
organizacije, ki so navedene na spletni strani projekta [6].
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2.4.2 D-Bus
D-Bus je sistem za medprocesno komunikacijo, prvotno razvit kot enoten
sistem medprocesne komunikacije za programe, ki delujejo na operacijskem
sistemu Linux. D-Bus je zgolj specifikacija protokola z pripadajocˇo referencˇno
implementacijo, ki ni miˇsljena za splosˇno uporabo. Za protokol obstaja veliko
sˇtevilo implementacij v raznih stanjih podpore in razvoja. Razvite implemen-
tacije podpirajo veliko sˇtevilo programskih jezikov [2]. Podprti so predvsem
operacijski sistemi, ki podpirajo standard POSIX. Razlicˇica z podporo za
operacijski sistem Windows zˇe deluje, vendar je sˇe v razvoju. [1]
Kljucˇni princip protokola D-Bus je komunikacija preko vodila, kar omogo-
cˇa enostavnejˇse posˇiljanje in prejemanje sporocˇil, namenjenih vecˇ prejemni-
kom. Vodilo v visoko nivojskem smislu predstavlja nek medij, preko katerega
lahko komunicira poljubno sˇtevilo procesov. Nizkonivojsko je implementi-
ran kot proces, ki skrbi za pravilno dostavo sporocˇil. D-Bus uporablja dve
locˇeni vrsti vodil. Prvo je sistemsko vodilo, ki je dostopno vsem uporabni-
kom sistema in je namenjeno prenasˇanju sistemskih dogodkov. Drugi tip je
uporabniˇsko vodilo, ki je locˇeno za vsakega uporabnika sistema.
D-Bus podpira veliko sˇtevilo dodatnih lastnosti. Implementira lastno se-
rializacijo, pri cˇimer podpira razlicˇne vrste sporocˇil. Najbolj preprosta vrsta
so signali, ki imajo enak namen kot signali v operacijskem sistemu, torej
sporocˇanje, da se je nek dogodek zgodil. Glavni nacˇin prenosa podatkov je
omogocˇen s podporo za klic oddaljenih funkcij (RPC). Posˇiljatelj prejemniku
posˇlje podatke, ki sluzˇijo kot argumenti za prejemnikovo funkcijo, prejemnik
na to odgovori z rezultatom funkcije. D-Bus da velik poudarek tudi na var-
nost. Cˇe nek proces z omejenimi uporabniˇskimi pravicami klicˇe oddaljeno
funkcijo, ki potrebuje vecˇje pravice, ta ne bo izvedena. Mogocˇ je tudi nadzor
dostopa do vodil in avtentikacija posˇiljateljev in prejemnikov sporocˇil.
Velik problem D-Busa je hitrost posˇiljanja in prejemanja podatkovnih
sporocˇil [30, 13], predvsem zaradi velike rezˇije, izvedene nad poslanimi po-
datki.
Trenutno poskusˇajo nekateri razvijalci operacijskega sistema Linux D-
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Bus vkljucˇiti kar v jedro operacijskega sistema [17], kar naj bi po njihovem
mnenju izboljˇsalo hitrost delovanja. Cilj razvijalcev je bila vkljucˇitev v jedro
zˇe leta 2014, vendar se to do aprila 2015 sˇe ni zgodilo [18].
2.4.3 Robot Operating System
Kljub imenu Robot operating system (slovensko operacijski sistem za robote)
ROS ni operacijski sistem v tradicionalnem smislu. Gre za zbirko orodij in
programskih knjizˇnic ki ponujajo nekatere, vendar ne vse, funkcionalnosti ki
jih obicˇajno nudijo operacijski sistemi, med njimi tudi mehanizme za medpro-
cesno komunikacijo. Poleg tega ROS ponuja sˇe mnogo drugih funkcionalnosti,
ki so potrebne za razvoj programske opreme, ki deluje na robotih. Sistem
torej ni namenjen za splosˇno programsko opremo, temvecˇ le za tisto, name-
njeno uporabi v robotskih sistemi. Kljub temu je povsem mogocˇa uporaba
knjizˇnic za medprocesno komunikacijo tudi v splosˇno namenskih programih
[25].
Sistem omogocˇa uporabo sistema posˇiljateljev in narocˇnikov. Poleg tega
omogocˇa definicijo storitev: komunikacijskih modelov, kjer nek proces dru-
gemu posˇlje neke podatke in pricˇakuje od drugega procesa odgovor na podlagi
teh podatkov (klic oddaljenih funkcij).
ROS ponuja razvijalcem veliko sˇtevilo pomozˇnih orodji, med njimi tudi
orodje, ki lahko izriˇse graf vseh procesov, kjer povezave med procesi pona-
zarjajo, kateri procesi med seboj delijo podatke [25].
Sistem je nekoliko tezˇje vkljucˇiti v zˇe obstojecˇe projekte, saj proces dela
s knjizˇnicami sistema vecˇinoma sledi predpisanemu procesu, ki za prevaja-
nje programov in upravljanje z odvisnostmi uporablja lastna orodja (ozi-
roma spremenjene razlicˇice obstojecˇih orodij, na primer CMake). Prav tako
ni velikega poudarka na kompatibilnosti z razlicˇnimi sistemi ali program-
skimi jeziki. Podpora je povsem zagotovljena le za operacijski sistem Linux,
pri cˇimer razlicˇne razlicˇice sistema uradno podpirajo prav dolocˇeno izdajo
dolocˇene distribucije (Ubuntu). Mac OS X, Android in ostale distribucije
Linuxa so podprte le delno. Povsem podprti so programski jeziki C++ (le
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do razlicˇice iz leta 2003), Python in Lisp. Eksperimentalno so podprti tudi
programski jeziki C#, Go, Haskell, Java, Julia, Lua, Smalltalk, R in Ruby.
Raven podpore in dokumentacije za te programske jezike je nizˇja kot za C++
in Python [20, 16].
ROS je zelo priljubljen in sˇiroko uporabljen sistem. Po podatkih avtorjev
je podprt na vecˇ kot 45 razlicˇnih vrstah robotov [9] in ima vecˇ kot 3 milijone
skupnih prenosov datotek za razvijalce [19].
Poglavje 3
Razviti sistem: Echo
V sklopu diplomske naloge je bil razvit enostaven sistem oziroma knjizˇnica za
medprocesno komunikacijo, ki je bil poimenovan Echo. Sistem Echo deluje
na operacijskem sistemu Linux in trenutno ponuja knjizˇnice za programski
jezik C++. Sistem deluje na podlagi zaledne storitve operacijskega sistema
(angl. daemon), ki skrbi, da so sporocˇila dostavljena procesom, katerim so
namenjena, ter za ustvarjanje, nadziranje in zapiranje vticˇnic operacijskega
sistema Linux, na katerih je sistem zasnovan. Echo nudi le preprosto se-
rializacijo, vendar omogocˇa enostavno integracijo z obstojecˇimi binarnimi
serializacijskimi resˇitvami, na primer FlatBuffers (nadgradnja Protocol Bu-
ffers, osredotocˇena na hitrost) [4]. Sistem podpira arhitekturo posˇiljateljev
in narocˇnikov: proces se lahko narocˇi na enega ali vecˇ kanalov in prejema
sporocˇila poslana na te kanale. Prav tako posˇiljatelji sporocˇil ne posˇiljajo
neposredno procesom, temvecˇ le kanalom. V tem poglavju bo ta sistem
predstavljen.
3.1 Motivacija
Danes je vecˇina programskih storitev glede vecˇprocesnosti napisana monoli-
tno, torej tako, da tecˇejo le na enem procesu, morda z uporabo vecˇnitnosti.
Vendar je vcˇasih koristno, cˇe se program razdeli na vecˇ manjˇsih procesov. S
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tem se lahko izboljˇsa zanesljivost sistema. Cˇe en del programa odpove bo s
tem odpovedal le proces, ki je odgovoren za ta del, medtem ko bodo ostali
procesi lahko nadaljevali (seveda le, cˇe del, ki je odpovedal, ni bil kljucˇnega
pomena za potek programa) ali vsaj varno zakljucˇili izvajanje. Olajˇsana
je tudi izdelava programa, saj je mozˇno posamezne dele izdelati v razlicˇnih
programskih jezikih ali z uporabo razlicˇnih programskih knjizˇnic.
Kljub prednostim, ki jih ponuja delitev v vecˇ manjˇsih procesov, na trgu ni
veliko knjizˇnic, ki omogocˇajo lahko sporazumevanje med razlicˇnimi procesi.
Vecˇina knjizˇnic, ki ponujajo storitve za medprocesno komunikacijo ne daje
poudarka na hitrost in enostavnost, ali so izdelane posebej za uporabo v
robotskih sistemih in ne v splosˇno namenskih programskih resˇitvah. Cilj
diplomske naloge je izdelava sistema, namenjenega predvsem za zmogljive
interaktivne sisteme. Tu je potrebna visoka hitrost prenosa (za prenos slik
in video posnetkov) ter hitra odzivnost na uporabnikove ukaze tudi takrat,
ko je komunikacijski kanal zˇe zasicˇen z podatki.
Razviti programski sistem naj bi bil primeren za splosˇno uporabo v vseh
programskih resˇitvah, ki potrebujejo enostavno medprocesno komunikacijo,
ki je bolj osredotocˇena na enostavno uporabo in hitrost kot na veliko sˇtevilo
dodatnih funkcionalnosti.
Eden izmed ciljev je tudi primerjava taksˇnega sistema z obstojecˇimi resˇit-
vami, predvsem glede na sledecˇa kriterije.
Preprostost arhitekture - Sistem naj bo cˇimbolj preprost, s cˇim manj od-
visnostmi na zunanje knjizˇnice. Prav tako naj bo preprost za razsˇiritev,
cˇe bo potrebna dodatna funkcionalnost. Osnovna zgradba sistema naj
bo cˇim bolj enostavna in razumljiva.
Hitrost - Sistem mora biti dovolj hiter, da prenos informacij ne vpliva na
uporabniˇsko izkusˇnjo. Ker je sistem razvit za prenos podatkov v in-
teraktivnih sistemih je potreben kratek odzivni cˇas in velika pasovna
sˇirina prenosa podatkov.
Enostavna uporaba - Sistem naj bo cˇim bolj enostaven za uporabo s strani
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razvijalcev aplikacij. To vkljucˇuje tako namestitev in vkljucˇitev knjizˇni-
ce v poljuben programski projekt, kot tudi samo uporabo v programski
kodi.
3.2 Uporabljene tehnologije
Sistem Echo je bil razvit v programskem jeziku C++. Dodatne knjizˇnice
niso bile uporabljene, saj je eden izmed ciljev sistema enostavna namestitev,
ki jo dodatne odvisnosti otezˇijo. Za mehanizem medprocesne komunikacije
so bile uporabljene vticˇnice, in sicer direktno z uporabo sistemskih klicev.
Za spremljaje dogodkov na vticˇnikih je bil uporabljen sistemski klic epoll, ki
vrne podatke o dogodkih, ki so se zgodili na vticˇnicah (sprejeta sporocˇila,
napake pri povezavi ipd.).
Dodatne knjizˇnice za serializacijo niso vkljucˇene, vendar je bil sistem
izdelan z namenom, da jih koncˇni uporabniki lahko po zˇelji vkljucˇijo. Pre-
verjeni sta bili knjizˇnici FlatBuffers [4] in Cap’n Proto [27], ki tako kot sistem
omogocˇata enostavno uporabo in hitro delovanje.
3.3 Opis sistema
Echo je zasnovan na konceptu posˇiljateljev in narocˇnikov (anglesˇko publi-
sh/subscribe), kjer se lahko procesi narocˇajo na kanale. Vsak kanal ima
edinstveno ime. Procesi lahko komunicirajo le preko kanalov. Vsak proces se
lahko prijavi na poljubno sˇtevilo kanalov. Vsakicˇ, ko proces posˇlje sporocˇilo
na kanal, bo to sporocˇilo poslal vsem procesom, ki so na ta kanal narocˇeni.
Za obdelavo sporocˇil vsak proces za vsak kanal, na katerega je narocˇen, defi-
nira povratno funkcijo, ki se bo klicala nad podatki sporocˇil, naslovljenih na
ta kanal.
Ob prvem zagonu sistema obstaja le en kanal: nadzorni kanal. Ta kanal
sprejema le sporocˇila posebne oblike, definirana v sistemu. Preko teh nad-
zornih sporocˇil lahko povezani procesi ustvarjajo nove kanale, se na kanale
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prijavljajo in odjavljajo ter poizvedujejo po obstojecˇih kanalih.
Za nadzor nad kanali in usmerjanje sporocˇil skrbi zaledna storitev, ki
hrani seznam vseh povezanih procesov in kanalov, na katere so prijavljeni.
Tako lahko posreduje sporocˇila le tistim procesom, katerim so namenjena.
Zaledna storitev je tudi edina, ki bere sporocˇila na nadzornem kanalu in iz-
vaja zahteve nadzornih sporocˇil (torej ustvarjanje kanalov in narocˇanje pro-
cesov). Echo je torej zasnovan centralno, z enim procesom, ki deluje v ozadju
in skrbi za prenos sporocˇil. Taksˇna zasnova ima prednosti in slabosti. Ker za
vso komunikacijo skrbi le en proces, postane ob napaki v tem procesu celoten
sistem v trenutku neuporaben. Poleg tega procesi ne komunicirajo neposre-
dno, ampak preko posrednika, kar podaljˇsa cˇas prenosa sporocˇil. Po drugi
strani je taksˇna arhitekturna resˇitev preprosta, kar lahko zmanjˇsa cˇas prenosa
podatkov. Poleg tega je enostavna za razvoj in nadaljnje nadgradnje. Prav
tako lahko z uporabo enega samega programa, ki ima vedno pogled nad celo-
tnim procesom posˇiljanj sporocˇil uvedemo dodatne lastnosti, kot je razlicˇna
prioriteta. Ko centralni proces prejme sporocˇilo z visoko prioriteto (na pri-
mer uporabnikov vnos, na katerega zˇelimo cˇim hitrejˇsi odziv) lahko ustavi
procesiranje manj pomembnih sporocˇil in se takoj posveti pomembnemu.
Na nivoju operacijskega sistema so za komunikacijo uporabljene Linux
vticˇnice (UNIX Domain Sockets) v asinhronem nacˇinu posˇiljanja in prejema-
nja, ki omogocˇajo ucˇinkovito komunikacijo 1-proti-1 med procesi na istem
sistemu.
Okvirna shema arhitekture sistema je prikazana na sliki 3.1.
3.3.1 Zaledna storitev
Zaledna storitev operacijskega sistema, oziroma daemon, predstavlja glavni
del razvitega sistema. Zaledna storitev skrbi za operacije nad vticˇnicami,
povezovanje s procesi in za prenos sporocˇil od posˇiljatelja do vseh zazˇelenih
prejemnikov. Ob zagonu zaledna storitev ustvari nadzorno vticˇnico. Preko te
vticˇnice le sprejema zahteve po priklopu procesov, ki zˇelijo komunicirati preko
storitve. Ko se nov proces zˇeli povezati na to vticˇnico s sistemskim klicem
3.3. OPIS SISTEMA 19
Slika 3.1: Shema arhitekture sistema Echo.
connect(), storitev ustvari novo vticˇnico, preko katerega bo od sedaj naprej
komuniciral z novim procesom. Zaledna storitev torej za komuniciranje z n
procesi potrebuje n+1 vticˇnic: nadzorno in po eno za vsak proces.
Za spremljanje dogodkov na vticˇnicah je uporabljen Linuxov sistem za
obvesˇcˇanje o dogodkih epoll, s katerim lahko spremljamo, katere povezane
vticˇnice vsebujejo neobdelane podatke. Zaledna storitev v glavni zanki naj-
prej sprejme vse nove epoll dogodke in jih obdela glede na to, kateri vticˇnici
pripadajo in kaksˇne vrste so. Cˇe gre za napake, se nanje poskusˇa primerno
odzvati (izpis napake ali zakljucˇek programa, cˇe gre za kriticˇno napako). Ob
podatkovnih dogodkih ali ustvari nov vticˇnik, cˇe gre za dogodek na nadzor-
nem vticˇniku, ali obdela prejeto sporocˇilo, cˇe gre za dogodek na vticˇniku, ki
pripada povezanemu procesu. Zaledna storitev najprej prebere vsa sporocˇila,
ki so jih odjemalci storitvi poslali, in nanje ustvari odgovore. Nato odgovore
posˇlje. Hkratno posˇiljanje vseh sporocˇil je bolj ucˇinkovito, saj je mozˇno z
enim sistemskim klicem na vticˇnico hkrati zapisati vecˇ sporocˇil. Izjema je le,
cˇe sporocˇila, ki jih zˇelimo poslati v velikosti presezˇejo dolocˇeno mejo. V tem
primeru se posˇljejo takoj, saj neposlana sporocˇila zasedajo prostor v pomnil-
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niku. Potek glavnih algoritmov zaledne storitve je predstavljen na slikah 3.2
in 3.3.
3.3.2 Odjemalci
Programi, ki uporabljajo izdelani sistem za komunikacijo, morajo za uspesˇno
komuniciranje z zaledno storitvijo podpirati sledecˇe lastnosti:
Povezovanje s storitvijo - Klicati morajo ustrezne sistemske klice za ustv-
arjanje in povezovanje na vticˇnice. Za povezovanje s storitvijo je po-
trebno poznati njeno enolicˇno dolocˇeno ime, ki je izbrano ob zagonu
storitve.
Tvorjenje sporocˇil - Iz programskih tipov kot so sˇtevila in nizi morajo biti
zmozˇni tvoriti podatkovna sporocˇila, ki jih zaledna storitev razume.
Tu gre ali za nadzorna sporocˇila, ki imajo tocˇno dolocˇeno obliko, ali
za podatkovna sporocˇila, ki so sestavljena iz kratke glave in binarnih
podatkov.
Tvorjenje nadzornih sporocˇil - Z njimi lahko ustvarjajo kanale in se na-
nje prijavljajo in odjavljajo.
Posˇiljanje sporocˇil na pravilen kanal - Nadzorna na nadzorni kanal,
podatkovna na tisti, na katerega so sporocˇila naslovljena. Kanal, kate-
remu je sporocˇilo namenjeno je zapisan v glavi sporocˇila.
Sprejemanje sporocˇil in klicanje povratnih metod - Implementirati
morajo metodo, s katero bodo ob prejemu sporocˇila klicane povratne
funkcije. Povratne funkcije omogocˇajo enostavno obdelavo podatkov.
Vse te storitve morajo biti z uporabniˇskega vidika implementirane cˇim
bolj preprosto. Cilj diplomske naloge je izdelava sistema, ki je cˇim bolj viso-
konivojski in enostaven za uporabo. Uporabniku torej detajli implementacije
ne smejo biti vidni. V ta namen sta implementirana dva razlicˇna razreda.
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Ustvari nadzorno vticˇnico
Dodaj ustvarjeno vticˇnico v seznam nadziranih vticˇnic
dokler Storitev tecˇe
Preberi dogodke na vseh nadziranih vticˇnicah
za vsak prebran dogodek
cˇe je dogodek na nadzorni vticˇnici potem
cˇe dogodek opisuje prikljucˇitev klienta potem
Ustvari novo vticˇnico in jo dodaj med nadzirane vticˇnice.
Po tej vticˇnici se bodo izmenjevali podatki
s prikljucˇenim procesom
drugacˇe cˇe dogodek opisuje odkljucˇitev klienta potem
Zapri klientovo vticˇnico
Odstrani vticˇnico iz seznama nadziranih
drugacˇe cˇe dogodek opisuje napako na nadzorni vticˇnici potem
Izpiˇsi obvestilo o napaki
Zakljucˇi izvajanje
konec cˇe
drugacˇe cˇe cˇe je dogodek na katerikoli drugi vticˇnici potem
Obdelaj sporocˇila na vticˇnici
(Podrobneje predstavljeno na sliki 3.3)
konec cˇe
konec za
Posˇlji vsa sporocˇila v vrsti za posˇiljanje
konec dokler
Slika 3.2: Zaledna storitev: glavna zanka.
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Iz vticˇnice preberi glavo sporocˇila,
ki vsebuje dolzˇino podatkov in naslov (kanal) sporocˇila
Iz vticˇnice preberi toliko podatkov, kot je dolzˇina sporocˇila
Iz podatkov in glave sestavi sporocˇilo
cˇe je sporocˇilo namenjeno nadzornemu kanalu potem
Izvedi akcijo, ki jo nadzorno sporocˇilo zahteva
To je na primer prijava ali odjava na kanal
cˇe se odjemalec prijavlja na kanal potem
dodaj odjemalca na seznam prijavljenih na ta kanal
drugacˇe cˇe se odjemalec odjavlja od kanala potem
Odstrani odjemalca iz seznama prijavljenih na ta kanal
konec cˇe
drugacˇe cˇe je sporocˇilo namenjeno drugim kanalom potem
Iz glave preberi kanal
Podatke vsebovane v sporocˇilu dodaj na vrsto za posˇiljanje vsem
klientom, ki so prijavljeni na ta kanal
cˇe je v vrsti za posˇiljanje preveliko sˇtevilo podatkov potem
Takoj posˇlji vse podatke
konec cˇe
konec cˇe
Slika 3.3: Zaledna storitev: obdelava posameznega sporocˇila.
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Prvi je nizkonivojski in uporabniku skrit. Drugi je visokonivojski in sluzˇi kot
ovojnica okoli nizkonivojskega. Tega neposredno uporablja uporabnik.
Uporabniku se v procesu komunikacije nikoli ni potrebno zavedati procesa
pretvorbe iz osnovnih tipov v dvojiˇski zapis. Ta poteka v ozadju, medtem ko
uporabnik ves cˇas uporablja le tipe na katere je navajen.
Povezovanje z zaledno storitvijo potrebuje le sistemski klic za povezova-
nje na storitveno vticˇnico. Potrebno je vedeti ime storitvene vticˇnice, ki je
podano ob zagonu zaledne storitve.
Tvorjenje nadzornih sporocˇil uporabniku ni omogocˇeno neposredno. Ta
sporocˇila imajo namrecˇ tocˇno dolocˇeno obliko in tocˇno dolocˇen namen, na
primer narocˇanje na kanale, ustvarjanje novih kanalov ali preklic narocˇnine.
Za to je veliko bolj smiselno tvorjenje sporocˇil abstrahirati z uporabo namen-
skih funkcij. Primer je funkcija subscribe(), ki ustvari nadzorno sporocˇilo za
prijavo na nek kanal in ga posˇlje preko nadzornega kanala.
Kanali so uporabnikom predstavljeni kot nizi. Vendar so v ozadju, torej
v zaledni storitvi, ki upravlja s kanali, predstavljeni kot sˇtevilke. Za pre-
tvorbo med nizom cˇrk in sˇtevilko odjemalec posˇlje nadzorno sporocˇilo, ki
vsebuje dolocˇen niz. Nato kot odgovor prejme identifikacijsko sˇtevilko ka-
nala, na katero lahko posˇilja sporocˇila. To sˇtevilko je potrebno le vkljucˇiti
na ustrezno mesto v glavi sporocˇila, da zaledna storitev razume, komu je
sporocˇilo namenjeno. Podobna pretvorba med zapisom, berljivim za ljudi in
zapisom, primernim za racˇunalnike je prisotna na primer tudi pri internetu,
kjer poteka pretvorba med spletnimi naslovi in IP sˇtevilkami.
Klic povratnih metod je implementiran s preprosto preslikavo iz sˇtevilke
kanala v seznam povratnih funkcij. Vsakicˇ, ko odjemalec prejme sporocˇilo,
ga le posreduje povratnim funkcijam. Vsak odjemalec lahko za vsak kanal
definira vecˇ povratnih funkcij, cˇe je to z vidika organizacije kode uporabniku
potrebno.
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3.4 Serializacija
Serializacija, ki jo uporablja sistem, je preprosta. Podpira le osnovne podat-
kovne tipe int, long, char, string in binarne podatke fiksne dolzˇine. Pretvorba
v binarni zapis je dosezˇena s preprostim kopiranjem pomnilniˇske predstavitve
podatkov. Taksˇna predstavitev ima mnogo pomanjkljivosti, vendar je v pra-
ksi primerna za uporabo na enem samem sistemu pri programih, napisanih v
enem samem programskem jeziku. Posˇiljanje naprednih struktur je podprto
z uporabo zunanjih knjizˇnic, ki podatke serializirajo v dvojiˇsko obliko.
Poleg binarnih podatkov vsako sporocˇilo vsebuje sˇe preprosto glavo, v
kateri je najprej zapisan znak za zacˇetek sporocˇila, nato kanal sporocˇila in
dolzˇina podatkov.
Taksˇna serializacija je zadostna za veliko sˇtevilo programske opreme. Tu
gre predvsem za programe, ki delujejo lokalno na enem samem racˇunalniˇskem
sistemu in so napisani v skupnem programskem jeziku. To je tudi edini
nacˇin, v katerem je knjizˇnica trenutno uporabna, torej napredna serializa-
cija, razen za potrebe dodatne funkcionalnosti kot je vzvratna in vnaprejˇsnja
zdruzˇljivost ali za podporo tipov s kazalci, ni nujno potrebna.
Cˇe uporabniki potrebujejo bolj napredno serializacijo, sistem podpira ka-
terokoli serializacijsko knjizˇnico, ki rezultat vrne v binarni obliki. Testirana je
bila knjizˇnica FlatBuffers [4], Googlova nizko-latencˇna visoko-hitrostna seria-
lizacijska knjizˇnica, ki je nastala kot nadgradnja sˇiroko uporabljene knjizˇnice
Protocol Buffers[8].
Shema formata serializacije je predstavljena na sliki 3.4.
3.5 Uporaba
Uporabniki za komunikacijo uporabljajo razred CommunicationChannel. Ta
razred omogocˇa enostavno sporocˇanje preko dolocˇenega kanala. Uporabnik
ustvari instanco razreda, ki ji poda tip, ki ga zˇeli prenasˇati, ime razreda
in povratno funkcijo. Konstruktor razreda nato posˇlje potrebna nadzorna
sporocˇila za poizvedbo po kanalu in prijavo nanj. Nato uporabnik v glavni
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Slika 3.4: Shema formata serializacije knjizˇnice Echo.
zanki svojega programa klicˇe funkcijo wait(), ki skrbi za posˇiljanje in preje-
manje sporocˇil ter za klice povratnih funkcij. Za posˇiljanje sporocˇil uporabi
funkcijo send(), ki najprej pretvori objekt, ki ga uporabnik zˇeli poslati v
sporocˇilo, in to sporocˇilo doda na seznam sporocˇil, ki bodo poslana ob nasle-
dnjem klicu wait(). Posˇiljanje sporocˇil je torej asinhrono.
Razred CommunicationChannel je sˇablonski (angl. template) razred z
enim argumentom (ki predstavlja tip sporocˇil, ki se preko kanala posˇiljajo),
kar omogocˇa definicije razlicˇnih implementacij glede na to, kaksˇen tip po-
datkov zˇeli uporabnik posˇiljati. Podprtih je vecˇina osnovnih tipov ter dva
posebna primera. Cˇe uporabnik uporablja lastno knjizˇnico ali funkcijo za
serializacijo, kot sˇablonski argument poda kazalec tipa void in sˇtevilo, ki
predstavlja dolzˇino podatkov. Cˇe uporabnik kot argument poda razred, ki ni
podprt s strani knjizˇnice, mora ta razred vsebovati metodo za serializacijo in
metodo, ki vrne dolzˇino serializiranega sporocˇila. To omogocˇa pisanje lastnih
serializacijskih metod za uporabnikove razrede
Uporabnik lahko za komunikacijo tudi direktno uporablja nizkonivojski
razred client(), vendar to ni potrebno, saj zgoraj omenjeni razred nudi vse,
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kar obicˇajen uporabnik potrebuje.
Za povratne funkcije je uporabljen C++11 razred std::function. S tem
je omogocˇena tudi uporaba anonimnih funkcij. Razred std::function je bil
v jezik C++ dodan s standardom C++11, torej je za uporabo knjizˇnice
potrebna uporaba prevajalnika, ki ta standard podpira. Uporaba sistema je
prikazana na slikah 3.6 in 3.5. Shematski prikaz poteka uporabe je na voljo
na sliki 3.7.
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//Primer uporabe
// P o s i l j a t e l j
#include <s td io>
// inc l ude k n j i z n i c e i z d e l ane ga s i s tema
#include ” communication channel . h”
int main ( int argc , char∗∗ argv ){
//Ustvarimo povezavo z za ledno s t o r i t v i j o .
//Argument pove ima v t i c n i k a s t o r i t v e ,
// na ka te ro se povezujemo .
auto c l i e n t = make shared<e cho l i b : : Cl ient >(” t e s t . sock ” ) ;
//Pri javimo se na kana l channel1
// nav e s t i moramo t i p sporoc i l a ,
// in z go ra j u s t va r j eno povezavo .
e cho l i b : : CommunicationChannel<std : : Str ing> channel ( c l i e n t ,
” channel1 ” ) ;
// Sporoc i l o dodamo v v r s t o za p o s i l j a n j e .
channel . send ( ”Pozdrav l jen ! ” ) ;
//Posljemo vsa s p o r o c i l a v v r s t i .
//S tem locimo dodajanje podatkov ,
// k i j i h ze l imo p o s l a t i in
// de jansko i z v a j a n j e p o s i l j a n j a .
//argument pove , k o l i k o mi l i s ekund naj
// k l i c b l o k i r a , ko caka na s p o r o c i l a
// ker l e pos i l jamo , j e na 0 .
channel . wait ( 0 ) ;
Slika 3.5: Prikaz enostavne uporabe sistema za posˇiljanje sporocˇil.
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// primer prejemnika
#include <s td io>
// inc l ude k n j i z n i c e i z d e l ane ga s i s t em
#include ” communication channel . h”
int main ( int argc , char∗∗ argv ){
//Ustvarimo povezavo z za ledno s t o r i t v i j o .
//Argument pove ima v t i c n i k a s t o r i t v e ,
// na ka te ro se povezujemo .
auto c l i e n t = make shared<e cho l i b : : Cl ient >(” t e s t . sock ” ) ;
//Povratna f un k c i j a
// k i se bo k l i c a l a ob
//vsakem preje tem spo r o c i l u
auto ca l l b a ck = [ ] ( S t r ing s p o r o c i l o ){
std : : cout << ” P r e j e l sem sp o r o c i l o : ” << s p o r o c i l o ;
} ;
//Pri javimo se na kana l channel1
// nav e s t i moramo t i p sporoc i l a ,
// z go ra j u s t va r j eno povezavo in povratno f un k c i j o .
e cho l i b : : CommunicationChannel<int> channel ( c l i e n t ,
” channel1 ” ,
c a l l b a ck ) ;
//Cakamo na s po r o c i l a
// zanka se bo i z v a j a l a ,
// dok l e r j e s povezavo vse v redu
//argument pove , k o l i k o mi l i s ekund naj
// k l i c b l o k i r a , ko caka na s p o r o c i l a
while ( channel . i sConnected ( ) )
channel . wait ( 0 ) ;
}
Slika 3.6: Prikaz enostavne uporabe sistema za prejemanje sporocˇil.
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Slika 3.7: Shematski prikaz splosˇne uporabe sistema Echo.
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Poglavje 4
Meritve zmogljivosti
Izdelani sistem je bil primerjan s tremi izbranimi sistemi, ki so danes pogo-
sto uporabljeni pri izdelavi programskih resˇitev, ki uporabljajo medprocesno
komunikacijo. Primerjava je bila izvedena glede na sledecˇe lastnosti, ki so
pomembne pri izdelavi interaktivnih sistemov.
Rezˇija - Sistem za obdelavo vsakega sporocˇila potrebuje nekaj cˇasa. To
pomeni, da je posˇiljanje veliko majhnih sporocˇil lahko veliko pocˇasnejˇse
kot posˇiljanje istega sˇtevila podatkov v manjˇsem sˇtevilo velikih paketov
Pasovna sˇirina - Koliko podatkov lahko na sekundo najvecˇ prenasˇa nek
sistem.
Zakasnitev - Koliko cˇasa potrebuje en paket, da pride od posˇiljatelja do pre-
jemnika. To je zelo pomembno v aplikacijah, ki z uporabnikom komuni-
cirajo v realnem cˇasu. Uporabnik ne zˇeli velikega zamika med njegovimi
ukazi in zacˇetkom izvajanja teh ukazov na zaslonu. Cˇe posˇiljamo velike
kolicˇine podatkov je zakasnitev lahko zelo odvisna od pasovne sˇirine.
Zakasnitev je pomembna pri prenosu podatkov med procesi, ki tecˇejo
na razlicˇnih racˇunalnikih. Pri lokalni komunikaciji je zelo majhna, za
cˇlovesˇko zaznavanje celo neopazna.
Cena dodatnih prejemnikov - Kako na hitrost vpliva sˇtevilo procesov, ki
se med seboj sporazumevajo. Nekateri sistemi namrecˇ posˇljejo le eno
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sporocˇilo, ki ga lahko bere vsak proces. Drugi vsakemu procesu posˇljejo
lasten izvod besedila.
Izguba paketov - Nekateri sistemi pri prenosu velikega sˇtevila podatkov
nekatere zavrzˇejo, cˇe jih ne morejo obdelati dovolj hitro.
Enostavnost - Zazˇeljeno je, da je sistem enostaven, tako za namestitev kot
za uporabo v programu. Zazˇeljena je tudi dobra dokumentacija.
Splosˇnost - Sistem naj bo mozˇno uporabiti v cˇim vecˇ programskih jezikih
in na cˇim vecˇ operacijskih sistemih.
Zdruzˇljivost - Sistem naj bo cˇim bolj zdruzˇljiv z drugimi orodji, na primer
s knjizˇnicami za serializacijo, ali z naprednimi lastnostmi programski
jezikov.
Dodatna funkcionalnost - Poleg posˇiljanja sporocˇil mnogi sistemi nudijo
tudi dodatne storitve. Pogosto podpirajo klice oddaljenih podprogra-
mov ali dodatna orodja, s katerimi lahko spremljamo promet ali razne
karakteristike.
S strani uporabnika sta najbolj opazni lastnosti zakasnitev in pasovna sˇirina.
Zakasnitev je posebej pomembna pri programih, ki se na uporabnikove vnose
odzivajo v realnem cˇasu, medtem ko je pasovna sˇirina pomembna pri progra-
mih ki posˇiljajo velike kolicˇine podatkov. Sistem je namenjen za okolje, kjer
sta zahtevani tako nizka zakasnitev kot velika pasovna sˇirina. Torej sta ti
meritvi pri ovrednotenju sistemov najbolj pomembni. Drugi cilj izdelanega
sistema je enostavna uporaba s strani programerja, torej je tudi to pomemben
vidik pri ovrednotenju izbranih sistemov.
Poleg tega uporabljeni sistem ni edini faktor, ki vpliva na hitrost komu-
nikacije. Vecˇina sistemov ali direktno v sistemu ali v implementaciji komu-
nikacije s strani operacijskega sistema uporablja medpomnilnike, ki hranijo
sporocˇila preden so obdelana. Velikosti teh medpomnilnikov lahko vplivajo
na hitrost in druge zmogljivosti, predvsem na izgubo paketov pri sistemih, ki
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to dovoljujejo. Te nastavitve so sˇe posebej pomembne pri sistemu LCM, kjer
velikost medpomnilnika neposredno vpliva na sˇtevilo izgubljenih paketov.
Taksˇne meritve niso povsem reprezentativne za ovrednotenje dejanskih
zmogljivosti sistemov. Testno okolje je namrecˇ podvrzˇeno operacijskemu sis-
temu, predvsem v smislu menjavanja procesov ter dodeljevanja pomnilniˇskega
cˇasa. Ker so vsi sistemi podvrzˇeni istim pogojem so kljub temu primerne za
uporabo pri primerjavi sistemov.
4.1 Merjeni sistemi
Poleg izdelanega sistema Echo so bili glede na zgornje lastnosti ovrednoteni
sˇe sistemi D-Bus, ROS in sistem LCM. Od teh treh sistemov je LCM tisti, ki
je v zasnovi najblizˇji sistemu Echo, saj sta oba osredotocˇena na enostavnost
tako v arhitekturi kot pri uporabi. Sistema ROS in D-Bus sta veliko bolj
kompleksna, in ponujata mnozˇico storitev, ki niso primerljive z izdelanim
sistemom. Primerjava s tema sistemoma je osredotocˇena zgolj na prenasˇanje
enostavnih sporocˇil med vecˇ procesi.
Glede na opise in zgradbo sistemov je bilo pricˇakovano, da se bo Echo
obnesel primerljivo s sistemom LCM. Sistem D-Bus je glede na mnenja in
meritve mnogih uporabnikov pocˇasen [13, 30], zato je bilo pricˇakovano, da
se bo v meritvah hitrosti obnesel slabo, predvsem ko gre za velike kolicˇine
podatkov. Sistem ROS je sicer zelo razsˇirjen v uporabi, vendar ponuja veliko
sˇtevilo dodatnih orodji in pri izdelavi ni imel hitrosti kot najpomembnejˇse
zahteve [3], zato je bilo pricˇakovano, da se bo nasˇ sistem obnesel hitreje.
Vsi sistemi, s katerimi je primerjan Echo imajo vgrajeno serializacijo. Za
to je bilo pricˇakovano, da bo rezˇija sporocˇil pri izdelanem sistemu manjˇsa.
Po drugi strani sporocˇila v sistemu Echo potujejo od posˇiljatelja do zaledne
storitve in sˇele potem do prejemnika. Pricˇakovano je bilo, da bo to negativno
vplivalo tako na cˇas rezˇije kot na cˇas posˇiljanja.
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4.2 Metodologija
Pomozˇni programi, ki izvajajo meritve so napisani v programskem jeziku
C++, s sledecˇo osnovno zgradbo.
Uporabljena sta dva testna programa: en, ki posˇilja sporocˇila in en, ki
jih sprejema. To omogocˇa spremljanje hitrosti sistema glede na spreminjanje
sˇtevila prejemnikov in posˇiljateljev, ki sistem uporabljajo za komunikacijo.
Nekateri sistemi namrecˇ posˇljejo sporocˇilo le enkrat za vse prejemnike, tako
da tudi veliko sˇtevilo prejemnikov ne bi smelo znatno vplivati na hitrost pre-
nosa. Drugi sistemi vsakemu prejemniku dostavijo lastno kopijo, kar povecˇa
cˇas posˇiljanja.
Povratna funkcija, ki se klicˇe ob sprejemu sporocˇila je namerno zelo pre-
prosta: le sˇteje sˇtevilo sprejetih sporocˇil in izpiˇse cˇas in pasovno sˇirino, ko
prejme vse. Merimo namrecˇ le komunikacijski sistem, zato zˇelimo, da pre-
jemniki kar se da hitro sprejmejo vsa sporocˇila. Pri testu za pasovno sˇirino
zacˇnemo cˇas sˇteti po prvem prejetem sporocˇilu, s cˇimer zanemarimo zakasni-
tev in cˇas zagona sprejemnikov in posˇiljateljev.
Preko vhodnih argumentov je mozˇno nastavljati tako velikost sporocˇila
kot sˇtevilo poslanih paketov. Praviloma je namrecˇ prenos nekega sˇtevila
podatkov hitrejˇsi, cˇim manj paketov imamo, saj vsak paket doda nek cˇas
procesiranja s strani sistema.
Cˇe je velikost poslanih sporocˇil nastavljena na najmanjˇse mozˇno, torej le
na eno dvaintrideset-bitno sˇtevilo, je mozˇno sistem uporabiti tudi za merjenje
rezˇije poslanih paketov. Za bolj dosledne meritve pri tem merimo celoten cˇas
za obdelavo velike kolicˇine sporocˇil.
Sistem, uporabljen za zagon testnih primerov, ima sledecˇe lastnosti :
Procesor - Intel Pentium CPU B980 @ 2.40GHz x 2 .
Pomnilnik - 4,0 GB, od tega 3,6 GB prostega in 0,4 GB rezervirano za
operacijski sistem.
Operacijski sistem - Ubuntu 14.04.3.
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4.3 Rezultati
4.3.1 Rezˇija
Rezˇija posameznega paketa predstavlja cˇas, ki ga sistem za medprocesno
komunikacijo porabi, da paket sprejme, pregleda in posˇlje pravilnemu pre-
jemniku. Cˇim bolj zapleten je komunikacijski sistem, tem vecˇja bo rezˇija.
Visoka rezˇija znatno vpliva na hitrost prenosa podatkov, kadar posˇiljamo
veliko sˇtevilo majhnih sporocˇil.
Pri ovrednotenju rezˇije so se bili sistemi ROS, LCM in Echo zelo hitri,
medtem ko je bil sistem D-Bus izredno neucˇinkovit. Izmerjeni rezultati so
prikazani v tabeli 4.1 in grafu 4.2.
Echo LCM D-Bus ROS
9,5 µs 8,6 µs 150 µs 5,6 µs
Slika 4.1: Izmerjene vrednosti rezˇije.
Slika 4.2: Primerjava rezˇije sistemov.
Najbolje se je kljub velikemu sˇtevilu dodatne funkcionalnosti in vgra-
jeni serializaciji obnesel ROS. Verjetno je njegova serializacija pri enostav-
nih paketih (kot je poslani paket z le enim sˇtevilom) izredno enostavna in
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ucˇinkovita. Drugi najboljˇsi je sistem LCM, ki za dostavo paketov zˇelenim
prejemnikom ne uporablja posebnih algoritmov, ampak le nacˇin posˇiljanja
podatkov, ki je vgrajen v protokol UDP. Sistem Echo je tretji. Kljub eno-
stavni zasnovi sistema je sporocˇilo potrebno posˇiljati dvakrat, enkrat od
posˇiljatelja do zaledne storitve, nato od storitve do prejemnika, kar pod-
voji cˇas posˇiljanja. Kljub temu je rezˇija sˇe vedno zelo majhna. Razlike med
sistemi ROS, Echo in LCM so zelo majhne, le nekaj µs, kar je pri posˇiljanju
vecˇjih sporocˇil skoraj neopazno.
Od ostalih treh sistemov izredno odstopa sistem D-Bus. To je bilo glede
na prebrano literaturo [30, 13] pricˇakovano. D-Bus nad poslanimi sporocˇili
izvaja veliko sˇtevilo dodatnih operaciji, tako pri serializaciji kot pri preje-
manju in posˇiljanju sporocˇil. Glede rezˇije je kar okoli 15-krat pocˇasnejˇsi kot
ostali primerjani sistemi, kar pomeni, da gotovo ni primeren za posˇiljanje
velikega sˇtevila majhnih sporocˇil.
4.3.2 Pasovna sˇirina
Pasovna sˇirina predstavlja najvecˇje sˇtevilo podatkov, ki jih je mozˇno pre-
nesti v nekem cˇasovnem obdobju (obicˇajno je predstavljena kot sˇtevilo me-
gabajtov, ki jih je mozˇno prenesti v eni sekundi, z enoto MB/s). V mno-
gih sistemih, ki uporabljajo medprocesno komunikacijo, je potrebna pasovna
sˇirina velikosti okoli 10MB/s [22]. Pasovna sˇirina je posebno pomembna pri
sistemih, ki prenasˇajo velike kolicˇine podatkov, na primer videoposnetke vi-
soke locˇljivosti. Mejo 10MB/s so dosegli vsi preverjeni sistemi, tako da so
za obicˇajno uporabo v sistemih, ki ne prenasˇajo velikega sˇtevila podatkov,
lahko uporabljeni vsi preverjeni sistemi.
Na pasovno sˇirino lahko vpliva tako sˇtevilo paketov, ki jih zˇelimo pre-
nesti, kot njihova velikost. Cˇe prenasˇamo ogromno sˇtevilo majhnih paketov
bo rezˇija, potrebna za vsak paket, znatno vplivala tudi na hitrost prenosa
podatkov. Sistemi lahko iz medija, ki se uporablja za prenos podatkov (na
primer vticˇnice) v enem sistemskem klicu preberejo vecˇ paketov na enkrat.
Zato je hkratno posˇiljanje vecˇjega sˇtevila paketov lahko bolj ucˇinkovito kot
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posˇiljanje majhnega sˇtevila. Pasovna sˇirina je torej odvisna tako od veli-
kosti posameznega paketa, kot od sˇtevila paketov, ki jih posˇiljamo, zato so
bile meritve izvedene pri razlicˇnih velikostih in pri razlicˇnem sˇtevilu paketov.
Na hitrost prenosa vpliva tudi velikost medpomnilnika mehanizma prenosa.
Vecˇji kot je medpomnilnik, hitrejˇsi je prenos podatkov, vendar je velikost
medpomnilnika omejena z velikostjo pomnilnika na testnem sistemu.
Prav tako lahko na pasovno sˇirino prenosa vpliva sˇtevilo prejemnikov.
Sistemi, zasnovani na centralnem procesu, ki skrbi za prenos sporocˇil, kot je
tudi Echo, ponavadi vsakemu prejemniku dostavijo lastno kopijo sporocˇila.
Nekateri sistemi, kot je LCM, posˇljejo le eno kopijo sporocˇila, ki jo prebere
vsak prejemnik, s cˇimer zmanjˇsajo vpliv dodatnih prejemnikov na hitrost
sporocˇila. Kljub temu vsak dodaten prejemnik uporablja nekaj procesor-
skega cˇasa, kar ima vpliv na hitrost prenosa sporocˇil. Pri rezultatih je iz-
merjena pasovna sˇirina pri vecˇ prejemnikih predstavljena kot pasovna sˇirina
posameznega prejemnika, ne kot skupna pasovna sˇirina.
Izdelani sistem Echo se je glede pasovne sˇirine izkazal za izredno neena-
komernega. Pri optimalnih pogojih (ki so se izkazali kot posˇiljanje paketov
velikosti 40kB) se je izkazal za izredno ucˇinkovitega. Pri posˇiljanju velikih
(4MB) paketov, je dosegel hitrosti okoli 120MB/s, kar je nekoliko pocˇasneje
kot LCM, vendar hitreje kot ostala preverjena sistema. Na hitrost prenosa
je po pricˇakovanju vplivalo sˇtevilo prejemnikov, vendar padec hitrosti ni bil
linearen s sˇtevilom dodatnih prejemnikov. To se je zgodilo zaradi dodeljeva-
nja pomnilnika s strani operacijskega sistema in zaradi ucˇinkovite uporabe
hitrega medpomnilnika ob vecˇkratnem kopiranju sporocˇil. Hitrost prenosa
glede na sˇtevilo prejemnikov je prikazana na sliki 4.3. Hitrost prenosa pri
enem prejemniku glede na velikost paketov je prikazana na sliki 4.4.
Ostali sistemi so se obnesli precej razlicˇno. ROS, ki se je pri rezˇiji obnesel
odlicˇno, je bil pri pasovni sˇirini slabsˇi. Dosegel je hitrosti od 40MB/s do
50MB/s. Tudi pri posˇiljanju majhnih sporocˇil velikih 400B je bil pocˇasnejˇsi
od sistema Echo (ROS je dosegel 26MB/s, Echo 38MB/s). Pri posˇiljanju
bolj kompleksnih sporocˇil, ki vsebujejo podatke v oblike tabel, je rezˇija pri
38 POGLAVJE 4. MERITVE ZMOGLJIVOSTI
Slika 4.3: Primerjava pasovne sˇirine sistema Echo glede na sˇtevilo prejemni-
kov.
sistemu ROS torej vecˇja.
LCM se je obnesel dobro, s hitrostmi do 300MB/s. Kljub nastavitvi
velikega medpomnilnika za prenos sporocˇil (200MB) je bila opazna izguba
paketov, predvsem ko se je sporocˇila posˇiljajo vecˇjemu sˇtevilu prejemnikov.
LCM se je obnesel najbolje v prenosu velikih paketov, s hitrostjo okoli 150
MB/s. Kljub uporabi UDP multicast nacˇina za prenos sporocˇil je vecˇje sˇtevilo
prejemnikov vplivalo na hitrost prenosa, saj je vsak prejemnik za sprejem
sporocˇila potreboval nekaj procesorskega cˇasa.
Sistem D-Bus se je obnesel najslabsˇe. Zaradi velike rezˇije je pri prenosu
majhnih sporocˇil skoraj neuporaben. Pri vecˇjih sporocˇilih se je obnesel neko-
liko bolje, s hitrostmi okoli 35MB/s, kar je najpocˇasneje od vseh primerjanih
sistemov.
Zanimivo je, da je optimalna velikost sporocˇila pri vseh sistemih zelo
podobna, in sicer okoli 64kB. Okoli te velikosti so vsi izmerjeni sistemi dosegli
najvecˇjo mozˇno pasovno sˇirino.
Primerjava posameznih sistemov je prikazana na slikah 4.5 in 4.6. Meritve
posameznih sistemov so predstavljene v tabelah 4.7, 4.8 in 4.9.
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Slika 4.4: Primerjava pasovne sˇirine sistema Echo glede na velikost paketov
pri 1 prejemniku (1000 paketov).
4.3.3 Uporaba in namestitev
Ovrednoteni sistemi so, kar se ticˇe zahtevnosti pri uporabi in namestitvi,
precej razlicˇni. Najbolj enostavna za uporabo sta LCM in Echo, ki ponujata
tudi najmanj lastnosti in imata enostavnost kot enega izmed ciljev pri izde-
lavi. LCM sicer zahteva dodatne nastavitve omrezˇja, sicer je izguba paketov
prevelika [7]. ROS je nekoliko bolj kompleksen za uporabo, saj ponuja vecˇ
funkcionalnosti in zahteva uporabo lastnih orodij za upravljanje s projekti
in izgradnjo programske kode. ROS tudi zahteva namestitev velikega sˇtevila
knjizˇnic. Sistem ROS sicer ponuja dokumentacijo [11], ki olajˇsa uporabo sis-
tema. Najtezˇji za uporabo je D-Bus, saj je razdrobljen med mnogo razlicˇnih
razlicˇic [2], od katerih vsaka zahteva svoj nacˇin namestitve in dela. Prav
tako je sama uporaba v programski kodi precej bolj zahtevna, saj zahteva
definicijo storitev v jeziku XML za vsako vrsto sporocˇil, ki jo zˇelimo posˇiljati.
Poleg tega uradna implementacija nikoli ni bila miˇsljena za uporabo, saj je
uradno D-Bus zgolj opis procesa prenosa podatkov, ki ga razlicˇno implemen-
tirajo razlicˇne razlicˇice [1].
ROS, D-Bus in LCM vsi ponujajo lastno resˇitev za serializacijo. LCM in
ROS tudi podpirata definicijo lastnih tipov. Echo namesto lastne knjizˇnice
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Slika 4.5: Primerjava pasovne sˇirine ovrednotenih sistemov.
ponuja enostavno integracijo z obstojecˇimi knjizˇnicami ki ciljajo na hitrost,
kot sta FlatBuffers [4] in Cap’n Proto [27].
LCM in D-Bus podpirata najvecˇ programskih jezikov in operacijskih siste-
mov. Oba podpirata tako Linux kot Windows ter veliko sˇtevilo programskih
jezikov [2, 6].
Kratek pregled nekaterih lastnosti preverjenih sistemov je na voljo v tabeli
4.10.
4.4 Ugotovitve
Pri primerjavi so se dobro obnesli sistemi ROS, LCM in Echo, medtem ko
je bil D-Bus znatno prepocˇasen tako s staliˇscˇa latence kot s staliˇscˇa prenosa
podatkov. LCM ponuja konsistentno dobre hitrosti okoli 100 MB/s, vendar
ponuja le prenos z mozˇnostjo izgube paketov [22], ki je lahko v nekaterih
programih nezazˇelena. ROS je pocˇasnejˇsi s hitrostmi okoli 50MB/s, vendar
ponuja veliko dodatne funkcionalnosti in orodij. Izdelani sistem Echo je pri
4.4. UGOTOVITVE 41
Slika 4.6: Primerjava pasovne sˇirine sistema LCM in izdelanega sistema.
optimalnih pogojih izjemno ucˇinkovit, s pasovno sˇirino okoli 700MB/s ob
velikosti paketa 40kB. Ob paketih velikih okoli 4MB je nekoliko pocˇasnejˇsi
kot LCM, vendar sˇe vedno hiter, s pasovno sˇirino okoli 120MB/s.
ROS, LCM in Echo so vsi enostavni za uporabo. Sistem ROS je sicer
nekoliko bolj kompleksen za nastavitev in za postavitev razvojnega okolja,
vendar ponuja odlicˇno dokumentacijo. Sistem D-Bus je tezˇji za uporabo.
Cˇe je potrebna uporaba tako v operacijskem sistemu Linux kot v operacij-
skem sistemu Windows sta od nasˇtetih sistemov primerna le LCM in D-Bus,
cˇeprav poudarek razvoja knjizˇnice D-Bus ni na podpori operacijskega sistema
Windows.
Sistemi ROS, D-Bus in LCM podpirajo tudi prenos podatkov preko omre-
zˇja. LCM za prenos podatkov uporablja omrezˇni protokol UDP, za to ga je
mozˇno uporabljati na obicˇajnih omrezˇjih brez dodatnih nastavitev (razen
nastavitev pozˇarnih zidov ipd.). ROS za uporabo na omrezˇju potrebuje do-
datne nastavitve omrezˇja [10]. D-Bus sicer ni bil miˇsljen kot protokol, ki bi
podpiral prenos podatkov preko omrezˇja [5], vendar nekatere implementacije
tak nacˇin prenosa podatkov podpirajo.
Najvecˇ dodatnih storitev podpira sistem ROS, ki ponuja tako prenos
sporocˇil kot klice oddaljenih funkcij in opcijsko dovoljevanje izgube pake-
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Pasovna sˇirina na
prejemnika glede na sˇtevilo
prejemnikov (MB/s)
Velikost
paketa
sˇtevilo pa-
ketov
Skupna velikost 1 2 3 4 5
400B 1000000 400MB 38 25 19 16 13
40kB 1000 40MB 580 330 280 260 240
40kB 10000 400MB 710 550 500 446 260
40kB 100000 4GB 780 600 540 450 360
Slika 4.7: Pasovna sˇirina: Echo.
tov. Poleg tega ponuja tudi pomozˇne programe, ki razvijalcem pomagajo
pri razvoju sistema. D-Bus tudi nudi dodatno funkcionalnost, saj nudi klic
oddaljenih funkcij ter podporo za signale - cˇisto enostavna sporocˇila. LCM
ne nudi dodatne funkcionalnosti pri posˇiljanju sporocˇil, vendar nudi dodatna
orodja za pomocˇ pri razvoju. Razviti sistem ne ponuja dodatnih funkcional-
nosti, razen zdruzˇljivosti z zunanjimi serializacijskimi knjizˇnicami.
Izdelani sistem Echo se je pri zastavljenih ciljih obnesel dobro. Dosegel je
vecˇinoma dobre, v nekaterih pogojih celo izvrstne rezultate v pasovni sˇirini.
Poleg tega je kljub uporabi centralnega procesa za izmenjavo sporocˇil dosegel
nizek cˇas rezˇije paketov, kar omogocˇa hiter odzivni cˇas. Dosezˇeni so bili vsi
cilji, zastavljeni pred izdelavo sistema. Sistem Echo je tako zelo uporaben v
interaktivnih sistemih, saj dosega vse potrebne pogoje.
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Velikost
paketa
Sˇtevilo
paketov
Skupna velikost Pasovna sˇirina (MB/s)
40kB 10 400kB 110
40kB 100 4MB 110
40kB 1000 40MB 200
40kB 10000 400MB 300
4MB 10 40MB 140
4MB 100 400MB 170
4MB 1000 4GB 173
Slika 4.8: Pasovna sˇirina: LCM.
Velikost
paketa
Sˇtevilo
paketov
Skupna velikost Pasovna sˇirina (MB/s)
400B 1000000 400MB 26
40kB 10000 400MB 48
4MB 100 400MB 47
Slika 4.9: Pasovna sˇirina: ROS.
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Lastnosti/Siste-
mi
Echo LCM D-Bus ROS
Namestitev Enostavna Enostavna Zahtevna Zahtevna
Tezˇavnost upo-
rabe v programu
Enostavna Enostavna Zahtevna Enostavna
Podprti pro-
gramski jeziki
Le C++ Veliko Veliko Veliko
Podprti opera-
cijski sistemi
Linux POSIX +
Windows
Linux,
delno
Windows
Linux
Serializacija Z uporabo
knjizˇnic
Lastna Lastna Lastna
Potrebne doda-
tne knjizˇnice
Ne Malo Veliko Veliko
Klic oddaljenih
funkcij
Ne Ne Da Da
Vkljucˇena
orodja za pomocˇ
pri razvoju
Ne Da Ne Da
Slika 4.10: Primerjava dodatnih lastnosti sistemov.
Poglavje 5
Sklepne ugotovitve
V sklopu diplomskega dela je bil razvit preprost sistem za medprocesno ko-
munikacijo, ki je dosegel cilje enostavnosti, tako v arhitekturi in programskem
delovanju kot v uporabnosti. Kljub enostavni in centralizirani strukturi sis-
tem deluje ucˇinkovito, predvsem, ko je v izmenjavi sporocˇil udelezˇenih manjˇse
sˇtevilo procesov. Prav hitra in enostavna namestitev ter splosˇno namenska
uporabnost sistem locˇita od velikega sˇtevila trenutno dostopnih resˇitev (od
preverjenih predvsem D-Bus in ROS). Kljucˇni pomanjkljivosti sistema sta
omejitev le na eno platformo (Linux) in le na en programski jezik (C++).
Kljub temu sistem ustreza prvotnim specifikacijam, saj je namenjen za okolje,
ki uporablja pretezˇno operacijski sistem Linux.
Sistem se je v testih zmogljivosti obnesel dobro. Po hitrosti je v dolocˇenih
pogojih celo premagal ostale splosˇno dostopne resˇitve, vendar ob ceni manj-
sˇega sˇtevila ponujenih lastnosti. Predvsem je imel prednost pri preverjanju
rezˇije (overhead) posameznih sporocˇil, saj uporablja enostavno in hitro seria-
lizacijo, brez dodatnega obdelovanja sporocˇil. Najvecˇja tezˇava je nedosledna
hitrost prenasˇanja sporocˇil glede na njihovo velikost.
Trenutno je sistem izdelan do take mere, da bi bil lahko uporabljen v
katerikoli programski opremi, ki deluje na operacijskem sistemu Linux in
deliti ali prejema podatke od drugih procesov, ki delujejo na istem sistemu.
Za preizkus funkcionalnosti je bil poleg programov za meritev hitrosti izdelan
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tudi preprost program za izmenjavo tekstovnih sporocˇil.
5.1 Nadaljnji razvoj
Zgoraj omenjeni kljucˇni pomanjkljivosti sistema sta omejitev na le eno plat-
formo (Linux) in na le en programski jezik (C++). Slednjo pomanjkljivost bi
se dalo odpraviti, saj za mnogo programskih jezikov obstajajo mehanizmi za
klice C++ funkcij. Primer je orodje SWIG (Simplified Wrapper and Inter-
face Generator) [14, 12], ki ga je mozˇno uporabiti za povezovanje C in C++
kode z velikim sˇtevilom drugih programskih jezikov. Omejitev na operacij-
ski sistem Linux je tezˇje resˇljiva. Sistemski klici za ustvarjanje in posˇiljanje
podatkov po vticˇnicah so sicer podprti tudi v drugih POSIX podprtih ope-
racijskih sistemih, vendar uporabljajo nekatere dodatke, ki so na voljo le v
operacijskem sistemu Linux. Kompatibilnost z operacijskim sistemom Win-
dows bi zahtevala nove funkcije, ki uporabljajo sistemske klice operacijskega
sistema Windows. Problem je tudi uporaba sistemskega klica epoll za nadzi-
ranje dogajanja na vticˇnikih, ki je povsem na voljo le v operacijskem sistemu
Linux.
Problem slabsˇe hitrosti pri velikih sporocˇilih bi lahko resˇili z uvedbo algo-
ritma, ki bi velika sporocˇila razdelil na majhne kose in vsak kos posebej poslal
zaledni storitvi. To bi izboljˇsalo nizke hitrosti posˇiljanja velikih sporocˇil.
Nova funkcionalnost bi bila lahko dodana predvsem z implementacijo pri-
oritet sporocˇil. S tem bi lahko neko sporocˇilo zaledni storitvi povedalo, da
je zelo pomembno in da ga je potrebno procesirati cˇim prej. S tem bi lahko
ohranili odzivnost sistema na uporabnikove ukaze tudi ob posˇiljanju velikega
sˇtevila podatkov.
Izdelani sistem ima dokoncˇano vso osnovno funkcionalnost, ki omogocˇa
enostavno in ucˇinkovito komunikacijo med vecˇ procesi. Enostavna zasnova
sistema omogocˇa enostavno razsˇirljivost z dodatno funkcionalnostjo, ki bi
hitrost prenosa podatkov lahko sˇe izboljˇsala. Izdelani sistem Echo je zˇe
povsem primeren za prakticˇno uporabo.
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