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Abstract
Diffusion of vacancies and impurities in metals is important in many processes
occurring in structural materials. This diffusion often takes place in the presence
of spatially rapidly varying stresses. Diffusion under stress is frequently
modelled by local approximations to the vacancy formation and diffusion
activation enthalpies which are linear in the stress, in order to account for its
dependence on the local stress state and its gradient. Here, more accurate local
approximations to the vacancy formation and diffusion activation enthalpies,
and the simulation methods needed to implement them, are introduced.
The accuracy of both these approximations and the linear approximations
are assessed via comparison to full atomistic studies for the problem of
vacancies around a Lomer dislocation in Aluminium. Results show that the local
and linear approximations for the vacancy formation enthalpy and diffusion
activation enthalpy are accurate to within 0.05 eV outside a radius of about
13 Å (local) and 17 Å (linear) from the centre of the dislocation core or, more
generally, for a strain gradient of roughly up to 6 × 106 m−1 and 3 × 106 m−1,
respectively. These results provide a basis for the development of multiscale
models of diffusion under highly non-uniform stress.
(Some figures in this article are in colour only in the electronic version)
1. Introduction
Diffusion of vacancies and impurities in metals is important in the creep, chemical embrittle-
ment, grain boundary segregation, and solute hardening processes, among others, that occur in
many structural materials. Because of anisotropic elasticity and/or the presence of defects in
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materials, such as dislocations, cracks, precipitates, and second-phase particles, this diffusion
takes place in the presence of spatially non-uniform, and potentially very large, stresses. Dif-
fusion under uniform stress has been well studied over the years but diffusion in stress ﬁelds
that vary rapidly over the scale of diffusional hopping distances has been addressed to a much
lesser degree [1,2]. Other atomistic studies that consider, for example, solute diffusion near a
dislocation, use two-dimensional model crystals which lack the anisotropy that the transition
state for diffusion in fcc material possesses [3, 4]. Since the continuum stress ﬁelds associ-
ated with a wide range of defects, particularly dislocations and cracks, are singular in nature,
the accurate accounting of diffusion in the stress ﬁelds near these singularities may play an
important role in establishing the proper dynamics of time-dependent deformation phenomena.
To simulate time-dependent deformation faithfully requires some type of multiscale
modelling. Phenomena such as crack growth and solute drag due to dislocation-core/solute
interactions require explicit atomistic modelling to properly describe the behaviour in the
regions of very high local stresses and stress gradients. Full atomistic resolution via, for
instance, molecular dynamics or statics, captures this local behaviour but at the expense of
limited sample sizes and the attendant boundary effects that canmask the true behaviour. Thus,
higher-level models that involve coarse-grained descriptions of the deformation are needed in
regions away from the high stress/stress-gradient regimes so that sufﬁcient sample sizes can
be studied. For diffusional processes, the kinetic-Monte-Carlo (kMC) scheme is an efﬁcient
approach to tracking material ﬂows over longer time scales than molecular dynamics can
support, and it can be combined with continuum diffusion models for regions where the stress
gradients are small. The kMC method requires either a previously established database of
allowed events and rates or an efﬁcient on-the-ﬂy method for determining those events and
rates. For problems of interest here involving non-uniform stress states, the database approach
is not generally feasible; although such an approach has been used in the past [1] in a case
where a single, static, non-uniform stress state was considered. On-the-ﬂy methods have the
advantage of calculating the rates relevant to the particular situations arising during each instant
of a simulation but require methods that accurately handle large stresses and stress gradients
in an efﬁcient manner. One of the main goals of this work is to develop approximations for
on-the-ﬂy calculation of diffusion rates that are accurate in regions of high stress and high
stress gradients.
The work here will speciﬁcally investigate vacancy diffusion in and around the core
of a sessile dislocation. The immobile dislocation provides a high stress and stress-
gradient environment in which vacancy diffusion takes place, and is thus a convenient test
bed for developing various levels of approximation. We consider two appropriate local
approximations, requiring the stress tensor and its gradient, within classical rate theory for
calculating the diffusion jump rates. These are based on approximations to the various
enthalpies associated with the diffusional jump rates, and we compare these results to the
enthalpies obtained from full atomistic studies of the problem. The needed enthalpies are the
activation enthalpy (the excess enthalpy of the saddle point compared with the bulk material),
and the formation enthalpy (the excess enthalpy of a vacancy compared with the bulkmaterial).
The saddle point, or transition state, conﬁguration is the conﬁguration of highest enthalpy along
the path with the lowest maximum enthalpy between two vacancy conﬁgurations. In the case
of the fcc crystal, the relevant pairs of vacancy conﬁgurations are those where the vacancy in
the second conﬁguration is at a nearest neighbour site of the vacancy position in the original
conﬁguration.
The ﬁrst approximation is a ‘local’ approximation, in which the formation enthalpy for
a vacancy at site y and the activation enthalpy of the saddle point conﬁguration on the path
between the conﬁguration with a vacancy at y and the conﬁguration with the vacancy at a
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nearest neighbour site y′ are assumed to be identical to the same enthalpies in a homogeneous
crystal under a uniform global applied stress of σ( y) and [σ( y) + σ( y′)]/2, respectively.
An important subsidiary contribution of the present work is the careful presentation of the
simulation methods necessary to implement such an approximation properly. The second
approximation is a linear local approximation, where the enthalpy is taken to be a linear function
of the stress (as described below), accurate only for small stress. The ﬁnal approximation is the
continuum linear local approximation, where the stress ﬁeld used in the linear local calculation
is that calculated from a continuum model, in this case anisotropic linear elasticity, rather than
from direct atomistics. In a multiscale model, the stress will be calculated by coarse-grained
or continuum models in some of the regions of space where the kMC models are employed,
and hence the continuum linear local approximation is the most desirable from the point of
view of practical applications. For the particular problem of vacancy diffusion near a Lomer
dislocation studied here, the local approximation is accurate (within 0.05 eV) to within about
13Å of the dislocation core, while the linear local approximation is similarly accurate to within
about 17Å of the core, and the continuum linear local approximation is accurate towithin about
15Å of the core. In terms of the gradient of the hydrostatic component of the strain, the local
approximation is accurate (within 0.05 eV) for strain gradients up to roughly 6×106 m−1, and
the linear approximation to roughly 3 × 106 m−1.
As noted earlier, diffusion under stress is not a new topic [5,6]. The directly relevant theory
was ﬁrst developed by Dederichs and Schroeder [7], where the transition rate is computed as
a function of the defect and saddle point energies and position, the linear approximation is
noted, and the diffusion tensor is computed from the transition rates. Recent work extends
their analysis to situations with multi-atom unit cells and complex defects [8]. Larche and
Cahn [9–11] focused on the stress ﬁeld created by compositional inhomogeneity that then
contributes to the diffusion rates, but the stress is only considered as a driving term (i.e. affecting
the defect enthalpy but not the saddle point enthalpy). Full atomistics of vacancy pipe diffusion
along a dislocation and an associated kMC database model were developed by Hoagland
et al [1], which thus includes all of the inhomogeneities but does not compare their ‘exact’
results with approximations applicable to multiscale on-the-ﬂy kMC models. Aziz et al [12]
have addressed stress effects on diffusion in considerable detail in speciﬁc systemsbut primarily
under homogeneous stress states and using the linear approximation. Finally, Laudon et al [2]
have modelled diffusion of boron in silicon under non-homogeneous stress using the linear
approximation. While the linear approximation has been described and used frequently, we are
not aware of any work that tests the limits of its accuracy. Similarly, in recent work describing
a non-linear local approximation [8], Daw et al provide no tests of the limits to the accuracy of
their approximation. In this paper, we test the accuracy of the linear approximation in regions
of high stress gradients by comparing it to atomistic simulations of vacancies and vacancy
diffusion saddle points near a dislocation. We also build on much of this prior work to develop
a local approximation that improves on the linear approximation and should thus be accurate
closer to singular regions, and test it as well as the linear approximation against atomistics to
assess their accuracy in some detail. We also discuss in detail the set of simulations required
to implement the local model. This study thus provides the groundwork for using atomistic
information in multiscale models and gives quantitative guidance on the applicability and
accuracy of the local and local linear approximations.
The remainder of this paper is organized as follows. In the next section, we present the
basic thermodynamic foundation of transition rate theory. In section 3, we discuss the local and
linear approximations, and in section 4 we discuss the accuracy of the approximations for the
case of vacancy diffusion near a sessile dislocation, comparing them to atomistic simulations
of the full inhomogeneous problem.
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2. Theory
We ﬁrst address the formation of the vacancy state, relative to the crystal without the vacancy.
Vacancy formation depends on the difference in thermodynamic potentials of two states:
the crystal without vacancies and the crystal with one vacancy. (The crystal may contain
ﬁxed sources of internal stress, such as dislocations.) If the external boundary conditions
on the material are a uniform hydrostatic pressure then the relevant thermodynamic potential
is the enthalpy H = E + pV . For an arbitrary uniform external stress state the relevant
thermodynamic potential is a generalized enthalpy to be deﬁned shortly, which will also be
denoted by H .
LetPv( y)be the equilibriumprobability that the site y is vacant in the limit of small vacancy
concentration. For consistency with the subsequent discussion we include the harmonic
approximation to the vibrational entropy in theGibbs free energy in addition to the ideal entropy
of mixing. Minimizing the free energy with respect to concentration at ﬁxed temperature gives
Pv( y) =
∏3n−3
i=1 λ
(b)
i∏3n−3
i=1 λ
(v)
i ( y)
exp[−βHv( y)]
exp(−βHb) , (1)
where {λ(b)i } and Hb are the normal frequencies and enthalpy for the crystal with n atoms and
no vacancy (the bulk state) and {λ(v)i ( y)} and Hv( y) are those for the crystal with n atoms and
one vacancy at position y. The frequencies are given by
λi = 12π (λ
′
i )
1/2, (2)
where the λ′i are the 3n − 3 positive eigenvalues of the dynamical matrix
1
m
∂2E
∂x∂x′
, (3)
where m is the atomic mass. The bulk and the vacancy states with n atoms each have 3n − 3
positive eigenvalues, plus three zero eigenvalues corresponding to the centre of mass motion.
By deﬁning
νb =
(3n−3∏
i=1
λ
(b)
i
)−1
(4)
and νv in the same way for the vacancy, this can be conveniently written
Pv( y) = νv( y) exp[−βHv( y)]
νb exp(−βHb)
= νv( y)
νb
exp[−βHv( y)], (5)
where the vacancy formation enthalpy is Hv( y) = Hv( y) − Hb.
ComputingHv( y) in the presence of a non-uniform stress state is complicated by the fact
that the atom removed from the site y is placed at the surface of the material, so that the local
stress state at y and the global stress state at the surface must be considered [13]. Considering
small hydrostatic stresses for the sake of simplicity (see equations (11) and (37) for the general
case), there are three terms that generate the enthalpy change Hv( y): the change in energy
associated with actual bonding in the vacancy region Ev(σ = 0); the work gained or lost by
moving an atom of volume v from position y, at pressure p( y), to the surface at the external
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pressure p(e); and the work of inserting the vacancy of Vv at y against the pressure p( y).
The sum of these three terms is [13]
Hv( y) = Ev(σ = 0) + [p(e) − p( y)]v + p( y)Vv
= Ev(σ = 0) + p(e)v − p( y)(v − Vv). (6)
With Vv = 0.6v for a vacancy in EAM aluminium, it is thus harder to create a vacancy in a
crystal under uniform compression p( y) = p(e) > 0 than in an unstressed crystal, as expected.
However, in an unstressed crystal, p(e) = 0, it is easier to create a vacancy at a point of local
compression p( y) > 0 than at a point of local dilatation.
Turning to the issue of diffusion, we wish to compute the jump rate  at which a vacancy
at initial position y moves to a nearest neighbour position y′ = y + r, in the low-concentration
limit. This diffusive motion also requires consideration of two states: the state with a vacancy
at y; and the transition state, which is the saddle point in conﬁguration space between the state
with the vacancy at y and the state with the vacancy at y + r. Let Ht be the enthalpy of the
transition state. Then the jump rate ( y, y′) is given by [6]
( y, y′) = νt( y, y
′) exp[−βHt( y, y′)]
νv( y) exp(−βHv( y))
= νt( y, y
′)
νv( y)
exp[−βHm( y, y′)], (7)
where the migration enthalpy is Hm = Ht − Hv, and, for a solid with n atoms and one
vacancy,
νt =
(3n−3∏
i=2
λ
(t)
i
)−1
, λi = 12π (λ
′
i )
1/2, (8)
where the λ′i are the positive eigenvalues (only 3n−4 for the transition state) of the dynamical
matrix for the transition state, as deﬁned in equation (3). The notation above explicitly
introduces the distinction that the initial vacancy state depends on the position y while the
transition state depends on the saddle point conﬁguration along the path from y to y′. At this
stage, Hv( y) and Ht( y, y′) are general functionals of the complete deformation state of the
system. For future reference, the quantity Ht = Ht − Hb is termed the activation enthalpy.
Since νt( y, y′) and Ht( y, y′) are properties of the transition state lying on the path
connecting the two equilibrium states y and y′, they satisfy
νt( y, y′) = νt( y′, y),
Ht( y, y′) = Ht( y′, y).
(9)
It is important that any local approximation respect detailed balance, which will be ensured if
the ﬂux of vacancies from y to y′ at equilibrium is equal to the ﬂux in the opposite direction, i.e.
( y, y′)Pv( y) = ( y′, y)Pv( y′), (10)
which, from equations (7) and (5) is satisﬁed if equations (9) are satisﬁed.
Notice that the enthalpy will always appear as a difference between two states, one with
and one without a vacancy, for example. For a large system the strain involved in adding a
single vacancy or saddle point defect will be small, andwe can deﬁne the enthalpy difference as
H( y; {σ(x)},σ(e)) = E( y; {σ(x)},σ(e)) − σ(e)αβ
∫
∂	
uαnˆβ dA, (11)
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σ(e)
σ(x)
y
σ(e)
σ(x)
y
Figure 1. A vacancy is created at a site y in a system under inhomogeneous internal stress, with
the atom removed placed at the surface.
where u is the displacement of the boundary on adding the defect at site y, nˆ the outward
pointing normal unit vector to the surface element dA, ∂	 is the surface of the solid, and σ(e)
is the external stress. The dependence of the boundary displacements on the stress state, etc.,
has been suppressed. The atom removed at site y is replaced at the surface in such a way
that the surface energy is unchanged. Lower case Greek indices represent spatial coordinates
throughout this paper.
3. Local and linear approximations
3.1. Local approximation
Here we describe an approximation to the above classical rate theory, which we will call
the ‘local approximation’ that avoids the need to compute the enthalpy separately for each
vacancy conﬁguration and each transition state conﬁguration of the entire system. Our goal is
to compute Ht , Hv, νt , νv, and νb as simply but as accurately as possible. We expect the
enthalpy effects to be more important than the prefactors and so restrict our testing of the local
approximation to the enthalpy.
Because creating a vacancy requires putting an atom somewhere, the external stress is
involved in the local approximation. A clear presentation of the rationale underlying the local
approximation will help clarify the issues (see [13], pp 501–3, where this issue is discussed in
the more limited scope of the linear approximation.) We wish to approximate what happens in
the system under non-homogeneous stress when a vacancy is created at a point y in the solid,
and mass is conserved by placing the extra atom at the surface (in such a way that the surface
energy is unchanged) where it experiences the external stress. This is sketched in ﬁgure 1. The
enthalpy change in equation (11) consists of the energy change of the system, plus the work
done at the boundary against the external stress.
The local approximation is deﬁned by assuming that the enthalpy change for the non-
uniform system when the vacancy (or saddle point) is created at site y is equal to the enthalpy
change that would occur if an atom were removed from a large block of perfect crystal at the
uniform stress σ( y) so as to create a vacancy (or saddle point) and the atom is then placed in
a large block of perfect crystal at uniform stress σ(e) in such a way that it remains perfect bulk
Diffusion in crystals 787
‘local’
σ(y)
n atoms
‘reservoir’
σ(e)
n atoms
‘local’
σ(y)
n-1 atoms
‘reservoir’
σ(e)
n+1 atoms
Figure 2. The inhomogeneous system in ﬁgure 1 is modelled as a system consisting of two separate
blocks of material under uniform stress, a ‘local’ block at the stress of site y in the inhomogeneous
system, and a ‘reservoir’ block at the external stress. A vacancy is created by removing an atom
from the ‘local’ block and placing it in the ‘reservoir’ block, which remains defect free.
material. We will denote this as
Hd( y; {σ(x)},σ(e)) ≈ H(local)d [σ( y),σ(e)], (12)
where the defect d is either v, a vacancy, or t, a saddle point. This process is sketched in ﬁgure 2.
Instead of the full non-homogeneous system, we consider a system consisting of two (non-
interacting) blocks of material at two different uniform stress states. The local approximation
to the enthalpy is then the enthalpy change in this system when the vacancy (or saddle point)
is created in the ‘local’ block at stress σ( y) and the atom removed is added into the ‘reservoir’
block at stress σ(e). The enthalpy change in this process consists of the energy change in the
‘local’ block, the energy change in the ‘reservoir’, the work done at the boundary of the ‘local’
block against the stress σ( y), and the work done at the boundary of the ‘reservoir’ against the
stress σ(e). Because both blocks are large, and the manipulations involve a single atom, the
small relative strain assumption implicit in equation (11) is appropriate.
To compute the local approximationwe perform three simulations. Two are simulations of
defect-free (bulk)material, one at the external stressσ(e) and one at the local stressσ(l) = σ( y);
for convenience these each contain the same number of atoms, n. The third simulation is of a
system with n − 1 atoms and a defect (vacancy or saddle point) at stress σ(l). Each of these
simulations provides us with an energy, E; a volume, V ; a shape which we can represent
by the average or global deformation gradient, F, as measured with respect to a reference
state such as the unstressed n-atom perfect crystal5; and an inverse frequency product ν as
given by equation (4) or (8). The two bulk simulations therefore provide us with Eb(n,σ(e)),
Vb(n,σ
(e)), Fb(n,σ(e)), and νb(n,σ(e)), for the system at stress σ(e) and similar quantities
for the system at stress σ(l). The defect simulation provides similar quantities denoted by
Ed(n − 1,σ(l)), Vd(n − 1,σ(l)), Fd(n − 1,σ(l)), and νd(n − 1,σ(l)), where d is either v or t.
The results of a fourth ‘simulation’, consisting of n + 1 bulk atoms at stress σ(e), are
obtained from the bulk simulation of n atoms at stress σ(e). Because the n + 1 atom bulk
5 The average or global deformation gradient is measured by comparing the vectors which specify the periodic
boundary conditions of the simulation (relaxed at the given stress) with the vectors which specify the periodic boundary
conditions for the reference conﬁguration.
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system is simply a scaled up version of the n atom bulk system, for large n
Eb(n + 1,σ(e)) = n + 1
n
Eb(n,σ
(e)), (13)
Vb(n + 1,σ(e)) = n + 1
n
Vb(n,σ
(e)), (14)
Fb(n + 1,σ(e)) =
(
n + 1
n
)1/3
Fb(n,σ(e)), (15)
log[νb(n + 1,σ(e))] = n + 1
n
log[νb(n,σ(e))], (16)
where Fb(n + 1,σ(e)) is measured with respect to the unstressed n-atom perfect crystal.
The system consisting of the non-interacting combination of the two bulk simulations,
which are relaxed at their respective stresses, is taken as the reference state for calculating the
vacancy formation enthalpy and the activation enthalpy. An atom is removed from the n-atom
simulation at stress σ(l), and is nominally added to the n-atom simulation at stress σ(e). The
enthalpy change for the ‘two-block’ (local plus reservoir) system is then
H
(local)
d = [Ed(n − 1,σ(l)) + Eb(n + 1,σ(e))] − [Eb(n,σ(l)) + Eb(n,σ(e))]
− Vb(n,σ(l))d(n,σ(l)) : σ(l)
− Vb(n,σ(e))b(n,σ(e)) : σ(e), (17)
where
d(n,σ
(l)) = Fd(n − 1,σ(l))Fb(n,σ(l))−1 − 1, (18)
b(n,σ
(e)) = Fb(n + 1,σ(e))Fb(n,σ(e))−1 − 1, (19)
and a : b =∑ij aij bij . This assumes that d and b are small, but this can always be achieved
by choosing n large enough. Furthermore, from equation (15)
b(n,σ
(e)) = 1
3n
1 (20)
and the local approximation reduces to
H
(local)
d = Ed(n − 1,σ(l)) − Eb(n,σ(l)) +
1
n
Eb(n,σ
(e))
− Vb(n,σ(l))d(n,σ(l)) : σ(l)
− 1
n
Vb(n,σ
(e))
1
3
Tr(σ(e)), (21)
which can be computed directly from our three simulations.
The ratio of the νs for the ‘two-block’ system is(
νd
νb
)(local)
= νd(n − 1,σ
(l))νb(n + 1,σ(e))
νb(n,σ(l))νb(n,σ(e))
(22)
≈ νb(n,σ(e))1/n νd(n − 1,σ
(l))
νb(n,σ(l))
, (23)
but since we have not computed ν for any of our large atomistic simulations involving a
dislocation, there is nothing to test this local approximation against.
For the formation enthalpy of a vacancy at a site y, the local approximation is
Hv( y; {σ(x)},σ(e)) ≈ H(local)v [σ( y),σ(e)]. (24)
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Similarly, the local approximation to the activation enthalpy for the saddle point conﬁguration
when the vacancy is moving from y to y′ or vice versa is
Ht( y, y′; {σ(x)},σ(e)) ≈ H(local)t ( y′ − y,σ(l),σ(e)), (25)
σ(l) = σ( y) + σ( y
′)
2
. (26)
Even though the simulationwithn−1 atoms and a saddle point conﬁguration is at uniform stress
σ(l), H
(local)
t depends on the direction of motion y′ − y, since σ(l) is not necessarily isotropic.
If the stress is approximated from a continuum formula, one might instead use σ[( y + y′)/2].
In any case σ(l) needs to be symmetric in y and y′ in order to satisfy equations (9). Our local
approximation for  is therefore
( y, y′) ≈ (νt/νb)
(local) exp(−βH(local)t )
(νv/νb)(local) exp(−βH(local)v )
, (27)
where the local approximations for the saddle point in the numerator are evaluated at
σ(l) = [σ( y) + σ( y′)]/2, σ(e), and the direction of motion from y to y′; and the local
approximations for the vacancy in the denominator are evaluated at σ(l) = σ( y) and σ(e).
Daw et al [8] describe a local approximation that is similar in some ways to the one
we discuss here. Their approximation, however, is not (nor is it intended to be [14]) valid
beyond linear order in the stress6. Their model does not include any ‘remote reservoir’ like
that in ﬁgure 1 in computing the ethalpies relating to vacancy and saddle point formation.
What they deﬁne, however, are vacancy and saddle point ‘creation’ volumes and energies,
based on comparing a system with n − 1 atoms and a defect with a system with n atoms [14].
Comparisons of systems with different (ﬁxed) numbers of particles requires justiﬁcation, and
we would argue that the best way to justify such calculations is by invoking a remote reservoir
at zero stress.
3.2. Linear approximation
In the local approximation, quantities such asHt are calculated under conditions of a uniform
applied stress. For a general point defect d with Hd = Hd − Hb, the enthalpies can be
expanded in a power series in the stress and at small applied stresses we expect the leading
linear term to be sufﬁcient. Computing to linear order in σ(l) and σ(e) in equation (21) we have
Hd(σ
(l),σ(e)) ≈ Hd(0) − σ(l)αβV(d)∗αβ + vp(e), (28)
V (d)∗ = Vb(n, 0)d(n, 0), (29)
and with v the volume per atom in the bulk at zero stress. Hd(0) is the energy change when
the defect is created in a large system at zero applied stress. For uniform stress, this becomes
Hd(σ) ≈ Hd(0) − σαβV (d)αβ , (30)
V (d) = V (d)∗ + v
3
1. (31)
V (d) is a tensor with units of volume called the strain tensor [12].
We will refer to the ‘formation strain tensor’, V (v), in the case where the defect is a
vacancy; the ‘activation strain tensor’, V (t), when the defect is a saddle point; and to the
‘migration strain tensor’, V (m), deﬁned as
V (m) = V (t) − V (v). (32)
6 In particular, equations (23) and (24) of [8], while non-linear, are only valid to linear order in the stress, as they
overstate effects which are second-order in the stress.
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Equivalently, the linear approximation can be stated in terms of the local strain rather than the
local stress [7]. Since V (t) and V (v) can be computed by single simulations at zero stress,
the linear approximation is clearly more efﬁcient than the full local approximation, which
requires similar computations at many stress states. Note that it is possible to continue the
expansion in powers of the stress or strain tensor beyond the linear approximation [15], which
would provide intermediate approximations between the linear approximation and the full
local approximation. Below, we compare the linear approximation to the local approximation
and both to the full atomistic results.
4. Evaluation of local and linear approximations
4.1. Simulation details
The simulations are done using the Ercolessi and Adams [16] glue potential for aluminium.
The simulations at a uniform stress or strain are done with periodic boundary conditions in
a cell consisting of 4 × 4 × 4 or 6 × 6 × 6 conventional fcc cubic unit cells, and so have
256(864) atoms in the bulk state and 255(863) atoms in both the vacancy and transition state
conﬁgurations. The shape of the simulation cell at the beginning of a calculation is speciﬁed
by the periodic boundary vectors Pi , i = 1, 2, 3. During the simulation the current shape of
the cell is speciﬁed by the six independent components of a symmetric tensor , such that the
current periodic boundary vectors are
P′i α = fαβPi β , i = 1, 2, 3, (33)
fαβ = δαβ + αβ. (34)
Limiting f to be symmetric effectively prevents a transition state simulation from rotating in
such a way as to change the crystallographic directions of the applied stress.
When performed at constant stress, the simulations minimize the enthalpy
H = E − V0σ(e)αβαβ, (35)
where V0 is the volume of the initial simulation cell and σ(e) is the external stress. For small
σ(e), or if the initial cell shape is nearly correct, such a simulation relaxes to a state with Cauchy
stress σ(e). In general, the simulation has multiple minimization stages, for each of which the
initial (reference) cell shape is the relaxed shape of the prior stage. Eventually there is no
further change on going one stage further, that is,  is zero for the ﬁnal stage, and the Cauchy
stress is equal to the desired σ(e). For the defect simulations the initial shape of the box is
speciﬁed as the relaxed shape of the bulk simulation at the same applied stress, which is the
reference from which  for the defect conﬁguration must be measured. Therefore the number
of atoms, n, must be chosen large enough that  is small.
For the transition state simulations, the ridge method of Ionova and Carter [17] is used to
determine the saddle point.
4.2. Defect strain tensors
The measured vacancy formation volume Vv is 0.595	 for the 255-atom simulation, and
0.596	 for the 863 atom simulation, where the atomic volume 	 is 16.39Å3. Thus, the linear
approximation for the vacancy formation enthalpy is
Hv[σ( y),σ(e)] ≈ Hv(0) − p 6.64Å3 + p(e) 16.39Å3,
p = − 13 Tr[σ( y)],
p(e) = − 13 Tr(σ(e)).
(36)
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Figure 3. Accuracy of the linear approximation for a case of uniform global stress. Lines
indicate the values of the linear approximation, ﬁlled symbols the ‘exact’ results. Diamonds are
the vacancy formation enthalpy, while squares and triangles are the activation enthalpies for the
two non-equivalent directions of diffusion.
The migration strain tensor for the 255-atom simulation has principal ‘strains’ of
(0.68,−0.12,−0.35)	. The positive value is for the 〈100〉 direction perpendicular to the
jump direction. The −0.12	 is for the jump direction. The value of −0.35	 is for the 〈011〉
direction perpendicular to the jump direction. For the 863 atom simulation the migration strain
tensor has principal values of (0.68,−0.12,−0.34)	. Notice that although the fractional
volume increase of Tr(V (m)) = 0.22	 on moving the vacancy to the saddle point is only
about one-third of the vacancy formation volume, the anisotropy is quite large.
4.3. Uniform stress
We ﬁrst examine a simple case of uniform stress to illustrate the spectrum of behaviour
and magnitude of the stress effects, and to test the linear local approximation (our local
approximation is exact in this limit). We consider a uniform uniaxial stress along a 〈100〉
direction. Figure 3 shows the vacancy formation enthalpy, Hv and the activation enthalpy,
Ht for this case. When the 〈100〉 direction is perpendicular to the motion (4 out of
12 directions of motion) the effect of stress on the activation enthalpy is quite pronounced.
For the eight other equivalent directions, the effect is small. However, non-linear effects are
more apparent in these latter directions, whereas the linear approximation is quite good for the
activation enthalpy for the directions of motion perpendicular to 〈100〉 even up to quite large
stresses.
4.4. Lomer dislocation
To test the local and linear approximations and to investigate a problem of some physical
interest, diffusion near a dislocation core in aluminium, we consider the vacancy formation
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and diffusion near a Lomer dislocation, which is a non-glissile edge dislocation. The Lomer
dislocation is chosen because it does not disassociate and thus has a single core region and no
stacking fault. We anticipate that the local approach, based on a vacancy in a perfect crystal,
will break down as the core region is approached because of the large distortions near the core
and the changes to the core structure that are induced by a vacancy.
The simulations of the full inhomogeneous system are done in a cylinder with a radius of
50Å, and periodic boundary conditions in the directional parallel to the dislocation. Outside
the 50Å radius, there is an annular region of atoms held ﬁxed at the positions indicated by the
anisotropic linear elasticity solution for the dislocation displacement ﬁeld. The thickness of
this region is such that the inner relaxing atoms are effectively in an inﬁnite body. The length
in the periodic direction is 28.5Å. Based on calculations at half this length and 1.5 times this
length, the effects of the vacancy interactingwith its periodic images are negligible at the 28.5Å
separation. The system size is such that the ﬁxed external displacement boundaries accurately
mimic the desired state of zero stress at inﬁnity. No change is made in the displacements of
the atoms in the ﬁxed region when a vacancy or saddle point is created. The defect enthalpy
is then
H
(dislocation)
d ( y,σ
(e) = 0) ≈ E(dislocation)d (m − 1, y,σ(e) = 0) +
1
n
Eb(n,σ = 0)
−E(dislocation)(m, y,σ(e) = 0) (37)
with m, the number of atoms, about 23 000. Due to the large system sizes used to avoid
boundary effects, no attempt has been made to compute the rate prefactors.
As a reference for understanding the various ﬁgures, the atomic positions of the relaxed
Lomer dislocation, when viewed along the dislocation line, are shown in ﬁgure 4(a). The
white and grey atoms are in different planes, with an AB stacking order. The centre of the
dislocation is the ring of ﬁve-atom columns with empty space shown between; in four of these
ﬁve columns the atoms are miscoordinated. This core structure predicted by the Ercolessi and
Adams potential is in very good agreement with the experimentally determined core structure
of the Lomer dislocation in aluminium [18].
In order to apply the local and linear approximations, we need to know the local
stresses σ( y) and [σ( y) + σ( y′)]/2 to compute the formation and activation enthalpies using
equations (24) and (25). Here, we use the stresses at the atomic sites [19]7 computed from the
dislocation simulation with no vacancy. To indicate the magnitudes of the stresses, ﬁgure 4(b)
shows a contour plot of the pressure ﬁeld surrounding the dislocation. Pressure is shown
because in the linear approximation the vacancy formation enthalpy is linear in the pressure.
Figure 4(c) shows the actual vacancy formation enthalpy around a Lomer dislocation.
The stress effects are quite signiﬁcant. The vacancy formation enthalpy in the unstressed
bulk is Hv = 0.69 eV. For a site in the column of atoms just above the centre of the
dislocation (as seen in the ﬁgure) the vacancy formation enthalpy is Hv = 0.89 eV. Thus,
in these locations the equilibrium vacancy concentration at room temperature is reduced by
a factor of more than 1000. On the compression side of the dislocation the effect is even
stronger. For the two atom columns just below the centre of the dislocation, the vacancy
formation enthalpy is only Hv = 0.04 eV. (Larger simulation cells give a value of 0.06 eV.)
7 Computing the atomistic stress involves dividing by the volume per atom, and so we must deﬁne a volume per atom
for a single atom near the centre of a dislocation. We have computed the volume per atom for an atom by averaging
the distance to its twelve nearest neighbours, to get an average nearest-neighbour distance for the atom. We have then
called the volume per atom for an fcc lattice with this nearest-neighbour distance the volume per atom for the atom.
A self-consistent measure of the volume, such as a Voronoi construction, where the sum over the atoms of the volume
per atom gave the total volume, would be more elegant, but would give similar results for atoms where we would
expect the local approximation to be accurate.
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Figure 4. Lomer dislocation in Ercolessi and Adams glue potential for aluminium. (a) Atomic
positions near dislocation core. (b) Pressure ﬁeld of the dislocation in GPa. (c) Vacancy formation
enthalpy in eV. The value in bulk material is 0.69 eV. (d) Vacancy migration enthalpy for motion
parallel to the dislocation line in eV. The value in bulk material is 0.61 eV. For the contour plots,
data points aremarkedwith black diamonds, and the contours are those generated by the commercial
plotting software.
Thus, in equilibrium at room temperature, nearly 10% of these sites are predicted to be
vacant.
We have computed the migration enthalpy for saddle points for about 20 representative
sites between 3 and 20Å from the dislocation core, and each of the seven non-equivalent
diffusion directions from those sites. To illustrate a single direction of motion, particularly
relevant to pipe diffusion, ﬁgure 4(d) shows the migration enthalpies for motion parallel to the
dislocation line. The migration enthalpies are highly anisotropic. For example, for the sites
with the largest and smallest values of the migration enthalpy parallel to the dislocation line,
the migration enthalpies for the seven inequivalent directions range as shown in table 1. For
comparison, the vacancy migration enthalpy in an unstressed bulk simulation is 0.61 eV.
We have computed the vacancy formation enthalpy in the local approximation and in
the linear approximation for all nearby atom positions excluding the atoms in the ﬁve central
columns. The largest error in the local approximation is 0.09 eV, and the locations of sites
with errors greater than 0.05 eV (equal to 2kBT at room temperature) are shown in ﬁgure 5(a).
The results for the linear approximation based on the atomistic stress are shown in ﬁgure 5(b).
While not as accurate as the local approximation, errors of more than 0.05 eV are still restricted
to the area within about 8Å of the dislocation centre.
For the local and linear approximations, we have computed the activation enthalpies, rather
than the migration enthalpies. The migration enthalpy will generally be accurate wherever the
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Table 1. Anisotropy of migration enthalpy.
Migration enthalpies for site with
smallest value largest value
for parallel for parallel
Motion direction direction direction
Parallel 0.39 0.83
Perpendicular 0.29, 0.41 0.71, 0.70
Other 0.56–0.64 0.46–0.48
activation enthalpy is, and vice-versa, because the approximations to the vacancy formation
enthalpy are accurate closer to the dislocation core than these are. For each site, the largest error
in the activation enthalpy of the seven possible directions of motion is shown in ﬁgure 5(d),
and the largest errors using the linear approximation in ﬁgure 5(e). The error in the local
approximation is less than 0.05 eV for sites more than roughly 13Å from the dislocation
centre, and the linear approximation is similarly accurate for sites more than roughly 17Å
from the core.
In performing a higher scale simulation, the atomistic stress would not be available.
Rather, stresses from an elasticity solution would be used. We have therefore also computed
vacancy formation and activation enthalpies using the continuum linear elastic stress prediction
in place of the atomistic stress, in order to test the accuracy of the approximation most likely
to be used in practice. In computing the stress ﬁeld from continuum elasticity, the position
of the dislocation is a free parameter which can be chosen to give the best results. Figure 6
shows the anisotropic linear elasticity prediction for the stress ﬁeld of the dislocation and the
values obtained from the atomistic simulation. The results for the vacancy formation enthalpy
using the linear approximation with the stress ﬁeld from continuum linear elasticity are shown
in ﬁgure 5(c). The error is less than 0.05 eV for sites more than roughly 10Å from the core,
slightly worse than for the linear approximation using atomistic stresses. The results for the
activation enthalpy using the linear approximation with the continuum linear elastic stress are
shown in ﬁgure 5( f ), and the results are similar in accuracy to the linear approximation using
the atomistic stresses.
To quantify the dependence of our results in terms of strain, we have computed the
gradient of the hydrostatic strain around the Lomer dislocation as follows. For each atom,
the nine components of the deformation gradient are ﬁt by least squares to the 36 components
of the vectors to its 12 nearest neighbours. (At the core some atoms are miscoordinated,
and no calculation is made.) The trace of the Lagrangian strain divided by three is taken
as the hydrostatic component of the strain. For atoms for which they and their 12 nearest
neighbours all have a successfully calculated hydrostatic strain, we now compute a (three
component) gradient as a least squares ﬁt to the 12 differences in hydrostatic strain between
the nearest neighbour atoms and the atom. The magnitude of the gradient vector has then
contour plotted using commercial plotting software (Tecplot). Examining ﬁgure 5 the local
and linear approximations are found to be accurate within 0.05 eV for the activation enthalpy
for strain gradients up to 6 × 106 m−1 and 3 × 106 m−1, respectively.
5. Conclusions
We have described a local approximation to the formation and activation enthalpies which
govern diffusion in a crystal under highly non-uniform stress. This approximation extends
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Figure 5. Accuracy of local and linear approximations as compared to atomistics. Error in:
(a) local approximation of the formation enthalpy; (b) and (c) linear approximation of the formation
enthalpy, using atomistic and continuum stresses, respectively; (d) local approximation of the
activation enthalpy; (e) and ( f ) linear approximation of the activation enthalpy, using atomistic and
continuum stresses, respectively. Coloured sites are those where computations have been made.
For each site the activation enthalpy error is the largest error for motion in any direction from the
site. The contours shown are for the magnitude of the gradient of the hydrostatic component of
the strain of 3 × 106 and 6 × 106 m−1. The local approximation is accurate within 0.05 eV for
sites 1.3 nm or more from the centre of the dislocation, while the linear approximation is similarly
accurate for sites 1.7 nm or more from the centre.
the previous linear approximation, while still depending only on the local state of stress
and its gradient, both of which are required by the linear approximation. While this local
approximation will not be accurate in the core of a dislocation, for example, it is accurate closer
to the core than the linear approximation. For the particular case of vacancy diffusion near a
Lomer dislocation in an EAM model of aluminium, we have tested both the local and linear
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Figure 6. Accuracy of elasticity prediction of pressure ﬁeld. (a) Pressure ﬁeld fromatomistic stress.
(b) Pressure ﬁeld from anisotropic linear elasticity. (c) The contours from (a) and (b) overlaid.
Coloured contours are atomistics, dashed black contours are elasticity.
approximation for the vacancy formation enthalpy and activation enthalpy against atomistic
calculations in the presence of the actual dislocation. We ﬁnd that the local approximation
and linear approximations are accurate outside a small region surrounding the core of the
dislocation. The cross-sectional area where the local approximation is inaccurate is roughly
half that for the linear approximations.
While vacancy diffusion is the simplest situation, this type of local approximation could
be extended to interstitial diffusion, and, although it will involve two correlated defects, to
diffusion of substitutional impurities via a vacancy mechanism. Furthermore, the formulation
developedhere, including the detailed simulations needed to create a localmodel, are applicable
for a wide range of problems. The local model developed and tested here and the traditional
linear model, which we have also tested, set the stage for multiscale models of diffusion in
which the fully atomistically resolved region is reduced to very manageable sizes, which may
permit long simulation times and physicallymeaningful results for diffusion-driven phenomena
in solids.
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