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A new pipeline for the recognition of universal expressions of
multiple faces in a video sequence
Latifa Greche a · Mohamed Akilb · Rostom Kachourib · Najia Es-sbaia
Abstract Facial Expression Recognition (FER) is a
crucial issue in human-machine interaction. It allows
machines to act according to facial expression changes.
However, acting in real time requires recognizing the ex-
pressions at video speed. Usually, the video speed dif-
fers from one device to another. However, one of the
standard settings for shooting videos is 24 fps. This
speed is considered as the low-end of what our brain
can perceive as fluid video. From this perspective, to
achieve a real-time FER the image analysis must be
completed, strictly, in less than 0.042 second no matter
how the background complexity is or how many faces
exists in the scene. In this paper, a new pipeline has
been proposed in order to recognize the fundamental fa-
cial expressions for more than one person in real world
sequence videos. First, the pipeline takes as input a
video and performs a face detection and tracking. Re-
gions of Interest (ROI) are extracted from the detected
face in order to extract the shape information when
applying the Histogram of Oriented Gradient (HOG)
descriptor. The number of features yield by HOG de-
scriptor is reduced by means of a Linear Discriminant
Analysis (LDA). Then, a deep data analysis was carried
out, exploiting the pipeline, for the objective of setting
up the LDA classifier. The analysis aimed at proving
the suitability of the decision rule selected to separate
the facial expression clusters in the LDA training phase.
To conduct our analysis, we used ChonKanade(CK+)
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database and F-measure as an evaluation metric to cal-
culate the average recognition rates. An automatic eval-
uation over time is proposed, where labelled videos is
utilized to investigate the suitability of the pipeline in
real world condition. The pipeline results showed that
the use of HOG descriptor and the LDA gives a high
recognition rate of 94.66%. It should be noted that
the proposed pipeline achieves an average processing
time of 0.018 second, without requiring any device that
speeds up the processing.
Keywords Facial expression recognition · Histogram
of Oriented Gradient · Linear Discriminant Analysis
1 Introduction
The early studies and analysis of facial expressions were
studied only in the psychological field where Charles
Darwin [1] demonstrated for the first time that de-
spite the differences between individuals and cultures,
six facial expressions are innate and common among
human beings, which are joy, fear, sadness, surprise,
anger and disgust. With the emergence of new technolo-
gies and robots, the psychologist provided the machine
learning and computer science community with labeled
databases [2–4] which contain a set of face images of
universal expressions or a set of micro-expressions [5]
information. Facial expression recognition has many ap-
plications in security, human-machine interaction, and
medicine. It is an active area of research where different
solutions have been proposed over the years. Generally,
proposed solutions can be grouped in two categories.
The first category uses a video sequence to build dy-
namic models for facial expressions. This category is
based on approaches that extracts spatio-temporal fea-
tures [6–9] from the face over time. Although, this first
category provides more information that is useful for
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expression analysis, the dynamic aspect of those models
requires considering the neutral expression as reference
to predict the exhibited expressions [10]. Therefore, the
dependency to the neutral expression limits the use of
dynamic models in real world scenes where the expres-
sion is unpredictable.
The second category of solutions extracts particular fea-
tures from single images. Such solutions get rid of the
dependency to the neutral expression. In Shan et al. [11]
authors investigate the Local Binary pattern (LBP [12])
descriptor for low-resolution FER. Some modified ver-
sions of LBP were proposed for expression analysis like
the Local Tenary Patterns (LTP) [13] and Compound
Local Binary pattern (CLBP) [14]. Uçar et al. [15] pro-
posed curvelet transform and online sequential extreme
learning machine (OSELM) with radial basis function
(RBF) hidden node having an optimal network struc-
ture. In the state-of-the-art, a shape descriptor has been
used in recent FER studies which is HOG descriptor.
It was first proposed by Dalal et al. [16] for human de-
tection and then studied as part of FER. D. McDuff
et al. [17] present a real-time FER toolkit that auto-
matically recognizes the expressions of multiple people
simultaneously. Authors extract in that work HOG fea-
tures from regions of interest defined by a set of land-
mark points delimiting the face components like the
eyebrows, the eyes and mouth. Then, the Support Vec-
tor Machine (SVM) classifier is trained on 10000 im-
ages, collected from around the world over the Inter-
net [18] after filming volunteers while they are watch-
ing videos that stimulate their emotions. However, the
landmark points have been manually localized in the
images. For the real time recognition the toolkit user
must be connected to a server in order to exchange and
preprocess the frames instantly. The HOG descriptor
has been studied and compared to many descriptors in
some recent studies. P. Carcagni et al. [19] presented
with details a comprehensive study of the HOG extrac-
tor in FER problem. Where, HOG descriptor has been
compared to LBP, CLBP, and Spatial Weber’s Local
descriptor (SWLD). The descriptors’ comparison has
been realized with an SVM classifier that measures the
recognition rate related to each descriptor. The authors
showed that HOG features are more relevant than the
LBP, CLBP and SWLD features. K. Lekdioui et al. [20]
compared the HOG descriptor to other descriptors like
the LBP, LTP, and the pair combinations of the de-
scriptors which are HOG-LBP, HOG-LTP, and LBP-
LTP. The performance of recognition has been mea-
sured using the SVM classifier. The descriptors’ evalu-
ation demonstrated that the association of LTP (a tex-
ture extractor) and HOG (a shape descriptor) is the
appropriate method that describes facial expressions.
Through these studies and comparisons, the authors
showed that HOG is one of the useful shape and form
descriptor of facial expressions if compared to the tex-
ture descriptors. Therfore, our interest goes towards us-
ing the HOG descriptor because of its capability to dis-
criminate the shape and the changes of facial expres-
sions, by computing the distribution of edge directions
related to the facial traits, on the one hand. On the
other hand its capability to get rid of problems related
to the variation in shadowing and illumination [16].
Automatic facial expression recognition is a compos-
ite task that involves the expression classification stage
in addition to the feature extraction stage. Some stud-
ies [19–21] put emphasis on searching the relevant fea-
tures to extract from facial expression data. This paper
will focus on analysing the hidden structure of facial ex-
pression data, after being encoded by HOG features, for
the objective of gaining high FER rates and reducing
the processing time until reaching a real-time FER that
fits the video speed of 24 fps. In fact, it is difficult to de-
cide which classifier is relevant for the facial expression
classes before the hidden structure of data classes is
analysed and understood. Visualizing the hidden struc-
ture of data classes can be helpful to investigate the
suitability of different classification methods. However,
it is challenging to visualize the data structure when the
subjects within the data are represented by more than
three features. To solve this problem some dimension-
ality reduction methods are proposed like the Princi-
pal Component Analysis (PCA) [22] and the LDA [23].
Though the both methods can reduce thousands of fea-
tures extracted from each face image into only two or
three features, there are differences in the manner they
transform the dataset when reducing the number of fea-
tures. As the PCA ignores the class labels during the
search of a low-dimension set of axes that summarize
data, reducing our data using this reduction method
will certainly cause an information lose related to the
clusters’ separability within the data. The LDA, how-
ever, focuses more on finding a low-dimensional set of
axes in which the data classes separability increases.
It has been widely used. However, in facial expression
recognition issue and related to HOG features the LDA
has seldom been addressed. M.H. Sidiqi et al. [24] pro-
posed curvelet transform [25] to extract features from
images. The features are then reduced by employing
linear discriminant analysis (LDA). Finally, the hidden
Markov model (HMM) is used to recognize the expres-
sions. M.H Sidiqi et al. [26] used a Stepwise Linear Dis-
criminant Analysis (SWLDA) [27] that focuses in se-
lecting the features from the images. For recognition,
the hidden conditional random field model is applied.
J. Wang et al. [28] investigated the usefulness of 3D fa-
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Fig. 1 The overall view of the proposed pipeline
cial geometric shapes to represent and recognize facial
expressions, where the LDA classifier has been used to
evaluate the performance of recognition under different
head poses.
Usually, the LDA is used for dimensionality reduction
rather than for classification. In fact, the choice of whether
to use the LDA only for reduction or for classification
too depends on the relationships between the classes
when the original data is transformed into a new set
of low-dimensional data. In other words, the presence
of significant overlaps between the classes, in the scat-
ter diagram of the transformed data, excludes the LDA
from the option of being used as a classifier. However,
when the data are separable, the LDA makes the class
separation easy with less overlap and can be exploited
as a supervised classification method if combined with
the suitable decision rule allowing the correct classifi-
cation of the test set. As the main aim is to reach an
effective recognition, we are interested in reducing the
number of HOG features, related to each subject, with
maximizing the between-class variation and minimiz-
ing the within-class variation in the reduced data. For
the above mentioned purpose the LDA has been used
for dimensionality reduction. Furthermore, our prelim-
inary analysis [29] for exploring facial expression data,
by means of multiple feature descriptors and classifiers,
showed that the LDA can be used also as a powerful
classifier for HOG data. This conclusion was reached
after automatically tuning the parameters of a pre-
selected set of image descriptors and classifiers and com-
paring the recognition rates of their pair combinations
(extractor-classifier). B. Hariharan et al [30] showed as
well that the use of the whitened HOG descriptor and
the LDA classifier instead of the SVM classifier allows
building a competitive object detection system that is
significantly faster not only at the level of the training
time but also the detection time.
The work in this study consists then of adapting the
processing chain, that was essentially used to explore
images and to work on real world videos.
Making FER systems reliable is challenging for practi-
cal real-time application. To address this challenge, this
paper proposes the following contribution, which is a
real-time pipeline based on a processing chain that ex-
tracts the shape of the face from images and makes an
extreme reduction of the extracted features with pre-
serving the essential needed information for recogni-
tion. The pipeline takes as input a video and returns
the expression of individuals whom frontal face is cor-
rectly detected in the frames. In addition to the previ-
ously mentioned contribution, an automatic evaluation
technique has been carried out in order to evaluate the
pipeline using labelled videos instead of labelled images.
Evaluating the pipeline using real world videos allows
enhancing the pipeline functioning, Particularly when
the frames where the false alarms are detected are reg-
istered and added to the training set. This would help
the pipeline to make a self-learning while reviewing new
images.
The remainder of this paper is divided as follows, in
Section 2, a new pipeline to automatically recognise the
expressions of multiple faces has been proposed. Then,
in Section 3 a set of analysis has been carried out for
the objective of setting up the LDA classifier and in-
vestigating the pipeline suitability in real world appli-
cation. Finally, Before concluding and proposing some
future works in Section 5, a discussion and comparison
of the pipeline results to the state-of-the-art has been
presented in Section 4.
2 The methodology overview
The recognition of facial expression requires a pipeline
that involves different processing steps. The pipeline in
figure 1 has been used in this work: the first step de-
tects the faces within the frame and then the registered
one passes through the ROIs extraction step in order
to register the most expressive parts of the face. This
preliminary operation allows extracting the top region
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of the face, including the eyes, the eyebrows, and the
forehead, the nose region, and the mouth region. There-
fore, relevant information like the shape and the wrin-
kles can be described by applying the HOG extractor.
Finally ,for the recognition of the appeared emotions,
the vector of features extracted by HOG is classified
by the LDA classifier. The pipeline operating steps are
detailed in the following subsections.
2.1 Face detection and tracking
As people spend time looking straight at their device
screen while working, texting, reading or watching videos,
the interest goes towards detecting and processing frontal
faces in the frames provided by the front-camera of
those devices. In this study, static images and video
frames are scanned by the fast Viola and Jones face de-
tector [31] in order to find out faces at multiple scales
and positions. Detected faces are then tracked over time
using an accurate method which is the Kanade-Lucas-
Tomasi (KLT [32]) method. Usually, the tracker is au-
tomatically executed once the face detector finds the
face in any frame. It extracts the feature points, which
are the Harris corners illustrated in figure 2, from the
face and tracks them from one frame to another till the
face disappears from the scene.
The most important role of the tracker is to reduce
the image processing time by reducing the image area
where the face detector will search for faces. The time is
further reduced by skipping some video frames when re-
calling the face detector. For this, after measuring the
pipeline speed while skipping certain number of frames
every time the pipeline re-runs, we decided to make the
face detector works after every 10 frames. The inter-
esting point here is even if the face detector skips 10
frames, the face tracker operates to mantain the face
tracking from one frame to another without skipping
any frame, which keeps the pipeline processing works
at the real time frame rate. However, The challenge
lies in finding new faces. In other words, if a new face
appears in the scene, just after calling the face detec-
tor, the pipeline will detect and process the new face
only after skipping 10 frames. Analysing this point in
terms of time, the skip of 10 frames in the case of de-
vices having a shooting video of 30 fps means waiting
0.33 seconds before updating the face detection stage to
be able to search new faces, knowing that the tracking
is maintained for the already detected ones during the
0.33 seconds. When running the pipeline, the effect of
the delay of 0.33 seconds is not visually observable as it
is related only to the first face detection and once the
face is detected the expression will be analysed from
one frame to another till the face disappears.
Fig. 2 The feature points extracted from the face and used
for the tracking
2.2 ROIs extraction
Once the face tracking is ensured in the video, the ROIs
containing transient features like the wrinkles, the fore-
head lines, the frown lines, and the laugher lines and
permanent features like the forehead with the eyes, the
nose, and the mouth are extracted from each face win-
dow. Thus, the irrelevant face parts are eliminated while
facial regions containing transient and permanent fea-
tures that are prone to changes are selected.
As long as the face is detected in its frontal position, the
ROIs can be localized easily and rapidly by using geo-
metric method [33] rather than using detectors for facial
components like the eyes, the nose, and the mouth de-
tectors. The geometric method is based on the fact that
human faces have similar geometric configuration and
there is a proportionality between the face components
dimension, such as the proportionality between the face
length and the position of the eyes or the mouth. Thus,
the three ROIs have been localized using this method
as follows:
– The face window having L x L dimensions is divided
into 6 x 6 sub-regions as shown in figure 3.
– For each ROI, specific sub-regions are selected. For
example, the region of the eyes is bounded by sub-
regions (2-5) horizontally and (2-3) vertically.
Emotions stimulate initially the face muscles. There-
fore, the movement of the muscles appears through two
types of face shape changes involved when a new emo-
tion is occurring. The first change is related to the
movements of permanent features. The second change
concerns the transient features that appear only when
Fig. 3 The face partitioning and ROIs extraction
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the emotion is occurring. The best way to describe fa-
cial expression is to extract the shape of the face compo-
nents. By shape, we mean the relative positional infor-
mation that can be formed while computing particular
information like the local distribution of the edge direc-
tions [34]. For this reason, the powerful shape descriptor
which is HOG extractor has been used to construct the
proposed pipeline.
2.3 HOG descriptor
Allows extracting the local shape from the regions of
interest as illustrated in figure 4. It calculates the distri-
bution of local edge directions in small cells of size 8×8
pixels. At each pixel, the horizontal gx and the vertical
gy gradients are calculated using 1-D centred deriva-
tive masks [−1 0 1] and [−1 0 1]T . A gradient orientation
θ(x,y) = arctan
gx
gy
is used to vote into eight correspond-
ing orientation histogram bins equally spaced between
0 − 360o. Then, the votes are weighed by a gradient
magnitude M(x,y) =
√
g2x + g
2
y and accumulated over
pixels of each cell to construct one resulting histogram
hi. Histograms calculated over blocks are normalized
with an overlap of 50% to provide better invariance to
the change of illumination. Finally, all histograms hi
are concatenated in order to construct the final vector
H = [h1, h2. . . , hn].
Once the HOG descriptor extracts the vector of fea-
tures, the pipeline final step classifies that vector. How-
ever, before going through the classification step, a train-
ing phase is required in order to construct the LDA
classifier.
2.4 LDA training
The training and the classification can only be achiev-
able in two distinct phases. The scheme of the training
phase is illustrated in figure 5. The scheme consists of
the same above mentioned pipeline preprocessing steps
in addition to the LDA reduction step. However, no face
tracking was needed for the face detection step since
labelled images were used instead of video sequences.
The labelled images were collected from two different
databases in order to diversify the subjects within the
training set. The ChonKanade Image Database (CK+) [4]
is specifically acquired for facial expression analysis.
This choice has been made according to the following
reasons: the diversity of samples within the same classes
in terms of gender, as well as ethnicity and age; the
necessity to compare the performance of our proposed
pipeline to the ones of the state-of-the-art. The CK+
contains image sequences of people with seven facial
Fig. 4 HOG feature extraction from the ROIs
expressions (joy, surprise, anger, fear, disgusts, sadness
and neutral state). Each sequence begins with the neu-
tral expression and ends with an expressive face. To
increase the diversity of our training set, which is es-
sentially based on CK+ images, the Yale Face [2] image
database was also used. It contains 165 images of 15
subjects viewed under 11 different observation condi-
tions. Where, subjects express different expressions like
joy, sadness, boredom, surprise, and wink under differ-
ent condition of illumination or with partial occlusions.
The scheme takes as input the training set that was
labelled according to the universal expressions of emo-
tion. Then, the images pass through the three prepro-
cessing steps which are the face detection, the ROIs and
the HOG feature extraction steps. At the output of the
HOG descriptor, the vector of features extracted from
each face image is stored within the matrix datam,n
represented as follows:
datam,n =

h1,1 h1,2 · · · h1,n
h2,1 h2,2 · · · h2,n
...
...
. . .
...
hm,1 hm,2 · · · hm,n
 (1)
Where datam,n is the resulting labelled data after ex-
tracting HOG features from the images, the rows refer
the vector related to each image within the database, n
is the number of features extracted from the ROIs, and
m is the number of images.
LDA reduction [23]: when the resulting matrix datam,n
is given, the number of variables n can be reduced.
The idea is to transform the matrix datam,n having
Fig. 5 The training phase of the LDA classifier
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n variables into a data, having two variables and repre-
sentable in a scatter diagram, allowing a deeper vision
of data classes distribution in low-dimensional space.
This enables us to understand the geometric relation-
ship between the data classes in the training phase,
so that those classes can be separated effectively and
thereby construct an appropriate classifier for facial ex-
pression classes.
So, to reduce the resulting matrix datam,n that is com-
posed of n=768 variables, which are the HOG features
hi,j , the LDA has been used. Applying the LDA on the
resulting matrix creates a new set of features where the
number of the variables n is reduced into two variables.
Therefore, creating the new two-dimensional space of
data involves computing various statistics about the
resulting matrix like computing the covariance matrix
which can tell us about the scatter within the data.
To compute this scatter the covariance is multiplied by
the probability of the classe PC (that is the number of
subjects inside the class divided by the total number
of subjects in the data). Summing the scatter values
related to each class gives us the within-class scatter
(SW ). With this measure we can know whether images
belonging to the same class are tightly clustered to-
gether. As the within-class scatter gives us the infor-
mation about how much the class images are tightly
clustered, we need also to get the inter-class informa-
tion in order to know if data classes are easy to separate.
For this, the between-class scatter (Sb), which refers the
distance between the classes, has been computed. Gen-
erally, getting a small value of SW and a large value of
Sb means that the data is easy to separate into classes.
The calculation of SW and Sb are the following [35] :
Sw =
∑
classesC
M∑
iεC
PC .(hi − µC)(hi − µC)T (2)
Sb =
∑
classesC
(µC − µ)(µC − µ)T (3)
Where µC =
1
M
∑M
i=1 h(i,j) and µ =
1
m
∑m
i=1 h(i,j) are
the mean vector in each class and µ is the overall mean,
respectively. M and C are the size of samples in each
class and the class, respectively.
Making S−1W Sb as large as possible is the key to reduce
the thousands of data variables into two discriminant
variables that contain almost all the classification in-
formation embedded in the original images. Those vari-
ables are computed by resolving the generalised eigen-
vectors of the matrix S−1W Sb in the equation 4 and se-
lecting the eigenvectors υ that have the maximal eigen-
values λ:
Aυ = λυ (4)
Where A = S−1W Sb is the between-class scatter divided
by the within-class scatter assuming that S−1W exists.
The two selected eigenvectors, having maximal eigen-
values, constitute the columns of the two variables of
the reduced data. Those two variables are then plotted
in the scatter diagram of figure 6. This figure repre-
sents the spread of 248 face expressions clustered into
seven classes after being transformed and reduced by
the LDA, where the axes LDA 1 represents the first
eigenvector and the axes LDA 2 represents the second
eigenvector.
The produced diagram shows that the classes can clus-
ter separately. However, there’s an overlap of samples
at the boundaries of the seven classes like the class of
happy faces with scared faces. Therefore, we must con-
struct our classifier by separating the data clusters with
the adequate decision rule. In this context, the pipeline
has been exploited to test multiple decision rules over
the produced clusters. For that different classification
techniques have been associated with the LDA in which
the LDA decision rule has been replaced by the deci-
sion rule related to other classifiers like the k-NN, the
Näıve Bayes, the SVM, and the Binary Tree. Then, the
recognition rate has been measured for each combina-
tion test, so that the LDA decision rule can be cho-
sen according to the combination having the maximum
recognition rate.
After finishing the training and fixing the decision rules
of the LDA classifier, the last pipeline step uses this
classifier to recognize expressions in real world videos.
2.5 Classification
At this step when a new face image with the vector of
features X is projected in a particular location in the
Fig. 6 The scatter diagram of the CK+ database after ex-
tracting HOG features and reducing dimension by the LDA
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scatter diagram, the LDA classifier relies on a multi-
variate Gaussian to estimate the probability that the
facial expression X belongs to a particular class (called
also the posterior probability P (C = ci/X = x)), where
ci refers the ith class and iε{1, 2, 3, 4, 5, 6, 7} refers the
class number. The posterior probability is computed us-
ing the Bayes rule witch is equal to the probability of X
knowing the class P (X = x/C = ci) multiplied by the
probability P (C = ci) of the class ci and divided by the
sum of the probabilities of the facial expression X under
all the possible classes. So, the posterior probability is
defined as:
P (C = ci/X = x) =
P (X = x/C = ci)P (C = ci)∑7
j=1 P (X = x/C = cj)P (C = cj)
(5)
As we assume that our data come from a multivariate
distribution, the P (X = x/C = ci) can be computed
as follows:
P (X = x/C = ci) =
exp(− 12 (x− µi)
TCo−1i (x− µi))√
2π | Coi |
(6)
Where, µi is the vector mean and Coi is the covariance
of the classe i.
The requested facial expression X is classified as a class
ci according to the class that gives the maximum pos-
terior probability, given by:
Pmax = argmax
ci
{P (C = ci/X = x)} (7)
After the LDA recognizes the face expression, the pipeline
outputs the location of the faces (if there are so many
within the frame) as bounding boxes and exhibits the
face expression on the top of those bounding boxes.
In addition to that, the pipeline records the result of
recognition and the face location for the objective of
evaluating the pipeline.
On the whole, this section describes the pipeline steps
and details the training phase in which further analysis
have been realized to set up the LDA classifier.
3 The pipeline evaluation
In this section many experimentations and tests have
been carried out to evaluate our proposed pipeline func-
tioning when using real world videos. Before the evalu-
ation, first, the pipeline has been exploited to conduct
deep analysis on the hidden structure of data and set
up the decision boundary of the LDA classifier.
3.1 The LDA evaluation
An effective use of the HOG descriptor in FER requires
the use of robust and fast classification method. How-
ever, choosing the appropriate classification tools is dif-
ficult if one does not have a prior knowledge about the
structure of the data classes. By knowing the hidden
structure we can understand how the data classes are
organized and clustered. The structure means the ge-
ometric relationships among the data classes in two-
dimensional space. An example of a structure is lin-
ear and non-linear relationships among the vectors of
the classes. Therefore, understanding the geometric re-
lationships among the data classes will help us figure
out the suitable decision boundary that separate the
classes.
We need to choose the appropriate decision boundary
for the LDA classifier. For this purpose, table 1 summa-
rizes the analysis after testing different decision bound-
aries to separate the clusters within the LDA classifier
during the training. The generalization ability of the hy-
brid classifiers, presented in the second column of the
table, reveals that associating the LDA with the Multi-
variate Gaussian or Näıve Bayes makes the recognition
better with an average recognition rate of 96.44% and
95%, respectively. However, combining the LDA with
the SVM, the k-NN, and the Binary Tree doesn’t en-
hance the recognition of the facial expressions at all.
The problem with the Quadratic Discriminant Analy-
sis (QDA) and the other classifiers is that even if the
decision boundaries between the classes seem to be cor-
rect in the scatter diagrams at the third column of the
table 1, those methods fail in classifying new requested
images and that’s because they make wrong decision
boundaries in regions where no data points are avail-
able. This problem is noticeable in the case of the scat-
ter diagram that represents the SVM decision bound-
ary, in table 1. Looking at the SVM decision boundary,
it is obvious that the top right region of the scatter dia-
gram is identified as a part of the sad class while there is
no point that belongs to this class in that region. Thus,
in this case, if a requested face image is projected within
this region the expression of that face will be misclassi-
fied. The analysis of table 1 demonstrates that the LDA
with the multivariate Gaussian seems to be suitable for
the classification of the seven facial expression classes.
That’s because it can make good decision boundaries
by separating, linearly, the seven classes (as shown in
figure 7) and can classify, accurately, requested images
with a maximal average recognition rate of 96.44%.
Once the LDA decision boundary is fixed, the pipeline
uses the LDA classifier to recognize the face expressions
in videos collected from the MMI database and videos
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Table 1 The recognition results and the visualization of the
hybrid classifiers
Methods
Recognition
rate
Decision boudaries visu-
alisation
The LDA
with
the Mul-
tivariate
Gaussian
0.96
The LDA
with
the SVM
0.43
The
Quadratic
Discrim-
inant
Analysis
(QDA)
0.80
the LDA
with
the k-NN
0.77
The LDA
with
the Naive
Bayes
0.95
The LDA
with
the Binary
Tree
0.43
filmed in real word in the presence of more than one
Fig. 7 The scatter diagram showing the linear decision
boundaries of the LDA classifier
person at the scene.
As it was mentioned in the subsection 2.4 that the
training is made using the Yale Face and the CK+
databases, it is worthwile to make a closer look re-
garding the generalization ability of the LDA classi-
fier. According to the obtained results the LDA is gen-
eral enough to be representative of those databases and
some real world situations as we can see in the Sub-
section 3.2. The CK+ database is widely used for algo-
rithm development and evaluation of facial expression
recognition systems [19,20,36,37] The reason of this is
in addition to the diversity of samples within this data,
it includes also video sequences that vary in duration
(i.e. 10 to 60 frames) and incorporate the onset (which
is the neutral frame) to peak formation of the facial
expressions. On the other hand, the benefit behind us-
ing the Yale Face together with the CK+ database is
just to increment the diversity of samples and to add
images with partially occluded faces to the experimen-
tal dataset. However, we still can’t generalize in real
world data in complicated situations like occluded and
rotated faces, because the training data contain only
few samples considering those situations. To make the
LDA classifier general enough to be representative of
the real world it should be trained using an important
quantity of real world data. To make this possible, the
pipeline can register the results of recognition including
the face image and the expression associated with, so
that the false recognition ones can be selected and used
to retrain the LDA classifier.
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Fig. 8 The automatic evaluation technique of our pipeline using real labelled videos
3.2 The evaluation of the proposed pipeline
The challenge of evaluating the pipeline in real world
videos leads us to build the scheme presented in figure
8. The scheme consists of the same pipeline process-
ing elements in which two additional operating blocks
have been added. The first block aims at evaluating the
face detector and the second one aims at evaluating the
LDA classifier. For the automatic evaluation, first the
scheme takes as inputs a set of labelled videos that con-
tains frames with faces displaying different transitions
between facial expressions. Those videos were collected
from the MMI database [3]. The reason for choosing this
data is diversity of subjects and the existence of par-
tially occluded faces by hair and glasses in addition to
the various lighting conditions. The face detector scans
the video frames in order to find out the faces. At the
face detector output, the block 1 has been added to en-
sure that the face window found by the face detector is
a true positive.
Block 1: To decide whether the outputs of the face
detector are faces, the block 1 compares the face posi-
tions that have been manually extracted from the video
frames (the reference vector) to those given by the face
detector when the same video is being entered then pro-
cessed by the pipeline. As the face of individuals partic-
ipating in the MMI videos are in the same position over
the frames, it was easy for us to set the face position
for all the videos and thereby to construct the reference
vectors for the block 1. Therefore, if the face positions
that are given by the face detector don’t match with
the face position in the reference vector then the recog-
nition of the facial expression fails. Then, the output
of the Block 1 could be a false positive Fpi (the face
detector can’t find the face while it exists in the image)
or a False Negative Fni (the face detector estimates are
found the face while it doesn’t exist). In this case, the
outputs of this block Fpi and Fni will be stored in the
false recognition metric. Otherwise, if the face position
given by the face detector matches the one in the refer-
ence vector, the detected face pass throughout the re-
maining pipeline steps till arriving at the second block
that evaluate the recognition results outputted by the
LDA classifier.
Block 2: allows comparing the pipeline outputs with
the reference vectors stored in this block.To do this,
the reference vector related to each video sequence used
in the experimentation has been manually constructed
as follows. As almost videos in the within the MMI
database begin with a neutral expression that changes
over time to achieve a high-intensity expression and
then returns to the neutral expression, the reference
vector can be constructed by assigning the value 1 to
the frames that contain the high-intensity expression
and 0 otherwise, as illustrated in figure 9. To avoid
assigning manually the label for each frame in video
sequences that lasts on an average of 6 seconds with a
speed of 30 fps, the solution is to just localize the transi-
tion frames as follows: T1 where the expression changes
from the neutral state to the high-intensity expression
and T2 where the expression changes to go back to the
neutral state. So, The frames between the transitions
T1 and T2 will have the same label that is equal to 1
and the ones at the left of T1 and the right of T2 are
labelled with the value 0. However, for few videos the
expression begins and ends with a minimal intensity like
the sequence presented in figure 10. In this case, all the
frame are assigned into 1. For us a sequence is consid-
ered correctly recognized when the frames containing
the neutral expression are correctly recognized and the
frames containing the basic expression of the video se-
quence are also correctly recognized by the classifier.
Fig. 9 A simplified scheme showing the construction process
of the reference vector
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Fig. 10 The recognition results of the video ”S036-005.avi”
taken from the MMI database
Finally, for each video, the reference vector is con-
structed and stored in the block 2, so that the block
can compare the pipeline outputs ŷi with the elements
of the reference vector yi as follows:
Si =
{
yi if ŷi = yi
ŷi if ŷi 6= yi
(8)
Where yi is the face expression in the reference vector
at the i-th frame, ŷi is the face expression classified by
the LDA at the i-th frame
The block can decide whether the expression is correct
or not using the following condition. If Si = yi then
the resulting Si is a positive outputs, which means the
facial expression is correctly classified (see scheme 8).
Otherwise, if Si = ŷi then Si is a negative outputs,
which means the facial expression is misclassified.
On the whole, the positive and negative outputs are
used to construct the confusion matrix and compute the
f-measure [38] which gives a precise calculation about
the average recognition rate. Table 2 reports the re-
sulting confusion matrix computed after the automatic
pipeline evaluation. Knowing that the LDA has been
trained by the CK+ and Yale Face databases, the tests
using MMI videos showed that the pipeline is accurate
in recognizing the expression of joy, surprise, and anger.
Those three expressions have recognition rates, supe-
rior than 90%, which is normal for the joy and sur-
prise expressions as they are the easiest expressions to
discriminant[39,40]. However the recognition rates of
fear, disgust,and sadness are limited between 90% and
80%. There can be many reasons why certain expres-
sions are not correctly classified. the first reason is the
low-intensity of the expressions when it changes from
expression to another which makes the recognition par-
ticularly difficult at the frames of transitions. Another
reason is the similarities in the appearance of some fa-
cial traits, like strict lips and when the eyebrows are
down, makes confusions between the expressions of dis-
gust, anger, and sadness.
The scheme has been adapted to continuously visualize
the change of the expression over time. Figures 11(a)
Table 2 The confusion matrix after the pipline evaluation
over video sequences.
jo su fe di an sa ne
Jo 95.7 0 3.1 0 0 0 1.2
Su 1.3 96 1.9 0 0 0 0.8
fe 5.12 7.01 85.09 0 0.08 0.1 2.6
di 0 0 0 89.92 3.58 3.1 3.4
an 0 0 0.84 1.6 91.1 4.02 2.44
sa 0 0 1.3 2.9 8 83.49 4.31
ne 0.3 0.3 5.5 0.9 8.94 10.23 73.83
with jo, su, fe, di, an, sa, and ne refer to joy, surprise, fear,
disgust, anger, sadness, and neutrality respectively
and 10 illustrate the FER in two different videos where
the visualisation of the expression transitions has been
automatically returned after executing the proposed
pipeline. In figure 11 (a), a correct prediction is ob-
tained over the frames containing the basic expression,
whereas the prediction is unstable due to the pipeline
uncertainty during the permutation of the face expres-
sion. The proposed pipeline has been designed to recog-
nize the expression of multiple faces in the case where
several people appear in the video scene. An example of
expression recognition over four frames extracted from
a real video has been presented in Figure 12, where
three individuals are filmed using the front camera of a
cell phone. After testing the pipeline on some real world
videos, it should be noted that the proposed pipeline
achieves an average processing time of 0.018 second for
(a)
(b)
Fig. 11 The graphical representation of the facial expression
variation over time in a video. (a) The recognition results of
the video ”S001-100.avi” taken from the MMI database. (b)
The reference vector of the same video ”S001-100.avi”.
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one face. This means that pipeline is applicable at least
for devices having a shooting video of 24 fps. However,
the more the faces are multiplied in the scene the more
the time is consumed by the pipeline. Indeed, the pro-
cessing time varies according to many variables which
are the face size and the scene background complexity.
Meaning that in the case of scenes containing faces hav-
ing large dimension or containing many moving objects
in the background, the pipeline consumes a lot of time
in analysing the scene frames.
4 Discussion
For fair comparison with the state-of-the-art, many pro-
tocols must be respected which limits some choices re-
garding the database, the manner we split it, and the
metrics we use during the pipeline evaluation. For this
reason, the pipeline results (reported in section 3) have
been compared with the results of the existing works
that use in common: the CK+ database, the 10-fold or
LOO cross-validation techniques, and the recognition
Fig. 12 The resulting recognition after applying the pro-
posed pipeline on a real world video filmed by the front cam-
era of a cell phone
metric F-measure. Based on those protocols, the com-
parison with the state-of-the-art have been done using
two studies [20,19] in which the HOG descriptor has
been used to extract facial expression features. Table 3
reports the comparison result demonstrating that our
proposed pipeline provides a high average recognition
rate of 96.44 and processing time of 18 ms. The pipeline
computational cost, in terms of time, has been mea-
sured considering an average of 100 frames using Intel
core i7 processors, CPU @ 2.20GHz 2.2GHz, and RAM
of 16.0 Go.
Table 3 Performance comparison of our approach vs recent
State-of-the-Art approaches (with using CK+ data, 10-fold,
and F-measure)
Carcagni et
al. [19]
Lekdioui et
al. [20]
Proposed
pipeline
Av 94.1 96.06 96.44
time 43.38 ms 236.18 ms 18 ms
Av: is the average recognition rate (the F-measure)
time: is the whole preprocessing time of the systems
ms: refers the millisecond unit
Lekdioui et al. [20] propose a FER system that em-
ploys an automatic technique for finding the proper
cropping of facial components. Their experimental anal-
ysis showed that the performance of HOG descriptor
associated with a texture descriptor, like the LTP, and
an SVM classifier provide a recognition rate of 96.06%.
However, the recognition time demonstrated that this
FER system have an expensive computational cost in
terms of time and thereby can be applied only to static
images.
Carcagni et al. [19] carried out a comprehensive study
of the HOG descriptor as a part of the FER issue, show-
ing that a proper tuning of HOG parameters can lead to
a powerful representation of facial expressions and thus
an effective recognition with an average of 94.1%. The
simplicity of the model, which is based on HOG descrip-
tor and the SVM classifier, have allowed to apply the
pipeline in real-world operating conditions with a pre-
processing time of 43.38 milliseconds. However, with the
analysis carried out in subsection 3.1 and the pipeline
evaluation in subsection 3.2 we emphasize that a poten-
tial reduction of HOG features by the LDA can speed
up the FER with maintaining high recognition rates.
5 Conclusion
The need for building practical facial expression recog-
nition system, lead us to propose a pipeline after mak-
ing several data analysis. The pipeline first extracts
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three ROIs isolating some face areas like the forehead
with the eyes, the nose, and the mouth. The ROIs are
then processed in order to extract the shape informa-
tion using a HOG feature extractor. An extreme reduc-
tion of HOG feature has been realized by the LDA. For
classification, the following classification techniques in-
cluding k-NN, the Näıve Bayes, the SVM, the Binary
Tree, and the pair combination of these classifiers with
the LDA have been tested.
An automatic evaluation technique has been proposed
to compute the pipeline performance of recognition when
many expression transitions are present in the videos.
Already trained by CK+ video sequences and Yale Face
database, the pipeline evaluation using MMI video se-
quences showed that the proposed pipeline can be ap-
plied in real-time (i.e. at the frame rate of 24 fps) with
an average processing time of 0.18 millisecond.
However, the implementation of the pipeline has high-
lighted several points that should be improved, namely:
the adaptation of the pipeline in order to recognize fur-
ther expressions such as recognizing the driver fatigue,
to survey the state of patients and to recognize the
micro-expressions. It is necessary to run this pipeline,
constantly, in real scenes either if the facial expression
is a standard expression or not. Parallelization is also
needed in order to ensure fast facial expression recogni-
tion in the presence of dozens of faces in the video scene.
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