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ABSTRACT: We systematically parameterized a coarse-
grained (CG) model for DNA that is compatible with the
Martini force ﬁeld. The model maps each nucleotide into six to
seven CG beads and is parameterized following the Martini
philosophy. The CG nonbonded interactions are based on
partitioning of the nucleobases between polar and nonpolar
solvents as well as base−base potential of mean force
calculations. The bonded interactions are ﬁt to single-stranded
DNA (ssDNA) atomistic simulations and an elastic network is
used to retain double-stranded DNA (dsDNA) and other
speciﬁc DNA conformations. We present the implementation of the Martini DNA model and demonstrate the properties of
individual bases, ssDNA as well as dsDNA, and DNA−protein complexes. The model opens up large-scale simulations of DNA
interacting with a wide range of other (bio)molecules that are available within the Martini framework.
■ INTRODUCTION
Coarse-graining in biomolecular simulations reduces the
complexity of an atomistic simulation system by averaging
over nonessential degrees of freedom. In practice, the reduction
is achieved by replacing groups of atoms by larger units that
approximate the interactions of the underlying atoms. Such
structural coarse-graining speeds up simulations by reducing
the number of computations performed per timestep and
enables the use of larger timesteps due to smoothening of the
energy landscape. If done carefully, CG models oﬀer a powerful
tool to study systems at increased length and time scales with
only limited loss of accuracy.1,2
DNA seems like an ideal molecule for CG molecular
dynamics (MD) simulations, given the problematic nature of
sampling DNA conformations at the all-atom level.3−5 In
double-stranded (dsDNA) form DNA molecules span sizes
from nanometers to centimeters and important structural
features arise at widely diﬀerent length scales, which can be
addressed with diﬀerent levels of coarse-graining. Initially, CG
models for DNA were developed mainly for large length scales,
where individual base pairs are largely ignored and the main
focus is on elastic and packing properties of dsDNA.6−9 More
recently, an increasing number of models closer to atomistic
resolution have been developed. For example, the 3SPN (three
sites per nucleotide) models10,11 have enough detail to include
speciﬁc hydrogen bonding and base stacking potentials and
derive their bonded interactions from the canonical B-DNA
structure. These models describe elastic properties of DNA as
well as DNA melting fairly well. The OxDNA model12,13 also
reproduces both thermodynamical and structural properties of
DNA successfully by parameterizing the CG interactions
against experimental stacking propensity and dsDNA melting
temperatures as well as the ideal B-DNA structure. Another CG
model with three beads per nucleotide by Linak et al.14 is also
able to describe some non-Watson−Crick type base pairs using
directional potentials. A similar model by Maciejczyk et al.15
uses potentials of mean force calculations to derive the CG
potentials. The model by Maﬀeo et al.16 models ssDNA with
two beads per nucleotide but does not describe sequence
speciﬁcity. The SIRAH force ﬁeld has a CG DNA model17 that
diﬀers from the others by using more CG beads per nucleotide
(six beads) with spherically uniform interactions. Another
example of a CG DNA model with higher resolution is the
HiRE model18 that describes each nucleotide with seven beads.
Traditionally, CG DNA models parameterize the solvent
implicitly, and to our knowledge, only the SIRAH model has
an explicit solvent version available. Most of these models are
focused on the structural or thermodynamic properties of
DNA. There have not been many CG models that can describe
DNA interactions with other biomolecules. Two models that
do include DNA interactions with other biomolecules are the
PRIMO(NA)19 model and the model by Poulain et al.20 In
addition, Liwo et al.21 have announced that they are in the ﬁnal
stages of combining their protein and DNA force ﬁelds
(UNRES and NARES-2P, respectively).
Here, we present a Martini22 CG DNA model systematically
parameterized according to the Martini philosophy and,
therefore, compatible with other Martini models for bio-
molecules and solvents. The CG Martini force ﬁeld22−24
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combines top-down and bottom-up approaches for parameter-
ization. The main targets are experimental values like densities
of liquids and partitioning free energies of small solutes
between polar and nonpolar solvents which are used to
determine nonbonded interaction parameters as well as
atomistic reference simulations which are used mainly to
extract bonded interaction parameters but also to ﬁne-tune the
nonbonded interactions. Martini maps roughly four non-
hydrogen atoms to one CG bead and has a restricted number
of bead and interaction types. Each bead type describes one or
more chemical building blocks and mimics their properties.
This approach makes the CG Martini models transferable to
diﬀerent systems and compatible with each other. The Martini
force ﬁeld has parameters available for an increasing number of
molecules, including lipids,22,23 proteins,25,26 carbohydrates,27
and polymers,28,29 and includes aqueous solvent explicitly at
two diﬀerent available levels of detail.23,30 Since transferability
and compatibility are intrinsic properties of models built using
the Martini force ﬁeld, a CG Martini DNA model opens up
possibilities for CG DNA simulations of complex biological
systems that other approaches have not been able to address.
Previous work on nucleotides using the Martini force ﬁeld
include an ad hoc version of a small piece of Martini DNA,
parameterized by Khalid and co-workers31 and used to study
complexes of DNA and lipids.31,32 A modiﬁed version of the
SIRAH DNA model has also been adapted to work with
Martini solvent to simulate DNA hairpin translocation and
unzipping in nanopores.33 A preliminary version has also been
used in a model of a lipid nanoparticle containing RNA.34,35 A
separate model was made by Kim et al.36 to study RNA−
peptide complexes.
The parameterization approach we take here follows the
general strategy for Martini, combining top-down information
from experiment (notably, partitioning free energies) with
bottom-up information derived from reference atomistic
simulations. In particular, we ﬁrst selected bead types for the
nucleobases based on partition free energies from water to
chloroform or hydrated octanol. The bonded interactions were
ﬁtted to reproduce bond, angle, and dihedral distributions
obtained from atomistic simulations of short ssDNAs. Finally,
for dsDNA, an elastic network was optimized to retain the
double helical structure and the persistence length of dsDNA.
Our DNA model can be used to simulate both ssDNA and
dsDNA and is compatible with all other Martini models. The
main limitation of the model is in the base-pairing, which is not
speciﬁc enough and requires the elastic network to keep
dsDNA in its canonical form. Reproducing melting curves or
spontaneous hybridization is therefore not within the scope of
our model. Furthermore, the elastic network used for the
dsDNA will keep the DNA structure close to its initial form.
This allows for simulations of various DNA structures with or
without other biomolecules but limits local reorganization
which makes our model less suitable to study structural
properties of dsDNA.
■ MODEL
In Martini DNA, each nucleotide is mapped to six or seven CG
beads. The backbone is modeled with three beads by mapping
the phosphate to one and the sugar to two beads. The
pyrimidines (cytosine and thymine) are modeled as three-bead
rings and the purines (adenine and guanine) as four-bead rings.
The mapping of each base is illustrated in Figure 1, and the
exact mappings are listed in Table S1 of the Supporting
Information. For each residue, the beads are divided into
backbone beads (BB1, BB2, and BB3) and side chain beads
(SC1, SC2, SC3, and SC4 for the purines). The ﬁrst backbone
bead (BB1) is the phosphate and last one (BB3) the 3′ end of
the sugar. For the side chains, the beads are deﬁned in cyclical
order so that SC1 is attached to backbone, and in dsDNA, the
SC2 and SC3 beads would be base-pairs with the opposing
strand.
The bases in dsDNA are stacked very close to each other,
with a distance between bases of only 0.34 nm. These stacked
rings lead to problems in a CG model that describes the
underlying atomistic structure with large isotropic beads. In
Martini, approximately four heavy atoms are described with a
single bead. The spherical shape is necessary partly due to the
simplicity of the model but is commonly justiﬁed by the fairly
uniform distribution of underlying atoms inside the spheres.
While this approximation is good enough for most atomistic
structures, it fails for thin, planar molecules like the nucleobases
since the beads are too large in the dimension perpendicular to
the plane of the base. Standard Martini beads use a LJ
parameter σ = 0.47 nm, and even the smaller ring type beads (S
type) use σ = 0.43 nm, which is too large to model base
stacking. In order to ﬁt the bases at the correct distance in the
CG DNA structure, we therefore created an even smaller bead
type. We selected σ = 0.32 nm for this new bead type and
denote these beads with T (for tiny). T particles interact with
each other using the reduced σ but behave as S type particles
toward standard and S type particles (σ = 0.43 nm and epsilon
reduced to 75% with S particles and σ = 0.47 nm with regular
particles).
Another addition to standard Martini was made to describe
hydrogen bonding between the bases. Martini does not have
any special interactions to model directional hydrogen bonds,
although they are crucial for the formation of dsDNA and the
speciﬁcity of base pairing. We therefore speciﬁcally tuned the
interactions between the hydrogen bonding beads. Since
Figure 1. CG mapping of Martini DNA. The DNA backbone is
modeled with one bead describing the phosphate and two beads
describing the sugar. The pyrimidines are modeled with three beads
and the purines with four beads. The Martini bead type of each bead is
shown; the T-preﬁx marks the beads that use the new tiny bead type.
For hydrogen bonding beads, the new special bead types are shown
together with the bead type describing their interactions with all beads
except the special hydrogen bonding beads (in parentheses).
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Martini explicitly deﬁnes interactions pairwise for each bead
type, we used special bead types for the hydrogen bonding
particles, adding eight special beads that are meant solely for
this purpose. These beads interact with all other bead types
based on their underlying chemical group (e.g., TA2, based on
TN0, interacts like TN0 with all other bead types except for the
eight special hydrogen bonding bead types), but the energy
levels are modiﬁed for interactions between these special eight
beads. The interaction matrix of these beads is presented in
Table S2 of the Supporting Information.
■ METHODS
This section covers the methods used to parameterize and test
the DNA model. First, the simulation parameters are detailed
for the four diﬀerent types of CG simulations used: free energy
calculations of nucleobases in solution, equilibrium simulations
of DNA in solution, equilibrium simulations of DNA−protein
systems, and ﬁnally, free energy simulations of nucleobases in
membranes. Second, simulation parameters for the correspond-
ing atomistic simulations are detailed. Third, the implementa-
tion of alchemical free energy calculations and potential of
mean force calculations are explained in detail. The section
concludes with an explanation of how the CG-bonded
interactions were obtained from atomistic simulations and
how CG structures after simulation were backmapped to
atomistic resolution.
CG Simulations. The molecular dynamics (MD) simu-
lations were performed using versions 4.5.x and 4.6.x of the
GROMACS simulation package.37 The default Martini
parameters22,23 were used for nonbonded interactions:
Lennard−Jones (LJ) interactions were shifted between 0.9
and 1.2 nm; Coulomb interactions were shifted between 0.0
and 1.2 nm and screened by a uniform relative electric
permittivity (εr = 15). In simulations with the polarizable water
model,30 the relative permittivity was adjusted to εr = 2.5 and
long-range electrostatics were included using PME.38,39 The
pair list radius was set to 1.4 nm and updated every 10th step.
The timestep varied depending on the system; the systems
including only the nucleobases were simulated with a 20 fs
timestep, complete DNA molecules with a 10 fs timestep.
The CG free energy simulations in solution were performed
in periodic rhombic dodecahedron boxes with the temperature
maintained using the velocity rescaling thermostat40 at a
reference temperature of 298 K and time constant τT = 0.5 ps.
The Parrinello−Rahman barostat41 was used for pressure
coupling with a reference pressure of 1 bar, 4.5 × 10−5 bar−1
compressibility, and a time constant τp = 4.0 ps. Equilibrium
simulations of CG systems used the velocity rescaling
thermostat40 with a reference temperature of 298 K and time
constant τT = 0.5 ps and the Berendsen barostat
42 with a
pressure of 1 bar, 3 × 10−4 bar−1 compressibility, and τp = 3.0
ps. For the DNA and DNA−protein stability test simulations,
the temperature was maintained at 310 K using the Berendsen
temperature coupling algorithm42 with a time constant τT = 2.0
ps. The Berendsen barostat42 was used to maintain a reference
pressure of 1.0 bar using a time constant τp = 3.0 ps and a
compressibility of 3.0 × 10−5 bar−1. For membrane partitioning
free energy simulations, the temperature was maintained at 303
K using the Berendsen temperature coupling algorithm42 with a
time constant τT = 0.3 ps and semi-isotropic pressure coupling
was applied using the Berendsen barostat42 with a reference
pressure of 1.0 bar using a time constant τp = 3.0 ps and a
compressibility of 3.0 × 10−5 bar−1. Note the use of diﬀerent
coupling schemes illustrates the robustness of our model.
Additional tests showed our results to be independent of the
speciﬁc choice of thermostat or barostat (data not shown). The
recommended parameters for Martini DNA simulations can be
found at http://cgmartini.nl.
AA Simulation Setup. Atomistic reference simulations
were run with a timestep of 2 fs with all bonds constrained. The
coupling schemes were identical to the CG simulations, except
for membrane partitioning free energy simulations in which a
time constant τT = 0.1 ps was used for the temperature
coupling and a time constant τp = 2.0 ps and a compressibility
of 4.5 × 10−5 bar−1 for the pressure coupling. Parameters used
for nonbonded interactions were based on Lavery et al.43 for
AMBER, except for the addition of a short switching region to
avoid cutoﬀ artifacts. A neighbor list of 1.2 nm was updated
every 10th step, while both LJ and Coulomb interactions were
switched oﬀ between 0.8 and 0.9 nm. Long-range electrostatics
were handled with PME,38,39 and a dispersion correction was
used for both energy and pressure. For CHARMM, parameters
from Bjelkmar et al.44 were used, i.e., a neighbor list of 1.2 nm
was updated every 10th step, Coulomb interactions were cutoﬀ
at 1.2 nm, and PME was used for the long-range part whereas
LJ interactions were switched oﬀ between 1.0 and 1.2 nm and
dispersion correction was employed for the long-range part. For
GROMOS, parameters from Oostenbrink et al.45 were used. A
neighbor list of 0.8 nm was updated every ﬁfth step together
with a twin-range setup where Coulomb and LJ interactions
were calculated until 1.4 nm. Reaction-ﬁeld and dispersion
correction were used for the long-range interactions.
Together with the CHARMM and AMBER force ﬁelds for
the bases, the TIP3P46 water model was used, whereas SPC47
was used with GROMOS. The membrane partitioning free
energy simulations used TIPS3P48 with CHARMM36.49 The
octanol and chloroform topologies used with the AMBER bases
were GAFF50 taken from Caleman et al.51 The octanol for
CHARMM is based on the CGenFF52 parameters for ethanol
(adapted to octanol by Casteblanco53), whereas the chloroform
used is the same as the GAFF topology used for AMBER.
Although this chloroform model has been previously shown to
be compatible with CHARMM27,54,55 mixing force ﬁelds is
always a reason for caution. Therefore, we also included a
comparison to previously published results of Wolf et al.56 who
studied chloroform water partitioning using diﬀerent chloro-
form parameters for CHARMM and AMBER (with CHARMM
and OPLS parameters, respectively). We denote the results
from Wolf et al. as CHARMM-Wolf and AMBER-Wolf
throughout the manuscript. For the GROMOS bases, we
used the GROMOS53A645 parameters for both octanol and
chloroform. For membrane partitioning free energy calculations
with AMBER,57 lipid parameters were taken from refs 58 and
59.
Free Energy Calculations. The partitioning free energies
of small building blocks are the main benchmark used to
parameterize nonbonded interactions in Martini.22,23 We
determined the bead types for the nucleobases by calculating
their partitioning free energies from water to octanol (hydrated
with a 0.26 mole fraction of water to match experimental
conditions60) and from water to chloroform. We used
experimental values as well as results from all-atom simulations
to benchmark the CG partitioning behavior.
All partitioning free energies are calculated by separately
calculating the solvation free energies in both solvents and
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using a simple thermodynamic cycle, which yields the
partitioning free energy as
Δ = Δ − Δ→ →⌀ →⌀G G Gs s s s1 2 1 2
where s1 and s2 denote the two solvents, Ø denotes vacuum,
and ΔG is the change in free energy related to the process
described in the subscript. The free energies of solvation were
obtained by simulating the reverse process. The solute was ﬁrst
equilibrated in the solvent and then decoupled from it in
discrete steps. The completely decoupled state corresponds to
having the solute in vacuum (which approximates its gas phase)
and thus the change in free energy from the fully coupled state
to the uncoupled state is (the negative of) the solvation free
energy of the solute in that solvent. The decoupling was
performed in separate steps that makes sampling from
equilibrium possible and also allows running the simulations
in parallel. The degree of coupling was described using a λ
parameter that ranges from 0 (fully coupled) to 1 (fully
uncoupled). In all simulations that use the λ parameter the
intramolecular interactions were not dependent on λ and were
thus fully present regardless of the λ value. Separate simulations
of each λ value between 0 and 1 were performed and during
each simulation the energy of the system was calculated using
the two neighboring λ values at each neighbor search step.
These energy diﬀerences between the native and foreign λ
values were translated into free energy diﬀerence using the
Bennett’s acceptance ratio method (BAR)61 as implemented in
the GROMACS tool g_bar.
The decoupling of the CG solute from the solvent could be
performed in one stage as the CG solutes have no charges. To
calculate each CG free energy value, 11 simulations with
uniformly distributed λ parameters were performed (a test with
10 additional windows showed similar results). Each simulation
was started from a pre-equilibrated system where the solute was
fully interacting with the solvent. Each simulation was then
energy minimized (steepest descent, 2000 steps) and
equilibrated in NVT for 1 ns and in NpT for 0.5 ns with the
appropriate λ parameter. Production runs of 100 ns were then
performed. The simulations were run in rhombic dodecahedron
boxes, where the distance between periodic images was 2.6−3.4
nm depending on the system. Soft-core interactions were
employed to avoid problems with small λ values, using
GROMACS soft-core parameters sc_alpha = 0.5 and sc_power
= 1.
The decoupling of the solute from the solvent in the AA
simulations was performed in two stages. First, the Coulomb
interactions were decoupled, while the LJ interactions were
kept fully coupled. Second, the LJ interactions were decoupled
when no charges were present in the solute. Soft-core
interactions were used in the second stage with the same
parameters as in CG simulations to avoid singularities.62 The
ﬁrst stage was performed with six separate simulations and the
second one with 11 simulations, each 20 ns long. For exact
comparison with the available experimental data on unmethy-
lated bases in water and octanol and methylated bases in water
and chloroform, we created both types of bases using
parameters from CHARMM27,54,55 AMBER94,63 and a
modiﬁed version of GROMOS with charges scaled to improve
the partitioning of bases to chloroform (kindly provided by
Jozica Dolenc). For the chemical structures of the unmethy-
lated and methylated nucleobases, see Figure S1 of the
Supporting Information. The topologies were taken from the
DNA building blocks, and if necessary, the bases were
neutralized: for AMBER, a hydrogen with the correct charge
was added, for CHARMM a hydrogen with the default (0.07)
charge was added, and the charge of the attached nitrogen was
modiﬁed to neutralize the molecule.
PMF Calculations. A number of potentials of mean force
(PMFs) were calculated, namely, PMFs of base stacking, base
pairing, and base partitioning into a membrane environment. In
each case, the PMF proﬁles were obtained from umbrella
sampling simulations.
To obtain the PMFs related to the base stacking, two bases
were placed in a box with about 500 water beads. This is large
enough so that even at the longest restraint distance the
periodic images of the bases were further away than the
distance between the two bases in the box. For the CG systems,
windows were spaced 0.05 nm apart from 0.25 to 2.20 nm
between the centers of mass of the bases. The distance between
the bases was restrained with a harmonic umbrella potential
with a force constant of 2000 kJ mol−1 nm−2. Each window was
simulated for 100 ns. The atomistic simulations followed the
same methodology with similar box sizes, but the increased
number of particles was limited simulation length to 10 ns per
window.
The base pairing PMF proﬁles were obtained by constraining
the bases to the same plane using position restraints in the
directions perpendicular to the pulling direction. The bases
were aligned so that the X-axis passed through the N1 atom of
the purines and the N3 atom of the pyrimidines, and the base
plane was set as the XY plane. Position restraints with a force
constant of 400 kJ mol−1 nm−2 were used in the Y direction and
a 4000 kJ mol−1 nm−2 force constant in the Z direction.
Windows were again spaced 0.05 nm apart between 0.45 and
2.00 nm. For CG systems, each window was simulated for 100
ns, whereas the atomistic systems were simulated for 10 ns.
PMFs of base partitioning into lipid bilayers was explored in
a series of over 50 simulations, transporting the diﬀerent bases
along various phospholipid bilayers (1,2-dioleoyl-sn-glycero-3-
phosphocholine, DOPC; 1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphocholine, POPC; 1,2-dioleoyl-sn-glycero-3-phosphoe-
thanolamine, DOPE; and 1,2-dioleoyl-sn-glycero-3-phospho-L-
serine, DOPS). For each system, both CG and AA simulations
were performed. For the CG simulations, both polarizable and
standard Martini water models were tested, and for the AA
s imu la t ions , bo th AMBER99sb_parmbsc057 and
CHARMM3649 were used with the simulation parameters
detailed above. Each system consisted of two nucleobases, a
lipid bilayer (64 lipids in each leaﬂet) and ∼3500 CG water
particles or ∼10 000 AA water molecules. Additionally, all
systems were neutralized by adding counterions. The two
independent nucleobases were separated by 4 nm, using a
harmonic potential force constant of 200 kJ mol−1 nm−2 on
each nucleobase, and simulated in 20 windows, spaced 0.2 nm
apart. Each CG window was then simulated for 300 ns,
corresponding to an overall simulation time of 6 μs for each
system and each AA window for 100−150 ns, for a total of 2−3
μs per PMF proﬁle.
Parameterization of Bonded Terms. Bonded parameters
in Martini are usually based on reference AA simulations. The
aim is to match the conformations available in Martini as
closely as possible to the conformational space of the reference
AA model. This means that in Martini the bonded parameters
are frequently used to balance out some inaccuracies in CG
nonbonded interactions. For DNA, we decided to use
CHARMM2754,55 as the reference AA force ﬁeld. In our
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tests, it gave a more ﬂexible ssDNA than AMBER94.63 These
ﬁndings align well with the results of Guy et al.64 who found
CHARMM to sample ssDNA conﬁgurations more eﬃciently
than the AMBER force ﬁelds. The ssDNA was chosen as the
reference state as we did not want to bias our model toward a
more ordered DNA state such as dsDNA. We selected 10
diﬀerent ssDNA sequences, each four bases long, to use as our
primary test systems. The sequences used are shown in Table
S4 of the Supporting Information. The short length of the
strands avoids complications in parameterization that hairpins
or other interactions between the ends of the strands would
cause. The set of diﬀerent sequences was used to test whether
the distributions of the bonds, angles, and dihedrals of the
backbone were sequence dependent at the CG level.
Backmapping. Backmapping of DNA and protein−DNA
complexes was performed from CG Martini to CHARMM3649
all atom representation using backward.65 The backmapping
procedure takes an input CG structure and converts it to a
target atomistic structure using the provided Martini to
CHARMM mapping for each molecule (available at the
Martini portal, http://cgmartini.nl/) and the atomistic top-
ology. Using the backward scripts, the following procedure was
used to relax the atomistic structure, after the initial
backmapping step. First, an energy minimization for 500
steps was performed, followed by MD simulations with
increasing timesteps of 0.1, 0.2, 0.5, 1.0, 1.5, and 2.0 fs. The
LJ and Coulomb cutoﬀs were set at 0.9 nm. The neighbor list
cutoﬀ was set at 0.9 nm. Temperature was scaled using the
velocity rescale algorithm and held at 200 K.40 The resulting
structures were further equilibrated for 50 ns using the
CHARMM3649 force ﬁeld and the same parameters as the
CHARMM36 atomistic simulations described above.
■ RESULTS
This section describes the parameterization and performance of
our Martini DNA model in detail. The mapping of the model
was described above in the Model section. The model was
parameterized in three steps. First, the nonbonded interactions









BB1-BB2 1 0.360 20 000
BB2-BB3 1 0.198 80 000
BB3-BB1 1 0.353 10 000
BB1-BB2-BB3 2 110.0 200
BB2-BB3-BB1 2 102.0 150
BB3-BB1-BB2 2 106.0 75
BB1-BB2-BB3-BB1 2 95.0 25
BB2-BB3-BB1-BB2 1 1803 2
BB3-BB1-BB2-BB3 9 85.0b 2
BB3-BB1-BB2-BB3 9 160.0c 2
BB3-ASC1 1 0.300 30 000
ASC1-ASC2 1 0.229 constraint
ASC2-ASC3 1 0.266 constraint
ASC2-ASC4 1 0.326 20 000
ASC3-ASC4 1 0.288 constraint
ASC4-ASC1 1 0.162 constraint
BB2-BB3-ASC1 2 94.0 250
BB3-ASC1-ASC2 2 160.0 200
BB3-ASC1-ASC4 2 140.0 200
ASC1-ASC2-ASC3 1 85.0 200
ASC1-BB3-BB1 2 158.0 200
ASC2-ASC1-ASC4 1 125.0 200
ASC2-ASC3-ASC4 1 74.0 200
ASC3-ASC4-ASC1 1 98.0 200
BB1-BB2-BB3-ASC1 2 −90.0 20
BB2-BB3-ASC1-ASC2 2 −116.0 0.5
BB2-BB3-ASC1-ASC4 2 98.0 15
BB3-CSC1 1 0.270 30 000
CSC1-CSC2 1 0.220 constraint
CSC2-CSC3 1 0.285 constraint
CSC3-CSC1 1 0.268 constraint
BB2-BB3-CSC1 2 95.0 210
BB3-CSC1-CSC2 2 95.0 300
BB2-CSC1-CSC3 1 150.0 500
CSC1-BB3-BB1 1 180.0 30
CSC1-CSC2-CSC3 1 61.0 200
CSC2-CSC1-CSC3 1 71.0 200









BB1-BB2-BB3-CSC1 2 −78.0 25
BB2-BB3-CSC1-CSC2 2 −90.0 20
BB2-BB3-CSC1-CSC3 2 −142.0 50
BB3-GSC1 1 0.300 30 000
GSC1-GSC2 1 0.295 constraint
GSC2-GSC3 1 0.295 constraint
GSC2-GSC4 1 0.389 20 000
GSC3-GSC4 1 0.285 constraint
GSC4-GSC1 1 0.161 constraint
BB2-BB3-GSC1 2 94.5 250
BB3-GSC1-GSC2 2 137.0 300
BB3-GSC1-GSC4 2 130.0 250
GSC1-GSC2-GSC3 1 69.5 200
GSC1-BB3-BB1 2 157.0 150
GSC2-GSC1-GSC4 1 125.0 200
GSC2-GSC3-GSC4 1 84.0 200
GSC3-GSC4-GSC1 1 94.0 200
BB1-BB2-BB3-GSC1 2 −90.0 20
BB2-BB3-GSC1-GSC2 2 −117.0 1
BB2-BB3-GSC1-GSC4 2 92.0 15
BB3-TSC1 1 0.270 30 000
TSC1-TSC2 1 0.217 constraint
TSC2-TSC3 1 0.322 constraint
TSC3-TSC1 1 0.265 constraint
BB2-BB3-TSC1 2 92.0 220
BB3-TSC1-TSC2 2 107.0 300
BB2-TSC1-TSC3 1 145.0 400
TSC1-BB3-BB1 1 180.0 30
TSC1-TSC2-TSC3 1 55.0 100
TSC2-TSC1-TSC3 1 83.0 100
TSC2-TSC3-TSC1 1 42.0 100
BB1-BB2-BB3-TSC1 2 −75.0 40
BB2-BB3-TSC1-TSC2 2 −110.0 15
BB2-BB3-TSC1-TSC3 2 −145.0 65
aIn addition to the standard exclusions of bonded neighbors, the
second neighbors are also excluded in the backbone, and the base
beads are excluded from the backbone beads of the same residue.
bMultiplicity of the dihedral is 2. cMultiplicity of the dihedral is 3.
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were selected based on partitioning behavior of the bases and
base−base interactions in water. Then, the bonded interactions
of ssDNA were ﬁtted to atomistic simulation data. Last, the
elastic network for dsDNA was parameterized. In addition to
the parameterization of the model, we describe the behavior of
Martini DNA in diﬀerent environments and compare it to
experimental and atomistic simulation data.
Bonded Parameters. The bonded parameters were
optimized based on all-atom (AA) reference simulations of
short single-stranded DNA (ssDNA). We tested a number of
diﬀerent sequences and determined that the backbone terms
were not sequence-speciﬁc at the Martini level, and thus, only
one set of parameters was developed using the averaged data
from all systems. Examples of the diﬀerences in distributions
from diﬀerent sequences can be found in Figure S2 of the
Supporting Information. The bonded terms were manually
adjusted so that the CG distributions cover most of the AA
distributions without extending to values not observed in AA
simulations. The full list of all bonded terms in the model is
given in Table 1, while examples of the corresponding AA and
CG distributions are shown in Figure 2. The CG distributions
for each bonded term are shown together with the target AA
distribution in Figure S3 of the Supporting Information.
Overall, the distributions are well reproduced, although CG
distributions are smoother across the board, as expected.
Partitioning of Bases. The most important test for bead
types in Martini is how the building blocks partition between
polar and nonpolar environments. To test our models of the
nucleotide bases, we calculated the free energies of partitioning
from water to hydrated octanol and from water to chloroform.
In both cases, we compared the CG free energy values to
experimental values as well as results from atomistic
simulations, both previously published simulations and addi-
tional simulations were performed for this comparison (see
Methods section). The partitioning free energies are shown in
Figure 3 as well as in Table S3 of the Supporting Information.
Figure 3 shows how the CG values have an absolute error no
larger than the atomistic force ﬁelds and furthermore follow the
trend of the experimental results well. Here, it is worth noting
the large diﬀerences between the experimental results and all
the computational results as well as the large diﬀerences
between values obtained from diﬀerent atomistic force ﬁelds.
We also show calculated logP (clogP) values obtained from the
ACD/Labs logP prediction algorithm.66 These correlate well
with the experimental values; this is consistent with the values
being based on experimental logP values of similar molecular
fragments. In the case of chloroform, the diﬀerences between
our results for AMBER and CHARMM and the published
results (AMBER-Wolf and CHARMM-Wolf) are due to
diﬀerent parameters used for chloroform (see Methods
section). Overall, in comparison to the other computational
models, Martini DNA fares well by following the experimental
order of partitioning free energies both in water−octanol and
water−chloroform. Guanine and cytosine are more hydrophilic
than adenine and thymine in both cases.
Membrane Partitioning. To further explore the partition-
ing of the nucleotide bases between polar and nonpolar
environments, we calculated the free energy proﬁles of moving
the nucleobases into lipid bilayers. Figure 4 shows a snapshot
and the PMF proﬁles of moving the nucleobases into a DOPC
bilayer along an axis perpendicular to the bilayer, in both AA
and CG simulations. PMFs of the nucleobases partitioning into
POPC, DOPE, and DOPS bilayers are shown in Figure S4 of
the Supporting Information. The general features of the AA and
CG PMF proﬁles match very well for all systems. In both sets
of simulations, each PMF proﬁle shows a clear free energy
barrier at the bilayer center, which results from pulling polar
Figure 2. Example distributions of bonded terms from both AA and
CG simulations. Distributions from atomistic CHARMM simulations
are in green, and CG Martini distributions are in red. The backbone
beads are numbered starting from the phosphate (BB1) and then the
beads representing the sugar (BB2 and BB3). For a comparison of AA
vs CG distributions for all bonded terms, see Figure S3 of the
Supporting Information.
Figure 3. Partitioning free energies of the nucleobases. (A) Shows the
water−chloroform partitioning values for each tested force ﬁeld
together with the experimental values. (B) Shows the water−octanol
partitioning free energies. In each ﬁgure, the bases are sorted according
to the experimental partitioning free energies. AMBER-Wolf and
CHARMM-Wolf results are from Wolf et al.56 and use diﬀerent
solvent models than we did. Experimental results are from refs 76 and
77, while the clogP data is from the ACD/Labs algorithm in
Chemspider (www.chemspider.com, retrieved 15 January 2015). The
raw data is presented in Table S3 of the Supporting Information.
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nucleobases into the hydrophobic tail region. The PMF value
decreases rapidly when moving away from the bilayer center,
with a similar slope in both AA and CG simulations. A
minimum in the free energy proﬁle is observed where the
hydrophobic lipid tails end and the hydrophilic lipid polar
headgroups begin, consistent with the amphipathic nature of
nucleobases. At this location, the apolar aromatic rings of
nucleobases interact with hydrophobic lipid tails, while
nucleobase polar groups interact with lipid headgroups. Further
out, a small barrier is sometimes observed when the
nucleobases move past the polar/charged lipid headgroups
and then the proﬁle ﬂattens out when nucleobases reach bulk
water.
The AMBER and CHARMM AA force ﬁelds produce similar
proﬁles in general, although the exact values for the energy
barriers diﬀer somewhat. In AA simulations, guanine and
cytosine generally show the highest and adenine and thymine
the lowest energy barriers at the center of the bilayer, in general
agreement with the water−octanol and water−chloroform
simulations, as well as previous computational and experimental
results (see above). The CG simulations follow the same trend,
although for cytosine the central barrier is lower than in the AA
simulations. In the AA cytosine and guanine simulations, water
defects form and keep the nucleobases solvated, but these are
not observed at the CG level. Due to the large granularity of
CG simulations, there is no water structure in these kinds of
defects, and the corresponding missing entropic contribution
makes the defects either disproportionately expensive or
nonexistent,67,68 which can contribute to some of the observed
diﬀerences in the PMFs. In the bilayer interface region, AA
simulations prefer guanine and adenine and then thymine to
interact with the phospholipid, which is well reproduced in CG
simulations. The CG PMF proﬁles using the standard
(nonpolarizable) water model show a reasonable agreement
with both AA and the CG polarizable water. They reproduce
well the main energetic features for nucleobase transport along
the lipid bilayer as discussed above (see Figure 4 and Figure S4
of the Supporting Information). Overall, considering that
atomistic solvation free energy calculations as well as
partitioning free energies between water and cyclohexane69
have associated errors of up to 8 kJ mol−1, our CG free energy
calculations reproduce the AA results quite reasonably.
Base Stacking. The partitioning simulations describe how
the bases interact with their environment. Next, we tested how
they interact with each other in water. A PMF proﬁle of a free
cytosine and a guanine in water is shown in Figure 5A; PMF
proﬁles for all other nucleobase combinations are provided in
Figure S5 of the Supporting Information. The AA and CG
proﬁles match fairly well, showing the free energy minimum to
be at a distance of 0.34 nm where the bases are stacked for all
three force ﬁelds (Martini, CHARMM, and AMBER). The
main diﬀerence is the higher free energy barrier in the CG
proﬁle around 0.8 nm, arising from the desolvation of the
base−base interaction by the relatively large size of CG water
beads compared to atomistic water molecules.
Base−Base Hydrogen Bonding. The PMF proﬁles of two
free bases in water show mainly the eﬀect of stacking. The
orientation where two bases can form hydrogen bonds between
each other is fairly restricted and thus does not show up clearly
in these PMF proﬁles. Since this is one of the most important
Figure 4. Partitioning of the nucleobases into bilayers. (A) Simulation
snapshot showing two nucleobases pulled through a lipid bilayer in
CG simulations. The nucleobases are shown in blue, water in green,
lipid headgroups in yellow, and lipid tails in gray. (B) PMF proﬁles of
the nucleobases partitioning through a DOPC bilayer, shown for
CHARMM, AMBER, and Martini with both standard and polarizable
water (green, blue, red, and purple lines, respectively). The results of
nucleobases partitioning into POPC, DOPE, and DOPS bilayers are
presented in Figure S4 of the Supporting Information.
Figure 5. DNA base−base interactions. (A) PMF of two bases
(cytosine and guanine) interacting without additional constraints in
water (only the distance between the bases in each pulling window is
constrained). This probes mostly base−base stacking (see insert). (B)
PMF of cytosine and guanine hydrogen bonding while restricted onto
a plane (the bases are constrained in the plane and then pulled, see
insert). PMFs are shown for CHARMM, AMBER, and Martini (green,
blue, and red, respectively). The data for other base pairs are presented
in Figure S5 (free/stacking simulations) and Figure S6 (hydrogen
bonding simulations) of the Supporting Information.
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features of DNA hybridization, we study it by constricting the
bases on a plane and calculating the PMF of moving them
along the axis toward each other. Figure 5B shows an example
proﬁle, while proﬁles for all the other nucleobase combinations
are shown in Figure S6 of the Supporting Information. The
parameterization of the special class of hydrogen bonding beads
(see above) focused on getting the relative preferences between
diﬀerent base pairs correct. However, the spherically symmetric
nature of the potentials that Martini uses means that any strong
interaction between the bases in hydrogen bonding would also
aﬀect their stacking. Thus, the shallower minima observed in
the hydrogen-bonding PMFs (Figure 5B and Figure S6,
Supporting Information) are necessary to better match the
base stacking PMFs discussed above. The free energy minima
of the CG PMF proﬁles are shifted relative to the AA proﬁles in
Figure 5B. This is inevitable since the CG bead size is selected
based on the distance between two stacking bases and the
increased hydrogen bonding distance cannot be compensated
for in the size of the beads. The CG beads are mapped to the
centers of mass of the underlying atoms and thus the beads of
one nucleobase are further away from the other base than the
hydrogen bonding atoms are. Table 2 summarizes the Martini
DNA base−base pairing strengths. Importantly, Martini
reproduces the order of corresponding atomistic results.
Single-Stranded DNA. We tested a number of ssDNAs,
diﬀering in sequence, length, and the ionic strength of the
solution. Figure 7 shows the radius of gyration (Rg) of ssDNA
with three diﬀerent ion concentrations together with
experimental results as well as atomistic simulations. The
Martini DNA agrees well with the CHARMM force ﬁeld that
was used in parameterization of the bonded terms, especially at
higher ion concentrations. The AMBER force ﬁeld seems stiﬀer
than CHARMM, but the diﬀerences are fairly minor and there
are questions whether its stiﬀness is realistic.64 The recent
experimental results,70 also shown in Figure 7, predict larger Rg
values and much straighter ssDNA strands than any of the
computational results show, even at very short strand lengths.
We think the general discrepancy is due to diﬀerent
assumptions that are made in measuring radii of gyrations
experimentally and thus should not be directly compared.
Computationally, Rg values similar to the experimental values
for the shortest strands would only be obtained for a single
strand that is about as extended/rigid as DNA in double helical
form.
Correspondence between both atomistic force ﬁelds and
Martini is good, and with higher ion concentrations, they are
very similar, but at low ion concentrations, Martini is more
compact than the atomistic force ﬁelds. We think this is due to
the implicit screening of the charges in Martini. To illustrate
this, we simulated the 40 base long ssDNA with each ion
concentration using the polarizable Martini water (PW) model.
With the polarizable water model, the eﬀect of ion
concentration is clearly visible. This suggests that Martini
ssDNA with the standard water model best describes systems
with moderate to high salt concentrations.
Double-Stranded DNA. Opposing ssDNAs do not hybrid-
ize spontaneously, and prehybridized DNA structures are not
stable when simulated using Martini DNA. This is likely due to
the limited strength of interactions between the DNA strands
as well as the large size of the solvent beads. For simulations of
dsDNA, we resorted to a similar solution as with Martini
Table 2. Nucleobase Hydrogen Bonding Strength
AMBER CHARMM Martini
base pair ΔG (kJ mol−1) ΔG (kJ mol−1) ΔG (kJ mol−1)
C-G −22.6 ± 1.6 −16.5 ± 1.3 −10.0 ± 1.0
A-T −15.8 ± 0.8 −13.6 ± 0.2 −9.8 ± 1.5
C-T −11.3 ± 1.2 −11.8 ± 0.3 −9.2 ± 0.8
T-T −9.4 ± 0.6 −6.5 ± 0.2 −8.7 ± 1.0
A-G −8.8 ± 1.0 −9.6 ± 0.7 −8.3 ± 0.8
G-T −7.8 ± 1.0 −5.2 ± 0.2 −6.2 ± 1.0
A-A −4.6 ± 0.6 −5.8 ± 0.7 −5.6 ± 1.0
A-C −3.2 ± 0.8 −2.6 ± 0.8 −5.1 ± 1.0
C-C −1.6 ± 1.5 −1.0 ± 1.2 −5.0 ± 1.0
G-G 3.7 ± 1.7 5.4 ± 0.3 −4.8 ± 0.5
Figure 6. Flexibility of ssDNA. The radius of gyration of ssDNA
segments as a function of strand length in a solution. Results are
shown for CHARMM, AMBER, and Martini with both standard and
polarizable water (green, blue, red, and purple, respectively). All
simulations were run for a random sequence of ssDNA. The lines are a
ﬁt of the measurements to Rg = AN
ν, where N is the number of
monomers in the DNA, and the rest are ﬁtting parameters. (A) Shows
results in solution with counterions only, (B) with 100 mM NaCl ,and
(C) with 1 M NaCl solution. Experimental data (black and gray) is
from Sim et al.70 with a salt concentration of 12.5 mM in (A), 125 mM
in (B), and 1025 mM in (C). (D−F) Snapshots of the 20 base long
ssDNAs from CG (top) and AA (bottom) simulations in a solution
with only counterions (D), 100 mM NaCl (E), and 1 M NaCl (F),
demonstrating the versatile structures found in all the simulations. The
DNA backbone is colored in blue and nucleobases in cyan.
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proteins where an elastic network is used to preserve the
secondary structure.71 For stable and accurate simulation of
dsDNA, we developed an elastic network to be used with the
bonded terms that are based on ssDNA simulations. We
parameterized two separate elastic network schemes for
dsDNA. The ﬁrst restrains the whole structure, is stable with
larger simulation timesteps, and retains the initial structure
closely. The second is more ﬂexible and does not hinder
rotations of the bases, enabling more realistic movement of and
interactions with the bases. We distinguish these two in this
manuscript by calling them stiﬀ and soft elastic networks. Both
networks can be built using a modiﬁed version of the martinize
script26 called martinize-dna. The diﬀerent kinds of elastic
networks are illustrated in Figure 7. The stiﬀ elastic network
was designed to closely retain initial structures, including
unusual ones (such as DNA in a protein complex, G-
quadruplexes, or large-scale structures like those arising in
DNA-origami), whereas the ﬂexible elastic network was a
compromise between realistic ﬂexibility of the DNA and
numerical stability.
To calculate the persistence length, we used the same
deﬁnition as Ouldridge et al.13 The persistence length is
determined by calculating the average angle between vectors
that connect consecutive bases in dsDNA and ﬁtting an
exponential decay to the data:
⟨ · ⟩ = − ⟨ ⟩n n ei i l L0 /0
where ni is the i
th vector, ⟨l0⟩ is the time averaged length of the
ﬁrst vector (used here as an estimate for the distance between
bases), and L is the persistence length. The estimate for
persistence length is obtained by placing the n0 in 10 separate
positions and ﬁtting the equation to the averaged data. The
errors are estimated as the standard deviation after doing block
averaging with ﬁve blocks on the data. Persistence length was
determined from simulations of 100 bp random sequence
dsDNA, where the elastic network was created on the ideal B-
DNA starting conformation. Simulations with counterions, 100
mM, and 1 M NaCl solution were each run for 500 ns for the
stiﬀ model and 3000 ns for the soft model, with the ﬁrst 100 ns
treated as equilibration and excluded from analysis. Figure 8
shows the ﬁt for 100 mM NaCl simulations. The reason for the
shortest distances not fully reaching a correlation of one are
small errors in deﬁning the centers of the dsDNA base pairs
corresponding to the vector end points. The diﬀerence between
the soft and stiﬀ elastic networks is evident in the calculated
persistence lengths of these two models; the former has a
persistence length of 66 ± 8 nm, whereas the latter has a
persistence length of 280 ± 60 nm when only counterions are
present. The values do not depend signiﬁcantly on the ion
concentration; in 100 mM NaCl solution, the persistence
lengths are 68 ± 14 nm and 270 ± 60 nm, respectively, and in 1
M NaCl, 78 ± 11 nm and 280 ± 70 nm. In comparison, the
generally accepted experimental value of dsDNA persistence
length is about 50 nm72 in high salt concentrations. Additional
softening of the elastic network to decrease the persistence
length resulted in numerically unstable simulations.
To further examine the properties of the dsDNA model, we
calculated the ion distribution around a dsDNA molecule and
compared that to the ion distribution obtained from atomistic
simulations. These distributions were calculated in solutions
with only counterions as well as with ion concentrations of 100
Figure 7. dsDNA mapping and elastic network for a dsDNA strand (PDB ID: 1BNA). (A) Wire-frame structure of AA (left) and CG (right) models.
(B) Presents the same models using a space-ﬁlling representation. (C) Shows all the elastic bonds connected to a single residue in the stiﬀ elastic
network model. (D) Shows the elastic bonds for the soft model of dsDNA. The backbone is colored in blue, the nucleobases in cyan, and the elastic
bonds in green.
Figure 8. Persistence length of dsDNA. (A) Snapshots from a
simulation with the soft elastic network showing the bending range of
a 100 bp long dsDNA. (B) Correlation plot used to determine the
persistence length. The average angle between vectors ⟨nx · n0⟩, each
of which connects centers of two consecutive bases, is plotted on the y-
axis. The distance x (in bases) of these two vectors is plotted on the x-
axis. Fit is shown for both elastic network models.
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mM and 1 M NaCl. These tests were performed with standard
Martini water as well as polarizable Martini water with PME.
The ion distributions around dsDNA with a 100 mM NaCl
solution are presented in Figure 9. Results for the other
conditions tested are shown in Figure S7 of the Supporting
Information. In atomistic simulations, the sodium ions
condensate on the grooves of the DNA, and chloride is
completely excluded from the DNA. In the CG simulations
with standard Martini water, sodium condenses both in the
grooves and near the phosphates, likely due to the size of CG
beads preventing more ions packing into the grooves. In the
CG simulations, chloride is also present in small amounts near
the DNA, which could be due to the implicit screening and
short-ranged cutoﬀ of electrostatics. Using the polarizable water
model, the ions are somewhat more ordered around the DNA,
and thus, the peaks in the radial distribution function are
sharper.
We also tested four 10−12 base pairs long dsDNA oligomers
(PDB ID: 1BNA, 424D, 109D, 158D). In Figure 10A, 1BNA is
shown atomistically, coarse-grained, and after mapping the CG
structure back to atomistic resolution. The soft elastic DNA
network mostly aﬀects only the DNA backbone and is ﬂexible
enough to allow for a reasonable persistence length. The overall
structure of these oligomers is very stable, with a root-mean-
square deviation (RMSD) of 0.2−0.3 nm with the greatest
ﬂexibility in the terminal nucleobases (Table S5, Supporting
Information).
DNA−Protein Complexes. In order to assess the
compatibility of the Martini DNA force ﬁeld to other
biomolecules, we simulated several DNA−protein complexes.
For each system, the initial crystal structure was coarse-grained
using the martinize script.26 The soft elastic network was used
for the DNA and the ElNeDyn network for the proteins.71 The
systems were then equilibrated and simulated for 100 ns. We
tested three DNA−protein complexes: the lambda repressor−
operator complex, the sporulation-speciﬁc transcription factor
Ndt80, and the yeast MATalpha2/MCM1/DNA ternary
complex (PDB IDs: 1LMB, 1MNN, and 1MNM, respectively).
All the proteins remained ﬁrmly bound to their respective DNA
and the DNA−protein complexes showed low RMSD of
around 0.1−0.2 nm (Table S5, Supporting Information). Figure
10B demonstrates this for the 1MNM structure, showing the
initial atomistic and ﬁnal CG structures.
Backmapping to Atomistic Resolution. CG simulations
can reach time and length scales inaccessible to AA simulations
Figure 9. dsDNA ion distribution. (A) Shows the distributions of
sodium as a function of distance from the DNA center in the XY plane
for CHARMM (green), Martini (red), and Martini with polarizable
water and PME (purple). (B) Presents the distributions of chloride
with these force ﬁelds. In each case, the corresponding water
distribution is shown for comparison (dotted lines). (C) Shows the
volume maps of locations most commonly occupied by sodium in
Martini (top) and CHARMM (bottom) simulations. (D) Shows the
most commonly occupied locations of chloride. In the case of
CHARMM (bottom), chloride does not localize around DNA but is
present in Martini in low amounts (top). The ﬁgures for Martini are
from simulations using the standard Martini water model, and all
simulations have a 100 mM NaCl solution. Ion distribution from
simulations with counterions only and 1 M NaCl are shown in Figure
S7 of the Supporting Information.
Figure 10. DNA stability. (A) Snapshots of a dsDNA (PDB ID:
1BNA) are shown at the atomistic resolution (top), after 100 ns of CG
Martini simulation (middle), and after backmapping the ﬁnal frame of
the CG simulation to atomistic and simulating for 50 ns (bottom). (B)
Snapshots of the DNA−protein complex (PDB ID: 1MNM) are
shown at the atomistic resolution (top), after 100 ns of CG Martini
simulation (middle), and after backmapping the ﬁnal frame of the CG
simulation to atomistic and simulating for 50 ns (bottom).
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but are not appropriate for all problems. When higher
resolution/atomistic insight is needed, it is convenient to be
able to map CG conﬁgurations onto AA coordinates. We
demonstrate the feasibility of backmapping Martini DNA
considering the ﬁnal snapshots of the CG Martini DNA
(1BNA) and DNA−protein complex (1MNM) simulations, as
shown in Figure 10. The DNA and DNA−protein complexes
were mapped to atomistic coordinates using backward65 (see
Methods) and simulated with CHARMM for 50 ns.
■ DISCUSSION
We have described the parameterization and performance of a
coarse-grained Martini DNA model. With respect to the bases,
the behavior of Martini is comparable, and in some cases better,
than most current atomistic DNA force ﬁelds in reproducing
the experimental partitioning free energies. Free bases in
solution have similar stacking free energies at the CG level as at
atomistic level. The relative order of the strength of hydrogen
bonding between bases is retained compared to atomistic force
ﬁelds even though the absolute values do not match. The
partitioning proﬁles of the bases across lipid membranes are
also comparable to those obtained at the AA level.
The Martini parameterization strategy that is used to obtain
the described DNA model is of course dependent on the target
data used in the parameterization. The selection of the
atomistic force ﬁeld used in conjunction with experimental
data aﬀects the parameters and performance of the model. In
this manuscript, we have shown that the nonbonded
interactions derived from atomistic simulation data are not
sensitive to the choice of force ﬁeld, at least between the tested
CHARMM and AMBER force ﬁelds. The bonded parameters
are much more sensitive to this choice, as shown from the
ssDNA radius of gyration results and the partitioning free
energies. Properties of dsDNA, however, are less sensitive to
the reference AA force ﬁeld selection since they are largely
determined by the elastic network. In principle, the parameter-
ization method described in the paper is fully transferable to
another reference force ﬁeld, and future versions of the Martini
DNA model could be reparameterized using improved
atomistic models.57,73−75
Concerning DNA strands, our model reproduces the radius
of gyration of ssDNA from atomistic simulations well, in
particular at moderate to high ion concentrations. At low ionic
strength, the behavior is improved using the polarizable Martini
water model. For the dsDNA model, two elastic network levels
are supported: a stiﬀ network that maintains an arbitrary initial
structure closely and a soft network that is more ﬂexible and
allows for movement of individual bases and shows a realistic
persistence length. The best choice of network will depend on
the particular need in the application. For dsDNA, the ion
distribution of Na+ is reproduced reasonably well, but in
contrast with the AA simulations, the CG model shows a small
accumulation of Cl− in the DNA grooves.
The main current limitation of the model is the reduced
strength of the base-pairing interactions (Figure 5B) due to the
inability of Martini to model directional hydrogen bonds.
Consequently, Martini DNA cannot be used to study DNA
hybridization, melting, hairpin formation, or intercalation.
Furthermore, the explicit solvent limits some applications that
require length and time scales that can be achieved only with
even faster implicit solvent models that have drastically fewer
degrees of freedom. We should stress that the limitations of the
model should also direct users into what kind of applications
the model is designed for. We do not recommend using Martini
DNA for structural studies of DNA; the elastic network on the
dsDNA and the limited accuracy of the model make it an
imperfect choice for such applications. Instead, we foresee the
model to be used in intermolecular applications where DNA
plays its own role in a complex environment composed of other
biomolecules such as DNA−DNA interactions (e.g., DNA
winding/unwinding in the nucleosome or packing of DNA in
viral capsids), DNA−protein interactions (e.g., protein−DNA
transcription and repair complexes or histone-mediated DNA
packing), and DNA−lipid interactions (e.g., gene delivery
vehicles such as lipoplexes or controlled vesicle fusion mediated
by DNA strands) or in nanotechnology applications (e.g., DNA
transport through nanopores, DNA wrapping around nano-
tubes, or large DNA origami and pyramid structures).
In summary, we have developed a new coarse-grain DNA
model based on the Martini force ﬁeld. The speed and
compatibility of the model opens the way to perform large-scale
modeling of complex biomolecular systems involving DNA.
The DNA model will furthermore serve as a basis for the
development of a Martini RNA model. All the parameters
needed to use the Martini DNA model, as well as a tutorial on
how to build and simulate a DNA system using Martini, are
available at the Martini portal http://cgmartini.nl.
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J.; Tieleman, D. P. Going Backward: a Flexible Geometric Approach to
Reverse Transformation From Coarse Grained to Atomistic Models. J.
Chem. Theory Comput. 2014, 10, 676−690.
(66) Petrauskas, A. A.; Kolovanov, E. A. ACD/Log P Method
Description. Perspect. Drug Discovery Des. 2000, 19, 99−116.
(67) Bennett, W. F. D.; Tieleman, D. P. Water Defect and Pore
Formation in Atomistic and Coarse-Grained Lipid Membranes:
Pushing the Limits of Coarse Graining. J. Chem. Theory Comput.
2011, 7, 2981−2988.
(68) Bennett, W. F. D.; Tieleman, D. P. The Importance of
Membrane DefectsLessons From Simulations. Acc. Chem. Res. 2014,
47, 2244−2251.
(69) MacCallum, J. L.; Tieleman, D. P. Calculation of the Water-
Cyclohexane Transfer Free Energies of Neutral Amino Acid Side-
Chain Analogs Using the OPLS All-Atom Force Field. J. Comput.
Chem. 2003, 24, 1930−1935.
(70) Sim, A. Y. L.; Lipfert, J.; Herschlag, D.; Doniach, S. Salt
Dependence of the Radius of Gyration and Flexibility of Single-
Stranded DNA in Solution Probed by Small-Angle X-Ray Scattering.
Phys. Rev. E 2012, 86, 021901.
(71) Periole, X.; Cavalli, M.; Marrink, S.-J.; Ceruso, M. A. Combining
an Elastic Network with a Coarse-Grained Molecular Force Field:
Structure, Dynamics, and Intermolecular Recognition. J. Chem. Theory
Comput. 2009, 5, 2531−2543.
(72) Baumann, C. G.; Smith, S. B.; Bloomfield, V. A.; Bustamante, C.
Ionic Effects on the Elasticity of Single DNA Molecules. Proc. Natl.
Acad. Sci. U. S. A. 1997, 94, 6185−6190.
(73) Hart, K.; Foloppe, N.; Baker, C. M.; Denning, E. J.; Nilsson, L.;
MacKerell, A. D. Optimization of the CHARMM Additive Force Field
for DNA: Improved Treatment of the BI/BII Conformational
Equilibrium. J. Chem. Theory Comput. 2012, 8, 348−362.
(74) Chen, A. A.; García, A. E. High-Resolution Reversible Folding of
Hyperstable RNA Tetraloops Using Molecular Dynamics Simulations.
Proc. Natl. Acad. Sci. U. S. A. 2013, 110, 16820−16825.
(75) Savelyev, A.; MacKerell, A. D. All-Atom Polarizable Force Field
for DNA Based on the Classical Drude Oscillator Model. J. Comput.
Chem. 2014, 35, 1219−1239.
Journal of Chemical Theory and Computation Article
DOI: 10.1021/acs.jctc.5b00286
J. Chem. Theory Comput. 2015, 11, 3932−3945
3944
(76) Hansch, C.; Leo, A.; Hoekman, D.; Heller, S. R. Exploring QSAR
- Hydrophobic, Electronic, and Steric Constants; American Chemical
Society: Washington, DC, 1995.
(77) Cullis, P. M.; Wolfenden, R. Affinities of Nucleic Acid Bases for
Solvent Water. Biochemistry 1981, 20, 3024−3028.
Journal of Chemical Theory and Computation Article
DOI: 10.1021/acs.jctc.5b00286
J. Chem. Theory Comput. 2015, 11, 3932−3945
3945
