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Abstract
In terms of capability, there is still a huge gap between the human visual system
and existing computer vision algorithms. To achieve results of suﬃcient quality,
these algorithms are generally extremely specialised in the task they have been
designed for. All the knowledge available during their implementation is used
to bias the output result and/or facilitate the initialisation of the system. This
leads to increased robustness but a lower reusability of the code. In most cases,
it also majorly limits the freedom of the user by constraining him to a limited
set of possible interactions.
In this thesis, we propose to go in the opposite direction by developing a
general framework capable of both tracking and learning objects as complex
as articulated objects. The robustness will be achieved by using one task to
assist the other. The method should be completely unsupervised with no prior
knowledge about the appearance or shape of the objects encountered (although,
we decided to focus on rigid and articulated objects). With this framework,
we hope to provide directions for a more diﬃcult and distant goal: that of
completely eliminating the time consuming prior design of object models in
computer vision applications. This long term target will allow the reduction
of the time and cost of implementing computer vision applications. It will also
provide a larger freedom in the range of objects that can be used by the program.
Our research focuses on three main aspects of this framework. The ﬁrst one is
to create an object description eﬀective on a wide variety of complex objects and
able to assist the object tracking while being learnt. The second is to provide
both tracking and learning methods that can be executed simultaneously in
real-time. This is particularly challenging for tracking when a large number of
features are involved. Finally, our most challenging task and the core of this
thesis, is to design robust tracking and learning solutions able to assist each
other without creating counter-productive bias when one of them fails.
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Chapter 1
Introduction
In this chapter, we present the objectives and motivations of this thesis. We
also present the surprisingly small amount of work that has already been done
on simultaneous learning and tracking (existing research on articulated models,
tracking, and learning will be presented respectively in Chapters 2, 3, and 4). We
then deﬁne the challenges addressed here and how we approach them. Finally,
we give a brief overview of the structure of this thesis.
1.1 Objectives
The goal of this thesis is to develop a framework for tracking articulated objects
while modelling them in real time. The method should be completely unsu-
pervised with no prior knowledge of the appearance or shape of the objects
(although we decided to focus on rigid and articulated objects).
More speciﬁcally, we seek to learn object models from real-time videos pro-
vided by a webcam and directly use these models to assist the tracking of the
corresponding objects. This objective raises a series of questions such as:
• Can a model of an object (although incomplete) assist its own tracking
while being learnt?
• Is it possible to simultaneously learn and track objects in real-time?
• How to deﬁne a model ﬂexible enough to (a) adapt to a wide variety of
complex objects and (b) evolve during its learning?
By answering these questions, we hope to provide directions for a more diﬃcult
and distant goal: to completely eliminate the time consuming design of object
models from the development of computer vision applications. This long term
target will allow the reduction of the time and cost of vision applications imple-
mentation. It will also provide more freedom in the range of objects that can
be used to interact with the program.
1
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1.2 Motivation
The human visual system is probably the most amazing sense we have. It allows
us to discover, recognise, and interact with our surroundings in very challenging
situations. When an unknown object appears, we are usually able to follow
it and mentally separate it from its surrounding without any apparent eﬀort.
Even in a situation where well known objects suddenly appear in unexpected
conﬁgurations (like an arm bent in the wrong direction or ﬁxed element of the
decor suddenly moving), our brain quickly adapts. As a result, following these
particular objects quickly becomes as natural as following any other well known
object.
If we compare state of the art computer vision research with the human
visual capability, the diﬀerence in performance is outstanding. Despite nearly
half a century of research and some signiﬁcant results in speciﬁc applications,
computers still struggle to perform tasks that are easily done by humans. Con-
sequently, any real-time computer vision application is usually limited to a very
speciﬁc task and uses as much prior knowledge as possible to reduce the com-
putational load. This strongly limits the re-usability of existing programs and
often means that each new software must develop its own speciﬁc models from
scratch. Another weakness of this approach is the complete lack of ﬂexibility of
the applications produced. While any unexpected event or object conﬁguration
usually causes tracking to fail dramatically, unknown objects are simply ignored
entirely.
In the gaming industry, where more elaborate human-computer interaction
is always a selling point, a new wave of prototypes oﬀering more freedom to the
user has appeared in the last few years. Sony, for example, released a program
for the PlayStation 3 called EyePet at the end of 2009. This program allows
the users to interact with a virtual pet using drawings or common objects. Sim-
ilarly, Microsoft has recently launched the Kinect for the XBox360 to provide
a controller-free gaming experience (games controlled with the body) and even
enable the user to include personal objects (at least their appearance) into the
game. On the open-source side, CamSpace have proposed, since 2008, a free
application that uses everyday products to control a series of mini games. Even
if these three applications actually provide a very limited freedom on the objects
that can be used, they clearly express a desire to go further in terms of freedom
for the user.
Another domain where a limited database of objects is a real handicap is
robotics. An ability to adapt and learn from its environment would make the
robot a useful tool in a variety of important applications, ranging from planetary
exploration to elderly care. For these applications, it is obviously impossible to
provide detailed prior models of all the objects that might be encountered. Con-
sequently, an autonomous robot has to continuously acquire perceptual informa-
tion about the world to successfully execute manipulation tasks in unstructured
environments.
With this in mind, an ideal solution would be to include in every vision
program an on-line learning package able to constantly update the database
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of known objects. This would simplify the program design by removing any
ﬂexibility constraint(s) and low level tasks. Obviously this is an out-of-reach
goal for a single thesis but this work seeks to provide a few steps in this direction.
1.3 Related Work
Surprisingly very little research has been done on simultaneous learning and
tracking of object models. On-line tracking is often addressed by using a prior
model of the object. Unsupervised learning of complex object models is compu-
tationally demanding and thus processed oﬀ-line. The main problem with these
oﬀ-line learnt models is that they usually do not encompass all the possible vari-
ations of the object appearance. This causes the tracking to fail in uncontrolled
contexts.
Attempts to improve the classic Lucas-Kanade tracker [56] with on-line up-
dates of the model were recently made by Matthews et al. [59]. They proposed
an algorithm to update the appearance of a template deﬁned at the ﬁrst frame
while avoiding the drift problem of the naive update algorithm (template up-
dated every image). Their solution is quite simple: the template is updated with
the last observation if the tracking was considered successful. If not, the old
template is kept. A more sophisticated solution was proposed by Lim et al. [54]
with an appearance-based tracker that incrementally learns a low dimensional
eigenbasis representation of the object appearance. With time, evidence of the
variability of the object is acquired and added to the model. Even if it requires
an initial bounding box, their method has the advantage to provide an object
model that becomes more robust over time. However, their solution is limited to
mostly rigid objects. It would indeed require a large number of clusters to rep-
resent all the possible appearance variations of an articulated object. Downson
and Bowden [29] presented an N-tier hierarchical model that represents the ob-
ject with a hierarchical set of visual features and their relative spatial positions.
On the one hand, the model requires a manual initialisation of the features and
oﬀers no possibility to represent complex spatial relations. On the other hand,
the combination of a graphical model and local visual features proved to be a
good solution for modelling and tracking objects.
Local visual features are useful to extract objects from a video without a
manual initialisation. Rigid feature graphs have already been used to simulta-
neous learn and track small objects. Leordeanu et al. [52] proposed to detect
rigid objects in a video by grouping features with coherent spatial relations.
Tang et al. [79] used a dynamic feature graph learnt on-the-ﬂy to improve the
tracking. They focus on dynamically adding and deleting features from the
graph and on tracking using a relaxation labelling for graph matching. Yin et
al. [91] implemented a persistent tracker that builds a set of view-dependent
appearance models adaptively and automatically while tracking an object under
diﬀerent viewing angles. The main drawback of these three methods is their lim-
itation to rigid objects or objects small enough for their features displacements
to appear coherent.
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Another domain where tracking and modelling are simultaneously applied to
rigid elements is the Simultaneous Localisation and Mapping (SLAM) problem
[31, 32]. The idea of SLAM is to place a robot at an unknown location in an un-
known environment. The robot is then asked to incrementally build a consistent
map of this environment while simultaneously determining its location within
this map. Both the trajectory of this robot and the location of all extracted
visual features are estimated on-line without the need for any prior knowledge.
It is interesting to notice that solutions to this problem have existed since 1995,
which is far earlier than any of the work discussed above. The problem is in fact
much simpler since all the observed features are always correlated (the entire
environment is considered as ﬁxed).
Unsupervised learning of an articulated model from a video sequence usu-
ally relies on existing feature trajectories that are processed oﬀ-line [89, 69].
Ramanan et al. [66] proposed an oﬀ-line unsupervised method that simultane-
ously discovers, tracks, and learns articulated models of animals from videos.
Unfortunately, their method is slow and requires the whole video to be treated
as a block, making it impossible to adapt to an on-line process. Krahnstoever
et al. [51] presented an automatic on-line acquisition and initialisation of ar-
ticulated models. Their method extracts independently moving surfaces and
tracks them using Expectation-Maximisation [27] during a short initialisation
period. An articulated model is extracted from these motions and then used for
tracking in subsequent images. This requires that all the parts of the model be
visible as well as in motion in the initialisation period selected for segmentation.
Finally, Droin et al. [30] developed a method to incrementally segment the rigid
parts of an object on-line. Their solution keeps a set of possible models learnt
from the previous frames and uses them for tracking. Although interesting,
their technique suﬀers from two main drawbacks: it requires the extraction of
a foreground area and neither learns or uses any spatial relations during the
tracking.
1.4 Challenges and Contributions
As we have seen in the previous section, real-time simultaneous modelling and
tracking of articulated objects is still an open problem. To address it, we decided
to focus on the following challenges in this thesis:
General Model. Since we have no prior knowledge of the object appearance
or structure, the model must be able to eﬃciently represent a wide range
of complex objects. While the graphical model has become a classical
solution to object structure modelling, the choice of possible visual features
to represent the object appearance is vast and provides no ideal solution.
For example, corner point features have been a popular choice but they
are not useful for uniform and curved objects (consider for example a hand
or a plate). Conversely, colour blobs or edges can be extracted from every
object but colour blobs are not robust to illumination changes and edges
are subject to clutter problems. Surfaces covering each rigid part of the
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object are usually tracked more easily (either as image templates or as
histograms) but they require a manual initialisation. We will explore in
detail the choice of possible local features and propose a two-level graphical
model that uses local features at one level to assist the extraction of rigid
blocks at the other.
Real-time Tracking. Tracking huge graphical models connecting hundreds of
visual features in real-time is probably one of the biggest challenges in this
work. Each local feature is too small to provide a robust tracking on long
sequences. Information must therefore be propagated through the graph so
that each feature can beneﬁt from its surrounding to improve its tracking
result. The common solutions to this problem are Belief Propagation (BP)
and its variations but none of them are fast enough to deal with big feature
graphs in real-time. Consequently, we will propose a new information
propagation scheme called Aﬃne Warp Propagation that is much faster
than BP but still provides a robust tracking solution.
Uncertain Learning. Given that there is no learning phase prior to tracking,
very little information is available when the model is used for tracking in
the ﬁrst few frames (particularly if the object is not rigid). This means
that during a more or less long period of time, the model used by the
tracker will be incomplete or inaccurate. Used without precaution, this
kind of model will generally cause the tracking to fail. We will present
an uncertain model [25, 26] of relation between features that explicitly
accounts for its uncertainty. Thus, a relation will contribute stability to
tracking without exerting overly strong bias that would hamper tracking.
Two types of uncertain models will be used: one for the rigid relations
between features or between features and rigid blocks, and the other for
articulated relations between rigid blocks.
Real-time Learning. Spatial relations learning and rigid parts discovery will
also have to work in real-time if they need to be processed simultaneously
to tracking. In order to respect this constraint, we will present learning and
segmentation algorithms with a computational time negligible compared
that for tracking, leaving as much time as possible to the tracking. Note
that by real-time, we mean at least ten frames per second on a modern
personal computer. As a reference for this thesis, we used a laptop with
an Intel Core 2 T7200 processor clocked at 2GHz (from 2006).
Stability Issues. Tracking and learning depend on each other. It is clear that
a mistake made by one of them will have an inﬂuence on the results of the
other. When tracking can provide an accurate estimation of its output
reliability, instability issues can usually be avoided. Unfortunately this is
generally not the case in challenging situations. We will highlight these
scenarios and present solutions to prevent errors from either tracking or
learning to lead to a complete failure of the system.
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1.5 Outline
The thesis is organised as follows: Chapter 2 starts with a deﬁnition of the
graphical model used in this thesis. For the nodes of the graph, diﬀerent possible
visual features are presented and compared. For the edges of the graph, we
provide a deﬁnition of the rigid and articulated spatial relations that will be
used in the model (their learning being kept for later).
Chapter 3 focuses on tracking. It ﬁrst presents a literature review of the
diﬀerent Belief Propagation solutions and gives a detailed insight into their re-
spective solution for reducing the computational time. Our alternative solution
called Aﬃne Warp Propagation is presented and its results compared to those
of the other methods. Experiments in this chapter focus on real-time tracking
and are made with the assumption that the model is already learnt.
Chapter 4 presents rigid and articulated relation learning as well as the
dynamic creation and removal of nodes. This chapter also presents the dynamic
process used to detect and split non-rigid blocks. The experiments are conducted
assuming that the tracking provides a good estimate of its reliability.
Finally, Chapter 5 deals with the stability issues due to erroneous feedback
from either tracking or learning and proposes solutions using the available infor-
mation. The experiments of this chapter focus on the robustness of the system
and the communication between its diﬀerent parts.
Chapter 2
Object Model Deﬁnition
In any computer vision application, the ﬁrst question we have to ask ourselves
is How to describe the relevant content of an image or a video?. Obviously,
the answer to that question is strongly correlated to the task at hand. If the
goal is to detect and/or track a speciﬁc object (or body), a carefully designed
model of that object will probably provide the most robust solution. If one
is only concerned by the positions or movements of the objects, it is probably
better to use foreground/background segmentation or motion segmentation. If
the goal is to discover objects with no prior knowledge about them, extracting
visual features and analysing their correlation is one approach to consider. In
any situation, this decision will strongly inﬂuence the strategy to adopt in the
rest of the application and must therefore be consider with great care.
In order to approach all the possible solutions with a clear idea of the speciﬁcs
of our particular task, let us ﬁrst review its requirements:
• Large Range of Objects and Appearances. Since our goal is to
discover and track all the objects in the scene, it is extremely important
for our model to describe all of them properly. For example, if local visual
features are used (such as corner points or salient points), it is mandatory
that they cover all the parts of the objects. We should also keep in mind
that we do not impose any restriction on the type of images produced in
the video. Those can, for example, be infra-red images or depth images
instead of the classic colour images.
• Model for Rigid and Articulated Objects. Although we seek to
provide a model as general as possible, we decided to focus on rigid and
articulated objects. Our model might be able to represent ﬂexible objects
too, but it will be with less ﬁdelity and robustness than a model especially
designed for that type of object. The reason for our choice is twofold:
ﬁrst the existence of rigid parts will certainly simplify the creation of a
global model and, second, we consider the rigid and articulated objects
as the most relevant ones in human-computer interaction and robotic.
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We therefore want to make sure that their description is as eﬀective as
possible.
• Unsupervised Learning. We cannot assume that there will be someone
able or willing to highlight the objects of interest. It is therefore impor-
tant that no initialisation phase like bounding boxes drawing or object
positioning be required. For the same reason, we assume that no manual
corrections to the model will be provided.
• Robust Tracking. Being able to learn a model of an object would be
useless if this model cannot be used to track the object robustly.
• Real-time Context. Working in a real-time context, it is mandatory
that the model require as little computational time as possible. This re-
quirement is probably the most diﬃcult to achieve but also the most im-
portant. Any method that is computationally expensive should therefore
be discarded, even if it provides better results.
Each of these requirements has already been addressed individually in the liter-
ature [30, 39, 66, 78, 7][30, 39, 66, 78, 7]. Our main task will thus be to address
them all together. Two requirements in particular tend to lead toward opposite
solutions: unsupervised learning and robust tracking. Unsupervised learning,
when applied to articulated objects, is usually fulﬁlled by using small elements.
This guarantees that each of them corresponds to a rigid part of the object.
Robust tracking, usually requires using as much information as possible (such as
largest possible surfaces) to reduce the risk of clutter.
Keeping these requirements in mind, we will ﬁrst present in Section 2.1 an
overview of the existing solutions used to represent objects. We will then see in
Section 2.2 how some of them can be combined to provide a model that fulﬁls
the above requirements.
2.1 Background
There is a large variety of existing models from simple templates to fully artic-
ulated models. It is diﬃcult to give an exhaustive list of all the possible models
but the most common model categories can be listed as follows.
Primitive Geometric Shape The simplest way to represent an object is
probably to deﬁne a bounding box (or ellipse, or any basic shape) around it
and to build the model using the pixels inside this bounding box. If the object
of interest is completely rigid, the model can be reduced to the image patch
inside the bounding box (the template). This approach is extremely fast and
is therefore often used to describe local visual features [4, 72]. In order to be
more robust to illumination variations, the template can also be based on edges
instead of colour [35, 76]. If the object is not rigid, the pixel grid is usually
replaced by a description of its pixel distribution such as a colour or gradient
histogram of the pixels inside the bounding box [17, 21].
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(a) Original. (b) Primitive
Shape.
(c) Active Shape. (d) Constellation.
(e) Original. (f) Active Con-
tour.
(g) Skeleton. (h) Part-Based Ar-
ticulated.
Figure 2.1.1: Examples of possible models
While this model requires very little computational time, it also oﬀers a very
limited description of the object since it is incapable of describing the structure
of any non-rigid object. This being said, it can be a good solution to represent
the rigid parts of an articulated object.
Active Contour The active contour model [10, 49] (also often called snake)
is deﬁned as a contour that can be deformed to lock onto features of interest
within in an image (usually lines, edges, or object boundaries). In practice, the
active contour is represented by an ordered collection of points in the image
plane. These points iteratively approach the boundary of an object through the
solution of an energy minimisation problem. The energy to minimise for each
point is a weighted combination of two energy terms. The ﬁrst term, called the
external energy, is deﬁned by the distance between the contour points and the
features of interest. The second term, called the internal energy, is intended to
control the shape on the deformable contour and the distance between its points.
Generally, the energy is minimal if the contour is short and smooth. This means
that the minimal shape is a circle if the contour is closed and a short line if not
(a single point if the internal energy is minimal for a null distance between
points).
This model is perfect to track unknown non-rigid objects but it does not
provide a suﬃcient description. It could be used as a basis to assist the con-
struction of a more complex model but its low robustness to clutters and its high
tendency to get stuck in local minima makes it an even less appealing candidate.
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Point Distribution Model The point distribution model is a model capable
of representing a non-rigid object using the mean geometry of its shape and a
statistical description of its variations around that mean shapes. Two common
models belonging to this category are the Active Shape Model (ASM) [19] and
the Active Appearance Model (AAM) [18].
An ASM can be seen as an extension of the active contour model where the
single predeﬁned shape is replaced by a statistical shape model learnt from a
set of exemplar shapes (training set). This means that the active shape can
only deform in directions that ﬁt the training set. To deﬁne the statistical
shape model, each exemplar shape is ﬁrst represented with a 2n elements vector
made from the aligned positions of n labelled points along the shape. Principal
Component Analysis (PCA) is then applied to this set of vectors to pick out
the main modes of variation of the training set. These modes correspond to the
eigenvectors of the covariance matrix across all training shapes. The resulting
statistical shape model is then deﬁned by x = xˆ + Pb where xˆ corresponds to
the mean shape, P is a 2nt matrix whose columns are the t eigenvectors with
the highest eigenvalue of the training set, and b is a t element vector of weights
used as shape parameters. By varying the shape parameters b within limits
learnt from the training set, the active shape model can adapt to the object in
the current image.
An AAM is similar to an Active Shape Model but is using an image template
of the inside of the object instead of contours. Both of these methods are more
robust to variation in the shape of the object than the active contour but require
a costly training phase in order to generate the statistical model. The most
successful results using ASM and AAM have been obtained for the human face
where the variations in the shape are localised and simple.
Skeleton The skeleton is the dual of the contours. If the silhouette of an
object can be extracted, then the skeleton is simply deﬁned as its medial axis
[3, 81]. Skeleton representation can be used to model both articulated and rigid
objects and seems therefore to be a strong candidate for our application. The
main problem with the skeleton is its strong dependency on the silhouette: a
small change in the latter can cause large changes in the skeleton.
In a scenario like ours where there is absolutely no guarantee that a robust
silhouette can be extracted, it is therefore very risky to use a model as unstable
as the skeleton.
Constellation Model The constellation model represents an object by a set
of N features or parts under mutual geometric constraints. It can be seen as a
graph where the nodes correspond to the appearance of the features/parts and
the edges to the spatial constraints between them. This approach presents two
main advantages: the model explicitly accounts for shape variations and for the
randomness in the presence/absence of features due to occlusion and detection
errors. This model has been very popular for object category recognition and
unsupervised learning [33, 73, 82]. The inter-class shape variations are indeed
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well represented by the geometric constraints and the use of features provides
a good basis for unsupervised learning. Those two advantages also make it a
popular solution for tracking objects in case of frequent occlusions or even of
discovering object in videos [29, 52, 74, 79].
The popularity of this model for both tracking and unsupervised learning
makes it a strong candidate for our application. This being said, there are a few
drawbacks that we have to keep in mind. First, the spatial constraints between
features are only useful locally. For a large graph, where the shortest path
between two nodes can become quite long, the uncertainty (ﬂexibility) on the
spatial constraints will indeed accumulate along the path causing its usefulness
to quickly fade. This results in a larger ﬂexibility in the model than needed
and, therefore, to a lower robustness to clutter. Second, the computational time
needed to propagate the information between the features makes it diﬃcult to
track constellations of hundreds of features in real-time.
Part-Based Articulated Graphical Model This model corresponds to a
set of rigid body parts spatially constrained by the position of their common
articulation/joint. This type of model is the more popular when it comes to
tracking or detecting known articulated objects [67, 78, 87]. Thanks to its
minimal number of parts, the computational cost is as low as possible. In
comparison to the constellation model, the more global oriented description
also tends to provide a more robust tracking result. The main drawback of this
model is that it requires a correct segmentation of the object into rigid parts.
While features are easy to extract, rigid body parts are usually manually deﬁned
or obtained through a long oine learning process using entire video sequences
or image sets [66, 69, 89].
The articulated graphical model is ideal in term of tracking but is extremely
diﬃcult to learn in a real time on-line process. This means that, even if we want
to consider it as a candidate for the output of our method, another model will
be needed to assist its learning phase.
From the list of model descriptions above, we can see that there is not a sin-
gle model that fulﬁls all our requirements. The closest to succeed is the feature
constellation model due to its popularity for both tracking and unsupervised
learning. In term of pros and cons, its dual is the part-based articulated graph-
ical model that provides a more global approach and a smaller computational
cost but is less adapted to unsupervised learning. Combining these two models
into a single one therefore seems to be a good approach, especially since they
both use a graph as their basic structure.
The two following sections focus on the deﬁnition of the graphical model
and on an overview of the possible visual features. From there, we will describe
in Section 2.2 how we create our own model by combining constellation and
articulated models.
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2.1.1 Graphical Model Deﬁnition
Graphical models provide a general and powerful method for encoding the sta-
tistical structure of a set of random variables. Their general purpose makes
them convenient to represent a variety of problems in computer vision. The
objective of this section is to give a short introduction to basic concepts from
graph theory. More complete discussions about graphical models can be found
in several books [9, 48, 53]. Graphical models can be deﬁned as follow:
Deﬁnition 1. A graphical model is a probabilistic model for which a graph G
denotes the conditional independence structure between random variables [86].
This graph G = (V ;E) is composed of a ﬁnite set of nodes V and a set of edges
E. Each node vi ∈ V is associated to a random variable xi, and each edge
eij ∈ E between nodes vi and vj expresses a relation between the corresponding
variables.
We can distinguish between two diﬀerent types of graphs: directed and
undirected graphs. Undirected graphical models, also called Markov Random
Fields (MRFs) or Markov networks, have a simple deﬁnition of independence:
two sets of nodes A and B are conditionally independent given a third set
C if all paths between the nodes in A and B are separated by a node in C.
By contrast, directed graphical models, also called Bayesian Networks (BNs),
have a more complicated notion of independence which takes into account the
directionality of the arcs. Bayesian Networks are useful for expressing causal
relationships between random variables, whereas undirected graphs are better
suited to expressing soft constraints between random variables [9]. Undirected
graphical models are more popular with the vision community and are indeed
what we will use here.
Deﬁnition 2. A Markov Random Field is an undirected graphical model G
in which any two subsets of variables are conditionally independent given a
separating subset C if every path from a node in A to a node in B passes
through C.
It means that a probability distribution p(xi) of a random variable xi of the
graph depends only on the knowledge of the outcome of its neighbours:
p(xi | X\i) = p(xi | {xj ∈ Ni}) , (2.1.1)
where X\i represents all the random variables in the graph except xi and Ni is
the set of neighbours of node i. Thanks to the Hammersley Cliﬀord Theorem
[15], the joint probability distribution p(X) of a set of random variables X
corresponding to a graph G can be computed as a Gibbs distribution.
Deﬁnition 3. A clique in an undirected graph G is a subset of the vertex set
C ∈ V , such that for every two vertices in C, there exists an edge connecting
the two [85]. This is equivalent to saying that the sub-graph induced by C is
complete.
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Deﬁnition 4. A maximal clique is a clique that cannot be extended to include
additional nodes without losing the property of being fully connected [48].
Deﬁnition 5. A probability distribution P (X) on an undirected graphical
model G is called a Gibbs distribution if it can be factorised into positive func-
tions deﬁned on cliques that cover all the nodes and edges of G. That is,
p(X) =
1
Z
∏
C∈C
ψC(XC) , (2.1.2)
where C is a set of all maximal cliques in G and the potential function ψC(XC)
is a function of the possible realisations of the clique XC [48]. Z is the nor-
malisation constant obtained by summing the numerator over all assignments
of values to the random variables set X :
Z =
∑
x
∏
C∈C
ψC(XC) . (2.1.3)
By considering only potential functions that satisfy ψC(XC) > 0 we ensure that
p(X) > 0.
Since a potential function deﬁned over a large set of random variables may
become computationally demanding in Markov Random Fields, it is convenient
to consider a subclass of Markov random ﬁelds, called Pairwise Markov Random
Fields (PMRFs) which is deﬁned as follows:
Deﬁnition 6. A Pairwise Markov Random Field is an undirected graphical
model G in which all the cliques are of size two.
It means that the set of cliques in the graph will always correspond to its
set E of edges. This results in a simpler probability distribution
p(X) =
1
Z
∏
{i,j}∈E
ψi,j(xi,xj)
∏
i∈V
ψi(xi) , (2.1.4)
where ψi,j(xi,xj) is the pairwise potential function between random variables
xi and xj and ψi(xi) provides a local prior for xi.
In many computer vision applications, this local prior is computed using
some quantity yi observed in the image. These values are expressed as a set of
observable random variables Y , where each yi is deﬁned as the image likelihood
of its associated hidden random variable xi. When observations are available,
PMRFs can be used to express the structure of the posterior distribution p(X |
Y ). This is done by introducing local observations yi in the probability model
through local potential functions ψ(xi, yi) that link a hidden random variable
xi ∈ X to a corresponding observed random variable yi ∈ Y . The posterior
distribution p(X | Y ) then factorises as [90]
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p(X | Y ) = 1
Z
∏
{i,j}∈E
ψi,j(xi,xj)
∏
i∈V
ψi(xi,yi) . (2.1.5)
In the case of tracking, ψi(xi) can also account for temporal information and
then be decomposed into
ψi,t(xi,t) = ψi,t(xi,t,yi,t) · ψi,t(xi,t,xi,t−1) . (2.1.6)
Notice the index t indicating that values are given for time t. The posterior
distribution p(Xt | Yt, Xt−1) accounting for temporal information now factorises
as
p(Xt | Yt, Xt−1) = 1
Z
∏
{i,j}∈E
ψi,j,t(xi,t,xj,t)
∏
i∈V
ψi,t(xi,t,yi,t) · ψi,t(xi,t,xi,t−1) .
(2.1.7)
Note that, by contrast with Bayesian Networks, the choice of potential func-
tions is not restricted to those with a speciﬁc probabilistic interpretation like
marginal or conditional distributions. One consequence is that the product
computed in the equation above will generally not be correctly normalised.
Therefore, while the joint distribution was automatically normalised for directed
graphs, undirected graphs require the explicit normalisation factor Z. This is a
major limitation of undirected graphs: in the case of a graph with N discrete
nodes each having M states, the evaluation of Z involves summing over NM
states and is then exponential in the size of the model. However, for evaluation
of local conditional distributions, the partition function is not needed because a
conditional probability is the ratio of two marginals, and the partition function
cancels between numerator and denominator when evaluating this ratio [48].
Similarly, for evaluating local marginal probabilities, we can work with the un-
normalised joint distribution and then normalise the marginals explicitly at the
end.
In the case of visual feature graphs, the hidden variables set X corresponds
to the position of the features while the observable variables set Y corresponds to
their image likelihood. The choice of visual features then has an impact on two
levels. First, it determines where the graph nodes will be created (for example,
along the edges or only on corner points). Second, it deﬁnes how to estimate
the likelihood of the nodes (for example, local gradient or colour distribution).
In the next section, we will introduce diﬀerent possible visual features that can
be considered for our model.
2.1.2 Visual Features
Visual feature is a very generic term that may correspond to any distinctive
visual aspect observed in an image. It can be a colour or a texture but also a
shape or a corner point. In our situation, we seek to discover and describe rigid
parts of objects by grouping visual features. Since our system does not oﬀer
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(a) (b) (c)
Figure 2.1.2: Example of detection of interest points using the Harris detector
[40]. As we can see, textureless objects like the hand are not well covered by
features points. Another problem we can observe is the creation of features
on intersections between background and foreground lines (see for example the
thumb and pinky on Figure 2.1.2b).
a method to fragment visual features, it is important that each of them is not
used to describe more than one rigid area. Our choice is then limited to local
visual features i.e. features covering a very small area of the image.
A very large number of feature detectors have been developed through the
years. At an overview level, they can be divided into the following groups (with
some overlap):
Corners / Interest Points The term interest points refers to a point in an
image which has a well-deﬁned position and can be robustly detected. Similarly,
a corner point corresponds to the intersection of two edges and can therefore
be distinguished from its direct neighbourhood. The term interest point is
actually more general than the term corner point and can correspond to other
structures like blobs. Despite this, corners and interest points are sometimes
used interchangeably in the literature; which can be a little confusing. So, to
make things clear, we focus here on pointwise visual features. Wider interest
zones like blobs will be discussed later.
Interest points are probably the most widely used type of feature in computer
vision and many diﬀerent methods have been proposed to extract them [6, 40,
55, 60, 72]. The success of interest points is due to a number of qualities such as
a well-deﬁned position, a usually rich local information content, stability under
aﬃne transformations, ... . One thing that is against them though is their
inability to spread evenly on objects with no or limited texture. For example,
objects like the hand in Figure 2.1.2 do not contain many robust corners making
these objects diﬃcult to model with a set of interest points. Moreover, features
are also created on intersections between background and foreground lines. With
the number of valid foreground points quite low, this means there is a high risk
to get a signiﬁcant percentage of outliers in the initialisation of the model;
increasing the risk for the tracking to fail (at least during the beginning of the
model learning phase).
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(a) (b) (c)
Figure 2.1.3: Example of edge detection using the Canny edge detector with
the same images as for the Harris detector in Figure 2.1.2. While the result
is not perfect, it provides a more intuitive coverage of the hand than the cor-
ners/interest points. While the hand would have indeed been diﬃcult to identify
using the corners only, it is easily recognised using the edges.
Edges Edges are locations where there is a boundary between two image re-
gions. In practise, edges are usually deﬁned as sets of points in the image with
a strong gradient magnitude in one direction. These points can then be chained
together to form a more complete description of an edge. Depending on the
length of these chains and their shape, the edges are more or less local and more
or less distinctive from their surrounding (the longer the chain, the higher the
risk of covering more than a single rigid part, and the more complex the shape,
the lower the risk to confuse it with its surrounding).
The main drawback of edges is that, locally, they are only deﬁned in one
dimension: perpendicular to the gradient. Tracking them therefore generally
requires more than the local knowledge provided by a single edge. Edges are
also very sensible to clutter since they don't have a descriptive power as good
as the interest points. However, edges provide a far better coverage of texture-
less objects than interest points (see the examples in Figure 2.1.3). They also
are largely invariant to lighting conditions and variations in object colour and
texture, making them a better candidate to model object categories. On top of
that, they can be matched accurately along the object boundary, while image
patches and local descriptor vectors usually used with interest points tend to be
more diﬃcult to match when the background is changing.
Blobs/Regions of Interest In computer vision, the term region of interest
usually refers to a region in the image that is either brighter or darker than its
surrounding (in the case of colour images, this deﬁnition must be true for at least
one channel). These regions can be detected using, for example, convolutions
with kernels such as a Laplacian of Gaussian or a diﬀerence of Gaussians. This
approach is for example used by the SIFT detector [55] which then tends to
overlap with the techniques used for the interest points detectors. Another
popular detector is the Maximally Stable Extremal Region (MSER) detector
originally deﬁned in [58]. The idea of this method is to ﬁnd regions stable
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(a) (b) (c)
Figure 2.1.4: Examples of region detection using the MSER detector with the
same images than for the Harris detector in Figure 2.1.2. While the result is
far from ideal in this case, there is one thing important to notice: the features
can cover large areas that are not guaranteed to be rigid. For example some
features are covering entire ﬁngers while those should be divided in order model
the ﬂexibility of the ﬁngers.
(a) (b) (c)
Figure 2.1.5: Examples of region detection using the pruned Voronoi diagrams
of the edges obtained in Figure 2.1.3. As we can see, small changes on the
contours can cause large changes on the resulting skeleton.
over a wide range of thresholding of a grey-scale image. Examples of region
detection using MSER are shown in Figure 2.1.4. As we can see, the main
problem with this type of detector is that it does not insure that the features
surfaces are limited to rigid parts. Since this property conﬂicts with one of our
main requirement, the region detector does not seem appropriate for our case.
Skeleton and Ridges Skeleton points or medial axis points provide an in-
tuitive, compact representation of a shape, making them appealing for many
applications in computer vision. Numerous algorithms have been developed for
skeleton extraction using for example distance transform, topological thinning,
Voronoi diagrams or gradient vector ﬂow [14, 41, 61, 80]. Apart from their high
sensitivity to noise in the object's boundary, the skeleton points cannot be com-
puted directly from the raw image and require a contour or a silhouette in order
to be extracted. It can therefore be used in combination with contour points
[1] but is diﬃcult to use as a feature on its own. Moreover, skeleton extraction
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requires a high computational cost in order to deal with all the edges detected
inside the object (and therefore not relevant for the skeleton extraction).
Ridges are deﬁned as the local maxima of the image intensity. They are
useful to detect the medial axis of elongated objects or parts. These features
are not frequent in computer vision since they are highly scale sensitive and are
only eﬀective if the objects are signiﬁcantly lighter (or darker in the inverted
image) than they surrounding. Their main application ﬁeld is in the medical
sector to detect blood vessels for example.
From the list above, it appears that none of the features is exactly ideal.
The most adapted for our situation are the edges because they provide a better
coverage of the objects and a very good robustness to illumination and colour
changes. Psycho-physical studies [8, 23] have also shown that we can recognise
objects using fragments of the outline contours alone. This fact makes them
a better candidate than interest points if we expect to learn comprehensive
models. They have also been used successfully for tracking [43], object categories
recognition [73] and motion detection [44, 70].
In the following sections, we will give a bit more details on the methods used
to extract, detect, and track edge-based models.
2.1.2.1 The Canny Edge Detector
The Canny edge detector is widely considered to be the standard edge detec-
tion algorithm. It was ﬁrst presented by John Canny in 1986 [13] and still
outperforms many of the newer algorithms that have been developed. The edge
detector can be decomposed into 4 steps as follows:
1. Since the detector uses a ﬁlter based on the ﬁrst derivative of a Gaussian,
it is susceptible to noise. The ﬁrst step is therefore to smooth the original
image with a two dimensional Gaussian before trying to locate and detect
any edges. This way, the detector is more robust to single noisy pixels.
2. Calculate the gradients Ix and Iy of the image in the x and y directions
using for example the Sobel operator. From them, the absolute gradient
magnitude (edge strength) and direction can be determined:
G =
√
I2x + I
2
y (2.1.8)
θ = arctan
(
Iy
Ix
)
(2.1.9)
3. Since edges occur at points where the gradient is at a maximum, all points
not at a maximum should be suppressed. So each pixel is compared to
its direct neighbours in the positive and negative directions along the
gradient and kept as an edge only if the gradient magnitude is maximum.
This non-maxima suppression step makes all edges one pixel thick.
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4. The ﬁnal step in Canny's edge detection algorithm is the extraction the
edges using two thresholds Thigh and Tlow, with Thigh > Tlow. The image
is scanned from left to right, and top to bottom. The ﬁrst pixel in the
non-maxima suppressed magnitude image with a magnitude above Thigh,
is declared as an edge. Then, all its neighbours are recursively traces using
the directional information derived earlier. Those with a magnitude above
the threshold Tlow are marked as edges as well. This solution allows faint
sections of edges to be traced as long as other sections are strong enough
to be selected using threshold Thigh. If needed, very short chain of edges
can be discarded in a ﬁnal step.
Once the edge detector has been applied to the image, the extraction of the
edgels (edge elements) is fairly straightforward since it simply consists of sam-
pling the contours obtained in a chain of equidistant points.
2.1.2.2 Edge-based Model Detection and Tracking
Template detection and tracking is always based on some sort of similarity
measure between the template and parts of the image at particular locations.
Consider that the model is composed of a set of n points xi = [xi,yi]
T and
their associated direction vectors di = [ti, ui]
Twith i = 1, . . . , n. Consider
also that this model is aligned with the image I using an aﬃne transformation
A =
[
a11 a12
a21 a22
]
and a translation t resulting on the projected positions x′i =
Axi + t and directions d
′
i = Adi. One way to compute the similarity measure
between the projected model and the image at that position is to sum the
normalised dot product of the direction vectors of the transformed model and
the image gradient directions Idir over all points of the model [76], i.e.
s =
1
n
n∑
i=1
|〈d′i, Idir(x′i)〉|
‖d′i‖ · ‖Idir(x′i)‖
. (2.1.10)
This measure is robust against occlusion and clutter because, if a feature is
missing either in the model or in the image, noise will lead to random direction
vectors, which, on average, will contribute nothing to the sum. Thanks to the
normalisation of the direction vectors this measure is also invariant to arbitrary
illumination changes.
Another way to estimate the similarity between the template and the parts of
the image is obtained by using the oriented chamfer distance function proposed
by Shotton et al. [73]. This function augments the classic chamfer distance
function [5] with a continuous and explicit cost for orientation mismatch (making
it more robust against occlusion and clutter):
dλ(x
′
i) = (1− λ) · dcham,τ (x′i) + λ · dorient(x′i, φ′i) , (2.1.11)
where φ′i and x
′
i represent respectively the orientation (i.e. angle) and coordi-
nates of the projected edgel i in the image coordinates. The parameter λ deﬁnes
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the trade-oﬀ between the classic chamfer distance dcham,τ and the orientation
distance dorient.
The chamfer distance dcham,τ (x) can be eﬃciently computed via the distance
transform (DT) which gives the distance to the closest contour points for every
pixel in an image. The chamfer distance of an edgel i is then obtained using a
simple look-up operation,
dcham,τ (x
′
i) =
1
τ
min(DT(x′i), τ) , (2.1.12)
where the distance transform is truncated to a maximum value τ . Similarly,
the orientation distance dorient uses the argument distance transform (ADT)
which gives the locations of the closest contour for every pixel in an image. The
orientation distance is then obtained with
dorient(x
′
iφ
′
i) =
2
pi
|φ′i − Iφ(ADT(x′i))| , (2.1.13)
where φ(x) gives the orientation of edgel at x modulo pi, Iφ(ADT(x)) gives
the image orientation at x and |φ1 − φ2| gives the smallest circular absolute
diﬀerence between φ1 and φ2. Orientations are taken modulo pi because, for
edgels on the outline of an object, the sign of the gradient is not reliable as it
depends on the intensity of the background. Normalisation by pi2 ensures that
dorient(x) ∈ [0, 1]. Since the exact Euclidean DT and the ADT can be computed
simultaneously in linear time and only once per image (regardless of the number
of edgels), the calculation of dλ(x) for every edgel is a very fast operation.
This second similarity function is more desirable than the one deﬁned in
Equation 2.1.10 because it gives a smoother similarity function. Indeed, with the
similarity function from Equation 2.1.10, the edgels must be projected exactly
on the contours in order to get a positive result while with Equation 2.1.11,
there is a tolerance τ on the projection result. This solution therefore requires
testing fewer projections than for the ﬁrst one. Moreover, the ADT already
provides the position of the closest contour making the number of iterations
needed for tracking far more lower (ideally one, but the position of the closest
contour point does not always match the exact position of the edgel as required
by the alignment of the template).
2.2 Our Model
2.2.1 A Two-Level Graphical Model
When an object is tracked using a graphical model representation, two choices
are usually encountered in the literature: the nodes of the graph either corre-
spond to visual features covering the object [79, 91] or to bounding boxes around
the rigid parts [78, 87]. The ﬁrst case is often related to an object discovery
context while the second case usually occurs when an object model is deﬁned
by hand during the implementation of the program or during an initialisation
phase. Obviously bounding boxes are a more desirable solution not only because
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(a) Original
Frame.
(b) Rigid Blocks
Graph
(c) Visual Fea-
ture Graph
(d) Two-Level Graph
Figure 2.2.1: Three possible representations of an articulated object using a
graphical model. On the left, the original frame. In the centre, the two graphical
models usually used. On the right, our two-level model where they are combined
in a two-level hierarchy.
they cover the object with a minimal set of elements (implying faster tracking)
but also because they provide the largest possible surface for each rigid part
and therefore a more robust tracking. Local visual features however are small
and therefore quite diﬃcult to track on long sequences. However, their small
size guarantees that they always cover a rigid region of the object making them
suitable as an unsupervised representation.
Since our goal in this thesis is to provide both robust tracking and unsu-
pervised modelling, we propose to use a graphical model based on two levels as
shown in Figure 2.2.1: one composed of visual features and the other of potential
rigid blocks. The rigid blocks are estimated by using the tracking of local fea-
tures in the previous frames and by grouping them into coherent groups. Since
no signiﬁcant tracking result is available in the ﬁrst frames, we use a single block
to initialise the graphical model. This block will be divided into smaller parts
once enough evidence about independent motions is accumulated. With time,
these blocks will become more and more reliable and therefore more useful for
tracking. By using this two-level model, we always have access simultaneously
to a local and a global representation of objects; making this model robust and
ﬂexible at the same time.
More formally, on the graph G presented in Section 2.1.1, the hidden variable
set Xt is now divided into the set of variables Ft = [f1,t, . . . , fN,t] corresponding
to the visual features and the set of variables Bt = [b1,t, . . . ,bM,t] corresponding
to the rigid blocks resulting in Xt = {Ft, Bt}. The index t is used to associate
the values of the hidden variables to a given time t. For both blocks and features,
the hidden variables correspond to their aﬃne positions in the current image.
To every hidden variable, there correspond a node and an observable variable
resulting in the set of nodes Vt = {V ft , V bt } and the set of observable variables
Yt = {Y ft , Y bt }. Finally, the set Et of edges is divided into three sets, i.e.
Et = {Eft , Ebt , Ect }, where Eft expresses spatial relations between two visual
features, Ebt expresses relations between two blocks and E
c
t expresses relations
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between one block and one visual feature. As for Xt and Yt, Vt and Et are
indexed with t because the number of nodes and their connections will evolve
with the object modelling process, and thus with time.
2.2.2 The Nodes
As discussed earlier, the nodes on the feature level are associated with edgels.
The observable variable yfi,t of a node i corresponds to the oriented chamfer dis-
tance function proposed by Shotton et al. [73] and presented in Section 2.1.2.2.
The hidden variable fi,t of a node i corresponds to the aﬃne parameters needed
to align this edgels and its surrounding with the image at time t. Edgels suf-
fer from the aperture problem and are, at best, only deﬁned by their position
and orientation. This means that, on their own, they are not able to provide
a reliable value for the 6 aﬃne parameters of their hidden variable. In order
to align themselves properly in a new image, the feature nodes will then need
to use the information provided by the neighbouring edgels. We will see in
the next chapter how feature nodes can beneﬁt from the largest possible rigid
neighbourhood while still being directly connected only to a very limited set of
close neighbours.
Similarly to the feature nodes, the hidden variable bi,t of a block node i
corresponds to the aﬃne parameters needed to align it with the image at time t.
The appearance of a rigid block is based on edges as well. This means that the
appearance of the block is actually deﬁned by its spatial relations with the
feature nodes. A block can therefore be seen as being a star constellation of
edgels. This is quite convenient since the constellation model demonstrates
some tolerance on non-rigidity of its sub-parts. The block nodes could also be
associated with a second global appearance based on colours or depth. This
could be used for example to ﬁlter the image edges used for its alignment. We
choose, however, to use only edges in order to be as independent as possible of
the type of image used. Hopefully, with this approach, the model will be able
to provide a representation of an object class that can be used with diﬀerent
video formats without any modiﬁcation.
2.2.3 The Spatial Relations Between Nodes
The spatial relations used in our model can be divided into two groups: rigid
(i.e. ﬁxed) and articulated relations. We do not model ﬂexible relations (i.e.
neither rigid nor articulated). Relations between blocks are obviously not rigid
otherwise the two blocks would count as one. Similarly, relations between a
block and a feature are rigid by deﬁnition. Relations between features are rigid
as well, which means that relations only exist between features associated with
the same rigid block.
Rigid and articulated relations are not known a priori and it is clear that
they cannot be learnt from a single frame (unless it is perfectly rigid, which can
only be conﬁrmed after an observation over a long time). When connections
are created between two nodes, it is then impossible to know whether these
CHAPTER 2. OBJECT MODEL DEFINITION 23
ri|jxi
xj
rj|i
x
y
x x
y
y
Figure 2.2.2: Relative aﬃne positions ri|jand rj|i of two nodes computed from
their aﬃne positions xi and xj observed in the image (i.e. aﬃne alignment with
the image).
nodes will respect a rigid/articulated relative conﬁguration. A possible solu-
tion is therefore to use a representation able to model any kind of distribution,
like a non-parametric distribution estimation, and discard the connections once
enough evidence is accumulated that it is neither rigid nor articulated (such
as between completely uncorrelated elements). Unfortunately, non-parametric
representations have a computational cost too high for a real-time process. In
comparison, parametric models are very fast to compute but will create a strong
bias in the tracking results if the observed spatial relation does not correspond
to the model type. To manage such situations, we will deﬁne in Chapter 4
an uncertain model of relation between two nodes that explicitly accounts for
its uncertainty. To do so, the relative spatial conﬁguration between two nodes
is represented as a mixture of a parametric distribution (reliable relation) and
a uniform distribution (ignorance). The relative weight of the uniform distri-
bution is inversely proportional to the conﬁdence that the model is able to
represent the relation. Thus, a model will contribute stability to tracking with-
out exerting overly strong bias that would hamper tracking. In the following
two subsections, we introduce the rigid and articulated parametric uncertain
models. Their learning is detailed later, in Chapter 4.
2.2.3.1 Model of a Rigid Relation
Since each hidden variable is associated with a feature/block position in the
aﬃne space (corresponding to 6 parameters), the potential function modelling
their relative positions should be expressed in a 12 dimensional space with a po-
tential proportional to the likelihood to observe these two respective positions
simultaneously. However, we choose to not represent the relationships through
pairwise potentials ψi,j(xi,xj) explicitly but rather to use conditional distribu-
tions ψi,j(xi | xj) and ψi,j(xj | xi) (notice that x is used to represent the hidden
variable of either a feature or a block). Indeed the inference process used in the
graph for tracking (see Chapter 3 for details) only requires conditional distri-
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rˆi|j
(1− λi|j)
C˜i|j
Figure 2.2.3: 1-dimensional example of ψi,j(ri|j) represented with a rigid uncer-
tain model mixing a Gaussian with an uniform potential function. λi|j is the
weight given to the Gaussian distribution, rˆi|j the mean of the distribution, and
C˜i|j its covariance matrix.
butions. Combined with the fact these relations are invariant to translation,
this allows us to represent them using two models of relative positions ri|j and
rj|i. These models represent the expected aﬃne position of one node expressed
in the aﬃne coordinate system of another node as shown in Figure 2.2.2. It
reduces the modelling of a spatial relation to two slices in the potential function
space of 6 dimensions each and also makes the potential function invariant to
the position of the image origin.
Each relative position is expressed using an uncertain rigid model mixing
a Gaussian with a uniform potential function. The potential function for the
relative position of a node i seen by a node j is then given by
ψi,j(ri|j) = λi|je
−1
2
(ri|j − rˆi|j)C˜−1i|j (ri|j − rˆi|j) + (1− λi|j) , (2.2.1)
where ri|j is computed by expressing xi in the space deﬁned by xj , λi|j is the
probability that the spatial relation can be modelled by a Gaussian and rˆi|j is the
mean of the relative conﬁgurations already observed. A 1-dimensional example
of ψi,j(ri|j) is given in Figure 2.2.3. The covariance matrix C˜i|j represents the
variations observed in the relation but also accounts for the uncertainty related
to the use an incomplete data set. More details about it are given in Chapter
4.
2.2.3.2 Model of an Articulated Relation
The principle of this uncertain model is the same as for the rigid one: it com-
bines an informative parametric distribution with a non-informative uniform
distribution. The major diﬀerence between the two models is that an articu-
lated model deﬁnes his potential function based on the ability of the two nodes
to predict their common joint (i.e. articulation) at the same position. This
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Figure 2.2.4: Expected joint positions projected into the image space (jij and
jji) and into each node space.
means that the model ﬁrst requires to learn the relative 2D positions jij|i and
jji|j of their shared joint (see Figure 2.2.4). The potential function for the rel-
ative position of a node i seen by a node j is then computed using the square
distance d2i|j =
∥∥jij|j − jji|j∥∥2 to get
ψi,j(d
2
i|j) = λi|je
−d2i|j/σ˜2i|j + (1− λi|j) , (2.2.2)
where λi|j is the probability that the projection jij|j is normally distributed
around jji|j , and σ˜2i|j represents the variance of d
2
i|j augmented to account for
the uncertainty.
On the one hand, more complex spatial relations could be represented using
a mixture of Gaussians or a parametric curve in the 6-dimensional space but
the computational cost would not be acceptable for a real-time application.
On the other hand, the joint position can be learnt more eﬃciently: only two
2D joint positions to determine and a single dimension model to estimate the
variance and model uncertainty. More details about the learning of an uncertain
articulated model are given in Chapter 4.
2.3 Experiment
Outside a context of detection or tracking, analysing the reliability of a model is
not really relevant. This being said, it is still interesting to test the initialisation
of this particular model in order to get an intuition of its repeatability and
potential problems. In Figures 2.3.1, 2.3.2, 2.3.3, and 2.3.4, the feature level of
the model has been initialised on a series of test images (the block level being
a single node at ﬁrst). All the results are obtained using the same method and
parameters:
1. Normalise the image and apply the Canny edge detector using a Gaussian
ﬁlter with a standard deviation of 2 pixels and the two thresholds Thigh =
0.15 and Tlow = 0.05.
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2. Remove the small edges and extract edgels from the remaining edges using
a minimum distance of 5 pixels between the edgels. Merge close junctions
(points at the end of edges) if needed.
3. Create connections between the edgels by following the contours. Also
create connections between junctions and nearby edgels with a maximum
distance of 7.5 pixels.
From these results a few observations can be made:
• The model itself provides a representation easily identiﬁed by human eyes.
This is particularly interesting if some supervision is needed for labelling
learnt models.
• As we can see, the models of the (straight) ﬁngers (Figure 2.3.1), arms
(Figure 2.3.2), hands (Figures 2.3.1 and 2.3.3), and bodies (Figure 2.3.4)
are fairly similar for each instance of the corresponding object, even when
comparing results from grey images and depth maps (obtained from a
Kinect).
• Textured surfaces create a lot of edgels (see for example the hand in Figure
2.3.1). This would be the same for interest points but this is more of a
concern for edgels since their discriminative power is much lower. Not
only will it consumes a lot of the available computational time to deal
with these extra edgels before their removal, but it might be detrimental
to tracking during the early learning phase when the block level is not very
useful yet. Diﬀerent techniques such as motion or depth segmentation can
be used to focus the model on speciﬁc edgels. Depth maps are particularly
useful since they do not contain texture and provide a simple solution to
focus on foreground objects. With the launch of cheap depth camera
like the Kinect (which was used to get the depth images in Figures 2.3.1,
2.3.3 and 2.3.4), this solution seems the most interesting even for a home
computer.
• When a part of an object is similar to its background (e.g. Figures 2.3.2j
and 2.3.3e) or too close to a similar part (e.g. 2.3.3e), edgels are simply
not detected. This is actually the same result as for an occlusion. This
is a better alternative than with regions of interest or skeleton where we
would simply have features covering the combined elements. But it also
means that we cannot rely on feature detection from a single frame to
build the model. While frequent detection on the unmodeled areas (at
least to detect new objects) seems an obvious thing to do, it is extremely
important that feature detection should be as fast as possible to still allow
for simultaneous learning and tracking in real time. In that sense, the
low computational cost of edgels extraction is another advantage in their
favour.
• While the model is designed to be robust to aﬃne transformations, it seems
clear that our context (2D images, 2D features,...) is more favourable to a
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2D representation of the objects. This means that, if objects do not have
to stay completely in a single 2D plane for their tracking (once learnt) it
is preferable for the model to be initialised and learnt when the object is
roughly contained on a plane of the camera. In this regard, the use a a
depth map would allow this condition to be veriﬁed easily. This may seems
like a big drawback but is actually very common when learning models
based on 2D data, especially if the object is not rigid. The best example
is probably the work of Ramanan et al. [67], where convenient poses are
detected in order to learn a proper appearance of the articulated object.
This being said, the model is developed in order to work with any type
of feature. Simply replacing edgels by 3D features should therefore allow
our model to represent objects moving out of the 2D plane.
2.4 Discussion
This chapter focused on the deﬁnition of an object model suitable for our case.
We saw that two models in particular oﬀered a partial but appealing solution.
One was the feature graph model ideal for unsupervised learning and a decent
solution for tracking. The other was the part-based articulated model diﬃcult to
learn on its own but oﬀering a simpler model and allowing a more robust track-
ing. Since both of these models were based on a graphical representation, we
combined them into a two-level graph model so that each level can compensate
the weaknesses of the other.
In terms of the appearance of the model, we decided to use edgels since
they oﬀer a low computational cost, a better coverage of the object, and a
more comprehensive representation. They are also largely invariant to lighting
conditions and changes in object colour, object position, and image type (such
as colour, grey, or depth).
Despite these qualities, we also observed that individual edgels are poor
detectors on their own. It is only when they are used in large groups that they
become more robust. We will see in the next chapters if this weakness makes
the edgels inappropriate for simultaneous learning and tracking or if it can be
overcome.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 2.3.1: Examples of initial graphs (second column). As we can see, it
provides a representation easily identiﬁed by the human eyes and with fairly
similar detected features even from grey to depth (last row) image. In compar-
ison, corner points from the Harris detector (third column) usually provide a
model far more diﬃcult to recognise and with a lot of points generated from
intersection with the background or dependant on the current conﬁguration of
the object. Given the strong response of edgels to texture, the depth map seems
to be an ideal choice to keep the model as simple (i.e. fast) as possible.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 2.3.2: Examples of graph initialisation for an arm. As we can see, the
model is fairly consistent across the images. It is worth noticing though that a
background of similar colour acts as an occlusion on the contours (e.g. Figure
2.3.2j). Since this is a problem common to all the features, this will be a
weakness in the initialisation of our solution regardless of the features used.
Using frequent feature detection to alleviate this problem means that it should
be as fast as possible. In that sense, the low computational cost of edgels
extraction is an other advantage in their favour.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 2.3.3: Examples of graph initialisation for a hand. Observations are
similar those of the case of the arm (2.3.2) with the additional issue of edgels
missing on ﬁngers when the hand is closed.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 2.3.4: Examples of graph initialisation for a human body. Observations
are similar to those of the case of the arm with the additional issue of edgels
missing on the inside of the legs when these are too close to each other.
Chapter 3
Model Tracking
This chapter addresses the problem of tracking an articulated object using its
graphical model, independently from the learning process. The tracking occurs
in the two levels of the graph: the block level and the feature level. When
tracking the blocks, we consider here that the model has already been learnt
properly and is thus completely reliable. However, when tracking the features,
we use the model as it is deﬁned at time t = 0 to verify its ability to provide
reliable information for the learning process. While the main goal is to achieve
real-time tracking for both levels, each level also has its own requirements:
robustness for the block level and enough ﬂexibility for the feature level to
follow non-rigid parts until they are segmented.
We will ﬁrst present in Section 3.1 the most popular methods for tracking
either rigid objects or articulated objects. In Section 3.2, we will show how
those methods should be modiﬁed to fulﬁl all our requirements (c.f. Chapter 1).
We will also address the problem of tracking hundreds of features in real-time
by proposing a new tracking method for the feature level that combines some
of the advantages of the methods presented in Section 3.1. Finally, in Section
3.3, we demonstrate the beneﬁts of the developed methods as compared to the
existing ones.
3.1 Background
When it comes to a single rigid element, we can divide tracking methods into two
main groups: the Single Hypothesis Tracking (SHT) methods and the Multiple
Hypothesis Tracking (MHT) methods. The ﬁrst group of methods tracks an
object through the minimisation of an error function (or similarly through the
maximisation of a likelihood function) computed locally (i.e. around the last
tracked position) while the second group of methods evaluates the likelihood
directly in a set of possible positions. SHT methods like Lucas-Kanade [56, 4]
or Mean-Shift [17] have been very popular in real-time scenarios due to their low
computation time. However, their tracking is limited to a single local maximum
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solution per image making them less robust to clutter. At the expense of a higher
computational time, MHT methods like Sequential Monte Carlo methods [47]
allow to compute the posterior probability distributions of the tracked objects
and therefore cover their diﬀerent possible positions.
For articulated objects, tracking is generally achieved using Belief Propaga-
tion (BP) [77, 90]. This allows the known spatial relations between rigid parts
to be used to improve the tracking. The idea of this method is to share the
probability distribution of each rigid part with its neighbours so that each rigid
element can beneﬁt not only from its own information but also from that of its
surrounding body parts to compute its posterior probability distribution. Since
BP is based on probability distributions, it obviously relies on MHT methods
to compute the tracking likelihood of each object part. Very few SHT methods
have been developed for articulated objects. While the problem is well addressed
by Active Appearance Models [18] and Active Shape Models [19] for non-rigid
compact objects (i.e. objects that demonstrate only small local variations of
their body parts, like a human face), the explosion of possible poses becomes a
major drawback for an articulated object like the human body.
We will see in Section 3.2 that, for the block level, tracking using traditional
BP (with a few alterations) provides good results, but, for the feature level, BP
requires a computational cost that makes tracking impossible to apply in real-
time. We will show that SHT methods can be extended to articulated objects
using a propagation scheme similar to BP. We therefore ﬁrst present some SHT
and MHT methods for rigid objects respectively in Section 3.1.1 and Section
3.1.2. We then present several BP methods as MHT solutions for articulated
objects in Section 3.1.3 and ﬁnally introduce what has been proposed in the
literature in term of SHT methods used to track articulated objects in Section
3.1.4.
3.1.1 Single Hypothesis Tracking (SHT) Methods for Rigid
Objects
3.1.1.1 Basic Concepts
What we call Single Hypothesis Tracking (SHT) methods are methods that
provide a single tracking position for each frame. Although this result can be
searched in the entire image, the search is generally limited to a local area around
the position obtained in the previous frame. Even more, the image information
is only extracted inside the bounding box that deﬁnes the object area. Each
pixel inside this bounding box is asked to suggest a motion given its own image
likelihood. The position of the object is then updated in order to match as
much as possible the motion required by the pixels. Those two steps are then
iterated until the result converges. Since the SHT methods only need to analyse
a single local area of the image, they are able to provide a low computational
cost solution for real-time tracking.
Notice that what we refer to as a rigid object here might actually not be
completely rigid as long as the object remains in the bounding box used to
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track it. The notion of rigidity therefore refers more to the fact that the object
can be described consistently by some visual values deﬁned inside the bounding
box (i.e. image template, histogram,...) through a video sequence. Indeed, a
method like Mean-Shift combined with a histogram descriptor is fully capable
to track a human body as long as the body remains suﬃciently compact to
be bounded by the bounding box (i.e. the bounding box can be deﬁned so that
the body is ﬁlling most of the box area while remaining inside its limits) .
3.1.1.2 Mean-Shift
The idea behind Mean-Shift tracking is to ﬁnd a position xˆt that maximises the
sum of the likelihood of the pixels xi around this position given the image It at
time t,
xˆt = arg max
xt
f(xt, It) (3.1.1)
with f(xt, It) =
∑
i
k(
∥∥∥∥xi − xth
∥∥∥∥2) · L(xi, It) , (3.1.2)
where L(xi, It) is the likelihood that the pixel xi in image It belongs to the
object, and k(·) is the kernel used to deﬁne the local area to consider around a
position xt. The most popular choices for the mean-shift kernel are the Epanech-
nikov kernel [16] and the Gaussian kernel.
The maximas of f(xt, It) are located among the zeros of the gradient∇xtf =
0 which leads to
∑
i
(xi − xˆt) · g(
∥∥∥∥xi − xˆth
∥∥∥∥2) · L(xi, It) = 0 , (3.1.3)
where g(x) = −k′(x) is minus the derivative of the kernel k(x), assuming that it
exists for all x ∈ [0,∞), except for a ﬁnite set of points. Note that the derivative
of the Epanechnikov proﬁle is the uniform proﬁle [16], while the derivative of
the Gaussian kernel remains Gaussian. Solving 3.1.3 for xˆt one ﬁnds
xˆt =
∑
i xi · g(
∥∥∥xi−xˆ0th ∥∥∥2) · L(xi, It)
g(
∥∥∥xi−xˆ0th ∥∥∥2) · L(xi, It) (3.1.4)
i.e. a simple weighted average of the xi's, where xˆ
0
t is the position obtained in
the previous iteration. The Mean-Shift procedure consists in iterating Equation
3.1.4 until the solution converges to a local maximum. With a kernel deﬁned on
a ﬁnite support, the position update can be computed using only local image
information, leading to a very fast procedure.
The most popular contribution to Mean-Shift tracking has been made by
Comaniciu et al. [17], who use a feature histogram based target representation
to compute the image likelihood of the pixels, resulting in a very eﬃcient and
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robust tracking method for non-rigid objects with partial occlusions, signiﬁcant
clutter and variations of object scale. Since histograms are not used as visual
features in this thesis, we refer the interested reader to [17] for further details.
3.1.1.3 Lucas-Kanade
The goal of the Lucas-Kanade method [56, 4] is to align a template image T (x)
to an input image It(x) at time t, where x = [x, y]
T is a vector containing the
pixel coordinates. In order to alignT (x) and It(x), consider an aﬃne warp
W (xi; p) =
[
1 + p1 p3 p5
p2 1 + p4 p6
] xiyi
1
 , (3.1.5)
where p = [p1, p2, p3, p4, p5, p6] is the vector of parameters. Alignment between
template and image is given by the warp that minimises the sum of squared
residuals between the template T (x) and the image It(x) warped back onto the
coordinate frame of the template:
R =
∑
i
wi‖I(W (xi; p))− T (xi)‖2 , (3.1.6)
with wi representing the weight given to the template point xi. To optimise
the expression in Equation 3.1.6, the Lucas-Kanade algorithm assumes that a
current estimate of p is known, and then it iteratively solves for increments 4p.
The expression
R =
∑
i
wi‖I(W (W (xi; p); ∆p))− T (xi)‖2 (3.1.7)
is minimised with respect to 4p in each iteration, and then one updates the
estimate of the warp with
W (x; pnew) = W (W (x; pold); ∆p). (3.1.8)
In the case of aﬃne warp, the parameters update would correspond to
p←

p1 + ∆p1 + p1 ·∆p1 + p2 ·∆p3
p2 + ∆p2 + p1 ·∆p2 + p2 ·∆p4
p3 + ∆p3 + p3 ·∆p1 + p4 ·∆p3
p4 + ∆p4 + p3 ·∆p2 + p4 ·∆p4
p5 + ∆p5 + p5 ·∆p1 + p6 ·∆p3
p6 + ∆p6 + p5 ·∆p2 + p6 ·∆p4
 . (3.1.9)
In order to solve the warp update, the expression in Equation 3.1.7 is lin-
earised by performing a ﬁrst-order Taylor expansion on W (W (x; p); ∆p) to
give:
R =
∑
i
wi
∥∥∥∥I(W (W (xi; p); 0)) +∇I ∂W∂p ∆p− T (xi)
∥∥∥∥2 (3.1.10)
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where ∇I =
(
∂I
∂x ,
∂I
∂y
)
corresponds to the image gradient evaluated at W (xi; p)
in the coordinate frame of I. Since W (x; 0) is the identity warp, W (W (x; p); 0)
then simpliﬁes to W (x; p). Following the notational convention that partial
derivatives with respect to a column vector are laid out as a row vector [4] and
with W (x; p) = [Wx,Wy]
T , the Jacobian ∂W∂p of the warp of Equation 3.1.17 is
given by:
∂W
∂p
=
[
∂Wx
∂p1
∂Wx
∂p2
· · · ∂Wx∂p6
∂Wy
∂p1
∂Wy
∂p2
· · · ∂Wy∂p6
]
=
[
x 0 y 0 1 0
0 x 0 y 0 1
]
. (3.1.11)
Notice that ∂W∂p is computed forW (W (x; p); 0), which means that the values
used in Equation 3.1.11 are the current coordinates of the points in the image.
The solution to the minimisation of Equation 3.1.10 is obtained by setting
to zero its partial derivatives with respect to ∆p (i.e. ∂R∂∆p = 0). We then get
∆p = H−1
∑
i
wi
[
∇I ∂W
∂p
]T
[T (xi)− I(W (xi; p))] , (3.1.12)
where H is the n× n Hessian matrix (for aﬃne warp, n = 6),
H =
∑
i
wi
[
∇I ∂W
∂p
]T [
∇I ∂W
∂p
]
. (3.1.13)
The warp update then consists of iteratively applying Equations 3.1.12 and 3.1.8
until the estimates of the parameter vector p converge.
As we can see from Equation 3.1.12, the solution to the parameter update is
found by following the image gradients in order to ﬁnd a closer match for each
pixel of the template. In this idea, ∇I ∂W∂p is often called the steepest descent im-
age and
∑
i wi
[
∇I ∂W∂p
]T
[T (xi)− I(W (xi; p))] the steepest parameter update.
Similarly to Mean-Shift, we can see that the Lucas-Kanade method uses only
local information to descend along the gradient and to reach a local minimum.
3.1.1.4 Point Matching Based Alignment
Consider, now, a model made of N points and their positions X = (x1, . . . ,xN )
in the model reference frame and assume that these points are able to get
estimates of their target positions T = (t1, . . . , tN ) in a given image. These
could be estimates based on the image gradients as it was done with Lucas-
Kanade, or based on the closest image contour in the case of edgel points.
Alignment of the model with those target positions is given by the warp that
minimises the sum of squared residuals,
R =
∑
i
wi‖W (xi; p)− ti‖2 , (3.1.14)
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with wi representing the weight of point i. Assuming that a current estimate of
p is known, Equation 3.1.14 can be iteratively solved for increments 4p of the
warp parameters by minimising R for the incremental warp W (x,∆p) :
R =
∑
i
wi‖W (W (xi; p); ∆p)− ti‖2 . (3.1.15)
Then p is updated such that
W (x; pnew) = W (W (x; pold); ∆p) . (3.1.16)
In order to solve the warp update, the expression in Equation 3.1.15 is linearised
in a similar way to that used in the previous section by performing a ﬁrst-order
Taylor expansion on W (W (x; p); ∆p) to give:
R =
∑
i
wi
∥∥∥∥W (W (xi; p); 0) + ∂W∂p ∆pi − ti
∥∥∥∥2 . (3.1.17)
Again, since W (x; 0) is the identity warp, W (W (x; p); 0) then simpliﬁes to
W (x; p) and ∂W∂p is computed for W (W (x; p); 0) (i.e. with the current coordi-
nates of the points in the image).
The solution to the minimisation of Equation 3.1.17 is obtained by setting
to zero its partial derivatives with respect to ∆p:
∆p = H−1
∑
i
wi
[
∂W
∂p
]T
Di , (3.1.18)
where Di = [ti −W (xi; p)]T is the displacement required of point i, and H is
the d× d Hessian matrix (with d = 6 for aﬃne parameters),
H =
∑
i
wi
[
∂W
∂p
]T [
∂W
∂p
]
. (3.1.19)
The warp update then consists of iteratively applying Equations 3.1.18 and
3.1.16 until the estimates of p converge. In the case of aﬃne transformation,
one iteration is suﬃcient since the system is linear in the parameters. This
would not be the case with a parameter such as orientation for example.
This method is mainly a generalisation of Lucas-Kanade but is no longer a
gradient descent method since the problem of ﬁnding directions for each points
of the model is to be solved beforehand. Nonetheless, in situations like edgel
tracking, this solution is more convenient since it is easier to ﬁnd a close contour
target than to use gradients to estimate the edgel displacement. Indeed, we saw
in Section 2.1.2.2 that the argument distance transform (ADT) allows the closest
contour to any location to be found in a very eﬀective way.
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3.1.2 Multiple Hypothesis Tracking (MHT) Methods for
Rigid Objects
3.1.2.1 Basic Concept
In clutter, there are typically several competing observations. The local max-
imum solution might therefore not always correspond to the correct position
(i.e. global maximum) of the object to track. This kind of situation encourages
Multiple Hypothesis Tracking methods like Sequential Monte Carlo methods
[47, 28] (also called particle ﬁlters). Instead of simply estimating the object
most likely position, particle ﬁlters estimate the complete probability distribu-
tion p(xt | y0:t) of the object position, where xt is the object position at time
t and y0:t = [y0, . . . ,yt] are the observations from time 0 to time t. In this
way, in cluttered scenes, the multiple possible positions of an object are always
accounted for, as the modes of p(xt | y0:t).
Assuming that the state sequence [x0,x1, . . .] is a unobserved Markov process
with an initial distribution p(x0) and a transition distribution p(xt | xt−1)
and that the observations yt are conditionally independent given xt, we can
decompose p(xt | y0:t) into
p(xt | y0:t) = ktp(yt | xt)p(xt | y0:t−1) (3.1.20)
= ktp(yt | xt)
ˆ
xt−1
p(xt | xt−1)p(xt−1 | y0:t−1)dxt−1 ,
(3.1.21)
where kt is a normalisation constant that does not depend on xt. The eﬀective
prior p(xt | y0:t−1) is actually the posterior p(xt−1 | y0:t−1) from the previ-
ous time-step, onto which is superimposed the prediction p(xt | xt−1) of the
dynamical model. Multiplication by the observation density p(yt | xt) then
applies the reactive eﬀect expected from observations. Because the observation
density is non-Gaussian, the evolving state density p(xt | y0:t) is also generally
non-Gaussian.
3.1.2.2 Tracking with Particle Filter
In cases where p(yt | xt) is suﬃciently complex that p(xt | y0:t) cannot be
evaluated simply in closed form, iterative sampling techniques can be used to
generate a random variate xt from a distribution p˜(xt) that approximates the
posterior p(xt | y0:t). First, a sample-set
{
s1t , . . . , s
N
t
}
is generated from the
prior density p(xt | y0:t−1), and then an index n ∈ [1, . . . , N ] is chosen with
probability pint ,where
pint =
p(yt | snt )∑N
i=1 p(yt | sit)
. (3.1.22)
The samples chosen in this fashion have a distribution that approximates
the posterior p(xt | y0:t) increasingly accurately as N increases. When tracking,
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Algorithmus 3.1 Sampling Importance Resampling (SIR) algorithm for parti-
cle tracking
1. Importance Sampling
From the old sample-set
{
snt−1, pi
n
t−1
}N
n=1
at time t − 1, construct a new
sample-set {snt , pint }Nn=1 for time t. The ithof N new samples is construct
as follow:
(a) Select a sample index j with a probability pijt−1.
(b) Predict by sampling from p(xt | xt−1 = sjt−1) to deﬁne sit.
(c) Measure and weight the new position in terms of the observations
yt to get
piit = p(yt | sit) . (3.1.23)
Once the N samples have been constructed, normalise the weights so that∑
n pi
n
t = 1.
2. Resampling
(a) Compute an estimate of the eﬀective number of particles as
Nˆeﬀ =
1∑
n (pi
n
t )
2 . (3.1.24)
(b) If Nˆeﬀ < Nthres, then
• Draw a set of N particles from the current particle set with
probabilities proportional to their weights pint and replace the
current particle set with this new set.
• For i = 1, . . . , N , set piit = 1/N .
samples at time t can be obtained from samples at time t−1 using the dynamical
model p(xt | xt−1). All in all, the particle ﬁlter tracking can be summarised
by Algorithm 3.1, where the resampling step is used to avoid the problem of
degeneracy of the algorithm, that is, avoiding the situation where all but one of
the importance weights are close to zero.
With suﬃcient samples, particle ﬁlters are able to approach the Bayesian
optimal estimate of p(xt | y0:t) and therefore account for multiple tracking hy-
potheses. Conversely, each sample requires an evaluation of its image likelihood
pint . One of the diﬃculties with the particle ﬁlters is then to ﬁnd the num-
ber of particles that provides a good trade-oﬀ between computational cost and
robustness.
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3.1.3 Multiple Hypothesis Tracking (MHT) Methods for
Articulated Objects
When tracking articulated object, the methods described above can only be used
to track each rigid body part individually. A popular way to use known spatial
constraints between the body parts in order to improve their individual tracking
is to use Belief Propagation. The idea is to use a graphical representation of
the articulated object as presented in Section 2.1.1 to include in the model
spatial constrains between the rigid parts. Local evidence gathered by each
individual rigid part can then be shared (propagated) among neighbours in
order to improve their tracking.
Although it is clear that other MHT methods exist for articulated objects,
BP is deﬁnitely the most successful [7, 11, 45, 77]. In this section, we will then
focus on some of the most popular adaptations of BP.
3.1.3.1 Basic Concept
To simplify matters, let us ﬁrst consider the graphical model as it was presented
in Equation 2.1.5, i.e. without the time aspect:
p(X | Y ) = 1
Z
∏
{i,j}∈E
ψi,j(xi,xj)
∏
i∈V
ψi(xi,yi) . (3.1.25)
The marginal posterior distribution p(xi|Y ) of the feature i at time t can,
then, be obtained with
p(xi|Y ) =
ˆ
...
ˆ
p(X | Y )dx1dxi−1dxi+1dxN . (3.1.26)
This kind of brute computation of marginal probabilities becomes quickly
intractable because of the computation of multiple integrals. It is possible to
reorder this integral to exploit the structural properties of the graphical model
using the elimination algorithm to reduce the computational eﬀort. However,
determining such an ordering in the most general case whilst trying to minimise
the computations is an NP-hard problem [77]. The (Loopy) Belief Propagation
algorithm [64] is a more eﬃcient algorithm that computes p(xi|Y ) for i = 1, ..., N
through an iterative local message passing process where each node i sends
to its neighbour j a message that contains its current belief on the state of
node j. At any time during the execution of the algorithm, the current marginal
distribution estimated for a node i is the normalised product of its local evidence
p(yi|xi) and of all incoming messages from the neighbouring nodes,
pl(xi|Y ) ∝ ψi(xi,yi)
∏
j∈N(i)
mli,j(xi) , (3.1.27)
where pl(xi|Y ) represents the marginal distribution estimated at the lth iteration
and N(i) is the set of nodes adjacent to i. mli,j(xi) is the message sent from
node j to node i at the lth iteration.
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(a) Computation of mnj,i(xj)
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(b) Computation of pn(xi|Y )
Figure 3.1.1: The message passing process in Belief Propagation.
To prepare a message for node j, the node i ﬁrst compute an estimation of its
own state based on its local evidence and the messages sent by all its neighbour
but j. This product is then multiplied with the potential function related to i
and j to produce the message from node i to node j ,
mlj,i(xj)←
ˆ
xi
ψi(xi,yi) · ψi,j(xi,xj) · ∏
k∈N(xi)\j
ml−1i,k (xi)
dxi . (3.1.28)
Figure 3.1.1 illustrates the method. In the case of tree-structured graphical
models, the algorithm is guaranteed to converge towards pl(xi|Y ). In graphical
models with loops, convergence is not guaranteed but good empirical perfor-
mance has been shown in the literature [84].
3.1.3.2 Nonparametric Belief Propagation (NBP)
In graphical models with continuous, non-Gaussian variables, there is usually no
tractable analytic form for the messages underlying BP. Nonparametric Belief
Propagation (NBP) [77, 78] addresses this problem by representing each mes-
sage nonparametrically as a Gaussian mixture. Given that G(x;µ,Λ) denotes a
normalised Gaussian density with mean µ and covariance Λ, an M components
mixture approximation of mj,i(xj) takes the form
mj,i(xj) =
M∑
k=1
wkjG(xj ;µ
k
j ,Λj) , (3.1.31)
where wkj is the weight associated with the k
th kernel mean µkj and Λj is
a bandwidth or smoothing parameter. The weights are normalised so that∑M
k=1 w
k
j = 1.
If performed exactly, each message update would then produce a new product
mixture with an exponentially large number of components. NBP approxim-
ates this product mixture using an eﬃcient Gibbs sampling procedure [36, 46],
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Algorithm 3.2 Gibbs sampling for the product of several mixtures
Given d mixtures ofM Gaussians, where
{
wkj , µ
k
j ,Λj
}M
k=1
denotes the paramet-
ers of the jth mixture, a sample is obtained as follows:
1. For each j ∈ [1 : d], choose a starting label lj ∈ [1 : M ] by sampling
p(lj = k) ∝ wkj .
2. For each j ∈ [1 : d],
(a) Calculate the mean µ∗ and variance Λ∗of the product G(x;µ,Λ) ∝∏
s6=j G(x;µ
ls
s ,Λs) using
Λ
−1
=
∑
s6=j
Λ−1s Λ
−1
µ =
∑
s 6=j
Λ−1s µ
ls
s . (3.1.29)
(b) For each k ∈ [1 : M ], calculate the mean µk and variance Λk of
G(x;µ∗,Λ∗) · G(x;µkj ,Λj). Using any convenient x, compute the
weight
wk = wkj
G(x;µ∗,Λ∗) ·G(x;µkj ,Λj)
G(x;µk,Λ
k
)
(3.1.30)
(c) Sample a new label lj according to p(lj = k) ∝ wk.
3. Repeat step 2 κ times.
4. Compute the mean µ and variance Λ of the product
∏d
j=1G(x;µ
lj
j ,Λj).
Draw a sample xˆ ∼ G(x;µ,Λ).
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allowing a natural trade-oﬀ between statistical accuracy and computational ef-
ﬁciency. Details about the sampling from the product of several Gaussian mix-
tures are provided in Algorithm 3.2. To complete the stochastic integration,
each sample xkj from the message product is propagated to the neighbouring
node i by sampling xki from ψi,j(xi,x
k
j ). Finally, having produced a set of
independent samples from the output message mi,j(xi), NBP selects a kernel
bandwidth to complete the nonparametric density estimate.
3.1.3.3 Sequential Belief Propagation (SBP)
The Markov network presented in Section 3.1.3.1 is a generative model at one
time instant. To track it, Equation 3.1.25 is extended to account for correl-
ation between positions in successive frames. Under the conventional Markov
assumption for the time dimension, i.e.
p (Xt | Xt−1) =
∏
i∈V
p (xi,t | xi,t−1) , (3.1.36)
the posterior probability of the joint state Xt given image measurements Y0:t
can be expressed as
p(Xt | Y0:t) = 1
Z
∏
(i,j)∈E
ψi,j,t(xi,t,xj,t)
∏
i∈V
ψi,t(xi,t,yi,t) · p(xi,t | Yi,0:t−1) ,
(3.1.37)
where
p(xi,t | Yi,0:t−1) =
ˆ
xi,t−1
p(xi,t | xi,t−1) · p(xi,t−1 | Yi,0:t−1) · dxi,t−1 . (3.1.38)
As shown by Hua and Wu [45] and later by Briers et al. [11], inference can be
performed by Sequential Belief Propagation (SBP) through an iterative, local
message passing process. The local message passed from node i to node j at
time t and iteration l is given by
mlj,i,t(xj,t) ←
ˆ
xi,t
ψi,t(xi,t,yi,t) · ψi,j,t(xi,t,xj,t) ∏
k∈N (i,t)\j
ml−1i,k,t(xi,t)
×
ˆ
xi,t−1
p(xi,t | xi,t−1) · p(xi,t−1 | Y0:t−1) · dxi,t−1
]
dxi,t,
(3.1.39)
with N (i, t) \ j, the set of neighbours of i at time t except j, and the marginal
posterior probability at time t is given by
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Algorithm 3.3 Sequential Belief Propagation
1. Sequential Monte Carlo
(a) For each node, resample the particles
{
sni,t−1
}N
n=1
from time t − 1
according to the weights
{
wni,t−1
}N
n=1
to get
{
sni,t−1,
1
N
}N
n=1
.
(b) For each node, propagate the particles by sampling from{
p(xt | xt−1 = sni,t−1)
}N
n=1
to deﬁne
{
s1,ni,t
}N
n=1
.
2. Initialisation of Belief Propagation
(a) For each relation between two nodes i and j, send a ﬁrst message
m1i,j,t(xj,t) =
{
w1,nj,i,t
}N
n=1
from j to i computed with
w1,ni,j,t =
N∑
m=1
ψi,t(s
1,n
i,t ,yi,t)ψi,j,t(s
1,n
i,t , s
1,m
j,t ) . (3.1.32)
(b) For each node i, compute p1(xi,t | Y0:t) ∼
{
s1,ni,t , w
1,n
i,t
}N
n=1
with
w1,ni,t = ψi,t(s
1,n
i,t ,yi,t)
∏
j∈N (i,t)
w1,ni,j,t . (3.1.33)
3. Iteration l of Belief Propagation
(a) For each node i, sample new particles from an importance function
qli,t(xi,t) based on the posterior probability p
l−1(xi,t | Y0:t).
(b) For each sample sl,ni,t and each j ∈ N (i, t), set the weights
w1,ni,j,t =
1
qli,t(s
l,n
i,t )
N∑
m=1
[
ψi,j,t(s
l,n
i,t , s
l−1,m
j,t )ψj,t(s
l−1,m
j,t ,yj,t)
×
(
1
N
N∑
r=1
p(sl−1,mj,t | srj,t−1)
)
×
∏
k∈N (j,t)\i
wl−1,mj,k,t
 . (3.1.34)
(c) For each node i, compute pl(xi,t | Y0:t) ∼
{
sl,ni,t , w
l,n
i,t
}N
n=1
with
wl,ni,t =
ψi,t(s
l,n
i,t ,yi,t)
qli,t(s
l,n
i,t )
(
1
N
N∑
r=1
p(sl,ni,t | sri,t−1)
) ∏
j∈N (i,t)
wl,ni,j,t (3.1.35)
(d) l← l + 1 for a given number of iterations or until convergence.
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p(xi,t | Y0:t) ∝ ψi,t(xi,t,yi,t)
∏
j∈N (i,t)
mli,j,t(xi,t)
×
ˆ
xi,t−1
p(xi,t | xi,t−1) · p(xi,t−1 | Y0:t−1) · dxi,t−1.
(3.1.40)
Another contribution of Hua and Wu is the new way to compute the product
of messages through particle ﬁlters. While NBP [77] already used particles
to represent the nodes distribution, the messages in BP are represented by
Gaussian mixtures and therefore require complex MCMC (Markov chain Monte
Carlo) samplers to sample the new Gaussian mixture kernels of the updated
messages. This process is far too slow to be applied in real-time. Hua and
Wu proposed to consider the messages as a set of weights for the particles of
the node that receives the message. In this way, the product of messages only
consists of a product of scalars, which requires much less computational time
than for a product of Gaussian mixtures.
The particles of each node are propagated from time t−1 to time t and used
as a support on which the messages are propagated and the nodes distribution
are evaluated. Each message from i to j at iteration l corresponds then to a set
of weights wl,nj,i,t for the N particles associated to j, i.e., a message is represented
as
mlj,i,t(xj,t) ∼
{
wl,nj,i,t
}N
n=1
. (3.1.41)
The marginal posterior probability resulting from propagation is deﬁned as
p(xi,t | Y0:t) ∼
{
sni,t, w
n
i,t
}N
n=1
, (3.1.42)
where sni,t are the N samples associated with i, and w
n
i,t are their posterior
weights. The whole process can be repeated as a succession of particle sampling
and Belief Propagation until convergence. For each iteration of SBP, particles
are resampled in order to provide the best possible support for the messages
and the posterior distribution. Since the distribution of the particles represents
a probability distribution, the eﬀect of the importance function qli,t(xi,t) used
for the resampling is cancelled by dividing each weight w1,ni,j,t by q
l
i,t(s
l,n
i,t ).
The diﬀerent steps of the methods are shown in Algorithm 3.3 and illustrated
in Figure 3.1.2. Notice that the temporal information is not represented like the
other sources of information during the initialisation of SBP. Indeed, while all of
the other sources are computed through a product of weights for the particles,
the temporal information is represented through the distribution of the particles.
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Use of particle filters to predict the positions of the
features at time t given their position at time t− 1.
1)
The particles are weighted with
the image likelihood of
the features at time t.
2)
The weights from step 2 are
propagated with BP using the
relations between the nodes.
3)
Figure 3.1.2: The 3 steps and 3 sources of information of SBP.
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3.1.4 Single Hypothesis Tracking (SHT) Methods for Ar-
ticulated Objects
The main drawback of the MHT methods discussed in the previous section is
their computational cost. On top of the particle sampling process, SBP requires
N2 evaluations of ψi,j,t(xi,t,xj,t) for each message exchanged between two nodes
and a computation of ψi,t(xi,t,yi,t) for every new sample created. Given that
each node usually requires at least hundreds of particles to be tracked properly,
it is clear that these solutions are limited to small graphs when real-time tracking
is required. When computational time is very limited or when the graph contains
a large number of nodes, it seems reasonable to sacriﬁce the robustness of multi-
modal solutions for the speed gained by limiting oneself to a single mode. To the
best of our knowledge, very few solutions have been developed in this direction.
We present here two methods that have been proposed recently (2008), one
combining Mean Shift with BP and the other solving a system of articulated
planes for the entire articulated object at once.
3.1.4.1 Mean Shift Belief Propagation (MSBP)
Instead of using samples to evaluate the probability density of the complete
hidden variable space, Mean Shift Belief Propagation (MSBP) [62] works within
a local regular grid of samples centred at the predicted state. This grid of
samples becomes a hidden variable space within which BP message passing is
performed to compute a weight for each sample. Once the weights are computed,
Mean Shift is applied to the samples at each node to reach a new predicted state
for each node. A new discrete grid of samples is then generated centred on this
predicted state, and the process repeats. Because the Mean-Shift algorithm only
needs to examine the values of the belief surface within its local kernel window,
it needs a signiﬁcantly smaller number of samples than particle ﬁltering and
therefore a lower computation time compared to NBP or SBP. If Mean Shift
were done on each node using only its local image likelihood, then it might have
settled on a local mode of no interest, caused by clutter or noise. However, the
application of BP before each Mean Shift highly reduces the risk of false local
modes in the posterior distribution.
The MSBP procedure is summarised in Algorithm 3.4. One thing that is
interesting to notice here is that the particles are not resampled between two
iterations of BP. This means that this approach completely removes the costly
sampling process from BP but also that the evaluations of ψi,t(xi,t,yi,t) and
ψi,j,t(xi,t,xj,t) are only done once per Mean Shift iteration (instead of per BP
iteration as before). This point is really interesting in large graphs where the
number of BP iterations is signiﬁcantly larger than the number of Mean Shift
iterations. Moreover, it makes more sense since the BP iterations are used to
reach an increasingly larger neighbourhood while the Mean Shift iterations (like
the particle resampling) focus on the convergence toward the proper value of of
xi,t.
This being said, MSBP oﬀers a reduced computational time only when the
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dimensionality of xi,t is small. Indeed, for an aﬃne space, even with 10 steps per
dimension, this method would requires around 106 samples. In this situation, it
seems very likely that a good tracking result can be obtained with SBP and a far
smaller set of particles (say O(103)), actually making MSBP a slower solution.
3.1.4.2 Linear Motion Estimation for Systems of Articulated Planes
In this method, Datta et al. [22] propose to solve the articulated object tracking
as an alignment of the rigid body parts with the constraints that the joint shared
by two blocks must be predicted in the same position by the two blocks. The
image alignment of a single block i is done using the same equation as for
Lucas-Kanade (see Section 3.1.1.3):
∆pi = H
−1
i Si , (3.1.46)
with
Si =
∑
n
wn
[
∇I ∂W
∂pi
]T
[T (xn)− I(W (xn; pi))] (3.1.47)
Hi =
∑
n
wn
[
∇I ∂W
∂pi
]T [
∇I ∂W
∂pi
]
. (3.1.48)
For M blocks, their independent linear systems may be combined into a
larger system,  H
−1
1 0
. . .
0 H−1M

 ∆p1...
∆pM
 =
 S1...
SM
 , (3.1.49)
or, in matrix form, ΓP = Λ. Each articulation (i.e. joint) ai,j = [xi,j , yi,j ]
between two blocks i and j must be aligned in the same position in the new
image and therefore provide a constraints that can be expressed as
W (ai,j ; ∆pi) = a
′
i,j = W (ai,j ; ∆pj) . (3.1.50)
For the aﬃne case, this equation can rewritten as
∂W (ai,j)
∂p
∆pi −
∂W (ai,j)
∂p
∆pj = 0 , (3.1.51)
where
∂W (ai,j)
∂p
=
[
xi,j 0 yi,j 0 1 0
0 xi,j 0 yi,j 0 1
]
, (3.1.52)
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Algorithm 3.4 Mean Shift Belief Propagation
1. Initialisation of Belief Propagation
(a) For each node i, deﬁne the particle set
{
sni,t−1
}N
n=1
as a grid around
the initial mean position xˆ0i,t.
(b) For each node i, compute the weights
{
pik,ni,t
}N
n=1
using the image
likelihood ψi,t(xi,t,yi,t) and, if it is deﬁned, the prior probability
p(xi,t | Yi,0:t−1).
(c) For each relation between two nodes, evaluate the N2 potential func-
tions pik,n,mi,j,t = ψi,j,t(s
k,n
i,t , s
k,m
j,t ) between the particles of the two
nodes.
2. Iteration l of Belief Propagation
(a) For each sample sk,ni,t and each j ∈ N (i, t), set the weight
wk,l,ni,j,t =
N∑
m=1
pik,n,mi,j,t pik,ni,t ∏
r∈N (j,t)\i
wk,l−1,mj,r,t
 . (3.1.43)
(b) l← l + 1 for a given number of iteration or until convergence.
3. Inference result
(a) For each node i, compute the marginal distribution pk,l(xi,t | Y0:t) ∼{
sk,ni,t , w
k,n
i,t
}N
n=1
with
wk,ni,t = pi
k,n
i,t
∏
j∈N (i,t)
wk,l,ni,j,t . (3.1.44)
4. Mean Shift
(a) For each node i, compute the mean shift update as
xˆki,t =
∑
n g(
∥∥∥∥ sk,ni,t −xˆk−1i,th ∥∥∥∥2) · wk,ni,t · sk,ni,t∑
n g(
∥∥∥∥ sk,ni,t −xˆk−1i,th ∥∥∥∥2) · wk,ni,t
. (3.1.45)
5. Iteration: k ← k + 1, iterate steps 1→ 5 until convergence.
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as in Equation 3.1.11. If we express the set of constraints between the nodes of
the graph in the matrix form ΘP = 0, the constraint between node i and j will
appear as

...
...
· · · ∂W (ai,j)∂p · · · −∂W (ai,j)∂p · · ·
...
...


...
∆pi
...
∆pj
...

= 0 . (3.1.53)
Using Equations 3.1.49 and 3.1.53, the displacements P = [∆p1, . . . ,∆pi]
T
can be obtained by solving ΓP = Λ subject to ΘP = 0.
For tracking in an aﬃne space, Γand Θ are respectively a 6M × 6M matrix
and a 2K×6M matrix, whereM is the number of nodes and K is the number of
constraints. While this method is clearly faster than BP for small graphs (since
it does not require particles), it quickly becomes intractable when M increases.
3.2 Developed Solutions
The two-level graphical model we presented in Section 2.2.1 is likely to have
hundreds of nodes into the feature level. Tracking this level in real-time is
therefore impossible with any of the methods presented in Section 3.1. The
message-passing process presented for BP is an excellent way to reduce the
computational time compared to solving the full system as in Section 3.1.4.2.
Unfortunately, the use of particles in BP makes it quickly intractable for graphs
with more than a few nodes. Solving a small system as in Section 3.1.1.4 locally
for every node using its neighbourhood would deﬁnitely provide a lower compu-
tational time but we cannot aﬀord to learn the spatial relations between every
possible pair of nodes (at least if we want a real-time solution). A message-
passing process would allow us to share information between all the nodes of
the graph using only a small set of relations between the closest nodes. Based on
those observations, we present in Section 3.2.1 a solution that combines a non-
probabilistic message-passing process and the image alignment method from
Section 3.1.1.4 and allows tracking of large graphs in real-time. The content
of Section 3.2.1 has been presented in our article Aﬃne Warp Propagation for
Fast Simultaneous Modelling and Tracking of Articulated Objects [24].
We then address the tracking of the block level. Given its smaller number
of nodes, tracking all the blocks can be achieved in real-time even with MHT
methods. Using a combination of particle ﬁlters and SHT methods, we show
in Section 3.2.3 how we can beneﬁt from both the robustness of MHT and low
computational cost of SHT.
Finally, in Section 3.2.4, we start the discussion on combining the tracking
results of the two levels, and how the results from one can beneﬁt the results of
the other.
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3.2.1 Feature Level Tracking - Aﬃne Warp Propagation
The point matching based alignment method presented in Section 3.1.1.4 allows
a rigid element to be aligned using the displacement proposed by its feature
points. The computational cost of this method makes it a good candidate for
real-time tracking. Indeed, the cost of Equation 3.1.18 is O(d2N + d3) where
d = 6 for aﬃne parameters and N is the number of points used for the alignment
(for more details on the total cost of this method, see for example [4]).
In the case of the feature graph presented in Section 2.2.1, each one has only
access to a set of learnt relations with its direct neighbours. This means that
a message-passing process must be used in order for each node to beneﬁt from
the largest possible neighbourhood. Clearly, we saw that BP, as it is, would
not provide a real-time solution and we therefore propose a non-probabilistic
message-passing process combined with the point matching based alignment
method presented in Section 3.1.1.4.
After a short deﬁnition of our non-probabilistic graphical model in Sec-
tion 3.2.1.1, we discuss the content of a message needed to solve the alignment
of each feature node in Section 3.2.1.2. We then discuss in Section 3.2.1.3 the
message-passing process itself and how spatial relations should be used in this
process to guarantee a robust tracking. Finally, we show in Section 3.2.1.4 that
other types of information like the image likelihood can be propagated through
the message for a small additional cost.
3.2.1.1 Non-Probabilistic Graphical Model Deﬁnition
Going back to Section 3.1.1.4, we can see that a model consists in a series of N
points, their weights $ = (w1, . . . , wN ), and their positions X = (x1, . . . ,xN )
in the model reference frame. These points are aligned with their target po-
sitions T = (t1, . . . , tN ) in a given image using a set of aﬃne parameters
p = [p1, p2, p3, p4, p5, p6].
No reliable global model being provided (at least in the beginning of the
learning phase), each feature must play the role of its own local model. The local
model of a feature node i consists in a set of the N other nodes, their weights
$i = (w1|i, . . . , wN |i) ,and their relative positions Ri = (rˆ1|i, . . . , rˆN |i) in the
reference frame of node i (where the notation rˆ1|i,t is used in order to be coherent
with Section 2.2.3.1). Using Equation 3.1.18 and the nodes target positions Tt =
(t1,t, . . . , tN,t), each node would then be able to update its aﬃne parameters
fi,t = [f1,i,t, f2,i,t, f3,i,t, f4,i,t, f5,i,t, f6,i,t] using its rigid neighbourhood (the level
of rigidity being accounted by the weights $i).
Clearly, learning the N2 weights and relative positions between every pair
of nodes in the graph would be a waste of computational time. The size of the
neighbourhood could be tuned to provide a trade-oﬀ between computational
cost and robustness but it would need to be adjusted for each situation. By
using a message-passing process as in BP, it is possible to limit the number of
relations to a minimum and still allow each node to beneﬁt from the rest of the
graph. The type of message needed to achieve this goal will be discussed in the
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Figure 3.2.1: Simple line graph situation where all spatial relations between
connected points are rigid except for the relation between α and β. This means
that this graph represents two uncorrelated rigid sets of nodes: one on the
left and one on the right of the relation between α and β. The learnt weights
between a node k and the nodes to its right are given by wk|(k+1) (centre panel).
In the case where messages are propagated from left to right, the bottom panel
illustrates the resulting inﬂuence wk|j on the rightmost point j of each upstream
point k. Here, the null weight wα|β eliminates the inﬂuence on node j of the
nodes that are not in the same rigid set.
next section.
Given what we discussed here, we could already deduce that an edge going
from node i to node j will represent two types of information. First, it contains
the learnt aﬃne parameters rˆj|i of node j as they were previously observed in
the aﬃne space of node i (i.e. the parameters that align j and its surroundings
from the origin to their observed positions in the space of i). Second, it contains
the weight wj|i node i should give to the information coming from node j.
This weight is directly related to the rigidity of the relation: the lower the
correlation between two features, the lower the weight and then the smaller
the inﬂuence of messages passing through this connection. This means that
information coming from points behind a non-rigid connection will have no
inﬂuence on image alignment (see Figure 3.2.1 for an example). We then deﬁne
the weight between two unconnected nodes k and j as the product of the weights
encountered going from k to j.
3.2.1.2 Message Deﬁnition
In this section, we use, for the sake of explanation, the simple line graph shown
in Figure 3.2.1. If node j had access to the displacement Dk,t of all the points
on the graph, its warp update using Equation 3.1.12 would be
∆fj,t = H
−1
j,t
∑
k≤j
wk|j
[
∂Wk|j
∂fj,t
]T
Dk,t , (3.2.1)
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with
Hj,t =
∑
k
wk|j
[
∂Wk|j
∂fj,t
]T [∂Wk|j
∂fj,t
]
, (3.2.2)
and where we use the notation
∂Wk|j
∂fj,t
to indicate that the Jacobian is computed
for W (W (rˆk|j ; fj,t); 0), i.e. for the projection of rˆk|j in the image coordin-
ates. The displacement Dk,t is obtained using the target position tk,t with
Dk,t =
[
tx,k,t −Wx(rˆk|j ; fj,t) , ty,k,t −Wy(rˆk|j ; fj,t)
]T
, where x and y are used
to indicate that the values are taken respectively for the x and y coordinates.
Now, if we deﬁne wk|j = wk|iwi|j for the graph of Figure 3.2.1, the sum can
be decomposed the following way:
Sj,t =
∑
k≤j
wk|j
[
∂Wk|j
∂fj,t
]T
Dk,t (3.2.3)
= wj
[
∂Wj|j
∂fj,t
]T
Dj,t + wi|j
∑
k≤i
wk|i
[
∂Wk|i
∂fi,t
]T
Dk,t (3.2.4)
= Sj,t + wi|jSi,t , (3.2.5)
where wj = wj|j is the weight node j gives to its own feature point and, more
importantly, where we made the assumption that
∂Wk|j
∂fj,t
=
∂Wk|i
∂fi,t
. (3.2.6)
This assumption means that we consider that point k is projected in the
same image coordinates by nodes i and j, i.e. W (rˆk|j ; fj,t) = W (rˆk|i; fi,t). This
is actually correct if nodes i, j, and k are linked by perfectly rigid spatial
relations. Since the weights are diﬀerent from zero only for rigid relations, this
assumption seems valid. Unfortunately, we will see in Section 3.2.1.3 that, even
if the weights are all correct (which is not guaranteed during the learning phase),
small numerical errors can trigger a drift from the correct tracking solution.
Nevertheless, let us continue with this assumption in order to understand what
type of information a message should contain.
Decomposing Hj in a similar way to Equation 3.2.5, we obtain
Hj,t =
∑
k≤j
wk|j
[
∂Wk|j
∂fj,t
]T [∂Wk|j
∂fj,t
]
(3.2.7)
= wj
[
∂Wj|j
∂fj,t
]T [∂Wj|j
∂fj,t
]
+ wi|j
∑
k≤i
wk|i
[
∂Wk|i
∂fi,t
]T [∂Wk|i
∂fi,t
]
(3.2.8)
= Hj,t + wi|jHi,t . (3.2.9)
Equations 3.2.5 and 3.2.9 mean that the warp update for a node j based
on all the points of the graph in Figure 3.2.1 can be computed using only the
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information from itself and that accumulated by node i. In the case of aﬃne
warps, Sj and Hj are given by
Sj = wj [ xjDx,j xjDy,j yjDx,j yjDy,j Dx,j Dy,j ]
T(3.2.10)
Hj = wj

x2j 0 xjyj 0 xj 0
0 x2j 0 xjyj 0 xj
xjyj 0 y
2
j 0 yj 0
0 xjyj 0 y
2
j 0 yj
xj 0 yj 0 1 0
0 xj 0 yj 0 1
 , (3.2.11)
where we used Dj = [Dx,j , Dy,j ], xj = fx,j,t, yj = fy,j,t, and where we dropped
the time index t for brevity (as we will do for the rest of Section 3.2.1 since the
propagation is for one frame anyway). Note that Hj has a lot of zero or identical
elements. Without any loss of information, we can then reduce it to the vector
H j = wj
[
1 xj yj x
2
j xjyj y
2
j
]T
. (3.2.12)
A message containing the two vectors S and H is then enough to convey all
the information needed to align the nodes in the new image. Each time the
message comes through a node, it can easily add the information Si and Hi
from this node using Equations 3.2.5 and 3.2.9. Notice that the messages are
not expressed in the same space as the feature points or the nodes. In this way,
displacements can be accumulated through small 12-elements messages in order
to compute the aﬃne alignment of the nodes without any loss of information.
Even more, an aﬃne warp can be computed with those messages while each
node only needs to provide a displacement (given that enough nodes have been
visited). With a propagation scheme inspired from BP [90, 77], the computation
of the warp update for each node i can be summarised in 3 steps :
1. Initialise the information for each node i of the graph using Equations
3.2.10 and 3.2.12, and send a ﬁrst message to each neighbouring node
k ∈ N (i),
S0k,i = Si (3.2.13)
H
0
k,i = H i . (3.2.14)
2. Propagate the information between the nodes for l iterations (for a message
sent from node i to node j):
Slj,i = Si +
∑
k∈N (i)\j
wk|iS
l−1
i,k (3.2.15)
H
l
j,i = H i +
∑
k∈N (i)\j
wk|iH
l−1
i,k . (3.2.16)
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Figure 3.2.2: Consider the nodes h, i, j, and k and their respective targets th,
ti, tj , and tk in Figure 3.2.2a. These nodes correspond to edgels that should
be in straight line but are not due to some tracking inaccuracy. If nodes i and
j are aligned in a new image using the displacement of their direct neighbours,
they will drift even further from each other while they should align along the
contour. Conversely, if nodes i and j know where their neighbours should be and
compute their displacement from there, they will be able to correct the current
drift properly (see Figure 3.2.2b, where fh|i = W (rˆh|i; fi) and fj|i = W (rˆj|i; fi)
represent the position of nodes h and j expected by node i).
3. Compute the update of the warp parameters for each node j,
Sj = Sj +
∑
k∈N (j)
wk|jSlj,k (3.2.17)
Hj = H j +
∑
k∈N (j)
wk|jH
l
j,k (3.2.18)
Hj ← Hj (3.2.19)
∆fj = H
−1
j Sj , (3.2.20)
with N (j) representing the set of nodes that are neighbours of node j. This
solution has a message-passing computation cost of O(12) and thus provides a
very fast propagation method, which allows each node to align itself in a new
image using as much information provided by other feature points as possible.
3.2.1.3 Message Correction
In the previous section, we made the assumption thatW (rˆk|j ; fj,t) = W (rˆk|i; fi,t)
in order to obtain Equations 3.2.5 and 3.2.9. This assumption means that a
node k should be expected in the same position by all the nodes belonging to
the same rigid block. Even if all the nodes are indeed rigid with each other, this
assumption might not be correct simply because of some numerical inaccuracy in
the tracking results. Consider, for example, the case of tracking a set of nodes
as shown in Figure 3.2.2. Edgels have been extracted along a line segment
and tracked for a few frames. Due to some inaccuracy in the tracking, the
edgels are not in a straight line any more. If node i aligns itself using the
displacement information of its two direct neighbours, it will be pushed up
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Figure 3.2.3: Position correction. fk represents the current conﬁguration of node
k in the graph (where k can be any node), fk|i its position as expected by i,
and fk|j its position as expected by j. In this example, nodes should be aligned
along a straight line whereas they are more in a curve conﬁguration. If node i
has already corrected the position of the nodes on its left into a straight line,
all that is left to do for node j is to apply a single warp to all the fk|i's to align
them with the fk|j 's. The warp needed to do this is the one that aligns fi with
fi|j .
while it should actually go down (it will also be dramatically scaled down on
the vertical direction in case of aﬃne nodes). Same for node j that will be forced
to go down making it drift even further from the correct solution. The reason for
this problem is quite simple: each node acts as the model described in Section
3.1.1.4 but does not actually evaluate the displacement of its points itself. This
latter is indeed provided by each individual node without any consideration of
whether it belongs to the model of another node or not. When the assumption
W (rˆk|j ; fj,t) = W (rˆk|i; fi,t) is veriﬁed, the points used by a model are exactly
where they are supposed to be and the displacement information is therefore
correct. When the assumption is not veriﬁed (e.g. for numerical reason), the
node will simply try to match this new conﬁguration of edgels to the current
image instead of trying to go back to its initial conﬁguration. For the example
of Figure 3.2.2a, this means matching the v-shape formed by h, i, and j to a
line segment.
By learning the correct relative positions and using them as the origin of the
displacements (as shown in Figure 3.2.2b), the proper relative positions of the
nodes can be maintained, and the drift problem eliminated. In term of message
to a node i, this means that every occurrence of a position fk must be shifted to
the expected position fk|i. Following the same idea, every displacement Dk =
tk − fk must be replaced with the expected displacement Dk|i = tk − fk|i.
Notice that the target tk is not modiﬁed and is thus only an approximation of
the true target fk|i should have provide. Indeed, the correct target tk|i cannot
be computed since the information about fk|i is merged into Si and Hi. Since
the drift is corrected at each frame, it is kept very small and tk is therefore a
good estimation of tk|i. By applying this modiﬁcation, we can see in Figure
3.2.2b that node i will receive consistent information moving it closer to the line
instead of pushing it away.
The correction of the positions and displacements of all the points used
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in the alignment of a node j is a little tricky. Indeed, the only information
available to node j are the expected positions fk|i of its direct neighbours and
the messages mlj,i = {Slj ,i ,H
l
j,i} they send. This means that a message coming
from a neighbour i must already be corrected for i (since no spatial relation
has been learnt with further points) and then adapted for j. Figure 3.2.3 shows
an example of this situation where, again, we consider the case where all the
points should be in a straight line while they are obviously not. So, assume
that all the positions fk and displacements Dk of the points k included in the
message through Slj ,i and H
l
j,i have already been corrected into fk|i and Dk|i
respectively. In order to obtain the positions fk|j expected by j, the only thing
left to do is to adapt the positions
{
f1|i, . . . , fi|i
}
proposed by node i to the
positions
{
f1|j , . . . , fi|j
}
expected by node j. The correction is the same for all
the positions included in the message. Given that fi|i and fi|j are known by
node j they can be used to compute the transformation needed to go from fk|i
to fk|j . This transformation is simply given by
fk|j = ∆Wi,j(fk|i) = W (W (fk|i; f
−1
i ); fi|j) (3.2.21)
for any fk|i. Equation 3.2.21 means that a position fk|i is warped back into
the reference frame of node i and then warped into the image using the warp
parameters fi|j .
Since we do not have a direct access to positions fk|i, we will have to apply
this transformation directly to the message, i.e. to Slj ,i and H
l
j,i. Using the
notation xk|jyk|j
1
 = W (W (fk|i; f−1i ); fi|j) =
 a c vb d w
0 0 1
 xk|iyk|i
1
 (3.2.22)
for the correction of the points in the message, we will now apply this correction
directly to the Hessian part of the message corrected by node i and sent to j,
i.e.
H
l
j,i|i =
∑
k
wk|i
[
1 xk|i yk|i x2k|i xk|iyk|i y
2
k|i
]T
. (3.2.23)
The corrected Hessian part H
l
j,i|j is obtained using Equation 3.2.22 on each
term of H
l
j,i|i, which gives
H
l
j,i|j =

1 0 0 0 0 0
v a c 0 0 0
w b d 0 0 0
v2 2av 2cv a2 2ac c2
vw aw + bv cw + dv ab ad+ bc cd
w2 2bw 2dw b2 2bd d2
H
l
j,i|i . (3.2.24)
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To give an example, let us compute the second row (H
l
j,i|j(2)) of the matrix
above. The value of H
l
j,i|j(2) using Equations 3.2.22 and 3.2.23 is given by
H
l
j,i|j(2) =
∑
k
wk|i · xk|j (3.2.25)∑
k
wk|i
[
a · xk|i + c · yk|i + v
]
(3.2.26)
a ·Hlj,i|i(2) + c ·H
l
j,i|i(3) + v ·H
l
j,i|i(1) . (3.2.27)
The correction of Sij is somewhat more diﬃcult because it also depends on
Dk|i = tk − fk|i. The target position tk is not modiﬁed by the correction, so we
replace Dk|i = [Dx,k|i, Dy,k|i] by [tx,k − xk|i, ty,k − yk|i] in
Sli,j|i =
∑
k
wk|i [ xk|iDx,k|i xk|iDy,k|i yk|iDx,k|i · · ·
yk|iDy,k|i Dx,k|i Dy,k|i ]T (3.2.28)
and apply the same correction as for H
l
j,i|i, yielding
Sli,j|j =

a 0 c 0 v 0
0 a 0 c 0 v
b 0 d 0 w 0
0 b 0 d 0 w
0 0 0 0 1 0
0 0 0 0 0 1
S
l
i,j|i +

0 v 0 a c 0
0 0 v 0 a c
0 w 0 b d 0
0 0 w 0 b d
0 1 0 0 0 0
0 0 1 0 0 0
H
l
j,i|i
−

H
l
j,i|j(4)
H
l
j,i|j(5)
H
l
j,i|j(5)
H
l
j,i|j(6)
H
l
j,i|j(2)
H
l
j,i|j(3)

.
(3.2.29)
Using Equations 3.2.24 and 3.2.29 to correct the messages allows us to solve the
drift problem by maintaining the nodes at their learnt relative positions, making
the tracking more robust to occlusions and clutter. The complete algorithm for
the propagation with correction is given in Algorithm 3.5. The correction mat-
rix Cj|i =
 a c vb d w
0 0 1
 from Equation 3.2.22 is obtained using the expected
position fi|j = W (rˆi|j ; fj), which depends on the learnt relative position rˆi|j of
node i expressed in the reference frame of node j. The learning of these relative
positions is explained in Chapter 4. For the moment we will assume that they
have been learnt properly already.
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Algorithm 3.5 Aﬃne Warp Propagation
1. Initialisation of Aﬃne Warp Propagation
(a) For each node i, compute its local information with
Sj = wj [ xjDx,j xjDy,j yjDx,j · · ·
yjDy,j Dx,j Dy,j ]
T (3.2.30)
H j = wj
[
1 xj yj x
2
j xjyj y
2
j
]T
. (3.2.31)
(b) For each relation between two nodes i and j, evaluate the correction
matrix Cj|i =
 a c vb d w
0 0 1
 of Equation 3.2.22.
(c) For each node i, send a ﬁrst message to each node k ∈ N (i):
S0k,i|i = Si ; (3.2.32)
H
0
k,i|i = H i . (3.2.33)
2. Iteration l of Aﬃne Warp Propagation
(a) For each node i, correct the message ml−1i,k|k = {Sl−1i,k |k ,H
l−1
i,k|k} coming
from each node k ∈ N (i) using the precomputed correction matrix
Cj|i and Equations 3.2.24 and 3.2.29 to get m
l−1
i,k|i = {Sl−1i,k |i ,H
l−1
i,k|i}.
(b) For each relation between two nodes i and j, compute the message
mlj,i|i = {Slj ,i|i ,H
l
j,i|i} from node i to node j with
Slj,i|i = Si +
∑
k∈N (i)\j
wk|iS
l−1
i,k|i (3.2.34)
H
l
j,i|i = H i +
∑
k∈N (i)\j
wk|iH
l−1
i,k|i . (3.2.35)
3. Warp Update
(a) For each node i, correct the message mli,k|k coming from each neigh-
bouring node k ∈ N (i) using the precomputed correction matrix Cj|i
and Equations 3.2.24 and 3.2.29 to get mli,k|i.
(b) Compute the update of the warp parameters for each node i,
Si = Si +
∑
k∈N (i)
wk|iSli,k|i (3.2.36)
Hi = H i +
∑
k∈N (i)
wk|iH
l
i,k|i (3.2.37)
Hi ← Hi (3.2.38)
∆fi = H
−1
i Si . (3.2.39)
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3.2.1.4 Likelihood Propagation
Aﬃne Warp Propagation as presented in Algorithm 3.5 is complete and does
not need any further improvement in order to work properly. Nevertheless, it
is interesting to notice that its message structure actually allows it to convey
other type of information than the one needed for the warp update. Indeed, as
we saw in Equation 3.2.20, the update of the node parameters ∆pj is calculated
using the propagated information contained in Sj and Hj . This means that this
information is also available to compute anything else that might be useful for
tracking or learning. One such useful item is the image likelihood of the feature
points based not only on themselves but also on their surroundings, which is far
more robust. Consider the following likelihood Lj of a node j based on the sum
of squared distances from Equation 3.1.14,
Lj = e
−
dj
2σ2L (3.2.40)
dj =
∑
k wk‖Dk‖2∑
k wk
=
∑
k wk(D
2
x,k +D
2
y,k)∑
k wk
. (3.2.41)
The only information needed to compute this likelihood is
∑
k wkD
2
x,k,
∑
k wkD
2
y,k,
and
∑
k wk. The latter term is already propagated within H. The propagation
of the other two can be done in a fashion similar to S and H:
1. Initialise the information for each node i using
Ei = wi
[
D2x,i D
2
y,i
]T
(3.2.42)
and send a ﬁrst message to each neighbouring node k ∈ N (i):
E0k,i = Ei . (3.2.43)
2. Propagate the information between the nodes for l iterations (for a message
sent from node i to node j):
Elj,i|i = Ei +
∑
k∈N (i)\j
wk|iE
l−1
k,i|i . (3.2.44)
3. Apply the message correction to each message using
Elj,i|j = E
l
j,i|i −
[
2(a− 1) 0 2c 0 2v 0
0 2b 0 2(d− 1) 0 2w
]
Slj,i|i
−
[
0 2v 0 2a− 1 2c 0
0 0 2w 0 2b 2d− 1
]
H
l
j,i|i
+
[
H
l
j,i|i(4)
H
l
j,i|i(6)
]
. (3.2.45)
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4. Compute the likelihood for each node j using Equations 3.2.40 and 3.2.41.
This likelihood is useful to detect occlusion or loss of tracking and also plays a
role in the learning of the relations between features. Indeed, when features are
lost or unobserved, nothing can (nor should) be learnt from the (meaningless)
relations observed. So when a new observation is produced, the update of the
spatial relation model between two points i and j is weighted by the likelihood
product of these points, i.e. Li and Lj as given in Equation 3.2.40.
3.2.2 Single Block Tracking - Aligned Particle Filter
Given that there are far fewer blocks than features, more expensive methods such
as MHT methods become aﬀordable in real-time. This being said, the number of
hypotheses should still be kept as low as possible in order to guarantee that BP
(which is O(N2) in the number of hypothesis) does not become too expensive
to be applied in combination with the other tracking and learning methods in
real-time. As we have seen in Section 3.1, the two extreme tracking solutions are
the Point Matching Based Alignment (Section 3.1.1.4) and the Particle Filter
(Section 3.1.2.2). The ﬁrst one is very fast but is to be discarded due to its
tendency to be stuck at local maxima. Unfortunately, the second one is also to
be discarded because it usually requires at least hundreds of particles to give
a descent tracking in aﬃne space. BP then becomes impossible to apply in
real-time even for small graphs.
As an alternative, we combine the two methods in order to integrate their
respective advantages. This idea is not completely new and has already been
applied with particle ﬁlters and Mean-Shift [57, 71]. The principle is quite
straightforward and can be applied by iterating the three following steps:
1. Resample the particles based on their weights and propagate them.
2. Improve the position of the particles using Point Matching Based Align-
ment.
3. Compute the likelihood of these results to get the new weights.
Steps one and three correspond to a classic particle ﬁlter. Step two guarantees
that the particles are on a local maximum. This allows us to use a far smaller
number of particles than for the classic method. We will see in Section 3.3 that
10 particles are usually enough to track the block properly.
3.2.3 Block Level Tracking - Belief Propagation
If we only need to consider the best particle for each block, Aﬃne Warp Propaga-
tion could be used for this level as well. The only thing that would need to be
changed from the solution presented in Section 3.2.1 is the propagation of a mes-
sage between two blocks. In order to beneﬁt from the articulation, the message
is used to compute the motion of the joint. This motion is then used to create
a new message which will be corrected the same way than in Section 3.2.1.3.
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While this approach is extremely fast, it seriously limits the beneﬁt of the
particles. It indeed requires that the best particle be chosen before the propaga-
tion. In comparison, BP simply modiﬁes the weight of the particles, therefore
leaving all the information they provide available for the next frame. Since the
block level is the real goal of the learning process and will therefore constitute
the ﬁnal representation of an object, its tracking must beneﬁt from the most
robust method available in real-time. This then makes Belief Propagation a
better candidate than Aﬃne Warp Propagation as long as it can be applied in
real-time.
Diﬀerent research studies [7, 39, 62] have already demonstrate near real-
time results for the tracking of a human body with their adapted version of
BP. Thanks to the Aligned Particle Filter presented in Section 3.2.2, the small
number of particles required now allows BP to be used in real-time.
Another element that highly inﬂuences the computational cost of BP meth-
ods is the number of times the particles are resampled. In this sense, the MSBP
presented in Section 3.1.4.1 oﬀers the best results by keeping resampling out of
the propagation process. This idea can easily be applied to our version of BP
to give the algorithm described in Algorithm 3.6.
3.2.4 Combination of the Two Levels
In order to ﬁnd a proper way of combining the tracking results from the two
levels, let us ﬁrst make a few observations:
• Once the model has been learnt properly, it is clear that tracking can be
done using only the block level.
• The sole purpose of the feature level is to provide a tracking independent
of the learnt model and therefore a possibility to detect ﬂaws in the current
model.
• Single Hypothesis Tracking methods tend to be stuck in local maxima and
then need to be initialised not too far from the correct solution.
From those observations, it seems clear that a top-down tracking approach oﬀers
a good way to combine the tracking of the two levels. In this way, the block level
tracking produces a global solution that is likely to provide a good initial position
for the features and therefore increases their chances to converge toward their
proper local solution. The distance between global and local solution is what will
be used to detect potential inconsistencies in the current model. Anticipating
on the next chapters, the bottom-up approach will then be used for updating
the model if needed. These conclusions are probably as far as we can go in
this chapter. We have indeed limited this chapter to the tracking of a model
that is already correct, making the interaction between feature and block levels
irrelevant. The combination of the two levels will then be discussed in detail in
Chapter 5 where tracking and learning are combined.
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Algorithm 3.6 Belief Propagation for Block Level Tracking
1. Initialisation of Belief Propagation
(a) For each node i, apply the Aligned Particle Filter to get the new
particles
{
s1,ni,t
}N
n=1
and their weights
{
pik,ni,t
}N
n=1
.
(b) For each relation between two nodes, evaluate the N2 potential func-
tions pik,n,mi,j,t = ψi,j,t(s
k,n
i,t , s
k,m
j,t ) between the particles of the two
nodes.
2. Iteration l of Belief Propagation
(a) For each sample sk,ni,t and each j ∈ N (i, t), compute the weight
wk,l,ni,j,t =
N∑
m=1
pik,n,mi,j,t pik,ni,t ∏
r∈N (j,t)\i
wk,l−1,mj,r,t
 . (3.2.46)
(b) l← l + 1 for a given number of iteration or until convergence.
3. Inference result
(a) For each node i, compute the marginal distribution pk,l(bi,t | Y0:t) ∼{
sk,ni,t , w
k,n
i,t
}N
n=1
with
wk,ni,t = pi
k,n
i,t
∏
j∈N (i,t)
wk,l,ni,j,t . (3.2.47)
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3.3 Experiment
This section is divided into 3 parts: edgel level tracking (Aﬃne Warp Propaga-
tion), single block tracking, and ﬁnally block level tracking (aﬃne warp and
BP). Except for the tests on clutter and occlusion, the video in Figure 3.3.1 will
always be used to allow a better comparison between the diﬀerent results. When
produced, this video was designed to provide a situation favourable for on-line
learning. One thing this video cannot avoid though is the fact that edgels are
not very discriminative. A given contour will act as a clutter for any edgel with
a similar orientation. Edgels can therefore easily slide along a contour or even
jump to a nearby parallel contour.
3.3.1 Edgel Level Tracking
While the goal of the block level is to provide a robust tracking once the model
has been learnt, the edgel level is the one that feeds the learning process. Any
clear deviation from rigidity that is not yet accounted for in the block level will
trigger modiﬁcations to it. This means that the edgel level must provide a better
ability to adapt to non-rigidity than the blocks. The tracking of the features
will dramatically improve with the learning of their spatial relations (between
them but also with the rigid blocks). Consequently, we cannot yet provide a
deﬁnitive evaluation of the quality of their tracking.
What we can already do though is to analyse the impact that the learnt
relations between the features have on their tracking. Figures 3.3.2 and 3.3.3
shows the tracking results of the edgel level using only warp propagation and
relations with common ﬁxed weights. In the ﬁrst column of these ﬁgures, we
track both the feature level with a weight w = 1 and the equivalent rigid block
used as a reference of the tracking quality. All the experiments were done using
a maximum of 150 iterations for warp propagation (in practice, less, since the
tracking converge before that). The ﬁrst thing we can notice is that the tracking
results are very similar to the tracking of an equivalent rigid block (shown in red;
the edgels, in blue, are hidden behind the block leaving only the green relations
visible) if the relation weights are set to 1. This should not be a surprise since
Aﬃne Warp Propagation does not use any approximation compared to Point
Matching Based Alignment from Section 3.1.1.4. For the same initial position,
the only source of diﬀerence is then the numerical errors that may accumulate
in the message passing. In the case of the tracking of non-rigid objects, this
error can even accumulate from frame to frame since there might be more than
one local maximum. This being said, the two results are never far from each
other, as we can see in Figure 3.3.6a. The second thing to notice is the increase
in ﬂexibility that comes with the reduction of the relation weights. We can
therefore see that, by tuning a common weight factor, we can adapt the impact
of the current model on the tracking results. To provide the ﬂexibility required
by the learning, we can, for example, start with the current learnt weights
(this idea will be tested in a later chapter) and then slowly reduce them by a
common factor to let the edgels drift from the current model and adapt to a
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(a) t = 0 (b) t = 50 (c) t = 100 (d) t = 150
(e) t = 200 (f) t = 250 (g) t = 300 (h) t = 350
(i) t = 400 (j) t = 450 (k) t = 500 (l) t = 550
(m) t = 600 (n) t = 650 (o) t = 700 (p) t = 750
(q) t = 800 (r) t = 850 (s) t = 900 (t) t = 950
(u) t = 1000 (v) t = 1050 (w) t = 1100 (x) t = 1150
Figure 3.3.1: Main test video.
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new (unknown) conﬁguration. The last thing to notice is that, obviously, the
tracking becomes less and less robust on the long term once we reduce the weight
factor. This should not be too much of a concern since the edgel will always
initialise their position on each frame by combining their own information with
the one provided by the blocks, which are supposed to provide a more robust
tracking.
The other parameter that could inﬂuence the tracking results (and the com-
putational time) is the number of iterations in the Aﬃne Warp Propagation.
Its eﬀect is very similar to the weight since it basically controls the size of the
neighbourhood used to compute the warp of each edgel. If we consider the
equivalent kernel used to ﬁlter the information coming from the neighbours,
we will simply have a diﬀerent shape by controlling the weight factor or the
number of iterations. It is therefore not surprising that the results obtained in
Figures 3.3.4 and 3.3.5 give the same kind of results than for the tuning of the
weight factor. More importantly, Figure 3.3.6b shows us the computational time
(in milliseconds) with respect to the number of propagation iterations for the
sequences in Figures 3.3.4 and 3.3.5 (in red). This time can be decomposed in
two terms T1(Ne) and T2(Nr, Nit). T1(Ne) is proportional to the number Ne of
edgels and corresponds to the time needed to extract their own motion from the
image and to update them after the propagation. T2(Nr, Nit) is proportional to
the number Nr of relations and the number Nit of propagation iterations, and
corresponds to the exchange of messages during Aﬃne Warp Propagation. As
we can see, even with 50 iterations (which already allows a very large neigh-
bourhood to be covered), the computational time for 94 edgels and 186 relations
is only around 4ms on an Intel Core 2 T7200 processor clocked at 2GHz (from
2006).
3.3.2 Single Block Tracking
As discussed in Section 3.2.2, our Aligned Particle Filter method is a trade-
oﬀ between Point Matching Based Alignment and Particle Filters. The former
being a SHT method, it is expected to fail in the presence of clutter. Even
when the image seems clean, edgels can act as clutter for other edgels with
similar direction, causing the tracking to fail as well (see for example Figure
3.3.7). Moreover, the tracking of a rigid part of the edgel level using Aﬃne
Warp Propagation provides the same tracking results as when Point Matching
Based Alignment is applied to the corresponding block. In order to be of any
use, the tracking of the blocks should therefore be more robust than the tracking
of the feature level.
Compared to a classical particle ﬁlter, the Aligned Particle Filter (APF)
allows us to use far fewer particles. As we can see in Figures 3.3.8 and 3.3.9
the APF already gives better tracking results with 5 particles than the classical
particle ﬁlter with 200 particles (which is a minimum for the tracking not to
fail). In term of computational time, the tracking for this sequence takes around
0.09ms per particle for the APF against 0.02ms for the classical particle ﬁlter.
This diﬀerence is already largely compensated by the diﬀerence in the number of
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(a) t = 0, w = 1 (b) t = 0, w = 0.9 (c) t = 0, w = 0.7 (d) t = 0, w = 0.4
(e) t = 100, w = 1 (f) t = 100, w = 0.9 (g) t = 100, w = 0.7 (h) t = 100, w = 0.4
(i) t = 200, w = 1 (j) t = 200, w = 0.9 (k) t = 200, w = 0.7 (l) t = 200, w = 0.4
(m) t = 300, w = 1 (n) t = 300, w = 0.9 (o) t = 300, w = 0.7 (p) t = 300, w = 0.4
(q) t = 400, w = 1 (r) t = 400, w = 0.9 (s) t = 400, w = 0.7 (t) t = 400, w = 0.4
(u) t = 500, w = 1 (v) t = 500, w = 0.9 (w) t = 500, w = 0.7 (x) t = 500, w = 0.4
Figure 3.3.2: Edgel level tracking with Aﬃne Warp Propagation for diﬀerent
relation weights - frames 0 to 500. The relations weights for each column are,
from left to right: 1, 0.9, 0.7, and 0.4. The edgels are represented as blue dots
and relations as lines with a colour related to the relation weight (from green for
1 to red for 0). In the ﬁrst column, we also show, using red dots, the tracking
results of a block tracked using Point Matching Based Alignment from Section
3.1.1.4. .
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(a) t = 600, w = 1 (b) t = 600, w = 0.9 (c) t = 600, w = 0.7 (d) t = 600, w = 0.4
(e) t = 700, w = 1 (f) t = 700, w = 0.9 (g) t = 700, w = 0.7 (h) t = 700, w = 0.4
(i) t = 800, w = 1 (j) t = 800, w = 0.9 (k) t = 800, w = 0.7 (l) t = 800, w = 0.4
(m) t = 900, w = 1 (n) t = 900, w = 0.9 (o) t = 900, w = 0.7 (p) t = 900, w = 0.4
(q) t = 1000, w = 1 (r) t = 1000, w = 0.9 (s) t = 1000, w = 0.7 (t) t = 1000, w = 0.4
(u) t = 1100, w = 1 (v) t = 1100, w = 0.9 (w) t = 1100, w = 0.7 (x) t = 1100, w = 0.4
Figure 3.3.3: Edgel level tracking with Aﬃne Warp Propagation for diﬀerent
relation weights - frames 600 to 1100. The relations weights for each column
are, from left to right: 1, 0.9, 0.7, and 0.4. The edgels are represented as blue
dots and relations as lines with a colour related to the relation weight (from
green for 1 to red for 0). In the ﬁrst column, we also show, using red dots, the
tracking results of a block tracked using Point Matching Based Alignment from
Section 3.1.1.4. .
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(a) t = 0, n = 150 (b) t = 0, n = 50 (c) t = 0, n = 10 (d) t = 0, n = 3
(e) t = 100, n = 150 (f) t = 100, n = 50 (g) t = 100, n = 10 (h) t = 100, n = 3
(i) t = 200, n = 150 (j) t = 200, n = 50 (k) t = 200, n = 10 (l) t = 200, n = 3
(m) t = 300, n = 150 (n) t = 300, n = 50 (o) t = 300, n = 10 (p) t = 300, n = 3
(q) t = 400, n = 150 (r) t = 400, n = 50 (s) t = 400, n = 10 (t) t = 400, n = 3
(u) t = 500, n = 150 (v) t = 500, n = 50 (w) t = 500, n = 10 (x) t = 500, n = 3
Figure 3.3.4: Edgel level tracking with Aﬃne Warp Propagation for diﬀerent
number of iterations - frames 0 to 500. The number of propagation iterations
for each column are, from left to right: 150, 50, 10, and 3. The relation weights
are ﬁxed to 1. The edgels are represented as blue dots and relations as lines
with a colour related to the relation weight (from green for 1 to red for 0). In
the ﬁrst column, we also show, using red dots, the tracking results of a block
tracked using Point Matching Based Alignment from Section 3.1.1.4. .
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(a) t = 600, n = 150 (b) t = 600, n = 50 (c) t = 600, n = 10 (d) t = 600, n = 3
(e) t = 700, n = 150 (f) t = 700, n = 50 (g) t = 700, n = 10 (h) t = 700, n = 3
(i) t = 800, n = 150 (j) t = 800, n = 50 (k) t = 800, n = 10 (l) t = 800, n = 3
(m) t = 900, n = 150 (n) t = 900, n = 50 (o) t = 900, n = 10 (p) t = 900, n = 3
(q) t = 1000, n = 150 (r) t = 1000, n = 50 (s) t = 1000, n = 10 (t) t = 1000, n = 3
(u) t = 1100, n = 150 (v) t = 1100, n = 50 (w) t = 1100, n = 10 (x) t = 1100, n = 3
Figure 3.3.5: Edgel level tracking with Aﬃne Warp Propagation for diﬀerent
number of iterations - frames 600 to 1100. The number of propagation iterations
for each column are, from left to right: 150, 50, 10, and 3. The relation weights
are ﬁxed to 1. The edgels are represented as blue dots and relations as lines
with a colour related to the relation weight (from green for 1 to red for 0). In
the ﬁrst column, we also show, using red dots, the tracking results of a block
tracked using Point Matching Based Alignment from Section 3.1.1.4. .
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(a) Distance (in pixels) between the track-
ing results of the block and the edgel level
shown in the ﬁrst column of Figure 3.3.2,
3.3.3 3.3.4, and 3.3.5.
(b) Computational time (in milliseconds)
as a function of the number of propagation
iterations for the sequences in Figures 3.3.4
and 3.3.5 (in red) and the sequence in Fig-
ure 3.3.7 (in blue).
Figure 3.3.6
(a) t = 0 (b) t = 45 (c) t = 90 (d) t = 135
(e) t = 180 (f) t = 225 (g) t = 270 (h) t = 315
(i) t = 360 (j) t = 405 (k) t = 450 (l) t = 495
Figure 3.3.7: Edgel level tracking with Aﬃne Warp Propagation. The relation
weights are ﬁxed to 1. The edgels are represented as blue dots and relations as
green lines. We also show, using red dots, the tracking results of a block tracked
using Point Matching Based Alignment from Section 3.1.1.4. .
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particles required (5 particles and 10 particles with APF takes respectively 0.4
and, 0.9ms while 100 and 200 particles with PF takes 2 and 4ms). Once Belief
Propagation is used, the advantage of the APF becomes even more pronounced
since computational time of BP is quadratic with the number of particles.
One can argue that the APF will suﬀer more from clutters than the classic
method due to its limited number of particles. Figure 3.3.10 shows the tracking
results of the two methods for a more diﬃcult sequence. In this experiment, we
created a model using the Canny edge detector with high thresholds so that the
model is deﬁned with few edges and is therefore not very discriminative. We then
track the object with much smaller thresholds so that many more similar edges
are created. As we can see in the third image of the last row, the stripes on the
shirt can easily be confused with the contours used in the model. This clutter
quickly causes the classical particle ﬁlter with 200 particles to fail. In order to
get a tracking that does not fail until the end of the sequence, the particle ﬁlter
requires at least 500 particles. In comparison, the aligned particle ﬁlter still
provides good tracking results even for 5 particles (notice that 5 particles have
failed once during our tests, making 10 particles a safer value).
Another area where the tracking needs to be robust is in the case of occlu-
sions. Figure 3.3.11 shows a ﬁrst example where around two thirds of a hand
are occluded. The method is able to deal with the heavy occlusion until the
model is allowed to rotate around the thumb axis (t = 100) without constrains
from any part of the model. The model is able to recover once the index re-
appears (t = 200). Any clutter combined with an occlusion (such as the page
border aligned with the ﬁnger in t = 250 and t = 500) is the most delicate
situation and is when the particles are the most important. In situations with
fewer occlusions, as in Figure 3.3.12, we can see that the tracking results stay
quite accurate during the whole sequence. Notice that the ﬁngers are moving
slightly in this sequence, forcing the model to adapt its scale. This is something
that can potentially create some problems during the learning phase since the
features will rely on the information coming from the block level to initialise
their tracking.
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(a) t = 0, n = 5 (b) t = 0, n = 10 (c) t = 0, n = 100 (d) t = 0, n = 200
(e) t = 100, n = 5 (f) t = 100, n = 10 (g) t = 100, n = 100 (h) t = 100, n = 200
(i) t = 200, n = 5 (j) t = 200, n = 10 (k) t = 200, n = 100 (l) t = 200, n = 200
(m) t = 300, n = 5 (n) t = 300, n = 10 (o) t = 300, n = 100 (p) t = 300, n = 200
(q) t = 400, n = 5 (r) t = 400, n = 10 (s) t = 400, n = 100 (t) t = 400, n = 200
(u) t = 500, n = 5 (v) t = 500, n = 10 (w) t = 500, n = 100 (x) t = 500, n = 200
Figure 3.3.8: Block level tracking - frames 0 to 500. The two ﬁrst columns
correspond to the tracking results using the Aligned Particle Filter method
presented in Section 3.2.2 (with 5 and then 10 particles). The last two columns
correspond to the tracking results using the classical particle ﬁlter (with 100
and then 200 particles). The particles are shown in black and the most likely
one in red.
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(a) t = 600, n = 5 (b) t = 600, n = 10 (c) t = 600, n = 100 (d) t = 600, n = 200
(e) t = 700, n = 5 (f) t = 700, n = 10 (g) t = 700, n = 100 (h) t = 700, n = 200
(i) t = 800, n = 5 (j) t = 800, n = 10 (k) t = 800, n = 100 (l) t = 800, n = 200
(m) t = 900, n = 5 (n) t = 900, n = 10 (o) t = 900, n = 100 (p) t = 900, n = 200
(q) t = 1000, n = 5 (r) t = 1000, n = 10 (s) t = 1000, n = 100 (t) t = 1000, n = 200
(u) t = 1100, n = 5 (v) t = 1100, n = 10 (w) t = 1100, n = 100 (x) t = 1100, n = 200
Figure 3.3.9: Block level tracking - frames 600 to 1100. The two ﬁrst columns
correspond to the tracking results using the Aligned Particle Filter method
presented in Section 3.2.2 (with 5 and then 10 particles). The last two columns
correspond to the tracking results using the classical particle ﬁlter (with 100
and then 200 particles). The particles are shown in black and the most likely
one in red.
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(a) t = 0, n = 5 (b) t = 0, n = 10 (c) t = 0, n = 200 (d) t = 0, n = 500
(e) t = 100, n = 5 (f) t = 100, n = 10 (g) t = 100, n = 200 (h) t = 100, n = 500
(i) t = 200, n = 5 (j) t = 200, n = 10 (k) t = 200, n = 200 (l) t = 200, n = 500
(m) t = 300, n = 5 (n) t = 300, n = 10 (o) t = 300, n = 200 (p) t = 300, n = 500
(q) t = 400, n = 5 (r) t = 400, n = 10 (s) t = 400, n = 200 (t) t = 400, n = 500
(u) t = 500, n = 5 (v) t = 500, n = 10 (w) t = 500 (x) t = 500, n = 500
Figure 3.3.10: Block level tracking in the presence of clutter. The ﬁrst two
columns correspond to the tracking results using the Aligned Particle Filter
method presented in Section 3.2.2 (with 5 and then 10 particles). The last
two columns correspond to the tracking result using the classical particle ﬁlter
(with 200 and then 500 particles). The particles are shown in black and the
most likely one in red. Notice that the most important source of clutter here is
not the background but the stripes on the shirt that can easily be confused with
the contours used in the model (see last row, third column, where we replaced
the failed tracking by the contour image).
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(a) t = 0 (b) t = 50 (c) t = 100 (d) t = 150
(e) t = 200 (f) t = 250 (g) t = 300 (h) t = 350
(i) t = 400 (j) t = 450 (k) t = 500 (l) t = 550
Figure 3.3.11: Block level tracking in the presence of occlusion. The particles
(n = 10) are shown in black and the most likely one in red. The method is able
to deal with heavy occlusion until the model is allowed to rotate around the
thumb axis (t = 100) without constraints from any part of the model. The model
is able to recover once the index reappears (t = 200). Any clutter combined with
an occlusion (such as the page border aligned with the ﬁnger in t = 250 and
t = 500) is the most delicate situation and is when the particles are the most
important.
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(a) t = 0 (b) t = 50 (c) t = 100 (d) t = 150
(e) t = 200 (f) t = 250 (g) t = 300 (h) t = 350
Figure 3.3.12: Other example of block level tracking in presence of occlusion.
The particles (n = 10) are shown in black and the most likely one in red. In this
case, a longer part of the arm is used in the model giving a much better result.
Notice that the results at time t = 250 and t = 300 are due to the fact that
the ﬁngers are further apart than in the original model and not to the occlusion
(frame 200 and 350 are indeed ﬁne). .
3.4 Discussion
In this chapter, we focused on tracking the two levels of the graph. Since
the feature level is composed of many nodes, we developed a solution that
allows the information to be propagated between the nodes using a very small
computational time. This approach is not as robust as more expensive MHT
methods but is suﬃcient in our case since the feature level will be able to assist
its own tracking using the information coming from the block level.
For the block level, we decided to use the more conventional Nonparametric
Belief Propagation but made some modiﬁcations to the particle ﬁlter in order
to obtain a method that can be applied in real-time without compromising its
robustness.
From the experiments, we saw that the ﬂexibility of the feature level can
easily be tuned using a weight factor on the relations between features. This
will allow us to use the feature level to track any non-rigid part of the object
until enough evidence is gathered to segment it from the rest of the object.
To summarise, this chapter presented methods able to track both levels in
real-time in a way corresponding to the requirement of each level: ﬂexibility for
the feature level and robustness for the block level.
Chapter 4
Model Learning
In this chapter, we consider that some tracking results are available and focus
on learning a two-level articulated model as deﬁned in Chapter 2. The learning
of this type of model can be decomposed into the following processes:
• Feature Level
 Extraction of the visual features belonging to the object
of interest. The extraction of the visual features itself have been
discussed in Chapter 2 (where we choose to use edgels), the only
thing left is then to determine which features belong to the object of
interest. In our case, this corresponds to deﬁning which features are
correlated with one of the rigid blocks of the graph (i.e. those with
a rigid relation with one of the blocks).
 Detection and representation of rigid spatial relations ex-
isting between these features. Based on the tracking method
proposed in Section 3.2.1, the model of a rigid spatial relation must
be able to provide a mean relative position between two connected
features and a weight that expresses the conﬁdence in the rigidity of
this relation.
• Block Level
 Discovery of rigid blocks based on the motion of the visual
features. Given that all the features are ﬁrst grouped into a single
graph, this step corresponds more to a segmentation of the features
into rigid parts. The extracted blocks being modelled as a group
of correlated edgels, they are mainly deﬁned by the spatial relative
position of their associated features.
 Detection and representation of articulated spatial relations
existing between these blocks. The simplest way to represent an
articulated spatial relation between two blocks is through the position
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of the articulation (the joint) with respect to the two rigid blocks.
Given that we chose in Section 3.2.3 to use Belief Propagation for
the tracking of the block level, the relations must be represented
using a probabilistic distribution. For the relative position of an
articulation, a Gaussian model is suﬃcient but we will also explore
other alternatives for the representation of more complex relations.
From the list above, we can see that modelling an articulated object mainly
corresponds to two types of processes: the modelling of the spatial relations
existing between its diﬀerent parts (features and blocks) and the segmentation
of the features into rigid blocks. Since, in our case, learning is simultaneous to
tracking, modelling and segmentation must respect a few constraints:
• As for any on-line learning, the model is only providing one observation
at a time with no possibility to store previous observations or to access
to future ones. The model has, therefore, to summarise properly previous
observation while maintaining a suﬃcient informative level to adapt to
future data.
• With no information about future observations, there is no guarantee
correlation between past and future observations. We can, for
example, observe an object that only starts moving at a time t. In that
case, all the static observations obtained until then will be of no use (to
the contrary) to assist its tracking once it starts to move.
• Given that the learnt models are used to assist tracking, we face the ne-
cessity to provide a real-time solution for tracking and modelling com-
bined. With tracking already being a challenge for real-time on its own, it
is mandatory that the learning process require as few computational time
as possible.
With those diﬃculties in mind, we will ﬁrst present in Section 4.1 existing
solutions for spatial relation modelling and for feature segmentation that can
be considered in our case. We then explain in Section 4.2 how we adapt those
methods or develop new ones in order to address all the diﬃculties presented
above. Finally, we analyse our methods in Section 4.3 for the situation where
proper (while noisy) tracking results are provided.
4.1 Background
4.1.1 Incremental Model Learning
Learning a model incrementally brings two main problems. The ﬁrst one is in
the choice of the model level of complexity. If this model is to be used for real-
time applications, it should maintain a complexity that is as low as possible. For
example, if we are only interested in modelling rigid relations, using a simple
parametric model like a Gaussian distribution would be ideal. Unfortunately,
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(a) Frame 21. (b) Frame 51. (c) Frame 101. (d) Frame 121.
Figure 4.1.1: Small example of tracking results using a Gaussian mixture model
to represent the spatial constraints (thick red lines) between the four nodes of
the graph. The green boxes represent areas tracked using the graph and the
blue boxes represent areas tracked individually. Since the head is not moving at
the beginning of the video, all the spatial relations are learnt as rigid (a single
mixture in the Gaussian). These models are useful to assist tracking in case of
occlusion (see in frame 51) but also tends to exert overly strong bias that could
hamper tracking (as in frame 121).
it is impossible to know at the time of creation of the model if the spatial
distribution will indeed be a rigid one. If it is not, the Gaussian model will be
unable to properly represent the spatial relation and will cause undesired rigid
constraints between the corresponding features that could cause the feature
tracking to fail. In the literature, the commonly admitted solution is to use
a Gaussian mixture with a variable number of components. In this way, we
beneﬁt both from the ﬂexibility of the non-parametric model (by allowing any
number of Gaussians in the mixture) and from the eﬃciency and low memory
requirement of the parametric model.
The second problem associated with an incremental modelling arises when
the model is directly used for tracking during its learning phase. In this case, we
have a closed-loop between learning and tracking where each process inﬂuences
the result of the other. This means that, even if the Gaussian mixture is able
to increase its number of components, the biased tracking results might simply
never diverge enough from the model to initiate the creation of a new Gaussian
in the mixture. Consider the example of Figure 4.1.1, where the head is ﬁrst
static for a while and then starts to move. With the head moving, we expect new
observations to invalidate the rigid model and therefore to cause the mixture
models to create new Gaussians. Unfortunately, the bias created by the relations
makes the new observations to appear still rigid, preventing the detection of any
changes in the rigidity of the model.
While the problem of incremental learning of Gaussian mixture models
(GMM) is well addressed in the literature, the case where they are simultan-
eously used for tracking (and therefore have an inﬂuence on future observations)
is not as common. In this section, we will present existing methods used to solve
the on-line learning problem of increasingly complex models: a single Gaussian,
a Gaussian mixture model (GMM) with a ﬁxed number of components, and
ﬁnally, a GMM with a variable number of components. To the best of our
knowledge, no solution has been proposed to address the problem of account-
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ing for the unreliability of a model if it is immediately used during its learning
phase.
4.1.1.1 Gaussian Model
This is the simplest possible incremental learning scenario: a single Gaussian
model. If the dataset X = [x1, . . . ,xN ] and their respective weights [w1, . . . , wN ]
were available all at once, the weight pi, mean xˆ, and covariance matrix C of
the Gaussian model would be given by
pi =
N∑
i=1
wi (4.1.1)
xˆ =
1
pi
N∑
i=1
wixi (4.1.2)
C =
1
pi
N∑
i=1
wi (xi − xˆ) (xi − xˆ)T . (4.1.3)
Now, consider that the dataset X = [x1, . . . ,xN ] is segmented into a group
of subsets [S1, . . . ,SM ] where Si ∩ Sj = Ø∀ {i, j} and X = ∪Mk=1Sk. We then
deﬁne a set of Gaussian models [θ1, . . . , θM ] so that each θi is calculated based
on the subset Si. If the set of Gaussian models is the only information available,
the Gaussian model of the complete dataset X can still be obtained using
pi =
M∑
i=1
pii (4.1.4)
xˆ =
1
pi
M∑
i=1
piixˆi (4.1.5)
C =
1
pi
M∑
i=1
pii
[
Ci + (xˆi − xˆ) (xˆi − xˆ)T
]
. (4.1.6)
These equations allow incremental learning of a Gaussian model when data
arrives by blocks. They are a generalisation of the case where the model is
updated with a single observation {xt, wt} at a time. Indeed, this latter case
corresponds to merging two Gaussians where one of them has the parameters
{pi = wt; xˆ = xt; C = 0} and the other has been learnt from the entire remain-
ing dataset [x1, . . . ,xt−1]. In this case, the incremental learning of a Gaussian
model at time t is given by
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pit = pit−1 + wt (4.1.7)
xˆt =
1
pit
[pit−1xˆt−1 + wtxt] (4.1.8)
Ct =
1
pit
[
pit−1Ct−1 + pit−1 (xˆt−1 − xˆt) (xˆt−1 − xˆt)T
+wt (xt − xˆt) (xt − xˆt)T
]
. (4.1.9)
4.1.1.2 GMM with a ﬁxed number of components
This time, the model is deﬁned by a mixture of M Gaussians Θ = [θ1, . . . , θM ]
with weights [pi1, . . . , piM ]. In this case, the main problem is to know how to
divide the dataset X = [x1, . . . ,xN ] between theM Gaussians. The Expectation
Maximisation (EM) algorithm [27] is commonly used to search for the solution.
The EM algorithm is an iterative procedure that searches for a local maximum
of the log-likelihood of the dataset given the GMM, i.e.
Θˆ = arg max
Θ
(log p (X; Θ)) , (4.1.10)
with p (X; Θ) =
N∑
i=1
wipi (xi; Θ) /
N∑
i=1
wi (4.1.11)
and pi (xi; Θ) =
M∑
j=1
αi,jpi,j (xi; θj) /
M∑
k=1
αi,j . (4.1.12)
The values αi,j are used to represent the likelihood that sample i was gener-
ated by the component distribution j. These values are not known but can be
estimated if the parameters Θˆ are known. Given that neither the αi,j or Θˆ
are known, the idea of the EM algorithm is to estimate both simultaneously
by iterating between their calculation (using the current value of the other as
parameter). For the case of a Gaussian mixture model, the two steps of the EM
algorithm are given by
1. Expectation
(a) For each pair {i, j} ∈ {[1, . . . , N ] , [1, . . . ,M ]},
α∗i,j =
1
(2pi)
d/2 |Cj |1/2
exp
(
−1
2
(xi − xˆj)C−1j (xi − xˆj)T
)
,
(4.1.13)
where d the dimension of the space and |Cj | is the determinant of
Cj .
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(b) For each pair {i, j} ∈ {[1, . . . , N ] , [1, . . . ,M ]},
αi,j = pijα
∗
i,j/
M∑
k=1
pikα
∗
i,k . (4.1.14)
2. Maximisation
(a) For each j ∈ [1, . . . ,M ],
pij =
N∑
i=1
αi,j (4.1.15)
xˆj =
1
pi
N∑
i=1
αi,jxi (4.1.16)
Cj =
1
pi
N∑
i=1
αi,j (xi − xˆj) (xi − xˆj)T . (4.1.17)
In the case of on-line learning, the dataset X is not available. While we have
seen that the Gaussian parameters can be easily updated to include new data, it
is impossible to adapt the weights αi,j without the data. The general approach
[2, 38, 75, 93] to this problem is to assume that the weights α∗i,j will not vary too
much and therefore to approximate them with their value at the moment the
sample is observed. If the number of component in the GMM is ﬁxed, it is clear
that this assumption is erroneous (since the variations in the parameters of the
Gaussians can be important in order to cover all the new data). Conversely, if
the number of components can be modiﬁed, the process of splitting and merging
the components can be designed in order to keep this assumption as true as
possible.
4.1.1.3 GMM with a variable number of components
A common approach to on-line learning of GMM with a variable number of com-
ponents is to consider the fusion of two GMMs of sizesM and N into a GMM of
size K ≤M +N . To do so, Hall and Hicks [38] propose to ﬁrst concatenate the
two GMMs and then determine the optimal model size by considering models
of all lower complexities and choosing the one that gives the smallest penal-
ised log-likelihood. Another solution, proposed by Song and Wang [75], was to
compare the Gaussians from the two GMMs and merge the pairs that demon-
strate equivalent means and covariances. While the ﬁrst solution necessitates a
high computational cost dues to the test of diﬀerent possible values for K, the
second one has a tendency to produce more clusters than needed. Indeed, the
second solution only merges Gaussians if they are similar and not because they
can form a proper Gaussian distribution once merged. On top of that, both
methods require the new data to come in blocks that can be represented by a
GMM.
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Zivkovic and van der Heijden [93] proposed a solution where each new sample
is added to one of the components of the current GMM. In order to select the
number of components, their on-line algorithm starts with a large number of
randomly initialised components and uses a forgetting term on the Gaussian's
weights to eliminate the components with a negative weight. The main problem
with this approach is that it violates the assumption that the weights α∗i,j will
not vary too much over time if the samples are temporally coherent.
Arandjelovic and Cipolla [2] proposed to use this temporal coherence as-
sumption in order to be able to add samples one-by-one into the GMM. Their
central idea is to use a Historical Gaussian Mixture Model (HGMM) that cor-
responds to the GMM just after the last change in the number of components
was done. They show that this HGMM provides enough information to decide
when and how to split and merge the components of the current GMM without
using the past data samples. Using the one-to-one correspondence between the
Gaussians of the two mixtures, they are able to produce, at each time t and
for each current Gaussian, a split version of the current Gaussian. This split
version is a two-Gaussian mixture model composed of the historical Gaussian
and the diﬀerence between the current and historical Gaussians. By generating
samples from this 2-GMM, and using the Minimal Description Length (MDL)
criterion [68], they are able to decide which of the current or split solution
provides the best model. The use of this Historical Gaussian Mixture Model is
an elegant solution because it does not require any previous data sample (low
memory cost) and only requires a single splitting test of the Gaussians in the
mixture (low computational cost). Unfortunately, this approach relies too much
on the temporal consistency of the data and causes unsatisfactory ﬁtting results
if this assumption is not veriﬁed. For example, it fails if a part of the new data
is well explained by the historical model. Indeed, if a Gaussian is split, this
new data will still be contained in the component resulting from the diﬀerence
between its current and historical Gaussians while it should be in the historical
model. Another situation that is problematic is when the data correspond to
fast moving objects (or when a few frames are missing). In this case, we might
end up with wide Gaussians that will under-ﬁt the data without any chance
of recovery.
4.1.2 Rigid Block Discovery
Rigid block discovery through motion segmentation has been a very popular
domain and many solutions have been proposed using diﬀerent approaches like
Multi-body Factorisation [20, 83, 88], Expectation Maximisation [37, 51], Spec-
tral Clustering [89, 92], Aﬃnity Propagation [34, 69], GraphCut [12, 50, 63], ...
Giving a full literature review on this topic is outside the scope of this thesis
but we can safely say that most of the solutions proposed are based on the three
following steps:
1. Compute an aﬃnity matrix/graph representing the likelihood of each pair
of elements to belong to the same rigid block. This aﬃnity can be based
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on the trajectories, optical ﬂow, distances between points,...
2. Initialise a set of rigid blocks/layers by clustering the points using the
aﬃnity matrix/graph. This can be done one block at a time, with an
increasing number of blocks, or all at once.
3. Improve the result by iteratively updating the parameters of the blocks
and their relations with the points.
In this section, we will limit the literature review to two articles that each
address a speciﬁc problem we have to face in this thesis. The ﬁrst one, by Yan
and Pollefeys[88], focuses on segmenting the rigid parts of an articulated object.
The second one, by Shrinivas and Stanley [65], is one of the rare articles that
address the problem of motion segmentation in the context of real-time on-line
applications.
4.1.2.1 Articulated Motion Segmentation
Yan and Pollefeys[88] state that segmentation algorithms assuming independent
motions cannot generally be applied to articulated motions. To remedy this
problem, they complement the popular multi-body factorisation method [20, 83]
with a RANSAC approach in order to get a robust extraction of the rigid parts
of the articulated motion. Their method is based on the trajectories of a set
of features (stored into the trajectory matrix W ) and can be summarised as
follows:
1. The Prior Matrix
(a) Build an aﬃnity matrix M = WTW from the trajectory matrix W
and normalise it into N = D−1/2MD−1/2 where Dii =
∑
jMij .
(b) Form a matrix Xp×k whose columns are the k dominant eigenvectors
of N and then normalise it to get Yp×k. Each row yi of Y is the
normalised spectral representation of the trajectory of feature i in
Rk.
(c) Build the prior matrix P with
Pij =
2√
pi
ˆ yiyTj
0
e−t
2
dt , (4.1.18)
where Pij represents the probability of trajectory i belonging to the
same motion as trajectory j.
2. RANSAC with Priors
(a) Form a sample set of k trajectories and instantiate a motion model
from them. The samples are chosen using the prior matrix P by
i. randomly choosing the ﬁrst trajectory s1 based on the probability
distribution formed by the sums of each row of P .
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ii. Randomly choosing the 2nd to the kth trajectories s1, . . . , sk
based on a probability distribution formed by the priors related
to s1.
(b) Determine the set of trajectories Si that are within a threshold t of
the motion model.
(c) Repeat (a) and (b) N times and select the largest consensus set to
extract a motion model.
(d) Remove this set from the original data and repeat (c) until either the
data is exhausted or no more models with a size bigger than some
threshold T can be found.
The prior matrix step above is common for the multi-body factorisation meth-
ods but is usually directly used to cluster the features into rigid groups. By
using this matrix only as a prior to RANSAC, Yan and Pollefeys have shown
that it is possible to robustly extract the rigid parts of an articulated object des-
pite their correlation. The main drawback of this method though is its necessity
to have an access to the full trajectories of the features to segment.
4.1.2.2 Real-time On-line Motion Segmentation
Most of the methods are based on the entire video sequence (or at least, the
full tracking results of the points) and/or are too computationally expensive for
real-time applications. One solution that distinguishes itself is the one proposed
by Shrinivas and Stanley [65] because it speciﬁcally addresses the problem of
motion segmentation in the context of real-time on-line applications. Their
algorithm is based on the comparison of the movement of a set of feature points
between a reference frame and the current one. It can be summarised as follows:
• Grouping Procedure
1. Create a new group starting from a random seed point (feature point)
and iteratively
(a) add neighbouring points that have a movement similar to the
group. If no more point is added then stop.
(b) adjust the movement description of the group.
2. Repeat (a) until all the points are in a group.
3. Repeat (b) N times and create groups using the points that were
always grouped together in (b). The other points are marked as
ungrouped.
• Maintaining Feature Groups Over Time
1. Grouping. Run the Grouping Procedure for the set of ungrouped
points from the previous frame based on their new position in the
current frame.
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2. Splitting. For each group obtained in the previous frame that has
now lost at least λ% of their points,
(a) update the reference frame used to calculate the point move-
ments.
(b) run the grouping procedure on the points of the group.
3. Assimilation. For each ungrouped point, include it in a neighbouring
group if this group can explain the point movement with an error
lower than a given threshold.
While the method is not speciﬁcally designed for articulated objects, it seems,
from its comparison with the approach of Yan and Pollefeys, that there is no
reason it should not work as well. This approach therefore seems to match all the
criteria for our case, i.e. the real-time incremental segmentation of articulated
objects. This being said, one drawback of the method is that its segmentation
only relies on two positions for each feature without any other information from
past observations. It means that the result will be the same for an object that
is back to its original position as for an object that has never moved.
4.2 Developed Solutions
In this section, we ﬁrst present the solutions we developed to learn spatial re-
lations models and then ﬁnish with the automatic segmentation of the features
into rigid blocks. The learning process of the relation models will be divided into
three parts, each for a diﬀerent type of relations: rigid, ﬂexible, and articulated.
Rigid relations will be described using a Gaussian model, ﬂexible relations using
a GMM and articulated ones using a parametric model of the position of the
joint. The common point between the three models is the fact that they ac-
count for the uncertainty in their ability to properly assist the tracking without
exerting an overly strong, counterproductive bias.
Section 4.2.1 will discuss the case of rigid relations that we previously pub-
lished in On-line simultaneous learning and tracking of visual feature graphs [25].
Section 4.2.2 will then present the case of ﬂexible relations as it was published
in our article On-line Learning of Gaussian Mixture Models - a Two-Level Ap-
proach [26]. Section 4.2.3 will follow with the learning of articulated relations.
Finally, Section 4.2.4 will discuss the automatic segmentation of features into
rigid blocks.
In order to be consistent with the other chapter of this thesis, we will keep the
notations introduced in Section 2.2.3 of Chapter 2; i.e. a relation between two
nodes i and j (feature or block) is represented by the conditional distributions
ψi,j(ri|j) and ψj,i(rj|i) where ψi,j(ri|j) represents the distribution of the relative
position ri|j of node i expressed in the aﬃne coordinate system of node j.
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Figure 4.2.1: Sources of uncertainty.
4.2.1 Uncertain Rigid Relation Learning
If we assume that the spatial relations are rigid, we can decide to represent them
with a Gaussian model. Given that this model is learnt incrementally, we can
consider three sources of uncertainty in its capability to predict the relation in
the next frame:
1. Uncertainty in the choice of model. When connections between nodes
(features or rigid blocks) of the graph are created, there is no way to know
which type of spatial relation these nodes will demonstrate. If we decide
to represent the relations with a Gaussian model, it will oversimplify the
description of all the non-rigid relations and therefore create a bias in the
tracking of the associated nodes. Even if we propose to quickly remove
all the non-rigid connections from the graph, this lack of rigidity may not
appear in the tracking results due to the bias created by the Gaussian
model. If we still wish to use the Gaussian model (for example because it
has a very low computational cost), it is mandatory to combine it with a
representation of the level of conﬁdence in the rigidity of the relation.
2. Uncertainty in the model parameters. Even if the relation can be
represented by a Gaussian model, we must be aware that the Gaussian
parameters might not be exact yet. Indeed, the model is used for tracking
from the beginning, where the estimation of the parameters is based on a
small set of observations. If the variance have been underestimate, it will
again create a bias in the tracking that might result in losing the element
of interest (after the ﬁrst frame, we just have one observation so this is
very likely that the variance is indeed underestimate).
3. Uncertainty in the correlation between previous and future ob-
servations. Assuming that a relation will always be rigid simply because
it has demonstrated a Gaussian behaviour for a long period is a mistake.
Consider, for example, the case of a person sitting on a chair for a while.
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P (C˜t ≤ Ct) = α
C˜t Ct
P (Ct)
(a)
C˜t
rˆt
Ct
(b)
Figure 4.2.2: One-dimensional example of the variance distribution. We choose
a variance C˜t in a way that bounds the risk of underestimating the true variance.
From observing this situation, we could create a rigid model between the
chair and the person and give a complete conﬁdence to its rigidity. Once
the person moves away from the chair, the rigid relation will force the two
of them to respect the rigid relation, thus creating a bias that will likely
cause the tracking to fail.
The uncertainty in the model and its parameters can be estimated using only
past observations. This means that, after a while, it will be possible to decide
with high conﬁdence if the relation can be modelled with the chosen model or
not. By contrast, the uncertainty about the future will remain constant since
the relation can be stationary for an undetermined period of time. Let us discuss
those three sources of uncertainty and see how we can adapt the classic Gaussian
model to account for them.
4.2.1.1 Uncertainty in the Parameters
When we have only a few observations, the Gaussian parameters obtained from
the maximum-likelihood estimation presented in Section 4.1.1.1 are uncertain
(i.e. they can be incorrectly estimated). By getting more and more samples,
the estimations of these parameters will become more and more precise but,
in the mean time, we need to make sure that an incorrect estimation of the
parameters will not create a negative bias in the tracking. It turns out that the
inﬂuence of the uncertainty in the Gaussian's mean is insigniﬁcant compared
to the inﬂuence of the uncertainty in its covariance; we therefore neglect the
uncertainty related to the mean. This leaves us with the necessity to adapt the
value of the covariance. It is clear that the smaller the covariance, the stronger
the bias on the tracking. We thus need to augment it as a function of the
number of observations. We consequently choose a covariance C˜ in such a way
that it bounds the risk of underestimating its true value, i.e., P (C˜ ≤ C) = α,
where conventionally α = 0.05 (see Figure 4.2.2). Since empirical estimates of
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Figure 4.2.3: Example of an uncertain relation.
variance follow a chi-square distribution,
C˜t =
pit
χ2pit−1(α)
Ct , (4.2.1)
where χ2pit−1(α) is the chi-square inverse cumulative distribution function. A
Gaussian model that takes the uncertainty in the parameters into account is
then simply deﬁned by
ψi,j,t(ri|j,t) = e
−1
2
(ri|j,t − rˆi|j,t)C˜−1i|j,t(ri|j,t − rˆi|j,t) . (4.2.2)
4.2.1.2 Uncertainty in the Parametric Model
Since we use a parametric model, the range of relations that can be represented
with this model is limited. It is obvious that not all the observed relations will
correspond to the chosen model. As motivated earlier, we are mainly interested
in learning these relations that ﬁt the chosen parametric model. The relations
that do not correspond are simply discarded. The problem is that we may need
a lot of observations to be able to conclude that the model is not appropriate.
And during this time, the model is still used to track the features which may
create a strong bias in the tracking causing it to fail.
As the parametric model corresponds here to a Gaussian distribution around
a rigid position, the questions are "How to estimate the probability that the
observed relation is rigid?" and "How to modify the potential function so that
it does not create bias in the tracking?"
A Potential Function with Limited Bias
Let us ﬁrst assume that we are able to estimate the probability that the
relation corresponds to a Gaussian model. We call it the ﬁdelity λt for the
probability at a given time t. Consider now the two extreme situations λt = 1
and λt = 0.
If λt = 1, then we can simply use the potential function of Equation 4.2.2
without risk of creating bias.
If λt = 0, then the learnt potential function is completely wrong and must
be replaced with something else. But since the observations are not kept in
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Figure 4.2.4: Method inspired from the Kolmogorov-Smirnov test.
memory, what can be used to compute this something else? The answer is
obvious: Nothing!. In this case, all we can do is to say that we know nothing
about the distribution of the relation. Then, the only thing we can do is to
represent this lack of knowledge with a uninformative uniform potential.
In practise, nothing is black or white and a model may be more or less
appropriate for the relation. Therefore, we represent the potential function by
a weighted sum of the learnt model and a uniform potential. The probability of
observing a relation ri|j,t between features i and j at time t is then given by
ψ+i,j,t(ri|j,t) = λte
−1
2
(rt − rˆt)C˜−1t (rt − rˆt)
+ (1− λt), (4.2.3)
where we remove the i and j indices for conciseness. Notice that the value of
the uniform distribution is equal to one since we are working here with potential
function and not probability distributions. The only value that does not aﬀect
a product, which is what we want for an uninformative relation, is then one.
The only question left is "How to estimate the probability that the observed
relation is rigid?"
The Probability of the Parametric Model
To estimate the ﬁdelity λt, we introduce a method inspired from the Kolmogorov-
Smirnov test. Recall that the Kolmogorov-Smirnov distance is given by
Kn =
√
n max−∞<x<∞
∣∣∣Fˆ (x)− Fn(x)∣∣∣ , (4.2.4)
where n is the number of observations, Fn(x) is the empirical cumulative distri-
bution function of the n observations, and Fˆ (x) is the cumulative distribution
of the maximum-likelihood Gaussian model. This distance is compared to a
threshold, say, to classify a dataset as Gaussian or non-Gaussian.
Our context is diﬀerent: We are not interested in precise Gaussianity (i.e.
level of correspondence between the distribution of the data and a Gaussian
distribution) but in relations that are about as predictive as Gaussians. There-
fore, the original Kolmogorov-Smirnov test is unsuitable in that its sensitivity
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(a) Cumulative distribution
of the samples (in blue) and
of the Gaussian model (in
red).
(b) D = max
∣∣∣Fˆ (x) − Fn(x)∣∣∣ (c) D = 1
|I|
ˆ
I
∣∣∣Fˆ (x) − Fn(x)∣∣∣ dx
Figure 4.2.5: Comparison between the use of the max (Figure 4.2.5b) and the
integral (Figure 4.2.5c) for the computation of the distance from Gaussianity
of the dataset. Samples are generated from a sequence of three Gaussians with
100 samples for each Gaussians.
grows without bounds with n. Instead of Equation 4.2.4, we use an expression
independent of the number of observations,
D =
1
|I|
ˆ
I
∣∣∣Fˆ (x)− Fn(x)∣∣∣ dx, (4.2.5)
where I is the interval within which the two functions are compared. Notice
that we use an integral instead of the maximum as it renders the measure both
more robust and more discriminative in our context. Computing the integral of
a cumulative function may seems surprising but can be understood with the ex-
ample in Figure 4.2.5. In this example, we generate samples from a sequence of
three Gaussians with 100 samples for each Gaussian. We can see that, once we
start to generate samples from the second Gaussian, the distance from Gaussian-
ity increases in a signiﬁcant manner for both the max function and the integral
(although the increase is not as clear for the max function). With the number
of samples from the second distribution increasing, the mean of the Gaussian
model starts to shift toward a central position making the cumulative func-
tion of the model move inside the stairs-shaped cumulative distribution of the
samples (see Figure 4.2.5a). While this has nearly no inﬂuence on the integral
of the absolute diﬀerence between the two distributions, it clearly reduces the
maximum distance between them. If we add samples from a third Gaussian, the
situation becomes even worse because the steps of the stairs-shaped cumulative
distribution become even smaller. In practise, this situation happens quite often
because we compute the distance D for each dimension separately (for compu-
tational cost reasons). Any articulated relation will then appears mainly as a
mixture of two Gaussians and one mostly uniform distribution when projected
on one of the dimensions.
The model ﬁdelity λt will then result in the product of its Gaussianity in each
dimension. In order to compute λt based on the distance D, we assume that D
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has a Gaussian distribution, which leads to the pseudo-probabilistic weighting
function
λt =
nd∏
k=1
e
−D2k
T2
k,D , (4.2.6)
where nd is the number of dimensions of the relation space and TD is a user-
settable parameter that represents the allowed deviation of observed relations
from Gaussianity.
Notice that the cumulative density function of the observations Fn(x) seems
to be a simpler choice to model the relation than the parametric model. You
may, then, wonder why we do not use it since it is able to represent any king of
distribution. The problem comes from the fact that Fn(x) is only calculated on
a limited interval I (and in practise, even worse, on a limited discrete interval).
Since the uncertainty on the model implies that the potential function can be
greater than zero in an inﬁnite interval, Fn(x) cannot be used without creating
bias in the tracking. On the other side, it is enough to compare Fn(x) and Fˆ (x)
to a limited interval to get a good approximation of the correspondence between
them.
4.2.1.3 Uncertainty in the Correlation Between Past and Future
In our scenario, the relations are learnt incrementally, which sometimes leads to
situations where an observation at the current time t is in fact not well predicted
by the relations learnt up to time t − 1. This may happen if, for example, the
two features connected through a relation were motionless until time t− 1, and
one of them starts to move at time t. In this case, it is clear that the rigid
relation learnt from previous frames is no longer appropriate to track these
features. The problem with this case is that the rigid relation will constrain the
relative positions of the two corresponding nodes and therefore produce tracking
results that continues to reinforce the belief of a rigid relation. This type of
uncertainty is diﬀerent from the two others because it cannot be estimated from
the previous samples. With no guarantee that the past and future data are
correlated, it might seems that the learnt model is actually useless. Fortunately,
a given relation is only used for tracking its corresponding nodes in the next
frame. Given that the observations in a video are spatially correlated in time,
the next observation will not be too far from the current model. If we assume
that the (application-dependent and ﬁxed) likelihood of making an observation
a distance ∆ away from the learnt model follows a Gaussian distribution of
variance C∆, a suitably augmented potential ψ
−
i,j,t can be obtained from the
learnt model ψ+i,j,t−1 deﬁned in Equation 4.2.3,
ψ−i,j,t = ψ
+
i,j,t−1 ~N(0,C∆) . (4.2.7)
Putting together Equations 4.2.32 and 4.2.3, we obtain the complete uncer-
tain potential function used for the feature tracking,
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Frame(t)
Feature
Positions(t)
Relation
Set(t-1)
Graphical
Model(t)
ψ−i,j,t = ψ+i,j,t−1 ⊗N(0,C∆)Sequential Belief Propagation
Tracking
Learning
+(1− λt)
ψ+i,j,t = λte
−1
2
(rt − rˆt)C˜−1t (rt − rˆt)
Figure 4.2.6: The whole algorithm loop for tracking using uncertain Gaussian
model to represent the spatial relations between nodes.
ψ−i,j,t = λt−1e
−1
2
(rt−1 − rˆt−1)
(
C˜t−1 + C∆
)−1
(rt−1 − rˆt−1)
+(1− λt−1) . (4.2.8)
Figure 4.2.6 shows a diagram of the algorithm loop used for tracking a graph
using an uncertain Gaussian model to represent the spatial relations between
nodes.
4.2.2 Uncertain Flexible Relation Learning
As we discussed in Section 4.1.1.3, learning and reﬁning a mixture model incre-
mentally is not an easy task. How is a given model to be updated when new data
points arrive? If the data points underlying the current model have been dis-
carded, then there seems to be no general answer to this question. Conversely,
keeping all data around defeats the purpose of learning parametric models in-
crementally. Thus, a compromise needs to be found. The approach proposed
by Arandjelovic and Cipolla [2] seems to provide a good step in that direction
but the historical model as it was deﬁned was insuﬃcient to provide a robust
general solution. What we need is to keep around enough information to be able
to accurately reﬁne a model with the new data points. Conversely, the quantity
of this information should grow much more slowly than the number of raw data
points. We address this problem by seeking to represent the data points with
(1) suﬃcient ﬁdelity that we can safely discard them, while at the same time
(2) committing to no more predictive precision as the original data support.
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These two objectives are mutually exclusive, as the former tends to over-ﬁt
the data and the latter to under-ﬁt it. We therefore propose a two-level rep-
resentation. The ﬁrst level seeks to summarise the data with high precision,
allowing us to discard underlying data without signiﬁcantly impairing our abil-
ity to reﬁne the model. We therefore call it the precise model. The second level
provides a model that represents no more detail than is supported by the un-
derlying data and thereby avoids counterproductive bias in future predictions;
we call it the uncertain model. Each uncertain component is then represented
by a precise mixture model that allows it to be split properly when it becomes
obvious that it provides an excessive simpliﬁcation of the underlying data.
4.2.2.1 Level 1: The Precise Mixture Model
Update of the Gaussian Mixture Model
Suppose we have already learnt a precise GMM from the observations up to
time t. This GMM is currently deﬁned by
ψ+i,j,t =
∑N
k=1 pik,tG(r; rˆk,t, C˜k,t)∑N
k=1 pik,t
, (4.2.9)
where each Gaussian is represented by its weight pik,t, its mean rˆk,t, and its
covariance C˜k,t. When we receive a new data point rt, we represent it by the
distribution Gt(r; rt,Ct) and its weight pit. Ct here represents the observation
noise. As suggested by Hall and Hicks [38], the new resulting GMM is computed
in two steps:
1. Concatenate  produce a model with N + 1 components by trivially
combining the GMM and the new data into a single model.
2. Simplify  if possible, merge some of the Gaussians to reduce the com-
plexity of the GMM.
The GMM resulting from the ﬁrst step is simply
ψ+i,j,t =
∑N
i=1 pik,t−1G(r; rˆk,t−1, C˜k,t−1) + pitGt(r; rt,Ct)∑N
i=1 pik,t−1 + pit
(4.2.10)
The goal of the second step is to reduce the complexity of the model while
still giving a precise description of the observations. Since the solution proposed
by Hall and Hicks [38] is too slow for an real-time process, we use the ﬁdelity
estimator λt we developed in Section 4.2.1.2 for a single Gaussian model.
Simpliﬁcation of the Gaussian Mixture Model
To decide whether two Gaussians Gi and Gj can be simpliﬁed into one, we
merge them together and check if the resulting Gaussian has a ﬁdelity λ close
to one, say, exceeding a given threshold λ+min = 0.95. The resulting Gaussian
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is computed using the usual equations augmented by the combination of the
cumulative density functions:
pi = pii + pij (4.2.11)
rˆ =
1
pi
[piirˆi + pij rˆj ] (4.2.12)
C =
pii
pi
[
Ci + (rˆi − rˆ)T (rˆi − rˆ)
]
+
pij
pi
[
Cj + (rˆj − rˆ)T (rˆj − rˆ)
]
(4.2.13)
F (x) =
1
pi
[piiFi(x) + pijFj(x)] . (4.2.14)
At each time, if the current GMM before the concatenation is already the
simplest possible precise model of the data, the only Gaussian that has a chance
to be merged with another is the one representing the new data point. If this
Gaussian is successfully merged, the resulting Gaussian is, in turn, the only
available candidate for a simpliﬁcation. The merging then continues iteratively
until the best candidate merge drops below λ+min. This algorithm is very fast
since it corresponds, on average, to two nested loops containing only one nearest
neighbour search and one merge, respectively. We only try to merge the new
Gaussian with its nearest neighbour since this is most likely to provide a precise
simpliﬁcation. While this approach is simplistic, it gives very good results in
practise while inducing only a low computational cost.
Illustrations
Figure 4.2.7 shows a ﬁrst example of the evolution of the GMM for an in-
creasing number of data points generated from an arc-shaped distribution. At
the beginning, none of the Gaussians can be merged since there is clearly no
Gaussian distribution that can summarise more than one observation without a
signiﬁcant loss of information. The complexity of the mixture thus increases by
one with each new data point. As the shape of the distribution appears more
clearly, the simpliﬁcation step takes eﬀect, and the number of Gaussians in the
mixture decreases until it converges to a trade-oﬀ between complexity of the
mixture and its accuracy. This trade-oﬀ is controlled with the parameter TD
deﬁned in Equation 4.2.6. The bigger this parameter is, the farther the model
is allowed to deviate from the data and the lower the complexity of the model
will be. This dependence will be analysed in more detail in Section 4.3.
Let us now consider the evolution of the model for data generated from a
Gaussian distribution with a large covariance. Figure 4.2.8 shows an example
of the evolution of the GMM for an increasing number of data points generated
from a Gaussian distribution. Figure 4.2.8f shows the mean evolution of the
number of Gaussians in the mixture for a series of 50 tests. As one would
expect, we ﬁrst observe an explosion of the complexity of the model before it
converges to a single Gaussian. This shows that the eﬀort to faithfully represent
the observations leads to gross over-ﬁtting of sparse data. Thus, our method is
useful to summarise past observations but not to predict future observations.
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Figure 4.2.7: Evolution of the precise mixture model for an increasing number
of data points drawn from an arc-shaped distribution.
To address prediction, we propose, in the following section, a 2-level mixture
model containing one level for a precise summary of the data and one for a
non-over-ﬁtted representation of the data.
4.2.2.2 Level 2: The Uncertain Mixture Model
Let us consider again the case of a GMM learnt from Gaussian-distributed data.
What should be the value of the parameter TD to guarantee that the model will
always be a one-Gaussian mixture with a ﬁdelity λ exceeding λ+min? To answer
this question we have computed the distribution of the distance D (Equation
4.2.5) for a number of observations between 1 and 200 estimated over 1000 tests.
Figure 4.2.9 shows the results we obtained. As expected, the variance of the
distance D is very large when the number of observations is low. We then have
to choose TD such that the probability of incorrectly splitting the Gaussian is
bounded by a constant α. Since TD is similar to a standard deviation (Equation
4.2.6), and since empirical estimates of variance follow a chi-square distribution,
we can limit this probability to, say, α = 0.005, by replacing TD by an adjusted
T˜D deﬁned as
T˜ 2D =
N
χ2N−1(α)
T 2D , (4.2.15)
where χ2N−1(α) is the chi-square inverse cumulative distribution function. The
new ﬁdelity criterion is then deﬁned by
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Figure 4.2.8: Evolution of the precise mixture model for an increasing number
of data points drawn from a Gaussian distribution.
(a)
P (eD
2/T˜ 2D ≤ λ+min) = α
T˜ 2D T
2
D
P (T 2D)
(b)
Figure 4.2.9: (a) Distribution of D as a function of the number of observations
estimated over 1000 trials. The red line represents the mean, the blue the
standard deviation, and the green lines the extrema of the samples. (b) We then
choose TD such that the risk of incorrectly splitting the Gaussian is bounded
by α.
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exp
(
−D2
T˜ 2D
)
≥ λ+min . (4.2.16)
In order to use the same ﬁdelity λt from Equation 4.2.6 in both levels, we
need to deﬁne a new ﬁdelity threshold λ−min < λ
+
min. This way, λ
+
min is used in the
precise GMM and λ−min is used in the uncertain GMM. Substituting Equation
4.2.15 yields
−D2χ2N−1(α)
NT 2D
≥ log λ+min , (4.2.17)
exp
(−D2
T 2D
)
≥ exp
(
N log λ+min
χ2N−1(α)
)
. (4.2.18)
The complexity of the uncertain GMM is then controlled by a lower threshold
on the ﬁdelity
λ−min = exp
(
N log λ+min
χ2N−1(α)
)
, (4.2.19)
which can be precomputed in a table since it only depends on λ+min. Thanks to
this new threshold, we are able to avoid the over-ﬁtting due to an explosion of
the GMM complexity.
However, even if we have reduced the complexity of the model, we still
face the problem of over-ﬁtting through the Gaussian model itself. Indeed, the
Gaussian learnt from a dataset corresponds to the maximum likelihood estimate
of these data and not of the complete distribution: Consider, for example, the
case of a Gaussian learnt from a single observation: it is clear that this Gaussian
is not representative of the complete distribution. To solve that problem, we
use the uncertain Gaussian model developed in Section 4.2.1 for each Gaussian
of the uncertain mixture model.
Updating a Two-Level Gaussian Mixture Model
The algorithm used to update the GMM proceeds along the following steps:
1. Merge the new data point with the nearest uncertain Gaussian,
2. if the resulting Gaussian has a value of λ below the corresponding λ−min,
replace it with two Gaussians learnt from its underlying GMM with EM
[27],
3. else continue to merge the current uncertain Gaussian with its nearest
neighbour until the resulting Gaussian has a value of λ lower than the
corresponding λ−min.
Merging two uncertain Gaussians also involves merging their respective under-
lying mixture models. This can be done by simply summing the components
from both mixtures, and using the simpliﬁcation step only on the precise Gaus-
sian that contains the new observation. Even if other precise Gaussians could
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Figure 4.2.10: Evolution of the uncertain mixture model with the number of
data points drawn from an arc-shaped distribution (compare Figure 4.2.7).
possibly be merged together, we leave this for later when these Gaussians merge
with the current observation. This way, we distribute the computational cost
through diﬀerent time instants.
Illustrations
Figure 4.2.10 shows an example of the evolution of the GMM with data points
generated from an arc-shaped distribution. This time, the complexity of the
GMM only increases when there is enough evidence that the observed distribu-
tion is too complex for the current model. If we compare Figure 4.2.10 with
Figure 4.2.7, we see that the two-level GMM and the precise mixture model con-
verge to the same distribution. The two-level approach then provides a more
stable non-over-ﬁtted model that can still become more accurate thanks to the
precise model level.
4.2.3 Uncertain Articulated Relation Learning
All the observed relations are not necessarily informative enough to be worth
keeping. Since we decided to limit the relation set to rigid and articulated re-
lations, a model as complex as the Gaussian mixture might be replaced with
something simpler (and therefore easier to learn). Thanks to the concept of
uncertain model, a speciﬁc parametric model can be used on all the relations
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without creating counterproductive bias on tracking if a relation does not cor-
respond to the chosen model.
4.2.3.1 Maximum Likelihood Joint Position
An articulated relation between two nodes can be described by the position of
its joint. This position is obtained by ﬁnding a location in the reference frame of
one node that is always projected into the same position in the reference frame
of the other node. Let us call bi|j,t the aﬃne position of a node i expressed in
the reference frame of a node j. If there is a joint between these two nodes, it
can be found by solving [51]
jij|i,t = arg min
r|i
1
t− t0
t∑
k=t1
(
Ti,j,k(r|i,bi|j,k)− Ti,j,k(r|i,bi|j,t0)
)2
, (4.2.20)
where Ti,j,k(r|i,bi|j,k) = Ai,j,k(bi|j,k)r|i + ti,j,k(bi|j,k) is the aﬃne transforma-
tion that projects a position r|i from the reference frame of i to a location in
the reference frame of j. The sum achieves its minimum at
jij|i,t = −
(
t∑
k=1
(∆Ai,j,k)
T
∆Ai,j,k
)−1 t∑
k=t1
(∆Ai,j,k)
T
∆ti,j,k , (4.2.21)
where ∆Ai,j,k = Ai,j,k −Ai,j,t0 and ∆ti,j,k = ti,j,k − ti,j,t0 .
In order to learn jij|i,t sequentially with each new frame, its computation
can be adapted in the following way:
Hi,j,t = Hi,j,t−1 + wi,j,t (∆Ai,j,t)
T
∆Ai,j,t (4.2.22)
Si,j,t = Si,j,t−1 + wi,j,t (∆Ai,j,t)
T
∆ti,j,t (4.2.23)
Vi,j,t = Vi,j,t−1 + wi,j,t (∆ti,j,t)
T
∆ti,j,t (4.2.24)
Wi,j,t = Wi,j,t−1 + wi,j,t (4.2.25)
jij|i,t = −H−1i,j,t Si,j,t , (4.2.26)
where we have included a weight factor wi,j,t = w
p
i,t w
q
j,t corresponding to the
product of the weight of the two best particles to account for the reliability of
the observations.
4.2.3.2 Uncertain Joint Model
With the learnt joint positions jij|i,t and jji|j,t, we are now able to compute
the distance d2i|j,t =
∥∥jij|j,t − jji|j,t∥∥2 between the two predictions of the joint
position into the reference frame of node j. In order to obtain the complete
uncertain potential function from Section 2.2.3.2, i.e.
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ψ+i,j,t(d
2
i|j,t) = λi|j,te
−d2i|j,t/σ˜2i|j,t + (1− λi|j,t) , (4.2.27)
we still need to learn σ˜2i|j,t and λi|j,t.
Considering jij|j,t is normally distributed around jji|j,t, the maximum like-
lihood variance σ2i|j,t is easily obtained by summing the square distance d
2
i|j,t
between the projected positions jij|j,t and jji|j,t obtained at each time t,
σ2i|j,t =
t∑
k=t0
d2i|j,k . (4.2.28)
σ˜2i|j,t is then obtained from σ
2
i|j,t using the exact same equation as in Section
4.2.1.1,
σ˜i|j,t =
pit
χ2pit−1(α)
σi|j,t , (4.2.29)
where χ2pit−1(α) is the chi-square inverse cumulative distribution function and
α = 0.05.
The model ﬁdelity λt is also computed in a manner very similar to that of
Section 4.2.1.2:
λt = e
−D2
T2
D , (4.2.30)
where TD is a user-settable parameter that represents the allowed deviation
from Gaussianity and D is the distance between the observed and expected
cumulative distributions,
D =
1
|I|
ˆ
I
∣∣∣Fˆ (x)− Fn(x)∣∣∣dx . (4.2.31)
The only diﬀerence is that, this time, x corresponds to d2i|j . Since distances
based on a normally distributed dataset have an exact chi-square distribution
the expected cumulative distributions Fˆ (x) is now the cumulative chi-square
distribution of (d2i|j/σ
2
i|j,t).
When this relation is used for tracking, the articulated potential model is
again treated identically to the rigid model using
ψ−i,j,t = ψ
+
i,j,t−1 ~N(0, σ2∆) , (4.2.32)
where σ2∆ is the variance of the expected motion model.
4.2.4 Rigid Block Discovery
The real-time on-line motion segmentation method presented in Section 4.1.2.2
is a good basis for us to develop a solution for a rigid block discovery speciﬁc
to our graphical model. As we have seen, the method can be divided into two
parts: Grouping procedure and Maintenance of Feature Groups Over Time. We
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will therefore organise this section in the same way, starting with the grouping
procedure.
4.2.4.1 Grouping Procedure
In order to group features, any algorithm requires a measure of the distance or
aﬃnity between these features. In our case, this aﬃnity matrix can be computed
using diﬀerent approaches:
• Approach 1: Through its learnt rigid relation with its corresponding
block, a feature is able to predict at any time the aﬃne position of its
block. Features that belong to a same rigid group are supposed to give
similar predictions. Aﬃnity between the features of a given block can then
be estimated using the distances between these predictions,
Ai,j,t =
t∑
k=1
exp
(
−1
2
D2i,j,k
)
(4.2.33)
with D2i,j,k =
(
bB(i)|i,k − bB(j)|j,k
)
C−1T
(
bB(i)|i,k − bB(j)|j,k
)
,
(4.2.34)
where Ai,j,t is the aﬃnity between features i and j at time t, D
2
i,j,k is
the normalised squared distance at time k between the predictions of the
block position. CT is a covariance matrix that deﬁnes the tolerance on
the dissimilarities of the predictions.
• Approach 2: We can also consider that the aﬃnity matrix is not neces-
sary symmetric and that Ai,j,t represents the ability of feature i to predict
properly the position of feature j. In this case the aﬃnity matrix can
be used in a procedure like the one presented in Section 4.1.2.1 to select
the features able to predict the higher number of points. By using the
aﬃne position of a block as predicted by a selected feature, we can project
the positions of all the other features back into the image. Through the
connection with the block, a feature is then able to predict the position
of any other feature of the block. The aﬃnity between two features i and
j can then be evaluated using the normalised distance D2i,j,k between the
actual position of j and its prediction by i ,
D2i,j,k =
(
fi,k − fi|j,k
)
C−1T
(
fi,k − fi|j,k
)
. (4.2.35)
• Approach 3: Instead of computing the distance between projection and
actual position, we can also use the oriented chamfer distance of the pro-
jection in the current image. This approach has the advantage to provide
a good estimation of the aﬃnity even if the projected feature has not been
tracked properly. This is especially important in the case of edgels be-
cause, the feature can slide along a contour during its tracking. This can
create a distance between the tracked position and the projection even if
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Algorithm 4.1 Aﬃnity Propagation
1. Initialisation of Aﬃnity Propagation
(a) Initialise the Aﬃnity matrix with A1i,j,t = 0 for each pair {i, j}.
(b) For each node i, initialise its self-aﬃnity with A1i,i,t = 1.
(c) For each node i, send a ﬁrst message mli|j = wi|j ·Ai,:,t to each node
k ∈ N (i) where Ai,:,t represent the ith row of matrix At.
2. Iteration l of Aﬃne Warp Propagation
(a) For each node i, update every kth element of the ith row of the
aﬃnity matrix with
Ali,k,t = max
(
Al−1i,k,t, max
j∈N (i)
(
wj|i ·Al−1j,k,t
))
. (4.2.37)
(b) Stop if maxi
(
wli,t − wl−1i,t
)
< thres where wi,t =
∑
k Ai,k,t corres-
ponds to the ability of a node to provide a large rigid cluster.
the projection is correctly placed on a contour. The distance Di,j,k is here
deﬁned using the oriented chamfer function presented in Section 2.1.2.2,
Di,j,k = dλ(fi|j,k) . (4.2.36)
• Approach 4: Since some relations between features have been learnt
into the feature level, the information necessary to group the features is
already available. Only a small set of the N2 relations between the N
features has been learnt but the simple propagation scheme presented in
Algorithm 4.1 allows the aﬃnity matrix At to be recovered. Basically, the
aﬃnity Ai,j,t between two features i and j corresponds to the product of
weights of the uncertain relations included in the path between i and j that
provided the maximal aﬃnity. So the aﬃnity between two features will be
high if they can connect through a path of rigid relations and low if not.
The advantage of this approach is that it beneﬁts from the expertise of
the learnt uncertain relations in order to provide a more robust clustering.
Note that Aﬃnity Propagation is also the name of a clustering algorithm
from Frey and Dueck [34]. Our algorithm has for only purpose to recover
the full aﬃnity matrix based on the learnt relations of the graph and is
therefore not related to their work.
Once the aﬃnity matrix is obtained from one of those approaches, the
clusters can be obtained easily using an algorithm similar to these presented
in Section 4.1.2:
1. Compute the weights wi,t =
∑
k Ai,k,t of each feature i in order to repres-
ent its ability to provide a large rigid cluster.
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(a) (b) (c)
Figure 4.2.11: Initialisation of the feature tracking using Aﬃne Warp Propaga-
tion. The relations in red are given a weight of 0.1 and the relations in green are
given a weight of 0.99. These relations are used only for generating the feature
tracks and not for the Aﬃnity Propagation where relation are learnt directly
from the tracking results.
2. Select the feature i that has the largest weight wi,t and create a new group
with all the points k that verify Ai,k,t ≥ Athres.
3. Remove those inliers and repeat the two steps above until no group can
be formed with at least NminInliers inliers.
4. Reﬁne the clustering by associating each point k with the group with the
highest aﬃnity towards k. The aﬃnity vector of a group is deﬁned by the
row Ai,:,t of the aﬃnity matrix corresponding to the point i used to create
it.
The four aﬃnity matrix computation methods combined with the clustering
described above are tested in Figures 4.2.12, 4.2.13, 4.2.14 for respectively an
arm, a ﬁnger, and a hand. In order to provide the proper features tracking
results, we manually deﬁne the weights of the relations in the graph (see Figure
4.2.11) and track the feature level using Aﬃne Warp Propagation. From these
tracking results, we then learn uncertain relations, compute the four diﬀerent
aﬃnity matrices and cluster the features into rigid groups. With this approach,
we base the learning on tracking results unbiased by the learnt graph (this
case will be discussed in the next chapter) but with a level of noise closer to
reality than artiﬁcially generated tracking results. All the experiments have been
performed using the same parameters. We choose Athres = 0.6 (' exp(−0.5))
and NminInliers = 7 (1 + 6 aﬃne parameters). From the results shown in Figures
4.2.12, 4.2.13, 4.2.14, we can see that the aﬃnity matrix obtained using the
learnt uncertain relations and Aﬃnity Propagation (approach 4) provides a
more robust clustering than the three other approaches. This result can be
explained by diﬀerent reasons:
• The block position obtained from the prediction of a feature is very sens-
itive to the noise in the aﬃne position of this feature. Indeed, a small
change in the orientation or scale, for example, in the position of a feature
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can have a important impact on the predictions of the block position if
the block centre is far from the feature location.
• In many articulated objects (such as an arm or a ﬁnger), the parts mod-
elled by rigid blocks may not be entirely rigid. Consider, for example, the
ﬂesh on the middle segment of a ﬁnger. The ﬂesh is compressed when the
ﬁnger is bent and stretched when the ﬁnger is extended. This situation is
particularly important in the case of edgels where we assist to compression
or dilatation of the features along the contours around the joints. With
edgels, this eﬀect tends to diﬀuse deeper into the rigid parts than with
other features due to their tendency to slide along the contours. This
creates noise into the predictions of the block positions.
• The use of the oriented chamfer distance (approach 3) is able to reduce the
eﬀects above (specially the second) since it only veriﬁes whether a feature
is able to project others on the proper edges. Unfortunately the eﬀect of
clutter largely balance that beneﬁt.
• Uncertain relations are learnt only between close features. The eﬀect of
the noise on their projection into the reference frame of each other is then
far more limited than for the other approaches.
On top of that, uncertain relations have been designed to provide a level of
information related to the reliability of the learnt model. They are therefore
perfect candidates to use for segmentation in a simultaneous learning and track-
ing approach. This being said, the computational cost of the aﬃnity matrix is
O(KN2), where K is the size of the longest path maximising the aﬃnity inside a
rigid group (since the number of aﬃnity propagation iterations is limited by K).
A second step is also required to group clusters demonstrating a rigid relation
but not connected by a rigid path in the graph. We will see in the next section
how these two problems can be solved by maintaining the groups over time.
4.2.4.2 Maintenance of Feature Groups Over Time
Since the segmentation is based on the uncertain relations learnt from all the
observations from the ﬁrst frame to the current one, the grouping procedure
demonstrates a really good stability from one frame to the next. Maintaining
groups over time is then here more a matter of computational time than stability.
We can see from the previous section that the only rows of the aﬃnity matrix
At that really matter are the rows associated with the features used to create
the groups. By maintaining a small set of M leader features able to represent
the diﬀerent rigid groups, we can then limit the aﬃnity matrix to a matrix of
M ×N elements instead of the N2 elements used in the previous section.
Moreover, once these leaders are known, we can create connections between
them into the feature level. These M2 uncertain relations between them are
not only creating bridges between unconnected parts of the graph that could be
correlated but also represent the aﬃnity between the groups.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 4.2.12: Example of direct segmentation of an arm using the four diﬀerent
aﬃnity matrices presented in Section 4.2.4.1. The four rows of images corres-
pond to the four approaches (in the order of their number). The ﬁrst column
shows the clustering results, the second column represents the aﬃnity matrix,
and the third column shows the lines of the aﬃnity matrix corresponding to the
features selected as group leaders.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 4.2.13: Example of direct segmentation of a ﬁnger using the four diﬀerent
aﬃnity matrices presented in Section 4.2.4.1. The four rows of images corres-
pond to the four approaches (in the order of their number). The ﬁrst column
shows the clustering results, the second column represents the aﬃnity matrix,
and the third column shows the lines of the aﬃnity matrix corresponding to the
features selected as group leaders.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 4.2.14: Example of direct segmentation of a hand using the four diﬀerent
aﬃnity matrices presented in Section 4.2.4.1. The four rows of images corres-
pond to the four approaches (in the order of their number). The ﬁrst column
shows the clustering results, the second column represents the aﬃnity matrix,
and the third column shows the lines of the aﬃnity matrix corresponding to the
features selected as group leaders.
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Based on these ideas and inspired from the on-line segmentation method
presented in Section 4.1.2.2, we can adapt the grouping procedure presented in
the previous section into the procedure shown in Algorithm 4.2. This method
mainly focuses on (a) maintaining an aﬃnity matrix between leaders and points
and (b) creating new leaders once enough correlated outliers have been detected.
Ultimately, the few extra relations created between the leaders will allow the
existence of uncorrelated subgraphs to be highlighted, resulting in the creation
of new nodes into the block level. The detection of uncorrelated subgraphs can
be easily done using a hierarchical clustering [42] of the leaders based on their
aﬃnity matrix.
4.3 Experiment
In this section, we will experiment with the diﬀerent learning processes based on
tracking results independent of the learnt model. This allows us to get a better
analysis of the learning phase without interferences coming from its combination
with the tracking process. When necessary to demonstrate the qualities of the
solutions provided, we will use a simpliﬁed combination of learning and tracking
that focus on the element to test.
The rest of this section is divided into three parts where each corresponds
to the learning of a diﬀerent type of uncertain model: rigid, ﬂexible, and ar-
ticulated. The segmentation of the edgels into rigid blocks has already been
experimented with in Section 4.2.4. We therefore postpone a deeper analysis to
Chapter 5, where learning will be applied simultaneously to tracking.
4.3.1 Uncertain Rigid Relation Learning
Since uncertain rigid models are speciﬁcally designed to assist tracking without
exerting overly strong counterproductive bias, it does not make much sense to
learn them based on some already available tracking results. Learning the max-
imum likelihood Gaussian model is indeed nothing of a challenge. It is far more
interesting to observe how the uncertainty factor allows ﬂexibility and robust-
ness to be balanced in the assisted tracking. In order to do so without interfering
too much with the next chapter, we propose to demonstrate the performance
of our method on the representative simpliﬁed example shown in Figure 4.3.1
and previously published in [25]. In this example, we manually deﬁne a very
small graph of four nodes in order to limit the number of relations and therefore
simplify their analysis. To emphasise the contribution of the relations, we chose
to use a very simple feature descriptor. Features are represented by ﬁxed image
templates extracted from the ﬁrst frame. The likelihood of the features is com-
puted using the sum of squared pixel diﬀerences. The 2D coordinates of these
features are tracked with particle ﬁlters and Belief Propagation; no orientation
or scale changes are considered. The informative part of the relations is rep-
resented by a Gaussian model for each coordinate. We use C∆ =
[
σ∆ 0
0 σ∆
]
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Algorithm 4.2 Feature Groups Maintenance
1. Aﬃnity Update
(a) From the tracking results at time t, update the uncertain relations
of the graph.
(b) Compute the aﬃnity matrix At between the M leaders and the N
points using the Aﬃnity Propagation presented in Algorithm 4.1 but
for a matrix At of sizeM×N (i.e. the messages are of sizeM instead
of size N).
2. Leaders Update
(a) For each leader i that does not have the highest aﬃnity with at least
NminInliers points, remove all the connections with the other leaders
and delete i from the list of leaders.
(b) Create the outliers set Sout with all the points that do not have an
aﬃnity greater or equal to Athres with at least one of the leaders and
compute the full K2 aﬃnity matrix of this subset of K points using
Aﬃnity Propagation.
If the point with the maximum weight wi,t =
∑
k Ai,k has enough
inliers (i.e.
∑
k (Ai,k ≥ Athres) ≥ NminInliers), deﬁne it as a leader
and create uncertain relations with all the other leaders.
3. Groups Update
(a) Form a group for each leader using the points for which this leader
provide the best aﬃnity.
(b) From the fully connected graph of leaders, use uncertain relations to
compute a hierarchical clustering of the groups.
If a clear lack of aﬃnity appears between the two top clusters of
groups, permanently segment them into two rigid blocks and create
uncertain articulated relations between these two new blocks and
their close neighbours.
.
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with σ∆ = 5 pixels and TD = 0.04 pixels. The fact that we are using a 2D space
instead of the aﬃne space does not have an impact on the computation of the
model ﬁdelity λt (since it is computed separately for each dimension anyway)
and allows us to keep the analyse as simple as possible.
The graph consists of two features from the face and two from the back-
ground. The graph is fully connected so that every node is linked by two non-
rigid relations and one rigid relation. A perfectly rigid relation is represented
by a thick red line. The line becomes thinner if the model variance C˜t increases
and whiter if its ﬁdelity λt decreases. Green rectangles represent the nodes of
the graph and the green dots their associated particles.
In this example, the relations are ﬁrst modelled with high variance (un-
certainty in the parameters) but they quickly become rigid since the scene is
initially motionless. As we can see in Figures 4.3.1b and 4.3.2a, the relations
related to the mouth are learnt more slowly than the others due to their lower
likelihood in the image. Once the head starts to move, the rigid relations con-
necting the head with the background are rapidly unlearned. The probabilities
λt of these relations become insigniﬁcant, and their variances increase. This
clearly separates the graph into two subgraphs, one for the face and another one
for the background. Over the following frames, the face is successfully tracked
despite the occlusions and its out-of-plane motions. Once the relations between
face and background have been detected as non-rigid, they do not inﬂuence the
tracking any more.
To illustrate the eﬀect of the uncertain models on tracking, we track du-
plicate versions of the features without relations, represented in blue in Figure
4.3.1. As the ﬁgure reveals, these features are tracked very poorly and have to
be reinitialised many times during the sequence. It is thus clear that it would
have been very diﬃcult to learn a relational model from them without exploiting
the  albeit uncertain  partially-learnt relations from the start.
The end of the sequence (frames 700900) is mostly motionless. Figure 4.3.2
shows that the probability of the foreheadmouth relation slowly increases and
that all variances decrease. The probabilities of the relations between the facial
features and the background do not increase because these relations were clearly
non-rigid during the major part of the sequence. It will thus take much more
time for their observation distributions to return to a Gaussian shape.
On a Intel Core 2 T7200 at 2GHz, the computational time required to learn
this small set of relations is insigniﬁcant. By testing our method on a larger
graph of 200 relations, we obtain a computational time of 0.3ms for the learning
phase of uncertain rigid relations. We can therefore safely say that the learning
process can be applied simultaneously to the tracking at virtually no extra cost.
While we demonstrate the beneﬁt of using uncertain rigid relations over
individual feature tracking, we might wonder how an uncertain graph compares
to a regular one. In Figure 4.3.2, we can indeed notice that the variance and the
probability of the model have similar reactions. We might then wonder if the
increase in the variance is not enough to avoid the strong counterproductive bias
and therefore question the usefulness of the uniform distribution. The example
in Figure 4.3.3 is based on the same video and the same initialisation as in
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the previous section but the potential functions are learnt without the uniform
part. As we can see, even if the variance increases once the head moves, making
it possible to track the head successfully at the beginning of its motion, the
tracking fails after a few frames. The reason for this result is simple: once the
observations are not well represented by the parametric model, any increase
in variance will not entirely eliminate the counterproductive bias created by
the inappropriate model. Even worse, an inappropriate model will bias future
observations that will, in turn, reinforce the belief that the model is correct. The
ability of the uncertain model to adapt its own inﬂuence is then a key element
for simultaneous learning and tracking.
4.3.2 Uncertain Flexible Relation Learning
Although the simpler articulated model has been favoured over this ﬂexible
model in our speciﬁc case, it is still a strong candidate for future improvements
where more complex relations might be needed. Moreover, since it relies heav-
ily on the ﬁdelity of the uncertain rigid model to detect when to increase its
complexity, it is a good way to test the uncertain rigid model more extensively.
First, we will use some generated data to analyse the inﬂuence of diﬀerent
elements on the ﬁnal result. We will then demonstrate with a real video sequence
that the results obtained with real data behave identically to the empirical
results.
4.3.2.1 Empirical Analysis
To analyse the relation between the complexity of the model and the only para-
meter TD, we generated data from a circular distribution (points distributed
around a circle) for diﬀerent values of TD from 0.01 to 0.25. We ran 30 tests
per value of TD and stopped each test after 500 observations. As we can see in
Figure 4.3.4a, TD provides a simple way to specify the desired trade-oﬀ between
the model complexity and its accuracy.
Since the learning is incremental, we may wonder whether the model will
always converge to qualitatively the same result. We therefore performed the
same experiment with TD = 0.04 and with angular velocities between 0.01 and
2 rad/frame for the process that generates the observations. As shown in Figure
4.3.4b, the model complexity is nearly independent of the angular velocity.
4.3.2.2 Learning From Blocks Tracking
Figure 4.3.5 shows an example of the learning of the articulated relation existing
between a hand and the image (or any static object). In order to produce
results that are easy to visualise, we learn the relation in a 2D space from an
independent 2D tracking of the hand with a particle ﬁlter. The method is ﬁrst
tested with TD = 0.04 and a learning procedure that uses all frames to update
the model (row 1). The same procedure is then tested using only one in ten
frames (row 2). As one can see, the resulting model is not inﬂuenced by this
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(a) t = 1 (b) t = 20 (c) t = 50 (d) t = 100
(e) t = 113 (f) t = 130 (g) t = 142 (h) t = 200
(i) t = 227 (j) t = 246 (k) t = 305 (l) t = 338
(m) t = 378 (n) t = 457 (o) t = 509 (p) t = 580
(q) t = 683 (r) t = 700 (s) t = 800 (t) t = 900
Figure 4.3.1: Simpliﬁed example of simultaneous tracking and learning of an
uncertain rigid graph. The thickness of the lines is inversely proportional to the
variance C˜ of the corresponding relation. Red saturation is proportional to the
probability λt. Each feature is tracked twice, with relations (green) and without
(blue). Frame indices are given below each image.
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(a) Weight.
(b) Variance. (c) Probability.
Figure 4.3.2: Evolution of the weight, variance, and probability of the relations
through the video. The two relations between mouth and background are su-
perimposed, as are those between the forehead and the background. In (a), all
three mouth relations are superimposed.
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(a) t = 1 (b) t = 51 (c) t = 81 (d) t = 101
(e) t = 105 (f) t = 108 (g) t = 111 (h) t = 113
(i) t = 114 (j) t = 115 (k) t = 116 (l) t = 117
(m) t = 118 (n) t = 119 (o) t = 120 (p) t = 121
Figure 4.3.3: Simultaneous learning and tracking without the uncertain model.
Even if the variance increases once the head starts to move, allowing it to be
tracked successfully at the beginning of its motion, the tracking fails after a few
frames.
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(a) TD (b) Angular velocity. (c) Example (TD = 0.04).
Figure 4.3.4: Dependency of the number of Gaussians in the mixture model on
(a) TD and (b) the angular velocity. The red line represents the means of the
30 tests for each value, and the green lines represent the extrema.
diﬀerence in the dataset (except, of course, for the diﬀerence of covariances due
to a diﬀerence of evidence accumulation). The third row shows the result for
a smaller value of TD. As expected, a smaller value of TD results in a mixture
with more Gaussians.
4.3.3 Uncertain Articulated Relation Learning
4.3.3.1 Empirical Analysis
Here we analyse the robustness of the model to noise and how the model ﬁdelity
reﬂects the correspondence between the observed data and a perfectly articu-
lated model. To do so, we simulate the learning of an uncertain articulated
model between two nodes i and j by sampling points along an ellipse. To keep
things as simple as possible, we will work in a 3D space: the ﬁrst two dimen-
sions correspond to the position and the third to the orientation. The relative
positions of the joints are learnt in the reference frame of each node (both are
needed to deﬁne the model ﬁdelity) and the ﬁdelity of the model is learnt in the
referential of node i. In Figure 4.3.6, everything is represented in the reference
frame of node i (so node i will always be at the origin). The positions of node
j are sampled along an ellipse with a radius r = (r1, r2) and their orientation is
deﬁned so that they are pointing toward the centre of the ellipse (here (2, 0)).
Gaussian noise with a standard deviation of n ∗ (0.1, 0.1, 0.01) is then added
to each sample. These samples are shown in green in Figure 4.3.6 while their
prediction of the position of the joint is shown in magenta. The red line con-
nects the last sample (the 1000th) to its prediction. Cyan points correspond
to the position of the joint as expected by i after upgrading the model with
a new sample. The blue line connects the origin and the expected position of
the joint after upgrading the model with a new sample. The radius of the blue
circle corresponds to the standard deviation of the observed distances between
the position of the joint predicted by the two nodes at each time. The graph
represents the evolution of the model ﬁdelity as learnt by node i.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 4.3.5: Uncertain ﬂexible model learnt from a webcam at diﬀerent times
of the video. First row: TD = 0.04. Second row: TD = 0.04 but the model is
only learnt every ten frames. Third row: TD = 0.02. In each row, the frames
no. 70, 110, 220, and 450 are shown. In frame 450, the hand has accomplished
a second cycle similar to the one from frame 1 to frame 220.
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The ﬁrst two columns of Figure 4.3.6 correspond to the learning result of a
perfectly articulated relation for various values of the noise factor n. While the
time needed for the model to stabilise increases with the level of noise, we can
see that the result always converges toward a perfectly articulated model.
The last two columns correspond to the learning result for diﬀerent values of
the radius r of the ellipse. As we can see, the further the ellipse is from a perfect
articulated relation, the lower the ﬁdelity of the learnt model is. Obviously, the
tolerance of the model depends on the parameter TD, as we have demonstrated
in Section 4.3.2. Here we chose TD = 0.04 but the model will become more or
less tolerant to non-exact relations if we respectively increase or decrease TD.
4.3.3.2 Learning From Blocks Tracking
In order to demonstrate how the ﬁdelity of the model behaves in real videos, we
used the tracking results obtained in Figures 3.3.8 and 3.3.9 from Section 3.3.2
for the tracking of rigid blocks using the Aligned Particle Filter method. The
learnt uncertain articulated model is shown in Figure 4.3.7 at diﬀerent times of
the sequence. The model is represented using lines connecting each node to its
prediction of the position of the joint. The colour of these lines corresponds to
the ﬁdelity of the learnt articulated model (from green for high ﬁdelity to red
for low ﬁdelity). Circles are also used to represent the learnt standard deviation
of the observed distances between the two positions of the joint.
As we can see, the relation is learnt as a nearly exact articulated relation
until time t = 300 (a bit of noise is accounted for as we can see by the size
of the circles). Around that time, the upper arm also starts to move. This
means that the elbow will not be ﬁxed with respect to the torso area anymore
and this relation should not contribute to the tracking any longer. In order to
trigger this modiﬁcation, the current articulated model should ﬁrst be detected
as inappropriate, which is exactly what happens between t = 340 and t = 360
when the model ﬁdelity decreases from a value close to one to a value close to
zero.
On a Intel Core 2 T7200 at 2GHz, the computational time of the learning
process is roughly the same as for the rigid relations: 0.3ms for 200 relations.
This can be explained by the fact that the reduced dimensionality compensates
for the computation of the position of the joint. Given that the number of
articulated relations will generally be quite low, we can safely consider that this
step is also insigniﬁcant in terms of computational cost.
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(a) r = (5, 5), n = 1 (b) r = (5, 5), n = 1 (c) r = (4, 6), n = 5 (d) r = (4, 6), n = 5
(e) r = (5, 5), n = 5 (f) r = (5, 5), n = 5 (g) r = (3, 7), n = 5 (h) r = (3, 7), n = 5
(i) r = (5, 5), n = 10 (j) r = (5, 5), n = 10 (k) r = (2, 8), n = 5 (l) r = (2, 8), n = 5
(m) r = (5, 5), n = 20 (n) r = (5, 5), n = 20 (o) r = (1, 9), n = 5 (p) r = (1, 9), n = 5
(q) r = (5, 5), n = 50 (r) r = (5, 5), n = 50 (s) r = (0, 10), n = 5 (t) r = (0, 10), n = 5
Figure 4.3.6: Uncertain articulated relation learning between nodes i and j.
In green: positions of j in the reference frame of i. In magenta and cyan:
respectively j's and i's predictions of the joint position. In blue: line from
origin to learnt joint position, circle with a radius equals to 1.5 the mean distance
between the positions of the joint predicted by the two nodes at each time step.
The graph corresponding to the evolution of the model ﬁdelity. .
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(a) t = 0 (b) t = 20 (c) t = 40 (d) t = 60
(e) t = 80 (f) t = 100 (g) t = 120 (h) t = 140
(i) t = 160 (j) t = 180 (k) t = 200 (l) t = 220
(m) t = 240 (n) t = 260 (o) t = 280 (p) t = 300
(q) t = 320 (r) t = 340 (s) t = 350 (t) t = 360
(u) t = 370 (v) t = 380 (w) t = 390 (x) t = 400
Figure 4.3.7: Leanring of an uncertain articulated relation from a real video.
The colour of the lines connecting a node to a joint corresponds to the ﬁdelity of
the learnt articulated model (from green for high ﬁdelity to red for low ﬁdelity).
The circles correspond to the learnt distance between the joint positions as
predicted by each node.
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4.4 Discussion
In this chapter, we focused on learning the two-level model based on available
tracking results. The key element of this chapter is the concept of uncertain
model. It allows us to use simple and fast parametric models to assist tracking
during their learning phase without exerting overly strong, counterproductive
bias if these models are inappropriate. The concept of uncertain model was
applied to a rigid and an articulated model that are used to model the relations
respectively in the feature level and the block level. We also created a more
versatile Uncertain Gaussian Mixture Model that demonstrated the beneﬁt of
the concept of uncertainty to automatically adapt the number of Gaussians in
the model.
The uncertain relations learnt at the feature level also provide an easy and
fast starting point to segment the features into rigid blocks. By combining them
with the solutions presented in Section 4.2.4, we were able to create a robust
and fast solution for on-line discovery of rigid blocks.
Chapter 5
Simultaneous Learning and
Tracking
This chapter ﬁnally applies simultaneously the diﬀerent methods developed in
the previous chapters. We will address the diﬀerent problems that occur when
the diﬀerent elements of learning and tracking are combined together.
In Section 5.1, we consider the tracking of an articulated object using a single
rigid template. This situation is particularly present for a new object since it
is ﬁrst modelled as a single rigid block. With the need to track properly all the
parts of the object in order to discover them, we will propose an adapted version
of the particle ﬁlter that is able to follow properly all the rigid parts without an
appropriate articulated model.
In Section 5.2, we will then discuss the communication between the feature
level and the block level and summarise how features and blocks can bring
respectively ﬂexibility and robustness to each other. In Section 5.3, we will also
brieﬂy discuss how a diﬀerent choice of features can make the tracking of the
feature level more robust (at the cost of a less stable initialisation).
Finally, In Section 5.4, we will improve the robustness of the block tracking
in order to cope with the presence of clutter during simultaneous learning and
tracking.
5.1 Block Level - Simultaneous Rigid Block Dis-
covery and Tracking
Until now, we have always tracked blocks corresponding to a single rigid part of
an object. When a single block covers multiple large rigid parts, the situation
becomes more diﬃcult. The ﬁrst row of Figure 5.1.1 provides an example of
this kind of situation where the whole visible part of the body is tracked using
a single block and 10 particles. In this example, only the forearm is moving,
leaving the rest of the body static. As we can see at time t = 50, the particles
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are ﬁrst able to cover both the forearm and the body. At time t = 60, the
particles are already concentrated on the dominant part of the body. From that
moment, any information provided by the block to initialise the tracking of the
features situated on the forearm would simply provide a worse result than by
leaving the features on their own.
Luckily this situation is easy to detect since the likelihood of the forearm
will be quite low. Once the problem is detected, we could simply generate a new
set of particles that focuses on that part of the object (in this case, the forearm)
using the corresponding features tracked on the feature level. This procedure
can be deﬁned with the following steps:
1. The particles are now divided into sets created in previous frames. To
each set is associated a list of weights used to describe its aﬃnity with
the diﬀerent features. These weights are used in the gradient descent and
image likelihood computation and allow the particle to focus on a speciﬁc
part of the object.
2. When a group of features is not properly described by any of the particle
in their set (image likelihood under a given threshold), they each vote for
a particle that would position them properly. The particle that receives
the larger number of votes is used to generate a new particle set.
3. Each particle is resampled within its own set.
This approach is fairly similar to the Algorithm 4.2 presented in Section 4.2.4.2
for the maintenance of feature groups over time. One could actually wonder
why the learning process is not suﬃcient to solve our problem here. The main
reason is linked to the method chosen in Section 4.2.4 to compute the aﬃnity
matrix. While this was the most robust solution for rigid block discovery, it was
also the slowest. Since, here, our only concerns are tracking and quick detection,
it is preferable to use another method. One that is immediately available is the
oriented chamfer distance dλ of the features when projected by the particles
since that is already calculated for the particles weight. The aﬃnity matrix
between particles and features is therefore available at no extra cost.
With sets of particles that might more frequently over-segment the features
and no need to learn anything from them, the priority here should be on provid-
ing the simplest sets of particles than can provide a good description of the
features (and therefore a good initialisation for their tracking). A solution to
this problem has already been discussed in Section 4.2.4.1 and can easily be
adapted here to give:
1. Compute the weights wi,t =
∑
k Ai,k,t · dλ,i,k,t of each particle i in order
to represent its ability to cover a large set of features. dλ,i,k,t represents
the oriented chamfer distance of feature k when projected by particle i in
the image from time t. Ai,k,t represents the expected aﬃnity between a
particle i and a feature k. For simplicity, we used Ai,k,t = dλ,i,k,t−1 but
more complex models can be deﬁned.
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(a) t = 30 (b) t = 40 (c) t = 50 (d) t = 60
(e) t = 30 (f) t = 40 (g) t = 50 (h) t = 60
Figure 5.1.1: Examples of block tracking using either the classical particle ﬁlter
(ﬁrst row) or the adapted particle ﬁlter (second row).
2. Select the particle i with the biggest weight wi,t and generate a set of n
particles from it, n being the number of particles by default for the particle
ﬁlter .
3. Remove those inlier features and repeat the two steps above until no group
can be formed with at least NminInliers inliers.
4. Reﬁne the clustering by associating each point k with the group with the
highest aﬃnity towards k. The aﬃnity vector of a group is deﬁned by the
row Ai,:,t of the aﬃnity matrix corresponding to the point i used to create
it.
With this approach, we always use the minimum amount of particles necessary
to provide a good coverage of the features. Indeed, there is no need to remove
particle sets that do not have enough outliers since they will simply not be
selected during step 2. An interesting result of this solution is also that new
sets of particles are often created without even having to consult the feature
level. Indeed, if we look at the ﬁrst row of Figure 5.1.1, we can see that, given
the chance, a new set of particles could have been created from the particles
still clustered around the forearm at time t = 50. When this happen, the new
set of particles is generated at virtually no extra cost since the particle used to
create the new set (and its aﬃnity with the features) was already computed. A
case of tracking using this new approach is shown in the second row of Figure
5.1.1.
From the result in Figure 5.1.1, we might think that particles could auto-
matically split themselves into the diﬀerent rigid parts without the help of the
feature level. Unfortunately, there is not always a particle covering each part of
the object, especially with so few of them (we generally use 10 particles). The
most problematic situations are those where a small part is far from the centre
CHAPTER 5. SIMULTANEOUS LEARNING AND TRACKING 126
Algorithm 5.1 Particle ﬁlter for non-rigid objects. The particles are grouped
into sets with more aﬃnity for a speciﬁc part of the object. When there are no
more particles covering a part, a new set is generated using the feature level.
1. Particle Tracking
(a) Propagate the particles from last frame.
(b) Compute the weights wi,t =
∑
k Ai,k,t · wλ,i,k,t of each particle i in
order to represent its ability to cover a large set of features. wλ,i,k,t
represents the image likelihood computed with the oriented chamfer
distance dλ,i,k,t of feature k when projected by particle i in the image
from time t. Ai,k,t represents the expected aﬃnity between a particle
i and a feature k. For simplicity, we used Ai,k,t = wλ,i,k,t−1 but more
complex models can be deﬁned.
(c) Select the particle i with the biggest weight wi,t and generate a set
of n particles from it, n being the number of particles by default for
the particle ﬁlter.
(d) Remove those inlier features and repeat the two steps above until no
group can be formed with at least NminInliers inliers.
2. Particle Set Creation
(a) Generate a particle from each outlier feature.
(b) Compute the weights wi,t =
∑
k wλ,i,k,t for each of these particles.
(c) Select the particle i with the largest weight wi,t (if it cover enough
outliers) . Generate a set of n particles from particle i.
(d) Remove these outliers features and repeat the two steps above until
no group can be formed with at least NminInliers inliers.
of the block. In this case, any rotation from this part will correspond to a big
displacement of the centre of the whole block. To keep that part covered, we
would need a particle sampled that far from the rest and with the correct ori-
entation. With such a low number of particles, the chances for that to happen
are very small. If no proper particle is available, a search could be triggered
to ﬁnd the missing part in the area where it is likely to be but it may be time
consuming and there is no guarantee that the outliers can be grouped into a
single rigid part. By using the information provided by the feature level we can
directly generate particles (one for each outlier) where they are needed and then
use the same process as above to select the set(s) that cover(s) the outliers.
The whole algorithm used to track and maintain the particles is detailed in
Algorithm 5.1, and more tracking results are shown in Figure 5.1.2.
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(a) t = 1 (b) t = 1 (c) t = 1 (d) t = 1
(e) t = 100 (f) t = 100 (g) t = 50 (h) t = 50
(i) t = 300 (j) t = 300 (k) t = 150 (l) t = 150
(m) t = 550 (n) t = 550 (o) t = 200 (p) t = 200
(q) t = 780 (r) t = 780 (s) t = 350 (t) t = 350
(u) t = 1050 (v) t = 1050 (w) t = 800 (x) t = 800
Figure 5.1.2: Examples of block tracking using either the classical particle ﬁlter
(columns 1 and 3) or our adapted particle ﬁlter (columns 2 and 4).
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5.2 Communication Between Levels
In Section 3.2.4, we brieﬂy discussed how each level of the graph could be
beneﬁcial for the other. The blocks could assist the tracking of the feature level
while the ﬂexibility of the feature level could be used to segment the blocks into
rigid parts. While the rigid block discovery has already been discussed in details
in Section 4.2.4, nothing has been done yet about using the blocks to improve
the tracking of the features.
With the new solution provided in Section 5.1 to track properly a non-rigid
block, this block can provide a good initial position to all his inlier features.
When a feature is not an inlier to any particle, its initial position will simply
be its position from the previous frame. In this way, features are left on their
own only if more ﬂexibility is needed (the current particles are too far from the
correct position). With this approach, the feature level will therefore beneﬁt
both from the more robust tracking of the blocks and from its ﬂexibility to
non-rigid transformation.
Overall, the communication between the two levels is fairly simple and can
be summarised with
• Top-down:
 The leading particles used to track the blocks are used to initialise
the position of their inlier features.
• Bottom-up:
 Features that are outliers to any leading particle are used to generate
new particles for the corresponding block.
 Learnt relations between features are used to detect the lack of af-
ﬁnity between parts of a single block and to deﬁne how to segment
that block.
Results obtained from simultaneously learning and tracking the feature level us-
ing an initialisation from the block level are shown in Figure 5.2.1. In these ex-
periments, we also constrained the movements of the features that were already
well described by their block. To do so, the ﬁnal position of each feature is
deﬁned by xi = w
b
i · xbi + (1 − wbi ) · xfi where xbi is the initial position pro-
posed by the block, wbi its image likelihood, and x
f
i its position after the warp
propagation. While it makes sense to keep a position that has been validated by
more robust tracking results, this approach is also very useful when using edgels
for simultaneous learning and tracking. In non-rigid areas, the edgels indeed
tend to slide along the contours in order to spread the deformation between
as many spatial relations as possible (see Figure 5.2.2, ﬁrst column second row
for an example). Combined with features deﬁned in an aﬃne space, any trans-
formation (rigid or not) of the object can usually be described locally without
the need to lower the rigidity of the relations. If they do weaken, it is usually
in a wrong position often causing the tracking of the segmented parts to fail
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completely. See Figure 5.2.2 for examples of simultaneous learning and tracking
using only the feature level. By comparison, we can see that the relations are
usually weakened on a single appropriate place when using both levels (see last
row of Figure 5.2.1 for the ﬁnal segmentation).
5.3 Skeleton Simultaneous Learning and Track-
ing
Although the two levels have proved to be mandatory to each other in our
particular case, it is important to notice that this is not always true depending on
the choice of features. The sole purpose of the block level is indeed to provide a
robust tracking that the feature level fails to provide using edgels. For example,
in our article Aﬃne Warp Propagation for Fast Simultaneous Modelling and
Tracking of Articulated Objects [24], we have used skeleton points instead of
edgels. Each skeleton point is deﬁned by a set of at least two equidistant edgels
used for its tracking. These points are obtained by sampling the Voronoi skeleton
of the edgels. In Figure 5.3.1, we show a few results of simultaneous learning
and tracking of such a model. As we can see, both tracking and learning provide
a satisfactory result without the need for a block level.
As discussed in Chapter 2, the skeleton initialisation is very sensitive to
any change in the contour, disqualifying it in our case. It is clear though that,
when the initialisation can be done in a more controlled environment, the better
tracking robustness of the skeleton might make it a more desirable candidate
than the edgels.
5.4 Block Level - Simultaneous Relations Learn-
ing and Tracking
With all the problems on the feature level solved, our last task is to make
sure that simultaneous learning and tracking work smoothly on the block level
as well. With a much more robust tracking, combining learning and tracking
should give results similar to those already presented during the experiments on
the uncertain rigid model (Sections 4.3.1 and 4.3.3). Most of the time, it is the
case but the use of contours instead of image templates tends to create more
challenging situations. Given that contours are not very discriminative, clutter
is indeed more frequent. This makes diﬃcult scenarios such as the one presented
in Figure 5.4.1 much more likely. This is again a tracking based on our usual
video sequence but where we used the learnt relation to assist the tracking.
During the ﬁrst 300 frames, while the relation is rigid, the result is similar to
the one presented in Figure 4.3.7. When the arm starts to rise around frame
350, the forearm moves along its own axis. Moreover, contours exist along the
closed ﬁngers (that are now more visible than at the beginning of the sequence)
and along the limit between wrist and shirt. This therefore allows the block to
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(a) t = 1 (b) t = 1 (c) t = 1 (d) t = 1
(e) t = 100 (f) t = 100 (g) t = 100 (h) t = 100
(i) t = 300 (j) t = 300 (k) t = 300 (l) t = 350
(m) t = 450 (n) t = 600 (o) t = 550 (p) t = 700
(q) t = 700 (r) t = 800 (s) t = 900 (t) t = 1350
(u) t = 1150 (v) t = 1350 (w) t = 1200 (x) t = 1800
Figure 5.2.1: Example of simultaneous learning and tracking of the feature level
using an initialisation from the block level. The last row shows the resulting
segmentation using the learnt relations and the segmentation method presented
in Section 4.2.4.
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(a) t = 1 (b) t = 1 (c) t = 1 (d) t = 1
(e) t = 100 (f) t = 100 (g) t = 100 (h) t = 100
(i) t = 300 (j) t = 300 (k) t = 300 (l) t = 350
(m) t = 450 (n) t = 600 (o) t = 550 (p) t = 700
(q) t = 700 (r) t = 800 (s) t = 900 (t) t = 1350
(u) t = 1150 (v) t = 1350 (w) t = 1200 (x) t = 1800
Figure 5.2.2: Examples of simultaneous learning and tracking of the feature
level using only this level.
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(a) t = 1 (b) t = 1 (c) t = 1 (d) t = 1
(e) t = 100 (f) t = 100 (g) t = 100 (h) t = 100
(i) t = 300 (j) t = 300 (k) t = 300 (l) t = 350
(m) t = 450 (n) t = 600 (o) t = 550 (p) t = 700
(q) t = 700 (r) t = 800 (s) t = 900 (t) t = 1350
(u) t = 1150 (v) t = 1350 (w) t = 1200 (x) t = 1800
Figure 5.3.1: Examples of simultaneous learning and tracking of the feature
level using skeleton points instead of edgels. In this case, we obtain a good
result without the help of a block level.
CHAPTER 5. SIMULTANEOUS LEARNING AND TRACKING 133
slide along the forearm without signiﬁcant changes in its likelihood. In these
circumstances, there is no pressure on the articulated model to adapt. Once the
arm goes down (around frame 450), the block is able to recover. Since there is
no clutter above and beside the forearm, the articulated model is ﬁnally forced
to adapt until it becomes completely uninformative around frame 480.
This example is particularly interesting because it shows that, while the
uncertain model serves its purpose in normal situation such as at the end of
the sequence, it can still be problematic when clutter appears at the exact
position where the block is expected. The obvious solution to this problem is
to reduce the risk of clutter. A common way to do so is to represent an object
using a combination of diﬀerent descriptors. Given that the edgels act more
as shape descriptors, we should combine them with an appearance descriptor.
With computational time issues in mind, we decided to describe the appearance
of each edgel using the colour value (or depth value depending on the type of
image) of a blob on each side of the contour (see Figure 5.4.2). By blurring the
image beforehand, this description reduces to the measure of two colour levels
per edgel, keeping the additional cost to a minimum.
One of the advantage of the edgels is that they act as a shape descriptor,
making them perfect candidates to represent objects that can vary in appearance
(such as change of clothes or comparison between a grey image and a depth
image). Since this is an attribute that we do not want to lose, we propose to
initialise the appearance descriptor at the detection of a block (it is not stored
between videos) and to update it at every frame using a simple update with drift
correction similar to what Matthews and al. used for image templates tracked
with Lukas-Kanade [59]) :
if ‖Tt−1 − It(xt)‖ ≤ ∆T then Tt−1 = It(xt) (5.4.1)
else Tt−1 = Tt , (5.4.2)
where Tt represents the expected appearance and It(xt) the observed appearance
at time t. This way, the appearance model only adapts to smooth variations
in luminosity (or depth) but is more robust against occlusion or temporary
tracking failure. This approach suﬃciently reduces the clutter eﬀect to allow
the uncertain relation to evolve properly (see Figure 5.4.2). Notice that the
appearance descriptor is only used at the block level. The reason for this is that
it is only used for weighting the particles and not for template alignment (since a
zone without gradient does not provide relevant information for alignment, the
appearance descriptor is only useful if the block is already close to its correct
position). While more complex descriptors can also be added to further increase
the robustness of the model, we decided to stop here to favour low computational
time and to focus on a shape-oriented model. On a diﬀerent (or more speciﬁc)
context, a diﬀerent appearance descriptor might provide a better solution.
Since it reduces the clutter, the addition of an appearance model is also
beneﬁcial outside the context of uncertain relations. We have demonstrated
in Chapter 3 that the Aligned Particle Filter provides a robust tracking for
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isolated blocks but there is still a speciﬁc situation for which they are at risk to
fail: when most of the contours of the block are parallel. In this case, the block
can collapse on a single line and still get a high image likelihood. This result
was already observed in Figures 3.3.9 and 3.3.10 of Chapter 3 for the classical
particle ﬁlters. It was avoided by the Aligned Particle Filter because a slightly
better position was always found thanks to the few perpendicular edgels. For
more challenging situations, those few edgels might not be enough to prevent the
tracking from failing. An appearance model is very useful in this case since the
appearance along the line is unlikely to be similar to the expected appearance.
In Figure 5.4.3, we illustrate this advantage by tracking a hand with non-rigid
movements.
5.5 Discussion
In this chapter, we focused on combining learning and tracking but alos the two
levels of the graph. Given that the learning methods were developed with sim-
ultaneous learning and tracking in mind, combining the two was pretty straight-
forward. The only serious problem we had was tracking the blocks under the
constraint of incorrect relations using only contours. We showed that the use of
an appearance model for each edgel was suﬃcient to obtain a robust tracking
under these circumstances.
We also demonstrated that the use of other features such as skeleton points
would provide a more robust result for simultaneous learning and tracking at
the cost of a more diﬃcult initialisation process. This result leaves open the
discussion about the best choice of features given the context and level of control
over the environment.
The main contribution of this chapter is nevertheless the adaptation of the
classical particle ﬁlter in order to track articulated objects using a rigid template.
By solving this problem, we were able to provide a robust initialisation for the
tracking of the feature level.
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(a) t = 0 (b) t = 100 (c) t = 200 (d) t = 300
(e) t = 350 (f) t = 360 (g) t = 370 (h) t = 380
(i) t = 390 (j) t = 400 (k) t = 410 (l) t = 420
(m) t = 430 (n) t = 440 (o) t = 450 (p) t = 460
(q) t = 470 (r) t = 480 (s) t = 490 (t) t = 500
Figure 5.4.1: Tracking failure due to a combination of articulated constraints
and clutter.
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(a) t = 0 (b) t = 100 (c) t = 200 (d) t = 300
(e) t = 350 (f) t = 360 (g) t = 370 (h) t = 380
(i) t = 390 (j) t = 400 (k) t = 410 (l) t = 420
(m) t = 430 (n) t = 440 (o) t = 450 (p) t = 460
(q) t = 470 (r) t = 480 (s) t = 490 (t) t = 500
Figure 5.4.2: Adding an appearance model allows us to reduce the clutter eﬀect
observed in Figure 5.4.1. Colours are used to represent the likelihood of the
edgels. The positions where the appearance is measured are also represented
with the same colour code.
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(a) t = 50 (b) t = 100 (c) t = 150 (d) t = 200
(e) t = 250 (f) t = 300 (g) t = 350 (h) t = 400
(i) t = 50 (j) t = 100 (k) t = 150 (l) t = 200
(m) t = 250 (n) t = 300 (o) t = 350 (p) t = 400
(q) t = 50 (r) t = 100 (s) t = 150 (t) t = 200
(u) t = 250 (v) t = 300 (w) t = 350 (x) t = 400
Figure 5.4.3: Non-rigid hand tracking without and with the addition of an
appearance model (respectively rows 3 and 4 and rows 5 and 6). Colours are used
to represent the likelihood of the edgels. The positions where the appearance is
measured are also represented with the same colour code.
Chapter 6
Conclusion
This research has always used, as a long-term goal, the creation of a completely
unsupervised system able to build its own database of complex objects in real-
time. While there is still a signiﬁcant amount of work to do, we believe that
this thesis has laid a few stepping stones in the correct direction.
6.1 Contributions
In Chapter 2, we introduced a two-level graphical model suitable for both track-
ing and learning. The feature level can be seen as the local level, using the fea-
ture graph model to provide the ﬂexibility required by the unsupervised learning.
The block level can be seen as the global level, using the part-based articulated
model to achieve a robust tracking. As both of these models are based on a
graphical representation, they are naturally combined into a consistent global
model where the two levels can assist each other. Thanks to the use of edgels
and parametric spatial relations, the model requires minimal computational
time while being eﬀective on a wide variety of complex objects.
In Chapter 4, we presented our solutions to track both levels in real-time.
The Aﬃne Warp Propagation method provides a new framework for eﬃcient
propagation of alignment information through a feature-point graph. Instead
of propagating potential functions as is usually done, it propagates only the
motion information needed to align feature points and their surroundings in the
image. We showed that this solution allows us to track articulated objects with
a large number of feature points in a few milliseconds per frame (on a laptop
with an Intel Core 2 T7200 processor clocked at 2GHz).
For the block level, we decided to use the more conventional Nonparametric
Belief Propagation but increased its tracking speed by combining the classical
particle ﬁlter with a gradient descent approach. With this solution, we were able
to obtain robust tracking with as few as ﬁve particles while the classical particle
ﬁlter usually requires hundreds of them. To summarise, this chapter presented
methods able to track both levels in real-time in a way that corresponds to the
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requirements of each of them: ﬂexibility for the feature level and robustness for
the block level.
In Chapter 4, we introduced the concept of uncertain model. This type of
model allows simple and fast parametric models to assist tracking during their
learning phase without exerting overly strong, counterproductive bias if these
models are inappropriate. The uncertain model was successfully derived into
a rigid and an articulated model used respectively in the feature level and the
block level.
We also created a more versatile Uncertain Gaussian Mixture Model for in-
crementally learning a Gaussian mixture model based on a new criterion for
splitting and merging mixture components. This criterion depends on a single
user-settable parameter that allows easy tuning of the trade-oﬀ between the
complexity and the accuracy of the mixture model. Our two-level approach
provides a solution to the overﬁtting problem of small data sets without any
compromise on the model accuracy. As more data arrives, the mixture com-
plexity can be increased without any propagation of errors due to a previously
underﬁtted model. As we have demonstrated empirically, this method is nearly
independent of the order in which the data are observed.
The uncertain relations learnt at the feature level also provide an easy and
fast starting point to segment the features into rigid blocks. By combining
them with our solutions to segment and maintain group of features over time,
we were able to create a robust and fast method for on-line discovery of rigid
blocks. Both learning and segmentation algorithms presented in this chapter
require a computational time negligible compared to that for tracking, leaving
as much time as possible for the latter.
Finally, in Chapter 5, we presented the ﬁnal modiﬁcations required to further
improve the communications between the two levels of the graphical model on
one hand, and between learning and tracking on the other. We ﬁrst created an
adapted version of the particle ﬁlter that uses particle sets to properly follow all
the rigid parts of an object without needing an appropriate articulated model.
We also deﬁned the information exchanged between the feature level and the
block level so that they can bring ﬂexibility and robustness to each other without
causing each other to fail.
We ended this chapter by showing the impact of using an appearance model
for each edgel or even using a completely diﬀerent feature such as skeleton
points. These results leave open the discussion about the best choice of features
given the available computational time, the required robustness, and the level
of control over the environment.
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6.2 Suggestions for Future Research
All the videos used in this thesis have been generated at the very beginning of
the research. At that time, these videos were expected to represent a very mild
challenge since they appear extremely simple to the human eyes. Surprisingly,
they presented unexpected diﬃculties for almost every aspect of our project
and were therefore used until the end. This demonstrates again the huge gap
existing between our visual system and the computer vision algorithms. One
of the most important challenges in the future will be to reduce that gap using
increasingly diﬃcult videos.
It is expected that the early discovery of a new object will always be a critical
phase of tracking. It thus makes sense to require a simpler context for this early
stage. Alternatively, it is also expected that tracking will become increasingly
robust with the accumulation of knowledge on a particular object. It would be
interesting in future research to analyse the robustness of tracking as a function
of the knowledge accumulated in the learnt model. Ideally, the results obtained
will prove that a model learnt with our method can achieve the same level of
robustness as a model designed beforehand.
Since our focus was on the early stage of an object discovery, we also com-
pletely neglected the management of models over the long term. In the future,
it will be necessary to address the problem of object recognition to deal with
regular manifestations of objects. Not only will it be useful for robust tracking
of objects from the (nearly) ﬁrst frame but it will also be mandatory for any
task in robotics or human-computer interaction.
While we focused our eﬀorts on 2D models as a proof of concept, 3D mod-
els will most certainly be necessary for real-life applications (considering, for
example, a robot with a hand). With the appearance of cheap 3D cameras
with fast and robust depth map extraction (such as the Kinect from Microsoft),
research on 3D models should become more accessible in a relatively near fu-
ture. Although more time would be necessary to validate this idea, it seems
that skeleton points would become a more desirable visual feature than in 2D.
A 3D model using the duality between skeleton and contours would probably
be a good model to explore.
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