Abstract. In this paper, we sharpen and generalize Carlson's double inequality for the arc cosine function.
Introduction and main results
In [1, p. 700, (1.14)] and [2, p. 246 (1 + x) 1/6 , 0 ≤ x < 1.
The first aim of this paper is to sharpen and generalize the right-hand side inequality in (1) as follows. (1 − x) a arccos x, x ∈ (0, 1).
(1) If and only if
the function f a,b (x) is strictly decreasing;
the function f a,b (x) is strictly increasing;
the function f a,b (x) has a unique maximum; (4) If
the function f a,b (x) has a unique minimum;
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the function f a,b (x) has a unique maximum and a unique minimum in sequence; (6) The necessary condition for the function f a,b (x) to be strictly increasing is
As direct consequences of the monotonicity of the function f a,b (x), the following inequalities may be deduced.
Theorem 2. For x ∈ (0, 1), the double inequality
holds provided that b ≥ 
2 > 0 and
then
The second aim of this paper is to sharpen and generalize the left-hand side inequality in (1) as follows.
Theorem 3. For x ∈ (0, 1), the function
is strictly decreasing. Consequently, the double inequality
holds on (0, 1) and the constants 6 and
Remark 1. From Theorem 2, we obtain the following two double inequalities:
Except that the right-hand side inequality in (17) and the left-hand side inequality in (16) are same to the corresponding one in (1) and that the left-hand side inequality in (1) is better than the corresponding one in (18), other corresponding inequalities in (1), (16), (17) and (18) are not included each other.
Proofs of theorems
Now we are in a position to verify our theorems.
Proof of Theorem 1.
It is clear that q ′ (x) is positive, and so q(x) is increasing on [0, 1). By virtue of q(1) = 0, we obtain that q(x) < 0 on [0, 1), which equivalent to h ′ (x) < 0 and h(x) is decreasing on [0, 1). Due to h(1) = 0, it follows that h(x) > 0 and g 
and lim
Therefore, 
and the minimum of g a,b (x) equals
which means that (a) when Conversely, if the function f a,b (x) is strictly decreasing, then the function g a,b (x) must be negative on (0, 1), so the quantities in (20) and (21) are non-positive. Hence, the condition in (3) is also necessary.
By the similar argument as above, the necessary condition (9) follows immediately. The proof of Theorem 1 is thus proved.
Proof of Theorem 2. It is easy to see that 
on (0, 1), which can be rearranged as the inequality (10) 
is also a necessary condition such that the right-hand side inequality in (10) is valid.
The reversed version of the left-hand side inequality in (10) may be rearranged as
as x → 0 + . Hence, the necessity of 
and
has two zero points x 1 and x 2 which are also the zeros of the function g ′ (x) and the extreme points of g(x) for x ∈ (0, 1).
When 16ab(b − a) + (a + b) 2 > 0 and x 1,2 ∈ (0, 1), the point x 1 is the maximum point and x 2 is the minimum point of g(x), so we have the inequality
When 16ab(b − a) + (a + b) 2 > 0 such that x 1 ≤ 0 and x 2 ∈ (0, 1), the function g(x) has only one minimum and the left-hand side inequality in (23) is valid.
When 16ab(b − a) + (a + b) 2 > 0 such that x 1 ∈ (0, 1) and x 2 ≥ 1, the function g(x) has only one maximum and the right-hand side inequality in (23) is valid. 
