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ABSTRACT
Analysis of a Full-Stack Data Analytics Solution Delivering
Predictive Maintenance to a Lab-Scale Factory
Nathan Wesley Hoyt
Department of Manufacturing Engineering, BYU
Master of Science
With the developments of industry 4.0, data analytics solutions and their applications
have become more prevalent in the manufacturing industry. Currently, the typical software
architecture supporting these solutions is modular, using separate software for data collection,
storage, analytics, and visualization. The integration and maintenance of such a solution requires
the expertise of an information technology team, making implementation more challenging for
small manufacturing enterprises. To allow small manufacturing enterprises to more easily obtain
the benefits of industry 4.0 data analytics, a full-stack data analytics framework is presented and
its performance evaluated as applied in the common industrial analytics scenario of predictive
maintenance. The predictive maintenance approach was achieved by using a full-stack data
analytics framework, comprised of the PTC Thingworx software suite. When deployed on a labscale factory, there was a significant increase in factory uptime in comparison with both
preventative and reactive maintenance approaches. The predictive maintenance approach
simultaneously eliminated unexpected breakdowns and extended the uptime periods of the labscale factory. This research concluded that similar or better results may be obtained in actual
factory settings, since the only source of error on predictions would not be present in real world
scenarios.

Keywords: data analytics, machine learning, manufacturing, industry 4.0, industrial internet of
things, predictive maintenance
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INTRODUCTION

Industry 4.0 has been a topic of interest from the time when it was introduced in 2011.
Industry 4.0 is a globally recognized term referring to the implementation of the latest
technologies into the manufacturing industry. Examples of these technologies are augmented
reality, artificial intelligence, data analytics, industrial connectivity, and the internet of things.
The research in this area is growing as an increasing number of manufacturing enterprises
examine the possibility of adopting industry 4.0 concepts to improve operations.
To explore industry 4.0 and its impact on manufacturing systems, Brigham Young
University’s smart manufacturing lab has built a fully automated lab-scale factory. This lab-scale
factory is able to generate manufacturing process related data relatively quickly and with
minimal effort, making an ideal test bed for industry 4.0 strategies. As data analytics has a large
impact on all manufacturing enterprises, it was selected as a focus point for this research.
Industry 4.0 data analytics is drastically different from traditional data analytics. Traditionally,
manufacturing enterprises have performed shop floor analytics by collecting data manually from
each machine on an external storage device. Even though many manufacturing enterprises still
use these same data analytics methods, the current state of the art consists of fully automated
data analytics solutions. For example, equipment data is streamed directly to an industrial
network where it is stored, analyzed, and visualized. Various software components are generally
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required to build this type of data analytics solution. These software integrations can be difficult
because they demand different resources and expertise which have not been required in the past.
Using commercial manufacturing software provided by PTC, the students in the smart
manufacturing lab have set up a state of the art data analytics solution and deployed it onto the
lab-scale factory. After surveying the related literature, it was found that this particular solution
could make a significant contribution since it addresses several challenges that manufacturing
enterprises face when implementing industry 4.0 analytics.
An industry relevant scenario was created with the lab-scale factory to demonstrate and
analyze this data analytics solution. The full process of performing industrial data analytics with
the lab-scale factory was documented and the performance of the solution was evaluated. This
research was detailed into a publication and submitted to the journal of Engineering Applications
of Artificial Intelligence. The journal submission comprises chapter 2 and has been reformatted
from the original journal submission to fit the formatting of this thesis, including some reference
numbers. Additionally, the abstract and keywords have been removed and placed at the
beginning of this publication.
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ANALYSIS OF A FULL-STACK DATA ANALYTICS SOLUTION
DELIVERING PREDICTIVE MAINTENANCE TO A LAB-SCALE FACTORY

Introduction
Data and information are an integral part of continually improving manufacturing
processes. With advancements in technology, data has become more abundant and accessible.
Industry 4.0 has been a driving force for such improvements in in data analytics and its use in
manufacturing. Industry 4.0 is the new industrial revolution and a general term which
encapsulates all innovative technologies that can further the growth of data connected
manufacturing. The internet of things (IoT) and big data analytics have changed how
manufacturing enterprises collect and handle data. With Industry 4.0 concepts, manufacturing
enterprises can more effectively use data and information from their respective manufacturing
processes to improve them. These changes are optimizing how manufacturing enterprises
implement automated data analytics solutions, which have evolved over the past few decades
alongside technological advancement [1]. A data analytics solution refers to all the software and
hardware tools needed to collect, store, analyze, and visualize data. While software and hardware
tools are constantly improving to assist in every aspect of the data analysis process, Industry 4.0
has triggered a significant jump in the frequency that analytics solutions are being explored and
deployed within the factory. A study done by Lade and Ghosh stated that the current best
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practice to implementing a data analytics solution is to use the best of breed approach [2]. Such
an approach would utilize the best software from each category of the data analytics process
(collect, store, analyze, and visualize data) to create a complete data analytics solution. These
software can be and often are from different vendors or software suites. A thorough literature
review by Ismail, Truong, and Kastner evaluated thirty-eight studies, which each present a data
analytics solution [3]. This review revealed that each of the thirty-eight studies utilized different
software at each stage of the data analytics process, validating Lade and Ghosh’s observation
regarding the usage of the best of breed approach [4].
There are challenges associated with using the best of breed approach that mostly impact
small manufacturing enterprises (SME) due to less developed infrastructure and low access to
resources. SMEs may benefit from a full-stack approach, in which the entire solution may be
deployed within a single software suite rather than a focused mix of the best software for each
part of an analytics deployment. The full-stack approach can benefit SMEs due to the simplified
nature of the IT infrastructure required to manage the analytics deployment, making industry 4.0
data analytics more attainable for SMEs. Unfortunately, in addition to concluding that the best of
breed approach is typical for analytic solutions in the factory, Lade and Ghosh further concluded
that full-stack vendors do not currently offer a complete solution. While in 2017 Lade and Ghosh
may be correct in their observation, software capabilities to enable industrial analytics solutions
continue to drive towards a full-stack solution, which could allow SMEs to circumvent
significant challenges that come with implementing an automated data analytics solution.
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Literature Review

2.2.1

Industry 4.0
The term Industry 4.0 originated in 2011 in Germany, referring to the digitalization of

manufacturing and the development of smart, connected factories, and has spread globally as the
fourth industrial revolution. Industry 4.0 is defined as “a new level of organization and control
over the entire value chain of the life cycle of products”[5]. The previous industrial revolution
brought about widespread usage of automation and computer integrated manufacturing,
technology that still drives factories today. The goal of industry 4.0 is to enable machine selfawareness and self-learning to improve overall performance and how these machines are
maintained [5]. The key technologies that are driving this new industrial revolution are the
industrial internet of things (IIoT), the internet of things (IoT), cloud based manufacturing, and
smart manufacturing [5]. In addition to these technologies driving industry 4.0, several studies
agree on there being nine pillars which summarize the technologies of smart manufacturing [57]. These nine pillars are: The Industrial Internet of Things (IIoT), Big Data and Analytics,
Horizontal and vertical system integration, Simulation, Cloud computing, Augmented Reality
(AR), Autonomous Robots, Additive manufacturing, and Cyber Security. Numerous studies
report on each of these technologies and concepts regarding how they can be implemented into
factories to reduce costs and increase performance [2, 7-11].

2.2.2 Predictive Maintenance
There are several approaches to maintenance and asset management, including running
equipment until failure (reactive maintenance), scheduled or preventative maintenance, and
predictive maintenance [12-14]. Predictive maintenance anticipates equipment failure or
5

maintenance needs ahead of time in order to avoid unplanned downtime [15]. Predictive
maintenance solutions typically use historical and current data gathered from a given asset to
predict and estimate future maintenance needs [1]. The concept of predictive maintenance is not
new, dating back to the early 1940’s [16]. However, it has become a trending topic as the barrier
to entry is being lowered with the advancements associated with the IIoT. These advancements
have allowed for a greater volume of data capture and reduced communication latency.
Implementing predictive maintenance solutions on a growing number of manufacturing assets
becomes more attainable as equipment data becomes more accessible. Several studies have
demonstrated the usage of a machine learning based predictive maintenance application to be an
improvement on traditional predictive methods. An industrial case study demonstrated the ability
to reasonably predict current condition of 30 pumps in a chemical plant using real data from each
pump [17]. Another study successfully deployed a deep learning method to predict remaining
usable life on mining equipment [18]. Predictive maintenance based on machine learning models
proved superior to knowledge-based models in the stainless-steel industry [16]. Current literature
related to predictive maintenance focuses on comparing the machine learning algorithms
themselves and determining the accuracy of predictions using a given algorithm [13].

2.2.3 Analytics Software
Software tools are required to implement data analytics solutions. Research is being
performed on the implementation of data analytics solutions that interface with the factory floor.
These studies have focused on specific software, strategies, applications, and software
integrations. There are various software tools to support each category of a data analytics
solution which fall under three categories: open-source, commercial, and custom or in-house. In
one study, the high level framework for a data analytics solution in the context of smart
6

manufacturing is proposed [19]. This study outlines the data sources, entities, and tasks involved
as data flows from source to application. There are other studies with a similar objective, to
outline the conceptual data analytics framework and potential use cases [20-24]. Some of these
studies provide examples of protocols and specific software tools that may be used. Given the
complexity of different manufacturing data environments, implementing these conceptual
frameworks is not trivial, despite the recent developments with the IIoT [4, 22, 24]. A framework
defined with specific software tools may not be compatible in another situation involving
different devices or applications. This being the case, most solutions are not directly transferrable
and require custom configuration or different tools. One study recognizes the lack of information
available for manufacturers to design a data analytics solution and addresses this by providing a
method of selecting software tools to meet the needs of a given application [25]. Another study
also addresses this by providing a generic software architecture that is transferrable to other
applications, though this was not the main focus of the study [26]. The challenge of
implementing a data analytics solution in unique manufacturing environments is only partially
addressed by case studies and software architectures, which outline the applicable methods and
software tools. One study outlines a software architecture which uses an open-source tool for
storage and analysis, along with custom solutions written to collect and visualize data [27]. In
another study, a similar software architecture was proposed, also using a mixture of open-source
and custom software [28]. Another study proposed a software architecture and conducted
experiments using an intelligent manufacturing environment test bed. Within this study, opensource tools were used in combination with a custom visualization tool [29]. A study conducted
by Robert Bosch LLC documented the test implementation of a proposed software architecture
consisting of commercial and open-source software tools used in tandem [30].
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A review of the literature shows that current software architectures used in manufacturing
data analytics integrate custom, open-source, or commercial tools. These studies, in combination
with additional studies reviewed by Ismail, Truong, and Kastner, support a general conclusion
that no full-stack solutions are available or presented in literature at present [4].

2.2.4 Summary of Challenges
There are several challenges for SMEs transitioning to industry 4.0 that have not been
well addressed in academic literature. A crucial aspect of adopting industry 4.0 is the ability to
connect to and gather data from the shop floor to facilitate the performance of real time analytics.
While there are tools available to build shop floor data analytics frameworks, there are limited
tools that provide a comprehensive solution. This makes it difficult for manufacturers to
implement shop floor data analytics solutions since it would require significant resources to do
so. To build and maintain custom software solutions, the expertise of an information technology
(IT) team is required [2]. Manufacturing enterprises will typically have devices from multiple
vendors with proprietary protocols [4]. The need to interpret and translate these different
protocols into useful data requires multiple custom software solutions to be written to connect
with each device on the shop floor. As custom solutions are integrated with commercial and
open-source solutions, continued IT expertise is required to maintain these solutions across
software updates, hardware changes and other challenges. Due to the resources and expertise at
their disposal, large enterprises can easily take a best of breed approach and overcome the
challenges of its integration and maintenance. On the other hand, SMEs have difficulty investing
in and adopting new innovations in general [31]. The limited resources and manpower of SMEs
hinder their ability to achieve and maintain best of breed solutions, which makes implementing
and maintaining a best of breed solution unrealistic. The purpose of this study is to allow SMEs
8

to obtain the benefits of industry 4.0 data analytics more easily. This will be done by presenting a
full-stack data analytics framework and evaluating its performance when applied in the common
industrial analytics scenario of predictive maintenance.

Methodology

2.3.1

Overview
With the objective of allowing SMEs to readily achieve the benefits of industry 4.0, a

full-stack solution was implemented on a lab-scale factory to evaluate the solution viability and
effectiveness. To quantify the improvement this full-stack solution can bring to a system, it was
applied to a predictive maintenance scenario on the lab-scale factory.

2.3.2 Lab-Scale Factory
A lab-scale factory, shown in Figure 2-1, was provided by Brigham Young University to
perform the necessary tests. This lab-scale factory is also referred to as a smart factory
demonstrator since its purpose is to allow for the testing and exhibition of smart manufacturing
or industry 4.0 principles. The goal of this lab-scale factory is to be representative of actual
production systems in the manufacturing industry. Thus, the lab-scale factory was designed to
use only industrial equipment and software with the intention of being able to easily transfer and
apply solutions in the real world. In addition to representing a real production system, this labscale factory was designed to generate relatively large amounts of data quickly and
autonomously to allow for more effective testing.
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Figure 2-1: BYU lab-scale factory.

2.3.3 Process Description
The lab-scale factory performs the task of placing randomly rolled dice in order of 1-6
into single row trays. Refer to Figure 2-2 for an overview of the process flow. Dice are fed onto
the main conveyor by a mechanical distributor. The distributor system rolls dice onto the
conveyor one at a time using the two openings. The speed at which dice are fed onto the main
conveyor is proportional to the speed of the main conveyor. Once the dice are on the conveyor,
they gradually move into the view of an overhead Yamaha vision system. This vision system will
recognize the die number, position, and angle. As the dice come within reach of the Yamaha
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SCARA robot, they are picked up using a suction grip located at the end of the robot arm. The
Yamaha robot places the dice in either the single column tray, labeled “current tray” in Figure 21, or in the buffer. The robot only works with one single column dice tray at a time and only
loads one of each number into that tray (Refer to letter “C” in Figure 2-2). If the robot picks up a
repeat die number before cycling the current tray, that die will be placed in the buffer to be used
later. Refer to Figure 2-3 for a flow diagram of the programming logic. Once the current single
column tray is full, it is cycled one position. Eventually each single column tray dumps all six
dice into the distributor system which will steadily roll them back onto the main conveyor. When
there are no dice on the main conveyor, the robot will fill the current tray using the buffer. On
startup, the buffer is preloaded with thirteen or fourteen of each die number. There are thirteen
ones, twos, and threes and fourteen fours, fives, and sixes.

Figure 2-2: Process flow diagram.
11

Figure 2-3: Process logic flow.

2.3.4 Hardware Specifications

The lab-scale factory was built using all industrial equipment to better represent a real
production system. The hardware components used are listed below in Table 1. Figure 2-4 shows
12

the hardware structure of the system. The Allen Bradley programmable logic controller (PLC) is
the master controller of the system. The PLC uses ethernet/IP communication protocol to read
and write data from the other components.

Table 2-1: Hardware specifications.
Generic Hardware Description

Specification and Vendor

SCARA Robot
Robot controller
Vision systems
Programmable Logic Controller
Bus node
I/O terminal
Vacuum Generator
Stepper Motor

Yamaha YK400XG
Yamaha RCX 340
Yamaha IVY2
Allen Bradley CompactLogix 5380
Festo CPX-FB36
Festo CPX-AB-8-KL-4POL
Festo OVEM
Festo EMMS-ST

Figure 2-4: Hardware structure.
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2.3.5 Predictive Maintenance Application
Since a full-stack data analytics solution would theoretically allow SMEs to readily adopt
industry 4.0 strategies, it becomes important to evaluate the value a full-stack data analytics
solution could bring to a manufacturing enterprise. With the intent to quantify its value, a fullstack solution was configured and deployed to enable predictive maintenance on one aspect of
the lab-scale demonstrator.
The data analytics solution was created using software developed by PTC. Initial
evaluation showed that PTC provides a complete industrial full-stack data analytics solution
capable of integration with hardware in the factory and enterprise level database architectures.
As PTC is one of the leaders in this field, their software was chosen to be used and evaluated in
this research. This particular data analytics solution can be considered a complete, full-stack
solution because the software suite needed to create and deploy a data analytics solution are
provided by a single vendor, in this case, PTC. The design and flow of this particular data
analytics solution with the accompanying software is shown in Figure 2-5.

Figure 2-5: Data analytics solution flow using PTC software.
14

2.3.6 Scenario
As the lab-scale factory runs, dice are both removed and added to the buffer. The labscale factory should run indefinitely because it recycles the dice it uses and never runs out of
material. In reality, the lab-scale factory does not run forever because it will eventually run out of
at least one die number in the buffer. If the trays have cycled and all the dice have been picked
up from the main conveyor, the robot will look to the buffer to continue filling the tray when the
current tray is still missing dice. If the dice missing from the current tray are not in the buffer and
there are no more dice on the main conveyor, the system is forced to stop. Once stopped, the
procedure is to manually reload the buffer to its starting position and reset the programs to begin
another run. The goal of this predictive maintenance application is to notify the operator of how
many tray cycles are left until this system will be forced to stop. If the operator knows at any
given time how many cycles are left until failure, they can schedule maintenance accordingly
and avoid unplanned downtime that would be required by running until failure.
In this scenario, the “maintenance” is dependent on the raw material, or rolled dice fed
onto the conveyor, rather than the mechanical components of the lab-scale factory. The varying
supply material simulates typical equipment maintenance scenarios in that system failure occurs
somewhat randomly within a relatively large time window. The same process used to predict this
simulated system failure can be used on typical maintenance scenarios.
In order to estimate the value of this full-stack data analytics solution in the context of
predictive maintenance, direct comparisons were made with factory metrics when using a
preventative maintenance and reactive maintenance strategy. In this scenario, reactive
maintenance meant the operator waited until the system failed before performing maintenance.
Preventative maintenance meant the system would be reset at a fixed time or interval. When
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using a preventative maintenance strategy, the goal is to avoid unplanned downtime by
performing maintenance at regular intervals. In this case, maintenance was performed after every
25 cycles. To enable predictive maintenance, it is necessary to have a predictive model generated
from historical data as well as a method of deploying the predictive model to incoming data.
Each of the three maintenance approaches were deployed to the lab-scale factory over various
test runs.

2.3.7 Data Acquisition
As shown in Figure 2-5, Thingworx Kepware was used to collect data from the lab-scale
factory’s PLC. Thingworx Kepware is a configurable Open Platform Communication (OPC)
server which streams data from industrial devices to the Thingworx IoT platform, which is
accessible through the local or public network. In this case, the Thingworx Kepware server is
reading all the Allen Bradley PLC tag values. There are various built-in drivers which give
Thingworx Kepware the ability to easily facilitate communication with shop floor equipment.
Thingworx Kepware was configured to push these tag values to a gateway in Thingworx.
The Thingworx gateway entity had the ability to read all PLC tags and write to certain
tags as well. Table 2 outlines the relevant tags that were selected from the PLC to be read and
respectively linked with the properties of another Thingworx entity, which represents the labscale factory. Changes in PLC tag values updated the property values listed in Thingworx. The
lab-scale factory Thingworx entity became a digital model of the lab-scale factory. These
properties were configured to update every 1000 milliseconds. The logic to calculate the sum of
each die number in the buffer was performed in the robot controller and the six data points were
brought over into Thingworx Kepware as PLC tags, whereas cycle count was calculated in the
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PLC itself. A minimum value was calculated within Thingworx, as the new data for the buffer
sums arrived.

2.3.8

Data Storage
As property values were updated in Thingworx, the values were also logged to a

PostgreSQL database representative of enterprise level data storage. It is important to recognize
that the database is not a PTC product. While Thingworx is capable of storing data, it is not
designed to handle large amounts of data. Though it could easily handle the amount of data
generated from the lab-scale factory, the PostgreSQL database was used to simulate a real
factory scenario where there would potentially be significantly large amounts of data within the
enterprise. One row of data was logged each time the inclined conveyor belt cycled a full tray.
The data added with each tray cycle is shown in Table 2.

Table 2-2: Description of the collected data.
Name

Description

Time stamp

The time in which the row was added
A count which increases by 1 with each tray
cycle
The sum of each die number currently in the
buffer
Equal to the lowest “BufferSum” value

Cycle Count
BufferSum1; BufferSum2; BufferSum3;
BufferSum4; BufferSum5; BufferSum6
Minimum Value

2.3.9 Predictive Modeling
A training data set is required to create predictive models in Thingworx Analytics. To
gather the training data, the lab-scale factory was run to system failure ten times. Once acquired
and stored, the historical data was exported from the data base, cleaned, and analyzed. The goal
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variable, “cycles left” was added after the data was collected. “Cycles left” is the inverse of cycle
count but can only be known after the run is complete. A CSV file containing 566 rows of data
from 10 uptime periods was uploaded to Thingworx Analytics as training data. The predictive
models were built using Thingworx Analytics, an extension server add-on, which is accessible
from within Thingworx. After the model is created, it can be deployed using the Thingworx
platform.

Figure 2-6: Screenshot of Thingworx mashup for live data and prediction visualization.

2.3.10 Visualization
To better inform the operator, a mashup was created using Thingworx. The Thingworx
mashup is shown in Figure 2-6. This mashup was linked with the property data and displayed
information in a useful way. A line chart displayed each buffer sum over time, which would

18

update in real time and inform the operator of the historic and current amounts of each die
number in the buffer. Another line chart was also displayed that showed predictions over time, or
how many cycles were left. This chart helped the operator to plan for downtime using the
predictive algorithm. Additionally, Figure 2-6 shows a live video feed of the process (left) and of
the buffer (right).

Results and Discussions
The purpose of this test implementation was to evaluate a full-stack data analytics
solution and quantify the value added by using it to perform predictive maintenance on the labscale factory. In this scenario, the objective of each maintenance approach was to increase total
uptime and decrease total downtime of the system. This evaluation was done by comparing the
predictive maintenance performance to reactive and preventative maintenance approaches.
The lab-scale factory was run repeatedly until system failure for over 16 hours,
simulating two 8-hour shifts of factory runtime. Over the course of these 16 hours, the lab-scale
factory reached failure 31 times which resulted in 31 uptime periods and 31 downtime periods.
Maintenance was performed during each downtime period. For the lab-scale factory,
maintenance consisted of resetting the dice buffer to its original state.
Each of the three maintenance strategies were deployed on the lab-scale factory test data
for the original 16-hour set of 31 uptime and downtime periods. Since different maintenance
strategies resulted in unique uptime and downtime durations, the total time elapsed for each
deployment varied. The data from each of the 31 uptime periods were applied to each
maintenance approach in the same sequence to make a fair comparison. No changes were made
to any parameters or functionality of the lab-scale factory between the 31 uptime periods. The
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data from 10 separate uptime periods collected previously were used for training the predictive
model for the predictive maintenance approach. The data from the 31 uptime periods were not
used in the model training.
As the lab-scale factory’s performance and maintenance is dependent on dice rolls and
semi-random chance, it is difficult to accurately predict when a rolled die number will run out in
the short term. Despite some non-random trends observed with this dice set, there still exists a
large amount of variability. Any future dice roll combination is possible, independent of previous
rolls. This being the case, dice numbers in the buffer increase and decrease at random. As a
result, and because predictive models are based on historical data, the predictions fluctuated and
would only become accurate towards the last dozen or so cycles of the run. The prediction was,
however, an accurate representation of the current status as it relates to the minimum cycles left
before system failure. For example, based on the historical data, a certain set of conditions could
have a die number in the buffer run out anywhere between 15 and 30 cycles and a prediction of
15 cycles left would be produced. Regardless, having live predictions that show a conservative
performance forecast is useful to maintenance personnel since it prevents unplanned downtime
and increases uptime.
Figure 2-7 shows cycles completed per uptime period when applying each of the three
maintenance approaches. When applying the predictive maintenance approach, the majority of
uptime periods completed a comparable number of cycles to the reactive maintenance approach.
The predictive approach stopped the system 1.9 cycles on average before system failure,
excluding one outlier. The predictive approach stopped uptime period 20 at 56 cycles when
actual failure occurred at 113 cycles. This error, however, is exclusive to the lab-scale factory
since the system health in this scenario is dependent on dice rolls. In this instance, there was a
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single die left of the number five in the buffer at 56 cycles and it was predicted to have one cycle
left. The system rolled seven more fives and was able to recover until it ran out of fives at 113
cycles. In most manufacturing systems, the system components are not able to self-recover from
degradation like the lab-scale factory [32]. This being the case, predictive maintenance solutions
should not have similar missed opportunities when deployed to other maintenance applications.
The unique ability of the lab-scale factory to recover was the main factor preventing the
predictive maintenance approach from stopping just prior to failure on each run.

Figure 2-7: Quantity of cycles reached by each maintenance approach.

The preventative approach stops each uptime period at 25 cycles, which is indicated by
the lower dashed line in Figure 2-7. The goal with preventative maintenance was to avoid
unplanned downtime by conservatively stopping the lab-scale factory prior to any possibility of
failure. The preventative approach resulted in less overall uptime than the other two approaches.
To determine the number of cycles for the preventative maintenance stopping point, a lower
prediction interval was calculated for a single future observation. This was done using Equation

21

1, where 𝑥𝑥̅ is the mean, 𝑡𝑡1−𝛼𝛼,𝑛𝑛−1 is the t critical value, 𝑠𝑠 is the standard deviation, and 𝑛𝑛 is

number of samples. The training data was used to calculate the lower prediction interval and
resulted in a value of 26.2. As an extra precaution, the number was rounded to 25 to ensure
system failure did not occur during the preventative maintenance approach. By stopping at 25
cycles, system failure was successfully avoided on every uptime period. The preventative stop
could not have been set much higher since uptime period 31 failed at cycle 27, only two cycles
after the preventative stop.
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑥𝑥̅ − 𝑡𝑡1−𝛼𝛼,𝑛𝑛−1 𝑠𝑠�1 + 1/𝑛𝑛

(2-1)

In each of the maintenance scenarios, maintenance was performed after every uptime
period ended. While maintenance was being performed, the factory experienced either planned
or unplanned downtime, depending on the conditions that lead to the downtime. As a baseline,
planned downtime was set to have a duration of 5 minutes. Unplanned downtime was assumed to
cost twice as much as planned downtime, 10 minutes in this case. For the reactive maintenance
approach, every downtime period was considered unplanned. For the preventative maintenance
approach, every downtime was considered planned. For the predictive maintenance approach,
downtime was considered planned if the lab-scale factory was intentionally stopped prior to
failure, as directed by the predictive algorithm. The downtime was considered unplanned if the
algorithm overpredicted the cycles remaining and a system failure occurred sooner than
expected.
In the predictive maintenance approach, a new prediction of cycles left was generated as
each completed dice tray cycled. The prediction adjusts based on the current state of the process
and fluctuates with the amount of each die number in the buffer. When using the predictive
approach, the lab-scale factory was intentionally and automatically stopped to perform
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maintenance as close as possible to failure to maximize uptime. Consequently, the lab-scale
factory was stopped for maintenance when the analytics predicted one cycle left. In the 31
uptime periods, maintenance personnel were warned of upcoming system failure at an average of
100 seconds (4-6 cycles) before it actually occurred. Being that the lab-scale factory and selected
maintenance scenario allow for accelerated testing, this acceleration is also reflected in the
warning time. With a single run lasting 20 minutes on average, the warning time is 8.3% of the
uptime. If the uptime duration were scaled up to one year, the warning time would be nearly one
month. The predictive approach successfully warned of failure at least 4-6 cycles ahead and
successfully stopped each uptime period before reaching the failure point. This resulted in zero
unplanned downtime.
In an effort to provide a stronger context for the results, a theoretical maximum was
included in Figure 2-7. The theoretical maximum was taken as a repeated occurrence of the
longest observed uptime period of 113 cycles with planned maintenance between uptime periods.

Figure 2-8: Time allocation breakdown with each maintenance control method.
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In Figure 2-8, the times of each maintenance approach are compared. Since each
approach had a different effect on the uptime and downtime, the total run time varied between
approaches. Total run time was calculated by taking the sum of the total uptime and downtime
experienced throughout the 31 uptime and downtime periods, whether planned or unplanned.
Applying the reactive approach across the 31 runs resulted in a total runtime of 16.3 hours, 11.1
hours of uptime and 5.2 hours of downtime. The reactive approach had the largest uptime of the
three approaches and was able to complete 1643 cycles. This was the largest uptime achievable
in this test because the lab-scale factory was never stopped early when applying the reactive
approach. The reactive approach also had the largest downtime as every downtime period was
unplanned. The preventative approach resulted in a total runtime of 7.6 hours with five hours of
uptime and 2.6 hours of downtime. The lab-scale factory did not experience unplanned
downtime because it was preventatively stopped at 25 cycles. The lab-scale factory lost out on
completing, on average, 28 cycles per run. In total, 775 cycles were completed when applying
the preventative approach. The lab-scale factory missed completing 868 cycles which was
around half of the potential production volume, due to preventative stops. The reactive approach
completed 2.1 times more cycles than preventative, but also had twice as much downtime.
The predictive approach resulted in a total runtime of 12.9 hours with 10.3 hours of
uptime and 2.6 hours of downtime. This approach allowed for the completion of 1529 cycles.
The predictive approach completed 114 cycles less altogether than the reactive approach and 754
cycles more than the preventative approach.
To make a more direct comparison between each of the maintenance approaches, uptime
and downtime were calculated as a percentage of total time and graphed in Figure 2-9.
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Figure 2-9: Time allocation breakdown as a percentage with each maintenance control
method.

The preventative and reactive approaches were similar in the percentage of total time
spent in uptime and downtime, with 66% uptime and 68% uptime respectively. The predictive
approach achieved 80% uptime, 12% higher than the reactive approach and 14% higher than the
preventative approach. For comparison, the theoretical maximum would result in 90% uptime,
which is shown on the right side of Figure 2-9 for comparison.
The average uptime for each maintenance approach fluctuated over time, depending on
whether the lab-scale factory was currently experiencing uptime, downtime, or unplanned
downtime. Average uptime was calculated using Equation 2.
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 percentage =

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢+𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
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(2-2)

Figure 2-10: Ongoing average of uptime percentage over time with each maintenance
control method.

Figure 2-10 plots the cumulative average of uptime over time in seconds for each of the
maintenance approaches. With each of the approaches, the line on the graph is in a downslope
during downtime, and an upwards slope during uptime. The uptime percentage in the first 5000
seconds fluctuates greatly in comparison with the rest of the chart because there are fewer
numbers involved in the computation of the average. In each of the three approaches, the uptime
percentage begins at 100% since no maintenance has yet occurred. Each approach then drops
down as the first downtime occurs, adding downtime to the total time and decreasing uptime
percentage. The reactive approach starts with the largest drop since it was the only one of the
three to have unplanned downtime. At the bottom of the first drop (1423 seconds or 23.7
minutes), the reactive approach has spent 58% of the total time in uptime and 42% in downtime.
The uptime percentage on the reactive approach has a significant rise through the 10,000 second
mark as the seventh run completed 95 cycles, 55 cycles higher than the average of the previous
six uptime periods. In the reactive approach, downtime is always 10 minutes since it is
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unplanned. For the reactive approach to maintain 50% uptime percentage, each run would need
to last at least 10 minutes. The average uptime for each of the 31 uptime periods is 21.5 minutes,
which gives the total uptime percentage of 68%.
The preventative approach uptime percentage was fairly consistent given that the labscale factory consistently completes 25 cycles in around 10 minutes, keeping variation within a
45 second range. Each preventative uptime period was cut off at 25 cycles and the planned
downtime lasted for five minutes after each uptime period. The preventative approach began
with a higher average uptime percentage than the reactive approach until the previously
mentioned 95-cycle uptime period. This caused a longer average uptime duration for the reactive
approach which allowed for a significant increase in the average uptime percentage. Had the
uptime periods’ total cycles not varied significantly, the reactive approach’s average uptime
percentage may not have surpassed the preventative approach’s average uptime percentage.
The predictive approach average uptime percentage behaved similarly to the reactive
approach but is offset at a higher percentage because the predictive approach did not experience
unplanned downtime. The predictive approach uptime percentage rises on runs with longer
cycles since this approach was able to capitalize on the high cycle uptime periods.
For this BYU lab-scale factory, the predictive maintenance approach gave the highest
uptime percentage overall, but this result was dependent on the assumption that unplanned
downtime was worth twice as much time as planned downtime. Different maintenance situations
will have different ratios for unplanned and planned downtimes. Using the uptime data from the
16-hour test, a load test was performed on the downtime period length for each of the
maintenance approaches. The downtime was varied from 1 to 20 minutes, while keeping uptime

27

the same. Load testing data for the preventative, reactive, and predictive maintenance approaches
are shown in Figure 2-11, Figure 2-12, and Figure 2-13, respectively.

Figure 2-11: This load test graph compares the proportion of total time allocated to uptime
and downtime when applying the predictive maintenance approach. The downtime period
varies in length from 1-20 minutes while uptime remains the same.

Figure 2-12: This load test graph compares the proportion of total time allocated to uptime
and downtime when applying the reactive maintenance approach. The downtime period
varies in length from 1-20 minutes while uptime remains the same.
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Figure 2-13: This load test graph compares the proportion of total time allocated to uptime
and downtime when applying the preventative maintenance approach. The downtime
period varies in length from 1-20 minutes while uptime remains the same.

Since the predictive and reactive approaches had similar uptime durations, their uptime
percentages both range from around 95% to 50% as the downtime increases from 1 to 20 minutes
in Figure 2-11 and Figure 2-12. The preventative approach uptime ranges from 91% to 33% as
the downtime increases from 1 to 20 minutes in Figure 2-13. The preventative load test has an
overall lower uptime percentage and decreases at a faster rate than the predictive and reactive
load tests. This is because the downtime has a larger influence on the ratio of uptime and
downtime since maintenance is performed more often. With a frequent and regular maintenance
schedule, the duration of downtime has a larger effect on uptime percentage.
If the downtime duration for the reactive approach was lowered to five minutes, the
reactive and predictive approaches would have nearly the same average uptime. This leads to a
condition where the reactive maintenance can be performed just as quickly as any planned
maintenance. If there is no detriment to run until failure, the reactive approach would be optimal.
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In the case of a handheld power drill, used for drilling holes as part of a manufacturing process,
the best type of maintenance strategy to employ would be the reactive approach. When the drill
bit eventually breaks or wears down, that failure condition has a low chance of harming the work
material or the operator. Being a relatively inexpensive part, it is likely there are extra drill bits
close by. Changing out the drill bit takes the same amount of time whether it was expected ahead
of time or not. In this maintenance situation, running to failure has negligible negative effects.
The reactive approach would still be optimal, in this example, if planned downtime took 10
minutes and unplanned downtime took twice as long, because the uptime percentage would be
around 50% in either case. Though the uptime ratios are similar, maintenance would be
performed less often with the reactive approach since it happens less frequently.
On the other hand, there are extreme negative effects with running equipment to failure in
some situations. Running to failure may be a danger to the operators, cause equipment damage,
or damage the work material. In these high-risk situations, the equipment is typically maintained
with preventative maintenance to eliminate any risk of such high cost failure.
If running equipment to failure damages a part that is not readily available or damages
the work material, causing rework, the downtime duration can grow to be significantly larger
than a planned downtime would have taken. In Figure 2-14, a reactive maintenance load test
shows the ratio of planned to unplanned downtime, where planned remains at five minutes and
unplanned increases multiplicatively. If unplanned downtime takes 20 times longer than planned
downtime (80 minutes), uptime drops to 17%. Employing a predictive maintenance approach in
this situation will allow for the avoidance of unplanned downtime and would maximize uptime.
High stake applications where failure must be completely avoided could also benefit from a
cautious predictive maintenance approach. The predictive approach has many benefits that the
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preventative approach has, but the main difference is leveraging current equipment condition and
historical data in making maintenance decisions. The predictive algorithm can be trained to make
conservative predictions. If the model is explainable, accurate enough to meet the needs of the
application, and reliable, there are a wide variety of applications that could benefit from its
implementation.

Figure 2-14: This load test graph compares the proportion of total time allocated to uptime
and downtime when applying the reactive maintenance approach. The downtime period
varies as a multiple of 1-20 times planned downtime.

The choice of maintenance approach is not only affected by downtime durations, but also
the cost of reaching failure. The cost of failure is not measured just by the length of the
downtime but other costs as well. In the case of a nuclear reactor, reaching failure is not an
option and the preventative maintenance method must be used with a high safety factor to ensure
failure never occurs. Similarly, as a part moves through manufacturing processes and gains
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value, if the failure of the final process has the potential to damage or destroy the part, this must
be considered in the maintenance approach selection.

Conclusions and Future Work
The purpose of this study was to help SMEs more readily achieve the benefits of industry
4.0. This purpose was accomplished by validating a method for SMEs to more easily implement
industry 4.0 data analytics as a full-stack data analytics solution. The full-stack approach
presented has been shown to add significant value in a lab-scale factory predictive maintenance
application. Being that it is a full-stack solution, it is more feasible to implement than best of
breed analytics solutions presented in literature.
While using the predictive maintenance approach, the lab-scale factory did not
experience an unexpected failure related to the buffer. Since the lab-scale factory process
duration is dependent on rolling dice, the uptime period durations vary greatly. However, it was
found during testing that the uptime period duration is not a factor in the successful prediction of
failure. Instead, the fact that the buffer amounts can increase as well as decrease can potentially
cause large errors in failure predictions. Regardless, the predictive approach still had the highest
average uptime percentage. In industry, the majority of equipment will only degrade and the
processes are more consistent, which would yield the same or better results in a similar
application.
Though using a predictive maintenance approach can provide value in various situations,
it may not be appropriate to use it in all situations. Certain factors must be considered before
implementing a predictive maintenance solution, such as the cost of equipment or process failure
and the duration of maintenance related downtime. By presenting an example implementation
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and quantifying the value of the solution in a maintenance scenario, this study provides SMEs
knowledge on how to move forward with adopting industry 4.0 practices related to data
analytics. If the presented data analytics solution is implemented, SMEs would be able to achieve
the benefits of industry 4.0 in a more manageable and affordable way.
In future research, it would be valuable to have more comparisons to best of breed
approaches. It would also be valuable to compare the cost of implementing a full-stack and best
of breed solution, as well as the performance of the algorithms. This information would further
help SMEs and potentially other manufacturing enterprises to intelligently implement industry
4.0 data analytics.
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3

CONCLUSIONS

Industry 4.0 is the fourth industrial revolution, focusing on bringing the latest
technological developments into manufacturing systems. This research was centered on
deploying current industry 4.0 strategies onto a lab-scale factory at Brigham Young University.
Recognizing data analytics to be impactful for manufacturing enterprises in general, technologies
supporting industrial data analytics were deployed onto the BYU lab-scale factory. The software
components as a whole were of interest in this deployment and the performance of the selected
solution was evaluated and the value was quantified. The data analytics solution was deployed in
a predictive maintenance scenario and the value of the solution was quantified by comparing the
resulting metrics to alternative maintenance solutions, those being preventative and reactive. The
software architecture of the selected data analytics solution is unique from solutions presented in
literature in that each software component is from a single vendor. That being the case, this is
believed to be the first publication presenting a full-stack data analytics solution performing shop
floor analytics in a manufacturing environment. There are various benefits outlined in chapter 2
for a manufacturing enterprise to employ a full-stack data analytics solution. Therefore, this fullstack solution warranted a performance evaluation and a quantified potential impact on
manufacturing performance.
It was discovered that in comparison to preventative and reactive maintenance
approaches, the predictive approach using the full-stack solution had:
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•

12% increase in the total average uptime percentage.

•

100% accuracy in stopping the system before failure.

•

Stopped the system 1.9 cycles on average before system failure.

•

The predictive approach ended the uptime period on average 96 seconds before the
reactive approach.

•

The predictive approach extended uptime on average 10 minutes longer than the
preventative approach.
As unplanned downtime was estimated to be equal to twice the value of planned

downtime for the above results, load tests were performed where the length of the downtime
period was varied. The following results were obtained from these tests:
•

The predictive and reactive approaches had similar uptime percentages, ranging from
95% ± 2% to 50% ± 2% as the downtime increases from 1 to 20 minutes.

•

The preventative approach uptime percentage ranges from 91% to 33% as the downtime
increases from 1 to 20 minutes.

•

If unplanned downtime takes 20 times longer than planned downtime (80 minutes),
uptime drops to 17%.
The choice of maintenance strategy depends on the cost and duration of unplanned and

planned downtime, the risks of reaching failure, and the cost of equipment or repairs. Another
factor to consider is the accuracy of the predictive model when selecting a maintenance approach
for a given application.
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The predictive maintenance approach successfully eliminated unexpected breakdowns
and extended the uptime periods of the lab-scale factory. Other studies have achieved similar
results to this in finding that predictive maintenance can be advantageous in the right setting.
This study provides further insight in that it compares predictive maintenance with preventative
and reactive. The full-stack data analytics solution also proved to add significant value when
applied to a predictive maintenance scenario. With this information, manufacturing enterprises
can better make decisions on future implementation of industry 4.0 data analytics and
maintenance strategies.
One of the other main challenges in implementing industry 4.0 data analytics strategies is
the availability of scalable solutions that work in various environments. In the future, it may be
useful to focus on validating the scalability of the presented data analytics solution. This could be
done by attempting to achieve connectivity to many diverse hardware setups. To further prove
the performance of the analytics, it may be useful to create many predictive models using various
datasets. Finally, it may also be useful to explore other unique industrial applications for data
analytics that are less known.
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