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Referat
Die vorliegende Arbeit befaßt sich mit instationären, uni- oder multivariaten
Zeitreihen, die bei der Beobachtung komplexer nichtlinearer dynamischer Syste-
me entstehen und sich der Modellierung durch ein globales Modell entziehen.
In vielen natürlichen oder gesellschaftlichen Prozessen kann man jedoch wie-
derkehrende Phänomene beobachten, die von deren Rhythmen beeinflußt sind;
ebenso lassen sich in technischen Prozessen beispielsweise aufgrund einer be-
darfsorientierten Steuerung wiederholte, aber nicht periodische Verhaltenswei-
sen ausmachen. Für solche Systeme und Zeitreihen wird deshalb vorgeschlagen,
eine partielle Modellierung durch mehrere lokale Modelle vorzunehmen, die
wiederkehrende Phänomene in Form zeitlich begrenzter Muster beschreiben.
Um den Unwägbarkeiten dieser und sich anschließender Aufgabenstellungen
Rechnung zu tragen, werden in dieser Arbeit durchgehend unscharfe Ansätze
zur Modellierung von Mustern und ihrer Weiterverarbeitung gewählt und aus-
gearbeitet. Die Aufgabenstellung der Erkennung von Mustern in fortlaufenden
Zeitreihen wird dahingehend verallgemeinert, daß unvollständige, sich noch
in Entwicklung befindliche Musterinstanzen erkannt werden können. Basie-
rend auf ebendieser frühzeitigen Erkennung kann der Verlauf der Zeitreihe
– und damit das weitere Systemverhalten – lokal prognostiziert werden. Auf
Besonderheiten und Schwierigkeiten, die sich aus der neuartigen Aufgabe der
Online-Erkennung vonMustern ergeben, wird jeweils vermittels geeigneter Bei-
spiele eingegangen, ebenso die praktische Verwendbarkeit des musterbasierten
Vorhersageprinzips anhand realer Daten dokumentiert.
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Βουλεύου δὲ πρὸ ἔργου, ὅπως µὴ µω˜ρα πέληται.
Überlege vor der Tat, damit nichts Törichtes daraus entstehe.
Äsop
1. Einleitung
1.1. Umfeld und Einordnung
1.1.1. Zeitreihen und deren Aufgabenstellungen
Zum Begriff. Eine zeitlich geordnete Folge von Daten, die jeweils mit ei-
nem gleichbleibenden oder veränderlichen zeitlichen Abstand anfallen, nennt
man Zeitreihe. Aus einem zeitkontinuierlichen Prozeß oder Signal kann eine
Zeitreihe also durch regelmäßige (äquidistante) oder unregelmäßige Abtastung
gewonnen werden. Bei univariaten Zeitreihen wird zu jedem Abtastzeitpunkt
ein skalarer Wert, bei multivariaten ein vektorieller Wert hinzugefügt; letzterer
jedoch in gleichbleibender Struktur.
Entsprechend ihrer Entstehung und der Art ihrer Beobachtung (aus techni-
scher Sicht vor allem: Messung) unterliegen Zeitreihen in nahezu allen Fällen
einem gleichzeitigen Einwirken deterministischer und stochastischer Einflüsse.
In vielen, wenn auch nicht allen Fällen decken sich diese Anteile mit der aus
jeweiliger Anwendungssicht getroffenen Einteilung in sogenannte Nutz- und
Störsignalanteile, wobei das Wörtchen „und“ bei beiden Einteilungen nicht zur
umgangssprachlich naheliegenden Annahme der additiven Überlagerung ver-
leiten sollte; in praxi sind auch kompliziertere, nichtlineare und daher schwerer
oder gar nicht wieder zu trennende Überlagerungen zu erwarten.
Zeitreihen können abgeschlossene Vorgänge beschreiben und sind dann von
bestimmter, endlicher Länge, oder können aber – im Falle sogenannter strea-
ming time series – endlos oder für nicht absehbare Zeit fortgeschrieben werden.
Abgeschlossene Vorgänge können natürlich auch zeitlich lokal in fortlaufenden
Zeitreihen beobachtet werden. Solcherlei Beobachtungen oder Phänomene1
werden dann gemeinhin als Muster in einer Zeitreihe bezeichnet. Umfaßt eine
abgeschlossene Zeitreihe genau die Beobachtung eines solchen Phänomens,
kann auch diese gesamte Zeitreihe als Muster bezeichnet werden.
1Aus dem Altgriechischen, φαινοµενον: etwas, das erscheint.
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Typische Aufgaben: Modellierung und Darstellung. Anhand der bisheri-
gen Betrachtungen lassen sich bereits viele der typischen Aufgabenstellungen,
die sich im Umgang mit Zeitreihen ergeben, motivieren: Aus Sicht der Speiche-
rung (vieler) gemessener Daten wird oftmals eine komprimierte Darstellung
gesucht, möglichst beschränkt auf den relevanten Nutzsignalanteil. Damit ver-
bunden ist meist die Frage, wie sich die objektiv oder subjektiv als wesentlich
beurteilten Anteile modellieren und aus der Zeitreihe extrahieren lassen.
Maße für Ähnlichkeit und Distanz. Zum formalen Vergleich verschiede-
ner Zeitreihen sind geeignete Distanzmaße notwendig. Das Finden von Di-
stanzmaßen ist oftmals direkt mit der Modellierungsaufgabe verknüpft, da
bei abgetasteten Zeitreihen eine Ähnlichkeitsberechnung sowohl anhand der
ursprünglichen Meßdaten erfolgen kann, sowie auch nach verlustfreien oder
-behafteten Transformationsschritten.
Klassifikation. Unmittelbar anknüpfend an Ähnlichkeitsberechnungen erge-
ben sich Aufgaben zur Klassifikation von Zeitreihen. Dies betrifft sowohl die
Aufgabe der Wiedererkennung von Zeitreihen vor dem Hintergrund vorhande-
ner Zeitreihen(-Datenbanken), als auch die Aufgabengebiete von Abstraktion
und Wissenserwerb, in denen Methoden des maschinellen Lernens auf Zeitrei-
hen angewendet oder speziell für diese entwickelt werden.
Mustererkennung. In Abgrenzung zur Klassifikationsaufgabe für vollstän-
dige, abgeschlossene Zeitreihen soll die Erkennung lokaler Muster betrachtet
werden, die sich also mit Ausschnitten ganzer Zeitreihen befaßt. Im Unter-
schied zur Behandlung vollständiger Zeitreihen kommt für solche Erkennungs-
und data mining-Aufgaben oftmals erschwerend hinzu, daß der Zeitpunkt des
Auftretens lokaler Muster nicht bekannt sein muß und variieren kann, weshalb
hierfür spezielle Verfahren notwendig sind.
Vorhersage. Traditionell ein intensiv beforschtes Gebiet ist die Aufgabe der
Vorhersage von Zeitreihen bzw. Zeitreihenabschnitten, die je nach Ansatz enger
mit derModellierungs- oder Klassifikationsaufgabe verknüpft ist. Die Bandbrei-
te der Anwendungen umfaßt von technischen Prozessen überWirtschaftsdaten
bis hin zu menschlichen Verhaltensweisen verschiedenste Arten (meist nicht-
linearer) dynamischer Systeme, die sich oftmals aufgrund ihrer Komplexität
oder fehlenden Modellierbarkeit einer analytischen Betrachtung von innen
heraus entziehen.
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1.1.2. Literaturüberblick
Modellierung von Zeitreihen. Verschiedenste Kategorisierungen von Zeit-
reihenmodellen sind möglich, hier soll der in [Antunes und Oliveira 2001]
vorgeschlagenen Unterteilung gefolgt werden, welche Modelle im Zeitbereich,
Modelle, die auf Transformationen in Bildbereiche beruhen, sowie generati-
ve Modelle umfaßt. Zu letzteren zählen insbesondere auch die weitverbreite-
ten Differenzengleichungsmodelle, wie etwa ARIMA, die in der „klassischen“
Zeitreihenanalyse einen großen Stellenwert einnehmen [Harvey 1993; Chatfield
2003; Rinne und Specht 2002]. Da sich im Gegensatz zu den bei diesen klassi-
schen Modellen zugrunde gelegten Annahmen die (statistischen) Eigenschaf-
ten realer Zeitreihen über der Zeit ändern [Palma 2007], wurden Modelle der
ARCH-Familie entwickelt [Engle 1982], die derartige Fluktuationen beschrei-
ben können. Aus den Ingenieurwissenschaften stammen Transferfunktions-
und Zustandsraummodelle, die besonders in Verbindung mit Kalman-Filtern
Bedeutung für die Zeitreihenanalyse erlangt haben [Harvey 1993]. Auch pro-
babilistische Modelle können in Kategorie der generativen Modelle fallen, wie
etwa Hidden Markov Models für multivariate [Kirshner 2005] oder univariate
Zeitreihen [Kim und Smyth 2006], wo beispielsweise jeder Zustand desModells
einem Abschnitt der Zeitreihe entspricht. Künstliche neuronale Netze können
aufgrund ihrer Eigenschaft als allgemeine nichtlineare Funktionsapproximato-
ren [Hornik u. a. 1989] ebenfalls für die Modellierung von Zeitreihen eingesetzt
werden. Ein häufiger Kritikpunkt der neuronalen Netze betrifft deren Charak-
ter des black box-Modells, bei dem Interpretierbarkeit oder Rückschlüsse auf
die Trainingsdaten nicht möglich sind – auch wenn es möglich ist, bestimmte
neuronale Netze in unscharfe regelbasierte Systeme umzuformen [Benitez u. a.
1997]. Diese bilden eine weitere Klasse von Modellen, die von Experten aufge-
stellt oder aus Daten gelernt werden können [Stadler 2004]. Für nichtlineare
Zeitreihen, deren Dynamik mit „konventionellen“ Modellen nicht beschrieben
werden kann, bietet außerdem die Chaostheorie weiterhin neue Methoden und
Modelle [Kantz und Schreiber 2004].
Zu den bedeutendsten Transformationsmethoden für Zeitreihen in Bild-
bereiche zählen die Fourier- und die Wavelet-Transformation. Besonders
die Betrachtung im Frequenzbereich gehört seit langem zum Repertoire der
Zeitreihenanalyse. Mittels diskreter Fourier-Transformation lassen sich, wie
etwa in [Agrawal u. a. 1993], Zeitreihen durch wenige, dominante Fourier-
Koeffizientenmodellieren, die denHauptenergiegehalt des betreffenden Signals
ausmachen. Im Gegensatz zur Fourier-Transformation können mit Wavelets
[Percival und Walden 2006] zeitlich lokalisierte und begrenzte Änderungen
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in der Zeitreihe behandelt werden, ohne daß sich dies auf das gesamte Trans-
formationsergebnis auswirkt, wie es beim Spektrum der Fall ist. Zu beachten
ist jedoch, daß die Fourier- oder Wavelet-Approximation einer Zeitreihe zu
lokalen Extrema und Wendepunkten führen kann, die in den ursprünglichen
Daten nicht enthalten sind [Höppner 2003].
Im Zeitbereich ist es entweder möglich, direkt mit den (zumeist quasi-kon-
tinuierlich) abgetasteten Daten zu arbeiten, oder daraus Modelle abzuleiten.
Dabei ist häufig das Ziel, den Speicheraufwand zu reduzieren und schnellere
Verfahren zu ermöglichen, beispielsweise für eine Ähnlichkeitsberechnung
zweier Zeitreihen. Ansätze hierzu umfassen die Aggregierung jeweils mehrerer
Abtastwerte [Lin u. a. 2003], die Diskretisierung [Mörchen und Ultsch 2005]
in Symbole, die aber im Zeitbereich verankert sind, oder die Segmentierung in
Abschnitte, die sich mit Geradenstücken [Keogh u. a. 2001b] oder allgemein
Polynomen jeweils ausreichend genau beschreiben lassen. In [Höppner 2002;
Höppner 2003] werden Zeitreihen durch Nullstellensuche nach zweifachem
Differenzieren in Intervalle geteilt, die jeweils einem linear, konkav oder konvex
ansteigenden Teilmuster entsprechen. Auf diesen Intervallen basiert die symbo-
lische Beschreibung der Zeitreihe. Da für deren Ermittlung rauschfreie Signale
notwendig sind, wird eine Multiskalen-Filtermethode vorgeschlagen, die ohne
a priori festzulegende Schwellwerte eine robuste Abstraktion ermöglicht. Auf
der Repräsentation von Zeitreihen durch Symbole, die jeweils bestimmte Teil-
muster beschreiben, basiert auch eine Beschreibungssprache für die Suche von
Mustern in Zeitreihendatenbanken [Agrawal u. a. 1995b]. Letzteres führt zu
einer weiteren Aufgabenstellung für Zeitreihen, die mit der Modellierung eng
verknüpft ist: die Ähnlichkeitsberechnung mehrerer Zeitreihen.
Maße für Ähnlichkeit und Distanz. Zwei Arten von Ähnlichkeitsberech-
nungen werden von [Faloutsos u. a. 1994] unterschieden: die Ähnlichkeit voll-
ständiger Zeitreihen (whole matching) und die Ähnlichkeit von Teilsequenzen
(subsequence matching). Die einfachste und weitestverbreitete Möglichkeit für
die Ähnlichkeitsberechnung mittels eines Abstandsmaßes ist die Nutzung des
euklidischen Abstandes, allerdings nur für gleichförmig abgetastete Zeitrei-
hen gleicher Länge. Je nach Anwendungsfall kann es sinnvoll sein, die Zeitrei-
he bezüglich des Mittelwertes oder der Streuung zu normieren, um eine Ver-
gleichbarkeit der Amplitudenwerte zu ermöglichen. Bei unterschiedlich langen
Sequenzen oder dem Vorhandensein zeitlicher Verzerrungen innerhalb der
Zeitreihen versagt der euklidische Abstand ebenso wie andere Metriken der
Minkowski-Familie. Für solche Fälle kann man die Methode des Dynamic
Time Warping (DTW) für die Ähnlichkeitsberechnung verwenden [Berndt
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und Clifford 1994], die durch dynamische Optimierung die jeweils am besten
passenden Punktepaare zweier Zeitreihen ermittelt. Allerdings stellen [Ratana-
mahatana und Keogh 2004] fest, daß der Einsatz von DTW letztlich nur für
Verzerrungen bis 10% sinnvoll erscheint; für Zeitreihenmit stark verschiedener
Länge sind durch einfaches Resampling auf eine gemeinsame Zeitbasis bereits
sehr gute Ergebnisse erzielbar.
Für eine effiziente Ähnlichkeitsberechnung in großen Datenbanken [André-
Jönsson 2002; Li u. a. 2004] wird oftmals eine stärkere Diskretisierung der Da-
ten vorgenommen, die die Zeitreihen nach festen Vorgaben [Keogh u. a. 2000;
Lin u. a. 2003] oder adaptiv [Keogh u. a. 2001a; Mörchen und Ultsch 2005]
in Symbole unterteilt. Diese ermöglichen eine schnelle näherungsweise Ab-
standsberechnung. Ein weiterer Ansatz, der an das umrißbasierte Ähnlichkeits-
empfinden des Menschen erinnert, besteht in der Segmentierung der Zeitreihe
in näherungsweise linear ansteigende Abschnitte [Keogh u. a. 2001b] zur an-
schließenden Ähnlichkeitsberechnung [Keogh und Smyth 1997]. Insgesamt
ist festzustellen, daß viele Modelle und Methoden eine konstante Abtastzeit
voraussetzen, für nicht äquidistant abgetastete Zeitreihen existieren nur wenige
Angebote. [Möller-Levet u. a. 2003] beispielsweise nutzt hierbei die Anstiege
zwischen den Abtastzeitpunkten für die Ähnlichkeitsberechnung.
Außerhalb des Zeitbereichs ist die Ähnlichkeitsberechnung durch den Ver-
gleich dominierender Fourier-Koeffizienten verbreitet [Agrawal u. a. 1993],
ebenso mittels Koeffizienten der diskreten Wavelet-Transformation (DWT)
[Chan und Fu 1999]. DWT setzt allerdings Zeitreihen mit 2n Abtastwerten
voraus. Weitere Ansätze basieren auf Singulärwertzerlegung (SVD) [Korn u. a.
1997] und Hauptkomponentenanalyse (PCA) [Yang und Shahabi 2004].
Klassifikation. Direkt anknüpfend an die Ähnlichkeitsberechnungen, und
deshalb an dieser Stelle auch nur kurz erwähnt, ist auch hier zwischen whole
matching und subsequence matching zu unterscheiden, wobei die Klassifikation
ganzer, abgeschlossener Zeitreihen in der Literatur deutlich im Vordergrund
steht. Prinzipiell ist es anhand von Abtastwerten oder transformierten Dar-
stellungen – mithin also allen genannten Arten der Ähnlichkeitsberechnung
– möglich, Zeitreihen als zu klassifizierende Objekte zu betrachten und mit
allen verbreiteten Klassifikationsverfahren [Duda u. a. 2000; Bishop 2006] zu
bearbeiten.
Die Aufgabenstellung des subsequence matching wird hier vor allem verstan-
den als Klassifikation lokaler Muster und, wegen des starken Bezugs zu dieser
Arbeit, im nachfolgenden Abschnitt gesondert betrachtet.
6 1. Einleitung
Mustererkennung. Bereits bei klassischen Verfahren der Zeitreihenmodel-
lierung wird teilweise auf die Bedeutung lokaler Phänomene eingegangen, bei-
spielsweise durch Anwendung von Vergessensfunktionen bei adaptiven Mo-
dellschätzungen, die Ausdruck eines lokalen statt globalen Trends in einer
Zeitreihe sind [Harvey 1993]. Die Popularität von Wavelet-basierten Verfahren
der Zeitreihenanalyse [Percival und Walden 2006], die explizit zeitlich lokale
Veränderungen als Modellbasis zugrunde legen, kann als Konsequenz dessen
angesehen werden, daß viele reale Zeitreihen die Prämissen traditioneller Ver-
fahren (z. B. „globales“ Modell, Stationärität etc.) nicht erfüllen.
Das Interesse zur Erkennung echt lokaler Muster ging lange Zeit vorrangig
von Spracherkennungsanwendungen aus, dort häufig mittels Hidden Markov
Models umgesetzt [Rabiner 1989]. In jüngerer Zeit wurde Mustererkennung
in Datenströmen [Babu und Widom 2001] auch aus Sicht von Online-Daten-
banken interessant, beispielsweise zur Auswertung des Nutzerverhaltens im
Internet, wenn auch dort eher für symbolische Zeitreihen. In reellwertigen
Zeitreihen verwenden [Gao undWang 2005] Fourier-Transformationen (FFT)
zur Mustererkennung, [Shahabi und Yan 2003] und [Li u. a. 2007] benutzen
Singulärwertzerlegung (SVD) zur Gesten- und Bewegungserkennung in multi-
variaten Zeitreihen. Neuronale Netze sind in ihrer Eigenschaft als universelle
Approximatoren [Hornik u. a. 1989] ebenfalls zurMustermodellierung geeignet,
werden aber häufiger für quantitative Prognoseaufgaben eingesetzt [Hippert
u. a. 2001]. Außerdem bieten sich auf Auto- und Kreuzkorrelation fußende
Verfahren sowohl für die Aufgabe des Wissenserwerbs, als auch für die Wie-
dererkennung von Mustern an [Chatfield 2003; Höppner und Klawonn 2009].
x
t
Muster
Zeitreihe
FFT
FFT
Vergleich
(a) Erkennung mit Transformation (FFT)
x
t
Klassikator
Zeitreihe
µ(t)
(b) Klassifikation über gleitendes
Fenster
Abbildung 1.1.:Mustererkennung in fortlaufenden Zeitreihen.
Zur Erkennung zeitlich verzerrter Teilmuster nutzt [Tormene u. a. 2009]
Dynamic TimeWarping (DTW, siehe Abb. 1.2) als Distanzmaß, das von [Berndt
und Clifford 1994] erstmals für Zeitreihen eingesetzt worden war und ursprüng-
lich auch aus demGebiet der Spracherkennung stammt [Sakoe und Chiba 1978].
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x
t
Muster
Zeitreihe
(a)Mittels euklidischer Distanz
x
Muster
Zeitreihe
t
(b)Mittels Dynamic Time Warping
Abbildung 1.2.: Vergleich von Muster und Zeitreihenabschnitt mit verschiedenen
Distanzmaßen für unverzerrte und verzerrte Muster.
Eine Erweiterung dieses Distanzmaßes, die höhere Genauigkeit verspricht, stellt
[Latecki u. a. 2005] mit der Methode desMinimal Variance Matching (MVM)
vor, das dort ebenfalls zum Auffinden von Teilmustern eingesetzt wird.
Allgemein ist zunehmend ein Trend hin zuOnline-Verfahren zu verzeichnen,
d. h. zur Mustererkennung in sich entwickelnden Zeitreihen (streaming time
series) [Kasetty u. a. 2008]. Auch hier kann DTW verwendet werden, etwa von
[Sakurai u. a. 2007] und [Peng u. a. 2008]. Festzustellen ist jedoch, daß auch
bei den diesen Online-Verfahren immer vollständige Muster gesucht werden,
eine frühzeitige Erkennung sich entwickelnder Muster wird nicht behandelt.
In [Félix u. a. 2003; Otero u. a. 2004] beschrieben werden sogenannte Fuzzy
Temporal Profiles. Die Grundidee ist, signifikante Punkte eines Musters (z. B.
Extrema) unscharf zu beschreiben und die zeitliche Relation zwischen diesen
Punkten, auch über mehrere Zeitreihen hinweg, mittels fuzzy constraints an-
zugeben (siehe Abb. 1.3). Dadurch handelt es sich letztlich um ein Modell für
multivariate Muster, wenn auch die signifikanten Punkte nur in univariaten
Zeitreihen definiert werden. Der Entwurf erfolgt expertenbasiert. Angewen-
det wird das Modell für diagnostische Zwecke, nämlich die Wiedererkennung
abgeschlossener Muster; insbesondere im medizinischen Bereich für Überwa-
chungszwecke [Barro u. a. 2001; Félix u. a. 2001; Otero u. a. 2009], aber auch
für die Situationserkennung autonomer mobiler Systeme [Otero u. a. 2006].
[Lowe u. a. 1999] stellen ein Modell namens Fuzzy Templates vor, das teil-
weise auf der Arbeit von [Steimann 1996] aufbaut. Diese Muster bestehen aus
mehreren Abschnitten (z. B. Anstiege), die jeweils als unscharfe Verläufe mo-
delliert werden, und über zeitliche und logische Abhängigkeiten miteinander
verbunden werden (siehe Abb. 1.4). Da sich die Teilabschnitte auch über meh-
rere Zeitreihen verteilen können, ist auch hier von einem multivariaten Modell
zu sprechen, wenn auch die elementaren Verläufe wiederum nur für univariate
Zeitreihen definiert sind. Der Entwurf erfolgt ebenfalls expertenbasiert. An-
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x
t
τ1
τ2
τ3
Abbildung 1.3.: Fuzzy Temporal Profile nach [Félix u. a. 2003; Otero u. a. 2004]:
Muster mit vier signifikanten Punkten, die durch drei zeitliche Restriktionen τ1,2,3
verbunden sind.
x
t
µ
τ
Abbildung 1.4.: Beispiel für Fuzzy Template nach [Lowe u. a. 1999]: Verbund zweier
Verläufe, die durch trapezförmige unscharfe Mengen modelliert werden und in
bestimmter zeitlicher Relation τ stehen.
wendungen des Modells sind im medizinischen Bereich angesiedelt, z. B. der
Überwachung von Patienten während der Anästhesie.
Weitere Möglichkeiten, zeitliche Aspekte in bestehende Verfahren zu in-
tegrieren, bestehen in der Erweiterung unscharfer Regelwerke um zeitliche
Komponenten [Qian 1992], beispielsweise: „if temperature is high before voltage
is low then . . . “. In [Cariñena u. a. 1999] werden ähnliche Regeln („voltage is low
for 20 seconds“) explizit als Fuzzy Temporal Rules bezeichnet, die unter anderem
Verwendung bei der Situationserkennung mobiler Roboter finden [Mucientes
u. a. 2001; Cariñena u. a. 2004].
Vorhersage. Die „klassischen“ Methoden der Zeitreihenvorhersage beruhen
auf linearen, meist Differenzengleichungsmodellen, deren Anwendung jedoch
Eigenschaften wie Stationarität von den Zeitreihen fordert [Chatfield 2003].
Sobald diese oder andere Vertreter aus der Kategorie der generativen Modelle
eingesetzt werden, etwa Übertragungsfunktionen, können sie bei Bekanntsein
der Parameter unmittelbar für Vorhersagezwecke genutzt werden.
Weiterentwicklungen der klassischenModelle wie GARCH sind vor allem in
der Ökonometrie im Einsatz, beispielsweise zur Vorhersage von Energiepreisen
[Garcia u. a. 2005]. Als weitere stochastische Modellart werden auch Hidden
Markov Models zur Vorhersage eingesetzt, etwa in [Gonzalez u. a. 2005] für den
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gleichen Anwendungsfall der Preisentwicklung des Energiespotmarkts.
Ansonsten unterscheidet [Rauschenbach 2005] für nichtlineare Modelle zur
Vorhersage vor allem drei Kategorien: nichtlineare Zustandsraummodelle in
Verbindung mit den Extended- oder Unscented-Varianten der Kalman-Filter,
künstliche neuronale Netze sowie regel- und musterbasierte Fuzzy-Systeme.
Während das Kalman-Filter i. a. das Wissen über das Zustandsraummodell
voraussetzt, um nach einer Zustandsschätzung eine Vorhersage abgeben zu
können, sind über duale oder verbundene Schätzungen auch Modellparameter
und Zustand gleichzeitig schätzbar.
Künstliche neuronale Netze sind eigentlich statische nichtlineare Modelle,
können jedoch – setzt man als Eingangsgrößen eines Netzes die bereits ver-
gangenen Werte einer Zeitreihe an – auch für das dynamische Problem der
Zeitreihenvorhersage verwendet werden, z. B. durch Nachbildung nichtlinearer
Differenzengleichungsmodelle. Einen anwendungsbezogenen Vergleich über
verschiedene Varianten der neuronalen Netze im Kontext der Vorhersage führt
[Hippert u. a. 2001] durch. Ähnliches gilt für regelbasierte Fuzzy-Systeme, die
ursprünglich ebenfalls statische nichtlineare Modelle bilden, jedoch – etwa
durch Einbeziehung temporaler Prädikate – teils auch als dynamische Modelle
eingesetzt werden können. Nach wie vor werden oft hybride Ansätze gewählt,
die vor allem Neuro- und Fuzzy-Methoden miteinander verknüpfen, etwa in
[Kim u. a. 1995; Huarng und Yu 2006; Aliev u. a. 2008; Yarushkina u. a. 2009].
Für instationäre Zeitreihen, in denenMuster bestimmter Länge einer strikten
Periodizität folgend, aber in nicht bekannter Reihenfolge auftreten, haben sich
unscharfe Mustermodelle als leistungsfähige Möglichkeit zur wissensbasierten
Vorhersage erwiesen. Neben der Periodizität, die häufig von natürlichen und ge-
sellschaftlichen Tages- oderWochenrhythmen geprägt wird, ist diesen Mustern
eigen, daß sie oft aus einer Überlagung vieler individueller Einflüsse entstehen.
Damit gewinnen diese Zeitreihen deterministischen Charakter, so daß sich für
jedes Muster ein mittlerer, wiedererkennbarer Verlauf ergibt, der – nach parti-
eller Wiedererkennung – zur Vorhersage genutzt werden kann. Solches betrifft
etwa den elektrischen Energiebedarf auf einer Mittel- oder Hochspannungs-
ebene [Bretschneider 2002; Rauschenbach 2005], aber auch Verkehrsströme
auf Straßen oder teils Zugriffszahlen im Internet.
Daneben finden sich auch lokale musterbasierte Ansätze wie [Povinelli und
Feng 2003], [Šket Motnikar u. a. 1996] oder [Singh 2001], dort werden jedoch
nur sehr kurze Muster mit etwa zwei bis fünf Abtastwerten betrachtet, die nicht
unbedingt dem (auch semantisch motivierten) Musterbegriff zuzuordnen sind,
der dieser Arbeit zugrunde liegen wird.
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1.2. Zielstellung, Motivation undWahl der
Methoden
Wie im Literaturüberblick angeklungen, hat seit längerem ein Trend zur zeit-
lich lokalen Betrachtung von Zeitreihen und darin auftretenden Phänomenen –
insbesondere auch der in ähnlicher Form regelmäßig oder unregelmäßig wie-
derkehrenden Muster – eingesetzt. Solche Zeitreihen entstehen bei Beobach-
tungen komplexer, praktisch nicht modellierbarer Systeme. Wenn man lokale
Verhaltensweisen in diesen Zeitreihen (wie im Beispiel von Abb. 1.5) kennt und
beschreiben kann, ist zumindest eine kurzzeitige phänomenologische Modellie-
rung des Systemverhaltens möglich, wobei das lokale Wissen sowohl datenba-
siert erworben, als auch durch Einbeziehung extern zur Verfügung stehender
Informationen entstanden sein kann. Dies soll, unter Berücksichtigung der
Variabilitäten und Unsicherheiten, die bei einer punktweisen Betrachtung kom-
plexer Systeme mit verteilten Parametern zwangsläufig entstehen, den Rahmen
für die Zielstellung dieser Arbeit beschreiben.
x(t)
Abbildung 1.5.: Zur Motivation: Zeitreihe x(t)mit zwei Instanzen eines wiederkeh-
renden Musters (schwarz hervorgehoben).
Den Schwerpunkt stellt dabei die Modellierung und Erkennung von als
Zeitreihenabschnitte beschriebenen Mustern dar. Deren Modelle können für
diagnostische Zwecke genutzt werden (Wann trat welches Muster auf?), und
online eingesetzt zur Lösung von Überwachungsaufgaben, beispielsweise der
Unterscheidung kritischer dynamischer Verhaltensweisen. Andererseits besteht
eine weitere Möglichkeit der Nutzung einer Online-Mustererkennung in der
Ergänzung prognostischer Methoden für Zeitreihen um eine wissensbasierte,
zeitlich lokal begrenzte Komponente – etwa in Zusammenarbeit mit einer
langfristig orientierten Trendaussage.
Warum für die Lösung dieser Aufgaben ein auf unscharfen, klassifikations-
basierten Verfahren beruhender Weg beschritten werden soll, wird in den
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folgenden beiden Abschnitten 1.2.1 und 1.2.2 näher ausgeführt. Bei dem hier
gewählten Ansatz der sogenannten Fuzzy Pattern-Klassifikation für Zeitreihen
wird, wie in Kapitel 2 noch ausführlich beschrieben, dabei sowohl ein daten-
basierter als auch durch gezielten manuellen Entwurf gewählter Zugang zur
Erstellung der Modelle gewährleistet, was als deutliches Unterscheidungsmerk-
mal zu den in Abschnitt 1.1.2 vorgestellten Modellen (Fuzzy Temporal Profiles,
Fuzzy Templates, Fuzzy Temporal Rules) hervorgehoben werden muß.
Wie in Kapitel 2 und 3 noch ausgeführt wird, sind Fuzzy Pattern-basierte
Modelle bereits erfolgreich für Zeitreihen mit in festem Rhythmus auftreten-
den Mustern gleicher Länge genutzt worden.2 Die Restriktion der bekannten
Periodizität wird in dieser Arbeit wegfallen, dazu werden neue Aspekte und
Möglichkeiten (sowie natürlich auch Probleme), die sich durch den Online-
Einsatz in Kapitel 4 ergeben, näher beleuchtet. Damit besteht ein auch für sich
stehendes Ziel dieser Arbeit weiterhin in der Fortschreibung und Weiterent-
wicklung einer etablierten Methodik in Richtung der lokalen Zeitreihenmuster.
Als eine wesentliche Meta-Zielstellung dieser Arbeit sei abschließend die
Verständlichkeit der verwendeten Methoden und Modelle genannt. Zugun-
sten der tatsächlichen Anwendbarkeit soll daher auf überformalisierte Ansätze
verzichtet werden, um eine Einschätzung im Sinne von [Steimann 1995a] zu
vermeiden:
»Many past contributions of informatics to soft sciences such as
medicine have suffered from overformalized notations and concepts
resulting in inadequate problem statements and restrictedly—if at
all—applicable solutions.«
1.2.1. Warum unscharfe Verfahren?
Komplexität vs. Genauigkeit. Die „exakten“ Wissenschaften beschäftigen
sich oftmals mit idealisierten Objekten – also Näherungen –, die in der Realität
nicht zu finden sind. Der Philosoph und Mathematiker Max Black faßte dies
in folgende Worte:3
»It is a paradox [. . . ] that the most highly developed and useful
scientific theories are ostensibly expressed in terms of objects never
encountered in experience.«
2Auf welch vielfältige Weise sich die Fuzzy Pattern-Klassifikation für Zeitreihen und temporale
Phänomene allgemein nutzen läßt, wird noch in den Abschnitten 1.3 und 2.3 zusammenfassend
beschrieben, und natürlich prinzipiell im Laufe der Arbeit deutlich werden.
3In: Vagueness. An Exercise in Logical Analysis [Black 1937, S. 427], Zitat nach [Seising 2008]
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In der Tat stoßen konventionelle mathematische und statistische Methoden
bei der Beschreibung realer, komplexer Systeme an ihre Grenzen. Bereits 1962,
also drei Jahre4 vor Einführung der Fuzzy Set-Theorie, forderte Lotfi Zadeh
in einem Artikel5 zur (mathematischen) Systemtheorie:
». . .we need a radically different kind of mathematics, the mathema-
tics of fuzzy or cloudy quantities which are not describable in terms
of probability distributions. Indeed, the need for such mathematics
is becoming increasingly apparent even in the realm of inanimate
systems, for in most practical cases the a priori data as well as the
criteria by which the performance of a man-made system is judged
are far from being precisely specified or having accurately-known
probability distributions. «
Die Möglichkeit, genaue und gleichzeitig verläßliche Angaben über ein Sy-
stem zu erhalten, schwindet mit dessen steigender Komplexität. Gefragt ist
deshalb eine Methodik, die fehlende Genauigkeit explizit berücksichtigen kann,
dazu erneut Zadeh in einem späteren Artikel:6
». . . as the complexity of a system increases, our ability to make preci-
se and yet significant statements about its behavior diminishes until
a threshold is reached beyond which precision and significance (or
relevance) become almost mutually exclusive characteristics.«
»Thus, to deal with such systems realistically, we need approaches
which do not make fetish of precision, rigor, and mathematical for-
malism, and which employ instead a methodological framework
which is tolerant of imprecision and partial truths.«
Motivation aus der Kommunikationstheorie. [Shannon 1948] diskutierte
die Auswirkung von Störungen auf Kommunikationskanäle und führte das
berühmt gewordene, in Abb. 1.6 dargestellte Blockschaltbild ein. Für jede über-
tragene Information schlußfolgerte er für die Verläßlichkeit der empfangenen
4Bezogen auf den ersten wissenschaftlichen Artikel Fuzzy Sets [Zadeh 1965]. Jedoch hatte Zadeh
erste Gedanken bereits 1964 mit Richard Bellman in einemMemorandum Abstraction and
Pattern Classification der RAND Corporation veröffentlicht [Bellman u. a. 1964].
5From Circuit Theory to System Theory [Zadeh 1962] erschien zu einer Zeit, als beispielsweise die
heute weitverbreitete lineare Zustandsbeschreibung elektrischer Netzwerke nach [Bashkow
1957] gerade einmal fünf Jahre eingeführt worden war.
6Outline of a New Approach to the Analysis of Complex Systems and Decision Processes [Zadeh
1973]
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noise
information source
transmitter receiver
destination
Abbildung 1.6.: Kommunikationskanal mit Störung nach [Shannon 1948].
Nachricht, daß auch bei Anwendung intelligenter Signalverarbeitungstechniken
eine Unsicherheit über den ursprünglichen Inhalt einer Nachricht verbleibt:
»If the channel is noisy it is not in general possible to reconstruct
the original message or the transmitted signal with certainty by any
operation on the received signal.«
»However clever one is with the coding process, it will always be
true that after the signal is received there remains some undesirable
uncertainty about what the message was.«
Eine Idee von [Weaver 1949] war die Erweiterung des durch Rauschen ge-
störten Kommunikationskanals in Abb. 1.6 durch semantisches Rauschen.7 Dies
entspricht einer zusätzlichen inhaltlichen Modifikation der zu übertragenden
Nachricht, die vom Empfänger durch eine zweite Dekodierungsstufe kompen-
siert bzw. entschlüsselt werden muß; vgl. Abb. 1.7 für das erweiterte Blockschalt-
bild. [Seising 2009] und [Nürnberger u. a. 2009] interpretieren dieWirkung der
beiden hinzugekommenen Übertragungsblöcke als Fuzzifizierung und Defuz-
zifizierung und sehen somit eine recht frühe Parallele zur Theorie unscharfer
Systeme auch in der Kommunikationstheorie.8 In aller Kürze bringt dies ein
Zitat von Weaver auf den Punkt:
». . . information and uncertainty find themselves to be partners.«
Zeitreihen als Beobachtungen bzw.Messungen eines dynamischenVorganges
unterliegen immer verschiedenen Arten von Störungen und Ungenauigkeiten
und verlangen deshalb nach Verfahren, die mit solchen umgehen können.
7Zur besserenUnterscheidungwird dann das „gewöhnliche“ Rauschen aus Abb. 1.6 als engineering
noise bezeichnet.
8Freilich muß dabei die dieser Interpretation zugrundeliegende Definition von Fuzzifizierung
breiter gefaßt werden, als dies beispielsweise im Bereich von fuzzy control üblich ist, zumal es
sich auch um unterschiedliche Arten von Unsicherheit oder Unbestimmtheit handelt.
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engineering noise
information source transmitter receiver destination
semantic noise semantic receiver
Abbildung 1.7.: Kommunikationskanal nach [Weaver 1949] mit zusätzlicher seman-
tischer Störung.
Imprecision, uncertainty, weitere Begriffe und Aspekte. Unter realen Be-
dingungen erworbenes Wissen und aufgezeichnete Informationen können
folgende Charakteristika aufweisen:9
Imprecision bezeichnet eine Ungenauigkeit oder Unbestimmtheit, die qua-
litativer Natur (etwa die Vagheit eines Konzepts, pragmatic imprecision, oder
die Unmöglichkeit präziser Messungen oder Maße, semantic imprecision) oder
quantitativer Natur sein kann (z. B. fehlende Präzision bei einer Messung, syn-
tactic imprecision). Die Ungenauigkeit ist dabei auch abhängig von der Granu-
larität der Information [Bosc und Prade 1997]. So kann „30 Jahre“ eine genaue
Angabe des Alters sein, wenn nur ganze Lebensjahre gezählt werden.
Davon abzugrenzen ist incompleteness, die Bezeichnung für unvollständi-
ge oder fehlende Informationen. Gewisse Überschneidungen existieren mit
inaccuracy, der fehlenden Genauigkeit im Sinne einer Abweichungen eines
Wertes vom „wahren“ Wert. Widersprüchliche Informationen aus mehreren
Quellen bezeichnet der Begriff inconsistency, unzuverlässige Quellen oder In-
formationen dagegen unreliability, und unavailability schließlich das Fehlen
von Möglichkeiten zur Informationsbeschaffung überhaupt.
Uncertainty soll die Wahrscheinlichkeit oder den Glauben bezeichnen, daß
ein Wert der „richtige“ Wert ist. Insbesondere Dubois und Prade betonen die
Unterscheidung von uncertainty und imprecision [Dubois und Prade 1988]. Ein
einfaches Beispiel in diesem Sinne ist die Angabe eines ungenauen Wertes mit-
tels eines Intervalles, etwa um ein geschätztes Alter zu beziffern („zwischen 30
und 50 Jahre“). Diese imprecision ist meist subjektiv und hängt vom Beobachter,
Sensor etc. ab [Dubois 2007]. Die Glaubwürdigkeit einer solchen Angabe bzw.
des entsprechenden Beobachters gibt die certainty an. Im genannten Beispiel
können die Intervallgrenzen beispielsweise durch fuzzy sets in unscharfer Form
9Teilweise nach [Kwiatkowska u. a. 2009]. Die Bezeichnungen wurden hier in englischer Sprache
belassen, da Übersetzungen unnötige Ungenauigkeiten in den nicht immer strikt abgrenzbaren
Begriffsbestimmungen mit sich bringen können, die ohnehin bei unterschiedlichen Autoren
teilweise variieren.
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angegeben werden, wenn eine Einschätzung der Zuverlässigkeit bezüglich der
subjektiv angegebenen Intervallgrenzen vorliegt und modelliert werden soll.10
Wie in [Seising 2007] beschrieben, war Zadehs Wahl des Wortes fuzzy
nicht von der Vagheit eines Konzeptes motiviert (z. B. „ich komme später“),
sondern als Bezeichnung für nicht genau definierte oder definierbare Grenzen
(„ich komme etwa fünf Minuten später“). Insofern sind unscharfe Methoden
als besonders geeignet für den Umgang mit auf (Meß-)Daten basierenden
Informationen anzusehen, deren imprecision nur selten genau quantifiziert
werden kann und deshalb uncertainmodelliert werden muß.
Die klassische Wahrscheinlichkeitstheorie behandelt uncertaintymit ihren
Mitteln, auch wenn für diese unterschiedliche Ursachen vorliegen können [Du-
bois 2007; Baudrit u. a. 2008], wie einerseits Zufälligkeit bzw. Variabilität (sto-
chastic uncertainty), und andererseits unvollständige Informationen (epistemic
uncertainty).
Inzwischen sind neben Zadehs fuzzy set theory und fuzzy logic [Zadeh 1965]
weitere Theorien und Methoden zum Umgang mit uncertainty entstanden, vor
allem:11 intuitionistic fuzzy sets [Atanassov 1999], possibility theory [Zadeh 1978;
Dubois und Prade 1988], evidence theory [Dempster 1968; Shafer 1976], theory of
imprecise probabilities [Walley 1991], sowie die generalized theory of uncertainty
[Zadeh 2006; Dubois 2007].
Die Weiterentwicklung und Vielfalt der unscharfen Verfahren ist einerseits
erfreulich, jedoch auch nicht ohne Kehrseite. So merkt [Hüllermeier 2005] an,
daß die auf der fuzzy set theory basierenden Verfahren gerade im datenorientier-
ten Einsatz zunehmend black box-Charakter aufweisen, der ihre ursprüngliche
Zielrichtung konterkariert. Deshalb soll in dieser Arbeit darauf geachtet wer-
den, keine überformalisierten Ansätze zu verwenden, sondern die Kernidee
der unscharfen Mengen zur Modellierung von imprecision und uncertainty für
den Umgang mit realen Daten – hier: Zeitreihen – zu nutzen.
1.2.2. Warum ein klassifikatorischer Ansatz?
Die Aufgabe der Mustererkennung in Zeitreihen ist eigentlich als keine genaue
Übersetzung ihres englischsprachigen Äquivalents pattern recognition anzu-
sehen, denn dieser Begriff bezieht sich auf eine konkreter definierte Aufgabe.
Mustererkennung umfaßt zwei von der Informationsverarbeitung her deut-
10Bereits Max Black hatte für die Formulierung unterschiedlich vager Aussagen durch verschie-
dene Beobachter „a quantitative differentiation, admitting of degrees“ ([Black 1937], Zitat nach
[Seising 2008]) vorgeschlagen.
11Übersicht nach [Vorobyev 2009]
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lich verschiedene Aspekte, nämlich einerseits den Prozeß des Erkennens12 von
Mustern, die überhaupt auftreten – eine kognitive Aufgabenstellung –, und an-
dererseits das Wieder-Erkennen gelernter Muster, mithin genau die erwähnte
Aufgabe der re-cognition.13
Wiedererkennung, also die Bewertung und Einordnung neuer Informatio-
nen vor dem Hintergrund des bekannten Wissens, heißt Klassifikation. Mu-
stererkennung im kognitiven Sinn leistet also den Aufbau von Wissen in Form
von Klassen, und Musterwiedererkennung ordnet neue Musterinstanzen den
bekannten Klassen zu, klassifiziert sie.
Für pattern recognition in Zeitreihen als eine klassifikatorische Aufgabenstel-
lung haben dabei die im Kontext der Klassifikation wichtigen Begriffe Objekt,
Klasse,Merkmal eine bestimmte, konkretere Bedeutung:x Als Klasse ist hierbei jedes Muster zu betrachten, welches erkannt und
(meist) von anderen unterschieden werden soll. Eine Wissensbasis (Da-
tenbank) aller bekannten Muster bildet somit den Klassifikator für die
Aufgabenstellung der Mustererkennung.x Als zu klassifizierendes Objekt ist jede Zeitreihe bzw. jeder Zeitreihen-
abschnitt anzusehen, der mit den vorhandenen Klassen verglichen und
eingeordnet werden kann. Wiewohl jedes Objekt im Sinne eines Zeitrei-
henabschnittes (also dynamischen Vorgangs) definierte Grenzen auf-
weist, müssen diese nicht mit den zeitlichen Grenzen eines Vorgangs im
semantischen Sinne übereinstimmen, falls diese überhaupt existieren
bzw. präzise definierbar sind.x Ein Satz vonMerkmalen schließlich beschreibt jedes Objekt. Im Sinne
der in Abschnitt 1.1.2 beschriebenen Möglichkeiten und Maße zur Dar-
stellung und zum Vergleich von Zeitreihen kann es sich dabei sowohl
um die ursprünglichen Abtastwerte des Zeitreihenabschnittes handeln,
als auch um jede mögliche z. B. durch Transformation in Bildbereiche
abgeleitete Eigenschaft.
ImUnterschied zu „konventionellen“ Klassifikationsaufgaben ist zu beachten,
daß die Klassen Muster unterschiedlicher Länge beschreiben können, mithin
strukturell nicht gleichartig und kompatibel sein müssen. Insofern kann es sein,
daß nicht alle Objekte mit allen Klassen verglichen werden können.
Ab Kapitel 3 dieser Arbeit wird weiterhin die Besonderheit auftreten, daß
12Hier im Sinne des Wissenserwerbs, also dem Finden und Lernen von Mustern in einer unstruk-
turierten Umwelt.
13Trotz der eigentlich schon genaueren Definition wird selbst im Englischen dieser Begriff manch-
mal noch zu pattern matching präzisiert.
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unvollständige Objekte klassifiziert werden sollen. Zusätzlich wird im Kapitel 4
bei der Online-Erkennung von Mustern der Grad der Unvollständigkeit (das
bedeutet hier konkret: die Anzahl der Merkmale verglichen mit den klassenbe-
schreibenden Merkmalen) ständig variieren können. Die Klassifikationsaufga-
be, die ohnehin nicht immer eindeutig zu lösen ist, weshalb bereits unscharfe
Verfahren zum Zuge kommen, wird dadurch nochmals erschwert. Im Ergebnis
der unvollständigen Klassifikation erhält man Schätzwerte für die tatsächlichen
Klassifikationsergebnisse, die sich natürlich erst verifizieren lassen, wenn alle
Informationen (Merkmale) vorliegen. Solche Schätzwerte als Prognosen für
das tatsächliche Erkennungsergebnis eines Musters anzusehen, wird letztlich
den Ansatz für die musterbasierte Zeitreihenprognose bilden und diesen im
klassifikatorischen Grundgedanken der Zeitreihenmodelle der vorliegenden
Arbeit verankern.
1.3. Aufbau dieser Arbeit
Die Inhalte und Methoden der nachfolgenden Kapitel 2 bis 4 dieser Arbeit bau-
en stufenweise aufeinander auf. Es werden die Themen unscharfe Klassifikation
(Kapitel 2), klassifikationsbasierte Modelle und Verfahren für Zeitreihen (Kapi-
tel 3) und schließlich Erkennung und Prognose lokaler Muster in Zeitreihen
(Kapitel 4) behandelt. Im einzelnen werden folgende Themen besprochen und
erarbeitet:x Kapitel 2 widmet sich der Vorstellung des klassifikatorischen Ansatzes,
der die methodische Grundlage für alle weiteren Kapitel bildet: der Fuz-
zy Pattern-Klassifikation. Nach der Einführung der Grundlagen für ein-
und mehrdimensionale Klassifikationsaufgaben, der Beschreibung der
Arbeitsweise und des datenbasierten Lernverfahrens werden die Anwen-
dungsmöglichkeiten dieser Methodik für Aufgaben aus dem Bereich der
Zeitreihen, jeweils begleitet durch Beispiele, vorgestellt.x Kapitel 3 nutzt die Fuzzy Pattern-Klassifikatoren aus Kapitel 2, um un-
scharfe Modelle für abgetastete, vollständige Zeitreihen zu erstellen, die
auch als Muster in längeren Zeitreihen verstanden werden können, wenn
Start- und Endzeitpunkt bekannt sind. BestehendeMethoden zur Zeitrei-
henvorhersage mit diesemModell werden vorgestellt, ergänzt und einem
Review unterzogen, das sich vorrangig an der Eignung für Datensätze
bzw. Prozesse mit verschiedenen, die Unschärfe betreffenden Eigenschaf-
ten orientiert.
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x Kapitel 4 als in vollem Umfang neuer Beitrag und zentrales Thema dieser
Arbeit vollzieht schließlich die Verallgemeinerung von Kapitel 3 in der
Weise, daß nunmehr unscharf formulierte Zeitreihenmuster als Teilab-
schnitte längerer Zeitreihen online erkannt (klassifiziert) werden können,
ohne daß deren Startzeitpunkt bekannt sein muß. Unvollständige Mu-
ster können dabei nicht nur zu beliebigen Zeitpunkten, sondern auch
in beliebigen Stadien erkannt werden, so daß sich automatisch ein für
die Zeitreihenvorhersage nutzbarer Horizont bis zum erwarteten Ende
einer Musterinstanz ergibt, wie auch anhand von Beispielen gezeigt wird.
Außerdem werden inhärente Schwierigkeiten der neuartigen Online-
Erkennungsaufgabe herausgearbeitet, die eindeutigen und frühzeitigen
Erkennungsergebnissen entgegenstehen können, sowie analytische Mit-
tel präsentiert, um derartige Schwierigkeiten im Vorfeld erkennen und
ihnen begegnen zu können.
Ergänzend sei darauf hingewiesen, daß zusätzlich imAnhangskapitel Aweite-
re neue Beiträge geliefert werden, die an Kapitel 2 und 3 anknüpfen. Sie stellen
Erweiterungen der Themen dieser Arbeit auf den Gebieten der Klassifikati-
on und unscharfen Zeitreihenmodelle dar, können aber ebenso eigenständig
betrachtet werden, wobei sich auch praktisch nutzbare Anwendungsmöglich-
keiten jenseits des Sujets der lokalen temporalen Phänomene ergeben.
Μελέτη τὸ πα˜ν.
Habe das Ganze im Sinn!
Periander
2. Klassifikation mit unscharfen
Methoden
2.1. Einführung: Scharfe und unscharfe
Klassifikation
Beispiel: Klassifikator basierend auf scharfenMengen. Abbildung 2.1 zeigt
das Blockbild eines Klassifikators, dem fortlaufend durch Merkmale x(t) be-
schriebene Objekte vorgeführt werden (hier: Meßpunkte mit einem Merkmal,
Temperatur). Der Klassifikator ermittelt die Zugehörigkeit eines solchen Objek-
tes zu den zwei in diesem Klassifikator implementierten Klassen in Form eines
Wahrheitswertes µ ∈ {0, 1} (entsprechend ‚nein‘ und ‚ja‘) für jede der Klassen.
x(t)
Klassikator
Merkmale
µ(t)
Zugeho¨rigkeit
nein/ja bzw. µ ∈ {0, 1}(z. B. Messungen)
Temperatur
’warm‘
Klasse ’kalt‘
Abbildung 2.1.: Klassifikator zur Beurteilung der Temperatur.
Eine mögliche Realisierung dieses Klassifikators zeigt Abb. 2.2, hier mittels
scharfer Mengen: Für jeden der linguistischen Terme ‚kalt‘ und ‚warm‘ wird
eine scharfe Menge durch eine Zugehörigkeitsfunktion µ(x) beschrieben, die
als Abbildung µ∶X → {0, 1} für jeden Temperaturwert x aus dem Definitions-
bereich X eine Entscheidung bezüglich seiner Zugehörigkeit zu dieser Menge
trifft.
Probleme scharfer Entscheidungen in Klassifikatoren. Ein Klassifikator,
der, wie im vorangegangenen Beispiel, eine scharfe Entscheidung bei der Ein-
ordnung eines Objektes zu den bekannten Klassen trifft, leidet – unabhängig
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µ
Temperatur x
‚kalt‘ ‚warm‘
1
Abbildung 2.2.:Realisierung des Klassifikators aus Abb. 2.1 mittels scharferMengen.
von der Art seiner Realisierung – an zwei grundsätzlichen Problemen. Bei der
in diesem Beispiel gewählten Realisierungsvariante über scharfe Mengen lassen
sich diese besonders günstig visualisieren, wie anhand Abb. 2.3 deutlich wird.
µ
x
‚kalt‘ ‚warm‘
1
xwminxkmax xwmax
Abbildung 2.3.: Klassengrenzen als Probleme scharfer Klassifikatoren.
Die Klassengrenzen, in Abb. 2.3 durch Schattierung hervorgehoben, führen
prinzipbedingt zu folgendem Verhalten: Ein Objekt, dessen Merkmal beispiels-
weise einen um ε geringfügig höherenWert besitzt als die untere Klassengrenze
xwmin der Klasse ‚warm‘, wird vollständig dieser Klasse zugeordnet. Im Gegenzug
wird ein Objekt mit xwmin − ε als vollständig ‚nicht warm‘ angesehen, und zwar
für jedes beliebig kleine ε > 0. Problematisch ist dies zweierlei Hinsicht:
1. Identifikation realer Objekte: Jedes unter realen (d. h. nicht idealen) Be-
dingungen beschriebene Objekt – typischerweise mittels Messungen –
trägt in seinen Merkmalen einen gewissen Störsignalanteil oder ist auf
sonstige Weise mit Unsicherheit behaftet. In der Umgebung der Klas-
sengrenzen wird aber eine scharfe Entscheidung getroffen, die nunmehr
vorrangig von den Störanteilen im Merkmal beeinflußt sein kann, statt
durch Änderungen des Nutzsignalanteils motiviert.
2. Entwurf oder Lernen von Klassenbeschreibungen:Wenn ein scharf arbei-
tender Klassifikator erstellt wird, kommt der Festlegung der Klassenbe-
schreibung (im Beispiel von Abb. 2.3 dieWerte xkmax, xwmin und xwmax) eine
enorme Bedeutung und Tragweite zu, weil dadurch die Umschaltpunk-
te im Verhalten des Klassifikators bestimmt werden. Einem Experten,
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der Klassengrenzen bestimmt, kommt deshalb große Verantwortung zu;
und Lerndaten müßten vollständig und störungsfrei vorliegen, um diese
Entscheidungen zu rechtfertigen.
In gewisser Weise kann ein scharf entscheidender Klassifikator deshalb zu
„nicht-kausalem“ Systemverhalten führen, nämlich wenn ein vollständiges Um-
schalten der Ausgangsgröße (Entscheidungen an Klassengrenzen) von einer
eigentlich – und insbesondere im Hinblick auf Störungen und Meßungenauig-
keiten – vernachlässigbaren Änderung der Eingangsgröße (Merkmale) hervor-
gerufen wird.
Das Prinzip der unscharfen Klassifikation, das in dieser Arbeit verfolgt wird,
umgeht diese Schwierigkeiten, wie anhand des folgendenBeispiels kurz skizziert
werden soll.
Beispiel: Klassifikator basierend auf unscharfen Mengen. Dem Klassifika-
tor in Abb. 2.4 werden – analog zu Abb. 2.1 – kontinuierlich Merkmale x(t)
vorgeführt (hier wiederum: Temperatur). Im Unterschied zu Abb. 2.1 wird zu
Zugehörigkeit zu den in diesem Klassifikator abgelegten Klassen in Form von
kontinuierlichen Wahrheitswerten µ ∈ [0, 1] ermittelt und angegeben, die allen
Abstufungen zwischen einem harten ‚nein‘ (µ = 0) bzw. ‚ja‘ (µ = 1) entsprechen.
x(t)
Klassikator
Merkmale
µ(t)
Zugeho¨rigkeit
nein . . . ja bzw. µ ∈ [0, 1](z. B. Messungen)
Temperatur
’warm‘
Klasse ’kalt‘
’lau‘
Abbildung 2.4.: Unscharfer Klassifikator zur Beurteilung der Temperatur.
Eine mögliche Realisierung dieses Klassifikators, die in diesem Beispiel eben-
falls aufMengen basieren soll – hier nun unscharfeMengen –, zeigt Abb. 2.5. Für
jeden der Terme ‚kalt‘, ‚lau‘ und ‚warm‘ wird eine unscharfe Menge durch eine
Zugehörigkeitsfunktion µ(x) beschrieben, die als Abbildung µ∶X → [0, 1] für
jeden Temperaturwert x aus demDefinitionsbereich X eine unscharfe Aussage1
bezüglich seiner Zugehörigkeit zur Klasse trifft.
1Um potentiellen Mißverständnissen bezüglich des Begriffes „unscharfe Aussage“ zu begegnen:
Die Aussage an sich ist sehr präzise, kann nun aber eben alle Abstufungen zwischen einem
scharfen „nein“ und scharfen „ja“ annehmen.
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µ
Temperatur x
‚kalt‘ ‚lau‘ ‚warm‘
1
Abbildung 2.5.: Realisierung des Klassifikators aus Abb. 2.4 mittels unscharfer
Mengen.
Im Klassifikator aus Abb. 2.4 kann somit für jeden Meßwert x ein Vektor
von Zugehörigkeiten µ(x) – zuweilen auch bezeichnet als Sympathievektor –
zu allen Klassen ermittelt werden:
µ(x) = ⎛⎜⎝
µkalt(x)
µlau(x)
µwarm(x)
⎞⎟⎠ (2.1)
Im Hinblick auf die oben angesprochenen Probleme, die durch scharfe Klas-
sengrenzen entstehen, weist ein unscharfer Klassifikator Vorteile auf:
1. Identifikation störungsbehafteter Objekte: Im Verhältnis zur Klassenaus-
dehnung geringe Abweichungen ε eines Merkmalswertes x ± ε können
im Gegensatz zu scharfen Klassifikatoren nicht zu grundsätzlich ver-
schiedenen Zugehörigkeitswerten führen. Der Klassifikator ist in seiner
Arbeitsweise toleranter gegenüber Störungen. Die Verhältnismäßigkeit
„kleine Änderung am Eingang bewirkt kleine Änderung am Ausgang“
bleibt gewahrt.
2. Entwurf/Lernen von Klassenbeschreibungen: Obwohl der Entwurf oder
der Lernvorgang der Klassengrenzen aufgrund ihrer komplexeren Form
auf den ersten Blick schwieriger erscheint, ist er tatsächlich einfacher.
Eine mäßigeModifikation der Grenzen wird das Verhalten des Klassifika-
tors nicht grundsätzlich verändern, somit ist er auch toleranter gegenüber
(zwangsläufigen) Ungenauigkeiten oder unvollständigen Informationen
beim Entwurf bzw. Lernvorgang.
In Abschnitt 2.2 und insbesondere in Abschnitt 2.2.1 wird nachfolgend eine
parametrische Funktion vorgestellt, die eine schnelle Formulierung solcher
Zugehörigkeitsfunktionen durch Wahl weniger, interpretierbarer Parameter
ermöglicht.
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2.2. Fuzzy Pattern-Klassifikation
Einführung, Anwendungen und Erweiterungen. Das in [Bocklisch 1987]
als Ergebnis mehrjähriger Entwicklung präsentierte Fuzzy Pattern-Konzept
ermöglicht es, Informationen, Messungen, Begriffe oder Klassen von elementa-
ren Informationen als unscharf abgegrenzte Teilbereiche eines Informations-
oder Merkmalsraums zu beschreiben.
Zu den schwerpunktmäßig bearbeiteten Anwendungsgebieten der Fuzzy
Pattern-Klassifikation gehört allgemein die Qualitäts- und Zustandsüberwa-
chung im technischen und medizinischen Bereich [Bocklisch und Bitterlich
1994]. In Mustererkennungsaufgaben wurden Fuzzy Pattern-Klassifikatoren
weiterhin für Bilddaten eingesetzt (Implementierung mit ASICs, [Eichhorn
2000; Lohweg 2003]), aber auch im Bereich Umweltschutz [Rudolph 1999].
Der Problematik der Fusion mehrerer sensorisch erfaßter Informationen unter
Berücksichtigung individueller Unsicherheiten widmet sich [Scheunert 2001].
Weitere Überwachungsaufgaben betreffen Schweißvorgänge [Weber und Bur-
meister 2001], Druckmaschinen [Dyck u. a. 2007], oder – im medizinischen
Bereich – die nichtinvasive Überwachung des Hirndrucks [Schmidt 2003].
Eine abgeleitete Variante wurde für verschiedene schwingungsbasierte Klas-
sifikationsaufgaben eingesetzt, wie etwa der akustischen Leckageüberwachung
in Erdgasanlagen [Dobras 2004], oder auch zahnmedizinische Anwendungen
[Strackeljan u. a. 1997].
In der Regelungstechnik bilden Fuzzy Pattern-basierte Attraktor-Regler [Ka-
branov 1999] eine Möglichkeit zur Regelung nichtlinearer Systeme. In [Baur
2004] werden für nichtlineare Mehrgrößensysteme lokale lineare Modelle mit
weich begrenztem Gültigkeitsbereich erstellt und zu einem nichtlinearen Mo-
dell fuzzy-verknüpft.
Der unscharfen Modellierung von Zeitreihen und periodischen Mustern
darin widmen sich mehrere Arbeiten mit dem Ziel, insbesondere Zeitreihen
des Energiebedarfs vorherzusagen [Hofmann 1998; Päßler 1998; Bretschneider
2002; Rauschenbach 2005].
Erweiterung erfahren können die klassifikatorischen Fähigkeiten des Fuzzy
Pattern-Ansatzes durch (meist hierarchische) Verknüpfung mehrerer Klassifi-
katoren zu Klassifikatornetzen [Bocklisch und Priber 1983; Priber und Kretz-
schmar 1997; Claus 2003; Hempel und Bocklisch 2006, 2008], mit denen bei-
spielsweise auch nicht-konvexe Klassenbeschreibungen ermöglicht werden
[Hempel und Bocklisch 2009].
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2.2.1. Eine parametrische Zugehörigkeitsfunktion
Basis für die Modellierung mit Fuzzy Pattern-Klassen bildet eine asymmetrisch
parametrierbare Zugehörigkeitsfunktion, nämlich die verallgemeinerte Poten-
tialfunktion nach Aizerman2 und [Bocklisch 1987]:
µ(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a
1 + ( 1
bl
− 1)( r − x
cl
)d l , x < r
a
1 + ( 1
br
− 1)(x − r
cr
)dr , x ≥ r
(2.2)
Neben ihremmathematischen Einfluß auf den Funktionsverlauf, der anhand
von Abb. 2.6 und Abb. 2.7 nachvollziehbar ist, kann den Parametern folgende
semantische Bedeutung zugeordnet werden:x Der maximale Zugehörigkeitswert a (a > 0) dieser unimodalen Zugehö-
rigkeitsfunktion wird r zugewiesen: µ(x = r) = a. Wenn die Zugehörig-
keitsfunktion eine Klasse beschreibt, ist r ihr Zentrum oder Repräsentant.
Im normalisierten Fall gilt a = 1, was auf die meisten unscharfenMengen
zutrifft. Andernfalls kann a das Gewicht oder die Authentizität einer
Klasse angeben.x Die links- und rechtsseitigen Parameterpaare bl und cl bzw. br und cr
(0 < bl/r ≤ 1, cl/r > 0) definieren die Ausdehnung der Klasse im schar-
fen Sinne und deren unscharfe Bewertung. cl und cr geben dabei die
Ausdehnung um den Repräsentanten r herum an, bl/r bestimmen die
Zugehörigkeitswerte, auf die die Funktion an den Klassengrenzen abge-
sunken ist: µ(r − cl) = bl ⋅ a bzw. µ(r + cr) = br ⋅ a.x Die Parameter dl/r (dl/r ≥ 2) bestimmen die Steilheit, mit dem die links-
und rechtsseitigen Funktionsäste insbesondere an den Klassengrenzen
abfallen, und beeinflussen damit auch die unscharfe Ausdehnung einer
Klasse. Wie auch anhand Abb. 2.7 ersichtlich wird, geht die unscharfe
Menge für dl/r → ∞ in eine scharf beschriebene Menge über. Scharfe
Intervalle sind als Spezialfall somit in (2.2) enthalten. Nach praktischen
Erfahrungen können Mengen mit d ≥ 20 als scharf bezeichnet werden.3
2Die Potentialfunktion wurde spätestens in [Aizerman u. a. 1964] erwähnt.
3[Bocklisch 1987, S. 119]
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r−cl r r+cr0
a ⋅ bl
a ⋅ bra
µ(x)
Abbildung 2.6.: Asymmetrisch parametrierbare Zugehörigkeitsfunktion (2.2).
r−cl r r+cr0
a ⋅ b
a
µ(x)
d = 2
d = 4
d = 20
Abbildung 2.7.: Beispiele für die Wirkung des d-Parameters in (2.2), hier: symme-
trischer Fall (bl/r = b, cl = cr , dl/r = d). Für größere d wird der Anstieg bzw. Abfall
der Zugehörigkeit an den Klassengrenzen r ∓ cl/r immer steiler.
Diese Bedeutung und damit Interpretierbarkeit der Parameter ermöglicht
einerseits einen problemlosen expertenbasierten Entwurf einer unscharfen
Menge durch entsprechende Parametrierung, andererseits können Parameter
unscharfer Mengen, die auf automatischem Wege (Lernverfahren) ermittelt
wurden, sofort erfaßt werden. Diese hohe Durchlässigkeit erlaubt auch eine
semantisch motivierte Modifikation automatisch ermittelter Parameter durch
Experten, hybrides Lernen ist möglich. Insbesondere r und cl/r wirken unmit-
telbar im Raum des betrachteten Merkmals x. Diese Parameter einer Klasse
können somit im ursprünglichen Merkmalsraum verstanden werden.
Wenn man die Parameter der Zugehörigkeitsfunktion den in Abschnitt 1.2.1
aufgezähltenAspekten derUnsicherheit undUnschärfe zuordnenmöchte, dann
repräsentiert cl/r die imprecision bezüglich der imRepräsentanten r enthaltenen
Information. bl/r und dl/r parametrieren die fuzziness bzw. uncertainty von cl/r.
Falls nicht normalisiert verwendet, kann der maximale Zugehörigkeitswert a
prinzipiell für verschiedene Konzepte genutzt werden, er könnte etwa vagueness
oder reliability wiedergeben, oder – wie in [Bocklisch 1987] – das Gewicht einer
Klasse, die durch µ(x) beschrieben wird.
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2.2.2. Erweiterung zur mehrdimensionalen
Zugehörigkeitsfunktion
Ein wohl einzigartiger Vorteil des Potentialfunktionskonzeptes ist, daß daraus
durch eine geeignete konjunktive Verknüpfung mehrerer solcher univariater
unscharfer Mengen eine multivariate Zugehörigkeitsfunktion in parametrischer
Form realisiert werden kann. Ein Verknüpfungsoperator, der diese Anforde-
rungen erfüllt, ist der in (2.3) gegebene N-fache kompensatorische Hamacher-
Durchschnitt.4 ∩NHam µ i = 11
N
N∑
i=1
1
µ i
(2.3)
Einordung des Verknüpfungsoperators. Gleichung (2.3) ist dabei ein Spezi-
alfall des verallgemeinerten kompensatorischen N-fachen Hamacher-Durch-
schnitts nach [Scheunert 2001],5
∩NHam,κ µ i = 11(1 − κ) + κN ( N∑i=1 1µ i − (N − 1)(1 − κ))
, (2.4)
dessen kompensatorische Eigenschaft („Optimismus“) mittels κ ∈ [0, 1] para-
metriert werden kann. Für κ = 1 ergibt sich der N-fache kompensatorische
Hamacher-Durchschnitt in (2.3), für κ = 0 dagegen der N-fache Hamacher-
Durchschnitt als T-Norm,
∩NT,Ham µ i = 1
1 − N + N∑
i=1
1
µ i
(2.5)
der für die Verknüpfung zweier Wahrheitswerte für gewöhnlich wie folgt for-
muliert wird: ∩2T,Ham µ i = 1
1 − 2 + 2∑
i=1
1
µ i
= µ1µ2
µ1 + µ2 − µ1µ2 (2.6)
4Für die Diskussion weiterer, auch nicht-kompensatorischer Verknüpfungsmöglichkeiten wird
auf [Scheunert 2001] und [Hempel 2005] verwiesen.
5Genaugenommen ist auch (2.4) ein Sonderfall des von Scheunert vorgestellten Operators, der
nämlich der Durchschnittsbildung von Wahrheitswerten mit unterschiedlicher Bedeutung
(modelliert durch Wichtungsfaktoren) dient, vgl. [Scheunert 2001, S. 77]. Die vorliegenden,
zu verknüpfenden Informationen – also Wahrheitswerte – werden hier aber als gleichwertig
betrachtet, womit sich (2.4) ergibt.
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Gleichung (2.6) wiederum stellt einen verbreiteten Spezialfall der parame-
trierbaren Hamacher-T-Norm-Familie zur Konjunktion zweier Wahrheits-
werte dar, die ihrerseits durch Wahl des Parameters γ ∈ [0,∞) einen großen
Teil der T-Normen abdecken kann [Kruse u. a. 1995]. Durch Setzen von γ = 0
in (2.7) erhält man (2.6).
∩2T,Ham,γ µ i = µ1µ2γ + (1 − γ)(µ1 + µ2 − µ1µ2) (2.7)
Anwendung auf die Potentialfunktion. Unter Anwendung des N-fachen
kompensatorischen Hamacher-Durchschnitts aus (2.3) wird nun eine mehrdi-
mensionale Zugehörigkeitsfunktion µ(x) hergeleitet, die jedem durch einen
Merkmalsvektor x ∈ RN ,
x = ⎛⎜⎝
x1⋮
xN
⎞⎟⎠ , (2.8)
beschriebenen Objekt einen Zugehörigkeitswert µ zuweist. Die Zugehörigkeit
jeder der prinzipiell unabhängigen Komponenten x i in x wird durch eine ein-
dimensionale, normalisierte Basisfunktion µ i(x i) beschrieben. Die Herleitung
der mehrdimensionalen Zugehörigkeitsfunktion wird hier zunächst anhand
vereinfachter (symmetrischer) Basisfunktionen gezeigt, es gilt also bl = br = b,
cl = cr = c und dl = dr = d, siehe (2.9).
µ i(x i) = 1
1 + ( 1
b i
− 1) ⋅ ∣x i − r i
c i
∣d i (2.9)
Die eindimensionalen Zugehörigkeitsfunktionen µ i für alle Komponenten x i
des Vektors x werden mit dem kompensatorischen Hamacher-Durchschnitt
(2.3) verknüpft, wobei der entstehenden mehrdimensionalen Zugehörigkeits-
funktion (Klasse) der maximale Zugehörigkeitswert a zugewiesen wird, der –
analog zum eindimensionalen Fall in (2.2) – als bedeutungstragender Parameter
der Klasse interpretiert werden kann.
µ(x) = a
1
N
N∑
i=1
1
µ i(x i)
= a ⋅ N
N∑
i=1
1
µ i(x i)
(2.10)
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Die eindimensionalen Zugehörigkeitsfunktionen (2.9) werden eingesetzt:
µ(x) = a ⋅ N
1 + ( 1
b1
− 1) ⋅ ∣x1 − r1
c1
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Somit erhält man insgesamt für die mehrdimensionale Zugehörigkeitsfunk-
tion im symmetrischen Fall:
µ(x) = a
1 + 1
N
N∑
i=1 ( 1b i − 1) ⋅ ∣x i − r ic i ∣
d i
(2.12)
Der allgemeinere asymmetrische Fall folgt analog. Die eindimensionale Zu-
gehörigkeitsfunktion (2.2) kann mittels Signum-Operator ohne explizite Fall-
unterscheidung formuliert werden:
µ i(x i) = ⎛⎝1 + 12 [1 − sgn(x i − r i)] ⋅ ( 1bli − 1) ⋅ ∣x i − r icli ∣d li
+ 1
2
[1 + sgn(x i − r i)] ⋅ ( 1bri − 1) ⋅ ∣x i − r icri ∣dri⎞⎠
−1
(2.13)
Von allen Zugehörigkeitsfunktionen µ i der Komponenten x i des Vektors
x wird nun wiederum der kompensatorische Hamacher-Durchschnitt (2.3)
gebildet:
µ(x) = a
1
N
N∑
i=1
1
µ i(x i)
= a ⋅ N ⋅ ( n∑
i=1
1
µ i(x i))
−1
(2.14)
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Dies ergibt durch Einsetzen von (2.13):
µ(x) = a ⋅ N ⋅ ⎛⎝N + 12 N∑i=1 [1 − sgn(x i − r i)] ⋅ ( 1bli − 1) ⋅ ∣x i − r icli ∣
d li
+ 1
2
N∑
i=1 [1 + sgn(x i − r i)] ⋅ ( 1bri − 1) ⋅ ∣x i − r icri ∣
dri⎞⎠
−1
(2.15)
Der Vergleich der finalen Form in (2.16) mit dem eindimensionalen Fall in
(2.13) zeigt, daß die mehrdimensionale Zugehörigkeitsfunktion als natürliche
Erweiterung des eindimensionalen Falles aufzufassen ist, die in der gleichen
parametrischen Struktur verbleibt:
µ(x) = a ⋅ ⎛⎝1 + 12N N∑i=1 [1 − sgn(x i − r i)] ⋅ ( 1bli − 1) ⋅ ∣x i − r icli ∣
d li
+ 1
2N
N∑
i=1 [1 + sgn(x i − r i)] ⋅ ( 1bri − 1) ⋅ ∣x i − r icri ∣
dri⎞⎠
−1
(2.16)
Rotation des Merkmalsraumes. Mehrdimensionale Fuzzy Pattern-Klassen
sind konvexe Modelle [Hempel und Bocklisch 2010], da sie ein konvexes Ge-
biet des Merkmalsraumes umfassen.6 Deshalb eignen sie sich am besten zur
Beschreibung konvexer Klassen innerhalb des Merkmalsraumes.7
Nun ist es möglich, daß bei einer Klasse ein innerer Zusammenhang zwi-
schen denMerkmalen x i des Merkmalsvektors x besteht. Liegt eine Menge von
Objekten aus dieser Klasse vor, kann man diese Zusammenhänge durch Regres-
sionsverfahren (z. B. principal component analysis) ermitteln. Im Idealfall läßt
sich durch eine geeignete Koordinatentransformation jeder Merkmalsvektor x
in einen transformierten Vektor x′ umrechnen, so daß die einzelnenMerkmale
x′i – wie bei der mehrdimensionalen Zugehörigkeitsfunktion eigentlich ange-
nommen – unabhängig voneinander sind, und, auf die gesamte Klasse bezogen,
6Da sich der Support einer Fuzzy Pattern-Klasse immer über den gesamten Merkmalsraum
erstreckt, ist genauer zu formulieren: Die α-Schnitte einer Klasse ergeben jeweils konvexe
Gebiete, in denen µ(x) ≥ α gilt.
7Wie mit Hilfe mehrerer (jeweils konvexer) Fuzzy Pattern-Klassen, die als Klassifikatornetz einen
deutlich komplexeren Klassifikator realisieren können, nicht-konvexe Klassen beschrieben
werden können, untersucht und beschreibt [Hempel und Bocklisch 2009] und das Dissertati-
onsvorhaben von Arne-JensHempel [Hempel 2011].
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ein konvexes Gebiet in dem transformierten Merkmalsraum eingenommen
wird.
Fuzzy Pattern-Klassen nach [Bocklisch 1987] sehen für diese Fälle eine Trans-
formation des Klassenraumes für jede Klasse vor, die durch Verschiebung und
Rotation des Merkmalsraumes mit (N − 1) Drehwinkeln realisiert wird:
x′ = T(x − r) (2.17)
T ist (wie in [Hempel und Bocklisch 2010] beschrieben) eine (N ×N)-Rota-
tionsmatrix, deren Elemente sich aus (N−1)Drehwinkeln ermitteln lassen. Die
Achsen des entstehenden Koordinatensystems bleiben somit orthogonal. Der
Schwerpunkt r einer Klasse wird durch diese Transformation in den Nullpunkt
des transformierten Koordinatensystems gelegt: r′ = 0, siehe Abb. 2.8.
r x
′
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x′2
x′3
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r
x′1
x′2x′3
x1
x2
x3
Abbildung 2.8.: Der Klassenschwerpunkt r als Ursprung eines klasseneigenen Ko-
ordinatensystems: (links) ungedreht, (rechts) auf Basis von Schwereachsen mit(N − 1)Winkeln gedreht, so daß der Gesamtabstand der Objekte zu den klasse-
neigenen Koordinatenachsen minimiert wird.
Die achsenweise vorliegenden eindimensionalen Zugehörigkeitsfunktionen
µ i , deren Verknüpfung die mehrdimensionale Klassenbeschreibung µ′ ergibt,
werden nun bezüglich der transformiertenMerkmale x′i definiert; ihr jeweiliger
Schwerpunkt liegt bei r′i = 0. Für das Arbeiten mit gedrehten Klassen bedeutet
dies, daß bei der Berechnung der Zugehörigkeit eines Merkmalsvektors zu-
nächst eine Koordinatentransformation gemäß (2.17) vorgenommen werden
muß:
µ(x) = µ′(x′) = µ′(T(x − r)) (2.18)
Abbildung 2.9 stellt zwei Beispiele von Fuzzy Pattern-Klassen dar, die im
zweidimensionalen Merkmalsraum (jeweils unterschiedlich) rotiert definiert
sind.
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Abbildung 2.9.: Zwei Beispiele von Klassen, die individuell rotiert in einem zweidi-
mensionalen Merkmalsraum liegen.
2.2.3. Fuzzy Pattern-Klassifikatoren: Arbeits- und Lernphase
Ein Fuzzy Pattern-Klassifikator besteht im Regelfall aus mehreren (K) unschar-
fen Klassen, die im selben Merkmalsraum definiert sind. In der Arbeitsphase
des Klassifikators, d. h. wenn die Klassenstruktur und -beschreibungen in der in
(2.16) angegebenen Form von Zugehörigkeitsfunktionen µk(x), k = 1, . . . ,K,
bereits vorliegen, werden dem Klassifikator alle auftretenden Merkmalsvek-
toren x vorgeführt. Die jeweils entstehenden Zugehörigkeitswerte zu allen
Klassen werden zu jedem Zeitpunkt in einem sogenannten Sympathievektor
µ zusammengefaßt, ein Klassifikator realisiert also eine Zuordnung µ∶RN →[0, 1]K :
µ(x(t)) = ⎛⎜⎝
µ1(x(t))⋮
µK(x(t))
⎞⎟⎠ (2.19)
Umeinen aus einer odermehrerenKlassen bestehendenKlassifikator anhand
vorliegender Daten aufzubauen, müssen
1. die Struktur des Klassifikators (Anzahl der Klassen), sowie anschließend
2. die parametrische Beschreibung für jede dieser Klassen
ermittelt werden. Wenn für die Strukturbildung kein Expertenwissen zur Ver-
fügung steht, mit dem jedes Objekt (Datum) vor oder nach der Messung einer
Klasse zugewiesen werden kann, wird auf strukturbildende Verfahren wie Clu-
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steralgorithmen8 zurückgegriffen, um anhand formaler Kriterien diese Eintei-
lung vorzunehmen.
Eine Kurzbeschreibung9 des Ermittelns der Klassenparameter folgt in die-
sem Abschnitt anhand eines Beispiels, das in den Abbildungen 2.10 und 2.11
dargestellt ist. Die Ausgangsdaten in Abb. 2.10a liegen offensichtlich in Form
zweier Klassen vor, welche mit einem Clusterverfahren identifiziert werden
können, wie in Abb. 2.10b geschehen.
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Abbildung 2.10.: Strukturbildung beim datenbasierten Aufbau eines Klassifikators.
Für jede als Klasse eingeteilte Objektmenge wird anschließend das folgende
Procedere durchlaufen: Zuerst werden die Repräsentanten durch Schwerpunkt-
bildung ermittelt (Parameter r, Abb. 2.11a). Durch Berechnung der Hauptschwe-
reachsen wird anschließend die bezogen auf den Merkmalsraum rotatorische
Lage des klasseneigenen Koordinatensystems mit dem Ursprung r bestimmt
(Abb. 2.11b). Im klassenspezifischen Koordinatensystem wird nun die Ausdeh-
nung der Klasse entsprechend der Verteilung der Objekte festgelegt (Parameter
cl/r, Abb. 2.11c). Letzter Schritt ist die Berechnung der Parameter bl/r und dl/r,
die den Unschärfeverlauf an den Klassengrenzen bestimmen. Die Parameter
b und/oder d der Potentialfunktion können dabei wahlweise auch manuell
vorgegeben werden. In die Berechnung der Parameter b, c, d fließt auch die
8Für eine Übersicht derartiger Verfahren wird auf [Hösel und Walcher 2001; Berkhin 2002]
verwiesen.
9Eine ausführliche Beschreibung geben [Bocklisch 1987; Päßler 1998], sowie für (hier nicht betrach-
tete) Objekte mit heterogener elementarer Unschärfe [Hempel 2005; Hempel und Bocklisch
2010].
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(c) Bestimmung der Klassengrenzen im
klasseneigenen Koordinatensystem
(d) Berechnen der Form-Parameter für
die unscharfe Klassenbeschreibung
Abbildung 2.11.: Vorgehensweise beim Aufbau eines Fuzzy Pattern-Klassifikators
(Fortsetzung von Abb. 2.10).
sogenannte elementare Unschärfe ce ein, die jedem Objekt zugewiesen wird.10
Somit kann auch jedes Objekt bereits für sich als unscharfe Klasse interpre-
tiert werden.11 Das Ergebnis des Klassenaufbaus (hier mit relativer elementarer
Unschärfe von 2% derMerkmalsspannweite entlang jeder Dimension desMerk-
malsraums) ist in Abb. 2.11d abgebildet.
10ce kann beispielsweise die Meßunsicherheit von Sensoren wiedergeben und somit in Form von
Expertenwissen a priori verfügbar sein. Ansonsten ist auch eine heuristische Bestimmung von
ce aus der Streuung der Daten möglich.
11Jedes Objekt wird unscharfmittels der Zugehörigkeitsfunktion (2.2) beschrieben, die aber hierbei
symmetrisch und mit festgesetzten Parametern bl/r = 0.5 und dl/r = 2 verwendet wird. ce gibt
die Unsicherheit/Spannweite cl/r = ce an.
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2.3. Anwendung für Zeitreihen und temporale
Phänomene
Die bis zu dieser Stelle eingeführten Mittel zur unscharfen Klassifikation lassen
sich auf unterschiedliche Weise für Zeitreihen nutzen bzw. allgemein für die
Modellierung und Erkennung temporaler Phänomene einsetzen:x als Klassifikatoren für in statische Objekte überführte Zeitreihen,x als Generatoren für semantisch interpretierbare Zeitreihen,x als Mittel zur unscharfen Modellierung zeitlicher Angaben oder anderer,
für bestimmte zeitliche Phänomene charakteristische Merkmale.
In Abschnitt 2.3.1 und 2.3.2 werden Anwendungsbeispiele für zwei dieser
Varianten präsentiert, zunächst aber sollen alle kurz besprochen werden.
Zeitreihen als statische Klassifikationsobjekte. Ähnlichkeitsberechnungen
und Klassifikation von Zeitreihen bilden auch wegen der Verfügbarkeit großer
Zeitreihendatenbanken ein wichtiges Aufgabenfeld innerhalb der data mining-
Community [Ding u. a. 2008]. Dabei ist die Klassifikation vollständig vorliegen-
der Zeitreihen trotz der dynamischen Vorgänge, die innerhalb einer Zeitreihe
beschrieben werden, prinzipiell ein statisches Klassifikationsproblem, wenn
nämlich vollständige Zeitreihen jeweils als Objekte im klassifikatorischen Sinne
angesehen werden. Um eine Klassifikationsaufgabenstellung für die Verfahren
dieses Kapitels zu formulieren, müssen die Abtastwerte einer Zeitreihe x(t),
t = 1, . . . , L, lediglich in einem Merkmalsvektor x angeordnet werden, der
anschließend einem L-dimensionalen Klassifikator vorgeführt werden kann:
x = ⎛⎜⎝
x(1)⋮
x(L)
⎞⎟⎠ (2.20)
Ein Anwendungsbeispiel für diesen Ansatz wird in Abschnitt 2.3.1 vorgestellt.
Die dedizierte Klassifikation von Zeitreihenmustern, die auf zeitreihentypische
Aufgaben –wie vor allemderenVorhersage – abzielt, wird inKapitel 3 behandelt.
Eine echt dynamische Klassifikation dieser Muster ist dann Gegenstand von
Kapitel 4.
Klassifikatoren alsQuelle für semantischeZeitreihen. Abbildung 2.12 zeigt
in blockschaltbildartiger Signalflußform einenKlassifikatormit drei Klassen für
zwei Merkmale. Die an ein Übertragungsglied gemahnende Darstellung macht
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folgende allgemeine Eigenschaft deutlich, die ein Vorteil unscharfer Klassifika-
tionsverfahren ist: Besitzen die Merkmale x(t) Signalcharakter, weisen auch
die Klassifikationsergebnisse für alle Klassen µ Signalcharakter auf [Steimann
1996], wie auch im Beispiel von Abschnitt 2.3.2 beschrieben wird. Die µ(t), die
als Abkürzung für
µ(t) = µ(x(t)) (2.21)
stehen sollen, können also Informationen über Entwicklungstrends enthalten,
die wiederum mit Verfahren der Zeitreihenanalyse auswertbar sind. Gleichzei-
tig handelt es sich dabei aber um semantisch interpretierbare Informationen, bei
denen die Abstraktion aus dem Raum der konkreten Merkmale bereits erfolgt
ist, so daß nun eine skalenunabhängige Weiterverarbeitung und Bewertung
erfolgen kann, wie etwa in [Herbst und Bocklisch 2007].
µ1(t)
x2(t)
x1(t)
µ2(t)
µ3(t)
Fuzzy Pattern-Klassikator
Abbildung 2.12.: Fuzzy Pattern-Klassifikator mit drei Klassen, die in einem zweidi-
mensionalen Merkmalsraum definiert sind. Der Klassifikator transformiert eine
Zeitreihe von Merkmalen x(t) in eine Zeitreihe von Wahrheitswerten µ(t).
Unscharfe Modellierung charakteristischer Merkmale. Ein wiederkehren-
des Phänomen muß nicht – jedenfalls ausschließlich – durch einen dynami-
schen Vorgang gekennzeichnet sein, der sich als Muster in einer Zeitreihe
niederschlägt. Sein Auftreten kann auch durch ein charakteristisches Merk-
mal12 angezeigt werden, das in diesem Fall einen bestimmten Wert annimmt
(Beispiel: Wasserstand = ‚hoch‘ für das periodische Phänomen „Flut“, oder:
Zeitdifferenz = ‚etwa 12:25 h seit letzter Flut‘). Hier ist es mit Hilfe unschar-
fer Zugehörigkeitsfunktionen wie (2.2) möglich, die geforderten Terme unter
Berücksichtigung von Unsicherheiten des Merkmals selbst oder der verbalen
Beschreibung zu modellieren. Durch Klassifikation der Merkmale kann die
12In [Herbst und Bocklisch 2008b] auch als indicating feature bezeichnet.
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Einhaltung der phänomentypischen Charakteristika jederzeit überprüft und in
Form kontinuierlicher Wahrheitswerte beurteilt werden.
Ein charakteristisches Merkmal für periodische Phänomene, die an natürli-
che oder gesellschaftliche Rhythmen wie die Rotation der Himmelskörper oder
Kalendarien gekoppelt sind, kann offenkundig auch die absolute Zeit selbst
sein (Beispiel: Phänomen tritt täglich gegen 14 Uhr auf). Auch hierfür sind
Zugehörigkeitsfunktionen ein geeignetes Mittel zur Modellierung, wenn Unsi-
cherheiten einbezogen werden sollen. Problematisch kann allerdings sein, daß
das spezielle Merkmal Zeit aus periodischen Teilmerkmalen (Wochentag, Stun-
den, Minuten, etc.) besteht. Die Angabe ‚etwa 0 Uhr‘ umfasse beispielsweise
auch die Realisierung ‚23:55 Uhr‘. Dies ist mit einer unimodalen Zugehörigkeits-
funktion nicht modellierbar. Der Einsatz von Zugehörigkeitsfunktionen für
periodischeMerkmale wird deshalb noch gesondert untersucht und ermöglicht,
jedoch – da über das Kernthema dieser Arbeit hinausgehend – erst im Anhang
dieser Arbeit in Abschnitt A.1.
2.3.1. Beispiel: Statische Klassifikation von Zeitreihen zur
biometrischen Zugangskontrolle
Ein praktisches Anwendungsbeispiel für das Entstehen und die Klassifikation
vollständiger Zeitreihen wird in diesem Abschnitt mit der Klassifikation des
persönlichen Tippverhaltens von PC-Nutzern präsentiert. Ziel ist ein um bio-
metrische Aspekte erweiterter Paßwortschutz, durch den größere Sicherheit
bei der Zugangskontrolle von PCs erreicht werden kann.
Historie. Die Zugangskontrolle per Paßwort- oder PIN-Eingabe ist vermut-
lich die am weitesten verbreitete Authentifizierungsmethode. Mit der Komple-
xität des verwendeten Codes korreliert die Sicherheit dieser Methode, jedoch
leider auch die Unwilligkeit der Benutzer, komplizierte Paßworte zu wählen.
Deshalb ist seit längerem die Idee im Umlauf, das persönliche Tippverhalten
eines Benutzers bei der Paßworteingabe als zusätzliches Mittel zu Benutzer-
identifikation zu verwenden. Somit wird diese Authentifizierungsmethode um
einen biometrischen Aspekt erweitert. Das persönliche Tippverhalten zählt
innerhalb der biometrischen Eigenschaften dabei zu den verhaltensbasierten,
im Unterschied etwa zu physiologischen Charakteristika wie Iris oder Finger-
abdrücken. In den vergangenen 30 Jahren – seit [Gaines u. a. 1980] – wurde
die Idee in verschiedenen Studien mehrfach aufgegriffen und bearbeitet.13 Die
13Siehe u. a. [Joyce und Gupta 1990; Monrose und Rubin 1997; Peacock u. a. 2004; Lee u. a. 2007;
Kang und Cho 2009].
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Abbildung 2.13.: Authentifizierungsvorgang mit einem Paßwort als Zustandsgraph
betrachtet. Jeder Buchstabe entspricht der Bedingung, um zum jeweiligen Zustand
zu gelangen. Wenn der letzte Zustand erreicht wurde, war die Paßworteingabe
erfolgreich. Grau dargestellt sind die Zeitdifferenzen, die jeder Benutzer zwischen
jeweils zwei Tastendrücken benötigt.
prinzipielle Idee ist jedoch schon deutlich älter: Bereits im 19. Jahrhundert
wurde von Telegraphenbedienern berichtet, die sich allein anhand ihres Tipp-
verhaltens gegenseitig erkennen konnten [Leggett u. a. 1991]. Nachfolgend soll
diese Aufgabe mit Hilfe der Fuzzy Pattern-Klassifikation bearbeitet werden,
wie in [Herbst und Bocklisch 2008a] geschehen.
Merkmalsbildung. Abbildung 2.13 stellt den Prozeß der Paßworteingabe auf
informelle Weise als Zustandsgraph dar, wobei jeder Zustand einer korrekt
betätigten Taste aus einem Paßwort entspricht. Entsprechend seines persönli-
chen Tippverhaltens wird sich für jeden (geübten) PC-Benutzer zwischen zwei
aufeinanderfolgenden Tastendrücken eine bestimmte Zeitdifferenz ergeben, die
von der Buchstabenkombination abhängig ist. Zeichnet man diese Intervalle
bei jeder erfolgreichen Eingabe eines Paßwortes der Länge L + 1 auf, erhält
man Sequenzen (Ereignisketten) der Länge L, die als Zeitreihen betrachtet und
verarbeitet werden können.14 Für einen Benutzer sind diese in Abb. 2.14 bei der
20-fach wiederholten Eingabe der Tastenfolge „password“ dargestellt.
Nutzung der Fuzzy Pattern-Klassifikation. Die in Abb. 2.14 dargestellten
Zeitdifferenzen machen deutlich, daß es sich um ein charakteristisches Tipp-
verhalten handelt. Je nach Buchstabenkombination ergibt sich eine kürzere,
längere, enger oder breiter um einen Mittelwert verteilte Zeitdifferenz. Dieses
Verhalten soll für jeden Tastendruck eines Benutzers durch die in Abschnitt
2.2.1 vorgestellten Fuzzy Pattern-Klassen modelliert werden. Somit wird die
Authentifizierung – neben der Überprüfung des korrekten Paßwortes – um
eine Klassifikation gemessener Zeitintervalle erweitert.
14Dies folgt der grundlegenden Definition einer Zeitreihe als zeitlich geordnete Folge von Beobach-
tungen (Merkmalen), bei denen es sich hier um zeitliche Intervalle handelt. Im Unterschied zu
regelmäßig abgetasteten Zeitreihen erfolgt die Merkmalsermittlung hier jedoch durch diskrete
Ereignisse (Tastendrücke) getriggert.
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Abbildung 2.14.: Tippverhalten eines Benutzers. Dargestellt sind die Zeitdifferenzen
zwischen aufeinanderfolgenden Tastendrücken bei der 20-fach wiederholten Ein-
gabe derselben Tastenfolge „password“, und somit 20 Instanzen der Sequenz, die
das individuelle Tippverhalten des Nutzers widerspiegelt. Als zeitlich geordnete
Folgen von Merkmalen bilden diese damit ein Zeitreihenensemble und können
mit entsprechenden Methoden verarbeitet werden.
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Abbildung 2.15.: Vergleich des fuzzifizierten Tippverhaltens. Die ersten beiden
Klassen bzw. Dimensionen einer Tastensequenz, welche die Zeitdifferenzen ∆tPA
und ∆tAS aus Abb. 2.13 und Abb. 2.14 beschreiben, sind für zwei verschiedene
Benutzer A und B zusammen mit den gemessenen Daten vergleichend dargestellt.
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Dabei kann man die Klassifikationsaufgabe entweder als eindimensional be-
trachten (dann müssen die Zugehörigkeitswerte der einzelnen Zeitdifferenzen
zu den jeweiligen Klassen am Schluß durch eine unscharfe Und-Verknüpfung
kombiniert werden), oder aber als mehrdimensionale Aufgabenstellung (al-
le Zeitdifferenzen ergeben gemeinsam einen mehrdimensionalen Merkmals-
vektor bzw. Merkmalsraum). Gemäß Abschnitt 2.2.2 führen beide Wege zu
identischen Klassifikationsergebnissen, wenn für die Verknüpfung der kom-
pensatorische Hamacher-Durchschnitt (2.3) gewählt wird.15 Im vorliegenden
Beispiel muß im mehrdimensionalen Fall der Vektor ∆t dem Klassifikator
vorgeführt werden:
µ(∆t) mit ∆t =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∆tPA
∆tAS
∆tSS
∆tSW
∆tWO
∆tOR
∆tRD
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.22)
Die Wahl eines unscharfen Verfahrens für diese Aufgabenstellung läßt sich
insbesondere dadurch motivieren, daß sich – selbst bei Vorhandensein vieler
Lerndaten – keine absolute, scharfe Ober- und Untergrenze für die Zeitdif-
ferenz einer Buchstabenkombination begründbar angeben läßt, ohne in der
anschließenden Arbeitsphase eine (scharfe) Ablehnung des Tippverhaltens bei
ansonsten guter Übereinstimmung zu riskieren, vgl. Abschnitt 2.1 auf S. 19.
Abbildung 2.15 vergleicht die ersten beiden (eindimensionalen) Klassen für
zwei verschiedene Benutzer, die nach Abschnitt 2.2.3 aus gemessenen Daten
ermittelt wurden.16 Erkennbar ist, daß es auch zwischen verschiedenen Benut-
zern teilweise hohe Übereinstimmungen im Tippverhalten geben kann, wie
an beiden Klassen für die Sequenz A-S deutlich wird. Daß insgesamt dennoch
durch die biometrisch mit unscharfer Klassifikation erweiterte Paßwortauthen-
15Eine zweite Voraussetzung für diese Übereinstimmung wäre allerdings, daß bei der mehrdimen-
sionalen Klassenbildung auf eine Rotation des Merkmalsraumes verzichtet wird, mit der sich
innere Abhängigkeiten zwischen den einzelnen Dimensionen modellieren ließen. Andernfalls
entsprächen die dimensionsweisen Projektionen der mehrdimensionalen Klasse nicht den
jeweiligen eindimensionalen Klassen.
16Aufgrund der nicht sehr hohen Anzahl Lernobjekte (20) wurden die Parameter b und d hierbei
a priori auf bl/r = 0.5 und dl/r = 2 gesetzt, um besonders weich auslaufende Klassengrenzen
zu erzielen. Andernfalls führt der Lernalgorithmus aus Abschnitt 2.2.3 bei gleichmäßig eng
beieinanderliegenden Objekten – prinzipiell korrekt – zu recht scharfen Klassengrenzen (hohe
Werte für d).
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Abbildung 2.16.: Klassifikationsergebnisse der Paßworteingabe. Für drei verschie-
dene Benutzer (durch Farben bzw. Symbole im Diagramm unterschieden) wurden
jeweils 20 Authentifizierungsversuche an ihrem eigenen PC (durchgezogene Lini-
en) sowie jeweils an den PCs der anderen beiden Benutzer – alle mit demselben
Paßwort – aufgezeichnet. Die unzulässigen Anmeldungsversuche an den Fremd-
PCs (gepunktete Linien) können durch Klassifikation des Tippverhaltens erkannt
werden.
tifizierung eine gute Unterscheidbarkeit mehrerer Benutzer, und damit auch
bei gleichem Paßwort erhöhte Systemsicherheit ermöglicht wird, zeigt abschlie-
ßend Abb. 2.16.
2.3.2. Beispiel: Prozeßüberwachung mit semantischen
Zeitreihen
Als reales Anwendungsbeispiel wird in diesem Abschnitt die Klimaüberwa-
chung eines Modellgewächshauses mit Hilfe eines Fuzzy Pattern-Klassifikators
betrachtet. Eingangsgrößen des Klassifikators (Merkmale) sind hierbei die
Temperatur x1 (angegeben in °C) und die relative Luftfeuchte x2 (in %). Drei
verschiedene Klassen µ1,2,3(x) wurden durch Anfahren der entsprechenden
Zustände und Aufzeichnen der Merkmale ermittelt (Lernalgorithmus aus Ab-
schnitt 2.2.3) und besitzen die Bedeutung (1) „Klima ist kalt und trocken“, (2)
„warm und durchschnittlich feucht“, (3) „heiß und hohe Luftfeuchtigkeit“.
Im Beispiel des Gewächshauses wurde nun eine Trajektorie x(t) durch den
Merkmalsraum nachvollzogen, indem mittels Heizung, Lüftung und Luftbe-
feuchtung das Klima gezielt verändert und die oben angegebenen Zustände
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(a) Trajektorie von Objekten durch den Merkmalsraum
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(c) Klassifikationsergebnisse
Abbildung 2.17.: Beispiel: Klimaüberwachung einesModellgewächshauses. Die Klas-
sifikationsergebnisse sind semantisch interpretierbare Zeitreihen, die Übergänge
zwischen verschiedenen klimatischen Zuständen wiedergeben.
nacheinander angefahrenwurden. Abbildung 2.17a zeigt denVerlauf des klimati-
schen Zustandes durch denMerkmalsraum, in dem auch die Klassen dargestellt
sind.
Die Entwicklung der beiden Merkmale (x(t), Input für den Klassifikator)
und die Klassifikationsergebnisse (µ(t), der Output des Klassifikators) sind in
Abb. 2.17b und 2.17c dargestellt. Es ist gut erkennbar, daß nicht nur die klimati-
schen Zustände erkannt werden können, sondern in den Übergangsbereichen
auch eine Trendaussage abgeleitet werden kann: sowohl über den Abfall der
Zugehörigkeit zur „aktiven“ Klasse, als auch über den Zugehörigkeitsanstieg zu
der Klasse, die als nächstes dominieren wird. Somit sind inhaltliche Prognosen
der Art „Klima im Gewächshaus wird zunehmend ‚heiß und feucht‘ (Klasse 3,
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etwa um den Zeitpunkt t ≈ 1500 s in Abb. 2.17c abgelesen) möglich. Mit einem
scharf arbeitenden Klassifikator, der zu jedem Zeitpunkt genau (und nur) eine
Klasse als „aktiv“ erkennt, wären solche Aussagen nicht möglich, vgl. Abschnitt
2.1.
Zusammenfassend kann festgehalten werden, daß dieser unscharf arbeitende
Klassifikator zu jedem Zeitpunkt die Informationen über den Zustand des
Prozesses aus der Form absoluterMeßwerte x(t) in semantisch interpretierbare,
skalenunabhängige Informationen über den klimatischen Zustand umwandelt,
wodurch auch die Klassifikationsergebnisse µ(t) Signalcharakter aufweisen.
Η῾ φύσις οὐδὲν ποιε˜ι ἅλµατα.
DieNatur macht keine Sprünge.
Aristoteles
3. Fuzzy Pattern-basierte
Zeitreihenanalyse
3.1. Modell und Modellbildung
Basierend auf dem Gedanken in [Bocklisch 1987], einen Zeitreihenabschnitt als
zu klassifizierendes Objekt aufzufassen, wurde die Idee der unscharfen Model-
lierung eines multivariaten Zeitreihenabschnittes durch Fuzzy Pattern-Klassen
entwickelt und in verschiedenen Diplomarbeiten1 fortgeführt und untersucht.
Anwendung fand dasModell, das im folgenden Abschnitt beschrieben wird, bis-
lang insbesondere für die Modellierung und Vorhersage elektrischer Lastgänge
[Bretschneider 2002; Rauschenbach 2005], aber auch von Verkehrsströmen
und ökologischen Daten [Päßler 1999; Päßler und Bocklisch 2000].
3.1.1. Unscharfe Beschreibung abgetasteter Zeitreihenmuster
Grundlage der unscharfen Beschreibung von abgetasteten Zeitreihenmustern
ist keine Transformation, sondern die direkte Modellierung der Abtastwer-
te durch Fuzzy Pattern-Klassen nach Abschnitt 2.2. Jeder Punkt x(t) eines
Zeitreihenmusters der Länge Lwird durch eine Zugehörigkeitsfunktion µP,t(x),
x ∈ RN , t = 1, . . . , L, beschrieben. Somit entsteht ein unscharfer prototypischer
Verlauf des Zeitreihenmusters wie in Abb. 3.1a, und gleichzeitig ein hochdi-
mensionaler Klassifikator für dieses Muster. Alle Zugehörigkeitsfunktionen
sind dabei strukturell identisch, und nur in ihren Parametern verschieden.
Man könnte deshalb die Zugehörigkeitsfunktion für den t-ten Abtastzeitpunkt
µP,t(x) als spezielle Realisierung des Zugehörigkeitsfunktionstypes auffassen,
die durch einen Parametervektor θ t für diesen Zeitpunkt charakterisiert ist:
µP,t(x) = µP(x , θ t) (3.1)
Der Speicherbedarf für ein Muster der Länge L entspricht damit dem L-
fachen der Parameter für eine mehrdimensionale Klasse nach Abschnitt 2.2.
1[Triebert 1994; Porges 1996; Warg 1997; Kober 1997; Hofmann 1998; Päßler 1998]
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Möglichkeiten zur Modellreduktion und damit der Verringerung des benötig-
ten Speicherbedarfs werden im Anhang in Abschnitt A.2 diskutiert.
Um einen (z. B. gemessenen) Verlauf x(1), . . . , x(L) zu klassifizieren, müs-
sen für alle Abtastpunkte x(t) – wie in Abb. 3.1b dargestellt2 – mit Hilfe der
jeweiligen Zugehörigkeitsfunktion µP,t(x) Sympathiewerte bestimmt werden,
die anschließend durch Konjunktion zu einem Gesamt-Klassifikationsergebnis
µ ∈ [0, 1] führen:
µ = µP,1(x(1)) ∩ ⋯ ∩ µP,L(x(L)) (3.2)
Vor dem Hintergrund der hier eingesetzten multivariaten parametrischen
Zugehörigkeitsfunktion aus Abschnitt 2.2 ist es naheliegend, für die Konjunk-
tion denselben Operator (2.3) einzusetzen. Dadurch kann das Modell für ein
Zeitreihenmuster auch als eine insgesamt (L ⋅ N)-dimensionale Klasse aufge-
faßt werden. Damit wird auch der eingangs beschriebene Grundgedanke der
Zeitreihenklassifikation aus [Bocklisch 1987] wieder aufgegriffen.
(a) Unscharfe Beschreibung als Klassifi-
kator für ein Zeitreihenmuster
(b)Mit störungsbehaftetem gemessenem
Verlauf x(t), der klassifiziert werden soll
Abbildung 3.1.: Unscharfe Beschreibung einer univariaten Zeitreihe x(t)mit 20
Abtastpunkten.
Ein wesentlicher Vorteil dieses im Zeitbereich definierten, transformations-
freien3 Modells ist die Möglichkeit, ein Modell für eine Teilsequenz zu extrahie-
ren, d. h. nur einen Teil desModells für die Klassifikation einesMusterteilstücks
zu nutzen. Bei Ansätzen, die dagegen die Zeitreihe als Ganzes in eine andere
2Die Meßwerte in Abb. 3.1b verlaufen eigentlich in der x(t)-Ebene, sind aber aus Gründen der
Sichtbarkeit als Singletons mit µ = 1 dargestellt.
3DerMerkmalsraum, in dem die x(t) vorliegen, muß natürlich nicht unbedingt dem von „rohen“
Meßdaten entsprechen; natürlich kann x(t) auch eine durch Transformationen oder merkmals-
bildende Verfahren entstandene Zeitreihe sein. Dieser Schritt ist jedoch anwendungsspezifisch
frei wählbar und nicht Bestandteil des Modells.
3.1. Modell und Modellbildung 45
Darstellung überführen – wie beispielsweise die Reduzierung auf dominante
Fourier-Koeffizienten per DFT [Agrawal u. a. 1993], ist dies nicht oder nur mit
Einschränkungen möglich. Diese vorteilhafte Eigenschaft wird insbesondere
in Abschnitt 3.2 und Abschnitt 4.2 ausgenutzt werden. Liegen beispielsweise
nur die ersten τ Abtastpunkte (τ < L) einer zu klassifizierenden Musterinstanz
vor, kann in (3.2) einfach auf die Verknüpfung der fehlenden Sympathiewerte
µP,τ+1 bis µP,L verzichtet werden:
µτ = µP,1(x(1)) ∩ ⋯ ∩ µP,τ(x(τ)) (3.3)
Weitere Eigenschaften, die durch den zugrundeliegenden Zugehörigkeits-
funktionstyp sichergestellt werden: Verhältnismäßig kleine Abweichungen in
einer Realisierung x(t) führen nur zu verhältnismäßig kleinenÄnderungen des
zugehörigen Klassifikationsergebnisses. Außerdem wird keine Musterinstanz
vollständig (µ = 0) von diesem Klassifikator abgelehnt, es existiert also keine
kritische, scharfe Ähnlichkeitsschwelle für den Vergleich von Musterinstanz
und Mustermodell. Beides führt zu einem schaltfreien, „glatten“ Verhalten des
Klassifikators in der Identifikationsphase.
Bezüglich der Muster, die mit diesem Modell beschrieben werden können,
gibt es keine Anforderungen wie etwa Stationarität; einzige Annahme ist, daß
verschiedene Realisierungen desselben Musters bezüglich ihrer absoluten Aus-
prägung x(t) ähnlich sind. Sollten in einem Anwendungsfall beispielsweise
semantisch ähnliche Musterinstanzen auf verschiedenen Signalniveaus oder
mit unterschiedlicher Skalierung auftreten, muß vor dem Einsatz des Fuzzy
Pattern-basierten Modells durch Vorverarbeitungsschritte wie Normalisierung
oder Standardisierung die Ähnlichkeit auch formal auf der Ebene der x(t)
hergestellt werden.
3.1.2. Lernen aus Daten
Eine unscharfe Musterbeschreibung kann aus vorliegenden Daten automatisch
ermittelt werden, wenn von dem betrachteten Zeitreihenmuster M Instanzen
zur Verfügung stehen. Jeder der L Abtastpunkte des multivariaten Musters
wird durch eine Zugehörigkeitsfunktion µP,t(x(t)), t = 1, . . . , L, beschrieben.
Die L unscharfen Klassenbeschreibungen können unabhängig voneinander
mit dem Lernverfahren aus Abschnitt 2.2.3 ermittelt werden, wobei jeweils alle
M Realisierungen des Musters zum Zeitpunkt t zu einer Klasse µP,t führen.
Daneben ist natürlich nach wie vor eine Formulierung der Parameter basierend
auf anwendungsspezifischem Expertenwissen möglich.
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Beispiel. Abbildung 3.2a zeigt ein Beispiel (Coffee-Datensatz, verfügbar über
[Keogh u. a. 2006]) eines univariaten (N = 1) unscharfen Musters der Länge
L = 286 Abtastpunkte, dessen Beschreibung aus einem Satz von M = 28 In-
stanzen des Musters aus Abb. 3.2a ermittelt wurde. Dabei kam die Variante des
Lernverfahrens zum Einsatz (siehe Abschnitt 2.2.3), die eine Vorgabe einiger
der Parameter der Potentialfunktion erlaubt. Mehr zur Motivation zu dieser
Wahl folgt im nächsten Abschnitt.
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(a) Instanzen eines Zeitreihenmusters (b) Unscharfe Beschreibung des Musters
Abbildung 3.2.: Ausgangsdaten und Ergebnis des Lernvorgangs für ein unscharfes
Zeitreihenmuster.
Eigenschaften des Lernverfahrens. Die Parameter cl/r werden vom Lernver-
fahren so bestimmt, daß alle Lernobjekte einschließlich ihrer (individuellen)
elementaren Unschärfe ce im Intervall [r − cl , r + cr] liegen. Der Verlauf der
Zugehörigkeit an den Klassengrenzen wird maßgeblich von den Parametern
bl/r und dl/r bestimmt. Dabei erfolgt deren Berechnung auch anhand eines
Vergleichs der Lernobjektverteilung mit der Annahme einer geometrischen
Reihe, vgl. [Bocklisch 1987; Päßler 1998; Hempel und Bocklisch 2010]. Je stärker
die tatsächliche Verteilung davon abweicht, z. B. bei näherungsweiser Gleich-
verteilung im Intervall [r − cl , r + cr] wie in Abb. 3.2a, desto schärfer würde der
Zugehörigkeitsverlauf an den Klassengrenzen ausfallen.
Für das Klassifizieren unbekannter, aber ähnlicher Zeitreihenmuster in der
Arbeitsphase kann das zu einer recht schnellen „Abweisung“ (im Sinne nied-
riger Zugehörigkeitswerte) führen, die anhand der euklidischen Ähnlichkeit
evtl. schwer begründbar ist. Eine manuelle Festlegung einzelner Parameter der
Potentialfunktion – wie es das Verfahren aus Abschnitt 2.2.3 erlaubt – kann
deshalb sinnvoll sein, um zu „toleranteren“ Klassifikatoren zu gelangen.
InAbb. 3.3 wurden die Zeitreiheninstanzen ausAbb. 3.2a demunterschiedlich
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(a) ce = 2%, b und d automatisch (b) ce = 10%, b und d automatisch
(c) ce = 5%, b und d automatisch (d) ce = 5%, b = 0.5, d automatisch
(e) ce = 5%, b automatisch, d = 2 (f) ce = 5%, b automatisch, d = 4
(g) ce = 5%, b = 0.5, d = 2 (h) ce = 5%, b = 0.5, d = 4
Abbildung 3.3.:Abhängigkeit der Ergebnisse des Lernvorgangs von der elementaren
Unschärfe ce , Einfluß manuell festgelegter Klassenparameter bl/r und dl/r .
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parametrierten Lernverfahren zugeführt, um den Einfluß der Wahl von ce (ele-
mentare Unschärfe) sowie der manuellen Vorgabe von b (Randzugehörigkeit)
und d (Steilheit des Zugehörigkeitsanstieges) anhand einer Gegenüberstellung
beispielhaft zu illustrieren.4
Zur Wahl der elementaren Unschärfe ce ist anzumerken, daß die Parameter
der Zugehörigkeitsfunktionen aller Abtastzeitpunkte unabhängig voneinander
gelernt werden. Bei einer relativen Angabe von ce, z. B. 5% der Spannweite der
Merkmale, kann sich der Absolutwert von ce deshalb im Verlauf des Musters
stark ändern. Abhängig von der betrachteten Anwendung kann es sinnvoll sein,
für alle Zeitpunkte ein gemeinsames ce vorzugeben oder zu ermitteln.5
3.2. Vorhersage getriggerter Zeitreihenmuster
Basierend auf dem Zeitreihenmodell aus Abschnitt 3.1.1 können auf verschie-
dene Weise Vorhersagemethoden entwickelt werden, die für instationäre mul-
tivariate Zeitreihen mit wiederkehrenden Mustern genutzt werden können.
Hier in Kapitel 3 wird zunächst der Fall betrachtet, daß der Startzeitpunkt eines
Musters bekannt ist, das Muster aber noch nicht vollständig vorliegt. Das trifft
beispielsweise auf Zeitreihen zu, die einer (harten) Periodizität unterliegen;
meist aufgrund einer Kopplung an natürliche oder gesellschaftliche Rhythmen
(Tage, Wochen, Jahre etc.). Ebenso könnte in einer Maschine der Beginn eines
(z. B. Bearbeitungs-)Vorgangs mit einem Triggersignal angekündigt werden.
Die Aufgabe besteht nun darin, anhand einer Wissensbasis aus mehreren
Mustern herauszufinden, um welches Muster es sich handelt, und für den
weiteren Verlauf der Zeitreihe eine musterbasierte Vorhersage zu erstellen.
Die prinzipielle Arbeitsweise kann anhand Abb. 3.4 nachvollzogen werden: Zu
einem bestimmten Zeitpunkt τ nach dem beginnenden Auftreten einesMusters
in der Zeitreihe wird der jüngste Zeitreihenabschnitt der Länge τ genutzt, um
durch Klassifikation zu erkennen, um welches Muster es sich handelt. Dabei
wird von der Möglichkeit zur partiellen Klassifikation eines Musters Gebrauch
gemacht, die das Modell aus Abschnitt 3.1.1 bietet. Das vorhandeneWissen über
dieses Muster wird nun genutzt, um den weiteren Verlauf der Zeitreihe bis zum
Ende des Musters der Länge L vorherzusagen.
4Anmerkung: Die unscharfe Beschreibung des Zeitreihenmusters aus Abb. 3.2b entstammt der
Konfiguration des Lernvorgangs aus Abb. 3.3g.
5Ein Beispiel, bei dem eine individuelle Wahl von ce für jeden Zeitpunkt angezeigt wäre, ergibt
sich bei Verwendung eines Sensors zur Messung der Instanzen eines Zeitreihenmusters, dessen
Genauigkeit aussteuerungsabhängig ist.
3.2. Vorhersage getriggerter Zeitreihenmuster 49
x
L
xˆ
L
Klasse 1
Schritt 2: Prognose
Schritt 1: Identikation
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
dcurly dcurly
t
t
τ
τ
Klasse 2
Abbildung 3.4.: Vorhersage eines Zeitreihenverlaufs basierend auf partieller Klassi-
fikation.
In nächsten Abschnitt werden bestehende Prognoseverfahren, die mit Fuzzy
Pattern-basierenden Zeitreihenmodellen arbeiten, kurz vorgestellt. Daneben
existieren noch weitere Ansätze, die zusätzliche Informationen einbeziehen; bei-
spielsweise das unscharfe Zeitreihenmodell eines Musters ergänzen um einen
weiteren Klassifikator für die Anstiege innerhalb des Musters. Dazu wird aber
auf [Porges 1996; Päßler 1998; Päßler 1999] verwiesen. In dieser Arbeit sollen
nur Verfahren zum Einsatz kommen, die für ein Muster lediglich ein unschar-
fes Zeitreihenmodell – also keine weitere Informationen oder Klassifikatoren –
benötigen.
3.2.1. Fuzzy Pattern-basierte Prognosemethoden
Die nachfolgend vorgestellten Methoden gehen davon aus, daß ein oder meh-
rere unscharf beschriebene Zeitreihenabschnitte mit L Abtastpunkten vorlie-
gen, jeweils modelliert durch Fuzzy Pattern-Mengen µP,t(x), t = 1, . . . , L, mit
x ∈ RN . Die Aufgabenstellung besteht darin, anhand eines unvollständig ge-
gebenen (gemessenen) Verlaufes x(t), t = 1, . . . , τ mit τ abgetasteten Punkten
eine Vorhersage abzuleiten für die verbleibenden Zeitpunkte t = τ + 1, . . . , L.
Die beiden folgenden Vorhersagemethoden widmen sich dabei zunächst einer
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Ein-Schritt-Vorhersage für den Zeitpunkt t = τ + 1. Weiteres zur Prognose für
die übrigen Zeitpunkte folgt im Absatz „Rekursive und globale Vorhersage“.
(I) Methode der eindimensionalen Vorhersage. Diese Methode stellt einer-
seits eine Prognosemöglichkeit für univariate Zeitreihenabschnitte (N = 1)
dar, andererseits können multivariate (N > 1) Prognosen realisiert werden,
indem man alle Komponenten x i , i = 1, . . . ,N , von x unabhängig voneinander
behandelt. Dies ist dann möglich, wenn die Klassen µP,t(x) in ungedrehter
Form vorliegen, womit deren Zugehörigkeitsfunktionen der einzelnen Achsen
unabhängig voneinander sind. Für jede Komponente x sind dann folgende
Schritte auszuführen:
1. Identifikation: Der vorliegenden Teilverlauf x(t), t = 1, . . . , τ wird klassi-
fiziert. Dies ergibt für jeden Abtastzeitpunkt t ein Klassifikationsergebnis
µP,t(x(t)).
2. Verknüpfung: Die µP,t(x(t)) werden nun zu einemWahrheitswert ver-
knüpft, was auf verschiedene Weise geschehen kann. Eine Möglichkeit
dazu bildet die unscharfe Verknüpfung mittels kompensatorischem Ha-
macher-Durchschnitt (2.3).6 Ergebnis ist in jedem Fall ein Zugehörig-
keitswert µτ , der das Klassifikationsergebnis des Teilverlaufs in diesem
unscharf beschrieben Zeitreihenmuster darstellt.
µτ = 11
τ
τ∑
t=1
1
µP,t(x(t))
(3.4)
3. Lageinformation: In derKlasse µP,τ wird geprüft, ob der letzte vorliegende
Abtastwert x(τ) links- oder rechtsseitig des letzten Repräsentanten r(τ)
liegt. Diese Information wird in δτ abgelegt:
δτ = ⎧⎪⎪⎨⎪⎪⎩−1 , x(τ) < r(τ)+1 , x(τ) ≥ r(τ) (3.5)
4. Vorhersage: Es wird angenommen, daß für den (noch nicht bekannten)
Abtastpunkt x(τ+ 1) in der Klasse µP,τ+1 weiterhin die gleiche Lageinfor-
mation δτ+1 gilt, wie mit δτ für x(τ) in µP,τ . Außerdem wird angenom-
men, daß die Zugehörigkeit µP,τ+1(x(τ + 1)) etwa den gleichen Wert
6Für weitere Möglichkeiten wird auf [Päßler 1998] verwiesen, ein Beispiel dafür ist etwa eine
gewichtete Mittelung unter Verwendung einer Vergessensfunktion.
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erzielen würde, wie der bisherige mittlere (Gesamt-)Zugehörigkeitswert
µτ . Mit diesen Prämissen wird als Vorhersagewert xˆ(τ + 1) derjenige
bestimmt, für den gilt:
µP,τ+1(xˆ(τ + 1)) != µτ (3.6)
xˆ(τ+1) kann somit durchUmstellung der Zugehörigkeitsfunktion µP,τ+1
ermittelt werden. ZurHerleitung dazu noch einmal die Potentialfunktion
aus (2.2):
µ(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
1 + ( 1
bl
− 1)( r − x
cl
)d l , δ = −1
1
1 + ( 1
br
− 1)(x − r
cr
)dr , δ = +1
(3.7)
Mit der Lageinformation δ kann nun die Umkehrfunktion x(µ) gebildet
werden:
x(µ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
r − (( 1
µ
− 1) ⋅ ( bl
1 − bl ))
1
dl ⋅ cl , δ = −1
r + (( 1
µ
− 1) ⋅ ( br
1 − br ))
1
dr ⋅ cr , δ = +1
(3.8)
Für den Vorhersagewert xˆ(τ + 1) gilt also unter Verwendung der Para-
meter der Klasse µP,τ+1, der Lageinformation δτ und des Klassifikations-
ergebnisses µτ :
xˆ(τ + 1) = r(τ + 1) + (3.9)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
−(( 1
µτ
− 1) ⋅ ( bl(τ + 1)
1 − bl(τ + 1)))
1
dl(τ+1) ⋅ cl(τ + 1) , δτ = −1
+(( 1
µτ
− 1) ⋅ ( br(τ + 1)
1 − br(τ + 1)))
1
dr(τ+1) ⋅ cr(τ + 1) , δτ = +1
5. Schwerpunktbildung: Liegen mehrere (K > 1) Zeitreihenmuster bzw. -
klassifikatoren vor, wird von jedem ein Klassifikationsergebnis µkτ und
ein Vorhersagewert xˆk(τ + 1), k = 1, . . . ,K geliefert, wenn die Schritte 1
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bis 4 für jedes Muster durchgeführt werden. Diese Ergebnisse müssen
nun verknüpft werden, um einenVorhersagewert zu erhalten. Dafür wird
eine Kompromißbildung durch Schwerpunktberechnung vorgeschlagen:
xˆ(τ + 1) =
K∑
k=1 µ
k
τ ⋅ xˆk(τ + 1)
K∑
k=1 µ
k
τ
(3.10)
Anmerkung: Die Schritte 3 bis 5 entsprechen einem speziellen Ansatz der
Implikation und Defuzzifikation der unscharfen Vorhersageergebnisse. [Päßler
1998] diskutiert verschiedene Varianten und empfiehlt die hier angegebene, weil
damit prinzipiell Vorhersagewerte aus dem gesamten Diskursintervall (hier:
xˆ ∈ R) realisiert werden können.
(II) Vorhersagemethodemit Richtungsvektor. ImGegensatz zur eindimen-
sionalen Vorhersage stellt die Methode mit Richtungsvektor einen dediziert
mehrdimensionalen Ansatz dar, der auch direkt mit den mehrdimensionalen
Klassenbeschreibungen für jeden Abtastzeitpunkt eines Musters arbeitet. Zwar
sind basierend auf der eindimensionalen Methode (zusammengesetzt) auch
mehrdimensionale Zeitreihen behandelbar, jedoch erlaubt nur das nachfol-
gend beschriebene Vorgehen mit Richtungsvektor, auch mit gedrehten Klassen
umgehen zu können. Nur für eindimensionale Klassen, also univariate Zeitrei-
henmuster, ergeben sich bei beiden Methoden identische Ergebnisse. Folgende
Schritte sind auszuführen:
1. Identifikation: Jeder der vorliegenden Abtastwerte (im Sinne der Klassi-
fikation: Merkmalsvektoren) x(t), t = 1, . . . , τ ergibt einen Zugehörig-
keitswert µP,t(x(t)).
2. Verknüpfung: Alle diese Zugehörigkeitswerte werden analog zur eindi-
mensionalen Vorhersagemethode verknüpft:
µτ = 11
τ
τ∑
t=1
1
µP,t(x(t))
(3.11)
3. Lageinformation: Die Lage des letzten verfügbaren Abtastpunktes x(τ)
innerhalb der τ-ten Klasse µP,τ wird durch einen Vektor δτ zwischen
dem Punkt und dem Klassenzentrum r(τ) beschrieben. Dieser Vektor
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wird auf die Länge Eins normiert:
δτ = x(τ) − r(τ)∣∣x(τ) − r(τ)∣∣ (3.12)
4. Vorhersage: Es wird angenommen, daß der zukünftige, nächste Abtast-
punkt x(τ+ 1) sich relativ zum Repräsentanten r(τ+ 1) der Klasse µP,τ+1
in derselben Richtung δτ befindet, und denmittleren Zugehörigkeitswert
µτ in µP,τ+1 realisieren wird. Es soll also gelten:
µP,τ+1(xˆ(τ + 1)) != µτ mit xˆ(τ + 1) = r(τ + 1) + η ⋅ δτ (3.13)
Die Ermittlung des Vorhersagewertes dieses Zeitreihenklassifikators wird
demnach auf die Bestimmung von η mittels eines Suchverfahrens7 zu-
rückgeführt.
5. Schwerpunktbildung: Sind mehrere (K) unscharfe Zeitreihenprototypen
vorhanden, folgt nach dem jeweiligen Durchlaufen der Schritte 1 bis 4
abschließend die Verknüpfung der einzelnen xˆk(τ + 1) zu einem Vorher-
sagewert:
xˆ(τ + 1) =
K∑
k=1 µ
k
τ ⋅ xˆk(τ + 1)
K∑
k=1 µ
k
τ
(3.14)
Rekursive und globale Vorhersage. Für beide Prognosemethoden wird zwi-
schen einer rekursiven und einer globalen Vorhersage unterschieden, wenn ab
dem Identifikationszeitpunkt τ größere Prognosehorizonte p – also über die
Ein-Schritt-Vorhersage (p = 1) hinausgehend – bearbeitet werden sollen.
Im globalen Vorhersagemodus wird in beiden Prognosemethoden die Iden-
tifikationsphase genau einmal – zum Zeitpunkt τ – durchlaufen und die Lage-
information δτ bzw. δτ ermittelt, danach werden für alle Prognosezeitpunkte
τ + p (mit p = 1, . . . , L − τ) die Vorhersagen anhand derselben Prämissen µτ
und δτ durchgeführt, d. h. nur die Schritte 4 und 5 mehrfach durchlaufen. In
7Für die in der Fuzzy Pattern-Beschreibung verwendete mehrdimensionale Zugehörigkeitsfunk-
tion kann keine Umkehrfunktion angegeben werden, weshalb η numerisch bestimmt werden
muß [Päßler 1998]. Die Bestimmung von η ist dabei aber unabhängig von der Dimensionalität
des Merkmalsraumes mit einem eindimensionalen Liniensuchverfahren entlang δτ möglich
[Papageorgiou 1996].
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den Gleichungen (3.6) bis (3.10) bzw. (3.13) bis (3.14) sind daher lediglich die
Zeitpunkte τ + 1 durch τ + p zu ersetzen.
Im rekursiven Modus dagegen wird, beginnend zum Zeitpunkt τ + 1, die
Ein-Schritt-Vorhersage mit allen Schritten 1 bis 5 für jeden weiteren Zeitpunkt
erneut durchgeführt. Das Vorhersageergebnis xˆ(τ+1) dient dann als Grundlage
für ein erneutes Durchlaufen des gesamten Algorithmus, wobei xˆ(τ + 1) wie
ein neuer Meßwert für die Identifikationsphase behandelt wird, um xˆ(τ + 2)
zu ermitteln etc.
Wird die Vorhersage nur anhand eines unscharf beschriebenen Zeitreihen-
musters durchgeführt, liefern die rekursiven Varianten der Methoden (I) und
(II) jeweils dieselben Ergebnisse wie die globalen, weil die als gleichbleibend an-
genommenen µτ und δτ durch alle Vorhersagezeitpunkte τ keine Veränderung
erfahren. Nur durch Interaktion mit anderen Zeitreihenklassikatoren aufgrund
der Schwerpunktbildung in Schritt 5 ergeben sich Unterschiede zwischen glo-
baler und rekursiver Vorhersage.
(III) „Triviale“ globale Vorhersage über den Repräsentanten. Abgesehen
von den beiden bisher vorgestellten und bereits bestehenden Methoden be-
steht ein naheliegender Ansatz auch darin, als Vorhersagewerte jedes unscharf
beschriebenen Musters immer die Repräsentanten zu verwenden. Dieser soll
im Rahmen der vorliegenden Arbeit vergleichend hinzugezogen werden. Die
Schritte 3 und 4 aus beiden Methoden würden damit einfach ersetzt durch
folgenden Prognoseansatz:
xˆ(τ + 1) = r(τ + 1) (3.15)
Für größere Vorhersagehorizonte p ist hier nur ein globales Vorgehen sinn-
voll:
xˆ(τ + p) = r(τ + p) (3.16)
Ein rekursives Vorgehen würde, da für die Vorhersagezeitpunkte τ+ p der Re-
präsentant angesetzt wird, in der jeweils nachfolgenden Identifikationsphase zu
immer größeren Zugehörigkeitswerten µτ+p+1 führen, die durch das tatsächlich
gemessene Teilstück x(1), . . . , x(τ) nicht begründet werden können.
Ein weiterer Unterschied zu den obigen zwei Methoden besteht darin, daß
für jeden Zeitreihenklassifikator die Prognose unabhängig von dem Klassifika-
tionsergebnis µτ erstellt wird. Beispielsweise würden zwei zum Repräsentanten
parallel, aber unterschiedlich weit entfernt verlaufende Teilstücke zur selben
Vorhersage führen. µτ besitzt hier eher die Bedeutung des Maßes an Vertrauen,
das man in das Prognoseergebnis setzen kann, und wäre in diesem Beispiel
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auch geeignet, beide Vorhersagen zu unterscheiden. Eine Vorhersage basierend
auf einem sehr geringen Klassifikationsergebnis µτ würde sicherlich nicht als
Entscheidungsgrundlage in nachfolgenden Verarbeitungsschritten verwendet
werden.
Auch wenn dieser Ansatz insbesondere in seiner Flexibilität und erzielbaren
Genauigkeit den anderen Vorhersageansätzen unterlegen erscheint, ist es loh-
nenswert, über die Voraussetzungen für deren Anwendbarkeit nachzudenken.
Die sehr defensive „Trivial“-Vorhersage über den Repräsentantenverlauf gibt
ausschließlich das Wissen wieder, das in dem unscharfen Modell gelernt und
abgelegt wurde, und wagt keine Extrapolation in bis dato unbekannte Regionen
des Merkmalsraums. Die Methoden (I) und (II) dagegen sind Vertreter einer
anderen Philosophie und nutzen das in ihnen abgelegte Wissen, um Muster
vorherzusagen, die u. U. wenig Ähnlichkeit mit denMusterinstanzen aufweisen,
aus denen die unscharfe Beschreibung ursprünglich gelernt wurde. Ob dieser
Ansatz gerechtfertigt ist, kann nicht in allgemeiner Form beantwortet werden
und bleibt immer abhängig vom Anwendungsfall.
Im nächsten Abschnitt sollen einige – auch quantitative – Betrachtungen des
Datenmaterials folgen, aus denen unscharfe Zeitreihenbeschreibungen entste-
hen, sowie mögliche Schlußfolgerungen für die Wahl des Prognoseverfahrens.
3.2.2. Einfluß der Lerndaten auf Prognosemethoden
Eigenschaften der Lerndaten. Woher stammt die Unschärfe in einer bereits
vorliegenden unscharfen Beschreibung eines Zeitreihenmusters? Eine nahe-
liegende Ursache kann im Auftreten von Meß- oder Prozeßrauschen liegen,
wie in Abb. 3.5. Der „wahre“ (unverrauschte) Verlauf des Musters könnte so-
mit aus mehreren Instanzen desselben Musters durch Mittelung bzw. Filterung
näherungsweise ermittelt werden.Mit dem Lernverfahren für unscharfe Zeitrei-
henmuster gemäßAbschnitt 3.1.2 liegt dieser Fall vor, da sich die Repräsentanten
r(t) eines jeden Abtastzeitpunktes t aus dem arithmetischen Mittelwert aller
M Instanzen xk(t), k = 1, . . . ,M, zu diesem Zeitpunkt ergeben.
Eine weitere Möglichkeit besteht jedoch darin, daß weniger das Rauschen
n(t) für die Unschärfe des gesamten Musters eine Rolle spielt, sondern jede In-
stanz des Musters eine konstante oder nur langsam veränderliche Abweichung
∆r(t) zum mittleren Verlauf r(t) aufweist. Dieser Fall ist in Abb. 3.6 skizziert.
Allgemein ließe sich aus dieser Betrachtungweise für die Realisierung x(t)
eines Zeitreihenmusters das folgende additive Modell postulieren,
x(t) = r(t) + ∆r(t) + n(t) (3.17)
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x
t
r(t)
r(t) − cl(t)
r(t) + cr(t)
Abbildung 3.5.: Unscharfes Zeitreihenmuster, dessen Beschreibung aus einem Satz
stark verrauschter Verläufe (grau dargestellt) ermittelt wurde. Außerdem einge-
zeichnet sind die Verläufe des Klassenrepräsentanten r(t) sowie der Klassengren-
zen r(t) ∓ cl/r(t).
x
t
r(t)
r(t) − cl(t)
r(t) + cr(t)
Abbildung 3.6.: Zu Abb. 3.6 identisches unscharfes Zeitreihenmuster, das hier je-
doch aus einem Satz nahezu paralleler Verläufe (grau dargestellt) ermittelt wurde.
wobei r(t) den resultierenden Repräsentanten des Musters, ∆r(t) eine nieder-
frequente Abweichung von diesem und n(t) hochfrequentes mittelwertfreies
Rauschen bezeichnet. ∆r(t) kann als „Atmen“ des mittleren Verlaufs r(t) inter-
pretiert werden. In Abb. 3.5 wäre dieser niederfrequente Anteil nicht vorhanden
(∆r(t) = 0), wogegen in Abb. 3.6 kein Rauschen auftritt (n(t) = 0). Jegliche
Variation zwischen diesen beiden Extremen ∆r(t) = 0 und n(t) = 0 ist in der
Realität denkbar und zu erwarten.
Quantitative Beurteilung. Um den Einfluß von ∆r(t) bzw. n(t) in einem
Satz (gemessener) Verläufe eines Zeitreihenmusters beurteilen zu können, sol-
len im folgenden geeignete Maße – oder, wie sich teils zeigen wird, zumindest
Indikatoren – vorgeschlagen werden.
Eine erste Idee besteht darin, die Summe der positiven und negativen Flä-
chenanteile zwischen jedem Verlauf xk(t) und dem Referenzverlauf r(t) zu
betrachten. Für die Beurteilung des Anteils ∆r(t) spielt jedoch imwesentlichen
nur eine Rolle, ob der Differenzverlauf überwiegend positive oder negative Vor-
zeichen besitzt. In diesem Fall würden Instanzen xk(t) vorrangig oberhalb oder
unterhalb von r(t) verlaufen. Kreuzen sie dagegen r(t) häufiger, würden sich
die Vorzeichen des Differenzverlaufes im Mittel eher aufheben. Zur Bestim-
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mung dieser Eigenschaft für M Instanzen eines univariaten Zeitreihenmusters
der Länge L wird vorgeschlagen:
p1 = 1M M∑k=1 ∣ 1L
L∑
t=1 sgn (xk(t) − r(t))∣ (3.18)
Für multivariate (N-dimensionale) Zeitreihen läßt sich p1 dimensionsweise
ermitteln und mitteln:
p1 = 1M M∑k=1 1N
N∑
i=1 ∣ 1L L∑t=1 sgn (xk , i(t) − r i(t))∣ (3.19)
p1 ergibt, über alle M Instanzen gemittelt, ein relatives Maß ∈ [0, 1]. p1 = 1
wird dabei erreicht, wenn alle Instanzen den mittleren Verlauf r(t) niemals
kreuzen8, was als Indiz für einen gegenüber ∆r(t) geringeren Einfluß des Rau-
schens n(t) gewertet werden kann. p1 = 0 kennzeichnet dagegen einen Satz
Instanzen, deren Werte im jeweiligen Mittel zur Hälfte ober- und unterhalb
(bzw. in jeder Dimension links- oder rechtsseitig) des mittleren Verlaufs verteilt
liegen. Die Ursache dafür kann allein in einem hochfrequenten Rauschanteil
n(t) begründet sein, jedoch auch in einem niederfrequenten Wechselanteil
∆r(t) liegen. p1 = 0 bewertet nur die mittlere Verteilung eines relativen Ver-
laufs, nicht die Frequenz des Vorzeichenwechsels des Abstandes. Insofern ist
p1 insgesamt nicht als Maß, sondern als Indikator anzusehen. Bei einem Satz
Instanzen mit p1 = 1 ist dennoch sichergestellt, daß alle Verläufe ausschließlich
links- oder rechtsseitig des mittleren Verlaufs r(t) liegen.
Eine weitere Möglichkeit zur Beurteilung des Verhältnisses von langsamer
Änderung ∆r(t) und höherfrequentem Rauschen n(t) ergibt sich durch die
Analyse der Anzahl Nulldurchgänge des Differenzverlaufs x(t) − r(t). In ei-
nem Verlauf der Länge L können maximal L − 1 Vorzeichenwechsel auftreten.
Normiert auf diesen theoretischen Maximalwert wird definiert:
p2 = 1 − 1M M∑k=1
L∑
t=2 ∣sgn (xk(t) − r(t)) − sgn (xk(t − 1) − r(t − 1))∣
2 ⋅ (L − 1) (3.20)
8Da der Abstand zwischen x(t) und r(t) für p1 = 1 zwar nicht konstant bleiben, jedoch immer
das gleiche Vorzeichen aufweisen muß, könnte man diese Eigenschaft auch als „atmende“
Parallelität beider Verläufe bezeichnen.
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Analog für N-dimensionale Zeitreihen:
p2 = 1 − 1M M∑k=1 1N
N∑
i=1
1
2 ⋅ (L − 1) ⋅
⋅ L∑
t=2 ∣sgn (xk , i(t) − r i(t)) − sgn (xk , i(t − 1) − r i(t − 1))∣ (3.21)
p2 ergibt ein Maß ∈ [0, 1] und bewertet die mittlere Häufigkeit, mit der In-
stanzen x(t) den mittleren Verlauf r(t) kreuzen. p2 = 1 entspricht einem Satz
atmend-paralleler9 Verläufe; p2 = 0 dagegen Instanzen, die mit höchstmögli-
cher Frequenz um r(t) gestreut liegen, was auf einen dominanten Rauschanteil
n(t) hinweist.
Zu beachten ist bei der Beurteilung anhand p2 jedoch folgendes: Realisie-
rungen eines (z. B. Gaussschen) Zufallsprozesses werden im Mittel p2 ≈ 0.5
erzielen, obwohl in diesen Signalen ja im Modell von (3.17) offensichtlich allein
der Rauschanteil n(t) vorhanden ist. Die Begründung dafür: Die Wahrschein-
lichkeit, daß zwei aufeinanderfolgende, aber statistisch unabhängige Realisie-
rungen x(t) und x(t + 1) das gleiche Vorzeichen aufweisen – und somit kein
Nulldurchgang erfolgt – beträgt eben 0.5. Dennoch sind, als Extremfall, Folgen
mit ständig alternierenden Vorzeichen denkbar, die p2 = 0 erzielen würden. In
praxiwerden sich für p2 demnach aber meistenteils Werte 0.5 < p2 < 1 ergeben,
so daß bereits Werte p2 ≈ 0.5 als ‚niedrig‘ einzustufen und somit als Indikator
für einen starken Einfluß von n(t) in (3.17) zu werten sind.
Einfluß dieser Eigenschaften auf Prognoseverfahren. Für die Prognose an-
hand solcher Zeitreihenmuster sind die Eigenschaften von deren Lerndaten
(und damit des betrachteten Prozesses) insofern von Bedeutung, als daß sich
ein Prognoseverfahren mit der Frage auseinandersetzen muß, ob der niederfre-
quente oder gar konstante Anteil ∆r(t) für die Prognose berücksichtigt werden
soll. In diesem Fall muß einerseits ∆r(t) während der Identifikationsphase
auf möglichst zuverlässige Weise ermittelt werden, andererseits muß der Ein-
fluß des Rauschens n(t) verglichen mit ∆r(t) vernachlässigbar sein, um eine
seriöse Vorhersage unter Einbeziehung von ∆r(t) anbieten zu können.
Allein anhand der unscharfen Beschreibung eines Musters läßt sich die-
se Entscheidung nicht treffen. Ignoriert man ∆r(t), ist die Prognose u. U. in
der Güte unterlegen, wenn der Prognosefehler nicht nur vom Rauschen n(t)
9analog zu Fußnote 8 auf S. 57
3.2. Vorhersage getriggerter Zeitreihenmuster 59
abhängt; bezieht man ∆r(t) immer ein, tut man dies u. U. unter falschen Prä-
missen und verfälscht die Prognose unnötigerweise durch Einbeziehung von
Informationen, die dann eigentlich vom Rauschen n(t) stammen.
Sind die Lerndaten noch vorhanden, die zur unscharfen Musterbeschrei-
bung geführt haben, bilden die oben eingeführten Maße eine Möglichkeit, den
Einfluß der Anteile ∆r(t) und n(t) quantitativ abzuschätzen. Eine Entschei-
dung für oder gegen eine Prognose unter Einbeziehung von ∆r(t) kann somit
leichter – und vor allem begründeter – fallen.
Auswirkungen auf die Vorhersagemethoden (I), (II) und (III). Quasi-par-
allele Instanzen eines Musters – die in den Lerndaten eine Beurteilung p1 → 1
und p2 → 1 erzielen – sind offenbar ideale Kandidaten für die Anwendung der
eindimensionalen Vorhersage oder der Methode mit Richtungsvektor. Beide
Methoden gehen von einem im Sinne der Zugehörigkeiten gleichbleibenden
Abstand einer Instanz vom Repräsentanten aus, und damit von einem im Ver-
gleich zu n(t) dominierenden Anteil ∆r(t). Die Idee des Richtungsvektors, der
zur Prognose an den nachfolgenden Repräsentanten angesetzt wird, entspricht
einem im nächsten Zeitschritt qualitativ oder gar quantitativ gleichbleibenden
Anteil ∆r(t + 1). Für Zeitreihenmuster mit diesen Eigenschaften sollten die
Methoden (I) und (II) deshalb eine höhere Vorhersagegenauigkeit aufweisen
als die Methode (III).
Umgekehrt eignet sich dieser einfachste Ansatz (III) zur Prognose vor diesem
Hintergrund insbesondere für Muster, deren Instanzen nicht zum Repräsen-
tantenverlauf parallel liegen, sondern diesen häufig kreuzen, hervorgerufen
durch additives Rauschen n(t). Für die Datenbasis sollten also vergleichswei-
se niedrige Werte von p1 und p2 gelten, um die Nutzung dieser Methode zu
rechtfertigen. In solchen Fällen könnte die Anwendung der eigentlich leistungs-
fähigeren Methoden (I) und (II) sogar größere Prognosefehler verursachen, als
es bei der „trivialen“ Vorhersage zu erwarten ist.
3.2.3. Beispiele und Vergleich
Die folgenden Daten entstammen der Time Series Classification-Datenbank
der University of California, Riverside [Keogh u. a. 2006]. Ziel ist es, anhand
von Beispielen zu demonstrieren, ob mit Hilfe der Indikatoren p1 und p2 eine
sinnvolle Wahl der Prognosemethoden (I), (II) oder (III) a priorimöglich ist.
Dazu wurden für vier Zeitreihenmuster, von denen Ensembles von Realisie-
rungen vorliegen, gemäß Abschnitt 3.1.2 unscharfe Beschreibungen erstellt, mit
60 3. Fuzzy Pattern-basierte Zeitreihenanalyse
denen die Prognosemethoden (I) bis (III) arbeiten können. Für jede Realisie-
rung eines Musters xk(t), k = 1, . . . ,M, t = 1, . . . , L, und jeden möglichen
Prognosezeitpunkt τ < L wurden mit den Methoden (I) bis (III) Vorhersagen
für den Prognosezeitraum τ+1, . . . , L erstellt und der mittlere absolute Fehler10
zwischen Prognose und der tatsächlichen Realisierung berechnet:
ek(τ) = 1L − τ ⋅ L∑t=τ+1 ∣xˆ(t) − xk(t)∣ (3.22)
Mit den über alle Instanzen eines Musters gemittelten Fehlern kann be-
stimmt werden, welche Prognosemethode für ein Muster tatsächlich bessere
Ergebnisse erzielte, und somit ein Vergleich von a priori-Empfehlung und a
posteriori-Betrachtung gezogen werden. Zur Vergleichbarkeit zwischen den
Mustern wurden alle Instanzen zuvor per Ensemble auf den Mittelwert Null
und Standardabweichung Eins transformiert, auch wenn hier keine Vergleiche
zwischen Mustern, sondern nur innerhalb eines Musters stattfinden.
Da es sich hier um univariate Zeitreihen handelt, liefern die Methoden (I)
und (II) identische Ergebnisse und brauchen nicht getrennt behandelt zu wer-
den. Ebenso ist eine Unterscheidung zwischen lokalen und globalen Progno-
sevarianten nicht notwendig, da jede Instanz gezielt nur ihrem zugehörigen
Klassifikator vorgeführt wurde, um die Eigenschaften der Lerndaten im Sinne
von Abschnitt 3.2.2 auf die Prognoseergebnisse zu ermitteln.
In den x(t)-Diagrammen Abb. 3.7a bis 3.10a sind die Instanzen der Muster
jeweils grau, der mittlere Verlauf r(t) – also der Verlauf der Repräsentanten
der unscharfen Beschreibung des Musters – schwarz dargestellt. Daneben sind
jeweils die Indikatoren p1 und p2 zur Beurteilung der Parallelität der Instanzen
angegeben. In den Fehlerdiagrammen sind der über alle Instanzen berechnete
Mittelwert des Vorhersagefehlers (schwarz), Mittelwert mit σ-Streuung (Stan-
dardabweichung, grau) sowie die Minimal-/Maximalfehler (hellgrau) für alle
möglichen Vorhersagezeitpunkte τ dargestellt.
Coffee-Datensatz. Sowohl visuell in Abb. 3.7a, als auch anhand der Bewertun-
gen p1 und p2 wird sichtbar, daß die Instanzen größtenteils parallel verlaufen.
10DieWahl des absoluten (linearen) Fehlers begründet sich in seiner „Gerechtigkeit“, so daß kleine-
re bzw. größere Abweichungen nicht geringer bzw. stärker betont werden, wie etwa bei einem
quadratischen Maß. Weiterhin wird kein relativer Fehler berechnet, da hier Vergleiche nur in-
nerhalb eines Musters notwendig sind. Des weiteren wäre ein relativer Fehler problematisch bei
kleinen Bezugswerten (etwa Nulldurchgänge der Zeitreihen), die bei absolut gleichbleibenden
Fehlern zu exorbitant hohen Fehlerbewertungen führten.
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Abbildung 3.7.: Coffee-Datensatz und Vorhersagefehler.
Der recht hoheWert von p1 zeigt, daß sich imMittel jeder Verlauf zum überwie-
genden Teil entweder ober-, oder aber unterhalb von r(t) befindet. p2 bestätigt,
daß die Instanzen x(t) sehr selten r(t) kreuzen, da die Differenzverläufe nur
drei Prozent der maximal möglichen Vorzeichenwechsel aufweisen.
Für die Prognoseverfahren bedeutet dies, daß die Methoden (I) und (II)
deutlich bessere Ergebnisse als Methode (III) erzielen sollten, da in diesem
Muster offenbar ein zur Vorhersage nutzbarer Anteil ∆r(t) existiert. Dies wird
anhand der Fehlerverläufe in Abb. 3.7b und 3.7c bestätigt. Über alle möglichen
Vorhersagezeitpunkte (τ = 1, . . . , L − 1) gemittelt ergibt sich für die Methoden
mit (I/II) bzw. ohne (III) Einbeziehung der Komponente ∆r(t) ein mittlerer
Fehler mit Standardabweichung e¯(I/II) = 0.0995± 0.0548 bzw. e¯(III) = 0.2141±
0.1566.
Die Empfehlung der Vorhersagemethoden (I/II), die sich aus der Beurteilung
anhand p1 und p2 ergibt, wird also durch die Prognoseergebnisse als sinnvoll
bestätigt.
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Abbildung 3.8.: ECG200-Datensatz und Vorhersagefehler.
ECG200-Datensatz. Im Gegensatz zum Coffee-Datensatz liegen hier Instan-
zen vor, die durch eine viel stärkere Streuung um r(t) gekennzeichnet sind, wie
in Abb. 3.8a sichtbar ist. Der niedrige Wert p1 bedeutet, daß die Differenzver-
läufe nahezu gleichmäßig ober- und unterhalb r(t) verteilt sind, die Instanzen
verlaufen nicht parallel zu r(t). Auch die Häufigkeit des Vorzeichenwechsels
der Differenzverläufe ist mit gut 20% des maximal Möglichen deutlich höher.
Anhand p1 und p2 empfiehlt sich also die Verwendung der Vorhersageme-
thode (III); von der Einbeziehung der niederfrequenten Komponente ∆r(t) in
die Prognose ist aus Sicht der Daten abzuraten. Der Verlauf der Prognosefehler
in Abb. 3.8b und 3.8c bestätigt einen Vorteil der Vorhersagemethode (III), die
allein mit dem Repräsentanten r(t) arbeitet. Die mittleren Fehler betragen
e¯(I/II) = 0.4453 ± 0.2223 und e¯(III) = 0.2952 ± 0.1857.
Die a priori-Empfehlung der Methode (III) aus Sicht der Daten anhand p1/2
wird durch die Prognoseergebnisse auch hier als richtig bestätigt.
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Abbildung 3.9.: OliveOil-Datensatz und Vorhersagefehler.
OliveOil-Datensatz. Alle Instanzen liegen sehr eng beeinander und sind
somit visuell schwerer einzuschätzen, vgl. Abb. 3.9a. p2 zeigt, daß die Verläufe
sehr selten r(t) kreuzen (gut drei Prozent der maximalen Häufigkeit), was
für parallele Instanzen spricht. p1 deutet darauf hin, daß die Differenzverläufe
nicht ausgeglichen ober- und unterhalb, sondern mit gewisser Bevorzugung
auf jeweils einer der Seiten von r(t) verlaufen – wenn auch nicht ganz so
deutlich ausgeprägt wie im Coffee-Datensatz. In etwas mehr als der Hälfte jedes
Differenzverlaufes gleichen sich positive und negative Anteile aus.
Aus Sicht der Daten ist als Prognosemethode insgesamt Variante (I/II) zu
bevorzugen. Die Verläufe der Vorhersagefehler in Abb. 3.9b und 3.9c zeigen
jedoch ein ausgeglichenes Bild, die Varianten (I/II) und (III) erzielen ähnliche
Ergebnisse. Auch die mittleren absoluten Prognosefehler sind mit e¯(I/II) =
0.0091 ± 0.0052 und e¯(III) = 0.0085 ± 0.0046 auf nahezu identischem Niveau.
Im Fall der hier vorliegenden eng beieinanderliegenden Instanzen liefert
nicht die anhand p1/2 zu empfehlende Methode (I/II) das bessere Ergebnis,
sondern die Methode (III). Jedoch sind die Prognosefehler bei (I/II) nur mar-
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Abbildung 3.10.: FaceAll-Datensatz und Vorhersagefehler.
ginal größer, so daß bei Befolgung der Empfehlung für diesen Datensatz kein
praktisch relevanter Nachteil entstünde.
FaceAll-Datensatz. Analog zum ECG200-Datensatz heben sich auch hier
die Vorzeichen der Differenzverläufe zu r(t) nahezu auf (p1 → 0), und es liegt
eine höhere Neigung zum Kreuzen des r(t)-Verlaufes vor (p2). Der visuelle
Eindruck in Abb. 3.10a bestätigt diese Einschätzung. Aus Sicht der Daten bzw.
anhand p1 und p2 ist deshalb eindeutig die Verwendung der Prognosemethode
(III) zu empfehlen.
Die Fehlerverläufe in Abb. 3.10b und 3.10c bestätigen diese Entscheidung.
Auch anhand der mittleren Fehler e¯(I/II) = 0.4108±0.1588 und e¯(III) = 0.2535±
0.1299 zeigt sich ein klarer Vorteil der Methode (III) bei diesem Datensatz.
Übersicht. In Tabelle 3.1 sind noch einmal die Kriterien p1 und p2 zur Beur-
teilung aller Datensätze, die daraus abgeleitete Empfehlung zur Wahl eines
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Prognoseverfahrens sowie die anhand der Vorhersagefehler tatsächlich als
besser eingeschätzten Verfahren gegenübergestellt. Nur im Fall des OliveOil-
Datensatzes stimmen a priori- und a posteriori-Empfehlung nicht überein, auch
wenn die Vorhersagefehler der jeweils vorgeschlagenenVerfahren überaus dicht
beieinanderliegen.
Datensatz Coffee ECG200 OliveOil FaceAll
p1 0.740 0.139 0.482 0.062
Bewertung p1 hoch niedrig mittel niedrig
p2 0.970 0.795 0.965 0.794
Bewertung p2 hoch mittel hoch mittel
Empfehlung (I/II) (III) (I/II) (III)
Fehler e¯(I/II) 0.0995 0.4453 0.0091 0.4108
Fehler e¯(III) 0.2141 0.2952 0.0085 0.2535
Bessere Prognose (I/II) (III) (III) (III)
Tabelle 3.1.: A priori- und a posteriori-Empfehlung des Prognoseverfahrens anhand
p1/2 und der Vorhersagefehler.
Unabhängig von den Empfehlungen für eines der Verfahren bei den hier kon-
kret vorliegenden Daten stellen diese Betrachtungen kein allgemeines Votum
für oder gegen eine derMethoden (I), (II), (III) dar. Ziel dieser Beispiele war die
Überprüfung der a priori-Empfehlungen, die anhand p1 und p2 ausgesprochen
wurden.Wie in Tabelle 3.1 in komprimierter Form sichtbar wird, können p1 und
p2 insbesondere bei recht eindeutiger Datenlage (z. B. p1 und p2 beide ‚niedrig‘
oder ‚hoch‘) als nützliche Indikatoren und zur automatisierten Wahl eines der
Fuzzy Pattern-basierten Prognoseverfahren mit oder ohne Berücksichtigung
des niederfrequenten Musteranteils ∆r(t) dienen.
3.2.4. Zusammenfassung
In diesem Kapitel konnte gezeigt werden, daß der sehr einfache Prognoseansatz
(III) über den repräsentativen Verlauf den bestehenden Verfahren mit Rich-
tungsvektor (I/II) überlegen sein kann, wenn die Ursache für die Unschärfe in
einem Zeitreihenmuster hauptsächlich in mittelwertfreien Störungen liegt, der
im additiven Modell (3.17) als hochfrequenter Anteil n(t) bezeichnet wurde.
Umgekehrt sind die Methoden (I/II) aufgrund ihrer extrapolierenden Eigen-
schaft besonders dann geeignet, wenn die Realisierungen eines Musters durch
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einen Offset-Anteil zum mittleren Verlauf verschoben sind.
Mit den hier vorgestellten Indikatoren p1 und p2 ist anhand der Lerndaten
für ein unscharfes Zeitreihenmuster eine Einschätzung möglich, welches Pro-
gnoseverfahren bessere Ergebnisse liefern sollte. Diese Einschätzung ist nach
Ermittlung der unscharfen Musterbeschreibung nicht mehr möglich, da die
Spannweite des unscharfen Zeitreihenprototypen (beschrieben durch die Pa-
rameter cl/r in (2.16)) sowohl von niederfrequenten Anteilen ∆r(t) als auch
hochfrequenten Anteilen n(t) in den Musterrealisierungen stammen können.
Diskussionswürdig bleibt die Schwerpunktbildung11 mehrerer Vorhersagen,
da aufgrund der unscharfen Arbeitsweise prinzipiell jedes Muster erkannt wird
und zur Vorhersage beitragen könnte. Ob dies zulässig ist, kann nur anwen-
dungsspezifisch beantwortet werden, da dies eine inhaltliche Frage ist: Kann
zu einem Zeitpunkt nur jeweils ein Muster, d. h. ein Phänomen in der Zeitrei-
he aktiv sein? Wenn ja, dann sollte die Vorhersage nur nach einer scharfen
Entscheidung für ein erkanntes Muster und allein mit diesem erfolgen.
11Schritt 5 in den Methoden (I) und (II), siehe (3.10) bzw. (3.14).
Γίγνωσκε καιρόν.
Erkenne den rechten Zeitpunkt!
Pittakos
4. Online-Erkennung unscharfer
Muster
4.1. Offline- und Online-Erkennung lokaler
Muster
Ziel dieses Kapitels ist es, Verfahren zur Erkennung lokalerMuster inmultivaria-
ten abgetasteten Zeitreihen x(t) zu entwickeln, die zu beliebigen Zeitpunkten
auftreten können und identifiziert werden sollen. Darüber hinaus sollen die
Muster bereits erkannt werden, wenn deren zeitliche Entwicklung noch nicht
abgeschlossen ist. Wie die Aspekte dieser Aufgabenstellung online vs. offline
sowie Erkennung unvollständiger vs. vollständiger Muster einzuordnen sind
und zueinander in Relation stehen, soll zunächst diskutiert werden, indem
drei Aufgabenstellungen zur Erkennung lokaler Muster aus unterschiedlicher
Perspektive betrachtet werden.1 Dazu wird angenommen, daß ein Modell für
ein Muster der Länge L vorliegt, das auch die Klassifikation bzw. Ähnlichkeits-
berechnung von Teilabschnitten des Musters ermöglicht. Ein solches Modell
wurde in Abschnitt 3.1.1 bereits eingeführt.
(I) Eine data mining-Perspektive. Wenn eine Zeitreihe vollständig vorliegt,
können lokaleMuster darin in einer offline durchgeführten Suche gefundenwer-
den. Resultate dieser Suche könnten Zeitpunkte t∗ sein, zu denen vollständige
Instanzen des Musters gefunden wurden; evtl. ergänzt um einen Ähnlichkeits-
grad µˆ(t∗) zwischenModell und demZeitreihenabschnitt x([t∗−L+1] . . . t∗).2
Die Zeitreihe x(t)würde damit in eine Reihe von Ereignissen (oder Symbolen)
transformiert. Eine mögliche Lösung dieser Aufgabe besteht – wie in Abb. 4.1
skizziert – in der Klassifikation aller möglichen Subsequenzen der Länge L
und anschließenden Entscheidung über die besten Fundstellen mit den höch-
1vgl. auch [Herbst und Bocklisch 2008b]
2Die Notation der Form x(ta . . . tb) soll die Abtastwerte der Zeitreihe x zu den (tb − ta + 1)
verschiedenen Zeitpunkten bezeichnen, also {x(ta), x(ta + 1), . . . , x(tb − 1), x(tb)}.
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Abbildung 4.1.: Offline-Erkennung vollständiger Muster: Zwei Instanzen verschie-
dener Muster wurden in der Zeitreihe x(t) erkannt.
sten Ähnlichkeitsgraden. Diese Variante der Mustererkennung könnte als data
mining-Aufgabe bezeichnet werden.
(II) Eine diagnostische Perspektive. Eine online zu bearbeitende Aufgaben-
stellung entsteht, wenn in einer ständig fortgeschriebenen Zeitreihe (streaming
time series) nach dem Auftreten eines Musters gesucht wird, um beispielsweise
sofort darauf reagieren zu können (Echtzeit-Diagnose im technischen oder
medizinischen Bereich). Mit dem angenommenen Modell kann diese Aufgabe
gelöst werden, indem zu jedem Zeitpunkt t der jeweils neueste Zeitreihen-
abschnitt der Länge L, x([t − L + 1] . . . t), klassifiziert wird. Dies führt zu
einer Zeitreihe µ(t) der Erkennungsergebnisse, vgl. Abb. 4.2. Im vollständig
unscharfen Sinne3 wird jedes Muster dadurch zu jedem Zeitpunkt erkannt
3 Als „vollständig unscharf “ soll hier eine Eigenschaft von Modellen und Methoden verstanden
werden, die nicht (in expliziter oder impliziter Weise) scharfe Entscheidungen beinhalten.
Beispielsweise besitzt eine Zugehörigkeitsfunktion µ(x) in Dreiecksform einen beschränkten
Support, so daß es ober- und unterhalb scharfer Schwellwerte Elemente x gibt, für die µ(x) = 0
gilt. Aufgrund dieser Schwellwerte, die letztlich als scharfe Entscheidungen angesehen werden
können, würde die Dreiecksfunktion hier nicht als „vollständig unscharf “ bezeichnet werden.
Ein „vollständig unscharfes“ Klassifikations- bzw. Erkennungssystem liefert dagegen immer
einen Zugehörigkeitswert µ > 0, wie auch die in dieser Arbeit verwendete Zugehörigkeitsfunk-
tion (2.16). Dies folgt im übrigen auch der Auffassung des Philosophen und Mathematikers
Bertrand Russell von vagueness, nämlich: „every proposition [. . . ] has a certain degree of
vagueness; [. . . ] there is [. . . ] a certain region of possible facts, any one of them which would
make it true. And this region is itself ill-defined: we cannot assign to it a definite boundary.“
(aus [Russell 1923], Zitat nach [Bradley und Seising 2006]).
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Abbildung 4.2.: Online-Erkennung vollständiger Muster. Die zwei Zeitreihen der
Erkennungsergebnisse µA(t) and µB(t) erhält man, indem die Mustermodelle
für A und B gleitend entlang der sich entwickelnden Zeitreihe x(t) mitgeführt
und kontinuierlich Klassifikationsergebnisse ermittelt werden.
(µ(t) > 0 ∀t), wenn auch teilweise mit vernachlässigbar geringer Ähnlichkeit.
Dieses Vorgehen könnte auch als Basis für die vorhergehende Mustererken-
nungsaufgabe (I) dienen, hier nun ohne den Entscheidungsschritt für den
global ähnlichsten Zeitreihenabschnitt.4 Abgesehen davon tritt hier wieder
der Signalcharakter der Erkennungsergebnisse µ(t) hervor, von dem in weite-
ren Verarbeitungsschritten Gebrauch gemacht werden kann [Steimann 1996;
Herbst und Bocklisch 2007].
(III) Eine prognostische Perspektive. Die stärkste Ausprägung des Online-
Charakters einer Erkennungsaufgabe ergibt sich, wenn auch die Erkennung
von noch unvollständigen Musterinstanzen gefordert wird. Dies würde die
Perspektive von einer Diagnose- zu einer Prognoseaufgabe verschieben, da
der noch fehlende Abschnitt des Musters noch nicht vorliegt, aber erwartet
werden kann. Im Anwendungsbereich der Maschinendiagnose beispielsweise
kann dieser Zeitvorsprung bei der Erkennung für präventive Wartungsarbeiten
genutzt werden, bevor sich ein Schaden vollständig in einen schweren Schaden
entwickelt, anstelle letzteren nurmehr nach dessen Auftreten diagnostizieren
zu können. Gleiches gilt für medizinische Behandlungen, deren Erfolg oftmals
maßgeblich von einem frühzeitigen Therapiebeginn abhängt.
4Diese Entscheidung kann natürlich online auch nicht getroffen werden, wenn noch nicht alle
Ergebnisse µ(t) vorliegen.
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Abbildung 4.3.: Mustervergleich für unvollständige Muster. Zum aktuellen Zeit-
punkt tjetzt wird das Modell mit dem gesuchten Muster xm(∆t) so in seiner re-
lativen Position τ angepaßt, daß die Subsequenz x([tjetzt − τ + 1] . . . tjetzt) und
xm(1 . . . τ) bestmöglich übereinstimmen. Dann entpricht τ der in der Musterin-
stanz verstrichenen Zeit.
Bei dieser Erkennungsaufgabe wird jedoch die Komplexität der Problem-
stellung um eine weitere Dimension erhöht. Im Vergleich zur Aufgabe (II)
muß nun zu jedem Zeitpunkt t nicht nur (im scharfen oder unscharfen Sinne)
festgestellt werden, welches Muster erkannt wurde, sondern auch, wieviel Zeit
τ (τ ≤ L) innerhalb der Entwicklung des Musters bereits vergangen ist, vgl.
Abb. 4.3. Die für jedes frühzeitig erkannte Muster verbleibende Zeit (L − τ)
kann zur lokalen Vorhersage von x(t) genutzt werden.
In einer unscharfen Betrachtungsweise, also ohne Ableitung scharfer Ent-
scheidungen, kann für τ kein eindeutigerWert gefundenwerden.Vielmehrwird
im vollständig unscharfen Sinn5 ein Muster in allen möglichen Entwicklungs-
stufen τ gleichzeitig erkannt, wenn auch mit unterschiedlichen Erkennungser-
gebnissen. In dieser Arbeit wird deshalb vorgeschlagen, diese Erkennungser-
gebnisse für jeden Zeitpunkt t in einer unscharfen Menge µ(t, τ), τ = 1, . . . , L,
zusammenzufassen. Sie enthält alle Wahrheitswerte, die aus der Klassifikati-
on der Subsequenzen x([t − τ + 1] . . . t) für alle möglichen τ entstehen, vgl.
Abb. 4.4. Eine detaillierte Beschreibung wird in [Herbst und Bocklisch 2009]
und Abschnitt 4.2 gegeben.
Relation der Mustererkennungsaufgaben (I) bis (III). Die drei beschriebe-
nen Aufgabenstellungen zur Erkennung lokalerMuster können als in einer Top-
Down-Hierarchie verbunden angesehen werden. Die Online-Aufgabenstellun-
gen sind dabei verallgemeinerter und können jeweils die Basis für Aufgabenmit
stärkerem Offline-Charakter bilden. Der Grad der Allgemeinheit kann auch an
5vgl. Fußnote 3 auf S. 68
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Abbildung 4.4.: Unscharfe Online-Erkennung zweier Muster „A“ und „B“ (Länge
LA bzw. LB). Die Erkennungsergebnisse – unscharfe Mengen µA/B(t, τ), die be-
züglich der im Muster abgelaufenen Zeit τ definiert sind – wurden jeweils zu zwei
verschiedenen Zeitpunkten der Entwicklung der Muster dargestellt. Die Maxima
dieser Mengen weisen jeweils auf die Werte von τ hin, die zur bestmöglichen
Entsprechung des Teilmusters der Länge τ zum jüngsten verfügbaren Zeitreihen-
abschnitt gehören.
der Komplexitität des jeweiligen Erkennungsergebnisses abgelesen werden, das
mit sich über der Zeit entwickelnden unscharfen Mengen µ(t, τ) in der Auf-
gabe (III) seine umfassendste Form besitzt. Darin ist das Erkennungsergebnis
von (II) bereits enthalten, nämlich für das vollständige Muster (τ = L):
µ(t) = µ(t, τ = L) (4.1)
Das Ergebnis der Aufgabe (I) kann wiederum aus der Zeitreihe µ(t) durch
Ableitung einer Entscheidung ermittelt werden, sobald diese vollständig vor-
liegt: (µˆ, t∗) = f [µ(t)] (4.2)
Ein sehr einfacher Ansatz dazu bestünde in der Ermittlung des besten Er-
kennungsergebnisses in µ(t):
µˆ = max µ(t), t∗ = argmax
t
µ(t) (4.3)
Abbildung 4.5 visualisiert die Relation zwischen den Erkennungsergebnissen
derAufgaben (I) bis (III) und faßt die Abbildungen 4.1, 4.2 und 4.4 abschließend
zusammen.
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Abbildung 4.5.: Relation der Ergebnisse der Mustererkennungsaufgaben. Aus dem
Online-Ergebnis µ(t, τ) von (III) wird zu jedem Zeitpunkt t mit (4.1) µ(t) ermit-
telt, woraus am Schluß mit (4.3) die diskreten Erkennungsergebnisse µˆA/B von (I)
bestimmt werden können.
4.2. Online-Erkennung mit unscharfem
Automatenmodell
4.2.1. Aufgabenstellung
In Abschnitt 4.1 wurde die Online-Erkennung von lokalenMustern als Aufgabe
(III) beschrieben: In einer uni- oder multivariaten, ständig fortgeschriebenen
Zeitreihe x(t) (streaming time series) wird nach dem Auftreten von bekannten
Mustern gesucht. Dabei bezieht sich das Attribut online einerseits darauf, daß
ein Muster jederzeit auftreten und erkannt werden kann; zusätzlich aber auch
darauf, daß ein sich entwickelndesMuster detektiert wird, bevor dessen zeitliche
Entwicklung abgeschlossen ist.
Zum aktuellen Zeitpunkt tjetzt muß dazu – wie in Abb. 4.3 auf S. 70 darge-
stellt – das Modell mit einem bekannten Muster der Länge L in seiner relativen
Position τ so mit der Zeitreihe in Übereinstimmung gebracht werden, daß der
Abschnitt x([tjetzt − τ + 1] . . . tjetzt) mit dem ersten Abschnitt (Länge τ) des
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Modells übereinstimmt. Dann gibt τ die Zeit an (Anzahl Abtastpunkte), die seit
Beginn des lokalen Musters verstrichen ist. Wenn zum aktuellen Zeitpunkt der
Verlauf der Zeitreihe nur von diesem Muster dominiert wird, wäre somit eine
Vorhersage des weiteren Verlaufs mit dem Zeithorizont (L − τ) auf einfache
Weise möglich.
Sobald ein neuer Abtastwert in der Zeitreihe verfügbar ist, muß die Erken-
nungsaufgabe erneut bearbeitet werden.
Mustererkennung alsKlassifikationsaufgabe. In dieser Arbeit wird dasMu-
stererkennungsproblem, wie in Kapitel 3 beschrieben, als unscharfe Klassi-
fikationsaufgabe betrachtet. Zur Lösung dieser Aufgabe muß demnach der
neueste verfügbare Zeitreihenabschnitt der Länge τ (1 ≤ τ ≤ L), nämlich
x([tjetzt − τ + 1] . . . tjetzt), einem geeigneten Klassifikator zugeführt werden,
der ein Muster der Länge L repräsentiert. Wichtig ist dabei, daß auch die parti-
elle Klassifikation von einem Abschnitt der Länge τ < L unterstützt wird, so
wie das bei dem hier verwendeten Modell aus Abschnitt 3.1.1 der Fall ist. Zu
jedem Zeitpunkt t erhält man damit jeweils für alle möglichen Werte von τ ein
Klassifikationsergebnis µ(t, τ) aus dem durch die Klassen µP,1(x) bis µP,L(x)
beschriebenen unscharfen Modell für das gesuchte Zeitreihenmuster:
µ(t, τ) = µP,1(x(t − τ + 1)) ∩ ⋯ ∩ µP,τ(x(t)), τ = 1, . . . , L (4.4)
Von einem vollständig unscharfen6 Erkennungssystem würde jedes bekannte
Muster zu jedem Zeitpunkt in allen möglichen Entwicklungsstufen τ gleich-
zeitig erkannt werden, so daß man Klassifikationsergebnisse µ(t, τ) > 0 ∀τ
erhält, wenngleich natürlich solch ein Wahrheitswert µ(t, τ) vernachlässigbar
klein sein kann. Die bezüglich τ verschiedenen Erkennungsergebnisse, die man
für ein Muster zum Zeitpunkt t erhält, werden in einer unscharfen Menge
µ(t, τ) zusammengefaßt, die bezüglich τ definiert ist, siehe auch Abb. 4.4. Im
Gegensatz zu einem „gewöhnlichen“ Klassifikationsergebnis, das aus nur einem
Wahrheitswert µ(t) besteht, ist µ(t, τ) ein komplexeres Klassifikationsergebnis,
das die folgenden Informationen verbunden in unscharfer Weise wiedergibt:
1. Konnte das Muster zum jetzigen Zeitpunkt erkannt werden?
2. Wie weit ist das Muster bereits fortgeschritten?
Beide Fragen können für reale (störungsbehaftete) Zeitreihen nicht präzise
und eindeutig beantwortet werden. µ(t, τ) trägt dieser Unschärfe der Erken-
6vgl. abermals Fußnote 3 auf S. 68
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Abbildung 4.6.: Ermittlung von µ(t, τ) durch partielle Klassifikation.
nungsaufgabe Rechnung. Es kann als unscharfe Formulierung von τ angesehen
werden, was an das Konzept der unscharfen Zahlen (fuzzy numbers) erinnert.7
In Abb. 4.6 ist dargestellt, wie die unscharfe Menge µ(t, τ) zum Zeitpunkt t
ermittelt wird. Der neueste verfügbare Abtastwert x(t) könnte der erste Punkt
einer gerade begonnenen Musterinstanz sein (also mit τ = 1), das Erkennungs-
ergebnis entspricht dem Klassifikationsergebnis: µ(t, 1) = µP,1(x(t)). Die jüng-
sten zwei Abtastwerte x(t− 1) und x(t) könnten ebenso die ersten zwei Punkte
einer sich entwickelnden Instanz des Musters sein, die aber schon einen Abtast-
schritt eher begonnen hätte. Das Erkennungsergebnis hierfür erhält man mit:
µ(t, 2) = µP,1(x(t − 1)) ∩ µP,2(x(t)). Gleiches wird für alle weiteren mög-
lichen τ ≤ L gemäß (4.4) durchgeführt, womit sich die in Abb. 4.6 skizzierte
unscharfe Menge µ(t, τ) – das gesamte unscharfe Erkennungsergebnis zum
Zeitpunkt t – ergibt.
Aufgaben und Probleme. Obwohl die Menge µ(t, τ) der Unschärfe der Auf-
gabenstellung Rechnung trägt, handelt es sich um ein relativ komplexes Erken-
nungsergebnis, das jedoch – wie noch gezeigt werden soll – vielversprechende
Möglichkeiten zur Weiterverarbeitung bietet. Dabei wird es sich als vorteilhaft
erweisen, eine vollständig unscharfe Arbeitsweise zu verfolgen, so daß eine
scharfe Entscheidung (die auch ein Benutzer eines unscharfen Erkennungssy-
stems irgendwann treffen muß) erstmalig im letzten Schritt und damit unter
Einbeziehung aller Information erfolgen kann. Allerdings erscheint der rechen-
technische Aufwand, der sich durch Klassifikation aller bezüglich τ möglichen
Subsequenzen eines Musters zu jedem Zeitpunkt ergibt, als sehr hoch. Zusam-
7Obwohl es sich hierbei nicht um eine unscharfe Zahl im Sinne von [Dubois und Prade 1987]
handelt, insbesondere aufgrund der sehr wahrscheinlichenMultimodalität von µ(t, τ), kommt
es dem Grundgedanken der unscharfen Zahl als fuzzifizierter Angabe einer reellwertigen Zahl
(hier: τ) doch recht nahe.
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Abbildung 4.7.: Veranschaulichung der Erkennungsergebnisse µ(t, τ) und der Mo-
tivation, diese auf rekursive Weise aus µ(t − 1, τ − 1) zu bestimmen.
mengefaßt sollen in den nächsten Abschnitten die folgenden Aufgaben gelöst
werden:x Entwicklung eines vollständig unscharfen Klassifikators zur Online-Er-
kennung lokaler Muster in abgetasteten Zeitreihen.x Dabei: Verfolgung eines rechentechnisch effizienten Ansatzes für diese
Problemstellung.x Hilfestellung bei der Interpretation und Weiterverarbeitung der komple-
xen Erkennungsergebnisse µ(t, τ).
4.2.2. Dynamische, rekursive Klassifikation und
Repräsentation als unscharfer Zustandsautomat
Wie in Abschnitt 4.2.1 beschrieben, müssen für eine Online-Mustererkennung
zu jedem Zeitpunkt t die Klassifikationsergebnisse µ(t, τ) für alle möglichen
τ-Werte durch Klassifikation der jeweiligen Subsequenzen x([t − τ + 1] . . . t)
ermittelt werden. Dies kann rechentechnisch aufwendig sein. Insbesondere
scheint es unangemessen, das vollständige Erkennungsergebnis – nämlich die
unscharfeMenge µ(t, τ) – neu zu ermitteln, wenn zumZeitpunkt t demOnline-
Klassifikator im Vergleich zum Zeitpunkt t − 1 nur ein neues Datum x(t)
präsentiert wird. Deshalb soll nachfolgend eine Möglichkeit erarbeitet werden,
das Klassifikationsergebnis µ(t − 1, τ − 1) der Subsequenz x([(t − 1)− (τ − 1)+
1] . . . t − 1) wiederzuverwenden, wenn µ(t, τ) für x([t − τ + 1] . . . t) berechnet
wird. Die Motivation dafür soll anhand Abb. 4.7 erläutert werden.
Wenn zum Zeitpunkt t ein Muster im Entwicklungsstand τ erkannt wurde,
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ergibt sich das zugehörige Erkennungsergebnis gemäß (4.4) aus:
µ(t, τ) = µP,1(x(t − τ + 1)) ∩ ⋯ ∩ µP,τ−1(x(t − 1)) ∩ µP,τ(x(t)) (4.5)
Dann muß diese Musterinstanz, deren Entwicklung zum Zeitpunkt t − τ + 1
begann, auch schon zum Zeitpunkt t − 1 erkannt worden sein8, dort noch im
Entwicklungsstand τ − 1:
µ(t − 1, τ − 1) = µP,1(x(t − τ + 1)) ∩ ⋯ ∩ µP,τ−1(x(t − 1)) (4.6)
Das bedeutet, daß die Verknüpfung von τ Wahrheitswerten in (4.5) sich von
(4.6) nur durch einen weiteren Wahrheitswert, nämlich das Klassifikationser-
gebnis für den τ-ten Punkt des Musters µP,τ(x(t)) unterscheidet. Deswegen
liegt es nahe, eine rekursiveGleichung für µ(t, τ) zu fordern, in der µ(t−1, τ−1)
weiterverwendet wird:
µ(t, τ) = f (µ(t − 1, τ − 1), x(t)) (4.7)
Gleichung (4.5) kann man auch wie folgt schreiben:
µ(t, τ) = [µP,1(x(t − τ + 1)) ∩ ⋯ ∩ µP,τ−1(x(t − 1))]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
µ(t−1,τ−1)
∩ µP,τ(x(t)), (4.8)
µ(t, τ) könnte also auch allein aus der Verknüpfung von µ(t − 1, τ − 1)
und µP,τ(x(t)) ermittelt werden, wenn es gelänge, bei dieser Operation das
Gewicht der τ − 1 Klassifikationsergebnisse µP,1 bis µP,τ−1 zu bewahren, die zu
µ(t − 1, τ − 1) beigetragen haben. Dann müßten die Abtastwerte x(t − τ + 1)
bis x(t − 1) nicht in jedem Zeitschritt erneut klassifiziert werden, sondern
nur noch x(t); die Mustererkennung würde erheblich effizienter arbeiten. Ein
geeigneter Verknüpfungsoperator unter Berücksichtigung der Gewichte wird
im folgenden Abschnitt 4.2.3 erarbeitet. Mit ihmwird es möglich, eine effiziente,
rekursive Bestimmungsgleichung für (4.7) in folgender Weise zu formulieren:
µ(t, τ) = µ(t − 1, τ − 1) (τ−1)∩1 µP,τ(x(t)) (4.9)
Wenn man die unscharfe Menge der Erkennungsergebnisse µ(t, τ) in einem
Vektor anordnet,
µτ(t) = ⎛⎜⎝
µτ ,1(t)⋮
µτ ,L(t)
⎞⎟⎠ =
⎛⎜⎝
µ(t, 1)⋮
µ(t, L)
⎞⎟⎠ , (4.10)
8Dies ist natürlich nur für τ ≥ 2 möglich, das Muster begann also nicht erst zum Zeitpunkt t.
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läßt sich ein online arbeitender Klassifikator für unvollständige Zeitreihenmu-
ster in einer rekursiven Struktur wie inAbb. 4.8 darstellen. Obwohl hier offenbar
eine closed loop-Struktur vorliegt, wird etwa von [Steimann 1995b] die Bezeich-
nung „rekursives System“ bevorzugt, wenn neben dem „eigentlichen“ aktuellen
Input (hier: x(t)) noch der vorhergehende Output verwendet wird. Da letzterer
auch im inneren Speicher des Klassifikatorblocks gehalten werden kann, spricht
Steimann anstelle von closed loop eher von history sensitive systems.
x(t)
µτ(t)
µτ(t − 1)
z-1
Abbildung 4.8.: Rekursiv arbeitender Klassifikator für unvollständige Zeitreihen-
muster.
Bemerkenswert ist jedoch, daß ein Klassifikator nach Abb. 4.8 als dynami-
sches zeitdiskretes System interpretiert werden kann, und soll deshalb nachfol-
gend als dynamischer Klassifikator bezeichnet werden.
Als solcher kann der Klassifikator, seine Arbeitsweise und sein Output (L
Wahrheitswerte µ(t, τ), τ = 1, . . . , L) auch als unscharfer Zustandsautomat9
mit L Zuständen dargestellt werden, wie im Schema vonAbb. 4.9 geschehen. Als
unscharfer Automat ist jeder Zustand – dem hier jeweils einWert von τ zugeord-
net ist – mit einem bestimmten, kontinuierlichen Grad µ(t, τ) aktiv. Zu jedem
Zeitpunkt t wird der Automatmit einem diskreten Ereignis [Lin und Ying 2001]
in Form eines neuenDatums x(t) getriggert, was zu neuen Aktivierungsgraden
für alle Zustände führt. Jeder der Zustände bzw. Aktivierungsgrade µ(t, τ) ist
abhängig vom aktuellen Eingangswert x(t) und dem vorhergehenden Akti-
vierungsgrad des linksseitig benachbarten Zustandes. Innerhalb jedes τ-ten
Knotens findet eine Klassifikation des aktuellen Inputs statt, µP,τ(x(t)), sowie
eine Verknüpfung dieses Wertes mit dem Output µ(t − 1, τ − 1),10 die mit (4.9)
realisiert wird.
9Es handelt sich allerdings nicht um die zuerst von [Wee und Fu 1969] eingeführte Form, sondern
eine auf die vorliegende Problemstellung zugeschnittene Variante.
10Für den ersten Zustand muß natürlich keine Verknüpfung gebildet werden, hier gilt µ(t, 1) =
µP,1(x(t)).
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Abbildung 4.9.: Repräsentation eines Mustererkennungssystems für ein Muster in
Zeitreihen durch einen unscharfen Automaten.
4.2.3. Gewichteter kompensatorischer Durchschnitt
Der kompensatorische Hamacher-Durchschnitt von N Wahrheitswerten µ i
(i = 1, . . . ,N) wurde bereits in (2.3) vorgestellt, hier zur Wiederholung:
∩NHam µ i = 11
N
N∑
i=1
1
µ i
(4.11)
Ordnet man die beteiligten Komponenten aus (4.11) neu an, so daß zwei
Teilmengen von Wahrheitswerten entstehen, entsteht folgende Formulierung
der kompensatorischen Hamacher-Verknüpfung von N = Na +Nb Wahrheits-
werten:
µ1 ∩ ⋯ ∩ µN = 1
1
Na + Nb ⎛⎝Na∑i=1 1µ i + N∑j=Na+1 1µ j ⎞⎠
= 1
1
Na + Nb ( Naµ1 ∩ ⋯ ∩ µNa + NbµNa+1 ∩ ⋯ ∩ µN )= (µ1 ∩ ⋯ ∩ µNa´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
µa
) Na∩Nb (µNa+1 ∩ ⋯ ∩ µN´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
µb
) (4.12)
Basierend auf (4.12) kannman nun den (Na ,Nb)-gewichteten kompensatori-
schen Hamacher-Durchschnitt zweier Wahrheitswerte µa und µb definieren,
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der in ähnlicher Weise auch in [Scheunert 2001] abgeleitet wurde:
µa Na∩Nb µb = 11
Na + Nb (Naµa + Nbµb )
(4.13)
Damit wird es möglich, die Konjunktion neuer Wahrheitswerte mit existie-
renden Verknüpfungsergebnissen zu berechnen, ohne daß man alle einzelnen
Wahrheitswerte, die zu den bestehenden Ergebnissen geführt haben, speichern
muß. Dabei ist sichergestellt, daß jeder Wahrheitswert, der zum Gesamtergeb-
nis beigetragen hat, sein individuelles Gewicht behält.
Abschließend läßt sich ein vektorieller gewichteter Durchschnitt zweier
gleichgroßer Wahrheitswert-Vektoren µa und µb unter Verwendung von Ge-
wichtsvektoren na und nb definieren, die die jeweiligen Wichtungsfaktoren
Na, i und Nb, i für die entsprechenden Elemente µa, i und µb, i enthalten:
µa na∩nb µb =
⎛⎜⎜⎜⎜⎜⎜⎝
⋮
1
1
Na, i + Nb, i (Na, iµa, i + Nb, iµb, i )⋮
⎞⎟⎟⎟⎟⎟⎟⎠
(4.14)
4.2.4. Zustandsgleichungen für den unscharfen Automaten
Gleichung (4.9) zur Verknüpfung von µ(t − 1, τ − 1) und µP,τ(x(t)) zu µ(t, τ)
kann nun mit Hilfe des gewichteten kompensatorischen Durchschnitts ausfor-
muliert werden, um zu den Gleichungen für jeden Zustand des unscharfen
Automaten nach Abschnitt 4.2.2 zu gelangen, der den dynamischen Klassifika-
tor zur Erkennung unvollständiger Muster repräsentiert.
Dabei gilt (4.9) für τ ≥ 2, da der erste Zustand keinen Vorgängerzustand
besitzt. Das Gewicht dieses nicht existierenden Zustands wäre aber in jedem
Fall Null, somit kann man sich (4.9) für den ersten Zustand (τ = 1) auch mit
(4.13) als auf folgenden Restterm reduziert vorstellen:
µ(t, 1) = µP,1(x(t)) (4.15)
Alle weiteren Zustände und Erkennungsergebnisse µ(t, τ ≥ 2) werden ge-
mäß (4.9) berechnet. Die Zustandsgleichungen sollen nun in vektorieller Form
ermittelt werden, damit auch das Verhalten des Automaten und des Klassifika-
torblocks in Abb. 4.8 mit einer Gleichung beschrieben werden kann. Dazu wird
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µP(t) als der Vektor der Klassifikationsergebnisse von x(t) in allen Punkten
(Klassen) des unscharfen Zeitreihenmodells definiert:
µP(x(t)) = ⎛⎜⎝
µP,1(x(t))⋮
µP,L(x(t))
⎞⎟⎠ (4.16)
Zusammen mit dem in (4.10) bereits eingeführten Vektor der Mustererken-
nungsergebnisse µτ können (4.7), (4.9) und (4.14) zu (4.17) kondensiert werden,
µτ(t) = f (µτ(t − 1)), µP(x(t))) (4.17)
= ((10) + (0T 0I 0) ⋅ µτ(t − 1)) nτ∩1 µP(x(t)),
wobei für den Vektor der Gewichte nτ gilt:
nτ = ⎛⎜⎜⎜⎝
0
1⋮
L − 1
⎞⎟⎟⎟⎠ (4.18)
Dadurch ergibt sich schließlich eine vektorielle rekursive Gleichung für die
Zustände µ(t, τ) des Automaten und damit die Erkennungsergebnisse des
betrachteten Musters zu jedem Zeitpunkt:
µτ(t) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1
⋅ (0
1
+ 1
µP,1(x(t)))⋮
1
1
i
⋅ ( i − 1
µτ , i−1(t − 1) + 1µP, i(x(t)))⋮
1
1
L
⋅ ( L − 1
µτ ,L−1(t − 1) + 1µP,L(x(t)))
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.19)
Abgesehen von den (L − 1) gewichteten Durchschnittsoperationen, die in je-
dem Zeitschritt erforderlich sind, benötigt die online durchgeführte Erkennung
unvollständiger Muster damit nur genau so viele Klassifikationsergebnisse µP,τ
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und -berechnungen, wie zur Erkennung von ausschließlich abgeschlossenen
Mustern in fortlaufenden Zeitreihen (entspricht Erkennungsaufgabe (II) in
Abschnitt 4.1) notwendig wären. Der in Abschnitt 4.2.1 befürchtete rechentech-
nische Mehraufwand kann damit erheblich reduziert werden.
4.2.5. Beispiel zur Online-Erkennung
Abbildung 4.10 zeigt eine Zeitreihe, innerhalb der eine Instanz des Musters aus
Abb. 3.2b auftritt. Aus Gründen der Anschaulichkeit wurde die Instanz her-
vorgehoben dargestellt, da die das Muster umgebenden Bereiche der Zeitreihe
hinsichtlich Amplitude und Gestalt recht ähnlich sind.
200 400 600 800 1000
0
10
20
t
x
Abbildung 4.10.: Beispiel: Univariate Zeitreihe mit einer Musterinstanz (hervorge-
hoben), die erkannt werden soll.
Mit Hilfe der bereits in Abb. 3.2b vorliegenden unscharfen Musterbeschrei-
bung soll nun eine Online-Erkennung durchgeführt werden, die Abtastpunkte
der Zeitreihe werden also sequentiell durchlaufen und jeweils einem dynami-
schen Klassifikator (vgl. Abb. 4.8) vorgeführt, der mit den Gleichungen aus
Abschnitt 4.2.4 operiert und zu jedem Zeitpunkt t das Erkennungsergebnis
in Form der unscharfen Menge µ(t, τ) liefert. Dabei wird das Auftreten des
Musters ständig und in allen Entwicklungsstadien τ erwartet.11
Die Klassifikationsergebnisse – sich über der Zeit entwickelnde unscharfe
Mengen µ(t, τ) – sind in Abb. 4.11 dargestellt. Zwei Beobachtungen können
bei diesem Beispiel gemacht werden: Die Instanz des Musters, die etwa vom
Zeitpunkt t = 500 bis t = 800 auftritt, wird durchweg, also in allen Stadi-
en τ, mit Ergebnissen µ > 0.5 erkannt. Daneben fällt selbstverständlich auf,
daß das Muster für kleine τ sehr häufig erkannt wird, resultierend in hohen
Werten µ(t, τ ≪ L). Bei Betrachtung von Abb. 4.10 wird dies auch nachvoll-
ziehbar, da die gesamte Zeitreihe Amplitudenwerte aufweist, die demMuster
11Zu Beginn der Zeitreihe kann das Muster natürlich nur in frühen Entwicklungsstadien τ < t
gefunden werden, weshalb µ(t, τ > t) = 0 gilt.
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Abbildung 4.11.: Ergebnisse µ(t, τ) der Online-Erkennung des Musters aus
Abb. 3.2b in der Zeitreihe von Abb. 4.10.
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Abbildung 4.12.: Ergebnisse µ(t) = µ(t, τ = L) der Online-Erkennung des voll-
ständigen Musters in Abb. 4.10, sowie das Ergebnis µˆ der Offline-Erkennung.
ähneln, so daß die ersten Punkte desMusters an sehr vielen Stellen der Zeitreihe
vollkommen korrekt erkannt werden. An diese Beobachtung knüpft natürlich
unweigerlich die Frage an, ab welchem Entwicklungsstadium τ ein Muster als
zuverlässig erkannt betrachtet wird; eine Frage, die vom Erkennungssystem
allein kontextfrei nicht beantwortet werden kann. Im folgenden Abschnitt wird
jedoch eine Möglichkeit eingeführt, Wissen über oder Erwartungen an ein
bestimmtes Stadium von τ in unscharfer Weise, also unter Berücksichtigung
von Unsicherheiten, zu formulieren und mit den Erkennungsergebnissen zu
verbinden.
Als Ergebnis der allgemeinsten Aufgabenstellung im Sinne von Abschnitt
4.1 enthält µ(t, τ) auch die Ergebnisse µ(t) der Online-Erkennung vollständi-
ger Muster, gemäß (4.1): µ(t) = µ(t, τ = L). Aus diesen wiederum kann das
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Ergebnis der Offline-Erkennung der Musterinstanz etwa über (4.3) abgeleitet
werden, wie auch in Abb. 4.5 dargestellt. Abbildung 4.12 zeigt die Ergebnisse,
die auf diese Weise aus Abb. 4.11 entstehen.
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4.3.1. Motivation
Im vorangegangenen Beispiel wurde erkennbar, daß kurze Teile (τ ≪ L) ei-
nes gesuchten Musters u. U. sehr häufig gefunden werden können. Dies ist
nur natürlich, da kürzere Abschnitte eines Musters häufiger in einer Zeitreihe
zu erwarten sind als längere oder gar vollständige Instanzen. Für die Online-
Erkennung von Mustern mit dem Ziel, diese bereits in einem zeitigen Entwick-
lungsstadium zu identifizieren, hat das selbstverständlich Konsequenzen für die
Zuverlässigkeit eines Erkennungsergebnisses.12 Ob eine vollständige Musterin-
stanz auftritt, kannmit Sicherheit nur im nachhinein beantwortet werden; dann
liegt jedoch im Sinne von Abschnitt 4.1 keine Aufgabenstellung der Online-
Erkennung mehr vor. Das Risiko einer fehlerhaften Erkennung muß in jedem
Anwendungsfall gegen den Nutzen einer frühzeitigen Erkennung abgewogen
und als Kompromiß formuliert werden – dazu mehr in Abschnitt 4.4.1 –, wie
es auch bei jeder technischen und medizinischen Diagnose sich entwickelnder
Phänomene der Fall ist, wo die Entscheidung für oder gegen frühzeitige War-
tungsmaßnahmen oder einen Therapiebeginn meist nicht eindeutig, sondern
nur in Form eines Kompromisses getroffen werden kann.
Weiterhin ist es möglich, daß µ(t, τ) ein multimodales Erkennungsergebnis
enthält, dasselbe Muster also gleichzeitig in mehreren Entwicklungsstadien auf-
tritt. Dies ist insbesondere dann der Fall, wenn das Muster Selbstähnlichkeiten
in der Form aufweist, daß das erste Teilstück des Musters in dessen weiterem
Verlauf erneut oder ähnlich zu finden ist. Abbildung 4.13a ist ein übertriebe-
nes Beispiel für ein solches Muster, das im letzten Drittel nicht vom ersten
Drittel zu unterscheiden ist. Tritt dieses Muster nun im Rahmen einer Online-
Erkennung in einer Zeitreihe wie Abb. 4.13b auf, so ist dort zum Zeitpunkt t∗
die Aussage „vollständiges (τ = L) Muster wurde erkannt“ ebenso wahr wie
die Aussage „Muster wurde mit τ = L/3 erkannt“. In diesem Beispiel würden
also identische, hohe Werte µ(t∗ , L/3) = µ(t∗ , L) im Erkennungsergebnis
12Präziser formuliert handelt es sich nicht um ein Problem der Zuverlässigkeit, sondern der
Nutzbarkeit des Ergebnisses, da ein kurzer Abschnitt des Musters ja tatsächlich erkannt wurde;
nur kann daraus nicht automatisch das Auftreten des gesamtenMusters geschlußfolgert werden.
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µ(t∗ , τ) vorliegen. Wenn eindeutige Ergebnisse gewünscht werden, bestün-
de in diesem Beispiel eine einfache Lösung darin, nur Erkennungsergebnisse
µ(t, τ > L/3) als Entscheidungsgrundlage zu verwenden, also abzuwarten, bis
ein sich entwickelndes Muster mindestens ein Stadium τmin erreicht, nach dem
keine weiteren selbstähnlichen Abschnitte mehr folgen.
x
τL
(a)Muster
x
tt∗
MusterinstanzenZeitreihe
(b)Musterinstanz(en) in einer Zeitreihe
Abbildung 4.13.: SelbstähnlichesMuster, dessen erstes Teilstück imweiteren Verlauf
erneut auftritt. In der Zeitreihe werden bei t∗ gleichzeitig vollständige (τ = L) und
unvollständige (τ = L/3) Instanzen erkannt (leicht verschoben dargestellt).
Eine vergleichbare Situation ergibt sich, wenn während des Auftretens eines
Musters ein Teilabschnitt desselben bei Ähnlichkeit als Beginn eines anderen
Musters gedeutet und erkannt werden kann, vgl. Abb. 4.14. Auch hier müßte,
wenn eindeutige Ergebnisse gewünscht sind oder erkannte Muster in einem
fortgeschritteneren Stadium aufgrund der höheren Erkennungssicherheit präfe-
riert werden sollen, ein Mindeststadium τmin für die Erkennung jeden Musters
gefordert werden. Dabei gibt es prinzipiell zwei Optionen: Einerseits kann τmin
für ein Muster so hoch gewählt werden, daß ab diesem Stadium keine weiteren
Teilstücke anderer Muster darin auftreten – mit der Gefahr, daß dieses Muster
im Extremfall erst nach vollständigem Ablauf oder gar nicht eindeutig erkannt
werden kann. Andererseits können für alle Muster, deren Teilstücke in diesem
Muster auftreten, die jeweiligen τmin so gewählt werden, daß beim Auftreten
des betrachteten Musters die anderen Muster nicht auch (in den jeweiligen
Anfangsstadien) erkannt werden.
Um solchen Situationen nicht erst in der Arbeitsphase eines Erkennungssy-
stems zu begegnen, können bestehende Datenbanken mit bekannten Mustern
bereits im voraus auf Selbstähnlichkeit und gegenseitige Fremdähnlichkeit über-
prüft werden. Beides sind im übrigen Aspekte, die allgemein der neuartigen
Aufgabenstellung der Online-Erkennung sich entwickelnderMuster geschuldet
sind. Sie sind unabhängig vom gewählten Modellierungs- und Erkennungsan-
satz für Zeitreihenmuster. Möglichkeiten zur Analyse dieser Aspekte, die nun
aber konkret auf die unscharf beschriebenen Zeitreihenmuster zugeschnitten
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ster x1(τ) und x2(τ)
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(b) Instanz des Musters 1 in einer Zeitreihe,
zum Vergleich gestrichelt und verschoben
dargestellt: die Muster x1 und x2
Abbildung 4.14.: FremdähnlicheMuster: das letzte Teilstück vonMuster 1 entspricht
dem ersten Teil von Muster 2.
sind, widmen sich – aufbauend auf [Herbst und Bocklisch 2010a] – die folgen-
den beiden Abschnitte 4.3.2 (Selbstähnlichkeit) und 4.3.3 (Fremdähnlichkeit).
4.3.2. Selbstähnlichkeitsanalyse
Mit Hilfe der Online-Erkennung aus Abschnitt 4.2 ist es möglich, eine quan-
titative Abschätzung13 des Wertes τmin zu erhalten, ab dem ein Nutzer der
Online-Erkennung eines unscharfen Musters im Sinne des obigen Abschnittes
eindeutige Erkennungsergebnisse erhalten kann.
Ist ein unscharf beschriebenes Muster gegeben, kann daraus der mittlere,
repräsentative Verlauf extrahiert und als Zeitreihe x(t) = r(t), t = 1, . . . , L, be-
trachtet werden. In dieser Zeitreihe wird nun eine unscharfe Online-Erkennung
desselben Musters gemäß Abschnitt 4.2 durchgeführt. Dabei kann naturgemäß
das Muster nur in Stadien 1 ≤ τ ≤ t ≤ L auftreten und erkannt werden. Abbil-
dung 4.15a zeigt anhand eines Beispiels die entstehenden Ergebnisse µ(t, τ) für
das Muster aus Abb. 3.2b auf S. 46.
Die Bedingung τ ≤ t ist darin wiederzufinden, daß oberhalb der Diagonale
nur Ergebnisse µ(t, τ > t) = 0 vorliegen. Bei einem Muster ohne partielle
Selbstähnlichkeit würden nennenswerte Erkennungsergebnisse nur in einem
unscharfen Bereich um die Diagonale erzielt. In Abb. 4.15a sind jedoch z. B. um
die Zeitpunkte t = 180 und t = 250 herum Ähnlichkeiten zu den ersten etwa
τ ≤ 20 Abtastpunkten des Musters zu erkennen, dort liegen also multimodale
Erkennungsergebnisse µ(t, τ) vor. Weiterhin ist bis etwa zum Zeitpunkt t =
13Eine eindeutige, scharfe Angabe von τmin anhand eines gegebenen unscharfenMusters erfordert
eine Entscheidung, weshalb der konkreteWert τmin von der Art der Defuzzifizierung beeinflußt
und deshalb hier als Näherungswert bezeichnet wird.
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(a) Ergebnisse µ(t, τ) der Online-Selbst-
erkennung von x(t) = r(t) (b) Entscheidung (schwarz) und eindeu-tiges Gebiet (grau dargestellt)
Abbildung 4.15.: Selbstähnlichkeitsanalyse des Coffee-Musters aus Abb. 3.2b durch
Online-Erkennung des repräsentativen Verlaufs des Musters.
50 schwer entscheidbar, welches Entwicklungsstadium τ vorliegt; µ(t, τ) ist
multimodal und teilweise plateauähnlich.
Um τmin zu bestimmen, müssen also zwei Aspekte betrachtet werden:
1. Bis zu welchemWert τ sind in multimodalen Erkennungsergebnissen
µ(t, τ) Selbstähnlichkeiten zu erkennen?
2. Ab welchem Zeitpunkt kann – selbst unter Berücksichtigung des ersten
Kriteriums – überhaupt eine Entscheidung für ein Stadium τ getroffen
werden?
Um diese Fragen „eindeutig“ – d. h. scharf – beantworten zu können, muß
µ(t, τ) zunächst defuzzifiert werden. Abbildung 4.15b zeigt das Ergebnis dieses
Schrittes14 für Abb. 4.15a; zusätzlich ist das Gebiet markiert, das aus Sicht der
obigen zwei Kriterien eine eindeutige Erkennung des Entwicklungsstadiums
des Musters erlaubt. τmin ergibt sich aus der strikteren Forderung, also dem
höheren Wert, in Abb. 4.15b gilt demnach etwa τmin ≈ 50.
Reklassifikation des Repräsentantenverlaufs vs. Überdeckungsgrad. Der
eben beschriebene Ansatz ist insofern auch als Näherung aufzufassen, da nur
der repräsentative Verlauf r(t) des Musters reklassifiziert wird. Um auch die
Streuung und Unschärfe dabei zu berücksichtigen, kann es sinnvoll (wenn auch
aufwendiger) sein, bei der Berechnung von µ(t, τ) in (4.19) das Klassifikations-
ergebnis µP, i(x(t)) – wobei hier x(t) = r(t) gilt – zu ersetzen durch einen
Überdeckungsgrad der Klassen µP, i(x) und µP,t(x).
14Defuzzifizierung aller Werte µ(t, τ) durch Vergleich mit einem Schwellwert 0.5.
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Wichtig ist jedoch, daß es sich bei diesem Überdeckungsgrad nicht um
die globale Ähnlichkeit zweier Klassen handeln soll. Durch µP, i(r(t)) wurde
geprüft, ob der Repräsentant r(t) in einer früheren Klasse µP, i (also für i < t)
ein hohes Klassifikationsergebnis erzielt. In diesem Falle wäre eine partielle
Selbstähnlichkeit gegeben. Entsprechend muß bei diesem Überdeckungsgrad
geprüft werden, ob die Klasse µP,t in µP, i enthalten ist. Dazu sei auch auf die
Beispiele in Abb. 4.16 verwiesen.
µ1 µ2
r1 r2
0
1
µ(x)
(a) Überdeckung gering, µ1(r2) gering
µ1 µ2
r1 r2
0
1
µ(x)
(b) Überdeckung gering, µ1(r2) hoch
µ1 µ2
r1 r2
0
1
µ(x)
(c) Überdeckung hoch, µ1(r2) gering
µ1 µ2
r1 r2
0
1
µ(x)
(d) Überdeckung gering, µ1(r2) hoch,
µ2-bezogene Überdeckung hoch
Abbildung 4.16.: Überdeckung und Klassifikation von Repräsentanten. Die Klasse
µ1(x), grau dargestellt, wird dabei jeweils als Referenzklasse betrachtet, bezüglich
der das Enthaltensein von µ2(x) geprüft werden soll.
In Abb. 4.16a liefert die Klassifikation des Repräsentanten r2 in µ1 ein gerin-
ges Ergebnis, ebenso wie ein globaler Überdeckungsgrad, etwa der nachfolgend
beschriebene gS,2 aus (4.21). Dagegen ist µ1(r2) in Abb. 4.16b sehr hoch, obwohl
die Klassen µ1 und µ2 nur wenig Überdeckung aufweisen. Hier würde also die
Betrachtung eines Überdeckungsgrades ein völlig anderes Ergebnis liefern, als
die Klassifikation des Repräsentanten. Erkennbar ist allerdings auch, daß für die
Prüfung der Selbstähnlichkeit niedrige Überdeckungsgrade andererseits nicht
unbedingt bedeuten müssen, daß einzelne Instanzen (etwa der Repräsentant
r2 in Abb. 4.16b) nicht auch hohe Reklassifikationsergebnisse erzielen können.
Dennoch zeichnet ein Überdeckungsgrad im Mittel ein erheblich realistische-
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res Bild der zu erwartenden Selbstähnlichkeit konkreter Musterinstanzen. Mit
gleicher Schlußfolgerung argumentieren – wenn auch unter umgekehrten Vor-
zeichen – läßt sich anhand Abb. 4.16c, wo beide Klassen einen recht hohen
Überdeckungsgrad aufweisen, der Repräsentant r2 allerdings kaum mehr in
µ1 enthalten ist. Abschließend liegt in Abb. 4.16d die Konstellation vor, daß
ebenso wie der Repräsentant r2 die gesamte Klasse µ2 in µ1 enthalten ist. Eine
globale Ermittlung des Überdeckungsgrades wie mit gS,2 aus (4.21) ergibt hier
nur geringe Ähnlichkeiten. Für die Selbstähnlichkeit der Muster ist allerdings
das Enthaltensein von µ2 in µ1 von Bedeutung, weshalb eine auf µ2 bezogene
Berechnung des Überdeckungsgrades verwendet werden sollte.
Basierend auf der Idee des Vergleichs vonNeben- undHauptsympathien klas-
sifizierter Objekte aus [Bocklisch 1987, S. 43ff] wird in [Hempel 2005] folgendes
Gütemaß zur Berechnung des Überdeckungsgrades mehrerer (K) unscharfer
Klassen µ j(x), j = 1, . . . ,K, verwendet:
gS,K (µ1 , . . . , µK) = ∫
K∑
j=1 µ
j(x) − µˆ(x) dx
(K − 1) ⋅ ∫ µˆ(x) dx (4.20)
Dabei bezeichnet µˆ(x) = max(µ1(x), . . . , µK(x)) den höchsten Zugehö-
rigkeitswert eines Objektes x zu allen Klassen. Liegen nur K = 2 Klassen vor,
reduziert sich dieser Ausdruck und kannmittels min/max-Operatoren wie folgt
formuliert werden:
gS,2 (µ1 , µ2) = ∫ min(µ1(x), µ2(x)) dx∫ max(µ1(x), µ2(x)) dx (4.21)
Gleichung (4.21) wiederum stellt einen Spezialfall eines allgemeinen Über-
deckungsgrades g dar, der auf unscharfer Verknüpfung (Durchschnitt und
Vereinigung) der Klassen basiert:
g (µ1 , . . . , µK) = ∫ µ1(x) ∩ ⋯ ∩ µK(x) dx
∫ µ1(x) ∪ ⋯ ∪ µK(x) dx (4.22)
Wählt man in (4.22) die Operatoren min für ∩ undmax für ∪, erhält man für
K = 2 wieder (4.21). Alle angegebenen Überdeckungsgrade können Ergebnisse
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g ∈ [0, 1] liefern, wobei g = 0 völlig disjunkte Klassen beschreibt.15
Um nicht die allgemeine Überdeckung (zweier) Klassen zu prüfen, sondern
das Enthaltensein einer Klasse in einer Referenzklasse, wird der Überdeckungs-
grad nicht auf die vereinigte Menge bezogen, sondern auf die zu prüfende
Klasse. Letztlich handelt es sich dabei um eine Klassifikation im echt unschar-
fen Sinne, weil eine der Klassen als unscharf beschriebenes Objekt aufgefaßt
werden kann. Entsprechend wird das nun zu verwendende Maß „objektbezo-
gener Überdeckungsgrad“ [Hempel 2005] genannt, in allgemeiner Form:
gOA (µKlasse , µObjekt) = ∫ µKlasse(x) ∩ µObjekt(x) dx∫ µObjekt(x) dx , (4.23)
wobei sich hier beim erneuten Einsatz von min für den Durchschnitt ∩ ergibt:
gO (µKlasse , µObjekt) = ∫ min(µKlasse(x), µObjekt(x)) dx∫ µObjekt(x) dx (4.24)
Wichtiger Unterschied im Vergleich zu gS,2 aus (4.21) ist natürlich die nicht
mehr gegebene Kommutativität: während gS,2(µ1 , µ2) = gS,2(µ2 , µ1) galt, ist
diese Äquivalenz i. a. für gO(µ1 , µ2) bzw. gO(µ2 , µ1) nicht mehr zutreffend, da
gO nun eine der beiden Mengen als Referenzklasse ansieht, bezüglich der das
Enthaltensein geprüft wird.
Selbstähnlichkeit mit Überdeckungsgrad. Unter Einbeziehung des objekt-
bezogenen Überdeckungsgrades gO aus (4.24) kann nun in (4.19) das Klas-
sifikationsergebnis µP, i(x(t)) ersetzt werden durch den Überdeckungsgrad
gO (µP, i , µP,t), so daß sich für die vektorielle Berechnung des Selbsterken-
nungsergebnisses µSelbst(t, τ) folgendeGleichung ergibt, die für alle t = 1, . . . , L
15Werden Zugehörigkeitsfunktionen mit unendlichem Support für die Klassenbeschreibung ver-
wendet, wie beispielsweise (2.16) in dieser Arbeit, kann gS,2 = 0 nicht auftreten. In (4.22) hängen
die Minimal- und Maximalwerte von g auch von den verwendeten Operatoren für ∩ und ∪ ab.
Bei interaktiven T-Normen beispielsweise können identische Klassen einen Überdeckungsgrad
g < 1 aufweisen, da die Unschärfen beider Klassen verknüpftwerden. Daher ist die Verwendung
von (4.21) zu empfehlen, um verläßlich interpretierbare Ergebnisse gS,2 ∈ [0, 1] zu erhalten.
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anzuwenden ist:
µSelbst,τ(t) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1
⋅ (0
1
+ 1
gO (µP,1 , µP,t))⋮
1
1
i
⋅ ( i − 1
µSelbst,τ , i−1(t − 1) + 1gO (µP, i , µP,t))⋮
1
1
L
⋅ ( L − 1
µSelbst,τ ,L−1(t − 1) + 1gO (µP,L , µP,t))
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.25)
Das Ergebnis der in diesem Sinne modifizierten Selbstähnlichkeitsanaly-
se µSelbst(t, τ) für das auch in Abb. 4.15a betrachtete Beispiel zeigt in Gegen-
überstellung zur Selbsterkennung durch Reklassifikation der Repräsentanten
Abb. 4.17. Die Ergebnisse mit Überdeckungsgrad offenbaren hier eine etwas
größere Selbstähnlichkeit des Musters, wenn auch seine Streuung und Un-
schärfe mit einbezogen wird, dennoch bleiben die prinzipiellen Aussagen zur
Erkennbarkeit des Musters in diesem Fall erhalten.
(a) Selbstähnlichkeit µ(t, τ) (b) Selbstähnlichkeit µSelbst(t, τ)
Abbildung 4.17.: Vergleich der Selbstähnlichkeitsanalyse des Coffee-Musters aus
Abb. 3.2b durch Klassifikation von r(t) und durch Berechnung der Überdeckungs-
grade.
Nachteil dieser Vorgehensweise ist der erheblich höhere Rechenaufwand, da
gO nur durch numerische Integration ermittelt werden kann. Deshalb ist zu
empfehlen, die Analyse mit Überdeckungsgrad nur für Muster durchzuführen,
in deren Verlauf Streuung bzw. Unschärfe stark variieren.
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Weitere Beispiele. Für das sinusförmige Muster aus Abb. 4.13a, das zur Moti-
vation der Selbstähnlichkeitsanalyse diente, wurde in Abb. 4.18a eine unscharfe
Beschreibung erstellt und die Selbstähnlichkeit ermittelt.Wie erwartet, muß bei
der Online-Erkennung des Musters mindestens bis zum Entwicklungsstadium
τ = L/3 abgewartet werden16, bis eine eindeutige Aussage bezüglich τ getroffen
werden kann.
(a) Sinusförmiges unscharfes Muster
(b) Ergebnisse der Selbsterkennung
(c) Entscheidung und eindeutiges Gebiet
(d) Rechteckförmiges unscharfes Muster
(e) Ergebnisse der Selbsterkennung
(f) Entscheidung und eindeutiges Gebiet
Abbildung 4.18.:Weitere Beispiele zur Selbstähnlichkeitsanalyse: (a)–(c) sinusför-
miges Muster nach Abb. 4.13a, sowie (d)–(f) rechteckförmiges Muster.
16Zuzüglich eines zeitlichen Abstandes, der von der Unsicherheit und Unschärfe der Musterbe-
schreibung abhängt.
92 4. Online-Erkennung unscharfer Muster
Ein weiterer, und recht pathologischer Fall tritt ein, wenn am Beginn des
Musters ein bezüglich der Merkmalsausprägung konstanter Abschnitt steht.
Innerhalb dieses Abschnittes ist es nicht möglich, eine Entscheidung über den
Zustand τ zu treffen. In den Abbildungen 4.18d bis 4.18f ist dies anhand eines
Musters illustriert, das einer Periode eines rechteckförmigen Signals entstammt.
Die Mehrdeutigkeit und Nicht-Entscheidbarkeit von τ innerhalb des ersten
Abschnittes ist dabei nicht auf die hier verfolgte Art der Online-Erkennung
zurückzuführen, sondern eine generelle Eigenschaft dieser Muster im Rahmen
von Online-Mustererkennungsaufgaben. Verfahrensunabhängig sind deshalb
untere Grenzen für eine frühzeitige Erkennung solcher Muster gegeben, die
nicht umgangen werden können.
4.3.3. Fremdähnlichkeitsanalyse
Sollen mehrere Muster differenziert erkannt werden, ist die Unterscheidbarkeit
der Muster paarweise zu prüfen. Für die Online-Erkennung sich entwickelnder
Muster ist dabei nicht nur die globale Ähnlichkeit zweier Muster entscheidend,
sondern besonders der Zeitpunkt innerhalb der Entwicklung der Muster, ab
dem diese unterschieden werden können.17 Um Entscheidungen anhand ein-
deutig erkannterMuster zu treffen, können also nur Ergebnisse für solcheWerte
von τ berücksichtigt werden, die nach diesem Zeitpunkt liegen.
Ähnlichkeit bezüglich eines gemeinsamen Startpunkts. Im zunächst ein-
facheren Fall kann geprüft werden, ab welchem Entwicklungsstadium die Ähn-
lichkeit zweier Muster gering genug geworden ist. Diese Ähnlichkeit muß dabei
zweifach ermittelt werden, denn ein Muster kann das andere durchaus „ent-
halten“, während die Umkehrung nicht gelten muß. Es wird daher an dieser
Stelle vorgeschlagen, die Ähnlichkeit zweier Muster a und b aus einer Daten-
bank von K Mustern, a, b ∈ {1, . . . ,K}, a ≠ b, beschrieben durch µa/bP,t (x),
t = 1, . . . , La/b , unter Berücksichtigung ihrer jeweiligen Unschärfe mit Hilfe
der verknüpften Überdeckungsgrade
gab(t) = gO (µaP,1(x), µbP,1(x)) ∩ ⋯ ∩ gO (µaP,L(x), µbP,L(x)) (4.26)
gba(t) = gO (µbP,1(x), µaP,1(x)) ∩ ⋯ ∩ gO (µbP,L(x), µaP,L(x)) (4.27)
17Aufgrund des kompensatorischen Charakters der Verknüpfungsoperation im Erkennungser-
gebnis in (4.17) ist es prinzipiell aber auch möglich, daß die Unterscheidbarkeit in späteren
Entwicklungsstadien wieder abnimmt, falls sich die Muster wieder ähnlicher werden.
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(a) Unscharfe Beschreibung Muster 1 (b) Unscharfe Beschreibung Muster 2
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(c) Verknüpfte Überdeckungsgrade g12(t)
(Muster 1 enthält Muster 2)
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0
0.5
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g
(d)Verknüpfte Überdeckungsgrade g21(t)
(Muster 2 enthält Muster 1)
Abbildung 4.19.: Beispiel zur Fremdähnlichkeitsanalyse mit Überdeckungsgrad.
für L = min(La , Lb) unter Verwendung des Operators (2.3) sowie des Über-
deckungsgrades (4.24) zu berechnen. Die Wahl der kompensatorischen Ver-
knüpfung begründet sich aus deren Verwendung bei der Ermittlung der Klassi-
fikationsergebnisse der Online-Erkennung. Sobald gab(t) oder gba(t) dauer-
haft unter einem Schwellwert liegt, kann eines der Muster ab diesem Stadium
mit einer Sicherheit vom anderen unterschieden werden, die mit niedrigerem
Schwellwert wächst. Konkret: gab(t) gibt an, wie stark das unscharfe Muster b
in der unscharfen Beschreibung des Musters a enthalten ist. Tritt das Muster b
im Stadium t auf und gab(t) ist hoch, wird also auch das Muster a mit hoher
Ähnlichkeit erkannt. Auch hier gilt allerdings, daß der Überdeckungsgrad eine
mittlere Aussage darstellt, in einzelnen Fällen konkreter Musterinstanzen kann
die Ähnlichkeit also durchaus deutlich höher oder niedriger liegen. Insgesamt
müssen für K Muster 12K ⋅(K− 1)Musterpaare mit gab und gba geprüft werden.
Dazu ein Beispiel: Für zwei Muster, die etwa bis zur Hälfte bezüglich ihrer
Repräsentanten gleichartig verlaufen – wenn auch mit unterschiedlicher Breite
der Klassen –, sind in Abb. 4.19 die Verläufe von g12(t) und g21(t) dargestellt.
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In diesem Beispiel wäre also gemäß g12(t) beim Erkennen des Musters 1 erst
ab einem Entwicklungsstadium von etwa τ ≈ 60 eine deutliche Unterscheid-
barkeit zu Muster 2 möglich. Umgekehrt ist aufgrund des erheblich präziseren
Verlaufs (geringere Unsicherheiten, also Klassenbreiten) in der Anfangsphase
von Muster 2 die Überdeckung g21(t) bezüglich Muster 1 von Beginn an auf
deutlich geringerem Niveau. Muster 1 „enthält“ also Muster 2 in der Anfangs-
phase, jedoch nicht umgekehrt, auch wenn dort die Repräsentanten identisch
sind. Im Mittel ist also die Sicherheit, daß es sich bei einer erkannten Instanz
von Muster 2 nicht umMuster 1 handelt, von Beginn an höher.
Ähnlichkeit beiOnline-Fremderkennung. DemCharakter einerOnline-Er-
kennung entsprechend muß prinzipiell immer damit gerechnet werden, jedes
Muster in jedem Stadium zu detektieren. Deshalb muß – analog zur Selbstähn-
lichkeit aus Abschnitt 4.3.2 – auch für die paarweise geprüfte Fremdähnlichkeit
eine gegenseitige Online-Erkennung durchgeführt werden, denn während des
Auftretens eines Musters b könnte ein Muster a prinzipiell an beliebiger Stelle
gerade neu beginnen und erkannt werden.
Um die Online-Fremdähnlichkeit der unscharfen Beschreibungen zweier
Muster insgesamt – also im Mittel – zu analysieren, wird deshalb an dieser
Stelle erneut ein Vorgehen unter Verwendung des Überdeckungsgrades gO aus
(4.24), jeweils bezogen auf eines der Muster, vorgeschlagen:
µabFremd,τ(t) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1
⋅ ⎛⎝01 + 1gO (µaP,1 , µbP,t)⎞⎠⋮
1
1
i
⋅ ⎛⎝ i − 1µabFremd,τ , i−1(t − 1) + 1gO (µaP, i , µbP,t)⎞⎠⋮
1
1
La
⋅ ⎛⎝ L − 1µabFremd,τ ,L−1(t − 1) + 1gO (µaP,La , µbP,t)⎞⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.28)
Dabei gibt µabFremd(t, τ) für t = 1, . . . , Lb und τ = 1, . . . , La die Ähnlichkeit
des Musters a im Stadium τ zum Abschnitt (t − τ + 1), . . . , t des Musters b an.
Das bedeutet, daß beimAuftreten von Instanzen desMusters b im Stadium t das
Muster a gleichzeitig im Stadium τ erkannt wird. Auch hier gilt natürlich, daß
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(a)Online-Fremdähnlichkeit µ12Fremd(t, τ):
beimAuftreten vonMuster 2 wirdMuster 1
in verschiedenen Stadien erkannt
(b)Online-Fremdähnlichkeit µ21Fremd(t, τ):
beimAuftreten vonMuster 1 wirdMuster 2
in verschiedenen Stadien erkannt
Abbildung 4.20.: Online-Fremdähnlichkeitsanalyse der Muster aus Abb. 4.19.
der Überdeckungsgrad eine gemittelte Aussage liefert. Weiterhin entspricht die
„Hauptdiagonale“ der entstehenden Wahrheitswerte-Matrix den verknüpften
Überdeckungsgraden:
µabFremd(t, t) = gab(t) für 1 ≤ t ≤ min(La , Lb) (4.29)
Außerdem entspricht die Online-Fremdähnlichkeitsanalyse eines Musters a
mit sich selbst dessen Selbstähnlichkeit nach (4.25):
µaaFremd(t, τ) = µaSelbst(t, τ) (4.30)
Abbildung 4.20 setzt im Beispiel die Fremdähnlichkeitsanalyse der beiden
Muster aus Abb. 4.19 in diesem Online-Sinne fort. In der Hauptdiagonale ist
die Äquivalenz zu den Ergebnissen g12(t) und g21(t) aus Abb. 4.19 feststellbar.
Weiterhin ist zu erkennen, daß beide Muster in der Endphase jeweils eine
Ähnlichkeit zur Startphase des anderenMusters – etwa bis zum Stadium τ ≈ 20
– aufweisen.Dies ist auch anhandderMusterbeschreibungen inAbb. 4.19 schnell
visuell nachvollziehbar.18 Ansonsten kommt es neben der bereits durch g12(t)
offenbarten Ähnlichkeit ab Beginn, hier sichtbar durch hohe Ähnlichkeitswerte
um die Hauptdiagonale herum, zu keinen weiteren Ähnlichkeiten im Online-
Sinne.
18Da sich der erste und letzte Abschnitt für beide Muster jeweils gleicht, würde eine Selbstähn-
lichkeitsanalyse nach Abschnitt 4.3.2 in diesem Fall auch die Selbstähnlichkeit der Teilstücke
innerhalb jedes Musters anzeigen.
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4.4. Weiterverarbeitung von
Erkennungsergebnissen
4.4.1. Unscharfes Fokussieren auf interessante Abschnitte
Offensichtliches Ziel der Online-Erkennung sich entwickelnder Muster ist vor
dem Anwendungshintergrund präventiver Wartungsmaßnahmen oder Pro-
gnoseaufgaben, diese schnellstmöglichst zu erkennen, also in einem frühen
Entwicklungsstadium. Wie beschrieben, stehen dem Erreichen dieses Zieles
mehrere Hindernisse imWeg, zusammengefaßt:x Kurze Teilabschnitte eines Musters werden mit höherer Wahrscheinlich-
keit in einer Zeitreihe auftreten als vollständige Instanzen, resultierend
in hohen Werten µ für kleine Werte τ.x Die Gewißheit, daß es sich um eine Instanz des Musters handelt, steigt
mit der Länge τ des erkannten Abschnittes. Gleichzeitig sinkt dadurch
der Nutzen dieses Erkennungsergebnisses.x Selbstähnlichkeiten innerhalb des Musters können zu mehrdeutigen
Erkennungsergebnissen führen: multimodale unscharfe Mengen µ(t, τ).x Muster mit zu Beginn ähnlicher Entwicklung können erst ab einem
bestimmten Stadium unterschieden werden.x Fremdähnlichkeiten im Sinne der Online-Erkennung können dazu füh-
ren, daß während des Auftretens eines Musters Teile anderer Muster in
frühen Stadien mit hohen Ähnlichkeiten erkannt werden.
Für eine in diesem Sinne verläßliche Mustererkennung ist es also notwendig,
zu einem Zeitpunkt nicht alle Erkennungsergebnisse µ(t, τ) eines Musters zu
verwenden, sondern diese auf bestimmte Entwicklungsstadien τ zu beschrän-
ken, und zwarx nach oben, um ein Muster zeitig genug zu erkennen, damit für die An-
wendung (z. B. Prognose) noch zeitlicher Handlungsspielraum bleibt;
sowiex nach unten, um Effekte wie Selbstähnlichkeit, Fremdähnlichkeit und
triviale Erkennungsergebnisse kurzer Teilabschnitte auszublenden.
Beide Grenzen können schwerlich exakt angegeben werden, wie etwa am
Beispiel von τmin in Abschnitt 4.3.1 beschrieben, zudem können sie sich über-
schneiden. Damit muß ein Kompromiß bezüglich der nutzbaren Bereiche von
τ gefunden und auf eine Weise formuliert werden, die diesen Unsicherheiten
gerecht wird.
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Die Überlegungen führen zu der Idee, diese Bereiche von τ weich einzugren-
zen, so daß nur die Ergebnisse innerhalb von µ(t, τ) in Betracht gezogen wer-
den, deren Werte τ innerhalb unscharfer Grenzen liegen. Dieser Bereich wird
fortan als unscharfes Interessengebiet (fuzzy window of interest, vgl. [Herbst
und Bocklisch 2009]) bezeichnet. Es kann mit Hilfe einer unscharfen Menge
(Fensterfunktion) µw(τ) formuliert werden, die jedem möglichen Wert τ für
ein Muster (τ = 1, . . . , L) einen Wahrheitswert µw ∈ [0, 1] zuordnet:
µw∶{1, . . . , L}→ [0, 1] (4.31)
Dabei charakterisieren Werte µw(τ)→ 1 die Bereiche von τ, für die großes
Interesse bzw. Plausibilität besteht. Umgekehrt sollen Entwicklungsstadien τmit
µw(τ)→ 0 ignoriert werden. Dazwischen sind beliebige graduelle Abstufungen
möglich.
Das Interessengebiet µw(τ) kannnun zu jedemZeitpunktmit dem jeweiligen
Erkennungsergebnis µ(t, τ) verknüpft werden, um ein modifiziertes Ergebnis
µ˜(t, τ) zu erhalten, das in unscharfer Weise auf bestimmte (interessante) Berei-
che fokussiert wurde. Semantisch motiviert wird diese Verknüpfung durch eine
Koinzidenz (im Sinne einer Und-Verknüpfung) von tatsächlichem Auftreten
eines Musters in einem Zustand τ und dem Interesse des Nutzers an diesem
Entwicklungsstadium. Deshalb können prinzipiell beliebige Operatoren zur
Konjunktion eingesetzt werden:19
µ˜(t, τ) = µ(t, τ) ∩ µw(τ) ∀τ (4.32)
Gleichung (4.32) enthält in dieser allgemeinen Form einige interessante Spe-
zialfälle:x Begrenzung von Erkennungsergebnissen: Wird für ∩ in (4.32) der min-
Operator gewählt, können Ergebnisse µ(t, τ) auf das in µw(τ) vorge-
gebene „Profil“ begrenzt werden. µw(τ) kann hier als Fensterfunktion
interpretiert werden.x Begrenzung mit unsicherem Fenster: Bei Wahl eines interaktiven, nicht-
kompensatorischen Operators für ∩ ist µw(τ) ebenfalls als Fensterfunk-
tion anzusehen, jedoch werden hier die Unsicherheiten bei der Formu-
lierung von µw(τ)mit den Unsicherheiten der Erkennungsergebnisse
µ(t, τ) verknüpft. Das schlägt sich im Vergleich zur ersten Variante in
niedrigerenmodifizierten Ergebnissen µ˜(t, τ) nieder, die den zweifachen
(und semantisch unterschiedlichen) Unsicherheiten Rechnung tragen.
19Der gewählte Operator sollte jedoch keine kompensatorischen Eigenschaften besitzen, damit
µ˜(t, τ) ≤ µ(t, τ) gilt. Alle T-Normen wären somit beispielsweise geeignet.
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Durch diese unscharfe Herangehensweise wirken sich leichte Variatio-
nen von µw(τ) bzw. deren Parameter nicht drastisch – also im scharfen,
schaltenden Sinn – auf die entstehenden Ergebnisse aus. Das erleich-
tert dem Benutzer die Formulierung von µw(τ), da keine „kritischen“
Entscheidungen bei der Parameterwahl getroffen werden müssen.x Wichtung des Entwicklungsstadiums: Durch die Art der Definition und
Berechnung von µ(t, τ) sind die Ergebnisse für alle Stadien τ im Sinne
der Wahrheitswerte ebenbürtig, weshalb sich im Beispiel von Abschnitt
4.2.5 häufig hohe Ähnlichkeiten für kurze Abschnitte (τ ≪ L) des Mu-
sters in der Zeitreihe ergaben. Soll die Länge des erkannten Teilstücks in
dasmodifizierte Erkennungsergebnis einfließen, kann dies beispielsweise
durch lineare Wichtung von τ geschehen, indem für ∩ das algebraische
Produkt eingesetzt wird und für µw(τ) eine in Zugehörigkeitswerten
linear ansteigende unscharfe Menge. µw käme in diesem Fall die Bedeu-
tung einer Vergessens- oderWichtungsfunktion zu, und für (4.32) ergäbe
sich hier der Spezialfall:
µ˜linear(t, τ) = µ(t, τ) ⋅ τL (4.33)
Das Konzept der unscharfen Fokussierung mit einer Interessenfunktion und
der Verknüpfung nach (4.32) stellt ansonsten auch eine Verallgemeinerung der
Idee der subjektiven Zeitreihenanalyse mit Vergessensfunktion innerhalb eines
Zeithorizontes dar, die in [Herbst 2006] angedacht wurde. Ebenso besteht eine
inhaltliche Verwandtschaft zum Konzept der zeitlichen Erwartungsfunktionen
in [Herbst und Bocklisch 2007].
4.4.2. Ableitung von Entscheidungen
Um auf Basis eines (modifizierten) Erkennungsergebnisses µ(t, τ) bzw. µ˜(t, τ)
Entscheidungen zu treffen, wird in den meisten Fällen zunächst eine Entschei-
dung innerhalb von µ˜(t, τ) notwendig sein, um die unscharfe Menge in eine
oder mehrere scharfe Informationen zu überführen, typischerweise bezüglich
des Entwicklungsstadiums des Musters und der Ähnlichkeit vonMusterinstanz
und Modell.
Obwohl zahlreiche Methoden zur Defuzzifizierung unscharfer Mengen ver-
fügbar sind [Leekwijck und Kerre 1999], ist bereits ein einfacher Maximum-
Ansatz (konkret: first of maxima, FOM) für die vorliegende Aufgabenstellung
als sinnvoll zu erachten. Zu begründen ist diese Wahl einerseits mit der einfa-
chen Anwendbarkeit der Methode; vor allem aber sind Schwierigkeiten, die bei
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der Defuzzifizierung multimodaler unscharfer Mengen aufträten, dann kaum
noch zu befürchten, wenn mit der unscharfen Fenstertechnik aus Abschnitt
4.4.1 die Erkennungsergebnisse innerhalb µ(t, τ) auf bestimmte Werte von τ
beschränkt sind, so daß zu jedem Zeitpunkt eine relativ eindeutige Aussage
aus der als unimodal zu erwartenden Menge µ˜(t, τ) abgeleitet werden kann.
Die Wahl des ersten der gleichwertigen Maxima ist damit zu rechtfertigen, daß
Muster in einem möglichst frühen Entwicklungsstadium erkannt werden sol-
len, wobei gleichzeitig übermäßig frühzeitige Ergebnisse mittels µw(τ) bereits
ausgeblendet wurden.
Unabhängig von der Wahl der Methode sind ein scharfer Wert τ∗ für das
Entwicklungsstadium des erkannten Musters und µ˜∗ als Maß für die Ähnlich-
keit des Musterabschnittes aus Anwendungssicht sinnvolle Ergebnisse eines
Defuzzifizierungsschrittes, die zu jedem Zeitpunkt t als Singleton µ˜∗(t, τ∗)
dargestellt werden können. Weitere Parameter sind natürlich denkbar, etwa
ein „Vertrauensintervall“ für τ∗, jedoch nicht Betrachtungsgegenstand dieser
Arbeit.
4.4.3. Beispiel zur Online-Erkennung (fortgesetzt)
In Fortführung des Beispiels aus Abschnitt 4.2.5 werden nun die eingeführ-
ten Methoden zur Weiterverarbeitung der Erkennungsergebnisse µ(t, τ) aus
Abb. 4.11 genutzt. Diese wiesen hohe Ähnlichkeiten für kurze Teilstücke des
Musters (τ ≪ L) auf, und tatsächlich war in der Zeitreihe in Abb. 4.10 das erste
ansteigende Teilstück des Musters an vielen Stellen der Zeitreihe zu finden.
Mit der unscharfen Fensterung sollen die Erkennungsergebnisse nun gemäß
(4.32) so modifiziert werden, daß nur noch Musterinstanzen erkannt werden,
die bereits mindestens zur Hälfte entwickelt sind. Der Kompromiß zwischen
möglichst zuverlässiger (bezüglich τ also später) und online nutzbarer (also
möglichst frühzeitiger) Erkennung wird als unscharfes Interessenfenster µw(τ)
formuliert, wozu erneut die parametrische Zugehörigkeitsfunktion (2.2) einge-
setzt wird, siehe Abb. 4.21.20 Damit werden auch Effekte potentieller Selbstähn-
lichkeiten dieses Musters (vgl. Abb. 4.15 auf S .86) vermieden.
Als Verknüpfungsoperator in (4.32) wird in diesem Beispiel das (interakti-
ve) Hamacher-Produkt gewählt, und somit die zweite der in Abschnitt 4.4.1
20Die Parameter wurden manuell festgelegt: r = 170, bl = 0.5, br = 0.7, cl = 30, cr = 100, dl = 4,
dr = 2. Für τ < r realisieren dl = 4 und cl = 30 einen relativ steilen Zugehörigkeitsabfall,
wogegen die rechtsseitigen Parameter br , cr , dr so gewählt sind, daß die Zugehörigkeitswerte
µw für τ > r sanft abfallen, aber auch für τ = L noch recht hoch sind, um das Muster auch im
vollständigen Zustand zu erkennen.
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Abbildung 4.21.: Unscharfes Interessengebiet µw(τ) für Mustererkennungsergeb-
nisse µ(t, τ) aus Abb. 4.11.
skizzierten Varianten verfolgt. Die so aus µ(t, τ) entstehenden modifizierten
Ergebnisse µ˜(t, τ) sind in Abb. 4.22 dargestellt. Als letzter Schritt wird mit
einer first of maxima-Entscheidung zu jedem Zeitpunkt ein Singleton-Ergebnis
µ˜∗(t, τ∗) abgeleitet, wobei Ergebnisse unterhalb eines Schwellwertes µ˜∗ < 0.5
als unwesentlich eingestuft und verworfen werden. Die verbleibenden Resultate
sind ebenfalls in Abb. 4.22 eingezeichnet. Dort zu erkennen ist, daß zwei sich
entwickelnde Instanzen des Musters erkannt werden, wovon die erste (in der
Zeitreihe in Abb. 4.10 etwa der Abschnitt t = 200 . . . 400) sich nicht als vollstän-
dige Instanz herauskristallisiert, da für größere τ Ähnlichkeit und Ergebnisse
schwinden. Die zweite, vollständige Instanz des Musters wird im gesamten
durch das Interessenfenster µw(τ) „begrenzten“ Bereich erkannt.
Abbildung 4.22.: Durch Fensterung modifizierte Erkennungsergebnisse µ˜(t, τ).
Singleton-Ergebnisse µ˜∗(t, τ∗) aus dem Entscheidungsschritt sind rot markiert
(aus Gründen der Sichtbarkeit leicht überhöht dargestellt).
4.5. Vorhersage ungetriggerter Zeitreihenmuster 101
4.5. Vorhersage ungetriggerter Zeitreihenmuster
4.5.1. Arbeitsweise
In Analogie zur Vorhersage von Zeitreihenmustern mit bekannten Start- und
Endzeitpunkten nach Abschnitt 3.2 kann nun unter Verwendung der in diesem
Kapitel vorgestellten Methoden auch eine klassifikationsbasierte Vorhersage
von ungetriggerten Mustern – also bei unbekanntem Startzeitpunkt – reali-
siert werden. Im Unterschied zum Prinzipschaubild Abb. 3.4 auf S. 49 wird
nun eine fortlaufende Zeitreihe betrachtet, innerhalb welcher zu unbekanntem
Zeitpunkt ein beliebiges der bekannten Muster auftreten kann. Es muß also
nicht nur erkannt werden, um welches Muster es sich handelt, sondern auch
dessen Entwicklungsstadium τ∗. Die für das erkannte Muster verbleibende
Restzeit (L− τ∗) kann zur Vorhersage verwendet werden, wie im entsprechend
modifizierten Prinzipschaubild Abb. 4.23 dargestellt.
x
xˆ
Muster 1
Schritt 2: Prognose
Schritt 1: Identikation
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tjetzt
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Abbildung 4.23.: Identifikation und Vorhersage lokaler, ungetriggerter Muster ana-
log zu Abb. 3.4. Der zur Identifikation verwendete Abschnitt τ∗ kann für jedes
Muster verschieden sein, ebenso wie deren Länge und der verbleibende Vorhersa-
gehorizont.
Um für jedes mögliche Muster das Entwicklungsstadium τ∗ zu erhalten, das
zum jeweils höchsten partiellen Klassifikationsergebnis µ∗ führt, ist eine Ent-
scheidung nach Abschnitt 4.4.2 notwendig. In diese Entscheidung kannWissen
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über geeignete Bereiche für τ∗ einfließen, wie in Abschnitt 4.4.1 beschrieben.
Zusammengefaßt liegt also vor:x Wissen über K lokale N-dimensionale Zeitreihenmuster der Längen Lk
(k = 1, . . . ,K) in Form unscharfer Beschreibungen µkP,t(x) (t = 1, . . . , Lk ,
k = 1, . . . ,K, x ∈ RN ) nach Abschnitt 3.1.1.x Optional: Wissen über für den Zeitpunkt der Erkennung „interessante“
Stadien τ für jedes Muster in Form unscharfer Interessenfenster µkw(τ)
(τ = 1, . . . , Lk , k = 1, . . . ,K) nach Abschnitt 4.4.1. Dieses Wissen kann
aus Betrachtungen der Selbst- und Fremdähnlichkeit nach Abschnitt 4.3
stammen, oder aus Anforderungen der Anwendung hinsichtlich Zuver-
lässigkeit des Erkennungsergebnisses und Frühzeitigkeit desselben, wie
in Abschnitt 4.3.1 beschrieben.x Optional: eine für jedes Muster besonders geeignete Vorhersagemethode
aus Abschnitt 3.2.1. Wenn entsprechendes Datenmaterial vorliegt, kann
diese Wahl auch automatisch oder unterstützend anhand der Kriterien
aus Abschnitt 3.2.2 getroffen werden.
x(t)
µ1τ(t)
Muster K
Muster 1
µKτ (t)
µ1∗
⋮⋮ xˆ(t + p)
Online-Erkennung
und Entscheidung
Weiterverarbeitung
µ1w(τ)
µKw(τ)
Fusion und
Prognose(Klassikation)
τ1∗
µK∗
τK∗
Abbildung 4.24.: Struktur des Prognosesystems für ungetriggerte Muster.
Insgesamt ergibt sich somit eine Struktur des Vorhersagesystems für un-
getriggerte Muster, die in Abb. 4.24 dargestellt ist. Werden mehrere Muster
erkannt, wurde in Abschnitt 3.2.1 eine Fusion21 der jeweiligen Vorhersagewerte
vorgenommen. Da es sich hier jedoch um ungetriggerte Muster unterschiedli-
cher Länge handelt, die in prinzipiell beliebigen Entwicklungsstadien erkannt
21Schritt 5 (Schwerpunktbildung), Gleichung (3.10) bzw. (3.14).
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werden können, müßten Prognosen mit unterschiedlichen Vorhersagehori-
zonten kombiniert werden. Dies ist insofern problematisch, als daß jeweils
nach den Grenzen der kürzeren Horizonte sprunghafte Veränderungen im
prognostizierten Verlauf zu erwarten sind.
Prinzipiell – auch im Falle der Vorhersage getriggerter Muster gleicher Länge
– ist es eine nur anwendungsabhängig beantwortbare semantische Frage, ob ein
gleichzeitiges, überlagertes Auftreten mehrerer Muster möglich ist; und ob vor
diesemHintergrund die Fusion mehrerer Prognoseteilergebnisse eine sinnvolle
Vorgehensweise darstellt. Das gilt umso mehr, wenn die Musterbeschreibungen
aus Zeitreihenabschnitten ermittelt (gelernt) wurden, in denen jeweils nur ein
Muster aktiv war; das Vorgehen aus den Lerndaten allein also nicht motiviert
werden kann.22
Aus den genannten Gründen wird in den Beispielen dieses Kapitels für die
Prognose anhand mehrerer erkannter ungetriggerter Muster eine konserva-
tive the winner takes it all-Strategie verfolgt, nach der das mit dem höchsten
Klassifikationsergebnis erkannte Muster für dessen Restdauer die Prognose
bestimmen soll.
4.5.2. Besonderheiten
Die Prognose der Entwicklung einer Zeitreihe basierend auf der Online-Er-
kennung lokaler Muster ist im Vergleich zu manchen anderen Prognoseverfah-
ren – etwa mittels Differenzengleichungsmodellen, oder auch einer trivialen
Persistence-Vorhersage – durch einige Besonderheiten gekennzeichnet.
Zeitliche Verfügbarkeit. Nicht zu jedem Zeitpunkt t muß eine Vorhersage
zur Verfügung stehen. Die zeitliche Abdeckung mit Vorhersagen ist vor allem
von zwei Dingen abhängig: einerseits vom Umfang der Musterdatenbank, mit
welcher die Mustererkennung arbeitet; andererseits von der Arbeitsweise und
Parametrierung des Entscheidungsschrittes (siehe Abschnitt 4.4.1 und 4.4.2),
der zur Wahl eines oder mehrerer Muster für die Vorhersage führt. Da die
unscharfe Mustererkennung vor dem Entscheidungsschritt prinzipiell immer
Muster erkennen kann,23 ist eine Abweisung von Mustern mit zu geringer
Ähnlichkeit sinnvoll bzw. notwendig. Wenn diese Abweisung strikter vorgeht,
22Im nachhinein kann sich natürlich eine Motivation für die Fusion daraus ergeben, daß quantita-
tiv bessere Ergebnisse erzielt werden. Falls es sich bei den Einzelmustern um wohlbekannte
Phänomene handelt, geht an dieser Stelle jedoch die Interpretierbarkeit verloren, und das
Verfahren „gewinnt“ numerisch motivierten black box-Charakter.
23Vgl. hierzu Fußnote 3 auf S. 68 zu einer „vollständig unscharfen“ Arbeitsweise.
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werden zu weniger Zeitpunkten Vorhersagen zur Verfügung stehen – dafür
basieren diese auf mit größerer Sicherheit erkannten Musterinstanzen.
Variation des Vorhersagehorizontes. Des weiteren wird sich der Vorhersa-
gehorizont zu jedem Zeitpunkt ändern, zu dem eine Prognose möglich ist.
Sowie ein erkanntes Muster sich weiterentwickelt, verkürzt sich naturgemäß
der verbleibende Vorhersagehorizont bis zu dessen Ende. In Verbindung mit
dem Entscheidungsschritt für das oder die zum aktuellen Zeitpunkt erkannten
Muster kann dies dazu führen, daß eine ältere, aber längerfristige Prognose er-
setzt bzw. aktualisiert wird durch eine neuere, aber insgesamt kürzere Prognose,
wie in Abb. 4.25 dargestellt. Hierbei muß entschieden werden, ob nach Errei-
chen des kürzeren Vorhersagehorizontes wieder auf die ältere, weiter reichende
Prognose zurückgegriffen wird. Es erscheint jedoch sinnvoll, jeweils nur die
aktuellste Prognose zu verwenden. Sollte nach Ablauf der kürzeren Progno-
se noch Ähnlichkeit zum vorher erkannten Muster bestehen, wird basierend
darauf sowieso eine aktualisierte Prognose erstellt.
LBLA
xA
xB
(a) Zwei Muster
x
tt1 t2 t3 t4
xˆ(t1 + ∆tB)
xˆ(t2 + ∆tA)
(b) Zeitreihe und lokale musterbasierte Prognosen
Abbildung 4.25.: Aktualisierung einer lokalen Prognose durch ein Muster mit kür-
zerem Vorhersagehorizont. Ab dem Zeitpunkt t1 wird das Muster „B“ erkannt und
eine Vorhersage bis t4 erstellt. Von t2 an überwiegt jedoch die Ähnlichkeit zum
Muster „A“, weshalb damit eine kürzere Prognose bis t3 erstellt wird.
Diese beiden Aspekte sind auch Gründe dafür, daß ein Vergleichmit anderen
Prognosemethoden für einen bestimmten Vorhersagehorizont prinzipbedingt
nur eingeschränkt möglich ist: eine Prognose ist nicht immer verfügbar, und
der Horizont nicht fest einstellbar. Damit ist auch die Definition des Vorhersa-
gefehlers nicht global und einheitlich möglich, sondern muß musterspezifisch
erfolgen. Wurde zum Zeitpunkt t ein Muster der Länge L im Stadium τ er-
kannt, wäre ein mittlerer Fehler bis zum Prognosehorizont ein naheliegendes
Gütemaß,
e(t) = 1
L − τ ⋅ L−τ∑∆t=1 d (xˆ(τ + ∆t), x(t + ∆t)) , (4.34)
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wobei xˆ(τ + ∆t) die anhand des Musterprototypen mit einer der Vorhersa-
gemethoden aus Abschnitt 3.2.1 erstellte Prognose und d(x1 , x2) ein Distanz-
maß ist, beispielsweise der absolute oder quadratische Abstand von x1 und
x2. Solange bei einer Vergleichsmethode der Vorhersagehorizont im Bereich
∆t = 1, . . . , L − τ variiert werden kann24, ist ein Vergleich mit der musterba-
sierten Vorhersage zwar technisch möglich, jedoch u. U. nicht „fair“, wenn die
Methoden auf einen bestimmten Vorhersagezeitpunkt ausgelegt sind.
4.5.3. Beispiel
Als Erweiterung des Beispiels aus [Herbst und Bocklisch 2010b] soll in diesem
Abschnitt ein umfassenderes Beispiel vorgestellt werden, um mehrere Muster
in einer Zeitreihe online zu erkennen und, soweit eine vorzeitige Erkennung
mit akzeptabler Sicherheit möglich ist, zur Kurzzeitvorhersage zu nutzen. Dazu
werden die bereits in Abschnitt 3.2.3 vorgestellten Muster als Musterdaten-
bank benutzt. Als Testszenario wird eine Zeitreihe generiert25, in die jeweils
zehn zufällig gewählte Instanzen dieser Muster eingebettet werden. Um die
Aufgabe deutlich zu erschweren, werden die Musterensembles zuvor jeweils
standardisiert.26 Dadurch werden sich die Muster teilweise stark ähneln und
bei der Erkennung zu entsprechend mehrdeutigen Ergebnissen führen, womit
die Online-Erkennung unter nicht-idealen Bedingungen demonstriert wird.
Musterdatenbank. Abbildung 4.26 enthält die unscharfen Beschreibungen
der vier Muster aus Abschnitt 3.2.3 (vgl. dort Abb. 3.7a bis 3.10a). Die Parame-
ter der Klassen wurden gemäß Abschnitt 3.1.2 automatisiert aus den Daten
bestimmt,27 nachdem die Ensembles jeweils standardisiert wurden. Wie sich
in Abb. 4.26 zeigt, ähneln sich die Muster teils sehr stark, vor allem im Bereich
um x = 0. Einzige Ausnahme ist das OliveOil-Muster, das wegen der hohen
Wiederholgenauigkeit seiner Instanzen eine äußerst geringe Streuung aufweist.
24Dies betrifft etwa die triviale Persistence-Vorhersage xˆ(t + ∆t) = x(t), und teils auch Differen-
zengleichungsmodelle.
25Die Basiszeitreihe wird durch ein Zufallssignal erzeugt, dessen statistische Eigenschaften denen
der Musterinstanzen entsprechen. Durch mehrfachemoving average-Filterung werden unter
Ausnutzung des Slutzky-Yule-Effektes den Mustern ähnelnde Schwingungen induziert.
26Mittelwert x¯ = 0 und Standardabweichung σx = 1 beziehen sich dabei nicht auf jede Instanz eines
Musters, sondern auf das gesamte Ensemble für jedes Muster. Andernfalls würden zwischen
den Instanzen variierende Mittelwerte und Amplituden fälschlicherweise eingeebnet.
27Vorgabewert für die elementare Unschärfe war ce = 5%. Als einheitliche Randzugehörigkeit
wurde aus Gründen der Vergleichbarkeit für alle Muster bl/r = 0.5 festgelegt.
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(a) Coffee (b) FaceAll
(c) ECG200 (d) OliveOil
Abbildung 4.26.: Unscharfe Beschreibungen für die Muster aus Abschnitt 3.2.3.
Analyse der Muster und Formulierung der µw(τ). Ummögliche mehrdeu-
tige Ergebnisse bei der Online-Erkennung bereits im voraus aufzuspüren, wur-
de nun eine Selbst- und Fremdähnlichkeitsanalyse dieser Muster durchgeführt.
Die Ergebnisse sind in der doppelseitigen Abbildung 4.27 auf S. 108f. dargestellt.
Die Auswertung dieser Ergebnisse mündet in die Formulierung unscharfer
Interessenfenster µw(τ) gemäß Abschnitt 4.4.1 für jedes Muster, die so erfolgen
sollte, daß die Effekte der Selbst- und Fremdähnlichkeit in der später folgenden
Arbeitsphase so weit wie möglich vermieden werden.
Die Selbstähnlichkeit des Coffee-Musters (µ1Selbst) zeigt, daß dieses Muster
etwa ab dem Stadium τ ≈ 50 eindeutig erkannt werden könnte. Jedoch spricht
dieses Muster auch relativ stark an, wenn das OliveOil-Muster auftritt (µ14Fremd),
so daß insgesamt beim Erkennen des Coffee-Musters erst nach etwa der Hälfte
des Musters eindeutig eine Entscheidung für dieses Muster möglich ist. Die
Fremdähnlichkeiten zu den beiden anderen Mustern sind zu vernachlässigen
(µ12Fremd und µ13Fremd).
Das Muster FaceAll weist im Mittel eine sehr hohe Fremdähnlichkeit zu den
anderen Mustern auf (µ21Fremd, µ23Fremd und µ
24
Fremd). Das bedeutet, daß FaceAll
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bis in späte Stadien hinein auch dann erkannt wird, wenn tatsächlich eines der
anderenMuster auftritt. Ebenfalls problematisch ist die starke Selbstähnlichkeit
(µ2Selbst), d. h. das Entwicklungsstadium kann kaum eindeutig bestimmt werden.
Aus diesen Gründen können Erkennungsergebnisse diesesMusters erst für sehr
späte Stadien als einigermaßen verläßlich eingeschätzt werden.
Weniger problematisch ist die Selbstähnlichkeit beim ECG200-Datensatz
(µ3Selbst, nur etwa bis τ ≈ 25), jedoch ist in µ31Fremd erkennbar, daß beimAuftreten
von Coffee-Instanzen auch das ECG200-Muster in voller Länge erkannt wird.
Von den anderen Mustern wäre es dagegen schon ab τ ≈ 60 unterscheidbar
(µ32Fremd und µ
34
Fremd). Insgesamt sind also selbst vollständig erkannte Instanzen
dieses Musters nicht als zweifelsfreies Erkennungsergebnis verwendbar.
Völlig unproblematisch erscheint abschließend das sehr präzise definierteOli-
veOil-Muster, das beimAuftreten aller anderenMuster quasi gar nicht anspricht
(µ41Fremd bis µ43Fremd), und auch keine Selbstähnlichkeiten aufweist (µ
4
Selbst). Da-
her könnten bereits in frühen Stadien erkannte Instanzen dieses Musters als
verläßlich angesehen und auch zur Vorhersage des weiteren Verlaufs genutzt
werden.
Die Ergebnisse der Betrachtungen dieses Abschnittes finden sich kondensiert
inAbb. 4.28 als unscharfe Interessenfenster µw(τ)wieder, die bei der nun folgen-
den Arbeitsphase verhältnismäßig eindeutige Ergebnisse ermöglichen sollen.
Anhand derMusterbeschreibungen in Abb. 4.26 sowie der Ähnlichkeitsbetrach-
tungen in Abb. 4.27 ist jedoch klar, daß diese Erkennungsaufgabe tatsächlich
nicht trivial und eindeutig lösbar sein wird. Bezüglich der Kurzzeitvorhersage
ist zu vermerken, und anhand der entsprechenden µw(τ) auch sichtbar, daß
letztlich nur die Muster Coffee und OliveOil in nennenswertem Umfang – also
mit größerem verbleibendem Horizont – Beiträge für die Vorhersage leisten
können werden.
Online-Erkennung. Ein Ausschnitt (etwa 2100 Samples) der generierten
Zeitreihe ist in Abb. 4.29a dargestellt, wobei die zufällig zur Einbettung ausge-
wählten Instanzen hier farblich markiert sind. Die Gesamtlänge der Zeitreihe
beträgt 19030 Samples. Anschließend wird für jeden Zeitpunkt die Online-
Erkennung nach Abschnitt 4.2.4 durchgeführt, die für jedes Muster ein sich
entwickelndes Erkennungsergebnis µ(t, τ) liefert. Den Vorbetrachtungen und
Abschnitt 4.4.1 entsprechend werden diese Ergebnisse mit den individuellen
Fenstern µw(τ) aus Abb. 4.28 verknüpft, was zu den modifizierten („gefenster-
ten“) Ergebnissen µ˜(t, τ) führt. Um eine Entscheidung vorzubereiten, werden
nach Abschnitt 4.4.2 die Maxima der Mengen µ˜(t, τ) gebildet. Die entstehen-
den Verläufe µ˜∗(t) sind für alle Muster in Abb. 4.29b dargestellt, sowie die
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(a) µ1Selbst(t, τ) (Coffee) (b) µ21Fremd(t, τ) (FaceAll in Coffee)
(c) µ12Fremd(t, τ) (Coffee in FaceAll) (d) µ2Selbst(t, τ) (FaceAll)
(e) µ13Fremd(t, τ) (Coffee in ECG200) (f) µ23Fremd(t, τ) (FaceAll in ECG200)
(g) µ14Fremd(t, τ) (Coffee in OliveOil) (h) µ24Fremd(t, τ) (FaceAll in OliveOil)
Abbildung 4.27.: Beispiel zur Online-Erkennung: Fremd- und Selbstähnlichkeits-
analysen der Muster aus Abb. 4.26 mit Überdeckungsgrad.
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(i) µ31Fremd(t, τ) (ECG200 in Coffee) (j) µ41Fremd(t, τ) (OliveOil in Coffee)
(k) µ32Fremd(t, τ) (ECG200 in FaceAll) (l) µ42Fremd(t, τ) (OliveOil in FaceAll)
(m) µ3Selbst(t, τ) (ECG200) (n) µ43Fremd(t, τ) (OliveOil in ECG200)
(o) µ34Fremd(t, τ) (ECG200 in OliveOil) (p) µ4Selbst(t, τ) (OliveOil)
Abbildung 4.27.: Beispiel zur Online-Erkennung: Fremd- und Selbstähnlichkeits-
analysen (Fortsetzung).
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(c) ECG200 (L = 96): r = 0.9L, cr = 0.1L
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(d) OliveOil (L = 570): r = 0.2L, cr =
0.8L
Abbildung 4.28.: Beispiel zur Online-Erkennung: Interessenfenster µw(τ) des Typs
(2.2) und ihre Parameter für alle Muster aus Abb. 4.26. Für alle µw(τ) identische
Parameter: bl = 0.5, br = 0.8, cl = 0.1L, dl = 8, dr = 2. Dabei gibt L die jeweilige
Länge des Musters an.
zugehörigen Entwicklungsstadien τ∗(t) in Abb. 4.29d. Eine scharfe Entschei-
dung über genau ein aktivesMuster nach demMaximum-Prinzip – oder keines,
bei zu geringen Klassifikationsergebnissen (Schwellwert µ = 0.5) – ergibt ab-
schließend die Ergebnisse in Abb. 4.29c.
Der Vergleich zwischen tatsächlich erkannten und in der Testzeitreihe ein-
gebetteten Musterinstanzen in Abb. 4.29c zeigt, daß alle vorgegebenen Muster
korrekt wiedererkannt werden, und zwar in den durch die Interessenfenster
µw(τ) fokussierten Entwicklungsstadien. Weiterhin wird in den zufällig gene-
rierten Abschnitten der Zeitreihemehrfach dasMuster ECG200 erkannt. Dieses
Verhalten ist aus drei Gründen naheliegend: zunächst ist dieses Muster das kür-
zeste, womit zufällige Ähnlichkeiten wahrscheinlicher werden; weiterhin weist
dieses Muster den am wenigsten charakteristischen, also verwechselbarsten
Verlauf auf; und schließlich führt die im Vergleich zu den anderen Mustern
größte Unschärfe dieses Verlaufs dazu, daß häufiger hohe Zugehörigkeitswerte
erzielt werden. Letzteres ist auch der Grund für die bereits im Vorhinein analy-
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(a) Zufällige Zeitreihe mit eingebetteten Musterinstanzen (rot hervorgehoben)
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(b) Maxima µ˜∗ der gefensterten Erkennungsergebnisse µ˜(t, τ) für die Muster Coffee
(blau), FaceAll (grün), ECG200 (rot), OliveOil (cyan)
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(c) Eingebettete (grau) und tatsächlich erkannte Muster nach scharfer Entscheidung
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(d) Entwicklungsstadien τ∗ der erkannten Muster, jeweils relativ zu deren Länge L
Abbildung 4.29.: Testzeitreihe und Ergebnisse der Online-Erkennung (jeweils Aus-
schnitte, Gesamtlänge der Zeitreihe: 19030 Samples).
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(a) Ausschnitt der Zeitreihe mit Mustern (rot) und lokalen Vorhersagen (schwarz)
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(b) Detailansicht: sich entwickelnde Prognosen beim Coffee-Muster
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(c)Weitere Detailansicht: FaceAll und ECG200-Muster
Abbildung 4.30.:Testzeitreihe und lokale Vorhersagen nach der Online-Erkennung.
sierte Fremdähnlichkeit, insbesondere zumCoffee-Muster (µ31Fremd in Abb. 4.27).
Diese wirkt sich – ganz wie erwartet – auch bei der Erkennung aus: In der vorde-
ren Hälfte der eingebetteten Coffee-Instanz wird zunächst das ECG200-Muster
erkannt, bevor das Interessenfenster µw des Coffee-Musters in den späteren
Stadien die Aufmerksamkeit auf dieses lenkt und dessen höhere Ähnlichkeiten
das erwartete Erkennungsergebnis bewirken.
Musterbasierte lokale Prognose. Wenn, wie im vorliegenden Fall, die Mu-
ster nicht nur als unscharfe Beschreibungen vorliegen, sondern noch die zu-
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gehörigen Lerndaten, kann den Gedanken aus Abschnitt 3.2.2 folgend muster-
spezifisch die geeignetste Vorhersagemethode aus Abschnitt 3.2.1 ausgewählt
werden. Für die vorliegenden vier Muster wurden dazu in Abschnitt 3.2.3 an-
hand der datenbasierten Indikatoren p1 und p2 Empfehlungen ausgesprochen,
nämlich die Vorhersagemethode (III) mittels Repräsentanten für die Muster
FaceAll und ECG200, sowie die Methode (I) der eindimensionalen Vorhersage
für Coffee und OliveOil.
Unter Einbeziehung dieser Vorbetrachtungen wurden an die Ergebnisse der
Online-Erkennung in Abb. 4.29 anknüpfendmusterbasierte lokale Vorhersagen
für die Testzeitreihe dieses Beispiels erstellt und in Abb. 4.30a dargestellt. Um
genauer zu illustrieren, daß und wie sich die Prognosen und deren Horizonte
zu jedem Zeitpunkt ändern können, ist in Abb. 4.30b der das Coffee-Muster
betreffende Ausschnitt im Detail dargestellt. Erwartungsgemäß verbessert sich
die Prognose mit wachsendem Entwicklungsstadium rasch, wenn sich die Onli-
ne-Erkennung auf mehr Daten stützen kann und damit auch die Entscheidung
über das Stadium τ sicherer wird. Um den Zeitpunkt t ≈ 300 herum sind im
übrigen noch die Vorhersagen zu erkennen, die basierend auf der „fälschlichen“
Erkennung des ECG200-Musters (vgl. Abb. 4.29c) getroffen wurden. Aufgrund
der hohen Fremdähnlichkeit beider Muster ergibt sich in diesem konkreten
Fall eine sehr gute Übereinstimmung, was für die Vorhersagen in weiteren
Zeitpunkten, in denen ECG200 in zufallsgenerierten Abschnitten der Zeitreihe
erkannt wird, i. a. natürlich nicht mehr zutreffen kann.
Vergleich. Wie erwartet, können in diesem Beispiel nur die beiden Muster
Coffee und OliveOil mit ausreichender Sicherheit in einem zeitigen Stadium
erkannt werden (vgl. auch Abb. 4.29d) und damit längere Prognosehorizonte
realisieren. Insgesamt konnten in der Zeitreihe für 9615 von 19030 Zeitpunkten
Muster erkannt und damit Prognosen erstellt werden. Der mittlere Vorher-
sagehorizont betrug rund 158 Samples, so daß insgesamt etwa 1.5 Millionen
Vorhersagewerte anfielen. Die mittleren absoluten Fehler dieser Vorhersagen
sind in Tabelle 4.1 dargestellt. Dabei wird einerseits die a priori musterspezi-
fisch als optimal angesehene Methode gegenübergestellt einer ausschließlichen
Verwendung der Methode der eindimensionalen Vorhersage (I/II) sowie der
repräsentantenbasierten Methode (III). Es zeigt sich, daß eine musterspezifi-
sche Auswahl der Prognosemethode insgesamt zu besseren Ergebnissen führt,
und damit auch, daß eine Vorauswahl der jeweils geeigneten Methode anhand
der Maße aus Abschnitt 3.2.2 möglich ist.
Um trotz der in Abschnitt 4.5.2 angesprochenen problematischen Vergleich-
barkeit die Vorhersagefehler einordnen zu können, wurden für jeden Zeitpunkt
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„Optimal“ Nur (I/II) Nur (III)
0.0506 0.0520 0.0548
Tabelle 4.1.:Mittlere absolute Vorhersagefehler der Methoden (I/II) und (III) im
Vergleich zur musterspezifisch „optimalen“ Wahl gemäß Abschnitt 3.2.3.
Mittlere absolute Fehler bei Prognosemethode
Muster (I/II) (III) Persis. Poly (0) Poly (1) Poly (2)
Coffee 0.2672 0.3167 1.1581 1.1139 1.9326 1.2521
FaceAll 0.5810 0.5117 0.5492 0.6356 0.6839 0.8661
ECG200 0.6367 0.6016 0.3093 0.7851 0.6556 1.2983
OliveOil 0.0088 0.0075 1.0919 0.9758 2.2759 6.6916
Tabelle 4.2.:Mittlere absolute Vorhersagefehler verschiedener Prognosemethoden
im Vergleich (musterbasiert, Persistenz, polynomial). Die Fehler sind nach den
von der Online-Erkennung ermittelten Mustern aufgeschlüsselt.
weitere Prognosen für den gleichen Vorhersagehorizont erstellt mit Methoden,
die immer verfügbar sind und damit unabhängig von den konkreten Eigen-
schaften der Zeitreihe (wie etwa (In-)Stationarität) eingesetzt werden können.
Konkret wurde eine Persistence-Vorhersage xˆ(t + ∆t) = x(t) sowie Vorher-
sagen basierend auf polynomialen Modellen erstellt. Bei diesen wurden aus
den letzten τ Samples per Regression Polynome der Ordnung Null, Eins und
Zwei ermittelt, die anschließend per Extrapolation zur Vorhersage genutzt wur-
den. Damit basieren alle eingesetzten Vorhersagemethoden auf dem gleichen
Datenmaterial.
Die mittleren absoluten Vorhersagefehler sind in Tabelle 4.2 gegenüberstellt.
Um auch zu zeigen, daß manche dieser Methoden je nach Abschnitt der Zeitrei-
he bzw. aufgetretenemMuster unterschiedlich gut oder schlecht geeignet sein
können, wurden die Fehler nach demMuster aufgeschlüsselt, das jeweils zum
Prognosezeitpunkt von derMustererkennung gemeldet wurde. BeiMusternmit
niedriger Wiederholgenauigkeit (FaceAll, ECG200) liegen die Fehler in einer
ähnlichen Größenordnung wie die der musterbasierten Methoden, sind jedoch
außer in einem Fall – Persistenzvorhersage beim ECG200-Muster – durchweg
größer. Drastischer noch ist der Unterschied beiMusternmit geringeren stocha-
stischen Anteilen (Coffee, OliveOil), dort sind die musterbasierten Methoden
erwartungsgemäß mehr als deutlich überlegen.
4.5. Vorhersage ungetriggerter Zeitreihenmuster 115
Fazit. Insgesamt zeigt sich auch an diesem Beispiel, daß die musterbasier-
te Erkennung und Prognose von Zeitreihen abhängig ist vom Umfang der
Musterdatenbank (je größer, desto häufiger können Muster erkannt und zur
Vorhersage genutzt werden), aber insbesondere auch von deren Qualität. Un-
ter „Qualität“ sind hierbei Aspekte zu verstehen wie etwa: charakteristischer
Verlauf, hohe Wiederholgenauigkeit in den Realisierungen, geringe Selbstähn-
lichkeit sowie wenig Überdeckung und Fremdähnlichkeit zu anderen Mustern.
Diese qualitativen Aspekte werden einer quantitativ umfangreichen Muster-
datenbank oft entgegenstehen, da mit zunehmender Musteranzahl auch die
Gefahr der Fremdähnlichkeit steigt. Dies gilt vor allem für Musterdatenban-
ken, die automatisiert mittels data mining-Verfahren aufgebaut werden. Die
Analysemittel aus Abschnitt 4.3 bieten jedoch die Möglichkeit, vor dem Einsatz
des Erkennungs- und Prognosesystems die Muster zu prüfen und deren Erken-
nung durch Fensterung entsprechend zu beschränken. Wenn in diesem Sinne
wohldefinierte Muster bekannt sind, erscheint der Ansatz der musterbasierten
lokalen Prognose vor allem in Kombination mit einem weniger detaillierten,
längerfristig orientierten Prognoseverfahren (Trendaussage) vielversprechend.
4.5.4. Anwendungsbeispiel: Vorhersage des
Elektroenergieverbrauchs eines Haushaltes
Zielstellung. Bei einer dezentralen Elektroenergieversorgung einzelner Ver-
braucher durch erneuerbare Energien ergibt sich das Problem, daß die von nicht
steuerbaren Erzeugern (Photovoltaik, Wind) angebotene und die vom Verbrau-
cher abgefragte Leistung nicht übereinstimmen. Durch Energiespeicher oder
(falls notwendig) eine Kopplung mit dem zentralen Netz kann diese Differenz
ausgeglichen werden. Für eine optimale Steuerung der beteiligten Komponen-
ten (Energiemanagement) ist es wünschenswert, Energieangebot und -bedarf
für ein bestimmtes Zeitfenster im voraus prognostizieren zu können.
In diesem Beispiel soll der Energiebedarf betrachtet werden. Während auf
einer höheren Netzebene die Entnahme durch Mittelwertbildung bzw. Summa-
tion einen stark geglätteten Verlauf aufweist, der sich relativ gut prognostizieren
läßt und sehr deutlich durch Tages- und Wochenrhythmen gekennzeichnet
ist, spielen auf niedrigerer Ebene (bis hinunter zu einzelnen Haushalten) die
individuellen Verhaltensweisen der Verbraucher die entscheidende Rolle – und
lassen sich somit praktisch nicht vorhersagen. Durch im Sinne der Zeitreihen-
analyse „unangenehme“ Eigenschaften dieser individuell geprägten Zeitreihen
(fehlende Stationarität etc.) versagen typische Verfahren zur Modellierung und
Prognose. Dennoch sind bestimmte wiederkehrende Teilabschnitte zu erwar-
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ten, die mehr oder weniger lose an Tages- und Wochenrhythmen gekoppelt
sind.
Die Idee ist daher, typische Muster im Verbrauch eines Haushaltes zu identi-
fizieren. Solche Muster entstehen etwa durch gesteuerte Vorgänge in Haushalts-
großgeräten oder wiederkehrende Verhaltensweisen der Verbraucher. Zwar
läßt sich der Beginn eines solchen Musters nicht vorhersagen (allenfalls auf
bestimmte Zeiträume eingrenzen), jedoch könnte das Wissen über den Ablauf
dazu genutzt werden, um auf Basis einer Online-Erkennung sich entwickelnder
Muster im Sinne dieser Arbeit Kurzzeitvorhersagen zu erstellen.
Datenbasis. Abbildung 4.32 zeigt den Elektroenergieverbrauch eines Tages
(aus einer Datenbasis von 365 Tagen) in einem Haushalt, der hier betrachtet
werden soll. Durch (expertenbasierte) Analyse dieses und einiger weiterer Ta-
gesgänge fielen wiederkehrende Muster auf, die in Abb. 4.32 hervorgehoben
sind.28 Die Instanzen dieser Muster und ihre mittleren Verläufe werden in
Abb. 4.32 präsentiert. Dabei beschreibt Abb. 4.32c ein Muster, dessen Verlauf
vom typischen Nutzerverhalten bestimmt ist und aus der Überlagerung ver-
schiedener elektrischer Verbraucher entsteht (entsprechend morgendlicher
Gewohnheiten, mutmaßlich: Frühstück, z. B. mit Kaffeemaschine, Wasserko-
cher etc.), während Abb. 4.32a und Abb. 4.32b jeweils das Verbrauchsprofil
eines Haushaltsgroßgerätes enthalten. Da diese beiden Muster im wesentlichen
durch deren innere technische Vorgänge bzw. Steuerungen bestimmt werden,
sind sie als charakteristischer zu bezeichnen und in zukünftigen Instanzen mit
höherer Wiederholgenauigkeit zu erwarten.29
Online-Erkennung und lokale Prognosen. Aus den Instanzen der Muster
in Abb. 4.32 wurden gemäß Abschnitt 3.1.2 unscharfe Beschreibungen erstellt30,
28DieMuster und ihre Instanzen wurden an dieser Stelle expertenbasiert – d. h. manuell – ermittelt,
um interpretierbare Muster zu erhalten. Außerdem müssen die Eigenschaften dieser Zeitreihe
als sehr unangenehm bezeichnet werden. So variieren etwa die Musteramplituden teilweise
um Größenordnungen, so daß die zulässige Streuung („Rauschen“) eines Musters größer sein
kann als die gesamte Nutzsignalspanne eines anderen Musters. Experimente mit bestehenden
motif mining-Verfahren führten nicht zu sinnvoll verwertbaren Ergebnissen.
29Da die gemessene Zeitreihe, aus der die Musterinstanzen gewonnen wurden, jeweils die gesamte
elektrischeMomentanlast einesHaushalts umfaßt, sind insbesondere inAbb. 4.32a auch additive
Überlagerungenmit anderen Verbrauchernmöglich, die jedoch aufgrund der Dominanz dieses
speziellen Verbrauchers als zulässige Variationen des Musters subsumiert werden können.
30Wie bereits inAbschnitt 4.5.3 wurde ausGründen derVergleichbarkeit und Interpretierbarkeit für
alle Muster eine einheitliche Randzugehörigkeit von bl/r = 0.5 festgelegt, sowie eine elementare
Unschärfe der Meßdaten von ce = 5% der jeweiligen Spannweite.
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Abbildung 4.31.: Elektroenergieverbrauch eines Haushalts an einem Tag. Drei typi-
sche Muster wurden hervorgehoben (vgl. Abb. 4.32).
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(a) „Waschmaschine“, 10 Instanzen
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(b) „Kühlschrank“, 21 Instanzen
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(c) „Frühstück“, 7 Instanzen
Abbildung 4.32.: Instanzen dreierMuster des Energieverbrauchs, jeweils zusammen
dargestellt mit ihrem mittleren Verlauf (schwarz).
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Abbildung 4.33.: Unscharfe Interessenfenster µw(τ) für die Entwicklungsstadien τ
der Muster aus Abb. 4.32 im Rahmen der Online-Erkennung.
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die als Basis für eine Online-Erkennung dienten. Dazu wurden die vorhande-
nen Daten (365 Tage, jeweils minütlich abgetastet, insgesamt 525600 Samples)
als fortlaufende Zeitreihe der Mustererkennung vorgeführt.31 Wenn zu einem
Zeitpunkt eine Mustererkennung möglich war, wurden musterbasierte Progno-
sen gemäß Abschnitt 3.2.1 durchgeführt. ZumVergleich wurden – wie bereits in
Abschnitt 4.5.3 – Vorhersagen mit dem Persistenz-Ansatz sowie polynomialer
Approximation durchgeführt, jeweils für denselben Horizont und auf Basis
derselben Datenpunkte. Insgesamt waren an 174181 von 525600 Zeitpunkten
(entspricht 33.1 % Abdeckung) Vorhersagen möglich, die eine mittlere Länge
von 49.16 Minuten aufwiesen.32
Die mittleren absoluten Vorhersagefehler sind in Tabelle 4.3 gegenüberge-
stellt. Tabelle 4.4 enthält die mittleren Vorhersagefehler nach den einzelnen
Mustern aufgeschlüsselt, um die jeweilige Eignung verschiedener Methoden
vergleichen; Tabelle 4.5 gibt diese Werte noch einmal bezogen auf den Ensem-
blemittelwert33 jedes Musters wieder.34 Es zeigt sich, daß die musterbasierten
Methoden vor allem bei den Mustern der Haushaltsgroßgeräte deutlich überle-
gen sind, die sich sowohl durch charakteristische Verläufe als auch – aufgrund
ihrer inneren Abläufe – durch höhere Wiederholgenauigkeiten auszeichnen.
Die geringeren Fehler des Persistenz-Ansatzes beim dritten Muster sind auch
deswegen nachvollziehbar, weil sich in dessen für die Vorhersage genutzten
zweiten Hälfte tatsächlich ein recht konstanter Verbrauch einstellt. Insgesamt
ist in diesem Beispiel vor allem bemerkenswert, daß sich mit Hilfe nur dreier
Muster über ein ganzes Jahr gesehen eine zeitliche Abdeckung von 33.1 % bei
der Mustererkennung und Prognose erreichen läßt.
Vergleich mit Vorhersagen durch Tagesgang-Prototypen. Für die Vorher-
sage der Elektroenergieverbrauchs eines Haushaltes wie in Abb. 4.31 wählt
31Dabei wurden die unscharfen Interessenfenster µw(τ) in Abb. 4.33 für das Entwicklungsstadium
τ der Muster bezogen auf deren Länge L mit Hilfe von (2.2) einheitlich mit bl = 0.5, br = 0.8,
cl = 0.1L, cr = L − r, dl = 8, dr = 2 parametriert; sowie individuell für „Waschmaschine“ mit
r = 0.7L, „Kühlschrank“ mit r = 0.5L, „Frühstück“ mit r = 0.6L.
32Aufgeschlüsselt auf das jeweils erkannte Muster betrugen die mittleren Vorhersagehorizonte
dabei 15.21 Minuten („Waschmaschine“), 50.81 Minuten (“Kühlschrank“) und 18.68 Minuten
(„Frühstück“); mithin also folgerichtig jeweils etwa die Hälfte des gemäß der unscharfen Inter-
essenfenster in Abb. 4.33 maximal möglichen Horizontes.
33Eine andere Normierung wäre auch möglich gewesen, etwa die Amplitudenspannweite eines
Musters; der hier gewählte Ensemblemittelwert gibt die bezogen auf alle vorhandenen Abtast-
zeitpunkte mittlere benötigte elektrische Leistung für jedes Muster an.
34Zu beachten ist insbesondere beimMuster „Kühlschrank“, daß der Vorhersagefehler in nennens-
wertem Umfang vomQuantisierungsrauschen der abgetasteten Zeitreihe beeinflußt wird (auch
sichtbar in den Instanzen in Abb. 4.32b); die Quantisierungsauflösung beträgt 20 Watt.
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Musterbasiert Polynomiale Approximation
(I/II) (III) Persistenz 0. Grades 1. Grades 2. Grades
131.4 117.1 155.6 144.7 190.8 377.6
Tabelle 4.3.: Mittlere absolute Vorhersagefehler (in Watt) verschiedener lokaler
Prognosemethoden im Vergleich.
Mittlere absolute Fehler bei Prognosemethode
Muster (I/II) (III) Persis. Poly (0) Poly (1) Poly (2)
„W.maschine“ 720 679 1215 1256 1405 2084
„Kühlschrank“ 124 110 143 131 175 352
„Frühstück“ 328 266 214 306 538 1961
Tabelle 4.4.:Mittlere absolute Vorhersagefehler (gerundet, in Watt) verschiedener
Methoden im Vergleich (musterbasiert, Persistenz, polynomiale Approximation),
aufgeschlüsselt nach den von der Online-Erkennung ermittelten Mustern.
Mittlere relative Fehler bei Prognosemethode
Muster (I/II) (III) Persis. Poly (0) Poly (1) Poly (2)
„W.maschine“ 0.379 0.357 0.640 0.661 0.739 1.097
„Kühlschrank“ 0.865 0.768 0.997 0.914 1.223 2.461
„Frühstück“ 0.447 0.362 0.292 0.417 0.734 2.676
Tabelle 4.5.:Mittlere relativeVorhersagefehler bezogen auf die Ensemblemittelwerte
der verschiedenen Muster.
[Bocklisch 2010] nach einer Besprechung verschiedener Methoden den Ansatz
prototypischer Tagesgänge. Um zu zeigen, wiemittels musterbasierter Prognose
solche Vorhersageergebnisse lokal verbessert werden können, soll deshalb an
dieser Stelle ein Vergleich durchgeführt werden.
Dazu wurde, der Vorgehensweise in [Bocklisch 2010] folgend, die vorhande-
ne Datenbasis (365 Tagesgänge) einer Clusteranalyse unterzogen, um prototypi-
sche Tagesgänge zu finden. Diese Tagesgänge sind in Abb. 4.34 dargestellt. Nun
wurde für jeden Zeitpunkt, zu dem eines der Muster aus Abb. 4.32 – wie oben
beschrieben – erkannt und damit eine lokale Prognose erstellt werden konnte,
für denselben Horizont eine Vorhersage auf Basis des ähnlichsten Tagesgangs
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(a) Tagesgang 1, insgesamt 59 Instanzen
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(b) Tagesgang 2, insgesamt 24 Instanzen
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(c) Tagesgang 3, insgesamt 8 Instanzen
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(d) Tagesgang 4, insgesamt 14 Instanzen
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(e) Tagesgang 5, insgesamt 11 Instanzen
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(f) Tagesgang 6, insgesamt 61 Instanzen
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(g) Tagesgang 7, insgesamt 126 Instanzen
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(h) Tagesgang 8, insgesamt 62 Instanzen
Abbildung 4.34.: Prototypische Tagesgänge des Energieverbrauchs in einem Haus-
halt und ihre Instanzen, die durch Clusteranalyse (Ward) aus 365 Tagesgängen
ermittelt wurden. Dargestellt sind jeweils (von innen nach außen) der mittlere
Verlauf,Mittelwert± Standardabweichung, sowie die einhüllenden Extremalwerte.
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Lokale Muster Tagesgänge
117.5 258.4
Tabelle 4.6.:Mittlere absolute Vorhersagefehler (in Watt) der lokalen musterbasier-
ten Methode (III) und der Vorhersage mittels Tagesgangprototypen.
angefordert.35 Nicht alle Fundstellen und die darauf beruhenden Vorhersagen
der musterbasierten Methode konnten im Vergleich betrachtet werden, da mit-
tels Tagesgangprototypen nur die Vorhersage bis zum jeweiligen Tagesende
(Mitternacht) möglich ist, der musterbasierte Ansatz jedoch den Energiever-
brauch als fortlaufende Zeitreihe betrachtet und daher auch über Tagesgrenzen
hinweg arbeiten kann. Im Vergleich zu den Ergebnissen in Tabelle 4.3 konnten
an 172600 (statt 174181) von 525600 Zeitpunkten Vorhersagen erstellt und ver-
glichen werden, somit wurde etwa ein Prozent der musterbasierten Fundstellen
und Vorhersagen verworfen. Der mittlere Vorhersagehorizont veränderte sich
dadurch aber praktisch nicht und betrug 49.10 Minuten. Die mittleren absolu-
ten Vorhersagefehler beider Ansätze sind in Tabelle 4.6 gegenübergestellt.
In den Ergebnissen spiegelt sich wider, was letztlich bereits in Abb. 4.34
erkennbar ist: Prototypische Tagesgänge, die aus Zeitreihen mit hochgradig
individuell geprägten lokalen Verhaltensweisen ermittelt werden, führen zu
einer stark gemittelten, „verschliffenen“ Beschreibung, in der lokale Phänome-
ne untergehen – diese sind in der vorliegenden Zeitreihe jedoch entscheidend
für die insgesamt verbrauchte Energie. Angesichts der Schwierigkeiten, solche
Zeitreihen zu prognostizieren, bleibt als Vorteil der Tagesgang-Methoden je-
doch nach wie vor, daß langfristige Vorhersagen bis zum jeweiligen Tagesende
möglich sind, die andere Methoden nicht leisten können.
Erwähnung finden sollte die Tatsache, daß etwa 73% aller Zeitpunkte mit
erkannten lokalen Mustern in den ersten zehn Stunden eines Tages liegen. Mit
tagesgangbasierten Methoden kann in diesem Zeitraum für gewöhnlich noch
keine verläßliche Vorhersage erstellt werden, da zunächst noch gewisse Zeit
abgewartet und zur Identifikation des ähnlichsten Prototypen genutzt werden
muß. Dies unterstreicht den Nutzen, den eine Kombination beider Ansätze
verspricht, um insgesamt die Abdeckung und lokal die Genauigkeit zu erhöhen.
35Im Unterschied zu [Bocklisch 2010], wo die Tagesgänge nur anhand ihres mittleren Verlaufes
charakterisiert und mittels euklidischer Abstandsberechnung wiedererkannt wurden, kam
an dieser Stelle jedoch eine unscharfe Beschreibung der ermittelten Prototypen zum Einsatz;
einerseits, um konsistent die Methoden aus Kapitel 3 zu verwenden, sowie andererseits, um die
individuell zulässige Streuung jedes Prototypen zu berücksichtigen.
122 4. Online-Erkennung unscharfer Muster
Für die in [Bocklisch 2010] skizzierte Idee, anhand kurzfristiger Prognosen
von Energiezeitreihen ein jeweils optimiertes Management von Verbrauchern,
Erzeugern und Speichern zu adaptieren, bieten sich die lokalenmusterbasierten
Methoden offensichtlich an. Mit den in diesem Beispiel realisierten Vorher-
sagehorizonten von im Mittel 49 Minuten erscheinen sie für diesen Anwen-
dungszweck auch insofern besonders geeignet, als in [Bocklisch 2010] von
wünschenswerten Kurzfristprognosen im Umfang von je einer Stunde gespro-
chen wird.
Im Falle der praktischen Anwendung des musterbasierten Ansatzes für kurz-
fristige Prognosen kann die nicht garantierbare Verfügbarkeit einer Prognose
auch dadurch kompensiert werden, daß gegebenfalls ersatzweise auf eine an-
dere lokal arbeitende Methode zurückgegriffen wird, auch um nötigenfalls
Anforderungen an einen festen Vorhersagehorizont zu erfüllen. Zwar läßt sich
der tagesgangbasierte Ansatz ebenfalls für kurzfristige Vorhersagen nutzen,
sein Einsatzgebiet ist jedoch traditionell mehr in längerfristigen Prognosen
über mehrere Stunden zu sehen.
Als Fazit bleibt wiederholend festzuhalten, daß die lokalen musterbasierten
Prognosen durch kurzfristige, variierende (deshalb weniger planbare) Horizon-
te gekennzeichnet sind; andererseits aber auch nicht an Tagesgrenzen gebunden.
Sinnvoll für das Anwendungsbeispiel der Energiezeitreihen – und angesichts
der Ergebnisse in Tabelle 4.6 auch vielversprechend – erscheint vor allem eine
Kombination mit einer tagesgangbasierten Methode zu einem zeitlich gestaffel-
ten Verbund von Kurz- und Langfristprognose. Wie in den Kapiteln 3 und 4
dieser Arbeit beschrieben und hier vorgeführt, kann dies innerhalb des einheit-
lichen methodischen Rahmens der unscharfen Klassifikation geschehen.
4.6. Automatisches Lernen lokaler Muster
4.6.1. Allgemeines
Nachdem in diesem Kapitel die Thematik lokaler Zeitreihenmuster bereits un-
ter den Aspekten Modellierung, Online-Erkennung und Prognose behandelt
wurde, soll nun die Betrachtung abgeschlossen werden mit einem Blick auf
den rein datenbasierten Wissenserwerb. Auch wenn einer allgemeingültigen
Lösung große Schwierigkeiten gegenüberstehen, wird die prinzipielle Möglich-
keit anhand eines einfachen Algorithmus für einen Teil der Problemstellung
illustriert.
Um automatisch auf der Basis von Daten einen Klassifikator für Zeitreihen-
muster aufzubauen, müssen analog zum Lernvorgang in Abschnitt 2.2.3 zuerst
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strukturelle Fragen geklärt werden, insbesondere: Wieviele Muster sollen an-
gelernt werden? Jede Musterbeschreibung kann aus Daten angelernt werden,
wenn mehrere Instanzen des Musters vorliegen – genauso, wie jede Klasse in
Abschnitt 2.2.3 aus mehreren Objekten bestimmt werden kann. Im Unterschied
zur traditionellen Klassifikationsaufgabe aus Kapitel 2 kann aber die Länge
der Zeitreihen (also die Dimension der zu klassifizierenden Objekte) für je-
des Muster (jede Klasse) variieren. Das Lernen aus Rohdaten wird erheblich
erschwert, wenn eine fundamentale Frage zu beantworten ist, bevor mit der
Strukturbildung überhaupt begonnen werden kann: Welche Länge haben die
Muster jeweils? Im klassifikatorischen Sinne: Was ist ein Objekt?
Prinzipiell sind zwei Szenarien für den Lernvorgang zu unterscheiden: Liegen
Instanzen von Zeitreihenmustern in Form einer Datenbank vor, oder sind in
einer langen Zeitreihe Abschnittemit interessanten Instanzenmarkiert, können
alle Instanzen von jeweils gleicher Länge als Ausgangspunkt einer hochdimen-
sionalen Clusteraufgabenstellung dienen. In diesem Fall ist die Definition „Was
ist ein Objekt?“ bereits erfolgt. Sobald die Instanzen einer Klasse zugeordnet
sind – durch Clusterverfahren oder Experten –, kann mit dem Lernverfahren
aus Abschnitt 3.1.2 die unscharfe Beschreibung für jedes Muster erstellt werden.
Ungleich schwieriger jedoch wird es, wenn als Lerndaten nur eine oder
mehrere lange Zeitreihen vorliegen, in denen die Muster eingebettet, aber nicht
markiert vorliegen. Ohne Vorwissenmüssen dann folgende Fragen beantwortet
werden:WelcheMuster gibt es?Wie lang sind diese?Wo innerhalb der Zeitreihe
treten die Instanzen jedes Musters auf? Antworten auf diese Fragen zu geben
ist die Aufgabe von speziellen data mining-Verfahren für Zeitreihen, die für das
Lernen von Mustern eine vergleichbare, wenn auch deutlich komplexere Rolle
spielen wie Clusterverfahren bei nicht-zeitlichen Klassifikationsaufgaben.
Überblick. Viele solcher data mining-Verfahren beschäftigen sich mit sym-
bolischen Zeitreihen, bei denen die Aufgabe eine kombinatorische Problem-
stellung ist, und basieren auf Assoziationsregeln der Form „wenn A, dann B“.
Für deren Auffinden stellen [Agrawal und Srikant 1994] und [Han u. a. 2004]
effiziente Algorithmen vor. Um diese auch für nicht-symbolische Zeitreihen
anwenden zu können, muß eine Diskretisierung bzw. Abstraktion in Symbole
vorgenommen werden. Dieser Schritt ist jedoch nicht unproblematisch (Bei-
spiel: Zerlegung einer störungsbehafteten Zeitreihe in Intervalle mit positivem
und negativem Anstieg), und setzt in jedem Fall bestimmte Eigenschaften der
Zeitreihe (Differenzierbarkeit, Störungsarmut, statistische Eigenschaften o. ä.)
voraus, die die Allgemeingültigkeit der Verfahren einschränken.
[Höppner 2003] zerlegt Zeitreihen in Intervalle, die bestimmten Muster-
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Primitiven entsprechen (z. B. konvex ansteigender Verlauf) und durch zweifa-
ches Differenzieren gefunden werden. Einflüsse von Störungen werden dabei
mit Hilfe eines Multiskalen-Verfahrens gemindert. Zeitliche Beziehung zwi-
schen diesen Intervallen werden mit Allens temporaler Logik [Allen 1983]
beschrieben, und anschließend auf symbolischer Ebene lokale Muster gesucht.
Dieser intervallbasierten Aufgabe widmet sich auch [Kempe u. a. 2008]. [Mör-
chen 2006] führt eine Abstraktionshierarchie ein, die auch auf Basisintervallen
(dort: persistent states) fußt, um automatisch gefundene Muster dem Nutzer
in verständlicher Form präsentieren zu können. Störungen, die sich in einer
fälschlich unterbrochenen Aufteilung der Basisintervalle niederschlagen, wer-
den dort mittels eines speziellen Filters behandelt. [Yang u. a. 2003] widmet
sich in symbolischen Zeitreihen dem Erkennen periodischer Muster, deren
Ausprägung und Periodizität durch Störungen beeinflußt wird.
Zur Ermittlung von Mustern in reellwertigen Zeitreihen, d. h. ohne Trans-
formation, gibt es vergleichsweise wenige Arbeiten. Eine Zeitlang wurde von
verschiedenen Autoren (stellvertretend sei vor allem [Das u. a. 1998] genannt)
ein auf Clusterverfahren basierender Ansatz verfolgt, der aus Zeitreihenab-
schnitten, die mittels gleitendem Fenster aus einer Zeitreihe extrahiert wurden,
Prototypen ermittelt. Dieses Vorgehen findet allerdings keine sinnvollenMuster,
sondern nur sinusähnliche Prototypen, wie u. a. [Höppner 2002] und abschlie-
ßend [Keogh und Lin 2005] feststellten.36 Diesen Effekt hatten deutlich früher
bereits [Yule 1927] und [Slutzky 1937] beobachtet. [Lin u. a. 2002] bieten bei Um-
gehung dieses Effekts einen alternativen Ansatz, der auf einer Diskretisierung
beruht, die den (euklidischen) Abstand zweier Muster näherungsweise erhält.37
[Lin u. a. 2002] weisen ebenfalls auf einen allgemeinen Nachteil des unüber-
wachten Lernens und Ermittelns von Musterprototypen hin: Speziell in langen
Zeitreihen oder größerenDatenbankenwerden sehr vieleMuster gefunden. Die
Anstrengungen, gefundenes Wissen einem Nutzer in einer interpretierbaren
Form präsentieren zu können, werden durch die schiere Menge der Ergebnisse
konterkariert. [Mueen u. a. 2009] schließlich knüpft an die Arbeit von [Lin u. a.
2002] an, um die Berechnungskomplexität beim Auffinden von Mustern zu
mindern, ohne die Genauigkeit des Algorithmus einzuschränken.
Probleme. Trotz Ansätzen zum parameterfreien data mining wie in [Keo-
gh u. a. 2004] wird es wohl niemals möglich sein, Wissen völlig automatisch
36Eine Erklärung für dieses Phänomen findet sich auch in [Idé 2006].
37Es handelt sich um ein sogenanntes lower bounding-Distanzmaß dLB(x1 , x2), das in seiner Nä-
herung eine untere Schranke für die tatsächliche euklidische Distanz d(x1 , x2) zweier Objekte
darstellt. Dabei wird dLB(x1 , x2) ≤ d(x1 , x2) garantiert.
4.6. Automatisches Lernen lokaler Muster 125
und vor allem ohne konkrete, anwendungsbezogene Anforderungen und a
priori-Kenntnisse (oftmals in Form von Parametern und Schwellwerten für
die Algorithmen) zu erwerben. Zu den grundsätzlichen Hindernissen zählen
dabei:x Nutzsignal vs. Störsignal. Völlig kontextfrei kann nicht entschieden wer-
den, welcher Anteil in einer Zeitreihe das tatsächliche Nutzsignal dar-
stellt, und welcher sonstige Anteil demzufolge herauszufiltern ist. Auch
fortgeschrittene Filterverfahren müssen auf Annahmen bezüglich der
Störungsquelle – etwa spezielle Rauschprozesse – basieren. Neben die-
ser nachrichtentechnischen Sicht ist außerdem noch eine semantische
Einteilung in Nutz- und Störsignal wichtig: Für unterschiedliche Anwen-
dungen kann die inhaltliche Beurteilung, was eine Störung, und was der
Informationsträger ist, völlig anders ausfallen.x Nutzsignal vs. irrelevantes Nutzsignal. Selbst wenn es gelingt, Störungen
zu eliminieren, müssen nicht alle in einem Signal enthaltenen Informa-
tionen für eine Anwendung von Interesse sein.x Häufigkeit vs. Trivialität. Viele Verfahren, die Muster zu entdecken ver-
suchen, beurteilen die Güte eines Kandidatenmusters mit der Häufigkeit,
mit der das Muster in der Datenbank oder Zeitreihe zu finden ist. Ein
Maß in diesem Sinne ist der Support eines Musters, der etwa in [Höpp-
ner 2003] Verwendung findet. Einfaches Beispiel: von einem Muster
der Länge L wurden in einer Zeitreihe der Länge Z insgesamt M nicht-
überlappende Instanzen gefunden. Somit besitzt dieses Muster einen
Support S von:
S = M ⋅ L
Z
(4.35)
Dieses Maß38 ist auch ein Versuch der Antwort auf die Frage, ob es
besser ist, ein kürzeres Muster häufiger zu finden, oder ein längeres
(vermutlich aussagekräftigeres) etwas seltener. Wird das Maß S für die
Beurteilung herangezogen, werdenMuster bevorzugt, die in der späteren
Wiedererkennungsphase über den längsten Zeitraum aussagefähig zu
sein versprechen. Auch wenn dieses statistisch motivierte Kriterium
neutral erscheint, ist es nicht als allgemeingültig einzuschätzen, denn das
Muster mit dem größten Support muß für eine Anwendung bei weitem
nicht das wichtigste Muster sein. In diesem Sinne besteht allgemein
38Voraussetzung für die sinnvolle Anwendung dieses Maßes ist eine „scharfe“ Mustererkennung.
Andernfalls müssen andere Maße ersonnen werden, die graduelle Ergebnisse berücksichtigen
können, etwa das Konzept des strong fuzzy support [Hüllermeier 2009].
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die Gefahr, im Ergebnis des Wissenserwerbs zwar häufige, aber triviale
Muster entdeckt zu haben.x Seltenheit vs. Datenmenge. Ein seltenes Muster kann überaus relevant
für die Arbeitsphase eines Klassifikators sein, wenn es etwa um die De-
tektion seltener Störungen oder Krankheitssymptome geht. Deswegen
existieren auch Arbeiten, die sich speziell dem Auffinden seltener Muster
widmen [Keogh u. a. 2005; Yankov u. a. 2007b]. Die Kehrseite dessen
kann jedoch sein, daß man im Ergebnis des Lernverfahrens eine über-
mäßige Menge verschiedenster seltener Muster erhält. Die Analogie zur
Strukturfindung mit Clusterverfahren wäre, viele Ausreißerobjekte als
jeweils eigene Klasse zu modellieren. Damit würde kein Wissen über
Phänomene gewonnen und abstrahiert, sondern den rohen Meßdaten
nur eine neue Verpackung verliehen.
Jedes existierende Verfahren zum automatischen Auffinden von Mustern
(motif mining) muß daher mit den Pekuliaritäten und Erfordernissen der An-
wendung abgeglichen werden, vor allem: Welche Parameter sind zu wählen
(etwa bezüglich der Länge der Muster, erlaubter Un-/Ähnlichkeit, Filterverfah-
ren)? Unter welchen Kriterien erfolgt die Auswahl der „besten“ gefundenen
Muster? Welcher Variabilität dürfen Musterinstanzen unterliegen? Ist unter
Berücksichtigung dieser Fragestellungen eine geeignete Methode gefunden,
können deren Lernergebnisse in Form einer Datenbank von Musterinstan-
zen nahtlos dem Verfahren von Abschnitt 3.1.2 übergeben werden, um daraus
unscharfe Musterbeschreibungen zu erstellen.
4.6.2. Beispiel: Ein Brute-Force-Verfahren
Wie beschrieben, ist die Aufgabenstellung des automatischen Auffindens loka-
ler Muster in Zeitreihen sehr komplex und auch nicht allgemeingültig lösbar.
Deswegen ist es auch nicht verwunderlich, daß bislang nur wenige überzeugen-
de Ansätze dazu existieren. Während für klassische, statische Klassifikatoren
die Strukturfindung wie in Abschnitt 2.2.3 durch verschiedenste Clusterverfah-
ren möglich ist,39 müssen die Analoga für lokale Muster in Zeitreihen erst noch
entwickelt werden.
Obwohl data mining-Verfahren nicht im Fokus dieser Arbeit stehen, soll in
diesem Abschnitt dennoch ein (zumindest Brute-Force-)Algorithmus vorge-
stellt werden, um die Wirkungsweise und das Zusammenspiel mit den bereits
39Dabei ist selbstverständlich auch die klassische Clustering-Aufgabenstellung nicht allgemeingül-
tig, also frei von Parametern und Annahmen, lösbar.
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beschriebenen Lernverfahren zeigen zu können.
Gegeben sei eine Zeitreihe mit Z Abtastwerten x(t), t = 1, . . . , Z. Folgender
Algorithmus sucht in dieser Zeitreihe nach verschiedenen, jedoch gleichlan-
gen Mustern (Länge L) und ihren Instanzen. In dessen Ergebnis enthält das
Tupel P = (p1 , . . . , pnP)mithin nP verschiedene Muster, wobei das k-te gefun-
dene Muster pk durch die Position tR,k einer jeweiligen Referenzinstanz in
x(t) sowie nk verschiedenen, dieser Referenz ähnlichen Instanzen an den Po-
sitionen tk ,1 bis tk ,nk beschrieben wird: pk = (tR,k , tk ,1 , . . . , tk ,nk). Dabei sind
alle Instanzen eines Musters gegenseitig und bezüglich der Referenzinstanz
nichtüberlappend, also jeweils mindestens L Abtastpunkte in x(t) voneinan-
der entfernt.40 Die gefundenen Muster sind in P nach einem Gütemaß f in
absteigender Reihenfolge geordnet. Jeweils zwei Muster und alle ihre Instan-
zen dürfen sich bezüglich ihres Supports in x(t) zu einem bestimmten Grad
gmax ∈ [0, 1] überlappen, der relativ zum Support des durch f als schlechter
beurteilten Musters berechnet wird.41 Der Ablauf des Algorithmus lautet:
1. Wähle die Länge L der zu suchenden Muster.
2. Wähle ein Distanzmaß d(t1 , t2), das den Abstand zweier Abschnitte der
Länge L in x(t) berechnet, die an den Positionen t1 bzw. t2 beginnen,
beispielsweise die mittlere absolute Abweichung:
d(t1 , t2) = 1L ⋅ L−1∑∆t=0 ∣x(t1 + ∆t) − x(t2 + ∆t)∣ (4.36)
3. Wähle eine zulässige Maximaldistanz dmax, die Instanzen eines Musters
pk bezüglich dessen Referenzinstanz tR,k aufweisen dürfen.
4. Beginne mit der Mustersuche, indem jeder mögliche Teilabschnitt der
Länge L in x(t) als potentielle Referenzinstanz eines Musters aufgefaßt
wird. Somit ergeben sich zunächst nP = (Z − L + 1)mögliche Muster:
P = (p1 , . . . , p(Z−L+1)) mit pk = (tR,k), wobei tR,k = k (4.37)
40Diese Eigenschaft muß für jedes Muster gefordert werden, um trivial matches zu vermeiden
sowie bei der Berechnung eines mittleren Verlaufs – etwa bei der Erstellung einer unscharfen
Beschreibung für dieses Ensemble – einen Slutzky-Yule-ähnlichen Effekt zu unterbinden,
vgl. [Keogh und Lin 2005].
41Die Interpretation dieses Maßes lautet somit: Welcher Anteil des einen Musters und seiner
Instanzen sind in dem anderen (bezüglich f hochwertigeren) Muster bereits enthalten? Ist
dieser Anteil zu hoch, kann das Muster verworfen werden, da sonst insgesamt unnötig viele,
ähnliche Muster gefunden werden, deren Weiterverwendung etwa für die Online-Erkennung
problematisch ist, vgl. Abschnitt 4.3.
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5. Ermittle zu jedem potentiellen Muster pk aus P die bezüglich des Di-
stanzmaßes d besten nichtüberlappenden Instanzen des Referenzmusters
in x(t). Die nk gefundenen Instanzen tk , i , i = 1, . . . , nk , müssen dabei
alle d(tR,k , tk , i) ≤ dmax sowie ∣tR,k − tk , i ∣ ≥ L und ∣tk , i − tk , j ∣ ≥ L∀ j = 1, . . . , nk , i ≠ j, einhalten.
6. Wähle ein Gütemaß f , das jedem potentiell gefundenenMuster pk aus P
einenWert f (pk) zuweist, so daß die gefundenenMuster nach ihrer Güte
sortiert werden können. Ein traditionell häufig verwendetes, statistisch
motiviertes Maß wäre der Support eines Musters und seiner Instanzen in
der Zeitreihe, der hier stellvertretend auch durch die Anzahl gefundener
Instanzen nk quantifiziert werden könnte:
f (pk) = nk (4.38)
Alternativ wäre unabhängig vom Support auch eine Einschätzung der
Qualität möglich, indemdiemittlere Distanz der Instanzen einesMusters
zu dessen Referenzinstanz verglichen wird mit der maximalen mittleren
Distanz aller anderen Muster:
f (pk) = 1 −
1
nk
⋅ nk∑
i=1 d (tR,k , tk , i)
max
1≤ j≤nP
1
n j
⋅ n j∑
i=1 d (tR, j , t j , i)
(4.39)
Während bei Verwendung von (4.38) die Gefahr droht, triviale, aber
sehr häufig auftretende Muster zu finden, wird (4.39) tendentiell eher
zu Mustern mit zu geringem Support, aber sehr ähnlichen Instanzen
führen. Deswegen kann es sinnvoll sein, beide Maße zu verknüpfen, um
damit relativ häufige, aber qualitativ guteMuster zu finden, beispielsweise
multiplikativ:
f (pk) = nk ⋅
⎛⎜⎜⎜⎜⎜⎝
1 −
1
nk
⋅ nk∑
i=1 d (tR,k , tk , i)
max
1≤ j≤nP
1
n j
⋅ n j∑
i=1 d (tR, j , t j , i)
⎞⎟⎟⎟⎟⎟⎠
(4.40)
7. Sortiere die potentiellen Muster pk in P nach ihrer Güte f (pk) in abstei-
gender Reihenfolge.
8. Wähle einen zulässigen relativen Überlappungsgrad gmax ∈ [0, 1].
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9. Prüfe für alle potentiellen Muster pk in P, welche weiteren (anhand f
schlechter bewerteten)Muster p j (aufgrund der Sortierung: j > k) bezüg-
lich ihres Supports einen relativen Überlappungsgrad g mit dem Muster
pk aufweisen, der gmax überschreitet. Entferne die entsprechenden Mu-
ster p j aus P.
Im Ergebnis erhält man das Tupel P der verbliebenen, im Sinne des Gütema-
ßes f besten Muster und ihre Instanzen, die (in dieser Arbeit) anschließend
gemäß Abschnitt 3.1.2 auomatisiert in unscharfe Beschreibungen überführt
werden können. Der vorgestellte Algorithmus ist dabei mit einer bezüglich der
Länge der Zeitreihe Z quadratischen Komplexität in Rechenzeit und Speicher-
bedarf für größere praktische Anwendungsfälle (etwa: Z > 105 Abtastwerte)
natürlich nicht geeignet, kann aber als Demonstrator für die keineswegs triviale
Aufgabenstellung des data minings nach lokalen Mustern dienen.
Beispiel. Um die Ergebnisse dieses Algorithmus anhand eines Beispiels zu
illustrieren, wurde analog zu Abb. 4.29a in Abschnitt 4.5.3 eine zufällige Test-
zeitreihe generiert, in die Instanzen der Muster aus Abb. 4.26 eingebettet wur-
den.42 Ein Ausschnitt dieser Zeitreihe ist in Abb. 4.35 dargestellt. Bei vorgegebe-
ner Länge L = 100, zulässiger Überdeckung gmax = 0 und maximaler Distanz
dmax = 0.4 findet der vorgestellte Algorithmus unter Verwendung des Abstands-
maßes (4.36) und des Gütemaßes (4.40) sechs verschiedene Muster, die in der
Reihenfolge ihrer Güte in Abb. 4.36 zu finden sind.43 In den Abbildungen 4.36a
bis 4.36d sind die vier wichtigsten Funde zu sehen, die über einen wesentlichen
Support in der Zeitreihe verfügen. Nacheinander sind die für diesen Test ein-
gebetteten Muster OliveOil, Coffee, ECG200 und FaceFall wiederzuerkennen.
Diese Reihenfolge spiegelt durchaus auch die in Abb. 4.26 sichtbare Rangfolge
bezüglich der Präzision und Schärfe der Muster wieder. Für einzelne Instanzen
schlägt sich diese natürlich in mehr oder weniger starken Variationen nieder,
die vom Gütemaß (4.40) mit berücksichtigt werden. Insgesamt könnten die
gefundenen Muster aus Abb. 4.36 nun nahtlos weiterverwendet werden, um
daraus unscharfe Beschreibungen für eine Online-Wiedererkennung zu gene-
rieren.
42Einziger Unterschied bei der Generierung: Alle Muster wurden zuvor durch Resampling auf
eine gemeinsame Länge gebracht, da der Algorithmus in einem Durchgang nur gleichlange
Muster zu finden vermag.
43Mäßige Variationen der zulässigen Maximaldistanz dmax sowie der Überdeckung gmax führen
zu ähnlichen Ergebnissen, teilweise mit etwas weniger oder mehr gefundenen Instanzen, sowie
anderenTrivialtreffernmit sehrwenigen Instanzen.DieAussagen bezüglich der vier wichtigsten
gefundenen Muster bleiben erhalten.
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Abbildung 4.35.: Generierte Testzeitreihe zum automatischen Auffinden lokaler
Muster (Ausschnitt, Gesamtlänge: 8100 Abtastwerte). Eingebettet wurden jeweils
zehn Instanzen der Muster aus Abb. 4.26 nach Resampling auf L = 100.
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(a)Muster 1, insgesamt 10 Instanzen
20 40 60 80 100
−4
−2
0
2
4
t
x
(b)Muster 2, insgesamt 9 Instanzen
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(c)Muster 3, insgesamt 9 Instanzen
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(d)Muster 4, insgesamt 7 Instanzen
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(e)Muster 5, insgesamt 2 Instanzen
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(f)Muster 6, insgesamt 2 Instanzen
Abbildung 4.36.:Durch den Brute-Force-Algorithmus in der Zeitreihe aus Abb. 4.35
gefundene Muster. Die Referenzinstanz ist jeweils schwarz dargestellt.
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4.7. Grenzen der Mustererkennung
Eigenschaften der Musterdatenbanken. Die Beispiele dieser Arbeit in den
Abschnitten 4.5.3 und 4.5.4 zeigten, daß die Nutzung der hier präsentierten
wissensbasierten Vorhersagemethode – fußend auf der Online-Erkennung
lokaler Muster – sinnvoll und lohnenswert ist. Die Nutzbarkeit wird dabei
im wesentlichen von der Wissensbasis, also den bekannten Mustern, bestimmt.
Drei (u. U. limitierende) Aspekte spielen dabei eine Rolle:x Gewinnung des Wissens. Vorteil des Modellansatzes dieser Arbeit ist, daß
sowohl datenbasiert als auch expertenbasiert Musterbeschreibungen er-
stellt werden können. Während letzterer Zugang (zum Preis der notwen-
digen manuellen Arbeit) meist den Vorzug semantisch interpretierbarer
Muster aufweist, ist die Nutzung automatischermotif mining-Methoden
vermutlich zukünftig bedeutsamer und für die Praxis attraktiver. Aller-
dings bleibt fraglich – zumindest jedoch abzuwarten –, ob auf diesem
Forschungsgebiet Methoden entstehen werden, die leistungsfähig genug
sind, um angesichts der Vielgestaltigkeit realer Zeitreihen tatsächlich
nutzbare Ergebnisse zu liefern, etwa für die Zeitreihe aus Abschnitt 4.5.4.x Begrenzte Wissensbasen: Die „Abdeckung“ mit Erkennungsergebnissen
hängt stark vom Umfang der Wissensbasis ab – sind nicht genügend
Muster bekannt, werden nur entsprechend selten Vorhersagen auf Basis
dieser Muster möglich sein.44x Umfangreiche Wissensbasen: Auf der anderen Seite sind auch zu um-
fangreiche Musterdatenbanken problematisch, dort sind mehrdeutige
Erkennungsergebnisse häufiger zu erwarten. Sofern diese von in dieser
Arbeit diskutierten Phänomenen wie Fremdähnlichkeit herrühren, sind
zumindest im Vorfeld diesbezügliche Untersuchungen gemäß Abschnitt
4.3 möglich.
Eigenschaften des Mustermodells vs. Variabilität lokaler Muster. Neben
der Problematik der Gewinnung von Wissen über Muster haben auch die in-
trinsischen Eigenschaften des Ansatzes zur Modellierung dieses Wissens einen
großen Einfluß auf die Einsetzbarkeit bzw. Allgemeingültigkeit des Verfahrens.
Der in dieser Arbeit gewählte Modellierungsansatz ist insofern konservativ,
44Der notwendige Umfang einer Musterdatenbank ist freilich stark anwendungsabhängig, wie
andererseits das Beispiel in Abschnitt 4.5.4 zeigt, wo bereits mit drei Mustern eine Abdeckung
von 33.1 % erreicht wurde.
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da er tatsächlich nur das Wissen widerspiegelt, das beispielsweise in Form ge-
messener Musterinstanzen zum Anlernen zur Verfügung gestellt wurde. Das
bedeutet, daß die Instanzen, die wiedererkannt werden sollen, bezüglich ihrer
Amplituden- und zeitlichen Skalierung ähnlich sein müssen. Abweichungen
sind zulässig, solange sie im Rahmen der modellierten Unschärfe bleiben.
Welcher Art könnten Variationen von Instanzen desselben Musters prin-
zipiell sein? Neben der Überlagerung durch Störsignale sind verschiedenste
Modifikationen denkbar, insbesondere die lineare oder nichtlineare Skalierung
der Amplitude, eine lineare oder nichtlineare zeitliche Skalierung bzw. Verzer-
rung, sowie das Auftreten bezüglich veränderlicher Arbeitspunkte. Abbildung
4.37 illustriert einige dieser Phänomene am Beispiel eines einfachen sinusför-
migen Musters.
x
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(a) Skalierung der Amplitude
x
t
(b) Zeitliche Skalierung
x
t
(c) Auftreten in verschiedenen Arbeits-
punkten (Offsets)
x
t
(d) Nichtlineare zeitliche Verzerrrung
Abbildung 4.37.: Veränderungen eines sinusförmigen Musters, die der Musterer-
kennung Probleme bereiten.
Alle diese Modifikationen führen entweder zu einer potentiell starken Un-
ähnlichkeit zweier Musterinstanzen im euklidischen Abstandssinne (Beispiel:
Skalierung und Offsets), oder aber machen eine traditionelle Ähnlichkeitsbe-
rechnung aufgrund unterschiedlicher zeitlicher Länge unmöglich. Dies gilt
zunächst auch für Ähnlichkeitsmaße auf der Basis von Transformationen in
Frequenz- und Bildbereiche. Das Mustermodell dieser Arbeit könnte mit un-
terschiedlich langen Sequenzen nicht umgehen, und im Falle der Amplituden-
variationen wäre mit ggf. sehr geringen Ähnlichkeitswerten zu rechnen.
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Liegen Zeitreihen vollständig – also bei einer Offline-Aufgabenstellung –
vor, existiert eine Reihe von Ansätzen zur Mustererkennung [Agrawal u. a.
1995a; Keogh 1997; Fu u. a. 2005; Yankov u. a. 2007a], und einige der genann-
ten Probleme können auf verschiedene Weise gelöst oder gemindert werden,
beispielsweise:x Normierung oder Standardisierung zur Eliminierung von Offsets und
Vergleichbarkeit der Amplituden,x Resampling auf gleiche Zeitbasis beim Vergleich vollständiger Zeitreihen
unterschiedlicher Länge [Ratanamahatana und Keogh 2004],x Dynamic Time Warping [Berndt und Clifford 1996], um zeitlich nichtli-
near verzerrte Muster vergleichen zu können (siehe Abb. 4.38).
x
t
Abbildung 4.38.: Prinzip des Dynamic Time Warping zur Ähnlichkeitsberechnung
zeitlich nichtlinear verzerrter Muster.
Normierung und Resampling sind jedoch nur dann einfach einsetzbar, wenn
vollständige Zeitreihen verglichenwerden. Sind innerhalb einer Zeitreihe gleich-
artige Muster mit variablem Offset und Varianz zu erkennen, vor allem bei
einer Online-Erkennungsaufgabe, kann eine Normierung mit einem adaptiven
Hochpaßfilter erfolgen, dessen Parameter kontinuierlich geschätzt und aktuali-
siert werden müssen.45 Problematisch daran ist, daß sich diese allgemeingültig
– also kontextfrei – nicht implementieren lassen, auch weil Stör- und Nutzsignal
nicht ohne anwendungsspezifisches Wissen unterschieden werden können.
Ungleich schwieriger wird es, wenn die genannten Modifikationen in Kom-
bination auftreten. Eine allgemeingültige Lösung zur Mustererkennung unter
diesen Umständen und Variationsmöglichkeiten existiert nicht. Ist dies über-
haupt notwendig? In Abb. 4.39 treten drei unterschiedlich verzerrte Musterin-
stanzen bezüglich verschiedener Offsets auf. Vorausgesetzt, die Offsets ließen
sich adaptiv filtern, könnten alle Instanzenmit der Ähnlichkeitsberechnung des
45Einfaches Beispiel: Über ein mitlaufendes Fenster werden Mittelwert und Varianz für jedem
Zeitpunkt geschätzt, um so den aktuellen Wert in der fortlaufenden Zeitreihe zu normieren.
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Dynamic Time Warping als Realisierungen desselben Musters erkannt werden.
Ob es sich hier tatsächlich um Instanzen desselbenMusters handelt, läßt sich an
dieser Stelle nicht beantworten. Umgekehrt existieren auch Anwendungen, in
denen beispielsweise Wachstumsvorgänge tatsächlich semantisch verschieden
sind, wenn sie eine lineare, beschleunigende oder Sättigungs-Form aufweisen –
in diesen Fällen kann es sogar unerwünscht sein, nur einMuster zu erkennen.
x
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Abbildung 4.39.: Offsetunabhängige Erkennung verzerrter Musterinstanzen.
Fazit. Das Fuzzy Pattern-basierte Modell für die Mustererkennung in dieser
Arbeit ist zwar – sofern dies von den Lerndaten gestützt bzw. beim Entwurf
berücksichtigt wurde – recht tolerant gegenüber Störungen, eignet sich bei der
Wiedererkennung jedoch nicht für Amplituden- und zeitliche Verzerrungen,
die über diemodellierteUnschärfe deutlich hinausgehen.Wie beschrieben, sind
durch adaptive Filter aber auch bei der Online-Erkennung Varianz- und Off-
setverschiebungen eliminierbar46, so daß nachgeschaltet die Mustererkennung
in unveränderter Form verwendet werden kann. Auch für die Problematik der
zeitlichen Skalierung und Verzerrung sind Lösungen für das unscharfe Muster-
modell realisierbar, die jedoch über die Zielstellung dieser Arbeit hinausgehen,
etwa durch eine Verbindung der Online-Mustererkennung mit den Ideen des
Dynamic TimeWarping. Die Notwendigkeit zum Einsatz von Vorverarbeitungs-
und Filterverfahren bleibt jedoch letzlich immer nur aus der konkreten Anwen-
dung heraus begründbar.
46Die Geschwindigkeit der Offset- und Varianzveränderungen muß dabei natürlich deutlich
geringer als die Entwicklungsgeschwindigkeit der Muster sein, damit nicht Teile eines Musters
im Zuge der Offsetkompensation herausgefiltert werden.
῝Εν οἶδα ὅτι οὐδὲν οἶδα.
Ich weiß, daß ich nicht weiß.
Sokrates
5. Zusammenfassung
Modellierung von Zeitreihen und temporalen Phänomenen. Diese Arbeit
befaßt sich mit verschiedenenMöglichkeiten der unscharfenModellierung und
Behandlung zeitlich wiederkehrender Phänomene in Zeitreihen. Dabei sind
bereits nur unter Nutzung von ein und derselben multivariaten Zugehörigkeits-
funktion verschiedenste Vorgehensweisen möglich:x Zunächst durchNutzung undKlassifikation bestimmterMerkmale selbst,
die ein Phänomen beschreiben, etwa zeitliche Angaben. Über die Mög-
lichkeiten von Kapitel 2 hinausgehend wird dafür in Abschnitt A.1 im
Anhang dieser Arbeit eine Übertragung der grundsätzlichen klassifi-
katorischen Vorgehensweise (Lern- und Arbeitsphase) auf periodische
Merkmalsräume – wie etwa für Zeitangaben – vorgestellt. Die Idee des
periodischen Merkmalsraumes und der darin definierbaren Cluster und
Klassen verspricht dabei auch zukünftige Anwendbarkeit über zeitliche
Merkmale hinaus.x Weiterhin können vollständige Zeitreihen insgesamt als Objekte im klas-
sifikatorischen Sinn betrachtet und behandelt werden, wie auch an einem
Beispiel in Abschnitt 2.3.1 gezeigt wurde.x Schließlich können Klassifikatoren dazu dienen, Zeitreihen vonMeßwer-
ten oder abgeleiteten Merkmalen in semantisch motivierte bzw. interpre-
tierbare Zeitreihen zu überführen, wie im Beispiel von Abschnitt 2.3.2
geschehen. Dadurch wird eine skalenunabhängige Weiterverarbeitung
nur auf Basis von Wahrheitswerten möglich.
Der Kerngedanke der Modellierung und Basis für die Kapitel 3 und 4 ist je-
doch die Nutzung der multivariaten Zugehörigkeitsfunktion zur Beschreibung
der typischen (Amplituden-)Ausprägung einer Zeitreihe bzw. eines Zeitreihen-
musters für jeden Abtastzeitpunkt, durch deren Verbindung hochdimensionale
unscharfe Klassenbeschreibungen entstehen, die somit als natürliche Erweite-
rung des grundlegenden Konzepts betrachtet werden können. Ein wesentlicher
Vorteil dieser Beschreibung – von dem in dieser Arbeit intensiv Gebrauch
gemacht wird – liegt in der Möglichkeit der Ableitung einer vorläufigen Klassi-
fikationsaussage anhand unvollständig vorliegender Daten (hier: Zeitreihen).
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Musterprognose basierend auf partieller Klassifikation. Der Fokus dieser
Arbeit liegt vorrangig auf lokalen Phänomenen in Form wiederkehrender Mu-
ster, die als unscharf beschriebene Zeitreihenabschnitte modelliert werden
können. Bei Kenntnis über Startzeitpunkte von lokalen Mustern in Zeitreihen
können diese (als „getriggert“ bezeichneten) Muster gemäß der Vorgehens-
weise aus Kapitel 3 erkannt und bei Vorliegen einer entsprechenden Muster-
datenbank unterschieden werden. Wenn nur unvollständige Abschnitte zur
Klassifikation verwendet werden, kann frühzeitig ein Schätzwert für das späte-
re Klassifikationsergebnis ermittelt werden, um zeitlichen Spielraum für eine
Kurzzeitvorhersage der Zeitreihe auf Basis des Wissens über die Muster zu
gewinnen.
Prognosemethoden vs. Unschärfe und Variabilität der Muster. Es wurde
gezeigt, daß eine musterspezifisch besonders geeignete Vorhersagemethode
anhand von Indikatoren bzw. Gütemaßen a priori sinnvoll gewählt werden
kann, wenn die Instanzen desMusters vor der Erstellung von dessen unscharfer
Beschreibung noch bekannt sind. Weiterhin wurde gezeigt, daß eine trivial er-
scheinende Vorhersagemethode über den Repräsentantenverlauf eines Musters
gegenüber komplexeren bestehenden Methoden im Vorteil sein kann. Beides
liegt auch in den verschieden Arten und Aspekten der Unschärfe und Unsi-
cherheiten begründet, die bereits eingangs in Abschnitt 1.2.1 diskutiert wurden.
Diese verschiedenen Ursachen lassen sich jedoch nicht mehr unterscheiden,
nachdem ein unscharfes Modell in der hier vorliegenden und bislang üblichen
Form erstellt wurde. Insofern ist hier auch ein wichtiger Anstoß für zukünftige
Arbeiten zu sehen, bei unscharfen Modellen generell eine explizite, getrennte
Berücksichtigung der verschiedenen Einflüsse (etwa Meßunsicherheiten, Pro-
zeßunsicherheiten sowie semantisch völlig „korrekte“ Variationen in einem
Prozeß) zu ermöglichen. Aus Sicht des Autors zeichnet sich dabei ein vielver-
sprechendes Potential zurWeiterentwicklung und Nutzung unscharfer Modelle
ab, zumal diese vielschichtige Betrachtungsweise i. a. auch nicht von anderen,
etwa statistisch motivierten Modellen der Unsicherheit ermöglicht wird.
Online-Erkennung sich entwickelnderMuster. Das schwerpunktmäßig be-
arbeitete Kapitel 4 verallgemeinert die Ideen aus Kapitel 3 und den bisherigen
Forschungsstand dahingehend, daß die Notwendigkeit entfällt, die Startzeit-
punkte der Muster in Zeitreihen vor der Klassifikation zu kennen. In einer
konsequent unscharfen Betrachtung ergibt sich die neuartige Besonderheit
dieser Online-Klassifikationsaufgabe darin, daß jedes Muster a priori in jedem
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Entwicklungsstadium erwartet und erkannt werden muß. Die geschickte Aus-
nutzung von Eigenschaften der multivariaten Zugehörigkeitsfunktion – die
allen Modellen in dieser Arbeit zugrunde liegt – erlaubt es dabei, sämtliche
möglichen Klassifikationsergebnisse mit einem bezüglich der Länge der Muster
linearen statt quadratischen Rechenaufwand zu ermitteln.
Besonderheiten der Online-Erkennung. Um die bestehenden Methoden
aus Kapitel 3 auch hier nahtlos zur lokalen Zeitreihenvorhersage nutzen zu kön-
nen, muß aus den unscharfen Erkennungsergebnissen eine Entscheidung über
das Entwicklungsstadium abgeleitet werden. Dabei sind einige Besonderheiten
zu berücksichtigen, die sich aus den Eigenschaften der Online-Erkennungsauf-
gabe ergeben, um eine möglichst eindeutige Entscheidung zu treffen. Konkret
können für jedes Muster bezüglich seines Entwicklungsstadiums mehrdeutige
Erkennungsergebnisse entstehen. Diese Eigenschaft ist unabhängig von der hier
gewählten Art der Mustererkennung und -modellierung, sondern allgemein
dieser Online-Aufgabenstellung innewohnend. Weiterhin können abschnitts-
weise vorliegende Ähnlichkeiten zu anderen Mustern dazu führen, gleichzeitig
mehrere Muster in unterschiedlichen Stadien zu detektieren. Für beide Aspekte
können jedoch mit den in Abschnitt 4.3 erarbeiteten Methoden Analysen von
Musterdatenbanken vor ihrem Einsatz in der Erkennungsaufgabe durchgeführt
werden. Ergebnisse dieser Analysen lassen sich in Form der Interessenfenster
bezüglich des Entwicklungsstadiums unscharf mit den Erkennungsergebnissen
verknüpfen, noch bevor eine scharfe Entscheidung getroffen werden muß. Die-
ser Ansatz läßt sich zusätzlich auch rückwirkend für die getriggertenMuster aus
Kapitel 3 anwenden, um zu ermitteln, ab welchem Stadium eine eindeutige Un-
terscheidung mehrerer Muster möglich ist. Dort tritt natürlich die Problematik
des mehrdeutigen Entwicklungsstadiums noch nicht auf.
Automatisierter Wissenserwerb. Ebenso wie Clustering-Verfahren für „sta-
tische“ Klassifikationsprobleme einen datenbasierten Zugang zum automati-
schen Erstellen von Klassifikatoren ermöglichen, sind Methoden zum Auffin-
den von wiederkehrenden Mustern in Zeitreihen das Analogon für die Klassi-
fikatoren zur lokalen Mustererkennung dieser Arbeit. Auch wenn diese Auf-
gabenstellung aufgrund verschiedener, in Abschnitt 4.6 diskutierter Aspekte
erheblich schwieriger und auch rechentechnisch aufwendiger ist, konnte an-
hand eines Beispiels die prinzipielle Funktionsweise eines rein datenbasierten
Zugangs zur Erstellung von Musterdatenbanken demonstriert werden. Um der-
artige Methoden auch für große Datensätze nutzbar zu machen, besteht jedoch
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erheblicher Forschungsbedarf; bisherige Arbeiten stellen erst den Beginn einer
zu erwartenden Weiterentwicklung dieses Teilgebiets des data minings dar.
Weitere Nutzung des unscharfenMustermodells. Die auch über die Erken-
nung und Vorhersage von Mustern in Zeitreihen hinausgehende Nutzbarkeit
des unscharfen Zeitreihenmodells wird durch die zusätzlich in Abschnitt A.2
des Anhangs vorgestellte Möglichkeit zur gemeinsamen Segmentierung multi-
variater Zeitreihenensembles dokumentiert.
VorteilhaftesArbeitenmit unscharfenWahrheitswerten. Die vorgestellten
Methoden dieser Arbeit fußen nahezu ausschließlich auf dem Umgang mit un-
scharfen Wahrheitswerten – seien es Ergebnisse oder Zwischenergebnisse der
Online-Erkennung, die Formulierung von Interessenfenstern für ein Entwick-
lungsstadium oder die Verknüpfung derselben. Besonders vorteilhaft daran ist,
diese Werte aufgrund ihrer Normierung und Interpretierbarkeit skalen- und
anwendungsunabhängig verarbeiten zu können. Dabei ist jeder einzelne dieser
Wahrheitswerte mit einer spezifischen Bedeutung verbunden und stellt jeweils
eine genau interpretierbare Information dar – keines der Zwischenergebnisse
ist rein numerisch motiviert oder strikt mit einem bestimmten Algorithmus
verknüpft. Trotz und gleichwohl wegen der Menge an unterschiedlichen Wahr-
heitswerten, mit denen im Laufe dieser Arbeit hantiert wird, kann dabei also
das Versprechen der unscharfen Methoden eingelöst werden, Informationen
nachvollziehbar und unter Berücksichtigung ihrer Unsicherheiten zu verarbei-
ten und zu präsentieren, so daß vielleicht mit den Worten WarrenWeavers
für diese Arbeit gelten kann:
». . . information and uncertainty find themselves to be partners.«
Ξυνὸν γὰρ ἀρχὴ καὶ πέρας ἐπὶ κύκλου περιφερείας.
Auf einemKreis kann jederAnfangspunkt auch ein Endpunkt sein.
Heraklit
Anhang A:
Erweiterungen und
Anknüpfungspunkte
Übersicht und Einordnung. In diesem Kapitel werden Erweiterungen prä-
sentiert, die an die beiden Kapitel 2 und 3 anschließen. Sie können sowohl als
Ergänzung zu diesen Kapiteln betrachtet werden, als auch als eigenständige
Beiträge für sich stehen.
Abschnitt A.1 knüpft an Kapitel 2 an und widmet sich als neuer Beitrag der
Nutzbarmachung von Klassifikationsverfahren, die allgemein auf unimodalen
unscharfen Mengen basieren, für die Verwendung mit periodischen Merk-
malen. Solche Merkmale können entstehen, wenn z. B. zeitliche Angaben zur
Charakterisierung wiederkehrender Phänomene verwendet werden.
Abschnitt A.2 untersucht als weiterer neuer Beitrag dieser Arbeit die Mög-
lichkeit zur Vereinfachung bzw. speichersparenden Abstraktion von Fuzzy
Pattern-Zeitreihenmodellen aus Kapitel 3 durch Segmentierung. Dazu werden
zunächst verschiedene Modellvarianten für segmentierte Zeitreihen diskutiert,
und anschließend Verfahren zur automatischen Segmentierung multivariater
unscharfer Zeitreihen vorgestellt. Darüber hinaus bietet sich mit dieser Metho-
de auch eine neuartigeMöglichkeit zur gemeinsamen Segmentierung (scharfer)
Zeitreihenensembles.
A.1. Klassifikation mit periodischen Merkmalen
A.1.1. Einführung und Zielstellung
Viele Klassifikationsverfahren beruhen auf der Annahme, daß sich ein bestimm-
tes Phänomen, das es zu detektieren oder beschreiben gilt, in einer Klasse von
Objekten im jeweiligen Merkmalsraum niederschlägt, die im Sinne eines (oft
euklidischen) Abstandsmaßes ähnlich sind und somit eine mehr oder min-
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der zusammenhängende Gruppe von Objekten bilden [Duda u. a. 2000; Bi-
shop 2006]. Auch hinter der Zugehörigkeitsfunktion (2.16), die für die Fuzzy
Pattern-Klassifikation in dieser Arbeit genutzt wird, steht die Idee der kompak-
ten Beschreibung eines Häufungspunktes im MerkmalsraumRN mit weicher
Toleranz für Variationen oder Abweichungen. Grundlegende Annahme ist da-
bei die semantische und formale Ähnlichkeit vonObjekten einer Klasse. Formal
wird die Ähnlichkeit durch Distanzmaße charakterisiert.
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Abbildung A.1.: Delft-Datensatz aus [Fletling 2008] zur Deformationsanalyse (ur-
sprünglich aus [Welsch 1983]). Die Vektoren zeigen die Verschiebung von gemes-
senen Referenzpunkten an den Positionen (x1 , x2) an. Die Länge der Vektoren ist
aus Visualisierungsgründen tausendfach vergrößert.
Schwierigkeiten für die Klassifikationsverfahren treten dann auf, wenn ein
Merkmal tatsächlich periodischer Natur ist, aber in gewöhnlicher aperiodischer
Weise behandelt wird. Abbildung A.1 zeigt einen Datensatz aus dem Bereich
der Geodäsie. Dort sind zur Deformationsanalyse Gruppen (Klassen) von Ver-
schiebungsvektoren gesucht, die jeweils eine ähnliche Länge und Richtung
aufweisen. Betrachtet man beispielsweise die Gruppe der nach „Norden“ (oben,
hier als Winkel Null definiert) zeigenden Vektoren, so werden die meisten von
ihnen Winkel größer als 0 gon aufweisen1, einer aber nahezu 400 gon.2
Übliche Distanzmaße würden hier versagen, wenn etwa eine Clusteranalyse
durchgeführt würde oder eine konvexe Klassenbeschreibung im Merkmals-
1Die Angabe von Winkeln in Gon ist im Vermessungswesen üblich und wird daher hier über-
nommen. Ein Vollwinkel entspricht dabei 400 gon.
2Ähnliches ergäbe sich auch beimNullsetzen desWinkels für die westliche und südliche Richtung.
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raum gesucht ist. Semantisch ähnliche Objekte können hier (in aperiodischer
Betrachtungsweise) formal sehr unähnlich sein, also sehr unterschiedliche
Merkmalsausprägungen aufweisen. NebenWinkelinformationen für Richtungs-
oder Positionsangaben sind weitere typische Vertreter solcher periodischen
Merkmale etwa inwiederkehrendenZeitangabenwie Tageszeit oderWochentag
zu finden.
Bislang werden zur Verarbeitung solcher Merkmale typischerweise Spezi-
allösungen erarbeitet. [Fletling 2008] etwa fügt für das Problem in Abb. A.1
manuell ein Winkeloffset ein, um die formale Ähnlichkeit der Vektoren herzu-
stellen und eine Lösung mit zwei abgeleiteten Merkmalen (Sinus und Cosinus
der Winkel) zu umgehen. Eine Lösung mit zwei Ersatzmerkmalen verfolgt
beispielsweise [Lichtenauer u. a. 2005] für die Klassifikation anhand eines Lage-
winkels. Um die Notwendigkeit von Speziallösungen zu eliminieren, setzt sich
dieser Abschnitt deshalb zum Ziel, (vor allem unscharfe) Klassifikationsverfah-
ren auch für periodische Merkmale nutzbar zu machen. Vor dem Hintergrund
der bisherigen Ausführungen im Kapitel 2 sind dazu zwei Schritte notwendig:
1. Ermöglichen der Arbeitsphase von Klassifikatoren, das bedeutet vor
allem: geeignete (Neu- oder Um-)Definition vonMerkmalen, Abständen
und Zugehörigkeitsfunktionen.
2. Ermöglichen der Lernphase gemäß Abschnitt 2.2.3, deren Schritte ggf.
für Objekte in periodischen Merkmalsräumen adaptiert werden müssen.
Ein gültiges Distanzmaß ist Voraussetzung für sowohl Arbeits- als auch
Lernphase (unscharfer) Klassifikatoren. Diese bilden auch eine Grundlage für
Clusterverfahren – also dem Finden einer Klassenstruktur –, weshalb die Er-
gebnisse dieses Abschnitts auch über unscharfe Klassifikationsverfahren hinaus
genutzt werden können.
Nachfolgend werden zunächst periodische Merkmalsräume eingeführt, über
denen Zugehörigkeitsfunktionen als Mittel zur Klassenbeschreibung definiert
werden. Nachdem auf diese Weise die Arbeitsphase unscharfer Klassifikatoren
sichergestellt ist, werden wesentliche Aspekte des Lernvorgangs behandelt. Die
beschriebenen Methoden werden abschließend in Beispielen aus der Geodäsie
sowie zur Analyse von periodischen Phänomenen in Zeitreihen angewendet.
A.1.2. Periodische Merkmale und Distanzen
Unter einem periodischen Merkmal soll am Beispiel einer Realisierung y ∈ R
ein Merkmal verstanden werden, dem sich ein gleichbedeutender Merkmals-
wert x aus einem halboffenen Intervall X ⊂ R zuordnen läßt. Das Intervall
142 Anhang A. Erweiterungen und Anknüpfungspunkte
sei charakterisiert durch eine untere Grenze xmin und eine obere Grenze xmax.
Beide Merkmalswerte beschreiben die aufgrund der Periodizität des Merkmals
semantisch identische Objekte. Die Länge bzw. Spannweite des Intervalls sei als
S bezeichnet. Damit läßt sich jede Realisierung y ∈ R des periodischen Merk-
mals mit Hilfe von (A.3) darstellen. Die Funktion, die die AbbildungR → X
realisiert, soll als fX(⋅) bezeichnet werden, und ist in (A.4) gegeben.
S = xmax − xmin mit xmin < xmax (A.1)
X = {x ∈ R ∣ xmin ≤ x < xmax} (A.2)
y = x + k ⋅ S mit k ∈ Z (A.3)
fX(y) = ((y − xmin) mod S) + xmin (A.4)
Für weitere Betrachtungen ist es hilfreich, das periodische Intervall X =[xmin , xmax) in einen zweidimensionalen kartesischen Hilfsraum als Kreis
mit dem Umfang S zu projizieren, vgl. Abb. A.2. Gleichung (A.5) enthält die
Abbildungsvorschrift von x auf einen entsprechenden Kreis in der z-Ebene.
Dadurch wird die nachbarschaftliche Beziehung von Objekten an den beiden
Intervallgrenzen unmittelbar deutlich. Distanzen zwischen zwei Objekten in X
entsprechen den Kreisbogenlängen in der z-Ebene.
z(x) = ( z1z2 ) = S2π ⋅
⎛⎜⎜⎜⎜⎝
cos(2π ⋅ x − xmin
S
)
sin(2π ⋅ x − xmin
S
)
⎞⎟⎟⎟⎟⎠ (A.5)
AnhandAbb.A.2 sofort einsichtig ist die Tatsache, daß in X immer zweiWege
existieren, von einem Objekt zu einem anderen zu gelangen; dementsprechend
muß bei zwei Objekten r, x ∈ X zwischen dem links- und dem rechtsseitigen
Abstand unterschieden werden. Beide sind in (A.6) und (A.7) angegeben, wobei
r den Bezugspunkt für den Abstand darstellt.
dL(r, x) = ⎧⎪⎪⎨⎪⎪⎩r − x , x ≤ rS − (x − r) , x > r (A.6)
dR(r, x) = ⎧⎪⎪⎨⎪⎪⎩S − (r − x) , x < rx − r , x ≥ r (A.7)
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x = xmin
x
z2
z1x = xmin + 12 S
x = xmin + 34 S
x = xmin + 14 S
S/2pi
Abbildung A.2.: Darstellung des periodischen Intervalls X als Kreis imR2 . Jedem
x ∈ X werden zwei Hilfsvariable z1 , z2 ∈ R zugeordnet.
Daraus ergeben sich folgende Eigenschaften für diese Abstände:x die Distanzen sind immer kleiner als die Länge S des Intervalls,
dL , dR ∈ [0, S) (A.8)
x die Summe des links- und rechtsseitigen Abstandes beträgt für nicht
identische Objekte immer S,
dL(r, x) + dR(r, x) = S ∀ r ≠ x (A.9)
x links- und rechtsseitiger Abstand werden vertauscht, wenn Bezugs- und
Zielpunkt wechseln.
dL(r, x) = dR(x , r) und dR(r, x) = dL(x , r) (A.10)
Basierend darauf soll allgemein die Distanz d zweier Objekte r, x ∈ X die
Länge des kürzestmöglichen Weges zwischen beiden Punkten angeben:
d(r, x) = min{ dL(r, x), dR(r, x) } = min{ ∣x − r∣, S − ∣x − r∣ } (A.11)
d∶X × X → R ist eine Metrik auf X, da es die folgenden axiomatischen
Bedingungen für x1 , x2 , x3 ∈ X erfüllt (ohne Nachweis):
d(x1 , x1) = 0 (A.12)
d(x1 , x2) = 0 ⇒ x1 = x2 (A.13)
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d(x1 , x2) = d(x2 , x1) (A.14)
d(x1 , x2) ≤ d(x1 , x3) + d(x3 , x2) (A.15)
Obwohl X nicht die Eigenschaften eines mathematischen Raumes besitzt,
wird X im folgenden auch alsMerkmalsraum bezeichnet werden.
Die explizite Fallunterscheidung in (A.11) mag störend erscheinen; es ist je-
doch auchmöglich, einen geschlossenen Ausdruck für denminimalen Abstand
anzugeben. Betrachtet werden dazu zwei Objekte x1 und x2 in der Hilfsebenen-
darstellung, vgl. Abb. A.3.
z2
z1
x1
x2
d(x1 , x2)
δ
dz
R
R
Abbildung A.3.: Zur Abstandsberechnung zweier Objekte x1 und x2 mit Hilfe des
Cosinussatzes.
Die kürzeste Verbindung (der euklidische Abstand dz) der Punkte z(x1) und
z(x2) in der z-Ebene sei die Hypotenuse eines gleichschenkligen Dreiecks, wie
es in Abb. A.3 eingetragen ist. Gemäß den bisherigen Vereinbarungen beträgt
der Umfang des Kreises S, der Radius ergibt sich demnach zu R = S/2π.
d(x1 , x2) = S2π ⋅ δ (A.16)
dz = ∥z(x1) − z(x2)∥ (A.17)
Die Beziehung zwischen δ und dz ist durch den Cosinussatz gegeben:
d2z = R2 + R2 − 2R2 ⋅ cos δ (A.18)
δ = arccos⎛⎝1 − ( 2πS ⋅ dz)
2
2
⎞⎠ (A.19)
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φ1/2 = 2π ⋅ x1/2 − xminS (A.20)
δ = arccos(1 − (cosφ1 − cosφ2)2 + (sinφ1 − sinφ2)2
2
) (A.21)
Ausmultipliziert läßt sich dies mit Hilfe des trigonometrischen Pythagoras
vereinfachen zu:
δ = arccos (cosφ1 ⋅ cosφ2 + sinφ1 ⋅ sinφ2) (A.22)
Durch Anwendung eines Additionstheorems vereinfacht sich dieser Aus-
druck abermals:
δ = arccos (cos(φ1 − φ2)) (A.23)
Somit ergibt sich insgesamt für den kürzesten Abstand zweier Punkte x1 , x2 ∈
X:
d(x1 , x2) = S2π ⋅ arccos(cos(2π ⋅ x1 − x2S )) (A.24)
Diese Gleichung entspricht dem Abstand nach (A.11), jedoch findet keine
explizite Fallunterscheidung mehr statt.
A.1.3. Zugehörigkeitsfunktionen in periodischen
Merkmalsräumen
Eine sehr allgemeine und flexible Möglichkeit der Klassenbeschreibung in
einemMerkmalsraum ist die Verwendung einer Zugehörigkeitsfunktion, die
Objekte bzw. Punkte im Merkmalsraum in ihrem Grad der Zugehörigkeit zur
jeweils betrachteten Klasse bewertet. Wie in Abschnitt 2.1 eingeführt, stellt
eine Zugehörigkeitsfunktion über einem aperiodischen Merkmalsraum i. a.
eine Zuordnung µ∶R→ [0, 1] dar. Im hier vorliegenden Fall der periodischen
Merkmale ist deshalb für die Klassenbeschreibung über X eine Zuordnung
µ∶X → [0, 1] gesucht.
Die modifizierte Potentialfunktion (2.2) überR gehört zu den unimodalen,
parametrischen Funktionen, die aus je einem links- und rechtsseitigen Funk-
tionsast zusammengesetzt sind, und somit die Modellierung asymmetrischer
Sachverhalte erlauben. Typischerweise erfolgt die Teilung an der Stelle r der
maximalen Zugehörigkeit, die sich als Zentrum (Repräsentant) einer Klasse in-
terpretieren läßt. Allgemein gilt für mit einem Parametervektor θT = (θTL θTR)
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geteilt parametrierbare Zugehörigkeitsfunktionen für ein aperiodisches Merk-
mal y ∈ R, daß der Verlauf des linken bzw. rechten Funktionsastes jeweils durch
eine Funktion bestimmt wird, deren Argument der links- bzw. rechtsseitige
Abstand zum Klassenzentrum r ist:
µ(y, θ) = ⎧⎪⎪⎨⎪⎪⎩µL(r − y, θL) , y ≤ rµR(y − r, θR) , y > r (A.25)
Abgesehen von der Potentialfunktion (2.2) gibt es weitere prominente Zu-
gehörigkeitsfunktionen dieses Typs, etwa die weitverbreitete Dreiecksfunkti-
on.3 Betrachten wir nun Zugehörigkeitsfunktionen für periodische Merkmale
µ∶X → [0, 1], kann (A.25) bei Ersetzung von y durch x nicht mehr aufrecht-
erhalten werden, da für alle x ∈ X ein links- und ein rechtsseitiger Abstand
zum Bezugspunkt r existieren. Beide Abstände sind endlich. Dies hat zwei
Konsequenzen:
1. In X existieren keine Vergleichsrelationen „größer als“ und „kleiner
als“, weshalb (A.25) in dieser Form nicht mehr gelten kann. Jedem x
würden zwei Zugehörigkeitswerte µL und µR zugeordnet, der rechts-
und linksseitige Ast überlappen sich gegenseitig.
2. Aufgrund der Begrenztheit der Werte in X müssen die Äste µL(dL) und
µR(dR) der Zugehörigkeitsfunktion nur definiert sein für Argumente
dL , dR ∈ [0, S).
Als Definition der Zugehörigkeitsfunktion, die jedem x ∈ X nur eine Bewer-
tung zuordnet, wird daher (A.26) vorgeschlagen:4
µ(x) = max { µL(dL(r, x)), µR(dR(r, x)) } (A.26)
Der Operator max ist in (A.26) nicht unbedingt als Verknüpfungsopera-
tor im Sinne der fuzzy set-Theorie zu verstehen, sondern als ein notwendiges
Mittel, eine eindeutige Bewertung zu erhalten. Dahinter steht die optimisti-
sche Sichtweise, ausschließlich die höhere der beiden rechts- und linksseitigen
Bewertungen bezüglich der Klassenzugehörigkeit zu verwenden. Während es
bei Klassen in Form von scharfen Intervallen oder Dreiecksfunktionen noch
möglich ist, durch entsprechende Wahl der Spannweiten die Überlappung von
linkem und rechtem Funktionsast zu vermeiden, ist dies bei Zugehörigkeits-
funktionstypen, deren Support ihren gesamten Definitionsbereich umfaßt –
3Weitere sind u. a. in [Bocklisch 1987, S. 80f] zu finden.
4Der Parametervektor θ wird aus Gründen der Übersichtlichkeit nicht mehr explizit aufgeführt,
dennoch kann es sich natürlich um parametrische Funktionen handeln.
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beispielsweise Exponential- oder Potentialfunktionen – nicht zu verhindern.
Dort wird deshalb i. a. neben x = r noch mindestens eine weitere Stelle in X
existieren, bei der die „Bewertungshoheit“ vom linken auf den rechten Funkti-
onsast übergeht, was die Notwendigkeit für (A.26) unterstreicht.
Zusammengefaßt ermöglicht (A.26) gemeinsam mit (A.6) und (A.7) die
Arbeitsphase unscharfer Klassifikatoren auf Basis asymmetrischer Zugehörig-
keitsfunktionen wie (2.2).
A.1.4. Lernen aus Daten
Aufgabenstellung. Die Erstellung eines Klassifikators ist auch für periodi-
scheMerkmalsräume auf zweierlei Wegenmöglich: erstens durch den experten-
basierten Entwurf, der zielgerichtet zu einer bestimmten Anzahl von Klassen
führt, wobei sich für die Beschreibung der einzelnen Klassen parametrische
Zugehörigkeitsfunktionen als sehr vorteilhaft erweisen. Für praktische An-
wendungen bedeutsam ist zweitens die Möglichkeit, Klassen aus vorhandenen
Daten (hier: Objekte in X) zu lernen. Dabei sind analog zu Abschnitt 2.2.3 zwei
Fragestellungen von Interesse:
1. die Ermittlung der Klassenstruktur, d. h. die Einteilung der Lernobjekte
in eine geeignete Anzahl Klassen; sowie
2. das Finden einer möglichst kompakten Darstellung für jede Klasse, hier
durch Ermittlung des Parametervektors einer parametrischen Zugehö-
rigkeitsfunktion, basierend auf den nach Schritt 1 zu dieser Klasse gehö-
renden Lernobjekten.
Wenn zum Auffinden der Klassenstruktur Clusterverfahren eingesetzt wer-
den, wird meist ein Abstandsmaß benötigt, um etwa die Distanzmatrix für
alle Objekte aufstellen zu können. Mit (A.11) liegt bereits ein solches Maß vor.
Weiterhin ist häufig die Bestimmung eines für die jeweilige Klasse zentralen Ob-
jektes erforderlich. So ist z. B. beimK-means-Verfahren der Punkt imMerkmals-
raum gesucht, der die summierten quadratischen Abstände zu allen Objekten
der Klasse minimiert. Im folgenden werden Möglichkeiten zur Bestimmung
eines solchen Mittelwertes x0 ∈ X untersucht. Dieser ist insonderheit auch
zur Bestimmung des zentralen Objektwertes r einer Zugehörigkeitsfunktion
verwendbar.5 Die Mittelwertberechnung ist deshalb für beide der oben aufge-
führten Fragestellungen – Klassenstruktur und jeweilige Klassenbeschreibung –
beim Lernen aus Daten bedeutsam.
5r = x0 , siehe Abb. 2.11a in Abschnitt 2.2.3 für die modifizierte Potentialfunktion (2.16)
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Bestimmung des Mittelwertes. Die folgenden Ausführungen beziehen sich
auf eine Objektmenge, die als eine Klasse identifiziert worden ist; sei es als
Ergebnis, oder im Rahmen einer laufenden Clusteranalyse, bei der jeweils eine
bestimmte (vorläufige) Klasseneinteilung vorliegt. Für eine solcheObjektmenge
soll der Mittelwert bestimmt werden.
Allgemein ergibt sich der Mittelwert x0 von M gegebenen Objekten, die
durch je ein periodisches Merkmal x i ∈ X ∀ i = 1, . . . ,M beschrieben seien,
analog zur Vorgehensweise in aperiodischen Merkmalsräumen aus der Lösung
des Optimierungsproblems in (A.27).
x0 = argmin
x
V(x) = argmin
x
1
2
M∑
i=1 d2(x , x i) (A.27)
Für den aperiodischen Merkmalsraum R ergibt sich als Lösung eines sol-
chen least squares-Problems der arithmetische Mittelwert. Ganz offensichtlich
ist der arithmetische Mittelwert in periodischen Merkmalsräumen nicht die
abstandsminimierende Lösung, wie ein kurzer Blick auf Abb. A.4 zeigt.
xmaxxmin
Abbildung A.4.: Cluster von Objekten (Darstellung als Singletons über X), der als
aufgetrennt wahrgenommen wird.
Allgemein wird die Bestimmung desMittelwertes dann problematisch, wenn
ein Cluster von Objekten – wie im Beispiel von Abb. A.4 – über die Intervall-
grenzen von X hinweg verteilt ist. Erst durch die Darstellung in der Hilfsebene
(Abb. A.5) wird die Nachbarschaft der Objekte dieses Clusters unmittelbar
ersichtlich und die Lage des Mittelwertes visuell abschätzbar.
Da das Abstandsmaß aus (A.11) nicht als geschlossener Ausdruck vorliegt,
kann damit keine analytische Lösung von (A.27) ermittelt werden. Doch auch
die alternative Darstellung des Abstandsmaßes in (A.24) führt nicht zu einer
Lösung, da auch hier eine Fallunterscheidung auftritt, wie die folgenden Rech-
nungen zur Minimierung der Gütefunktion V zeigen.
V(x0) = 12 M∑i=1 d2(x0 , x i) (A.28)
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z2
z1
Abbildung A.5.: Projektion des Clusters aus Abb. A.4 in die z-Hilfsebene mittels
(A.5). Die Nachbarschaft der Objekte ist nun klar erkennbar.
V(x0) = 12 M∑i=1 S
2(2π)2 ⋅ arccos2 (cos(2π ⋅ x0 − x iS )) (A.29)
Um die Minima der Gütefunktion zu finden, müssen die Nullstellen der
Ableitung bestimmt werden:
0 != ∂V
∂x0
= S2
4π2
M∑
i=1 arccos(cos(2π ⋅ x0 − x iS ))
⋅ sin (2π ⋅ x0−x iS ) ⋅ 2πS√
1 − cos2 (2π ⋅ x0−x iS )
(A.30)
0 != ∂V
∂x0
= S
2π
M∑
i=1 arccos(cos(2π ⋅ x0 − x iS ))⋅ sgn(sin(2π ⋅ x0 − x i
S
)) (A.31)
Obwohl sich, wie oben erwähnt, hieraus keine analytische Lösung ableiten
läßt, entspricht diese Gleichung den Erwartungen und läßt sich analog zur
least squares-Lösung in R interpretieren: Der Kreis in der z-Ebene wird an
der dem Minimum x0 gegenüberliegenden Stelle aufgetrennt, anschließend
müssen die Abstandssummen der links- bzw. rechtsseitig von x0 liegenden
Objekte übereinstimmen. Im Unterschied zum least squares-Problem in R
150 Anhang A. Erweiterungen und Anknüpfungspunkte
können jedoch aufgrund der Symmetrieeigenschaften des Merkmalsraumes X
mehrdeutige Lösungen existieren. Außerdem können lokale Minima auftreten,
die einem einfachen numerischen Lösungsansatz entgegenstehen.
Mittels eines naiven Suchverfahrens eine exakte Lösung x0 zu finden, ist
bezüglichM ein Problem quadratischer Komplexität. Für praktische Aufgaben-
stellungen mit Clustergrößen in Bereich einiger hundert oder tausend Objekte
stellt dies kein größeres Hindernis dar, wenn die Berechnung nicht online erfol-
gen muß. Dennoch soll im folgenden ein linear skalierender Ansatz vorgestellt
werden, der einen gut interpretierbaren und eindeutigen Lösungsvorschlag für
ein zentrales Objekt ermittelt. Diese Lösung wird die Gütefunktion (A.28) zwar
i. a. nicht zwingend minimieren, für nicht-pathologische Fälle (auf die später
noch eingegangen wird) jedoch in praxi verwendbare Ergebnisse liefern.
z2
z1zS x0
φ
Abbildung A.6.: Schwerpunkt in der z-Ebene (zS) und in X (x0).
Physikalisch motivierte Näherungslösung. Der arithmetische Mittelwert
von Objekten im euklidischen Raum kann physikalisch als deren Schwerpunkt
interpretiert werden. Diese Eigenschaft kann man sich für die vorliegende Pro-
blemstellung umgekehrt zunutze machen, indem ein mittleres Objekt in X
aus einer Schwerpunktsberechnung in der z-Hilfsebene abgeleitet wird. Phy-
sikalisch anschaulich: Verteilt man die Objekte in der z-Ebene auf dem Rand
einer Scheibe mit dem Umfang S, die im Ursprung fixiert ist, so wird sich die
Scheibe in eine bestimmte Richtung neigen, die vom Schwerpunkt abhängig ist.
Sofern sich die Scheibe nicht im Gleichgewicht befindet, kann dem sich nun
einstellenden tiefsten Punkt auf dem Rand der Scheibe eindeutig ein x0 ∈ X
zugeordnet werden. x0 kannman alsmittleres Objekt interpretieren, das jedoch,
wie bereits erwähnt, keine minimierende Lösung der Gütefunktion sein muß.
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Dies wird insbesondere daran deutlich, daß diese Schwerpunkt-Methode (au-
ßer natürlich im Gleichgewichtsfall) immer zu einer Lösung x0 führt, während
das Optimierungsproblem in (A.27) mehrere Lösungen besitzen kann, auch
wenn es sich dabei meist um pathologische Fälle handelt.
Den gesuchten Punkt auf dem Kreis kann man erhalten, indem man in der
z-Ebene über (A.32) den Schwerpunkt zS aller Objekte ermittelt, anschließend
einen Strahl vom Kreismittelpunkt zu diesem Schwerpunkt konstruiert und in
dessen Verlängerung den Schnittpunkt mit demUmkreis sucht, wie in Abb. A.6
skizziert. Da hier aber nur die Position x0 ∈ X interessiert, ist der letzte Schritt
nicht notwendig. Vielmehr genügt es, bei nicht im Nullpunkt liegenden zS
über eine Arcustangens-Beziehung die Winkelposition relativ zur z1-Achse zu
berechnen und das entsprechende x0 anschließend über die Abbildung in X
zu ermitteln, wie es in (A.33) angegeben ist.
zS = ( zS1zS2 ) = 1M ⋅
⎛⎜⎜⎜⎜⎜⎝
M∑
i=1 z i1
M∑
i=1 z i2
⎞⎟⎟⎟⎟⎟⎠
= 1
M
⋅ M∑
i=1 z i (A.32)
x0 = fX (xmin + S ⋅ atan2(zS2 , zS1)2π ) ∀ zS ≠ 0 (A.33)
Bewertung. Anhand Abb. A.6 wird auch ersichtlich, daß der Schwerpunkt
zS umso näher an den Kreismittelpunkt rückt, je mehr die Objekte gestreut
vorliegen; bzw. nähert sich zS dem Umkreis an, wenn die Objekte sehr dicht
bei x0 liegen. Die relative Entfernung δ ∈ [0, 1] von zS zum Umkreis, die in
(A.34) definiert wird, kann daher als Indikator für die Streuung der Objekte
gesehen werden. Je näher zS dem Kreismittelpunkt kommt (δ → 1), desto
weniger eindeutig ist die Entscheidung über den Mittelwert x0 zu bewerten.
δ = 1 − 2π
S
⋅ ∥zS∥ (A.34)
Sonderfälle. Keine Lösung x0 ergibt diese Schwerpunktmethode dann, wenn
der Schwerpunkt in der z-Ebene im Ursprung liegt (zS = 0, δ = 1). Beispiels-
weise liegt dieser Sonderfall dann vor, wenn – in einer Entartung der Problem-
stellung – alle M Objekte wie in Abb. A.7 gleichmäßig in X verteilt liegen.
Wegen der offensichtlichen Rotationssymmetrie existieren mehrere, nämlich
M Lösungen für das Optimierungsproblem in (A.27).
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Abbildung A.7.: In X gleichverteilte „Cluster“ mit vier bzw. fünf Objekten.
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Abbildung A.8.: Abstandssummen (normiert auf M) in X bei vier bzw. fünf gleich-
verteilten Objekten, die als Singletons über der z-Hilfsebene dargestellt sind.
Die Lage dieser Lösungen hängt von der (Un-)Geradzahligkeit von M ab.
Bei geraden M liegen die Abstandsminima aufgrund der zusätzlichen Spiegel-
symmetrie genau zwischen jeweils zwei benachbarten Objekten; bei ungerad-
zahligen M dagegen fallen die Lösungen mit den Objekten selbst zusammen,
wie Abb. A.8 beispielhaft für vier bzw. fünf Objekte zeigt.
Diese Lösungen lassen sich jedoch kaum als Klassenmittelpunkte interpre-
tieren, weil die Annahme der Ähnlichkeit von Objekten einer Klasse, die Clu-
sterverfahren zugrunde liegt, durch Gleichverteilung über den gesamten Merk-
malsraum ad absurdum geführt wird. Abbildung A.9 zeigt dagegen einen zwar
recht breit gestreuten, aber dennoch als solchen identifizierbaren Cluster von
Objekten, sowie das mit der oben vorgestellten Schwerpunktmethode für diese
Klasse gefundene mittlere Objekt.
Zusammenfassend läßt sich zur Bestimmung des mittleren Objektwertes x0
festhalten, daß die exakte Lösung des Optimierungsproblems in (A.27) zumin-
dest mit einem Suchverfahren möglich ist. Für praktische Aufgabenstellungen,
in denen Cluster vorliegen, die nur einen Teil des Merkmalsraumes belegen –
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Abbildung A.9.: Relativ breit gestreuter Cluster und das mittlere Objekt x0 nach
(A.32) und (A.33). Gepunktet dargestellt ist die Abstandssumme nach (A.27), nor-
miert auf M, für alle Bezugspunkte in X.
und bei denen somit tatsächlich von einemCluster als Anhäufung vonObjekten
gesprochen werden kann – empfiehlt sich mit der hier eingeführten Schwer-
punktmethode ein effizientes Instrument, das auch im Sinne der Gütefunktion
(A.28) eine gute bis sehr gute Näherungslösung für x0 liefert.
A.1.5. Mehrdimensionale Merkmalsräume
Nachfolgend soll kurz die Übertragung der bisher besprochenen Ansätze auf
höherdimensionale Merkmalsräume skizziert werden: Wenn Objekte durch
mehrere (N) periodische Merkmale beschrieben werden, besteht der Merk-
malsraum X nicht mehr aus einem Intervall, sondern einem Hyperquader in
RN . Jeweils an den Außenflächen des Hyperquaders besteht aufgrund der Peri-
odizität im Sinne der Objektdistanzen eine nachbarschaftliche Beziehung zur
gegenüberliegenden Fläche, sich dergestalt gegenüberliegende Objekte sind
semantisch identisch.
Die Berechnung des Abstandes zweier mehrdimensionaler Objekte r und x
kann auf das bereits vorgestellte Abstandsmaß zurückgeführt werden. Merk-
malsweise wird der minimale Abstand zwischen beiden Objekten berechnet,
anschließend gibt die Länge des so entstehenden Abstandsvektors den Ge-
samtabstand von r und x an, siehe (A.35).
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d(r, x) = ∥d(r, x)∥ = XXXXXXXXXXXXX
d1(r1 , x1)⋮
dN(rN , xN)
XXXXXXXXXXXXX (A.35)
Veranschaulicht wird diese Beziehung in Abb. A.10 für einen zweidimensio-
nalen periodischen Merkmalsraum: Der Abstand d zweier Objekte r und x
ergibt sich aus dem kürzestmöglichen Abstand vom Referenzpunkt r zu den x
in den entlang jeder Dimension nächstgelegenen periodischen Fortsetzungen
des Merkmalsraumes.
xrd
Abbildung A.10.: Abstand d zweier Objekte r und x in einem zweidimensionalen
periodischen Merkmalsraum.
Die Bestimmung eines zentralen Objektes x0 ist auch in höherdimensionalen
periodischen Merkmalsräumen für Clusterverfahren und die Parametrierung
von Zugehörigkeitsfunktionen von Interesse. Die Komponenten von x0 kön-
nen beispielsweise mit der Schwerpunktmethode aus dem vorangegangenen
Abschnitt ermittelt werden, wenn die Objekte merkmalsweise auf jeweils ei-
ne Achse projiziert werden, um dort den entsprechenden mittleren Wert zu
bestimmen.
Für höherdimensionale Merkmalsräume, die teils aus periodischen, teils aus
aperiodischen Merkmalen zusammengesetzt sind, kann für den Abstand d i in
der i-ten Komponente von (A.35) einfach das jeweils zutreffende Abstandsmaß
(periodisch oder euklidisch) eingesetzt werden. Für einige Spezialfälle läßt sich
der entstehende Merkmalsraum noch anschaulich interpretieren. Mit einem
periodischen und einem aperiodischen Merkmal ergibt sich beispielsweise die
Abbildung auf die Mantelfläche eines Zylinderstabes.
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A.1.6. Anwendungsbeispiele
Anwendung in derGeodäsie:Delft- und Isnet-Datensatz. Das einführende
Beispiel aus Abb. A.1 (Delft-Datensatz) kann nun einer Clusteranalyse unter-
zogen werden, um Bewegungsmuster (Klassen benachbarter, ähnlicher Ver-
schiebungsvektoren) zu finden. Der Merkmalsraum setzt sich zusammen aus
einem periodischen Merkmal φ (Verschiebungsrichtung), sowie drei aperiodi-
schenMerkmalen ∆x (Länge eines Verschiebungsvektors), x1 und x2 (Position).
Abbildung A.11a zeigt die Merkmale ∆x und φ, wobei die Ergebnisse der Clu-
steranalyse bereits durch farblicheMarkierung visualiert sind. Die Übertragung
dieser Markierung auf die entsprechenden Vektoren in der ursprüngliche Gra-
fik ist in Abb. A.11b geschehen. Die Ergebnisse stimmen mit [Fletling 2008]
überein, jedoch ist nunmehr durch Beachtung der Periodizität keine manuelle
Vorverarbeitung der Merkmale notwendig. Sichtbar wird dies in der Klasse der
rot markierten Objekte im Merkmalsraum, bei denen trotz des Umschlagens
des Winkels ihre Ähnlichkeit korrekt erkannt wird.
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(d) Isnet: Klassifizierte Verschiebungen
Abbildung A.11.: Deformationsanalyse, Delft-Datensatz und Isnet-Datensatz.
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In einem zweiten Beispiel (Isnet-Datensatz) wird eine Clusteranalyse realer
Meßdaten durchgeführt, die Verschiebungen undDeformationen der Landmas-
se Islands – bedingt durch plattentektonische Vorgänge amMittelatlantischen
Rücken – wiedergeben [Valsson u. a. 2007; Fletling 2010]. Die Merkmale der
Verschiebungsvektoren entsprechen demvorangegangenen Beispiel, d. h. neben
der Position x1 und x2 ergibt jede Messung eine Verschiebungslänge ∆x und
eine Verschiebungsrichtung φ. Die Ergebnisse der Clusteranalyse in diesem
teilperiodischen Merkmalsraum sind in Abb. A.11c dargestellt.6 Als Endergeb-
nis sind die klassifizierten Meßpunkte mit ihren Verschiebungen in gleicher
farblicher Codierung in Abb. A.11d zu finden.7 Obwohl in dieser Klassenkon-
figuration zufälligerweise in keiner der gefundenen Klassen die Grenze von
0/400 gon überschritten wird, ist die Berücksichtigung der Periodizität notwen-
dig, um z. B. in vorausgehenden Analysen mittels Dendrogramm potentielle
Klassenverschmelzungen korrekt zu behandeln.
Anwendung in der Analyse periodischer Phänomene. Dem Thema dieser
Arbeit folgend, sollen nun die hier eingeführten Werkzeuge zur Zeitreihenana-
lyse eingesetzt werden. Gewünschte Ergebnisse sind unscharfe Beschreibungen
temporaler Phänomene gemäß Abschnitt 2.3, die durch ein periodisches zeitli-
ches Merkmal charakterisiert sind.
Abbildung A.12 zeigt den Verlauf der täglich vom Webserver der Techni-
schen Universität Chemnitz bearbeiteten http-Anfragen im Zeitraum von etwa
2004 bis Anfang 2008.8 Wie in nahezu jeder Zeitreihe, die von natürlichen
und/oder gesellschaftlichen Rhythmen beeinflußt wird, finden sich auch hier
bestimmte periodische Muster. Als Beispiel dafür soll untersucht werden, an
welchen Tagen eine besonders geringe Serverlast zu verzeichnen ist. Neben der
wöchentlichen Periodizität ist zu vermuten, daß die Serverlast auch vomVerlauf
des kalendarischen und akademischen (Beginn am 1. Oktober) Jahres abhängt:
Winter- und Sommersemester, Ferien, Jahreswechsel, Feiertage. Aus der mittels
zero-phase filtering trendfrei gemachten Zeitreihe (siehe Abb. A.12) wurden
nun Objekte extrahiert, die einer besonders geringen Serverlast entsprachen
(unteres Quantil). Jedem Objekt wurde das periodische Merkmal „Tag im aka-
6Aufgrund der zu erwartenden nichtkonvexen geographischen Strukturen wurde hier ein Single-
Linkage-Verfahren eingesetzt, im vorangegangenen Beispiel dagegen Complete-Linkage. Zuvor
wurde, wie bei stark unterschiedlich skalierten Merkmalen üblich, die Spannweite der vier
Merkmale auf ein Einheitsintervall normiert. In Abb. A.11a und A.11c geben die Achsen der
beiden dargestellten Merkmale jedoch die ursprüngliche Skalierung wieder.
7Die Pfeillängen der Verschiebungen in Abb. A.11d sind aus Gründen der Sichtbarkeit um den
Faktor 105 vergrößert dargestellt.
8Quelle: http://www.tu-chemnitz.de/urz/netz/statistik/www/
A.1. Klassifikation mit periodischen Merkmalen 157
2004 2005 2006 2007 2008
0
2
4
6
x 106
Jahr
ht
tp
−A
nf
ra
ge
n 
pr
o 
Ta
g
 
 
Absolute Anzahl
Trendfrei
Abbildung A.12.: Gesamtzahl der vomWebserver der TU Chemnitz täglich bear-
beiteten http-Anfragen im Zeitraum 2004 bis 2008 sowie der trendfreie Verlauf.
50 100 150 200 250 300 350
0
1
2
3
x 106
Tag im akademischen Jahr
A
nz
ah
l h
ttp
−A
nf
ra
ge
n
AbbildungA.13.:Tagemit jeweilsminimalerAnzahl http-Anfragen, bezogen auf den
Zeitpunkt im akademischen Jahr (Beginn am 1. Oktober). Vier gut unterscheidbare
Klassen können durch Single-Linkage-Clustering gefunden werden.
demischen Jahr“ zugeordnet. Mit Hilfe des oben eingeführten Abstandsmaßes
konnte anschließend eine Single-Linkage-Clusteranalyse durchgeführt werden,
um Zeiträume im Jahresverlauf zu finden, in denen Tage mit minimaler Server-
last gehäuft auftreten. Abbildung A.13 zeigt die Resultate der Clusteranalyse.
Vier Klassen können gut voneinander unterschieden werden: (blau) Weih-
nachten und kalendarischer Jahreswechsel; (rot) Ferien nach demWinterseme-
ster; (cyan) einzelne Tage im Sommersemester, die von gehäuft auftretenden
Feiertagen herrühren könnten; (grün) Sommerferien sowie die ersten Wochen
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Abbildung A.14.: Unscharfe Klassenbeschreibungen der Cluster aus Abb. A.13 über
dem periodischen Merkmalsraum. Die Objekte wurden hier aus Gründen der
Übersichtlichkeit als Singletons der Höhe 0.5 dargestellt.
Bedeutung der Klasse Zentrum Spannweite Spannweite
r [Tag] cl [Tage] cr [Tage]
Semesterpause (Herbst) 15.2 59.1 43.9
Weihnachten/Neujahr 87.5 12.5 7.5
Semesterpause (Frühjahr) 195.4 19.5 19.5
Einzelne Feiertage 259.6 23.6 22.4
Tabelle A.1.: Parameter der Phasen geringer Server-Last aus Abb. A.14.
des Wintersemesters. Durch Verwendung des periodischen Merkmalsraumes
ist die Erkennung dieser Klassen unabhängig von derWahl des Bezugszeitpunk-
tes im Jahr (hier: Beginn des akademischen Jahres am 1. Oktober), so daß auch
über die Intervallgrenzen hinweg verteilte Klassen zuverlässig erkannt werden.
Für eine kompakte, unscharfe Beschreibung der Clusterergebnisse wurden,
wie in Abb. A.14 dargestellt, parametrische Zugehörigkeitsfunktionen (2.2) mit
dem Vorgehen aus Abschnitt 2.2.3 für alle Klassen aus den Daten gewonnen.9
Das für jede Klasse zentrale Objekt wurde dabei über die weiter oben vorge-
stellte Schwerpunktmethode ermittelt. Somit können die Analyseergebnisse für
die Zeiträume mit gehäuft auftretender geringer Serverlast problemlos anhand
eines Häufungspunktes sowie (unscharfer) Spannweiten abgelesen werden. Ta-
belle A.1 gibt die parametrischen Klassenbeschreibungen wieder.
9Für einen weichen Übergang wurden die Parameter bl/r = 0.5 und dl/r = 2 zuvor festgelegt.
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A.2. Modellreduktion durch
Zeitreihensegmentierung
A.2.1. Einführung und Zielstellung
Für häufig abgetastete Zeitreihen und deren Muster ist bei dem in dieser Arbeit
verfolgten unscharfen Modell ein gewisser Speicheraufwand einzukalkulieren,
da alle Abtastzeitpunkte eines Musters in Form unscharfer Mengen repräsen-
tiert werden, die sich jeweils über einen Satz Parameter gemäß Abschnitt 2.2
beschreiben lassen. Bleibt ein Muster in Teilen seines Verlaufs bezüglich der
Abtastwerte und ihrer unscharfen Beschreibung ähnlich – insbesondere natür-
lich in benachbarten Abtastzeitpunkten, was bei einer übermäßigen Abtastung
häufig zu erwarten ist –, liegt die Idee der Kompression der zur Beschreibung
eines gesamten Musters notwendigen Informationen nahe. Dieser Abschnitt
soll nun zwei Fragen beantworten, die, wie diskutiert werden wird, inhaltlich
verbunden sein können:
1. Ist es möglich, den Speicheraufwand des unscharfen Zeitreihenmodells
aus Abschnitt 3.1.1 zu reduzieren?
2. Kann das in einer unscharfen Zeitreihe abgelegte Wissen in der Hin-
sicht verallgemeinert oder übertragen werden, daß das Zeitreihenmodell
unabhängig wird von der gewählten Abtastrate?
Dazu werden zunächst Ansätze zur Interpolation und Zeitreihensegmentie-
rung unabhängig voneinander betrachtet, bevor diese anschließend in Kombi-
nation für unscharfe Zeitreihen verwendet werden.
A.2.2. Interpolation von Meßwerten und Mengen
Was passiert, wenn das Sampling zu anderen Zeiten erfolgt, als die im Modell
enthaltenen Abtastzeitpunkte? Kann ein so gemessener Zeitreihenabschnitt
mit demModell verglichen werden? Diese Frage führt zu einem Interpolations-
problem bzw. zu der Frage, was zwischen zwei Abtastzeitpunkten im System
passiert.
Bei (quasi-)zeitkontinuierlichen Systemen nehmen wir an, daß sich die ge-
messenen Größen des Systems (quasi-)kontinuierlich verändern – auch wenn
Ausreißer und andere Phänomene natürlich trotzdem gelegentlich auftreten
mögen. Das bedeutet, daß wir eine Entwicklung zwischen zwei gemessenen
Zeitpunkten annehmen oder schätzen müssen. Wurden die Systemgrößen dem
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Nyquist-Shannon-Abtasttheorem folgend „ausreichend häufig“ gemessen10,
kann davon ausgegangen werden, daß zwischen zwei Abtastzeitpunkten keine
relevanten Wendestellen und lokale Extrema auftreten.
Um einen zeitlichen Verlauf zwischen gemessenen Punkten wertekontinuier-
lich zu interpolieren, bieten sich polynomiale Modelle an, wie etwa im Rahmen
der Spline-Interpolation. Diese können Eigenschaften anbieten, die für die hier
gesuchte Anwendung nicht unbedingt notwendig erscheinen, wie etwa mehrfa-
che Differenzierbarkeit. Weiterhin darf bezweifelt werden, daß die gemessenen
Punkte genau genug – also frei von Störanteilen – vorliegen, um ein solch detail-
liertes Modell zu rechtfertigen. Eine in diesem Kontext sinnvolle, intuitive und
auch häufig verwendete Methode ist die Repräsentation des Verlaufs durch Ge-
radenstücke (piecewise linear representation). Dies entspricht auch der zumeist
anzutreffenden graphischen Darstellungsweise von punktweise gemessenen
Verläufen.
Interpolation von Meßwerten. Gleichung (A.36) realisiert die Berechnung
eines zwischen zwei gemessenen Punkten x(tk) und x(tk+1) linear interpolier-
ten Wertes x˜(t)mit tk ≤ t ≤ tk+1 und x ∈ RN .
x˜(t) = (1 − γ) ⋅ x(tk) + γ ⋅ x(tk+1) mit γ = t − tktk+1 − tk (A.36)
Unter Verwendung von (A.36) – oder, wie angesprochen, auch anderen Inter-
polationsverfahren – läßt sich ein gemessener Verlauf auf eine andere Zeitbasis
umrechnen, die eine Klassifikation oder einen Vergleich mit anderen Mustern
erlaubt. Dieses Vorgehen empfiehlt etwa [Ratanamahatana und Keogh 2004]
zumVergleich von abgetastetenMusterinstanzen unterschiedlicher Länge (dort
vorrangig mittels euklidischen Abstandes) und weist nach, daß dieser einfache
Ansatz komplizierten Methoden wie etwa Dynamic TimeWarping [Berndt und
Clifford 1996] bei dieser Aufgabenstellung nicht unterlegen ist, sowie erheblich
weniger rechenaufwendig.
Interpolation unscharfer Mengen. Eine weitere Möglichkeit zum Vergleich
(im Sinne der Klassifikation) eines abgetasteten Verlaufs mit einem unscharfen
10Bei einem bandbegrenzten Signal muß u. a. nach [Shannon 1949] die Abtastfrequenz mindestens
dem Zweifachen der Bandbreite (meist identisch der höchsten im Signal vorkommenden
Frequenz) entsprechen. In praxi auftretende Signale sind jedoch, auch mangels idealer Filter,
nie vollkommen bandbegrenzt. Die Abtastfrequenz sollte sich daher an der höchsten für das
System oder den Benutzer „interessanten“ Frequenz orientieren, höhere Frequenzanteile sind
per Tiefpaßfilter bestmöglich zu beseitigen, um Aliasing-Effekte zu vermeiden.
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Zeitreihenmuster auf anderer Zeitbasis besteht in der Interpolation derMengen.
Die Aufgabenstellung lautet nun: Wie entwickeln sich die Zugehörigkeitsfunk-
tionen zwischen zwei im Muster mit Mengen hinterlegten Abtastzeitpunkten
tk und tk+1? Wenn die unscharfen Mengen zu diesen Zeitpunkten durch die
Funktionen µtk(x) bzw. µtk+1(x) beschrieben sind, läßt sich analog zu (A.36)
eine lineare Interpolation auf Basis der Wahrheitswerte angeben:
µ˜t(x) = (1 − γ) ⋅ µtk(x) + γ ⋅ µtk+1(x) mit γ = t − tktk+1 − tk (A.37)
Eleganter wäre es, die Interpolation nicht mit den Ausprägungen (Wahrheits-
werten) des Modelles zu berechnen, sondern im Modell selbst zu interpolieren.
Das ist möglich, wenn die Interpolation auf Parameterebene stattfindet. Sind
die Mengen zu den Zeitpunkten tk und tk+1 durch Parametervektoren θ tk bzw.
θ tk+1 charakterisiert, kann man mit deren linearer Interpolation formulieren:
µ˜t(x , θ˜ t) = µ˜t(x , (1 − γ) ⋅ θ tk + γ ⋅ θ tk+1) mit γ = t − tktk+1 − tk (A.38)
Die Äquivalenz von (A.37) und (A.38) ist allerdings allgemein nur für para-
meterlineare Zugehörigkeitsfunktionen gegeben, die sich wie folgt darstellen
lassen:
µ(x , θ) = φT(x) ⋅ θ + φ0(x) (A.39)
In diesem Fall gilt bei geforderter Gleichsetzung von (A.37) und (A.38):
(1 − γ) ⋅ µ(x , θ tk) + γ ⋅ µ(x , θ tk+1) != µ(x , (1 − γ) ⋅ θ tk + γ ⋅ θ tk+1) (A.40)
Durch Ansetzen der Struktur von (A.39) für die Zugehörigkeitsfunktion
zeigt sich die Äquivalenz:
(1 − γ) ⋅ µ(x , θ tk) + γ ⋅ µ(x , θ tk+1)= (1 − γ) ⋅ (φT(x) ⋅ θ tk + φ0(x)) + γ ⋅ (φT(x) ⋅ θ tk+1 + φ0(x))= (1 − γ) ⋅ φT(x) ⋅ θ tk + γ ⋅ φT(x) ⋅ θ tk+1 + φ0(x)= φT(x) ⋅ ((1 − γ) ⋅ θ tk + γ ⋅ θ tk+1) + φ0(x)= µ(x , (1 − γ) ⋅ θ tk + γ ⋅ θ tk+1) (A.41)
Praktisch kein relevanter parameterischer Zugehörigkeitsfunktionstyp erfüllt
jedoch die Eigenschaft der Parameterlinearität und damit die Struktur von
(A.39), selbst einfache Dreiecksfunktionen nicht. Deshalb muß in quasi allen
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Fällen mit einer Abweichung der Interpolationsergebnisse auf Wahrheitswert-
und auf Parameterebene gerechnet werden.
Für das hier verfolgte Ziel der Interpolation von Zugehörigkeitsfunktionen
muß dies kein Hindernis darstellen, jedoch ist dann eine Entscheidung für
eine der Interpolationsvarianten notwendig. In dieser Arbeit fällt diese zugun-
sten der Parameterinterpolation. Zwar mag die Interpolation auf der Ebene
der Wahrheitswerte zunächst näherliegend erscheinen (als ein Spezialfall der
häufig anzutreffenden Interpolation zwischen zwei Funktionswerten), jedoch
kann die Interpolation auf Parameterebene „bessere“ Ergebnisse produzieren
– sowohl im Sinne einer subjektiven visuellen Einschätzung, als auch von der
Interpretierbarkeit: Gibt ein interpolierter Parameter etwa die Spannweite einer
(Dreiecks- oder auch Potential-)Funktion an, entspricht eine kontinuierliche li-
neare Veränderung dieser Spannweite den „natürlichen“ Erwartungen an einen
Übergang zwischen zwei Zugehörigkeitsfunktionen. Zudem können bei Inter-
polation auf Wahrheitswertebene unerwünschte Effekte auftreten, etwa das
Entstehen multimodaler Zugehörigkeitsfunktionen, wie in Abb. A.15 anhand
eines Beispiels mit Dreiecksfunktionen illustriert wird.
(a) Interpolation der Wahrheitswerte (b) Interpolation der Parameter
Abbildung A.15.: Lineare Interpolation zweier Zugehörigkeitsfunktionen auf Wahr-
heitswert- und Parameterebene (Draufsicht; hier verwendet: Dreiecksfunktionen).
Parameter der beiden Funktionen, jeweils in der Struktur θ = (r cl cr)T, die für
γ = 0 bzw. γ = 1 sichtbar werden: θ1 = (4 2 1)T , θ2 = (6 5 3)T .
Im Falle der verallgemeinerten Potentialfunktion in (2.2) finden sich die zu
interpolierenden Parameter Klassenzentrum r sowie Spannweiten cl und cr
wieder. Darüber hinaus sind bl/r und dl/r zu behandeln, die insbesondere den
Verlauf der Zugehörigkeit an den Klassengrenzen beschreiben (Randzugehö-
rigkeit sowie Steilheit und Schärfe des Zugehörigkeitsanstieges in Richtung
Klassenzentrum). Auch für diese ist eine (hier: lineare) Interpolation begründ-
bar und sinnvoll. Beispielsweise entspricht der Übergang von niedrigen zu
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hohen d-Werten einer langsam an Schärfe zunehmenden Klasse, was an im-
mer weniger weichen und immer steileren Zugehörigkeitsgradienten an den
Klassengrenzen sichtbar wird. Ebenso kann die Randzugehörigkeit durch In-
terpolation kontinuierlich herab- oder heraufgesetzt werden. Wie sich eine
lineare Änderung der Parameter in der nichtlinearen Potentialfunktion aus-
wirkt, kann für die Parameter r, cl/r, bl/r und dl/r in Abb. A.16 anhand eines
Beispiels nachvollzogen werden.
(a) Übergang zu r = 7 (b) Übergang zu cl = 1, cr = 4
(c) Übergang zu bl = 0.1, br = 0.9 (d) Übergang zu dl = 4, dr = 20
Abbildung A.16.: Lineare Interpolation der Parameter zweier Potentialfunktionen
(Draufsicht). Parameter der Ausgangsfunktion (jeweils sichtbar bei γ = 0): r = 5,
bl/r = 0.5, cl/r = 2, dl/r = 2. Geänderte Parameter der Zielfunktion (bei γ = 1) sind
jeweils angegeben.
Im Falle mehrdimensionaler gedrehter Klassen ist noch zu prüfen, wie die
Drehwinkel ϕ i , i = 1, . . . ,N − 1, interpoliert werden sollen. Inhaltlich entspricht
dies kontinuierlich rotierenden Hauptschwereachsen. Hierbei ist jedoch zu
beachten, daß aufgrund der Periodizität des Rotationsparameters11 zwei Wege
von einemWert ϕ(tk) zum nächsten ϕ(tk+1) führen können. Auch wenn man
sich für die Interpolation intuitiv wohl für den kürzen der beiden Wege ent-
11Vgl. hierzu auch Abschnitt A.1.
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scheiden würde, kann diese Entscheidung nicht unbedingt mit den Prämissen
der linearen Interpolation begründet werden.12
A.2.3. Segmentierung von Zeitreihen
Zeitreihen anhand bestimmter Kriterien in Abschnitte zu zerlegen, kann auf
verschiedene Weise motiviert werden, beispielsweise:x Analyse des Prozeßverhaltens. Segmentgrenzen können auchÄnderungen
imVerhalten des hinter der Zeitreihe stehenden Prozesses repräsentieren,
die es zu erkennen gilt (change point detection, [Ge und Smyth 2000;
Kawahara und Sugiyama 2009]).x Datenreduktion. Dabei wird die Zeitreihe in geeignete Abschnitte geteilt,
die sich jeweils kompakt durch ein Modell oder bestimmte Maße be-
schreiben lassen, etwa durch statistische Kenngrößen oder durch ein
parametrisches Modell. Durch diese Approximation wird der Speicher-
aufwand zurWiedergabe der Zeitreihe reduziert und der Rechenaufwand
beispielsweise für Such- oder Klassifikationsalgorithmen verringert [Keo-
gh u. a. 2000; Kasetty u. a. 2008].x Abstraktion. Verwandt damit, jedoch eher abzielend auf den Erwerb
interpretierbaren Wissens aus Zeitreihen ist die Aufgabenstellung der
Abstraktion von Zeitreihen [Höppner 2002]. Beispielsweise kann die
Segmentierungsaufgabe darin bestehen, eine Zeitreihe in eine Reihe
(interpretierbarer) Symbole zu überführen.
Im folgenden werden Verfahren zur automatischen Segmentierung anhand
formaler (zumeist Fehler-)Kriterien vorgestellt (für die Einordnung der Ver-
fahren sei auf Abb. A.17 verwiesen), die in nachfolgenden Abschnitten zur
Vereinfachung – also Datenreduktion – der unscharfen Zeitreihenmodelle aus
dem 3. Kapitel nutzbar gemacht werden sollen.
Die automatische Segmentierung von Zeitreihen kann als Nebenprodukt der
allgemeineren Aufgabenstellung der Vereinfachung von Kurvenverläufen ange-
sehen werden, die wiederum ein Spezialfall von höherdimensionalen Proble-
men darstellt [Heckbert und Garland 1997]. Die Vereinfachung von Kurvenver-
läufen war auch eine Aufgabenstellung in der Kartographie, für deren Lösung
12Hauptannahme für die Gültigkeit eines linear interpolierten Modells ist, daß sich die Funktions-
werte zwischen zwei Stützstellen näherungsweise geradenförmig, und das heißt insbesondere
ohne wesentliche Wendepunkte entwickeln. Im Fall eines periodischen Wertebereiches (vgl.
wiederum Abschnitt A.1) wie dem des Drehwinkels ist eine solche lineare Entwicklung ohne
Wendepunkte aber in zwei Richtungen möglich.
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Abbildung A.17.: Einteilung von Segmentierungsverfahren anhand von Kriterien
aus [Herbst 2005] und [Keogh u. a. 2001b].
insbesondere ein Algorithmus vonmehreren Autoren unabhängig voneinander
entwickelt und verwendet wurde, der inzwischen meist als Douglas-Peucker-
Algorithmus [Douglas und Peucker 1973] bezeichnet wird. Für eine Übersicht
weiterer, auch höherdimensionale Ansätze (z. B. Vereinfachung geometrischer
Oberflächen) wird auf [Heckbert und Garland 1997] verwiesen.
Neben der Unterteilung in inkrementelle Algorithmen (online) und Batch-
Algorithmen (offline) lassen sich die meisten Herangehensweisen zur Segmen-
tierung nach [Keogh u. a. 2001b] in drei Kategorien einteilen, vgl. Abb. A.17:x Top-Down-Verfahren. Bei diesen Ansätzen, zu denen auch der Douglas-
Peucker-Algorithmus zählt, wird die Approximation mit einem Seg-
ment begonnen, das zunächst die gesamte Zeitreihe umfaßt, und für die-
ses Segment ein Modell erstellt (z. B. über polynomiale Approximation).
Anschließend wird dieses Segment an der Stelle in zwei Untersegmente
geteilt, wo – nach einem bestimmten Kriterium – der Fehler zwischen
Modell und Daten am größten ist. Für die entstehenden Segmente wird
die Approximation und Teilung rekursiv wiederholt und fortgeführt, bis
schließlich alle Segmente und ihre Approximationen ein bestimmtes
Gütekriterium erfüllen. Ein beispielhafter Ablauf einer solchen Segmen-
tierung ist in Abb. A.18 dargestellt.x Bottom-Up-Verfahren. Im Gegensatz dazu beginnen Bottom-Up-Verfah-
ren mit der detailliertesten Approximation der Zeitreihe, d. h. mit der
maximal möglichen Anzahl von Segmenten. Anschließend werden be-
nachbarte Segmente solange verschmolzen, wie die entstehende Gesamt-
konfiguration ein gegebenes Güte- bzw. Fehlerkriterium einhält. Bei
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(a) Zeitreihe (b) Schritt 1 (Start) (c) Schritt 2
(d) Schritt 3 (e) Schritt 4 (f) Schritt 5
(g) Schritt 6 (h) Schritt 7 (i) Schritt 8
(j) Schritt 9 (k) Schritt 10 (l) Schritt 11
(m) Schritt 12 (n) Schritt 13 (o) Schritt 14 (Ende)
Abbildung A.18.: Beispiel: Ablauf einer Zeitreihensegmentierung mit Top-Down-
Verfahren und Geradeninterpolation als Approximationsmodell. Das in jedem
Schritt geteilte Segment ist hervorgehoben dargestellt.
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(a) Zeitreihe (b) Schritt 1 (Start) (c) Schritt 268
(d) Schritt 269 (e) Schritt 270 (f) Schritt 271 (Ende)
Abbildung A.19.: Beispiel: Ablauf einer Bottom-Up-Segmentierung einer Zeitreihe
mit 286 Abtastpunkten. Das in jedem Schritt durch Fusion entstandene Segment
wurde hervorgehoben. Die Schritte 2 bis 267 sind nicht dargestellt.
jedem Verschmelzungsschritt wird dabei jeweils das Paar benachbarter
Segmente gewählt, bei dessen Fusion der geringste Fehler entsteht. Ein
Beispiel dafür ist in Abb. A.19 dargestellt.x Sliding-Windows-Verfahren. Für dieses Verfahrenmuß die Zeitreihe nicht
bereits vollständig vorliegen, sondern hier ist auch eine Online-Segmen-
tierungmöglich.Dabeiwird amzeitlichen Start der Zeitreihe ein Segment
begonnen und kontinuierlich um neue Werte ergänzt, bis die Approxi-
mation ein bestimmtes Gütekriterium nicht mehr erfüllt. An dieser Stelle
wird ein neues Segment begonnen und das Procedere wiederholt, solange
neue Daten hinzukommen.
Weitere, hier nicht diskutierte Ansätze verwenden beispielsweise Clusterver-
fahren [Abonyi u. a. 2005; Abonyi und Feil 2007], evolutionäre Algorithmen
[Graves und Pedrycz 2009], oder eine Kombination der oben genannten Mög-
lichkeiten [Keogh u. a. 2001b; Liu u. a. 2008]. Während Verfahren wie das von
Douglas und Peucker heuristisch arbeiten, existieren auch optimierende
Segmentierungsverfahren, z. B. [Salotti 2002]. [Baur 2004] beschreibt die un-
scharfe Partitionierung von Kennfeldern und deren lokale Approximation mit
linearen Modellen, als ein Spezialfall davon könnte die Segmentierung einer
Zeitreihe angesehen werden. Relativ wenig bearbeitet wurde bisher die Seg-
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mentierung multivariater Zeitreihen; Beispiele dafür sind die bereits genannten
[Abonyi u. a. 2005; Abonyi und Feil 2007; Graves und Pedrycz 2009] oder auch
[Anagnostopoulos u. a. 2006].
A.2.4. Modellierung segmentierter unscharfer Zeitreihen
Im Kontext der Zeitreihensegmentierung für unscharfe Zeitreihen werden
Modelle für zwei Aufgaben benötigt: einerseits, um das Ergebnis – also die
segmentierte, vereinfachte unscharfe Zeitreihe – zu modellieren; andererseits,
um während der Segmentierung ein Modell oder Kriterium zu haben, anhand
dessen die Güte der Approximation beurteilt werden und somit über den Fort-
gang des Segmentierungsalgorithmus entschieden werden kann. Die Modelle
für beide Aufgaben können, müssen aber nicht identisch sein; und sie können,
müssen aber nicht für beide Aufgaben gleichzeitig einsetzbar sein. Nachfol-
gend werden drei Modellvarianten diskutiert, die alle auf der Basis von Fuzzy
Pattern-Klassen aufgebaut werden können.
(I) Spatio-temporale unscharfe Repräsentation wichtiger Punkte. „Wich-
tige“ Punkte sind die für die Einschätzung eines Zeitreihenverlaufs besonders
bedeutsamen Punkte. Das impliziert, daß zwei Zeitreihen dann als ähnlich
betrachtet würden, wenn sie sich in ihren wichtigen Punkten ähneln. [Otero
u. a. 2003] bezeichnet diese in einem ähnlichen Zusammenhang als „kritische“
Punkte (critical points). Im Sinne der weiter oben besprochenen möglichen Mo-
tive für Zeitreihensegmentierung kann es sich auch um change points handeln.
Die grundlegende Idee ist, jeden dieser wichtigen Punkte als spatio-tempora-
le unscharfe Klasse (beispielsweise mit der multivariaten Zugehörigkeitsfunk-
tion (2.16)) zu modellieren, die im gemeinsamen x-t-Merkmalsraum RN+1
definiert wird. Ein Beispiel ist in Abb. A.20 dargestellt. Dieses Modell erscheint
nur für die Aufgabe der Repräsentation eines Segmentierungsergebnisses ge-
eignet, und nicht für die Modellierung während der Segmentierung, da dort
meist Güteaussagen innerhalb eines Segmentes – also zwischen zwei kritischen
Punkten – gemacht werden müssen, die mit diesem Modell zunächst nicht zu
leisten sind.
Ein Vorteil dieses Modells ist, daß die zeitliche Unschärfe der Position der
wichtigen Punkte berücksichtigt werden kann. Dies ist sowohl für die manu-
elle Vorgabe der wichtigen Punkte durch Experten sinnvoll, kann sich aber
beispielsweise auch aus einem automatischen unscharfen Segmentierungsver-
fahren [Abonyi und Feil 2007] ergeben.
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Abbildung A.20.: Spatio-temporale unscharfe Modellierung wichtiger Punkte ei-
nes Zeitreihenmusters (FISH-Datensatz aus [Keogh u. a. 2006]). Die Zugehörig-
keitswerte der (hier: fünf) Klassen sind über den Grauwert abzulesen, schwarz
entspricht der vollen Zugehörigkeit µ = 1. Zum Vergleich sind Instanzen dieses
Musters eingezeichnet.
Als nachteilig kann gesehen werden, daß demMerkmalsraum der Klassen
mit der Zeitachse t eine weitere Dimension hinzugefügt wird, deren Skalierung
im Vergleich zu den Merkmalen x Abstandsberechnungen in diesem Raum
verzerren (z. B. dominieren) kann, so daß eine Wichtung erforderlich wird.
Diese Bewertung der Bedeutung des Merkmals Zeit ist weder trivial, noch
allgemeingültig lösbar.13
(II) Approximation jedes Segments als unscharfe spatio-temporale Klasse.
Die Grundidee dieses Modells ist, den zeitlichen Verlauf eines Musters inner-
halb jedes Segments durch jeweils eine unscharfe Klasse zu beschreiben, so
daß die Abtastwerte aller Instanzen des Musters in diesem Segment innerhalb
des von der Klasse beschriebenen Bereichs im x-t-MerkmalsraumRN+1 liegen.
Somit handelt es sich auch hier – wie bei Modell (I) – um ein Modell, daß
die Unschärfe spatio-temporal verknüpft wiedergibt. Im Vergleich zu Modell
(I) wird eine Klasse weniger zur Beschreibung einer segmentierten Zeitreihe
benötigt, sofern die dort beschriebenen wichtigen Punkte den Segmentgrenzen
entsprechen. Weiterhin liegen – zumindest bei Verwendung unimodaler Zu-
gehörigkeitsfunktionen wie (2.16) – die Repräsentanten der Klassen nunmehr
jeweils in der Mitte der Segmente, anstatt auf den Segmentgrenzen. Abbildung
13Gleichwohl ist natürlich anzumerken, daß die Problematik der Skalierung einzelner Merkmale
in einem höherdimensionalenMerkmalsraum immer eine Rolle spielen kann, d. h. auch bereits
für die Merkmale x, und deshalb immer über eine Vorbehandlung oder Normierung der
Merkmale nachgedacht werden muß [Bocklisch 1987].
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Abbildung A.21.: Spatio-temporale unscharfe Modellierung von Segmenten des
Zeitreihenmusters aus Abb. A.20, hier mit vier Klassen bzw. Segmenten.
A.21 gibt das Beispiel des Zeitreihenmusters aus Abb. A.20 mit diesem Modell
wieder.
Im Falle der Verwendung der gedrehten Fuzzy Pattern-Klassenbeschreibung
aus Abschnitt 2.2.2 entspricht die Hauptachse der Regressionsgerade14, die aus
den Abtastpunkten des betrachteten Segments ermittelt werden kann. Somit
könnte jede Klasse auch als verunschärfte Variante der Regressionsgerade ange-
sehen werden.
Eine ähnliche Idee wurde bereits in [Georgi 1998] vorgeschlagen, um un-
scharfe Zeitreihenprototypen im Hinblick auf den benötigten Speicherplatz
zu vereinfachen, dort jedoch nicht unter Verwendung eines adaptiven Seg-
mentierungsalgorithmus, sondern durch feste Unterteilung einer Zeitreihe in
gleichlange Abschnitte. [Georgi 1998] schlägt imHinblick auf die möglicherwei-
se problematische Skalierung des gemeinsamen x-t-Merkmalsraum im übrigen
vor, daß die Zeitachse die größte Streckung aufweist. Damit repräsentiert die
erste Hauptschwereachse die zeitliche Entwicklungsrichtung innerhalb dieses
Segments.
Als möglicher Nachteil und offener Untersuchungsgegenstand bleibt bei die-
semModell die Behandlung des Übergangsbereiches zwischen zwei Segmenten,
beispielsweise bei Klassifikationsaufgaben: Die Abtastwerte einer Instanz, die
klassifiziert werden soll, können z. B. in den Übergangsbereich zwischen zwei
Segmenten des Modells fallen, so daß zwei nennenswerte Zugehörigkeiten zu
den beiden Klassen entstehen. Hier wäre es beispielsweise möglich, beide Ergeb-
nisse unscharf zu verknüpfen oder eine Entscheidung zugunsten des höheren
14Regressionsgeraden sind neben linearer Interpolation die zweite Möglichkeit zur linearen Ap-
proximation bzw. Repräsentation von Zeitreihensegmenten [Keogh u. a. 2001b].
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Zugehörigkeitswertes zu treffen.15
Weiterhin diskussionswürdig ist der Einwand, daß beim Einsatz von Segmen-
tierungsverfahren für gewöhnlich Wissen über die Segmentgrenzen entsteht.
Das Modell (II) geht jedoch – jedenfalls bei Verwendung konvexer, unimodaler
Zugehörigkeitsfunktionen – jeweils von der Segmentmitte aus; der Bereich der
Segmentgrenzen wird u. U. kaum bei der Modellierung berücksichtigt.
(III) Interpolation unscharfer Klassen zwischen Segmentgrenzen. Wäh-
rend das Modell (II) als verunschärfte Variante der Regressionsgeraden für
jedes Segment angesehen werden kann, tritt das Modell (III) ergänzend dazu
als unscharfer Vertreter der Geradeninterpolation auf. Grundgedanke dieses
Modells ist die räumlich unscharfe Repräsentation der Zeitreihe an den (schar-
fen) Zeitpunkten, die sich aus den Segmentgrenzen ergeben. Die Klassen sind
dabei nur imMerkmalsraumRN der Zeitreihe definiert; zeitliche Unschärfe bei
der Bestimmung der Segmentgrenzen wird somit nicht explizit berücksichtigt.
Im Gegensatz zuModell (I) und (II) jedoch ist die unscharfe Zeitreihe für jeden
Zeitpunkt eindeutig definiert, es sind also keine Überlappungen von Klassen
möglich. Innerhalb jedes Segmentes, also zwischen jeweils zwei Segmentgren-
zen, können für beliebige Zeitpunkte Klassen durch (Parameter-)Interpolation
nach Abschnitt A.2.2 bestimmt werden. Abbildung A.22 gibt ein Beispiel für
ein damit modelliertes Zeitreihenmuster.
Wie auch das abtastpunktweise gegebene unscharfe Zeitreihenmodell aus
Abschnitt 3.1.1 läßt sichModell (III) interpretieren als unscharfer „Schlauch“, der
hier nun abschnittsweise gegeben ist. Eine andere Bezeichnung läßt sich [Lowe
u. a. 1999] entlehnen, wo unscharfe Verläufe stückweise als fuzzy templates oder
fuzzy segments bezeichnet werden.
Zusammenfassung. Die schematische Gegenüberstellung in Abb. A.23 zeigt,
daß zunächst nur mit Modell (III) eine eindeutige Klassifikationsaussage für
jeden Zeitpunkt innerhalb eines segmentiertenModells möglich ist. Bei Modell
(II) müßte dazu die Überlappung der Klassen noch durch eine Verknüpfung
oder Entscheidung behandelt werden; Modell (I) repräsentiert nur die Segment-
grenzen, nicht die Verläufe dazwischen. Die zeitliche Ausdehnung ist imModell
15Strenggenommen betrifft dieses Problem auch das Modell (I), wenn dort Zugehörigkeitsfunktio-
nen mit unendlichem Support zum Einsatz kommen, so daß sich prinzipiell alle Klassen der
wichtigen Punkte überlappen. Jedoch sollte der Überdeckungsgrad der dortigen Klassen meist
erheblich geringer sein, sofern sich die wichtigen Punkte nicht in zu großer räumlicher Nähe
befinden, so daß es in der Umgebung jedes wichtigen Punktes genau einen dominierenden
Zugehörigkeitswert gibt.
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Abbildung A.22.: Unscharfe Modellierung von Segmenten des Zeitreihenmusters
aus Abb. A.20 durch lineare Interpolation von Klassen zwischen den Segmentgren-
zen.
(III) scharf bestimmt, während die Klassen in (I) und (II) im gemeinsamen
x-t-Merkmalsraum eine spatio-temporal verknüpfte unscharfe Modellierung
bieten.
x
t
(I)Wichtige Punkte
x
t
(II) Fuzzy Regression
x
t
(III) Fuzzy Interpolation
AbbildungA.23.:Gegenüberstellung derModelle für segmentierte unscharfe Zeitrei-
hen, jeweils mit einer beispielhaft dargestellten Zeitreihe. Die skizzierten Klassen-
grenzen sind im Sinne von α-cuts zu interpretieren; bei Verwendung von (2.16)
etwa durch die Parameter cl/r bestimmt.
Das Modell (III) kann sowohl für die Darstellung einer segmentierten un-
scharfen Zeitreihe eingesetzt werden, als auch – aufgrund der Interpolationsei-
genschaft – während des Segmentierungsprozesses. Deshalb wird es auch als
Grundlage für ein neues Segmentierungsverfahren für unscharfe Zeitreihen
dienen, das im kommenden Abschnitt A.2.5 vorgestellt wird.
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A.2.5. Segmentierung multivariater unscharfer Zeitreihen
basierend auf Überdeckungsgraden
Motivation. Die Gedanken der Approximation eines unscharfen Zeitreihen-
abschnittes durch Interpolation (mit dem Modell (III) aus Abschnitt A.2.4, das
auf den Gedanken der parametrischen Interpolation aus Abschnitt A.2.2 be-
ruht) sowie der Segmentierung von Zeitreihen (Abschnitt A.2.3) lassen sich in
zweierlei Hinsicht anwenden auf das hier zugrundeliegende unscharfe Zeitrei-
henmodell aus Abschnitt 3.1.1:
1. Als Ansatz für die Interpolation des zeitdiskreten Modells, wenn eine
zu klassifizierende Zeitreihe andere Abtastzeitpunkte aufweist. Dies ent-
spricht einer Sichtweise „von unten“, da der zeitliche Verlauf zwischen
jeweils zwei Abtastzeitpunkten betrachtet wird. Diese zwei Zeitpunkte
könnten im Sinne der Segmentierung als Segmentgrenzen angesehen
werden.
2. Darüber hinausgehend als Ansatz zur Vereinfachung und Überführung
des unscharfen Zeitreihenmodells in ein zeitkontinuierliches Modell, das
die wesentlichen Umrisse der Zeitreihe approximativ wiedergibt. Dies
entspricht einem Ansatz „von oben“, da das Zeitreihenmodell als Gan-
zes nach bestimmten Kriterien auf seine wesentlichen Punkte reduziert
wird. Damit verbunden ist auch eine u. U. erhebliche Reduzierung des
Speicherbedarfs für das Modell.
Beide Sichtweisen greifen ineinander: Wäre die Zeitreihe nur an den (aus
der Perspektive der Segmentierung mit Geradeninterpolation) interessanten
Punkten abgetastet worden –was auch im Sinne desNyquist-Shannon-Abtast-
theorems nicht abwegig ist, da der Verlauf dazwischen keine wesentlichenWen-
depunkte enthält –, würde durch lineare Interpolation das gleiche Zeitreihen-
modell entstehen wie durch Segmentierung und anschließende Repräsentation
durch Geradenstücke. Nachfolgend wird ein neues Segmentierungsverfahren
präsentiert, mit dem unscharfen Zeitreihen vereinfacht und in das interpolie-
rende Modell (III) überführt werden können.
Algorithmus. Gegegeben sei eine unscharfe Musterbeschreibung für eine
multivariate Zeitreihe (N Merkmale) nach Abschnitt 3.1.1 mit L Abtastpunkten,
d. h. es liegen L Klassen im N-dimensionalen Merkmalsraum vor: µP,t(x),
t = 1, . . . , L, mit x ∈ RN .
Die Methode basiert auf der Interpolationsmöglichkeit von Klassen inner-
halb eines Segmentes. Gemäß Modell (III) aus Abschnitt A.2.4 wird ein Seg-
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ment durch zwei Klassen µP,ta/b(x) an den Segmentgrenzen ta/b beschrieben,
aus denen für jeden Zeitpunkt aus dem Abschnitt [ta , tb] eine Klasse µ˜P,t(x)
interpoliert werden kann:16
µ˜P,t(x) = µP(x , (1 − γ) ⋅ θ ta + γ ⋅ θ tb) mit γ = t − tatb − ta (A.42)
µP(x , θ) ist dabei eine durch den Vektor θ parametrierbare Zugehörigkeits-
funktion für einen Abtastpunkt der Zeitreihe, die jedem x ∈ RN einen Zuge-
hörigkeitswert µP ∈ [0, 1] zuordnet.17 θ ta und θ tb sind dementsprechend die
Parametervektoren der Klassen an den Segmentgrenzen µP,ta(x) bzw. µP,tb(x).
Die Grundidee ist nun, die Segmentierung und damit die Detailliertheit
der Approximation so lange fortzuführen, wie sich die Klassen des gegebenen
Zeitreihenmusters µP,t(x) den für diese Zeitpunkte mit Hilfe des segmen-
tierten Modells interpolierten Klassen µ˜P,t(x) hinreichend ähneln. Als Ähn-
lichkeitsmaß wird hier der Überdeckungsgrad zwischen µP,t(x) und µ˜P,t(x)
vorgeschlagen, und zwar in Form des bereits in Abschnitt 4.3.2 dieser Arbeit
eingeführten gS,2 aus (4.21).
Für die Segmentierung muß nun vom Nutzer ein Schwellwert gmin gewählt
werden, der den Mindestüberdeckungsgrad zwischen dem interpolierten Mo-
dell und der ursprünglichen Klasse für jeden Abtastpunkt angibt. Im Unter-
schied zu den bei den meisten Segmentierungsverfahren wie z. B. [Keogh u. a.
2001b] üblichen Schwellwerten handelt es sich dabei nicht um ein Fehlerkrite-
rium, das abhängig von der Skalierung des Merkmalsraumes (also der Kom-
ponenten von x) ist, sondern skalierungsunabhängig auf der Ebene der Wahr-
heitswerte arbeitet.
Mit dem Überdeckungsgrad kann die Güte des Modells im Vergleich zur
ursprünglichen unscharfen Zeitreihe in jedem Punkt als skalare Größe ermittelt
werden, damit kann das Segmentierungsproblem für die mehrdimensionale
Zeitreihe mit univariaten Segmentierungsverfahren gelöst werden, wie in Ab-
schnitt A.2.3 beschrieben. Nachfolgend die beiden wichtigsten Algorithmen,
nämlich der rekursive Top-Down-Ansatz und der Bottom-Up-Ansatz. Beispiel-
hafte Ergebnisse beider Verfahren sind für verschiedene Güteanforderungen
gmin in Abb. A.24 dargestellt.
16Das Modell (III) ermöglicht im vorliegenden Fall eine Interpolation zu beliebigen Zeitpunkten
t ∈ [1, L] und ist damit zeitkontinuierlich, jedoch wird für den Segmentierungsalgorithmus
nur eine Interpolation zu den Abtastzeitpunkten benötigt, so daß t ∈ {1, . . . , L} gilt.
17Die Struktur der Zugehörigkeitsfunktion ist für alle Abtastzeitpunkte des Musters gleich, nur
die Parameter θ ändern sich, vgl. (3.1) aus Abschnitt 3.1.1.
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(a) Unscharfe Zeitreihe (L = 286)
(b) Top-Down, gmin = 0.9 (Z = 42) (c) Bottom-Up, gmin = 0.9 (Z = 40)
(d) Top-Down, gmin = 0.7 (Z = 18) (e) Bottom-Up, gmin = 0.7 (Z = 18)
(f) Top-Down, gmin = 0.5 (Z = 9) (g) Bottom-Up, gmin = 0.5 (Z = 8)
Abbildung A.24.: Segmentierung und Approximation der Zeitreihe aus Abb. 3.3g
mit Top-Down- und Bottom-Up-Verfahren und unterschiedlichen Mindestüber-
deckungsgraden gmin . Die Anzahl jeweils entstandener Segmente lautet Z.
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Top-Down-Segmentierung unscharfer Zeitreihen.
1. Beginne mit der gröbsten Approximation der Zeitreihe als ein Segment
mit den Grenzen ta = 1 und tb = L.
2. Berechne für jeden Zeitpunkt t innerhalb des Segments (t = ta , . . . , tb)
den Überdeckungsgrad zwischen der Klasse µP,t(x) und der an diesem
Ort mittels (A.42) interpolierten Klasse µ˜P,t(x) unter Verwendung des
Überdeckungsgrades (4.21),
g(t) = ∫ min (µP,t(x), µ˜P,t(x)) dx
∫ max (µP,t(x), µ˜P,t(x)) dx (A.43)
und ermittle die Stelle mit dem geringsten Überdeckungsgrad innerhalb
des Segments:
t∗ = argmin
t
g(t), ta < t∗ < tb (A.44)
3. Wenn der Überdeckungsgrad an dieser Stelle unterhalb des Mindestüber-
deckungsgrades liegt (g(t∗) < gmin, Approximation noch zu schlecht),
teile das Segment an dieser Stelle und beginne erneutmit Schritt 2, jeweils
rekursiv für beide neu entstandenen Segmente [ta , t∗] und [t∗ , tb].
4. Ende der Segmentierung.
Bottom-Up-Segmentierung unscharfer Zeitreihen.
1. Beginne mit der feinstmöglichen Approximation der Zeitreihe, so daß
jeder der L Abtastpunkte als Segmentgrenze für insgesamt L − 1 benach-
barte Segmente dient.
2. Für alle benachbarten Segmentpaare (deren linke Außengrenze als ta,
rechte Außengrenze als tb und mittlere gemeinsame Segmentgrenze als
tm bezeichnet sei, ta < tm < tb): Berechne denminimalen Überdeckungs-
grad, der sich durch Approximation des Abschnittes [ta , tb] durch ein
neues Segment ergibt:
g∗ = min
t
∫ min (µP,t(x), µ˜P,t(x)) dx
∫ max (µP,t(x), µ˜P,t(x)) dx , ta < t < tb (A.45)
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3. Unter allen in Schritt 2 betrachten Kombinationen: Wähle das Segment-
paar, durch dessen Verschmelzung der geringste Fehler in der neuen Ap-
proximation entstünde, bei dem also unter allen Segmentpaaren das ma-
ximale g∗ auftritt.Wenn g∗ über dem gefordertenMindestüberdeckungs-
grad liegt (g∗ > gmin, Verschmelzung ist zulässig), verschmelze beide
Segmente und beginne erneut mit Schritt 2.
4. Ende der Segmentierung.
Anwendung auf Zeitreihenensembles. Eine unscharf beschriebene Zeitrei-
he kann, wie in Abschnitt 3.1.2 angegeben, aus einem Ensemble X = {x(t)}
von Instanzen eines Zeitreihenmusters ermittelt werden. Mit dem eben vor-
gestellten Verfahren zur Segmentierung eines unscharfen Zeitreihenmodells
wird es deshalb möglich, ein solches Ensemble X gemeinsam zu segmentieren.
Anhand dreier Muster in Abb. A.25 soll die Motivation hierfür erläutert werden.
t
x
(a) Änderung Mittelwert
t
x
(b) Änderung Streuung
t
x
(c) Kombination
Abbildung A.25.:Motivation zur gemeinsamen Segmentierung von Zeitreihenen-
sembles. Der aus allen Instanzen eines Musters gemittelte Verlauf ist schwarz
dargestellt; schwarz gestrichelt ist außerdem die Streuung (Standardabweichung)
um diesen Mittelwert eingezeichnet.
Die Instanzen des Musters in Abb. A.25a weisen gegenüber dem mittleren
Verlauf des Ensembles eine über den gesamten Zeitraum nahezu konstant
bleibende Distanz auf. Eine individuelle Segmentierung erbrächte hier für alle
Instanzen ein quasi identisches Ergebnis, nämlich die Teilung in der Mitte des
Verlaufes. Eine gemeinsame Segmentierungwäre hier also auchmöglich, indem
nur der mittlere Verlauf segmentiert würde. Dieser Ansatz wurde in [Herbst
2005] verfolgt.
Hingegen würde die Segmentierung des mittleren Verlaufes in Abb. A.25b zu
keiner Teilung führen, da der Mittelwert über den gesamten Zeitraum hinweg
konstant bleibt. Im Sinne einer stückweise linearen Approximation ist jedoch
eine Änderung im hinter dem Muster stehenden Prozeß erkennbar, da bis
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zur Hälfte der Zeit die Streuung der Instanzen zunimmt, danach wieder ab-
nimmt. Eine Segmentierung des Verlaufs der Standardabweichung würde dies
erkennen. Die individuelle Segmentierung aller Instanzen in Abb. A.25b würde
diese Segmentgrenze jedoch nur für einige18 der Instanzen hervorbringen, da
etliche Instanzen ebenso wie der mittlere Verlauf durch ein Segment (Geraden-
stück) hinreichend gut approximierbar sind. Die Segmentierungsergebnisse
aller Instanzen wären also nicht konsistent.
Das Muster in Abb. A.25c schließlich enthält die Kombination beider Mög-
lichkeiten, so daß eine zuverlässige change point detection zu zwei unterschied-
lich motivierten Segmentgrenzen führen sollte. Auch hier ergäben die alleinige
Segmentierung des Mittelwertes, der Streuung sowie aller Instanzen individuell
keine konsistenten Segmentierungsergebnisse.
Eine gemeinsame Segmentierung solcher Ensembles, die Änderungen19 in
deren Mittelwert- und Streuungsverlauf berücksichtigt, ist mit den in diesem
Abschnitt vorgestellten Methoden auf einfache Weise möglich und involviert
nur zwei Schritte:
0. Gegeben sind M Instanzen eines uni- oder multivariaten abgetasteten
Zeitreihenmusters: X = {x1(t), . . . , xM(t)}, x ∈ RN , t = 1, . . . , L.
1. Aus X wird, wie in Abschnitt 3.1.2 beschrieben, eine unscharfe Beschrei-
bung des Zeitreihenmusters ermittelt, das anschließend in Form von L
Klassen vorliegt: µP,t(x), t = 1, . . . , L.
2. Mit einer auf dem Überdeckungsgrad basierenden Top-Down- oder
Bottom-Up-Segmentierung wird das unscharfe Muster in Z Segmente
zerlegt (Z ergibt sich je nach gewähltemMindestüberdeckungsgrad gmin),
die zugleich die Segmentgrenzen des Zeitreihenensembles X darstellen.
Abschließend zeigt Abb. A.26, wie die Ergebnisse dieses Vorgehens aussehen,
das auf die Muster in Abb. A.25 angewendet wurde.
Zusammenfassung. Mit Hilfe der auf Parameterinterpolation basierenden
Segmentierung des unscharfen Zeitreihenmodells aus Abschnitt 3.1.1 wird es
möglich, eine signifikante Datenreduktion zu erzielen. In den Beispielen aus
Abb. A.24 etwa wurden je nach Approximationsgenauigkeit – die mit dem gefor-
derten Mindestüberdeckungsgrad gmin zwischen segmentierter und ursprüng-
18Deren konkrete Anzahl ist natürlich abhängig von der eingestellten Empfindlichkeit des Seg-
mentierungsalgorithmus.
19Eine „Änderung“ bezieht hier nicht auf die Entwicklung der betrachteten Größe, sondern auf
eine notwendige Änderung des (linearen) Modells zur Approximation dieses Verlaufs.
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(a) Änderung Mittelwert (b) Änderung Streuung (c) Kombination
Abbildung A.26.: Ergebnisse der gemeinsamen Segmentierung von Ensembles
mittels Segmentierung einer unscharfen Zeitreihe. Der Mindestüberdeckungsgrad
betrug gmin = 0.9, die Anzahl ermittelter Segmente Z für die drei Muster Z(a) = 2,
Z(b) = 2 und Z(c) = 3.
lich gegebener unscharfer Zeitreihe eingestellt werden kann – eine Reduktion
auf etwa 3% (Segmentierung mit gmin = 0.5) bis 15% (bei gmin = 0.9) erzielt.20
Die von gmin abhängige Segmentierungsempfindlichkeit ist dabei skalie-
rungsunabhängig und kann im Raum der Wahrheitswerte interpretiert werden,
eine Vorverarbeitung der Daten (z. B. Normierung oder Standardisierung der
Skalen) ist nicht notwendig.
Schließlich kann dieses neue Segmentierungsverfahren auch dazu genutzt
werden, um multivariate Zeitreihenensembles gemeinsam zu segmentieren. In
der Literatur ist die gemeinsame Segmentierung selbst univariater Zeitreihen
bis dato kaum21 Gegenstand der Betrachtung gewesen.
20Diese Größe ist natürlich auch stark von der „Linearität“ des Musters abhängig; die Muster in
Abb. A.26 etwa lassen sich selbst bei einer hohen Genauigkeit von gmin = 0.9 auf 3% bis 4%
komprimieren, was in diesem Fall natürlich auf deren künstliche Erzeugung mit stückweise
linear veränderlichen Modellen zurückzuführen ist.
21Eines der wenigen Beispiele ist [Dobigeon u. a. 2005], dort aber anwendungsspezifisch für
Zeitreihen aus der Astronomie.

Α΄κουσε πολλά και λέγε λίγα.
Höre vieles an, sage wenig.
Demonax
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Thesen
1. Bei der Beobachtung nichtlinearer, praktisch nicht modellierbarer dy-
namischer Prozesse entstehen Zeitreihen, in denen wiederkehrende lo-
kale Muster auftreten können. Ihr Auftreten kann im allgemeinen nicht
prognostiziert werden; vor allem, wenn sie nicht strikt an natürliche,
gesellschaftliche oder technisch bedingte Rhythmen gekoppelt sind.
2. Durch die Analyse und Beschreibung solcher Muster kann ein datenba-
sierter, zeitlich lokaler Zugang zur partiellen Modellierung des Verhal-
tens dieser komplexen Systeme gefunden werden, der sich auch für eine
Kurzzeitvorhersage des weiteren Systemverhaltens nutzen läßt.
3. Die Wiedererkennung bekannter Muster – mithin die Klassifikation
des lokalen Systemverhaltens – bei einem fortlaufenden Prozeß ist eine
Aufgabe, die in mehrerlei Hinsicht von Unbestimmtheiten dominiert
wird. Konkret muß zu jedem Zeitpunkt beantwortet werden: Welche
Muster können gerade beobachtet werden? Wie stark ähneln diese den
bekannten Mustern? Für unvollständige Musterinstanzen: In welchem
Entwicklungsstadium befinden sie sich?
4. Unscharfe Verfahren bieten die Möglichkeit, den Unbestimmtheiten die-
ser Aufgabenstellung während der Modellierung und beim Arbeiten mit
diesen Modellen gerecht zu werden. Der Umgang mit unscharfen Wahr-
heitswerten erlaubt eine skalenunabhängige Interpretation, Verarbeitung
und Verknüpfung verschiedener Informationen.
5. Für lokale Muster in multivariaten Zeitreihen stellt die abtastpunktweise
vorgenommene Modellierung mit mehrdimensionalen Zugehörigkeits-
funktionen einen geeigneten Ansatz dar. Die Struktur und Parameter
des Modells sind transparent und erlauben verschiedene Zugänge zur
automatischen, d. h. datenbasierten, oder manuellen Bestimmung.
6. Variationen der Musterinstanzen können durch das gewählte Modell in
hohemMaße individuell berücksichtigt werden. Es wird gezeigt, daß der
dafür erforderliche – im Vergleich zu anderen Modellen höhere – Spei-
cheraufwand, falls notwendig, durch näherungsweise formerhaltende
Vereinfachung (Segmentierung) deutlich reduziert werden kann.
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7. Der gewachsenen Komplexität der neuartigen Aufgabenstellung der Er-
kennung unvollständiger Muster in fortlaufenden Zeitreihen muß durch
ein entsprechend umfassendes Erkennungsergebnis Rechnung getragen
werden, wobei als neue Variable das Entwicklungsstadium eines Musters
einzubeziehen ist. Unscharfe Mengen stellen sich als geeignetes Mittel
heraus, um Informationen über Klassifikationsergebnisse und Entwick-
lungsstadium kombiniert und unter Berücksichtigung der Unsicherhei-
ten zu repräsentieren.
8. Das gewählte Modell und das Arbeiten mit unscharfen Wahrheitswerten
erlauben es, für die Mustererkennung in fortlaufenden Zeitreihen ein effi-
zientes, online einsetzbares Verfahren zu entwickeln. Die Erkennungser-
gebnisse werden darin rekursiv – ähnlich den Ergebnissen von Zustands-
gleichungen – aktualisiert. Die Erkennung unvollständiger Muster in
beliebigen Stadien benötigt somit gegenüber der Erkennung ausschließ-
lich vollständiger Muster keine zusätzlichen Klassifikationsschritte.
9. Ergebnisse einer Online-Erkennung sich entwickelnder Muster können
vor allem aufgrund von partiellen Ähnlichkeiten eines Musters zu sich
selbst oder zu anderen Mustern mehrdeutig sein. Diese Eigenschaft ist
unabhängig vom gewählten Zugang zur Modellierung und Erkennung.
10. Für Zeitreihenmuster, diemit dem abtastpunktweise unscharf definierten
Modell dieser Arbeit beschrieben werden, lassen sich partielle Ähnlich-
keiten unter Berücksichtigung der eigenen (sowie ggf. fremden) Unsi-
cherheiten und Unschärfe im Vorfeld bestimmen.
11. In späteren Stadien sind sich entwickelnde Muster zwar mit größerer
Sicherheit erkennbar, gleichzeitig verringert sich jedoch der Vorteil ei-
ner frühzeitigen Erkennung, etwa die Nutzbarkeit für lokale musterba-
sierte Zeitreihenvorhersagen. Anwendungsspezifisch muß deshalb ein
Kompromiß gefunden werden, in welchen Entwicklungsstadien Muster
bevorzugt erkannt werden sollen. Unscharfe Mengen bieten hier die
Möglichkeit, diesen Kompromiß in weich abgestufter Weise zu formu-
lieren, auch unter Einbeziehung von Ergebnissen der Analyse partieller
Ähnlichkeiten der Muster.
12. Bei einer abtastpunktweise vorgenommenen Modellierung eines Zeitrei-
henmusters bleiben die Informationen über dessen mittleren Verlauf
erhalten und können somit bei frühzeitiger Wiedererkennung einer In-
stanz zur musterbasierten Kurzzeitvorhersage genutzt werden. Abhängig
davon, ob und auf welcheWeise von derUnschärfe desModells Gebrauch
gemacht wird, lassen sich verschiedene Prognosemethoden entwickeln.
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13. Musterspezifisch kann anhand von in dieser Arbeit vorgestellten Kriteri-
en eine jeweils besonders geeignete Prognosemethode bestimmt werden,
wenn die Instanzen des Muster noch vorliegen. Hintergrund dessen sind
verschiedene Ursachen für die Variabilität oder auch Störungen in ein-
zelnen Instanzen oder dem Ensemble. Nach der Aggregation zu einer
kompakten Musterbeschreibung läßt sich diese Differenzierung hinge-
gen nicht mehr vornehmen.
14. Die zeitliche Verfügbarkeit einer musterbasierten Zeitreihenvorhersage
steigt mit demUmfang derWissensbasis. Ihr lokaler Charakter wird auch
von variierenden Prognosehorizonten geprägt, so daß sich für praktische
Anwendungen, beispielsweise in komplexen technischen Systemen, vor
allem die Kombination mit einer längerfristigen (Trend-)Prognose an-
bietet. Dort ist der musterbasierte Ansatz insbesondere dann praktisch
anwendbar, wenn wiederkehrende Phänomene – wie etwa gesteuerte
Teilvorgänge – zu unbekannten Zeitpunkten beginnen, und dabei das
Systemverhalten dominieren.



