Abstract. Closed-form evaluations of certain integrals of J0(ξ), the Bessel function of the first kind, have been crucial in the studies on the electromagnetic field of alternating current in a circuit with two groundings, as can be seen from the works of Fock and Bursian, Schermann etc. Koshliakov's generalization of one such integral, which contains Js(ξ) in the integrand, encompasses several important integrals in the literature including Sonine's integral. Here we derive an analogous integral identity where Js(ξ) is replaced by a kernel consisting of a combination of Js(ξ), Ks(ξ) and Ys(ξ) that is of utmost importance in number theory. Using this identity and the Voronoï summation formula, we derive a general transformation relating infinite series of products of Bessel functions I λ (ξ) and K λ (ξ) with those involving the Gaussian hypergeometric function. As applications of this transformation, several important results are derived, including what we believe to be a corrected version of the first identity found on page 336 of Ramanujan's Lost Notebook.
Introduction
In his famous memoir on the propagation of waves in wireless telegraphy, Sommerfeld [36] developed a method of integral representation for calculating the electromagnetic field on a flat boundary where the solution sought is expressed in terms of a Fourier integral consisting of Bessel functions. The Sommerfeld integral, given by [33, Seventeen years after Sommerfeld's aforementioned work, Fock and Bursian [17, p. 361-363 ] encountered integrals of the type of (1.1) in their study on the electromagnetic field of alternating current in a circuit with two groundings. Their study rested on the following important result [17, Equation (20) ] valid for Re(z) > Re(w) ≥ 0 and Re(ν) > −3/4:
(1.5) Identity (1.5) was given without proof in [17] and it was claimed there that its proof will be published later. Seven years later, Fock proved it in his paper [16] . The integrals of Fock have been successfully used to explore the electrical properties of earth's subsurface, for example, see [33] . See also Schermann's work on electromagnetism [38, Equation (11) ] which makes use of (1.5).
Popov [31] obtained a short proof of (1.5) and Koshliakov [24] obtained its remarkable generalization, namely, for Re(s) > −1, Re s + 2ν + 6) where the hypergeometric function 2 F 1 is defined by
with (a) n := a(a + 1) · · · (a + n − 1). Indeed, if we let s = 0 in (1.6), we recover (1.5). As Koshliakov remarks [24, p. 146] , the above integral contains many important integral evaluations apart from (1.5) . For example, if we let s = ν, divide both sides of (1.6) by (z − w) ν and then let z → w, he records that one obtains Sonine's integral, namely, for Re(ρ) > 0, Re(w) > 0 and Re(ν) > −1/2,
In a recent paper [4, Theorem 1.6], Berndt, Kim, Zaharescu and one of the present authors successfully employed (1.6) in the Voronoï summation formula for r k (n), the number of representations of n as sum of k squares, where k ≥ 2, to obtain an important transformation which gives, as corollaries, several important results in analytic number theory, for example, those of Dixon and Ferrar [10, Equation (3.12) ], Hardy [22, Equation (2.12) ] and Popov [32, Equation (6) ].
Loosely speaking, the Voronoï summation formula provides an avenue to investigate the order of magnitude of the error term in the asymptotic estimates of the summatory function of the product of an arithmetic function a(n) and a function f by linking it with certain infinite series whose summand is an integral transform of f with respect to a certain kernel. For different arithmetic functions a(n), the function f needs to satisfy corresponding hypotheses which validate these summation formulas.
The Voronoï summation formula for a(n) = r 2 (n) is given in [27, p. 274 ] (or [10, Thm. A]), whereas for k ≥ 2, it is given by Popov [30, Equation ( 3)], and in an equivalent form by Guinand [20, p. 264] . This equivalent form is
where
Unfortunately, neither Popov nor Guinand gives any conditions on f and g. One can refer to [4, Theorem 1.5] for the same and also for a detailed discussion on this topic. While the integral transform of f in (1.8) involves the Bessel function J s (t) in the kernel, the corresponding summation formula for the generalized sum-of-divisors function σ −s (n) := d|n d −s involves the Koshliakov kernel
where 
For a comprehensive discussion and recent new results on the Voronoï summation formula for σ −s (n), the reader is referred to a paper by Berndt, Zaharescu and the present authors [5, Section 6]. Guinand's version [18, Theorem 6] , [19, Equation (1) ] of the Voronoï summation formula for σ −s (n) reads, if f (x) and f ′ (x) are integrals, f tends to zero as x → ∞, f (x), xf ′ (x), and
, and
where F s (t) is defined in (1.9), then
The Voronoï summation formula for σ 0 (n) = d(n), the number of divisors of n, has been found to be enormously useful in physics; for example, S. Egger and F. Steiner [14, 15] have shown that it plays the role of an exact trace formula for a Schrödinger operator on a certain non-compact quantum graph. The two notoriously difficult, and still unsolved problems, in analytic number theory are the Gauss circle and the Dirichlet divisor problems. They ask for the correct order of magnitude of the error terms P (x) and ∆(x) involved in the summatory functions of r 2 (n) and d(n) respectively. A natural tool to tackle these problems is to use the Voronoï summation formula corresponding to each of these arithmetic functions. While they are inherently distinct in that one counts the number of lattice points inside a circle and the other the number of lattice points under a hyperbola, they have lots of similarities. For example, if an upper bound on P (x) is obtained, then a similar one can be found for ∆(x). The reader is referred to a recent survey article by Berndt, Kim and Zaharescu [6] on these two problems. For the generalized Gauss circle problem, which counts the number of lattice points on multidimensional spheres and where the associated arithmetic function is naturally r k (n), the reader is referred to the two papers of Lursmanašvili [28] , [29] .
Considering the fact that Fock's integral evaluation (1.5) is one of the key steps in his and Bursian's work [17] on electromagnetism, the first goal of this paper is to derive an analogue of Koshliakov's formula (1.6) (of which (1.5) is a special case) where the kernel J s (ρt) is replaced by the Koshliakov kernel F s (ρt). The second goal is to apply this evaluation in (1.12) to obtain a general summation formula from which many interesting and important identities result as special cases.
However, before we proceed to establish the former, it is important to mention the thoughts of Dixon and Ferrar [11, p. 168] on obtaining analogues of known integral identities where the J-Bessel function is replaced by the corresponding kernel M 0 (ξ), where M s (ξ) is defined in (1.10). They say 2 :
Our recent work on summation-formulae suggests that it would be of interest to find a formula corresponding to (1) [Equation (1.2) here] when J s (ρt)t s+1 is replaced by tM 0 (ρt). The problem of finding such a formula has proved to be a difficult one: we have found that any single integral of the type which occurs in (1) leads to a complicated and ill-balanced formula; the only way we have discovered of obtaining a reasonably well-balanced formula is to combine two integrals.
To give an example of their principle, consider the following identity due to Koshliakov [25, Equation (5)] for Re(β) > 0: 13) which is instrumental in his clever proof of the Voronoï summation formula for the divisor function d(n). The latter is, in fact, shown in [37] 14) and then by adding the two resulting identities. Note that even though each of the individual series
√ nβ admits a representation through (1.14), adding the two gives a simpler and a well-balanced formula (1.13).
A generalization of Koshliakov's above identity, which is also a key ingredient in obtaining a short proof of Voronoï summation formula for σ λ (n) [5, Section 6.1], was first studied by Moll and one of the present authors in [8, Section 6] . For Re(β) > 0 and Re(λ) > −1, it is given by
Here one can observe the same aforementioned principle. To see this, we first note the following generalization of (1.14), due to Cohen [7, Theorem 3.4] , valid for Re(a) > 0 and λ / ∈ Z:
. Now as shown in [5, p. 844 ], (1.15) follows from the above result by first replacing a by iβ for −π < arg β < 1 2 π, then by −iβ for − 1 2 π < arg β < π, and then by adding the resulting two identities. Now observe that compared to the representations for each of
, the one derived in (1.15) for its left-hand side is much simpler and well-balanced.
Dixon and Ferrar's principle was also known to Ramanujan, for, on page 336 of his Lost Notebook [35] , we find the following identity:
Clearly, one can see powers of β + in and β − in both playing a role in the above identity than just one of them. Note that in the summands of the infinite series on the right-hand sides of each of (1.13) and (1.15), one has 1 β 2 + n 2 = 1 2β
The identity (1.16), however, incorrect since the series on its left-hand side diverges. We obtain a corrected version of (1.16) in Corollary 7.2 of this paper. In fact, searching for a corrected version of (1.16) was one of the chief motivations behind our work. Also, among other things, we carry out an in-depth analysis of the series
for | arg α| < π/2, | arg β| < π/2 and Re( √ α) >Re( √ β), whose limiting case α → β (after we divide it by ( √ α − √ β) λ ) is, as will be shown in the paper, the series on the left-hand side of (1.15). The convergence of the above series for the aforementioned values of α, β can be seen from the fact that for large n
which, in turn, can be proved using (3.3) and (5.7) below. Dixon and Ferrar [11, p. 174 ] gave the following integral evaluation which corresponds to (1.2) upon replacement of the kernel J s (ρt)t s+1 by tM 0 (ρt):
where ξ > 0, a > 0, ρ > 0, a = ρ, and Re ν > 0. (They also give different extensions of the above formula for values of ν, a and ρ other than those considered above, which ensure its validity as it is, or with some modifications.) Here, of course, the path of integration is indented to avoid the singularity of the integrand. It ensures that arg(z 2 − t 2 ) = −π when t > z. At the end of their paper, they also say that the indented path may be replaced by a straight-line path provided Re(ν) < 1 where they always retain the conventions arg(z 2 − t 2 ) = 0 when t < z and arg(z 2 − t 2 ) = −π when t > z. Though Dixon and Ferrar evaluated certain integrals with tM 0 (ρt) as the kernel, they did not work with integrals having the general kernel t s+1 M s (ρt) in their integrands. However, Koshliakov [26, p. 425] obtained such a result 3 , namely, for ρ > 0, b > 0, ξ > 0 and s > −1,
(ν+s−1) K 1+s−ν (ξe
Henceforth, throughout the paper, we follow Koshliakov [26] in using the notation
, for brevity and convenience. Note that in (1.18), Koshliakov has avoided the necessity of indenting the contour, which was the requirement in Dixon and Ferrar's (1.17). Thus the path of integration in (1.18) is the straight line from 0 to ∞.
Main Results
All of our results in this paper abide by the principle by Dixon and Ferrar of combining two integrals while working with the kernel t s+1 F s (t), which is, of course, a generalization of the kernel tM 0 (t) that Dixon and Ferrar work with in [11] .
An application of (1.2) and (1.18) leads to the following desired analogue of (1.6).
Theorem 2.1. Let | arg z| < π/4, | arg w| < π/4 and Re(z) > Re(w). Let F s (t) be defined in (1.9). Define
3 There are two typos in Koshliakov's version of (1.18), namely, in his version, the arguments of the KBessel functions inside the integral on the left contain a, and those on the right contain x. Both these typos are corrected, albeit with renaming of his parameters, in our version of his formula given in (1.18). 4 Note that ǫ
, so there is no possibility of confusion unless, of course, one does not put the parentheses. However, we wish to keep the results in the sequel symmetric with respect to ǫ and ǫ whenever we can. We will use, without mention, the fact that ǫ = 1/ǫ. Similar to (1.6), the above theorem also contains many important integral evaluations as its special cases. For example, letting s = λ, dividing both sides by (z − w) λ and then letting z → w leads to the following analogue of Sonine's integral (1.7) for ρ > 0, | arg w| < π/4 and Re(λ) > −1/2:
The transformation between two infinite series involving σ s (n) that we obtain upon using Theorem 2.1 in (1.12) is now given. The corresponding result for r k (n), the number of representations of n as sum of k squares, k ∈ N, was established in [4, Theorem 1.6], although we emphasize that the level of difficulty in obtaining the result for σ s (n) is quite high as compared to the one for r k (n).
Remark 1. We do not know if there exist transformations analogous to the above for the remaining values of s, that is, the ones not satisfying Re(s + λ) > 0 or s = −λ. However, we do show by analytic continuation that the above result can be extended to Re(λ) > −1. This is done in Section 7. Of course, one can analytically continue Theorem 2.2 to Re(ν) > −m, where m ∈ N, however, we refrain ourselves from doing this as the resulting transformation becomes complicated.
The above theorem as well as its analytic continuation given in Theorem 7.1 give many interesting corollaries. We state below the ones resulting from Theorem 2.2 and reserve those resulting from Theorem 7.1 for Section 7. 
Another important result is
The reason this identity is important because, specializing s to be zero in the above identity gives an analogue of a result of Hardy [22, Equation (2.12)] which he used in his study of the Gauss circle problem to prove that
This analogue is
We end this section with a rather exotic transformation that results from Theorem 2.2.
That the special case λ = 1 of (1.15) results from the above corollary after dividing both sides by √ α − √ β and then letting α → β can then be seen without much effort. This paper is organized as follows. In Section 3, we record the well-known asymptotic expansions of Bessel functions as their argument ξ → 0 or as |ξ| → ∞. Assuming that the parameters involved in (1.2) and (1.18) are complex, we find the exact conditions on them so that these equations are valid. This is crucial in deriving Theorem 2.1. Sections 4 and 5 are devoted to the proofs of Theorems 2.1 and 2.2 respectively. Corollaries 2.3, 2.4 and 2.5 are proved in Section 6. Theorem 2.2 admits analytic continuation to Re(ν) > −1. This analytic continuation is obtained in Theorem 7.1 of Section 7. The interesting corollaries that follow from this theorem, namely, Corollaries 7.2 -7.5 are then derived. We end the paper with Section 8 consisting of concluding remarks and directions for further work.
Extending the validity of certain integral evaluations
Here we extend the validity of certain integral evaluations needed in the sequel by relaxing the conditions on the parameters involved. This is extremely crucial, for, most of the times we do require the widest possible conditions under which these formulas are valid, to prove our results. To do that, however, we need the following asymptotic formulas of the Bessel functions J s (ξ), Y s (ξ), and K s (ξ), as |ξ| → ∞, given by [44, p. 199 
for | arg ξ| < π.
We begin with identity ( (2)], this result is stated to be valid for a > 0, ρ > 0, Re(s) > −1, and | arg ξ| < π/2. However, in a footnote on page 416 in [44] , Watson says that with certain limitations, one can take a and ρ to be complex. Since the precise conditions on a and ρ are not given there and since we require the one for a in order to prove our results (see (4.1) and (4.2) below), we give them here. Note that from (3.1), as t → ∞,
as t → ∞. Thus, to secure the convergence at the upper limit of integration, we require Re(a) > |Im(ρ)|. Now for complex values of ρ, b, s and ξ, the precise conditions for the validity of (1.18) can be found to be Re(ρ) > 0, |Im(ρ)| <Re(bǫ) and |Im(ρ)| <Re(bǫ), Re(s) > −1 and | arg(ξ)| < π 4 . However, since each of the variables ρ, b and ξ are positive in Theorem 2.1, we only show the validity of (1.18) for Re(s) > −1, which is required, for example, in obtaining (4.4).
The condition Re(s) > −1 is needed to secure the convergence of the integral in (1.18) at the lower limit 0. To see this, note that as t → 0, we have [1, p. 375, equations (9.6.9), (9.6.8)] 
First let Re(s) > 0. Note that
approaches a constant depending on b, ξ and µ as t → 0, where ξ = 0 if Re(ν) > 0. Also, from (3.5) and (3.6), we deduce that
Since the integrand on the left-hand side of (1.18) contains t s+1 , convergence is clearly secured for Re(s) > 0. In a similar way, it can be seen using [13, Equation (2.14)] and the corresponding asymptotic formulas for J and Y -Bessel functions of purely imaginary order that the integral converges when Re(s) = 0 too. Now let −1 < Re(s) < 0. Since the K-Bessel function is an even function of its order, we have from (3.5), 
Now from (3.6),
whereas from [1, p. 360, Formula 9.1.7], for s = −1, −2, −3, · · · , 
Proof of Theorem 2.1
We first prove the result for z > w > 0 and later extend it by analytic continuation to complex z and w such that | arg z| < π/4, | arg w| < π/4 and Re(z) ≥ Re(w) > 0. Also from the hypotheses of the theorem, we have ρ > 0.
Letting ξ = we −iπ/4 , and a = ye iπ/4 with y > 0 in (1.2), we see that for ρ > 0 and Re(s) > −1, we have
Similarly letting ξ = we iπ/4 , and a = ye −iπ/4 with y > 0, in (1.2), we see that for ρ > 0 and Re(s) > −1, we have
Adding (4.1) and (4.2), we deduce that for y > 0, ρ > 0 and Re(s) > −1,
From (1.9), (4.3), and (1.18) with ξ and b replaced by w and y respectively, we see that for y > 0, ρ > 0 and Re(s) > −1, 
we deduce that for y > 0, ρ > 0 and Re(s) > −1,
Now multiply both sides of the above equation by J 2λ y √ z 2 − w 2 , where Re(λ) > −1/2, integrate both sides of the resulting equation with respect to y from 0 to ∞. The double integral on the left is absolutely convergent as can be seen from (3.1), (3.3), (3.4), (3.5) and (3.10) . Hence interchanging the order of integration we see that for ρ > 0, Re(s) > −1 and
(4.6)
Our next task is to evaluate the integral on the right-hand side of the above equation. To that end, note that from [21, p. 708, formula (6.637.1)], we have for Re α > 0, Re β > 0, γ > 0, and Re ν > −1,
(4.7) Now let α = w, γ = √ z 2 − w 2 and ν = 2λ in (4.7). Then replace β first by ρǫ and then by ρǫ and add the resulting equations to see that for ρ > 0 and Re(λ) > −1/2,
From (4.6) and (4.8), we have for ρ > 0, Re(s) > −1 and Re(λ) > −1/2,
To evaluate the inner integral on the left side of (4.9), we apply the following formula from 
Now replace α by s + 3/2, u by 2λ, v by s + 1/2, b by √ z 2 − w 2 and c by √ w 2 + it 2 in the above equation so that for Re(λ) > −1/2 and Re(s + λ) > −1, we have Γ(2λ + 1) 
Since z > w > 0, we have |z 2 − w 2 | < |z 2 + it 2 | for all t > 0. Hence from (4.12),
Substitute (4.13) in (4.11) to get
(4.14)
Next, substituting (4.14) in (4.10) gives for Re(λ) > −1/2 and Re(s + λ) > −1,
upon simplification, where A(t) is defined in (2.1). Similarly for Re(λ) > −1/2 and Re(s + λ) > −1, we have
Add the corresponding sides of (4.15) and (4.16) and substitute the right-hand side of the resulting equation for the inner integral in (4.9) so as to deduce (2.2) for z > w > 0 after simplification. Now consider z and w to be complex numbers. The integrand of the left-hand side of (2.2) is well-defined except for the singularities on the lines arg z = ± π 4 and arg w = ± π 4 . The right-hand side is well-defined for all complex z, w such that z = ±w. Therefore, (2.2) can be analytically continued in the region | arg z| < π/4, | arg w| < π/4 and Re(z) > Re(w) > 0.
Proof of Theorem 2.2
We first prove the result for α > β > 0 and later extend it by analytic continuation to the region Re( √ α) ≥ Re( √ β) > 0. Note that s, λ, α and β are fixed throughout the proof. In Theorem 2.1, let ρ = 4π √ x, x > 0, replace z, w and t by √ α, √ β and √ t respectively. Define
where A(t) is the same as defined in (2.1) except that we replace z and w by √ α and √ β respectively.
Then from Theorem 2.1, for x > 0, Re(s) > −1, Re(λ) > −1/2 and Re(s + λ) > −1,
The function f defined in (5.1) satisfies the conditions given before (1.11) so that Guinand's result (1.12) could be applied. To see this, first note α > β > 0 and Re(λ) > 0. Since f is infinitely differentiable, f and f ′ are integrals. Also, as |ξ| → ∞, one has [4, Equation (4.4)]
since the hypergeometric function tends to 1. By the hypotheses of Theorem 2.2, we have Re(λ) > 0, Re(s + λ) > 0 or s = −λ. Hence we conclude that f tends to zero as t → ∞. Further, doing the analysis similar to that done in [4, p. 322] for r k (n), one can prove that f (t), tf ′ (t) and t 2 f ′′ (t) belong to L 2 (0, ∞). Thus the hypotheses for applying Guinand's result (1.12) are satisfied. Note that (1.11) and (5.2) imply To that end, let y ≥ 0. Then for Re(µ + λ + 1) > 0, we have [4, Equation (4.13)],
Let ν be a complex number such that Re(ν) > −1. Then from (5.5), we see that for Re(s + λ + 1) > 0,
where the interchange of the order of integration is justified since the double integral in the first line is absolutely convergent, for, as t → ∞, we have [40, p. 240, Equation (9.54)]
where Re(λ) > 0 and |λ| → ∞. Since Re(ν) > −1, expressing the inner integral on the extreme right of (5.6) in the form of a gamma function, we have for Re(λ + s − ν) > 0,
(5.8)
where in the last step, we again employed (5. 
(5.11)
We are now ready to evaluate
To that end, let ν = s in (5.11) so that for Re(s) > −1 and Re(λ) > 0, we have using (5.1),
Now first let ν = 0 in (5.11) so that for Re(s + λ) > 0,
We now evaluate the integral in (5.13) when s = −λ. Note that in this case, (5.11) implies that for −1 < Re(ν) < 0,
where we used a variant of the reflection formula for the gamma function [40, p. 74 ], namely,
,
Note that both sides of (5.14) are analytic at ν = 0, hence letting ν = 0 in (5.14) gives 15) where in the third step, we employed the generalized binomial theorem [40, p. 108, Equation (5.
2)], namely, for |ξ| < 1,
Combining (5.13) and (5.15) and using the definition of h(s, λ) in (2.3), we can write 17) where the second equality follows from Euler's transformation [40, p. 110 , Equation (5.5)]
In ( 
Similarly for Re(s) > −1 and Re(s + λ) > −1,
From (5.4), (5.18) and (5.19), we deduce that for Re(s) > −1 and Re(s + λ) > −1,
Similarly from (5.18) and (5.19), we find that for Re(λ) > −1, 
Now multiply both sides of the above equation by Now it can be seen that both sides of (2.4) are analytic as long as Re( √ α) >Re( √ β) > 0, | arg α| < π/2, | arg β| < π/2, Re(λ) > 0, and s ∈ C such that either Re(s + λ) > 0 or s = −λ. To see why this is true even for s = −1, note that the power series expansions
and
where c α,β,λ is some constant independent of s, clearly show that the principal parts of the left-hand sides of (5.23) and (5.24) completely cancel out. Hence by analytic continuation, (2.4) is valid for Re( √ α) >Re( √ β) > 0, | arg α| < π/2, | arg β| < π/2, Re(λ) > 0, and for all complex s such that either Re(s + λ) > 0 or s = −λ.
Proofs of Corollaries of Theorem 2.2
Proof of Corollary 2.3. First let Re(λ) > 0. Let s = −λ in Theorem 2.2. Then divide both sides by ( √ α − √ β) λ and let α → β. This gives
Let L := L(n, λ, β) denote the limit in the above equation. We show that
To that end, note that Re(
. Then using (1.4) and (1.3), we see that
Similarly, it can be shown that we get the same evaluation as above when
. Also, one can show in the same way that
Thus (6.3) and (6.4) establish (6.2). Now substitute (6.2) in (6.1), multiply both sides of the resulting equation by
and simplify so as to obtain (1.15) for Re(λ) > 0. The result extends to Re(λ) > −1 by analytic continuation.
Proof of Corollary 2.4. This proof begins by first obtaining a result complementary to (1.15). To be more specific, let s = −λ and Re(s + λ) > 0 in (2.4). Divide both sides of (2.4) by by ( √ α − √ β) λ , then let α → β and then simplify so as to deduce
Now (2.5) follows from letting λ = 1/2, using (4.5), and simplifying.
Proof of Corollary 2.5. Let s → −1 in Theorem 2.2. This gives for Re(λ) > 1 or λ = 1,
The above limit is now evaluated. Note that the Laurent series expansion of ζ(s) around s = 1 gives
as s → −1. Also,
Using the fact
we find, after simplification, that
Now substitute (6.13) in (6.11) and use the resultant along with (6.9) with b = 1 8π
, and (6.10) to obtain ζ(−s) 2 3s+2 π s+1 √ αβ
+ O(|s + 1|) (6.14)
as s → −1. Now add the corresponding sides of (6.8) and (6.14) so as to deduce from (6.6) that
Finally let λ = 1 in (6.5), simplify the above limit, use the facts h(−1,
to arrive at (2.8) after simplification.
Analytic continuation of Theorem 2.2
Here we analytically continue Theorem 2.2 to complex values of λ such that Re(λ) > −1. The special case λ = −1/2 of the resulting identity is then shown to have a form surprisingly similar to Ramanujan's (1.16).
Theorem 7.1. Let A(s, λ, z, w, t) be defined in (2.1). Let | arg α| < π/2, | arg β| < π/2 with Re( √ α) > Re( √ β). Let Re(λ) > −1. Then for all complex s such that either Re(s + λ) > 0
A few interesting corollaries of the above theorem are now given.
Proof. 
we see that the left-hand side of (7.1) simplifies to
where as the right-hand side, upon using the identity [34, p. 389, Formula 7.3.1.106]
Now multiply the expressions in (7.5) and (7.6) by π √ α − β and let α → β in the resulting equality so as to get upon simplification
Finally multiply both sides by 2 s π s+ 1 2 and rearrange so as to arrive at (7.4) for Re(s) > 1/2 or s = 1/2. By analytic continuation, the result holds for Re(s) > −1/2. Remark 2. Corollary 7.2 bears striking resemblance to Ramanujan's incorrect identity (1.16). Even though the summands of the corresponding infinite series in (7.4) and (1.16) have wrong signs, the infinite series in (7.4) remarkably have the same forms compared to those in (1.16) . Same is the case with two of the residual terms in (7.4), which, except for the absence of the factor tan 1 2 πs in them, are exactly the same as the corresponding ones in (1.16). We thus claim that our Corollary 7.2 can be considered as the corrected version of Ramanujan's identity (1.16).
Remark 3. It can be shown without much effort that Theorem 1.3 from [5] is actually equivalent to Corollary 7.2. However, because the former was left in an unsimplified form in general in [5] , its closeness to Ramanujan's incorrect identity (1.16) that we have demonstrated above got unnoticed. The form was simplified only for s = 2m + 1/2, m ∈ N ∪ {0}, for example, see [5, Theorem 5.2] . In light of this, we would like to emphasize here that Theorem 1.3 from [5] is but a special case of our Theorem 7.1.
Remark 4. The case λ = 1 2 = −s of Theorem 2.2 results in an identity which can be obtained by merely replacing β by α in (7.7) and then substracting (7.7) as it is from the resulting former identity.
Corollary 7.2, in turn, gives the following new formula for ζ 2 (1/2).
Proof. Set s = 0 in Corollary 7.2, or equivalently, in (7.7), and simplify. Another special case of Theorem 7.1 is
Proof. Let λ = 0 in Theorem 7.1. This gives for Re(s) > 0 or s = 0,
We only need to evaluate the above limit. Now
as λ → 0. The power series expansion of 1/Γ(ξ) about ξ = 0 [45, Equation (22)] implies 1
Now (6.7), (7.12), along with the standard Taylor expansions of
+ O s,α,β (|λ|). (7.13) From (7.11) and (7.13),
Finally substitute (7.14) in (7.9), then let s = 0 and simplify to derive (7.8).
Remark 5. If we let α → β in (7.8), use the fact that I 0 (0) = 1 and simplify, we obtain (1.13). Thus, (7.8) is a new generalization of (1.13), different from (1.15).
The corollary of Theorem 7.1 stated below gives a transformation for the series which is almost the same as the left-hand side of (1.15) except that σ −λ (n) is replaced by σ λ (n). which can be proved along similar lines as (7.10), we arrive at (1.13). Hence we obtain a yet another new generalization of (1.13), different from (1.15) and (7.8).
Remark 7. If we let λ = 1/2 in Corollary 7.5, we obtain the special case s = 1/2 of Corollary 2.4.
Concluding Remarks
The integral (1.5) has its origins in the work of Fock and Bursian on electromagnetism of alternating current in a circuit with two groundings. Number-theoretic applications of its generalization, due to Koshliakov, namely (1.6), were given in [5] . In particular, integrals with kernel J 0 (ρt), or more generally J s (ρt), can be used in the Voronoï summation formula (1.8) for r k (n) to obtain results which are of importance in the study of Gauss circle problem. For example, one such result is [4, Theorem 1.6], which gives as a special case, a well-known result of Hardy [22, Equation (2.12)] which he used to obtain his famous omega bound for n≤x r 2 (n), see (2.6). Our work was motivated by the fact that since the Voronoï summation formula for σ s (n), which is instrumental in the study of the generalized Dirichlet divisor problem, involves an integral transform consisting of the kernel F s (ρt) in (1.9), it may be of interest to seek an analogue of (1.6) with J s (ρt) replaced by this kernel. We highlight here that there aren't many explicit integral valuations of integrals containing F s (ρt) in its integrand, see for example, [11, p. 161] . The aforementioned analogue is found in (2.2) of this paper. It would be very interesting and important to see if (2.2) has applications in physics and geology, just like its counterpart in (1.6), or more specifically, in (1.5). Equation (2.2) was also successfully used in this paper to obtain a general transformation (2.4). As shown in this paper, (2.4) and its analytic continuation in (7.1) are rich sources of important number-theoretic identities such as Corollary 2.4 and Corollary 7.2. Corollary 2.5 is remarkable and is the only instance among identities derived in this paper where the hypergeometric function in (2.1) reduces to a non-trivial closed form. Of course, one can generalize our results by replacing σ s (n) by coefficients of those Dirichlet series which satisfy functional equations with two gamma factors.
An important special case of Theorem 7.1 is Corollary 7.2. This result comes remarkably close towards obtaining a corrected version of the first identity on page 336 of Ramanujan's Lost Notebook, that is, (1.16) . Note that Ramanujan's result has signs in the summands of the two infinite series exactly opposite to those in Corollary 7.2. For example, the infinite series on the right-hand side of (1.16) is the same as that on the right-hand side of (7.4) but with the + sign in the summand of the latter replaced by −. The former would then be a special case of the series
when λ = −1/2, and so it looks like an analysis similar to that carried out in this paper would lead to a corrected version of Ramanujan's formula that matches even in signs than the one we have given in (7.2). Indeed, the natural kernel to work with while tackling this series would be sin . However, the problem is, we do not know of any summation formula like (1.12) which would involve this kernel.
It would be worthwhile to look for applications of (2.7) (resp. (2.5)) towards the Dirichlet divisor problem (resp. the generalized Dirichlet divisor problem). This is because, the r 2 (n)-analogue of (2.7) was successfully used by Hardy to derive his famous omega result. Note that Hardy [23] and subsequently many others, including Soundararajan [39] , base their study of the corresponding omega result for d(n) on the conditionally convergent series
where as the series on the left-hand side of (2.7) is different. To the best of our knowledge, no one has used an identity of the type (2.7) in the study of Dirichlet divisor problem.
