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0 Einleitung
Die klassische Theorie der Jacobiformen auf H1 × C, wobei H1 die obere Halbebene in den
komplexen Zahlen C bezeichne, wurde von Eichler und Zagier [EZ85] systematisch beschrie-
ben. Höherdimensionale Verallgemeinerungen dieser Jacobiformen wurden bereits von Zieg-
ler [Zi89] und Gritsenko [Gr91] betrachtet. Sie treten in natürlicher Weise in der Fourier-
Jacobi-Entwicklung von Siegelschen Modulformen auf.
1991 führten Eie und Krieg ([E91], [EK92]) Jacobiformen aufH1 × CC ein, wobei CC die Kom-
plexifizierung der Cayley Zahlen bezeichne. Analog zum klassischen Fall treten auch diese als
Fourier-Jacobi-Koeffizienten von Modulformen auf dem Halbraum der Cayley Zahlen vom
Grad 2 auf. Dementsprechend liefert nun die Fourier-Jacobi-Entwicklung von Modulformen
auf dem Cayley Halbraum vom Grad 3 Jacobiformen auf H1 × C2C (sogenannte Jacobiformen
vom Index R, wobei R eine hermitesche Matrix über den ganzen Cayley Zahlen ist) bezie-
hungsweise aufH(2, C)×C1×2
C
(sogenannte Jacobiformen vom Index m ∈N0), wobeiH(2, C)
den Cayley Halbraum vom Grad 2 bezeichne. Die genaue Untersuchung dieser beiden Typen
von Jacobiformen ist einer der wesentlichen Bestandteile dieser Arbeit. Konkret gliedert sich
diese wie folgt:
Im ersten Kapitel werden wir die Cayley Zahlen, welche 1845 von A. Cayley erstmals veröf-
fentlicht wurden, einführen und ihre wichtigsten Eigenschaften - wie zum Beispiel die soge-
nannten Moufang-Identitäten - angeben. Dabei berufen wir uns vor allem auf Arbeiten von
Conway und Smith [CS03] sowie Rehm [Re93]. Neben den ganzen Cayley ZahlenOC widmen
wir uns dem Algorithmus zur Bestimmung aller Rechts- beziehungsweise Linksteilern von
eben solchen ganzen Cayley Zahlen, welcher von Conway und Smith auf Grundlage einer
Arbeit von Rehm entwickelt wurde. In Zusammenarbeit mit Derek Smith ist es gelungen, die
Menge der Rechts- beziehungsweise Linksteiler ungerader Norm in Bezug auf ihre Kongru-
enzeigenschaft modulo 2OC genauer zu charakterisieren.
Beschäftigen wir uns mit Modulformen auf dem Cayley Halbraum vom Grad 2 oder 3, so
ist es insbesondere notwendig sich Matrizen über den Cayley Zahlen anzuschauen. Dabei
sind vor allem hermitesche und positiv (semi)definite Matrizen von Interesse. Das zweite
Kapitel erklärt, wie diese Begriffe im oktonionischen Fall zu interpretieren sind. Für positiv
(semi)definite Matrizen gelingt es zudem einige im Verlauf der Arbeit nützliche Charakteri-
sierungen herzuleiten.
Das dritte Kapitel wird dazu genutzt die Begriffe des Cayley Halbraums, der Modulgruppe
über den Cayley Zahlen sowie der oktonionischen Modulformen einzuführen. Dabei verwen-
den Baily, Krieg und Walcher in [Ba73], [Kr96] beziehungsweise [KW98] eine andere Definiti-
on der Modulgruppe als zum Beispiel Eie ([E00]). Wir werden zeigen, dass diese unterschied-
lichen Definitionen dieselbe Gruppe beschreiben. Darüberhinaus werden wir weitere Abbil-
dungen bestimmen, die ebenfalls in der Modulgruppe enthalten sind. Es stellt sich zudem
heraus, dass nicht alle Abbildungen, welche aus der klassischen Theorie bekannt sind, zur
Modulgruppe gehören. Zum Abschluss dieses Kapitels gehen wir auf die bereits erwähnten
Modulformen ein und bestimmen deren Verhalten unter den zuvor berechneten Elementen
i
der Modulgruppe.
Funktionen, die in natürlicherweise auftreten, wenn wir Jacobiformen betrachten, sind so-
genannte Theta-Reihen. Da es wichtig ist, deren Eigenschaften genau zu kennen um Rück-
schlüsse zwischen Jacobiformen und gewissen Modulformen ziehen zu können, werden die-
se im vierten Kapitel ausführlich behandelt. Eine interessante Frage ist dabei, wie sich Theta-
Konstanten unter der Abbildung Z 7→ Ztr verhalten. Für einige Fälle hilft dabei der in Ka-
pitel 1 neu entwickelte Algorithmus zur Bestimmung von Rechts- und Linksteilern ungera-
der Norm weiter. In den übrigen Fällen kann zumindest ein „einfaches“ Transformations-
verhalten ausgeschlossen werden. Dies wiederum lässt die Frage aufkommen, wie sich die
Theta-Konstanten eingeschränkt auf den Quaternionen-Halbraum verhalten, was im letzten
Unterkapitel des vierten Kapitels geklärt wird. Dieser Teil, welcher in Zusammenarbeit mit
A. Krieg entstanden ist, wurde insbesondere schon in dem Paper [KW14] veröffentlicht.
Nachdem die Modulgruppe, Modulformen und Theta-Reihen untersucht worden sind, wird
im fünften Kapitel die erste Art der Jacobiformen auf H1 × C2 eingeführt. Wir nennen sie
auch Jacobiformen vom Gewicht k ∈ Z und Index R, wobei R eine hermitesche 2× 2 Matrix
über den ganzen Cayley Zahlen ist. Wir werden sehen, dass die Fourier-Jacobi-Koeffizienten
von Modulformen auf dem Cayley Halbraum vom Grad 3 Beispiele eben solcher Jacobifor-
men bilden. Darüberhinaus wird gezeigt, dass sich jede Jacobiform vom Gewicht k und Index
R als Linearkombination von speziellen, linear unabhängigen Theta-Reihen schreiben lässt,
wobei die dabei auftretenden Koeffizienten klassische Modulformen zu einer Hauptkongru-
enzuntergruppe von SL(2,Z) sind. Diese Tatsache liefert uns eine Dimensionsabschätzung
für den Raum der Jacobiformen. Zum Abschluss des Kapitels geben wir weitere Beispiele für
Jacobiformen vom Gewicht k und Index R an, die sogenannten Jacobi-Eisensteinreihen.
Im letzten Kapitel dieser Arbeit wird dann die zweite Art der Jacobiformen aufH(2, C)×C1×2
C
betrachtet. Diese nennen wir Jacobiformen vom Gewicht k ∈ Z und Index m ∈ N0. Eie hat
diese Art der Jacobiformen bereits in [E00] untersucht. Wir werden zeigen, dass wir die De-
finition einer Jacobiform aus [E00] abschwächen können ohne dass die geforderten Trans-
formationseigenschaften verloren gehen. Insbesondere zeigen wir, dass in diesem Fall der
sogenannte Koecher-Effekt greift, welcher uns eine Fourier-Entwicklung über positiv semi-
definite Matrizen liefert. Auch für diese Art der Jacobiformen erhalten wir eine Darstellung
als Linearkombination von speziellen Theta-Reihen, allerdings bilden die Koeffizienten die-
ser Darstellung nun eine vektorwertige Modulform über dem Cayley Halbraum vom Grad 2.
Erneut schließen wir daraus auf einen Zusammenhang zwischen dem Raum der vektorwer-
tigen Modulformen und Jacobiformen. Es stellt sich insbesondere heraus, dass der in diesem
Zusammenhang in [E00] angegebene Gruppenhomomorphismus der Modulgruppe Γ2 in die
unitäre Gruppe vom Grad m16 überC kein solcher ist. Um dieses Problem zu lösen muss statt-
dessen eine andere Gruppe Γ∗2 betrachtet werden, die sich als Untergruppe der Γ3 definiert.
Offen ist die Frage, ob es auch in diesem Fall der Jacobiformen gelingt, Jacobi-Eisensteinreihen
zu definieren, da der von Eie beschriebene Ansatz aufgrund obiger Tatsache scheitert.
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1 Die Cayley Zahlen
Dieses Kapitel beschäftigt sich mit der Theorie der Cayley Zahlen. Nachdem wir die Defi-
nition eingeführt und grundlegende Eigenschaften wiederholt haben, werden wir uns ins-
besondere ganzer Cayley Zahlen und deren Rechts- beziehungsweise Linksteilern widmen.
Einen Algorithmus - aufbauend auf einer Arbeit von Hans Peter Rehm [Re93] - zur Bestim-
mung von Rechts- und Linksteilern finden wir bei Conway und Smith [CS03]. Dieser wurde
in Zusammenarbeit mit Derek Smith noch einmal für ganze Cayley Zahlen ungerader Norm
erweitert und soll hier vorgestellt werden.
Des Weiteren werden wir eine weitere mögliche Definition der Cayley Zahlen mit Hilfe von
Quaternionen einführen, wie sie zum Beispiel auch bei Baily [Ba73], Ebbinghaus [Eb90] oder
Freitag und Salvati Manni[FS105] zu finden ist. Um später oktonionische Theta-Konstanten
auf den Quaternionen-Halbraum zu untersuchen, ist diese Darstellung nätzlicher als die Be-
schreibung der Cayley Zahlen durch Coxeter, Rehm oder Conway und Smith.
1.1 Definition und grundlegende Eigenschaften
Zunächst wollen wir die Cayley Zahlen, welche in verschiedener Literatur auch als Oktonio-
nen oder Oktaven bezeichnet werden, einführen. Dabei werden wir - bis auf eine Ausnahme -
die Definitionen und Notation aus [Co46], [Re93] und [CS03] verwenden. Die in diesem Kapi-
tel aufgeführten Eigenschaften werden ebenfalls in obiger Literatur bewiesen und sollen hier
nur zur besseren Übersicht wiederholt werden.
Definition 1.1 Im Folgenden bezeichnen wir mit
C = Ri0 +Ri1 +Ri2 +Ri3 +Ri4 +Ri5 +Ri6 +Ri7
den achtdimensionalen R-Vektorraum der Cayley Zahlen (in der Literatur auch Oktonionen
oder Oktaven) mit den definierenden Relationen
i2j = −1 für alle 1 ≤ j ≤ 7,
i0ij = iji0 = ij für alle 1 ≤ j ≤ 7,
ipi(1) = ipi(2)ipi(4) = −ipi(4)ipi(2),
wobei pi eine beliebige Potenz der zyklischen Permutation (1234567) bezeichne (vergleiche
[Re93], Seite 273). Die letzte definierende Gleichung kann alternativ geschrieben werden als
in+1in+2 = in+4 = −in+2in+1,
in+2in+4 = in+1 = −in+4in+2,
in+4in+1 = in+2 = −in+1in+4,
wobei der Index modulo 7 berechnet wird und i0 ausgeschlossen ist (vergleiche [CS03], Seite
65). Beide Definitionen liefern die folgende Multiplikationstabelle:
1
· i0 i1 i2 i3 i4 i5 i6 i7
i0 1 i1 i2 i3 i4 i5 i6 i7
i1 i1 −1 i4 i7 −i2 i6 −i5 −i3
i2 i2 −i4 −1 i5 i1 −i3 i7 −i6
i3 i3 −i7 −i5 −1 i6 i2 −i4 i1
i4 i4 i2 −i1 −i6 −1 i7 i3 −i5
i5 i5 −i6 i3 −i2 −i7 −1 i1 i4
i6 i6 i5 −i7 i4 −i3 −i1 −1 i2
i7 i7 i3 i6 −i1 i5 −i4 −i2 −1
Die Tabelle ist dabei wie folgt zu lesen: Die erste Spalte bildet den linken und die erste Zeile
den rechten Faktor eines Produktes. Der Ausdruck i0 wird zudem mit 1 identifiziert (dies
wird auch im weiteren Verlauf der Arbeit so bleiben).
Ein Element c ∈ C schreiben wir gewöhnlich in der Form
c = c0 + c1i1 + c2i2 + c3i3 + c4i4 + c5i5 + c6i6 + c7i7
mit cj ∈ R, 0 ≤ j ≤ 7, wobei c0 der Realteil von c genannt und mit Re(c) bezeichnet wird. Die
zu c konjugierte Cayley Zahl c ist gegeben durch
c := c0 − c1i1 − c2i2 − c3i3 − c4i4 − c5i5 − c6i6 − c7i7 = 2Re(c)− c.
Die Addition der Cayley Zahlen findet komponentenweise statt. Bei der Multiplikation müs-
sen wir beachten, dass diese weder kommutativ noch assoziativ ist. 
Im Verlauf der Arbeit werden wir auch der Komplexifizierung der Cayley Zahlen begegnen.
Diese ist wie folgt definiert.
Definition 1.2 Unter der Komplexifizierung der Cayley Zahlen verstehen wir die Menge CC,
definiert durch
CC := C+Ci1 +Ci2 +Ci3 +Ci4 +Ci5 +Ci6 +Ci7
mit derselben Addition und Multiplikation wie in 1.1. Wir schreiben jedes Element c ∈ CC in
der Form
c = c0 + c1i1 + c2i2 + c3i3 + c4i4 + c5i5 + c6i6 + c7i7,
mit cj ∈ C, 0 ≤ j ≤ 7. Die konjugierte Zahl c ist analog zu den reellen Cayley Zahlen definiert
durch
c = c0 − c1i1 − c2i2 − c3i3 − c4i4 − c5i5 − c6i6 − c7i7 = 2Re(c)− c.
Auch wenn c0 nicht zwingend reell ist, schreiben wir trotzdem Re(c) = c0. 
Wie in [Re93, S.273] definieren wir die Norm einer beliebigen (komplexifizierten) Cayley
Zahl.
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Definition 1.3 Die Norm einer Cayley Zahl c ∈ C beziehungsweise c ∈ CC ist definiert durch
N(c) := c20 + c
2
1 + c
2
2 + c
2
3 + c
2
4 + c
2
5 + c
2
6 + c
2
7 = cc = cc = N(c). 
Wir müssen beachten, dass die Norm einer komplexifizierten Cayley Zahl c 6= 0 den Wert
Null annehmen kann, wie zum Beispiel c = (0 + i) + (1 + 0 · i)i1 (dabei bezeichne i die ima-
ginäre Einheit der komplexen Zahlen).
Die folgenden Eigenschaften, die Konjugation, den Realteil und die Norm betreffend, sind ein
grundlegendes Werkzeug für die Rechnung mit Cayley Zahlen (vergleiche dazu auch [CS03,
S.67 ff.].
Proposition 1.4 Seien a, b, c ∈ C beziehungsweise CC, sowie r ∈ R beziehungsweise C, dann gelten
die folgenden Rechenregeln
(a) a(b + c) = ab + ac, (a + b)c = ac + bc,
(b) r(ab) = (ra)b = a(rb) = a(br) = (ab)r = rab,
(c) a + b = a + b, ab = b a, a = a,
(d) Re(ab) = Re(ba), Re(ra) = rRe(a),
(e) Re((ab)c) = Re(a(bc)) = Re(abc),
(f) Re(abc) = Re(cab) = Re(bca)
(g) N(ab) = N(a)N(b),
(h) N(a + b) = N(a) + N(b) + 2Re(ab). 
Dabei ist in 1.4(e) zu beachten, dass die Klammern nur bei drei Elementen beliebig vertauscht
werden dürfen. Dies ist nicht mehr gültig für vier oder mehr Elemente, wie das folgende
Beispiel zeigt:
Beispiel 1.5 Wir betrachten die Cayley Zahlen a = i1, b = i2, c = i5 und d = i7. Mit Hilfe der
Multiplikationstabelle aus 1.1 berechnen wir
Re((ab)(cd)) = Re((i1i2)(i5i7)) = Re(i4i4) = Re(−1) = −1.
Andererseits gilt
Re(a((bc)d)) = Re(i1((i2i5)i7)) = Re(i1((−i3)i7)) = Re(i1(−i1)) = Re(1) = 1.
Somit gilt insbesondere
Re((ab)(cd)) 6= Re(a((bc)d)).
Analoge Gegenbeispiele können auch für mögliche andere Klammerungen gefunden wer-
den. 
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Für einige Spezialfälle lassen sich auch Realteilterme mit mehr als drei Elementen vereinfa-
chen. Dafür werden die sogenannten Moufang-Identitäten benötigt. Da diese auch ein wesent-
liches Hilfsmittel für generelle Berechnungen mit Cayley Zahlen sind, werden wir diese und
noch weitere Regeln hier kurz wiederholen beziehungsweise aufstellen (vergleiche [CS03,
S.72 f.]).
Proposition 1.6 Es gelten die folgenden Rechenregeln für alle a, b, c ∈ C beziehungsweise CC und n,
m ∈N:
(a) anam = an+m (Potenzassoziativität),
(b) a2b = (aa)b = a(ab), ba2 = b(aa) = (ba)a,
(c) a(ab) = N(a)b, (ba)a = bN(a),
(d) (ab)a = a(ba) = aba,
(e) (aba)c = a(b(ac)), c(aba) = ((ca)b)a, (ab)(ca) = a(bc)a (Moufang-Identitäten),
(f) Re((ab)(bc)) = Re(a(bb)c) = Re(aN(b)c) = N(b)Re(ac),
(g) Re((ab)(ca)) = Re(a(bc)a) = Re((bc)(aa)) = Re(bcN(a)) = N(a)Re(bc),
(h) Re(a (bcb) d) = Re((ab) c (bd)),
(i) Re((ab) (ca) a) = Re(abc)N(a). 
Wir wollen noch eine analoge Aussage zu 1.6(d) beweisen.
Proposition 1.7 Seien a, b ∈ C beziehungsweise CC, dann gilt
a(ba) = (ab)a = aba. 
Beweis
Wegen a = 2Re(a)− a gilt
(ab)a = (ab)(2Re(a)− a) = 2Re(a)(ab)− (ab)a = a(2Re(a)b)− (ab)a
1.6
= a(2Re(a)b)− a(ba) = a(2Re(a)b− ba) = a(b(2Re(a)− a))
= a(ba). 
Drei weitere wichtige Identitäten des Realteils, die wir im späteren Verlauf der Arbeit be-
nötigen, sind im Folgenden festgehalten und wurden mit dem Computerprogramm SAGE
berechnet.
4
Lemma 1.8 Seien a, b, c ∈ C beziehungsweise CC. Dann gilt
(a)
2 · Re(abc)2 = Re((a(bc))(a(bc))) + N(a) · N(b) · N(c)
= Re(((ab)c)((ab)c)) + N(a) · N(b) · N(c).
(b)
2Re(ab)Re(cb) = N(b)Re(ac) + Re((ab)(cb)) = N(b)Re(ac) + Re((bc)(ba)).
(c)
a(bc) + b(ac) = 2Re(ab)c und (ab)c + (ac)b = 2Re(bc)a. 
Wegen Re((a(bc))(a(bc))) = Re(((ab)c)((ab)c)) können wir in Teil (a) von Lemma 1.8 auch
kurz
2 · Re(abc)2 = Re((abc)2) + N(a) · N(b) · N(c)
schreiben. Allerdings müssen wir beachten, dass im Allgemeinen
Re((a(bc))(a(bc))) 6= Re((a(bc))((ab)c))
gilt. Wir dürfen die Klammerung in der Schreibweise Re((abc)2) also nicht ganz beliebig in-
terpretieren.
Mit Hilfe der Norm und der Konjugation ist es nun möglich ein inverses Element anzugeben
(vergleiche [Re93, S.273]).
Korollar 1.9 Sei c ∈ C, c 6= 0. Dann ist c invertierbar mit
c−1 =
c
N(c)
.
Insbesondere gilt N(c−1) = 1N(c) . Gilt c ∈ CC, so ist c genau dann invertierbar, falls N(c) 6= 0 gilt.
In diesem Fall ist das Inverse eindeutig bestimmt und gegeben durch c−1 = cN(c) . 
Beweis
Im Fall c ∈ C ist die Aussage klar. Sei also c ∈ CC. Gilt N(c) 6= 0, so ist cN(c) ein Inverses
von c. Angenommen es gilt N(c) = 0 und c sei invertierbar. Dann existiert ein d ∈ CC mit
cd = 1 = dc. Mit 1.4 folgt dann aber
0 = N(c)N(d) 1.4= N(cd) = N(1) = 1.
Da dies offensichtlich ein Widerspruch ist, kann c nicht invertierbar sein. Es bleibt zu zei-
gen, dass das Inverse, im Fall N(c) 6= 0, eindeutig ist. Sei dazu d ∈ CC mit cd = 1. Mit 1.6
berechnen wir
cd = 1⇒ c(cd) = c 1.6⇒ N(c)d = c N(c) 6=0⇒ d = cN(c) . 
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Weiterhin gilt für die Cayley Zahlen die Schwarz’sche Ungleichung (vergleiche [Re93, S.274]).
Lemma 1.10 (Schwarz’sche Ungleichung)
Seien a, b ∈ C. Dann gilt ∣∣∣Re(ab)∣∣∣ ≤ √N(a)√N(b).
Gilt weiter N(a) = N(b), so folgt∣∣∣Re(ab)∣∣∣ = √N(a)√N(b)⇔ a = ±b. 
Ebenfalls wichtig für einige Beweise dieser Arbeit ist der folgende Satz aus [CS03, S.88], der
sich als Folgerung aus den Moufang-Identitäten 1.6 schließen lässt.
Satz 1.11 Seien a und b ∈ CC. Dann ist die von a und b erzeugte Unteralgebra von CC assoziativ. 
Es ist auch möglich die Cayley Zahlen aus der Menge der QuaternionenH = R+Ri +Rj +
Rk mit i2 = j2 = k2 = −1 und ij = k zu konstruieren, indem eine neue Einheit e1 hinzugefügt
wird. Diese Konstruktion wollen wir nun im Folgenden erklären, da diese Darstellung bei
der Einschränkung oktonionischer Theta-Konstanten auf den Quaternionen-Halbraum von
Vorteil ist. In [Co46, S.566 f.] finden wir eine genaue Übersetzung zwischen den Cayley Zahlen
in der Standardbasis i0, · · · , i7 und den Cayley Zahlen in der Schreibweise α+ e1β, wobei α
und β Quaternionen sind.
Definition 1.12 Bezeichnen wir mitH die Menge der Quaternionen, so sind die Cayley Zah-
len gegeben durch C = H+ e1H, wobei e1 eine neue Einheit ist und die Multiplikation fol-
gender Regel unterliegt
(α+ e1β) (γ+ e1δ) =
(
αγ− δβ)+ e1 (αδ+ γβ) für α, β, γ, δ ∈H.
Dabei sind α und β die quaternionischen Konjugierten von α beziehungsweise β, das heißt
α = α0 + α1i + α2 j + α3k = α0 − α1i− α2 j− α3k
β = β0 + β1i + β2 j + β3k = β0 − β1i− β2 j− β3k. 
Wollen wir zwischen der Standardbasis i0, · · · , i7 der Cayley Zahlen und der Schreibweise
α + e1β mit Quaternionen α und β wechseln, so nutzen wir die folgende Übersetzung (ver-
gleiche [Co46, S.566 f.]).
Lemma 1.13 Sei c = c0 + c1i1 + c2i2 + c3i3 + c4i4 + c5i5 + c6i6 + c7i7 eine Cayley Zahl in der
Standardbasis. Wollen wir c in der Form α+ e1β schreiben mit Quaternionen α und β, so sind diese
wie folgt definiert
α = c0 + c2i + c1 j− c4k und β = c3 − c5i− c7 j− c6k,
wobei wir die Einheiten gemäß i = i2, j = i1, k = −i4 und e1 = i3 identifizieren. 
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Beweis
Mit Hilfe der Multiplikationstabelle aus 1.1 berechnen wir
α+ e1β = c0 + c2i + c1 j− c4k + e1(c3 − c5i− c7 j− c6k)
= c0 + c2i2 + c1i1 + c4i4 + i3(c3 − c5i2 − c7i1 + c6i4)
= c0 + c1i1 + c2i2 + c4i4 + c3i3 − c5(−i5)− c7(−i7) + c6i6 = c.
Es bleibt zu überprüfen, dass auch die Multiplikation entsprechend übereinstimmt. Seien da-
zu
c = c0 + c1i1 + c2i2 + c3i3 + c4i4 + c5i5 + c6i6 + c7i7 und
d = d0 + d1i1 + d2i2 + d3i3 + d4i4 + d5i5 + d6i6 + d7i7
zwei Cayley Zahlen in der Standardbasis und
α = c0 + c2i + c1 j− c4k, β = c3 − c5i− c7 j− c6k,
γ = d0 + d2i + d1 j− d4k, δ = d3 − d5i− d7 j− d6k
entsprechend obiger Regel definiert. Dann gilt zum einen nach den Multiplikationsregeln der
Standardbasis (vergleiche 1.1)
c · d = c0d0 − c1d1 − c2d2 − c3d3 − c4d4 − c5d5 − c6d6 − c7d7
+(c1d0 + c0d1 − c4d2 − c7d3 + c2d4 − c6d5 + c5d6 + c3d7)i1
+(c2d0 + c4d1 + c0d2 − c5d3 − c1d4 + c3d5 − c7d6 + c6d7)i2
+(c3d0 + c7d1 + c5d2 + c0d3 − c6d4 − c2d5 + c4d6 − c1d7)i3
+(c4d0 − c2d1 + c1d2 + c6d3 + c0d4 − c7d5 − c3d6 + c5d7)i4
+(c5d0 + c6d1 − c3d2 + c2d3 + c7d4 + c0d5 − c1d6 − c4d7)i5
+(c6d0 − c5d1 + c7d2 − c4d3 + c3d4 + c1d5 + c0d6 − c2d7)i6
+(c7d0 − c3d1 − c6d2 + c1d3 − c5d4 + c4d5 + c2d6 + c0d7)i7
und zum anderen gilt nach den Multiplikationsregeln für Quaternionen
αγ = (c0 + c2i + c1 j− c4k)(d0 + d2i + d1 j− d4k)
= c0d0 − c1d1 − c2d2 − c4d4 + (c0d2 + c2d0 − c1d4 + c4d1)i
(c0d1 + c1d0 + c2d4 − c4d2)j− (c0d4 + c4d0 − c2d1 + c1d2)k,
sowie
−δβ = −(d3 − d5i− d7 j− d6k)(c3 − c5i− c7 j− c6k)
= (−d3 + d5i + d7 j + d6k)(c3 + c5i + c7 j + c6k)
= −c3d3 − c5d5 − c6d6 − c7d7 + (−c5d3 + c3d5 + c6d7 − c7d6)i
+(−c7d3 + c3d7 − c6d5 + c5d6)j− (c6d3 − c3d6 + c5d7 − c7d5)k
7
und
αδ = (c0 + c2i + c1 j− c4k)(d3 − d5i− d7 j− d6k)
= c0d3 − c2d5 − c1d7 + c4d6 + (−c0d5 − c2d3 + c1d6 + c4d7)i
+(−c0d7 − c2d6 − c1d3 − c4d5)j− (c0d6 − c2d7 + c1d5 − c4d3)k
sowie
γβ = (d0 + d2i + d1 j− d4k)(c3 − c5i− c7 j− c6k)
= c3d0 + c5d2 + c7d1 − c6d4 + (−c5d0 + c3d2 − c6d1 − c7d4)i
+(−c7d0 + c6d2 + c3d1 + c5d4)j− (c6d0 + c7d2 − c5d1 + c3d4)k.
Mit diesen Rechnungen und obiger Übersetzung der Einheiten folgt dann
(α+ e1β)(γ+ e1δ) = (αγ− δβ) + e1(αδ+ γβ)
= c0d0 − c1d1 − c2d2 − c4d4 − c3d3 − c5d5 − c6d6 − c7d7
+(c0d2 + c2d0 − c1d4 + c4d1 − c5d3 + c3d5 + c6d7 − c7d6)i
+(c0d1 + c1d0 + c2d4 − c4d2 − c7d3 + c3d7 − c6d5 + c5d6)j
−(c0d4 + c4d0 − c2d1 + c1d2 + c6d3 − c3d6 + c5d7 − c7d5)k
+e1 [c0d3 − c2d5 − c1d7 + c4d6 + c3d0 + c5d2 + c7d1 − c6d4
+(−c0d5 − c2d3 + c1d6 + c4d7 − c5d0 + c3d2 − c6d1 − c7d4)i
+(−c0d7 − c2d6 − c1d3 − c4d5 − c7d0 + c6d2 + c3d1 + c5d4)j
−(c0d6 − c2d7 + c1d5 − c4d3 + c6d0 + c7d2 − c5d1 + c3d4)k]
= c0d0 − c1d1 − c2d2 − c3d3 − c4d4 − c5d5 − c6d6 − c7d7
+(c0d2 + c2d0 − c1d4 + c4d1 − c5d3 + c3d5 + c6d7 − c7d6)i2
+(c0d1 + c1d0 + c2d4 − c4d2 − c7d3 + c3d7 − c6d5 + c5d6)i1
+(c0d4 + c4d0 − c2d1 + c1d2 + c6d3 − c3d6 + c5d7 − c7d5)i4
+(c0d3 − c2d5 − c1d7 + c4d6 + c3d0 + c5d2 + c7d1 − c6d4)i3
+(c0d5 + c2d3 − c1d6 − c4d7 + c5d0 − c3d2 + c6d1 + c7d4)i5
+(c0d7 + c2d6 + c1d3 + c4d5 + c7d0 − c6d2 − c3d1 − c5d4)i7
+(c0d6 − c2d7 + c1d5 − c4d3 + c6d0 + c7d2 − c5d1 + c3d4)i6.
Also stimmen auch die definierten Multiplikationen überein. 
Die Begriffe der Konjugation, der Norm und des Realteils können auch hier definiert werden.
Wenn wir beachten, dass die Norm eines Quaternions a = a0 + a1i + a2 j + a3k gegeben ist
durch NH(a) = a20 + a
2
1 + a
2
2 + a
2
3 und der Realteil durch ReH(a) = a0, so können wir leicht
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nachrechnen, wie Norm, Realteil und Konjugation für Cayley Zahlen der Form α+ e1β mit α,
β ∈H definiert sein müssen.
Korollar 1.14 Seien α, β ∈H. Dann ist die zu α+ e1β konjugierte Cayley Zahl gegeben durch
α+ e1β = α− e1β.
Die Norm von α+ e1β berechnet sich zu
N(α+ e1β) = NH(α) + NH(β) = (α+ e1β) (α+ e1β)
und der Realteil ist definiert als
Re(α+ e1β) := ReH(α). 
1.2 Die ganzen Cayley Zahlen
In diesem Abschnitt wollen wir die sogenannten ganzen Cayley Zahlen (oder auch Coxeters
ganze Zahlen) einführen, welche ein Analogon zu den ganzen Zahlen in R bilden und eine
Maximalordnung der Cayley Zahlen sind. Zur Definition verwenden wir die Notation aus
[Co46, S.566 f.] beziehungsweise [Re93, S.274 f.].
Definition 1.15 Das Z-Modul
OC := Z+Zi1 +Zi2 +Zi4 +Zh +Zi1h +Zi2h +Zi4h
mit
h = 12 (i1 + i2 + i3 − i4)
nennen wir Coxeters ganze Cayley Zahlen. 
Mit Hilfe der Multiplikationstabelle 1.1 können wir die Ausdrücke i1h, i2h und i4h konkret
berechnen. Es gilt
i1h = 12 (−1+ i2 + i4 + i7) ,
i2h = 12 (−1− i1 − i4 + i5) ,
i4h = 12 (1− i1 + i2 − i6) .
Die ganzen Cayley Zahlen bilden eine sogenannte Maximalordnung in den Cayley Zahlen.
Der Begriff Maximalordnung wird dabei in Analogie zu [Kr85, S.3] definiert.
Definition 1.16 Eine Teilmenge M von C heißt Ordnung von C falls die folgenden Bedingun-
gen erfüllt sind:
(i) M ist ein Gitter in C, das bedeutet es existiert eine Basis v1, · · · , v8 von C, sodass M =
Zv1 +Zv2 + · · ·+Zv8 gilt.
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(ii) M ist ein Nicht-assoziativer Teilring von C, welcher das Einselement enthält.
(iii) 2Re(c) ∈ Z und N(c) ∈ Z für alle c ∈ M.
Eine Ordnung M wird maximal genannt, falls jede Ordnung, die M enthält, bereits gleich M
ist. 
Es existieren genau 7 isomorphe Maximalordnungen von C. Einen Beweis dieser Aussage
sowie die Auflisting der Maximalordnungen findet sich zum Beispiel in [EP69, S.172 f.] und
in [CS03, S.102 f.]. Sobald nicht anders gesagt, werden wir uns im Folgenden immer auf obige
Definition beziehen und mit dieser Maximalordnung rechnen.
Korollar 1.17 Die ganzen Cayley Zahlen OC sind abgeschlossen unter Konjugation. 
Beweis
Für z ∈ OC gilt
z = z0 + z1i1 + z2i2 + z3i4 + z4h + z5i1h + z6i2h + z7i4h
= z0 − z5 − z6 + z7 − z1i1 − z2i2 − z3i4 − z4h− z5i1h− z6i2h− z7i4h ∈ OC . 
Da wir hauptsächlich Cayley Zahlen in der Standardbasis i0, · · · , i7 betrachten, zitieren wir
aus [CS03, S.101 f.] ein Kriterium, welches uns angibt, wann eine Cayley Zahl in Standardba-
sis eine ganze Cayley Zahl ist.
Lemma 1.18 Eine Cayley Zahl c = c0 + c1i1 + c2i2 + c3i3 + c4i4 + c5i5 + c6i6 + c7i7 ∈ C ist genau
dann eine ganze Cayley Zahl, falls
(i) cj ∈ Z für alle 0 ≤ j ≤ 7 oder falls
(ii) cj ∈ 12Z\Z für alle 0 ≤ j ≤ 7 oder falls
(iii) {j ∈ {0, 1, 2, 3, 4, 5, 6, 7}; cj ∈ 12Z\Z} ∈ M
gilt. Dabei ist M definiert durch
M := { { 0, 2, 3, 5}, {0, 3, 4, 6}, {3, 4, 5, 7}, {1, 3, 5, 6}, {2, 3, 6, 7}, {0, 1, 3, 7}, {1, 2, 3, 4},
{ 1, 4, 6, 7}, {1, 2, 5, 7}, {0, 1, 2, 6}, {0, 2, 4, 7}, {0, 1, 4, 5}, {2, 4, 5, 6}, {0, 5, 6, 7}}. 
Bei ganzen Cayley Zahlen wird es manchmal nötig sein zwischen der Schreibweise der Stan-
dardbasis i0, · · · , i7 und Coxeters Z-Basis zu wechseln. Das folgende Korollar hilft bei der
Umrechnung.
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Korollar 1.19 Jede Cayley Zahl c ∈ OC lässt sich sowohl eindeutig als Linearkombination der Z-
Basis i0, i1, i2, i4, h, i1h, i2h, i4h als auch der Standardbasis i0, · · · , i7 schreiben. Dabei gelten die
folgenden Umrechnungen
c = c0 + c1i1 + c2i2 + c3i3 + c4i4 + c5i5 + c6i6 + c7i7
= (c0 + c5 + c6 + c7) + (c1 − c3 + c5 − c6) i1 + (c2 − c3 + c6 − c7) i2 + (c3 + c4 + c5 − c7) i4
+2c3h + 2c7i1h + 2c5i2h− 2c6i4h
beziehungsweise
c = c0 + c1i1 + c2i2 + c3i4 + c4h + c5i1h + c6i2h + c7i4h
=
(
c0 − 12 c5 − 12 c6 + 12 c7
)
+
(
c1 + 12 c4 − 12 c6 − 12 c7
)
i1 +
(
c2 + 12 c4 +
1
2 c5 +
1
2 c7
)
i2
+ 12 c4i3 +
(
c3 − 12 c4 + 12 c5 − 12 c6
)
i4 + 12 c6i5 − 12 c7i6 + 12 c5i7. 
Coxeter bewies in [Co46, S.576 f.] folgende bemerkenswerte Eigenschaft der ganzen Cayley
Zahlen.
Satz 1.20 Zu jedem a ∈ C existiert ein b ∈ OC mit
N(a− b) ≤ 12 . 
Als direkte Folgerung von 1.20 gilt:
Korollar 1.21 Seien a, b ∈ OC . und b 6= 0. Dann existieren c, c′, d, d′ ∈ OC mit
a = cb + d = bc′ + d′ und N(d) ≤ 12 N(b) beziehungsweise N(d′) ≤ 12 N(b). 
Diese Eigenschaft wird vor allem im neuen Algorithmus zur Bestimmung von Rechts- und
Linksteilern ungerader Norm von ganzen Cayley Zahlen benötigt.
Wir wissen, dass jede ganze Cayley Zahl nach Definition der Maximalordnung eine ganzzah-
lige Norm besitzt. Wir wollen nun insbesondere die ganzen Cayley Zahlen betrachten, deren
Norm 1 ist. Wegen 1.17 und 1.9 liegt das Inverse einer ganzen Cayley Zahl von Norm 1 eben-
falls wieder in OC . Ebenso können wir zeigen, dass diejenigen ganzen Cayley Zahlen, deren
Inverses wieder ganz ist, Norm 1 besitzen (vergleiche [Re93, S.277]).
Definition 1.22 Die Teilmenge O×C der ganzen Cayley Zahlen definiert durch
O×C = {ε ∈ OC ; ε−1 ∈ OC} = {ε ∈ OC ; N(ε) = 1}. 
bezeichnen wir als Einheiten in den ganzen Cayley Zahlen.
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Coxeter [Co46, S.568 ff.] zeigte, dass es genau 240 Einheiten gibt. Weiter bewies er, dass 2160
ganze Cayley Zahlen von Norm 2 und 6720 ganze Cayley Zahlen von Norm 3 existieren. Eine
allgemeine Formel (inklusive Beweis), die die Anzahl der ganzen Cayley Zahlen von Norm
m für eine natürliche Zahl m angibt, findet sich zum Beispiel in [Re93, S.287 f.]:
Satz 1.23 Bezeichnen wir mit σ3(m) die Summe der dritten Potenzen der natürlichen Teiler d von
m ∈N, so ist die Anzahl der ganzen Cayley Zahlen von Norm m gegeben durch
240 σ3(m) = 240∑
d|m
d3.

Wir wollen uns nun noch einmal die zweite Definition der Cayley Zahlen via Verdopplung
von Quaternionen anschauen (vergleiche 1.12) und auch in diesem Fall angeben, wie eine Ma-
ximalordnung - in Abhängigkeit von der Maximalordnung auf den Quaternionen - aussieht.
Hier verwenden wir die Definition aus Freitag und Salvati Manni [FS105, S. 45].
Lemma 1.24 Eine Maximalordnung auf C ist gegeben durch
O′C =
3⋃
j=0
(
αj +OH + e1OH
)
mit
α0 = 0, α1 =
1+ i
2
+ e1
1+ k
2
, α2 =
1+ k
2
+ e1
1+ i
2
, α3 =
1+ j
2
+ e1
1+ j
2
.
Dabei bezeichnen wir mit OH die Menge der ganzen Quaternionen beziehungsweise Hurwitz Qua-
ternionen, definiert durch
OH = Z+Zi +Zj +Zω mit ω = 12 (1+ i + j + k). 
Es ist zu beachten, dass diese Maximalordnung nicht mit Coxeters ganzen Zahlen aus Defini-
tion 1.15 übereinstimmt. Würden wir O′C in der Form von Lemma 1.18 schreiben wollen, so
sähe dies wie folgt aus:
Lemma 1.25 Eine Cayley Zahl c = c0 + c1i1 + c2i2 + c3i3 + c4i4 + c5i5 + c6i6 + c7i7 ∈ C liegt
genau dann in O′C , falls
(i) cj ∈ Z für alle 0 ≤ j ≤ 7 oder falls
(ii) cj ∈ 12Z\Z für alle 0 ≤ j ≤ 7 oder falls
(iii) {j ∈ {0, 1, 2, 3, 4, 5, 6, 7}; cj ∈ 12Z\Z} ∈ M′
gilt. Dabei ist M definiert durch
M′ := { { 1, 2, 3, 5}, {1, 3, 4, 6}, {1, 4, 5, 7}, {0, 1, 5, 6}, {1, 2, 6, 7}, {0, 1, 3, 7}, {0, 1, 2, 4},
{ 0, 4, 6, 7}, {0, 2, 5, 7}, {0, 2, 3, 6}, {2, 3, 4, 7}, {0, 3, 4, 5}, {2, 4, 5, 6}, {3, 5, 6, 7}}. 
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1.3 Rechts- und Linksteiler
Da die Multiplikation der Cayley Zahlen (und damit auch der ganzen Cayley Zahlen) nicht
kommutativ ist, müssen wir - wenn wir von Teilern sprechen wollen - zwischen Rechts- und
Linksteilern unterscheiden. Conway und Smith haben - auf der Grundlage der Arbeit Prime
factorization of integral Cayley octaves von Rehm [Re93] - einen Algorithmus zur Bestimmung
aller Rechts- beziehungsweise Linksteiler einer ganzen Cayley Zahl entwickelt. In Zusam-
menarbeit mit Derek Smith habe ich diesen Algorithmus speziell für ganze Cayley Zahlen un-
gerader Norm weiterentwickelt. Dieser Algorithmus soll insbesondere hier vorgestellt wer-
den, denn er bildet eine wichtige Grundlage zur Bestimmung von Theta-Konstanten unter
der transponierten Abbildung, welche wir in einem späteren Kapitel dieser Arbeit behandeln
werden.
Definition 1.26 Eine ganze Cayley Zahl b ∈ OC , b 6= 0, heißt Rechts- beziehungsweise Links-
teiler von a ∈ OC , falls ab−1 ∈ OC beziehungsweise b−1a ∈ OC gilt. Wir schreiben kurz b |r a
beziehungsweise b |l a. 
Da die kanonische Involution a 7→ a ein Antiautomorphismus ist und OC = OC gilt (Folge-
rung aus 1.17), erhalten wir aus jeder Aussage über Rechtsteiler auch eine duale über Linkstei-
ler (und umgekehrt), sodass wir ohne Beschränkung der Allgemeinheit nur noch die Rechts-
teiler untersuchen.
Die Rechtsteilerrelation ist nicht transitiv. Ist c ein Rechtsteiler von b und b ein Rechtsteiler
von a, so ist c nicht zwingend ein Rechtsteiler von a. Setze zum Beispiel
a = 1− i1 − 4i2 − i4 − i5, b = −1− 52 i1 + 32 i4 + 12 i6 + 12 i7, c = −2+ 12 i1 − 12 i2 + 12 i3 − 12 i4.
Dann sind a, b und c offensichtlich ganze Cayley Zahlen und es gilt
ab−1 = i1 + i4 ∈ OC und bc−1 = i1 − i4 ∈ OC ,
das heißt b |r a und c |r b. Eine Berechnung von ac−1 liefert
ac−1 = 95 i2 − 15 i3 − e4 + 45 i5 − 15 i6 + 15 i7 6∈ OC ,
demnach ist c kein Rechtsteiler von a.
Aufgrund von 1.7 könnte der Eindruck entstehen, dass für zwei ganze Cayley Zahlen a und
b gilt, dass auch aba−1 wieder eine ganze Cayley Zahl ist. Dies gilt im Allgemeinen nur dann
gültig, wenn a eine Einheit ist. Bereits im Fall N(a) = 2 und b ∈ O×C lässt sich leicht ein
Gegenbeispiel angeben: Seien
a = −1+ 1
2
i1 +
1
2
i3 +
1
2
i5 − 12 i6 ∈ OC und b =
1
2
+
1
2
i1 +
1
2
i2 +
1
2
i6 ∈ O×C .
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Dann ist aba−1 keine ganze Cayley Zahl, denn
aba−1 =
1
2
− 1
4
i1 − 14 i3 +
3
4
i5 +
1
4
i6 /∈ OC .
Einige Äquivalenzen zum Prüfen auf Rechtsteilbarkeit sind im folgendem Lemma aufgelistet
(vergleiche [Re93, S.277 f.]).
Lemma 1.27 a) Sei ε ∈ OC eine ganze Cayley Zahl, dann gilt
ε |r c für alle c ∈ OC ⇔ ε ∈ O×C .
b) Seien a, b ∈ OC , b 6= 0, dann gilt
b |r a ⇔ N(b) | ab.
c) Seien ε ∈ O×C , a, b ∈ OC , b 6= 0, dann gilt
b |r a ⇔ εb |r εa ⇔ bε |r εaε ⇔ εbε |r aε. 
Im Verlauf der Arbeit benötigen wir, um die Fourier-Koeffizienten von Theta-Konstanten zu
bestimmen, die Anzahl der Rechts- und Linksteiler von vorgegebener Norm beziehungsweise
nur solche Rechtsteiler vorgegebener Norm, die eine vorgeschriebene Kongruenzbedingung
erfüllen. Einen Algorithmus zur Bestimmung aller Rechts- und Linksteiler haben Conway
und Smith [CS03, S.111 f.] auf der Grundlage des Algorithmus von Rehm [Re93, S.278 f.]
entwickelt. Das Ergebnis ist in folgedem Satz festgehalten.
Satz 1.28 Sei 0 6= a ∈ OC mit N(a) = mn, wobei m und n natürliche Zahlen seien. Weiter sei
d = ggT(n, m, a), dann existieren genau 240 σ3(d) Rechts- beziehungsweise Linksteiler b von a mit
N(b) = m. 
Dabei bedeutet d = ggT(n, m, a), dass d die größte natürliche Zahl ist, die sowohl n als auch
m teilt und gleichzeitig ein Teiler von a ist. Wir beachten, dass wegen d ∈ N ⊂ R hier nicht
zwischen Rechts- beziehungsweise Linksteiler unterschieden werden muss.
Nach 1.28 könnten wir vermuten, dass die 240 in der Anzahl der Rechts- beziehungsweise
Linksteiler daher kommt, dass mit jedem gefundenen Rechtsteiler b von a auch bε bezie-
hungsweise εb für eine Einheit ε ∈ O×C wieder ein Rechtsteiler von a ist. Diese Aussage ist
jedoch nicht richtig. Wir betrachten dazu das folgende Beispiel: Seien
a = 1+ i1 + i2 + i3, b = 1− i3 ∈ OC und ε = − 12 + 12 i1 + 12 i2 + 12 i6 ∈ O×C .
Dann ist b ein Rechtsteiler von a, denn
ab−1 = 12 i1 +
1
2 i2 + i3 +
1
2 i5 +
1
2 i7 ∈ OC .
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Betrachten wir aber
a(bε)−1 = 12 − i1 − 12 i2 − 12 i6 − 12 i7 beziehungsweise a(εb)−1 = 12 − 12 i2 − i3 + 12 i4 + 12 i5,
so sehen wir mit Hilfe von 1.18, dass beide Ausdrücke keine ganze Cayley Zahl darstellen.
Somit ist weder bε noch εb ein Teiler von a.
Wir wollen die Aussage von Satz 1.28 noch verschärfen. Dabei betrachten wir vor allem
Rechtsteiler (beziehungsweise Linksteiler) von ungerader Norm. Hat eine ganze Cayley Zahl
eine ungerade Norm, so ist sie kongruent zu einer Einheit ε ∈ OC modulo 2OC . Wir untersu-
chen in Folgendem, wieviele der 240 σ3(d) Rechts- beziehungsweise Linksteiler kongruent zu
einer vorgegebenen Einheit ε sind. Einen Spezialfall hiervon hat Rehm [Re93, S.281 f.] bereits
betrachtet:
Korollar 1.29 Sei a ∈ OC , N(a) = nm, n, m ∈N teilerfremd und m ungerade. Dann gibt es genau
240 Rechtsteiler b ∈ OC von a mit N(b) = m. Genau zwei dieser Teiler sind kongruent zu 1 modulo
2OC . 
Wir wollen nun zeigen, dass sich die Menge der Rechtsteiler ungerader Norm von a, N(a) =
nm, auf die 120 verschiedenen Einheiten modulo OC gleichverteilen, das bedeutet, zu jedem
Paar ±ε ∈ OC existieren genau 2 σ3(d) Rechts- beziehungsweise Linksteiler mit ungerader
Norm m, die kongruent zu ε modulo 2OC sind. Dabei bezeichne d wieder den größten ge-
meinsamen Teiler von n, m und a.
Zur Vorbereitung dieses Satzes führen wir die folgende Definition ein.
Definition 1.30 Sei d ∈ N0, dann bezeichnen wir mit Od die Menge aller ganzen Cayley
Zahlen von Norm d. Das bedeutet
Od = {c ∈ OC | N(c) = d}.

Wir haben bereits gesehen, dass genau 240 σ3(d) ganze Oktonion mit Norm d existieren, das
heißt die Anzahl der Elemente in Od sind 240 σ3(d). Als erste Hilfsaussage zeigen wir, dass
diese Oktonionen bei ungeradem d gleichverteilt sind über alle 120 Kongruenzklassen modu-
lo 2OC , die repräsentiert sind durch ±ε Paare von Einheiten ε.
Lemma 1.31 Sei d ∈ N0 ungerade und ±ε ∈ O×C beliebig, dann ist die Anzahl aller Elemente aus
Od, die kongruent zu ±ε modulo 2OC sind gegeben durch 2 σ3(d). 
Beweis
Sei α ∈ Od kongruent zu einer Einheit ε ∈ O×C modulo 2OC . Dann ist α ebenfalls kongruent
zu −ε modulo 2OC , da bereits ε ≡ −ε modulo 2OC gilt. Andererseits können wir α schreiben
als
α = ε+ 2γ für ein γ ∈ OC .
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Sei nun ε′ ∈ O×C mit ε′ 6= ε. Dann definieren wir α′ durch α′ = α(εε′). Damit gilt offensichtlich
N(α′) = N(α(εε′)) = N(α)N(ε)N(ε′) = N(α) = d
und
α′ = α(εε′) = (ε+ 2γ)(εε′) = ε(εε′) + 2γ(εε′) = ε′ + 2γ(εε′) ≡ ε′ modulo 2OC .
Wegen ε′ 6= ε folgt εε′ 6= 1 und damit α 6= α′.
Sind nun α1 und α2 ∈ Od, α1 6= α2, mit α1 ≡ ε ≡ α2 modulo 2OC , dann sind auch die
entsprechend konstruierten α′1 und α
′
2 verschieden, denn andernfalls würde wegen der Null-
teilerfreiheit der Cayley Zahlen gelten
α′1 = α
′
2 ⇔ α1(εε′) = α2(εε′)⇔ (α1(εε′))(εε′) = (α2(εε′))(εε′)
⇔ α1N(εε′) = α2N(εε′)⇔ α1 = α2.
Haben wir also k verschiedene α ≡ ε gefunden, so erhalten wir auch genau k verschiedene
α′ ≡ ε′, die im Fall ε′ 6= ±ε wegen der Kongruenzbedingung von den α verschieden sein
müssen. Da es insgesamt 240 σ3(d) Elemente von Norm d gibt und 120 Paare ±ε ∈ O×C , sind
genau 2 σ3(d) Elemente kongruent zu einem Paar ±ε. 
Für den veränderten Algorithmus benötigen wir folgende Hilfsaussage.
Lemma 1.32 Seien ρ, a, b, a′, b′ ∈ OC mit ρ = ab = a′b′ und N(a), N(a′) ungerade. Gilt zusätzlich
a ≡ a′ mod 2OC , so folgt b ≡ b′ mod 2OC . 
Beweis
Wegen N(a), N(a′) ungerade und der Voraussetzung a ≡ a′ gilt a ≡ ε ≡ a′ mod 2OC für ein
ε ∈ O×C . Ist ρ ≡ 0 mod 2OC , so muss wegen
0 ≡ ρ = ab ≡ εb, auch b ≡ 0 mod 2OC
gelten. Eine analoge Rechnung gilt für b′, sodass in diesem Fall b ≡ 0 ≡ b′ gezeigt ist.
Ist ρ ≡ η mod 2OC für ein η ∈ OC mit N(η) = 2, so gilt
η ≡ ρ = ab ≡ εb mod 2OC , also b ≡ εη.
Auch hier gilt eine analoge Rechnung für b′ und damit b ≡ εη ≡ b′ mod 2OC .
Tritt schlussendlich der Fall ein, dass ρ ≡ δ mod 2OC gilt für ein δ ∈ O×C , so berechnen wir
δ ≡ ρ = ab ≡ εb, also b ≡ εδ.
Wieder führt eine analoge Rechnung zu b ≡ εδ ≡ b′ mod 2OC , sodass die Behauptung bewie-
sen ist. 
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Wir zeigen nun, dass bei vorgegebenem ρ mit ungerader Norm die durch den Algorithmus
erhaltenen Rechts- beziehungsweise Linksteiler (von ungerader Norm) gleichverteilt sind be-
züglich der Kongruenzklassen ±ε modulo 2OC . Hier ist der Beweis in Zusammenarbeit mit
Derek Smith entstanden.
Satz 1.33 Sei ρ ∈ OC von ungerader Norm nm. Dann existieren 240 σ3(d) Rechts- beziehungsweise
Linksteiler von ρ mit Norm m, wobei d der größte gemeinsame Teiler von n, m und ρ ist. Von diesen
sind genau 2 σ3(d) kongruent zu ±ε modulo 2OC für jedes Paar ±ε von Einheiten.
Beweis
Wir betrachten zunächst den Algorithmus zur Bestimmung von Rechts- beziehungsweise
Linksteilern von ρ wie er in [CS03, S.111 f.] steht. Im Anschluss werden wir diesen so ab-
ändern, dass er die gewünschte Zusatzbedingung erfüllt.
Nach Voraussetzung gilt N(ρ) = nm. Wir setzen n = m0, m = m1 und ρ = ρ1. Mit Hilfe von
1.20 können wir ρ schreiben als
ρ1 = γ1m1 + ρ2 mit γ1, ρ2 ∈ OC und N(ρ2) ≤ 12 m21. (1)
Gilt nun ρ2 = 0 so sind wir fertig und wir erhalten alle Rechtsteiler von ρ = ρ1, indem wir m1
durch µ1µ1, µ1 ∈ Om1 ersetzen und wie folgt umklammern
ρ1 = γ1m1 = γ1(µ1µ1) = (γ1µ1)µ1.
Die Rechtsteiler von ρ sind in diesem Fall alle ganzen Cayley Zahlen von Norm m und diese
sind nach 1.31 (da m ungerade ist) gleichverteilt auf die Kongruenzklassen ±ε modulo 2OC .
(wir beachten, dass wegen nm = N(ρ) = N(γ1m1) = N(γ1)m21 und m = m1 bereits folgt,
dass n von m1 geteilt wird und damit d = ggT(n, m, ρ) = m1 gilt).
Im Fall ρ2 6= 0 betrachten wir die Norm von ρ2 genauer. Zunächst zeigen wir, dass die Norm
von ρ2 durch m1 teilbar ist. Formen wir Gleichung (1) nach ρ2 um, so folgt
N(ρ2) = N(ρ2) = N(ρ1 − γ1m1) = N(ρ1) + m21N(γ1)−m1 · 2Re(ρ1γ1).
Da jeder Term der rechten Seite durch m1 teilbar ist, ist auch die Norm von ρ2 durch m1 teilbar.
Weil die Norm von ρ2 ganzzahlig ist, können wir also schreiben N(ρ2) = m1m2 mit m2 ∈ N.
Aus Gleichung (1) wissen zudem, dass N(ρ2) = m1m2 ≤ 12 m21 gilt. Dividieren wir beide Seiten
der Ungleichung durch m1, so folgt insgesamt
N(ρ2) = m2m1 mit m2 ≤ 12 m1 < m1. (2)
Gleichung (1) und (2) zusammengefasst ergibt dann
ρ1 = γ1m1 + ρ2, N(ρ2) = m2m1 und m2 < m1. (3)
Das obige Verfahren können wir nun auch auf ρ2 und m2 anwenden anstelle von ρ1 und m1.
Das bedeutet wir erhalten
ρ2 = γ2m2 + ρ3, N(ρ3) = m2m3 und m3 < m2 < m1.
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Iterieren wir diesen Schritt so erhalten wir sukzessive ρi, γi und ρi+1 ∈ OC sowie mi, mi+1 ∈
Nmit
ρi = γimi + ρi+1, N(ρi+1) = mimi+1 und mi+1 < mi < · · · < m1. (4)
Da mi+1 immer kleiner wird, aber von unten durch Null beschränkt ist, muss der Algorithmus
terminieren und wir erhalten im N-ten Schritt:
ρN−1 = γN−1mN−1 + ρN , N(ρN) = mN−1mN und 0 < mN < mN−1
ρN = γNmN .
Wir wollen nun diesen Teil des Algorithmus so verändern, dass die in jedem Schritt auftau-
chenden ganzen Cayley Zahlen ρi+1 von ungerader Norm sind und gleichzeitig N(ρi+1) <
N(ρi) erfüllen. Dadurch werden zwar eventuell mehr Schritte im Algorithmus nötig sein,
aber die Bedingung N(ρi+1) < N(ρi) sichert uns immer noch, dass der Algorithmus ter-
miniert. Die Forderung der ungeraden Norm benötigen wir dann im Rückwärtsschritt des
Algorithmus um die gewünschte Gleichverteilung zu erhalten.
Sei im obigen Algorithmus i minimal mit der Eigenschaft
ρi = γimi + ρi+1, N(ρi+1) = mimi+1 gerade und mi+1 < mi.
Da i minimal gewählt ist, ist N(ρi) = mi−1mi ungerade. Damit folgt aber, dass bereits mi
ungerade ist und somit, wegen N(ρi+1) = mimi+1 gerade, dass mi+1 gerade sein muss. Wir
schauen uns nun ρi+1 genauer an und machen vier Fallunterscheidungen nach der Anzahl
und der Verteilung der ganzzahligen Koeffizienten von ρi+1.
Im ersten Fall habe ρi+1 nur ganzzahlige Koeffizienten, das bedeutet
ρi+1 =
7
∑
j=0
rjij mit rj ∈ Z für alle j = 0, · · · , 7.
Wegen N(ρi+1) = mimi+1 existiert mindestens ein rj ∈ Z mit r2j ≥ 18 mimi+1 (denn wären
alle r2j <
1
8 mimi+1, so würde N(ρi+1) = ∑
7
j=0 r
2
j < 8 · 18 mimi+1 = mimi+1 im Widerspruch zu
N(ρi+1) = mimi+1 folgen). Multiplizieren wir nun ±ij von rechts an ρi+1, wobei das Vorzei-
chen so gewählt ist, dass Re(ρi+1(±ij)) positiv ist, dann gilt
Re(ρi+1(±ij)) = ±rj︸︷︷︸
>0
≥
√
mimi+1
8 . (5)
Da nach dem ursprünglichen Algorithmus bekannt ist, dass mimi+1 = N(ρi+1) ≤ m
2
i
2 gilt,
folgt insbesondere mi+1 ≤ mi2 . Weil aber mi ungerade ist (i war minimal gewählt) und mi+1
gerade, erhalten wir sogar mi+1 <
mi
2 . Dies folgt in Gleichung (5) zu
Re(ρi+1(±ij)) ≥
√
mimi+1
8 >
√
m2i+1
4 =
mi+1
2 ,
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also 2Re(ρi+1(±ij)) > mi+1. Definieren wir nun ρ′i+1 := ρi+1 − (±ij)mi und γ′i := γi + (±ij),
so gilt
γ′imi + ρ′i+1 = (γi + (±ij))mi + ρi+1 − (±ij)mi = γimi + ρi+1 = ρi
und
N(ρ′i+1) = N(ρi+1 − (±ij)mi) = N(ρi+1) + N((±ij)mi)− 2Re(ρi+1(±ij)mi)
= N(ρi+1) + m2i N(±ij)︸ ︷︷ ︸
=1
−mi · 2Re(ρi+1(±ij))
= mimi+1 + m2i −mi · 2Re(ρi+1(±ij))︸ ︷︷ ︸
>mi+1
< mimi+1 + m2i −mimi+1 = m2i
(?)
≤ mi−1mi = N(ρi),
also N(ρ′i+1) < N(ρi). Dabei ist in (?) zu beachten, dass die Ungleichung mi < mi−1 nur für
i > 1 gilt. Da der ursprüngliche Algorithmus jedoch auch nicht N(ρ2) < N(ρ1) fordert, ist
dieser Schritt auch nur für alle i > 1 relevant. Es bleibt zu zeigen, dass N(ρ′i+1) ungerade ist.
Dafür betrachten wir folgende Gleichung (siehe obige Rechnung)
N(ρ′i+1) = mi︸︷︷︸
ungerade
mi+1︸︷︷︸
gerade
+ m2i︸︷︷︸
ungerade
− mi︸︷︷︸
ungerade
2Re(ρi+1(±ij)).
Damit ist die Norm von ρ′i+1 genau dann ungerade, wenn 2Re(ρi+1(±ij)) gerade ist. Nach
obiger Konstruktion (und Voraussetzung an die rj) ist aber 2Re(ρi+1(±ij)) = ±2rj ∈ 2Z und
damit in diesem Fall die Behauptung bewiesen.
Im zweiten Fall habe ρi+1 genau 4 Koeffizienten, die wir ra, rb, rc und rd nennen, mit echt
halbganzen Einträgen (dabei liegt {a, b, c, d} ∈ M, M wie in 1.18) und für diese Koeffizienten
gelte
r2a + r
2
b + r
2
c + r
2
d ≥ 12 N(ρi+1).
Dann existiert aber ein j ∈ {a, b, c, d} mit r2j ≥ 18 N(ρi+1) = 18 mimi+1 (denn ansonsten wäre
∑k∈{a,b,c,d} r2k < 4 · 18 N(ρi+1) = 12 N(ρi+1) im Widerspruch zur Voraussetzung). Wählen wir
nun u := 12 (±ia ± ib ± ic ± id) ∈ O×C , wobei die Vorzeichen wieder so gewählt sind, dass
raia · (±ia) = ±ra > 0, rbib · (±ib) = ±rb > 0,
rcic · (±ic) = ±rc > 0, rdid · (±id) = ±rd > 0
gilt (wegen rk ∈ 12Z\Z folgt insbesondere rk 6= 0 für alle k ∈ {a, b, c, d}). Dann folgt
Re(ρi+1u) = ±ra︸︷︷︸
>0
±rb︸︷︷︸
>0
±rc︸︷︷︸
>0
±rd︸︷︷︸
>0
≥ ±rj ≥
√
mimi+1
8 .
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Wie im ersten Fall gilt
√
mimi+1
8 >
mi+1
2 , sodass wir 2Re(ρi+1u) > mi+1 erhalten. Analog zum
ersten Fall berechnen wir, dass mit ρ′i+1 := ρi+1 − umi und γ′i := γi + u folgt
γ′imi + ρ′i+1 = ρi
sowie
N(ρ′i+1) = N(ρi+1 − umi) = N(ρi+1) + N(umi)− 2Re(ρi+1umi)
= mimi+1 + m2i N(u)︸ ︷︷ ︸
=1
−mi · 2Re(ρi+1u)︸ ︷︷ ︸
>mi+1
< m2i
(?)
≤ mimi−1 = N(ρi).
Dabei ist auch hier in (?) zu beachten, dass die Ungleichung mi < mi−1 nur für i > 1 gilt. Da
der ursprüngliche Algorithmus jedoch auch nicht N(ρ2) < N(ρ1) fordert, ist dieser Schritt
auch hier nur für alle i > 1 relevant. Es bleibt zu zeigen, dass die Norm von ρ′i+1 ungerade
ist. Dies ist ebenfalls wie im ersten Fall genau dann erfüllt, wenn 2Re(ρi+1u) gerade ist. Hier
gilt aber
Re(ρi+1u) = ±ra︸︷︷︸
∈ 12Z\Z
±rb︸︷︷︸
∈ 12Z\Z︸ ︷︷ ︸
∈Z
±rc︸︷︷︸
∈ 12Z\Z
±rd︸︷︷︸
∈ 12Z\Z︸ ︷︷ ︸
∈Z
∈ Z,
also 2Re(ρi+1u) ∈ 2Z, sodass auch in diesem Fall die Behauptung gezeigt ist.
Im dritten Fall habe ρi+1 ebenfalls 4 Koeffizienten, die wir wieder mit ra, rb, rc und rd nen-
nen, mit echt halbganzen Einträgen (dabei liegt {a, b, c, d} ∈ M, M wie in 1.18), und für die
Koeffizienten gelte diesmal
r2a + r
2
b + r
2
c + r
2
d <
1
2 N(ρi+1).
Dann gilt aber
∑
k∈{0,1,··· ,7}\{a,b,c,d}
r2k ≥ 12 N(ρi+1),
sodass hier ein j ∈ {0, 1, · · · , 7}\{a, b, c, d} mit r2j ≥ 18 N(ρi+1) = 18 mimi+1 existiert (ansonsten
wäre ∑k∈{0,1,··· ,7}\{a,b,c,d} r2k < 4 · 18 N(ρi+1) = 12 N(ρi+1) im Widerspruch zur Voraussetzung).
Für k ∈ {0, 1, · · · , 7}\{a, b, c, d} liegt nach Definition rk inZ. Wählen wir nun u := ±ij ∈ O×C ,
wobei das Vorzeichen wieder so gewählt ist, dass
rjij · (±ij) = ±rj > 0,
gilt (wegen r2j ≥ 18 mimi+1 > 0 folgt insbesondere rj 6= 0). Wir erhalten daraus
Re(ρi+1u) = ±rj︸︷︷︸
>0
≥
√
mimi+1
8 .
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Wie im ersten Fall gilt
√
mimi+1
8 >
mi+1
2 , sodass wir wieder 2Re(ρi+1u) > mi+1 erhalten. Analog
zum ersten Fall berechnen wir nun, dass mit ρ′i+1 := ρi+1 − umi und γ′i := γi + u folgt
γ′imi + ρ′i+1 = ρi
sowie
N(ρ′i+1) = N(ρi+1) + N(umi)− 2Re(ρi+1umi)
= mimi+1 + m2i N(u)︸ ︷︷ ︸
=1
−mi · 2Re(ρi+1u)︸ ︷︷ ︸
>mi+1
< m2i
(?)
≤ mimi−1 = N(ρi),
sodass auch in diesem Fall, für i > 1, die Ungleichung N(ρ′i+1) < N(ρi) gilt (da die Unglei-
chung mi < mi−1 in (?) nur für i > 1 gilt, vergleiche auch Fall 1 und 2). Es bleibt wieder zu
zeigen, dass die Norm von ρ′i+1 ungerade ist. Dies ist ebenfalls wie im ersten Fall genau dann
erfüllt, wenn 2Re(ρi+1u) gerade ist. Hier gilt aber
2Re(ρi+1u) = ±2rj ∈ 2Z
sodass auch in diesem Fall die Behauptung gezeigt ist.
Im letzten und vierten Fall seien alle 8 Koeffizienten von ρi+1 echt halbganz. Wählen wir nun
eine beliebige Menge {a, b, c, d} aus M aus, so gilt entweder
∑
k∈{a,b,c,d}
r2k ≥ 12 N(ρi+1)
oder, wenn wir {e, f , g, h} := {0, 1, · · · , 7}\{a, b, c, d} definieren,
∑
k∈{e, f ,g,h}
r2k ≥ 12 N(ρi+1).
Wählen wir nun die entsprechende Menge {a, b, c, d} oder {e, f , g, h} aus, wobei die korre-
spondierenden Koeffizienten ra, rb, rc, rd beziehungsweise re, r f , rg, rh echt halbganz sind, so
folgt mit derselben Rechnung wie im zweiten Fall auch hier die Behauptung.
Schauen wir noch einmal auf alle 4 Fälle, so stellen wir fest, dass die Norm des neu definierten
ρ′i+1 ebenfalls durch mi teilbar ist. Daher können wir schreiben N(ρ
′
i+1) = mim
′
i+1 mit einem
ungeradem m′i+1 ∈ N und m′i+1 < mi (da nach obigen Rechnungen N(ρ′i+1) = mim′i+1 < m2i
gilt).
Damit kann der ursprüngliche Algorithmus wie gewohnt fortgesetzt werden und jedes Mal,
wenn dort ein ρi+1 von gerader Norm auftaucht, wird dieses durch ein geeignetes ρ′i+1 von
ungerader Norm wie oben beschrieben ersetzt. Durch die Bedingung N(ρ′i+1) < N(ρi) für
alle i > 1 wird dabei sichergestelllt, dass der Algorithmus immer noch nach endlich vielen
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Schritten terminiert.
Wir betrachten nun den Rückwärtsschritt des Algorithmus. Auch hier stellen wir zunächst
den ursprünglichen Algorithmus aus [CS03, S.111 f.] vor und gehen danach darauf ein, warum
die Änderungen im Vorwärtsschritt des Algorithmus nun zur Gleichverteilung der Rechts-
beziehungsweise Linksteiler auf die ±ε Paare führen.
Der Vorwärtsschritt endete mit folgenden Zeilen
ρN−1 = γN−1mN−1 + ρN und N(ρN) = mN−1mN
ρN = γNmN .
Sei nun µN ein beliebiges Element von Norm mN . Mit Hilfe der Rechenregeln aus 1.6 erhalten
wir
ρN = γNmN = γN(µNµN) = (γNµN)µN .
Definieren wir µN−1 := γNµN , so ist µN−1 ein Linksteiler von ρN von Norm mN−1. Dann
ist aber µN−1 sowohl ein Rechtsteiler von ρN als auch von mN−1 und damit ebenfalls ein
Rechtsteiler von ρN−1, denn
ρN−1 = γN−1mN−1 + ρN = (γN−1µN−1)µN−1 + µNµN−1 = (γN−1µN−1 + µN)µN−1.
Setzen wir weiter µN−2 := γN−1µN−1 + µN , so erhalten wir einen Linksteiler von ρN−1 von
Norm mN−2, denn nach obiger Rechnung gilt gerade µN−2µN−1 = ρN−1 (also ist µN−2 ein
Linksteiler von ρN−1) und wegen
mN−2mN−1 = N(ρN−1) = N(µN−2µN−1) = N(µN−2)mN−1
ist die Norm von µN−2 durch mN−2 gegeben. Dann ist aber µN−2 wieder ein Rechtsteiler von
ρN−1 und von mN−2, und damit auch von ρN−2, wie die folgende Rechnung zeigt
ρN−2 = γN−2mN−2 + ρN−1 = (γN−2µN−2)µN−2 + µN−1µN−2 = (γN−2µN−2 + µN−1)µN−2.
Dieses Verfahren können wir solange weiterführen, bis wir zu zu einem Linksteiler µ0 von
ρ1 = ρ von Norm n = m0 und einem korrespondierenden Rechtsteiler µ1 von Norm m1 = m
gelangen. Diesen Rückwärtsschritt können wir wie folgt zusammenfassen
N(µN) = mN
ρN = µN−1µN µN−1 = γNµN N(µN−1) = mN−1
ρN−1 = µN−2µN−1 µN−2 = γN−1µN−1 + µN N(µN−2) = mN−2
ρN−2 = µN−3µN−2 µN−3 = γN−2µN−2 + µN−1 N(µN−3) = mN−3
...
...
...
ρ2 = µ1µ2 µ1 = γ2µ2 + µ3 N(µ1) = m1
ρ1 = µ0µ1 µ0 = γ1µ1 + µ2 N(µ0) = m0.
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Nun wollen wir in den Rückwärtsschritt dieses Algorithmus die Zusatzforderung einbringen,
dass wir ohne Einschränkung annehmen können, dass alle auftretenden ρi von ungerader
Norm sind (vergleiche veränderter Vorwärtschritt) und damit auch alle mi. Nehmen wir uns
also ein beliebiges Oktonion µN von ungerader Norm mN , so ist dieses kongruent zu einem
Einheitenpaar ±ε modulo 2OC . In 1.31 haben wir gezeigt, dass bei ungeradem mN zu jedem
Paar ±ε, ε ∈ O×C genau 2σ3(mN) ganze Oktonionen existieren, die kongruent zu ±ε modulo
2OC sind. Nun gilt nach dem veränderten Algorithmus ρN = µN−1µN , wobei die Norm von
ρN ungerade ist. Da µN−1 ebenfalls von ungerader Norm ist (mN−1 ist ungerade), sind ρN und
µN−1 ebenfalls kongruent zu einem Einheitenpaar±ε′ beziehungsweise±ε′′ modulo 2OC . Da
ρN und damit das Einheitenpaar ±ε′ fest vorgegeben ist, ist das Paar ±ε′′ schon eindeutig
durch die Wahl von ±ε bestimmt. Es gilt
ε′ ≡ ρN = µN−1µN ≡ ε′′ε modulo 2OC
⇔ ε′ε ≡ ε′′ modulo 2OC
⇔ ε′′ = ±ε′ε.
Da mit ±ε auch ± ε′ε jedes Einheitenpaar durchläuft, folgt, dass genau 2 σ3(mN) der insge-
samt 240 σ3(mN) Ausdrücke µN−1 kongruent zu einem beliebigen Einheitenpaar ±δ, δ ∈ O×C ,
sind. Da alle ρi nach obigen Verfahren von ungerader Norm gewählt werden können und alle
mi ungerade sind, können wir dieses Verfahren bis zu ρ1 = µ0µ1 analog weiterführen. Dem-
nach gibt es also zu jedem Paar ±ε genau 2 σ3(mN) ganze Oktonionen µ1 von Norm m1 = m,
die kongruent zu ±ε modulo 2OC sind und ρ1 = ρ von rechts teilen. Da das Paar ±ε beliebig
gewählt war, folgt, dass die 240 σ3(mN) Rechtsteiler von ρ1 = ρ von Norm m gleichverteilt
sind auf die Einheitenpaare ±ε modulo 2OC . Schlussendlich entnehmen wir dem Beweis aus
[CS03, 113 f.], dass noch d = mN gilt. 
Wir können die Aussage aus 1.33 noch ein wenig verschärfen, indem wir nicht zwingend
voraussetzen, dass die Norm von ρ ungerade ist. Es genügt zu fordern, dass m ungerade
ist.
Satz 1.34 Sei ρ ∈ OC von Norm nm, m ungerade. Dann existieren 240 σ3(d) Rechts- beziehungs-
weise Linksteiler von ρ mit Norm m, wobei d der größte gemeinsame Teiler von n, m und ρ ist. Von
diesen sind genau 2 σ3(d) kongruent zu ±ε modulo 2OC für jedes Paar ±ε von Einheiten. 
Beweis
Wir betrachten den ersten Schritt des Algorithmus zur Bestimmung der Rechtsteiler aus 1.33.
Setzen wir m = m1 so erhalten wir im ersten Schritt
ρ = ρ1 = γ1m1 + ρ2, N(ρ2) = m2m1 und m2 < m1. (?)
Wir nehmen an, dass die Norm von ρ2 gerade ist. Wie in 1.33 wollen wir nun ρ2 durch ein
ρ′2 von ungerader Norm ersetzen, welches aber immer noch die Bedingung N(ρ′2) = m′2m1
mit m′2 < m1 erfüllt. Denn dann können wir in jedem weiteren Schritt des Algorithmus, wie
in 1.33 gezeigt, davon ausgehen, dass die folgenden ρi+1 bereits von ungerader Norm mit
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N(ρi+1) < N(ρi) sind.
Ganz analog wie in 1.33 finden wir zu ρ2 eine Einheit u ∈ O×C , sodass gilt
2Re(ρ2u) > m2 und 2Re(ρ2u) ∈ 2Z.
Setzen wir nun ρ′2 := ρ2 −m1u und γ′1 := γ1 + u, so folgt
γ′1m1 + ρ′2 = (γ1 + u)m1 + ρ2 −m1u = γ1m1 + um1 + ρ2 − um1 = γ1m1 + ρ2 = ρ1,
sowie
N(ρ′2) = N(ρ2 −m1u) = N(ρ2)︸ ︷︷ ︸
gerade
+ m21︸︷︷︸
ungerade
N(u)︸ ︷︷ ︸
=1
−m1 · 2Re(ρ2u)︸ ︷︷ ︸
gerade
ungerade.
An der letzten Gleichung sehen wir zudem, dass die Norm von ρ′2 durch m1 teilbar ist. Wir
können damit schreiben N(ρ′2) = m′2m1. Es bleibt zu zeigen, dass m′2 < m1 gilt. Dafür betrach-
ten wir ebenfalls noch einmal die letzte Gleichung und nutzen aus, dass 2Re(ρ2u) > m2 gilt,
denn damit folgt
m1m′2 = N(ρ′2) = N(ρ2)︸ ︷︷ ︸
=m1m2
+m21 N(u)︸ ︷︷ ︸
=1
−m1 · 2Re(ρ2u)︸ ︷︷ ︸
>m2
< m21,
also m′2 < m1. In Gleichung (?) können wir also ohne Beschränkung der Allgemeinheit an-
nehmen, dass ρ2 von ungerader Norm ist. Damit können wir aber auch in allen weiteren
Schritten des Algorithmus wie in 1.33 annehmen, dass die Ausdrücke ρi+1 alle von ungera-
der Norm sind. Auch im Rückwärtsschritt des Algorithmus können wir bis ρ2 wieder genauso
argumentieren wie in 1.33. Wir erhalten also
ρ2 = µ1µ2, N(µ2) = m2, N(µ1) = m1,
ρ1 = µ0µ1,
wobei genau 240 σ3(d) verschiedene µ2 existieren von denen genau 2 σ3(d) kongruent zu
einem festen Einheitenpaar ±ε sind. Da ρ2 und µ1 ebenfalls von ungerader Norm sind (dabei
beachten wir, dass m1 = m nach Voraussetung ungerade ist) und ρ2 = µ1µ2 gilt, existieren mit
derselben Begründung wie in 1.33 auch genau 240 σ3(d) Elemente µ1 von denen genau 2 σ3(d)
kongruent zum einem Einheitenpaar ±ε sind. Schauen wir uns dann die letzte Gleichung an,
so sehen wir, dass damit genau 240 σ3(d) Rechtsteiler von ρ von Norm m existieren, die auf
die Kongruenzklassen ±ε gleichverteilt sind. 
Bemerkung 1.35 Verändern wir den Algorithmus entsprechend für Linksteiler, so erhalten
wir eine analoge Aussage auch für diese. Das bedeutet, die Anzahl der Linksteiler von Norm
m, m ungerade, kongruent zu einem Einheitenpaar±ε zu einem gegebenen ganzen Oktonion
ρ mit Norm nm, ist ebenfalls 2σ3(d), wobei d wieder den größten gemeinsamen Teiler von n,
m und ρ bezeichne. 
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Eine Verallgemeinerung der Aussage 1.34 auf Rechts- beziehungsweise Linksteiler von belie-
biger Norm m ∈N ist nicht möglich, wie die folgende Bemerkung zeigt.
Bemerkung 1.36 Die Anzahl der Rechts- und Linksteiler von Norm m kongruent zu a ∈ OC ,
N(a) = 2, einer ganzen Cayley Zahl ρ, ist im Allgemeinen nicht gleich. Für
ρ =
1
2
+
1
2
i1 +
1
2
i2 + i3 + 2i4 +
1
2
i6, N(ρ) = 6,
berechnen wir zum Beispiel mit SAGE, dass es 240 Rechts- und Linksteiler von ρ mit Norm 2
gibt. Untersuchen wir diese Rechts- beziehungsweise Linksteiler auf Kongruenz zu
a = 12 + i1 +
1
2
i2 +
1
2
i3 − 12 i5 beziehungsweise a =
1
2 − i1 −
1
2
i2 − 12 i3 +
1
2
i5, 
so stellen wir fest, dass 16 der Rechtsteiler kongruent zu a jedoch 0 kongruent zu a sind. Von
den Linksteilern sind jeweils 0 kongruent zu a beziehungsweise a.
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2 Oktonionische Matrizen
In diesem Kapitel wollen wir uns oktonische Matrizen anschauen. Dabei werden wir insbe-
sondere auf die hermiteschen und positiv (semi-)definiten Matrizen eingehen. Für diese wer-
den wir (bis zum Format 3× 3) ein Kriterium für Invertierbarkeit angeben. Ebenso werden
wir einen Äquivalenzsatz für positiv (semi-)definite Matrizen über C formulieren. Einige die-
ser Aussagen werden wir auch für Matrizen über den komplexifizierten Cayley Zahlen for-
mulieren, da wir diese Art der Matrizen später für die Definition des Oktonionen-Halbraums
benötigen.
Definition 2.1 Die Menge der n× m Matrizen (n, m ∈ N) über den Cayley Zahlen C bezie-
hungsweise den komplexifizierten Cayley Zahlen CC bezeichnen wir im Folgenden mit Cn×m
beziehungsweise Cn×m
C
oder Mat(n, m, C) beziehungsweise Mat(n, m, CC). 
Wie sich leicht nachrechnen lässt, gelten die folgenden Eigenschaften.
Lemma 2.2 Seien M1, M2, M3 ∈ Cn×n beziehungsweise Cn×nC , n = 1, 2, 3, dann gilt
(a) M1(M2 + M3) = M1M2 + M1M3 und (M1 + M2)M3 = M1M3 + M2M3.
(b) M1M2
tr
= M2
tr M1
tr. 
Bevor wir uns aber mit den Eigenschaften oktonionischer Matrizen auseinandersetzen, wer-
den wir zunächst ein Verfahren kennenlernen, wie wir eine Cayley Zahl c ∈ C in die Menge
der reellen 8× 8 Matrizen einbetten können. Dieses Verfahren werden wir ebenfalls verwen-
den, um dann oktonische Matrizen in reelle Matrizen von entsprechend größerem Format
einzubetten.
2.1 Eine Einbettung in die reellen 8× 8 Matrizen
Im Verlauf dieser Arbeit werden wir uns mit Theta-Reihen beschäftigen und insbesondere die
sogenannte Theta-Transformationsformel beweisen. Dieser Beweis beruht im Wesentlichen
darauf, dass wir Cayley Zahlen in die Menge der reellen 8× 8 beziehungsweise 8× 1 Matrizen
einbetten können. Wie wir eine Cayley Zahl mit einer reellen 8 × 8 beziehunsgweise 8 × 1
Matrix identifizieren, wollen wir in diesem Unterabschnitt vorstellen.
Ein analoges Verfahren zur Einbettung von komplexen Zahlen oder Quaternionen in die re-
ellen 2× 2 beziehungsweise 4× 4 Matrizen finden wir zum Beispiel in [Kr85, S.14 f.].
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Definition 2.3 Sei c ∈ C. Dann bettet die Hut-Abbildung ˆ : C → R8×8, c 7→ cˆ, wobei cˆ gegeben
ist durch
cˆ =

c0 −c1 −c2 −c3 −c4 −c5 −c6 −c7
c1 c0 −c4 −c7 c2 −c6 c5 c3
c2 c4 c0 −c5 −c1 c3 −c7 c6
c3 c7 c5 c0 −c6 −c2 c4 −c1
c4 −c2 c1 c6 c0 −c7 −c3 c5
c5 c6 −c3 c2 c7 c0 −c1 −c4
c6 −c5 c7 −c4 c3 c1 c0 −c2
c7 −c3 −c6 c1 −c5 c4 c2 c0

=
(
Re(ik c il)
)
0≤k,l≤7 ,
eine Cayley Zahl c = ∑7j=0 cjij in die reellen 8× 8 Matrizen ein. Dabei bezeichne i0, · · · , i7 die
Standard-Basis von C. Die Abbildung φ : C → R8, c 7→ φ(c) mit
φ(c) =
(
c0 c1 c2 c3 c4 c5 c6 c7
)tr
bettet entsprechend eine Cayley Zahl c ∈ C in den R8 ein. 
Wegen der Assoziativität vonR8×8 gilt im Allgemeinen natürlich nicht âb = aˆbˆ, wie folgendes
Beispiel zeigt. Seien
a = 12 +
1
2 i1 +
1
2 i2 + i3 + 2i4 +
1
2 i6 und b =
1
2 + i1 +
1
2 i2 +
1
2 i3 − 12 i5.
Dann gilt
aˆ =

1
2 − 12 − 12 −1 −2 0 − 12 0
1
2
1
2 −2 0 12 − 12 0 1
1
2 2
1
2 0 − 12 1 0 12
1 0 0 12 − 12 − 12 2 − 12
2 − 12 12 12 12 0 −1 0
0 12 −1 12 0 12 − 12 −2
1
2 0 0 −2 1 12 12 − 12
0 −1 − 12 12 0 2 12 12

, bˆ =

1
2 −1 − 12 − 12 0 12 0 0
1 12 0 0
1
2 0 − 12 12
1
2 0
1
2
1
2 −1 12 0 0
1
2 0 − 12 12 0 − 12 0 −1
0 − 12 1 0 12 0 − 12 − 12
− 12 0 − 12 12 0 12 −1 0
0 12 0 0
1
2 1
1
2 − 12
0 − 12 0 1 12 0 12 12

und somit
aˆ · bˆ =

−1 0 −2 −1 −1 0 1 2
0 −1 − 12 − 12 3 −1 12 12
2 12 −1 1 12 1 − 32 32
1 12 −1 −1 12 2 32 − 32
1 −3 − 12 − 12 −1 0 − 12 − 12
0 1 −1 −2 0 −1 −2 −1
−1 − 12 32 − 32 12 2 −1 1
−2 − 12 − 32 32 12 1 −1 −1

.
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Berechnen wir jedoch ab = −1 + 2i2 + i3 + i4 − i6 − 2i7, so erhalten wir nach Anwenden der
Hut-Abbildung
âb =

−1 0 −2 −1 −1 0 1 2
0 −1 −1 2 2 1 0 1
2 1 −1 0 0 1 2 −1
1 −2 0 −1 1 −2 1 0
1 −2 0 −1 −1 2 −1 0
0 −1 −1 2 −2 −1 0 −1
−1 0 −2 −1 1 0 −1 −2
−2 −1 1 0 0 1 2 −1

.
Die Determinante der Hut-Matrix ist eng mit der Norm der zugehörigen Cayley Zahl verbun-
den. Ebenso lässt sich ein einfacher Zusammenhang zwischen der Hut-Matrix cˆ von c ∈ C
und cˆ von der konjugierten Zahl c ∈ C erkennen, wie die folgende Proposition zeigt. Nachge-
rechnet wurden die Ergebnisse mit Hilfe von SAGE.
Proposition 2.4 Sei c ∈ C. Dann gilt
det(cˆ) = N(c)4 und cˆ = (cˆ)tr. 
Wir können nun die Hut-Abbildung nutzen, um nicht nur Cayley Zahlen in den R8×8 einzu-
betten, sodern ebenfalls jede beliebige Matrix M ∈ Cn×m in den entsprechenden R8n×8m. Wir
erhalten das folgende Lemma.
Lemma 2.5 Die Abbildung
ˆ : Cn×m → R8n×8m, M = (mk,l) 7→ Mˆ := (m̂k,l), 
wobei m̂k,l die zu mk,l gehörige 8 × 8 Matrix bezeichne, ist ein injektiver Homomorphismus von
R-Vektorräumen, der Ên = E8n erfüllt. Wir nennen diese Abbildung auch verallgemeinerte Hut-
Abbildung.
Beweis
Wegen 1ˆ = E8 und 0ˆ = 0 ∈ R8×8, folgt sofort nach Definition Eˆn = E8n. Seien a und b zwei
Cayley Zahlen mit aˆ = bˆ, dann gilt nach Definition der Hut-Abbildung bereits a = b. Dies
angewendet auf zwei Matrizen M1 und M2 ∈ Cn×m liefert Mˆ1 = Mˆ2 und damit M1 = M2,
sodass obige Abbildung injektiv ist. Aus â + b = aˆ+ bˆ für zwei Cayley Zahlen a und b folgern
wir dann die Homomorphismeneigenschaft bezüglich +. 
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2.2 Hermitesche Matrizen und Determinanten
In diesem Unterabschnitt wollen wir hermitsche Matrizen einführen. Auf diese werden wir
dann die (verallgemeinerte) Hut-Abbildung aus 2.5 anwenden und einige Eigenschaften her-
leiten, die wir im Verlauf der Arbeit benötigen werden. Zudem werden wir für hermitesche
Matrizen vom Format 1× 1, 2× 2 und 3× 3 über den Cayley Zahlen eine Determinante defi-
nieren, die uns angeben wird, ob die entsprechende Matrix invertierbar ist oder nicht.
Wir beginnen mit der Definition einer hermiteschen Matrix über den Cayley Zahlen bezie-
hungsweise über den komplexifizierten Cayley Zahlen.
Definition 2.6 Sei M ∈ Cn×n beziehungsweise Cn×n
C
, n ∈ N. Wir nennen M hermitesch, falls
gilt M = Mtr. Die Menge der hermiteschen Matrizen über C beziehungsweise CC bezeichnen
wir mit Herm(n, C) beziehungsweise Herm(n, CC). 
Anhand der Definition sehen wir sofort, dass die Diagonalelemente eine hermiteschen Matrix
über C beziehungsweise CC bereits reell beziehungsweise komplex sein müssen.
Im Verlauf dieser Arbeit werden wir des Öfteren auf die hermiteschen n× n Matrizen über
den ganzen Cayley Zahlen treffen. Diese Menge von Matrizen bezeichnen wir im Folgenden
mit Herm(n,OC). Jedes Diagonalelement einer solchen Matrix liegt bereits in Z.
Ab jetzt betrachten wir nur noch Matrizen M ∈ Herm(n, C) beziehungsweise M ∈ Herm(n, CC)
mit n = 1, n = 2 oder n = 3. Wir schreiben
M = m1 mit m1 ∈ R beziehungsweise C, falls n = 1,
M =
(
m1 m
m m2
)
mit m1, m2 ∈ R beziehungsweise C, m ∈ C beziehungsweise CC, falls n = 2,
M =
m1 m12 m13m12 m2 m23
m13 m23 m3
 mit m1, m2, m3 ∈ R beziehungsweise C,m12, m13, m23 ∈ C beziehungsweise CC, falls n = 3.
Entsprechend fordern wir mi ∈ Z, 1 ≤ i ≤ 3, und m, m12, m13, m23 ∈ OC , falls wir hermite-
sche Matrizen über den ganzen Cayley Zahlen betrachten.
Sei im Folgenden zunächst n = 1 beziehungsweise n = 2:
Wir wollen ein Kriterium für Invertierbarkeit angeben. Dazu definieren wir zunächst, was
wir unter Invertierbarkeit einer Matrix über den Cayley Zahlen verstehen.
Definition 2.7 Sei n ∈ {1, 2} und M ∈ Herm(n, C) beziehungsweise Herm(n, CC). Wir nen-
nen M invertierbar in der Menge der hermiteschen Matrizen, falls eine Matrix N ∈ Herm(n, C)
beziehungsweise Herm(n, CC) existiert mit NM = En = MN. In diesem Fall heißt N Inverses
zu M.
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Für n = 2 ist es keineswegs klar, dass das Inverse einer hermiteschen (komplexifizierten) Cay-
ley Matrix, falls es existiert, eindeutig ist. Der Standardbeweis ( N′ = (NM)N′ = N(MN′) =
N) kann hier mangels Assoziativität nicht geführt werden. Die Aussage bleibt dennoch rich-
tig, wie das folgende Korollar zeigt.
Korollar 2.8 Sei M ∈ Herm(2, C) beziehungsweise Herm(2, CC). Dann ist M genau dann (über
den hermiteschen Matrizen) invertierbar, falls m1m2 − N(m) 6= 0 gilt. In diesem Fall ist das Inverse
von M eindeutig bestimmt und gegeben durch
M−1 = 1m1m2−N(m)
(
m2 −m
−m m1
)
.

Beweis
Sei zunächst m1m2 − N(m) 6= 0. Dann gilt
1
m1m2−N(m)
(
m2 −m
−m m1
)
·
(
m1 m
m m2
)
=
(
1 0
0 1
)
und (
m1 m
m m2
)
· 1m1m2−N(m)
(
m2 −m
−m m1
)
=
(
1 0
0 1
)
,
also ist M in Herm(2, C) beziehungsweise Herm(2, CC) invertierbar. Nehmen wir nun an, es
gelte m1m2 − N(m) = 0 und M sei invertierbar. Dann existiert ein N ∈ Herm(2, C) bezie-
hungsweise Herm(2, CC) mit NM = E2 = MN. Mit Hilfe von 1.6 folgt dann aber(
m2 −m
−m m1
)
=
(
m2 −m
−m m1
)
·
((
m1 m
m m2
)(
n1 n
n n2
))
︸ ︷︷ ︸
=E2
=
(
m2 −m
−m m1
)
·
(
m1n1 + mn m1n + mn2
mn1 + m2n mn + m2n2
)
=
(
m2m1n1 + m2mn−m(mn1)−mm2n m2m1n + m2mn2 −m(mn)−mm2n2
−mm1n1 −m(mn) + m1mn1 + m1m2n −mm1n−mmn2 + m1mn + m1m2n2
)
1.6
=
(
(m1m2 − N(m))n1 (m1m2 − N(m))n
(m1m2 − N(m))n (m1m2 − N(m))n2
)
= (m1m2 − N(m))N
=
(
0 0
0 0
)
,
sodass M bereits die Nullmatrix wäre. Dann wäre M aber nicht mehr invertierbar, also folgt
der Widerspruch. Wir haben damit gezeigt, dass die Matrix M genau dann über den hermi-
teschen Matrizen invertierbar ist, wenn m1m2 − N(m) 6= 0 gilt. Es bleibt zu zeigen, dass das
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Inverse eindeutig bestimmt ist. Dazu schauen wir uns obige Rechnung noch einmal an. Sei N
eine beliebige inverse Matrix zu M. Führen wir obige Rechnungen bis zum vorletzten Schritt
analog durch, so folgt(
m2 −m
−m m1
)
=
(
(m1m2 − N(m))n1 (m1m2 − N(m))n
(m1m2 − N(m))n (m1m2 − N(m))n2
)
= (m1m2 − N(m))
(
n1 n
n n2
)
.
Da m1m2 − N(m) 6= 0 gilt, können wir durch selbigen Ausdruck dividieren und erhalten
N = 1m1m2−N(m)
(
m2 −m
−m m1
)
.
Da N beliebig gewählt war, folgt damit schließlich die Eindeutigkeit. 
Im Fall n = 1 können wir sagen, dass M = m ∈ R beziehungsweise C genau dann invertier-
bar ist, wenn m 6= 0 gilt. Der Ausdruck m im Fall n = 1 und der Ausdruck m1m2 − N(m) im
Fall n = 2 übernimmt also die Rolle der Determinante. Dies führt zu folgender Definition.
Definition 2.9 Sei M ∈ Herm(1, C) beziehungsweise Herm(1, CC). Dann nennen wir
det(M) = det(m1) = m1 ∈ R beziehungsweise C
die Determinante von M. Gilt M ∈ Herm(2, C) beziehungsweise Herm(2, CC), so wird der
Ausdruck m1m2 − N(m) ∈ R beziehungsweise C die Determinante von M genannt und wir
schreiben
det(M) = det
((
m1 m
m m2
))
:= m1m2 − N(m).

Betrachten wir die Hut-Matrix zu einer hermiteschen 2× 2 Matrix M und berechnen mit Hilfe
von SAGE von dieser die Determinante, so ergibt sich der folgende Zusammenhang.
Lemma 2.10 Sei M ∈ Herm(2, C) beziehungsweise Herm(2, CC), dann gilt
det(Mˆ) = det(M)8. 
Das nächste Lemma wird insbesondere beim Beweis der Konvergenz der Theta-Reihen sowie
im Beweis der Theta-Transformationsformel notwendig sein.
Lemma 2.11 Seien A, B ∈ Herm(2, C) beziehungsweise Herm(2, CC), dann gilt
a) 8 Spur(A) = Spur(Aˆ),
b) 8 Spur(ABtr + BAtr) = 8 Spur(AB + BA) = Spur(AˆBˆ + BˆAˆ). 
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Beweis
Ohne Beschränkung der Allgemeinheit seien A und B ∈ Herm(2, CC). Da A und B hermitesch
sind, haben sie die Gestalt
A =
(
a1 a
a a2
)
, B =
(
b1 b
b b2
)
mit a1, a2, b1, b2 ∈ C und a, b ∈ CC.
a) Die linke Seite der Gleichung ist gegeben durch
8 Spur(A) = 8 Spur
((
a1 a
a a2
))
= 8(a1 + a2).
Nach Definition der Hut-Abbildung folgt für die rechte Seite
Spur(Aˆ) = Spur
((
aˆ1 aˆ
aˆ aˆ2
))
= Spur( aˆ1︸︷︷︸
=a1E8
) + Spur( aˆ2︸︷︷︸
=a2E8
) = 8a1 + 8a2,
sodass die Gleichheit bewiesen ist.
b) Die erste Gleichung gilt, da A und B hermitesch sind. Betrachten wir also nur noch die
zweite Gleichung. Wir berechnen zunächst
8 Spur(AB + BA) = 8 Spur
((
a1 a
a a2
)(
b1 b
b b2
)
+
(
b1 b
b b2
)(
a1 a
a a2
))
= 8 Spur
((
a1b1 + ab ∗
∗ ab + a2b2
)
+
(
b1a1 + ba ∗
∗ ba + b2a2
))
= 8(2a1b1 + 2a2b2 + ab + ba + ab + ba)
= 16a1b1 + 16a2b2 + 16Re(ab) + 16Re(ab)
= 16a1b1 + 16a2b2 + 32Re(ab).
Auf der anderen Seite gilt
Spur(AˆBˆ + BˆAˆ)
= Spur
((
aˆ1 aˆ
aˆ aˆ2
)(
bˆ1 bˆ
bˆ bˆ2
)
+
(
bˆ1 bˆ
bˆ bˆ2
)(
aˆ1 aˆ
aˆ aˆ2
))
= Spur
((
a1E8b1E8 + aˆbˆtr ∗
∗ aˆtr bˆ + a2E8b2E8
)
+
(
a1E8b1E8 + bˆaˆtr ∗
∗ bˆtr aˆ + a2E8b2E8
))
= 2Spur(a1b1E8) + 2Spur(a2b2E8) + Spur( aˆbˆtr + bˆaˆtr︸ ︷︷ ︸
=(2∑7j=0 ajbj)E8
) + Spur( aˆtr bˆ + bˆtr aˆ︸ ︷︷ ︸
=(2∑7j=0 ajbj)E8
)
= 16a1b1 + 16a2b2 + 32
7
∑
j=0
ajbj
= 16a1b1 + 16a2b2 + 32Re(ab).
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Damit ist die gewünschte Gleichheit gezeigt. 
Wir betrachten nun den Fall n = 3:
Um einen vernünftigen Invertierbarkeitsbegriff zu bekommen, müssen wir hier zum Jordan-
Inversen einer Matrix übergehen.
Definition 2.12 Sei M ∈ Herm(3, C) beziehungsweise Herm(3, CC). Wir nennen M Jordan-
invertierbar oder nur invertierbar, falls eine Matrix N in der von M erzeugten Unteralgebra
bezüglich des Jordan-Produktes ◦ existiert mit N ◦ M = M ◦ N := 12 (NM + MN) = E3. In
diesem Fall heißt N (Jordan-) Inverses zu M und wir schreiben N = M−1. 
In der Definition ist es wichtig zu beachten, dass das Inverse in der von M erzeugten Unteral-
gebra von Herm(3, C) beziehungsweise Herm(3, CC) liegt, denn sonst wäre das Inverse nicht
eindeutig bestimmt. Einen Beweis für die Eindeutigkeit finden wir zum Beispiel in [BK66,
S.142] oder [Koe99, S.66 f.].
Wie auch über den 2 × 2 Matrizen erhalten wir ein einfaches Kriterium um Matrizen auf
Invertierbarkeit zu prüfen.
Korollar 2.13 Sei M ∈ Herm(3, C) beziehungsweise Herm(3, CC). Dann ist M genau dann inver-
tierbar, falls
det(M) := m1m2m3 −m1N(m23)−m2N(m13)−m3N(m12) + 2Re(m12m23m13) 6= 0
gilt. In diesem Fall ist das Inverse gegeben durch
M−1 = 1det(M)
 m2m3 − N(m23) m13m23 −m3m12 m12m23 −m2m13m23m13 −m3m12 m1m3 − N(m13) m12m13 −m1m23
m23 m12 −m2m13 m13m12 −m1m23 m1m2 − N(m12)
 ∈ Herm(3, C). (6)

Wir nennen det(M) die Determinante von M.
Einen Beweis dieser Aussage beziehungsweise die Darstellung der Matrix finden wir zum
Beispiel in [Koe99, S.67] beziehungsweise [Kr96, S.362] und in [Ja10, S.83,88].
Da für n ≥ 4 die hermiteschen n× n Matrizen keine Jordan-Algebra mehr bilden, werden wir
im Folgenden im Zusammenhang mit Invertierbarkeit nur noch hermitesche n× n Matrizen
für n ∈ {1, 2, 3} betrachten.
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2.3 Positiv (semi-)definite Matrizen
In diesem Unterabschnitt wenden wir uns den positiv definiten und positiv semidefiniten
Matrizen zu. Hierbei stammt eine Matrix M immer aus den hermiteschen n× n Matrizen (n =
1, 2, 3) über C oder OC . Die komplexifizierten Cayley Zahlen werden hier nicht beachtet.
Im Gegensatz zu Matrizen über den reellen Zahlen ist es über den Cayley Zahlen nicht mög-
lich, den Begriff der Positiv-(Semi-)Definitheit über einen analogen Ausdruck zu ytr My > 0,
0 6= y ∈ Rn definieren, da dieser ohne Klammerung nicht wohldefiniert und mit vorgegebe-
ner Klammerung im Allgemeinen nicht reell wäre.
Definition 2.14 Sei M ∈ Herm(n, CR).
(a) Sei n = 1. Dann ist M nach 2.6 eine reelle Zahl. In diesem Fall nennen wir M positiv definit,
falls gilt M > 0. Haben wir M ≥ 0, so heißt M positiv semidefinit.
(b) Sei n = 2. Dann ist M gegeben durch
M =
(
m1 m
m m2
)
mit m1, m2 ∈ R, m ∈ C.
In diesem Fall heißt M positiv definit, falls m1 > 0 und det(M) > 0 gilt. Wir nennen M
positiv semidefinit, falls m1 ≥ 0, m2 ≥ 0 und det(M) ≥ 0 erfüllt ist.
(c) Sei n = 3. Dann ist M gegeben durch
M =
m1 m12 m13m12 m2 m23
m13 m23 m3
 mit m1, m2, m3 ∈ R, m12, m13, m23 ∈ C.
In diesem Fall heißt M positiv definit, falls m1 > 0, m1m2 − N(m12) > 0 und det(M) >
0 gilt. Wir nennen M positiv semidefinit, falls m1, m2, m3 ≥ 0, m1m2 − N(m12), m1m3 −
N(m13), m2m3 − N(m23) ≥ 0 und det(M) ≥ 0 erfüllt ist.
Ist M positiv definit beziehungsweise positiv semidefinit so schreiben wir M > 0 beziehungs-
weise M ≥ 0. Die Menge der positiv definiten n × n Matrizen über C bezeichnen wir im
Folgenden mit Pos(n, C), die Menge der positiv semidefiniten Matrizen mit Psd(n, C). Zur
Vereinfachung der Schreibweise führen wir auf Herm(n, C), n = 1, 2, 3, zwei partielle Ord-
nungen ein, indem wir für M, N ∈ Herm(n, C) definieren
M > N ⇔ M− N > 0 und M ≤ N ⇔ M− N ≥ 0. 
Für n = 1 sehen wir schnell ein, dass die Definition von positiv (semi-) definiten Matrizen zu
der Definition im Reellen über ytr My > 0, 0 6= y ∈ R, äquivalent ist. Passen wir den Ausdruck
ytr My > 0 durch Konjugation und vorgegebener Klammerung auf den Cayley Zahlen an, so
können wir im Fall n = 2 und n = 3 ebenfalls eine äquivalente Forderung erhalten.
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Korollar 2.15 Seien M ∈ Herm(n, C), y ∈ Cn und M[y] definiert durch
M[y] := 12 (y
tr(My) + (ytr M)y).
(a) Ist n = 2, so gilt
(i) M > 0⇔ M[y] > 0 für alle y = ( y1y2 ) ∈ C2\ ( 00 ).
(ii) M ≥ 0⇔ M[y] ≥ 0 für alle y = ( y1y2 ) ∈ C2.
(b) Ist n = 3, so gilt
(i) M > 0 ⇔ M[y] > 0 für alle y =
( y1
y2
y3
)
∈ C3\
(
0
0
0
)
mit yk ∈ R für mindestens ein
k ∈ {1, 2, 3}.
(ii) M ≥ 0⇔ M[y] ≥ 0 für alle y =
( y1
y2
y3
)
∈ C3 mit yk ∈ R für mindestens ein k ∈ {1, 2, 3}.
Beweis
(a) (i) Sei zunächst M positiv definit, das heißt nach Definition 2.14, dass M gegeben ist
durch
M =
(
m1 m
m m2
)
mit m1, m2 ∈ R, m ∈ C, m1 > 0, m1m2 − N(m) > 0.
Sei nun y =
( y1
y2
) ∈ C2\ ( 00 ). Mit Hilfe von 1.4 und 1.6 berechnen wir
M[y] = 12
((
y1 y2
)((m1 m
m m2
)(
y1
y2
))
+
((
y1 y2
)(m1 m
m m2
))(
y1
y2
))
= 12
((
y1 y2
)(m1y1 + my2
my1 + m2y2
)
+
(
y1m1 + y2 m y1m + y2m2
)(y1
y2
))
= 12
2m1N(y1) + y1(my2) + (y2 m)y1︸ ︷︷ ︸
=2Re(y1my2)
+2m2N(y2) + y2(my1) + (y1m)y2︸ ︷︷ ︸
=2Re(y1my2)

= m1N(y1) + m2N(y2) + 2Re(y1my2).
(7)
Wegen m1 > 0 können wir dies weiter umformen zu
M[y] = 1m1
(
m21N(y1) + m1m2N(y2) + 2Re(m1y1 my2)
)
= 1m1 (N(m1y1) + N(my2) + 2Re(m1y1my2)− N(my2) + m1m2N(y2))
= 1m1︸︷︷︸
>0
N(m1y1 + my2)︸ ︷︷ ︸
≥0
+ (m1m2 − N(m))︸ ︷︷ ︸
>0
N(y2)︸ ︷︷ ︸
≥0

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Ist nun y2 6= 0, so ist der hintere Ausdruck echt größer Null. Gilt y2 = 0, so folgt
wegen
( y1
y2
) 6= ( 00 ) bereits y1 6= 0. Damit wäre dann aber der erste Term echt größer
Null, sodass in beiden Fällen die Behauptung gezeigt ist.
Nehmen wir nun umgekehrt an, dass M[y] > 0 für alle
( y1
y2
) ∈ C2\ ( 00 ) gilt. Wählen
wir
( y1
y2
)
=
(
1
0
)
und setzen dies in Gleichung (7) ein, so erhalten wir
0 < M[y]
(7)
= m1N(y1) + m2N(y2) + 2Re(y1my2) = m1.
Wählen wir als nächstes
( y1
y2
)
= ( m−m1 ) und setzen dies ebenfalls in Gleichung (7)
ein, so folgt
0 < M[y]
(7)
= m1N(y1) + m2N(y2) + 2Re(y1my2) = m1N(m) + m2m21 − 2Re(mmm1)
= m1︸︷︷︸
>0
(m1m2 − N(m)).
Damit muss auch m1m2 − N(m) > 0 gelten, sodass insgesamt M > 0 gezeigt ist.
(ii) Sei zunächst M positiv semidefinit. Wie in Gleichung (7) berechnen wir
M[y] = m1N(y1) + m2N(y2) + 2Re(y1my2).
Da M positiv semidefinit ist, gilt m1 ≥ 0. Betrachten wir zunächst den Fall m1 = 0.
Dann muss wegen 0 ≤ m1m2 − N(m) = −N(m) bereits m = 0 folgen, sodas für
M[y] gilt
M[y] = m2︸︷︷︸
≥0
N(y2)︸ ︷︷ ︸
≥0
≥ 0.
Ist hingegen m1 > 0, so können wir analog zu obiger Rechnung schreiben
M[y] = 1m1︸︷︷︸
>0
N(m1y1 + my2)︸ ︷︷ ︸
≥0
+ (m1m2 − N(m))︸ ︷︷ ︸
>0
N(y2)︸ ︷︷ ︸
≥0
 ≥ 0,
sodass auch in diesem Fall die Behauptung gezeigt ist.
Wir wollen nun die Umkehrung zeigen. Es gelte also M[y] ≥ 0 für alle ( y1y2 ) ∈ C2.
Wählen wir
( y1
y2
)
=
(
1
0
)
beziehungsweise
( y1
y2
)
=
(
0
1
)
und setzen dies in Gleichung
(7) ein, so erhalten wir
0 ≤ M [( 10 )] = m1 und 0 ≤ M [( 01 )] = m2.
Gilt nun m1 = 0 und m2 6= 0, so wählen wir
( y1
y2
)
=
( −m2
m
)
und erhalten
0 ≤ M [( −m2m )] = m2N(m)− 2Re(mm) = − m2︸︷︷︸
>0
N(m).
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Damit die Ungleichung erfüllt ist, muss bereits m = 0 gelten. Damit folgt aber auch
m1m2 − N(m) = 0 ≥ 0. Gilt m1 = m2 = 0, so wählen wir
( y1
y2
)
=
( −1
m
)
und erhalten
0 ≤ M [( −1m )] = −2Re(mm) = −2N(m).
Damit muss auch in diesem Fall m = 0 gelten und wir erhalten m1m2−N(m) = 0 ≥
0. Im letzten Fall sei m1 > 0. Dann wählen wir
( y1
y2
)
= ( m−m1 ) und erhalten
0 ≤ M [( m−m1 )] = m1N(m) + m2m21 − 2m1Re(mm) = m1︸︷︷︸
>0
(m1m2 − N(m)).
Damit können wir m1m2 − N(m) ≥ 0 schließen. In allen möglichen Fällen wurden
somit die Bedingungen der Positiv Semidefinitheit nachgewiesen.
(b) Sei M ∈ Herm(3, C) und y ∈ C3. Dann berechnen wir
M[y]
= 12
(y1 y2 y3)
m1 m12 m13m12 m2 m23
m13 m23 m3
y1y2
y3
+
(y1 y2 y3)
m1 m12 m13m12 m2 m23
m13 m23 m3
y1y2
y3

= 12
(y1 y2 y3)
m1y1 + m12y2 + m13y3m12y1 + m2y2 + m23y3
m13y1 + m23y2 + m3y3

+
(
y1m1 + y2 m12 + y3 m13 y1m12 + y2m2y3 m23 y1m13 + y2m23 + y3m3
)y1y2
y3

= 12
2m1N(y1) + 2m2N(y2) + 2m3N(y3) + y1(m12y2) + (y2 m12)y1︸ ︷︷ ︸
2Re(y1m12y2)
+ (y1m12)y2 + y2(m12y1)︸ ︷︷ ︸
2Re(y1m12y2)
+ y1(m13y3) + (y3 m13)y1︸ ︷︷ ︸
2Re(y1m13y3)
+ y3(m13y1) + (y1m13)y3︸ ︷︷ ︸
2Re(y1m13y3)
+ y2(m23y3) + (y3 m23)y2︸ ︷︷ ︸
2Re(y2m23y3)
+ y3(m23y2) + (y2m23)y3︸ ︷︷ ︸
2Re(y2m23y3)

= m1N(y1) + m2N(y2) + m3N(y3) + 2Re(y1m12y2) + 2Re(y1m13y3) + 2Re(y2m23y3).
(i) Sei zunächst M[y] > 0 für alle y ∈ C3\
(
0
0
0
)
mit yk ∈ R für mindestens ein k ∈
{1, 2, 3}. Wir setzen nun der Reihe nach verschiedene Ausdrücke für y in M[y] ein.
Dabei nutzen wir die gerade berechnete Formel. Aus
M
[(
1
0
0
)]
= m1
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folgt m1 > 0, aus
M
[( m12−m1
0
)]
= m1N(m12) + m21m2 − 2Re(m12m12m1) = m1(m1m2 − N(m12)) > 0
folgt wegen m1 > 0 bereits m1m2 − N(m12) > 0, und aus
M
[( m12m23−m13m2
m12m13−m23m1
m1m2−N(m12)
)]
= m1N(m12m23 −m13m2) + m2N(m12m13 −m23m1) + m3N(m1m2 − N(m12))
+2Re((m23 m12 −m2m13)m12(m12m13 −m23m1))
+2Re((m23 m12 −m2m13)m13(m1m2 − N(m12)))
+2Re((m13m12 −m1m23)m23(m1m2 − N(m12)))
= N(m12)N(m23)m1 + N(m13)m1m22 − 2m1m2Re(m12m23m13) + N(m12)N(m13)m2
+N(m23)m21m2 − 2Re(m12m23m13) + m21m22m3 + N(m12)2m3 − 2m1m2N(m12)m3
+2Re(m13N(m12)m12m23 −m13N(m12)m13m2 −m1N(m12)N(m23) + m1m2m23 m12m13)
+2Re(m1m2m12m23m13 −m1m22N(m13)− N(m12)m12m23m13 + N(m12)N(m13)m2)
+2Re(m1m2m12m23m13 −m21m2N(m23)− N(m12)m12m23m13 + N(m12)N(m23)m1)
= m1m2m3 (m1m2 − N(m12))−m3N(m12) (−N(m12) + m1m2)
−m1N(m23) (−N(m12)−m1m2 + 2N(m12) + 2m1m2 − 2N(m12))
−m2N(m13) (−m1m2 − N(m12) + 2N(m12) + 2m1m2 − 2N(m12))
+2Re(m12m23m13) (−2m1m2 + N(m12) + 2m1m2 − N(m12) + m1m2 − N(m12))
= (m1m2 − N(m12))det(M)
schließen wir, wegen m1m2 − N(m12) > 0, dass auch det(M) > 0 gilt. Damit ist
gezeigt, dass M positiv definit ist.
Wir wollen nun die Umkehrung zeigen. Dazu nehmen wir an, dass M positiv definit
ist. Wegen m1m2 − N(m12) > 0 und m1 > 0 muss bereits m2 > 0 gelten. Weiter sei
y ∈ C3\
(
0
0
0
)
mit y1 oder y3 ∈ R. Im Anhang A.1 wurde nachgerechnet, dass in
diesem Fall
M[y] = N(y1 + (m2m13 −m12m23) 1m1m2−N(m12)y3)
(
m1m2−N(m12)
m2
)
+N(y2 + m23y3 1m2 + m12y1
1
m2
)m2 + N(y3)
(
det(M)
m1m2−N(m)
)
.
gilt. Offensichtlich gilt also bereits M[y] ≥ 0. Ist nun y3 6= 0, so ist der letzte Aus-
druck der rechten Seite echt positiv und damit auch M[y]. Gilt y3 = 0, so reduziert
sich der Ausdruck zu
M[y] = N(y1)
m1m2−N(m12)
m2
+ N(y2 + m12y1 1m2 )m2.
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Dann ist aber der erste Term der rechten Seite echt positiv, falls y1 6= 0 gegegeben ist.
Würde zusätzlich auch noch y1 = 0 gelten, so würde M[y] = N(y2)m2 > 0 folgen,
da y nicht der Nullvektor sein kann und m2 nach Vorraussetzung echt positiv ist.
Also ist in allen Fällen die Behauptung M[y] > 0 gezeigt, falls die erste oder die
dritte Komponente von y reell ist. Sei nun y2 ∈ R. Wie ebenfalls im Anhang A.1
nachgerechnet wurde, gilt dann
M[y] = N(y2 + (m1m23 −m12m13) y3m1m2−N(m12) )
m1m2−N(m12)
m1
N(y1 + m12y2 1m1 + m13y3
1
m1
)m1 + N(y3)
det(M)
m1m2−N(m12) .
Offensichtlich gilt auch hier bereits M[y] ≥ 0. Ist nun y3 6= 0, so ist der letzte Aus-
druck der rechten Seite echt positiv und damit auch M[y]. Gilt y3 = 0, so reduziert
sich der Ausdruck zu
M[y] = N(y1 + m12y2 1m1 )m1 + N(y2)
m1m2−N(m12)
m1
.
Dann ist aber der letzte Term der rechten Seite echt positiv, falls y2 6= 0 gegeben ist.
Würde zusätzlich auch noch y2 = 0 gelten, so würde M[y] = N(y1)m1 > 0 folgen,
da y nicht der Nullvektor ist und m1 nach Vorraussetzung als echt positiv gegeben
ist. Also ist in allen Fällen die Behauptung M[y] > 0 gezeigt, falls y2 ∈ R gilt.
Insgesamt folgt nun, dass der Ausdruck M[y] echt positiv ist, falls y mindestens eine
reelle Komponente enthält.
(ii) Sei zunächst M[y] ≥ 0 für alle y ∈ C3 mit yk ∈ R für mindestens ein k ∈ {1, 2, 3}. Wir
setzen nun der Reihe nach verschiedene Ausdrücke für y in M[y] ein. Dabei nutzen
wir die Formel
M[y]
= m1N(y1) + m2N(y2) + m3N(y3) + 2Re(y1m12y2) + 2Re(y1m13y3) + 2Re(y2m23y3).
Aus
M
[(
1
0
0
)]
= m1, M
[( 0
1
0
)]
= m2 und M
[( 0
0
1
)]
= m3
folgt bereits m1, m2, m3 ≥ 0. Als nächstes wollen wir zeigen, dass m1m2−N(m12) ≥
0 gilt. Dazu müssen wir mehrere Fälle unterscheiden. Im ersten Fall seien m1 = m2 =
0. Dann betrachten wir
M
[( m12−1
0
)]
= −2N(m12) ≥ 0.
Damit die Ungleichung erfüllt ist, muss bereits N(m12) = 0 gelten, woraus direkt
m1m2 − N(m12) = 0 ≥ 0 folgt. Im zweiten Fall sei m1 = 0 und m2 > 0. Wegen
M
[( −m2
m12
0
)]
= m2N(m12)− 2m2N(m12) = −m2N(m12)
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und m2 > 0 folgt auch hier N(m12) = 0, damit die Ungleichung erfüllt ist. Analog
schließen wir auch in diesem Fall m1m2 − N(m12) = 0 ≥ 0. Im dritten und letzten
Fall sei m1 > 0. Die Ungleichung
M
[( −m12
m1
0
)]
= m1N(m12) + m2m21 − 2m1N(m12) = m1(m1m2 − N(m12)) ≥ 0
führt wegen m1 > 0 direkt zu m1m2 − N(m12) ≥ 0. Für die Positiv Semidefinitheit
der Matrix M ist weiterhin zu zeigen, dass der Ausdruck m1m3 − N(m13) nicht ne-
gativ ist. Auch dies zeigen wir mit drei Fallunterscheidungen. Im ersten Fall seien
m1 = m3 = 0. Aus
M
[(
−1
0
m13
)]
= −2N(m13) ≥ 0
folgt N(m13) = 0 und damit m1m3 − N(m13) = 0 ≥ 0. Im zweiten Fall nehmen wir
m1 = 0 und m3 > 0 an. Mit
M
[( −m3
0
m13
)]
m3N(m13)− 2m3N(m13) = −m3N(m13) ≥ 0
schließen wir auch hier, dass bereits N(m13) = 0 und damit m1m3−N(m13) = 0 ≥ 0
gelten muss. Im dritten und letzten Fall sei m1 > 0. Wir berechnen
M
[( −m13
0
m1
)]
= m1N(m13) + m3m21 − 2m1N(m13) = m1(m1m3 − N(m13)) ≥ 0
und folgern wegen m1 > 0, dass m1m3 − N(m13) ≥ 0 erfüllt sein muss. Eine weitere
Ungleichung, die erfüllt sein muss, damit M positiv definit ist, ist m2m3− N(m23) ≥
0. Analog wie bei den anderen beiden Ungleichungen werden wir auch hier 3 Fall-
unterscheidungen vornehmen. Im ersten Fall seien m2 = m3 = 0. Hier folgern wir
aus
M
[(
0
−1
m23
)]
= −2N(m23) ≥ 0,
dass N(m23) = 0 und damit m2m3 − N(m23) = 0 ≥ 0 gilt. Für den Fall m2 = 0,
m3 > 0 betrachten wir
M
[(
0−m3
m23
)]
= m3N(m23)− 2m3N(m23) = −m3N(m23) ≥ 0.
Analog zum ersten Fall ergibt sich N(m23) = 0 und somit m2m3 − N(m23) = 0 ≥ 0.
Im dritten und letzten Fall können wir aus
M
[( 0−m23
m2
)]
= m2N(m23) + m3m22 − 2m2N(m23) = m2(m2m3 − N(m23)) ≥ 0
wegen m3 > 0 direkt m2m3 − N(m23) ≥ 0 folgern. Damit sind nun alle 2× 2 Un-
terdeterminanten von hermiteschen Matrizen nicht negativ. Es bleibt also zu zeigen,
dass die Determinante der Matrix M nicht negativ ist. Auch hier müssen wir einige
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Fallunterscheidungen durchführen. Sei zunächst m1 = 0. Nach dem gerade Berech-
neten folgt dann aber N(m12) = N(m13) = 0 und damit m12 = m13 = 0. Für die
Determinante bedeutet dies
det(M) = det

0 0 00 m2 m23
0 m23 m3

 = 0 ≥ 0,
sodass in diesem Fall die Behauptung gezeigt ist. Ganz analog können wir zeigen,
dass im Fall m2 = 0 (m3 = 0) bereits m12 = m23 = 0 (m13 = m23 = 0) und damit
det(M) = 0 ≥ 0 gilt. Wir können also ohne Beschränkung der Allgemeinheit in
jedem Fall annehmen, dass bereits m1, m2, m3 > 0 gilt. Im ersten Fall betrachten wir
dann die Matrix M mit m1m2 − N(m12) > 0. Wir berechnen (siehe A.1)
M
[(
m12m23−m13m2
m12m13−m23m1
m1m2−N(m12)
)]
= (m1m2 − N(m12))det(M) ≥ 0.
Wegen m1m2 − N(m12) > 0 folgt damit sofort det(M) ≥ 0. Nehmen wir im zweiten
Fall an, dass m1m2 − N(m12) = 0 gilt, so erhalten wir (siehe A.1)
M
[( m12m3−m1m3
m1m23−m13m12
)]
= m1m3det(M) ≥ 0,
sodass wegen m1, m3 > 0 bereits det(M) ≥ 0 gelten muss. Wir haben also in allen
Fällen gezeigt, dass det(M) ≥ 0 gilt. Somit ist insgesamt bewiesen, dass M positiv
semidefinit ist.
Wir betrachten nun die Umkehrung der Aussage. Sei also M positiv semidefinit.
Wir wollen zeigen, dass dann bereits M[y] ≥ 0 für alle y ∈ C3 mit yk ∈ R für
mindestens ein k ∈ {1, 2, 3} gilt. Nehmen wir zunächst an, dass m1 = m2 = 0 gilt. Da
M positiv semidefinit ist, gilt m1m2−N(m12), m1m3−N(m13), m2m3−N(m23) ≥ 0,
woraus wir in diesem Fall Fall sofort N(m12) = N(m13) = N(m23) = 0 und damit
m12 = m13 = m23 = 0 schließen. Dann folgt aber
M[y] = N(y3)︸ ︷︷ ︸
≥0
m3︸︷︷︸
≥0
≥ 0.
Im zweiten Fall sei m1 = 0 und m2 > 0. Wie im ersten Fall folgern wir m12 = m13 = 0
und berechnen
M[y]
= N(y2)m2 + N(y3)m3 + 2Re(y2m23y3)
= 1m2 (N(y2m2) + N(m23y3)− N(y3)N(m23) + m2m3N(y3) + 2Re(m2y2m23y3))
= 1m2︸︷︷︸
>0
N(m2y2 + m23y3)︸ ︷︷ ︸
≥0
+ N(y3)︸ ︷︷ ︸
≥0
(m2m3 − N(m23))︸ ︷︷ ︸
≥0

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Nehmen wir im dritten Fall m2 = 0 und m1 > 0 an, so zeigen wir analog zum
zweiten Fall, dass
M[y]
= N(y1)m1 + N(y3)m3 + 2Re(y1m13y3)
= 1m1 (N(y1m1) + N(m13y3)− N(y3)N(m13) + m1m3N(y3) + 2Re(m1y1m13y3))
= 1m1︸︷︷︸
>0
N(m1y1 + m13y3)︸ ︷︷ ︸
≥0
+ N(y3)︸ ︷︷ ︸
≥0
(m1m3 − N(m13))︸ ︷︷ ︸
≥0

gilt. Aus den ersten 3 Fällen können wir ohne Einschränkung annehmen, dass m1, m2 >
0 gegeben ist. Im vierten Fall sei nun m1m2− N(m12) = 0. Wir zeigen zunächst, dass
dann bereits m12m23 = m2m13 gilt. Dazu betrachten wir die folgende Abschätzung
0 ≤ det(M) = m1m2m3 −m1N(m23)−m2N(m13)−m3 N(m12)︸ ︷︷ ︸
=m1m2
+2Re(m12m23m13)
= −m1N(m23)−m2N(m13) + 2Re(m12m23m13)
≤ 2 |Re(m12m23m13)| −m1N(m23)−m2N(m13)
1.10≤ 2
√
N(m12)︸ ︷︷ ︸
=m1m2
N(m23)N(m13)−m1N(m23 −m2N(m13)
= 2
√
m1N(m23)
√
m2N(m13)−m1N(m23)−m2N(m13)
= −
(√
m1N(m23)−
√
m2N(m13)
)2
≤ 0.
Es folgt det(M) = 0 und überall in den Abschätzungen gilt „=“. Damit können wir
aus der letzten Ungleichung schlussfolgern√
m1N(m23) =
√
m2N(m13)⇔ m1N(m23) = m2N(m13). (?)
Aus Gleichung (?) und N(m12) = m1m2 schließen wir
1
m2
N(m12)N(m23) = m2N(m13)⇔ N(m12)N(m23) = N(m2m13).
Definieren wir nun a = m12m23 und b = m2m13, so gilt N(a) = N(b) und wegen
obiger Abschätzung (unter Beachtung von m2 > 0)∣∣∣Re(ab)∣∣∣ = m2 |Re(m12m23m13)| = m2√N(m12)N(m23)N(m13)
=
√
N(m12m23)
√
N(m2m13).
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Aus 1.10 folgt damit a = ±b, das bedeutet m12m23 = ±m2m13. Wegen
|Re(m12m23m13)| = Re(m12m23m13)⇔ |±m2N(m13)| = ±N(m13)
gilt m13 = 0 (und damit m12m23 = 0 = m2m13 = −m2m13 ) oder m12m23 = m2m13,
sodass das negative Vorzeichen ausgeschlossen werden kann.
Kommen wir nun zurück zum Ausdruck M[y]. Nehmen wir zunächst an, dass y2
oder y3 reell ist. Dann erhalten wir (siehe A.1)
M[y] = m1︸︷︷︸
>0
N(y1 + m12y2 1m1 + m13y3
1
m1
)︸ ︷︷ ︸
≥0
+ m1m3−N(m13)m1︸ ︷︷ ︸
≥0
N(y3)︸ ︷︷ ︸
≥0
≥ 0.
Ist y1 reell so berechnen wir (siehe A.1)
M[y] = 1m2︸︷︷︸
>0
N(m12y1 + y2m2 + m23y3)︸ ︷︷ ︸
≥0
+ N(y3)︸ ︷︷ ︸
≥0
m2m3−N(m23)
m2︸ ︷︷ ︸
≥0
≥ 0,
sodass auch in diesem Fall die Behauptung gezeigt wurde. Es bleibt nun nur noch
der Fall m1, m2 > 0 und m1m2 − N(m12) > 0 zu betrachten. Hier schließen wir
M[y] = N(y2 + m23y3 1m2 + m12y1
1
m2
)︸ ︷︷ ︸
≥0
m2︸︷︷︸
>0
+ N(y3)︸ ︷︷ ︸
≥0
det(M)
m1m2−N(m12)︸ ︷︷ ︸
≥0
+ N(y1 + (m2m13 −m12m23) 1m1m2−N(m12)y3)︸ ︷︷ ︸
≥0
m1m2−N(m12)
m2︸ ︷︷ ︸
≥0
≥ 0
falls y1 oder y3 reell ist (siehe A.1), beziehungsweise
M[y] = N(y1 + m12y2 1m1 + m13y3
1
m1
)︸ ︷︷ ︸
≥0
m1︸︷︷︸
>0
+ N(y3)︸ ︷︷ ︸
≥0
det(M)
m1m2−N(m12)︸ ︷︷ ︸
≥0
+ N(y2 + (m1m23 −m12m13)y3 1m1m2−N(m12) )︸ ︷︷ ︸
≥0
m1m2−N(m12)
m1︸ ︷︷ ︸
≥0
≥ 0
falls y2 reell ist (siehe A.1). Schlussendlich wurde damit in allen Fällen bewiesen,
dass M[y] ≥ 0 erfüllt ist, sobald mindestens eine Komponente von y reell und M
positiv semidefinit ist. 
Wir wollen nun an einem Beispiel zeigen, dass die Bedingung in Korollar 2.15, dass eine
Komponente von y reell ist, wirklich notwendig ist.
Beispiel 2.16 Sei M ∈ Herm(3, C) wie folgt definiert
M =
 5 4i1 4i4−4i1 5 4i2
−4i4 −4i2 9
 ∈ Herm(3, C).
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Dann gilt
m1 = 5 > 0
m1m2 − N(m12) = 5 · 5− N(4i1) = 25− 16 = 9 > 0
det(M) = 5 · 5 · 9− 5N(4i2)− 5N(4i4)− 9N(4i1) + 2Re((4i1)(4i2)(4i4))
= 225− 80− 80− 144+ 128 Re(i1i2i4)︸ ︷︷ ︸
=1
= 49 > 0,
also ist M positiv definit. Wählen wir nun
y =
4i53i6
i7
 ∈ C3\
00
0
 ,
so folgt mit Hilfe der Formel für M[y] aus 2.15
M[y] = m1N(y1) + m2N(y2) + m3N(y3) + 2Re(y1m12y2) + 2Re(y1m13y3) + 2Re(y2m23y3)
= 5N(4i5) + 5N(3i6) + 9N(i7) + 2Re((4i5)(4i1)(3i6)) + 2Re((4i5)(4i4)(i7))
+2Re((3i6)(4i2)(i7))
= 80+ 45+ 9− 96Re(i5i1i6)− 32Re(i5i4i7)− 24Re(i6i2i7)
= 134− 96Re((−i6)i6)− 32Re((−i7)i7)− 24Re((−i7)i7)
= 134− 96− 32− 24 = −18 < 0.
Analog findet sich auch ein Beispiel für positiv semidefinite Matrizen. Hier sei
M =
 1 i1 i4−i1 1 i2
−i4 −i2 2
 ∈ Herm(3, C).
Wir rechnen nach, dass M positiv semidefinit ist:
m1 = 1 ≥ 0
m2 = 1 ≥ 0
m3 = 2 ≥ 0
m1m2 − N(m12) = 1 · 1− N(i1) = 1− 1 = 0 ≥ 0
m1m3 − N(m13) = 1 · 2− N(i4) = 2− 1 = 1 ≥ 0
m2m3 − N(m23) = 1 · 2− N(i2) = 2− 1 = 1 ≥ 0
det(M) = 1 · 1 · 2− 1 · N(i2)− 1 · N(i4)− 2N(i1) + 2 Re(i1i2i4)︸ ︷︷ ︸
=1
= 2− 1− 1− 2+ 2 = 0 ≥ 0.
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Wählen wir nun y wie im ersten Beispiel, so folgt
M[y] = m1N(y1) + m2N(y2) + m3N(y3) + 2Re(y1m12y2) + 2Re(y1m13y3) + 2Re(y2m23y3)
= 1 · N(4i5) + 1 · N(3i6) + 2N(i7) + 2Re((4i5)(i1)(3i6)) + 2Re((4i5)(i4)(i7))
+2Re((3i6)(i2)(i7))
= 16+ 9+ 2− 24 Re(i5i1i6)︸ ︷︷ ︸
=1
−8 Re(i5i4i7)︸ ︷︷ ︸
=1
−6 Re(i6i2i7)︸ ︷︷ ︸
=1
= 27− 24− 8− 6 = −11 < 0.

Wir können aus 2.15 eine weitere äquivalente Forderung zur Positiv-(Semi)Definitheit fol-
gern, welche wir allerdings erst in Kapitel 4 beweisen werden (da wir erst dann die nötigen
Hilfssätze beisammen haben, die den Beweis deutlich vereinfachen).
Lemma 2.17 Seien M, S ∈ Herm(n, C), n ∈ {1, 2, 3}, und τ(M, S) definiert durch
τ(M, S) =
1
2
Spur
(
MStr + SMtr
)
=
1
2
Spur (MS + SM) .
Dann gilt
(i) M > 0⇔ τ(M, S) > 0 für alle S ≥ 0, S 6= 0.
(ii) M ≥ 0⇔ τ(M, S) ≥ 0 für alle S ≥ 0. 
Beweis
Siehe 4.6. 
Aus 2.15 können wir weiterhin die folgende für das Koecher-Prinzip wichtige Folgerung zie-
hen.
Korollar 2.18 Sei M ∈ Herm(3, C) nicht positiv semidefinit (M 6≥ 0), dann existiert ein y ∈
C3\
(
0
0
0
)
mit mindestens einer reellen Komponente, so dass gilt
M[y] < 0. 
In [Koe99, S.118 f.] und [Ja10, S.100 ff.] finden sich weitere Äquivalenzen zur Charakteri-
sierung der Positiv-(Semi-)Definitheit von hermiteschen 1× 1, 2× 2 beziehungsweise 3× 3
Matrizen, die hier nur zitiert werden.
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Satz 2.19 (Äquivalenzsatz für positiv (semi-) definite Matrizen)
Sei M ∈ Herm(n, C), n = 1, 2, 3. Dann sind äquivalent
(a) M ist positiv definit (M > 0),
(b) es existiert ein positiv definites N ∈ Herm(n, C) mit M = N2,
(c) es existiert ein invertierbares N ∈ Herm(n, C) mit M = N2,
(d) alle hermiteschen Teilmatrizen von M sind positiv definit,
(e) alle Minoren von hermiteschen Untermatrizen von M sind positiv.
Ebenfalls äquivalent sind
(a‘) M ist positiv semidefinit (M ≥ 0),
(b‘) es existiert ein positiv semidefinites N ∈ Herm(n, C) mit M = N2,
(c‘) es existiert ein N ∈ Herm(n, C) mit M = N2,
(d‘) alle hermiteschen Teilmatrizen von M sind positiv semidefinit. 
Zum Abschluss dieses Kapitels werden wir nun noch zeigen, dass der Ausdruck yytr für
geeignete Vektoren y aus dem C2 beziehungsweise C3 immer eine positiv semidefinite Matrix
liefert.
Lemma 2.20 Sei y ∈ Cn, dann gilt
(a) Sei n = 2, dann ist die Matrix yytr für alle Vektoren y ∈ C2 positiv semidefinit.
(b) Sei n = 3, dann ist die Matrix yytr für alle Vektoren y ∈ C3, von denen mindestens eine Kompo-
nente yk, k ∈ {1, 2, 3}, reell ist, positiv semidefinit. 
Beweis
(a) Es gilt
yytr =
(
y1
y2
)(
y1 y2
)
=
(
N(y1) y1y2
y2y1 N(y2)
)
.
Wegen N(y1), N(y2) ≥ 0 und N(y1)N(y2)− N(y1y2) = 0 ≥ 0 folgt nun, dass die Matrix
yytr positiv semidefinit ist.
(b) Es gilt
yytr =
y1y2
y3
(y1 y2 y3) =
N(y1) y1y2 y1y3y2y1 N(y2) y2y3
y3y1 y3y2 N(y3)
 .
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Wegen N(y1), N(y2), N(y3) ≥ 0 sind alle 1× 1 Unterdeterminanten (hermitescher Matri-
zen) nicht negativ. Für die 2× 2 Unterdeterminaten (hermitescher Matrizen) gilt ebenso
N(y1)N(y2)− N(y1y2) = 0 ≥ 0,
N(y1)N(y3)− N(y1y3) = 0 ≥ 0,
N(y2)N(y3)− N(y2y3) = 0 ≥ 0,
sodass es genügt zu zeigen, dass auch die Determinante nicht negativ ist. Hier berechnen
wir
det(yytr) = N(y1)N(y2)N(y3)− N(y1)N(y2y3)− N(y2)N(y1y3)− N(y3)N(y1y2)
+2Re((y1y2)(y2y3)(y3y1))
= −2N(y1)N(y2)N(y3) + 2Re((y1y2)(y2y3)(y3y1)).
Da nun eine Komponente von y reell ist, vereinfacht sich der Realteil in allen Fällen zu
2Re((y1y2)(y2y3)(y3y1)) = 2N(y1)N(y2)N(y3).
Damit schließen wir nun det(yytr) = 0 ≥ 0, sodass insgesamt bewiesen ist, dass die
Matrix yytr positiv semidefinit ist. 
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3 Modulformen auf dem Halbraum der Cayley Zahlen
Im letzten Kapitel haben wir gesehen, wie über den Cayley Zahlen hermitesche und posi-
tiv (semi-) definite Matrizen definiert wurden. Dies gibt uns nun die Möglichkeit, den so-
genannten Halbraum der Cayley Zahlen einzuführen, welcher als Definitionsbereich für die
Modulformen über den Cayley Zahlen dient. Um Modulformen einzuführen benötigen wir
weiterhin ein Analogon zur Siegelschen Modulgruppe. Diese wird, anders als im Siegelschen
Fall, nicht von Matrizen sondern von Abbildung erzeugt sein. Dieser Übergang zu Abbildun-
gen ist aufgrund der Nicht-Assoziativität der Cayley Zahlen notwendig. Insbesondere wer-
den wir, wenn wir die Modulgruppe betrachten, auf die in der Literatur unterschiedlichen
Definitionen eingehen und zeigen, dass diese übereinstimmen.
3.1 Der Halbraum der Cayley Zahlen
Wir beginnen mit der Definition des Halbraums der Cayley Zahlen vom Grad n, wobei n hier
nur aus der Menge {1, 2, 3} stamme. Der Halbraum dient später als Definitionsbereich der
Modulformen über den Cayley Zahlen. Wir übernehmen die Definitionen aus [Kr96, S.363].
Definition 3.1 Der Halbraum der Cayley Zahlen vom Grad n ist gegeben durch
H(n, C) = {Z = X + iY ∈ Herm(n, CC), X, Y ∈ Herm(n, C), Y > 0}.

Im Fall n = 1 bezeichnet H(1, C) gerade die obere Halbebene H1 in C. Für n = 2 hat Z ∈
H(2, C) die Form
Z =
(
z1 z
z z2
)
, mit z1, z2 ∈ H1, z ∈ CC.
Jedes Z ∈ H(2, C) ist invertierbar und es gilt (vergleiche [EK92, S. 115])
−Z−1 = −1
det(Z)
(
z2 −z
−z z1
)
∈ H(2, C).
Gilt n = 3, so schreiben wir Z ∈ H(3, C) in der Form
Z =
 z1 z12 z13z12 z2 z23
z13 z23 z3
 mit z1, z2, z3 ∈ H1, z12, z13, z23 ∈ CC.
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Auch in diesem Fall gilt, dass jedes Z ∈ H(3, C) invertierbar ist mit (vergleiche [Ba70, S.526
ff.], [Ba73, S.80] oder [Ja10, S.108])
−Z−1 = −1det(Z)
z2z3 − N(z23) z13z23 − z3z12 z12z23 − z2z13z23z13 − z3z12 z1z3 − N(z13) z12z13 − z1z23
z23 z12 − z2z13 z13z12 − z1z23 z1z2 − N(z12)
 ∈ H(3, C).
Wie wir gerade schon gesehen haben, werden Matrizen aus dem Cayley Halbraum durch
die Abbildung Z 7→ −Z−1 wieder auf Matrizen aus dem Cayley Halbraum abgebildet. Wir
erhalten eine biholomorphe Abbildung vonH(n, C)→ H(n, C) und schreiben
ι : H(n, C)→ H(n, C) : Z 7→ −Z−1
für diese Abbildung.
Eine Abbildung, die diese Eigenschaften offensichtlich ebenfalls erfüllt, ist
τS : H(n, C)→ H(n, C) : Z 7→ Z + S für S ∈ Herm(n, C).
Die Abbildungen
ρu : H(1, C)→ H(1, C), z 7→ uzu = zN(u) für 0 6= u ∈ C,
sind auch biholomorph. Wir wollen die zuletzt genannten Abbildungen auf solche vom Halb-
raum vom Grad 2 erweitern. Dazu betrachten wir das folgende Lemma
Lemma 3.2 Die Abbildungen
ρU : H(2, C)→ H(2, C), Z 7→ Z[U] := UtrZU für
U ∈
{(
0 ±1
±1 0
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
u 0
0 u−1
)
u ∈ C\{0},
(
n t
t m
)
, t ∈ C, n, m ∈ R, nm− N(t) 6= 0
}

sind wohldefiniert und biholomorph.
Beweis
Zunächst stellen wir fest, dass der Ausdruck Z[U] = UtrZU für obige Matrizen auch oh-
ne vorgeschriebene Klammerung wohldefiniert ist. Zur Wohldefiniertheit der Abbildung ist
nun zu zeigen, dass Z[U] auch wieder im Halbraum liegt. Schreiben wir Z = X + iY mit
X, Y ∈ Herm(2, C) und Y > 0, so ist Z[U] gegeben durch X[U] + iY[U]. Da X[U] offen-
sichtlich wieder hermitesch ist, genügt es zu zeigen, dass Y[U] > 0 gilt. Dazu müssen wir
die konkreten Ausdrücke berechnen und zeigen, dass der Eintrag der ersten Zeile und ersten
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Spalte positiv ist, sowie die Determinante der Matrix.
Schreiben wir
Y =
(
y1 y
y y2
)
mit y1, y2 ∈ R, y1 > 0, und y ∈ C, y1y2 − N(y) > 0,
dann gilt (wenn wir beachten, dass wegen y1y2 − N(y) > 0 auch y2 > 0 gelten muss)
• ρ( 0 1
1 0
)(Y) = ρ( 0 −1
−1 0
)(Y) =
(
y2 y
y y1
)
> 0, da y2 > 0 und y2y1 − N(y) > 0.
• ρ( 0 1
−1 0
)(Y) = ρ( 0 −1
1 0
)(Y) =
(
y2 −y
−y y1
)
> 0, da y2 > 0 und y2y1 − N(−y) > 0.
• ρ( 1 u
0 1
)(Y) = ρ(−1 −u
0 −1
)(Y) =
(
y1 y1u + y
uy1 + y y2 + y1N(u) + 2Re(yu)
)
> 0,
da y1 > 0 und
det(Y[U]) = y1(y2 + y1N(u) + 2Re(yu))− N(y + y1u)
= y1y2 + y21N(u) + 2y1Re(yu)− N(y)− y21N(u)− 2y1Re(yu)
= y1y2 − N(y) > 0.
Die Rechnungen für U =
( −1 u
0 1
)
beziehungsweise U =
(
1 u
0 −1
)
liefern analoge Ergeb-
nisse.
• ρ( 1 0
u 1
)(Y) = ρ(−1 0
−u −1
)(Y) =
(
y1 + y2N(u) + 2Re(yu) y + uy2
uy2 + y y2
)
> 0,
da
y1 + y2N(u) + 2Re(yu) = 1y2 (y1y2 + N(y2u) + 2y2Re(yu) + N(y)− N(y))
= 1y2︸︷︷︸
>0
y1y2 − N(y)︸ ︷︷ ︸
>0
+ N(y2u + y)︸ ︷︷ ︸
≥0
 > 0
und
det(Y[U]) = y1(y2 + y1N(u) + 2Re(yu))− N(y + y1u)
= y1y2 + y21N(u) + 2y1Re(yu)− N(y)− y21N(u)− 2y1Re(yu)
= y1y2 − N(y) > 0.
Die Rechnungen für U =
( −1 0
u 1
)
beziehungsweise U =
(
1 0
u −1
)
liefern analoge Ergeb-
nisse.
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• ρ( u 0
0 u−1
)(Y) =
(
y1N(u) uyu−1
u−1yu y2N(u)−1
)
> 0,
da y1N(u) > 0 und
det(Y[U]) = y1N(u) · y2N(u)−1 − N(uyu−1)
= y1y2 − N(u)N(y)N(u)−1
= y1y2 − N(y) > 0.
• ρ( n t
t m
)(Y) =
(
y1n2 + 2nRe(yt) + y2N(t) ny1t + nmy + tyt + ty2m
ty1n + tyt + nmy + my2t y1N(t) + y2m2 + 2mRe(yt)
)
> 0,
da
n2y1 + 2nRe(yt) + y2N(t) = 1y2
(
n2y1y2 + 2Re(nyy2t) + N(y2t) + N(ny)− N(ny)
)
= 1y2
(
n2(y1y2 − N(y)) + N(ny + y2t)
)
> 0
(denn ist n = 0, so folgt wegen nm− N(t) 6= 0 bereits t 6= 0 und damit N(ny + y2t) =
N(y2t) > 0) und
det(Y[U]) =
(
y1n2 + 2nRe(yt) + y2N(t)
) (
y1N(t) + y2m2 + 2mRe(yt)
)
−N(ny1t + nmy + tyt + ty2m)
= y21n
2N(t) + 2n2my1Re(ty) + n2m2y1y2 + 2ny1N(t)Re(ty) + 4nmRe(ty)2
+2nm2y2Re(ty) + y1y2N(t)2 + 2my2N(t)Re(ty) + m2y22N(t)− N(t)n2y21
−2ny1Re((tyt)t)− 2nmRe((tyt)y)− 2nm2y2Re(ty)− 2n2my1Re(ty)
−N(y)n2m2 − 2nmy1y2N(t)− N(y)N(t)2 −m2y22N(t)− 2my2Re((tyt)t)
= n2m2(y1y2 − N(y)) + N(t)(y1y2 − N(y))− 2nmy1y2N(t)
−2nm Re((tyt)y)︸ ︷︷ ︸
1.6
=Re((ty)(ty))
+2nm 2Re(ty)2︸ ︷︷ ︸
1.8
=
N(t)N(y)
+Re((ty)(ty))
+2ny1N(t)Re(ty)
−2ny1 Re((tyt)t)︸ ︷︷ ︸
1.6
=Re(ty)N(t)
+2my2N(t)Re(ty)− 2my2 Re((tyt)t)︸ ︷︷ ︸
1.6
=Re(ty)N(t)
= n2m2(y1y2 − N(y)) + N(t)2(y1y2 − N(y))− 2nmN(t)(y1y2 − N(y))
= (nm− N(t))2(y1y2 − N(y)) > 0.
Wir haben nun für alle Matrizen U nachgewiesen, dass Z[U] wieder ein Element des Cayley
Halbraums vom Grad 2 ist. Weiterhin können wir leicht nachrechnen, dass U−1 wieder in obi-
ger Menge liegt und ρ−1U = ρU−1 erfüllt. Dies liegt im Wesentlichen daran, dass die von zwei
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Cayley Zahlen erzeugte Algebra assoziativ ist (vergleiche 1.11). Da ρU und ρU−1 offensichtlich
holomorphe Abbildungen sind, ist ρU damit biholomorph. 
Für den Halbraum vom Grad 3 erhalten wir die folgenden biholomorphen Abbildungen (ver-
gleiche auch [Fr85]).
Lemma 3.3 Die Abbildungen
ρU : H(3, C)→ H(3, C), Z 7→ Z[U] := UtrZU für
U ∈

 0 ±1 0±1 0 0
0 0 ±1
 ,
 0 0 ±10 ±1 0
±1 0 0
 ,
±1 0 00 0 ±1
0 ±1 0
 ,
±1 u 00 ±1 0
0 0 ±1
 ,
±1 0 u0 ±1 0
0 0 ±1
 ,
±1 0 00 ±1 u
0 0 ±1
 ,
±1 0 0u ±1 0
0 0 ±1
 ,
±1 0 00 ±1 0
u 0 ±1
 ,
±1 0 00 ±1 0
0 u ±1
 ,
u 0 00 u−1 0
0 0 ±1
 ,
±1 0 00 u 0
0 0 u−1
 ,
u 0 00 ±1 0
0 0 u−1
 , u ∈ C\{0},
n t 0t m 0
0 0 ±1
 ,
n 0 t0 ±1 0
t 0 m
 ,
±1 0 00 n t
0 t m
 , t ∈ C, n, m ∈ R, nm− N(t) 6= 0

sind wohldefiniert und biholomorph. 
Beweis
Zunächst stellen wir fest, dass der Ausdruck Z[U] = UtrZU für obige Matrizen auch oh-
ne vorgeschriebene Klammerung wohldefiniert ist. Zur Wohldefiniertheit der Abbildung ist
nun zu zeigen, dass Z[U] auch wieder im Halbraum liegt. Schreiben wir Z = X + iY mit
X, Y ∈ Herm(3, C) und Y > 0, so ist Z[U] gegeben durch X[U] + iY[U]. Da X[U] offen-
sichtlich wieder hermitesch ist, genügt es zu zeigen, dass Y[U] > 0 gilt. Dazu müssen wir
die konkreten Ausdrücke berechnen und zeigen, dass der Eintrag der ersten Zeile und ersten
Spalte positiv ist, sowie die Determinante der oberen linken 2× 2 Untermatrix und die Deter-
minante von Y[U].
Schreiben wir
Y =
 y1 y12 y13y12 y2 y23
y13 y23 y3
 mit y1, y2, y3 ∈ R,y12, y13, y23 ∈ C, und
y1 > 0
y1y2 − N(y12) > 0,
det(Y) > 0,
dann folgt aus dem Äquivalenzsatz für positiv definite Matrizen 2.19, dass auch
y2, y3, y1y3 − N(y13), y2y3 − N(y23) > 0
gilt. Damit berechnen wir nun
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• ρ( n t 0
t m 0
0 0 1
)(Y) =
y1n2 + 2nRe(ty12) + y2N(t) ny1t + nmy12 + ty12t + y2mt ny13 + ty23y1nt + ty12t + nmy12 + my2t y1N(t) + 2mRe(ty12) + y2m2 ty13 + my23
y13n + y23 t y13t + y23m y3

Wie im Beweis von 3.2 folgt nun
y1n2 + 2nRe(ty12) + y2N(t) = 1y2
(
n2(y1y2 − N(y12)) + N(ny12 + y2t)
)
> 0,
sowie
det
((
Y[U]11 Y[U]12
Y[U]12 Y[U]22
))
=
(
y1n2 + 2nRe(ty12) + N(t)y2
) (
y1N(t) + y2m2 + 2mRe(ty12)
)
−N(ny1t + nmy12 + ty12t + ty2m)
= (nm− N(t))2(y1y2 − N(y12)) > 0.
Es bleibt also nur noch die Determinante von Y[U] zu berechnen. Die Rechnung dazu
befindet sich im Anhang A.2.
det(Y[U]) =
(
y1n2 + 2nRe(ty12) + N(t)y2
) (
y1N(t) + y2m2 + 2mRe(ty12)
)
y3
− (y1n2 + 2nRe(ty12) + N(t)y2)N(ty13 + my23)
− (y1N(t) + y2m2 + 2mRe(ty12))N(ny13 + ty23)
−y3N(ny1t + nmy12 + ty12t + y2mt)
+2Re((ny1t + nmy12 + ty12t + y2mt)(ny13 + ty23)(y13t + y23m))
= (nm− N(t))2det(Y) > 0.
Damit ist Y[U] positiv definit. Analoge Rechnungen zeigen, dass auch Y[U] für
U ∈

n t 0t m 0
0 0 −1
 ,
n 0 t0 ±1 0
t 0 m
 ,
±1 0 00 n t
0 t m
 , t ∈ C, n, m ∈ R, nm− N(t) 6= 0

wieder positiv definit ist und damit ein Element des Cayley Halbraums vom Grad 3 ist.
• ρ( 1 u 0
0 1 0
0 0 1
)(Y) =
 y1 y1u + y12 y13uy1 + y12 y2 + N(u)y1 + 2Re(y12u) uy13 + y23
y13 y13u + y23 y3
 > 0,
da y1 > 0, sowie
det
((
Y[U]11 Y[U]12
Y[U]12 Y[U]22
))
= y1(y2 + N(u)y1 + 2Re(y12u))− N(y1u + y12)
= y1y2 + y21N(u) + 2y1Re(y12u)− y21N(u)− N(y12)
−2y1Re(y12u)
= y1y2 − N(y) > 0
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und
det(Y[U]) = y1(y2 + N(u)y1 + 2Re(y12u))y3 − y1N(uy13 + y23)
−(y2 + N(u)y1 + 2Re(y12u))N(y13)− y3N(y1u + y12)
+2Re((y1u + y12)(uy13 + y23)y13)
= y1y2y3 + y21y3N(u) + 2y1y3Re(y12u)− y1N(u)N(y13)− y1N(y23)
−2y1Re(y23y13u)− y2N(y13)− y1N(u)N(y13)− 2N(y13)Re(y12u)
−y21y3N(u)− y3N(y12)− 2y1y3Re(y12u) + 2y1N(u)N(y13)
+2y1Re(y23y13u) + 2N(y13)Re(y12u) + 2Re(y12y23y13)
= det(Y) > 0.
Für die Abbildungen ρU ,
U ∈

±1 u 00 ±1 0
0 0 ±1
 ,
±1 0 u0 ±1 0
0 0 ±1
 ,
±1 0 00 ±1 u
0 0 ±1
 ,
±1 0 0u ±1 0
0 0 ±1
 ,
±1 0 00 ±1 0
u 0 ±1
 ,
±1 0 00 ±1 0
0 u ±1


folgt mit analogen Rechnungen, dass auch diese wohldefiniert sind.
• ρ( u 0 0
0 u−1 0
0 0 1
)(Y) =
y1N(u) uy12u−1 uy13u−1y12u y2N(u−1) u−1y23
y13u y23u−1 y3
 > 0,
da y1N(u) > 0, sowie
det
((
Y[U]11 Y[U]12
Y[U]12 Y[U]22
))
= (y1N(u))(y2N(u−1))− N(uy12u−1)
= y1y2N(u)N(u)−1 − N(u)N(y12)N(u)−1
= y1y2 − N(y12) > 0
und
det(Y[U]) = (y1N(u))(y2N(u−1))y3 − y1N(u)N(u−1y23)− y2N(u−1)N(uy13)
−y3N(uy12u−1) + 2 Re((uy12u−1)(u−1y23)(y13u))︸ ︷︷ ︸
1.6
= Re((u(y12u−1))(u−1(y23y13)u))
1.6
= N(u)Re((y12u−1)(u−1(y23y13)))
1.6
= N(u)N(u)−1Re(y12y23y13)
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= y1y2y3 − y1N(y23)− y2N(y13)− y3N(y12) + 2Re(y12y23y13)
= det(Y) > 0.
Ebenso zeigen analoge Rechnungen für
U ∈

u 0 00 u−1 0
0 0 −1
 ,
±1 0 00 u 0
0 0 u−1
 ,
u 0 00 ±1 0
0 0 u−1
 , u ∈ C\{0}
 ,
dass ρU für selbige wohldefiniert ist.
• ρ( 0 1 0
−1 0 0
0 0 1
)(Y) =
 y2 −y12 −y23−y12 y1 y13
−y23 y13 y3
 > 0,
da y2 > 0, y2y1 − N(−y12) = y1y2 − N(y12) > 0 und
det(Y[U]) = y2y1y3 − y2N(y13)− y1N(−y23)− y3N(−y12) + 2Re((−y12)y13(−y23))
= y1y2y3 − y1N(y23)− y2N(y13)− y3N(y12) + 2Re(y12y23y13)
= det(Y) > 0.
Für die anderen Matrizen
U ∈

 0 ±1 0±1 0 0
0 0 ±1
 ,
 0 0 ±10 ±1 0
±1 0 0
 ,
±1 0 00 0 ±1
0 ±1 0


berechnet sich analog, dass ρU(Z) wieder im Cayley Halbraum vom Grad 3 liegt.
Wir haben nun für alle Matrizen U nachgewiesen, dass Z[U] wieder ein Element des Cayley
Halbraums vom Grad 3 ist. Weiterhin können wir leicht nachrechnen, dass U−1 wieder in
obiger Menge liegt und ρ−1U = ρU−1 erfüllt. Hierfür verwenden wir 1.4 und 1.6. Da ρU und
ρU−1 offensichtlich holomorphe Abbildungen sind, ist ρU damit biholomorph. 
Bemerkung 3.4 Im Beweis zu 3.3 haben wir gesehen, dass insbesondere die folgende Aussa-
ge gilt: Ist Y ∈ Herm(3, C) positiv definit und U eine der in 3.3 aufgelisteten Matrizen, dann
ist auch Y[U] positiv definit. Ist umgekehrt Y[U] positiv definit, so rechnen wir nach, dass
(Y[U])[U−1] = Y gilt und somit ist auch Y positiv definit. Damit erhalten wir die folgende
Äquivalenz
Y > 0⇔ Y[U] > 0 für alle U aus 3.3.
Analog können wir zeigen, dass diese Aussage auch für positiv semidefinite 3× 3 Matrizen
erfüllt ist, das bedeutet es gilt
Y ≥ 0⇔ Y[U] ≥ 0 für alle U aus 3.3.
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Schlussendlich ist es aufgrund des Beweises zu 3.2 möglich, diese Aussagen auch für 2× 2
Matrizen zu formulieren, das heißt für Y ∈ Herm(2, C) gilt
Y > 0⇔ Y[U] > 0 für alle U aus 3.2,
Y ≥ 0⇔ Y[U] ≥ 0 für alle U aus 3.2. 
Wir wollen uns nun der Definition der Modulgruppe widmen. Dazu erinnern wir uns an die
Definition der Siegelschen Modulgruppe aus [Kr08, S.36]. Dort wurde die Siegelsche Modul-
gruppe wie folgt definiert
Γ(Siegel)n = {M ∈ GL(2n,Z); Mtr JM = J} = Sp(n,Z) mit J =
(
0 −En
En 0
)
.
Würden wir diese Definition auf die Cayley Zahlen übertragen wollen, so stellen wir schnell
fest, dass wir aufgrund der fehlenden Assoziativität keine Gruppenstruktur mehr erhalten.
Es muss also eine andere Lösung gefunden werden. Hier nutzen wir Korollar (4.4) aus [Kr08,
S.38], welches besagt, dass die Siegelsche Modulgruppe von den Matrizen
J =
(
0 −En
En 0
)
und trans(S) =
(
En S
0 En
)
mit S ∈ Sym(n,Z)
erzeugt wird, sowie die Eigenschaft, dass die Siegelsche Modulgruppe via
(M, Z) 7→ (AZ + B)(CZ + D)−1, M = ( A BC D ) ∈ Γ(Siegel)n
auf dem Siegelschen Halbraum operiert (vergleiche [Kr08, S.31]). Gehen wir also bei der De-
finition der Modulgruppe auf die entsprechenden Automorphismen des Halbraums über, so
erhalten wir die beiden folgenden Abbildungen
Z 7→ −Z−1 und Z 7→ Z + S.
Dass die Entsprechungen dieser Abbildungen auf Seiten der Cayley Zahlen ebenfalls Auto-
morphismen des Cayley Halbraumes darstellen, haben wir bereits in diesem Abschnitt ge-
sehen. Da die Nicht-Assoziativität der Cayley Zahlen bei der Verkettung von Abbildungen
keine Rolle spielt, denn
( f ◦ (g ◦ h)))(Z) = (( f ◦ g) ◦ h)(Z) = ( f ◦ g ◦ h)(Z) = f (g(h(Z))),
nehmen wir dies als Grundlage für die Definition der Modulgruppe vom Grad n (n ∈ {1, 2, 3})
über den Cayley Zahlen.
Definition 3.5 Sei n ∈ {1, 2, 3}. Dann nennen wir
Γn = 〈ι : H(n, C)→ H(n, C), Z 7→ −Z−1,
τS : H(n, C)→ H(n, C), Z 7→ Z + S, S ∈ Herm(n,OC)〉
= 〈ι, τS, S ∈ Herm(n,OC)〉
die Modulgruppe vom Grad n über den Cayley Zahlen. 
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Diese Definition stimmt mit der aus [Ba73, S.81], [KW98, S.1411] und [Kr96, S.364] überein,
unterscheidet sich aber auf den ersten Blick zu denen in [E00, S.574] oder [EK92, S.115]. Wir
wollen im Folgenden zeigen, dass die in der Literatur auftretenden Definitionen übereinstim-
men und weitere Elemente der Modulgruppe bestimmen. Dazu werden wir die entsprechen-
de Gruppen für n = 1, n = 2 und n = 3 gesondert betrachten.
3.2 Die Modulgruppe vom Grad 1 über den Cayley Zahlen
In diesem Unterabschnitt betrachten wir die Modulgruppe vom Grad 1 über den Cayley Zah-
len. Hier stimmen die Definitionen in der Literatur überein, sodass wir uns lediglich der Frage
widmen, welche Elemente in der Modulgruppe vom Grad 1 enthalten sind.
Die Definition aus 3.5 vereinfacht sich für n = 1 zu
Γ1 = 〈ι : H(1, C)→ H(1, C) : z 7→ −z−1,
τs : H(1, C)→ H(1, C) : z 7→ z + s, s ∈ Herm(1,OC)〉
= 〈ι : H1 → H1 : z 7→ − 1z , τs : H1 → H1 : z 7→ z + s, s ∈ Z〉,
wobeiH1 die obere Halbebene inC bezeichne. Wir stellen also fest, dass die Definition genau
der aus dem Siegelschen Fall (nur mit Automorphismen anstelle von Matrizen) entspricht.
Aus [Kr08, S.36] folgt damit
Γ1 =
{
H1 → H1 : z 7→ az + bcz + d , M =
(
a b
c d
)
∈ SL(2,Z)
}
,
wobei SL(2,Z) = {M ∈ GL(2,Z); det(M) = 1} die spezielle lineare Gruppe überZ bezeich-
ne. Damit ist die Modulgruppe vom Grad 1 über den Cayley Zahlen genau bestimmt.
3.3 Die Modulgruppe vom Grad 2 über den Cayley Zahlen
Dieser Unterabschnitt beschäftigt sich mit der Modulgruppe vom Grad 2 über den Cayley
Zahlen. Hier treten in der Literatur nun die ersten Unterschiede in den Definitionen von
Krieg, Walcher ([KW98], [Kr96]) und Eie ([E00]) auf. Nach 3.5 und [KW98, S.1411] sowie
[Kr96, S.364] ist die Modulgruppe gegeben durch
Γ2 =
〈
ι : H(2, C)→ H(2, C) : Z 7→ −Z−1,
τS : H(2, C)→ H(2, C) : Z 7→ Z + S, S ∈ Herm(2,OC)
〉
.
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Eie definiert die Modulgruppe in seiner Arbeit dagegen wie folgt (vergleiche [E00, S.574])
Γ(Eie)2 =
〈
ι : H(2, C)→ H(2, C) : Z 7→ −Z−1,
τS : H(2, C)→ H(2, C) : Z 7→ Z + S, S ∈ Herm(2,OC)
ρU : H(2, C)→ H(2, C) : Z 7→ Z[U] = UtrZU, U ∈
{(
0 1
−1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}〉
.
Wir wollen nun zeigen, dass beide Definitionen übereinstimmen, das bedeutet wir zeigen,
dass die Abbildungen ρU , für obige Matrizen U bereits in Γ2 liegen und damit nicht als Er-
zeuger mit aufgeführt werden müssen. Dafür zeigen wir in einem ersten Schritt, dass die
Abbildungen ρU für
U =
(
n t
t m
)
mit n, m ∈ Z, t ∈ OC , nm− N(t) = ±1,
in der Modulgruppe enthalten sind (dabei beachten wir, dass diese Abbildungen, nach dem
in 3.2 Gezeigten, Automorphismen auf dem Cayley Halbraum vom Grad 2 sind). Für den Be-
weis dieser Aussage wäre es möglich die Hua-Identität für Jordan-Algebren zu benutzen und
dann nachzurechnen, dass das Ergebnis dieser Identität mit der Definition von Z[U] überein-
stimmt (vergleiche [KW98, S.1412]). Wir wollen hier aber nur die Eigenschaften der Cayley
Zahlen nutzen, um dieses Ergebnis zu verifizieren. Zudem benötigen wir die im Beweis auf-
tretenden Determinanten um später das Transformationsverhalten von Modulformen unter
den Abbildungen ρU zu bestimmen.
Lemma 3.6 Sei U gegeben durch
U =
(
n t
t m
)
mit n, m ∈ Z, t ∈ OC , nm− N(t) = ±1,
dann liegt die Abbildung ρU : H(2, C)→ H(2, C), Z 7→ Z[U] bereits in Γ2. 
Beweis
Wir zeigen, dass die Hua-Identität
(τU ◦ ι ◦ τU−1 ◦ ι ◦ τU ◦ ι)(Z) = Z[U] = ρU(Z)
erfüllt ist, denn dann ist die Behauptung bewiesen. Dazu berechnen wir zunächst τU(ι(Z)).
Es gilt
τU(ι(Z)) = ι(Z) +U = −1z1z2−N(z)
(
z2 −z
−z z2
)
+
(
n t
t m
)
= −1z1z2−N(z)
(
z2 − n(z1z2 + N(z)) −z− t(z1z2 − N(z))
−z− t(z1z2 − N(z)) z1 −m(z1z2 − N(z))
)
.
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Nun gilt weiter
det(τU(ι(Z))) = 1(z1z2−N(z))2
(
z1z2 −mz2(z1z2 − N(z))− nz1(z1z2 − N(z))
+nm(z1z2 − N(z))2 − N(z)− (z1z2 − N(z))2N(t)− 2(z1z2 − N(z))Re(zt)
)
=
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
z1z2 − N(z) .
Damit berechnen wir
ι(τU(ι(Z))) = −1det(τU(ι(Z)))
−1
z1z2−N(z)
(
z1 −m(z1z2 − N(z)) z + t(z1z2 − N(z))
z + t(z1z2 − N(z)) z2 − n(z1z2 − N(z))
)
,
sowie
τU−1(ι(τU(ι(Z))))
= −1det(τU(ι(Z)))
−1
z1z2−N(z)
(
z1 −m(z1z2 − N(z)) z + t(z1z2 − N(z))
z + t(z1z2 − N(z)) z2 − n(z1z2 − N(z))
)
+ 1nm−N(t)
(
m −t
−t n
)
.
Definieren wir d = 1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z)) und beachten, dass
wegen nm− N(t) = ±1 bereits 1nm−N(t) = nm− N(t) gilt, so folgt
τU−1(ι(τU(ι(Z))))
= 1d
(
z1 −m(z1z2 − N(z)) + (nm− N(t))md z + t(z1z2 − N(z))− (nm− N(t))td
z + t(z1z2 − N(z))− (nm− N(t))td z2 − n(z1z2 − N(z)) + (nm− N(t))nd
)
.
Als Determinante erhalten wir daraus
det(τU−1(ι(τU(ι(Z)))))
= 1d2
(
(z1 −m(z1z2 − N(z)) + (nm− N(t))md) (z2 − n(z1z2 − N(z)) + (nm− N(t))nd)
−N(z + t(z1z2 − N(z))− (nm− N(t))td)
)
= 1d2
(
z1z2 − nz1(z1z2 − N(z)) + nz1(nm− N(t))d−mz2(z1z2 − N(z)) + nm(z1z2 − N(z))2
−nm(z1z2 − N(z))(nm− N(t))d + mz2(nm− N(t))d− nm(nm− N(t))(z1z2 − N(z))d
+nm(nm− N(t))2d2 − N(z)− N(t)(z1z2 − N(z))2 − (nm− N(t))2N(t)d2
−(z1z2 − N(z))2Re(zt) + 2(nm− N(t))dRe(zt) + 2(nm− N(t))(z1z2 − N(z))N(t)d
)
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= 1d2
(
(z1z2 − N(z))
(
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
)
−d(nm− N(t)) (1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z)))
+d(nm− N(t)) (nm− N(t))2︸ ︷︷ ︸
=1
(z1z2 − N(z))d + d2 (nm− N(t))3︸ ︷︷ ︸
=nm−N(t)
)
= 1d
(
z1z2 − N(z)− d(nm− N(t)) + (nm− N(t))− (z1z2 − N(z)) + d(nm− N(t))
)
= 1d (nm− N(t)).
Im nächsten Schritt folgt dann
ι(τU−1(ι(τU(ι(Z)))))
= −dnm−N(t)
1
d
(
z2 − n(z1z2 − N(z)) + (nm− N(t))nd −z− t(z1z2 − N(z)) + (nm− N(t))td
−z− t(z1z2 − N(z)) + (nm− N(t))td z1 −m(z1z2 − N(z)) + (nm− N(t))md
)
=
(
−z2(nm− N(t)) + n(nm− N(t))(z1z2 − N(z))− nd
z(nm− N(t)) + t(nm− N(t))(z1z2 − N(z))− td
z(nm− N(t)) + t(nm− N(t))(z1z2 − N(z))− td
−z1(nm− N(t)) + m(nm− N(t))(z1z2 − N(z))−md
)
=
(
−z2(nm− N(t))− n(1− nz1 −mz2 − 2Re(zt))
z(nm− N(t))− t(1− nz1 −mz2 − 2Re(zt))
z(nm− N(t))− t(1− nz1 −mz2 − 2Re(zt))
−z1(nm− N(t))−m(1− nz1 −mz2 − 2Re(zt))
)
=
(
n2z1 + 2nRe(zt) + z2N(t)− n nmz− zN(t) + t2Re(zt) + nz1t + mz2t− t
nmz− zN(t) + t2Re(zt) + nz1t + mz2t− t z1N(t) + m2z2 + 2mRe(zt)−m
)
Wenden wir nun noch die Abbildung τU auf diesen Ausdruck an und beachten, dass
t 2Re(zt) = t(tz + zt) = N(t)z + tzt
t 2Re(zt) = t(zt + tz) = tzt + N(t)z
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gilt, so ergibt dies
τU(ι(τU−1(ι(τU(ι(Z))))))
=
(
n2z1 + 2nRe(zt) + z2N(t)− n
nmz− zN(t) + N(t)z + tzt + nz1t + mz2t− t
nmz− zN(t) + N(t)z + tzt + nz1t + mz2t− t
z1N(t) + m2z2 + 2mRe(zt)−m
)
+
(
n t
t m
)
=
(
n2z1 + 2nRe(zt) + z2N(t) nmz + tzt + nz1t + mz2t
nmz + tzt + nz1t + mz2t z1N(t) + m2z2 + 2mRe(zt)
)
= Z[U],
wie wir dem Beweis von 3.2 entnehmen. Demnach liegen die Abbildungen ρU für obige U
bereits in der Modulgruppe vom Grad 2 über den Cayley Zahlen. 
Als nächstes zeigen wir, dass die Abbildungen ρU für
U ∈
{(
0 ±1
±1 0
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
u ±1
±1 0
)
,
(
0 ±1
±1 u
)
u ∈ OC
}
in der Modulgruppe liegen. Dann ist insbesondere die Gleichheit der Definitionen aus [KW98],
[Kr96] und [E00] gezeigt.
Lemma 3.7 Sei U gegeben durch
U ∈
{(
0 ±1
±1 0
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
u ±1
±1 0
)
,
(
0 ±1
±1 u
)
u ∈ OC
}
,
dann liegen die Abbildung ρU : H(2, C)→ H(2, C), Z 7→ Z[U] bereits in Γ2. 
Beweis
Die Abbildungen ρU für U = ±
(
0 1
1 0
)
liegen bereits nach 3.6 in der Modulgruppe. Wegen
ρ( 0 −1
1 0
) = ρ( 0 1
−1 0
)
genügt es zu zeigen, dass die Abbildung ρU für U =
(
0 −1
1 0
)
in der Modulgruppe liegt. Nach
3.6 gilt
ρU : H(2, C)→ H(2, C), Z 7→ Z
[(
0 1
1 0
)]
∈ Γ2
sowie
ρU : H(2, C)→ H(2, C), Z 7→ Z
[(
1 0
0 −1
)]
∈ Γ2.
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Verketten wir diese beiden Abbildungen, so erhalten wir(
Z
[(
0 1
1 0
)])[(
1 0
0 −1
)]
=
(
z2 z
z z1
)[(
1 0
0 −1
)]
=
(
z2 −z
−z z1
)
= Z
[(
0 −1
1 0
)]
.
Damit liegt ρ( 0 −1
1 0
) in Γ2.
Wir wollen als nächstes zeigen, dass ρU für U =
(
1 0
ε 1
)
, ε ∈ O×C , in der Modulgruppe liegt.
Diese Abbildung wollen wir ebenfalls als Verkettung von solchen Abbildungen schreiben, die
bereits in Γ2 enthalten sind. Nach 3.6 sind die Abbildungen ρU mit
U =
(
2 3ε
3ε 5
)
, wegen 2 · 5− N(3ε) = 10− 9N(ε) = 10− 9 = 1,
U =
(
0 ε
ε 0
)
, wegen 0− N(ε) = −1,
U =
(
−1 2ε
2ε −3
)
, wegen (−1) · (−3)− N(2ε) = 3− 4N(ε) = 3− 4 = −1,
in der Modulgruppe enthalten. Verketten wir diese, so ergibt sich((
Z
[(
2 3ε
3ε 5
)])[(
0 ε
ε 0
)])[(
−1 2ε
2ε −3
)]
=
((
4z1 + 9z2 + 12Re(zε) 6z1ε+ 10z + 9ε z ε+ 15z2ε
6εz1 + 10z + 9εzε+ 15z2ε 9z1 + 25z2 + 30Re(zε)
)[(
0 ε
ε 0
)])[(
−1 2ε
2ε −3
)]
=
(
9z1 + 25z2 + 30Re(zε) 6εz1 + 10ε z ε+ 9z + 15εz2
6z1ε+ 10εzε+ 9z + 15εz2 4z1 + 9z2 + 12Re(zε)
)[(
−1 2ε
2ε −3
)]
=
(
z1 + z2 + 2Re(zε) z2ε+ z
εz2 + z z2
)
= Z
[(
1 0
ε 1
)]
.
Damit liegen also die entsprechenden Abbildungen ρU für U =
(
1 0
ε 1
)
, ε ∈ O×C , in der Modul-
gruppe. Beachten wir nun noch, dass für zwei beliebige ganze Cayley Zahlen u1, u2 ∈ OC(
Z
[(
1 0
u1 1
)])[(
1 0
u2 1
)]
=
(
z1 + 2Re(zu1) + z2N(u1) z + u1z2
z + z2u1 z2
)[(
1 0
u2 1
)]
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=(
z1 + 2Re(zu1) + z2N(u1) + 2Re((z + u1z2)u2) + z2N(u2) z + u1z2 + u2z2
z + z2u1 + z2u2 z2
)
=
(
z1 + 2Re(z(u1 + u2)) + z2N(u1 + u2) z + (u1 + u2)z2
z + z2(u1 + u2) z2
)
= Z
[(
1 0
u1 + u2 1
)]
gilt, so folgt aufgrund der Tatsache, dass sich jede ganze Cayley Zahl u bereits als eine Z-
Linearkombination von Einheiten schreiben lässt, dass auch die Abbildungen ρU für U =(
1 0
u 1
)
, u ∈ OC , in der Modulgruppe enthalten sind. Da nach 3.6 die Abbildungen ρ( 1 0
0 −1
) =
ρ(−1 0
0 1
) in Γ2 enthalten sind, folgt
Z 7→
(
Z
[(
1 0
0 −1
)])[(
1 0
u 1
)]
= Z
[(
1 0
−u −1
)]
= Z
[(
−1 0
u 1
)]
∈ Γ2.
Aus ρU = ρ(−U) schließen wir dann, dass alle Abbildungen ρU für U =
( ±1 0
u ±1
)
in der Mo-
dulgruppen liegen. Verketten wir diese Abbildungen nun mit ρU für U =
(
0 1
1 0
)
, so erhalten
wir wegen (
Z
[(
0 1
1 0
)])[(
±1 0
u ±1
)]
= Z
[(
u ±1
±1 0
)]
(
Z
[(
±1 0
u ±1
)])[(
0 1
1 0
)]
= Z
[(
0 ±1
±1 u
)]
(
Z
[(
u ±1
±1 0
)])[(
0 1
1 0
)]
= Z
[(
±1 u
0 ±1
)]
,
dass auch die restlichen Abbildungen in der Modulgruppe vom Grad 2 über den Cayley
Zahlen enthalten sind, womit das Lemma bewiesen ist. 
Aufgrund der Rechnungen im Beweis zu 3.7 könnte die Vermutung naheliegen, dass für Ma-
trizen U und V, deren zugehörige Abbildungen ρU und ρV in der Modulgruppe liegen, die
Identität ρU ◦ ρV = ρVU erfüllt ist. Dies ist im Allgemeinen jedoch falsch, wie das folgende
Beispiel zeigt: Seien
U =
(
1 u
0 1
)
und V =
(
1 0
v 1
)
mit u, v ∈ OC\Z.
Dann ist der Ausdruck ρVU(Z) = Z[VU] = Z
[(
1 u
v uv+1
)]
ohne vorgeschriebene Klammerung
gar nicht wohldefiniert, wohingegen der Ausdruck ρU ◦ ρV wohldefiniert und ein Element
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von Γ2 ist.
Wir finden noch weitere Abbildungen ρU für spezielle Diagonalmatrizen U, die in der Mo-
dulgruppe enthalten sind.
Lemma 3.8 Sei U gegeben durch
U =
(
ε 0
0 ε
)
mit ε ∈ O×C ,
dann liegt die Abbildung ρU : H(2, C)→ H(2, C), Z 7→ Z[U] bereits in Γ2. 
Beweis
Die beiden Abbildungen ρU für
U =
(
0 ε
ε 0
)
und U =
(
0 1
1 0
)
liegen nach 3.6 in Γ2, also auch ihre Verkettung(
Z
[(
0 ε
ε 0
)])[(
0 1
1 0
)]
=
(
z2 εzε
εzε z1
)[(
0 1
1 0
)]
=
(
z1 εzε
εzε z2
)
= Z
[(
ε 0
0 ε
)]
.

Anders als 3.6, 3.7 und 3.8 es vielleicht vermuten lassen, liegen nicht alle Abbildungen ρU für
über OC invertierbare Matrizen in der Modulgruppe. Hier sei zum Beispiel auf die Matrizen
U =
(
ε 0
0 δ
)
für beliebige Einheiten ε und δ ∈ O×C \{±1}, δ 6= ε, verwiesen, die ebenfalls ohne
vorgeschriebene Klammerung gar nicht wohldefiniert sind.
Lemma 3.9 Sei U ∈ GL(2,Z), dann liegt die Abbildung ρU : H(2, C) → H(2, C), Z 7→ Z[U]
bereits in Γ2. 
Beweis
Die GL(2,Z) wird von den Permutationsmatrizen, der Diagonalmatrix diag(−1, 1) und den
Matrizen
(
1 1
0 1
)
und
(
1 0
1 1
)
erzeugt (vergleiche [Kr85, S.16]). Für diese Erzeuger liegen die Ab-
bildungen ρU nach dem bisher Gezeigten aber bereits in Γ2. Nun gilt für reelle Matrizen U
und V die Identität (Z[U])[V] = Z[UV] (die Cayley Zahl der Matrix Z wird nur mit reellen
Zahlen multipliziert, damit spielt in diesem Fall die Klammerung keine Rolle), sodass damit
auch alle Abbildungen ρU für U ∈ GL(2,Z) in der Modulgruppe liegen. 
In den Siegelschen Modulformen (vergleiche [Kr08, S.38]) wurde gezeigt, dass die Modul-
gruppe statt von den Matrizen J und
(
En S
0 En
)
, S ∈ Sym(n,Z), auch von den Matrizen
(
En S
0 En
)
,
64
S ∈ Sym(n,Z), ( P 00 P ), P Permutationsmatrix, und ( 0 −11 0 )× En−1 erzeugt werden kann. Dabei
ist M1 ×M2 für M1 =
(
A1 B1
C1 D1
)
∈ Rm×m und M2 =
(
A2 B2
C2 D2
)
∈ Rn×n definiert durch
M1 ×M2 =
(
A1 B1
C1 D1
)
×
(
A2 B2
C2 D2
)
=

A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2
 ∈ R(m+n)×(m+n).
Wir übersetzen diese Matrizen zunächst in entsprechende Abbildungen auf dem Cayley Halb-
raum.
Definition 3.10 Sei M =
(
a b
c d
) ∈ SL(2,Z), dann definieren wir die Abbildung (M× E2) auf
dem Halbraum der Cayley Zahlen wie folgt
(M× E2) (Z) =
(
M〈z1〉 (cz1 + d)−1z
(cz1 + d)−1z z2 − N(z)c(cz1 + d)−1
)
für Z ∈ H(2, C).

Dabei beachten wir, dass wegen z1 ∈ H1 und M ∈ SL(2,Z) die Ausdrücke M〈z1〉 = (az1 +
b)(cz1 + d)−1 und (cz1 + d)−1 wohldefiniert sind.
Wir wollen nun zeigen, dass die Abbildungen (M× E2) für M ∈ SL(2,Z) ebenfalls zur Mo-
dulgruppe Γ2 gehören.
Lemma 3.11 Die Abbildung SL(2,Z)→ Γ2, M 7→ (M× E2) ist ein Gruppenhomomorphismus. 
Beweis
Wir zeigen zunächst, dass die Abbildungen
((
0 −1
1 0
)× E2) und (( 1 s0 1 )× E2) für s ∈ Z in
der Modulgruppe über den Cayley Zahlen enthalten sind. Für ein Z ∈ H(2, C) sehen die
Abbildungen wie folgt aus((
0 −1
1 0
)
× E2
)
(Z) =
(
−z−11 z−11 z
zz−11 z2 − z−11 N(z)
)
((
1 s
0 1
)
× E2
)
(Z) =
(
z1 + s z
z z2
)
, s ∈ Z.
Nun sehen wir direkt, dass die Abbildungen der zweiten Zeile in Γ2 liegen, da sie mit τS
für S =
(
s 0
0 0
) ∈ Herm(2,OC), s ∈ Z, übereinstimmen. Wir widmen uns daher der ersten
Abbildung. Wir wollen zeigen, dass die folgende Identität gilt((
0 −1
1 0
)
× E2
)
= ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS für S =
(
0 0
0 1
)
∈ Herm(2,OC).
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Sei dazu Z ∈ H(2, C) beliebig. Dann ist τS(Z) gegeben durch
τS(Z) =
(
z1 z
z z2 + 1
)
mit det(τS(Z)) = z1(z2 + 1)− N(z).
Wenden wir auf diesen Ausdruck ι an, so folgt
ι(τS(Z)) =
−1
z1(z2 + 1)− N(z)
(
z2 + 1 −z
−z z1
)
.
Verkettung mit τS liefert
τS(ι(τS(Z))) =
−1
z1z2 + z1 − N(z)
(
z2 + 1 −z
−z z1 − (z1z2 + z1 − N(z))
)
=
−1
z1z2 + z1 − N(z)
(
z2 + 1 −z
−z N(z)− z1z2
)
.
Als Determinante dieser Matrix erhalten wir
det(τS(ι(τS(Z)))) =
1
(z1(z2 + 1)− N(z))2
(
(z2 + 1)(N(z)− z1z2)− N(−z)
)
=
z2N(z)− z1z22 − z1z2
(z1(z2 + 1)− N(z))2
=
−z2
z1(z2 + 1)− N(z) ,
sodass ein weiteres Anwenden von ι den Ausdruck
ι(τS(ι(τS(Z)))) =
z1(z2 + 1)− N(z)
z2
−1
z1(z2 + 1)− N(z)
(
N(z)− z1z2 z
z z2 + 1
)
=
−1
z2
(
N(z)− z1z2 z
z z2 + 1
)
liefert. Addieren wir noch einmal S hinzu, so folgt
τS(ι(τS(ι(τS(Z))))) =
−1
z2
(
N(z)− z1z2 z
z 1
)
mit
det(τS(ι(τS(ι(τS(Z)))))) =
1
z22
(
(N(z)− z1z2) · 1− N(z)
)
=
−z1
z2
.
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Verketten wir diesen Ausdruck nun ein letztes Mal mit der Abbildung ι, so schließen wir
ι(τS(ι(τS(ι(τS(Z)))))) =
z2
z1
· −1
z2
(
1 −z
−z N(z)− z1z2
)
=
(
−z−11 zz−11
zz−11 z2 − N(z)z−11
)
=
((
0 −1
1 0
)
× E2
)
(Z).
Damit liegen also die Abbildungen (M× E2) für M =
(
0 −1
1 0
)
und M =
(
1 s
0 1
)
, s ∈ Z, in der
Modulgruppe. Wenn wir nun noch die Gruppenhomomorphismuseigenschaft zeigen kön-
nen, also dass (M1 × E2) ◦ (M2 × E2) = (M1M2 × E2) gilt, so sind wir mit dem Beweis fertig,
da die Matrizen
(
0 −1
1 0
)
und
(
1 s
0 1
)
, s ∈ Z, nach [Kr08, S.36 ff.] die SL(2,Z) erzeugen.
Seien also M1 =
(
a1 b1
c1 d1
)
, M2 =
(
a2 b2
c2 d2
)
∈ SL(2,Z), dann gilt (nach 3.10) für alle Z ∈ H(2, C)
(M1 × E2) ((M2 × E2) (Z))
= (M1 × E2)
((
M2〈z1〉 (c2z1 + d2)−1z
(c2z1 + d2)−1z z2 − N(z)c2(c2z1 + d2)−1
))
=
(
M1〈M2〈z1〉〉
(c1M2〈z1〉+ d1)−1(c2z1 + d2)−1z
(c1M2〈z1〉+ d1)−1(c2z1 + d2)−1z
z2 − N(z)c2(c2z1 + d2)−1 − N((c2z1 + d2)−1z)c1(c1M2〈z1〉+ d1)−1
)
(?)
=
(
(M1M2)〈z1〉 (cz1 + d)−1z
(cz1 + d)−1z z2 − N(z)c(cz1 + d)−1
)
= ((M1M2)× E2) (Z),
wobei
M1M2 =
(
a1a2 + b1c2 a1b2 + b1d2
c1a2 + d1c2 c1b2 + d1d2
)
:=
(
a b
c d
)
,
und die Rechnungen zu (?) im Anhang A.3 zu finden sind. Damit folgt insbesondere, dass
alle Abbildungen (M × E2) für M ∈ SL(2,Z) in der Modulgruppe vom Grad 2 über den
Cayley Zahlen enthalten sind. 
Wir sind nun in der Lage andere Erzeuger als ι und τS, S ∈ Herm(2,OC), für die Modulgrup-
pe über den Cayley Zahlen anzugeben.
Satz 3.12 Seien J =
(
0 −1
1 0
) ∈ SL(2,Z) und P = ( 0 11 0 ). Dann gilt
Γ2 =
〈
(J × E2), ρP, τS, S ∈ Herm(2,OC)
〉
.

67
Beweis
Wir bezeichnen das Erzeugnis der Abbildungen (J× E2), ρP und τS, S ∈ Herm(2,OC) , mit Γ˜.
Dann gilt nach dem in 3.6 und 3.11 Gezeigten bereits Γ˜ ⊆ Γ2. Für die umgekehrte Inklusion
bleibt zu zeigen, dass die Abbildung ι als Verkettung der Abbildungen aus Γ˜ geschrieben
werden kann. Dazu betrachten wir die folgende Verkettung
ρP ◦ (J × E2) ◦ ρP ◦ (J × E2).
Für ein Z ∈ H(2, C) liefert dies
ρP ((J × E2) (ρP ((J × E2)(Z))))
= ρP
(
(J × E2)
(
ρP
((
−z−11 z−11 z
zz−11 z2 − z−11 N(z)
))))
= ρP
(
(J × E2)
((
z2 − z−11 N(z) zz−11
z−11 z −z−11
)))
= ρP
((
−(z2 − z−11 N(z))−1 zz−11 (z2 − z−11 N(z))−1
z−11 z(z2 − z−11 N(z))−1 −z−11 − (z2 − z−11 N(z))−1N(zz−11 )
))
= ρP
(
1
z1z2 − N(z)
(
−z1 z
z −z−11 (z1z2 − N(z))− z1N(zz−11 )
))
= ρP
(
1
z1z2 − N(z)
(
−z1 z
z −z2
))
=
−1
z1z2 − N(z)
(
z2 −z
−z z1
)
= ι(Z)
und damit Γ2 ⊆ Γ˜. Insgesamt folgt dann Γ2 = Γ˜, also die Behauptung. 
Zum Abschluss dieses Unterkapitels wollen wir noch eine letzte Klasse von Abbildungen
angeben, die ebenfalls zur Modulgruppe vom Grad 2 über den Cayley Zahlen gehören.
Lemma 3.13 Sei M =
(
A B
C D
) ∈ Sp(2,Z) = {M ∈ Z4×4; Mtr J2M = J2}, J2 = ( 0 −E2E2 0 ) und
M〈Z〉 definiert durch
M〈Z〉 := (AZ + B)(CZ + D)−1 für alle Z ∈ H(2, C). 
Dann ist die Abbildung Sp(2,Z)→ Γ2, M 7→ M〈Z〉 ein Gruppenhomomorphismus.
Bei der Definition von M〈Z〉 ist zu beachten, dass die Koeffizienten der Ausdrücke AZ + B
und CZ + D in C[z] liegen, das heißt AZ + B, CZ + D ∈ C[z]2×2. Wenn wir hier von ei-
nem inversen Element von K, K aus dieser Matrixalgebra, sprechen, so meinen wir eine Ma-
trix L, die ebenfalls in der von dieser einen Cayley Zahl erzeugten Matrixalgebra liegt und
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KL = LK = E2 erfüllt.
Beweis
Wir zeigen zunächst die Wohldefiniertheit der Abbildung für Erzeuger der Sp(2,Z), das be-
deutet für (vergleiche [Kr08, S. 38])
J2 =
(
0 −E2
E2 0
)
und transS =
(
E2 S
0 E2
)
, S ∈ Sym(2,Z).
Da J2〈Z〉 = −Z−1 mit ι(Z) und transS〈Z〉 = Z + S mit τS(Z) für S ∈ Sym(2,Z) überein-
stimmt, liegen die Abbildungen der Erzeuger offensichtlich in Γ2. Wir zeigen nun noch, dass
M1〈M2〈Z〉〉 = (M1M2)〈Z〉 für alle M1, M2 ∈ Sp(2,Z) und für alle Z ∈ H(2, C)
gilt. Hierzu führen wir die Rechnung analog zu [Kr08, S.31 f.] durch, wobei wir hier bei den
Cayley Zahlen beachten müssen, dass die Umklammerung nur deshalb erlaubt ist, weil wir
uns in einer von einer Cayley Zahl (nämlich z) erzeugten Algebra befinden und diese asso-
ziativ ist. Es gilt also
M1〈M2〈Z〉〉 = M1〈(A2Z + B2)(C2Z + D2)−1〉
=
(
A1(A2Z + B2)(C2Z + D2)−1 + B1
) (
C1(A2Z + B2)(C2Z + D2)−1 + D1
)−1
= (A1(A2Z + B2) + B1(C2Z + D2)) (C2Z + D2)
−1[
(C1(A2Z + B2) + D1(C2Z + D2)) (C2Z + D2)
−1]−1
= (A1(A2Z + B2) + B1(C2Z + D2)) (C2Z + D2)
−1 (C2Z + D2)
[(C1(A2Z + B2) + D1(C2Z + D2))]
−1
= ((A1A2 + B1C2)Z + A1B2 + B1D2) ((C1A2 + D1C2)Z + C1B2 + D1D2)
−1
= (M1M2)〈Z〉.

Zum Abschluss dieses Unterkapitels wollen wir noch einmal zusammenfassen, welche Ab-
bildungen nun in der Modulgruppe vom Grad 2 über den Cayley Zahlen enthalten sind.
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Satz 3.14 Es liegen die folgenden Abbildungen in Γ2:
ρU U ∈
{(
n t
t m
)
, n, m ∈ Z, t ∈ OC , nm− N(t) = ±1
}
,
U ∈
{(
±1 0
0 ±1
)
,
(
0 ±1
±1 0
)}
,
U ∈
{(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
u ±1
±1 0
)
,
(
0 ±1
±1 u
)
, u ∈ OC
}
,
U ∈
{(
ε 0
0 ε
)
, ε ∈ O×C
}
U ∈ GL(2,Z)
(M× E2) M ∈ SL(2,Z)
Z 7→ M〈Z〉 M =
(
A B
C D
)
∈ Sp(2,Z)

3.4 Die Modulgruppe vom Grad 3 über den Cayley Zahlen
In diesem Unterabschnitt widmen wir uns der Modulgruppe vom Grad 3 über den Cayley
Zahlen. Auch hier treten in der Literatur Unterschiede in den Definitionen von Krieg, Walcher
([KW98]) und Eie ([E00]) auf. Nach Definition 3.5 und [KW98, S.1411] ist die Modulgruppe
gegeben durch
Γ3 =
〈
ι : H(3, C)→ H(3, C), Z 7→ −Z−1,
τS : H(3, C)→ H(3, C), Z 7→ Z + S, S ∈ Herm(3,OC)
〉
.
Eie hingegen definiert die Modulgruppe in seiner Arbeit wie folgt (vergleiche [E00, S.590])
Γ(Eie)3 =
〈
ι : H(3, C)→ H(3, C), Z 7→ −Z−1,
τS : H(3, C)→ H(3, C), Z 7→ Z + S, S ∈ Herm(3,OC),
ρU : H(3, C)→ H(3, C), Z 7→ Z[U], U = E3 + uEij, u ∈ OC , 1 ≤ i, j ≤ 3, i 6= j
〉
,
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wobei Eij die Matrix bezeichne, deren Eintrag in der i-ten Zeile und j-ten Spalte gleich 1 ist
und sonst Nullen enthält.
Wir wollen nun zeigen, dass beide Definitionen übereinstimmen, das bedeutet wir zeigen,
dass die Abbildungen ρU für obige Matrizen U bereits in unserer Modulgruppe Γ3 liegen und
damit nicht extra als Erzeuger mit aufgeführt werden müssen. Nachdem die Übereinstim-
mung der Definitionen gezeigt ist, werden wir dann noch weitere Abbildungen, ähnlich wie
bei der Modulgruppe vom Grad 2 über den Cayley Zahlen, angeben, die ebenfalls in Γ3 ent-
halten sind.
Als erstes weisen wir auch bei den 3× 3 Matrizen nach, dass die Abbildungen ρU für
U ∈

n t 0t m 0
0 0 ±1
 ,
n 0 t0 ±1 0
t 0 m
 ,
±1 0 00 n t
0 t m
 , n, m ∈ Z, t ∈ OC , nm− N(t) = ±1
 ,
in der Modulgruppe enthalten sind (dabei beachten wir, dass diese Abbildungen, nach dem
in 3.3 Gezeigten, Automorphismen auf dem Cayley Halbraum vom Grad 3 sind). Für den
Beweis dieser Aussage wäre es auch hier wieder möglich, die sogenannte Hua-Identität für
Jordan-Algebren zu benutzen und dann nachzurechnen, dass das Ergebnis dieser Identität
mit der Definition von Z[U] übereinstimmt (vergleiche [KW98, S.1412]). Aber auch in diesem
Fall wollen wir nur die Eigenschaften der Cayley Zahlen nutzen, um dieses Ergebnis zu ve-
rifizieren. Zudem benötigen wir die im Beweis auftretenden Determinanten um später das
Transformationsverhalten von Modulformen unter den Abbildungen ρU zu bestimmen.
Lemma 3.15 Sei
U ∈

n t 0t m 0
0 0 ±1
 ,
n 0 t0 ±1 0
t 0 m
 ,
±1 0 00 n t
0 t m
 , n, m ∈ Z, t ∈ OC , nm− N(t) = ±1
 ,
dann liegt die Abbildung ρU : H(3, C)→ H(3, C), Z 7→ Z[U] bereits in Γ3. 
Beweis
In A.4 wurde die Identität
(τU ◦ ι ◦ τU−1 ◦ ι ◦ τU ◦ ι)(Z) = Z[U] = ρU(Z) für U =
n t 0t m 0
0 0 1
 .
bewiesen, also liegen die entsprechenden Abbildungen ρU in der Modulgruppe. Wegen Z[U] =
Z[−U] liegen dann aber auch die Abbildungen
ρU : H(3, C)→ H(3, C), Z 7→ Z[U] für U =
n t 0t m 0
0 0 −1

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in Γ3. Schließlich können wir mit analogen Rechnungen zeigen, dass dann auch die Abbil-
dungen
ρU : H(3, C)→ H(3, C), Z 7→ Z[U]
für
U ∈

n 0 t0 ±1 0
t 0 m
 ,
±1 0 00 n t
0 t m
 , n, m ∈ Z, t ∈ OC , nm− N(t) = ±1


in der Modulgruppe enthalten sind.
Als nächstes wollen wir zeigen, dass auch die Abbildungen ρU für Permutationsmatrizen (mit
beliebigem Vorzeichen) in der Modulgruppe enthalten sind.
Lemma 3.16 Sei U ∈ O(3,Z), wobei O(3,Z) die Gruppe der orthogonalen 3× 3 Matrizen über Z
bezeichne. Dann liegt die Abbildung ρU : H(3, C)→ H(3, C), Z 7→ Z[U] bereits in Γ3. 
Beweis
Nach 3.15 liegen die Abbildungen ρU für
U ∈

±1 0 00 ±1 0
0 0 ±1
 ,
±1 0 00 0 1
0 1 0
 ,
±1 0 00 0 −1
0 −1 0
 ,
0 1 01 0 0
0 0 ±1
 ,
 0 −1 0−1 0 0
0 0 ±1
 ,
0 0 10 ±1 0
1 0 0
 ,
 0 0 −10 ±1 0
−1 0 0


bereits in Γ3. Für die restlichen Matrizen rechnen wir leicht folgende Identitäten nach:
ρ(±1 0 0
0 0 1
0 −1 0
) = ρ(∓1 0 0
0 0 −1
0 1 0
) = ρ( 1 0 0
0 1 0
0 0 −1
) ◦ ρ(±1 0 0
0 0 1
0 1 0
)
ρ( 0 1 0
−1 0 0
0 0 ±1
) = ρ( 0 −1 0
1 0 0
0 0 ∓1
) = ρ( 1 0 0
0 −1 0
0 0 1
) ◦ ρ( 0 1 0
1 0 0
0 0 ±1
)
ρ( 0 0 1
0 ±1 0
−1 0 0
) = ρ( 0 0 −1
0 ∓1 0
1 0 0
) = ρ( 1 0 0
0 1 0
0 0 −1
) ◦ ρ( 0 0 1
0 ±1 0
1 0 0
)
sowie
ρ( 0 ±1 0
0 0 ±1
±1 0 0
) = ρ( 0 1 0
1 0 0
0 0 1
) ◦ ρ( 0 0 ±1
0 ±1 0
±1 0 0
)
ρ( 0 0 ±1
±1 0 0
0 ±1 0
) = ρ( 1 0 0
0 0 1
0 1 0
) ◦ ρ( 0 0 ±1
0 ±1 0
±1 0 0
).
Damit ist insgesamt die Behauptung bewiesen. 
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Nun sind wir in der Lage zu zeigen, dass die Abbildungen ρU für U = E3 + uEij, u ∈ OC ,
1 ≤ i, j ≤ 3, i 6= j, die in der Definition von Eie (vergleiche [E00, S.590]) mit als Erzeuger der
Modulgruppe auftreten, bereits in Γ3 enthalten sind und somit nicht extra aufgeführt werden
müssen.
Lemma 3.17 Sei U = E3 + uEij, u ∈ OC , 1 ≤ i, j ≤ 3, i 6= j. Dann gehören die Abbildungen
ρU : H(3, C)→ H(3, C), Z 7→ Z[U] bereits zur Modulgruppe Γ3. 
Beweis
Wie in 3.7 zeigen wir zunächst, dass die Abbildungen ρ( 1 ε 0
0 1 0
0 0 1
) für ε ∈ O×C in Γ3 liegen.
Dazu beweisen wir die folgende Identität
ρ( 1 ε 0
0 1 0
0 0 1
) = ρ(−3 2ε 0
2ε −1 0
0 0 1
) ◦ ρ( 0 ε 0
ε 0 0
0 0 1
) ◦ ρ( 5 3ε 0
3ε 2 0
0 0 1
). (8)
Haben wir dies getan, so folgt die erste Behauptung aus 3.15. Um die Identität nachzuweisen
sei Z ∈ H(3, C) beliebig. Dann gilt einerseits
ρ( 1 ε 0
0 1 0
0 0 1
)(Z) =
 z1 z1u + z12 z13uz1 + z12 z1 + z2 + 2Re(uz12) uz13 + z23
z13 z13u + z23 z3

und andererseits
ρ(−3 2ε 0
2ε −1 0
0 0 1
)
ρ( 0 ε 0
ε 0 0
0 0 1
)
ρ( 5 3ε 0
3ε 2 0
0 0 1
)(Z)

= ρ(−3 2ε 0
2ε −1 0
0 0 1
)
ρ( 0 ε 0
ε 0 0
0 0 1
)
((
25z1+30Re(uz12)+9z2 15z1u+9uz12u+10z12+6uz2 5z13+3uz23
15uz1+10z12+9uz12u+6z2u 9z1+12Re(uz12)+4z2 3uz13+2z23
5z13+3z23 u 3z13u+2z23 z3
))
= ρ(−3 2ε 0
2ε −1 0
0 0 1
)
((
9z1+12Re(uz12)+4z2 15z1u+18Re(uz12)u+uz12u+6uz2 3z13+2uz23
15z1u+6z2u+18Re(uz12)u+uz12u 25z1+30Re(uz12)+9z2 5uz13+3z23
3z13+2z23 u 5z13u+3z23 z3
))
=
 z1 z1u + z12 z13uz1 + z12 z1 + z2 + 2Re(uz12) uz13 + z23
z13 z13u + z23 z3
 .
Damit haben wir Gleichung (8) bewiesen. Nun wollen wir daraus schließen, dass nicht nur
die Abbildungen ρU für U = E3 + εE12, ε ∈ O×C , in Γ3 enthalten sind, sondern dass anstelle
von ε auch jede andere ganze Cayley Zahl u ∈ OC gewählt werden kann. Da sich jede ganze
Cayley Zahl u alsZ-Linearkombination von Einheiten schreiben lässt, genügt es die folgende
Identität für u1, u2 ∈ OC nachzurechen
ρ( 1 u1 0
0 1 0
0 0 1
) ◦ ρ( 1 u2 0
0 1 0
0 0 1
) = ρ( 1 u1+u2 0
0 1 0
0 0 1
).
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Auch hier sei wieder Z ∈ H(3, C) beliebig. Es folgt
ρ( 1 u1 0
0 1 0
0 0 1
)
ρ( 1 u2 0
0 1 0
0 0 1
)(Z)

= ρ( 1 u1 0
0 1 0
0 0 1
)

 z1 z1u2 + z12 z13u2z1 + z12 z1N(u2) + z2 + 2Re(u2z12) u2z13 + z23
z13 z13u2 + z23 z3


=
( z1 z1u1+z1u2+z12 z13
u1z1+u2z1+z12 z1N(u1)+z1N(u2)+z2+2Re(u2z12)+2Re(u1(z12+u2z1)) u1z13+u2z13+z23
z13 z13u1+z13u2+z23 z3
)
=
 z1 z1(u1 + u2) + z12 z13(u1 + u2)z1 + z12 z1N(u1 + u2) + z2 + 2Re((u1 + u2)z12) (u1 + u2)z13 + z23
z13 z13(u1 + u2) + z23 z3

= ρ( 1 u1+u2 0
0 1 0
0 0 1
)(Z).
Im nächsten Schritt zeigen wir, dass auch für U = E3 + uE21, u ∈ OC , gilt, dass ρU ein Element
von Γ3 ist. Dazu berechnen wir
ρ( 0 1 0
1 0 0
0 0 1
)
ρ( 1 u 0
0 1 0
0 0 1
)
ρ( 0 1 0
1 0 0
0 0 1
)(Z)

= ρ( 0 1 0
1 0 0
0 0 1
)
ρ( 1 u 0
0 1 0
0 0 1
)

 z2 z12 z23z12 z1 z13
z23 z13 z3



= ρ( 0 1 0
1 0 0
0 0 1
)

 z2 z2u + z12 z23uz2 + z12 z2N(u) + z1 + 2Re(uz12) uz23 + z13
z23 z23u + z13 z3


=
z1 + z2N(u) + 2Re(uz12) z2u + z12 uz23 + z13z2u + z12 z2 z23
z23u + z13 z23 z3

= ρ( 1 0 0
u 1 0
0 0 1
)(Z).
Mit analogen Rechnungen können wir ebenfalls die folgenden zu Gleichung (8) ähnlichen
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Identitäten beweisen
ρ( 1 0 ε
0 1 0
0 0 1
) = ρ(−3 0 2ε
0 1 0
2ε 0 −1
) ◦ ρ( 0 0 ε
0 1 0
ε 0 0
) ◦ ρ( 5 0 3ε
0 1 0
3ε 0 2
)
ρ( 1 0 0
0 1 ε
0 0 1
) = ρ( 1 0 0
0 −3 2ε
0 2ε −1
) ◦ ρ( 1 0 0
0 0 ε
0 ε 0
) ◦ ρ( 1 0 0
0 5 3ε
0 3ε 2
)
für ε ∈ O×C . Wegen
ρ( 1 0 u1
0 1 0
0 0 1
) ◦ ρ( 1 0 u2
0 1 0
0 0 1
) = ρ( 1 0 u1+u2
0 1 0
0 0 1
) und ρ( 1 0 0
0 1 u1
0 0 1
) ◦ ρ( 1 0 0
0 1 u2
0 0 1
) = ρ( 1 0 0
0 1 u1+u2
0 0 1
)
für alle u1, u2 ∈ OC , folgt mit denselben Begründungen wie oben, dass auch die Abbildungen
ρU für U = E3 + uE13 und U = E3 + uE23, u ∈ OC , in der Modulgruppe enthalten sind. Es
bleibt die Behauptung also für U = E3 + uE31 und U = E3 + uE32, u ∈ OC , zu zeigen. Auch
hier rechnen wir leicht (in Analogie zu obigem Fall) nach, dass gilt
ρ( 1 0 0
0 1 0
0 u 1
) = ρ( 1 0 0
0 0 1
0 1 0
) ◦ ρ( 1 0 0
0 1 u
0 0 1
) ◦ ρ( 1 0 0
0 0 1
0 1 0
)
ρ( 1 0 0
0 1 0
u 0 1
) = ρ( 0 0 1
0 1 0
1 0 0
) ◦ ρ( 1 0 u
0 1 0
0 0 1
) ◦ ρ( 0 0 1
0 1 0
1 0 0
)
Somit ist insgesamt die Behauptung bewiesen. 
Auch hier müssen wir im Allgemeinen beachten, dass für beliebige Matrizen U und V, für
welche die Abbildungen ρU beziehungsweise ρV in Γ3 liegen, nicht zwingend ρU ◦ ρV = ρVU
gilt. Wie wir bei der Modulgruppe vom Grad 2 bereits gesehen haben, finden sich leicht Ge-
genbeispiele zu dieser Aussage, die sich ohne Weiteres auf die Modulgruppe vom Grad 3
übertragen lassen.
Ebenso analog bleibt die Aussage bestehen, dass nicht alle überOC „invertierbaren“ Matrizen
in der Modulgruppe enthalten sind. Hier nehmen wir zum Beispiel die Matrixε 0 00 δ 0
0 0 1
 mit ε, δ ∈ O×C \ {1} , δ 6= ε.
Für diese rechnen wir leicht nach, dass der Ausdruck Z[U] ohne vorgeschriebene Klamme-
rung nicht wohldefiniert ist (und mit vorgeschriebener Klammerung kein Element des Cayley
Halbraumes).
Wir wollen nun noch weitere Elemente der Modulgruppe vom Grad 3 angeben. Indem wir die
Abbildungen ρU aus 3.17 mit ρV , V = diag(±1,±1,±1), verketten, erhalten wir die folgenden
Elemente von Γ3.
75
Lemma 3.18 Sei u ∈ OC und
U ∈

±1 u 00 ±1 0
0 0 ±1
 ,
±1 0 u0 ±1 0
0 0 ±1
 ,
±1 0 00 ±1 u
0 0 ±1
 ,
±1 0 0u ±1 0
0 0 ±1
 ,
±1 0 00 ±1 0
u 0 ±1
 ,
±1 0 00 ±1 0
0 u ±1

 ,
dann gehören die Abbildungen ρU : H(3, C)→ H(3, C), Z 7→ Z[U] zur Modulgruppe Γ3. 
Weitere zur Modulgruppe gehörige Abbildungen sind die Folgenden.
Lemma 3.19 Sei
U ∈

ε 0 00 ε 0
0 0 1
 ,
ε 0 00 1 0
0 0 ε
 ,
1 0 00 ε 0
0 0 ε
 , ε ∈ O×C
 ,
dann gehören die Abbildungen ρU : H(3, C)→ H(3, C), Z 7→ Z[U] zur Modulgruppe Γ3. 
Beweis
Wir können leicht nachrechnen, dass die folgenden Verkettungen die gewünschten Ergeb-
nisse erzielen. Dabei nutzen wir aus, dass wir in 3.16 und 3.17 schon einige Elemente der
Modulgruppe bestimmt haben. Sei nun Z ∈ H(3, C), dann gilt
ρ( 0 ε 0
ε 0 0
0 0 1
)
ρ( 0 1 0
1 0 0
0 0 1
)(Z)
 = ρ( 0 ε 0
ε 0 0
0 0 1
)

 z2 z12 z23z12 z1 z13
z23 z13 z3

 =
 z1 εz12ε εz13ε z12 ε z2 εz23
z13 ε z23ε z3

= ρ( ε 0 0
0 ε 0
0 0 1
)(Z)
sowie
ρ( 0 0 ε
0 1 0
ε 0 0
)
ρ( 0 0 1
0 1 0
1 0 0
)(Z)
 = ρ( 0 0 ε
0 1 0
ε 0 0
)

 z3 z23 z13z23 z2 z12
z13 z12 z1

 =
 z1 εz12 εz13εz12 ε z2 z23ε
ε z13 ε εz23 z3

= ρ( ε 0 0
0 1 0
0 0 ε
)(Z)
und
ρ( 1 0 0
0 0 ε
0 ε 0
)
ρ( 1 0 0
0 0 1
0 1 0
)(Z)
 = ρ( 1 0 0
0 0 ε
0 ε 0
)

 z1 z13 z12z13 z3 z23
z12 z23 z2

 =
 z1 z12ε z13εεz12 z2 εz23ε
ε z13 ε z23 ε z3

= ρ( 1 0 0
0 ε 0
0 0 ε
)(Z).

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Da GL(3,Z) von den Permutationsmatrizen, der Diagonalmatrix diag(−1, 1, 1) und den Ma-
trizen E3 + Eij, 1 ≤ i, j ≤ 3, i 6= j, erzeugt wird (vergleiche [Kr85, S.16]) und für reelle Matrizen
U und V bereits (Z[U])[V] = Z[UV] gilt (die Cayley Zahlen der Matrix Z werden nur mit re-
ellen Zahlen multipliziert, damit spielt in diesem Fall die Klammerung keine Rolle), liegen
auch die Abbildungen ρU für U ∈ GL(3,Z) in der Modulgruppe.
Lemma 3.20 Sei U ∈ Gl(3,Z). Dann liegen die Abbildungen ρU : H(3, C) → H(3, C), Z 7→
Z[U] in der Modulgruppe Γ3. 
Wir wollen noch eine letzte Gruppe von Abbildungen der Form ρU angeben, die in der Mo-
dulgruppe vom Grad 3 über den Cayley Zahlen enthalten sind. Diese setzen sich aus Verket-
tungen der Abbildungen aus 3.17 zusammen.
Lemma 3.21 Sei
U ∈

1 u1 u20 1 0
0 0 1
 ,
 1 0 00 1 0
u1 u2 1
 , u1, u2 ∈ OC
 .
Dann gehören die Abbidungen ρU : H(3, C)→ H(3, C), Z 7→ Z[U] zur Modulgruppe Γ3. 
Beweis
Es gilt
ρ( 1 0 u2
0 1 0
0 0 1
)
ρ( 1 u1 0
0 1 0
0 0 1
)(Z)

= ρ( 1 0 u2
0 1 0
0 0 1
)

 z1 z1u1 + z12 z13u1z1 + z12 N(u1)z1 + z2 + 2Re(u1z12) u1z13 + z23
z13 z13u1 + z23 z3


=
 z1 z1u1 + z12 u2z1 + z13u1z1 + z12 N(u1)z1 + z2 + 2Re(u1z12) z1u1u2 + z12u2 + u1z13 + z23
u2z1 + z13 z1u2u1 + z13u1 + u2z12 + z23 N(u2)z1 + z3 + 2Re(u2z13)

= ρ( 1 u1 u2
0 1 0
0 0 1
)(Z)
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sowie
ρ( 1 0 0
0 1 0
0 u2 1
)
ρ( 1 0 0
0 1 0
u1 0 1
)(Z)

= ρ( 1 0 0
0 1 0
0 u2 1
)

z1 + N(u1)z3 + 2Re(u1z13) u1 z23 + z12 z13 + u1z3z23u1 + z12 z2 z23
z13 + z3u1 z23 z3


=
 z1 + 2Re(u1z13) + N(u1)z3 z12 + u1 z23 + z13u2 + u1z3u2 z13 + u1z3z12 + u2 z13 + z23u1 + u2z3u1 N(u2)z3 + z2 + 2Re(u2z23) z23 + u2z3
z13 + u1z3 z23 + z3u2 z3

= ρ( 1 0 0
0 1 0
u1 u2 1
)(Z).

Bei den Abbildungen ρU aus 3.21 muss beachtet werden, dass für ähnliche Matrizen U, zum
Beispiel
U ∈

1 0 u10 1 u2
0 0 1

1 u1 00 1 u2
0 0 1

 1 0 0u1 1 0
u2 0 1

 1 0 0u1 1 0
0 u2 1

 ,
der Ausdruck Z[U] ohne vorgeschriebene Klammerung nicht wohldefiniert ist. Die Verket-
tung der entsprechenden Abbildungen ρU1 und ρU2 , mit U1 = E3 + u1Eij und U2 = E3 + u2Ekl ,
i, j, k, l entsprechend gewählt, liefert hier den Ausdruck 12 (U
tr
(ZU) + (UtrZ)U).
Als nächstes wollen wir ein Analogon zu den Abbildungen M× E2, M ∈ SL(2,Z), aus 3.10
definieren.
Definition 3.22 Sei M =
(
a b
c d
) ∈ SL(2,Z), dann definieren wir die Abbildung (M× E4) auf
dem Halbraum der Cayley Zahlen wie folgt
(M× E4)(Z) :=
 M〈z1〉 z12(cz1 + d)−1 z13(cz1 + d)−1z12(cz1 + d)−1 z2 − cN(z12)(cz1 + d)−1 z23 − z12z13c(cz1 + d)−1
z13(cz1 + d)−1 z23 − z13z12c(cz1 + d)−1 z3 − cN(z13)(cz1 + d)−1


für Z ∈ H(3, C). Dabei beachten wir, dass wegen z1 ∈ H1 und M ∈ SL(2,Z) die Ausdrücke
M〈z1〉 = (az1 + b)(cz1 + d)−1 und (cz1 + d)−1 wohldefiniert sind.
Wir wollen nun zeigen, dass die Abbildungen (M× E4) für M ∈ SL(2,Z) ebenfalls zur Mo-
dulgruppe Γ3 gehören.
Lemma 3.23 Die Abbildung SL(2,Z)→ Γ3, M 7→ (M× E4) ist ein Gruppenhomomorphismus. 
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Beweis
Wir zeigen zunächst, dass die Abbildungen
((
0 −1
1 0
)× E4) und (( 1 s0 1 )× E4) für s ∈ Z in
der Modulgruppe über den Cayley Zahlen enthalten sind. Für ein Z ∈ H(3, C) sehen die
Abbildungen wie folgt aus
((
0 −1
1 0
)× E4) (Z) =
−z−11 z12z−11 z13z−11z12z−11 z2 − N(z12)z−11 z23 − z12z13z−11
z13z−11 z23 − z13z12z−11 z3 − N(z13)z−11

((
1 s
0 1
)× E4) (Z) =
z1 + s z12 z13z12 z2 z23
z13 z23 z3
 , s ∈ Z.
Nun sehen wir direkt, dass die Abbildungen der zweiten Zeile in Γ3 liegen, da sie mit τS
für S =
( s 0 0
0 0 0
0 0 0
)
∈ Herm(3,OC), s ∈ Z, übereinstimmen. Wir widmen uns daher der ersten
Abbildung. Im Anhang A.5 haben wir bewiesen, dass die folgende Identität gilt((
0 −1
1 0
)
× E4
)
= ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS für S =
0 0 00 1 0
0 0 1
 ∈ Herm(3,OC).
Damit liegen also die Abbildungen (M× E4) für M =
(
0 −1
1 0
)
und M =
(
1 s
0 1
)
, s ∈ Z, in der
Modulgruppe.
Weiterhin haben wir im Anhang A.5 gezeigt, dass für zwei Matrizen M1, M2 ∈ SL(2,Z) die
folgende Gleichung erfüllt ist
(M1 × E4) ◦ (M2 × E4) = (M1M2 × E4).
Somit sind wir aber mit dem Beweis fertig, da die Matrizen M =
(
0 −1
1 0
)
und M =
(
1 s
0 1
)
,
s ∈ Z, nach [Kr08, S.36 ff.] die SL(2,Z) erzeugen. 
Wir könnten die Abbildung (M× E2) aus 3.10 auch auf eine andere Art erweitern, indem wir
M ∈ Sp(2,Z) wählen anstelle von SL(2,Z) und E2 stehen lassen. In 3.13 haben wir bereits ge-
sehen, dass der Ausdruck M〈Z1〉 = (AZ+ B)(CZ+ D)−1 für alle Z1 ∈ H(2, C) wohldefiniert
ist. Dies nutzen wir für die Definition der Abbildung (M× E2), M ∈ Sp(2,Z).
Definition 3.24 Schreiben wir Z ∈ H(3, C) in der Form
(
Z1 ztr
z z3
)
mit Z1 =
( z1 z12
z12 z2
) ∈ H(2, C),
z = ( z13 z23 ) ∈ C1×2C und z3 ∈ H1, so definieren wir die Abbildung (M × E2)(Z) für M =(
A B
C D
) ∈ Sp(2,Z) wie folgt
(M× E2)(Z) :=
(
M〈Z1〉 (CZ1 + D)−1trztr
z(CZ1 + D)−1 z3 − τ(z(CZ1 + D)−1C, z)
)
wobei
τ(a, b) =
1
2
Spur
(
ab
tr
+ batr
)
für alle a, b ∈ Cn×mC .

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Da die Matrizen C und D in Z2×2 liegen, ist der Ausdruck τ(z(CZ1 + D)−1C, z) auch ohne
vorgeschriebene Klammerung bei z(CZ1 +D)−1C wohldefiniert. Wir wollen nun zeigen, dass
diese Abbildungen den Cayley Halbraum vom Grad 3 wieder in sich abbilden und ebenfalls
in der Modulgruppe enthalten sind.
Lemma 3.25 Die Abbildung Sp(2,Z)→ Γ3, M 7→ (M× E2) ist ein Gruppenhomomorphismus. 
Beweis
Nach [Kr08, S.38] wird die Sp(2,Z) von den Matrizen
J2 =
(
0 −E2
E2 0
)
und trans(S) =
(
E2 S
0 E2
)
für S ∈ Sym(2,Z)
erzeugt. Wir weisen also zunächst für diese Abbildungen nach, dass sie in der Modulgruppe
enthalten sind. Konkret sehen die entsprechenden Abbildungen wie folgt aus
(J2 × E2)(Z) =
(
−Z−11 Z−11 ztr
zZ−11 z3 − τ(zZ−11 , z)
)
=
1
z1z2 − N(z12)
 −z2 z12 −z12z23 + z2z13z12 −z1 −z12z13 + z1z23
−z23 z12 + z2z13 −z13z12 + z1z23 det(Z)

(trans(S)× E2)(Z) =
(
Z1 + S ztr
z z3
)
.
An der Definition sehen wir direkt, dass die Abbildungen (trans(S) × E2) mit τS′ für S′ =(
S 0
0 0
) ∈ Sym(3,Z) ⊆ Herm(3,OC) übereinstimmen. Wir müssen also nur noch die Abbil-
dung (J2 × E2) betrachten. Im Anhang A.6 haben wir folgende Identität bewiesen
(J2 × E2) = ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS für S =
0 0 00 0 0
0 0 1
 .
Damit liegt also auch die Abbildung (J2 × E2) in der Modulgruppe. Sind nun M1 und M2 ∈
Sp(2,Z), so gilt
(M1 × E2) ((M2 × E2) (Z))
= (M1 × E2)
((
M2〈Z〉 (C2Z1 + D2)−1trztr
z(C2Z1 + D2)−1 z3 − τ(z(C2Z1 + D2)−1C2, z)
))
=
 M1〈M2〈Z1〉〉 (C1 M2〈Z1〉+D1)−1tr((C2Z1+D2)−1trztr)
(z(C2Z1+D2)−1)(C1 M2〈Z1〉+D1)−1 z3−τ(z(C2Z1+D2)−1C2,z)
−τ((z(C2Z1+D2)−1)(C1 M2〈Z1〉+D1)−1C1,z(C2Z1+D2)−1)
 .
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Nun haben wir schon im Beweis zu 3.13 gesehen, dass M1〈M2〈Z1〉〉 = (M1M2)〈Z1〉 gilt. Wei-
terhin ist aufgrund der Moufang-Identitäten (vergleiche 1.6) folgende Umformung erlaubt
(z(C2Z1 + D2)−1)(C1M2〈Z1〉+ D1)−1 = z((C2Z1 + D2)−1(C1M2〈Z1〉+ D1)−1).
Da die von einer Cayley Zahl erzeugte Matrixalgebra assoziativ ist, berechnen wir weiter
(z(C2Z1 + D2)−1)(C1M2〈Z1〉+ D1)−1
= z((C2Z1 + D2)−1(C1M2〈Z1〉+ D1)−1)
= z((C1M2〈Z1〉+ D1)(C2Z1 + D2))−1
= z((C1(A2Z1 + B2)(C2Z1 + D2)−1 + D1)(C2Z1 + D2))−1
= z(C1(A2Z1 + B2) + D1(C2Z1 + D2))−1
= z((C1A2 + D1C2)Z1 + C1B2 + D1D2)−1.
Nun ist der Ausdruck C1A2 + D1C2 aber gerade der C-Block der Blockmatrix von M1M2
und C1B2 + D1D2 der D-Block. Im Anhang A.6 haben wir weiterhin nachgewiesen, dass die
folgende Identität erfüllt ist
τ(z(C2Z1 + D2)−1C2, z) + τ((z(C2Z1 + D2)−1)(C1M2〈Z1〉+ D1)−1C1, z(C2Z1 + D2)−1)
= τ(z((C1A2 + D1C2)Z1 + C1B2 + D1D2)−1(C1A2 + D1C2), z),
sodass auch hier der C- beziehungsweise D-Block von M1M2 auftaucht. Damit folgt aber
(M1 × E2) ((M2 × E2) (Z))
=
(
(M1 M2)〈Z1〉 ((C1 A2+D1C2)Z1+C1B2+D1D2)−1
tr
ztr
z((C1 A2+D1C2)Z1+C1B2+D1D2)−1 z3−τ(z((C1 A2+D1C2)Z1+C1B2+D1D2)−1(C1 A2+D1C2),z)
)
= ((M1M2)× E2)(Z).
Wegen dieser letzten Gleichung und weil bereits für Erzeuger M der Sp(2,Z) bewiesen ist,
dass sie in der Modulgruppe liegen, ist nun insgesamt die Behauptung gezeigt. 
Im Kapitel 5 werden wir noch eine weitere Form der Abbildungen benötigen, die in der Mo-
dulgruppe enthalten sind.
Definition 3.26 Seien λ =
(
λ1
λ2
)
, µ =
( µ1
µ2
) ∈ O2C und Z ∈ H3(C). Dann definieren wir die
Abbildung (λ, µ) wie folgt
(λ, µ) : H(3, C)→ H(3, C), Z 7→ (λ, µ)(Z)
mit
(λ, µ) (Z) := z1 λ1z1+z12+µ1 λ2z1+z13+µ2λ1z1+z12+µ1 N(λ1)z1+2Re(λ1z12)+2Re(λ1µ1)+z2 z1λ1λ2+z12 λ2+λ1z13+µ1λ2+λ1µ2+z23
λ2z1+z13+µ2 z1λ2λ1+z13λ1+λ2z12+µ2λ1+λ2µ1+z23 N(λ2)z1+2Re(λ2z13)+2Re(λ2µ2)+z3
.

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Korollar 3.27 Schreiben wir Z in der der Form Z =
(
z1 z
ztr Z2
)
mit z = ( z12 z13 ) und Z2 =
( z2 z23
z23 z3
)
,
so lässt sich der Ausdruck (λ, µ) (Z) aus 3.26 einfacher schreiben als
(λ, µ) (Z) =
(
z1 z + λ
tr
z1 + µtr
ztr + λz1 + µ Z2 + λλ
tr
z1 + λµtr + µλ
tr
+ λz + ztrλ
tr
)
.

Beweis
Es gilt
λλ
tr
=
(
N(λ1) λ1λ2
λ2λ1 N(λ2)
)
,
λµtr + µλ
tr
=
(
2Re(λ1µ1) λ1µ2 + µ1λ2
λ2µ1 + µ2λ1 2Re(λ2µ2)
)
und
λz + ztrλ
tr
=
(
2Re(λ1z12) λ1z13 + z12λ2
λ2z12 + z13λ1 2Re(λ2z13)
)
.
Damit können wir leicht nachrechnen, dass die Behauptung erfüllt ist. 
Wir wollen nun zeigen, dass die Abbildung (λ, µ) für beliebige λ und µ ∈ O2C auch in der
Modulgruppe vom Grad 3 enthalten ist.
Lemma 3.28 Seien λ, µ ∈ O2C beliebig. Dann liegt die Abbildung (λ, µ) in Γ3. 
Beweis
Wir wollen zeigen, dass sich (λ, µ) bereits als Komposition der Abbildungen aus Γ3 schreiben
lässt. Nach 3.21 wissen wir, dass die Abbildung
Z 7→ ρU(Z) = Z[U] für U =
1 λ1 λ20 1 0
0 0 1

in der Modulgruppe enthalten ist. Ebenso gilt für
S :=
 0 µ1 µ2µ1 2Re(λ1µ1) µ1λ2 + λ1µ2
µ2 µ2λ1 + λ2µ1 2Re(λ2µ2)
 = Str ∈ Herm(3,OC),
dass auch τS in der Modulgruppe enthalten ist. Nun berechnen wir zunächst ρU(Z). Wir
erhalten
ρU(Z) = Z

1 λ1 λ20 1 0
0 0 1


=
 z1 z1λ1 + z12 z1λ2 + z13λ1z1 + z12 N(λ1)z1 + 2Re(λ1z12) + z2 λ1λ2z1 + z12 λ2 + λ1z13 + z23
λ2z1 + z13 λ2λ1z1 + λ2z12 + z13 λ1 + z23 N(λ2)z1 + 2Re(λ2z13) + z3
 .
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Verketten wir diesen Ausdruck nun noch mit τS, so folgt
τS(ρU(Z))
=
 z1 z1λ1 + z12 z1λ2 + z13λ1z1 + z12 N(λ1)z1 + 2Re(λ1z12) + z2 λ1λ2z1 + z12 λ2 + λ1z13 + z23
λ2z1 + z13 λ2λ1z1 + λ2z12 + z13 λ1 + z23 N(λ2)z1 + 2Re(λ2z13) + z3

+
 0 µ1 µ2µ1 2Re(λ1µ1) µ1λ2 + λ1µ2
µ2 µ2λ1 + λ2µ1 2Re(λ2µ2)

=
(
z1 λ1z1+z12+µ1 λ2z1+z13+µ2
λ1z1+z12+µ1 N(λ1)z1+2Re(λ1z12)+2Re(λ1µ1)+z2 z1λ1λ2+z12 λ2+λ1z13+µ1λ2+λ1µ2+z23
λ2z1+z13+µ2 z1λ2λ1+z13λ1+λ2z12+µ2λ1+λ2µ1+z23 N(λ2)z1+2Re(λ2z13)+2Re(λ2µ2)+z3
)
= (λ, µ) (Z).
Somit ist die Behauptung gezeigt. 
Definition 3.29 Seien λ = ( λ1 λ2 ), µ = ( µ1 µ2 ) ∈ O1×2C und Z ∈ H3(C). Dann definieren wir
die Abbildung (λ, µ)2 wie folgt
(λ, µ)2 : H(3, C)→ H(3, C), Z 7→ (λ, µ)2(Z)
mit
(λ, µ)2 (Z) :=(
z1 z12 z12λ2+z1λ1+z13+µ1
z12 z2 z2λ2+z12 λ1+z23+µ2
λ2z12+λ1z1+z13+µ1 z2λ2+λ1z12+z23+µ2 z3+z2 N(λ2)+z1 N(λ1)+2Re(z12λ2λ1)+2Re(λ2z23)+2Re(λ1z13)+2τ(λ,µ)
)
.

Korollar 3.30 Schreiben wir Z in der der Form Z =
(
Z1 ztr
z z3
)
mit z = ( z13 z23 ) und Z1 =
( z1 z12
z12 z2
)
,
so lässt sich der Ausdruck (λ, µ)2 (Z) aus 3.29 einfacher schreiben als
(λ, µ)2 (Z) =
(
Z1 ztr + Z1λ
tr
+ µtr
z + λZ1 + µ z3 + τ(Z1,λ
tr
λ) + 2τ(λ, z) + 2τ(λ, µ)
)
.

Beweis
Es gilt
λ
tr
λ =
(
N(λ1) λ1λ2
λ2λ1 N(λ2)
)
,
2τ(λ, µ) = 2Re(λ1µ1) + 2Re(λ2µ2) und
2τ(λ, z) = 2Re(λ1z13) + 2Re(λ2z23).
Damit können wir leicht nachrechnen, dass die Behauptung erfüllt ist. 
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Wir wollen nun zeigen, dass die Abbildung (λ, µ)2 für beliebige λ und µ ∈ O1×2C auch in der
Modulgruppe vom Grad 3 enthalten ist.
Lemma 3.31 Seien λ, µ ∈ O1×2C beliebig. Dann liegt die Abbildung (λ, µ)2 in Γ3. 
Beweis
Wir wollen zeigen, dass sich (λ, µ)2 bereits als Komposition der Abbildungen aus Γ3 schreiben
lässt. Nach 3.21 wissen wir, dass die Abbildungen
Z 7→ ρU(Z) = Z[Ui] für U1 =
1 0 λ10 1 0
0 0 1
 , und U2 =
1 0 00 1 λ2
0 0 1
 ,
in der Modulgruppe enthalten sind. Ebenso gilt für
S :=
 0 0 µ10 0 µ2
µ1 µ2 2τ(λ, µ)
 = Str ∈ Herm(3,OC),
dass auch τS in der Modulgruppe enthalten ist. Nun berechnen wir zunächst ρU1(Z). Wir
erhalten
ρU1(Z) = Z

1 0 λ10 1 0
0 0 1


=
 z1 z12 z1λ1 + z13z12 z2 z12 λ1 + z23
λ1z1 + z13 λ1z12 + z23 N(λ1)z1 + 2Re(λ1z13) + z3
 .
Eine Verkettung dieses Ausdrucks mit ρU2 liefert
ρU2(ρU1(Z))
=
 z1 z12 z1λ1 + z13z12 z2 z12 λ1 + z23
λ1z1 + z13 λ1z12 + z23 N(λ1)z1 + 2Re(λ1z13) + z3
1 0 00 1 λ12
0 0 1

=
(
z1 z12 z12λ2+z1λ1+z13
z12 z2 λ2z2+z12 λ1+z23
λ2z12+λ1z1+z13 λ2z2+λ1z12+z23 z2 N(λ2)+2Re(λ1z12λ2)+2Re(λ2z23)+z1 N(λ1)+2Re(λ1z13)+z3
)
=
(
Z1 ztr + Z1λ
tr
z + λZ1 z3 + τ(Z1,λ
tr
λ) + 2τ(λ, z)
)
.
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Verketten wir diesen Ausdruck nun noch mit τS, so folgt
τS(ρU(Z)) =
(
Z1 ztr + Z1λ
tr
z + λZ1 z3 + τ(Z1,λ
tr
λ) + 2τ(λ, z)
)
+
(
0 µ
µ 2τ(λ, µ)
)
=
(
Z1 ztr + Z1λ
tr
+ µtr
z + λZ1 + µ z3 + τ(Z1,λ
tr
λ) + 2τ(λ, z) + 2τ(λ, µ)
)
= (λ, µ)2 (Z).
Somit ist die Behauptung gezeigt. 
Mit den bisher erworbenen Kenntnissen der Elemente der Modulgruppe wollen wir auch in
hier, analog zu 3.12, andere Erzeuger von Γ3 bestimmen.
Satz 3.32 Sei J =
(
0 −1
1 0
)
. Dann gilt
Γ3 =
〈
(J × E4), ρP, P ∈ Z3×3 Permutationsmatrix, τS, S ∈ Herm(3,OC)
〉
. 
Beweis
Wir haben bereits in 3.16 und 3.23 gesehen, dass die angegeben Abbildungen in der Modul-
gruppe enthalten sind, sodass die rechte Seite eine Teilmenge von Γ3 bildet. Es bleibt nun
zu zeigen, dass die Abbildung ι als Verkettung der Erzeuger der rechten Seite geschrieben
werden kann. Dies folgt aber direkt aus der im Anhang A.7 bewiesenen Identität
ρP13 ◦ (J × E4) ◦ ρP13 ◦ ρP12 ◦ (J × E4) ◦ ρP12 ◦ (J × E4) = ι,
wenn wir mit Pij die Permutationsmatrix bezeichnen, die aus der Einheitsmatrix entsteht,
wenn wir die i-te und j-te Zeile vertauschen. 
Bevor wir noch einmal zusammenfassen, welche Elemente in Γ3 enthalten sind, wollen wir
zwei Beispiele von Abbildungen geben, die im Vergleich zum Siegelschen Fall nicht in der
Modulgruppe enthalten sind.
Bemerkung 3.33 Sei Z ∈ H(3, C).
(a) Sei M =
(
A B
C D
) ∈ Sp(3,Z). Dann ist die Abbildung Z 7→ (AZ + B)(CZ + D)−1 über
den Cayley Zahlen nicht wohldefiniert, da die Matrix CZ+D im Allgemeinen nicht mehr
hermitesch ist und damit kein Invertierbarkeitsbegriff für diese Art von Matrizen vorliegt.
(b) Die Abbildung ρU : H(3, C) → H(3, C) : Z 7→ Z[U] für U = diag(ε, 1, 1) ist ebenfalls
nicht wohldefiniert, da Z[U] nicht zwingend ein Element des Cayley Halbraums ist. Wir
betrachten dazu das folgende Beispiel:
Z = X + iY =
0 0 00 0 0
0 0 0
+ i
 5 i3 + i6 i2−i3 − i6 2 i7
−i2 −i7 1
 und U =
1 0 00 i5 0
0 0 1
 .
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Dann ist Z ein Element des Cayley Halbraums, denn X ist offensichtlich hermitesch und
für Y gilt
5 > 0
5 · 2− N(i3 + i6) = 10− 2 = 8 > 0
5 · 2 · 1− 5N(i7)− 2N(i2)− N(i3 + i6) + 2Re((i3 + i6)i7(−i2))
= 10− 5− 2− 2− 2 Re((i3 + i6)i6)︸ ︷︷ ︸
=−1
= 1− 2(−1) = 3 > 0,
also ist Y positiv definit. Berechnen wir nun den Imaginärteil von Z[U] = X[U] + iY[U].
Wir erhalten
Y[U] =
 5 i3 + i6 i2−i3 − i6 2 i7
−i2 −i7 1


1 0 00 i5 0
0 0 1

 =
 5 (i3 + i6)i5 i2(−i5)(−i3 − i6) 2 (−i5)i7
−i2 −i7i5 1

und berechnen die Determinante zu
det(Y[U]) = 5 · 2 · 1− 5N(−i5i7)− 2N(i2)− N((i3 + i6)i5) + 2Re(((i3 + i6)i5)(−i5i7)(−i2))
= 10− 5− 2− 2+ 2Re((i2 − i1)(−i4)(−i2)) = 1+ 2 Re((i2 − i1)(−i1))︸ ︷︷ ︸
=−1
= 1+ 2(−1) = −1 < 0.
Damit ist bewiesen, dass Y[U] nicht positiv definit ist und somit kann Z[U] nicht im Ca-
yley Halbraum vom Grad 3 liegen. 
Zum Abschluss dieses Unterkapitels wollen wir noch einmal zusammenfassen, welche Ab-
bildungen in der Modulgruppe vom Grad 3 über den Cayley Zahlen enthalten sind.
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Satz 3.34 Es liegen die folgenden Abbildungen in Γ3:
ρU U ∈

n t 0t m 0
0 0 ±1
 ,
n 0 t0 ±1 0
t 0 m
 ,
±1 0 00 n t
0 t m
 , n, m ∈ Z, t ∈ OC ,nm− N(t) = ±1
 ,
U ∈ O(3,Z), GL(3,Z),
U ∈

±1 u1 u20 ±1 0
0 0 ±1
 ,
±1 0 00 ±1 0
u1 u2 ±1
 , u1, u2 ∈ OC
 ,
U ∈

±1 0 00 ±1 u
0 0 ±1
 ,
±1 0 0u ±1 0
0 0 ±1
 , u ∈ OC
 ,
U ∈

ε 0 00 ε 0
0 0 ±1
 ,
±1 0 00 ε 0
0 0 ε
 ,
ε 0 00 ±1 0
0 0 ε
 , ε ∈ O×C

(M× E4) M ∈ SL(2,Z)
(M× E2) M ∈ Sp(2,Z)
(λ, µ) λ, µ ∈ O2C
(λ, µ)2 λ, µ ∈ O1×2C

3.5 Untergruppen der Modulgruppe Γ3
In diesem Unterabschnitt wollen wir drei verschiedene Untergruppen der Modulgruppe Γ3
aus dem vorherigen Kapitel betrachten. Diese Gruppen werden wir später in Kapiteln zu den
Jacobiformen vom Index R ∈ Herm(2,OC) beziehungsweise m ∈N0 benötigen.
Definition 3.35 Wir definieren die Gruppe Γ3,1 als
Γ3,1 =
〈
(J1 × E4), τS, S ∈ Herm(3,OC), ρU , U ∈
{( 1 u1 u2
0 1 0
0 0 1
)
, u1, u2 ∈ OC
}〉
,
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wobei die Abbildung (J1 × E4) wie in 3.22 definiert sei mit J1 =
(
0 −1
1 0
) ∈ SL(2,Z). Die
Gruppe Γ3,2 definieren wir als
Γ3,2 =
〈
(J2 × E2), τS, S ∈ Herm(3,OC), ρU , U ∈
{( 1 0 u
0 1 0
0 0 1
)
,
( 1 0 0
0 1 u
0 0 1
)
, u ∈ OC
}〉
und die Gruppe Γ∗2 definieren wir als
Γ∗2 =
〈
(J2 × E2), τS, S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC)〉,
wobei die Abbildung (J2 × E2) wie in 3.24 definiert sei mit J2 =
(
0 −E2
E2 0
)
∈ Sp(2,Z). 
Bemerkung 3.36 Offensichtlich gilt wegen
(( 1 s1
0 1
)× E4) = τS mit S = ( s1 00 0 ) ∈ Herm(3,OC),
s1 ∈ Z, und weil J1 und
( 1 s1
0 1
)
, s1 ∈ Z, die SL(2,Z) erzeugen, bereits
Γ3,1 =
〈
(M× E4), M ∈ SL(2,Z),
τS, S =
(
0 s
str S2
)
∈ Herm(3,OC), s ∈ O1×2C , S2 ∈ Herm(2,OC),
ρU , U ∈
{( 1 u1 u2
0 1 0
0 0 1
)
, u1, u2 ∈ OC
}〉
.

Korollar 3.37 Seien Γ3,1, Γ3,2 und Γ∗2 wie in 3.35 definiert. Dann gilt
(a) Γ3,1 ist eine Untergruppe der Modulgruppe Γ3.
(b) Γ3,2 ist eine Untergruppe der Modulgruppe Γ3.
(c) Γ∗2 ist eine Untergruppe von Γ3,2.
Beweis
(a) Es genügt zu zeigen, dass die Erzeuger der Gruppe Γ3,1 in der Modulgruppe vom Grad 3
enthalten sind. Die Abbildungen τS für S ∈ Herm(3,OC) liegen nach Definition 3.5 in Γ3.
Die Abbildungen ρU für
U ∈
{( 1 u1 u2
0 1 0
0 0 1
)
, u1, u2 ∈ OC
}
gehören nach 3.21 zur Modulgruppe vom Grad 3 und schließlich haben wir in 3.23 be-
wiesen, dass die Abbildung (J1 × E2) in Γ3 enthalten ist.
(b) Es genügt zu zeigen, dass die Erzeuger der Gruppe Γ3,2 in der Modulgruppe vom Grad
3 enthalten sind. Die Abbildungen τS für S ∈ Herm(3,OC), liegen nach Definition 3.5 in
Γ3. Die Abbildungen ρU für
U ∈
{( 1 0 u
0 1 0
0 0 1
)
,
( 1 0 0
0 1 u
0 0 1
)
, u ∈ OC
}
gehören nach 3.17 zur Modulgruppe vom Grad 3 und schließlich haben wir in 3.25 be-
wiesen, dass die Abbildung (J2 × E2) in Γ3 enthalten ist.
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(c) Diese Aussage folgt sofort aus Definition 3.35. 
Bemerkung 3.38 Im Siegelschen Fall und ebenso auch im Quaternionischen Fall ist es mög-
lich, die Modulgruppe vom Grad 2 in die Modulgruppe vom Grad 3 via M ∈ Sp(2,Z) 7→
M× E2 ∈ Sp(3,Z) einzubetten. Betrachten wir die Untergruppe der Modulgruppe vom Grad
3, welche nur von den Matrizen M× E2 für M ∈ Sp(2,Z) erzeugt wird, so erhalten wir auf
diese Art einen Gruppenisomorphismus zwischen dieser Gruppe und der Modulgruppe vom
Grad 2.
Mit den entsprechenden Identifizierungen der Abbildungen
ι mit (J2 × E2) sowie τS1 mit τ( S1 0
0 0
), S1 ∈ Herm(2,OC),
erhalten wir jedoch keinen Gruppenisomorphismus der Gruppen Γ2 und Γ∗2 , denn die Verket-
tung von ι mit sich selbst liefert die Identität auf H(2, C), dagegen ergibt sich bei der Verket-
tung von (J2 × E2) mit sich selbst
((J2 × E2) ◦ (J2 × E2))(Z) 3.25= (J22 × E2)(Z) = (−E4 × E2)(Z) 3.24=
(
Z1 −ztr
−z z3
)
6= Z,
was der Wohldefiniertheit eines Gruppenhomomorphismus widerspricht. 
Das Ergebnis aus Bemerkung 3.38 formulieren wir noch einmal als separaten Satz.
Satz 3.39 Es existiert kein Gruppenhomomorphismus von Γ2 nach Γ∗2 , welcher ι auf (J2 × E2) und
τS1 , S1 ∈ Herm(2,OC), auf τS, S =
( S1 0
0 0
) ∈ Herm(3,OC), abbildet. 
3.6 Modulformen auf dem Halbraum der Cayley Zahlen
Wir haben in den letzten Unterabschnitten gesehen, dass die Modulgruppe (vom Grad n ∈
{1, 2, 3}) von den Abbildungen ι und τS, S ∈ Herm(n,OC), erzeugt wird. Dementsprechend
genügt es nun bei der Definition einer Modulform auf dem Cayley Halbraum vom Grad n
ein geeignetes Transformationsverhalten unter ι und τS zu fordern. Wie in [Kr97, S.364] und
[Ja10, S.125] definieren wir nun den Begriff einer Modulform vom Gewicht k ∈ Z auf dem
Cayley Halbraum vom Grad n.
Definition 3.40 Sei n ∈ {1, 2, 3}, k ∈ Z und f : H(n, C) → C eine holomorphe Funktion mit
folgenden Eigenschaften
(1) f (τS(Z)) = f (Z) für alle Z ∈ H(n, C) und S ∈ Herm(n,OC),
(2) f (ι(Z)) = det(Z)k f (Z) für alle Z ∈ H(n, C),
(3) falls n = 1 gilt, ist f auf {z ∈ H1; Im(z) > 1} beschränkt,
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dann nennen wir f eine Modulform vom Gewicht k aufH(n, C). Die Menge aller Modulformen
vom Gewicht k aufH(n, C) bezeichnen wir im Folgenden mitMk(Γn). 
Nach 3.40, Bedingung (3), beziehungsweise aufgrund des sogenannten Koecher-Effekts, be-
sitzt jede Modulform eine Fourier-Entwicklung, in der nur über positiv semidefinite Matrizen
summiert werden muss (vergleiche [Ba73, S.209] und [Ja10, S.127 ff.]).
Satz 3.41 Sei f eine Modulform vom Gewicht k ∈ Z auf H(n, C), dann besitzt f eine absolut kon-
vergente Fourier-Entwicklung der Form
f (Z) = ∑
T∈Herm(n,OC ),T≥0
α f (T) exp(2pii τ(T, Z)).

Aus [KW98, S.1413] übernehmen wir den folgenden Satz.
Satz 3.42 Sei k ∈ 2Z, dann wird durch
(1) jk(τS, Z) = 1 für alle S ∈ Herm(3,OC) ,
(2) jk(ι, Z) = det(Z)k und
(3) jk(g1 ◦ g2) = jk(g1, g2(Z)) jk(g2, Z) für alle g1, g2 ∈ Γ3
ein Automorphiefaktor jk : Γ3 ×H(3, C)→ C\{0} für Γ3 definiert. 
Mit Hilfe des Automorphiefaktors j : Γ3 ×H(3, C)→ C\{0} ist es nun möglich eine Operati-
on von Γ3 auf der Menge der holomorphen Funktionen aufH(3, C) anzugeben.
Korollar 3.43 Sei jk : Γ3×H(3, C)→ C\{0}, k ∈ 2Z, wie in 3.42 definiert. Definieren wir für eine
holomorphe Funktion f : H(3, C)→ C den Strichoperator |k [g] durch
f|k [g] = f (g(Z)) jk(g, Z)
−1 für alle g ∈ Γ3,
so operiert Γ3 auf der Menge der holomorphen Funktionen aufH(3, C) via (g, f ) 7→ f|k [g]. 
Aufgrund von 3.43 können wir nun die Definition einer Modulform vom Gewicht k ∈ 2Z auf
H(3, C) wie folgt umschreiben.
Korollar 3.44 Sei k ∈ 2Z und f : H(3, C)→ C holomorph. Dann ist f genau dann eine Modulform
vom Gewicht k aufH(3, C) falls
f|k [g] = f für alle g ∈ Γ3
gilt. 
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Eie fordert in seiner Arbeit (vergleiche [E00, S.590]) zusätzlich ein bestimmtes Transformati-
onsverhalten von Modulformen unter den Abbildungen ρU für entsprechende Matrizen U.
Wir wollen zeigen, dass diese Forderung nicht notwendig ist, da sie bereits automatisch nach
obiger Definition einer Modulform erfüllt ist. Wir weisen dieses Transformationsverhalten
nun wieder für beliebiges k ∈ Z nach, wodurch wir nicht den Strichoperator aus 3.43 ver-
wenden.
Lemma 3.45 Sei f : H(n, C) → C eine Modulform vom Gewicht k ∈ Z auf dem Cayley Halbraum
vom Grad n. Im Fall n = 2 gilt dann f (ρU(Z)) = f (Z) für alle
U ∈
{(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
, u ∈ OC
(
n t
t m
)
, n, m ∈ Z, t ∈ OC , nm− N(t) = ±1,(
ε 0
0 ε
)
, ε ∈ O×C ,
(
0 ±1
±1 0
)}
und im Fall n = 3 folgt f (ρU(Z)) = det(U)k f (Z) für alle
U ∈

±1 u 00 ±1 0
0 0 ±1
 ,
±1 0 u0 ±1 0
0 0 ±1
 ,
±1 0 00 ±1 u
0 0 ±1
 ,
±1 0 0u ±1 0
0 0 ±1
 ,
±1 0 00 ±1 0
u 0 ±1
 ,
±1 0 00 ±1 0
0 u ±1
 , u ∈ OC ,
n t 0t m 0
0 0 ±1
 ,
n 0 t0 ±1 0
t 0 m
 ,
±1 0 00 n t
0 t m
 , n, m ∈ Z, t ∈ OC , nm− N(t) = ±1,
±1 0 00 0 ±1
0 ±1 0
 ,
 0 ±1 0±1 0 0
0 0 ±1
 ,
 0 ±1 00 0 ±1
±1 0 0
 ,
 0 0 ±10 ±1 0
±1 0 0
 ,
 0 0 ±1±1 0 0
0 ±1 0
 ,
ε 0 00 ε 0
0 0 ±1
 ,
ε 0 00 ±1 0
0 0 ε
 ,
±1 0 00 ε 0
0 0 ε
 , ε ∈ O×C
 .
Insbesondere gilt für gerade k bereits f (ρU(Z)) = f (Z) für alle Z ∈ H(3, C). 
Beweis
Stellen wir die Abbildungen ρU als Verkettung der Abbildungen ι und τS, S ∈ Herm(n,OC),
wie in den Kapiteln 3.3 und 3.4 gesehen, dar, so können wir leicht mit Hilfe der Definition
3.40 das Transformationsverhalten der Modulformen unter den Abbildungen ρU bestimmen.
Beachten wir zusätzlich, dass wir die auftretenden Determinanten ebenfalls in den Beweisen
in den Kapiteln 3.3 und 3.4 schon berechnet haben, so folgt durch Einsetzen die Behauptung.
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Betrachten wir in 3.45 den Fall ungerades Gewicht genauer, so stellen wir für n = 3 sofort
fest, dass es keine nicht-triviale Modulform ungeraden Gewichts geben kann (vergleiche auch
[Ja10, S.127]).
Korollar 3.46 Sei f : H(3, C) → C eine Modulform ungeraden Gewichts k ∈ 2Z + 1 auf dem
Cayley Halbraum vom Grad 3. Dann gilt bereits f ≡ 0. 
Beweis
Sei f eine Modulform ungeraden Gewichts. Dann gilt nach 3.45 bereits
f (Z) = det(U)k f (Z) für alle U wie in 3.45.
Wählen wir nun eine Matrix U mit det(U) = −1, so folgt f (Z) = − f (Z) für alle Z ∈ H(3, C),
da k ungerade ist. Damit muss aber f ≡ 0 gelten. 
Wir wollen zum Abschluss dieses Kapitels noch das Verhalten von Modulformen vom Grad
3 unter den Abbildungen (M× E4), (λ, µ) und (λ, µ)2 sowie M〈Z〉 bestimmen.
Lemma 3.47 Sei f : H(3, C) → C eine Modulform vom Gewicht k ∈ Z auf dem Cayley Halbraum
vom Grad 3. Dann gilt
f ((M× E4)(Z)) = (cz1 + d)k f (Z) für alle M =
(
a b
c d
)
∈ SL(2,Z).

Beweis
Im Beweis zu 3.23 haben wir gesehen, dass
(M1 × E4) ◦ (M2 × E4) = (M1M2 × E4) für alle M1, M2 ∈ SL(2,Z)
gilt. Aufgrund dessen und wegen
(c1M2〈z1〉+ d1)k(c2z1 + d2)k = ((c1a2 + d1c2)z1 + c1b2 + d1d2)k
genügt es, die gewünschte Identität nur für Erzeuger der SL2(Z) nachzuweisen. Nach [Kr08,
I(4.4)] sind die Erzeuger der SL2(Z) gegeben durch
J =
(
0 −1
1 0
)
und trans(s) =
(
1 s
0 1
)
, s ∈ Z.
Nun gilt für J, wie wir im Beweis zu 3.23 gesehen haben, die Identität
(J × E4) = ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS für S =
0 0 00 1 0
0 0 1
 ∈ Herm(3,OC).
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Da f eine Modulform ist, folgt
f ((J × E4)(Z))
= f ((ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))
3.40
= f ((τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))det((ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))k
3.40
= f ((ι ◦ τS ◦ ι ◦ τS)(Z))det((ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))k
3.40
= f ((τS ◦ ι ◦ τS)(Z))det((ι ◦ τS ◦ ι ◦ τS)(Z))kdet((ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))k
3.40
= f ((ι ◦ τS)(Z))det((ι ◦ τS ◦ ι ◦ τS)(Z))kdet((ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))k
3.40
= f (τS(Z))det((ι ◦ τS)(Z))kdet((ι ◦ τS ◦ ι ◦ τS)(Z))kdet((ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))k
3.40
= f (Z)det((ι ◦ τS)(Z))kdet((ι ◦ τS ◦ ι ◦ τS)(Z))kdet((ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))k.
In A.5 haben wir die auftretenden Determinanten bereits berechnet. Es folgt
f ((J × E4)(Z)) = f (Z)det(τS(Z))k det((ι ◦ τS ◦ ι ◦ τS)(Z))k︸ ︷︷ ︸(
− z2z3−N(z23)det(τS(Z))
)k
det((ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS)(Z))k︸ ︷︷ ︸(
z1
z2z3−N(z23)
)k
= f (Z)(−z1)k
Da es aber nach 3.46 keine von Null verschiedene Modulform ungeraden Gewichts gibt, sind
nur gerade k zu betrachten und somit erhalten wir
f ((J × E4)(Z)) = zk1 f (Z) = (cz1 + d)k f (Z) für J =
(
0 −1
1 0
)
=
(
a b
c d
)
.
Für die anderen Erzeuger der SL2(Z) gilt
f ((trans(s)× E4)(Z)) 3.22= f
Z +
s 0 00 0 0
0 0 0


3.40
= f (Z) = (cz1 + d)k f (Z) für trans(s) =
(
1 s
0 1
)
=
(
a b
c d
)
.
Damit ist die gewünschte Identität nun für alle Erzeuger nachgewiesen und es folgt die Be-
hauptung. 
Lemma 3.48 Sei f : H(3, C) → C eine Modulform vom Gewicht k ∈ Z auf dem Cayley Halbraum
vom Grad 3. Dann gilt
f ((λ, µ)(Z)) = f (Z) für alle Z ∈ H(3, C), λ, µ ∈ O2C . 
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Beweis
In 3.28 haben wir gezeigt, dass
(λ, µ) = τS ◦ ρU mit S =
 0 µ1 µ2µ1 2Re(λ1µ1) µ1λ2 + λ1µ2
µ2 µ2λ1 + λ2µ1 2Re(λ2µ2)
 und U =
1 λ1 λ20 1 0
0 0 1

gilt. Mit Hilfe von 3.40 und 3.45 folgt nun
f ((λ, µ)(Z)) = f ((τS ◦ ρU)(Z))
3.40
= f (ρU(Z))
3.45
= det(U)k f (Z)
= f (Z)
wegen det(U) = 1. 
Lemma 3.49 Sei f : H(3, C) → C eine Modulform vom Gewicht k ∈ Z auf dem Cayley Halbraum
vom Grad 3. Dann gilt
f ((λ, µ)2(Z)) = f (Z) für alle Z ∈ H(3, C), λ, µ ∈ O1×2C . 
Beweis
In 3.31 haben wir gezeigt, dass
(λ, µ)2 = τS ◦ ρU2 ◦ ρU1
mit
S =
 0 0 µ10 0 µ2
µ1 µ2 2τ(λ, µ)
 sowie U1 =
1 0 λ10 1 0
0 0 1
 und U2 =
1 0 00 1 λ2
0 0 1

gilt. Mit Hilfe von 3.40 und 3.45 folgt nun
f ((λ, µ)2(Z)) = f ((τS ◦ ρU2 ◦ ρU1)(Z))
3.40
= f (ρU2 ◦ ρU1(Z))
3.40
= det(U2)k f (ρU1(Z))
3.45
= det(U2)k det(U1)k f (Z)
= f (Z)
wegen det(U2) = det(U1) = 1. 
94
Lemma 3.50 Sei f : H(2, C) → C eine Modulform vom Gewicht k ∈ Z auf dem Cayley Halbraum
vom Grad 2. Dann gilt
f (M〈Z〉) = det(CZ + D)k f (Z) für alle M =
(
A B
C D
)
∈ Sp(2,Z).

Beweis
Da der Ausdruck CZ + D für alle M ∈ Sp(2,Z) eine Matrix über einer von einer Cayley Zahl
erzeugten Algebra liegt und diese assoziativ ist, ist der Ausdruck det(CZ + D) wohldefiniert
(wie wir dem Beweis zu 3.13 entnehmen, sind die Ausdrücke CZ + D invertierbar und somit
ist auch die Determinate von Null verschieden). Nun gilt
f (M〈Z〉) = det(CZ + D)k f (Z)
nach 3.40 bereits für M =
(
0 −E2
E2 0
)
und M =
(
E2 S
0 E2
)
, S ∈ Sym(2,Z). Dies sind nach [Kr08,
S.38] aber gerade die Erzeuger der Sp(2,Z). Wegen
f ((MM′)〈Z〉) 3.13= f (M〈M′〈Z〉〉) = det(CM′〈Z〉+ D)k f (M′〈Z〉)
= det(CM′〈Z〉+ D)k det(C′Z + D′)k f (Z)
= det((C(A′Z + B′)(C′Z + D′)−1 + D)(C′Z + D′))k f (Z)
= det(C(A′Z + B′) + D(C′Z + D′))k f (Z)
= det((CA′ + DC′)Z + CB′ + DD′)k f (Z)
= det((MM′)21Z + (MM′)22)k f (Z)
folgt damit die Behauptung für alle M ∈ Sp(2,Z). 
Lemma 3.51 Sei f : H(3, C) → C eine Modulform vom Gewicht k ∈ Z auf dem Cayley Halbraum
vom Grad 3. Dann gilt
f ((M× E2)(Z)) = det(CZ1 + D)k f (Z) für alle M =
(
A B
C D
)
∈ Sp(2,Z).

Beweis
Nach 3.46 können wir bereits annehmen, dass k gerade ist. Wir zeigen die Identität
f ((M× E2)(Z)) = det(CZ1 + D)k f (Z)
zunächst für Erzeuger der Sp(2,Z), also für M = J2 =
(
0 −E2
E2 0
)
und M =
(
E2 S
0 E2
)
, S ∈
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Sym(2,Z). Aus 3.25 schließen wir
f ((J2 × E2)(Z)) = f (ι(τS1(ι(τS1(ι(τS1(Z))))))), S1 =
( 0 0 0
0 0 0
0 0 1
)
3.40
= det(τS1(ι(τS1(ι(τS1(Z))))))
k f (τS1(ι(τS1(ι(τS1(Z))))))
3.40
= det(τS1(ι(τS1(ι(τS1(Z))))))
k f (ι(τS1(ι(τS1(Z)))))
3.40
= det(τS1(ι(τS1(ι(τS1(Z))))))
k det(τS1(ι(τS1(Z))))
k f (τS1(ι(τS1(Z))))
3.40
= det(τS1(ι(τS1(ι(τS1(Z))))))
k det(τS1(ι(τS1(Z))))
k f (ι(τS1(Z)))
3.40
= det(τS1(ι(τS1(ι(τS1(Z))))))
k det(τS1(ι(τS1(Z))))
k det(τS1(Z))
k f (τS1(Z))
3.40
= det(τS1(ι(τS1(ι(τS1(Z))))))
k︸ ︷︷ ︸
A.6
=
(−(z1z2−N(z))
z3
)k
det(τS1(ι(τS1(Z))))
k︸ ︷︷ ︸
A.6
=
(
z3
det(τS1
(Z))
)k
det(τS1(Z))
k f (Z)
= (−1)k︸ ︷︷ ︸
k gerade
= 1
(z1z2 − N(z))k f (z)
= det(Z1)k f (Z)
sowie
f
(((
E2 S
0 E2
)
× E2
)
(Z)
)
= f (Z +
(
S 0
0 0
)
)
3.40
= f (Z).
Damit erfüllen die Erzeuger der Sp(2,Z) die gewünschte Gleichung. Wegen
(M× E2) ◦ (M′ × E2) = ((MM′)× E2) für alle M, M′ ∈ Sp(2,Z)
(vergleiche 3.25) folgt
f (((MM′)× E2)(Z)) = f ((M× E2)((M′ × E2)(Z)))
3.24
= det(CM′〈Z1〉+ D)k f ((M′ × E2)(Z))
3.24
= det(CM′〈Z1〉+ D)k det(C′Z1 + D′)k f (Z)
und damit, wenn wir analog zum Beweis zu 3.50 vorgehen,
f (((MM′)× E2)(Z)) = det(CM′〈Z1〉+ D)k det(C′Z1 + D′)k f (Z)
= det((MM′)21Z1 + (MM′)22)k f (Z).
Dies liefert die gewünschte Behauptung. 
Zum Abschluss dieses Kapitels wollen wir noch definieren, was wir unter einer Modulform
vom Gewicht k ∈ 2Z zur Gruppe Γ3,1 beziehungsweise Γ3,2 verstehen.
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Definition 3.52 Sei k ∈ 2Z. Dann nennen wir eine holomorphe Funktion f : H(3, C) → C
mit
f|k [g] = f für alle g ∈ Γ3,1 beziehungsweise Γ3,2
eine Modulform vom Gewicht k zu Γ3,1 beziehungsweise Γ3,2 aufH(3, C). 
Aus 3.42 folgern wir.
Korollar 3.53 Sei k ∈ 2Z und f : H(3, C)→ C holomorph. Gilt
(a) (1) f (τS(Z)) = f (Z) für alle S ∈ Herm(3,OC),
(2) f (ρU(Z)) = f (Z) für alle U ∈
{( 1 u1 u2
0 1 0
0 0 1
)
, u1, u2 ∈ OC
}
,
(3) f ((J1 × E4)(Z)) = zk1 f (Z), falls Z =
(
z1 ztr
z Z2
)
, z1 ∈ H1, z ∈ C2C,
dann ist f eine Modulform vom Gewicht k zu Γ3,1 aufH(3, C).
(b) (1) f (τS(Z)) = f (Z) für alle S ∈ Herm(3,OC),
(2) f (ρU(Z)) = f (Z) für alle U ∈
{( 1 0 u
0 1 0
0 0 1
)
,
( 1 0 0
0 1 u
0 0 1
)
, u ∈ OC
}
,
(3) f ((J2 × E2)(Z)) = det(Z1)k f (Z), falls Z =
(
Z1 ztr
z z3
)
, Z1 ∈ H(2, C), z ∈ C1×2C ,
dann ist f eine Modulform vom Gewicht k zu Γ3,2 aufH(3, C). 
Beweis
Aufgrund der Kozykelrelation des Automorphiefaktors jk nach 3.42 genügt es die Bedingung
f|k [g] = f für Erzeuger g der Gruppe Γ3,1 beziehungsweise Γ3,2 zu fordern. Wir müssen also
lediglich zeigen, dass für den Automorphifaktor jk aus 3.42 zusätzlich noch gilt
jk((J1 × E4), Z) = zk1 und jk(ρU , Z) = 1 für U ∈
{( 1 u1 u2
0 1 0
0 0 1
)
, u1, u2 ∈ OC
}
beziehungsweise
jk((J2 × E2), Z) = det(Z1)k und jk(ρU , Z) = 1 für U ∈
{( 1 0 u
0 1 0
0 0 1
)
,
( 1 0 0
0 1 u
0 0 1
)
, u ∈ OC
}
.
In Kapitel 3.4 haben wir gesehen, wie sich die Abbildungen (J1 × E4) beziehungsweise (J2 ×
E2) und ρU als Komposition der Abbildungen ι und τS darstellen lassen. Nutzen wir diese
Darstellung, sowie die Rechnungen in A.5 beziehungsweise A.6, so liefert dies die gewünsch-
te Behauptung. 
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4 Theta-Reihen und Theta-Kostanten
Wir werden später sehen, dass sich Jacobi Formen mit Hilfe bestimmter Theta-Reihen darstel-
len lassen. Die Eigenschaften der Theta-Reihen werden dann dazu verwendet, entsprechen-
de Eigenschaften der Jacobi Formen herzuleiten. Aus diesem Grund stellt dieses Kapitel eine
wichtige Grundlage für die noch folgenden Kapitel dar.
Eine spezielle Menge von Theta-Reihen bilden die sogenannten Theta-Konstanten, die eben-
falls in diesem Kapitel eingeführt werden. Diese werden in dieser Arbeit auf das Transfor-
mationsverhalten unter der Abbildung ι sowie dem Transponierten untersucht. Da sich im
letzteren Fall herausstellt, dass nicht jede Theta-Konstante unter dem Transponieren wieder
als eine Theta-Konstante geschrieben werden kann, schauen wir uns zusätzlich die Einschrän-
kung auf den quaternionischen Halbraum an.
Die Spurabbildung τ, die uns bereits in den letzten beiden Kapiteln in 2.17 und in 3.24 be-
gegnet ist, spielt auch hier eine wichtige Rolle. Aufgrund dessen wiederholen wir hier noch
einmal die Definition und leiten die wichtigsten Eigenschaften her (vergleiche auch [Kr85,
S.100]).
Definition 4.1 Für Matrizen A, B ∈ Cn×m
C
, n, m ∈N, definieren wir die Spurabbildung
τ : Cn×mC × Cn×mC → C, (A, B) 7→ τ(A, B) :=
1
2
Spur(ABtr + BAtr) = ∑
1≤i≤n
1≤j≤m
Re(aijbij).

Wie wir leicht nachrechnen können ist τ eine symmetrische, positiv definite Bilinearform.
Beispiel 4.2 Sind a =
(
a1 a2
)tr
, b =
(
b1 b2
)tr ∈ C2C, dann gilt
τ(a, b) =
1
2
Spur(ab
tr
+ batr) =
1
2
Spur
((
a1b1 + b1a1 ∗
∗ a2b2 + b2a2
))
= Re(a1b1 + a2b2).
Sind A, B ∈ C2×2
C
gegeben durch
A =
(
a1 a
a a2
)
und B =
(
b1 b
b b2
)
mit a1, a2, b1, b2 ∈ C, a, b ∈ CC,
so erhalten wir
τ(A, B) =
1
2
Spur(ABtr + BAtr) = a1b1 + a2b2 + 2Re(ab).
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Sind A, B ∈ C2×2 gegeben durch
A =
(
a1 a2
a3 a4
)
und B =
(
b1 b2
b3 b4
)
mit a1, a2, a3, a4, b1, b2, b3, b4 ∈ CC,
so erhalten wir
τ(A, B) =
1
2
Spur(ABtr + BAtr) = Re(a1b1) + Re(a2b2) + Re(a3b3) + Re(a4b4). 
Wir wollen nun zeigen, dass wir in Spezialfällen Matrizen innerhalb von τ verschieben kön-
nen. Im Reellen gelingt dieser Beweis sehr leicht mit Hilfe der Definition der Spur. Da aber
über den Cayley Zahlen das Assoziativgesetz nicht gilt, muss hier näher in die Definition
über den Realteil geschaut werden. Es gilt als Spezialfall die folgende Proposition.
Proposition 4.3 Seien A, A′ ∈ Cn×m
C
, B ∈ Cm×k
C
und C ∈ Cn×k. Dann gilt
(a) τ(A, A′) = τ(Atr, A′tr)
(b) τ(AB, C) = τ(A, CBtr) = τ(B, AtrC) = τ(Btr Atr, Ctr) = τ(Atr, BCtr) = τ(Btr, Ctr A). 
Beweis
Wir schreiben A, A′, B und C in der Form
A =
(
aij
)
1≤i≤n
1≤j≤m
, A′ =
(
a′ij
)
1≤i≤n
1≤j≤m
, B =
(
bij
)
1≤i≤m
1≤j≤k
, C =
(
cij
)
1≤i≤n
1≤j≤k
.
(a) Nach Definition 4.1 gilt
τ(A, A′) =
n
∑
i=1
m
∑
j=1
Re(aija′ij) =
n
∑
i=1
m
∑
j=1
Re(a′ijaij) =
m
∑
k=1
n
∑
l=1
Re(a′klakl)
=
m
∑
k=1
n
∑
l=1
Re
(
akl a′kl
)
= τ(Atr, A′tr).
(b) Nach Teil (a) müssen wir lediglich zeigen, dass
τ(AB, C) = τ(A, CBtr) = τ(B, AtrC)
gilt. Bezeichnen wir den Eintrag (i, j) der Matrix AB mit (AB)ij und entsprechend den
Eintrag (i, j) von CBtr beziehungsweise AtrC mit (CBtr)ij beziehungsweise (A
trC)ij, so
folgt
(AB)ij =
m
∑
l=1
ailbl j, (CB
tr
)ij =
k
∑
l=1
cilbjl und (A
trC)ij =
n
∑
l=1
alicl j
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und wir erhalten daraus
τ(AB, C) =
n
∑
i=1
k
∑
j=1
Re((AB)ijcij) =
n
∑
i=1
k
∑
j=1
Re
((
m
∑
l=1
ailbl j
)
cij
)
=
n
∑
i=1
k
∑
j=1
m
∑
l=1
Re
(
(ailbl j)cij
)
=
n
∑
i=1
k
∑
j=1
m
∑
l=1
Re
(
ailbl jcij
)
=
n
∑
i=1
m
∑
l=1
k
∑
j=1
Re
(
ail(cijbl j)
)
=
n
∑
i=1
m
∑
l=1
Re
(
ail(
k
∑
j=1
cijbl j)
)
=
n
∑
i=1
m
∑
l=1
Re
(
ail(CB
tr
)il
)
= τ(A, CBtr).
Analog berechnen wir
τ(AB, C) =
n
∑
i=1
k
∑
j=1
Re((AB)ijcij) =
n
∑
i=1
k
∑
j=1
Re
((
m
∑
l=1
ailbl j
)
cij
)
=
n
∑
i=1
k
∑
j=1
m
∑
l=1
Re
(
(ailbl j)cij
)
=
n
∑
i=1
k
∑
j=1
m
∑
l=1
Re
(
ailbl jcij
)
=
n
∑
i=1
k
∑
j=1
m
∑
l=1
Re
(
bl jcijail
)
=
k
∑
j=1
m
∑
l=1
n
∑
i=1
Re
(
bl j(ailcij)
)
=
k
∑
j=1
m
∑
l=1
Re
(
bl j(
n
∑
i=1
ailcij)
)
=
m
∑
l=1
k
∑
j=1
Re
(
bl j(A
trC)l j
)
= τ(B, AtrC). 
Sind A und B positiv (sem-) definite 2× 2 Matrizen über den Cayley Zahlen, so ist τ(A, B)
reell und nicht negativ.
Lemma 4.4 Seien A, B ∈ Herm(2, C). Dann gilt
(a) Ist A positiv definit (A > 0) und B positiv semidefinit, aber ungleich der Nullmatrix (B ≥ 0,
B 6= 0), so gilt
τ(A, B) > 0.
(b) Sind A und B positiv semidefinit, so gilt
τ(A, B) ≥ 0. 
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Beweis
Wir können A und B wie folgt schreiben
A =
(
a1 a
a a2
)
und B =
(
b1 b
b b2
)
mit a1, a2, b1, b2 ∈ R≥0, a, b ∈ CR, det(A) = a1a2 − N(a) ≥ 0 und det(B) = b1b2 − N(b) ≥ 0.
Mit Hilfe der Cauchy-Schwarz-Ungleichung (vergleiche 1.10) berechnen wir
τ(A, B) = Re(a1b1) + Re(ab) + Re(ab) + Re(a2b2) = a1b1 + a2b2 + 2Re(ab)
≥ a1b1 + a2b2 − 2|Re(ab)| ≥ a1b1 + a2b2 − 2
√
N(a)
√
N(b)
≥ a1b1 + a2b2 − 2√a1a2
√
b1b2 = (
√
a1b1 −
√
a2b2)2 ≥ 0.
Damit ist Aussagenteil (b) schon bewiesen. Nehmen wir nun an, dass A positiv definit ist.
Nach Definition gilt dann a1, a2 > 0 sowie a1a2 − N(a) > 0. Wir betrachten zwei Fälle. Im
ersten sei b = 0. Dann muss wegen B 6= 0 aber bereits b1 > 0 oder b2 > 0 gelten. Damit
erhalten wir
τ(A, B) = a1b1 + a2b2︸ ︷︷ ︸
>0
+2 Re(ab)︸ ︷︷ ︸
=0
> 0.
Im zweiten Fall sei nun b 6= 0. Mit derselben Rechnung wie oben zeigen wir
τ(A, B) ≥ a1b1 + a2b2 − 2
√
N(a)
√
N(b).
Da nun b 6= 0 gilt, ist auch N(b) 6= 0. Für die Norm von a folgt wegen a1a2− N(a) > 0 bereits
N(a) < a1a2. Insgesamt können wir damit schließen
−2
√
N(a)
√
N(b) ≥ −2
√
N(a)
√
b1b2 > −2√a1a2
√
b1b2,
woraus wir nun
τ(A, B) > a1b1 + a2b2 − 2√a1a2
√
b1b2 = (
√
a1b1 −
√
a2b2)2 ≥ 0,
also τ(A, B) > 0 folgern können. 
Eine analoge Aussage zu 4.4 erhalten wir auch für hermitesche 3× 3 Matrizen.
Lemma 4.5 Seien A, B ∈ Herm(3, C). Dann gilt
(a) Ist A positiv definit (A > 0) und B positiv semidefinit, aber ungleich der Nullmatrix (B ≥ 0,
B 6= 0), so gilt
τ(A, B) > 0.
(b) Sind A und B positiv semidefinit, so gilt
τ(A, B) ≥ 0. 
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Beweis
Wir zeigen zunächst die folgende Hilfsaussage:
(∗) Sei B ∈ Herm(3, C), B ≥ 0, B 6= 0, dann existieren Matrizen
U1, U2, U3 ∈
{( 1 u 0
0 1 0
0 0 1
)
,
( 1 0 u
0 1 0
0 0 1
)
,
( 1 0 0
0 1 u
0 0 1
)
,
( 1 0 0
u 1 0
0 0 1
)
,
( 1 0 0
0 1 0
u 0 1
)
,
( 1 0 0
0 1 0
0 u 1
)
, u ∈ C
}
beziehungsweise
U1, U2, U3 ∈ {P; P Permutationsmatrix }
mit
((B[U1])[U2])[U3] =
b˜1 0 00 b˜2 0
0 0 b˜3
 mit b˜i 6= 0 für mindestens ein i ∈ {1, 2, 3}.
Beweis:
Da B eine hermitesche Matrix ist, können wir B schreiben als
B =
 b1 b12 b13b12 b2 b23
b13 b23 b3
 mit b1, b2, b3 ≥ 0, b12, b13, b23 ∈ C.
Gilt b13 6= 0, so wählen wir
U1 =
1 0 00 1 0
0 −b−113 b12 1
 , andernfalls wähle U1 =
1 0 00 0 1
0 1 0
 .
Wie wir leicht nachrechnen gilt im ersten Fall
B[U1] =
 b1 0 b130 b2 − 2Re(b23b−113 b12)− b3N(b−113 b12) b23 − b12 b13−1b3
b13 b23 − b3b−113 b12 b3
 :=
 b′1 0 b′130 b′2 b′23
b′13 b
′
23 b
′
3

und im zweiten Fall
B[U1] =
 b1 0 b120 b3 b23
b12 b23 b2
 :=
 b′1 0 b′130 b′2 b′23
b′13 b
′
23 b
′
3
 .
In beiden Fällen finden wir also eine geeignete Matrix U1, sodass der Eintrag der ersten
Zeile und zweiten Spalte sowie der zweiten Zeile und ersten Spalte der Matrix B[U1]
gleich Null ist. Weiterhin wissen wir nach 3.4, dass B[U1] ebenfalls positiv semidefinit
und ungleich der Nullmatrix ist. Gilt nun b′1 = 0, so folgt aus der positiv Semidefinitheit
sofort b′13 = 0 und wir wählen U2 = E3. Im Fall b
′
1 6= 0 wählen wir
U2 =
1 0 −b′13b′ −110 1 0
0 0 1
 .
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Damit folgt
(B[U1])[U2] =
b′1 0 00 b′2 b′23
0 b′23 b
′
3 − b′ −11 N(b′13)
 .
In beiden Fällen hat (B[U1])[U2] die Gestalt
(B[U1])[U2] =
b′′1 0 00 b′′2 b′′23
0 b′′23 b
′′
3
 , (B[U1])[U2] ≥ 0, (B[U1])[U2] 6= 0.
Im letzten Schritt betrachten wir den Eintrag b′′3 . Ist dieser gleich Null, so folgt wegen
(B[U1])[U2] ≥ 0 bereits b′′23 = 0 und wir können U3 = E3 wählen. Andernfalls sei
U3 =
1 0 00 1 0
0 −b′′ −13 b′′23 1
 .
Wir berechnen damit
((B[U1])[U2])[U3] =
b′′1 0 00 b′′2 − b′′ −13 N(b′′23) 0
0 0 b′′3
 ,
sodass wir nun in beiden Fällen eine Diagonalmatrix diag(b˜1, b˜2, b˜3) erhalten, welche
positiv semidefinit, aber ungleich der Nullmatrix ist. Damit sind also alle Einträge b˜i,
i ∈ {1, 2, 3}, nicht negativ und es muss mindestens einer existieren, welcher nicht ver-
schwindet. Somit ist die Hilfsaussage bewiesen.
Kommen wir nun zur eigentlichen Aussage.
(a) Seien A > 0 und B ≥ 0, B 6= 0. Nach der gerade gezeigten Hilfsaussage existieren U1, U2,
U3 mit ((B[U1])[U2])[U3] = diag(b˜1, b˜2, b˜3) und b˜i 6= 0 für mindestens ein i ∈ {1, 2, 3}. Da
für eine hermitesche 3× 3 Matrix M die Ausdrücke Utr MU für obige Matrizen U auch
ohne vorgeschriebene Klammerung wohldefiniert sind und (M[U])[U−1] = M in diesen
Spezialfällen gilt, erhalten wir mit Hilfe von 4.3
τ(A, B) = τ(A, (B[U1])[U−11 ]) = τ(A, U1
−tr
(B[U1])U−11 )
= τ(A, (U1
−tr
(B[U1]))U−11 )
4.3
= τ(AU1
−tr, U1
−tr
(B[U1]))
4.3
= τ(U−11 (AU1
−tr
), B[U1])
= τ(A[U1
−tr
], B[U1]).
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Mit analogen Rechnungen folgt weiter
τ(A, B) = τ(A[U1
−tr
], B[U1])
= τ((A[U1
−tr
])[U2
−tr
], (B[U1])[U2])
= τ(((A[U1
−tr
])[U2
−tr
])[U3
−tr
], ((B[U1])[U2])[U3]).
Nun ist nach 3.4 die Matrix ((A[U1
−tr
])[U2
−tr
])[U3
−tr
] immer noch positiv definit und
((B[U1])[U2])[U3] = diag(b˜1, b˜2, b˜3) positiv semidefinit (und ungleich der Nullmatrix).
Schreiben wir
((A[U1
−tr
])[U2
−tr
])[U3
−tr
] =
 a˜1 ˜a12 ˜a13˜a12 a˜2 ˜a23
˜a13 ˜a23 a˜3
 ,
so folgt nach Definition von τ bereits
τ(A, B) = τ

 a˜1 ˜a12 ˜a13˜a12 a˜2 ˜a23
˜a13 ˜a23 a˜3
 ,
b˜1 0 00 b˜2 0
0 0 b˜3

 = a˜1b˜1 + a˜2b˜2 + a˜3b˜3.
Da alle Einträge a˜i, i ∈ {1, 2, 3}, positiv sind und ebenso mindestens einer der b˜i, i ∈
{1, 2, 3}, folgt damit τ(A, B) > 0.
(b) Mit denselben Rechnungen wie in (a) können wir zeigen
τ(A, B) = τ(((A[U1
−tr
])[U2
−tr
])[U3
−tr
], ((B[U1])[U2])[U3])
= a˜1b˜1 + a˜2b˜2 + a˜3b˜3,
wobei hier durchaus alle Einträge b˜i und a˜i, i ∈ {1, 2, 3}, den Wert Null annehmen kön-
nen (da A und B nur noch positiv semidefinit sind und die Nullmatrix zugelassen ist).
Dennoch sind alle auftretenden Terme nicht negativ, sodass τ(A, B) ≥ 0 folgt. 
Nun können wir auch die in 2.17 angekündigte Äquivalenz beweisen.
Lemma 4.6 Seien M, S ∈ Herm(n, C), dann gilt:
(a) Ist n = 2, so gilt
(i) M > 0⇔ τ(M, S) > 0 für alle S ≥ 0, S 6= 0.
(ii) M ≥ 0⇔ τ(M, s) ≥ 0 für alle S ≥ 0.
(b) Ist n = 3, so gilt
(i) M > 0⇔ τ(M, S) > 0 für alle S ≥ 0, S 6= 0.
(ii) M ≥ 0⇔ τ(M, s) ≥ 0 für alle S ≥ 0. 
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Beweis
(a) (i) Sei zunächst M > 0. Aus 4.4 folgt dann sofort, dass τ(M, S) > 0 gilt für alle positiv
semidefiniten Matrizen S ungleich der Nullmatrix.
Für die Umkehrung sei τ(M, S) > 0 für alle S ≥ 0, S 6= 0. Damit gilt aber insbe-
sondere, dass τ(M, S) > 0 ist für alle semidefiniten Matrizen der Form S = yytr,
y ∈ C2\ {( 00 )} (vergleiche 2.20). Daraus schließen wir
τ(M, yytr) 4.3= τ(My, y) = 12
(
ytr(My) + (My)
tr
y
)
= 12
(
ytr(My) + (ytr M)y
)
= M[y] > 0,
für alle y ∈ C2\ {( 00 )} mit M[y] wie in 2.15. Aus 2.15 folgt dann aber auch, dass M
positiv definit ist.
(ii) Ist M ≥ 0, so folgt aus 4.4, dass τ(M, S) ≥ 0 gilt, sobald S positiv semidefinit ist.
Für die Rückrichtung sei nun τ(M, S) ≥ 0 für alle S ≥ 0. Dann gilt mit derselben
Begründung wie in (i), dass τ(M, yytr) ≥ 0 ist für alle Vektoren y ∈ C2. Ebenfalls in
Analogie zu (i) zeigen wir
τ(M, yytr) = M[y] ≥ 0 für alle y ∈ C2.
Aus 2.15 folgt dann auch in diesem Fall die Behauptung.
(b) (i) Wir beginnen mit der Voraussetzung, dass M positiv definit ist. Aus 4.5 folgt dann
sofort, dass auch τ(M, S) > 0 für alle positiv semidefiniten Matrizen S ungleich der
Nullmatrix gilt.
Für die Rückrichtung sei τ(M, S) > 0 für alle S ≥ 0, S 6= 0, vorausgesetzt. Damit
ist τ(M, S) aber insbesondere für alle Matrizen S der Form yytr mit y ∈ C3\
{(
0
0
0
)}
,
wobei mindestens eine Komponente von y reell ist, größer als Null (vergleiche 2.20).
Mit denselben Rechnungen wie in (a) können wir 0 < τ(M, yytr) = M[y] zeigen,
sodass auch hier mit 2.15 die Behauptung folgt.
(ii) Ist M ≥ 0, so folgt aus 4.5 direkt, dass τ(M, S) ≥ 0 gilt für alle positiv semidefiniten
Matrizen S.
Gilt umgekehrt τ(M, S) ≥ 0 für alle S ≥ 0, so folgt insbesondere, dass τ(M, yytr) ≥
0 gilt für alle Vektoren y ∈ C3, die mindestens eine reelle Komponente besitzen
(vergleiche 2.20). Wie schon in (a) gesehen folgt damit 0 ≤ τ(M, yytr) = M[y] für
alle diese Vektoren. Mit Hilfe von 2.15 folgt nun die Behauptung. 
Wir haben bereits in Kapitel 1 gesehen, dassOC ein Gitter in C ist. Wir wollen nun sagen, was
wir unter dem bezüglich τ dualen Gitter von OC verstehen.
Definition 4.7 Mit OτC = {c ∈ C, τ(c, d) ∈ Z für alle d ∈ OC} bezeichnen wir das zu OC
bezüglich τ duale Gitter.
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Das zu OC bezüglich τ duale Gitter können wir genauer spezifizieren.
Lemma 4.8 Es gilt
OτC = {c ∈ C, τ(c, d) ∈ Z für alle d ∈ OC} = 2OC . 
Beweis
Wir könnenOC mit dem E8-Gitter identifizieren (vergleiche [CS03, S.105 ff.]). Dieses Gitter ist
bezüglich 2τ selbstdual (vergleiche [CS88, S.122]). Damit folgt sofort die Behauptung. 
Analog gilt für das bezüglich τ duale Gitter von O2C , dass dieses gegeben ist durch
OτC = {c ∈ C2, τ(c, d) ∈ Z für alle d ∈ O2C} = 2O2C .
Damit können wir nun den Begriff der Theta-Reihe über den Cayley Zahlen einführen. Die
Definitionen sind analog zu denen aus [Kr85, S.101], wobei aufgrund der fehlenden Assozia-
tivität der Cayley Zahlen die Terme innerhalb von τ geeignet verschoben werden mussten.
Definition 4.9 Die Theta-Reihen zur Charakteristik (P, Q) und Gitter Λ werden wie folgt defi-
niert:
(a) Seien P, Q ∈ C2C, Z ∈ H(2, C), sowie s ∈ Pos(1, C) = R∗+ und Λ = O2C . Dann nennen wir
ΘP,Q(Z, s,Λ) := ∑
G∈Λ
exp(piiτ((G + P)(G + P)
tr
, sZ) + 2piiτ(G + P, Q))
die Theta-Reihe aufH(2, C) in Z mit Charakteristik (P, Q) und Gitter Λ.
(b) Seien P, Q ∈ C2C, z ∈ H1, sowie S ∈ Pos(2, C) und Λ = O2C . Dann nennen wir
ΘP,Q(z, S,Λ) := ∑
G∈Λ
exp(piiτ((G + P)(G + P)
tr
, Sz) + 2piiτ(G + P, Q))
die Theta-Reihe aufH1 in z mit Charakteristik (P, Q) und Gitter Λ.
(c) Seien P, Q ∈ CC, z ∈ H1, sowie s ∈ Pos(1, C) = R∗+ und Λ = OC . Dann nennen wir
ΘP,Q(z, s,Λ) := ∑
G∈Λ
exp(piiτ((G + P)(G + P)
tr
, sz) + 2piiτ(G + P, Q))
die Theta-Reihe aufH1 in z mit Charakteristik (P, Q) und Gitter Λ. 
Die absolute und lokal gleichmäßige Konvergenz der Theta-Reihen zeigen wir analog zu
[Kr85, S.101].
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Satz 4.10 Seien P, Q ∈ C2C, Z ∈ H(2, C), sowie s ∈ Pos(1, C) = R∗+ und Λ = O2C .
a) Die Theta-Reihe ΘP,Q(Z, s,Λ) konvergiert absolut und lokal gleichmäßig in Abhängigkeit von Z,
s, P und Q.
b) Sei ρ > 0. Dann konvergiert ΘP,Q(Z, s,Λ) absolut und gleichmäßig in dem Bereich Im(Z) ≥ ρI2,
s ≥ ρ, P ∈ C2R, τ(P, P) ≤ ρ−2, τ(Im(Q), Im(Q)) ≤ ρ−2.
c) ΘP,Q(Z, s,Λ) aufgefasst als eine Funktion in Z ist holomorph auf dem Halbraum H(2, C) und
aufgefasst als Funktion in P beziehungsweise Q sind die Theta-Reihen holomorphe Funktionen auf
C2C.
Analoge Aussagen gelten für die in 4.9 (b) und (c) definierten Theta-Reihen. 
Beweis
Wir beweisen die Aussagen nur für die Theta-Reihen ΘP,Q(Z, s,Λ) mit P, Q ∈ C2C, Z ∈
H(2, C), s ∈ Pos(1, C) = R∗+ und Λ = O2C . Die Beweise für die anderen Theta-Reihen las-
sen sich mit analogen Argumentationen genauso beweisen.
Wir betrachten zunächst den Absolutwert der Reihe ΘP,Q(Z, s,Λ). Dieser ist gegeben durch
∑
G∈Λ
exp(pi φ(G)),
wobei
φ(G) = Re(iτ((G + P)(G + P)
tr
, sZ) + 2iτ(Q, G + P)).
Setzen wir P = P1 + iP2, Q = Q1 + iQ2 und Z = X + iY, so erhalten wir
φ(G) = Re(iτ((G + P1 + iP2)(G + P1 + iP2)
tr
, sX + isY) + 2iτ(Q1 + iQ2, G + P1 + iP2))
= Re(iτ((G + P1)(G + P1)
tr
, isY) + iτ((G + P1)(G + P1)
tr
, sX))
+Re(iτ((G + P1)iP2
tr, sX) + iτ((G + P1)iP2
tr, isY))
+Re(iτ(iP2(G + P1)
tr
, sX) + iτ(iP2(G + P1)
tr
, isY))
+Re(iτ(iP2iP2
tr, sX) + iτ(iP2iP2
tr, isY))
+Re(2iτ(Q1, G + P1) + 2iτ(Q1, iP2) + 2iτ(iQ2, G + P1) + 2iτ(iQ2, iQ2))
= −τ((G + P1)(G + P1)tr, sY)− τ((G + P1)P2tr, sX)− τ(P2(G + P1)tr, sX)
+τ(P2P2
tr, sY)− 2τ(Q1, P2)− 2τ(Q2, G + P1).
Da X hermitesch ist, können wir mit 4.3 folgern
−τ((G + P1)P2tr, sX)− τ(P2(G + P1)tr, sX) = −2τ((G + P1)P2tr, sX)
und damit
φ(G) = −τ((G + P1)(G + P1)tr, sY)− 2τ((G + P1)P2tr, sX)
+τ(P2P2
tr, sY)− 2τ(Q1, P2)− 2τ(Q2, G + P1).
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a) Unter Verwendung von 4.3 berechnen wir
φ(G) = −τ((G + P1)(G + P1)tr, sY)− 2τ((G + P1)P2tr, sX)
+τ(P2P2
tr, sY)− 2τ(Q1, P2)− 2τ(Q2, G + P1)
= −τ(GGtr, sY)− τ(GP1tr, sY)− τ(P1Gtr, sY)− τ(P1P1tr, sY) + τ(P2P2tr, sY)
−2τ(GP2tr, sX)− 2τ(P1P2tr, sX)− 2τ(Q2, G)− 2τ(Q2, P1)− 2τ(Q1, P2)
= −τ(GGtr, sY)− 2τ(G, sYP1)− 2τ(G, sXP2)− 2τ(G, Q2)
−τ(P1P1tr, sY) + τ(P2P2tr, sY)− 2τ(P1P2tr, sX)− 2τ(Q2, P1)− 2τ(Q1, P2)︸ ︷︷ ︸
:= f (P1,P2,s,Y,X,Q1,Q2)
.
Nun gehören X, Y, s, P1, P2, Q1, Q2 zu kompakten Teilmengen, sodass f nach oben durch
eine Konstante γ > 0 abgeschätzt werden kann. Damit gilt
φ(G) ≤ −τ(GGtr, sY)− 2τ(G, sYP1)− 2τ(G, sXP2)− 2τ(G, Q2) + γ
= −τ(GGtr, sY)− 2τ(G, sYP1 + sXP2 + Q2) + γ.
Nach der Cauchy-Schwarz-Ungleichung gilt
|τ(G, U)| ≤
√
τ(G, G)
√
τ(U, U) für alle U ∈ C2.
Daraus schließen wir
φ(G) ≤ −τ(GGtr, sY)− 2τ(G, sYP1 + sXP2 + Q2) + γ
≤ −τ(GGtr, sY) + 2|τ(G, sYP1 + sXP2 + Q2)|+ γ
≤ −τ(GGtr, sY) + 2
√
τ(G, G)
√
τ(sYP1 + sXP2 + Q2, sYP1 + sXP2 + Q2) + γ
≤ −τ(GGtr, sY) + β
√
τ(G, G) + γ
für ein β > 0, da X, Y, s, P1, P2, Q2 zu kompakten Teilmengen gehören und τ(U, U) ≥ 0
für alle U ∈ C2 gilt.
Betrachten wir nun den Ausdruck τ(GGtr, sY) genauer. Wir wollen zeigen, dass ein α > 0
existiert mit τ(GGtr, sY) ≥ ατ(G, G). Dies ist wegen s > 0 äquivalent zu
1
2
Spur((GGtr)Y +Y(GGtr)) ≥ α
s
Spur(GGtr).
Da sowohl GGtr als auch Y hermitesche Matrizen sind, ist dies wiederum nach 2.11 äqui-
valent zu
1
8
· 1
2
Spur(ĜGtrYˆ + YˆĜGtr) ≥ 1
8
α
s
Spur(ĜGtr).
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Weiterhin ist Y in einer kompakten Teilmenge der positiv definiten Matrizen enthalten,
sodass bereits Yˆ > εEˆ2 für ein ε > 0 gilt. Verwenden wir nun die Eigenschaften reeller
positiv definiter beziehungsweise positiv semidefiniter Matrizen aus [Kr08, S.7] und be-
achten noch, dass
GGtr =
(
N(g1) g1g2
g1g2tr N(g2)
)
wegen N(g1) ≥ 0, N(g2) ≥ 0 und det(GGtr) = 0
positiv semidefinit ist (und damit auch ĜGtr), so folgt
Spur(YˆĜGtr) > Spur(εEˆ2ĜG
tr
) = εSpur(GGtr)
und
Spur(ĜGtrYˆ) > Spur(εEˆ2ĜG
tr
) = εSpur(GGtr).
Mit α := εs > 0 folgt nun
1
8
· 1
2
Spur(YˆĜGtr + ĜGtrYˆ) >
1
8
α
s
Spur(ĜGtr)
und damit
τ(GGtr, sY) ≥ ατ(G, G) ≥ 0.
Für φ erhalten wir somit
φ(G) ≤ −ατ(G, G) + β
√
τ(G, G) + γ für alle G ∈ Λ = O2C .
Da der Ausdruck−ατ(G, G) schneller fällt als β√τ(G, G) + γ wächst, existiert ein M > 0,
sodass gilt
φ(G) ≤ −1
2
ατ(G, G) für alle G ∈ O2C mit τ(G, G) ≥ M.
Da es aber nur endlich viele G ∈ O2C mit τ(G, G) < M geben kann, gilt
φ(G) ≤ −1
2
ατ(G, G)
für fast alle G ∈ O2C .
Seien nun g1, · · ·, g16 gegeben durch
g1 =
(
1
0
)
, g2 =
(
i1
0
)
, g3 =
(
i2
0
)
, g4 =
(
i4
0
)
, g5 =
(
h
0
)
, g6 =
(
i1h
0
)
, g7 =
(
i2h
0
)
,
g8 =
(
i4h
0
)
, g9 =
(
0
1
)
, g10 =
(
0
i1
)
, g11 =
(
0
i2
)
, g12 =
(
0
i4
)
, g13 =
(
0
h
)
, g14 =
(
0
i1h
)
,
g15 =
(
0
i2h
)
, g16 =
(
0
i4h
)
,
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dann bilden g1, · · ·, g16 nach 1.15 eine Basis von O2C . Sei weiter T die Grammatrix von τ
bezüglich dieser Basis, das bedeutet T = (tk,l) ∈ Sym(16,R), tk,l = τ(gk, gl). Genauer gilt
T =
(
S 0
0 S
)
mit S =

1 0 0 0 0 − 12 − 12 12
0 1 0 0 12 0 − 12 − 12
0 0 1 0 12
1
2 0
1
2
0 0 0 1 − 12 12 − 12 0
0 12
1
2 − 12 1 0 0 0
− 12 0 12 12 0 1 0 0
− 12 − 12 0 − 12 0 0 1 0
1
2 − 12 12 0 0 0 0 1

.
Da τ positiv definit ist, gilt T ∈ Pos(16,R). Somit existiert ein δ > 0 mit T ≥ δE16. Sei nun
g = γ1g1 + · · ·+ γ16g16 ∈ O2C beliebig und γ = (γ1, · · · ,γ16)tr ∈ Z16, dann gilt
τ(g, g) = T[γ] ≥ δγtrγ nach [Kr08, S.7].
Daher wird der Absolutwert der Reihe dominiert durch
∑
G∈Λ
exp(− 12piατ(G, G)) = ∑
γ∈Z16
exp(− 12piαT[γ])
≤ ∑
γ∈Z16
exp(− 12piαδγtrγ)
=
(
∑
k∈Z
exp(− 12piαδk2)
)16
= Θ( 12αδ)
16,
wobei hier Θ(y) := ∑k∈Z exp(−piyk2), y > 0, die klassische Theta-Reihe bezeichne. Auf-
grund der absoluten Konvergenz der klassischen Theta-Reihe aufR+ erhalten wir nun die
absolute und lokal gleichmäßige Konvergenz der Theta-Reihen über den Cayley Zahlen.
b) Sei ρ > 0, Y ≥ ρE2, s ≥ ρ, P ∈ C2R, τ(P, P) ≤ ρ−2, Q = Q1 + iQ2 ∈ C2C mit τ(Q2, Q2) ≤ ρ−2.
Wegen P ∈ C2R gilt zunächst
φ(G) = −τ((G + P)(G + P)tr, sY)− 2τ(Q2, G + P).
Da s > 0, Y positiv definit und (G+ P)(G + P)
tr
positiv semidefinit ist (da N((G+ P)1) ≥
0, N((G + P)2) ≥ 0 und det((G + P)(G + P)tr) = 0 gilt), sind alle Voraussetzungen von
4.4 erfüllt und es gilt
τ((G + P)(G + P)
tr
, sY) ≥ 0 für alle G ∈ O2C .
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Weiter sind sowohl Y als auch (G+ P)(G + P)
tr
hermitesch und es gilt nach Voraussetzung
Y ≥ ρE2 (und damit Yˆ ≥ ρE16). Wie in (a) und mit Hilfe von [Kr08, S.7] folgt daher
8τ((G + P)(G + P)
tr
, Y) = 8 · 1
2
Spur
(
((G + P)(G + P)
tr
)Y +Y((G + P)(G + P)
tr
)
)
=
1
2
Spur
(
̂
((G + P)(G + P)
tr
)Yˆ + Yˆ
̂
((G + P)(G + P)
tr
)
)
≥ ρ Spur
(
̂
(G + P)(G + P)
tr
)
= 8 ρ Spur
(
(G + P)(G + P)
tr)
= 8 ρ τ(G + P, G + P).
Mit s ≥ ρ erhalten wir nun
φ(G) = −τ((G + P)(G + P)tr, sY)− 2τ(Q2, G + P)
≤ −ρτ((G + P)(G + P)tr, Y)− τ(Q2, G + P)
≤ −ρ2τ(G + P, G + P)− 2τ(Q2, G + P).
Mit τ(P, P) ≤ ρ−2 sowie τ(Q2, Q2) ≤ ρ−2 und der Cauchy-Schwarz-Ungleichung ergibt
sich
φ(G) ≤ −ρ2(τ(G, G) + 2τ(G, P) + τ(P, P))− 2τ(Q2, G)− 2τ(Q2, P)
≤ −ρ2τ(G, G) + 2ρ2|τ(G, P)|+ ρ2|τ(P, P)|+ 2|τ(Q2, G)|+ 2|τ(Q2, P)|
≤ −ρ2τ(G, G) + 2ρ2
√
τ(G, G)
√
τ(P, P) + ρ2ρ−2
+2
√
τ(Q2, Q2)
√
τ(G, G) + 2
√
τ(Q2, Q2)
√
τ(P, P)
≤ −ρ2τ(G, G) + 2ρ
√
τ(G, G) + 1+ 2ρ−1
√
τ(G, G) + 2ρ−2
= − ρ2︸︷︷︸
:=α
τ(G, G) + 2(ρ+ ρ−1)︸ ︷︷ ︸
:=β
√
τ(G, G) + 2ρ−2 + 1︸ ︷︷ ︸
:=γ
.
Jetzt folgt die Behauptung wie im Beweis von (a).
c) Die Funktion ist holomorph, da jeder Term der Reihe holomorph ist und die Reihen lokal
gleichmäßig konvergieren. 
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Proposition 4.11 Seien H ∈ Λ und K ∈ 2Λ, dann gilt
(a) Sind P, Q ∈ C2C, s ∈ Pos(1, C) = R∗+, Z ∈ H(2, C), Λ = O2C und U ∈ C2C, dann gelten die
folgenden Eigenschaften
(i) ΘP+H,Q(Z, s,Λ) = ΘP,Q(Z, s,Λ),
(ii) ΘP,Q+K(Z, s,Λ) = exp(2piiτ(P, K))ΘP,Q(Z, s,Λ),
(iii) ΘP,Q+sZU(Z, s,Λ) = exp(−piiτ(UUtr, sZ)− 2piiτ(Q, U))ΘP+U,Q(Z, s,Λ).
(b) Sind P, Q ∈ C2C, S ∈ Pos(2, C), z ∈ H1, Λ = O2C und U ∈ C2C, dann gelten die folgenden
Eigenschaften
(i) ΘP+H,Q(z, S,Λ) = ΘP,Q(z, S,Λ),
(ii) ΘP,Q+K(z, S,Λ) = exp(2piiτ(P, K))ΘP,Q(z, S,Λ),
(iii) ΘP,Q+zSU(z, S,Λ) = exp(−piiτ(UUtr, zS)− 2piiτ(Q, U))ΘP+U,Q(z, S,Λ).
(c) Sind P, Q ∈ CC, s ∈ Pos(1, C) = R∗+, z ∈ H1, Λ = OC und U ∈ CC, dann gelten die folgenden
Eigenschaften
(i) ΘP+H,Q(z, s,Λ) = ΘP,Q(z, s,Λ),
(ii) ΘP,Q+K(z, s,Λ) = exp(2piiτ(P, K))ΘP,Q(z, s,Λ),
(iii) ΘP,Q+zsU(z, s,Λ) = exp(−piiτ(UUtr, zs)− 2piiτ(Q, U))ΘP+U,Q(z, s,Λ). 
Beweis
Wir zeigen die Aussage nur für die Theta-Reihen aus (a). Die Beweise der anderen beiden
Theta-Reihen gehen völlig analog.
(i) Da mit G auch G + H ganz Λ durchläuft folgt sofort nach Definition
ΘP+H,Q(Z, s,Λ) = ∑
G∈Λ
exp(piiτ((G + P + H)(G + P + H)
tr
, sZ) + 2piiτ(G + P + H, Q))
= ∑
G′∈Λ
exp(piiτ((P + G′)(P + G′)
tr
, sZ) + 2piiτ(P + G′, Q))
= ΘP,Q(Z, s,Λ).
(ii) Wegen K ∈ 2Λ gilt für alle G ∈ Λ, dass der Ausdruck
2piiτ(G, K) = 2pii(Re(G1K1)︸ ︷︷ ︸
∈Z
+Re(G2K2)︸ ︷︷ ︸
∈Z
)
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in 2piiZ liegt. Damit folgt
ΘP,Q+K(Z, s,Λ) = ∑
G∈Λ
exp(piiτ((P + G)(P + G)
tr
, sZ) + 2piiτ(P + G, Q + K))
= exp(2piiτ(P, K)) ∑
G∈Λ
exp(piiτ((P + G)(P + G)
tr
, sZ) + 2piiτ(G + P, Q))
· exp(2piiτ(G, K))︸ ︷︷ ︸
=1
= exp(2piiτ(P, K)) ∑
G∈Λ
exp(piiτ((P + G)(P + G)
tr
, sZ) + 2piiτ(G + P, Q))
= exp(2piiτ(P, K))ΘP,Q(Z, s,Λ).
(iii) Es gilt
ΘP,Q+sZU(Z, s,Λ)
= ∑
G∈Λ
exp(piiτ((P + G)(P + G)
tr
, sZ) + 2piiτ(P + G, Q + sZU))
= ∑
G∈Λ
exp(piiτ((P +U + G−U)(P +U + G−U)tr, sZ) + 2piiτ(P +U + G−U, Q + sZU))
= ∑
G′∈P+U+Λ
exp(piiτ((G′ −U)(G′ −U)tr, sZ) + 2piiτ(G′ −U, Q + sZU))
= ∑
G′∈P+U+Λ
exp(piiτ(G′G′tr, sZ)− 2piiτ(G′, sZU) + piiτ(UUtr, sZ))
·exp(2piiτ(G′, Q) + 2piiτ(G′, sZU)− 2piiτ(U, Q)− 2piiτ(U, sZU))
= exp(−piiτ(UUtr, sZ)− 2piiτ(U, Q)) ∑
G′∈P+U+Λ
exp(piiτ(G′G′, sZ) + 2piiτ(G′, Q))
= exp(−piiτ(UUtr, sZ)− 2piiτ(U, Q))ΘP+U,Q(Z, s,Λ)
wenn wir in den drei vorletzten Schritten jeweils 4.3 verwenden. 
4.1 Die Theta-Transformationsformel
In diesem Abschnitt wollen wir die sogenannte Theta-Transformationsformel für Theta-Reihen
über den Cayley Zahlen beweisen. Dazu wird es nötig sein, die reellen Spaltenvektoren aus
demR8 in die Cayley-Zahlen, sowie die MengeZ8 in die ganzen Cayley Zahlen einzubetten.
Im Anschluss daran werden wir eine wichtige Eigenschaft dieser Einbettung nachweisen und
das Integral ∫
C2
exp(piiτ((u + w)(u + w)
tr
, sZ)) du
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für Z ∈ H(2, C), s ∈ Pos(1, C) = R?+ und w ∈ C2C berechnen.
Wir beginnen mit der kanonischen Einbettung des R8 in die Menge der Cayley Zahlen. Ei-
ne umgekehrte Einbettung der Cayley Zahlen in den R8 haben wir bereits in 2.3 kennenge-
lernt. Diese Abbildung φ ist offensichtlich invertierbar und das Inverse liefert uns nun die
gewünschte Einbettung.
Definition 4.12 Die kanonische Projektion φ−1 : R8 → C ist gegeben durch
φ−1 (x) = ϕ˜
(
(x1, x2, x3, x4, x5, x6, x7, x8)tr
)
:= x1 + x2i1 + x3i2 + x4i3 + x5i4 + x6i5 + x7i6 + x8i7. 
Wir können leicht nachrechnen, dass φ−1 eine bijektive,R-lineare Abbildung ist. Als nächstes
zeigen wir, dass die Abbildung φ in Zusammenhang zur Hut-Abbildung steht.
Lemma 4.13 Seien a, b ∈ C, dann gilt
aˆ φ(b) = φ(ab),
wobei ˆ die Hut-Abbildung aus 2.3 bezeichne. 
Beweis
Wir berechnen
aˆ φ(b) =

a0 −a1 −a2 −a3 −a4 −a5 −a6 −a7
a1 a0 −a4 −a7 a2 −a6 a5 a3
a2 a4 a0 −a5 −a1 a3 −a7 a6
a3 a7 a5 a0 −a6 −a2 a4 −a1
a4 −a2 a1 a6 a0 −a7 −a3 a5
a5 a6 −a3 a2 a7 a0 −a1 −a4
a6 −a5 a7 −a4 a3 a1 a0 −a2
a7 −a3 −a6 a1 −a5 a4 a2 a0


b0
b1
b2
b3
b4
b5
b6
b7

=

a0b0 − a1b1 − a2b2 − a3b3 − a4b4 − a5b5 − a6b6 − a7b7
a1b0 + a0b1 − a4b2 − a7b3 + a2b4 − a6b5 + a5b6 + a3b7
a2b0 + a4b1 + a0b2 − a5b3 − a1b4 + a3b5 − a7b6 + a6b7
a3b0 + a7b1 + a5b2 + a0b3 − a6b4 − a2b5 + a4b6 − a1b7
a4b0 − a2b1 + a1b2 + a6b3 + a0b4 − a7b5 − a3b6 + a5b7
a5b0 + a6b1 − a3b2 + a2b3 + a7b4 + a0b5 − a1b6 − a4b7
a6b0 − a5b1 + a7b2 − a4b3 + a3b4 + a1b5 + a0b6 − a2b7
a7b0 − a3b1 − a6b2 + a1b3 − a5b4 + a4b5 + a2b6 + a0b7

= φ(ab).

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Wollen wir nun Z8 mit der Menge der ganzen Cayley Zahlen identifizieren, so können wir
dazu nicht φ−1 nutzen, da auf diesem Wege nicht jede ganze Cayley Zahl getroffen wird.
Dazu verwenden wir die Darstellung der ganzen Cayley Zahlen als Z-Basis aus 1.15 sowie
die Umrechnung zwischen Standard- und Z-Basis aus 1.19.
Lemma 4.14 Definieren wir H ∈ R8×8 durch
H =

1 0 0 0 0 − 12 − 12 12
0 1 0 0 12 0 − 12 − 12
0 0 1 0 12
1
2 0
1
2
0 0 0 0 12 0 0 0
0 0 0 1 − 12 12 − 12 0
0 0 0 0 0 0 12 0
0 0 0 0 0 0 0 − 12
0 0 0 0 0 12 0 0

mit 12 H
−tr =

1
2 0 0 0 0 0 0 0
0 12 0 0 0 0 0 0
0 0 12 0 0 0 0 0
0 − 12 − 12 12 1 0 0 0
0 0 0 12 0 0 0 0
1
2
1
2 0
1
2 0 0 1 0
1
2 − 12 12 0 0 0 0 −1
1
2 0 − 12 − 12 0 1 0 0

,
dann sind die Abbildungen
η : Z8 → OC , z 7→ φ−1(Hz) und η˜ : Z8 → OC , z 7→ φ−1( 12 H−trz)
wohldefiniert und bijektiv. 
Beweis
Die Wohldefiniertheit der Abbildung η folgt direkt aus 1.19. Wollen wir die Wohldefiniertheit
von η˜ zeigen, so genügt es, da φ−1 eine R-lineare Abbildung ist, zu zeigen, dass η˜(ej) ∈ OC
für alle 1 ≤ j ≤ 8 gilt, wobei ej den j-ten Einheitsvektor inZ8 bezeichne. Aus 1.18 folgern wir
η˜( 12 H
−tre1) = 12 +
1
2 i5 +
1
2 i6 +
1
2 i7 ∈ OC ,
η˜( 12 H
−tre2) = 12 i1 − 12 i3 + 12 i5 − 12 i6 ∈ OC
η˜( 12 H
−tre3) = 12 i2 − 12 i3 + 12 i6 − 12 i7 ∈ OC ,
η˜( 12 H
−tre4) = 12 i3 +
1
2 i4 +
1
2 i5 − 12 i7 ∈ OC
η˜( 12 H
−tre5) = i3 ∈ OC ,
η˜( 12 H
−tre6) = i7 ∈ OC ,
η˜( 12 H
−tre7) = i5 ∈ OC ,
η˜( 12 H
−tre8) = −i6 ∈ OC ,
sodass die Wohldefiniertheit bewiesen ist.
Die Bijektivität folgt aus der Existenz der beiden Umkehrabbildungen η−1 und η˜−1, die wie
folgt definiert sind
η−1 : OC → Z8, z 7→ H−1φ(z),
η˜−1 : OC → Z8, z 7→ 2Htrφ(z).
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Dabei folgt die Wohldefiniertheit der Abbildung η−1 wieder direkt aus 1.19 und für η˜−1 durch
Einsetzen der Erzeuger der Z-Basis von OC , also
η˜−1(i0) = (2 0 0 0 0 − 1 − 1 1)tr ∈ Z8,
η˜−1(i1) = (0 2 0 0 1 0 − 1 − 1)tr ∈ Z8,
η˜−1(i2) = (0 0 2 0 1 1 0 1)tr ∈ Z8,
η˜−1(i4) = (0 0 0 2 − 1 1 − 1 0)tr ∈ Z8,
η˜−1(h) = (0 1 1 − 1 2 0 0 0)tr ∈ Z8,
η˜−1(i1h) = (−1 0 1 1 0 2 0 0)tr ∈ Z8,
η˜−1(i2h) = (−1 − 1 0 − 1 0 0 2 0)tr ∈ Z8,
η˜−1(i4h) = (1 − 1 1 0 0 0 0 2)tr ∈ Z8. 
Um den Wert des oben genannten Integrals zu berechnen, benötigen wir die folgende Hilfs-
aussage.
Proposition 4.15 Seien Y ∈ Pos(2, C), Y > 0, sowie u, w ∈ C2C und s ∈ R∗+. Dann existieren
g ∈ R mit g2 = s und F ∈ Herm(2, C), F invertierbar, mit Y = F2 = FFtr. Setzen wir zudem
v := Ftrwg, dann gilt
τ((u + w)(u + w)
tr
, sY) = τ(Ftrug + v, Ftrug + v). 
Beweis
Wegen s ∈ R∗+ existiert ein g ∈ R mit g2 = s. Ebenso existiert nach dem Äquivalenzsatz für
positiv definite Matrizen aus 2.19 ein invertierbares F ∈ Herm(2, C) mit Y = F2. Da F aber
hermitesch ist, gilt ebenso Y = FFtr.
Betrachten wir nun die Gleichung. Zunächst gilt
τ((u + w)(u + w)
tr
, sY)
= s · τ
((
N(u1 + w1) (u1 + w1)(u2 + w2)
(u2 + w2)(u1 + w1) N(u2 + w2)
)
,
(
y1 y
y y2
))
= sN(u1 + w1)y1 + sN(u2 + w2)y2 + 2sRe((u1 + w1)(u2 + w2)y).
Wegen Y = F2 = FFtr und F ∈ Herm(2, C) gilt(
y1 y
y y2
)
= Y = FF =
(
f1 f
f f2
)(
f1 f
f f2
)
=
(
f 21 + N( f ) f1 f + f f2
f f1 + f2 f N( f ) + f 22
)
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mit f1, f2 ∈ R und f ∈ CR. Setzen wir dies in die obere Gleichung ein, so folgt
τ((u + w)(u + w)
tr
, sY) = sN(u1 + w1)( f 21 + N( f )) + sN(u2 + w2)(N( f ) + f
2
2 )
+2sRe((u1 + w1)(u2 + w2)( f1 f + f2 f ))
Konkrete Berechnung der anderen Seite liefert
τ(Ftrug + v, Ftrug + v)
= τ(Ftru
√
s +
√
sFtrw, Ftru
√
s +
√
sFtrw)
= s · τ(Ftr(u + w), Ftr(u + w))
= s · Spur((Ftr(u + w))((u + w)trF))
= s · Spur
(((
f1 f
f f2
)(
u1 + w1
u2 + w2
))((
u1 + w1 u2 + w2
)( f1 f
f f2
)))
= s · Spur
((
f1(u1+w1)+ f (u2+w2)
f (u1+w1)+ f2(u2+w2)
)
( (u1+w1) f1+(u2+w2) f (u1+w1) f+(u2+w2) f2 )
)
= s
(
f1(u1 + w1) + f (u2 + w2)
) (
(u1 + w1) f1 + (u2 + w2) f
)
+s
(
f (u1 + w1) + f2(u2 + w2)
) (
(u1 + w1) f + (u2 + w2) f2
)
= s
(
f 21 N(u1 + w1) + f1(u1 + w1)((u2 + w2) f ) + ( f (u2 + w2))(u1 + w1) f1
+( f (u2 + w2))((u2 + w2) f )
)
+ s
(
( f (u1 + w1))((u1 + w1) f ) + ( f (u1 + w1))(u2 + w2) f2
+ f2(u2 + w2)((u1 + w1) f ) + f 22 N(u2 + w2)
)
= sN(u1 + w1)( f 21 + N( f )) + sN(u2 + w2)(N( f ) + f
2
2 )
+2sRe((u1 + w1)(u2 + w2) f )( f1 + f2)
= sN(u1 + w1)( f 21 + N( f )) + sN(u2 + w2)(N( f ) + f
2
2 )
+2sRe((u1 + w1)(u2 + w2)( f1 f + f2 f )).
Wie wir nun leicht sehen, stimmen beide Seiten überein, sodass die gewünschte Gleichheit
gezeigt ist. 
Definition 4.16 Im Folgenden bezeichnen wir mit ϕ die Abbildung
ϕ : R16 → C2, x =
 x1...
x16
 7→ ( x1 + x2i1 + x3i2 + x4i3 + x5i4 + x6i5 + x7i6 + x8i7x9 + x10i1 + x11i2 + x12i3 + x13i4 + x14i5 + x15i6 + x16i7
)
.

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Mit der Definition von φ−1 aus 4.12, gilt
ϕ(x) = ϕ
 x1...
x16
 =

φ−1
x1...
x8

φ−1
 x9...
x16


.
Somit ist ϕ insbesondere bijektiv.
Nun sind wir in der Lage das oben genannte Integral zu berechnen.
Lemma 4.17 Seien Z ∈ H(2, C), w ∈ C2C und s ∈ R∗+. Dann gilt∫
C2
exp(piiτ((u + w)(u + w)
tr
, sZ))du = s−8det(Z)−4.

Beweis
Wann immer Z zu einer kompakten Teilmenge gehört, besitzt der Integrand eine integrierbare
Majorante. Somit repräsentieren beide Seiten der Gleichung holomorphe Funktionen, sodass
es nach dem Identitätssatz genügt, den Fall Z = iY, Y > 0, zu betrachten. Wegen Y > 0
existiert nach dem Äquivalenzsatz für positiv definite Matrizen aus 2.19 ein invertierbares
F ∈ Herm(2, C) und ein g ∈ R\{0} mit Y = FFtr = F2 und s = g2. Definieren wir nun
v = Ftrwg, dann gilt nach 4.15 die folgende Gleichheit
τ((u + w)(u + w)
tr
, sY) = τ(Ftrug + v, Ftrug + v).
Somit lässt sich das Integral umschreiben zu∫
C2
exp(piiτ((u + w)(u + w)
tr
, isY))du
=
∫
C2
exp(−piτ(Ftrug + v, Ftrug + v))du.
Mit der Definition von ϕ aus 4.16 folgern wir∫
C2
exp(−piτ(Ftrug + v, Ftrug + v))du
=
∫
C2
exp(−piτ(ϕ(ϕ−1(Ftru))g + v, ϕ(ϕ−1(Ftru))g + v))du.
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Beachten wir nun, dass F hermitesch ist, so gilt
F = Ftr, also F =
(
f1 f
f f2
)
mit f1, f2 ∈ R, f ∈ C.
Damit und mit 4.13 ergibt sich∫
C2
exp(−piτ(ϕ(ϕ−1(Ftru))g + v, ϕ(ϕ−1(Ftru))g + v))du
=
∫
C2
exp(−piτ(ϕ(
(
ϕ˜−1( f1u1) + ϕ˜−1( f u2)
ϕ˜−1( f u1) + ϕ˜−1( f2u2)
)
)g + v, ϕ(
(
ϕ˜−1( f1u1) + ϕ˜−1( f u2)
ϕ˜−1( f u1) + ϕ˜−1( f2u2)
)
)g + v))du
=
∫
C2
exp(−piτ(ϕ(
(
fˆ1 ϕ˜−1(u1) + fˆ ϕ˜−1(u2)
fˆ ϕ˜−1(u1) + fˆ2 ϕ˜−1(u2)
)
)g + v, ϕ(
(
fˆ1 ϕ˜−1(u1) + fˆ ϕ˜−1(u2)
fˆ ϕ˜−1(u1) + fˆ2 ϕ˜−1(u2)
)
)g + v))du
=
∫
C2
exp(−piτ(ϕ(Fˆϕ−1(u))g + v, ϕ(Fˆϕ−1(u))g + v))du
=
∫
R16
exp(−piτ(ϕ(Fˆz)g + v, ϕ(Fˆz)g + v))dz.
Nun haben wir in 2.10 gezeigt, dass die Determinante von Fˆ gegeben ist durch ( f1 f2−N( f ))8.
Wegen Y = FF sind zudem y1, y2 beziehungsweise y gegeben durch y1 = f 21 + N( f ), y2 =
f 22 + N( f ) beziehungsweise y = f1 f + f2 f . Damit berechnen wir
det(Fˆ) = ( f1 f2 − N( f ))8 = ( f 21 f 22 − 2 f1 f2N( f ) + N( f )2)4
= (( f 21 + N( f ))( f
2
2 + N( f ))− N( f1 f + f2 f ))4 = (y1y2 − N(y))4 = det(Y)4.
Da Y aber nach Voraussetzung positiv definit ist, ist die Determinante von Y größer Null
und damit auch die von Fˆ. Somit ist Fˆ invertierbar und infolge dessen durchläuft mit z =
ϕ−1(u) auch Fˆz ganz R16, sodass mit der Transformationsformel aus [Kr00, XIV.(5.7)] und
den Berechnungen zu Jacobi-Determinanten aus [Koe85, III.(4.8)] folgt∫
R16
exp(−piτ(ϕ(Fˆz)g + v, ϕ(Fˆz)g + v))dz
= |det(gFˆ)|−1
∫
R16
exp(−piτ(ϕ(y) + v, ϕ(y) + v))dy
= |g|−16|det(Fˆ)|−1
∫
R16
exp(−piτ(ϕ(y) + v, ϕ(y) + v))dy.
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Mit obigen Rechnungen und g2 = s > 0 folgt
|g|−16|det(Fˆ)|−1
∫
R16
exp(−piτ(ϕ(y) + v, ϕ(y) + v))dy
= s−8det(Y)−4
∫
C2
exp(−piτ(u + v, u + v))du.
Wegen
τ(u + v, u + v) = N(u1 + v1) + N(u2 + v2) =
(
8
∑
j=1
(u1,j + v1,j)2 +
8
∑
j=1
(u2,j + v2,j)2
)
entspricht das letztere Integral gerade 16 reellen Integralen der Form
∞∫
−∞
exp(−pi(u˜ + v˜)2)du˜, v˜ ∈ C,
welche alle gleich 1 sind. Somit gilt insgesamt∫
C2
exp(piiτ((u + w)(u + w)
tr
, isY))du = s−8det(iY)−4
und damit die Behauptung. 
Als nächstes wollen wir die Theta-Transformationsformel beweisen. Dazu benötigen wir je-
doch noch ein weiteres Hilfslemma.
Lemma 4.18 Seien u, p, q, h ∈ C2C, s ∈ R∗+ und Y ∈ Herm(2, C), Y > 0, dann gilt
−piτ((u + p)(u + p)tr, sY) + 2piiτ(q− h, u) + 2piiτ(q, p)
= −piτ((u + p + is−1Y−1(h− q))(u + p + is−1Y−1(h− q))tr, sY)
+2piiτ(h, p)− piτ((h− q)(h− q)tr, s−1Y−1). 
Beweis
Schauen wir uns zunächst den ersten Term der rechten Seite genauer an. Wegen
−piτ((u + p + is−1Y−1(h− q))(u + p + is−1Y−1(h− q))tr, sY)
= −piτ((u + p + is−1Y−1(h− q))((u + p)tr + is−1(Y−1(h− q))tr), sY)
= −piτ((u + p)(u + p)tr, sY)− piτ((u + p)(is−1(Y−1(h− q))tr), sY)
−piτ((is−1Y−1(h− q))(u + ptr), sY)− piτ((is−1Y−1(h− q))(is−1(Y−1(h− q))tr), sY)
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genügt es
2piiτ(q− h, u) + 2piiτ(q, p)
= −piτ((u + p)(is−1(Y−1(h− q))tr), sY)− piτ((is−1Y−1(h− q))(u + ptr), sY)
−piτ((is−1Y−1(h− q))(is−1(Y−1(h− q))tr), sY) + 2piiτ(h, p)− piτ((h− q)(h− q)tr, s−1Y−1)
zu zeigen. Betrachten wir wieder die rechte Seite, so können wir diese mit Hilfe von 4.3 und
unter Beachtung, dass Y hermitesch ist, folgendermaßen umformen
−piτ((u + p)(is−1(Y−1(h− q))tr), sY)− piτ((is−1Y−1(h− q))(u + ptr), sY)
−piτ((is−1Y−1(h− q))(is−1(Y−1(h− q))tr), sY) + 2piiτ(h, p)− piτ((h− q)(h− q)tr, s−1Y−1)
= −2piτ((u + p)(is−1(Y−1(h− q))tr), sY) + piτ((Y−1(h− q))(Y−1(h− q))tr, s−1Y)
+2piiτ(h, p)− piτ((h− q)(h− q)tr, s−1Y−1)
4.3
= −2piiτ((u + p), Y(Y−1(h− q))) + piτ((Y−1(h− q)), s−1Y(Y−1(h− q)))
+2piiτ(h, p)− piτ((h− q)(h− q)tr, s−1Y−1).
Mit Hilfe der Moufang-Identitäten können wir zeigen, dass Y(Y−1(h− q)) = h− q gilt, sodass
sich unsere Rechnungen wie folgt vereinfachen
−2piiτ((u + p), Y(Y−1(h− q))) + piτ((Y−1(h− q)), s−1Y(Y−1(h− q)))
+2piiτ(h, p)− piτ((h− q)(h− q)tr, s−1Y−1)
= −2piiτ(u + p, h− q) + piτ((Y−1(h− q)), s−1(h− q))
+2piiτ(h, p)− piτ((h− q)(h− q)tr, s−1Y−1)
4.3
= 2piiτ(u, q− h) + 2piiτ(p, q) + piτ(s−1Y−1, (h− q)(h− q)tr)
−piτ((h− q)(h− q)tr, s−1Y−1)
= 2piiτ(u, q− h) + 2piiτ(p, q).
Damit ist insgesamt die Behauptung bewiesen. 
Nun sind wir in der Lage die sogenannte Theta-Transformationsformel für Theta-Reihen über
den Cayley Zahlen zu beweisen. Den Beweis führen wir in Analogie zu [Kr85, S.111 f.]
Satz 4.19 (Theta-Transformationsformel)
Seien Z ∈ H(2, C), P, Q ∈ C2C, s ∈ R∗+ und Λ = O2C , dann gilt
Θ−Q,P(−Z−1, s−1, 2Λ) = vol(Λ)s8det(Z)4 exp(−2piiτ(P, Q)) ΘP,Q(Z, s,Λ)
= 2−8s8det(Z)4 exp(−2piiτ(P, Q)) ΘP,Q(Z, s,Λ). 
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Beweis
Da beide Seiten der Gleichung eine in Z holomorphe Funktion darstellen, genügt es nach dem
Identitätssatz die Behauptung für Z = iY, Y > 0, zu zeigen. Es sei ϕ wie in 4.16 definiert und
weiter sei F ∈ R16×16 gegeben durch
F =
(
H 0
0 H
)
mit H wie in 4.14.
Aus 1.19 folgern wir
ϕ(FZ16) = Λ = O2C sowie vol(Λ) = |det(F)| =
( 1
2
)8
.
Wir definieren nun ψ : R16 → C durch
ψ : R16 → C, x 7→ exp(−piτ((ϕ(Fx) + P) (ϕ(Fx) + P)tr, sY) + 2piiτ(ϕ(Fx) + P, Q)).
Da ϕ linear ist und die Theta-Reihen nach 4.10 absolut und lokal gleichmäßig konvergieren,
erhalten wir ebenso die absolute und lokal gleichmäßige Konvergenz der Reihe
∑
g∈Z16
ψ(g + x), x ∈ R16.
Als nächstes wenden wir die Poissonsche Summationsformel (vergleiche [SW71, VII.(2.6)])
an. Aus dieser schließen wir
ΘP,Q(iY, s,Λ) = ∑
G∈P+Λ
exp(piiτ(GGtr, isY) + 2piiτ(G, Q))
= ∑
G′∈Λ
exp(−piτ((G′ + P) (G′ + P)tr, sY) + 2piiτ(G′ + P, Q))
= ∑
g∈Z16
exp(−piτ((ϕ(Fg) + P) (ϕ(Fg) + P)tr, sY) + 2piiτ(ϕ(Fg) + P, Q))
= ∑
g∈Z16
ψ(g)
= ∑
g∈Z16
∫
R16
ψ(x)exp(−2piigtrx)dx.
Wenden wir nun die Transformationsformel aus [Kr00, XIV.(5.7)] an und berechnen die Jacobi-
Determinante wie in [Koe85, III.(4.8)], so erhalten wir
|det(F)|ΘP,Q(iY, s,Λ)
= ∑
g∈Z16
∫
R16
exp(−piτ((ϕ(y) + P) (ϕ(y) + P)tr, sY) + 2piiτ(ϕ(y) + P, Q)− 2pii(F−trg)try)dy.
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Wir zeigen nun, dass (F−trg)try = τ(ϕ(F−trg), ϕ(y)) für beliebige g ∈ Z16 und y ∈ R16 gilt.
Dazu schreiben wir zunächst F−trg =
(
(F−trg)1, · · · , (F−trg)16
)tr sowie y = (y1, · · · , y16)tr.
Dann gilt
ϕ(F−trg) =
(
(F−trg)1 + (F−trg)2i1 + · · ·+ (F−trg)8i7
(F−trg)9 + (F−trg)10i1 + · · ·+ (F−trg)16i7
)
:=
(
ϕ(F−trg)1
ϕ(F−trg)2
)
sowie
ϕ(y) =
(
y1 − y2i1 − · · · − y8i7
y9 − y10i1 − · · · − y16i7
)
:=
(
ϕ(y)1
ϕ(y)2
)
.
Aus dieser Notation folgern wir nun
τ(ϕ(F−trg), ϕ(y))
= 12 Spur(ϕ(F
−trg)ϕ(y)
tr
+ ϕ(y)ϕ(F−trg)
tr
)
= 12 Spur
((
ϕ(F−trg)1ϕ(y)1 ∗
∗ ϕ(F−trg)2ϕ(y)2
)
+
(
ϕ(y)1ϕ(F−trg)1 ∗
∗ ϕ(y)2ϕ(F−trg)2
))
= Re(ϕ(F−trg)1ϕ(y)1) + Re(ϕ(F−trg)2ϕ(y)2)
=
16
∑
j=1
(F−trg)jyj
= (F−trg)try.
Damit ist die gewünschte Gleichheit gezeigt und wir erhalten
|det(F)|Θp,q(iY, S,Λ)
= ∑
g∈Z16
∫
R16
exp(−piτ((ϕ(y) + P)(ϕ(y) + P)tr, sY) + 2piiτ(ϕ(y) + P, Q)− 2piiτ(ϕ(F−trg), ϕ(y)))dy.
Wenn nun g ganz Z16 durchläuft, dann durchläuft ϕ(F−trg) nach 4.14 (und aufgrund der
Linearität von ϕ) genau 2Λ. Somit erhalten wir
|det(F)|Θp,q(iY, S,Λ)
= ∑
g∈Z16
∫
R16
exp(−piτ((ϕ(y) + P)(ϕ(y) + P)tr, sY) + 2piiτ(ϕ(y) + P, Q)− 2piiτ(ϕ(F−trg), ϕ(y)))dy
= ∑
G∈2Λ
∫
C2
exp(−piτ((c + P)(c + P)tr, sY) + 2piiτ(c + P, Q)− 2piiτ(G, c))dc
= ∑
G∈2Λ
∫
C2
exp(−piτ((c + P)(c + P)tr, sY) + 2piiτ(c, Q− G) + 2piiτ(P, Q))dc.
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Nach 4.18 ist dies gleich
∑
G∈2Λ
∫
C2
exp(−piτ((u + P + is−1Y−1(G−Q))(u + P + is−1Y−1(G−Q))tr, sY))
·exp(2piiτ(G, P)− piτ((G−Q)(G−Q)tr, s−1Y−1))du.
Setzen wir nun noch w = P + is−1Y−1(G−Q) ∈ C2C, so erhalten wir
∑
G∈2Λ
∫
C2
exp(−piτ((u + w)(u + w)tr, sY) + 2piiτ(G, P)− piτ((G−Q)(G−Q)tr, s−1Y−1))du
= ∑
G∈2Λ
exp(2piiτ(G, P)− piτ((G−Q)(G−Q)tr, s−1Y−1))
∫
C2
exp(piiτ((u + w)(u + w)
tr
, isY))du.
Wenden wir nun noch 4.17 an, so erhalten wir
∑
G∈2OC
exp(2piiτ(G, P)− piτ((G−Q)(G−Q)tr, s−1Y−1))
∫
C2
exp(piiτ((u + w)(u + w)
tr
, isY))du
= s−8det(iY)−4 ∑
G∈2Λ
exp(2piiτ(G, P)− piτ((G−Q)(G−Q), s−1Y−1))
= s−8det(iY)−4exp(2piiτ(Q, P))Θ−Q,P(−(iY)−1, s−1, 2Λ).
Dies zeigt die Behauptung. 
Für die beiden anderen in 4.9 definierten Theta-Reihen können wir ganz analog ebenfalls eine
Theta-Transformationsformel herleiten. Da die Rechnungen analog durchgehen, sei hier nur
das Endergebnis angegeben.
Satz 4.20 (Theta-Transformationsformel)
(a) Seien z ∈ H(1, C) = H1, P, Q ∈ C2C, S ∈ Pos(2, C) und Λ = O2C , dann gilt
Θ−Q,P(−z−1, S−1, 2Λ) = vol(Λ)det(S)4z8 exp(−2piiτ(P, Q)) ΘP,Q(z, S,Λ)
= 2−8det(S)4z8 exp(−2piiτ(P, Q)) ΘP,Q(Z, s,Λ).
(b) Seien z ∈ H(1, C) = H1, P, Q ∈ CC, s ∈ R∗+ und Λ = OC , dann gilt
Θ−Q,P(−z−1, s−1, 2Λ) = vol(Λ)s4z4 exp(−2piiτ(P, Q)) ΘP,Q(z, s,Λ)
= 2−4s4z4 exp(−2piiτ(P, Q)) ΘP,Q(z, s,Λ). 
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4.2 Theta-Konstanten
In diesem Abschnitt wollen wir uns einige spezielle Theta-Reihen anschauen, die sogenann-
ten Theta-Konstanten ϑp, p ∈ O2C . Uns wird nun die im letzten Abschnitt bewiesene Theta-
Transformationsformel dabei helfen, das Verhalten der Theta-Konstanten unter der Abbil-
dung Z 7→ −Z−1 genauer studieren. Des Weiteren soll das Verhalten der Theta-Konstanten
unter der transponierten Abbildung Z 7→ Ztr untersucht werden. Wir werden feststellen,
dass dabei eine spezielle Gruppe von Theta-Konstanten unter dieser Abbildung wieder auf
Theta-Konstanten abgebildet wird. Für die verbleibenden Theta-Konstanten kann nachge-
wiesen werden, dass sich ϑp(Ztr) nicht wieder als eine Theta-Konstante schreiben lässt.
Wir beginnen mit der Definition der Theta-Konstanten.
Definition 4.21 Sei p ∈ O2C beliebig und Z ∈ H(2, C). Dann nennen wir
ϑp(Z) := Θp,0(Z, 1, 2Λ) = ∑
h∈p+2O2C
exp(piiτ(hh
tr
, Z))
= ∑
h∈p+2O2C
exp(pii(N(h1)z1 + N(h2)z2 + 2Re(h1zh2)))
die Theta-Konstante zur Charakteristik p. 
Die Theta-Konstanten besitzen die folgenden wichtigen Eigenschaften.
Lemma 4.22 Sei p ∈ O2C .
a) Sei T ∈ 2O2×2C hermitesch. Dann sind die Theta-Konstanten invariant unter der Abbildung Z 7→
Z + T, das bedeutet es gilt
ϑp(Z + T) = ϑp(Z) für alle Z ∈ H(2, C).
b) Sei q ∈ 2O2C . Dann gilt
ϑp+q(Z) = ϑp(Z) für alle Z ∈ H(2, C). 
Beweis
a) Sei T ∈ 2O2×2C hermitesch und damit gegeben durch
T =
(
t1 t
t t2
)
mit t1, t2 ∈ 2Z, t ∈ 2OC .
Nach Definition der Theta-Konstanten ist ϑp(Z + T) gegeben durch
ϑp(Z + T) = ∑
h∈p+2Λ
exp(piiτ(hh
tr
, Z + T))
= ∑
h∈p+2Λ
exp(piiτ(hh
tr
, Z))exp(piiτ(hh
tr
, T))
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Nun gilt weiter
τ(hh
tr
, T) = N(h1)t1 + N(h2)t2 + 2Re(h1h2t),
sodass wegen t1, t2 ∈ 2Z, t ∈ 2OC sowie h1, h2 ∈ OC bereits
N(h1)︸ ︷︷ ︸
∈Z
t1︸︷︷︸
∈2Z
+ N(h2)︸ ︷︷ ︸
∈Z
t2︸︷︷︸
∈2Z
+2 Re(h1h2t)︸ ︷︷ ︸
∈Z
∈ 2Z
gilt. Damit ist dann aber
exp(piiτ(hh
tr
, T)) = 1
und es folgt
ϑp(Z + T) = ∑
h∈p+2Λ
exp(piiτ(hh
tr
, Z))exp(piiτ(hh
tr
, T))
= ∑
h∈p+2Λ
exp(piiτ(hh
tr
, Z)) = ϑp(Z).
b) Sei q ∈ 2O2C beliebig. Dann gilt
ϑp+q(Z) = ∑
h∈p+q+2Λ
exp(piiτ(hh
tr
, Z)).
Da q jedoch in 2O2C liegt, durchläuft mit h auch h+ q ganz p+ 2OC . Dies ändert aber nichts
an der Summation und wir sehen direkt
∑
h∈p+q+2Λ
exp(piiτ(hh
tr
, Z)) = ∑
h∈p+2Λ
exp(piiτ(hh
tr
, Z)) = ϑp(Z).

Lemma 4.23 Sei p ∈ O2C und
U ∈
{
±
(
0 1
−1 0
)
, ±
(
−1 0
0 1
)
,
(
1 u
0 1
)
,
(
1 0
u 1
)
, u ∈ OC ,(
ε 0
0 ε
)
, ε ∈ O×C ,
(
n t
t m
)
, n, m ∈N, t ∈ OC , nm− N(t) = ±1
}
,
dann gilt
ϑp(Z[U]) = ϑUp(Z) für alle Z ∈ H(2, C). 
Beweis
Seien U und Z gegeben durch
U = ±
(
0 1
−1 0
)
beziehungsweise
(
z1 z
z z2
)
.
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Dann berechnen wir
Z[U] =
(
z2 −z
−z z1
)
und damit
ϑp(Z[U]) = ∑
h1,h2∈2OC
exp(pii(N(p1 + h1)z2 + N(p2 + h2)z1 − 2Re((p1 + h1)(p2 + h2)z))).
Andererseits gilt
ϑUp(Z) = ϑ( p2−p1 )(Z)
= ∑
u1,u2∈2OC
exp(pii(N(p2 + u1)z1 + N(−p1 + u2)z2 − 2Re((p2 + u1)(p1 − u2)z)))
= ∑
v1,v2∈2OC
exp(pii(N(p2 + v2)z1 + N(−p1 − v1)z2 − 2Re((p2 + v2)(p1 + v1)z)))
= ∑
v1,v2∈2OC
exp(pii(N(p2 + v2)z1 + N(p1 + v1)z2 − 2Re((p1 + v1)(p2 + v2)z))),
sodass die Gleichheit beider Seiten gezeigt ist.
Betrachten wir nun
U = ±
(
−1 0
0 1
)
, so gilt Z[U] =
(
z1 −z
−z z2
)
,
und damit berechnen wir
ϑp(Z[U]) = ∑
h∈p+2Λ
exp(piiτ(hh
tr
, Z[U]))
= ∑
h∈p+2Λ
exp(piiτ(
(
N(h1) h1h2
h2h1 N(h2)
)
,
(
z1 −z
−z z2
)
))
= ∑
h∈p+2Λ
exp(pii(N(h1)z1 + N(h2)z2 − 2Re(h1h2z)))
= ∑
h∈p+2Λ
exp(pii(N(−h1)z1 + N(h2)z2 + 2Re((−h1)h2z)))
= ∑
h′∈2Λ
exp(pii(N(−p1 − h′1)z1 + N(p2 + h′2)z2 + 2Re((−p1 − h′1)(p2 + h′2)z)))
= ∑
g∈2Λ
exp(pii(N(−p1 + g1)z1 + N(p2 + g2)z2 + 2Re((−p1 + g1)(p2 + g2)z)))
= ∑
h∈
(−p1
p2
)
+2Λ
exp(pii(N(h1)z1 + N(h2)z2 + 2Re(h1h2z)))
= ϑ(−p1
p2
)(Z) = ϑ(−p1
p2
)
+
(
2p1
−2p2
)(Z) = ϑ( p1−p2 )(Z),
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wenn wir im vorletzten Schritt die Eigenschaft (b) aus 4.22 verwenden.
Sei nun U gegeben durch
U =
(
1 u
0 1
)
mit u ∈ OC und damit Z[U] =
(
z1 z1u + z
uz1 + z z1N(u) + z2 + 2Re(zu)
)
.
Hier berechnen wir
ϑp(Z[U]) = ∑
h∈p+2Λ
exp(piiτ(hh
tr
, Z[U]))
= ∑
h∈p+2Λ
exp(pii(N(h1)z1 + N(h2)(z1N(u) + 2Re(zu) + z2) + 2Re(h1h2(uz1 + z))))
= ∑
h∈p+2Λ
exp(pii((N(h1) + N(u)N(h2) + 2Re(h1h2u))z1 + N(h2)z2))
·exp(pii2Re(h1h2z + N(h2)zu))
= ∑
h∈p+2Λ
exp(pii(N(h1 + uh2)z1 + N(h2)z2 + 2Re((h1 + uh2)h2z)))
= ∑
v1,v2∈2OC
exp(pii(N(p1 + v1 + u(p2 + v2))z1 + N(p2 + v2)z2))
·exp(pii(2Re((p1 + v1 + u(p2 + v2))(p2 + u2)z)))
= ∑
v1,v2∈2OC
exp(pii(N((p1 + up2) + v1 + uv2)z1 + N(p2 + v2)z2))
·exp(pii(2Re(((p1 + up2) + v1 + uv2)(p2 + u2)z))).
Auf der anderen Seite gilt
ϑUp(Z) = ϑ( p1+up2
p2
)(Z)
= ∑
h1,h2∈2OC
exp(pii(N((p1 + up2) + h1)z1 + N(p2 + h2)z2))
·exp(pii(Re(((p1 + up2) + h1)(p2 + h2)z))).
Da mit v1 und v2 auch v1 + uv2 für ein beliebiges u ∈ OC die Menge 2OC durchläuft, ist die
Gleichheit offensichtlich. Der Beweis für
U =
(
1 0
u 1
)
mit u ∈ OC
geht nun ganz analog.
Betrachten wir nun
U =
(
ε 0
0 ε
)
für ein ε ∈ O×C .
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Dann ist Z[U] gegeben durch
Z[U] =
(
z1 εzε
εzε z2
)
und wir berechnen
ϑp(Z[U])
= ∑
h1,h2∈2OC
exp(pii(N(p1 + h1)z1 + N(p2 + h2)z2 + 2Re((p1 + h1)(εzε)(p2 + h2)))).
Wegen Re(a(bcb)d) = Re((ab)c(bd)) (vergleiche 1.6) gilt weiter
ϑp(Z[U])
= ∑
h1,h2∈2OC
exp(pii(N(p1 + h1)z1 + N(p2 + h2)z2 + 2Re(((p1 + h1)ε)z(ε(p2 + h2)))))
= ∑
h1,h2∈2OC
exp(pii(N(εp1 + εh1)z1 + N(εp2 + εh2)z2 + 2Re((εp1 + εh1)z(εp2 + εh2))))
= ∑
g1,g2∈2OC
exp(pii(N(εp1 + g1)z1 + N(εp2 + g2)z2 + 2Re((εp1 + g1)z(εp2 + g2))))
= ϑUp(Z),
da mit h1 und h2 auch εh1 und εh2 ganz 2OC durchlaufen.
Zum Abschluss sei U gegeben durch
U =
(
n t
t m
)
mit n, m ∈N, t ∈ OC , nm− N(t) = ±1.
Dann berechnen wir Z[U] zu
Z[U] =
(
z1n2 + 2nRe(zt) + z2N(t) nz1t + znm + tzt + tz2m
tz1n + tzt + mzn + mz2t z1N(t) + 2mRe(zt) + z2m2
)
.
Für die Theta-Reihe ergibt sich damit
ϑp(Z[U])
= ∑
h∈p+2O2C
exp(pii(N(h1)(z1n2 + n2Re(zt) + z2N(t)) + N(h2)(z1N(t) + m2Re(zt) + z2m2)))
·exp(pii2Re(h1(nz1t + znm + tzt + tz2m)h2))
= ∑
h∈p+2O2C
exp(pii(N(h1)n2 + N(h2)N(t) + 2nRe(h1th2))z1)
·exp(pii(N(h2)m2 + N(h1)N(t) + 2mRe(h1th2))z2)
·exp(pii(N(h1)2nRe(zt) + N(h2)2mRe(tz) + 2Re(h1(znm + tzt)h2)))
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= ∑
h∈p+2O2C
exp(pii(N(h1n) + N(th2) + 2Re((h1n)(th2)))z1)
·exp(pii(N(h2m) + N(th1) + 2Re((th1)(mh2)))z2)
·exp(pii(2nN(h1)Re(zt) + 2mN(h2)Re(tz) + 2Re((nh1)z(mh2) + h1(tzt)h2))).
Wegen Re(a(bcb)d) = Re((ab)c(bd)) gilt
Re(h1(tzt)h2) = Re((h1t)z(th2)) = Re((th1)z(th2)) = Re((th2)z(th1))
und aus
N(a)Re(cb) = N(a)Re(bc) = Re(N(a)bc) = Re(b(aa)c) = Re((ba)(ac)) = Re((ac)(ba))
folgern wir
nN(h1)Re(zt) = nRe((h1z)(th1)) = Re((nh1)z(th1))
sowie
mN(h2)Re(tz) = mRe((h2t)(zh2)) = Re((th2)z(mh2)).
Damit ergibt sich für die Theta-Reihe
ϑp(Z[U])
= ∑
h∈p+2O2C
exp(pii(N(h1n) + N(th2) + 2Re((h1n)(th2)))z1)
·exp(pii(N(h2m) + N(th1) + 2Re((th1)(mh2)))z2)
·exp(pii(2Re((nh1)z(th1)) + 2Re((th2)z(mh2)) + 2Re((nh1)z(mh2) + (th2)z(th1)))
= ∑
h∈p+2O2C
exp(pii(N(nh1 + th2)z1 + N(mh2 + th1)z2))
·exp(pii2Re((nh1)z(th1) + (th2)z(mh2) + (nh1)z(mh2) + (th2)z(th1)))
= ∑
h∈p+2O2C
exp(pii(N(nh1 + th2)z1 + N(mh2 + th1)z2 + 2Re((nh1 + th2)z(th1 + mh2)))).
Nun ist nh1 + th2 beziehungsweise th1 + mh2 gegeben durch
nh1 + th2 = n(p1 + 2h′1) + t(p2 + h
′
2) = np1 + tp2 + 2(nh
′
1 + th
′
2)
beziehungsweise
th1 + mh2 = t(p1 + h′1) + m(p2 + h
′
2) = tp1 + mp2 + 2(th
′
1 + mh
′
2).
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Wegen der Invertierbarkeit von U über OC durchläuft mit h′1 und h′2 nun auch nh′1 + th′2 und
th′1 + mh
′
2 ganz OC . Somit folgt
ϑp(Z[U])
= ∑
h∈p+2O2C
exp(pii(N(nh1 + th2)z1 + N(mh2 + th1)z2 + 2Re((nh1 + th2)z(th1 + mh2))))
= ∑
g∈
(
np1+tp2
tp1+mp2
)
+2O2C
exp(pii(N(g1)z1 + N(g2)z2 + 2Re(g1zg2)))
= ϑUp(Z).

Korollar 4.24 a) Sei U ∈ O2×2C gegeben durch
U =
(
1 u
0 1
)
oder U =
(
1 0
u 1
)
mit u ∈ 2OC ,
dann sind die Theta-Konstanten invariant unter der Abbildung Z 7→ Z[U], das bedeutet
ϑp(Z[U]) = ϑp(Z) für alle Z ∈ H(2, C).
b) Sei
U =
(
−1 0
0 1
)
oder U =
(
1 0
0 −1
)
,
dann sind die Theta-Konstanten invariant unter der Abbildung Z 7→ Z[U], das bedeutet
ϑp(Z[U]) = ϑp(Z) für alle Z ∈ H(2, C). 
Beweis
Die Aussagen folgen sofort aus 4.23 und 4.22(b). 
Wir wollen nun das Transformationsverhalten der Theta-Konstanten unter der Abbildung
Z 7→ −Z−1 genauer untersuchen. In [E00, S.578] wurde das Verhalten der Theta-Konstanten
ebenfalls untersucht. Wie allerdings schon der Reviewer des Papers schreibt, ist der Beweis
der angegebenen Formel falsch, sodass wir die Formel hier erneut, diesmal mit Hilfe der
Theta-Transformationsformel aus 4.19, bewiesen wird.
Satz 4.25 Sei p ∈ O2C , dann gilt
ϑp(−Z−1) = 2−8det(Z)4 ∑
q:(OC/2OC )2
exp(−2piiτ(p, q))ϑq(Z).

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Beweis
Wir benutzen die allgemeine Theta-Transformationsformel aus 4.19. In dieser Notation gilt
ϑp(−Z−1) = Θp,0(−Z−1, 1, 2Λ)
= vol(Λ)︸ ︷︷ ︸
=2−8
18det(Z)4 exp(−2piiτ(0,−p))︸ ︷︷ ︸
=1
Θ0,−p(Z, 1,Λ)
= 2−8det(Z)4 ∑
h∈Λ
exp(piiτ(hh
tr
, Z) + 2piiτ(h,−p))
= 2−8det(Z)4 ∑
h∈Λ
exp(piiτ(hh
tr
, Z)− 2piiRe(p1h1)− 2piiRe(p2h2)).
Schreiben wir nun h als h = q + h′ mit h′ ∈ 2O2C , so liefert eine Änderung der Summation
∑
h∈Λ
exp(piiτ(hh
tr
, Z)− 2piiRe(p1h1)− 2piiRe(p2h2))
= ∑
q:(OC/2OC )2
∑
h′∈2Λ
exp(piiτ((q + h′)(q + h′)
tr
, Z)− 2piiRe(p1(q1 + h′1))− 2piiRe(p2(q2 + h′2))).
Nun liegen h′1 und h
′
2 in 2OC , sodass der Realteil von p1h′1 beziehungsweise p2h′2 in Z liegt.
Damit vereinfacht sich die Summe zu
∑
q:(OC/2OC )2
∑
h′∈2Λ
exp(piiτ((q + h′)(q + h′)
tr
, Z)− 2piiRe(p1q1)− 2piiRe(p2q2))
= ∑
q:(OC/2OC )2
exp(−2piiRe(p1q1)− 2piiRe(p2q2)) ∑
h′∈2Λ
exp(piiτ((q + h′)(q + h′)
tr
, Z))
= ∑
q:(OC/2OC )2
exp(−2piiRe(p1q1)− 2piiRe(p2q2))Θq,0(Z, 1, 2Λ)
= ∑
q:(OC/2OC )2
exp(−2piiRe(p1q1)− 2piiRe(p2q2))ϑq(Z)
= ∑
q:(OC/2OC )2
exp(−2piiτ(p, q))ϑq(Z)
und es folgt die Behauptung. 
Mit der Darstellung aus 4.25 können wir das Verhalten der Theta-Konstanten unter der Ab-
bildung Z 7→ −(−Z−1 + T)−1 für ein hermitesches T ∈ 2O2×C beschreiben.
Satz 4.26 Sei p ∈ O2C , dann gilt
ϑp(−(−Z−1 + T)−1) = det(−Z−1 + T)4det(Z)4ϑp(Z). 
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Beweis
Nach (4.25) gilt zunächst
ϑp(−(−Z−1 + T)−1)
= 2−8det(−Z−1 + T)4 ∑
q:(OC/2OC )2
exp(−2piiτ(p, q))ϑq(−Z−1 + T).
Da mit Z auch −Z−1 inH(2, C) liegt, ist (4.22)(a) anwendbar und wir folgern
ϑp(−(−Z−1 + T)−1)
= 2−8det(−Z−1 + T)4 ∑
q:(OC/2OC )2
exp(−2piiτ(p, q))ϑq(−Z−1).
Nochmaliges Anwenden von (4.25) liefert
ϑp(−(−Z−1 + T)−1)
= 2−82−8det(−Z−1 + T)4det(Z)4 ∑
q:(OC/2OC )2
exp(−2piiτ(p, q)) ∑
u:(OC/2OC )2
exp(−2piiτ(q, u))ϑu(Z).
Wegen
ϑp(Z)
= ϑp(−(−Z−1)−1)
= 2−82−8 det(−Z−1)4det(Z)4︸ ︷︷ ︸
=1
∑
q:(OC/2OC )2
exp(−2piiτ(p, q)) ∑
u:(OC/2OC )2
exp(−2piiτ(q, u))ϑu(Z),
schließen wir dann
ϑp(−(−Z−1 + T)−1) = det(−Z−1 + T)4det(Z)4ϑp(Z). 
Wir wollen nun untersuchen, wie sich die Theta-Konstanten unter der transponierten Abbil-
dung verhalten. Dazu wollen wir uns die Fourier-Entwicklung der Theta-Konstanten genauer
anschauen und umschreiben.
Satz 4.27 Sei ϑp die Theta-Konstante zur Charakteristik p ∈ O2C gegeben durch
ϑp(Z) = ∑
h∈p+2O2C
exp(pii(N(h1)z1 + N(h2)z2 + 2Re(h1zh2)))
für Z ∈ H(2, C). Dann gilt
ϑp(Z) = ∑
n,m∈N0, t∈OC , nm−N(t)=0
n≡N(p1) mod 2,
m≡N(p2) mod 2
t≡p1 p2 mod 2OC
αp(T)exp(piiτ(Z, T)),
mit T =
( n t
t m
)
und αp(T) = #{h ∈ p + 2O2C : hh
tr
= T}. 
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Beweis
Wir berechnen zunächst den Ausdruck τ(Z, T). Hier gilt
τ(ZT) = 12 Spur(ZT + TZ
tr
)
= 12 Spur
((
z1 z
z z2
)(
n t
t m
)
+
(
n t
t m
)(
z1 z
z z2
))
= 12 Spur
((
z1n + zt z1t + zm
zn + z2t zt + z2m
)
+
(
nz1 + tz nz + tz2
tz1 + mz tz + mz2
))
= 12
(
2z1n + 2z2m + 2Re(tz) + 2Re(tz)
)
= z1n + z2m + 2Re(tz).
Erfüllt nun h ∈ p + 2O2C die Gleichung
hh
tr
= T ⇔
(
h1
h2
)(
h1 h2
)
=
(
n t
t m
)
⇔
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n t
t m
)
,
so gilt
exp(pii(N(h1)z1 + N(h2)z2 + 2Re(h1zh2)))
= exp(pii(N(h1)z1 + N(h2)z2 + 2Re((h2h1)z)))
= exp(pii(N(h1)z1 + N(h2)z2 + 2Re((h1h2)z)))
= exp(pii(nz1 + mz2 + 2Re(tz)))
= exp(piiτ(Z, T)).
Beachten wir nun noch, dass verschiedene h ∈ p + 2O2C die Gleichung hh
tr
= T erfüllen kön-
nen, so muss der Term exp(piiτ(Z, T)) also genau so oft aufsummiert werden, wie es Elemen-
te h ∈ p + 2O2C mit hh
tr
= T gibt. Daher ergibt sich als Fourier-Koeffizient (in Abhängigkeit
von p und T)
αp(T) = #{h ∈ p + 2O2C , hh
tr
= T}.
Für die Theta-Konstanten erhalten wir somit
ϑp(Z) = ∑
h∈p+2O2C
exp(pii(N(h1)z1 + N(h2)z2 + 2Re(h1zh2)))
= ∑
n,m∈Z, t∈OC
αp(T)exp(piiτ(ZT)).
In einigen Fällen können wir bereits leicht sehen, dass αp(T) = 0 gilt. Diese wollen wir im Fol-
genden näher betrachten und dann bei der Summation ausschließen. Zum einen gilt wegen
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n = N(h1), m = N(h2) und t = h1h2 bereits
nm− N(t) = N(h1)N(h2)− N(h1h2) = N(h1)N(h2)− N(h1) N(h2)︸ ︷︷ ︸
=N(h2)
= 0
und natürlich n = N(h1) ≥ 0 sowie m = N(h2) ≥ 0. Da h ∈ p + 2O2C liegt, existieren
x1, x2 ∈ OC mit h1 = p1 + 2x1 und h2 = p2 + 2x2. Damit folgt
n = N(h1) = N(p1 + 2x1) = N(p1) + N(2x1) + 2Re(p1(2x1))
= N(p1) + 4N(x1)︸ ︷︷ ︸
∈2Z
+2 Re(p1(2x1))︸ ︷︷ ︸
∈Z
≡ N(p1) mod 2Z
und analog
m = N(h2) = N(p2 + 2x2) = N(p2) + N(2x2) + 2Re(p2(2x2))
= N(p2) + 4N(x2)︸ ︷︷ ︸
∈2Z
+2 Re(p2(2x2))︸ ︷︷ ︸
∈Z
≡ N(p2) mod 2Z.
Wegen t = h1h2 gilt zudem
t = h1h2 = (p1 + 2x1)(p2 + 2x2) = (p1 + 2x1)(p2 + 2x2)
= p1 p2 + 2p1x2︸ ︷︷ ︸
∈2OC
+ 2x1 p2︸ ︷︷ ︸
∈2OC
+ 4x1x2︸ ︷︷ ︸
∈2OC
≡ p1 p2 mod 2OC .
Damit folgt insgesamt, wenn wir die Werte von n, m und t ausschließen, für die αp(T) sowieso
Null ist, die folgende Reihendarstellung
ϑp(Z) = ∑
n,m∈N0, t∈OC , nm−N(t)=0
n≡N(p1) mod 2,
m≡N(p2) mod 2
t≡p1 p2 mod 2OC
αp(T)exp(piiτ(Z, T)).

Mit Hilfe der neuen Reihendarstellung der Theta-Konstanten wollen wir nun das Verhalten
der Theta-Konstanten unter der transponierten Abbildung bestimmen. Dazu betrachten wir
als erstes die Theta-Konstante zur Charakteristik p =
(
0
0
)
.
Satz 4.28 Für die Theta-Konstante zur Charakteristik p =
(
0
0
)
gilt
ϑp(Ztr) = ϑp(Z). 
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Beweis
Nach 4.27 besitzt die Theta-Konstante zur Charakteristik p =
(
0
0
)
die folgende Fourier-
Entwicklung
ϑ( 0
0
)(Z) = ∑
n,m∈N0, t∈OC , nm−N(t)=0,
n≡0, m≡0 mod 2,
t≡0 mod 2OC
α( 0
0
)(T) · exp(piiτ(Z, T))
mit
α( 0
0
)(T) = #{h ∈ ( 00 )+ 2O2C ; hhtr = T}
= #{h ∈ 2O2C ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n t
t m
)
}.
Nun liegen sowohl h1 als auch h2 in 2OC , sodass die Norm von h1 und die Norm von h2 immer
durch 4 teilbar ist und ebenso h1h2 sogar kongruent zu 0 modulo 4OC ist. Dementsprechend
müssen wir in der Fourier-Entwicklung nur über alle n, m ∈ N0 mir n, m ≡ 0 modulo 4 und
t ≡ 0 modulo 4OC zu summieren, da αp(T) sonst sowieso verschwindet. Damit ergibt sich
ϑ( 0
0
)(Z) = ∑
n,m∈N0, t∈OC , nm−N(t)=0,
n≡0, m≡0 mod 4,
t≡0 mod 4OC
α( 0
0
)(T) · exp(piiτ(Z, T)).
Für die Theta-Konstante unter der transponierten Abbildung erhalten wir dann
ϑ( 0
0
)(Ztr) = ∑
n,m∈N0, t∈OC , nm−N(t)=0,
n≡0, m≡0 mod 4,
t≡0 mod 4OC
α( 0
0
)(T) · exp(piiτ(Ztr, T)).
Nun gilt weiter
τ(Ztr, T) = 12 Spur
(
ZtrTtr + TZ
)
= 12 Spur
((
z1 z
z z2
)(
n t
t m
)
+
(
n t
t m
)(
z1 z
z z2
))
= 12 Spur
((
z1n + zt z1t + zm
zn + z2t zt + z2m
)
+
(
z1n + tz nz + tz2
tz1 + mz tz + mz2
))
= 12
2z1n + zt + tz︸ ︷︷ ︸
2Re(tz)
+2z2m + zt + tz︸ ︷︷ ︸
2Re(zt)=2Re(tz)

= z1n + z2m + 2Re(tz)
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sowie
τ(Z, Ttr) = 12 Spur
(
ZT + TtrZtr
)
= 12 Spur
((
z1 z
z z2
)(
n t
t m
)
+
(
n t
t m
)(
z1 z
z z2
))
= 12 Spur
((
z1n + zt z1t + zm
zn + z2t zt + z2m
)
+
(
z1n + tz nz + tz2
tz1 + mz tz + mz2
))
= 12
2z1n + zt + tz︸ ︷︷ ︸
2Re(zt)=2Re(tz)
+2z2m + tz + zt︸ ︷︷ ︸
2Re(tz)

= z1n + z2m + 2Re(tz),
also τ(Ztr, T) = τ(Z, Ttr). Damit folgt
ϑ( 0
0
)(Ztr) = ∑
n,m∈N0, t∈OC , nm−N(t)=0,
n≡0, m≡0 mod 4,
t≡0 mod 4OC
α( 0
0
)(T) · exp(piiτ(Z, Ttr)).
Setzen wir s = t und S = ( n ss m ), so liefert eine Änderung der Summation
ϑ( 0
0
)(Ztr) = ∑
n,m∈N0, s∈OC , nm−N(s)=0,
n≡0, m≡0 mod 4,
s≡0 mod 4OC
α( 0
0
)(Str) · exp(piiτ(Z, S)),
wenn wir beachten, dass mit t ∈ 4OC auch t = s ∈ 4OC sowie N(t) = N(s) gilt. Schauen wir
uns nun die Fourier-Koeffizienten α( 0
0
)(Str) genauer an. Mit h = 2h′ berechnen wir
α( 0
0
)(Str) = #
{
h ∈ 2O2C ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n s
s m
)}
= #
{
h′ ∈ O2C ;
(
4N(h′1) 4h
′
1h
′
2
4h′2h′1 4N(h
′
2)
)
=
(
n s
s m
)}
= #
{
h′ ∈ O2C ;
(
N(h′1) h
′
1h
′
2
h′2h′1 N(h
′
2)
)
= 14
(
n s
s m
)}
.
Wegen n, m ≡ 0 modulo 4 und s, s ∈ 4OC liegt 14 Str in Mat(2,OC). Die Bestimmung von
α( 0
0
)(Str) lässt sich also darauf zurückführen, alle Linksteiler von s4 von Norm n4 zu bestim-
men, da h′2 ∈ OC durch h′2 = h′−11 s4 ∈ OC mit N(h′2) = m4 eindeutig bestimmt ist (dabei
beachten wir, dass im Fall s = 0 die Matrix S schon die Nullmatrix ist und im Fall s 6= 0 die
Ausdrücke für h′1 und h
′
2 nicht Null sein können). Es folgt
α( 0
0
)(Str) = #{h′1 ∈ OC ; N(h′1) = n4 , h′1 |l s4}
= 240σ3(d)
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mit d = ggT( n4 ,
m
4 ,
s
4 ), wenn wir den Algorithmus zur Bestimmung der Rechts- und Linkstei-
ler aus [CS03, S.111-114] verwenden. Mit einer analogen Rechnung können wir zeigen, dass
α( 0
0
)(S) = 240σ3(d′) mit d′ = ggT( n4 , m4 , s4 )
gilt. Da die Änderung der Vorzeichen beim Konjugieren aber nichts an der Aussage der Teil-
barkeit (durch eine natürliche Zahl) verändert, gilt d = d′ und damit
α( 0
0
)(Str) = α( 0
0
)(S).
Setzen wir dies nun in die Fourier-Entwicklung ein, so folgt
ϑ( 0
0
)(Ztr) = ∑
n,m∈N0, s∈OC , nm−N(s)=0,
n≡0, m≡0 mod 4,
s≡0 mod 4OC
α( 0
0
)(Str) · exp(piiτ(Z, S))
= ∑
n,m∈N0, s∈OC , nm−N(s)=0,
n≡0, m≡0 mod 4,
s≡0 mod 4OC
α( 0
0
)(S) · exp(piiτ(Z, S))
= ϑ( 0
0
)(Z),
also die Behauptung. 
Nun wollen wir das Verhalten von Theta-Konstanten unter der transponierten Abbildung
bestimmen wenn für die Charakteristik p =
( p1
p2
)
entweder p1 ≡ ε mod 2OC oder p2 ≡ ε mod
2OC für eine Einheit ε ∈ O×C gilt.
Satz 4.29 Sei p =
( p1
p2
) ∈ O2C mit p1 ≡ ε mod 2OC oder p2 ≡ ε mod 2OC für eine Einheit ε ∈ O×C .
Dann gilt
ϑp(Ztr) = ϑ(ep)ε−1(Z) = ϑe(pε−1)(Z) = ϑepε−1(Z). 
Beweis
Sei zunächst p ∈ O2C mit p1 ≡ ε mod 2OC für ein ε ∈ O×C . Nach 4.27 gilt dann
ϑ( εp2 )
(Ztr) = ∑
n,m∈N0, t∈OC , nm−N(t)=0,
n≡1 mod 2, m≡N(p2) mod 2,
t≡εp2 mod 2OC
α( εp2 )
(T) · exp(pii τ(Ztr, T)).
Mit derselben Rechnung wie im Beweis zu 4.28 folgt dann
ϑ( εp2 )
(Ztr) = ∑
n,m∈N0, t∈OC , nm−N(t)=0,
n≡1 mod 2, m≡N(p2) mod 2,
t≡εp2 mod 2OC
α( εp2 )
(T) · exp(pii τ(Z, Ttr))
= ∑
n,m∈N0, s∈OC , nm−N(s)=0,
n≡1 mod 2, m≡N(p2) mod 2,
s≡p2ε mod 2OC
α( εp2 )
(Str) · exp(pii τ(Z, S)),
138
wenn wir s = t und S = ( n ss m ) setzen. Wir berechnen nun im Folgenden die Fourier-Koeffizienten
αp(Str) und α(εp)ε−1(S) und zeigen, dass diese übereinstimmen. Für αp(Str) gilt
α( εp2 )
(Str) = #
{
h ∈
(
ε
p2
)
+ 2O2C ; hh
tr
= Str
}
= #
{
h1 ∈ ε+ 2OC , h2 ∈ p2 + 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n s
s m
)}
.
Ist nun h1 ein Linksteiler von s 6= 0 mit N(h1) = n und h1 ≡ ε mod 2OC , so erfüllt h2 definiert
durch h2 := sh1
−1 ∈ OC (das ist äquivalent zu h2 = h−11 s), dass h2 ein Rechtsteiler von s
von Norm m ist und zudem ist, wegen 1.32 und weil nur über alle s ≡ p2ε summiert wird,
folgende Kongruenzbedingung erfüllt
εp2 ≡ s = h1h2 ≡ εh2
⇔ ε(p2 − h2) ≡ 0
⇔ p2 − h2 ≡ 0
⇔ h2 ≡ p2
⇔ h2 ≡ p2 mod 2OC .
Somit gilt
α( εp2 )
(Str) = #{h1 ∈ ε+ 2OC ; N(h1) = n, h1 |l s}.
Nutzen wir nun noch den veränderten Algorithmus aus 1.34 beziehungsweise 1.35 und be-
achten, dass n wegen n ≡ 1 mod 2 immer ungerade ist, so ergibt sich
α( εp2 )
(Str) = 2σ3(d) mit d = ggT(n, m, s).
Schauen wir uns nun die Fourier-Koeffizienten α(εp)ε−1(S) an
α(εp)ε−1(S) = α(ε
(
ε
p2
)
)ε
(S)
= α( ε
(εp2)ε
)
)
(S)
= #
{
h ∈
(
ε
(εp2)ε
)
+ 2O2C ; hh
tr
= S
}
= #
{
h1 ∈ ε+ 2OC , h2 ∈ (εp2)ε+ 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n s
s m
)}
.
Ist nun h1 ein Linksteiler von s 6= 0 mit Norm n und h1 ≡ ε mod 2OC , so erfüllt h2 definiert
durch h2 := sh1
−1 ∈ OC (das ist äquivalent zu h2 = h−11 s), dass h2 ein Rechtsteiler von s mit
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Norm m ist und zudem, wegen 1.32 und weil nur über alle s ≡ p2ε summiert wird, folgende
Kongruenzbedingung erfüllt
ε(ε(p2ε)) = (εε)(p2ε) = p2ε ≡ s = h1h2 ≡ εh2
⇔ ε(ε(p2ε)− h2) ≡ 0
⇔ ε(p2ε)− h2 ≡ 0
⇔ ε(p2ε) ≡ h2
⇔ h2 ≡ (εp2)ε mod 2OC .
Somit gilt
α( ε
(εp2)ε
)(S) = #{h1 ∈ ε+ 2OC ; N(h1) = n, h1 |l s}.
Nutzen wir nun noch den veränderten Algorithmus aus 1.34 beziehungsweise 1.35 und be-
achten, dass n wegen n ≡ 1 mod 2 immer ungerade ist, so ergibt sich
α( ε
(εp2)ε
)(S) = 2σ3(d′) mit d′ = ggT(n, m, s).
Da die Vorzeichenänderung beim Konjugieren aber nichts an der Teilbarkeit (durch eine na-
türliche Zahl) ändert, gilt weiter d = d′ und somit folgt
αp(Str) = α(εp)ε−1(S).
Setzen wir dies nun in die Fourier-Entwicklung ein, so gilt
ϑ( εp2 )
(Ztr) = ∑
n,m∈N0, s∈OC , nm−N(s)=0,
n≡1 mod 2, m≡N(p2) mod 2,
s≡p2ε mod 2OC
α( εp2 )
(Str) · exp(pii τ(Z, S))
= ∑
n,m∈N0, s∈OC , nm−N(s)=0,
n≡1 mod 2, m≡N(p2) mod 2,
s≡p2ε mod 2OC
α(
ε( εp2 )
)
ε−1
(S) · exp(pii τ(Z, S))
= ∑
n,m∈N0, s∈OC , nm−N(s)=0,
n≡1 mod 2, m≡N((εp2)ε−1) mod 2,
s≡ε(ε(p2ε)) mod 2OC
α(
ε( εp2 )
)
ε−1
(S) · exp(pii τ(Z, S))
= ϑ(
ε( εp2 )
)
ε−1
(Z).
Wegen 1.7 gilt
ε(p2 ε) = (εp2)ε = εp2 ε
und somit ist die Behauptung im Fall p1 ≡ ε gezeigt. Im Fall p2 ≡ ε führt eine analoge Rech-
nung ebenfalls zu der gewünschten Behauptung, sodass die Aussage insgesamt bewiesen
ist. 
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Es bleibt nun noch das Verhalten der Theta-Konstanten der Charakteristik p zu bestimmen
für die gilt p1 ≡ η1, p2 ≡ η2 mit N(η1) = N(η2) = 2 beziehungsweise p1 ≡ η1, p2 ≡ 0
und p1 ≡ 0, p2 ≡ η2. Aus dem Verhalten der quaternionischen Theta-Konstanten (vergleiche
[Kr10, S.4]) könnten wir vermuten, dass wir unter der transponierten Abbildung Z 7→ Ztr
Theta-Konstanten zur Charakteristik p oder η1 pη−11 beziehungsweise η2 pη
−1
2 erhalten. Dies
ist leider nicht der Fall, wie folgendes Gegenbeispiel zeigt.
Gegenbeispiel 4.30 Betrachten wir die folgenden Theta-Konstante
ϑ( η
0
)(Ztr) für η ∈ OC , N(η) = 2.
Wir wollen nun zeigen, dass
ϑ( η
0
)(Ztr) 6= ϑ( η
0
)(Z) = ϑ
η
(
η
0
)
η−1
(Z)
gilt. Dazu nutzen wir die Fourier-Darstellung aus 4.27. Nach dieser gilt
ϑ( η
0
)(Ztr) = ∑
n,m∈N0, t∈OC , nm−N(t)=0
n≡2 mod 2, m≡0 mod 2,
t≡0 mod 2OC
α( η
0
)(T)exp(pii τ(Ztr, T))
= ∑
n,m∈N0, t∈OC , nm−N(t)=0
n≡0 mod 2, m≡0 mod 4,
t≡0 mod 2OC
α( η
0
)(T)exp(pii τ(Z, Ttr))
= ∑
n,m∈N0, s∈OC , nm−N(s)=0
n≡0 mod 2, m≡0 mod 4,
s≡0 mod 2OC
α( η
0
)(Str)exp(pii τ(Z, S)),
wenn wir beachten, dass wegen
α( η
0
)(T) = #{h ∈ ( η0 )+ 2O2C ; hhtr = T}
= #
{
h1 ∈ η + 2OC , h2 ∈ 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n t
t m
)}
und N(h2) = N(2h′2) = 4N(h′2) ∈ 4Z bereits m durch 4 teilbar sein muss. Schauen wir uns
nun α( η
0
)(Str) genauer an. Wie in obiger Rechnung gilt
α( η
0
)(Str) = #
{
h1 ∈ η + 2OC , h2 ∈ 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n s
s m
)}
= #
{
h1 ∈ η + 2OC , h2 ∈ 2OC ;
(
N(h1)
2 h1
1
2 h2
1
2 h2h1
N(h2)
2
)
=
(
n
2
1
2 s
1
2 s
m
2
)}
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= #
{
h1 ∈ η + 2OC , h′2 ∈ OC ;
(
N(h1)
2 h1h
′
2
h′2h1 2N(h′2)
)
=
(
n
2
1
2 s
1
2 s
m
2
)}
= #
{
h1 ∈ η + 2OC , h′2 ∈ OC ; N(h1) = n, h1h′2 = 12 s, N(h′2) = 14 m
}
.
Ist s 6= 0, so definieren wir h′2 := 12 h−11 s ∈ OC . Dann hat h′2 Norm m4 und ist ein Rechtsteiler
von 12 s mit h2 = 2h
′
2 ≡ 0 mod 2OC . Demnach gilt
α( η
0
)(Str) = #{h1 ∈ η + 2OC ; N(h1) = n, h1 |l 12 s},
wobei wir stets beachten, dass 12 s ∈ OC gilt, da nur über alle s ∈ 2OC summiert wird.
Betrachten wir nun die Fourier-Entwicklung von ϑp(Z) mit p =
(
η
0
)
. Hier ergibt sich mit
einer analogen Rechnung
ϑ( η
0
)(Z) = ∑
n,m∈N0, t∈OC , nm−N(t)=0
n≡0 mod 2, m≡0 mod 4,
t≡0 mod 2OC
α( η
0
)(T)exp(pii τ(Z, T))
mit
α( η
0
)(T) = #{h1 ∈ η + 2OC ; N(h1) = n, h1 |l t2}.
Damit würden die beiden Theta-Konstanten genau dann übereinstimmen, wenn die Anzahl
der Linksteiler von Norm n von t2 , t ∈ 2OC , kongruent zu η mod 2OC mit der Anzahl der
Linksteiler von Norm n von t2 kongruent zu η mod 2OC übereinstimmen würden. Dies ist
aber nicht der Fall. Betrachten wir zum Beispiel
t = 3+ 2i1 + i2 + i3 + i5 ∈ 2OC und η = 1+ 12 i1 + 12 i2 − 12 i3 + 12 i4, N(η) = 2.
Wir berechnen mit Hilfe von SAGE, dass genau 16 Linksteiler von t2 kongruent zu η mod
2OC sind, aber kein einziger Linksteiler von t2 kongruent zu η mod 2OC ist. Daher können
die entsprechenden Fourier-Koeffizienten nicht übereinstimmen und damit auch nicht die
Theta-Konstanten. 
Aus dem Gegenbeispiel können wir aber folgende Darstellung für Theta-Konstanten zur Cha-
rakteristik p =
( p1
0
)
beziehungsweise
( 0
p2
)
für p1 ≡ η1 mod 2OC beziehungsweise p2 ≡ η2
mod 2OC , mit η1, η2 ∈ OC , N(η1) = N(η2) = 2, gewinnen.
Korollar 4.31 Es gilt
ϑ( p1
0
)(Ztr) = ∑
n,m∈N0, t∈OC , nm−N(t)=0
n≡0 mod 2, m≡0 mod 4,
t≡0 mod 2OC
α( p1
0
)(Ttr)exp(pii τ(Z, T))
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mit
α( p1
0
)(Ttr) = #{h1 ∈ η1 + 2OC ; N(h1) = n, h1 |l t2}
falls p1 ≡ η1 mod 2OC für ein η1 ∈ OC , N(η1) = 2. Ebenso erhalten wir
ϑ( 0
p2
)(Ztr) = ∑
n,m∈N0, t∈OC , nm−N(t)=0
n≡0 mod 4, m≡0 mod 2,
t≡0 mod 2OC
α( 0
η2
)(Ttr)exp(pii τ(Z, T))
mit
α( 0
η2
)(Ttr) = #{h2 ∈ η2 + 2OC ; N(h2) = m, h2 |l t2}
falls p2 ≡ η2 mod 2OC für ein η2 ∈ OC , N(η2) = 2. 
Zum Abschluss dieses Unterkapitels wollen wir nun noch beweisen, dass für alle Theta-
Konstanten der Charakteristik p mit N(p1) = 2, p2 = 0 beziehungsweise p1 = 0, N(p2) = 2
beziehungsweise N(p1) = N(p2) = 2 kein q ∈ O2C existiert mit
ϑp(Ztr) = ϑq(Z) für alle Z ∈ H(2, C).
Dazu zeigen wir zunächst, dass es genügt die Theta-Konstanten der Charakteristik p ∈ O2C
mit p2 = 0 und
p1 ∈
{
1+ i1, 12 (2+ i1 + i2 + i3 + i4),
1
2 (2+ i1 + i2 + i3 − i4),
1
2 (2+ i1 + i2 + i5 + i7),
1
2 (2+ i1 + i2 + i5 − i7),
1
2 (2+ i1 + i3 + i5 + i6),
1
2 (2+ i1 + i3 + i5 − i6),
1
2 (1+ 2i1 + i2 + i3 + i5),
1
2 (1+ 2i1 − i2 − i3 − i5)
}
:= N
zu betrachten. Warum gerade diese 9 Elemente von Norm 2 gewählt werden, liegt an der
folgenden Eigenschaft (vergleiche [Re93, S.282 f.]).
Lemma 4.32 Seien die Elemente aus der Menge N mit q1 bis q9 bezeichnet. Dann gilt
O2 = {a ∈ OC ; N(a) = 2} =
.⋃
i∈{1,··· ,9}
qi O×C =
.⋃
i∈{1,··· ,9}
O×C qi.

Im nächsten Schritt zeigen wir, dass für alle U aus 4.23 ein überOC invertierbares U∗ existiert
mit Ztr[U] = (Z[U∗])tr für alle Z aus dem Cayley Halbraum vom Grad 2.
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Lemma 4.33 Seien Z ∈ H(2, C) und
U ∈
{(
0 ±1
±1 0
)
,
(
±1 0
0 ±1
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
, u ∈ OC ,(
ε 0
0 ε
)
, ε ∈ O×C ,
(
n t
t m
)
, n, m ∈N, t ∈ OC , nm− N(t) = ±1
}
,
dann liegt U ebenfalls in obiger Menge und erfüllt
Ztr[U] = (Z[U])tr. 
Beweis
Wie wir leicht sehen, liegt U für obige Matrizen U wieder in der gewünschten Menge. Somit
genügt zu zeigen, dass Ztr[U] = (Z[U])tr für all diese Matrizen erfüllt ist. Sei zunächst U =
± ( 0 11 0 ). Dann gilt
Ztr[U] =
(
z2 z
z z1
)
=
(
z2 z
z z1
)tr
= (Z[U])tr = (Z[U])tr.
Für U = ± ( 0 −11 0 ) berechnen wir analog
Ztr[U] =
(
z2 −z
−z z1
)
=
(
z2 −z
−z z1
)tr
= (Z[U])tr = (Z[U])tr.
Im Fall U = ±E2 folgt direkt Ztr[U] = Ztr = (Z[U])tr = (Z[U])tr. Ebenso einfach rechnen wir
für U = ± ( 1 00 −1 ) folgende Identität nach
Ztr[U] =
(
z1 −z
−z z2
)
=
(
z1 −z
−z z2
)tr
= (Z[U])tr = (Z[U])tr.
Hat U die Gestalt ± ( 1 u0 1 ) für eine ganze Cayley Zahl u, so folgt
Ztr[U] =
(
z1 z1u + z
uz1 + z N(u)z1 + 2Re(uz) + z2
)
=
(
z1 z1u + z
uz1 + z N(u)z1 + 2Re(uz) + z2
)tr
= (Z[U])tr.
Analog berechnen wir für U = ± ( −1 u0 1 )
Ztr[U] =
(
z1 −z1u− z
−uz1 − z N(u)z1 + 2Re(uz) + z2
)
=
(
z1 −z1u− z
−uz1 − z N(u)z1 + 2Re(uz) + z2
)tr
= (Z[U])tr.
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Für U = ± ( 1 0u 1 ) folgt entsprechend
Ztr[U] =
(
z1 + 2Re(uz) + N(u)z2 z2u + z
uz2 + z z2
)
=
(
z1 + 2Re(uz) + N(u)z2 z2u + z
uz2 + z z2
)tr
= (Z[U])tr
und für U = ± ( −1 0u 1 ) erhalten wir
Ztr[U] =
(
z1 − 2Re(uz) + N(u)z2 z2u− z
uz2 − z z2
)
=
(
z1 − 2Re(uz) + N(u)z2 z2u− z
uz2 − z z2
)tr
= (Z[U])tr.
Ist U von der Form
(
ε 0
0 ε
)
für eine Einheit ε ∈ O×C , so berechnen wir
Ztr[U] =
(
z1 ε z ε
εzε z2
)
=
(
z1 εzε
ε z ε z2
)tr
= (Z[U])tr.
Zum Schluss sei U =
( n t
t m
)
gegeben, dann folgt
Ztr[U] =
(
z1n2 + 2nRe(tz) + N(t)z2 nz1t + tzt + nmz + mtz2
ntz1 + nmz + t z t + mz2t N(t)z1 + 2mRe(zt) + m2z2
)
=
(
z1n2 + 2nRe(tz) + N(t)z2 ntz1 + nmz + t z t + mz2t
nz1t + tzt + nmz + mtz2 N(t)z1 + 2mRe(zt) + m2z2
)tr
= (Z[U])tr.

Mit Hilfe des Lemmas 4.33 können wir nun zeigen, dass es für die verbliebenen Theta-Konstanten
genügt das Transformationsverhalten der von jenen zur Charakteristik p =
( qi
0
)
, 1 ≤ i ≤ 9,
zu untersuchen.
Lemma 4.34 Sei p ∈ O2C von der Form(
p1
0
)
,
(
0
p2
)
oder
(
p1
p2
)
,
wobei N(p1) = N(p2) = 2 gelte. Dann existieren
U1, · · · , Un ∈
{(
0 ±1
±1 0
)
,
(
±1 0
0 ±1
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
, u ∈ OC ,(
ε 0
0 ε
)
, ε ∈ O×C ,
(
n t
t m
)
, n, m ∈N, t ∈ OC , nm− N(t) = ±1
}
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mit
Un(Un−1(· · ·U2(U1 p) · · · )) =
(
qi
0
)
für ein qi, 1 ≤ i ≤ 9,
oder
Un(Un−1(· · ·U2(U1 p) · · · )) =
(
qi
ε
)
für ein qi, 1 ≤ i ≤ 9, und ein ε ∈ OC ,
wobei die qi wie in 4.32 definiert seien. 
Beweis
Sei p von der Form
( p1
0
)
mit N(p1) = 2. Nach 4.32 können wir p1 schreiben als p1 = εqi für
ein ε ∈ O×C und ein festes qi, 1 ≤ i ≤ 9. Multiplikation mit U1 =
(
ε 0
0 ε
)
liefert dann
U1 p =
(
ε 0
0 ε
)(
εqi
0
)
=
(
ε(εqi)
0
)
=
(
N(ε)qi
0
)
=
(
qi
0
)
,
sodass in diesem Fall die Behauptung bewiesen ist. Hat nun p die Gestalt
( 0
p2
)
mit N(p2) = 2,
so können wir p2 ebenfalls nach 4.32 von der Form p2 = ε′qj für ein ε′ ∈ O×C und ein festes qj,
1 ≤ j ≤ 9 schreiben. Definieren wir diesmal U1 =
(
ε′ 0
0 ε′
)
, so folgt
U1 p =
(
ε′ 0
0 ε′
)(
0
ε′qj
)
=
(
0
ε′(ε′qj)
)
=
(
0
N(ε′)qj
)
=
(
0
qj
)
.
Eine weitere Multiplikation mit U2 =
(
0 1
1 0
)
liefert dann
U2(U1 p) =
(
0 1
1 0
)(
0
qj
)
=
(
qj
0
)
,
sodass auch in diesem Fall die Behauptung bewiesen ist. Im letzten Fall habe p schließlich die
Form p =
( p1
p2
)
mit N(p1) = N(p2) = 2. Schreiben wir wieder p1 = εqi und p2 = ε′qj und
multiplizieren p mit U1 =
(
ε 0
0 ε
)
, so erhalten wir
U1 p =
(
ε 0
0 ε
)(
εqi
ε′qj
)
=
(
ε(εqi)
ε(ε′qj)
)
=
(
qi
ε(ε′qj)
)
.
Nun hat ε(ε′qj) auch Norm 2, sodass wir wieder nach 4.32 eine Einheit δ ∈ O×C und ein qk,
1 ≤ k ≤ 9, finden mit ε(ε′qj) = δqk. Multiplizieren wir nun U1 p mit U2 =
( 1 0
−δ 1
)
, so berechnen
wir
U2(U1 p) =
(
1 0
−δ 1
)(
qi
δqk
)
=
(
qi
−δqi + δqk
)
=
(
qi
δ(qk − qi)
)
.
Nun unterscheiden wir zwei Fälle. Gilt bereits i = k, so sind wir fertig. Im anderen Fall (i 6= k)
können wir leicht mit SAGE nachrechnen, dass qk − qi eine Einheit ist. Demnach existiert ein
δ′ ∈ O×C mit qk − qi = δ′. Dann folgt aber
U2(U1 p) =
(
qi
δδ′
)
mit δδ′ ∈ O×C ,
sodass auch in diesem Fall die Behauptung gezeigt ist. 
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Aus 4.34 schließen wir nun, dass nur noch das Verhalten der Theta-Konstanten zur Charak-
teristik p =
( qi
0
)
, 1 ≤ i ≤ 9, untersucht werden muss.
Proposition 4.35 Sei p ∈ O2C beliebig. Um das Verhalten der Theta-Konstanten unter der Abbil-
dung Z 7→ Ztr vollständig zu beschreiben, genügt es nach dem bisher Gezeigten, nur noch die Theta-
Konstanten zur Charakteristik p =
( qi
0
)
, 1 ≤ i ≤ 9, zu untersuchen. 
Beweis
In 4.28 und 4.29 haben wir bereits das Verhalten der Theta-Konstanten zur Charakteristik p =(
0
0
)
und p =
( p1
p2
)
mit p1 ≡ ε modulo 2OC oder p2 ≡ ε modulo 2OC , ε ∈ O×C , bestimmt. Da
es weiter nach 4.22(b) genügt nur solche p zu betrachten, deren Komponenten Norm kleiner
gleich 2 haben, bleiben nur noch die Theta-Konstanten der Charakteristik p mit
p =
(
p1
0
)
, p =
(
0
p2
)
, p =
(
p1
p2
)
, N(p1) = N(p2) = 2,
übrig. Nach dem Beweis zu 4.34 existieren aber geeignete Matrizen U1, U2, sodass U2(U1 p) =( qi
0
)
oder U2(U1 p) = ( qiε ) gilt. Mit Hilfe von 4.23 und 4.33 folgt dann aber im zweiten Fall
ϑp(Ztr) = ϑU−11 (U−12 ( qiε ))
(Ztr) 4.23= ϑ( qiε )
((Ztr[U−11 ])[U
−1
2 ])
4.33
= ϑ( qiε )
(((Z[U1
−1
])[U2
−1
])tr)
4.29
= ϑ( εqi ε
ε
)((Z[U1−1])[U2−1])
4.23
= ϑ
U1
−1
(U2
−1( εqi ε
ε
)
)
(Z).
In diesem Fall können wir das Transformationsverhalten der Theta-Konstanten also genau
angeben. Betrachten wir nun den ersten Fall, dass heißt es existieren geeignete U1 und U2 mit
U2(U1 p) =
( qi
0
)
. Hier rechnen wir analog
ϑp(Ztr) = ϑU−11 (U−12
( qi
0
)
)
(Ztr) 4.23= ϑ( qi
0
)((Ztr[U−11 ])[U−12 ])
4.33
= ϑ( qi
0
)(((Z[U1−1])[U2−1])tr).
Würden wir nun das Transformationsverhalten der Theta-Konstanten zur Charakteristik
( qi
0
)
,
1 ≤ i ≤ 9, kennen, so wäre mit dieser Rechnung auch das Transformationsverhalten der rest-
lichen Theta-Konstanten bestimmt. 
Zum Abschluss dieses Kapitels wollen nun noch zeigen, dass für die Theta-Konstanten zur
Charakteristik p =
( qi
0
)
, 1 ≤ i ≤ 9, kein p′ ∈ O2C existiert, sodass die Theta-Konstante
zur Charakteristik p unter dem Transponierten auf die Theta-Konstante zur Charakteristik p′
abgebildet wird.
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Lemma 4.36 Sei p ∈ {( qi0 ) , 1 ≤ i ≤ 9}. Dann existiert kein p′ ∈ O2C mit
ϑp(Ztr) = ϑp′(Z) für alle Z ∈ H(2, C). 
Beweis
Sei p ∈ {( qi0 ) , 1 ≤ i ≤ 9}. Dann ist
ϑp(Ztr) 6= ϑ( 0
0
)(Z),
denn andernfalls wäre
ϑp(Z) = ϑp((Ztr)tr) = ϑ( 0
0
)(Ztr) 4.28= ϑ( 0
0
)(Z),
was offensichtlich zu einem Widerspruch führt. Mit derselben Argumentation können wir
zeigen, dass
ϑp(Ztr) 6= ϑp′(Z) mit p′ =
(
p′1
p′2
)
, p′1 ≡ ε oder p′2 ≡ ε mod 2OC
gilt, denn sonst liefert
ϑp(Z) = ϑp((Ztr)tr) = ϑ( p′1
p′2
)(Ztr) 4.29= ϑ(
εp′1 ε
εp′2 ε
)(Z)
den gewünschten Widerspruch. Somit könnte ein mögliches p′ nach dem gerade Gezeigten
und nach 4.22(b) nur noch von der Form
p′ =
(
p′1
0
)
,
(
0
p′2
)
,
(
p′1
p′2
)
mit N(p′1) = N(p
′
2) = 2
sein. Um zu beweisen, dass auch dies nicht sein kann, schauen wir uns die Fourier-Entwicklung
von ϑp(Ztr) genauer an. Mit Hilfe von 4.27 erhalten wir
ϑ( qi
0
)(Ztr) = ∑
n,m∈N0, s∈2OC , nm−N(s)=0
n≡0 mod 2, m≡0 mod 4
α( qi
0
)(Str) exp(piiτ(Z, S)), S =
(
n s
s m
)
,
mit
α( qi
0
)(Str) = #
{
h1 ∈ qi + 2OC , h2 ∈ 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n s
s m
)}
= Anzahl der Linksteiler von s2 von Norm n kongruent zu qi mod 2OC .
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Nehmen wir nun an, es würde ϑp(Ztr) = ϑp′(Z) für p′ =
(
0
p′2
)
mit N(p′2) = 2 gelten. Für
ϑp′(Z) erhalten wir nach 4.27 die folgende Fourier-Entwicklung
ϑ( 0
p′2
)(Z) = ∑
n,m∈N0, s∈2OC , nm−N(s)=0
n≡0 mod 4, m≡0 mod 2
α( 0
p′2
)(S) exp(piiτ(Z, S)), S =
(
n s
s m
)
,
mit
α( 0
p′2
)(S) = #
{
h1 ∈ 2OC , h2 ∈ p′2 + 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n s
s m
)}
= Anzahl der Linksteiler von s2 von Norm m kongruent zu p
′
2 mod 2OC .
Nun sehen wir leicht, dass sich die Fourier-Koeffizienten der beiden Theta-Konstanten unter-
scheiden. Betrachten wir zum Beispiel die Matrix
S =
(
2 2ε qi
2qiε 4
)
, ε ∈ O×C ,
so berechnen wir für die entsprechenden Fourier-Koeffizienten
α( qi
0
)(Str) = #
{
h1 ∈ qi + 2OC , h2 ∈ 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
2 2qiε
2ε qi 4
)}
= Anzahl der Linksteiler von qiε von Norm 2 kongruent zu qi mod 2OC
≥ 1,
da qi für jedes ε ∈ O×C ein Linksteiler von Norm 2 von qiε = s2 kongruent zu qi modulo 2OC
ist. Andererseits gilt
α( 0
p′2
)(S) = #
{
h1 ∈ 2OC , h2 ∈ p′2 + 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
2 2ε qi
2qiε 4
)}
= Anzahl der Linksteiler von qiε von Norm 4 kongruent zu p′2 mod 2OC
= 0,
da qiε eine ganze Cayley Zahl von Norm 2 ist und somit keinen Linksteiler von Norm 4
besitzen kann. Demnach gilt
ϑp(Ztr) 6= ϑ( 0
p′2
)(Z) für alle p′2 ∈ OC mit N(p′2) = 2.
Als nächstes wollen wir zeigen, dass ϑp unter dem Transponierten auch nicht auf die Theta-
Konstanten zur Charakteristik p′ =
(
p′1
0
)
abgebildet wird. Dazu schauen wir uns deren
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Fourier-Entwicklung an. Hier gilt
ϑ( p′1
0
)(Z) = ∑
n,m∈N0, s∈2OC , nm−N(s)=0
n≡0 mod 2, m≡0 mod 4
α( p′1
0
)(S) exp(piiτ(Z, S)), S =
(
n s
s m
)
,
mit
α( p′1
0
)(S) = #
{
h1 ∈ p′1 + 2OC , h2 ∈ 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n s
s m
)}
= Anzahl der Linksteiler von s2 von Norm n kongruent zu p
′
1 mod 2OC .
Betrachten wir auch hier unsere speziell gewählte Matrix S von oben, so folgt für die Fourier-
Koeffizienten
α( p′1
0
)(S) = #
{
h1 ∈ p′1 + 2OC , h2 ∈ 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
2 2ε qi
2qiε 4
)}
= Anzahl der Linksteiler von ε qi von Norm 2 kongruent zu p′1 mod 2OC .
Nun haben wir ja bereits gesehen, dass αp(S) ≥ 1 gilt für alle ε ∈ O×C . Damit die Fourier-
Koeffizienten gleich sein können, müsste also für jedes solche ε der Term ε qi von links von
p′1, N(p
′
1) = 2, geteilt werden (denn erhalten wir einen Linksteiler von ε qi von Norm 2 der
kongruent zu p′1 modulo 2OC ist, so teilt bereits p′1 den Term ε qi). Dies ist aber - wie wir leicht
mit SAGE nachrechnen können - entweder nur für genau 16 oder genau 112 Einheiten ε der
Fall (und es gibt 240 Einheiten), sodass mindestens ein ε ∈ O×C existiert mit
α( p′1
0
)(S) = 0.
Demnach können auch in diesem Fall die Fourier-Koeffizienten nicht gleich sein und wir
erhalten
ϑp(Ztr) 6= ϑ( p′1
0
)(Z) für alle p′1 ∈ OC mit N(p′1) = 2.
Zum Schluss bleibt nur noch zu prüfen, ob nicht ein p′ =
(
p′1
p′2
)
mit N(p′1) = N(p
′
2) = 2
existiert mit ϑp(Ztr) = ϑp′(Z). Auch in diesem Fall betrachten wir die Fourier-Entwicklung
und berechnen
ϑ( p′1
p′2
)(Z) = ∑
n,m∈N0, s∈OC , nm−N(s)=0
n≡0 mod 2, m≡0 mod 2
α( p′1
p′2
)(S) exp(piiτ(Z, S)), S =
(
n s
s m
)
,
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mit
α( p′1
p′2
)(S) = #
{
h1 ∈ p′1 + 2OC , h2 ∈ p′2 + 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
n s
s m
)}
= Anzahl der Linksteiler von s von Norm n kongruent zu p′1 modulo 2OC ,
bei denen der korrespondierende Rechtsteiler von Norm m kongruent
zu p′2 modulo 2OC ist.
Nun betrachten wir eine andere Matrix S und die dazugehörigen Fourier-Koeffizienten. Sei
also
S =
(
2 p′1 p′2
p′2 p′1 2
)
, p′1, p
′
2 wie oben gewählt.
Dann berechnen sich die Fourier-Koeffizienten der entsprechenden Theta-Konstanten wie
folgt
α( qi
0
)(S) =
{
h1 ∈ qi + 2OC , h2 ∈ 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
2 p′1 p′2
p′2 p′1 2
)}
= 0,
da keine Cayley Zahl h2 ∈ 2OC existiert mit N(h2) = 2 (die Norm von h2 wäre eine durch 4
teilbare natürliche Zahl). Für die Fourier-Koeffizienten αp′(S) von ϑp′(Z) gilt aber
α( p′1
p′2
)(S) =
{
h1 ∈ p′1 + 2OC , h2 ∈ p′2 + 2OC ;
(
N(h1) h1h2
h2h1 N(h2)
)
=
(
2 p′1 p′2
p′2 p′1 2
)}
≥ 1,
da mindestens
(
h1
h2
)
=
(
p′1
p′2
)
die gewünschten Bedingungen erfüllt. Also können auch hier
nicht alle Fourier-Koeffizienten übereinstimmen, sodass folgt
ϑp(Ztr) 6= ϑ( p′1
p′2
)(Z) für alle p′1, p′2 ∈ OC mit N(p′1) = N(p′2) = 2.
Damit ist nun insgesamt die Behauptung bewiesen. 
Wir haben nun gesehen, dass sich einige Theta-Konstanten unter dem Transponierten wie-
der als Theta-Konstanten ausdrücken lassen und einige nicht. Eine offene Frage ist dabei
noch, ob sich diejenigen Theta-Konstanten, die sich unter Z 7→ Ztr nicht wieder als Theta-
Konstante schreiben lassen, sich unter dem Transponierten als Linearkombination mehrerer
Theta-Konstanten schreiben lassen können, das heißt, existieren p1, · · · , pn ∈ O2C und ri ∈ R
mit
ϑ( qi
0
)(Ztr) = n∑
i=1
riϑpi(Z) für alle Z ∈ H(2, C) ?
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4.3 Einschränkung der Theta-Konstanten auf den Quaternionen-Halbraum
Im letzten Unterabschnitt haben wir gesehen, dass sich das Verhalten der Theta-Konstanten
unter der Abbildung Z 7→ Ztr nicht vollständig beschrieben ließ. Aufgrund dessen haben wir
das Verhalten eben dieser Theta-Konstanten untersucht, wenn wir sie auf den quaternioni-
schen Halbraum eingeschränken.
Dazu werden wir zunächst mit einer kurzen Einführung in der Theorie der Quaternionen
beginnen, und anschließend zwei Arten quaternionischer Theta-Reihen sowie quaternioni-
sche Theta-Konstanten beschreiben. Zum Schluss können wir dann beweisen, dass der Vek-
torraum, welcher von allen eingeschränkten oktonionischen Theta-Konstanten aufgespannt
wird, mit dem Vektorraum übereinstimmt, der von den gerade bereits erwähnten quaternio-
nischen Theta-Reihen erster beziehungsweise zweiter Art aufgespannt wird. Dieses Resultat
haben bereits Freitag und Salvati Manni (vergleiche [FS105, Kapitel 21, Proposition 21.4]) ge-
funden, wir werden hier aber einen Beweis angeben, welcher auf einer anderen Beweisidee
basiert. Die Ergebnisse dieses Unterabschnitts, welcher in Zusammenarbeit mit A. Krieg ent-
standen ist, wurden bereits im Paper [KW14] veröffentlicht. Insbesondere geben wir hier - im
Gegensatz zum Paper - einen ausführlichen Beweis der zuletzt genannte Aussage an.
Wie in Kapitel 1 bezeichnen wir die Menge der Quaternionen mit
H := R+Ri +Rj +Rk wobei i2 = j2 = k2 = −1 und ij = k.
Die (Hamiltonschen) Quaternionen bilden einen vierdimensionalen, reellen Schiefkörper (ver-
gleiche [Kr09, IV(1.5),IV(1.6)]). Jedes z ∈H besitzt eine eindeutige Darstellung der Form
z = z0 + z1i + z2 j + z3k mit z0, z1, z2, z3 ∈ R,
dabei nennen wir z0 den Realteil von z. Die Konjugation
τH : H→H, z 7→ z := z0 − z1i− z2 j− z3k
definiert eine Involution aufH und die Normabbildung
NH : H→ R, z 7→ NH(z) := z20 + z21 + z22 + z23
erfüllt NH(ab) = NH(a)NH(b) für alle a, b ∈H. Weiter ist für 0 6= z ∈H das Inverse gegeben
durch
z−1 =
z
NH(z)
.
Wie wir [Kr85, I(1.2)] entnehmen, bildet das Gitter
OH := Z+Zi +Zj +Zω, ω := 12 (1+ i + j + k) ,
eine Maximalordnung von H. Wir nennen OH die Hurwitz-Ordnung. Die Menge der gera-
den Quaternionen
℘ := {z ∈ OH, NH(z) ∈ 2Z}
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bildet nach [Kr10, S.26] ein zweiseitiges Primideal in OH. Es gilt
℘ = (1+ i)OH = OH (1+ i) .
Weiter gilt nach [Hu29, S.36] die folgende Identität
OH/℘ = {℘, 1+ ℘,ω+ ℘,ω+ ℘} ∼= F4.
Damit folgt
Lemma 4.37 Seien a, b ∈ OH, dann gilt
ab ≡ ba mod ℘. 
Beweis
Es ist OH/℘ isomorph zu F4, also insbesondere kommutativ. 
Schlussendlich bilden die EinheitenO×H eine nichtkommutative Gruppe der Ordnung 24. Sie
besteht aus allen Elementen z ∈ OH mit NH(z) = 1. Es gilt
O×H =
{
±1,±i,±j,±j, ±1± i± j± k
2
}
= 〈i, j,ω〉.
Um die Einschränkung der oktonionischen Theta-Konstanten auf den Quaternionen-Halbraum
betrachten zu können, benötigen wir weiterhin die Definition der Theta-Konstanten über den
Quaternionen sowie die Definition des Quaternionen-Halbraums.
Definition 4.38 Der Quaternionen-Halbraum vom Grad 2 ist gegeben durch
H(2,H) = {Z = X + iY ∈ Mat(2,H)⊗R C; Z = Ztr := Xtr + iYtr, Y > 0}.

Definition 4.39 Für a ∈ O2H definieren wir die quaternionischen Theta-Konstanten zur Charakte-
ristik a durch
Θa(Z) := ∑
g∈ 12 a+℘2
exp(piiZ[g]) für Z ∈ H(2,H),

dabei sei Z[g] = gtrZg.
Wie im Unterabschnitt zu oktonionischen Theta-Konstanten gesehen, lassen sich auch für die
quaternionischen Theta-Konstanten leicht einige Eigenschaften herleiten.
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Lemma 4.40 Sei a ∈ O2H, dann gelten die folgenden Eigenschaften
a) Θa+2b(Z) = Θa(Z) für alle b ∈ ℘2,
b) Θa(Z[U]) = ΘUa(Z) für alle U ∈ GL(2,OH),
c) Θa(Z[ρE2]) = Θρaρ(Z) für ρ = 1+i√2 , E2 =
(
1 0
0 1
)
,
d) Θaε(Z) = Θa(Z) für alle ε ∈ O×H. 
Wie das Abbildungsverhalten der quaternionischen Theta-Konstanten unter der Transponier-
ten aussieht, wurde bereits in [Kr10, Corollary 1.5] bestimmt.
Satz 4.41 Sei a =
( α
β
) ∈ O2H, dann gilt
Θa(Ztr) = Θa∗(Z),
wobei
a∗ =

εaε−1, falls α oder β ≡ ε mod 2OH, ε ∈ O×H,
ηaη−1, falls a ∈ ℘2 und α oder β ≡ η mod 2℘, η ∈ ℘, NH(η) = 2,
a, falls a ∈ 2O2H. 
Korollar 4.42 Sei a =
( α
β
) ∈ O2H. Dann gilt
Θa(Ztr) = Θa(Z) falls βα ∈ Z oder falls a 6∈ 2O2H, βα ∈ 2℘. 
Wir wollen als nächstes die Einschränkung oktonionischer Theta-Konstanten betrachten. Da-
zu benötigen wir aber noch zwei Hilfsaussagen.
Korollar 4.43 Sei p = r + e1s ∈ O′ 2C , O′C wie in 1.24. Definieren wir
a := r (1− j) und b := s (1− j) ,
dann gilt
a, b ∈ O2H und a ≡ b mod ℘2. 
Beweis
Seien p =
( p1
p2
)
mit p1 = r1 + e1s1 und p2 = r2 + e1s2 sowie a1 := r1 (1− j), a2 := r2 (1− j),
b1 := s1 (1− j) und b2 := s2 (1− j). Dann genügt es, die Behauptung für a1 und b1 zu zeigen.
Für p1 ∈ OH + e1OH ist die Behauptung klar, da dann bereits a1 und b1 selbst in ℘ liegen. Sei
also p1 zunächst von der Gestalt
p1 =
1+ i
2
+ r′1︸ ︷︷ ︸
=r1
+e1
1+ k2 + s′1︸ ︷︷ ︸
=s1
 mit r′1, s′1 ∈ OH.
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Dann folgt
a1 =
1+ i
2
(1− j) + r′1 (1− j) =
1+ i− j− k
2︸ ︷︷ ︸
∈OH
+ r′1 (1− j)︸ ︷︷ ︸
∈℘︸ ︷︷ ︸
∈OH
≡ 1+ i− j− k
2
mod ℘
sowie
b1 = (1+ j)
1− k
2
+ (1+ j) s′1 =
1− i + j− k
2︸ ︷︷ ︸
∈OH
+ (1+ j) s′1︸ ︷︷ ︸
∈℘︸ ︷︷ ︸
∈OH
≡ 1− i + j− k
2
≡ 1− i + j− k
2
+ i− j︸︷︷︸
∈℘
=
1+ i− j− k
2
≡ a1 mod ℘.
Ist p1 von der Gestalt
p1 =
1+ k
2
+ r′1︸ ︷︷ ︸
=r1
+e1
1+ i2 + s′1︸ ︷︷ ︸
=s1
 mit r′1, s′1 ∈ OH,
dann schließen wir
a1 =
1+ k
2
(1− j) + r′1 (1− j) =
1+ i− j + k
2︸ ︷︷ ︸
∈OH
+ r′1 (1− j)︸ ︷︷ ︸
∈℘︸ ︷︷ ︸
∈OH
≡ 1+ i− j + k
2
mod ℘
sowie
b1 = (1+ j)
1− i
2
+ (1+ j) s′1 =
1− i + j + k
2︸ ︷︷ ︸
∈OH
+ (1+ j) s′1︸ ︷︷ ︸
∈℘︸ ︷︷ ︸
∈OH
≡ 1− i + j + k
2
≡ 1− i + j + k
2
+ i− j︸︷︷︸
∈℘
=
1+ i− j + k
2
≡ a1 mod ℘.
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Im Falle
p1 =
1+ j
2
+ r′1︸ ︷︷ ︸
=r1
+e1
1+ j2 + s′1︸ ︷︷ ︸
=s1
 mit r′1, s′1 ∈ OH,
ergibt sich
a1 =
1+ j
2
(1− j) + r′1 (1− j) = 1︸︷︷︸
∈OH
+ r′1 (1− j)︸ ︷︷ ︸
∈℘︸ ︷︷ ︸
∈OH
≡ 1 mod ℘
sowie
b1 = (1+ j)
1− j
2
+ (1+ j) s′1 = 1︸︷︷︸
∈OH
+ (1+ j) s′1︸ ︷︷ ︸
∈℘︸ ︷︷ ︸
∈OH
≡ 1 ≡ a1 mod ℘. 
Lemma 4.44 Wenn u ein Vertretersystem von O2H/℘2 durchläuft, dann durchläuft u (1− j)−1 +
e1
(
u (1− j)−1
)
ein Vertretersystem von O′ 2C /
(O2H + e1O2H). 
Beweis
Es genügt zu zeigen, dass wenn u1 ein Vertretersystem von OH/℘ durchläuft, so durchläuft
u1 (1− j)−1 + e1
(
u1 (1− j)−1
)
ein Vertretersystem von O′C/ (OH + e1OH). Eine Menge von
Vertretern von OH/℘ ist dabei nach [Hu29, S.36] gegeben durch
{0, 1,ω,ω} für ω = 12 (1+ i + j + k) .
Für u1 = 0 berechnen wir
u1 (1− j)−1 + e1
(
u1 (1− j)−1
)
= 0 ∈ O′C ,
für u1 = 1 erhalten wir
u1 (1− j)−1 + e1
(
u1 (1− j)−1
)
=
1+ j
2
+ e1
1+ j
2
∈ O′C ,
für u1 = ω ergibt sich
u1 (1− j)−1 + e1
(
u1 (1− j)−1
)
=
j + k
2
+ e1
1− k
2︸ ︷︷ ︸
∈O′C
≡ j + k
2
+
1+ i− j− k
2
+ e1
(
1− k
2
+ k
)
=
1+ i
2
+ e1
1+ k
2
mod OH + e1OH,
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und u1 = ω liefert
u1 (1− j)−1 + e1
(
u1 (1− j)−1
)
=
1− k
2
+ e1
j + k
2︸ ︷︷ ︸
∈O′C
≡ 1− k
2
+ k + e1
(
j + k
2
+
1+ i− j− k
2
)
=
1+ k
2
+ e1
1+ i
2
mod OH + e1OH.
Wegen
1+ i
2
+OH 6= 1+ j2 +OH 6=
1+ k
2
+OH 6= 1+ i2 +OH
und
1+ i
2
,
1+ j
2
,
1+ k
2
/∈ OH,
sind die Ausdrücke paarweise inkongruent modulo OH + e1OH. Da nach [FS105, Kapitel 19]
genau 4 Vertreter von O′C/ (OH + e1OH) existieren, ist die Behauptung bewiesen. 
Damit können wir nun die Einschränkung der oktonionischen Theta-Konstanten auf den
Quaternionen-Halbraum bestimmen (vergleiche [FS105, Kapitel 19]).
Satz 4.45 Seien p = r + e1s ∈ O′ 2C und a = r(1− j) sowie b = s(1− j). Dann gilt
ϑp(Z) = ∑
u:OH/℘2
∑
g∈r+2u(1−j)−1+2O2H
h∈s+2u(1−j)−1+2O2H
exp(pii
(
Z[g] + Ztr[h]
)
)
= ∑
u:O2H/℘2
Θ2u+a(2Z)Θ2u+b(2Ztr),

für alle Z ∈ H(2,H).
Beweis
Nach Definition 4.21 ist ϑp(Z) gegeben durch
ϑp(Z) = ∑
h∈p+2O′ 2C
exp(pii
(
N(h1)z1 + N(h2)z2 + 2Re(h1zh2)
)
) für Z =
(
z1 z
z z2
)
∈ H(2,H),
wobei wir beachten, dass die Summation hier auf die MaximalordnungO′C angepasst wurde,
im Gegensatz zur Definition 4.21 aus dem vorherigen Unterkapitel, die Coxeters Maximal-
ordnung OC benutzt. Nach 4.44 durchläuft u (1− j)−1 + e1
(
u (1− j)−1
)
ein Vertretersystem
von O′ 2C /
(O2H + e1O2H), wenn u ein Vertretersystem von O2H/℘2 durchläuft. Somit gilt
ϑp(Z) = ∑
u∈O2H/℘2
∑
h∈r+2u(1−j)−1+2O2H
+e1(s+2u(1−j)−1+2O2H)
exp(pii
(
N(h1)z1 + N(h2)z2 + 2Re(h1zh2)
)
).
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Schreiben wir nun
h =
(
h1
h2
)
=
(
r1 + u1(1+ j) + m1 + e1(s1 + u1(1+ j) + n1)
r2 + u2(1+ j) + m2 + e1(s2 + u2(1+ j) + n2)
)
:=
(
h11 + e1h12
h21 + e1h22
)
mit m1, n1, m2, n2 ∈ 2OH, dann (unter Beachtung dessen, dass z hier nur ein Quaternion
und keine Cayley-Zahl ist) berechnen wir
N(h1)z1 + N(h2)z2 + 2Re(h1zh2)
= N(h11 + e1h12)z1 + N(h21 + e1h22)z2 + 2Re((h11 + e1h12)z(h21 + e1h22))
= (N(h11) + N(e1h12)︸ ︷︷ ︸
=N(h12)
+2 Re(h11e1h12)︸ ︷︷ ︸
=0
)z1 + (N(h21) + N(e1h22)︸ ︷︷ ︸
=N(h22)
+2 Re(h21e1h22)︸ ︷︷ ︸
=0
)z2
+2Re(h11zh21 + h11z(e1h22)− (e1h12)zh21 − (e1h12)z(e1h22))
= N(h11)z1 + N(h12)z1 + N(h21)z2 + N(h22)z2
+2Re(h11zh21) + 2 Re(h11z(e1h22))︸ ︷︷ ︸
=0
−2 Re((e1h12)zh21)︸ ︷︷ ︸
=0
−2 Re((e1h12)z(e1h22))︸ ︷︷ ︸
=Re(−h22h12z)
= N(h11)z1 + N(h21)z2 + 2Re(h11zh21) + N(h12)z1 + N(h22)z2 + 2Re(−h22h12z)
=
(
z1 z
z z2
)[(
h11
h21
)]
+
(
z1 z
z z2
)[(
h12
h22
)]
= Z
[(
r1 + u1(1+ j) + m1
r2 + u2(1+ j) + m2
)]
+ Ztr
[(
s1 + u1(1+ j) + n1
s2 + u2(1+ j) + n2
)]
.
Damit gilt für die eingeschränkte Theta-Reihe
ϑp(Z) = ∑
u∈O2H/℘2
∑
g∈r+u(1+j)+2O2H
h∈s+u(1+j)+2O2H
exp(pii(Z[g] + Ztr[h]))
= ∑
u∈O2H/℘2
∑
g∈r+2u(1−j)−1+2O2H
h∈s+2u(1−j)−1+2O2H
exp(pii(Z[g] + Ztr[h])).
Mit der Definition der quaternionischen Theta-Konstanten ergibt sich weiter
∑
u:O2H/℘2
Θ2u+a(2Z)Θ2u+b(2Ztr)
= ∑
u:O2H/℘2
∑
g∈ 12 a+u+℘2
exp(pii2Z[g]) ∑
h∈ 12 b+u+℘2
exp(pii2Ztr[h])
= ∑
u:O2H/℘2
∑
g∈(r+2u(1−j)−1+2O2H)(1+j)−1
exp(pii2Z[g]) ∑
h∈(s+2u(1−j)−1+2O2H)(1+j)−1
exp(pii2Ztr[h])
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Wegen
Z[g] = N(g1)z1 + N(g2)z2 + 2Re(g1zg2) ∈ R
und
Ztr[h] = N(h1)z1 + N(h2)z2 + 2Re(h1zh2) ∈ R
und der Assoziativität der Quaternionen gilt
2Z[g] = (1− j)(1+ j)Z[g] = (1− j)Z[g](1+ j) = (1− j)gtrZg(1+ j)
= (g(1+ j))
tr
Z(g(1+ j)) = Z[g(1+ j)].
Setzen wir dies (und ein analoges Ergebnis für Ztr[h]) nun in obige Rechnung ein, so erhalten
wir
∑
u:O2H/℘2
Θ2u+a(2Z)Θ2u+b(2Ztr)
= ∑
u:O2H/℘2
∑
g∈(r+2u(1−j)−1+2O2H)(1+j)−1
exp(piiZ[g(1+ j)])
· ∑
h∈(s+2u(1−j)−1+2O2H)(1+j)−1
exp(piiZtr[h(1+ j)])
= ∑
u:O2H/℘2
∑
g∈r+2u(1−j)−1+2O2H
exp(piiZ[g]) ∑
h∈s+2u(1−j)−1+2O2H
exp(piiZtr[h])
= ∑
u∈O2H/℘2
∑
g∈r+2u(1−j)−1+2O2H
h∈s+2u(1−j)−1+2OH
exp(pii(Z[g] + Ztr[h]))
= ϑp(Z)
und damit die Behauptung. 
Betrachten wir den Fall p = 0 gesondert, so erhalten wir folgendes Resultat unter Verwen-
dung von [FH00, 10.6] und [Kr85, IV(4.10)].
Korollar 4.46 Für alle Z ∈ H(2,H) gilt
ϑ0(
1
2 Z) = ∑
α,β∈O′C
exp(2pii(N(α)z1 + N(β)z2 + 2Re(αzβ)))
= ∑
u:O2H/℘2
Θ2u(Z)Θ2u(Ztr)
= ∑
u:O2H/℘2
Θ2u(Z)2
= Y21 + 3(Y
2
2 +Y
2
3 +Y
2
4 +Y
2
5 +Y
2
6 )
= Θ(Z; SH),
159
mit
Y1 = Θ( 0
0
)(Z), Y2 = Θ( 0
2
)(Z), Y3 = Θ( 2
0
)(Z),
Y4 = Θ( 22 )
(Z), Y5 = Θ( 22ω )
(Z), Y6 = Θ( 22ω )
(Z)
und Θ(Z; SH) wie in [Kr85, IV(4.10)]. 
Beweis
Zunächst gilt nach Definition der Theta-Konstanten
ϑ0(
1
2 Z) = ∑
h∈2O′ 2C
exp(pii(N(h1) 12 z1 + N(h2)
1
2 z2 + 2Re(h1
1
2 zh2)))
= ∑
α,β∈O′C
exp(pii(N(2α) 12 z1 + N(2β)
1
2 z2 + 2Re(2α
1
2 z2β)))
= ∑
α,β∈O′C
exp(pii(N(α)2z1 + N(β)2z2 + 2Re(α2zβ)))
= ∑
α,β∈O′C
exp(2pii(N(α)z1 + N(β)z2 + 2Re(αzβ))),
sodass die erste Gleichung bewiesen ist. Aus 4.45 folgt dann auch sofort die zweite Gleichung
und aus 4.41 die Dritte. Für die vierte Gleichung betrachten wir die Menge von Vertretern von
℘\OH, die nach [Hu29, S.36] gegeben ist durch {0, 1,ω,ω}. Somit gilt
∑
u:O2H/℘2
Θ2u(Z)2
= Θ( 0
0
)(Z)2 +Θ( 0
2
)(Z)2 +Θ( 0
2ω
)(Z)2 +Θ( 0
2ω
)(Z)2
Θ( 2
0
)(Z)2 +Θ( 22 )(Z)2 +Θ( 22ω )(Z)2 +Θ( 22ω )(Z)2
Θ( 2ω
0
)(Z)2 +Θ( 2ω2 )(Z)2 +Θ( 2ω2ω )(Z)2 +Θ( 2ω2ω )(Z)2
Θ( 2ω
0
)(Z)2 +Θ( 2ω2 )(Z)2 +Θ( 2ω2ω )(Z)2 +Θ( 2ω2ω )(Z)2.
Verwenden wir nun noch die Eigenschaften der quaternionischen Theta-Konstanten aus 4.40
und die Bezeichnungen
Y1 = Θ( 0
0
)(Z), Y2 = Θ( 0
2
)(Z), Y3 = Θ( 2
0
)(Z),
Y4 = Θ( 22 )
(Z), Y5 = Θ( 22ω )
(Z), Y6 = Θ( 22ω )
(Z),
so folgt
∑
u:O2H/℘2
Θ2u(Z)2 = Y21 + 3(Y
2
2 +Y
2
3 +Y
2
4 +Y
2
5 +Y
2
6 )
Schlussendlich folgt die letzte Gleichung noch aus [Kr85, IV(4.16)]. 
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Nun wollen wir uns mit dem Verhalten der eingeschränkten Theta-Konstanten unter den
Abbildungen Z 7→ Z[U] für ein U ∈ GL(2,OH), Z 7→ Z[ηE2] für η = 1−j√2 und Z 7→ Ztr
beschäftigen. Dazu benötigen wir folgenden Satz aus [Kr85, S.51].
Satz 4.47 Zu jedem U ∈ GL(2,OH) existiert ein U∗ ∈ GL(2,OH) mit
(Z[U])tr = Ztr[U∗] für alle Z ∈ H(2,H).
Dabei ist ±U∗ eindeutig bestimmt. 
Bemerkung 4.48 Die Umkehrung von 4.47 gilt ebenso. Das bedeutet, zu jedem U∗ ∈ GL(2,OH)
existiert ein U ∈ GL(2,OH) mit
Ztr[U∗] = (Z[U])tr für alle Z ∈ H(2,H). 
Beispiel 4.49 Wie wir leicht nachrechnen können, gilt
a) (
Z
[(
1 γ
0 1
)])tr
= Ztr
[(
1 γ
0 1
)]
, für γ ∈ OH,
b) (
Z
[(
1 0
γ 1
)])tr
= Ztr
[(
1 0
γ 1
)]
, für γ ∈ OH,
c) (
Z
[(
ε 0
0 δ
)])tr
= Ztr
[(
δ 0
0 ε
)]
, für ε, δ ∈ O×H.
für alle Z ∈ H(2,H). 
Als weiteres Hilfsmittel um das Verhalten eingeschränkter oktonionischer Theta-Konstanten
unter der Transponierten zu bestimmen, benötigen wir das folgende Lemma.
Lemma 4.50 Seien U ∈ GL(2,OH), u ∈ O2H, p = r + e1s ∈ O′ 2C und U∗ wie in 4.47, dann gilt
Uu ≡ U∗u ε mod ℘2 falls det(U mod ℘) ≡ ε mod ℘, ε ∈ (OH/℘)∗
und
ϑp(Z[U]) = ϑq(Z), Z ∈ H(2,H), q = Ur + e1(U∗sδ) ∈ O′ 2C , δ = (1− j)ε(1− j)−1. 
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Beweis
Es genügt die erste Behauptung für Erzeuger von GL(2,OH) zu zeigen. Diese Erzeuger sind(
1 s
0 1
)
, s ∈ OH,
(
ε1 0
0 ε2
)
, ε1, ε2 ∈ O×H,
(
0 1
1 0
)
.
Wir können leicht nachrechnen, dass sich die folgenden Matrizen U∗ ergeben(
1 s
0 1
)
, s ∈ OH,
(
ε2 0
0 ε1
)
, ε1, ε2 ∈ O×H,
(
0 1
1 0
)
.
Für
U ∈
{(
1 s
0 1
)
, s ∈ OH,
(
0 1
1 0
)}
gilt jeweils det(U mod ℘) ≡ 1 mod ℘. Unter Verwendung von 4.37 folgt damit
Uu =
(
1 s
0 1
)(
u1
u2
)
=
(
u1 + u2 s
u2
)
≡
(
u1 + s u2
u2
)
= U∗u
beziehungsweise
Uu =
(
0 1
1 0
)(
u1
u2
)
=
(
u2
u1
)
=
(
0 1
1 0
)(
u1
u2
)
= U∗u.
Betrachten wir nun noch
U =
(
ε1 0
0 ε2
)
, ε1, ε2 ∈ O×H,
so gilt det(U mod ℘) ≡ ε1ε2 mod ℘. Unter Beachtung der Kommutativität von OH/℘ folgt
Uu =
(
ε1 0
0 ε2
)(
u1
u2
)
=
(
u1 ε1
u2 ε2
)
≡
(
ε2u1
ε1u2
)
ε1 ε2
≡
(
ε2 0
0 ε1
)(
u1
u2
)
ε2 ε1 ≡ U∗u det(U mod ℘).
Somit ist nun die erste Behauptung bewiesen. Für die zweite Behauptung betrachten wir die
Darstellung der eingeschränkten Theta-Konstanten aus 4.45, die zuerst gezeigte Behauptung,
sowie die Eigenschaften quaternionischer Theta-Konstanten aus 4.40. Sei det(U mod ℘) ≡
ε mod ℘, ε ∈ (OH/℘)×, a = r(1− j) und b = s(1− j), dann berechnen wir
ϑp(Z[U]) = ∑
u:O2H/℘2
Θ2u+a(2Z[U])Θ2u+b(2(Z[U])tr)
= ∑
u:O2H/℘2
Θ2u+a(2Z[U])Θ2u+b(2Ztr[U∗])
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= ∑
u:O2H/℘2
ΘU(2u+a)(2Z)ΘU∗(2u+b)(2Z
tr)
= ∑
u:O2H/℘2
Θ2Uu+Ua(2Z)Θ2U∗u+U∗b(2Ztr)
= ∑
u:O2H/℘2
Θ2Uu+Ua(2Z)Θ2Uuε+U∗b(2Z
tr)
= ∑
u:O2H/℘2
Θ2Uu+Ua(2Z)Θ2Uu+U∗bε(2Z
tr).
Da mit u auch Uu ein Vertretersystem von O2H/℘2 durchläuft, erhalten wir
ϑp(Z[U]) = ∑
u:O2H/℘2
Θ2Uu+Ua(2Z)Θ2Uu+U∗bε(2Z
tr)
= ∑
u′ :O2H/℘2
Θ2u′+Ua(2Z)Θ2u′+U∗bε(2Z
tr)
= ∑
u:O2H/℘2
Θ2u′+a′(2Z)Θ2u′+b′(2Z
tr)
mit a′ = Ua und b′ = U∗bε. Damit ergibt sich
r′ = a′(1− j)−1 = Ua(1− j)−1 = Ur
und
s′ = b′(1− j)−1 = U∗bε(1− j)−1 = U∗ b(1− j)−1︸ ︷︷ ︸
=s
(1− j)ε(1− j)−1︸ ︷︷ ︸
=δ
= U∗sδ.
Somit folgt
ϑp(Z[U]) = ϑq(Z) mit q = Ur + e1(U∗sδ) und δ = (1− j)ε(1− j)−1. 
Das Verhalten der eingeschränkten Theta-Konstanten unter der Abbildung Z 7→ Z[ηE2] be-
schreibt das nächste Lemma.
Lemma 4.51 Sei p = r + e1s ∈ O′ 2C , dann gilt
ϑp(Z[ηE2]) = ϑq′(Z), Z ∈ H(2,H), mit q′ = ηrη + e1(ηsη), η = 1− j√
2
.

Beweis
Zunächst gilt
(Z[ηE2])tr =
(
η
(
z1 z
z z2
)
η
)tr
=
(
z1 ηzη
η zη z2
)tr
=
(
z1 η zη
ηzη z2
)
= η
(
z1 z
z z2
)
η = ηZtrη = Ztr[ηE2].
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Des Weiteren erhalten wir
ερ = η für ε =
1− i− j− k
2
= ω und ρ =
1+ i√
2
.
Mit diesen Eigenschaften und den Eigenschaften der quaternionischen Theta-Konstanten aus
4.40 berechnen wir nun
ϑp(Z[ηE2]) = ∑
u:O2H/℘2
Θ2u+a(2Z[ηE2])Θ2u+b(2(Z[ηE2])tr)
= ∑
u:O2H/℘2
Θ2u+a(2Z[ηE2])Θ2u+b(2Ztr[ηE2])
= ∑
u:O2H/℘2
Θ2u+a(2Z[εE2][ρE2])Θ2u+b(2Ztr[εE2][ρE2])
= ∑
u:O2H/℘2
Θρ(2u+a)ρ(2Z[εE2])Θρ(2u+b)ρ(2Z
tr[εE2])
= ∑
u:O2H/℘2
Θ2ρuρ+ρaρ(2Z[εE2])Θ2ρu ρ+ρbρ(2Ztr[εE2]).
Wegen
ρ · 0 · ρ = 0,
ρ · 1 · ρ = 1,
ρ ·ω · ρ = 1+ i− j + k
2
≡ ω mod ℘,
ρ ·ω · ρ = 1− i + j− k
2
≡ ω mod ℘,
folgern wir ρuρ ≡ u mod ℘2 und damit ergibt sich
ϑp(Z[ηE2]) = ∑
u:O2H/℘2
Θ2u+ρaρ(2Z[εE2])Θ2u+ρbρ(2Ztr[εE2])
= ∑
u′ :O2H/℘2
Θ2u′+ρaρ(2Z[εE2])Θ2u′+ρbρ(2Z
tr[εE2])
= ∑
u′ :O2H/℘2
Θ2εu′+ερaρ(2Z)Θ2εu′+ερbρ(2Z
tr)
= ∑
u′ :O2H/℘2
Θ2εu′ε+ερaρ ε(2Z)Θ2εu′ε+ερbρ ε(2Z
tr).
Beachten wir nun noch, dass aufgrund der Kommutativität vonOH/℘ bereits εuε ≡ u mod ℘2
gilt und η durch ερ gegeben ist, so schließen wir
ϑp(Z[ηE2]) = ∑
u′ :O2H/℘2
Θ2u′+ηaη(2Z)Θ2u′+ηbη(2Z
tr)
= ϑq′(Z)
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mit q′ = ηaη(1− j)−1 + e1(ηbη(1− j)−1) = ηrη + e1(ηsη). 
Nun bestimmen wir das Verhalten der eingeschränkten Theta-Konstanten unter der Abbil-
dung Z 7→ Ztr.
Lemma 4.52 Sei p = r + e1s ∈ O′ 2C , dann gilt
ϑp(Ztr) = ϑe1 p(Z) für alle Z ∈ H(2,H). 
Beweis
Sei a = r(1− j) und b = s(1− j). Aus 4.45 folgern wir dann
ϑp(Ztr) = ∑
u:O2H/℘2
Θ2u+a(2Ztr)Θ2u+b(2Z)
= ∑
u:O2H/℘2
Θ2u+b(2Z)Θ2u+a(2Ztr)
= ∑
u:O2H/℘2
Θ−2u−b(2Z)Θ2u+a(2Ztr).
Wegen −u ≡ u mod ℘2 folgt weiter
ϑp(Ztr) = ∑
u:O2H/℘2
Θ2u−b(2Z)Θ2u+a(2Ztr)
= ϑp′(Z)
mit p′ = −s + e1r = e1(r + e1s) = e1 p. 
Für das weitere Vorgehen werden die folgenden beiden Lemmata aus [Kr10, S.30] benötigt.
Lemma 4.53 Sei S =
( 2 1+i
1−i 2
)
. Dann wird die Automorphismengruppe zu S, wobei Aut(S) gege-
ben ist durch
Aut(S) = {G ∈ Mat(2,OH); S[G] = S},
erzeugt von(
0 i
1 0
)
,
(
ε 0
0 δ
)
, ε ∈ O×H, δ = (1+ i)−1ε(1+ i),(
1 βδ
0 δ
)
, βδ = 1+i2 (1− δ) ∈ {0, 1+ i, 1, i, 12 (1+ i± j± k)}, δ = ±1,±i,±j,±k.

Lemma 4.54 Sei S =
( 2 1+i
1−i 2
)
. Dann ist die Abbildung
Aut(S)→ SL(2,F4), V 7→ V mod ℘
ein surjektiver Gruppenhomomorphismus. 
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Beweis
Offensichtlich ist die Abbildung wohldefiniert und wegen
(AB) mod ℘ = (A mod ℘)(B mod ℘)
ein Gruppenhomomorphismus. Nach 4.53 wird Aut(S) erzeugt von den Matrizen(
0 i
1 0
)
,
(
ε 0
0 δ
)
, ε ∈ O×H, δ = (1+ i)−1ε(1+ i),(
1 βδ
0 δ
)
, βδ = 1+i2 (1− δ) ∈ {0, 1+ i, 1, i, 12 (1+ i± j± k)}, δ = ±1,±i,±j,±k.
Die Bilder unter eben diesen Erzeugern sind gegeben durch(
0 i
1 0
)
7→
(
0 1
1 0
)
,
(
ε 0
0 δ
)
7→

(
1 0
0 1
)
, falls ε ≡ 1,(
ω 0
0 (1+ i)−1ω(1+ i)
)
≡
(
ω 0
0 ω
)
, falls ε ≡ ω,(
ω 0
0 (1+ i)−1ω(1+ i)
)
≡
(
ω 0
0 ω
)
, falls ε ≡ ω,
(
1 βδ
0 δ
)
7→

(
1 0
0 1
)
, für βδ = 0, 1+ i,(
1 1
0 1
)
, für βδ = 1, i,(
1 ω
0 1
)
, für βδ = 12 (1+ i± j± k).
Bezeichnen wir das Erzeugnis dieser Matrizen mit ∆. Wir wollen zeigen, dass bereits ∆ =
SL(2,F4) gilt. Sei nun V = ( v1 v2v3 v4 ) ∈ SL(2,F4) beliebig, das bedeutet insbesondere det(V) =
v1v4 − v3v2 = 1. Nehmen wir zunächst v3 = 0 an, dann gilt
v1v4 = 1 und damit v1 ∈ {1,ω,ω} sowie v4 = v1.
Nach dem gerade Gezeigten liegen dann die Matrizen(
v1 0
0 v1
)
, v1 ∈ {1,ω,ω},
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in ∆. Multiplizieren wir diese nun von links an V heran, so erhalten wir(
v1 0
0 v1
)(
v1 v2
0 v1
)
=
(
1 v1v2
0 1
)
.
Wegen (
ω 0
0 ω
)(
1 1
0 1
)(
ω 0
0 ω
)
=
(
1 ω
0 1
)
liegen damit alle Matrizen der Form V =
( v1 v2
0 v4
)
in ∆. Betrachten wir nun den Fall v3 6= 0.
Dann liegt v3 bereits in der Menge {1,ω,ω} und es gilt insbesondere v3v3 = 1. Daraus folgern
wir(
0 1
1 0
)
︸ ︷︷ ︸
∈∆
(
1 v1v3
0 1
)
︸ ︷︷ ︸
∈∆
(
v1 v2
v3 v4
)
=
(
0 1
1 0
)(
0 v2 + v1v3v4
v3 v4
)
=
(
v3 v4
0 v2 + v1v3v4
)
∈ ∆
nach dem ersten Fall. Damit gilt aber bereits ∆ = SL(2,F4). 
Lemma 4.55 Sei A ∈ Mat(2,OH) beliebig mit A 6∈ Mat(2, 2OH). Dann ist ein Vertretersystem
von A ·Aut(S)tr mod 2Mat(2,OH) gegeben durch
A = U(a, b) mit U =
(
1 γ
0 1
)
oder U =
(
0 1
1 γ
)
, γ ∈ OH,
(a, b) =

(
α 0
0 1+ i
)
, α ∈ ℘, falls A ∈ Mat(2,℘),(
α 0
β 1
)
, α ∈ OH, β ∈ ℘ falls A 6∈ Mat(2,℘).

Beweis
Sei zunächst A ∈ Mat(2,℘), dann folgt
A ≡ (1+ i)
(
a′1 a
′
2
a′3 a′4
)
mod 2Mat(2,OH) für a′i ∈ {0, 1,ω,ω}.
Nehmen wir weiterhin an, dass a′4 6= 0 gilt, dann existiert nach 4.54 ein U1 ∈ Aut(S) mit
U1 ≡
(
1 a′3a
′
4
0 1
)
mod ℘.
Damit ist dann
AU1
tr ≡ (1+ i)
(
a′1 a
′
2
a′3 a′4
)(
1 0
a′4a
′
3 1
)
≡ (1+ i)
(
a′1 + a
′
2a
′
4a
′
3 a
′
2
0 a′4
)
.
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Ist hingegen a4 = 0, so existiert ein U2 ∈ Aut(S) mit
U2 ≡
(
0 1
1 0
)
mod ℘.
Damit berechnen wir
AU2
tr ≡ (1+ i)
(
a′1 a
′
2
a′3 0
)(
0 1
1 0
)
≡
(
a′2 a′1
0 a′3
)
.
Somit kann immer ein Vertreter B = (1 + i)
(
b1 b2
b3 b4
)
von A · Aut(S)tr mod 2Mat(2,OH) mit
Eintrag b3 = 0 gefunden werden. Betrachten wir nun den Eintrag b1. Ist dieser ungleich 0, so
existiert ein U3 ∈ Aut(S) mit
U3 ≡
(
1 0
b2b1 1
)
mod ℘.
Nach entsprechender Multiplikation ergibt sich nun
BU3
tr ≡ (1+ i)
(
b1 b2
0 b4
)(
1 b1b2
0 1
)
≡ (1+ i)
(
b1 0
0 b4
)
.
Da A nicht in Mat(2, 2OH) liegt, gilt (1 + i)b1 6∈ 2OH oder (1 + i)b4 6∈ 2OH. Sei zunächst
(1+ i)b4 6∈ 2OH, dann folgern wir (1+ i)b4 mod 2OH ∈ {1+ i, (1+ i)ω, (1+ i)ω}. Nach 4.54
existiert ein U4 ∈ Aut(S) mit
U4 ≡
(
1 0
0 1
)
, U4 ≡
(
ω 0
0 ω
)
oder U4 ≡
(
ω 0
0 ω
)
mod ℘.
Somit berechnen wir
(BU3
tr
)U4
tr ≡
(
α 0
0 1+ i
)
=
(
1 γ
0 1
)(
α 0
0 1+ i
)
für ein α ∈ ℘ und γ = 0.
Im Fall (1+ i)b1 6∈ 2OH multiplizieren wir BU3tr mit U4U2tr und erhalten
BU2
trU4
tr ≡ (1+ i)
(
0 b1
b4 0
)
U4
tr ≡
(
0 1+ i
α 0
)
=
(
0 1
1 γ
)(
α 0
0 1+ i
)
für ein α ∈ ℘ und γ = 0. Dies liefert im Fall b1 6= 0 die Behauptung. Ist nun b1 = 0, so hat B
die Gestalt
B = (1+ i)
(
0 b2
0 b4
)
mit b2 oder b4 6∈ ℘.
Ist b2 6∈ ℘, so gilt (1+ i)b2 mod 2OH ∈ {1+ i, (1+ i)ω, (1+ i)ω}. Wieder berechnen wir
BU4
tr ≡
(
0 1
0 γ
)
(1+ i) =
(
0 1
1 γ
)(
α 0
0 1+ i
)
für ein γ ∈ OH und α = 0.
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Ist b4 6∈ ℘, so gilt (1+ i)b4 mod 2OH ∈ {(1+ i), (1+ i)ω, (1+ i)ω}. Mit U4 wie oben berech-
nen wir wieder
BU4
tr ≡
(
0 γ
0 1
)
(1+ i) =
(
1 γ
0 1
)(
α 0
0 1+ i
)
für ein γ ∈ OH und α = 0.
Betrachten wir nun den Fall A ∈ Mat(2,OH), A 6∈ Mat(2,℘). Dann existiert ein Eintrag aij
von A mit ai,j 6∈ ℘. Wegen
U1 =
(
0 i
1 0
)
∈ Aut(S)
und
AU1
tr
=
(
a1 a2
a3 a4
)(
0 1
−i 0
)
=
(
−a2i a1
−a4i a3
)
kann ohne Einschränkung angenommen werden, dass entweder a1 oder a3 nicht in ℘ liegt.
Da wir zudem modulo 2OH rechnen dürfen, kann weiterhin angenommen werden, dass a1 =
ε ∈ O×H oder a3 = ε ∈ O×H gilt. Sei zunächst a1 = ε ∈ O×H. Nach 4.53 liegt die Matrix
U2 =
(
ε 0
0 δ
)
für δ = (1+ i)−1ε(1+ i)
in der Automorphismengruppe von S. Multiplizieren wir also U2
tr von rechts an die Matrix
A heran, so erhalten wir
AU2
tr ≡
(
ε a2
a3 a4
)(
ε 0
0 δ
)
=
(
1 a2δ
a3ε a4δ
)
.
Eine weitere Multiplikation mit U1
tr liefert(
1 a2δ
a3ε a4δ
)(
0 1
−i 0
)
=
(
−a2δi 1
−a4δi a3ε
)
=
(
b1 1
b3 b4
)
mit b1, b3, b4 ∈ OH. Wir wollen nun zeigen, dass ohne Einschränkung b1 ∈ ℘ gelten kann.
Dazu nehmen wir an, dass b1 nicht in ℘ liegt. Da wir modulo 2OH rechnen dürfen, kann
b1 = ε1 ∈ O×H angenommen werden. Nun existiert aber zu jedem ε1 ∈ O×H ein βδ ∈ {0, 1 +
i, 1, i, 12 (1+ i± j± k)}mit ε1 + βδ ∈ ℘, denn wähle
βδ =

−1, falls ε1 ∈ {±1,±i,±j,±k},
1
2 (1− i± j− (±k)), falls ε1 = 12 (1+ i± j± k) oder ε1 = 12 (−1− i± j± k),
1
2 (1− i− (±j)− (±k)), falls ε1 = 12 (1− i± j± k) oder ε1 = 12 (−1+ i± j± k).
Damit folgt (
ε1 1
b3 b4
) (
1 βδ
0 δ
)
︸ ︷︷ ︸
:=U3∈Aut(S)
tr
=
(
ε1 + βδ δ
b3 + b4βδ b4δ
)
.
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Da auch U2
tr in Aut(S) liegt und ε2 = (1+ i)δ(1+ i)−1 ∈ O×H folgt(
ε1 + βδ δ
b3 + b4βδ b4δ
)
U2
trtr
=
(
ε1 + βδ δ
b3 + b4βδ b4δ
)(
ε2 0
0 δ
)
=
(
(ε1 + βδ)ε2 1
(b3 + b4βδ)ε2 b4
)
mit (ε1 + βδ)ε2 ∈ ℘. Somit ist gezeigt, dass ohne Einschränkung b1 ∈ ℘ angenommen werden
kann. Damit schließen wir nun noch(
b1 1
b3 b4
)
=
(
0 1
1 γ
)(
α 0
β 1
)
mit
γ = b4 ∈ OH, β = b1 ∈ ℘, α = b3 − γβ ∈ OH.
Sei nun a3 = ε ∈ O×H. Multiplizieren wir wieder U2
tr von rechts an die Matrix A heran, so
erhalten wir
AU2
tr ≡
(
a1 a2
ε a4
)(
ε 0
0 δ
)
=
(
a1ε a2δ
1 a4δ
)
.
Eine weitere Multiplikation mit U1 liefert(
a1ε a2δ
1 a4δ
)(
0 1
−i 0
)
=
(
−a2δi a1ε
−a4δi 1
)
=
(
b1 b2
b3 1
)
.
Wir wollen zeigen, dass ohne Einschränkung b3 ∈ ℘ angenommen werden kann. Ist dies
nicht der Fall, so können wir, wie bereits gesehen, b3 = ε1 ∈ O×H annehmen. Dann existiert
aber wieder ein βδ ∈ {0, 1 + i, 1, i, 12 (1 + i ± j ± k)} mit ε1 + βδ ∈ ℘. Eine entsprechende
Multiplikation mit U3
tr wie oben liefert(
b1 b2
ε1 1
)(
1 0
βδ δ
)
=
(
b1 + b2βδ b2δ
ε1 + βδ δ
)
mit ε1 + βδ ∈ ℘. Multiplizieren wir schlussendlich noch mit entsprechendem U2, so erhalten
wir (
b1 + b2βδ b2δ
ε1 + βδ δ
)(
ε2 0
0 δ
)
=
(
(b1 + b2βδ b2δ)ε2 b2
(ε1 + βδ)ε2 1
)
mit (b1 + b2βδ)ε2 ∈ ℘. Somit kann ohne Einschränkung b3 ∈ ℘ angenommen werden und es
folgt (
b1 b2
b3 1
)
=
(
1 γ
0 1
)(
α 0
β 1
)
mit
γ = b2 ∈ OH, β = b3 ∈ ℘, α = b1 − γβ ∈ OH.
Insgesamt folgt damit die Behauptung. 
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Wir führen nun eine weitere Art quaternionischer Theta-Reihen ein. Dafür definieren wir - als
Spezialfall zu 4.1 - eine weitere Spurabbildung, die wir τ1 nennen.
Definition 4.56 Die Spurabbildung τ1 sei wie folgt definiert
τ1 : Mat(n, C)→ R, M 7→ τ1(M) := τ(M, En) = 12 Spur(M + M
tr
). 
Definition 4.57 Seien S =
( 2 1+i
1−i 2
)
und P, Q ∈ Mat(2,OH). Dann sind die quaternionischen
Theta-Reihen erster Art definiert durch
Θ∗P,Q(Z; S) := ∑
G∈S−1P+Mat(2,OH)
exp(piiτ1(S[G] · Z + 2GtrQ)), Z ∈ H(2,H).

Lemma 4.58 Seien P, Q ∈ Mat(2,OH), dann gilt
a) Θ∗P+A,Q+B(Z; S) = exp(2pii τ1(P
trS−1B)) Θ∗P,Q(Z; S) für alle A, B ∈ Mat(2,℘),
b) Θ∗P,Q(Z[U]; S) = Θ
∗
PUtr ,QU−1
(Z; S) für alle U ∈ GL(2,OH),
c) Θ∗P,Q(Z[ρE2]; S) = Θ
∗
ρPρ,ρQρ(Z; S) für ρ =
1+i√
2
,
d) Θ∗
V−tr P,V−trQ
(Z; S) = Θ∗P,Q(Z; S) für alle V ∈ Aut(S). 
Beweis
a) Es gilt
Θ∗P+A,Q+B(Z; S) = ∑
G∈S−1(P+A)+Mat(2,OH)
exp(pii τ1(S[G] · Z + 2Gtr(Q + B)))
= ∑
G′∈Mat(2,OH)
exp(pii τ1(S[S−1P + S−1A + G′] · Z))
·exp(pii τ1(2(S−1P + S−1A + G′)tr(Q + B))).
Wegen
A = (1+ i)
(
a1 a2
a3 a4
)
=
(
(1+ i)a1 (1+ i)a2
(1− i)a′3 (1− i)a′4
)
mit a1, a2, a3, a4, a′3, a′4 ∈ OH
gilt
S−1A =
(
1 −(1− i)−1
−(1+ i)−1 1
)(
(1+ i)a1 (1+ i)a2
(1− i)a3 (1− i)a4
)
=
(
(1+ i)a1 − a3 (1+ i)a2 − a4
−a1 + (1− i)a3 −a2 + (1− i)a4
)
∈ Mat(2,OH)
171
und damit
Θ∗P+A,Q+B(Z; S) = ∑
G′′∈Mat(2,OH)
exp(pii τ1(S[S−1P + G′′] · Z + 2(S−1P + G′′)tr(Q + B))).
Betrachten wir den Ausdruck exp(pii τ1(2(S−1P + G′′)
tr
B)) genauer. Wir wollen zeigen,
dass exp(2pii τ1(G′′
tr
B)) = 1 gilt für alle B ∈ Mat(2,℘) und G′′ ∈ Mat(2,OH). Dafür
genügt es zu zeigen, dass der Ausdruck τ1(G′′
tr
B) immer in Z liegt. Sei also die Matrix
B = B′(1+ i) ∈ Mat(2,℘) beliebig und G′′ ∈ Mat(2,OH). Dann gilt
τ1(G′′B) = 12 Spur( G′′B
′︸ ︷︷ ︸
:=C∈Mat(2,OH)
(1+ i) + (1− i)B′G′′)
= 12 Spur(C(1+ i) + (1− i)C
tr
)
= 12 (c11(1+ i) + (1− i)c11 + c22(1+ i) + (1− i)c22)
= Re(c11(1+ i) + c22(1+ i)︸ ︷︷ ︸
∈℘
)
︸ ︷︷ ︸
∈Z
∈ Z.
Mit dieser Rechnung folgt nun
exp(pii τ1(2(S−1P + G′′)
tr
B)) = exp(2pii τ1(S−1P
tr
B)) = exp(2pii τ1(P
trS−1B)).
Für die Theta-Reihe ergibt sich damit
Θ∗P+A,Q+B(Z; S) = ∑
G′′∈Mat(2,OH)
exp(piiτ1(S[S−1P + G′′] · Z + 2(S−1P + G′′)trQ))
·exp(2pii τ1((S−1P + G′′)tr(B)))
= exp(2pii τ1(S−1P
tr
(B)))
· ∑
G′′∈Mat(2,OH)
exp(piiτ1(S[S−1P + G′′] · Z + 2(S−1P + G′′)trQ))
= exp(2pii τ1(P
trS−1B))Θ∗P,Q(Z; S).
Dies zeigt die Behauptung.
b) Zunächst gilt nach Definition der quaternionischen Theta-Reihen erster Art
Θ∗P,Q(Z[U]; S) = ∑
G∈S−1P+Mat(2,OH)
exp(pii τ1(S[G] · Z[U] + 2GtrQ)).
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Wir schauen uns den Ausdruck τ1(S[G] · Z[U] + 2GtrQ) genauer an. Es gilt
τ1(S[G] · Z[U] + 2GtrQ)
= τ1((S−1P + G′)
tr
S(S−1P + G′)UtrZU + 2(G′tr + PtrS−1)Q)
= τ1(U(G′
tr
+ PtrS−1)S(S−1P + G′)UtrZ + 2(G′tr + PtrS−1)Q)
= τ1((UG′
tr
+UPtrS−1)S(S−1PUtr + G′Utr)Z + 2U−1(UG′tr +UPtrS−1)Q)
= τ1(S[S−1PU
tr
+ G′Utr] · Z + 2(UG′tr +UPtrS−1)QU−1).
Da U nach Voraussetzung invertierbar ist, durchläuft mit G′ auch G′Utr die Matrizen
Mat(2,OH) und wir erhalten somit
Θ∗P,Q(Z[U]; S) = ∑
G∈S−1P+Mat(2,OH)
exp(pii τ1(S[G] · Z[U] + 2GtrQ))
= ∑
G′∈Mat(2,OH)
exp(piiτ1(S[S−1PU
tr
+ G′Utr] · Z + 2(S−1PUtr + G′Utr)
tr
QU−1))
= ∑
G′′∈Mat(2,OH)
exp(piiτ1(S[S−1PU
tr
+ G′′] · Z + 2(S−1PUtr + G′′)
tr
QU−1))
= ∑
H∈S−1PUtr+Mat(2,OH)
exp(piiτ1(S[H] · Z + 2HtrQU−1))
= Θ∗
PUtr ,QU−1
(Z; S).
Damit ist auch hier die Behauptung bewiesen.
c) Wir haben nach Definition
Θ∗P,Q(Z[ρE2]; S) = ∑
G∈S−1P+Mat(2,OH)
exp(pii τ1(S[G] · Z[ρE2] + 2GtrQ)).
Wir betrachten wieder zuerst den Ausdruck τ1(S[G] · Z[ρE2] + 2GtrQ). Dann gilt
τ1(S[G] · Z[ρE2] + 2GtrQ)
= τ1((S−1P + G′)
tr
S(S−1P + G′)ρE2ZρE2 + 2(S−1P + G′)
tr
Q)
= τ1(ρ(P
trS−1 + G′tr)S(S−1Pρ+ G′ρ)Z + 2ρρ(PtrS−1 + G′tr)Q)
= τ1((ρP
trS−1ρ+ ρG′trρ)ρSρ(ρS−1Pρ+ ρG′ρ)Z + 2ρ(PtrS−1 + G′tr)Qρ)
= τ1((ρP
tr S−1ρ︸ ︷︷ ︸
=ρS−1
+ρG′trρ) ρSρ︸︷︷︸
=S
(ρS−1︸ ︷︷ ︸
S−1ρ
Pρ+ ρG′ρ)Z + 2(ρPtr S−1ρ︸ ︷︷ ︸
=ρS−1
+ρG′trρ)ρQρ)
= τ1(S[S−1ρPρ+ ρG′ρ] · Z + 2(S−1ρPρ+ ρG′ρ)trρQρ).
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Mit G′ durchläuft auch ρG′ρ die Menge Mat(2,OH), denn es gilt
ρG′ρ = ρ
(
g′1 g
′
2
g′3 g′4
)
ρ =
(
1
2 (1+ i)g
′
1(1− i) 12 (1+ i)g′2(1− i)
1
2 (1+ i)g
′
3(1− i) 12 (1+ i)g′4(1− i)
)
=
(
1
2 (1+ i)(1− i)g′′1 12 (1+ i)(1− i)g′′2
1
2 (1+ i)(1− i)g′′3 12 (1+ i)(1− i)g′′4
)
=
(
g′′1 g
′′
2
g′′3 g′′4
)
∈ Mat(2,OH),
da ℘ ein zweiseitiges Ideal ist. Damit folgern wir für die Theta-Reihe
Θ∗P,Q(Z[ρE2]; S) = ∑
G′∈Mat(2,OH)
exp(pii τ1(S[S−1P + G′] · Z[ρE2] + 2S−1P + G′trQ))
= ∑
G′∈Mat(2,OH)
exp(pii τ1(S[S−1ρPρ+ ρG′ρ] · Z + 2(S−1ρPρ+ ρG′ρ)trρQρ))
= ∑
G′′∈Mat(2,OH)
exp(pii τ1(S[S−1ρPρ+ G′′] · Z + 2(S−1ρPρ+ G′′)trρQρ))
= ∑
H∈S−1ρPρ+Mat(2,OH)
exp(pii τ1(S[H] · Z + 2HtrρQρ))
= Θ∗ρPρ,ρQρ(Z; S),
was auch hier die Behauptung zeigt.
d) Zunächst gilt wieder nach Definition
Θ∗
V−tr P,V−trQ
(Z; S) = ∑
G∈S−1V−tr P+Mat(2,OH)
exp(pii τ1(S[G] · Z + 2GtrV−trQ)).
Schauen wir uns den Ausdruck τ1(S[G] · Z + 2GtrV−trQ) genauer an, so ergibt sich
τ1(S[G] · Z + 2GtrV−trQ)
= τ1((S−1V
−trP + G′)
tr
S(S−1V−trP + G′)Z + 2(S−1V−trP + G′)
tr
V−trQ)
= τ1((S−1V
−trP + G′)
tr
S(S−1V−trP + G′)Z + 2(S−1V−trP + G′)
tr
V−trQ)
= τ1(P
tr V−1S−1︸ ︷︷ ︸
=S−1Vtr
+G′trS(S−1V−tr︸ ︷︷ ︸
VS−1
P + G′)Z + 2(Ptr V−1S−1︸ ︷︷ ︸
=S−1Vtr
+G′tr)V−trQ)
= τ1((G′
tr
V−tr + PtrS−1)VtrSV︸ ︷︷ ︸
=S
(S−1P +V−1G′)Z + 2(G′trV−tr + PtrS−1)VtrV−tr︸ ︷︷ ︸
=E2
Q)
= τ1(S[S−1P +V−1G′] · Z + 2(S−1P +V−1G′)trQ).
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Da insbesondere V ∈ GL(2,OH) gilt, durchläuft mit G′ auch V−1G′ die Menge Mat(2,OH)
und somit erhalten wir für die Theta-Reihen
Θ∗
V−tr P,V−trQ
(Z; S) = ∑
G′∈Mat(2,OH)
exp(pii τ1(S[S−1P +V−1G′] · Z + 2(S−1P +V−1G′)trQ))
= ∑
G′′∈Mat(2,OH)
exp(pii τ1(S[S−1P + G′′] · Z + 2(S−1P + G′′)trQ))
= ∑
H∈S−1P+Mat(2,OH)
exp(pii τ1(S[H] · Z + 2HtrQ))
= Θ∗P,Q(Z; S),
sodass auch hier die Behauptung bewiesen ist. 
Nun benötigen wir noch eine weitere Art quaternionischer Theta-Reihen.
Definition 4.59 Sei S =
( 2 1+i
1−i 2
)
. Für A ∈ Mat(2,OH) nennen wir
ΘA(Z; S) := ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(S · Z[G])), Z ∈ H(2,H),

eine quaternionische Theta-Reihe zweiter Art.
Wieder können wir sehr leicht einige elementare Eigenschaften herleiten.
Lemma 4.60 Seien S =
( 2 1+i
1−i 2
)
und A ∈ Mat(2,OH). Dann gilt
a) ΘA+2B(Z; S) = ΘA(Z; S) für alle B ∈ Mat(2,OH),
b) ΘA(Z[U]; S) = ΘUA(Z; S) für alle U ∈ GL(2,OH),
c) ΘA(Z[ρE2]; S) = ΘρAρ(Z; S) für ρ = 1+i√2 ,
d) ΘAVtr(Z; S) = ΘA(Z; S) für alle V ∈ Aut(S). 
Beweis
a) Mit der Definition der Theta-Reihe zweiter Art und der Tatsache, dass 12 · 2B wieder in
Mat(2,OH) liegt, erhalten wir
ΘA+2B(Z; S) = ∑
G∈ 12 (A+2B)+Mat(2,OH)
exp(2pii τ1(S · Z[G]))
= ∑
G∈ 12 A+B+Mat(2,OH)
exp(2pii τ1(S · Z[G]))
= ∑
G′∈ 12 A+Mat(2,OH)
exp(2pii τ1(S · Z[G′]))
= ΘA(Z; S).
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b) Zunächst gilt nach Definition
ΘA(Z[U]; S) = ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(S · (Z[U])[G]))
= ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(S · Z[UG])).
Betrachten wir den Ausdruck τ1(S · Z[UG]) genauer. Es gilt
τ1(S · Z[UG]) = τ1(S · Z[U( 12 A + G′)]) = τ1(S · Z[ 12 (UA) +UG′]).
Da U nach Voraussetzung aus GL(2,OH) stammt, durchläuft mit G′ auch UG′ die Menge
Mat(2,OH). Somit folgt
ΘA(Z[U]; S) = ∑
G′∈Mat(2,OH)
exp(2pii τ1(S · Z[ 12UA +UG′]))
= ∑
G′′∈Mat(2,OH)
exp(2pii τ1(S · Z[ 12UA + G′′]))
= ∑
H∈ 12 UA+Mat(2,OH)
exp(2pii τ1(S · Z[H]))
= ΘUA(Z; S).
c) Nach 4.59 gilt
ΘA(Z[ρE2]; S) = ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(S · (Z[ρE2])[G]))
= ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(S · Z[ρG])).
Schauen wir uns τ1(S · Z[ρG]) an. Dann gilt
τ1(S · Z[ρG]) = τ1(S · Z[ρ( 12 A + G′)])
= τ1(S( 12 A
tr
ρ+ G′ρ)Z( 12ρA + ρG
′))
= τ1(Sρ( 12ρA
tr
ρ+ ρG′ρ)Z( 12ρAρ+ ρG
′ρ)ρ)
= τ1(ρSρ( 12ρA
tr
ρ+ ρG′ρ)Z( 12ρAρ+ ρG
′ρ))
= τ1( ρSρ︸︷︷︸
=S
·Z[ 12ρAρ+ ρG′ρ]).
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Nun durchläuft, wie schon in 4.58 gesehen, mit G′ auch ρG′ρ die Menge Mat(2,OH), so-
dass folgt
ΘA(Z[ρE2]; S) = ∑
G′Mat(2,OH)
exp(2pii τ1(S · Z[ 12ρAρ+ ρG′ρ]))
= ∑
G′′Mat(2,OH)
exp(2pii τ1(S · Z[ 12ρAρ+ G′′]))
= ∑
H∈ 12 ρAρ+Mat(2,OH)
exp(2pii τ1(S · Z[H]))
= ΘρAρ(Z; S).
d) Setzen wir die Definition der quaternionischen Theta-Reihen zweiter Art ein, so erhalten
wir
ΘAVtr(Z; S) = ∑
G∈ 12 AV
tr
+Mat(2,OH)
exp(2pii τ1(S · Z[G])).
Wieder betrachten wir den Ausdruck τ1(S · Z[G]). Hier gilt
τ1(S · Z[G]) = τ1(S · Z[ 12 AV
tr
+ G′])
= τ1(S( 12 VA
tr
+ G′tr)Z( 12 AV
tr
+ G′))
= τ1(SV( 12 A
tr
+V−1G′tr)Z( 12 A + G
′V−tr)Vtr)
= τ1(V
trSV︸ ︷︷ ︸
=S
( 12 A
tr
+V−1G′tr)Z( 12 A + G
′V−tr))
= τ1(S · Z[ 12 A + G′V
−tr
]).
Da V in der Automorphismengruppe von S liegt, gilt insbesondere V ∈ GL(2,OH). Somit
können wir wie in 4.58 argumentieren, dass mit G′ auch G′V−tr die Menge Mat(2,OH)
durchläuft. Für die Theta-Reihen folgt damit
ΘAVtr(Z; S) = ∑
G′∈Mat(2,OH)
exp(2pii τ1(S · Z[ 12 A + G′V
−tr
]))
= ∑
G′′∈Mat(2,OH)
exp(2pii τ1(S · Z[ 12 A + G′′]))
= ∑
H∈ 12 A+Mat(2,OH)
exp(2pii τ1(S · Z[H]))
= ΘA(Z; S). 
Als erstes leiten wir nun eine Beziehung zwischen den quaternionischen Theta-Reihen zwei-
ter Art und den quaternionischen Theta-Konstanten her.
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Lemma 4.61 Seien S =
( 2 1+i
1−i 2
)
und A ∈ Mat(2,OH). Dann gilt
ΘA(Z; S) = ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2Z)Θ2u+b(2Z) für alle Z ∈ H(2,H).

Beweis
Zunächst gilt
S = CCtr mit C =
(
1+ i 0
1 1
)
.
Damit erhalten wir
ΘA(Z; S) = ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(CC
tr · Z[G]))
= ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(C
tr · Z[G] · C))
= ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(C
trGtrZGC))
= ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(Z[GC])).
Schreiben wir nun A =
(
a b
)
sowie G = 12 A + G
′ und G′ =
(
g h
)
, so folgt
GC =
(
1
2
(
a b
)
+
(
g h
))(1+ i 0
1 1
)
= 12
(
a(1+ i) + b b
)
+
(
g(1+ i) + h h
)
.
Weiter berechnen wir
τ1(Z[GC])
= τ1
(
Z
[ (
1
2 (a(1+ i) + b) + g(1+ i) + h
1
2 b + h
) ])
= τ1
((
1
2 ((1− i)atr + b
tr
) + (1− i)gtr + htr
1
2 b
tr
+ h
tr
)
Z
(
1
2 (a(1+ i) + b) + g(1+ i) + h
1
2 b + h
))
= τ1
((
1
2
(
(1− i)atr + btr)+ (1− i)gtr + htr)Z( 12(a(1+ i) + b)+ g(1+ i) + h)
+
(
1
2 b
tr
+ h
tr
)
Z
(
1
2 b + h
))
= τ1
(
Z
[
1
2 (a(1+ i) + b) + g(1+ i) + h
]
+ Z
[
1
2 b + h
])
.
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Damit ergibt sich für die Theta-Reihen
ΘA(Z; S) = ∑
G∈ 12 A+Mat(2,OH)
exp(2pii τ1(Z[GC]))
= ∑
g,h∈O2H
exp(2pii τ1(Z[ 12 (a(1+ i) + b) + g(1+ i) + h] + Z[
1
2 b + h]))
= ∑
g,h∈O2H
exp(2pii Re(Z[ 12 (a(1+ i) + b) + g(1+ i) + h] + Z[
1
2 b + h]))
= ∑
g,h∈O2H
exp(2pii Z[ 12 (a(1+ i) + b) + g(1+ i) + h] + 2pii Z[
1
2 b + h])
= ∑
g,h∈O2H
exp(2pii Z[ 12 (a(1+ i) + b) + g(1+ i) + h])exp(2pii Z[
1
2 b + h]).
Schreiben wir nun h = u + h′(1+ i) mit u ∈ {0, 1,ω,ω}2, h′ ∈ O2H, so gilt
ΘA(Z; S)
= ∑
g,h′∈O2H,
u∈{0,1,ω,ω}2
exp(2pii Z[ 12 (a(1+ i) + b) + (g + h
′)(1+ i) + u])
·exp(2pii Z[ 12 b + u + h′(1+ i)])
= ∑
u:℘2\O2H
∑
h˜∈℘
exp(2pii Z[ 12 (b + 2u) + h˜]) ∑
g˜∈℘2
exp(pii (2Z)[ 12 (a(1+ i) + b + 2u) + g˜ + h˜])︸ ︷︷ ︸
=Θ2u+a(1+i)+b(2Z)
= ∑
u:℘2\O2H
Θ2u+a(1+i)+b(2Z) ∑
h˜∈℘
exp(pii(2Z)[ 12 (b + 2u) + h˜])︸ ︷︷ ︸
=Θ2u+b(2Z)
= ∑
u:℘2\O2H
Θ2u+a(1+i)+b(2Z) Θ2u+b(2Z)
was unsere Behauptung zeigt. 
Wir wollen uns nun noch das Verhalten der quaternionischen Theta-Reihen zweiter Art unter
der Abbildung Z 7→ Ztr anschauen.
Korollar 4.62 Seien S =
( 2 1+i
1−i 2
)
und A ∈ Mat(2,OH). Dann existiert eine Matrix A∗ ∈
Mat(2,OH) mit
ΘA(Ztr; S) = ΘA∗(Z; S) für alle Z ∈ H(2,H). 
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Beweis
Wie in 4.61 gesehen, gilt
ΘA(Z; S) = ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2Z) Θ2u+b(2Z).
Betrachten wir zunächst den Fall, dass A bereits in Mat(2, 2OH) liegt. Mit den Eigenschaften
quaternionischer Theta-Reihen zweiter Art aus 4.60 und dem Verhalten der quaternionischen
Theta-Konstanten unter der Abbildung Z 7→ Ztr aus 4.41 folgt dann
ΘA(Ztr; S) = ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2Z
tr) Θ2u+b(2Ztr)
= ∑
u:O2H/℘2
Θ2u+(1−i)a+b(2Z) Θ2u+b(2Z).
Nach 4.60 und wegen (1− i)a ∈ 2℘ gilt weiter
ΘA(Ztr; S) = ∑
u:O2H/℘2
Θ2u+b(2Z) Θ2u+b(2Z)
= ∑
u:O2H/℘2
Θ2u+b(2Z)
2.
Schreiben wir weiter b = 2b′ = 2(u′ + (1+ i1)b˜) mit b′, b˜ ∈ OH, u′ ∈ {0, 1,ω,ω}2, so erhalten
wir
ΘA(Ztr; S) = ∑
u:O2H/℘2
Θ2u+b(2Z)
2
= ∑
u:O2H/℘2
 ∑
g∈℘2
exp(pii(2Z)[u + b′ + g])
2
= ∑
u:O2H/℘2
 ∑
g∈℘2
exp(pii(2Z)[u + u′ + ((1+ i)b˜) + g)])
2 .
Da mit g auch ((1+ i1)b˜) + g die Menge ℘2 durchläuft, gilt
ΘA(Ztr; S) = ∑
u:O2H/℘2
 ∑
g∈℘2
exp(pii(2Z)[u + u′ + ((1+ i1)b˜) + g)])
2
= ∑
u:O2H/℘2
 ∑
g′∈℘2
exp(pii(2Z)[u + u′ + g′])
2 .
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Für festes u′ ∈ O2H/℘2 ergibt sich u + u′ ≡ vu mod ℘2, vu ∈ {0, 1,ω,ω}2, und somit
ΘA(Ztr; S) = ∑
u:O2H/℘2
 ∑
g′′∈℘2
exp(pii(2Z)[vu + g′′])
2
= ∑
v:O2H/℘2
 ∑
g′′∈℘2
exp(pii(2Z)[v + g′′])
2
= ∑
u:O2H/℘2
Θ2u(2Z)2.
Auf analoge Weise können wir zeigen, dass ebenso
∑
u:O2H/℘2
Θ2u(2Z)2 = ∑
u:O2H/℘2
Θ2u+b(2Z)2
= ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2Z) Θ2u+b(2Z)
= ΘA(Z; S).
gilt, sodass in diesem Fall die Behauptung bewiesen ist.
Betrachten wir nun den Fall A ∈ Mat(2,OH), A 6∈ Mat(2, 2OH). Nach 4.47 existiert zu jedem
U ∈ GL(2,OH) ein U∗ ∈ GL(2,OH) mit (Z[U])tr = Ztr[U∗] für alle Z ∈ H(2,H). Weiter
können wir nach 4.55 annehmen, dass A gegeben ist durch A = U
(
a b
)
mit
U =
(
1 γ
0 1
)
oder U =
(
0 1
1 γ
)
, γ ∈ OH,
und
(
a b
)
=

(
α 0
0 1+ i
)
, α ∈ ℘, falls A ∈ Mat(2,℘),(
α 0
β 1
)
, α, β ∈ OH, falls A 6∈ Mat(2,℘).
Sei zunächst A ∈ Mat(2,℘) und A = U
(
a b
)
, U und
(
a b
)
wie oben. Dann gilt aufgrund
der Eigenschaften quaternionischer Theta-Reihen zweiter Art
ΘA(Ztr; S) = ΘU( a b )(Z
tr, S)
= Θ( a b )(Z
tr[U], S).
Nach der speziellen Wahl von U und Beispiel 4.49 erhalten wir weiter
ΘA(Ztr; S) = Θ( a b )(Z
tr[U]; S)
= Θ( a b )((Z[U])
tr; S).
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Nun nutzen wir die Darstellung aus 4.61 aus und folgern
ΘA(Ztr; S) = ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2(Z[U])
tr)Θ2u+b(2(Z[U])tr).
Wir wollen nun 4.42 anwenden. Es gilt zum einen
2u + a(1+ i) + b =
(
2u1 + α(1+ i) + 0
2u2 + 0+ (1+ i)
)
6∈ 2O2H
und
2u + b =
(
2u1 + 0
2u2 + (1+ i)
)
6∈ 2O2H,
zum anderen
(2u + a(1+ i) + b)2,1(2u + a(1+ i) + b)1,1
= (2u2 + (1+ i))(2u1 + α(1+ i))
= 4u2u1︸ ︷︷ ︸
∈2℘
+ 2u2(1− i)α︸ ︷︷ ︸
∈2℘
+ (1+ i)2u1︸ ︷︷ ︸
∈2℘
+ (1+ i)(1− i)︸ ︷︷ ︸
=2
α︸︷︷︸
∈℘
∈ 2℘
und
(2u + b)2,1(2u + b)1,1 = (2u2 + (1+ i))2u1 = 4u2u1 + 2(1+ i)u1 ∈ 2℘.
Damit ist 4.42 anwendbar und wir erhalten
ΘA(Ztr; S) = ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2(Z[U])
tr) Θ2u+b(2(Z[U])tr)
= ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2Z[U]) Θ2u+b(2Z[U])
= Θ( a b )(Z[U]; S)
= ΘU( a b )(Z; S).
Damit ist auch dieser Fall bewiesen.
Betrachten wir nun zum Schluss den Fall, dass A 6∈ Mat(2,℘) gilt. Wie bereits gesehen, kön-
nen wir A = U
(
a b
)
mit U und
(
a b
)
wie oben annehmen. Mit den Eigenschaften qua-
ternionischer Theta-Reihen aus 4.60 folgt dann
ΘA(Ztr; S) = ΘU( a b )(Z
tr; S)
= Θ( a b )(Z
tr[U]; S).
Nach Beispiel 4.49 gilt Ztr[U] = (Z[U])tr für unsere spezielle Wahl der Matrizen U. Wenden
wir zusätzlich 4.61 an, so erhalten wir
ΘA(Ztr; S) = Θ( a b )((Z[U])
tr; S)
= ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2(Z[U])
tr) Θ2u+b(2(Z[U])tr).
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Nun gilt
2u + a(1+ i) + b = 2
(
u1
u2
)
+
(
α
β
)
+
(
0
1
)
mit 2u2 + β︸︷︷︸
∈℘
(1+ i)
︸ ︷︷ ︸
∈2OH
+1 ≡ 1 mod 2OH,
sowie
2u + b = 2
(
u1
u2
)
+
(
0
1
)
mit 2u2 + 1 ≡ 1 mod 2OH.
Aus 4.41 und b = b folgt damit für unsere Theta-Reihen
ΘA(Ztr; S) = ∑
u:O2H/℘2
Θ2u+a(1+i)+b(2(Z[U])
tr) Θ2u+b(2(Z[U])tr)
= ∑
u:O2H/℘2
Θ2u+(1−i)a+b(2Z[U]) Θ2u+b(2Z[U])
= ∑
v:O2H/℘2
Θ2v+(1−i)a(1+i)−1(1+i)+b(2Z[U])Θ2v+b(2Z[U])
= Θ( (1−i)a(1+i)−1 b )(Z[U]; S)
= ΘU( (1−i)a(1+i)−1 b )(Z; S).
Mit A∗ = U
(
(1− i)a(1+ i)−1 b
)
folgt damit auch in diesem Fall die Behauptung. 
Nun wollen wir eine Beziehung zwischen den Theta-Reihen erster und zweiter Art herstellen.
Dafür betrachten wir die zwei nächsten Lemmata.
Lemma 4.63 Sei S =
( 2 1+i
1−i 2
)
. Für A ∈ Mat(2,OH) gilt
ΘA(Z; S) = 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
exp(−2piiτ1(A(1+ i)−1Q)) Θ∗S(1−i)−1 Atr ,Q(Z; S). 
Beweis
Beginnen wir mit der rechten Seite der Gleichung. Nach Definition der Theta-Reihen erster
Art aus 4.57 folgt
2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
exp(−2piiτ1(A(1+ i)−1Q)) Θ∗S(1−i)−1 Atr ,Q(Z; S)
= 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
exp(−2piiτ1(A(1+ i)−1Q))
· ∑
G∈S−1S(1−i)−1 Atr+Mat(2,OH)
exp(pii τ1(S[G] · Z + 2GtrQ))
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= 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
G∈(1−i)−1 Atr+Mat(2,OH)
exp(−2pii τ1(A(1+ i)−1Q))
·exp(pii τ1(S[G] · Z + 2GtrQ))
= 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
G′∈Mat(2,OH)
exp(−2pii τ1(A(1+ i)−1Q))
·exp(pii τ1(S[(1− i)−1 Atr + G′] · Z + 2((1− i)−1 Atr + G′)
tr
Q))
= 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
G′∈Mat(2,OH)
exp(pii τ1(S[(1− i)−1Atr + G′] · Z + 2G′trQ)).
Die Summation über alle G′ ∈ Mat(2,OH) kann aufgrund der absoluten Konvergenz der
Theta-Reihen erster Art aufgeteilt werden in die Summation über alle G1 ∈ Mat(2,℘) und
G2 ∈ Mat(2,OH) \Mat(2,℘). Damit ergibt sich
2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
exp(−2pii τ1(A(1+ i)−1Q))Θ∗S(1−i)−1 Atr ,Q(Z; S)
= 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
G2∈Mat(2,OH)\Mat(2,℘)
exp(pii τ1(S[(1− i)−1 Atr + G2] · Z + 2G2trQ))︸ ︷︷ ︸
:=T2
+ 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
G1∈Mat(2,℘)
exp(pii τ1(S[(1− i)−1Atr + G1] · Z + 2G1trQ))︸ ︷︷ ︸
:=T1
.
Betrachten wir zunächst den Ausdruck T1. Wegen G1 ∈ Mat(2,℘) gilt
pii τ1(2G1
trQ)
= 2pii τ1(G1
trQ)
= 2pii Re((G1)1,1Q1,1 + (G1)1,2Q1,2 + (G1)2,1Q2,1 + (G1)2,2Q2,2︸ ︷︷ ︸
∈℘
)
︸ ︷︷ ︸
∈Z
∈ 2piiZ
und damit
T1 = 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
G1∈Mat(2,℘)
exp(pii τ1(S[(1− i)−1Atr + G1] · Z)).
Mit S = (1+ i)S(1+ i)−1 berechnen wir weiter
τ1(S[(1− i)−1 Atr + G1] · Z) = τ1((G1tr + A(1+ i)−1)(1+ i)S(1+ i)−1((1− i)−1 Atr + G1)Z)
= τ1((G1
tr
(1+ i) + A)S( 12 A
tr
+ (1+ i)−1G1)Z)
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= 2τ1((G1
tr 1
2 (1+ i)︸ ︷︷ ︸
=(1−i)−1
+ 12 A)S(
1
2 A
tr
+ (1+ i)−1G1)Z)
= 2τ1(S( 12 A
tr
+ (1+ i)−1G1)Z(G1
tr
(1− i)−1 + 12 A))
= 2τ1(S · Z[G1tr(1− i)−1 + 12 A]).
Da G1 die Menge Mat(2,℘) durchläuft, durchläuft G1
tr
(1− i)−1 die Menge Mat(2,OH). Damit
berechnet sich der Ausdruck T1 zu
T1 = 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
G1∈Mat(2,℘)
exp(2pii τ1(S · Z[G1tr(1− i)−1 + 12 A]))
= 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
H∈Mat(2,OH)
exp(2pii τ1(S · Z[H + 12 A]))
= 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
ΘA(Z; S).
Da es genau 44 = 28 Möglichkeiten für die Wahl von Q gibt, stimmt der Ausdruck T1 somit
mit ΘA(Z; S) überein. Es bleibt daher zu zeigen, dass T2 = 0 gilt. Aufgrund der absoluten
Konvergenz können wir umsummieren und erhalten
T2 = 2−8 ∑
Q:Mat(2,OH)/Mat(2,℘)
∑
G2∈Mat(2,OH)\Mat(2,℘)
exp(pii τ1(S[(1− i)−1Atr + G2] · Z + 2G2trQ))
= 2−8 ∑
G2∈Mat(2,OH)\Mat(2,℘)
exp(pii τ1(S[(1− i)−1 Atr + G2] · Z))
· ∑
Q:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(G2
trQ))︸ ︷︷ ︸
:=T3
.
Wir wollen nun zeigen, dass für beliebige, aber feste Matrizen G2 ∈ Mat(2,OH) \Mat(2,℘)
der Ausdruck T3 verschwindet. Da G2 nicht in Mat(2,℘) liegt, gibt es einen Eintrag (G2)ij,
1 ≤ i, j ≤ 2, mit (G2)ij 6∈ ℘. Es folgt
T3 = ∑
Q:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(G2
trQ))
= ∑
Q11,Q12,Q21,Q22∈{0,1,ω,ω}
exp(2pii Re((G2)11Q11 + (G2)12Q12 + (G2)21Q21 + (G2)22Q22))
=
 ∑
Qij∈{0,1,ω,ω}
exp(2pii Re((G2)ijQij))

︸ ︷︷ ︸
:=T4
· ∏
(k,l),1≤k,l≤2,
(k,l) 6=(i,j)
(
∑
Qkl∈{0,1,ω,ω}
exp(2pii Re((G2)klQkl))
)
.
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Betrachten wir T4 genauer. Wegen (G2)ij 6∈ ℘ existieren gij ∈ {1,ω,ω} und g′ij ∈ OH mit
(G2)ij = gij + (1+ i)g′ij. Dann gilt aber
T4 = ∑
Qij∈{0,1,ω,ω}
exp(2pii Re(gijQij)) exp(2pii Re((1+ i)g′ijQij︸ ︷︷ ︸
∈℘
))
︸ ︷︷ ︸
=1
= ∑
Qij∈{0,1,ω,ω}
exp(2pii Re(gijQij))
= exp(0) + exp(2pii Re(gij)) + exp(2pii Re(gijω)) + exp(2pii Re(gijω))
=

1+ exp(2pii) + exp(2pii Re(ω)) + exp(2pii Re(ω)), falls gij = 1,
1+ exp(2pii Re(ω)) + exp(2pii Re(ωω)) + exp(2pii Re(ωω)), falls gij = ω,
1+ exp(2pii Re(ω)) + exp(2pii Re(ω ω)) + exp(2pii Re(ωω)), falls gij = ω
= 0.
Mit T4 verschwindet dann aber auch T3 und damit T2, was zu zeigen war. 
Lemma 4.64 Seien S =
( 2 1+i
1−i 2
)
und P, Q ∈ Mat(2,OH). Dann gilt
Θ∗P,Q(Z; S) = ∑
U:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(P
trS−1Q +UtrQ)) Θ
(PtrS−1+Utr)(1+i)(Z; S)
für alle Z ∈ H(2,H). 
Beweis
Betrachten wir zunächst wieder die rechte Seite der Gleichung. Nach Definition der quater-
nionischen Theta-Reihen zweiter Art aus 4.59 gilt dann
∑
U:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(P
trS−1Q +UtrQ)) Θ
(PtrS−1+Utr)(1+i)(Z; S)
= ∑
U:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(P
trS−1Q +UtrQ))
· ∑
G∈ 12 (P
trS−1+Utr)(1+i)+Mat(2,OH)
exp(2pii τ1(S · Z[G]))
= ∑
U:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(P
trS−1Q +UtrQ))
· ∑
G′∈Mat(2,OH)
exp(2pii τ1(S · Z[ 12 (P
trS−1 +Utr)(1+ i) + G′])).
Betrachten wir nun τ1(S · Z[ 12 (P
trS−1 + Utr)(1 + i) + G′]) genauer. Unter Verwendung von
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S = (1+ i)−1S(1+ i) erhalten wir
τ1(S · Z[ 12 (P
trS−1 +Utr)(1+ i) + G′])
= τ1(S(G′
tr
+ 12 (1− i)(U + S−1P))Z( 12 (P
trS−1 +Utr)(1+ i) + G′))
= τ1((
1
2 (P
trS−1 +Utr)(1+ i) + G′)S(G′tr + 12 (1− i)(U + S−1P))Z)
= τ1((
1
2 (P
trS−1 +Utr)(1+ i) + G′)(1+ i)−1S(1+ i)(G′tr + 12 (1− i)(U + S−1P))Z)
= τ1((
1
2 (P
trS−1 +Utr) + G′(1+ i)−1)S((1+ i)G′tr + (U + S−1P))Z)
= 12τ1((P
trS−1 +Utr + G′(1− i))S((1+ i)G′tr +U + S−1P)Z)
= 12τ1(S[(1+ i)G
′tr +U + S−1P] · Z).
Wegen G′(1− i) ∈ Mat(2,℘) gilt für alle V ∈ Mat(2,OH) bereits
τ1(G′(1− i)V)
= Re((G′(1− i))11V11 + (G′(1− i))12V21 + (G′(1− i))21V12 + (G′(1− i))22V22︸ ︷︷ ︸
∈℘
) ∈ Z
und damit
exp(2pii τ1(G′(1− i)V)) = 1.
Mit dem gerade Bewiesenen folgt damit für die rechte Seite unserer Ursprungsgleichung
∑
U:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(P
trS−1Q +UtrQ)) Θ
(PtrS−1+Utr)(1+i)(Z; S)
= ∑
U:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(P
trS−1Q +UtrQ))
· ∑
G′∈Mat(2,OH)
exp(pii τ1(S[(1+ i)G′
tr
+U + S−1P] · Z))
= ∑
U:Mat(2,OH)/Mat(2,℘)
exp(2pii τ1(P
trS−1Q +UtrQ))
· ∑
G′∈Mat(2,OH)
exp(pii τ1(S[(1+ i)G′
tr
+U + S−1P] · Z))exp(2pii τ1(G′(1− i)Q))
= ∑
U:Mat(2,OH)/Mat(2,℘)
∑
G′∈Mat(2,OH)
exp(pii τ1(S[(1+ i)G′
tr
+U + S−1P] · Z))
·exp(2pii τ1(G′(1− i1)Q + PtrS−1Q +UtrQ))
= ∑
U:Mat(2,OH)/Mat(2,℘)
∑
G′∈Mat(2,OH)
exp(pii τ1(S[(1+ i)G′
tr
+U + S−1P] · Z))
·exp(2pii τ1(((1+ i)G′tr +U + S−1P)
tr
Q)).
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Nun durchläuft (1 + i)G′tr die Menge Mat(2,℘) wenn G′ die Menge Mat(2,OH) durchläuft.
Betrachten wir den Ausdruck (1 + i)G′tr + U für U ∈ Mat(2,OH)/Mat(2,℘), so durchläuft
dieser nach Wahl der U gerade wieder die Menge Mat(2,OH). Damit folgt
∑
U:Mat(2,OH)/Mat(2,℘)
exp(2piiτ1(P
trS−1Q +UtrQ)) Θ
(PtrS−1+Utr)(1+i)(Z; S)
= ∑
U:Mat(2,OH)/Mat(2,℘)
∑
G′∈Mat(2,OH)
exp(pii τ1(S[(1+ i)G′
tr
+U + S−1P] · Z))
·exp(2pii τ1(((1+ i)G′tr +U + S−1P)
tr
Q))
= ∑
H∈Mat(2,OH)
exp(pii τ1(S[H + S−1P] · Z + 2(H + S−1P)trQ))
= Θ∗P,Q(Z; S).
Dies zeigt die Behauptung. 
Satz 4.65 Sei S =
( 2 1+i
1−i 2
)
. Die drei Vektorräume
A1 = 〈ΘA(·; S); A ∈ Mat(2,OH)〉,
A2 = 〈Θ∗P,Q(·; S); P, Q ∈ Mat(2,OH)〉,
A3 = 〈ϑp|H(2,H) ; p ∈ O′ 2C 〉,
die von den Theta-Reihen aufH(2,H) aufgespannt werden, stimmen überein. 
Beweis
Aus 4.63 und 4.64 folgern wir direkt, dass A1 und A2 übereinstimmen. Wir zeigen daher
nun die beiden Implikationen A1 ⊆ A3 und A3 ⊆ A1. Beginnen wir mit A1 ⊆ A3. Wir
wollen zeigen, dass sich jede Theta-Reihe zweiter Art als Summe von oktonionischen Theta-
Konstanten, eingeschränkt auf den Quaternionen-Halbraum, schreiben lässt. Dabei können
wir uns nach 4.60 und 4.55 auf Matrizen A der Form A = U ( a b ) mit
U =
(
1 γ
0 1
)
oder U =
(
0 1
1 γ
)
, γ ∈ OH,
sowie
(
a b
)
=

(
α 0
0 1+ i
)
, α ∈ ℘, falls A ∈ Mat(2,℘), A 6∈ Mat(2, 2OH),(
α 0
β 1
)
, α ∈ OH, β ∈ ℘, falls A 6∈ Mat(2,℘)
zurückziehen. Wegen ΘVB(Z; S) = ΘB(Z[V]; S) für alle V ∈ GL(2,OH) und B ∈ Mat(2,OH),
genügt es für Vertreter B ∈ GL(2,OH) · A ·Aut(S)tr mod 2Mat(2,OH) zu zeigen, dass sich
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die quaternionischen Theta-Reihen zweiter Art als Summe eingeschränkter, oktonionischer
Theta-Konstanten schreiben lassen.
Sei also zunächst A 6∈ Mat(2,℘), so kann wegen U ∈ GL(2,OH) ein Vertreter B = (c d)
gewählt werden, dessen zweite Spalte nach Obigem die Gestalt d =
(
0
1
)
hat. Nach 4.61 gilt
dann
ΘB(Z; S) = ∑
u:O2H/℘2
Θ2u+c(1+i)+d(2Z)Θ2u+d(2Z).
Wegen (2u + d)21 = 2u2 + 1 ≡ 1 mod 2OH gilt mit 4.41 weiterhin
ΘA(Z; S) = ∑
u:O2H/℘2
Θ2u+c(1+i)+d(2Z)Θ2u+d(2Z
tr).
Mit p = [c(1+ i) + d](1− j)−1 + e1[d(1− j)−1] ∈ O′C und 4.45 folgt dann schließlich
ΘA(Z; S) = ϑp(Z).
Sei nun A ∈ Mat(2,℘). Wegen U ∈ GL(2,OH) hat ein Vertreter B hier ohne Einschränkung
bereits die Form
B =
(
α 0
0 1+ i
)
mit α ∈ ℘.
Ist α ∈ 2OH so ist ein Vertreter gegeben durch(
1 0
0 (1− j)(1+ i)−1
)
︸ ︷︷ ︸
∈GL(2,OH)
(
α 0
0 1+ i
)
=
(
α 0
0 1− j
)
≡
(
0 0
0 1− j
)
mod 2OH.
Gilt hingegen α ∈ ℘ \ 2OH, so können wir wegen der Rechnung modulo 2OH annnehmen,
dass α bereits Norm 2 hat. Dann liegt aber (1− i)α−1 in O×H und es folgt(
(1− i)α−1 0
0 (1− j)(1+ i)−1
)
︸ ︷︷ ︸
∈GL(2,OH)
(
α 0
0 1+ i
)
=
(
1− i 0
0 1− j
)
.
Als letztes müssen wir noch den Fall A ∈ Mat(2, 2OH) betrachten. Dafür genügt es dann aber,
die Theta-Reihe Θ0(Z; S) zu berechnen. Zusammengefasst müssen wir also noch folgende
Theta-Reihen berechnen
ΘB(Z; S) mit B ∈
{(
0 0
0 0
)
,
(
0 0
0 1− j
)
,
(
1− i 0
0 1− j
)}
.
Beginnnen wir mit der Theta-Reihe zur Nullmatrix. Nach 4.61 gilt
Θ( 0 0
0 0
)(Z; S) = ∑
u:O2H/℘2
Θ2u(2Z)Θ2u(2Z).
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Aus 4.41 und 2u ∈ 2OH folgern wir
Θ2u(2Z) = Θ2u(2Ztr)
und damit
Θ( 0 0
0 0
)(Z; S) = ∑
u:O2H/℘2
Θ2u(2Z)Θ2u(2Ztr) = ϑ( 0
0
)(Z)
nach 4.45. Kommen wir nun zum zweiten Vertreter. Nach 4.53 liegt die Matrix
V :=
(
0 (1+ i)v3(1+ i)−1i
v3 0
)
=
(
(1+ i)v3(1+ i)−1 0
0 v3
)(
0 i
1 0
)
mit v3 =
1−i+j+k
2 ∈ O×H in Aut(S). Mit Hilfe dieser Matrix berechnen wir(
0 0
1− i 0
)
Vtr =
(
0 0
0 1− j
)
,
sodass nach 4.60 und 4.61 für die Theta-Reihe gilt
Θ( 0 0
0 1−j
)(Z; S) = Θ( 0 0
1−i 0
)
Vtr
(Z; S)
= Θ( 0 0
1−i 0
)(Z; S)
= ∑
u:O2H/℘2
Θ
2u+
(
0
1−i
)
(1+i)
(2Z)Θ2u(2Z)
= ∑
u:O2H/℘2
Θ
2u+
(
0
2
)(2Z)Θ2u(2Z).
Aus 4.41 folgern wir
Θ( 0 0
0 1−j
)(Z; S) = ∑
u:O2H ℘2
Θ
2u+
(
0
2
)(2Z)Θ2u(2Z)
= ∑
u:O2H ℘2
Θ
2u+
(
0
2
)(2Z)Θ2u(2Ztr)
= ϑp(Z)
mit p =
(
0
2
)
(1− j)−1 + e1 ·
(
0
0
)
=
(
0
1+j
)
.
Betrachten wir nun noch den letzten Vertreter. Dazu berechnen wir zunächst noch eine zweite
Darstellung des zweiten Vertreters. Mit 4.61 und p =
(
0
2
)
(1− j)−1 + e1 ·
(
0
0
)
=
(
0
1+j
)
folgt
ϑ( 0
1+j
)(Z) = Θ( 0 0
0 1−j
)(Z; S) = ∑
u:O2H/℘2
Θ
2u+
( 0
1−j
)(2Z)2
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= Θ( 0
1−j
)(2Z)2 +Θ( 0
3−j
)(2Z)2 +Θ( 0
2ω+1−j
)(2Z)2 +Θ( 0
2ω+1−j
)(2Z)2
+ Θ( 2
1−j
)(2Z)2 +Θ( 2
3−j
)(2Z)2 +Θ( 2
2ω+1−j
)(2Z)2 +Θ( 2
2ω+1−j
)(2Z)2
+ Θ( 2ω
1−j
)(2Z)2 +Θ( 2ω
3−j
)(2Z)2 +Θ( 2ω
2ω+1−j
)(2Z)2 +Θ( 2ω
2ω+1−j
)(2Z)2
+ Θ( 2ω
1−j
)(2Z)2 +Θ( 2ω
3−j
)(2Z)2 +Θ( 2ω
2ω+1−j
)(2Z)2 +Θ( 2ω
2ω+1−j
)(2Z)2.
Nach 4.40 ändern sich die Theta-Konstanten Θa(Z) nicht, wenn wir a ∈ O2H mit einer Einheit
von rechts multiplizieren oder ein Element b aus 2℘2 addieren. Dies nutzen wir im Folgenden
aus und erhalten
ϑ( 0
1+j
)(Z) = 4 ·
(
Θ( 0
1−j
)(2Z)2 +Θ( 2
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2
)
. (∗)
Kommen wir nun zum eigentlichen Vertreter. Nach 4.61 gilt
Θ( 1−i 0
0 1−j
)(Z; S)
= ∑
u:O2H/℘2
Θ
2u+
(
1−i
0
)
(1+i)+
( 0
1−j
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= ∑
u:O2H/℘2
Θ
2u+
( 2
1−j
)(2Z)Θ
2u+
( 0
1−j
)(2Z).
Mit 4.40 und einer analogen Rechnung wie oben folgt
Θ( 1−i 0
0 1−j
)(Z; S)
= 8 ·
(
Θ( 0
1−j
)(2Z)Θ( 2
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
)
.
Nach (∗) gilt
ϑ( 0
1+j
)(Z) = 4 ·
(
Θ( 0
1−j
)(2Z)2 +Θ( 2
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2
)
.
Mit 4.45 und 4.40 berechnen wir weiter
ϑ( 0
1+e1
)(Z)
= 4 ·
(
Θ( 0
1−j
)(2Z)Θ( 0
1−j
)(2Ztr) +Θ( 2
1−j
)(2Z)Θ( 2
1−j
)(2Ztr)
)
+ 4 ·
(
Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Ztr) +Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Ztr)
)
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beziehungsweise
ϑ( 1+j
1+e1
)(Z)
= 4 ·
(
Θ( 2
1−j
)(2Z)Θ( 0
1−j
)(2Ztr) +Θ( 0
1−j
)(2Z)Θ( 2
1−j
)(2Ztr)
)
+ 4 ·
(
Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Ztr) +Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Ztr)
)
.
Da wir das Verhalten der quaternionischen Theta-Konstanten unter der Abbildung Z 7→ Ztr
nach 4.41 kennen, berechnen wir weiter
ϑ( 0
1+e1
)(Z)
= 4 ·
(
Θ( 0
1−j
)(2Z)Θ( 0
1−j
)(2Z) +Θ( 2
1−j
)(2Z)Θ( 2
1−j
)(2Z)
)
+ 4 ·
(
Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
)
beziehungsweise
ϑ( 1+j
1+e1
)(Z)
= 4 ·
(
Θ( 2
1−j
)(2Z)Θ( 0
1−j
)(2Z) +Θ( 0
1−j
)(2Z)Θ( 2
1−j
)(2Z)
)
+ 4 ·
(
Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
)
.
Damit ergibt sich
ϑ( 0
1+e1
)(Z) + ϑ( 1+j
1+e1
)(Z)− ϑ( 0
1+j
)(Z)
= 4 ·
(
Θ( 0
1−j
)(2Z)2 +Θ( 2
1−j
)(2Z)2
)
+ 8 ·Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
+ 8 ·Θ( 0
1−j
)(2Z)Θ( 2
1−j
)(2Z) + 4 ·
(
Θ( 2ω
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2
)
− 4 ·
(
Θ( 0
1−j
)(2Z)2 +Θ( 2
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2
)
= 8 ·Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z) + 8 ·Θ( 0
1−j
)(2Z)Θ( 2
1−j
)(2Z)
= Θ( 1−i 0
0 1−j
)(Z; S).
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Da wir nun für alle Vertreter aus GL(2,OH) · A · Aut(S)tr mod 2OH nachgerechnet haben,
dass sie sich als Summe eingeschränkter oktonionischer Theta-Konstanten schreiben lassen,
gilt A1 ⊆ A3.
Wir wollen nun die umgekehrte Inklusion zeigen. Sei dafür p = r + e1s ∈ O′ 2C beliebig und
a = r(1− j) sowie b = s(1− j). Wir betrachten zunächst den Fall, dass p nicht in der Menge
O2H + e1O2H liegt. Aufgrund der Darstellung der Maximalordnung aus 1.24, kann damit b
nicht in ℘2 liegen, sodass gilt
b1 ≡ ε mod 2OH oder b2 ≡ ε mod 2OH für ein ε ∈ O×H.
Aus 4.45 und 4.41 folgern wir dann
ϑp(Z)|H(H) = ∑
u:O2H/℘2
Θ2u+a(2Z)Θ2u+b(2Ztr)
= ∑
u:O2H/℘2
Θ2u+a(2Z)Θε2uε+εbε(2Z)
= ∑
u:O2H/℘2
Θ2u+a(2Z)Θ2u+εbε(2Z)
= ∑
u:O2H/℘2
Θ2u+((a−εbε)(1+i)−1)(1+i)+εbε(2Z)Θ2u+εbε(2Z)
= ΘA(Z; S),
wenn wir A = ( (a−εbε)(1+i)−1 εbε ) setzen und 4.61 verwenden. Dass wir im letzten Schritt
4.61 anwenden dürfen, liegt daran, dass A immer in Mat(2,OH) liegt. Um dies zu beweisen
schauen wir uns die Ausdrücke
(
a− εbε
)
(1 + i)−1 und εbε genauer an. Nach 1.24 brauchen
wir die Behauptung nur noch für ai = ri(1− j) und bi = si(1− j), 1 ≤ i ≤ 2, mit
(r1, s1), (r2, s2) ∈ {( 1+i2 , 1+k2 ), ( 1+j2 , 1+j2 ), ( 1+k2 , 1+i2 )}
nachzurechnen (in allen anderen Fällen ist die Behauptung klar). Mit SAGE können wir dies
nun für alle ε ∈ O×H tun und feststellen, dass die Ausdrücke wieder in OH liegen. Nun muss
noch der Fall p ∈ O2H + e1O2H betrachtet werden. Nach 4.22 gilt
ϑp+q(Z) = ϑp(Z) für alle q ∈ 2O2C .
Wegen (OH + e1OH) ⊆ O′C folgt insbesondere
ϑp+q′(Z) = ϑp(Z) für alle q′ ∈ 2O2H + e12O2H.
Daher können wir uns auf r, s ∈ O2H modulo 2O2H beschränken. Sei zunächst r ∈ ℘2. Mit 4.45
folgt dann
ϑp(Z) = ∑
u:O2H/℘2
Θ2u+a(2Z)Θ2u+b(2Ztr).
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Wegen r ∈ ℘2 gilt a = r(1− j) ∈ 2O2H. Nach 4.41 gilt dann
Θ2u+a(2Z) = Θ2u+a(2Ztr)
und damit
ϑp(Z) = ∑
u:O2H/℘2
Θ2u+a(2Ztr)Θ2u+b(2Ztr)
= ∑
u:O2H/℘2
Θ2u+(a(1+i)−1−b(1+i)−1)(1+i)+b(2Z
tr)Θ2u+b(2Ztr)
= ΘA(Ztr; S)
mit A = ( (a−b)(1+i)−1 b ) ∈ Mat(2,OH) (denn wegen r, s ∈ O2H liegen a und b in ℘2, sodass
(a− b)(1+ i1)−1 wieder in O2H liegt) nach 4.61. Nun folgt aus 4.62 noch, dass
ΘA(Ztr; S) = ΘA∗(Z; S) für ein A∗ ∈ Mat(2,OH)
gilt. Demnach ist für diese Vertreter p ebenfalls nachgerechnet, dass die eingeschränkten ok-
tonionischen Theta-Reihen in A1 liegen. Als nächstes schauen wir uns den Fall s ∈ ℘2 an.
Dann gilt b ∈ 2O2H und damit auch 2u + b ∈ 2O2H für alle u ∈ O2H. Mit 4.45 und 4.41 folgt
wieder
ϑp(Z) = ∑
u:O2H/℘2
Θ2u+a(2Z)Θ2u+b(2Ztr)
= ∑
u:O2H/℘2
Θ2u+a(2Z)Θ2u+b(2Z)
= ∑
u:O2H/℘2
Θ2u+(a(1+i)−1−b(1+i)−1)(1+i)+b(2Z)Θ2u+b(2Z)
= ΘA(Z; S)
mit A = ( (a−b)(1+i)−1 b) ) ∈ Mat(2,OH) nach 4.61.
Nach diesen beiden Fallunterscheidungen können wir nun annehmen, dass weder r noch s in
℘2 liegt. Da wir, wie eben erklärt, r und s modulo 2O2H rechnen dürfen, können wir s1 ∈ O×H
oder s2 ∈ O×H annehmen. Damit gilt aber insbesondere ggTR(s1, s2) = 1 = ggTL(s1, s2),
sodass ein (U∗)−1 ∈ GL(2,OH) existiert mit (U∗)−1s =
(
0
1
)
. Nach 4.48 existiert dann ein
U ∈ GL(2,OH) mit
Ztr[U∗] = (Z[U])tr für alle Z ∈ H(2,H).
Wir können nun 4.50 anwenden und erhalten
ϑp(Z) = ϑUr′︸︷︷︸
=r
+e1 U∗
(
0
1
)
δδ︸ ︷︷ ︸
=s
(Z) = ϑ
r′+e1
(
0
δ
)(Z[U])
mit δ = (1− j)ε(1− j)−1 ∈ O×H für ε ≡ det(U mod ℘) mod ℘, ε ∈ (OH \ ℘)× = {1,ω,ω}
und r′ = U−1r ∈ O2H\℘2. Nach 4.49 und wegen V∗ := diag(δ, δ) ∈ GL(2,OH), sowie V =
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diag(δ, δ) ∈ GL(2,OH) mit det(V mod ℘) ≡ 1, gilt
ϑp(Z) = ϑr′+e1
(
0
δ
)(Z[U])
= ϑ
Vr′′+e1V∗
(
0
1
)(Z[U])
= ϑ
r′′+e1
(
0
1
)(Z[U][V])
mit einem r′′ ∈ O2H \ ℘2. Wir müssen daher nur noch zeigen, dass die eingeschränkten ok-
tonionischen Theta-Konstanten für p = r + e1
(
0
1
)
, r ∈ O2H \ ℘2 modulo 2O2H in A1 liegen.
Wir wollen nun versuchen r noch weiter einzuschränken. Wegen r 6∈ ℘2 gilt r1 ∈ O×H oder
r2 ∈ O×H. Betrachten wir zunächst den Fall r1 ∈ O×H. Wir definieren
U−1 :=
(
1 0
−r2r1 1
)
.
Dann gilt
U−1r =
(
r1
0
)
, U =
(
1 0
r2r1 1
)
, det(U mod ℘) ≡ 1 mod ℘ und U∗ =
(
1 0
r2r1 1
)
.
Für die Theta-Konstanten folgt somit
ϑ
r+e1
(
0
1
)(Z) = ϑ
U( r10 )+e1U
∗
(
0
1
)
·1(Z) = ϑ( r10 )+e1
(
0
1
)(Z[U]).
In diesem Fall genügt es also Theta-Konstanten zu p = ( ε0 ) + e1
(
0
1
)
, ε ∈ O×H, zu betrachten.
Mit 4.45 gilt dann
ϑ
( ε0 )+e1
(
0
1
)(Z) = ∑
u:O2H/℘2
Θ
2u+
(
ε(1−j)
0
)(2Z)Θ
2u+
( 0
1−j
)(2Ztr).
Wegen (2u2 + (1− j)) · 2u1 ∈ 2℘ gilt nach 4.42 bereits
Θ
2u+
( 0
1−j
)(2Ztr) = Θ
2u+
( 0
1−j
)(2Z)
und damit
ϑ
( ε0 )+e1
(
0
1
)(Z) = ∑
u:O2H/℘2
Θ
2u+
(
ε(1−j)
0
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= ∑
u:O2H/℘2
Θ
2u+
(
(1−j)ε′
0
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
=
[
Θ( 1−j
0
)(2Z) +Θ( 1−j
2
)(2Z) +Θ( 1−j
2ω
)(2Z) +Θ( 1−j
2ω
)(2Z)
]
·
[
Θ( 0
1−j
)(2Z) +Θ( 2
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
,
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wenn wir mehrmals die Eigenschaften der quaternionischen Theta-Konstanten verwenden.
Unter Verwendung von 4.61 und 4.40 folgt weiter
Θ( 1 0
−ω 1−j
)(Z; S) = ∑
u:O2H/℘2
Θ
2u+
(
1+i
−ω(1+i)
)
+
( 0
1−j
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= ∑
u:O2H/℘2
Θ
2u+
(
1+i
0
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= ∑
u:O2H/℘2
Θ
2uv+
(
1−j
0
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
mit v = 12 (1− i− j + k). Wegen v ≡ ω mod ℘ gilt weiter
Θ( 1 0
−ω 1−i2
)(Z; S) = ∑
u:O2H/℘2
Θ
2uω+
(
1−j
0
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
=
[
Θ( 1−j
0
)(2Z) +Θ( 1−j
2
)(2Z) +Θ( 1−j
2ω
)(2Z) +Θ( 1−j
2ω
)(2Z)
]
·
[
Θ( 0
1−j
)(2Z) +Θ( 2
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
,
wenn wir wieder die Eigenschaften der quaternionischen Theta-Konstanten aus 4.40 verwen-
den. Also folgt
ϑ
( ε0 )+e1
(
0
1
)(Z) = Θ( 1 0
−ω 1−j
)(Z; S),
sodass auch in diesem Fall die eingeschränkten oktonischen Theta-Konstanten in A1 liegen.
Schauen wir uns als nächstes den Fall r2 = ε ∈ O×H und r1 = 0 an. Nach 4.45 gilt wieder
ϑ
( 0ε )+e1
(
0
1
)(Z) = ∑
u:O2H/℘2
Θ
2u+
( 0
ε(1−j)
)(2Z)Θ
2u+
( 0
1−j
)(2Ztr).
Beachten wir wieder (2u2 + (1− j)) · 2u1 ∈ 2℘, so folgt mit 4.42 und ε′ := (1− j)−1ε(1− j),
dass
ϑ
( 0ε )+e1
(
0
1
)(Z) = ∑
u:O2H/℘2
Θ
2u+
( 0
(1−j)ε′
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= ∑
u:O2H/℘2
Θ
2uε′+
( 0
(1−j)
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
gilt. Wegen 2uε′ ≡ 2u(ε′ mod ℘) mod 2℘ brauchen wir nur ε′ ∈ {1,ω,ω} zu betrachten.
Dabei rechnen wir leicht mit SAGE nach, dass die folgenden Kongruenzen gelten
ε′ ≡

1, falls ε ∈ {±1,±i,±j,±k},
ω, falls ε ∈ {±ω,± 12 (−1− i + j + k),± 12 (−1+ i− j + k),± 12 (−1+ i + j− k)},
ω, falls ε ∈ {±ω,± 12 (1− i + j + k),± 12 (1+ i− j + k),± 12 (1+ i + j− k)}.
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Es genügt demnach in diesem Fall die eingeschränkten Theta-Konstanten zu p = ( 0ε )+ e1
(
0
1
)
für ε ∈ {1,ω,ω} zu überprüfen. Hier gilt nun
ϑ( 0
1
)
+e1
(
0
1
)(Z) = ∑
u:O2H/℘2
Θ
2u+
( 0
(1−j)
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 4 ·
[
Θ( 0
1−j
)(2Z)2 +Θ( 2
1−j
)(2Z)2 + 2 ·Θ( 2ω
1−j
)(2Z) ·Θ( 2ω
1−j
)(2Z)
]
und
ϑ
( 0ω )+e1
(
0
1
)(Z) = ∑
u:O2H/℘2
Θ
2uω+
( 0
(1−j)
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 4 ·
[
Θ( 0
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2 + 2 ·Θ( 2ω
1−j
)(2Z) ·Θ( 2
1−j
)(2Z)
]
und
ϑ( 0
ω
)
+e1
(
0
1
)(Z) = ∑
u:O2H/℘2
Θ
2uω+
( 0
(1−j)
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 4 ·
[
Θ( 0
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2 + 2 ·Θ( 2
1−j
)(2Z) ·Θ( 2ω
1−j
)(2Z)
]
.
Die Ausdrücke als Summen von Theta-Reihen zweiter Art berechnen wir später. Schauen wir
uns nun noch den letzten Fall an. Das bedeutet r2 ∈ O×H, r1 ∈ ℘, N(r1) = 2. Wir können r2
schreiben als r′2 + (1 + i)x für ein x ∈ OH und r′2 ∈ {1,ω,ω}. Wegen r1 ∈ ℘ mit N(r1) = 2
liegt dann −(1− i)xr−11 in OH, sodass die Matrix
U =
(
1 0
−(1+ i)xr−11 1
)
mit U∗ =
(
1 0
−(1+ i)xr−11 1
)
in GL(2,OH) liegt. Dann gilt aber
ϑ
r+e1
(
0
1
)(Z) = ϑ
U
( r1
r′2
)
+e1U∗
(
0
1
)(Z) = ϑ( r1
r′2
)
+e1
(
0
1
)(Z[U]),
sodass hier ohne Einschränkung angenommen werden kann, dass r2 ∈ {1,ω,ω} gilt. Da wir
den Wert für r1 zusätzlich modulo 2OH rechnen dürfen, können wir uns auch hier auf Aus-
drücke der Form r1 = α(1 + j) mit α ∈ {1,ω,ω} beschränken. Es verbleiben somit folgende
Theta-Konstanten
ϑ
r+e1
(
0
1
)(Z) mit r1 = α(1+ j), α, r2 ∈ {1,ω,ω}.
Für diese Theta-Konstanten berechnen wir wieder mit 4.45, 4.40 und 4.42, dass folgende Iden-
titäten gelten
ϑ( α(1+j)
r2
)
+e1
(
0
1
)(Z) = ∑
u:O2H/℘2
Θ
2u+
( α
r2(1−j)
)(2Z)Θ
2u+
( 0
1−j
)(2Ztr)
= ∑
u:O2H/℘2
Θ
2u+
( α
r2(1−j)
)(2Z)Θ
2u+
( 0
1−j
)(2Z).
197
Nutzen wir die Eigenschaften quaternionischer Theta-Konstanten so erhalten wir für α = ω
und r2 = 1, ω, ω die folgendenden Darstellungen
ϑ(ω(1+j)
1
)
+e1
(
0
1
)(Z) = 4 ·
[
Θ( 0
1−j
)(2Z) +Θ( 2
1−j
)(2Z)
]
·
[
Θ( 2ω
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
ϑ(ω(1+j)
ω
)
+e1
(
0
1
)(Z) = 8 ·
[
Θ( 0
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
]
+ 4 ·Θ( 2ω
1−j
)(2Z)2 + 4 ·Θ( 2
1−j
)(2Z)2
ϑ(ω(1+j)
ω
)
+e1
(
0
1
)(Z) = 4 ·
[
Θ( 0
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
·
[
Θ( 2
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
.
Für α = ω und r2 = 1, ω, ω folgt
ϑ(ω(1+j)
1
)
+e1
(
0
1
)(Z) = 4 ·
[
Θ( 0
1−j
)(2Z) +Θ( 2
1−j
)(2Z)
]
·
[
Θ( 2ω
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
ϑ(ω(1+j)
ω
)
+e1
(
0
1
)(Z) = 4 ·
[
Θ( 0
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
·
[
Θ( 2
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
ϑ(ω(1+j)
ω
)
+e1
(
0
1
)(Z) = 8 ·
[
Θ( 0
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
]
+ 4 ·Θ( 2ω
1−j
)(2Z)2 + 4 ·Θ( 2
1−j
)(2Z)2
und für α = 1 und r2 = 1, ω, ω gilt
ϑ( 1+j
1
)
+e1
(
0
1
)(Z) = 8 ·
[
Θ( 0
1−j
)(2Z)Θ( 2
1−j
)(2Z)
]
+ 4 ·Θ( 2ω
1−j
)(2Z)2 + 4 ·Θ( 2ω
1−j
)(2Z)2
ϑ( 1+j
ω
)
+e1
(
0
1
)(Z) = 4 ·
[
Θ( 0
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
·
[
Θ( 2
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
ϑ( 1+j
ω
)
+e1
(
0
1
)(Z) = 4 ·
[
Θ( 0
1−j
)(2Z) +Θ( 2ω
1−j
)(2Z)
]
·
[
Θ( 2ω
1−j
)(2Z) +Θ( 2
1−j
)(2Z)
]
.
Nun wollen wir noch alle oben stehenden eingeschränkten oktonionischen Theta-Kosntanten
als Summen von quaternionischen Theta-Reihen zweiter Art ausdrücken. Hierfür berechnen
wir zunächst einige Darstellungen ausgewählter Theta-Reihen zweiter Art. Mit 4.61 und 4.40
folgern wir
Θ(−i−k 0
0 1−j
)(Z; S) = ∑
u:O2H/℘2
Θ
2u+
( 2ω
1−j
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 8Θ( 0
1−j
)(2Z)Θ( 2ω
1−j
)(2Z) + 8Θ( 2
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
Θ( i+k 0
0 1−j
)(Z; S) = ∑
u:O2H/℘2
Θ
2u+
( 2ω
1−j
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 8Θ( 0
1−j
)(2Z)Θ( 2ω
1−j
)(2Z) + 8Θ( 2
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
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Θ( 0 0
ω 1−j
)(Z; S) = ∑
u:O2H/℘2
Θ
2u+
( 0ω
(1−j)ω
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 4Θ( 0
1−j
)(2Z)2 + 4Θ( 2ω
1−j
)(2Z)Θ( 2
1−j
)(2Z)
+ 4Θ( 2
1−j
)(2Z)Θ( 2ω
1−j
)(2Z) + 4Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
Θ( 1−j 0
ω 1−j
)(Z; S) = ∑
u:O2H/℘2
Θ
2u+
( 2ω
(1−j)ω
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 4Θ( 2
1−j
)(2Z)2 + 4Θ( 0
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
+ 4Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z) + 4Θ( 0
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
Θ( 1−i 0
1
2 (−1+i+j−k) 1−j
)(Z; S) = ∑
u:O2H/℘2
Θ
2u+
( 2
(1−j)ω
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 4Θ( 2ω
1−j
)(2Z)2 + 4Θ( 0
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
+ 4Θ( 2ω
1−j
)(2Z)Θ( 2
1−j
)(2Z) + 4Θ( 0
1−j
)(2Z)Θ( 2
1−j
)(2Z)
Θ( 1−j 0
1
2 (−1+i+j−k) 1−j
)(Z; S) = ∑
u:O2H/℘2
Θ
2u+
( 2ω
(1−j)ω
)(2Z)Θ
2u+
( 0
1−j
)(2Z)
= 4Θ( 2
1−j
)(2Z)Θ( 0
1−j
)(2Z) + 4Θ( 2ω
1−j
)(2Z)Θ( 2
1−j
)(2Z)
+ 4Θ( 2ω
1−j
)(2Z)2 + 4Θ( 0
1−j
)(2Z)Θ( 2ω
1−j
)(2Z).
Als wir A1 ⊆ A3 bewiesen haben, haben wir bereits die folgenden Identitäten gesehen
Θ( 1−i 0
0 1−j
)(Z; S) = 8Θ( 0
1−j
)(2Z)Θ( 2
1−j
)(2Z) + 8Θ( 2ω
1−j
)(2Z)Θ( 2ω
1−j
)(2Z)
Θ( 0 0
0 1−j
)(Z; S) = 4
[
Θ( 0
1−j
)(2Z)2 +Θ( 2
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2 +Θ( 2ω
1−j
)(2Z)2
]
.
Mit diesen Darstellungen berechnen wir nun sehr leicht
ϑ(ω(1+j)
1
)
+e1
(
0
1
)(Z) = 12
[
Θ(−i−k 0
0 1−j
)(Z; S) +Θ( i+k 0
0 1−j
)(Z; S)
]
ϑ(ω(1+j)
ω
)
+e1
(
0
1
)(Z) = 12
[
Θ(−i−k 0
0 1−j
)(Z; S) +Θ( 1−i 0
0 1−j
)(Z; S)
]
ϑ(ω(1+j)
1
)
+e1
(
0
1
)(Z) = 12
[
Θ(−i−k 0
0 1−j
)(Z; S) +Θ( i+k 0
0 1−j
)(Z; S)
]
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ϑ(ω(1+j)
ω
)
+e1
(
0
1
)(Z) = 12
[
Θ( 1−i 0
0 1−j
)(Z; S) +Θ( i+k 0
0 1−j
)(Z; S)
]
ϑ( 1+j
ω
)
+e1
(
0
1
)(Z) = 12
[
Θ( 1−i 0
0 1−j
)(Z; S) +Θ( 1+k 0
0 1−j
)(Z; S)
]
ϑ( 1+j
ω
)
+e1
(
0
1
)(Z) = 12
[
Θ(−i−k 0
0 1−j
)(Z; S) +Θ( 1−i 0
0 1−j
)(Z; S)
]
ϑ( 0
1
)
+e1
(
0
1
)(Z) = Θ( 0 0
ω 1−j
)(Z; S) +Θ( 1−j 0
ω 1−j
)(Z; S)
− 12
[
Θ(−i−k 0
0 1−j
)(Z; S) +Θ( i+k 0
0 1−j
)(Z; S)
]
ϑ
( 0ω )+e1
(
0
1
)(Z) = Θ( 0 0
ω 1−j
)(Z; S) +Θ( 1−i 0
1
2 (−1+i+j−k) 1−j
)(Z; S)
− 12
[
Θ( 1−i 0
0 1−j
)(Z; S) +Θ( i+k 0
0 1−j
)(Z; S)
]
ϑ( 0
ω
)
+e1
(
0
1
)(Z) = Θ( 0 0
ω 1−j
)(Z; S) +Θ( 1−j 0
1
2 (−1+i+j−k) 1−j
)(Z; S)
− 12
[
Θ(−i−k 0
0 1−j
)(Z; S) +Θ( 1−i 0
0 1−j
)(Z; S)
]
.
Schlussendlich gilt noch
ϑ( 1+j
1
)
+e1
(
0
1
)(Z) = Θ( 1−i 0
0 1−j
)(Z; S) +Θ( 0 0
0 1−j
)(Z; S)
− Θ( 0 0
ω 1−j
)(Z; S)−Θ( 1−j 0
ω 1−j
)(Z; S)
+ 12
[
Θ(−i−k 0
0 1−j
)(Z; S) +Θ( i+k 0
0 1−j
)(Z; S)
]
ϑ(ω(1+j)
ω
)
+e1
(
0
1
)(Z) = Θ(−i−k 0
0 1−j
)(Z; S) +Θ( 0 0
0 1−j
)(Z; S)
− Θ( 0 0
1
2 (−1+i+j−k) 1−j
)(Z; S)−Θ( 1−i 0
1
2 (−1+i+j−k) 1−j
)(Z; S)
+ 12
[
Θ( 1−i 0
0 1−j
)(Z; S) +Θ( i+k 0
0 1−j
)(Z; S)
]
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ϑ(ω(1+j)
ω
)
+e1
(
0
1
)(Z) = Θ( i+k 0
0 1−j
)(Z; S) +Θ( 0 0
0 1−j
)(Z; S)
− Θ( 0 0
ω 1−j
)(Z; S)−Θ( 1−j 0
1
2 (−1+i+j−k) 1−j
)(Z; S)
+ 12
[
Θ(−i−k 0
0 1−j
)(Z; S) +Θ( 1−i 0
0 1−j
)(Z; S)
]
.
Damit ist nun auch A3 ⊆ A1 gezeigt und somit folgt die Gleichheit der drei angegebenen
Vektorräume. 
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5 Jacobiformen vom Index R ∈ Herm(2,OC)
In Analogie zu [Zi89] und [EK94] werden wir in diesem Abschnitt Jacobiformen über den
Cayley Zahlen vom Index R ∈ Herm(2,OC) definieren und wichtige Eigenschaften herleiten.
Dabei werden wir zunächst die Definition für Jacobiformen und Jacobi-Spitzenformen an-
geben und im Anschluss daran beweisen, dass jeder Fourier-Jacobi-Koeffizient einer Modul-
form (auf dem Cayley Halbraum vom Grad 3) ein Beispiel einer solchen Jacobiform darstellt.
Zusätzlich werden wir einen Isomorphismus zwischen Jacobiformen sowie Jacobi-Spitzenformen
und Modulformen zu gewissen Kongruenzuntergruppen angeben. Dieser ermöglicht uns
dann insbesondere eine Dimensionsabschätzung für den Raum der Jacobiformen. Zum Ab-
schluss des Kapitels werden wir uns noch ein weiteres Beispiel von Jacobiformen zum Index
R ∈ Herm(2,OC) anschauen, die sogenannten Jacobi-Eisensteinreihen.
Wir beginnen mit der Definition einer Jacobiform vom Index R ∈ Herm(2,OC), die wir in
Analogie zu [Zi89, S.193] und [EK94, S.794] einführen.
Definition 5.1 Sei k ∈ Z, R ∈ Herm(2,OC), R ≥ 0 und F : H1 × C1×2C → C eine holomorphe
Funktion. Dann nennen wir F eine Jacobiform vom Gewicht k und Index R, falls die folgenden
Bedingungen für alle (z1, z) ∈ H1 × C1×2C erfüllt sind:
(J1) Für alle M =
(
a b
c d
) ∈ SL2(Z) gilt
F(M〈z1〉, zcz1+d ) = (cz1 + d)ke
2piiτ(R, ccz1+d
ztrz)F(z1, z).
(J2) Für alle λ, µ ∈ O2C gilt
F(z1, z + z1λ
tr
+ µtr) = e−2piiz1τ(R,λλ
tr
) e−4piiτ(Rλ,z
tr)F(z1, z).
(J3) F besitzt eine absolut konvergente Fourier-Entwicklung der Form
F(z1, z) = ∑
n∈N0,t∈O2C ,
T=
(
n ttr
t R
)
≥0
αF(n, t)e2piinz1e4piiτ(t,z
tr).
Mit Jk,R bezeichnen wir den Raum der Jacobiformen vom Gewicht k und Index R.
Gilt zusätzlich
(J4) αF(n, t) = 0 falls
(
n ttr
t R
)
≥ 0,≯ 0,
so nennen wir F eine Jacobi-Spitzenform vom Gewicht k und Index R. Den Raum der Jacobi-
Spitzenformen bezeichnen wir mit J 0k,R. 
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Bemerkung 5.2 Um die Bedingungen (J1) und (J2) kürzer zu schreiben, führen wir zwei
sogenannte Strichoperatoren ein. Für eine holomorphe Funktion F : H1 × C1×2C → C, k ∈ Z,
R ∈ Herm(2,OC) und M ∈ SL(2,Z) sei F|k,R [M] wie folgt definiert
F|k,R [M](z1, z) := F(M〈z1〉, zcz1+d ) (cz1 + d)−k e
−2piiτ(R, ccz1+d z
trz).
Damit können wir die Bedingung (J1) aus 5.1 schreiben als
(J1) F|k,R [M](z1, z) = F(z1, z) für alle M ∈ SL(2,Z) und (z1, z) ∈ H1 × C1×2C .
Für eine holomorphe Funktion F : H1 × C1×2C → C, k ∈ Z, R ∈ Herm(2,OC) und λ, µ ∈ O2C
sei F|R [λ, µ] wie folgt definiert
F|R [λ, µ](z1, z) := F(z1, z + z1λ
tr
+ µtr) e2piiz1 τ(R,λλ
tr
) e4pii τ(Rλ,z
tr).
Damit können wir die Bedingung (J2) aus 5.1 schreiben als
(J2) F|R [λ, µ](z1, z) = F(z1, z) für alle λ, µ ∈ O2C und (z1, z) ∈ H1 × C1×2C . 
Als erstes soll nun gezeigt werden, dass die Bedingung (J1) aus 5.1 noch ein wenig abge-
schwächt werden kann.
Lemma 5.3 Sei k ∈ Z, R ∈ Herm(2,OC) und F : H1 × C1×2C → C eine holomorphe Funktion, die
die folgenden Bedingungen für alle (z1, z) ∈ H1 × C1×2C erfüllt:
(J1’) Es gilt
F(−z−11 , zz1 ) = zk1 e
2pii τ(R, 1z1
ztrz) F(z1, z) und F(z1 + 1, z) = F(z1, z).
(J2) Für alle λ, µ ∈ O2C gilt
F(z1, z + z1λ
tr
+ µtr) = e−2piiz1τ(R,λλ
tr
) e−4piiτ(Rλ,z
tr)F(z1, z).
(J3) F besitzt eine absolut konvergente Fourier-Entwicklung der Form
F(z1, z) = ∑
n∈N0,t∈O2C ,
T=
(
n ttr
t R
)
≥0
αF(n, t)e2piinz1e4piiτ(t,z
tr).
Dann ist F bereits eine Jacobiform vom Gewicht k und Index R. 
203
Beweis
Es ist lediglich zu zeigen, dass aus (J1′) bereits Bedingung (J1) aus 5.1 folgt. Die beiden
Forderungen
F(−z−11 , zz1 ) = zk1 e
2pii τ(R, 1z1
ztrz) F(z1, z) und F(z1 + 1, z) = F(z1, z).
entsprechen gerade der Bedingung (J1) für M = J =
(
0 −1
1 0
)
und M = trans(1) =
(
1 1
0 1
)
.
Da diese beiden Matrizen die gesamte SL(2,Z) erzeugen, genügt es zu zeigen, dass der in
5.2 definierte Strichoperator eine Operation der SL(2,Z) auf der Menge der holomorphen
Funktionen F : H1 × C1×2C → C definiert, dass also
F|k,R [M1M2] = (F|k,R [M1])|k,R [M2]
für alle M1 =
(
a1 b1
c1 d1
)
, M2 =
(
a2 b2
c2 d2
)
∈ SL(2,Z) gilt. Dies bedeutet konkret, dass wir folgende
Gleichung nachrechnen müssen
F((M1M2)〈z1〉, z(M1 M2)21z1+(M1 M2)22 ) ((M1M2)21 z1 + (M1M2)22)
−k
· e−2pii τ(R,
(M1 M2)21
(M1 M2)21z1+(M1 M2)22
ztrz)
= F(M1〈M2〈z1〉〉, zc2z1+d2 1c1 M2〈z1〉+d1 ) (c1M2〈z1〉+ d1)
−k (c2z1 + d2)−k
· e−2pii τ(R,
c2
c2z1+d2
ztrz) e
−2pii τ(R, c1c1 M2〈z1〉+d1
ztr
c2z1+d2
z
c2z1+d2
)
.
Dazu beachten wir, dass nach [Kr08, S.31] bereits (M1M2)〈z1〉 = M1〈M2〈z1〉〉 für alle z1 ∈ H1
erfüllt ist. Weiter berechnen wir
z
(M1M2)21z1 + (M1M2)22
=
z
(c1a2 + d1c2)z1 + c1b2 + d1d2
=
z
c1(a2z1 + b2) + d1(c2z1 + d2)
=
z
(c2z1 + d2)(c1(a2z1 + b2)(c2z1 + d2)−1 + d1)
=
z
c2z1 + d2
1
c1M2〈z1〉+ d1
sowie
((M1M2)21z1 + (M1M2)22)
−k = ((c1a2 + d1c2)z1 + c1b2 + d1d2)
−k
= (c1(a2z1 + b2) + d1(c2z1 + d2))
−k
=
(
(c2z1 + d2)(c1(a2z1 + b2)(c2z1 + d2)−1 + d1)
)−k
= (c2z1 + d2)
−k (c1M2〈z1〉+ d1)−k .
Wenn wir nun noch
c1
(c1 M2〈z1〉+d1)(c2z1+d2)2 +
c2
c2z1+d2
= c1a2+d1c2
(c1a2+d1c2)z1+c1b2+d1d2
= (M1 M2)21
(M1 M2)21z1+(M1 M2)22
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zeigen können, sind wir fertig. Beachten wir, dass M1 und M2 Determinante 1 haben, so er-
halten wir
c1
(c1M2〈z1〉+ d1)(c2z1 + d2)2 +
c2
c2z1+d2
=
1
c2z1 + d2
(
c1
c1(a2z1 + b2) + d1(c2z1 + d2)
+
c2(c1(a2z1 + b2) + d1(c2z1 + d2))
c1(a2z1 + b2) + d1(c2z1 + d2)
)
=
1
c2z1 + d2
(
c1 + c2c1a2z1 + c2c1b2 + c2d1c2z1 + c2d1d2
(c1a2 + d1c2)z1 + c1b2 + d1d2
)
=
1
c2z1 + d2
(
c1 + (c1a2 + d1c2)(c2z1 + d2)− c1a2d2 + c1c2b2
(c1a2 + d1c2)z1 + c1b2 + d1d2
)
=
1
c2z1 + d2
(
c1 + (c1a2 + d1c2)(c2z1 + d2)− c1a2d2 + c1(a2d2 − 1)
(c1a2 + d1c2)z1 + c1b2 + d1d2
)
=
c1a2 + d1c2
(c1a2 + d1c2)z1 + c1b2 + d1d2
=
(M1M2)21
(M1M2)21z1 + (M1M2)22
.
Damit ist insgesamt die Behauptung bewiesen. 
Wir wollen nun noch eine Charakterisierung der Bedingungen (J1) und (J2) von Jacobifor-
men vom geraden Gewicht k ∈ 2Z und Index R ∈ Herm(2,OC) angeben.
Satz 5.4 Seien k ∈ 2Z, R ∈ Herm(2,OC) und F : H1 × C1×2C → C eine holomorphe Funktion.
Dann sind äquivalent
(1) F erfüllt die Bedingungen (J1) und (J2) aus 5.1
(2) F∗ : H(3, C) → C, Z =
(
z1 z
ztr Z2
)
7→ F∗(Z) := F(z1, z) e2piiτ(R,Z2) ist eine Modulform vom
Gewicht k zu Γ3,1 aufH(3, C). 
Beweis
Sei zunächst F∗ eine Modulform vom Gewicht k zu Γ3,1 auf H(3, C) (vergleiche 3.52). Dann
gilt insbesondere
F∗|k [(J1 × E4)](Z) = F∗(Z),
F∗|k [τS](Z) = F
∗(Z), S =
( s1 0
0 0
) ∈ Herm(3,OC), s1 ∈ Z,
F∗|k [τS′ ◦ ρU ](Z) = F∗(Z), S′ =
(
0 µtr
µ µλ
tr
+λµtr
)
, λ, µ ∈ O2C , U =
(
1 λ
tr
0 E2
)
, λ ∈ O2C .
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Wir berechnen diese Ausdrücke nun genauer und beachten dabei, dass F∗ durch F∗(Z) =
F∗
(
z1 z
ztr Z2
)
= F(z1, z) e2piiτ(R,Z2) gegeben ist. Es ergibt sich
F(z1, z) e2piiτ(R,Z2) = F∗(Z) = F∗|k [(J1 × E4)](Z)
3.22
= z−k1 F(−z−11 , zz−11 ) e2piiτ(R,Z2−z
−1
1 z
trz)
= z−k1 F(−z−11 , zz−11 ) e−2piiτ(R,z
−1
1 z
trz) e2piiτ(R,Z2),
sodass bereits
F(z1, z) = z−k1 F(−z−11 , zz−11 ) e−2piiτ(R,z
−1
1 z
trz)
folgt. Weiter gilt
F(z1, z) e2piiτ(R,Z2) = F∗(Z) = F∗|k [τS](Z) = F(z1 + s1, z) e
2piiτ(R,Z2),
für alle S =
( s1 0
0 0
) ∈ Herm(3,OC), s1 ∈ Z, und damit
F(z1, z) = F(z1 + s1, z) für alle s1 ∈ Z.
Aus den letzten beiden Identitäten folgt damit, dass die Funktion F die Bedingung (J1′) aus
5.3 und damit auch Bedingung (J1) aus 5.1 erfüllt. Es bleibt es zu zeigen, dass auch die Be-
dingung (J2) gegeben ist. Dazu schauen wir uns die dritte Identität an. Hier berechnen wir
F(z1, z) e2piiτ(R,Z2) = F∗(Z) = F∗|k [τS′ ◦ ρU ](Z)
= F∗((τS′ ◦ ρU)(Z)) jk(τS′ ◦ ρU , Z)−1︸ ︷︷ ︸
3.42
= jk(ρU ,Z)−1
3.53
= 1
3.26
= F(z1, z + λ
tr
z1 + µtr) e2piiτ(R,Z2+λλ
trz1+λµtr+µλ
tr
+λz+ztrλtr)
= F(z1, z + λ
tr
z1 + µtr) e2piiτ(R,z1λλ
tr
) e4piiτ(Rλ,z
tr) e2piiτ(R,λµ
tr+µλ
tr
)︸ ︷︷ ︸
=1
e2piiτ(R,Z2),
woraus wir direkt
F(z1, z) = F(z1, z + λ
tr
z1 + µtr) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
und damit Bedingung (J2) aus 5.1 schließen können. Es erfüllt F also die Bedingungen (J1)
und (J2) aus 5.1.
Sei nun umgekehrt F eine holomorphe Funktion, die die Bedingungen (J1) und (J2) aus 5.1
erfüllt. Wir wollen zeigen, dass dann F∗ eine Modulform vom Gewicht k zu Γ3,1 auf H(3, C)
ist. Dazu weisen wir die Eigenschaften (1) bis (3) aus 3.53 nach. Wegen
F∗|k [(J1 × E4)](Z) = F∗((J1 × E4)(Z)) z−k1
3.22
= F(−z−11 , zz−11 ) e2piiτ(R,Z2−z
−1
1 z
trz) z−k1
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= F(−z−11 , zz−11 ) e−2piiz
−1
1 τ(R,z
trz)) z−k1︸ ︷︷ ︸
(J1)
= F(z1,z)
e2piiτ(R,Z2)
= F(z1, z) e2piiτ(R,Z2) = F∗(Z)
folgt bereits Eigenschaft (3) aus 3.53. Weiterhin berechnen wir für S =
(
s1 s
str S2
)
∈ Herm(3,OC),
s1 ∈ Z, s ∈ O1×2C , S2 ∈ Herm(2,OC), die folgende Identität
F∗|k [τS] = F
∗(Z +
(
s1 s
str S2
)
) jk(τS, Z)−1︸ ︷︷ ︸
3.42
= 1
= F(z1 + s1, z + s) e2piiτ(R,Z2+S2)
(J1)
= F(z1, z + s) e2piiτ(R,Z2) e2piiτ(R,S2)︸ ︷︷ ︸
=1
(J2)
= F(z1, z) e2piiτ(R,Z2)
= F∗(Z).
Dies zeigt Bedingung (1) aus 3.53. Sei schlussendlich λ ∈ O2C beliebig, dann gilt
F∗|k [ρU ](Z) = F
∗(ρU) jk(ρU , Z)−1︸ ︷︷ ︸
3.53
= 1
3.21
= F(z1,λ
tr
z1 + z) e2piiτ(R,Z2+z
trλ+λz)
= F(z1,λ
tr
z1 + z) e4piiτ(Rλ,z
tr)︸ ︷︷ ︸
(J2)
= F(z1,z)
e2piiτ(R,Z2)
= F(z1, z) e2piiτ(R,Z2) = F∗(Z),
was Bedingung (2) aus 3.53 zeigt. Damit ist nun bewiesen, dass F∗ eine Modulform vom
Gewicht k zu Γ3,1 ist. 
Aus der Fourier-Jacobi-Entwicklung einer Modulform zum Gewicht k über dem Cayley Halb-
raum vom Grad 3 erhalten wir nun erste Beispiele von Jacobiformen zum Index R.
Lemma 5.5 Sei f eine Modulform vom Gewicht k auf dem Cayley Halbraum vom Grad 3 und weiter
sei Z =
(
z1 z
ztr Z2
)
∈ H3(C) mit z1 ∈ H1, z = ( z12 z13 ) ∈ C1×2C und Z2 =
( z2 z23
z23 z3
) ∈ Herm(2, CC).
Dann besitzt f eine Fourier-Jacobi-Entwicklung der Form
f (Z) = ∑
R∈Herm(2,OC ),
R≥0
fR(z1, z) e2piiτ(R,Z2),
wobei fR(z1, z) gegeben ist durch
fR(z1, z) = ∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
α fR(n, t) e
2piinz1 e4piiτ(t,z
tr)

mit α fR(n, t) = α f (T). Wir nennnen fR Fourier-Jacobi-Koeffizient zum Index R.
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Beweis
Da f eine Modulform ist, besitzt f nach 3.41 eine Fourier-Entwicklung der Form
f (Z) = ∑
T∈Herm(3,OC )
T≥0
α f (T)e2piiτ(T,Z).
Setzen wir nun
T =
(
n ttr
t R
)
mit n = t1 ∈N0, t =
(
t12
t13
)
∈ O2C , R =
(
t2 t23
t23 t3
)
∈ Herm(2,OC),
so folgt wegen der Bedingung T ≥ 0 und nach dem Äquivalenzsatz 2.19, dass alle Minoren
von T nicht negativ sind. Es gilt also
t1, t2, t3 ≥ 0,
t1t2 − N(t12), t2t3 − N(t23), t1t3 − N(t13) ≥ 0,
t1t2t3 − t1N(t23)− t2N(t13)− t3N(t12) + 2Re(t12t23t13) = det(T) ≥ 0,
also insbesondere det(R) = t2t3 − N(t23) ≥ 0, t2 ≥ 0 und t3 ≥ 0, sodass auch die Matrix R
positiv semidefinit ist. Nun berechnen wir
τ(T, Z) = t1z1 + t2z2 + t3z3 + 2Re(t13z13) + 2Re(t23z23) + 2Re(t12z12)
und
τ(R, Z2) = t2z2 + t3z3 + 2Re(t23z23).
Damit lässt sich f schreiben als
f (Z) = ∑
T∈Herm(3,OC )
T≥0
α f (T) e2piiτ(T,Z)
= ∑
R∈Herm(2,OC )
R≥0
∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
α f (T) e2pii(nz1+2Re(t13z13)+2Re(t12z12)) e2piiτ(R,Z2)
= ∑
R∈Herm(2,OC )
R≥0
∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
α f (T) e2piinz1 e4piiτ(t,z
tr) e2piiτ(R,Z2)
= ∑
R∈Herm(2,OC )
R≥0
∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
α fR(n, t) e
2piinz1 e4piiτ(t,z
tr)
︸ ︷︷ ︸
= fR(z1,z)
e2piiτ(R,Z2)
und wir erhalten unsere gewünschte Darstellung. 
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Satz 5.6 Seien f eine Modulform vom Gewicht k auf dem Cayley Halbraum vom Grad 3 und fR,
R ∈ Herm(2,OC), die zugehörigen Fourier-Jacobi-Koeffizienten von f . Dann gilt
fR ∈ Jk,R für alle R ∈ J2(OC). 
Beweis
Nach 5.5 hat f die Darstellung
f (Z) = ∑
R∈Herm(2,OC ),
R≥0
fR(z1, z) e2piiτ(R,Z2),
mit
fR(z1, z) = ∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
α fR(n, t) e
2piinz1 e4piiτ(t,z
tr)
wobei α fR(n, t) = α f (T) gilt. Wir wollen zeigen, dass die Fourier-Jacobi-Koeffizienten fR die
Eigenschaften (J1), (J2) und (J3) aus 5.1 erfüllen. Wir beginnen dabei mit der Eigenschaft
(J1). Da die Abbildung (M× E4) für M ∈ SL(2,Z) nach 3.23 in der Modulgruppe Γ3 enthal-
ten ist, dürfen wir den Ausdruck (M× E4)(Z) in f einsetzen. Nach Definition folgt dann
f ((M× E4)(Z)) = f
((
M〈z1〉 z(cz1 + d)−1
ztr(cz1 + d)−1 Z2 − cztrz(cz1 + d)−1
))
= ∑
R∈Herm(2,OC ),
R≥0
fR(M〈z1〉, z(cz1 + d)−1) e2piiτ(R,Z2−cztrz(cz1+d)−1)
= ∑
R∈Herm(2,OC ),
R≥0
fR(M〈z1〉, z(cz1 + d)−1) e−2piiτ(R,cztrz(cz1+d)−1) e2piiτ(R,Z2).
In 3.47 haben wir f ((M× E4)(Z)) = (cz1 + d)k f (Z) nachgewiesen. Nutzen wir dies nun aus,
so gilt
f ((M× E4)(Z)) = ∑
R∈Herm(2,OC ),
R≥0
fR(M〈z1〉, z(cz1 + d)−1) e−2piiτ(R,cztrz(cz1+d)−1) e2piiτ(R,Z2)
= (cz1 + d)k f (Z)
= ∑
R∈Herm(2,OC ),
R≥0
(cz1 + d)k fR(z1, z) e2piiτ(R,Z2).
Ein Koeffizientenvergleich liefert dann
(cz1 + d)k fR(z1, z) = fR(M〈z1〉, z(cz1 + d)−1) e−2pii τ(R,cztrz(cz1+d)−1),
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was genau der Eigenschft (J1) entspricht.
Als nächstes weisen wir die Eigenschaft (J2) nach. Da auch die Abbildung (λ, µ) in der Mo-
dulgruppe vom Grad 3 liegt (vergleiche 3.28), dürfen wir (λ, µ)(Z) für alle Z ∈ H(3, C) und
für alle λ, µ ∈ O2C in f einsetzen. Es folgt
f ((λ, µ) (Z)) = f
((
z1 z + λ
tr
z1 + µtr
ztr + λz1 + µ Z2 + z1λλ
tr
+ λµtr + µλ
tr
+ λz + ztrλ
tr
))
= ∑
R∈Herm(2,OC ),
R≥0
fR(z1, z + λ
tr
z1 + µtr) e2piiτ(R,Z2+z1λλ
tr
+λµtr+µλ
tr
+λz+ztrλtr)
= ∑
R∈Herm(2,OC ),
R≥0
fR(z1, z + λ
tr
z1 + µtr) e2piiτ(R,z1λλ
tr
+λµtr+µλ
tr
+λz+ztrλtr) e2piiτ(R,Z2).
In 3.48 haben wir weiterhin gesehen, dass f ((λ, µ) (Z)) = f (Z) erfüllt ist. Damit erhalten
wir
f ((λ, µ) (Z)) = ∑
R∈Herm(2,OC ),
R≥0
fR(z1, z + λ
tr
z1 + µtr) e2piiτ(R,z1λλ
tr
+λµtr+µλ
tr
+λz+ztrλtr) e2piiτ(R,Z2)
= f (Z)
= ∑
R∈Herm(2,OC ),
R≥0
fR(z1, z) e2piiτ(R,Z2).
Ein Koeffizientenvergleich liefert
fR(z1, z + λ
tr
z1 + µtr) e2piiτ(R,z1λλ
tr
+λµtr+µλ
tr
+λz+ztrλtr) = fR(z1, z).
Schauen wir uns die Ausdrücke τ(R,λµtr + µλ
tr
) und τ(R,λz + ztrλ
tr
) noch etwas genauer
an. Beachten wir, dass sowohl alle Einträge von R als auch von λ und µ in OC liegen, so
berechnen wir
τ(R,λµtr + µλ
tr
)
= r1︸︷︷︸
∈Z
2Re(λ1µ1)︸ ︷︷ ︸
∈Z
+ r2︸︷︷︸
∈Z
2Re(λ2µ2)︸ ︷︷ ︸
∈Z
+ 2Re(r12λ2µ1)︸ ︷︷ ︸
∈Z
+ 2Re(r12µ2λ1)︸ ︷︷ ︸
∈Z
∈ Z
und damit
e2piiτ(R,λµ
tr+µλ
tr
) = 1.
Nach 4.3 gilt τ(M, ab
tr
) = τ(Ma, b) = τ(Mb, a), sodass für den zweiten Ausdruck folgt
τ(R,λz + ztrλ
tr
) = 2τ(Rλ, ztr).
210
Für die Fourier-Jacobi-Koeffizienten schließen wir somit
fR(z1, z + λ
tr
z1 + µtr) e2piiτ(R,λλ
trz1)e4piiτ(Rλ,z
tr) = fR(z1, z),
was genau der Eigenschaft (J2) entspricht.
Nun bleibt zu zeigen, dass die Fourier-Jacobi-Koeffizienten ebenfalls die Eigenschaft (J3) er-
füllen. Dies folgt aber sofort aus der konkreten Darstellung
fR(z1, z) = ∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
α fR(n, t) e
2piinz1 e4piiτ(t,z
tr).
Damit erfüllt nun jeder Fourier-Jacobi-Koeffizient die Eigenschaften (J1) bis (J3), sodass gilt
fR ∈ Jk,R für alle R ∈ Herm(2,OC). 
Wir wollen im Folgenden das Transformationsverhalten der Fourier-Koeffizienten der Jaco-
biformen genauer untersuchen.
Lemma 5.7 Sei F ∈ Jk,R, k ∈ Z, R ∈ Herm(2,OC), mit einer Fourier-Entwicklung wie in 5.1,
(J3). Dann erfüllen die Fourier-Koeffizienten αF folgende Gleichung
αF(n, t) = αF(n + τ(R,λλ
tr
) + 2τ(t,λ), Rλ+ t)
für alle n ∈N0, t ∈ O2C mit T =
(
n ttr
t R
)
≥ 0 und λ ∈ O2C . 
Beweis
Da F eine Jacobiform vom Gewicht k und Index R ist, erfüllt F insbesondere die Eigenschaft
(J2) aus 5.1. Setzen wir µ =
(
0
0
)
, so gilt
F(z1, z) = e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr) F(z1, z + λ
tr
z1).
Nun nutzen wir die Eigenschaft (J3) aus Definition 5.1 aus. Nach dieser erhalten wir
F(z1, z + λ
tr
z1) = ∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
αF(n, t) e2piinz1 e4piiτ(t,z
tr+λz1).
Zusammen folgt
e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr) F(z1, z + λ
tr
z1)
= e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr) ∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
αF(n, t) e2piinz1 e4piiτ(t,z
tr+λz1)
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= ∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
αF(n, t) e
2piiz1
(
τ(R,λλtr)+n+2τ(t,λ)
)
e4piiτ(Rλ+t,z
tr)
= F(z1, z)
= ∑
n∈N0,t∈O2C
T=
(
n ttr
t R
)
≥0
αF(n, t) e2piinz1 e4piiτ(t,z
tr).
Ein Koeffizientenvergleich liefert nun
αF(n, t) = αF(n + τ(R,λλ
tr
) + 2τ(t,λ), Rλ+ t)
für alle n ∈N0, t ∈ O2C mit T =
(
n ttr
t R
)
≥ 0 und für alle λ ∈ O2C . 
Unser nächstes Ziel wird es sein, Jacobiformen als Linearkombination von speziellen Theta-
Reihen zu schreiben. Dazu benötigen wir nicht nur die entsprechenden Theta-Reihen sondern
auch weitere Funktionen Fq, die mit Hilfe der Fourier-Koeffizienten einer Jacobiform F gebil-
det werden.
Definition 5.8 Sei F ∈ Jk,R, k ∈ Z, R ∈ Herm(2,OC), mit einer Fourier-Entwicklung wie in
5.1, (J3). Für q ∈ O2C und z1 ∈ H1 definieren wir
Fq(z1) := ∑
n∈N0(
n qtr
q R
)
≥0
αF(n, q) e2piiz1(n−τ(R
−1,qqtr)).

Lemma 5.9 Sei F ∈ Jk,R, k ∈ Z, R ∈ Herm(2,OC), mit einer Fourier-Entwicklung wie in 5.1,
(J3). Seien weiter q ∈ O2C und Fq wie in 5.8, dann gilt
Fq+Rλ = Fq für alle λ ∈ O2C . 
Beweis
Sei λ ∈ O2C beliebig gewählt. Aufgrund der Eigenschaft der Fourier-Koeffizienten der Jacobi-
formen aus 5.7 erhalten wir
Fq(z1) = ∑
n∈N0(
n qtr
q R
)
≥0
αF(n, q) e2piiz1(n−τ(R
−1,qqtr))
= ∑
n∈N0(
n qtr
q R
)
≥0
αF(n + τ(R,λλ
tr
) + 2τ(q,λ), Rλ+ q) e2piiz1(n−τ(R
−1,qqtr)).
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Andererseits gilt
Fq+Rλ(z1) = ∑
n∈N0(
n q+Rλtr
q+Rλ R
)
≥0
αF(n, q + Rλ) e2piiz1(n−τ(R
−1,(q+Rλ)(q+Rλ)
tr
)).
Mit Hilfe von 4.3 berechnen wir weiter
τ(R−1, (q + Rλ)(q + Rλ)
tr
)
= τ(R−1, qqtr) + τ(R−1, q(Rλ)
tr
) + τ(R−1, (Rλ)qtr) + τ(R−1, (Rλ)(Rλ)
tr
)
= τ(R−1, qqtr) + τ(R−1(Rλ), q) + τ(R−1(Rλ), q) + τ(R−1(Rλ), Rλ)
= τ(R−1, qqtr) + 2τ(λ, q) + τ(λ, Rλ)
= τ(R−1, qqtr) + 2τ(λ, q) + τ(R,λλtr),
sodass wir folgende Darstellung für Fq+Rλ erhalten
Fq+Rλ = ∑
n∈N0(
n q+Rλtr
q+Rλ R
)
≥0
αF(n, q + Rλ) e2piiz1(n−τ(R
−1,qqtr)−2τ(q,λ)−τ(R,λλtr)).
Definieren wir nun
n′ := n− 2τ(q,λ)− τ(R,λλtr)
= n− 2Re(q1λ1)− 2Re(q2λ2)− r1N(λ1)− r2N(λ2)− 2Re(λ1rλ2),
so folgt aus 3.4 und wegen λ ∈ O2C(
n q + Rλ
tr
q + Rλ R
)
≥ 0
⇔
( n q + Rλtr
q + Rλ R
)
 1 0 0−λ1 1 0
0 0 1




 1 0 00 1 0
−λ2 0 1

 ≥ 0
⇔
n− 2Re(q1λ1)− r1N(λ1)− 2Re(λ1rλ2) q1 + λ2 r q2 + λ2r2q1 + rλ2 r1 r
q2 + r2λ2 r r2


 1 0 00 1 0
−λ2 0 1

 ≥ 0
⇔
n− 2Re(q1λ1)− 2Re(q2λ2)− r1N(λ1)− r2N(λ2)− 2Re(λ1rλ2) q1 q2q1 r1 r
q2 r r2
 ≥ 0
⇔
(
n′ qtr
q R
)
≥ 0.
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Insbesondere ist damit auch n′ ∈N0. Für Fq+Rλ folgt daraus
Fq+Rλ = ∑
n∈N0(
n q+Rλtr
q+Rλ R
)
≥0
αF(n, q + Rλ) e2piiz1(n−τ(R
−1,qqtr)−2τ(q,λ)−τ(R,λλtr))
= ∑
n′∈N0(
n′ qtr
q R
)
≥0
αF(n′ + 2τ(q,λ) + τ(R,λλ
tr
), q + Rλ) e2piiz1(n
′−τ(R−1,qqtr))
= Fq(z1),
wie wir oben gesehen haben. Damit ist die Behauptung bewiesen. 
Wir führen nun eine weitere Art Theta-Reihe ein, die allerdings nur einen Spezialfall der in
4.9 definierten Theta-Reihen bildet.
Definition 5.10 Seien q ∈ O2C und R ∈ Herm(2,OC), R > 0. Dann definieren wir die Theta-
Reihe zur Charakteristik R und q wie folgt
ϑR,q(z1, z) := ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr)e2piiz1τ(R,vv
tr)
für alle z1 ∈ H1 und z ∈ C1×2C . 
Wir wollen nun zeigen, dass diese Theta-Reihen sich bereits als bekannte Theta-Reihen auf-
fassen lassen.
Lemma 5.11 Seien q ∈ O2C und R ∈ Herm(2,OC), R > 0. Definieren wir
S = 2R ∈ Pos(2, C), P = R−1q ∈ C2, Q = 2Rztr ∈ C2C und Λ = O2C ,
dann gilt
ϑR,q(z1, z) = ΘP,Q(z1, S,Λ) für alle z1 ∈ H1, z ∈ C1×2C ,
mit ΘP,Q(·, S,Λ) wie in 4.9(b). 
Beweis
Nach Definition 5.10 erhalten wir
ϑR,q(z1, z) = ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr)e2piiz1τ(R,vv
tr).
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Setzen wir S = 2R ∈ Pos(2, C), P = R−1q ∈ C2, Q = 2Rztr ∈ C2C und Λ = O2C , so folgt
andererseits
ΘP,Q(z1, S,Λ) = ΘR−1q,2Rztr(z1, 2R,O2C)
= ∑
G∈O2C
epiiτ((G+R
−1q)(G+R−1q)
tr
,z12R) e2piiτ(2Rz
tr ,G+R−1q)
= ∑
G′∈O2C+R−1q
e2piiz1τ(vv
tr ,R) e4piiτ(Rz
tr ,v)
4.3
= ∑
G′∈O2C+R−1q
e2piiz1τ(vv
tr ,R) e4piiτ(Rv,z
tr)
= ϑR,q(z1, z). 
Im nächsten Schritt wollen wir einige Eigenschaften der Theta-Reihen zur Charakteristik
R und q herleiten. Dazu benötigen wir noch eine zweite Darstellung als „bekannte“ Theta-
Reihe.
Korollar 5.12 Seien q ∈ O2C und R ∈ Herm(2,OC), R > 0. Definieren wir
S = 12 R ∈ Pos(2, C), P = 2R−1q ∈ C2, Q = Rztr ∈ C2C und Λ = 2O2C ,
dann gilt
ϑR,q(z1, z) = ΘP,Q(z1, S,Λ) für alle z1 ∈ H1, z ∈ C1×2C ,
mit ΘP,Q(·, S,Λ) wie in 4.9(b). 
Beweis
Wie in 5.11 berechnen wir
ΘP,Q(z1, S,Λ) = Θ2R−1q,Rztr(z1,
1
2 R, 2O2C)
= ∑
G∈2O2C
epiiτ((G+2R
−1q)(G+2R−1q)
tr
,z1
1
2 R) e2piiτ(Rz
tr ,G+2R−1q)
4.3
= ∑
G∈2O2C
e2piiz1τ((G+2R
−1q)(G+2R−1q)
tr
, 14 R) e4piiτ(
1
2 R(G+2R
−1q),ztr)
= ∑
G′∈O2C
e2piiz1τ((2G
′+2R−1q)(2G′+2R−1q)
tr
, 14 R) e4piiτ(
1
2 R(2G
′+2R−1q),ztr)
= ∑
G′∈O2C
e2piiz1τ((G
′+R−1q)(G′+R−1q)
tr
,R) e4piiτ(R(G
′+R−1q),ztr)
= ∑
v∈O2C+R−1q
e2piiz1τ(vv
tr ,R) e4piiτ(Rv,z
tr)
= ϑR,q(z1, z). 
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Ähnlich wie in Kapitel 4 können wir nun Eigenschaften der Theta-Reihen zur Charakteris-
tik R und q herleiten, die uns später ermöglichen gewisse Aussagen über Jacobiformen zu
treffen.
Lemma 5.13 Seien q ∈ O2C und R ∈ Herm(2,OC), R > 0, dann besitzt die Theta-Reihe zur
Charakteristik R und q aus 5.10 für alle (z1, z) ∈ H1 × C1×2C die folgenden Eigenschaften
(a) ϑR,q(z1, z) = ϑR,q+Rλ(z1, z) für alle λ ∈ O2C .
(b) ϑR,q(z1 + 1, z) = e2piiτ(R
−1,qqtr)ϑR,q(z1, z).
(c) ϑR,q(z1, z + λ
tr
z1 + µtr) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr) = ϑR,q(z1, z) für alle λ, µ ∈ O2C .
(d) Ist R zusätzlich unimodular (das bedeutet det(R) = 1) und q =
(
0
0
)
, so gilt
ϑR,0(−z−11 , zz1 ) = z81 e
2piiτ(R, z
trz
z1
)
ϑR,0(z1, z). 
Beweis
(a) Sei λ ∈ O2C beliebig. Nach Definition von ϑR,q+Rλ folgt dann
ϑR,q+Rλ(z1, z) = ∑
v∈O2C+R−1(q+Rλ)
e4piiτ(Rv,z
tr) e2piiz1τ(R,vv
tr)
= ∑
v∈O2C+R−1q+λ
e4piiτ(Rv,z
tr) e2piiz1τ(R,vv
tr)
= ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr) e2piiz1τ(R,vv
tr)
= ϑR,q(z1, z).
(b) Sei v = t + R−1q mit t, q ∈ O2C , dann gilt
e2piiτ(R,vv
tr) = e2piiτ(R,(t+R
−1q)(t+R−1q)
tr
)
= e2piiτ(R,tt
tr
+t(R−1q)
tr
+(R−1q)ttr+(R−1q)(R−1q)
tr
)
4.3
= e2piiτ(R,tt
tr
) e4piiτ(R(R
−1q),t) e2piiτ(R
−1,qqtr).
Wegen R ∈ Herm(2,OC) und t, q ∈ OC gilt
τ(R, tttr) = r1N(t1) + r2N(t2) + 2Re(t1t2r) ∈ Z
und
2τ(q, t) = 2Re(q1t1) + 2Re(q2t2) ∈ Z,
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sodass die ersten beiden Exponentialterme identisch 1 sind. Es folgt also
e2piiτ(R,vv
tr) = e2piiτ(R
−1,qqtr).
Für die Theta-Reihe erhalten wir damit
ϑR,q(z1 + 1, z) = ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr) e2pii(z1+1)τ(R,vv
tr)
= ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr) e2piiz1τ(R,vv
tr) e2piiτ(R,vv
tr)︸ ︷︷ ︸
=e2piiτ(R−1,qqtr)
= e2piiτ(R
−1,qqtr) ϑR,q(z1, z).
(c) Wir beginnen mit der linken Seite der Gleichung
ϑR,q(z1, z + λ
tr
z1 + µtr) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
= ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr+z1λ+µ) e2piiz1τ(R,vv
tr) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
= ∑
v∈O2C+R−1q
e4piiτ(Rv+Rλ,z
tr) e4piiz1τ(Rv,λ) e4piiτ(Rv,µ) e2piiz1τ(R,vv
tr+λλ
tr
).
Schreiben wir v = t + R−1q mit t ∈ O2C , so berechnen wir
2τ(Rv, µ) = 2τ(R(t + R−1q), µ) = 2τ(Rt, µ) + 2τ(q, µ)
= 2Re((r1t1 + rt2)µ1) + 2Re((rt1 + r2t2)µ2) + 2Re(q1µ1) + 2Re(q2µ2) ∈ Z
und damit e4piiτ(Rv,µ) = 1. Für die Theta-Reihe erhalten wir
ϑR,q(z1, z + λ
tr
z1 + µtr) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
= ∑
v∈O2C+R−1q
e4piiτ(Rv+Rλ,z
tr) e4piiz1τ(Rv,λ) e2piiz1τ(R,vv
tr+λλ
tr
)
4.3
= ∑
v∈O2C+R−1q
e4piiτ(R(v+λ),z
tr) e2piiz12τ(Rv,λ)︸ ︷︷ ︸
e2piiz1τ(R,λvtr+vλ
tr
)
e2piiz1τ(R,vv
tr+λλ
tr
)
= ∑
v∈O2C+R−1q
e4piiτ(R(v+λ),z
tr) e2piiz1τ(R,vv
tr+λvtr+vλtr+λλtr)
= ∑
v∈O2C+R−1q
e4piiτ(R(v+λ),z
tr) e2piiz1τ(R,(v+λ)(v+λ)
tr
).
Da mit v auch v + λ die Menge O2C + R−1q durchläuft ergibt sich schließlich
ϑR,q(z1, z + λ
tr
z1 + µtr) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr) = ϑR,q(z1, z).
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(d) Wir nutzen die Darstellung der Theta-Reihe zur Charakteristik R und q als Theta-Reihe
zur Charakteristik P und Q aus 5.12 aus. Mit Hilfe der Theta-Transformationsformel (ver-
gleiche 4.20) erhalten wir
ϑR,0(−z−11 , zz1 )
5.12
= Θ
0,Rztr 1z1
(−z−11 , 12 R, 2O2C)
4.20
= z81 det(
1
2 R)
−4 ( 12 )
8 Θ
Rztr 1z1
,0
(z1, 2R−1,O2C)
= z81 det(R)
−4︸ ︷︷ ︸
=1
det(2E2)4 ( 12 )
8︸ ︷︷ ︸
=1
∑
G∈O2C
epiiz1τ(2R
−1,(G+Rztr 1z1 )(G+Rz
tr 1
z1
)
tr
)
= z81 ∑
G∈O2C
e2piiz1τ(R
−1,GGtr) e2piiτ(R
−1,G(Rztr)
tr
+(Rztr)Gtr) e2pii
1
z1
τ(R−1,(Rztr)(Rztr)
tr
)
4.3
= z81 e
2pii 1z1
τ(R−1(Rztr),(Rztr)) ∑
G∈O2C
e2piiz1τ(R
−1,GGtr) e4piiτ(R
−1(Rztr),G)
4.3
= z81 e
2pii 1z1
τ(R,zztr) ∑
G∈O2C
e2piiz1τ(R
−1,GGtr) e4piiτ(z
tr ,G).
Da R unimodular ist durchläuft mit G auch RG die Menge O2C . Wir schließen daraus
ϑR,0(−z−11 , zz1 )
= z81 e
2pii 1z1
τ(R,zztr) ∑
G∈O2C
e2piiz1τ(R
−1,GGtr) e4piiτ(z
tr ,G)
= z81 e
2pii 1z1
τ(R,zztr) ∑
G′∈O2C
e2piiz1τ(R
−1,(RG′)(RG′)
tr
) e4piiτ(z
tr ,RG′)
4.3
= z81 e
2pii 1z1
τ(R,zztr) ∑
G′∈O2C
e2piiz1τ(R
−1(RG′),(RG′)) e4piiτ(z
tr ,RG′)
4.3
= z81 e
2pii 1z1
τ(R,zztr) ∑
G′∈O2C
e2piiz1τ(R,G
′G′ tr) e4piiτ(z
tr ,RG′)
= z81 e
2pii 1z1
τ(R,zztr)
ϑR,0(z1, z). 
Nun sind wir in der Lage Jacobiformen als Linearkombination von Theta-Reihen darzustel-
len.
218
Satz 5.14 Sei F ∈ Jk,R, k ∈ Z, R ∈ Herm(2,OC), R > 0, dann besitzt F für alle (z1, z) ∈
H1 × C1×2C eine eindeutige Darstellung als
F(z1, z) = ∑
q:O2C/RO2C
Fq(z1) ϑR,q(z1, z).

Beweis
In 5.9 haben wir gesehen, dass Fq = Fq+Rλ für alle λ ∈ O2C gilt. Ebenso erhalten wir nach
5.13 die Gleichung ϑR,q = ϑR,q+Rλ für alle λ ∈ O2C . Damit ist die rechte Seite unabhängig
vom gewählten Vertreter und somit wohldefiniert. Nun besitzt F nach Eigenschaft (J3) aus
Definition 5.1 eine Fourier-Entwicklung, die wir wie folgt umformen
F(z1, z) = ∑
n∈N0, t∈O2C(
n ttr
t R
)
≥0
αF(n, t) e2piinz1 e4piiτ(t,z
tr)
= ∑
q∈O2C
∑
n∈N0(
n qtr
q R
) αF(n, q) e
2piiz1(n−τ(R−1,qqtr)) e4piiτ(q,z
tr) e2piiz1τ(R
−1,qqtr)
= ∑
q∈O2C
Fq(z1) e4piiτ(q,z
tr) e2piiz1τ(R
−1,qqtr)
= ∑
q:O2C/RO2C
∑
λ∈O2C
Fq+Rλ(z1) e4piiτ(q+Rλ,z
tr) e2piiz1τ(R
−1,(q+Rλ)(q+Rλ)
tr
)
= ∑
q:O2C/RO2C
Fq(z1) ∑
λ∈O2C
e4piiτ(R(R
−1q+λ),ztr) e2piiz1τ(R
−1,(R(R−1q+λ))(R(R−1q+λ))
tr
)
= ∑
q:O2C/RO2C
Fq(z1) ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr) e2piiz1τ(R
−1,(Rv)(Rv)
tr
)
4.3
= ∑
q:O2C/RO2C
Fq(z1) ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr) e2piiz1τ(R,vv
tr)
= ∑
q:O2C/RO2C
Fq(z1) ϑR,q(z1, z).
Es ist wohlbekannt, dass für festes z1 ∈ H1 die Funktionen ϑR,qi(z1, ·) für qi ∈ O2C/RO2C linear
unabhängig sind. Damit folgt dann auch die Eindeutigkeit der Darstellung. 
Aus den in 5.13 nachgerechneten Eigenschaften können wir eine weitere interessante Folge-
rung schließen.
Korollar 5.15 Sei R ∈ Herm(2,OC), R > 0, und unimodular. Weiter sei q =
(
0
0
)
. Dann ist ϑR,q
eine Jacobiform vom Gewicht 8 zum Index R, das bedeutet
ϑR,q ∈ J8,R. 
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Beweis
Wir weisen nach, dass ϑR,q die Eigenschaften (J1′), (J2) und (J3) aus 5.3 erfüllt. Die Bedin-
gung (J1′) ist aber gerade nach 5.13 (b) und (d) gegeben (dabei beachten wir in (b), dass
q =
(
0
0
)
gilt). Die Eigenschaft (J2) ist nach 5.13(c) erfüllt und für (J3) rechnen wir
ϑR,0(z1, z) = ∑
v∈O2C
e4piiτ(Rv,z
tr) e2piiz1τ(R,vv
tr)
(∗)
= ∑
n∈N0, t∈O2C ,(
n ttr
t R
)
αϑR,0(n, t) e
2piinz1 e4piiτ(t,z
tr)
mit
αϑR,0(n, t) =
{
1, falls n = τ(R, vvtr), t = Rv, v ∈ O2C ,
0, sonst,
dabei ist in (∗) zu beachten, dass die Matrix
(
τ(R,vvtr) Rvtr
Rv R
)
für alle v ∈ O2C positiv semidefinit
ist, denn wegen R > 0 gilt für die Determinanten der symmetrischen Untermatrizen:
1× 1 : r1 > 0
r2 > 0
τ(R, vvtr) = r1N(v1) + r2N(v2) + 2Re(v1rv2)
= 1r2 (N(r2v2 + v1r) + N(v1)(r1r2 − N(r)))
≥ 0
2× 2 : r1r2 − N(r) ≥ 0
τ(R, vvtr)r1 − N((Rv)11) = τ(R, vvtr)r1 − N(r1v1 + rv2)
= (r1r2 − N(r))N(v2)
≥ 0
τ(R, vvtr)r2 − N((Rv)21) = τ(R, vvtr)r2 − N(rv1 + r2v2)
= (r1r2 − N(r))N(v1)
≥ 0
3× 3 : det
((
τ(R, vvtr) Rvtr
Rv R
))
= τ(R, vvtr)r1r2 − τ(R, vvtr)N(r)− r1N((Rv)21)
−r2N((Rv)11) + 2Re((Rv)11r(Rv)21)
= 0.

Unser nächstes Ziel wird es sein, die Jacobiformen mit Modulformen einer gewissen Haupt-
kongruenzgruppe in Verbindung zu bringen. Dazu müssen wir zunächst die Eigenschaft (d)
aus 5.13 für allgemeinere R und q bestimmen.
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Lemma 5.16 Seien R ∈ Herm(2,OC), R > 0, und q ∈ O2C . Dann gilt
ϑR,q(−z−11 , zz1 ) z−81 e
−2piiτ(R, z
trz
z1
)
= det(R)−4 ∑
u:O2C/RO2C
e−4piiτ(R
−1q,u) ϑR,u(z1, z).

Beweis
Wir benutzen die Darstellung von ϑR,q als Theta-Reihe zur Charakteristik P und Q aus 5.12.
Mit Hilfe der Theta-Transformationsformel aus 4.20 berechnen wir dann
ϑR,q(−z−11 , zz1 ) z−81 e
−2piiτ(R, z
trz
z1
)
5.12
= Θ
2R−1q,R z
tr
z1
(−z−11 , 12 R, 2O2C) z−81 e
−2piiτ(R, z
trz
z1
)
4.20
= ( 12 )
8 det(2R−1)4 det(z1)8 e
2piiτ(2R−1q,R z
tr
z1
) Θ
R z
tr
z1
,−2R−1q
(z1, 2R−1,O2C) z−81 e
−2piiτ(R, z
trz
z1
)
= ( 12 )
8 det(2E2)4︸ ︷︷ ︸
=1
det(R)−4 z81 z
−8
1︸ ︷︷ ︸
=1
e4piiτ(R
−1q,R z
tr
z1
) e−2piiτ(R,
ztrz
z1
)
∑
G∈O2C
epiiτ((G+R
ztr
z1
)(G+R z
tr
z1
)
tr
,2z1R−1) e−2piiτ(2R
−1q,G+R z
tr
z1
)
4.3
= det(R)−4 e4piiτ(q,
ztr
z1
) e−2piiτ(R,
ztrz
z1
) e−4piiτ(R
−1q,R z
tr
z1
)︸ ︷︷ ︸
=e
−4piiτ(q, z
tr
z1
)
∑
G∈O2C
e2piiz1τ(R
−1,GGtr) e4piiτ(R
−1,G(Rztr)
tr
) e2pii
1
z1
τ(R−1,(Rztr)(Rztr)
tr
)︸ ︷︷ ︸
=e
2piiτ(R,
ztrz
z1
)
e−4piiτ(R
−1q,G)
= det(R)−4 ∑
G∈O2C
e2piiz1τ(R
−1,GGtr) e4piiτ(z
tr ,G) e−4piiτ(R
−1q,G)
= det(R)−4 ∑
u:O2C/RO2C
∑
g∈O2C
e2piiz1τ(R
−1,(u+Rg)(u+Rg)
tr
) e4piiτ(z
tr ,u+Rg) e−4piiτ(R
−1q,u+Rg)
4.3
= det(R)−4 ∑
u:O2C/RO2C
e−4piiτ(R
−1q,u)
∑
g∈O2C
e2piiz1τ(R,(R
−1u+g)(R−1u+g)
tr
) e4piiτ(z
tr ,R(R−1u+g)) e−4piiτ(q,g)︸ ︷︷ ︸
=1
= det(R)−4 ∑
u:O2C/RO2C
e−4piiτ(R
−1q,u) ϑR,u(z1, z).
Damit ist die Behauptung bewiesen. 
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Im nächsten Schritt wollen wir zeigen, dass die Theta-Reihen zur Charakteristik R und q
die Bedingung (J1) aus der Definition einer Jacobiform (vergleiche 5.1) für gewisse Matrizen
M ∈ SL(2,Z) erfüllen (mit k = 8). Dafür benötigen wir den Begriff der Stufe einer Matrix
(vergleiche [Kr85, S.119]), sowie die Definition einer reellen Theta-Reihe (vergleiche [Kr85,
S.101]).
Definition 5.17 Sei S ∈ Pos(m,R) gerade, das heißt sii ∈ 2Z und sij ∈ Z für alle 1 ≤ i, j ≤ m,
i 6= j, dann nennen wir S von Stufe q ∈N, falls qS−1 gerade ist. 
Definition 5.18 Sei Z ∈ H(n,R), S ∈ Pos(m,R), P, Q ∈ Mat(m, n,C) und Λ ein Gitter in
Mat(m, n,R). Dann heißt
Θ˜P,Q(Z, S,Λ) = ∑
G∈Λ
epiiτ(S[G+P],Z)+2piiτ(Q,G+P)

Theta-Reihe auf H(n,R) in Z und S mit Charakteristik P und Q und Gitter Λ.
Des Weiteren werden wir den folgenden Satz aus [Kr85, S.122 ff.] benötigen. Dabei bezeich-
ne Γ(n,R)〈q〉 = {( A BC D ) ∈ Γ(n,R); C ≡ 0 mod q} die Theta-Gruppe der Stufe q (vergleiche
[Kr85, S.120])
Satz 5.19 Sei S ∈ Pos(m,R) gerade und von Stufe q > 1 und m ≡ 0 mod 2. Sei M = ( A BC D ) ∈
Γ(n,R)〈q〉 und t ∈ N, sodass tA−1 ∈ Mat(n,Z) gilt, dann erfüllen alle Z ∈ H(n,R) und P,
Q ∈ Mat(m, n,C) die Gleichung
Θ˜P,Q(Z, S,Λ) = ν(M)det(CZ + D)
− 12 mκ(M, (P, Q))Θ˜M?(P,Q)(M〈Z〉, S,Λ)
mit
κ(M, (P, Q)) = epiiτ(S[P],D
tr B)+piiτ(S−1[Q],AtrC)−2piiτ(PtrQ,BtrC),
ν(M) = t−mndet(A)
1
2 m ∑
K∈Λ mod t
e−piiτ(S[K],A
−1B)
und
M ? (P, Q) = (PDtr − S−1QCtr, QAtr − SPBtr).
Insbesondere ist ν ein Charakter der Theta-Gruppe Γ(n,R)〈q〉 mit ν2 = 1. 
Wir schreiben nun unsere Theta-Reihen zur Charakteristik R und Q in reelle Theta-Reihen
nach Definition 5.18 um und bestimmen im Anschluss die Stufe der entstehenden Matrix
S.
Korollar 5.20 Seien R =
( r1 r
r r2
) ∈ Pos(2,OC) und q ∈ O2C . Für alle (z1, z) ∈ H1 × C1×2C gilt
dann
ϑR,q(z1, z) = Θ˜Rˆ−1ϕ−1(q),2Rˆϕ−1(ztr)(z1, 2Rˆ, FZ
16) := Θ˜P,Q(z1, S,Λ)
mit ˆ wie in 2.3 und ϕ−1 die Umkehrabbildung zu ϕ aus 4.16. Insbesondere ist S = 2Rˆ positiv definit
und von Stufe q = 4(r1r2 − N(r)) = 4det(R). 
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Beweis
Setzen wir P = Rˆ−1ϕ−1(q), Q = 2Rˆϕ−1(ztr), S = 2Rˆ sowie Λ = FZ16, so berechnen wir (in
(?) mit Hilfe von SAGE)
ϑR,q(z1, z)
5.12
= Θ2R−1q,Rztr(z1,
1
2 R, 2O2C)
= ∑
G∈2O2C
epiiτ((G+2R
−1q)(G+2R−1q)
tr
,z1
1
2 R) e2piiτ(Rz
tr ,G+2R−1q)
= ∑
G∈2O2C
epiiτ((
1
2 G+R
−1q)( 12 G+R
−1q)
tr
,z12R) e2piiτ(2Rz
tr , 12 G+R
−1q)
= ∑
G′∈O2C
epiiτ((G
′+R−1q)(G′+R−1q)
tr
,z12R) e2piiτ(2Rz
tr ,G′+R−1q)
(?)
= ∑
G′∈O2C
epiiτ(ϕ
−1(G′+R−1q)tr ˆ(2R)ϕ−1(G′+R−1q),z1) e2piiτ(ϕ
−1(2Rztr),ϕ−1(G′+R−1q))
4.13
= ∑
G′∈O2C
epiiτ((ϕ
−1(G′)+Rˆ−1ϕ−1(q))tr ˆ(2R)(ϕ−1(G′)+Rˆ−1ϕ−1(q)),z1) e2piiτ(2Rˆϕ
−1(ztr),ϕ−1(G′)+Rˆ−1ϕ−1(q))
4.19
= ∑
g∈FZ16
epiiτ((g+Rˆ
−1ϕ−1(q))tr ˆ(2R)(g+Rˆ−1ϕ−1(q)),z1) e2piiτ(2Rˆϕ
−1(ztr),g+Rˆ−1ϕ−1(q))
= ∑
g∈FZ16
epiiτ(S[g+P],z1) e2piiτ(Q,g+P)
= Θ˜P,Q(z1, S,Λ).
Schauen wir uns nun S = 2Rˆ genauer an, so stellen wir fest, dass
S = 2Rˆ =
(
2r1E8 2rˆ
2rˆtr 2r2E8
)
eine positiv definite, gerade Matrix ist (zwar können die Einträge von rˆ in 12Z liegen, durch
die Multiplikation mit 2 wird dann aber sichergestellt, dass alle Einträge inZ liegen). Für das
Inverse erhalten wir
S−1 = 12 Rˆ
−1 = 1r1r2−N(r)
(
1
2 r2E8 − 12 rˆ
− 12 rˆtr 12 r1E8
)
Für q = 4(r1r2 − N(r)) folgt nun, dass
qS−1 = 4(r1r2−N(r))r1r2−N(r)
(
1
2 r2E8 − 12 rˆ
− 12 rˆtr 12 r1E8
)
=
(
2r2E8 −2rˆ
−2rˆtr 2r1E8
)
eine gerade Matrix ist. Nach Definition 5.17 ist also S eine Matrix von Stufe q. 
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Damit ist es nun möglich Eigenschaft (J1) aus 5.1 für Matrizen M ∈ SL(2,Z)[4det(R)] nach-
zuweisen.
Satz 5.21 Seien R ∈ Pos(2,OC), q ∈ O2C und
M ∈ SL(2,Z)[4 det(R)] = {M = ( a bc d ) ∈ SL(2,Z); M ≡ E2 mod 4 det(R)} ,
dann gilt
ϑR,q(M〈z1〉, zcz1+d ) = (cz1 + d)8 e
2piiτ(R, ccz1+d
ztrz)
ϑR,q(z1, z)
für alle (z1, z) ∈ H1 × C1×2C . 
Beweis
Nach 5.20 können wir ϑR,q als reelle Theta-Reihe auffassen; im Speziellen gilt
ϑR,q(M〈z1〉, zcz1+d ) = Θ˜P,Q(M〈z1〉, S,Λ)
mit
P = Rˆ−1ϕ−1(q), Q = 2Rˆϕ−1( z
tr
cz1+d
), S = 2Rˆ und Λ = FZ16,
wobei die Hut-Abbildung in 2.3 definiert wurde, ϕ−1 die Umkehrabbildung zu ϕ aus 4.16
bezeichne und die Matrix F wie im Beweis von 4.19 gewählt wurde. Für den Ausdruck M ?
(P, Q) aus 5.19 gilt nach [Kr85, S.117]
(M1M2) ? (P, Q) = M1 ? (M2 ? (P, Q)) für alle M ∈ SL(2,Z),
also insbesondere
(P, Q) = M ? (M−1 ? (P, Q)) für alle M ∈ SL(2,Z).
Ist M =
(
a b
c d
) ∈ SL(2,Z), so folgt
M−1 ? (P, Q) =
(
d −b−c a
)
? (P, Q) = (Pa + S−1Qc, Qd + SPb).
Da weiter S nach 5.20 eine positiv definite, gerade Matrix von Stufe 4 det(R) ist, folgt mit 5.19
(wir beachten m = 16 ≡ 0 mod 2) für alle M ∈ SL(2,Z)[4 det(R)] ⊆ SL(2,Z)〈4 det(R)〉
ϑR,q(M〈z1〉, zcz1+d )
= Θ˜P,Q(M〈z1〉, S,Λ)
= Θ˜M?(M−1?(P,Q))(M〈z1〉, S,Λ)
= Θ˜M?(Pa+S−1Qc,Qd+SPb)(M〈z1〉, 2Rˆ, FZ16)
5.19
= ν(M)−1 (cz1 + d)8 κ(M, (Pa + S−1Qc, Qd + SPb))−1 Θ˜Pa+S−1Qc,Qd+SPb(z1, 2Rˆ, FZ
16)
= ν(M)−1 (cz1 + d)8 e−piiτ(S[Pa+S
−1Qc],db) e−piiτ(S
−1[Qd+SPb],ac) e2piiτ((aP
tr
+cQtrS−tr)(Qd+SPb),bc)
Θ˜Pa+S−1Qc,Qd+SPb(z1, 2Rˆ, FZ
16).
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Nun gilt
SPb = (2Rˆ)(Rˆ−1ϕ−1(q))b = 2ϕ−1(q)b ∈ 2 · 12 F−trZ16 · b ⊆ F−trZ16 = Λτ
nach 4.14. Aus den Eigenschaften für reelle Theta-Reihen (vergleiche [Kr85, S.103]), schließen
wir
ϑR,q(M〈z1〉, zcz1+d )
= ν(M)−1 (cz1 + d)8 e−piiτ(S[Pa+S
−1Qc],db) e−piiτ(S
−1[Qd+SPb],ac) e2piiτ((aP
tr
+cQtrS−tr)(Qd+SPb),bc)
Θ˜Pa+S−1Qc,Qd+SPb(z1, 2Rˆ, FZ
16)
= ν(M)−1 (cz1 + d)8 e−piiτ((aP
tr
+cQtrS−tr)S(Pa+S−1Qc),db) e−piiτ((dQ
tr
+bPtrStr)S−1(Qd+SPb),ac)
e2piiτ(aP
trQd+aPtrSPb+cQtrS−trQd+cQtrS−trSPb,bc) e2piiτ(Pa+S
−1Qc,SPb) Θ˜Pa+S−1Qc,Qd(z1, 2Rˆ, FZ
16).
Nach Voraussetzung ist M ≡ 0 mod 4 det(R), also können wir a schreiben als a = 1 +
4 det(R)a˜ mit a˜ ∈ Z. Nun ergibt sich mit Hilfe von SAGE, dass 4 det(R)a˜P ∈ FZ16 gilt.
Mit den Eigenschaften reeller Theta-Reihen aus [Kr85, S.103] erhalten wir somit
Θ˜Pa+S−1Qc,Qd(z1, 2Rˆ, FZ
16) = Θ˜P+4det(R)a˜P+S−1Qc,Qd(z1, 2Rˆ, FZ
16)
= Θ˜P+S−1Qc,Qd(z1, 2Rˆ, FZ
16).
Wiederum mit den Eigenschaften reeller Theta-Reihen aus [Kr85, S.103] folgt
Θ˜P+S−1Qc,Qd(z1, 2Rˆ, FZ
16) = epiiτ(S[S
−1Qc],z1)+2piiτ(Qd,S−1Qc) Θ˜P,Qd+S(S−1Qc)z1(z1, 2Rˆ, FZ
16)
= epiiτ(cQ
trS−trQc,z1)+2piiτ(Qd,S−1Qc) Θ˜P,Q(cz1+d)(z1, 2Rˆ, FZ
16).
Für unserer ursprüngliche Theta-Reihe zur Charakteristik R und q erhalten wir somit (wenn
wir zusätzlich beachten, dass S symmetrisch ist)
ϑR,q(M〈z1〉, zcz1+d )
= ν(M)−1 (cz1 + d)8 e−piiτ((aP
tr
+cQtrS−tr)S(Pa+S−1Qc),db) e−piiτ((dQ
tr
+bPtrStr)S−1(Qd+SPb),ac)
e2piiτ(aP
trQd+aPtrSPb+cQtrS−trQd+cQtrS−trSPb,bc) e2piiτ(Pa+S
−1Qc,SPb) Θ˜Pa+S−1Qc,Qd(z1, 2Rˆ, FZ
16)
= ν(M)−1 (cz1 + d)8 e−piiτ(aP
trSPa+aPtrQc+cQtr Pa+cQtrS−1Qc,db)
e−piiτ(dQ
trS−1Qd+dQtr Pb+bPtrQd+bPtrSPb,ac)
e2piiτ(aP
trQd+aPtrSPb+cQtrS−1Qd+cQtr Pb,bc) e2piiτ(Pa+S
−1Qc,SPb)
epiiτ(cQ
trS−1Qc,z1)+2piiτ(Qd,S−1Qc) Θ˜P,Q(cz1+d)(z1, 2Rˆ, FZ
16)
= ν(M)−1 (cz1 + d)8 e−piiτ(P
trSP,a2bd+ab2c−2ab−2ab2c) e−piiτ(P
trQ,2abcd−2bc−2b2c2)
e−piiτ(Q
trS−1Q,bc2d+acd2−2bc2d−2cd−c2z1) Θ˜P,Q(cz1+d)(z1, 2Rˆ, FZ
16).
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Nun gilt aufgrund der Linearität von ϕ−1, dass Q(cz1 + d) gegeben ist durch
Q(cz1 + d) = 2Rˆϕ−1( z
tr
cz1+d
)(cz1 + d) = 2Rˆϕ−1(ztr).
Aus 5.20 folgern wir damit
Θ˜P,Q(cz1+d)(z1, 2Rˆ, FZ
16) = ϑR,q(z1, z).
Beachten wir nun noch, dass wegen M ∈ SL(2,Z) bereits ad − bc = 1 gilt, so erhalten wir
insgesamt
ϑR,q(M〈z1〉, zcz1+d )
= ν(M)−1 (cz1 + d)8 e−piiτ(P
trSP,a2bd+ab2c−2ab−2ab2c) e−piiτ(P
trQ,2abcd−2bc−2b2c2)
e−piiτ(Q
trS−1Q,bc2d+acd2−2bc2d−2cd−c2z1) Θ˜P,Q(cz1+d)(z1, 2Rˆ, FZ
16)
= ν(M)−1 (cz1 + d)8 e−piiτ(S[P],ab(ad−bc−2))︸ ︷︷ ︸
epiiτ(S[P],ab)
e−piiτ(P
trQ,bc(2ad−2bc−2))︸ ︷︷ ︸
=e−piiτ(P
tr Q,0)=1
e−piiτ(S
−1[Q],cd(−bc+ad−2)−c2z1)︸ ︷︷ ︸
epiiτ(S−1 [Q],cd)+piiτ(S−1 [Q],c2z1)
ϑR,q(z1, z)
= ν(M)−1 (cz1 + d)8 epiiτ(S[P],ab) epiiτ(S
−1[Q],cd)+piiτ(S−1[Q],c2z1) ϑR,q(z1, z)
= ν(M)−1 (cz1 + d)8 epiiτ(S[P],ab) epiiτ(S
−1[Q],c(cz1+d)) ϑR,q(z1, z).
Nun berechnen wir noch τ(S[P], ab). Wegen b ≡ 0 mod 4 det(R) und S[P] ∈ R folgt (im
letzten Schritt wurde SAGE benutzt)
τ(S[P], ab) = abPtrSP = abϕ−1(q)trRˆ−tr(2Rˆ)Rˆ−1ϕ−1(q)
= 2abϕ−1(q)trRˆ−trϕ−1(q)
= 2a4det(R)b˜ϕ−1(q)tr2S−1ϕ−1(q)
= 4ab˜ϕ−1(q)tr 4 det(R)S−1︸ ︷︷ ︸
gerade Matrix
ϕ−1(q) ∈ 2Z
und damit
epiiτ(S[P],ab) = 1.
Betrachten wir den anderen Exponentialterm. Ebenfalls mit Hilfe von SAGE berechnen wir
epiiτ(S
−1[Q],c(cz1+d)) = epiiτ((
1
2 Rˆ
−1)[2Rˆϕ−1( z
tr
cz1+d
)],c(cz1+d))
= e2piiτ((ϕ
−1(ztr))tr Rˆϕ−1(ztr), ccz1+d )
= e2piiτ(R,
c
cz1+d
ztrz).
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Für die Theta-Reihe zur Charakteristik R und q ergibt sich somit
ϑR,q(M〈z1〉, zcz1+d )
= ν(M)−1 (cz1 + d)8 epiiτ(S[P],ab)︸ ︷︷ ︸
=1
epiiτ(S
−1[Q],c(cz1+d))︸ ︷︷ ︸
=e
2piiτ(R,
c
cz1+d
ztrz)
ϑR,q(z1, z)
= ν(M)−1 (cz1 + d)8 e
2piiτ(R, ccz1+d
ztrz)
ϑR,q(z1, z).
Wenn wir nun noch zeigen können, dass ν(M)−1 = 1 gilt, so sind wir fertig. Dazu beachten
wir, dass unsere Matrix S ∈ Pos(16,R) alle Voraussetzungen des Satz (3.7) aus [Kr85, S.124]
erfüllt. Nach dessen Beweis erhalten wir dann
ν(M) = a−8 ∑
g∈Z16 mod a
e−piia
−1bS[g]
(??)
= (sign(a))8
(
(−1)8det(S)
|a|
)
,
wobei
( ·
·
)
das verallgemeinerte Legendre-Symbol bezeichne und wir in (??) entsprechende
Identitäten aus [Ei63, S.64 f.] verwendet haben. Wegen (sign(a))8 = 1 bleibt nur noch das
Legendre-Symbol
(
det(S)
|a|
)
zu untersuchen. Mit SAGE können wir berechnen, dass für die
Determinante gilt det(S) = 216 det(R)8. Aus der Multiplikativität des Zählers des Legendre-
Symbols folgt nun (
det(S)
|a|
)
=
(
216 det(R)8
|a|
)
=
((
22 det(R)
|a|
))8
.
Nun kann das Legendre-Symbol nach Definition nur die Werte −1, 0 und 1 annehmen. Da ν
aber nach 5.19 ein Charakter der Theta-Gruppe ist, gilt
ν(M) 6= 0 für alle M ∈ SL(2,Z)[4 det(R)] ⊆ SL(2,Z)〈4 det(R)〉
und damit auch
(
22 det(R)
|a|
)
6= 0 für alle M. Damit nimmt das Legendre-Symbol aber nur die
Werte ±1 an und durch das Potenzieren mit 8 folgt
ν(M) =
( 22 det(R)|a| )︸ ︷︷ ︸
∈{−1,1}

8
= 1.
Schlussendlich zeigt dies nun die gewünschte Behauptung. 
Wir haben bisher nur die Theta-Reihen auf ihre Eigenschaften hin untersucht. Im Folgenden
wollen wir auch für die Funktionen Fq aus 5.8 eine besondere Eigenschaft herleiten. Diese sind
nämlich Modulformen zu einer speziellen Hauptkongruenzgruppe wie das folgende Lemma
zeigt.
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Lemma 5.22 Seien R =
( r1 r
r r2
) ∈ Pos(2,OC), F ∈ Jk,R, q ∈ O2C und Fq wie in 5.8 definiert. Dann
ist Fq eine Modulform vom Gewicht k− 8 zur Hauptkongruenzgruppe der Stufe 4 det(R), das heißt
Fq ∈ Mk−8(SL(2,Z)[4 det(R)]). 
Beweis
Da F eine Jacobiform vom Gewicht k und Index R ist, erfüllt F die Bedingung (J1) aus 5.1,
das bedeutet es gilt
F(M〈z1〉, zcz1+d ) = (cz1 + d)ke
2piiτ(R, ccz1+d
ztrz)F(z1, z)
für alle M ∈ SL(2,Z)[4 det(R)]. Weiter können wir F nach 5.14 als Summe von Produkten
der Fq mit den ϑR,q schreiben vermöge
F(z1, z) = ∑
q:O2C/RO2C
Fq(z1)ϑR,q(z1, z).
Nutzen wir diese Darstellung und die in 5.21 nachgewiesene Eigenschaft der Theta-Reihen,
so folgt
F(M〈z1〉, zcz1+d )
= ∑
q:O2C/RO2C
Fq(M〈z1〉) ϑR,q(M〈z1〉, zcz1+d )
5.21
= ∑
q:O2C/RO2C
Fq(M〈z1〉) (cz1 + d)8 e2piiτ(R,
c
cz1+d
ztrz)
ϑR,q(z1, z)
(J1)
= (cz1 + d)k e
2piiτ(R, ccz1+d
ztrz) ∑
q:O2C/O2C
Fq(z1) ϑR,q(z1, z).
Aus dieser Gleichungskette schließen wir
∑
q:O2C/RO2C
Fq(M〈z1〉) ϑR,q(z1, z) = (cz1 + d)k−8 ∑
q:O2C/O2C
Fq(z1) ϑR,q(z1, z).
Da die aufgelisteten Theta-Reihen linear unabhängig sind, liefert ein Koeffizientenvergleich
Fq(M〈z1〉) = (cz1 + d)k−8Fq(z1) für alle M ∈ SL(2,Z)[4 det(R)].
Da Fq offensichtlich holomorph ist, bleibt nur noch zu zeigen, dasss Fq auf {z ∈ H1; Im(z) ≥ 1}
beschränkt ist. Dafür betrachten wir zunächst den Ausdruck n− τ(R−1, qqtr). Wir berechnen
n− τ(R−1, qqtr)
= n− 1det(R) (r1N(q2) + r2N(q1)− 2Re(rq2q1))
= 1det(R) (nr1r1 − nN(r) + r1N(q2) + r2N(q1)− 2Re(rq2q1))
= 1det(R)︸ ︷︷ ︸
>0
det
((
n qtr
q R
))
︸ ︷︷ ︸
≥0
≥ 0.
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Damit ergibt sich für alle z = x + iy mit y ≥ 1, dass
|Fq(x + iy)|
= | ∑
n∈N0,(
n qtr
q R
)
≥0
αF(n, q) e2pii(x+iy)(n−τ(R
−1,qqtr))|
= | ∑
n∈N0,(
n qtr
q R
)
≥0
αF(n, q) e2pii(i
1
2 )(n−τ(R−1,qqtr)) e2piix(n−τ(R
−1,qqtr)) e2pii(iy−i
1
2 )(n−τ(R−1,qqtr))|
≤ ∑
n∈N0,(
n qtr
q R
)
≥0
|αF(n, q)|e−pi(n−τ(R−1,qqtr)) e−2pi(y−
1
2 )(n−τ(R−1,qqtr))︸ ︷︷ ︸
≤e0=1
≤ ∑
n∈N0,(
n qtr
q R
)
≥0
|αF(n, q)|e−pi(n−τ(R−1,qqtr)) < ∞
gilt, da die Reihe zu Fq in 12 i absolut konvergiert. Damit ist nun für alle q ∈ O2C/RO2C nach-
gewiesen, dass Fq eine Modulform vom Gewicht k− 8 zur Hauptkongruenzgruppe der Stufe
4 det(R) ist. Für alle weiteren q ∈ O2C folgt die Behauptung nun aus 5.9. 
Unser nächstes Ziel wird es sein, einen Isomorphismus zwischen dem Raum der Jacobifor-
men und gewissen Modulformen zu einer festgelegten Hauptkongruenzgruppe anzugeben.
Dazu benötigen wir jedoch zunächst die Anzahl der Vertreter vonO2C/RO2C für eine beliebige,
positiv definite Matrix R über den ganzen Cayley Zahlen.
Proposition 5.23 Sei R ∈ Pos(2,OC), R =
( r1 r
r r2
)
, dann ist die Anzahl der Vertreter vonO2C/RO2C
gegeben durch det(R)8 = (r1r2 − N(r))8. 
Beweis
Wir können O2C mit Z16 identifizieren, wenn wir die Abbildung η−1 aus dem Beweis zu 4.14
entsprechend fortsetzen (ähnlich wie wir dies auch schon im Beweis zu 4.19 getan haben).
Die Fortsetzung η′−1 sieht dann wie folgt aus
η′ −1 : O2C → Z16,
(
z1
z2
)
7→
(
H−1φ(z1)
H−1φ(z2)
)
,
mit φ aus 2.3. Nun erfüllt φ nach 4.13 die Identität
φ(ab) = aˆφ(b) für alle a, b ∈ OC .
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Damit schließen wir für η′ −1, dass gilt
η′ −1(Rz) = η′−1
((
r1z1 + rz2
rz1 + r2z2
))
=
(
H−1φ(r1z1 + rz2)
H−1φ(rz1 + r2z2)
)
=
(
H−1φ(r1z1) + H−1φ(rz2)
H−1φ(rz1) + H−1φ(r2z2)
)
=
(
H−1r1E8φ(z1) + H−1rˆφ(z2)
H−1rˆtrφ(z1) + r2E8H−1φ(z2)
)
=
(
H−1 0
0 H−1
)(
r1E8 rˆ
rˆtr r2E8
)(
φ(z1)
φ(z2)
)
=
(
H−1 0
0 H−1
)(
r1E8 rˆ
rˆtr r2E8
)(
H 0
0 H
)
︸ ︷︷ ︸
:=M
(
H−1 0
0 H−1
)(
φ(z1)
φ(z2)
)
= M
(
H−1φ(z1)
H−1φ(z2)
)
= Mη′ −1(z).
Es folgt also
η′ −1(RO2C) = M η′−1(O2C)︸ ︷︷ ︸
=Z16
= MZ16.
Nun können wir leicht mit SAGE nachrechnen, dass die Matrix M inZ16×16 liegt und det(M) =
det(Rˆ) = (r1r2 − N(r))8 erfüllt. Wegen
O2C/RO2C ' Z16/MZ16
und nach Anwenden des Elementarteilersatzes besitztO2C/RO2C dann genau det(M) = (r1r2−
N(r))8 = det(R)8 Vertreter. 
Wir benötigen noch ein weiteres Hilfslemma.
Lemma 5.24 Seien R ∈ Pos(2,OC), d = det(R)8 und q1, · · · , qd ein Vertretersystem vonO2C/RO2C .
Definieren wir
Θ :=
(
ϑR,q1 , · · · , ϑR,qd
)tr ,
so existiert ein eindeutig bestimmter Gruppenhomomorphismus ψ : SL(2,Z) → U (d), wobei U (d)
die unitäre Gruppe vom Grad det(R)8 bezeichne, sodass
Θ(M〈z1〉, zcz1+d )(cz1 + d)−8e
−2piiτ(R, ccz1+d z
trz)
= ψ(M)Θ(z1, z) (?)
für alle (z1, z) ∈ H1 × C1×2C gilt. Weiterhin ist die Hauptkongruenzgruppe SL(2,Z)[4det(R)] im
Kern von ψ enthalten. 
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Beweis
Definieren wir
Θ|k,R [M] :=
(
(ϑR,q1)|k,R [M], · · · , (ϑR,qd)|k,R [M]
)tr
,
so folgt aus dem Beweis zu 5.3, dass
Θ|k,R [M1M2] = (Θ|k,R [M1])|k,R [M2]
für alle M1, M2 ∈ SL(2,Z) gilt. Außerdem können wir (?) kurz schreiben als
Θ|8,R [M](z1, z) = ψ(M)Θ(z1, z) für alle (z1, z) ∈ H1 × C1×2C .
Wir weisen nun zunächst nach, dass für die Erzeuger der SL(2,Z), also für M =
(
0 −1
1 0
)
und M =
(
1 1
0 1
)
eine Matrix ψ(M) ∈ GL(16,C) mit Θ|8,R [M](z1, z) = ψ(M)Θ(z1, z) für alle
(z1, z) ∈ H1×C1×2C existiert. Hierzu verwenden wir nun die in 5.13 und 5.16 nachgewiesenen
Eigenschaften der Theta-Reihen zur Charakteristik R und q, das heißt
ϑR,q(z1 + 1, z) = e2piiτ(R
−1,qqtr)ϑR,q(z1, z)
ϑR,q(−z−11 , zz1 ) z−81 e
−2piiτ(R, 1z1 z
trz)
= det(R)−4 ∑
u:O2C/RO2C
e−4piiτ(R
−1q,u)ϑR,u(z1, z).
Aus der ersten Gleichung schließen wir
ψ
((
1 1
0 1
))
=

e−2piiτ(R−1,q1q1tr) 0 0 · · · 0
0 e−2piiτ(R−1,q2q2tr) 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · e−2piiτ(R−1,qdqdtr)
 ,
aus der zweiten folgt
ψ
((
0 −1
1 0
))
= det(R)−4

e4piiτ(R
−1q1,q1) e4piiτ(R
−1q1,q2) · · · e4piiτ(R−1q1,qd)
e4piiτ(R
−1q2,q1) e4piiτ(R
−1q2,q2) · · · e4piiτ(R−1q2,qd)
...
...
. . .
...
e4piiτ(R
−1qd,q1) e4piiτ(R
−1qd,q2) · · · e4piiτ(R−1qd,qd)
 .
Damit operiert die SL(2,Z) aber auf dem Vektorraum 〈ϑR,q1 , · · · , ϑR,qd〉 via
(M, ϑ) 7→ ϑ|8,R [M] für alle ϑ ∈ 〈ϑR,q1 , · · · , ϑR,qd〉, M ∈ SL(2,Z).
Also existiert auch für alle M ∈ SL(2,Z) ein ψ(M) ∈ C16×16 mit
Θ|8,R [M] = ψ(M)Θ.
Für alle M1, M2 ∈ SL(2,Z) gilt damit
ψ(M1M2)Θ = Θ|8,R [M1M2] = (Θ|8,R [M1])|8,R [M2] = ψ(M1) ψ(M2)Θ,
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sodass aus der linearen Unabhängigkeit der ϑR,qi , 1 ≤ i ≤ d, bereits
ψ(M1M2) = ψ(M1)ψ(M2)
folgt. Somit ist ψ ein Gruppenhomomorphismus. Wegen
Ed = ψ(E2) = ψ(MM−1) = ψ(M)ψ(M−1) = ψ(M)ψ(M)−1
liegen alle Matrizen ψ(M) in der GL(d,C). Es bleibt also nur noch zu zeigen, dass ψ(M)
unitär ist. Dazu genügt es zu beweisen, dass dies für die Erzeuger der SL(2,Z) erfüllt ist.
An der Matrix ψ
((
1 1
0 1
))
sehen wir sofort, dass ψ
((
1 1
0 1
))−1
= ψ
((
1 1
0 1
))tr
gilt. Dies ist bei der
Matrix ψ
((
0 −1
1 0
))
schwieriger. Wir wollen zeigen, dass
ψ
((
0 −1
1 0
))−1
= ψ
((
0 −1
1 0
))tr
gilt. Dazu betrachten wir zunächst die linke Seite der Gleichung. Aufgrund der Eigenschaften
eines Gruppenhomomorphismus folgt
ψ
((
0 −1
1 0
))−1
= ψ
((
0 −1
1 0
)−1)
= ψ
((
0 1
−1 0
))
ψ
(( −1 0
0 −1
) (
0 −1
1 0
))
= ψ
(( −1 0
0 −1
))
ψ
((
0 −1
1 0
))
.
Wir müssen also das Bild von −E2 unter ψ bestimmen. Dazu betrachten wir zunächst das
Transformationsverhalten der (ϑR,qi)|8,R [−E2]. Wir erhalten
(ϑR,qi)|8,R [−E2](z1, z) = ϑR,qi(z1,−z)
= ∑
v∈O2C+R−1qi
e2piiz1τ(R,vv
tr) e4piiτ(Rv,(−z)
tr
)
= ∑
v∈O2C+R−1qi
e2piiz1τ(R,(−v)(−v)
tr
) e4piiτ(R(−v),z
tr)
= ∑
v′∈O2C+R−1(−qi)
e2piiz1τ(R,v
′v′ tr) e4piiτ(Rv
′,ztr)
= ϑR,−qi(z1, z).
Zu jedem−qi existiert aber ein eindeutig bestimmtes qji ∈ O2C/RO2C = {q1, · · · , qd}mit−qi =
qji + Ryi, yi ∈ O2C . Daraus schließen wir
ψ(−E2)
ϑR,q1...
ϑR,qd
 = ψ(−E2)Θ = Θ|8,R [−E2] =

ϑR,qj1
...
ϑR,qjd

mit qjk 6= qjl für k 6= l. Somit ist ψ(−E2) eine Permutationsmatrix. Wegen
−qi = qji + Ryi ⇔ −qji = qi + Ryi,
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ist ψ(−E2) zusätzlich symmetrisch. Damit berechnen wir nun
ψ
((
0 −1
1 0
))−1
= ψ
(( −1 0
0 −1
))
ψ
((
0 −1
1 0
))
= ψ
(( −1 0
0 −1
))
det(R)−4

e4piiτ(R
−1q1,q1) e4piiτ(R
−1q1,q2) · · · e4piiτ(R−1q1,qd)
e4piiτ(R
−1q2,q1) e4piiτ(R
−1q2,q2) · · · e4piiτ(R−1q2,qd)
...
...
. . .
...
e4piiτ(R
−1qd,q1) e4piiτ(R
−1qd,q2) · · · e4piiτ(R−1qd,qd)

= det(R)−4

e4piiτ(R
−1qj1 ,q1) e4piiτ(R
−1qj1 ,q2) · · · e4piiτ(R−1qj1 ,qd)
e4piiτ(R
−1qj2 ,q1) e4piiτ(R
−1qj2 ,q2) · · · e4piiτ(R−1qj2 ,qd)
...
...
. . .
...
e4piiτ(R
−1qjd ,q1) e4piiτ(R
−1qjd ,q2) · · · e4piiτ(R−1qjd ,qd)
 .
Setzen wir für qji entsprechend −qi − Ryi ein, so folgt für die Exponentialterme
e4pii τ(R
−1qji ,qk) = e4pii τ(R
−1(−qi−Ryi),qk) = e−4pii τ(R
−1qi ,qk) e−4pii τ(yi ,qk).
Wegen yi, qk ∈ O2C für alle 1 ≤ i, k ≤ d, gilt τ(yi, qk) = Re((yi)1(qk)1) + Re((yi)2(qk)2) ∈ 12Z
und damit exp(−4pii τ(yi, qk)) = 1 für alle 1 ≤ i, k ≤ d. Insgesamt folgt damit
ψ
((
0 −1
1 0
))−1
= det(R)−4

e4piiτ(R
−1qj1 ,q1) e4piiτ(R
−1qj1 ,q2) · · · e4piiτ(R−1qj1 ,qd)
e4piiτ(R
−1qj2 ,q1) e4piiτ(R
−1qj2 ,q2) · · · e4piiτ(R−1qj2 ,qd)
...
...
. . .
...
e4piiτ(R
−1qjd ,q1) e4piiτ(R
−1qjd ,q2) · · · e4piiτ(R−1qjd ,qd)

= det(R)−4

e−4piiτ(R−1q1,q1) e−4piiτ(R−1q1,q2) · · · e−4piiτ(R−1q1,qd)
e−4piiτ(R−1q2,q1) e−4piiτ(R−1q2,q2) · · · e−4piiτ(R−1q2,qd)
...
...
. . .
...
e−4piiτ(R−1qd,q1) e−4piiτ(R−1qd,q2) · · · e−4piiτ(R−1qd,qd)

4.3
= det(R)−4

e−4piiτ(R−1q1,q1) e−4piiτ(R−1q2,q1) · · · e−4piiτ(R−1qd,q1)
e−4piiτ(R−1q1,q2) e−4piiτ(R−1q2,q2) · · · e−4piiτ(R−1qd,q2)
...
...
. . .
...
e−4piiτ(R−1q1,qd) e−4piiτ(R−1q2,qd) · · · e−4piiτ(R−1qd,qd)

= ψ
((
0 −1
1 0
))tr
.
Damit sind nun alle auftretenden Matrizen ψ(M) für M ∈ SL(2,Z) unitär. Die Aussage über
den Kern von ψ folgt direkt aus 5.21. 
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Lemma 5.25 Seien n ∈ R, n ≥ 0, R ∈ Pos(2, C) und q ∈ C2. Dann gilt(
n qtr
q R
)
≥ 0⇔ n− τ(R−1, qqtr) ≥ 0.

Beweis
Wir zeigen die Behauptung zunächst für R = E2. Unsere Behauptung vereinfacht sich damit
zu (
n qtr
q E2
)
≥ 0⇔ n− τ(E2, qqtr) = n− N(q1)− N(q2) ≥ 0.
Angenommen es ist
(
n qtr
q E2
)
≥ 0, dann ist insbesondere die Determinante größer gleich Null,
es gilt also
0 ≤ det
((
n qtr
q E2
))
= n · 1 · 1− nN(0)− 1 · N(q1)− 1 · N(q2) + 2Re(q1 · 0 · q2)
= n− N(q1)− N(q2).
Gilt nun umgekehrt n− N(q1)− N(q2) ≥ 0, so müssen wir nach Definition der Positiv Semi-
definitheit zeigen, dass
n, 1, 1 ≥ 0,
n · 1− N(q1), n · 1− N(q2), 1 · 1− N(0) ≥ 0 und
det
((
n qtr
q E2
))
≥ 0
gilt. Wegen det
((
n qtr
q E2
))
= n− N(q1)− N(q2) ≥ 0 bleibt lediglich n− N(q1), n− N(q2) ≥
0 zu beweisen. Dies ist aber wegen n − N(q1) ≥ n − N(q1) − N(q2) beziehungsweise n −
N(q2) ≥ n− N(q1)− N(q2) klar.
Betrachten wir nun ein beliebiges positiv definites R. Mit R ist dann auch R−1 positiv definit.
Nach dem Äquivalenzsatz für positiv definite Matrizen (vergleiche 2.15) existiert dann aber
ein positiv definites N mit N2 = R−1. Es folgt nach dem gerade Gezeigten
n− τ(R−1, qqtr) = n− τ(N2, qqtr)
4.3
= n− τ(N2q, q) 1.6= n− τ(N(Nq), q)
4.3
= n− τ(Nq, Nq)
4.3
= n− τ(E2, (Nq)(Nq)tr) ≥ 0
genau dann, wenn (
n Nqtr
Nq E2
)
≥ 0.
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Nun haben wir in 3.4 gesehen, dass
(
n Nqtr
Nq E2
)
genau dann positiv semidefinit ist, wenn(
n Nqtr
Nq E2
) [( 1 0
0 N−1
)]
positiv semidefinit ist (dabei beachten wir, dass N−1 positiv definit ist)
und letzterer Ausdruck berechnet sich zu(
n Nqtr
Nq E2
)[(
1 0
0 N−1
)]
=
(
1 0
0 N−1
)(
n Nqtr
Nq E2
)(
1 0
0 N−1
)
(∗)
=
(
n qtr
q N−2
)
=
(
n qtr
q R
)
,
wenn wir in (∗) beachten, dass aufgrund der Regeln in 1.6 bereits N−1(Nq) = q gilt. Damit
folgt insgesamt die Behauptung. 
Als weitere Abkürzung definieren wir uns für holomorphe Funktionen g : H1 → C den
Strichoperator |k[M], M =
(
a b
c d
) ∈ SL(2,Z), wie in [Kr08, S.50]. Das bedeutet
g|k [M](z) = (cz + d)
−kg(M〈z〉) = (cz + d)−kg
(
az+b
cz+d
)
.
Für eine Funktion G =
(
g1 · · · gn
)tr ∈ {g : H1 → C; g holomorph}n definieren wir
entsprechend
G|k [M](z) =
(g1)|k [M](z)...
(gn)|k [M](z)
 =
(cz + d)
−kg1(M〈z〉)
...
(cz + d)−kgn(M〈z〉)
 = (cz + d)−kG(M〈z〉).
Damit sind wir nun in der Lage den bereits erwähnten Isomorphismus zwischen Jacobifor-
men und gewissen Modulformen geeigneter Hauptkongruenzgruppen anzugeben und zu
beweisen.
Satz 5.26 Seien k ∈ Z, R = ( r1 rr r2 ) ∈ Pos(2,OC), d = det(R)8 und Θ, ψ wie in 5.24, dann sind
die Abbildungen{
G ∈ Mk−8(SL(2,Z)[4 det(R)])d; G|k−8 [M] = ψ(M)G für alle M ∈ SL(2,Z)
}
→ Jk,R,
G 7→ GtrΘ
und {
G ∈ Sk−8(SL(2,Z)[4 det(R)])d; G|k−8 [M] = ψ(M)G für alle M ∈ SL(2,Z)
}
→ J 0k,R,
G 7→ GtrΘ
Isomorphismen, dabei sei mit Sk−8(SL(2,Z)[4 det(R)]) der Raum der Spitzenformen zur Hauptkon-
gruenzgruppe SL(2,Z)[4 det(R)] bezeichnet (vergleiche [Kr08, S.58]). 
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Beweis
Wir zeigen zunächst die Wohldefiniertheit der beiden Abbildungen. Sei dazu
G ∈
{
G ∈ Mk−8(SL(2,Z)[4 det(R)])d; G|k−8 [M] = ψ(M)G für alle M ∈ SL(2,Z)
}
beliebig. Wir wollen zeigen, dass in diesem Fall GtrΘ eine Jacobiform zum Gewicht k und
Index R darstellt. Dazu weisen wir die Bedingungen (J1), (J2) und (J3) aus 5.1 nach. Seien
also M =
(
a b
c d
) ∈ SL(2,Z) und (z1, z) ∈ H1 × C1×2, dann folgt
(GtrΘ)|k,R [M] (z1, z)
= (G(M〈z1〉))trΘ(M〈z1〉, z1cz1+d ) (cz1 + d)−k e
−2piiτ(R, ccz1+d z
trz)
= (cz1 + d)−(k−8)(G(M〈z1〉))trΘ(M〈z1〉, zcz1+d ) (cz1 + d)−8 e
−2piiτ(R, ccz1+d z
trz)
= (G|k−8 [M](z1))
trΘ|8,R [M](z1, z)
5.24
= (ψ(M)G(z1))trψ(M)Θ(z1, z)
= (G(z1))tr ψ(M)trψ(M)︸ ︷︷ ︸
5.24
= Ed
Θ(z1, z)
= (GtrΘ)(z1, z).
Damit ist Bedingung (J1) bewiesen. Als nächstes wollen wir Bedingung (J2) zeigen. Seien λ
und µ ∈ O2C , dann erhalten wir mit Hilfe von 5.13 die folgende Gleichungskette
(GtrΘ)(z1, z + z1λ
tr
+ µtr) = (G(z1))trΘ(z1, z + z1λ
tr
+ µtr)
5.13
= (G(z1))tr e−2piiz1τ(R,λλ
tr
) e−4piiτ(Rλ,z
tr) Θ(z1, z)
= e−2piiz1τ(R,λλ
tr
) e−4piiτ(Rλ,z
tr) (GtrΘ)(z1, z),
die Bedingung (J2) zeigt. Für die Bedingung (J3) weisen wir nun noch nach, dass GtrΘ eine
entsprechende Fourier-Entwicklung besitzt. Schreiben wir G = (gq1 , · · · , gqd), so besitzt jedes
gqi aufgrund von G|k−8 [M] = ψ(M)G eine Fourier-Entwicklung der Form
gqi(z1) = ∑
n∈N0, n−τ(R−1,qiqi tr)
α(n, qi) e2piiz1(n−τ(R
−1,qiqi tr))
5.25
= ∑
n∈N0,(
n qi tr
qi R
)
≥0
α(n, qi) e2piiz1(n−τ(R
−1,qiqi tr)).
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Damit folgt für GtrΘ, wenn wir Definition 5.10 beachten,
GtrΘ(z1, z)
=
d
∑
i=1
gqi(z1)ϑR,qi(z1, z)
= ∑
q:O2C/RO2C
gq(z1)ϑR,q(z1, z)
= ∑
q:O2C/RO2C
∑
n∈N0,(
n qtr
q R
)
≥0
α(n, q) e2piiz1(n−τ(R
−1,qqtr)) ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr) e2piiz1τ(R,vv
tr)
= ∑
q:O2C/RO2C
∑
n∈N0,(
n qtr
q R
)
≥0
∑
v′∈O2C
α(n, q) e2piinz1 e2piiz1(τ(R,(v
′+R−1q)(v′+R−1q)
tr
)−τ(R−1,qqtr))
· e4piiτ(R(v′+R−1q),ztr)
= ∑
q:O2C/RO2C
∑
n∈N0,(
n qtr
q R
)
≥0
∑
v′∈O2C
α(n, q) e2piinz1 e2piiz1(τ(R,v
′v′ tr)+2τ(q,v′)) e4piiτ(Rv
′+q,ztr)
= ∑
q:O2C/RO2C
∑
n∈N0,(
n qtr
q R
)
≥0
∑
v′∈O2C
α(n, q) e2piiz1(n+τ(R,v
′v′ tr)+2τ(q,v′)) e4piiτ(Rv
′+q,ztr).
Wie im Beweis von 5.9 schließen wir nun
GtrΘ(z1, z)
= ∑
q:O2C/RO2C
∑
n∈N0,(
n qtr
q R
)
≥0
∑
v′∈O2C
α(n, q) e2piiz1(n+τ(R,v
′v′ tr)+2τ(q,v′)) e4piiτ(Rv
′+q,ztr)
= ∑
q:O2C/RO2C
∑
v′∈O2C
∑
n′∈N0,(
n′ q+Rv′ tr
q+Rv′ R
)
≥0
α(n′, q + Rv′) e2piin
′z1 e4piiτ(q+Rv
′,ztr)
= ∑
n′∈N0, t∈O2C(
n′ ttr
t R
)
≥0
α(n′, t) e2piin
′z1 e4piiτ(t,z
tr),
was uns die gewünschte Fourier-Entwicklung liefert. Demnach ist GtrΘ eine Jacobiform vom
Gewicht k und Index R. Erfüllen die gqi nun zusätzlich α(n, qi) = 0 für alle
(
n qtr
q R
)
≥ 0,≯ 0, so
folgt ebenso α(n′, t) = 0 für alle
(
n′ ttr
t R
)
≥ 0,≯ 0, sodass GtrΘ sogar eine Jacobi-Spitzenform
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ist. Damit ist die Wohldefiniertheit der beiden Abbildungen bewiesen.
Wir wollen als nächstes zeigen, dass die definierten Abbildungen auch surjektiv sind. Sei
dazu f ∈ Jk,R beliebig. Nach 5.14 können wir f schreiben als
f (z1, z) = ∑
q:O2C/RO2C
Fq(z1)ϑR,q(z1, z)
mit Fq wie in 5.8. Nach 5.22 sind die Fq aber gerade Modulformen zur Hauptkongruenzgruppe
SL(2,Z)[4 det(R)], sodass lediglich zu zeigen bleibt, dass G := (Fq1 , · · · , Fqd)tr die Bedingung
(G)|k−8 [M] = ψ(M)G erfüllt. Beachten wir, dass G
trΘ eine Jacobiform vom Gewicht k und
Index R ist, so folgt
GtrΘ = (GtrΘ)|k,R [M] =
(
G|k−8 [M]
)tr
Θ|8,R [M]
5.24
=
(
G|k−8 [M]
)tr
ψ(M)Θ
=
(
ψ(M)
tr
G|k−8 [M]
)tr
Θ.
Aus der linearen Unabhängigkeit der ϑR,qi , 1 ≤ i ≤ d, erhalten wir damit
G = ψ(M)
tr
G|k−8 [M]⇔ ψ(M)
−tr︸ ︷︷ ︸
=ψ(M)
G = G|k−8 [M]⇔ G|k−8 [M] = ψ(M)G,
was die Behauptung zeigt. Ist f = GtrΘ zusätzlich eine Jacobi-Spitzenform, so müssen wir
noch Fq ∈ Sk−8(SL(2,Z)[4 det(R)]) zeigen. Da die Fq aber nach 5.22 bereits Modulformen zur
Hauptkongruenzgruppe sind und G|k−8 [M] = ψ(M)G für alle M ∈ SL(2,Z) nach dem gerade
Gezeigten erfüllen, besitzen sie insbesondere eine Fourier-Entwicklung der Form
Fq(z1) = ∑
n∈N0(
n qtr
q R
)
≥0
α(n, q) e2piiz1(n−τ(R
−1,qqtr)).
Wäre nun α(n, q) 6= 0 für eine Matrix
(
n qtr
q R
)
≥ 0, welche nicht auch schon positiv definit
ist, so würde mit einer analogen Rechnung wie oben (als wir die Wohldefiniertheit der Abbil-
dung gezeigt haben) folgen, dass α(n′, t) 6= 0 gilt für die entsprechende Matrix
(
n′ ttr
t R
)
=(
n′ q+Rv′ tr
q+Rv′ R
)
≥ 0,≯ 0. Damit wäre GtrΘ aber keine Jacobi-Spitzenform, sodass bereits
α(n, q) = 0 für alle
(
n qtr
q R
)
≥ 0,≯ 0 gelten muss. Damit ist die Surjektivität gezeigt.
Es bleibt uns nun noch die Injektivität der beiden Abbildungen nachzuweisen. Seien dazu
G, G′ ∈
{
G ∈ Mk−8(SL(2,Z)[4 det(R)])d; G|k−8 [M] = ψ(M)G für alle M ∈ SL(2,Z)
}
beziehunsgweise
G, G′ ∈
{
G ∈ Sk−8(SL(2,Z)[4 det(R)])d; G|k−8 [M] = ψ(M)G für alle M ∈ SL(2,Z)
}
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mit GtrΘ = G′ trΘ. Nach Definition folgt dann
GtrΘ(z1, z) = G′ trΘ(z1, z)
∑di=1 gqi(z1)ϑR,qi(z1, z) = ∑
d
i=1 g
′
qiϑR,qi(z1, z) .
Da die ϑR,qi , 1 ≤ i ≤ d, linear unabhängig sind, muss bereits gqi = g′qi für alle 1 ≤ i ≤ d
gelten und damit G = G′. Die Injektivität ist somit gezeigt. Insgesamt folgt nun, dass die
angegebenen Abbildungen Isomorphismen sind. 
Mit Hilfe der Isomorphismen in 5.26 ist es nun möglich, eine Dimensionsabschätzung für die
Jacobiformen vom Gewicht k und Index R anzugeben.
Korollar 5.27 Seien k ∈ Z, R = ( r1 rr r2 ) ∈ Pos(2,OC), dann gilt
dim (Jk,R) ≤ det(R)8 · dim (Mk−8 (SL(2,Z)[4 det(R)])) < ∞. 
Beweis
Sei d = det(R)8. Aus 5.26 erhalten wir
dim (Jk,R) ≤ dim
(
Mk−8 (SL(2,Z)[4 det(R)])d
)
= d · dim (Mk−8 (SL(2,Z)[4 det(R)])) .
Da nach [Kr08, S.99] dim (Mk−8 (SL(2,Z)[4 det(R)])) < ∞ gilt, folgt die Behauptung. 
Aus 5.27 und mit Hilfe von [KK07, S.198] beziehunsgweise [Kr08, S.97] lassen sich drei Spe-
zialfälle ableiten.
Korollar 5.28 Seien k ∈ Z, R ∈ Pos(2,OC), dann gilt
(a) dim (Jk,E2) ≤ dim (Mk−8(SL(2,Z)[4])).
(b) Jk,R = {0} falls k < 8.
(c) dim (J8,R) = 1 falls R unimodular. 
Aus 5.28(c) und 5.15 schließen wir außerdem das folgende Korollar.
Korollar 5.29 Sei R ∈ Pos(2,OC) unimodular, dann gilt
J8,R = CϑR,0. 
Damit sind insbesondere die Mengen J8,R und J8,R′ für unimodulare R und R′ isomorph. Wir
wollen im Folgenden aber noch eine stärkere Aussage zeigen und zwar dass
ϑR,0(z1, z) = ϑE2,0(z1, z
′)
für ein bestimmtes z′ ∈ C1×2
C
, abhängig von z, geschrieben werden kann. Dazu benötigen wir
jedoch zunächst zwei Hilfslemmata.
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Lemma 5.30 Sei R =
( r1 r
r r2
) ∈ Pos(2,OC) unimodular. Dann existieren
U1, · · ·Un ∈
{(
0 1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
mit ((R[U1]) · · · )[Un] = E2. 
Beweis
Gilt N(r) = 0, also r = 0, so sind wir wegen det(R) = r1r2 − N(r) = r1r2 = 1 schon fertig,
denn dann folgt r1 = r2 = 1 wegen R ∈ Pos(2,OC). Wegen
R
[(
0 1
1 0
)]
=
(
r2 r
r r1
)
können wir ohne Beschränkung der Allgemeinheit annehmen, dass r1 ≤ r2 gilt. Nach 1.20
existieren dann u, w ∈ OC mit r = −ur1 + w und N(w) ≤ 12 N(r1). Nehmen wir nun an es
gilt N(r) = 1, dann ist r1r2 = 2 und damit gilt bereits r1 = 1 und r2 = 2 wegen r1 ≤ r2. Dann
folgt aber mit
R
[(
1 −r
0 1
)]
=
(
1 0
0 2− N(r)
)
=
(
1 0
0 1
)
die Behauptung. Ist dagegen N(r) ≥ 2, so erhalten wir
N(r + ur1) = N(w) ≤ 12 N(r1) = 12 r21 ≤ 12 r1r2 = 12 (N(r) + 1) < N(r).
Nach 3.4 ist dann auch
R′ = R
[(
1 u
0 1
)]
=
(
r1 r + ur1
ur1 + r N(u)r1 + 2Re(ru) + r2
)
:=
(
r′1 r
′
r′ r′2
)
positiv definit und unimodular mit N(r + ur1) < N(r). Da die Determinante von R′ gleich 1
ist, schließen wir
r1 (N(u)r1 + 2Re(ru) + r2) = 1+ N(r + ur1) < 1+ N(r) = r1r2.
Nun ist r1 aufgrund der positiv Definitheit von R echt größer Null, sodass wir auf beiden
Seiten der Gleichung durch r1 dividieren dürfen. Damit folgt
r′2 := N(u)r1 + 2Re(ru) + r2 < r2.
Gilt nun r′2 < r1 := r′1, so können wir - wie am Anfang des Beweises gesehen - die Einträge
via R′ 7→ R′ [( 0 11 0 )] vertauschen, sodass wir nun ebenfalls r′1 ≤ r′2(< r2) annehmen können.
Gilt weiter N(r′) ∈ {0, 1}, so sind wir mit analogen Rechnungen wie oben fertig. Ist hingegen
N(r′) ≥ 2, so existiert nach 1.20 ein u′ mit N(r′ + u′r′1) < N(r′) und
R′′ = R′
[(
1 u′
0 1
)]
=
(
r′1 r
′ + u′r′1
u′r′1 + r′ N(u
′)r′1 + 2Re(r′u
′) + r′2
)
:=
(
r′′1 r
′′
r′′ r′′2
)
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mit N(r′′) < N(r′) und r′′2 < r′2. Führen wir dieses Verfahren solange fort, bis N(r′′···′) ∈ {0, 1}
gilt, so ist - wenn wir die obigen Beweisschritte beachten - die Behauptung nach endlich vielen
Schritten bewiesen. Es existieren also
U1, · · ·Un ∈
{(
0 1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
mit ((R[U1]) · · · )[Un] = E2. 
Lemma 5.31 Seien R =
( r1 r
r r2
) ∈ Herm(2, CC), G = ( g1g2 ) ∈ C2C und z = ( z12 z13 ) ∈ C1×2C . Dann
gelten für alle
U ∈
{
±
(
0 1
1 0
)
, ±
(
0 −1
1 0
)
,
(
1 u
0 1
)
,
(
1 0
u 1
)
,
(
u 1
1 0
)
,
(
0 1
1 u
)
, u ∈ C
(
n t
t m
)
, n, m ∈ R, t ∈ C,
(
u 0
0 u−1
)
, u ∈ C\{0}
}
die Identitäten
(i) τ(R[U] · ztr, G) = τ(R(Uztr), UG) und
(ii) τ(GGtr, R[U]) = τ((UG)(UG)
tr
, R). 
Beweis
Wir beginnen mit der Matrix U =
(
0 ±1
1 0
)
. In diesem Fall erhalten wir
(i)
τ(R[U] · ztr, G) = τ
((
r2 ±r
±r r1
)(
z12
z13
)
,
(
g1
g2
))
= τ
((
r2z12 ± r z13
±rz12 + r1z13
)
,
(
g1
g2
))
= Re((r2z12 ± r z13)g1) + Re((±rz12 + r1z13)g2)
= τ
((
r1z13 ± rz12
±r z13 + r2z12
)
,
(
g2
g1
))
= τ
((
r1 r
r r2
)(
±z13
z12
)
,
(
±g2
g1
))
= τ
((
r1 r
r r2
)((
0 ±1
1 0
)(
z12
z13
))
,
(
0 ±1
1 0
)(
g1
g2
))
= τ(R(Uztr), UG),
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(ii)
τ(GGtr, R[U]) = τ
((
N(g1) g1g2
g2g1 N(g2)
)
,
(
r2 ±r
±r r1
))
= N(g1)r2 + N(g2)r1 ± 2Re(g1g2r)
= τ
((
N(g2) ±g2g1
±g1g2 N(g1)
)
,
(
r1 r
r r2
))
= τ
(±g2
g1
)(
±g2
g1
)tr
,
(
r1 r
r r2
)
= τ((UG)(UG)
tr
, R).
Für die Matrizen U = − ( 0 ±11 0 ) gelten die gleichen Rechnungen (unter Beachtung des Vor-
zeichens).
Sei nun U gegeben durch U =
(
1 u
0 1
)
für u ∈ C. Dann berechnen wir
(i)
τ(R[U] · ztr, G) = τ
((
r1 r + ur1
ur1 + r r2 + N(u)r1 + 2Re(ru)
)(
z12
z13
)
,
(
g1
g2
))
= τ
((
r1z12 + rz13 + ur1z13
ur1z12 + r z12 + N(u)r1z13 + 2Re(ru)z13 + r2z13
)
,
(
g1
g2
))
= Re((r1z12 + rz13 + ur1z13)g1)
+Re((ur1z12 + r z12 + N(u)r1z13 + 2Re(ru)z13 + r2z13)g2)
1.8
= Re((r1z12 + r1uz13 + rz13)g1) + Re((r1z12 + r1uz13 + rz13)g2 u)
+Re((r z12 + r(uz13) + r2z13)g2)
= τ
((
r1z12 + r1uz13 + rz13
r z12 + r(uz13) + r2z13
)
,
(
g1 + ug2
g2
))
= τ
((
r1 r
r r2
)(
z12 + uz13
z13
)
,
(
g1 + ug2
g2
))
= τ
((
r1 r
r r2
)((
1 u
0 1
)(
z12
z13
))
,
(
1 u
0 1
)(
g1
g2
))
= τ(R(Uztr), UG),
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(ii)
τ(GGtr, R[U]) = τ
((
N(g1) g1g2
g2g1 N(g2)
)
,
(
r1 r + ur1
ur1 + r r2 + N(u)r1 + 2Re(ru)
))
= N(g1)r1 + N(g2)(r2 + N(u)r1 + 2Re(ru)) + 2Re(g1g2(r + ur1))
= N(g1)r1 + N(g2)r2 + N(u)N(g2)r1 + 2Re(ru)N(g2)
+2Re(g1g2 r) + 2r1Re(g1g2 u)
= N(g1 + ug2)r1 + N(g2)r2 + 2Re(g1g2 r + uN(g2)r)
= τ
((
N(g1 + ug2) g1g2 + uN(g2)
g2g1 + uN(g2) N(g2)
)
,
(
r1 r
r r2
))
= τ
(g1 + ug2
g2
)(
g1 + ug2
g2
)tr
,
(
r1 r
r r2
)
= τ((UG)(UG)
tr
, R).
Die Rechnungen für U =
(
1 0
u 1
)
, U =
(
0 1
1 u
)
, U =
(
u 1
1 0
)
, gehen völlig analog.
Sei nun U von der Form
( n t
t m
)
, dann berechnen wir
(i) einerseits
τ(R[U] · ztr, G)
= τ
((
n2r1 + 2nRe(rt) + r2N(t) nmr + trt + nr1t + mr2t
nmr + trt + nr1t + mr2t r1N(t) + m2r2 + 2mRe(rt)
)(
z12
z13
)
,
(
g1
g2
))
= τ
((
(n2r1 + 2nRe(rt) + r2N(t))z12 + (nmr + trt + nr1t + mr2t)z13
(nmr + trt + nr1t + mr2t)z12 + (r1N(t) + m2r2 + 2mRe(rt))z13
)
,
(
g1
g2
))
= Re(((n2r1 + 2nRe(rt) + r2N(t))z12 + (nmr + trt + nr1t + mr2t)z13)g1)
+Re(((nmr + trt + nr1t + mr2t)z12 + (r1N(t) + m2r2 + 2mRe(rt))z13)g2)
= n2r1Re(z12g1) + 2nRe(rt)Re(z12g1) + r2N(t)Re(z12g1) + nmRe(g1z13r)
+Re(g1z13(trt)) + nr1Re(g1z13t) + mr2Re(g1z13t) + nmRe(g2z12r)
+Re(g2z12(trt)) + nr1Re(g2z12t) + mr2Re(g2z12t) + r1N(t)Re(g2z13)
+m2r2Re(g2z13) + 2mRe(rt)Re(g2z13)
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und andererseits
τ(R(Uztr), UG)
= τ
((
r1 r
r r2
)(
nz12 + tz13
t z12 + mz13
)
,
(
ng1 + tg2
tg1 + mg2
))
= τ
((
r1(nz12 + tz13) + r(t z12 + mz13)
r(nz12 + tz13) + r2(t z12 + mz13)
)
,
(
ng1 + tg2
tg1 + mg2
))
= Re((r1(nz12 + tz13) + r(t z12 + mz13))(ng1 + g2 t))
+Re((r(nz12 + tz13) + r2(t z12 + mz13))(g1t + mg2))
= n2r1Re(z12g1) + nr1Re(tg2z12) + r1nRe(g1z13t) + r1N(t)Re(g2z13) + nRe(g1(z12t)r)
+Re((tg2)(z12t)r) + nmRe(g1z13r) + mRe((tg2)z13r) + nRe((tg1)z12r)
+nmRe(g2z12r) + Re((tg1)(z13t)r) + mRe(g2(z13t)r) + r2N(t)Re(g1z12)
+r2mRe(g2z12t) + r2mRe(tg1z13) + r2m2Re(g2z13).
Wenn wir die beiden Ausdrücke vergleichen, so stellen wir fest, dass diese genau dann
übereinstimmen, wenn gilt
2nRe(rt)Re(z12g1) = nRe(g1(z12t)r) + nRe((tg1)z12r)
sowie
2mRe(rt)Re(z13g2) = mRe(g2(z13t)r) + mRe((tg2)z13r)
und
Re(g1z13(trt)) + Re(g2z12(trt)) = Re((tg2)(z12t)r) + Re((tg1)(z13t)r).
Zur ersten Identität berechnen wir
nRe(g1(z12t)r) + nRe((tg1)z12r) = nRe((z12t)(rg1) + (z12r)(tg1))
= nRe(z12(t(rg1)) + z12(r(tg1)))
= nRe(z12 (t(rg1) + r(tg1))︸ ︷︷ ︸
1.8
=2Re(rt)g1
)
= 2nRe(rt)Re(z12g1).
Die zweite Identität zeigt sich ganz analog, sodass lediglich die dritte Gleichung noch
zu betrachten ist. Hier gilt nun
Re(g1z13(trt)) + Re(g2z12(trt)) = Re(z13(trt)g1) + Re(z12(trt)g2)
1.6
= Re((z13t)r(tg1)) + Re((z12t)r(tg2))
= Re((tg1)(z13t)r) + Re((tg2)(z12t)r).
Damit ist insgesamt die Gleichheit der beiden Ausdrücke bewiesen.
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(ii)
τ(GGtr, R[U])
= τ
((
N(g1) g1g2
g2g1 N(g2)
)
,
(
n2r1 + 2nRe(rt) + r2N(t) nmr + trt + nr1t + mr2t
nmr + trt + nr1t + mr2t r1N(t) + m2r2 + 2mRe(rt)
))
= N(g1)(n2r1 + 2nRe(rt) + r2N(t)) + N(g2)(r1N(t) + m2r2 + 2mRe(rt))
+2Re((nmr + trt + nr1t + mr2t)(g2g1))
= r1(N(g1)n2 + N(t)N(g2) + 2nRe(tg2g1)) + r2
(
N(t)N(g1) + 2mRe(tg2g1)
+m2N(g2)
)
+ 2Re((ng1 + tg2)(g1t + mg2)r)−2Re((tg2)(g1t)r) + 2Re((trt)(g2g1))︸ ︷︷ ︸
=−2Re((g1t)r(tg2))+2Re(g1(trt)g2)
1.6
=−2Re((g1t)r(tg2))+2Re((g1t)r(tg2)=0
= τ
((
N(g1n + tg2) (ng1 + tg2)(g1t + mg2)
(tg1 + mg2)(ng1 + g2 t) N(g1t + mg2)
)
,
(
r1 r
r r2
))
= τ
(ng1 + tg2
tg1 + mg2
)(
ng1 + tg2
tg1 + mg2
)tr
,
(
r1 r
r r2
)
= τ((UG)(UG)
tr
, R).
Sei schlussendlich U gegeben durch U =
( u 0
0 u−1
)
, u ∈ C\{0}. Hier erhalten wir
(i)
τ(R[U] · ztr, G)
= τ
((
r1N(u) uru−1
u−1 ru r2N(u−1)
)(
z12
z13
)
,
(
g1
g2
))
= τ
((
r1N(u)z12 + (uru−1)z13
(u−1 ru)z12 + r2N(u−1)z13
)
,
(
g1
g2
))
= Re(r1N(u)z12g1 + z13(u−1ru)g1) + Re(z12(uru−1)g2 + r2N(u−1)z13g2)
= r1N(u)Re(z12g1) + r2N(u−1)Re(z13g2) + Re(z13(u−1ru)g1) + Re(z12(uru−1)g2)
1.6
= Re(r1(z12u)(ug1)) + Re(r2(z13u−1)(u−1g2))
+Re((z13u−1)r(ug1)) + Re((z12u)r(u−1g2))
= τ
((
r1uz12 + r(u−1z13)
r(uz12) + r2u−1z13
)
,
(
ug1
u−1g2
))
= τ
((
r1 r
r r2
)(
uz12
u−1z13
)
,
(
ug1
u−1g2
))
= τ(R(Uztr), UG),
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(ii)
τ(GGtr, R[U]) = τ
((
N(g1) g1g2
g2g1 N(g2)
)
,
(
r1N(u) uru−1
u−1ru r2N(u−1)
))
= r1N(u)N(g1) + r2N(u−1)N(g2) + 2Re(g2g1(uru−1))
= r1N(u)N(g1) + r2N(u−1)N(g2) + 2Re(g1(uru−1)g2)
1.6
= r1N(ug1) + r2N(u−1g2) + 2Re((u−1g2)(g1 u)r)
= τ
((
N(ug1) (ug1)(g2 u−1)
(u−1g2)(g1 u) N(u−1g2)
)
,
(
r1 r
r r2
))
= τ
( ug1
u−1g2
)(
ug1
u−1g2
)tr
,
(
r1 r
r r2
)
= τ((UG)(UG)
tr
, R). 
Nun sind wir in der Lage den bereits erwähnten Zusammenhang zwischen Theta-Reihen der
Charakteristik R (unimodular) und q =
(
0
0
)
und Theta-Reihen der Charakteristik E2 und
q =
(
0
0
)
zu beweisen.
Satz 5.32 Sei R ∈ Pos(2,OC) unimodular, dann existieren
U1, · · · , Un ∈
{(
0 1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
mit
ϑR,0(z1, z) = ϑE2,0(z1, ((zU
−1
1
tr
) · · · )U−1n
tr
) für alle (z1, z) ∈ H1 × C1×2C . 
Beweis
Wir nutzen die Darstellung der Theta-Reihen zur Charakteristik R und q als Theta-Reihen zur
Charakteristik P und Q aus 5.11. Für alle (z1, z) ∈ H1 × C1×2C folgt dann
ϑR,0(z1, z) = Θ0,2Rztr(z1, 2R,O2C)
= ∑
G∈O2C
epiiτ(GG
tr
,z12R) e2piiτ(2Rz
tr ,G)
5.30
= ∑
G∈O2C
e2piiz1τ(GG
tr
,((E2[U−1n ])··· )[U−11 ]) e4piiτ(((E2[U
−1
n ])··· )[U−11 ]ztr ,G)
5.31
= ∑
G∈O2C
e2piiz1τ((U
−1
1 G)(U
−1
1 G)
tr
,((E2[U−1n ])··· )[U−12 ]) e4piiτ(((E2[U
−1
n ])··· )[U−12 ](U−11 ztr),U−11 G)
5.31
= ∑
G∈O2C
e2piiz1τ((U
−1
n (···(U−11 G)))(U−1n (···(U−11 G)))
tr
,E2) e4piiτ(E2(U
−1
n (···(U−11 ztr))),U−1n (···(U−11 G))).
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Da die Ui alle über OC invertierbar sind, durchläuft mit G auch U−1n (· · · (U−11 G)) ganz O2C .
Wir erhalten
ϑR,0(z1, z) = ∑
G∈O2C
e2piiz1τ((U
−1
n (···(U−11 G)))(U−1n (···(U−11 G)))
tr
,E2) e4piiτ(E2(U
−1
n (···(U−11 ztr))),U−1n (···(U−11 G)))
= ∑
G′∈O2C
e2piiz1τ(G
′G′ tr ,E2) e4piiτ(U
−1
n (···(U−11 ztr)),G′)
= Θ0,2U−1n (···(U−11 ztr))(z1, 2E2,O
2
C)
= ϑE2,0(z1, ((zU
−1
1
tr
) · · · )U−1n
tr
).

5.1 Jacobi-Eisensteinreihen
In diesem Kapitel wollen wir weitere Beispiele von Jacobiformen zum Index R ∈ Pos(2,OC)
betrachten. Die sogenannten Jacobi-Eisensteinreihen werden dabei in Analogie zu [EK94, Ka-
pitel 3] definiert. Ziel ist es neben einer Fourier-Entwicklung für alle positiv definiten Matri-
zen R insbesondere eine solche Darstellung für R = E2 mit Hilfe von Bernoulli-Zahlen und
den Teilersummen herzuleiten.
Wir beginnen mit der Definition der Gruppe Γ∞, einer Untergruppe der SL(2,Z) := Γ.
Definition 5.33 Die Gruppe Γ∞ sei definiert durch
Γ∞ =
{(
1 n
0 1
)
, n ∈ Z
}
⊆ SL(2,Z) = Γ.

Mit Hilfe der Strichoperatoren aus 5.2 können wir nun die Jacobi-Eisensteinreihen definieren
(vergleiche [EK94, S.797]).
Definition 5.34 Seien R ∈ Pos(2,OC), k ∈ Z und q ∈ O2C mit τ(R−1, qqtr) ∈ Z. Dann defi-
nieren wir die Jacobi-Eisensteinreihe vom Gewicht k und Index R für alle (z1, z) ∈ H1 × C1×2C
durch
Ek,R(z1, z, q)
:= 12 ∑
M:Γ∞\Γ
∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R [M](z1, z)
= 12 ∑
M=
(
a b
c d
)
:Γ∞\Γ
(cz1 + d)−k ∑
λ∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,λλ
tr
) e4piiτ(Rλ,
ztr
cz1+d
).

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Wir wollen nun zunächst zeigen, dass die Summation in 5.34 unabhängig vom gewählten
Vertreter M : Γ∞ \ Γ ist.
Korollar 5.35 Seien R ∈ Pos(2,OC), k ∈ Z, q ∈ O2C mit τ(R−1, qqtr) ∈ Z, λ ∈ O2C + R−1q sowie
M =
(
a b
c d
) ∈ SL(2,Z) und M′ = ( a′ b′c′ d′ ) ∈ Γ∞M, M′ 6= M, dann gilt(
1|R [λ, 0]
)
|k,R [M](z1, z) =
(
1|R [λ, 0]
)
|k,R [M
′](z1, z)
für alle (z1, z) ∈ H1 × C1×2C . 
Beweis
Die Forderung
(
1|R [λ, 0]
)
|k,R [M](z1, z) =
(
1|R [λ, 0]
)
|k,R [M
′](z1, z) für alle (z1, z) ∈ H1 × C1×2C
ist nach Definition 5.34 äquivalent zu
(cz1 + d)−ke
−2piiτ(R, ccz1+d z
trz) e2piiM〈z1〉τ(R,λλ
tr
) e4piiτ(Rλ,
ztr
cz1+d
)
= (c′z1 + d′)−ke
−2piiτ(R, c′c′z1+d′ z
trz) e2piiM
′〈z1〉τ(R,λλtr) e4piiτ(Rλ,
ztr
c′z1+d′ ).
Da M und M′ in derselben Rechtsnebenklasse liegen, existiert ein n ∈ Zmit
M′ =
(
a′ b′
c′ d′
)
=
(
1 n
0 1
)(
a b
c d
)
=
(
a + nc b + nd
c d
)
.
Damit folgt insbesondere c′ = c und d′ = d, sodass lediglich die Gleichung
e2piiM〈z1〉τ(R,λλ
tr
) = e2piiM
′〈z1〉τ(R,λλtr)
zu beweisen ist. Schreiben wir λ = v+ R−1q mit v ∈ O2C , so folgt aufgrund der Voraussetzung
τ(R−1, qqtr) ∈ Z bereits
τ(R,λλ
tr
) = τ(R, (v + R−1q)(v + R−1q)
tr
)
4.3
= τ(R, vvtr)︸ ︷︷ ︸
∈Z
+ 2τ(v, q)︸ ︷︷ ︸
∈Z
+ τ(R−1, qqtr)︸ ︷︷ ︸
∈Z
∈ Z.
Damit berechnen wir nun
e2piiM
′〈z1〉τ(R,λλtr) = e2pii
a′z1+b′
c′z1+d′ τ(R,λλ
tr
)
= e2pii
(a+nc)z1+b+nd
cz1+d
τ(R,λλtr)
= e2pii
(az1+b)+n(cz1+d)
cz1+d
τ(R,λλtr)
= e2pii
az1+b
cz1+d
τ(R,λλtr) e2piinτ(R,λλ
tr
)︸ ︷︷ ︸
=1
= e2piiM〈z1〉τ(R,λλ
tr
),
sodass insgesamt die Behauptung bewiesen ist. 
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Nun werden wir die Konvergenz der Jacobi-Eisensteinreihen für k > 18 beweisen.
Satz 5.36 Seien R =
( r1 r
r r2
) ∈ Pos(2,OC), k ∈ N, k > 18 und q ∈ O2C mit τ(R−1, qqtr) ∈ Z.
Dann konvergiert die Jacobi-Eisensteinreihe absolut und lokal gleichmäßig inH1 × C1×2C . 
Beweis
Wegen τ(R,λλ
tr
) ∈ R gilt
∑
λ∈O2C+R−1q
∣∣∣∣∣e−2piiτ(R, ccz1+d ztrz) e2piiM〈z1〉τ(R,λλtr) e4piiτ(Rλ, z
tr
cz1+d
)
∣∣∣∣∣
= ∑
λ∈O2C+R−1q
e2piIm(τ(R,
c
cz1+d
ztrz)) e−2piIm(M〈z1〉 τ(R,λλ
tr
)) e−4piIm(τ(Rλ,
ztr
cz1+d
)).
Sei K ⊆ H1 × C1×2C kompakt. In einem ersten Schritt wollen wir nun zeigen, dass ein γ1 =
γ1(K) existiert mit
e2piIm(τ(R,
c
cz1+d
ztrz)) ≤ γ1 < ∞. (?)
Wegen Im(zw) = Re(z)Im(w) + Im(z)Re(w) folgt für unseren Ausdruck (wenn wir z1 =
x1 + iy1 setzen)
e2piIm(τ(R,
c
cz1+d
ztrz))
= e2piIm(
c
cz1+d
τ(R,ztrz))
= e2piIm(
c
cz1+d
)Re(τ(R,ztrz)) e2piRe(
c
cz1+d
)Im(τ(R,ztrz))
= e
2pi
−y1c2
|cz1+d|2 Re(τ(R,z
trz))
e
2pi c
2x1+cd
|cz1+d|2 Im(τ(R,z
trz))
≤ e2pi
∣∣∣∣ −y1c2|cz1+d|2
∣∣∣∣|Re(τ(R,ztrz))| e2pi
∣∣∣∣ c2x1+cd|cz1+d|2
∣∣∣∣|Im(τ(R,ztrz))|.
Nun gilt weiter
∣∣∣ −y1c2|cz1+d|2 ∣∣∣ = y1c2(cx1+d)2+(cy1)2 ≤
0, falls c = 0,y1c2
c2y21
= 1y1 , c 6= 0
≤ 1y1 ≤ k1
für eine Konstante k1 abhängig vom gewählten Kompakta K, sowie∣∣∣ c2x1+dc|cz1+d|2 ∣∣∣ = |c||cx1+d||cz1+d|2 = |c|√(cx1+d)2(cx1+d)2+(cy1)2 ≤ |c|√(cx1+d)2+(cy1)2(cx1+d)2+(cy1)2 = |c|√(cx1+d)2+(cy1)2
≤
0, falls c = 0,|c|√
c2y21
= 1y1 , c 6= 0
≤ 1y1 ≤ k1.
Da die Funktionen z 7→ ∣∣Re(τ(R, ztrz))∣∣ und z 7→ ∣∣Im(τ(R, ztrz))∣∣ stetig sind, nehmen sie
auf dem Kompakta K Minimum und Maximum an. Damit existieren Konstanten k2 und k3,
abhängig vom Kompakta K, mit∣∣Re(τ(R, ztrz))∣∣ ≤ k2 und ∣∣Im(τ(R, ztrz))∣∣ ≤ k3.
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Für den Exponentialausdruck erhalten wir damit
e2piIm(τ(R,
c
cz1+d
ztrz))
≤ e2pi
∣∣∣∣ −y1c2|cz1+d|2
∣∣∣∣|Re(τ(R,ztrz))| e2pi
∣∣∣∣ c2x1+cd|cz1+d|2
∣∣∣∣|Im(τ(R,ztrz))|
≤ e2pik1k2 e2pik1k3 := γ1
und γ1 hängt nur von unserem gewählten Kompakta ab. Dies zeigt die Zwischenbehauptung.
In einem nächsten Schritt wollen wir nun
e−4piIm(τ(Rλ,
ztr
cz1+d
)) ≤ e4piγ2
√
τ(Rλ,Rλ)
√
Im(M〈z1〉) (??)
zeigen für eine Konstante γ2 = γ2(K). Dazu betrachten wir den Betrag des Imaginärteils.
Schreiben wir z = x + iy und z1 = x1 + iy1, so folgt∣∣∣Im(τ(Rλ, ztrcz1+d ))∣∣∣
=
∣∣∣τ(Rλ, ytr(−cx1+d)−xtry1c|cz1+d|2 )∣∣∣
≤
∣∣∣τ(Rλ, ytr(cx1+d)|cz1+d|2 )∣∣∣+ ∣∣∣τ(Rλ, xtry1c|cz1+d|2 )∣∣∣
1.10≤
√
τ(Rλ, Rλ)
√
τ(ytr cx1+d|cz1+d|2 , y
tr cx1+d
|cz1+d|2 ) +
√
τ(Rλ, Rλ)
√
τ(xtr cy1|cz1+d|2 , y
tr cy1
|cz1+d|2 )
=
√
τ(Rλ, Rλ)
(
|cx1+d|
|cz1+d|2
√
τ(ytr, ytr) + |y1c||cz1+d|2
√
τ(xtr, xtr)
)
=
√
τ(Rλ, Rλ)
√
y1
|cz1+d|2
(
|cx1+d|
|cz1+d|√y1
√
τ(ytr, ytr) + |y1c||cz1+d|√y1
√
τ(xtr, xtr)
)
=
√
τ(Rλ, Rλ)
√
Im(M〈z1〉)
(
|cx1+d|
|cz1+d|√y1
√
τ(ytr, ytr) + |y1c||cz1+d|√y1
√
τ(xtr, xtr)
)
︸ ︷︷ ︸
:=l
.
Wir schätzen nun l geeignet ab. Zunächst nehmen die Funktionen z 7→ √τ(ytr, ytr) und z 7→√
τ(xtr, xtr) als stetige Funktionen ihr Maximum auf K an, sodass eine Konstante k4 existiert
mit
√
τ(ytr, ytr),
√
τ(xtr, xtr) ≤ k4. Für l erhalten wir damit die folgende Abschätzung
l =
(
|cx1+d|
|cz1+d|√y1
√
τ(ytr, ytr) + |y1c||cz1+d|√y1
√
τ(xtr, xtr)
)
≤ k4
( |cx1+d|+|y1c|
|cz1+d|√y1
)
= k4√y1
√
(cx1+d)2+2|(cx1+d)(y1c)|+(y1c)2
(cx1+d)2+(cy1)2
= k4√y1
√
1+ 2|(cx1+d)(y1c)|
(cx1+d)2+(cy1)2
.
Wegen 0 ≤ (|cx1 + d| − |y1c|)2 = (cx1 + d)2 − 2|cx1 + d||y1c|+ (y1c)2 gilt 2|cx1 + d||y1c| ≤
(cx1 + d)2 + (y1c)2 und damit l ≤ k4√y1
√
2. Da z1 aus dem Kompakta K stammt, gibt es nun
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eine von K abhängige Konstante γ2 mit l ≤ k4√y1
√
2 ≤ γ2 für alle z1 ∈ K. Insgesamt schließen
wir daraus
e−4piIm(τ(Rλ,
ztr
cz1+d
)) ≤ e4pi
∣∣∣∣Im(τ(Rλ, ztrcz1+d ))
∣∣∣∣ ≤ e4pi√τ(Rλ,Rλ)√Im(M〈z1〉) l
≤ e4pi
√
τ(Rλ,Rλ)
√
Im(M〈z1〉) γ2 .
Dies zeigt Gleichung (??) mit einer nur von K abhängigen Konstanten γ2. In einem dritten
Schritt zeigen wir nun, dass eine nur von R abhängige Konstante γ3 existiert mit
e−2piIm(M〈z1〉)τ(R,λλ
tr
) ≤ e−2piγ3Im(M〈z1〉)τ(Rλ,Rλ). (? ? ?)
Wegen Im(M〈z1〉) > 0 ist dazu lediglich zu zeigen, dass τ(R,λλtr) ≥ γ3τ(Rλ, Rλ) für alle
λ ∈ R−1O2C gilt mit einer nur von R abhängigen Konstanten γ3 (denn dann folgt die Behaup-
tung insbesondere für alle λ ∈ O2C + R−1q). Schreiben wir λ =
(
λ1
λ2
)
und beachten wir, dass
r1, r2 ≥ 1 gilt wegen R > 0, so ergibt sich
τ(R,λλ
tr
)
= r1N(λ1) + r2N(λ2) + 2Re(rλ2λ1)
= 12r1
(
2r21N(λ1) + 2r1Re(rλ2λ1) + N(r)N(λ2)− N(r)N(λ2)
)
+ 12r2
(
2r22N(λ2) + 2r2Re(rλ2λ1) + N(r)N(λ1)− N(r)N(λ1)
)
= 12r1 N(r1λ1 + rλ2) +
1
2
(
r1N(λ1)− 1r1 N(r)N(λ2)
)
+ 12r2 N(r2λ2 + rλ1) +
1
2
(
r2N(λ2)− 1r2 N(r)N(λ1)
)
= 12r1 N(r1λ1 + rλ2) +
1
2r2
N(r2λ2 + rλ1) + 12r2 (r1r2 − N(r))N(λ1) + 12r1 (r1r2 − N(r))N(λ2)︸ ︷︷ ︸
≥0
≥ 12r1 N(r1λ1 + rλ2) + 12r2 N(r2λ2 + rλ1)
≥ γ3 (N(r1λ1 + rλ2) + N(r2λ2 + rλ1))
= γ3τ(Rλ, Rλ)
mit γ3 = min( 12r1 ,
1
2r2
) > 0 nur abhängig von R. Nutzen wir nun die Gleichungen (?), (??)
und (? ? ?), so folgt für die am Anfang des Beweises betrachtete Summe und für ein beliebiges
Kompakta K bereits
∑
λ∈O2C+R−1q
∣∣∣∣∣e−2piiτ(R, ccz1+d ztrz) e2piiM〈z1〉τ(R,λλtr) e4piiτ(Rλ, z
tr
cz1+d
)
∣∣∣∣∣
= ∑
λ∈O2C+R−1q
e2piIm(τ(R,
c
cz1+d
ztrz)) e−2piIm(M〈z1〉 τ(R,λλ
tr
)) e−4piIm(τ(Rλ,
ztr
cz1+d
))
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≤ ∑
λ∈O2C+R−1q
γ1 e4piγ2
√
τ(Rλ,Rλ)
√
Im(M〈z1〉) e−2piγ3Im(M〈z1〉)τ(Rλ,Rλ)
≤ γ1 ∑
λ∈R−1O2C
e4piγ2
√
τ(Rλ,Rλ)
√
Im(M〈z1〉) e−2piγ3Im(M〈z1〉)τ(Rλ,Rλ).
Nun existiert für alle M ∈ SL(2,Z) und z1 in der kompakten Menge ein ε > 0 mit
εIm( ai+bci+d ) ≤ Im( az1+bcz1+d ) ≤ ε−1Im( ai+bci+d )
(vergleiche auch [Kr08, S.64 f.] beziehungsweise [EK94, S.798]). Damit erhalten wir
∑
λ∈O2C+R−1q
∣∣∣∣∣e−2piiτ(R, ccz1+d ztrz) e2piiM〈z1〉τ(R,λλtr) e4piiτ(Rλ, z
tr
cz1+d
)
∣∣∣∣∣
≤ γ1 ∑
λ∈R−1O2C
e4piγ2
√
τ(Rλ,Rλ)
√
Im(M〈z1〉) e−2piγ3Im(M〈z1〉)τ(Rλ,Rλ)
≤ γ1 ∑
λ∈R−1O2C
e4piγ2
√
ε−1
√
τ(Rλ,Rλ)
√
Im(M〈i〉) e−2piγ3εIm(M〈i〉)τ(Rλ,Rλ).
Mit α := εγ3 > 0 und β := 2γ2
√
ε−1 folgt
∑
λ∈O2C+R−1q
∣∣∣∣∣e−2piiτ(R, ccz1+d ztrz) e2piiM〈z1〉τ(R,λλtr) e4piiτ(Rλ, z
tr
cz1+d
)
∣∣∣∣∣
≤ γ1 ∑
λ∈R−1O2C
e−2pi
(
αIm(M〈i〉)τ(Rλ,Rλ)−β
√
τ(Rλ,Rλ)
√
Im(M〈i〉)
)
= γ1 ∑
λ′∈O2C
e−2pi
(
αIm(M〈i〉)τ(λ′,λ′)−β
√
τ(λ′,λ′)
√
Im(M〈i〉)
)
.
Da der Ausdruck−2piαIm(M〈i〉)τ(λ′,λ′) schneller fällt als 2piβ√τ(λ′,λ′)√Im(M〈i〉)wächst,
existiert ein N > 0 mit
e−2pi
(
αIm(M〈i〉)τ(λ′,λ′)−β
√
τ(λ′,λ′)
√
Im(M〈i〉)
)
≤ e−piαIm(M〈i〉)τ(λ′,λ′)
für alle λ′ ∈ O2C mit τ(λ′,λ′) ≥ N. Da es aber nur endlich viele λ′ ∈ O2C mit τ(λ′,λ′) ≤ N
gibt, gilt die obige Abschätzung für fast alle λ′ ∈ O2C . Daher wird der Absolutwert der Reihe
dominiert durch
γ1 ∑
λ′∈O2C
e−piαIm(M〈i〉)τ(λ
′,λ′).
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Wie im Beweis zu 4.10 definieren wir nun die Matrix T =
(
S 0
0 S
)
und erhalten
γ1 ∑
λ′∈O2C
e−piαIm(M〈i〉)τ(λ
′,λ′) = γ1 ∑
g∈Z16
e−piαIm(M〈i〉)T[g]
(×)
≤ γ1 ∑
g∈Z16
e−piαIm(M〈i〉)δg
tr g
= γ1
∑k∈Z e−piαIm(M〈i〉)δk2︸ ︷︷ ︸
=O(1+αδIm(M〈i〉))

16
= γ1 O
(
1+ αδIm(M〈i〉)−8)
wobei wir in (×) das Lemma (1.13)(c) aus [Kr08, S.7 f.] mit δ > 0 verwendet haben. Insgesamt
finden wir damit eine Konstante γ, abhängig von dem gewählten Kompakta K und der Matrix
R, mit
1
2 ∑
M:Γ∞\Γ
∑
λ∈O2C+R−1q
∣∣∣∣(1|R[λ,0])|k,R [M](z1, z)
∣∣∣∣
≤ 12γ ∑
M:Γ∞\Γ
|cz1 + d|−k︸ ︷︷ ︸
=
√
(cx1+d)2+(cy1)2
−k
(1+ αδIm(M〈i〉)−8)
= 12γ ∑
M:Γ∞\Γ
(
1√
y1
)k ( √y1√
(cx1+d)2+(cy1)2
)k
︸ ︷︷ ︸
=Im(M〈z1〉)
k
2
≤ε−
k
2 Im(M〈i〉)
k
2
(1+ αδIm(M〈i〉)−8)
≤ 12γ ∑
M:Γ∞\Γ
(
1
y1ε
) k
2 Im(M〈i〉) k2 (1+ αδIm(M〈i〉)−8).
Da wir uns auf dem Kompakta K befinden, können wir schlussendlich noch den Ausdruck(
1
y1ε
) k
2 gegen eine Konstante γ′, abhängig von K abschätzen, sodass folgt
1
2 ∑
M:Γ∞\Γ
∑
λ∈O2C+R−1q
∣∣∣∣(1|R[λ,0])|k,R [M](z1, z)
∣∣∣∣ ≤ 12γ γ′ ∑
M:Γ∞\Γ
Im(M〈i〉) k2︸ ︷︷ ︸
=|ci+d|−k
(1+ αδ Im(M〈i〉)−8︸ ︷︷ ︸
|ci+d|16
)
= 12γ γ
′ ∑
M:Γ∞\Γ
(
|ci + d|−k + αδ|ci + d|16−k
)
.
Nun konvergiert die Reihe ∑M:Γ∞\Γ |ci + d|−k nach [Kr08, S.64 f.] für k > 2 und die Reihe
∑M:Γ∞\Γ |ci + d|16−k für k > 18. Da die gewählten Konstanten immer nur vom Kompakta K
und der Matrix R abhängen, konvergieren die Jacobi-Eisensteinreihen für k > 18 absolut und
lokal gleichmäßig. 
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Da jeder einzelne Koeffizient der Jacobi-Eisensteinreihe eine aufH1×C1×2C holomorphe Funk-
tion darstellt, folgt aus der lokal gleichmäßigen Konvergenz nach 5.36 das nachstehende Ko-
rollar.
Korollar 5.37 Seien k ∈ N, k > 18, R ∈ Pos(2,OC) und q ∈ O2C mit τ(R−1, qqtr) ∈ Z, dann
definieren die Jacobi-Eisensteinreihen aufH1 × C1×2C holomorphe Funktionen. 
Erste Eigenschaften können wir direkt an der Definition herleiten.
Lemma 5.38 Seien R ∈ Pos(2,OC), k ∈ Z und q ∈ O2C mit τ(R−1, qqtr) ∈ Z, dann gilt für alle
(z1, z) ∈ H1 × C1×2C
(i) Ek,R(z1, z, q) = Ek,R(z1, z, q′), falls q′ = q + Rλ für ein λ ∈ O2C ,
(ii) Ek,R(z1, z,−q) = Ek,R(z1,−z, q) = (−1)kEk,R(z1, z, q). 
Beweis
(i) Es gilt
Ek,R(z1, z, q + Rλ) = 12 ∑
M:Γ∞\Γ
∑
v∈O2C+R−1(q+Rλ)
(
1|R [v, 0]
)
|k,R [M](z1, z)
= 12 ∑
M:Γ∞\Γ
∑
v∈O2C+λ+R−1q
(
1|R [v, 0]
)
|k,R [M](z1, z)
= 12 ∑
M:Γ∞\Γ
∑
v′∈O2C+R−1q
(
1|R [v
′, 0]
)
|k,R [M](z1, z)
= Ek,R(z1, z, q).
(ii) Schreiben wir M =
(
a b
c d
)
, so berechnen wir
Ek,R(z1, z,−q)
= 12 ∑
M:Γ∞\Γ
∑
v∈O2C+R−1(−q)
(
1|R [v, 0]
)
|k,R [M](z1, z)
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
λ∈O2C−R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,λλ
tr
) e4piiτ(Rλ,
ztr
cz1+d
)
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
λ∈O2C−R−1q
e−2piiτ(R,
c
cz1+d
(−z)tr(−z)) e2piiM〈z1〉τ(R,(−λ)(−λ)
tr
)
· e4piiτ(R(−λ),
−ztr
cz1+d
)
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
λ′∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
(−z)tr(−z)) e2piiM〈z1〉τ(R,λ
′λ′ tr) e4piiτ(Rλ
′, −z
tr
cz1+d
)
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= Ek,R(z1,−z, q)
= 12 ∑
M:Γ∞\Γ
(−1)−k (−cz1 − d)−k ∑
λ′∈O2C+R−1q
e−2piiτ(R,
−c
−cz1−d z
trz) e2pii(−M)〈z1〉τ(R,λ
′λ′ tr)
· e4piiτ(Rλ′,
ztr
−cz1−d )
(?)
= (−1)k 12 ∑
M′ :Γ∞\Γ
(c′z1 + d′)−k ∑
λ′∈O2C+R−1q
e−2piiτ(R,
c′
c′z1+d′ z
trz) e2piiM
′〈z1〉τ(R,λ′λ′ tr)
· e4piiτ(Rλ′,
ztr
c′z1+d′ )
= (−1)k Ek,R(z1, z, q),
wobei wir in (?) benutzt haben, dass mit M auch −M ein Vertretersystem von Γ∞ \ Γ
durchläuft. 
Aus den Eigenschaften (i) und (ii) können wir sofort folgern, dass die Jacobi-Eisensteinreihen
für ungerades k und 2q ∈ RO2C identisch verschwinden. Wie wir in 5.43 sehen werden, sind
dies auch die einzigen Fälle.
Unser nächstes Ziel ist es nun zu zeigen, dass die Jacobi-Eisensteinreihen auch wirklich Bei-
spiele von Jacobiformen zum Gewicht k und Index R bilden.
Lemma 5.39 Seien k ∈ N, k > 18, R ∈ Pos(2,OC) und q ∈ O2C mit τ(R−1, qqtr) ∈ Z, dann
erfüllt die Jacobi-Eisensteinreihe die Eigenschaft (J1) aus 5.1, das bedeutet es gilt
(Ek,R)|k,R [N](z1, z, q) = Ek,R(z1, z, q)
für alle (z1, z) ∈ H1 × C1×2C und für alle N ∈ SL(2,Z). 
Beweis
Sei N ∈ SL(2,Z) beliebig. Da die SL(2,Z) nach dem Beweis von 5.3 vermöge des Strichope-
rators |k,R auf der Menge der holomorphen Funktionen aufH1 × C1×2C operiert, gilt
(Ek,R)|k,R [N](z1, z, q) =
 1
2 ∑
M:Γ∞\Γ
∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R [M]

|k,R
[N](z1, z)
= 12 ∑
M:Γ∞\Γ
∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R [MN](z1, z).
Wegen N ∈ SL(2,Z) = Γ durchläuft mit M auch MN ein Vertretersystem von Γ∞ \ Γ, sodass
sofort für alle (z1, z) ∈ H1 × C1×2C folgt
(Ek,R)|k,R [M](z1, z, q) = Ek,R(z1, z, q). 
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Lemma 5.40 Seien k ∈ N, k > 18, R ∈ Pos(2,OC) und q ∈ O2C mit τ(R−1, qqtr) ∈ Z, dann
erfüllt die Jacobi-Eisensteinreihe die Eigenschaft (J2) aus 5.1, das bedeutet es gilt
(Ek,R)|R [λ, µ](z1, z, q) = Ek,R(z1, z, q)
für alle (z1, z) ∈ H1 × C1×2C und für alle λ, µ ∈ O2C . 
Beweis
Seien λ, µ ∈ O2C beliebig. Wir berechnen
Ek,R(z1, z + z1λ
tr
+ µtr) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
(z+z1λ
tr
+µtr)(z+z1λ
tr
+µtr)
tr
) e2piiM〈z1〉τ(R,vv
tr)
· e4piiτ(Rv,
ztr+z1λ+µ
cz1+d
) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,vv
tr) e4piiτ(Rv,
ztr
cz1+d
)
· e−2piiτ(R,
c
cz1+d
(z1λz+µz+z1ztr λ
tr
+ztr µtr+z21λλ
tr
+z1λµtr+z1µλ
tr
+µµtr))
· e4piiτ(Rv,
λz1+µ
cz1+d
)e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,(v+dλ−cµ)(v+dλ−cµ)
tr
)
· e4piiτ(R(v+dλ−cµ),
ztr
cz1+d
) e−2piiM〈z1〉τ(R,vλ
trd−vcµtr+dλvtr+d2λλtr−cdλµtr−cµvtr−cdµλtr+c2µµtr)
· e−4piiτ(dRλ,
ztr
cz1+d
) e4piiτ(cRµ,
ztr
cz1+d
)e4piiτ(Rv,
λz1+µ
cz1+d
)e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
· e−2piiτ(R,
c
cz1+d
(z1λz+µz+z1ztr λ
tr
+ztr µtr+z21λλ
tr
+z1λµtr+z1µλ
tr
+µµtr))
4.3
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,(v+dλ−cµ)(v+dλ−cµ)
tr
)
· e4piiτ(R(v+dλ−cµ),
ztr
cz1+d
) e−2piiM〈z1〉τ(Rv,2dλ−2cµ) e−2piiM〈z1〉τ(Rdλ,dλ−2cµ)
· e−2piiM〈z1〉τ(Rcµ,cµ) e−4piiτ(dRλ,
ztr
cz1+d
) e4piiτ(cRµ,
ztr
cz1+d
) e4piiτ(Rv,
λz1+µ
cz1+d
) e2piiz1τ(R,λλ
tr
)
· e4piiτ(Rλ,ztr) e−2piiτ(R,
c
cz1+d
(z1λz+µz)) e−2piiτ(R,
c
cz1+d
(z1ztr λ
tr
+ztrµtr))
· e−2piiτ(z1Rλ,
c
cz1+d
(z1λ+2µ)) e−2piiτ(Rµ,
c
cz1+d
µ)
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4.3
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,(v+dλ−cµ)(v+dλ−cµ)
tr
)
· e4piiτ(R(v+dλ−cµ),
ztr
cz1+d
) e−2pii
1
cz1+d
τ(Rv,az12dλ+2bdλ−az12cµ−2bcµ−2λz1−2µ)
· e−2pii
1
cz1+d
τ(R,(az1+b)d2λλ
tr−(az1+b)2cdλµtr+(az1+b)c2µµtr−(cz1+d)z1λλtr+cz21λλ
tr
+2cz1µλ
tr
+cµµtr)
· e−2pii
1
cz1+d
τ(R,2ztrdλtr−2cztrµtr−2ztrλtr(cz1+d)+cz1λz+cµz+cz1ztrλtr+cztrµtr)︸ ︷︷ ︸
4.3
=1
4.3
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,(v+dλ−cµ)(v+dλ−cµ)
tr
)
· e4piiτ(R(v+dλ−cµ),
ztr
cz1+d
) e−4pii
1
cz1+d
τ(Rv,(ad−1)z1λ+(−bc−1)µ+bdλ−acz1µ)
· e−2pii
1
cz1+d
τ(R,(ad−1)dλλtrz1+bd2λλtr+ac2z1µµtr+(bc+1)cµµtr+2(1−ad)cz1µλtr−2bcdλµtr)
4.3
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,(v+dλ−cµ)(v+dλ−cµ)
tr
)
· e4piiτ(R(v+dλ−cµ),
ztr
cz1+d
) e−4pii
1
cz1+d
τ(Rv,bcz1λ+−adµ+bdλ−acz1µ)
· e−2pii
1
cz1+d
τ(R,bd(cz1+d)λλ
tr
+ac(cz1+d)µµtr−2bc(cz1+d)µλtr)
4.3
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,(v+dλ−cµ)(v+dλ−cµ)
tr
)
· e4piiτ(R(v+dλ−cµ),
ztr
cz1+d
) e−4piiτ(Rv,bλ−aµ) e−2piiτ(R,bdλλ
tr
+acµµtr−bcµλtr−bcλµtr).
Nun liegt die Matrix N := bdλλ
tr
+ acµµtr − bcµλtr − bcλµtr in Herm(2,OC), sodass bereits
τ(R, N) ∈ Z gilt. Ebenso liegt für alle v ∈ O2C + R−1q der Term Rv inO2C . Wegen a, b ∈ Z und
λ, µ ∈ O2C folgt damit aber auch 2τ(Rv, bλ− aµ) ∈ Z. Die letzten beiden Exponentialterme
unserer Reihe sind also identisch 1 und wir erhalten somit
Ek,R(z1, z + z1λ
tr
+ µtr) e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,(v+dλ−cµ)(v+dλ−cµ)
tr
)
· e4piiτ(R(v+dλ−cµ),
ztr
cz1+d
)
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= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
v′∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,v
′v′ tr) e4piiτ(Rv
′, z
tr
cz1+d
)
= Ek,R(z1, z, q),
da mit v auch v + dλ− cµ ganz O2C + R−1q durchläuft. Dies beweist die gewünschte Eigen-
schaft. 
Bevor wir beweisen, dass die Eisensteinreihen tatsächlich Beispiele von Jacobiformen zum
Gewicht k und Index R sind, zeigen wir noch das folgende Hilfslemma.
Lemma 5.41 Seien k ∈ N, k > 18, R ∈ Pos(2,OC), z1 ∈ H1, c ∈ Z\{0} und d′ ∈ Z mit
1 ≤ d′ ≤ det(R)|c| und ggT(c, d′) = 1, dann gilt
∑
l∈Z
(
z1+
d′
c
det(R) + l
)8−k
= (−2pii)
k−8
(k−9)!
∞
∑
n=1
nk−9 e
2piin
z1+
d′
c
det(R) .

Beweis
Definieren wir z′1 :=
z1+
d′
c
det(R) und schreiben z1 = x1 + iy1, so folgt
z′1 =
x1+
d′
c
det(R) + i
y1
det(R) ∈ H1,
da y1 > 0 und det(R) > 0 gilt. Demnach ist lediglich zu zeigen, dass
∑
l∈Z
(z′1 + l)
8−k = (−2pii)
k−8
(k−9)!
∞
∑
n=1
nk−9 e2piinz
′
1
für alle z′1 ∈ H1 erfüllt ist. Letzteres ist aber nach [Kr08, S.65] (im Beweis zu (3.2), mit Hilfe
der Partialbruchentwicklung des Cotangens) gegeben. 
Satz 5.42 Seien k ∈ N, k > 18, R ∈ Pos(2,OC) und q ∈ O2C mit τ(R−1, qqtr) ∈ Z, dann ist
die Jacobi-Eisensteinreihe eine Jacobiform vom Gewicht k und Index R. Insbesondere besitzt die Jacobi-
Eisensteinreihe für alle (z1, z) ∈ H1 × C1×2C eine Fourier-Entwicklung der Form
Ek,R(z1, z, q) = 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ ∑
n∈N
∑
t∈O2C(
n ttr
t R
)
>0
αq(n, t) e2piinz1 e4piiτ(t,z
tr).
(9)

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Beweis
Wir haben bereits in 5.37 gesehen, dass die Jacobi-Eisensteinreihe eine auf H1 × C1×2C holo-
morphe Funktion bildet. Weiterhin haben wir in 5.39 beziehungsweise 5.40 die Eigenschaften
(J1) und (J2) nachgewiesen, die eine Jacobiform vom Gewicht k und Index R nach 5.1 er-
füllen muss. Es bleibt also lediglich zu zeigen, dass die Jacobi-Eisensteinreihen eine Fourier-
Entwicklung der Form (J3) aus 5.1 besitzen. Betrachten wir die Definition der Theta-Reihen
zur Charakteristik R und q aus 5.10 und beachten, dass nach Voraussetzung τ(R−1, qqtr) ∈ Z
gilt, so folgt
ϑR,q(z1, z) = ∑
v∈O2C+R−1q
e4piiτ(Rv,z
tr) e2piiz1τ(R,vv
tr)
= ∑
n∈N0, t∈OC(
n ttr
t R
)
≥0,≯0
αq(n, t) e4piiτ(t,z
tr) e2piinz1
mit
αq(n, t) =
{
1, falls n = τ(R, vvtr), t = Rv, für ein v ∈ O2C + R−1q,
0, sonst.
Die Matrix
(
τ(R,vvtr) Rvtr
Rv R
)
ist dabei immer positiv semidefinit (aber nicht positiv definit), denn
wie wir leicht berechnen gilt
r1, r2 > 0,
τ(R, vvtr) = 1r1 (N(v1r1 + rv2) + N(v2)(r1r2 − N(r))) ≥ 0,
τ(R, vvtr)r1 − N((Rv)11) = (r1r2 − N(r))N(v2) ≥ 0,
τ(R, vvtr)r2 − N((Rv)21) = (r1r2 − N(r))N(v1) ≥ 0,
r1r2 − N(r) > 0,
det
((
τ(R, vvtr) Rvtr
Rv R
))
= 0.
Wenn wir also die Fourier-Entwicklung aus (9) nachweisen, sind wir fertig. Nach der Defini-
tion der Jacobi-Eisensteinreihen gilt
Ek,R(z1, z, q) = ∑
M:Γ∞\Γ
∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R [M](z1, z) für alle (z1, z) ∈ H1 × C
1×2
C .
In Γ∞ \ Γ existieren genau zwei Rechtsnebenklassen, deren Matrixeinträge in der zweiten
Zeile und ersten Spalte jeweils gleich Null sind. Diese Rechtsnebenklassen sind
Γ∞
(
1 1
0 1
)
und Γ∞
(
−1 −1
0 −1
)
.
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Berechnen wir den Ausdruck∑λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R [M](z1, z) für diese beiden Vertreter, so
erhalten wir
∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R
[(
1 1
0 1
)]
(z1, z) + ∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R
[( −1 −1
0 −1
)]
(z1, z)
= ∑
λ∈O2C+R−1q
e−2piiτ(R,0)︸ ︷︷ ︸
=1
e2pii(z1+1)τ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
+ ∑
λ∈O2C+R−1q
(−1)−k e−2piiτ(R,0)︸ ︷︷ ︸
=1
e2pii(z1+1)τ(R,λλ
tr
) e−4piiτ(Rλ,z
tr)
= ∑
λ∈O2C+R−1q
e2piiz1τ(R,λλ
tr
) e2piiτ(R,λλ
tr
) e4piiτ(Rλ,z
tr)
+ ∑
λ∈O2C+R−1q
(−1)ke2piiz1τ(R,λλtr) e2piiτ(R,λλtr) e−4piiτ(Rλ,ztr).
Wegen τ(R,λλ
tr
) ∈ Z (vergleiche Beweis zu 5.35) können wir die Ausdrücke weiter verein-
fachen zu
∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R
[(
1 1
0 1
)]
(z1, z) + ∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R
[( −1 −1
0 −1
)]
(z1, z)
= ∑
λ∈O2C+R−1q
e2piiz1τ(R,λλ
tr
) e2piiτ(R,λλ
tr
)︸ ︷︷ ︸
=1
e4piiτ(Rλ,z
tr)
+ ∑
λ∈O2C+R−1q
(−1)ke2piiz1τ(R,(−λ)(−λ)
tr
) e2piiτ(R,λλ
tr
)︸ ︷︷ ︸
=1
e4piiτ(R(−λ),z
tr)
= ∑
λ∈O2C+R−1q
e2piiz1τ(R,λλ
tr
) e4piiτ(Rλ,z
tr) + (−1)k ∑
λ′∈O2C+R−1(−q)
e2piiz1τ(R,λ
′λ′ tr) e4piiτ(Rλ
′,ztr)
5.10
= ϑR,q(z1, z) + (−1)kϑR,−q(z1, z).
Nun widmen wir uns den restlichen Vertretern M ∈ Γ∞ \ Γ für die alle c 6= 0 gilt. Schreiben
wir jeden Vertreter M in der Form M =
(
a b
c d
)
, so können wir λ - wegen c 6= 0 - statt über
O2C + R−1q auch über alle R−1q + p + cO2C mit p ∈ O2C/cO2C laufen lassen. Wir schließen also
∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R [M](z1, z)
= ∑
p∈O2C/cO2C
∑
λ∈O2C+R−1q
(
1|R [λ, 0]
)
|k,R [M](z1, z)
= ∑
p∈O2C/cO2C
∑
λ∈O2C+R−1q
e2piiM〈z1〉τ(R,λλ
tr
) e−2piiτ(R,
c
cz1+d
ztrz) e4piiτ(Rλ,
ztr
cz1+d
)
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= ∑
p∈O2C/cO2C
t∈O2C
e2piiM〈z1〉τ(R,(R
−1q+p+ct)(R−1q+p+ct)
tr
) e−2piiτ(R,
c
cz1+d
ztrz) e4piiτ(R(R
−1q+p+ct), z
tr
cz1+d
)
= ∑
p∈O2C/cO2C
t∈O2C
e2piiM〈z1〉τ(R
−1,(q+Rp+Rct)(q+Rp+Rct)
tr
) e−2pii
1
z1+d/c
τ(R,ztrz) e4pii
1
cz1+d
τ((q+Rp+Rct),ztr)
· e2pii
1
c
1
cz1+d
τ(R−1,(q+Rp+Rct)(q+Rp+Rct)
tr
) e−2pii
1
c
1
cz1+d
τ(R−1,(q+Rp+Rct)(q+Rp+Rct)
tr
)
= ∑
p∈O2C/cO2C
t∈O2C
e
2pii
(
az1+b
cz1+d
+
1
c(cz1+d)
)
τ(R−1,(q+Rp+Rct)(q+Rp+Rct)
tr
)
e−2pii
1
z1+d/c
τ(R,ztrz)
· e4pii
1
cz1+d
τ((q+Rp+Rct),ztr)
· e−2pii
1
c
1
cz1+d
τ(R−1,qqtr+q(Rp)
tr
+q(Rct)
tr
+(Rp)qtr+(Rp)(Rp)
tr
+(Rp)(Rct)
tr
+(Rct)qtr+(Rct)(Rp)
tr
+(Rct)(Rct)
tr
)
4.3
= ∑
p∈O2C/cO2C
t∈O2C
e
2pii acz1+bc+1c(cz1+d)
τ(R−1,(q+Rp+Rct)(q+Rp+Rct)
tr
)
e−2pii
1
z1+d/c
τ(R,ztrz)
· e4pii
1
cz1+d
τ(R,ztr(R−1q)
tr
+ztr ptr+ztr(ct)
tr
)
· e−2pii
1
c
1
cz1+d
τ(R,(R−1q)(R−1q)
tr
+(R−1q)ptr+(R−1q)(ct)
tr
+p(R−1q)
tr
+pptr+p(ct)
tr
+(ct)(R−1q)
tr
+(ct)ptr+(ct)(ct)
tr
)
4.3
= ∑
p∈O2C/cO2C
t∈O2C
e
2pii acz1+adc(cz1+d)
τ(R−1,(q+Rp+Rct)(q+Rp+Rct)
tr
)
· e−2pii
1
z1+d/c
τ(R,−ztr(R−1q/c)tr−ztr(p/c)tr−ztrttr−(R−1q/c)z−(p/c)z−tz)
· e−2pii
1
z1+d/c
τ(R,(R−1q/c)(R−1q/c)
tr
+(R−1q/c)(p/c)
tr
+(R−1q/c)ttr+(p/c)(R−1q/c)
tr
+(p/c)(p/c)
tr
+(p/c)ttr)
· e−2pii
1
z1+d/c
τ(R,t(R−1q/c)
tr
+t(p/c)
tr
+tttr+ztrz)
= ∑
p∈O2C/cO2C
t∈O2C
e2pii
a
c τ(R
−1,(q+Rp+Rct)(q+Rp+Rct)
tr
) e−2pii
1
z1+d/c
τ(R,(ztr−R−1q/c−p/c−t)(ztr−R−1q/c−p/c−t)tr)
4.3
= ∑
p∈O2C/cO2C
t∈O2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
) e2piiaτ(R
−1,(Rt)qtr+(Rt)(Rp)
tr
+c(Rt)(Rt)
tr
+q(Rt)
tr
+(Rp)(Rt)
tr
)︸ ︷︷ ︸
e2piia(2τ(t,q+Rp)+τ(R,tt
tr))=1
· e−2pii
1
z1+d/c
τ(R,(ztr−R−1q/c−p/c−t)(ztr−R−1q/c−p/c−t)tr)
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= ∑
p∈O2C/cO2C
t∈O2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
) epii
−1
z1+d/c
τ(
1
2 R,(−2ztr+2R−1q/c+2p/c+2t)(−2ztr+2R−1q/c+2p/c+2t)
tr
)
= ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
)
· ∑
t′∈2O2C
epii
−1
z1+d/c
τ(
1
2 R,(t
′−2ztr+2R−1q/c+2p/c)(t′−2ztr+2R−1q/c+2p/c)tr)
4.9
= ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
) Θ−2ztr+2R−1q/c+2p/c,0
(
−1
z1+d/c
, 12 R, 2O2C
)
4.20
= ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
)
· ( 12)8 det(2R−1)4 det(z1 + dc )8 Θ0,2ztr−2R−1q/c−2p/c (z1 + dc , 2R−1,O2C)
= ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
)
· det(R)−4 (z1 + dc )8 ∑
t∈O2C
epiiτ(tt
tr ,(z1+d/c)2R−1) e2piiτ(2z
tr−2R−1q/c−2p/c,t)
= det(R)−4 (z1 + dc )
8 ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
)
· ∑
t∈O2C
e2pii(z1+d/c)τ(tt
tr ,R−1) e4piiτ(z
tr−R−1q/c−p/c,t).
Wir wollen uns nun wieder der gesamten Jacobi-Eisensteinreihe widmen. Nach [Kr08, S.39]
liegen zwei Matrizen aus SL(2,Z) genau dann in derselben Rechtsnebenklasse von Γ∞ \ Γ,
wenn ihre zweite Zeile übereinstimmt. Damit können wir die Jacobi-Eisensteinreihen wie
folgt umschreiben
Ek,R(z1, z, q)
= 12 ∑
M:Γ∞\Γ
(cz1 + d)−k ∑
λ∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,λλ
tr
) e4piiτ(Rλ,
ztr
cz1+d
)
= 12 ∑
(c,d)∈Z×Z
ggT(c,d)=1
(cz1 + d)−k ∑
λ∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,λλ
tr
) e4piiτ(Rλ,
ztr
cz1+d
),
wobei M =
(
a b
c d
)
so aus dem Tupel (c, d) konstruiert wird, dass ad − bc = 1 gilt. Gilt für
(a′, b′) ∈ Z×Z ebenfalls a′d− b′c = 1, so unterscheiden sich die Matrizen M′ = ( a′ b′c d ) und
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M nach [Kr08, S.39] nur um einen linksseitigen Faktor der Form
(
1 n
0 1
)
, n ∈ Z. Dies liefert
aber nach 5.35 die Gleichheit der Exponentialterme
e2piiM〈z1〉τ(R,λλ
tr
) = e2piiM
′〈z1〉τ(R,λλtr),
sodass obiges Umsummieren erlaubt ist. Insbesondere können wir aus M =
(
1 n
0 1
)
M′ bereits
a = a′ + nc und b =′ +nd schließen, sodass wegen
τ(R−1, (q + Rp)(q + Rp)
tr
) = τ(R−1, qqtr) + 2τ(q, p) + τ(R, pptr) ∈ Z
ebenfalls gilt
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
) = e2pii
a′
c τ(R
−1,(q+Rp)(q+Rp)
tr
).
Für die Jacobi-Eisensteinreihe ergibt sich damit nach obigen Rechnungen
Ek,R(z1, z, q)
= 12 ∑
(c,d)∈Z×Z
ggT(c,d)=1
(cz1 + d)−k ∑
λ∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,λλ
tr
) e4piiτ(Rλ,
ztr
cz1+d
)
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ 12 ∑
(c,d)∈Z\{0}×Z
ggT(c,d)=1
(cz1 + d)−k ∑
λ∈O2C+R−1q
e−2piiτ(R,
c
cz1+d
ztrz) e2piiM〈z1〉τ(R,λλ
tr
) e4piiτ(Rλ,
ztr
cz1+d
)
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ 12 ∑
(c,d)∈Z\{0}×Z
ggT(c,d)=1
(cz1 + d)−kdet(R)−4 (z1 + dc )
8 ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
)
· ∑
t∈O2C
e2pii(z1+d/c)τ(tt
tr ,R−1) e4piiτ(z
tr−R−1q/c−p/c,t).
Für ein festes c ∈ Z\{0} summieren wir nun über alle d = d′ + det(R)cl, 1 ≤ d′ ≤ det(R)|c|,
ggT(c, d′) = 1, l ∈ Z. Dabei ist nach Definition von d′ klar, dass ggT(c, d) = 1 genau dann gilt
wenn ggT(c, d′) = 1 gilt. Für die Jacobi-Eisensteinreihen folgt daher
Ek,R(z1, z, q)
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ 12 ∑
c∈Z\{0}
∑
1≤d′≤det(R)|c|
ggT(c,d′)=1
∑
l∈Z
c−k det(R)4−k
(
z1+(d′+det(R)cl)/c
det(R)
)8−k
· ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
) ∑
t∈O2C
e2pii(z1+(d
′+det(R)cl)/c)τ(tttr ,R−1) e4piiτ(z
tr−R−1q/c−p/c,t)
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= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤det(R)|c|
ggT(c,d′)=1
∑
l∈Z
det(R)4−k
(
z1+d′/c
det(R) + l
)8−k
∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
)
· ∑
t∈O2C
e2pii(z1+d
′/c)τ(tttr ,R−1) e2piilτ(tt
tr ,det(R)R−1)︸ ︷︷ ︸
=1
e4piiτ(z
tr−R−1q/c−p/c,t)
5.41
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤det(R)|c|
ggT(c,d′)=1
det(R)4−k (−2pii)
k−8
(k−9)!
∞
∑
n=1
nk−9 e
2piin z1+d
′/c
det(R)
· ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
) ∑
t∈O2C
e2pii(z1+d
′/c)τ(tttr ,R−1) e4piiτ(z
tr−R−1q/c−p/c,t)
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+
∞
∑
n=1
1
2 ∑
c∈Z\{0}
c−k ∑
1≤d′≤det(R)|c|
ggT(c,d′)=1
det(R)4−k (−2pii)
k−8
(k−9)! n
k−9 ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
)
· ∑
t∈O2C
e
2pii(z1+d′/c)(τ(tt
tr ,R−1)+ ndet(R) ) e4piiτ(z
tr ,t)e4piiτ(−R
−1q/c−p/c,t)
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+
∞
∑
n=1
∑
t∈O2C
1
2 ∑
c∈Z\{0}
c−k ∑
1≤d′≤det(R)|c|
ggT(c,d′)=1
det(R)4−k (−2pii)
k−8
(k−9)! n
k−9
· ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
) e4piiτ(−R
−1q/c−p/c,t) e
2pii d
′
c (τ(tt
tr ,R−1)+ ndet(R) )
·e2piiz1(τ(tt
tr ,R−1)+ ndet(R) ) e4piiτ(z
tr ,t)
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+
∞
∑
n=1
∑
t∈O2C
α˜q(n, t)e
2piiz1(τ(tt
tr ,R−1)+ ndet(R) ) e4piiτ(z
tr ,t)
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mit
α˜q(n, t)
= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤det(R)|c|
ggT(c,d′)=1
det(R)4−k (−2pii)
k−8
(k−9)! n
k−9 ∑
p∈O2C/cO2C
e2pii
a
c τ(R
−1,(q+Rp)(q+Rp)
tr
)
· e4piiτ(−R−1q/c−p/c,t) e2pii
d′
c (τ(tt
tr ,R−1)+ ndet(R) ).
Wegen τ(R−1, qqtr) ∈ Z folgt aus 5.13 bereits ϑR,±q(z1 + 1, z) = ϑR,±q(z1, z) für alle (z1, z) ∈
H1 × C1×2C . Aufgrund von 5.39 gilt ebenso Ek,R(z1 + 1, z, q) = Ek,R(z1, z, q). Berechnen wir
Ek,R(z1 + 1, z, q) konkret, so erhalten wir
Ek,R(z1 + 1, z, q) = 12
(
ϑR,q(z1 + 1, z) + (−1)kϑR,−q(z1 + 1, z)
)
+
∞
∑
n=1
∑
t∈O2C
α˜q(n, t)e
2pii(z1+1)(τ(tt
tr ,R−1)+ ndet(R) ) e4piiτ(z
tr ,t)
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+
∞
∑
n=1
∑
t∈O2C
α˜q(n, t)e
2piiz1(τ(tt
tr ,R−1)+ ndet(R) ) e
2pii(τ(tttr ,R−1)+ ndet(R) ) e4piiτ(z
tr ,t).
Wegen Ek,R(z1 + 1, z, q) = Ek,R(z1, z, q) liefert nun ein Koeffizientenvergleich
α˜q(n, t)
(
1− e2pii(τ(tt
tr ,R−1)+ ndet(R) )
)
= 0 für alle n ∈N, t ∈ O2C ,
woraus wir insbesondere α˜q(n, t) = 0 folgern wann immer τ(tt
tr, R−1) + ndet(R) nicht in Z
liegt. Nun ist τ(R−1, tttr) ≥ 0, denn
τ(R−1, tttr)
= 1det(R)
(
r2N(t1) + r1N(t2)− 2Re(rt2t1)
)
= 1det(R)
(
1
2r2
N(r2t1 − rt2) + 12r1 N(r1t2 − t1r) + 12r1 det(R)N(t1) + 12r2 det(R)N(t2)
)
≥ 0.
Damit folgt für die Fourier-Entwicklung der Jacobi-Eisensteinreihen
Ek,R(z1, z, q) = 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+
∞
∑
n=1
∑
t∈O2C
α˜q(n, t)e
2piiz1(τ(tt
tr ,R−1)+ ndet(R) ) e4piiτ(z
tr ,t)
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= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ ∑
n∈N, t∈O2C
τ(R−1,tttr)+ ndet(R)∈N
α˜q(n, t)e
2piiz1(τ(tt
tr ,R−1)+ ndet(R) ) e4piiτ(z
tr ,t).
Statt über alle n ∈ N und t ∈ O2C mit τ(R−1, tttr) + ndet(R) zu summieren, können wir auch
über alle n′ := τ(R−1, tttr) + ndet(R) ∈N und t ∈ O2C mit
(
n′ ttr
t R
)
> 0 summieren, denn:
n′ > 0
n′r1 − N(t1) = ( nr1︸︷︷︸
>0
+ N(r1t2 + rt1)︸ ︷︷ ︸
≥0
) 1det(R)︸ ︷︷ ︸
>0
> 0
det
((
n′ ttr
t R
))
= (n′ − τ(R−1, tttr))det(R) = n > 0.
Gegebenenfalls wird dabei αq(n′, t) gleich Null gesetzt, wenn n′ ∈ N nicht in der Form
τ(R−1, tttr) + ndet(R) mit n ∈N geschrieben werden kann (ansonsten identifiziere αq(n′, t) mit
α˜q(n′det(R)− τ(R−1, tttr)det(R), t)). Schlussendlich folgt damit für die Fourier-Entwicklung
der Jacobi- Eisensteinreihen
Ek,R(z1, z, q) = 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ ∑
n∈N, t∈O2C
τ(R−1,tttr)+ ndet(R)∈N
α˜q(n, t)e
2piiz1(τ(tt
tr ,R−1)+ ndet(R) ) e4piiτ(z
tr ,t)
= 12
(
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z)
)
+ ∑
n′∈N, t∈O2C(
n′ ttr
t R
)
>0
αq(n′, t)e2piiz1n
′
e4piiτ(z
tr ,t).
Damit erfüllen die Jacobi-Eisensteinreihen ebenfalls die Bedingung (J3) aus 5.1 und sind so-
mit Beispiele von Jacobiformen vom Gewicht k und Index R. Sie besitzen insbesondere die
gewünschte Fourier-Entwicklung aus (9). 
Wir möchten nun noch charakterisieren, wann die Jacobi-Eisensteinreihen identisch verschwin-
den.
Korollar 5.43 Seien k ∈N, k > 18, R ∈ Pos(2,OC) und q ∈ O2C mit τ(R−1, qqtr) ∈ Z, dann gilt
Ek,R(·, ·, q) ≡ 0⇔ k ungerade und 2q ∈ RO2C . 
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Beweis
Sei zunächst k ungerade und 2q ∈ RO2C . Dann existiert ein λ ∈ O2C mit 2q = Rλ. Aus 5.38
folgern wir
(−1)kEk,R(z1, z, q) 5.38= Ek,R(z1, z,−q) 5.38= Ek,R(z1, z,−q + Rλ) = Ek,R(z1, z,−q + 2q)
= Ek,R(z1, z, q)
für alle (z1, z) ∈ H1 × C1×2C . Weil k ungerade ist, schließen wir also
−Ek,R(z1, z, q) = Ek,R(z1, z, q)⇔ 2Ek,R(z1, z, q) = 0
für alle (z1, z) ∈ H1 × C1×2C . Damit verschwindet Ek,R(·, ·, q) aber identisch.
Sei umgekehrt Ek,R(·, ·, q) identisch Null. Betrachten wir die Fourier-Entwicklung der Jacobi-
Eisensteinreihen aus 5.42, so stellen wir fest, dass die Theta-Reihen zur Charakteristik R und
±q die einzigen Beiträge für die Koeffizienten αq(n, t)e2piinz1+4piiτ(t,ztr) mit positiv semidefini-
ten, aber nicht positiv definitem
(
n ttr
t R
)
liefern. Demnach muss bereits
ϑR,q(z1, z) + (−1)kϑR,−q(z1, z) = 0 für alle (z1, z) ∈ H1 × C1×2C
gelten. Da die Theta-Reihen ϑR,q für q ∈ O2C/RO2C linear unabhängig sind und ϑR,q = ϑR,q+Rλ
für alle λ ∈ O2C gilt, muss bereits q ≡ −q modulo RO2C gelten. Also liegt 2q in RO2C . Setzen
wir nun −q = q + Rλ für ein λ ∈ O2C , so folgt
0 = ϑR,q(z1, z) + (−1)kϑR,−q(z1, z) = ϑR,q(z1, z) + (−1)kϑR,q+Rλ(z1, z)
5.13
= ϑR,q(z1, z) + (−1)kϑR,q(z1, z)
=
{
0, falls k ungerade,
2ϑR,q(z1, z), falls k gerade.
Da die Theta-Reihen zur Charakteristik R und q nicht identisch verschwinden, muss k bereits
ungerade sein. Damit folgt die gewünschte Behauptung. 
Aus der Fourier-Entwicklung der Jacobi-Eisensteinreihen und der linearen Unabhängigkeit
der Theta-Reihen zur Charakteristik R und q lässt sich wie im Beweis von 5.43 eine Aussage
über die lineare Unabhängigkeit der Jacobi-Eisensteinreihen treffen.
Lemma 5.44 Seien R ∈ Pos(2,OC) und±q1, · · · ,±qr, qr+1, · · · , qr+s, r, s ∈N0, ein Vertretersys-
tem vonO2C/RO2C mit τ(R−1, qiqi tr) ∈ Z für alle 1 ≤ i ≤ r+ s, 2qj /∈ RO2C für alle 1 ≤ j ≤ r sowie
2qk ∈ RO2C für alle r < k ≤ r + s. Definieren wir
Ek,R :=
{
Ek,R(·, ·, qj), 1 ≤ j ≤ r
}
, falls k ungerade,
Ek,R := {Ek,R(·, ·, qi), 1 ≤ i ≤ r + s} , falls k gerade,
so sind die Mengen Ek,R linear unabhängig. 
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Zum Abschluss dieses Kapitels wollen wir uns nun noch die Fourier-Entwicklung der Jacobi-
Eisensteinreihe zum Gewicht k und Index E2 anschauen und eine zu [EK94, S.800] analoge
Formel herleiten. Dazu weisen wir zunächst die folgende Hilfsbehauptung nach.
Lemma 5.45 Seien c ∈ Z\{0}, d ∈ Z mit ggT(c, d) = 1. Dann gilt
∑
p:OC/cCC
e2pii
d′
c N(p) = c4

Beweis
Wegen N(p + ct) = N(p) + c2N(t) + 2cRe(pt) ist die Summation unabhängig von der Wahl
der Vertreter von OC/cOC . Weiter können wir ohne Beschränkung der Allgemeinheit anneh-
men, dass c > 0 gilt, da wir andernfalls das Minuszeichen zu d′ verschieben können. Definie-
ren wir nun die Matrix S wie in 4.10 durch
S =

1 0 0 0 0 − 12 − 12 12
0 1 0 0 12 0 − 12 − 12
0 0 1 0 12
1
2 0
1
2
0 0 0 1 − 12 12 − 12 0
0 12
1
2 − 12 1 0 0 0
− 12 0 12 12 0 1 0 0
− 12 − 12 0 − 12 0 0 1 0
1
2 − 12 12 0 0 0 0 1

und schreiben p ∈ OC in der Form p = p0i0 + p1i1 + p2i2 + p3i4 + p4h+ p5i1h+ p6i2h+ p7i4h,
so gilt
N(p) = τ(p, p) = S[(p0, p1, p2, p3, p4, p5, p6, p7)tr].
Damit folgt für die zu untersuchende Summe
∑
p:OC/cCC
e2pii
d′
c N(p) = ∑
g∈Z8/cZ8
e2pii
d′
c S[g].
Wir machen nun eine Fallunterscheidung nach c (dabei beachten wir, dass c ohne Einschrän-
kung positiv ist). Sei im ersten Fall c = 1. Dann berechnen wir
∑
g∈Z8/Z8
e2pii
d′
c S[g] = e2piid
′S[(0 0 0 0 0 0 0 0)tr ] = e0 = 1 = 14,
also folgt die Behauptung.
Im zweiten Fall sei c eine ungerade Primzahl. Definieren wir R = Sd′, so ist R symmetrisch
und halbganz (das bedeutet 2R = 2Sd′ ist gerade). Unsere Summe ist damit eine verallgemei-
nerte Gaußsche Summe (vergleiche [Koe285, VI 6.3]). Wir wollen diese mit Hilfe von Lemma
(6.3) aus [Koe285] berechen. Zunächst gilt wegen ggT(c, d′) = 1, dass
c - det(2R) = 28 det(S)︸ ︷︷ ︸
=2−8
(
d′
)8
=
(
d′
)8 .
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Des Weiteren können wir ohne Beschränkung der Allgemeinheit annehmen, dass d′ gerade
ist, denn wäre dies nicht der Fall, so könnten wir die Summe wie folgt umschreiben
∑
g∈Z8/Z8
e2pii
d′
c S[g] = ∑
g∈Z8/Z8
e2pii
d′+c
c S[g]
mit d′ + c und S(d′ + c) gerade sowie ggT(d′ + c, c) = 1. Nehmen wir also an, dass d′ gerade
ist. Dann erfüllt d :=
(
d′
2
)8
die Gleichung
det(2R) =
(
d′
)8
= 28
(
d′
2
)8
= 28d.
Mit Hilfe von Lemma (6.3) aus [Koe285, VI 6.3] folgt nun
∑
g∈Z8/Z8
e2pii
d′
c S[g] = ∑
g∈Z8/Z8
e
2pii
c R[g] = c
1
2 ·8
(
d
c
)
,
wobei
(
d
c
)
das verallgemeinerte Legendre-Symbol bezeichne. Wegen d =
(
d′
2
)8
und der
„Multiplikativität“ der Zähler des Legendre-Symbols, erhalten wir
∑
g∈Z8/Z8
e2pii
d′
c S[g] = c4

(
d′
2
)8
c
 = c4( d′2c
)8
= c4,
da c kein Teiler von d
′
2 ist und damit das Legendre-Symbol ungleich Null ist. Somit ist auch
in diesem Fall die Behauptung nachgewiesen.
Im dritten Fall sei c = pl für eine ungerade Primzahl p und l ∈N, l ≥ 2. Definieren wir S wie
im zweiten Fall und U ∈ GL(8,Z) durch
U =

1 0 0 0 0 p
l+1
2
pl+1
2
pl−1
2
0 1 0 0 p
l−1
2 0
pl+1
2
pl+1
2
0 0 1 0 p
l−1
2
pl−1
2 0
pl−1
2
0 0 0 1 p
l+1
2
pl−1
2
pl+1
2 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

,
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so gilt
Utr2SU ≡ D =:

2 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0
0 0 2 0 0 0 0 0
0 0 0 2 0 0 0 0
0 0 0 0 p
l+1
2 0 0 0
0 0 0 0 0 p
l+1
2 0 0
0 0 0 0 0 0 p
l+1
2 0
0 0 0 0 0 0 0 p
l+1
2

mod pl ,
denn
2SU =

2 0 0 0 0 −1 −1 1
0 2 0 0 1 0 −1 −1
0 0 2 0 1 1 0 1
0 0 0 2 −1 1 −1 0
0 1 1 −1 2 0 0 0
−1 0 1 1 0 2 0 0
−1 −1 0 −1 0 0 2 0
1 −1 1 0 0 0 0 2


1 0 0 0 0 p
l+1
2
pl+1
2
pl−1
2
0 1 0 0 p
l−1
2 0
pl+1
2
pl+1
2
0 0 1 0 p
l−1
2
pl−1
2 0
pl−1
2
0 0 0 1 p
l+1
2
pl−1
2
pl+1
2 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

=

2 0 0 0 0 pl + 1− 1 pl + 1− 1 pl − 1+ 1
0 2 0 0 pl − 1+ 1 0 pl + 1− 1 pl + 1− 1
0 0 2 0 pl − 1+ 1 pl − 1+ 1 0 pl − 1+ 1
0 0 0 2 pl + 1− 1 pl − 1+ 1 pl + 1− 1 0
0 1 1 −1 pl+12 0 0 pl
−1 0 1 1 pl pl+12 0 0
−1 −1 0 −1 −pl −pl −3pl+12 −pl
1 −1 1 0 0 pl 0 pl+12

≡

2 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0
0 0 2 0 0 0 0 0
0 0 0 2 0 0 0 0
0 1 1 −1 pl+12 0 0 0
−1 0 1 1 0 pl+12 0 0
−1 −1 0 −1 0 0 pl+12 0
1 −1 1 0 0 0 0 pl+12

mod pl
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und
Utr2SU ≡

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 p
l−1
2
pl−1
2
pl+1
2 1 0 0 0
pl+1
2 0
pl−1
2
pl−1
2 0 1 0 0
pl+1
2
pl+1
2 0
pl+1
2 0 0 1 0
pl−1
2
pl+1
2
pl−1
2 0 0 0 0 1


2 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0
0 0 2 0 0 0 0 0
0 0 0 2 0 0 0 0
0 1 1 −1 pl+12 0 0 0
−1 0 1 1 0 pl+12 0 0
−1 −1 0 −1 0 0 pl+12 0
1 −1 1 0 0 0 0 pl+12

=

2 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0
0 0 2 0 0 0 0 0
0 0 0 2 0 0 0 0
0 pl − 1+ 1 pl − 1+ 1 pl + 1− 1 pl+12 0 0 0
pl + 1− 1 0 pl − 1+ 1 pl − 1+ 1 0 pl+12 0 0
pl + 1− 1 pl + 1− 1 0 pl + 1− 1 0 0 pl+12 0
pl − 1+ 1 pl + 1− 1 pl − 1+ 1 0 0 0 0 pl+12

≡

2 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0
0 0 2 0 0 0 0 0
0 0 0 2 0 0 0 0
0 0 0 0 p
l+1
2 0 0 0
0 0 0 0 0 p
l+1
2 0 0
0 0 0 0 0 0 p
l+1
2 0
0 0 0 0 0 0 0 p
l+1
2

mod pl .
Ist nun p
l+1
2 ungerade, so ersetze diesen Eintrag durch
pl+1
2 − pl = −p
l+1
2 , dann gilt immer
noch Utr2SU ≡ diag(2, 2, 2, 2, −pl+12 , −p
l+1
2 ,
−pl+1
2 ,
−pl+1
2 ) mod p
l , doch nun sind alle auftre-
tenden Einträge gerade. Nach Proposition (6.3) (a) aus [Koe285, VI (6.3)] schließen wir nun
∑
g∈Z8/cZ8
e2pii
d′
c S[g] = ∑
g∈Z8/cZ8
e2pii
d′
c (S[U])[g].
Wie im zweiten Fall können wir ohne Einschränkung d′ als gerade voraussetzen (andernfalls
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ersetze d′ durch d′ + c), sodass nach Proposition (6.3)(c) aus [Koe285, VI 6.3] folgt
∑
g∈Z8/cZ8
e2pii
d′
c S[g] = ∑
g∈Z8/cZ8
e2pii
d′/2
c (2S[U])[g]
=
(
∑
g′∈Z/cZ
e2pii
d′/2
c 2(g
′)2
)4(
∑
g′∈Z/cZ
e2pii
d′/2
c
pl+1
2 (g
′)2
)4
.
Wenden wir nun Theorem (1.5.2) aus [BEW98, S.26] an und beachten, dass ggT(d′, c) = 1 und
ggT( d
′
2
pl+1
2 , c) = 1 gilt, so erhalten wir
∑
g∈Z8/cZ8
e2pii
d′
c S[g] =
(
∑
g′∈Z/cZ
e2pii
d′/2
c 2(g
′)2
)4(
∑
g′∈Z/cZ
e2pii
d′/2
c
pl+1
2 (g
′)2
)4
=
(d′c
)
ε(c)︸︷︷︸
∈{1,i}
√
c

4
 d′2 pl+12
c
 ε(c)︸︷︷︸
∈{1,i}
√
c

4
=
((
d′
c
))4 d′2 pl+12
c
4 c4.
Wegen c 6= 1 und ggT(d′, c) = 1 sowie ggT( d′2 p
l+1
2 , c) = 1 kann c weder d
′ noch d′2
pl+1
2 teilen.
Damit ist das verallgemeinerte Legendre-Symbol jeweils ungleich Null. Da die verallgemei-
nerten Legendre-Symbole dann aber nur noch die Werte ±1 annehmen können, folgt durch
das Potenzieren mit 4 bereits((
d′
c
))4
= 1 und
 d′2 pl+12
c
4 = 1.
Insgesamt schließen wir auch in diesem Fall
∑
g∈Z8/cZ8
e2pii
d′
c S[g] = c4.
Im vierten Fall betrachten wir nun c = 2l , l ∈N. Die Matrizen
S1 = 2S =

2 0 0 0 0 −1 −1 1
0 2 0 0 1 0 −1 −1
0 0 2 0 1 1 0 1
0 0 0 2 −1 1 −1 0
0 1 1 −1 2 0 0 0
−1 0 1 1 0 2 0 0
−1 −1 0 −1 0 0 2 0
1 −1 1 0 0 0 0 2

und S2 =

0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0

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sind symmetrisch, gerade und haben Determinante 1. Nach [Fr83, S.285] existiert dann eine
unimodulare Matrix U ∈ GL(8,Z), U abhängig von 2c = 2l+1 ∈ N, mit S1[U] ≡ S2 mod
2c, das bedeutet es existiert eine Matrix X ∈ Z8×8 mit S1[U] = S2 + 2l+1X. Aus Proposition
(6.3)(a) aus [Koe285, VI 6.3] ergibt sich damit
∑
g∈Z8/cZ8
e2pii
d′
c S[g] = ∑
g∈Z8/cZ8
e2pii
d′
2c S1[g]
= ∑
g∈Z8/cZ8
e2pii
d′
2c (S1[U])[g]
= ∑
g∈Z8/cZ8
e2pii
d′
2c (S2+2
l+1X)[g]
= ∑
g∈Z8/cZ8
e2pii
d′
2c S2[g] e2pii
d′
2c 2
l+1X[g]
= ∑
g∈Z8/cZ8
e2pii
d′
2c S2[g] e2piid
′X[g]︸ ︷︷ ︸
=1
= ∑
g∈Z8/cZ8
e2pii
d′
2c S2[g].
Sei nun g ∈ Z8 gegeben durch g = (g1, g2, · · · , g8)tr, dann berechnen wir
S2[g] = gtrS2g = 2g1g2 + 2g3g4 + 2g5g6 + 2g7g8.
Setzen wir dies nun in unsere Reihe ein, so erhalten wir
∑
g∈Z8/cZ8
e2pii
d′
c S[g] = ∑
g∈Z8/cZ8
e2pii
d′
2c S2[g] = ∑
g∈Z8/cZ8
e2pii
d′
2c (2g1g2+2g3g4+2g5g6+2g7g8)
= ∑
g∈Z8/cZ8
e2pii
d′
c (g1g2+g3g4+g5g6+g7g8)
=
(
∑
g1,g2∈Z/cZ
e2pii
d′
c (g1g2)
)4
=
(
2l−1
∑
n=0
∑
m∈Z/2lZ
e2pii
d′nm
2l
)4
.
Wir wollen nun die letzte Doppelsumme genauer betrachten. Es gilt
2l−1
∑
n=0
∑
m∈Z/2lZ
e2pii
d′nm
2l =
2l−1
∑
n=0
n ungerade
∑
m∈Z/2lZ
e2pii
d′nm
2l +
2l−1
∑
n=0
n gerade
∑
m∈Z/2lZ
e2pii
d′nm
2l .
Ist nun n ungerade, so haben wir ggT(n, 2l) = 1 und damit durchläuft mit m auch nm ein
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Vertretersystem von Z/2lZ. Für die Summen folgt damit
2l−1
∑
n=0
∑
m∈Z/2lZ
e2pii
d′nm
2l =
2l−1
∑
n=0
n ungerade
∑
m′∈Z/2lZ
e2pii
d′m′
2l +
2l−1
∑
n=0
n gerade
∑
m∈Z/2lZ
e2pii
d′nm
2l
= 2l−1 ∑
m′∈Z/2lZ
e2pii
d′m′
2l +
2l−1−1
∑
n′=0
∑
m∈Z/2lZ
e2pii
d′2n′m
2l
= 2l−1 ∑
m′∈Z/2lZ
e2pii
d′m′
2l +
2l−1−1
∑
n′=0
∑
m∈Z/2lZ
e2pii
d′n′m
2l−1 .
Dieselben Argumentationsschritte angewandt auf die zweite Doppelsumme liefern weiter
2l−1
∑
n=0
∑
m∈Z/2lZ
e2pii
d′nm
2l
= 2l−1 ∑
m′∈Z/2lZ
e2pii
d′m′
2l +
2l−1−1
∑
n′=0
n′ ungerade
∑
m∈Z/2lZ
e2pii
d′n′m
2l−1 +
2l−1−1
∑
n′=0
n′ gerade
∑
m∈Z/2lZ
e2pii
d′n′m
2l−1
= 2l−1 ∑
m′∈Z/2lZ
e2pii
d′m′
2l +
2l−1−1
∑
n′=0
n′ ungerade
∑
m′∈Z/2lZ
e2pii
d′m′
2l−1 +
2l−2−1
∑
n′′=0
∑
m∈Z/2lZ
e2pii
d′2n′′m
2l−1
= 2l−1 ∑
m′∈Z/2lZ
e2pii
d′m′
2l + 2l−2 ∑
m′∈Z/2lZ
e2pii
d′m′
2l−1 +
2l−2−1
∑
n′′=0
∑
m∈Z/2lZ
e2pii
d′n′′m
2l−2 .
Führen wir dieses Verfahren weiter fort, so erhalten wir schließlich
2l−1
∑
n=0
∑
m∈Z/2lZ
e2pii
d′nm
2l =
l−1
∑
k=1
2l−k ∑
m∈Z/2lZ
e2pii
d′m
2l+1−k +
1
∑
n=0
∑
m∈Z/2lZ
e2pii
d′nm
2
=
l−1
∑
k=1
2l−k ∑
m∈Z/2lZ
e2pii
d′m
2l+1−k + 2l + ∑
m∈Z/2lZ
e2pii
d′m
2
=
l
∑
k=1
2l−k ∑
m∈Z/2lZ
e2pii
d′m
2l+1−k + 2l
=
l
∑
k=1
2l−k
2l−1
∑
m=0
e2pii
d′m
2l+1−k + 2l
=
l
∑
k=1
2l−k
2l−1
∑
m=0
(
e2pii
d′
2l+1−k
)m
+ 2l .
Wegen ggT(d′, 2l+1−k) = 1 und 2l+1−k 6= 1 für alle l ∈ N und k = 1, · · · , l gilt e2pii
d′
2l+1−k 6= 1
für alle l ∈ N und k = 1, · · · , l. Mit Hilfe der geometrischen Summenformel können wir
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somit folgern
2l−1
∑
n=0
∑
m∈Z/2lZ
e2pii
d′nm
2l =
l
∑
k=1
2l−k
2l−1
∑
m=0
(
e2pii
d′
2l+1−k
)m
+ 2l
=
l
∑
k=1
2l−k
(
e2pii
d′
2l+1−k
)2l
− 1
e2pii
d′
2l+1−k − 1
+ 2l
=
l
∑
k=1
2l−k
e2piid
′2k−1 − 1
e2pii
d′
2l+1−k − 1︸ ︷︷ ︸
=0
+2l
= 2l .
Für unsere am Anfang betrachtete Reihe ergibt sich nun
∑
g∈Z8/cZ8
e2pii
d′
c S[g] =
(
2l−1
∑
n=0
∑
m∈Z/2lZ
e2pii
d′nm
2l
)4
= (2l)4 = c4,
sodass auch in diesem Fall die Behauptung bewiesen ist.
Schlussendlich sei nun c ∈ N, c 6= 1 beliebig. Mit Hilfe der Primfaktorzerlegung schreiben
wir c = ∏ni=1 p
vi
i mit Primzahlen pi und vi ∈ N, pi paarweise verschieden. Nach Proposition
(6.3)(b) aus [Koe285, VI 6.3] folgt dann
∑
g∈Z8/cZ8
e2pii
d′
c S[g] =
n
∏
j=1
∑
g∈Z8/pvjj Z8
e
2pii
d′∏ni=1,i 6=j p
vi
i
p
vj
j
S[g]
.
Nun gilt für alle j = 1, · · · , n bereits ggT(d′∏ni=1,i 6=j pvii , p
vj
j ) = 1, sodass wir letztere Summe
mit unseren bisher betrachteten Fällen berechnen können. Es folgt
∑
g∈Z8/cZ8
e2pii
d′
c S[g] =
n
∏
j=1
∑
g∈Z8/pvjj Z8
e
2pii
d′∏ni=1,i 6=j p
vi
i
p
vj
j
S[g]
=
n
∏
j=1
(
p
vj
j
)4
=
(
n
∏
j=1
p
vj
j
)4
= c4.
Dies zeigt nun die gewünschte Behauptung. 
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Korollar 5.46 Sei k ∈N, k > 18 gerade. Dann ist die Fourier-Entwicklung der Jacobi-Eisensteinreihe
vom Gewicht k und Index E2 gegeben durch
Ek,E2(z1, z,
(
0
0
)
) = ∑
n∈N0, t∈O2C ,(
n ttr
t E2
)
≥0
γ(n, t) e2piinz1 e4piiτ(t,z
tr)
=
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)≥0
γ(n, t) e2piinz1 e4piiτ(t,z
tr)
für alle (z1, z) ∈ H1 × C1×2C mit
γ(n, t) =
{
1, f alls n− N(t1)− N(t2) = 0,
− 2(k−8)Bk−8 σk−9(n− N(t1)− N(t2)), f alls n− N(t1)− N(t2) > 0,
dabei bezeichne Bk die Bernoulli-Zahlen und σk die k-te Teilersumme. 
Beweis
Wir nutzen die Fourier-Entwicklung aus 5.42. Zunächst betrachten wir die Theta-Reihen und
erhalten
1
2
(
ϑ
E2,
(
0
0
)(z1, z) + ϑE2,−( 00 )(z1, z)
)
= ϑ
E2,
(
0
0
)(z1, z)
= ∑
λ∈O2C
e2piiz1τ(E2,λλ
tr
) e4piiτ(λ,z
tr)
= ∑
λ∈O2C
e2piiz1(N(λ1)+N(λ2)) e4piiτ(λ,z
tr)
=
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)=0
e2piinz1 e4piiτ(t,z
tr).
Da aus der Bedingung n− N(t1)− N(t2) = 0 bereits det
((
n ttr
t E2
))
= 0 und damit
(
n ttr
t E2
)
≥
0,≯ 0 folgt, und in der restlichen Fourier-Entwicklung der Jacobi-Eisensteinreihen nur noch
über die Ausdrücke n ∈ N, t ∈ O2C mit
(
n ttr
t E2
)
> 0 summiert wird, können wir direkt
γ(n, t) = 1 schließen, falls n− N(t1)− N(t2) = 0 gilt.
Für n ∈ N0 ist die Bedingung n− N(t1)− N(t2) > 0 für t ∈ O2C äquivalent zu
(
n ttr
t E2
)
> 0.
Damit erhalten wir γ(n, t) für n− N(t1)− N(t2) > 0 wenn wir uns die Fourier-Entwicklung
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von Ek,E2(·, ·,
(
0
0
)
)− ϑ
E2,
(
0
0
) anschauen. Aus dem Beweis von 5.42 erhalten wir
Ek,E2(z1, z,
(
0
0
)
)− ϑ
E2,
(
0
0
)(z1, z)
=
∞
∑
n=1
∑
t∈O2C
1
2 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! n
k−9 ∑
p∈O2C/cO2C
e2pii
a
c τ(E2,pp
tr)
· e4piiτ(−p/c,t) e2pii d
′
c (τ(tt
tr ,E2)+n) e2piiz1(τ(tt
tr ,E2)+n) e4piiτ(z
tr ,t)
=
∞
∑
n=1
∑
t∈O2C
1
2 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! n
k−9 ∑
p∈O2C/cO2C
e2pii
a
c (N(p1)+N(p2))
· e4piiτ(−p/c,t) e2pii d
′
c n e2pii
d′
c (N(t1)+N(t2)) e2piiz1(τ(N(t1)+N(t2)+n) e4piiτ(z
tr ,t).
Definieren wir uns nun n′ als n′ = n + N(t1) + N(t2) > 0, so folgt insbesondere n′ − N(t1)−
N(t2) = n > 0 und damit ändert sich die Summation wie folgt
Ek,E2(z1, z,
(
0
0
)
)− ϑ
E2,
(
0
0
)(z1, z)
=
∞
∑
n′=1
∑
t∈O2C
n′−N(t1)−N(t2)>0
1
2 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9
· ∑
p∈O2C/cO2C
e2pii
a
c (N(p1)+N(p2)) e−4piiτ(p/c,t) e2pii
d′
c (n
′−N(t1)−N(t2)) e2pii
d′
c (N(t1)+N(t2))
· e2piin′z1 e4piiτ(ztr ,t).
Nun durchläuft mit p auch d′p ein Vertretersystem von O2C/cO2C , da ggT(c, d′) = 1 gilt. Wir
schließen
Ek,E2(z1, z,
(
0
0
)
)− ϑ
E2,
(
0
0
)(z1, z)
=
∞
∑
n′=1
∑
t∈O2C
n′−N(t1)−N(t2)>0
1
2 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9
·e2pii d
′
c (n
′−N(t1)−N(t2)) ∑
p∈O2C/cO2C
e2pii
a
c (N(d
′p1)+N(d′p2)) e−4pii
d′
c τ(p,t) e2pii
d′
c (N(t1)+N(t2))
· e2piin′z1 e4piiτ(ztr ,t)
=
∞
∑
n′=1
∑
t∈O2C
n′−N(t1)−N(t2)>0
γ(n, t) e2piin
′z1 e4piiτ(z
tr ,t)
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mit
γ(n, t)
= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2))
· ∑
p∈O2C/cO2C
e2pii
ad′
c d
′(N(p1)+N(p2)) e−4pii
d′
c τ(p,t) e2pii
d′
c (N(t1)+N(t2)).
In 5.42 haben wir d′ gerade so gewählt, dass d = d′ + cl für ein l ∈ Z gilt. Die Variablen a und
b ∈ Z erfüllen nach 5.42 zudem ad− bc = 1. Dies liefert nun ad′ = a(d− cl) = ad− acl =
1− bc− acl für ein l ∈ Z. Wir berechnen daraus
γ(n, t)
= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2))
· ∑
p∈O2C/cO2C
e2pii
1+bc−acl
c d
′(N(p1)+N(p2))︸ ︷︷ ︸
=e2pii
d′
c (N(p1)+N(p2))
e−4pii
d′
c τ(p,t) e2pii
d′
c (N(t1)+N(t2))
= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2))
· ∑
p∈O2C/cO2C
e2pii
d′
c (N(p1)+N(p2)) e−2pii
d′
c (2Re(p1t1)+2Re(p2t2)) e2pii
d′
c (N(t1)+N(t2))︸ ︷︷ ︸
=e2pii
d′
c (N(p1)+N(t1)−2Re(p1t1)+N(p2)+N(t2)−2Re(p2t2))
= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2))
· ∑
p∈O2C/cO2C
e2pii
d′
c (N(p1−t1)+N(p2−t2)).
Da nun mit p auch p− t ein Vertretersystem von O2C/cO2C durchläuft, ergibt sich weiter
γ(n, t)
= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2))
· ∑
p′∈O2C/cO2C
e2pii
d′
c (N(p
′
1)+N(p
′
2))
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= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2))
· ∑
p′1∈OC/cOC
e2pii
d′
c N(p
′
1) ∑
p′2∈OC/cOC
e2pii
d′
c N(p
′
2)
= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2))
·
(
∑
p′′∈OC/cOC
e2pii
d′
c N(p
′′)
)2
5.45
= 12 ∑
c∈Z\{0}
c−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2))c8
= 12 ∑
c∈Z\{0}
c8−k ∑
1≤d′≤|c|
ggT(c,d′)=1
(−2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 e2pii
d′
c (n
′−N(t1)−N(t2)).
Beachten wir weiter, dass k gerade ist, so folgt (−2pii)k−8 = (2pii)k−8 und nach [Za81, S.25]
erhalten wir
(2pii)k−8
(k−9)! =
−2(k−8)
Bk−8 ζ(k− 8) =
−2(k−8)
Bk−8
∞
∑
l=1
l8−k,
wobei Bk die Bernoulli-Zahlen bezeichne (vergleiche [Za81, S.25]). Für die Fourier-Koeffizienten
γ(n, t) folgt damit
γ(n, t)
= 12
(2pii)k−8
(k−9)! (n
′ − N(t1)− N(t2))k−9 ∑
c∈Z\{0}
c8−k ∑
1≤d′≤|c|
ggT(c,d′)=1
e2pii
d′
c (n
′−N(t1)−N(t2))
= 12
−2(k−8)
Bk−8 ζ(k− 8) (n
′ − N(t1)− N(t2))k−9 ∑
c∈Z\{0}
c8−k ∑
1≤d′≤|c|
ggT(c,d′)=1
e2pii
d′
c (n
′−N(t1)−N(t2))
= −2(k−8)Bk−8
∞
∑
l=1
l8−k (n′ − N(t1)− N(t2))k−9 12
(
18−k e2pii(n
′−N(t1)−N(t2))︸ ︷︷ ︸
=1
+ (−1)8−k e−2pii(n′−N(t1)−N(t2))︸ ︷︷ ︸
=1
+ ∑
c∈Z\{0,±1}
∑
1≤d′≤|c|
ggT(c,d′)=1
c8−k e2pii
d′
c (n
′−N(t1)−N(t2))
)
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= −2(k−8)Bk−8
∞
∑
l=1
l8−k (n′ − N(t1)− N(t2))k−9 12
(
2+ 28−k epii(n−N(t1)−N(t2))
+(−2)8−k e−pii(n−N(t)−N(t2)) + ∑
c∈Z\{0,±1,±2}
∑
1≤d′≤|c|
ggT(c,d′)=1
c8−k e2pii
d′
c (n
′−N(t1)−N(t2))
)
= −2(k−8)Bk−8
∞
∑
l=1
l8−k (n′ − N(t1)− N(t2))k−9
· 12
(
2+ 2 · 28−k (−1)(n−N(t1)−N(t2)) + ∑
c∈Z\{0,±1,±2}
∑
1≤d′≤|c|
ggT(c,d′)=1
c8−k e2pii
d′
c (n
′−N(t1)−N(t2))
)
.
Wegen ggT(d′, c) = 1 gilt ebenso ggT(|c| − d′, c) = 1. Damit können wir die Summation wie
folgt ändern
γ(n, t)
= −2(k−8)Bk−8
∞
∑
l=1
l8−k (n′ − N(t1)− N(t2))k−9 12
(
2+ 2 · 28−k (−1)(n−N(t1)−N(t2))
+ ∑
c∈Z\{0,±1,±2}
∑
1≤d′≤b |c|−12 c
ggT(c,d′)=1
c8−k
(
e2pii
d′
c (n
′−N(t1)−N(t2)) + e2pii
|c|−d
c (n
′−N(t1)−N(t2))
))
= −2(k−8)Bk−8
∞
∑
l=1
l8−k (n′ − N(t1)− N(t2))k−9 12
(
2+ 2 · 28−k (−1)(n−N(t1)−N(t2))
+ ∑
c∈Z\{0,±1,±2}
∑
1≤d′≤b |c|−12 c
ggT(c,d′)=1
c8−k
(
e2pii
d′
c (n
′−N(t1)−N(t2)) + e2pii
−d
c (n
′−N(t1)−N(t2))
))
= −2(k−8)Bk−8
∞
∑
l=1
l8−k (n′ − N(t1)− N(t2))k−9 12
(
2+ 2 · 28−k (−1)(n−N(t1)−N(t2))
+2 ∑
c∈N\{1,2}
∑
1≤d′≤b |c|−12 c
ggT(c,d′)=1
c8−k
(
e2pii
d′
c (n
′−N(t1)−N(t2)) + e2pii
−d
c (n
′−N(t1)−N(t2))
))
= −2(k−8)Bk−8
∞
∑
l=1
l8−k (n′ − N(t1)− N(t2))k−9
(
1+ 28−k (−1)(n−N(t1)−N(t2))
+ ∑
c∈N\{1,2}
∑
1≤d′≤c
ggT(c,d′)=1
c8−ke2pii
d′
c (n
′−N(t1)−N(t2))
)
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= −2(k−8)Bk−8
∞
∑
l=1
l8−k (n′ − N(t1)− N(t2))k−9 ∑
c∈N
∑
1≤d′≤c
ggT(c,d′)=1
c8−ke2pii
d′
c (n
′−N(t1)−N(t2))
= −2(k−8)Bk−8 (n
′ − N(t1)− N(t2))k−9
∞
∑
l=1
∑
c∈N
∑
1≤d′≤c
ggT(c,d′)=1
(cl)8−ke2pii
d′ l
cl (n
′−N(t1)−N(t2))
= −2(k−8)Bk−8 (n
′ − N(t1)− N(t2))k−9
∞
∑
m=1
∑
1≤d′′≤m
m8−ke2pii
d′′
m (n
′−N(t1)−N(t2))
= −2(k−8)Bk−8 (n
′ − N(t1)− N(t2))k−9
∞
∑
m=1
m8−k
m−1
∑
d′′=0
(
e2pii
1
m (n
′−N(t1)−N(t2))
)d′′
.
Nun ist der Term e2pii
1
m (n
′−N(t1)−N(t2)) genau dann von 1 verschieden, wenn m nicht n −
N(t1)− N(t2) teilt. Mit Hilfe der geometrischen Summenformel folgt also
γ(n, t)
= −2(k−8)Bk−8 (n
′ − N(t1)− N(t2))k−9
·
( ∞
∑
m=1
m|n−N(t1)−N(t2)
m8−k
m−1
∑
d′′=0
1+
∞
∑
m=1
m-n−N(t1)−N(t2)
m8−k
m−1
∑
d′′=0
(
e2pii
1
m (n
′−N(t1)−N(t2))
)d′′ )
= −2(k−8)Bk−8 (n
′ − N(t1)− N(t2))k−9
·
( ∞
∑
m=1
m|n−N(t1)−N(t2)
m8−k ·m +
∞
∑
m=1
m-n−N(t1)−N(t2)
m8−k
(
e2pii
1
m (n
′−N(t1)−N(t2))
)m
−1
e2pii
1
m (n
′−N(t1)−N(t2))−1
)
= −2(k−8)Bk−8 (n
′ − N(t1)− N(t2))k−9
·
( ∞
∑
m=1
m|n−N(t1)−N(t2)
m9−k +
∞
∑
m=1
m-n−N(t1)−N(t2)
m8−k e
2pii(n′−N(t1)−N(t2))−1
e2pii
1
m (n
′−N(t1)−N(t2))−1︸ ︷︷ ︸
=0
)
= −2(k−8)Bk−8 (n
′ − N(t1)− N(t2))k−9
∞
∑
m=1
m|n−N(t1)−N(t2)
m9−k
= −2(k−8)Bk−8
∞
∑
m=1
m|n−N(t1)−N(t2)
(
n′−N(t1)−N(t2)
m
)k−9
= −2(k−8)Bk−8
∞
∑
q∈N
q|n−N(t1)−N(t2)
qk−9
= −2(k−8)Bk−8 σk−9(n− N(t1)− N(t2)).
Schlussendlich besitzt die Jacobi-Eisensteinreihe Ek,E2(·, ·,
(
0
0
)
) für gerades k > 18 eine Fourier-
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Entwicklung der Form
Ek,E2(z1, z,
(
0
0
)
) =
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)≥0
γ(n, t) e2piinz1 e4piiτ(t,z
tr)
für alle (z1, z) ∈ H1 × C1×2C mit
γ(n, t) =
{
1, falls n− N(t1)− N(t2) = 0,
− 2(k−8)Bk−8 σk−8(n− N(t1)− N(t2)), falls n− N(t1)− N(t2) > 0. 
Aus 5.46 können wir nun für Jacobi-Eisensteinreihen zum Index E2 noch eine Beziehung zu
den klassischen Eisensteinreihen aus [Kr08, S.64 ff.] herleiten.
Korollar 5.47 Sei k ∈ N, k > 18 gerade. Bezeichnen wir mit Ek die elliptische Eisensteinreihe vom
Grad 1 und Gewicht k, so gilt
Ek,E2(z1, z,
(
0
0
)
) = Ek−8(z1) ϑE2,
(
0
0
)(z1, z)
für alle (z1, z) ∈ H1 × C1×2C . 
Beweis
Im Beweis zu 5.46 haben wir die Fourier-Entwicklung der Theta-Reihe bestimmt. Es gilt
ϑ
E2,
(
0
0
)(z1, z) = ∞∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)=0
e2piinz1 e4piiτ(t,z
tr).
Zudem kennen wir ebenfalls aus 5.46 die Fourier-Entwicklung der Jacobi-Eisensteinreihe, das
bedeutet
Ek,E2(z1, z,
(
0
0
)
) =
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)=0
e2piinz1 e4piiτ(t,z
tr)
+
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)>0
−2(k−8)
Bk−8 σk−8(n− N(t1)− N(t2)) e
2piinz1 e4piiτ(t,z
tr).
In [Kr08, S.64] finden wir die Fourier-Entwicklung der elliptischen Eisensteinreihe
Ek−8(z1) = 1+
−2(k−8)
Bk−8
∞
∑
m=1
σk−9(m) e2piimz1 .
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Die Multiplikation der Fourier-Reihen der elliptischen Eisensteinreihe und der Theta-Reihe
liefert nun
Ek−8(z1) ϑE2,
(
0
0
)(z1, z)
=
(
1+ −2(k−8)Bk−8
∞
∑
m=1
σk−9(m) e2piimz1
) ∞∑n=0 ∑t∈O2C
n−N(t1)−N(t2)=0
e2piinz1 e4piiτ(t,z
tr)

=
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)=0
e2piinz1 e4piiτ(t,z
tr)
+
∞
∑
n=0
∞
∑
m=1
(−2(k−8)
Bk−8 σk−9(m)
) ∑
t∈O2C
n−N(t1)−N(t2)=0
e4piiτ(t,z
tr)
 e2pii(n+m)z1
=
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)=0
e2piinz1 e4piiτ(t,z
tr)
+
∞
∑
l=1
l
∑
m=1
(−2(k−8)
Bk−8 σk−9(m)
) ∑
t∈O2C
l−m−N(t1)−N(t2)=0
e4piiτ(t,z
tr)
 e2piilz1
=
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)=0
e2piinz1 e4piiτ(t,z
tr)
+
∞
∑
l=1
l
∑
m=1
∑
t∈O2C
m=l−N(t1)−N(t2)
(−2(k−8)
Bk−8 σk−9(m)e
4piiτ(t,ztr)
)
e2piilz1
=
∞
∑
n=0
∑
t∈O2C
n−N(t1)−N(t2)=0
e2piinz1 e4piiτ(t,z
tr)
+
∞
∑
l=1
∑
t∈O2C
l−N(t1)−N(t2)>0
−2(k−8)
Bk−8 σk−9(l − N(t1)− N(t2))e
4piiτ(t,ztr)e2piilz1
= Ek,E2(z1, z,
(
0
0
)
). 
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5.2 Jacobiformen zum Index R ≥ 0,≯ 0
Wir haben ab Mitte des Kapitels 5 stillschweigend vorausgesetzt, dass R nicht nur positiv
semidefinit sondern sogar schon positiv definit ist. Wir wollen nun untersuchen, welche Son-
derfälle sich ergeben, wenn R nur noch positiv semidefinit und nicht mehr positiv definit
ist. Dazu betrachten wir zu allererst den Fall, dass R die Nullmatrix ist. Die Definition einer
Jacobiform aus 5.1 vereinfacht sich in diesem Fall zu der folgenden Definition.
Definition 5.48 Sei k ∈ Z und F : H1 × C1×2C eine holomorphe Funktion mit folgenden Ei-
genschaften
(J1) F(M〈z1〉, zcz1+d ) = (cz1 + d)kF(z1, z) für alle M =
(
a b
c d
) ∈ SL(2,Z),
(J2) F(z1, z + z1λ
tr
+ µtr) = F(z1, z) für alle λ, µ ∈ O2C ,
(J3) F besitzt eine absolut konvergente Fourier-Entwicklung der Form
F(z1, z) = ∑
n∈N0
αF(n)e2piinz1 .
Dann nennen wir F eine Jacobiform vom Gewicht k und Index R =
(
0 0
0 0
)
. 
Aus der Bedingung (J3) sehen wir sofort, dass F nur noch von der Variablen z1 abhängt. Die
Bedingung (J2) fällt also weg. Die verbliebene Bedingung (J1) wird dann zu F(M〈z1〉) =
(cz1 + d)kF(z1) für alle M ∈ SL(2,Z). Damit sehen wir direkt, dass eine Jacobiform vom Ge-
wicht k und Index R =
(
0 0
0 0
)
mit einer klassischen Modulform auf der oberen Halbebene in
C identifiziert werden kann. Somit muss dieser Fall nicht weiter betrachtet werden.
Sei nun R ∈ Psd(2,OC)\Pos(2,OC), R 6=
(
0 0
0 0
)
.
Wir wollen zunächst zeigen, dass es genügt, Jacobiformen zum Index R mit R =
(
m 0
0 0
)
, m ∈
N, zu betrachten. Dazu beweisen wir zwei Hilfslemmata.
Lemma 5.49 Sei F eine Jacobiform vom Gewicht k und Index R =
( r1 r
r r2
)
, dann wird durch
F˜ : H1 × C1×2C → C, (z1, z) 7→ F˜(z1, z) := F(z1, zV
tr
)
für
V ∈
{(
0 1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
eine Jacobiform vom Gewicht k und Index R[V] definiert. 
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Beweis
Wir weisen nach, dass F˜ die Eigenschaften (J1) bis (J3) aus 5.1 erfüllt. Sei dazu zunächst M =(
a b
c d
) ∈ SL(2,Z) und (z1, z) ∈ H1 × C1×2C . Unter Beachtung dessen, dass F eine Jacobiform
vom Gewicht k und Index R ist, folgt dann
F˜(M〈z1〉, zcz1+d ) = F(M〈z1〉, zV
tr
cz1+d
)
(J1)
= (cz1 + d)ke
2piiτ(R, ccz1+d
zVtr
tr
zVtr)F(z1, zV
tr
)
5.31
= (cz1 + d)ke
2piiτ(R[V], ccz1+d
ztrz) F˜(z1, z),
sodass F˜ Eigenschaft (J1) aus 5.1 erfüllt. Um die Bedingung (J2) nachzuweisen, seien λ und
µ ∈ O2C beliebig. Wir berechnen
F˜(z1, z + z1λ
tr
+ µtr) = F(z1, zV
tr
+ z1λ
tr
Vtr + µtrVtr)
(J2)
= e−2piiz1τ(R,(Vλ)(Vλ)
tr
)−4piiτ(R(Vλ),Vztr)F(z1, zV
tr
)
5.31
= e−2piiz1τ(R[V],λλ
tr
)−4piiτ(R[V]λ,ztr) F˜(z1, z).
Dies zeigt Eigenschaft (J2). Widmen wir uns nun noch der Fourier-Entwicklung. Aus der
entsprechenden Fourier-Entwicklung von F erhalten wir
F˜(z1, z) = F(z1, zV
tr
) = ∑
n∈N0, t∈O2C(
n ttr
t R
)
≥0
αF(n, t) e2piinz1 e4piiτ(t,Vz
tr)
4.3
= ∑
n∈N0, t∈O2C(
n ttr
t R
)
≥0
αF(n, t) e2piinz1 e4piiτ(V
trt,ztr)
3.4
= ∑
n∈N0, t∈O2C(
n Vtrt
tr
Vtrt R[V]
)
≥0
αF(n, V
−tr
(Vtrt)) e2piinz1 e4piiτ(V
trt,ztr)
= ∑
n∈N0, t′∈O2C(
n t′ tr
t′ R[V]
)
≥0
αF(n, V
−trt′)︸ ︷︷ ︸
=αF˜(n,t′)
e2piinz1 e4piiτ(t
′,ztr)
= ∑
n∈N0, t′∈O2C(
n t′ tr
t′ R[V]
)
≥0
αF˜(n, t
′) e2piinz1 e4piiτ(t
′,ztr),
sodass F˜ nun insgesamt die Eigenschaften (J1) bis (J3) aus 5.1 erfüllt und damit eine Jacobi-
form vom Gewicht k und Index R[V] ist. 
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Lemma 5.50 Sei R =
( r1 r
r r2
) ∈ Psd(2,OC)\Pos(2,OC), R 6= ( 0 00 0 ), dann existieren Matrizen
U1, · · · , Un ∈
{(
0 1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
und ein m ∈N mit
((R[U1]) · · · )[Un] =
(
m 0
0 0
)
.

Beweis
Wir gehen analog zum Beweis von 5.30 vor. Da R positiv semidefinit aber nicht positiv definit
ist, gilt bereits r1r2 − N(r) = 0. Ist r2 = 0 so folgt schon r = 0 und damit die Behauptung. Im
Fall r1 = 0 folgt ebenso r = 0 und die Multiplikation mit U1 =
(
0 1
1 0
)
liefert die gewünschte
Behauptung. Seien also im Folgenden r1 und r2 ungleich Null. Wegen
R[U1] =
(
r1 r
r r2
)[(
0 1
1 0
)]
=
(
r2 r
r r1
)
,
können wir ohne Einschränkung 0 < r1 ≤ r2 annehmen. Nun existiert nach 1.20 zu rr1 ein u ∈
OC mit N( rr1 − u) ≤ 12 , also insbesondere N(r− r1u) ≤ 12 r21. Definieren wir nun U2 :=
(
1 u
0 1
)
,
so folgt
R
[(
1 u
0 1
)]
=
(
r1 r1u + r
ur1 + r N(u)r1 + 2Re(ur) + r2
)
und
0 = r1(N(u)r1 + 2Re(ur) + r2)− N(r1u + r)
⇔ r1(N(u)r1 + 2Re(ur) + r2) = N(r1u + r) ≤ 12 r21.
Wir schließen also N(u)r1 + 2Re(ur) + r2 < r1. Betrachten wir nun(
R
[(
1 u
0 1
)])[(
0 1
1 0
)]
=
(
N(u)r1 + 2Re(ur) + r2 ur1 + r
r1u + r r1
)
:= R′ =
(
r′1 r
′
r′ r′2
)
,
so gilt 0 ≤ r′1 < r1 und 0 ≤ r′2 ≤ r2 (dabei beachten wir, dass wir die positiv Semidefinitheit
wegen 3.4 nicht verändern). Setzen wir dieses Verfahren weiter fort, so ist nach endlich vielen
Schritten ein R′···′ = ((R[U1]) · · · )[Un−1] mit r′···′1 = 0 gefunden. Aufgrund der positiv Semi-
definitheit folgt dann aber auch r′···′ = 0 und durch ein letztes Adjungieren von Un =
(
0 1
1 0
)
hat dann ((R[U1]) · · · )[Un] die gewünschte Gestalt. 
Nun können wir zeigen, dass sich Jacobiformen vom Gewicht k und Index R ≥ 0,≯ 0 mit
Jacobiformen vom Gewicht k und Index
(
m 0
0 0
)
, m ∈N, identifizieren lassen.
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Lemma 5.51 Sei F eine Jacobiform vom Gewicht k und Index R ≥ 0,≯ 0, R 6= 0. Dann existieren
m ∈N und Matrizen
U1, · · · , Un ∈
{(
0 1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
,
sodass
F˜ : H1 × C1×2C → C, (z1, z) 7→ F˜(z1, z) := F(z1, ((zU1
tr
) · · · )Untr)
eine Jacobiform vom Gewicht k und Index
(
m 0
0 0
)
ist. 
Beweis
Nach 5.50 existieren m ∈N und Matrizen
U1, · · · , Un ∈
{(
0 1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
,
mit ((R[U1]) · · · )[Un] =
(
m 0
0 0
)
. Nun liefert n-maliges Anwenden von 5.49 die Behauptung.
Da wir nach 5.51 Jacobiformen vom Gewicht k und Index R ≥ 0,≯ 0 mit denen vom Gewicht
k und Index
(
m 0
0 0
)
identifizieren können, genügt es im Folgenden, diese Art der Jacobiformen
zu untersuchen. Die Definition einer Jacobiform vom Gewicht k und Index
(
m 0
0 0
)
aus 5.1
vereinfacht sich dann wie folgt.
Definition 5.52 Sei k ∈ Z, R = ( m 00 0 ), m ∈ N, und F : H1 × C1×2C eine holomorphe Funktion
mit folgenden Eigenschaften
(J1) F(M〈z1〉, (z12 z13)cz1+d ) = (cz1 + d)k e
2piim ccz1+d
N(z12) F(z1, (z12 z13)) für alle M =
(
a b
c d
) ∈
SL(2,Z),
(J2) F(z1, (z12 z13) + z1λ
tr
+ µtr) = e−2piim(N(λ1)z1+2Re(λ1z12)) F(z1, (z12 z13)) für alle λ, µ ∈ O2C ,
(J3) F besitzt eine absolut konvergente Fourier-Entwicklung der Form
F(z1, (z12 z13)) = ∑
n∈N0,t1∈OC ,
nm−N(t1)≥0
αFm(n, t1) e
2piinz1 e4piiτ(t1,z12).
Dann nennen wir F eine Jacobiform vom Gewicht k und Index R =
(
m 0
0 0
)
. 
An Bedingung (J3) sehen wir direkt, dass F nur noch eine Funktion auf H1 × CC darstellt.
Passen wir die Bedingungen (J1) und (J2) entsprechend an, so können wir F mit einer Jaco-
biform zum Gewicht k und Index m auf dem Cayley Halbraum vom Grad 2 identifizieren,
die zum Beispiel in [EK92, S.117 ff.] beziehungsweise [EK94] behandelt werden. Somit muss
auch dieser Fall nicht weiter untersucht werden.
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6 Jacobiformen zum Index m ∈N0
Im letzten Kapitel haben wir Jacobiformen vom Index R ∈ Herm(2,OC) untersucht und gese-
hen, dass wir aus der Fourier-Jacobi-Entwicklung einer Modulform vom Gewicht k auf dem
Cayley Halbraum vom Grad 3 Beispiele von Jacobiformen konstruieren konnten. Nun gibt es
noch eine zweite Art die Fourier-Jacobi-Entwicklung bei Modulformen durchzuführen. Statt
Z ∈ H(3, C) in die Blockform Z =
(
z1 z
ztr Z2
)
mit z1 ∈ H1, z ∈ C1×2C und Z2 ∈ H(2, C) zu
zerlegen, hätten wir genauso die Zerlegung Z =
(
Z1 ztr
z z2
)
mit Z1 ∈ H(2, C), z ∈ C1×2C und
z2 ∈ H1 wählen können. Dies führt nun dazu noch eine zweite Art der Jacobiformen einzu-
führen, nämlich solche vom Index m ∈ N0. In dem Artikel Jacobi-Eisenstein series of degree two
over Cayley numbers hat sich bereits M. Eie mit dieser Art der Jacobiformen beschäftigt (ver-
gleiche [E00, S.575 ff.]). Im Vergleich zu diesem werden wir jedoch nur 3 der 5 Bedingungen,
welche in [E00, S.575] bei der Definition einer solchen Jacobiform auftauchen, fordern und
nachweisen, dass die anderen beiden immer erfüllt sind. Hier werden wir insbesondere auf
den sogenannten Koecher-Effekt für Jacobiformen eingehen. Weiterhin werden wir eine Dar-
stellung von Jacobiformen als Linearkombination von geeigneten Theta-Reihen herleiten und
einen Isomorphismus zu speziellen vektorwertigen Modulformen angeben. Zum Ende des
Kapitels werden wir dann noch kurz darauf eingehen, warum die in [E00, S.583] angegebe-
nen Jacobi-Eisensteinreihen im Allgemeinen keine Beispiele von Jacobiformen vom Gewicht
k und Index m ∈N0 darstellen.
Definition 6.1 Seien k ∈ Z, m ∈ N0 und F : H(2, C)× C1×2C → C eine holomorphe Funktion.
Dann nennen wir F eine Jacobiform vom Gewicht k und Index m, falls die folgenden Bedingungen
für alle (Z1, z) ∈ H(2, C)× C1×2C erfüllt sind:
(J1) F(−Z−11 , zZ−11 ) = det(Z1)k e2piimτ(zZ
−1
1 ,z)F(Z1, z) und F(Z1 + S, z) = F(Z1, z) für alle
S ∈ Herm(2,OC).
(J2) F(Z1, z + λZ1 + µ) = e−2piim(τ(λZ1,λ)+2τ(z,λ))F(Z1, z) für alle λ, µ ∈ O1×2C .
Mit Jk,m bezeichnen wir den Raum der Jacobiformen vom Gewicht k und Index m. 
Eie fordert in [E00, S.575] zusätzlich die Bedingungen
(J3’) F(Z1[U], zU) = F(Z1, z) für alle U ∈
{(
0 1
−1 0
)
,
(
1 0
u 1
)
, u ∈ OC
}
.
(J4’) F besitzt eine absolut konvergente Fourier-Entwicklung der Form
F(Z1, z) = ∑
R∈Herm(2,OC ), t∈O1×2C(
R ttr
t m
)
≥0
αF(R, t) e2piiτ(R,Z1) e4piiτ(t,z).
Wir wollen nun zeigen, dass diese beiden Forderungen automatisch durch die Bedingun-
gen (J1) und (J2) gegeben sind. Dafür zeigen wir zunächst, dass für jede Jacobiform F auf
H(2, C)× C1×2
C
bereits F(Z1, z) = F(Z1,−z) gilt.
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Korollar 6.2 Seien k ∈ Z, m ∈N0 und F eine Jacobiform vom Gewicht k und Index m, dann gilt
F(Z1, z) = F(Z1,−z) für alle (Z1, z) ∈ H(2, C)× C1×2C . 
Beweis
Wir schreiben F(Z1, z) wie folgt um
F(Z1, z) = F(−(−Z−11 )−1, (−zZ−11 )(−Z−11 )−1) für alle (Z1, z) ∈ H(2, C)× C1×2C .
Mit Hilfe von Eigenschaft (J1) aus 6.1 folgt nun
F(Z1, z) = F(−(−Z−11 )−1, (−zZ−11 )(−Z−11 )−1)
(J1)
= det(−Z−11 )k e2piimτ((−zZ
−1
1 )(−Z−11 )−1,(−zZ−11 )) F(−Z−11 ,−zZ−11 )
(J1)
= det(Z1)−k (−1)2k e−2piimτ(z,zZ−11 ) det(Z1)k e2piimτ(−zZ−11 ,−z) F(Z1,−z)
= F(Z1,−z). 
Wir wollen nun nachweisen, dass jede Jacobiform vom Gewicht k und Index m insbesondere
der Eigenschaft (J3′) genügt.
Lemma 6.3 Ist F eine Jacobiform vom Gewicht k und Index m ∈N0, dann gilt
F(Z1[U], zU) = det(U)k F(Z1, z)
für alle
U ∈
{(
0 ±1
±1 0
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
u ±1
±1 0
)
,
(
0 ±1
±1 u
)
, u ∈ OC ,(
u1 u
u u2
)
, u1, u2 ∈ Z, u ∈ OC , u1u2 − N(u) = ±1,
(
ε 0
0 ε
)
, ε ∈ O×C
}
.

Beweis
Sei zunächst U von der Form U =
( u1 u
u u2
)
mit u1u2−N(u) = ±1. Im Beweis zu 3.6 haben wir
gesehen, dass die folgende Identität gilt
(τU ◦ ι ◦ τU−1 ◦ ι ◦ τU ◦ ι)(Z1) = Z1[U].
Im Anhang A.8 haben wir nachgerechnet, dass ebenso die Gleichung(
(zZ−11 )(−Z−11 +U)−1
) (
−(−Z−11 +U)−1 +U−1
)−1
= −zU
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erfüllt ist. Aus den Bedingungen (J1) aus 6.1 und wegen 6.2 können wir also F(Z1[U], zU)
wie folgt umschreiben
F(Z1[U], zU)
6.2
= F(Z1[U],−zU)
= F(−(−(−Z−11 +U)−1 +U−1)−1 +U, ((zZ−11 )(−Z−11 +U)−1)(−(−Z−11 +U)−1 +U−1)−1)
(J1)
= F(−(−(−Z−11 +U)−1 +U−1)−1, ((zZ−11 )(−Z−11 +U)−1)(−(−Z−11 +U)−1 +U−1)−1)
(J1)
= det(−(−Z−11 +U)−1 +U−1)k e2piimτ(((zZ
−1
1 )(−Z−11 +U)−1)(−(−Z−11 +U)−1+U−1)−1,((zZ−11 )(−Z−11 +U)−1))
F(−(−Z−11 +U)−1 +U−1, (zZ−11 )(−Z−11 +U)−1)
(J1)
= det(−(−Z−11 +U)−1 +U−1)k e2piimτ(((zZ
−1
1 )(−Z−11 +U)−1)(−(−Z−11 +U)−1+U−1)−1,((zZ−11 )(−Z−11 +U)−1))
F(−(−Z−11 +U)−1, (zZ−11 )(−Z−11 +U)−1)
(J1)
= det(−(−Z−11 +U)−1 +U−1)k e2piimτ(((zZ
−1
1 )(−Z−11 +U)−1)(−(−Z−11 +U)−1+U−1)−1,((zZ−11 )(−Z−11 +U)−1))
det(−Z−11 +U)k e2piimτ((zZ
−1
1 )(−Z−11 +U)−1,zZ−11 )F(−Z−11 +U, zZ−11 )
(J1)
= det(−(−Z−11 +U)−1 +U−1)k e2piimτ(((zZ
−1
1 )(−Z−11 +U)−1)(−(−Z−11 +U)−1+U−1)−1,((zZ−11 )(−Z−11 +U)−1))
det(−Z−11 +U)k e2piimτ((zZ
−1
1 )(−Z−11 +U)−1,zZ−11 )F(−Z−11 , zZ−11 )
(J1)
= det(−(−Z−11 +U)−1 +U−1)k e2piimτ(((zZ
−1
1 )(−Z−11 +U)−1)(−(−Z−11 +U)−1+U−1)−1,((zZ−11 )(−Z−11 +U)−1))
det(−Z−11 +U)k e2piimτ((zZ
−1
1 )(−Z−11 +U)−1,zZ−11 )det(Z1)k e2piimτ(zZ
−1
1 ,z)F(Z1, z).
Die Determinanten haben wir bereits in 3.6 berechnet. Diese sind gegeben durch
det(−(−Z−11 +U)−1 +U−1) = (u1u2−N(u))(z1z2−N(z))(u1u2−N(u))+1−u1z1−u2z2−2Re(zu)
det(−Z−11 +U) = (z1z2−N(z))(u1u2−N(u))+1−u1z1−u2z2−2Re(zu)(z1z2−N(z))
det(Z1) = (z1z2 − N(z)).
Wir sehen daher sofort, dass
det(−(−Z−11 +U)−1 +U−1)kdet(−Z−11 +U)kdet(Z1)k = (u1u2 − N(u))k = det(U)k
folgt. Es verbleibt nun die Exponentialterme zu betrachten. Die Ausdrücke in τ haben wir in
A.9 bereits berechnet, es gilt
τ(((zZ−11 )(−Z−11 +U)−1)(−(−Z−11 +U)−1 +U−1)−1, ((zZ−11 )(−Z−11 +U)−1))
+τ((zZ−11 )(−Z−11 +U)−1, zZ−11 ) + τ(zZ−11 , z)
A.9
= 0.
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Damit ist das Produkt der Exponentialterme identisch 1 und wir können schließlich
F(Z1[U], zU) = det(U)kF(Z1, z) für alle U =
(
u1 u
u u2
)
mit det(U) = ±1
folgern.
Als nächstes wollen wir die gewünschte Identität für die Matrizen U =
( 0 ±1
±1 0
)
nachweisen.
Da die Matrizen U = ± ( 0 11 0 ) hermitesch sind mit Determinante±1, ist in diesen Fällen nichts
mehr zu zeigen. Sei also U = ± ( 0 −11 0 ). Mit Hilfe von 6.2 folgern wir
F(Z1[±
(
0 −1
1 0
)
],±z ( 0 −11 0 )) = F(Z1[( 0 −11 0 )],±z ( 0 −11 0 )) 6.2= F(Z1[( 0 −11 0 )], z ( 0 −11 0 )).
Wir haben schon in 3.7 gesehen, dass
Z1
[(
0 −1
1 0
)]
= Z1
[(
−1 0
0 1
)(
0 1
1 0
)]
=
(
Z1
[(
−1 0
0 1
)])[(
0 1
1 0
)]
gilt. Ebenso leicht können wir nachrechnen, dass die Gleichung
z
(
0 −1
1 0
)
=
(
z
(
−1 0
0 1
))(
0 1
1 0
)
erfüllt ist, sodass wir mit Hilfe des ersten Teils dieses Beweises (dabei beachten wir, dass
die beiden entstandenen Matrizen hermitesch und von Determinante ±1 sind) nun folgern
können
F
(
Z1[±
(
0 −1
1 0
)
],±z ( 0 −11 0 )) = F (Z1[( 0 −11 0 )], z ( 0 −11 0 ))
= F
((
Z1
[( −1 0
0 1
)]) [(
0 1
1 0
)]
,
(
z
( −1 0
0 1
)) (
0 1
1 0
))
= det
((
0 1
1 0
))k F (Z1 [( −1 00 1 )] , z ( −1 00 1 ))
= det
((
0 1
1 0
))k det (( −1 00 1 ))k F (Z1, z)
= det
((
0 −1
1 0
))k F (Z1, z) .
Als nächstes schauen wir uns die Matrizen U =
(
ε 0
0 ε
)
an. Wie in 3.8 gilt
Z1
[(
ε 0
0 ε
)]
=
(
Z1
[(
0 1
1 0
)])[(
0 ε
ε 0
)]
.
Nun rechnen wir leicht nach, dass weiterhin
z
(
ε 0
0 ε
)
=
(
z
(
0 1
1 0
))(
0 ε
ε 0
)
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gilt. Für eine Jacobiform F folgt somit
F
(
Z1
[(
ε 0
0 ε
)]
, z
(
ε 0
0 ε
))
= F(
(
Z1
[(
0 1
1 0
)]) [(
0 ε
ε 0
)]
,
(
z
(
0 1
1 0
)) (
0 ε
ε 0
)
)
= det
((
0 ε
ε 0
))k F(Z1 [( 0 11 0 )] , z ( 0 11 0 ))
= det
((
0 ε
ε 0
))k det (( 0 11 0 ))k F(Z1, z)
= det
((
ε 0
0 ε
))k F(Z1, z).
Betrachten wir nun die Matrix U =
(
1 u
0 1
)
für u ∈ OC . In 3.7 haben wir für ε ∈ O×C die folgende
Identität bewiesen((
Z1
[(
5 3ε
3ε 2
)])[(
0 ε
ε 0
)])[(
−3 2ε
2ε −1
)]
= Z1
[(
1 ε
0 1
)]
.
Weiter berechnen wir (wenn wir z = (w1 w2) setzen)((
z
(
5 3ε
3ε 2
))(
0 ε
ε 0
))(
−3 2ε
2ε −1
)
=
((
5w1 + 3w2ε 3w1ε+ 2w2
)(0 ε
ε 0
))(
−3 2ε
2ε −1
)
=
(
3w1 + 2w2ε 5w1ε+ 3w2
)(−3 2ε
2ε −1
)
=
(
−9w1 − 6w2ε+ 10w1 + 6w2ε 6w1ε+ 4w2 − 5w1ε− 3w2
)
=
(
w1 w2 + w1ε
)
= z
(
1 ε
0 1
)
.
Mit den bereits bewiesenen Eigenschaften folgt nun
F
(
Z1
[(
1 ε
0 1
)]
, z
(
1 ε
0 1
))
= F
(((
Z1
[(
5 3ε
3ε 2
)]) [(
0 ε
ε 0
)]) [( −3 2ε
2ε −1
)]
,
((
z
(
5 3ε
3ε 2
)) (
0 ε
ε 0
)) ( −3 2ε
2ε −1
))
= det
(( −3 2ε
2ε −1
))k F ((Z1 [( 5 3ε3ε 2 )]) [( 0 εε 0 )] , (z ( 5 3ε3ε 2 )) ( 0 εε 0 ))
= det
(( −3 2ε
2ε −1
))k det (( 0 εε 0 ))k F (Z1 [( 5 3ε3ε 2 )] , z ( 5 3ε3ε 2 ))
= det
(( −3 2ε
2ε −1
))k det (( 0 εε 0 ))k det (( 5 3ε3ε 2 ))k F (Z1, z)
= det
((
1 ε
0 1
))k F (Z1, z) .
Beachten wir nun noch, dass für u, u′ ∈ OC gilt(
Z1
[(
1 u
0 1
)])[(
1 u′
0 1
)]
= Z1
[(
1 u + u′
0 1
)]
292
sowie (
z
(
1 u
0 1
))(
1 u′
0 1
)
= z
(
1 u + u′
0 1
)
,
so folgt die Behauptung für U =
(
1 u
0 1
)
aus der Tatsache, dass sich jede ganze Cayley Zahl als
endliche Summe von Einheiten schreiben lässt und aus
F(Z1
[(
1 u+u′
0 1
)]
, z
(
1 u+u′
0 1
)
) = F(
(
Z1
[(
1 u
0 1
)]) [(
1 u′
0 1
)]
,
(
z
(
1 u
0 1
)) (
1 u′
0 1
)
)
= det
((
1 u′
0 1
))k F(Z1 [( 1 u0 1 )] , z ( 1 u0 1 ))
= det
((
1 u′
0 1
))k det (( 1 u0 1 ))k F(Z1, z)
= det
((
1 u+u′
0 1
))k
F(Z1, z).
Damit ist die Behauptung auch für Matrizen der Form U =
(
1 u
0 1
)
, u ∈ OC bewiesen. Für
Matrizen U der Form
( ±1 u
0 ±1
)
schließen wir nun noch
F(Z1
[( ±1 u
0 ±1
)]
, z
( ±1 u
0 ±1
)
) = F(
(
Z1
[( ±1 0
0 ±1
)]) [(
1 ±u
0 1
)]
,
(
z
( ±1 0
0 ±1
)) (
1 ±u
0 1
)
)
= det
((
1 ±u
0 1
))k F(Z1 [( ±1 00 ±1 )] , z ( ±1 00 ±1 ))
= det
((
1 ±u
0 1
))k det (( ±1 00 ±1 ))k F(Z1, z)
= det
(( ±1 u
0 ±1
))k F(Z1, z).
Für die restlichen Matrizen folgt die gewünschte Identität mit analogen Rechnungen. 
Da die von M. Eie angegebenen Matrizen in (J3′) (vergleiche [E00, S.575]) alle Determinante
1 haben, ist nun mit Hilfe von 6.3 insbesondere gezeigt, dass die Jacobiformen vom Gewicht
k und Index m ∈N0 nach unserer Definition automatisch die Bedingung (J3′) erfüllen.
Bevor wir uns im Folgenden dem Koecher-Effekt widmen, wollen wir noch das Verhalten
von F(M〈Z1〉, z(CZ1 + d)−1) für alle M =
(
A B
C D
) ∈ Sp(2,Z) für Jacobiformen F untersuchen.
Dabei beachten wir, dass wir in Kapitel 3.3 bereits gesehen haben, dass die Ausdrücke M〈Z1〉
und (CZ1 + D)−1 für all diese Matrizen wohldefiniert sind. Des Weiteren halten wir fest, dass
die Matrix CZ1 + D über einer von einer Cayley Zahl erzeugten Algebra definiert ist mit
assoziativen und kommutativen Grundring. In dieser Algebra ist somit auch der Ausdruck
det(CZ1 + D) erklärt.
Korollar 6.4 Seien M =
(
A B
C D
) ∈ Sp(2,Z) und F eine Jacobiform vom Gewicht k und Index m ∈
N0, dann gilt
F(M〈Z1〉, z(CZ1 + D)−1) = det(CZ1 + D)k e2piimτ(z(CZ1+D)−1C,z) F(Z1, z). 
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Beweis
Aus [Kr85, S.45] beziehungsweise [Kr08, S.38] wissen wir, dass die Sp(2,Z) von den Matrizen(
0 −E2
E2 0
)
und
(
E2 S
0 E2
)
, S ∈ Sym(2,Z), erzeugt wird. Für diese Matrizen ist die Forderung
F(M〈Z1〉, z(CZ1 + D)−1) = det(CZ1 + D)k e2piimτ(z(CZ1+D)−1C,z) F(Z1, z)
genau in den Bedingungen (J1) aus 6.1 enthalten, sodass wir nur noch zeigen müssen, dass
die Sp(2,Z) via F 7→ F|k,m [M] mit
F|k,m [M](Z1, z) = det(CZ1 + D)
−k e−2piimτ(z(CZ1+D)
−1C,z)F(M〈Z1〉, z(CZ1 + D)−1)
auf der Menge der holomorphen Funktionen auf H(2, C) × C1×2
C
operiert. Dazu genügt es
nachzuweisen, dass (
F|k,m [M]
)
|k,m
[M′] = F|k,m [MM
′]
für alle M, M′ ∈ Sp(2,Z) gilt. In 3.13 haben wir schon gesehen, dass M〈M′〈Z1〉〉 = (MM′)〈Z1〉
für all diese Matrizen erfüllt ist. Weiter gilt für M {Z1} := CZ1 + D bereits (MM′) {Z1} =
M {M′〈Z1〉}M′ {Z1}, denn
(MM′) {Z1} = (CA′ + DC′)Z1 + CB′ + DD′
= C(A′Z1 + B′) + D(C′Z1 + D′)
= (C(A′Z1 + B′)(C′Z1 + D′)−1 + D)(C′Z1 + D′)
= (CM′〈Z1〉+ D)(C′Z1 + D′)
= M
{
M′〈Z1〉
}
M′ {Z1} ,
da die von einer Cayley-Zahl erzeugte Matrix-Algebra assoziativ ist. Wenn wir nun beachten,
dass bei der Multiplikation von z mit (MM′) {Z1} höchstens zwei verschiedene Cayley Zah-
len miteinander multipliziert werden (dabei zähle das Konjugierte nicht als „verschieden“),
so folgt mit Hilfe der Moufang-Identitäten aus 1.6 die folgende Gleichung
F((MM′)〈Z1〉, z((MM′) {Z1})−1) = F(M〈M′〈Z1〉〉, z(M
{
M′〈Z1〉
}
M′ {Z1})−1)
= F(M〈M′〈Z1〉〉, z((M′ {Z1})−1(M
{
M′〈Z1〉
}
)−1))
1.6
= F(M〈M′〈Z1〉〉, (z(M′ {Z1})−1)(M
{
M′〈Z1〉
}
)−1).
Im Beweis zu 3.25 beziehungsweise in A.6 haben wir die Identität
τ(z(C′Z1 + D′)−1C′, z) + τ((z(C′Z1 + D′)−1)(CM′〈Z1〉+ D)−1C, z(C′Z1 + D′)−1)
= τ(z((CA′ + DC′)Z1 + CB′ + DD′)−1(CA′ + DC′), z)
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bewiesen. Damit folgt nun insgesamt
F|k,m [MM
′](Z1, z) = det((MM′) {Z1})−k e−2piimτ(z((CA′+DC′)Z1+CB′+DD′)−1(CA′+DC′),z)
F((MM′)〈Z1〉, z((MM′) {Z1})−1)
= det(M
{
M′〈Z1〉
}
M′ {Z1})−k
e−2piim(τ(z(C
′Z1+D′)−1C′,z)+τ((z(C′Z1+D′)−1)(CM′〈Z1〉+D)−1C,z(C′Z1+D′)−1))
F(M〈M′〈Z1〉〉, (z(M′ {Z1})−1)(M
{
M′〈Z1〉
}
)−1)
= det(M
{
M′〈Z1〉
}
)−k det(M′ {Z1})−k
e−2piimτ(z(C
′Z1+D′)−1C′,z) e−2piimτ((z(C
′Z1+D′)−1)(CM′〈Z1〉+D)−1C,z(C′Z1+D′)−1)
F(M〈M′〈Z1〉〉, (z(M′ {Z1})−1)(M
{
M′〈Z1〉
}
)−1)
= det(M′ {Z1})−k e−2piimτ(z(C′Z1+D′)−1C′,z) F|k,m [M](M′〈Z1〉, z(M′ {Z1})−1)
=
(
F|k,m [M]
)
|k,m
[M′](Z1, z).
Da wir für die Erzeuger der Sp(2,Z) nach (J1) aus 6.1 wissen, dass F|k,m [M] = F gilt, folgt
dies mit der gerade bewiesen Gleichung nun auch für alle Matrizen M der Sp(2,Z), sodass
die Behauptung gezeigt ist. 
Wie in Kapitel 5 und wie bereits in der Einleitung erwähnt, wollen wir uns auch in diesem
Fall die Fourier-Jacobi-Entwicklung von Modulformen ansehen und daraus Beispiele von Ja-
cobiformen zum Gewicht k und Index m konstruieren.
Lemma 6.5 Sei f eine Modulform vom Gewicht k auf dem Cayley Halbraum vom Grad 3 und weiter
sei Z =
(
Z1 ztr
z z3
)
∈ H(3, C) mit Z1 ∈ H(2, C), z = (z13 z23) ∈ C1×2C und z3 ∈ H1. Dann besitzt f
eine Fourier-Jacobi-Entwicklung der Form
f (Z) = ∑
m∈N0
fm(Z1, z) e2piimz3 ,
wobei fm(Z1, z) gegeben ist durch
fm(Z1, z) = ∑
R∈Psd(2,OC ), t∈O1×2C ,
T=
(
R ttr
t m
)
≥0
α fm(R, t) e
2piiτ(R,Z1) e4piiτ(t,z)

mit α fm(R, t) = α f (T). Wir nennen fm Fourier-Jacobi-Koeffizient vom Index m.
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Beweis
Da f eine Modulform ist, besitzt f nach 3.41 eine Fourier-Entwicklung der Form
f (Z) = ∑
T∈Herm(3,OC ),
T≥0
α f (T) e2piiτ(T,Z).
Setzen wir nun
T =
(
R ttr
t m
)
mit R =
(
t1 t12
t12 t2
)
∈ Herm(2,OC), t = (t13 t23) ∈ O1×2C , m = t3 ∈N0,
so folgt wegen der Bedingung T ≥ 0 und nach dem Äquivalenzsatz 2.19, dass alle Minoren
von T nicht negativ sind. Es gilt also
t1, t2, t3 ≥ 0,
t1t2 − N(t12), t2t3 − N(t23), t1t3 − N(t13) ≥ 0,
t1t2t3 − t1N(t23)− t2N(t13)− t3N(t12) + 2Re(t12t23t13) = det(T) ≥ 0,
also insbesondere t3 ∈ N0 sowie det(R) = t1t2 − N(t12) ≥ 0 und t1, t2 ≥ 0, sodass auch die
Matrix R positiv semidefinit ist. Nun berechnen wir
τ(T, Z) = t1z1 + t2z2 + t3z3 + 2Re(t13z13) + 2Re(t23z23) + 2Re(t12z12)
sowie
τ(R, Z1) = t1z1 + t2z2 + 2Re(t12z12)
und
τ(t, z) = Re(t23z23) + Re(t13z13).
Damit lässt sich f schreiben als
f (Z) = ∑
T∈Herm(3,OC ),
T≥0
α f (T) e2piiτ(T,Z)
= ∑
m∈N0
∑
R∈Psd(2,OC ), t∈O1×2C ,(
R ttr
t m
)
≥0
α f (T) e2pii(τ(R,Z1)+2τ(t,z)) e2piimz3
= ∑
m∈N0
∑
R∈Psd(2,OC ), t∈O1×2C ,(
R ttr
t m
)
≥0
α f (T) e2piiτ(R,Z1) e4piiτ(t,z)
︸ ︷︷ ︸
= fm(Z1,z)
e2piimz3
= ∑
m∈N0
fm(Z1, z) e2piimz3
und wir erhalten unsere gewünschte Darstellung. 
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Satz 6.6 Seien f eine Modulform vom Gewicht k auf dem Cayley Halbraum vom Grad 3 und fm,
m ∈N0, die zugehörigen Fourier-Jacobi-Koeffizienten von f . Dann gilt
fm ∈ Jk,m für alle m ∈N0. 
Beweis
Nach 6.5 hat f die Darstellung
f (Z) = ∑
m∈N0
fm(Z1, z) e2piimz3
mit
fm(Z1, z) = ∑
R∈Psd(2,OC ), t∈O1×2C ,
T=
(
R ttr
t m
)
≥0
α fm(R, t) e
2piiτ(R,Z1) e4piiτ(t,z)
wobei α fm(R, t) = α f (T) gilt. Wir wollen zeigen, dass die Fourier-Jacobi-Koeffizienten fm die
Eigenschaften (J1) und (J2) aus 6.1 erfüllen. Wir beginnen dabei mit der Eigenschaft (J1). Da
die Abbildung (J2 × E2) mit J2 =
(
0 −E2
E2 0
)
nach 3.25 in der Modulgruppe Γ3 enthalten ist,
dürfen wir den entsprechenden Ausdruck (J2 × E2) (Z) in f einsetzen. Nach Definition folgt
dann
f ((J2 × E2)(Z)) = f
((
−Z−11 Z−11 ztr
zZ−11 z3 − τ(zZ−11 , z)
))
= ∑
m∈N0
fm(−Z−11 , zZ−11 ))e2piim(z3−τ(zZ
−1
1 ,z))
= ∑
m∈N0
fm(−Z−11 , zZ−11 ))e−2piimτ(zZ
−1
1 ,z) e2piimz3 .
In 3.51 haben wir f ((J2 × E2)(Z)) = det(Z1)k f (Z) nachgewiesen. Nutzen wir dies nun aus,
so gilt
f ((J2 × E2)(Z)) = ∑
m∈N0
fm(−Z−11 , zZ−11 ))e−2piimτ(zZ
−1
1 ,z) e2piimz3
= det(Z1)k f (Z)
= ∑
m∈N0
det(Z1)k fm(Z1, z) e2piimz3 .
Ein Koeffizientenvergleich liefert dann
det(Z1)k fm(Z1, z) = fm(−Z−11 , zZ−11 ))e−2piimτ(zZ
−1
1 ,z),
was genau dem ersten Teil der Eigenschaft (J1) entspricht. Sei nun S ∈ Herm(2,OC) beliebig.
Wegen
f
(
Z +
(
S 0
0 0
))
= f (Z)
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folgt in der Fourier-Entwicklung
f
(
Z +
(
S 0
0 0
))
= ∑
m∈N0
fm(Z1 + S, z) e2piimz3
= f (Z)
= ∑
m∈N0
fm(Z1, z) e2piimz3 .
Ein Koeffizientenvergleich liefert hier
fm(Z1 + S, z) = fm(Z1, z) für alle S ∈ Herm(2,OC),
sodass damit auch der zweite Teil der Bedingung (J1) aus 6.1 nachgewiesen ist.
Widmen wir uns nun der Eigenschaft (J2). Da auch die Abbildung (λ, µ)2 in der Modulgrup-
pe vom Grad 3 liegt (vergleiche 3.31), dürfen wir (λ, µ)2(Z) für alle Z ∈ H(3, C) und für alle
λ, µ ∈ O1×2C in f einsetzen. Es folgt
f ((λ, µ)2(Z)) = f
((
Z1 ztr + Z1λ
tr
+ µtr
z + λZ1 + µ z3 + τ(Z1,λ
tr
λ) + 2τ(λ, z) + 2τ(λ, µ)
))
= ∑
m∈N0
fm(Z1, z + λZ1 + µ) e2piim(z3+τ(Z1,λ
tr
λ)+2τ(λ,z)+2τ(λ,µ))
= ∑
m∈N0
fm(Z1, z + λZ1 + µ) e2piimτ(Z1,λ
tr
λ) e4piimτ(λ,z) e4piimτ(λ,µ)︸ ︷︷ ︸
=1
e2piimz3
= ∑
m∈N0
fm(Z1, z + λZ1 + µ) e2piimτ(Z1,λ
tr
λ) e4piimτ(λ,z) e2piimz3 .
In 3.49 haben wir weiterhin gesehen, dass f ((λ, µ)2(Z)) = f (Z) erfüllt ist. Damit erhalten
wir
f ((λ, µ)2(Z)) = ∑
m∈N0
fm(Z1, z + λZ1 + µ) e2piimτ(Z1,λ
tr
λ) e4piimτ(λ,z) e2piimz3
= f (Z)
= ∑
m∈N0
fm(Z1, z) e2piimz3 .
Ein Koeffizientenvergleich liefert
fm(Z1, z + λZ1 + µ) e2piimτ(Z1,λ
tr
λ) e4piimτ(λ,z) = fm(Z1, z)
für alle λ, µ ∈ O1×2C , (Z1, z) ∈ H(2, C)× C1×2C . Wegen τ(Z1,λ
tr
λ) = τ(λZ1,λ) ist damit die
Bedingung (J2) aus 6.1 nachgewiesen. Insgesamt folgt, dass jeder Fourier-Jacobi-Koeffizient
fm nach Definition 6.1 eine Jacobiform vom Gewicht k und Index m ∈N0 ist. 
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Kim [Ki93] und Krieg [Kr97] haben auf unterschiedliche Weise eine singuläre Modulform
vom Gewicht 4 auf dem Cayley Halbraum vom Grad 3 konstruiert. Wir können diese Modul-
form nun nutzen, um konkrete Beispiele für Jacobiformen zum Index m zu gewinnen.
Beispiel 6.7 (a) Nach [Kr97, S.364] ist
f : H(3, C)→ C, Z 7→ f (Z) = 1+ 240 ∑
T∈Psd(3,OC ),Rang(T)=1
σ3(e(T)) e2piiτ(T,Z)
eine singuläre Modulform vom Gewicht 4. Dabei ist
e(T) = max{r ∈N; 1r T ∈ Herm(3,OC)}
und der Rang einer hermiteschen Matrix wie folgt definiert
Rang(T) = 1 ⇔ T × T = 0, T 6= 0,
Rang(T) = 2 ⇔ T × T 6= 0, det(T) = 0,
Rang(T) = 3 ⇔ det(T) 6= 0,
mit
T × T :=
t2t3 − N(t23) t13t23 − t3t12 t12t23 − t2t13t23t13 − t3t12 t1t3 − N(t13) t12t13 − t1t23
t23 t12 − t2t13 t13t12 − t1t23 t1t2 − N(t12)
 .
Schreiben wir
Z =
(
Z1 ztr
z z3
)
und T =
(
R ttr
t m
)
,
so liefert eine Fourier-Jacobi-Entwicklung
f (Z) = 1+ 240 ∑
T∈Psd(3,OC ),Rang(T)=1
σ3(e(T)) e2piiτ(T,Z)
= 1+ 240 ∑
T∈Psd(3,OC ),Rang(T)=1
σ3(e(T)) e2pii(τ(R,Z1)+2τ(t,z)+mz3)
= 1+ ∑
m∈N0
240 ∑
R∈Herm(2,OC ), t∈O1×2C ,
T=
(
R ttr
t m
)
≥0, Rang(T)=1
σ3(e(T)) e2piiτ(R,Z1) e4piiτ(t,z) e2piimz3
= ∑
m∈N0
fm(Z1, z) e2piimz3
mit
fm(Z1, z) = 240 ∑
R∈Herm(2,OC ), t∈O1×2C ,
T=
(
R ttr
t m
)
≥0, Rang(T)=1
σ3(e(T)) e2piiτ(R,Z1) e4piiτ(t,z)
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falls m ≥ 1 und
f0(Z1, z) = 1+ 240 ∑
R∈Herm(2,OC ), t∈O1×2C ,
T=
(
R ttr
t 0
)
≥0, Rang(T)=1
σ3(e(T)) e2piiτ(R,Z1) e4piiτ(t,z)
= 1+ 240 ∑
R∈Psd(2,OC ), Rang(R)=1
σ3(e(
(
R 0
0 0
)
)) e2piiτ(R,Z1)
= f0(Z1)
und die fm, m ∈N0, sind Jacobiformen vom Gewicht 4 und Index m ∈N0.
(b) Ebenfalls nach [Kr97, S.366] ist
f 2 : H(3, C)→ C, Z 7→ f (Z)2 = ∑
T∈Psd(3,OC )
α(T) e2piiτ(T,Z)
mit
α(T) =

1 falls T = 0,
480 · σ7(e(T)) falls Rang(T) = 1,
240 · 480 ·∑d|N,d|e(T) d7σ3( e(T×T)d2 ) falls Rang(T) = 2,
0 falls Rang(T) = 3
eine singuläre Modulform vom Gewicht 8. Die Fourier-Jacobi-Entwicklung liefert
f 2(Z) = ∑
T∈Psd(3,OC )
α(T) e2piiτ(T,Z)
= ∑
m∈N0
∑
R∈Herm(2,OC ),t∈O1×2C
T=
(
R ttr
t m
)
≥0
α(T) e2piiτ(R,Z) e4piiτ(t,z) e2piimz3 ,
sodass
fm(Z1, z) = ∑
R∈Herm(2,OC ),t∈O1×2C
T=
(
R ttr
t m
)
≥0
α(T) e2piiτ(R,Z) e4piiτ(t,z)
für alle m ≥ 0 eine Jacobiform vom Gewicht 8 und Index m ist. 
Wir wollen nun noch eine zweite Art der Charakterisierung der Jacobiformen geraden Ge-
wichts k ∈ 2Z und Index m ∈N0 angeben.
300
Satz 6.8 Seien k ∈ 2Z, m ∈ N0 und F : H(2, C)× C1×2C → C eine holomorphe Funktion. Dann
sind äquivalent
(1) F ist eine Jacobiform vom Gewicht k und Index m.
(2) F∗ : H(3, C) → C, Z 7→ F∗(Z) := F(Z1, z) e2piimz3 ist eine Modulform vom Gewicht k zu Γ3,2
aufH(3, C). 
Beweis
Sei zunächst F∗ eine Modulform vom Gewicht k zu Γ3,2 auf H(3, C) (vergleiche 3.52). Dann
gilt insbesondere
F∗|k [(J2 × E2)](Z) = F∗(Z),
F∗|k [τS](Z) = F
∗(Z), S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC),
F∗|k [τS′ ◦ ρU2 ◦ ρU1 ](Z) = F∗(Z), S′ =
(
0 µtr
µ 2τ(λ,µ)
)
, λ = ( λ1 λ2 ) , µ ∈ O1×2C ,
U1 =
(
1 0 λ1
0 1 0
0 0 1
)
, U2 =
(
1 0 0
0 1 λ2
0 0 1
)
.
Wir berechnen diese Ausdrücke nun genauer und beachten dabei, dass F∗ durch F∗(Z) =
F∗
(
Z1 ztr
z z3
)
= F(Z1, z) e2piimz3 gegeben ist. Es ergibt sich
F(Z1, z) e2piimz3 = F∗(Z) = F∗|k [(J2 × E2)](Z)
3.24
= det(Z1)−k F(−Z−11 , zZ−11 ) e2piim(z3−τ(zZ
−1
1 ,z))
= det(Z1)−k F(−Z−11 , zZ−11 ) e−2piimτ(zZ
−1
1 ,z) e2piimz3 ,
sodass bereits
F(Z1, z) = det(Z1)−k F(−Z−11 , zZ−11 ) e−2piimτ(zZ
−1
1 ,z)
folgt. Weiter gilt
F(Z1, z) e2piimz3 = F∗(Z) = F∗|k [τS](Z) = F(Z1 + S1, z) e
2piimz3 ,
für alle S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC), und damit
F(Z1, z) = F(Z1 + S1, z) für alle S1 ∈ Herm(2,OC).
Aus den letzten beiden Identitäten folgt damit, dass die Funktion F die Bedingung (J1) aus
6.1 erfüllt. Es bleibt es zu zeigen, dass auch die Bedingung (J2) gegeben ist. Dazu schauen
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wir uns die dritte Identität an. Hier berechnen wir
F(Z1, z) e2piimz3 = F∗(Z) = F∗|k [τS′ ◦ ρU2 ◦ ρU1 ](Z)
= F∗((τS′ ◦ ρU2 ◦ ρU1)(Z)) jk(τS′ ◦ ρU2 ◦ ρU1 , Z)−1︸ ︷︷ ︸
3.42
= jk(ρU2◦ρU1 ,Z)−1
3.53
= 1
3.29
= F(Z1, z + λZ1 + µ) e2piim(z3+τ(z1,λ
tr
λ)+2τ(λ,z)+2τ(λ,µ))
= F(Z1, z + λZ1 + µ) e2piimτ(Z1,λ
tr
λ) e4piimτ(λ,z) e4piimτ(λ,µ)︸ ︷︷ ︸
=1
e2piimz3 ,
woraus wir direkt
F(Z1, z) = F(Z1, z + λZ1 + µ) e2piimτ(Z1,λ
tr
λ) e4piimτ(λ,z)
und damit Bedingung (J2) aus 6.1 schließen können. Es ist also F eine Jacobiform vom Ge-
wicht k und Index m.
Sei nun umgekehrt F eine Jacobiform vom Gewicht k und Index m. Wir wollen zeigen, dass
dann F∗ eine Modulform vom Gewicht k zu Γ3,2 auf H(3, C) ist. Dazu weisen wir die Eigen-
schaften (1) bis (3) aus 3.53 nach. Wegen
F∗|k [(J2 × E2)](Z) = F∗((J2 × E2)(Z)) det(Z1)−k
3.24
= F(−Z−11 , zZ−11 ) e2piim(z3−τ(zZ
−1
1 ,z)) det(Z1)−k
= F(−Z−11 , zZ−11 ) e−2piimτ(zZ
−1
1 ,z) det(Z1)−k︸ ︷︷ ︸
(J1)
= F(Z1,z)
e2piimz3
= F(Z1, z) e2piimz3 = F∗(Z)
folgt bereits Eigenschaft (3) aus 3.53. Weiterhin berechnen wir für S =
(
S1 str
s s3
)
∈ Herm(3,OC),
S1 ∈ Herm(2,OC), s ∈ O1×2C , s3 ∈ Z, die folgende Identität
F∗|k [τS] = F
∗(Z +
(
S1 str
s s3
)
) jk(τS, Z)−1︸ ︷︷ ︸
3.42
= 1
= F(Z1 + S1, z + s) e2piim(z3+s3)
(J1)
= F(Z1, z + s) e2piimz3 e2piims3︸ ︷︷ ︸
=1
(J2)
= F(Z1, z) e2piimz3
= F∗(Z).
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Dies zeigt Bedingung (1) aus 3.53. Setzen wir λ′ = (λ1 0) und λ′′ = (0 λ2) ∈ O1×2C , so gilt
F∗|k [ρU1 ](Z) = F
∗(ρU1) jk(ρU1 , Z)
−1︸ ︷︷ ︸
3.53
= 1
3.17
= F(Z1,λ′Z1 + z) e2piim(z3+τ(Z1,λ
′ trλ′)+2τ(λ′,z))
= F(Z1,λ′Z1 + z) e2piimτ(Z1,λ
′ trλ′) e4piimτ(λ
′,z)︸ ︷︷ ︸
(J2)
= F(Z1,z)
e2piimz3
= F(Z1, z) e2piimz3 = F∗(Z)
sowie
F∗|k [ρU2 ](Z) = F
∗(ρU2) jk(ρU2 , Z)
−1︸ ︷︷ ︸
3.53
= 1
3.17
= F(Z1,λ′′Z1 + z) e2piim(z3+τ(Z1,λ
′′ trλ′′)+2τ(λ′′,z))
= F(Z1,λ′′Z1 + z) e2piimτ(Z1,λ
′′ trλ′′) e4piimτ(λ
′′,z)︸ ︷︷ ︸
(J2)
= F(Z1,z)
e2piimz3
= F(Z1, z) e2piimz3 = F∗(Z),
was schlussendlich Bedingung (2) aus 3.53 zeigt. Damit ist nun bewiesen, dass F∗ eine Mo-
dulform vom Gewicht k zu Γ3,2 ist. 
6.1 Der Koecher-Effekt
In diesem Unterkapitel wollen wir zeigen, dass es nicht nötig ist, in der Definition von Ja-
cobiformen vom Gewicht k ∈ Z und Index m ∈ N0 eine Fourier-Entwicklung zu fordern,
in der nur über alle positiv semidefiniten Matrizen summiert wird. Diese Eigenschaft be-
kommen wir aufgrund des sogenannten Koecher-Effekts geschenkt. Dass dieser hier auch
wirklich greift, wollen wir nun nachweisen. Dies benötigt jedoch ein wenig Vorbereitung.
Zunächst wissen wir, dass jede Jacobiform F vom Gewicht k und Index m ∈N0 aufgrund der
Eigenschaften (J1) und (J2) eine absolut konvergente Fourier-Entwicklung der Form
F(Z1, z) = ∑
R∈Herm(2,OC )
∑
t∈O1×2C
αF(R, t) e2piiτ(R,Z1) e4piiτ(t,z) (?)
besitzt. Es bleibt also zu zeigen, dass die Koeffizienten α f (R, t) für nicht positiv semidefinite
Matrizen
(
R ttr
t m
)
verschwinden. Dies werden wir in Analogie zu [Du90, S.11 ff.] zeigen. Dazu
leiten wir zunächst eine Invarianz der Fourier-Koeffizienten her.
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Lemma 6.9 Sei F eine Jacobiform vom Gewicht k und Index m ∈ N0 mit Fourier-Entwicklung wie
in (?). Für alle
U ∈
{(
0 ±1
±1 0
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
u ±1
±1 0
)
,
(
0 ±1
±1 u
)
, u ∈ OC ,(
u1 u
u u2
)
, u1, u2 ∈ Z, u ∈ OC , u1u2 − N(u) = ±1,
(
ε 0
0 ε
)
, ε ∈ O×C
}
gilt
αF(R[U], tU) = det(U)k αF(R, t). 
Beweis
Nach 6.3 gilt für obige Matrizen
F(Z1[U], zU) = det(U)kF(Z1, z).
Schauen wir uns die Fourier-Entwicklung von beiden Ausdrücken an, so erhalten wir
F(Z1[U], zU) = ∑
R∈Herm(2,OC )
t∈O1×2C
αF(R, t) e2piiτ(R,Z1[U]) e2piiτ(t,zU)
4.3
= ∑
R∈Herm(2,OC )
t∈O1×2C
αF(R, t) e2piiτ(R[U
tr
],Z1) e2piiτ(tU
tr ,z)
= ∑
R′∈Herm(2,OC )
t′∈O1×2C
αF(R′[U
−tr
], t′U−tr) e2piiτ(R
′,Z1) e2piiτ(t
′,z)
= det(U)k F(Z1, z)
= det(U)k ∑
R∈Herm(2,OC )
t∈O1×2C
αF(R, t) e2piiτ(R,Z1) e2piiτ(t,z).
Ein Koeffizientenvergleich liefert nun
det(U)k αF(R, t) = αF(R[U
−tr
], tU−tr).
Ersetzen wir in dieser Gleichung U durch U−tr, welches auch wieder in obiger Menge liegt,
und beachten, dass für diese Matrizen det(U)k = det(U−tr)k gilt, so erhalten wir schließlich
det(U)k αF(R, t) = αF(R[U], tU). 
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Lemma 6.10 Sei F eine Jacobiform vom Gewicht k und Index m ∈ N0 mit Fourier-Entwicklung wie
in (?). Dann gilt
αF(R + λ
tr
λ+ λ
tr
t + ttrλ, t + λm) = αF(R, t) für alle λ ∈ O1×2C . 
Beweis
Wir nutzen die Eigenschaft (J2) aus 6.1. Nach dieser gilt
F(Z1, z) = e2piimτ(Z1,λ
tr
λ) e4piimτ(z,λ) F(Z1, z + λZ1).
Schauen wir uns die Fourier-Entwicklung von beiden Ausdrücken an, so erhalten wir
e2piimτ(Z1,λ
tr
λ) e4piimτ(z,λ) F(Z1, z + λZ1)
= e2piimτ(Z1,λ
tr
λ) e4piimτ(z,λ) ∑
R∈Herm(2,OC )
t∈O1×2C
αF(R, t) e2piiτ(R,Z1) e4piiτ(t,z+λZ1)
= ∑
R∈Herm(2,OC )
t∈O1×2C
αF(R, t) e2piiτ(R+mλ
tr
λ+λ
trt+ttrλ,Z1) e4piiτ(t+mλ,z)
= F(Z1, z)
= ∑
R∈Herm(2,OC )
t∈O1×2C
αF(R, t) e2piiτ(R,Z1) e4piiτ(t,z).
Wenn wir beachten, dass R + λ
tr
λ+ λ
tr
t + ttrλ ∈ Herm(2,OC) sowie t + mλ ∈ O1×2C gilt, so
liefert ein Koeffizientenvergleich
αF(R + λ
tr
λ+ λ
tr
t + ttrλ, t + λm) = αF(R, t) für alle λ ∈ O1×2C . 
Wir betrachten nun erneut die Hilfsfunktion F? aus 6.8, welche aus einer Jacobiform F vom
Gewicht k und Index m ∈N0 durch Multiplikation mit e2piimz3 entsteht.
Definition 6.11 Seien F eine Jacobiform vom Gewicht k und Index m ∈N0 und Z =
(
Z1 ztr
z z3
)
∈
H(3, C), dann definiere F? : H(3, C)→ C durch
F? : H(3, C)→ C, Z 7→ F?(Z) = F(Z1, z) e2piimz3 . 
Lemma 6.12 Sei F eine Jacobiform vom Gewicht k und Index m ∈ N0 mit Fourier-Entwicklung wie
in (?) und F? sei wie in 6.11 definiert. Dann besitzt F? eine absolut konvergente Fourier-Entwicklung
der Form
F?(Z) = ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
αF?(T) e2piiτ(T,Z)
mit αF?(T) = αF(R, t) falls T =
(
R t
t m
)
. 
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Beweis
Wegen (?) gilt
F?(Z) = ∑
R∈Herm(2,OC )
∑
t∈O1×2C
αF(R, t) e2piiτ(R,Z) e4piiτ(t,z) e2piimz3
= ∑
R∈Herm(2,OC )
∑
t∈O1×2C
αF(R, t) e
2piiτ
((
R ttr
t m
)
,Z
)
= ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
αF?(T) e2piiτ(T,Z)
mit αF?(T) = αF(R, t) falls T =
(
R t
t m
)
. Da die Fourier-Reihe von F absolut konvergiert, kon-
vergiert auch die Fourier-Reihe von F? absolut. 
Wenn wir nun zeigen können, dass die Koeffizienten αF?(T) für nicht positiv semidefinite
Matrizen T verschwinden, so gilt ebenso αF(R, t) = 0 für die nicht positiv definiten Matrizen(
R ttr
t m
)
. Um erstere Aussage zu beweisen, benötigen wir jedoch noch ein paar Hilfslemma-
ta.
Lemma 6.13 Sei F ein Jacobiform vom Gewicht k und Index m ∈N0 mit einer Fourier-Entwicklung
wie in (?) und F? sei wie in 6.11 definiert mit Fourier-Entwicklung wie in 6.12. Weiter sei
U ∈
{(
0 ±1
±1 0
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
u ±1
±1 0
)
,
(
0 ±1
±1 u
)
, u ∈ OC ,(
u1 u
u u2
)
, u1, u2 ∈ Z, u ∈ OC , u1u2 − N(u) = ±1,
(
ε 0
0 ε
)
, ε ∈ O×C
}
,
dann gilt
det(U)k αF?(T) = αF?
(
T
[(
U 0
0 1
)])
. 
Beweis
Nach Kapitel 3.4 sind die Ausdrücke T
[(
U 0
0 1
)]
für obige U wohldefiniert. Schreiben wir T in
der Form
T =
(
R ttr
t m
)
, R ∈ Herm(2,OC), t ∈ O1×2C ,
so folgt
T
[(
U 0
0 1
)]
=
(
R[U] tUtr
tU m
)
.
Aus 6.12 folgt nun
αF?
(
T
[(
U 0
0 1
)])
= αF?
((
R[U] tUtr
tU m
))
6.12
= αF(R[U], tU)
6.9
= det(U)k αF(R, t)
6.12
= det(U)k αF?(T). 
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Lemma 6.14 Sei F ein Jacobiform vom Gewicht k und Index m ∈N0 mit einer Fourier-Entwicklung
wie in (?) und F? sei wie in 6.11 definiert mit Fourier-Entwicklung wie in 6.12. Dann gilt
αF?(T) = αF?
(
T
[( E2 0
λ 1
)])
für alle λ ∈ O1×2C . 
Beweis
Nach Kapitel 3.4 ist der Ausdruck T
[( E2 0
λ 1
)]
für alle λ ∈ O1×2C wohldefiniert. Schreiben wir
T in der Form
T =
(
R ttr
t m
)
, R ∈ Herm(2,OC), t ∈ O1×2C ,
so folgt
T
[(
E2 0
λ 1
)]
=
(
R + λ
tr
t + ttrλ+ mλ
tr
λ t + mλ
tr
t + mλ m
)
.
Aus 6.12 folgt nun
αF?
(
T
[( E2 0
λ 1
)])
= αF?
((
R+λtrt+ttrλ+mλtrλ t+mλtr
t+mλ m
))
6.12
= αF(R + λ
tr
t + ttrλ+ mλ
tr
λ, t + mλ)
6.10
= αF(R, t)
6.12
= αF?(T).

Lemma 6.15 Sei T ∈ Herm(3,OC) nicht positiv semidefinit. Dann existiert ein δ ∈ Q, δ > 0,
sodass
T˜δ := T +
( 0 0 0
0 0 0
0 0 δ
)
ebenfalls nicht positiv semidefinit ist. 
Beweis
Da T nach Voraussetzung nicht positiv semidefinit ist, existiert nach 2.18 ein y ∈ C3\
{(
0
0
0
)}
mit mindestens einer reellen Komponenten, sodass T[y] < 0 gilt, wobei T[y] wie in 2.15 defi-
niert sei. Wir berechnen weiter(
T +
( 0 0 0
0 0 0
0 0 δ
))
[y] = T[y] +
( 0 0 0
0 0 0
0 0 δ
)
[y]
= T[y]︸︷︷︸
<0
+δN(y3) < 0,
falls δ > 0 klein genug gewählt wird. Nach 2.15 kann T˜δ damit nicht positiv semidefinit sein.
Lemma 6.16 Seien T =
(
R ttr
t m
)
∈ Herm(3,OC) nicht positiv semidefinit sowie δ und T˜δ nach 6.15
so gewählt, dass T˜δ ebenfalls nicht positiv semidefinit ist, dann gilt
T˜δ =
(
R− 1m+δ t
trt 0
0 m + δ
)[(
E2 0
1
m+δ t 1
)]
und R˜δ := R− 1m+δ t
trt ist nicht positiv semidefinit. 
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Beweis
Nach 3.4 beziehungsweise 3.21 ist der Ausdruck(
R− 1m+δ t
trt 0
0 m + δ
)[(
E2 0
1
m+δ t 1
)]
wohldefiniert. Wir berechnen also(
R− 1m+δ t
trt 0
0 m + δ
)[(
E2 0
1
m+δ t 1
)]
=
(
E2 1m+δ t
tr
0 1
)(
R− 1m+δ t
trt 0
0 m + δ
)(
E2 0
1
m+δ t 1
)
=
(
R− 1m+δ t
trt ttr
0 m + δ
)(
E2 0
1
m+δ t 1
)
=
(
R ttr
t m + δ
)
= T +
( 0 0 0
0 0 0
0 0 δ
)
= T˜δ.
Weil T nicht positiv semidefinit ist, ist auch
T
( E2 0
1
m+δ t 1
)−1 = (R− 1m+δ ttrt 0
0 m + δ
)
nach 3.4 nicht positiv semidefinit. Dann kann aber nach Definition R˜δ = R − 1m+δ t
trt nicht
positiv semidefinit sein, da m + δ > 0 gilt. 
Als nächstes zeigen wir eine zu 2.15 analoge Aussage für positiv (semi)definite Matrizen über
den ganzen Cayley-Zahlen.
Korollar 6.17 Seien M ∈ Herm(n,OC), y ∈ OnC und M[y] definiert wie in 2.15.
(a) Ist n = 2, so gilt
(i) M > 0⇔ M[y] > 0 für alle y ∈ O2C\{
(
0
0
)},
(ii) M ≥ 0⇔ M[y] > 0 für alle y ∈ O2C .
(b) Ist n = 3, so gilt
(i) M > 0⇔ M[y] > 0 für alle y ∈ O3C\{
(
0
0
0
)
} mit yk ∈ Z für mindestens ein k ∈ {1, 2, 3},
(ii) M ≥ 0⇔ M[y] > 0 für alle y ∈ O3C mit yk ∈ Z für mindestens ein k ∈ {1, 2, 3} . 
Beweis
Da im Fall M ∈ Herm(n,OC) die im Beweis zu 2.15 gewählten Vektoren y alle in OnC liegen,
geht der Beweis hier völlig analog. 
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Lemma 6.18 Sei R =
( r1 r
r r2
) ∈ Herm(2,OC) nicht positiv semidefinit. Dann existieren Matrizen
U1, · · · , Un ∈
{
±
(
0 −1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
mit (((R[U1]) · · · )[Un])11 < 0. 
Beweis
Da R nach Voraussetzung nicht positiv semidefinit ist, gilt nach Definition r1 < 0 oder r2 < 0
oder det(R) = r1r2 − N(r) < 0. Im Fall r1 < 0 sind wir mit n = 1 und U1 = E2 fertig. Gilt
r2 < 0, so folgt mit n = 1 und U1 =
(
0 −1
1 0
)
die gewünschte Behauptung, denn
R
[(
0 −1
1 0
)]
=
(
r2 −r
−r r1
)
.
Sei also im Folgenden det(R) = r1r2 − N(r) < 0 und r1, r2 ≥ 0. Wegen 6.17 existiert ein
y ∈ O2C mit R[y] < 0. Wir zeigen nun zunächst, dass Matrizen
V1, · · · , Vn ∈
{
±
(
0 −1
1 0
)
,
(
1 v
0 1
)
, v ∈ OC
}
existieren mit Vn(· · · (V1y)) =
(
y˜1
0
)
. Wegen R[y] < 0 und r1 ≥ 0 gilt y2 6= 0, denn sonst liefert
R[y] = r1N(y1) < 0 einen Widerspruch. Nun existiert nach 1.20 ein v1 ∈ OC mit
N(y1 + v1y2) ≤ 12 N(y2) < N(y2).
Mit V1 =
( 1 v1
0 1
)
und V2 =
(
0 −1
1 0
)
folgt
V2(V1y) =
(
−y2
y1 + v1y2
)
:=
(
y′1
y′2
)
mit N(y′2) = N(y1 + v1y2) < N(y2).
Setzen wir dieses Verfahren fort, so gilt nach endlich vielen Schritten
Vn(· · · (V2(V1y))) =
(
y˜1
0
)
.
Für die Matrizen U =
(
0 −1
1 0
)
und U =
(
1 u
0 1
)
, u ∈ OC , gilt R[Uy] = (R[U]) [y] für alle y ∈ O2C ,
denn für U = ± ( 0 −11 0 ) gilt
R[Uy] = R
[
±
( −y2
y1
)]
= r1N(y2) + r2N(y1)− 2Re(y2ry1) =
(
r2 −r−r r1
)
[y] = (R[U]) [y]
und für U =
(
1 u
0 1
)
berechnen wir
R[Uy] = R
[(
y1+uy2
y2
)]
= r1N(y1) + r2N(y2) + N(y2)N(u)r1 + N(y2)2Re(ru) + 2Re(y1ry2) + 2r1Re(y1uy2)
=
(
r1 r1u+r
r+r1u r2+2Re(ru)+N(u)r1
)
[y] = (R[U]) [y].
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Damit schließen wir nun
0 > R[y] = R[(V−11 V1)y]
1.6
= R[V−11 (V1y)] = (R[V
−1
1 ])[V1y]
= ((R[V−11 ])[V
−1
2 ])[V2(V1y)] = · · · = (((R[V−11 ]) · · · )[V−1n ])[Vn(· · · (V1y))]
= (((R[V−11 ]) · · · )[V−1n ])︸ ︷︷ ︸
:=R′
[(
y˜1
0
)]
= R′
[(
y˜1
0
)]
= r′1N(y˜1).
Wegen N(y˜1) ≥ 0 muss nun bereits r′1 < 0 folgern, also
((((R[V−11 ]) · · · )[V−1n ]))11 < 0,
sodass mit Ui := V−1i die Behauptung gezeigt ist. Dabei ist zu beachten, dass die V
−1
i von der
gewünschten Gestalt sind. 
Lemma 6.19 Seien t ∈ O1×2C und
U ∈
{
±
(
0 −1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
,
dann gilt
Utr(ttrt)U = (tU)
tr
(tU). 
Beweis
Sei U = ± ( 0 −11 0 ). Für die linke Seite der Gleichung gilt
Utr(ttrt)U =
(
0 1
−1 0
)(
N(t1) t1t2
t2t1 N(t2)
)(
0 −1
1 0
)
=
(
N(t2) −t2t1
−t1t2 N(t1)
)
.
Die rechte Seite ist gegeben durch
(tU)
tr
(tU) =
(
t2 −t1
)tr (
t2 −t1
)
=
(
N(t2) −t2t1
−t1t2 N(t1)
)
,
also stimmen die linke und rechte Seite der Gleichung überein.
Sei U =
(
1 u
0 1
)
, u ∈ OC . Dann berechnen wir für die linke Seite der Gleichung
Utr(ttrt)U =
(
1 0
u 1
)(
N(t1) t1t2
t2t1 N(t2)
)(
1 u
0 1
)
=
(
N(t1) N(t1)u−+t1t2
N(t1)u + t2t1 N(t1)N(u) + N(t2) + 2Re(t2t1u)
)
.
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Für die rechte Seite erhalten wir
(tU)
tr
(tU) =
(
t1 t1u + t2
)tr (
t1 t1u + t2
)
=
(
N(t1) N(t1)u + t1t2
N(t1)u + t2t1 N(t1u + t2)
)
=
(
N(t1) N(t1)u−+t1t2
N(t1)u + t2t1 N(t1)N(u) + N(t2) + 2Re(t2t1u)
)
,
sodass auch in diesem Fall die Behauptung bewiesen ist. 
Wir wollen nun zeigen, dass die Fourier-Koeffizienten der Funktion F? aus 6.11 beziehungs-
weise 6.12 für nicht positiv semidefinite Matrizen T identisch verschwinden.
Satz 6.20 Sei F eine Jacobiform vom Gewicht k und Index m ∈N0. Weiter sei F? wie in 6.11 definiert,
dann gilt
F?(Z) = ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC ), T≥0
αF?(T) e2piiτ(T,Z),

das heißt die Fourier-Koeffizienten αF?(T) für nicht positiv semidefinite Matrizen T haben den Wert
Null.
Beweis
Sei T =
(
R ttr
t m
)
∈ Herm(3,OC) nicht positiv semidefinit. Wählen wir δ ∈ Q und T˜δ wie in
6.15, so gilt
T˜δ =
(
R ttr
t m + δ
)
=
(
R− 1m+δ t
trt 0
0 m + δ
)[(
E2 0
1
m+δ t 1
)]
mit nicht positiv definitem R˜δ := R− 1m+δ t
trt (vergleiche 6.16). Weiter setzen wir t˜δ = 1m+δ t.
Zu R˜δ existiert wegen δ ∈ Q ein q ∈ N, sodass qR˜δ = q(R− 1m+δ t
trt) ∈ Herm(2,OC) gilt. Da
qR˜δ nicht positiv semidefinit ist, existieren nach 6.18 Matrizen
U1, · · · , Un ∈
{
±
(
0 −1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
mit ((((qR˜δ)[U1]) · · · )[Un])11 < 0. Wegen q ∈N gilt dann aber auch
(((R˜δ[U1]) · · · )[Un])11 < 0.
Nun wähle zu jedem n ∈ Z ein λ = λ(n) ∈ O1×2C , sodass jeder Koeffizient jeden Eintrags
von
(((t˜δU1) · · · )Un) ·
(
1 n
0 1
)
+ λ ∈ C1×2
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betragsmäßig kleiner gleich 12 ist (dies ist möglich, da 1, i1, · · · , i7 ∈ OC liegen). Nach Wahl
von λ folgt
Spur
(
(m + δ) · ((((t˜δU1) · · · )Un) · ( 1 n0 1 )+ λ)tr · ((((t˜δU1) · · · )Un) · ( 1 n0 1 )+ λ))
= Spur
(
(m + δ)
(
N
((
(((t˜δU1) · · · )Un) ·
(
1 n
0 1
)
+ λ
)
11
) ∗
∗ N (((((t˜δU1) · · · )Un) · ( 1 n0 1 )+ λ)12)
))
= (m + δ)
(
N
((
(((t˜δU1) · · · )Un) ·
(
1 n
0 1
)
+ λ
)
11
)
+ N
((
(((t˜δU1) · · · )Un) ·
(
1 n
0 1
)
+ λ
)
12
))
≤ (m + δ)
(
8 · ( 12)2 + 8 · ( 12)2)
= 4(m + δ).
Betrachten wir nun erst einmal unsere Funktion F?. Da für alle
U ∈
{
±
(
0 −1
1 0
)
,
(
1 u
0 1
)
, u ∈ OC
}
und λ ∈ O1×2C mit T auch T
[(
U 0
0 1
)]
beziehungsweise T
[( E2 0
λ 1
)]
die Menge Herm(3,OC)
durchläuft, folgt für die Fourier-Entwicklung, wenn wir V =
(
1 n
0 1
)
setzen
F?(Z)
= ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
αF?(T) e2piiτ(T,Z)
= ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
αF?(T
[( U1 0
0 1
)]
) e2piiτ(T
[(
U1 0
0 1
)]
,Z)
= ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
αF?(
((
T
[( U1 0
0 1
)]) · · · ) [( Un 00 1 )]) e2piiτ(((T[(U1 00 1)])··· )[(Un 00 1 )],Z)
= ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
αF?(
((((
T
[( U1 0
0 1
)]) · · · ) [( Un 00 1 )]) [( V 00 1 )]) [( E2 0λ 1 )])
· e2piiτ(
((((
T
[(
U1 0
0 1
)])
···
)[(
Un 0
0 1
)])[(
V 0
0 1
)])[(
E2 0
λ 1
)]
,Z)
6.14
= ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
αF?(
(((
T
[( U1 0
0 1
)]) · · · ) [( Un 00 1 )]) [( V 00 1 )])
· e2piiτ(
((((
T
[(
U1 0
0 1
)])
···
)[(
Un 0
0 1
)])[(
V 0
0 1
)])[(
E2 0
λ 1
)]
,Z)
6.13
= ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
αF?(T) e
2piiτ(
((((
T
[(
U1 0
0 1
)])
···
)[(
Un 0
0 1
)])[(
V 0
0 1
)])[(
E2 0
λ 1
)]
,Z).
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Nun schauen wir uns den Ausdruck((((
T
[( U1 0
0 1
)]) · · · ) [( Un 00 1 )]) [( V 00 1 )]) [( E2 0λ 1 )]
genauer an. Schreiben wir T =
(
R ttr
t m
)
, und beachten
T
[(
U 0
0 1
)]
=
(
R[U] tUtr
tU m
)
sowie T
[( E2 0
λ 1
)]
=
(
R+mλtrλ+λtrt+ttrλ t+mλtr
t+mλ m
)
,
so folgt ((((
T
[( U1 0
0 1
)]) · · · ) [( Un 00 1 )]) [( V 00 1 )]) [( E2 0λ 1 )]
=
(
(((R[U1])··· )[Un])[V]+λtr((((tU1)··· )Un)V)+((((tU1)··· )Un)V)trλ+mλtrλ (((tU1)··· )Un)V+mλtr
(((tU1)··· )Un)V+mλ m
)
.
Im nächsten Schritt wollen wir das oben gewählte δ einbringen. Nutzen wir die Gleichung
R[U] + λ
tr
(tU) + (tU)
tr
λ+ mλ
tr
λ
= (R− 1m+δ t
trt)[U] + 1m+δ (t
trt)[U] + (m + δ)( 1m+δ (tU) + λ)
tr
( 1m+δ (tU) + λ)
−(m + δ)( 1m+δ (tU) + λ)
tr
( 1m+δ (tU) + λ)− δλ
tr
λ+ δλ
tr
λ+ λ
tr
(tU) + (tU)
tr
λ+ mλ
tr
λ
= (R− 1m+δ t
trt)[U] + (m + δ)( 1m+δ (tU) + λ)
tr
( 1m+δ (tU) + λ)− δλ
tr
λ
+ 1m+δU
tr
(ttrt)U − 1m+δ (tU)
tr
(tU)︸ ︷︷ ︸
6.19
= 0
−(tU)trλ− λtr(tU) + λtr(tU) + (tU)trλ︸ ︷︷ ︸
=0
−(m + δ)λtrλ+ δλtrλ+ mλtrλ︸ ︷︷ ︸
=0
= (R− 1m+δ t
trt)[U] + (m + δ)( 1m+δ (tU) + λ)
tr
( 1m+δ (tU) + λ)− δλ
tr
λ
= (R− 1m+δ t
trt)[U] + (m + δ)[ 1m+δ (tU) + λ]− δλ
tr
λ,
so erhalten wir((((
T
[( U1 0
0 1
)]) · · · ) [( Un 00 1 )]) [( V 00 1 )]) [( E2 0λ 1 )]
=
(
(((R[U1])··· )[Un])[V]+λtr((((tU1)··· )Un)V)+((((tU1)··· )Un)V)trλ+mλtrλ (((tU1)··· )Un)V+mλtr
(((tU1)··· )Un)V+mλ m
)
=
(
((((R− 1m+δ t
trt)[U1])··· )[Un])[V]+(m+δ)[ 1m+δ ((((tU1)··· )Un)V)+λ]−δλ
tr
λ (((tU1)··· )Un)V+mλtr
(((tU1)··· )Un)V+mλ m
)
=
(
(((R˜δ[U1])··· )[Un])[V]+(m+δ)[((((t˜δU1)··· )Un)V)+λ]−δλtrλ (((tU1)··· )Un)V+mλtr
(((tU1)··· )Un)V+mλ m
)
.
Nun waren die Matrizen U1, · · · , Un gerade so gewählt, dass der Eintrag der ersten Zeile und
ersten Spalte von ((R˜δ[U1]) · · · )[Un] negativ ist, das heißt (((R˜δ[U1]) · · · )[Un])11 < 0. Dann ist
313
aber auch der Eintrag der ersten Zeile und ersten Spalte von (((R˜δ[U1]) · · · )[Un])[V] negativ,
denn
R′[V] =
(
r′1 r
′
r′ r′2
)[(
1 n
0 1
)]
=
(
r′1 r
′
1n + r
′
nr′1 + r′ n
2r′1 + 2nRe(r
′) + r′2
)
,
und somit gilt ((((R˜δ[U1]) · · · )[Un])[V])11 = (((R˜δ[U1]) · · · )[Un])11 < 0. Da die Fourier-Reihe
von F? im Punkt iE3 absolut konvergiert, gilt
∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
∣∣∣∣αF?(T) e2piiτ(((((T[(U1 00 1)])··· )[(Un 00 1 )])[(V 00 1)])[( E2 0λ 1 )],iE3)∣∣∣∣
= ∑
T=
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m
)
∈Herm(3,OC )
|αF?(T)| e−2piτ(
((((
T
[(
U1 0
0 1
)])
···
)[(
Un 0
0 1
)])[(
V 0
0 1
)])[(
E2 0
λ 1
)]
,E3) < ∞
Es existiert also eine Konstante K ∈ Rmit
|αF?(T)| e−2piτ(
((((
T
[(
U1 0
0 1
)])
···
)[(
Un 0
0 1
)])[(
V 0
0 1
)])[(
E2 0
λ 1
)]
,E3) ≤ K
für alle T =
( ∗ ∗ ∗∗ ∗ ∗∗ ∗ m ) ∈ Herm(3,OC). Eine Umformulierung liefert
|αF?(T)|
≤ K e2piτ(
((((
T
[(
U1 0
0 1
)])
···
)[(
Un 0
0 1
)])[(
V 0
0 1
)])[(
E2 0
λ 1
)]
,E3)
= K e
2piτ(
(
(((R˜δ[U1])··· )[Un])[V]+(m+δ)[((((t˜δU1)··· )Un)V)+λ]−δλtrλ (((tU1)··· )Un)V+mλtr
(((tU1)··· )Un)V+mλ m
)
,E3)
= K e2piτ((((R˜δ[U1])··· )[Un])[V]+(m+δ)[((((t˜δU1)··· )Un)V)+λ]−δλ
tr
λ,E2) e2pim
= K e2pim e−2piδτ(λ,λ)︸ ︷︷ ︸
≤e0=1
e2piSpur
(
(m+δ)(((((t˜δU1)··· )Un)V)+λ)
tr
(((((t˜δU1)··· )Un)V)+λ)
)︸ ︷︷ ︸
≤e2pi4(m+δ)
·e2piτ((((R˜δ[U1])··· )[Un])[V],E2)
≤ K e2pim e2pi4(m+δ) e2piτ((((R˜δ[U1])··· )[Un])[V],E2).
Definieren wir ((R˜δ[U1]) · · · )[Un] := R′ =
(
r′1 r
′
r′ r′2
)
, so folgt
|αF?(T)| ≤ K e2pim e2pi4(m+δ) e2piτ(R′[V],E2)
= K e2pim e2pi4(m+δ) e2pi(r
′
1+n
2r′1+r
′
2+2nRe(r
′))
= K e2pim e2pi4(m+δ) e2pi(r
′
1+r
′
2)︸ ︷︷ ︸
:=K′
e2pi(n
2r′1+2nRe(r
′))
= K′ e2pi(n
2r′1+2nRe(r
′)),
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wobei K′ unabhängig von n ist. Wegen r′1 < 0 konvergiert der Ausdruck e
2pi(n2r′1+2nRe(r
′)) für
n gegen unendlich gegen Null. Damit erhalten wir
|αF?(T)| ≤ K′ e2pi(n2r′1+2nRe(r′)) n→∞−→ 0,
sodass bereits αF?(T) = 0 für alle T  0 gelten muss. 
Aus 6.20 und 6.12 können wir nun direkt Rückschlüsse auf die Fourier-Koeffizienten der Ja-
cobiformen ziehen.
Satz 6.21 Sei F eine Jacobiform vom Gewicht k und Index m ∈ N0, dann besitzt F eine absolut
konvergente Fourier-Entwicklung der Form
F(Z1, z) = ∑
R∈Herm(2,OC ), t∈O1×2C(
R ttr
t m
)
≥0
αF(R, t) e2piiτ(R,Z1) e4piiτ(t,z)
für alle (Z1, z) ∈ H(2, C)× C1×2C . 
Es sei abschließend erwähnt, dass nun die Definition einer Jacobiform vom Gewicht k und
Index m ∈N0 aus 6.1 mit der Definition aus [E00, S.575] übereinstimmt.
6.2 Jacobiformen, Theta-Reihen und vektorwertige Modulformen
Im ersten Teil dieses Unterkapitels wollen wir zeigen, dass sich Jacobiformen vom Gewicht
k und Index m als Linearkombination von speziellen Theta-Reihen schreiben lassen. Dabei
gehen wir analog zu Kapitel 5 vor und werden eine Darstellung wie in [E00, S.575 f.] erhalten.
Wir beweisen die Aussage hier noch einmal, weil der Beweis in [E00, S.578 f.] - wie auch der
Reviewer des Artikels schreibt - fehlerhaft ist. Wie auch in Kapitel 5 beginnen wir mit der
Definition einer Funktion Fq für q ∈ O1×2C , welche sich aus der Fourier-Entwicklung einer
Jacobiform F ergibt.
Definition 6.22 Seien F eine Jacobiform vom Gewicht k ∈ Z und Index m ∈ N0 mit Fourier-
Entwicklung wie in 6.21 und q ∈ O1×2C , dann definieren wir Fq : H(2, C)→ Cwie folgt
Fq : H(2, C)→ C, Z1 7→ Fq(Z1) := ∑
R∈Herm(2,OC )(
R qtr
q m
)
≥0
αF(R, q) e2piiτ(Z1,R−
1
m q
trq).

Korollar 6.23 Seien F eine Jacobiform vom Gewicht k ∈ Z und Index m ∈ N0, q ∈ O1×2C und Fq
wie in 6.22 definiert. Dann gilt
Fq+mλ = Fq für alle λ ∈ O1×2C . 
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Beweis
Wir haben bereits in 6.10 gesehen, dass für die Fourier-Koeffizienten αF(R, t) von F gilt
αF(R + λ
tr
t + ttrλ+ mλ
tr
λ) = αF(R, t) für alle t, λ ∈ O1×2C , R ∈ Herm(2,OC).
Weiter gilt nach Kapitel 3.4 beziehungsweise Bemerkung 3.4, dass(
R q + mλ
tr
q + mλ m
)
genau dann positiv semidefinit ist, wenn(
R q + mλ
tr
q + mλ m
)[(
E2 0
−λ 1
)]
=
(
R− λtrq− qtrλ−mλtrλ qtr
q m
)
:=
(
R˜ qtr
q m
)
positiv semidefinit ist. Damit erhalten wir
Fq+mλ(Z1) = ∑
R∈Herm(2,OC )(
R q+mλtr
q+mλ m
)
≥0
αF(R, q + mλ) e2piiτ(Z1,R−
1
m (q+mλ)
tr
(q+mλ))
= ∑
R∈Herm(2,OC )(
R q+mλtr
q+mλ m
)
≥0
αF(R, q + mλ) e2piiτ(Z1,R−
1
m q
trq−qtrλ−λtrq−mλtrλ)
= ∑
R∈Herm(2,OC )(
R q+mλtr
q+mλ m
)
≥0
αF(R, q + mλ) e2piiτ(Z1,R−
1
m q
trq−qtrλ−λtrq−mλtrλ)
= ∑
R∈Herm(2,OC )(
R q+mλtr
q+mλ m
)
≥0
αF(R˜ + λ
tr
q + qtrλ+ mλ
tr
λ, q + mλ)︸ ︷︷ ︸
6.10
= αF(R˜,q)
e2piiτ(Z1,R˜−
1
m q
trq)
= ∑
R˜∈Herm(2,OC )(
R˜ qtr
q m
)
≥0
αF(R˜, q) e2piiτ(Z1,R˜−
1
m q
trq)
= Fq(Z1),
was die gewünschte Behauptung zeigt. 
Als nächstes führen wir eine weitere Theta-Reihe zur Charakteristik m ∈ N und q ∈ O1×2C
ein, welche sich aber - wie wir sehen werden - ebenfalls als Spezialfall der in Kapitel 4 defi-
nierten Theta zur Charakteristik P und Q rausstellt. Ab hier sei nun m immer ungleich Null
vorausgesetzt.
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Definition 6.24 Seien m ∈N und q ∈ O1×2C . Dann nennen wir
ϑm,q : H(2, C)× C1×2C → C, (Z1, z) 7→ ϑm,q(Z1, z) = ∑
v∈O1×2C + 1m q
e2piimτ(Z1,v
trv) e4piimτ(v,z).
die Theta-Reihe zur Charakteristik m und q. 
Lemma 6.25 Seien m ∈N und q ∈ O1×2C . Definieren wir
P = 1m q
tr, Q = 2mztr, s = 2m, Λ = O2C ,
dann gilt
ϑm,q(Z1, z) = ΘP,Q(Z1, s,Λ)
für alle (Z1, z) ∈ H(2, C)× C1×2C mit der Theta-Reihe zur Charakteristik P und Q aus 4.9(a). 
Beweis
Nach Definition der Theta-Reihe zur Charakteristik P und Q gilt
ΘP,Q(Z1, s,Λ) = Θ 1
m q
tr ,2mztr
(Z1, 2m,O2C)
= ∑
G∈O2C
epiiτ((G+
1
m q
tr)(G+ 1m q
tr)
tr
,2mZ1) e2piiτ(G+
1
m q
tr ,2mztr)
= ∑
v′∈O2C+ 1m qtr
e2piimτ(Z1,v
′v′ tr) e4piimτ(v
′,ztr)
= ∑
v′∈O2C+ 1m qtr
e2piimτ(Z1,v
′ tr
tr
v′ tr) e4piimτ(v
′ tr ,z)
= ∑
v∈O1×2C + 1m q
e2piimτ(Z1,v
trv) e4piimτ(v,z)
= ϑm,q(Z1, z). 
Lemma 6.26 Seien m ∈N und q ∈ O1×2C . Definieren wir
P = 2m q
tr, Q = mztr, s = 12 m, Λ = 2O2C ,
dann gilt
ϑm,q(Z1, z) = ΘP,Q(Z1, s,Λ)
für alle (Z1, z) ∈ H(2, C)× C1×2C mit der Theta-Reihe zur Charakteristik P und Q aus 4.9(a). 
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Beweis
Nach Definition der Theta-Reihe zur Charakteristik P und Q gilt
ΘP,Q(Z1, s,Λ) = Θ 2
m q
tr ,mztr
(Z1, 12 m, 2O2C)
= ∑
G∈2O2C
epiiτ((G+
2
m q
tr)(G+ 2m q
tr)
tr
, 12 mZ1) e2piiτ(G+
2
m q
tr ,mztr)
= ∑
G′∈O2C
epiiτ((2G
′+ 2m q
tr)(2G′+ 2m q
tr)
tr
, 12 mZ1) e2piiτ(2G
′+ 2m q
tr ,mztr)
= ∑
G′∈O2C
e2piimτ((G
′+ 1m q
tr)(G′+ 1m q
tr)
tr
,Z1) e4piimτ(G
′+ 1m q
tr ,ztr)
= ∑
v′∈O2C+ 1m qtr
e2piimτ(Z1,v
′v′ tr) e4piimτ(v
′,ztr)
= ∑
v′∈O2C+ 1m qtr
e2piimτ(Z1,v
′ tr
tr
v′ tr) e4piimτ(v
′ tr ,z)
= ∑
v∈O1×2C + 1m q
e2piimτ(Z1,v
trv) e4piimτ(v,z)
= ϑm,q(Z1, z). 
Aus 6.25 und 4.10 erhalten wir sofort die absolute und lokal gleichmäßige Konvergenz der
Theta-Reihen zur Charakteristik m und q.
Wir wollen im Folgenden die Theta-Reihen zur Charakteristik m und q genauer untersuchen.
Wie in 5.13 lassen sich dabei einige interessante Eigenschaften herleiten.
Lemma 6.27 Seien m ∈N und q ∈ O1×2C . Dann besitzt die Theta-Reihe zur Charakteristik m und q
für alle (Z1, z) ∈ H(2, C)× C1×2C die folgenden Eigenschaften
(a) ϑm,q+mλ(Z1, z) = ϑm,q(Z1, z) für alle λ ∈ O1×2C .
(b) ϑm,q(Z1 + S, z) = e
2pii 1m τ(S,q
trq) ϑm,q(Z1, z) für alle S ∈ Herm(2,OC).
(c) ϑm,q(Z1, z + λZ1 + µ) = e−2piimτ(Z1,λ
tr
λ) e−4piimτ(z,λ) ϑm,q(Z1, z) für alle λ, µ ∈ O1×2C .
(d) ϑm,q(−Z−11 , zZ−11 ) = m−8 det(Z1)4 e2piimτ(zZ
−1
1 ,z) ∑v:O1×2C /mO1×2C e
−4pii 1m τ(v,q) ϑm,v(Z1, z). 
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Beweis
(a) Sei λ ∈ O1×2C beliebig, dann berechnen wir
ϑm,q+mλ(Z1, z) = ∑
v∈O1×2C + 1m (q+mλ)
e2piimτ(Z1,v
trv) e4piimτ(v,z)
= ∑
v∈O1×2C +λ+ 1m q
e2piimτ(Z1,v
trv) e4piimτ(v,z)
= ∑
v′∈O1×2C + 1m q
e2piimτ(Z1,v
′ trv′) e4piimτ(v
′,z)
= ϑm,q(Z1, z)
für alle (Z1, z) ∈ H(2, C)× C1×2C .
(b) Sei S ∈ Herm(2,OC) beliebig, dann gilt
ϑm,q(Z1 + S, z)
= ∑
v∈O1×2C + 1m q
e2piimτ(Z1+S,v
trv) e4piimτ(v,z)
= ∑
v∈O1×2C + 1m q
e2piimτ(Z1,v
trv) e2piimτ(S,v
trv) e4piimτ(v,z)
= ∑
w∈O1×2C
e2piimτ(Z1,(w+
1
m q)
tr
(w+ 1m q)) e2piimτ(S,w
trw+ 1m w
trq+ 1m q
trw+ 1m2 q
trq) e4piimτ(w+
1
m q,z)
= ∑
w∈O1×2C
e2piimτ(Z1,(w+
1
m q)
tr
(w+ 1m q)) e2piimτ(S,w
trw)︸ ︷︷ ︸
=1
e2pii2τ(S,w
trq)︸ ︷︷ ︸
=1
e2pii
1
m τ(S,q
trq) e4piimτ(w+
1
m q,z)
= e2pii
1
m τ(S,q
trq) ∑
w∈O1×2C
e2piimτ(Z1,(w+
1
m q)
tr
(w+ 1m q)) e4piimτ(w+
1
m q,z)
︸ ︷︷ ︸
=ϑm,q(Z1,z)
= e2pii
1
m τ(S,q
trq) ϑm,q(Z1, z).
(c) Seien λ, µ ∈ O1×2C beliebig, dann erhalten wir
ϑm,q(Z1, z + λZ1 + µ)
= ∑
v∈O1×2C + 1m q
e2piimτ(Z1,v
trv) e4piimτ(v,z+λZ1+µ)
= ∑
v∈O1×2C + 1m q
e2piimτ(Z1,v
trv) e4piimτ(v,z) e4piimτ(v,λZ1) e4piiτ(mv,µ)︸ ︷︷ ︸
=1
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= ∑
v∈O1×2C + 1m q
e2piimτ(Z1,v
trv) e4piimτ(v,z) e4piimτ(v,λZ1)︸ ︷︷ ︸
4.3
=e2piimτ(Z1,λ
trv+vtrλ)
= ∑
v∈O1×2C + 1m q
e2piimτ(Z1,(v+λ)
tr
(v+λ)) e−2piimτ(Z1,λ
tr
λ) e4piimτ(v+λ,z) e−4piimτ(λ,z)
= e−2piimτ(Z1,λ
tr
λ) e−4piimτ(λ,z) ∑
v∈O1×2C + 1m q
e2piimτ(Z1,(v+λ)
tr
(v+λ)) e4piimτ(v+λ,z)
= e−2piimτ(Z1,λ
tr
λ) e−4piimτ(λ,z) ∑
v′∈O1×2C + 1m q
e2piimτ(Z1,v
′ trv′) e4piimτ(v
′,z)
= e−2piimτ(Z1,λ
tr
λ) e−4piimτ(λ,z) ϑm,q(Z1, z).
(d) Wir haben in 6.26 gesehen, dass ϑm,q als Theta-Reihe zur Charakteristik P und Q aufge-
fasst werden kann. Für letztere Theta-Reihen haben wir in 4.20 die sogenannte Theta-
Transformationsformel bewiesen. Diese wenden wir nun an
ϑm,q(−Z−11 , zZ−11 )
6.26
= Θ 2
m q
tr ,m(zZ−11 )
tr(−Z−11 , 12 m, 2O2C)
4.20
=
( 1
2
)8 ( 2
m
)8 det(Z1)4 e−2piiτ(m(zZ−11 tr),−2m qtr) Θ
m(zZ−11 )
tr
,− 2m qtr
(Z1, 2m ,O2C)
= m−8 det(Z1)4 e4piiτ(Z
−1
1 z
tr ,qtr) Θ
mZ−11 z
tr ,− 2m qtr
(Z1, 2m ,O2C)
4.9
= m−8 det(Z1)4 e4piiτ(Z
−1
1 z
tr ,qtr) ∑
G∈O2C
epiiτ((G+mZ
−1
1 z
tr)(G+mZ−11 z
tr)
tr
, 2m Z1) e2piiτ(G+mZ
−1
1 z
tr ,−2m qtr)
= m−8 det(Z1)4 e4piiτ(Z
−1
1 z
tr ,qtr) ∑
G∈O2C
e2pii
1
m τ(GG
tr
,Z1) e4piiτ((Z
−1
1 z
tr)Gtr ,Z1)
· e2piimτ((Z−11 ztr)(Z−11 ztr)
tr
,Z1) e−4pii
1
m τ(G,q
tr) e−4piiτ(Z
−1
1 z
tr ,qtr)
= m−8 det(Z1)4 ∑
G∈O2C
e2pii
1
m τ(GG
tr
,Z1)e4piiτ((Z
−1
1 z
tr)Gtr ,Z1)e2piimτ((Z
−1
1 z
tr)(Z−11 z
tr)
tr
,Z1)e−4pii
1
m τ(G,q
tr)
4.3
= m−8 det(Z1)4 ∑
G∈O2C
e2pii
1
m τ(GG
tr
,Z1) e4piiτ(z
tr ,G) e2piimτ(zZ
−1
1 ,z) e−4pii
1
m τ(G,q
tr)
= m−8 det(Z1)4 e2piimτ(zZ
−1
1 ,z) ∑
G∈O2C
e2pii
1
m τ(GG
tr
,Z1) e4piiτ(z
tr ,G) e−4pii
1
m τ(G,q
tr)
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= m−8 det(Z1)4 e2piimτ(zZ
−1
1 ,z) ∑
u:O2C/mO2C
∑
g∈O2C
e2pii
1
m τ((u+mg)(u+mg)
tr
,Z1) e4piiτ(z
tr ,u+mg)
· e−4pii 1m τ(u+mg,qtr)
= m−8 det(Z1)4 e2piimτ(zZ
−1
1 ,z) ∑
u:O2C/mO2C
∑
g∈O2C
e2piimτ((
1
m u+g)(
1
m u+g)
tr
,Z1) e4piimτ(z
tr , 1m u+g)
· e−4piiτ( 1m u+g,qtr)
= m−8 det(Z1)4 e2piimτ(zZ
−1
1 ,z) ∑
u:O2C/mO2C
e−4pii
1
m τ(u,q
tr)
· ∑
g∈O2C
e2piimτ((
1
m u+g)(
1
m u+g)
tr
,Z1) e4piimτ(z
tr , 1m u+g) e−4piiτ(g,q
tr)︸ ︷︷ ︸
=1
= m−8 det(Z1)4 e2piimτ(zZ
−1
1 ,z) ∑
u:O2C/mO2C
e−4pii
1
m τ(u,q
tr) ∑
w′∈O2C+ 1m u
e2piimτ(w
′w′ tr ,Z1) e4piimτ(z
tr ,w′)
= m−8 det(Z1)4 e2piimτ(zZ
−1
1 ,z) ∑
v:O1×2C /mO1×2C
e−4pii
1
m τ(v,q) ∑
w∈O1×2C + 1m v
e2piimτ(w
trw,Z1) e4piimτ(z,w)
︸ ︷︷ ︸
ϑm,v(Z1,z)
= m−8 det(Z1)4 e2piimτ(zZ
−1
1 ,z) ∑
v:O1×2C /mO1×2C
e−4pii
1
m τ(v,q) ϑm,v(Z1, z).

Aus den Eigenschaften in 6.27 erhalten wir ein Beispiel für eine Jacobiform vom Gewicht 4
und Index 1.
Korollar 6.28 Es gilt
ϑ1,( 0 0 ) ∈ J4,1. 
Beweis
Sei q = ( 0 0 ). Eigenschaft (b) aus 6.27 liefert
ϑ1,q(Z1 + S, z) = e2piiτ(S,q
trq)︸ ︷︷ ︸
=1
ϑ1,q(Z1, z) = ϑ1,q(Z1, z) für alle S ∈ Herm(2,OC)
und Eigenschaft (d) aus 6.27 führt zu
ϑ1,q(−Z−11 , zZ−11 ) = det(Z1)4 e2piiτ(zZ
−1
1 ,z) ϑ1,q(Z1, z).
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Dies zeigt, dass die Theta-Reihe zur Charakteristik m = 1 und q = (0 0) die Bedingung (J1)
aus 6.1 erfüllt. Des Weiteren gilt nach Eigenschaft 6.27 (c)
ϑ1,q(Z1, z + λZ1 + µ) = e−2piiτ(Z1,λ
tr
λ) e−4piiτ(z,λ) ϑ1,q(Z1, z)
für alle λ, µ ∈ O1×2C , was Bedingung (J2) aus 6.1 beweist. Aufgrund dessen ist die Theta-
Reihe zur Charakteristik m = 1 und q = (0 0) ein Beispiel einer Jacobiform vom Gewicht
k = 4 und Index m = 1. 
Bemerkung 6.29 Mit denselben Rechnungen wie in 6.28 können wir natürlich ebenso zeigen,
dass ϑ1,q für beliebiges q ∈ O1×2C eine Jacobiform vom Gewicht 4 und Index 1 ist. Da diese
Theta-Reihen nach 6.27 aber mit ϑ1,q für q = (0 0) übereinstimmen, liefern sie keine neue
Beispiele. 
Lemma 6.30 Seien m ∈N und q ∈ O1×2C . Dann gilt für alle
U ∈
{(
0 ±1
±1 0
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
u ±1
±1 0
)
,
(
0 ±1
±1 u
)
, u ∈ OC ,(
u1 u
u u2
)
, u1, u2 ∈ Z, u ∈ OC , u1u2 − N(u) = ±1,
(
ε 0
0 ε
)
, ε ∈ O×C
}
und für alle (Z1, z) ∈ H(2, C)× C1×2C
ϑm,q(Z1[U], zU) = ϑm,qUtr(Z1, z). 
Beweis
In 5.31 haben wir bereits nachgewiesen, dass τ(Z1[U], vtrv) = τ(Z1, (vU
tr
)
tr
(vUtr)) für alle
obigen Matrizen U erfüllt ist (die Vorzeichen ändern nichts an der Aussage). Daraus schließen
wir für unsere Theta-Reihen
ϑm,q(Z1[U], zU) = ∑
v∈O1×2C + 1m q
e2piimτ(Z1[U],v
trv) e4piimτ(v,zU)
4.3
= ∑
v∈O1×2C + 1m q
e2piimτ(Z1,(vU
tr
)
tr
(vUtr)) e4piimτ(vU
tr ,z)
= ∑
v′∈O1×2C + 1m qU
tr
e2piimτ(Z1,v
′ trv′) e4piimτ(v
′,z)
= ϑm,qUtr(Z1, z). 
Im nächsten Schritt wollen wir nun Jacobiformen als Summe von obigen Theta-Reihen schrei-
ben.
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Satz 6.31 Sei F eine Jacobiform vom Gewicht k und Index m ∈ N. Dann besitzt F eine eindeutige
Darstellung als
F(Z1, z) = ∑
q:O1×2C /mO1×2C
Fq(Z1) ϑm,q(Z1, z)
für alle (Z1, z) ∈ H(2, C)× C1×2C . 
Beweis
Wir nutzen die Fourier-Entwicklung von F aus 6.21. Demnach gilt
F(Z1, z) = ∑
R∈Herm(2,OC ), t∈O1×2C ,(
R ttr
t m
)
≥0
αF(R, t) e2piiτ(R,Z1) e4piiτ(t,z)
= ∑
t∈O1×2C
∑
R∈Herm(2,OC ),(
R ttr
t m
)
≥0
αF(R, t) e2piiτ(R−
1
m t
trt,Z1)
︸ ︷︷ ︸
=Ft(Z1)
e2piiτ(
1
m t
trt,Z1) e4piiτ(t,z)
= ∑
t∈O1×2C
Ft(Z1) e
2piiτ( 1m t
trt,Z1) e4piiτ(t,z)
= ∑
q:O1×2C /mO1×2C
∑
λ∈O1×2C
Fq+mλe
2piiτ( 1m (q+mλ)
tr
(q+mλ),Z1) e4piiτ(q+mλ,z)
6.23
= ∑
q:O1×2C /mO1×2C
Fq ∑
λ∈O1×2C
e2piimτ((
1
m q+λ)
tr
(
1
m q+λ),Z1) e4piimτ(
1
m q+λ,z)
︸ ︷︷ ︸
=ϑm,q(Z1,z)
= ∑
q:O1×2C /mO1×2C
Fq ϑm,q(Z1, z).
Es ist wohlbekannt, dass für festes Z1 ∈ H(2, C) die Funktionen ϑm,qi(Z1, ·), qi ∈ O1×2C /mO1×2C ,
linear unabhängig sind. Damit folgt dann auch die Eindeutigkeit der Darstellung. 
In Kapitel 5 hatten wir eine ähnliche Darstellung für Jacobiformen vom Gewicht k und Index
R ∈ Pos(2,OC) finden können. Dort stellte sich heraus, dass die auftretenden Funktionen
Fq Modulformen zu einer Hauptkongruenzgruppe waren. Ein ähnliches Ergebnis erhalten
wir auch in diesem Fall. Hier ist die Funktion F˜ := (Fq1 , · · · , Fqm16 )tr, qi ∈ O1×2C /mO1×2C ,
1 ≤ i ≤ m16, eine sogenannte vektorwertige Modulform (wir können über die Z-Basis der
ganzen Cayley Zahlen leicht nachrechnen, dass O1×2C /mO1×2C genau m16 Vertreter besitzt).
Wir formulieren den Begriff der vektorwertigen Modulform in Analogie zu [We83, S.185].
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Definition 6.32 Eine Funktion F : H(2, C) → Cn heißt vektorwertige Modulform vom Gewicht
k zur Gruppe Γ∗2 und zur Darstellung κ : Γ∗2 → GL(n,C), falls gilt
(VM1) F(−Z−11 ) = det(Z1)k κ((J2 × E2)) F(Z1) und
(VM2) F(Z1 + S1) = κ(τS)F(Z1) für alle S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC).

MitMVk (Γ∗2 , κ) bezeichnen wir den Raum aller vektorwertigen Modulformen vom Gewicht k
zu Γ∗2 und Darstellung κ.
Lemma 6.33 Seien d = m16 und q1, · · · , qd ein Vertretersystem von O1×2C /mO1×2C . Definieren wir
Θ := (ϑm,q1 , · · · , ϑm,qd)tr,
dann existiert eine Darstellung κ : Γ∗2 → U (d,C) mit
Θ(Z1 + S1, z) = κ(τS) Θ(Z1, z) für alle S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC)
und
Θ(−Z−11 , zZ−11 ) det(Z1)−4 e−2piimτ(zZ
−1
1 ,z) = κ((J2 × E2)) Θ(Z1, z)
für alle (Z1, z) ∈ H(2, C)× C1×2C . Insbesondere sind κ(τS) und κ((J2 × E2)) gegeben durch
κ(τS) =

e−2pii
1
m τ(S1,q1
trq1) 0 · · · 0
0 e−2pii
1
m τ(S1,q2
trq2) · · · 0
...
...
. . . · · ·
0 0 · · · e−2pii 1m τ(S1,qdtrqd)

und
κ((J2 × E2)) = m−8

e4pii
1
m τ(q1,q1) e4pii
1
m τ(q1,q2) · · · e4pii 1m τ(q1,qd)
e4pii
1
m τ(q2,q1) e4pii
1
m τ(q2,q2) · · · e4pii 1m τ(q2,qd)
...
...
. . .
...
e4pii
1
m τ(qd,q1) e4pii
1
m τ(qd,q2) · · · e4pii 1m τ(qd,qd)
 .

Beweis
Zu Θ definieren wir die Funktion
Θ˜ : H(3, C)→ Cd, Z =
(
Z1 ztr
z z3
)
7→ Θ˜(Z) := Θ(Z1, z) e2piimz3 .
Offensichtlich ist Θ˜ holomorph auf H(3, C), sodass wir den Strichoperator aus 3.43 auf Θ˜
beziehungsweise auf jede Komponente von Θ˜ anwenden dürfen. Aus den bisher berechneten
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Eigenschaften der Theta-Reihen zur Charakteristik m und q (vergleiche 6.27) schließen wir
Θ˜|4 [τS](Z) = Θ(Z1 + S1, z) e
2piimz3 j4(τS, Z)−1︸ ︷︷ ︸
3.42
= 1
=

ϑm,q1(Z1 + S1, z)
ϑm,q2(Z1 + S1, z)
...
ϑm,qd(Z1 + S1, z)
 e2piimz3 =

e2pii
1
m τ(S1,q1
trq1)ϑm,q1(Z1, z)
e2pii
1
m τ(S1,q2
trq2)ϑm,q2(Z1, z)
...
e2pii
1
m τ(S1,qd
trqd)ϑm,qd(Z1, z)
 e
2piimz3
=

e2pii
1
m τ(S1,q1
trq1) 0 · · · 0
0 e2pii
1
m τ(S1,q2
trq2) · · · 0
...
...
. . . · · ·
0 0 · · · e2pii 1m τ(S1,qdtrqd)


ϑm,q1(Z1, z)
ϑm,q2(Z1, z)
...
ϑm,qd(Z1, z)
 e2piimz3
= κ(τS) Θ(Z1, z)e2piimz3 = κ(τS) Θ˜(Z),
also Θ(Z1 + S1, z) = κ(τS) Θ(Z1, z). Weiter gilt
Θ˜|4 [(J2 × E2)](Z)
3.24
= j4((J2 × E2, Z))−1︸ ︷︷ ︸
3.42
= det(Z1)−4
e2piim(z3−τ(zZ
−1
1 ,z)) Θ(−Z−11 , zZ−11 )
=

det(Z1)−4 e−2piimτ(zZ
−1
1 ,z) ϑm,q1(−Z−11 , zZ−11 )
det(Z1)−4 e−2piimτ(zZ
−1
1 ,z) ϑm,q2(−Z−11 , zZ−11 )
...
det(Z1)−4 e−2piimτ(zZ
−1
1 ,z) ϑm,qd(−Z−11 , zZ−11 )
 e2piimz3
6.27
=

m−8 ∑v:O1×2C /mO1×2C e
−4pii 1m τ(v,q1) ϑm,v(Z1, z)
m−8 ∑v:O1×2C /mO1×2C e
−4pii 1m τ(v,q2) ϑm,v(Z1, z)
...
m−8 ∑v:O1×2C /mO1×2C e
−4pii 1m τ(v,qd) ϑm,v(Z1, z)

e2piimz3
= m−8

e−4pii
1
m τ(q1,q1) e−4pii
1
m τ(q1,q2) · · · e−4pii 1m τ(q1,qd)
e−4pii
1
m τ(q2,q1) e−4pii
1
m τ(q2,q2) · · · e−4pii 1m τ(q2,qd)
...
...
. . .
...
e−4pii
1
m τ(qd,q1) e−4pii
1
m τ(qd,q2) · · · e−4pii 1m τ(qd,qd)


ϑm,q1(Z1, z)
ϑm,q2(Z1, z)
...
ϑm,qd(Z1, z)
 e2piimz3
= κ((J2 × E2)) Θ(Z1, z) e2piimz3 = κ((J2 × E2)) Θ˜(Z),
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das bedeutetΘ(−Z−11 , zZ−11 ) det(Z1)−4 e−2piimτ(zZ
−1
1 ,z) = κ((J2 × E2))Θ(Z1, z) für alle (Z1, z) ∈
H(2, C)× C1×2
C
. Wir wollen nun zeigen, dass κ ein Gruppenhomomorphismus ist. Wir haben
bereits in 3.43 gesehen, dass die Modulgruppe Γ3 via des Strichoperators |4 [g] auf der Men-
ge der holomorphen Funktionen auf H(3, C) operiert. Damit operiert aber auch die Gruppe
Γ∗2 als Untergruppe der Γ3 auf der Menge der holomorphen Funktionen auf H(3, C). Da die
Funktionen Z 7→ ϑm,qi(Z1, z) e2piimz3 , 1 ≤ i ≤ d, ebenfalls holomorph aufH(3, C) sind, operiert
die Gruppe Γ∗2 nach dem gerade Gezeigten auf dem Vektorraum
〈Z 7→ ϑm,q1(Z1, z) e2piimz3 , · · · , Z 7→ ϑm,qm16 (Z1, z) e2piimz3〉
ebenfalls durch Anwenden des Strichoperators. Somit existiert für jedes g ∈ Γ∗2 eine Matrix
κ(g) ∈ Mat(d,C) mit
Θ˜|4 [g](Z) = κ(g) Θ˜(Z) für alle Z ∈ H(3, C).
Aufgrund der Operationseigenschaft folgt damit aber bereits
κ(g1 ◦ g2) Θ˜(Z) = Θ˜|4 [g1 ◦ g2](Z) =
(
Θ˜|4 [g1]
)
|4 [g2](Z) = κ(g1)Θ˜|4 [g2](Z) = κ(g1) κ(g2) Θ˜(Z)
für alle Z ∈ H(3, C) und für alle g1, g2 ∈ Γ∗2 , sodass ebenfalls
κ(g1 ◦ g2) Θ(Z1, z) = κ(g1) κ(g2) Θ(Z1, z) für alle (Z1, z) ∈ H(2, C)× C1×2C
gilt. Aus der linearen Unabhängigkeit der ϑm,qi , 1 ≤ i ≤ d, schließen wir damit
κ(g1 ◦ g2) = κ(g1)κ(g2) für alle g1, g2 ∈ Γ∗2 ,
also ist κ ein Gruppenhomomorphismus von Γ∗2 in die GL(m16,C). Es bleibt nun noch zu
zeigen, dass κ(g) auch unitär ist für alle Abbildungen g aus Γ∗2 . Aufgrund der Gruppenho-
momorphismuseigenschaft genügt es nun, diese Bedingung für die Erzeuger der Γ∗2 , also für
(J2× E2) und τS, S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC), nachzuweisen. Wie wir leicht
sehen, liegen die Matrizen κ(τS) in der unitären Gruppe vom Grad d, das heißt es gilt
κ(τS)κ(τS)
tr
= Ed.
Wir wollen nun nachweisen, dass die Matrix κ((J2 × E2)) ebenfalls unitär ist. Dazu schreiben
wir zunächst Θ(Z1, z) ein wenig um, um dann den Ausdruck κ((J2 × E2))2 berechnen zu
können. Wegen
det(Z1)−4 e−2piimτ(zZ
−1
1 ,z) Θ(−Z−11 , zZ−11 ) = κ((J2 × E2)) Θ(Z1, z)
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für alle (Z1, z) ∈ H(2, C)× C1×2C gilt
Θ(Z1, z) = Θ(−(−Z−11 )−1, (−zZ−11 )(−Z−11 )−1)
= Θ(−(−Z−11 )−1, (−zZ−11 )(−Z−11 )−1) det(Z1)−4 det(−Z−11 )−4
e−2piimτ(−Z
−1
1 ,−z) e−2piimτ((−zZ
−1
1 )(−Z−11 )−1,−zZ−11 )
= κ((J2 × E2))Θ(−Z−11 ,−zZ−11 ) det(Z1)−4 e−2piimτ(−zZ
−1
1 ,−z)
= κ((J2 × E2)) κ((J2 × E2))Θ(Z1,−z)
= κ((J2 × E2))2Θ(Z1,−z).
Aus
ϑm,qi(Z1,−z) = ∑
v∈O1×2C + 1m qi
e2piimτ(Z1,v
trv) e4piimτ(v,−z)
= ∑
v∈O1×2C + 1m qi
e2piimτ(Z1,(−v)
tr
(−v)) e4piimτ(−v,z)
= ∑
v′∈O1×2C + 1m (−qi)
e2piimτ(Z1,v
′ trv′) e4piimτ(v
′,z)
= ϑm,−qi(Z1, z)
und weil es unter den Vertretern qj, 1 ≤ j ≤ d, aus O1×2C /mO1×2C genau einen Vertreter qji mit
−qi ≡ qji mod mO1×2C gibt, folgern wir, dass
Θ(Z1,−z) =

ϑm,q1(Z1,−z)
ϑm,q2(Z1,−z)
...
ϑm,qd(Z1,−z)
 =

ϑm,−q1(Z1, z)
ϑm,−q2(Z1, z)
...
ϑm,−qd(Z1, z)
 6.27=

ϑm,qj1 (Z1, z)
ϑm,qj2 (Z1, z)
...
ϑm,qjd (Z1, z)
 = P ·Θ(Z1, z)
für eine symmetrische (wir beachten −qji ≡ qi mod mO1×2C ) Permuationsmatrix P gilt. Insge-
samt schließen wir
Θ(Z1, z) = PΘ(Z1,−z) = Pκ((J2 × E2))2Θ(Z1, z)
und (mit analogen Rechnungen wie oben)
Θ(Z1, z) = κ((J2 × E2))2Θ(Z1,−z) = κ((J2 × E2))2 κ((J2 × E2))2Θ(Z1,−(−z))
= κ((J2 × E2))4 Θ(Z1, z).
Aufgrund der linearen Unabhängigkeit der ϑm,qi , 1 ≤ i ≤ d, liefert ein Koeffizientenvergleich
κ((J2 × E2))4 = P κ((J2 × E2))2 = Ed.
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Damit ist κ((J2 × E2)) bereits invertierbar mit Inversem κ((J2 × E2))−1 = κ((J2 × E2))3 =
P κ((J2 × E2)). Es bleibt nun zu zeigen, dass κ((J2 × E2))3 = κ((J2 × E2))tr beziehungsweise
P κ((J2 × E2)) = κ((J2 × E2))tr gilt. Nun ist κ((J2 × E2))tr gegeben durch
κ((J2 × E2))tr = m−8

e−4pii
1
m τ(q1,q1) e−4pii
1
m τ(q2,q1) · · · e−4pii 1m τ(qd,q1)
e−4pii
1
m τ(q1,q2) e−4pii
1
m τ(q2,q2) · · · e−4pii 1m τ(qd,q2)
...
...
. . .
...
e−4pii
1
m τ(q1,qd) e−4pii
1
m τ(q2,qd) · · · e−4pii 1m τ(qd,qd)
 .
Andererseits berechnen wir
P κ((J2 × E2)) = m−8

e−4pii
1
m τ(qj1 ,q1) e−4pii
1
m τ(qj1 ,q2) · · · e−4pii 1m τ(qj1 ,qd)
e−4pii
1
m τ(qj2 ,q1) e−4pii
1
m τ(qj2 ,q2) · · · e−4pii 1m τ(qj2 ,qd)
...
...
. . .
...
e−4pii
1
m τ(qjd ,q1) e−4pii
1
m τ(qjd ,q2) · · · e−4pii 1m τ(qjd ,qd)
 .
Wegen qji ≡ −qi mod mO1×2C gilt qji = −qi + mλi für ein λi ∈ O1×2C . Dann folgt aber
e4pii
1
m τ(qji ,qk) = e4pii
1
m τ(−qi+mλi ,qk) = e−4pii
1
m τ(qi ,qk) e4piiτ(λi ,qk)︸ ︷︷ ︸
=1
= e−4pii
1
m τ(qi ,qk).
Aufgrund dessen und wegen τ(qi, qk) = τ(qk, qi) schließen wir
P κ((J2 × E2)) = m−8

e4pii
1
m τ(qj1 ,q1) e4pii
1
m τ(qj1 ,q2) · · · e4pii 1m τ(qj1 ,qd)
e4pii
1
m τ(qj2 ,q1) e4pii
1
m τ(qj2 ,q2) · · · e4pii 1m τ(qj2 ,qd)
...
...
. . .
...
e4pii
1
m τ(qjd ,q1) e4pii
1
m τ(qjd ,q2) · · · e4pii 1m τ(qjd ,qd)

= m−8

e−4pii
1
m τ(q1,q1) e−4pii
1
m τ(q1,q2) · · · e−4pii 1m τ(q1,qd)
e−4pii
1
m τ(q2,q1) e−4pii
1
m τ(q2,q2) · · · e−4pii 1m τ(q2,qd)
...
...
. . .
...
e−4pii
1
m τ(qd,q1) e−4pii
1
m τ(qd,q2) · · · e−4pii 1m τ(qd,qd)

= m−8

e−4pii
1
m τ(q1,q1) e−4pii
1
m τ(q2,q1) · · · e−4pii 1m τ(qd,q1)
e−4pii
1
m τ(q1,q2) e−4pii
1
m τ(q2,q2) · · · e−4pii 1m τ(qd,q2)
...
...
. . .
...
e−4pii
1
m τ(q1,qd) e−4pii
1
m τ(q2,qd) · · · e−4pii 1m τ(qd,qd)

= κ((J2 × E2))tr.
Damit ist nun auch bewiesen, dass κ((J2 × E2)) unitär ist. 
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Bemerkung 6.34 Eie gibt in [E00, S. 580] einen Gruppenhomomorphismus von Γ2 in die uni-
täre Gruppe vom Grad m16 an, welcher τS1 , S1 ∈ Herm(2,OC), und ι auf dieselben Matrizen
abbildet wie κ die Abbildungen τS, S =
( S1 0
0 0
) ∈ Herm(3,OC), und (J2 × E2). Nun haben
wir im Beweis zu 6.33 gesehen, dass κ die Verkettung von (J2 × E2) mit sich selbst auf eine
Permutationsmatrix, welche im Allgemeinen ungleich der Einheitsmatrix ist, abbildet. Da-
mit ist aber sofort klar, dass der von Eie definierte Gruppenhomomorphismus kein solcher
sein kann, da dieser idH(2,C) = ι2 auf besagte Permutationsmatrix abbilden würde, was einen
Widerspruch darstellt. 
Ist F eine Jacobiform vom Gewicht k und Index m und schreiben wir die zugehörigen Funk-
tionen Fqi , 1 ≤ i ≤ d, wobei q1, · · · , qd ein Vertretersystem von O1×2C /mO1×2C bezeichne, in
einen Vektor, so liefert dies eine vektorwertige Modulform vom Gewicht k− 4 zur Gruppe Γ∗2
und Darstellung κ.
Lemma 6.35 Seien F eine Jacobiform vom Gewicht k und Index m ∈ N, sowie q1, · · · , qd, d = m16,
ein Vertretersystem vonO1×2C /mO1×2C . Dann ist F˜ := (Fq1 , · · · , Fqd)tr eine vektorwertige Modulform
vom Gewicht k− 4 zur Gruppe Γ∗2 und Darstellung κ, wie in 6.33. 
Beweis
Um die Aussage zu beweisen müssen wir lediglich nachweisen, dass die Eigenschaften (VM1)
und (VM2) aus 6.32 erfüllt sind. Nach 6.33 gilt
Θ(Z1 + S1, z) = κ(τS) Θ(Z1, z) für alle S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC),
und
Θ(−Z−11 , zZ−11 ) det(Z1)−4 e−2piimτ(zZ
−1
1 ,z) = κ((J2 × E2)) Θ(Z1, z)
für alle (Z1, z) ∈ H(2, C)× C1×2C . Aus 6.31 schließen wir weiter, dass
F(Z1, z) = F˜tr(Z1)Θ(Z1, z) für alle (Z1, z) ∈ H(2, C)× C1×2C
gilt. Damit berechnen wir
F˜tr(Z1) Θ(Z1, z) = F(Z1, z)
(J1)
= F(Z1 + S1, z) = F˜tr(Z1 + S1) Θ(Z1 + S1, z)
6.33
= F˜tr(Z1 + S1) κ(τS) Θ(Z1, z) =
 κ(τS)tr︸ ︷︷ ︸
6.33
= κ(τS)−1
F˜(Z1 + S1)

tr
Θ(Z1, z)
=
(
κ(τS)
−1F˜(Z1 + S1)
)tr
Θ(Z1, z).
Aus der linearen Unabhängigkeit der Theta-Reihen können wir nun
F(Z1) = κ(τS)−1 F(Z1 + S1)⇔ F(Z1 + S1) = κ(τS) F(Z1)
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für alle S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC), folgern. Dies zeigt Eigenschaft (VM2).
Aus der Darstellung von F als Linearkombination von Theta-Reihen und mit Hilfe der Eigen-
schaften einer Jacobiform vom Gewicht k und Index m erhalten wir weiter
F˜tr(Z1) Θ(Z1, z) = F(Z1, z)
(J1)
= F(−Z−11 , zZ−11 ) det(Z1)−k e−2piimτ(zZ
−1
1 ,z)
= det(Z1)−k+4 F˜tr(−Z−11 ) det(Z1)−4 e−2piimτ(zZ
−1
1 ,z) Θ(−Z−11 , zZ−11 )
6.33
= det(Z1)−k+4 F˜tr(−Z−11 ) κ((J2 × E2)) Θ(Z1, z)
=
det(Z1)−k+4 κ((J2 × E2))tr︸ ︷︷ ︸
6.33
= κ((J2×E2))−1
F˜(−Z−11 )

tr
Θ(Z1, z)
=
(
det(Z1)−(k−4)κ((J2 × E2))−1F˜(−Z−11 )
)tr
Θ(Z1, z).
Die lineare Unabhängigkeit der Theta-Reihen liefert nun
F˜(Z1) = det(Z1)−(k−4)κ((J2 × E2))−1F˜(−Z−11 )⇔ F˜(−Z−11 ) = det(Z1)k−4κ((J2 × E2))F˜(Z1)
für alle Z1 ∈ H(2, C) und damit die Bedingung (VM1) aus 6.32. Es ist also F˜ eine vektorwer-
tige Modulform vom Gewicht k− 4 zur Gruppe Γ∗2 und Darstellung κ. 
In Kapitel 3.3 haben wir gesehen, dass die Abbildungen ρU für gewissen Matrizen U über
den ganzen Cayley Zahlen in der Modulgruppe vom Grad 2 enthalten sind. Ebenso wollen
wir nun für die Gruppe Γ∗2 Abbildungen ρU∗ angeben, die in Γ∗2 enthalten sind und für diese
Abbildungen die Matrix κ(ρU∗) berechnen.
Als erstes betrachten wir dazu Matrizen U der Form U =
( u1 u
u u2
)
, u1, u2 ∈ Z, u ∈ OC ,
u1u2 − N(u) = ±1.
Lemma 6.36 Sei U =
( u1 u
u u2
)
, u1, u2 ∈ Z, u ∈ OC , u1u2 − N(u) = ±1. Dann liegen die Abbil-
dungen ρ(−U 0
0 1
) in Γ∗2 . 
Beweis
Wir zeigen, dass die folgende Identität gilt
τ(U 0
0 0
) ◦ (J2 × E2) ◦ τ(U−1 0
0 0
) ◦ (J2 × E2) ◦ τ(U 0
0 0
) ◦ (J2 × E2) = ρ(−U 0
0 1
).
Mit Hilfe von 3.24 erhalten wir(
τ(U 0
0 0
) ◦ (J2 × E2) ◦ τ(U−1 0
0 0
) ◦ (J2 × E2) ◦ τ(U 0
0 0
) ◦ (J2 × E2)
)((
Z1 ztr
z z3
))
=
(
(τU◦ι◦τU−1◦ι◦τU◦ι)(Z1) ((zZ−11 )(τU(ι(Z1)))−1)(τU−1 (ι(τU(ι(Z1)))))−1
tr
((zZ−11 )(τU(ι(Z1)))
−1)(τU−1 (ι(τU(ι(Z1)))))
−1 z∗3
)
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mit
z∗3 = z3 + τ(((zZ−11 )(τU(ι(Z1)))
−1)(τU−1(ι(τU(ι(Z1)))))
−1, (zZ−11 )(τU(ι(Z1)))
−1)
+τ((zZ−11 )(τU(ι(Z1)))
−1, zZ−11 ) + τ(zZ
−1
1 , z).
In A.8 beziehungsweise A.9 haben wir gesehen, dass
((zZ−11 )(τU(ι(Z1)))
−1)(τU−1(ι(τU(ι(Z1)))))
−1 = −zU und z∗3 = z3
gilt. Beachten wir zusätzlich die Rechnungen in 3.6, so folgt für unsere Verkettung(
τ(U 0
0 0
) ◦ (J2 × E2) ◦ τ(U−1 0
0 0
) ◦ (J2 × E2) ◦ τ(U 0
0 0
) ◦ (J2 × E2)
)((
Z1 ztr
z z3
))
=
(
Z1[U] (−zU)tr
−zU z3
)
3.15
= ρ(−U 0
0 1
).
Dies zeigt die gewünschte Behauptung. 
Wir wollen nun im Folgenden weitere Werte der Darstellung κ : Γ∗2 → U (m16,C) aus 6.33
bestimmen.
Lemma 6.37 Seien q1, · · · , qd, d = m16, ein Vertretersystem von O1×2C /mO1×2C und U =
( u1 u
u u2
)
,
u1, u2 ∈ Z, u ∈ OC , u1u2 − N(u) = ±1. Dann gilt
κ
(
ρ(−U 0
0 1
)) = (rij)1≤i,j≤m16 mit rij =
{
1, falls qj ≡ −qiUtr mod mO1×2C
0, sonst. 
Beweis
Wir haben bereits in 6.36 gesehen, dass die folgende Identität gilt
τ(U 0
0 0
) ◦ (J2 × E2) ◦ τ(U−1 0
0 0
) ◦ (J2 × E2) ◦ τ(U 0
0 0
) ◦ (J2 × E2) = ρ(U 0
0 −1
).
Da κ ein Gruppenhomomorphismus ist, erhalten wir weiter
κ
(
ρ(−U 0
0 1
)) = κ(τ(U 0
0 0
)) κ((J2 × E2))κ(τ(U−1 0
0 0
)) κ((J2 × E2))κ(τ(U 0
0 0
)) κ((J2 × E2)).
Definieren wir Θ und Θ˜ wie in 6.33 und beachten den Beweis von 3.53, so ergibt sich
Θ˜|4 [ρ
(−U 0
0 1
)] (( Z1 ztrz z3 )) = Θ(Z1[U],−zU) e2piimz3 j4(ρ(−U 0
0 1
), Z)︸ ︷︷ ︸
=1
=

ϑm,q1(Z1[U],−zU)
ϑm,q2(Z1[U],−zU)
...
ϑm,qd(Z1[U],−zU)
 e2piimz3 6.30=

ϑm,−q1Utr(Z1, z)
ϑm,−q2Utr(Z1, z)
...
ϑm,−qdUtr(Z1, z)
 e2piimz3
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= (rij)1≤i,j≤m16

ϑm,q1(Z1, z)
ϑm,q2(Z1, z)
...
ϑm,qd(Z1, z)
 e2piimz3 = (rij)1≤i,j≤m16 Θ˜(Z).
Nach dem Beweis von 6.33 gilt andererseits
Θ˜|4 [ρ
(−U 0
0 1
)](Z)
= Θ˜|4 [τ
(
U 0
0 0
) ◦ (J2 × E2) ◦ τ(U−1 0
0 0
) ◦ (J2 × E2) ◦ τ(U 0
0 0
) ◦ (J2 × E2)](Z)
3.43
= Θ˜|4 [τ
(
U 0
0 0
)] |4 [(J2 × E2)] |4 [τ(U−1 0
0 0
)] |4 [(J2 × E2)] |4 [τ(U 0
0 0
)] |4 [(J2 × E2)](Z)
6.33
= κ(τ(U 0
0 0
)) κ((J2 × E2)) κ(τ(U−1 0
0 0
)) κ((J2 × E2)) κ(τ(U 0
0 0
)) κ((J2 × E2)) Θ˜(Z)
= κ
(
ρ(−U 0
0 1
)) Θ˜(Z).
Aus den gerade gezeigten Gleichungen können wir nun
(rij)1≤i,j≤m16 Θ(Z1, z) = κ
(
ρ(−U 0
0 1
)) Θ(Z1, z)
folgern. Die lineare Unabhängigkeit der Theta-Reihen liefert dann mit
κ
(
ρ(−U 0
0 1
)) = (rij)1≤i,j≤m16 = (rij)1≤i,j≤m16
die Behauptung. 
Es finden sich noch weitere Abbildungen, welche in der Γ∗2 liegen, und unter κ ein ähnliches
Transformationsverhalten haben, wie die gerade betrachteten Abbildungen ρ(−U 0
0 1
), U =( u1 u
u u2
)
, u1, u2 ∈ Z, u ∈ OC , u1u2 − N(u) = ±1.
Lemma 6.38 Sei
U ∈
{ (
0 ±1
±1 0
)
,
(
±1 u
0 ±1
)
,
(
±1 0
u ±1
)
,
(
0 ±1
±1 u
)
,
(
u ±1
±1 0
)
, u ∈ OC ,(
ε 0
0 ε
)
, ε ∈ O×C ,
(
u1 u
u u2
)
, u1, u2 ∈ Z, u ∈ OC , u1u2 − N(u) = ±1
}
,
dann liegen die Abbildungen ρ(±U 0
0 1
) in Γ∗2 und es gilt
κ
(
ρ(−U 0
0 1
)) = (rij)1≤i,j≤m16 mit rij =
{
1, falls qj ≡ −qiUtr mod mO1×2C
0, sonst
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beziehungsweise
κ
(
ρ(U 0
0 1
)) = (rij)1≤i,j≤m16 mit rij =
{
1, falls qj ≡ qiUtr mod mO1×2C
0, sonst. 
Beweis
Für die Abbildungen ρ(−U 0
0 1
), U = ( u1 uu u2 ), wurde die Behauptung bereits in 6.37 gezeigt.
Dann liegen aber ebenso die Abbildungen ρ(U 0
0 1
) für U = ( u1 uu u2 ) in Γ∗2 und erfüllen
κ(ρ(U 0
0 1
)) = κ(ρ(−(−U) 0
0 1
)) = (rij)1≤i,j≤m16 mit rij =
{
1, falls qj ≡ −qi(−U)tr mod mO1×2C
0, sonst
= (rij)1≤i,j≤m16 mit rij =
{
1, falls qj ≡ qiUtr mod mO1×2C
0, sonst.
In 3.17 haben wir bereits gesehen, wie sich die restlichen Abbildungen als Komposition der
Abbildungen ρ(±U 0
0 1
) für U = ( u1 uu u2 ) schreiben lassen, sodass sämtliche angegebene Ab-
bildungen auch wirklich in Γ∗2 enthalten sind. Wollen wir nun schauen, auf welche Matrizen
diese Abbildungen via κ abgebildet werden, so nutzen wir die Definition von Θ˜ aus 6.33 so-
wie die im Beweis zu diesem Lemma hergeleitete Formel
Θ˜|4 [g](Z) = κ(g) Θ˜(Z) für alle g ∈ Γ∗2 und Z ∈ H(3, C).
Mit den Eigenschaften der Theta-Reihen zur Charakteristik m und q aus 6.30 folgt damit
κ(ρ(±U 0
0 1
)) Θ˜(Z) = Θ˜|4 [ρ(±U 0
0 1
)](Z) = Θ(Z1[U],±zU) e2piimz3 j4(ρ(±U 0
0 1
), Z)︸ ︷︷ ︸
=1
=

ϑm,q1(Z1[U],±zU)
ϑm,q2(Z1[U],±zU)
...
ϑm,qm16 (Z1[U],±zU)
 e2piimz3 =

ϑm,±q1Utr(Z1, z)
ϑm,±q2Utr(Z1, z)
...
ϑm,±qm16 U
tr(Z1, z)
 e2piimz3
= (rij)1≤i,j≤m16

ϑm,q1(Z1, z)
ϑm,q2(Z1, z)
...
ϑm,qm16 (Z1, z)
 e2piimz3 = (rij)1≤i,j≤m16 Θ˜(Z)
mit
rij =
{
1, falls qj ≡ ±qiUtr mod mO1×2C
0, sonst.
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Aus dieser Rechnungen schließen wir direkt
κ(ρ(±U 0
0 1
)) Θ(Z1, z) = (rij)1≤i,j≤m16 Θ(Z1, z) = (rij)1≤i,j≤m16 Θ(Z1, z),
woraus aus der linearen Unabhängigkeit der Theta-Reihen sofort die gewünschte Behaup-
tung folgt. 
Zum Abschluss dieses Unterkapitels wollen wir nun noch einen Zusammenhang zwischen
Jacobiformen und vektorwertigen Modulformen herleiten.
Satz 6.39 Seien k ∈ 2Z, m ∈N und κ sowie Θ wie in 6.33 definiert. Dann ist die Abbildung{
F ∈ MVk−4(Γ∗2 , κ)
}
→ Jk,m, F 7→ FtrΘ
ein Isomorphismus. 
Beweis
Wir zeigen zunächst die Wohldefiniertheit der Abbildung, also dass FtrΘ eine Jacobiform vom
Gewicht k und Index m ist, wenn F eine vektorwertige Modulform vom Gewicht k − 4 zur
Gruppe Γ∗2 und Darstellung κ ist. Wegen
F(Z1 + S1) = κ(τS) F(Z1) für alle S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC),
und
F(−Z−11 ) = det(Z1)k−4 κ((J2 × E2)) F(Z1)
folgt(
FtrΘ
)
(Z1 + S1, z) = Ftr(Z1 + S1)Θ(Z1 + S1, z) = (κ(τS)F(Z1))
tr Θ(Z1 + S1, z)
6.33
= (κ(τS)F(Z1))
tr κ(τS)Θ(Z1, z) = Ftr(Z1) κ(τS)tr κ(τS)︸ ︷︷ ︸
=Em16
Θ(Z1, z)
=
(
FtrΘ
)
(Z1, z)
für alle S1 ∈ Herm(2,OC) sowie(
FtrΘ
)
(−Z−11 , zZ−11 )
= Ftr(−Z−11 )Θ(−Z−11 , zZ−11 )
= det(Z1)k−4 (κ((J2 × E2))F(Z1))tr Θ(−Z−11 , zZ−11 )
6.33
= det(Z1)k−4 (κ((J2 × E2))F(Z1))tr det(Z1)4 e2piimτ(zZ−11 ,z) κ((J2 × E2)) Θ(Z1, z)
= det(Z1)k e2piimτ(zZ
−1
1 ,z) Ftr(Z1) κ((J2 × E2))tr κ((J2 × E2))︸ ︷︷ ︸
=Em16
Θ(Z1, z)
= det(Z1)k e2piimτ(zZ
−1
1 ,z)
(
FtrΘ
)
(Z1, z).
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Diese beiden Rechnungen zeigen Bedingung (J1) aus 6.1. Seien nun λ, µ ∈ O1×2C beliebig. Mit
Hilfe der in 6.27 nachgerechneten Eigenschaften der Theta-Reihen zur Charakteristik m und
q folgt nun(
FtrΘ
)
(Z1, z + λZ1 + µ) = Ftr(Z1) Θ(Z1, z + λZ1 + µ)
= Ftr(Z1)

ϑm,q1(Z1, z + λZ1 + µ)
ϑm,q2(Z1, z + λZ1 + µ)
...
ϑm,qm16 (Z1, z + λZ1 + µ)

6.27
= Ftr(Z1)

ϑm,q1(Z1, z) e
−2piimτ(Z1,λtrλ) e−4piimτ(λ,z)
ϑm,q2(Z1, z) e
−2piimτ(Z1,λtrλ) e−4piimτ(λ,z)
...
ϑm,qm16 (Z1, z) e
−2piimτ(Z1,λtrλ) e−4piimτ(λ,z)

= e−2piimτ(Z1,λ
tr
λ) e−4piimτ(λ,z) FtrΘ(Z1, z).
Dies zeigt Bedingung (J2) aus 6.1, sodass FtrΘ insgesamt eine Jacobiform vom Gewicht k
und Index m ist. Aufgrund der linearen Unabhängigkeit der Theta-Reihen schließen wir so-
fort, dass die Abbildung zusätzlich injektiv ist. Es bleibt demnach noch zu zeigen, dass die
Abbildung auch surjektiv ist. Sei dazu f ∈ Jk,m beliebig. Nach 6.31 lässt sich f gerade als
Linearkombination der Theta-Reihen ϑm,qi , 1 ≤ i ≤ m16, (die q1, · · · , qm16 seien ein Vertre-
tersystem von O1×2C /mO1×2C ) schreiben, wobei die Koeffizienten gerade die Funktionen Fqi
aus 6.22 sind, welche - wenn wir sie in einen Vektor (Fq1 , · · · , Fqm16 )tr schreiben - sich nach
6.35 als vektorverwertige Modulform vom Gewicht k − 4 zur Gruppe Γ∗2 und Darstellung κ
herausstellen. 
Betrachten wir noch den Spezialfall m = 1 so erhalten wir aus 6.39 das folgende Ergebnis.
Korollar 6.40 Sei k ∈N gerade, k ≥ 4, dann ist die Abbildung
Mk−4(Γ2)→ Jk,1, f 7→ f · ϑ1,( 0 0 )
ein Isomorphismus. 
Beweis
Es gilt κ((J2 × E2)) = 1 und κ(τS) = 1 für alle S =
( S1 0
0 0
) ∈ Herm(3,OC), S1 ∈ Herm(2,OC).
Damit ist eine vektorwertige Modulform vom Gewicht k− 4 zur Gruppe Γ∗2 und Darstellung
κ gerade eine holomorphe Funktion f : H(2, C)→ Cmit
F(−Z−11 ) = det(Z1)k−4 F(Z1) und
F(Z1 + S1) = F(Z1) für alle S1 ∈ Herm(2,OC).
Nach Definition 3.40 ist f damit eine Modulform zur Modulgruppe vom Grad 2. Den ge-
wünschten Isomorphismus liefert nun Satz 6.39. 
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Bemerkung 6.41 In Kapitel 5 haben wir an dieser Stelle weitere Beispiele von Jacobiformen
angegeben, die sogenannten Jacobi-Eisensteinreihen. Betrachten wir den Index m ∈ N, so
stellt sich auch hier die Frage, ob es möglich ist, Jacobi-Eisensteinreihen zu definieren. Der
Ansatz von Eie in [E00, S.583] scheitert, da seine angegebene Abbildung ψ - wie wir in 6.34
gesehen haben - kein Gruppenhomomorphismus ist und damit insbesondere die Summation
nicht mehr unabhängig vom gewählten Vertreter ist.
Ein alternativer Ansatz wäre hier die Gruppe Γ∗2 aus 3.35 zu betrachten und in Analogie zu
Kapitel 5 den Strichoperator |k [g] aus 3.43 geeignet einzusetzen. Hier ist jedoch noch offen,
wie eine entsprechende Untergruppe Γ∗2,0 aussehen müsste und ob die Reihe, die wir auf diese
Art erhalten, auch wirklich konvergiert. 
6.3 Jacobiformen zum Index 0
Ab Mitte dieses Kapitels, genauer gesagt ab der Definition der Theta-Reihen zur Charakteris-
tik m und q, haben wir vorausgesetzt, dass m nicht den Wert Null annimmt. Wir wollen uns
nun zum Abschluss des Kapitels kurz anschauen, wieso dies keine große Einschränkung war
und dieser Fall wieder auf „Bekanntes“ zurückzuführen ist.
Schauen wir in die Definition einer Jacobiform vom Gewicht k und Index m ∈N0 aus 6.1 und
beachten zusätzlich den Koecher-Effekt, der uns eine Fourier-Entwicklung liefert, in der nur
über positiv semidefinite Matrizen summiert wird (vergleiche 6.21), so erfüllt eine Jacobiform
F vom Gewicht k und Index m = 0 die folgenden Bedingungen: F ist eine auf H(2, C)× C1×2
C
holomorphe Funktion mit
(J1) F(−Z−11 , zZ−11 ) = det(Z1)k F(Z1, z) und F(Z1+S, z) = F(Z1, z) für alle S ∈ Herm(2,OC).
(J2) F(Z1, z + λZ1 + µ) = F(Z1, z) für alle λ, µ ∈ O1×2C .
(J3) F besitzt eine absolut konvergente Fourier-Entwicklung der Form
∑
R∈Herm(2,OC ), t∈O1×2C ,(
R ttr
t 0
)
≥0
αF(R, t) e2piiτ(R,Z1) e4piiτ(t,z).
Aus der Bedingung
(
R ttr
t 0
)
≥ 0 in (J3) können wir direkt t = (0 0) folgern, da andernfalls die
Matrix nicht positiv semidefinit wäre. Somit verschwindet aber der hintere Exponentialterm
und F ist nur noch eine Funktion, die von Z1 abhängt. Zusammengefasst bedeutet dies:
F ist eine holomorphe Funktion vonH(2, C) nach C, die die Eigenschaften
F(−Z−11 ) = det(Z1)kF(Z1) und F(Z1 + S) = F(Z1)
für alle S ∈ Herm(2,OC) erfüllt. F ist also eine Modulform vom Gewicht k auf dem Cayley
Halbraum vom Grad 2 (vergleiche 3.40). Damit müssen wir die Jacobiformen vom Gewicht k
und Index m = 0 nicht näher untersuchen.
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A Anhang
Rechnung A.1 zum Beweis von 2.15.
Behauptung 1:
Sei y ∈ C3\
(
0
0
0
)
mit y1 oder y3 ∈ R und sei m1, m2 > 0 sowie m1m2 − N(m12) > 0. Dann gilt
M[y] = N(y1 + (m2m13 −m12m23) 1m1m2−N(m12)y3)
(
m1m2−N(m12)
m2
)
+N(y2 + m23y3 1m2 + m12y1
1
m2
)m2 + N(y3)
(
det(M)
m1m2−N(m12)
)
.
Beweis:
Wir zeigen zunächst
det(M)
m1m2−N(m12) = m3 − N(m23)
1
m2
− N(m13 −m12m23 1m2 )
m2
m1m2−N(m12) .
Dazu multiplizieren wir die rechte Seite der Gleichung mit m1m2 − N(m12). Wir erhalten(
m3 − N(m23) 1m2 − N(m13 −m12m23 1m2 )
m2
m1m2−N(m12)
)
· (m1m2 − N(m12))
= m1m2m3 −m3N(m12)− N(m23)m1 + N(m23)N(m12) 1m2 − N(m13m2 −m12m23) 1m2
= m1m2m3 −m1N(m23)−m3N(m12) + N(m23)N(m12) 1m2 −m2N(m13)
−N(m12)N(m23) 1m2 + 2Re(m12m23m13)
= m1m2m3 −m1N(m23)−m3N(m12)−m2N(m13) + 2Re(m12m23m13)
= det(M).
Setzen wir dies in die rechte Seite der Ursprungsgleichung ein, so folgt
N(y1 + (m2m13 −m12m23) 1m1m2−N(m12)y3)
(
m1m2−N(m12)
m2
)
+ N(y2 + m23y3 1m2 + m12y1
1
m2
)m2
+N(y3)
(
det(M)
m1m2−N(m12)
)
= N(y1)
m1m2−N(m12)
m2
+ N(y3)N(m2m13 −m12m23) 1m2(m1m2−N(m12)) + 2Re(y1m13y3)
−2Re(y1(m12m23)y3) 1m2 + N(y2)m2 + N(m23y3 + m12y1) 1m2 + 2Re(y2m23y3)
+2Re(y1m12y2) + N(y3)
(
m3 − N(m23) 1m2 − N(m13 −m12m23 1m2 )
(
m2
m1m2−N(m12)
))
= N(y1)m1 − N(y1)N(m12) 1m2 + N(y3)N(m2m13 −m12m23) 1m2(m1m2−N(m12)) + 2Re(y1m13y3)
−2Re(y1(m12m23)y3) 1m2 + N(y2)m2 + N(m23)N(y3) 1m2 + N(m12)N(y1) 1m2
+2Re((y1m12)(m23y3)) 1m2 + 2Re(y2m23y3) + 2Re(y1m12y2) + N(y3)m3 − N(y3)N(m23) 1m2
−N(y3)N(m13m2 −m12m23) 1m2(m1m2−N(m12))
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= N(y1)m1 + 2Re(y1m13y3) + N(y2)m2 + 2Re(y2m23y3) + 2Re(y1m12y2) + N(y3)m3
−2Re(y1(m12m23)y3) 1m2 + 2Re((y1m12)(m23y3)) 1m2︸ ︷︷ ︸
=0, da y1∈R oder y3∈R
= M[y]
Behauptung 2:
Sei y ∈ C3\
(
0
0
0
)
mit y2 ∈ R und sei m1, m2 > 0 sowie m1m2 − N(m12) > 0. Dann gilt
M[y] = N(y2 + (m1m23 −m12m13) 1m1m2−N(m12)y3)
(
m1m2−N(m12)
m1
)
+N(y1 + m12y2 1m1 + m13y3
1
m1
)m1 + N(y3)
(
det(M)
m1m2−N(m12)
)
.
Beweis:
Wir zeigen zunächst
det(M)
m1m2−N(m12) = m3 − N(m13)
1
m1
− N(m1m23 −m12m13) 1(m1m2−N(m12))m1 .
Dazu multiplizieren wir die rechte Seite der Gleichung mit m1m2 − N(m12). Wir erhalten
(m1m2 − N(m12))
(
m3 − N(m13) 1m1 − N(m1m23 −m12m13) 1(m1m2−N(m12))m1
)
= m1m2m3 −m3N(m12)− N(m13)m2 + N(m12)N(m13) 1m1 − N(m1m23 −m12m13) 1m1
= m1m2m3 −m3N(m12)−m2N(m13) + N(m12)N(m13) 1m1 −m1N(m23)
−N(m12)N(m13) 1m1 + 2Re(m12m23m13)
= det(M).
Setzen wir dies in die rechte Seite unserer Ursprungsgleichung ein, so folgt
N(y2 + (m1m23 −m12m13) 1m1m2−N(m12)y3)
(
m1m2−N(m12)
m1
)
+N(y1 + m12y2 1m1 + m13y3
1
m1
)m1 + N(y3)
(
det(M)
m1m2−N(m12)
)
= N(y1)m1 + N(m12y2 + m13y3) 1m1 + 2Re(y1m12y2) + 2Re(y1m13y3) + N(y2)
m1m2−N(m12)
m1
+N(y3)N(m1m23 −m12m13) 1m1(m1m2−N(m12)) + 2Re(y2m23y3)− 2Re(y2(m12m13)y3)
1
m1
+N(y3)(m3 − N(m13) 1m1 − N(m1m23 −m12m13) 1m1(m1m2−N(m12)) )
= N(y1)m1 + N(m12)N(y2) 1m1 + N(m13)N(y3)
1
m1
+ 2 1m1 Re((y2 m12)(m13y3))
+2Re(y1m12y2) + 2Re(y1m13y3) + N(y2)m2 − N(y2)N(m12) 1m1
+N(y3)N(m1m23 −m12m13) 1m1(m1m2−N(m12)) + 2Re(y2m23y3)− 2Re(y2(m12m13)y3)
1
m1
+N(y3)m3 − N(y3)N(m13) 1m1 − N(y3)N(m1m23 −m12m13) 1m1(m1m2−N(m12))
338
= N(y1)m1 + N(y3)m3 + 2Re(y1m12y2) + 2Re(y1m13y3) + N(y2)m2 + 2Re(y2m23y3)
−2 1m1 Re(y2(m12m13)y3) + 2 1m1 Re((y2 m12)(m13y3))︸ ︷︷ ︸
=0, da y2∈R
= M[y].
Behauptung 3:
Seien m1, m2, m3 > 0 und m1m2 − N(m12) > 0. Dann gilt
M
[(
m12m23−m13m3
m12m13−m23m1
m1m2−N(m12)
)]
= (m1m2 − N(m12))det(M).
Beweis:
M
[(
m12m23−m13m3
m12m13−m23m1
m1m2−N(m12)
)]
= N(m12m23 −m13m3)m1 + N(m12m13 −m23m1)m2 + N(m1m2 − N(m12))m3
+2Re((m23 m12 −m3m13)m12(m12m13 −m23m1))
+2Re((m23 m12 −m3m13)m13(m1m2 − N(m12)))
+2Re((m13m12 −m1m23)m23(m1m2 − N(m12)))
= N(m12)N(m23)m1 + N(m13)m1m22 − 2m1m2Re(m12m23m13) + N(m12)N(m13)m2
+N(m23)m21m2 − 2m1m2Re(m12m23m13) + m21m22m3 + N(m12)2m3 − 2m1m2N(m12)m3
+2Re(m13N(m12)m12m23 −m13N(m12)m13m2 −m1N(m12)N(m23) + m1m2m23 m12m13)
+2Re(m1m2m12m23m13 −m1m22N(m13)− N(m12)m12m23m13 + N(m12)N(m13)m2)
+2Re(m1m2m12m23m13 −m21m2N(m23)− N(m12)m12m23m13 + N(m12)N(m23)m1)
= N(m12)N(m23)m1 + N(m13)m1m22 − 2m1m2Re(m12m23m13) + N(m12)N(m13)m2
+N(m23)m21m2 − 2m1m2Re(m12m23m13) + m21m22m3 + N(m12)2m3 − 2m1m2N(m12)m3
+2N(m12)Re(m12m23m13)− 2N(m12)N(m13)m2 − 2m1N(m12)N(m23)
+2m1m2Re(m12m23m13) + 2m1m2Re(m12m23m13)− 2m1m22N(m13)
−2N(m12)Re(m12m23m13) + 2N(m12)N(m13)m2 + 2m1m2Re(m12m23m13)
−2m21m2N(m23)− 2N(m12)Re(m12m23m13) + 2m1N(m12)N(m23)
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= m1N(m23) (N(m12) + m1m2 − 2N(m12)− 2m1m2 + 2N(m12))
+m2N(m13) (m1m2 + N(m12)− 2N(m12)− 2m1m2 + 2N(m12))
+m3N(m12) (N(m12)−m1m2) + m1m2m3 (m1m2 − N(m12))
+2Re(m12m23m13) (−m1m2 −m1m2 + N(m12) + m1m2 + m1m2 − N(m12) + m1m2 − N(m12))
= m1m2m3(m1m2 − N(m12))−m1N(m23)(m1m2 − N(m12))−m2N(m13)(m1m2 − N(m12))
−m3N(m12)(m1m2 − N(m12)) + 2Re(m12m23m13)(m1m2 − N(m12))
= (m1m2 − N(m12))det(M)
Behauptung 4:
Seien m1, m2, m3 > 0 und m1m2 − N(m12) = 0. Dann gilt
M
[( m12m3−m1m3
m1m23−m13m12
)]
= m1m3det(M).
Beweis:
M
[( m12m3−m1m3
m1m23−m13m12
)]
= N(m12m3)m1 + N(m1m3)m2 + N(m1m23 −m13m12)m3 + 2Re((m3m12)m12(−m1m3))
+2Re((m3m12)m13(m1m23 −m13m12)) + 2Re((−m1m3)m23(m1m23 −m13m12))
= N(m12)m23m1 + m
2
1m
2
3m2 + m
2
1m3N(m23) + N(m13) N(m12)︸ ︷︷ ︸
=m1m2
m3 − 2m3m1Re(m12m23m13)
−2m1m23N(m12) + 2m1m3Re(m12m23m13)− 2m3N(m13) N(m12)︸ ︷︷ ︸
=m1m2
−2m21m3N(m23)
+2m1m3Re(m12m23m13)
= m1m3 (N(m12)m3 + m1m2m3 + m1N(m23) + m2N(m13)− 2Re(m12m23m13)− 2m3N(m12)
+2Re(m12m23m13)− 2m2N(m13)− 2m1N(m23) + 2Re(m12m23m13))
= m1m3 (m1m2m3 −m1N(m23)−m2N(m13)−m3N(m12) + 2Re(m12m23m13))
= m1m3det(M)
Behauptung 5:
Seien m1, m2 > 0, m1m2 − N(m12) = 0 und y2 oder y3 reell. Dann gilt
M[y] = N(y1 + m12y2 1m1 + m13y3
1
m1
)m1 + N(y3)
m1m3−N(m13)
m1
.
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Beweis:
Wir beginnen mit dem Umformen der rechten Seite der Gleichung
N(y1 + m12y2 1m1 + m13y3
1
m1
)m1 + N(y3)
m1m3−N(m13)
m1
= N(y1)m1 + N(m12y2 + m13y3) 1m1 + 2Re(y1m12y2) + 2Re(y1m13y3)
+N(y3)m3 − N(m13)N(y3) 1m1
= N(y1)m1 + N(y2)m2 + N(y3)m3 + 2Re(y1m12y2) + 2Re(y1m13y3) + 2Re(y2m23y3)
−m2N(y2)− 2Re(y2m23y3) + 1m1 N(m12)︸ ︷︷ ︸
=m1m2
N(y2) + 1m1 N(m13)N(y3)
+ 1m1 2Re((y2 m12)(m13y3))− 1m1 N(m13)N(y3)
= m1N(y1) + m2N(y2) + m3N(y3) + 2Re(y1m12y2) + 2Re(y1m13y3) + 2Re(y2m23y3)
−2Re(y2m23y3) + 1m1 2Re((y2 m12)(m13y3))
= M[y]− 2Re(y2m23y3) + 1m1 2Re((y2 m12)(m13y3)).
Wenn wir nun zeigen, dass
−2Re(y2m23y3) + 1m1 2Re((y2 m12)(m13y3)) = 0
gilt, sind wir fertig. Hier beachten wir, dass nach dem in 2.15 Gezeigten gilt m12m23 = m2m13.
Wegen N(m12) = m1m2 > 0 können wir die Gleichung mit m12 multiplizieren und erhalten
N(m12)︸ ︷︷ ︸
=m1m2
m23 = m2m12m13 ⇔ m23 = 1m1 m12m13.
Da nun y2 oder y3 reell ist, spielt die Klammerung im Realteil keine Rolle, sodass
−2Re(y2m23y3) + 1m1 2Re((y2 m12)(m13y3)) = −2Re(y2m23y3) + 2Re(y2 ( 1m1 m12m13)︸ ︷︷ ︸
=m23
y3)) = 0
und damit die Behauptung folgt.
Behauptung 6:
Seien m1, m2 > 0, m1m2 − N(m12) = 0 und y1 reell. Dann gilt
M[y] = N(m12y1 + m2y2 + m23y3) 1m2 + N(y3)
m2m3−N(m23)
m2
.
Beweis:
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Wir beginnen mit dem Umformen der rechten Seite der Gleichung
N(m12y1 + m2y2 + m23y3) 1m2 + N(y3)
m2m3−N(m23)
m2
= N(m12)︸ ︷︷ ︸
=m1m2
N(y1) 1m2 + N(m2y2 + m23y3)
1
m2
+ 2Re(y1m12y2) + 1m2 2Re((y1m12)(m23y3))
+N(y3)m3 − N(y3)N(m23) 1m2
= m1N(y1) + m2N(y2) + 1m2 N(m23)N(y3) + 2Re(y2m23y3) + 2Re(y1m12y2)
+ 1m2 2Re((y1m12)(m23y3)) + m3N(y3)− N(y3)N(m23) 1m2
= M[y]− 2Re(y1m13y3) + 1m2 2Re((y1m12)(m23y3)).
Wenn wir nun zeigen, dass
−2Re(y1m13y3) + 1m2 2Re((y1m12)(m23y3)) = 0
gilt, sind wir fertig. Hier beachten wir, dass nach dem in 2.15 Gezeigten gilt m12m23 = m2m13.
Dividieren wir auf beiden Seiten durch m2 > 0 und setzen dies in unsere Gleichung ein, so
gilt
−2Re(y1m13y3) + 1m2 2Re((y1m12)(m23y3))
= − 1m2 2Re(y1(m12m23)y3) + 1m2 2Re((y1m12)(m23y3))
= 0 
wegen y1 ∈ R (und der damit verbundenen möglichen Umklammerung).
Rechnung A.2 zum Beweis von 3.3
Behauptung 1:
Seien
Y =
 y1 y12 y13y12 y2 y23
y13 y23 y3
 und U =
n t 0t m 0
0 0 1
 ,
mit y1, y2, y3, n, m ∈ R und y12, y13, y23, t ∈ C, sowie nm− N(T) 6= 0. Dann gilt
det(Y[U]) = det
y1n2 + 2nRe(ty12) + y2N(t) ny1t + nmy12 + ty12t + y2mt ny13 + ty23y1nt + ty12t + nmy12 + my2t y1N(t) + 2mRe(ty12) + y2m2 ty13 + my23
y13n + y23 t y13t + y23m y3

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=
(
y1n2 + 2nRe(ty12) + N(t)y2
) (
y1N(t) + y2m2 + 2mRe(ty12)
)
y3
− (y1n2 + 2nRe(ty12) + N(t)y2)N(ty13 + my23)
− (y1N(t) + y2m2 + 2mRe(ty12))N(ny13 + ty23)
−y3N(ny1t + nmy12 + ty12t + y2mt)
+2Re((ny1t + nmy12 + ty12t + y2mt)(ny13 + ty23)(y13t + y23m))
= n2y1y2y3N(t) + 2n2my1y3Re(ty12) + n2m2y1y2y3 + 2ny1y3N(t)Re(ty12)
+2nmy3 2Re(ty12)2︸ ︷︷ ︸
1.6
=
N(t)N(y12+
Re((ty12)(ty12))
+2nm2y2y3Re(ty12) + y1y2y3N(t)2
+2my2y3N(t)Re(ty12) + m2y22y3N(t)
−(n2y1 + 2nRe(ty12) + N(t)y2)(N(t)N(y13) + m2N(y23) + 2mRe(y23y13t))
−(y1N(t) + 2mRe(ty12) + y2m2)(n2N(y13) + N(t)N(y23) + 2nRe(y23y13t))
−y3
n2y21N(t) + 2n2my1Re(ty12) + 2ny1 Re((ty12t)t)︸ ︷︷ ︸
1.6
=N(t)Re(ty12)
+2nmy1y2N(t) + n2m2N(y12)
+2nm Re((ty12t)y12)︸ ︷︷ ︸
1.6
=Re((ty12)(ty12))
+2nm2y2Re(ty12) + N(t)2N(y12) + y22m
2N(t) + 2my2 Re((ty12t)t)︸ ︷︷ ︸
1.6
=N(t)Re(ty12)

+2Re
(
(ny1t + nmy12 + ty12 + y2mt)(nN(y13)t + (ty13)(y23 t) + nmy23y13 + mN(y23)t)
)
= n2y21y3N(t) + 2n
2my1y3Re(ty12) + n2m2y1y2y3 + 2ny1y3N(t)Re(ty12) + 2nmy3N(t)N(y12)
+2nmy3Re((ty12)(ty12)) + 2nm2y2y3Re(ty12) + y1y2y3N(t)2 + 2my2y3N(t)Re(ty12)
+m2y22y3N(t)− n2y1N(t)N(y13)− n2m2y1N(y23)− 2y1n2mRe(y23y13t)
−2nN(t)N(y13)Re(ty12)− 2nm2N(y23)Re(ty12)− 4nmRe(ty12)Re(y23y13t)− y2N(t)2N(y13)
−m2y2N(t)N(y23)− 2my2N(t)Re(y23y13t)− n2y1N(t)N(y13)− y1N(t)2N(y23)
−2ny1N(t)Re(y23y13t)− 2n2mN(y13)Re(ty12)− 2mN(t)N(y23)Re(ty12)
−4nmRe(ty12)Re(y23y13t)− n2m2y2N(y13)−m2y2N(t)N(y23)− 2nm2y2Re(y23y13t)
−n2y21y3N(t)− 2n2my1y3Re(ty12)− 2ny1y3N(t)Re(ty12)− 2nmy1y2y3N(t)− n2m2y3N(y12)
−2nmy3Re((ty12)(ty12))− 2nm2y2y3Re(ty12)− y3N(t)2N(y12)−m2y22y3N(t)
−2my2y3N(t)Re(ty12) + 2n2y1N(y13)N(t) + 2ny1 Re(t(ty13)(y23 t))︸ ︷︷ ︸
1.6
=N(t)Re(y23y13t)
+2n2my1Re(y23y13t)
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+2nmy1N(t)N(y23) + 2n2mN(y13)Re(ty12) + 2nmRe(y12(ty13)(y23 t)) + 2n2m2Re(y12y23y13)
+2nm2N(y23)Re(ty12) + 2nN(y13) Re((ty12t)t)︸ ︷︷ ︸
+1.6
= N(t)Re(ty12)
+2 Re((ty12t)(ty13)(y23 t))︸ ︷︷ ︸
1.6
= Re((t(y12(t(ty13))))(y23 t))
= N(t)Re(t(y12y13)(y23 t))
1.6
= N(t)2Re(y12y23y13)
+2nmRe((ty12t)y23y13) + 2mN(y23)Re((ty12t)t)︸ ︷︷ ︸
1.6
=N(t)Re(ty12)
+2nmy2N(t)N(y13) + 2my2 Re(t(ty13)(y23 t))︸ ︷︷ ︸
1.6
=N(t)Re(y23y13t)
+2nm2y2Re(y23y13t) + 2m2y2N(t)N(y23)
= y1y2y3(n2m2 + N(t)2 − 2nmN(t))− y1N(y23)(n2m2 + N(t)2 − 2nmN(t))
−y2N(y13)(n2m2 + N(t)2 − 2nmN(t))− y3N(y12)(n2m2 + N(t)2 − 2nmN(t))
+2Re(y12y23y13)(n2m2 + N(t)2)− 8nmRe(ty12)Re(y23y13t)
+2nm Re(y12(ty13)(y23 t))︸ ︷︷ ︸
1.6
= Re(y12(t(y13y23)t))
1.6
= Re((y12t)((y13y23)t))
+2nm Re((ty12t)y23y13)︸ ︷︷ ︸
1.6
= Re((ty12)(t(y23y13)))
1.6
= Re((y12t)((y13y23)t))
= (nm− N(t))2det(Y)
+2nmN(t)2Re(y12y23y13)− 8nmRe(ty12)Re(y23y13t) + 4nmRe((y12t)((y13y23)t))︸ ︷︷ ︸
1.8
=0
= (nm− N(t))2det(Y)

Rechnung A.3 zum Beweis von 3.11:
Seien M1 =
(
a1 b1
c1 d1
)
, M2 =
(
a2 b2
c2 d2
)
∈ SL(2,Z), dann gilt
(M1 × E2) ((M2 × E2) (Z)) = ((M1M2)× E2)(Z) für alle Z ∈ H(2, C).
Beweis:
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Nach Definition 3.10 gilt
(M1 × E2) ((M2 × E2) (Z))
= (M1 × E2)
((
M2〈z1〉 (c2z1 + d2)−1z
(c2z1 + d2)−1z z2 − N(z)c2(c2z1 + d2)−1
))
=
(
M1〈M2〈z1〉〉
(c1M2〈z1〉+ d1)−1(c2z1 + d2)−1z
(c1M2〈z1〉+ d1)−1(c2z1 + d2)−1z
z2 − N(z)c2(c2z1 + d2)−1 − N((c2z1 + d2)−1z)c1(c1M2〈z1〉+ d1)−1
)
(?)
=
(
(M1M2)〈z1〉 ((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1z
((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1z z2 − N(z)(c1a2 + d1c2)((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1
)
.
Damit die Gleichung in (?) erfüllt ist, müssen wir also 3 Gleichungen zeigen
(1) M1〈M2〈z1〉〉 = (M1M2)〈z1〉,
(2) (c1M2〈z1〉+ d1)−1(c2z1 + d2)−1z = ((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1z und
(3) z2 − N(z)c2(c2z1 + d2)−1 − N((c2z1 + d2)−1z)c1(c1M2〈z1〉+ d1)−1
= z2 − N(z)(c1a2 + d1c2)((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1.
Aus [Kr08, S. 31] folgt wegen z1 ∈ H1 sofort Gleichung (1). In Gleichung (2) bleibt zu zeigen
(c1M2〈z1〉+ d1)−1(c2z1 + d2)−1 = ((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1.
Formen wir die linke Seite um, so erhalten wir
(c1(a2z1 + b2)(c2z1 + d2)−1 + d1)−1(c2z1 + d2)−1
= (c1(a2z1 + b2) + d1(c2z1 + d2))−1
= ((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1
und damit Gleichung (2). Für Gleichung (3) zeigen wir
N(z)c2(c2z1 + d2)−1 + N((c2z1 + d2)−1z)c1(c1M2〈z1〉+ d1)−1
= N(z)(c1a2 + d1c2)((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1.
Dies ist äquivalent zu
c2(c2z1 + d2)−1 + (c2z1 + d2)−2c1(c1M2〈z1〉+ d1)−1
= (c1a2 + d1c2)((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1.
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Formen wir auch hier die linke Seite der Gleichung um, so folgt
c2(c2z1 + d2)−1 + (c2z1 + d2)−2c1(c1M2〈z1〉+ d1)−1
= c2(c2z1 + d2)−1 + (c2z1 + d2)−2c1(c1(a2z1 + b2)(c2z1 + d2)−1 + d1)−1
= c2(c2z1 + d2)−1 + (c2z1 + d2)−1c1(c1(a2z1 + b2) + d1(c2z1 + d2))−1
= (c2z1 + d2)−1((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1 [c1 + c2 ((c1a2 + d1c2)z1 + (c1b2 + d1d2))]
= (c2z1 + d2)−1((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1
c1 (c2b2 + 1)︸ ︷︷ ︸
=a2d2
+(c2z1 + d2)(c1a2 + d1c2)− d2c1a2

= (c2z1 + d2)−1((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1 [(c2z1 + d2)(c1a2 + d1c2)]
= (c1a2 + d1c2)((c1a2 + d1c2)z1 + (c1b2 + d1d2))−1.
Damit ist schlussendlich auch Gleichung (3) bewiesen. 
Rechnung A.4 zum Beweis von 3.15
Behauptung:
Für alle Z ∈ H(3, C) gilt
(τU ◦ ι ◦ τU−1 ◦ ι ◦ τU ◦ ι)(Z) = Z[U] = ρU(Z) für U =
n t 0t m 0
0 0 1

mit n, m ∈ Z, t ∈ OC , nm− N(t) = ±1.
Beweis:
Da wir nach 3.3 bereits wissen, dass die Abbildung ρU ein Automorphimus auf dem Cayley
Halbraum vom Grad 3 ist, können wir auch äquivalent
(τU−1 ◦ ι ◦ τU ◦ ι)(Z) = (ι ◦ τ−U)(Z[U])
zeigen. Beginnen wir mit der linken Seite. Hier berechnen wir
ι(Z) = −1det(Z)
z2z3 − N(z23) z13z23 − z3z12 z12z23 − z2z13z23z13 − z3z12 z1z3 − N(z13) z12z13 − z1z23
z23 z12 − z2z13 z13z12 − z1z23 z1z2 − N(z12)

mit
det(Z) = z1z2z3 − z1N(z23)− z2N(z13)− z3N(z12) + 2Re(z12z23z13).
Wenden wir nun τU auf diesen Ausdruck an, so folgt
τU(ι(Z)) = −1det(Z)
z2z3 − N(z23)− ndet(Z) z13z23 − z3z12 − tdet(Z) z12z23 − z2z13z23z13 − z3z12 − tdet(Z) z1z3 − N(z13)−mdet(Z) z12z13 − z1z23
z23 z12 − z2z13 z13z12 − z1z23 z1z2 − N(z12)− det(Z).

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Die Determinante von τU(ι(Z)) ist dann gegeben durch
det(τU(ι(Z)))
=
(
−1
det(Z)
)3 · [ (z2z3 − N(z23)− ndet(Z)) (z1z3 − N(z13)−mdet(Z))
· (z1z2 − N(z12)− det(Z))− (z2z3 − N(z23)− ndet(Z)) N(z12z13 − z1z23)
− (z1z3 − N(z13)−mdet(Z)) N(z12z23 − z2z13)
− (z1z2 − N(z12)− det(Z)) N(z13z23 − z3z12 − tdet(Z))
+2Re ((z13z23 − z3z12 − tdet(Z)) (z12z13 − z1z23) (z23 z12 − z2z13))
]
=
(
−1
det(Z)
)3 [
z21z
2
2z
2
3 − z1z2z23N(z12)− z1z2z23det(Z)− z1z22z3N(z13) + z2z3N(z13)N(z12)
+z2z3N(z13)det(Z)− z1z22z3mdet(Z) + z2z3mN(z12)det(Z) + z2z3mdet(Z)2
−z21z2z3N(z23) + z1z3N(z23)N(z12) + z1z3N(z23)det(Z) + z1z2N(z23)N(z13)
−N(z12)N(z13)N(z23)− N(z23)N(z13)det(Z) + z1z2mN(z23)det(Z)−mN(z23)N(z12)det(Z)
−mN(z23)det(Z)2 − z21z2z3ndet(Z) + z1z3nN(z12)det(Z) + z1z3ndet(Z)2
+z1z2nN(z13)det(Z)− nN(z13)N(z12)det(Z)− nN(z13)det(Z)2 + z1z2nmdet(Z)2
−nmN(z12)det(Z)2 − nmdet(Z)3 − z2z3N(z12)N(z13)− z21z2z3N(z23) + 2z1z2z3Re(z12z23z13)
+N(z12)N(z13)N(z23) + N(z23)z21 − z1N(z23)2Re(z12z23z13) + nN(z12)N(z13)det(Z)
+z21nN(z23)det(Z)− 2z1nRe(z12z23z13)det(Z)− z1z3N(z12)N(z23)− z1z22z3N(z13)
+2z1z2z3Re(z12z23z13) + N(z12)N(z13)N(z23) + z22N(z3)
2 − 2z2N(z13)Re(z12z23z13)
+mN(z12)N(z23)det(Z) + z22mN(z13)det(Z)− 2mz2Re(z12z23z13)det(Z)− z1z2N(z13)N(z23)
+2z1z2z3Re(z12z23z13) + 2z1z2det(Z)Re(z13z23 t)− z1z2z23N(z12)− z1z2N(t)det(Z)2
−2z1z2z3Re(z12t)det(Z) + N(z12)N(z13)N(z23)− 2z3N(z12)Re(z12z23z13)
−2N(z12)det(Z)Re(z13z23 t) + N(z12)2z23 + N(z12)N(t)det(Z)2 + 2z3N(z12)Re(z12t)det(Z)
+N(z13)N(z23)det(Z)− 2z3det(Z)Re(z12z23z13)− det(Z)22Re(z13z23 t) + det(Z)z23N(z12)
+N(t)det(Z)3 + 2Re(z12t)z3det(Z)2 + 2Re((z13z23 z12)2)︸ ︷︷ ︸
1.8
=4Re(z12z23z13)2−2N(z12)N(z13)N(z23)
−2z2N(z13)Re(z12z23z13)
−2z1N(z23)Re(z12z23z13) + 2z1z2N(z23)N(z13)− 2z3N(z12)Re(z12z23z13) + 2z2z3N(z13)N(z12)
+2z1z3N(z23)N(z12)− 2z1z2z3Re(z12z23z13)− 2det(Z) Re(t(z12(z13z23)z12))︸ ︷︷ ︸
1.8
=2Re(z12t)Re(z12z23z13)−N(z12)Re(z13z23 t)
+2det(Z)z2N(z13)Re(z12t) + 2det(Z)z1N(z23)Re(z12t)− 2z1z2det(Z)Re(z13z23 t)
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=( −1
det(Z)
)3 [
det(Z)2
(
1− z3 − z2m− z1n + mz2z3 −mN(z23) + z1z3n− nN(z13)
z1z2nm− nmN(z12)− z1z2N(t) + N(z12)N(t)− 2Re(z13z23 t) + z3Re(z12t)
−2Re(z12t)
)
− det(Z)3(nm− N(t))
]
=
−1
det(Z)
[
1− z3 − z2m− z1n + m(z2z3 − N(z23)) + n(z1z3 − N(z13))
+(nm− N(t))(z1z2 − N(z12)− det(Z))− 2Re(z13z23 t) + (z3 − 1)2Re(z12t)
]
:=
−d
det(Z)
.
Damit folgt nun im nächsten Schritt
ι(τU(ι(Z)))
=
det(Z)
d
( −1
det(Z)
)2
 (z1z3 − N(z13)−mdet(Z))(z1z2 − N(z12)− det(Z))− N(z12z13 − z1z23)(z12z13 − z1z23)(z23 z12 − z2z13)− (z1z2 − N(z12)− det(Z))(z23z13 − z3z12 − tdet(Z))
(z13z12 − z1z23)(z23z13 − z3z12 − tdet(Z))− (z1z3 − N(z13)−mdet(Z))(z23 z12 − z2z13)
(z12z23 − z2z13)(z13z12 − z1z23)− (z1z2 − N(z12)− det(Z))(z13z23 − z3z12 − tdet(Z))
(z2z3 − N(z23)− ndet(Z))(z1z2 − N(z12)− det(Z))− N(z12z23 − z2z13)
(z23 z12 − z2z13)(z13z23 − z3z12 − tdet(Z))− (z2z3 − N(z23)− ndet(Z))(z13z12 − z1z23)
(z13z23 − z3z12 − tdet(Z))(z12z13 − z1z23)− (z1z3 − N(z13)−mdet(Z))(z12z23 − z2z13)
(z23z13 − z3z12 − tdet(Z))(z12z23 − z2z13)− (z2z3 − N(z23)− ndet(Z))(z12z13 − z1z23)
(z2z3 − N(z23)− ndet(Z))(z1z3 − N(z23)−mdet(Z))− N(z13z23 − z3z12 − tdet(Z))

=
1
d · det(Z) · det(Z)
(
z1 − z1z3 + N(z13)−mz1z2 + mN(z12) + mdet(Z)
)
det(Z)
(
z12 + z1z2t− N(z12)t + z23z13 − z3z12 − tdet(Z)
)
det(Z)
(
z13 − (z13z12)t + z1z23 t + mz23 z12 −mz2z13
)
det(Z)
(
z12 + z1z2t− N(z12)t + z13z23 − z3z12 − tdet(Z)
)
det(Z)
(
z2 − z2z3 + N(z23)− nz1z2 + nN(z12) + ndet(Z)
)
det(Z)
(
z23 − (z23 z12)t + z2z13t + nz13z12 − nz1z23
)
det(Z)
(
z13 − t(z12z13) + z1tz23 + mz12z23 − z2mz13
)
det(Z)
(
z23 − t(z12z23) + tz2z13 + nz12z13 − nz1z23
)
det(Z)
(
z3 −m(z2z3 − N(z23))− n(z1z3 − N(z13))
+(nm− N(t))det(Z) + 2Re(z13z23 t)− 2z3Re(z12t))
)

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=
1
d
·
 z1 − (z1z3 − N(z13))−m(z1z2 − N(z12)− det(Z))z12 + (z1z2 − N(z12)− det(Z))t + z23z13 − z3z12
z13 + (z1z23 − z13z12)t + m(z23 z12 − z2z13)
z12 + (z1z2 − N(z12)− det(Z))t + z13z23 − z3z12
z2 − (z2z3 − N(z23))− n(z1z2 − N(z12)− det(Z))
z23 + (z2z13 − z23 z12)t + n(z13z12 − z1z23)
z13 + t(z1z23 − z12z13) + m(z12z23 − z2z13)
z23 + t(z2z13 − z12z23) + n(z12z13 − z1z23)
z3 −m(z2z3 − N(z23))− n(z1z3 − N(z13)) + (nm− N(t))det(Z) + 2Re(z13z23 t)− 2z3Re(z12t))

Im nächsten Schritt verketten wir nun mit τU−1 , wobei U−1 gegeben ist duch
U−1 =
1
nm− N(t)
m −t 0−t n 0
0 0 1
 =
m(nm− N(t)) −t(nm− N(t)) 0−t(nm− N(t)) n(nm− N(t)) 0
0 0 nm− N(t)
 .
Wir erhalten
τU−1(ι(τU(ι(Z))))
=
1
d
·
 z1 − (z1z3 − N(z13))−m(z1z2 − N(z12)− det(Z)) + m(nm− N(t))dz12 + (z1z2 − N(z12)− det(Z))t + z23z13 − z3z12 − t(nm− N(t))d
z13 + (z1z23 − z13z12)t + m(z23 z12 − z2z13)
z12 + (z1z2 − N(z12)− det(Z))t + z13z23 − z3z12 − t(nm− N(t))d
z2 − (z2z3 − N(z23))− n(z1z2 − N(z12)− det(Z)) + n(nm− N(t))d
z23 + (z2z13 − z23 z12)t + n(z13z12 − z1z23)
z13 + t(z1z23 − z12z13) + m(z12z23 − z2z13)
z23 + t(z2z13 − z12z23) + n(z12z13 − z1z23)
z3 −m(z2z3 − N(z23))− n(z1z3 − N(z13)) + (nm− N(t))det(Z) + 2Re(z13z23 t)− 2z3Re(z12t))
+(nm− N(t))d

= 1d

(nm− N(t))[N(t)(z1z3 − N(z13)) + m2(z2z3 − N(z23)) + m− z3m− z2m2 − z1N(t)
−2Re(z13z23 t)m + (z3 − 1)m2Re(z12t)
]
z12 + z23z13 − z3z12 + (nm− N(t))t
[− 1+ z3 + z2m + z1n−m(z2z3 − N(z23))
−n(z1z3 − N(z13)) + 2Re(z13z23 t)− (z3 − 1)2Re(z12t)
]
z13 + (z1z23 − z13z12)t + m(z23 z12 − z2z13)
z12 + z13z23 − z3z12 + (nm− N(t))t
[− 1+ z3 + z2m + z1n−m(z2z3 − N(z23))− n(z1z3 − N(z13))
+2Re(z13z23 t)− (z3 − 1)2Re(z12t)
]
(nm− N(t))[− z2N(t) + (z2z3 − N(z23))N(t) + n− nz3 − z1n2 + n2(z1z3 − N(z13))− 2Re(z13z23 t)n
+(z3 − 1)2nRe(z12t)
]
z23 + (z2z13 − z23 z12)t + n(z13z12 − z1z23)
z13 + t(z1z23 − z12z13) + m(z12z23 − z2z13)
z23 + t(z2z13 − z12z23) + n(z12z13 − z1z23)
1− z2m− z1n + (nm− N(t))(z1z2 − N(z12))− 2Re(z12t)
 .
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Auf der anderen Seite bereichnen wir
τ−U(Z[U])
=
 n2z1 + N(t)z2 + 2Re(z12t)− n (nz1 + mz2 − 1)t + nmz12 + zz12t nz13 + tz23(nz1 + mz2 − 1)t + nmz12 + tz12t m2z2 + 2Re(z12t)m−m + N(t)z1 tz13 + mz23
nz13 + z23 t z13t + mz23 z3 − 1
 .
Die Determinante dieses Ausdrucks ist gegeben durch
det(τ−U(Z[U]))
= (n2z1 + N(t)z2 + 2Re(z12t)n− n)(m2z2 + N(t)z1 + 2Re(z12t)m−m)(z3 − 1)
−(n2z1 + N(t)z2 + 2Re(z12t)n− n)N(mz23 + tz13)
−(m2z2 + N(t)z1 + 2Re(z12t)m−m)N(nz13 + tz23)
−(z3 − 1)N((nz1 + mz2 − 1)t + nmz12 + tz12t)
+2Re(((nz1 + mz2 − 1)t + nmz12 + tz12t)(tz13 + mz23)(nz13 + z23 t))
= n2m2z1z2z3 − n2m2z1z2 + n2z21z3N(t)− n2z21N(t) + n2mz1z32Re(z12t)− n2mz12Re(z12t)
−n2mz1z3 + n2mz1 + m2z22z3N(t)−m2z22N(t) + z1z2z3N(t)2 − z1z2N(t)2
+mz2z3N(t)2Re(z12t)−mz2N(t)2Re(z12t)−mz2z3N(t) + mz2N(t) + m2nz2z32Re(z12t)
−m2nz22Re(z12t) + nz1z3N(t)2Re(z12t)− nz1N(t)2Re(z12t) + 4nmz3Re(z12t)2
−4nmRe(z12t)2 − nmz32Re(z12t) + 2nmRe(z12t)− nm2z2z3 + nm2z2 − nz1z3N(t) + nz1N(t)
−nmz32Re(z12t) + nm2Re(z12t) + nmz3 − nm− n2z1N(t)N(z13)− n2m2z1N(z23)
−n2mz12Re(z13z23 t)− N(t)2z2N(z13)−m2z2N(t)N(z23)−mz2N(t)2Re(z13z23 t)
−nN(t)N(z13)2Re(z12t)− nm2N(z23)2Re(z12t) + nN(t)N(z13)− 4nmRe(z12t)Re(z13z23 t)
+nm2N(z23) + 2nmRe(z13z23 t)−m2z2N(t)N(z23)− n2m2z2N(z13)− 2nm2z2Re(z13z23 t)
−mN(t)N(z23)2Re(z12t)− n2mN(z13)2Re(z12t)− 4nmRe(z12t)Re(z13z23 t)− z1N(t)2N(z23)
−n2z1N(t)N(z13)− 2nz1N(t)Re(z13z23 t) + mN(t)N(z23) + n2mN(z13) + 2nmRe(z13z23 t)
−z3N(t)n2z21 − z3N(t)2nmz1z2 + z3N(t)2nz1 − z3N(t)m2z22 + z3N(t)2mz2 − z3N(t) + N(t)n2z21
+N(t)2nmz1z2 − N(t)2nz1 + N(t)m2z22 − N(t)2mz2 + N(t)− n2m2z3N(z12) + n2m2N(z12)
−z3N(t)2N(z12) + N(t)2N(z12)− 4nmz3Re(z12t)2 + 2nmz3N(t)N(z12) + 4nmRe(z12t)2
−2nmN(t)N(z12)− n2mz1z32Re(z12t)− nm2z2z32Re(z12t) + nmz32Re(z12t) + n2mz12Re(z12t)
+nm2z2z32Re(z12t)− 2nmRe(z12t)− nz1z3N(t)2Re(z12t)−mz2z3N(t)2Re(z12t)
+z3N(t)2Re(z12t) + nz1N(t)2Re(z12t) + mz2N(t)2Re(z12t)− N(t)2Re(z12t) + 2n2N(z13)z1N(t)
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+2nmz2N(z13)N(t)− 2nN(z13)N(t) + 2nz1N(t)Re(z13z23 t) + 2mz2N(t)Re(z13z23 t)
−N(t)2Re(z13z23 t) + 2n2mz1Re(z13z23 t) + 2nm2z2Re(z13z23 t)− 2nmRe(z13z23 t)
+2nmz1N(z23)N(t) + 2m2z2N(z23)N(t)− 2mN(z23)N(t) + 2n2mN(z13)Re(z12t)
+2nm Re(z12(t(z13z23)t))︸ ︷︷ ︸
1.8
=2Re(z12t)Re(z13z23 t)−N(t)Re(z12z23z13)
+2n2m2Re(z13z23 t)
+2nm2N(z23)Re(z12t) + 2nN(z13)N(t)Re(z12t) + 2N(t)2Re(z12z23z13)
+2nm Re((tz12t)(z23z13))︸ ︷︷ ︸
1.8
=2Re(z13z23 t)Re(z12t)−N(t)Re(z12z23z13)
+2mN(t)N(z23)Re(z12t)
−4nmN(t)Re(z12z23z13) + 4nmN(t)Re(z12z23z13)
= n2m2
(
det(Z)− z1z2 + N(z12)
)
+ N(t)2
(
det(Z)− z1z2 + N(z12)
)
−2nmN(t)(det(Z)− z1z2 + N(z12))+ N(t)(−mz2z3 + mz2 − nz1z3 + nz1 − z3 + 1
−2mN(z23) + 2m2z2N(z23)− 2nN(z13) + 2n2z1N(z13) + mN(z23)− n2z1N(z13)
−m2z2N(z23) + nN(z13)−m2z2N(z23)− n2z1N(z13) + 2nz1z3 + 2mz2z3 − 2nz1 − 2mz2
)
+2Re(z13z23 t)
(−mz2N(t) + nm− nz1N(t) + nm + nz1N(t) + mz2N(t)− N(t) + n2mz1
+nm2z2 − nm
)
+ n2m
(− z1z3 + z1 − z12Re(z13z23 t) + N(z13))+ nmz3 − nm
+m2n
(− z2z3 + z2 + N(z23)− 2z2Re(z13z23 t))+ 2Re(z12t)(mz2z3N(t)−mz2N(t)
+nz1z3N(t)− nz1N(t)− 2nmz3 + 2nm− nN(t)N(z13)−mN(t)N(z23)− nz1N(t)z3
−mz2z3N(t) + z3N(t) + nz1N(t) + mz2N(t)− N(t) + nN(z13)N(t) + mN(t)N(z23)
+nmz3 − nm
)
= 2Re(z12t)
(
(nm− N(t))(1− z3)
)
+ det(Z)− z1z2 + N(z12) + 2Re(z13z23t)(nm− N(t))
+(nm− N(t))(z3 − 1) + N(t)
(
mz2z3 −mz2 + nz1z3 − nz1 − nN(z13)−mN(z23)
)
+nm
(− nz1z3 + nz1 + nN(z13) + mN(z23)−mz2z3 + mz2)
= −(nm− N(t))(1− z3 −mz2 − nz1 + n(z1z3 − N(z13)) + m(z2z3 − N(z23))
+(nm− N(t))(z1z2 − N(z12)− det(Z))− 2Re(z13z23 t) + (z3 − 1)2Re(z12t)
)
= −(nm− N(t))d
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mit d wie oben. Damit sind wir nun in der Lage ι(τ−U(Z[U])) zu berechnen
ι(τ−U(Z[U]))
=
1
(nm− N(t))d
(m2z2 + 2Re(z12t)m−m + N(t)z1)(z3 − 1)− N(tz13 + mz23)
(tz13 + mz23)(nz13 + z23 t)− (z3 − 1)((nz1 + mz2 − 1)t + nmz12 + tz12t)
(z13t + mz23)((nz1 + mz2 − 1)t + nmz12 + tz12t)− (m2z2 + 2Re(z12t)m−m + N(t)z1)
·(nz13 + z23 t)
(nz13 + tz23)(z13t + mz23)− (z3 − 1)((nz1 + mz2 − 1)t + nmz12 + tz12t)
(n2z1 + N(t)z2 + 2Re(z12t)n− n)(z3 − 1)− N(nz13 + tz23)
(nz13 + z23 t)((nz1 + mz2 − 1)t + nmz12 + tz12t)− (n2z1 + N(t)z2 + 2Re(z12t)n− n)
·(z13t + mz23)
((nz1 + mz2 − 1)t + nmz12 + tz12t)(tz13 + mz23)− (m2z2 + 2Re(z12t)m−m + N(t)z1)
·(nz13 + tz23)
((nz1 + mz2 − 1)t + nmz12 + tz12t)(nz13 + tz23)− (n2z1 + N(t)z2 + 2Re(z12t)n− n)
·(tz13 + mz23)
(n2z1 + N(t)z2 + 2Re(z12t)n− n)(m2z2 + 2Re(z12t)m−m + N(t)z1)
−N((nz1 + mz2 − 1)t + nmz12 + tz12t)

=
nm− N(t)
d
m2(z2z3 − N(z23)) + N(t)(z1z3 − N(z13)) + m− z3m− z2m2 − z1N(t)− 2mRe(z13z23 t)
+(z3 − 1)2mRe(z12t)
z12N(t) + tz12t + (z12 + z23z13 − z3z12)(nm− N(t)) + z23z13N(t) + t(z13z23)t− z3z12N(t)
−z3tz12t + (−1+ z3 + z2m + z1n−m(z2z3 − N(z23))− n(z1z3 − N(z13)))t
(nm− N(t))(z13 + (z1z23 − z13z12)t + m(z23 z12 − z2z13) + (z13z12)t) + nm(z13t)z12
+(z13t)(tz12t)− nm2Re(z12t)z13
z12N(t) + tz12t + (z12 + z13z23 − z3z12)(nm− N(t)) + z13z23N(t) + t(z23z13)t− z3z12N(t)
−z3tz12t + (−1+ z3 + z2m + z1n−m(z2z3 − N(z23))− n(z1z3 − N(z13)))t
−N(t)z2 + N(t)(z2z3 − N(z23)) + n− nz3 − n2z1 + n2(z1z3 − N(z13))− 2Re(z13z23 t)n
+(z3 − 1)2nRe(z12t)
(nm− N(t))(z23 + (z2z13 − z23 z12)t + n(z13z12 − z1z23)) + nm(z23 z12)t + nm(z23 t)z12
−nm2Re(z12t)z23 − N(t)(z23 z12)t + (z23 t)(tz12t)
(nm− N(t))(z13 + t(z1z23 − z12z13) + m(z12z23 − z2z13) + t(z12z13)) + (tz12t)(tz13)
+nmz12(tz13)− nm2Re(z12t)z13
(nm− N(t))(z23 + t(z2z13 − z12z23) + n(z12z13 − z1z23)) + nmt(z12z23) + nmz12(tz23)
−nm2Re(z12t)z23 − N(t)t(z12z23) + (tz12t)(tz23)
(nm− N(t))(1− z2m− z1n + (z1z2 − N(z12))(nm− N(t))− 2Re(z12t))− 2nmN(t)N(z12)
+4nmRe(z12t)2 − 2nmRe((z12t)2)

(?)
= τU−1(ι(τU(ι(Z)))),
falls wir in (?) die folgenden Gleichungen für die Matrixeinträge (1, 2), 1, 3), (2, 3) und (3, 3)
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zeigen können:
(1, 2) : z12N(t) + tz12t + N(t)z13z23 + t(z23z13)t− z3z12N(t)− z3tz12t
= 2Re(z13z23 t)t− (z3 − 1)2Re(z12t)t
(1, 3) : (nm− N(t))t(z12z13) + nmz12(tz13) + (tz12t)(tz13)− 2nmRe(z12t)z13 = 0
(2, 3) : nmt(z12z23) + nmz12(tz23)− 2nmRe(z12t)z23 − N(t)t(z12z23) + (tz12t)(tz23) = 0
(3, 3) : −2nmN(t)N(z12) + 4nmRe(z12t)2 − 2nmRe((z12t)2) = 0.
Die letzte Identität folgt dabei direkt aus 1.8. Für die anderen Gleichungen werden im We-
sentlichen die Rechenregeln aus 1.4 und 1.6 benötigt. Für den Eintrag (2, 1) berechnen wir
2Re(z13z23 t)t− (z3 − 1)2Re(z12t)t
= ((z13z23)t + t(z23z13))t− z3(z12t + tz12)t + (z12t + tz12)t
= z13z23N(t) + t(z23z13)t− z3z12N(t)− z3tz12t + z12N(t) + tz12t,
für (1, 3) gilt
(nm− N(t))t(z12z13) + nmz12(tz13) + (tz12t)(tz13)− 2nmRe(z12t)z13
= nm
(
t(z12z13) + z12(tz13)− 2Re(z12t)z13
)︸ ︷︷ ︸
1.8
=0
−N(t)t(z12z13) + (tz12t)(tz13)
= (tz12t)(tz13)− t(z12(tt)z13) = (tz12t)(tz13)− t(z12((tt)z13))
= (tz12t)(tz13)− t(z12(t(tz13))) 1.6= (tz12t)(tz13)− (tz12t)(tz13) = 0
und mit einer analogen Rechnung für (2, 3) folgt schließlich
nmt(z12z23) + nmz12(tz23)− 2nmRe(z12t)z23 − N(t)t(z12z23) + (tz12t)(tz23)
= nm
(
t(z12z23) + z12(tz23)− 2Re(z12t)z23
)︸ ︷︷ ︸
1.8
=0
+(tz12t)(tz23)− N(t)t(z12z23)
= (tz12t)(tz23)− t(z12(tt)z23) = (tz12t)(tz23)− t(z12(t(tz23)))
= (tz12t)(tz23)− (tz12t)(tz23) = 0.
Damit ist insgesamt die Behauptung bewiesen. 
Rechnung A.5 zum Beweis von 3.23:
Behauptung 1:
Es gilt die folgende Identität((
0 −1
1 0
)
× E4
)
= ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS für S =
0 0 00 1 0
0 0 1
 ∈ Herm(3,OC).
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Beweis:
Sei Z ∈ H(3, C) beliebig. Dann ist τS(Z) gegeben durch
τS(Z) =
 z1 z12 z13z12 z2 + 1 z23
z13 z23 z3 + 1

mit
det(τS(Z))
= z1(z2 + 1)(z3 + 1)− z1N(z23)− (z2 + 1)N(z13)− (z3 + 1)N(z12) + 2Re(z12z23z13).
Wenden wir auf diesen Ausdruck ι an, so folgt
ι(τS(Z)) =
−1
det(τS(Z))
(z2 + 1)(z3 + 1)− N(z23) z13z23 − (z3 + 1)z12 z12z23 − (z2 + 1)z13z23z13 − (z3 + 1)z12 z1(z3 + 1)− N(z13) z12z13 − z1z23
z23 z12 − (z2 + 1)z13 z13z12 − z1z23 z1(z2 + 1)− N(z12)
 .
Verkettung mit τS liefert
τS(ι(τS(Z)))
=
−1
det(τS(Z))
(
(z2+1)(z3+1)−N(z23) z13z23−(z3+1)z12 z12z23−(z2+1)z13
z23z13−(z3+1)z12 z1(z3+1)−N(z13)−det(τS(Z)) z12z13−z1z23
z23 z12−(z2+1)z13 z13z12−z1z23 z1(z2+1)−N(z12)−det(τS(Z))
)
Als Determinante dieser Matrix erhalten wir
det(τS(ι(τS(Z))))
=
( −1
det(τSZ)
)3 [
((z2 + 1)(z3 + 1)− N(z23)) (z1(z3 + 1)− N(z13)− det(τS(Z)))
· (z1(z2 + 1)− N(z12)− det(τS(Z)))− ((z2 + 1)(z3 + 1)− N(z23)) N(z12z13 − z1z23)
− (z1(z3 + 1)− N(z13)− det(τS(Z))) N(z12z23 − (z2 + 1)z13)
− (z1(z2 + 1)− N(z12)− det(τS(Z))) N(z13z23 − (z3 + 1)z12)
+2Re ((z13z23 − (z3 + 1)z12)(z12z13 − z1z23)(z23 z12 − (z2 + 1)z13))
]
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=( −1
det(Z˜)
)3 [
z21(z2 + 1)
2(z3 + 1)2 − z1(z2 + 1)(z3 + 1)2N(z12)− z1(z2 + 1)(z3 + 1)2det(τS(Z))
−z1(z2 + 1)2(z3 + 1)N(z13) + (z2 + 1)(z3 + 1)N(z12)N(z13) + (z2 + 1)(z3 + 1)N(z13)det(τS(Z))
−z1(z2 + 1)2(z3 + 1)det(τS(Z)) + (z2 + 1)(z3 + 1)det(τS(Z))N(z12)
+(z2 + 1)(z3 + 1)det(τS(Z))2 − z21(z2 + 1)(z3 + 1)N(z23) + z1(z3 + 1)N(z23)N(z12)
+z1(z3 + 1)N(z23)det(τS(Z)) + z1(z2 + 1)N(z23)N(z13)− N(z23)N(z13)N(z12)
−N(z23)N(z13)det(τS(Z)) + z1(z2 + 1)N(z23)det(τS(Z))− N(z23)N(z12)det(τS(Z))
−N(z23)det(τS(Z))− z21(z2 + 1)(z3 + 1)N(z23)
−(z2 + 1)(z3 + 1)N(z12)N(z13) + z1(z2 + 1)(z3 + 1)2Re(z12z23z13) + N(z12)N(z23)N(z13)
+N(z23)z21 − z1N(z23)2Re(z12z23z13)− z1(z3 + 1)N(z12)N(z23)− z1(z2 + 1)2(z3 + 1)N(z13)
+z1(z2 + 1)(z3 + 1)2Re(z12z23z13) + N(z12)N(z23)N(z13) + (z2 + 1)2N(z13)2
−(z2 + 1)N(z13)2Re(z12z23z13) + N(z12)N(z23)det(τS(Z))− (z2 + 1)det(τS(Z))2Re(z12z23z13)
−z1(z2 + 1)N(z13)N(z23)− z1(z2 + 1)(z3 + 1)2N(z12) + z1(z2 + 1)(z3 + 1)2Re(z12z23z13)
+N(z12)N(z23)N(z13) + (z3 + 1)2N(z12)2 − (z3 + 1)N(z12)2Re(z12z23z13)
+N(z13)N(z23)det(τS(Z)) + N(z12)(z3 + 1)2det(τS(Z))− (z3 + 1)2Re(z12z23z13)det(τS(Z))
+2Re((z13z23)(z12z13)(z23 z12))− 2Re((z13z23)(z12z13)z13)(z2 + 1)− z1N(z23)2Re(z13z23 z12)
+2z1(z2 + 1)N(z23)N(z13)− (z3 + 1)N(z12)Re(z13z23 z12) + 2(z3 + 1)(z2 + 1)N(z13)N(z12)
+2z1(z3 + 1)N(z12)N(z23)− z1(z2 + 1)(z3 + 1)2Re(z12z23z13)
]
= (?).
Mit Hilfe der Moufang-Identitäten aus 1.6 berechnen wir
2Re((z13z23)(z12z13)(z23 z12)) = 2Re((z12z23)(z13z12)(z23 z13))
= 2Re(((z12z23)(z13z12)) (z23 z13))
1.6
= 2Re(((z12(z23z13))z12)(z23 z13))
= 2Re((z12(z23z13))(z12(z23 z13)))
= 2Re((z12(z23z13))2)
1.8
= 2Re((z12z23z13)2),
sowie
2Re((z13z23)(z12z13)z13) = 2Re((z13z23)((z12z13)z13))
= 2Re((z13z23)z12N(z13))
= N(z13)2Re(z12z23z13).
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Berechnen wir nun das Quadrat der Determinante von τS(Z), also
det(τS(Z))2
= (z1(z2 + 1)(z3 + 1)− z1N(z23)− (z2 + 1)N(z13)− (z3 + 1)N(z12) + 2Re(z12z23z13))2
= z21(z2 + 1)
2(z3 + 1)2 − 2z21(z2 + 1)(z3 + 1)N(z23)− 2z1(z2 + 1)2(z3 + 1)N(z13)
−2z1(z2 + 1)(z3 + 1)2N(z12) + 2z1(z2 + 1)(z3 + 1)2Re(z12z23z13) + z21N(z23)2
+2z1(z2 + 1)N(z23)N(z13) + 2z1(z3 + 1)N(z23)N(z12)− 2z1N(z23)2Re(z12z23z13)
+(z2 + 1)2N(z13)2 + 2(z2 + 1)(z3 + 1)N(z12)N(z13)− 2(z2 + 1)N(z13)2Re(z12z23z13)
+(z3 + 1)2N(z12)2 − 2(z3 + 1)N(z12)2Re(z12z23z13) + 4Re(z12z23z13)2,
so stellen wir durch anwenden von 1.8 und geschicktes zusammenfassen von (?) fest, dass
dieser ein Teil der Determinante von τS(ι(τS(Z))) bildet. Wir erhalten
(?)
=
( −1
det(τS(Z))
)3 [
det(τS(Z))2 + det(τS(Z))2((z2 + 1)(z3 + 1)− N(z23))− (z3 + 1)det(τS(Z))
· (z1(z2 + 1)(z3 + 1)− z1N(z23)− (z2 + 1)N(z13)− (z3 + 1)N(z12) + 2Re(z12z23z13))︸ ︷︷ ︸
det(τS(Z))
−(z2 + 1)det(τS(Z))
· (z1(z2 + 1)(z3 + 1)− z1N(z23)− (z2 + 1)N(z13)− (z3 + 1)N(z12) + 2Re(z12z23z13))︸ ︷︷ ︸
det(τS(Z))
]
=
−1
det(τS(Z))
[
1− (z3 + 1)− N(z23) + (z2 + 1)(z3 + 1)− (z2 + 1)
]
=
N(z23)− z2z3
det(τS(Z))
.
Damit können wir nun ι(τS(ι(τS(Z)))) berechnen. Da diese Matrix hermitesch ist, brauchen
wir nur die Einträge an den Stellen (1, 1), (1, 2), (1, 3), (2, 2), (2, 3) und (3, 3) ausrechnen.
Wieder mit Hilfe der Normformel und der Moufang-Identitäten aus 1.6 ergeben sich diese
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Einträge dann wie folgt
(1, 1) =
det(τS(Z))
z2z3 − N(z23) ·
(
1
det(τS(Z))
)2
·[
(z1(z3 + 1)− N(z13)− det(τS(Z)))(z1(z2 + 1)− N(z12)− det(τS(Z)))− N(z12z13 − z1z23)
]
=
1
(z2z3 − N(z23))det(τS(Z))
[
det(τS(Z))(−z1(z3 + 1) + N(z13)− z1(z2 + 1) + N(z12))
z1
(
z1(z2 + 1)(z3 + 1)− z1N(z23)− (z2 + 1)N(z13)− (z3 + 1)N(z12) + 2Re(z12z23z13)
)︸ ︷︷ ︸
det(τS(Z))
+N(z13)N(z12) + det(τS(Z))2 − N(z12)N(z13)
]
=
1
z2z3 − N(z23)
[
z1 − z1(z3 + 1) + N(z13)− z1(z2 + 1) + N(z12) + det(τS(Z))
]
=
1
z2z3 − N(z23)
[
− z1z3 + N(z13)− z1z2 − z1 + N(z12)
+(z1(z2 + 1)(z3 + 1)− z1N(z23)− (z2 + 1)N(z13)− (z3 + 1)N(z12) + 2Re(z12z23z13))
]
=
1
z2z3 − N(z23)
[
z1z2z3 − z1N(z23)− z2N(z13)− z3N(z12) + 2Re(z12z23z13))
]
=
det(Z)
z2z3 − N(z23) .
Der Eintrag (1, 2) ist gegeben durch
(1, 2) =
det(τS(Z))
z2z3 − N(z23) ·
(
1
det(Z˜)
)2
·[
(z12z23 − (z2 + 1)z13)(z13z12 − z1z23)− (z1(z2 + 1)− N(z12)− det(Z˜))(z13z23 − (z3 + 1)z12)
]
1.6
=
1
(z2z3 − N(z23))det(τS(Z))
[
z12(z23z13)z12 − z1N(z23)z12 − (z2 + 1)N(z13)z12 + z1(z2 + 1)z13z23
−z1(z2 + 1)z13z23 + z1(z2 + 1)(z3 + 1)z12 + (z12z12)(z13z23)︸ ︷︷ ︸
=z12(z12(z13z23))
−N(z12)(z3 + 1)z12
+det(τS(Z))(z13z23 − (z3 + 1)z12)
]
=
1
(z2z3 − N(z23))det(τS(Z))
[
det(τS(Z))(z12 + z13z23 − (z3 + 1)z12)
]
=
z13z23 − z3z12
z2z3 − N(z23) .
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Weiter gilt
(1, 3) =
det(τS(Z))
z2z3 − N(z23) ·
(
1
det(τS(Z))
)2 [
(z13z23 − (z3 + 1)z12)(z12z13 − z1z23)
−(z1(z3 + 1)− N(z13)− det(τS(Z)))(z12z23 − (z2 + 1)z13)
]
1.6
=
1
(z2z3 − N(z23))det(τS(Z))
[
z13(z23 z12)z13 − z1N(z23)z13 − (z3 + 1)N(z12)z13
+z1(z3 + 1)z12z23 − z1(z3 + 1)z12z23 + z1(z2 + 1)(z3 + 1)z13 + (z13z13)(z12z23)︸ ︷︷ ︸
z13(z13(z12z23))
−(z2 + 1)N(z13)z13 + det(τS(Z))(z12z23 − (z2 + 1)z13)
]
=
1
(z2z3 − N(z23))det(τS(Z))
[
det(τS(Z))(z13 + z12z23 − (z2 + 1)z13)
]
=
z12z23 − z2z13
z2z3 − N(z23) ,
sowie
(2, 2) =
det(τS(Z))
z2z3 − N(z23) ·
(
1
det(τS(Z))
)2
[
((z2 + 1)(z3 + 1)− N(z23))(z1(z2 + 1)− N(z12)− det(τS(Z)))− N(z12z23 − (z2 + 1)z13)
]
=
1
(z2z3 − N(z23))det(τS(Z))
[
− det(τS(Z))((z2 + 1)(z3 + 1)− N(z23)) + N(z23)N(z12)
−N(z12)N(z23) + (z2 + 1)(z1(z2 + 1)(z3 + 1)− (z3 + 1)N(z12)− z1N(z23)
−(z2 + 1)N(z13) + 2Re(z12z23z13))
]
=
1
(z2z3 − N(z23))det(τS(Z))
[
det(τS(Z))(z2 + 1− (z2 + 1)(z3 + 1) + N(z23))
]
=
−(z2 + 1)z3 + N(z23)
z2z3 − N(z23)
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und
(2, 3) =
det(τS(Z))
z2z3 − N(z23) ·
(
1
det(τS(Z))
)2
[
(z23z13 − (z3 + 1)z12)(z12z23 − (z2 + 1)z13)− ((z2 + 1)(z3 + 1)− N(z23))(z12z13 − z1z23)
]
1.6
=
1
(z2z3 − N(z23))det(τS(Z))
[
z23(z13z12)z23 − (z2 + 1)N(z13)z23 − (z3 + 1)N(z12)z23
+(z2 + 1)(z3 + 1)z12z13 − (z2 + 1)(z3 + 1)z12z13 + z1(z2 + 1)(z3 + 1)z23
+ (z23z23)(z12z13)︸ ︷︷ ︸
z23(z23(z12z13))
−z1N(z23)z23
]
=
1
(z2z3 − N(z23))det(τS(Z))
[
det(τS(Z))z23
]
=
z23
z2z3 − N(z23)
und schlussendlich
(3, 3) =
det(τS(Z))
z2z3 − N(z23) ·
(
1
det(τS(Z))
)2
[
((z2 + 1)(z3 + 1)− N(z23))(z1(z3 + 1)− N(z13)− det(τS(Z)))− N(z13z23 − (z3 + 1)z12)
]
=
1
(z2z3 − N(z23))det(τS(Z))
[
− det(τS(Z))((z2 + 1)(z3 + 1)− N(z23)) + N(z23)N(z13)
−N(z13)N(z23) + (z3 + 1)(z1(z2 + 1)(z3 + 1)− (z3 + 1)N(z12)− z1N(z23)
−(z2 + 1)N(z13) + 2Re(z12z23z13))
]
=
1
(z2z3 − N(z23))det(τS(Z))
[
det(τS(Z))(z3 + 1− (z2 + 1)(z3 + 1) + N(z23))
]
=
−z2(z3 + 1) + N(z23)
z2z3 − N(z23) .
Mit diesen Rechnungen folgt nun, dass die Matrix ι(τS(ι(τS(Z)))) gegeben ist durch
ι(τS(ι(τS(Z))))
=
1
z2z3 − N(z23)
 det(Z) z13z23 − z3z12 z12z23 − z2z13z23z13 − z3z12 −(z2 + 1)z3 + N(z23) z23
z23 z12 − z2z13 z23 −z2(z3 + 1) + N(z23)
 .
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Jetzt addieren wir noch einmal die Matrix S und erhalten
τS(ι(τS(ι(τS(Z)))))
=
1
z2z3 − N(z23) · det(Z) z13z23 − z3z12 z12z23 − z2z13z23z13 − z3z12 −(z2 + 1)z3 + N(z23) + (z2z3 − N(z23)) z23
z23 z12 − z2z13 z23 −z2(z3 + 1) + N(z23) + (z2z3 − N(z23))

=
1
z2z3 − N(z23)
 det(Z) z13z23 − z3z12 z12z23 − z2z13z23z13 − z3z12 −z3 z23
z23 z12 − z2z13 z23 −z2
 .
Nun muss zum Abschluss noch ein letztes mal invertiert und mit −1 multipliziert werden.
Dazu berechnen wir zunächst die Determinante der Matrix τS(ι(τS(ι(τS(Z))))). Diese ist ge-
geben durch
det(τS(ι(τS(ι(τS(Z))))))
=
(
1
z2z3 − N(z23)
)3 [
det(Z)z2z3 − det(Z)N(z23) + z3N(z12z23 − z2z13)
+z2N(z13z23 − z3z12) + 2Re((z13z23 − z3z12)z23(z23 z12 − z2z13))
]
=
(
1
z2z3 − N(z23)
)3 [
det(Z)(z2z3 − N(z23)) + z3N(z12)N(z23) + z3z22N(z13)
−2Re(z12z23z13)z2z3 + z2N(z13)N(z23) + z2z23N(z12)− z2z32Re(z12z23z13)
+2Re(z13N(z23)z23 z12 − N(z23)N(z13)z2 − z3N(z23)N(z12) + z2z3z12z23z13)
]
=
(
1
z2z3 − N(z23)
)3 [
det(Z)(z2z3 − N(z23)) + z3N(z12)(z2z3 − 2N(z23) + N(z23))
+z2N(z13)(z2z3 + N(z23)− 2N(z23))− 2Re(z12z23z13)(−z2z3 + z2z3 + z2z3 − N(z23))
]
=
(
1
z2z3 − N(z23)
)2 [
det(Z) + z3N(z12) + z2N(z13)− 2Re(z12z23z13)
]
=
(
1
z2z3 − N(z23)
)2 [
z1z2z3 − z1N(z23)− z2N(z13)− z3N(z12) + 2Re(z12z23z13) + z3N(z12)
+z2N(z13)− 2Re(z12z23z13)
]
=
(
1
z2z3 − N(z23)
)2 [
z1z2z3 − z1N(z23)
]
=
z1
z2z3 − N(z23) .
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Damit können wir nun im letzten Schritt ι(τS(ι(τS(ι(τS(Z)))))) berechnen. Wir erhalten
ι(τS(ι(τS(ι(τS(Z))))))
= − z2z3 − N(z23)
z1
·
(
1
z2z3 − N(z23)
)2
·z2z3 − N(z23) (z12z23 − z2z13)z23 + z2(z13z23 − z3z12) (z13z23 − z3z12)z23 + z3(z12z23 − z2z13)? −det(Z)z2 − N(z12z23 − z2z13) (z23z13 − z3z12)(z12z23 − z2z13)− det(Z)z23
? ? −det(Z)z3 − N(z13z23 − z3z12)

=
−1
z1(z2z3 − N(z23)) ·z2z3 − N(z23) −z12(z2z3 − N(z23)) −z13(z2z3 − N(z23))? (−z1z2 + N(z12))(z2z3 − N(z23)) −z1z23(z2z3 − N(z23)) + z12z13(z2z3 − N(z23))
? ? (−z1z3N(z13))(z2z3 − N(z23))

=
 −z−11 z12z−11 z13z−11z12z−11 z2 − N(z12)z−11 z23 − z12z13z−11
z13z−11 z23 − z13z12z−11 z3 − N(z13)z−11

=
((
0 −1
1 0
)
× E4
)
(Z).
Dabei beachten wir, dass die auftretenden Matrizen jeweils hermitesch sind und somit die
mit ? markierten Einträge lediglich das Konjugierte zu den entsprechenden Einträgen (1, 2),
(1, 3) und (2, 3) bilden.
Behauptung 2:
Seien M1, M2 ∈ SL(2,Z), dann gilt
(M1 × E4) ◦ (M2 × E4) = (M1M2 × E4).
Beweis:
Seien M1 und M2 aus SL2(Z) gegeben durch M1 =
(
a1 b1
c1 d1
)
beziehungsweise M2 =
(
a2 b2
c2 d2
)
.
Dann gilt
M1M2 =
(
a1a2 + b1c2 a1b2 + b1d2
c1a2 + d1c2 c1b2 + d1d2
)
:=
(
a′ b′
c′ d′
)
und damit
(M1M2 × E4)(Z) =
 (M1M2)〈z1〉 z12(c′z1 + d′)−1 z13(c′z1 + d′)−1z12tr(c′z1 + d′)−1 z2 − N(z12)c′(c′z1 + d′)−1 z23 − z12z13c′(c′z1 + d′)−1
z13(c′z1 + d′)−1 z23 − z13z12c′(c′z1 + d′)−1 z3 − N(z13)c′(c′z1 + d′)−1
 .
Setzen wir z = (z12 z13) und Z2 =
( z2 z23
z23 z3
)
, so lässt sich (M1M2 × E4)(Z) kürzer schreiben
als
(M1M2 × E4)(Z) =
(
(M1M2)〈z1〉 z(c′z1 + d′)−1
ztr(c′z1 + d′)−1 Z2 − c′ztrz(c′z1 + d′)−1
)
.
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Nach [Kr08, S.31 f.] gilt bereits (M1M2)〈z1〉 = M1〈M2〈z1〉〉 sowie (M1M2){z1} = M1{M2〈z1〉} ·
M2{z1}, wobei M{z1} definiert ist durch M{z1} := cz1 + d. Daher folgt
(M1M2 × E4)(Z) =
(
(M1M2)〈z1〉 z((M1M2){z1})−1
ztr((M1M2){z1})−1 Z2 − c′ztrz((M1M2){z1})−1
)
=
(
M1〈M2〈z1〉〉 z(M1{M2〈z1〉} ·M2{z1})−1
ztr(M1{M2〈z1〉} ·M2{z1})−1 Z2 − c′ztrz((M1M2){z1})−1
)
Auf der anderen Seite gilt
(M1 × E4)((M2 × E4)(Z))
= (M1 × E4)
((
M2〈z1〉 z(c2z1 + d2)−1
ztr(c2z1 + d2)−1 Z2 − c2ztrz(c2z1 + d2)−1
))
= (M1 × E4)
((
M2〈z1〉 z(M2{z1})−1
ztr(M2{z1})−1 Z2 − c2ztrz(M2{z1})−1
))
=
(
M1〈M2〈z1〉〉 z(M2{z1})−1(c1M2〈z1〉+ d1)−1
ztr(M2{z1})−1(c1M2〈z1〉+ d1)−1 Z2 − c2ztrz(M2{z1})−1 − c1ztrz(M2{z1})−2(c1M2〈z1〉+ d1)−1
)
=
(
M1〈M2〈z1〉〉 z(M1{M2〈z1〉})−1(M2{z1})−1
ztr(M1{M2〈z1〉})−1(M2{z1})−1 Z2 − c2ztrz(M2{z1})−1 − c1ztrz(M2{z1})−2(M1{M2〈z1〉})−1
)
sodass lediglich zu zeigen bleibt, dass der untere rechte Eintrag übereinstimmt. Also genügt
zu zeigen
c′ztrz((M1M2){z1})−1 = c2ztrz(M2{z1})−1 + c1ztrz(M2{z1})−2(M1{M2〈z1〉})−1
Schauen wir uns die rechte Seite genauer an
c2ztrz(M2{z1})−1 + c1ztrz(M2{z1})−2(M1{M2〈z1〉})−1
= ztrz
(
c2
M2{z1} +
c1
(M2{z1})2M1{M2〈z1〉}
)
= ztrz
(
c2
c2z1 + d2
+
c1
(c2z1 + d2)2(c1(a2z1 + b2)(c2z1 + d2)−1 + d1)
)
= ztrz
(
c2
c2z1 + d2
+
c1
(c2z1 + d2)(c1(a2z1 + b2) + d1(c2z1 + d2))
)
= ztrz
(
c2(c1a2z1 + c1b2 + d1c2z1 + d1d2)
(c2z1 + d2)(c1a2z1 + c1b2 + d1c2z1 + d1d2)
+
c1
(c2z1 + d2)(c1a2z1 + c1b2 + d1c2z1 + d1d2)
)
= ztrz
(
c2(c1a2z1 + c1b2 + d1c2z1 + d1d2) + c1
(c2z1 + d2)(c1a2z1 + c1b2 + d1c2z1 + d1d2)
)
= ztrz
(
c1c2a2z1 + c1c2b2 + d1c2c2z1 + d1c2d2 + c1
(c2z1 + d2)((c1a2 + d1c2)z1 + c1b2 + d1d2)
)
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= ztrz
(
c1a2(c2z1 + d2)− c1a2d2 + c1c2b2 + d1c2(c2z1 + d2)− d1c2d2 + d1c2d2 + c1
(c2z1 + d2)(c′z1 + d′)
)
= ztrz
(
(c1a2 + d1c2)(c2z1 + d2)− c1(a2d2 − 1) + c1c2b2
(c2z1 + d2)(c′z1 + d′)
)
Da M2 in der SL2(Z) liegt, gilt a2d2− c2b2 = 1⇔ a2d2− 1 = c2b2, so dass in unserer Rechnung
folgt
= ztrz
(
(c1a2 + d1c2)(c2z1 + d2)− c1(a2d2 − 1) + c1c2b2
(c2z1 + d2)(c′z1 + d′)
)
= ztrz
(
c′(c2z1 + d2)− c1c2b2 + c1c2b2
(c2z1 + d2)(c′z1 + d′)
)
= ztrz
(
c′
(c′z1 + d′)
)
= c′ztrz((M1M2){z1})−1,
wobei der letzte Ausdruck genau mit der linke Seite übereinstimmt. Damit ist insgesamt die
Behauptung bewiesen. 
Rechnung A.6 zum Beweis von 3.25:
Behauptung 1:
Es gilt
(J2 × E2) = ι ◦ τS ◦ ι ◦ τS ◦ ι ◦ τS für S =
0 0 00 0 0
0 0 1
 .
Beweis:
Wir berechnen zunächst τS(Z) und erhalten
τS(Z) =
 z1 z12 z13z12 z2 z23
z13 z23 z3 + 1
 .
Die Determinante dieser Matrix ist gegeben durch
det(τS(Z)) = z1z2(z3 + 1)− z1N(z23)− z2N(z13)− (z3 + 1)N(z12) + 2Re(z12z23z13).
Damit erhalten wir weiter
ι(τS(Z)) =
−1
det(τS(Z))
z2(z3 + 1)− N(z23) z13z23 − (z3 + 1)z12 z12z23 − z2z13z23z13 − (z3 + 1)z12 z1(z3 + 1)− N(z13) z12z13 − z1z23
z23 z12 − z2z13 z13z12 − z1z23 z1z2 − N(z12)
 .
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Nach erneuter Addition von S folgt
τS(ι(τS(Z)))
=
−1
det(τS(Z))
z2(z3 + 1)− N(z23) z13z23 − (z3 + 1)z12 z12z23 − z2z13z23z13 − (z3 + 1)z12 z1(z3 + 1)− N(z13) z12z13 − z1z23
z23 z12 − z2z13 z13z12 − z1z23 z1z2 − N(z12)− det(τS(Z))
 .
Von dieser Matrix berechnet sich die Determinante zu
det(τS(ι(τS(Z))))
=
( −1
det(τS(Z))
)3 [
(z2(z3 + 1)− N(z23)) (z1(z3 + 1)− N(z13)) (z1z2 − N(z12 − det(τS(Z))))
− (z2(z3 + 1)− N(z23)) N(z12z13 − z1z23)− (z1(z3 + 1)− N(z13)) N(z12z23 − z2z13)
− (z1z2 − N(z12 − det(τS(Z)))) N(z13z23 − (z3 + 1)z12)
+2Re((z13z23 − (z3 + 1)z12)(z12z13 − z1z23)(z23 z12 − z2z13))
]
=
( −1
det(τS(Z))
)3 [
z22(z3 + 1)
2z21 − z2(z3 + 1)2z1N(z12)− z2(z3 + 1)2z1det(τS(Z))
−z22(z3 + 1)N(z13)z1 + z2(z3 + 1)N(z13)N(z12) + z2(z3 + 1)N(z13)det(τS(Z))
−N(z23)z21(z3 + 1)z2 + N(z23)z1(z3 + 1)N(z12) + N(z23)z1(z3 + 1)det(τS(Z))
+N(z23)N(z13)z1z2 − N(z23)N(z13)N(z12)− N(z23)N(z13)det(τS(Z))
−z2(z3 + 1)N(z12)N(z13)− z2(z3 + 1)N(z23)z21 + z2(z3 + 1)z12Re(z12z23z13)
+N(z23)N(z12)N(z13) + N(z23)z21N(z23)− 2Re(z12z23z13)− z1(z3 + 1)N(z12)N(z23)
−z1(z3 + 1)N(z13)z22 + 2Re(z12z23z13)z1(z3 + 1)z2 + N(z13)N(z12)N(z23) + N(z13)z22N(z13)
−2Re(z12z23z13)z2N(z13)− z1z2N(z13)N(z23)− z1z2(z3 + 1)2N(z12)
+z1z2(z3 + 1)2Re(z12z23z13) + N(z12)N(z13)N(z23) + N(z12)(z3 + 1)2N(z12)
−2Re(z12z23z13)(z3 + 1)N(z12) + det(τS(Z))N(z13)N(z23) + det(τS(Z))(z3 + 1)2N(z12)
−det(τS(Z))2Re(z12z23z13)(z3 + 1)− 2Re(z12z23z13)N(z13)z2 + 2N(z23)z1z2N(z13)
−2Re(z12z23z13)N(z23)z1 + 2(z3 + 1)z2N(z12)N(z13)− 2Re(z12z23z13)N(z12)(z3 + 1)
−2Re(z12z23z13)z1z2(z3 + 1) + 2(z3 + 1)z1N(z12)N(z23) + 2Re((z13z23)(z12z13)(z23 z12))︸ ︷︷ ︸
1.6
= 2Re((z13(z23 z12))2)
1.8
= 4Re(z12z23z13)2
−2N(z13)N(z23)N(z12)
]
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=
(
−1
det(τS(Z))
)3 [
det(τS(Z))2 + det(τS(Z))
(
− z1z2(z3 + 1)2 + z2(z3 + 1)N(z13)
+z1(z3 + 1)N(z23) + (z3 + 1)2N(z12)− (z3 + 1)2Re(z12z23z13)
)]
=
(
−1
det(τS(Z))
)3 [
det(τS(Z))2 − (z3 + 1)det(τS(Z))2
]
=
−1
det(τS(Z))
[
1− (z3 + 1)
]
=
z3
det(τS(Z))
.
Damit folgt
ι(τS(ι(τS(Z))))
=
−det(τS(Z))
z3
·
( −1
det(τS(Z))
)2
 (z1(z3 + 1)− N(z13))(z1z2 − N(z12)− det(τS(Z)))− N(z12z13 − z1z23)(z12z13 − z1z23)(z23 z12 − z2z13)− (z1z2 − N(z12)− det(τS(Z))(z23z13 − (z3 + 1)z12)
(z13z12 − z1z23)(z23z13 − (z3 + 1)z12)− (z1(z3 + 1)− N(z13))(z23 z12 − z2z13)
(z12z23 − z2z13)(z13z12 − z1z23)− (z1z2 − N(z12)− det(τS(Z)))(z13z23 − (z3 + 1)z12)
(z2(z3 + 1)− N(z23))(z1z2 − N(z12)− det(τS(Z)))− N(z12z23 − z2z13)
(z23 z12 − z2z13)(z13z23 − (z3 + 1)z12)− (z2(z3 + 1)− N(z23)(z13z12 − z1z23)
(z13z23 − (z3 + 1)z12)(z12z13 − z1z23)− (z1(z3 + 1)− N(z13)(z12z23 − z2z13)
(z23z13 − (z3 + 1)z12)(z12z23 − z2z13)− (z2(z3 + 1)− N(z23))(z12z13 − z1z23)
(z2(z3 + 1)− N(z23))(z1(z3 + 1)− N(z13))− N(z13z23 − (z3 + 1)z12)

=
−1
z3det(τS(Z))
z12z2(z3 + 1)− z1(z3 + 1)N(z12)− z1z2N(z13)− z21N(z23) + 2z1Re(z12z23z13) + N(z13)N(z12)
+N(z13)det(τS(Z))− N(z12)N(z13)− (z3 + 1)z1det(τS(Z))
−z12N(z13)z2 + z12(z13z23)z12 + z1z2z23z13 − z1N(z23)z12 − z1z2z23z13 + z1z2(z3 + 1)z12
+N(z12)z23z13 − N(z12)(z3 + 1)z12 + z23z13det(τS(Z))− (z3 + 1)z12det(τS(Z))
z13(z12z23)z13 − (z3 + 1)z13N(z12)− z1N(z23)z13 + z1(z3 + 1)z23 z12 − z1(z3 + 1)z23 z12
+z1(z3 + 1)z2z13 + N(z13)z23 z12 − N(z13)z2z13
z12(z23z13)z12 − z12N(z23)z1 − z2N(z13)z12 + z1z2z13z23 − z1z2z13z23 + z1z2(z3 + 1)z12 + N(z12)z13z23
−N(z12)(z3 + 1)z12 + z13z23det(τS(Z))− (z3 + 1)z12det(τS(Z))
z1z22(z3 + 1)− z2(z3 + 1)N(z12)− z1z2N(z23)− z22N(z13) + 2z2Re(z12z23z13)− z2(z3 + 1)det(τS(Z))
+N(z12)N(z23) + N(z23)det(τS(Z))− N(z12)N(z23)
z23(z12z13)z23 − z23(z3 + 1)N(z12)− z2N(z13)z23 + z2(z3 + 1)z13z12 − z2(z3 + 1)z13z12
+z2(z3 + 1)z1z23 + N(z23)z13z12 − N(z23)z1z23
z13(z23 z12)z13 − z13N(z23)z1 − (z3 + 1)N(z12)z13 + (z3 + 1)z1z12z23 − z1(z3 + 1)z12z23
+z1(z3 + 1)z2z13 + N(z13)z12z23 − N(z13)z2z13
z23(z13z12)z23 − z23N(z13)z2 − (z3 + 1)N(z12)z23 + z2(z3 + 1)z12z13 − z2(z3 + 1)z12z13
+z1z2(z3 + 1)z23 + N(z23)z12z13 − N(z23)z1z23
(z3 + 1)2z1z2 − z2(z3 + 1)N(z13)− z1(z3 + 1)N(z23)− (z3 + 1)2N(z12) + 2(z3 + 1)Re(z12z23z13)
+N(z23)N(z13)− N(z13)N(z23)

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=
−1
z3det(τS(Z)) z1det(τS(Z)) + N(z13)det(τS(Z))− (z3 + 1)z1det(τS(Z))z12det(τS(Z)) + z23z13det(τS(Z))− (z3 + 1)z12det(τS(Z))
z13det(τS(Z))
z12det(τS(Z)) + z13z23det(τS(Z))− (z3 + 1)z12det(τS(Z))
z2det(τS(Z))− z2(z3 + 1)det(τS(Z)) + N(z23)det(τS(Z))
z23det(τS(Z))
z13det(τS(Z))
z23det(τS(Z))
(z3 + 1)det(τS(Z))

=
−1
z3
N(z13)− z1z3 z13z23 − z3z12 z13z23z13 − z3z12 N(z23)− z2z3 z23
z13 z23 z3 + 1

Nun addieren wir ein letztes Mal S hinzu und erhalten
τS(ι(τS(ι(τS(Z))))) =
−1
z3
N(z13)− z1z3 z13z23 − z3z12 z13z23z13 − z3z12 N(z23)− z2z3 z23
z13 z23 z3 + 1− z3

=
−1
z3
N(z13)− z1z3 z13z23 − z3z12 z13z23z13 − z3z12 N(z23)− z2z3 z23
z13 z23 1
 .
Als Determinante dieser Matrix berechnen wir
det(τS(ι(τS(ι(τS(Z))))))
=
(−1
z3
)3 [
(N(z13)− z1z3)(N(z23)− z2z3)− (N(z13)− z1z3)N(z23)− (N(z23)− z2z3)N(z13)
−N(z13z23 − z3z12) + 2Re((z13z23 − z3z12)z23z13)
]
=
(−1
z3
)3 [
N(z13)N(z23)− N(z13)z2z3 − z1z3N(z23) + z1z2z23 − N(z13)N(z23) + z1z3N(z23)
−N(z23)N(z13) + z2z3N(z13)− N(z13)N(z23)− z23N(z12) + 2z3Re(z12z23z13)
+2N(z23)N(z13)− 2z3Re(z12z23z13)
]
=
(−1
z3
)3 [
z1z2z23 − z23N(z12)
]
=
−(z1z2 − N(z12))
z3
,
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sodass schlussendlich folgt
ι(τS(ι(τS(ι(τS(Z))))))
=
z3
z1z2 − N(z12)
(−1
z3
)2 N(z23)− z2z3 − N(z23)z23z13 − (z3z12 + z23z13)
z23(−z3z12 + z23z13)− (N(z23)− z2z3)z13
z13z23 − (z13z23 − z3z12)
(N(z13)− z1z3)− N(z13)
z13(z13z23 − z3z12)− (N(z13)− z1z3)z23
(z13z23 − z3z12)z23 − (N(z23)− z2z3)z13
(z23z13 − z3z12)z13 − z23(N(z13)− z1z3)
(N(z13)− z1z3)(N(z23)− z2z3)− N(z13z23 − z3z12)

=
1
z1z2 − N(z12)
1
z3
 −z2z3 z3z12 −z3z12z23 + z2z3z13z3z12 −z1z3 −z3z12z13 + z1z3z23
−z3z23 z12 + z2z3z13 −z3z13z12 + z1z3z23 z3det(Z)

=
1
z1z2 − N(z12)
 −z2 z12 z2z13 − z12z23z12 −z1 z1z23 − z12z13
z2z13 − z23 z12 z1z23 − z13z12 det(Z)

= (J2 × E2)(Z),
wie wir aus der Darstellung von (J2 × E2)(Z) aus dem Beweis von 3.25 erkennen. Damit ist
die Behauptung bewiesen.
Behauptung 2:
Seien w ∈ C1×2
C
, Z1 ∈ H(2, C) und
M1 =
(
A1 B1
C1 D1
)
, M2 =
(
A2 B2
C2 D2
)
∈ Sp(2,Z).
Dann gilt
τ(w(C2Z1 + D2)−1C2, w) + τ((w(C2Z1 + D2)−1)(C1M2〈Z1〉+ D1)−1C1, w(C2Z1 + D2)−1)
= τ(w((C1A2 + D1C2)Z1 + C1B2 + D1D2)−1(C1A2 + D1C2), w)
Beweis:
Bevor wir die Gleichung beweisen, zeigen wir zunächst die folgende Zwischenbehauptung:
Zwischenbehauptung:
Liegen w ∈ C1×2
C
und P, Q ∈ C2×2 in einer von einer festen Cayley Zahlen erzeugten Matri-
xalgebra, so gilt
τ((wP)Q, wP) = τ(w(PQPtr), w).
Beweis:
Wir schreiben P =
( p1 p2
p3 p4
)
und Q =
( q1 q2
q3 q4
)
. Da die von einer festen Cayley Zahl erzeugte
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Algebra kommutativ und assoziativ ist, können wir wie folgt rechen
τ((wP)Q, wP)
= τ
(((
w1 w2
)(p1 p2
p3 p4
))(
q1 q2
q3 q4
)
,
(
w1 w2
)(p1 p2
p3 p4
))
= τ
((
w1 p1 + w2 p3 w1 p2 + w2 p4
)(q1 q2
q3 q4
)
,
(
w1 p1 + w2 p3 w1 p2 + w2 p4
))
= τ
((
(w1 p1)q1+(w2 p3)q1+(w1 p2)q3+(w2 p4)q3 (w1 p1)q2+(w2 p3)q2+(w1 p2)q4+(w2 p4)q4
)
,(
w1 p1 + w2 p3 w1 p2 + w2 p4
))
Nach den Moufang-Identitäten aus 1.6 können wir jeden Ausdruck der Form (wi pj)qk zu
wi(pjqk), 1 ≤ i ≤ 2, 1 ≤ j, k ≤ 4, da die Terme pj und qk in der gleichen, von einer Cayley
Zahl erzeugten, Algebra liegen. Beachten wir weiterhin, dass für a, b ∈ C1×2
C
gilt τ(a, b) =
Re(a1b1 + a2b2), so folgt
τ((wP)Q, wP)
= τ
((
w1(p1q1)+w2(p3q1)+w1(p2q3)+w2(p4q3) w1(p1q2)+w2(p3q2)+w1(p2q4)+w2(p4q4)
)
,(
w1 p1 + w2 p3 w1 p2 + w2 p4
))
= Re ((w1(p1q1) + w2(p3q1) + w1(p2q3) + w2(p4q3)) (p1 w1 + p3 w2))
+Re ((w1(p1q2) + w2(p3q2) + w1(p2q4) + w2(p4q4)) (p2 w1 + p4 w2))
1.6
= Re (w1 (p1q1 p1 + p2q3 p1 + p1q2 p2 + p2q4 p2)w1)
Re (w2 (p3q1 p1 + p4q3 p1 + p3q2 p2 + p4q4 p2)w1)
Re (w1 (p1q1 p3 + p2q3 p3 + p1q2 p4 + p2q4 p4)w2)
Re (w2 (p3q1 p3 + p4q3 p3 + p3q2 p4 + p4q4 p4)w2)
= τ
((
w1(p1q1 p1 + p2q3 p1 + p1q2 p2 + p2q4 p2) + w2(p3q1 p1 + p4q3 p1 + p3q2 p2 + p4q4 p2)
w1(p1q1 p3 + p2q3 p3 + p1q2 p4 + p2q4 p4) + w2(p3q1 p3 + p4q3 p3 + p3q2 p4 + p4q4 p4)
)tr
,
(
w1 w2
))
= τ
((
w1 w2
)((p1 p2
p3 p4
)(
q1 q2
q3 q4
)(
p1 p3
p2 p4
))
,
(
w1 w2
))
= τ(w(PQPtr), w)
Damit ist die Zwischenbehauptung bewiesen.
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Kommen wir nun zum Beweis der eigentlichen Behauptung. Wir beginnen mit der linken
Seite der Gleichung. Nach obiger Zwischenbehauptung kann diese wie folgt umgeformt wer-
den (wir beachten dabei wieder, dass alle Ausdrücke mit Ausnahme von w in einer von einer
Cayley Zahl erzeugten Algebra liegen und somit beliebig umgeklammert werden dürfen)
τ(w(C2Z1 + D2)−1C2, w) + τ((w(C2Z1 + D2)−1)(C1M2〈Z1〉+ D1)−1C1, w(C2Z1 + D2)−1)
= τ(w(C2Z1 + D2)−1C2, w)
+τ(w((C2Z1 + D2)−1((C1M2〈Z1〉+ D1)−1C1)(C2Z1 + D2)−1tr), w)
= τ
(
w
(
(C2Z1 + D2)−1C2 + (C2Z1 + D2)−1((C1M2〈Z1〉+ D1)−1C1)(C2Z1 + D2)−1tr
)
, w
)
= τ
(
w
(
(C2Z1 + D2)−1C2 + (C2Z1 + D2)−1(C1M2〈Z1〉+ D1)−1C1(C2Z1 + D2)−1tr
)
, w
)
= τ
(
w
(
(C2Z1 + D2)−1C2 + ((C1M2〈Z1〉+ D1)(C2Z1 + D2))−1C1(C2Z1 + D2)−1tr
)
, w
)
= τ
(
w
(
(C2Z1 + D2)−1C2 + (C1(A2Z1 + B2) + D1(C2Z1 + D2))−1C1(C2Z1 + D2)−1
tr)
, w
)
= τ
(
w
(
(C2Z1 + D2)−1C2 + ((C1A2 + D1C2)Z1 + C1B2 + D1D2)−1C1(C2Z1 + D2)−1
tr)
, w
)
= τ
(
w
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)−1
·
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)(C2Z1 + D2)−1C2 + C1(C2Z1 + D2)−1
tr)︸ ︷︷ ︸
=(?)
)
, w
)
.
Um die Behauptung zu beweisen, müssen wir nur noch zeigen, dass (?) = C1A2 + D1C2 gilt.
Beachten wir wiederum, dass die Klammern in diesem Spezielfall vertauscht werden dürfen,
so erhalten wir
(?) = ((C1A2 + D1C2)Z1 + C1B2 + D1D2)(C2Z1 + D2)−1C2 + C1(C2Z1 + D2)−1
tr
=
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)(C2Z1 + D2)−1C2(C2Z1 + D2)
tr
+ C1
)
·(C2Z1 + D2)−1tr
=
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)(C2Z1 + D2)−1C2(Z1
trCtr2 + D
tr
2 ) + C1
)
·(C2Z1 + D2)−1tr
Z1=Z1
tr
=
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)(C2Z1 + D2)−1(C2Z1Ctr2 + C2D
tr
2 ) + C1
)
·(C2Z1 + D2)−1tr
Nun gilt C2Dtr2 = D2C
tr
2 , da M2 in der Sp(2,Z) liegt (vergleiche Grundgleichungen in [Kr08,
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S. 25]). Setzen wir dies in unsere Rechnung ein, so folgt
(?) =
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)(C2Z1 + D2)−1(C2Z1Ctr2 + C2D
tr
2 ) + C1
)
·(C2Z1 + D2)−1tr
=
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)(C2Z1 + D2)−1(C2Z1Ctr2 + D2C
tr
2 ) + C1
)
·(C2Z1 + D2)−1tr
=
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)(C2Z1 + D2)−1(C2Z1 + D2)Ctr2 + C1
)
·(C2Z1 + D2)−1tr
=
(
((C1A2 + D1C2)Z1 + C1B2 + D1D2)Ctr2 + C1
)
(C2Z1 + D2)−1
tr
=
(
(C1A2 + D1C2)Z1Ctr2 + C1B2C
tr
2 + D1D2C
tr
2 + C1
)
(C2Z1 + D2)−1
tr
.
Ebenfalls nach [Kr08, S.25] gilt B2Ctr2 = A2D
tr
2 − E2 sowie D2Ctr2 = C2Dtr2 . Damit berechnen
wir
(?) =
(
(C1A2 + D1C2)Z1Ctr2 + C1B2C
tr
2 + D1D2C
tr
2 + C1
)
(C2Z1 + D2)−1
tr
=
(
(C1A2 + D1C2)Z1Ctr2 + C1(A2D
tr
2 − E2) + D1C2Dtr2 + C1
)
(C2Z1 + D2)−1
tr
=
(
(C1A2 + D1C2)Z1Ctr2 + (C1A2 + D1C2)D
tr
2
)
(C2Z1 + D2)−1
tr
=
(
(C1A2 + D1C2)(Z1Ctr2 + D
tr
2 )
)
(C2Z1 + D2)−1
tr
Z1=Z1
tr
=
(
(C1A2 + D1C2)(C2Z1 + D2)
tr)
(C2Z1 + D2)−1
tr
= C1A2 + D1C2,
was schlussendlich die Behauptung zeigt. 
Rechnung A.7 zum Beweis von 3.32:
lSei J =
(
0 −1
1 0
)
und mit Pij sei die Permutationsmatrix bezeichnet, die aus der Einheitsmatrix
durch Vertauschen der i-ten und j-ten Zeile entsteht, dann gilt.
ρP13 ◦ (J × E4) ◦ ρP13 ◦ ρP12 ◦ (J × E4) ◦ ρP12 ◦ (J × E4) = ι
Beweis:
Sei Z ∈ H(3, C) beliebig, dann gilt
(J × E4)(Z) =
−z−11 z−11 z12 z−11 z13z12z−11 z2 − N(z12)z−11 z23 − z12z13z−11
z13z−11 z23 − z13z12z−11 z3 − N(z13)z−11
 .
Verketten wir dies mit ρP12 , so folgt
ρP12 ((J × E4)(Z)) =
z2 − N(z12)z−11 z12z−11 z23 − z12z13z−11z12z−11 −z−11 z13z−11
z23 − z13z12z−11 z13z−11 z3 − N(z13)z−11 .

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Erneutes Anwenden von (J × E4) liefert
(J × E4)
(
ρP12 ((J × E4)(Z))
)
=
 −(z2 − N(z12)z−11 )−1z−11 z12(z2 − N(z12)z−11 )−1
(z23 − z13z12z−11 )(z2 − N(z12)z−11 )−1
(z2 − N(z12)z−11 )−1z12z−11
−z−11 − N(z12z−11 )(z2 − N(z12)z−11 )−1
z13z−11 − (z2 − N(z12)z−11 )−1(z23 − z13z12z−11 )z12z−11
(z23 − z12z13z−11 )(z2 − N(z12)z−11 )−1
z13z−11 − z12z−11 (z23 − z12z13z−11 )(z2 − N(z12)z−11 )−1
z3 − N(z13)z−11 − N(z23 − z12z13z−11 )(z2 − N(z12)z−11 )−1

=
1
z1z2 − N(z12) −z1z12
z1z23 − z13z12
z12
−z−11 (z1z2 − N(z12))− z1N(z12z−11 )
z13z−11 (z1z2 − N(z12))− (z23 − z13z12z−11 )z12
z23z1 − z12z13
z13z−11 (z1z2 − N(z12))− z12(z23 − z12z13z−11 )
(z3 − N(z13)z−11 )(z1z2 − N(z12))− z1N(z23 − z12z13z−11 )

=
1
z1z2 − N(z12)
 −z1 z12 z23z1 − z12z13z12 −z2 z13z2 − z12z23
z1z23 − z13z12 z13z2 − z23 z12 det(Z)
 .
Im nächsten Schritt muss wieder ρP12 angewendet werden. Wir erhalten
ρP12 ((J × E4) (ρP12 ((J × E4)(Z))))
=
1
z1z2 − N(z12)
 −z2 z12 z13z2 − z12z23z12 −z1 z23z1 − z12z13
z13z2 − z23 z12 z1z23 − z13z12 det(Z)

Unter ρP13 wird diese Matrix abgebildet auf
ρP13 (ρP12 ((J × E4) (ρP12 ((J × E4)(Z)))))
=
1
z1z2 − N(z12)
 det(Z) z1z23 − z13z12 z13z2 − z23 z12z23z1 − z12z13 −z1 z12
z13z2 − z12z23 z12 −z2
 .
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Anwenden von (J × E4) führt zu
(J × E4) (ρP13 (ρP12 ((J × E4) (ρP12 ((J × E4)(Z))))))
=

−(z1z2−N(z12))
det(Z)
(z23z1−z12z13)(z1z2−N(z12))
(z1z2−N(z12))det(Z)
(z13z2−z12z23)(z1z2−N(z12))
(z1z2−N(z12))det(Z)
(z1z23−z13z12)(z1z2−N(z12))
(z1z2−N(z12))det(Z)
−z1
z1z2−N(z12) −
N(z1z23−z13z12)(z1z2−N(z12))
(z1z2−N(z12))2det(Z)
z12
z1z2−N(z12) −
(z13z2−z12z23)(z1z23−z13z12)
(z1z2−N(z12))det(Z)
(z13z2−z23 z12)(z1z2−N(z12))
(z1z2−N(z12))det(Z)
z12
z1z2−N(z12) −
(z23z1−z12z13)(z13z2−z23 z12)
(z1z2−N(z12))det(Z)
−z2
z1z2−N(z12) −
N(z13z2−z23 z12)(z1z2−N(z12))
(z1z2−N(z12))2det(Z)

=
−1
det(Z) z1z2 − N(z12)z12z13 − z23z1
z12z23 − z2z13
z13z12 − z1z23
z1(z1z2 − N(z12))−1det(Z) + N(z1z23 − z13z12)(z1z2 − N(z12))−1
(z1z2 − N(z12))−1(−z12det(Z) + (z13z2 − z12z23)(z1z23 − z13z12))
z23 z12 − z13z2
(z1z2 − N(z12))−1(−z12det(Z) + (z23z1 − z12z13)(z13z2 − z23 z12)))
(z1z2 − N(z12))−1(z2det(Z) + N(z13z2 − z23 z12))

Wir berechnen die Einträge (2, 2), (2, 3) und (3, 3) dieser entstandenen Matrix gesondert. Es
gilt
(2, 2) = z1(z1z2 − N(z12))−1det(Z) + N(z1z23 − z13z12)(z1z2 − N(z12))−1
= (z1z2 − N(z12))−1 (z1det(Z) + N(z1z23 − z12z13))
= (z1z2 − N(z12))−1 (z1 (z1z2z3 − z1N(z23)− z2N(z12)− z3N(z12) + 2Re(z12z23z13))
+z21N(z23) + N(z13)N(z12)− z12Re(z12z23z13)
)
= (z1z2 − N(z12))−1
(
z21z2z3 − z1z2N(z13)− z1z3N(z12) + N(z13)N(z12)
)
= (z1z2 − N(z12))−1(z1z2 − N(z12))(z1z3 − N(z13))
= z1z3 − N(z13)
sowie
(2, 3) = (z1z2 − N(z12))−1(−z12det(Z) + (z23z1 − z12z13)(z13z2 − z23 z12)))
= (z1z2 − N(z12))−1 (−z12 (z1z2z3 − z1N(z23)− z2N(z13)− z3N(z12) + 2Re(z12z23z13))
+z1z2z23z13 − z1N(z23)z12 − z2N(z13)z12 + (z12z13)(z23 z12))
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= (z1z2 − N(z12))−1
(
− z1z2z3z12 + z3N(z12)z12 − z12(z12(z23z13) + (z13z23)z12)
+z1z2z23z13 + z12(z13z23)z12
)
= (z1z2 − N(z12))−1
(
− z3z12(z1z2 − N(z12))− N(z12)z23z13 + z1z2z23z13
)
= (z1z2 − N(z12))−1(z1z2 − N(z12))(−z3z12 + z23z13)
= z23z13 − z3z12
und
(3, 3) = (z1z2 − N(z12))−1(z2det(Z) + N(z13z2 − z23 z12))
= (z1z2 − N(z12))−1
(
z2 (z1z2z3 − z1N(z23)− z2N(z13)− z3N(z12) + 2Re(z12z23z13))
+z22N(z13) + N(z23)N(z12)− z22Re(z12z23z13)
)
= (z1z2 − N(z12))−1
(
z1z22z3 − z1z2N(z23)− z2z3N(z12) + N(z23)N(z12)
)
= (z1z2 − N(z12))−1(z1z2 − N(z12))(z2z3 − N(z23))
= z2z3 − N(z23).
Damit erhalten wir
(J × E4) (ρP13 (ρP12 ((J × E4) (ρP12 ((J × E4)(Z))))))
=
−1
det(Z)
z1z2 − N(z12) z13z12 − z1z23 z23 z12 − z2z13z12z13 − z23z1 z1z3 − N(z13) z23z13 − z3z12
z12z23 − z2z13 z13z23 − z3z12 z2z3 − N(z23)
 .
Wenden wir nun schlussendlich noch die Abbildung ρP13 auf diesen Ausdruck an, so folgt
ρP13 ((J × E4) (ρP13 (ρP12 ((J × E4) (ρP12 ((J × E4)(Z)))))))
=
−1
det(Z)
z2z3 − N(z23) z13z23 − z3z12 z12z23 − z2z13z23z13 − z3z12 z1z3 − N(z13) z12z13 − z1z23
z23 z12 − z2z13 z13z12 − z1z23 z1z2 − N(z12)

= −Z−1 = ι(Z),
was die Behauptung zeigt. 
Rechnung A.8 Sei U =
( n t
t m
)
und (Z1, z) ∈ H(2, C)× C1×2C , dann gilt(
(zZ−11 )(−Z−11 +U)−1
) (
−(−Z−11 +U)−1 +U−1
)−1
= −zU.
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Beweis:
Wir haben die Ausdrücke−(−Z−11 +U)−1 = ι(τU(ι(Z))) und−
(
−(−Z−11 +U)−1 +U−1
)−1
=
ι(τU−1(ι(τU(ι(Z))))) bereits in 3.6 berechnet. Schreiben wir z = (w1 w2), so folgt(
(zZ−11 )(−Z−11 +U)−1
) (
−(−Z−11 +U)−1 +U−1
)−1
=
((
(w1 w2) 1z1z2−N(z)
(
z2 −z
−z z1
))
·
(
1
det(τU(ι(Z))
−1
z1z2−N(z)
(
z1 −m(z1z2 − N(z)) z + t(z1z2 − N(z))
z + t(z1z2 − N(z)) z2 − n(z1z2 − N(z))
)))
·
(
−
(
n2z1 + 2nRe(zt) + z2N(t)− n nmz− zN(t) + t2Re(zt) + nz1t + mz2t− t
nmz− zN(t) + t2Re(zt) + nz1t + mz2t− t z1N(t) + m2z2 + 2mRe(zt)−m
))
= 11−nz1−mz2−2Re(zt)+(nm−N(t))(z1z2−N(z)) ·
1
z1z2−N(z)((
w1z2 − w2z w2z1 − w1z
) (z1 −m(z1z2 − N(z)) z + t(z1z2 − N(z))
z + t(z1z2 − N(z)) z2 − n(z1z2 − N(z))
))
·
(
n2z1 + 2nRe(zt) + z2N(t)− n nmz− zN(t) + t2Re(zt) + nz1t + mz2t− t
nmz− zN(t) + t2Re(zt) + nz1t + mz2t− t z1N(t) + m2z2 + 2mRe(zt)−m
)
= 11−nz1−mz2−2Re(zt)+(nm−N(t))(z1z2−N(z)) ·
1
z1z2−N(z)(
(w1z2 − w2z)(z1 −m(z1z2 − N(z))) + (w2z1 − w1z)(z + t(z1z2 − N(z)))
(w1z2 − w2z)(z + t(z1z2 − N(z))) + (w2z1 − w1z)(z2 − n(z1z2 − N(z)))
)tr
·
(
n2z1 + 2nRe(zt) + z2N(t)− n nmz− zN(t) + t2Re(zt) + nz1t + mz2t− t
nmz− zN(t) + t2Re(zt) + nz1t + mz2t− t z1N(t) + m2z2 + 2mRe(zt)−m
)
= 11−nz1−mz2−2Re(zt)+(nm−N(t))(z1z2−N(z))
(
w1 − w1z2m + w2zm + w2z1t− (w1z)t
w1z2t + w2 − (w2z)t− w2z1n + w1zn
)tr
·
( −n(1− nz1 − 2Re(zt)) + z2N(t) −t(1− nz1 −mz2 − 2Re(zt)) + (nm− N(t))z
(nm− N(t))z− t(1− nz1 −mz2 − 2Re(zt)) z1N(t)−m(1−mz2 − 2Re(zt))
)
.
Multiplizieren wir die hinteren beiden Matrizen, so ist der Eintrag in der ersten Zeile und
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ersten Spalte gegeben durch
(1, 1)
= z2N(t)w1 − z22N(t)mw1 + z2N(t)mw2z− z2N(t)(w1z)t + z2N(t)z1w2t− nw1 + nmz2w1
−nmw2z + n(w1z)t− nz1w2t + n2z1w1 − n2mz1z2w1 + n2z1mw2z− n2z1(w1z)t + n2z21w2t
+2nRe(zt)w1 − 2nmRe(zt)z2w1 + 2nmRe(zt)w2z− 2nRe(zt)(w1z)t + 2nRe(zt)w2z1t
+nmw2z + nmz2(w1t)z− nm((w2z)t)z− n2mz1w2z + N(z)n2mw1 + w2(tzt) + (w1z2t)(tzt)
−((w2z)t)(tzt)− nz1w2(tzt) + nw1z(tzt)− w2t− z2w1N(t) + N(t)w2z + n(w2z1)t
−n(w1z)t + mz2w2t + mz22N(t)w1 −mz2N(t)w2z− nmz2z1w2t + nmz2(w1z)t + nz1w2t
+nz1N(t)z2w1 − nz1N(t)w2z− n2z21w2t + n2z1(w1z)t
= −n2mz1z2w1 + nz1z2N(t)w1 + n2mN(z)w1 − N(z)N(t)nw1 − nw1 + nmw1z2 + n2w1z1
+2nw1Re(zt)− nmz1z2w2t + z1z2N(t)w2t + N(z)nmw2t− N(z)N(t)w2t− w2t + mz2w2t
+nz1w2t + 2Re(zt)w2t + N(z)N(t)nw1 + N(z)nmw2t− 2Re(zt)w2t + N(z)N(t)w2t
− ((w2z)t)(tzt)︸ ︷︷ ︸
=N(t)N(z)w2t
−2nmz2w1Re(zt) + nmz2(w1t)z + nmz2(w1z)t︸ ︷︷ ︸
=0
+2nmRe(zt)w2z + nm((w2z)t)z︸ ︷︷ ︸
=nmN(t)w2t
−2nRe(zt)(w1z)t + nw1z(tzt)︸ ︷︷ ︸
=nN(t)N(z)w1
2nRe(zt)w2z1t− nz1w2(tzt) + nz1N(t)w2z︸ ︷︷ ︸
=0
+w2(tzt) + N(t)w2z︸ ︷︷ ︸
=2Re(zt)w2t
−z2N(t)(w1z)t + (w1z2t)(tzt)︸ ︷︷ ︸
=0
= (−nw1 − w2t)(z1z2nm− z1z2N(t)− N(z)nm + N(z)N(t) + 1−mz2 − nz1 − 2Re(zt))
= (−nw1 − w2t)((z1z2 − N(z))(nm− N(t)) + 1−mz2 − nz1 − 2Re(zt)).
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Der Eintrag der ersten Zweile und zweiten Spalte berechnet sich zu
(1, 2)
= nmw1z− nm2z2w1z + nm2N(z)w2 − nm((w1z)t)z + nmz1(w2t)z + w1(tzt)−mz2w1(tzt)
+m(w2z)(tzt)− ((w1z)t)(tzt) + (w2t)z1(tzt)− w1t + w1mz2t−m(w2z)t− N(t)z1w2
+N(t)w1z + mz2w1t−m2z22w1t + m2z2(w2z)t−mz2N(t)w1z + mz2N(t)z1w2 + nz1w1t
−nmz1z2w1t + nmz1(w2z)t− nz1N(t)w1z + nz21N(t)w2 + z1N(t)w2 + z1N(t)z2w1t
−z1N(t)(w2z)t− z21N(t)nw2 + z1N(t)nw1t−mw2 −mz2w1t + m(w2z)t + nmz1w2
−nmw1z + m2z2w2 + m2z22w1t−m2z2(w2z)t− nm2z1z2w2 + m2nz2w1z + 2mRe(zt)w2
+2mRe(zt)z2w1t− 2mRe(zt)(w2z)t− 2nmRe(zt)z1w2 + 2nmRe(zt)w1z
= −nmz1z2w1t + z1z2N(t)w1t + N(z)nmw1t− N(t)N(z)w1t− w1t + mz2w1t + nz1w1t
+2Re(zt)w1t− z1z2nm2w2 + mw2z1z2N(t) + nm2N(z)w2 −mw2 −mN(t)N(z)w2
+m2z2w2 + nmw2z1 + mw22Re(zt)− N(z)nmw1t− 2Re(zt)w1t + mN(t)N(z)w2
+N(t)N(z)w1t−((w1z)t)(tzt)︸ ︷︷ ︸
=−N(t)N(z)w1t
+w1(tzt) + w1zN(t)︸ ︷︷ ︸
=2Re(zt)w1t
−nm((w1z)t)z + 2nmRe(zt)w1z︸ ︷︷ ︸
=nmN(z)w1t
+nmz1(w2t)z + nmz1(w2z)t− 2nmRe(zt)z1w2︸ ︷︷ ︸
=0
+m(w2z)(tzt)− 2mRe(zt)(w2z)t︸ ︷︷ ︸
=−mN(t)N(z)w2
−mz2w1(tzt)−mz2N(t)w1z + 2mRe(zt)z2w1t︸ ︷︷ ︸
=0
+z1(w2t)(tzt)− z1N(t)(w2z)t︸ ︷︷ ︸
=0
= (−w1t−mw2)((z1z2 − N(z))(nm− N(t)) + 1−mz2 − nz1 − 2Re(zt)).
Daraus erhalten wir schließlich(
(zZ−11 )(−Z−11 +U)−1
) (
−(−Z−11 +U)−1 +U−1
)−1
=
(
−nw1 − w2t −w1t−mw2
)
= −
(
nw1 + w2t w1t + mw2
)
= −
(
w1 w2
)(n t
t m
)
= −zU.

Rechnung A.9 Seien U =
( n t
t m
)
, n, m ∈ Z, t ∈ OC , det(U) = ±1, sowie (Z1, z) ∈ H(2, C)×
C1×2
C
, dann gilt
τ(((zZ−11 )(−Z−11 +U)−1)(−(−Z−11 +U)−1 +U−1)−1), ((zZ−11 )(−Z−11 +U)−1))
+τ((zZ−11 )(−Z−11 +U)−1, zZ−11 ) + τ(zZ−11 , z) = 0
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Beweis:
Schreiben wir z in der Form z = (w1 w2) und Z1 =
( z1 z
z z2
)
, so berechnen wir
τ(zZ−11 , z) = τ
((
w1 w2
)
1
z1z2−N(z)
(
z2 −z
−z z1
)
,
(
w1 w2
))
= 1z1z2−N(z)τ
((
w1z2 − w2z −w1z + w2z1
)
,
(
w1 w2
))
= 1z1z2−N(z) (Re((w1z2 − w2z)w1)Re((w2z1 − w1z)w2))
= 1z1z2−N(z) (N(w1)z2 + N(w2)z1 − 2Re(w1zw2)) .
Weiterhin gilt
τ((zZ−11 )(−Z−11 +U)−1, zZ−11 )
A.8
=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
1
z1z2 − N(z)
τ
(w1 − w1z2m + w2zm + w2z1t− (w1z)t
w1z2t + w2 − (w2z)t− w2z1n + w1zn
)tr
,
(
w1z2 − w2z −w1z + w2z1
)
=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
1
z1z2 − N(z)(
Re((w1 − w1z2m + w2zm + w2z1t− (w1z)t)(w1z2 − zw2))
+Re((w1z2t + w2 − (w2z)t− w2z1n + w1zn)(−z w1 + z1w2)))
=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
1
z1z2 − N(z)(
N(w1)z2 − Re(w1zw2)− z22mN(w1) + z2mRe(w1zw2) + mz2Re(w2z w1)−mN(z)N(w2)
+z1z2Re(w2t w1)− z1N(w2)Re(zt)− z2N(w1)Re(zt) + Re((w1z)t(zw2)) + z1z2Re(w1tw2)
−z2N(w1)Re(zt) + N(w2)z1 − Re(w2z w1)− z1N(w2)Re(zt) + Re((w2z)t(z w1))
−nz21N(w2) + z1nRe(w2z w1) + z1nRe(w1zw2)− nN(z)N(w1)
)
=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
1
z1z2 − N(z)(
z1N(w2)(1− z1n− 2Re(zt)) + z2N(w1)(1− z2m− 2Re(zt))
−2Re(w1zw2)(1− z2m− z1n)−mN(z)N(w2)− nN(z)N(w1)
+2Re(w1tw2)z1z2 +2Re((zw2)(w1z)t)︸ ︷︷ ︸
=2Re((z(w2w1)z)t)=2Re((z(w2w1))(zt))
1.8
=2Re(tz)2Re(w1zw2)−2N(z)Re(w1tw2)
)
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=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
1
z1z2 − N(z)(
z1N(w2)(1− z1n− 2Re(zt))−mN(z)N(w2) + z2N(w1)(1− z2m− 2Re(zt))
−nN(z)N(w1)− 2Re(w1zw2)(1− z2m− z1n− 2Re(zt)) + 2Re(w1tw2)(z1z2 − N(z))
)
Für den dritten Ausdruck berechnen wir
τ(((zZ−11 )(−Z−11 +U)−1)(−(−Z−11 +U)−1 +U−1)−1), ((zZ−11 )(−Z−11 +U)−1))
A.8
= τ(−zU, ((zZ−11 )(−Z−11 +U)−1))
A.8
=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
τ
(−w1n− w2t −w1t− w2m) ,
(
w1 − w1z2m + w2zm + w2z1t− (w1z)t
w1z2t + w2 − (w2z)t− w2z1n + w1zn
)tr
=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))(
Re((−nw1 − tw2)(w1 − w1z2m + w2zm + w2z1t− (w1z)t))
Re((−t w1 −mw2)(w1z2t + w2 − (w2z)t− w2z1n + w1zn))
)
=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))(− nN(w1) + nmz2N(w1)− nmRe(w1w2z)− nz1Re(w1w2t) + nN(w1)Re(zt)
−Re(tw2w1) + mz2Re(tw2w1)−mN(w2)Re(zt)− z1N(w2)N(t) + Re((tw2)(w1z)t)︸ ︷︷ ︸
=N(t)Re(w1zw2)
−z2N(w1)N(t)− Re(t w1w2) + Re((t w1)(w2z)t)︸ ︷︷ ︸
=N(t)Re(w1zw2)
+nz1Re(t w1w2)− nN(w1)Re(zt)
−mz2Re(w2w1t)−mN(w2) + mN(w2)Re(zt) + nmN(w2)z1 − nmRe(w2w1z)
)
=
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))(
z2N(w1)(nm− N(t)) + z1N(w2)(nm− N(t))− 2Re(w1tw2)− 2Re(w1zw2)(nm− N(t))
−nN(w1)−mN(w2)
)
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Fassen wir alle drei Ausdrücke nun zusammen, so folgt
τ(((zZ−11 )(−Z−11 +U)−1)(−(−Z−11 +U)−1 +U−1)−1), ((zZ−11 )(−Z−11 +U)−1))
+τ((zZ−11 )(−Z−11 +U)−1, zZ−11 ) + τ(zZ−11 , z)
=
1
z1z2 − N(z) (N(w1)z2 + N(w2)z1 − 2Re(w1zw2))
+
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
1
z1z2 − N(z)(
z1N(w2)(1− z1n− 2Re(zt))−mN(z)N(w2) + z2N(w1)(1− z2m− 2Re(zt))
−nN(z)N(w1)− 2Re(w1zw2)(1− z2m− z1n− 2Re(zt)) + 2Re(w1tw2)(z1z2 − N(z))
)
+
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))(
z2N(w1)(nm− N(t)) + z1N(w2)(nm− N(t))− 2Re(w1tw2)− 2Re(w1zw2)(nm− N(t))
−nN(w1)−mN(w2)
)
=
1
z1z2 − N(z) (N(w1)z2 + N(w2)z1 − 2Re(w1zw2))
+
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
1
z1z2 − N(z)(
z1N(w2)(1− z1n− 2Re(zt) + (nm− N(t))(z1z2 − N(z)))
+z2N(w1)((1− z2m− 2Re(zt) + (nm− N(t))(z1z2 − N(z)))
−2Re(w1zw2)(1− z2m− z1n− 2Re(zt) + (nm− N(t))(z1z2 − N(z)))
−mN(z)N(w2)− nN(z)N(w1)− nN(w1)(z1z2 − N(z))−mN(w2)(z1z2 − N(z))
)
=
1
z1z2 − N(z) (N(w1)z2 + N(w2)z1 − 2Re(w1zw2))
+
−1
1− nz1 −mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z))
1
z1z2 − N(z)(
z1N(w2)(1− z1n−mz2 − 2Re(zt) + (nm− N(t))(z1z2 − N(z)))
+z2N(w1)((1− nz1 − z2m− 2Re(zt) + (nm− N(t))(z1z2 − N(z)))
−2Re(w1zw2)(1− z2m− z1n− 2Re(zt) + (nm− N(t))(z1z2 − N(z)))
)
=
N(w1)z2 + N(w2)z1 − 2Re(w1zw2)
z1z2 − N(z) −
N(w1)z2 + N(w2)z1 − 2Re(w1zw2)
z1z2 − N(z)
= 0

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Herm(n, C) Menge der hermiteschen n× n Matrizen über C, 28
Herm(n, CC) Menge der hermiteschen n× n Matrizen über CC, 28
Herm(n,OC) Menge der hermiteschen n× n Matrizen über den ganzen Cayley Zahlen, 29
Mat(n, m, C) Menge der n×m Matrizen über den Cayley Zahlen, 26
Mat(n, m, CC) Menge der n×m Matrizen über den komplexifizierten Cayley Zahlen, 26
Pos(n, C) Menge der positiv definiten n× n Matrizen über den Cayley Zahlen, 34
Psd(n, C) Menge der positiv semidefiniten n× n Matrizen über den Cayley Zahlen, 34
Sp(n,Z) Sympektische Gruppe vom Grad n über Z, 56
Θa Quaternionische Theta-Konstante zur Charakteristik a ∈ O2H, 154
ΘA quaternionische Theta-Reihe zweiter Art, 177
ΘP,Q Theta-Reihe zur Charakteristik (P, Q), 106
Θ∗P,Q quaternionische Theta-Reihe erster Art, 173
Θ˜P,Q reelle Theta-Reihe zur Charakteristik P und Q, 224
ϕ Abbildung ϕ : R16 → C2, 118
ϑm,q Theta-Reihe zur Charakteristik m und q, 315
ϑp Theta-Konstante zur Charakteristik p ∈ O2C , 125
ϑR,q Theta-Reihe zur Charakteristik R und q, 215
℘ Zweiseitiges Primideal ℘ in der Menge der Hurwitz-Quaternionen, 153
Ek,R Jacobi-Eisensteinreihe vom Gewicht k und Index R, 246
382
F∗ Funktion F∗ : H(3, C)→ C zu einer Jacobiform F gehörig, 299
Fq Abbildung Fq : H(2, C)→ C für q ∈ O1×2C , 313
Fq Abbildung vonH→ C für q ∈ O2C , 213
M〈Z〉 AbbildungH(2, C)→ H(2, C), Z 7→ (AZ+ B)(CZ+ D)−1 für M = ( A BC D ) ∈ Sp(2,Z),
69
M1 ×M2 Kreuzprodukt der Matrizen M1 und M2, 65
N(c) Norm einer Cayley Zahl c, 3
NH(a) Norm eines Quaternions a, 9
Re(a) Realteil eines Quaternions a, 9
Re(c) Realteil einer Cayley Zahl c, 2
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Index
Algorithmus für Rechts- und Linksteiler, 17
Automorphismengruppe einer Matrix, 165
Cayley Zahlen, 1
Einheiten, 11
ganze, 9
Halbraum, 48
Inverse, 5
Komplexifizierung, 2
konjugierte, 2
Linksteiler, 13
Matrizen, 26
Norm, 3
Potenzassoziativität, 4
Realteil, 2
Rechtsteiler, 13
Coxeters ganze Cayley Zahlen, 9
Determinante einer 3× 3 Matrix, 33
Determinante einer 2× 2 Matrix, 31
duales Gitter, 105
Einbettung der Cayley Zahlen in die reel-
len Matrizen, 27
Einheiten der Cayley Zahlen, 11
Einschränkung oktonionischer Theta-Konstanten,
157
Fourier-Entwicklung der Theta-Konstanten,
133
Fourier-Jacobi-Entwicklung
zum Index R, 207
Fourier-Jacobi-Koeffizient
zum Index m, 295
zum Index R, 207
gerade Matrix, 222
Gitter
duales, 105
Halbraum über den Quaternionen, 153
Halbraum der Cayley Zahlen, 48
hermitesche Matrix, 29
Hua-Identität, 58
Hurwitz-Ordnung, 152
Hurwitz-Quaternionen, 152
Hut-Abbildung
verallgemeinerte, 28
Hut-Abbilung, 27
Inverse 3× 3 Matrix, 33
Jacobi-Eisensteinreihe, 248
Jacobi-Spitzenformen
zum Index R ∈ Herm(2,OC), 202
Jacobiformen
zum Index m ∈N0, 288
zum Index R ∈ Herm(2,OC), 202
kanonische Projektion, 114
Koecher-Effekt, 311
Komplexifizierung der Cayley Zahlen, 2
Kreuzprodukt zweier Matrizen, 65
Linksteiler, 13
Matrix
Determinante (2× 2), 31
Determinante (3× 3), 33
gerade, 222
hermitesche, 29
Inverse 3× 3, 33
Inverse für n = 1, 2, 29
Kreuzprodukt, 65
Stufe, 222
Maximalordnung, 10
Modulform
vektorwertige, 324
Modulform vom Gewicht k über den Cay-
ley Zahlen, 90
Modulgruppe
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Siegelsche, 56
Modulgruppe vom Grad 1, 57
Modulgruppe vom Grad 2, 58
Modulgruppe vom Grad n, 56
Moufang-Identitäten, 4
Oktaven, 1
Oktonion
Norm, 3
Oktonionen, 1
Inverse, 5
konjugierte, 2
Realteil, 2
Oktonionische Matrizen, 26
Ordnung, 9
maximal, 10
Quaternionen, 6, 152
Einheiten, 153
Halbraum, 153
Inverses, 152
konjugierte, 6, 152
Maximalordnung, 152
Norm, 8, 152
Realteil, 8, 152
zweiseitiges Primideal, 153
quaternionische Theta-Konstanten, 153
quaternionische Theta-Reihen erster Art, 171
quaternionische Theta-Reihen zweiter Art,
175
Rechtsteiler, 13
reelle Theta-Reihe zur Charakteristik P und
Q, 222
Siegelsche Modulgruppe, 56
Spurabbildung, 98, 171
Strichoperator
Index k, 235
Index k und R, 203
Index R, 203
Stufe einer Matrix, 222
Symplektische Gruppe über Z, 56
Theta-Gruppe, 222
Theta-Konstante
Fourier-Entwicklung, 133
quaternionische, 153
Transformationsformel, 131
Theta-Konstante zur Charakteristik p ∈ O2C ,
125
Theta-Reihe
reelle, 222
zur Charakteristik m und q, 317
zur Charakteristik R und q, 214
Theta-Reihe zur Charakteristik (P, Q), 106
Theta-Reihen erster Art, 171
Theta-Reihen zweiter Art, 175
Theta-Transformationsformel, 121, 124
Charakteristik R und q, 221
Theta-Konstanten, 131
vektorwertige Modulform, 324
verallgemeinerte Hut-Abbildung, 28
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