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I. Mathematical Symbols
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A Magnetic Vector Potential−→
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−→e TEi , −→h TEi Eigenvector of the TEi Waveguide Eigenmode−→e TMi , −→h TMi Eigenvector of the TMi Waveguide Eigenmode
ε Electric Permitivity
f Frequency−→
F Electric Vector Potential
G(−→r ,−→r ′) Dyadic Green Function
G(−→r ,−→r ′) Scalar Green Function−→
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k0 Propagation Constant in free space
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λg Wavelength inside a Waveguide−→
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M Magnetic Surface Current Density
−→n Normal Vector to a Surface
µ Magnetic Permeability
Φ Electric Scalar Potential
ρ Surface Charge Density
−→r Observation Point Vector
−→r ′ Source Point Vector
−→s Tangential Vector to a Surface
ψh0 Constant Mode inside a Magnetic Current carrying Waveguide
ω Angular Frequency
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Chapter 1
Introduction
The present thesis was conducted in the scope of a project aiming at the advancement of design-
and production- technologies for millimeter wave modules on the basis of metalized plastics. The
radiating elements, designed for this antenna employ a novel concept in the area of waveguide dis-
continuities and coupling, which is also the subject of the current thesis.
In the past decades a great amount of research has been conducted on the study of transmission line
discontinuities and their application in structures like antennas, filters, couplers etc. Transmission
line discontinuities like apertures or obstacles inside various kinds of waveguides, cavities or coaxial
lines have been employed in order to guarantee electromagnetic behavior with specific character-
istics [1] - [14]. The requirements for the electromagnetic behavior of the system determined the
kind and the properties of the implemented discontinuities. A great variety of equivalent circuits
with lumped or shunt elements have been developed for modeling the transmission line discontinu-
ities. The circuit elements represent the effect of each aperture or obstacle on the overall regulation
and distribution of the electromagnetic energy inside the waveguide configuration. Many of these
circuits were accurate and very useful for engineering purposes, especially when the involved discon-
tinuities are single apertures or posts with simple geometrical shapes. Therefore such applications
have been very popular in the past years. Typical examples are slot arrays, waveguide slot-couplers,
steps in waveguides or post-tuned filters.
The evolution of applications in the microwave area, however, increased the demand on more com-
pact and complicated structures, which could not be accurately represented by the simplified older
models. A better understanding of the electromagnetic behavior of such configurations required a
closer study of the electromagnetic fields that are generated in the vicinity of the waveguide discon-
tinuities. The complexity of these systems is also reflected into the mathematical equations that
express the scattered fields, thus making their computation more difficult. To this purpose, various
numerical techniques like the Moment Method, the Finite Element Method, the Finite Difference
Time Domain method, the Boundary-Element method and many others have been developed and
improved over the years. These techniques have been widely used until nowadays, because they can
provide accuracy, relatively short computational time and numerical stability.
The waveguide structure, that will be investigated in the present work, was part of the project
BMBFVerbundvorhaben ”Adaptive Kommunikations-Module” (aKoM) led by the Daimler Chrysler/
Ulm, now part of EADS. In Chapter 2 a brief description of the antenna structure will be presented
and the theoretical model for the thesis will be determined. The integral equations for the the-
oretical model will be derived in Chapter 3. The numerical methods that were employed for the
computation of the electromagnetic fields inside the waveguides will be examined in Chapter 4,
whereas Chapter 5 deals with solution convergence issues. In that chapter, specific theoretical data
will be compared against a test model that was constructed in the University of Duisburg-Essen.
Finally, in Chapter 6 the results of the theoretical computations will be demonstrated.
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Chapter 2
Description of the ’aKoM’
configuration
The aim of the project was the design of a flat antenna, applicable to point-to-point communica-
tions. The antenna is operating in the frequency range 37-39.5 GHz and its construction is based
upon metalized plastics technology. The initial concept involved an array antenna that should
meet criteria like high gain, wide bandwidth, low sidelobes and design suitable for low-cost plastics
technology. Moreover, the antenna should also exhibit a performance compatible with the ETSI-
Specifications. Taking all these factors into account, the design concept that emerged as the best
one, was a planar array antenna with integration of radiators, waveguide feeding networks and HF
electronics in three layers of metalized plastics, which are bonded together. Radiation takes place
at the open-ends of rectangular waveguides, coupled to the radiator rows through slots. The design
aspects of the antenna that are relevant to the present thesis involve the junction between the
radiator elements and their feeding networks, which occupy the higher layer.
Starting with the description of the array architecture, it should be stated that the antenna consists
of 640 open end radiating rectangular waveguides, distributed in 32 rows of 20 radiating elements.
The antenna is divided into two identical subarrays as illustrated in Figure 2.1(a).
Figure 2.1 Array architecture. (a) Configuration of the higher layer bearing the radiating rows and the
radiating elements. (b) Configuration of the middle layer embodying the feeding network
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The subarrays consist of 32 rows with 10 radiators each. Every radiating rectangular waveguide
forms a T-junction with its row. Each row is short-circuited at its ends and is fed at its center
through a tree-form feeding network, which is placed at the middle layer. The feeding networks are
arranged in a way, that uniform amplitude distribution over the array antenna be ensured, thus
meeting the demand for high gain. The lowest layer is occupied by the 3-dB directional coupler,
which distributes the power symmetrically to both subarrays. The coupling between the two higher
layers is achieved through double ridged waveguides, which are positioned vertical to the planes of
the layers.
Even though rectangular waveguides were favored as radiating elements, ridged waveguides were
employed for the feeding network and the row configuration. Ridged waveguides were chosen mainly
due to constructional reasons, because they possess small cross-sections. In this manner, the spac-
ing between parallel waveguides could be large enough to enable tight bonding between the layers.
Moreover, the use of ridged waveguides as radiating rows ensures a relatively compact array an-
tenna, thus avoiding the appearance of grating lobes.
The entire structure is mounted under a 45-tilt angle, as demonstrated in Figure 2.2.
Figure 2.2 Array alignment. The entire array is rotated 45◦ with respect to the azimuth or the elevation
plane. Each radiator has an additional 45◦ tilt
This alignment was dictated by the ETSI requirement for low side lobes in the azimuth plane. In
order to meet such a requirement, the azimuth plane should coincide with an intercardinal plane,
which forms a 45◦ angle with the planes of the rows and the columns of the array. Such a con-
figuration, however, leads to deviations from the desired vertical polarization. Therefore, every
waveguide radiator has an additional 45◦-tilt with respect to the intercardinal planes, so that ver-
tical polarization is finally achieved.
One of the most important issues of the designing procedure, was the optimization of the coupling
between the radiating element and its row. As already mentioned, the radiation takes place at
the open ends of rectangular waveguides, which are coupled to the ridged waveguide rows via T-
junctions. Such a configuration, involving only one radiating element, is shown in Figure 2.3.
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Figure 2.3 Junction of one radiating element with the ridged waveguide row.
The structure depicted in the previous figure is the exact radiator model used for the simulation,
which was performed with the Agilent software HFSS (High Frequency Structure Simulator). In
this model many constructional details were taken into account, in order to simulate their effect on
the overall electromagnetic performance of the configuration. For this reason, the ridge has rounded
edges and the rectangular waveguide has a slight ”horn” form.
From Figure 2.3 it becomes apparent that the electromagnetic energy flows from the ridged to the
rectangular waveguide through a resonant slot. Because of constructional restrictions, the edges of
the slot should be rounded. The slot forms a 45◦- angle with the symmetry planes of the rectan-
gular waveguide, due to the additional tilt of the rectangular waveguide for the purpose of vertical
polarization. As far as the ridged waveguide is concerned, the slot is located at the center line of its
broad wall in the longitudinal direction. The alignment of the slot deviates from the usual configu-
ration of slotted array antennas, where the slots are alternately displaced from the center-line of the
waveguide at certain offsets [89] - [99]. Actually, this configuration was the first concept considered
for the ’aKoM’ antenna, but was quickly rejected because it would lead to a such placement of the
radiating waveguides, that would cause the appearance of grating lobes. Therefore, the long axis
of the slot had to coincide with the center line of the ridged waveguide broad wall. The major side-
effect of this alignment, however, would be the lack of coupling between the waveguides, because
the current flowing on the ridged waveguide wall is symmetric about the slot axis and can’t induce
any electric field on the aperture. The problem was dealt with, by attaching a small capacitive
post to the ridged waveguide broad wall on one side of the slot. The higher order modes, generated
by the post, disturb the symmetry of the current and enable the excitation of fields on the slot
aperture, which ensure the transition of electromagnetic energy from the row to the radiator. The
presence of the post inside the ridged waveguide affected the resonant behavior of the slot, due to
its capacitive reactance and, therefore, had to be compensated for. The solution was the insertion
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of an indentation on the ridge underneath the slot. In this manner, the inductive reactance of the
indentation could counterbalance the capacitance of the post, if its geometrical dimensions were
adjusted properly.
The geometrical dimensions of the discontinuities inside the ridged waveguide, namely the slot,
the post and the indentation, determined, to a great extend, the electromagnetic performance of
the radiator element. In particular, dimensions like the slot length or the post height were very
critical, since slight changes in their values could ”intensify” or ”weaken” the coupling between the
waveguides. The role of these parameters will be discussed to a greater detail in Chapter 6, where
the corresponding results will be presented. At this point, however, it could be stated that the
geometrical dimensions of the ridged waveguide discontinuities were also adjustable parameters,
which were investigated during the design process, so that optimum performance is achieved.
The optimum performance of the radiator element is determined by the radiation requirements
for the entire antenna, one of which is vertical polarization. To this purpose, it must be ensured
that only one mode will propagate inside the rectangular waveguide, namely the TE10 mode. This
can be achieved, if the rectangular waveguide has a minimum length, so that all evanescent modes
excited at the vicinity of the slot attenuate. The minimum value for the length was found to be
in the order of a half waveguide-wavelength. In this case the cross-polarization is held under 20dB
over the entire frequency range. However, the length of the rectangular waveguide is also a param-
eter, which should be treated carefully, since the rectangular waveguide acts as a polarization twist
and an impedance transformer at the same time. More specifically, the reflection coefficient of the
radiating aperture is transformed to the slot plane through the rectangular waveguide section and
is further transformed through the slot into the feeding ridged waveguide. Therefore, the value of
the rectangular waveguide length controls the effect of the radiation impedance on the radiator row.
The open-end reflection coefficient, which also includes the mutual coupling effects of the large
array, was another major issue during the design process. In order to approximate the mutual
coupling effects on a radiating element not near the end of the array, an infinite array antenna
was assumed and the model of a virtual waveguide simulator was employed [15] - [20]. The basic
concept of the waveguide simulator is the introduction of electric walls at planes, where the tan-
gential electric field of the array antenna is null. It is possible to arrange the conductive walls in
a way that they form a cell or a waveguide, which is infinitely extended into free space. The walls
do not perturb the field distribution, but their presence is justified by certain field symmetries.
Once the walls are present, the field outside the waveguide may be completely ignored. In this way,
a part of the infinite array is isolated and the mutual coupling effects between its radiating ele-
ments approximate the mutual coupling effects between the radiating elements of the entire antenna.
The waveguide simulator that was used in this project is shown in Figure 2.4. It consists of two
parallel magnetic walls and two electric walls. The implementation of magnetic walls reflecting
the proper field symmetry is only possible in field theoretical simulation. Conventional waveguide
simulators are limited to electric walls and therefore can not simulate broadside radiation. The
choice of the waveguide cross-section was based upon the form of the antenna grid. The grid is not
exactly triangular, since the radiating elements are not aligned on the same line, due to their 45
tilt. However, the assumption of a proper triangular grid was proven to yield satisfactory results
about the reflection coefficient at the radiating apertures. Considering the symmetry planes of the
triangular grid, the smallest cross-section for the waveguide simulator is the one depicted in the
picture. Both electric and magnetic walls bisect two neighboring radiating elements, forming a
cross section made of one quarter of each element.
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Figure 2.4 Waveguide simulator with the corresponding fragments of two neighboring radiating apertures
Figure 2.4 also depicts the HFSS model that was used for the waveguide simulator. The structure
was simulated as a three-port configuration, where all ports (waveguide simulator and the two
radiating waveguides) are considered to be terminated with a matched load. HFSS yielded the
S-matrix of the three-port structure. Combination of the reflection coefficient for the excitation of
only one radiating aperture with the transmission coefficient between the two apertures determines
the reflection coefficient of each radiating aperture.
The radiation impedance is superimposed to the reactances introduced by the discontinuities in-
side the ridged waveguide. The total impedance of each radiator element should be controlled in
a way that good matching of the radiator row to the feeding network be ensured for the entire
frequency range. The proper tuning of the radiator element impedance through adjustments of
certain geometrical dimensions was the basic goal of the design procedure. To this purpose, the
electromagnetic behavior of an entire radiating row for various combinations of these geometrical
dimensions had to be simulated. Each radiator row, however, is a complicated structure, which
consists of ten identical radiator elements arranged in the following manner: The distance between
adjacent slots is half a ridged waveguide length and the posts are staggered about the center line.
Moreover, the slots close to the row ends are located quarter of a ridged waveguide length from
the short circuited waveguide walls. In this way, the standing waves that are formed inside the
ridged waveguide excite all ten slots in phase with equal amplitude. In addition, the connection of
the radiator row to the feeding network is realized via a T-junction between a single and a double
ridged waveguide. This junction had to be optimized as well, so that the reflection coefficient on
the double ridged waveguide port be held low throughout the entire frequency range.
The above description states clearly that the simulation of a row with HFSS would be extremely
time consuming and would not yield accurate results. For this reason it was necessary to segment
the radiator row into smaller parts, which can be accurately simulated under HFSS. The first part
was the T-junction between the ridged and the rectangular waveguide, involving the slot, the post
and the indentation. This structure, like the waveguide simulator structure, was simulated as a
three-port configuration, where all ports are well matched. The waveguide simulator was the second
part simulated under HFSS and the last part was the T-junction at the feeding point of the radiator
row. The model used for simulating the T-junction under HFSS is depicted in Figure 2.5. In this
model two radiators are employed. The purpose of that was to examine to what extend the higher
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order modes, which are excited in the vicinity of the waveguide junction, affect the field inside the
radiating waveguides. The results from the electromagnetic simulation showed that the distortion
to the slot fields due to the evanescent modes is negligible. Again, each port of the configuration is
considered to be terminated with a matched load.
Figure 2.5 HFSS model of ridged waveguide T-junction with two radiating elements
The S-matrix data, obtained by HFSS for all structures, are imported to a network analysis tool
(Agilent ADS) and are combined in the following way: The ridged waveguide ports of adjacent
radiators are connected together and the open-end reflection coefficient, which is computed by the
waveguide simulator scattering parameters, is applied to the rectangular waveguide port. The two
ends of the row are short-circuited, whereas the feeding junction is inserted in its middle. In this
manner, a one-port configuration emerged, which represented the entire radiator row. For the verifi-
cation purposes, a similar test model was constructed and measured. The test model was produced
on milled metal technology and was scaled, in order to operate in the X-band. The agreement of
the ADS and the measurement results was good, confirming the validity of the design procedure.
The concept employed for the slot coupler of the radiator element was new. Therefore, it was
intriguing to investigate the behavior of the electromagnetic fields that are produced by the com-
bination of waveguide discontinuities like slot and post inside any structure similar to the ’aKoM’
configuration. In the next chapters a model will be developed for the computation of the field quan-
tities that are generated by a longitudinal slot and a metalic post inside a single ridged waveguide
at the presence of a coupled rectangular waveguide. The radiation phenomena and the impact of
the indentation were not included, for the sake of simplicity. The theoretical background along with
the necessary mathematical formulations will be provided in the next chapter.
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Chapter 3
Integral Equations for the ’aKoM’
configuration
The novelty in the ’aKoM’ structure lies in the combination of a centered slot and a cylindrical
metallic post, which is employed in order to initiate the coupling mechanism between the ridged
and the rectangular waveguide. Both slot and post represent waveguide discontinuities, which give
rise to evanescent modes and cause scattering phenomena. The scope of this work is to analytically
compute the scattered fields and to examine their impact on the electromagnetic behavior of the
structure. In Chapter 3 an analysis is performed for the general case, where both slot and post
are arbitrarily positioned inside the ridged waveguide. The integral equations that determine the
scattered fields, along with the corresponding dyadic Green functions are derived. The chapter is
concluded with the analysis for the ’aKoM’ configuration.
3.1 Mathematical formulations for the waveguide fields
3.1.1 Theory
Figure 3.1 depicts the structure of the coupled waveguides. The slot and the post are also illus-
trated.
Figure 3.1 Waveguide slot coupler with metallic post
The finite wall thickness of the slot formulates a narrow rectangular waveguide, coupled to the
ridged and the twisted rectangular waveguide via two apertures, namely ’Slot 1’ and ’Slot 2’ re-
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spectively, as illustrated in Figure 3.2.
Slot 1 ensures the transition of energy between the ridged and the narrow rectangular waveguide
through its electric field. Likewise, the electric field that is present at Slot 2 enables the coupling
of the narrow and the twisted rectangular waveguide. The fields of both apertures are generated
by the electric current distributions, flowing on these waveguide walls, where the apertures reside.
Figure 3.2 Apertures of the waveguide coupler
The excitation of the aperture electric field requires that the current distributions across the long
slot edges be unsymmetric [86]. In the case of the ’aKoM’ configuration, this condition is not
satisfied for Slot 1, since the long axis of the slot coincides with the symmetry axis for the electric
current on the ridged waveguide broad wall. The problem is dealt with, through insertion of the
metallic post near the aperture: The post, which is illuminated by the incident wave inside the
ridged waveguide, introduces an additional current density that perturbs the current symmetry of
the upper broad wall, leading to the excitation of the aperture electric field. Consequently, in the
’aKoM’ configuration the metallic post is responsible for the coupling between the ridged and the
narrow rectangular waveguide. The special features of the ’aKoM’ structure will be studied at a
later section of the present chapter.
In a more general case, where the slot is located at an offset from the center line of the ridged
waveguide broad wall, the slot would be excited even without the aid of the metallic scatterer, but
the presence of the latter could alter the slot behavior, according to application specific charac-
teristics. The coupling mechanism between the aperture and the post is the same, regardless of
the post or the slot position and is based on the superposition of the scattered fields that each
waveguide discontinuity produces [28]. Therefore, the theoretical study of the coupling requires
the determination of the relationships between the exciting causes (post surface current, aperture
electric field) and the resulting scattered fields. In the following sections of the present chapter, the
analysis for the determination of the scattered fields will be presented. The appropriate mathemat-
ical formulations will be derived on the basis of suitable dyadic Green functions, which describe the
excitation of each discontinuity inside a ridged or a rectangular waveguide.
3.1.2 Surface equivalent theorem - Maxwell Equations
The starting point for the derivation of the mathematical formulations is the application of the
Schelkunoff’s surface - equivalent theorem [21], according to which a scatterer may be replaced
by equivalent electric or magnetic current distributions. The surface-equivalent theorem will be
applied separately on each waveguide discontinuity.
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Before applying Schelkunoff’s theorem, it should be stated that both the ridged and the twisted
rectangular waveguides are illuminated by incident waves (
−→
E inc1,
−→
H inc1) and (
−→
E inc2,
−→
H inc2) re-
spectively. The generating sources of the incident waves are located far from the metallic post
and the slot, so that they will have no impact on the electromagnetic performance of the structure
under study. Moreover, in the proceeding analysis it is assumed that all waves exhibit a e−jωt time
dependency. The time dependency is suppressed.
• Metallic Scatterer
The presence of electric and magnetic fields inside the ridged waveguide cause the excitation
of a surface current density J on the closed surface of the post. Current J constitutes the
source of a scattered wave (
−→
E sp ,
−→
H sp), which is composed of higher order ridged waveguide
modes. The overall fields in the waveguide region exterior to the post equal the sum of the
scattered field (
−→
E ps ,
−→
Hps) and the field that is incident on the post (
−→
E pinc ,
−→
Hpinc):
−→
E t =
−→
E ps +
−→
E pinc (3.1a)−→
H t =
−→
H ps +
−→
H pinc (3.1b)
Since the scatterer is a conducting body, there are no fields in its interior region.
According to Schelkunoff’s theorem, the total field exterior to the post will not be disturbed,
if a proper surface current density
−→
J p is introduced on the closed surface of the scatterer and
the scatterer itself is removed.
−→
J p should be chosen in such a manner that it represents the
discontinuity of the magnetic field intensity across the scatterer surface:
−→
J p = −→n p × (−→H e − −→H i)
where −→n p is the outward normal vector to the post surface, −→H e is the magnetic field intensity
just outside the post and
−→
H i is the magnetic field intensity in its interior region. Since
−→
H i = 0
and
−→
H e =
−→
H t, the preceding equation may be written in the form:
−→
J p = −→n p ×−→H t| ′just′outside
the post surface
(3.2)
In other words, the equivalent surface current density is considered to give rise to the
−→
E sp
field outside the post and to the −−→E pinc field inside the post. In this way the boundary
condition, regarding the continuity of the tangential electric field across the surface of the
post is satisfied. The corresponding mathematical formulation is:
−→
E t · −→s p = (−→E pinc +−→E ps) · −→s p = 0 |post surface (3.3)
where −→s p is the tangential vector to the conducting surface.
The scattered fields may be expressed in terms of the magnetic vector potential
−→
A , which is
produced by the electric current of the post. The relevant relationships are:
−→
E ps(
−→r ) = −jωµ[−→A (−→r ) + 1
k20
∇∇ · −→A (−→r )] (3.4)
−→
Hps(
−→r ) = ∇×−→A (−→r ) (3.5)
k0 is the propagation constant in free space: k
2
0 = ωµ
ω = 2pif, f is the operating frequency
 is the electric permitivity:  ≈ 8.8541878× 10−12 F/m
µ is the magnetic permeability: µ = 4pi10−7 H/m
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Enforcement of the Maxwell equations leads to the following expressions for the scattered
field in the region exterior to the post:
∇×−→E ps(−→r ) = −jωµ−→Hps(−→r ) (3.6a)
∇×−→H ps(−→r ) = jω−→E ps(−→r ) +−→J p(−→r ) (3.6b)
∇ · [−→E ps(−→r )] = −→ρ e(−→r ) (3.6c)
where −→ρ e is the surface charge density. −→ρ e is defined by the continuity equation:
−→ρ e(−→r ) = − 1jω∇s ·
−→
J p(−→r ) (3.6d)
∇s is the surface divergence operator.
Combination of (3.4) (3.5) and (3.6) yields:
∇2−→A (−→r ) + k20−→A (−→r ) = −−→J p(−→r ) (3.7a)
∇×∇×−→E ps(−→r )− k20−→E ps(−→r ) = −jωµ−→J p(−→r ) (3.7b)
∇×∇×−→H ps(−→r )− k20−→Hps(−→r ) = ∇×−→J p(−→r ) (3.7c)
• Apertures
As already mentioned, the finite wall thickness of the slot dictates the segmentation of the
entire structure into the three domains that are depicted in Figure 3.3.
Figure 3.3 Waveguide junction
Region a represents the ridged waveguide, region b is the narrow slot waveguide and region c
lies within the twisted rectangular waveguide. According to Schelkunoff’s surface equivalence
principle, a slot aperture that separates two adjacent regions may be substituted by a per-
fect short and a pair of magnetic current sheets that are located ’just’ below and above the
aperture plane. The magnetic currents are surrogates for the aperture electric fields [106] -
[108]. More specifically, the aperture Slot 1 is short-circuited and a magnetic current sheet
−−→
M1
of equal dimensions is placed just below the aperture, at y = 0+, so that it belongs to region a.
The proper choice for
−−→
M1 is:
−−→
M1 =
−→
E Slot1 ×−→n s1 (3.8)
where
−→
E Slot1 is the electric field intensity at Slot 1 and −→n s1 is the vector normal to the
aperture pointing to the interior of the ridged waveguide.
−−→
M1 is responsible for the excitation of evanescent modes inside the ridged waveguide, which
compose the slot-scattered field (
−→
E ss ,
−→
H ss). The scattered fields are expressed with the aid
12
of the electric vector potential
−→
F according to the equations:
−→
E ss(
−→r ) = −∇×−→F (−→r ) (3.9)−→
H ss(
−→r ) = −jω[−→F (−→r ) + 1
k20
∇∇ · −→F (−→r )] (3.10)
The scattered fields and their generating magnetic current relate to each other via the Maxwell
equations:
∇×−→E ss(−→r ) = −jωµ−→Hss(−→r )−−−→M1(−→r ) (3.11a)
∇×−→H ss(−→r ) = jω−→E ss(−→r ) (3.11b)
∇ · [µ−→H ss(−→r )] = −→ρ m1(−→r ) (3.11c)
where −→ρ m1 is the surface magnetic charge density. −→ρ m1 is defined by the continuity equation:
−→ρ m1(−→r ) = − 1jω∇s ·
−−→
M1(−→r ) (3.11d)
After the combination of (3.9), (3.10) and (3.11) the following equations are obtained:
∇2−→F (−→r ) + k20−→F (−→r ) = −−−→M1(−→r ) (3.12a)
∇×∇×−→H ss(−→r )− k20−→H ss(−→r ) = −jω−−→M1(−→r ) (3.12b)
∇×∇×−→E ss(−→r )− k20−→E ss(−→r ) = −∇×−−→M1(−→r ) (3.12c)
The presence of
−−→
M1 requires the insertion of a magnetic current sheet −−−→M1 at plane y = 0−,
so that the conditions of the surface equivalence principal be fulfilled. The magnetic cur-
rent −−−→M1 excites scattered fields inside the slot waveguide that satisfy equations similar to
(3.9)-(3.12). The boundary condition, which must apply across the aperture, is the continuity
of the overall tangential magnetic field. This condition is mathematically formulated in the
following manner:
−→
H sinc · −→s s1 +−→H ss · −→s s1 = −→H c · −→s s2 |y=0 (3.13)
where
−→
H sinc is the ridged waveguide magnetic field incident to the slot and
−→
H c is the total
magnetic field inside the slot waveguide.
Vectors −→s s1 and −→s s2 are tangential to the slot aperture at planes y = 0+ and y = 0− respec-
tively.
In a similar manner, Slot 2 is shorted and a pair of magnetic current sheets
−−→
M2 and −−−→M2
is placed at y = c−c and y = c
+
c respectively.
−−→
M2 is the source of evanescent waveguide
modes inside the twisted rectangular waveguide, which is now transformed to a semi-infinite
waveguide.
−−→
M2 is defined by the expression:
−−→
M2 =
−→
E Slot2 ×−→n s2 (3.14)
where
−→
E Slot2 is the electric field intensity at Slot 2 and −→n s2 is the vector normal to the slot
aperture pointing to the interior of region c. The equations that apply for Slot 2 are similar
to expressions (3.9) - (3.12):
−→
E rws(
−→r ) = −∇×−→F rws(−→r ) (3.15)−→
H rws(
−→r ) = −jω[−→F rws(−→r ) + 1k20∇∇ ·
−→
F rws(
−→r )] (3.16)
∇×−→E rws(−→r ) = −jωµ−→Hrws(−→r )−−−→M2(−→r ) (3.17a)
∇×−→H rws(−→r ) = jω−→E rws(−→r ) (3.17b)
∇ · [µ−→H rws(−→r )] = −→ρ m2(−→r ) (3.17c)
−→
F srw is the electric vector potential and
−→
E srw ,
−→
H srw are the electric and magnetic field in-
tensities inside the twisted rectangular waveguide respectively.
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−→ρ m2 is the surface charge density, defined by the continuity equation:
−→ρ m2(−→r ) = −∇s·
−−→
M2(−→r )
jω
(3.17d)
Combination of (3.11a) and (3.11b) yields:
∇2−→F srw (−→r ) + k20−→F srw (−→r ) = −−−→M2(−→r ) (3.18a)
∇×∇×−→H srw (−→r )− k20−→H srw (−→r ) = −jω−−→M2(−→r ) (3.18b)
∇×∇×−→E srw (−→r )− k20−→E srw (−→r ) = −∇×−−→M2(−→r ) (3.18c)
The magnetic current −−−→M2 excites additional scattered fields inside the slot waveguide,
which are superimposed to the ones produced by −−−→M1. Furthermore, implementation of
Schelkunoff’s surface equivalence principal, suggests that region b is transformed to a rectan-
gular cavity excited by the magnetic currents −−−→M1 and −−−→M2. Consequently, the magnetic
field at any point inside the rectangular cavity equals the sum of magnetic fields
−→
H c1 and−→
H c2 generated by −−−→M1 and −−−→M2 respectively:
−→
H inc2 · −→s srw +−→H srw · −→s srw = −→H c · −→s sc |y=−cc ⇒−→
H inc2 · −→s srw +−→H srw · −→s srw = −→H c1 · −→s sc +−→H c2 · −→s sc |y=−cc (3.19)
−→
H inc2 is the incident magnetic field inside the twisted rectangular waveguide and vectors−→s sc,−→s srw are tangential to the Slot 2 at planes y = −c+c and y = −c−c respectively.
The expressions that have been obtained by the implementation of the surface-equivalence principal
constitute the basis for the derivation of the integral equations, which will determine the scattered
fields inside the waveguides. The derivation procedure is carried out in the next section.
3.1.3 Integral Equations for the combined structure
From the preceding analysis, it becomes obvious that three kinds of fields exist in the ridged waveg-
uide region near the slot and the post:
(
−→
E inc1,
−→
H inc1): The ridged waveguide incident field, induced by an external source with no impact
on the configuration slot-post.
(
−→
E ps ,
−→
Hps): The field induced by the electric current of the post surface.
(
−→
E ss ,
−→
H ss): The field induced by the magnetic current that represents the aperture electric field.
Superposition of all fields yields the overall field inside the ridged waveguide:
−→
E s =
−→
E inc1 +
−→
E ss +
−→
E ps (3.20a)−→
H s =
−→
H inc1 +
−→
H ss +
−→
H ps (3.20b)
Field (
−→
E s
−→
H s) is subject to the following boundary conditions:
The electric field tangential to the post surface should vanish at the points of the surface:
−→
E s · −→s p = 0|post
surface
⇒ (−→E inc1 +−→E ss +−→E sp) · −→s p = 0|post
surface
(3.21)
Additionally, in view of (3.2) the total magnetic field intensity must satisfy the following condition
just outside the surface of the post:
−→
J p = −→n p ×−→H s|post
surface+
⇒
−→
J p = −→n p × (−→H inc1 +−→H ss +−→H sp)|post
surface+
(3.22)
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The component of
−→
H s that is tangential to Slot 1 must equal the tangential magnetic field inside
the rectangular cavity, at the aperture points:
−→
H s · −→s s1 = −→H c · −→s s2|Slot1 ⇒
(
−→
H inc1 +
−→
H ss +
−→
H sp) · −→s s1 = −→H c1 · −→s s2 +−→H c2 · −→s s2|Slot1 (3.23)
Moreover, all the field quantities of the structure must satisfy the Dirichlet boundary conditions
that stand for the interior of the waveguides and waveguide walls, namely:
−→n · −→H = 0 |waveguide walls (3.24a)−→n ×−→E = 0 |waveguide walls (3.24b)
∇ · −→H = 0 |waveguide walls (3.24c)
where −→n is the inward normal vector to the waveguide walls.
Expressions (3.21) and (3.23) along with condition (3.19) form the system of equations, the solution
of which will yield the total scattered fields. An equivalent system of equations may be formulated
if expression (3.22) is employed, instead of (3.21). This matter will be discussed in the last section
of the present chapter.
The fields produced at the post and the slot are related to their generating current sources via the
expressions (3.7), (3.12) and (3.18). Such equations may be solved with the aid of proper dyadic
Green functions, which are defined as follows [46] - [56]:
• ∇2GN (−→r ,−→r ′) + k20GN (−→r ,−→r ′) = −Iδ(−→r − −→r ′) , with respect to equations (3.7a), (3.12a)
and (3.18a)
• ∇ × ∇G lk (−→r ,−→r ′) + k20G
l
k (
−→r ,−→r ′) = Iδ(−→r − −→r ′) , with respect to equations (3.7b), (3.12b)
and (3.18b)
• ∇×∇G lk (−→r ,−→r ′)+k20G
l
k (
−→r ,−→r ′) = ∇×Iδ(−→r −−→r ′) , with respect to equations (3.7c), (3.12c)
and (3.18c)
Function GN (−→r ,−→r ′) designates the electric or the magnetic vector potential at a point r, due to an
magnetic or a electric current density located at point r′. In a similar manner, function G
l
k (
−→r ,−→r ′)
represents the corresponding electric or magnetic fields. Indices N, k and l are explained below:
N =
{
A indicates magnetic vector potential
F indicates electric vector potential
k =
{
H indicates magnetic field intensity
E indicates electric field intensity
l =
{
m indicates magnetic current
e indicates electric current
I = −→x · −→x ′ +−→y · −→y ′ +−→z · −→z ′ is the unitary dyad.
Since the dyadic Green functions GN(−→r ,−→r ′), G
l
k (
−→r ,−→r ′) determine the field quantities (vector
potentials of field intensities) that are generated by impulse current distributions, the scattered
fields resulting from arbitrary surface current densities, may be expressed in the following way:
−→
A (−→r ) = ∫ ∫
Sp
GA(−→r ,−→r ′) · J(−→r ′)ds′ (3.25a)
−→
F (−→r ) = ∫ ∫
Sp
GF (−→r ,−→r ′) ·M(−→r ′)ds′ (3.25b)
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−→
E (−→r )= − ∫ ∫
Sa
G
m
E (
−→r ,−→r ′) · −→M(−→r ′)ds′ − jωµ ∫ ∫
Sp
G
e
E(
−→r ,−→r ′) · −→J (−→r ′)ds′ =
= −∇× ∫ ∫
Sa
GF (−→r ,−→r ′) · −→M(−→r ′)ds′ − jωµ[
∫ ∫
Sp
GA(−→r ,−→r ′) · −→J (−→r ′)ds′+
+ 1
k20
∇∇ ∫ ∫
Sp
GA(−→r ,−→r ′) · −→J (−→r ′)ds′] (3.25c)
−→
H (−→r )= ∫ ∫
Sp
G
e
H(
−→r ,−→r ′) · −→J (−→r ′)ds′ − jωε ∫ ∫
Sa
G
m
H(
−→r ,−→r ′) · −→M(−→r ′)ds′ =
= ∇× ∫ ∫
Sp
GA(−→r ,−→r ′) · −→J (−→r ′)ds′ − jωε[
∫ ∫
Sa
GF (−→r ,−→r ′) · −→M(−→r ′)ds′+
+ 1
k20
∇∇ ∫ ∫
Sa
GF (−→r ,−→r ′) · −→M(−→r ′)ds′] (3.25d)
The above Green functions satisfy the following equations [53] :
∇2GA(−→r ,−→r ′) + k2o GA(−→r ,−→r ′) = −Iδ(−→r −−→r ′) (3.26a)
∇2GF (−→r ,−→r ′) + k2o GF (−→r ,−→r ′) = −Iδ(−→r −−→r ′) (3.26b)
∇×∇×G eE (−→r ,−→r ′)− k2o G
e
E (
−→r ,−→r ′) = Iδ(−→r −−→r ′) (3.26c)
∇×∇×G eH(−→r ,−→r ′)− k2o G
e
H(
−→r ,−→r ′) = ∇× Iδ(−→r −−→r ′) (3.26d)
∇×∇×G mE (−→r ,−→r ′)− k2o G
m
E (
−→r ,−→r ′) = −∇× Iδ(−→r −−→r ′) (3.26e)
∇×∇×G mH (−→r ,−→r ′)− k2o G
m
H (
−→r ,−→r ′) = Iδ(−→r −−→r ′) (3.26f)
Additionally:
G
e
E = ∇2GA + 1k20GA (3.27a)
G
m
H = ∇2GF + 1k20GF (3.27b)
G
m
E = −∇×GF (3.27c)
G
e
H = ∇×GA (3.27d)
∇×G eE = G
e
H (3.27e)
∇×G eH = k20G
e
E + Iδ(
−→r −−→r ′) (3.27f)
∇×G mE = k20G
m
H + Iδ(
−→r −−→r ′) (3.27g)
∇×G mH = G
m
E (3.27h)
Expressions (3.25) are valid for fields inside a waveguide only when the dyadic Green functions
satisfy boundary conditions similar to the ones given by (3.24):
−→n ·G lE = 0 |waveguide walls (3.28a)
−→n ×∇×G lH = 0 |waveguide walls (3.28b)
l = e,m
Substitution of equations (3.25) in expressions (3.19), (3.21) and (3.23) leads to the formulations:
−−→E inc1(−→r p)·−→s p =−jωµ
∫∫
Sp
G
e
E(
−→r p,−→r ′p)·−→J p(−→r ′p)ds′p · −→s p−
− ∫∫
Slot1
G
m
E (
−→r p,−→r ′s1)·−→M1(−→r ′s1)ds′s1 · −→s p |post
surface
(3.29a)
−−→E inc1(−→r p)·−→s p=−jωµ[
∫∫
Sp
GA(−→r p,−→r ′p) · −→J p(−→r ′p)ds′p+
+ 1
k2o
∇∇·∫∫
Sp
GA(−→r p,−→r ′p) · −→J p(−→r ′p)ds′p]·−→s p+
−∇× ∫∫
Slot1
GF (−→r p,−→r ′s1) · −→M1(−→r ′s1)ds′s1 ·−→s p |post
surface
(3.29b)
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−−→H inc1(−→r s1)·−→s s1 =
∫∫
Sp
G
e
H(
−→r s1,−→r ′p)·−→J p(−→r ′p)ds′p · −→s s1−
−jωε[∫∫
Slot1
G
m
H(
−→r s1,−→r ′s1)·−→M1(−→r ′s1)ds′s1 ·−→s s1+
+
∫∫
Slot1
G
m
Hc
(−→r s1,−→r ′s1)·−→M1(−→r ′s1)ds′s1 ·−→s s2+
+
∫∫
Slot2
G
m
Hc
(−→r s1,−→r ′s2)·−→M2(−→r ′s2)ds′s2 ·−→s s2] |Slot1 (3.30a)
−−→H inc1(−→r s1)·−→s s1 =∇×
∫∫
Sp
GA(−→r s1,−→r ′p) · −→J p(−→r ′p)ds′p · −→s s1−
−jωε[∫∫
Slot1
GF (−→r s1,−→r ′s1) · −→M1(−→r ′s1)ds′s1+
+ 1
k2o
∇∇ · ∫∫
Slot1
GF (−→r s1,−→r ′s1) · −→M1(−→r ′s1)ds′s1] · −→s s1−
−jωε[∫∫
Slot1
GFc(−→r s1,−→r ′s1) · −→M1(−→r ′s1)ds′s1+
+ 1
k2o
∇∇ · ∫∫
Slot1
GFc(−→r s1,−→r ′s1) · −→M1(−→r ′s1)ds′s1] · −→s s2−
−jωε[∫∫
Slot2
GFc(−→r s1,−→r ′s2) · −→M2(−→r ′s2)ds′s2+
+ 1
k2o
∇∇ · ∫∫
Slot2
GFc(−→r s1,−→r ′s2) · −→M2(−→r ′s2)ds′s2] · −→s s2 |Slot1
(3.30b)
−−→H inc2(−→r s2)·−→s srw =−jωε[
∫ ∫
Slot1
G
m
Hc
(−→r s2,−→r ′s1) · −→M1(−→r ′s1)ds′s1 · −→s sc+
+
∫ ∫
Slot2
G
m
Hc
(−→r s2,−→r ′s2) · −→M2(−→r ′s2)ds′s2·−→s sc+
+
∫ ∫
Slot2
G
m
Hsrw
(−→r s2,−→r ′s2) · −→M2(−→r ′s2)ds′s2 · −→s srw ] |Slot2
(3.31a)
−−→H inc2(−→r s2)·−→s srw =jω[
∫ ∫
Slot2
GFc(
−→r s2,−→r ′s1) · −→M1(−→r ′s1) ds′s1+
+ 1
k20
∇∇ · ∫ ∫
Slot2
GFc(
−→r s2,−→r ′s1) · −→M1(−→r ′s1) ds′s1 ] · −→s rc−
−jω[∫ ∫
Slot2
GFc(
−→r s2,−→r ′s2) · −→M2(−→r ′s2) ds′s2+
+ 1
k20
∇∇ · ∫ ∫
Slot2
GFc(
−→r s2,−→r ′s2) · −→M2(−→r ′s2) ds′s2 ] · −→s rc−
−jω[ 1
k20
∇∇ · ∫ ∫
Slot2
GFsrw (
−→r s2,−→r ′s2) · −→M2(−→r ′s2) ds′s2+
+
∫ ∫
Slot2
GFsrw (
−→r s2,−→r ′s2) · −→M2(−→r ′s2) ds′s2 ] · −→s srw |Slot2
(3.31b)
where:
GFc : Electric vector potential dyadic Green function inside the rectangular cavity.
GFsrw : Electric vector potential dyadic Green function inside the semi-infinite rectangular waveg-
uide.
G
m
Hrc
: Magnetic dyadic Green function for the magnetic current inside the rectangular cavity.
G
m
Hsrw
: Magnetic dyadic Green function for the magnetic current inside the semi-infinite rectan-
gular waveguide.
17
−→r p : Points on the post surface.
−→r s1 : Points on Slot 1.
−→r s2 : Points on Slot 2.
Equations (3.29), (3.30) and (3.31) constitute a system of three integral equations with three un-
knowns, namely the current densities
−→
J p,
−−→
M1 and
−−→
M2. These equations describe the relationship
among the fields inside any structure that bears a resemblance to the ’aKoM’ configuration. More
specifically, the determination of the above current densities yields the scattered fields inside a
waveguide that contains a metallic scatterer of arbitrary shape and is coupled to another waveguide
via an aperture of arbitrary orientation and finite wall thickness. Equations (3.29), (3.30) and
(3.31) apply, regardless of the relative position of the coupled waveguides and the locations of the
slot and the metallic scatterer.
Solution of the former equations requires the derivation of all dyadic Green functions involved.
Even though the derivation procedure will be analyzed at a later section of the present work, it can
be stated at this point that some dyadic Green functions exhibit high singularities, especially when
the observation point lies in the close vicinity of the source point. Particularly in the cases where
the integrals may not be evaluated analytically, but resort must be taken to numerical methods,
the singularities are more difficult to handle. The explanation lies in the presence of the differential
operators inside the integral equations: the accuracy of the numerical methods is not guaranteed,
if successive differentiations follow a numerical integration. For this reason it is often desired to
interchange the sequence of integration and differentiation, so that the derivatives be computed
analytically. This procedure, however, is not allowed, because it can lead to violation of the Leib-
nitz’s rule, especially when source and observation points almost coincide [57]. For this reason it
would be convenient, if equivalent integral equations were derived, where at least one derivative
were brought inside the integral. This is accomplished via the mixed potential formulation, which
employs the combination of vector and scalar potentials [57], [76]. The mixed potential formulation
will be adapted for the integral equation relevant to the post surface, because these integrals may
not be computed analytically, in contrast to the integrals involving the magnetic current. The
derivation of the mixed potential formulation is presented below:
Combination of equations (3.5) and (3.6a) yields:
∇×−→E sp = −jωµ∇×−→A ⇒−→
E sp = −jωµ−→A +∇Φe
where Φe is a scalar potential function and is related to the surface charge density via the equation:
∇2Φe(−→r ) + k20Φe(−→r ) = −ρe(−→r )
In addition, the Lorenz gauge is valid:
∇ · −→A (−→r ) = −jωΦe(−→r )
In a homogeneous medium Φe may also be expressed in terms of a scalar Green function:
Φe(−→r ) = 
∫∫
scatterer
surface
GΦe(
−→r ,−→r ′)ρε(−→r ′)ds′ (3.32)
Derivation of GΦe(
−→r ,−→r ′) can be found in Appendix B.
Incorporation of (3.32) into equation (3.29b) yields:
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−−→E inc1(−→r p)·−→s p =−jωµ
∫∫
Sp
GA(−→r p,−→r ′p) · −→J p(−→r ′p)ds′p · −→s p−
−∇ ∫∫
Sp
GΦe(
−→rp ,−→rp ′)∇s · −→Jp(−→r ′) ds′p · −→s p+
−∇× ∫∫
Slot1
GF (−→r p,−→r ′s1) · −→M1(−→r ′s1)ds′s1 · −→s p |post
surface
(3.33)
Since expressions (3.29) and (3.33) are equivalent, (3.33) may replace (3.29a) or (3.29b) in the final
system of equations. The combination of (3.33) (3.31) and (3.30) will be denoted as the MPIE
method throughout the rest of this work, whereas the system that constitutes of equations (3.29)
(3.31) and (3.30) is denoted as the EFIE method. In general the MPIE method produces more sta-
ble solutions than the EFIE method and is often preferred for the solution of scattering problems.
Later on it will be proven, that in this particular problem both the EFIE and the MPIE methods
lead to the same integral equation.
3.2 Derivation of the Dyadic Green Functions
Implementation of either the MPIE or the EFIE method requires the determination of the involved
Green functions. It is a logical choice to expand all Green functions in terms of waveguide and
cavity eigenvectors. In this way, all boundary conditions concerning the waveguide walls are au-
tomatically satisfied. Furthermore, the eigenfunction representation of Green function offers the
possibility to handle the singular behavior of some Green functions by means of delta functions,
instead of computing principal value integrals [56]. The principal-value method is mostly employed
in the case of free space or unbounded media, where the Green functions are evaluated in closed
form and the involved volume surface integrals do not converge. In such cases, a small exclusion
volume surface Sδ containing the source point is defined. Subtraction of the exclusion volume
surface integral from the overall Green volume surface integral leads to a principal-value integral,
which is convergent when Sδ → 0. The principal value integral with respect to the Green functions
has been the subject of numerous studies [47] - [49], [52], [54] - [56]. In the following section it will
be evident that the effect of principal-value integral is inherent in the eigenfunction representation
of the Green function.
The expansion of Green functions in terms of waveguide or cavity eigenvectors, however, raises
an issue regarding the completeness of the modal expansion of some dyadic Green functions [46],
[50], [51], [53], [57] . The issue becomes clear when the divergence operator is applied on both
members of (3.26c). Recognizing that ∇ · Iδ(−→r − −→r ′) 6= 0 for −→r = −→r ′, it is concluded that the
divergence ofG
e
E does not equal zero, when the source and the observation point coincide. Since all
waveguide modes are divergenceless everywhere in the waveguide interior, it becomes obvious that
superposition of waveguide eigenvectors alone does not suffice for the correct representation of the
electric Green function. Additional terms are required so that the non-solenoidal nature of G
e
E is
retained. The same applies forG
m
H ,GF andGA.
All Green functions are derived after the Ohm-Rayleigh method [46]. In this section, the derivation
of functions GA and GF will be demonstrated. Derivation of the rest dyadic Green functions is
performed in Appendix B.
3.2.1 Dyadic Green function for the magnetic vector potential
The functionGA satisfies the equation:
∇2GA(−→r ,−→r ′) + k20GA(−→r ,−→r ′) = −Iδ(−→r −−→r ′) | inside the
waveguide
(3.34)
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According to the Ohm-Rayleigh method, the term on the right side of (3.34) is expanded on the
following sets of eigenvectors:
−→e TEi(−→r , h) = ejhz∇tgi(x, y)×−→z (TE modes)−→e TMi(−→r , h) = jhejhz∇tfi(x, y) + k2CTMifi(x, y)ejhz · −→z (TM modes)−→
L TMi(
−→r , h) = ∇(fi(x, y)ejhz) (non-solenoidal term)
∇t denotes divergence with respect to the transverse coordinates and gi(x, y), fi(x, y), k2CTMi have
been defined in Appendix A. The Cartesian coordinate system for the ridged waveguide is analysed
in Appendix C. Term
−→
L TMi is the complementary non-solenoidal term, which represents the solu-
tion to the homogeneous vector Helmholtz equation:
−→
L TMi + (k
2
CTMi
+ h2)
−→
L TMi = 0
All vectors posses the following orthogonal properties:
∫∫
Sw
∞∫
−∞
−→e TEi(−→r , h)−→e TEn(−→r ,−h′) dz ds= δ(h− h′)δi,n2pi (3.35a)
∫∫
Sw
∞∫
−∞
−→e TMi(−→r , h)−→e TMn(−→r ,−h′) dz ds= (k2CTMi + h2)δ(h− h′)δi,n2pi (3.35b)∫∫
Sw
∞∫
−∞
−→
L TMi(
−→r , h)−→L TMn(−→r ,−h′) dz ds=
k2CTMi
+h2
k2
CTMi
δ(h− h′)δi,n2pi (3.35c)
∫∫
Sw
∞∫
−∞
−→e TEi(−→r , h)−→e TMn(−→r ,−h′) dz ds= 0 (3.35d)
∫∫
Sw
∞∫
−∞
−→e TMi(−→r , h)−→L TMn(−→r ,−h′) dz ds= j(h− h′)k2CTMiδ(h− h′)δi,n2pi (3.35e)∫∫
Sw
∞∫
−∞
−→e TEi(−→r , h)−→L TMn(−→r ,−h′) dz ds= 0 (3.35f)
where Sw is the waveguide cross-section and δi,n =
{
1 , i = n
0 , i 6= n
Expression (3.35e) suggests that eigenvectors −→e TMi(−→r , h) and −→L TMn(−→r , h) are not orthogonal in
the spatial domain. This problem, however, is not encountered when the h domain is considered:
∞∫
−∞
∫ ∫
Sw
∞∫
−∞
−→e TMi(−→r , h)−→L TMn(−→r ,−h′) dz ds dh = 0
Expansion of term Iδ(−→r −−→r ′) leads to:
Iδ(−→r −−→r ′) =
∞∫
−∞
dh{∑
j
[Bj(h)−→e TMj (−→r , h) + Cj(h)−→L TMj (−→r , h)]+
+
∑
i
Ai(h)−→e TEi(−→r , h)} (3.36)
where Ai(h), Bj(h) and Cj(h) are unknown coefficients to be determined. Multiplication of both
members of (3.36) with −→e TEi(−→r , h), integration over the volume of the waveguide V and incorpo-
ration of (3.35) yields:
∫∫∫
V
−→e TEk(−→r ,−h′)δ(−→r −−→r ′)dxdydz =
∞∫
−∞
dhAk(h)δ(h− h′)2pi ⇒
Ak(h) =
−→e TEk(−→r ′,−h)
2pi
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In a similar way the values for coefficients Bk(h) and Ck(h) are obtained:
Bk(h) =
−→e TMk (−→r ′,−h)
2pi(k2
CTMk
+h2)
Ck(h) =
−→
L TMk (
−→r ′,−h)k2CTMk
2pi(k2
CTMk
+h2)
Equation (3.36) becomes:
Iδ(−→r −−→r ′) =
∞∫
−∞
dh{∑
i
−→e TEi (−→r ′,−h)−→e TEi (−→r ,h)
2pi +
+
∑
j
[
−→e TMj (−→r ′,−h)−→e TMj (−→r ,h)
2pi(k2
CTMj
+h2)
+
+
k2CTMj
−→
L TMj (
−→r ′,−h)−→L TMj (−→r ,h)
2pi(k2
CTMj
+h2)
]} (3.37)
or
δ(−→r −−→r ′)−→x−→x ′ =
∞∫
−∞
dh{∑
i
[ e
j∗h∗(z−z′)
2pi
∂gi(x,y)
∂y
∂gi(x
′,y′)
∂y′ ]+
+
∑
j
[ e
j∗h∗(z−z′)
2pi
∂fj(x,y)
∂x
∂fj(x
′,y′)
∂x′ ]}−→x−→x ′ ⇒
δ(−→r −−→r ′)−→x−→x ′ =[∑
i
∂gi(x,y)
∂y
∂gi(x
′,y′)
∂y′ +
+
∑
j
∂fj(x,y)
∂x
∂fj(x
′,y′)
∂x′ ]δ(z − z′)−→x−→x ′ (3.37a)
δ(−→r −−→r ′)−→y −→y ′ =
∞∫
−∞
dh{∑
i
[ e
jh(z−z′)
2pi
∂gi(x,y)
∂x
∂gi(x
′,y′)
∂x′ ]+
+
∑
j
[ e
jh(z−z′)
2pi
∂fj(x,y)
∂y
∂fj(x
′,y′)
∂y′ ]}−→y −→y ′ ⇒
δ(−→r −−→r ′)−→y −→y ′ =[∑
i
∂gi(x,y)
∂x
∂gi(x
′,y′)
∂x′ +
+
∑
j
∂fj(x,y)
∂y
∂fj(x
′,y′)
∂y′ ]δ(z − z′)−→y −→y ′ (3.37b)
δ(−→r −−→r ′)−→z −→z ′ =
∞∫
−∞
dh
∑
j
[ e
jh(z−z′)
2pi k
2
CTMj
fj(x, y)fj(x
′, y′)]−→z −→z ′ ⇒
δ(−→r −−→r ′)−→z −→z ′ =∑
j
[k2CTMjfj(x, y)fj(x
′, y′)]δ(z − z′)−→z −→z ′ (3.37c)
The next step is to expand the unknown Green function in the following way:
GA(−→r ,−→r ′) = 12pi
∞∫
−∞
dh{∑
i
ai(h)−→e TEi(−→r ′,−h)−→e TEi(−→r , h)+
+
∑
j
[bj(h)
−→e TMj (−→r ′,−h)−→e TMj (−→r ,h)
(k2
CTMj
+h2)
+
+cj(h)
k2CTMj
−→
L TMj (
−→r ′,−h)−→L TMj (−→r ,h)
(k2
CTMj
+h2)
]} (3.38)
The unknown coefficients ai(h), bj(h) and cj(h) are determined after substitution of (3.37) and
(3.38) into (3.34) and implementation of the following conditions:
∇2−→e TEi(−→r , h) = −∇×∇×−→e TEi(−→r , h) = −(k2CTEj + h2)−→e TEi(−→r , h)
∇2−→e TMj (−→r , h) = −∇×∇×−→e TMj (−→r , h) = −(k2CTMj + h2)−→e TMj (−→r , h)
∇2−→L TMj (−→r , h) = ∇∇ · −→L TMj (−→r , h) = −(k2CTMj + h2)
−→
L TMj (
−→r , h)
21
The resulting coefficients are:
bk(h) = ck(h) =
1
k2
CTMj
+h2+k20
ak(h) =
1
k2
CTEj
+h2+k20
The expression forGA(−→r ,−→r ′) takes the form:
GA(−→r ,−→r ′) = 12pi
∞∫
−∞
dh{∑
i
−→e TEi (−→r ′,−h)−→e TEi (−→r ,h)
k2
CTEi
+h2−k2o +
+
∑
j
[
−→e TMj (−→r ′,−h)−→e TMj (−→r ,h)
(k2
CTMj
+h2)(k2
CTMj
+h2−k2o)+
+
k2CTMj
−→
L TMj (
−→r ′,−h)−→L TMj (−→r ,h)
(k2
CTMj
+h2)(k2
CTMj
+h2−k2o) ]} (3.39)
The Fourier integral of (3.39) may be evaluated in a closed form by applying the method of contour
integration. All terms of the integrand have two poles at h = ±
√
k20 − k2Ck and they fulfill the
requirement of the Jordan lemma at infinity. After the implementation of the contour integration
the final expression for GA(−→r ,−→r ′) is obtained:
GA(−→r ,−→r ′) =−j
∑
i
−→e TEi (−→r ′,±γTEi )−→e TEi (−→r ,∓γTEi )
2γTEi
−
−j∑
j
[
−→e TMj (−→r ′,±γTMj )−→e TMj (−→r ,∓γTMj )
2γTMj k
2
o
+
+
k2CTMj
−→
L TMj (
−→r ′,−h)−→L TMj (−→r ,h)
2γTMj k
2
o
] (3.40)
The upper line in the summations refers to the case where z > z′ whereas the bottom line stands
for z < z′. The elements of GA(−→r ,−→r ′) are cited below:
GAxx(
−→r ,−→r ′) =−j∑
i
∂g
i
(x,y)
∂y
∂g
i
(x′,y′)
∂y′
e
−jγTEi |z−z
′|
2γTEi
−
−j∑
j
∂f
j
(x,y)
∂x
∂f
j
(x′,y′)
∂x′
e
−jγTMj |z−z
′|
2γTMj
(3.41a)
GAxy(
−→r ,−→r ′) =j∑
i
∂g
i
(x,y)
∂y
∂g
i
(x′,y′)
∂x′
e
−jγTEi |z−z
′|
2γTEi
−
−j∑
j
∂f
j
(x,y)
∂x
∂f
j
(x′,y′)
∂y′
e
−jγTMj |z−z
′|
2γTMj
(3.41b)
GAxz(
−→r ,−→r ′) = 0 (3.41c)
GAyy (
−→r ,−→r ′) =−j∑
i
∂g
i
(x,y)
∂x
∂g
i
(x′,y′)
∂x′
e
−jγTEi |z−z
′|
2γTEi
−
−j∑
j
∂f
j
(x,y)
∂y
∂f
j
(x′,y′)
∂y′
e
−jγTMj |z−z
′|
2γTMj
(3.41d)
GAyx(
−→r ,−→r ′) =j∑
i
∂g
i
(x,y)
∂x
∂g
i
(x′,y′)
∂y′
e
−jγTEi |z−z
′|
2γTEi
−
−j∑
j
∂f
j
(x,y)
∂y
∂f
j
(x′,y′)
∂x′
e
−jγTMj |z−z
′|
2γTMj
(3.41e)
GAyz (
−→r ,−→r ′) = 0 (3.41f)
GAzx(
−→r ,−→r ′) = 0 (3.41g)
GAzy(
−→r ,−→r ′) = 0 (3.41h)
GAzz(
−→r ,−→r ′) = −j
∑
j
k2CTMjfj (x, y)fj (x
′, y′)
e
−jγTMj |z−z′|
2γTMj
(3.41i)
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3.2.2 Dyadic Green Function for the electric vector potential
The Green function GF is derived in a similar way. The implementation of the Ohm-Rayleigh
method results to the expansion of GF into sets of eigenvectors that represent the magnetic fields
of the modes inside the waveguide. Again, in the case of GF an extra set of non-solenoidal eigen-
vectors is employed. However, these three sets of eigenvectors do not suffice for the complete
representation of GF . This is attributed to the presence of an additional term, which is intro-
duced when a longitudinal aperture is milled on a waveguide wall [103], [104] . The presence of the
additional term becomes evident, when the z-component of equation ∇×−→E = −jωµ−→H is examined:
−→z · ∇ × −→E = −jωµ−→z · −→H ⇒
∇ · (−→E ×−→z ) = −jωµ−→z · −→H
Integration of the above equation over the waveguide cross-section, application of the divergence
theorem and enforcement of the vector identity −→n w · (−→E ×−→z ) = −→z · (−→n w ×−→E ) yields:∫∫
S
∇ · (−→E ×−→z )ds = −jωµ ∫∫
S
−→z · −→Hds⇒∫
c
−→n w · (−→E ×−→z )dc = −jωµ
∫ ∫
S
−→z · −→Hds⇒
−→z · ∫
c
(−→n w ×−→E )dc = −jωµ−→z ·
∫ ∫
S
Hzds
where C is the waveguide circumference and −→n w is the unitary vector normal to the waveguide
walls.
If Hz is expanded in terms of waveguide eigenvectors, then the right member of the preceding
expression always vanishes, whereas the left member does not equal null, due to the electric field
inside the aperture. Consequently, an additional term for the magnetic field must be present
Hz = ψh0(x, y, z) +
∑
n=1
−→
h TEn(x, y, z)
−→z ⇒∫
c
(−→n w ×−→E )dc = −jωµ
∫∫
S
ψh0(x, y, z)ds− jωµ
∑
n=1
∫∫
S
−→
h TEn(x, y, z)
−→z ds⇒∫
c
(−→n w ×−→E )dc = −jωµ
∫∫
S
ψh0(x, y, z)ds⇒
ψh0(z) = − 1jωµS
∫
c
(−→n w ×−→E )dc (3.42)
Equation (3.42) indicates that term ψh0 is directed along the z-axis and does not vary with the
transverse coordinates. It should be pointed out that term ψh0 does not appear when magnetic
currents flow in the interior volume of the waveguide. If such currents are present, then the integral
in (3.42) vanishes and so does ψh0. Term ψh0 has also no influence on the waveguide electric field,
therefore it cannot be produced by electric currents. ψh0 is excited only by aperture scatterers
and, as stated by equation (3.42), exists in the region ’under the aperture’ or ’above the aperture’,
depending on the geometry of the structure under study.
Embodying the condition −→n w ×−→E = −−→M , equation (3.42) becomes:
ψh0(z) =
1
jωµS
∫
aperture
width
M(x, y, z)dc
where the integration is performed with respect to x or y, depending on the location of the aperture
inside the waveguide. The preceding equation may be written in the following manner:
ψh0(z) =
1
jωµS
∫
aperture
length
∫
aperture
width
M1(x′, y′, z′)δ(z′ − z)dc′dz′ ⇒
ψh0(z) =
1
jωµS
∫ ∫
aperture
surface
M1(x′, y′, z′)δ(z′ − z)dc′dz′
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This expression will be used for the derivation of GF
GF satisfies the equation:
∇2GF (−→r ,−→r ′) + k2o GF (−→r ,−→r ′) = −Iδ(−→r −−→r ′) (3.43)
Term Iδ(−→r − −→r ′) is expressed as the sum of ψh0 and a series of the waveguide eigenvectors that
are stated below.
−→
h TEi(
−→r , h) = jhejhz∇tgi(x, y) + k2CTEigi(x, y)ejhz−→z (TE modes)−→
h TMi(
−→r , h) = ejhz∇tfi(x, y) ×−→z (TM modes)−→
L TEi(
−→r , h) = ∇(gi(x, y)ejhz) (non-solenoidal terms)
gi(x, y), fi(x, y) and k
2
CTEi
have been defined in Appendix A and
−→
L TEi satisfies the equation:
∇2−→L TEi + (k2CTEi + h2)
−→
L TEi = 0
The following orthogonality conditions are valid:
∫∫
S
∞∫
−∞
−→
h TEi(
−→r , h)−→h TEn(−→r ,−h′)dsdz = (k2CTEi + h2)δ(h− h′)δi,n2pi (3.44a)∫∫
S
∞∫
−∞
−→
h TMi(
−→r , h)−→h TMn(−→r ,−h′)dsdz = δ(h− h′)δi,n2pi (3.44b)∫∫
S
∞∫
−∞
−→
L TEi(
−→r , h)−→L TEn(−→r ,−h′)dsdz =
(k2CTEi
+h2)
k2
CTEi
δ(h− h′)δi,n2pi (3.44c)
∫∫
S
∞∫
−∞
−→
h TEi(
−→r , h)−→h TMn(−→r ,−h′)dsdz = 0 (3.44d)∫∫
S
∞∫
−∞
−→
h TEi(
−→r , h)−→L TEn(−→r ,−h′)dsdz = jk2CTEi(h− h′)δ(h− h′)δi,n2pi (3.44e)∫∫
S
∞∫
−∞
−→
h TMi(
−→r , h)−→L TEn(−→r ,−h′)dsdz = 0 (3.44f)
Vectors
−→
L TE and
−→
h TE are orthogonal in the h domain, as indicated by the proceeding expression:
∞∫
−∞
∫ ∫
S
∞∫
−∞
−→
h TEi(
−→r , h)−→L TEi(−→r ,−h′)dsdzdh = 0
Term Iδ(−→r −−→r ′) becomes:
Iδ(−→r −−→r ′) =
∞∫
−∞
dh{∑
i
[Ai(h)
−→
h TEi(
−→r , h) + Ci(h)−→L TEi(−→r , h)]+
+
∑
j
Bj(h)
−→
h TMj (
−→r , h)}+D 1
S
δ(z − z′)−→z (3.45)
For the determination of D, both members of (3.45) are multiplied with 1
S
−→z and integrated over
the waveguide volume:
D = 1
The unknown coefficients Ai(h), Bj(h) and Ci(h) are determined after multiplication of both mem-
bers of (3.45) with
−→
h TEk(
−→r ′,−h) , −→h TMk(−→r ′,−h) and −→L TEk(−→r ′,−h) respectively and integration
over the waveguide volume:
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Ak(h) =
−→
h TEk (
−→r ′,−h)
2pi(k2
CTEk
+h2)
Bk(h) =
−→
h TMk (
−→r ′,−h)
2pi
Ck(h) =
−→
L TEk (
−→r ′,−h)k2CTMk
2pi(k2
CTMk
+h2)
Equation (3.45) takes the form:
Iδ(−→r −−→r ′) =
∞∫
−∞
dh{∑
i
[
−→
h TEi (
−→r ′,−h)
2pi(k2
CTEi
+h2)
−→
h TEi(
−→r , h)+
+
−→
L TEi (
−→r ′,−h)k2CTEi
2pi(k2
CTEi
+h2)
−→
L TEi(
−→r , h)]+
+
∑
j
−→
h TMj (
−→r ′,−h)
2pi
−→
h TMj (
−→r , h)}+ 1
S
δ(z − z′)−→z −→z ′ (3.46)
The unknown function GF is expanded in the following way:
GF (−→r ,−→r ′) =
∞∫
−∞
dh{∑
i
[ai(h)
−→
h TEi (
−→r ′,−h)
2pi(k2
Ci
+h2)
−→
h TEi(
−→r , h)+
+ci(h)
−→
L TEi (
−→r ′,−h)k2Ci
2pi(k2
Ci
+h2)
−→
L TEi(
−→r , h)]+
+
∑
j
bj(h)
−→
h TMj (
−→r ′,−h)
2pi
−→
h TMj (
−→r , h)}+ d 1
S
δ(z − z′)−→z −→z ′ (3.47)
The unknown coefficients ai(h), bj(h), ci(h) and d are determined after substitution of (3.46) and
(3.47) into (3.43) and implementation of the following conditions:
∇2−→h TEi(−→r , h) = −∇×∇×−→h TEi(−→r , h) = −(k2CTEi + h2)
−→
h TEi(
−→r , h)
∇2−→h TMi(−→r , h) = −∇×∇×−→h TMi(−→r , h) = −(k2CTMi + h2)
−→
h TMi(
−→r , h)
∇2−→L TEi(−→r , h) = ∇∇ · −→L TEi(−→r , h) = −(k2CTEi + h2)
−→
L TEi(
−→r , h)
The resulting coefficients are:
ak(h) = ck(h) =
1
k2
CTEk
+h2−k2o
bk(h) =
1
k2
CTMk
+h2−k2o
d = − 1
k2o
Equation (3.47) is rewritten in the form:
GF (−→r ,−→r ′) =
∞∫
−∞
dh{∑
i
1
k2
CTEi
+h2−k2o [
−→
h TEi (
−→r ′,−h)−→h TEi (−→r ,h)
2pi(k2
CTEi
+h2)
+
+
k2CTEi
−→
L TEi (
−→r ′,−h)−→L TEi (−→r ,h)
2pi(k2
CTEi
+h2)
]+
+
∑
j
−→
h TMj (
−→r ′,−h)−→h TMj (−→r ,h)
2pi(k2
CTMj
+h2−k2o) }+
1
S
δ(z − z′)−→z −→z ′
The integral in the above equation is evaluated in closed form. The result is:
GF (−→r ,−→r ′) =−j
∑
i
[
−→
h TEi (
−→r ,∓γTEi )−→h TEi (−→r ′,±γTEi )
2γTEik
2
o
+
+
k2CTEi
−→
L TEi (
−→r ,∓γTEi )−→L TEi (−→r ′,±γTEi )
2γTEik
2
o
]−
−j∑
j
−→
h TMj (
−→r ′,±γTMj )
2γTMj
−→
h TMj (
−→r ,∓γTMj ) + 1S δ(z − z′)−→z −→z ′
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The upper line in the summations refers to the case where z¿z’ whereas the bottom line stands for
z < z′.
The elements of GF (−→r ,−→r ′) are listed below:
GFxx(
−→r ,−→r ′) =−j∑
i
∂g
i
(x,y)
∂x
∂g
i
(x′,y′)
∂x′
e
−jγTEi |z−z
′|
2γTEi
−
−j∑
j
∂f
j
(x,y)
∂y
∂f
j
(x′,y′)
∂y′
e
−jγTMj |z−z
′|
2γTMj
(3.48a)
GFxy (
−→r ,−→r ′) =−j∑
i
∂g
i
(x,y)
∂x
∂g
i
(x′,y′)
∂y′
e
−jγTEi |z−z
′|
2γTEi
+
+j
∑
j
∂f
j
(x,y)
∂y
∂f
j
(x′,y′)
∂x′
e
−jγTMj |z−z
′|
2γTMj
(3.48b)
GFxz(
−→r ,−→r ′) = 0 (3.48c)
GFyx (
−→r ,−→r ′) =−j∑
i
∂g
i
(x,y)
∂y
∂g
i
(x′,y′)
∂x′
e
−jγTEi |z−z
′|
2γTEi
−
−j∑
j
∂f
j
(x,y)
∂x
∂f
j
(x′,y′)
∂y′
e
−jγTMj |z−z
′|
2γTMj
(3.48d)
GFyy (
−→r ,−→r ′) =−j∑
i
∂g
i
(x,y)
∂y
∂g
i
(x′,y′)
∂y′
e
−jγTEi |z−z
′|
2γTEi
−
−j∑
j
∂f
j
(x,y)
∂x
∂f
j
(x′,y′)
∂x′
e
−jγTMj |z−z
′|
2γTMj
(3.48e)
GFyz (
−→r ,−→r ′) = 0 (3.48f)
GFzx(
−→r ,−→r ′) = 0 (3.48g)
GFzy(
−→r ,−→r ′) = 0 (3.48h)
GFzz(
−→r ,−→r ′) =−j∑
i
k2CTEigi(x, y)gi(x
′, y′) e
−jγTEi |z−z
′|
2γTEi
+
+ 1
S
δ(z − z′)−→z −→z ′ (3.48i)
Equations (3.41) and (3.48) represent the dyadic Green functions inside a ridged waveguide for
arbitrary electric and magnetic currents. The remaining dyadic Green functions are derived in
Appendix B.
3.3 ’aKoM’ configuration: Geometry - Integral Equations
At this point, the special features of the ’aKoM’ configuration must be taken into account, so that
the Green functions be accordingly modified. The geometry and the orientation of the components
that constitute the ’aKoM’ structure dictate the introduction of two additional coordinate systems:
a cylindrical coordinate system and a Cartesian coordinate system, rotated 45 degrees about the
initial one.
• Cylindrical coordinate system
Figure 3.4 illustrates the employed cylindrical coordinate system. The coupling slot and the
rectangular waveguide are omitted for the sake of simplicity. The use of the specific cylindrical
coordinate system is imposed by the shape of the metallic scatterer and concerns all relevant
field quantities inside the ridged waveguide.
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Figure 3.4 Coordinate systems for the ’aKoM’ configuration
As viewed in Figure 3.4, the origin of the cylindrical coordinate system is shifted in the x-
direction from the origin of the ridged waveguide Cartesian coordinate system, so that axis t
coincides with the post axis. dp is the distance of the post axis from the vertical waveguide
wall, Rp is the post radius and hp is the post height. The ridged waveguide dimensions are
also depicted in Figure 3.4. The relationships between the unitary vectors of the cylindrical
and the Cartesian coordinate systems are:
 ρt
ϕ

 =

 sin(ϕ) cos(ϕ) 00 0 1
cos(ϕ) − sin(ϕ) 0



 xsys
zs

⇒
⇒


−→ρ = −→x s sin(ϕ) +−→z s cos(ϕ)−→
t = −→y s−→ϕ = −→x s cos(ϕ)−−→z s sin(ϕ)
, ϕ = tan−1(
xs
zs
) (3.49)
The coordinate system xs, ys, zs is defined in the following manner:

xs = x− dp
ys = y
zs = z
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All field quantities inside the ridged waveguide are expressed in the new coordinate system
via the transformation equation:
 BρBt
Bϕ

 =

 sin(ϕ) cos(ϕ) 00 0 1
cos(ϕ) − sin(ϕ) 0



 BxBy
Bz

 (3.50)
Moreover, the Green functions related to the fields inside the ridged waveguide are subject to
similar transformation equations:
Gρtϕ = TGxyzT
′T (3.51)
where:
T =

 sin(ϕ) cos(ϕ) 00 0 1
cos(ϕ) − sin(ϕ) 0


T ′T =

 sin(ϕ′) 0 cos(ϕ′)cos(ϕ′) 0 − sin(ϕ′)
0 1 0


Gρtϕ =

 Gρρ Gρt GρϕGϕρ Gϕt Gϕϕ
Gtρ Gtt Gtϕ


Gxyz =

 Gxx Gxy GxzGyx Gyy Gyz
Gzx Gzy Gzz


ϕ refers to the observation point,
ϕ′ refers to the source point.
• Rotated Cartesian coordinate system
The rotated Cartesian coordinate system is depicted in Figure 3.5, where the top view of the
’aKoM’ configuration is demonstrated. The interior of the ridged waveguide is omitted for the
sake of simplicity. In Figure 3.5 (b) the dimensions of the slot and the rectangular waveguide
are illustrated.
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Figure 3.5(a),(b): ’aKoM’ configuration - top view
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Figure 3.5(c) ’aKoM’ configuration - top view
The use of coordinate system ζ, ξ, η is dictated by the orientation of the slot with regard to
the semi-infinite rectangular waveguide. The magnetic fields inside the rectangular waveguide
will be expressed in terms of ζ, ξ and η coordinates. Figure 3.5 indicates that the coordinate
system ζ, ξ, η is rotated at a 45 tilt with regard to the Cartesian coordinate system zrc, xrc, yrc
that is shifted a2 from the ridged waveguide coordinate system. Coordinate system zrc, xrc, yrc
serves to express all field quantities inside the rectangular cavity. The transformation rela-
tionships between all three Cartesian coordinate systems are stated below:
 ζξ
η

 =

 cos(45◦) sin(45◦) 0− sin(45◦) cos(45◦) 0
0 0 1



 zrcxrc
yrc


⇒

 ζξ
η

 =


√
2
2
√
2
2 0
−
√
2
2
√
2
2 0
0 0 1



 zrcxrc
yrc

⇒
⇒


−→
ζ = −→z rc
√
2
2 +
−→x rc
√
2
2−→
ξ = −−→z rc
√
2
2 +
−→x rc
√
2
2−→η = −→y rc
(3.52)
The coordinate system for the rectangular cavity is defined in the following way:

xrc = x− a2
yrc = y
zrc = z
All field quantities inside the rectangular waveguide are subject to the transformation equa-
tion:

 BζBξ
Bη

 =


√
2
2
√
2
2 0
−
√
2
2
√
2
2 0
0 0 1



 BzBx
By

 (3.53)
Likewise, the relevant Green functions are transformed in the following manner:
Gζξη = PGzxyP
′T (3.54)
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where:
P =


√
2
2
√
2
2 0
−
√
2
2
√
2
2 0
0 0 1


P′T =


√
2
2 −
√
2
2 0√
2
2
√
2
2 0
0 0 1


Gζξη =

 Gζζ Gζξ GζηGξζ Gξξ Gξη
Gηζ Gηξ Gηη


Gzxy =

 Gzz Gzx GzyGxz Gxx Gxy
Gyz Gyx Gyy


Usually, in the case of a thin cylindrical post inside a rectangular waveguide, the circumferential
currents are neglected, since their contribution to the total scattered field is very small compared to
the contribution of the current directed along the cylinder axis [29], [34], [36]. However, when the
cylindrical post is located inside a ridged waveguide, the circumferential current must be accounted
for, even if the post is thin. This is mainly due to the nature of the ridged waveguide eigenvectors
[129] , which, contrary to the rectangular waveguide eigenvectors, constitute of both transverse field
components, even in the case of mode TE10. As indicated by the expressions for the waveguide
eigenvectors in Appendix A, the x-component of the TE10 electric field becomes comparable to the
dominant y-component at the points near the vertical waveguide walls. Therefore, the circumfer-
ential currents that are produced by the x-component have a non-negligible impact on the overall
scattered field, especially when the entire post resides inside the trough region. Consideration of
the circumferential currents leads to the splitting of condition (3.21) into two equations, each for
one component of the post current. In this manner, the system of equations for MPIE or EFIE
comprises of four equations with four unknowns, namely Jt, Jϕ,M1 andM2. The final formulations
will result, after all field quantities are expressed in terms of the appropriate coordinate systems.
The field intensities, relevant to the electric current may be analyzed into their components via
equations (3.50):
−→
J p = Jt
−→
t + Jϕ−→ϕ (3.55a)−→
E inc= Einct
−→
t + Eincϕ
−→ϕ + eincρ−→ρ (3.55b)−→
E sc = Espt
−→
t + Espϕ
−→ϕ + Espρ−→ρ (3.55c)−→
H inc= Hinct
−→
t +Hincϕ
−→ϕ +Hincρ−→ρ (3.55d)−→
H sp = Hspt
−→
t +Hspϕ
−→ϕ +Hspρ−→ρ (3.55e)−→
A = At
−→
t +Aϕ−→ϕ +Aρ−→ρ (3.55f)
In contrast to the electric current density, the magnetic current is assumed to have only one com-
ponent, namely the component parallel to the slot axis. This assumption is justified by the fact
that the slot width is very small compared to the slot length. The orientation of the slot dictates
the following relationships:
ridged waveguide:
−→
M1 =M1−→z−→
H s = Hsx−→x +Hsy−→y +Hsz−→z
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rectangular cavity:
−−−→M1 = −M1−→z−→
H c1 = Hc1z−→z +Hc1x−→x +Hc1y−→y
−−−→M2 = −M2−→z−→
H c2 = Hc2z−→z +Hc2x−→x +Hc2y−→y
semi-infinite rectangular waveguide:
−→
M2 =M2
−→
ζ−→
H srw = Hsrwζ
−→
ζ +Hsrwξ
−→
ξ +Hsrwη
−→η
The transformation of all field quantities into the appropriate coordinate systems is performed an-
alytically in Appendix C. At this point particular attention will be paid to equation (C.11), which
can be rewritten in the following manner:
⇒


Hssρ(
−→r ) = −jωε[ 1
k2o
sin(ϕ) ∂
2
∂x∂z
L∫
−L
w
2∫
−w2
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1+
+
L∫
−L
w
2∫
−w2
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1+
+ 1
k2o
cos(ϕ) ∂
2
∂z2
L∫
−L
w
2∫
−w2
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1]
Hsst(
−→r ) = − jωε
k2o
∂2
∂y∂z
L∫
−L
w
2∫
−w2
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1
Hssϕ(
−→r ) = −jωε[ 1
k2o
cos(ϕ) ∂
2
∂x∂z
L∫
−L
w
2∫
−w2
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1−
−
L∫
−L
w
2∫
−w2
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1−
− 1
k2o
sin(ϕ) ∂
2
∂z2
L∫
−L
w
2∫
−w2
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1]
It has already been stated that the slot of the ’aKoM’ structure lies symmetrically about the longi-
tudinal axis of the ridged waveguide broad wall. The position of the slot justifies the assumption of
a magnetic current distribution, which is also symmetric about the z-axis. Incorporation of such a
magnetic current distribution in equation (C.11) leads to the elimination of the integral with respect
to the x coordinate for the odd TE modes of the ridged waveguide. Since the ridged waveguide TM
modes have no impact on the magnetic current and the resulting scattered field, the presence of the
slot may only influence the even TE modes inside the ridged waveguide. Moreover, if the incident
wave constitutes only of the dominant TE01 mode, then it becomes apparent that the excitation
of the aperture is enabled exclusively by the evanescent even TE modes that are produced by the
electric current on the post surface. This remark summarizes the main concept of the ’aKoM’
configuration. Finally, it must be mentioned that the operating frequency allows the propagation
of the TE01 mode only inside the ridged waveguide. The twisted rectangular waveguide is excited
exclusively by the slot (
−→
E inc2 = 0,
−→
H inc2 = 0). After all necessary transformations are performed
the final integral equations are obtained:
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MPIE:
t-directed electric field on the post surface
Einct(
−→rp) =−jωµ{
hp∫
0
2pi∫
0
[GAtt(
−→rp ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→rp ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+ 1
k20
∂
∂tp
hp∫
0
2pi∫
0
GΦε(
−→rp ,−→rp ′)[∂Jt(
−→rp ′)
∂t′p
+ 1
Rp
∂Jϕ(
−→rp ′)
∂ϕ′p
]Rpdt
′
pdϕ
′
p}−
− ∂
∂xp
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(
−→rp ,−→rs1′)M1(−→rs1′)dz′s1dx′s1 (3.56a)
φ-directed electric field on the post surface
Eincϕ(
−→rp) =−jωµ{
hp∫
0
2pi∫
0
[GAϕt(
−→rp ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→rp ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+ 1
Rpk
2
0
∂
∂ϕp
hp∫
0
2pi∫
0
GΦε(
−→rp ,−→rp ′)[∂Jt(
−→rp ′)
∂t′p
+ 1
Rp
∂Jϕ(
−→rp ′)
∂ϕ′p
]Rpdt
′
pdϕ
′
p}−
− cosϕp
Rp
∂
∂yp
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(
−→rp ,−→rs1′)M1(−→rs1′)dz′s1dx′s1 (3.56b)
z-directed magnetic field across Slot 1
Hincz (
−→rs1) = ∂∂ys1 {sinϕ
hp∫
0
2pi∫
0
[GAρt(
−→rs1,−→rp ′)Jt(−→rp ′)+
+GAρϕ(
−→rs1,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+cosϕ
hp∫
0
2pi∫
0
[GAϕt(
−→rs1,−→rp ′)Jt(−→rp ′)+
+GAϕϕ(
−→rs1,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p}+
+ ∂
∂xs1
hp∫
0
2pi∫
0
[GAtt(
−→rs1,−→rp ′)Jt(−→rp ′)+
+GAtϕ(
−→rs1,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p−
−jωε[
L∫
−L
a
2+
w
2∫
a
2−w2
GFczz(
−→rs1,−→rs1′)M1(−→rs1′)dz′s1dx′s1+
+ 1
k20
∂2
∂z2
s1
L∫
−L
a
2+
w
2∫
a
2−w2
GFczz(
−→rs1,−→rs1′)M1(−→rs1′)dz′s1dx′s1]−
−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
GmHsrczz (
−→rs1,−→rs1′)M1(−→rs1′)dz′s1dx′s1−
−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
GmHsrczz (
−→rs1,−→rs2′)M2(−→rs2′)dz′s2dx′s2 (3.56c)
z-directed magnetic field across Slot 2
0 =−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
GmHsrczz(
−→rs2,−→rs1′)M1(−→rs1′)dz′s1dx′s1−
−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
GmHsrczz(
−→rs2,−→rs2′)M2(−→rs2′)dz′s2dx′s2−
− jωε2
L∫
−L
a
2+
w
2∫
a
2−w2
[GmHsrwζζ (
−→rs2,−→rs2′) +GmHsrwζξ (−→rs2,−→rs2′)+
+GmHsrwξζ (
−→rs2,−→rs2′) +GmHsrwξξ(−→rs2,−→rs2′)]M2(−→rs2′)dζ′s2dξ′s2 (3.56d)
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EFIE:
t-directed electric field on the post surface
Einct(
−→rp) =−jωµ{
hp∫
0
2pi∫
0
[GAtt(
−→rp ,−→rp ′)Jt(−→rp ′)+
+GAtϕ(
−→rp ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+ 1
k20
∂
∂tp
∇ ·
hp∫
0
2pi∫
0
GA(−→rp ,−→rp ′) · −→J (−→rp ′)Rpdt′pdϕ′p}−
− ∂
∂xp
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(
−→rp ,−→rs1′)M1(−→rs1′)dz′s1dx′s1 (3.57a)
φ-directed electric field on the post surface
Eincϕ(
−→rp) =−jωµ{
hp∫
0
2pi∫
0
[GAϕt(
−→rp ,−→rp ′)Jt(−→rp ′)+
+GAϕϕ(
−→rp ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+ 1
Rpk
2
0
∂
∂ϕp
∇ ·
hp∫
0
2pi∫
0
GA(−→rp ,−→rp ′) · −→J (−→rp ′)Rpdt′pdϕ′p}−
− cosϕp
Rp
∂
∂yp
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(
−→rp ,−→rs1′)M1(−→rs1′)dz′s1dx′s1 (3.57b)
z-directed magnetic field across Slot 1
As in MPIE
z-directed magnetic field across Slot 2
As in MPIE
Expressions (3.57) are more complicated than the MPIE expressions, due to the presence of an
additional differentiation operator, introduced by the divergence of the magnetic vector potential.
For this reason, further handling of the EFIE expressions is necessary. This procedure will be per-
formed below:
According to the analysis in Appendix C, the divergence of A(ρ, t, ϕ) is expressed in the following
manner:
∇ · −→A (ρ, t, ϕ) = 1
ρ
∂[ρAρ(ρ,t,ϕ)]
∂ρ
+ 1
ρ
∂Aϕ(ρ,t,ϕ)
∂ϕ
+ At(ρ,t,ϕ)
∂t
(3.58)
where the functions Aρ, At and Aϕ are defined as:
Aρ(ρ, t, ϕ) =
hp∫
0
2pi∫
0
GAρt(ρ, t, ϕ,R
′
p, t
′
p, ϕ
′
p)Jt(R
′
p, t
′
p, ϕ
′
p)R
′
pdt
′
pdϕ
′
p+
+
hp∫
0
2pi∫
0
GAρϕ(ρ, t, ϕ,R
′
p, t
′
p, ϕ
′
p)Jϕ(R
′
p, t
′
p, ϕ
′
p)R
′
pdt
′
pdϕ
′
p
At(ρ, t, ϕ) =
hp∫
0
2pi∫
0
GAtt(ρ, t, ϕ,R
′
p, t
′
p, ϕ
′
p)Jt(R
′
p, t
′
p, ϕ
′
p)R
′
pdt
′
pdϕ
′
p+
+
hp∫
0
2pi∫
0
GAtϕ(ρ, t, ϕ,R
′
p, t
′
p, ϕ
′
p)Jϕ(R
′
p, t
′
p, ϕ
′
p)R
′
pdt
′
pdϕ
′
p
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Aϕ(ρ, t, ϕ) =
hp∫
0
2pi∫
0
GAϕt(ρ, t, ϕ,R
′
p, t
′
p, ϕ
′
p)Jt(R
′
p, t
′
p, ϕ
′
p)R
′
pdt
′
pdϕ
′
p+
+
hp∫
0
2pi∫
0
GAϕϕ(ρ, t, ϕ,R
′
p, t
′
p, ϕ
′
p)Jϕ(R
′
p, t
′
p, ϕ
′
p)R
′
pdt
′
pdϕ
′
p
As a first step, the derivatives with respect to the cylindrical coordinates must be transformed to
derivatives with respect to the cartesian coordinate system. This is easily done, if the following
transformation relationships are taken into account:
∂B
∂ρ
= sinϕ∂B
∂x
+ cosϕ∂B
∂z
∂B
∂ϕ
= ρ cosϕ∂B
∂x
− ρ sinϕ∂B
∂z
Each term of ∇ · −→A is evaluated seperatelly:
1
ρ
∂[ρA(−→r )]
∂ρ
= 1
ρ
[ρ sinϕ∂A(
−→r )
∂x
+ ρ cosϕ∂A(
−→r )
∂z
]⇒
1
ρ
∂[ρA(−→r )]
∂ρ
=sinϕ ∂
∂x
[
hp∫
0
2pi∫
0
GAρt(
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕp+
+
hp∫
0
2pi∫
0
GAρϕ(
−→r ,−→r ′p)Jϕ(−→r ′p)R′pdt′pdϕ′p]+
+ cosϕ ∂
∂z
[
hp∫
0
2pi∫
0
GAρt(
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕp+
+
hp∫
0
2pi∫
0
GAρϕ(
−→r ,−→r ′p)Jϕ(−→r ′p)R′pdt′pdϕ′p]⇒
1
ρ
∂[ρA(−→r )]
∂ρ
= ∂
∂x
{
hp∫
0
2pi∫
0
sin2 ϕGAxy (
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕ′p+
+
hp∫
0
2pi∫
0
[GAxx(
−→r ,−→r ′p) sin2 ϕ cosϕ′p−
−GAzz(−→r ,−→r ′p) cosϕ sinϕ sinϕ′p]Jϕ(−→r ′p)R′pdt′pdϕ′p}+
+ ∂
∂z
{
hp∫
0
2pi∫
0
cosϕ sinϕGAxy(
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕp+
+
hp∫
0
2pi∫
0
[GAxx(
−→r ,−→r ′p) cosϕ sinϕ cosϕ′p
−GAzz(−→r ,−→r ′p) cos2 ϕ sinϕ′p]Jϕ(−→r ′p)R′pdt′pdϕ′p} (3.59a)
35
1
ρ
∂A(−→r )
∂ϕ
=cosϕ∂A(
−→r )
∂x
− sinϕ∂A(−→r )
∂z
⇒
1
ρ
∂A(−→r )
∂ϕ
=cosϕ ∂
∂x
[
hp∫
0
2pi∫
0
GAϕt(
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕp+
+
hp∫
0
2pi∫
0
GAϕϕ(
−→r ,−→r ′p)Jϕ(−→r ′p)R′pdt′pdϕ′p]−
− sinϕ ∂
∂z
[
hp∫
0
2pi∫
0
GAϕt(
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕp+
+
hp∫
0
2pi∫
0
GAϕϕ(
−→r ,−→r ′p)Jϕ(−→r ′p)R′pdt′pdϕ′p]⇒
1
ρ
∂A(−→r )
∂ϕ
= ∂
∂x
{
hp∫
0
2pi∫
0
cos2 ϕGAxy (
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕ′p+
+
hp∫
0
2pi∫
0
[GAxx(
−→r ,−→r ′p) cos2 ϕ cosϕ′p+
+GAzz(
−→r ,−→r ′p) cosϕ sinϕ sinϕ′p]Jϕ(−→r ′p)R′pdt′pdϕ′p}−
− ∂
∂z
{
hp∫
0
2pi∫
0
cosϕ sinϕGAxy (
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕp+
+
hp∫
0
2pi∫
0
[GAxx(
−→r ,−→r ′p) cosϕ sinϕ cosϕ′p
−GAzz(−→r ,−→r ′p) sin2 ϕ sinϕ′p]Jϕ(−→r ′p)R′pdt′pdϕ′p} (3.59b)
∂A(−→r )
∂t
= ∂
∂y
[
hp∫
0
2pi∫
0
GAtt(
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕp+
+
hp∫
0
2pi∫
0
GAtϕ(
−→r ,−→r ′p)Jϕ(−→r ′p)R′pdt′pdϕ′p]⇒
∂A(−→r )
∂t
= ∂
∂y
[
hp∫
0
2pi∫
0
GAyy (
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕ′p+
+
hp∫
0
2pi∫
0
GAyx(
−→r ,−→r ′p)Jϕ(−→r ′p) cosϕ′pR′pdt′pdϕ′p] (3.59c)
Insertion of (3.59a), (3.59b) and (3.59c) into (3.58) yields:
∇−→A (−→r ) = ∂
∂x
hp∫
0
2pi∫
0
GAxy(
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕ′p+
+ ∂
∂y
hp∫
0
2pi∫
0
GAyy (
−→r ,−→r ′p)Jt(−→r ′p)R′pdt′pdϕ′p+
+ ∂
∂y
hp∫
0
2pi∫
0
GAyx(
−→r ,−→r ′p) cosϕ′pJϕ(−→r ′p)R′pdt′pdϕ′p
+ ∂
∂x
hp∫
0
2pi∫
0
GAxx(
−→r ,−→r ′p) cosϕ′pJϕ(−→r ′p)R′pdt′pdϕ′p
− ∂
∂z
hp∫
0
2pi∫
0
GAzz(
−→r ,−→r ′p) sinϕ′pJϕ(−→r ′p)R′pdt′pdϕ′p (3.60)
At this stage, it is allowed to change the sequence of differentiation and integration, since these
operands refer to different variables. Moreover, if all the Green functions are analyzed with the aid
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of the expressions (3.41), then the expression will take the form :
∇ · −→A (−→r ) =
hp∫
0
2pi∫
0
[
K∑
k=0
j
∂2g(−→u )
∂x∂y
∂g(−→u ′p)
∂x′p
e
−jγTEk|z−R′p cosϕ′p|
2γTEk
−
−
K∑
k=1
j
∂2f(−→u )
∂x2
∂f(−→u ′p)
∂y′p
e
−jγTMk|z−R′p cosϕ′p|
2γTMk
−
−
K∑
k=0
j
∂2g(−→u )
∂y∂x
∂g(−→u ′p)
∂y′p
e
−jγTEk|z−R′p cosϕ′p|
2γTEk
−
−
K∑
k=1
j
∂2f(−→u )
∂y2
∂f(−→u ′p)
∂y′p
e
−jγTMk|z−R′p cosϕ′p|
2γTMk
]Jt(−→r ′p)R′pdt′pdϕ′p+
+
hp∫
0
2pi∫
0
{
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(−→u ′p)∂e
−jγTEk|z−R′p cosϕ′p|
∂z
sinϕ′p+
+[
K∑
k=0
j
∂2g(−→u )
∂x∂y
∂g(−→u ′p)
∂y′p
e
−jγTEk|z−R′p cosϕ′p|
2γTEk
−
−
K∑
k=1
j
∂2f(−→u )
∂y2
∂f(−→u ′p)
∂x′p
e
−jγTMk|z−R′p cosϕ′p|
2γTMk
−
−
K∑
k=0
j
∂2g(−→u )
∂x∂y
∂g(−→u ′p)
∂y′p
e
−jγTEk|z−R′p cosϕ′p|
2γTEk
−
−
K∑
k=1
j
∂2f(−→u )
∂x2
∂f(−→u ′p)
∂x′p
e
−jγTMk|z−R′p cosϕ′p|
2γTMk
] cosϕ′p}Jϕ(−→r ′p)R′pdt′pdϕ′p ⇒
∇ · −→A (−→r ) = I1 + I2 (3.61)
where:
I1(−→r ) =
hp∫
0
2pi∫
0
K∑
k=1
jK2CTMkf(
−→u )∂f(
−→u ′p)
∂y′p
e
−jγTEk|z−R′p cosϕ′p|
2γTEk
Jt(−→r ′p)R′pdt′pdϕ′p
I2(−→r ) =
hp∫
0
2pi∫
0
[
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(−→u ′p)∂e
−jγTEk|z−R′p cosϕ′p|
∂z
sinϕ′p+
+
K∑
k=1
jK2CTMkf(
−→u )∂f(
−→u ′p)
∂x′p
e
−jγTMk|z−R′p cosϕ′p|
2γTMk
cosϕ′p]Jϕ(−→r ′p)R′pdt′pdϕ′p
and
xp = R
′
p sinϕ
′
p
zp = R
′
p cosϕ
′
p−→u = (x, y)
−→u ′p = (R′p sinϕ′p, t′p)
It is possible to rewrite term ∂e
−jγTMk|z−R′p cosϕ′p|
∂z
in the form:
∂e−jγTEk|z−R
′
p cosϕ
′
p|
∂z
= −∂e
−jγTMk|z−R′p cosϕ′p|
∂z′p
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Under this condition, integral I2 takes the form:
I2(−→r ) =
hp∫
0
2pi∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )[−f(−→u ′p)∂e
−jγTEk|z−R′p cosϕ′p|
∂z
sinϕ′p+
+
∂f(−→u ′p)
∂x′p
e−jγTMk|z−R
′
p cosϕ
′
p| cosϕ′p]Jϕ(−→r ′p)dt′pdϕ′p ⇒
I2(−→r ) =
hp∫
0
2pi∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )∂[f(
−→u ′p)e−jγTMk|z−R′p cosϕ′p|]
∂ϕ′p
Jϕ(−→r ′p)dt′pdϕ′p ⇒
I2(−→r ) =
hp∫
0
2pi∫
0
∂
∂ϕ′p
[
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(−→u ′p)e−jγTMk|z−R
′
p cosϕ
′
p|]Jϕ(−→r ′p)dt′pdϕ′p
Implementation of integration by parts on the previous expression yields:
I2(−→r ) =
[
hp∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(−→u ′p)e−jγTMk|z−R
′
p cosϕ
′
p|Jϕ(−→r ′p)dt′p
]2pi
0
−
−
hp∫
0
2pi∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(−→u ′p)e−jγTMk|z−R
′
p cosϕ
′
p| ∂Jϕ(
−→r ′p)
∂ϕ′p
dt′pdϕ
′
p ⇒
I2(−→r ) =
hp∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(0, t′p)e−jγTMk|z−R
′
p|Jϕ(0, t′p, R
′
p)dt
′
p−
−
hp∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(0, t′p)e−jγTMk|z−R
′
p|Jϕ(0, t′p, R
′
p)dt
′
p−
−
hp∫
0
2pi∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(−→u ′p)e−jγTMk|z−R
′
p cosϕ
′
p| ∂Jϕ(
−→r ′p)
∂ϕ′p
dt′pdϕ
′
p ⇒
I2(−→r ) =−
hp∫
0
2pi∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(−→u ′p)e−jγTMk|z−R
′
p cosϕ
′
p| ∂Jϕ(
−→r ′p)
∂ϕ′p
dt′pdϕ
′
p
If expression (B.50) is taken into account, it becomes obvious that:
I2(−→r ) =
hp∫
0
2pi∫
0
GΦε(
−→r ,−→r ′p)
∂Jϕ(−→r ′p)
∂ϕ′p
dt′pdϕ
′
p (3.62)
In a similar way integral I1(−→r ) may be expressed in terms of the Green function for the electric
scalar potential. More specifically:
Integration by parts:
I1(−→r ) =
[
2pi∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )f(−→u ′p)e−jγTMk|z−R
′
p cosϕ
′
p|Jt(−→r ′p)R′pdϕ′p
]hp
0
−
−
hp∫
0
2pi∫
0
K∑
k=1
jK2CTMkf(
−→u )f(−→u ′p) e
−jγTEk|z−R′p cosϕ′p|
2γTEk
∂Jt(
−→r ′p)
∂t′p
R′pdt
′
pdϕ
′
p ⇒
I1(−→r ) =
2pi∫
0
K∑
k=1
j
K2CTMk
2γTMk
f(−→u )[f(R′p sinϕ′p, hp)Jt(R′p, hp, ϕ′p)−
−f(R′p sinϕ′p, 0)Jt(R′p, 0, ϕ′p)]e−jγTMk|z−R
′
p cosϕ
′
p|dϕ′p−
−
hp∫
0
2pi∫
0
K∑
k=1
jK2CTMkf(
−→u )f(−→u ′p) e
−jγTEk|z−R′p cosϕ′p|
2γTEk
∂Jt(
−→r ′p)
∂t′p
R′pdt
′
pdϕ
′
p
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In view of expressions (A.63)-(A.70) and the boundary condition: Jt(R
′
p, hp, ϕ
′
p) = 0 the previous
equation becomes:
I1(−→r ) =
hp∫
0
2pi∫
0
GΦε(
−→r ,−→r ′p)
∂Jt(−→r ′p)
∂t′p
R′pdt
′
pdϕ
′
p (3.63)
The final expression for ∇ · −→A is obtained with the combination of (3.61), (3.62) and (3.63):
(3.61)
(3.62),
(3.63)⇒
∇ · −→A (−→r ) =
hp∫
0
2pi∫
0
GΦε(
−→r ,−→r ′p)[
∂Jt(
−→r ′p)
∂t′p
+ 1
R′p
∂Jt(
−→r ′p)
∂ϕ′p
]R′pdt
′
pdϕ
′
p ⇒
∇ · −→A (−→r ) =
hp∫
0
2pi∫
0
GΦε(
−→r ,−→r ′p)∇s · −→J (−→r ′p)R′pdt′pdϕ′p (3.64)
Expression (3.64) is another formulation of the Lorenz Gauge. Therefore, it is only reasonable to
expect that insertion of (3.64) into equations (3.57a) and (3.57b) results to equations (3.56a) and
(3.56b) respectvely. The above equations will be used, in order to compute the unknown current
densities and the resulting scattered fields. This procedure will be performed with the aid of nu-
merical methods and it will be presented in Chapter 4.
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Chapter 4
Numerical Solution
In Chapter 3, the Field Integral Equations for the ”aKoM” configuration were derived. The com-
plexity of the involved integrals inhibits their solution in closed form. As a result resort must be
taken to numerical methods. Numerical techniques generally require more computation than the
analytical methods, but they have proved to be very powerful EM analysis tools. In the present
Chapter, the numerical techniques employed for the solution of the ”aKoM” scattering problem
will be presented and analyzed. The corresponding results will be cited in Chapters 5 and 6.
4.1 Moment Method
In the past years much effort has been dedicated to developing and enhancing the numerical tech-
niques, in order to ensure the reliability of their results. A number of different numerical methods
and techniques for solving electromagnetic problems are available, like the Finite Element Method
[119] - [124], the Moment Method (MoM), the Boundary Element Method [117], [118], the Mode
Matching techniques [6], [14], [79], [26], [27], [43], [45], Image techniques, accounting for the waveg-
uide side walls [29], [39], [42], the Transmission Line Method (TLM), etc. Since each method can
be characterized based on its strengths and limitations, it is expected that some methods are more
appropriate for particular types of problems, than others. The method that was employed in the
present work is the Moment Method [24], [63] - [66], [69], [80], [81]. This choice was mainly dic-
tated by the analysis of Chapter 3. Implementation of another numerical technique would require
a different theoretical analysis, which would be equivalent to the current one.
The Method of Moments is a technique for solving complex integral equations of the form:
y = f(x) (4.1)
The Moment Method is based on the transformation of the former complex equation into a system
of simpler linear equations, employing the method of weighted residuals. The weighted residual
techniques begin by establishing a set of trial solution functions with one or more variables, de-
pending on the kind of the initial equation. The residuals are a measure of the difference between
the trial solution and the true solution. The variable parameters are determined in a manner that
guarantees a best fit of the trial functions based on a minimization of the residuals.
The first step in the Moment Method solution process is to expand the unknown quantity x into a
finite sum of basis functions.
x =
M∑
m
xmbm (4.2)
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where bm is the m
th basis function and xm is an unknown coefficient. Next, a set of M linearly
independent weighting (or testing) functions, wn, is defined. Both sides of the initial equation are
multiplied with each testing function, forming a set of independent equations of the form:
< wn, y >=< wn, f(x) >, n = 1, 2, ...M (4.3)
where the symbol <> denotes inner product.
By expanding x using Equation (4.2), the following set of M equations with M unknowns is obtained:
< wn, y >=
M∑
m=1
< wn, f(xm, bm) >, n = 1, 2, ...M (4.4)
The equivalent matrix form is:
Y = AX (4.5)
where:
A is a MxM matrix: Aij =< wj , f(bi) >,
X is a Mx1 matrix: Xj = xj ,
Y is a Mx1 matrix: Yi =< wi, y >,
In the following section the Moment Method will be applied to the ’aKoM’ configuration.
4.2 Application of the Moment Method to the ’aKoM’ Struc-
ture
One of the most important issues in the implementation of the MoM is the selection of basis
and test functions. In the case of thin obstacles inside waveguides constant current distributions
were often employed as basis and testing functions, in order to reduce the computation time and
effort. The application of constant current distribution on the scatterer surface may be allowed,
if the dimensions of the scatterer are substantially smaller compared to the wavelength and the
waveguide dimensions, since the yielded results exhibit good agreement with the measured ones.
This approximation, however, leads to inaccurate results, when applied to larger scatterers. In
such cases, proper non constant current distributions must be assumed, so that the non-negligible
variation of the current over the scatterer surface is accounted for. The selection of the test/ basis
functions is determined by many factors such as the fulfillment of all boundary conditions that exist
on the scatterer surface and the continuity of the electric currents. Clearly, the optimal choice of
the basis / test functions is one that resembles the unknown distributions and leads to convergent
solutions with the fewest number of terms in the expansion. An additional criterion is the shortest
computation time. Unfortunately, true optimality imposes restrictions on the generality of the
solution procedure. In practice, therefore, the choice involves compromise. The issue of selecting
the appropriate test/ basis functions will be analyzed in detail in the following section.
4.2.1 Expansion Functions
Variation of the electrical current over the surface of the cylindrical metallic post indicates variation
with respect to the post height and the post contour (the azimuth angle ϕ). The latter has usually
been neglected, in case the metallic post diameter is significantly smaller than the length of the
waveguide broad wall [34], [39]. In many cases, the thin post has been approximated with a flat
strip that is 1.8d (d: post diameter) wide [29], [31] - [33] , [37]. The current solution addresses
the scattered field generated by a post of arbitrary diameter, therefore the angular variation must
be accounted for. It is legitimate to consider that the angular variation is decoupled from the
t-variation (the variation along the post axis). Therefore, both components of the electric current
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flowing on the surface of the ’aKoM’ metallic post may be expressed in the following manner:
Jt(ϕ, t) = ϕt(ϕ)bt(t) (4.6a)
Jϕ(ϕ, t)= ϕϕ(ϕ)bϕ(t) (4.6b)
Functions ϕt(ϕ) and ϕϕ(ϕ) represent the angular variation, whereas functions bt(t) and bϕ(t) ex-
press the t-variation of Jt and Jϕ respectively.
An appropriate choice for ϕt(ϕ) and ϕϕ(ϕ), indicated by the cylindrical shape of the ’aKoM’ post,
is the expansion on Fourier series:
ϕt(ϕ) =
N∑
n=−N
Ane
j2pinϕ (4.7a)
ϕϕ(ϕ)=
M∑
m=−M
Bme
j2pimϕ (4.7b)
In the above equations, An, Bm are unknown weighting coefficients and M, N are the numbers of
the expansion functions respectively.
While entire domain functions are employed for the ϕ−dependency of the electric currents, sub-
domain functions are proved to be a good choice for the variation over the post height. Sub-domain
basis functions are defined over a domain of an integral operator L, so that they are vanishing over
a part of this domain.
The surface of the post is divided into a number of horizontal strips, as depicted in Figure 4.1 and
each strip bears its own current. The strip current distributions must be chosen in such a way, that
the continuity of the post current across the edges of each strip is ensured. The total current equals
the superposition of the strip currents.
Figure 4.1 Segmentation of metallic post into horizontal stripes
Traditionally, sub-domain expansions have been favored because of their geometric flexibility, easier
evaluation of the multiple integrals arising in the MM technique and their ability to handle localized
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surface features in scattering problems. Such a surface feature in the ’aKoM’ case is the corner
junction between the post and the waveguide broad wall. Continuity of the electric current at these
points must be ensured. Moreover, the t-component of the electric current must vanish at the free
end of the post (t = hp), in case of a capacitive scatterer. This condition must be satisfied because
the electric current flowing on the bottom of the cylindrical post is considered to be negligible. In
an opposite case, continuity of the electric current across the edge should be the valid boundary
condition, indicating that Jt does not vanish at t = hp.
Sub-domain expansions like the rooftop functions or the piecewise sinusoidal functions satisfy all
conditions that apply on the post surface and, furthermore, give well-conditioned matrices [72], [67]
- [69], [75], [78]. The corresponding mathematical formulations are:
bt(t) =
I∑
i=1
Cibti(t) (4.8)
Ci: unknown weighting coefficient.
I: number of expansion functions or number of horizontal stripes
• Piecewise Sinusoidal Functions:
If 0 ≤ t ≤ t1 :
bti(t) =


sin[lt(t1−t)]
sin(ltt1)
, 0 ≤ t ≤ t1
0 , elsewhere
(4.9a)
else
bti(t) =


sin[lt(t−ti−1)]
sin[lt(ti−ti−1)] , ti−1 ≤ t ≤ ti, 2 ≤ i ≤ I − 1
sin[lt(ti+1−t)]
sin[lt(ti+1−ti)] , ti ≤ t ≤ ti+1, 2 ≤ i ≤ I − 1
0 , elsewhere
(4.9b)
where: lt is a constant that can be defined arbitrarily and I is the number of expansion func-
tions.
In case the post extends until the bottom of the ridged waveguide, an additional term must
be included:
bti(t) =


sin[lt(t−tI−1)]
sin[lt(tI−tI−1)] , tI−1 ≤ t ≤ hrw
0 , elsewhere
(4.9c)
where: hrw is the ridged waveguide height. This extra term ensures the continuity of the
current as it flows from the post to the waveguide wall and vice versa.
• Rooftop Functions:
If 0 ≤ t ≤ t1 :
bti(t) =


t1−t
t1
, 0 ≤ t ≤ t1
0 , elsewhere
(4.10a)
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else
bti(t) =


t−ti−1
ti−ti−1 , ti−1 ≤ t ≤ ti, 2 ≤ i ≤ I − 1
ti+1−t
ti+1−ti , ti ≤ t ≤ ti+1, 2 ≤ i ≤ I − 1
0 , elsewhere
(4.10b)
The additional term for the case of the inductive post is:
bti(t) =


t−tI−1
tI−tI−1 , tI−1 ≤ t ≤ hrw
0 , elsewhere
(4.10c)
Both piecewise sinusoidal and rooftop functions span over two adjacent horizontal stripes. The
former equations indicate that continuity across the common edge and across the edges of the
neighboring stripes is guaranteed. It may also be easily understood that the passage from the
post to the waveguide broad wall is expressed through the half piecewise functions, defined in the
interval 0 ≤ t ≤ t1. In this manner, it is ensured that Jt does not vanish at the corner junction
between the post and the waveguide wall. The above equations represent the general case, where
the horizontal strips do not have the same width (ti+1 − ti 6= ti − ti−1). Due to computational
reasons, it is convenient however to segment the surface into stripes of the same width, which is
defined as ∆h =
hp
I
The choice of the appropriate number of stripes I will be discussed later.
Alternatively, entire domain trigonometrical functions were considered for the expansion of bt. A
typical example of such an expansion is cited below [24]:
{
bt1 = sin k(hp − t)
bt2 = sin k(hp − t) + a[1− cos k(hp − t)]
where k = 2pi
λ
, λ = c
f
, f is the operating frequency and a is a normalization coefficient given by:
a = −
∫ hp
0
[sin k(hp − t)]2dt∫ hp
0 sin k(hp − t)[1 − cos k(hp − t)]dt
It was found that generally both sub-domain and entire domain functions yielded similar results in
cases of thin posts, where the circumferential current was so weak that could be neglected. However,
adaptation of entire domain functions for bt in case of a thicker post would require utilization of
entire domain functions also for bϕ(t). After several computations, it was concluded that the im-
plementation of entire domain functions for both bt and bϕ(t) led to less accurate results compared
to the sub-domain expansion.
Contrary to bt(t), the selection of expansion functions for bϕ(t) is not subject to any special restric-
tion, except for the smooth transition of the circumferential electric current from the post to the
waveguide broad wall.
For the function bϕ(t) pulse functions are selected:
bϕ(t) =
I∑
i=1
Djbϕi(t) (4.11)
where
bϕj(t) =
{
1 , (i− 1)∆h ≤ t ≤ i∆h
0 , elsewhere
(4.12)
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Dj is an unknown weighting coefficient.
The process of selecting the expansion functions is concluded with the choice for the magnetic cur-
rents. The magnetic currents will be expanded on entire domain basis functions. The reason for
that is mainly the nature of the Green Functions representing these currents, which allows analyt-
ical computation of the involved integrals. The basis functions must satisfy the condition that the
magnetic currents vanish at the ends of each slot. The corresponding mathematical formulations
are listed below:
M1b(z)=
Q∑
q=1
Tqsin[
qpi
2L(L + z)], −L ≤ z ≤ L (4.13)
M2b(z)=
P∑
p=1
Kpsin[
ppi
2L (L+ z)], −L ≤ z ≤ L (4.14)
Kp and Tq are unknown weighting coefficients and P, Q are the number of the expansion functions.
For the sake of simplicity, it is assumed that P=Q. The magnetic currents are assumed to be
constant across the slot and to vary only with the longitudinal coordinate. This assumption is
justified by the fact that the slot is so narrow that its width is negligible compared to its length
[105]- [111], [116].
4.2.2 Test Functions
The choice of the testing functions is as important as the choice of the expansion functions. As will
be demonstrated at a later section of this chapter, the proper selection of weighting functions may
contribute to the formulation of less complicated system of linear equations. This can be achieved,
if the testing functions posses one, two or more degrees of differentiability. In such a case, the test-
ing functions may ’eliminate’ the singular behavior that is introduced by the differential operators,
which are present in the integral equations, especially in the equations involved in the EFIE [71],
[72]. The differentiability of the testing functions may allow the implementation of integration by
parts, which subsequently leads to the reduction of the number of successive differentiations applied
on the Green function.
An appropriate set of weighting functions would be the set of expansion functions, provided that the
latter posses the afore mentioned degrees of differentiability. This technique is called the Galerkin
method and constitutes one of the most popular techniques. The Galerkin method is often preferred
due to the numerical stability it guarantees and the computational economy it may introduce. This
is also the method that has been favored in the present work for all unknown current distributions.
Alternativelly, point matching has also been applied for the t-variation of Jϕ. Point matching
employs Delta functions for the testing, where the center of each Dirac function is located at the
center of the corresponding pulse. Even though the Dirac functions simplified computations to a
great extend, they were rejected because they led to the the ill-conditioning of matrix A (EFIE
case). The ill-conditioning of matrix A is attributed to the effect of the ∇∇· operator: Whenever
operator ∇∇· is combined with the Dirac functions, singularities are introduced, since the latter
posses no degree of differentiability.
The weighting functions that were chosen (Galerkin method) are listed below:
Jt(ϕ, t) : wt(tp, ϕp) =
N∑
n=−N
e−j2pinϕtt(t) (4.15)
Jϕ(ϕ, t) : wϕ(tp, ϕp) =
M∑
m=−M
e−j2pimϕtϕ(t) (4.16)
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M1(z) : M1w(z) =
Q∑
q=1
sin[
qpi
2L
(L+ z)] (4.17)
M2(z) : M2w(z) =
P∑
p=1
sin[
ppi
2L
(L+ z)] (4.18)
where: tt(t) = bt(t) and tϕ(t) = bϕ(t).
4.3 Numerical Solution
The determination of the test and the basis functions completes the first step in the MM technique.
The second major issue is the formulation of the set of linear equations, which involves the evalua-
tion of the arising multiple integrals. This procedure will be presented in this section.
Insertion of the expansion functions into equations (3.56) and formulation of the inner products
with the testing functions, leads to the expressions:
t-directed electric field on the post surface
Rp
hp∫
0
2pi∫
0
wt(tp, ϕp)Einct(tp, ϕp)dtpdϕp =
= −jωµRp[
hp∫
0
2pi∫
0
wt(tp, ϕp)At(tp, ϕp)dtpdϕp+
+ 1
k20
hp∫
0
2pi∫
0
wt(tp, ϕp)
∂ϕε(tp,ϕp)
∂tp
dtpdϕp−
−
hp∫
0
2pi∫
0
wt(tp, ϕp)Ft(tp, ϕp)dtpdϕp (4.19a)
where:
At(tp, ϕp) =
hp∫
0
2pi∫
0
GAtt(tp, ϕp|t′p, ϕ′p)ft(t′p, ϕ′p)dt′pdϕ′p+
+
hp∫
0
2pi∫
0
GAtϕ(tp, ϕp|t′p, ϕ′p)fϕ(t′p, ϕ′p)dt′pdϕ′p ⇒
ϕε(tp, ϕp) = Rp
hp∫
0
2pi∫
0
Gϕε(tp, ϕp|t′p, ϕ′p)[
1
Rp
∂fϕ(t
′
p, ϕ
′
p)
∂ϕ′p
+
∂ft(t
′
p, ϕ
′
p)
∂t′p
]dt′pdϕ
′
p
Ft(tp, ϕp) =
∂
∂xp
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(tp, ϕp|z′s1, x′s1)M1b(z′s1)dz′s1dx′s1
Rp: Post Radius
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ϕ-directed electric field on the post surface
Rp
hp∫
0
2pi∫
0
wϕ(tp, ϕp)Eincϕ(tp, ϕp)dtpdϕp =
= −jωµRp[
hp∫
0
2pi∫
0
wϕ(tp, ϕp)Aϕ(tp, ϕp)dtpdϕp+
+ 1
Rpk
2
0
hp∫
0
2pi∫
0
wϕ(tp, ϕp)
∂ϕε(tp,ϕp)
∂ϕp
dtpdϕp]−
−
hp∫
0
2pi∫
0
wϕ(tp, ϕp)Fϕ(tp, ϕp)dtpdϕp (4.19b)
where:
Aϕ(tp, ϕp) =
hp∫
0
2pi∫
0
GAϕt(tp, ϕp|t′p, ϕ′p)ft(t′p, ϕ′p)Rpdt′pdϕ′p+
+
hp∫
0
2pi∫
0
GAϕϕ(tp, ϕp|t′p, ϕ′p)fϕ(t′p, ϕ′p)Rpdt′pdϕ′p
Fϕ(tp, ϕp) =
cosϕp
Rp
∂
∂yp
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(tp, ϕp|z′s1, x′s1)M1b(z′s1)dz′s1dx′s1
z-directed magnetic field across Slot 1
L∫
−L
a
2+
w
2∫
a
2−w2
M1w(zs1)Hincz (zs1, xs1)dzs1dxs1 =
=
L∫
−L
a
2+
w
2∫
a
2−w2
M1w(zs1)HJt(zs1, xs1)dzs1dxs1+
+
L∫
−L
a
2+
w
2∫
a
2−w2
M1w(zs1)HJϕ(zs1, xs1)dzs1dxs1−
−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
M1w(zs1)H1(zs1, xs1)dzs1dxs1−
−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
M1w(zs1)H2(zs1, xs1)dzs1dxs1 (4.19c)
where:
HJt(zs1, xs1) = sinϕs1
∂
∂ys1
hp∫
0
2pi∫
0
GAρt(zs1, xs1|t′p, ϕ′p)ft(t′p, ϕ′p)Rpdt′pdϕ′p+
− cosϕs1 ∂∂ys1
hp∫
0
2pi∫
0
GAϕt(zs1, xs1|t′p, ϕ′p)ft(t′p, ϕ′p)Rpdt′pdϕ′p+
+ ∂
∂xs1
hp∫
0
2pi∫
0
GAtt(zs1, xs1|t′p, ϕ′p)ft(t′p, ϕ′p)Rpdt′pdϕ′p
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HJϕ(zs1, xs1) = sinϕs1
∂
∂ys1
hp∫
0
2pi∫
0
GAρϕ(zs1, xs1|t′p, ϕ′p)fϕ(t′p, ϕ′p)Rpdt′pdϕ′p+
− cosϕs1 ∂∂ys1
hp∫
0
2pi∫
0
GAϕϕ(zs1, xs1|t′p, ϕ′p)fϕ(t′p, ϕ′p)Rpdt′pdϕ′p+
+ ∂
∂xs1
hp∫
0
2pi∫
0
GAtϕ(zs1, xs1|t′p, ϕ′p)fϕ(t′p, ϕ′p)Rpdt′pdϕ′p
H1(zs1, xs1) =
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(zs1, xs1|z′s1, x′s1)M1b(z′s1)dz′s1dx′s1+
+ 1
k20
∂2
∂z2
s1
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(zs1, xs1|z′s1, x′s1)M1b(z′s1)dz′s1dx′s1
H2(zs1, xs1) =
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(zs1, xs1|z′s1, x′s1)M2b(z′s2)dz′s2dx′s2+
+ 1
k20
∂2
∂z2
s1
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(zs1, xs1|z′s2, x′s1)M2b(z′s2)dz′s2dx′s2
z-directed magnetic field across Slot 2
0 = jωε
L∫
−L
a
2+
w
2∫
a
2−w2
M2w(ζs2, ηs2)Hsrw(ζs2, ηs2)dζs2dηs2−
−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
M2w(zs2)H1(zs2, xs2)dzs2dxs2−
−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
M2w(zs2)H2(zs2, xs2)dzs2dxs2 (4.19d)
where:
Hsrw(ζs2, ηs2) =
1
2 [
L∫
−L
a
2+
w
2∫
a
2−w2
GHzz(ζs2, ηs2|ζ′s2, η′s2)M2b(ζ′s2, η′s2)dζ′s2dη′s2+
+
L∫
−L
a
2+
w
2∫
a
2−w2
GHxz (ζs2, ηs2|ζ′s2, η′s2)M2b(ζ′s2, η′s2)dζ′s2dη′s2+
+
L∫
−L
a
2+
w
2∫
a
2−w2
GHzx(ζs2, ηs2|ζ′s2, η′s2)M2b(ζ′s2, η′s2)dζ′s2dη′s2+
+
L∫
−L
a
2+
w
2∫
a
2−w2
GHxx(ζs2, ηs2|ζ′s2, η′s2)M2b(ζ′s2, η′s2)dζ′s2dη′s2]
The expressions for the Green functions in equations (4.19) are presented in Appendices B and C.
As already discussed in Chapter 3, equations (4.19) include operations such as integration followed
by differentiation. Some of these integrals, like the ones involving the magnetic currents, may be
easily evaluated analytically. In this case the subsequent differentiation may be performed without
any difficulty. On the other hand, the integrals involving the electric currents present two difficulties:
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a) Analytical integration of At, Aϕ or ϕε is almost impossible, thus forcing the use of approxi-
mations.
b) The differentiation of the above mentioned functions yields non continuous functions, which
introduce singularities.
For these reasons, certain manipulations are necessary for the simplification of the computations.
The necessity for further handling of the equations relevant to the electric field may become appar-
ent if attention is paid to expression (4.19b). Differentiation of ϕε with respect to ϕp will generate
the non continuous function because of term: e
−jγTEi|rp cosϕp−r′p cosϕ′p|
2γTEi
.
Implementation of integration by parts on (4.19b) yields:
(4.19b)⇒ Rp
hp∫
0
2pi∫
0
wϕ(tp, ϕp)Eincϕ(tp, ϕp)dtpdϕp =
= −jωµRp{
hp∫
0
2pi∫
0
wϕ(tp, ϕp)GAϕ(tp, ϕp)dtpdϕp+
+ 1
Rpk
2
0
[
hp∫
0
wϕ(tp, 2pi)Gϕε(tp, 2pi)dtp −
hp∫
0
wϕ(tp, 0)Gϕε(tp, 0)dtp]−
− 1
Rpk
2
0
hp∫
0
2pi∫
0
Gϕε(tp, ϕp)
∂wϕ(tp,ϕp)
∂ϕp
dtpdϕp}−
−
hp∫
0
2pi∫
0
wϕ(tp, ϕp)GFϕ(tp, ϕp)dtpdϕp ⇒
Rp
hp∫
0
2pi∫
0
wϕ(tp, ϕp)Eincϕ(tp, ϕp)dtpdϕp =
= −jωµRp{
hp∫
0
2pi∫
0
wϕ(tp, ϕp)GAϕ(tp, ϕp)dtpdϕp−
− 1
Rpk
2
0
hp∫
0
2pi∫
0
Gϕε(tp, ϕp)
∂wϕ(tp,ϕp)
∂ϕp
dtpdϕp−
−
hp∫
0
2pi∫
0
wϕ(tp, ϕp)GFϕ(tp, ϕp)dtpdϕp (4.19e)
Insertion of the appropriate expansion and weighting function into the above expressions leads to
the transformation of the initial system of four integral equations with four unknowns into a set
of (M+N)xI+2xP linear equations with (M+N)xI+2xP unknown variables. The system of linear
equations is expressed in the following matrix form:
B = AX (4.20)
where (M+N)xI+2xP vector B represents all incident fields, (M+N)xI+2xP vector X represents all
unknown expansion coefficients for the current distributions and ((M+N)xI+2xP)x((M+N)xI+2xP)
matrix A results from the manipulations of the Green functions. All sub-matrices are defined ana-
lytically in Appendix D.
The question that arises at this point is the proper choice of numbers for the test or basis func-
tions. Theoretically, the series of the test/ basis functions should be infinite, in order to constitute
the optimum representation for the unknown current densities. However, these series must be
truncated for the enabling of further computational manipulations. The number of terms in the
expansion functions should be large enough to ensure satisfactory approximation of the unknown
current densities, but should not exceed a limit, above which numerical instabilities may emerge.
Such instabilities relate to the ill-conditioning of matrix A. When A is ill-conditioned, it cannot be
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correctly inverted, thus leading to a non accurate solution.
Such a behavior has also been observed in the current work. More specifically, the choices of trun-
cation number I, which concerns the functions representing the t-dependency of Jt, are crucial for
the convergence of the solution. These functions play a very important role, since the contribution
of Jt into the scattered electric field of the post is the most significant one.
As it will be demonstrated in Chapter 5, if a relatively large number of terms inside bt or bϕ is
assumed, then the solution of the system will not converge. The reason for this is a relation between
the truncation number of the expansion function and the number of summation terms assumed for
each ridged waveguide eigenvector. According to the analysis in Appendix A, the ridged waveguide
eigenmodes are represented by summations with infinite terms. Like the expansion functions, the
infinite series of the ridged waveguide eigenmodes must be truncated. These truncated summations
are employed for all further calculations such as the derivation of all dyadic Green functions inside
the ridged waveguide. The number N of terms in the truncated series is important, since it affects
the sensitivity of the Green function kernel to spatial oscillations [81]. Therefore, a small value of
N leads to a Green function kernel, which may not respond to the rapid spatial variations, that
are introduced by expansion functions of many summation terms. Such a case would lead to an
ill-conditioned matrix A and inaccurate results for the current densities, as will be discussed in
Chapter 5. At this stage of the analysis, a compromise must be made. The number of terms in
the eigenmodes series must be large enough to ensure proper representation of all field quantities
inside the ridged waveguide, but should not exceed a limit, above which all computations require
excessive amount of time and storage capacity. Consequently, the number N imposes a restriction
to the value of number I, so that ill-conditioning phenomena be avoided.
The elements of matrices A and B are computed with MATLAB. The inversion of A is also per-
formed with MATLAB based on the LU factorization technique. According to LU factorization the
square matrix A may be expressed as a product of two triangular matrices:
A = LU
U is an upper triangular matrix and L is a permutation of lower triangular matrix.
The inverse of A is obtained by the product of the inverse matrices of L and U, according to the
relationship:
A−1 = U−1L−1
The solution of the linear system in equation (4.20) performed in two steps:
Y = L−1B
X = U−1Y
The solution of each set of equations is performed easily by means of backward and forward sub-
stitution, since triangular matrices are involved.
All issues concerning matters of convergence and numerical stability will be reported in Chapter 5,
while the results of the theoretical analysis and the simulating process will be presented in Chapter 6.
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Chapter 5
Convergence of Numerical Results
- Model Verification
The aim of the theoretical analysis that was conducted in chapter 3, was the determination of
the unknown electric current distribution on the post surface and the computation of the electric
field on the slot aperture. Both field quantities are very difficult to measure, especially when the
dimensions of the configuration are as small as in the ’aKoM’ case. Therefore, the S parameters
were employed for the comparison of the simulation and the theoretical results. The S parame-
ters of both the theoretical and the simulation model are directly computed by the electric and
’magnetic’ currents of the structure. Consequently, good agreement between the simulated and
the theoretically computed S parameters can verify the accuracy of the theoretical model. In the
present chapter emphasis is given to the convergence of the computed results. A complete set of
results will presented in the next chapter.
At this point it should be reminded that the ’aKoM’ radiating element is analyzed as a three port
configuration where only one ridged waveguide port is excited by the dominating TE10 mode and
all other waveguide ports are assumed to be terminated with a matched load. The same config-
uration has been designed and simulated with program HFSS (High Frequency Simulator), which
employs the Finite Element Method (FEM). As already mentioned in chapter 4, the Finite Element
Method is one of the most popular numerical techniques that approach field scattering and radia-
tion problems. The first step in FEM is the division of the configuration volume into a number of
smaller homogeneous pieces or elements. The model contains information about the device geom-
etry, material constraints, excitations and boundary conditions. The dimensions of the elements
may vary, so that the elements can be very small near discontinuities or much larger elsewhere. In
this way, geometrical details which have an impact on the electromagnetic behavior of the structure
can be accounted for. The elements are chosen in a way that a simple (often linear) variation of the
interior field may be assumed. The aim of the finite-element method is the computation of the field
quantities at the so called nodes, the corners of the elements. To this purpose variational techniques
are utilized, which work by minimizing an expression that describes the energy associated with the
configuration under analysis.
The simulation results of the FEM are directly compared to the data, obtained by the implemen-
tation of the Moment Method on the ’aKoM’ theoretical model. All theoretical computations,
including the determination of the ridged waveguide relevant quantities (cutoff frequencies, eigen-
vectors and normalization coefficients) and the elements of the Moment Method Matrix, have been
performed with MATLAB.
Additional to the simulation data, experimental results have been provided for a structure that
involves only the ridged waveguide and the metallic post. The aim of this experiment was to verify
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the accuracy of both HFSS and MATLAB results against measured data. To that purpose, it was
not necessary to construct a structure similar to the ’aKoM’ element, which was a difficult task.
Instead, a test structure (Figure 5.16) was constructed, which consists of a rectangular waveguide
containing a tapered ridge at both sides. The presence of the tapered ridge ensures proper adjust-
ment of the test structure to the adaptors of the network analyzer. The test structure is scaled so
that it operates in the frequency range: 8-12 GHz. The post is represented by a tuning screw of
large diameter. The test structure was constructed and measured in the Institute for Microwave
and RF-Technology of the University of Duisburg-Essen.
5.1 Convergence of the numerical results
Figure 5.1 depicts the three port configuration that was simulated under HFSS and analyzed with
MATLAB. The ridged waveguide ports are designated as ports 1 and 2 whereas the rectangular
waveguide port is port 3.
Figure 5.1 ’aKoM’ configuration: The 3-port model that is used for the HFSS simulation and the
theoretical calculation.
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A typical example of the diagrams that will be presented in chapter 6 is shown in Figure 5.2.
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Figure 5.2 Variation of S11 with the post height, f=38.25 GHz, MPIE
These curves refer to the ”aKoM” structure and illustrate the dependency of S11 on the post height,
at frequency 38.25 GHz. The values of all geometrical dimensions are listed in Table 5.1:
ridged waveguide width (wrgw) 3.4 mm
ridged waveguide height (hrgw) 2.3 mm
ridge width (wr) 1 mm
ridge height (hr) 1.17 mm
post radius (r) 0.3 mm
post offset (d) 1.1 mm
slot length (ls) 4 mm
slot width (ws) 0.4 mm
branch waveguide length(t) 1 mm
rectangular waveguide width (wrcw) 7.11 mm
rectangular waveguide height (hrcw) 3.555 mm
Table 5.1 Geometrical dimensions of the ’aKoM’ structure
Each of the above diagrams includes three curves: the dotted line corresponds to the HFSS sim-
ulation results, whereas the two solid lines represent MATLAB results. Both MATLAB curves
have been computed using the same test and basis functions for the magnetic current and the Jϕ
current. Their difference lies on the weight and expansion functions employed for the y- variation
of the Jy current. More specifically, the weight and expansion functions used for each current are
listed below:
1. Magnetic current M1:
• test function given by expression (4.17), where P=15.
• basis function given by expression (4.13), where Q=15.
2. Magnetic current M2:
• test function given by expression (4.18), where P=15.
• basis function given by expression (4.14), where Q=15.
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3. Electric current Jϕ:
• test function given by expression (4.16), where M=5 and tϕ is defined in (4.11).
• basis function given by expression (4.7b), where M=5 and bϕ is defined in (4.11).
4. Electric current Jy:
• test function given by expression (4.15), where M=5 and ty:
– red curve: Piecewise sinusoidal functions defined in (5.1)
– blue curve: Pulse functions defined in (5.3)
• basis function given by expression (4.7a), where M=5 and by:
– red curve: Piecewise sinusoidal functions defined in (5.1)
– blue curve: Rooftop functions defined in (5.2)
Piecewise sinusoidal functions:
bti(t) =


sin[k0(t1−t)]
sin(k0∆t)
, 0 ≤ t ≤ ∆t
0 , elsewhere
(5.1a)
and
bti(t) =


sin[k0(t−ti−1)]
sin[k0(∆t)]
, ti−1 ≤ t ≤ ti, 2 ≤ i ≤ N
sin[k0(ti+1−t)]
sin[k0(∆t)]
, ti ≤ t ≤ ti+1, 2 ≤ i ≤ N
0 , elsewhere
(5.1b)
where: k0 =
2pi
λ
, λ = c
f
, f = 38.25GHz
Rooftop functions:
bti(t) =


t1−t
∆t , 0 ≤ t ≤ ∆t
0 , elsewhere
(5.2a)
and
bti(t) =


t−ti−1
∆t , ti−1 ≤ t ≤ ti, 2 ≤ i ≤ N
ti+1−t
∆t , ti ≤ t ≤ ti+1, 2 ≤ i ≤ N
0 , elsewhere
(5.2b)
Pulse functions:
tti(t) =


1 , 0 ≤ t ≤ ∆t
0 , elsewhere
(5.3a)
and
tti(t) =


1 , ti−1 + ∆t2 ≤ t ≤ ti+1 − ∆t2 , 2 ≤ i ≤ N
0 , elsewhere
(5.3b)
In both cases, the post surface is segmented into N horizontal stripes of the same width ∆t :
∆t =
hp
N
, hp is the post height.
The number N of terms in tϕ, bϕ, ty and by is set to 4 for this computation.
54
At this point the values of M, P, Q and N will be discussed. As already mentioned in Chapter 4, the
choice for the number of test/ expansion functions is very important, because the convergence of
the solution depends on it. The most critical number is N, the number of test/expansion functions
for the axial variation of current Jt. The significance of N can be demonstrated by the following
diagrams:
0  0.2 0.4 0.6 0.8 1  
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
normalized post height (hp/b)
|S1
1|
0  0.2 0.4 0.6 0.8 1  
−60
−40
−20
0  
20 
40 
60 
80 
100
normalized post height (hp/b)
ph
as
e 
of
 S
11
, d
eg
HFSS
N=3
N=4
N=5
N=6
N=7
N=8
N=9
Figure 5.3a S11 vs hp for various values of N (”aKoM”, 12 terms deployed in eigenvector expansion, 279
modes)
The diagrams of Figure 5.3a illustrate the variation of S11 with respect to the post height for a
configuration that consists only of a ridged waveguide and a metallic post. In this case the slot
and the twisted waveguide have been omitted, since their presence does not have an impact on the
choice of N. The geometrical dimensions of the ridged waveguide and the post are listed in Table 5.1.
The phase of S11 has been computed at a
λwg
4 distance away from the post center. In each diagram
the amplitude and the phase of S11 are calculated using different number of piecewise sinusoidal
functions for the expansion. It is evident that when N receives large values, the results become
inaccurate, especially for short posts. Similar curves would have been obtained if the combination
of rooftop - pulse functions were employed. Moreover, the remaining S parameters exhibit the same
behavior as S11. The corresponding diagrams are omitted.
The reason for this behavior may become apparent if the eigenvectors of the ridged waveguide
are examined. The relevant expressions are listed in Appendix A. For example, expression (A.59)
represents the ridged waveguide eigenvectors in the trough region for the TE even modes: Each
eigenvector is composed of an infinite sum of terms:
−→
E i(x, y, z)= −jωµ[−
∞∑
n=1
Nn1
npi
b
cos(αn1tx) sin(
npi
b
y)−→x+
+
∞∑
n=0
Nn1αn1t sin(αn1tx) cos(
npi
b
y)−→y ]e−jγιz
Even though the variation of each eigenvector with respect to y is given by an infinite Fourier series,
the actual sensitivity of that particular eigenvector towards oscillations in the y-direction may be
quite limited, if
a) the higher order Fourier coefficients are very small or
b) higher order Fourier terms are not considered at all for further computations (i.e. Dyadic Green
Functions).
Case a is clearly the case of the eigenvectors with low cutoff frequency. These modes are dominated
by the lower order Fourier terms and, as a result, are not particularly sensitive to rapid variations in
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the y-direction. Bearing in mind that short posts give rise to evanescent modes with relatively low
cutoff frequency, it becomes clear why the selection of a large value for N causes the ill-conditioning
of the system matrix and leads to inaccurate results.
Case b can be presented by the comparison between the diagramms of Figures 5.3a and 5.3b. The
curves in Figure 5.3a have been computed with eigenvectors consisting of 12 terms (order=11) in
the trough region, whereas the results of Figure 5.3b have been computed with eigenvectors con-
sisting of 8 terms (order=7). In both cases, 279 evanescent modes were considered.
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Figure 5.3b S11 vs hp for various values of N (”aKoM”, 8 terms deployed in eigenvector expansion, 279
modes)
Study of Figures 5.3a and 5.3b reveals that the combination N=6 - order=11 (Figure 5.3a, cyan
line) produces similar results as the combination N=4 - order=8 (Figure 5.3b, blue line): The MAT-
LAB results deviate from the HFSS results in the case of small posts (hp < 0.4hrgw, hrgw: ridged
waveguide height), but exhibit good agreement for larger posts. Furthermore, parallelizations can
be observed between N=8 - order=11 (Figure 5.3a) and N=5 - order=8 (Figure 5.3b) or N=9 -
order=11 (Figure 5.3a) and N=6 - order=8 (Figure 5.3b). In these cases, it is also evident that
the choice of N is causing the ill-conditioning of the system matrix for small posts, yielding totally
inaccurate results.
From the above, it becomes clear that there is a dependency between the number of truncated
Fourier terms of the eigenvectors and the value of N. This dependency seems to affect mainly the
small posts, since the MATLAB solution converges and exhibits good agreement to the HFSS so-
lution for larger posts regardles the value of N. However, it should be further investgated, if there
is also a certain relation between N and the order of the Fourier series that has an impact on the
larger posts. Indeed this relation exists, as demonstrated by Figures 5.4a (order=11, 12 terms in
the trough region) and 5.4b (order=7, 8 terms in the trough region). Clearly, when the value of N
exceeds the order of the truncated Fouries series, the MATLAB results are completely inaccurate for
all post heights, including the case hp = hrgw. In the cases of N=11 (Figure 5.4a) and N=7 (Figure
5.4b) the MATLAB results coincide with the HFSS results for the long posts (hp >= 0.9hrgw).
The conclusion that can be drawn by the curves of Figures 5.4a and 5.4b is that the ultimate upper
limit for N should be the order of the truncated Fouries series. This conclusion is in agreement
with the analysis of Chapter 4.
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Figure 5.4a S11 vs hp for very large values of N (”aKoM”, 12 terms deployed in eigenvector expansion,
279 modes)
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Figure 5.4b S11 vs hp for very large values of N (”aKoM”, 8 terms deployed in eigenvector expansion, 279
modes)
At this point, it would be interesting to examine whether the values of post radius or post offset
have any impact on the value of N. To this purpose, the following diagrams will be presented:
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Figure 5.5 S11 vs hp for various values of N and post radius (”aKoM”). Post offset: 1.1mm, N<10
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Figure 5.6 S11 vs hp for various values of N and post radius (”aKoM”). Post offset: 1.1mm, N≥10
Figures 5.5 and 5.6 illustrate the effect of N on the variation of S11 with respect to the post height
in the cases of a thick and a thin post. Comparison of Figures 5.3-5.6 may lead to the conclusion
that the convergence of the solution is not substantially affected by the value of the post radius.
The most significant difference between the thin and the thick post is observed for relatively small
values of the post height (hp <1.1mm). In this case, the configuration containing a thin post re-
sponds to the increase of N in a more stable way. However, if the value of N exceeds a limit, then
the solution for the thin post also begins to diverge. The post radius seems to play no role at all,
when the post height receives larger values. In such cases, the system can withstand greater values
of N, but there is also an upper limit for these values.
Similar comments may be made on the system behavior, when the impact of the post offset is
considered. Figures 5.7 and 5.8 present two groups of curves, which have been computed for two
different post offset values. The post offset in these computations is defined as the distance of the
post axis to the center line of the ridged waveguide broad wall.
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Figure 5.7 S11 vs hp for various values of N and post offset (”aKoM”). Post radius: 0.2mm, N<10
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Figure 5.8 S11 vs hp for various values of N and post offset (”aKoM”). Post radius: 0.2mm, N≥10
The value of post offset seems to have a greater impact on the solution convergence than the value
of post radius. From the above curves it becomes clear that the solution is more stable when the
post lies far from the ridge regardless of the post height value. However, there is also a limit in the
values of N, beyond which the solution begins to diverge.
The most important conclusion drawn by Figures 5.3-5.8 is that of all parameters relative to the
post, it is the height that mainly determines the proper value for N. Therefore, it is only reasonable
to try to derive a general ”relationship” between N and the post height, which would apply for any
microwave structure containing a post inside a ridged waveguide. In this way, the selection of N
may be made safely, leading to convergent solutions for the S parameters. Since it is quite difficult
to formulate mathematical equations that describe the relationship between N and the post height,
it could be sufficient to determine an ”empirical” rule. This rule has been defined after studying the
behavior of various configurations similar to the ”aKoM”. To this purpose the following structures
were employed:
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• Large configuration (l.c.)
ridged waveguide width (wrgw) 109.2 mm
ridged waveguide height (hrgw) 54.6 mm
ridge width (wr) 32 mm
ridge height (hr) 32 mm
post radius (rp) 10 mm
post offset (dp) 35 mm
Table 5.2: Characteristics of the ridged waveguide for the large configuration. Frequency range:
1.7-2.3 GHz
• Medium configuration (m.c.)
ridged waveguide width (wrgw) 22.86 mm
ridged waveguide height (hrgw) 10.16 mm
ridge width (wr) 6 mm
ridge height (hr) 5 mm
post radius (rp) 0.95 mm
post offset (dp) 7.43 mm
Table 5.3: Characteristics of the ridged waveguide for the medium configuration. Frequency range:
8-12 GHz
• Small configuration (s.c.)
ridged waveguide width (wrgw) 3.4 mm
ridged waveguide height (hrgw) 2.3 mm
ridge width (wr) 1 mm
ridge height (hr) 1.17 mm
post radius (rp) 0.2 mm
post offset (dp) 1 mm
Table 5.4: Characteristics of the ridged waveguide for the small configuration (aKoM). Frequency
range: 37-39.5 GHz
Study of all three configurations revealed that the results are satisfactory, when the following
relationship applies:
N
Nt
≈ hp
hrgw
where Nt is the order of the last term in the truncated series of each eigenmode. This condition
will be satisfied if N receives values given by:
N = round(
Nthp
hrgw
) (5.4)
Function round rounds its argument to the nearest integer. In case the ratio
Nthp
hrgw
lies equally
between two successive integers, then both integers should provide satisfactory results. The |S11|
convergence with respect to N for each configuration will be presented in the diagrams of Figure
5.9
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Figure 5.9 |S11| convergence for various values of post height.(a) frequency: 38.25GHz,(b) frequency:
10GHz,(c) frequency: 2GHz
For the small and medium configuration 12 terms (order=11) were considered in the truncated
series of the eigenmodes, whereas the large configuration was computed with 11 terms (order=10).
Three post height values were selected for each configuration:
• post height smaller than resonance height
s.c.: h = 1.1mm => N = 5, m.c.: h = 5mm => N = 5, l.c.: h = 15mm => N = 3
• post height close to resonance height
s.c.: h = 1.5mm => N = 7, m.c.: h = 6mm => N = 6 or N = 7, l.c.: h = 25mm => N = 5
• post height longer than resonance height
s.c.: h = 1.9mm => N = 9, m.c.: h = 7mm => N = 8, l.c.: h = 35mm => N = 6
The resonance height is defined as the height, where S11 is purely real and its amplitude reaches
unity.
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The common remark for all three configurations is the good agreement between MATLAB and
HFSS values for S11, when N receives the value of (5.4). This is valid also for the medium config-
uration, when the post is 6mm long. In this case equation (5.4) yields N = 6.496, which indicates
that both values 6 and 7 can lead to accurate results. Indeed, the blue curves of Figure 5.9 (b) and
especially the curve corresponding to the piecewise sinusoidal equations indicate that the MAT-
LAB values lie very close to the HFSS result. In all cases, the MATLAB S11 values approach
the corresponding HFSS values at a relatively smooth rate, while N reaches up to the (5.4) value.
Once N exceeds this value, the MATLAB results for S11 begin to strongly deviate from the HFSS
results. An additional comment can be made on the large configuration: In this case the MATLAB
computations were conducted with eigenvectors consisting of 11 terms (order =10), because less
evanescent modes were considered. Therefore, equation (5.4) yields lower values for N, compared
to the other two configurations. The impact of the lower N values on the S11 computations is
reflected in the blue curves of Figure 5.9(c), where the MATLAB values approach the HFSS values
slightly more ’abruptly’.
A similar effect can also be observed for the small or the medium configuration, if less higher
order modes are assumed for the determination of the scattering matrix. Consideration of less
evanescent modes automatically means lower order of the truncated ridged waveguide eigenvectors,
as the evanescent eigenmodes with higher cutoff frequency are the ones that contain higher order
terms with non negligible amplitude. Consequently, when such eigenmodes are excluded from the
scattering matrix computation, then the expansion functions deploying high N values will clearly
produce non convergent solutions, since these expansion functions assume rapid variation of the
electric current in the axial direction, which can’t be ’absorbed’ by the dyadic Green functions of
the scattering matrix. Therefore consideration of more evanescent modes in the computation leads
to larger values of N, suitable for convergent solution. This effect is demonstrated by the curves of
Figures 5.10.
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Figure 5.10 Computation of |S11| vs N for various values of hp, using different number of evanescent modes:
(a) small configuration, circled line: 12 terms in Fourier series - 279 evanescent modes, h = 1.1mm =>
N = 5, h = 1.5mm => N = 7, h = 1.9mm => N = 9, squared line: 10 terms in Fourier series - 173
evanescent modes, h = 1.1mm => N = 4, h = 1.5mm => N = 6, h = 1.9mm => N = 7, dash-doted line:
HFSS
(b) medium configuration, circled line: 12 terms in Fourier series - 396 evanescent modes, h = 5mm =>
N = 5, h = 6mm => N = 6 or N = 7, h = 7mm => N = 8, squared line: 10 terms in Fourier series -
241 evanescent modes, h = 5mm => N = 4, h = 6mm => N = 5, h = 7mm => N = 6, dash-doted line:
HFSS
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Figure 5.10 suggests that even when equation (5.4) yields low values for N, the computed S11
results are very close to the HFSS results. It will be shown later that for the medium configuration
the HFSS and MATLAB results are in very good agreement with measured data.
The rule of (5.4) should also be tested against frequency. The corresponding curves for all three
configurations are listed below:
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Figure 5.11 Small configuration, |S11| convergence for various values of frequency. (a) post height: 1mm,
(b) post height: 1.3mm, (c) post height: 1.6mm
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Figure 5.12 Medium configuration, |S11| convergence for various values of frequency. (a) post height:
5.16mm, (b) post height: 6.16mm, (c) post height: 7.16mm
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Figure 5.13 Large configuration, |S11| convergence for various values of frequency. (a) post height: 20mm,
(b) post height: 30mm, (c) post height: 40mm
The selection of post height values was based on the pattern of Figure 5.9. From the above graphics
it becomes evident that the convergence (rate) for S11 is not affected by the frequency. Further-
more, expression (5.4) seems to be valid for all configurations, yielding results close to the HFSS
results.
Contrary to N, the selection of the number of expansion and weight functions for the angular
variation of both Jy and Jϕ was an easy issue, since the solution converges very fast. This rapid
convergence is demonstrated in the following diagrams, where the variation of S11 with respect
to M (order of exponential terms representing the angular variation) for various post heights is
depicted.
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Figure 5.14 Convergence with respect to M: MPIE, pwsn functions for Jt small configuration, post
radius:0.5mm, post offset:1.1mm
The results of Figure 5.14 have been computed for a thick post, where the angular variation of the
electric currents Jφ and Jt is expected to be more intense, compared to a thinner post. Even in
this case, the solution converges very fast. The results, which will be presented in the next chapter,
have been computed, assuming that M=5.
Similar to the case of M, the number of magnetic current terms P was also easily chosen upon.
The following curves present the effect of P on the convergence of the solution. It can be easily
recognized that when P exceeds 7, convergence is ensured. The number of M varies between 3 and
10, in cases of structures containing longitudinal slot couplers between dissimilar waveguides. 3
test/basis functions are used in [106]-[108], 5 in [106]-[108], [109], [110] and [116] and 10 in [106].
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Figure 5.15 Convergence with respect to P: MPIE method
post radius:0.5mm, post offset:1.1mm, slot length:4mm, slot width:0.4mm, slot thickness:1mm
In the present work the magnetic current was modeled with 9 terms.
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5.2 Verification
As already mentioned in the beginning of the present chapter, a test structure was constructed
and measured. The measurements were compared against the computed results obtained by HFSS
(FEM) and MATLAB (MoM). The test structure is depicted in the following Figure.
Figure 5.16(a) General view of the test structure
Figure 5.16(b) Side view of the test structure
Figure 5.16(c) Top view of the test structure
The tapered ridged waveguide was necessary, in order to adjust the test structure to the rectangular
flanges that were employed for the measurement. The geometrical dimensions of the test structure
were chosen in a way that the structure operates in the frequency range 8-12GHz. For the deter-
mination of dimensions d1, d2, l1, l2, l3, l4 and l5 a structure consisting of only the rectangular
waveguide and the tapered ridge was simulated under HFSS. The aim was to find the appropriate
values for these dimensions that ensure |S11| ' 0 and |S12| ' 1 for the entire frequency range.
These values along with the remaining waveguide dimensions are presented in the table below:
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ridged waveguide width (wrgw) 22.86 mm
ridged waveguide height (hrgw) 10.16 mm
ridge width (wr) 6 mm
ridge height (hr) 5 mm
post radius (rp) 2 mm
post offset (dp) 7.43 mm
d1 1 mm
d2 2 mm
l1 34 mm
l2 8 mm
l3 8 mm
l4 4 mm
l5 34 mm
Table 5.5: Dimensions of the test structure. Frequency range: 8-12 GHz
The above dimensions provided an adaptor that ensured good matching between the ridged and the
rectangular waveguides. Measurements were performed on this adaptor. The results are presented
in the below diagram, where the red line represents the measured |S11| and the blue line corre-
sponds to the reflection coefficient that was obtained by the HFSS simulation. The diagram verifies
the smooth transition from the ridged to the rectangular waveguide due to the the presence of the
tapered ridge, since the reflection coefficient of the structure receives very low values throughout
the entire frequency range.
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Figure 5.17 Reflection coefficient of the tapered ridge waveguide. The post is not present in the structure.
For the verification of the theoretical against the experimental data, the following computations
were made:
• a) Ridged waveguide with cylindrical post:
In this case the tapered end of the ridge was not considered. All computations were performed
under the assumption that the ridged waveguide ports were terminated to a matched load.
The S-parameters of this structure were computed under HFSS (FEM) and MATLAB (MoM).
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For the MATLAB computation both piecewise sinusoidal and rooftop test/ basis functions
were employed. The relevant curves are designated with blue.
• b) Rectangular waveguide containing the tapered ridge and the cylindrical post (actual test
structure):
The S-parameters were computed under HFSS (FEM). The corresponding curves are desig-
nated with magenta.
The results of both measurement and computations are presented in Figure 5.18, for two different
values of post height:
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Figure 5.18a Computed and measured |S11| of the test structure. Post height: 5.16mm
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Figure 5.18b Computed and measured |S11| of the test structure. Post height: 7.16mm
The diagrams of Figure 5.18 verify the excellent agreement between the theoretical computations
(FEM and MoM). Even the purple line, which corresponds to case b), almost coincides with the blue
lines for the frequencies between 9 and 12 GHz. The measurements also exhibit good agreement to
the theoretical curves. Small deviations between the measured and the computed data are observed
for frequencies lower than the resonant frequency, especially in the case of post height= 7.16mm.
These deviations are mainly attributed to the attenuation and power loss inside the ridged and the
rectangular waveguides of the measured structure, which never allow the red curve (measured data
for |S11|) to reach unity at resonance. Contrary to that, both HFSS and MATLAB computations
were performed under the two conditions:
(a) there are no losses inside the waveguides and
(b) all waveguide ports are terminated at a matched load.
Furthermore, it wasn’t possible to achieve 100% accuracy in setting the post or even the ridge height
to the desired value during measurement. Such slight variations in the post or ridge height value
are responsible for small deviations between the theoretical and the experimental data. Figure 5.19
can verify the sensitivity of the S11 against minor post height variations.
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Figure 5.19: Computed |S11| of the test structure for two post height values. Solid line: HFSS. Circled
line: MATLAB, piecewise sinusoidal test/ basis functions. Squared line: MATLAB, rooftop test/ basis
functions.
In the above Figure the HFSS and MATLAB results are presented for post height values 5mm and
5.1mm. A slight change in the post height (2%) can cause a small frequency shift (approximately
1.2% in this case). The increased sensitivity of the structure against the post height value will be
demonstrated to a great extend in Chapter 6. The equations of Appendix A also demonstrate the
sensitivity of the electromagnetic fields inside the ridged waveguide against the ridge height.
Despite the slight deviations in the amplitude values, a basic conclusion that emerges from Figure
5.18 is the fact that the theoretical models can predict the resonant frequency of the structure with
good accuracy. Additionally, the computed and the measured curves exhibit the same variation
with frequency and the same dependency on the post height value. Based on these remarks, it
would be safe to state that the results of Figure 5.18 verify the validity of the both FEM and MoM
theoretical models.
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Chapter 6
Analysis of computed results
The role of parameters, like frequency or geometrical dimensions, on determining the electromag-
netic behavior of the ’aKoM’ structure will be presented and analyzed in the present chapter. To
this purpose, sets of results will be demonstrated, which indicate the impact of the system param-
eters on the reflection and transmission coefficients. For the sake of simplicity, the effect of each
geometrical dimension will be discussed separately in the following sections. The results have been
computed by implementation of the MoM on the theoretical model of Figure 5.1. All the remarks
or constraints described in Chapters 4 and 5 have been taken into account during the theoretical
computations. The computed data will be compared against simulated data that are obtained by
HFSS. The same model is used for the HFSS simulation. The basic assumption there is that all
ports are terminated with a well-matched load.
6.1 Slot length - Post height
According to the analysis of the preceding chapters, the most critical dimensions are the slot length
and the post height, because they control the magnetic and the electric current respectively. Due
to the special characteristics of the ’aKoM’ configuration, these two parameters will be examined
together. The significance of these dimensions becomes quite clear by the diagrams below. The
curves of Figure 6.1(a) illustrate the impact of the slot length on the variation of ridged waveguide
reflection coefficient S11 with respect to the post height. The phase of S11 has been computed at
a distance:
λwg
2 from the waveguide discontinuities (level z=0), where λwg =
2pi
γwg
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Figure 6.1: Variation of S11 with respect to the post height for various slot length values. Solid line:
MATLAB, (MPIE method), Points: HFSS, L: slot length
(a),(b): slots shorter than half a wavelength.(f = 38.25GHz, λ
2
= 3.92mm)
(c),(d): slots longer than half a wavelength.(f = 38.25GHz, λ
2
= 3.92mm)
aKoM configuration: post radius: 0.3mm, post offset: 1.1mm, slot width: 0.4mm, slot thickness: 1mm
In the diagrams of Figure 6.1, the red curves refer to the case where no slot is present. The reason
for including the red curves is the fact that they deviate substantially from the other curves, indi-
cating the significant role of the slot length value in the scattered field inside the ridged waveguide.
In the case of a resonating slot (slot length ≈ half wavelength), the reflection coefficient S11 no
longer receives values close to unity. This is a reasonable result, since the magnetic current on
the slot aperture introduces an inductive reactance, which partly compensates for the capacitive
behavior of the metallic post. Therefore, the total reactance inside the ridged waveguide will be
reduced, yielding lower values for the amplitude of S11.
Moreover, as the slot length drifts from half a wavelength, the inductive reactance becomes smaller
and after a point can be neglected. This behavior is observed in the diagrams of Figure 6.1, where
the lines representing non resonant slots tend to approach the red curve (no slot). Consequently,
the maximum energy flow from one waveguide to the other takes place in the case of a resonant
slot, as can be easily seen by the S31 curves that are presented in Figure 6.2. In both Figures the
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computed data (MATLAB) exhibit good agreement with the HFSS-simulation results.
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Figure 6.2: Variation of S31 with respect to the post height for various slot length values. Solid line:
MATLAB, (MPIE method), Points: HFSS, L: slot length.
(a),(b): slots shorter than half a wavelength.(f = 38.25GHz, λ
2
= 3.92mm)
(c),(d): slots longer than half a wavelength.(f = 38.25GHz, λ
2
= 3.92mm)
aKoM configuration: post radius: 0.3mm, post offset: 1.1mm, slot width: 0.4mm, slot thickness: 1mm
Since the amplitude of S11 never equals unity in the presence of a coupling slot, the resonant
post height or the resonant frequency can not be defined according to the classical manner [23],
[8] for the ’aKoM’ case. Likewise, the typical definition of the resonant slot length based on the
backscattering or the forward scattering off the slot [105]-[108], may not be directly applied to the
’aKoM’ configuration, because the scattered TE10 mode is induced by the post and not by the slot.
Consequently, it would only make sense to try and determine pairs of values for the slot length and
the post height, which provide resonance characteristics to the structure. A typical example of such
data is presented in Figure 6.3. At this point it should be stated that, since both backward and
forward scattered TE10 field inside the ridged waveguide can be computed, in some cases the reso-
nant pairs are determined according to both definitions. However, the determination based on the
backscattered wave phase is preferred for most of the computations in the proceeding sections. All
these definitions apply in the case where only one ridged waveguide port is excited. Alternatively,
resonant pairs may be determined, if only the rectangular waveguide port is excited and the ridged
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waveguide ports are considered to be terminated with matched load. Specific diagrams of this kind
will not be presented in the current work, since it is possible to recognize these resonances from
other provided diagrams.
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Figure 6.3: (a) Variation of resonant post height with resonant slot length (back-scattered field).
(b) Variation of |S11| at resonance with resonant slot length (back-scattered field).
(c) Variation of resonant post height with resonant slot length (forward-scattered field).
(d) Variation of |S11| at resonance with resonant slot length (forward-scattered field).
MATLAB: Post radius: 0.3mm, post offset:1.1, slot width:0.4mm, slot thickness:1mm,
frequency:38.25GHz.
Figures 6.3(a) and (b) show the pairs of post height and slot length for which the backscattered
TE10 mode is out of phase with the incident TE10 mode at level z = 0. The condition for the
computation of the last two diagrams was the 180 degrees phase difference between the forward
scattered TE10 mode and the incident TE10 mode at level z = 0. Comparison between Figure
6.3(a) and Figure 6.3(c) shows that the different definitions of resonance do not significantly alter
the values of the resonant pairs. The curves of Figure 6.3(b) and Figure 6.3(d) are practically
identical. These diagrams suggest that for the given geometrical dimensions, the discontinuities
inside the waveguide may be represented by a nearly perfect shunt element [107].
A first comment on Figures 6.3(a) and (c) is the relatively limited range of post height values, that
allow resonance. A similar restriction does not apply to the slot length, as long as it varies between
0.47λ and 0.55λ. For the specific configuration, resonance is possible only if the post height values
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vary between 0.57b and 0.983b (back-scattered field) or 0.556b and 0.979b (forward-scattered field).
The reason for this is related to the special characteristics of the ”aKoM” configuration: The slot
is excited by the evanescent even TE modes that are generated by the post. When the post is
quite short these modes are too weak to generate a substantial electric field on the slot aperture.
Therefore, the presence of the slot in case of posts shorter than 0.3b barely has an impact on S11,
as depicted in Figure 6.1. As the post height increases, the scattered field due to the evanescent
even TE modes is intensified and couples more vividly with the slot. Beyond a certain post height
value the proper conditions for resonance are met. These conditions are eliminated, once the post
height value approximates the ridged waveguide height. In this case the post alone would represent
an inductive obstacle inside the ridged waveguide, as shown by Figure 6.1(b) or Figure 6.1(d).
Thereafter, both ridged waveguide discontinuities produce inductive reactance, thus not allowing
the imaginary part of the reflection or the transmission coefficient to equal zero. The upper and
lower limits of the post height values, beyond which resonance is no longer possible, depend mainly
on the post dimensions. This issue will be discussed later on in this chapter. However, at this point
it could be interesting to examine the following diagram:
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Figure 6.4: (a) Variation of resonant post height with resonant slot length (back-scattered field).
(b) Variation of |S11| at resonance with resonant slot length (back-scattered field).
MATLAB: Post radius: 0.5mm, post offset:1.1, slot width:0.4mm, slot thickness:1mm,
frequency:38.25GHz.
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Figure 6.4: (c) Variation of resonant post height with resonant slot length (forward-scattered field).
(d) Variation of |S11| at resonance with resonant slot length (forward-scattered field).
MATLAB: Post radius: 0.5mm, post offset:1.1mm, slot width:0.4mm, slot thickness:1mm,
frequency:38.25GHz.
Contrary to the diagrams of Figure 6.3(a) and (b), the curves of Figures 6.4(a) and (b) are ”inter-
rupted” for the slot length range: [0.505λ..0.524λ]. For these values resonance is not possible at
frequency 38.25GHz, according to the back-scattered wave definition. This is not the case for the
forward-scattered wave definition, where the curves are continuous throughout the entire resonant
slot length range, indicating that resonance is always reached. According to Figure 6.4(c), the nor-
malized resonant post height values lie close to unity for the range of resonant slot length, for which
resonance based on backscattered wave is not possible. From the above results, it becomes clear
that the interaction between a thick post (Figure 6.4) and the slot can no longer be represented by
a shunt element inside the waveguide, especially when the slot length receives values greater than
0.49λ.
As the post height transcends the threshold for resonance, there exists a certain range of values,
where the post height is combined with only one slot length value and yield resonant characteristics
to the structure. According to Figure 6.3(a) this range extends from 0.663b to 0.883b (approxi-
mately 53% of the entire resonance range) for this specific structure. Similar results are obtained
by Figure 6.3(c): post height values from 0.655b to 0.86b (48% of the resonance range) match with
only one slot length at resonance. The corresponding slot length values are slightly greater than
half the wavelength and range from 0.5017λ to 0.5055λ (Figure 6.3(a)) or between 0.5036λ and
0.5072λ (Figure 6.3(c)). Both Figures 6.3(a) and (c) demonstrate the increased sensitivity of the
resonant post height against slight variations of the resonant slot length, when the latter lies in this
narrow range. For those pairs the amplitude of S11 at resonance reaches its lowest possible values,
as shown in Figure 6.3(b) or Figure 6.3(d).
Post height values outside the above ranges may be combined with two different slot length values
and achieve resonance. However, the |S11| values are different for each of these pairs, as seen
by Figures 6.3(b) and (d). This effect is demonstrated at a greater detail in Figures 6.5 and 6.6.
Each diagram in those Figures presents the variation of every S-parameter amplitude with post
height for two slot length values that combine with the same post height value at resonance, based
on backscattered field definition. Figure 6.5 depicts the S parameters for slot lengths 3.86mm
(0.49215λ) and 3.91mm (0.49853λ). In this case, resonance is achieved when the post height
becomes 1.35mm (0.5869b). The electric current distribution at resonance is illustrated in Figure
6.6 for each slot length . The curves of Figure 6.7 are computed for slot lengths: 4mm (0.51λ)
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and 4.1mm (0.52275λ). The resonant post height for these slot length values is 2.25mm (0.9913b).
Figure 6.8 presents the corresponding electric current distributions.
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Figure 6.5: Variation of |S11|, |S12|, |S31| and |S33| with post height for slots shorter than 0.5λ.
MATLAB: Post radius: 0.3mm, post offset:1.1, slot width:0.4mm, slot thickness:1mm
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Figure 6.6: Electric current distribution across the post surface at resonance for slots shorter than 0.5λ.
MATLAB.
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Figure 6.7: Variation of |S11|, |S12|, |S31| and |S33| with post height for slots longer than 0.5λ.
MATLAB: Post radius: 0.3mm, post offset:1.1, slot width:0.4mm, slot thickness:1mm
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Figure 6.8: Electric current distribution across the post surface at resonance for slots longer than 0.5λ.
MATLAB.
The first comment on these diagrams is that at resonance the amplitudes of S11 and S12 receive
their maximum and minimum values respectively. This is consistent with the definition of the
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resonant post height. Furthermore, the values of |S13| and |S33| reach their maximum and min-
imum respectively at resonance. This is also consistent with the definition of the resonant slot
length. Figure 6.6 states that the electric surface current receives its highest values at the side of
the post, which is closer to the waveguide narrow wall, while it becomes quite weak at the side
closer to the slot. Figure 6.8 demonstrates the exact opposite behavior. Even though the currrent
distributions are very similar for each resonant pair, the maximum current values are increased as
the slot length approaches 0.5λ. In that case also the values of |S11| or |S12| at resonance exhibit
substantial decrease or increase correspondingly. The amplitude of |S13| appears to be less affected
by the different slot length values, indicating that the energy flow from the ridged to the rectangular
waveguide and vice versa at resonance is more or less the same for any resonant pair of post height
and slot length. Likewise, the values of |S33| at resonance do not present as great a dependency as
the |S11| or |S12| values on the slot length. The loose dependency between resonant slot length and
|S13| or |S33| may yield certain degrees of freedom at the design of similar configurations, especially
when more attention is paid to the coupling between the two waveguides and the matching of the
ridged waveguide is of secondary role. However, this dependency will become more intense, if the
slot length value deviates significantly from the half wavelength. In such a case, the value of |S13|
is decreasing, as also depicted in Figure 6.2, indicating that negligible or no coupling between the
two waveguides takes place.
6.2 Slot width
In the analysis of Chapter 3 the assumption was made that the magnetic current consists of only
one longitudinal component that, additionally, does not vary with the slot width, because the latter
is considerably smaller than the slot length. However, it could be of interest to examine, if and how
the variations on the slot width may affect the overall performance of the structure. The below
diagrams demonstrate the variation of the S parameters with frequency for different values of slot
width. The post dimensions, the slot length and the slot thickness are kept constant. The phases of
all S parameters have been computed at a distance:
λwg
2 from the waveguide discontinuities, where
λwg =
2pi
γwg
.
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Figure 6.9: Variation of S parameters with respect to frequency for various values of slot width (w). Post
radius:0.5mm, post offset: 1.1mm, post height:1.5mm, slot length: 4mm, slot thickness:1mm. Solid line:
HFSS, Points: MATLAB.
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Figure 6.9: Variation of S parameters with respect to frequency for various values of slot width (w). Post
radius:0.5mm, post offset: 1.1mm, post height:1.5mm, slot length: 4mm, slot thickness:1mm. Solid line:
HFSS, Points: MATLAB.
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Figure 6.9 suggests that there is a relatively limited impact of the slot width value on the frequency
variation of the S parameters at the lower frequencies. A first remark on the above graphs is the
slightly greater bandwidth that is allowed by the wider slots. This observation becomes more ap-
parent in the |S13| and |S13| curves, where the values almost coincide at the lower frequencies
and deviate substantially from each other at frequencies close to 39.5GHz. The wider slots exhibit
smaller phase variation around and off-resonance. Similar characteristic is observed at any offset
longitudinal slot that couples two waveguides [107].
The curves representing the amplitudes of the S parameters exhibit very slight ’shifts’ to higher
frequencies as the slot width increases, but their minimum (|S11| and |S33|) or maximum (|S12|
and |S13|) values are not changed. The frequency shifts, especially in the phases of S11 and S33
for the wider slots, indicate that the specific slot length and post height values (0.51λ and 0.65217b
respectively) combine and yield resonant characteristics at higher frequencies. This conclusion
emerges also from Figure 6.10, which presents the effect of the slot width on the resonant behavior
of the structure. The diagrams have been computed at frequency 38.25 GHz.
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Figure 6.10: Impact of slot width on resonance slot length and post height.
(a) Variation of resonant post height with resonant slot length, backward scattered wave.
(b) Variation of |S11| at resonance with resonant slot length, backward scattered wave.
(c) Variation of resonant post height with resonant slot length, forward scattered wave.
(d) Variation of |S11| at resonance with resonant slot length, forward scattered wave.
MATLAB: Post radius: 0.5mm, post offset:1.1, slot thickness:1mm, frequency:38.25GHz
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According to Figures 6.10(a) and (c) the variation in the slot width does not modify the threshold
for the resonant post height and also has no effect on the corresponding length value of the resonant
slot. Even though the slot width has no impact at the range of resonant post height values, its
reduction causes the limitation of the values that uniquely combine with one slot length at res-
onance. Based on backscattered wave definition, these values occupy 67% of the entire resonant
height range for slot width 0.3mm, while this percentage becomes 85.5% at slot width: 0.6mm. The
corresponding percentages for the forward-scattered wave definition are 54% at slot width 0.3mm
against 82% for slot width 0.6mm. While the post receives values within these ranges, the thicker
slots cause the slight shift of the resonant length towards higher values, which is in agreement with
the results of Figure 6.9(b). This behavior is also typical for structures consisting of two rectangular
waveguides that are coupled via a longitudinal slot [107].
Like the results of Figure 6.4, the curves of Figure 6.10 have been computed for post height radius
0.5mm. Therefore, there is a region of normalized slot length values, for which resonance according
to the backscattered wave definition can not be achieved for any post height value. These regions
become larger and are shifted towards greater slot length values as the slot width increases. When
the slot length receives greater values, resonance is possible again for large values of post height.
In this case the resonant post height decreases slower for thicker posts.
In general, the thinner slots introduce an increased sensitivity of the resonant post height against
the resonant slot length. In case of thinner posts, slight changes in the resonant length trigger more
acute changes in the post height, especially when the latter lies in the range of values that match
to only one resonant slot length. Similar observation can be made on the impact of slot width on
|S11| at resonance as depicted in Figures 6.10(b) and (d). From these diagrams it becomes clear
that the thinner slots produce sharper curves for |S11| at resonance. The minimum values of |S11|
however are almost unaffected by the slot width value, which is consistent with the conclusions that
were drawn by the amplitude curves of Figure 6.9. Furthermore, these values are slightly shifted
to higher normalized resonant slot lengths as the slot width is increased, justifying the small fre-
quency shift that was observed in Figure 6.9(a). As expected, |S11| receives its minimum values at
post height values that combine with only one resonant slot length, regardless of the slot width value.
Some of the previous conclusions may be verified by the diagrams of Figure 6.11, which present the
variation of S parameters with frequency for two different values of post height and slot width. The
amplitude curves of all S parameters are broader and slightly shifted to higher frequencies in the
presence of wider slots, like the corresponding curves of Figure 6.9. The data for post height 1.9mm
(0.826b) confirm the increase of normalized resonant slot length for wider slots, in case the resonant
post height matches only one resonant slot length. Post height value 1.1mm (0.478b) lies below
the threshold for backward-scattered field resonance that applies to this configuration. Hence no
such resonance is observed. In case of forward-scattered field resonance however, the post height
value 1.1mm is slightly higher than the threshold value of Figure 6.10(c), indicating that resonance
is possible for two different values of normalized slot length. This is confirmed by Figure 6.11(d),
where the phase of S12, hp = 1.1mm, equals zero at two different frequencies.
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Figure 6.11: Variation of S parameters with respect to frequency for various values of slot width (w) and
post height(h). MATLAB, Post radius:0.5mm, post offset: 1.1mm, slot length: 4mm, slot thickness:1mm.
88
37  37.5 38  38.5 39  39.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
frequency, GHz (g)
|S3
3|
w=3mm, h=1.1mm
w=6mm, h=1.1mm
w=3mm, h=1.9mm
w=6mm, h=1.9mm
37  37.5 38  38.5 39  39.5
−180
−120
−60
0
60
120
180
frequency, GHz (h)
ph
as
e 
S3
3,
 d
eg
Figure 6.11: Variation of S parameters with respect to frequency for various values of slot width (w) and
post height(h). MATLAB, Post radius:0.5mm, post offset: 1.1mm, slot length: 4mm, slot thickness:1mm.
Figure 6.12 concludes the analysis on the effect of slot width on the performance of the structure
by presenting the impact of the slot width on the variation of S parameters with post height for
constant slot length and frequency. The most obvious observation is the lack of resonance according
to backward-scattered field definition in case of thin slots for the specific normalized slot length,
as demonstrated by Figure 6.12(b). Only the widest slot (w=0.6mm) can yield resonant charac-
teristics to the structure for the specified frequency (38.25 GHz). The curves of the S11 phase are
fully consistent with Figure 6.10: ratio 2∗L
λ
becomes 0.51 for slot length 4mm and frequency 38.25
GHz. According to Figure 6.10(a), for this slot length value resonance can never be achieved, while
the slot width is smaller than 0.6mm. On the other hand, forward-scattered resonance is possible
for all slot width values, as depicted by Figure 6.12(d). As anticipated from Figure 6.10(c), for the
given normalized slot length the resonant post height value is increased as the slot becomes thinner.
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Figure 6.12: Variation of S parameters with the post height for various slot width values. Solid line:
MATLAB, (MPIE method), Points: HFSS. Post radius: 0.5mm, post offset: 1.1mm, slot length: 4mm,
slot thickness: 1mm, frequency:38.25GHz
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Figure 6.12: Variation of S parameters with the post height for various slot width values. Solid line:
MATLAB, (MPIE method), Points: HFSS. Post radius: 0.5mm, post offset: 1.1mm, slot length: 4mm,
slot thickness: 1mm, frequency:38.25GHz
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The amplitude of S11 decreases as the slot becomes wider and seems to have a greater depen-
dency on the slot width than the amplitude of any other S parameter. Thinner slots cause the
amplitudes of S11 and S12 to span over a greater range of values. |S33| and especially |S13| seem
to be affected by the slot width value at low or medium values of post height. The coupling is
slightly intensified in the presence of a wider slot, as shown by Figure 6.12(e). The impact on slot
width on the |Sx3| parameters (x=1,2,3) weakens as the post height receives great values, according
to Figure 6.12(e) and Figure 6.12(g), indicating that the energy flow from the ridged to the rect-
angular waveguide is only slightly dependant on the slot width values in the presence of a long post.
6.3 Slot thickness
Based on the analysis of Chapter 3, it is anticipated that the slot thickness has a greater impact
on the system performance than the slot width. The graphs of Figure 6.13 illustrate the effect of
the slot thickness on the variation of S parameters with frequency, when the post dimensions, the
slot length and width are constant.
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Figure 6.13: Variation of S parameters with respect to frequency for various values of slot thickness (t).
Post radius:0.5mm, post offset: 1.1mm, post height:1.5mm, slot length: 4mm, slot width:0.4mm. Solid
line: HFSS, Points: MATLAB.
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Figure 6.13: Variation of S parameters with respect to frequency for various values of slot thickness (t).
Post radius:0.5mm, post offset: 1.1mm, post height:1.5mm, slot length: 4mm, slot width:0.4mm. Solid
line: HFSS, Points: MATLAB.
The first conclusion that can be drawn by the diagrams of Figure 6.13 is that slot thickness mostly ef-
fects the bandwidth of the structure, whereas the minimum or maximum values of the S parameters
exhibit only slight differences. All curves representing the amplitudes of the S parameters become
broader as the slot thickness decreases. This behavior is demonstrated to the greatest extend, when
the slot thickness is eliminated. In addition, according to Figure 6.13(b) the phase of S11 exhibits
smaller variation around resonance for thinner slots. These characteristics are consistent with the
characteristics of any structure containing a slot coupler between dissimilar waveguides [116], [107],
also in the case where the slot is located at the narrow wall of the primary waveguide [109]. The
basic deviation from such structures is the lack of major frequency shift in the maximum values
of |S13|, [116], which can be attributed to the presence of the post. The frequency shifts in the
’aKoM’ structure are mostly observed in |S11| or |S12|, where the minimum or maximum values
respectively are reached at lower frequencies as the slot thickness increases.
A closer observation of Figure 6.13(b) reveals that resonance, based on backward-scattered wave,
is slightly shifted to lower frequencies as the slot thickness increases. However, this does not apply
to the zero slot thickness case, where resonance is achieved at the lowest frequency. This behavior
is validated by the curves of Figure 6.14, where the combination of slot length and post value at
92
resonance is presented. According to Figure 6.14(a), resonance is reached at a smaller ratio 2∗L
λ
for
zero slot thickness, when the resonant post height is 1.5mm (0.65217b). For the same post height
value, the resonant slot length is only slightly shifted to lower values as the slot thickness increases,
which is in agreement with the comment on the curves of Figure 6.13. Additionally, Figure 6.14(c)
is consistent with Figure 6.13(d), indicating that resonance according to forward-scattered field at
hp
b
= 0.65217 is achieved for higher normalized slot length values when the slot thickness decreases.
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Figure 6.14: Impact of slot thickness on resonance slot length and post height.
(a) Variation of resonant post height with resonant slot length, backward scattered wave.
(b) Variation of |S11| at resonance with resonant slot length, backward scattered wave.
(c) Variation of resonant post height with resonant slot length, forward scattered wave.
(d) Variation of |S11| at resonance with resonant slot length, forward scattered wave.
MATLAB: Post radius: 0.5mm, post offset:1.1, slot width:0.4mm, frequency:38.25GHz
From Figure 6.14(a) and Figure 6.14(c) it becomes clear that the shape of the curve representing
the pairs of slot length and post height at resonance is altered when the slot thickness equals zero.
In this case, for slot length values varying from 0.47λ to 0.487λ (backward-scattered wave) or be-
tween 0.47λ and 0.497λ (forward-scattered wave), the corresponding resonant post height values
concentrate in a very small range from 0.514b to 0.523b (backward-scattered wave) or 0.464b to
0.494b (forward-scattered wave), very close to the threshold that allows resonance. For a similar
normalized slot length value range (0.47λ to 0.492λ, backward-scattered wave or 0.47λ to 0.497λ,
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forward-scattered wave), the resonant post height values are almost linearly decreasing in case of
finite slot thickness. The slope of the curves increases for thicker slots. The increased finite wall
thickness shifts the resonant slot length to higher values, if 2L < λ2 . Similar dependency of resonant
slot length on slot thickness is also verified at any structure containing two dissimilar waveguides
coupled via an offset longitudinal slot [100], [107].
When the slot thickness equals zero, the post height values, that combine with only one slot length
at resonance, lie inside a great range, which in this case spans between 0.523b and b (backward-
scattered field) or 0.494b and 0.99b (forward-scattered field). Resonance according to backward
scattered field is not possible for normalized slot length values inside the range [0.5102, 0.55], but
it will be observed again at greater values of slot length, which extend beyond the range of Figure
6.14(a). When the slot becomes thicker, then this range of normalized slot length values is signifi-
cantly reduced, as shown in Figure 6.14(a). The range of unique pairs at resonance is considerably
reduced as the slot thickness increases: 87% (backward-scattered field) or 0.83% (forward-scattered
field) of the entire resonant post height range for slot thickness 0.5mm against 52% (backward-
scattered field) or 0.426% (forward-scattered field) when slot thickness equals 2mm. The corre-
sponding resonant slot length range is also shrunk for thicker slots. Especially, in the case of slot
thickness 2mm, Figure 6.14(a), this range is practically narrowed down to an extremely small area
around value 0.501λ. The performance of such a structure is very sensitive to any slight variations
in the resonant slot length. This increased sensitivity may account for the acute sharpness of those
curves in Figure 6.13, Figure 6.14(b) and Figure 6.14(d) that represent slot thickness 2mm. |S11|
at resonance receives lower values as the slot thickness decreases for almost all the resonant pairs of
slot length and post height. This behavior deviates substantially from the behavior of a typical slot
coupler structure, where the backscattered |S11| is independent on the slot thickness [107]. The
exception is a small range around the minimum value of |S11|, where |S11| is practically insensitive
to the slot thickness. These values are reached, when the resonant post height is matched to only
one resonant slot length.
The curves of Figure 6.15 present the variation of S parameters with respect to frequency for dif-
ferent values of post height and slot thickness. The remaining geometrical dimensions as well as
the frequency are constant:
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Figure 6.15: Variation of S parameters with respect to frequency for various values of slot thickness (t)
and post height(h). MATLAB, Post radius:0.5mm, post offset: 1.1mm, slot length: 4mm, slot
width:0.4mm, frequency:38.25GHz.
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Figure 6.15: Variation of S parameters with respect to frequency for various values of slot thickness (t)
and post height(h). MATLAB, Post radius:0.5mm, post offset: 1.1mm, slot length: 4mm, slot
width:0.4mm, frequency:38.25GHz.
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The diagrams of Figure 6.15 state clearly that the bandwidth becomes more narrow for thicker
slots for all post height values, which is consistent with the results of Figure 6.14(a). The high post
(post height=1.9mm) causes a small shift to lower frequency for |S11|, when the slot becomes thick
enough (slot thickness=2mm). The S11 phase diagram is consistent with the curves of Figure 6.14
as far as resonance is concerned, since for post height 0.826b (1.9mm) the resonant slot length is
smaller for greater slot thickness values. Figure 6.15(d) is also consistent with the results of Figure
6.14(c), since forward-scattered resonance is observed for two different normalized resonant length
values at hp=1.1mm. In the case of back-scattered resonance, this post height value lies below the
resonant post height range.
The interaction between post height and slot thickness is demonstrated more clearly in the diagrams
of Figure 6.16. These curves were computed for constant frequency (38.25 GHz) and slot length
4mm (0.51λ).
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Figure 6.16: Variation of S parameters with the post height for various slot width values. Solid line:
MATLAB, (MPIE method), Points: HFSS. Post radius: 0.5mm, post offset: 1.1mm, slot length: 4mm,
slot width: 0.4mm
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Figure 6.16: Variation of S parameters with the post height for various slot width values. Solid line:
MATLAB, (MPIE method), Points: HFSS. Post radius: 0.5mm, post offset: 1.1mm, slot length: 4mm,
slot width: 0.4mm
The impact of slot thickness on the variation of S parameters with post height resembles the impact
of slot width. More specifically, Figure 6.16(a) states that the increase in slot thickness introduces
higher values of |S11|, when the post becomes longer than a certain value (in this case: 0.391b).
The results of Figure 6.16(a) are also consistent with the results of Figure 6.13(a), Figure 6.14(b)
and Figure 6.15(a). Like |S11|, also |S12| is affected by the slot thickness value in the presence of a
long post. However, the |Sx3| parameters seem to exhibit a dependency on the slot thickness, only
when the post height receives relatively low or medium values, as depicted in Figure 6.16(e) and
Figure 6.16(g). When the post height approaches the ridged waveguide height, then the slot thick-
ness does not play an important role on the amplitudes of the coupling coefficient (S13). According
to Figure 6.14, for the given values of frequency and slot length resonance based on back-scattered
field is possible only when slot thickness equals zero. This is verified by the S11 phase diagram of
Figure 6.16. Additionally, resonance according to the forward-scattered field is possible for all slot
thickness values, as demonstrated by Figure 6.14(c) and Figure 6.16(d).
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6.4 Post Radius
The previous sections contained remarks on the significance of dimensions like post height, slot
length, width and thickness. The remaining parameters that affect the electromagnetic behavior of
the ’aKoM’ structure are the post radius and the post offset from the ridged waveguide center line.
In this section the impact of the post radius is examined. Figure 6.17 illustrates the variation of
the S parameters with respect to frequency for various values of post radius. All other dimensions
(post height, slot length, thickness and width) are constant.
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Figure 6.17: Variation of S parameters with respect to frequency for various values of post radius (r).
Post offset: 1.1mm, post height:1.5mm, slot length: 4mm, slot width: 0.4mm, slot thickness:1mm. Solid
line: HFSS, Points: MATLAB.
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Figure 6.17: Variation of S parameters with respect to frequency for various values of post radius (r).
Post offset: 1.1mm, post height:1.5mm, slot length: 4mm, slot width: 0.4mm, slot thickness:1mm. Solid
line: HFSS, Points: MATLAB.
Figures 6.17(d) and 6.17(f) reveal that the phases of S12 and S13 receive similar values throughout
the entire frequency bandwidth for the thicker posts. This behavior is usually required at antenna
configurations with amplitude attenuation for low side-lobes. When the post radius is decreasing,
then the values of S12 and S13 phases lie quite far from each other, particularly for the lower
frequencies.
The effect of the post radius on the S parameters can be examined if two frequency ranges are
considered: the frequencies below resonance and the S12 and S13 frequencies above resonance. In
the former range the thicker posts introduce lower values for |S11|, |S13| and higher values for
|S12|, |S33|. The opposite comment applies to the second frequency range. The case of r=0.1mm
is excluded from the above rule, since resonance is not possible for the specified post height, slot
length and frequency range. This post height lies below the range of resonant height values, as
shown in Figure 6.18(a). However, when r=0.1mm, then the amplitude values follow the rule for
frequencies higher than 37.7GHz. The radius value modifies the bandwidth of the S parameters.
In the case of thicker posts, the |S11| curve is sharper, whereas the |Sx3| curves become broader.
Figure 6.17(a) indicates that the minimum values for |S11| are slightly increased for thicker posts.
The impact of post radius on S33, however, is more intense, since a decrease in the post radius
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produces a non negligible decrease in the minimum value of |S33|. The variation in post radius
does not cause a significant frequency shift in the minimum or maximum values of the S parameter
amplitudes. Consistently, the resonance frequency also seems to be little affected by the changes in
post radius, for the given post height value. In general, it could be stated that the impact of the
post radius regarding the frequency shift is similar to the impact of the slot width or thickness.
The role of the post radius on the resonant behavior of the system will be demonstrated in the
diagrams of Figure 6.18:
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Figure 6.18: Impact of post radius on resonance slot length and post height.
(a) Variation of resonant post height with resonant slot length, backward scattered wave.
(b) Variation of |S11| at resonance with resonant slot length, backward scattered wave.
(c) Variation of resonant post height with resonant slot length, forward scattered wave.
(d) Variation of |S11| at resonance with resonant slot length, forward scattered wave.
MATLAB: Post radius: post offset:1.1mm, slot width:0.4mm, slot thickness:1mm, frequency:38.25GHz
The most obvious comment on the above diagrams is the independency of |S11| at resonance on
the radius value for the entire range of length values of the resonant slot. These diagrams are quite
different than the corresponding diagrams of Figure 6.10 or Figure 6.14, where the slot width or
thickness respectively introduce different values of |S11| at resonance. However, Figure 6.18(a) in-
dicates that the |S11| curve for post radius 0.5mm is ”interrupted” for a region of slot length values.
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The role of post radius becomes more clear in Figures 6.18(a) and (c). The thinner posts provide
continuous curves throughout the entire range of normalized slot lengths and, additionally, cause
the reduction of the upper limit in the resonant post height values, while the lower limit is also sig-
nificantly increased. In this way the entire range of the resonant post height is considerably reduced
in case of thinner posts. As a result, the range for resonant post height values that combine with
one resonant slot length is also shrunk: 44% of the entire resonant post range for r=0.1mm against
64.3% for r=0.4mm (resonance based on back-scattered wave) or 42.8% for r=0.1mm against 56.9%
for r=0.4mm (resonance based on forward-scattered wave). The corresponding range of slot length
values however appears to be almost unaffected by the changes in the post radius. This conclu-
sion is also confirmed by Figures 6.18(b) and (d), where the lowest values of |S11| almost coincide
for all the post radius values. For this range, the sensitivity of the resonant post height against
small variations of slot length is slightly increased at thicker posts. When the slot length becomes
longer, the resonant post height receives lower values for thinner posts. In general, the thinner posts
yield curves, which can be considered more ”symmetric” about the area of the unique resonant pairs.
The interaction between post radius and post height for a frequency range will be presented in
Figure 6.19. The slot dimensions as well as the post offset are constant. The results have been
computed for frequency 38.25GHz.
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Figure 6.19: Variation of S parameters with respect to frequency for various values of post radius (r) and
post height(h). MATLAB, Post offset: 1.1mm, slot length: 4mm, slot width:0.4mm, slot thickness:1mm.
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Figure 6.19: Variation of S parameters with respect to frequency for various values of post radius (r) and
post height(h). MATLAB, Post offset: 1.1mm, slot length: 4mm, slot width:0.4mm, slot thickness:1mm.
The amplitude curves representing the two different values of radius lie quite far from each other
throughout the entire frequency range if hp=1.1mm (0.4782b). The deviation between these two
kinds of curves in Figure 6.19 is even greater than in Figure 6.17. For the dimensions of the ’aKoM’
structure, a post of height 1.1mm is considered a short post. If, additionally, the radius receives a
low value like 0.1mm then the post represents a very small discontinuity inside the ridged waveg-
uide, incapable of generating many evanescent modes. Therefore the electric field induced on the
slot aperture is not strong enough to enable large energy flow from one waveguide to the other. All
of this is clearly depicted in the above diagrams, where the |S13| curve for r=0.1mm lies much lower
than the |S13| curve for r=0.5mm for the entire frequency range under study. The amplitudes of
S12 and S33 receive greater values, when the radius is decreased, whereas |S11| values are kept at
a very low level for small radius.
From Figure 6.19 it becomes clear that the impact of the radius on the S parameters is very limited
throughout the entire frequency range, if the post is quite long . Only S33 seems to be more affected
by the variation of radius in terms of both amplitude and phase. In this case, the lower radius value
causes a shift of the S33 curves to higher frequencies. In addition, Figure 6.19(b) demonstrates the
second resonance (back-scattered field) in case of r=0.1mm, hp = 1.9mm. This result is consis-
tent with Figure 6.18(a), according to which post height value 1.9mm is combined with normalized
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slot length values 0.5058 and 0.549 at resonance. Figure 6.19(d) also demonstrates the resonance
according to forward-scattered wave for the long post (hp=1.9mm) and the case r=0.5mm and
hp=1.1mm. For r=0.1mm and hp=1.1mm resonance is not possible as stated by Figure 6.18(c).
When the post becomes quite long, the thinner posts are almost as capable of exciting higher order
modes as the thicker ones. For this reason the interaction of both thin or thick posts with the slot
is practically the same. This is presented in a more clear way in the following diagrams, where
parameters like frequency, post offset and slot dimensions are constant and only the post height
and radius are modified.
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Figure 6.20: Variation of S parameters with the post height for various post radii. Solid line: MATLAB,
(MPIE method), Points: HFSS. Post offset: 1.1mm, slot length: 4mm, slot width: 0.4mm, slot thickness:
1mm
103
   0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1      
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
normalized post height, hp/b (e)
|S1
3|
r=0.1mm 
r=0.2mm 
r=0.3mm 
r=0.4mm 
r=0.5mm 
 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1    
−120
−90 
−60 
−30 
0   
30  
60  
normalized post height, hp/b (f)
ph
as
e 
S1
3,
 d
eg
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1   
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
normalized post height (h/b)
|S3
3|
r=0.1mm 
r=0.2mm 
r=0.3mm 
r=0.4mm 
r=0.5mm 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1   
−180
−120
−60 
0   
60  
120 
180 
normalized post height, hp/b (h)
ph
as
e 
S3
3,
 d
eg
Figure 6.20: Variation of S parameters with the post height for various post radii. Solid line: MATLAB,
(MPIE method), Points: HFSS. Post offset: 1.1mm, slot length: 4mm, slot width: 0.4mm, slot thickness:
1mm
Figure 6.20 confirms the reduced effect of radius on the S parameters in the presence of a long
post, since for all S parameters, except for S33, the curves almost converge for the post height
values between 0.75b and 0.95b. The curves begin to deviate from each other again, when the
post becomes inductive (h = b). As expected by Figure 6.18(a), for the given normalized slot
length (0.51) resonance is achieved at higher post height values as the radius increases. Similar
behavior is also observed in a configuration consisting of a rectangular waveguide that contains a
cylindrical post [35], [1]. In case of r=0.5mm resonance (back-scattered field) is not possible for any
post height value, which is confirmed by Figure 6.20(b). Figure 6.20(d) is in accordance to Figure
6.18(c) indicating that resonance based on forward-scattered wave is possible for all radius values.
The values of |S11| at resonance almost coincide for all radius values and concentrate around 0.39,
verifying the conclusions of Figure 6.18(b) and Figure 6.18(d). Furthermore, the amplitude curves
become more sharp as the radius decreases. This could be attributed to the smaller resonant post
height value range in case of thinner posts.
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6.5 Post offset
The present chapter is concluded with the analysis on the effect of the post offset. The first di-
agrams depict the variation of all S parameters with frequency for various values of post offset,
whereas the remaining parameters are constant. In the below diagrams the post offset is defined as
the distance of the post center from the center line of the ridged waveguide broad wall.
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Figure 6.21: Variation of S parameters with respect to frequency for various values of post offset (d). Post
radius: 0.2mm, post height:1.5mm, slot length: 4mm, slot width: 0.4mm, slot thickness:1mm. Solid line:
HFSS, Points: MATLAB.
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Figure 6.21: Variation of S parameters with respect to frequency for various values of post offset (d). Post
radius: 0.2mm, post height:1.5mm, slot length: 4mm, slot width: 0.4mm, slot thickness:1mm. Solid line:
HFSS, Points: MATLAB.
For the given post height value the reflection coefficient |S11| sustains very low values throughout
the entire frequency range, when the post lies very close to the ridged waveguide side wall (post
offset: 1.4mm), while |S12| values vary from 0.87 to 1, indicating the generation of weak scattered
fields by the post. According to the equations of Appendix A, this is an expected result, since the
incident ridged waveguide field attenuates close to the narrow ridged waveguide wall, thus inducing
weak electric current on the post surface. The consequence from the poor post excitation is the low
interaction between slot and post, which reflects upon the |S13| and |S33| curves in case of post
offset:1.4mm.
As the post approaches the slot, then the post offset begins to have an impact on the S parameters
similar to the impact of the post radius demonstrated in Figure 6.17. In general, the effect of small
post offsets can be parallelized to the effect of the large radius, since in both cases the electric
current produced scattered field is intensified. Figure 6.21 also suggests that resonance capability
is restricted, when the post offset increases. This behavior will be examined closer in the following
diagrams.
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Figure 6.22: Impact of post offset on resonance slot length and post height.
(a) Variation of resonant post height with resonant slot length.
(b) Variation of |S11| at resonance with resonant slot length.
(c) Variation of resonant post height with resonant slot length, forward scattered wave.
(d) Variation of |S11| at resonance with resonant slot length, forward scattered wave.
MATLAB: Post radius: 0.2mm, slot width:0.4mm, slot thickness:1mm, frequency:38.25GHz
The effect of the post offset on the resonant pairs of slot length and post height is similar to the
radius effect, but more acute. More specifically, a large post offset reduces drastically the range
of resonant post height values. These values cluster in a small range between 0.76b and 0.853b in
case of d=1.4mm. The resonant post height range for d=0.8mm, which spans from 0.48b to 0.99b,
is almost five times bigger. Furthermore, at larger post offset, the range of post height values that
uniquely combine with one slot length value is significantly shrunk and occupies a smaller percent
of the entire range: 40.45% (or 46.53% for the forward scattered wave) at post offset 1.4mm against
82.76% (or 74.85% based on the forward scattered wave) at post offset 0.8mm. The corresponding
range of slot length values is practically unaffected by the variations of post offset. This conclusion
is also drawn by Figure 6.22(b). Especially for this range, the resonant post height becomes less
sensitive to resonant slot length changes as post offset increases. When the resonant slot becomes
longer, then the resonant post height receives lower values for smaller post offset. This is consis-
tent with the post offset effect on the frequency variation of the resonant post height, in case of a
structure that constitutes of a rectangular waveguide containing a hollow cylindrical post [35].
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The interaction between post offset, post height and frequency is illustrated in Figure 6.23. For
those results the slot dimensions and the post radius were constant.
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Figure 6.23: Variation of S parameters with respect to frequency for various values of post offset (d) and
post height(h). MATLAB, Post radius:0.2mm, slot length: 4mm, slot width:0.4mm, slot thickness:1mm.
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Figure 6.23: Variation of S parameters with respect to frequency for various values of post offset (d) and
post height(h). MATLAB, Post radius:0.2mm, slot length: 4mm, slot width:0.4mm, slot thickness:1mm.
As anticipated, the curves for d=1.4mm, hp=1.1mm are practically straight horizontal lines. |S12|
and |S33| almost approach unity, indicating that no coupling between the two waveguides takes
place. In case of d=0.8mm and hp=1.1mm the coupling becomes significant and comparable to the
case where hp=1.9mm, as suggested by the |S33| curves. The increase in post height introduces
a great shift towards higher frequencies for |Sx3| coefficients. When the post height receives the
value 1.9mm, then the amplitude curves representing different post offset values do not deviate
substantially from each other. Only the |S33| curves for d=1.4mm receive significantly lower values
in a small frequency range around 38.75GHz. Moreover, in Figure 6.23(b) a second resonance is
observed in the case d=1.4mm, hp = 1.9mm. This result is in agreement with Figure 6.22(a), since
post height value 1.9mm combines with slot length values 0.5082λ and 0.5242λ at resonance.
Figure 6.24 presents the variation of the S parameters with hp for various post offset values. The
slot dimensions, the frequency and the post radius are not modified.
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Figure 6.24: Variation of S parameters with the post height for various values of post offset (d). Post
radius: 0.2mm, post height:1.5mm, slot length: 4mm, slot width: 0.4mm, slot thickness:1mm,
frequency:38.25. Solid line: HFSS, Points: MATLAB.
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Figure 6.24: Variation of S parameters with the post height for various values of post offset (d). Post
radius: 0.2mm, post height:1.5mm, slot length: 4mm, slot width: 0.4mm, slot thickness:1mm,
frequency:38.25. Solid line: HFSS, Points: MATLAB.
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The above results clearly demonstrate the increased sharpness of the curves, at great post offset.
Such a behavior has also been observed in case of a rectangular waveguide containing a cylindrical
post [35]. |S11| and |S13| values decrease for short or medium posts that are located close to the
ridged waveguide side wall, suggesting a weak interaction between slot and post. The coupling
however becomes intense at resonance, where the amplitude values of all S parameters are practi-
cally independent on the post offset. The limited bandwidth at smaller post offset values is also
obvious in the curves representing the phases of all S parameters. For the given normalized slot
length (0.51λ), resonance is achieved in the presence of shorter posts, which is also consistent with
the results of Figure 6.22(a).
At the end of the current chapter, a comment should be made on the agreement between the
simulated (HFSS) and the computed (MATLAB) results. In all cases, both HFSS and MATLAB
curves presented the same dependency on the respective input variables. In most of the cases,
the numerical values of the MATLAB and the HFSS results exhibited very good agreement. In
a few cases, however, there were small differences in the values of these curves. These differences
may be attributed to a number of factors. The number of eigenmodes considered for the MATLAB
computations is definitely an important factor, as discussed in Chapter 5. Additionally, the number
of considered truncated terms for the ridged waveguide eigenvectors plays also a very important
role in regulating the approximation errors in the MATLAB computations. According to Chapter
5 and Appendix A, the agreement between the computated and the actual data is improved as this
number is increased, but the complexity of the calculations imposes an upper limit there, hence
introducing small approximation errors. Finally, the HFSS results are obtained by implementation
of the Finite Element Method, that involves a number of successive, adaptive iterations. Logically,
a great number of iterations yields more accurate results, but at the same time it increases the
requirements on computational efficiency and makes the simulation extremelly time-consuming.
Therefore, this number does not receive very high values, suggesting that additional but small ap-
proximation errors are contained in the computations.
The diagrams of Chapter 6 clearly state that the S matrix of the structure is very sensitive to
small variations of the geometrical dimension values. As a consequence, the major challenge in
constructing a structure like ’aKoM’ is the accuracy of the geometrical dimensions. If the tolerance
in certain lengths exceeds 10% then with all probability, the electromagnetic behavior of the system
will be altered. As far as the post is concerned, the value of 10% can be considered too high. This
conclusion is also drawn by Figure 5.19, where the increase of the post height by 2% introduces a
non negligible frequency shift in the peak of s11 amplitude
Figure 6.25 presents the computated and measured results for two variations of the ’aKoM’ con-
figuration. The ridged waveguide dimensions are the same for both configurations, whereas the
differences in the slot and post related dimensions do not exceed 10%. Table 6.1 lists all the rele-
vant data.
configuration 1 configuration 2
post radius (r) 0.3 mm 0.33 mm
post offset (d) 1.1 mm 1.1 mm
post height (hp) 1.6 mm 1.65 mm
slot length (ls) 4 mm 3.8 mm
slot width (ws) 0.4 mm 0.4 mm
branch waveguide length(t) 1 mm 1.1 mm
Table 6.1 Geometrical dimensions of the ’aKoM’ structure
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Figure 6.25: S11 and S13 coefficients against frequency for two configurations Solid line: HFSS, Points:
MATLAB.
Even though parameters like post offset and slot width have the same values at both configurations,
the differences between the S parameters are significant, especially in terms of frequency shift.
Figure 6.25 (a) and (b) reveal that the resonance frequency is shifted by more than 50% of the
considered frequency bandwidth. The impact on the phase of S13 is also intense, as shown in Figure
6.25 (d), where an almost constant deviation of approximately 40 degrees is observed throughout
the entire frequency bandwidth.
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Chapter 7
Summary
In the previous chapters the characteristics of a novel configuration were analyzed. The novelty of
the structure lies on the fact that a longitudinal slot, which was used for the coupling between a
ridged and a rectangular waveguide, was placed on the center of the ridged waveguide broad wall.
Since the location of the slot did not allow its excitation by the incident TE10 ridged waveguide
eigenmode, an additional obstacle had to be placed inside the ridged waveguide. The role of this
obstacle was to disturb the symmetric E-field about the center line of the ridged waveguide broad
wall and, hence, induce an E-field on the slot aperture. The obstacle that was used to this purpose
was a metallic post, which was mounted to the upper ridged waveguide wall at a small offset away
from the slot.
In Chapter 3 an attempt was made to formulate the mathematical equations that completely define
the fields inside a ridged waveguide containing a longitudinal coupling slot and a metallic post at
arbitrary positions. This procedure was based on Schelkunoff’s surface-equivalent theorem, which
suggests the replacement of a scattering body with the equivalent electric or magnetic current dis-
tributions. In this way, the post was represented by the electric current flowing on its surface,
whereas the slot was replaced by a magnetic current. Application of the proper boundary condi-
tions in conjunction with the Maxwell equations yielded a system of equations that could calculate
the scattered fields inside the waveguides. The solution of these equations required the utilization
of the dyadic Green functions, which were proven a very powerful tool for this purpose. The im-
plementation of the dyadic Green functions led to the Mixed Potential Integral Equations and the
Electric Field Integral Equations of the system. As expected, both methods produced the same
system of integral equations. After the integral equations for the general case were fully defined,
the special features of the ’aKoM’ configurations were taken into account by imposing the proper
geometric conditions.
The next step was the determination of the numerical method that had to be deployed for the
solution of the system of equations. The theoretical analysis had implied that the Method of Mo-
ments would be the most appropriate method for the particular problem. The basic issue there
was the choice of suitable basis and test functions, which could satisfy the boundary conditions and
guarantee numerical stability. To this purpose, both entire and sub-domain expansion/ test func-
tions were employed: the magnetic currents were expanded in entire-domain sinusoidal series, the
circumferential electrical post current was expressed as a sum of Fourier series, while piecewise si-
nusoidal and roof-top functions were used for the electrical current that was parallel to the post axis.
The issue of convergence was the next major topic. The number of expansion/ test functions had
to be determined, especially for the electric current parallel to the post axis. This was the most
challenging part of the present work, as there had been only very few references in the literature
regarding the formulation and the behavior of Dyadic Green functions inside a ridged waveguide
and most of them concerned very thin obstacles, thus allowing assumptions, which could not be
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applied in the ’aKoM’ case. To this purpose two additional configurations were examined: a large
one operating in frequency range 1.7-2.3GHz and a medium configuration operating in frequency
range 8-12GHz. Both configurations consisted of only a metallic post inside a ridged waveguide.
Study of the results on all configurations and comparison with the corresponding simulated data,
obtained by HFSS, led to a new, empirical rule, which can predict the values of S parameters with
satisfying accuracy. The medium configuration was also constructed and measured in the University
of Duisburg-Essen. The agreement between the measured and the computed data was very good
(Figure 5.18).
After the issues of numerical stability and convergence were studied, the impact of the post and
slot geometrical dimensions on the electromagnetic performance of the ’aKoM’ configuration had
to be investigated. For this reason computations were performed applying the Moment Method on
the theoretical model of Chapter 3. The computed results were always compared against simulated
data, produced by HFSS by means of the Finite Element Method. The computed and the simulated
results exhibited very good agreement. All the computations of Chapter 6 clearly state that the S
parameters are controlled by the values of the post and slot geometrical dimensions, particularly
the post height and the slot width. Therefore, the fine tuning of the geometrical dimensions can
achieve the desired performance in terms of waveguide coupling and proper matching, depending
on the respective requirements.
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Appendix A
Modal expansion in a ridged
waveguide
The ’aKoM’ ridged waveguide is a waveguide with a single ridge, located symmetrically about the
center of the broad wall. Its geometry can be viewed in Figure A.1. The z-direction is considered to
be the direction of wave propagation inside the waveguide. Furthermore, the waveguide is not filled
with any dielectric material. Montgomery [129] suggested an efficient way to calculate the cutoff
frequencies as well as the normalization coefficients of the eigenmodes inside a ridged waveguide.
The same procedure has been employed for the purpose of the present dissertation.
Figure A.1 Ridged waveguide. (a) Dimensions of the ridged waveguide. (b) Coordinate system
According to Montgomery’s method, the space inside the waveguide can be separated into the three
regions that are depicted in Figure A.1(b). The regions are defined in the following way:
Region I: 0 x s, 0 y b (trough region)
Region II: s x a-s, 0 y d (gap)
Region III: a-s x a, 0 y b (trough region)
The ridged waveguide eigenmodes are classified in TE and TM modes, depending on the kind of
scalar potential, which generates them. The scalar potential for the t eigenmode may be expressed
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in the following way:
ψpit(x, y, z) = gpit(x, y)ϕpt(z)
where ψpit is a function of the transverse coordinates and ϕpt depends only on the z coordinate.
Indices p and i are explained below:
p =
{
h indicates magnetic scalar potential
e indicates electric scalar potential
i =


1 indicates scalarpotential for region I
2 indicates scalarpotential for region II
3 indicates scalarpotential for region III
The scalar potential satisfies the wave equation:
∇2ψpit + k2oψpit= 0⇒
∂2ψpit
∂x2
+
∂2ψpit
∂y2
+
∂2ψpit
∂z2
+k2oψpit= 0
where k0 is the propagation constant in free space.
k2o = ω
2εµ
The previous expression can be analyzed in the following equations:
∂2gpit
∂x2
+
∂2gpit
∂y2
+ k2Ctgpit= 0 (A.1)
∂2ϕpt
∂z2
+γ2tϕpt= 0 (A.2)
where kCt is the ridged waveguide eigenvalue that corresponds to the t waveguide mode and γt is
the propagation constant inside the ridged waveguide for the same mode.
k2Ct= k
2
o−γ2t
The electric and magnetic fields of each eigenmode are related to the scalar potential according to
the following formulas:
- TE Modes:
−→
E
i
(x, y, z) = −jωµϕi(z)∇ghi(x, y)×−→z (A.3)
−→
H
i
(x, y, z) =
dϕi(z)
dz
∇ghi(x, y) + k2Ctghi(x, y)ϕi(z)−→z (A.4)
- TM Modes:
−→
E
i
(x, y, z) =
dϕi(z)
dz
∇gei(x, y) + k2Ctgei(x, y)ϕi(z)−→z (A.5)
−→
H
i
(x, y, z) = jωεϕi(z)∇gei(x, y)×−→z (A.6)
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A.1 TE Modes
The transverse eigenvectors for the t TE mode are:
−→e TEt=∇ght(x, y)×−→z
−→
h TEt=
γt
ωµ
−→z ×−→e TEt
Orthogonality condition:
∫ ∫
Sw
−→e TEt−→e TEsdS = δt,s
where Sw is the waveguide cross-section and
δt,s=
{
1, t = s
0, t 6= s
A.1.1 Odd TE Modes
In case of odd TE modes, the electric field is symmetric about plane x = a2 , which is considered as
a magnetic wall. In order to determine the expressions for the ridged waveguide eigenvectors, the
following boundary conditions must be taken into account:
Region I: 

Ex(x, 0, z) = 0, 0 ≤ x ≤ s
Ex(x, b, z) = 0, 0 ≤ x ≤ s
Ey(0, y, z) = 0, 0 ≤ y ≤ b
Ey(s, y, z) = 0, d ≤ y ≤ b (A.7)
Region III: 

Ex(x, 0, z) = 0, a− s ≤ x ≤ a
Ex(x, b, z) = 0, a− s ≤ x ≤ a
Ey(a, y, z) = 0, 0 ≤ y ≤ b
Ey(a− s, y, z) = 0, d ≤ y ≤ b (A.8)
Region II: . 

Ex(x, 0, z) = 0, s ≤ x ≤ a− s
Ex(x, d, z) = 0, s ≤ x ≤ a− s
Ex(
a
2 , y, z) = 0, 0 ≤ y ≤ d (magnetic wall) (A.9)
Each eigenvector must satisfy the wave equation (A.1). It is obvious that equation (A.1) has a
solution of the form:
ghit(x, y) =
∞∑
n=0
[Anicos(αnitx) + Bnisin(αnitx)][Cnicos(βnity) + Dnisin(βnity)] (A.10)
where: k2Ct= α
2
nit+β
2
nit .
Implementation of the boundary conditions for each region leads to the final expressions for the
scalar potential:
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Region I:
For 0≤ x ≤s:
Ex(x, 0) = 0
(A.3)⇒ ∂gh1t(x, y)
∂y
= 0|y=0 ⇒ Dn1= 0
For 0≤ y ≤b:
Ey(0, y) = 0
(A.3)⇒ ∂gh1t(x, y)
∂x
= 0|x=0 ⇒ Bn1= 0
For 0≤ x ≤s:
Ex(x, b) = 0
(A.3)⇒ ∂gh1t(x, y)
∂y
= 0|y=b ⇒ bn1t=
npi
b
k2Ct= α
2
n1t+β
2
n1t ⇒ αn1t=


√
k2Ct−
(
npi
b
)2
, kCt ≥ npib
−j
√(
npi
b
)2−k2Ct , kCt ≤ npib
Substitution of the previous results into (A.10) yields the expressions for the magnetic scalar po-
tential and the corresponding eigenvectors in region I:
gh1t(x, y) =
∞∑
n=0
Nn1cos(αn1tx)cos(
npi
b
y) (A.11)
where Nn1 is a normalization coefficient that will be determined later.
Region II:
For s≤ x ≤a-s:
Ex(x, 0) = 0
(A.3)⇒ ∂gh2t(x, y)
∂y
= 0|y=0 ⇒ Dm2= 0
For s≤ x ≤a-s:
Ex(x, d) = 0
(A.3)⇒ ∂gh2t(x, y)
∂y
= 0|y=d ⇒ bm2t=
mpi
d
For 0≤ y ≤d:
Ex(
a
2
, y) = 0
(A.3)⇒ ∂gh2t(x, y)
∂y
= 0|x= a2 ⇒
{
Am2= sin(am2t
a
2 )
Bm2= −cos(am2t a2 )
k2Ct= α
2
m2t+β
2
m2t ⇒ αm2t=


√
k2Ct−
(
mpi
d
)2
, kCt ≥ mpid
−j
√(
mpi
d
)2−k2Ct, kCt ≤ mpid
Substitution of the previous results into (A.10) yields the expressions for the magnetic scalar po-
tential and the corresponding eigenvectors in region II:
gh2t(x, y) =
∞∑
m=0
Nm2sin[αm2t(
a
2
−x)]cos(mpi
d
y) (A.12)
where Nm2 is a normalization coefficient.
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Region III:
For a-s≤ x ≤a:
Ex(x, 0) = 0
(A.3)⇒ ∂gh3t(x, y)
∂y
= 0|y=0 ⇒ Dn3= 0
For 0≤ y ≤d:
Ey(0, y) = 0
(A.3)⇒ ∂gh3t(x, y)
∂x
= 0|x=0 ⇒ Bn3= 0
Ey(a, y) = 0
(A.3)⇒ ∂gh3t(x, y)
∂x
= 0|x=a ⇒
{
An3= cos(an3ta)
Bn3= sin(an3ta)
For a-s≤ x ≤a:
Ex(x, b) = 0
(A.3)⇒ ∂gh3t(x, y)
∂y
= 0|y=b ⇒ bn3t=
npi
b
k2Ct= α
2
n3t+β
2
n3t ⇒ αn3t=


√
k2Ct−
(
npi
b
)2
, kCt ≥ npib
−j
√(
npi
b
)2−k2Ct, kCt ≤ npib
Substitution of the previous results into (A.10) yields the expressions for the magnetic scalar po-
tential and the corresponding eigenvectors in region III:
gh3t(x, y) =
∞∑
n=0
Nn3cos[αn3t(x− a)]cos(
npi
b
y) (A.13)
where Nn3 is a normalization coefficient, which together with coefficients Nm2 and Nn1 will be
determined later.
Due to the magnetic wall at plane x = a2 the following condition must be valid:
−→e TEt(x, y)−→y=−→e TEt(a − x, y)−→y
The condition is automatically satisfied if Nn3 = Nn1
The next step is to calculate the waveguide eigenvalues kCt as well as the normalization coefficients.
For this purpose the continuity of the fields across the planes x = s and x = a− s must be taken
into account. More specifically, at the border between the trough region and the gap, the fields
present no singularity and the expressions that represent them, must ensure the smooth transition
from one region to the other. The mathematical formulations of the above remarks are:
For 0 ≤ y ≤ d 

gh1t(s, y) = gh2t(
a
2−s, y)
~E1t(s, y, z) = ~E2t(
a
2−s, y, z)
~H1t(s, y, z) = ~H2t(
a
2−s, y, z) (A.14)


gh2t(s− a2 , y) = gh3t(a− s, y)
~E2t(s− a2 , y, z) = ~E3t(a − s, y, z)
~H2t(s− a2 , y, z) = ~H3t(a− s, y, z) (A.15)
The magnetic scalar potential and the y-component of the E-field will be examined. The y-
component of the E-field is expanded as a Fourier series:
Eyb(s, y) =


∞∑
p=0
Cpcos(
ppi
d y), 0 ≤ y ≤ d
0, d ≤ y ≤ b
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The following conditions must be satisfied:
Ey1(s, y) = Eyb(s, y)⇒∞∑
n=0
Nn1αn1tsin(αn1ts)cos(
npi
b y)=
∞∑
p=0
Cpcos(
ppi
d y) (A.16)
Ey2(s, y) = Eyb(s, y)⇒∞∑
m=0
Nm2αm2tcos[αm2t(
a
2−s)]cos(mpid y)=
∞∑
p=0
Cpcos(
ppi
d y) (A.17)
Multiplication of both sides of (A.16) with cos( lpid y) and integration with respect to y from 0 to b
lead to the expression:
Nn1αn1tsin(αn1ts)εn
b
2
=
d∫
0
∞∑
l=0
Clcos(
lpi
d
y)cos(
npi
b
y)dy (A.18)
Similarly, multiplication of both sides of (A.17) with cos( lpid y) and integration with respect to y
from 0 to d lead to the expression:
Nm2αm2tcos[αm2t(
a
2
−s)] = Cm (A.19)
where:
εq=
{
1, q 6= 0
2, q = 0
Continuity of the magnetic scalar potential yields:
∞∑
n=0
Nn1cos(αn1tx)cos(
npi
b
y)=
∞∑
m=0
Nm2sin[αm2t(
a
2
−s)]cos(mpi
d
y) (A.20)
After substitution of (A.18) and (A.19) into (A.20) the following expression is obtained:
∞∑
m=0
sin[αm2t(
a
2−s)]cos(mpid y)Cm
αm2tcos[αm2t(
a
2−s)] =
∞∑
n=0
2cos(αn1ts)cos(
npi
b y)
αn1tsin(αn1ts)εnb
d∫
0
∞∑
l=0
Clcos(
lpi
d y)cos(
npi
b y)dy
Both members of the former equation are multiplied with cos(ppid y) and integrated with respect to y
from 0 to d, thus yielding the matrix equation, which determines the ridged waveguide eigenvalues
for the odd TE modes:
HoddTEC = 0 (A.21)
The matrix elements are:
HoddTEi,j=
tan[αm2t(
a
2−s)]dεnδi,j
2αm2t
−
∞∑
n=0
2cot(αn1ts)
αn1tεnb
PinPjn
where:
Pin=
d∫
0
cos( ipid y)cos(
npi
b y)dy
Pjn=
d∫
0
cos( jpid y)cos(
npi
b y)dy
The roots of equation (A.21) can be found graphically and they represent the waveguide eigenvalues.
The corresponding eigenvectors [C] in association with the orthogonality condition will be used to
determine the normalization coefficients Nm2 and Nn1, as indicated by expressions (A.18) and
(A.19).
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A.1.2 Even TE modes
In case of even TE modes the plane x = a2 is considered as an electric wall. The boundary conditions
in regions III and I for the TE odd modes apply also in the case of the TE even modes. Therefore,
the eigenvectors inside the trough region can be expressed by (A.11) and (A.13). The only difference
in the boundary conditions in region II emerges from the presence of the electric wall at plane x = a2 :
Region II: 

Ex(x, 0, z) = 0, s ≤ x ≤ a− s
Ex(x, d, z) = 0, s ≤ x ≤ a− s
Ey(
a
2 , y, z) = 0, 0 ≤ y ≤ d (electric wall)
All eigenvectors inside region II must satisfy the wave equation (A.1). The solution is written in
the form:
gh2t(x, y) =
∞∑
m=0
[Am2cos(αm2tx) + Bm2sin(αm2tx)][Cm2cos(βm2ty) + Dm2sin(βm2ty)] (A.23)
where: k2Ct= α
2
m2t+β
2
m2t
Implementation of the boundary conditions:
For s ≤ x ≤ a− s:
Ex(x, 0) = 0
(A.3)⇒ ∂gh2t(x, y)
∂y
= 0|y=0 ⇒ Dm2= 0
For s ≤ x ≤ a− s:
Ex(x, d) = 0
(A.3)⇒ ∂gh2t(x, y)
∂y
= 0|y=d ⇒ bm2t=
mpi
d
For 0 ≤ y ≤ d:
Ey(
a
2
, y) = 0
(A.3)⇒ ∂gh2t(x, y)
∂x
= 0|x= a2 ⇒
{
Am2= cos(αm2t
a
2 )
Bm2= sin(αm2t
a
2 )
k2Ct= α
2
m2t+β
2
m2t ⇒ αm2t=


√
k2Ct−
(
mpi
d
)2
, kCt ≥ mpid
−j
√(
mpi
d
)2−k2Ct , kCt ≤ mpid
Substitution of the previous results into (A.23) yields the expressions for the magnetic scalar po-
tential and the corresponding eigenvectors in region II:
gh2t(x, y) =
∞∑
m=0
Nm2cos[αm2t(
a
2
−x)]cos(mpi
d
y) (A.24)
The normalization coefficient Nm2 will be determined later.
Due to the electric wall at plane x = a2 the following condition must apply:
−→e TEt(x, y)−→y= −−→e TEt(a − x, y)−→y
The condition is automatically satisfied if Nn1 = −Nn3 The waveguide eigenvalues and the nor-
malization coefficients are determined by the implementation of the field continuity conditions at
planes x = s and x = a− s. The continuity conditions are given by expressions (A.14) and (A.15).
The y-component of the E-field is expanded as a Fourier series:
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Eyb(s, y) =


∞∑
p=0
Cpcos(
ppi
d y), 0 ≤ y ≤ d
0, d ≤ y ≤ b
The following conditions must be satisfied:
Ey1(s, y) = Eyb(s, y)⇒∞∑
n=0
Nn1αn1tsin(αn1ts)cos(
npi
b y)=
∞∑
p=0
Cpcos(
ppi
d y) (A.25)
Ey2(s, y) = Eyb(s, y)⇒
−
∞∑
m=0
Nm2αm2tsin[αm2t(
a
2−s)]cos(mpid y)=
∞∑
p=0
Cpcos(
ppi
d y) (A.26)
Multiplication of both sides of (A.25) with cos( lpid ) and integration with respect to y from 0 to b
lead to the expression:
Nn1αn1tsin(αn1ts)εn
b
2
=
d∫
0
∞∑
l=0
Clcos(
lpi
d
y)cos(
npi
b
y)dy (A.27)
Similarly, multiplication of both sides of (A.26) with cos( lpid ) and integration with respect to y from
0 to d lead to the expression:
−Nm2αm2tsin[αm2t(
a
2
−s)] = Cm (A.28)
where: εq=
{
1, q 6= 0
2, q = 0
Continuity of the magnetic scalar potential:
∞∑
n=0
Nn1cos(αn1tx)cos(
npi
b
y)=
∞∑
m=0
Nm2cos[αm2t(
a
2
−s)]cos(mpi
d
y) (A.29)
Substitution of (A.27) and (A.28) into (A.29) yields:
∞∑
m=0
cos[αm2t(
a
2−s)]cos(mpid y)Cm
αm2tsin[αm2t(
a
2−s)] =
−
∞∑
n=0
2cos(αn1ts)cos(
npi
b y)
αn1tsin(αn1ts)εnb
d∫
0
∞∑
l=0
Clcos(
lpi
d y)cos(
npi
b y)dy
The matrix equation that determines the ridged waveguide eigenvalues for the even TE modes is
obtained after multiplication of both sides of the former equation with cos(ppid ) and integration with
respect to y from 0 to d:
HevenTE C = 0 (A.30)
The matrix elements are:
HevenTEi,j=
cot[αm2t(
a
2−s)]dεnδi,j
2αm2t
+
∞∑
n=0
2cot(αn1ts)
αn1tεnb
PinPjn
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where:
Pin=
d∫
0
cos( ipid y)cos(
npi
b y)dy
Pjn=
d∫
0
cos( jpid y)cos(
npi
b y)dy
The waveguide eigenvalues result from the graphical solution of (A.30). The corresponding eigen-
vectors [C] contribute to the determination of coefficients Nm2 and Nn1, according to expressions
(A.27) and (A.28).
A.2 TM Modes
The transverse eigenvectors for the t TM mode are:
−→e TMt=
γt
ωε
∇get(x, y)
−→
h TMt=∇get(x, y)−→×z
Orthogonality condition:
∫ ∫
Sw
eTMteTMsdS = δt,s
A.2.1 Odd TM Modes
In case of odd TM modes the plane x = a2 is considered as magnetic wall. The boundary conditions
for all regions are:
Region I: 

Ex(x, 0, z) = 0, 0 ≤ x ≤ s
Ex(x, b, z) = 0, 0 ≤ x ≤ s
Ey(0, y, z) = 0, 0 ≤ y ≤ b
Ey(s, y, z) = 0, 0 ≤ y ≤ b (A.31)
Region II: 

Ex(x, 0, z) = 0, a− s ≤ x ≤ a
Ex(x, b, z) = 0, a− s ≤ x ≤ a
Ey(a, y, z) = 0, 0 ≤ y ≤ b
Ey(a − s, y, z) = 0, 0 ≤ y ≤ b (A.32)
Region II: 

Ex(x, 0, z) = 0, s ≤ x ≤ a− s
Ex(x, d, z) = 0, s ≤ x ≤ a− s
Ex(
a
2 , y, z) = 0, 0 ≤ y ≤ b (magnetic wall) (A.33)
Each eigenvector must satisfy the wave equation (A.1). The solution of (A.1) has the form:
geit(x, y) =
∞∑
n=0
[Anicos(αnitx) + Bnisin(αnitx)][Cnicos(βnity) + Dnisin(βnity)] (A.34)
where: k2Ct= α
2
nit+β
2
nit
Implementation of the boundary conditions for each region leads to the final expressions for the
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scalar potential:
Region I:
For 0 ≤ x ≤ s:
Ex(x, 0) = 0
(A.5)⇒ ∂ge1t(x, y)
∂x
= 0|y=0 ⇒ Cn1= 0
For 0 ≤ y ≤ b:
Ey(0, y) = 0
(A.5)⇒ ∂ge1t(x, y)
∂y
= 0|x=0 ⇒ An1= 0
For 0 ≤ x ≤ s:
Ex(x, b) = 0
(A.5)⇒ ∂ge1t(x, y)
∂x
= 0|y=b ⇒ bn1t=
npi
b
k2Ct= α
2
n1t+β
2
n1t ⇒ αn1t=


√
k2Ct−
(
npi
b
)2
, kCt ≥ npib
−j
√(
npi
b
)2−k2Ct , kCt ≤ npib
Substitution of the previous results into (A.34) yields the expressions for the magnetic scalar po-
tential and the corresponding eigenvectors in region I:
ge1t(x, y) =
∞∑
n=1
Mn1cos(αn1tx)sin(
npi
b
y) (A.35)
Coefficient Mn1 will be determined at a later stage.
Region II:
For s ≤ x ≤ a− s:
Ex(x, 0) = 0
(A.5)⇒ ∂ge2t(x, y)
∂x
= 0|y=0 ⇒ Cm2= 0
For s ≤ x ≤ a− s:
Ex(x, d) = 0
(A.5)⇒ ∂ge2t(x, y)
∂x
= 0|y=d ⇒ bm2t=
mpi
d
For 0 ≤ y ≤ b:
Ex(
a
2
, y) = 0
(A.5)⇒ ∂ge2t(x, y)
∂x
= 0|x= a2 ⇒
{
Am2= cos(am2t
a
2 )
Bm2= sin(am2t
a
2 )
k2Ct= α
2
m2t+β
2
m2t ⇒ αm2t=


√
k2Ct−
(
mpi
d
)2
, kCt ≥ mpid
−j
√(
mpi
d
)2−k2Ct , kCt ≤ mpid
Substitution of the previous results into (A.34) yields the expressions for the magnetic scalar po-
tential and the corresponding eigenvectors in region II:
ge2t(x, y) =
∞∑
m=1
Mm2cos[αm2t(
a
2
−x)]sin(mpi
d
y) (A.36)
where Mm2 is a normalization coefficient.
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Region III:
For a− s ≤ x ≤ a:
Ex(x, 0) = 0
(A.5)⇒ ∂ge3t(x, y)
∂x
= 0|y=0 ⇒ Cn3= 0
For 0 ≤ y ≤ d:
Ey(a, y) = 0
(A.5)⇒ ∂ge3t(x, y)
∂y
= 0|x=a ⇒
{
An3= −sin(an3ta)
Bn3= cos(an3ta)
For a− s ≤ x ≤ a:
Ex(x, b) = 0
(A.5)⇒ ∂ge3t(x, y)
∂x
= 0|y=b ⇒ bn3t=
npi
b
k2Ct= α
2
n3t+β
2
n3t ⇒ αn3t=


√
k2Ct−
(
npi
b
)2
, kCt ≥ npib
−j
√(
npi
b
)2−k2Ct , kCt ≤ npib
Substitution of the previous results into (A.34) yields the expressions for the magnetic scalar po-
tential and the corresponding eigenvectors in region I:
ge3t(x, y) =
∞∑
n=1
Mn3sin[αn3t(x− a)]cos(
npi
b
y) (A.37)
where Mn3 is a normalization coefficient.
Due to the magnetic wall at plane x = a2 the following condition must be satisfied:
−→e TEt(x, y)−→y=−→e TEt(a − x, y)−→y
The condition is automatically satisfied if Mn1 = Mn3
Computation of the waveguide eigenvalues kCt and the normalization coefficients is performed, after
taking the conditions for the continuity of the fields into consideration:
For 0 ≤ y ≤ d 

ge1t(s, y) = ge2t(
a
2−s, y)
~E1t(s, y, z) = ~E2t(
a
2−s, y, z)
~H1t(s, y, z) = ~H2t(
a
2−s, y, z)


ge2t(s−a2 , y) = ge3t(a − s, y)
~E2t(s− a2 , y, z) = ~E3t(a− s, y, z)
~H2t(s−a2 , y, z) = ~H3t(a− s, y, z)
The y-component of the H-field and the electric scalar potential will be examined. The electric
scalar potential at plane x = s is expanded as a Fourier series:
geb(s, y) =


∞∑
q=1
Cqsin(
qpi
d y), 0 ≤ y ≤ d
0, d ≤ y ≤ b
The following conditions must be satisfied:
125
ge1i(s, y) = geb(s, y)⇒
∞∑
n=1
Mn1sin(αn1ts)sin(
npi
b y)=
∞∑
q=1
Cqsin(
qpi
d y) (A.40)
ge2i(s, y) = geb(s, y)⇒
∞∑
m=1
Mm2cos[αm2t(
a
2−s)]sin(mpib y)=
∞∑
q=1
Cqsin(
qpi
d y) (A.41)
Multiplication of both sides of (A.40) with sin( spid ) and integration with respect to y from 0 to b
lead to the expression:
Mn1 sin(αn1ts)
b
2
=
d∫
0
∞∑
s=1
Cs sin(
spi
d
y) sin(
npi
b
y)dy (A.42)
Similarly, multiplication of both sides of (A.41) with sin( spid ) and integration with respect to y from
0 to d lead to the expression:
Ms2cos[αs2t(
a
2
−s)] = Cs (A.43)
Continuity of the y-component of the H-field:
Hy1(s, y) = Hy2(s, y)
(A.6)⇒ ∂ge1t
∂x |x=s=∂ge2t∂x |x=s ⇒∞∑
n=1
Mn1αn1tcos(αn1ts)sin(
npi
b y)=
∞∑
m=1
Mm2αm2tsin[αm2t(
a
2−s)]sin(mpid y) (A.44)
Substitution of (A.42) and (A.43) into (A.44) yields:
∞∑
m=1
αm2tsin[αm2t(
a
2−s)]sin(mpid y)Cm
cos[αm2t(
a
2−s)] =
∞∑
n=1
2αn1tcos(αn1ts)sin(
npi
b y)
sin(αn1ts)b
d∫
0
∞∑
s=1
Cssin(
spi
d y)sin(
npi
b y)dy
Both members of the preceding expression are multiplied with sin( spid ) and integrated with respect to
y from 0 to d, thus yielding the matrix equation, which determines the ridged waveguide eigenvalues
for the odd TM modes:
HoddTMC = 0 (A.45)
The matrix elements are:
HoddTMi,j=
tan[αm2t(
a
2−s)]αm2tdδi,j
2
−
∞∑
n=0
2αn1tcot(αn1ts)
b
PinPjn
where:
Pin=
d∫
0
sin(
ipi
d
y)sin(
npi
b
y)dy
Pjn=
d∫
0
sin(
jpi
d
y)sin(
npi
b
y)dy
The roots of equation (A.45) represent the waveguide eigenvalues and can be found graphically.
The corresponding eigenvectors [C] in association with the orthogonality condition will be used
to determine the normalization coefficients Mn1 and Mm2, as indicated by expressions (A.42) and
(A.43).
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A.2.2 Even TM Modes
In case of even TM modes the plane x = a2 is considered as electric wall. The boundary conditions
for regions III and I are the ones that apply in the case of odd TM modes. The only difference is
observed in region II due to the presence of the electric wall.
Region II: 

Ex(x, 0, z) = 0, s ≤ x ≤ a− s
Ex(x, d, z) = 0, s ≤ x ≤ a− s
Ey(
a
2 , y, z) = 0, 0 ≤ y ≤ b (electric wall) (A.46)
Each eigenvector must satisfy the wave equation (A.1). Equation (A.1) has a solution of the form:
geit(x, y) =
∞∑
n=0
[Anicos(αnitx) + Bnisin(αnitx)][Cnicos(βnity) + Dnisin(βnity)] (A.47)
where: k2Ct= α
2
nit+β
2
nit
Implementation of the boundary conditions for each region leads to the final expressions for the
eigenvectors:
Region II:
For s ≤ x ≤ a− s:
Ex(x, 0) = 0
(A.5)⇒ ∂ge2t(x, y)
∂x
= 0|y=0 ⇒ Cm2= 0
For s ≤ x ≤ a− s:
Ex(x, d) = 0
(A.5)⇒ ∂ge2t(x, y)
∂x
= 0|y=d ⇒ bm2t=
mpi
d
For 0 ≤ y ≤ d:
Ex(
a
2
, y) = 0
(A.5)⇒ ∂ge2t(x, y)
∂y
= 0|x= a2 ⇒
{
Am2= sin(am2t
a
2 )
Bm2= −cos(am2t a2 )
k2Ct= α
2
m2t+β
2
m2t ⇒ αm2t=


√
k2Ct−
(
mpi
d
)2
, kCt ≥ mpid
−j
√(
mpi
d
)2−k2Ct , kCt ≤ mpid
Substitution of the previous results into (A.47) yields the expressions for the electric scalar potential
and the corresponding eigenvectors in region II:
ge2t(x, y) =
∞∑
m=1
Mm2sin[αm2t(
a
2
−x)]sin(mpi
d
y) (A.48)
where Mm2 is a normalization coefficient.
Due to the electric wall at plane x = a2 the following condition must be satisfied:
−→e TMt(x, y)−→y= −−→e TMt(a − x, y)−→y
The condition is automatically satisfied if Mn1 = −Mn3
For the determination of the waveguide eigenvalues kCt and the normalization coefficients, the con-
tinuity conditions (A.38) and (A.39) are taken into consideration. The electric scalar potential at
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plane x = s is expanded as a Fourier series:
geb(s, y) =


∞∑
q=1
Cqsin(
qpi
d y), 0 ≤ y ≤ d
0, d ≤ y ≤ b
The following conditions must be satisfied:
ge1i(s, y) = geb(s, y)⇒
∞∑
n=1
Mn1sin(αn1ts)sin(
npi
b y)=
∞∑
q=1
Cqsin(
qpi
d y) (A.49)
ge2i(s, y) = geb(s, y)⇒
∞∑
m=1
Nm2sin[αm2t(
a
2−s)]sin(mpib y)=
∞∑
q=1
Cqsin(
qpi
d y) (A.50)
Multiplication of both sides of (A.49) with sin( spid ) and integration with respect to y from 0 to b
lead to the expression:
Mn1sin(αn1ts)
b
2
=
d∫
0
∞∑
s=1
Cssin(
spi
d
y)sin(
npi
b
y)dy (A.51)
Similarly, multiplication of both sides of (A.50) with sin( spid ) and integration with respect to y from
0 to d lead to the expression:
Ms2sin[αs2t(
a
2
−s)] = Cs (A.52)
Continuity of the y-component of the H-field:
Hy1(s, y) = Hy2(s, y)
(A.6)⇒ ∂ge1t
∂x |x=s=∂ge2t∂x |x=s ⇒∞∑
n=1
Mn1αn1tcos(αn1ts)sin(
npi
b y)= −
∞∑
m=1
Mm2αm2tcos[αm2t(
a
2−s)]sin(mpid y) (A.53)
Substitution of (A.51) and (A.52) into (A.53) yields:
∞∑
m=1
αm2tcos[αm2t(
a
2−s)]sin(mpid y)Cm
sin[αm2t(
a
2−s)] =
−
∞∑
n=1
2αn1tcos(αn1ts)sin(
npi
b y)
sin(αn1ts)b
d∫
0
∞∑
s=1
Cssin(
spi
d y)sin(
npi
b y)dy
The matrix equation that determines the ridged waveguide eigenvalues for the even TE modes is
obtained after multiplication of both sides of the former equation with sin( spid ) and integration with
respect to y from 0 to d:
HevenTM C = 0 (A.54)
The matrix elements are:
HevenTMi,j=
cot[αm2t(
a
2−s)]αm2tdδi,j
2
+
∞∑
n=0
2αn1tcot(αn1ts)
b
PinPjn
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where:
Pin=
d∫
0
sin(
ipi
d
y)sin(
npi
b
y)dy
Pjn=
d∫
0
sin(
jpi
d
y)sin(
npi
b
y)dy
The roots of equation (A.54) can be found graphically and they represent the waveguide eigen-
values. The corresponding eigenvectors [C] in association with the orthogonality condition will be
used to determine the normalization coefficients Mn1 and Mm2, as indicated by expressions (A.51)
and (A.52).
Finally, the analytical expressions for the eigenvectors of all waveguide modes are cited below:
1. Odd TE Modes
• trough region:
−→
E i(x, y, z) = −jωµ[−
∞∑
n=1
Nn1
npi
b
cos(αn1tx) sin(
npi
b
y)−→x+
+
∞∑
n=0
Nn1αn1t sin(αn1tx) cos(
npi
b
y)−→y ]e−jγιz (A.55)
−→
H i(x, y, z) = [jγt
∞∑
n=0
Nn1αn1t sin(αn1tx) cos(
npi
b
y)−→x+
+jγt
∞∑
n=1
Nn1
npi
b
cos(αn1tx) sin(
npi
b
y)−→y +
+k2Ct
∞∑
n=0
Nn1 cos(αn1tx) cos(
npi
b
y)−→z ]e−jγιz (A.56)
• gap:
−→
E i(x, y, z) = −jωµ{−
∞∑
m=1
Nm2
mpi
d
sin[αm2t(
a
2 − x)] sin(mpid y)−→x+
+
∞∑
m=0
Nm2αm2t cos[αm2t(
a
2 − x)] cos(mpid y)−→y }e−jγιz (A.57)
−→
H i(x, y, z) = {jγt
∞∑
m=0
Nm2αm2t cos[αm2t(
a
2 − x)] cos(mpid y)−→x+
+jγt
∞∑
m=1
Nm2
mpi
d
sin[αm2t(
a
2 − x)] sin(mpid y)−→y +
+k2Ct
∞∑
m=0
Nm2 sin[αm2t(
a
2 − x)] cos(mpid y)−→z }e−jγιz (A.58)
2. Even TE Modes
• trough region:
−→
E i(x, y, z) = −jωµ[−
∞∑
n=1
Nn1
npi
b
cos(αn1tx) sin(
npi
b
y)−→x+
+
∞∑
n=0
Nn1αn1t sin(αn1tx) cos(
npi
b
y)−→y ]e−jγιz (A.59)
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−→
H i(x, y, z) = [jγt
∞∑
n=0
Nn1αn1t sin(αn1tx) cos(
npi
b
y)−→x+
+jγt
∞∑
n=1
Nn1
npi
b
cos(αn1tx) sin(
npi
b
y)−→y +
+k2Ct
∞∑
n=0
Nn1 cos(αn1tx) cos(
npi
b
y)−→z ]e−jγιz (A.60)
• gap:
−→
E i(x, y, z) = −jωµ{−
∞∑
m=1
Nm2
mpi
d
cos[αm2t(
a
2 − x)] sin(mpid y)−→x−
−
∞∑
m=0
Nm2αm2t sin[αm2t(
a
2 − x)] cos(mpid y)−→y }e−jγιz (A.61)
−→
H i(x, y, z) = { − jγt
∞∑
m=0
Nm2αm2t sin[αm2t(
a
2 − x)] cos(mpid y)−→x+
+jγt
∞∑
m=1
Nm2
mpi
d
cos[αm2t(
a
2 − x)] sin(mpid y)−→y +
+k2Ct
∞∑
m=0
Nm2 cos[αm2t(
a
2 − x)] cos(mpid y)−→z }e−jγιz (A.62)
3. Odd TM Modes
• trough region:
−→
E i(x, y, z) = [− jγt
∞∑
n=1
Mn1αn1t cos(αn1tx) sin(
npi
b
y)−→x−
−jγt
∞∑
n=1
Mn1
npi
b
sin(αn1tx) cos(
npi
b
y)−→y +
+k2Ct
∞∑
n=1
Mn1 sin(αn1tx) sin(
npi
b
y)−→z ]e−jγιz (A.63)
−→
H i(x, y, z) = jωε[
∞∑
n=1
Mn1
npi
b
sin(αn1tx) cos(
npi
b
y)−→x+
+
∞∑
n=1
Mn1αn1t cos(αn1tx) sin(
npi
b
y)−→y ]e−jγιz (A.64)
• gap:
−→
E i(x, y, z) = { − jγt
∞∑
m=1
Mm2αm2t sin[αm2t(
a
2 − x)] sin(mpid y)−→x−
−jγt
∞∑
m=1
Mm2
mpi
d
cos[αm2t(
a
2 − x)] cos(mpid y)−→y +
+k2Ct
∞∑
m=1
Mm2 cos[αm2t(
a
2 − x)] sin(mpid y)−→z }e−jγιz (A.65)
−→
H i(x, y, z) = jωε{
∞∑
m=1
Mm2
mpi
d
cos[αm2t(
a
2 − x)] cos(mpid y)−→x−
−
∞∑
m=1
Mm2αm2t sin[αm2t(
a
2 − x)] sin(mpid y)−→y }e−jγιz (A.66)
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4. Even TM Modes
• trough region:
−→
E i(x, y, z) = [− jγt
∞∑
n=1
Mn1αn1t cos(αn1tx) sin(
npi
b
y)−→x−
−jγt
∞∑
n=1
Mn1
npi
b
sin(αn1tx) cos(
npi
b
y)−→y +
+k2Ct
∞∑
n=1
Mn1 sin(αn1tx) sin(
npi
b
y)−→z ]e−jγιz (A.67)
−→
H i(x, y, z) = jωε[
∞∑
n=1
Mn1
npi
b
sin(αn1tx) cos(
npi
b
y)−→x+
+
∞∑
n=1
Mn1αn1t cos(αn1tx) sin(
npi
b
y)−→y ]e−jγιz (A.68)
• gap:
−→
E i(x, y, z) = {jγt
∞∑
m=1
Mm2αm2t cos[αm2t(
a
2 − x)] sin(mpid y)−→x−
−jγt
∞∑
m=1
Mm2
mpi
d
sin[αm2t(
a
2 − x)] cos(mpid y)−→y +
+k2Ct
∞∑
m=1
Mm2 sin[αm2t(
a
2 − x)] sin(mpid y)−→z }e−jγιz (A.69)
−→
H i(x, y, z) = jωε{
∞∑
m=1
Mm2
mpi
d
sin[αm2t(
a
2 − x)] cos(mpid y)−→x+
+
∞∑
m=1
Mm2αm2t cos[αm2t(
a
2 − x)] sin(mpid y)−→y }e−jγιz (A.70)
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Appendix B
Dyadic Green Functions for the
’aKoM’ waveguides
In Chapter 3 the dyadic Green functions relevant to the vector potentials inside a ridged waveg-
uide have been derived. The corresponding Green functions for the rectangular waveguide may be
derived according to the same procedure. The only difference lies in the fact that the ’aKoM’ rect-
angular waveguide is assumed to be a semi-infinite waveguide, since the side, where the slot resides,
is covered by a metallic surface. The Green functions for such a waveguide will be determined on
the grounds of the Green function for the infinite waveguide.
B.1 Dyadic Green Functions inside a rectangular waveguide
B.1.1 Dyadic Green Function for the electric vector potential
The coordinate system of the rectangular waveguide are depicted in Fig.B.1.
Figure B.1 Coordinate system of the rectangular waveguide
The coordinate system is selected in this manner, so that the analysis is adjusted to the orientation
of the actual ’aKoM’ rectangular waveguide.
The procedure for the derivation of GFrw (dyadic Green function for the electric vector potential
inside a rectangular waveguide) is performed according to the Ohm-Rayleigh method. GFrw satis-
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fies the equation:
∇2GFrw(−→r ,−→r ′) + k2o GFrw(−→r ,−→r ′) = −Iδ(−→r −−→r ′) (B.1)
GFrw will be expanded on the rectangular waveguide eigenvectors:
−→
h TEnm(
−→r , h) = jhejhy∇tgnm(z, x) + k2Cnmgnm(z, x)ejhy−→y−→
h TMnm(
−→r , h) = ejhy∇tfnm(z, x)×−→y
where
gnm(z, x) = cos[kz(z +
ar
2 )] cos[kx(x +
br
2 )] (B.2a)
fnm(z, x) = sin[kz(z +
ar
2 )] sin[kx(x+
br
2 )] (B.2b)
and kz =
npi
ar
, kx =
mpi
br
The vector sets will be completed with the non-solenoidal set:
−→
L nm(−→r , h) = ∇(gnm(z, x)ejhy)
where:
∇2−→L nm + (k2Cnm + h2)
−→
L nm = 0
and the term ψhrw0, which is present in the case of magnetic currents
−→
Mrw flowing on the waveguide
walls, parallel to the propagation direction.
Term ψhrw0 is given by the equation:
ψhrw0(y) = − 1
jωµS
∫ ∫
aperture
surface
−→
M rw(y
′)δ(y′ − y)dy′dc
where dc = dx or dc = dz, depending on the location of the aperture.
The orthogonality conditions between the eigenvector sets are:
∫∫
S
∞∫
−∞
−→
h TEnm(
−→r , h)−→h TEn′m′ (−→r ,−h′)dsdy =


Hnmk
2
Cnm
(k2Cnm + h
2)δ(h− h′),
n = n′ and m = m′
0, n 6= n′ or m 6= m′ (B.3a)
∫∫
S
∞∫
−∞
−→
h TMnm(
−→r , h)−→h TMn′m′ (−→r ,−h′)dsdy =


Hk2Cnmδ(h− h′), n = n′
and m = m′
0, n 6= n′ or m 6= m′ (B.3b)
∫∫
S
∞∫
−∞
−→
L nm(−→r , h)−→L n′m′(−→r ,−h′)dsdy =


Hnm(k
2
Cnm
+ h2)δ(h− h′)2pi,
n = n′ and m = m′
0, n 6= n′ or m 6= m′ (B.3c)
∫∫
S
∞∫
−∞
−→
h TMnm(
−→r , h)−→h TEnm(−→r ,−h′)dsdy = 0 (B.3d)
∫∫
S
∞∫
−∞
−→
h TEnm(
−→r , h)−→L n′m′(−→r ,−h′)dsdy =


k2CnmHnm(h− h′)δ(h− h′)2pi,
n = n′ and m = m′
0, n 6= n′ or m 6= m′ (B.3e)
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∫∫
S
∞∫
−∞
−→
h TMnm(
−→r , h)−→L nm(−→r ,−h′)dsdy = 0 (B.3f)
Hnm = 2pi
arbr
4 nm
H = 2pi arbr4
εn =
{
2, n = 0
1, n 6= 0
In the h-domain, eigenvectors
−→
h TEnm and
−→
L nm are orthogonal and, therefore, may be used as
basis vectors for the expansion of GFrw.
Term Iδ(−→r −−→r ′) is written in the following way:
Iδ(−→r −−→r ′) =
∞∫
−∞
∑
n
∑
m
[Anm(h)
−→
h TEnm(
−→r , h) +Bnm(h)−→h TMnm(−→r , h) +
+Cnm(h)
−→
L nm(−→r , h)]dh+D 1S δ(y − y′)−→y (B.4)
For the determination of D, both members of (B.4) are multiplied with 1
S
−→y and integrated over
the cavity volume:
D = 1
Enforcement of the orthogonality properties (B.4) into (B.5) leads to the determination of the un-
known coefficients Anm(h), Bnm(h) and Cnm(h):
Anm(h) =
2
−→
h TEnm (
−→r ′,−h)
pi(k2
Cnm
+h2)arbrεnεmk2Cnm
Bnm(h) =
2
−→
h TMnm (
−→r ′,−h)
piarbrk
2
Cnm
Cnm(h) =
2
−→
L nm(−→r ′,−h)
piarbrεnεm(k2Cnm+h
2)
Equation (B.3) takes the form:
Iδ(−→r −−→r ′) =
∞∫
−∞
∑
n
∑
m
[2
−→
L nm(−→r ,h)−→L nm(−→r ′,−h)
εnεm(k2Cnm
+h2)piarbr
+
+
2
−→
h TMnm (
−→r ,h)−→h TMnm (−→r ′,−h)
k2
Cnm
piarbr
+
+
2
−→
h TEnm (
−→r ,h)−→h TEnm (−→r ′,−h)
(k2
Cnm
+h2)εnεmk2Cnmpiarbr
]dh+ 1
S
δ(y − y′)−→y −→y ′ (B.6)
The unknown function GFrw. is expanded in the following way:
GFrw(−→r ,−→r ′) =
∞∫
−∞
∑
n
∑
m
[Anm(h)
2
−→
h TEnm (
−→r ,h)−→h TEnm (−→r ′,−h)
(k2
Cnm
+h2)εnεmk2Cnm
piarbr
+
+Bnm(h)
2
−→
h TMnm (
−→r ,h)−→h TMnm (−→r ′,−h)
piarbrk
2
Cnm
+
+Cnm(h)
2
−→
L nm(−→r ′,−h)−→L nm(−→r ,h)
piarbrεnεm(k2Cnm+h
2)
]dh+
+ 1
S
dδ(y − y′)−→y −→y ′ (B.7)
The unknown coefficients Anm(h), Bnm(h), Cnm(h) and d are determined after substitution of (B.5)
and (B.6) into (B.1) and implementation of the following conditions:
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∇2−→h TEnm(−→r , h) = −∇×∇×−→h TEnm(−→r , h) = −(k2Cnm + h2)
−→
h TEnm(
−→r , h)
∇2−→h TMnm(−→r , h) = −∇×∇×−→h TMnm(−→r , h) = −(k2Cnm + h2)
−→
h TMnm(
−→r , h)
∇2−→L TEnm(−→r , h) = ∇∇ · −→L TEnm(−→r , h) = −(k2Cnm + h2)
−→
L TEnm(
−→r , h)
The resulting coefficients are:
Anm(h) = Bnm(h) = Cnm(h) =
1
k2Cnm + h
2 − k2o
d = − 1
k2o
Insertion of the coefficient values into equation (B.6) yields:
GFrw(−→r ,−→r ′) =
∞∫
−∞
dh
∑
n
∑
m
2
(k2
Cnm
+h2−k2o)piarbr [
−→
h TEnm (
−→r ,h)−→h TEnm (−→r ′,−h)
(k2
Cnm
+h2)εnεmk2Cnm
+
+
2
−→
h TMnm (
−→r ,h)−→h TMnm (−→r ′,−h)
k2
Cnm
+
−→
L nm(−→r ,h)−→L nm(−→r ′,−h)
εnεm(k2Cnm
+h2)
]−
− 1
k2oS
δ(y − y′)−→y −→y ′ (B.8)
The integral in the above equation may be evaluated by direct application of the residue theorem,
since every term satisfies the Jordan lemma. The result is:
GFrw(−→r ,−→r ′) = −2jarbr
∑
n
∑
m
[
−→
h TEnm(
−→r ,∓γnm)−→h TEnm (−→r ′,±γnm)
γnmεnεmk2ok
2
Cnm
+
+
−→
L nm(−→r ,∓γnm)−→L nm(−→r ′,±γnm)
γnmεnεmk
2
0
+
+
−→
h TMnm (
−→r ,∓γnm)−→h TMnm (−→r ′,±γnm)
γnmk
2
Cnm
]−
−−→y −→y ′ 1
k2oS
δ(y − y′) (B.9)
The upper line in the summations refers to the case where y¿y’, whereas the bottom line stands for
y < y′.
Expression (B.9) represents the dyadic Green function for the electric vector potential inside an
infinite rectangular waveguide. All nine elements of GFrw are listed below:
GFrwzz(
−→r ,−→r ′) =−j
∞∑
n=0
∞∑
m=0
∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z
e−jγnm|y−y
′ |
γnmarbrεnεm
GFrwzx(
−→r ,−→r ′) = 0
GFrwxz(
−→r ,−→r ′) = 0
GFrwxx(
−→r ,−→r ′) =−j
∞∑
n=0
∞∑
m=0
∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x
e−jγnm|y−y
′ |
γnmarbrεnεm
GFrwyz (
−→r ,−→r ′) = 0
GFrwyx(
−→r ,−→r ′) = 0
GFrwyy (
−→r ,−→r ′) =−j
∞∑
n=0
∞∑
m=0
k2Cnmgnm(z, x)gnm(z
′, x′) e
−jγnm|y−y′ |
γnmarbrεnεm
+ 1
S
δ(y − y′)
GFrwzy(
−→r ,−→r ′) = 0
GFrwxy(
−→r ,−→r ′) = 0
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B.1.2 Electric dyadic Green Function generated by magnetic current
Infinite rectangular waveguide
The electric field inside the rectangular waveguide satisfies the equation:
∇×∇×−→E − k2o−→E = ∇×−→M
The Green function G
m
Erw
(−→r ,−→r ′) must satisfy a similar equation:
∇×∇×GmErw(−→r ,−→r ′)− k2o G
m
Erw
(−→r ,−→r ′) = ∇× Iδ(−→r −−→r ′) (B.10)
In this case, vector
−→
L nm is not used for the expansion of Iδ(−→r −−→r ′) , because there is no need for
a non-solenoidal eigenvector set, since ∇ · −→E (−→r ′) = 0 everywhere inside a waveguide that carries
magnetic currents. Moreover, when the electric dyadic Green function is examined, the term ψhrw0
is not included in the expansion series, since it has no impact on the electric field. The right side
of (B.10) is expanded on the wave vectors for the electric field:
−→e TEnm(−→r , h) = ejhy∇tgnm(z, x)×−→y (TEModes)
−→e TMnm(−→r , h) = jhejhy∇tfnm(z, x) + k2Cnmfnm(z, x)ejhy−→y (TMModes)
where functions gnm(z, x) and fnm(z, x) have been defined by equations (B.2)
The orthogonality conditions are:
∫∫
S
∞∫
−∞
−→e TEnm(−→r , h)−→e TEn′m′ (−→r ,−h′)dsdz =


k2CnmHnmδ(h− h′), n = n′
and m = m′
0, n 6= n′ or m 6= m′ (B.11a)
∫∫
S
∞∫
−∞
−→e TMnm(−→r , h)−→e TMn′m′ (−→r ,−h′)dsdz =


k2CnmH(k
2
Cnm
+ h2)δ(h− h′),
n = n′ and m = m′
0, n 6= n′ or m 6= m′ (B.11b)
∫∫
S
∞∫
−∞
−→e TMnm(−→r , h)−→e TEn′m′ (−→r ,−h′)dsdz = 0 (B.11c)
The expression for 5× Iδ(−→r −−→r ′) is:
∇× Iδ(−→r −−→r ′) =
∞∫
−∞
∑
n
∑
m
[Anm(h)−→e TEnm(−→r , h)+
+Bnm(h)−→e TMnm(−→r , h)]dh (B.12)
Both members of expression (B.12) are multiplied with −→e TEn′m′ (−→r ,−h) and integrated over the
waveguide volume: ∫ ∫
V
∫
−→e TEn′m′ (−→r ,−h)∇× Iδ(−→r −−→r ′)dv =
=
∫∫
V
∫
dv
∞∫
−∞
∑
n
∑
m
−→e TEn′m′ (−→r ,−h)[Anm(h)−→e TEnm(−→r , h)+
+Bnm(h)−→e TMnm(−→r , h)]dh =
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=∞∫
−∞
Anm(h)k
2
Cnm
arbr
4
εnεm(k
2
Cnm
+ h2)δ(h− h′)2pidh (B.13)
Application of the dyadic identity: ∇ · (−→a × b) = −−→a∇× b+ b∇×−→a and the divergence theorem:∫ ∫
V
∫
∇ · −→Bdv =
∫∫
©
S
(−→n ×−→B )ds
on the left side of (B.13) yields:∫ ∫
V
∫
−→e TEn′m′ (−→r ,−h)∇× Iδ(−→r −−→r ′)dv =
=
∫ ∫
V
∫ ∇ · [−→e TEn′m′ (−→r ,−h)× Iδ(−→r −−→r ′)]dv+
+
∫ ∫
V
∫ ∇×−→e TEn′m′ (−→r ,−h)Iδ(−→r −−→r ′)dv =
=
∫∫
©
S
−→n · [−→e TEn′m′ (−→r ,−h)× Iδ(−→r −−→r ′)]ds+∇′ ×−→e TEn′m′ (
−→
r′ ,−h)
The surface integral in the above expression vanishes because −→r ′ is located inside the volume V.
In view of the preceding equation, expression (B.13) becomes:
Anm(h) =
2∇′ ×−→e TEn′m′ (
−→
r′ ,−h)
k2Cnmarbrεnεmpi
=
2
−→
h TEn′m′ (
−→
r′ ,−h)
k2Cnmarbrεnεmpi
In a similar way:
Bnm(h) =
2∇′ ×−→e TMn′m′ (
−→
r′ ,−h)
k2Cnmarbrpi(k
2
Cnm
+ h2)
=
2
−→
h TMn′m′ (
−→
r′ ,−h)
k2Cnmarbrpi
Equation (B.12) becomes
∇× Iδ(−→r −−→r ′) =
∞∫
−∞
∑
n
∑
m
[
2
−→
h TE
n′m′ (
−→
r′ ,−h)
k2
Cnm
arbrεnεmpi
−→e TEnm(−→r , h)+
+
2
−→
h TM
n′m′ (
−→
r′ ,−h)
k2
Cnm
∗ar∗br∗pi
−→e TMnm(−→r , h)]dh (B.14)
The unknown Green function is expressed in the following way:
G
m
Erw
(−→r ,−→r ′) =
∞∫
−∞
∑
n
∑
m
[Anm(h)
2−→e TEnm (−→r ,h)−→h TEn′m′ (−→r ′,−h)
k2
Cnm
arbrεnεmpi
+
+Bnm(h)
2−→e TMnm (−→r ,h)−→h TMn′m′ (
−→
r′ ,−h)
k2
Cnm
arbrpi
]dh (B.15)
The unknown coefficients Anm(h) and Bnm(h) are determined after substitution of (B.15) and
(B.14) into (B.10) and implementation of the following conditions:
∇×∇×−→e TEnm(−→r , h) = (k2Cnm + h2)−→e TEnm(−→r , h)
∇×∇×−→e TMnm(−→r , h) = (k2Cnm + h2)−→e TMnm(−→r , h)
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The result is:
Anm(h) = Bnm(h) =
1
k2Cnm + h
2 − k2o
Equation (B.15) becomes:
G
m
Erw
(−→r ,−→r ′) =
∞∫
−∞
∑
n
∑
m
2
k2
Cnm
+h2−k2o [
−→e TEnm(−→r ,h)−→h TEn′m′ (−→r ′,−h)
k2
Cnm
arbrεnεmpi
+
+
−→e TMnm (−→r ,h)−→h TMn′m′ (−→r ′,−h)
k2
Cnm
arbrpi
]dh
The integral in the above expression may be evaluated by the method of contour integration. Both
terms of the integrand satisfy the Jordan lemma and have two poles in h = ±
√
k2o − k2Cnm . The
final expression for G
m
E (
−→r ,−→r ′) is:
G
m
Erw
(−→r ,−→r ′) =∑
n
∑
m
[−j 2
−→
h TEnm (
−→r ′,±γnm)−→e TEnm(−→r ,∓γnm)
k2
Cnm
arbrεnεmγnm
−
−j 2
−→
h TM
n′m′ (
−→r ′,±γnm)−→e TMnm (−→r ,∓γnm)
k2
Cnm
arbrγnm
] (B.16)
Equation (B.16) defines the electric dyadic Green function generated by magnetic current inside an
infinite rectangular waveguide.
Semi-infinite rectangular waveguide
The electric Green function G
m
Esrw
(−→r ,−→r ′) for the magnetic current inside a semi-infinite rectangu-
lar waveguide is determined according to the method proposed by Tai. The semi-infinite waveguide
has the same transverse dimensions as the infinite waveguide. The Green function G
m
Esrw
for the
semi-infinite waveguide is expressed with the aid of G
m
Erw
:
G
m
Esrw
= G
m
Erw
+G
m
1 (B.17)
where:
G
m
1 (
−→r ,−→r′ ) =−j∑
n
∑
m
[Ae
2
−→
h TEnm (
−→
r′ ,γnm)−→e TEnm(−→r ,γnm)
k2
Cnm
arbrεnεmγnm
+
+Am
2
−→
h TMnm (
−→
r′ ,γnm)−→e TMnm (−→r ,γnm)
k2
Cnm
arbrγnm
]
and Am, Ae are unknown coefficients that are determined by implementation of the boundary con-
dition: −→y ×−→E = 0 at plane y = 0:
−→y ×−→E = 0⇒ −→y ×GmEsrw = 0⇒
⇒


−→y × [−→e TEnm(−→r ,−γnm)−→h TEnm(
−→
r′ , γnm)+
+Ae−→e TEnm(−→r , γnm)−→h TEnm(
−→
r′ , γnm)] = 0|y=0
−→y × [−→e TMnm(−→r ,−γnm)−→h TMnm(
−→
r′ , γnm)+
+Am−→e TMnm(−→r , γnm)−→h TMnm(
−→
r′ , γnm)] = 0|y=0
⇒
⇒
{
Ae = −1
Am = 1
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Equation (B.17) is rewritten in the following way:
for y < y′:
G
m
Esrw
(−→r ,−→r ′) =
∞∑
n
∞∑
m
{−j2−→e TEnm (−→r ,γnm)[
−→
h TEnm(
−→
r′ ,−γnm)−
−→
h TEnm (
−→
r′ ,γnm)]
k2
Cnm
arbrεnεmγnm
−
−j2−→e TMnm (−→r ,γnm)[
−→
h TMnm (
−→
r′ ,−γnm)+
−→
h TMnm (
−→
r′ ,γnm)]
k2
Cnm
arbrγnm
}
(B.18a)
for y > y′:
G
m
Esrw
(−→r ,−→r ′) =
∞∑
n
∞∑
m
{−j2
−→
h TEnm(
−→r ′,γnm)[−→e TEnm (−→r ,−γnm)−−→e TEnm(−→r ,γnm)]
k2
Cnm
arbrεnεmγnm
−
−j2
−→
h TMnm (
−→r ′,γnm)[−→e TMnm (−→r ,−γnm)+−→e TMnm (−→r ,γnm)]
k2
Cnm
arbrγnm
}
(B.18b)
Two new sets of eigenvectors are introduced:
−→e oTEnm(−→r , γnm) =∇× {gnm(z, x) sin(γnmy)−→y } ⇒
−→e oTEnm(−→r , γnm) =−→z ∂gnm(z,x)∂x sin(γnmy)−−→x ∂gnm(z,x)∂z sin(γnmy)
(B.19a)
−→e oTMnm(−→r , γnm) =∇×∇× {fnm(z, x) cos(γnmy)−→y } ⇒
−→e oTMnm(−→r , γnm) =−−→z γnm ∂fnm(z,x)∂z sin(γnmy)−
−−→x γnm ∂fnm(z,x)∂x sin(γnmy) +−→y k2Cnmfnm(z, x) cos(γnmy)
(B.19b)
The new eigenvectors are related to the waveguide eigenvectors via the following expressions:
−2j−→e oTEnm(−→r , γnm) = −→e TEnm(−→r ,−γnm)−−→e TEnm(−→r , γnm) (B.20a)
2−→e oTMnm(−→r , γnm) = −→e TMnm(−→r ,−γnm) +−→e TMnm(−→r , γnm) (B.20a)
The corresponding expressions for the magnetic fields are:
−→
h
o
TEnm
(−→r , γnm) =∇×−→e oTEnm(−→r , γnm)⇒
−→
h
o
TEnm
(−→r , γnm) =−→z γnm ∂gnm(z,x)∂z cos(γnmy) +−→x γnm ∂gnm(z,x)∂x cos(γnmy)+
+−→y k2Cnmgnm(z, x) sin(γnmy) (B.21a)
−→
h
o
TMnm
(−→r , γnm) = ∇× [fnm(z, x) cos(γnmy)−→y ]⇒
−→
h
o
TMnm
(−→r , γnm) = −→z ∂fnm(z,x)∂x cos(γnmy)−−→x ∂fnm(z,x)∂z cos(γnmy) (B.21b)
The following expressions are valid:
−2j−→h oTEnm(−→r , γnm) =
−→
h TEnm(
−→r ,−γnm)−−→h TEnm(−→r , γnm) (B.22a)
2
−→
h
o
TMnm
(−→r , γnm) = −→h TMnm(−→r ,−γnm) +−→h TMnm(−→r , γnm) (B.22b)
139
In view of expressions (B.20) and (B.22), equations (B.18) take the final form for G
m
Esrw:
for y < y′:
G
m
Esrw
(−→r ,−→r ′) =−j4
∞∑
n
∞∑
m
[−j
−→e TEnm (−→r ,γnm)−→h
o
TEnm
(
−→
r′ ,γnm)
k2
Cnm
arbrεnεmγnm
+
+
−→e TMnm (−→r ,γnm)−→h
o
TMnm
(
−→
r′ ,γnm)
k2
Cnm
arbrγnm
] (B.23a)
for y > y′:
G
m
Esrw
(−→r ,−→r ′) =−j4
∞∑
n
∞∑
m
[−j
−→
h TEnm (
−→r ′,γnm)−→e oTEnm (−→r ,γnm)
k2
Cnm
arbrεnεmγnm
+
+
−→
h TMnm (
−→r ′,γnm)−→e oTMnm (−→r ,γnm)
k2
Cnm
arbrγnm
] (B.23b)
The elements of G
m
Esrw are listed below:
GmEsrwzz = 0
GmEsrwzx =


−j4
∞∑
n
∞∑
m
[−j ∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ −
−j ∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
ejγnmy cos(γnmy
′)
k2
Cnm
arbrεnεm
, y < y′
−j4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
ejγnmy sin(γn,my)
k2
Cnm
arbrεnεm
, y > y′
⇒
GmEsrwzx =2
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
[ejγnm(y+y
′)−sign(y−y′)e−jγnm|y−y′ |]
k2
Cnm
arbrεnεm
GmEsrwzy =


−j4
∞∑
n
∞∑
m
[−j ∂gnm(z,x)
∂x
gnm(z
′, x′) e
jγnmy sin(γnmy
′)
arbrεnεmγnm
], y < y′
−j4
∞∑
n
∞∑
m
[−j ∂gnm(z,x)
∂x
gnm(z
′, x′) e
jγnmy
′
sin(γnmy)
arbrεnεmγnm
], y > y′
⇒
GmEsrwzy = 2j
∞∑
n
∞∑
m
∂gnm(z, x)
∂x
gnm(z
′, x′)
(ejγnm(y+y
′) − e−jγnm|y−y′|)
arbrεnεmγnm
GmEsrwxz =


−j4
∞∑
n
∞∑
m
[j ∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ +
+j ∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ ]
ejγnmy cos(γnmy
′)
k2
Cnm
arbrεnεm
, y < y′
−j4
∞∑
n
∞∑
m
[−∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ −
−∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ ]
ejγnmy sin(γn,my)
k2
Cnm
arbrεnεm
, y > y′
⇒
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GmEsrwxz =2
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ +
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ ]
[ejγnm(y+y
′)−sign(y−y′)e−jγnm|y−y′ |]
k2
Cnm
arbrεnεm
GmEsrwxx = 0
GmEsrwxy =


−j4
∞∑
n
∞∑
m
j
∂gnm(z,x)
∂z
gnm(z
′, x′) e
jγnmy sin(γnmy
′)
arbrεnεmγnm
, y < y′
−j4
∞∑
n
∞∑
m
j
∂gnm(z,x)
∂z
gnm(z
′, x′) e
jγnmy
′
sin(γnmy)
arbrεnεmγnm
, y > y′
⇒
GmEsrwxy = −2j
∞∑
n
∞∑
m
∂gnm(z, x)
∂z
gnm(z
′, x′)
(ejγnm(y+y
′) − e−jγnm|y−y′|)
arbrεnεmγnm
GmEsrwyz =


−j4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′,x′)
∂x′
ejγnmy cos(γnmy
′)
arbrγnm
, y < y′
−j4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′,x′)
∂x′
ejγnmy
′
cos(γnmy)
arbrγnm
, y > y′
⇒
GmEsrwyz = −2j
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′, x′)
∂x′
(ejγnm(y+y
′) + e−jγnm|y−y
′|)
arbrγnm
GmEsrwyx =


j4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′,x′)
∂z′
ejγnmy cos(γnmy
′)
arbrγnm
, y < y′
j4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′,x′)
∂z′
ejγnmy
′
cos(γnmy)
arbrγnm
, y > y′
⇒
GmEsrwyx = 2j
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′, x′)
∂z′
(ejγnm(y+y
′) + e−jγnm|y−y
′|)
arbrγnm
GmEsrwyy = 0
For the derivation of the elements of G
m
Hsrw the following conditions will be employed:
t1(y, y
′) = [e
jγnm(y+y
′)−sign(y−y′)e−jγnm|y−y′ |]
2j =
{ −j cos(γnmy′)ejγnmy, y < y′
sin(γnmy)e
jγnmy
′
, y > y′
t2(y, y
′) = (e
jγnm(y+y
′)−e−jγnm|y−y′ |)
2j =
{
sin(γnmy
′)ejγnmy, y < y′
sin(γnmy)e
jγnmy
′
, y > y′
t3(y, y
′) = (e
jγnm(y+y
′)+e−jγnm|y−y
′ |)
2 =
{
cos(γnmy
′)ejγnmy, y < y′
cos(γnmy)e
jγnmy
′
, y > y′
t4(y, y
′) = [e
jγnm(y+y
′)+sign(y−y′)e−jγnm|y−y′ |]
2
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The rotation of G
m
Esrw
with respect to the non-primed variables leads to the expression for G
m
Hsrw
according to the condition (3.27g)
G
m
Hsrw
(−→r ,−→r ′) = 1
k2o
[∇×GmEsrw(−→r ,−→r ′)− Iδ(−→r −−→r ′)]
If G
m
H1
(−→r ,−→r ′) = ∇×GmEsrw(−→r ,−→r ′), then the elements of G
m
H1
(−→r ,−→r ′) are:
GmH1zz(
−→r ,−→r ′) =
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ +
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ ]
4δ(y−y′)
k2
Cnm
arbrεnεm
−
−
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ +
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′
k2o
γnm
] 4jt3(y,y
′)
k2
Cnm
arbrεnεm
GmH1zx(
−→r ,−→r ′) = j
∞∑
n
∞∑
m
∂fn,m(z,x)
∂x
∂fn,m(z
′,x′)
∂z′
4t3(y,y
′)
arbrεnεmγn,m
GmH1zy(
−→r ,−→r ′) =−
∞∑
n
∞∑
m
∂gnm(z,x)
∂z
gnm(z
′, x′) 4t4(y,y
′)
arbrεnεm
GmH1xz(
−→r ,−→r ′) = j
∞∑
n
∞∑
m
∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂x′
4t3(y,y
′)
arbrεnεmγnm
GmH1xx(
−→r ,−→r ′) ==
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
4δ(y−y′)
k2
Cnm
arbrεnεm
−
−
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′
k2o
γnm
] 4jt3(y,y
′)
k2
Cnm
arbrεnεm
GmH1xy(
−→r ,−→r ′) =−
∞∑
n
∞∑
m
∂gnm(z,x)
∂x
gnm(z
′, x′) 4t4(y,y
′)
arbrεnεm
G
m
H1yz
(−→r ,−→r ′) =
∞∑
n
∞∑
m
[∂
2gnm(z,x)
∂z2
∂gnm(z
′,x′)
∂z′ +
+∂
2fnm(z,x)
∂z∂x
∂fnm(z
′,x′)
∂x′ ]
4jt1(y,y
′)
k2
Cnm
arbrεnεm
=
= −
∞∑
n
∞∑
m
gnm(z, x)
∂gnm(z
′,x′)
∂z′
4jt1(y,y
′)
k2
Cnm
arbrεnεm
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G
m
H1yx
(−→r ,−→r ′) =
∞∑
n
∞∑
m
[∂
2gnm(z,x)
∂z2
∂gnm(z
′,x′)
∂x′ +
+∂
2fnm(z,x)
∂z∂x
∂fnm(z
′,x′)
∂z′ ]
4jt1(y,y
′)
k2
Cnm
arbrεnεm
=
= −
∞∑
n
∞∑
m
gnm(z, x)
∂gnm(z
′,x′)
∂x′−
4jt1(y,y
′)
k2
Cnm
arbrεnεm
GmH1yy(
−→r ,−→r ′) =−4
∞∑
n
∞∑
m
gnm(z, x)gnm(z
′, x′) t2(y,y
′)
arbrεnεmγnm
Terms GmH1xx(
−→r ,−→r ′) and GmH1zz(−→r ,−→r ′) may be further analysed if expression (B.6) is taken into
account. More specifically, evaluation of elements −→z −→z ′ and −→x−→x ′ in (B.6) yields:
δ(−→r −−→r ′)−→z −→z ′ =
∞∫
−∞
dh 1
piarbr
∑
n
∑
m
[ 2e
jh(y−y′ )
εnεmk
2
Cnm
∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ +
+ 2e
jh(y−y′ )
k2
Cnm
∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
−→z −→z ′ ⇒
δ(−→r −−→r ′)−→z −→z ′ =∑
n
∑
m
[ 4
εnεmk
2
Cnm
arbr
∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ δ(y − y′)+
+ 4
k2
Cnm
arbr
∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ δ(y − y′)]−→z −→z ′ (B.24a)
δ(−→r −−→r ′)−→x−→x ′ =
∞∫
−∞
dh 1
piarbr
∑
n
∑
m
[ 2e
jh(y−y′ )
εnεmk
2
Cnm
∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+ 2e
jh(y−y′ )
k2
Cnm
∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
−→x−→x ′ ⇒
δ(−→r −−→r ′)−→x−→x ′ =∑
n
∑
m
[ 4
εnεmk
2
Cnm
arbr
∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ δ(y − y′)+
+ 4
k2
Cnm
arbr
∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ δ(y − y′)]−→x−→x ′ (B.24b)
Through substitution of (B.24) into the expressions for GmH1,xx(
−→r ,−→r ′) and GmH1,zz(−→r ,−→r ′) the fol-
lowing relations are obtained:
GmH1,zz(
−→r ,−→r ′) = δ(−→r −−→r ′)−
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ γnm+
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′
k2o
γnm
] 4jt3(y,y
′)
k2
Cnm
arbrεnεm
GmH1,xx(
−→r ,−→r ′) = δ(−→r −−→r ′)−
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ γnm+
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′
k2o
γnm
] 4jt3(y,y
′)
k2
Cnm
arbrεnεm
Insertion of the expression for GmH1(
−→r ,−→r ′) into condition (3.27g) leads to the determination of
GmHsrw (
−→r ,−→r ′) :
G
m
Hsrw
(−→r ,−→r ′) = 1
k20
G
m
H1
(−→r ,−→r ′)− 1
k20
δ(−→r −−→r ′)−→y −→y ′ (B.25)
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Rectangular cavity
Figure B.2 dedpicts the geometry and the coordinate system of the rectangular cavity
Figure B.2 Coordinate system of the rectangular cavity
The Green function GmEsrc(
−→r ,−→r ′) for the cavity can be expressed with the aid of GmEsrw (−→r ,−→r ′)
via the following equation:
G
m
Esrc
= G
m
Esrw
+G
m
2 (B.26)
where Gm2 (
−→r ,−→r ′) is defined as:
G
m
2 (
−→r ,−→r′ ) =
∞∑
n
∞∑
m
[Be
4
−→
h
o
TEnm
(
−→
r′ ,γnm)−→e oTEnm(−→r ,γnm)
k2
Cnm
acbcεnεmγnm
+
+Bm
4
−→
h
o
TMnm
(
−→
r′ ,γnm)−→e oTMnm (−→r ,γnm)
k2
Cnm
acbcγnm
]
The unknown coefficients Be and Bm will be determined after implementation of the boundary
condition ~y × ~E = 0 at plane y = −cc:
−→y ×−→E = 0|y=−cc ⇒ −→y ×G
m
Esrc
= 0|y=−cc ⇒


−→y × [−−→h oTEnm(
−→
r′ , γnm)−→e TEnm(−→r , γnm)+
+Be
−→
h
o
TEnm
(
−→
r′ , γnm)−→e oTEnm(−→r , γnm)] = 0|y=cc−→y × [−j−→h oTMnm(
−→
r′ , γnm)−→e TMnm(−→r , γnm)+
+Bm
−→
h
o
TMnm
(
−→
r′ , γnm)−→e oTMnm(−→r , γnm)] = 0|y=cc
⇒
{
Be = − e
−jγn,mcc
sin(γn,mcc)
Bm = − e−jγnmccsin(γnmcc)
Insertion of the values for Be and Bm into equation (B.26) leads to the expressions:
for y < y′:
G
m
Esrw
(−→r ,−→r ′) =−j4
∞∑
n
∞∑
m
[−j
−→e TEnm (−→r ,γnm)−→h
o
TEnm
(
−→
r′ ,γnm)
k2
Cnm
arbrεnεmγnm
+
+
−→e TMnm (−→r ,γnm)−→h
o
TMnm
(
−→
r′ ,γnm)
k2
Cnm
arbrγnm
]−
−
∞∑
n
∞∑
m
[
4
−→
h
o
TEnm
(
−→
r′ ,γnm)−→e oTEnm (−→r ,γnm)e−jγnmcc
k2
Cnm
arbrεnεmγnm sin(γnmcc)
+
+
4
−→
h
o
TMnm
(
−→
r′ ,γnm)−→e oTMnm (−→r ,γnm)e−jγnmcc
k2
Cnm
arbrγnm sin(γnmcc)
]
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for y > y′:
G
m
Esrw
(−→r ,−→r ′) =−j4
∞∑
n
∞∑
m
[−j
−→
h TEnm(
−→r ′,γnm)−→e oTEnm(−→r ,γnm)
k2
Cnm
arbrεnεmγnm
+
−→
h TMnm (
−→r ′,γnm)−→e oTMnm (−→r ,γnm)
k2
Cnm
arbrγnm
]−
−∑
n
∑
m
[
4
−→
h
o
TEnm
(
−→
r′ ,γnm)−→e oTEnm (−→r ,γnm)e−jγn,mcc
k2
Cnm
arbrεnεmγnmsin(γn,mcc)
+
+
4
−→
h
o
TMnm
(
−→
r′ ,γnm)−→e oTMnm (−→r ,γnm)e−jγn,mcc
k2
Cnm
arbrγnmsin(γn,mcc)
]
The following relationships are valid:
−→e TEnm(−→r , γnm) +
e−jγnmcc
sin(γnmcc)
−→e oTEnm(−→r , γnm) =
−→e oTEnm(z, x, cc + y, γnm)
sin(γnmcc)
j−→e TMnm(−→r , γnm) +
e−jγnmcc
sin(γnmcc)
−→e oTMnm(−→r , γnm) =
−→e oTMnm(z, x, cc + y, γnm)
sin(γnmcc)
−→
h TEnm(
−→r , γnm) + e
−jγnmcc
sin(γnmcc)
−→
h
o
TEnm
(−→r , γnm) =
−→
h
o
TEnm
(z, x, cc + y, γnm)
sin(γnmcc)
j
−→
h TMnm(
−→r , γnm) + e
−jγnmcc
sin(γnmcc)
−→
h
o
TMnm
(−→r , γnm) =
−→
h
o
TMnm
(z, x, cc + y, γnm)
sin(γnmcc)
Equation (B.26) becomes:
for y < y′
G
m
Esrc
(−→r ,−→r ′) =−4
∞∑
n
∞∑
m
[
−→
h
o
TEnm
(z′,x′,y′,γnm)−→e oTEnm (z,x,cc+y,γnm)
k2
Cnm
acbcεnεmγnm sin(γnmcc)
+
+
−→
h
o
TMnm
(z′,x′,y′,γnm)
−→e oTMnm (z,x,y+cc,γnm)
k2
Cnm
acbcεnεmγnm sin(γnmcc)
]
for y > y′
G
m
Esrc
(−→r ,−→r ′) =−4
∞∑
n
∞∑
m
[
−→e oTEnm (z,x,y,γnm)
−→
h
o
TEnm
(z′,x′,cc+y′,γnm)
k2
Cnm
acbcεnεmγnm sin(γnmcc)
+
+
−→e oTMnm (z,x,y,γnm)
−→
h
o
TMnm
(z′,x′,y′+cc,γnm)
k2
Cnm
acbcεnεmγnm sin(γnmcc)
]
The elements of G
m
Esrc
(−→r ,−→r ′) are:
G
m
Esrczz
= 0
G
m
Esrczx
=


−4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
sin[γnm(y+cc)] cos(γnmy
′)
k2
Cnm
acbcεnεm sin(γnmcc)
, y < y′
−4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
cos[γnm(y
′+cc)] sin(γnmy)
k2
Cnm
acbcεnεm sin(γnmcc)
, y > y′
⇒
GmEsrczx =−4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
s3(y,y
′)
k2
Cnm
acbcεnεm sin(γnmcc)
145
G
m
Esrczy
=


−4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
gnm(z
′, x′) sin[γnm(y+cc)] sin(γnmy
′)
acbcεnεmγnm sin(γnmcc)
], y < y′
−4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
gnm(z
′, x′) sin[γnm(y
′+cc)] sin(γnmy)
acbcεnεmγnm sin(γnmcc)
], y > y′
⇒
G
m
Esrczy
= −4
∞∑
n
∞∑
m
∂gnm(z, x)
∂x
gnm(z
′, x′)
s2(y, y
′)
acbcεnεmγnm sin(γnmcc)
G
m
Esrcxz
=


4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z
+
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ ]
sin[γnm(y+cc)] cos(γnmy
′)
k2
Cnm
acbcεnεm sin(γnmcc)
, y < y′
4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z
+
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ ]
cos[γnm(y
′+cc)] sin(γnmy)
k2
Cnm
acbcεnεm sin(γnmcc)
, y > y′
⇒
GmEsrcxz =4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ +
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ ]
s3(y,y
′)
k2
Cnm
acbcεnεm sin(γnmcc)
G
m
Esrcxx
= 0
G
m
Esrcxy
=


4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
gnm(z
′, x′) sin[γnm(y+cc)] sin(γnmy
′)
acbcεnεmγnm sin(γnmcc)
], y < y′
4
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
gnm(z
′, x′) sin[γnm(y
′+cc)] sin(γnmy)
acbcεnεmγnm sin(γnmcc)
], y > y′
⇒
G
m
Esrcxy
= 4
∞∑
n
∞∑
m
∂gnm(z, x)
∂z
gnm(z
′, x′)
s2(y, y
′)
acbcεnεmγnm sin(γnmcc)
G
m
Esrcyz
=


−4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′,x′)
∂x′
cos[γnm(y+cc)] cos(γnmy
′)
acbcγnm sin(γnmcc)
, y < y′
−4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′,x′)
∂x′
cos[γnm(y
′+cc)] cos(γnmy)
acbcγnm sin(γnmcc)
, y > y′
⇒
G
m
Esrcyz
= −4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′, x′)
∂x′
s1(y, y
′)
acbcγnm sin(γnmcc)
G
m
Esrcyx
=


4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′,x′)
∂z′
cos[γnm(y+cc)] cos(γnmy
′)
acbcγnm sin(γnmcc)
, y < y′
4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′,x′)
∂z′
cos[γnm(y
′+cc)] cos(γnmy)
acbcγnm sin(γnmcc)
, y > y′
⇒
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G
m
Esrcyx
= 4
∞∑
n
∞∑
m
fnm(z, x)
∂fnm(z
′, x′)
∂z′
s1(y, y
′)
acbcγnm sin(γnmcc)
G
m
Esrcyy
= 0
where:
s1(y, y
′) = cos[γnm(y+y
′+cc)]+cos[γnm(cc−|y−y′|)]
2 ⇒
s1(y, y
′) =
{
cos[γnm(y + cc)] cos(γnmy
′), y < y′
cos(γnmy) cos[γnm(y
′ + cc)], y > y′
s2(y, y
′) = cos[γnm(y+y
′+cc)]−cos[γnm(cc−|y−y′|)]
2 ⇒
s2(y, y
′) =
{
sin[γnm(y + cc)] sin(γnmy
′), y < y′
sin(γnmy) sin[γnm(y
′ + cc)], y > y′
s3(y, y
′) = sin[γnm(cc+y+y
′)]−sign(y−y′) sin[γnm(cc−|y−y′|)]
2 ⇒
s3(y, y
′) =
{
sin[γnm(y + cc)] cos(γnmy
′), y < y′
sin(γnmy) cos[γnm(y
′ + cc)], y > y′
Additionally:
s4(y, y
′) =
sin[γnm(cc + y + y
′)] + sign(y − y′) sin[γnm(cc − |y − y′|)]
2
The dyadic G
m
Hsrc
(−→r ,−→r ′) is derived in the same manner as GmEsrc(−→r ,−→r ′), namely according to
equation:
G
m
Hsrc
(−→r ,−→r ′) = 1
k2o
[∇×GmEsrc(−→r ,−→r ′)− Iδ(−→r −−→r ′)]
If G
m
H2
(−→r ,−→r ′) = ∇×GmEsrc(−→r ,−→r ′), then the elements of G
m
H2
(−→r ,−→r ′) are:
GmH2zz(
−→r ,−→r ′) = 4
arbr
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ +
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′ ]
δ(y−y′)
k2
Cnm
εnεm
−
−
∞∑
n
∞∑
m
[∂gnm(z,x)
∂z
∂gnm(z
′,x′)
∂z′ +
+∂fnm(z,x)
∂x
∂fnm(z
′,x′)
∂x′
k2o
γnm
] s1(y,y
′)
k2
Cnm
εnεm sin(γnmcc)
(B.24a)⇒
GmH2,zx(
−→r ,−→r ′) = 4
∞∑
n
∞∑
m
∂fnm(z, x)
∂x
∂fnm(z
′, x′)
∂z′
s1(y, y
′)
acbcγnm sin(γnmcc)
GmH2,zy(
−→r ,−→r ′) = 4
∞∑
n
∞∑
m
∂gnm(z, x)
∂z
gnm(z
′, x′)
s4(y, y
′)
acbcεnεm sin(γnmcc)
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GmH2,xz(
−→r ,−→r ′) = 4
∞∑
n
∞∑
m
∂fnm(z, x)
∂z
∂fnm(z
′, x′)
∂x′
s1(y, y
′)
acbcγn,m sin(γnmcc)
GmH2xx(
−→r ,−→r ′) = 4
arbr
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′ ]
δ(y−y′)
k2
Cnm
εnεm
−
−
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ +
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′
k2o
γnm
] s1(y,y
′)
k2
Cnm
εnεm sin(γnmcc)
(B.24b)⇒
GmH2,xx(
−→r ,−→r ′) = δ(−→r −−→r ′)− 4
k2
Cnm
arbrεnεm
∞∑
n
∞∑
m
[∂gnm(z,x)
∂x
∂gnm(z
′,x′)
∂x′ γnm+
+∂fnm(z,x)
∂z
∂fnm(z
′,x′)
∂z′
k2o
γnm
] s1(y,y
′)
sin(γnmcc)
GmH2,xy(
−→r ,−→r ′) = 4
∞∑
n
∞∑
m
∂gnm(z,x)
∂x
gnm(z
′, x′) s4(y,y
′)
acbcεnεm sin(γnmcc)
GmH2,yz(
−→r ,−→r ′) =
∞∑
n
∞∑
m
[∂
2gnm(z,x)
∂z2
∂gnm(z
′,x′)
∂z′ +
+∂
2fnm(z,x)
∂z∂x
∂fnm(z
′,x′)
∂x′ ]
4s3(y,y
′)
k2
Cnm
acbcεnεm sin(γnmcc)
=
= −4
∞∑
n
∞∑
m
gnm(z, x)
∂gnm(z
′,x′)
∂z′
s3(y,y
′)
acbcεnεm sin(γnmcc)
GmH2,yx(
−→r ,−→r ′) =
∞∑
n
∞∑
m
[∂
2gnm(z,x)
∂x2
∂gnm(z
′,x′)
∂x′ +
+∂
2fnm(z,x)
∂x∂z
∂fnm(z
′,x′)
∂z′ ]
4s3(y,y
′)
k2
Cnm
acbcεnεm sin(γnmcc)
=
= −4
∞∑
n
∞∑
m
gnm(z, x)
∂gnm(z
′,x′)
∂x′
s3(y,y
′)
acbcεnεm sin(γnmcc)
GmH2,yy(
−→r ,−→r ′) = −4
∞∑
n
∞∑
m
k2Cnmgnm(z, x)gnm(z
′, x′)
s2(y, y
′)
acbcεnεmγnm sin(γnmcc)
The final expression for G
m
Hsrc
is:
G
m
Hsrc
(−→r ,−→r ′) = 1
k20
G
m
H2
(−→r ,−→r ′)− 1
k20
δ(−→r −−→r ′)−→y −→y ′ (B.27)
Equation (B.27) determines the magnetic dyadic Green function for the magnetic current inside a
rectangular cavity.
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B.2 Dyadic Green Functions inside a ridged waveguide
B.2.1 Magnetic dyadic Green function generated by electric current
The magnetic field inside the ridged waveguide satisfies the equation:
∇×∇×−→H − k20−→H = ∇×−→J
The Green function G
e
H (r, r
′) must satisfy a similar equation:
∇×∇×GeH(r, r′)− k2o G
e
H(r, r
′) = ∇× Iδ(−→r −−→r ′) (B.28)
Unlike the case of magnetic vector potential, vector
−→
L n,m is not used for the expansion of Iδ(−→r −
−→r ′), because there is no need for a non-solenoidal eigenvector set, since ∇ ·−→H (−→r ′) = 0 everywhere
inside a waveguide that carries electric currents.
The right side of (B.28) is expanded on the wave vectors for the electric field:
−→
h TEi(
−→r , h) = jhejhz∇tgi(x, y) + k2Cigi(x, y)ejhz−→z−→
h TMi(
−→r , h) = ejhz∇tfi(x, y)×−→z
The orthogonality conditions are represented by equations (3.35).
Term ∇× Iδ(−→r −−→r ′) is expanded in the following manner:
Iδ(−→r −−→r ′) =
∞∫
−∞
dh[
∑
i
Ai(h)
−→
h TEi(
−→r , h) +
∑
j
Bj(h)
−→
h TMj (
−→r , h)] (B.29)
Both members of expression (B.29) are multiplied with
−→
h TEt(
−→r ,−h) and integrated over the
waveguide volume:∫∫
V
∫−→
h TEt(
−→r ,−h)∇× Iδ(−→r −−→r ′)dv =
=
∫∫
V
∫
dv
∞∫
−∞
dh
−→
h TEt(
−→r ,−h)[∑
i
Ai(h)
−→
h TEi(
−→r , h) +∑
j
Bj(h)
−→
h TMj (
−→r , h)]⇒
∫∫
V
∫−→
h TEt(
−→r ,−h)∇× Iδ(−→r −−→r ′)dv =
∞∫
−∞
dhAt(h)(k
2
Ct
+ h2)δ(h− h′)2pi (B.30)
Application of the dyadic identity: ∇ · (−→a × b) = −−→a∇× b+ b∇×−→a and the divergence theorem:∫ ∫
V
∫
∇ · −→Bdv =
∫∫
©
S
(−→n ×−→B )ds
on the left side of (B.30) yields:∫ ∫
V
∫ −→
h TEt(
−→r ,−h)∇× Iδ(−→r −−→r ′)dv =
−
∫ ∫
V
∫
∇[−→h TEt(−→r ,−h)× Iδ(−→r −−→r ′)]dv +
∫ ∫
V
∫
∇−→h TEt(−→r ,−h)Iδ(−→r −−→r ′)]dv =
∫∫
©
S
−→n · [−→h TEt(−→r ,−h)× Iδ(−→r −−→r ′)]ds+∇′ ×−→h TEt(−→r ′,−h)
The surface integral in the above expression vanishes because −→r ′ is located inside the volume V
In view of the preceding equation, expression (B.30) becomes:
Ai(h) =
∇′ ×−→h TEi(
−→
r′ ,−h)
(k2CTEi + h
2)2pi
=
−→e TEi(
−→
r′ ,−h)
2pi
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In a similar way:
Bi(h) =
∇′ ×−→h TMi(
−→
r′ ,−h)
2pi
=
−→e TMi(
−→
r′ ,−h)
2pi
Equation (B.29) becomes:
∇× Iδ(−→r −−→r ′) =
∞∫
−∞
dh[
∑
i
−→e TEi (
−→
r′ ,−h)
2pi
−→
h TEi(
−→r , h)+
+
∑
j
2−→e TMj (
−→
r′ ,−h)
2pi
−→
h TMj (
−→r , h)] (B.31)
The unknown Green function is expressed in the following way:
G
e
H(
−→r ,−→r ′) =
∞∫
−∞
dh[
∑
i
ai(h)
−→e TEi (
−→
r′ ,−h)
2pi
−→
h TEi(
−→r , h)+
+
∑
j
bj(h)
2−→e TMj (
−→
r′ ,−h)
2pi
−→
h TMj (
−→r , h)] (B.32)
Insertion of (B.31) and (B.32) into (B.28) yields the values of the coefficients ai(h) and bj(h):
ak(h) =
1
k2
CTEk
+h2−k2o
bk(h) =
1
k2
CTMk
+h2−k2o
Equation (B.32) becomes:
G
e
H(
−→r ,−→r ′) = 12pi
∞∫
−∞
dh[
∑
i
−→
h TEi (
−→r ,h)−→e TEi (−→r ′,−h)
k2
CTEi
+h2−k2o +
+
∑
j
−→
h TMj (
−→r ,h)−→e TMj (−→r ′,−h)
k2
CTMj
+h2−k2o ]
The integral in the above expression may be evaluated by the method of contour integration. Both
terms of the integrand satisfy the Jordan lemma and have two poles in h = ±
√
k2o − k2Ck = ∓γk.The
final expression for G
e
H(
−→r ,−→r ′) is:
G
e
H(
−→r ,−→r ′) =−j∑
n
−→e TEi−(
−→
r′ ,±γTEi )
−→
h TEi (
−→r ,∓γTEi )
2γTEi
−
−j∑
j
−→e TMj (
−→
r′ ,±γTMj )
−→
h TMj (
−→r ,∓γTMj )
2γTMj
(B.33)
Analytical expressions for the elements of G
e
H :
GeHxx(
−→r ,−→r ′) =−∑
i
sign(z − z′)∂gi(x,y)
∂y
∂gi(x
′,y′)
∂y′
e
−jγTEi |z−z
′|
2 −
−∑
j
sign(z − z′)∂fj(x,y)
∂x
∂fj(x
′,y′)
∂x′
e
−jγTMj |z−z
′|
2
GeHxy(
−→r ,−→r ′) =−∑
i
sign(z − z′)∂gi(x,y)
∂y
∂gi(x
′,y′)
∂y′
e
−jγTEi |z−z
′|
2 −∑
j
sign(z − z′)∂fj(x,y)
∂x
∂fj(x
′,y′)
∂y′
e
−jγTMj z−z
′|
2
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G
e
Hxz
(−→r ,−→r ′) = −j
∑
i
k2CTEi
∂gi(x, y)
∂y
gi(x
′, y′)
e−jγTEi |z−z
′|
2γTEi
G
e
Hyx
(−→r ,−→r ′) =∑
i
sign(z − z′)∂gi(x,y)
∂x
∂gi(x
′,y′)
∂y′
e
−jγTEi |z−z
′|
2 +
+
∑
j
sign(z − z′)∂fj(x,y)
∂y
∂fj(x
′,y′)
∂x′
e
−jγTMj |z−z
′|
2
GeHyy (
−→r ,−→r ′) =∑
i
sign(z − z′)∂gi(x,y)
∂x
∂gi(x
′,y′)
∂x′
e
−jγTEi |z−z
′|
2 +
+
∑
j
sign(z − z′)∂fj(x,y)
∂y
∂fj(x
′,y′)
∂y′
e
−jγTMj |z−z
′|
2
G
e
Hxz
(−→r ,−→r ′) = j
∑
i
k2CTEi
∂gi(x, y)
∂x
gi(x
′, y′)
e−jγTEi |z−z
′|
2γTEi
G
e
Hzx
(−→r ,−→r ′) = −j
∑
i
k2CTEigi(x, y)
∂gi(x
′, y′)
∂y′
e−jγTEi |z−z
′|
2γTEi
G
e
Hzy
(−→r ,−→r ′) = j
∑
i
k2CTEigi(x, y)
∂gi(x
′, y′)
∂x′
e−jγTEi |z−z
′|
2γTEi
G
e
Hzz
(−→r ,−→r ′) = 0
Equation (B.33) determines the magnetic dyadic Green function generated by electric current inside
an infinite ridged waveguide.
B.2.2 Green Function for the electric scalar potential
As already mentioned in Chapter.2, the electric scalar potential Φ may be expressed in terms of a
scalar Green function GΦ via equation:
Φ(−→r ) = ε
∫ ∫
scatterer
surface
GΦ(−→r ,−→r ′)ρ(−→r ′)ds′
Since the electric scalar potential satisfies the equation ∇2Φ+ k2o Φ = −ρ, the corresponding func-
tion GΦ(−→r ,−→r ′) should also satisfy a similar equation:
∇2GΦ(−→r ,−→r ′) + k2o GΦ(−→r ,−→r ′) = −δ(−→r −−→r ′) (B.34)
The derivation of GΦ is also performed according to the Ohm-Rayleigh method. The appropriate
eigenvector set for the expansion of GΦ may be found if the Lorenz gauge ∇ · −→A = jωεΦ is taken
into account. From this condition it becomes evident that Φ constitutes the non-solenoidal part of
the magnetic vector potential. Therefore the suitable vector set is:
∇ ·
(−→
L TMi(−→r , h)
k2Ci + h
2
)
= ∇ ·
(∇(fi(x, y)ejhz)
k2Ci + h
2
)
= fi(x, y)e
jhz
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Orthogonality conditions:∫∫
waveguide
volume
∫
fi(x, y)e
jhzfs(x, y)e
−jh′zdxdydz = 2piδt,s
δ(h− h′)
k2Ct
(B.35)
Expansion of term δ(−→r −−→r ′):
δ(−→r −−→r ′) =
∞∫
−∞
dh
∑
i
[Ai(h)fi(x, y)e
jhz ] (B.36)
The unknown coefficient Ai(h) is determined by enforcement of condition (B.36) on the former
equation:
Ai(h) =
k2Ci
2pi
fi(x
′, y′)e−jhz
′
Equation (B.36) becomes:
δ(−→r −−→r ′) =
∞∫
−∞
dh
∑
i
[
k2Ci
2pi fi(x
′, y′)e−jhz
′
fi(x, y)e
jhz ]⇒
δ(x − x′)δ(y − y′) = ∑
i
[k2Cifi(x
′, y′)fi(x, y)]
which is in total agreement with expression (3.59).
The unknown Green function is expanded in the following manner:
GΦ(−→r ,−→r ′) =
∞∫
−∞
dh
∑
i
[a(h)
k2Ci
2pi
fi(x
′, y′)e−jhz
′
fi(x, y)e
jhz ] (B.37)
Substitution of (B.36) into (B.34) yields the value of the unknown coefficient a(h):
a(h) =
1
k2Ci + h
2 − k2o
In view of the preceding expression, equation (B.37) becomes:
GΦ(−→r ,−→r ′) =
∞∫
−∞
dh
∑
i
[
1
k2Ci + h
2 − k2o
k2Ci
2pi
fi(x
′, y′)e−jhz
′
fi(x, y)e
jhz ]
The integrand may be evaluated by the method of contour integration. The result is:
GΦ(−→r ,−→r ′) = −j
∑
i
[
k2Ci
2γTMi
fi(x, y)fi(x
′, y′)e−jh|z−z
′|] (B.38)
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Appendix C
Coordinate systems
C.1 Electric current - Cylindrical coordinate system
Each dyadic Green function for the electric current has the following elements:
G = Gtt
−→
t
−→
t
′
+Gtϕ
−→
t −→ϕ ′ +Gρt−→ρ −→t ′ +Gρϕ−→ρ −→ϕ ′ +Gϕt−→ϕ−→t ′ +Gϕϕ−→ϕ−→ϕ ′ (C.1)
where: G = G
e
E ,G
e
H or GA.
Expression (C.1) is valid since the post current has t− and ϕ− components. The elements of the
above Green functions are determined with the aid of expressions (3.41) or (B.33):
• Magnetic vector potential:
GAtϕ
−→
t −→ϕ ′ =GAyx cos(ϕ′)−→y −→x ′ (C.2a)
GAϕt
−→ϕ−→t ′ =GAxy cosϕ−→x−→y ′ (C.2b)
GAρt
−→ρ −→t ′ = GAxy sinϕ−→x−→y ′ (C.2c)
GAρϕ
−→ρ −→ϕ ′ =GAxx sinϕ cos(ϕ′)−→x−→x ′ −GAzz cosϕ sin(ϕ′)−→z −→z ′
(C.2d)
GAϕϕ
−→ϕ−→ϕ ′ =GAxx cosϕ cos(ϕ′)−→x−→x ′ +GAzz sinϕ sin(ϕ′)−→z −→z ′
(C.2e)
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• Electric field
GeEtϕ
−→
t −→ϕ ′ = GeEyx cos(ϕ′)−→y −→x ′ −GeEyz sin(ϕ′)−→y −→z ′ (C.3a)
GeMρt
−→ρ −→t ′ = GeExy sinϕ−→x−→y ′ +GeEzy cosϕ−→z −→y ′ (C.3b)
GeMϕt
−→ϕ−→t ′ =GeExy cosϕ−→x−→y ′ −GeEzy sinϕ−→z −→y ′ (C.3c)
GeMϕϕ
−→ϕ−→ϕ ′ =GeExx cosϕ cos(ϕ′)−→x−→x ′ +GeEzz sinϕ sin(ϕ′)−→z −→z ′−
−GeExz cosϕ sin(ϕ′)−→x−→z ′ −GeEzx sinϕ cos(ϕ′)−→z −→x ′
(C.3d)
GeMρϕ
−→ϕ−→ϕ ′ = GeExx sinϕ cos(ϕ′)−→x−→x ′ −GeEzz cosϕ sin(ϕ′)−→z −→z ′−
−GeExz sinϕ sin(ϕ′)−→x−→z ′ +GeEzx cosϕ cos(ϕ′)−→z −→x ′
(C.3e)
In the preceding expressions, the coordinates of the source points (R′, t′, ϕ′) have been incorporated.
The equations that involve the magnetic vector potential employ the operands ∇∇· and ∇×.For
the cylindrical coordinates the operands are analysed in the following manner:
∇∇ · −→B =−→ρ { ∂
∂ρ
[
∂Bρ
∂ρ
+ 1
ρ
Bρ] +
∂
∂ρ
( 1
ρ
∂Bϕ
∂ϕ
) + ∂
∂ρ
(∂Bt
∂t
)}+
+−→ϕ 1
ρ
(
∂2Bρ
∂ϕ∂ρ
+ 1
ρ
∂Bρ
∂ϕ
+ 1
ρ
∂2Bϕ
∂ϕ2
+ ∂
2Bt
∂ϕ∂t
)+
+
−→
t (
∂2Bρ
∂t∂ρ
+ 1
ρ
∂Bρ
∂t
+ 1
ρ
∂2Bϕ
∂t∂ϕ
+ ∂
2Bt
∂t2
)
∇×−→B = −→ρ ( 1
ρ
∂Bt
∂ϕ
− ∂Bϕ
∂t
) +−→ϕ (∂Bρ
∂t
− ∂Bt
∂ρ
) +
−→
t 1
ρ
[
∂Bρ
∂ϕ
− ∂(ρBϕ)
∂ρ
]
As already mentioned, particular attention must be paid to the sequence of differentiation and
integration, since the interchange is not permitted when the observation and the source points lie
close to one another. The relevant formulations are listed below:
Epst (
−→r ) =−jωµRp
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+ 1
jωε
{ ∂2
∂t2
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+ 1
ρ
∂2
∂t∂ρ
∫
scatter
surface
∫
ρ[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+ 1
ρ
∂2
∂t∂ϕ
∫
scatter
surface
∫
[GAϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p}+
(C.4a)
Epsϕ (
−→r ) =−jωµRp
∫
scatter
surface
∫
[GAϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+
Rp
jωε
1
ρ
{ 1
ρ
∂2
∂ϕ2
∫
scatter
surface
∫
[GAϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+ 1
ρ
∂2
∂ϕ∂ρ
∫
scatter
surface
∫
ρ[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+ ∂
2
∂ϕ∂t
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p}
(C.4b)
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Epsρ (
−→r ) =−jωµRp
∫
scatter
surface
∫
[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p−
− jRp
ωε
{ 1
ρ
∂2
∂ϕ∂ρ
∫
scatter
surface
∫
[GAϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+ ∂
∂ρ
{ 1
ρ
∂
∂ρ
∫
scatter
surface
∫
ρ[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p}+
+ ∂
2
∂ρ∂t
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p}
(C.4c)
Hpst (
−→r ) = 1
ρ
∂
∂ϕ
∫
scatter
surface
∫
[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p−
− ∂
∂ρ
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p (C.5a)
Hpsϕ (
−→r ) = ∂
∂t
∫
scatter
surface
∫
[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p−
− ∂
∂ρ
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p (C.5b)
Hpsρ (
−→r ) = 1
ρ
∂
∂ϕ
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p−
− ∂
∂t
∫
scatter
surface
∫
[GAϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p (C.5c)
The equations for the mixed potential formulation are also adjusted to the cylindrical coordinate
system. Combination of the expressions:
−→
E ps = −jωµ−→A +∇Φe
∇Φe = −→ρ ∂Φe∂ρ +−→ϕ 1ρ ∂Φe∂ϕ +
−→
t ∂Φe
∂t
∇ · −→J = 1
ρ
∂Jϕ
∂ϕ
+ ∂Jt
∂t
yields the modified equations:
Epst (
−→r ) =−jωµ ∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+ ∂
∂t
∫
scatter
surface
∫
GΦe(
−→r ,−→rp ′)[ 1ρ
∂Jϕ(
−→rp ′)
∂ϕ
+
∂Jt(
−→rp ′)
∂t
]Rpdt
′
pdϕ
′
p (C.6a)
Epsϕ (
−→r ) =−jωµ ∫
scatter
surface
∫
[GAϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+ 1
ρ
∂
∂ϕ
∫
scatter
surface
∫
GΦe(
−→r ,−→rp ′)[ 1ρ
∂Jϕ(
−→rp ′)
∂ϕ
+
∂Jt(
−→rp ′)
∂t
]Rpdt
′
pdϕ
′
p (C.6b)
Epsρ (
−→r ) =−jωµ ∫
scatter
surface
∫
[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p+
+ ∂
∂ρ
∫
scatter
surface
∫
GΦe(
−→r ,−→rp ′)[ 1ρ
∂Jϕ(
−→rp ′)
∂ϕ
+
∂Jt(
−→rp ′)
∂t
]Rpdt
′
pdϕ
′
p (C.6c)
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C.2 Electric current - Cartesian coordinate system
The magnetic field produced by the electric current is part of the incident magnetic field on the slot.
For this reason it is necessary to express the coordinates of the observation points via the Cartesian
system of the cavity, whereas the cylindrical system of the post is employed for the coordinates of
the source points. 
 HxHy
Hz

 =

 ρ sinϕ ρ cosϕ 00 0 1
ρ cosϕ −ρ sinϕ 0



 HρHt
Hϕ

⇒
⇒


Hx = sinϕHρ + cosϕHϕ
Hy = Ht
Hz = cosϕHρ − sinϕHϕ
⇒
⇒


Hx(−→r ) = sinϕRp
∫
scatter
surface
∫
[GeHρt(
−→r ,−→rp ′)Jt(−→rp ′) +GeHρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+cosϕRp
∫
scatter
surface
∫
[GeHϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GeHϕϕ (−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p
Hy(−→r ) =
∫
scatter
surface
∫
[GeHtt(
−→r ,−→rp ′)Jt(−→rp ′) +GeHtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p
Hz(−→r ) = sinϕRp
∫
scatter
surface
∫
[GeHρt(
−→r ,−→rp ′)Jt(−→rp ′) +GeHρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p−
− cosϕRp
∫
scatter
surface
∫
[GeHϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GeHϕϕ (−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p
⇒
⇒


Hx(−→r ) =Rp
∫
scatter
surface
∫
[sinϕGeHρϕ(
−→r ,−→rp ′)Jϕ(−→rp ′) + cosϕGeHϕϕ (−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+Rp
∫
scatter
surface
∫
GeHxy(
−→r ,−→rp ′)Jt(−→rp ′)dt′pdϕ′p
Hy(−→r ) =
∫
scatter
surface
∫
[GeHyy (
−→r ,−→rp ′)Jt(−→rp ′) +GeHtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p
Hz(−→r ) =Rp
∫
scatter
surface
∫
[cosϕGeHρϕ (
−→r ,−→rp ′)Jϕ(−→rp ′)− sinϕGeHϕϕ (−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+Rp
∫
scatter
surface
∫
GeHzy(
−→r ,−→rp ′)Jt(−→rp ′)dt′pdϕ′p
⇒
⇒


Hx(−→r ) =Rp
∫
scatter
surface
∫
[GeHxx(
−→r ,−→rp ′) cos(ϕ′)−GeHxz (−→r ,−→rp ′) sin(ϕ′)]Jϕ(−→rp ′)dt′pdϕ′p+
+Rp
∫
scatter
surface
∫
GeHxy(
−→r ,−→rp ′)Jt(−→rp ′)dt′pdϕ′p
Hy(−→r ) =Rp
∫
scatter
surface
∫
GeHyy (
−→r ,−→rp ′)Jt(−→rp ′)dt′pdϕ′p+
+Rp
∫
scatter
surface
∫
[GeHyx(
−→r ,−→rp ′) cos(ϕ′)−GeHyz (−→r ,−→rp ′) sin(ϕ′)]Jϕ(−→rp ′)dt′pdϕ′p
Hz(−→r ) =Rp
∫
scatter
surface
∫
[GeHzx(
−→r ,−→rp ′) cos(ϕ′) +GeHzy(−→r ,−→rp ′) sin(ϕ′)]Jϕ(−→rp ′)dt′pdϕ′p
(C.8)
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C.3 Magnetic current - Cylindrical coordinate system
The fields generated by the magnetic current of the slot influence the electric current on the post.
Therefore, the Cartesian coordinate system of the cavity is employed for the source points, whereas
the coordinates of the observation points are expressed in the cylindrical system of the post. Rec-
ognizing that the magnetic current has only a z-component, the electric field is obtained by the
combination of (3.9) and (3.50):
−→
E ss = −∇×−→F ⇒ −→E ss = −∇× (Fz−→z )⇒ −→E ss = −−→x
∂Fz
∂y
+−→y ∂Fz
∂x
⇒
⇒ −→E ss = −−→ρ sinϕ
∂Fz
∂y
−−→ϕ cosϕ∂Fz
∂y
+−→y ∂Fz
∂x
⇒
⇒


Essρ (
−→r ) = − sinϕ ∂
∂y
∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1
Essϕ (
−→r ) = − cosϕ ∂
∂y
∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1
Esst (
−→r ) = ∂
∂x
∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1
The variables x′s1, y
′
s1, z
′
s1 represent the coordinates of the magnetic current points.
The expression for the magnetic field
−→
H ss is:
−→
H ss = −jωε[−→x
1
k2o
∂2Fz
∂x∂z
+−→y 1
k2o
∂2Fz
∂y∂z
+ −→z (Fz + 1
k2o
∂2Fz
∂z2
)]⇒
⇒ −→H ss = −jωε{−→ρ [ 1k2o
∂2Fz
∂x∂z
sinϕ+ (Fz +
1
k2o
∂2Fz
∂z2
) cosϕ] +
−→
t 1
k2o
∂2Fz
∂y∂z
+
+−→ϕ [ 1
k2o
∂2Fz
∂x∂z
cosϕ− (Fz + 1k2o
∂2Fz
∂z2
) sinϕ]} ⇒
⇒


Hssρ (
−→r ) = −jωε[ ∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1+
+ 1
k2o
sinϕ ∂
2
∂x∂z
∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1+
+ 1
k2o
cosϕ ∂
2
∂z2
∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1]
Hsst (
−→r ) = (−→r ) = − jωε
k2o
∂2
∂y∂z
∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1
Hssϕ (
−→r ) =−jωε[− ∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1+
+ 1
k2o
cosϕ ∂
2
∂x∂z
∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1−
− 1
k2o
sinϕ ∂
2
∂z2
∫
Slot1
∫
GFzz(
−→r ,−→rs1′)M1(−→rs1′)dx′s1dz′s1]
(C.9)
Equations (C.9) in association with expression (3.47) indicate that the slot couples only to the TE
modes of the ridged waveguide, since only the zz component of GF is involved. The expressions
that involve the magnetic vector potential are derived directly by equations (C.5) and (3.50):
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⇒

Hssx =Rp
∂
∂y
{cosϕ[ ∫
scatter
surface
∫
[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p−
− sinϕ ∫
scatter
surface
∫
[GAϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p}−
− ∂
∂z
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p
Hssy =
Rp
ρ
{ ∂
∂ϕ
∫
scatter
surface
∫
[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p−
−Rp ∂∂ρ
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p
Hssz =−Rp ∂∂y{sinϕ
∫
scatter
surface
∫
[GAρt(
−→r ,−→rp ′)Jt(−→rp ′) +GAρϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p+
+cosϕ
∫
scatter
surface
∫
[GAϕt(
−→r ,−→rp ′)Jt(−→rp ′) +GAϕϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]dt′pdϕ′p}+
+ ∂
∂x
∫
scatter
surface
∫
[GAtt(
−→r ,−→rp ′)Jt(−→rp ′) +GAtϕ(−→r ,−→rp ′)Jϕ(−→rp ′)]Rpdt′pdϕ′p
(C.10)
C.4 Magnetic current - Cartesian coordinate system for the
cavity
The fields produced by the magnetic currents inside the rectangular cavity are expressed in the
corresponding Cartesian coordinate system and are obtained by equation (B.27):
Hcnz = −jωε
∫
Slot1
∫
GmHzz(
−→r ,−→r ′sn)Mn(−→rsn′)dx′sndz′sn (C.11a)
Hcnx = −jωε
∫
Slot1
∫
GmHxz (
−→r ,−→r ′sn)Mn(−→rsn′)dx′sndz′sn (C.11b)
Hcny = −jωε
∫
Slot1
∫
GmHyz (
−→r ,−→r ′sn)Mn(−→rsn′)dx′sndz′sn (C.11c)
where: n =
{
1, for upper slot aperture
2, for lower slot aperture
The coordinates of the source points are denoted as z′sn, x
′
sn, y
′
sn.
C.5 Magnetic current - Rotated Cartesian coordinate sys-
tem
The dyadic Green function for the magnetic field inside the semi-infinite rectangular waveguide has
the following elements:
G
m
Hsrw = G
m
Hsrw
ζζ
−→
ζ
−→
ζ
′
+GmHsrw
ξζ
−→
ξ
−→
ζ
′
+GmHsrw
ηζ
−→η −→ζ ′ (C.12)
Functions GmHsrw
ζζ
and GmHsrw
ξζ
and are determined via equation (3.54):
GmHsrw
ζζ
= 12G
m
Hsrwzz
−→z −→z ′ + 12GmHsrwxz−→x−→z
′ + 12G
m
Hsrwzx
−→z −→x ′ + 12GmHsrwxx−→x−→x
′ (C.13a)
GmHsrw
ξζ
= − 12GmHsrwzz−→z −→z
′ − 12GmHsrwxz−→x−→z
′ + 12G
m
Hsrwzx
−→z −→x ′ + 12GmHsrwxx−→x−→x
′ (C.13b)
GmHsrw
ηζ
=
√
2
2 G
m
Hsrwyz
−→y −→z ′ +
√
2
2 G
m
Hsrwyx
−→y −→x ′ (C.13c)
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The magnetic field
−→
H srw is:
Hsrwζ (
−→r ) = −jωε2
∫
Slot2
∫
[GmHsrwzz (
−→r ,−→r ′s2) +GmHsrwxz (−→r ,−→r
′
s2)+
+GmHsrwzx (
−→r ,−→r ′s2) +GmHsrwxx (−→r ,−→r
′
s2)]M2(
−→rs2′)dζ′s2dξ′s2 (C.14a)
Hsrwξ(
−→r ) = −jωε2
∫
Slot2
∫
[−GmHsrwzz (−→r ,−→r
′
s2)−GmHsrwxz (−→r ,−→r
′
s2)+
+GmHsrwzx (
−→r ,−→r ′s2) +GmHsrwxx (−→r ,−→rs2
′)]M2(−→r ′s2)dζ′s2dξ′s2 (C.14b)
Hsrwη (
−→r ) = −jωε
√
2
2
∫
Slot2
∫
[GmHsrwyx (
−→r ,−→r ′s2) +GmHsrwyz (−→r ,−→rs2
′)]M2(−→r ′s2)dζ′s2dξ′s2 (C.14c)
The variables ζ′s2, ξ
′
s2, η
′
s2 represent the coordinates of the source points.
Function G
m
Hsrw is given by expressions (B.25).
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Appendix D
Computation of the matrix
elements
Equation (4.6) may be rewritten in a more analytical form:

B1
B2
B3
0

 =


GE1 GE2 GE3 0
GE4 GE5 GE6 0
GE7 GE8 GE9 GE10
0 0 GE11 GE12




X1
X2
X3
X4

 (D.1)
All matrices are defined below:
Matrix GE1: Impact of the t- directed electric current on the t- scattered electric field (ridged
waveguide).
GE1 =


GE111 GE112 ... GE11N
GE121 GE122 ... GE12N
. . . .
. . . .
. . . .
GE1N1 GE1N2 ... GE1NN


GE1WS are IxI matrixes defined in the following way:
GE1WSi,j = −jωµR2p(F1WSij +
1
k2o
F2WSij) (D.2)
• F1WS
F1WSij =
hp∫
0
2pi∫
0
e−jWϕp [tti(tp)
hp∫
0
2pi∫
0
GAtt(
−→rp |−→rp ′)ejSϕ
′
pbtj(t
′
p)dt
′
pdϕ
′
p]dtpdϕp
(D.2a)
where:
GAtt(
−→rp |−→rp ′)
(2.41)
= −j
Ke∑
k
∂gk(xp,yp)
∂xp
∂gk(x
′
p,y
′
p)
∂x′p
e
−jγTEk |zp−z
′
p|
2γTEk
−
−j
Km∑
k
∂fk(xp,yp)
∂yp
∂fk(x
′
p,y
′
p)
∂y′p
e
−jγTMk |zp−z
′
p|
2γTMk
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xp = Rp sinϕp
zp = Rp cosϕp
and
gk(xp, yp)=


∞∑
n=0
Nk1n cos[kTEk1ndp + xp] cos(
npi
b
yp),OddTE, trough region
∞∑
m=0
Nk2m sin[kTEk2m(
a
2 − dp − xp)] cos(mpid yp),OddTE, gap
∞∑
n=0
Nk1n cos[kTEk1n(dp + xp)] cos(
npi
b
yp),EvenTE, trough region
∞∑
m=0
Nk2m cos[kTEk2m(
a
2 − dp − xp)] cos(mpid yp),EvenTE, gap
fk(xp, yp)=


∞∑
n=1
Mk1n sin[kTMk1n(dp + xp] sin(
npi
b
yp),OddTM, trough region
∞∑
m=1
Mk2m cos[kTMk2m(
a
2 − dp − xp)] sin(mpid yp),OddTM, gap
∞∑
n=1
Mk1n sin[kTMk1n(dp + xp)] sin(
npi
b
yp),EvenTM, trough region
∞∑
m=0
Mk2m sin[kTMk2m(
a
2 − dp − xp)] sin(mpid yp),EvenTM, gap
kTEk1n =


−j
√
k2TEk − (npib )2, kTEk ≥ npib√
(npi
b
)2 − k2TEk , kTEk < npib
kTEk2m =


−j
√
k2TEk − (mpid )2, kTEk ≥ mpid√
(mpi
d
)2 − k2TEk , kTEk < mpid
kTMk1n =


−j
√
k2TMk − (npib )2, kTMk ≥ npib√
(npi
b
)2 − k2TMk , kTMk < npib
kTMk2m =


−j
√
k2TMk − (mpid )2, kTMk ≥ mpid√
(mpi
d
)2 − k2TMk , kTMk < mpid
kTEk and kTMk are the cuttoff frequencies for the k- TE or TM eigenmode respectively.
• F2WS
F2WSij =
hp∫
0
2pi∫
0
e−jWϕp tti(tp)
∂
∂yp
hp∫
0
2pi∫
0
ejSϕp
∂G1(−→r p,−→r ′p)
∂y′p
btj (t
′
p)dϕ
′
pdt
′
pdϕpdtp
(D.2b)
where:
G1(−→r p,−→r ′p) =
Km∑
k
jk2TMkfk(xp, yp)fk(x
′
p, y
′
p)
e−jγTMk |zp−z
′
p|
2γTMk
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Combination of (D.2a) and (D.2b) yields:
GE1WSij = −jωµR2p
hp∫
0
2pi∫
0
e−jWϕptti(tp)GR1Sj (−→rp ,−→rp ′)dtpdϕp (D.3)
GR1Sj(
−→rp ,−→rp ′) =
hp∫
0
2pi∫
0
ejSϕ
′
p [−j
Ke∑
k
∂gk(xp,yp)
∂xp
∂gk(x
′
p,y
′
p)
∂x′p
e
−jγTEk |zp−z
′
p|
2γTEk
−
−j
Km∑
k
γTMk
∂fk(xp,yp)
∂yp
∂fk(x
′
p,y
′
p)
∂y′p
e
−jγTMk |zp−z
′
p|
2k20
]btj (t
′
p)dt
′
pdϕ
′
p
Matrix GE2: Impact of the ϕ- directed electric current on the t- scattered electric field (ridged
waveguide).
GE2 =


GE211 GE212 ... GE21N
GE221 GE222 ... GE22N
. . . .
. . . .
. . . .
GE2N1 GE2N2 ... GE2NN


GE2WS are IxI matrixes defined in the following way:
GE2WSi,j = −jωµR2p(G1WSij +
1
Rpk2o
G2WSij ) (D.4)
• G1WS
G1WSij=
hp∫
0
2pi∫
0
e−jWϕptti(tp)dtpdϕp
hp∫
0
2pi∫
0
GAtϕ(
−→r p|−→r ′p)ejSφ
′
pbφj (t
′
p)dt
′
pdϕ
′
p
(D.4a)
where:
GAtϕ(
−→r p|−→r ′p)
(C.4)
= GAyx(
−→r p|−→r ′p) cosϕ′p
(2.41)
=
= [j
Ke∑
k
∂gk(xp,yp)
∂xp
∂gk(x
′
p,y
′
p)
∂y′p
e
−jγTEk |zp−z
′
p|
2γTEk
−
−j
Km∑
k
∂fk(xp,yp)
∂yp
∂fk(x
′
p,y
′
p)
∂x′p
e
−jγTMk |zp−z
′
p|
2γTMk
] cosϕ′p
• G2WS
G2WSij=
hp∫
0
2pi∫
0
e−jWϕptti(tp)
∂
∂yp
hp∫
0
2pi∫
0
∂e
jSϕ′p
∂ϕ′p
G1(−→r p|−→r ′p)bϕj (t′p)dϕ′pdt′pdϕpdtp ⇒
G2WSij=
hp∫
0
2pi∫
0
e−jWϕptti(tp)
∂
∂yp
hp∫
0
2pi∫
0
jSejSϕ
′
pG1(−→r p|−→r ′p)bϕj (t′p)dϕ′pdt′pdϕpdtp
(D.4b)
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Combination of (D.4a) and (D.4b) yields:
GE2WSij = −jωµR2p
hp∫
0
2pi∫
0
e−jWϕptti(tp)GR2Sj (−→rp ,−→rp ′)dtpdϕp (D.5)
GE2Sj (
−→rp ,−→rp ′) =
hp∫
0
2pi∫
0
ejSϕ
′
pbtj (t
′
p){[j
Ke∑
k
∂gk(xp,yp)
∂xp
∂gk(x
′
p,y
′
p)
∂y′p
e
−jγTEk |zp−z
′
p|
2γTEk
−
−j
Km∑
k
∂fk(xp,yp)
∂yp
∂fk(x
′
p,y
′
p)
∂x′p
e
−jγTMk |zp−z
′
p|
2γTMk
] cosϕ′p−
− S
Rpk
2
0
Km∑
k
k2TMkfk(xp, yp)fk(x
′
p, y
′
p)
e
−jγTMk |zp−z
′
p|
2γTMk
}dt′pdϕ′p
Matrix GE3: Impact of the magnetic current on the t- scattered electric field (Slot1 - ridged
waveguide).
GE3 =


GE31
GE32
.
.
.
GE3N


GE3W are IxQ matrixes defined in the following way:
GE3Wiq=
hp∫
0
2pi∫
0
e−jWϕp [tti(tp)
∂
∂xp
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(
−→rp |−→rs1 ′)uq(z′s1, x′s1)dz′s1dx′s1]dtpdϕp =
=
hp∫
0
2pi∫
0
e−jWϕp [tti(tp)
L∫
−L
a
2+
w
2∫
a
2−w2
∂GFzz (
−→rp |−→rs1′)
∂xp
uq(z
′
s1, x
′
s1)dz
′
s1dx
′
s1]dtpdϕp
(D.6a)
where:
dGzz(−→rp |−→rs1′)
∂xp
= −j
Ke∑
k
k2TEk
∂gk(xp, yp)
∂xp
gk(x
′
s1, y
′
s1)
e−jγTEk |zp−z
′
s1|
2γTEk
and
uq(z, x) = sin[
qpi
2L
(L+ z)]
The integral:
I =
L∫
−L
a
2+
w
2∫
a
2−w2
dGzz(−→rp |−→rs1′)
∂xp
uq(z
′
s1, x
′
s1)dz
′
s1dx
′
s1
may be expressed as a product of two linear integrals:
I = −j
Ke∑
k
k2TEk
∂gk(xp, yp)
∂xp
Ik1Ik2q
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Integrals Ik1 and Ik2q are defined in the following manner:
Ik1 =
a
2+
w
2∫
a
2−w2
gk(x
′
s1, y
′
s1)dx
′
and
Ik2q =
L∫
−L
e−jγTEk |zp−z
′
s1|
2γTEk
sin[
qpi
2L
(L+ z′s1)]dz
′
s1
Both linear integrals may be evaluated analytically:
Ik1 =
a
2+
w
2∫
a
2−w2
gk(x
′
s1, y
′
s1)dx
′ ⇒
Ik1 =
a
2+
w
2∫
a
2−w2
M∑
m=0
Nk2m cos[kTEk2m(
a
2 − x′s1)] cos(mpid y′s1)dx′ ⇒
Ik1 = −
M∑
m=0
Nk2m
[
sin[kTEk2m (
a
2−x′s1)]
kTEk2m
] a
2+
w
2
a
2−w2
cos(mpi
d
y′s1)⇒
Ik1 = −
M∑
m=0
Nk2m
[
sin(−kTEk2m w2 )
kTEk2m
− sin(kTEk2m
w
2 )
kTEk2m
]
cos(mpi
d
y′s1)⇒
Ik1 =
M∑
m=0
2Nk2m
sin(kTEk2m
w
2 )
kTEk2m
cos(mpi
d
y′s1) (D.6b)
Integral Ik2q may be split into two simpler integrals:
Ik2q = I2a + I2b
where:
Ik2aq =
zp∫
−L
e
−jγTEk (zp−z
′
s1
)
2γTEk
sin[ qpi2L (L+ z
′
s1)]dz
′
s1
Ik2bq =
L∫
zp
e
jγTEk
(zp−z′s1)
2γTEk
sin[ qpi2L (L+ z
′
s1)]dz
′
s1
Evaluation of the integrals Ik2aq , Ik2bq :
Ik2aq = −j
zp∫
−L
e
−jγTEk (zp−z
′
s1
)
4γTEk
(ej
qpi
2L (L+z
′
s1) − e−j qpi2L (L+z′s1))dz′s1 ⇒
Ik2aq = − e
−jγTEkzp
4γTEk
[
e
jγTEk
z′
s1
+
jqpi
2L
(L+z′
s1
)
γTEk+
jqpi
2L
− ejγTEk z
′
s1
− jqpi
2L
(L+z′
s1
)
γTEk−
jqpi
2L
]zp
−L
⇒
Ik2aq = − e
−jγTEkzp
4γTEk
( e
jγTEk
zp+
jqpi
2L
(L+zp)
γTEk+
jqpi
2L
− e−jγTEkL
γTEk+
jqpi
2L
− ejγTEkzp−
jqpi
2L
(L+zp)
γTEk−
jqpi
2L
+
+ e
−jγTEkL
γTEk−
jqpi
2L
)
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Ik2bq =−j
L∫
zp
e
jγTEk
(zp−z′s1)
4γTEk
(ej
qpi
2L (L+z
′
s1) − e−j qpi2L (L+z′s1))dz′s1 ⇒
Ik2bq =− e
jγTEk
zp
4γTEk
[
e
−jγTEk z
′
s1
+j
qpi
2L
(L+z′
s1
)
−γTEk+
qpi
2L
+ e
−jγTEkz
′
s1
−j qpi
2L
(L+z′
s1
)
γTEk+
qpi
2L
]L
zp
⇒
Ik2bq =− e
jγTEk
zp
4γTEk
( e
−jγTEkL+jqpi
−γTEk+
qpi
2L
− e−jγTEkzp+j
qpi
2L
(L+zp)
−γTEk+
qpi
2L
+
+ e
−jγTEkL−jqpi
γTEk+
qpi
2L
− e−jγTEkzp−j
qpi
2L
(L+zp)
γTEk+
qpi
2L
)
Combination of the above results leads to the following expression for integral Ik2q
Ik2q =
qpi
2LγTEk
e
−jγTEkL(ejγTEkzpejqpi−e−jγTEkzp )
γ2
TEk
−( qpi2L )2
− 2j sin[
qpi
2L (L+zp)]
γ2
TEk
−( qpi2L )2
(D.6c)
The expression for the elements of GE3 is:
GE3Wi,q =−j
hp∫
0
2pi∫
0
Ke∑
k
k2TEk
∂gk(xp,yp)
∂xp
tti(tp)e
−j2piWϕp [− j sin[
qpi
2L (L+zp)]
γ2
TEk
−( qpi2L )2
+
+ qpi4LγTEk
e
−jγTEkL(ejγTEk zpejqpi−e−jγTEkzp)
γ2
TEk
−( qpi2L )2
]Ik1dtpdϕp
Matrix GE4: Impact of the ϕ- directed electric current on the t- scattered electric field (ridged
waveguide).
GE4 =


GE411 GE412 ... GE41N
GE421 GE422 ... GE42N
. . . .
. . . .
. . . .
GE4N1 GE4N2 ... GE4NN


GE4WS are IxI matrixes defined in the following way:
GE4WSij =−jωµR2p[W1WSij +
1
Rpk
2
0
W2WSij ] (D.7)
• W1WS
W1WSij =
hp∫
0
2pi∫
0
e−jWϕp [tϕi(tp)
hp∫
0
2pi∫
0
GAϕt(
−→rp |−→rp ′)ejSϕ
′
pbtj (t
′
p)dt
′
pdϕ
′
p]dtpdϕp
(D.7a)
where:
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GAϕt(
−→r p|−→r ′p)= GAxy(−→r p|−→r ′p) cosϕp
(2.41)⇒
GAϕt(
−→r p|−→r ′p)= j
Ke∑
k
∂gk(xp,yp)
∂yp
∂gk(x
′
p,y
′
p)
∂x′p
e
−jγTEk |zp−z
′
p|
2γTEk
cosϕp−
−j
Km∑
k
∂fk(xp,yp)
∂xp
∂fk(x
′
p,y
′
p)
∂y′p
e
−jγTMk |zp−z
′
p|
2γTMk
cosϕp
• W2WS
W2WSi,j =
hp∫
0
2pi∫
0
∂(e−jWϕp )
∂ϕp
[tϕi(tp)
hp∫
0
2pi∫
0
∂G1(−→rp |−→rp ′)
∂y′p
ejSϕ
′
pbtj (t
′
p)dt
′
pdϕ
′
p]dtpdϕp =
=
hp∫
0
2pi∫
0
(−jW )e−jWϕp [tϕi(tp)
hp∫
0
2pi∫
0
∂G1(−→rp |−→rp ′)
∂y′p
ejSϕ
′
pbtj(t
′
p)dt
′
pdϕ
′
p]dtpdϕp
(D.7b)
Combination of (D.7a) and (D.7b) yields:
GE4WSij = −jωµR2p
hp∫
0
2pi∫
0
e−jWϕptti(tp)GR4Sj (−→rp ,−→rp ′)dtpdϕp (D.8)
GR4Sj(
−→rp ,−→rp ′) =
hp∫
0
2pi∫
0
ejSϕ
′
pbtj (t
′
p){[j
Ke∑
k
∂gk(xp,yp)
∂yp
∂gk(x
′
p,y
′
p)
∂x′p
e
−jγTEk |zp−z
′
p|
2γTEk
−
−j
Km∑
k
∂fk(xp,yp)
∂xp
∂fk(x
′
p,y
′
p)
∂y′p
e
−jγTMk |zp−z
′
p|
2γTMk
] cosϕp+
+ W
Rpk
2
0
Km∑
k
k2TMkfk(xp, yp)
∂fk(x
′
p,y
′
p)
∂y′p
e
−jγTMk |zp−z
′
p|
2γTMk
}dt′pdϕ′p
Matrix GE5: Impact of the ϕ- directed electric current on the ϕ- scattered electric field (ridged
waveguide).
GE5 =


GE511 GE512 ... GE51N
GE521 GE522 ... GE52N
. . . .
. . . .
. . . .
GE5N1 GE5N2 ... GE5NN


GE5WS are IxI matrixes defined in the following way:
GE5WSij =−jωµR2p(H1WSij +
1
R2pk
2
0
H2WSij ) (D.9)
• H1WS
H1WSij =
hp∫
0
2pi∫
0
e−jWϕp [tϕi(tp)
hp∫
0
2pi∫
0
GAϕϕ(
−→rp |−→rp ′)ejSϕ′pbϕj (t′p)dt′pdϕ′p]dtpdϕp
(D.9a)
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where:
GAϕϕ(
−→r p|−→r ′p)= GAxx(−→r p|−→r ′p) cosϕp cosϕ′p +GAzz(−→r p|−→r ′p) sinϕp sinϕ′p
(2.5)
=
= −j
Ke∑
k
∂gk(xp,yp)
∂yp
∂gk(x
′
p,y
′
p)
∂y′p
e
−jγTEk |zp−z
′
p|
2γTEk
cosϕp cosϕ
′
p−
−j
Km∑
k
∂fk(xp,yp)
∂xp
∂fk(x
′
p,y
′
p)
∂x′p
e
−jγTMk |zp−z
′
p|
2γTMk
cosϕp cosϕ
′
p−
−j
Km∑
k
k2TMkfk(xp, yp)fk(x
′
p, y
′
p)
e
−jγTMk |zp−z
′
p|
2γTMk
sinϕp sinϕ
′
p
• H2WS
H2WSij =
hp∫
0
2pi∫
0
∂(e−jWϕp )
∂ϕp
[tϕi(tp)
hp∫
0
2pi∫
0
G1(−→rp |−→rp ′)∂(e
jSϕ′p )
∂ϕ′p
bϕj (t
′
p)dt
′
pdϕ
′
p]dtpdϕp =
=
hp∫
0
2pi∫
0
(−jW )e−jWϕp [tϕi(tp)
hp∫
0
2pi∫
0
G1(−→rp |−→rp ′)jSejSϕ
′
pbϕj(t
′
p)dt
′
pdϕ
′
p]dtpdϕp
(D.9b)
Combination of (D.9a) and (D.9b) yields:
GE5WSij = −jωµR2p
hp∫
0
2pi∫
0
e−jWϕptti(tp)GR5Sj(−→rp ,−→rp ′)dtpdϕp (D.10)
GE5Sj (
−→rp ,−→rp ′) =
hp∫
0
2pi∫
0
ejSϕ
′
pbtj(t
′
p){[−j
Ke∑
k
∂gk(xp,yp)
∂yp
∂gk(x
′
p,y
′
p)
∂y′p
e
−jγTEk |zp−z
′
p|
2γTEk
−
−j
Km∑
k
∂fk(xp,yp)
∂xp
∂fk(x
′
p,y
′
p)
∂x′p
e
−jγTMk |zp−z
′
p|
2γTMk
] cosϕp cosϕ
′
p−
−j
Km∑
k
k2TMkfk(xp, yp)fk(x
′
p, y
′
p)
e
−jγTMk |zp−z
′
p|
2γTMk
sinϕp sinϕ
′
p+
+j WS
R2pk
2
0
Km∑
k
k2TMkfk(xp, yp)fk(x
′
p, y
′
p)
e
−jγTMk |zp−z
′
p|
2γTMk
}dt′pdϕ′p
Matrix GE6: Impact of the magnetic current on the ϕ- scattered electric field (Slot1 - ridged
waveguide).
GE6 =


GE61
GE62
.
.
.
GE6N


GE6W are IxQ matrixes defined in the following way:
GE6Wi,q =
hp∫
0
2pi∫
0
e−jWϕp [tϕi(tp) cosϕp
∂
∂yp
L∫
−L
a
2+
w
2∫
a
2−w2
GFzz(
−→rp |−→rs1′)uq(z′s1, x′s1)dz′s1dx′s1]dtpdϕp =
=
hp∫
0
2pi∫
0
e−jWϕp [tϕi(tp) cosϕp
L∫
−L
a
2+
w
2∫
a
2−w2
∂GFzz (
−→rp |−→rs1′)
∂yp
uq(z
′
s1, x
′
s1)dz
′
s1dx
′
s1]dtpdϕp
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where:
dGzz(−→rp |−→rs1′)
∂yp
= −j
Ke∑
k
k2TEk
∂gk(xp, yp)
∂yp
gk(x
′
s1, y
′
s1)
e−jγTEk |zp−z
′
s1|
2γTEk
and
uq(z, x) = sin[
qpi
2L
(L+ z)]
The integral:
Iϕ =
L∫
−L
a
2+
w
2∫
a
2−w2
dGzz(−→rp |−→rs1 ′)
∂yp
uq(z
′
s1, x
′
s1)dz
′
s1dx
′
s1
may be expressed as a product of the two linear integrals Ik1 and Ik2q :
Iϕ = −j
Ke∑
k
k2TEk
∂gk(xp, yp)
∂yp
Ik1Ik2q
The resulting expression for the elements of GE6 is:
GE6Wi,q =−j
hp∫
0
2pi∫
0
Ke∑
k
k2TEk
∂gk(xp,yp)
∂yp
tϕi(tp)e
−jWϕp cosϕp[− j sin[
qpi
2L (L+zp)]
γ2
TEk
−( qpi2L )2
+
+ qpi4LγTEk
e
−jγTEkL(ejγTEk zpejqpi−e−jγTEk zp)
γ2
TEk
−( qpi2L )2
]Ik1dtpdϕp (D.11)
Matrix GE7: Impact of the t- directed electric current on the scattered magnetic field (Slot1 -
ridged waveguide).
GE7 =
(
GE71 GE72 ... GE7N
)
GE7S are PxI matrixes defined in the following way:
GE7Si,j =Rp(−M1S −M2S +M3S) (D.12)
• M1S
M1Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[sinϕ
′
p
∂
∂ys1
hp∫
0
2pi∫
0
GAρt(
−→rs1|−→rp ′)ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 =
=
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[
hp∫
0
2pi∫
0
∂GAxy (
−→rs1|−→rp ′)
∂ys1
sin2 ϕ′pe
jSϕ′pbti(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 (D.12a)
• M2S
M2Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[cosϕ
′
p
∂
∂ys1
hp∫
0
2pi∫
0
GAϕt(
−→rs1|−→rp ′)ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 =
=
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[
hp∫
0
2pi∫
0
∂GAxy (
−→rs1|−→rp ′)
∂ys1
cos2 ϕ′pe
jSϕ′pbti(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 (D.12b)
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• M3S
M3Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[
∂
∂xs1
hp∫
0
2pi∫
0
GAtt(
−→rs1|−→rp ′)ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 =
=
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[
hp∫
0
2pi∫
0
∂GAyy (
−→rs1|−→rp ′)
∂xs1
ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 (D.12c)
where:
up(z) = sin[
qpi
2L
(L+ z)]
Combination of (D.12a), (D.12b) and (D.12c) yields:
GE7Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
up(zs1, xs1){
hp∫
0
2pi∫
0
[
∂GAyy (
−→rs1|−→rp ′)
∂xs1
−
−∂GAxy (
−→rs1|−→rp ′)
∂ys1
]ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
p}dzs1dxs1 ⇒
GE7Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1){
hp∫
0
2pi∫
0
[−j
K∑
TEk
∂2gk(xs1,ys1)
∂x2
s1
∂gk(x
′
p,y
′
p)
∂x′p
e
−jγTEk |zs1−z
′
p|
2γTEk
−
−j
Km∑
k
∂2fk(xs1,ys1)
∂xs1∂ys1
∂fk(x
′
p,y
′
p)
∂y′p
e
−jγTMk |zs1−z
′
p|
2γTMk
−
−j
Ke∑
k
∂2gk(xs1,ys1)
∂y2
s1
∂gk(x
′
p,y
′
p)
∂x′p
e
−jγTEk |zs1−z
′
p|
2γTEk
+
+j
Km∑
k
∂2fk(xs1,ys1)
∂xs1∂ys1
∂fk(x
′
p,y
′
p)
∂y′p
e
−jγTMk |zs1−z
′
p|
2γTMk
]ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
p}dzs1dxs1 ⇒
GE7Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
up(zs1, xs1)
hp∫
0
2pi∫
0
GeHzy(
−→rs1|−→rp ′)ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
pdzs1dxs1
where GeHzy is the zy− element of the magnetic dyadic Green Function due to electical current and
is defined by the formula:
GeHzy(
−→rs1|−→rp ′) = j
Ke∑
k
k2TEkgk(xs1, ys1)
∂gk(x
′
p, y
′
p)
∂x′p
e−jγTEk |zs1−z
′
p|
2γTEk
Since the observation points (slot apperture) lie far from the source points (post surface), it is
possible to interchange the sequence of integrations with respect to ϕ′ and zs1:
GE7Sp,i =
a
2+
w
2∫
a
2−w2
{
hp∫
0
2pi∫
0
[
L∫
−L
up(zs1, xs1)G
e
Hzy
(−→rs1|−→rp ′)dzs1]ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
p}dxs1
The integrals with respect to the slot variables have already been evaluated. More specifically:
a
2+
w
2∫
a
2−w2
Ke∑
k
k2TEkgk(xs1, ys1)dxs1 =Ik1
L∫
−L
vp(zs1)
e
−jγTEk |zs1−z
′
p|
2γTEk
dzs1 =
L∫
−L
sin[ ppi2L (zs1 + L)]
e
−jγTEk |z
′
p−zs1|
2γTEk
dzs1 = Ik2p
The resulting expression for the elements of GE7Sp,i is
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GE7Sp,i = j
hp∫
0
2pi∫
0
∂gk(x
′
p, y
′
p)
∂x′p
bti(t
′
p)e
jSϕ′pIk2pIk1dt
′
pdϕ
′
p (D.13)
Matrix GE8: Impact of the ϕ- directed electric current on the scattered magnetic field (Slot1 -
ridged waveguide).
GE8 =
(
GE81 GE82 ... GE8M
)
GE8S are PxJ matrixes defined in the following way:
GE8Si,j =Rp(−N1S −N2S +N3S) (D.14)
• N1S
N1Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[sinϕ
′
p
∂
∂ys1
hp∫
0
2pi∫
0
GAρφ(
−→rs1|−→rp ′)bϕi(t′p)dt′pdϕ′p]dzs1dxs1 =
=
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[
hp∫
0
2pi∫
0
[
∂GAxx (
−→rs1|−→rp ′)
∂ys1
sinϕp cosϕ
′
p−
−∂GAzz (
−→rs1|−→rp ′)
∂ys1
cosϕ′p sinϕ
′
p] sinϕpe
jSϕ′pbϕi(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 (D.14a)
• N2S
N2Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[cosϕp
∂
∂ys1
hp∫
0
2pi∫
0
GAϕϕ(
−→rs1|−→rp ′)bϕi(t′p)dt′pdϕ′p]dzs1dxs1 =
=
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[
hp∫
0
2pi∫
0
[
∂GAxx (
−→rs1|−→rp ′)
∂ys1
cosϕ′p cosϕ
′
p+
+
∂GAzz (
−→rs1|−→rp ′)
∂ys1
sinϕ′p sinϕ
′
p] cosϕpe
jSϕ′pbϕi(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 (D.14b)
• N3S
N3Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[
∂
∂xs1
hp∫
0
2pi∫
0
GAtϕ(
−→rs1|−→rp ′)bϕi(t′p)dt′pdϕ′p]dzs1dxs1 =
=
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)[
hp∫
0
2pi∫
0
∂GAyx (
−→rs1|−→rp ′)
∂xs1
cosϕ′pe
jSϕ′pbϕi(t
′
p)dt
′
pdϕ
′
p]dzs1dxs1 (D.14c)
Combination of (D.14a), (D.14b) and (D.14c) yields:
GE8Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
up(zs1, xs1){
hp∫
0
2pi∫
0
[
∂GAyx (
−→rs1|−→rp ′)
∂xs1
−
−∂GAxx(
−→rs1|−→rp ′)
∂ys1
] cosϕ′pe
jSϕ′pbϕi(t
′
p)dt
′
pdϕ
′
p}dzs1dxs1 ⇒
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GE8Sp,i=
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1){
hp∫
0
2pi∫
0
[j
Ke∑
k
∂2gk(xs1,ys1)
∂x2
s1
∂gk(x
′
p,y
′
p)
∂y′p
e
−jγTEk |zp−z
′
p|
2γTEk
−
−j
Km∑
k
∂2fk(xs1,ys1)
∂xs1∂ys1
∂fk(x
′
p,y
′
p)
∂x′p
e
−jγTMk |zs1−z
′
p|
2γTMk
−
+j
Ke∑
k
∂2gk(xs1,ys1)
∂y2
s1
∂gk(x
′
p,y
′
p)
∂y′p
e
−jγTEk |zs1−z
′
p|
2γTEk
+
+j
Km∑
k
∂2fk(xs1,ys1)
∂xs1∂ys1
∂fk(x
′
p,y
′
p)
∂x′p
e
−jγTMk |zs1−z
′
p|
2γTMk
] cosϕ′pe
jSϕ′pbϕi(t
′
p)dt
′
pdϕ
′
p}dzs1dxs1 ⇒
GE8Sp,i =
L∫
−L
a
2+
w
2∫
a
2−w2
up(zs1, xs1)
hp∫
0
2pi∫
0
GeHzx(
−→rs1|−→rp ′) cosϕ′ejSϕ
′
pbti(t
′
p)dt
′
pdϕ
′
pdzs1dxs1
where GeHzx is the zx− element of the magnetic dyadic Green Function due to electical current and
is defined by:
GeHzx(
−→rs1|−→rp ′) = −j
Ke∑
k
k2TEkgk(xs1, ys1)
∂gk(x
′
p, y
′
p)
∂y′p
e−jγTEk |zs1−z
′
p|
2γTEk
As in the case of GE7, interchange between the sequence of integrations with respect to zs1 and ϕ
′
leads to the final expression for GE8Sp,i
GE8Sp,i = −j
hp∫
0
2pi∫
0
∂gk(x
′
p, y
′
p)
∂y′p
cosϕ′pbϕi(t
′
p)e
jSϕ′pIk2pIk1dt
′
pdϕ
′
p (D.15)
Matrix GE9: Impact of the magnetic current on the scattered magnetic field (Slot1 - ridged
waveguide).
GE9 is a PxP matrix. It’s elements are defined in the following way:
GE9p,q = −jωε(Q1p,q +Q2p,q) (D.16)
• Q1
Q1p,q =−jωε{
L∫
−L
a
2+
w
2∫
a
2−w2
v(zs1, xs1)[
−L∫
−L
a
2+
w
2∫
a
2−w2
GFczz(
−→rs1|−→rs1 ′)uq(z′s1, x′s1)dx′s1dz′s1]dxs1dzs1+
+ 1
k20
L∫
−L
a
2+
w
2∫
a
2−w2
v(zs1, xs1)
∂2
∂z2
s1
[
−L∫
−L
a
2+
w
2∫
a
2−w2
GFczz(
−→rs1|−→rs1′)uq(z′s1, x′s1)dx′s1dz′s1]dxs1dzs1]} (D.16a)
where
GFczz(
−→rs1|−→rs1′) =−j
Ke∑
k
k2TEkgk(xs1, ys1)gk(x
′
s1, y
′
s1)
e
−jγTEk |zs1−z
′
s1
|
2γTEk
+
+ 1
S
δ(zs1 − z′s1)
The integrals of (D.16a) are evaluated analytically, based on exprssions (D.6b) and (D.6c). More
specifically:
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Ik3q =
L∫
−L
a
2+
w
2∫
a
2−w2
GFczz(
−→rs1|−→rs1 ′)uq(z′s1, x′s1)dx′s1dz′s1 ⇒
Ik3q =
L∫
−L
a
2+
w
2∫
a
2−w2
1
S
δ(zs1 − z′s1) sin[ qpi2L(L + z′s1)]dx′s1dz′s1 − j
Ke∑
k
k2TEkgk(xs1, ys1)Ik1Ik2q ⇒
Ik3q = −j
Ke∑
k
k2TEkgk(xs1, ys1)Ik1Ik2q +
w
S
sin[ qpi2L (L+ zs1)]
Ik4q =
∂2
∂z2
s1
L∫
−L
a
2+
w
2∫
a
2−w2
GFczz(
−→rs1|−→rs1 ′)uq(z′s1, x′s1)dx′s1dz′s1 ⇒
Ik4q = −j
Ke∑
k
k2TEkgk(xs1, ys1)
∂2Ik2q
∂z2
s1
Ik1 +
w
S
∂2 sin[ qpi2L (L+zs1)]
∂z2
s1
⇒
Ik4q = −j
Ke∑
k
k2TEkgk(xs1, ys1)
∂2Ik2q
∂z2
s1
Ik1 − wS ( qpi2L )2 sin[ qpi2L(L + zs1)]
Ik5q =
∂2Ik2q
∂z2
s1
⇒
Ik5q =
1
γ2
TEk
−( qpi2L )2
[ qpie
−jγTEkL
4LγTEk
(∂
2e
jγTEk
zs1
∂z2
s1
ejqpi − ∂2e−jγTEkzs1
∂z2
s1
)− j ∂
2 sin[ qpi2L (L+zs1)]
∂z2
s1
]⇒
Ik5q = −γTEk qpi4L e
−jγTEkL(ejγTEkzs1ejqpi−e−jγTEkzs1)
γ2
TEk
−( qpi2L )2
+ ( qpi2L)
2 j sin[
qpi
2L (L+zs1)]
γ2
TEk
−( qpi2L )2
Insertion of the above results into (D.16) yields:
Q1p,q =−jωε[
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)Ik3qdxs1dzs1 +
1
k2o
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)Ik4qdxs1dzs1]⇒
Q1p,q =−jωε{
a
2+
w
2∫
a
2−w2
Ke∑
k
k2TEkgk(xs1, ys1)Ik1[
L∫
−L
vp(zs1, xs1)Ik3qdzs1]dxs1+
+ 1
k2o
a
2+
w
2∫
a
2−w2
Ke∑
k
k2TEkgk(xs1, ys1)Ik1[
L∫
−L
vp(zs1, xs1)Ik5qdzs1]dxs1+
+w
2
S
L∫
−L
vp(zs1, xs1) sin[
qpi
2L (L+ zs1)dzs1−
− w2
Sk2o
( qpi2L )
2
L∫
−L
vp(zs1, xs1) sin[
qpi
2L (L+ zs1)dzs1} ⇒
Q1p,q = −jωε{
Ke∑
k
k2TEk(Ik1)
2
L∫
−L
[vp(zs1, xs1)Ik3q +
1
k2o
vp(zs1, xs1)Ik5q ]dzs1+
+
w2Lδp,q
Sk2o
[k2o − ( qpi2L)2]} (D.16b)
where:
δp,q =
{
1, p = q
0, p 6= q
Evaluation of the integrals in (D.16a):
Ik6p,q =
L∫
−L
vp(zs1, xs1)Ik2qdzs1 ⇒
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Ik6p,q =
L∫
−L
sin[ ppi2L (L+ zs1)][
qpie
−jγTEkL
4LγTEk
(e
jγTEk
zs1ejqpi−e−jγTEk zs1)
γ2
TEk
−( qpi2L )2
− j sin[
qpi
2L (L+zs1)]
γ2
TEk
−( qpi2L )2
]dzs1 ⇒
Ik6p,q =
qpie
−jγTEkL
4LγTEk
(Ik6ap,q e
jqpi−Ik6bp,q )
γ2
TEk
−( qpi2L )2
− jLδp,q
γ2
TEk
−( qpi2L )2
Ik6ap,q =
L∫
−L
sin[ ppi2L (L+ zs1)]e
jγTEkzs1dzs1 ⇒
Ik6ap,q = − j2
L∫
−L
ejγTEkzs1(ej
ppi
2L (L+zs1) − e−j ppi2L (L+zs1))dzs1 ⇒
Ik6ap,q = − 12
[
e
jγTEk
zs1+j
ppi
2L
(L+zs1)
γTEk+
ppi
2L
− ejγTEkzs1−j
ppi
2L
(L+zs1)
γTEk−
ppi
2L
]L
−L
⇒
Ik6ap,q = − 12 ( e
jγTEk
L+jppi
γTEk+
ppi
2L
− e−jγTEkL
γTEk+
ppi
2L
− ejγTEkL+jppi
γTEk−
ppi
2L
+ e
−jγTEkL
γTEk−
ppi
2L
)
Ik6ap,q = − ppi2L e
−jγTEkL−ejγTEkL+jppi
γ2
TEk
−( ppi2L )2
Ik6bp,q =
L∫
−L
sin[ ppi2L (L+ zs1)]e
−jγTEk zs1dzs1 ⇒
Ik6bp,q =
−j
2
L∫
−L
(ej
ppi
2L (L+zs1) − e−j ppi2L (L+zs1))e−jγTEk zs1dzs1 ⇒
Ik6bp,q = − 12
[
− e−jγTEkzs1+j
ppi
2L
(L+zs1)
γTEk−
ppi
2L
+ e
−jγTEkzs1−j
ppi
2L
(L+zs1)
γTEk+
ppi
2L
]L
−L
⇒
Ik6bp,q = − 12 (− e
−jγTEkL+jppi
γTEk−
ppi
2L
+ e
jγTEk
L
γTEk−
ppi
2L
+ e
−jγTEkL+jppi
γTEk+
ppi
2L
− ejγTEkL
γTEk+
ppi
2L
)⇒
Ik6bp,q = − ppi2L e
jγTEk
L−e−jγTEkL+jppi
γ2
TEk
−( ppi2L )2
Ik6p,q =
pqpi2
8L2γTEk
[e−jγTEk2L(ejqpi + ejppi)− ej(p+q)pi − 1]
[γ2TEk − (
qpi
2L )
2][γ2TEk − (
ppi
2L)
2]
− jLδp,q
γ2TEk − (
qpi
2L)
2
Ik7p,q =
L∫
−L
vp(zs1, xs1)Ik5qdzs1 ⇒
Ik7p,q =
L∫
−L
sin[ ppi2L(L + zs1)]{( qpi2L)2
j sin[ qpi2L (L+zs1)]
γ2
TEk
−( qpi2L )2
−
−γTEkqpie
−jγTEkL
4L
(e
jγTEk
zs1ejqpi−e−jγTEkzs1)
γ2
TEk
−( qpi2L )2
}dz ⇒
Ik7p,q = (
qpi
2L)
2 jLδp,q
γ2
TEk
−( qpi2L )2
− γTEkqpie
−jγTEkL
4L
(Ik6ap,q e
jqpi−Ik6bp,q )
γ2
TEk
−( qpi2L )2
⇒
Ik7p,q = (
qpi
2L )
2 jLδp,q
γ2
TEk
−( qpi2L )2
− pqpi
2γTEk
8L2
[e
−jγTEk 2L(ejqpi+ejppi)−ej(p+q)pi−1]
[γ2
TEk
−( qpi2L )2][γ2TEk−(
ppi
2L )
2]
The final expression for Q1q,p is obtained after the insertion of the above results into (D.16a)
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Q1p,q = −jωε{w
2Lδp,q
Sk2o
[k2o − ( qpi2L )2] +
Lδp,q[k
2
o−( qpi2L )2]
[γ2
TEk
−( qpi2L )2]k2o
−
−j
Ke∑
k
(Ik1)
2 pqpi
2k4TEk
8L2k2oγTEk
[e
−jγTEk 2L(ejqpi+ejppi)−ej(p+q)pi−1]
[γ2
TEk
−( qpi2L )2][γ2TEk−(
ppi
2L )
2]
} (D.16c)
• Q2
Q2p,q =
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)
L∫
−L
a
2+
w
2∫
a
2−w2
GmHrsczz(
−→rs1|−→rs1′)uq(z′s1, x′s1)dz′s1dx′s1dzs1dxs1
where:
GmHsrczz(
−→rs1|−→rs1′) = − 42Lw
∞∑
t=1
∞∑
s=0
k2o−( tpi2L )2
γt,sεtεsk2o
f1t,s(zs1, xs1)f1t,s(z
′
s1, x
′
s1)
s1(ys1,y
′
s1)
sin(γt,scc)
,
f1t,s(zs1, xs1) = sin[
tpi
2L (zs1 + L)] cos[
spi
w
(xs1 +
w
2 )]
s1t,s(ys1, y
′
s1) =
cos[γt,s(ys1+y
′
s1+cc)]+cos[γt,s(cc−|ys1−y′s1|)]
2 (D.16d)
Expression (D.16d) may be written in the following manner:
Q2p,q = − 2
Lw
∞∑
t=1
∞∑
s=0
k2o − ( tpi2L )2
γt,sεtεsk2o
I8t,s,pI8t,s,q
s1t,s(ys1, y
′
s1)
sin(γt,scc)
,
I8t,s,q =
L∫
−L
w
2∫
−w2
f1t,s(z
′
s1, x
′
s1)uq(z
′
s1, x
′
s1)dx
′
s1dz
′
s1 ⇒
I8t,s,q =
L∫
−L
w
2∫
−w2
sin[ tpi2L (z
′
s1 + L)] cos[
spi
w
(x′s1 +
w
2 )] sin[
qpi
2L (L+ z
′
s1)]dx
′
s1dz
′
s1 ⇒
I8t,s,q =
L∫
−L
sin[ tpi2L(z
′
s1 + L)] sin[
qpi
2L(L + z
′
s1)]dz
′
s1
w
2∫
−w2
cos[ spi
w
(x′s1 +
w
2 )]dx
′
s1 ⇒
I8t,s,q =
{
wLδt,q, s = 0
0, s 6= 0
and
I8t,s,p =
{
wLδt,p, s = 0
0, s 6= 0
From the above results it is concluded that matrix Q2 is diagonal. Additionally, the position of the
upper slot apperture (y=y’=0) must also be taken into account for the determination of Q2p,p.
Q2p,p =
k2o − ( ppi2L)2
γp,0k2o
Lw cot(γp,0cc) (D.16e)
Insertion of (D.16c) and (D.16e) into (D.16) leads to the expression for GE9p,q
GE9q,p =−jωε{Lδp,qk2o [k
2
o − ( ppi2L)2][w
2
S
+
Ke∑
k
(Ik1)
2
[γ2
TEk
−( ppi2L )2]
− w cot(γp,0cc)
γp,0
]−
−j
Ke∑
k
(Ik1)
2 pqpi
2k4TEk
8L2k2oγTEk
[e
−jγTEk 2L(ejqpi+ejppi)−ej(p+q)pi−1]
[γ2
TEk
−( qpi2L )2][γ2TEk−(
ppi
2L )
2]
} (D.17)
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Matrix GE10: Impact of the magnetic current on the scattered magnetic field (Slot1 - rectangular
cavity).
GE10 is a PxP matrix. It’s elements are defined in the following way:
GE10p,q=−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs1, xs1)
L∫
−L
a
2+
w
2∫
a
2−w2
GmHsrczz(
−→rs1|−→rs2′)uq(z′s2x′s2)dx′s2dz′s2dxs1dzs1 ⇒
GE10p,q = −jωεwLδp,q2k2o [k
2
o − ( ppi2L )2]
s1p,p(ys1,y
′
s2)
γp,0 sin(γp,0cc)
⇒
GE10p,q = −jωεwLδp,q2k2o [k
2
o − ( ppi2L )2] s1p,p(0,−cc)γp,0 sin(γp,0cc) ⇒
GE10p,q = −jωεwLδp,qk2o [k
2
o − ( ppi2L)2] 1γp,0 sin(γp,0cc) (D.18)
Matrix GE11: Impact of magnetic current on the scattered magnetic field (Slot2 - rectangular
cavity).
GE11 is a PxP matrix. It’s elements are defined in the following way:
GE11p,q=−jωε
L∫
−L
a
2+
w
2∫
a
2−w2
vp(zs2, xs2)
L∫
−L
a
2+
w
2∫
a
2−w2
GmHsrczz (
−→rs2|−→rs1′)uq(z′s1, x′s1)dx′s1dz′s1dxs2dzs2 ⇒
GE11p,q = −jωεwLδp,q2k2o [k
2
o − ( ppi2L )2]
s1p,p(ys2,y
′
s1)
γp,0 sin(γp,0cc)
⇒
GE11p,q = −jωεwLδp,q2k2o [k
2
o − ( ppi2L )2]
s1p,p(−cc,0)
γp,0 sin(γp,0cc)
⇒
GE11p,q = −jωεwLδp,qk2o [k
2
o − ( ppi2L )2] 1γp,0 sin(γp,0cc) (D.19)
Matrix GE12: Impact of magnetic current on the scattered magnetic field (Slot2 - rectangular
waveguide).
GE12 is a PxP matrix. It’s elements are defined in the following way:
GE12p,q=−jωε
√
2
2 (R1p,q +R2p,q +R3p,q +R4p,q) (D.20)
• R1
R1p,q =
√
2
2
∫∫
Slot2
vp(ζs2, ξs2)
∫∫
Slot2
GmHsrwzz (
−→rs2|−→rs2 ′)uq(ζ′s2, ξ′s2)dξ′s2dζ′s2dξs2dζs2
where:
GmHsrwζζ (
−→rs2|−→rs2′) = − 4jarbr
∞∑
m=1
∞∑
n=0
k2o−(mpiar )
2
γm,nεtεsk2o
f2m,n(ζs2, ξs2)f2m,n(ζ
′
s2, ξ
′
s2)t3m,n(ηs2, η
′
s2),
f2m,n(ζs2, ξs2) = sin[
mpi
ar
(ζs2 +
ar
2 )] cos[
npi
br
(ξs2 +
br
2 )]
t3m,n(ηs2, η
′
s2) =
(e
jγm,n(ηs2+η
′
s2
)
+e
−jγm,n|ηs2−η′s2|)
2
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The factor
√
2
2 is included in the expression of R1p,q, because term R1p,q represents the ζ− magnetic
field that is generated by the ζ− slot magnetic current. According to the analysis in Appendix C,
the ζ− and ξ− components of the magnetic current are given by:
Mζ(−→r s2) =
√
2
2 M2(
−→r s2)
Mξ(−→r s2) =
√
2
2 M2(
−→r s2)
As in the cases of GE9, GE10 and GE11, the integrals with respect to the primed variables may be
computed independently from the integrals involving the non primed variables. Their product will
yield the final expression for R1p,q.
Since the test/ basis functions are expressed in terms of the ridged waveguide coordinate system, it
is convinient to employ the same coordinate system for the eigenvectors of the twisted rectangular
waveguide. The coresponding transformation relationships have been derived in Appendix C.
f2m,n(zs2, xs2)
(C.12)
= sin[A1(zs2, xs2)] cos[A2(zs2, xs2)],
A1(zs2, xs2) =
mpi
ar
(
√
2
2 zs2 +
ar
2 −
√
2
2 xs2 +
√
2
4 a)
A2(zs2, xs2) =
npi
br
(
√
2
2 zs2 +
br
2 +
√
2
2 xs2 −
√
2
4 a)
− Evaluation of the integral over the source points:
Is1q =
∫ ∫
Slot2
f2t,s(z
′
s2, x
′
s2)uq(z
′
s2, x
′
s2)dx
′
s2dz
′
s2 ⇒
Is1q =
L∫
−L
a
2+
w
2∫
a
2−w2
f2t,s(z
′
s2, x
′
s2)uq(z
′
s2)dx
′
s2dz
′
s2 ⇒
Is1q =
L∫
−L
a
2+
w
2∫
a
2−w2
sin[A1(z
′
s2, x
′
s2)] cos[A2(z
′
s2, x
′
s2)] sin[
qpi
2L(z
′
s2 + L)]dx
′
s2dz
′
s2
Is1q =
1
2
L∫
−L
a
2+
w
2∫
a
2−w2
{sin[A1(z′s2, x′s2) +A2(z′s2, x′s2)]+
+ sin[A1(z
′
s2, x
′
s2)−A2(z′s2, x′s2)]} sin[ qpi2L (z′s2 + L)]dx′s2dz′s2 ⇒
At this point, the following two cases must be distinguished:
I) mpi
ar
= npi
br
:
Is1aq =
1
2
L∫
−L
a
2+
w
2∫
a
2−w2
{sin[mpi
ar
(
√
2z′s2 +
ar
2 +
br
2 )]+
+ sin[mpi
ar
(ar2 − br2 −
√
2x′s2 +
√
2
2 a)]} sin[ qpi2L(z′s2 + L)]dx′s2dz′s2 ⇒
Is1aq =
w
2
L∫
−L
sin[mpi
ar
(
√
2z′s2 +
ar
2 +
br
2 )] sin[
qpi
2L(z
′
s2 + L)]dz
′
s2+
+ 12
L∫
−L
sin[ qpi2L(z
′
s2 + L)]
[
cos[mpi
ar
( ar2 − br2 −
√
2xs2+
√
2
2 a)]√
2mpi
ar
] a
2+
w
2
a
2−w2
dz′s2 ⇒
Is1aq =
w
4
L∫
−L
{cos[ qpi2L (z′s2 + L)− mpiar (
√
2z′s2 +
ar
2 +
br
2 )]−
− cos[ qpi2L (z′s2 + L) + mpiar (
√
2z′s2 +
ar
2 +
br
2 )]}dz′s2+
+ 12
L∫
−L
sin[ qpi2L (z
′
s2 + L)]
cos[mpi
ar
( ar2 − br2 −
√
2w
2 )]√
2mpi
ar
dz′s2−
− 12
L∫
−L
sin[ qpi2L (z
′
s2 + L)]
cos[mpi
ar
( ar2 − br2 +
√
2w
2 )]√
2mpi
ar
dz′s2 ⇒
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Is1aq =
w
4
[
sin[ qpi2L (z
′
s2+L)−mpiar (
√
2z′s2+
ar
2 +
br
2 )]
qpi
2L−
√
2mpi
ar
]L
−L
−
−w4
[
sin[ qpi2L (z
′
s2+L)+
mpi
ar
(
√
2z′s2+
ar
2 +
br
2 )]
qpi
2L+
√
2mpi
ar
]L
−L
+
+
√
2 sin[mpi
ar
(ar2 − br2 )] sin(mpi
√
2w
2ar
) ar
mpi
L
qpi
[1− cos(qpi)]⇒
Is1aq =
w
4
sin[qpi−mpi
ar
(
√
2L+ ar2 +
br
2 )]+sin[
mpi
ar
(−√2L+ar2 + br2 )]
qpi
2L−
√
2mpi
ar
−
−w4
sin[qpi+mpi
ar
(
√
2L+ar2 +
br
2 )]−sin[mpiar (−
√
2L+ ar2 +
br
2 )]
qpi
2L+
√
2mpi
ar
+
+
√
2 sin[ (m−n)pi2 ] sin(
npi
√
2w
2br
) ar
mpi
L
qpi
[1− cos(qpi)]⇒
Is1aq =
w
4
− cos(qpi) sin[mpi
√
2L
ar
+
(m+n)pi
2 ]+sin[−mpi
√
2L
ar
+
(m+n)pi
2 ]
qpi
2L−
√
2mpi
ar
−
−w4
cos(qpi) sin[mpi
√
2L
ar
+
(m+n)pi
2 ]−sin[−mpi
√
2L
ar
+
(m+n)pi
2 ]
qpi
2L+
√
2mpi
ar
+
+
√
2 sin[ (m−n)pi2 ] sin(
npi
√
2w
2br
) ar
mpi
L
qpi
[1− cos(qpi)]⇒
Is1aq =
w
4
qpi
L
sin[−mpi
√
2L
ar
+
(m+n)pi
2 ]−cos(qpi) sin[mpi
√
2L
ar
+
(m+n)pi
2 ]
( qpi2L )
2−2(mpi
ar
)2 +
+
√
2 sin[ (m−n)pi2 ] sin(
npi
√
2w
2br
) ar
mpi
L
qpi
[1− cos(qpi)] (D.21a)
II) mpi
ar
6= npi
br
:
Is1bq =
1
2
L∫
−L
sin[ qpi2L (z
′
s2 + L)]
[
cos[A1(z
′
s2,x
′
s2)+A2(z
′
s2,x
′
s2)]√
2
2
mpi
ar
−
√
2
2
npi
br
] a
2+
w
2
a
2−w2
dz′s2+
+ 12
L∫
−L
sin[ qpi2L(z
′
s2 + L)]
[
cos[A1(z
′
s2,x
′
s2)−A2(z′s2,x′s2)]√
2
2
mpi
ar
+
√
2
2
npi
br
]a
2+
w
2
a
2−w2
dz′s2 ⇒
Is1bq =
√
2
2
L∫
−L
sin[ qpi2L (z
′
s2 + L)]
cos[(mpi
ar
+npi
br
)
√
2z′
s2
2 +
√
2w
4 (
npi
br
−mpi
ar
)+
(m+n)pi
2 ]
mpi
ar
−npi
br
dz′s2−
−
√
2
2
L∫
−L
sin[ qpi2L(z
′
s2 + L)]
cos[(mpi
ar
+npi
br
)
√
2z′
s2
2 +
√
2w
4 (
−npi
br
+mpi
ar
)+
(m+n)pi
2 ]
mpi
ar
−npi
br
dz′s2+
+
√
2
2
L∫
−L
sin[ qpi2L(z
′
s2 + L)]
cos[(mpi
ar
−npi
br
)
√
2z′
s2
2 −
√
2w
4 (
npi
br
+mpi
ar
)+ (m−n)pi2 ]
mpi
ar
+npi
br
dz′s2−
−
√
2
2
L∫
−L
sin[ qpi2L(z
′
s2 + L)]
cos[(mpi
ar
−npi
br
)
√
2z′
s2
2 +
√
2w
4 (
npi
br
+mpi
ar
)+
(m−n)pi
2 ]
mpi
ar
+npi
br
dz′s2 ⇒
Is1bq =
√
2
2
L∫
−L
sin[ qpi2L(z
′
s2 + L)]
2 sin[(mpi
ar
+npi
br
)
√
2z′
s2
2 +
(m+n)pi
2 ] sin[
√
2w
4 (
mpi
ar
−npi
br
)]
mpi
ar
−npi
br
dz′s2+
+
√
2
2
L∫
−L
sin[ qpi2L (z
′
s2 + L)]
2 sin[(mpi
ar
−npi
br
)
√
2z′
s2
2 +
(m−n)pi
2 ] sin[
√
2w
4 (
mpi
ar
+npi
br
)]
mpi
ar
+npi
br
dz′s2 (D.21b)
In order to simplify the calculations in (D.21b), integral
L∫
−L
sin[ qpi2L (z
′
s2 + L)] sin(kz
′
s2 +
dpi
2 )dz
′
s2 is
examined. In the above integral, k and d are arbitrary coefficients.
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Iiq =
L∫
−L
sin[ qpi2L (z
′
s2 + L)] sin(kz
′
s2 +
dpi
2 )dz
′
s2 ⇒
Iiq =
1
2
L∫
−L
{cos[ qpi2L(z′s2 + L)− kz′s2 − dpi2 ]− cos[ qpi2L (z′s2 + L) + kz′s2 + dpi2 ]}dz′s2 ⇒
Iiq =
1
2
[
sin[ qpi2L (z
′
s2+L)−kz′s2−dpi2 ]
qpi
2L−k
]L
−L
− 12
[
sin[ qpi2L (z
′
s2+L)+kz
′
s2+
dpi
2 ]
qpi
2L+k
]L
−L
⇒
Iiq =
1
2
sin(qpi−kL− dpi2 )−sin(kL− dpi2 )
qpi
2L−k
− 12
sin(qpi+kL+ dpi2 )−sin(−kL+ dpi2 )
qpi
2L+k
⇒
Iiq = − 12
sin(kL− dpi2 )+cos(qpi) sin(kL+ dpi2 )
qpi
2L−k −
1
2
sin(kL− dpi2 )+cos(qpi) sin(kL+ dpi2 )
qpi
2L+k
⇒
Iiq = − qpiL
sin(kL− dpi2 )+cos(qpi) sin(kL+ dpi2 )
( qpi2L )
2−k2
Insertion of Iiq with the apropriate values for k and d leads to the following expression for Isbq :
Is1bq =−
√
2qpi
L
{ sin[
√
2w
4 (
mpi
ar
−npi
br
)]
mpi
ar
−npi
br
sin[(mpi
ar
+npi
br
)
√
2L
2 −
(m+n)pi
2 ]
( qpi2L )
2−k2 +
+
cos(qpi) sin[(mpi
ar
+npi
br
)
√
2L
2 +
(m+n)pi
2 ]
( qpi2L )
2−k2 }−
−
√
2qpi
L
sin[
√
2w
4 (
mpi
ar
+npi
br
)]
mpi
ar
+npi
br
{ sin[(
mpi
ar
−npi
br
)
√
2L
2 − (m−n)pi2 ]
( qpi2L )
2−k2 +
+
cos(qpi) sin[(mpi
ar
−npi
br
)
√
2L
2 +
(m−n)pi
2 ]
( qpi2L )
2−k2 } (D.21c)
Is1bq =−
√
2qpi
L
{ sin[
√
2w
4 (
mpi
ar
−npi
br
)]
mpi
ar
−npi
br
sin[(mpi
ar
+npi
br
)
√
2L
2 −
(m+n)pi
2 ]
( qpi2L )
2− 12 (mpiar +
npi
br
)2
+
+
cos(qpi) sin[(mpi
ar
+npi
br
)
√
2L
2 +
(m+n)pi
2 ]
( qpi2L )
2− 12 (mpiar +
npi
br
)2
}−
−
√
2qpi
L
sin[
√
2w
4 (
mpi
ar
+npi
br
)]
mpi
ar
+npi
br
{ sin[(
mpi
ar
−npi
br
)
√
2L
2 −
(m−n)pi
2 ]
( qpi2L )
2− 12 (mpiar −
npi
br
)2
+
+
cos(qpi) sin[(mpi
ar
−npi
br
)
√
2L
2 +
(m−n)pi
2 ]
( qpi2L )
2− 12 (mpiar −
npi
br
)2
} (D.21c)
Summarizing the results from (D.21a) and (D.21b), integral I9q is otained by:
Is1q =
{
Is1aq ,
mpi
ar
= npi
br
Is1bq ,
mpi
ar
6= npi
br
(D.22a)
− Evaluation of the integral over the observation points:
Io1p =
∫ ∫
Slot2
f2m,n(zs2, xs2)vp(zs2, xs2)dxs2dzs2 ⇒
Io1p = Is1p (D.22b)
As aready mentioned before the product IopIsq yields the final expression for R1q,p:
R1q,p =
√
2
2
Io1pIs1q (D.23)
• R2
R2p,q =
√
2
2
∫∫
Slot2
vp(ζs2, ξs2)
∫∫
Slot2
GmHsrwζξ (
−→rs2|−→rs2 ′)uq(ζ′s2, ξ′s2)dξ′s2dζ′s2dξs2dζs2
178
where:
GmHsrwζξ (
−→rs2|−→rs2′) = 4j
arbr
∞∑
m=1
∞∑
n=0
mpi
ar
npi
br
γm,nεmεnk2o
f2m,n(ζs2, ξs2)f3t,s(ζ
′
s2, ξ
′
s2)t3n,m(ηs2, η
′
s2),
f3m,n(ζs2, ξ) = cos[
mpi
ar
(ζs2 +
ar
2
)] sin[
npi
br
(ξs2 +
br
2
)]⇒
f3m,n(zs2, xs2)
(C.12)
= cos[A1(zs2, xs2)] sin[A2(zs2, xs2)]
The elements of matrix R2 may be expressed as the product of two integrals:
R2p,q =
√
2
2
Io1pIs2q , (D.24)
Is2q =
∫ ∫
Slot2
f3m,n(z
′
s2, x
′
s2)uq(z
′
s2, x
′
s2)dx
′
s2dz
′
s2
and Io1p is given by (D.22b)
− Evaluation of integral Is2q :
Is2q =
L∫
−L
a
2+
w
2∫
a
2−w2
cos[A1(z
′
s2, x
′
s2)] sin[A2(z
′
s2, x
′
s2)] sin[
qpi
2L(z
′
s2 + L)]dx
′
s2dz
′
s2 ⇒
Is2q =
1
2
L∫
−L
a
2+
w
2∫
a
2−w2
{sin[A1(z′s2, x′s2) +A2(z′s2, x′s2)]−
− sin[A1(z′s2, x′s2)−A2(z′s2, x′s2)]} sin[ qpi2L (z′s2 + L)]dx′s2dz′s2 ⇒
I) mpi
ar
= npi
br
:
Is2aq =
1
2
L∫
−L
a
2+
w
2∫
a
2−w2
{sin[mpi
ar
(
√
2z′s2 +
ar
2 +
br
2 )]−
− sin[mpi
ar
(ar2 − br2 −
√
2x′s2 +
√
2
2 a)]} sin[ qpi2L(z′s2 + L)]dx′s2dz′s2 ⇒
Is2aq =
w
2
L∫
−L
sin[mpi
ar
(
√
2z′s2 +
ar
2 +
br
2 )] sin[
qpi
2L(z
′
s2 + L)]dz
′
s2−
− 12
L∫
−L
sin[ qpi2L(z
′
s2 + L)]
[
cos[mpi
ar
( ar2 − br2 −
√
2xs2+
√
2
2 a)]√
2mpi
ar
] a
2+
w
2
a
2−w2
dz′s2 ⇒
Is2aq =
w
4
L∫
−L
{cos[ qpi2L (z′s2 + L)− mpiar (
√
2z′s2 +
ar
2 +
br
2 )]−
− cos[ qpi2L (z′s2 + L) + mpiar (
√
2z′s2 +
ar
2 +
br
2 )]}dz′s2−
− 12
L∫
−L
sin[ qpi2L (z
′
s2 + L)]
cos[mpi
ar
( ar2 − br2 −
√
2w
2 )]√
2mpi
ar
dz′s1+
+ 12
L∫
−L
sin[ qpi2L (z
′
s2 + L)]
cos[mpi
ar
( ar2 − br2 +
√
2w
2 )]√
2mpi
ar
dz′s1 ⇒
Is2aq =
w
4
[
sin[ qpi2L (z
′
s2+L)−mpiar (
√
2z′s2+
ar
2 +
br
2 )]
qpi
2L−
√
2mpi
ar
]L
−L
−
−w4
[
sin[ qpi2L (z
′
s2+L)+
mpi
ar
(
√
2z′s2+
ar
2 +
br
2 )]
qpi
2L+
√
2mpi
ar
]L
−L
−
−√2 sin[mpi
ar
(ar2 − br2 )] sin(mpi
√
2w
2ar
) ar
mpi
L
qpi
[1− cos(qpi)]⇒
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Is2aq =
w
4
sin[qpi−mpi
ar
(
√
2L+ ar2 +
br
2 )]+sin[
mpi
ar
(−√2L+ar2 + br2 )]
qpi
2L−
√
2mpi
ar
−
−w4
sin[qpi+mpi
ar
(
√
2L+ar2 +
br
2 )]−sin[mpiar (−
√
2L+ ar2 +
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Combination of (D.24a) and (D.24b) yields:
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where Io2p = Is2p
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The final expression for GE12p,q is obtained after insertion of (D.23), (D.26), (D.27) and (D.28)
into (D.20):
GE12p,q=−jωε 12 (Io1pIs1q + Io1pIs2q + Io2pIs1q + Io2pIs2q ) (D.29)
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