














พระนครเหนือ วิทยาเขตปราจีนบุรี โดยใช้เทคนิคเหมืองข้อมูล 3 วิธี คือวิธีต้นไม้ตัดสินใจ วิธีแบบเบย์ และวิธีฐานกฎ  
นำมาเปรียบเทียบประสิทธิภาพของโมเดลการจำแนกหาตัวแบบที่เหมาะสมเพื่อใช้ทำนายแขนงวิชาเรียนที่เหมาะสมกับ
นักศึกษาภาควิชาเทคโนโลยีสารสนเทศ โดยรวบรวมข้อมูลของนักศึกษาภาควิชาเทคโนโลยีสารสนเทศ คณะเทคโนโลยี
และการจัดการอุตสาหกรรม  มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ  วิทยาเขตปราจีนบุรี ตั้งแต่ปีการศึกษา 
2548-2559 จำนวน 759 ระเบียน วิเคราะห์ข้อมูลบนพื ้นฐานของวิธ ี 10-Fold Cross Validation โดยใช้โปรแกรม  
RapidMiner Studio 7 ในการสร้างแบบจำลอง  ผลการศึกษาพบว่าวิธีฐานกฎมีประสิทธิภาพสูงสุด ให้ค่าความถูกต้อง
เท่ากับ 78.66% รองลงมาคือวิธีต้นไม้ตัดสินใจที่ให้ค่าความถูกต้องเท่ากับ 78.26% และวิธีแบบเบย์ให้ค่าความถูกต้อง




คำสำคัญ: เหมืองข้อมูล; วิธีต้นไม้ตัดสนิใจ; วิธีแบบเบย์; วิธีฐานกฎ; การจำแนกข้อมูล; ประสทิธิภาพของโมเดล 
รับพิจารณา: 20 เมษายน 2561 
แก้ไข: 21 กรกฎคม 2564 
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Abstract 
This research proposes to compare the efficiency data mining techniques for decision in the 
selection of Information Technology students’ academic subjects, Faculty of Technology and 
Industrial Management, King Mongkut’s University of Technology North Bangkok, Prachinburi Campus. 
There are three data mining classification techniques used, Decision Tree, Naïve Bayes and Rule Base, 
to compare the efficiency of the model and to identify the appropriate model for predicting the 
appropriate learning outcomes. The data used in the research were 759 records of the students from 
Department of Information Technology, Faculty of Technology and Industrial Management, King 
Mongkut’s University of Technology North Bangkok, Prachinburi Campus during the 2005-2017 
academic year. The data was analyzed by using RapidMiner Studio 7 with datamining technique on 
10-Fold Cross Validation. The comparative results showed that the accuracy of Rule Base algorithm 
is 78.26% which was higher than Decision Tree and Naïve Bayes with 78.26% and 78.12% respectively. 
The finding also indicated that the findings could help student’s decision in the selection of 
Information Technology academic subjects effectively and could predict their graduation duration 
according to the program criteria. 
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ให้นักศึกษาหลักสูตรเทคโนโลยีบัณฑิต 4 ปี จะต้องทำ







กำหนด ศักรินทร์ และคณะ [1] ได้กล่าวถึงสาเหตุของ
การลาออกกลางคันของนักศึกษาระดับประกาศนียบัตร
วิชาชีพชั้นสูง  โดยใช้เทคนิคเหมืองข้อมูล  ว่ามีปัจจัยที่
เกี่ยวข้อง 5 อันดับแรกคือ ประเภทโรงเรียนเดิม, ประเภท
หลักสูตร, เกรดเฉลี่ยก่อนเข้าศึกษา, การกู้ยืมกองทุนเพื่อ
การศึกษา และสาขา เช่นเดียวกับกาญจนา [2] ได้กล่าวว่า
ตัวแปรที่มีอิทธิพลต่อแรงจูงใจในการเลือกเรียนวิชาชีพ




ทัศนคติ  ลักษณะมุ่งอนาคตและบุคลิกภาพ  














เช่นเดียวกับงานวิจัยของขนิษฐา และคณะ [5] ได้ทำการ
สังเคราะห์รูปแบบบทเรียนคอมพิวเตอร์ช่วยสอนบน
เครือข่าย โดยการวิเคราะห์ด้วยวิธีต้นไม้  ซึ่งสามารถจำแนก
ผู้เรียนตามความถนัดทางการเรียนตามทฤษฎี 4MAT 
ในการวิจัยครั้งนี้  ได้นำข้อมูลของนักศึกษาตั้งแต่ปี
การศึกษา 2548-2559 จำนวน 759 คน มาวิเคราะห์เพื่อ
พัฒนาโมเดลที่สามารถทำนายแขนงวิชาที่เหมาะสมกับ
ผู้เรียน  เพื่อเป็นแนวทางประกอบการตัดสินใจการเลือก
แขนงวิชาเรียนของนักศึกษา  ซึ่งมีตัวแปรต้นได้แก่ ข้อมูล
หลักสูตรที่จบการศึกษาก่อนหน้า (สายสามัญหรือสาย
อาชีพ), เกรดเฉลี่ยก่อนเข้าศึกษา, เกรดเฉลี่ยเมื่อจบการ 
ศึกษาในระดับปริญญาตรี และผลการเรียนรายวิชาหลัก
ของสาขาเทคโนโลยีสารสนเทศ ภาควิชาเทคโนโลยี








อุตสาหกรรม  มหาวิทยาลัยเทคโนโลยีพระจอมเกล้า 
พระนครเหนือ วิทยาเขตปราจีนบุรี   
 
3. ทฤษฎีที่เกี่ยวข้อง 
 3.1 เหมืองข้อมูล 









หลักการทางคณิตศาสตร์ สถิติ การรู้จำ การเรียนรู้ทาง
เครื่องจักร  เพื่อนำความรู้ที่ได้นั้นมาใช้ในการแก้ปัญหา  
วางแผน  หรือดำเนินกลยุทธ์ขององค์กรให้ประสบความ 
สำเร็จสูงสุด  ซึ่งการวิเคราะห์ข้อมูลด้วยเทคนิคเหมือง
ข้อมูลสามารถแบ่งได้เป็น 2 ประเภทหลัก ๆ คือ [6] 




เทคนิคการค้นหากฎความสัมพันธ์ (Association Rule) 
และการแบ่งกลุ่มข้อมูล (Clustering) 
 3.1.2 เทคนิคการเรียนรู้แบบมีผู้สอน 
(Supervised Learning) เน้นการเรียนรู้จากข้อมูลที่มีอยู่
ในอดีตเพื่อนำมาสร้างโมเดลสำหรับทำนายหรือคาดการณ์
สิ ่งที่เกิดขึ้นในอนาคต สามารถแบ่งย่อยได้อีกคือ การ
จำแนกประเภทข้อมูล (Classification) และการประมาณ
ค่าข้อมูล (Regression) ซึ ่งท ั ้งสองเทคนิคจะมีความ
แตกต่างกันที่คำตอบที่ต้องการทำนาย ซึ่งการจำแนก
ประเภทข้อมูล (Classification) จะทำนายข้อมูลที่มีค่า
เป็น Nominal เช่น เพศชาย หญิง หรือค่าที่ไม่ใช่ตัวเลข
นั่นเอง ส่วนการประมาณค่าข้อมูล (Regression) จะใช้
กับข้อมูลคำตอบที่เป็นตัวเลขเท่านั้น 
3.2 เทคนิคเหมืองข้อมูล 
 ในการวิจัยครั้งนี้  ได้ใช้เทคนิคการเรียนรู้แบบมีผู้สอน 
(Supervised Learning) แบบการจำแนกประเภทข้อมูล 
(Classification) โดยใช้อัลกอริธึมเพื่อใช้ทำนายแนวโน้ม
ให้แก่ข้อมูลใหม่ 3 วิธีดังนี้ [7] 





หมู่ได้ด้วยรูปแบบของ Tree  โครงสร้างประกอบด้วย 
Root Node, Child และ Leaf Node  




ขึ้นมาก่อน โดนใช้ทฤษฎขีอง Bayes ในการแก้ปัญหา 
 3.2.3  วิธีฐานกฎ (Rule-Based Classification) 
[8] 
 การจำแนกข้อมูลด้วยกฎจะเป็นโมเดลที ่จะ
แสดงผลด้วยเซตของกฎที่มีลักษณะแบบ IF-THEN  โดย




 การนำโมเดลไปใช้งานจริงได้นั้น  จำเป็นจะต้องทราบ
ประสิทธิภาพของโมเดลก่อน  โดยทั่วไปแล้วจะมีตัววัดที่
นิยมใช้กันในงานวิจัยและการทำงานต่าง ๆ อยู่ 5 ค่า คือ 
- ค่าความแม่นยำ (Precision)  คือค่าที่ดูสิ ่งที่
ทำนายออกมาแล้วทายถูกได้กี่เปอร์เซ็นต์  
- ค่าความระลึก (Recall)  คือจำนวนที่ทำนาย
ถูกกี่ตัว  เป็นการวัดความถูกต้องของโมเดล 
- ค่าความถ่วงดุล (F-measure) คือค่าเฉลี่ยของ
ค่าความแม่นยำและค่าความระลึก 
- ค่าความถูกต้อง (Accuracy) คือจำนวนข้อมูล
ที่ทำนายถูกทุกคลาส  เป็นการวัดความถูกต้องของโมเดล  
โดยพิจารณารวมทุกคลาส 





ด้วยวิธี Cross-validation นี้ จะทำการแบ่งข้อมูลออก 






validation คือทำการแบ่งข้อมูลออกเป็น 5 ส่วน โดยที่
แต่ละส่วนมีจำนวนข้อมูลเท่ากัน  หรือ 10-fold cross-
validation คือการแบ่งข้อมูลออกเป็น 10 ส่วน โดยที่ 
แต่ละส่วนมีจำนวนข้อมูลเท่ากัน หลังจากนั้นข้อมูลหนึ่ง
ส่วนจะใช้เป็นตัวทดสอบประสิทธิภาพของโมเดล ทำวน
ไปเช่นนี้จนครบจำนวนที่แบ่งไว้   
 
4. งานวิจัยที่เกี่ยวข้อง 
 พุทธิดา และคณะ [10] ได้นำเสนอผลการเปรียบเทียบ
ประสิทธิภาพการจำแนกข้อมูลโดยใช้เทคนิคการรวมกลุ่ม
จำแนกข้อม ูล (ENSEMBLE) ท ั ้ง 3 เทคน ิคค ือ Vote 




นำเข้าทีละตัวแปร  ผลการเปรียบเทียบพบว่า Random 
Forest ให้ค่าประสิทธิภาพความถูกต้องสูงที่สุด 100% 






















พระนครเหนือ วิทยาเขตปราจีนบุรี ตั ้งแต่ปีการศึกษา 
2548-2559 ซึ่งมีจำนวนข้อมูลทั้งหมด 759 ระเบียน ซึ่งมี
จำนวนแอทริบิวต์ ทั้งหมด 12 แอทริบิวต์ ได้แก่ เกรด
เฉลี่ยจบการศึกษา, ระดับผลการเรียนของโรงเรียนเดิม, 
ผลการเรียนในรายวิชาหลัก 8 วิชา, หลักสูตรที่จบการศึกษา
ก่อนเข้าศึกษาปริญญาตรี (สายสามัญหรือสายอาชีพ)  
และแขนงวิชาเรียน โดยมี 4 คลาส ได้แก่ คลาส 1 คือ
แขนงวิชาวิทยาการสารสนเทศ, คลาส 2 คือแขนงวิชา
เทคโนโลยีมัลติมีเดีย, คลาส 3 คือแขนงวิชาเทคโนโลยี
เครือข่าย และคลาส 4 คือแขนงวิชาเทคโนโลยีระบบธุรกิจ   
 5.2 การเตรียมข้อมูลสำหรับทำเหมืองข้อมูล 
 ทำการเตรียมข้อมูลทั้ง 759 ระเบียนดังตารางที่ 1 
 5.3 การออกแบบโมเดล 
 ทำการออกแบบโมเดลตามรูปแบบการจำแนกประเภท
ข้อมูล (Classification)  และใช้โปรแกรม RapidMiner 
Studio 7 วิเคราะห์โดยใช้อัลกอริธึม วิธีต้นไม้ตัดสินใจ  
วิธีแบบเบย์ และวิธีฐานกฎ เพื่อเปรียบเทียบประสิทธิภาพ
การจำแนกข้อมูล 
ตารางที่ 1 รายละเอียดข้อมูล 






High = A และ B+ 
Normal = B และ 
C+ 
Medium = C และ 
D+ 




Math ผลการเรียนวิชา Math 







ตารางที่ 1 รายละเอียดข้อมูล (ต่อ) 















Bad=น้อยกวา่ 2.49  










การวัดความถูกต้องของทั้ง 3 อัลกอริธึม ด้วยวิธีการ 10-
fold cross-validation ซึ่งจะแบ่งข้อมูลออกเป็น 10 ชุด
เท่า ๆ กันแล้วให้ใช้ 1 กลุ่มมาเป็นกลุ่มทดสอบ (Test set)  
ส่วนที่เหลือ 9 ชุด  นำมาใช้เป็นกลุ่มเรียนรู้ (Training 
Set) แล้วทำการวนทำเป็นจำนวน 10 รอบ  โดยเปลี่ยน
กลุ่มทดสอบไปเรื่อย ๆ จนครบ  ในการวัดประสิทธิภาพ
ของการจำแนกประเภทข้อมูลได้แก่ การหาค่าความ
แม่นยำ (Precision) ค่าความระลึก (Recall) ค่าความ
ถ่วงดุล (F-measure) และค่าความถูกต้อง (Accuracy)  
 
6. ผลการวิจัย 
 6.1  ผลการเปรียบเทียบประสิทธิภาพ 
 จากการทดสอบประสิทธิภาพด้วยวิธีการ 10-fold 
cross-validation เพื่อทำการเปรียบเทียบประสิทธิภาพ
ในการจำแนกข้อมูล 3 อัลกอริธึม คือ แบบวิธีต้นไม้
ตัดสินใจ วิธีแบบเบย์และวิธีฐานกฎค่าความถูกต้องของ
แต่ละอัลกอริธึม พบว่าการจำแนกประเภทแบบวิธีฐาน
กฎ  ให้ค่าความถูกต้องสูงที่สุด (78.66) รองลงมาคือวิธี
ต้นไม้ตัดสินใจ (78.26)  และวิธีแบบเบย์ (78.12) ตาม 
ลำดับ ผลการทดลองแสดงดังตารางที่ 2  
ตารางที่ 2 ผลลัพธ์ความถูกต้องในการจำแนกข้อมูล 
Algorithms Accuracy Rate (%) 
Decision Tree 78.26 
Naïve Bays 78.12 
Rule Based 78.66 
 การประเมินประสทิธิภาพโดยใช้การวัดคา่ความแมน่ยำ 
(Precision), ค่าความระลึก (Recall) และค่าความถ่วงดุล 
(F-measure)  ผลลัพธ์แสดงในตารางที่ 3 และรูปที่ 1 







Decision Tree 82.79 95.10 88.51 
Naïve Bays 87.58 90.54 89.03 

















 6.2 ตัวแบบที่ได้จากการเปรียบเทียบประสิทธิภาพ 
 จากผลการเปรียบเทียบประสิทธิภาพพบว่าอัลกอริธึม
วิธีฐานกฎให้ค่าความถูกต้องสูงที่สุด ซึ่งได้ผลการวิเคราะห์












รูปที่ 2  ตัวบบที่ได้จากวิธีฐานกฎด้วยการวิเคราะห์  
     จากโปรแกรม  RapidMiner Studio 7 
 การวิเคราะห์ข้อมูลด้วยเทคนิคดาต้าไมนิ่งโดยโปรแกรม 
RapidMiner Studio 7 ได้วิธีฐานกฎซึ่งเป็นอัลกอริธึมที่
ให้ค่าความถูกต้องสูงสุด  พบว่าตัวแบบที่ได้นั้นสามารถ
นำไปทำนายแขนงวิชาเรียนให้แก่นักศึกษา ซึ่งจะต้อง





















แบบที ่ใช ้ในการจำแนกประเภทข้อมูลที ่ด ีที ่ส ุด โดย 
ตัวแปรที่ใช้มีทั ้งหมด 12 ตัวแปร ได้แก่ เกรดเฉลี่ยจบ
การศึกษา, ระดับผลการเรียนของโรงเรียนเดิม, ผลการ
เรียนในรายวิชาหลัก 8 วิชา, หลักสูตรที่จบการศึกษา
ก่อนเข้าศึกษาปริญญาตรี (สายสามัญหรือสายอาชีพ) 
และแขนงวิชาเรียน โดยได้ทำการเปรียบเทียบประสิทธิภาพ
การจำแนกประเภทข้อมูล 3 วิธีคือ แบบวิธีต้นไม้ตัดสินใจ 
วิธีแบบเบย์ และวิธีฐานกฎ ผลการเปรียบเทียบอัลกอริธึม 
ทั้ง 3 วิธี พบว่าการจำแนกประเภทแบบวิธีฐานกฎ (Rule 
Base) ให้ค่าความถูกต้องสูงที่สุด คือ 78.66% รองลงมา
คือวิธีต้นไม้ตัดสินใจ (Decision Tree) ให้ความถูกต้อง 
78.26% และว ิธ ีแบบเบย ์  78.12% ตาม ลำด ับ ซึ่ ง
สอดคล้องกับงานวิจัยของนงลักษณ์และคณะ [13] ได้
เปรียบเทียบประสิทธิภาพการจำแนกข้อมูลด้วยเทคนิค
การทำเหมือง ระหว่างเคเนียเรสเนเบอร์ กฎพื้นฐาน และ
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