A number of controller design methods have been proposed to suppress the torque disturbance and/or the resulting speed ripples, and they can be categorized under feedforward compensation and internal model principle (IMP) approaches [3] , respectively. For example, in [4] , a feedforward approach is employed to calculate the torque ripples from the feedback errors and feeds forward the correction to cancel the disturbance on the q-axis current. A sizable body of literature addresses the rejection of periodic disturbance based on IMP, which states that, in order to follow a periodic reference or reject a periodic disturbance, the corresponding generating polynomials must be included as part of the denominator polynomial of the controller. For example, Gan and Qiu [5] design a robust controller based on IMP, whereas Qian et al. [2] and Xu et al. [6] use iterative learning control (ILC).
Another possible candidate for electrical drives is model predictive control (MPC), which is an optimization-based approach where the current control applied is obtained by minimizing the difference between the predicted behavior of system and its desired performance. This form of control action is long established in process control where often use of a relatively large sample time is possible, and hence, it is possible to solve the quadratic programming (QP) problem that arises in the resulting algorithm online. Conversely, MPC is less commonly encountered in electric drives and power electronics due to the fast sampling requirement and the computational load of the QP. In more recent years, with the development of faster microcontrollers and advances in MPC research, there has been increasing interest in developing new control schemes based on MPC for the application to electric drives.
One well-researched approach under the general MPC heading is predictive current control (PCC) [7] [8] [9] that takes the advantage of the inherent features of an inverter where, for each of its legs, there are only a finite number of possible switching states available for turning off or on its gates. The underlying idea of PCC is that a one-or two-step-ahead prediction of the stator current is carried out for each of the possible switching states and the one that minimizes the cost function used is selected as the machine input. Depending on the application, the cost function may be formulated to include, for example, the error between the prediction and the reference vector, or the number of switches per cycle and power losses [8] .
Since there are only a finite number of choices for the input, PCC is also termed finite control set MPC in some of the literature [8] , [10] . Several different PCC schemes have been proposed, and for example, Morel et al. [9] analyze and compare their performance. In general terms, the main features of a PCC-based scheme are relatively fast dynamic response, the ability to impose constraints, and the possible absence of a modulator.
In application to power converters and electric drives, PCC differs from the conventional MPC in [11] [12] [13] through the use of a longer prediction horizon and the computation of the optimal inputs under constraints for a linear multivariable system. The application of conventional MPC to an induction motor has been reported in [14] , and in [15] , the application of conventional MPC to a PMSM has been reported. In [15] , a combination of speed and current control in a single controller is applied to a full-order electromechanical model of a PMSM in the d-q reference frame. Constraints are also imposed, and the resulting input voltage vector must be implemented by the modulator. To deal with the problem of unmeasured disturbance, an extra integrator is superimposed on the MPC to remove the steady-state error.
An MPC design is given in [16] for the current loop with the estimation of disturbances using recursive least squares that were fed forward for compensation. This design requires knowledge of the steady-state values because an integrator is not included in the design. More recently, predictive functional control, a type of MPC where the input is modeled by basis functions, has been considered for speed control of a PMSM [17] , where the cascade structure is combined with an extended state observer to compensate for the effects of disturbances. The disturbance rejection analysis in [16] and [17] is based on using a disturbance observer. This paper develops a cascade MPC structure for a PMSM with current and speed control as the inner and outer loops, respectively. The inner current control loop is designed based on the principle of receding horizon control using the linearized per-unit model of the PMSM. The outer loop is also an MPC with the speed reference as the set-point signal and the reference for the q-axis current as the control signal. In order to improve speed control under sinusoidal disturbances arising from current sensor offset errors, the corresponding disturbance frequency modes are embedded in the design of the outer-loop MPC. This is different from the disturbance observer approach, where the disturbance is typically estimated by an observer and then canceled by subtracting it from the control signal. An additional benefit of this new approach is that realtime implementation is greatly simplified since steady-state information about the motor is no longer required. The design in this paper is a particular case of repetitive predictive control [18] where, in comparison with ILC approaches [2] , [6] that use all frequency components, only the dominant frequencies, such as zero and first frequencies, are embedded into the MPC design. Hence, the closed-loop bandwidth is reduced, and the robustness properties in the presence of measurement noise and unmodeled dynamics are enhanced [19] .
This paper is organized as follows. Section II analyzes the source of speed ripples due to the measurement offset error from the sensor, and Section III introduces the signal generator for constant and sinusoidal disturbances. Section IV develops the cascade MPC design with different frequency modes for the inner-and outer-loop systems, respectively, and Section V introduces the per-unit model of a PMSM for implementing the MPC. Section VI gives the results from experimental implementation of the control structure on an industry-sized PMSM, together with frequency-domain analysis. Section VII concludes this paper.
II. BACKGROUND

A. PMSM Model
The commonly used d-q model of a PMSM is given in terms of its rotor reference frame as
where ω e is the electrical speed and is related to the rotor speed by ω e = pω m , with p denoting the number of pole pairs, ω m denoting the mechanical speed, v d and v q denoting the stator voltages in the d-q frame, i d and i q denoting the stator currents in the d-q frame, and T L denoting the load torque. The description of the physical parameters for the motor used in this paper is given in Table I . For a surface-mounted PMSM where effects of saliency are negligible, the d-axis inductance is equal to that for the q-axis (L d = L q ), and hence, there is no reluctance torque component. Consequently, the torque in (4) is solely due to the interaction of the permanent-magnet flux linkage and the q-axis current component, as described by (5) . In addition, vector control in the d-q frame usually sets the reference of the d-axis current as zero (i * d = 0), except in the field weakening region. With a well-designed current controller, the d-axis current i d is expected to follow i * d = 0. Under this assumption, the torque can also be approximated by (5), although it is not a necessary condition for a surface-mounted PMSM.
Substituting (5) into (3) giveṡ
B. Current Sensor Offset Error
The idea of vector control is to transform the three-phase ac currents i a , i b , and i c into their representations i d and i q , respectively, in the rotor reference frame using ⎡
where
sin θ e + 7π 6
cos θ e + π 2
cos θ e − π 6
cos θ e + The dc offset varies unpredictably due to the thermal effects of analog devices, and hence, it is difficult to separate the unwanted dc offset from the sinusoidal measurement [4] . Consequentially, the measured sinusoidal currents have nonzero dc offsets, and this phenomenon can be modeled as
where i a and i b are the actual three-phase currents, i a , i b , and i c are the measured current values contaminated by the unwanted dc offset errors, and Δi a and Δi b are the dc offset errors. Application of the abc/dq transformation (7) to the contaminated three-phase currents of (8) results in the addition of sinusoidal oscillations to the actual d-q-axis current [4] 
where i d and i q denote the actual d-q-axis currents and Δi d and Δi q are the sinusoidal disturbances due to the offset errors Δi a and Δi b , respectively
Also, from (9) and (10), the frequency of the disturbance oscillations is the same as the electrical speed of the PMSM. In the steady state when the motor is running at constant speed, the frequency of oscillation is fixed. Fig. 1 shows the case where the motor used for controller design and experimental testing in this paper is running at 300 r/min and the oscillation due to the offset errors is of frequency 10 Hz, where the disturbance was generated using a current bias error of 0.48 A for illustrative purposes.
C. Speed Ripple
Using the electrical and mechanical models (1), (2), and (6), respectively, of a PMSM in the d-q frame, the cascade structure shown in Fig. 2 has been widely used for closed-loop speed control, where ω * m denotes the constant rotor speed command. In this case, the sinusoidal disturbances Δi d and Δi q caused by the measurement errors can be equivalently treated as external disturbances entering the closed-loop system, and it is assumed that i d and i q are error free. If the frequency of the disturbance is within the bandwidth of the speed loop, the steady-state speed will oscillate at the same frequency as the disturbance in the absence of suitable compensation.
III. SIGNAL GENERATOR
The discussion of the previous section has established that the frequency of the steady-state speed oscillation can be accurately determined if the speed reference is a priori known. Hence, this frequency information can be used in the MPC design to reject the disturbance. In this paper, design is undertaken using the repetitive predictive controller design method [18] , [19] , and the remainder of this section gives the relevant background.
A. Embedding Signal Generators
By the IMP [3] , to follow a reference signal and reject a disturbance with zero steady-state error, the generating polynomial of the reference and disturbance has to be included in the denominator of the controller transfer function. This is also termed embedding the signal generator.
Consider the case when the reference signal for an application contains multiple frequencies. Then, the resulting generating polynomial will contain all periodic modes and the number of these is proportional to the period of reference/disturbance signal and inversely proportional to the sampling interval. The result could be a very high order control system, particularly under fast sampling, and, hence, the possibility of numerical sensitivity, noise amplification, sensitivity to modeling errors, and other undesirable problems in practical applications.
An alternative to including all the periodic modes is to embed fewer periodic modes at a given instance [18] . In particular, the frequency components of a given signal are analyzed, and its reconstruction is performed using a frequency sampling filter model, from which the significant frequencies are identified and error analysis is used to justify the selections. In the case of the reference signal, once the significant frequency components have been selected, the generating polynomial is available, and the design proceeds by first augmenting the plant state-space model with the modes selected from the frequency response of the reference signal. Receding horizon control is then applied to this augmented model, and the extension to also include disturbance rejection is immediate.
In [18] , the generating polynomial of a general periodic signal is derived from a frequency sampling filter decomposition. Application to the PMSM requires tracking of a constant reference speed and rejection of the sinusoidal and constant load torque disturbances. Hence, the generating polynomial is
where ω = 2π/M denotes the fundamental frequency and M is the number of samples in each period. Note that, in (12), the zero frequency component 1 − z −1 is the IMP requirement for the constant component in the reference and disturbance signals. In addition, the term 1 − 2 cos(ω)z −1 + z −2 , also referred as first frequency mode, is the generating polynomial for a sinusoidal signal with fundamental frequency ω. Hence, D(z) contains both zero and first frequency modes as required.
As a particular example, suppose that the motor is running at n = 300 r/min in the steady state and the sampling period is T s = 200 (μs). Then, the period of the disturbance due to the offset error is
where the physical unit revolutions per minute is converted to electrical speed with two pairs of poles. The number of samples for one period of the disturbance is
with fundamental frequency ω = 2π M = 0.0126 (rad/sample).
Hence, for this example
IV. CASCADE MPC WITH EMBEDDED SIGNAL GENERATORS
In this section, the method used to embed the signal generators into the design of cascade MPC structure developed in this paper is described, where it is a common practice in the design of cascade control systems to begin with the inner loop and then proceed to the outer loop. Moreover, the controller structure for the inner loop is often simpler than that for the outer loop.
A. Design Model for the Inner-Loop MPC
The inner-loop MPC uses the electrical model described by (1) and (2), which is a nonlinear and coupled multivariable system with control signals v d and v q and the output signals i d and i q . The first step is to linearize this model about the steady-state operating condition defined by the parameters ω e0 , i d0 , and i q0 , resulting in the following linearized model for the d-q-axis current:
where the last column in (13) represents the disturbances acting on the inner-loop control system. Introduce the notation
Then, applying zero-order hold discretization with a sampling period T s to (13) gives the discrete linear time-invariant system state-space model
, C m is the 2 × 2 identity matrix, and Ω m μ(k) represents the discretized disturbance term.
The primary roles of inner-loop control system are to reject the disturbances as fast as possible and to overcome the nonlinearity and parameter uncertainties. The relative simplicity of implementation of the real-time control system partially justifies embedding integrators into the design of MPC for the inner loop where all variables are expressed in incremental form, and hence, information concerning the steady-state operation, such as the parameters i d0 , i q0 , v d0 , and v q0 , is not required for this task.
The embedding of integrators into MPC design is detailed in [13] . In the case of an integrator, the generating polynomial of (12) is 1 − z −1 , and multiplying both sides of (14) by this term gives
are the increments of x m (k) and u(k). Introducing
T the resulting design model is
where, for the remainder of this paper, 0 and I denote the null and identity matrices, respectively, with compatible dimensions. Using (13), the increment of the disturbance term Δμ(k) mainly depends on the change of ω e . Hence, the disturbance term in (18) is relatively small since the variation of ω e is slow for the electrical system. In any case, closed-loop feedback control will reduce the effects of this term. The formulation of the incremental variables Δu(k) and Δx m (k) does not require steady-state information, and adding and subtracting u ss on the right-hand side of (17) give
Hence, the actual control signal can be calculated using the velocity form of the MPC as
where u act (k) = u(k) + u ss . By setting the initial sample of the control signal u act equal to the actual value of v d and v q , based on (19), the actual d-q-axis voltages can be directly calculated using the optimized Δu(k), and again, steady-state information is not required.
B. Design Model for the Outer-Loop MPC
The dynamic relationship that links the inner and outer loops is described by (6) , with input i q , output ω e , and
However, the q-axis current i q is the output of the inner-loop control system and is therefore not available for the manipulation in the outer loop. Instead, the control used is the set-point signal for the q-axis current i * q , and from the inner closed-loop system, the relationship between the output i q and the set point i * q can be approximated bẏ
where α is the time constant of a first-order approximation and its value can be determined from the dominant pole of the inner closed-loop system. Moreover, the steady-state gain of (21) is unity due to the presence of an integrator in the inner-loop control system. The continuous-time state-space model for the outer-loop control system is formed by (20) and (21) and is then discretized with a sampling period T s . The key reason for using the continuous-time model (21) to approximate the inner closedloop system is because there is a difference between the sampling rates of inner and outer loops. Typically, the sampling rate for the inner loop is about twice as fast as that for the outer loop.
In general terms, the discrete-time state-space model is of the form
, and y(k) = ω e (k). The disturbance term μ(k) represents the load torque T L , assumed to be constant and the sinusoidal disturbance caused by the sensor error. Embedding the generating polynomial D(z) of (12) into this model again follows the procedure given in [18] and is briefly summarized next.
Let D(q −1 ) denote the shift operator corresponding to (12) , and define the filtered state and input vector x s (k) and u s (k), respectively, as
Also, since D(z) contains all disturbance frequencies to be included in the design model
Applying the operator D(q −1 ) to the state (22) gives
and to the output (23)
Hence, (27) can be replaced by the difference equation
and on introducing
T the design model for the outer-loop control system is
In application, once the filtered control signal is obtained, its counterpart (i * q ) can be reconstructed, where
or
with u act (k) = u(k) + u ss and D(q −1 )u ss = 0 due to the 1 − q −1 term in D(q −1 ). Expanding (31) leads to the following formula for computing the control signal u act (k) to be applied:
Hence, in the implementation, the steady-state control signal is not required, and when the controller structure changes, the past states of the actual control signal used in (31) guarantee a smooth transition of the control signal, i.e., bumpless transfer. This feature is illustrated in the experimental results given in Section VI.
C. MPC Design
The remaining task in the design of inner and outer loops is to optimize the control signal Δu(k) for the inner loop and control signal u s (k) for the outer loop, which proceeds as follows [12] , [13] .
At sampling instant k, assuming a control horizon N c and prediction horizon N p , the control objective for the innerloop MPC system is to find the optimal control input Δu that minimizes the cost function
given the model (18), where Q i and R i are symmetric positive semidefinite (denoted ≥ 0) and positive definite (denoted > 0) weighting matrices to be selected. Similarly, for the outer-loop MPC system, the control objective is to find the optimal control input u s (k) that minimizes the cost function
given the model (29) and Q o ≥ 0 and R o > 0 are the weighting matrices to be selected. In this paper, both Q o and Q i are chosen to be C T C with the respective C matrices from inner-and outer-loop models. Moreover, R i and R o are tuned to reflect the demands of the closed-loop response speed. For example, the diagonal elements in R i should be chosen to be much smaller than the parameter R o to ensure that the inner-loop MPC has a much faster response speed than its outer-loop counterpart.
One of the major strengths of MPC is the ability to impose constraints where, for example, in the case of the control input, practically relevant constraints are of the form
where u max and u min are upper and lower limits. For the innerloop MPC, the constraints for the control signal are imposed via (19) as
and for the outer-loop MPC, the constraints for the control signal are imposed via (32) as
The constrained minimization problem for each case is found using a QP algorithm in real time [13] , and if the unconstrained solution exceeds the constraints, these become active, and MPC finds the optimal solution with them in place. In application, this situation usually occurs at start-up and shutdown of the PMSM.
D. Closed-Loop Input Sensitivity Function
In the absence of constraints, the control applied is linear time-invariant state feedback, and performance in the presence of an input disturbance can be analyzed using the input, or load, sensitivity function [20] . Since the closed-loop performance of the outer-loop MPC determines the overall performance of the cascade system in the presence of disturbances, the input sensitivity function is computed in the absence of constraints. Fig. 3 compares the magnitudes of the input sensitivity function (|G yd (e jω )|) for the closed-loop control system. It is seen that, when only the zero frequency mode is included in the design, a smaller weighting coefficient R o in the cost function results in a smaller |G yd (e jω )| in the medium-frequency range and hence better disturbance rejection over the same frequency band. In contrast, by embedding the zero and first (ω = 0.0126) frequencies into the design, the magnitude of |G yd (e jω )| is dramatically reduced in the low-and medium-frequency ranges. Moreover, this quantity is zero at ω = 0.0126, and hence, the influence of the disturbance on the closed-loop control system performance is significantly reduced. 
V. IMPLEMENTATION
As MPC is a model-based method, using the motor model in Section II in SI units would cause a numerical problem when tuning the design. For example, using (3), a small inertia value in kilogram square meters would lead to a very large coefficient (p/J) for T e in newton meters and therefore, the controller gain must be numerically very small. Hence, it is more convenient to use the per-unit model of the PMSM in MPC design. The base values of parameters and variables, listed in Table II , are chosen as
Scaling the parameters and variables with their own base values, the resulting per-unit model is
where the notation refers to the per-unit value of a variable, as listed in the last column of Table I , with the exception of ω eb that is in SI units. The sampling time T s is chosen as 100 μs for the inner loop and 200 μs for the outer loop. The experiments were conducted using the MATLAB realtime workshop and xPC target environment with the cascade MPC control scheme implemented in SIMULINK and downloaded into target PC. The target PC is equipped with data acquisition and quadrature encoder cards. As shown in Fig. 4 , two interface cards connected to PC are used to provide the pulsewidth-modulated signal for the PMSM drive and obtain feedback from encoder, respectively.
VI. RESULTS AND ANALYSIS
In this section, the results from experimental implementation to the motor considered are given and analyzed with reference to the sensitivity function in Fig. 3 . The weighting matrix R i = 0.01I is used in all cases to ensure that the dynamic response of the inner loop is much faster than that of the outer loop.
A. Zero Frequency Mode Embedded
For set-point following, or reference tracking, the outer-loop MPC controller has to include the zero frequency. If the offset of the sensor could be accurately measured, the configuration of both inner-loop MPC and outer-loop MPC with the zero frequency mode embedded in the design is sufficient for constant speed control. However, in the application, the steadystate speed will oscillate at the synchronous frequency as shown in Fig. 5 . The amplitude of this oscillation is affected by the choice of weighting matrices R o , a scalar in this case, when setting Q o = C T C for the outer-loop MPC design. From the control point of view, a large value of R o puts more weighting on the control input and thus slower response, which can be observed from the q-axis current. At the start-up, Fig. 6(b) with a smaller weighting R o = 1 shows a much larger transient current (2.65 A) than that (1.3 A) for the larger weighting R o = 100 in Fig. 5(b) . From the disturbance rejection point of view, Figs. 5(a) and 6(a), a small choice of R o leads to less speed ripples, as validated by inspecting the input sensitivity function. Fig. 3 shows that a small value of R o leads to less gain for the input disturbance, and this reduces the low-frequency ripples to some extent. 
B. Zero and First Frequency Modes Embedded
In order to completely reject a sinusoidal disturbance, the corresponding frequency mode has to be embedded into the outer-loop MPC. Moreover, the frequency of oscillation is fixed and hence must be addressed in the steady state. Therefore, the outer-loop MPC with zero frequency is employed at start-up, and the MPC with the zero and first frequency modes embedded is switched on in the steady state, i.e., the MPC structure is , respectively. These constraints could slow the speed response and provide a soft-start capability for the motor. Furthermore, it is evident from these figures that the bumpless transfer between these two controllers has been achieved.
C. Robustness to Frequency Inaccuracy
As observed from Fig. 3 , with the first frequency mode included, the closed-loop gain for the input disturbance is almost zero at the corresponding frequency and greatly reduced at neighboring values. Hence, including a frequency mode could also reduce the speed ripples at neighboring frequencies. In cases where the frequency is hard to accurately determine or varies within a certain range, the developed algorithm could also provide robustness against frequency inaccuracy. Fig. 9(a) shows a case where the frequency of ripples (f = 20/3 Hz) is lower than the frequency mode (f = 10 Hz) included in the MPC design, and Fig. 9(b) shows a case where the frequency of ripples (f = 20 Hz) is higher than the frequency mode included.
By exploiting the robustness to frequency inaccuracy, a single controller can be used to deal with speed reference variation. Fig. 10 shows a case with a staircase reference where the MPC with frequency mode (f = 20 Hz) is switched on immediately after 600 r/min is reached. Despite the variation in the frequency, as observed in Fig. 10(b) , the speed is oscillation free.
VII. CONCLUSION
This paper has developed a cascade MPC structure for highperformance speed control of a PMSM with speed ripple minimization. The inner-loop MPC provides fast feedback control action to reduce the effects of disturbance, nonlinearities, and model parameter uncertainty. The outer-loop MPC is embedded with the zero frequency mode for start-up and an extra frequency mode for minimizing the speed ripples in steadystate operation. The MPC design is based on the per-unit model of the PMSM, and experimental results confirm the potential of this control scheme. It is also evident from the experimental results that smooth transition of the control signal has been achieved when the controller structure changes in real time.
