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SYNOPSIS 
The work described in this thesis proposes and 
investigates further use of scrambling in industrial analogue 
and digital monochrome video systems. This scrambling 
inevitably entails some signal modification. Providing the 
receiver is able to distinguish between the original and 
the scrambled signal, regardless of which one was 
transmitted, more efficient signal exploitation is possible. 
This more efficient signal exploitation is performed at the 
expense of the inherent redundancy present in the analogue 
and di~ital signals. 
Analogue video signals are usually of a highly 
correlative nature and, this characteristic is exploited, 
in this thesis, by enabling them to be unwitting data 
carriers. The video signal is made the data carrier while 
the data gets a free ride. Each scan-line of the video 
signal is sampled, and blocks of pels are scrambled or 
not by modulo masking, depending on whether the data 
necessary for transmission is a logical 'l' or '0' 
respectively. Prior to transmission the combined data 
and video sequence is converted into a continuous signal 
with a bandwidth that is no greater than that of the 
original video signal. From the knowledge of the original 
and the modified signal statistics, the receiver is able 
to perform the inverse operation of the transmitter, 
recovering the video signal and the data. Three novel 
systems are proposed for embedding data into analogue 
pictures. Two of these systems are capable of supporting 
an average of 17430 and 8713 bits per (256x256) image 
LV 
respectively, with excellent recovered picture quality. 
The third system produced a constant number of bits per 
image, with a slight degradation in the recovered picture 
quality but, with a capability of conveying up to about 
0.5 mega bits/sec of data. 
The idea and technique of embedding data into 
analogue signals was then carried on to the digital method 
of coding video signals using differential pulse code 
modulation. However, the scrambling technique here was used 
to obtain a novel switched quantization scheme, with 
forward estimation, without the necessity of sending any 
side information. Scrambling was performed on the quantizer 
output levels by inversion. Initially, experiments were 
carried out using fixed length code words with one and two 
dimensional predictors. Blocks of quantizer output levels 
are scrambled, or not, depending on which quantizer was 
used in encoding the video signal. Hence the switching 
information was carried by the quanti zed block of error 
signals. This type of set-up produced only modest 
improvements. The quantizers were then altered by using 
a different number of levels and the switching information 
was carried one block of quanti zed error signals in advance. 
As a result, the average bit rate was reduced to about 
2.7 bits/pel using a one dimensional predictor with 
exceptionally good subjective picture quality. When used 
with a two dimensional predictor, the scheme produced an 
average bit rate of about 1.7 bits/pel with excellent 
subjective picture quality. 
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CHAPTER I 
DIGITAL TELEVISION 
1.1 Introduction 
The transmission and storage of pictorial information 
is of practical importance in a wide variety ~f applications 
including, digital television, picturephone, boimedical, 
industrial quality control and others. In certain 
applications, such as television, the amount of existing 
analogue equipment is so enormous that an immediate conversion 
to d\gital transmission is unlikely. For other applications 
such as space exploration, digital image transmission is 
mandatory because of the desired error rates and limited 
power capability of a space craft. For the majority of 
applications however, a combination of digital methods 
with analogue and optical methods may be employed to 
achieve more efficient, good quality image communications. 
With recent advances in very large scale integrated circuit 
(VLSI) technology it is anticipated that the combination 
of analogue and digital signal processing will enter 
consumer homes in the next few years by the introduction 
of digital television sets (not to be confused with 
digital television transmission, a different technology). 
In digital television transmission the received 
signal is already digitized. It is then processed and 
recovered into an analogue signal for transfer to the 
picture tube. To'achieve this practically the present day 
TV signals would have to be digitally transmitted requiring 
a large bandwidth that is too large for current technology 
• 
I 
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to handle economically. Instead the analogue signal would 
be transmi tted and demodulated, ,at the receiver, using 
conventional analogue circuitry, and the demodulated signal 
would then be digitized. The comple~e digitization of the 
demodulated signal offers a great many advantages some of 
which are: 
(a) Digital TV sets should provide better quality images. 
(b) It is possible to lock onto a synchronization signal 
to suppress interference from unwanted signals. 
(c) The capacity of digital TV s~ts to. store entire pictures 
can allow a faster rescanning of each picture on the 
screen to suppress the flicker effec~. 
(d) The abilityto zoo~ in on any part of a picture. 
In addition to this it would be 'easier '; ,to make more 
efficient use of the existing analogue signals. Such a 
scheme is proposed and investigated using industrial quality 
, • • 1 •.• • 
monochrome analogue pictures, in the flist part of this 
. ' . 
thesis. 
Digital television is also likely to be of great , 
..... 
importance in the developm~nt of direct digital TV 
transmission. It will permit direct processing of the 
tra~smitted signals. However, the central problem in 
digital imag~ transmission is channel capacity or achieving 
storage reduction while maintaining an acceptable fidelity 
or image quality. The possibility of bandwidth reduction is 
indicated by two observations. First, there is a large 
amount of statistical redundancy or correlation in normal 
images. For example, two points that are spatially close 
together tend to have nearly the same brightness level. 
J 
.' 
I 
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Second, there is a large amount of psychovisual redundancy 
in most images. That is, a certain amount of information 
is irrelevant and may be eliminated without causing a loss 
in subjective image quality. Therefore, the digital 
transmission of television signals would be greatly 
facili_tated if improved coding methods could be found to 
obtain more economical numerical descriptions of picture 
signals. Many methods have been devised that reduce the 
~hannel capacity by removing the redundancy and irrelevant 
information from the images. In the second. part of this 
thesis attention i~ focused on one particular part of the 
communication system namely, the source encoding aspect of 
a digital transmission system. 
1.2 Thesis Overview 
In this section a brief outline of the work described 
in each chapter of this thesis is given. The results 
presented in ·this thesis have all been obtained using 
computer simulation. 
Chapter 11 is also an introductory chapter in which 
a review is provided of some of the coding techniques as 
appfied to video signals. The survey presented is not 
intended to be exhaustive but rather to provide the 
background material to the work described in later chapters. 
It begins with a brief description of the formation and 
form~t of the analogue· video signals. Following that an 
outline is given on some of the techniques used in digital 
encoding, decoding, of video signals with emphasis on 
digital waveform encoding. The remainder of that chapter 
includes some important characteristics of psychovisual 
- 4 -
properties of the human visual perception system with 
methods for assessing picture quality. 
Chapter III describes a technique for embedding data 
into analogue video pictures. This means that as well as 
receiving the analogue signal one is able to receive 
digital data, by using the analogue signal to convey the 
digital data information at the same time. The technique 
utilizes a scrambling, or signal modification, strategy 
to achieve this simultaneous video and data transmission. 
The purpose is not to describe numerous scrambling techniques, 
but rather to suggest a method whereby more efficient 
exploitation of the analogue signal is possible. Three 
systems are proposed for embedding data into industrial 
quality analogue pictures. Two of these systems are able to 
convey the data information in a variable rate bit stream 
and one is able to convey this information in a constant rate 
bit stream. 
Chapter IV describes a novel switched quantization 
scheme, with feed forward estimation, using an intraframe 
oPCM encoder without the need of transmitting any side 
information. It is first used in a differential encoder 
with a first order predictor and a 3 bit/pel fixed code 
assignment. It is then used in a differential encoder with 
a 2-D, third order predictor and a 2 bit/pel fixed code 
assignment. Using a scrambling, or signal modification, 
technique the encoded blocks carried their own information 
as to which quantizer (of two quantizers) was used to encode 
the transmitted block of pels. The performance of both 
systems, using 1-0 and 2-D predictors, is illustrated by 
5 
means of signal to noise ratio (5NR) calculations and 
recovered images. 
In chapter V, the novel switched quantization scheme 
used in chapter IV is modified, so that better quality 
images are obtained at a reduced average bit rate, compared 
to those in chapter IV. It is first used in a differential 
encoder with a first order predictor and then after further 
modification with a 2-D third order predictor. Using the 
scrambling or signal modification technique, the encoded 
blocks carried the information, as to which quantizer 
(of, two quantizers using a different number of levels) was 
used to encode the transmitted block of pels, one block of 
pels in advance. Although this type of system set-up is 
more complex, compared to that of chapter IV, it does 
provide impressive SNR values -and vastly improved recovered 
image quality, than those presented in chapter IV. 
Finally, in chapter VI, the main results reported in 
this thesis are analyzed and criticized. 
, 
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CHAPTER 11 
REVIEW 
2.1 Introduction 
The object of a television system is to convey to 
the viewer visual information. Television signals, analogue 
or digital, contain redundancy, which increases the channel 
requirement for transmission in its original form. Advances 
in VLSI and computer technology, for mass storage and 
digital pr~cessing, have paved the way for implementing 
advanced image processing techniques to improve the 
efficiency of transmission and storage of images. Before 
describing and examining the schemes proposed in this 
thesis, presented in this chapter are some coding techniques 
as applied to video signals. This will provide the 
background material to the work portrayed in later chapters. 
2.2 The Analogue Video Waveform 
Presented in this section is a short and quantitative 
description of the formation and format of the analogue 
video waveform. For a more complete analysis; interested 
readers can refer to the many text books on the subject. 
The two books by Carnt and Townsend(l) cover all major 
colour TV systems with a large part devoted to colour 
representation. A useful introductory book, due to its 
concise block-diagram approach, is presented by Sims(2). 
The book by Pearson(3) differs from most other text books 
because of its emphasis, on signal formation and analysis as 
a three-dimensional sampling process, aspects of digital 
transmission reception, and subjective assessment of pictures. 
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2.2.1. Monochrome TV 
The first point to note is that a camera is required 
to convert a two dimensional image into a single dimension 
time waveform. The two-dimensional electronic image of the 
scene to be transmitted is formed by a distribution of 
electronic charges whose density is proportional to the 
brightness of the light falling onto the opto-electronic 
image of the picture tube(4). This distribution of charges 
is 'read' by a scanning beam of electrons. This reading, 
i.e. the information retrieving process, consists of the 
electronic beam scanning the target left to Fight and from 
top to bottom. The visual information is then extracted as 
a series of vertically spaced and nearly horizontial lines, 
in much the same way as words are arranged and read on this 
page. When the scanning beam is returning (flyback) from 
left to right and from the bottom to the top of the picture, 
the information retrieval process is inhibited, i.e. 'blanked'. 
The process is illustrated in fig.2.1.a. 
In system I, adopted in the U.K., the blanking level 
is also the black level, but in some other systems, such 
as M, adopted in the U.S.A., they can differ. The time 
interval during which the television waveform is kept in 
the blanking level is known as the horizontal and vertical 
blanking interval. 
One complete scanning of the image, from top to 
bottom, constitutes one 'field'. After a field is produced, 
the scanning beam is returned to the top of the picture 
to produce another field, and so on. This process is 
equivalent to sampling a two-dimensional image in the 
scanning 
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vertical direction by a series of horizontal lines that 
covers the entire image. The higher the number of horizontal 
lines, the higher is the spacial resolution in the vertical 
direction. 
The frequency of repetition of the field is determined 
by the need to provide continuity of brightness in the 
television picture, i.e. pictures without 'flicker' effects. 
In system I, adopted in the U.K., the field frequency is 
set to 50 Hz. However, continuity of movement can be 
achieved if a sequence of frames is presented to the eye 
at about half that rate. Therefore, to accommodate 
efficiently the requirements of continuity of movement and 
brightness, each frame is made up of two interlaced fields, 
fig.2.l.b. The two fields are said to be interlaced as the 
lines that constitute each field are spacially interlaced. 
The scanning process that generates such fields is said 
to be line interlaced scanning. In the non-interlaced 
scanning, the fields and frames coincide. This separation 
of frames into fields follows closely the process in 
motion pictures where 24 frames per second are recorded in 
a film, to provide continuity of movement, and each frame 
is then projected twice (i.e. at a rate of 48 projections 
per second) to give. continuity of brightness. To produce 
50 frames per second in TV or 48 different frames per 
second in motion pictures would necessitate redundancy for 
the average moving scene. In motion pictures, this 
redundancy would be reflected by the doubling of the films 
physical length and in TV it would double the video signal 
bandwidth(4)(other parameters kept constant). 
- 10 -
As the reconstruction of the picture in the receiver 
requires that the horizontal lines, the fields and the 
frames be synchronized, horizontal and vertical synchronizing 
pulses (in short sync pulses) are added to the video 
waveform. To distinguish the sync pulses from the visual 
data, they are added towards the blacker than black levels. 
To distinguish the horizontal sync pulses from the vertical 
sync pulses, their durations are made different. Horizontal 
sync pulses are also provided during the vertical.flyback 
so that horizontal line oscillator in the receiver is 
always 1n synchronism with the transmitter oscillator. As 
the timing of the horizontal lines relative to the vertical 
flyback differs by half a line period between two 
consecutive fields due to interlacing, equalizing pulses 
are provided during the vertical sync pulse duration. The 
complete video signal waveform is known as the composite 
video signal, and is shown in fig.2.2. 
2.2.2. Colour TV 
The fundamental feature of colour that is exploited 
for the development of chromatic television is that most 
colours can be represented as a linear combinations of 
three primary colours. The main features that allows the 
colour TV system to be compatible with a monochrome TV 
system are 
(a) the brightness in the colour system and the luminance 
signal is the result of a linear combinations of the 
luminances of the three primaries 
(b) the colour information can be transmitted with a 
bandwidth that is much smaller than that of the 
11 
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luminance signal 
(c) the power spectrum of the monochrome TV signal presents 
gaps as the spectral components are clustered around 
the haromics of the line frequency, forming a line 
spectrum. The colour information can be inserted in 
these gaps_ 
(d) apart from the luminance of the colour, there are only 
two more features that need to transmitted to 
characterize the colour: the hue and saturation. 
These can be transmitted as one vector whose amplitude and 
phase (relative to a reference frequency) convey the 
saturation and hue data, respectively. 
Taking advantage of these features, in the colour TV 
the colour source is first split optically into its three 
primary components, from each of which electrical signals 
are derived following a process similar to that for 
monochrome TV. The three colour components are usually 
referred to in literature as the R,G and 8 signals, after 
the colours used as the primaries in TV, i.e. red, green 
and blue. From these three colour components, three other 
signals are derived for transmission, by a linear matrixing 
process: a luminance (Y) and two colour-difference or 
chrominance signals (U and V). These are linear combinations 
of the differences R-Y, 8-Y and G-Y with the weights for 
the combination depending upon the particular standard of 
colour transmission. For the PAL system T, the 
luminance and chrominance signals are(5): 
- 13 -
Y = 0.299R + 0.587G + 0.1148 
U 8 - Y (2.1) = 2 •. 03. 
V R - Y = 1.14 
Generally when no colour is present in the picture 
the colour diff~rence signals are zero and only the Y signal 
is finite and conveys the brightness information. When 
colour is present in the picture the colour signals R, G 
andB become unequal, but Y, indicative of the brightness 
and the producer of black and white pictures on monochrome 
TV receivers, retains the proportions of 0.299, 0.587 and 
0.114 of the R, G and B signals. 
The chrominance signals modulate one colour subcarrier 
in quadrature. Quadrature modulation is accomplished by 
U modulating the subcarrier signal, in amplitude w&th 
suppressed carrier, at a certain phase and V does the 
same with a subcarrier of exactly the same frequency as 
for U, but with its phase altered by n/2 (thus quadrature). 
The resulting signal produces a subcarriermodulated in 
phase and amplitude. The phase carries the information 
about the hue of the colour, whereas the amplitude carries 
the saturation information. 
The frequency of subcarrier is carefully chosen so 
that the chrominance signal spectrum falls within the 
gaps left vacant by the luminance spectrum. In the NTSC 
system, this happens if the subcarrier frequency is equal 
to an odd multiple of half the line frequency (half line 
off-set). However, in the PAL system the V component,phase is 
- 14 -
swi tched by 180· a.t each spectral line of the V signal relative 
to that of the U signal. To avoid the coincidence of the V 
component spectrum lines with those of the Y spectrum, the 
offset employed in the PAL colour sys.tem is close to a 
quarter of the line frequency. Unlike in the NTSC system, 
the spectrum of the two chrominance signals in the PAL 
system do not coincide with each other. The subcarrier 
frequency for PAL-I system is: 
f 
sc fL + 25 Hz ( 2 • 2 ) 
The 25 Hz added to the quarter line offset frequency 
is intended to minimize the visibility of the subcarrier 
in the monochrome reception. With 
fL = 15.625 KHz 
f = 4.43361875 MHz 
sc 
2.3. Digital Image Coding 
The digital transmission of pictorial information 
was first accomplished with telegraph equipment over 50 
years ago. The current importance of and interest in this 
area are reflected in the large number of publications 
and special issues of journals directed towards image 
coding. For a general introductory survey of digital picture 
coding, a paper by Habibi and ~obinson(6) offers an overview 
of this field of research that is suitable for the non-
specialized reader. The proceedings of a conference on 
bandwidth compression of picture signals have been published 
- 15 -
as a book(7) and it has a number of review/survey type 
of papers on the most important aspects of picture bandwidth 
compression: the human observer, some of the theory behind 
data compression and major categories of video coding 
techniques. 
The paper by Limb, Rubinstein and Thompson(8) presents 
a comprehensive review of coding colour TV signals, giving 
also the background of colour signals representation and 
colour perception;. Detailed examples of three typical 
systems, combining some of the coding principles, are given 
in a picture coding review by Netravali and Limb(9). There 
is also a large number of papers on the subject of picture 
. (10-15) 
coding in special issues of the IEEE Journals and 
b k (16-20) 00 s . 
Digital methods for coding picture signals can be 
broadly classified into two categories: 
(a) orthogonal transform coding systems 
(b) waveform coding techniques 
2.3.1. Drthogonal Transform Coding 
Transform coding was first applied to coding of 
one-dimensional signals and then, many years later, to 
the coding of pictures. In orthogonal transform coding 
the video signal is transformed into a new domain where 
the correlation between coefficients is much smaller than 
that of the samples in the time domain sequence. The 
objective of transform coding is to produce images of good 
subjective quality using the least number of bits. 
Figure 2.3 shows the block diagram of a transform coding 
system. Many transformations have been devised that produce 
INPUT 
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coefficients with less correlation than the image itself. 
FORWARD BIT QUANTIZER AND 
TRANSFORM ASSIGNMErH ENCODER 
CHANNEL 
0 INVERSE DECoDE~ TRANSFORM 
Figure 2.3 Block diagram of a transform coding system 
Among these are the Kahune~-Loeve transform(2l), discrete 
. (22) . (23) 
coslnetransform ,Hadamard transform , Slant 
transform(24) and Haar transform(25). Transform coding 
techniques are able to achieve good quality image 
reproduction at about 0.5 bits/pel(26) for still pictures. 
The main difficulty re~arding transform coding resides in 
the fact that it generally requires very complex equipment. 
2.3.2. Waveform Coding 
In video waveform coding systems the objective is 
to reconstruct the television picture from its time samples. 
The video waveform is sampled, encoded and transmitted. 
An encoding scheme widely used for the transmission of 
digital signals is pulse code modulation (PCM). 
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2.3.3. Pulse Code Modulation 
Pulse code modulation was invented by Reeves(27) and 
has been considerably refined and analyzed since its 
" t" (28-31) I "t " 1 t f PCM "t f 1nven 10n • n 1 s s1mp es orm, conS1S s 0 
sampling the amplitude of a band-limited analogue signal 
and then quantizing this signal into the nearest one of 
N different levels. The rate of sampling must exceed the 
Nyquist rate, i.e. twice the highest frequency in the 
analogue signal. For image signals the number of quantization 
levels must be large enough so that the quantization noise 
does not cause any contouring effects on the reconstructed 
image. The samples are then binary encoded to produce a 
PCM signal that is both amplitude and time quantized. An 
image prOduced in this way can, after passing through a 
transmission channel, be perfectly restored, provided the 
channel has sufficient bandwidth and that the interference 
does not exceed half the peak-ta-peak value of the binary 
PCM signal at the output of the encoder.,nhe receiver 
simply decides at each clock instant which binary level 
is present. Having reformed the binary signal, the receiver 
decodes the binary numbers into a voltage sample. To 
illustrate the whole concept of PCM, a block diagram is 
presented in fig.2.4. 
One of the most important applications of pulse 
code modulation: to digital television is the analogue to 
digital conversion(32,33) in which the analogue video 
signal is converted into a series of fixed length words 
prior to encoding. For monochrome images, 50 or more 
quantization levels are required to prevent grey scale 
SOURCE LOWPASS SAMPLE QUANTIZER ENCODER AND F IL TER HOLD 
USER LOWPASS D/A DECODER 
FILTER 
---
Fig.2.4. Block diagram of PCM system 
MODULATOR 
DEMODULATOR 
---
CHANNEL 
-
.... 
ro 
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contouring •. Consequently, in a PCM monochrome image coder, 
the image luminance is usually quantized at between 6 and 
B bits per picture element (pel or pixel). In terms of 
SNR (measured as the peak-ta-peak signal to RMS noise) a 
value from 3B dB to 50 dB is required to obtain satisfactory 
subjective image quality. 
Since PCM quantization ignores the correlation that 
exists between samples in the video signal, more efficient 
digital encoders can be designed by considering this and 
other factors. 
2.3.4 Differential Pulse Code Modulation 
The general concept of linear predictive coding has 
developed from Cutlers(34) invention of differential pulse 
code modulation, abreviated DPCM. His original patent 
proposed that integrators be employed to predict the present 
sample based on the previous·sample value along a line, 
and that the difference between the present sample and its 
estimate be quantized and coded for transmission. Later 
efforts in linear predictive coding are due to numerous 
workers(35-39) who improved the basic system and extended 
it to two and three-dimensions~ 
As seen earlier in PCM, the representation of a sample 
is made without removing much statistical or perceptual 
redundancy from the picture signal. Predictive coding 
techniques make use of the picture signal statistics and 
more recently, human visual characteristics(40,4l) to 
reduce the bit rate. It is common knowledge that television 
signals are highly correlated, both spatially, and temporally. 
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This linear statistical dependence indicates that linear 
prediction of sample values based on the values of the 
neighbouring pels will result in prediction errors that 
have a smaller variance than the original pels. Due to 
the smaller variance of the signal to be quantized, coded 
and transmitted, the amplitude range of the quantizer 
and thus the number of quantization levels can be reduced. 
Hence a fewer number of bits per pel can be assigned than 
for the PCM system for the same SNR. 
A block diagram of the DPCM codec is shown in 
fig.2.5. The input signal X. are 8-bit PCM samples. For 
1. 
X. e. e. 
INPUT 1. 1. QUANTIZER 1. ENCODER ,~ I 
A ~ X. 1. ;.. 
X. CHANNEL 
PREDICTOR 1. 
, , 
X . e. 
OUTPUT 1. '-~ 1. DECODER 
A 
X. 
PREDICTOR 1. 
Figure 2.5. 8lock diagram of a DPCM system 
every input sample X. the linear predictor generates a 
1. 
prediction value Xi' which is calculated from N previous 
samples according to the relation: 
N 
X. = L 
1 j=l 
a.X. . 
J 1-J 
- 21 -
(2. 3) 
Only previously transmitted samples are used for the 
prediction so that the receiver is also able to calculate 
x .• The predictor coefficients a. are optimized to yield a 
1 J 
prediction error with minimum variance from: 
( 2 .4) 
The prediction error is then quanti zed to produce e: and 1 
coded for transmission. At the receiver the output X: is 1 
reconstructed and can be shown to differ from the input 
signal X. by the quantization error q. : 
1 1 
X: = X. + q1. 
1 1 
2.3.5. Predictor Optimization 
(2.5) 
The values of a. must be chosen such that the mean 
J 
square error is minimized. Hence 
e:
2 
= E [en e 
= E[<Xi ' 2] Xi) 
E [(X i 
N 
a.X .. )2] = L j =1 J 1-J 
(2.6) 
Expanding eq.(2.6) into 
,,'1 
- 1'.-
Z 
E 
e 
N 
Z I 
j=l 
a .E [x. x. .] J 1 1-J N + I j=l I .1'. = 1 a . a 0 E [x . . x. oJ J J_ 1-J 1-><-
or in matrix form 
where 
A = G = R = 
Po PI········ "P N- l 
PI Po 
(Z. 7) 
( Z • 8 ) 
The elements of G and R are the values of the autocovariances 
function of the input signal x .. To find the predictor 
1 
coefficients a. that satisfy eq.(Z.8) the partial 
J 
derivatives of E Z with respect to each a. are set to 
e J 
zero. Thus 
aA 
or 
A=A 
opt 
- ZG + Z A R = 0 
= 0 
( Z • 9 ) 
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Solving eq.(2.9) for A gives 
opt 
(2.10) 
Therefore knowing the autocovariances of the input signal 
the optimum predictor coefficients a. based on a minimum 
J 
mean square error criterion can be calculated. For this 
case the value of £; is : 
(2.11) 
or 
(2.12) 
It should be noted that the above analysis assumes 
stationarity and neglects the effect of quantization in 
the DPCM coder. For coders which produce high quality 
pictures, effects of quantization are small and may be 
neglected. 
2.3.6. Quantizer Optimization 
Quantization is the other important operation which 
determines the encoding performance. In most cases quantizer 
optimization has been based on a minimum mean square error 
criterion. Such quantizers were originally studied by 
Panter and Dite(42) and an algorithm for their design was 
presented by Max(43). Nitadori(44) and 0'Neal(45)found that 
for speech and television, well designed DPCM systems had 
quantizer input signals whose probability density functions 
were approximately Laplacian. 
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It is well known that the statistics of picture 
signals are nonstationary and that the required fidelity 
of reproduction demanded by the human eye varies from 
picture element to picture element (pel or pixel). 
Consequently. for more efficient digital coding it is 
desirable to design the coding strategies to those 
properties of the picture signal which determine the 
sensitivity of human observers to quantization noise. The 
design of quantizers based on the vi~ibility threshold of 
quantization errors has been developed by Sharma and 
Netravali(4l). In their model. the visibility threshold. 
defined as the amount of quantization error at a picture 
element which is masked by the signal slope at the point 
(represented by the signal error) is obtained by carrying 
out subjective tests. Masking being defined as the influence 
of the signal surrounding a point in a picture on the 
perception of the signal at that point. The method by 
which the decision and reconstruction levels are determined 
is illustrated in fig.2.6. Hence the reconstruction levels 
o 
are given by the intersection of the dotted 45 lines and 
the abscissa. The decision levels can be obtained by 
dropping perpendiculars from the intersections of the 
o 
dotted 4S lines and the visibility threshold curve to 
the abscissa. The procedure is continued until the last 
reconstruction level exceeds the amplitude range of the 
prediction error. This technique has been extended to 
quantize colour signals by Pearson(46). achieving a rate 
of 5 bits per pel with good picture quality. 
It is generally agreed that visual masking is an 
Ql 
U 
C :J 
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d. 1 ~+ 
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Fig.2.6. Symmetrical visibilty thershold quantizer 
design procedure(41). 
extremely nonlinear process. The observed complexities 
indicate that it involves much or all of the visual system. 
No single theoretical formulation has been able to account 
for the different cases of masking. Due to these difficulties, 
a very wide variety of masking situations have been studied 
and reported in the literature(4D,41,47-49). Therefore the 
design of quantizers still remains an art and somewhat 
ad hoc. 
2.4. Psychophysical Properties of Vision 
Since the end user of an image processing system is 
the human observer, an understanding of the eye 
(3 50-54) response' to a visual stimulation is clearly useful 
in the design of such systems. This knowledge can be used 
to develope conceptual models of the human visual process. 
These models are not only useful in the design of image 
processing systems, but also in the construction of 
measures for image fidelity and intelligibility. Some of 
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the more important characteristics of achromatic vision 
are contrast resolution, spatial resolution and temporal 
resolution. 
Contrast resolution relates to the ability of the 
eye to detect small changes of luminance. Against a 
uniform background of luminance L the just noticeable 
difference in luminance ~L increases proportionally with 
L. This is known as Weber's law and can be formulated as 
(2.13) 
where K is a constant in the range 0.01 to 0.02. However, 
this result does not hold at very low and very high values 
of L (54,55). Nevertheless W b ' 1 h· t th t d" e er s aw ln s a enco lng 
distortions can be larger in areas of increasing brightness. 
It was also note~(55) that the visibility of the changes 
depends greatly on the adaptation of the eye to the 
background field. As the eye takes a finite time to respond 
to excitation changes (persistance of vision), such as 
detail and movement, picture content has a strong influence 
on the perception of any distortion or noise. Therefore 
one can expect that there should be an interaction between 
the spatial and temporal responses of the eye. With 
reservatirin, some of the more important properties of the 
eye to monochromatic visual stimulation are(3,55,56): 
(a) noise is less visible in pictures with higher amount 
detailed areas 
(b) random noise is less visible, and less annoying, than 
correlated noise and regular patterns are more 
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noticeable than random ones 
(c) sharp changes in luminance levels in space or time 
reduce the visibility of small changes in their 
vicinity (masking). 
(d) the higher the amount of movement (high temporal 
frequencies), the less noticeable are the details 
(high spacial frequencies) 
(e) at high spacial frequencies, contrast resolution is 
reduced 
(f) at high luminance levels, the eye is more sensitive to 
flicker but less to luminance changes (spacial) 
(g) flicker is less noticeable in high detailed areas 
In conclusion, it is never too often to remind 
ourselves that not enough is known about monochromatic 
vision (and colour vision), and specially how different 
types of distortions and noise effect our perception of 
TV pictures. The brief overview of psychophysical properties 
of vision given here should be sufficient to justify some 
of the video processing techniques used in this thesis, 
2.5. Assessment of Image Quality~ 
Two of the commonly used criteria of image quality 
are image fidelity and intelligibility. Image fidelity 
characterizes the deviation of a processed image from 
some standard images, while image intelligibility denotes 
the ability of man or machine to extract relevant information 
from the image. It is clearly desirable to formulate 
quantitative measures of image fidelity and intelligibility 
as a basis for the design and evaluation of image processing 
systems. Much progress has been made in this direction but 
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the measures that have been developed so far do not 
correlate well with the subjective rating of the image, 
and this is mainly due to our still poor understanding of 
the human visual system. 
As a criterion of performance the SNR is often used· 
and sometimes defined as : 
or 
or 
where 
SNR = 20 log 
SNR = 20 log 
N 
L x. 
. 1 l. l.= 
N 
L (X. 
i=l l. 
[~ 
v pp 
SNR = -10 log (NMSE) 
NMSE = 
N 
L (X. - X.)2 
i=l l.' l. 
~ 
- X.) 
l. 
~ 2] 1/2 
- X.) 
l. 
and X. 
l. 
original image samples 
X. - processed image samples 
l. 
(2.14) 
(2.15) 
(2.16) 
Vpp - value of the peak-to-peak signal of the 
original image samples 
As mentioned earlier, these SNR measures do not 
correlate well with subjective evaluation of the image. 
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However, it does provide an indication of the performance 
of a video system, and, coupled with informal subjective 
testing, it is a useful tool for the measurement of image 
fidelity. 
Experiments to judge image quality using human 
(57-60) 
observers have been conducted by many workers • In 
some instances, untrained, 'non-expert' observers are used 
so that judgement represents image quality as perceived by 
the average viewer. In others, tests are conducted with 
trained 'expert' observers experienced in image processing 
work and allegedly better able to provide a critical 
judgement of picture quality. 
There are two common types of subjective evaluation 
absolute and comparitive. In the former, observers are 
shown an image and asked to judge its quality according to 
some predefined rating scale. The viewer may be shown a 
set of reference images or may have to rely on his previous 
viewing experience. Comparitive evaluation involves the 
viewer ranking a set of images from 'best' to 'worst' for 
a particular group of images. Table 2.1 summarises the 
commonly used rating scales for subjective evaluation of 
images. 
Subjective rating results are normally calculated as 
a mean opinion score defined as 
C = 
N 
L n.C. 
i=l ~ ~ 
N 
L n. 
i=l ~ 
(2.18) 
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Table 2.1. Rating scales for subjective evaluation 
of images(5?) 
1. Quali ty scale 
5. Excellent 
4. Good 
3. Fair 
2. Poor 
l. Bad 
IL Impairment scale 
5. Imperceptible 
4. Perceptible, but not annoying 
3. Slightly annoying 
2. Annoying 
l. Very annoying 
IIL Comparsion scale 
+3 Much better 
+2 Better 
+1 Slightly better 
0 The same 
-1 Slightly worse 
-2 Worse 
-3 Much worse 
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where n. is the number of images judged to be in the ith 
1 
category and C. is the numerical category value. At least 
1 
twenty subjects are considered necessary to ensure 
statistical confidence in such subjective image quality 
experiments. 
The results of the subjective testing are influenced 
by the types of images presented to the viewer and the 
viewing conditions. If the images are familiar to the 
observer, he is more likely to be more critical of 
impairments because of preconceived notions of the image 
structure. Furthermore, test viewing conditions should be 
designed to match 'typical' viewing conditions as closely 
as possible. In the U.K., the viewing distance is specified 
as 6 times the picture height, the peak luminance as 50 cd/m 2 
and the number of observers (who should be non-experts) 
around 20-25. 
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CHAPTER III 
EMBEDDING DATA INTO PICTURES BY MDDULO MASKING 
3.1. Introduction 
There is a consistent trend to digitize communication 
networks yet one may anticipate that for many years, analogue 
signals, such as speech, facsimile, and television, will 
continue to be transmitted. By their very nature, analogue 
speech and picture signals are highly correlated and this 
characteristic can be exploited to enable them to be 
unwitting data carriers. The process of inserting data, 
suchas computer traffic, into the speech and picture signals 
causes the transmitted signals to be different from the 
original signals. This signal modification far from being 
undesirable, may be welcomed, making it fatiguing or 
difficult for an eavesdropper to comprehend the information 
being transmitted. What must be ensured is that the speech 
or picture can be recovered at the receiver with an 
acceptably small perceptual degradation, and that the data 
be regenerated with a bit error rate (BER) below a specified 
level. 
Steele and Vitello6l embedded data into speech by 
using scrambling ~echniques. The principle of their scheme 
is as follows 62 . A correlative source has N of its symbols 
scrambled by a symbol from a data source. One may view a 
data symbol as being composed of n bits, from which 2 n 
scrambling keys can be formulated. The receiver is required 
to deduce the scrambling key in order to recover the 
original block of N symbols, and in determining the key 
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the receiver de facto knows the n-bit data symbol. Other 
methods of embedding data with analogue signals have been 
53 proposed. Wong, Steele and Xydeas have inserted data 
onto the phase of speech signals, while Brown and Netravali 54 
have proposed a method for inserting data into pictures 
using predictive encoding techniques. Feher et al has 
described methods for incorporating data with microwave 
analogue signals, known as data-above-voice (OAV) and 
data-under-voice (OUV)55, and data-above-video (OAVIO)56. 
Recently, Lockhart and AI_Jalili 67 have suggested a scheme 
for superimposing data on amplitude-modulated signals by 
arranging for the data to conjugate the complex zeros of 
the modulated signal. Consideration has also been given 6B ,69 
to simultaneous transmission of high-speed data and 
analogue samples. 
Starting with the concepts of Steele and Vitello 51 ,62 
three methods of embedding data in~o mOnochrome pictures 
conceived, and are:investigated in this chapter 
have been' 1\ Specifically, contiguous blocks of 
N pels along the scan lines (one dimensional processing) 
are used to support data. One bit may be inserted into a 
block by scrambling the luminance level of only one pel, 
rather than N pels. The method of scrambling is modulo 
masking, where the luminance level of the pel to be 
scrambled is modulo added to a fixed number(s). Another 
feature of this data embedding strategy is picture 
modifica~ion prior to data insertion, and post filtering 
to enhance the recovered picture after data has been 
extracted. In the experimental procedure six different 
monochrome pictures were used, each picture having 256 lines 
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with 256 pels per line. It was possible to embed data into 
these pictures, ranging from approximately 8 kbits to 21 kbits 
per picture, to regenerate the bits without a single error, 
to avoid an expansion of the picture band-width when data 
was inserted, and to suffer only mild degradation in picture 
quality. 
Section 3.2 decribes the basic procedures for 
embedding data into pictures, and for separating the data 
and the pictures at the receiver. Three schemes are 
discussed. The data rate in System land 2 vary with 
picture statistics, with the former having for a given 
picture the greater transmitted bit rate (T8R), and the 
poorer received picture quality. System 3 is a constant 
bit rate system that has the highest TBR, the lowest 
picture quality, and a robustness to data errors that is 
better than that of System land 2. The experimental 
arrangement for evaluating the systems is described in 
section 3.3. The performance of the three data embedding 
schemes is discussed in section 3.4, while the final section 
is concerned with an assessment of the various proposals. 
3.2. Data Embedding Schemes 
The video signal, bandlimited to f Hz, is sampled 
c 
at a rate fs > 2fc' and uniformly quantized by an 8-bit 
quantizer to yield a sequence of luminance samples. Data 
is then embedded into this sequence, subject to criteria 
to be described. The combined picture and data multilevel 
samples are then converted into a continuous analogue 
signal by an interpolating filter which also band limits 
this signal to f • 
c 
- 35 -
Described in this section are the data embedding and 
extraction algorithms of three different schemes, which 
are simply referred to as Systems 1, 2 and 3. Later in 
section 3.4 it is shown that these schemes have different 
performance in terms of transmitted bit rate, robustness 
to transmission errors, and quality of recovered images. 
3.2.1. System 1 
Commencing with the first three pels on the first 
scan line having luminance levels x l ,x 2 ,and x 3 , where the 
subscripts specify the pel location, form: 
(Xl - x2 )2 + (x 2 - X3)2 
2 
( 3 . 1 ) 
The parameter Al may be considered as a measure of local 
picture activity, and if : 
Al < Ta,l; data embedded ( 3 • 2 ) 
where T 1 is a system threshold, it is considered that 
a, 
the block of N=3 pels has a sufficiently low activity for 
it to support one bit of data. Prior to data insertion 
the value of x 2 is modified to 
( 3. 3) 
3 
and then data is inserted into the block of three pels by 
either modulo masking scrambling the luminance level of 
X 2 , or by a similar scrambling technique, depending on 
whether the data is a logical 1 or D, respectively. 
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Note at this juncture that the representation of 
modulo addition is 
u = v (jj w mod z ( 3 • 4 ) 
which means v is added to w, modulo z, to give a number u; 
and 
v ~ u g. w mod z ( 3 . 5 ) 
to be the modulo z inverse subtraction enabling v to be 
recovered from u knowing w. 
The data is embedded into the block of pels by 
scrambling the luminance level x 2 according to 
, 
x2 
(jj 128 mod 256 ; data logical 1 
, , 
x 2 = x2 70 , if x 2 > 69 ; data logical 0 (3.6) 
, 
x2 + 70 , if x 2 ~ 69 data logical 0 
Therefore, if a logical 1 is present the change in 
luminance level is 128, whereas if a logical 0 is to be 
transmitted the luminance level undergoes the smaller 
change of 70 quantized levels. In section 3.4 it will be 
shown that by these two scrambling strategies the receiver 
is able to differentiate the absence or presence of data, 
and if data is present, whether it is logical 1 or logical 
o. It is not claimed that the luminance changes of 128 and 70 
quantized levels are optimum, but they do enable good results 
to be achieved, both in terms of zero bit error rate and 
recovered picture quality for the six pictures used in the 
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experiments. 
Thus when data is embedded into the first block of 
pels, the centre pel is initially smoothed to xz' and then 
significantly changed to x Z . Consequently the data-
conveying block is composed of luminance levels 
ST = x 1 ' ( 3.7 ) 
Should the local activity of the luminance levels 
Al ~ T 1 data not embedded ( 3.8) a, 
no data is transmitted. However, to assist the receiver 
in its task of deciding if the block of pels contains data, 
the activity Al of this block is lowered by altering the 
centre pel to Xz using eq.(3.3), and formulate the output 
sequence 
ST = x 1 ' 
( 3 . 9) 
Summarizing, when the activity factor Al is below 
the threshold T one bit of data is permitted to be 
a,l 
embedded into the block of three pels. This results in an 
increase in the activity factor of the output sequence ST. 
However, when Al is too high, no data is inserted into the 
pels, and the activity of the output sequence ST is lowered 
by smoothing X
z 
according to eq.(3.3). Thus the centre pel 
Xz is always changed, either by luminance averaging followed 
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by scrambling, see eqs.(3.3) and (3.6), or only by luminance 
averaging. 
Having processed the block of the first three pels 
on the first scan-line, the operation continues on the next 
block of three pels on the same line. The procedure continues 
until every block of three pels on the first line has been 
examined and data has been inserted were the criteria permits. 
The second scan-line in the picture is next processed in 
an identical way to that of the first line, and this data 
embedding technique continues on subsequent lines until 
data is embedded, where allowable, in the entire frame. The 
multi-level samples are then converted into a continuous 
analogue signal, bandlimited to fc' by an interpolating 
filter. 
The transmitted bit rate TBR of the embedded data in 
the analogue video signal is a variable, and for television 
th the TBR has a maximum of one N of the pels per frame 
multiplied by the number of frames per second, and TBR has 
a minimum of zero, viz : 
(3.10) 
where fF is the frame rate, Ml is the number of pels per 
line and is assumed to be an integer multiple of N, M2 is 
the number of lines/frame, and N=3. In the case of a single 
frame, fF is unity, and TBR becomes the number of bits in 
the frame. 
3.2.1.1. The Receiver 
The continuous combined picture and data signal is 
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samples at fs Hz to yield the received sequence. From this 
sequence : 
(3.11) 
where a prime above the symbol implies its presence at 
the receiver : 
(3.12) 
2 
is formed. A distance measure 
(3.13) 
is made, and compared with two distance thresholds Td,l 
and Td ,2' If 
no data present (3.14) 
it is concluded that no data is present, i. e. 
considered to be the receiver version of x 2 given by 
eq.(3.3). From eq.(3.3), the original intensity of the 
centre pel was 
and consequently the luminance of the recovered pel at 
the receiver if formulated as 
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(3.15) 
The regenerated luminance sequence of pels for the first-
block on the first scan-line is, therefore, 
(3.16) 
Whenever Inequality (3.14) is inapplicable 0 is 
tested against Td ,2' viz 
data of logical 1 (3.17) 
and if 0 does exceed this high threshold, where 
it is concluded that the original x2 has experienced a 
modulo 256 addition with the introduced level 128, and 
Xz must therefore be supporting data of logical 1. 
Consequently Xz must be descrambled (see eq.(3.5)) to give 
X' 
2 128 mod 256 (3.18) 
i . e. , 
, 
128 is modul0 256 subtracted from x2 • The value of 
Xz is further smoothed according to 
(3.19) 
3 
and the regenerated sequence of pels is given in eq.(3.16), 
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where X2 is determined using eq.(3.19). If Inequalities 
(3.14) and (3.17) have not been satisified 0 must be 
confined to 
data of logical 0 (3.20) 
and it is deemed that data has been transmitted of logical 
0, and to descramble x2 proceed as follows. It is known 
that the transmitter either added or subtracted 70 from 
A 
x 2 , see eq.(3.6), and arbitrarily assume that 70 was 
subtracted. Consequently : 
x' = 2 Xz + 70 
and formulate a new distance measure 
If this Xz is correct the distance measure D{ will be small, 
and if the no data test of eq.(3.l4) is repeated, which in 
this case is 
D ' T 1 <;; d ,1 
then it is known that the Xz level is correct. Should D1 
exceed Td,l the original addition of 70 to Xz was wrong, 
in which case 
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Thus, 
, 
x2 + 70 if 1 X~ A21 
'" 
Td,l 
X' = (3.21) 2 , 70 if 1 X~ _ A21 Td,l x2 - > 
The luminance level X~ is then smooth according to eq.(3.19) 
to yield X2 , and it is this value of X2 that appears in the 
regenerated sequence of pels specified by eq.(3.16). 
Having processed the first block of pels on the first 
scan line, the examination of subsequent blocks on the 
same line is continued, and then on the next line, and so 
on, until the entire frame has been scrutinized. By this 
procedure the data is removed from the frame and the 
luminance levels of the middle pels in each block are 
appropriately modified to be in close agreement with their 
original values. 
3.2.1.2 Post Filtering 
The sequence of output pels for the first and second 
blocks is given by eq.(3.16) and 
(3.22) 
respectively, where Xs is the modified value of the 
received pel Xs . The value of Xs is found in a similar 
way to that of X2 , see eqs.(3.1S),(3.19) and (3.21) where 
subscript 2 is replaced by S. It was found experimentally 
that the effect of channel dispersion on a block of pels 
whose centre pel had been subjected to modulo masking 
scrambling as a means of data intertion, was to cause 
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distortion in neighbouring pels. The greatest distortion 
was inflicted on the last pel in the block, as it immediately 
followed the scrambled pel whose luminance level had been 
significantly altered by the modulo addition. Thus, for 
the first block of data, x3 contains an error far greater 
than the error in the next pel x4 belonging to the second 
block. The luminance errors in the picture are therefore 
reduced by replacing the luminance level of the pel at the 
end of the blocks by an average luminance value computed 
using the last two pels in the previous block, and the 
first pel in the current block. This procedure is only 
applied if the subsequent block is also used to convey 
data. Thus, if the first three blocks are employed as 
a data carrier, x3 and Xs are smoothed to, 
X2 
, , 
+ x3 + x 4 
X3 = 
3 
(3.23) 
and 
X5 
, , 
+ Xs + x7 
X6 = 
3 
(3.24) 
it will be observed that the post filtering is performed 
across the blocks. Finally, an interpolating filter 
provides the continuous picture signal, bandlimited to 
f Hz, for display on the picture monitor. 
c 
3.2.2. System 2 
The block size N for this system is 5. Again the 
blocks are one dimensional along the scan-lines, and the 
system commences by considering the first five pels along 
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the first scan-line. The activity factor 
(Xl - X2 )2 + (x 2 - X3)2 + (x 3 - x4)2 + (x 4 - X5)2 
4 
(3.25) 
is formed, x l ,x2 ,x 3 ,x 4 and x5 are the luminance levels 
of the first five pels. In order to decide if data is to 
be embedded into this block of pels A2 is tested against 
a system threshold T 2. If 
a, 
data embedded (3.26 ) 
the activity is considered to be sufficiently low to 
accommodate one bit of data. Accordingly, either luminance 
level x 2 or x4 is scrambled depending on the logical value 
of the data bit, viz 
X2 = x 2 ID 128 mod 256 data of logical 0 (3.27) 
or 
X4 = x4 ID 128 mod 256 data of logical 1 (3.28) 
The output luminance sequence is therefore, 
data of logical 0 
(3.29) 
data of logical 1 
Should 
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A2 ~ T 2 a, no data embedded ( 3. 30) 
the activity in the block is deemed to be too high to 
support data, and in general the pels are conveyed to the 
interpolating filter without luminance modification, i.e.; 
no data transmitted ( 3 . 31 ) 
However, there is a small probability that the data 
detection process at the receiver will make a bit error by 
asserting the presence of a bit when no bit was transmitted. 
To reduce the likelihood of this generation of false bits 
at the receiver the data is decoded locally at the transmitter 
in the manner used by the receiver (described in the next 
sub-section), and if no data is embedded in a block it is 
observed whether the local decoder erroneously identifies 
the existence of a data bit. If a false bit is locally 
identified the data bearing luminance is smoothed with its 
adjacent pels, see eq.(3.3) thereby reducing the probability 
that a false bit will be generated at the receiver. However, 
for the six pictures used in these experiments no such 
smoothing was required, i.e., the local decoding was not 
utilized as not a single false bit error occurred. 
The transmitted bit rate of the data embedded in the 
video signal is again a varaible, and eq.(3.l0) applies 
with N=5. 
3.2.2.1. Receiver For System 2 
The received sequence for the first block of pels is 
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( 3 . 32 ) 
and forming 
2 
eq.(3.1Z) and 
(3.33) 
for use in the data identification process. To decide if 
5R is supporting a logical zero the distance measure 
IXZ-A21 is tested against a system threshold r l . Thus, if 
Oz = I Xz - AZI > r 1 ' data of logical 0 (3.34) 
the luminance level Xz of the second pel is considered to 
have been scrambled and hence it must be supporting a 
logical O. The luminance of the second pel is then 
unscrambled, 
8 12B mod 256 
i.e., as in eq.(3.1B), and because the dispersive properties 
of the transmission channel may inflict a significant error 
in X2 relative to x 2 ' X2 is smoothed to give 
(3.35) 
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If data is detected in Xz the search for data is stopped 
and the system proceeds on to the second block of five 
pels. However, if no data was detected in the second pel 
the fourth pel is inspected by performing the test : 
(3.36 ) 
which identifies the presence of a logical 1 as x4 is 
significantly different from the average value of x3 and xS. 
Descrambling of x~ ensues : 
X4 = x 4 8 128 mod 256 ( 3.37) 
and as in the case of X2 , X4 is smoothed to 
(3.38 ) 
3 
Should the second test of Inequality (3.36) fail to 
identify the presence of data it is concluded that no 
data was transmitted and the system proceeds to process 
the second block of five pels. This data extraction 
procedure continues until every block in the image has 
been processed. 
3.2.2.2 Post Filtering For System 2 
If a block contains a data bit of logical 1 by 
means of a scrambled fourth pel, and the subsequent block 
contains a data bit of logical 0 with its second pel 
scrambled, then the pel at the end of the first block may 
be received with a significant error. This error derives 
• 
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from the dispersive properties of the transmission channel. 
Consequently, when the data in successive blocks is a 
logical 1 followed by a logical 0 the luminance value of 
the pel at the end of the first block is replaced by the 
luminance formulated by averaging the luminance values of 
the two pels at the end of the first block and the first pel 
in the subsequent block. As an example, if the first block 
and second blocks in the frame contain a logical land 
, . logical 0, respectively, x5 1S modified to 
(3.39) 
3 
3.2.3. System 3 
This is a constant transmission data rate system, 
unlike Systems land 2, and the block size is N=3. Hence, 
from eq.(3.l0) the transmission bit rate of the data 
embedded in a television signal is 
(3.40) 
Prior to embedding data, the centre pels in the blocks 
are repla ced by the average luminance of the block. Thus 
for the first block, the luminance x2 of the second pel 
is changed to x 2 in accordance with eq.(3.3). The output 
sequence applied to the interpolating filter becomes 
data of logical 0 
(3.41) 
data of logical 1 
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where 
x2 = x 2 ~ 128 mod 256 (3.42) 
3.2.3.1. Receiver For System 3 
Let us commence by considering the sequence of pels· 
in the first block of the received frame. The luminance 
" , levels of the three pels are x l ,x 2 and x3 , and will again 
form A2 , see eq.(3.12). If 
data of logical I (3.43) 
the data is considered to be a logical 1 as x~ must have 
been scrambled by modulo addition at the transmitter for 
Inequality (3.43) to apply. Should Inequality (3.43) be 
invalid it is known that the luminance level of the second 
pel was smoothed prior to transmission. Hence a logical 0 
, 
is deemed present. The regenerated luminance level of x 2 is 
[ (,~ , e 128 mod 256 + x3)/3; data of logical + x2 X2 = 
. x 2 data of logical 
(3.44) 
3.2.3.2. Post Filtering For System 3 
The procedure for this System is the same as that 
for System I, see section 3.2.1.2, except that the 
smoothing is applied to the last pel in all the blocks 
in the image. 
1 
0 
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3.3. Experimental Procedure 
The experiments were performed by means of computer 
simulation on six monochrome pictures, each bandlimited 
to 2.5 MHz, sampled at 5.5 MHz, and composed of 256 lines 
with 256 pels/line. The picture elements were linearly 
quantized to one of 255 luminance levels between 0 and 
255. Figure 3.1 displays the six pictures, where (a) is 
the well-known Girl image, and two further head and 
shoulder images are presented in (e) and (f). A portion of 
a test card, an apartment building scene, and a semi-rural 
setting are shown in (b), (c) and (d), respectively. Figure 
3.2 shows the luminance level histograms of the six pictures 
displayed in figure 3.1. Each head and shoulder picture 
exhibits a substantial peak, but the largest peak in the 
histograms occurs for the test-card image. The apartment 
building picture has a relatively flat histogram, except 
at the higher luminance levels, while the semi-rural scene 
has a double hump characteristic. The six pictures have 
luminance values which span the entire 256 quantized levels. 
Thus the images in figure 3.1 have different statistical 
properties, and for Systems 1 and 2 it was found that they 
support different amounts of embedded data. 
The systems proposed here are suitable for industrial 
applications, and not broadcast quality television. 
Selecting a channel for the experiements was therefore 
difficult as the variety of industrial applications with 
their attendant channels are legion. Picture signals tend 
to be conveyed over coaxial quality channels and therefore 
it was decided to opt for a mildly dispersvie channel in 
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(a) 
( e ) 
(c) (f) 
Fig.3.1. Images used to convey data (a) GIRL (b) CARD 
(c) FLAT (d) SCENE (e) GIRL 2 (f) GIRL 3 
I 
I 
I 
52 
P"OF. OF GIIIL 
" 
" 
(a) 
1"It08M1ILITT OEHSlTf I'" ~ 
" 
" 
·~.----~,r.,c---~.~.----~~~-----,~,7.----~,~U~--~'~"~---"~"~---"X 
rf1IP. CF FLAT 
" 
" 
·~.----~,r.,c---~.r.'----~H'-----~'~"'----~'F.~~=-~, •• ,,----,,;,.,----,~ 
(c) 
Fig.3.2. Histograms for the images in Fig.3.1 
(a)-(c) are the PDF's for the images 
in Fig.3.1 (a)-(c) 
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Fig.3.2. Histograms for the images in Fig.3.1 
(d)-(f) are the PDF's for the images 
in Fig.3.1 (d)-(f) 
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the form of a fourth order lowpass Butterworth filter 
having a cut-off frequency of 2.5 MHz, to which Gaussian 
white noise was added. The attenuation and phase 
characteristics of the channel filter are displayed in 
figure 3.3. The combined data and video sequence ST at the 
transmitter was conveyed directly to the Butterworth filter 
there being no point in using an interpolating filter that 
offered little amplitude and phase distortion to ST if it 
was to be followed by this Butterworth filter with its 
significantly worse frequency response. Alternatively, 
the filter of figure 3.3 may be viewed as the combined 
interpolating-channel filter. The channel SNR (SNR ) was 
c 
found by replacing the dispersive channel by an ideal 
channel, and then measuring the ratio of the mean square 
value of the embedded data picture signal to that of the 
noise signal. Although experiments for SNRc of 30 dB 
were performed the picture quality was ~naccept~ble, and 
an SNR of 40 dB was chosen, a value significantly below 
c 
that encountered in broadcast quality channels. Thus, 
unless otherwise stated, SNRc is assumed to be 40 dB. 
The synchronization of the transmitter and receiver 
clocks may be performed using the line synchronization 
pulses. However, should the accuracy of the clock 
synchronization be inadequate, timing pulses may be 
introduced during the line synchronization periods that 
are precisely locked to the generation of pels at the 
transmitter. This procedure will enable the receiver to 
sample to the combined video and data signal to an 
acceptable accuracy. In the simulations the sampling 
!! 
ro Pl D' 
~ 
wl!! Ul-
a: 
:x: 
0..." ;;: 
t. 0.69 
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Fig.3. 3 • Characteristic of channel filter 
(a) attenuation (b) phase 
(a) 
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instants at the receiver has an exact relative correspondance 
to those at the transmitter. Although it was not implemented 
in the data embedding systems, it must be emphasised that 
the simulation procedures were those which can be 
conveniently executed by a microprocessor. 
3.4. Results 
3.4.1. System 1 
This system has three system parameters; an activity 
threshold Ta,l' and two distance thresholds Td,l and Td ,2' 
These parameters are displayed in Table 3.1. In selecting 
the distance thresholds the histograms were computed for 
the distance measure 0 for the case when no data was 
transmitted, when data was a logical 0 and when the data 
was a logical 1. The shape and position of these PDFs 
was found to be dependent on the choice of the activity 
threshold T I' and on the channel. For the dispersive 
a, 
channel with its additive noise experiments were conducted 
with T Ito ensure that these three histograms did not 
a, 
overlap. By separating the histograms data errors could 
not" occur. The activity threshold T 1 also determined a, 
the amount of data that could be embedded in the picture, 
lower T 1 and the data rate decreased, but if T 1 became 
a. a, 
too high data errors ensued. 
Figure 3.4 shows the histograms measured at the 
receiver for the apartment building picture of figure 3.1(c). 
The histograms for this picture are presented because it 
was the most demanding of the six images shown in figure 3.1, 
producing the smallest separations between the histograms 
for no data transmitted, data logical 0, and data logical 1. 
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System Transmitter Receiver 
1 T a,l = 50 Td ,l= 43 T d, 2= 99 
2 T a,2 = 50 fl = 100 f2 = 100 
3 
" 
= 57 
Table 3.1 System Parameters 
Image Bits Per Frame 
System 1 System 2 System 3 
GIRL 17025 9862 21760 
CARD 14745 8260 21760 
FLAT 14435 7780 21760 
SCENE IB948 11121 21760 
GIRL 2 19564 11543 21760 
G IR L 3 19866 11703 21760 
Table 3.2 Data Rates Comparions for the Three Systems 
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In figure 3.4(a) ideal channel conditions prevailed. When 
the channel had a SNR of 40 dB the histograms for the 
data moved to lower values of 0 as shown in figure 3.4(b), 
and when the channel was made dispersive the histograms 
broaden, figure 3.4(c). The distance thresholds were 
selected using figure 3.4(c) and similar histograms 
relating to the other five pictures. The values of the 
thresholds are shown in Table 3.1. No additional histograms 
for other values of T 1 were shown; rather it is stated 
a, 
that this value of T l' although sub-optimum, is a a, 
satisfactory value for the six pictures used in the 
experiments. By this choice of T 1 it was ensured that 
a, 
the bit-error-rate (BER) would be zero for the six pictures 
of figure 3.1. With different pictures a non-zero BER may 
be expected. 
Performance Of System 1 
The maximum number of bits that could be embedded 
in a scan-line for a block size of N=3 was B5. As each 
image has 256 scan-lines the maximum data that an image 
could support was 21760 bits. The amounts of data embedded 
in each picture, that were conveyed over the dispersive 
channel haviMg an SNR of 40 dB, and extracted without a 
c 
single bit error, are displayed in Table 3.2. From these 
results it was observed that the bit rate efficiency 
actual data/frame 
~ = 
possible data/frame 
(3.45) 
was as high as 91.3% for the head and shoulder 2 picture, 
and the lowest ~ was 66.3% for the apartment building scene. 
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The luminance waveform of the 2l4th scan-line in 
the 'FLAT' image is displayed in figure 3.5(a). This 
scan-line was selected because the rapidly changing 
luminance levels of the FLAT picture provided a highly 
active region. The waveform of the data embedded into 
the luminance signal is shown in figure 3.5(b), where 
+1, 0 and -1 levels signify when data of logical 1 or 
when data of logical 0 were embedded, and when no data 
were embedded, respectively. The effect of embedding the 
data into the relatively inactive regions of the line 
waveform was to cause them to exhibit rapid luminance 
changes. The data embedded signal is displayed in figure 
3.5(c). Highly active blocks of pels that were unable to 
support data were rendered less active by smoothing the 
pels in the centre of the blocks in accordance with 
eq.(3.3). Figure 3.5(d) shows the difference between the 
input scan-line and the transmitted signal, where the 
effects of modulo addition and luminance smoothing are 
evident. After transmission via the dispersive noisy 
channel, data extraction (without error) and post filtering 
at the receiver, the recovered luminance waveform appeared 
as displayed in figure 3.5(e). Because the error in the 
recovered luminance signal was relatively small showncin 
figures3.5(f) and (g) are the overall luminance error 
signal with and without post filtering, respectively. It was 
found that post filtering made a significant contribution 
to the reduction of luminance errors. These errors are the 
penalty incurred for using the video signal as a data 
carrier over an imperfect channel. 
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Photographs of only 3 recovered pictures,when the data 
embedding scheme of System 1 was employed, are displayed 
fig. 3.6, because all therecovered pictures show no 
discernable differences from photographs of the original 
pictures that have been conveyed directly over the channel. 
How~ver, small degradations in the recovered images due 
to the data embedding process were observed on the video 
monitor. 
3.4.2. System 2 
It will be recalled that System 2 uses five pels 
to support one bit of data, embedding the data by modulo 
256 addition of 128 with the luminance level of the second 
or fourth pel in the block according to whether the data 
is a logical 0 or logical 1, respectively. However, if the 
activity of the five pels in the block exceeds threshold 
T no data is inserted into the pels. At the receiver 
a,2 
data is detected by comparing distance measures against 
system thresholds fl and f 2 . Inequalities (3.34) and (3.36) 
are used in the test procedure for the first block of pels 
in the image. 
In figure 3.7 histograms of the luminance distance 
measure are shown, i.e., the difference between the 
luminance value of the second or fourth pel compared to 
the luminance average between the first and third pels, or 
the third and fifth pels, respectively, in blocks containing 
n=5 pels. These distance measures will be referred to as 
02 and 0 4 , the sub-script relating to the pel number in a 
block. Thus in figure 3.7(a) and (b) histograms are displayed 
02 and 04' respectively, measured for all non-supporting 
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( c) 
Fig.3.5. Recovered images from System 1 after being 
conveyed through the dispersive channel and 
SNR =40 dB (a) GIRL (b) CARD (c) FLAT 
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data blocks of pels. Figure 3.7(c) shows the histograms 
for 02 and 04 for those blocks supporting a logical O. 
As expected the histogram for 02 was moved to high values 
of 02 due to the substantial increases in the luminance 
values resulting from modulo addition. The histogram for 
04 occurred for low values of 04 as no logical 1 values 
were embedded in the picture. The histograms for 02 and 
04 in figure 3.7(d) are for blocks supporting data of 
logical 1. Observe that the histograms in figure 3.7(c) 
and (d) relating to the case of data of logical 0 and 
logical 1, respectively have very similar shapes and 
positions, although the labelling of the histograms is 
reversed. This reversal occurred because the picture was 
capable of supporting as many bits of logical 0 as logical 
1, the data embedded in the image being of a random nature. 
Figure 3.7(a)-(d) apply for an ideal channel, while 
3.7(e)-(h) are the corresponding histogram for the 
dispersive, noisy channel. The presence of the imperfect 
channel is to mOdify the shape of the histograms, but 
more importantly, to reduce the spacing between the 
histograms of 02 and 04. Changing threshold T
a
,2' or 
processing a different picture, modifies the histograms 
of 02 and 04. The histograms displayed in figure 3.7 are 
for the apartment building scene, the most difficult 
picture to accommodate. The distance measure threshold 
r l and r 2 were selected as follows. The histograms of 
figure 3.7(e) and (g) were over-laid, and a threshold 
r l was sought for data of logical 0 condition such that 
the histograms for 02 never over-lapped. Then the 
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histograms of figure 3.7(f) and (h) were over-laid, and 
r 2 placed in the space between the histogram for data of 
logical 1 and the histogram for no data embedded, the 
distance measure being D4 • This procedure was repeated 
for all six pictures. The values of r l and f2 that 
prevented any bit errors occurring in the six images are 
listed in Table 3.1. 
The waveforms for the same scan-line in figure 3.5(a), 
repeated for convenience in figure 3.8(a), are displayed in 
figure 3.8(b)-(e) for System 2. The waveform in figures 
3.5(c) and 3.8(c) are very different because of the amount 
of data inserted in scheme 2 is less than in scheme 1, and 
the manner in which the data is inserted is dissimilar. The 
difference between the combined data and video signal and 
the original signal shown in figure 3.8(d) only reflects 
the effect of modulo addition, as scheme 2 does not require 
those blocks that are not carrying data to have their 
activity lowered. The recovered luminance signal is shown 
in figure 3.8(e), and the luminance error signals before 
and after post filtering are displayed in figure 3.8(f) and 
3.8(g), respectively. The effect of post filtering is to 
reduce the error signal by an amount that is perceptually 
significant. Dbserve that the error waveform in figure 
3.8(g) is marginally of lower power than the error waveform 
of System 1, see figure 3.5(g). The spatial frequency 
components in figure 3.5(g) are higher than those in 
figure 3.8(g) due to System 1 having the greater data rate. 
The recovered images are of slightly superior quality to 
those obtained using Systeml, therefore only 3 recovered 
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pictures are displayed, fig.3.9, because the differences 
are indiscernable when photography is employed. Thus, 
System 2 handles less data per imag. than System I, as 
shown in Table 3.2 and recovers pictures with a marginally 
higher quality. 
3.4.3. System 3 
Irrespective of picture activity, System 3 embedded 
one bit in every three pels to produce a constant data 
rate transmission. It also provided the highest data rate 
of the three systems with 21760 bits per picture, see 
Table 3.2. System 3 is the simplest of the three systems, 
having no activity factor and only one distance threshold 
parameter Q. Figure 3.10 shows the histograms for the 
distance measure °3 , where 03 is the magnitude of the 
difference between the luminance level of the pel at the 
centre of the block and the average luminance of the two 
pels at the ends of the block. The luminance of the pel at 
the centre of each block was replaced by the average 
luminance of the block, and when a logical ° was embedded 
no modification to the centre pel occurred. However, if a 
logical 1 was transmitted the modified centre pel experienced 
modulo 128 addition. Hence the histograms for data of 
logical values 0 and 1 are spaced by a significant distance 
in figure 3.10, even for the worst channel condition shown 
in (c). Histograms were produced of the type in figure 
3.10(c) for all the pictures, and found the distance 
mid-way between the histograms for each picture. The 
average of these distance measures was designated the 
system threshold n, and its value was 57. 
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Fig.3.9. Recovered images from System 2 after being 
conveyed through the dispersive channel and 
SNR =40 dB (a) GIRL (b) CARD (c) FLAT 
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The waveforms associated with System 3 for embedding 
data into the same scan-line as used in figure 3.5(a) are 
presented in figure 3.11. Observe that because data was 
inserted into every block, there was considerable distortion 
in the vicinity of the small vertical bars, as seen in 
figure 3.11, or by comparing figures 3.11(a) with 3.11(e). 
These errors are sufficiently large to cause a clearly 
discernable degradation as can be seen by comparing the 
first three images of figo~e 3.1 with the recovered pictures 
shown in figure 3.12 which have conveyed 21760 bits 
over the channel. It must be emphasized that of the six 
pictures shown in figure 3.1 and processed by System 3, 
only the test card image had sufficient activity for the 
distortion due to System 3 to be Clearly visible when 
photographed. Inspection of the monitor reve~led that 
the quality of all the recovered pictures was worse for 
System 3 than for the other two systems. 
The effect of privacy provided by the scrambling 
algorithm of the three systems is shown in figure 3.13, 
where the data manifests as a noise mask of black and 
white dots on the original image. 
3.4.4. Average Picture Signal-To-Noise Ratios 
The inband noise power in the recovered pictures 
was computed, and thence the picture signal power to 
noise power ratio (SNR)in dB was found. The SNR values in 
dB for each picture was then averaged to give SNR. When 
the channel was ideal, the data embedding schemesof System 
1, 2 and 3 yielded SNR values of 41, 44 and 30 dB, respectively. 
The effect of including the dispersive channel, the second-
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(c) 
Fig.3.l2. Recovered images from System 3 after being 
conveyed through the dispersive channel and 
SNR =40 dB (a) GIRL (b) CARD(c) FLAT 
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order Butterworth filter, was to lower the SNR numbers to 
34, 36 and 29 dB for Systems 1, 2 and 3, respectively. The 
additive channel noise that yielded a channel SNR of 40 dB, 
is therefore a second order effect compared to the noise 
originating from the dispersion in the channel. However, 
inspection of the recovered pictures on the monitor 
leaves no doubt that even in the presence of the dispersive 
channel with its additive noise, System 2 is marginally 
superior to System 1, and the picture quality obtained with 
System 3 is significantly lower than that of the other 
two systems. 
3.5. Discussion 
Three systems for embedding data into industrial 
quality monochrome pictures have been proposed. The systems 
use the picture signal as a data carrier, and the combined 
picture-data signal does not require a greater bandwidth 
than that of the orginal picture signal. In addition the 
transmitted images have some degree of privacy because the 
effect of embedding data is to speckle the image with 
unexpected bright and dark dots, thereby making viewing 
fatiguing for an intruder. 
Using six images having 256 scan-lines with 256 pels 
per line, Systems 1, 2 and 3 conveyed an average of 17430, 
9713 and 21760 bits per image, an average bit rate 
efficiency n (see eq •.. (3.43))of BD, 74 and 100 percent. 
The values of n show that a large majority of the blocks 
in Systems 1 and 2 were able to support data, and all the 
blocks in System 3 were embedded with data. The average 
number of pels required for the transmission of one bit 
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-of data was 3.76, 6.75 and 3 for Systems I, 2 and 3, 
respectively. 
It must be emphasized that no bit errors were 
obtained for the six images that comprised the source 
signals. Other images will probably cause bit errors. The 
8ER can be reduced to an acceptable value by introd~cing 
sufficient channel protection coding bits at the expense of 
the transmitted bit rate. 
Systems 1 and 2 operate with a variable data rate, 
and because highly active blocks are excused from conveying 
data, the recovered picture quality is greater than that 
obtained with Syste~ 3, which has a constant data rate 
of 21760 bits per image. Although System 2 provides a 
recovered image having a marginally higher quality than 
that obtained with System I, it does have a significantly 
lower data rate. System 3, however, has the virtu~ of 
being significantly more robust to bit errors compared to 
Systems I._and 2, see figures 3.4, 3.7 and 3.10.Thus it 
, 
can be observed that each system has its strengths 'and 
weaknesses, and the system to be deployed depends on the 
application. 
The high data rates per frame, see Table 2, would 
if maintained for different images,yield high data rates 
for television signals with their 25 or 30 frames per 
second. Thus one might envisage a video-telephone service 
conveying data of the order of half a mega-bit per second, 
or the equivalent of approximately eight digitized voiced 
signals, in addition to the picture signal. 
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Note On Publications 
Two papers. based on the work described in this 
chapter. were produced both entitled "Embedding data 
into pictures by modulo masking". The first paper. 
which deals with systems 1 and 3. was presented at the 
International Conference on Com~unications. 19-22 June.19B3. 
Boston. M.A. and is published in the conference proceedings. 
The second paper. which deals with all three systems of 
thiq chapter. has been accepted for publication in the 
IEEE Trans. on Commun •• as a full paper. to be published 
this year. All the above papers are in joint authorship 
with Dr. C. Xydeas and Dr. R. Steele. 
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CHAPTER IV 
SWITCHED QUANTIZATIDN - FIXED BIT RATE 
4.1. Introduction 
An important form of predictive coding is differential 
pulse code modulation (DPCM). In this predictive coding 
system a prediction of the sample to be encoded is made 
from previously coded information that has been transmitted. 
The error resulting from the subtraction of the prediction 
from the actual value of the sample is then quantized. 
The quantized output may then be binary coded to either a 
fixed or variable word length. Hence a DPCM encoder consists 
of three basic components, predictor, quantizer, and code 
assigner. 
In this chapter a DPCM coder, coupled with a 
scrambling strategy yielding a novel switched quantization 
scheme, will be described. The scheme is applied with 1-0 
and 2-D fixed predictors and with fixed word length 
assignment. However, the focus of attention is first 
centred on some relevant work reported on video differential 
coders. 
4.1.1. Linear Predictors in Video Differential Coders 
Predictors are usually optimised in a mean square 
sense, using the short or long term correlation function 
of the input video signal. This approach produces a set 
of linear equations the solution of which provides the 
'optimum' coefficients pf the linear predictor. Prediction 
coefficients optimised under the mean square criterion 
have been computed by Habibi 7D for predictors which use 
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different numbers of picture elements. His results show 
that if the predictor coefficients are matched to the 
statistics of a picture the m.s.e. decreases significantly 
by using up to three picture elements. However, if the 
coefficients are not exactly matched, the decrease in m.s.e. 
is not significant by using three previous elements as 
compared to one element. In nonadaptive DPCM systems 
predictors are usually designed employing the 'average' 
(long term) statistics of the input signal and not according 
to the short term statistics, for example every picture 
frame. The picture signal is however, highly nonstationary 
it is therefore advantageous to adapt the predictor to 
the local property of the video signal. This adaptive 
prediction approach has been tried by Zschunke71 , and 
Dukhovich and D'Nea172 • The technique used was to select a 
set of linear predictors based on some local property of 
the. previously transmitted neighbouring picture elements. 
However, the results have not been very encouraging in 
terms of m.s.e. or the entropy of the prediction error. 
The developmeot of a more complex prediction algorithm 
has been difficult due to the processing time restrictions 
imposed by the high sampling rate of the video signal. 
Nevertheless Girod73 developed a gradient type algorithm 
such that a high speed real time implementation would be 
possible. His results show that additional gain by the 
use of adaptive predictor control, compared to optimum 
linear fixed predictors reported by Pirsch 74 , in terms of 
prediction error variance or entropy is not significant. 
The SNR increase of 1.3 dB over optimum linear fixed 
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predictors obtained, could hardly justify the increase in 
complexity due to the introduction of the gradient algorithm~ 
Using this adaptive prediction scheme the recovered image 
was indistinguishable from the original by a human observer 
under normal viewing conditions, and there was about 2.9 
bits/pel used in conveying the picture information. 
The video delta codec used in reference 75 adapts 
the predictor coefficients with a forward estimation scheme. 
The predictor uses either the horizontal or vertical samples 
for the prediction of the incoming signal depending on 
which one produced a smaller difference signal. The side 
information for the control of such a scheme is as large 
as 1 bit/pel and can be justified since it was found that 
the picture quality was better compared to a fixed delta-
codec operating at twice the original sampling rate. The 
recovered picture produced from this scheme improves upon 
the edge busyness and most contours were well reconstructed. 
Frei, Schindler and Vettiger76 describe a dual 
mode predictive coding system using a DPCM and delta modulator. 
The delta modulator is used to code the video waveform in quiet 
and relatively smooth areas of the picture while the DPCM 
is used in regions of sharp transients. The switching 
between the two modes of operation is done by a sensor 
that responds to the input signal variation. The delta 
coder produces a bit-rate of 3f
s 
(f
s 
is the Nyquist 
sampling rate) which are later grouped and compressed 
according to a majority decision rule, in order to aChieve 
a compression ratio 3:1. The receiver is able to reconstruct 
the compressed delta bits from a coding table. Upon 
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producing three equal bits within one sampling interval, 
from the delta coder, a sensor detects this as a deviation 
from a smooth region in the video waveform and switches 
the system into the DPCM mode. The system remains in this 
mode until the idling of the DPCM is detected. The idling 
condition of the DPCM is defined as the OCcurrence of 
the smallest DPCM word followed by . the same one of opposite 
sign. When this idling is sensed the transmitter and 
receiver will each switch to the delta mode of operation 
in turn. For the system to operate successfully i.e. for 
the switching of modes to be the same at the transmitter 
and receiver, it was necessary to insert redundant marker 
bits. Nevertheless an average bit rate of 1.5 bits/pel 
was reported with good subjective quality pictures for 
single frame monochrome images. 
4.1.2. Quantizers in Video Differential Coders 
Quantization is an approximation process which maps 
continuous in amplitude levels (X) into discrete in amplitude 
output levels (y). Hence the quantizer introduces distortion 
and since the quantization process is irreversible any 
good quantizer design must attempt to minimize this 
distortion. The basic quantizer problem is to determine 
the optimum decision and reconstruction levels, given 
the signal probability density function p(X) and an 
optimization criterion. 
In DPCM systems, optimization of the quantizer is 
carried out based mainly on two criteria: mean square 
quantization error and the subjective visibility threshold 
of the quantization error. Since the mean square error 
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criterion does not adequately take into account the human 
observer and the special properties of visual perception, 
its usefulness is restricted. For better picture quality, 
quantizers should be designed on the basis of the 
psychovisual criteria, however the debate continues on 
h t . d·t· t 77,78 0 t· t· w a 1S a goo cr1 er1a 0 use p 1mum quan 1zers 
based on a minimum mean-square error criterion have been 
43 derived using the work of Max • 
Max showed that the mean square error can be 
represented by : 
where 
L 
MSE = L 
i=l 
dJi +l 
d i 
(X 2 - Y.) p(X)dX 
1 
X is the input signal to be quanti zed 
Y. is the quantizer reconstruction lev~ls 
1 
p(X) is the probability density function of the 
input signal 
d i is the quantizer decision levels 
( 4 .1 ) 
The mean square error is minimised if the following two 
criteria are met : 
(4.2) 
p(X)(Y i - X)dX = 0 (4.3) 
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Equations (4.2) and (4.3) describe the overall relationship 
of the optimum quantizer. Equation (4.2)states that the 
decision level d i should lie half-way between Yi and Yi + l • 
Equation (4.3) shows Y. I to be the centriod of 1.+ 
of p(X) between d i and d i +l ·, 
the area 
One method of solving these equations is to apply 
a search procedure. For example; for a given number of 
levels (L) with respect to dl=-OO and arbitrary selection 
of d
2
, the most negative quantizer output Yl can be 
obtained. If Y
L 
is the centroid of the area of p(X) between 
d
L 
and 00, Y
l 
was chosen correctly. Otherwise a new value 
must be assigned to d l and the procedure repeats. 
The performance of OPCM.is dependent upon the method 
used to set the quantizer's descision and reconstruction 
levels. The quantization error, i.e. the difference between 
the input and output of the quantizer, can produce a 
characteristic pictorial error called granularity error 
that forms a texture pattern in regions of constant 
brightness. Quantization step size may also limit the 
slew rate of the coder and lead to an error called slope 
overload, producing an image appearance similar to low 
pass filtering the image. There is one other degradation 
associated with improper quantizer design called 'edge 
busyness l • This occures at slow varying contrast edges 
when the quantizer output oscillates around the signal 
value giving the appearance of a I busy ed.ge l • 
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Due to the problems outlined above, with respect to 
using nonadaptive quantizers, it is therefore advantageous 
to adapt the DPCM quantizer. Adaptation of the quantizer 
to signal statistics or visual perception is accomplished 
79 BD Bl " 
using various approaches ' , • Some of these techniques 
are discussed in the following chapter. It is felt 
sufficient here to quote Netravali and Limb 9 "In summary, 
for intraframe coding, although the optimum rules for 
adaptation ar~ not known, rules based on intuition, and 
trail and error have shown significant reduction in bit 
rate over nonadaptive systems". 
In what follows a novel feed forward switched 
quantizer system will"be described while operating in 
a" DPCM coder. Even though the scheme uses forward 
estimation it does not require any side information. Since 
the schemes described in chapter V rely on the knowledge 
acquired from the schemes in thtschapter it is recommended 
that the schemes in this chapter be fully understood. 
4.2. Fixed Bit Rate Switched Quantization (FSQ) 
Scheme (1-0) 
A novel switched 3 bit/pel quantization scheme will 
be considered,as applied to a DPCM codec with a first 
order predictor/without the necessity of transmitting any 
side information. The basic idea originates from the 
analogue system destribed in the previous chapter. The 
analogue system exploited the statistical dependence 
that resides in video signals enabling them to be data 
carriers at the same time. However, a OPCM codec already 
uses this statistical dependence to redu~e the channel 
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capacity necessary for conveying the image information. 
Since nonadaptive DPCM encoders are usually designed on 
a long term average basis they are not optimum. This small 
but inherent presence of redundancy will aid the design 
of the proposed quantization scheme. By rearranging, or 
not rearranging i.e. scrambling or not scrambling, the 
quantizer output levels in a predetermined manner and 
assuming the decoder is able to distinguish between the 
two sequences a switching code can be transmitted. This 
switChing code will be used to switch between two 
quantizers present in the system. Hence the receiver 
must determine whether the scrambling key was used or not 
in order to establish which quantizer (of two quantizer) 
was used so that the correct video signal may be recovered. 
4.2.1. The Transmitter 
The encoder section of the switched quantization 
scheme is shown in figure 4.1. It basically consists of 
twocon~ntional encoders, decoders and a processor section. 
The two encoders have the same first order predictor P 
but use .quantizers (Ql and Q2) with a different step size. 
The quantizers are of the type described by Max43 with 
a Laplacian distribution. The two decoders are labelled 
Ql and 02 respectively. These signify decoding with 
respect to Ql and Q2 step sizes. It is assumed that the 
step size of quantizerQl is smaller then the step size 
ofquantizer Q2. The boxes labelled SC indicate a 
scrambling operation. As stated earlier the scrambling 
strategy is applied to the quantizer output levels which 
are scrambled by inversion about the midpoint level of 
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the positive or negative half of the quantizer's range, 
depending on whether the quantizer's output was positive 
or negative respectively. The aim of this type of scrambling 
strategy is to push the inner quantization levels to 
their outer levels and hence obtain a signal that has a 
higher activity (defined later in the text) than its 
unscrambled version. The processor which is also a decision 
maker is given the information about the two locally 
decoded sample values XiI' Xi2 , and Xi' As a criterion 
for system optimization it was decided to minimize the 
quantization noise power. The system is designed to operate 
on blocks of ei~ht samples at any given time. 
To be able to follow the description the reader is 
advised to keep in mind that a scrambled sequence produces 
a higher activity (defined later) signal than an unscrambled 
sequence. Although this is not always true it will help 
in the better understanding of the scheme. Furthermore 
whenever an unscrambled sequence e ql is transmitted it 
is always associated with the first encoder i.e. using 
Ql to encode the input signal. Similarily whenever a 
scrambled sequence e q2 is transmitted it is always 
associated with the second encoder i.e. using Q2 to encode 
the input signal. Asa further aid the transmitter 
operation is presented in the flow chart of figure 4.2. 
Consider that the first block of 8 input samples 
is processed by the system. Upon receiving the 8 sample 
values for Xi' XiI' Xi2 , Xi3 ,X i4 the processor computes 
the noise power from : 
Transmitt 
e qs2 
N 
N 
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Fig.4.2. Flow chart for the transmitter section 
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( 4.5 ) 
If nl~ n 2 , it means that the quantization noise 
produced by the first encoder (associated with 01) was 
less than that of the second encoder. Therefore it would 
be desirable to transmit' the output from the first encoder; 
and vice versa if n 2 >n l . 
Assuming that n l < n 2 a decision has to be made on 
whether it is possible to transmit the output from the 
first encoder such that the receiver processor will not 
make an error in deciding which encoder was used, without 
sending any side information. All further examination is 
therefore performed on the sample values Xil ,X i3 and Xi4 
since the receiver, figure 4.1, is able to produce these 
samples as well. Now, the source signal was obtained 
using an a-bit uniform quantizer, consisting of discrete 
levels ranging from 0 to 255 and any large deviation from 
that range may be exhibited by Xi4 and Xi3 • This is because 
the scrambling process might drive the predictors unstable. 
Clearly the examination of X'4 against the stated deviation 
1 , 
range (with Some confidence limits) is sufficient to 
observe whether the scrambled quantized output from 01 
produces this deviation. 
Thus the processor first examines' whether there 
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are any samples in Xi4 such that 
A 
( 4.6) 
or 
A 
Xi4 < 0 - Cz (4.7) 
where Cl and Cz are experimentally obtained constants 
or confidence limits 
If either eq.(4.6) or (4.7) are satisfied the 
processor decides to transmit the set of binary values 
associated with the first encoder i.e. e ql • This is 
possibe since the receiver is able to produce equivalent 
A A A 
samples of Xil ,X i3 and Xi4 and following the same 
procedure arrive at the same conclusion i.e. an unscrambled 
sequence was sent using 01. If eqs.(4.6) or (4.7) are 
not satisfied the processor examines the activity of 
A 
XiI and Xi3 defined as : 
". ,: .. .' 
1 
Al = (N-l) 
AZ = 1 
(N-l) 
N = 8 
N-l 
L 
i=l 
N-l 
A A Z 
L (X i3 - Xi3+1 ) i =1 
( 4. 8) 
(<1.9) 
-As ··st·ate.d ·earlier it is expected that Al will be less 
than Az. To make certain that this statement always holds, 
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when transmitting eql , it was necessary to introduce 
a threshold measurement parameter THR. Upon computing 
values for Al and A2 the processor examines if: 
Al - A2 < THR (4.10) 
where THR is a system threshold constant 
This is an experimentally obtained constant and will be 
discussed later in the experimental procedure (section 
4.2.3.). It is sufficient to know that such Lthreshold 
exists. 
If condition (4.10) is satisfied the processor 
permits the values, corresponding to the first encoder, 
to be transmitted i.e. e ql • Since Al will have a value 
less than A2 all the receiver has to select, after 
satisfying condition (4.10), .is the set of samples with 
the lower activity in order to recover the correct video 
signal. 
If however condition (4.10) is not satisfied the 
processor permits the scrambled values e q2 corresponding 
to the second encoder to be transmitted even though 
n l < n 2 • This is possible since it was experimentally 
found that the activity difference between the scrambled 
sequence and the unscrambled sequence always produces a 
value that falls above the system measurement threshold 
THR. The reason why a similar examination such as eq.(4.10) 
is not performed at the transmitter is that it was 
experimentally found to hold for all blocks of the 
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scrambled sequence e 2' It is sufficient at present to qs 
know that such a threshold exists. Its derivation (of THR) 
will be explained in the experimental procedure (section 
4.2.3.). 
Assuming that n l ~ n 2 a scrambled sequence e qs2 
would be transmitted without any further examination. This 
is possible since it was experimentally found that the 
activity difference between a scrambled sequence and an 
unscrambled sequence always produces a value that falls 
above the system threshold parameter THR. It is sufficient 
at present to know that: such a threshold exists. Its 
derivation (of THR) will be explained in the experimental 
procedure (section 4.2.3.). 
After encoding the last pel in each block of samples 
A A A 
the last decoded samples (XS1,XS2'XS3 and XS4 ) of the 
system are set equal to the decoded sample, either XSl ' 
or XS2 ' of the encoder chosen for processing the video 
signal. This ensures the exact starting co~dition of all 
the predictors. 
To summarize in brief, a scrambled sequence of 
binary levels is always transmitted when it is decided 
to select the second encoder and an unscrambled sequence 
of binary levels is always transmitted when the first 
encoder is selected and used for the transmission of the 
video signal. 
4.2.2. The Receiver 
The receiver section of the s~itched quantizer 
scheme is similar to the transmitter and is shown in 
fig.4.l. It basically consists of three decoders and a 
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processor section. Two decoders decode the incoming signal 
with respect to the first quantizer (01) and one with 
respect to the second quantizer (OZ). The receiver also 
operates on blocks of eight samples and follows ·a similar 
examination of the incoming signal to that of the transmitter • 
• 
The processor first examines the samples YiZ to find 
ou t if: 
• 
YiZ > Z55 + Cl (4.11) 
or 
• 
YiZ < 0 - Cz (4.1Z) 
where Cl and Cz are system constants 
If either eq.(4.11) or (4.1Z) are satisfied the 
• 
video output signal contains values from Yil · For all 
• • 
other cases the activity of sample values Yil and Y i 3 
are computed from 
N-l 
A3 = 1 (4.13) ( N -IJ 
1 N-l A4 • • Z = (N -1 ) L (Y i3 Yi3+1 ) (4.14) -
i=l 
and if 
A3 
-
A4 < THR (4.15) 
eq.(4.15) is satisfied the video output will contain 
, 
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sample values from Yil otherwise it will be from Yi2 . 
Note that by experimental definition of the system 
measurement parameter THR. whenever the activity difference 
(A3-A4) resides below THR. an unscrambled sequence was 
transmitted using al. Similarily when the activity 
difference (A3-A4) falls above/or equal to THR a scrambled 
sequence was transmitted using 02. 
Final note : If the final video output consists 
of sample values from Yil the last decoded samples 6f 
the other decoders are set equal to the last decoded 
sample of Yil • This only occurs at the end of each decoded 
block of pels after the processor has decided what the 
final video output signal should be and ensures the exact 
starting condition of all the predictors. 
4.2.3. Experimental Procedure 
The system parameters have been obtained using the 
six pictures shown in fig.4.3 and stored on a POPll/34 
minicomputer. Each source picture was quanti zed using 
an 8-bit uniform quantizer and consists of discrete levels 
ranging from 0 to 255. The predictor tap gain was obtained 
by computing the horizontal autocorrelation of each image. 
The six values so obtained were then averaged to produce 
one number. this being 0.99. 
Initial experiments were carried out on the GIRL 
and the FLAT pictures only. to see the effect of the 
threshold THR with respect to the step size used for 01 
and 02 under 'ideal conditions' i.e. assuming that the 
choice of encoders is only governed by the minimisation 
of the noise power and is known by the receiver. The 
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( e) 
(c) (f) 
Fig.4.3. The source images used in the experiments 
(a) GIRL (b) CARD (c) FLAT (d) SCENE 
(e) HALL (f) GIRL 2 
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term 'non ideal conditions' being used for the case when 
no additional information is given to the receiver other 
than the system constants. The p.d.f. of the activity 
difference when 01 or 02 is used, under 'ideal conditions', 
was plotted and is shown in fig.4.4 for the GIRL, CARD 
and FLAT images (the p.d.f. plots are not shown for the 
other images since they were of similar characteristics 
to the ones in fig.4.4). As the step size of 01 approaches 
the step size of 02 the area of graph Fl would move to 
the right and reduces in size. The overlap region between 
Fl and F2 must be avoided so that the receiver never 
makes an error in deciding which quantizer was used. This 
is done by placing a threshold level THR with respect to 
the area of F2 e.g. in fig.4.4, and with respect to the 
p.d.f. plots. for all six pictures so forcing the area of 
Fl to the right of THR to be mapped into the area of F2. 
This will have the effect of forcing the use of quantizer 
02 in the area where 01 gives a lower noise power value. 
Therefore the choice of step size for 01 and 02 must be 
such that it does not have very noticeable visual impairments 
on the recovered video signal due to the overlap region 
of Fl and F2. The step size of 01 and 02 was changed by 
having two different normalization constants for the 
error signal being fed to the quantizer. The system was 
first run under 'ideal conditions'. For a given variation 
of normalization constants (for 01 and 02) it was necessary 
to establish the system constants THR, Cl and C2 , shown in 
Table 4.1, with respect to the six pictures. It was then 
necessary to decide which set of normalization constants 
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NORMALIZATION CONSTANT FOR 01 
4 S .6 
THR= -126.63 THR= -197.79 THR= -284.75 
0 Cl = 8.05 Cl = 10.88 Cl = 11.19 N 
N C2 = 13.92 C2 = 14.06 C2 = 14.10 0' 
0:: 
0 
u. THR= -109.21 THR= -170.62 THR= -244.11 
I-
z 
d: 
Cl 16.48 Cl 15.47 Cl 16.99 I- = = = 
U1 LD 
Z N 
0 
u C2 17.56 C2 17.67 C2 17.63 = = = z 
0 
H 
l-
d: 
N THR= -92.73 THR = -170.84 THR= -208.43 H 
--' 
d: 
E Cl = 12.12 Cl = 12.58 Cl = 14.34 0:: 0 
0 t'1 
z 
C2 = 21. Ol C2 = 21.11 C2 = 21.11 
Table 4.1. System parameters for the FSQ 1-0 scheme 
under 'ideal conditions' 
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(for 01 and 02) gave the higher SNR and/or the more 
pleasing subjective quality. The SNR values were computed 
from the root mean square error and the peak-to-peak signal 
amplitude. This was only done for the GIRL and FLAT picture 
as their picture statistics are very different from one 
another. Presented in Table 4.2 and Table 4.3 are the results 
when the decoder processor calculated correctly the 
decision made by the encoder processor, i.e. 'non ideal 
conditions', for the above mentioned two pictures. 
Following our experimental procedure it was decided 
to take 6.0 and 30.0 as the two normalization constants 
for 01 and 02 respectively. For these values of scaling 
constants the corresponding system parameters are (from 
Table 4.1): 
Cl = 14.34 C2 = 21.11 THR = -208.43 
4.2.4. Results 
With all the necessary parameters included in the 
scheme the system was run under 'non ideal conditions' 
and the SNR values produced by processing the six pictures 
are presented in Table 4.4. The results compare quite 
favourably to the case when one Laplacian quantizer was 
used and optimised for each picture separately with the 
method described by Max 43 , as seen in Table 4.5. Given in 
Table 4.6 are SNR values for the just mentioned scheme 
when run under 'ideal conditions'. The results of Table 4.6 
are a little surprising since they do not show any large 
deviations from the case when the system was run under 
0 
N 
N 
a 
0: 
0 
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I-
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I-
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0 
u 
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0 
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NORMALIZATION CONSTANT FOR 01 
4 5 6 
36.67 dB 37.05 dB 37.21 dB 
02 = 3624 02 = 3039 02 = 2697 
F02 = 2405 F~2 = 2246 FQ2 = 2150 
35.B2 dB 36.35 dB 36.77 dB 
Q2 = 3063 Q2 = 24B7 Q2 = 2048 
FQ2 = 1995 FQ2 = 1773 FQ2 = 1599 
35.34 dB 35.99 dB 36.6B dB 
Q2 
FQ2 
Note 
= 
= 
2398 Q2 = 1908 Q2 = 1407 
1434 FQ2 = 1285 FQ2 = 998 
Q2=tota1 number of blocks used by 
the quantizer Q2 to encode the 
input signal 
FQ2=tota1 number of forced blocks used 
by the quantizer Q2 to encode the 
input signal 
Table 4.2. SNR results for the FSQ 1-0 scheme, 
for the GIRL image, under 'non ideal 
conditions' 
0 
N 
N 
c 
a:: 
0 
lL. 
f-
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'" f-
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'" 0 
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NORMALIZATION CONSTANT FOR 01 
4 5 6 
30.98 d8 31.02 d8 31. 03 dB 
02 = 5390 02 = 4954 02 = 4685 
F02 = 2017 F02 = 1737 F02 = 1550 
32.63 dB 32.74 dB 32.80 dB 
02-= 4725 02 = 431B Q2 = 4006 
FQ2 
Q2 
FQ2 
Note 
= 1413 FQ2 = 1133 FQ2 = 959 
32.97 dB 33.02 dB 33.16 dB 
= 
= 
4143 Q2 = 3915 Q2 = 3564 
BB3 FQ2 = 773 FQ2 = 534 
Q2=total number of blocks used by 
the quantizer Q2 to encode the 
input signal 
FQ2=total number of forced blocks used 
by the quantizer Q2 to encode the 
input signal 
Table 4.3. SNR results for the FSQ 1-0 scheme, 
for the FLAT image, under 'non ideal 
conditions' 
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IMAGE SNR 
GIRL 36.6B dB 
CARD 31. 44 dB 
FLAT 33.16 dB 
SCENE 3B.41 dB 
HALL 34.67 dB 
GIRL 2 40.40 dB 
Table 4.4. SNR results for the FSQ 1-0 scheme 
under 'non ideal conditions' 
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IMAGE SNR 
GIRL 36.25 dB 
CARD 32.39 dB 
FLAT 30.95 dB 
SCENE 31.12 dB 
.'. 
HALL 30.24 dB 
GIRL 2 36.43 dB 
Table 4.5. SNR results for the 1-0 OPCM when a 
Laplacian quantizer was optimised 
per frame (3 bits/pel) 
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IMAGE SNR 
GIRL 38.77 dB 
CARD 31.62 dB 
FLAT 33.39 dB 
SCENE 39.65 dB 
HALL 35.02 dB 
GIRL 2 42.48 dB 
Table 4.6. SNR results for the FSQ 1-D scheme 
under 'ideal conditions' 
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'non ideal conditions' shown in Table 4.4. Upon further 
investigation it was found that under 'non ideal conditions' 
the amount of extra added noise (due to the use of 02 in 
cases where 01 should have been used) was a relatively small 
percentage of the total noise power. Presented in fig.4.S· 
are the recovered pictures of our new scheme corresponding 
to the results obtained in Table 4.4. Also shown in fig.4.6 
are the recovered pictures when one Laplacian quantizer 
was optimised for each picture individually, using the 
mean square error criterion, corresponding to the results 
obtained in Table 4.5. 
Subjectively the recovered video images from the 
new switched quantizer scheme were of equal quality to 
the case when one Laplacian quantizer was optimised for 
each picture individually using the minimum mean square 
criterion described in reference 43. Note however that the 
latter system requires the transmission of the step size 
information at a rate equal to the frame rate of the 
video input. 
4.3. Fixed Bit Rate Switched Ouantization (FSO) 
Scheme (2-D) 
The switched quantization scheme used for the 1-0 
case will be applied to a 2-D predictive differential 
system, with some modif{cations; I.t was decided to use 
a third order predictor as higher order predictors 
would not produce any noticable improvement in picture 
quality70. Due to the use of 2-D predictors it. was more 
challenging to reduce th~ number of bit~/pel to 2 ·bits/pel. 
The scrambling strategy used for the 1-0 scheme will 'be 
- ".' 
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(b) (e) 
Fig.4.S. Recovered images from the FSQ 1-0 scheme under 
'non ideal conditions' (a) GIRL (b) CARD 
(c) FLAT (d) SCENE (e) HALL (f) GIRL 2 
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(a) 
(b) 
(cl (f) 
Fig.4.6. Recovered images using a Lap1acian quantizer 
optimized per frame (a) GIRL (b) CARD (c) FLAT 
(d) SCENE (e) HALL (f) GIRL 2 
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used here in exactly the same way. However, since the 
quantizers (01 and 02) were allocating only 2 bits/pel 
this rather limits the effectiveness of the scrambling 
strategy to produce a scrambled signal within 8 pels such 
that it is distinguishable from its unscrambled version. 
43 Both quantizers were of the type described by Max with 
a Laplacian distribution. 
4.3.1. The Transmitter 
Shown in fig.4.7 is the block diagram of the 
transmitter and receiver section of 2-D scheme. The 
transmitter section basically consists of two encoders, 
one decoder and a processor unit. All the predictors P 
are 2-D third order predictors. The two encoders use two 
quantizers of the same distribution but with a different 
step size i.e. 01 has a smaller step size than 02. The 
remaining decoder performs decoding of the scrambled 
quantized output from 01 with respect to the step size 
of 02. The boxes labelled se indicate a scrambling 
operation. As an optimization criterion, the minimization 
of the quantizers error signal is used subject to the 
constraint that other system conditions are satisfied 
as well. 
The input video signal is first segmented into 
8 samples per block. Hence commencing with the first 
block of pels the noise power is computed from 
N 
L (4.16) 
i=l 
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Fig.4.7. Block diagram of the FSQ 2-D scheme 
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N 
L (4.17) 
i=l 
If n l < n 2 it means that it would be desirable to 
transmit the error signal associated with the first 
encoder. However, this is subject to one of the following 
constraints being satisfied. Therefore the examination 
of all the samples in Xi3 by 
(4.lB) 
or 
• 
Xi3 < 0 - B2 (4.19) 
where Bl and B2 are system constants or 
or confidence limits. 
Since the source signal was obtained using an B-bit 
uniform quantizer, consisting of discrete levels ranging 
from 0 to 255 any large deviation from that range will 
be exhibited by Xi3 . This is because the scrambling process 
might drive the predictors unstable. Clearly the 
examination of Xi3 against the stated deviation range 
(with some confidence limits) is sufficient to observe 
whether the scrambled quantized output from 01 produces 
this deviation. 
If any of the samples X' 3 exceed the inequalities . 1 
imposed by eqs.(4.lB) or (4.19) an unscrambled sequence 
eql , associated with 01, is transmitted. Since the receiver 
• 
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is able to produce equivalent samples of Xi3 ' after 
performing an examination similar to eqs.(4.1B) and (4.19) 
it would arrive at the same result i.e. an unscrambled 
sequence was transmitted. 
In the event that inequalities of eqs.(4.l8) and 
(4.19) are not satisfied the error signal e Z' associated qs 
with the second encoder, is transmitted even though this 
encoder produced a higher noise value. 
If n l ~ n Z it means that the second encoder produced 
a lower or equal noise value to that of the first encoder. 
Due to the design of the system the receiver will not be 
able to detect any adverse instability produced by the 
sequence e Z and will opt for the condition (defined by qs 
the system) that a scrambled sequence was transmitted. 
After encoding the last pel in each block of samples 
the contents of the predictor delays of the system are 
set equal to the contents of the predictor delays of the 
encoder chosen for processing the video signal. This 
ensures the exact starting condition of all the predictors. 
4.3.Z. The Receiver 
Due to the simplified structure of the transmitter 
the receiver, in fig.4.?, consists of two decoders and 
a processor unit. One decoder uses 01 to decode the 
incoming digits and the other used OZ. 
The examination of the recovered signals is performed 
only on ViZ since this corresponds to Xi3 generated by 
the transmitter section. Hence the examination: 
YiZ > 
and 
< 
-llLi-
o - 8 
. Z 
(4.Z0) 
(4.21) 
Upon any of the samples exceeding the inequalities 
of eqs.(4.Z0) or (4.Z1) it is concluded that an unscrambled 
sequence was transmitted and the final video output is 
taken as Yil. Otherwise the final video output is from 
ViZ. The receiver processor follows the same steps as 
that of the transmitter processor. Having the constants 
8 1 or 8 2 properly set, and assuming there are no channel 
error, the transmitter and receiver will always make the 
same decision. 
Final note If the final video output consists of 
sample values from Yil the contents of the predictor 
delays of the second decoder are set equal to the contents 
of the predictor delays of the first decoder and vice 
versa. This only occures at the end of each decoded block 
of pels, after the processor has decided what the final 
output should be, to ensure the same starting position of 
all predictors. 
4.3.3. Experimental Procedure and Results 
The multipliers used in the predictor are the same 
74 
as those reported by Pirsch and Stenger 
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Initial testing was carried out on the GIRL and 
FLAT pictures only to establish the SNR variation with 
respect to the normalization constants used for quantizers 
01 and 02. These results are shown in Table 4.7 and Table 
4.8. It was decided that 4.0 and 15.0 would be suitable 
normalizing constants for 01 and 02. The system parameters 
8 1 and 8 2 were obtained by processing the six images 
through a 'dummy run'. This yielded values for 8 1 and 8 2 
of 24.56 and 13.91 re~pectively. 
With the constants Bl and B2 fixed the six images 
were processed again under 'non ideal conditions' to produce 
SNR values as shown in Table 4.9. These SNR values compare 
quite favourably to the case when considering system 
performance, under 'ideal conditions', shown in Table 4.10. 
When the pictures were evaluated subjectively the CARD 
picture had a noticable increase in granular noise. This 
was remedied by reducing the normalization constant of 
02. Having chosen a lower normalization constant for 02 
(10.0) new values for 8 1 and 8 2 had to be found. The same 
procedure was adopted as in the previous case giving values 
for Bl and 8 2 of 22.0 and 12.8. 
Consequently new pictures were obtained for the 
case when the normalizing constants of 01 and 02 were 
4.0 and 10.0. Given in Table 4.11 are the results 
regarding the SNR values under the 'non ideal conditions'. 
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NORMALIZATION CONSTANT FOR 01 
4 5 6 
36.79 d8 36.87 d8 36.58 d8 
02 = 627 02 = 472 02 = 438 
35.89 d8 36.27 d8 36.21 d8 
02 = 531 02 = 331 02 = 247 
35.42 d8 35.71 d8 35.88 d8 
02 = 456 02 = 273 02 = 179 
Note: 02=total number of blocks used by 
the quantizer 02 to encode the 
input signal 
Table 4.7. SNR results for the FSO 2-0 scheme, 
for the GIRL image under 'ideal 
conditions' 
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NORMALIZATION CONSTANT FOR 01 
4 5 6 
31. 58 d8 31. 74 d8 31. 71 d8 
02 = 2751 02 = 2449 02 = 2208 
32.18 d8 32.36 d8 32.68 d8 
02 = 2442 02 = 2001 02 = 1695 
31. 61 d8 31. 93 d8 32.29 d8 
02 = 2286 02 = 1831 Q2 = 1416 
Note: Q2=tota1 number of blocks used by 
the quantizer 02 to encode the 
input signal 
Table 4.8. SNR results for the FSO 2-0 scheme 
for the FLAT image under 'ideal 
conditions' 
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IMAGE SNR 
GIRL 32.44 dB 
CARD 30.16 dB 
FLAT 30.61 dB 
SCENE 32.12 dB 
HALL 30.59 dB 
GIRL 2 33.83 d8 
Table 4.9. SNR results for the FSQ 2-D scheme 
under 'non ideal conditions' 
(normalization conatants for 01 and 
Q2 were 4 and 15) 
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IMAGE SNR 
GIRL 36.79 dB 
CARD 33.19 dB 
FLAT 31. 5B dB 
SCENE 34.55 dB 
HALL 31. Bl dB 
GIRL 2 41. 02 dB 
Table 4.10. SNR results for the FSQ 2-0 scheme 
under 'ideal conditions' 
(normalization constants for Ql and 
02 were 4 and 15) 
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IMAGE SNR 
GIRL 34.46 dB 
CARD 31. 3B dB 
FLAT 2B.42 dB 
SCENE 31. 74 dB 
HALL 2B.60 dB 
GIRL 2 36.78 dB 
Table.4.11. SNR results for the FSQ 2-D scheme 
under 'non ideal coditions' 
(normalization constants for 01 and 
Q2 were 4 and 10) 
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The recovered pictures from this scheme are shown in, 
fig.4.B,. The SNR values of Table 4.11 compare very well 
to the valuesof Table 4.12 when the scheme was run under 
'ideal conditions'. With the new normalizing constant for 
02 there was much less visible granular noise on the CARD 
picture. The other pictures did not show any visible 
degradation in picture quality as compared to those 
obtained when the normalizing constant of 02 was 15.0. 
A scheme was simulated using the same predictors as 
before, third order 2-D, however one Laplacianl quantizer 
was used and optimized for each picture separately using 
43 ' 
the method described by Max • The SNR values so obtained 
are shown in Table 4.13 and the corresponding recovered 
I •• 
pictures in fig.4.9. Although, overall, the scheme produced 
pictures with higher SNR it was not high enough to show 
subjective quality improvement. 
4.4., Discussion 
The two schemes described in this chapter started 
from the principle that a switching type operation could 
be transmitted by using, or not using a scrambling key, 
and casting the receiver in the role of a code breaker. 
The systems use the inherent redundancy present in a 
differential coder when designed on a long term average 
basis using a fixed bit rate code assigner. 
The results for the 1-0 scheme show that a, SNR 
improvement of up to 7 dB, compared to the scheme when 
the quantizer was optimized per frame as described by 
M 43 . ax. , lS possibly operating at the same bit rate and 
using the same predictor. The scrambling strategy used, 
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-- - -- - ----- --
r--------------.--I 
(a) 
(b) ( e) 
(c) 
Fig.4.8. Recovered images from the FSQ 2-D scheme 
(a) GIRL (b) CARD (c) FLAT (d) SCENE 
(e) HALL (f) GIRL 2 
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IMAGE SNR 
GIRL 37.15 dB 
CARD 32.91 dB 
FLAT 2B.6B dB 
SCENE 32.70 dB 
HALL 2B.95 dB 
GIRL 2 41. 04 dB 
Table 4.12. SNR results for the FSQ 2-D scheme 
under 'ideal conditions' 
(normalization constant for 01 and 
Q2 were 4 and 10) 
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IMAGE SNR 
GIRL 33.52 dB 
CARD 23.76 dB 
FLAT 2B.17 dB 
SCENE 29.92 dB 
HALL 28.07 dB 
GIRL 2 37.76 dB 
Table 4.13. SNR results for the 2-D DPCM when a 
Laplacian quantizer was optimised 
per frame (2 bits/pel) 
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(a) 
(b) ( e) 
(c) (f) 
------------ ---
Fig. 4. 9. Recovered images when L.aplacian optimiz ed 
per frame (a) GIRL (b) CARD (c) FLAT 
(d) SCENE ( e ) HALL (f) G IR L 2 
- 128 -
performed very well, this being due to the relatively 
high bit allocation per pel i.e. 3 bits/pel. It was 
therefore disheartening to find that any subjective 
quality improvement was minimal. 
The results for the 2-D scheme show that an average 
SNR improvement of 1.8 dB., compared to the scheme when 
the quantizer was optimised, per frame, as described in 
reference 43, is possibly operating at the same bit rate 
and using the same predictor. The scrambling strategy 
used, did not perform well, this being due to the relatively 
low bit allocation per pel i.e. 2 bits/pel. However, the 
subjective quality of pictures obtained was improved upon 
the l-D scheme mainly due to the 2-D predictor. 
The difficulty these schemes presented was that 
the quantizer switching information was carried within 
the block that was to be decoded. In other words the 
received incoming block of pels could have been encoded 
with either one of the two quantizers. Hence it was 
necessary to devise a measurement technique to cover both 
possibilities i.e. if the block was encoded with Ql or Q2. 
In chapter V' a variable bit rate system is 
used to enhance the SNR results obtained here and improve 
upon the subjective quality of the six pictures. 
It must be emphasized that both systems were 
designed such that no errors occurred in the switching 
process at the transmitter and receiver, although this 
is not guaranteed for other input images. 
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CHAPTER V 
SWITCHED QUANTIZATIDN - VARIABLE BIT RATE 
5.1. Introduction 
Video signals generally contain two types of 
redundancy which can be exploited in encoding. First, 
there is the redundancy associated with the correlation 
between signal samples which can be removed in differential 
coders. Second, there is redundancy due to the non uniform 
probability density of the discrete levels produced by 
the encoding algorithm. This second type of redundancy is 
removed by entropy coding using a variable length code word. 
Entropy coding is aimed at reducing the transmission bit 
rate but it will in return produce a variable data rate, 
hence requiring a buffer memory and overflow/underflow 
control strategies. 
In chapter IV the use of an adaptive quantizer, 
in a feed forward estimation scheme, with an intraframe 
DPCM system was examined. Here the FSQ schemes, of 
chapter IV, are altered to accommodate quantizers with 
a different number of levels. This will in turn result 
in a more complex scheme producing a variable bit stream 
and requiring a buffer memory control (not discussed in 
this thesis). Whereas previously, in chapter IV, the 
encoded block of pels carried its own information as to 
which quantizer was used to encode the block of samples, 
in the -schemes presented in this chapter the encoded block 
of pels will carry the switching information for the next 
block of samples. In other words the switching information 
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,-
is carried one block of samples in advance. Without claim 
to completeness the readeis attention is first focused 
on some relevant work as regards adaptive quantization. 
5.1.1. Video Adaptive Quantizers 
It appears that adaptive quantization has been 
studied more intensely for delta modulation than for 
differential pulse code modulation in digital encoding 
of pictures. Among few papers published on adaptive 
quantizers, for OPCM encoders, the paper by Jayant Bl 
treats the design of an adaptive quantizer scheme with 
a one-word memory. This simple algorithm uses a backward 
estimation scheme in recursively updating the scaling of 
the quantization levels by a factor gn for each new 
sample : 
where q 1 stands for the quantizer index at 
n-
time index n-l 
( 5 . 1 ) 
M(lqn_l l ) is a function of the normalized 
quantizer output 
In all cases M(q) is symmetrical around the zero level 
hence the absolute sign M(lql). This design can be 
applied to both speech and picture signals. 
The paper by Zetterberg, Ericsson and Brusewitz B2 
presents a comprehensive comparsion between various 
adaptive quantization schemes. Their study is centred 
on a DPCM type system with a fixed predictor using a 
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three-level quantizer. It was shown that Jayant's 
adaptive quantization strategy produced a 1 dB SNR 
increase over a fixed quantizer with modest subjective 
quality improvement. Among other adaptive quantizers 
used their results point to the fact that a feed forward 
estimation scheme gave the best performance in terms of 
SNR and subjective quality improvement. The quantizer 
was made adaptive by selecting three different gain 
parameters (step sizes) for each horizontal block of 
B pels. This means that it was necessary to transmit 
about 0.2 bits/pel as side information. Furthermore 
the simulations showed that more than three quantization 
levels are needed for acceptable picture quality, 
especially with scenes of a more complex nature. 
In a more recent report by Zetterberg, Ericsson 
and Couturier B3 the performance of various adaptive 
quantization schemes was examined using a five level 
quantizer. They again use the so called Jayant t o 81 quan l.zer 
and extend it to make the algorithm two-dimensional. 
The rule is applied to the horizontal and vertical 
direction from which a resultant is obtained by arithmetic 
averaging 
gn,m = ~ [gn,m-1M(lgn-l,m l ) + gn-l,mM(lgn-l,m l )) 
(5. 2 ) 
The results obtained using a two-dimensional quantizer 
control was 2 dB- better from the one-dim~nsional case 
and produced an improved subjective quality impression. 
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In addition to this, results from an adaptive quantizer 
with forward estimation using four gain constants was 
compared. The forward estimation scheme, although 
requiring side information, gave the highest SNR and 
the best picture quality with an average transmission 
rate of 1.8 bits/pel (in addition to 0.125 bits/pel side 
information) • 
From reference 82 and reference 83 it seems that 
there is a lot to be gained by using an adaptive quantizer 
with a forward estimation scheme. The disadvantage of 
such a scheme is that the necessary side information 
contributes a significant proportion to the average 
transmitted bit rate. In the following section two 
adaptive quantization schemes are described using feed 
forward estimation without the necessity of transmitting 
any side information. The difference between these schemes 
and those of chapter IV is that here the quantizers use 
a different number of levels and the switching information is 
carried one block of pels in advance. 
5.2. Variable Bit-Rate Switched Quantization (VSQ) 
Scheme (1-0) 
The FSQ 1-0 scheme (section 4.2) transmitted the 
switching information by allowing the processed block df 
pels to carry its own information about the choice of 
quantizer it was encoded with. Furthermore the results 
obtained showed. clearly that a 3 bit/pel system using 
first oider predic~ion was not able to cope well with 
the sharp transitions. exhibited by some of our pictures. 
Since major parts of an. image do not contain sharp 
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transitions between pels they could be coded with fewer 
quantization levels for an acceptable visual fidelity. 
However, at sharp transients it would be necessary to 
allocate more quantization levels. The result of such 
a bit allocation strategy would probably be an overall 
reduction in the total number of bits required for 
transmission with an improved image fidelity at the 
expense of a more complex scheme. Hence it was decided to 
use a similar switching strategy, as described in section 
4.2, but to allocate a different number of levels to 
the two quantizers. This means that each block of pels 
would be encoded and transmitted with respect to one 
quantizer (of two quantizers) only. Therefore at each 
received block of digits decoding would be performed 
with respect to one of the two quantizers only. In such 
a situation it is possible to have a different set of 
examination processes depending on which quantizer was 
used to decode the received digits. Furthermore the 
receiver would need to know, in advance, which quantizer 
was used to encode the block of pels in order to perform 
the decoding process. This means that the switching 
information will have to be carried one block of pels 
in advance. 
5.2.1. The Transmitter 
For ease of explanation the transmitter and receiver 
section of the new scheme is shown in fig.5.1. To aid 
the better understanding of the transmitter operation a 
flow chart is provided in fig.5.2. The transmitter 
mainly consists of two encoders, two decoders and a 
X. 
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processing unit. All the predictors P are first order 
predictors. The two encoders use quantizers (01 and 02) 
having a Laplacian distribution designed on minimum mean 
square criterion as reported by Max 43 . The quantizers 
use a different number of levels i.e. 01 is a 2-bit quantizer 
and 02 is a 4-bit quantizer. Labels se indicate a scrambling 
operation of the quantizers output levels. This is 
achieved by inversion about the midpoint level of the 
quantizer's positive and negative half depending on 
whether the quantizer's output was positive or negative 
respectively. Such a scrambling process forces the inner 
quantization levels (these are more frequent) to their 
outer levels so that the recover~d signal produces a 
higher activity (defined later) than its recovered 
unscrambled signal. At the two decoders there are labels 
01 and 02 indicating decoding with respect to the two 
quantizers. It is assumed that the processor which is 
also a decision maker is provided with values of X., 
~ 
Xil , Xisl ' Xi2 , and Xis2 ' The input signal is segmented 
into blocks of 8 pels before encoding begins. 
To start processing the input video correctly at 
the transmitter and receiver it was decided to encode 
the first 8 pels of each video line using the second 
encoder i.e. 02, 4-bit quantizer. Hence commencing with 
the first block of pels at the beginning of a video 
line, fig.5.2 : 
• (a) The processor examines the sequence Xis2 if : 
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• 
o - C. > X. 2 > 255 + C2 1 1S (5.3) 
where Cl and C2 are system constants 
Since the source signal was digitized using an 
8-bit uniform quantizer, having discrete levels ranging 
from 0 to 255, any large deviation from that range would 
• • 
be exhibited by Xis2 and not by Xi2 . This is because 
the scrambling process could drive the predictors unstable. 
Hence an examination such as inequality of eq.(5.3) 
would enable the selection of an unscrambled set of 
error samples, in some instances • 
• 
If any of the X. 2 exceeds the limitations imposed 
1S 
by the inequalities of eq.(5.3), the transmitted sequence 
can be either from e q2 or e qs2 depending on the next 
block of pels. The next block of samples to be encoded 
continues to be examined from section (b), described 
later on in the text, or (bl) in fig.5.2 . 
• 
However, if X. 2 are confined to the inequalitites 
1S 
imposed by eq.(5.3) an activity measurement is performed 
• • 
on the sequence Xi2 and Xis2 by 
Al = 1 
N-l 
L 
i=l 
( 5.4 ) 
(N-l) 
1 N-l • • 2 A2 = L (X iS2 - Xis2 +1 ) (5.5) (N -1) i=l 
and if 
Al 
-
A2 I > THR (5.6) 
where THR is a system constant 
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the transmitted sequence can be either from e q2 or e qs2 
depending on the next block of 8 pels. Since an unscrambled 
sequence nearly always produces a lower activity signal 
than a scrambled sequence it is necessary to incorporate 
THR as an additional condition to accommodate the cases 
when this may not be true and there is a possibility of 
an error being made by the receiver. This is an 
experimentally derived threshold parameter and it was 
found that above this value the scrambled sequence always 
produces a signal of higher activity than the unscrambled 
sequence. For this particular situation i.e. when 
IAl-A21>THR the receiver is able to drive at the unscrambled 
sequence, regardless of which sequence (scrambled or 
unscrambled) was transmitted, by following the sequence 
with a lower activity value. The exact derivation of 
the parameter THR will be discussed in section 5.2.3. It 
is sufficient at present to know that such a threshold 
exists. 
For such cases when the absolute activity difference 
falls below THR the transmitted sequence would be from 
eqs2 ' by definition of the system, and the next block of 
pels would be encoded using 02 starting from section (a). 
(b) Consider the next block of samples to be encoded. 
If this is the second block of pels to be encoded then 
the processor stores the previous sequences e q2 and e qs2 
shown in the flow chart fig.5.2.from position (bl). The 
noise power of the two encoders is measured from : 
- 139 -
N 
n l = L (X il - Xi)2 (S. 7) 
i=l 
N 
L (S.s)· 
i=l 
If n l ~ n 2 it means that the second encoder (4-bit 
quantizer) produced the same or lower noise value than 
the first encoder (2-bit quantizer). Assuming that the 
present block is the second block of pels to be encoded 
the processor transmits the previous bLock as e 2. qs 
Further examination of the signal to be encoded continues 
from (a). 
For all other cases i.e. n 2 > n l the sequence Xisl 
is further examined by the inequalities : 
(S. 9 ) 
where C3 and C4 are system constants 
If any X. llie outside the inequalitites defined in 
l.s 
(S.9) it means that the signal will be encoded using the 
first encoder. Assuming that the present block is the 
second block of pels to be encoded the previous block is 
transmitted as e q2 • The examination of the following 
block, or third block continues from section (b) with 
the processor stored and possible transmitted values 
of e 2 and e 2 substituted by eland e 1. This is q qs q qs 
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shown in the flow chart of fig.S.2 at position (b2). 
Note, from fig.S.2, that the examination of the encoded 
samples through paths (bl) and (b2) are the same. 
If all X. 1 lie within the bounds of the inequalities 
1S 
defined in eq.(S.9) a further inspection is performed 
A A 
on the two sequences X' l and X. 1 by forming an activity 1 1S 
measure : 
A3 = 
1 N-l l 
i=l (S.lO) (N-l) 
A4 = 1 
N-l 
l 
i=l 
(5.11) 
(N-l) 
If A3 < A4 the signal will be encoded using the 
first encoder (2-bit quantizer). Assuming that the present 
block is the second block of pels to be encoded the 
previous block is transmitted as e q2 • The examination of 
the following block, or third block, continues from 
section (b) with the processor stored and possible 
transmitted values of e 2 and e 2 substituted by e 1 q qs q 
and e qsl ' This is shown in the flow chart of fig.S.2 
at position (b2). Note, from fig.S.2, that the examination 
of the encoded samples path (bl) and (b2) are the same. 
For any other case i.e. A3 ~ A4, the signal will 
be encoded using the second encoder (4-bit quantizer) 
continuing its examination from section (a). Assuming 
that the present block is the second block of pels to 
be encoded the previous block is transmittted as e q2 • 
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Final note for the transmitter: 
It must be pointed out that upon deciding which 
encoder is to be used, in encoding a block of pels, the 
last decoded pels of all other predictors are made equal 
to the decoded pel of the predictor chosen for encoding. 
This ensures the same starting position for all predictors. 
From the description of the transmitter operation, and 
flow. chart fig.5.2, it can be concluded that: 
(I) A,scrambled sequence is transmitted if the following 
block of pels is to be encoded with the second encoder {Q2}, 
satisfying ~he necessary system bcinditions. 
(2) An unscrambled sequence is transmitted if the 
following block of pels is to be encoded with the first 
order (Ql), satisfying the necessary system conditions. 
5.2.2. The Receiver 
The block diagram of the receiver section is shown 
in fig.5.1. It is composed of mainly two encoders and 
a processing unit. Since at anyone block the incoming 
signal could be encoded using either Ql or Q2 the receiver 
processor also switches the decoding process with respect 
to Ql or Q2. As stated earlier in section 5.2.1. the 
first block of each video line is encoded using the 4-bit 
quantizer. It is justified therefore to use this initial 
starting condition at the receiver. It shall also be 
assumed that the receiver has knowledge about all the 
system constants i.e. Cl' C2 , C3 , C4 and THR. 
(a) Starting with the first block of pels in a 
video line the decoding is performed with respect to 
Q2 (4-bit quantizer). The two recovered sequences ViI 
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and Y. 1 are examined by the inequalities defined 
1S 
(5.12) 
(5.13) 
where Cl and C2 are system constants. 
If any of the Yil was found to lie outside the 
limitations imposed by eq.(5.12) the recovered signal 
would be chosen as Y. 1 and the next block would be 1S 
decoded with respect to 02. In case any Y. 1 was found 1S 
to lie outside the limitations of eq.(5.13) the recovered 
signal would be chosen as Yil and the next block would 
be decoded with respect to 01 (2-bit quantizer). Failing 
this the activity of Y' l and Y. 1 is obtained using: 1 1S 
1 N-l A A 2 Al = L (Y il Y il+l) (5.14) (N -1) i=l 
1 N-l A A 2 A2 = L (Y isl - Yisl+l ) (5.15) (N -1 ) i=l 
and if 
Al - A2 I > THR (5.16) 
where THR is a system constant 
the final video output is chosen as the one associated 
with the lower activity value. Assuming the sequence 
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ViI produced a lower activity measure, it would be 
taken as the final video output and the decoding of the 
next block would be with respect to 01. Similarily if 
Visl produced a lower activity measure, it would be 
taken as the final video output and the decoding of the 
next block would be with respect to 02. 
If the absolute activity difference (with respect 
to V. l and V. 1 is less than or equal to the threshold ~ ~s 
THR, the final video output is taken as V. 1 and decoding 
~s 
of the next block is done with respect to 02. 
(b) Fbr the s~ke of completeness it is .now necessary 
to consider the situation when the previous video output 
was from the sequence Yil. This situation can occur if 
the transmitter encoded and sent a block either as e ql 
or e q2 • Detecting this state the receiver decodes the 
ne~t incoming block with respect to 01. The so produced 
samples ViI and Visl are examined by the inequalities 
defined as : 
(5.17) 
(5.18) 
where C3 and C4 are system constants 
If any ViI are found to lie outside the limitations 
imposed by eq.(5.17) the recovered video signal would be 
chosen as Visl and the next block would be decoded with 
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respect to 02. In'case any Yisl are found to lie outside 
the limitations of eq.(5.18) the recovered signal would 
be chosen as Yil and the next block would be decoded with 
respect to 01 (2-bit quantizer). Failing this the activity 
of Yil and Y~sl is obtained using 
A3 = 1 
N-l 
L 
i=l 
(5.19) 
(N-l) 
A4 = 1 
N-l 
L 
i=l 
(5.20) 
(N-l) 
In this situation the processor is only looking for 
the set of samples producing a lower measure of activity 
since that will be the one chosen as the final video 
output. 
Final note for the recevier 
Upon deciding which decoder produced the correct 
set of video output samples the value of that last decoded 
pel is transferred in place of the value of the last 
decoded pel of the other decoder. This ensures the same 
starting position for all predictors. 
5.2.3. Experimental Procedure and Results 
The set of source pictures used in chapter IV, 
fig.4.3. are the same ones used here. ,Since the chosen 
predictors were all first order predictors the tap gains 
were all set to a value of 0.99. The quantizers (01 and 
02 in fig.5.1) were of the type described by Max 43 with 
a Laplacian distribution. Therefore it was necessary to 
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find suitable scaling constants for the error signal 
being fed to the quantizers 01 and 02. 
Experiments were initially performed on the GIRL 
and FLAT picture only to see the effect of the two scaling 
constants associated with quantizers 01 and 02. These 
experiments were conducted wnder 'ideal conditions' i.e 
the minimizations of noise power being the only constraint 
with the receiver being given all the decisions made by 
the transmitter, and are shown in Table 5.1 and 5.2. The 
term 'non ideal conditions' refers to the situation when 
no additional information is pass~~ on to the receiver other 
than the system constants. The choice of scaling constants 
for quantizers 01 and 02 were chosen. with respect to the 
average bit rate per pel. The scaling values chosen for 
the quantizers, 01 and 02, were 5.0 and 35.0 respectively. 
With the scaling constants chosen, the system was 
run again under 'ideal conditions' for the rest of the 
source pictures. Table 5.3 shows the average bit rate 
and SNR values obtained for the six pictures under the 
just mentioned conditions. At the same time the p.d.f. 
of the activity difference was plotted when quantizer 
01 and 02 was used. These graph plots are shown in 
fig.5.3 for the GIRL,~CRRD and FLAT pictures only, 
because they were the more demanding of the six images 
considered. It will be recalled that a block of pels can 
be transmittted as a scrambled or unscrambled set of 
error samples. With respect to the area F2, fig.5.3, 
this means that there could theoretically exist another 
plot of F2 i.e. (Al-A2), mirrored about the vertical axis. 
'" 
rl 
a 
a: 
0 
u. 
lI) 
I-
z 
a: 
I-
UJ 
z 
0 
u 
z 
0 
H 
I-
a: 
N lD 
H 
....J 
a: 
E 
a: 
0 
z 
C"-
- 146 -
NORMALIZATION CONSTANT FOR 02 
25 30 35 
39.06 dB 3B.1B dB 37.47 dB 
02 = 4203 02 = 3501 02 = 3102 
TBR = 3.02 TBR = 2.B5 TBR = 2.75 
3B.6B dB 37.91 dB 37.2B dB 
.. 
02 = 4773 02 = 367B 02 = 2967 
TBR = 3.16 TBR = 2.B9 TBR = 2.72 
3B.35 dB 37.53 dB 3B.9B dB 
02 = 5905 02 = 4152 02 = 3139 
TBR = 3.44 TBR = 3.01 TBR = 2.76 
3B.17 dB 37.13 dB 36.53 dB 
O2 = 6556 02 = 5094 02 = 3674 
TBR = 3.60 TBR = 3.24 TBR = 2.B9 
Note: 02=total number of blocks used by 
the quantizer 02 to encode the 
input signal 
TBR=average bit rate per frame 
(in bi ts/pel) 
Table 5.1. SNR results for the VSO 1-0 scheme 
for the GIRL image under 'ideal 
conditions' 
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NORMALIZATION CONSTANT FOR 02 
25 30 35 
37.76 dB 37.51 dB 37.12 dB 
02 = 4704 02 = 4276 02 = 4063 
TBR = 3.14 TBR = 3.04 TBR = 2.99 
37.61 dB 37.36 dB 37.03 dB 
02= 4933 02 = 4371 02 = 4079 
TBR = 3.20 TBR = 3.06 TBR = 2.99 
37.51 dB 37.22 dB 36.92 dB 
02 = 5440 02 = 4625 02 = 4177 
TBR = 3.32 TBR = 3.13 TBR = 3.02 
37.37 dB 37.03 dB 36.70 dB 
02 = 5440 02 = 4929 02 = 4343 
TBR = 3.39 TBR = 3.20 TBR = 3.06 
Note: 02=total number of blocks used by 
the quantizer 02 to encode the 
input signal 
TBR=average bit rate per frame 
(in bits/pel) 
Table 5.2. SNR results for the VSQ 1-0 scheme 
for the FLAT image under 'ideal 
conditions' 
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• 
IMAGE SNR q2 TBR 
GIRL 37.28 dB 2967 2.72 bits/pel 
CARD 34.70 dB 3835 2.93 bi ts/pel 
FLAT 37.03 dB 4079 2.99 bits/pel 
, 
SCENE 39.58 dB 1980 2.48 bits/pel 
HALL 37.87 dB 2804 2.68 bits/pel 
GIRL 2 39.64 dB 1570 2.38 bits/pel 
Note: q2=total number of blocks used by the quantizer 
q2 to encode the input signal 
TBR=average bit rate per frame 
Table 5.3. Results for the vsq 1-0 scheme under 
'ideal conditions' 
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Hence there will exist a region between ±THR where it 
is not possible to make a definite decision as to which 
set of samples corresponds to the unscrambled signal. 
Therefore whenever the absolute activity difference falls 
below the absolute value of THR it was decided to 
transmit a set of scrambled samples and encode the next 
b~ock with 02. For the area of Fl, fig.5.3, there could 
also exist another plot of Fl i.e. (A4-A3), mirrored about 
the vertical axis. In this case the overlap region is 
excluded by forcing the use of the second encoder (02) 
when~ver A3 ~A4. The threshold level THR was chosen fbom 
the lowest value attained by the activity difference of 
area F2 in fig.5.3, with respect to all six pictures: 
This value turned out to be a negative number (not very 
surprising), however, since the proposed system considers 
the absolute value only, THR was chosen as : 
THR = 1641.0 
During the 'ideal conditions' run it was possibe to 
obtain a good approximation of the other system constants 
namely Cl' C2 , C3 and C4 
Upon choosing a value for THR the system was run, 
once under 'ideal conditions' and once under 'non ideal 
conditions', processing the six pictures in 'dummy' runs 
so that the remaining system constants Cl' C2 , C3 and 
C4 could be finalised. The values produced were : 
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Cl = 14.5 
= 7.0 = 6.0 
With the system parameters computed in the above 
mentioned procedure there was no possibility that the 
receiver would make a different decision other than the 
one made by the transmitter (for the six pictures that 
comprise our source data). Other images may cause problems 
to the system proposed, however this can be overcome by 
readjusting the system parameters. 
Once all the system constants were set the six 
pictures were processed again under the 'non ideal 
conditions'. Shown in Table 5.4 are the results obtained 
under the 'non ideal conditions' of the above mentioned 
scheme revealing the SNR and average bit-rate for each of 
the six pictures. Note how close the values of Table 5.4 
correspond to that of Table 5.3, in terms of SNR and 
average bit-rate. This is because the forced use of 
quantizer Q2, in areas where quantizer Ql should have 
been used, was on average about 2% of the total number 
of blocks processed. Subjective tests conducted using 
. 
experienced viewers on the received images showed that 
they were of exceptionally good percaptual quality. 
These images are shown in fig.5.4. Comparing the FSQ 
1-0 scheme with the VSQ 1-0 scheme it can be seen that 
, 
the SNR values between the two schemes are not very 
different, Table 4.4 and Table 5.4. However, the VSQ 
1-0 scheme produced vastly improved images compared to 
- 152 -
IMAGE SNR Q2 TBR 
GIRL 37.05 dB 3270 2.79 bits/pel 
CARD 34.70 dB 3625 2. BB bits/pel 
• 
FLAT 36.97 dB 4037 2.9B bits/pel 
SCENE 39.45 dB 1994 2.4B bits/pel 
HALL 37. B3 dB 2B09 2.6B bits/pel 
. 
GIRL 2 39;49 dB 1666 2.40 bits/pel 
Note: Q2=total number of blocks used by the quantizer 
Q2 to encode the input signal 
TBR=average bit rate per frame 
Table 5.4. Results for the VSQ 1-0 scheme under 
'non ideal conditions' 
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o 
(c) 
'-------
Fig.5.4. Recovered images from the VSQ 1-0 scheme 
(a) GIRL (b) CARD (c) FLAT (d) SCENE .~ 
(e) HALL (f) GIRL 2 
-' 
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the FSQ 1-0 scheme, fig.4.5 and fig.5.4. 
5.3. Variable Bit-Rate Switched Quantization (VSQ) 
Scheme (2-0) 
The results of the 2-0 scheme described in section 
4.3 showed that four quantization levels were not enough 
to cope with the sharp transitions exhibited by some of 
our image. From section 5.2 it is clear that the new 
strategy provided substantial picture quality improvement 
at a reduced bit-rate when used with a first order 
predictor at the expense of a more complex scheme. Hence 
it was decided to use the same block adaptive strategy 
in a 2-D system with quantizers Ql (l~bit) and Q2 (3-bit) 
designed with a Laplacian distribution. Since the 
switching information is carried one block of pels in 
advance, at each received block of digits decoding would 
be performed with respect to one of the two quantizers 
only. In such a situation it is possible to have a 
different set of examination and scrambling processes 
depending on which quantizer was used to decode the 
received digits. As Ql was a.l-bit quantizer the scrambling 
of these quantized error signals was done by. sign 
inversion. 
- The scrambling of the 
quantized error signal from Q2, was as before, about 
the mid-point values of the quantizer's positive and 
negative half. The object of this type of scrambling is 
to produce a signal whose activity is greater than that 
of the original. 
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5.3.1. The Transmitter 
The block diagram of the transmitter and receiver, 
fig.5.1, used in section 5.2 is applicable here with 
X· 1 , X. l' X' 2 and X. 2 substituted by X' l I' X. 1 I' 1. 15 1. 1S 1., 1.5, 
A A 
Xi2 ,l and Xis2 ,lresp ectively. Also provided is the flow 
chart of the transmitter section, for this 2-D scheme, 
in fig.5.5. Note the similarities between fig.5.5 and 
fig.5.2. However, scrambling of eql is performed by 
inversion about the mid-point value of the quantizer's 
positive and negative half i.e. zero. All the predictors 
P are third order 2-D predictors of the type used i~ 
the F5Q 2-D scheme, section 4.3.I.Each video line (256 
pels) is encoded in blocks of 8 pels. The main difference 
between the V5Q 1-0 scheme, described earlier, and this 
VSQ 2-D scheme, is in part (a) of the transmitter and 
the corresponding receiver section. 
To start processing the input video correctly at 
the transmitter and receiver it was decided to encode 
the first 8 pels of each video line using the second 
encoder i.e. Q2, 3-bit quantizer. Commencing with the 
first block of pels at the beginning of a video line 
(a) The processor considers the sequence X is2,l 
(5.21) 
where 8 1 and 8 2 are system constants 
X is the present locally decoded sequence is2,l 
If any of the X samples exceeds the limitations is2,l 
8egining of 
each line 
a )1---------, 
or 
Is 
G-8 1>X is2 ,1 
).is2,l>255+8 2 
, 
N 
Compute 
Al and A2 
Is 
Al < THR r---":" -«and 
A2>THR 
Continue at bl 
Fig.S.S. Flow chart of 
the transmitter section 
for the VSQ 2-D scheme 
Tr.-ans-mi tt e qs2 
N 
or 
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Process next 
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, 
imposed by the inequalities of eq.(5.21), the transmitted 
sequence can be either from e 2 or e 2 depending on q qs 
the outcome of the next block of encoded pels. The next 
block of samples to be encoded continues to be examined 
from section (b), described later on in the text, or (bl) 
in fig.S.S. 
However, if the sequence X is confined to the is2,1 
inequalities of eq.(S.21) an activity measurement is 
Performed on the samples X and X . by' 
. 2 1 . 2 1 . 1., l.S, 
and if 
Al 
N 
L 
i=l 
A 2 
X. 2) 1., 
A2 
A A 2 
(X· 21 -X· 2 ) 15 , 1, 
where X. 2 represents the previous line of 
1. , 
decoded pels 
Al < THR 
(5.22) 
(5.23) 
and (5.24) 
A2 > THR 
the transmitted sequence can be either from e q2 or e qs2 
depending on the next block of encoded p~ls. It was 
experimentally found that when eq.(5.24) is satisifiad 
one can definitely differentiate between a scrambled and 
an unscrambled set of error samples by selecting the one 
with a lower activity. The way in which this was achieved 
will be described in the experimental procedure, section 5.3.3. 
- lS8 -
For other conditions of inequalities (S.24) the 
transmitted sequence would be from e 2 and the next qs 
block of pels would be encoded using Q2 starting its 
examination from (a). 
(b) Let us consider the next block of pels to be 
encoded. If this is the second block of pels to be 
encoded then the processor stores the previous sequences 
eq2 and e shown in the flow chart fig.5.S from qs2 
position .(bl). The noise power of the first encoder is 
computed from 
N 
r (S.2S) 
i=l 
This is compared to a noise threshold level 
(S.26) 
If n l exceeds THN the second encoder is chosen for 
encoding this set of pels. Assuming that the present 
block of pels is the second block, the previous block 
of pels is transmitted as e 2' Further inspection of qs 
the present block of pels continues from section (a). 
If however, n l lies below or is equal to THN, the 
sequence X. I I is further examined by the inequalities 
~s , 
(S.27) 
where 8 3 and 8 4 are system constants 
- 159 -
If any X lie outside the inequalities defined isl,l 
in (5.27) it means that the signal will be encoded using 
the first encoder. Assuming that the present block is the 
second block of pels to be encoded the previous block is 
transmitted as e q2 • The examination of the following block, 
or third block continues from section (b) with the processor 
stored and possible transmitted values of e 2 and e 2 q qs 
substituted by e ql and eqsl . This is shown in the flow 
chart of fig.5.5 at position (b2). Note, from fig.5.5, 
that the examination of the encoded samples through paths 
(bl) and (b2) are the same. 
If all X. 1 1 lie within the bounds of the inequalities ~s , 
defined ineq.(5.1S) inspection is performed on the two 
sequences X' l 1 and X. 1 1 by forming an activity measure 1., 1.5, 
A3 = 1 
N-l 
L 
i=l 
• • 2 
(Xil,l - Xil+l,l) (5.2S) (N-l) 
A4 = 1 
N-l 
L 
i=l 
( ~ _ ~ )2 isl,l isl+l,l (5.29) (N -1 ) 
If A3 < A4 the signal will be encoded using the 
first encoder (l-bit quantizer). Assuming that the present 
block is the second block of pels to be encoded the 
previous block is transmitted as e q2 . The examination of 
the following block, or third block, continues from 
section (b) with the processor stored and possible 
transmitted values of e q2 and e qs2 substituted by e ql 
~hown in the flow chart of fig.5.5 and e 1. This is qs 
at position (b2). Note, from fig.5.5, that the examination 
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of the encoded samples through path (bl) and (b2) are 
the same. 
For any other case i.e. A3 ~ A4 the signal will be 
encoded using the second encoder (3-bit quantizer) 
continuing its examination from section (a). 
Note 
Upon deciding which encoder is used in 
processing the video signal the contents of the tap 
delays, in that encoder, are transferred to the 
corresponding tap delays of all the other predictors. 
This ensures the same starting pDsition for all predictors. 
S.3.2. The Receiver 
A brief description of the receiver is given in 
this section since it functions relatively similar to 
the transmitter section. Shown in fig.S.l is the block 
diagram of the receiver section. Since the first block 
of each video line is encoded using the 3-bit quantizer, 
at the transmitter, it is therefore justified to use 
this initial starting condition at the receiver. It is 
also assumed that the receiver has knowledge about the 
system constants Bl , -B 2 , B3 , B4 ,THR and knows what 
scrambling to perform when decoding is with respect to 
01 or 02. 
Commencing with the first block of pels in a 
video line, the two decoded sequences ViI and Yisl 
are examined by the inequalities defined in eq.(S.21) 
with Xis2 ,l being substituted once by ViI' and again by 
A A 
Visl • If any ~il were found to lie outside the limitations 
of eq.(S.2l) the recovered video signal would be taken 
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as Yisl'and the next block of pels is decoded with respect 
to 02. In case any Y. 1 were found to lie outside the 1S 
limitations of eq.(5.21) the recovered video signal would 
be Yil' and the next block of pels is decoded with respect 
A 
to 01. Failing this the activity of Yil and Yisl ' is 
computed using equations defined by eqs.(S.22) and (5.23) 
A 
with X· 2 l' X. 2 and X~ 2'1" being replaced by Y· l , Y. 2 1, 1, lS , 1 ~ 1, 
A 
and Yisl respectively. If both of these activity measures 
are found to have a value above THR, the final video 
A 
signal is taken as Y. 1 and the decoding of the next block 
1S 
is performed~ith respect to 02. It was experimentally 
found that the two just mentioned activity measures never 
both fall below THR. Otherwise the final video signal 
output is taken as the one with the lower activity. 
Assuming the sequence Yil produced a lower measure of 
activity, it would be chosen as the final video output and 
the decoding of the next block would be with respect to 
01. Making a similar assumption for Y. l' it would be 
1S 
chosen as the final video output signal and the decoding 
of the next block is done with respect to al. 
For the sake of completeness it is now necessary 
to consider the situation when the previous video output 
was from the sequence Yil. This situation can occur it 
the transmitter encoded and sent a block either as eql 
or e q2 • Detecting this state the receiver decodes the 
incoming block with respect to 01. The sO produced 
A 
samples Y. l , and Y. 1 are examined by the inequalities 1 1S 
A 
defined in eq.(5.27) with X ,being substituted o~ce by 
A A i~l,lA 
Yil , and again by Yisl . If any Yil are found to lie 
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outside the limitations imposed by eq.(5.27) the recovered 
A 
video signal would be chosen as V. l' and the next block 1S 
A 
would be decoded with respect to 02. In case any Visl ' 
were found to lie outside the limitations of eq.(5.27) 
A 
the recovered video signal would be ViI' and the next 
block of pels is decoded with respect to 01. Failing 
A A 
this the activity of Vi!' and Visl ' is computed using 
A 
equations defined by eqs.(5.28) and (5.29) with Xil,l' 
A A A 
and X. 1 1 being replaced by V· l , and V. 1 respectively. ~s , 1 1S , 
However, in this situation the processor is only looking 
for the set of samples producing a lower measure of 
activity since that will be the one chosen as the final 
video output. 
5.3.3. Experimental Procedure and Results 
The set of source pictures used in chapter IV, 
fig.4.3 are the same ones used here. The chosen predictors 
were all third order fixed predictors whose tap gains 
contained values : 
7 
a h = 8 
3 
a = 4 v 
-5 
ad = 8 
The quantizers 01 and 02 were of the type described by 
Max 43 with a Laplacian distribution. Previous experience, 
on selecting suitable scaling constants for the error 
signals being fed to the two quantizers, was used to 
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select the required scaling constants. Values of 5.0 
and 12.0 were chosen as suitable scaling constants for 
quanitzers 01 and 02. 
Initially an experiment was carried out only with 
two encoders at the transmitter and the two decoders 
at the receiver. The decoder processor was given all the 
information necessary to recover the original signal i.e. 
it was operating under 'ideal conditions'. Minimization 
of the quantization noise power was the only constraint 
imposed upon such a system set-up. The ~esults of Table 
5.5 show the average bit rate achieved and the corresponding 
SNR values. It is interesting to note that quantizer 01 
was chosen on average about 5.5% of the total number of 
blocks processed. This resulted in a relatively high 
average number of bits/pe 1. Sioce one of the aims was 
to try and keep the average bit rate as low as possibe, 
without reducing the perceptual picture quality, it was 
necessary to incorporate a noise power threshold parameter. 
This is the reason for having threshold THN ( eqs.5.2S 
and 5.26).in the 2-D system proposed. However, it was 
first necessary .to establish the values of the other 
system parameters, i.e 8 1 , 8 2 , 8 3 , 8 4 , and THR. During 
the process of the just mentioned experiment it was 
possible to plot the p.d.f. of the activity measures as 
defined by eqs.(5.22.) and (5.23). Preliminary values 
for 8 1 , 8 2 , 8 3 , and 8 4 were also obtained. Shown in 
fig.5.6 are the p.d.f.'s of the activity measures for 
the GIRL, CARD and FLAT pictures. Although the p.d.f. 
plots for the other pictures were obtained they are not 
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IMAGE SNR Q2 TBR 
GIRL 3B.15 dB 7590 2. B5 bi ts/pel 
CARD 36.50 dB 7B77 2.92 bits/pel 
FLAT 35.51 dB 7907 2.93 bits/pel 
SCENE 36.93 dB 7592 2.B5 bits/pel 
HALL 35.6B dB 7B09 2.91 bits/pel 
GIRL 2 39.BB dB 7647 2.B6 bits/pel 
Note: Q2=total number of blocks used by the quantizer 
Q2 to encode the input signal 
TBR=average bit rate per frame 
Table 5.5. Results for the VSQ 2-D scheme under 
'ideal conditions' 
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shown here since they were of a similar character. 
to the ones shown in fig.5.6. The value of THR was found 
by superimposing all the p.d.f. plots and taking the 
lowest point attained by the curves with respect to F2. 
This would ensure that one value of THR satisfied all 
the source images processed here. The chosen threshold 
yielded : 
THR = 354.7 
The selection of a value for THN was obtained 
with resp~ct to the recovered picture's subjective quality. 
The system was run under the so called 'non ideal conditions', 
with THN included at the transmitter, as the imposing 
condition instead of the quantization noise power. For 
each variation of THN, the set of six source pictures 
were processed, in a 'dummy' run so that the correct 
values. could be given to the rest of the system parameters, 
Bl , B2 , B3 and B4 • The six images were then processed 
again, with the images being recovered and viewed by 
experienced observers. This was carried on until a 
just noticable difference occurred, between the source 
and the recovered image, on anyone of the recovered 
images. Such an experimental procedure yielded a value 
f.or THN of : 
THN = 2000.0 
and the corresponding other system constants 
= 14.0 = 4.5 
= 11.0 = 11. 0 
, 
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Presented in Table 5.6 are the SNR values· attained 
under 'non ideal conditions' as well as the average bit 
.rates acheived. The corresponding recovered images are 
shown in fig.S.7. Even though the value·of THN was 
relatively high the final SNR results are also high which 
is somewhat surprising. since the introduction of THN 
in the system forces the use of quantizer Ql in areas 
were quantizer Q2 should have been used. This curious 
result can be explained by the fact that the system 
forced the use of quantizer Q2 (improving the system's 
performance at an increased average bit rate) in areas 
were Ql could have been used. The forced use of quantizer 
Q2 was on average 14% of the total number of blocks 
processed. On one hand this means that a further average bit 
rate reduction of 14% is possible. but on the other hand 
this reduction would be at the expense of a reduced SNR 
and a degradation in the recovered image subjective 
quality. 
An experiment was also conducted with 4 pels per 
block and showed that under the present system set-up 
it was not possilbe to send the. switching information 
one block of pels in advance. This was due to a total 
overlap of the activity measurement p.d.f. plots between 
the decoded pels and the scrambled decoded pels (the 
overlap was between the area Fl and F2. similar to the 
p.d.f.'s shown in fig.S.6). Experiments were conducted 
to show whether the scheme would function with a larger 
number of pels per block. e.g. 16 and 32 pels per block. 
It was anticipated and later verified that the scheme would 
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IMAGE SNR 02 TBR 
GIRL 33.59 d8 3079 1.78 bits/pel 
CARD 34.30 dB 3902 1. 95 bits/pel 
FLAT 33.25 dB 4089 1.99 bits/pel 
SCENE 33.65 dB 2113 1.51 bits/pel 
HALL 32.88 dB 2851 1.69 bits/pel 
GIRL 2 37.40 dB 2214 1.54 bits/pel 
Note: 02=total number of blocks used by the quantizer 
02 to encode the input signal 
TBR=average bit rate per frame 
Table 5.6. Results for the VSO 2-D scheme under 
'non ideal conditions' 
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(a) 
.. 
( e) 
(cl (f) 
Fig.5.7. Recovered images from the VSQ 2-D scheme 
(a) GIRL (b) CARD (c) FLAT (d) SCENE 
(e) HALL (f) GIRL 2 
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function with a larger number of pels per block. However, 
the average SNR was about the same as in the case of 8 pels 
per block with an overall increase in the number of bits/pel 
as the number of pels per block increased. Using, for 
example 16 or more pels per block in this type of system 
set-up would mean a saving of 0.0625 bits/pel or less 
which would hardly justify such an elaborate scheme. 
5.4. Discussion 
The principle of switched quantization of chapter IV 
was used here to improve upon the SNR results and 
subjective picture quality previously obtained. This was 
achieved by designing two systems that operate in a 
block adaptive mode with two quantizers using a different 
number of levels. Inevitably a more complex system design 
was inititated with the necessity of a buffer memory 
control (not discussed in this thesis). 
The results from the 1-0 scheme present a clear 
indication that the proposed scheme is able to achieve 
relatively low bit rates, i.e. about 2.7 bits/pel, with 
extremely good perceptual image quality. In the opinion 
of some experienced viewers it was not possibe to 
discriminate between the source images and the processed 
recovered images. Looking at the resililts of Table 5.3 
'ideal conditions', and those of Table 5.4, 'non ideal 
conditions' it is clear that the proposed ,1-0 scheme 
performs exceptionally well. To achieve lower bit rates 
it would be possible to incorporate a noise threshold 
THN in a similar manner to that described in the 2-0 
scheme. However, since there is a small percentage, 
171 
about 2%, of the forced use of quantizer 02 (4-bit), 
the reduction in bit rate would be at the expense of lower 
SNR values and lower subjective quality images. It is 
suggested that any further decrease in the number of 
bits/pel must be in the area of a 2-D prediction scheme. 
The 2-D scheme proposed here presents some 
encouraging results.·The results of Table 5.6., 'non 
ideal conditions', show that the reduction in the 
average bit rate was about 1.3 bits/pel, compared to 
those of Table 5.5, 'ideal conditions', while the 
decrease in SNR was about 3 dB. From the recovered 
images shown, in fig.5.7, it is clear that the proposed 
system produces excellent quality pictures irrespective 
of the picture content. Furthermore this is achieved 
at an average bit rate of 1.7 bits/pel. Any additional 
improvement in the recovered images and SNR values 
should be by processing the input signal in smaller 
blocks i.e. less than 8 samples per block. Although an 
attempt was made to process the input signal with 4 
samples per block, using this particular VSQ set-up, 
it was unsuccessful. This could be remedied by processing 
the input signal as a two dimensional block of samples(2x2). 
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CHAPTER VI 
CONCLUSION AND SUGGESTION FOR FUTURE WORK 
6.1 Introduction 
The field of video signal processing is now a rither 
mature one. The ease wi th which hardware engineers :can 
currently handle video signals, making compara~ive~V 
major concession to source signal statistics and perceptual 
observation, demonstrates that substantial improvements 
Ican be made in the field of video signal processing. 
The limits of image processing and system performance 
are ultimately set by how well the human visual perception 
is understood. If perception were thoroughly understood, 
the quality of a particular video processing system could 
be ascertained by objective measurement of signal 
parameters. Our inability to do this, implicit in our 
ignorance of perception, is a serious impediment both 
to communication between research scientists and to 
the video signal processing itself. However, the day when 
we can,with confidence, objectively evaluate visual 
impairment without recourse to subjective testing seems 
very remote. 
Through the work presented in this thesis it was 
shown how further use of scrambling can be achieved in 
the field of video signal processing. The technique was 
applied to analogue and dig.ital image transmission. In 
order to demonstrate the idea an easy signal modification 
or scrambling process was employed. Using a scrambling 
technique in video signal transmission, both analogue 
and digital, inevitably means that a certain amount of 
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of privacy is achieved against unauthorized receivers. 
However. this privacy of transmission is accomplished 
as a by-product of the idea. 
6.2. Embeddin9 Data into Pictures by Modulo Masking 
Three systems for embedding data into industrial 
quality analogue monochrome pictures have been proposed. 
These are referred to as System 1. 2 and 3. The systems 
use the picture signal as a data carrier. and the 
combined picture-data signal does not require a greater 
bandwidth than that of the original signal. 
The video signal on each scan-line was sampled. 
and data bits were inserted into a block of 3 or 5 pels 
by modulo masking scrambling the luminance rtvel of only 
one pel in the block. Prior to transmission the combined 
data and video sequence was converted into a continuous 
signal. 
Experiments were carried out on six images covering 
a wide range of different video sigoal statistical 
properties. Systems 1 and 2 converyed the data at a 
variable bit stream while System 3 conveyed the data 
at a constant bit stream. In System 1 and 2 highly 
active pel blocks are excused from conveying data and 
the recovered picture quality was greater than that 
obtained by System 3. The average number of pels required 
for transmission of one bit of data was 3.76. 6.75. and 
3 for Systems 1. 2 and 3 respectively. Although Systems 
1 and 2 were able to produce better quality recovered 
pictures than System 3. they were less robust to bit 
errors. Thus each system has its strengths and weaknesses. 
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and the system to ue deployed depends on the application. 
It must be "emphasized that the systems were 
designed such that no bit errors were detected when the 
six images were processed by the Systems 1, 2 and 3. 
Other images may cause bit errors to be received but 
this can be remedied by introducing sufficient channel 
protection coding bits at the expense of the transmitted 
data bit rate. Thus with the recent advances in VLSI 
technology one could envisage a video telephone service 
conveying data of the order of about half a mega-bit 
per second, or the equivalent of approximately eight 
digitized voiced signals, in addition to the picture 
signal. 
Furthermore it might be possibe to transmit data 
over analogue video signals at higher rates, maintaining 
good quality recovered pictures, especially for System 1 
and 2 by performing selectively two or more scrambling 
operations simultaneously on each block of pels. In other 
words each block of pels would undergo two or more signal 
modifications where each signal modification would correspond 
to a different set bf data sequen~e. If this is to be 
performed selectively on a block of lower activity higher 
transmission"data rates could ~e achieved with an 
acceptable recovered image fidelity. 
6.3. Switched Quantization - Fixed Bit Rate (FSQ) 
The embedding data work reported was basically 
on system design and development in the field of analogue 
video transmission. This provided a better familiarization 
and understanding on the behaviour of video signals, and 
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helped to develope novel systems in the field of waveform 
encoding. It was soon realized that, due to the highly 
nonstationary behaviour of video signals, to obtain good 
quality pictures a system using feed forward estimation 
should be used. However, the difficulty· with a feed 
forward estimation system is that at lower transmission 
rates the necessary additional side imformation can 
consume a sigificant proportion of the overall transmission 
bit rate. 
Two OPCM systems were therefore developed and 
proposed, employing switched quantization. The two 
sytems operate with a constant bit rate stream and use 
1-0 and 2-0 predictors. The basic idea originated from 
the analogue systems previously described. By scrambling 
or not scrambling the quantizer output levels it was 
possibe to transmit a switching type code to the decoder, 
without the necessity of actually sending any side 
information, in order to switch between two quantizers. 
This switching code, used in a feed forward estimation 
mode, resulted in a more efficient tracking of the input 
video sig~al by the codec. 
Six pictures were used to test the performance of 
the FSQ t-O and FSQ 2-0 schemes so that a wide variety 
of picture content was covered. The quantizer switching 
information was carried in one dimensional blocks of 
B quanti zed error signals by scrambling/or not every 
sample in the sequence. Hence each block of error signals 
carried its own information as to which quantizer was 
used in encoding the source input signal. This presented 
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some difficulty in the decoding and detection process 
since it was necessary to devise a measurement technique 
to cover both possibilities i.e. if the block was encoded 
with one or the other quantizer. 
The results from the FSQ 1-0 scheme showed that 
an SNR improvement of up to B dB's was possible, compared 
to the oPCM scheme wher·e a Laplacian quantizer was used, 
t ·· d f . th . t . 43 op ~m~ze per rame us~ng e mean square er·r.o:r·:cr~ er~on , 
and operating at the same bit rate i.e. 3 bits/pel. A 
similar comparson was made with the FSQ 2-0 scheme and 
showed an average SNR improvement of only 1.BedB operating 
at 2 bits/pel. The subjective quality of the recovered 
images from th~ FSQ l~o scheme and the FSQ 2-0 scheme were 
of poor quality. Although the 2-0 scheme showed improved 
picture quality over the 1-0 scheme this was mainly due 
to the use of 2-0 predictors. 
6.4. Switched Quantization - Variable Bit Rate (VSQ) 
Even though the FSQ schemes were not very successful 
in producing good quality recovered images: it did provide 
the frame-work for the design and developement of two 
switched quantization schemes with a variable bit stream. 
The results from the FSQ schemes also imdicated that a 
fixed bit rate system was not able to cope well with 
the sharp transitions exhibited by some of the source 
images. Hence the FSQ schemes were modified to use two 
quantizers with a different number of levels, both for 
the 1-0 and 2-0 predictors. 
Since major parts of an image do not contain sharp 
transients between pels, they were coded with fewer 
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quantization levels. However, at sharp transients more 
quantization levels were allocated. This resulted in 
a lower average number of bits/pel with 1-0 and 2-D 
predictors compared to the FSa 1-0 and FSa 2-D schemes 
previouly discussed. It was initially aniticipated and 
later verified that this strategy would produce very 
good quality pictures. 
One dimensional blocks of 8 pels were encoded with 
respect to the appropriate quantizer (of two quantizers). 
and the necessary decodi~g information was carried by the 
previously encoded and transmitted block of pels. In such a 
situation it was possib~e to have a different set of 
detection measurements at the receiver depending on which 
quantizer was previously used to encode the transmitted 
block of pels. To avoid.sending any side information even 
at the beginning of the image signal it was decided to 
encode the very first block of an image signal with a 
predetermined encoder. This was also repeated at the 
beginning of each video line to make sure that any 
error propagation was, hopefully, confined to a video 
line only. 
The results from the usa 1=0 scheme indicate that 
the proposed scheme, although more complex than the FSQ 
1-0 scheme, was able to recover images of exceptionally 
good percaptual quality. Furthermore this was achieved at 
an average bit rate of about 2.7 bits/pel. A further 
reduction in the average bit rate would.be possible at 
the expense of a degraded image quality and therefore 
this was not pursued. 
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Due to the efficiency of the 2-D predictors the 
proposed VSa 2-D scheme was only a little more complex to 
Cfmpelm~than the VSa 1-0 scheme. However the recovered 
image quality, of the VSa 2-D scheme, was no less 
impressive compared to that of the VSa 1-0 scheme. In 
addition the VSa 2-D scheme achieved this very good 
image quality with an average transmitted bit rate of 
about 1.7 bits/pel. 
It must be emphasized that the schemes were designed 
so that no errors occurred, in the absence of errors 
generated by.the channel, in'the quantization switching 
mode for six images processed. Other images may present 
- ' 
difficuttiesHto the schemes ment~oned above however this 
can be overcome by readjusting the system parameters. 
Further improvements to the idea of a feed forward 
estimation system without the necessity of transmitting 
any side information must clearly proceed from the vsa 
2-D scheme by developing a scheme to process the input 
video signal in smaller blocks of pels. Although an 
experiment was conducted with the Vsa 2-D scheme on a 
one dimensional block of 4 pels it was unsuccessful. It 
is strongly anticipated that a similar scheme, such as 
the vsa 2-D scheme, coupled with a two dimensional 
(2x2) block processing of the input video signal would 
yield improved results in terms of SNR and the average 
transmitted bit rate. 
- 178 - cont. 
Due to the constraints imposed by the facilities 
and time available,the research program was carried out 
on monochrome images only. However the work portrayed could 
easily be extended to process colour images and specifically 
moving images. The computer simulated systems and results 
obtained confirm the notion that significant bit rate 
reductions are possible by making use of scrambling strategies. 
Further work must certainly progress in the direction 
of three dimensional interframe predictive coding. However, 
even though video signals exhibit highly non-stationary 
characteristics it is difficult to fo~esee any major 
improvements in the area of adaptive predictors. for 
interframe coders. The currently available three dimensional 
fixed predictors are quite adequate to cope with scenes of 
moving images. So far in most adaptive inter frame predictive 
coding work available in literature no systematic investigation 
of adaptive quantizers has been made. This is primarily due 
to the lack of understanding of visual perception as well 
as the perceptual basis for adapting the quantizers. Since 
the human observer is the end user of an image processing 
system, a quantizer design based on a subjective criteria 
would increase the observed fidelity of the processed 
image. Thus a possible area of research would be to improve 
the modelling of the human visual system and the design 
of quantizers based on such models. 
---------- ------
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