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Abstract
We construct symplectic field theory in general case completely. We
use Kuranishi theory for the construction. For the construction of the
Kuranishi neighborhood of a holomorphic building of genus > 0, we in-
troduce a new space which parametrizes the deformations of both of the
domain curve and the target space. We also improve the theory of Kura-
nishi structure and introduce the new notion of pre-Kuranishi structure
and its weakly good coordinate system. Although the product of good
coordinate systems is not a good coordinate system, weakly good coor-
dinate system is closed with respect to product, and we can use their
product directly for the product of pre-Kuranishi spaces. We also explain
a new way to prove the smoothness of pre-Kuranishi structure by using
the estimates of the differentials of implicit functions. We can obtain the
estimate of the implicit functions by direct calculations using appropriate
coordinates. We treat symplectic field theory of Bott-Morse case by using
a triangulation of the space of periodic orbits.
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1 Introduction
The aim of this paper is to provide a construction of symplectic field theory
(SFT). SFT is a theory of contact manifolds and symplectic manifolds with
cylindrical ends proposed by Eliashberg, Givental and Hofer in [6]. It is a gen-
eralization of contact homology and Gromov-Witten invariant, and it is con-
structed by counting the number of appropriate pseudo-holomorphic curves in
the symplectization of a contact manifold or a symplectic manifold with cylin-
drical ends. In general, we need perturbation to obtain transversality of moduli
spaces of pseudo-holomorphic curves, and it was a difficult problem to carry out
perturbation with compatibility conditions required for the construction of the
algebras. To give a concrete and transparent proof of the construction, Hofer,
Wysocki and Zehnder developed the theory of polyfold ([15]-[19]). However,
they have not yet published a complete proof of the construction of SFT. There
were various other attempts to overcome this difficulty in special cases. For
example, cylindrical contact homology of some three-dimensional contact man-
ifolds was constructed by Bao and Honda [1] and Hutchings and Nelson [20].
Recently, Contact homology was constructed by Pardon [22] and Bao and Honda
[2] independently. However, the general SFT has not yet been fully constructed.
The main result of this paper is construction of SFT in full generality.
Theorem 1.1. For each closed contact manifold (Y, ξ) and each finite subset
K
0 ⊂ H∗(Y,Q), we can define SFT cohomology H∗SFT(Y, ξ,K
0
), rational SFT
cohomology H∗RSFT(Y, ξ,K
0
) and contact homology H∗CH(Y, ξ,K
0
) as invariants
of (Y, ξ,K
0
).
In fact, we construct generating functions defined in [6] for contact manifolds
and symplectic manifolds with cylindrical ends and prove all of their properties
explained in [6].
We also deal with Bott-Morse case (see Section 2.2 for the definition of
the Bott-Morse condition). Some easy cases of Bott-Morse case was studied
by Bourgeois in [3]. We use the chain complex of triangulation of the space of
periodic orbits instead of Morse chain complex used in [3]. Constructing SFT by
a Bott-Morse contact form, we can calculate the SFT cohomology of a contact
manifold with S1-action generated by the Reeb vector field. For example, we
can prove the following.
Theorem 1.2. Assume that (Y, ξ) admits a contact form λ whose Reeb flow
defines a locally free S1-action on Y . We also assume that all cycles in K
0
are S1-invariant. Let P be the space of non-parametrized periodic orbits. Then
H∗SFT(Y, ξ,K
0
) is the algebra generated by H∗(P ;R), H∗c (P ;R) and the variables
tx (x ∈ K0), ~ with the product defined by the following commutative relations:
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all variables are super-commutative except
[pc, qα] = 〈c, α〉~
for all c ∈ H∗(P ;R) and α ∈ H∗c (P ;R), where we denote the elements corre-
sponding to c or α by pc or qα.
We use the Kuranishi theory of Fukaya and Ono. It is one of the general
techniques to overcome the transversality problem and it was first used in [7] for
the construction of Gromov-Witten invariant and Hamiltonian Floer Homology
of symplectic manifolds. We mainly follow the argument of [7].
We explain the new features of this paper briefly. First we recall the general
way to construct a Kuranishi neighborhood of a point in a moduli space. For
example, consider a point p = (Σˆ, z, u) in the moduli space of stable curves in
a closed symplectic manifold (M,ω) with a compatible almost complex struc-
ture J . For simplicity, assume that the domain curve (Σˆ, z) is stable and the
automorphism group of p is trivial. Let X be the deformation space of the
domain curve (Σˆ, z). For each a = (Σˆa, za) ∈ X, we construct a approx-
imate solution ua of J-holomorphic equation, and consider the equation as
a Fredholm map Fa from W
1,p(Σˆa, u
∗
aTM) to L
p(Σˆa,
∧0,1
T ∗Σˆa ⊗C u∗aTM),
where p > 2. We construct a finite vector space E and a family of linear
maps λa : E → Lp(Σˆa,
∧0,1
T ∗Σˆa ⊗C u∗aTM) which makes each Fredholm map
F+a = Fa ⊕ λa : W 1,p(Σˆa, u∗aTM) ⊕ E → Lp(Σˆa,
∧0,1
T ∗Σˆa ⊗C u∗aTM) trans-
verse to zero. Define V =
⋃
a∈X F
−1
a (0). Then the zero set of the projection
s : V → E is a neighborhood of p. Roughly speaking, (V,E, s) defines a Kura-
nishi neighborhood of p.
For the construction of SFT, we count the J-holomorphic curves in the sym-
plectization Y × R of a closed contact manifold Y . Hence we consider the case
of M = Y × R. For example, consider the holomorphic building (Σ0, z0, u0)
whose domain curve (Σ0, z0) is as in Figure 1. (Holomoprhic buildings are the
elements in the compactification of the space of J-holomorphic curves. See Sec-
tion 3 for its definition.) In the neighborhood of its domain curve (Σ0, z0), there
is a curve like (Σ1, z1) in Figure 2. However, we cannot consider the equation
of J-holomorphic curves for the curves like (Σ1, z1) since they do not have floor
structure. This problem happens because we only consider the deformation of
the domain curve and ignore the deformation of the target space. Therefore
in this case, we need to use not the deformation space X of the domain curve
but the space which parametrizes the deformation of the domain curve and the
deformation of the target space R × Y simultaneously. In Section 5, we define
such a parameter space, and construct an approximate solution and a Fredholm
map for each of its points.
For the construction of the counterpart of chain homotopy in SFT, we need
to treat the space of J-holomoprhic curves in 1-parameter family of symplectic
manifolds with cylindrical ends. For a disjoint curve, we need to use the pertur-
bation induced by the perturbations for the connected components. In the case
of 1-parameter family, this implies that the zero set of the perturbed section
for a disjoint curve is the fiber product of those for the connected components
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Figure 1: (Σ0, z0)
Figure 2: (Σ1, z1)
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over the parameter space. However, in general, we cannot make the projections
from the zero sets of the perturbed sections for the connected components to
the parameter space submersive, which implies that the induced section for the
disjoint curve does not satisfy the transversality condition. To overcome this
problem, we use continuous family of perturbations. (See Section 4.5 for its
definition.) It is a technique used in [9] and [10]. Roughly speaking, instead
of counting the number of zeros of the perturbed section, we consider the per-
turbed section of the product of the moduli space with some finite vector space
and use the average of the number of zeros over the vector space. If we use the
product with appropriate vector spaces, then we can make the projection from
the zero sets to the parameter space submersive.
In the theory of Kuranishi structure, the smoothness of the Kuranishi struc-
tre is one of its difficult part. If we restrict on 0- and 1-dimensional Kuranishi
spaces, then often we do not need to consider the smoothness, but to use con-
tinuous family of multisections, we cannot avoid this problem. The difficulty is
due to the fact that we need to use different Banach spaces for different domain
curves. If the diffeomorphism type of the domain curve does not change, then
the smoothness is easy to prove since we can use the same Banach space by using
diffeomorphisms. However, if the diffeomorphism type changes, then we cannot
identify the Banach spaces. Hence we need to define artificially the smooth
structure and prove the smoothness of maps in Kuranishi theory (embeddings
and evaluation maps). Fukaya, Oh, Ohta and Ono treated this problem briefly
in [8], and they explained the details of the argument in [11]. The key point is
the following elementary fact: If a continuous function f on R is continuously
differentiable on the complement of a point, and the differential has a limit at
this point, then f is continuously differentiable on the whole of R. In particular,
we can prove the smoothness of f if we check that the norm of its differentials
converge to zero at this point. This implies that it is enough to prove the con-
vergence of the differentials at the strata where the diffeomorphism type of the
domain curve changes. They proved the convergence by estimating approxi-
mating solutions appearing in Newton’s method. We also prove the smoothness
by estimating the limit of the differentials, but we prove these estimates by
using the estimates of the implicit functions which define the solutions. Using
an appropriate family of identifications of the domain curves, we estimate the
differentials of the implicit functions by direct calculation (Lemma 5.12 and
Corollary 5.14). Once we get the estimates of the implicit functions, we can
prove the estimates of the norm of the differentials of solutions by Proposition
5.15 and Corollary 5.16.
Another new feature of this paper is an improvement of the Kuranishi theory.
In the usual Kuranishi theory, the notion of good coordinate system is not
compatible with the product. Hence usually, for the product space, we need
to reconstruct the Kuranishi structures of the factors from the good coordinate
systems and again construct a good coordinate system from the product of the
new Kuranishi structures. Furthermore, we need to take care of the order of the
product for the product of more than two factors. To avoid these complexities,
we introduce the new notions of pre-Kuranishi structure and its weakly good
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coordinate system. Roughly speaking, a good coordinate system uses a total
order, but a weakly good coordinate system uses a meet-semilattice. Similarly
to meet-semilattice, weakly good coordinate system is compatible with product,
and we can directly use their product for the product space. This simplifies the
construction of the algebra. (See Section 4 for pre-Kuranishi sturcture and
weakly good coordinate system.)
Finally, we explain about Bott-Morse case. Bourgeois used Morse function
on the space of periodic orbit, but instead, we triangulate the space of periodic
orbit and use the chain complex of the simplicial complex. Using this chain com-
plex, we treat the most general case where bad orbits appear as a subcomplex
of the space of periodic orbits. To construct the algebras by counting intersec-
tion numbers with simplices, we need to use correction terms which correspond
to cascades in [3]. Since the algebra of SFT is more complicated than that of
Contact homology, the correction terms are also complicated. Hence we need to
solve algebraic equations to define appropriate correction terms. (See Section
6.5.)
In Bott-Morse case, we need to use the fiber product of pre-Kuranishi spaces
over an orbifold. For example, we need to consider the fiber products with the
diagonal ∆P in P×P , where P is the space of non-parametrized periodic orbits.
We treat ∆P not as a suborbifold of P ×P but as a simplicial complex in P ×P .
(See Definition 4.65 and Example 4.67.) Although the fiber product of Kuranishi
spaces over a manifold was treated before, this paper is the first which treats
the case of orbifold.
We briefly explain the outline of this paper. First we investigate the local
behavior and asymptotic behavior of pseudo-holomorphic curves in Section 2.
Using them, we define the topology of the moduli space of holomorphic buildings
and prove its topological properties in Section 3. Next in Section 4, we recall the
general theory of Kuranishi structure and introduce the notions of pre-Kuranishi
structure and its weakly good coordinate system. In Section 5, we construct
a basic pre-Kuranishi structure of the moduli space of holomorphic buildings.
In Section 6, we construct various fiber products of the basic pre-Kuranishi
spaces and construct their compatible multisections. In this section, we also
explain about how to treat the bad orbits. Defining the orientations of the fiber
products, we construct their virtual fundamental chains, and using them, we
construct the algebra. In Section 7 to 9, we consider the cases of a symplectic
manifold with cylindrical ends, its 1-parameter version and the composition
of two symplectic cobordisms. Using them, we prove that the algebras are
invariants of contact manifolds in Section 10. Finally in Section 11, we consider
the calculation of the SFT cohomology of contact manifolds with the S1-action
generated by the Reeb vector field.
2 Local estimates and asymptotic estimates
Let (Y, λ, J) be a triple which consists of a closed (2n−1)-dimensional manifold
Y and a contact form λ, and a compatible almost complex structure J of ξ =
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Kerλ. ξ has a symplectic structure given by dλ, and compatibility of J means
dλ(·, J ·) is a hermitian metric on ξ.
We denote by Rλ the Reeb vector field of λ, which is defined by λ(Rλ) = 1
and iRλdλ = 0. We say a loop γ : S
1 → Y is a periodic orbit of period
L = Lγ > 0 if it satisfies ∂tγ(t) = LRλ(γ(t)). We note that the period of
a periodic orbit γ can be expressed as L =
∫
S1
γ∗λ. We denote the space
of all periodic orbits by P = PY ⊂ C∞(S1, Y ). S1 = R/Z acts on P by
(s ·γ)(t) = γ(t+ s). P = P/S1 is the space of non-parametrized periodic orbits.
For L > 0, we denote by PL ⊂ P the subspace of periodic orbits with period
L > 0. It is sometimes convenient to define PL for L ≤ 0 by
PL = {γ ∈ C∞(S1, Y ); ∂tγ − LRλ(γ) = 0}.
For example, P0 = Y is the space of constant loops. (However, we do not count
these loops as periodic orbits.)
Let Yˆ := R × Y be the symplectization of Y . The coordinate of its R-
component is denoted by σ. We can extend the complex structure J of ξ to an
almost complex structure of Yˆ by J(∂σ) = Rλ, which we still denote by J . The
hermitian metric g of T Yˆ is then defined by g(·, ·) = (dσ∧λ+dλ)(·, J ·). In this
paper, we construct algebras by counting J-holomorphic curves in manifolds
of this type. Note that if u : Σ → Yˆ is a J-holomorphic curve, then its R-
translations oσ0 ◦u : Σ→ Yˆ are also J-holomorphic, where oσ0 : R×Y → R×Y
(σ0 ∈ R) are the translation maps defined by oσ0(σ, y) = (σ + σ0, y).
Other symplectic manifolds we consider in this paper are symplectic man-
ifolds with cylindrical ends. (Sometimes these are called contact ends.) A
symplectic manifold (X,ω) has cylindrical ends if there exist contact manifolds
(Y ±, λ±), and X can be decomposed as X = (−∞, 0]× Y − ∪ Z ∪ [0,∞)× Y +,
where Z is a compact manifold with boundary ∂Z = Y −
∐
Y +, and the sym-
plectic form satisfies ω|(−∞,0]×Y − = d(eσλ−) and ω|[0,∞)×Y + = d(eσλ+). An
almost complex structure J on X is said to be compatible if ω(·, J ·) is a her-
mitian metric and the restriction of J on (−∞, 0] × Y − and [0,∞) × Y + are
obtained by some complex structures on ξ− and ξ+ respectively as above.
Two energies of a J-holomorphic map u : (Σ, j) → (Yˆ , J) from a Riemann
surface (Σ, j) to Yˆ are defined as follows. One is
Eωˆ(u) =
∫
Σ
u∗dλ
and the other is
Eλ(u) = sup
I⊂R
1
|I|
∫
(σ◦u)−1(I)
u∗(dσ ∧ λ),
where the sup is taken over all intervals I ⊂ R, and |I| is the length of I. The
original energy introduced by Hofer in [13] was
sup{
∫
Σ
u∗d(ϕλ);ϕ ∈ C∞(R, [1/2, 1]), ϕ′ ≥ 0}.
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This is equivalent to Eωˆ(u) + Eλ(u) up to constant factors.
We define the norm of the differential du(z) by
|du(z)|2 = |du(z)ζ|
2
g + |du(z)jζ|2g
|ζ|2h
,
where h is a hermitian metric on Σ and ζ is a non-zero vector of TzΣ. This does
not depend on ζ (but depends on h). If u is J-holomorphic, then
∫
Σ
|du|2vol =∫
Σ
u∗(dσ∧λ+dλ). Decomposing the tangent space T Yˆ as T Yˆ = R∂σ⊕RRλ⊕ξ,
we denote the ξ-component of du by dξu. Then Eωˆ-norm of u coincides with
||dξu||2L2 =
∫
Σ
|dξu|2volΣ.
The energies of a J-holomorphic map u : (Σ, j) → (X, J) are defined as
follows. One is
Eωˆ(u) =
∫
Σ
u∗ωˆ,
where ωˆ is a (discontinuous) 2-form defined by ωˆ|Z = ω, ωˆ|(−∞,0]×Y − = dλ−
and ωˆ|[0,∞)×Y + = dλ+. Note that the integral is invariant by homotopy of u
with compact support (or relative to the boundary ∂Σ). The other energy is
Eλ(u) = max
{
sup
I⊂(−∞,0]
1
|I|
∫
u−1(I×Y −)
u∗(dσ ∧ λ−),
sup
I⊂[0,∞)
1
|I|
∫
u−1(I×Y +)
u∗(dσ ∧ λ+)
}
.
2.1 Local estimates
The local estimates of J-holomorphic curves given in this subsection are not
new and have been already written in various forms. (See [13] for example.)
However, for the convenience of the subsequent sections, we state and prove
them.
We use the following notation. For non-negative functions A and B, A . B
means there exists a constant C > 0 such that A ≤ CB. A ∼ B means A . B
and B . A.
Lemma 2.1. For any C0 > 0, there exist δ > 0 and C1 > 0 such that any
J-holomorphic map u : Br(0)→ Yˆ (Br(0) ⊂ C is a ball with radius r > 0) with
energies Eλ(u) ≤ C0 and Eωˆ(u) ≤ δ satisfies r|du(0)| ≤ C1.
Proof. If this did not hold, there would exist a constant C0 > 0, a sequence
δk → 0 and J-holomorphic maps uk : Brk(0) → Yˆ such that Eλ(uk) ≤ C0,
Eωˆ(uk) ≤ δk and rk|duk(0)| → ∞. The lemma below implies that we may as-
sume supBrk (0)
|duk(0)| ≤ 2|duk(0)| by changing the center of the ball. Rescaling
the domain if necessary, we may assume |duk(0)| = 1. In this case, the assump-
tion implies rk → ∞. Further we may assume σ ◦ uk(0) = 0 by R-translation.
Then some subsequence of uk uniformly converges to a J-holomorphic map
u∞ : C→ Yˆ such that |du∞(0)| = 1, Eλ(u∞) ≤ C0 and Eωˆ(u∞) = 0.
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Eωˆ(u∞) = 0 implies that the image of du∞ is contained in the integrable
subbundle R∂σ ⊕RRλ ⊂ T Yˆ . Hence the image of u∞ is contained in one of its
leaves. Each leaf is written as the image of a J-holomorphic map Φ : C → Yˆ
given by Φ(s +
√−1t) = (s, γ˜(t)), where γ˜ : R → Y is an integral curve of Rλ.
Hence u∞ has a lift u˜∞ : C→ C such that |du˜∞(0)| = 1 and u∞ = Φ ◦ u˜∞.
Eλ(u∞) ≤ C0 implies∫
u˜−1∞ (I×R)
u˜∗∞(ds ∧ dt) =
∫
u˜−1∞ (I×R)
|du˜∞|2dsdt
≤ C0|I| <∞
for any interval I ⊂ R, which is a contradiction since any non-constant holo-
morphic function on C takes all values except at most one value.
Lemma 2.2 ([14]). Let W be a complete metric space, and let ϕ : W → R≥0
be a continuous non-negative function. For any x0 ∈W and r0 > 0, there exist
a point x1 ∈ B2r0(x0) and 0 < r1 < r0 such that
sup
Br1 (x1)
ϕ ≤ 2ϕ(x1) and r0ϕ(x0) ≤ r1ϕ(x1).
Lemma 2.3. For any C0 > 0, l ≥ 1 and  > 0, there exist some δ > 0, A > 0
and L0 > 0 such that any J-holomorphic map u : [−A, T +A]×S1 → Yˆ (T ≥ 0
is arbitrary) with energies Eλ(u) ≤ C0 and Eωˆ(u) ≤ δ satisfies
distCl(S1,Yˆ )(o−σs ◦ u(s, ·),
⋃
|L|≤L0
PL) <  for all s ∈ [0, T ],
where σs = σ(u(s, 0)), and we regard PL as a subset of C
l(S1, Yˆ ) by the embed-
ding Y = {0} × Y ↪→ Yˆ .
Proof. Let L0 = 2C1 be the double of the constant of Lemma 2.1. Note that
Lemma 2.1 implies that if A > 12 then |du|L∞([−A+1/2,T+A−1/2]×S1) ≤ L0.
It is enough to prove the claim for T = 0. If this lemma did not hold,
there would exist some sequences Ak → ∞ and δk → 0, some constant  > 0,
and a sequence of J-holomorphic maps uk : [−Ak, Ak] × S1 → Yˆ such that
Eλ(uk) ≤ C0, Eωˆ(uk) ≤ δk and distCl(S1,Yˆ )(o−σk ◦ uk(0, ·),
⋃
|L|≤L0 PL) ≥ .
We may assume σk = σ(uk(0, 0)) = 0. Then a subsequence of uk uniformly
converges to a J-holomorphic map u∞ : R × S1 → Yˆ such that Eωˆ(u∞) = 0
and |du∞|L∞(R×S1) ≤ L0.
We can deduce as follows that there exists some constant |L| ≤ L0 and some
periodic orbit γ ∈ PL such that u∞(s, t) = (Lγs, γ(t)), which contradicts the
assumption distCl(S1,Yˆ )(uk(0, ·)
⋃
|L|≤L0 PL) ≥ .
As in the proof of Lemma 2.1, there exists an integral curve γ˜ : R → Y
such that the image of u∞ is contained in the image of the J-holomorphic map
Φ : C→ Yˆ given by Φ(s+√−1t) = (s, γ˜(t)). If u∞ has a lift u˜∞ : R×S1 → C,
then |du˜∞|L∞(R×S1) < ∞ implies u∞ is a constant map. (This is the case of
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L = 0.) If u∞ does not have such a lift, then there exists L 6= 0 ∈ R such that
u∞ has a lift
u˜∞ : R× S1 → C/L
√−1 ∼= R× S1
(Ls+
√−1Lt)↔ (s, t)
such that (u˜∞)∗ = 1 on pi1(R × S1). Since u˜∞ : R × S1 → R × S1 is a J-
holomorphic map such that σu˜∞(0, 0) = 0, this implies u˜∞(s, t) = (s, t+ θ) for
some θ ∈ S1. Hence u∞(s, t) = (Ls, γ(t)), where γ(t) = γ˜(L(t + θ)) : S1 → Y .
The inequality |du∞|L∞([0,A]×S1) ≤ L0 implies |L| ≤ L0.
Corollary 2.4. For any C0 > 0 and  > 0, there exist some δ > 0, A > 0
and L0 > 0 such that for any 0 ≤ T ≤ ∞ and any J-hoomorphic map u :
[−A, T + A] × S1 → Yˆ with energies Eλ(u) ≤ C0 and Eωˆ(u) ≤ δ, there exists
some |L| ≤ L0 such that PL 6= ∅ and
||∂tu− LRλ(u)||L∞([0,T ]×S1) ≤ .
The case of a symplectic manifold X = (−∞, 0]×Y −∪Z∪ [0,∞)×Y + with
cylindrical ends is similar.
Lemma 2.5. For any C0 > 0, there exist δ > 0 and C1 > 0 such that any
J-holomorphic map u : Br(0) → X with energies Eλ(u) ≤ C0 and Eωˆ(u) ≤ δ
satisfies r|du(0)| ≤ C1.
Proof. If the claim did not hold, there would exist a constant C0 > 0, a sequence
δk → 0 and J-holomorphic maps uk : Brk(0) → X such that Eλ(uk) ≤ C0,
Eωˆ(uk) ≤ δk and rk|duk(0)| → ∞. We may assume supBrk (0) |duk(0)| ≤
2|duk(0)|. Rescaling the domain if necessary, we may assume |duk(0)| = 1.
In this case, the assumption implies rk →∞.
Lemma 2.1 implies there exists a constant R > 0 such that every uk(BR(0))
intersects with Z. Hence some subsequence of uk uniformly converges to a J-
holomorphic map u∞ : C → X such that |du∞(0)| = 1, Eλ(u∞) ≤ C0 and
Eωˆ(u∞) = 0.
Since du∞|u−1∞ (Z) ≡ 0, if the image of u intersects with the interior of Z,
unique continuation theorem implies u∞ is a constant map, which is a contra-
diction. On the other hand, if the image of u∞ does not intersect with the
interior of Z, the same argument as in Lemma 2.1 leads to a contradiction.
Lemma 2.6. For any C0 > 0, l ≥ 1 and  > 0, there exist some δ > 0, A > 0
and L0 > 0 such that any J-holomorphic map u : [−A, T + A] × S1 → X with
energies Eλ(u) ≤ C0 and Eωˆ(u) ≤ δ satisfies
distCl(S1,X)(u(s, ·), (−∞, 0]×
⋃
|L|≤L0
(PY −)L ∪ Z ∪ [0,∞)×
⋃
|L|≤L0
(PY +)L) < 
for all s ∈ [0, T ], where we regard each point (σ, γ) ∈ (−∞, 0]×⋃|L|≤L0(PY −)L
as a loop (σ, γ(t)) ∈ Cl(S1, (−∞, 0] × Y −) ⊂ Cl(S1, X), each x ∈ Z as a
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constant loop in Cl(S1, X), and each (σ, γ) ∈ [0,∞)×⋃|L|≤L0(PY +)L as a loop
(σ, γ(t)) ∈ Cl(S1, [0,∞)× Y +) ⊂ Cl(S1, X).
Proof. Let L0 = 2C1 be the double of the constant of Lemma 2.5. Let A0 > 0 be
the constant of Lemma 2.3 for Yˆ ±. Then the claim holds if u([−A0, T+A0]×S1)
does not intersect with the interior of Z by Lemma 2.3.
It is enough to prove the claim for T = 0. If it did not hold, there would
exist some sequences Ak →∞ and δk → 0, some constant  > 0, and a sequence
of J-holomorphic maps uk : [−Ak, Ak] × S1 → Yˆ such that Eλ(uk) ≤ C0,
Eωˆ(uk) ≤ δk and
distCl(S1,X)(uk(s, ·), (−∞, 0]×
⋃
|L|≤L0
(PY −)L ∪ Z ∪ [0,∞)×
⋃
|L|≤L0
(PY +)L) ≥ .
Since each uk([−A0, A0]×S1) intersects with Z, a subsequence of uk uniformly
converges to a J-holomorphic map u∞ : R × S1 → X such that Eωˆ(u∞) = 0
and |du∞|L∞(R×S1) ≤ L0.
Since du∞|u−1∞ (Z) ≡ 0, if the image of u∞ intersects with the interior of Z,
unique continuation theorem implies u∞ is a constant map, which is a contradic-
tion. On the other hand, if the image of u∞ does not intersect with the interior
of Z, then the same argument as in Lemma 2.3 leads to a contradiction.
Remark 2.7. In the above Lemma, (−∞, 0]×⋃0<|L|≤L0(PY −)L, X = (−∞, 0]×
P−0 ∪Z ∪ [0,∞)×P+0 and [0,∞)×
⋃
0<|L|≤L0(PY +)L are disjoint closed subsets.
Hence if  > 0 is sufficiently small, then it is independent of s ∈ [0, T ] which of
these three u|{s}×S1 is close to.
The following lemmas are well known. See [12] or [21] for example.
Lemma 2.8 (Removal of Singularities). Any J-holomorphic map u : D \ 0 →
Yˆ (or u : D \ 0 → X) with ||du||L2 < ∞ can be extended uniquely to a J-
holomorphic map u : D → Yˆ (or u : D → X respectively).
Lemma 2.9 (Monotonicity Lemma). There exist some r0 > 0 and C > 0 such
that for any compact Riemann surface Σ with or without boundary, any non-
constant J-holomorphic map u : Σ → Yˆ (or u : Σ → X), any point z0 ∈ Int Σ
and any 0 ≤ r ≤ r0, the following holds true. If u(∂Σ) ∩Br(u(z0)) = ∅ then
||du||2L2(u−1(Br(z0))) ≥ Cr2.
Lemma 2.10. For any disc D0 b D, there exist δ > 0 and C > 0 such that any
J-holomorphic curve u : D → Yˆ (or u : D → X) with diamu(D) ≤ δ satisfies
||du||L∞(D0) ≤ Cdiamu(D).
Similarly, if a J-holomorphic curve u0 : D → Yˆ (or u0 : D → X) is given, then
there exist δ > 0 and C > 0 such that for any J-holomorphic curve u : D → Yˆ
(or u : D → X respectively), if distL∞(D)(u, u0) ≤ δ then
||du− du0||L∞(D0) ≤ C distL∞(D)(u, u0).
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2.2 Asymptotic estimates
To obtain asymptotic estimates of the ends of J-holomorphic curves, we need
to assume that the contact form satisfies the following condition. Recall that
P ⊂ C∞(S1, Y ) is the space of (parametrized) periodic orbits of the Reeb flow of
(Y, λ). Let evt : P → Y be the evaluation map at t ∈ S defined by evtγ = γ(t).
Definition 2.11. For each periodic orbit γ ∈ P , we define an L2 self-adjoint
operator Aγ : W
1,2(S1, γ∗T Yˆ )→ L2(S1, γ∗T Yˆ ) by
Aγξ = J(γ)(∇tξ − Lγ∇ξRλ(γ)),
where we regard γ as an element of C∞(S1, {0}×Y ) ⊂ C∞(S1, Yˆ ). We say (Y, λ)
satisfies the Bott-Morse condition (or (Y, λ) is Bott-Morse) if P ⊂ C∞(S1, Y ) is
a countable union of closed manifolds, and every operator Aγ satisfies KerAγ =
R∂σ ⊕TγP . This condition can be stated by using the linearization of the Reeb
flow ϕλt : Y → Y as
Ker((ϕλLγ )∗ − 1 : Tγ(0)Y → Tγ(0)Y ) = Tγ(0)ev0PLγ
for all periodic orbits γ ∈ P . Note that the Bott-Morse condition implies
that each P≤L0 =
∐
0<L≤L0 PL consists of finite closed manifolds. We say
(Y, λ) satisfies the Morse condition if it satisfies the Bott-Morse condition and
P consists of discrete points. Note that in this case, dim KerAγ = 2 for all
γ ∈ P .
The above definition of Bott-Morse condition is more natural than that given
in [3] and [4]. (Their definition assumes another condition.)
In this paper, we always assume (Y, λ) is Bott-Morse. Under this condition,
we can prove more strict estimates on the curves appearing in Corollary 2.4.
Proposition 2.12. Let L ∈ R be a constant such that PL 6= ∅. Then there
exist constants  > 0, κ > 0 and C > 0 such that the following holds true. For
any 0 < T ≤ ∞ and any J-holomorphic map u : [0, T ] × S1 → Yˆ such that
||∂tu− LRλ(u)||L∞([0,T ]×S1) ≤ , there exists (b, γ) ∈ R× PL such that
dist(u(s, t), (Ls+ b, γ(t))) ≤ C(e−κs + e−κ(T−s))||∂tu− LRλ(u)||L∞([0,T ]×S1)
on [0, T ]× S1.
A similar estimate was proved in [4] under their Bott-Morse condition. If
T = ∞ and L > 0, we say u is positively asymptotic to a periodic orbit γ ∈
PL. If T = ∞ and L < 0, we say u is negatively asymptotic to a periodic
orbit γ(−t) ∈ P|L|. In this case, using a biholomorphism (s, t) 7→ (−s,−t), we
usually consider u as a J-holomorphic map u : (−∞, 0] × S1 → Yˆ such that
lims→−∞ u(s, t) = γ(−t).
This proposition and Corollary 2.4 imply the following.
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Corollary 2.13. For any constants C0 > 0 and  > 0, there exist δ > 0, κ > 0,
A > 0 and L0 > 0 such that the following holds true. For any 0 ≤ T ≤ ∞ and
any J-holomorphic curve u : [−A, T + A] × S1 → Yˆ with energies Eλ(u) ≤ C0
and Eωˆ(u) ≤ δ, there exists L ∈ R and (b, γ) ∈ R× PL such that |L| ≤ L0 and
dist(u(s, t), (Ls+ b, γ(t))) ≤ (e−κs + e−κ(T−s))
for all (s, t) ∈ [0, T ]× S1.
Remark 2.14. The proof below implies that the constant κ > 0 in Proposition
2.12 can be taken arbitrary close to the minimum of the absolute values of the
non-zero eigenvalues of Aγ (γ ∈ PL). (Instead, we need to take small  > 0.)
Note that in Corollary 2.13, L0 > 0 is determined by C0 > 0 and  > 0, and
is independent of δ > 0, κ > 0, and A > 0. Therefore, also in Corollary 2.13,
the constant κ > 0 can be taken arbitrary close to the minimum of the absolute
values of the non-zero eigenvalues of Aγ (γ ∈ P≤L0).
To prove the above proposition, we need to rewrite the equation of J-
holomorphic curves in a neighborhood of a periodic orbit.
For each coordinate φ : Bm (0) ↪→ PL of PL, we take a family of open em-
beddings ψt : B
m
 (0)×B2n−1−m(0) ↪→ Y (t ∈ S1) such that ψt(x, 0) = evtφ(x)
for all x ∈ Bm (0). (The existence of such a family is due to the orientability of
Y .)
First we show that if η : S1 → Yˆ is a loop such that η(0) = (σ, ψ0(x, y)),
then
|y| . ||∂tη − LRλ(η)||L∞(S1) (1)
distC1(S1,Yˆ )(η(t), (σ, γ(t))) . ||∂tη − LRλ(η)||L∞(S1) (2)
where γ(t) = evtφ(x). (1) is because
|y| ∼ dist(piY ◦ η(0), ev0PL)
. dist(piY ◦ η(0), ϕλL(piY ◦ η(0))) (by the Bott-Morse condition)
. ||∂t(ϕλ−Lt(piY ◦ η(t)))||L∞(S1)
. ||∂tη − LRλ(η)||L∞(S1),
where piY : Yˆ = R× Y → Y is the projection. (2) is because
distC1(S1,Yˆ )(η(t), (σ, γ(t))) ≤ distC1(S1,Yˆ )(η(t), (1× ϕλLt) ◦ η(0))
+ distC1(S1,Yˆ )((1× ϕλLt) ◦ η(0), (σ, γ(t)))
∼ distC1(S1,Yˆ )((1× ϕλ−Lt) ◦ η(t), η(0))
+ distYˆ (η(0), (σ, γ(0)))
. ||∂t((1× ϕλ−Lt) ◦ η(t))||L∞(S1,Yˆ ) + |y|
. ||∂tη − LRλ(η)||L∞(S1).
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Define a family of smooth maps ψˆs,t : R × Bm (0) × B2n−1−m(0) ↪→ R × Y
((s, t) ∈ R× S1) by ψˆs,t(σ, x, y) = (Ls+ σ, ψt(x, y)).
Assume a smooth map u : I × S1 → Yˆ satisfies piY ◦ u(I × {t}) ⊂ Imψt for
all t ∈ S1. Then u can be written as u(s, t) = ψˆs,t(v(s, t)), where v : I × S1 →
R×Bm (0)×B2n−1−m(0) is a smooth function.
We regard N0 = R⊕ Rm ⊕ 02n−m−1 ⊂ R2n as a subspace of W 1,2(S1,R2n)
consisting of constant functions. Then (2) implies that there exists z0s ∈ N0 for
each s ∈ I such that
||v|{s}×S1 − z0s ||W 1,2(S1) . ||∂tu− LRλ(u)||L∞({s}×S1) (3)
The equation
(∂su− L∂σ) + J(u)(∂tu− LRλ(u)) = 0
of J-holomorphic curve for u is equivalent to the following equation of v.
∂sv + ((ψˆs,t)∗)−1J(ψˆs,t(v))(ψˆs,t)∗∂tv
+ ((ψˆs,t)∗)−1J(ψˆs,t(v))(∂tψˆs,t(v)− LRλ(ψˆs,t(v))) = 0
Note that this equation is also R-translation invariant, that is, if v is a solution
of the equation then v(s, t) + (b, 0) also satisfies the equation for any b ∈ R.
We regard the solution v as a map v : I → C∞(S1,R×Bm (0)×B2n−1−m(0))
(⊂ C∞(S1,R2n)). Then the above equation has the following form.
∂sv + F (v) = 0,
where F : W 1,2(S1,R2n) → L2(S1,R2n) is a smooth Fredholm map (more
precisely, the domain of F is an open neighborhood of 0 ∈ W 1,2(S1,R2n))
which satisfies the following conditions:
• F maps W k+1,2(S1,R2n) to W k,2(S1,R2n) (k ≥ 0).
• F (v + σ) = F (v) for any σ ∈ R⊕ 0m ⊂ N0.
• For any z ∈ R× Bm (0) ⊂ N0, F satisfies F (z) = 0 and KerDF (z) = N0
(This is exactly the Bott-Morse condition.)
• There exists a family of inner product (gt)t∈S of the vector space R2n
which makes the operator A = DF (0) : W 1,2(S1,R2n) → L2(S1,R2n)
L2 self-adjoint. (In this case, gt is the pull back of g by (1 × ψt)∗ at
0 ∈ R×Bm (0)×B2n−1−m(0).)
In the following, we denote by 〈·, ·〉 and | · | the inner product and the norm
of L2(S1,R2n) given by gt (t ∈ S1) respectively. The norm of W 1,2(S1,R2n) is
equivalent to |v0|+ |Av1|.
First note that (3) implies
|Av(s)| . ||∂tu− LRλ(u)||L∞({s}×S1). (4)
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Next we estimate
∂2s 〈Av,Av〉 = 4〈A2v,A2v〉+ 6〈A(F (v)−DF (0)v), A2v〉
+ 2|A(F (v)−DF (0)v)|2 + 2〈pi1(DF (v)−DF (0))F (v), A2v〉.
Let piRm be the second projection of N0 = R⊕ Rm. In the above equation,
|A(F (v)−DF (0)v)| . (|piRmv0|+ |Av|)|A2v|
|pi1(DF (v)−DF (0))F (v)| . (|piRmv0|+ |Av|)|A2v|
because
A(F (v)−DF (0)v) = A(F (piRmv0 + v1)− F (piRmv0)−DF (piRmv0)v1)
+A((DF (piRmv
0)−DF (0))v1)
= A
∫ 1
0
∫ 1
0
D2F (piRmv
0 + τ1τ2v
1)τ1v
1 · v1dτ1dτ2
+A
∫ 1
0
D2F (τpiRmv
0)(piRmv
0) · v1dτ,
pi1(DF (v)−DF (0))F (v)
= pi1(DF (piRmv
0 + v1)−DF (0))(F (v)− F (v0))
= pi1
∫ 1
0
D2F (τ1(piRmv
0 + v1))dτ1(piRmv
0 + v1) ·
∫ 1
0
DF (v0 + τ2v
1)v1dτ2,
and D2F satisfies
||(D2F )(v)ξ · η||Wk,2(S1,R2n) .
∑
i,j≥1
i+j=k+2
||ξ||W i,2(S1,R2n)||η||W j,2(S1,R2n)
for all k ≥ 0. (This is because F is a differential operator.)
Therefore, if ||piRmv0||L∞(I,N0) and ||Av˜||L∞(I,L2(S1,R2n)) are sufficiently small
(this assumption is satisfied if Bm (0) and ||∂tu − LRλ(u)||L∞(I×S1) are suffi-
ciently small), then there exists  1 such that
∂2s 〈Av,Av〉 ≥ 4|A2v|2 − C(|piRmv0|+ |Av|)|A2v|2
≥ (4− )|A2v|2
≥ (4− )κ20|Av|2
for all s ∈ I, where κ0 > 0 is the minimum of the absolute values of the non-zero
eigenvalues of A.
Therefore the lemma below (Lemma 2.15) implies that if I = [0, T ] then
|Av(s)|2 ≤ (e−
√
4−κ0s + e−
√
4−κ0(T−s))||Av||2L∞(I,L2(S1,R2n)). (5)
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In particular,
||Av||L1(I,L2(S1,R2n)) . ||Av||L∞(I,L2(S1,R2n)) (6)
is an estimate uniform with respect to |I|.
Since |pi0F (v(s))| . |Av1(s)|, the equation ∂sv0 + pi0F (v) = 0 implies
|∂sv0(s)| . |Av1(s)|. (7)
(4), (6) and (7) implies
||∂sv0||L1(I,N0) . ||Av||L1(I,L2(S1,R2n))
. ||Av||L∞(I,L2(S1,R2n))
. ||∂tu− LRλ(u)||L∞(I×S1) (8)
Using the above argument, now we prove Proposition 2.12.
Proof of Proposition 2.12. Suppose  > 0 is sufficiently small and that a J-
holomorphic map u : [0, T ]× S1 → Yˆ satisfies ||∂tu− LRλ(u)||L∞([0,T ]×S1) ≤ .
There exists a coordinate φ of PL such that piY u([0, T ] × {t}) is contained in
the image of ψt for all t ∈ S1 since inequality (8) implies the variation of v0 on
[0, T ] is small. Equalities (4), (5) and (7) imply that for z = v0(T/2) ∈ N0,
|v0(s)− z| =
∫ s
T/2
|∂sv0||ds|
. (e− 12
√
4−κ0s + e−
1
2
√
4−κ0(T−s))||∂tu− LRλ(u)||L∞([0,T ]×S1).
(4) and (5) imply
||Av||L2(S1,R2n) . (e− 12
√
4−κ0s + e−
1
2
√
4−κ0(T−s))||∂tu− LRλ(u)||L∞([0,T ]×S1).
Combining the above two inequalities, we see
||v(s)− z||W 1,2(S1,R2n) . (e−κs + e−κ(T−s))||∂tu− LRλ(u)||L∞([0,T ]×S1),
where κ = 12
√
4− κ0. Therefore, if (b, γ) ∈ R × PL corresponds to z, that is,
z = (b, x) ∈ R×Bm (0) and φ(x) = γ ∈ PL, then
dist(u(s, t), (Ls+ b, γ(t))) . (e−κs + e−κ(T−s))||∂tu− LRλ(u)||L∞([0,T ]×S1).
Lemma 2.15. If a C2-function f : [a, b]→ R satisfies f ′′(s) ≥ κ2f(s) then
f(s) ≤ e−κ(s−a)f(a)+ + e−κ(b−s)f(b)+,
where f(s)+ = max(f(s), 0).
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Proof. Since g(s) = f(s)−(e−κ(s−a)f(a)++e−κ(b−s)f(b)+) also satisfies g′′(s) ≥
κ2g(s), we may assume f(a) ≤ 0 and f(b) ≤ 0. If f attained a positive value at
some point s1, then there would exist some a < s0 < s1 such that f(s0) > 0 and
f ′(s0) > 0. However this and the assumption f ′′(s) ≥ κ2f(s) would imply f is
monotone increasing on s ≥ s0, which contradict the assumption f(b) ≤ 0.
The case of a symplectic manifold X with cylindrical ends is covered by
Proposition 2.12, Corollary 2.13, and the following propositions.
Proposition 2.16. There exist constants  > 0, κ > 0 and C > 0 such that
the following holds true. For any 0 < T ≤ ∞ and any J-holomorphic map
u : [0, T ]× S1 → X such that ||∂tu||L∞([0,T ]×S1) ≤ , there exists a point x ∈ X
such that
dist(u(s, t), x) ≤ C(e−κs + e−κ(T−s))||∂tu||L∞([0,T ]×S1).
on [0, T ]× S1.
The proof of this proposition is the same as that of Proposition 2.12.
Corollary 2.17. For any constants C0 > 0 and  > 0, there exist δ > 0, κ > 0,
A > 0 and L0 > 0 such that the following holds true. For any 0 ≤ T ≤ ∞ and
any J-holomorphic curve u : [−A, T + A]× S1 → X with energies Eλ(u) ≤ C0
and Eωˆ(u) ≤ δ, one of the following two occurs:
• There exists a point x ∈ X such that
dist(u(s, t), x) ≤ (e−κs + e−κ(T−s))
for all (s, t) ∈ [0, T ]× S1.
• There exists L 6= 0 ∈ R and (b, γ) ∈ R× PL such that |L| ≤ L0 and
dist(u(s, t), (Ls+ b, γ(t))) ≤ (e−κs + e−κ(T−s))
for all (s, t) ∈ [0, T ]× S1.
3 The space of holomorphic buildings
In this section, we study the compactification of the space of J-holomorphic
curves in the symplectization of a contact manifold or a symplectic manifold
with cylindrical ends. Compactification was studied by Bourgeois, Eliashberg,
Hofer, Wysocki and Zehnder in [4], and the curves appeared in the compactified
space are called holomorphic buildings.
First we recall about holomorphic buildings, and next we explain the topol-
ogy of the compactified space. For the later use, we adopt a different definition
of the topology. This would be the same as that of [4], but we prove the com-
pactness and Hausdorff property independently.
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3.1 The case of the symplectization
First we consider holomorphic buildings for the symplectization Yˆ = R × Y .
The domain curve of a holomorphic building is constructed as follows.
Let (Σˇ, z ∪ (±∞i)) be a marked semistable curve or a disjoint union of
marked semistable curves. z = (zi) and (±∞i) are sequences of marked points.
See [7] for the definition of marked semistable curve. Assume that an integer
i(α) ∈ {1, 2, . . . , k} is attached to each irreducible component Σˇα of Σˇ (we call
this integer the floor of Σˇα) and
• the difference of the floors of any adjacent two components is ≤ 1,
• the floor of the component which contains some of the marked points −∞i
is 1 (the lowest floor) and
• the floor of the component which contains some of the marked points +∞i
is k (the highest floor).
We can construct a new curve from Σˇ by oriented blow up. Oriented blow
up is a local deformation defined as follows. Oriented blow up at 0 ∈ D = {z ∈
C; |z| < 1} is
D˜ = {(z, θ) ∈ D × S1; z = |z|θ},
and oriented blow up at a nodal point (0, 0) ∈ D∪D = {(x, y) ∈ D×D;xy = 0}
by ϕ ∈ S1 is
D∪˜ϕD = {(x, θx, y, θy) ∈ D˜ × D˜;xy = 0, θxθy = ϕ}.
S1 = {(0, θ); θ ∈ S1} ⊂ D˜ is called limit circle, and S1 = {(0, θx, 0, θy); θxθy =
ϕ} ⊂ D∪˜ϕD is called joint circle. These two circles are collectively called
imaginary circles. The domain curve (Σ, z) of a holomorphic building is obtained
by oriented blow up of (Σˇ, z) at the points ±∞i and all the nodal points which
join two components with different floors by some ϕ ∈ S1. We regard the
curve Σ as a topological space, and the complement of its imaginary circles
as an open smooth curve with a complex structure. The topological space
Σ is compact. Note that there exists a surjection Σ → Σˇ which collapses the
imaginary circles. For each irreducible component Σˇα of Σˇ, we denote its inverse
image by Σα ⊂ Σ and call it an irreducible component of Σ. We say that the
marked curve (Σ, z) is connected if Σ is connected as a topological space, that
is, if it is constructed from one semistable curve (not from a disjoint union of
several semistable curves). We emphasize the difference between the notion of
irreducible component and connected component. For example, two irreducible
components of Σ connected by a joint circle are considered to be in the same
connected component.
Definition 3.1. A holomorphic building (Σ, z, u, φ) for Yˆ consists of
• a marked curve (Σ, z) obtained from some marked semistable curve (Σˇ, z∪
(±∞i)) (or a union of marked semistable curves) with a floor structure
and some blowing up parameters ϕ ∈ S1 as above,
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Figure 3: (Σˆ, z ∪ (±∞i))
Figure 4: (Σ, z)
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• a continuous map u : Σ→ (R1 ∪ R2 ∪ · · · ∪ Rk)× Y , where R = {−∞} ∪
R∪{+∞} is a compactification of R (homeomorphic to an closed interval)
and we identify +∞ ∈ Ri and −∞ ∈ Ri+1, and
• a family of coordinates φ±∞i : S1 = R/Z
∼=→ S1±∞i of limit circles, where
S1±∞i is the limit circle corresponding to ±∞i ∈ Σˇ.
which satisfy the following conditions:
• u(Σα \
∐
imaginary circles S
1) ⊂ Ri(α) × Y for each component Σα.
• u|Σα\∐S1 : Σα \∐S1 → Ri(α) × Y is J-holomorphic.
• Eλ(u) <∞ and Eωˆ(u) <∞, where these energies are defined by
Eλ(u) = max
1≤i≤k
sup
I⊂Ri
1
I
∫
(σ◦u)−1(I)
u∗(dσ ∧ λ),
Eωˆ(u) =
∫
Σ
u∗dλ.
• u is positively asymptotic to a periodic orbit γ+∞i = piY ◦ u ◦ φ+∞i ∈ P
at each S1+∞i , and negatively asymptotic to a periodic orbit γ−∞i =
piY ◦ u ◦ φ−∞i ∈ P at each S1−∞i . At every joint circle, u is positively
asymptotic to a periodic orbit on the side of lower floor and negatively
asymptotic to the same periodic orbit on the side of higher floor.
• For each component Σˇα, if u|Σα is a constant map, then 2gα + mα ≥ 3,
where gα is the genus of Σˇα and mα is the sum of the numbers of marked
points and imaginary circles in Σα and nodal points which join Σα with
the other components.
• An irreducible component is called a trivial cylinder if it is isomorphic to
R × S1 without any special points such that the restriction of u on this
component is written as u(s, t) = (Lγs+b, γ(t)) for some b ∈ R and γ ∈ P .
The other irreducible components are called nontrivial components. We
assume that for each i ∈ {1, 2, . . . , k}, i-th floor u−1(Ri×Y ) ⊂ Σ contains
nontrivial components. (We do not assume the same condition for each
floor of each connected component of Σ.)
We call k the height of (Σ, z, u, φ).
We say two holomorphic buildings (Σ, z, u, φ) and (Σ′, z′, u′, φ′) are isomor-
phic if there exist
• a biholomorphism ϕ : Σ′ → Σ (this means ϕ is a homeomorphism which
maps each imaginary circle of Σ′ to a imaginary circle of Σ and is biholo-
morphic on the outside of these circles) and
• an R-translation θ : R1 ∪ R2 ∪ · · · ∪ Rk → R1 ∪ R2 ∪ · · · ∪ Rk (this means
θ is a map such that θ(Ri) ⊂ Ri and θ|Ri(s) = s+ ai for some ai ∈ R)
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such that
• ϕ(z′i) = zi for all i,
• u′ = (θ × 1) ◦ u ◦ ϕ, and
• ϕ ◦ φ′±∞i = φ±∞i for all ±∞i.
We denote the space of all connected holomorphic buildings by M0 =
M0(Y, λ, J), and the space of all holomorphic buildings without trivial build-
ings by M = M(Y, λ, J), where a trivial building in (Σ, z, u, φ) is a connected
component of Σ which consists of trivial cylinders only.
First we define the topology ofM0. It is enough to define the neighborhoods
of each point p0 = (Σ0, z0, u0, φ0) ∈ M0. We consider a fibration (P˜ → X˜, Z)
consisting of some deformations of the domain curve (Σ0, z0), and construct
a map Ψ : P˜ → P˜0. Then the neighborhood of p0 is defined by the set of
holomorphic buildings whose domain curves appear as a fiber P˜a of P˜ and
which are close to u0 ◦Ψ|P˜a in L∞-norm modulo R-gluings.
Now we explain the details. First we add marked points z+0 to (Σ0, z0) to
make (Σ0, z0∪z+0 ) stable, where z0∪z+0 is a sequence of marked points obtained
by placing the sequence z+0 after z0, and stableness of (Σ0, z0 ∪ z+0 ) means that
the curve (Σˇ0, z0 ∪ z+0 ∪ (±∞i)) is a stable curve.
The local universal family (P˜ → X˜, Z ∪ Z+) of (Σ0, z0 ∪ z+0 ) is defined by
the oriented blow up of the local universal family (Pˇ → Xˇ, Z ∪ Z+ ∪ (Z±∞i))
of the stable curve (Σˇ0, z0 ∪ z+0 ∪ (±∞i)) at Z±∞i and the set of nodal points
corresponding to the nodal points of Σˇ0 which are blown up in Σ0.
Oriented blow up of the local universal family is defined as follows. For each
nodal point of Σˇ0, the fibration Pˇ → Xˇ is locally equivalent to
N = Dm−1 ×D ×D → Dm−1 ×D = Xˇ,
(z, x, y) 7→ (z, xy)
where (0, 0) ∈ Dm−1×D = Xˇ is the point corresponding to the curve (Σˇ0, z0 ∪
z+0 ∪ (±∞i)), and the nodal point of Σˇ0 is (0, 0, 0) ∈ N . Then the oriented blow
up at the set of nodal points Dm−1 × {(0, 0)} is defined by
N˜ = Dm−1 × D˜ × D˜ → Dm−1 × D˜ = X˜.
(z, (x, θx), (y, θy)) 7→ (z, (xy, θxθy))
For each marked point ±∞i of (Σˇ0, z0 ∪ z+0 ∪ (±∞i)), the fibration Pˇ → Xˇ is
locally equivalent to
N = Dm ×D → Dm = Xˇ,
(z, w) 7→ z
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where 0 ∈ Dm = Xˇ is the point corresponding to the curve (Σˇ0, z0∪z+0 ∪(±∞i)),
and Z±∞i(z) = (z, 0) is the section of marked point corresponding to the marked
point ±∞i. Then the oriented blow up at Z±∞i is defined by
N˘ = Dm × D˜ → Dm = X˜.
(z, (w, θw)) 7→ z
We take a discontinuous map Ψ : P˜ → P˜0 (or a continuous map which is
defined on the complement of some codimension one subset) which satisfies the
following conditions:
• Ψ|P˜0 = id
• For each nodal point of Σ0, we fix a neighborhood Nˇ ⊂ P˜ such that the
restriction of the fibration P˜ → X˜ to Nˇ is equivalent to
Nˇ = A×D ×D → A×D = X˜,
(a, x, y) 7→ (a, xy)
where A is some complex manifold or its oriented blow up, and (0, 0) ∈
A ×D = X˜ is the point corresponding to the curve (Σ0, z0 ∪ z+0 ). Then
the restriction of Ψ to Nˇ is given by
Ψ(a, x, y) =
{
(0, x, 0) ∈ A×D ×D if |x| ≥ |y|
(0, 0, y) ∈ A×D ×D if |y| ≥ |x| .
Note that this is not well defined at the codimension one subset {|x| = |y|}.
• For each joint circle of Σ0, we fix its neighborhood N˜ ⊂ P˜ such that the
restriction of the fibration P˜ → X˜ to N˜ is equivalent to
N˜ = A× D˜ × D˜ → A× D˜ = X˜,
(a, (x, θx), (y, θy)) 7→ (a, (xy, θxθy))
where (0, 0, e2pi
√−1·0) ∈ X˜ is the point corresponding to the curve (Σ0, z0∪
z+0 ). Then the restriction of Ψ to N˜ is given by
Ψ(a, (x, θx), (y, θy)) =
{
(0, (x, θx), (0, θ
−1
x )) if |x| ≥ |y|
(0, (0, θ−1y ), (y, θy)) if |y| ≥ |x|
.
Note that if we rewrite the above fibration by the isomorphism D˜ ∼=
[−∞, 0) × S1 ∼= (0,∞] × S1 given by (e2pi(s+
√−1t), e2pi
√−1t) ↔ (s, t) ↔
(−s,−t) as
N˜ = A× ((0,∞]× S1)× ([−∞, 0)× S1)→ A× ((0,∞]× S1) = X˜,
(a, (sx, tx), (sy, ty)) 7→ (a, (sx − sy, tx − ty))
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then Ψ|N˜ is expressed as
Ψ(a, (sx, tx), (sy, ty)) =
{
(0, (sx, tx), (−∞,−tx)) if |sx| ≥ |sy|
(0, (+∞,−ty), (sy, ty)) if |sy| ≥ |sx|
.
• For each +∞-limit circle S1+∞ of Σ0, we fix its neighborhood N˘+∞i ⊂ P˜
such that the restriction of the fibration Pˇ → Xˇ is locally equivalent to
N˘+∞i = A× ((0,∞]× S1)→ A = X˜,
(a, s, t) 7→ a
where 0 ∈ A = X˜ is the point corresponding to the curve (Σ0, z0 ∪ z+0 ).
Then the restriction of Ψ to N˘+∞i is given by
Ψ(a, s, t) = (0, s, t).
• For each −∞-limit circle S1−∞i of Σ0, we also fix its neighborhood N˘−∞i ⊂
P˜ similarly, and we assume that the restriction of Ψ to N˘−∞i is given
similarly.
• Ψ is smooth on the complement P˜ \ (⋃nodal points Nˇ ∪ ⋃joint circles N˜ ∪⋃
limit circles N˘±∞i).
• Ψ is continuous at the joint ⋃ ∂Nˇ ∪⋃ ∂N˜ ∪⋃ ∂N˘±∞i .
A map θ : R1 unionsq R2 unionsq · · · unionsq Rk → R1 ∪ R2 ∪ · · · ∪ Rl is called an R-gluing
if there exist a surjection µ : {1, 2, . . . , k} → {1, 2, . . . , l} and constants ci ∈ R
(i = 1, 2, . . . , k) such that
• if i ≤ j then µ(i) ≤ µ(j),
• θ(Ri) = Rµ(i), and
• θ|Ri(s) = s+ ci (∈ Rµ(i)).
For each R-gluing θ, let θ×1 : (R1unionsqR2unionsq· · ·unionsqRk)×Y → (R1∪R2∪· · ·∪Rl)×Y
be the product with the identity map on Y .
For each neighborhood U ⊂ X˜ of 0 ∈ X˜ and each constant  > 0, we define
a subset Wp0(U, ) = Wp0(U, ,Ψ) ⊂ M
0
as follows. (Σ, z, u, φ) ∈ M0 belongs
to Wp0(U, ) if there exist a point a ∈ U , an isomorphism (Σ, z) ∼= (P˜a, Z(a))
and an R-gluing θ such that
distL∞(u, (θ × 1) ◦ u0 ◦Ψ|P˜a) <  (9)
and
distL∞(S1)(pi
N˘±∞i
S1 ◦ φ±∞i , φ0,±∞i) < , (10)
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where the left hand side of (9) is the essential sup of dist(u(z), (θ×1)◦u0◦Ψ(z))
over P˜a, and in (10),
pi
N˘±∞i
S1 : N˘±∞i ⊃ X˜ × {±∞} × S1 → {0} × {±∞} × S1
are the projections. We define a neighborhood of p0 as a subset of M0 which
contains Wp0(U, ) for some U ⊂ X˜ and  > 0.
First we prove that this definition of neighborhood is independent of the
choice of Nˇ , N˜ , N˘±∞ and Ψ. Let (Nˇ ′, N˜ ′, N˘ ′±∞,Ψ
′) be another choice. We
claim that for any  > 0, there exists a neighborhood U ⊂ X˜ such that for any
a ∈ U and any R-gluing θ,
distL∞((θ× 1) ◦u0 ◦Ψ′|P˜a , (θ× 1) ◦u0 ◦Ψ|P˜a) < + ∆((θ× 1) ◦u0 ◦Ψ|P˜a) (11)
and
distL∞(U×{±∞}×S1)(pi
N˘ ′±∞i
S1 , pi
N˘±∞i
S1 ) < , (12)
where ∆((θ × 1) ◦ u0 ◦Ψ|P˜a) is the maximum of the differences of the limits of
(θ×1)◦u0◦Ψ|P˜a on the both sides at the discontinuous codimension one subset.
First we prove that these inequalities imply the independence of the choice
of Nˇ , N˜ , N˘±∞i and Ψ. For any (Σ, z, u) ∈ Wp0(U, ,Ψ), there exist a point
a ∈ U , an isomorphism (Σ, z) ∼= (P˜a, Z(a)) and an R-gluing θ such that
distL∞(u, (θ × 1) ◦ u0 ◦Ψ|P˜a) < 
and
distL∞(pi
N˘±∞i
S1 ◦ φ±∞i , φ0,±∞) < .
Since
∆((θ × 1) ◦ u0 ◦Ψ|P˜a) ≤ 2 distL∞(u, (θ × 1) ◦ u0 ◦Ψ|P˜a) < 2,
inequality (11) implies
distL∞((θ × 1) ◦ u0 ◦Ψ′|P˜a , (θ × 1) ◦ u0 ◦Ψ|P˜a) < 3,
hence
distL∞(u, (θ × 1) ◦ u0 ◦Ψ′|P˜a) < 4.
On the other hand, inequality (12) implies
distL∞(pi
N˘ ′±∞i
S1 ◦ φ±∞i , φ0,±∞i) < 2.
Therefore Wp0(U, ,Ψ) ⊂ Wp0(U, 4,Ψ′), which implies the independence of Nˇ ,
N˜ , N˘±∞i and Ψ.
The above inequalities ((11) and (12)) are proved as follows. First we need
to observe the correspondence of the coordinates of Nˇ and Nˇ ′. Since {x = 0}
and {y = 0} ⊂ Nˇ corresponds to {x′ = 0} and {y′ = 0} ⊂ Nˇ ′ respectively,
x′ = Cx(1 +O(a, x, y))
y′ = C ′y(1 +O(a, x, y))
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for some constants C and C ′. Hence in the coordinate of Nˇ , Ψ′ is written as
(a, x, y) 7→
{
(0, x(1 +O(a, x)), 0) if |x′| ≥ |y′|
(0, 0, y(1 +O(a, y))) if |y′| ≥ |x′| .
Since u0 is continuous near each nodal point, there exists a neighborhood Nˇ
◦ ⊂
Nˇ of the nodal point such that
distL∞(Nˇ◦)(u0 ◦Ψ′|Nˇ◦ , u0 ◦Ψ|Nˇ◦) < .
Hence
distL∞((θ × 1) ◦ u0 ◦Ψ′|Nˇ◦ , (θ × 1) ◦ u0 ◦Ψ|Nˇ◦) < 
for any R-gluing θ.
Next we consider the neighborhoods N˜ and N˜ ′ of each joint circle of Σ0. As
in the case of Nˇ and Nˇ ′, the correspondence of these two coordinates is
(s′x, t
′
x) = C + (sx, tx) +O(a, e
−2pisx , e2pisy )
(s′y, t
′
y) = C
′ + (sy, ty) +O(a, e−2pisx , e2pisy )
for some constants C,C ′ ∈ R× S1. Hence in the coordinate of N˜ , Ψ′ is written
as
(a, (sx, tx), (sy, ty))
7→
{
(0, (sx, tx) +O(a, e
−2pisx), (−∞,−tx) +O(a, e−2pisx)) if |s′x| ≤ |s′y|
(0, (∞,−ty) +O(a, e2pisy ), (sy, ty) +O(a, e2pisy )) if |s′y| ≤ |s′x|
We decompose N˜ into the following four pieces and prove the inequality for each
piece.
A1 = {|sx| ≤ |sy|} ∩ {|s′x| ≤ |s′y|}
A2 = {|sx| ≥ |sy|} ∩ {|s′x| ≥ |s′y|}
A3 = {|sx| ≥ |sy|} ∩ {|s′x| ≤ |s′y|}
A4 = {|sx| ≤ |sy|} ∩ {|s′x| ≥ |s′y|}
First we consider the pieces A1 and A2. The above expression of Ψ
′ implies
that there exists a neighborhood N˜◦ ⊂ N˜ of the joint circle such that
distL∞(u0 ◦Ψ′|N˜◦∩Ai , u0 ◦Ψ|N˜◦∩Ai) < 
for i = 1, 2. Hence for any R-gluing θ,
distL∞((θ × 1) ◦ u0 ◦Ψ′|N˜◦∩Ai , (θ × 1) ◦ u0 ◦Ψ|N˜◦∩Ai) < .
Next we consider the piece A3. For any constant C > 0, if U ⊂ X˜ is
a sufficiently small neighborhood of 0 ∈ X˜, then |sx|, |s′x|, |sy|, |s′y| ≥ C on
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N˜◦|U ∩ A3 since |s′x − sx| and |s′y − sy| are bounded on N˜ |U ∩ A3. Applying
Corollary 2.13 to u0, we see that
u0(sx, tx) = (Lsx + bx, γ(ty)) +O(e
−δsx)
u0(sy, ty) = (Lsy + by, γ(ty)) +O(e
δsy )
for some γ ∈ PL and bx, by ∈ R. Assume that U is sufficiently small so that
|O(e−δsx)| ≤  and |O(eδsy )| ≤  on N˜ |U ∩ A3 in the above equation. Then for
any z = (a, (sx, tx), (sy, ty)) ∈ N˜ |U ∩A3,
dist((θ × 1) ◦ u0 ◦Ψ′(z), (θ × 1) ◦ u0 ◦Ψ(z))
≤ dist((θ × 1) ◦ u0 ◦Ψ′(z), (θ × 1) ◦ u0(sy, ty))
+ dist((θ × 1) ◦ u0(sy, ty), (θ × 1)(Lsy + by, γ(ty)))
+ dist((θ × 1) ◦ u0(sx, tx), (θ × 1)(Lsx + bx, γ(tx)))
+ dist((θ × 1)(Lsx + bx, γ(tx)), (θ × 1)(Lsy + by, γ(ty)))
< + + 
+ distL∞({|sx|=|sy|})((θ × 1)(Lsx + bx, γ(tx)), (θ × 1)(Lsy + by, γ(ty)))
< 3+ 2+ ∆((θ × 1) ◦ u0 ◦Ψ|P˜a).
Similarly, for any z = (a, (sx, tx), (sy, ty)) ∈ N˜ |U ∩A4,
dist((θ × 1) ◦ u0 ◦Ψ′(z), (θ × 1) ◦ u0 ◦Ψ(z)) < 5+ ∆((θ × 1) ◦ u0 ◦Ψ|P˜a).
For each limit circle of Σ0, it is easy to see that there exists a neighborhood
N˘◦±∞i ⊂ N˘±∞i of the circle such that
distL∞(u0 ◦Ψ′|N˘◦±∞i , u0 ◦Ψ|N˘◦±∞i ) < .
Finally, we consider the complement of the neighborhoods Nˇ◦ N˜◦ and N˘◦±∞i .
If U ⊂ X˜ is sufficiently small neighborhood of 0 ∈ X˜, then the continuity of Ψ
and Ψ′ on P˜U \ (
⋃
Nˇ◦ ∪⋃ N˜◦ ∪⋃ N˘◦±∞i) implies that
distL∞(u0 ◦Ψ′|P˜U\(⋃ Nˇ◦∪⋃ N˜◦∪⋃ N˘◦±∞i ), u0 ◦Ψ|P˜U\(⋃ Nˇ◦∪⋃ N˜◦∪⋃ N˘◦±∞i )) < .
These estimates prove inequality (11). Inequality (12) can be easily checked.
Next we prove the definition of neighborhood does not depend on the choice
of the additional marked points z+0 . It is enough to compare with another
sequence of marked points z++0 which contains z
+
0 . We may assume that the
local universal family (P˜++ → X˜++, Z ∪ Z++) of (Σ0, z0 ∪ z++0 ) has the form
P˜++ = P˜ ×Dk and X˜++ = X˜ ×Dk, where Dk is the parameter space which
determines the value of Z++ \ Z+, and that Z ∪ Z+ is independent of Dk.
Then we can take Nˇ++ = Nˇ ×Dk, N˜++ = N˜ ×Dk and N˘++±∞i = N˘±∞i ×Dk
as neighborhoods of nodal points and imaginary circles. Hence we can take
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Ψ++ = Ψ ◦ piP˜ : P˜++ → P˜++0 = P˜0, which implies the definitions of the
neighborhood coincide.
Finally, we prove that these neighborhood systems define a topology. It
is enough to prove the following claim: For each p1 ∈ Wp0(U, ), there exists
a neighborhood of p1 contained in Wp0(U, ). This implies not only the well-
definedness of the topology but also that each Wp0(U, ) is open.
For each p1 = (Σ1, z1, u1, φ1) ∈ Wp0(U, ), there exist a point a1 ∈ U , an
isomorphism (Σ1, z1) ∼= (P˜a1 , Z(a1)) and an R-gluing θ1 such that
distL∞(u1, (θ1 × 1) ◦ u0 ◦Ψ|P˜a1 ) < 
and
distL∞(S1)(pi
N˘±∞i
S1 ◦ φ1,±∞i , φ0,±∞i) < .
Let 1 > 0 be a small constant such that
distL∞(u1, (θ1 × 1) ◦ u0 ◦Ψ|P˜a1 ) < − 21
and
distL∞(pi
N˘±∞i
S1 ◦ φ1,±∞i , φ0,±∞i) < − 1.
We use the additional marked points z+1 of (Σ1, z1) which correspond to
Z+(a1) under the above isomorphism (Σ1, z1) ∼= (P˜a1 , Z(a1)). Then the local
universal family of (Σ1, z1 ∪ z+1 ) is the restriction of (P˜ → X˜, Z ∪ Z+) to a
neighborhood U ′1 ⊂ X˜ of a1. Then for the definition of the neighborhoods of p1,
we can take a discontinuous map Ψ1 : P˜ |U ′1 → P˜a1 which satisfies the following
conditions:
• Ψ|P˜a1 ◦Ψ
1|Nˇ = Ψ|Nˇ : Nˇ → P˜0 for the neighborhood Nˇ of each nodal point
of Σ1.
• Ψ|P˜a1 ◦Ψ
1|N˜ = Ψ|N˜ : N˜ → P˜0 for the neighborhood N˜ of each joint circle
of Σ1.
• On the neighborhood of each limit circle of Σ1, Ψ1 is defined by using the
same coordinate of N˘±∞i as that for Ψ.
• Let D ⊂ P˜ be the codimension one subset consisting of nodal points,
imaginary circles and discontinuous points of Ψ. Then, Ψ1 preserves D.
Since u0 is continuous on P˜0 \ D, the above assumption of Ψ1 implies that if
U1 ⊂ U ′1 is sufficiently small, then
distL∞(u0 ◦Ψ|P˜a1 ◦Ψ
1|P˜U1 , u0 ◦Ψ|P˜U1 ) < 1.
For any p = (Σ, z, u, φ) ∈ Wp1(U1, 1), there exist a point a ∈ U1, an isomor-
phism (Σ, z) ∼= (P˜a, Z(a)) and an R-gluing θ such that
distL∞(u, (θ × 1) ◦ u1 ◦Ψ1|P˜a) < 1
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and
distL∞(S1)(pi
N˘±∞i
S1 ◦ φ±∞i , φ1,±∞i) < 1.
Hence
distL∞(u, (θ × 1) ◦ (θ1 × 1) ◦ u0 ◦Ψ|P˜a)
≤ distL∞(u, (θ × 1) ◦ u1 ◦Ψ1|P˜a)
+ distL∞((θ × 1) ◦ u1 ◦Ψ1|P˜a , (θ × 1) ◦ (θ1 × 1) ◦ u0 ◦Ψ|P˜a1 ◦Ψ
1|P˜a)
+ distL∞((θ × 1) ◦ (θ1 × 1) ◦ u0 ◦Ψ|P˜a1 ◦Ψ
1|P˜a , (θ × 1) ◦ (θ1 × 1) ◦ u0 ◦Ψ|P˜a)
≤ distL∞(u, (θ × 1) ◦ u1 ◦Ψ1|P˜a) + distL∞(u1, (θ1 × 1) ◦ u0 ◦Ψ|P˜a1 )
+ distL∞(u0 ◦Ψ|P˜a1 ◦Ψ
1|P˜a , u0 ◦Ψ|P˜a)
< ,
and
distL∞(S1)(pi
N˘±∞i
S1 ◦ φ±∞i , φ0,±∞i)
≤ distL∞(S1)(piN˘±∞i |U1S1 ◦ φ±∞i , φ1,±∞i) + distL∞(S1)(pi
N˘±∞i
S1 ◦ φ1,±∞i , φ0,±∞i)
< .
These imply p ∈ Wp0(U, ), which proves the claim.
Next we prove the topological properties of M0 = M0(Y, λ, J) along the
similar lines in the case of Gromov-Witten theory in [7]. M0 is decomposed as
M0 = ∐g,µ,L−,L+M0g,µ(L−, L+), whereM0g,µ(L−, L+) is the space of holomor-
phic buildings with genus g and µ marked points such that
∑
Lγ−∞i = L
− and∑
Lγ+∞i = L
+. (The genus of blown up curve Σ is by definition the genus of
Σˇ.) First we show that we have a nice way to add marked points to the domain
curves.
Lemma 3.2. Let  > 0 and δ0 > 0 be arbitrary small constants, and let
(Σ, z, u, φ) ∈ M0g,µ(L−, L+) be an arbitrary holomorphic building. We regard
u : Σ→ (R1 ∪ R2 ∪ · · · ∪ Rk)× Y not as an equivalence class by R-translations
but as a map. Then there exist a closed subset I ⊂ R1 ∪ R2 ∪ · · · ∪ Rk and
additional marked points z+ of Σ which satisfy the following conditions:
• I is a finite union of intervals in the form [l, l + 1] ⊂ Ri (l ∈ Z).
• The length of I and the number of additional marked points are bounded
by some constant determined by g, µ, L−, L+,  and δ0.
• (Σ, z ∪ z+) is stable.
• There exists a constant A1 > 0 depending only on g, µ, L−, L+,  and δ0
such that if [−A1, T + A1] × S1 ⊂ Σ does not contain any marked points
z ∪ z+, then one of the following two holds true.
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(1) u([0, T ]× S1) ⊂ I × Y and diamu([0, T ]× S1) ≤ 20.
(2) σ◦u([0, T ]×S1) is contained in the 13 -neighborhood of the complement
of I ⊂ R1 ∪R2 ∪ · · · ∪Rk, and there exist L ∈ R and (b, γ) ∈ R× PL
such that
dist(u(s, t), (Ls+ b, γ(t))) ≤ (e−κs + e−κ(T−s))
on [0, T ]× S1.
In particular, for any disc D ⊂ Σ such that D \ 0 does not contain any
marked points, diamu({z ∈ D; |z| ≤ e−2piA1}) ≤ 20.
• σ ◦u(z ∪ z+) ⊂ R1 ∪R2 ∪ · · · ∪Rk is contained in the 13 -neighborhood of I.
• Each connected component of u−1(I×Y ) either contains at least one point
of z∪ z+ or is contained in the inverse image of the 13 -neighborhood of the
complement of I by σ ◦ u.
• For the 13 -neighborhood J of each connected component of the complement
of I, Eωˆ(u|u−1(J×Y )) ≤ δ0.
Proof. First we see the energy bound: Eλ(u) ≤ L+ and Eωˆ(u) = L+ − L− for
any (Σ, z, u, φ) ∈M0g,µ(L−, L+). The former is because for any interval I ⊂ Ri,
1
|I|
∫
u−1(I×Y )
u∗(dσ ∧ λ) =
∫
u∗dϕ ∧ λ
=
∫
u∗d(ϕλ)−
∫
u∗(ϕdλ)
≤ L+,
where ϕ : R1 ∪ R2 ∪ · · · ∪ Rk → R is defined by
ϕ(σ) =
∫ σ
−∞
1
|I|1I(σ
′)dσ′ on Ri,
ϕ ≡ 0 on Rj (j < i) and ϕ ≡ 1 on Rj (j > i), and the last inequality is
because u∗(ϕdλ) ≥ 0 by the equation of J-holomorphic curves. Proof of the
latter equation Eωˆ(u) = L
+ − L− is straightforward.
Next we prove the number of irreducible components of Σˇ is bounded by
some constant depending only on g, µ, L− and L+. Note that if Eωˆ(u|Σα) > 0,
then Eωˆ(u|Σα) ≥ min(
∑
i L
+
i −
∑
j L
−
j ) (> 0), where the minimum is taken over
all pairs of families of periods (L+i )i and (L
−
j )j such that
∑
j L
−
j <
∑
i L
+
i ≤ L+.
Hence the number of the components Σα on which u have non-zero Eωˆ-energies
is bounded.
If Eωˆ(u|Σα) = 0 and 2gα + mα < 3, then Σα does not contain any marked
points and (Σα, u) is a trivial cylinder. We can see it by the following consider-
ation:
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• If the number of imaginary circles in Σα were zero, then u would be a
constant map since every closed J-holomorphic curve in Yˆ is a constant
map. However, this contradict the definition of holomorphic building.
• The number of imaginary circles in Σα cannot be one since Eωˆ(u|Σα) = 0.
• If the number of imaginary circles in Σα is two, then gα = 0 and Σα does
not contain any marked points or nodal points. Hence Σα ∼= R× S1 and
(Σα, u) is a trivial cylinder.
Therefore the number of the nontrivial components Σα such that 2gα +mα < 3
is bounded.
Since the number of the limit circles is bounded, this implies that the number
of the components Σα such that 2gα +mα ≥ 3 is also bounded. This is due to
the equality
2g + µ+ (the number of the limit circles) − 2 =
∑
α
(2gα +mα − 2)
and the fact that trivial cylinders do not contribute to the sum on the right
hand side of the equation.
Therefore the number of the nontrivial components is bounded. In particu-
lar, the height k of the J-holomorphic building (Σ, z, u) is bounded. Let S ⊂ Σ
be the union of the trivial cylinders of (Σ, z, u). Then each connected component
of S consists of at most (k− 1) trivial cylinders and it shares a joint circle with
some nontrivial component. Since the number of the joint circles contained in
the nontrivial components is bounded, it implies that the number of the trivial
cylinders is also bounded. Hence the number of the irreducible components of
Σˇ is bounded.
Therefore, the number of marked points we need to add to (Σ, z) in or-
der to make (Σ, z ∪ z+) stable is bounded. Assuming that (Σ, z ∪ z+) is
stable, we further add marked points z++ as follows. We may assume that
 < min( 160 ,
1
24Lmin), where Lmin is the minimal period of periodic orbits. Let
δ > 0, κ > 0, A > 0 and L0 be the constant of Corollary 2.13 for C0 = L
+ and
the given  > 0. We may assume that δ ≤ δ0.
First, let I ⊂ R1 ∪ R2 ∪ · · · ∪ Rk be a finite union of intervals [l, l + 1] ⊂ Ri
(l ∈ Z) such that
• Eωˆ(u|u−1(J×Y )) ≤ δ for the 13 -neighborhood J of each connected compo-
nent of the complement of I ⊂ R1 ∪ R2 ∪ · · · ∪ Rk, and
• σ ◦ u(z ∪ z+) ⊂ I.
We may assume that the length of I is bounded by some constant depending
only on Eωˆ(u), δ and the number of marked points z ∪ z+.
Let
⋃
αB
1
α ⊃ I × Y be a finite covering by open balls with radius , where
the distance of R× Y is given by dist((σ, y), (σ′, y′))2 = |σ− σ′|2 + distY (y, y′)2
for some distance distY of Y . We may assume that the number of open balls
is bounded by some constant depending on the length of I and . For each
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B1α, let B
2
α be the concentric ball with radius 2. We may assume that σ(B
2
α) ⊂
R1∪R2∪· · ·∪Rk is contained in the 13 -neighborhood of I since 4 < 13 . Then for
each connected component of u−1(B2α) which contains some points of u
−1(B1α),
we choose one of these points in u−1(B1α) as an additional marked point. Then
the number of the additional marked points is bounded since
• if a connected component Ω of u−1(B2α) ⊂ Σ contains a point z ∈ u−1(B1α),
then u(∂Ω) ∩ B(u(z)) = ∅, hence Lemma 2.9 implies |du|L2(Ω) is larger
than some positive constant depending on , and
• the total energy on u−1(B2α) is bounded by |du|2L2(u−1(B2α)) ≤ Eωˆ(u) +
4Eλ(u).
We rewrite z+ ∪ z++ as z+. We claim that this is the required additional
marked points. The only non-trivial condition is the condition about annuli.
Define A1 = (2A+ 2) · dEωˆ(u)δ e. (Recall that A > 0 is the constant of Corollary
2.13.)
First we claim that for each annulus [0, A1] × S1 ⊂ Σ, there exist s0 ∈
[A,A1 −A], L ∈ R and (b, γ) ∈ R× PL such that
dist(u(s, t), (Ls+ b, γ(t))) ≤ 2 on [s0 − 1, s0 + 1]× S1.
This is proved as follows. Decompose [0, A1] =
⋃
[(2A + 2)i, (2A + 2)(i + 1)]
into dEωˆ(u)δ e pieces of intervals with length 2A + 2. Then one of them [(2A +
2)i, (2A+ 2)(i+ 1)] satisfies Eωˆ(u|[(2A+2)i,(2A+2)(i+1)]×S1) ≤ δ. Hence Corollary
2.13 implies s0 = (2A+ 2)i+A+ 1 satisfies the above condition.
Now we assume [−A1, T +A1]×S1 ⊂ Σ does not contain any marked points
and prove that the required condition holds true. The above claim implies
that there exist s1 ∈ [−A1 + A,−A], s2 ∈ [T + A, T + A1 − A], Li ∈ R and
(bi, γi) ∈ R× PLi (i = 1, 2) such that
dist(u(s, t), (Lis+ bi, γi(t))) ≤ 2 on [si − 1, si + 1]× S1 (13)
for each i = 1, 2. In particular, this implies diamσ ◦ u({si} × S1) ≤ 4 for each
i = 1, 2.
For each z ∈ [s1, s2] × S1 such that u(z) ∈ I × Y , there exists some α such
that u(z) ∈ B1α. Then B2α intersects with u(∂([s1, s2] × S1)) since [s1, s2] ×
S1 does not contain any marked points. (If they did not intersect, then the
connected component of u−1(B2α) containing z would be contained in [s1, s2]×
S1.) Therefore u(z) is contained in the 3-neighborhood of u(∂[s1, s2]× S1).
We separate the argument into the following two cases.
(1) σ ◦ u([s1, s2]× S1) ⊂ I
(2) σ ◦ u([s1, s2]× S1) 6⊂ I
In the first case, u([s1, s2]×S1) is contained in the 3-neighborhood of u({s1}×
S1)∪u({s2}×S1). Since the diameter of the 3-neighborhood of each σ◦u({si}×
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S1) is ≤ 4+ 2 · 3 ≤ 10, it implies diamσ ◦u([s1, s2]×S1) ≤ 20. Then Li = 0
(i = 1, 2) because if not, (13) implies that the diameter of σ ◦u([s1, s1 + 1]×S1)
or σ ◦ u([s2 − 1, s2] × S1) is ≥ Lmin − 4 > 20. Therefore (13) implies that
diamu({si} × S1) ≤ 4 (i = 1, 2). Hence diamu([s1, s2] × S1) ≤ 20 because
u([s1, s2]×S1) is contained in the 3-neighborhood of u({s1}×S1)∪u({s2}×S1).
In the second case, σ ◦ u([s1, s2]× S1) is contained in the 20-neighborhood
of the complement of I because it is covered by the complement of I and the
3-neighborhood of u({s1} × S1) ∪ u({s2} × S1). Since 20 < 13 , it is contained
in the 13 -neighborhood of a connected component of the complement of I, which
implies Eωˆ(u|[s1,s2]×S1) ≤ δ. Since [−A, T +A] ⊂ [s1, s2], Corollary 2.13 implies
there exists L ∈ R, (b, γ) ∈ R× PL and κ > 0 such that
dist(u(s, t), (Ls+ b, γ(t))) ≤ (e−κs + e−κ(T−s)) on [0, T ]× S1.
Corollary 3.3. In Lemma 3.2, we can replace the condition of annuli with the
following stronger condition:
• If [−A1, T + A1] × S1 ⊂ Σ does not contain any marked points z ∪ z+,
then there exist L ∈ R and (b, γ) ∈ R× PL such that
dist(u(s, t), (Ls+ b, γ(t))) ≤ (e−κs + e−κ(T−s))
on [0, T ]× S1. Furthermore, if L 6= 0, then σ ◦ u([0, T ]× S1) is contained
in the 13 -neighborhood of the complement of I.
Proof. This is because if the diameter of u([−1, T +1]×S1) is sufficiently small,
then Lemme 2.10 implies |du|L∞([0,T ]×S1) is also small, and we can apply Propo-
sition 2.12 on [0, T ]× S1.
Proposition 3.4. M0(Y, λ, J) is second countable.
Proof. It is enough to prove that each M0g,µ(L−, L+) is second countable. Ba-
sically, this is because Lemma 3.2 implies that M0g,µ(L−, L+) is covered by a
countable family of open subsets consisting of equicontinuous maps. To explain
the details, first we need a preliminary consideration.
Let (Σ, z, u, φ) ∈ M0g(L−, L+) be a holomorphic building with a stable do-
main curve (Σ, z) (the number of marked points may be larger than µ). Let
(P˜ → X˜, Z) be its local universal family. Let R ⊂ X˜ be the subset of the points
whose fibers have the same number of nodal points and imaginary circles as
that of (Σ, z). Take a discontinuous map Ψ : P˜ → P˜0 as in the definition of
the topology of M0(Y, λ, J). (0 ∈ X˜ is the point whose fiber is isomorphic to
(Σ, z).) We may assume that for each a ∈ R,
Ψ|P˜a\∐S1 : P˜a \
∐
joint circles
S1 → P˜0 \
∐
joint circles
S1
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is a homeomorphism. Hence when we regard (P˜ → X˜, Z) as the local universal
family of (P˜a, Z(a)), we can use Ψ
a = (Ψ|P˜a)−1 ◦Ψ : P˜ → P˜a.
For each open subset U ⊂ X˜, we define Ξ(U) as the set of pairs (a, u)
each of which consists of a point a ∈ U and a holomorphic building u : P˜a →
(R1 ∪R2 ∪ · · · ∪Rk)× Y which is contained in M0g(L−, L+) and which satisfies
the following condition: If [−A1, T+A1]×S1 ⊂ P˜a does not contain any marked
points Z(a), then there exist L ∈ R and (b, γ) ∈ R× PL such that
dist(u(s, t), (Ls+ b, γ(t))) ≤ (e−κs + e−κ(T−s))
on [0, T ]× S1.
Define ΞR(U) = {(a, u) ∈ Ξ(U); a ∈ U ∩ R}. For each  > 0 and (a0, u0) ∈
ΞR(U), let W˜(a0,u0)(U, ) be the space of points (a, u) ∈ Ξ(U) such that
distL∞(u, (θ × 1) ◦ u0 ◦Ψa0 |P˜a) < 
for some R-gluing θ. First we prove that for any  > 0 and any two points
(a0, u0), (a1, u1) ∈ ΞR(U), if (a0, u0) ∈ W˜(a1,u1)(U, ), then W˜(a1,u1)(U, ) ⊂
W˜(a0,u0)(U, 2).
Since (a0, u0) ∈ W˜(a1,u1)(U, ), there exists an R-translation θ0 : R1 ∪ R2 ∪
· · · ∪ Rk → R1 ∪ R2 ∪ · · · ∪ Rk such that
distL∞(u0, (θ0 × 1) ◦ u1 ◦Ψa1 |P˜a0 ) < .
For any (a, u) ∈ W˜(a1,u1)(U, ), there exists an R-gluing θ : R1 unionsqR2 unionsq · · · unionsqRk →
R1 ∪ R2 ∪ · · · ∪ Rl such that
distL∞(u, (θ × 1) ◦ u1 ◦Ψa1 |P˜a) < .
Since a0 and a1 are contained in R, Ψ
a0 = (Ψa1 |P˜a0 )
−1 ◦Ψa1 : P˜ → P˜a0 . Hence
distL∞(u, (θ ◦ θ−10 × 1) ◦ u0 ◦Ψa0 |P˜a)
≤ distL∞(u, (θ × 1) ◦ u1 ◦Ψa1 |P˜a)
+ distL∞((θ × 1) ◦ u1 ◦Ψa1 |P˜a , (θ ◦ θ−10 × 1) ◦ u0 ◦ (Ψa1 |P˜a0 )
−1 ◦Ψa1 |P˜a)
≤ distL∞(u, (θ × 1) ◦ u1 ◦Ψa1 |P˜a) + distL∞(u1, (θ0 × 1)−1 ◦ u0 ◦ (Ψa1 |P˜a0 )
−1)
< 2,
which implies W˜(a1,u1)(U, ) ⊂ W˜(a0,u0)(U, 2).
We can choose a countable points (ai, ui) ∈ ΞR(U) such that {W˜(ai,ui)(U, )}i
covers ΞR(U) for any  > 0 because the assumption of the holomorphic build-
ings in Ξ(U) implies the equicontinuity. Then for any (a, u) ∈ ΞR(U) and  > 0,
there exists (ai, ui) such that (a, u) ∈ W˜(ai,ui)(U, ) ⊂ W˜(a,u)(U, 2)
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Let {Uj} be a countable open basis of the union of the base spaces of the
universal families and we choose the above {(a(j)i , u(j)i )}i for each Uj . For each
(a
(j)
i , u
(j)
i ), we fix a family of coordinates of limit circles φ±∞l : S
1 → S1
a
(j)
i ,±∞l
.
Let Z˚(a
(j)
i ) ⊂ Z(a(j)i ) be an arbitrary subsequence whose cardinality is µ. Then
(P˜
a
(j)
i
, Z˚(a
(j)
i ), u
(j)
i , (φ±∞l +
cl
2n
)) (n ∈ N, 1 ≤ cl ≤ 2n)
is a countable family of holomorphic buildings in M0g,µ(L−, L+). Let p(i,j)k
(k ∈ N) be such holomorphic buildings for each (a(j)i , u(j)i ) and all choices of the
subsequence Z˚(a
(j)
i ) ⊂ Z(a(j)i ).
We claim that {W
p
(i,j)
k
(Uj , 2
−l)}i,j,k,l∈N is a countable basis ofM0g,µ(L−, L+).
This is proved as follows. For any p = (Σ, z, u) ∈M0g,µ(L−, L+), we can choose
additional marked points z+ ⊂ Σ as in Corollary 3.3. Let (P˜ → X˜, Z ∪ Z+) be
the local universal family of (Σ, z ∪ z+). Then for any neighborhood N of p,
there exists Uj and  ∈ {2−l} such that Wp(Uj , 2) is contained in N .
Note that we may assume that the point a ∈ Uj whose fiber is isomorphic
to (Σ, z ∪ z+) is contained in R. Choose (a(j)i , u(j)i ) ∈ ΞR(Uj) such that
(a, u) ∈ W˜
(a
(j)
i ,u
(j)
i )
(Uj , ) ⊂ W˜(a,u)(Uj , 2).
This implies that there exists a holomorphic building p
(i,j)
k ∈ M
0
g,µ(L
−, L+)
such that
p ∈ W
p
(i,j)
k
(Uj , ) ⊂ Wp(Uj , 2) ⊂ N .
Therefore {W
p
(i,j)
k
(Uj , 2
−l)}i,j,k,l∈N is a countable basis of M0g,µ(L−, L+).
Proposition 3.5. Each M0g,µ(L−, L+) is compact.
Proof. Since M0g,µ(L−, L+) is second countable, in order to prove its compact-
ness, it is enough to prove that any sequence pi = (Σi, zi, ui, φi) ∈M0g,µ(L−, L+)
contains a subsequence which converges to a point in M0g,µ(L−, L+).
Let Ii ⊂ R1 ∪ R2 ∪ · · · ∪ Rki and z+i ⊂ Σi be the pair of closed subset and
additional marked points given by Corollary 3.3 for sufficiently small  > 0 and
δ0 > 0. Passing to a subsequence, we may assume the following:
• The number of the additional marked points is independent of i.
• (Σˇi, zi ∪ z+i ∪ (±∞i)) converges to a stable curve (Σˇ, z ∪ z+ ∪ (±∞i)) in
the moduli space of marked stable curves.
Let (Σ′, z ∪ z+) be the oriented blow up of (Σˇ, z ∪ z+) at ±∞i and nodal
points of Σˇ corresponding to joint circles in Σi by appropriate ϕ’s (∈ S1). Let
(P˜ ′ → X˜ ′, Z ∪ Z+) be the local universal family of (Σ′, z ∪ z+), and let 0 ∈ X˜ ′
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be the point whose fiber is isomorphic to (Σ′, z ∪ z+). Choosing appropriate
ϕ’s, we may assume there exists a sequence x′i ∈ X˜ ′ converging to 0 ∈ X˜ ′ such
that (P˜ ′x′i , Z(x
′
i) ∪ Z+(x′i)) ∼= (Σi, zi ∪ z+i ).
Let Ψ′ : P˜ ′ → P˜ ′0 be the discontinuous map used for the definition of the
topology of M0(Y, λ, J). We may assume Ψ′ maps marked points Z ∪ Z+ to
Z(0) ∪ Z+(0). Define a map
vi = ui ◦ (Ψ′|P˜ ′
x′
i
\∐S1)−1 : Σ′(∼= P˜0) ⊃ Ψ′(P˜ ′x′i \
∐
S1)
→ (R1 ∪ R2 ∪ · · · ∪ Rki)× Y
for each i. Let qj be the new nodal points in Σ′. (Namely, neighborhoods of
qj correspond to annuli in Σi.) Then the annulus condition of Lemma 3.2 (or
Corollary 3.3) implies that on any connected compact subset of Σ′\(∐S1∪{qj}),
a subsequence of vi converges to a J-holomorphic map v∞ if we change each vi
by R-translation.
Let q ∈ Σ′ be one of new nodal points. Recall that the restriction of the
fibration P˜ ′ → X˜ ′ to the neighborhood Nˇ ⊂ P˜ of q is equivalent to
Nˇ = A×D ×D → A×D = X˜ ′
(a, x, y) 7→ (a, xy)
and Ψ′|Nˇ is defined by
Ψ′(a, x, y) =
{
(0, x, 0) if |x| ≥ |y|
(0, 0, y) if |y| ≥ |x|
We may assume that Nˇ does not contain any marked points. Assume that
x′i = (ai, e
2pi(−ρi+
√−1ϕi)). Then ρi →∞ as i→∞, and Nˇ ∩ P˜ ′x′i ∼= [0, ρi]×S
1 ∪
[−ρi, 0]× S1, where {ρi}× S1 ⊂ [0, ρi]× S1 and {−ρi}× S1 ⊂ [−ρi, 0]× S1 are
identified by (ρi, tx) ∼ (−ρi, ty) if ty − tx = ϕi. Since Nˇ does not contain any
marked points, there exist L ∈ R and (bi, γi) ∈ R× PL such that
dist(ui(s, t), (Ls+ bi, γi(t))) ≤ 2e−κ|s| on [A1, ρi]× S1,
dist(ui(s, t), (Ls+ bi + 2Lρi, γi(t+ ϕi))) ≤ 2e−κ|s| on [−ρi,−A1]× S1.
We may assume that L is nonnegative and independent of i. If L = 0, then
γi is a sequence of points in Y , and its subsequence converges to a point of Y .
Hence a subsequence of vi uniformly converges to a J-holomorphic map v∞ on
a neighborhood of this nodal point in Σ′ if we change each vi by R-translation,
where uniform convergence means that the L∞-distance between vi and v∞ on
the intersection of the domain of vi and the neighborhood of the nodal point
converges to zero.
If L > 0, then a subsequence of ϕi converges to some ϕ ∈ S1. We blow up
these nodal points q of Σ′ by ϕ’s and denote the new curve by Σ. Then it is
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easy to see that there exists a J-holomorphic map v∞ on a neighborhood N˜◦ of
each of these new joint circles to (R ∪ R)× Y such that for each i, there exists
an R-gluing θi : RunionsqR→ R such that L∞-distance of ui and (θi×1)◦v∞ ◦Ψ|P˜xi
converges to zero as i goes to infinity, where (P˜ → X˜, Z ∪ Z+) is the local
universal family of the blown up curve (Σ, z ∪ z+), Ψ is the discontinuous map
for this local universal family, and xi ∈ X˜ is the point whose fiber is isomorphic
to (Σi, zi ∪ z+i ) for each i.
Let Σ \∐imaginary circles S1 = Σ˚ν be the decomposition into the connected
components. We have already seen that on each closure Σν = Σ˚ν , vi converges
to a J-holomorphic curve v∞ if we change each vi by R-translation. (But these
R-translations may depend on Σν .)
We may assume that each Σν contains some marked points by the following
argument. For each Σν which does not contain any marked points, we take
a holomorphic section Z ′ : X˜ → P˜ which intersects with Σν , and we add
z′i = Z
′(xi) ⊂ P˜xi ∼= Σi as an additional marked point for each i. Let I++i be
the union of intervals [k, k + 1] ⊂ R1 ∪ R2 ∪ · · · ∪ Rk which contains σ ◦ ui(z′i).
We further add marked points z++i to Σi as in Lemma 3.2, that is, take a finite
covering of I++i ×Y by open balls B1α with radius  and add a marked point for
each connected component of u−1i (B
2
α) which contains a point of u
−1(B1α).
We can do the same argument using (Σi, zi ∪ z+i ∪ z′i ∪ z++i ) instead of
(Σi, zi ∪ z+i ), and we get a curve (Σ++, z ∪ z+ ∪ z′ ∪ z++) instead of (Σ, z ∪ z+).
Then it is clear that (Σ, z ∪ z+ ∪ z′) is obtained by collapsing all unstable
component of (Σ++, z ∪ z+ ∪ z′). We claim that each connected component of
Σ++ \∐imaginary circles S1 contains some marked points. This can be seen as
follows.
First we show that every irreducible component Σ++α of Σ
++ which contains
at least one imaginary circle and will be collapsed when we forget marked points
z++ is a cylinder with at least one additional marked point z++ and without
any marked points z ∪ z+ ∪ z′ or any nodal points. Such a component Σ++α
is either a closed disc or a cylinder, but the former cannot be occur because
if it did, then (Σ++α , z ∪ z+) would be a closed disc C ∪ S1∞ with at most one
marked point, hence the annulus condition for the marked points zi ∪ z+i in
Lemma 3.2 would imply the diameter of the image of Σ++α by v∞ is ≤ 2, which
is a contradiction. (We assume that 2 is smaller than the minimal diameter of
periodic orbits.) Hence Σ++α is a cylinder which does not contain any marked
points zi∪z+i or any nodal points, which implies that Σ++α contains at least one
additional marked point z++.
Using this, we can prove each connected component of Σ++ \∐S1 contains
some marked points z ∪ z+ ∪ z′ ∪ z++. Indeed, if one connected component of
Σ++\∐S1 did not contain any marked points, then its closure does not collapse
to a imaginary circle in (Σ, z ∪ z+ ∪ z′) and the corresponding component of
Σ \∐S1 would not contain any marked points z ∪ z+ ∪ z′, but this contradicts
the choice of z′. Therefore, rewriting Ii ∪ I++i as Ii, and z+i ∪ z′i ∪ z++ as z+i ,
we may assume each connected component Σ˚ν of Σ \∐S1 contains at least one
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marked point.
Let Ii = I
1
i ∪I2i ∪· · ·∪I lii be the decomposition into connected components for
each i. We define an equivalence relation on the set {Iai }1≤a≤li for sufficiently
large i as follows and use these equivalence classes as floors. Let I˜ be the
1
3 -neighborhood of I for each interval I. First note the following:
• For each Σν , diamσ◦vi((z∪z+)∩Σν) is bounded uniformly with respect to
i. This can be seen by covering a path from one marked point to another
by a finite number of discs in Σν and using the annulus condition for these
discs. Therefore there exists a constant C > 0 such that if vi((z∪z+)∩Σν)
intersects with both of I˜ai and I˜
b
i then dist(I˜
a
i , I˜
b
i ) ≤ C.
• If Σν and Σν′ are connected by joint circles in Σ, then there exist ai ∈
{1, 2, . . . , li} for all large i such that
– vi((z∪ z+)∩Σν) intersects with I˜aii , and vi((z∪ z+)∩Σν
′
) intersects
with I˜ai+1i (or the condition in which the order of ν and ν
′ is changed
is satisfied) and
– dist(I˜aii , I˜
ai+1
i ) > 2C and dist(I˜
ai
i , I˜
ai+1
i )→∞ as i→∞.
This is because of the asymptotic behavior of vi on a neighborhood of a
joint circle.
• For any I˜ai and I˜bi (a < b), either of the following two occurs:
– There exists Σν such that vi((z ∪ z+) ∩ Σν) intersects with both of
I˜ai and I˜
b
i .
– There exist a ≤ c < b and a pair Σν and Σν′ connected by joint circles
in Σ such that vi((z∪z+)∩Σν) intersects with I˜ci and vi((z∪z+)∩Σν
′
)
intersects with I˜c+1i .
This is proved as follows. Since Σ is connected, it is easy to see that there
exist two marked points wai , w
b
i ∈ z∪z+ such that vi(wai ) ∈ I˜ai , vi(wbi ) ∈ I˜bi
and a path ` in Σ from wai to w
b
i such that vi(`) does not intersect with
I˜a−1i or I˜
b+1
i . If ` intersects with some joint circles then the latter holds
and otherwise the former holds.
Therefore, for sufficiently large i and any I˜ai and I˜
b
i , either dist(I˜
a
i , I˜
b
i ) ≤ C
or dist(I˜ai , I˜
b
i ) > 2C. Hence we can define the equivalence relation ∼ on the set
of intervals {I˜1i , I˜2i , . . . , I˜ lii } by I˜ai ∼ I˜bi if dist(I˜ai , I˜bi ) ≤ C, and the set of the
equivalent classes has a natural total order.
Fix one large i. Then we can define the floor of each Σν as the equivalence
class of I˜ai with which σ ◦ vi((z ∪ z+) ∩ Σν) intersects. Then for any two com-
ponents Σν and Σν
′
connected by some joint circles in Σ, which of the two has
a higher floor is independent of the choice of i and the difference is one. Hence
we have defined the floor structure of Σ independently of i.
For each i and floor j ∈ {1, 2, . . . l} represented by Iai , take one point bji of
Iai . Define an R-gluing θi : R1unionsqR2unionsq· · ·unionsqRl → R1∪R2∪· · ·∪Rli by θi(0j) = bji .
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Then it is easy to see that a subsequence of (θi× 1)−1 ◦ui ◦ (Ψ|P˜ai )
−1 converges
to a J-holomorphic map u∞ : Σ→ (R1 ∪ R2 ∪ · · · ∪ Rl)× Y , that is,
distL∞(ui, (θi × 1) ◦ u∞ ◦Ψ|P˜ai )→ 0
as i→∞.
Finally, passing to a subsequence, we may assume that the sequence pi
N˘±∞i
S1 ◦
φi,±∞j : S
1 → S1±∞j converges to a family of coordinates φ±∞j : S1 → S1±∞j .
The constructed curve (Σ, z, u∞, φ) often has unstable components or floors
which consist of trivial cylinders. Hence we first collapse the unstable com-
ponents of (Σ, z, u∞, φ) (the components Σα on which u∞ is constant and
2gα+mα < 3). Next we collapse all the floors which consist of trivial cylinders.
Then it is clear that (Σ, zi, ui, φi) converges to this holomorphic building in the
topology of M0g,µ(L−, L+).
Proposition 3.6. M0 is Hausdorff.
Proof. The proof is the same as the case of Gromov-Witten theory in [7].
Assuming a sequence (Σi, zi, ui, φi) ∈ M0g,µ(L−, L+) converges to two points
(Σ, z, u, φ) and (Σ′, z′, u′, φ′) in the topology of M0g,µ(L−, L+), we prove that
these two points coincide.
Let z+ ⊂ Σ be additional points which make (Σ, z ∪ z+) stable, and let
(P˜ → X˜, Z ∪ Z+) be the local universal family of (Σ, z ∪ z+). Then by the
definition of the topology, there exists a sequence of points xi → 0 ∈ X˜ and a
sequence of R-gluings θi such that (Σi, zi) ∼= (P˜xi , Z(xi)),
distL∞(ui, (θi × 1) ◦ u ◦Ψ|P˜xi )→ 0
and
distL∞(S1)(pi
N˜±∞j
S1 ◦ φi,±∞j , φ±∞j )→ 0.
Define additional marked points z+i = Z
+(xi) ⊂ Σi.
Similarly, let z′+ ⊂ Σ′ be additional points which make (Σ′, z′ ∪ z′+) stable,
and let (P˜ ′ → X˜ ′, Z ′ ∪Z ′+) be the local universal family of (Σ′, z′ ∪ z′+). Then
there exists a sequence of points x′i → 0 ∈ X˜ ′ and a sequence of R-gluings θ′i
such that (Σ′i, z
′
i)
∼= (P˜ ′x′i , Z
′(x′i)),
distL∞(ui, (θ
′
i × 1) ◦ u ◦Ψ′|P˜ ′
x′
i
)→ 0
and
distL∞(S1)(pi
N˘±∞j
S1 ◦ φi,±∞j , φ′±∞j )→ 0.
Define additional marked points z′+i = Z
′+(x′i) ⊂ Σi.
We may assume piY ◦ u(z+) and piY ◦ u(z′+) do not share any points. Then
z+i and z
′+
i are disjoint for large i.
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Starting a holomorphic building (Σi, zi, ui) with additional marked points
z+i ∪ z′+i , we further add marked points z++i by the procedure we explained
in the proof of Proposition 3.5. Passing to a subsequence if necessary, there
exists a holomorphic building (Σ′′, z ∪ z+ ∪ z′+ ∪ z++, u′′) which satisfies the
following condition. Let (P˜ ′′ → X˜ ′′, Z ∪Z+∪Z ′+∪Z++) be the local universal
family of (Σ′′, z ∪ z+ ∪ z′+ ∪ z++). Then there exists a sequence of points
x′′i → 0 ∈ X˜ ′′ and a sequence of R-gluings θ′′i such that (Σi, zi∪z+i ∪z′+i ∪z++i ) ∼=
(P˜ ′′x′′i , Z(x
′′
i ) ∪ Z+(x′′i ) ∪ Z ′+(x′′i ) ∪ Z++(x′′i )),
distL∞(ui, (θ
′′
i × 1) ◦ u′′ ◦Ψ′′|P˜x′′
i
)→ 0
and
distL∞(S1)(pi
N˘±∞i
S1 ◦ φi,±∞j , φ′′±∞j )→ 0.
Since the space of stable curves are Hausdorff and the forgetful map is con-
tinuous, the stabilization of (Σ′′, z ∪ z+) is (Σ, z ∪ z+). Since the forgetful map
(P˜ ′′, X˜ ′′)→ (P˜ , X˜) maps x′′i to xi, u and φ are the maps induced by u′′ and φ′′.
Since the same is true for (Σ′, z′, u′), the two holomorphic buildings (Σ, z, u)
and (Σ′, z′, u′) coincide.
We also use the following quotient space M̂0(Y, λ, J) = M0(Y, λ, J)/ ∼.
This space is obtained by ignoring the coordinates of limit circles and the order
of marked points and limit circles, that is, in M̂0(Y, λ, J), we identify two holo-
morphic buildings (Σ, z, u, φ) and (Σ′, z′, u′, φ′) if there exist a biholomorphism
ϕ : Σ′ → Σ and an R-translation θ such that ϕ({z′i}) = {zi} (that is, ϕ maps
{z′i} to {zi} as a set) and u′ = (θ × 1) ◦ u ◦ ϕ. Hence we may write a point
of M̂0(Y, λ, J) as (Σ, z, u), where z is a set of points of Σ. M̂0 is also second
countable and Hausdorff, and each M̂0g,µ(L−, L+) is compact because M̂0 is a
quotient space of a subspace of M0 by a compact group locally.
Recall thatM =M(Y, λ, J) is the space of all (possibly disconnected) holo-
morphic buildings without trivial buildings. This space is decomposed by the
number of the connected component of the domain curve. We can define the
topology of each of them similarly and prove the second countability, compact-
ness and Hausdorff property as M0. The compactness is stated as follows,
where the genus g of a disconnected holomophic building (Σ, z, u, φ) is defined
by g = 1− 12χ(Σˇ) ∈ Z (χ(Σˇ) is the Euler number of the curve Σˇ).
Proposition 3.7. For any g0 ∈ Z, µ0 ≥ 1 and L+0 ∈ R,⋃
−∞<g≤g0
µ≤µ0
L−≤L+≤L+0
Mg,µ(L−, L+)
is compact.
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Proof. It is enough to prove that the number of the connected components of
the domain curve of a holomorphic building in the above space is bounded by
some constant depending only on g0, µ0 and L
+
0 . The number of the connected
components which have +∞-limit circles is bounded, and so are the number of
the components with marked points. Since the other components are constant
maps, each of them have genus ≥ 2. Therefore, the number of them is also
bounded. (Note that the genus of the curve is g = 1 +
∑
i(gi − 1), where gi are
the genera of connected components.)
We define the quotient space M̂ =M/ ∼ similarly.
3.2 The case of manifolds with cylindrical ends
Next we consider the holomorphic buildings for a symplectic manifold X with
cylindrical ends. In this case, floor takes values in {−k−,−k− + 1, . . . , k+}.
Definition 3.8. A holomorphic building (Σ, z, u, φ) for X consists of
• a marked curve (Σ, z) which is obtained from a union of marked semistable
curves (Σˇ, z ∪ (±∞i)) with a floor structure,
• a continuous map u : Σ→ (R−k−∪· · ·∪R−1)×Y −∪X∪(R1∪· · ·∪Rk+)×Y +
and
• a family of coordinates φ±∞i : S1 → S1±∞i of limit circles
which satisfy the following conditions:
• If i(α) < 0 then u(Σα \
∐
S1) ⊂ Ri(α)×Y −, and u|Σα\∐S1 : Σα \∐S1 →
Ri(α) × Y is J-holomorphic
• If i(α) = 0 then u(Σα \
∐
S1) ⊂ X, and u|Σα\∐S1 : Σα \∐S1 → X is
J-holomorphic
• If i(α) > 0 then u(Σα \
∐
S1) ⊂ Ri(α)×Y +, and u|Σα\∐S1 : Σα \∐S1 →
Ri(α) × Y + is J-holomorphic
• Eλ(u) <∞ and Eωˆ(u) <∞, where these energies are defined by
Eλ(u) = max
{
sup
I⊂R−k−∪···∪R−1∪(−∞,0]
1
|I|
∫
u−1(I×Y −)
u∗(dσ ∧ λ−),
sup
I⊂[0,∞)∪R1∪···∪Rk+
1
|I|
∫
u−1(I×Y +)
u∗(dσ ∧ λ+)
}
Eωˆ(u) =
∫
u−1(X)
u∗ωˆ +
∫
u−1((R−k−∪···∪R−1)×Y −)
u∗dλ−
+
∫
u−1((R1∪···∪Rk+ )×Y +)
u∗dλ+.
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• u is positively asymptotic to a periodic orbit γ+∞i = piY ◦u◦φ+∞i ∈ PY +
at each S1+∞i , and negatively asymptotic to a periodic orbit γ−∞i =
piY ◦ u ◦ φ−∞i ∈ PY − at each S1−∞i . At every joint circle, u is positively
asymptotic to a periodic orbit on the side of lower floor and negatively
asymptotic to the same periodic orbit on the side of higher floor.
• For each component Σˆα, if u|Σα is a constant map, then 2gα +mα ≥ 3.
• For each i 6= 0, i-th floor u−1(Ri × Y ±) ⊂ Σ contains nontrivial compo-
nents.
We say two holomorphic buildings (Σ, z, u, φ) and (Σ′, z′, u′, φ′) are isomor-
phic if there exist a biholomorphism ϕ : Σ′ → Σ and a pair of R-translations
θ− : R−k−∪· · ·∪R−1 → R−k−∪· · ·∪R−1 and θ+ : R1∪· · ·∪Rk+ → R1∪· · ·∪Rk+
such that
• ϕ(z′i) = zi for all i,
• u′ = (θ × 1) ◦ u ◦ ϕ, where
θ × 1 : (R−k− ∪ · · · ∪ R−1)× Y − ∪X ∪ (R1 ∪ · · · ∪ Rk+)× Y +
→ (R−k− ∪ · · · ∪ R−1)× Y − ∪X ∪ (R1 ∪ · · · ∪ Rk+)× Y +
is defined by (θ × 1)|X = idX and (θ × 1)|Ri×Y ± = θ± × 1, and
• ϕ ◦ φ′±∞i = φ±∞i for all ±∞i.
Note that the 0-th floor of a holomorphic building may be empty. We regard
the empty curve, that is, the holomoprphic curve whose domain is the empty
set, as a disconnected holomorphic building for X, but we do not regard it as
a connected holomorphic building. The genus of the empty curve is defined by
1 (= 1 − 12χ(∅)). We denote the space of all holomorphic buildings for X by
M(X,ω, J), and the space of connected ones by M0(X,ω, J).
The neighborhoods of each point p0 = (Σ0, z0, u0, φ0) ∈ M0(X,ω, J) is
defined as follows. As in the case of M0(Y, λ, J), first we add marked points
z+0 to (Σ0, z0) to make (Σ0, z0 ∪ z+0 ) stable. Let (P˜ → X˜, Z ∪ Z+) be the local
universal family of (Σ0, z0 ∪ z+0 ).
For a pair θ = (θ−, θ+) of R-gluings θ− : R−k− unionsq · · · unionsqR0 → R−l− ∪ · · · ∪R0
and θ+ : R0 unionsq · · · unionsq Rk+ → R0 ∪ · · · ∪ Rl+ , we define a map
(θ × 1) : (R−k− unionsq · · · unionsq R−1)× Y − unionsqX unionsq (R1 unionsq · · · unionsq Rk+)× Y +
→ (R−l− ∪ · · · ∪ R−1)× Y − ∪X ∪ (R1 ∪ · · · ∪ Rl+)× Y +
by
• (θ × 1)|X = id
• (θ×1)|R×Y ± = θ±×1 if µ(i) 6= 0. (Recall µ is defined by θ±(Ri) = Rµ(i).)
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• For each i < 0 such that µ(i) = 0, (θ × 1)(σ, y) = (min(θ(σ), 0), y) ∈
(−∞, 0]× Y − ⊂ X
• For each i > 0 such that µ(i) = 0, (θ × 1)(σ, y) = (max(θ(σ), 0), y) ∈
[0,∞)× Y + ⊂ X
For a neighborhood U ⊂ X˜ and  > 0, Wp0(U, ) ⊂ M
0
(X,ω, J) is defined
as follows. (Σ, z, u) ∈ M0(X,ω, J) belongs to Wp0(U, ) if there exist a point
a ∈ U , an isomorphism (Σ, z) ∼= (P˜a, Z(a)) and a pair of R-gluings θ = (θ−, θ+)
such that
distL∞(u, (θ × 1) ◦ u0 ◦Ψ|P˜a) < 
and
distL∞(S1)(pi
N˘±∞i
S1 ◦ φ±∞i , φ0,±∞i) < .
We define a neighborhood of p0 as a subset ofM0(X,ω, J) which contains some
Wp0(U, ). This defines the topology of M
0
(X,ω, J) similarly to the case of
M0(Y, λ, J).
Define a closed two form ω˜ on X = (−∞, 0] × Y − ∪ Z ∪ [0,∞) × Y + by
ω˜|Z = ω, ω˜|(−∞,0]×Y − = d(ϕλ−) and ω˜|[0,∞)×Y + = d(ϕλ+), where ϕ : R→ R≥0
is a smooth function with compact support such that ϕ(0) = 1.
ThenM0(X,ω, J) is decomposed asM0(X,ω, J) = ∐M0,eg,µ(L−, L+), where
M0,eg,µ(L−, L+) consists of holomorphic buildings (Σ, z, u, φ) with genera g and µ
marked points such that
∑
Lγ−∞i = L
−,
∑
Lγ+∞i = L
+ and
∫
u−1(X) u
∗ω˜ = e.
(This is independent of the choice of the function ϕ.) Note that (Σ, z, u, φ) ∈
M0,eg,µ(L−, L+) satisfies
Eλ(u) ≤ max(e+ L+, L+) (14)
Eωˆ(u) = e+ (L
+ − L−) (15)
(14) is because
• for any interval I ⊂ Ri (i < 0) or I ⊂ (−∞, 0],
1
|I|
∫
u−1(I×Y −)
u∗(dσ ∧ λ−) =
∫
u∗(dϕ− ∧ λ−)
=
∫
u−1(Yˆ −)
u∗d(ϕ−λ−)−
∫
u−1(Yˆ −)
u∗(ϕ−dλ−)
≤
∫
u−1(Yˆ −)
u∗d(ϕ−λ−)
=
∫
u−1((−∞,0]×Y −)
u∗d(ϕλ−)
≤
∫
u−1((−∞,0]×Y −)
u∗d(ϕλ−) +
∫
u−1(Z)
u∗ω
43
+∫
u−1(Yˆ +)
u∗dλ+
=
∫
u−1(X)
u∗ω˜ +
∫
u−1(Yˆ +)
u∗d((1− ϕ)λ+)
= e+ L+,
where Yˆ − = (R−k− ∪· · ·∪R−1∪ (−∞, 0])×Y −, Yˆ + = ([0,∞)∪R1∪· · ·∪
Rk+)× Y +, and ϕ− is defined by
ϕ−(σ, y) =
∫ σ
−∞
1
|I|1I(σ
′)dσ′ on Ri × Y −
ϕ− ≡ 0 on Rj × Y − (j < i), and ϕ− ≡ 1 on Rj × Y − (j < i), X, and
Rj × Y +,
• for any interval I ⊂ Ri (i > 0) or I ⊂ [0,∞),
1
|I|
∫
u−1(I×Y +)
u∗(dσ ∧ λ+) =
∫
u∗(dϕ+ ∧ λ+)
=
∫
u−1(Yˆ +)
u∗d(ϕ+λ+)−
∫
u−1(Yˆ +)
ϕ+dλ+
≤ L+,
where ϕ+ is defined by
ϕ+(σ) =
∫ σ
−∞
1
|I|1I(σ
′)dσ′ on Ri,
ϕ+ ≡ 0 on Rj ×Y −, X, and Rj ×Y + for (j < i), and ϕ+ ≡ 1 on Rj ×Y +
(j > i).
Proof of (15) is straightforward.
As in the case of Yˆ , we have a nice way to add marked points to the domain
curves.
Lemma 3.9. Let  > 0 and δ0 > 0 be arbitrary small constants, and let
(Σ, z, u, φ) ∈ M0,eg,µ(L−, L+) be an arbitrary holomorphic building. Then there
exist closed subsets I− ⊂ R−k− ∪ · · · ∪ R−1 ∪ (−∞, 0] and I+ ⊂ [0,∞) ∪ R1 ∪
· · · ∪ Rk+ , and additional marked points z+ of Σ which satisfy the following
conditions:
• Both of I± are finite unions of intervals in the form [l, l+ 1] ⊂ Ri (l ∈ Z).
• The lengths of I± and the number of additional marked points are bounded
by some constant determined by g, µ, L−, L+, e,  and δ0.
• (Σ, z ∪ z+) is stable.
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• There exists a constant A1 > 0 depending only on g, µ, L−, L+, e,  and
δ0 such that if [−A1, T +A1]×S1 ⊂ Σ does not contain any marked points
z ∪ z+, then one of the following two holds true.
(1) u([0, T ]×S1) ⊂ I−×Y −∪Z∪I+×Y + and diamu([0, T ]×S1) ≤ 20.
(2) u([0, T ] × S1) is contained in J− × Y − or J+ × Y +, where J− is
the 13 -neighborhood of the complement of I
− ⊂ R−k− ∪ · · · ∪ R−1 ∪
(−∞, 0], and J+ is the 13 -neighborhood of the complement of I+ ⊂
[0,∞)∪R1∪ · · ·∪Rk+ . Moreover, in this case, there exist L ∈ R and
(b, γ) ∈ R× P±L such that
dist(u(s, t), (Ls+ b, γ(t))) ≤ (e−κs + e−κ(T−s))
on [0, T ]× S1.
In particular, for any disc D ⊂ Σ such that D \ 0 does not contain any
marked points, diamu({z ∈ D; |z| ≤ e−2piA1}) ≤ 20.
• u(z ∪ z+) is contained in the 13 -neighborhood of I− × Y − ∪ Z ∪ I+ × Y +.
• Each connected component of u−1(I−×Y −∪Z∪I+×Y +) either contains
at least one point of z ∪ z+ or is contained in the inverse image of the
1
3 -neighborhood of the complement of I
− × Y − ∪ Z ∪ I+ × Y + by u.
• For the 13 -neighborhood J˜ of each connected component of the complement
of I− × Y − ∪ Z ∪ I+ × Y +, Eωˆ(u|u−1(J˜)) ≤ δ0.
Proof. First we show the number of irreducible components of Σˇ is bounded by
some constant depending only on g, µ, L−, L+ and e.
Define an energy E′(u) by
E′(u) =
∫
u−1(Z)
u∗ω +
∫
u−1([−1,0]×Y −)
u∗(dσ ∧ λ− + dλ−)
+
∫
u−1([0,1]×Y +)
u∗(dσ ∧ λ+ + dλ+).
This is bounded by E′(u) ≤ Eωˆ(u) + 2Eλ(u).
If u is non-constant on Σα and u(Σα) intersects with Z, then Lemma 2.9
implies E′(u|Σα) is larger than some positive constant independent of u. This
implies the number of the irreducible components of Σ on which u is not a
constant map and whose image by u intersects with Z is bounded. Hence
as in the case of Yˆ , the number of the nontrivial components Σα such that
2gα + mα < 3 is bounded. Therefore the height of (Σ, z, u) is bounded, which
implies the number of trivial cylinders is also bounded.
Therefore the number of marked points we need to add to (Σ, z) in order to
make (Σ, z ∪ z+) stable is bounded. Assuming (Σ, z ∪ z+) is stable, we further
add marked points z++ as follows. Let δ > 0, κ > 0, A > 0 and L0 be the
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constant of Corollary 2.17 for C0 = e + 2L
+ and the given  > 0. We may
assume δ ≤ δ0.
Let I− ⊂ R−k− ∪ · · · ∪ R−1 ∪ (−∞, 0] and I+ ⊂ [0,∞) ∪ R1 ∪ · · · ∪ Rk+ be
finite unions of intervals [l, l + 1] ⊂ Ri such that
• Eωˆ(u|u−1(J˜)) ≤ δ for the 13 -neighborhood J˜ of each connected component
of the complement of I− × Y − ∪ Z ∪ I+ × Y +, and
• u(z ∪ z+) ⊂ I− × Y − ∪ Z ∪ I+ × Y +.
We may assume the lengths of I± are bounded by some constants depending
only on Eωˆ(u), δ and the number of marked points.
Let
⋃
αB
1
α ⊃ I−×Y − ∪Z ∪ I+×Y + be a finite covering by open balls with
radius . We may assume the number of open balls is bounded by some constant
depending on the length of I and . For each B1α, let B
2
α be the concentric ball
with radius 2. Using this finite covering, we add marked points z++ as in the
proof of Lemma 3.2. Then by the similar argument, we can easily see that I±
and the additional marked points z+ ∪ z++ satisfy the required conditions.
Using the above lemma, we can prove the following propositions similarly to
the case of M0(Y, λ, J).
Proposition 3.10. M0(X,ω, J) is second countable.
Proposition 3.11. For any g, µ, e0, L
− and L+,
⋃
e≤e0M
0,e
g,µ(L
−, L+) is
compact.
Proposition 3.12. M0(X,ω, J) is Hausdorff.
Similarly to the case of symplectization Yˆ , we use the quotient space
M̂0(X,ω, J) =M0(X,ω, J)/ ∼
obtained by ignoring the coordinates of limit circles and the order of marked
points and limit circles. We also define the quotient space M̂(X,ω, J) =
M(X,ω, J)/ ∼ similarly. M(X,ω, J)/ ∼ and M̂(X,ω, J) are also second count-
able and Hausdorff. The compactness is stated as follows.
Proposition 3.13. For any g0 ∈ Z, µ0 ≥ 0, L10 ≥ 0 and L20 ≥ 0,⋃
−∞<g≤g0
µ≤µ0
e+L+≤L10
L+≤L20
Meg,µ(L−, L+)
is compact.
The proof of the above proposition is almost same with that of Proposition
3.7. In this case, in order to prove the boundedness of the number of the
connected components, we use the fact that the energy of a non-constant closed
J-holomorphic curve in X is bounded below by some positive constant.
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4 Theory of Kuranishi structure
We use the theory of Kuranishi structure for the construction of symplectic
field theory. This theory was developed by Fukaya and Ono in [7], and it is
a useful tool to perturb the given equation and get algebraic information of
the moduli space of the solutions. A neighborhood of each point of the moduli
space is usually expressed as the zero set of a Fredholm map between Banach
spaces or the quotient of the zero set by a group actin. Since this map is
not always transverse to zero, in order to get some algebraic information, we
need to perturb the map and make it transverse to zero. To get information
of the moduli space, the most important thing is perturbing these maps in a
compatible way. The theory of Kuranishi structure is a scheme to manipulate
this compatibility problem. In this section, we recall this theory and introduce
new notions of pre-Kuranishi space and weakly good coordinate system.
First we explain roughly about what is Kuranishi structure and how we
construct it. As mentioned above, a neighborhood of each point of the moduli
space is expressed as the zero set of a Fredholm map between Banach spaces or
its quotient by a group action. Adding a finite dimensional vector space to the
domain of each Fredholm map and extending the map to this product space, we
first make each map transverse to zero. Then the original zero set is the zero
set of the projection map from the new zero set to the added finite dimensional
space. This implies that a neighborhood of each point of the moduli space
is expressed as a zero set of a smooth section of an finite dimensional vector
bundle or orbibundle. (This expression is called a Kuranishi neighborhood.)
This expression depends on the choice of the additional finite dimensional space,
but if one additional space is a subspace of another additional space, then the
former orbibundle can be naturally embedded in the latter. Kuranishi structure
is, roughly speaking, a collection of Kuranishi neighborhoods with the relation
of this kind of embeddings.
4.1 Orbibundle
In this subsection, we explain about orbibundle. First we explain our notation
of corners of manifold. For an open subset V ⊂ [0,∞)n, we define the interior
of the corner of codimension k
∂˚kV = {(xj) ∈ [0,∞)n; #{j;xj = 0} = k}
and the boundary ∂V =
⋃
k≥1 ∂˚
kV . For each point x ∈ ∂˚kV , we define the
normal space T⊥x ∂˚
kV = TxRn/Tx∂˚kV . We say a smooth map φ from an open
subset V ⊂ [0,∞)n to another V ′ ⊂ [0,∞)n′ is an embedding if φ is the restric-
tion of some embedding from an open subset of Rn to Rn′ , φ(∂˚kV ) ⊂ ∂˚kV ′ for
each k ≥ 0, and the differential φ∗x : T⊥x ∂˚kV → T⊥φ(x)∂˚kV ′ is an isomorphism
for each k ≥ 1 and x ∈ ∂˚kV . The definition of the diffeomorphism is similar.
Using these definitions, we define manifold with corners and embedding between
two manifolds.
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We also explain our definition of clean intersection. Let (Mα)α∈A be a
locally finite family of submanifolds of a manifold M . We say (Mα)α∈A intersect
cleanly if for any p ∈M , there exist a coordinate Up ∼= Rm of p ∈M such that
submanifolds Mα ∩ Up coincides with the subspace {(ti) ∈ Rm; ti = 0 for i ∈
Iα,p} for some Iα,p ⊂ {1, . . . ,m} for all α ∈ A such that p ∈ Mα. Note that
if there exists a smooth function fα on Mα for each α ∈ A and they coincide
on their intersections, then we can extend them to a smooth function on M
if we shrink Mα to their arbitrary relatively compact subsets. (In the case of
orbifolds, we say a family of embeddings intersects cleanly if all of their lifts
intersect cleanly.)
First we show the following elementary lemma for the definition of orbifold
and orbibundle.
Lemma 4.1. Let V and V ′ be connected manifolds (with or without corners).
Suppose a finite group G′ acts on V ′ effectively. Then the following hold true.
(i) If two submersions φ, ψ : V → V ′ induce the same map φ = ψ : V →
V ′/G′, then there exists a unique h ∈ G′ such that ψ = hφ : V → V ′.
(ii) Assume that two embeddings φ, ψ : V → V ′ induce the same map φ =
ψ : V → V ′/G′. If φ(V ) = ψ(V ), φ(V ) ⊂ V ′ is G′-invariant and the
G′-action on φ(V ) is effective, then there exists a unique h ∈ G′ such that
ψ = hφ : V → V ′.
Proof. (i) First we claim that the differentials Dφ and Dψ induce the same map
Dφ = Dψ : TV → TV ′/G′. For any curve l in V there exist some tj → 0 and
h ∈ G′ such that φ(l(tj)) = hψ(l(tj)). Hence Dφ(l(0))l˙(0) = hDψ(l(0))l˙(0),
which implies the claim.
Next we show that for any p ∈ V , there exists unique hp ∈ G′ such that
Dψ(p) = hpDφ(p). Uniqueness is a consequence of the effectiveness of the
action. The first claim Dφ = Dψ implies that
Tφ(p)V
′ =
⋃
g∈G′
{v ∈ Tφ(p)V ′; gv = Dψ(p)Dφ(p)−1v}.
(For each v ∈ Tφ(p)V ′, Dψ(p)Dφ(p)−1v ⊂ Tψ(p)V ′ is an affine space which is
contained in the orbit G′v. Hence it is a point in G′v.) Since the right hand side
of this equation is a finite union of subspaces of Tφ(p)V
′, one of them coincides
with the whole space. In other words, there exists some hp ∈ G′ such that
Dψ(p) = hpDφ(p).
Since the dimension of the space
{v ∈ Tφ(p)V ′; gv = Dψ(p)Dφ(p)−1v}
is upper semi-continuous with respect to p for each g ∈ G′, the uniqueness of
hp ∈ G′ and the connectedness of V imply that h = hp ∈ G′ does not depend
on p ∈ V . Therefore ψ = hφ on V .
(ii) Apply (i) to φ, ψ : V → φ(V ) = ψ(V ).
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Remark 4.2. In (ii), we assumed that φ and ψ are embedding. However, it is
clear that the same holds if φ and ψ are submersions to their image φ(V ) =
ψ(V ).
Definition 4.3. An orbichart V = (V, piV ,V) consists of a connected manifold
V (with or without corners), a topological space V and a continuous map piV :
V → V such that
• there exists some finite group GV acting smoothly and effectively on V
• piV induces a homeomorphism piV : V/GV
∼=→ V
• if ∂˚kV 6= ∅, then GV acts effectively on each connected component of ∂˚kV .
Lemma 4.1 implies that the image of GV in AutV is AutVV := {g : V
∼=→
V ;piV g = piV }. We always use GV = AutVV in this paper.
For a connected open subset U ⊂ V, let U ⊂ V be a connected component
of pi−1V (U). Then U = (U, piV |U ,U) is an orbichart, and this does not depend on
the choice of the connected component. Note that GU ( GV in general.
Definition 4.4. We say a continuous map ϕ : V → V ′ between two orbicharts
is smooth if there exists a smooth map φ : V → V ′ such that piV ′φ = ϕpiV on
V . We call φ a lift of ϕ.
V V ′
V V ′
piV
φ
piV ′
ϕ
Definition 4.5. An embedding ϕ : V → V ′ is an injective smooth map such
that there exists a connected neighborhood U ′ of ϕ(V ) ⊂ V ′ which satisfies the
following conditions: The lift φ : V → U ′ of ϕ : V → U ′ is an embedding,
φ(V ) ⊂ U ′ is GU ′ -invariant and GU ′ acts on φ(V ) effectively. If in addition
φ(V ) ⊂ U ′ is open, then we say ϕ is an open embedding. (This is the case
where dimV = dimV ′.)
Remark 4.6. In the above definition, we cannot always take U ′ = V ′ since
φ(V ) ⊂ V ′ is not always GV ′ -invariant. We also note that Lemma 4.1 implies
GV ∼= GU ′ .
Definition 4.7. An orbibundle chart (V, E) = ((V, piV ,V), (E, piE , E), p˜i, pi) con-
sists of
• topological spaces V, E
• a vector bundle p˜i : E → V over a connected manifold V
• continuous maps piV : V → V, piE : E → E , pi : E → V
which satisfy the following conditions:
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• There exists a finite group G acting smoothly and effectively on V and E
such that
– p˜i : E → V is G-equivariant
– piV and piE are G-equivariant, and they induce homeomorphisms piV :
V/G→ V and piE : E/G→ E
– if ∂˚kV 6= ∅, then G acts effectively on every connected component of
∂˚kV
• The following diagram is commutative.
E E
V V
p˜i
piE
pi
piV
Note that we can take G = AutVV . Note also that V and E are orbichart
themselves.
For a connected open subspace U ⊂ V,
(U , E|U ) = ((U, piV |U ,U), (E|U , piE |E|U , E|U ), p˜i|E|U , pi|E|U )
is also an orbibundle chat.
Definition 4.8. A bundle map (ϕ, ϕˆ) : (V, E)→ (V ′, E ′) between two orbibun-
dle charts is a pair of continuous maps ϕ : V → V ′ and ϕˆ : E → E ′ such that
there exist some smooth bundle map (φ, φˆ) : (V,E)→ (V ′, E′) which makes the
following diagram commutative.
E E′
V V ′ E E ′
V V ′
φˆ
φ
ϕˆ
ϕ
Definition 4.9. We say a bundle map (ϕ, ϕˆ) : (V, E)→ (V ′, E ′) is an embedding
if ϕ : V → V ′ is an embedding and the restriction of φˆ : E → E′ to each fiber is
injective. In this case, ϕˆ : E → E ′ is also an embedding between two orbicharts.
We say (ϕ, ϕˆ) is an open embedding if in addition ϕ is an open embedding and
φˆ is an isomorphism on each fiber.
Definition 4.10. An orbibundle (V, E) = (V, E , pi) consists of Hausdorff spaces
V, E and a continuous map pi : E → V which satisfies the following conditions.
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• For each x ∈ V, there exists a neighborhood Vx ⊂ V such that (Vx,
E|pi−1(Vx), pi|E|pi−1(Vx)) has a structure of orbibundle chart. We define
Ex = E|pi−1(Vx). We always assume pi−1Vx (x) ⊂ Vx is one point and GVx =
AutVx Vx fixes this point. We denote this point pi
−1
Vx
(x) ⊂ Vx by x ∈ Vx.
We always assume that x ∈ ∂˚kVx for the largest k ≥ 0 such that ∂˚kVx 6= ∅.
• For each y ∈ Vx, if we shrink the neighborhood Vy, the inclusion map
(Vy, Ey) ↪→ (Vx, Ex) is an open embedding of orbibundle chart.
Definition 4.11. An embedding (ϕ, ϕˆ) : (V, E , pi)→ (V ′, E ′, pi′) of an orbibun-
dle is a pair of continuous maps ϕ : V → V ′ and ϕˆ : E → E ′ such that
• pi′ ◦ ϕˆ = ϕ ◦ pi : E → V ′
• for each x ∈ V, (ϕx, ϕˆx) := (ϕ, ϕˆ)|(Vx,Ex) : (Vx, Ex) → (Vϕ(x), Eϕ(x)) is an
embedding of an orbibundle chart if we shrink Vx.
Definition 4.12. Let (V, E) = (V, E , pi) be an orbibundle. A smooth section
s : V → E is a continuous map such that pi ◦ s = idV and the restriction of s on
each Vx is a smooth map between orbicharts Vx and Ex. Note that the lift of s
on Vx is unique and it is a GVx-equivalent section of (Vx, Ex). We also denote
this GVx -equivalent section by s : Vx → Ex.
Definition 4.13. We say a bundle map (ϕ, ϕˆ) : (V, E) → (V ′, E ′) between
two orbibundle charts is a submersion if for its lift (φ, φˆ), φ : V → V ′ is a
submersion and the restriction of φˆ to each fiber is an isomorphism. Note that
Lemma 4.1 implies that there exists a homomorphism ρφ : GV → GV ′ such that
φ ◦ g = ρφ(g) ◦ φ.
Finally we consider fiber product. Let (V, E) be an orbibundle chart and
ϕ : V → Y be a submersion to a manifold Y . Then for any submanifold Z ⊂ Y ,
(ϕ−1(Z), E|ϕ−1(Z)) is an orbibundle chart (or a disjoint union of orbibundle
charts if ϕ−1(Z) is disconnected). We note that this satisfies the assumption of
the effective group action. Indeed, the GV -action on pi
−1
V (ϕ
−1(Z)) = φ−1(Z) is
effective, where φ : V → Y is a lift of ϕ.
For the construction of SFT (in particular for Bott-Morse case), we also need
to treat fiber products over orbifolds.
Definition 4.14. Let W = (W,piW ,W) be an orbibundle chart and K ⊂ W
be an embedded simplicial complex. We assume that there exists a regu-
lar GW -complex L ⊂ W (see [5] for regular complex) and an isomorphism
ψ : L/GW ∼= K such that ψ ◦piL = piW on L ⊂W , where piL : L→ L/GW is the
quotient map. Let ϕ be a submersion from an orbichart V toW and assume that
for any point p ∈ V , the stabilizer Gp ⊂ GV of p acts on a neighborhood of p in
pi−1V (ϕ
−1(ϕ(piV (p)))) effectively. Then ϕ−1(K) = (φ−1(L), piV |φ−1(L), ϕ−1(K))
(or its connected components) are not orbicharts in a strict sense because φ−1(L)
is not a manifold, but for each connected component φ−1(L)0 of φ−1(L), the
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group {g ∈ GV ; gφ−1(L)0 = φ−1(L)0} acts effectively on it. We regard each con-
nected component of (ϕ−1(K), E|ϕ−1(K)) as an orbibundle chart. Using this kind
of orbibundle charts, we define the fiber product of an orbibundle with a simplex
in an orbibundle. We say a section (or a multisection) of (ϕ−1(K), E|ϕ−1(K)) is
smooth if its lift (or its branches) are the restrictions of some smooth sections
defined on a neighborhood of φ−1(L) ⊂ V .
In application, we sometimes need to use the following notion of essential
submersion. In the following definition, we regard usual orbibundle charts (V, E)
as a fiber product of (V, E) with the 0-dimensional simplex in a point.
Definition 4.15. Let (Vi, Ei) be orbibundle charts for i = 1, 2, and let (ϕ−1i (Ki),
Ei|ϕ−1i (Ki)) be their fiber products with embedded simplicial complexes Ki ⊂ Wi
as in Definition 4.14. As in Definition 4.14, let φi be the lifts of ϕi, and let
Li ⊂Wi be the regular GW -complex such that Li/GW ∼= Ki. An essential sub-
mersion (ϕ, ϕˆ) from (ϕ−11 (K1), E1|ϕ−11 (K1)) to (ϕ
−1
2 (K2), E2|ϕ−12 (K2)) is a smooth
bundle map from (V1, E2) to (V2, E2) whose lifts (φ, φˆ) satisfy the following con-
ditions.
• The image ϕ(ϕ−11 (K1)) is contained in ϕ−12 (K2).
• For any k1, k2 ≥ 0 and any simplices s1 of L1 and s2 of L2,
A = φ−1
(
∂˚k2V2 ∩ φ−12 (Int s2)
) ∩ (∂˚k1V1 ∩ φ−11 (Int s1)) ⊂ V1
is a submanifold of V1, φ|A : A→ ∂˚k2V2 ∩ φ−12 (Int s2) is a submersion.
• The restriction of φˆ to each fiber is an isomorphism.
For fiber products (ϕ−1i (Ki), Ei|ϕ−1i (Ki)) of orbibundles (Vi, Ei) with sim-
plicial complexes Ki ⊂ Wi, an essential submersion (ϕ, ϕˆ) from (ϕ−11 (K1),
E1|ϕ−11 (K1)) to (ϕ
−1
2 (K2), E2|ϕ−12 (K2)) is a smooth bundle map from a neighbor-
hood (N1, E1|N1) of ϕ−11 (K1) to (V2, E2) whose restriction to each orbibundle
chart is an essential submersion in the above sense.
Example 4.16. The map f : [0,∞)k × R→ [0,∞)× R defined by
f((si)1≤i≤k, t) = (s1 · · · sk, t)
is an essential submersion if we regard [0,∞)k×R and [0,∞)×R as orbibundle
charts of rank 0 without group action. The map h : [0,∞)×R→ [0,∞)2 defined
by
h(ρˆ, b) = (ρˆ, ρˆeb)
is also an essential submersion.
Remark 4.17. The map h in the above example maps the point (0, 0) of the
corner of codimension 1 to the point (0, 0) of the corner of codimension 2. Note
that there does not exist a submersion which maps a point of the corner of
codimension k to a point of the corner of codimension l > k. Therefore the
notion of essential submersion is crucial to understand the structure of moduli
space of disconnected holomorphic buildings. See Section 5.5.
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We also use the following generalization. In Definition 4.14, we assumed
that L ⊂ W is a regular GW -complex. Instead, let L ⊂ W be a GW -invariant
Euclidean cell complex. (We do not assume that L/GW ⊂ W is a Euclidean
cell complex.) Then we can similarly define the fiber product (ϕ−1(L/GW ),
E|ϕ−1(L/GW )). In this case, we read simplices in Definition 4.15 as cells of the
Euclidean cell complexes.
For example, for an embedded simplicial complex K ⊂ W, the fiber product
with
∏N
K/SN ⊂
∏NW/S is defined as the above generalization. We do not
use any subdivision of
∏N
K in this case.
4.2 Multisections
In this paper, we use a different definition of multisection. Perturbed multisec-
tion in Definition 4.23 plays the role of multisection in [7].
Definition 4.18. A multisection s = (sω)ω∈Ω of an orbibundle chart (V, E) is
a family of smooth sections sω : V → E (ω ∈ Ω) indexed by a finite GV -set Ω
such that sgω = g∗sω for any ω ∈ Ω and g ∈ GV .
Definition 4.19. A grouped multisection  = (ω)ω∈∐j Ωj of an orbibundle
chart (V, E) is a multisection of (V, E) whose index set Ω has a decomposition
Ω =
∐
j Ωj preserved by the action of GV , that is, for any g ∈ GV and j, gΩj
coincides with some Ωj′ . We define a family of sections j = (
ω)ω∈Ωj for each
j, and we also denote the grouped multisection by  = {j}j as a set of such
families. We define the support of each j by supp(j) =
⋃
ω∈Ωj supp(
ω) ⊂ V .
For a grouped multisection, we also impose the condition supp(j) 6= ∅ for all j.
(This is for consistency with the definition of restriction below.)
Definition 4.20. For a connected open subset U ⊂ V, the restriction of a
grouped multisection  = (ω)ω∈∐j Ωj of (V, E) to (U , E|U ) is defined by
|U = (ω|U )ω∈∐j∈IU Ωj
where IU = {j; supp(j) ∩ U 6= ∅}.
Example 4.21. Let (V, E) be an orbibundle chart and let  : V → E be a smooth
section. Then its average Av  = (g∗)g∈GV is a multisection.
Example 4.22. For finite number of grouped multisections k of (V, E), their
union
∐
k 
k is also a grouped multisection. In particular, for finite number of
non-zero multisections j = (
ω)ω∈Ωj ,  = {j} is a grouped multisection. (We
cannot always assume that each j is a multisection, that is, each Ωj is not
GV -invariant in general. We need the general case for the induced multisection
of the quotient of the product of the same pre-Kuranishi spaces. See Section
4.4)
Definition 4.23. For a smooth section s and a grouped multisection  =
(ω)ω∈∐j Ωj of an orbibundle chart (V, E), their sum is defined by the multi-
section s +  = (s +
∑
j 
ωj )(ωj)∈
∏
j Ωj
with the product index set
∏
j Ωj . We
call a multisection of this form a perturbed multisection.
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We will construct a perturbed multisection of a pre-Kuranishi space by the
sum s +  of the given smooth section s and a grouped multisection . Hence
it is enough to define compatibility condition of grouped multisection  with
embedding instead of the multisection s+ .
Definition 4.24. Let (ϕ, ϕˆ) : (V˚, E˚) → (V, E) be an embedding between two
orbibundle charts. We say a grouped multisection ˚ = (˚ω)ω∈∐j Ω˚j of (V˚, E˚)
and  = (ω)ω∈∐j Ωj of (V, E) are (ϕ, ϕˆ)-related if there exists an injection
νφ :
∐
j Ω˚j →
∐
j Ωj for each lift (φ, φˆ) of (ϕ, ϕˆ) and they satisfy the following
conditions:
• νφ maps each Ω˚j to some Ωj′ bijectively.
• νφ(ω) ◦ φ = φˆ ◦ ˚ω for each ω ∈∐j Ω˚j .
• νφ(ω) = 0 on a neighborhood of φ(V˚ ) for any ω ∈∐j Ωj \ νφ(∐j Ω˚j).
• For any connected open subset U˚ ⊂ V˚ and j, if ˚ω|U˚ = 0 for all ω ∈ Ω˚j ,
then ν
φ(ω) = 0 on a neighborhood of φ(U˚) for all ω ∈ Ω˚j .
• νgφg˚ = g ◦ νφ ◦ g˚ for any g ∈ GV and g˚ ∈ GV˚ .
Definition 4.25. Let (V, E) be an orbibundle. A grouped multisection  =
(B, U , νφU2,U1) of (V, E) consists of the following. B = {U} is a set of connected
open subsets of V such that each (U , E|U ) is an orbibundle chart and if U ∈ B
then every connected open subset of U is contained in B. For each U ∈ B,
U = (ωU )ω∈∐j ΩUj is a grouped multisection of (U , E|U ). For each pair U1,U2 ∈ B
such that U1 ⊂ U2 and a lift φ : U1 → U2 of the inclusion map U1 ↪→ U2, there
exists an injective map νφU2,U1 :
∐
j Ω
U1
j →
∐
j Ω
U2
j which satisfy the following
conditions:
• νφU2,U1 maps each ΩU1j to some ΩU2j′ bijectively.
• ν
φ
U2,U1 (ω)
U2 ◦φ = φˆ◦ωU1 for any ω ∈
∐
j Ω
U1
j , where φˆ is the lift of ϕˆ uniquely
determined by φ.)
• ω′U2 ◦ φ = 0 for any ω′ ∈
∐
j Ω
U2
j \ νφU2,U1(
∐
j Ω
U1
j ).
• νg2◦φ◦g1U2,U1 = g2 ◦ ν
φ
U2,U1 ◦ g1 for any g1 ∈ GU1 and g2 ∈ GU2 .
• νφ3,2U3,U2 ◦ ν
φ2,1
U2,U1 = ν
φ3,2◦φ2,1
U3,U1 for any triple U1,U2,U3 ∈ B such that U1 ⊂U2 ⊂ U3 and lifts φ2,1 : U1 → U2 and φ3,2 : U2 → U3.
Remark 4.26. We do not define a multisecton of an orbibundle. (Definition 4.18
is the definition of a multisection of an orbibundle chart, and Definition 4.25
is the definition of a grouped multisection of an orbibundle.) We construct a
grouped multisection of an orbibundle, and for each orbibundle chart, we use
the perturbed multisection s+  of Definition 4.23.
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Example 4.27. In general, a grouped multisection  = (B, U , νφU2,U1) of an orbi-
bundle (V, E) does not have a global grouped multisection V . Namely, even if
(V, E) itself is an orbibundle chart, there does not exist a grouped multisection
V of an orbibundle chart (V, E) (in the sense of Definition 4.19) whose restric-
tions to U coincide with U for all U ∈ B. For example, let f : R→ R be a pe-
riodic smooth function of period 4pi, and let χ : R≥0 → R be a smooth function
whose support is contained in [1/2, 1] ⊂ R≥0. Then F (r cos θ, r sin θ) = χ(r)f(θ)
defines a grouped multisection of the trivial orbibbundle of rank 1 on R2 (with-
out group action). (We define the decomposition of the index sets so that the
indices for the two branches of F constitute one group.) However, it cannot be
represented by a grouped multisection of the trivial orbibundle chart on R2. We
also note that on a neighborhood of (0, 0) ∈ R2, it is represented by the grouped
multisection whose index set is the empty set.
Definition 4.28. For an embedding (ϕ, ϕˆ) : (V˚, E˚) → (V, E) between two or-
bibundles, we say a grouped multisection ˚ = (B˚, ˚U˚ , ν˚φU˚2,U˚1) of (V˚, E˚) and  =
(B, U , νφU2,U1) of (V, E) are (ϕ, ϕˆ)-related if the following conditions hold. For
any U˚ ∈ B˚ and U ∈ B such that (ϕ, ϕˆ) defines an embedding (U˚ , E˚ |U˚ )→ (U , E|U ),
and its lift (φ, φˆ), there exists an injective map νφU,U˚ :
∐
j Ω˚
U˚
j →
∐
j Ω
U
j which
satisfies the following conditions:
• νφU,U˚ maps each Ω˚U˚j to some ΩUj′ bijectively.
• ν
φ
U,U˚ (ω)
U ◦ φ = φˆ ◦ ˚ωU˚ for any ω ∈
∐
j Ω˚
U˚
j .
• ω′U = 0 on a neighborhood of φ(U˚) for any ω′ ∈
∐
j Ω
U
j \ νφU,U˚ (
∐
j Ω˚
U˚
j ).
• νg◦φ◦˚gU,U˚ = g ◦ ν
φ
U,U˚ ◦ g˚ for any g ∈ GU and g˚ ∈ GU˚ .
• νφ3,2U3,U2 ◦ ν
φ
U2,U˚2 ◦ ν
φ˚2,1
U˚2,U˚1 = ν
φ3,2◦φ◦φ˚2,1
U3,U˚1 for any U˚1 ⊂ U˚2 ∈ B˚, U2 ⊂ U3 ∈ B
such that (ϕ, ϕˆ) defines an embedding (U˚2, E˚ |U˚2) → (U2, E|U2) and lifts
φ˚2,1 : U˚1 → U˚2, φ : U˚2 → U2 and φ3,2 : U2 → U3.
More precisely, in the above case, we say ˚ and  are (ϕ, ϕˆ)-related by (νφU,U˚ )(U,U˚).
Definition 4.29. Let (ϕj,i, ϕˆj,i) : (Vi, E i) → (Vj , Ej) be embeddings of orbi-
bundles for 1 ≤ i < j ≤ 3 such that (ϕ3,1, ϕˆ3,1) = (ϕ3,2, ϕˆ3,2) ◦ (ϕ2,1, ϕˆ2,1). Let
i = (Bi, iUi , νφUi2,Ui1) be a grouped multisection of (V
i, E i) for each i = 1, 2, 3,
and assume that i and j are (ϕj,i, ϕˆj,i)-related by (νφUj ,Ui)(Uj ,Ui) for 1 ≤ i <
j ≤ 3. We say these relations are compatible if νφ3,2U3,U2 ◦ νφ
2,1
U2,U1 = ν
φ3,2◦φ2,1
U3,U1 for
any U i ∈ Bi such that (ϕj,i, ϕˆj,i) defines an embedding (U i, E i|Ui)→ (U j , Ej |Uj )
for all 1 ≤ i < j ≤ 3, and lifts (φj,i, φˆj,i) : (U i, Ei|Ui) → (U j , Ej |Uj ) for
(i, j) = (1, 2), (2, 3).
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We always assume the above compatibility condition for compositions of
embeddings.
Next we consider the extension of grouped multisection for an embedding of
an orbibundle.
Lemma 4.30. Let (ϕ, ϕˆ) : (V˚, E˚) → (V, E) be an embedding between two or-
bibundles. For any grouped multisection ˚ = (B˚, ˚U˚ , ν˚φU˚2,U˚1) of (V˚, E˚) and its
arbitrary relatively compact open subset V˚ ′ b V˚, we can construct a grouped
multisection  of (V, E) which is (ϕ, ϕˆ)-related to ˚|V˚′ .
Proof. Let (V˚α, E˚α)α∈A and (Vα, Eα)α∈A be finite number of orbibundle charts
of (V˚, E˚) and (V, E) respectively such that V˚α ∈ B˚, {V˚α}α∈A covers the closure of
V˚ ′, and (ϕ, ϕˆ) defines an embedding of (V˚α, E˚α) to (Vα, Eα). We fix a lift (φα, φˆα)
of this embedding for each α ∈ A. Replacing Vα with a smaller connected open
neighborhood of ϕ(V˚α) if necessary, we may assume that this lift defines an
isomorphism of the automorphism group of (V˚α, E˚α) and that of (Vα, Eα).
Take compact subsets K˚α ⊂ V˚α such that
⋃
α∈A Int K˚α ⊃ V˚ ′. We can take
finite orbibundle charts (V˚κ, E˚κ)κ∈K of (V˚, E˚) and subsets Aκ ⊂ A (κ ∈ K)
such that
⋃
κ∈K V˚κ c V˚ ′ and V˚κ b
⋂
α∈Aκ V˚α \
⋃
β∈A\Aκ K˚β . For each κ ∈
K, let (Vκ, Eκ) be an orbibundle chart of (V, E) such that Vκ b
⋂
α∈Aκ Vα \⋃
β∈A\Aκ ϕ(K˚β) and (ϕ, ϕˆ) defines an embedding of (V˚κ, E˚κ) to (Vκ, Eκ). We fix
a lift of this embedding (φκ, φˆκ) for each κ ∈ K and assume that this lift defines
an isomorphism between their automorphism groups.
For each pair κ1, κ2 ∈ K such that V˚κ1 ∩ V˚κ2 6= ∅, let {V˚κ1,κ2,γ}γ be the
connected components of the intersection V˚κ1 ∩ V˚κ2 . Similarly, for each triple
κ1, κ2, κ3 ∈ K such that V˚κ1 ∩ V˚κ2 ∩ V˚κ3 6= ∅, let {V˚κ1,κ2,κ3,γ}γ be the con-
nected components of the intersection V˚κ1 ∩ V˚κ2 ∩ V˚κ3 . For each V˚κ1,κ2,γ , let
(Vκ1,κ2,γ , Eκ1,κ2,γ) be an orbibundle chart contained in the intersection Vκ1∩Vκ2
such that (ϕ, ϕˆ) defines an embedding of (V˚κ1,κ2,γ , E˚κ1,κ2,γ) to (Vκ1,κ2,γ , Eκ1,κ2,γ)
and its lift (φκ1,κ2,γ , φˆκ1,κ2,γ) defines an isomorphism between their automor-
phism groups. Similarly, for each V˚κ1,κ2,κ3,γ , we define (Vκ1,κ2,κ3,γ , Eκ1,κ2,κ3,γ)
and (φκ1,κ2,κ3,γ , φˆκ1,κ2,κ3,γ). We assume that Vκ1,κ2,κ3,γ is contained in Vκ1,κ2,γ1,2∩
Vκ2,κ3,γ2,3 ∩ Vκ1,κ3,γ1,3 if V˚κ1,κ2,κ3,γ is contained in V˚κ1,κ2,γ1,2 ∩ V˚κ2,κ3,γ2,3 ∩
V˚κ1,κ3,γ1,3 .
For each κ ∈ K and α ∈ A, we fix a lift (φ◦α,κ, φˆ◦α,κ) of the inclusion map
from (V˚κ, E˚κ) to (V˚α, E˚α). Then we can define a lift (φα,κ, φˆα,κ) of the in-
clusion map from (Vκ, Eκ) to (Vα, Eα) by the condition (φα,κ, φˆα,κ) ◦ (φκ, φˆκ) =
(φα, φˆα)◦(φ◦α,κ, φˆ◦α,κ). Similarly, we fix a lift (φ◦α,(κ1,κ2,γ), φˆ◦α,(κ1,κ2,γ)) of embed-
ding from (V˚κ1,κ2,γ , E˚κ1,κ2,γ) to (V˚α, E˚α), define the lift (φα,(κ1,κ2,γ), φˆα,(κ1,κ2,γ))
of embedding from (Vκ1,κ2,γ , Eκ1,κ2,γ) to (Vα, Eα), and so on.
For each α ∈ A, we independently construct a grouped multisection Vα =
(ωVα)ω∈∐j Ω˚V˚αj of (Vα, Eα) which is (ϕ, ϕˆ)-related to ˚V˚α . We use the same index
set for Vα as that of ˚V˚α , and assume that ν
φα = id in Definition 4.24. Shrinking
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Vκ, Vκ1,κ2,γ and Vκ1,κ2,κ3,γ to smaller neighborhoods of ϕ(V˚κ), ϕ(V˚κ1,κ2,γ) and
ϕ(V˚κ1,κ2,κ3,γ) respectively if necessary, we may assume the following conditions
on ωVα . For each j, if ˚
ω
V˚α ◦ φ
◦
α,κ = 0 for all ω ∈ Ω˚V˚αj , then ωVα ◦ φα,κ = 0
for all ω ∈ Ω˚V˚αj . Similarly, if ˚ωV˚α ◦ φ
◦
α,(κ1,κ2,γ)
= 0 for all ω ∈ Ω˚V˚αj then
ωVα◦φα,(κ1,κ2,γ) = 0 for all ω ∈ Ω˚V˚αj , and if ˚ωV˚α◦φ
◦
α,(κ1,κ2,κ3γ)
= 0 for all ω ∈ Ω˚V˚αj
then ωVα ◦ φα,(κ1,κ2,κ3,γ) = 0 for all ω ∈ Ω˚V˚αj . We note that these conditions do
not depend on the choice of the lifts φ◦α,κ, φ
◦
α,(κ1,κ2,γ)
or φ◦α,(κ1,κ2,κ3,γ).
Since {Vκ}κ∈K covers the closure of ϕ(V˚ ′), we can construct open subsets
V ′κ b Vκ such that V ′κ1 ∩V ′κ2 is contained in the union of Vκ1,κ2,γ , V ′κ1 ∩V ′κ2 ∩V ′κ3
is contained in the union of Vκ1,κ2,κ3,γ , and {V ′κ}κ∈K covers the closure of ϕ(V˚ ′).
Let {χα}α be a family of smooth functions on V such that ϕ−1(suppχα) ⊂
K˚α and
∑
α χα ≡ 1 on ϕ(V˚ ′). We assume that Vκ ∩ suppχβ = ∅ for all κ ∈ K
and β ∈ A \Aκ. We also assume that
⋃
α∈A suppχα ⊂
⋃
κ∈K V ′κ.
Then we define grouped multisections U for all connected open subsets
contained in some V ′κ and connected open subsets which do not intersect with⋃
α∈A suppχα. For the latter, we define U by zero (the grouped multisection
whose index set is the empty set). For the former, we define U as follows.
First we define a grouped multisection Vκ = (
ω
Vκ)ω∈∐j Ω˚V˚κj of (Vκ, Eκ) for
each κ ∈ K by
ωVκ =
∑
α∈Aκ
χα φ
∗
α,κ
να,κ(ω)
Vα ,
where να,κ = ν
φ◦α,κ
V˚α,V˚κ .
For each connected open subset U contained in some V ′κ, we fix one of such
κ ∈ K, and define its grouped multisection U by the restriction of the mul-
tisection Vκ . Namely, we fix a lift (φκ,U , φˆκ,U ) of the inclusion map and de-
fine U = (ωU )ω∈∐j∈Iκ,U Ω˚V˚κj by ωU = φ∗κ,U ωVκ , where Iκ,U = {j;φ∗κ,U ωVκ 6= 0
for some ω ∈ Ω˚V˚κj }. We need to construct ν
φU2,U1
U2,U1 for pairs U1 ⊂ U2 and
lifts (φU2,U1 , φˆU2,U1) of the inclusion U1 ↪→ U2. Assume that the grouped
multisections of U1 and U2 are defined by using κ1 and κ2 respectively. In
particular, U1 ⊂ V ′κ1 ∩ V ′κ2 is contained in Vκ1,κ2,γ for some γ. Fix a lift
(φ(κ1,κ2,γ),U1 , φˆ(κ1,κ2,γ),U1) of the inclusion from (U1, E|U1) to (Vκ1,κ2,γ , Eκ1,κ2,γ),
and define gκ1(κ1,κ2,γ),U1 ∈ GVκ1 by
φκ1,U1 = g
κ1
(κ1,κ2,γ),U1
◦ φκ1,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1 .
First we show that
∐
j∈Iκ1,U1 Ω˚
V˚κ1
j is contained in the image of
ν
g
κ1
(κ1,κ2,γ),U1
◦φ◦κ1,(κ1,κ2,γ)
V˚κ1 ,V˚κ1,κ2,γ
. (16)
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For each j ∈ Iκ1,U1 , there exists some ω ∈ Ω˚V˚κ1j such that φ∗κ1,U1ωVκ1 6= 0. Hence
(gκ1(κ1,κ2,γ),U1 ◦ φκ1,(κ1,κ2,γ))∗ωVκ1
=
∑
α∈Aκ1
χα(φα,κ1 ◦ gκ1(κ1,κ2,γ),U1 ◦ φκ1,(κ1,κ2,γ))∗
να,κ1 (ω)
Vα
is nonzero. This implies that some (φα,κ1 ◦gκ1(κ1,κ2,γ),U1 ◦φκ1,(κ1,κ2,γ))∗
να,κ1 (ω)
Vα is
nonzero. Since φα,κ1 ◦ gκ1(κ1,κ2,γ),U1 ◦ φκ1,(κ1,κ2,γ) is a lift of the open embedding
Vκ1,κ2,γ ↪→ Vα, the assumption of Vα implies that
(φ◦α,κ1 ◦ gκ1(κ1,κ2,γ),U1 ◦ φ◦κ1,(κ1,κ2,γ))∗˚
να,κ1 (ω
′)
V˚α = (g
κ1
(κ1,κ2,γ),U1
◦ φ◦κ1,(κ1,κ2,γ))∗˚ω
′
V˚κ1
is also nonzero for some ω′ ∈ Ω˚V˚κ1j . This implies that Ω˚
V˚κ1
j is contained in the
image of (16). Hence
∐
j∈Iκ1,U1 Ω˚
V˚κ1
j is contained in the image of (16).
We define gκ2U2,U1 ∈ GVκ2 by
φκ2,U2 ◦ φU2,U1 = gκ2U2,U1 ◦ φκ2,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1 ,
and define ν
φU2,U1
U2,U1 :
∐
j∈Iκ1,U1 Ω˚
V˚κ1
j →
∐
j∈Iκ2,U2 Ω˚
V˚κ2
j by
ν
φU2,U1
U2,U1 = ν
g
κ2
U2,U1
◦φ◦κ2,(κ1,κ2,γ)
V˚κ2 ,V˚κ1,κ2,γ
◦ (νg
κ1
(κ1,κ2,γ),U1
◦φ◦κ1,(κ1,κ2,γ)
V˚κ1 ,V˚κ1,κ2,γ
)−1.
We need to check that this satisfies the conditions of ν
φU2,U1
U2,U1 .
First we check the condition

ν
φU2,U1
U2,U1 (ω)
U2 ◦ φU2,U1 = φˆU2,U1 ◦ ωU1 (17)
for ω ∈ ∐j∈Iκ1,U1 Ω˚V˚κ1j . This equation also implies that the image of νφU2,U1U2,U1 is
indeed contained in
∐
j∈Iκ2,U2 Ω˚
V˚κ2
j . Define ωˆ ∈
∐
j Ω˚
V˚κ1,κ2,γ
j by
ω = ν
g
κ1
(κ1,κ2,γ),U1
◦φ◦κ1,(κ1,κ2,γ)
V˚κ1 ,V˚κ1,κ2,γ
(ωˆ).
Then by definition,
ν
φU2,U1
U2,U1 (ω) = ν
g
κ2
U2,U1
◦φ◦κ2,(κ1,κ2,γ)
V˚κ2 ,V˚κ1,κ2,γ
(ωˆ).
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Therefore
φ∗U2,U1
ν
φU2,U1
U2,U1 (ω)
U2
= (φκ2,U2 ◦ φU2,U1)∗
ν
φU2,U1
U2,U1 (ω)
Vκ2
= (gκ2U2,U1 ◦ φκ2,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1)∗
ν
g
κ2
U2,U1
◦φ◦
κ2,(κ1,κ2,γ)
V˚κ2 ,V˚κ1,κ2,γ
(ωˆ)
Vκ2
= (φκ2,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1)∗
ν
φ◦
κ2,(κ1,κ2,γ)
V˚κ2 ,V˚κ1,κ2,γ
(ωˆ)
Vκ2
=
∑
α∈Aκ2
χα(φα,κ2 ◦ φκ2,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1)∗
ν
φ◦α,κ2◦φ
◦
κ2,(κ1,κ2,γ)
V˚α,V˚κ1,κ2,γ
(ωˆ)
Vα . (18)
Since χα|U1 = 0 for α ∈ Aκ2 \ Aκ1 , the terms for α ∈ Aκ2 \ Aκ1 are zero. For
each α ∈ Aκ1 ∩Aκ2 , we define gα ∈ GVα by
φ◦α,κ2 ◦ φ◦κ2,(κ1,κ2,γ) = gα ◦ φ◦α,κ1 ◦ gκ1(κ1,κ2,γ),U1 ◦ φ◦κ1,(κ1,κ2,γ).
Then
φα,κ2 ◦ φκ2,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1
= gα ◦ φα,κ1 ◦ gκ1(κ1,κ2,γ),U1 ◦ φκ1,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1
= gα ◦ φα,κ1 ◦ φκ1,U1 .
Hence (18) is equal to
∑
α∈Aκ1
χα(g
α ◦ φα,κ1 ◦ φκ1,U1)∗
ν
gα◦φ◦α,κ1◦g
κ1
(κ1,κ2,γ),U1
◦φ◦
κ1,(κ1,κ2,γ)
V˚α,V˚κ1,κ2,γ
(ωˆ)
Vα
=
∑
α∈Aκ1
χα(φα,κ1 ◦ φκ1,U1)∗
ν
φ◦α,κ1◦g
κ1
(κ1,κ2,γ),U1
◦φ◦
κ1,(κ1,κ2,γ)
V˚α,V˚κ1,κ2,γ
(ωˆ)
Vα
= 
ν
g
κ1
(κ1,κ2,γ),U1
◦φ◦
κ1,(κ1,κ2,γ)
V˚κ1 ,V˚κ1,κ2,γ
(ωˆ)
U1
= ωU1 .
Hence (17) holds for ω ∈∐j∈Iκ1,U1 Ω˚V˚κ1j .
Next we check the condition ωU2 ◦ φU2,U1 = 0 for ω ∈
∐
j∈Iκ2,U2 Ω˚
V˚κ2
j not
contained in the image of ν
φU2,U1
U2,U1 . If ω = ν
g
κ2
U2,U1
◦φ◦κ2,(κ1,κ2,γ)
V˚κ2 ,V˚κ1,κ2,γ
(ωˆ) for some ωˆ ∈∐
j Ω˚
V˚κ1,κ2,γ
j , then the same argument as above implies that
φ∗U2,U1
ω
U2 = φ
∗
κ1,U1
ν
g
κ1
(κ1,κ2,γ),U1
◦φ◦
κ1,(κ1,κ2,γ)
V˚κ1 ,V˚κ1,κ2,γ
(ωˆ)
Vκ1 ,
59
and this is zero because ν
g
κ1
(κ1,κ2,γ),U1
◦φ◦κ1,(κ1,κ2,γ)
V˚κ1 ,V˚κ1,κ2,γ
(ωˆ) /∈ ∐j∈Iκ1,U1 Ω˚V˚κ1j . If ω is
not contained in the image of ν
g
κ2
U2,U1
◦φ◦κ2,(κ1,κ2,γ)
V˚κ2 ,V˚κ1,κ2,γ
, then
(φ◦α,κ2 ◦ gκ2U2,U1 ◦ φ◦κ2,(κ1,κ2,γ))∗˚
ν
φ◦α,κ2
V˚α,V˚κ2
(ω)
V˚α = (g
κ2
U2,U1
◦ φ◦κ2,(κ1,κ2,γ))∗˚ωV˚α = 0,
and this (and the same equations for the other indices ω in the same index
group) imply
(φα,κ2 ◦ gκ2U2,U1 ◦ φκ2,(κ1,κ2,γ))∗
ν
φ◦α,κ2
V˚α,V˚κ2
(ω)
Vα = 0
by the assumption of Vα . Hence
φ∗U2,U1
ω
U2 = (g
κ2
U2,U1
◦ φκ2,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1)∗ωVκ2
=
∑
α∈Aκ2
χα(φα,κ2 ◦ gκ2U2,U1 ◦ φκ2,(κ1,κ2,γ) ◦ φ(κ1,κ2,γ),U1)∗
ν
φ◦α,κ2
V˚α,V˚κ2
(ω)
Vα
= 0.
Finally we check the condition about composition. For a triple U1 ⊂ U2 ⊂ U3
and lifts (φU2,U1 , φˆU2,U1), (φU3,U2 , φˆU3,U2) of the inclusion maps, we prove that
ν
φU2,U1
U2,U1 ◦ ν
φU2,U1
U2,U1 = ν
φU3,U2◦φU2,U1
U3,U1 .
Since U1 is contained in V ′κ1 ∩V ′κ2 ∩V ′κ3 , U1 ⊂ Vκ1,κ2,κ3,γ′ for some γ′. Fix a lift
(φ(κ1,κ2,κ3,γ′),U1 , φˆ(κ1,κ2,κ3,γ′),U1) of the inclusion from (U1, E|U1) to (Vκ1,κ2,κ3,γ′ ,
Eκ1,κ2,κ3,γ′), and define gκ1(κ1,κ2,κ3,γ′),U1 ∈ GVκ1 by
φκ1,U1 = g
κ1
(κ1,κ2,κ3,γ′),U1
◦ φκ1,(κ1,κ2,κ3,γ′) ◦ φ(κ1,κ2,κ3,γ′),U1 .
By the same argument as above,
∐
j∈Iκ1,U1 Ω˚
V˚κ1
j is contained in the image of
ν
g
κ1
(κ1,κ2,κ3,γ
′),U1
◦φ◦
κ1,(κ1,κ2,κ3,γ
′)
V˚κ1 ,V˚κ1,κ2,κ3,γ′
.
Hence it is enough to prove
ν
φU2,U1
U2,U1 ◦ ν
φU2,U1
U2,U1 ◦ ν
g
κ1
(κ1,κ2,κ3,γ
′),U1
◦φ◦
κ1,(κ1,κ2,κ3,γ
′)
V˚κ1 ,V˚κ1,κ2,κ3,γ′
= ν
φU3,U2◦φU2,U1
U3,U1 ◦ ν
g
κ1
(κ1,κ2,κ3,γ
′),U1
◦φ◦
κ1,(κ1,κ2,κ3,γ
′)
V˚κ1 ,V˚κ1,κ2,κ3,γ′
,
which follows from the conditions of ν’s of the grouped multisection ˚.
By construction, this grouped multisection  is (ϕ, ϕˆ)-related to ˚|V˚′ .
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We note that we can apply the same argument for more general cases. Let
(ϕi, ϕˆi) : (V˚i, E˚i) → (V, E) be embeddings of orbibundles and ˚i be grouped
multisections of (V˚i, E˚i). Assume that these embeddings intersect cleanly and
the grouped multisections are compatible on the intersections. Then for any
relatively compact subsets V˚ ′i b V˚i, we can also construct a grouped multisection
of (V, E) which is (ϕi, ϕˆi)-related to ˚i|V˚′i for all i.
For a submersion, we can define the pull back of a grouped multisection.
Definition 4.31. Let  = (ω)ω∈∐j Ωj be a grouped multisection of an orbi-
bundle chart (V, E). Let (ϕ, ϕˆ) be a submersion from another orbibundle chart
(V ′, E ′) to (V, E), and (φ, φˆ) be its lift. Then we can define the pull back ϕ∗
by ϕ∗ = (φ∗ω)ω∈∐j∈I Ωj , where I = {j; supp j ∩ φ(V ′) 6= ∅}. We define the
GV ′ -action on
∐
j∈I Ωj by the homomorphism ρφ : GV ′ → GV associated to φ.
The pull back of a grouped multisection of an oribibundle by a submersion is
defined by the pull backs for its orbibundle charts.
We can also define the pull back of a grouped multisection by an essential
submersion.
4.3 Pre-Kuranishi structure and construction of its per-
turbed multisection
We introduce the notion of pre-Kuranishi structure. This is essentially equiva-
lent to the usual Kuranishi structure in the sense that we can obtain a Kuranishi
structure from a pre-Kuranishi structure and in application, when we construct
a Kuranishi structure, we usually construct a pre-Kuranishi structure implic-
itly. (See Remark 4.34.) However, for a pre-Kuranishi space, we can define
weakly good coordinate system, which is more compatible with product than
good coordinate system.
Definition 4.32. Let X be a compact Hausdorff space. A pre-Kuranishi struc-
ture on X consists of the following data (X˜, µ, (Wx, Ex, sx, ψ˜x), (ϕx,y, ϕˆx,y)):
• X˜ is a Hausdorff space, and µ : X˜ → X is a locally-homeomorphic surjec-
tion such that #µ−1(p) (p ∈ X) is bounded.
• Each (Wx, Ex, sx, ψ˜x) is a Kuranishi neighborhood of x ∈ X˜. Namely,
(Wx, Ex) is an orbibundle, sx : Wx → Ex is a smooth section, and ψ˜x :
s−1x (0) ↪→ X˜ is a homeomorphism onto a neighborhood of x ∈ X˜. We
assume that ψx = µ ◦ ψ˜x : s−1x (0) ↪→ X is also a homeomorphism onto a
neighborhood of µ(x). Hence (Wx, Ex, sx, ψx) is a Kuranishi neighborhood
of µ(x).
• For each p ∈ X, µ−1(p) has a partial order such that any two elements
x, y ∈ µ−1(p) have a unique supremum x ∨ y ∈ µ−1(p). Furthermore we
assume that ∨ is continuous in the following sense: If x′ ∈ ψ˜x(s−1x (0)),
y′ ∈ ψ˜y(s−1y (0)) and z′ ∈ ψ˜x∨y(s−1x∨y(0)) satisfy µ(x′) = µ(y′) = µ(z′), then
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z′ = x′ ∨ y′. Note that this implies the continuity of the partial order,
that is, if x ≥ y then x′ ≥ y′ for any x′ ∈ ψ˜x(s−1x (0)) and y′ ∈ ψ˜y(s−1y (0))
such that µ(x′) = µ(y′).
• For each p ∈ ψx(s−1x (0)), define px by the unique point in ψ˜x(s−1x (0)) such
that µ(px) = p. We sometimes denote the point ψ˜
−1
x (px) ∈ Wx by the
same symbol px.
• For any points x, y ∈ X˜, if there exists a point p ∈ ψx(s−1x (0))∩ψy(s−1y (0))
such that px ≥ py, then there exists an open neighborhood Wx,y ⊂ Wy
of ψ−1y (ψx(s
−1
x (0))) and an embedding (ϕx,y, ϕˆx,y) : (Wx,y, Ey|Wx,y ) →
(Wx, Ex) which satisfy the following conditions:
– The following diagrams are commutative.
Ey|Wx,y Ex
Wx,y Wx
ϕˆx,y
sy
ϕx,y
sx
s−1y (0) ∩Wx,y X
s−1x (0)
ψy
ϕx,y ψx
– The vertical differential
d⊥sx :
TpxWx
(φx,y)∗TpyWy
∼=→ (Ey)py
φˆx,y(Ex)px
is an isomorphism for each point p ∈ ψx(s−1x (0))∩ψy(s−1y (0)), where
(φx,y, φˆx,y) is a lift of (ϕx,y, ϕˆx,y). (More precisely, (φx,y, φˆx,y) is a
lift of the restriction of (ϕx,y, ϕˆx,y) to orbibundle charts of (Wy, Ey)
and (Wx, Ex) which contains py and px respectively.)
– For x, y, z ∈ X˜, if there exists a point p ∈ ψx(s−1x (0)) ∩ ψy(s−1y (0)) ∩
ψz(s
−1
z (0)) such that px ≥ py ≥ pz, then
(ϕx,y, ϕˆx,y) ◦ (ϕy,z, ϕˆy,z) = (ϕx,z, ϕˆx,z)
on some neighborhoodWx,y,z ⊂ Wx,z∩ϕ−1y,z(Wx,y) of ψ−1z (ψx(s−1x (0))∩
ψy(s
−1
y (0))).
– If px > py, then the embedding is not invertible, that is, dimWx >
dimWy.
– (separating condition)
For any points a ∈ s−1y (0) and b ∈ s−1x (0), if ψy(a) 6= ψx(b), then
there exist some neighborhood Ua ⊂ Wy of a and Ub ⊂ Wx of b such
that Ua ∩ ϕ−1x,y(Ub) = ∅. (This condition is not essential because it
always holds true if we replaceWx,Wy andWx,y with their relatively
compact subsets.)
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Note that for two points x, y ∈ X˜ such that ψ˜x(s−1x (0)) ∩ ψ˜y(s−1y (0)) 6= ∅,
(ϕx,y, ϕˆx,y) is an open embedding since px = py for any point p ∈ ψx(s−1x (0)) ∩
ψy(s
−1
y (0)). The Hausdorff space X endowed with a pre-Kuranishi structure is
called a pre-Kuranishi space. We say X is n-dimensional if dimWx−dim Ex = n
for all x ∈ X˜. For two points x, y ∈ X˜, we say xD y if there exists some point
p ∈ ψx(s−1x (0)) ∩ ψy(s−1y (0)) such that px ≥ py. Note that by assumption, this
condition is independent of the choice of the point p ∈ ψx(s−1x (0))∩ψy(s−1y (0)).
We also note that this is not a partial order. Indeed, x D y and y D z do not
imply xD z in general.
Remark 4.33. We sometimes shrink eachWx to a smaller open neighborhood W˚x
of ψ˜−1x (x) ⊂ Wx. (For example, see Remark 4.56.) Then we replace Wx,y and
Wx,y,z with W˚x,y = W˚y ∩ϕ−1x,y(W˚x) and W˚x,y,z =Wx,y,z ∩W˚x,z ∩ϕ−1y,z(W˚x,y) =
Wx,y,z ∩ W˚z ∩ϕ−1y,z(W˚y)∩ϕ−1x,z(W˚x) respectively. However, once we construct a
weakly good coordinate system, we should not shrink Wx any more. Similarly,
we sometimes replace X˜ to its open subset which satisfies the same conditions.
Remark 4.34. We can construct a Kuraishi structure from the above pre-Kuranishi
structure as follows. For a compact subset X̂ ⊂ X˜ such that µ(X̂) = X, define
a compact subset X̂+ ⊂ X˜ by
X̂+ = {x1 ∨ x2 ∨ · · · ∨ xk;x1, x2, . . . , xk ∈ X̂, µ(x1) = µ(x2) = · · · = µ(xk)}.
Then for each p ∈ X, µ−1(p) ∩ X̂+ = {xi} has a maximal point x0. Take an
open subset Wp ⊂ Wx0 such that
ψx0(s
−1
x0 (0) ∩Wp) ∩ µ
(
X̂+ \
⋃
xi∈µ−1(p)∩X̂+
ψ˜xi(s
−1
xi (0))
)
= ∅.
Then (Wp, Ex0 |Wp , sx0 , ψx0) and restrictions of (ϕx,y, ϕˆx,y) defines a Kuranihsi
structure of X in the sense of [7].
For the construction of each embedding (ϕx,y, ϕˆx,y) : (Wx,y, Ey|Wx,y ) →
(Wx, Ex), we usually use the following easy argument in application.
Lemma 4.35. Let (Wx, Ex, sx, ψx) and (Wy, Ey, sy, ψy) be Kuranishi neighbor-
hoods of x and y in a compact Hausdorff space X respectively. Assume that for
each point q ∈ ψ−1y (ψx(s−1x (0))), there exist an open neighborhood Wqy ⊂ Wy
of ψ−1y (q) and an embedding (ϕ
q, ϕˆq) : (Wqy , Ey|Wqy ) → (Wx, Ex). Assume that
each (ϕq, ϕˆq) satisfies ϕˆq ◦ sy = sx ◦ ϕq on Wqy , ψx ◦ ϕq = ψy on s−1y (0) ∩Wqy
and the condition of the vertical differential of sx. We also assume that for any
two points q, q′ ∈ ψ−1y (ψx(s−1x (0))), if s−1y (0)∩Wqy ∩Wq
′
y 6= ∅, then (ϕq, ϕˆq) and
(ϕq
′
, ϕˆq
′
) coincide on some neighborhood Wq,q′y of s−1y (0)∩Wqy ∩Wq
′
y . Then we
can construct an open neighborhood Wx,y ⊂ Wy of ψ−1y (ψx(s−1x (0))) and an em-
bedding (ϕx,y, ϕˆx,y) : (Wx,y, Ey|Wx,y ) → (Wx, Ex) which coincides with (ϕq, ϕˆq)
on a neighborhood of ψ−1y (q) for all q ∈ ψ−1y (ψx(s−1x (0))) and which satisfies
ϕˆx,y ◦sy = sx ◦ϕx,y on Wx,y, ψx ◦ϕx,y = ψy on s−1y (0)∩Wx,y and the condition
of the vertical differential of sx.
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Proof. Let ψ−1y (ψx(s
−1
x (0)) ∩ ψy(s−1y (0))) =
⋃
j Kj be a locally finite covering
by compact subsets such that Kj ⊂ Wqjy for some qj ∈ ψ−1y (ψx(s−1x (0)) ∩
ψy(s
−1
y (0))) for each j. Let W˚qjy ⊂ Wqjy be open neighborhoods of Kj such that
W˚qjy ∩W˚q
′
j
y = ∅ if Kj ∩Kj′ = ∅ and W˚qjy ∩W˚q
′
j
y ⊂ Wqj ,q
′
j
y if Kj ∩Kj′ 6= ∅. Define
Wx,y =
⋃
j W˚qjy and define (ϕx,y, ϕˆx,y) : (Wx,y, Ey|Wx,y )→ (Vx, Ex) by the union
of (ϕq, ϕˆq)|W˚qjy . Then it is well-defined and it is a required embedding.
Although we may construct a good coordinate system from the Kuranishi
structure obtained in Remark 4.34 as in [7], in this paper, we directly construct
a good coordinate system from pre-Kuranishi structure.
Definition 4.36. A totally ordered cover of a pre-Kuranishi space X is an open
subset Y ⊂ X˜ such that µ(Y) = X and each fiber Y ∩ µ−1(p) (p ∈ X) is totally
ordered.
Note that if an open subset Y ′ ⊂ Y satisfies µ(Y ′) = X, then Y ′ is also a
totally ordered cover. The following is our good coordinate system.
Definition 4.37. A good coordinate system of a pre-Kuranishi space X is
a family of finite pairs (x,Vx)x∈P of points x ∈ X˜ and open neighborhoods
Vx ⊂ Wx of ψ˜−1x (x) which satisfies the following conditions. For two points
x, y ∈ P such that x D y, we define Vx,y = Vy ∩ ϕ−1x,y(Vx). Then Vx and Vx,y
satisfy the following conditions:
(1)G
⋃
x∈P ψ˜x(Vx ∩ s−1x (0)) ⊂ X˜ is a totally ordered cover.
(2)G For any x, y, z ∈ P , if there exists some point p ∈ ψx(Vx∩s−1x (0))∩ψy(Vy∩
s−1y (0)) ∩ ψz(Vz ∩ s−1z (0)) such that px ≥ py ≥ pz, then
ϕx,y(Vx,y) ∩ ϕx,z(Vx,z) ⊂ ϕx,z(Wx,y,z) (19)
and
Vy,z ∩ ϕ−1y,z(Vx,y) ⊂ Wx,y,z. (20)
(3)G For any x, y, z ∈ P such that ψx(Vx ∩ s−1x (0))∩ψy(Vy ∩ s−1y (0))∩ψz(Vz ∩
s−1z (0)) = ∅,
• if xD y and xD z, then ϕx,y(Vx,y) ∩ ϕx,z(Vx,z) = ∅,
• if xD y and y D z, then Vx,y ∩ ϕy,z(Vy,z) = ∅, and
• if xD z and y D z, then Vx,z ∩ Vy,z = ∅.
Condition (1)G implies that for any x, y ∈ P , if ψx(Vx ∩ s−1x (0)) ∩ ψy(Vy ∩
s−1y (0)) 6= ∅ and dimVx ≥ dimVy, then xD y. Hence there exists an embedding
(ϕx,y, ϕˆx,y) : (Vx,y, Ey|Vx,y ) → (Vx, Ex|Vx). Therefore if we fix a total order 
of P such that dimVy ≤ dimVx if y ≤ x, then our good coordinate system is
essentially the same as that of [7].
We can construct a good coordinate system from a totally ordered cover as
follows.
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Lemma 4.38. Assume that a totally ordered cover Y ⊂ X˜ is given. Then for
any compact subset K ⊂ Y, there exists a good coordinate system (x,Vx)x∈P
such that K ⊂ ⋃x∈P ψ˜x(Vx ∩ s−1x (0)) ⊂ Y.
Proof. We may assume that µ(K) = X. Choose finite points P = {x} ⊂ X˜ and
compact subsets Kx ⊂ s−1x (0) such that K ⊂
⋃
x∈P ψ˜x(Kx) ⊂ Y. We claim that
if we choose a sufficiently small open neighborhood Vx ⊂ Wx of Kx for each
x ∈ P then (x,Vx)x∈P is a good coordinate system.
First, it is clear that Condition (1)G holds if Vx ⊂ Wx (x ∈ P ) are sufficiently
small so that ψ˜x(Vx ∩ s−1x (0)) ⊂ Y.
For Condition (2)G, first we note that for any two points x, y ∈ P such
that x D y, if we choose sufficiently small neighborhood Vx and Vy of Kx and
Ky respectively then Vx,y = Vy ∩ ϕ−1x,y(Vx) is contained in an arbitrary small
neighborhood of Ky ∩ ψ−1y (ψx(Kx)). This can be proved as follows. Let Vkx
and Vky be decreasing sequences of relatively compact neighborhoods of Kx and
Ky such that
⋂
k Vkx = Kx and
⋂
k Vky = Ky respectively. Then Vkx,y = Vky ∩
ϕ−1x,y(Vkx ) is a decreasing sequence of relatively compact neighborhoods of Ky ∩
ψ−1y (ψx(Kx)) such that
⋂
k Vkx,y = Ky ∩ ψ−1y (ψx(Kx)). Indeed, for a ∈
⋂
k Vkx,y,
there exists a sequence ak ∈ Vky ∩ ϕ−1x,y(Vkx ) converging to a ∈
⋂
k Vky = Ky ⊂
s−1y (0). Taking subsequence, we may assume that ϕx,y(ak) ∈ Vkx converges to
some point b ∈ ⋂k Vkx = Kx ⊂ s−1x (0). Then the last condition of pre-Kuranishi
space (separating condition) implies that ψy(a) = ψx(b). Hence a is contained in
Ky∩ψ−1y (ψx(Kx)). Therefore Vkx,y is a decreasing sequence of relatively compact
neighborhoods of Ky ∩ ψ−1y (ψx(Kx)) such that
⋂
k Vkx,y = Ky ∩ ψ−1y (ψx(Kx)),
which implies that we can make Vkx,y be an arbitrary small neighborhood of
Ky ∩ ψ−1y (ψx(Kx)).
Consider any triple x, y, z ∈ P such that there exists some point p ∈ ψx(Kx)∩
ψy(Ky) ∩ ψz(Kz) such that px ≥ py ≥ pz. The above argument implies that if
we choose small Vx, Vy and Vz, then
ϕ−1x,z(ϕx,y(Vx,y) ∩ ϕx,z(Vx,z)) = Vz ∩ ϕ−1x,z(Vx) ∩ ϕ−1x,z(ϕx,y(Vy))
and
Vy,z ∩ ϕ−1y,z(Vx,y) = Vz ∩ ϕ−1y,z(Vy) ∩ ϕ−1y,z(ϕ−1x,y(Vx))
are contained in an arbitrary small neighborhood of Kz∩ψ−1z (ψx(Kx)∩ψy(Ky)).
In particular, we may assume that they are contained inWx,y,z. Then Condition
(2)G holds for the triples (x, y, z) such that px ≥ py ≥ pz for some point p ∈
ψx(Kx) ∩ ψy(Ky) ∩ ψz(Kz). We may also assume that for any x, y, z ∈ P , if
ψx(Kx)∩ψy(Ky)∩ψz(Kz) = ∅ then ψx(Vx∩s−1x (0))∩ψy(Vy ∩s−1y (0))∩ψz(Vz ∩
s−1z (0)) = ∅. Then Condition (2)G holds for all triples (x, y, z).
We can also prove that Condition (3)G holds if Vx, Vy and Vz are sufficiently
small similarly. Hence we can construct a required good coordinate system.
We can construct a totally ordered cover by the following lemma.
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Lemma 4.39. Let µ : X˜ → X be a locally homeomorphic and surjective comt-
inuous map between Hausdorff spaces. Assume that for each p ∈ X, µ−1(p) has
a partial order ≤ which satisfies the following conditions:
• each µ−1(p) has a maximum.
• ≤ is continuous in the following sense: For any x, y ∈ X˜ such that µ(x) =
µ(y), if x ≤ y, then there exist open neighborhoods Ux ⊂ X˜ and Uy ⊂ X˜
of x and y respectively such that x′ ≤ y′ for any x′ ∈ Ux and y′ ∈ Uy such
that µ(x′) = µ(y′).
We also assume that there exists an integral-valued continuous function l : X˜ →
Z such that l(x) < l(y) if x < y. Then for any compact subset L ⊂ X, there
exists an open subset V ⊂ X˜ such that µ(V ) ⊃ L and each nonempty fiber
V ∩ µ−1(p) (p ∈ µ(V )) is totally ordered.
Corollary 4.40. Any pre-Kuranishi space has a totally ordered cover.
Proof of Corollary 4.40. Apply Lemma 4.39 to l(x) = dimVx (x ∈ X˜) and
L = X. Then Y = V is a totally ordered cover.
Proof of Lemma 4.39. For each p ∈ L, let l(p) be the maximal value of l on
µ−1(p). Define L≤l = {p ∈ L; l(p) ≤ l} for each l ∈ Z. Note that it is compact.
For each l ∈ Z, define an open subset X˜l = {x ∈ X˜; l(x) = l}. By the induction
in l, we construct open subsets Vl b X˜l such that V≤l =
⋃
k≤l Vk satisfies
L≤l ⊂ µ(V≤l) and each fiber of µ|V≤l : V≤l → X is totally ordered. Then
V =
⋃
l Vl satisfies the conclusion of the claim.
First we consider the minimal l such that L≤l 6= ∅. Note that the restriction
of µ to X˜l ∩ µ−1(L≤l) is injective. For each p ∈ X˜l ∩ µ−1(L≤l), let Up ⊂
X˜l be an open neighborhood of p such that µ|Up is injective. Since we can
separate µ(p) and L≤l \ µ(Up) by open sets, there exist an open neighborhood
Vp b Up of p and an open neighborhood Wp ⊂ X˜l of X˜l ∩ µ−1(L≤l) \ Up such
that µ(Vp) ∩ µ(Wp) = ∅. Choose finite points pi ∈ X˜l ∩ µ−1(L≤l) so that
Vpi covers X˜l ∩ µ−1(L≤l). Then the restriction of µ to the open neighborhood
Vl = (
⋃
i Vpi) ∩
⋂
i(Upi ∪Wpi) of X˜l ∩ µ−1(L≤l) is injective. Indeed, if p ∈ Vpi
and q ∈ Upi ∪Wpi satisfy µ(p) = µ(q), then q /∈ Wpi by the definition of Vpi
and Wpi . Hence both of p and q is contained in Upi , which implies that p = q
since µ|Upi is injective. Therefore the restriction of µ to Vl is injective.
Next we assume that we have already constructed required open subsets
Vk b X˜k for k < l. Namely, we assume that L≤k ⊂ µ(V≤k) for k < l and that
each fiber of µ|V≤l−1 : V≤l−1 → X is totally ordered. We construct Vl ⊂ X˜l
as follows. Since Al = X˜l ∩ µ−1(L≤l \ µ(V≤l−1)) consists of maximums, the
restriction of µ to Al is injective. For each p ∈ Al, let Up ⊂ X˜l be an open
neighborhood of p which makes µ|Up injective and the following condition hold
true: If q ∈ Up and r ∈ V≤l−1 satisfy µ(q) = µ(r), then q ≥ r. (This condition
holds if Up is sufficiently small because p ≥ r for any r ∈ V≤l−1 such that
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µ(p) = µ(r).) As in the case of minimal l, we define open subsets Vp and Wp
for each p ∈ Al, and choose finite points pi ∈ Al such that Vpi covers Al. Then
the restriction of µ to Vl = (
⋃
i Vpi) ∩
⋂
i(Upi ∪Wpi) is injective, and if q ∈ Vl
and r ∈ V≤l−1 satisfy µ(q) = µ(r) then q ≥ r. Hence this Vl is a required open
subset.
Good coordinate system is enough for the construction of the virtual funda-
mental chain of one Kuranishi space, but it is not closed under product opera-
tion. One way which was used before to overcome this problem is that first we
construct a new Kuranishi space from each good coordinate system and recon-
struct a good coordinate system of the product of the new Kuranishi spaces.
(However, this gives rise to another problem about compatibility with the var-
ious orders of product of more than two spaces.) Instead, we introduce a new
notion of weakly good coordinate system, which is more compatible with prod-
uct. This is defined by using the following cover of X instead of a totally ordered
cover.
Definition 4.41. A meet-semilattice cover of a pre-Kuranishi space X is an
open subset Y ⊂ X˜ which satisfies µ(Y) = X and the following conditions for
each p ∈ X:
(1)M For any x ∈ µ−1(p), {ϕx,y(Wx,y); y ≤ x, y ∈ Y ∩ µ−1(p)} intersect cleanly
on a neighborhood of ψ˜−1x (x) ∈ Wx.
(2)M For any two points y, z ∈ Y ∩ µ−1(p), there exists some point w ∈
Y∩µ−1(p) such that w ≤ y, w ≤ z, and ϕy∨z,w(Wy∨z,w) contains the inter-
section ϕy∨z,y(Wy∨z,y)∩ϕy∨z,z(Wy∨z,z) in a neighborhood of ψ˜−1y∨z(y∨z).
(We do not assume that x ∈ Y or y ∨ z ∈ Y in the above conditions.)
Note that for a meet-semilattice cover Y and two points y, z ∈ Y ∩ µ−1(p),
the point w ∈ Y∩µ−1(p) which satisfies Condition (2)M is unique. This is easily
seen as follows. If there exist two points w1, w2 ∈ Y ∩ µ−1(p) satisfying this
condition, then the images of ϕy∨z,w1 and ϕy∨z,w2 coincides in a neighborhood
of ψ˜−1y∨z(y ∨ z). Hence the images of ϕw1∨w2,w1 and ϕw1∨w2,w2 also coincide in
a neighborhood of ψ˜−1w1∨w2(w1 ∨ w2). Condition (2)M for w1, w2 ∈ Y ∩ µ−1(p)
implies that there exists some v ∈ Y ∩ µ−1(p) such that v ≤ w1, v ≤ w2 and
the image of ϕw1∨w2,v coincides with those of ϕw1∨w2,w1 and ϕw1∨w2,w2 . Hence
ϕw1,v and ϕw2,v are diffeomorphisms, which implies w1 = w2 = v. We denote
the unique point w for a pair y, z ∈ Y ∩ µ−1(p) by y ∧ z.
We also note that ∧ is continuous, that is, for any two points y, z ∈ Y ∩
µ−1(p), there exist neighborhoods Uy, Uz and Uy∧z of y, z and y ∧ z in Y
respectively such that for any y′ ∈ Uy, z′ ∈ Uz and w′ ∈ Uy∧z, if µ(y′) = µ(z′) =
µ(w′) then w′ = y′ ∧ z′.
Definition 4.42. A weakly good coordinate system of a pre-Kuranishi space
X is a family of finite pairs (x,Vx)x∈P of points x ∈ X˜ and open neighborhoods
Vx ⊂ Wx of ψ˜−1x (x) which satisfies the following conditions. For two points
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x, y ∈ P such that x D y, we define Vx,y = Vy ∩ ϕ−1x,y(Vx). Then Vx and Vx,y
satisfy the following conditions:
(1)W
⋃
x∈P ψx(Vx ∩ s−1x (0)) is a meet-semilattice cover of X.
(2)W For any x, y, z ∈ P , if there exists some point p ∈ ψx(Vx∩s−1x (0))∩ψy(Vy∩
s−1y (0)) ∩ ψz(Vz ∩ s−1z (0)) such that px ≥ py ≥ pz, then
ϕx,y(Vx,y) ∩ ϕx,z(Vx,z) ⊂ ϕx,z(Wx,y,z) (21)
and
Vy,z ∩ ϕ−1y,z(Vx,y) ⊂ Wx,y,z. (22)
(3)W For any x, y, z ∈ P such that ψx(Vx ∩ s−1x (0))∩ψy(Vy ∩ s−1y (0))∩ψz(Vz ∩
s−1z (0)) = ∅,
• if xD y and xD z, then ϕx,y(Vx,y) ∩ ϕx,z(Vx,z) = ∅,
• if xD y and y D z, then Vx,y ∩ ϕy,z(Vy,z) = ∅, and
• if xD z and y D z, then Vx,z ∩ Vy,z = ∅.
(4)W For any x, yi ∈ P such that xD yi, (ϕx,yi(Vx,yi))i intersect cleanly.
(5)W For any x, y, z ∈ P , if there exists some point p ∈ ψx(Vx∩s−1x (0))∩ψy(Vy∩
s−1y (0))∩ψz(Vz ∩s−1z (0)) such that px ≥ py and px ≥ pz, then there exists
finite points wj ∈ P such that y D wj , z D wj and
ϕx,y(Vx,y) ∩ ϕx,z(Vx,z) ⊂
⋃
j
ϕx,wj (Vwj ∩Wx,y,wj ∩Wx,z,wj ) (23)
Condition (2)W and (3)W are the same with those for good coordinate sys-
tem. We also note that in Condition (5)W, if py ≥ pz, then (23) for {wj} = {z}
follows from (21). (We read Wx,z,z as Wx,z.)
Similarly to Lemma 4.38, we can prove the following.
Lemma 4.43. Assume that a meet-semilattice cover Y ⊂ X˜ is given. Then
for any compact subset K ⊂ Y, there exists a weakly good coordinate system
(x,Vx)x∈P such that K ⊂
⋃
x∈P ψ˜x(Vx ∩ s−1x (0)) ⊂ Y.
Proof. The proof is similar to Lemma 4.38, but for Condition (5)W, we need
to construct Vx by the induction in dimWx as follows. We may assume that
µ(K) = X. Since we can replace K with the compact set {x1∧ · · ·∧xk;xi ∈ K},
we may also assume that K is closed under ∧. Choose finite points P = {x} ⊂ X˜
and compact subsets Kx ⊂ s−1x (0) such that K =
⋃
x∈P ψ˜x(Kx). We construct
neighborhoods Vx of Kx in Wx by the induction in dimWx.
As we saw in the proof of Lemma 4.38, the conditions other than (4)W and
(5)W hold if each Vx is sufficiently small. First we consider Condition (4)W. This
condition holds if Vx and Vyi are sufficiently small neighborhood of Kx and Kyi
68
respectively because ψ˜x(Kx) and ψ˜yi(Kyi) are contained in a meet-semilattice
cover Y.
Next we consider Condition (5)W. As in the proof of Lemma 4.38, we may
assume that for any triple x, y, z ∈ P , if ψx(Kx) ∩ ψy(Ky) ∩ ψz(Kz) = ∅, then
ψx(Vx ∩ s−1x (0)) ∩ ψy(Vy ∩ s−1y (0)) ∩ ψz(Vz ∩ s−1z (0)) = ∅. Since the case where
py ≤ pz or py ≥ pz is contained in Condition (2)W, we may assume otherwise. In
particular, the dimension of the intersection ϕx,y(Vx,y) ∩ ϕx,z(Vx,z) is less than
those ofWy orWz. Let l ≥ 0 be arbitrary and assume that Vw for all w ∈ P such
that dimWw < l are given. Consider Condition (5)W for a triple x, y, z ∈ P such
that min(dimWy,dimWz) = l. Since K is closed under ∧, there exists finite
points wj ∈ P such that yDwj , zDwj , and {ϕx,wj (Vwj ∩Wx,y,wj ∩Wx,z,wj )}j
covers Kx∩ψ−1x (ψy(Ky)∩ψz(Kz)). Hence if Vx for x ∈ P such that dimWx ≥ l
are sufficiently small neighborhoods of Kx, then Condition (5)W for x, y, z ∈ P
such that min(dimWy,dimWz) = l holds true. Therefore we can construct
neighborhoods Vx of Kx in Wx which satisfy the conditions of weakly good
coordinate system by the induction in dimWx.
Definition 4.44. Let (x,Vx)x∈P be a weakly good coordinate system of a
pre-Kuranishi space X. A grouped multisection  = (x)x∈P of (x,Vx)x∈P is
a family of grouped multisections x of orbibundles (Vx, Ex|Vx) which satisfies
the following compatibility condition: For any x, y ∈ P , if there exists some
p ∈ ψx(s−1x (0)∩Vx)∩ψy(s−1y (0)∩Vy) such that px ≥ py, then x and y|Vx,y are
(ϕx,y, ϕˆx,y)-related. We emphasize that each x is a grouped multisection of an
orbibundle (Vx, Ex|Vx), and we do not assume that it is a grouped multisection
of an orbibundle chart.
The following was proved in [7] for the case of good coordinate system.
Lemma 4.45. For a weakly good coordinate system (x,Vx)x∈P of a pre-Kuranishi
space X, shrinking Vx slightly if necessary, we can construct a grouped multi-
section (x)x∈P which satisfies the following transversality condition: For any
orbibundle chart (V, E) in (x,Vx), every branch of the multisection sx|V + x|V
is transverse to the zero section of E, and its restriction to each corner of V
is also transverse to the zero section. Furthermore, we can take an arbitrarily
C∞-small grouped multisection.
Proof. Fix a total order  of P such that dimVy ≤ dimVx if y  x. We
construct the grouped multisection x by the induction in x ∈ P with respect
to this order. For the minimum x ∈ P , shrinking Vx if necessary, we may
assume that the orbibundle (Vx, Ex|Vx) is covered by finite number of orbibundle
charts (Vx,j , Ex,j). Take a smooth function χx,j ≥ 0 on Vx,j whose support in
Vx is contained in Vx,j for each j such that {{χx,j > 0}}j covers Vx. For
each j, we take a smooth section 0x,j of Ex,j → Vx,j and define a multisection
x,j of (Vx,j , Ex|Vx,j ) by x,j = Av(χx,j0x,j). Define a grouped multisection of
(Vx, Ex|Vx) by the union x =
∐
j x,j . Sard’s theorem implies that we can
choose smooth sections 0x,j so that every branch of sx + x is transverse to the
zero section.
69
Assume that the grouped multisections y for y ∈ P less than x ∈ P are
given. We construct the grouped multisection x as follows. First we check
that (ϕx,y, ϕˆx,y)-relations compatibly define x on
⋃
y≺x,yEx ϕx,y(Vx,y) ⊂ Vx.
Let y, z ∈ P be two points such that y, z ≺ x, y E x, z E x and ϕx,y(Vx,y) ∩
ϕx,z(Vx,z) 6= ∅. Condition (3)W implies that ψx(Vx∩s−1x (0))∩ψy(Vy∩s−1y (0))∩
ψz(Vz ∩ s−1z (0)) 6= ∅. y E x and z E x implies that px ≥ py and px ≥ pz for any
point p ∈ ψx(Vx ∩ s−1x (0))∩ψy(Vy ∩ s−1y (0))∩ψz(Vz ∩ s−1z (0)). If py ≥ pz, then
Condition (2)W implies
ϕx,y(Vx,y) ∩ ϕx,z(Vx,z) ⊂ ϕx,z(Wx,y,z).
Hence the grouped multisection y on ϕ
−1
x,y(ϕx,y(Vx,y) ∩ ϕx,z(Vx,z)) is defined
by (ϕy,z, ϕˆy,z)-relation with z. Therefore (ϕx,y, ϕˆx,y)-relation and (ϕx,z, ϕˆx,z)-
relation are compatible on the intersection ϕx,y(Vx,y) ∩ ϕx,z(Vx,z).
Next we consider the case where py 6≥ pz and py 6≤ pz. Condition (5)W
implies that there exists finite points wj ∈ P such that y D wj , z D wj and
ϕx,y(Vx,y) ∩ ϕx,z(Vx,z) ⊂
⋃
j
ϕx,wj (Vwj ∩Wx,y,wj ∩Wx,z,wj ).
py 6≥ pz and py 6≤ pz imply that dimVwj < min(dimVy,dimVz). In par-
ticular, wj ≺ y, z. The above inclusion implies that the grouped multisec-
tion y on ϕ
−1
x,y(ϕx,y(Vx,y) ∩ ϕx,z(Vx,z)) is defined by (ϕy,wj , ϕˆy,wj )-relations
with wj , and z on ϕ
−1
x,z(ϕx,y(Vx,y) ∩ ϕx,z(Vx,z)) is defined by (ϕz,wj , ϕˆz,wj )-
relations with wj . Hence (ϕx,y, ϕˆx,y)-relation and (ϕx,z, ϕˆx,z)-relation are com-
patible on the intersection. Therefore, (ϕx,y, ϕˆx,y)-relations compatibly define
x on
⋃
y≺x,yEx ϕx,y(Vx,y). We also note that Condition (4)W implies that
(ϕx,y(Vx,y))y≺x,yEx intersect cleanly.
Next we extend x defined on this subset of Vx to its neighborhood. We
may shrink Vy (y ≺ x) slightly if necessary for the smooth extension. Using a
smooth function χ ≥ 0 on Vx which satisfies χ ≡ 1 on a small neighborhood of
this subset and whose support is contained in a slightly larger neighborhood,
we may assume that the support of x is contained in a small neighborhood of⋃
y≺x,yEx ϕx,y(Vx,y). By the assumption of pre-Kuranishi space, for any y  x,
the vertical differentials
d⊥sx :
TpxVx
(φx,y)∗TpyVy
∼=→ (Ey)py
φˆx,y(Ex)px
are isomorphisms for any points px ∈ s−1x (0) and py ∈ s−1y (0) such that ψ(px) =
ψ(py). Hence if x is sufficiently C
1-small, then the transversality conditions
for y (y ≺ x) imply that x also satisfies the transversality condition on a
neighborhood of
⋃
y≺x,yEx ϕx,y(Vx,y).
On the complement of a neighborhood of
⋃
y≺x,yEx ϕx,y(Vx,y), as in the case
of minimal x ∈ P , we take finite number of orbibundle charts and their grouped
multisections, and add them to x (take the union). Then the constructed x
satisfies the transversality condition and (ϕx,y, ϕˆx,y)-relations for all y ≺ x.
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Next we consider the triangulation of the zero set of the perturbed multisec-
tion. First we explain some notations about simplicial complex. For a simplicial
complex K and its subset A ⊂ K, we denote by St(A,K) the minimal subcom-
plex of K which contains all simplices intersecting with A. If K is embedded
in a space X, then for a subset U ⊂ X, we denote by K|U the subcomplex
consisting of the simplices contained in U .
Definition 4.46. For a smooth section s and a grouped multisection  =
(ω)ω∈∐j Ωj of an orbibundle chart (V, E), an embedding of simplicial complex
K = (K(ωj))(ωj)∈
∏
j Ωj
to the zero set of s +  = (s +
∑
j 
ωj )(ωj)∈
∏
j Ωj
is a
family of embeddings of simplicial complexes K(ωj) ↪→ {s +∑j ωj = 0} such
that Kg·(ωj) = g ·K(ωj) for all g ∈ GV . For a subset A ⊂ V, we define
St(A,K) = (St(pi−1V (A),K
(ωj)))(ωj)∈
∏
j Ωj
and
K|A = (K(ωj)|pi−1V (A))(ωj)∈
∏
j Ωj
.
For a subset B ⊂ V, we say K covers B if each K(ωj) contains {s +∑j ωj =
0} ∩B for all (ωj) ∈
∏
j Ωj .
For a connected open subset U ⊂ V, fix a connected component U ⊂ pi−1V (U)
and regard U = (U, piV |U ,U) as an orbichart. Let |U = (ω|U )ω∈∐j∈IU Ωj be the
restriction of the grouped multisection , where IU = {j; supp(ω)ω∈Ωj∩U 6= ∅}.
Let KU = (K
(ωj)
U )(ωj)∈
∏
j∈IU Ωj
be an embedding of simplicial complex to the
zero set of s|U + |U . Choose gk ∈ GV so that pi−1V (U) =
∐
k gkU . We say K is
equivalent to KU if K(ωj) =
⋃
k gkK
g−1k (ωj)
U for all (ωj) ∈
∏
j Ωj , where (ωj) ∈∏
j∈IU Ωj is the image of (ωj) ∈
∏
j Ωj by the projection
∏
j Ωj →
∏
j∈IU Ωj .
Definition 4.47. Let (x)x∈P be a grouped multisection of a weakly good
coordinate system (x,Vx)x∈P of a pre-Kuranishi space X which satisfies the
transversality condition in Lemma 4.45. Let (Uτ , Ex|Uτ )τ∈Tx be a finite family
of orbibundle charts of each orbibundle (Vx, Ex). Let U˚τ b Uτ be their relatively
compact open subsets, and define V˚x =
⋃
τ∈Tx U˚τ . For each τ ∈ Tx, let Kτ =
(K
(ωj)
τ )(ωj)∈
∏
j Ωτ,j
be an embedding of simplicial complex to the zero set of
sx|Uτ + x|Uτ . We say (Uτ , U˚τ ,Kτ )x∈P,τ∈Tx is a triangulation of the zero set of
(sx + x)x∈P if the following conditions are satisfied:
(1)T For each τ ∈ Tx, Kτ covers U˚τ , and Kτ = St(U˚τ ,Kτ ).
(2)T For any x ∈ P and two indices τ, τ ′ ∈ Tx, there exists a subset Tτ,τ ′ ⊂ Tx
such that U˚τ ∩ U˚τ ′ =
⋃
τ ′′∈Tτ,τ′ U˚τ ′′ and Uτ ′′ ⊂ Uτ ∩ Uτ ′ for all τ ′′ ∈ Tτ,τ ′ .
(3)T For any τ, τ ′ ∈ Tx such that U˚τ ⊂ U˚τ ′ and Uτ ⊂ Uτ ′ , St(U˚τ ,Kτ ′) is
equivalent to Kτ .
71
(4)T For any two points x, y ∈ P such that x D y and any τ ∈ Tx, τ ′ ∈ Ty,
there exists a subset Tτ,τ ′ ⊂ Ty such that U˚τ ′ ∩ ϕ−1x,y(U˚τ ) =
⋃
τ ′′∈Tτ,τ′ U˚τ ′′
and Uτ ′′ ⊂ Uτ ′ ∩ ϕ−1x,y(Uτ ) for all τ ′′ ∈ Tτ,τ ′ .
(5)T For any two points x, y ∈ P such that x D y and any τ ∈ Ty, if Uτ ⊂
Vx,y, then there exists some τ ′ ∈ Tx such that Uτ = ϕ−1x,y(Uτ ′) and U˚τ =
ϕ−1x,y(U˚τ ′). Furthermore, we assume that the automorphism group of Uτ
and Uτ ′ are isomorphic.
(6)T For any any τ ∈ Ty and τ ′ ∈ Tx in Condition (5)T , let φτ ′,τ be a lift of
ϕx,y|Uτ : Uτ → Uτ ′ . Then Kτ = (Kωτ )ω∈∐j Ωτ,j and Kτ ′ = (Kωτ ′)ω∈∐j Ωτ′,j
satisfy K
ν
φ
τ′,τ
U
τ′ ,Uτ
(ω)
τ ′ = φτ ′,τ (K
ω
τ ) for all ω ∈
∐
j Ωτ,j .
(7)T (x, V˚x)x∈P is also a weakly good coordinate system.
We note that in Condition (4)T , Uτ ′′ is contained in Vx,y = Vy ∩ ϕ−1x,y(Vx).
Hence Condition (5)T implies that there exists some τ ′′′ ∈ Tx such that Uτ ′′ =
ϕ−1x,y(Uτ ′′′) and U˚τ ′′ = ϕ−1x,y(U˚τ ′′′).
Lemma 4.48. Let (x)x∈P be a grouped multisection of a weakly good coordinate
system (x,Vx)x∈P which satisfies the transversality condition in Lemma 4.45.
Then we can construct a triangulation (Uτ , U˚τ ,Kτ )x∈P,τ∈Tx of the zero set of
(sx + x)x∈P .
Proof. First we construct open subsets U˚τ b Uτ ⊂ Vx (τ ∈ Tx) which satisfy
Condition (2)T , (4)T , (5)T and (7)T . First we take relatively compact open
subsets V˚x b Vx such that (x, V˚x)x∈P is also a weakly good coordinate system.
(We can shrink weakly good coordinate system slightly.) Let (Uτ , Ex|Uτ )τ∈Tx
be a family of orbibundle charts of (Vx, Ex) which covers the closure of V˚x, and
let U˚τ b Uτ be relatively compact open subsets such that V˚x =
⋃
τ∈Tx U˚τ . We
can easily make Condition (2)T hold by adding connected components Uτ ′′ of
Uτ ∩Uτ ′ which intersect U˚τ ∩ U˚τ ′ to (Uτ )τ∈Tx and defining U˚τ ′′ = Uτ ′′ ∩ U˚τ ∩ U˚τ ′
for each pair τ, τ ′ ∈ Tx. Similarly, we can make Condition (4)T and (5)T hold by
adding appropriate open subsets to (Uτ )τ∈Tx and (U˚τ )τ∈Tx . It is easy to check
that these do not break Condition (7)T . Hence we can construct open subsets
U˚τ b Uτ ⊂ Vx (τ ∈ Tx) which satisfy Condition (2)T , (4)T , (5)T and (7)T .
We can construct embeddings of simplicial complexes Kτ (τ ∈
⋃
x∈P Tx)
which satisfy Condition (1)T , (3)T and (6)T similarly to the case of usual tri-
angulation of smooth manifold.
For the definition of virtual fundamental chain, we need an orientation of the
pre-Kuranishi space X and a strong continuous map from X to a topological
space.
Definition 4.49. A strong continuous map f = (fx)x∈X˜ from a pre-Kuranishi
space X to a topological space Y is a family of continuous maps fx : Wx → Y
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(x ∈ X˜) such that fx ◦ ϕx,y = fy on Wx,y for all x, y ∈ X˜ such that xD y. For
a strong continuous map f = (fx)x∈X˜ , we define continuous maps f˜ : X˜ → Y
and f : X → Y by the conditions f˜ ◦ ψ˜x = fx and f ◦ ψx = fx on s−1x (0) for
all x ∈ X˜. If Y is a smooth manifold and each fx are smooth, then we call f a
strong smooth map.
Definition 4.50. We say an orbibundle chart (V, E) is orientable if detTV ⊗R
detE∗ is orientable and the GV -action preserves the orientation. In this case,
an orientation of (V, E) is a homotopy type of isomorphism Φ : detTV ∼=→ detE.
We say an orbibundle is oriented if orientations of its orbibundle charts are given
and they coincide on the intersections.
Definition 4.51. A pre-Kuranishi space X is oriented if (Wx, Ex) are oriented
for all x ∈ X˜ and they satisfy the following compatibility condition: For any
x, y ∈ X˜ and any point p ∈ ψx(s−1x (0)) ∩ ψy(s−1y (0)) such that px ≥ py, let
(Wx,p, Ex,p) and (Wy,p, Ey,p) be orbibundle charts of (Wx, Ex) and (Wy, Ey)
which contain px and py respectively such that Wy,p ⊂ ϕ−1x,y(Wx,p). Then
the condition is that there exists a family of orientations of TpyWy,p, TpxWx,p,
TpxWx,p/(φx,y)∗TpyWy,p Ex,p|px , Ey,p|py and Ex,p|px/φˆx,yEy,p|py which makes
the following isomorphisms preserve the orientations:
TpxWx,p
∼= TpyWy,p ⊕ TpxWx,p/(φx,y)∗TpyWy,p
Ex,p|px ∼= Ey,p|py ⊕ Ex,p|px/φˆx,yEy,p|py
Φy : detTpyWy,p
∼= detEy,p|py
Φx : detTpxWx,p
∼= detEx,p|px
d⊥sx : TpxWx,p/(φx,y)∗TpyWy,p ∼= Ex,p|px/φˆx,yEy,p|py
Definition 4.52. Let (V, E) be an oriented orbibundle chart whose orientation
is defined by Φ : detTV ∼= detE. Let s be its smooth section,  = (ω)ω∈∏j Ωj
be its grouped multisection, and K = (K(ωj))(ωj)∈
∏
j Ωj
be an embedding of
simplicial complex to the zero set of s + . For a continuous map f from V to
a topological space Y , we define a singular chain f#(K) in Y by
f#(K) =
1
#GV ·
∏
j #Ωj
∑
(ωj)∈
∏
j Ωj
∑
∆∈(K(ωj))top
±f#(∆),
where the sum
∑
∆∈(K(ωj))top is taken over all top-dimensional simplices ∆ of
K(ωj), and the sign ± of each ∆ is defined as follows. The sign is + if the
isomorphism
Tq|∆| ⊕ E|q ∼= TqV
given by a split of the exact sequence
0→ Tq|∆| → TqV
d⊥(s+
∑
j 
(ωj))−−−−−−−−−−→ E|q → 0
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preserves the orientations for all q ∈ ∆, where the relation of the orientations
of TqV and E|q are defined by the isomorphism Φ. Note that if there exist a
connected open subset U ⊂ V and an embedding of simplicial complex KU of
the zero set of s|U + |U which is equivalent to K, then f#(K) = f#(KU ).
Let f = (fx)x∈X˜ be a strong continuous map from an oriented pre-Kuranishi
space X to a topological space Y . Assume that a grouped multisection  =
(x)x∈P of a weakly good coordinate system (x,Vx)x∈P of X and a triangulation
(Uτ , U˚τ ,Kτ )x∈P,τ∈Tx of the zero set of (sx + x)x∈P are given. For x, y ∈ P ,
p ∈ Vx and q ∈ Vy, we say p and q are equivalent (p ∼ q) if there exist some
z ∈ P and r ∈ Vz such that x D z, y D z, p = ϕx,z(r) and q = ϕy,z(r). This is
indeed an equivalence relation because (x,Vx)x∈P is a weakly good coordinate
system. Define sets
(s+ )−1(0)|Uτ = piUτ
( ⋃
(ωj)∈
∏
j Ωj
{sx +
∑
j
ωjx = 0} ∩ Uτ
)
⊂ Uτ
and
(s+ )−1(0) =
⋃
x∈P,τ∈Tx
(s+ )−1(0)|Uτ / ∼ .
Let pi : (s + )−1(0)|Uτ ↪→ (s + )−1(0) be the quotient map. Then the as-
sumption of (Uτ , U˚τ ,Kτ )x∈P,τ∈Tx implies that for any subsets A1, B1 ⊂ U˚τ1 and
A2, B2 ⊂ U˚τ2 such that pi(A1) = pi(A2) and pi(B1) = pi(B2), the singular chains
f#(St(A1,Kτ1)|B1) and f#(St(A2,Kτ2)|B2) coincide.
Note that if the grouped multisection (x)x∈P is sufficiently small, then
(s+ )−1(0) is covered by {pi(U˚τ )}τ∈⋃x∈P Tx . (We need to assume that (x)x∈P
is sufficiently small. Otherwise the zeros of the perturbed multisections leak
from our open covering.)
Fix an order to the finite set
⋃
x∈P Tx, and write it as
⋃
x∈P Tx = {τk}k=1,2,....
Choose arbitrary subsets Ak ⊂ U˚τk such that
⋃
k pi(Ak) = (s+ )
−1(0), and de-
fine Bk = Uτk \pi−1(
⋃
l<k pi(Al)). Then we define the virtual fundamental chain
f∗(X) by
f∗(X) =
∑
k
f#(St(Ak,Kτk)|Bk).
This is independent of the order of
⋃
x∈P Tx and the choice of the subsets Ak.
In the case where the dimension of X is zero, we usually use the trivial strong
continuous map to a point. In this case, we regard the virtual fundamental chain
as a rational number.
There is another way to represent the virtual fundamental chain of a pre-
Kuranishi space using differential forms. For a strong smooth map f = (fx)x∈X˜
from X to a manifold Y and h = (hx)x∈X˜ from X to an oriented manifold Z,
we represent the virtual fundamental chain as a linear map (h! ◦f∗)X : Ω(Y )→
Ω(Z) as follows. If Z is a point, then this map (h! ◦ f∗)X : Ω(Y ) → R is the
dual representation of the virtual fundamental chain f∗(X). In this case, we
often denote the value of this map at θ ∈ Ω(Y ) by ∫
X
f∗θ.
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Let (x,Vx)x∈P be a weakly good coordinate system of a pre-Kuranishi space
X, and let βx : Vx → R be a smooth function with compact support for each
x ∈ P . Define Y = ⋃x∈P ψ˜x(Vx ∩ s−1x (0)). Note that for any p ∈ X, µ−1(p)∩Y
has the unique minimum pYmin since Y is a meet-semilattice cover. We say
(βx)x∈P is a partition of unity subordinate to (x,Vx)x∈P if for any p ∈ X,∑
x∈P,xDpYmin βx ◦ ϕx,pYmin ≡ 1 on a neighborhood of ψ
−1
pYmin
(p) in WpYmin .
Let  = (x)x∈P be a grouped multisection of (x,Vx)x∈P which satisfies the
transversality condition in Lemma 4.45. We assume that the restriction of h to
the zero set of each branch of the multisections sx + x is submersive. We can
construct such a perturbed multisection if Z is a point. (In general, we need to
use continuous family of multisections. See Section 4.5.) We further assume that
 is sufficiently small so that
∑
z∈P,zDx βz ◦ϕz,x = 1 on (sx+x)−1(0)∩ (Vx)min
for any x ∈ P , where (sx + x)−1(0) ⊂ Vx is the set of points at which one
of the branchs of the multisection sx + x takes zero, and (Vx)min ⊂ Vx is the
set of points q ∈ Vx such that there do not exist any y ∈ P such that x D y,
dimWx > dimWy and q ∈ ϕx,y(Vx,y). For each x ∈ P , we take finite orbibundle
charts (Vτ , Eτ )τ∈Tx of (Vx, Ex) and smooth functions βτ : Vτ → R with compact
support such that βx =
∑
τ∈Tx βτ . Then for each differential form θ ∈ Ω(Y ),
(h! ◦ f∗)Xθ ∈ Ω(Z) is defined by
(h! ◦ f∗)Xθ
=
∑
x∈P,τ∈Tx
∑
(ωj)∈
∏
j Ωτ,j
(
hx|{s(ωj)τ =0}
)
!
(
βτ · (fx|Vτ )∗θ|{s(ωj)τ =0}
)
#GVτ ·
∏
j #Ωτ,j
, (24)
where sτ = sx|Vτ , x|Vτ = (ω)ω∈∐j Ωτ,j , s(ωj)τ = sτ+∑j (ωj)τ , and (hx|{s(ωj)τ =0})!
is integration along fiber for the fibration hx : {s(ωj)τ = 0} → Z. In our conven-
tion, the orientation of the fiber F is defined by Thx(p)Z ⊕TpF = Tp{s(ωj)τ = 0}
at each point p ∈ F . It is easy to check that (h! ◦ f∗)Xθ is independent of the
choice of the partition of unity (βx)x∈P and functions βτ .
If Z is non-orientable, then instead of a compatible family of orientations
Φx : detTWx ∼= detEx, we assume that a compatible family of isomorphisms
Φ˜x : detTWx ∼= h∗xOZ ⊗ detEx is given, where OZ = detTZ is the orientation
bundle of Z. Then we can define the orientation of the fiber of each hx : {s(ωj)τ =
0} → Z and define (h! ◦ f∗)Xθ : Ω(Y )→ Ω(Z) similarly.
4.4 Compatible perturbed multisections
In application, we need to construct perturbed multisections of moduli spaces
which respect their algebraic properties. In this section, we consider the com-
patibility of the perturbed multisections of various pre-Kuranishi spaces.
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4.4.1 The boundary of a pre-Kuranishi space
First, we consider compatibility of the grouped multisection of a pre-Kuranishi
space and the grouped multisection of its boundary.
Definition 4.53. For a pre-Kuranishi space X with corners, we define the
boundary ∂X ⊂ X by the set of points p ∈ X such that for any x ∈ µ−1(p),
ψ˜−1x (x) is contained in the boundary of Wx. (This condition is independent of
the choice of x ∈ µ−1(p).) The restriction of the pre-Kuranishi structure of X
defines the pre-Kuranishi structure of ∂X.
For a weakly good coordinate system (x,Vx)x∈P of X, (x, ∂Vx)x∈P∩µ−1(∂X)
is a weakly good coordinate system of ∂X. (We note that ∂Vx = ∅ for x ∈
P \ µ−1(∂X) because ∂Wx = ∅ by assumption.) Conversely, for a weakly good
coordinate system (x,V∂Xx )x∈P∂X of ∂X, we can construct a weakly good coor-
dinate system (x,Vx)x∈P of X such that (x, ∂Vx)x∈P∩µ−1(∂X) = (x,V∂Xx )x∈P∂X
by the following lemma and Lemma 4.43.
Lemma 4.54. For any meet-semilattice cover Y∂X of ∂X, there exists a meet-
semilattice cover Y of X such that Y ∩ µ−1(∂X) = Y∂X .
Proof. First we construct open neighborhood YN(∂X) of Y∂X ⊂ X˜ such that
YN(∂X)∩∂X˜ = Y∂X and YN(∂X) ⊂ X˜ satisfies the conditions of meet-semilattice
cover other than the covering condition µ(Y) = X as follows.
Let YN(∂X)(0) ⊂ X˜ be an open neighborhood of Y∂X such that YN(∂X)(0) ∩∂X˜ =
Y∂X . We construct a decreasing sequence of open neighborhoods YN(∂X)(k) ⊂
YN(∂X)(0) (k ≥ 0) of Y∂X which satisfies the following conditions, where YN(∂X)(k),l =
{x ∈ YN(∂X)(k) ; dimWx = l} for each l ≥ 0.
(i) YN(∂X)(k+1) ⊂ YN(∂X)(k) for all k ≥ 0.
(ii) YN(∂X)(k),l = YN(∂X)(l),l for k ≥ l.
(iii) For any k ≥ 1, m ≥ 2 and y1, . . . , ym ∈ YN(∂X)(k) such that µ(yi) = µ(y1)
for all 1 ≤ i ≤ m, define x = y1∨· · ·∨ym ∈ X˜. Then (ϕx,yi(Wx,yi))1≤i≤m
intersect cleanly on a neighborhood of ψ˜−1x (x) ⊂ Wx. Furthermore, there
exists some w ∈ YN(∂X)(k−1) such that µ(w) = µ(y1), w ≤ yi for all 1 ≤ i ≤ m,
and the intersection of (ϕx,yi(Wx,yi))1≤i≤m is contained in the image of
ϕx,w on a neighborhood of ψ˜
−1
x (x) ⊂ Wx.
Then YN(∂X) = ⋃l≥0 YN(∂X)(l),l ⊂ X˜ satisfies the required conditions.
We construct YN(∂X)(k) ⊂ YN(∂X)(0) by the induction in k ≥ 1. Assume that we
have already constructed YN(∂X)(k) for k < k0. Define Ŷ = YN(∂X)(k0−1) . Let {Uj}j
be a finite open covering of X such that each Ŷ|Uj can be decomposed into its
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finite disjoint open subsets
∐
a Ŷj,a such that each µ|Ŷj,a is injective. We say
p ∈ X is a good point if Condition (iii) is satisfied for k = k0, YN(∂X)(k0) = Ŷ and
any points y1, . . . , ym ∈ Ŷ ∩ µ−1(p). Note that every point in ∂X is good.
We shrink Ŷ on each Uj by the induction in j to make every point in Uj a
good point by the following argument.
We shrink Ŷ|Uj by the induction in m0 ≥ 2 so that Condition (iii) is
satisfied for k = k0, 2 ≤ m ≤ m0 and any points y1, . . . , ym ∈ Ŷ|Uj such
that µ(yi) = µ(y1) as follows. Assume that Condition (iii) is satisfied for
k = k0, 2 ≤ m ≤ m0 − 1 and any points y1, . . . , ym ∈ Ŷ|Uj . For each
sequence a1, . . . , am0 , let Ca1,...,am0 ⊂
⋂
1≤i≤m0 µ(Ŷj,a) be the set of points
p ∈ ⋂1≤i≤m0 µ(Ŷj,ai) such that Condition (iii) does not hold for k = k0,
m = m0 and yi = (µ|Ŷj,ai )−1(p) (1 ≤ i ≤ m0). Then Ca1,...,am0 is closed in the
relative topology of
⋂
1≤i≤m0 µ(Ŷj,a). (Its complement is open.) Furthermore,
Ca1,...,am0 does not contain any good point.
Fix a distance of X and define (Ŷj,ai)∗ ⊂ Ŷj,ai by the interior of(Ŷj,ai \ µ−1(Ca1,...,am0 )) ∪ {x ∈ Ŷj,ai ; dist(µ(x), µ(Ŷj,ai) ∩ ∂X)
< max
i′ 6=i
dist(µ(x), µ(Ŷj,ai′ ) ∩ ∂X)}. (25)
(We read dist(µ(x), ∅) as dist(µ(x), ∅) = ∞.) We claim that (Ŷj,ai)∗ contains
Ŷj,ai ∩ ∂X˜. This is proved as follows. For any point x ∈ Ŷj,ai ∩ ∂X˜, if x ∈⋂
i′ Ŷj,ai′∩∂X˜, then x is contained in the open subset
⋂
i′ Ŷj,ai′ \µ−1(Ca1,...,am0 ),
which is contained in (25). If x /∈ Ŷj,ai′ for some i′ 6= i, then x is contained in
the open subset
{x ∈ Ŷj,ai ; dist(µ(x), µ(Ŷj,ai) ∩ ∂X) < max
i′ 6=i
dist(µ(x), µ(Ŷj,ai′ ) ∩ ∂X)},
which is contained in (25). Hence (Ŷj,ai)∗ contains Ŷj,ai ∩ ∂X˜, and we may
replace Ŷj,ai with (Ŷj,ai)∗. Then Ca1,...,am0 becomes the empty set.
We apply the same argument for all sequences a1, . . . , am0 . Then Condition
(iii) is satisfied for k = k0, 2 ≤ m ≤ m0 and any points y1, . . . , ym ∈ Ŷ|Uj
such that µ(yi) = µ(y1). Hence the induction in m0 works and we can shrink
Ŷ|Uj so that Condition (iii) is satisfied for k = k0, m ≥ 2 and any points
y1, . . . , ym ∈ Ŷ|Uj such that µ(yi) = µ(y1). Therefore, the induction in j also
works, and we obtain an open neighborhood Ŷ ⊂ YN(∂X)(k0−1) of Y∂X such that
Condition (iii) holds for k = k0, YN(∂X)(k0) = Ŷ and any points y1, . . . , ym ∈ Ŷ
such that µ(yi) = µ(y1). Then we define YN(∂X)(k0) = Ŷ.
Note that if YN(∂X)(k),l = YN(∂X)(l),l for l ≤ k ≤ k0 − 1, then it also holds for
l ≤ k = k0 by the above construction. Hence we can construct a decreasing
sequence of open neighborhoods YN(∂X)(k) ⊂ YN(∂X)(0) (k ≥ 0) of Y∂X inductively,
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and YN(∂X) = ⋃l≥0 YN(∂X)(l),l ⊂ X˜ satisfies the conditions of meet-semilattice
cover other than the covering condition µ(Y) = X.
Take an open subset X˚ ⊂ X such that X˚∪µ(YN(∂X)) = X and X˚∩∂X = ∅.
Let N0(∂X) be an open neighborhood of ∂X ⊂ X such that N0(∂X) ∩ X˚ = ∅.
We construct a totally ordered cover Y˚ of X such that Y˚ ⊂ µ−1(X˚) ∪ YN(∂X).
Then Y = Y˚ ∪ (YN(∂X) ∩ µ−1(N0(∂X))) is a required meet-semilattice cover of
X. (Since Y˚ ∩ µ−1(N0(∂X)) is contained in YN(∂X), Y satisfies the conditions
of meet-semilattice cover.)
We explain the construction of the totally ordered cover Y˚ of X. Applying
Lemma 4.39 to the map µ : YN(∂X) ∩ µ−1(X \ X˚) → X \ X˚ and the opposite
partial order “4”=“≥”, we get a totally ordered cover YX\X˚ of X \X˚ contained
in YN(∂X). Then we can apply Lemma 4.39 to the map µ : µ−1(X˚)∪YX\X˚ → X
and the partial order ≤, and we get a totally ordered cover Y˚ of X such that
Y˚ ⊂ µ−1(X˚) ∪ YX\X˚ ⊂ µ−1(X˚) ∪ YN(∂X). Hence we can construct a required
meet-semilattice cover.
By the argument used for the proof of Lemma 4.30, we can extend a grouped
multisection of (x, ∂Vx)x∈P∩µ−1(∂X) to a grouped multisection of (x,Vx)x∈P if
we shrink Vx slightly. (The only difference of this extension and the extension
proved in Lemma 4.30 is whether the rank of the obibundle changes or not,
which has nothing to do with the construction of the extension.)
4.4.2 Pull back by submersion
Next we define the pull back of the perturbed multisection by a submersion
from a pre-Kuranishi space to another. First we define the submersion between
pre-Kuranishi spaces.
Definition 4.55. Let Xk (k = 1, 2) be two pre-Kuranishi spaces with pre-
Kuranishi structures (X˜k, µk, (Wkx , Ekx , skx, ψ˜kx), (ϕkx,y, ϕˆkx,y)). A submersion f =
(f, f˜ , (ϕfx, ϕˆ
f
x)) from X
1 to X2 consists of continuous maps f : X1 → X2 and
f˜ : X˜1 → X˜2 such that f˜ ◦ µ1 = µ2 ◦ f , and submersions (ϕfx, ϕˆfx) (x ∈ X˜1)
from (W1x, E1x) to (W2f˜(x), E2f˜(x)) which satisfy the following conditions:
(1)S For each p ∈ X1, f˜ |(µ1)−1(p) : (µ1)−1(p) ∼= (µ2)−1(f(p)) is an isomorphism
of partially ordered sets.
(2)S s2
f˜(x)
◦ ϕfx = ϕˆfx ◦ s1x on W1x and ψ˜2f˜(x) ◦ ϕfx = f˜ ◦ ψ˜1x on (s1x)−1(0) for all
x ∈ X˜1.
(3)S For any x, y ∈ X˜1, if xD y, then ϕfy(W1x,y) ⊂ W2f˜(x),f˜(y) and
(ϕfx, ϕˆ
f
x) ◦ (ϕ1x,y, ϕˆ1x,y) = (ϕ2f˜(x),f˜(y), ϕˆ2f˜(x),f˜(y)) ◦ (ϕfy , ϕˆfy) (26)
on W1x,y.
78
Remark 4.56. In the above definition, we assume that each (ϕfx, ϕˆ
f
x) is defined
on the whole of (W1x, E1x). Hence for the construction of a submersion f , we
sometimes need to shrink each W1x as we explained in Remark 4.33. Similarly,
we sometimes need to replace X˜1 to its appropriate open subset. (See Remark
4.63 for example.)
Remark 4.57. In Condition (3)S, we consider the composition of a submersion
and an embedding. In (26), the lifts of the right hand side satisfy the same
conclusion as that of Lemma 4.1 as we saw in Remark 4.2. Although we cannot
apply this lemma to the left hand side a priori, (26) implies that their lifts also
satisfy the same property.
Definition 4.58. Let (x1,V1x1)x1∈P 1 and (x2,V2x2)x2∈P 2 be weakly good coor-
dinate systems of pre-Kuranishi spaces X1 and X2 respectively. We say these
are compatible with respect to the submersion f if they satisfy the following
conditions:
(i) The meet-semilattice covers Yi = ⋃xi∈P i ψ˜ixi((sixi)−1(0) ∩ Vixi)) (i = 1, 2)
satisfy f˜(Y1) ⊂ Y2.
(ii) For any x1 ∈ P 1 and x2 ∈ P 2, if f˜(x1) ∈ ψ˜2x2((s2x2)−1(0) ∩ V2x2)), then
ϕfx1(V1x1) ⊂ (ϕ2x2,f˜(x1))
−1(V2x2).
(iii) For any y1, x1 ∈ P 1 and y2, x2 ∈ P 2, if f˜(x1) ∈ ψ˜2x2((s2x2)−1(0) ∩ V2x2)),
f˜(y1) ∈ ψ˜2y2((s2y2)−1(0)∩V2y2)), and there exists some p ∈ ψx1((s1x1)−1(0)∩V1x1) ∩ ψy1((s1y1)−1(0) ∩ V1y1) such that px1 ≥ py1 , then
ϕfy1(V1x1,y1) ⊂ W2x2,f˜(x1),f˜(y1) ∩W
2
x2,y2,f˜(y1)
.
(Note that the previous condition implies that f˜(px1) ∈ ψ˜2x2((s2x2)−1(0) ∩
V2x2)), f˜(py1) ∈ ψ˜2y2((s2y2)−1(0) ∩ V2y2)) and f˜(px1) ≥ f˜(py1).)
If (x1,V1x1)x1∈P 1 and (x2,V2x2)x2∈P 2 are compatible with respect to the sub-
mersion f , then for a grouped multisection 2 = (2x2)x2∈P 2 of (x2,V2x2)x2∈P 2 ,
we can define a grouped multisection 1 = (1x1)x1∈P 1 of (x1,V1x1)x1∈P 1 as fol-
lows. For each x1 ∈ P 1, Condition (i) implies that there exists some x2 ∈
P 2 such that f˜(x1) ∈ ψ˜2x2((s2x2)−1(0) ∩ V2x2)), and Condition (ii) implies that
ϕfx1(V1x1) ⊂ (ϕ2x2,f˜(x1))
−1(V2x2). We define 1x1 by the pull back of 2x2 by
(ϕ2
x2,f˜(x1)
, ϕˆ2
x2,f˜(x1)
) ◦ (ϕfx1 , ϕˆfx1).
We need to check that 1 = (1x1)x1∈P 1 satisfies (ϕ
1
x1,y1 , ϕˆ
1
x1,y1)-relations.
It is enough to prove the following claim: If y1, x1 ∈ P 1 and y2, x2 ∈ P 2
satisfy f˜(x1) ∈ ψ˜2x2((s2x2)−1(0) ∩ V2x2)), f˜(y1) ∈ ψ˜2y2((s2y2)−1(0) ∩ V2y2)), and
there exists some p ∈ ψx1((s1x1)−1(0) ∩ V1x1) ∩ ψy1((s1y1)−1(0) ∩ V1y1) such that
px1 ≥ py1 , then the pull backs (ϕ2x2,f˜(x1)◦ϕ
f
x1)
∗2x2 and (ϕ
2
y2,f˜(y1)
◦ϕfy1)∗2y2 |V1x1,y1
are (ϕx1,y1 , ϕˆx1,y1)-related. Note that in particular, the case where y1 = x1 and
y2 6= x2 implies that the definition of 1x1 does not depend on the choice of x2.
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We can prove this claim as follows. Condition (3)S and (iii) imply that
(ϕ2
x2,f˜(x1)
, ϕˆ2
x2,f˜(x1)
) ◦ (ϕfx1 , ϕˆfx1) ◦ (ϕ1x1,y1 , ϕˆ1x1,y1)
= (ϕ2
x2,f˜(x1)
, ϕˆ2
x2,f˜(x1)
) ◦ (ϕ2
f˜(x1),f˜(y1)
, ϕˆ2
f˜(x1),f˜(y1)
) ◦ (ϕfy1 , ϕˆfy1)
= (ϕ2
x2,f˜(y1)
, ϕˆ2
x2,f˜(y1)
) ◦ (ϕfy1 , ϕˆfy1)
= (ϕ2x2,y2 , ϕˆ
2
x2,y2) ◦ (ϕ2y2,f˜(y1), ϕˆ
2
y2,f˜(y1)
) ◦ (ϕfy1 , ϕˆfy1)
on (V1x1,y1 , E1y1 |V1x1,y1 ). This and (ϕ
2
x2,y2 , ϕˆ
2
x2,y2)-relation of 
2
x2 and 
2
y2 imply
that (ϕ2
x2,f˜(x1)
◦ ϕfx1)∗2x2 and (ϕ2y2,f˜(y1) ◦ ϕ
f
y1)
∗2y2 |V1x1,y1 are (ϕx1,y1 , ϕˆx1,y1)-
related. Therefore 1 = (1x1)x1∈P 1 is a well-defined grouped multisection of
(x1,V1x1)x1∈P 1 . We call this grouped multisection the pull back of 2 by the
submersion f , and denote it by f∗2.
Next we claim that for a meet-semilattice cover Y2 ⊂ X˜2 of X2, Y1 =
f˜−1(Y2) is a meet-semilattice cover of X1. To see this, first we note the following
fact. For any x, y ∈ X˜1 such that xD y,
dimW1x − dimW1y = dimW2f˜(x) − dimW2f˜(y). (27)
This is because rank E1x = rank E2f˜(x), rank E1y = rank E2f˜(y), dimW1x − rank E1x =
dimWy − rank E1y and dimW2f˜(x) − rank E2f˜(x) = dimW2f˜(y) − rank E2f˜(y).
Equation (27) and submersiveness of ϕfx imply that
(φfx)∗ : Tφ1x,y(z)W
1
x/(φ
1
x,y)∗TzW
1
x,y
∼=→ Tφ2x,y(φfy(z))W
2
f˜(x)
/(φ2
f˜(x),f˜(y)
)∗Tφfy(z)W
2
f˜(x),f˜(y)
(28)
for any z ∈ W1x,y, where φfx, φfy , φ1x,y and φ2f˜(x),f˜(y) are lifts of ϕfx, ϕfy , ϕ1x,y
and ϕ2
f˜(x),f˜(y)
respectively for appropriate orbibundle charts of neighborhoods
of z and its images such that φfx ◦ φ1x,y = φ2f˜(x),f˜(y) ◦ φfy . This implies that
for any point p ∈ ψ1x((s1x)−1(0)) ∩ ψ1y((s1y)−1(0)), ϕ1x,y(W1x,y) coincides with
(ϕfx)
−1(ϕ2
f˜(x),f˜(y)
(W2
f˜(x),f˜(y)
)) on a neighborhood of (ψ1x)
−1(p) ∈ W1x. There-
fore, Condition (1)M for Y1 = f˜−1(Y2) follows from that for Y2.
Next we check Condition (2)M for Y1. For any p ∈ X1 and any two points
y, z ∈ Y1 ∩ (µ1)−1(p), Condition (1)S implies that there exists a unique w ∈
Y1 ∩ (µ1)−1(p) such that f˜(w) = f˜(y) ∧ f˜(z). Then w satisfies the condition of
y ∧ z. Hence Y1 is a meet-semilattice cover of X1.
For a weakly good coordinate system (x2,V2x2)x2∈P 2 of X2, define Y2 =⋃
x2∈P 2 ψ˜
2
x2(V2x2 ∩ (s2x2)−1(0)). Then the above argument implies that Y1 =
f˜−1(Y2) is a meet-semilattice cover of X1. Therefore Lemma 4.43 implies
that for any compact subset K ⊂ Y1, we can construct a weakly good co-
ordinate system (x1,V1x1)x1∈P 1 of X1 which is compatible with (x2,V2x2)x2∈P 2
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and K ⊂ ⋃x1∈P 1 ψ˜1x1(V1x1 ∩ (s1x1)−1(0)) ⊂ Y1. (Condition (ii) holds if each
V1x1 is sufficiently small, and Condition (iii) holds if each V1x1 is a sufficiently
small neighborhood of (s1x1)
−1(0) ∩ V1x1 .) Then for a grouped multisection 2
of (x2,V2x2)x2∈P 2 , we can define its pull back f∗2 as a grouped multisection of
(x1,V1x1)x1∈P 1 .
Remark 4.59. In the above argument, we can replace submersion with essential
submersion because the pull back of a grouped multisection by an essential
submersion also satisfies the transversality condition in Lemma 4.45. Note that
even for an essential submersion, (28) is an isomorphism since
Tφ1x,y(z)W
1
x/(φ
1
x,y)∗TzW
1
x,y
∼= Tφ1x,y(z)∂˚kW 1x/(φ1x,y)∗Tz∂˚kW 1x,y
and
Tφ2x,y(w)W
2
f˜(x)
/(φ2
f˜(x),f˜(y)
)∗TwW 2f˜(x),f˜(y)
∼= Tφ2x,y(w)∂˚k
′
W 2
f˜(x)
/(φ2
f˜(x),f˜(y)
)∗Tw∂˚k
′
W 2
f˜(x),f˜(y)
for any z ∈ ∂˚kW1x,y and w ∈ ∂˚k
′W2
f˜(x),f˜(y)
. (The case of of an essential submer-
sion between fiber products with simplicial complexes is also similar. See the
next section for the definition of the fiber product of a pre-Kuranishi space with
a simplicial complex.)
4.4.3 Product of pre-Kuranishi spaces
Next we define the product of pre-Kuranishi spaces. The definition of the prod-
uct of different pre-Kuranishi spaces, the product of their weakly good coor-
dinate systems and the product of their grouped multisections are straightfor-
ward. In application, we need to consider the quotient of the product of the
same pre-Kuranishi spaces by the permutation. In this case, we need to get rid
of the products of Kuranishi neighborhoods which is not compatible with the
permutation action.
Definition 4.60. Let (X˜, µ, (Wx, Ex, sx, ψ˜x), (ϕx,y, ϕˆx,y)) be the pre-Kuranishi
structure of a compact Hausdorff space X. We assume that dimWx > 0
for each x ∈ X˜. Then for each N ≥ 2, we say a pre-Kuranishi structure
(X˜#N , µ#N , (W#Nx , E#Nx , s#Nx , ψ˜#Nx ), (ϕ#Nx,y , ϕˆ#Nx,y )) of (
∏N
X)/SN is compat-
ible with that of X if the following conditions hold:
• X˜#N is an open subset of (∏N X˜)/SN defined by
X˜#N = {(xi)1≤i≤N ∈
( N∏
X˜
)
/SN ;xi = xj if µ(xi) = µ(xj)}.
• µ#N is the restriction of the product of µ to X˜#N .
• For any two elements x = (xi), y = (yi) ∈ (µ#N )−1(p) in a fiber, we
reorder the sequences so that µ(xi) = µ(yi) for all i. Then y ≤ x if and
only if yi ≤ xi for all i.
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• For each x = (xi) ∈ X˜#N , the following hold.
– W#Nx is a neighborhood of x in
∏
iWxi/(SN )(xi), where (SN )(xi) ⊂
SN is the stabilizer of (xi).
– E#Nx , s#Nx and ψ˜#Nx are the restriction of the product of Exi , sxi and
ψ˜xi respectively to W#Nx .
• For any x = (xi), y = (yi) ∈ X˜#N such that x D y, (ϕ#Nx,y , ϕˆ#Nx,y ) are the
restrictions of the products of (ϕxi,yi , ϕˆxi,yi) to a neighborhood Wx,y of
ψ−1y (ψx(s
−1
x (0))).
We note that in the above definition, the action of (SN )(xi) on
∏
iWxi is
effective because of the assumption dimWxi > 0.
Definition 4.61. Let (x,Vx)x∈P and ((xi),V#N(xi))(xi)∈P#N be weakly good co-
ordinate systems of pre-Kuranishi spaces X and
∏N
X/SN respectively. We
say these are compatible if the following conditions hold.
(i) For any x = (xi) ∈ P#N , there exist some x̂i ∈ P such that xi ∈
ψ˜x̂i(s
−1
xi (0) ∩ Vxi) for all i.
(ii) Let x = (xi) ∈ P#N and x̂i ∈ P be points such that xi ∈ ψ˜x̂i(s−1xi (0)∩Vxi)
and x̂i = x̂j if xi = xj . For such a pair ((xi), (x̂i)), we impose the condition
V#N(xi) ⊂
∏
i ϕ
−1
x̂i,xi
(Vx̂i)/(SN )(xi).
(iii) Let x = (xi), y = (yi) ∈ P#N and x̂i, ŷi ∈ P be points such that both of
((xi), (x̂i)) and ((yi), (ŷi)) are the pairs in the previous condition. As-
sume that there exists some p = (pi) ∈ ψ#Nx ((s#Nx )−1(0) ∩ V#Nx ) ∩
ψ#Ny ((s
#N
y )
−1(0) ∩ V#Ny ) such that px ≥ py. We reorder pi, xi and yi
so that
(pi) ∈ (
∏
i
ψxi)(pi
−1
x ((s
#N
x )
−1(0) ∩ V#Nx ))
∩ (
∏
i
ψyi)(pi
−1
y ((s
#N
y )
−1(0) ∩ V#Ny ))
and (pi)xi ≥ (pi)yi , where pix :
∏
iWxi →
∏
iWxi/(SN )(xi) and piy :∏
iWyi →
∏
iWyi/(SN )(yi) are the projections. Then
pi−1y (V#Nx,y ) ⊂
∏
i
(Wx̂i,xi,yi ∩Wx̂i,ŷi,yi).
If (x,Vx)x∈P and ((xi),V#N(xi))(xi)∈P#N are compatible weakly good coordinate
systems, then for a grouped multisection  = (x) of (x,Vx)x∈P , we can define a
grouped multisection #N = ((xi)) of ((xi),V#N(xi))(xi)∈P#N by the restriction of∐
i pi
∗
i (x̂i), where x̂i ∈ P are the points in the above condition, and pi∗i (x̂i) =
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(pi∗i 
ω)ω∈Ωxi,j is a family of sections of
∏
iExi →
∏
i Vxi defined by the pull
backs of the sections (ω)ω∈Ωxi,j by the projection pii :
∏
i′ Vxi′ → Vxi . As in
the case of pull back by submersion, (ϕx,y, ϕˆx,y)-relations of  = (x) and the
above conditions imply (ϕ(xi),(yi), ϕˆ(xi),(yi))-relations of 
#N = ((xi)).
Note that for a meet-semilattice cover Y ⊂ X˜ of a pre-Kuranishi space X,
Y#N = ∏N Y/SN ∩ X˜#N is a meet-semilattice cover of XN/SN . Indeed, for
any two points (xi), (yi) ∈ Y#N∩(µ#N )−1(p), if we reorder the sequences so that
µ(xi) = µ(yi) for all i, then (xi)∧ (yi) = (xi∧yi). For a weakly good coordinate
system (x,Vx)x∈P of X, Y =
⋃
x∈P ψ˜x(Vx ∩ s−1x (0)) is a meet-semilattice cover
of X by definition. Hence Lemma 4.43 implies that for any compact subset K ⊂
Y#N , we can construct a weakly good coordinate system ((xi),V#N(xi))(xi)∈P#N
of
∏N
X/SN which is compatible with (x,Vx)x∈P and which satisfies
K ⊂
⋃
(xi)∈P#N
ψ˜#N(xi)(V
#N
(xi)
∩ (s#N(xi))−1(0)) ⊂ Y#N .
Hence a grouped multisection  = (x) for (x,Vx)x∈P defines a grouped multi-
section #N = ((xi)) for ((xi),V#N(xi))(xi)∈P#N as above.
Remark 4.62. For any subgroup Γ ⊂ SN , we can similarly define the compati-
bility conditions of a pre-Kuranishi structure of (
∏N
X)/Γ with that of X.
Remark 4.63. The quotient map
∏N
X → (∏N X)/SN is a submersion if
we replace
∏˜N
X =
∏N
X˜ with its open subset {(xi)1≤i≤N ∈
∏N
X˜;xi =
xj if µ(xi) = µ(xj)} (and shrink the Kuranishi neighborhoods of
∏N
X). Sim-
ilarly, for a subgroup Γ ⊂ S, we can make the quotient map (∏N X)/Γ →
(
∏N
X)/SN a submersion.
Next we consider fiber product of pre-Kuranishi spaces.
Definition 4.64. Let f = (fx)x∈X˜ be a strong continuous map from a pre-
Kuranishi space X to a smooth manifold Y such that each fx : Wx → Y
is a smooth submersion. Then for a submanifold Z ⊂ Y , the pre-Kuranishi
structure (X˜ ′, µ′, (W ′x, E ′x, s′x, ψ˜′x), (ϕ′x,y, ϕˆ′x,y)) of f−1(Z) ⊂ X is defined by
X˜ ′ = µ−1(f−1(Z)), µ′ = µ|X˜′ , W ′x = f−1x (Z), E ′x = Ex|W′x , s′x = sx|W′x ,
ψ˜′ = ψ˜|(s′x)−1(0), W ′x,y =W ′y ∩ ϕ−1x,y(W ′x) and (ϕ′x,y, ϕˆ′x,y) = (ϕx,y, ϕˆx,y)|W′x,y .
Similarly to Lemma 4.54, for a meet-semilattice cover YZ of f−1(Z), we can
construct a meet-semilattice cover Y of X such that Y ∩ f˜−1(Z) = YZ . Hence
for a weakly good coordinate system (x,VZx )x∈PZ of f−1(Z), we can construct
a weakly good coordinate system (x,Vx)x∈P of X such that P ∩ f˜−1(Z) = PZ ,
Vx∩f−1x (Z) = VZx for x ∈ PZ , and Vx∩f−1x (Z) = ∅ for x ∈ P \PZ . Furthermore,
if a grouped multisection of (x,VZx )x∈PZ is given, then we can extend it to a
grouped multisection of (x,Vx)x∈P if we shrink Vx slightly.
In the above definition of fiber product, Z is a submanifold of a manifold Y .
We also consider the case of a simplicial complex in an orbifold.
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Definition 4.65. Let K ⊂ Z be an embedded simplicial complex in a smooth
orbifold Z. We assume that for any point p ∈ K, St(p,K) is contained in
an orbichart Zp = (Zp, piZp ,Zp) of Z. Define Gp = AutZp Zp. We assume
that there exists a regular Gp-complex L ⊂ Zp and an isomorphism ϕ : L/Gp ∼=
St(p,K) such that ϕ◦piL = piZp on L ⊂ Zp, where piL : L→ L/Gp is the quotient
map. Let f = (fx)x∈X˜ be a strong continuous map from a pre-Kuranishi space
X to Z such that each fx :Wx → Z is a smooth submersion. We assume that
for each point x ∈ X˜, GWx acts effectively on pi−1Wx(f−1x (f˜(x))) ⊂ Wx. Then we
can define the pre-Kuranishi structure (X˜ ′, µ′, (W ′x, E ′x, s′x, ψ˜′x), (ϕ′x,y, ϕˆ′x,y)) of
f−1(K) ⊂ X similarly as in the case of Definition 4.64, whose orbibundle charts
are defined as in Definition 4.14.
We need to modify various definitions for the fiber product f−1(K) ⊂ X
with simplicial complex as follows. A meet-semilattice cover of f−1(K) ⊂ X
is an open subset Y ⊂ X˜ which satisfies µ(Y) ⊃ f−1(K) and the conditions of
a meet-semilattice cover of X other than the condition µ(Y) = X. A weakly
good coordinate system of f−1(K) ⊂ X is a family of finite pairs (x,Vx)x∈P of
points x ∈ f˜−1(K) and open neighborhoods Vx ⊂ Wx of ψ˜−1x (x) which satisfies
the following conditions:
(i) For any x ∈ P and simplex s of K, if x /∈ f−1(s) then fx(Vx) ∩ s = ∅.
(ii)
⋃
x∈P ψx(Vx ∩ s−1x (0)) is a meet-semilattice cover of f−1(K) instead of
Condition (1)W.
(iii) Condition (2)W to (5)W in Definition 4.42 is satisfied.
(iv) In Condition (5)W, if x, y, z ∈ P is contained in f˜−1(K0) for a subcomplex
K0 ⊂ K, then the condition still holds even if we impose the condition
wj ∈ P ∩ f˜−1(K0).
The first and last condition imply that (x,Vx)x∈P∩f˜−1(K0) is also a weakly good
coordinate system of f−1(K0) ⊂ X for any subcomplex K0 ⊂ K.
For a weakly good coordinate system (x,Vx)x∈P of f−1(K) ⊂ X, similarly
to Lemma 4.45, shrinking Vx slightly if necessary, we can construct a grouped
multisection of (x)x∈P which satisfies the following transversality condition:
For any orbibundle chart (V, E) in (x,Vx) and any lift t˜ ⊂ V of a simplex t of
K, the restriction of each branch of the multisection sx|V + x|V to V ∩ f−1x (t˜)
is transverse to the zero section of E, and the same holds for each corner of
V instead of V. (In the case of the generalization of the fiber product with a
Euclidean cell complex, we read t˜ as its cell.)
Remark 4.66. Even in the case where K = Y is a triangulation of Y, the fiber
product f−1(K) is meaningful because the transversality condition imposed on
the grouped multisection of f−1(K) is stronger than that of X.
We note that for the construction of grouped multisection, we use the same
inductive extension of grouped multisections as in the usual case, and we do not
need to use any induction in the dimension of the simplex of K.
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As to the extension from a subcomplex K0 ⊂ K to K, we can prove the
following. First, if a meet-semilattice cover Y0 of f−1(K0) is given, then we
can construct a meet-semilattice cover Y of f−1(K) such that Y|N(f−1(K0)) =
Y0|f−1(K0) for some neighborhood N(f−1(K0)) of f−1(K0) ⊂ X. We can prove
this by the argument of Lemma 4.54. (In Lemma 4.54, first we need to extend
the given meet-semilattice cover of ∂X to its neighborhood, but in this case, Y0
is already defined on a neighborhood of f−1(K0). Hence if we read YN(∂X) in
the proof of Lemma 4.54 as Y0, then the last two paragraph of its proof is the
proof of the extension in this case.)
Next, if a weakly good coordinate system (x,VK0x )x∈P 0 of f−1(K0) is given,
then we can construct a weakly good coordinate system (x,Vx)x∈P of f−1(K)
such that P 0 = P ∩ f−1(K0) and for each x ∈ P 0, Vx ⊂ VK0x is a neighborhood
of VK0x ∩ f−1x (K0). Furthermore, if a grouped multisection (K0x )x∈P∩f˜−1(K0) of
(x,VK0x )x∈P 0 is given, then shrinking Vx slightly if necessary, we can construct
a grouped multisection (Kx )x∈P of (x,Vx)x∈P such that the restrictions of K0x
and Kx to a neighborhood of Vx ∩ f−1x (K0) coincide for all x ∈ P 0. This is due
to Condition (i) for (x,Vx)x∈P .
Example 4.67. Let f = (fx)x∈X˜ be a strong continuous map from a pre-
Kuranishi space X to an orbifold Y such that each fx is a smooth submersion.
Assume that for each point x ∈ X˜, the dimension of pi−1Wx(f−1x (f˜(x))) ⊂ Wx is
> 0 if it is not an empty set, and GWx acts effectively on it. Then we can de-
fine fiber product (f × f)−1(∆Y/S2) ⊂ (X ×X)/S2 by regarding the diagonal
∆Y/S2 ⊂ (Y × Y)/S2 as an embedded simplicial complex. The pre-Kuranishi
structure depends on the choice of the triangulation of ∆Y/S2 in the following
sense. If we change the triangulation, then the transversality condition imposed
on its grouped multisection also changes.
4.4.4 Multi-valued partial submersions
First consider the following two trivial examples of the construction of compat-
ible sections.
Example 4.68. Let (V,E) be a vector bundle and let Vi ⊂ V be finite number of
submanifolds which intersect cleanly. Assume that a smooth section si : Vi →
E|Vi is given for each i, and that si and sj coincide on the intersection Vi ∩ Vj
for all i, j. Then we can construct a smooth section s : V → E whose restriction
to Vi coincides with si for all i.
Example 4.69. LetN ≥ 1 be an integer. We denote a decomposition {1, . . . , N} =∐
k Ak of integers by A = (Ak). We say g ∈ SN preserves the decomposition
A if g maps each Ak to some Ak′ bijectively. For each decomposition A, let
GA ⊂ SN be the group of permutations of {1, . . . , N} which preserve A. For
two decompositions A = (Ak) and B = (Bk), we say A ≥ B if B is a refine-
ment of A, that is, if each Bk is contained in some Ak′ . Note that A ≥ B
does not imply GA ⊂ GB in general. We denote the discrete decomposition
{1, . . . , N} = ∐Ni=1{i} by 1N . This is the minimum with respect to this partial
order of decompositions.
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Let (V,E) be a vector bundle such that dimV > 0, and define an orbibundle
charts (VA, EA) by VA = (
∏
N V )/GA and EA = (
∏
N E)/GA for each decom-
position A = (Ak). For each pair A > B, let (ϕ
B,A, ϕˆB,A) be the multi-valued
map from (VA, EA) to (VB , EB) induced by the identity map of (
∏
N V,
∏
N E).
Namely, ϕB,A ⊂ VA × VB is the image of the diagonal set by the quotient
map (
∏
N V ) × (
∏
N V ) → VA × VB , and ϕˆB,A ⊂ EA × EB is similar. Let
A0 be an arbitrary decomposition, and assume that a smooth section sA of
(VA, EA) is given for each A < A0 and they satisfy sB ◦ ϕB,A = ϕˆB,A ◦ sA for
all pairs A > B such that A < A0. Then we can construct a smooth section
sA0 of (VA0 , EA0) such that sA ◦ ϕA,A0 = ϕˆA,A0 ◦ sA0 for all A < A0. This is
because ϕ1
N ,A ◦ ϕA,A0 = ϕ1N ,A0 and ϕ1N ,A0 is single-valued. More directly,
sA0 = (ϕ
1N ,A0)∗s1N is the required section.
In application, we need to consider the combination of the above two ex-
amples in the case of pre-Kuranishi spaces. Although the case of pre-Kuranishi
spaces is also essentially nothing more than the above two trivial examples, we
explain this case in details since it looks complicated if we do not give precise
definitions. In this section, we define a compatible system of multi-valued par-
tial submersions and explain how to construct a compatible family of grouped
multisections.
Definition 4.70. Let V = (V, piV ,V) and V ′i = (V ′i , piV ′i ,V ′i) be (at most count-
able number of) orbicharts. A smooth multi-valued partial map ϕ : V →∐i V ′i
is a closed subset ϕ ⊂ V ×∐i V ′i such that there exists a set of smooth maps
{φ : D(φ) → ∐i V ′i } which satisfies the following conditions. We call each φ a
lift of ϕ.
• The domain D(φ) of each lift φ is a closed connected submanifold of V
(with or without corners), and φ : D(φ)→∐i V ′i is a smooth map.
• Assume that the image of φ is contained in V ′i . Then for any g ∈ GV and
g′ ∈ GV ′i , g′ ◦ φ ◦ g : D(g′ ◦ φ ◦ g) = g−1D(φ)→ V ′i is also a lift of ϕ.
• {D(φ)} is locally finite in V , and they intersect cleanly.
• For two lifts φ and φ′, if there exists a point p ∈ D(φ) ∩ D(φ′) such that
φ(p) = φ′(p), TpD(φ) ⊂ TpD(φ′) and (φ∗)p = (φ′∗)p|TpD(φ) on TpD(φ),
then φ = φ′.
• (piV ×
∐
i piV ′i )
−1(ϕ) ⊂ V ×∐i V ′i coincides with the union of the graphs
of the lifts {φ}.
Lemma 4.71. In the above definition, the set of lifts {φ : D(φ) → ∐i V ′i } is
uniquely determined by a closed subset ϕ ⊂ V ×∐i V ′i if it exists.
Proof. Let Dϕ ⊂ TV ×∐i TV ′i be the set of tangent vectors which can be rep-
resented by some smooth curves of V ×∐i V ′i contained in (piV ×∐i piV ′i )−1(ϕ).
Dϕ coincides with the union of the tangent bundles of the graphs of the lifts
φ. For each point p ∈ V × ∐i V ′i , the fiber (Dϕ)p at p is the union of
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some subspaces (Ep,j)j of (TV ×
∐
i TV
′
i )p. We assume that this decompo-
sition is irredundant, that is, there does not exist two indices i 6= j such that
Ep,i ⊂ Ep,j . Each Ep,j defines a point of the union of the Grassmann bundles
G(TV ×∐i TV ′i ) = ∐kGk(TV ×∐i TV ′i ) of TV ×∐i TV ′i over all dimensions.
Let G(Dϕ) be the union of these points. By assumption, G(Dϕ) coincides with
the disjoint union of the closed submanifolds defined by the graphs of the lifts
φ. Hence the lifts φ are uniquely determined by the connected components of
the submanifold G(Dϕ) of G(TV ×∐i TV ′i ).
Definition 4.72. Let (V, E) and (V ′i, E ′i) be orbibundle charts. A multi-valued
partial submersion (ϕ, ϕˆ) : (V, E)→∐i(V ′i, E ′i) is a pair of smooth multi-valued
partial maps ϕ : V → ∐i V ′i and ϕˆ : E → ∐i E ′i such that there is a one-to-one
correspondence between their lifts {φ} and {φˆ}, and each pair (φ, φˆ) is a bundle
map (D(φ), E|D(φ)) →
∐
i(V
′
i , E
′
i) which satisfies the following conditions: The
underlying map φ : D(φ) → ∐i V ′i is a submersion, and the restriction of φˆ to
each fiber is an isomorphism. We call each pair (φ, φˆ) a lift of (ϕ, ϕˆ).
We do not define the composition of two arbitrary multi-valued partial sub-
mersions. Instead, we define the following compatible system.
Definition 4.73. Let (Va, Ea)a∈A be a finite family of orbibundle charts whose
index set A has a partial order. For each pair a, b ∈ A such that a > b, let
(ϕb,a, ϕˆb,a) : (Va, Ea) → (Vb, Eb) be a multi-valued partial submersion. We say
((Va, Ea)a∈A, (ϕb,a, ϕˆb,a)a>b∈A) is a compatible system of multi-valued partial
submersions if the following hold.
• For any a ∈ A, ∐b<a(ϕb,a, ϕˆb,a) : (Va, Ea) → ∐b<a(Vb, Eb) is also a
multi-valued partial submersion. This means that the condition of clean
intersection of the domains of the lifts {D(φ) ⊂ V a} holds not only inde-
pendently for each b < a but also for the union over all b < a.
• For any lifts (φb1,a1 , φˆb1,a1 ) and (φb2,a2 , φˆb2,a2 ) of (ϕb1,a1 , ϕˆb1,a1 ) and (ϕb1,a1 , ϕˆb1,a1 )
respectively, if D(φb1,a1 )∩D(φb2,a2 ) 6= ∅, then there exists some c ∈ A such
that c ≤ b1, b2 and some lifts (φc,b11 , φˆc,b11 ), (φc,b22 , φˆc,b22 ) and (φc,a, φˆc,a) of
(ϕc,b11 , ϕˆ
c,b1
1 ), (ϕ
c,b2
2 , ϕˆ
c,b2
2 ) and (ϕ
c,a, ϕˆc,a) respectively which satisfy the
following conditions:
D(φb1,a1 ) ∩ D(φb2,a2 ) = D(φc,b11 ◦ φb1,a1 ) = D(φc,b22 ◦ φb2,a2 ) = D(φc,a),
and
(φc,b11 , φˆ
c,b1
1 ) ◦ (φb1,a1 φˆb1,a1 ) = (φc,b22 , φˆc,b22 ) ◦ (φb2,a2 , φˆb2,a2 ) = (φc,a, φˆc,a).
(If c = b1, then we read (ϕ
c,b1
1 , ϕˆ
c,b1
1 ) as the identity map. Hence its lift is
an element of the automorphism group GV c .)
Definition 4.74. Let (V, E) and (V ′, E ′) be orbibundles. A multi-valued partial
submersion (ϕ, ϕˆ) : (V, E)→ (V ′, E ′) is a pair of closed subsets ϕ ⊂ V × V ′ and
ϕˆ ⊂ E × E ′ which satisfies the following conditions.
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• For any point x ∈ V, ϕ(x) ⊂ V ′ consists of finite points, where ϕ(x) is
defined by ϕ ∩ ({x} × V ′) = {x} × ϕ(x).
• For any point x ∈ V such that ϕ(x) 6= ∅, let (V ′i, E ′i) be a finite family
of disjoint orbibundle charts of (V ′, E ′) which covers ϕ(x). Then there
exists some orbibundle chart (Vx, Ex) of a neighborhood of x ∈ V such
that (V ′i, E ′i) covers ϕ(Vx) and (ϕ ∩ (Vx ×
∐
i V ′i), ϕˆ ∩ (Ex ×
∐
i E ′i)) is a
multi-valued partial submersion from (Vx, Ex) to
∐
i(V ′i, E ′i).
Note that for any compact subset K ⊂ V, ϕ(K) = {x′ ∈ V ′; (x, x′) ∈
ϕ for some x ∈ K} ⊂ V ′ is compact. This is because in Definition 4.70, we
assumed that D(φ) is closed for each lift φ.
Definition 4.75. Let (Va, Ea)a∈A be a finite family of orbibundles whose in-
dex set A has a partial order. For each pair a, b ∈ A such that a > b, let
(ϕb,a, ϕˆb,a) : (Va, Ea) → (Vb, Eb) be a multi-valued partial submersion. We say
((Va, Ea)a∈A, (ϕb,a, ϕˆb,a)a>b∈A) is a compatible system of multi-valued partial
submersions if the following holds.
• For any a > b > c ∈ A, ϕc,b ◦ ϕb,a ⊂ ϕc,a and ϕˆc,b ◦ ϕˆb,a ⊂ ϕˆc,a.
• For each point x0 ∈ Va0 , we define a partial order of
⋃
a≤a0 ϕ
a,a0(x0) as fol-
lows. For x ∈ ϕa,a0(x0) and y ∈ ϕb,a0(x0), x > y if a > b and y ∈ ϕb,a(x).
Then for each x ∈ ϕa,a0(x0), there exists an orbibundle chart (Vx, Ex) of
a neighborhood of x ∈ Va such that the restrictions of (ϕb,a, ϕˆb,a) define
multi-valued partial submersions (ϕy,x, ϕˆy,x) : (Vx, Ex)→ (Vy, Ey) for all
pairs x > y ∈ ⋃a≤a0 ϕa,a0(x0), and
((Vx, Ex)x∈⋃a≤a0 ϕa,a0 (x0), (ϕy,x, ϕˆy,x)x>y∈⋃a≤a0 ϕa,a0 (x0))
is a compatible system of multi-valued partial submersions in the sense of
Definition 4.73. (Vx may depend on x0.)
We also define (ϕ, ϕˆ)-relation of grouped multisections for a multi-valued
partial submersion (ϕ, ϕˆ) between orbibundles. The definition is the same as
Definition 4.28. For a compatible system of multi-valued partial submersions
((Va, Ea)a∈A, (ϕb,a, ϕˆb,a)a>b∈A), we also always assume the compatibility con-
dition similar to Definition 4.29. The proof of the following lemma is straight-
forward.
Lemma 4.76. Let ((Va, Ea)a∈A, (ϕb,a, ϕˆb,a)a>b∈A) be a compatible system of
multi-valued partial submersions. Let a0 ∈ A be an arbitrary index and assume
that grouped multisections a of (Va, Ea) are given for a < a0. We also assume
that a and b are (ϕ
b,a, ϕˆb,a)-related for a > b ∈ A such that a < a0. Then we
can construct a grouped multisection a0 of (Va0 , Ea0) which is (ϕa,a0 , ϕˆa,a0)-
related to a for all a < a0.
Definition 4.77. Let Xk (k = 1, 2) be two pre-Kuranishi spaces with pre-
Kuranishi structures (X˜k, µk, (Wkx , Ekx , skx, ψ˜kx), (ϕkx,y, ϕˆkx,y)). A multi-valued par-
tial submersion f = (f, f˜ , (Wfx̂|x, ϕfx̂,x, ϕˆfx̂,x)) from X1 to X2 consists of the
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following. f ⊂ X1 × X2 and f˜ ⊂ X˜1 × X˜2 are closed subsets such that
(µ1 × µ2)(f˜) = f . For each (x, x̂) ∈ f˜ , Wfx̂|x b W2x̂ is an open neighborhood
of (ψ˜2x̂)
−1(x̂), and (ϕfx̂,x, ϕˆ
f
x̂,x) : (W1x, E1x) → (Wfx̂|x, E2x̂ |Wf
x̂|x
) is a multi-valued
partial submersion. We impose the following conditions on them:
(1)MP For any (p, q) ∈ f and p˜ ∈ (µ1)−1(p), there exists a unique q˜ ∈ (µ2)−1(q)
such that (p˜, q˜) ∈ f˜ . Furthermore, this defines an isomorphism
f˜ |(µ1)−1(p)×(µ2)−1(q) : (µ1)−1(p) ∼= (µ2)−1(q)
between partially ordered sets.
(2)MP For any compact subset K ⊂ X˜2, f˜ ∩ (X˜1 ×K) is compact.
(3)MP For any x ∈ X˜1, closed subsets {ψ2x̂((s2x̂)−1(0) ∩ Wfx̂|x) ⊂ X2; x̂ ∈ f˜(x)}
are disjoint.
(4)MP For any (x, x̂) ∈ f˜ , s2x̂ ◦ ϕfx̂,x = ϕˆfx̂,x ◦ s1x as a subset of W1x × E2x̂ |Wf
x̂|x
.
Furthermore, for any x ∈ X˜1, ∐x̂∈f˜(x)(ψ˜2x̂ ◦ ϕfx̂,x) = f˜ ◦ ψ˜1x as a subset of
(s1x)
−1(0)× X˜2.
(5)MP For any x ∈ X˜1 and (y, ŷ) ∈ f˜ such that x D y, define f˜(x)(y,ŷ) = {x̂ ∈
f˜(x); qx̂ ≥ qŷ for some q ∈ ψx̂((s2x̂)−1(0) ∩Wfx̂|x) ∩ ψŷ((s2ŷ)−1(0) ∩Wfŷ|y)}.
Then the following conditions hold:
• ϕfŷ,y(W1x,y) is contained in
⋃
x̂∈f˜(x)(y,ŷ)(ϕ
2
x̂,ŷ)
−1(Wfx̂|x). Furthermore,
{ϕfŷ,y(W1x,y) ∩ (ϕ2x̂,ŷ)−1(Wfx̂|x); x̂ ∈ f˜(x)(y,ŷ)} are disjoint.
• For any x̂ ∈ f˜(x)(y,ŷ),
(ϕfx̂,x, ϕˆ
f
x̂,x) ◦ (ϕ1x,y, ϕˆ1x,y) = (ϕ2x̂,ŷ, ϕˆ2x̂,ŷ) ◦ (ϕfŷ,y, ϕˆfŷ,y) (29)
as pairs of smooth multi-valued partial maps from (W1x,y, E1y |W1x,y ) to
(Wfx̂|x, E2x̂ |Wf
x̂|x
).
In relation to Condition (2)MP, we note that for a compact subset K ⊂ X˜1,
f˜ ∩ (K × X˜2) is compact. This is because each ϕfx̂,x maps compact sets to
compact sets as we noted above. It implies that for any closed subset A ⊂
X˜2, f˜−1(A) = {x ∈ X˜1; (x, x̂) ∈ f˜ for some x̂ ∈ A} ⊂ X˜1 is also closed. In
particular, f˜−1(X˜2) ⊂ X˜1 is closed.
Definition 4.78. Let (x1,V1x1)x1∈P 1 and (x2,V2x2)x2∈P 2 be weakly good coor-
dinate systems of pre-Kuranishi spaces X1 and X2 respectively. We say these
are compatible with respect to the multi-valued partial submersion f if they
satisfy the following conditions:
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(1)CW The meet-semilattice covers Yi = ⋃xi∈P i ψ˜ixi((sixi)−1(0) ∩ Vixi)) (i = 1, 2)
satisfy f˜(Y1) ⊂ Y2. (f˜(Y1) ⊂ X˜2 is defined by f˜(Y1) = {x̂ ∈ X˜2; (x, x̂) ∈
f˜ for some x ∈ Y1}.)
(2)CW For any x1 ∈ P 1, if ψ˜1x1((s1x1)−1(0) ∩ V1x1) ∩ f˜−1(X˜2) 6= ∅, then x1 ∈
f˜−1(Y2) and f˜(x1) ⊂ Y2. Furthermore, for any y1, x1 ∈ P 1 such that
y1 /∈ f˜−1(Y2) and x1 ∈ f˜−1(Y2), if there exists some p ∈ ψ1x1((s1x1)−1(0)∩V1x1)∩ψ1y1((s1y1)−1(0)∩V1y1) such that py1 ≤ px1 , then ϕ1x1,y1(V1x1,y1) ⊂ V1x1
does not intersect with the domain of ϕfx̂1,x1 for any x̂1 ∈ f˜(x1).
(3)CW For any x1 ∈ P 1, x̂1 ∈ X˜2 and x2 ∈ P 2, if (x1, x̂1) ∈ f˜ and x̂1 ∈
ψ˜2x2((s
2
x2)
−1(0) ∩ V2x2)), then ϕfx̂1,x1(V1x1) ⊂ (ϕ2x2,x̂1)−1(V2x2).
(4)CW For any y1, x1 ∈ P 1 and y2, x2 ∈ P 2, if there exist some p ∈ ψx1((s1x1)−1(0)∩V1x1) ∩ ψy1((s1y1)−1(0) ∩ V1y1) such that px1 ≥ py1 , then the following
holds for any ŷ1 ∈ f˜(y1) ∩ ψ˜2y2((s2y2)−1(0) ∩ V2y2) and x̂1 ∈ f˜(x1)(y,ŷ) ∩
ψ˜2x2((s
2
x2)
−1(0) ∩ V2x2).
ϕfŷ1,y1(V1x1,y1) ∩ (ϕ2x̂1,ŷ1)−1(W
f
x̂1|x1) ⊂ W2x2,x̂1,ŷ1 ∩W2x2,y2,ŷ1
Definition 4.79. Let (x1,V1x1)x1∈P 1 and (x2,V2x2)x2∈P 2 be weakly good coor-
dinate systems of pre-Kuranishi spaces X1 and X2 respectively which are com-
patible with respect to the multi-valued partial submersion f . Let (1x1)x1∈P 1
and (2x2)x2∈P 2 be grouped multisections of (x1,V1x1)x1∈P 1 and (x2,V2x2)x2∈P 2
respectively. We say these grouped multisections are compatible with respect
to f if for any x1 ∈ P 1, x̂1 ∈ X˜2 and x2 ∈ P 2 such that (x1, x̂1) ∈ f˜
and x̂1 ∈ ψ˜2x2((s2x2)−1(0) ∩ V2x2)), x1 and x2 are (ϕ2x2,x̂1 ◦ ϕ
f
x̂1,x1
, ϕˆ2x2,x̂1 ◦
ϕˆfx̂1,x1)-related. (Note that the triple (x1, x̂1, x2) is that in Condition (3)
CW.
Hence (ϕ2x2,x̂1 ◦ϕ
f
x̂1,x1
, ϕˆ2x2,x̂1 ◦ ϕˆ
f
x̂1,x1
) is a multi-valued partial submersion from
(V1x1 , E1x1 |V1x1 ) to (V
2
x2 , E2x2 |V2x2 ).)
For a single multi-valued partial submersion f , in general, we cannot con-
struct a weakly good coordinate system (x1,V1x1)x1∈P 1 ofX1 which is compatible
with a given weakly good coordinate system (x2,V2x2)x2∈P 2 of X2. Similarly,
even if (x1,V1x1)x1∈P 1 and (x2,V2x2)x2∈P 2 are compatible weakly good coordinate
systems of X1 and X2 respectively, we cannot construct a grouped multisection
(1x1)x1∈P 1 of (x1,V1x1)x1∈P 1 which is compatible with a given grouped multisec-
tion (2x2)x2∈P 2 of (x2,V2x2)x2∈P 2 . What we can say in general is the following.
Lemma 4.80. Assume that (x1,V1x1)x1∈P 1 and (x2,V2x2)x2∈P 2 are compatible
weakly good coordinate systems of X1 and X2, and let (2x2)x2∈P 2 be a grouped
multisection of (x2,V2x2)x2∈P 2 . For any x1 ∈ P 1, x̂1 ∈ X˜2 such that (x1, x̂1) ∈ f˜ ,
let P 2(x̂1) ⊂ P 2 be the set of points x2 ∈ P 2 such that x̂1 ∈ ψ˜2x2((s2x2)−1(0) ∩
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V2x2)). For each x2 ∈ P 2(x̂1), let (ϕ2x2,x̂1)∗2x2 be the pull back of 2x2 by
(ϕ2x2,x̂1 , ϕˆ
2
x2,x̂1
)|(ϕ2
x2,x̂1
)−1(V2x2 )
: ((ϕ2x2,x̂1)
−1(V2x2), E2x̂1 |(ϕ2x2,x̂1 )−1(V2x2 ))→ (V
2
x2 , E2x2 |V2x2 ).
Then its restriction to a neighborhood of ϕfx̂1,x1(V1x1) does not depend on x2 ∈
P 2(x̂1). More precisely, their restrictions to⋂
x2,y2∈P 2(x̂1)
W2x2,y2,x̂1 ∩
⋂
x2∈P 2(x̂1)
(ϕ2x2,x̂1)
−1(V2x2)
coincides.
Proof. First note that Condition (4)CW for y1 = x1, ŷ1 = x̂1 and y2, x2 ∈ P 2(x̂1)
implies that ϕfx̂1,x1(V1x1) ⊂
⋂
x2,y2∈P 2(x̂1)W2x2,y2,x̂1 . Hence the claim follows from
(ϕ2x2,y2 , ϕˆ
2
x2,y2)-relation of (
2
x2)x2∈P 2 .
Definition 4.81. Let (Xα)α∈A be finite number of pre-Kuranishi spaces, and
assume that its index set A has a partial order. For each pair α, β ∈ A such
that α > β, let fβ,α = (fβ,α, f˜β,α, (ϕf
β,α
x2,x1 , ϕˆ
fβ,α
x2,x1)) be a multi-valued partial
submersion from Xα to Xβ . We say ((Xα)α∈A, (fβ,α)α>β) is a compatible
system of multi-valued partial submersions if it satisfies the following conditions:
• For any triple α > β > γ ∈ A, fγ,β ◦ fβ,α ⊂ fγ,α as a subset of Xα ×Xγ
and f˜γ,β ◦ f˜β,α ⊂ f˜γ,α as a subset of X˜α × X˜γ .
• For each x0 ∈ X˜α0 , we define a partial order of
⋃
α<α0
f˜α,α0(x0) as follows.
For x ∈ f˜α,α0(x0) and y ∈ fβ,α0(x0), x > y if α > β and y ∈ f˜β,α(x).
Then
(ϕf
β,α
y,x , ϕˆ
fβ,α
y,x ) : (Wαx , Eαx )→ (Wf
β,α
y|x , Eβ |Wfβ,α
y|x
) ↪→ (Wβy , Eβy )
for x ∈ f˜α,α0(x0) and y ∈ f˜β,α0(x0) such that x > y in
⋃
α<α0
f˜α,α0(x0)
constitute a compatible system of multi-valued partial submersions in the
sense of Definition 4.75.
Note that the above condition implies that
⋃
α<α0
f˜α,α0(x0) with the above
partial order has a unique minimum for each x0 ∈ X˜α0 .
Definition 4.82. Let ((Xα)α∈A, (fβ,α)α>β) be a compatible system of multi-
valued partial submersions, and let (xα,Vαxα)xα∈Pα be a weakly good coordi-
nate system of Xα for each α ∈ A. We say these weakly good coordinate
systems (xα,Vαxα)xα∈Pα are compatible if for any α > β ∈ A, (xα,Vαxα)xα∈Pα
and (xβ ,Vβxβ )xβ∈Pβ are compatible with respect to fβ,α.
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For a compatible system of multi-valued partial submersions ((Xα)α∈A,
(fβ,α)α>β), we can construct a compatible family of weakly good coordinate
systems (xα,Vαxα)xα∈Pα of Xα for all α ∈ A as follows. First we claim that we
can construct meet-semilattice covers Yα ⊂ X˜α of Xα for all α ∈ A such that
Yα ∩ (f˜β,α)−1(X˜β) = (f˜β,α)−1(Yβ) (30)
for all pairs α, β ∈ A such that α > β.
First we note that if (30) is satisfied for pairs α > β ∈ A such that α < α0,
then f˜α,α0(x0) ⊂ Yα for any x0 ∈ (f˜α,α0)−1(Yα). This is proved as fol-
lows. x0 ∈ (f˜α,α0)−1(Yα) implies that (x0, x) ∈ f˜α,α0 for some x ∈ Yα.
Let xmin ∈ f˜α1,α0(x0) be the unique minimum of
⋃
α<α0
f˜α,α0(x0). Then
{xmin} = f˜α1,α(x), which implies
x ∈ Yα ∩ (f˜α1,α)−1(X˜α1) = (f˜α1,α)−1(Yα1).
Since f˜α1,α(x) = {xmin} consists of one point, this implies that xmin ∈ Yα1 .
Since any point x′ ∈ f˜α,α0(x0) satisfies (x′, xmin) ∈ f˜α1,α, this implies that
x′ ∈ (f˜α1,α)−1(Yα1) ⊂ Yα. Hence f˜α,α0(x0) ⊂ Yα for any x0 ∈ (f˜α,α0)−1(Yα).
We also note that this implies that (f˜α,α0)−1(Yα) is open in the relative
topology of (f˜α,α0)−1(X˜α).
We can construct such meet-semilattice covers by the same argument as the
proof of Lemma 4.54. Namely, we can extend
⋃
β<α(f˜
β,α)−1(Yβ) ⊂ X˜α to the
cover of Xα by the induction in α ∈ A.
Similarly, we can construct decreasing sequences of meet-semilattice covers
Yαk ⊂ X˜α (α ∈ A, k ≥ 1) such that Yαk+1 b Yαk and
Yαk ∩ (f˜β,α)−1(X˜β) = (f˜β,α)−1(Yβk )
for k ≥ 1 and all pairs α, β ∈ A such that α > β. (This is because Condition
(2)MP implies that (f˜β,α)−1(Yβk+1) b (f˜β,α)−1(Yβk ).)
We attach an integer kα ≥ 1 for each α ∈ A so that kα > kβ if α > β.
Then by the induction in α ∈ A, we can construct a compatible family of
weakly good coordinate systems (xα,Vαxα)xα∈Pα of Xα for α ∈ A such that
Yαkα+1 b
⋃
xα∈Pα ψ˜xα((s
α
xα)
−1(0) ∩ Vαxα) ⊂ Yαkα . (We can apply the argu-
ment of Lemma 4.43. Only non-trivial condition is Condition (1)CW, but
it is satisfied if we construct (xα,Vαxα)xα∈Pα inductively so that they satisfy
Yαkα+1 b
⋃
xα∈Pα ψ˜xα((s
α
xα)
−1(0) ∩ Vαxα) ⊂ Yαkα for all α ∈ A. The other con-
ditions hold if each Vαxα is sufficiently small and each Vαxα is a sufficiently small
neighborhood of (sαxα)
−1(0) ∩ Vαxα .)
Definition 4.83. Let ((Xα)α∈A, (fβ,α)α>β) be a compatible system of multi-
valued partial submersions, and let (xα,Vαxα)xα∈Pα be a compatible family of
weakly good coordinate systems of Xα for α ∈ A. For each α ∈ A, let
(αxα)xα∈Pα be a grouped multisection of (xα,Vαxα)xα∈Pα . We say these grouped
multisections are compatible if for any α > β ∈ A, (αxα)xα∈Pα and (βxβ )xβ∈Pβ
are compatible with respect to fβ,α.
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Proposition 4.84. Let ((Xα)α∈A, (fβ,α)α>β) be a compatible system of multi-
valued partial submersions, and let (xα,Vαxα)xα∈Pα be a compatible family of
weakly good coordinate systems of Xα for α ∈ A. Let α0 ∈ A be an arbitrary in-
dex and assume that a compatible family of grouped multisections (αxα)xα∈Pα for
α < α0 are given. Then we can construct a grouped multisection (
α0
xα0
)xα0∈Pα0
of (xα0 ,Vα0xα0 )xα0∈Pα0 which is compatible with (αxα)xα∈Pα (α < α0).
Proof. We saw in Lemma 4.80 that for any xα0 ∈ Pα0 and x̂(α,k)α0 ∈ X˜α such
that (xα0 , x̂
(α,k)
α0 ) ∈ f˜α,α0 , the pull back (ϕαx(α,k),x̂(α,k)α0 )
∗αx(α,k) does not depend
on x(α,k) ∈ Pα(x̂(α,k)α0 ) on some neighborhood Ux̂(α,k)α0 |xα0 of ϕ
fα,α0
x̂
(α,k)
α0
,xα0
(Vα0xα0 ).
Shrinking U
x̂
(α,k)
α0
|xα0
if necessary, we may assume that
ϕf
β,α
x̂
(β,k′)
α0
,x̂
(α,k)
α0
(U
x̂
(α,k)
α0
|xα0
) ⊂ U
x̂
(β,k′)
α0
|xα0
for (x̂
(α,k)
α0 , x̂
(β,k′)
α0 ) ∈ f˜β,α. Define a partial order of
⋃
α≤α0 f˜
α,α0(xα0) by the
condition that x̂
(α,k)
α0 > x̂
(β,k′)
α0 if (x̂
(α,k)
α0 , x̂
(β,k′)
α0 ) ∈ f˜β,α. Then
((U
x̂
(α,k)
α0
|xα0
)
x̂
(α,k)
α0
∈⋃α≤α0 f˜α,α0 (xα0 ), (ϕf
β,α
x̂
(β,k′)
α0
,x̂
(α,k)
α0
, ϕˆf
β,α
x̂
(β,k′)
α0
,x̂
(α,k)
α0
)
x̂
(α,k)
α0
>x̂
(β,k′)
α0
)
is a compatible system of multi-valued partial submersions in the sense of Def-
inition 4.75, where Uxα0 |xα0 = Vα0xα0 . We claim that (ϕαx(α,k),x̂(α,k)α0 )
∗αx(α,k) are
compatible with respect to this system. This implies that using Lemma 4.76
and 4.30, we can construct a compatible grouped multisection (α0xα0 )xα0∈Pα0 of
(xα0 ,Vα0xα0 )xα0∈Pα0 .
The above claim is proved as follows. For any x̂
(α,k)
α0 , x̂
(β,k′)
α0 ∈
⋃
α≤α0 f˜
α,α0(xα0)
such that (x̂
(α,k)
α0 , x̂
(β,k′)
α0 ) ∈ f˜β,α and any x(α,k) ∈ Pα(x̂(α,k)α0 ), there exists some
x̂
(β,k′)
(α,k) ∈ f˜β,α(x(α,k)) such that
x̂(β,k
′)
α0 ∈ ψ˜βx̂(β,k′)
(α,k)
((
sβ
x̂
(β,k′)
(α,k)
)−1
(0) ∩ ϕfβ,α
x̂
(β,k′)
(α,k)
,x(α,k)
(Vαx(α,k))
)
. (31)
This is because Condition (4)MP for fβ,α implies∐
x̂
(β,k′)
(α,k)
∈f˜β,α(x(α,k))
(ψ˜β
x̂
(β,k′)
(α,k)
◦ ϕfβ,α
x̂
(β,k′)
(α,k)
,x(α,k)
) = f˜β,α ◦ ψ˜αx(α,k)
and ψ˜αx(α,k)((s
α
x(α,k)
)−1(0) ∩ Vαx(α,k)) contains x̂
(α,k)
α0 . Note that (31) and Condi-
tion (3)CW for fβ,α imply P β(x̂
(β,k′)
(α,k) ) ⊂ P β(x̂(β,k
′)
α0 ). Choose one point x(β,k′) ∈
P β(x̂
(β,k′)
(α,k) ). It is enough to prove that (ϕ
α
x(α,k),x̂
(α,k)
α0
)∗αx(α,k) on Ux̂(α,k)α0 |xα0 and
(ϕβ
x(β,k′),x̂
(β,k′)
α0
)∗βx(β,k′) on Ux̂(β,k′)α0 |xα0 are (ϕ
fβ,α
x̂
(β,k′)
α0
,x̂
(α,k)
α0
, ϕˆf
β,α
x̂
(β,k′)
α0
,x̂
(α,k)
α0
)-related,
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and this follows from the assumption that αx(α,k) and 
β
x(β,k′) are (ϕ
β
x(β,k′),x̂
(β,k′)
(α,k)
◦
ϕf
β,α
x̂
(β,k′)
(α,k)
,x(α,k)
, ϕˆβ
x(β,k′),x̂
(β,k′)
(α,k)
◦ ϕˆfβ,α
x̂
(β,k′)
(α,k)
,x(α,k)
)-related.
We can treat the case of the fiber products h−1(K) ⊂ X of pre-Kuranishi
spaces X with simplicial complexes K ⊂ W by strong smooth submersions
h = (hx)x∈X˜ and essential submersions between them. In this case, multi-valued
partial essential submersion is defined on a neighborhood of h−1(K) ⊂ X, and
we read the every compatibility conditions as the conditions on a neighborhood
of the fiber products. Then we can also apply the same argument in this case.
Remark 4.85. Since we need to assume that grouped multisections are suf-
ficiently small, we cannot treat an infinite family of pre-Kuranishi spaces as
a compatible family of multi-valued partial submersions. In application, we
usually construct invariants for finite subfamilies of pre-Kuranishi spaces and
construct the invariant of the infinite family as a limit. Hence it is enough to
assume that grouped multisections are sufficiently small for the construction of
the invariant of a fixed subfamily and the proof of its invariance.
4.5 Continuous family of multisections
First consider the following example. Let X be a 0-dimensional pre-Kuranishi
space and f = (fx)x∈X˜ be a strong smooth map from X to a manifold Y .
We want to construct a perturbed multisection of X such that the induced
perturbed multisection of (f × f)−1(∆Y ) ⊂ X ×X also satisfies the transversal
condition, but it is impossible unless the perturbed multisection do not take zero
or dimY = 0. To treat such a case, we use continuous family of multisections
and make the restriction of fx to every branch of the perturbed multisection
submersive.
Continuous family of multisection were used in [9] and [10]. We recall its
definition in our setting.
Definition 4.86. For an orbibundle chart (V, E), let D be a finite-dimensional
oriented open disk, and consider the pull back bundle p∗V E by the projection
pV : V × D → V . Let sω : V × D → p∗V E (ω ∈ Ω) be a family of smooth
sections indexed by a finite GV -set Ω such that s
gω = g∗sω for any ω ∈ Ω and
g ∈ GV . Let α be a top-dimensional form on D with compact support such
that
∫
D
α = 1. We call such a triple  = (D, (sω)ω∈Ω, α) a continuous family of
multisections of (V, E).
We also define the version of grouped multisection similarly as follows. A
continuous family of grouped multisections  = (Dj , (
ω)ω∈∐j Ωj , αj) of an or-
bibundle chart (V, E) consists of the following. (Dj)j=1,...,k are finite number
of finite dimensional oriented open disks, and for each j, sω : V × Dj → p∗V E
(ω ∈ Ωj) is a family of smooth sections. Each αj is a top-dimensional form
αj on Dj with compact support which satisfies
∫
Dj
αj = 1. We assume that
there is an GV -action on
∐
1≤j≤k Ωj which preserves the decomposition and
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assume that if g ∈ GV maps Ωj to Ωj′ , then Dj = Dj′ and αj = αj′ . We also
assume that the smooth sections satisfy sgω = (g × 1Dj )∗sω for any ω ∈ Ωj
and g ∈ GV . For each j, we define j = (Dj , (ω)ω∈Ωj , αj) and also denote the
family of grouped multisections by  = {j}.
We define the support of each j by supp(j) =
⋃
j∈Ωj pV (supp(
ω)) ⊂ V .
For a connected open subset U ⊂ V, the restriction of a family of grouped
multisections  = (Dj , (
ω)ω∈∐j Ωj , αj) of (V, E) to (U , E|U ) is defined by
|U = ((Dj)j∈IU , (ω|U×Dj )ω∈∐j∈IU Ωj , (αj)j∈IU ),
where IU = {j; supp(j) ∩ U 6= ∅}. We can similarly define (ϕ, ϕˆ)-relation of
continuous families of grouped multisections for an embedding (ϕ, ϕˆ) between
orbibundle charts, and pull back of a continuous family of grouped multisections
by a submersion.
For a smooth section s and a continuous family of grouped multisections
 = (Dj , (
ω)ω∈∐j Ωj , αj) of an oribibundle chart, we define their sum by the
continuous family of multisections
s+  =
(∏
j
Dj ,
(
s+
∑
j
ωj
)
(ωj)∈
∏
j Ωj
, α1 ∧ · · · ∧ αk
)
.
Let f = (fx)x∈X˜ be a strong smooth map from a pre-Kuranishi space X to
a manifold Y such that each fx : Vx → Y is submersive. Then for a weakly
good coordinate system (x,Vx)x∈P of X, similarly to Lemma 4.45, shrinking
Vx slightly if necessary, we can construct a continuous family of grouped multi-
sections  = (x)x∈P for (x,Vx)x∈P which satisfies the following transversality
condition: For any orbibundle chart (V, E) in (Vx, Ex), every branch of the mul-
tisection s|V + x|V is transverse to the zero section, and the restriction of fx
to its zero set is submersive. Furthermore, the same holds for the restriction to
the corners of V .
For a continuous family of perturbed multisections, it is not suitable to
represent the virtual fundamental chain as a singular chain. Instead, for strong
smooth maps f = (fx)x∈X˜ from X to a manifold Y and h = (hx)x∈X˜ from X
to a manifold Z, we represent the virtual fundamental chain as a linear map
(h! ◦ f∗)X : Ω(Y )→ Ω(Z). This map is defined as follows. As in the usual case,
we take a partition of unity (βx)x∈P subordinate to (x,Vx)x∈P , finite number
of orbibundle charts (Vτ , Eτ )τ∈Tx of (Vx, Ex) and smooth functions βτ : Vτ → R
with compact support such that βx =
∑
τ∈Tx βτ . Then for each differential form
θ ∈ Ω(Y ), (h! ◦ f∗)Xθ ∈ Ω(Z) is defined by
(h! ◦ f∗)Xθ
=
∑
x∈P
τ∈Tx
∑
(ωj)∈
∏
j Ωτ,j
(
hx|{s(ωj)τ =0}
)
!
(
βτ · (fx|Vτ )∗θ ∧ α1 ∧ · · · ∧ αk|{s(ωj)τ =0}
)
#GVτ ·
∏
j #Ωτ,j
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instead of Equation (24). In this equation, we define the orientation of the
fiber of hx|{s(ωj)τ =0} similarly to the usual case using the following orientation
of Vx ×
∏
j Dj . The orientation of Vx ×
∏
j Dj is defined by T (Vx ×
∏
j Dj) =
(−1)(
∑
j dimDj) rankExTVx ⊕
⊕
j TDj .
5 Construction of pre-Kuranishi structure
In this section, we explain the way to construct a pre-Kuranishi structure of
M̂ = M̂(Y, λ, J). This is the basis of the construction of pre-Kuranishi struc-
tures of other various spaces such as fiber products in Section 6.
First we explain the Banach spaces we use. Let Σ0 be the domain curve of
a holomorphic building (Σ0, z, u0) ∈ M̂, and let {µ} and {±∞i} be the indices
of its joint circles and limit circles respectively. Define positive constants δ0,µ
and δ0,±∞i by the minimal nonzero absolute value of eigenvalues of Aγµ and
Aγ±∞i respectively, where γµ and γ±∞i are the periodic orbits on the corre-
sponding imaginary circles of Σ. (See Definition 2.11 for the definition of the
operator Aγ for each periodic orbit γ.) For a sequence of positive constants
δ = ((δµ)µ, (δ±∞i)±∞i) such that δµ < δ0,µ and δ±∞i < δ0,±∞i , we use the
Banach spaces Lpδ(Σ) and W
1,p
δ (Σ) defined as follows. Fix some coordinate
([0,∞] ∪ [−∞, 0]) × S1 of a neighborhood Nµ of each joint circle S1µ of Σ, and
some coordinate [0,∞] × S1 or [−∞, 0] × S1 of a neighborhood N±∞i of each
limit circle S1±∞i , and fix a volume form of Σ such that its restriction to these
neighborhoods coincide with the usual Lebesgue measure ds ∧ dt. (On a neigh-
borhood D ∪ D of each nodal point, we use usual volume form of D.) Then
Lpδ-norm of ξ is defined by
||ξ||p
Lpδ
=
∫
Σ\(∐Nµunionsq∐N±∞i ) |ξ|
pvol +
∑
µ
∫
Nµ
|eδµ|s|ξ(s, t)|pds ∧ dt
+
∑
±∞i
∫
[0,∞]×S1
or
[−∞,0]×S1
|eδ±∞i |s|ξ(s, t)|pds ∧ dt
The Sobolev space W 1,pδ (Σ) is the space of continuous functions (or contin-
uous sections) ξ on Σ whose W 1,pδ -norms
||ξ||p
W 1,pδ
=
∫
Σ\(∐Nµunionsq∐N±∞i )(|ξ|
p + |∇ξ|p)vol
+
∑
µ
∫
Nµ
(|eδµ|s|ξ|p + |eδµ|s|∂sξ|p + |eδµ|s|∂tξ|p)ds ∧ dt
+
∑
±∞i
∫
[0,∞]×S1
or
[−∞,0]×S1
(|eδ±∞i |s|ξ|p + |eδ±∞i |s|∂sξ|p + |eδ±∞i |s|∂tξ|p)ds ∧ dt
are finite. For each holomorphic building (Σ, z, u0), W˜
1,p
δ (Σ, u
∗
0T Yˆ ) is the space
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of continuous sections ξ of u∗0T Yˆ = R⊕ (piY ◦ u0)∗TY such that
ξ = ξ0 +
∑
µ
βµvµ +
∑
±∞i
β±∞iv±∞i
for some ξ0 ∈ W 1,pδ (Σ, u∗0T Yˆ ), vµ ∈ KerAγµ and v±∞i ∈ KerAγ±∞i , where βµ
is a smooth function which is 1 on a neighborhood of µ-th joint circle and whose
support is contained in its slightly larger neighborhood for each µ, and β±∞i is
a smooth function which is 1 on a neighborhood of the limit circle S1±∞i and
whose support is contained in its slightly large neighborhood for each ±∞i. In
the above equation, we regard vµ as a section defined on ([0,∞]∪ [−∞, 0])×S1
by vµ(s, t) = vµ(t), where we fix a trivialization of u
∗
0T Yˆ on ([0,∞]∪ [−∞, 0])×
S1. The meaning of v±∞i is similar. The definition of W˜
1,p
δ (Σ, u
∗
0T Yˆ ) does
not depend on the choice of βµ and β±∞i . As a Banach space, we regard
W˜ 1,pδ (Σ, u
∗
0T Yˆ ) as a direct sum of W
1,p
δ (Σ, u
∗
0T Yˆ ), KerAγµ and KerAγ±∞i .
For a family of deformations of Σ, we need to use an appropriate family of
norms to obtain a uniform estimate. This family of norms are used only for the
construction of a Kuranishi neighborhood of a holomorphic building (Σ, z, u)
and we do not need to assume that the norm of a curve Σ′ as a deformation of
Σ coincides with that used for the construction of a Kuranishi neighborhood of
a holomorphic building whose domain curve is Σ′. Let Σ′ be a curve obtained
from Σ by replacing the neighborhood ([0,∞]∪ [−∞, 0])×S1 of S1µ by ([0, ρµ]∪
[−ρµ, 0])× S1 and the neighborhood D ∪D of each nodal point qν by {(x, y) ∈
D ×D;xy = ζν} for some (ρµ, ζν). Then the Lpδ-norm of Lpδ(Σ′) is defined by
||ξ||p
Lpδ
=
∫
Σ\(∐Nµunionsq∐N±∞i ) |ξ|
pvol +
∑
µ
∫
([0,ρµ]∪[−ρµ,0])×S1
|eδµ|s|ξ(s, t)|pds ∧ dt
+
∑
±∞i
∫
[0,∞]×S1
or
[−∞,0]×S1
|eδ±∞i |s|ξ(s, t)|pds ∧ dt,
where the volume form on {(x, y) ∈ D ×D;xy = ζν} is defined by
√−1
2 dx ∧ dx¯
on {|x| ≥ |y|} and
√−1
2 dy ∧ dy¯ on {|y| ≥ |x|}. The norm of W 1,pδ (Σ′) is defined
similarly. The norm of W˜ 1,pδ (Σ
′, u∗0T Yˆ ) is defined by
||ξ||
W˜ 1,pδ
= inf{||ξ0||W 1,pδ (Σ′) +
∑
µ
||vµ||KerAγµ +
∑
±∞i
||v±∞i ||KerAγ∞i ;
ξ = ξ0 +
∑
µ
βµvµ +
∑
±∞i
β±∞iv±∞i ,
ξ0 ∈W 1,pδ (Σ′, u∗0T Yˆ ), vµ ∈ KerAγµ , v±∞i ∈ KerAγ±∞i}.
In Section 5.1, we explain the construction of a Kuranishi neighborhood of
a point in M̂(Y, λ, J), assuming sufficient data including an additional vector
space are given. To construct a Kuranishi neighborhood by inverse function
theorem of Banach spaces, we need to prove the linearized gluing lemma, which
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is proved in Section 5.2. In Section 5.3, we prove the smoothness of Kura-
nishi neighborhood, and in Section 5.4, we consider the embedding of Kuranishi
neighborhoods and prove its smoothness. In Section 5.5, we consider the rela-
tion of the Kuranishi neighborhoods of M̂0 and M̂. Finally in Section 5.6, we
construct a global Kuranishi structure of M̂.
5.1 Construction of Kuranishi neighborhoods
First we explain a way to construct a Kuranishi neighborhood of a point p0 =
(Σ0, z, u0) ∈ M̂(Y, λ, J). The construction is based on the implicit function
theorem (or inverse function theorem) for Banach spaces of functions (or sections
of some vector bundles) on deformed curves of Σ0. Since the Banach space
changes if the domain curve changes, we need to apply the implicit function
theorem for each deformed curve. Using appropriate norms for these Banach
spaces, we can apply the implicit function theorem for them uniformly, and get a
Kuranishi neighborhood as an (at least) continuous fibration over the parameter
space of the deformation of the domain curve. We prove in Section 5.3 that this
fibration is actually smooth in some sense, and in Section 5.4, we prove the
smoothness of the embedding between two Kuranishi neighborhoods.
We fix an order z = (zi) of the marked points. As we have explained, to
define a Kuranishi neighborhood, we need an additional vector space which
makes the Fredholm map transverse to zero. Such an additional vector space is
given as the following data (p+0 , S, E
0, λ): (These are given in Section 5.6.)
• p+0 = (Σ0, z ∪ z+, u0) is a curve obtained by adding marked points on
the nontrivial components of Σ0. We assume all unstable components of
(Σ0, z∪z+) are trivial cylinders of p0. We assume thatG0 = Aut(Σ0, z, u0) :=
{g ∈ Aut(Σ0); g({zi}) = {zi}, u0 ◦ g = u0} preserves z+ as a set, that is,
G0 acts on z
+ = (z+i ) as a symmetric group.
• S ⊂ Y is a finite union of codimension-two submanifolds such that piY ◦u0
intersects with S at z+ transversely. (We do not assume the transversality
of the other intersections of piY ◦ u0 with S.) This will be used to kill the
excessive dimension of deformation due to the additional marked points
z+.
• Let (Σˆ0, z ∪ z+ ∪ (±∞i)) be the stabilization of (Σˇ0, z ∪ z+ ∪ (±∞i)),
and let (Pˆ → Xˆ, Z ∪ Z+ ∪ Z±∞i) be its local universal family. Since G0
acts on Σˆ0 preserving z, z
+ and {±∞i} as sets, it also acts on Pˆ by the
universal property of Pˆ . Then E0 is a finite dimensional G0-vector space
and λ : E0 → C∞(Pˆ × Y,∧0,1V ∗Pˆ ⊗ (R∂σ ⊕ TY )) is a G0-equivariant
linear map which satisfies the following conditions: (V ∗Pˆ is the dual of
the vertical tangent space V Pˆ ⊂ T Pˆ of Pˆ .)
– For each h ∈ E0, the projection of the support of λ(h) to Pˆ does not
intersect with the nodal points of Pˆ or Z±∞i .
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Figure 5: (Σ0, z ∪ z+)
Figure 6: (Σˇ0, z ∪ z+ ∪ (±∞i))
Figure 7: (Σˆ0, z ∪ z+ ∪ (±∞i))
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– Let E0 → C∞(Σ0×Y,
∧0,1
T ∗Σ0⊗ (R∂σ⊕TY )) be the pullback of λ
by the composition of the blowing down Σ0 → Σˇ0 and the forgetful
map (Σˇ0, z∪z+)
∼=→ (Pˆ0, Z(0)∪Z+(0)). This pull back is also denoted
by λ. Then we assume that for a sufficiently small δ > 0, the linear
map
D+p0 : W˜
1,p
δ (Σ0, u
∗
0T Yˆ )⊕ E0
→ Lpδ(Σ0,
∧0,1
T ∗Σ0 ⊗ u∗0T Yˆ )⊕
⊕
limit circles
KerAγ±∞i /(R∂σ ⊕ RRλ)
⊕
⊕
zi
TpiY ◦u0(zi)Y
(ξ, h) 7→ (Dp0ξ(z) + λ(h)(z, piY ◦ u0(z)),∑
j
〈ξ|S1±∞i , η
±∞i
j 〉η±∞ij , piY ◦ ξ(zi))
is surjective, where Dp0 is the linearization of the equation of J-
holomorphic maps, that is,
Dp0ξ = ∇ξ + J(u0)∇ξj +∇ξJ(u0)du0j,
and {η±∞ij }j is an orthonormal basis of the orthogonal complement
of R∂σ ⊕ RRλ in KerAγ±∞i for each ±∞i.
The above data are given in the form which respects the R-translation in-
variance. However, to describe the Kuranishi neighborhood, we further need to
fix the following temporally data (z++, S′, Rˆi) which break the R-translation
invariance: (The Kuranishi neighborhood constructed finally does not depend
on these temporally data. See Section 5.4.)
• z++ = (z++i ) ⊂ Σ are additional marked points which make (Σ0, z ∪ z+ ∪
z++) stable. We assume G0-action preserves z
++ as a set.
• S′ ⊂ (R1 ∪ · · · ∪ Rk) × Y is a codimension-two submanifold such that u0
intersects with S′ at z++ transversely.
• For each 1 ≤ i ≤ k, let Rˆi = (Rˆi,l)1≤l≤mi be a family of holomorphic
sections Rˆi,l : Xˆ → Pˆ such that σi ◦ u0(Rˆi,l(0)) = 0, where σi is the
coordinate of Ri, and Rˆi is G0-invariant as a family. (G0 may permute
{Rˆi,l}l.) We assume Rˆi,l do not intersect with nodal points or Z±∞i . Let
(P˜ → X˜, Z∪Z+∪Z++) be the local universal family of (Σ0, z∪z+∪z++).
Then each Rˆi,l induces a section R˜i,l : X˜ → P˜ which makes following
diagram commutative.
P˜ Pˆ
X˜ Xˆ
forget
R˜i,l
forget
Rˆi,l
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These families R˜i,l are used to kill the R-translations by imposing the
conditions
∑
l σi ◦ u(R˜i,l) = 0. The fact that R˜i,l are induced by sections
Rˆi,l of Pˆ → Xˆ is important to define smooth embeddings in Section 5.4.
The pullback E0 → C∞(P˜ × Y,∧0,1V ∗P˜ ⊗ (R∂σ ⊕ TY )) of λ by P˜ → Pˆ is also
denoted by λ.
Using the above data, we construct a Kuranishi neighborhood of p0. First we
explain a convenient way to express curves close to p0. We separate the domain
Σ0 into several parts, namely, neighborhoods of nodal points, neighborhoods of
joint circles, neighborhood of limit circles and the rest.
The local universal family (P˜ → X˜, Z ∪ Z+ ∪ Z++) can be described as
follows. Let N0 ⊂ Σ0 be a neighborhood of nodal points and imaginary circles
such that
• N0 ∼=
∐
l0
(D ∪D) unionsq∐l1(D∪˜D) unionsq∐l2 D˜
• all marked points and R˜i(0) are contained in Σ0 \N0
• the support of λ(h) is also contained in Σ0 \N0 for each h ∈ E0.
Let J0 be a finite dimensional complex manifold which consists of holomor-
phic structures of Σˇ0 near the original one j0 such that the restriction of any
j ∈ J0 to N0 coincides with j0. If we choose an appropriate J0, then we
may regard X˜ as a neighborhood X˜ ⊂ J0 × Dl0 × D˜l1 of (j0, 0, (0, 0)), where
(ζν)
l0
ν=1 ∈ Dl0 are the parameters of deformation of the neighborhood of nodal
points, and (ζµ = ρ
2pi
µ e
2pi
√−1ϕµ , e2pi
√−1ϕµ)l1µ=1 ∈ D˜l1 are the parameters of
deformation of the neighborhood of joint circles. We sometimes denote the pa-
rameters (ζµ, e
2pi
√−1ϕµ) ∈ D˜ by (ρµ, ϕµ) ∈ [0, 1)× S1. More precisely, for each
a = (j, (ζν)1≤ν≤l0 , (ρµ, ϕµ)1≤µ≤l1) ∈ X˜, the fiber P˜a at a has the following form.
P˜a =(Σ0 \N0)
∪
l0∐
ν=1
{(x, y) ∈ D ×D;xy = ζν}
∪
l1∐
µ=1
{((sx, tx), (sy, ty)) ∈ [−1,∞]× S1 × [−∞, 1]× S1;
sy − sx = log ρµ, ty − tx = ϕµ}
∪
∐
l−2
[−∞, 0]× S1 ∪
∐
l+2
[0,∞]× S1
(l±2 are the number of ±-limit circles respectively.) Namely, P˜a is obtained from
Σ by replacing the neighborhood D ∪D of the ν-th nodal point with {(x, y) ∈
D×D;xy = ζν}, and the neighborhood D∪˜D ∼= ([−1,∞]∪∞=−∞ [−∞, 1])×S1
of the µ-th joint circle with
N˜µa = {((sx, tx), (sy, ty)) ∈ [−1,∞]× S1 × [−∞, 1]× S1;
sy − sx = log ρµ, ty − tx = ϕµ}.
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The complex structure of P˜a is defined by j on Σ0 \ N0, and the usual com-
plex structure of the other parts. (The complex structure is defined on the
complement of the imaginary circles.) The sections of marked points Zi, Z
+
i ,
and Z++i are defined by the constant maps Zi ≡ zi, Z+i ≡ z+i and Z++i ≡ z++i
(∈ Σ0\N0). The above expression of P˜ can be easily obtained by the local struc-
ture of universal family of stable curves. (See [24] for example.) We identify
N˜µa with
([−1,− 12 log ρµ] ∪− 12 log ρµ= 12 log ρµ [
1
2 log ρµ, 1])× S1µ
by
[−1,− 12 log ρµ]× S1µ → N˜µa
(s, t) 7→ (sx, tx) = (s, t− 12χ(s)ϕµ) (32)
[ 12 log ρµ, 1]× S1µ → N˜µa
(s′, t′) 7→ (sy, ty) = (s, t+ 12χ(−s)ϕµ) (33)
where χ : R→ R≥0 is a smooth function such that χ|(−∞,−1] ≡ 0 and χ|[0,∞) ≡
1. Let jϕµ be the complex structure on ([−1,− 12 log ρµ] ∪ [ 12 log ρµ, 1]) × S1µ
defined by the pull back of the usual complex structure on N˜µa by the above
identification. We note that −jϕµ∂t = ∂s + 12ϕµχ′(s)∂t on [−1,− 12 log ρµ]×S1µ,
and −jϕµ∂t = ∂s + 12ϕµχ′(−s)∂t on [ 12 log ρµ, 1]×S1µ. Under this identification,
we define the Lpδ-norms of the function spaces of P˜a as we explained before this
section.
We use a parameter space X˚ which reflects the fact that the splitting of Yˆ
occurs simultaneously with the deformation of the domain curve. X˚ ⊂ X˜ ×∏
joint circles Rµ is a submanifold defined as follows. Let Mi be the set of joint
circles between the i-th floor and the (i + 1)-th floor. Then (a, (bµ)µ) ∈ X˜ ×∏
joint circles Rµ belongs to X˚ if −Lµ log ρµ + bµ ∈ (−∞,∞] is independent of
µ ∈ Mi for each i = 1, 2, . . . , k − 1, where Lµ is the period of γµ. This implies
in particular, whether ρµ = 0 or not is independent of µ ∈ Mi for each i, and
if ρµ 6= 0 then bµ is determined by a ∈ X˜ and one of bµ for each i. If we use
an appropriate smooth structure of X˜ (see Section 5.3), then X˚ is indeed a
smooth submanifold of X˜ ×∏joint circles Rµ. For each (a, b) ∈ X˚, we define an
equivalence relation ∼a,b of R1unionsqR2unionsq· · ·unionsqRk by identifying s ∈ Ri and s′ ∈ Ri+1
if ρµ 6= 0 and s−s′ = −Lµ log ρµ+bµ for some (and all) µ ∈Mi, and identifying
+∞ ∈ Ri and −∞ ∈ Ri+1 if ρµ = 0. Let 0i ∈ (R1 unionsqR2 unionsq · · · unionsqRk)/ ∼a,b be the
point corresponds to the zero in Ri. If µ ∈Mi and ρµ 6= 0, then bµ satisfies
0i+1 − 0i = −Lµ log ρµ + bµ.
If ρµ = 0, the maps u corresponding to the parameter bµ will be related to bµ
by
bµ = lim
s→∞(σ ◦ u|[0,∞)×S1µ(s, t)− (0i + Lµs))
− lim
s→−∞(σ ◦ u|(−∞,0]×S1µ(s, t)− (0i+1 + Lµs)). (34)
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We call bµ asymptotic parameters.
Remark 5.1. Before starting to construct a Kuranishi neighborhood, we calcu-
late the virtual dimension of the Kuranishi neighborhood of p0 = (Σ0, z, u0) ∈
M̂(Y, λ, J) and check that it coincides with the expected dimension. Readers
may skip this calculation since we do not use it for the construction of Kuranishi
neighborhood.
First, the dimension of the parameter space X˚ is dim X˚ = dim X˜ + (k − 1),
where k is the height of p0. For each (a, b) ∈ X˚, we regard the equation of
J-holomorphic curves as a Fredholm map, whose index coincides with that of
the linearization Dp0 : W˜
1,p
δ (Σ0, u
∗
0T Yˆ ) → Lpδ(Σ0,
∧0,1
T ∗Σ0 ⊗ u∗0T Yˆ ). Since
we need to kill the dimension of additional marked points z+ ∪ z++ and the
dimension (= k) corresponding to R-translations, the virtual dimension m of the
Kuranishi neighborhood (that is, dimV − dim E of the Kuranishi neighborhood
(V, E , s, ψ)) is
m = dim X˚ + indDp0 − 2(#z+ + #z++)− k
= (dim X˜ − 2(#z+ + #z++)) + indDp0 − 1.
Next we check the relation of the virtual dimension of p0 and those of its
parts. Assume that we can construct p0 from finite number of holomorphic
buildings pκ = (Σκ, zκ, uκ) and finite number of trivial cylinders by jointing pairs
of limit circles to joint circles and jointing pairs of marked points to nodal points.
(For example, let {pκ} be the restrictions of p0 to the irreducible components
Σα which are not trivial cylinders.) Let ltrivial be the number of trivial cylinders,
and let lnodal and ljoint be the number of new nodal points and new joint circles
respectively. It is easy to check that
(dim X˜ − 2(#z+ + #z++))
=
∑
κ
(dim X˜κ − 2(#z+κ + #z++κ ))− 2ltrivial + 2lnodal + 2ljoint.
The index of Dp0 and those of Dpκ are related by
indDp0 =
∑
κ
indDpκ + 2ltrivial −
∑
?
dim KerAγµ − 2nlnodal
where the sum ? is taken over new joint circles {S1µ} and each γµ is the periodic
orbit on S1µ. The term −dim KerAγµ in the above equation is due to the fact
that the Sobolev space W˜ 1,pδ (Σ0, u
∗
0T Yˆ ) contains one vector space KerAγµ for
each joint circle while the direct sum of the Sobolev spaces for {pκ} and limit
circles contains a pair of KerAγµ for each pair of limit circles. For simplicity,
assume Morse condition. Then the above equations imply
m−
∑
κ
mκ = #{κ} − 1 + (2− 2n)lnodal,
where each mκ is the virtual dimension of pκ. For example, this equation implies
that if we divide a holomoprhic building into two parts by a gap of floor, then
103
the virtual dimension of the entire holomorphic building is larger than the sum
of the virtual dimensions of the two by one. Similarly, the virtual dimension of
disjoint holomoprhic building is larger than the sum of the virtual dimensions of
its connected components. These coincide with the expected relations indeed.
Now for each (a, b) ∈ X˚, we construct an approximate solution ua,b : P˜a →
(R1unionsqR2unionsq· · ·unionsqRk)/ ∼a,b ×Y and a map Φa,b : u∗a,bT Yˆ → (R1unionsqR2unionsq· · ·unionsqRk)/ ∼a,b
×Y . They will satisfy the following conditions:
• ua,b|Σ0\N0 = u0|Σ0\N0
• The restriction of Φa,b to the zero section coincides with ua,b, that is,
Φa,b(z, 0) = ua,b(z) for all z ∈ P˜a.
• The vertical differential of Φa,b at the zero section is the identity map of
u∗a,bT Yˆ .
• The restriction of Φa,b on u∗0T Yˆ |Σ0\N0 does not depend on (a, b) ∈ X˚.
First we consider the neighborhood of ν-th nodal point. Let φν : B2n (0)→
R × Y be a coordinate centered at the image of the nodal point by u0. Define
vν0 : D ∪D → B2n (0) by
u0|(D∪D)ν (x, y) = φν(vν0 (x, y)).
For each (a, b) ∈ X˚, define a piecewise smooth map vνa,b : Nνa,b = {(x, y) ∈
D ×D;xy = ζν} → B2n (0) by
vνa,b(x, y) =

vν0 (
r−
√
|ζν |
1−
√
|ζν |
e
√−1θ, 0) if x = re
√−1θ and r ≥√|ζν |
vν0 (0,
r−
√
|ζν |
1−
√
|ζν |
e
√−1θ) if y = re
√−1θ and r ≥√|ζν | .
Define piecewise smooth maps ua,b : N
ν
a,b → Yˆ and Φa,b : Nνa,b × R2n → Yˆ by
ua,b(x, y) = φ
ν(vνa,b(x, y))
Φa,b(x, y, ξ) = φ
ν(vνa,b(x, y) + ξ).
We identify Nνa,b × R2n and u∗a,bT Yˆ |Nνa,b by the differential of Φa,b at the zero
section Nνa,b × {0}, and consider Φa,b as a map u∗a,bT Yˆ |Nνa,b → Yˆ .
Next we consider the neighborhood of µ-th joint circle. Define b0,leftµ , b
0,right
µ ,
b0µ ∈ R by
u0|[−1,∞)µ×S1(s, t) = (Lµs+ b0,leftµ , γµ(t)) + o(1)
u0|(−∞,+1]µ×S1(s, t) = (Lµs+ b0,rightµ , γµ(t)) + o(1)
b0µ = b
0,left
µ − b0,rightµ .
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Let φµ : B
mµ
 (0) → P be a coordinate centered at γµ ∈ P for each µ. We take
a family of open embeddings ψµt : B
mµ
 (0) × B2n−1−mµ(0) → Y (t ∈ S1) such
that ψµt (x, 0) = evtφ
µ(x) for all x ∈ Bmµ (0) as in Section 2.2. Define families
of open embeddings ψˆµ,lefts,t , ψˆ
µ,right
s,t : R × Bmµ (0) × B2n−1−mµ(0) → R × Y
((s, t) ∈ R× S1) by
ψˆµ,lefts,t (σ, (x, y)) = (Lµs+ b
0,left
µ + σ, ψ
µ
t (x, y))
ψˆµ,rights,t (σ, (x, y)) = (Lµs+ b
0,right
µ + σ, ψ
µ
t (x, y)).
Define smooth functions vµ,left0 : [−1,∞] × S1 → R × Bmµ (0) × B2n−1−mµ(0)
and vµ,right0 : [−∞,+1]× S1 → R×Bmµ (0)×B2n−1−mµ(0) by
u0|[−1,∞]µ×S1µ(s, t) = ψˆµ,lefts,t (vµ,left0 (s, t))
u0|[−∞,+1]µ×S1µ(s, t) = ψˆµ,rights,t (vµ,right0 (s, t)).
For each µ, fix a constant 0 < κµ < δ0,µ. (δ0,µ is the minimal nonzero
absolute value of eigenvalues of Aγµ .) Recall that we have identified N˜
µ
a with
([−1,− 12 log ρµ] ∪ [ 12 log ρµ, 1]) × S1µ by (32) and (33). For each (a, b) ∈ X˚
and µ, define vµ,lefta,b : [−1,− 12 log ρµ] × S1 → R × B
mµ
 (0) × B2n−1−mµ(0) and
vµ,righta,b : [
1
2 log ρµ, 1]× S1 → R×B
mµ
 (0)×B2n−1−mµ(0) by
vµ,lefta,b (s, t) =

vµ,left0 (s, t) if s ∈ [−1, 0]
vµ,left0
(
− 1
κµ
log
(
e−κµs − ρκµ/2µ
1− ρκµ/2µ
)
, t
)
if s ∈ [0,− 12 log ρµ]
,
vµ,righta,b (s, t) =

vµ,right0 (s, t) if s ∈ [0, 1]
vµ,right0
(
1
κµ
log
(
eκµs − ρκµ/2µ
1− ρκµ/2µ
)
, t
)
if s ∈ [ 12 log ρµ, 0]
.
Then piecewise smooth maps ua,b : ([−1,− 12 log ρµ]∪ [ 12 log ρµ, 1])×S1 → (Ri ∪
Ri+1)/ ∼a,b ×Y and Φa,b : ([−1,− 12 log ρµ] ∪ [ 12 log ρµ, 1]) × S1 × R2n → (Ri ∪
Ri+1)/ ∼a,b ×Y are defined by
ua,b(s, t) =

o 1
2χ(s)(bµ−b0µ) ◦ ψˆ
µ,left
s,t (v
µ,left
a,b (s, t)) ∈ Ri × Y
if s ∈ [−1,− 12 log ρµ]
o− 12χ(−s)(bµ−b0µ) ◦ ψˆ
µ,right
s,t (v
µ,right
a,b (s, t)) ∈ Ri+1 × Y
if s ∈ [ 12 log ρµ, 1]
and
Φa,b(s, t, ξ) =

o 1
2χ(s)(bµ−b0µ) ◦ ψˆ
µ,left
s,t (v
µ,left
a,b (s, t) + ξ) ∈ Ri × Y
if s ∈ [−1,− 12 log ρµ]
o− 12χ(−s)(bµ−b0µ) ◦ ψˆ
µ,right
s,t (v
µ,right
a,b (s, t) + ξ) ∈ Ri+1 × Y
if s ∈ [ 12 log ρµ, 1],
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where oc : R × Y → R × Y is the translation map of the R-factor defined
by oc(σ, y) = (σ + c, y), and χ : R → R≥0 is a smooth function such that
χ|(−∞,0] = 0 and χ|[0,∞) = 1. We identify ([−1,− 12 log ρµ]∪ [ 12 log ρµ, 1])×S1×
R2n and u∗a,bT Yˆ |([−1,− 12 log ρµ]∪[ 12 log ρµ,1])×S1 by the differential of Φa,b at the
zero section ([−1,− 12 log ρµ] ∪ [ 12 log ρµ, 1]) × S1 × {0}, and consider Φa,b as a
map u∗a,bT Yˆ |([−1,− 12 log ρµ]∪[ 12 log ρµ,1])×S1 → (Ri ∪ Ri+1)/ ∼a,b ×Y .
Next we consider the neighborhood of each limit circle. Since this region
does not change by (a, b) ∈ X˚, we can use ua,b = u0 as an approximate solution.
Assume this circle is +∞-limit circle S1+∞i . (The case of −∞-limit circle is
similar.) Let φ+∞i : Bm+∞i (0) → P be a coordinate centered at γ+∞i ∈ P ,
and take a family of open embeddings ψ+∞it : B
m+∞i
 (0)×B2n−1−m+∞i (0)→ Y
(t ∈ S1) such that ψ+∞it (x, 0) = evtφ+∞i(x) for all x ∈ Bm+∞i (0) as in the
previous case. We define a smooth map v+∞i0 : [0,∞]× S1 → R×B
m+∞i
 (0)×
B2n−1−m+∞i (0) by
u0|[0,∞]×S1(s, t) = (1× ψ+∞it )(v+∞i0 (s, t)).
Then a smooth map Φa,b : [0,∞]× S1 × R2n → Yˆ is defined by
Φa,b(s, t, ξ) = (1× ψ+∞it )(v+∞i0 (s, t) + ξ).
(This does not depend on (a, b) ∈ X˚.)
Finally, we consider the rest Σ0 \ N0. Since ua,b|∂N0 = u0|∂N0 , we can
define a piecewise smooth map ua,b : P˜a → (R1 unionsq R2 unionsq · · · unionsq Rk)/ ∼a,b ×Y by
ua,b|Σ0\N0 = u0|Σ0\N0 . Note that the restriction of Φa,b to u∗0T Yˆ |∂N0 does not
depend on (a, b). Therefore, we can take a smooth extension Φ : u∗0T Yˆ |Σ0\N0 →
(R1 unionsq R2 unionsq · · · unionsq Rk)/ ∼a,b ×Y which is independent of (a, b) ∈ X˚ and satisfies
the desired conditions, that is,
• the restriction of Φ to the zero section coincides with u0, and
• the vertical differential of Φ at the zero section is the identity map of
u∗0T Yˆ .
We will give a differentiable structure to a neighborhood
Vˆ ⊂
⋃
(a,b)∈X˚
{(a, b)} × {(ξ, h) ∈ W˜ 1,pδ (P˜a;u∗a,bT Yˆ )× E0;
d(Φa,b(ξ)) + Jd(Φa,b(ξ))j + ha,b(z,Φa,b(ξ)) = 0}
of (0, b0, 0, 0) later, where ha,b is the restriction of λ(h) to P̂a×Y . Then G0 acts
on Vˆ smoothly, and a G0-equivariant section s
0 : Vˆ → Rk ⊕⊕z++β R2i defined
by
s0(a, b, ξ, h) = (σi ◦ Φa,b(ξ)(R˜i(a)), p′ ◦ Φa,b(ξ)(Z++β (a)))
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is a smooth submersion, where each σi ◦ Φa,b(ξ)(R˜i(a)) is the abbreviation of
1
mi
mi∑
l=1
σi ◦ Φa,b(ξ)(R˜i,l(a)),
and p′ is a smooth submersion from a neighborhood of S′ to R2 such that
S′ = {p′ = 0}. Let V = {s0 = 0} ⊂ Vˆ be the zero set, and consider the finite
dimensional vector space E = E0 ⊕⊕z+α R2α as a trivial vector bundled on V .
Define a smooth section s : V → E by
s(a, b, ξ, h) = (h, p ◦ piY ◦ Φa,b(ξ)(Z+α (a))),
where p is a smooth submersion from a neighborhood of S ⊂ Y to R2 such that
S = {p = 0}.
Since the zero set of s consists of holomorphic buildings, we can define a
continuous map ψ : {s = 0}/G0 → M̂0(Y, λ, J). Finally we will prove that this
map is a homeomorphism onto a neighborhood of p.
Now we start to define a differentiable structure of Vˆ . To do so, we express
this set as a zero set of a Fredholm map between Banach spaces. To define a
Fredholm map, first we rewrite the equation of (ξ, h).
Note that the equation
d(Φa,b(ξ))(z) + J(Φa,b(ξ)(z))d(Φa,b(ξ))(z)jz + ha,b(z,Φa,b(ξ)(z)) = 0 (35)
is equivalent to the equation of J-holomorphic curve on N0 since ha,b vanishes
on N0 × Y .
On {x ∈ D; |x| ≥ √|ζν |} ⊂ {(x, y) ∈ D × D;xy = ζν} or {y ∈ D; |y| ≥√|ζν |} ⊂ {(x, y) ∈ D ×D;xy = ζν}, Φa,b(ξ) is J-holomorphic if and only if
∂r(v
ν
a,b + ξ) +
1
r
J˜ν(vνa,b + ξ)∂θ(v
ν
a,b + ξ) = 0, (36)
where J˜ν = (φν)∗J is the pull back of J , and (r, θ) is the polar coordinate of x
or y respectively.
On [−1,− 12 log ρµ]× S1, Φa,b(ξ) is J-holomoprhic if and only if
ψˆ∗∂s(v
µ,left
a,b + ξ) +
(
Lµ +
1
2
χ′(s)(bµ − b0µ)
)
∂σ
+
(1
2
ϕµχ
′(s) + J(ψˆ(vµ,lefta,b + ξ))
)
((∂tψˆ)(v
µ,left
a,b + ξ) + ψˆ∗∂t(v
µ,left
a,b + ξ)) = 0
since −jϕµ∂t = ∂s + 12ϕµχ′(s)∂t. This can be written as
∂s(v
µ,left
a,b + ξ) + J˜
µ
t (v
µ,left
a,b + ξ)∂t(v
µ,left
a,b + ξ) + f
µ
t (v
µ,left
a,b + ξ)
+
1
2
(bµ − b0µ)χ′(s)∂σ +
1
2
ϕµχ
′(s)(gµt (v
µ,left
a,b + ξ) + ∂t(v
µ,left
a,b + ξ)) = 0, (37)
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where J˜µt = (1× ψµt )∗J and
fµt (σ, y) = (1× ψµt )−1∗ J(ψµt (y))(∂tψµt (y)− LRλ(y))
gµt (σ, y) = (1× ψµt )−1∗ ∂tψt(y).
In particular, on [0,− 12 log ρµ] × S1 ⊂ [−1, 12 log ρµ] × S1, this equation can be
written as
∂s(v
µ,left
a,b + ξ) + J˜
µ
t (v
µ,left
a,b + ξ)∂t(v
µ,left
a,b + ξ) + f
µ
t (v
µ,left
a,b + ξ) = 0.
We note that fµt : B
mµ
 (0)×B2n−1−mµ(0)→ R2n satisfies fµt |Bmµ (0)×{0} ≡ 0.
Similarly, on [ 12 log ρµ, 1]× S1, Φa,b(ξ) is J-holomorphic if and only if
∂s(v
µ,right
a,b + ξ) + J˜
µ
t (v
µ,right
a,b + ξ)∂t(v
µ,right
a,b + ξ) + f
µ
t (v
µ,right
a,b + ξ)
+
1
2
(bµ − b0µ)χ′(−s)∂σ +
1
2
ϕµχ
′(−s)(gµt (vµ,righta,b + ξ) + ∂t(vµ,righta,b + ξ))
= 0. (38)
On the neighborhood [0,∞] × S1 of the limit circle S1+∞i or on the neigh-
borhood [−∞, 0]× S1 of the limit circle S1−∞i , Φa,b(ξ) is J-holomorphic if and
only if
∂s(v
±∞i
0 + ξ) + J˜
±∞i
t (v
±∞i
0 + ξ)∂t(v
±∞i
0 + ξ) + f
±∞i
t (piY (v
±∞i
0 + ξ)) = 0, (39)
where f±∞it : B
m
 (0)×B2n−1−m(0)→ R2n (t ∈ S1) is a smooth function which
satisfies fµt |Bm (0)×{0} ≡ 0.
Now we define a Fredholm map
F (a,b) : W˜ 1,pδ (P˜a, u
∗
a,bT Yˆ )⊕ E0
→ Lp(Σ0 \N0,
∧0,1
T ∗Σ0 ⊗C u∗0T Yˆ )
⊕
⊕
ν
(Lp({x ∈ D; |x| ≥
√
|ζν |},R2n)⊕ Lp({y ∈ D; |y| ≥
√
|ζν |},R2n))
⊕
⊕
µ
(Lpδ([−1,− 12 log ρµ]× S1,R2n)⊕ Lpδ([ 12 log ρµ,+1]× S1,R2n))
⊕
⊕
+∞i
Lpδ([0,∞]× S1,R2n)⊕
⊕
−∞i
Lpδ([−∞, 0]× S1,R2n)
by the left hand sides of the above equations (35), (36), (37), (38) and (39),
that is, its Lp(Σ0 \N0)-component is defined by
d(Φ(ξ))(z) + J(Φ(ξ)(z))d(Φ(ξ))(z)jz + ha,b(z,Φ(ξ)(z)),
its Lp({x ∈ D; |x| ≥√|ζν |})-component is defined by
∂r(v
ν
a,b + ξ) +
1
r
J˜ν(vνa,b + ξ)∂θ(v
ν
a,b + ξ),
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and so on. We abbreviate the range of this Fredholm map as Lpδ(P˜a,
∧0,1
T ∗P˜a⊗
u∗a,bT Yˆ ).
We also define a Fredholm map
F (a,b)+ : W˜ 1,pδ (P˜a, u
∗
a,bT Yˆ )⊕ E0 → Lpδ(P˜a,
∧0,1
T ∗P˜a ⊗ u∗a,bT Yˆ )⊕KerDF (0,b
0)
(0,0)
by
F (a,b)+(ξ, h) =
(
F (a,b)(ξ, h),
∑
i
(〈ξ, ξi〉L2(Σ0\N0) + 〈h, hi〉E0) · xi
)
,
where {xi = (ξi, hi)} is a orthonormal basis of KerDF (0,b
0)
(0,0) with the inner
product given by
〈(ξ, h), (ξ′, h′)〉 = 〈ξ, ξ′〉L2(Σ0\N0) + 〈h, h′〉E0
for some inner product of E0.
In order to apply the implicit function theorem to F (a,b), or apply inverse
function theorem to F (a,b)+, we need to check their properties. First we need
to show that F (a,b)(0, 0) is small for any (a, b) ∈ X˚ sufficiently close to (0, b0) ∈
X˚. (This is equivalent to say that u(a,b) is close to the solution.) Note that
F (a,b)(0, 0) is zero on Σ0 \N0 and the neighborhoods of limit circles since these
regions are independent of (a, b) ∈ X˚. Recall that δ0,µ > 0 and δ0,∞i are the
minimal nonzero absolute value of eigenvalues of Aγµ and Aγ±∞i respectively.
Assume that a sequence of positive constants δ = ((δµ)µ, (δ±∞i)±∞i) satisfies
δµ < δ0,µ and δ±∞i < δ±∞i . We abbreviate this condition by δ < δ0. For such
a sequence of positive constant δ and a constant p > 2, we use the Lpδ-norm
or W 1,pδ -norm on P˜a as a deformation of the curve Σ0 explained before. Let
δ′0 = ((δ
′
0,µ)µ, (δ
′
0,±∞i)±∞i) be an arbitrary sequence of positive constants such
that δ < δ′0 < δ0.
Lemma 5.2. For any 0 < δ < δ′0 < δ0 and p > 2, there exists a constant C > 0
such that for any (a, b) ∈ X˚ sufficiently close to (0, b0), the following inequalities
hold true.
||F (a,b)(0, 0)|[−1,0]×S1µ ||Lp ≤ C(|ϕµ|+ |bµ − b0µ|)
||F (a,b)(0, 0)|[0,− 12 log ρµ]×S1µ ||Lpδµ ≤ Cρ
min(κµ,δ
′
0,µ−δµ)/2
µ (− log ρµ)1/p
||F (a,b)(0, 0)|{(x,y)∈Nν
(a,b)
;|x|≥
√
|ζν |}||Lp ≤ C|ζν |
1/p
Proof. First we estimate the Lp-norm of F (a,b)(0, 0)|[−1,0]×S1µ . The equation
0 = F (0,b
0)(0, 0)|[−1,0]×S1µ = ∂svµ,left0 + J˜µt (vµ,left0 )∂tvµ,left0 + fµt (vµ,left0 )
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implies
F (a,b)(0, 0)|[−1,0]×S1µ
= F (a,b)(0, 0)|[−1,0]×S1µ − F (0,b
0)(0, 0)|[−1,0]×S1µ
=
1
2
(bµ − b0µ)χ′(s)∂σ +
1
2
ϕµχ
′(s)(gµt (v
µ,left
a,b ) + ∂tv
µ,left
a,b ).
The first inequality is clear from this equation.
Next we estimate the Lpδ-norm of F
(a,b)(0, 0)|[0,− 12 log ρµ]×S1 . Since κµ < δ0,µ,
we may assume that δ′0,µ > κµ. We omit the subscript µ of κµ, ρµ and so on.
First we note that
F (a,b)(0, 0)|[0,− 12 log ρ]×S1(s, t)
=
(
1 +
ρκ/2
e−κs − ρκ/2
)
∂sv
µ,left
0 (s˜, t)
+ J˜µt (v
µ,left
0 (s˜, t))∂tv
µ,left
0 (s˜, t) + f
µ
t (v
µ,left
0 (s˜, t)), (40)
where
s˜ = − 1
κ
log
(
e−κs − ρκ/2
1− ρκ/2
)
.
Substituting (
− 1
κ
log
(
e−κs − ρκ/2
1− ρκ/2
)
, t
)
for (s, t) in the equation
0 = F (0,0)(0, 0)|[0,∞)×S1 = ∂svµ,left0 + J˜µt (vµ,left0 )∂tvµ,left0 + fµt (vµ,left0 ),
and subtracting it from (40), we obtain
F (a,b)(0, 0)|[0,− 12 log ρ]×S1
=
ρκ/2
e−κs − ρκ/2 (∂sv
µ,left
0 )
(
− 1
κ
log
(
e−κs − ρκ/2
1− ρκ/2
)
, t
)
.
Recall that Proposition 2.12 implies |vµ,left0 (s, t)|, |∂svµ,left0 (s, t)| . e−δ
′
0s. Hence∫ − 12 log ρ
0
(
ρκ/2
e−κs − ρκ/2
∣∣∣∣(∂svµ,left0 )(− 1κ log
(
e−κs − ρκ/2
1− ρκ/2
)
, t
)∣∣∣∣eδs)pds
.
∫ − 12 log ρ
0
(
ρκ/2
e−κs − ρκ/2
(
e−κs − ρκ/2
1− ρκ/2
)δ′0/κ
eδs
)p
ds
=
ρpκ/2
(1− ρκ/2)pδ′0/κ
∫ − 12 log ρ
0
(
(e−κs − ρκ/2)δ′0/κ−1eδs)pds
≤ ρ
pκ/2
(1− ρκ/2)pδ′0/κ
∫ − 12 log ρ
0
e−p(δ
′
0−δ−κ)sds
. ρpmin(κ,δ′0−δ)/2(− log ρ).
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This is the proof of the second inequality.
Finally we estimate the Lp-norm of F (a,b)(0, 0)|{x∈D;|x|≥√|ζν |}, where we
denote a point (x, y) ∈ {(x, y) ∈ Nν(a,b); |x| ≥
√|ζν |} by x ∈ {x ∈ D; |x| ≥√|ζν |}. We abbreviate ζν to ζ and define ρ = √|ζ|. First note that
F (a,b)(0, 0)|{x∈D;|x|≥ρ}(re
√−1θ)
=
1
1− ρ (∂rv
ν
0 )
(r − ρ
1− ρe
√−1θ
)
+
1
r
J˜ν
(
vν0
(r − ρ
1− ρe
√−1θ
))
∂θ
(
vν0
(r − ρ
1− ρe
√−1θ
))
. (41)
We also note that F (0,b
0)(0, 0)|{x∈D} = 0 implies
J˜ν(vν0 (re
√−1θ))∂θvν0 (re
√−1θ) = −r∂rvν0 (re
√−1θ). (42)
Substituting ((r− ρ)/(1− ρ), θ) for (r, θ) in (42), and substitute it into (41), we
obtain
F (a,b)(0, 0)|{x∈D;|x|≥ρ} = ρ
(1− ρ)r (∂rv
ν
0 )
(r − ρ
1− ρe
√−1θ
)
.
Since |∂rvν0 | is bounded on {x ∈ D}, this implies
||F (a,b)(0, 0)|{x∈D;|x|≥ρ}||Lp . ρ
1− ρ
(∫ 1
ρ
r−prdr
)1/p
. ρ2/p = |ζ|1/p
Next we need to prove the differential DF
(a,b)+
(ξ,h) is uniformly invertible for
any (a, b) ∈ X˚ sufficiently close to (0, b0) and any (ξ, h) ∈ W˜ 1,pδ (P˜a, u∗a,bT Yˆ )⊕E0
sufficiently close to (0, 0). Since the assumption of the surjectivity of D+p0 implies
that DF
(0,0)+
(0,0) is invertible, the case of (ξ, h) = (0, 0) is Lemma 5.7 in Section
5.2. The general case is a consequence of the following lemma, which can be
proved easily by direct calculations.
Lemma 5.3. For any δ < δ0, there exists a constant C > 0 such that for any
(a, b) ∈ X˚ sufficiently close to (0, b0) and any (ξ, h) ∈W 1,pδ (P˜a, (u∗a,bT Yˆ ))⊕E0
sufficiently close to (0, 0), the following inequalities hold true.
||DF (a,b)+(ξ,h) (ξˆ, hˆ)−DF (a,b)+(0,0) (ξˆ, hˆ)||Lpδ([−1,− 12 log ρµ]×S1)
≤ C(||ξ||∞||ξˆ||W˜ 1,pδ + ||ξ||W˜ 1,pδ ||ξˆ||∞)
||DF (a,b)+(ξ,h) (ξˆ, hˆ)−DF (a,b)+(0,0) (ξˆ, hˆ)||Lp({x∈D;|x|≥√|ζν |})
≤ C(||ξ||∞||ξˆ||W 1,p + ||ξ||W 1,p ||ξˆ||∞)
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||DF (a,b)+(ξ,h) (ξˆ, hˆ)−DF (a,b)+(0,0) (ξˆ, hˆ)||Lp(Σ0\N0)
≤ C(||ξ||∞(||ξˆ||W 1,p + |hˆ|E0) + (||ξ||W 1,p + |h|E0)||ξˆ||∞)
Therefore by the inverse function theorem, there exists some  > 0 and C > 0
such that for any (a, b) ∈ X˚ sufficiently close to (0, b0), there exists a smooth
map
φa,b : KerDF
(0,b0)
(0,0) ⊃ B(0)→ BC(0) ⊂ W˜ 1,pδ (P˜a, u∗a,bT Yˆ )⊕ E0
such that for any (ξ, h) ∈ BC(0) and x ∈ B(0),
F (a,b)+(ξ, h) = (0, x) if and only if (ξ, h) = φa,b(x). (43)
Note that KerDF
(0,b0)
(0,0) does not depend on p or δ. Although  > 0 may depend
on p and δ since so do the estimates, φa,b does not depend on p or δ on the
intersection of the domains since φa,b is defined by (43).
Shrinking X˚, we define Vˆ = X˚ ×B(0) and regard this space as a subspace
of ⋃
(a,b)∈X˚
{(a, b)} × C∞(P˜a, (R1 ∪ R2 ∪ · · · ∪ Rk)/∼a,b×Y )× E0
by
(a, b, x) 7→ (a, b,Φa,b(ξx), hx)
where (ξx, hx) = (ξ(a,b,x), h(a,b,x)) = φ
a,b(x).
Define a map s0 : Vˆ → Rk ⊕⊕z++β R2 by
s0(a, b, x) = (σ ◦ Φa,b(ξx)(R˜i(a)), p′ ◦ Φa,b(ξx)(Z++β (a))) (44)
as we have already explained. We will prove in Section 5.3 that if we give a nice
differentiable structure to the space X˚, and give the product smooth structure
to Vˆ = X˚ ×B(0), then
Vˆ ↪→ X˚ × Cl(Σ0 \N0, (R1 ∪ R2 ∪ · · · ∪ Rk)× Y )× E0
(a, b, x) 7→ (a, b,Φa,b(ξx)|Σ0\N0 , hx)
is a smooth embedding for any l ≥ 1. In particular, s0 is smooth. Furthermore,
the assumption of the surjectivity of D+p0 implies that s
0 is a submersion.
Define V = {s0 = 0} ⊂ Vˆ . Then the map s : V → E = E0⊕⊕z+α R2 defined
by
s(a, b, x) = (h, p ◦ piY ◦ Φa,b(ξx)(Zα(a))
is also smooth. If we fix a family of coordinates (φ±∞i) of limit circles of Σ0,
then the map
V →
∏
zi
Y ×
∏
±∞i
P
(a, b, x) 7→ (piY ◦ Φa,b(ξx)(zi), piY ◦ Φa,b(ξx)|S1±∞i ◦ φ±∞i)
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is also smooth. The assumption of the surjectivity of D+p0 implies that this map
is transverse to the product directions of tangents of the S1-actions on P , that
is, its differentials are transverse to 0 ⊕⊕±∞i RRλ ⊂ ⊕zi TY ⊕⊕±∞i TS1.
It is easy to see that for any (a, b, x) ∈ V and µ ∈ Mi such that κµ = 0, the
asymptotic parameter bµ and the map u = Φa,b(ξx) satisfies equation (34).
Assuming the smoothness, we define an orbibundle (V, E) by V = V/G0 and
E = E/G0, where we regard E as a trivial vector bundle (with non-trivial G0
action) on V . We denote the induced smooth section V → E by s, and define
ψ : V ⊃ s−1(0) → M̂0 by ψ(a, b, x) = (P˜a, Z(a),Φa,b(ξx)). First we prove that
(V, E , s, ψ) is a Kuranishi neighborhood of p0 ∈ M̂(Y, λ, J) if V is sufficiently
small, that is, we prove the following proposition.
Proposition 5.4. ψ : V ⊃ s−1(0) → M̂ is an homeomorphism onto a neigh-
borhood of p0 ∈ M̂ if V is replaced by a small neighborhood of (0, b0, 0).
To prove this proposition, first we prove a lemma about additional marked
points. To state the lemma, it is convenient to introduce the space M̂′ =M/ ∼.
This is the quotient space of M obtained by ignoring the coordinates of limit
circles (but respecting the order of the limit circles and the marked points).
Points of M̂′ is written as (Σ, z, u, ι±), where we regard z = (zi) as a sequence,
and ι± are bijections from the index set {±∞i} to the set of ±∞-limit circles
of Σ.
Let p0 = (Σ0, z0, u0, ι
±
0 ) ∈ M̂′(Y, λ, J) be an arbitrary curve. Adding
marked points to p0, we get a curve p
+
0 = (Σ0, z0 ∪ z+0 , u0, ι±0 ) such that all
nontrivial components of (Σ, z0 ∪ z+0 ) are stable. (Nontrivial components are
the components which do not correspond to the trivial cylinders in p0.) We
assume that there exists a finite union of codimension-two submanifolds S ⊂ Y
such that piY ◦ u0 intersects S at z+0 transversely. (We do not assume the
transversality of the other intersections.) We fix an order of z+0 = (z
+
0,i)i∈Λ and
regard it as a sequence of additional marked points.
Assume that G′0 = Aut
′(Σ0, z0, u0, ι±0 ) = {g ∈ Aut(Σ);u0 ◦ g = u0, g(zi) =
zi, gι
±
0 = ι
±
0 } preserves z+0 as a set. This implies G′0 acts on the index set Λ by
z+0,g·i = g
−1(z+0,i). Then the following lemma holds.
Lemma 5.5. If U0 ⊂ M̂′ is a sufficiently small neighborhood of p0, then there
exists an open neighborhood U+0 ⊂ M̂′ of p+0 such that the following holds true.
For any p = (Σ, z, u, ι±) ∈ U0, there exists a sequence of additional marked
points z+ = (z+i )i∈Λ ⊂ Σ such that p+ = (Σ, z ∪ z+, u, ι±) ∈ U+0 and piY ◦
u(z+) ⊂ S. Furthermore, for each p ∈ U0, G′0 acts on the set of such points
{p+} transitively, where G′0-action is defined by
g · (Σ, z ∪ (z+i )i∈Λ, u, ι±) = (Σ, z ∪ (z+g−1·i)i∈Λ, u, ι±).
We call each p+ ∈ U+0 a lift of p ∈ U0.
Proof. Since piY ◦ u intersects with S at z+i transversely, the existence of such
a sequence of additional marked points z+ is clear for each point p in a neigh-
borhood of p0. (We use the fact that if a J-holomorphic curve v on a disc
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D = {z ∈ C; |z| ≤ 1} is sufficiently close to a given J-holomoprhic curve u on
D in L∞-norm, then v is close to u in C∞-topology on {z ∈ C; |z| ≤ 1/2}.)
We need to prove that the G′0-aciton on {p+} is transitive for any point
p sufficiently close to p0. Suppose not. Then there exists a sequence pk =
(Σk, zk, uk, ι
±
k ) ∈ M̂′ converging to p0 and sequences of additional marked points
z+k = (z
+
k,i) and z
′+
k = (z
′+
k,i) ⊂ Σk such that piY ◦ uk(z+k,i), piY ◦ uk(z′+k,i) ∈ S
and both of p+k = (Σk, zk ∪ z+k , uk, ι±k ) and p′+k = (Σk, zk ∪ z′+k , uk, ι±k ) converge
to p+0 , but there is no g ∈ G′0 such that z′+k,i = z+k,g·i.
Take additional marked points z++0 of (Σ0, z0 ∪ z+0 ) to make (Σ0, z0 ∪ z+0 ∪
z++0 ) stable, and let (P˜ → X˜, Z ∪ Z+ ∪ Z++) be the local universal family of
(Σ0, z0∪z+0 ∪z++0 ). Then by the definition of the topology, there exist sequences
ak, a
′
k ∈ X˜ converging to 0 and isomorphisms
ϕk : (P˜ak , Z(ak) ∪ Z+(ak))
∼=→ (Σk, zk ∪ z+k ),
ϕ′k : (P˜a′k , Z(a
′
k) ∪ Z+(a′k))
∼=→ (Σk, zk ∪ z′+k )
which preserve the order of the limit circles, and R-gluings θk, θ′k : R1 unionsq R2 unionsq
· · · unionsq Rl → R1 ∪ R2 ∪ · · · ∪ Rlk such that
distL∞(uk ◦ ϕk, (θk × 1) ◦ u0 ◦Ψ|P˜ak )→ 0,
distL∞(uk ◦ ϕ′k, (θ′k × 1) ◦ u0 ◦Ψ|P˜a′
k
)→ 0
as k →∞. Hence the biholomoprhisms φk = (ϕ′k)−1 ◦ ϕk : P˜ak
∼=→ P˜a′k satisfy
distL∞((θk × 1) ◦ u0 ◦Ψ|P˜ak , (θ
′
k × 1) ◦ u0 ◦Ψ|P˜a′
k
◦ φ′k)→ 0 as k →∞.
Note that φk(Zi(ak)) = Zi(a
′
k) for all i, which implies Ψ|P˜a′
k
◦φk ◦ (Ψ|P˜ak )
−1
preserve marked points Z(0). Similarly, it preserves the order of the limit circles.
Hence a subsequence of Ψ|P˜a′
k
◦ φk ◦ (Ψ|P˜ak )
−1 converges to a biholomorphism
g ∈ Aut′(Σ0, z0, u0, ι±0 ) on any compact subset of the complement of nodal
points and imaginary circles. (First we see that Ψ|P˜a′
k
◦φk ◦(Ψ|P˜ak )
−1 converges
to a biholomorphism on all nontrivial components, and then we see the difference
of θk and θ
′
k goes to zero as k →∞, which implies Ψ|P˜a′
k
◦φk◦(Ψ|P˜ak )
−1 converges
to a biholomoprhism on trivial cylinders.)
Therefore
dist(Ψ|P˜a′
k
◦ φk ◦ (Ψ|P˜ak )
−1(Z+i (0)), Z
+
g−1·i(0))→ 0 as k →∞,
which implies
dist(φk(Z
+
i (ak)), Z
+
g−1·i(a
′
k))→ 0 as k →∞.
Since piY ◦ uk ◦ ϕ′k = piY ◦ uk ◦ ϕk ◦ φ−1k intersects transversely with S at both
of φk(Z
+
i (ak)) and Z
+
g−1·i(a
′
k), it implies that φk(Z
+
i (ak)) = Z
+
g−1·i(a
′
k) for all
large k. Hence z+k,i = z
′+
k,g−1·i, which is a contradiction.
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Next, for the proof of the continuity of ψ, we consider the following approx-
imate solutions centered at each point (a, b, x) ∈ Vˆ . For (a′, b′) ∈ X˚ close to
(a, b), we define ξ
(a′,b′)
(a,b,x) ∈ W˜ 1,pδ (P˜a′ , u∗a′,b′T Yˆ ) as follows. We may assume that
ρ′ν 6= 0 for all ν such that ρν 6= 0, and that ρ′µ 6= 0 for all µ such that ρµ 6= 0.
Recall that φa,b(x) = (ξ(a,b,x), h(a,b,x)).
On Σ0 \ N0, we define ξ(a
′,b′)
(a,b,x)|Σ0\N0 = ξ(a,b,x)|Σ0\N0 . Similarly, we define
ξ
(a′,b′)
(a,b,x)|[0,∞)×S1+∞i = ξ(a,b,x)|[0,∞)×S1+∞i on [0,∞)×S
1
+∞i and ξ
(a′,b′)
(a,b,x)|(−∞,0]×S1−∞i =
ξ(a,b,x)|(−∞,0]×S1−∞i on (−∞, 0]× S
1
−∞i .
On [−1, 0]×S1µ ⊂ [−1,− 12 log ρ′µ]×S1µ, define ξ(a
′,b′)
(a,b,x)(s, t) = ξ(a,b,x)(s, t). On
[0,− 12 log ρ′µ]× S1µ, define ξ(a
′,b′)
(a,b,x)(s
′, t′) = ξ(a,b,x)(s, t′), where s is defined by
e−κµs
′ − (ρ′µ)κµ/2
1− (ρ′µ)κµ/2
=
e−κµs − ρκµ/2µ
1− ρκµ/2µ
. (45)
We define similarly ξ
(a′,b′)
(a,b,x) on [
1
2 log ρ
′
µ, 1]× S1µ.
For each ν, define ρν , ϕν , ρ
′
ν and ϕ
′
ν by ζν = ρ
2
νe
2
√−1ϕν and ζ ′ν = (ρ
′
ν)
2e2
√−1ϕ′ν .
On Nνa′,b′ = {(z′, w′) ∈ D ×D; z′w′ = ζ ′µ}, define ξ(a
′,b′)
(a,b,x)(z
′, w′) = ξ(a,b,x)(z, w),
where (z, w) ∈ {(z, w) ∈ D × D; zw = ζµ} is defined as follows. If |z′| ≥ ρ′ν
and z′ = r′e
√−1θ′ then z = re
√−1θ, and if |w′| ≥ ρ′ν and w′ = r′e
√−1θ′ then
w = re
√−1θ, where r and θ are defined by
r′ − ρ′ν
1− ρ′ν
=
r − ρν
1− ρν , θ
′ = θ + (ϕ′ν − ϕν)βν(r), βν(r) = max
(2ρν − r
ρν
, 0
)
.
(If ρν = 0, we define βν = 0.)
Then (ξ
(a′,b′)
(a,b,x), h(a,b,x)) satisfies the following estimates.
Lemma 5.6. For any 0 < δ < δ′0 < δ0, p > 2 and (a, b, x) ∈ Vˆ , there exists a
constant C > 0 such that for any (a′, b′) ∈ X˚ sufficiently close to (a, b),
||F (a′,b′)(ξ(a′,b′)(a,b,x), h(a,b,x))|[−1,0]×S1µ ||Lp ≤ C(|ϕ′µ − ϕµ|+ |b′µ − bµ|),
||F (a′,b′)(ξ(a′,b′)(a,b,x), h(a,b,x))|[0,− 12 log ρ′µ]×S1µ ||Lpδµ
≤
{
C(ρ′µ)
min(κµ,δ
′
0,µ−δµ)/2(− log ρ′µ)1/p, if ρµ = 0
C|ρ′µ − ρµ| if ρµ > 0
,
||F (a′,b′)(ξ(a′,b′)(a,b,x), h(a,b,x))|{(z,w)∈Nν(a′,b′);|z|≥ρ′ν}||Lp ≤ C|ζ
′
ν − ζν |1/p.
Proof. The estimate of F (a
′,b′)(ξ
(a′,b′)
(a,b,x), h(a,b,x))|[−1,0]×S1µ is similar to Lemma
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5.2. Since F (a,b)(ξ(a,b,x), h(a,b,x))|[−1,0]×S1µ = 0,
F (a
′,b′)(ξ
(a′,b′)
(a,b,x), h(a,b,x))|[−1,0]×S1µ
= F (a
′,b′)(ξ
(a′,b′)
(a,b,x), h(a,b,x))|[−1,0]×S1µ − F (a,b)(ξ(a,b,x), h(a,b,x))|[−1,0]×S1µ
=
1
2
(b′µ − bµ)χ′(s)∂σ
+
1
2
(ϕ′µ − ϕµ)χ′(s)(gµt (vµ,left0 + ξ(a,b,x)) + ∂t(vµ,left0 + ξ(a,b,x))).
The first inequality follows from this equation.
Next we consider the second inequality. If ρµ = 0, then the proof is similar
to Lemma 5.2. (The proof is obtained by replacing vν,left0 and ρµ in the proof of
Lemma 5.2 with vν,left0 and ρ
′
µ respectively.) Consider the case of ρµ > 0. We
abbreviate the subscript µ. First note that
F (a
′,b′)(ξ
(a′,b′)
(a,b,x), h(a,b,x))|[0,− 12 log ρ′]×S1(s
′, t)
=
(
1 +
(
1− ρκ/2
1− (ρ′)κ/2 (ρ
′)κ/2 − ρκ/2
)
eκs
)
∂s
(
vµ,lefta,b + ξ(a,b,x)
)
(s, t)
+ J˜µt
((
vµ,lefta,b + ξ(a,b,x)
)
(s, t)
)
∂t
(
vµ,lefta,b + ξ(a,b,x)
)
(s, t)
+ fµt ◦ piY
((
vµ,lefta,b + ξ(a,b,x)
)
(s, t)
)
, (46)
where s is a function of s′ defined by (45). Subtracting the equation
0 = F (a,b)(ξ(a,b,x), h(a,b,x))|[0,− 12 log ρ]×S1(s, t)
= ∂s
(
vµ,lefta,b + ξ(a,b,x)
)
(s, t)
+ J˜µt
((
vµ,lefta,b + ξ(a,b,x)
)
(s, t)
)
∂t
(
vµ,lefta,b + ξ(a,b,x)
)
(s, t)
+ fµt ◦ piY
((
vµ,lefta,b + ξ(a,b,x)
)
(s, t)
)
from (46), we obtain
F (a
′,b′)(ξ
(a′,b′)
(a,b,x), h(a,b,x))|[0,− 12 log ρ′]×S1(s
′, t)
=
(
1− ρκ/2
1− (ρ′)κ/2 (ρ
′)κ/2 − ρκ/2
)
eκs∂s
(
vµ,lefta,b + ξ(a,b,x)
)
(s, t).
Since eκs∂s
(
vµ,lefta,b + ξ(a,b,x)
)
is a bounded function,
||F (a′,b′)(ξ(a′,b′)(a,b,x), h(a,b,x))|[0,− 12 log ρ′µ]×S1µ ||Lpδµ . |ρ
′ − ρ|,
which prove the second inequality.
Finally, we consider the third inequality. If ρν = 0, then the proof is similar
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to Lemma 5.2. We consider the case ρν 6= 0. First note that
F (a
′,b′)(ξ
(a′,b′)
(a,b,x), h(a,b,x))|{z∈D;|z|≥ρν}(r′e
√−1θ′)
=
1− ρν
1− ρ′ν
(
(∂rv
ν
a,b)(re
√−1θ′) + (∂rξ(a,b,x))(re
√−1θ)
+
ϕ′ν − ϕν
ρν
1[ρν ,2ρν ](r)(∂θξ(a,b,x))(re
√−1θ)
)
+ J˜ν
(
vνa,b(re
√−1θ′) + ξ(a,b,x)(re
√−1θ)
)
· (∂θv
ν
a,b)(re
√−1θ′) + (∂θξ(a,b,x))(re
√−1θ)
r′
. (47)
Subtracting
0 = F (a,b)(ξ(a,b,x), h(a,b,x))|{z∈D;|z|≥ρν}
= (∂rv
ν
a,b)(re
√−1θ) + (∂rξ(a,b,x))(re
√−1θ)
+ J˜ν
(
vνa,b(re
√−1θ) + ξ(a,b,x)(re
√−1θ)
) (∂θvνa,b)(re√−1θ) + (∂θξ(a,b,x))(re√−1θ)
r
from (47), we obtain
F (a
′,b′)(ξ
(a′,b′)
(a,b,x), h(a,b,x))|{z∈D;|z|≥ρν}(r′e
√−1θ′)
= ((∂rv
ν
a,b)(re
√−1θ′)− (∂rvνa,b)(re
√−1θ))
+
ρ′ν − ρν
1− ρ′ν
(
(∂rv
ν
a,b)(re
√−1θ′) + (∂rξ(a,b,x))(re
√−1θ)
)
+
1− ρν
1− ρ′ν
· ϕ
′
ν − ϕν
ρν
1[ρν ,2ρν ](r)(∂θξ(a,b,x))(re
√−1θ)
+
(
J˜ν
(
vνa,b(re
√−1θ′) + ξ(a,b,x)(re
√−1θ)
)− J˜ν(vνa,b(re√−1θ) + ξ(a,b,x)(re√−1θ)))
· (∂θv
ν
a,b)(re
√−1θ′) + (∂θξ(a,b,x))(re
√−1θ)
r′
+ J˜ν
(
vνa,b(re
√−1θ) + ξ(a,b,x)(re
√−1θ)
)
· (∂θv
ν
a,b)(re
√−1θ′)− (∂θvνa,b)(re
√−1θ)
r′
+
( 1
r′
− 1
r
)
J˜ν
(
vνa,b(re
√−1θ) + ξ(a,b,x)(re
√−1θ)
)
· ((∂θvνa,b)(re√−1θ) + (∂θξ(a,b,x))(re√−1θ)).
Hence it is easy to check that
||F (a′,b′)(ξ(a′,b′)(a,b,x), h(a,b,x))|{z∈D;|z|≥ρν}||Lp . |ρ′ν − ρν |+ |ϕ′ν − ϕν |,
and this inequality implies the claim.
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Note that the KerDF
(0,b0)
(0,0) -factor of F
(a′,b′)+(ξ
(a′,b′)
(a,b,x), h(a,b,x)) coincides with
that of F (a,b)+(ξ(a,b,x), h(a,b,x)). Hence the above lemma implies that∣∣∣∣F (a′,b′)+(ξ(a′,b′)(a,b,x), h(a,b,x))− (0, x′)∣∣∣∣Lpδ⊕KerDF (0,b0)(0,0) → 0
as (a′, b′, x′)→ (a, b, x). Therefore∣∣∣∣φ(a′,b′)(x′)− (ξ(a′,b′)(a,b,x), h(a,b,x))∣∣∣∣W˜ 1,pδ (P˜a′ ,u∗a′,b′T Yˆ )⊕E0 → 0 (48)
as (a′, b′, x′)→ (a, b, x). This implies the continuity of ψ : V ⊃ s−1(0)→ M̂.
Now we prove Proposition 5.4.
Proof of Proposition 5.4. We have just proved the continuity of ψ. Next we
prove the injectivity. Assume that the image of two points (a, b, x), (a′, b′, x′) ∈
{s = 0} (⊂ V ) coincide, that is, the two holomorphic buildings (P˜a, Z(a),Φa,b(ξx))
and (P˜a′ , Z(a
′),Φa′,b′(ξx′)) are the same point in M̂. We prove that these two
points coincide in V/Gp.
Since M̂ is a quotient space of M̂′, we may assume that these two holomor-
phic buildings also coincide in M̂′ by replacing (a′, b′, x′) with h · (a′, b′, x′) for
some h ∈ G0.
If V is sufficiently small, then Lemma 5.5 implies that there exist an iso-
morphism ϕ : (P˜a, Z(a))
∼=→ (P˜a′ , Z(a′)), an R-translation θ, and g ∈ G′0 such
that Φa′,b′(ξx′) ◦ ϕ = (θ× 1) ◦Φa,b(ξx), ϕ ◦ ι± = ι± and ϕ(Z+i (a)) = Z+g−1·i(a′).
Hence the isomorphism (Pˆa, Z(a))
∼=→ (Pˆa′ , Z(a′)) induced by ϕ coincides with
the restriction of g : Pˆ → Pˆ . Therefore ϕ preserves R˜i as a family, which
implies θ = id. From this, we can see that ϕ maps Z++i (a) to Z
++
g−1·i(a
′) be-
cause these points are contained in the inverse image of S′ by Φa,b(ξx) and
Φa′,b′(ξx′) respectively. Hence ϕ : (P˜a, Z(a))
∼=→ (P˜a′ , Z(a′)) coincides with the
restriction of g : P˜ → P˜ , which implies (a′, b′, x′) = g · (a, b, x). Therefore
ψ : {s = 0}/G0 → M̂ is injective.
Finally we prove that the image of ψ contains a neighborhood of p. As-
sume contrary, that is, assume that there exists a sequence (Σk, zk, uk) ∈
M̂ \ ψ({s = 0}/Gp) convergent to p0 = (Σ0, z, u0). We may assume that
(Σk, zk, uk, ι
±
k ) ∈ M̂′ converges to p0 = (Σ, z, u0, ι±0 ) ∈ M̂′. Let (Σk, zk∪z+k , uk)
be the lift of (Σk, zk, uk) for each k. Then there exist a sequence ak → 0 ∈ X˜,
biholomorphisms (Σk, zk ∪ z+k ) ∼= (P˜ak , Z(ak) ∪ Z+(ak)) and R-gluings θk such
that
distL∞(uk, (θk × 1) ◦ u0 ◦Ψ|P˜ak )→ 0 as k →∞.
We may assume that θk maps 0 ∈ Ri to σ ◦ uk(R˜i(ak)). Let z++k ⊂ Σk be the
points corresponding to Z++(ak) ⊂ P˜ak . Changing ak slightly if necessary, we
may assume uk(z
++
k ) ⊂ (θk × 1)(S′).
Define (bkµ) ∈
∏k−1
i=1
⊕
µ∈Mi R as follows:
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• For each µ such that ρkµ = 0, we define bk,leftµ and bk,rightµ , and bkµ by
σ ◦ uk|[−1,∞)×S1µ(sx, tx) = θk(0i) + Lµsx + bk,leftµ +O(1)
σ ◦ uk|(−∞,+1]×S1µ(sy, ty) = θk(0i+1) + Lµsy + bk,rightµ +O(1)
bkµ = b
k,left
µ − bk,rightµ .
• For each µ such that ρkµ 6= 0, we define bkµ by
σ ◦ uk(R˜i+1(ak))− σuk(R˜i(ak)) = −Lµ log ρµ + bkµ.
Then bkµ → b0µ as k → ∞. (Note that in the former case, the asymptotic
estimates of the term O(1) is uniform with respect to k.)
Replacing each map uk with its appropriate R-translation, we may assume
distL∞(uk, uak,bk) → 0. Then there exists a section ξk of u∗ak,bkT Yˆ for each k
such that ||ξk||∞ → 0 as k →∞ and uk = Φak,bk(ξk).
To prove ||ξk||W˜ 1,pδ → 0, we consider the following equations.
F (ak,b
k)+(ξk, 0) =F
(ak,b
k)+(0, 0) +DF
(ak,b
k)+
(0,0) (ξk, 0)
+
∫ 1
0
(
DF
(ak,b
k)+
(λξk,0)
−DF (ak,bk)+(0,0)
)
(ξk, 0)dλ
In the above equations,
||F (ak,bk)+(ξk, 0)||Lpδ⊕KerDF (0,b0)(0,0) = ||F
(ak,b
k)+(ξk, 0)||KerDF (0,b0)
(0,0)
→ 0,
||F (ak,bk)+(0, 0)||
Lpδ⊕KerDF
(0,b0)
(0,0)
. |ak|+ |bk − b0| → 0,
||DF (ak,bk)+(0,0) (ξk, 0)||Lpδ⊕KerDF (0,b0)(0,0) ≥ ||ξk||W˜ 1,pδ for some  > 0,∣∣∣∣∣∣∫ 1
0
(
DF
(ak,b
k)+
(λξk,0)
−DF (ak,bk)+(0,0)
)
(ξk, 0)dλ
∣∣∣∣∣∣
Lpδ⊕KerDF
(0,b0)
(0,0)
≤ ||ξk||∞||ξk||W˜ 1,pδ
by Lemma 5.3. These imply ||ξk||W˜ 1,pδ → 0. Hence (Σk, zk, uk) is contained in
the image of ψ for large k, which is a contradiction. Therefore the image of ψ
contains a neighborhood of p.
Since {s = 0}/G0 is locally compact and M̂ is Hausdorff, ψ is a homeomor-
phism onto a neighborhood of p0.
Therefore (V, E , s, ψ) is a Kuranishi neighborhood of p0. In this paper, we
sometimes denote the Kuranishi neighborhood by the 5-tuple (V,E, s, ψ,G0).
Sometimes we write a point of V as a 4-tuple (Σ, z, u, h) consisting of a curve
Σ, its marked points z, a map u and a vector h ∈ E0 which satisfy the equation
du+ J(u)du+ λ(h) = 0.
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5.2 Linearized gluing lemma
In this section, we prove the linearized gluing lemma (Lemma 5.7 below), which
was used in the previous section to prove the invertibility of DF
(a,b)+
(0,0) .
Let Σ be a domain curve of a holomorphic building, and let E → Σ be a
complex vector bundle of rank n. Assume that on a neighborhood N0 ⊂ Σ of
nodal points and imaginary circles, a trivialization E|N0 ∼= N0 × Cn is given.
N0 is the union of D∪D, ([0,∞]∪ [−∞, 0])×S1, [0,∞]×S1 and [−∞, 0]×S1.
Assume that an elliptic operator D0 on E has the same symbol as ∂, and
on the neighborhood ([0,∞] ∪ [−∞, 0])× S1 of each joint circle S1µ, D0 has the
form
D0ξ = ∂sξ + J0∂tξ + Sµ(s, t)ξ,
where Sµ(s, t) : ([0,∞]∪[−∞, 0])×S1 → gl(2n,R) is a continuous matrix-valued
function such that Sµ(t) := Sµ(±∞, t) : S1 → gl(2n,R) is a loop of symmetric
matrices. Also on the neighborhood [0,∞] × S1+∞i or [−∞, 0] × S1−∞i of each
limit circle S1±∞i , D0 has the form
D0ξ = ∂sξ + J0∂tξ + S±∞i(s, t)ξ,
where S±∞i are continuous matrix-valued functions on [0,∞]×S1+∞i or [−∞, 0]×
S1−∞i such that S±∞i(t) := S±∞i(±∞, t) : S1 → gl(2n,R) are loop of symmet-
ric matrices.
We further assume that there exist a family of positive constants δ1 =
((δ1,µ)µ, (δ1,±∞i)±∞i) and a constant C > 0 such that
|Sµ(s, t)− Sµ(t)| ≤ Ce−δ1,µ|s| for s ∈ [0,∞] ∪ [−∞, 0]
|S±∞i(s, t)− S±∞i(t)| ≤ Ce−δ1,±∞i |s| for s ∈ [0,∞] (or s ∈ [−∞, 0])
Let δ0 = ((δ0,µ)µ, (δ0,±∞i)±∞i) be the family of positive constants consisting
of the minimal non-zero absolute values of eigenvalues of
Aµ = J0∂t + Sµ(t) : W
1,2(S1,R2n)→ L2(S1,R2n)
and
A±∞i = J0∂t + S±∞i(t) : W
1,2(S1,R2n)→ L2(S1,R2n).
Let δ = ((δµ)µ, (δ±∞i)±∞i) be an arbitrary sequence of constants such that
δ < δ0 and δ < δ1, and let 2 < p < ∞ be an arbitrary constant. We define the
Lpδ-norm on [0,∞]× S1 or [−∞, 0]× S1 by ||ξ||Lpδ = ||eδ|s|ξ||Lp , using the usual
Lebesgue measures of [0,∞)× S1 or (−∞, 0]× S1.
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Using the trivialization of E|N0 , we define the Lpδ-space by
Lpδ(Σ,
∧0,1
T ∗Σ⊗ E) = Lpδ(Σ0 \N0,
∧0,1
T ∗Σ⊗ E)
⊕
⊕
ν
Lp(D ∪D,Cn)
⊕
⊕
µ
Lpδµ(([0,∞] ∪ [−∞, 0])× S1,Cn)
⊕
⊕
+∞i
Lpδ+∞i
([0,∞]× S1,Cn)
⊕
⊕
−∞i
Lpδ−∞i
([−∞, 0]× S1,Cn).
We define a Banach space W˜ 1,pδ (Σ, E) by
W˜ 1,pδ (Σ, E) = {ξ = ξ0 +
∑
µ
βµvµ +
∑
±∞i
β±∞iv±∞i ∈ C(Σ, E);
ξ0 ∈W 1,pδ (Σ, E), vµ ∈ KerAµ, v±∞i ∈ KerA±∞i},
where for each µ, βµ is a smooth function which is 1 on some neighborhood of µ-
th joint circle and whose support is contained in its slightly larger neighborhood,
and β±∞i is a similar function for each ±∞i. Each vµ ∈ KerAµ is regarded as
a section vµ(s, t) = vµ(t) : ([0,∞] ∪ [−∞, 0]) × S1 → Cn, and the meaning of
the above v±∞i is similar for each ±∞i. Then we can regard D0 as a linear
operator D0 : W˜
1,p
δ (Σ, E)→ Lpδ(Σ,
∧0,1
T ∗Σ⊗ E).
For each (ζ, r) = (ζν , rµ) ∈ Dl0 × (1,∞]l1 , a new curve Σ(ζ,r) is constructed
from Σ by replacing the neighborhood D ∪D of the ν-th nodal point with
Nνζν = {(x, y) ∈ D ×D;xy = ζν},
and replacing the neighborhood D∪˜D of the µ-th joint circle with
Nµrµ = {((sx, tx), (sy, ty)) ∈ [0,∞]× S1 × [−∞, 0]× S1; sy − sx = −2r, ty = tx}.
E induces a complex vector bundle on Σ(ζ,r). (We use the trivialization of
E|N0 .) We also denote this vector bundle by E.
Lp-norm on Nνζν is defined by the measure
√−1
2 dx∧dx¯ on {(x, y) ∈ Nνζν ; |x| ≥
|y|} and the measure
√−1
2 dy ∧ dy¯ on {(x, y) ∈ Nνζν ; |y| ≥ |x|}. Lpδ-norm on Nµrµ
is defined by
||ξ||Lpδ = ||eδ|s|ξ||Lp([0,rµ]×S1) + ||eδ|s|ξ||Lp([−rµ,0]×S1).
We define a Banach space W˜ 1,pδ (Σ(ζ,r), E) by
W˜ 1,pδ (Σ(ζ,r), E) = {ξ = ξ0 +
∑
µ
βµvµ +
∑
±∞i
β±∞iv±∞i ∈ C(Σ, E);
ξ0 ∈W 1,pδ (Σ(ζ,r), E), vµ ∈ KerAµ, v±∞i ∈ KerA±∞i},
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where βµ and β±∞i are defined by regarding the curve Σ(ζ,r) as a curve con-
structed by patching the subsets Σ0 \ N0, {x ∈ D; |x| ≥
√|ζν |}, {y ∈ D; |y| ≥√|ζν |}, [0, rµ]×S1µ, [−rµ, 0]×S1µ, [0,∞]×S1+∞i and [−∞, 0]×S1−∞i of Σ. The
norm of W˜ 1,pδ (Σ(ζ,κ), E) is defined by
||ξ||
W˜ 1,pδ (Σ(ζ,κ))
= inf
{∣∣∣∣∣∣ξ −∑
µ
βµvµ −
∑
±∞i
β±∞iv±∞i
∣∣∣∣∣∣
W 1,pδ
+
∑
µ
||vµ||KerAµ
+
∑
±∞i
||v±∞i ||KerA±∞i ; vµ ∈ KerAµ, v±∞i ∈ KerA±∞i
}
.
Regarding Σ(ζ,r) as the curve constructed by patching the subsets of Σ, we
define the linear operatorD(ζ,r) : W˜
1,p
δ (Σ(ζ,r), E)→ Lpδ(Σ(ζ,r),
∧0,1
T ∗Σ(ζ,r)⊗E)
from D0. (The coefficient of the operator is discontinuous in general.) Let
λ : RN → Lpδ(Σ,
∧0,1
T ∗Σ⊗ E) be a linear map which makes
D0 ⊕ λ : W˜ 1,pδ (Σ, E)⊕ RN → Lpδ(Σ,
∧0,1
T ∗Σ⊗ E)
surjective. We assume the support of λ is contained in Σ0 \N0. Then λ induces
a map λ(ζ,r) : RN → Lpδ(Σ(ζ,r),
∧0,1
T ∗Σ(ζ,r) ⊗ E). We prove the surjectivity of
D(ζ,r) ⊕ λ(ζ,r) : W˜ 1,pδ (Σ(ζ,r), E)⊕ RN → Lpδ(Σ(ζ,r),
∧0,1
T ∗Σ(ζ,r) ⊗ E)
for sufficiently small (ζ, r−1). Let {(ξk, hk)} be a orthonormal basis of Ker(D0⊕
λ), where the inner product of Ker(D0 ⊕ λ) is defined by
〈(ξ, h), (ξ′, h′)〉 = 〈ξ, ξ′〉L2(Σ0\N0) + 〈h, h′〉RN
Lemma 5.7. There exists some constant C > 0 such that for any sufficiently
small (ζ, r−1),
||ξ||
W˜ 1,pδ (Σ(ζ,r))
+ |h|RN
≤ C(||D(ζ,r)ξ + λ(ζ,r)h||Lpδ(Σ(ζ,r)) +∑
k
|〈ξ, ξk〉L2(Σ0\N0) + 〈h, hk〉RN |
)
(49)
Proof. We may assume D0 = ∂ on some neighborhood of nodal points, and
Sµ(s, t) = sµ(t) for sufficiently large |s| for all µ because the Sobolev embedding
||ξ0||L∞ . ||ξ0||W 1,p is uniform with respect to small (ζ, r−1).
It is enough prove the inequality for ξ ∈ W˜ 1,pδ (Σ(ζ,r), E) ∩ C∞(Σ(ζ,r), E).
We construct a section ξ˜ ∈ W˜ 1,pδ (Σ, E) from ξ, and apply the inequality
||ξ˜||
W˜ 1,pδ (Σ)
+ |h|RN
≤ C(||D0ξ˜ + λh||Lpδ(Σ) +∑
k
|〈ξ˜, ξk〉L2(Σ0\N0) + 〈h, hk〉RN |
)
(50)
followed from the surjectivity of D0 ⊕ λ to (ξ˜, h). From this inequality, we will
derive the required inequality for (ξ, h).
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Define ξ˜|Σ0\N0 = ξ|Σ0\N0 . We also define ξ˜ = ξ on the neighborhood of limit
circles of Σ.
Next we consider the neighborhood of the ν-th nodal point. On Nνζν , let
ξ|{|x|=√|ζν |} =
∑
k
a
(ν)
k x
k ∈ L2({|x| =
√
|ζν |},Cn)
ξ|{|y|=√|ζν |} =
∑
k
b
(ν)
k y
k ∈ L2({|y| =
√
|ζν |},Cn)
be the Fourier expansions. Note that b
(ν)
k = a
(ν)
−kζ
−k. In particular, a(ν)0 = b
(ν)
0 .
Then ξ˜|D∪D is defined by
ξ˜(x, 0) =
{
ξ(x)− ρζν (x)
∑
k<0 a
(ν)
k x
k for
√|ζν | ≤ |x| ≤ 1∑
k≥0 a
(ν)
k x
k for |x| ≤√|ζν |
ξ˜(0, y) =
{
ξ(y)− ρζν (y)
∑
k<0 b
(ν)
k y
k for
√|ζν | ≤ |y| ≤ 1∑
k≥0 b
(ν)
k y
k for |y| ≤√|ζν | ,
where ρζ is defined as follows. Let ρ : R≥0 → R≥0 be a smooth function such
that ρ|[0,1] = 1 and supp ρ ⊂ [0, 2], and fix a constant 0 < α < 12 . Then ρζ is
defined by ρζ(z) = ρ(
z
|ζ|α ). We note that ξ˜|D∪D ∈W 2,2(D∪D) ⊂W 1,p(D∪D)
because
∑
k a
(ν)
k x
k ∈ C∞({|x| = √|ζν |},Cn) ⊂ W 32 ,2({|x| = √|ζν |},Cn) and∑
k b
(ν)
k y
k ∈ C∞({|y| = √|ζν |},Cn) ⊂W 32 ,2({|y| = √|ζν |},Cn).
Next we consider the neighborhood of the µ-th joint circle. On Nµrµ , let
ξ|{s=rµ}⊂[0,rµ]×S1 =
∑
k
a
(µ)
k e
−λ(µ)k rµφ(µ)k (t) ∈ L2(S1,R2n)
ξ|{s=−rµ}⊂[−rµ,0]×S1 =
∑
k
b
(µ)
k e
λ
(µ)
k rµφ
(µ)
k (t) ∈ L2(S1,R2n)
be expansions by the eigenvectors φ
(µ)
k of Aµ, where λ
(µ)
k is the eigenvalue cor-
responding to φ
(µ)
k . Since {s = rµ} ⊂ [0, rµ]×S1 and {s = −rµ} ⊂ [−rµ, 0]×S1
are the same circle, b
(µ)
k = e
−2λ(µ)k rµa(µ)k . In particular, b
(µ)
k = a
(µ)
k if λk = 0.
Then ξ˜|([0,∞]∪[−∞,0])×S1µ is defined by
ξ˜|[0,∞]×S1(s, t) =
ξ(s, t)− χrµ(s)
∑
λ
(µ)
k <0
a
(µ)
k e
−λ(µ)k sφ(µ)k (t) 0 ≤ s ≤ rµ∑
λ
(µ)
k ≥0
a
(µ)
k e
−λ(µ)k sφ(µ)k (t) rµ ≤ s ≤ ∞
,
ξ˜|[−∞,0]×S1(s, t) =

∑
λ
(µ)
k ≤0
b
(µ)
k e
−λ(µ)k sφ(µ)k (t) −∞ ≤ s ≤ −rµ
ξ(s, t)− χrµ(s)
∑
λ
(µ)
k >0
b
(µ)
k e
−λ(µ)k sφ(µ)k (t) −rµ ≤ s ≤ 0
,
where χ : R≥0 → R≥0 is a smooth function such that χ|[0,1/3] = 0 and
χ|[2/3,∞) = 1, and χr : R≥0 → R≥0 is defined by χr(s) = χ( sr ). It is easy
to see that ξ˜|([0,∞]∪[−∞,0])×S1µ ∈ W˜ 1,pδ (([0,∞] ∪ [−∞, 0])× S1µ,Cn).
We assume that ζν are sufficiently small and rµ are sufficiently large so that
123
• D0 = ∂ on {(x, y) ∈ Nνζν ; |x| ≤ 2|ζν |α or |y| ≤ 2|ζν |α}, and
• Sµ(s, t) = Sµ(t) on [13rµ,∞]× S1µ ∪ [−∞,− 13rµ]× S1µ.
For each µ, define vµ ∈ KerAµ by
vµ =
∑
λ
(ν)
k =0
a
(µ)
k φ
(µ)
k (t).
We also define v±∞i ∈ KerAµ for limit circles ±∞i by the condition
ξ −
∑
µ
βµvµ −
∑
±∞i
β±∞iv±∞i ∈W 1,pδ (Σ(ζ,r), E).
We can easily check the following inequalities, where C > 0 is some constant
and 0 <  ≤ 1 is arbitrary. (C > 0 does not depend on .)
C
∣∣∣∣∣∣ξ˜ −∑
µ
βµvµ −
∑
±∞i
β±∞iv±∞i
∣∣∣∣∣∣
W 1,pδ (Σ0)
≥ 
(∣∣∣∣∣∣ξ −∑
µ
βµvµ −
∑
±∞i
β±∞iv±∞i
∣∣∣∣∣∣
W 1,pδ (Σ(ζ,r))
−
∑
ν
∣∣∣∣∣∣ρζν (x)∑
k<0
a
(ν)
k x
k
∣∣∣∣∣∣
W 1,p(
√
|ζν |≤|x|≤1)
−
∑
ν
∣∣∣∣∣∣ρζν (y)∑
k<0
b
(ν)
k y
k
∣∣∣∣∣∣
W 1,p(
√
|ζν |≤|y|≤1)
−
∑
µ
∣∣∣∣∣∣χrµ(s) ∑
λ
(µ)
k <0
a
(µ)
k e
−λ(µ)k sφ(µ)k (t)
∣∣∣∣∣∣
W 1,pδµ ([0,rµ]×S1)
−
∑
µ
∣∣∣∣∣∣χrµ(s) ∑
λ
(µ)
k >0
b
(µ)
k e
−λ(µ)k sφ(µ)k (t)
∣∣∣∣∣∣
W 1,pδµ ([−rµ,0]×S1)
)
+
∑
ν
∣∣∣∣∣∣∑
k≥0
a
(ν)
k x
k
∣∣∣∣∣∣
W 1,p(|x|≤
√
|ζν |)
+
∑
ν
∣∣∣∣∣∣∑
k≥0
b
(ν)
k y
k
∣∣∣∣∣∣
W 1,p(|y|≤
√
|ζν |)
+
∑
µ
∣∣∣∣∣∣ ∑
λ
(µ)
k >0
a
(µ)
k e
−λ(µ)k sφ(µ)k (t)
∣∣∣∣∣∣
W 1,pδµ ([rµ,∞]×S1)
+
∑
µ
∣∣∣∣∣∣ ∑
λ
(µ)
k <0
b
(µ)
k e
−λ(µ)k sφ(µ)k (t)
∣∣∣∣∣∣
W 1,pδµ ([−∞,−rµ]×S1)
(51)
||D0ξ˜ + λh||Lpδ(Σ)
≤ ||D(ζ,r)ξ + λ(ζ,r)h||Lpδ(Σ(ρ,r))
+ C
(∑
ν
|ζν |−α
∣∣∣∣∣∣∑
k<0
a
(ν)
k x
k
∣∣∣∣∣∣
Lp(|ζν |α≤|x|≤2|ζν |α)
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+
∑
ν
|ζν |−α
∣∣∣∣∣∣∑
k<0
b
(ν)
k y
k
∣∣∣∣∣∣
Lp(|ζν |α≤|y|≤2|ζν |α)
+
∑
µ
1
rµ
∣∣∣∣∣∣ ∑
λ
(µ)
k <0
a
(µ)
k e
−λ(µ)k sφ(µ)k (t)
∣∣∣∣∣∣
Lpδµ ([0,rµ]×S1)
+
∑
µ
1
rµ
∣∣∣∣∣∣ ∑
λ
(µ)
k >0
b
(µ)
k e
−λ(µ)k sφ(µ)k (t)
∣∣∣∣∣∣
Lpδµ ([−rµ,0]×S1)
)
(52)
Apply inequality (50) to ξ˜ ∈ W˜ 1,pδ (Σ0), and use (51) for sufficiently small
 > 0, (52) and the following two lemmas (Lemma 5.8 and 5.9). Then we can
easily see that there exists some constant C > 0 such that for any sufficiently
small (ζ, r−1),∣∣∣∣∣∣ξ −∑
µ
βµvµ −
∑
±∞i
β±∞iv±∞i
∣∣∣∣∣∣
W 1,pδ (Σ(ζ,r))
+
∑
µ
||vµ||KerAµ +
∑
±∞i
||v±∞i ||KerA±∞i + |h|RN
≤ C(||D(ζ,r)ξ + λ(ζ,r)h||Lpδ(Σ(ζ,r)) +∑
k
|〈ξ, ξk〉L2(Σ0\N0) + 〈h, hk〉RN |
)
.
We do not use any estimates of a
(ν)
k , b
(ν)
k , a
(µ)
k or b
(µ)
k by ξ. Lemma 5.8 and 5.9
imply that these terms cancel each other. (49) follows from the above inequality.
Lemma 5.8. For any 2 < p < ∞ and 0 < α < 12 , there exists some C > 0
such that for any ζ ∈ D and any two sequences (ak)k∈Z and (bk)k∈Z such that
bk = a−kζ−k, the following inequalities hold true.∣∣∣∣∣∣∑
k<0
akz
k
∣∣∣∣∣∣
W 1,p(
√
|ζ|≤|z|≤1)
≤ C
∣∣∣∣∣∣∑
k≥0
bkz
k
∣∣∣∣∣∣
W 1,p(|z|≤
√
|ζ|)
|ζ|−α
∣∣∣∣∣∣∑
k<0
akz
k
∣∣∣∣∣∣
Lp(|ζ|α≤|z|≤2|ζ|α)
≤ C|ζ|(1− 2p )(1−2α)
∣∣∣∣∣∣∑
k≥0
bkz
k
∣∣∣∣∣∣
W 1,p(|z|≤
√
|ζ|)
Proof. Put f(z) =
∑
k≥0 bkz
k. Then
∑
k<0 akz
k = f
(
ζ
z
) − b0. Therefore
d
dz (
∑
k<0 akz
k) = f ′
(
ζ
z
)(− ζz2 ). This implies for any 0 < α ≤ 12 ,∫
|ζ|α≤|z|≤1
∣∣∣∣ ddz(∑
k<0
akz
k
)∣∣∣∣p|dz|2 = ∫|ζ|≤|w|≤|ζ|1−α |f ′(w)|p
( |w|2
|ζ|
)p−2
|dw|2
≤ |ζ|(p−2)(1−2α)
∣∣∣∣∣∣∑
k≥0
bkz
k
∣∣∣∣∣∣p
W 1,p(|z|≤
√
|ζ|)
.
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On the other hand, Poincare´’s inequality on S1 implies∣∣∣∣∣∣∑
k<0
akz
k
∣∣∣∣∣∣p
Lp(|ξ|α≤|x|≤ρ)
=
∫ ρ
|ζ|α
∫ 2pi
0
∣∣∣∑
k<0
akr
ke
√−1kθ
∣∣∣prdrdθ
≤ C
∫ ρ
|ζ|α
∫ 2pi
0
∣∣∣∑
k<0
kakr
ke
√−1kθ
∣∣∣prdrdθ
= C
∫ ρ
|ζ|α
∫ 2pi
0
∣∣∣∑
k<0
kakr
k−1e
√−1(k−1)θ
∣∣∣prp+1drdθ
≤ Cρp
∣∣∣∣∣∣∣∣ ddz(∑
k<0
akz
k
)∣∣∣∣∣∣∣∣p
Lp(|ξ|α≤|z|≤ρ)
for ρ = 2|ζ|α or 1. The first of the claimed inequalities is proved by substituting
α = 12 and ρ = 1, and the second is proved by substituting ρ = 2|ζ|α.
Lemma 5.9. Let (φk) be a family of W
1,2-functions on S1. Let δ > 0 be a
positive constant and (λk) be a sequence of real numbers such that λk < −δ.
Then for any 1 < p <∞, r > 0 and any two sequences (ak) and (bk) such that
bk = e
−2λkrak, the following inequality holds true.∣∣∣∣∣∣∑
λk<0
ake
−λksφk(t)
∣∣∣∣∣∣
W 1,pδ ([0,r]×S1)
≤
∣∣∣∣∣∣∑
λk<0
bke
−λksφk(t)
∣∣∣∣∣∣
W 1,pδ ((−∞,−r]×S1)
Proof. The Lpδ-norm is estimated by∫ r
0
∣∣∣∑
λk<0
ake
−λksφk(t)
∣∣∣pepδsdsdt = ∫ −r
−2r
∣∣∣∑
λk<0
bke
−λksφk(t)
∣∣∣pepδ(s+2r)dsdt
≤
∫ −r
−2r
∣∣∣∑
λk<0
bke
−λksφk(t)
∣∣∣pe−pδsdsdt.
Similarly, we can estimate∫ r
0
∣∣∣∂s(∑
λk<0
ake
−λksφk(t)
)∣∣∣pepδsdsdt
and ∫ r
0
∣∣∣∂t(∑
λk<0
ake
−λksφk(t)
)∣∣∣pepδsdsdt
by the corresponding terms for bk.
Remark 5.10. The same argument implies that interior regularity property of
D(ζ,r) is uniform with respect to small (ζ, r) on a neighborhood of a nodal point
or a imaginary circle.
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5.3 Smoothness of Kuranishi neighborhoods
In this section, we prove that if we give X˜ a stronger differential structure and
give the product differential structure to Vˆ = X˚ × B(0) ⊂ X˚ × KerDF (0,b0)(0,0) ,
then
Vˆ ↪→ X˚ × Cl(Σ0 \N0, (R1 ∪ R2 ∪ · · · ∪ Rk)× Y )× E0
(a, b, x) 7→ (a, b,Φa,b(ξx)|Σ0\N0 , hx)
is a smooth embedding for any l. More precisely, we prove that for any N ≥ 1,
we can chose a stronger differentiable structure of X˜ such that the map is of
class CN . Note that we have already proved the continuity of the above map
by (48). We also note that once we prove that this is a smooth embedding for
l = 1, then it follows that for any l ≥ 1 and any N˜0 ⊃ N0,
Vˆ ↪→ X˚ × Cl(Σ0 \ N˜0, (R1 ∪ R2 ∪ · · · ∪ Rk)× Y )× E0
is also a smooth embedding provided that N˜0 does not cover any irreducible
components of Σ0.
First we explain about the strong differential structure of X˜. It is based on
the following Lemma.
Lemma 5.11. Let V ⊂ Cn be an open set and D ⊂ C be a disk. Assume a
holomorphic function f(w, ζ1, . . . , ζl) : V ×Dl → C satisfies {(w, ζ); f(w, ζ) =
0} = ⋃i{ζi = 0}. Define ϕα(re√−1θ) = rαe√−1θ for α ≥ 1. Then ϕ−1α ◦
f(w,ϕα(ζ1), . . . , ϕα(ζl)) : V ×Dl → C is of class Cbαc. (If α = 2N+1 for some
N ∈ Z≥0 then it is real analytic.)
Proof. There exists a holomorphic function g : V × Dl → C \ 0 such that
f(w, ζ) = ζk11 . . . ζ
kl
l g(w, ζ) for some ki ≥ 1. Then
ϕ−1α
(
f(w,ϕα(ζ1), . . . , ϕα(ζl))
)
= ζk11 . . . ζ
kl
l ϕ
−1
α
(
g(w,ϕα(ζ1), . . . , ϕα(ζl))
)
,
where we have used ϕα(ab) = ϕα(a)ϕα(b). Since ϕα is of class C
bαc and ϕ−1α :
C\0→ C\0 is real analytic, ϕ−1α ◦f(w,ϕα(ζ1), . . . , ϕα(ζl)) is of class Cbαc.
For any α  0 and β  0, a new differential structure of X˜ is defined by
the coordinate
X˜ ⊂ J0 ×Dl0 × D˜l1 → J0 ×Dl0 × ([0, 1]× S1)l1
(j, (ζν = ρ
2
νe
2
√−1ϕν )ν , (ρ2piµ e
2pi
√−1ϕµ)µ) 7→ (j, (ζˆν = ρˆ2νe2
√−1ϕν )ν , (ρˆµ, ϕµ)µ)
defined by ρν = ρˆ
α
ν and ρµ = ρˆ
βµ
µ , where βµ = L
−1
µ β (Lµ = Lγµ is the period
of the periodic orbit on S1µ). The above lemma implies that this differential
structure is independent of the local description of the universal family (P˜ →
X˜, Z ∪ Z+ ∪ Z++) given by a decomposition of Σ0 since in any description,
{ζν} consists of the curves which have ν-th nodal point and is preserved by the
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coordinate change. The reason why we use the indeces βµ = L
−1
µ β depending
on µ is to make X˚ ⊂ X˜×∏µ Rµ a submanifold. (Recall that X˚ is defined by the
condition that ρ
Lµ
µ e−bµ does not depend on µ ∈Mi for each i = 1, 2, . . . , k− 1.)
We fix large constants α ≥ 1 and β > 0, and use the differential structure of
X˜ defined by the same α and β for all Kuranishi neighborhoods of M̂ for each
pre-Kuranishi structure of M̂.
Let X˚ =
∐
Π,Π′ X˚Π,Π′ be the decomposition defined by
X˚Π,Π′ = {(a, b) ∈ X˚; ρµ 6= 0 for all µ ∈Mi if and only if i ∈ Π
ζν 6= 0 if and only if ν ∈ Π′},
where Π ⊂ {1, 2, . . . , k − 1} and Π′ is a subset of nodal points of Σ0. We prove
the differentiability of φ on each X˚Π,Π′×B(0) and investigate its behavior near
the boundary.
Fix one point (a, b) ∈ X˚Π,Π′ and consider another point (a˜, b˜) ∈ X˚Π,Π′ close
to (a, b). To investigate the behavior of the differential, we identify P˜a˜ and P˜a
by the piecewise smooth map Ψ defined as follows.
On each [−1, 0]× S1µ ⊂ [−1,− 12 log ρµ]× S1µ,
Ψ : [−1, 0]× S1µ → [−1, 0]× S1µ
(s, t) 7→ (s˜, t˜) = (s, t)
is given by the identity map, and on each [0,− 12 log ρµ]×S1µ ⊂ [−1,− 12 log ρµ]×
S1µ,
Ψ : [0,− 12 log ρµ]× S1µ → [0,− 12 log ρ˜µ]× S1µ
(s, t) 7→ (s˜, t˜)
is defined by
e−κµs˜ − ρ˜κµ/2µ
1− ρ˜κµ/2µ
=
e−κµs − ρκµ/2µ
1− ρκµ/2µ
, t˜ = t.
Ψ on each [ 12 log ρµ, 1] × S1 is defined similarly. For simplicity of notation, we
denote [0,− 12 log ρµ] × S1µ ∪ [ 12 log ρµ, 0] × S1µ by Nµa,b. Recall the definition of
the approximate solutions and note that Ψ satisfies vµ
a˜,b˜
◦Ψ = vµa,b on Nµa,b.
On each Nνa,b,
Nνa,b = {(x, y) ∈ D ×D;xy = ζν} → {(x˜, y˜) ∈ D ×D; x˜y˜ = ζ˜ν} = Nνa˜,b˜
(x, y) 7→ (x˜, y˜)
is defined by
• x˜ = r˜e
√−1θ˜ if |x| ≥√|ζν | and x = re√−1θ
• y˜ = r˜e
√−1θ˜ if |y| ≥√|ζν | and y = re√−1θ
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where r˜ and θ˜ is defined by
r˜ − ρ˜ν
1− ρ˜ν =
r − ρν
1− ρν , θ˜ = θ + βν(r)(ϕ˜ν − ϕν), βν(r) = max
(
2ρν − r
ρν
, 0
)
,
where ρν , ϕν , ρ˜ν and ϕ˜ν are defined by ζν = ρ
2
νe
2
√−1ϕν and ζ˜ν = ρ˜2νe
2
√−1ϕ˜ν .
On Σ0 \N0, Ψ|Σ0\N0 = id.
Then under this identification, we consider F (a˜,b˜) as a map
F (a˜,b˜) : W˜ 1,pδ (P˜a, u
∗
a,bT Yˆ )⊕ E0
→ Lp(Σ0 \N0,
∧0,1
T ∗Σ0 ⊗C u∗0T Yˆ )
⊕
⊕
µ
(Lpδ([−1,− 12 log ρµ]× S1,R2n)⊕ Lpδ([ 12 log ρµ, 1]× S1,R2n))
⊕
⊕
+∞i
Lpδ([0,∞]× S1,R2n)⊕
⊕
−∞i
Lpδ([−∞, 0]× S1,R2n)
⊕
⊕
ν
(Lp({x ∈ D; |x| ≥
√
|ζν |},R2n)⊕ Lp({y ∈ D; |y| ≥
√
|ζν |},R2n)).
On each [−1, 0]× S1µ ⊂ [−1,− 12 log ρµ]× S1µ,
F (a˜,b˜)(ξ, h) = ∂s(v
µ,left
a,b + ξ) + J˜
µ
t (v
µ,left
a,b + ξ)∂t(v
µ,left
a,b + ξ) + f
µ
t (v
µ,left
a,b + ξ)
+
1
2
(bµ − b0µ)χ′(s)∂σ +
1
2
ϕ˜µχ
′(s)(gµt (v
µ,left
a,b + ξ) + ∂t(v
µ,left
a,b + ξ)).
On each [0,− 12 log ρµ]× S1µ ⊂ [−1,− 12 log ρµ]× S1µ,
F (a˜,b˜)(ξ, h) =
(
1 +
(
1− ρκµ/2µ
1− ρ˜κµ/2µ
ρ˜κµ/2µ − ρκµ/2µ
)
eκµs
)
∂s(v
µ,left
a,b + ξ)
+ J˜µt (v
µ,left
a,b + ξ)∂t(v
µ,left
a,b + ξ) + f
µ
t (piY (v
µ,left
a,b + ξ)).
On each Nν,lefta,b = {x ∈ D; |x| ≥
√|ζν |} ⊂ Nνa,b,
F (a˜,b˜)(ξ, h) =
1− ρν
1− ρ˜ν
(
(∂rv
ν
a,b)ϕ˜ν + ∂rξ +
ϕ˜ν − ϕν
ρν
1{ρν≤rν≤2ρν}∂θξ
)
+ J˜ν((vνa,b)ϕ˜ν + ξ)
(∂θv
ν
a,b)ϕ˜ν + ∂θξ
r˜
where wϕ˜ν (re
√−1θ) = w(re
√−1(θ+βν(r)(ϕ˜ν−ϕν))) for w = ∂rvνa,b, v
ν
a,b or ∂θv
ν
a,b.
By the same equations, we can define F (a˜,b˜) for all (a˜, b˜) ∈ X˜Π,Π′ ×
∏
µ R
close to (a, b), where X˜Π,Π′ ⊂ X˜ is defined as X˚Π,Π′ ⊂ X˚, that is,
X˜Π,Π′ = {a ∈ X˜; ρµ 6= 0 if and only if µ ∈
⋃
i∈Π
Mi,
ζν 6= 0 if and only if ν ∈ Π′}.
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In the following lemma, we regard a˜ ∈ X˜Π,Π′ and b˜ ∈
∏
µ R as independent pa-
rameters by extending F (a˜,b˜) to (a˜, b˜) ∈ X˜Π,Π′×
∏
µ R as above and estimate the
derivatives at (a, b). We note that ∂kρ˜µF
(a,b) = ∂kρ˜µF
(a˜,b˜)|(a˜,b˜)=(a,b) vanishes on
the complement of Nµa,b for k > 0, and ∂
k
ρ˜ν
∂lϕ˜νF
(a,b) vanishes on the complement
of Nνa,b for (k, l) 6= (0, 0).
Lemma 5.12.
(i) For any 0 < δµ ≤ δ′µ < κµ, 2 < p < ∞, i ∈ Π, µ ∈ Mi and k > 0, there
exists some constant C > 0 and c0 > 0 such that the following hold for
||ξ||
W˜ 1,p
δ′
≤ c0.
||(∂kρ˜µF (a,b))(ξ, h)||Lpδµ (Nµa,b) ≤ Cρ
(δ′µ−δµ)/2−k
µ ,
||(D∂kρ˜µF (a,b))(ξ,h)(ξˆ, hˆ)||Lpδµ (Nµa,b) ≤ Cρ
(δ′µ−δµ)/2−k
µ ||ξˆ||W˜ 1,p
δ′µ
(Nµa,b)
,
Dm∂kρ˜µF
(a,b) ≡ 0 (m ≥ 2).
(ii) For any 2 < p ≤ q <∞, ν ∈ Π′ and any (m, k, l) such that (k, l) 6= (0, 0),
there exists some constants C > 0 and c0 > 0 such that the following holds
for ||ξ||W 1,q(Nνa,b) ≤ c0.
||(Dm∂kρ˜ν∂lϕ˜νF (a,b))(ξ,h)(ξˆ(m), hˆ(m))(ξˆ(m−1), hˆ(m−1)) . . . (ξˆ(1), hˆ(1))||Lp(Nνa,b)
≤ Cρ2/p−2/q−kν
m∏
i=1
||ξˆ(i)||W 1,q(Nνa,b).
(iii) For any 2 < p < ∞, 0 < δ < δ0, and any multi-index (m, kj , (lµ), kb =
(kbµ)), there exists some constants C > 0 and c0 > 0 such that the follow-
ing holds for ||ξ||
W˜ 1,pδ
+ |h|E ≤ c0.
||(Dm∂kj˜ ∂(lµ)(ϕ˜µ)∂
kb
b˜
F (a,b))(ξ,h)(ξˆ
(m), hˆ(m))(ξˆ(m−1), hˆ(m−1)). . .(ξˆ(1), hˆ(1))||Lpδ(P˜a)
≤ C
m∏
i=1
(||ξˆ(i)||
W˜ 1,pδ (P˜a)
+ |hˆ(i)|E).
(See Appendix A for our notation of differential.)
Remark 5.13. Note that ∂ρ˜µ∂ρ˜µ′F
(a,b)(ξ, h) = 0 if µ 6= µ′. Similarly, the differ-
ential of F with respect to two parameters which correspond to different pieces
of the curve vanishes. Hence the above lemma is enough for the estimate of the
differentials of F .
Proof. (i) We use a change of variable ρ˚µ = (ρ˜µ)
κµ/2. Then on [0,− 12 log ρµ]×S1,
∂kρ˚µF
(a˜,b˜)(ξ, h)|(a˜,b˜)=(a,b) = k!(1− ρκµ/2µ )−keκµs∂s(vµ,lefa,b + ξ).
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Since |∂svµ,lef0 (s, t)| . e−δ
′
0,µs on [0,∞)× S1 for any κµ < δ′0,µ < δ0,µ,
∂sv
µ,lef
a,b (s, t) =
e−κµs
e−κµs − ρκµ/2µ
∂sv
µ,lef
0
(
− 1
κµ
log
(
e−κµs − ρκµ/2µ
1− ρκµ/2µ
)
, t
)
satisfies
∣∣∂svµ,lefa,b ∣∣eδ′µs . e−κµs
e−κµs − ρκµ/2µ
·
(
e−κµs − ρκµ/2µ
1− ρκµ/2µ
)δ′0,µ/κµ
eδ
′
µs
= e−(κµ−δ
′
µ)s ·
(
e−κµs − ρκµ/2µ
)δ′0,µ/κµ−1(
1− ρκµ/2µ
)δ′0,µ/κµ
. e−(κµ−δ′µ)s,
which implies that ||∂svµ,lefa,b ||Lp
δ′µ
([0,− 12 log ρµ]×S1) . 1. Hence the assumption
||∂sξ||Lp
δ′µ
([0,− 12 log ρµ]×S1) . 1 and
eκµs|∂s(vµ,lefa,b + ξ)|eδµs ≤ ρ
(δ′µ−δµ−κµ)/2
µ · |∂s(vµ,lefa,b + ξ)|eδ
′
µs
imply
||∂kρ˚µF (a˜,b˜)(ξ, h)|(a˜,b˜)=(a,b)||Lpδ(P˜a) . ρ
(δ′µ−δµ)/2−κµ/2
µ ,
||D∂kρ˚µF (a˜,b˜)(ξ,h) (ξˆ, hˆ)|(a˜,b˜)=(a,b)||Lpδ(P˜a) . ρ
(δ′µ−δµ)/2−κµ/2
µ ||ξˆ||W˜ 1,p
δ′µ
(Nµa,b)
,
D2∂kρ˚µF
(a˜,b˜)
(ξ,h) ≡ 0.
The claim follows from these inequalities because ∂ρ˜µ =
κµ
2 (ρ˜µ)
κµ/2−1∂ρ˚µ .
(ii) We can easily check the following equations by direct calculation (\m,l is
defined below):
∂kρ˜νF
(a,b)(ξ, h)|Nν,lefta,b = k!
1
(1− ρν)k (∂rv
ν
a,b + ∂rξ)
+ (−1)kk! 1
rk+1
( 1− r
1− ρν
)k
J˜ν(vνa,b + ξ)(∂θv
ν
a,b + ∂θξ)
= k!
1
(1− ρν)k (∂rv
ν
a,b + ∂rξ)
+ (−1)kk! 1
rk+1
( 1− r
1− ρν
)k
\(0,0) (k ≥ 1)
∂kρ˜ν∂ϕ˜νF
(a,b)(ξ, h)|Nν,lefta,b = k!
1
(1− ρν)k
(
βν · ∂r∂θvνζ +
1{ρν≤rν≤2ρν}
ρν
∂θξ
)
+ (−1)kk! βν
rk+1
( 1− r
1− ρν
)k
\(0,1) (k ≥ 0)
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∂kρ˜ν∂
l
ϕ˜νF
(a,b)(ξ, h)|Nν,lefta,b = k!
βlν
(1− ρν)k ∂r∂
l
θv
ν
a,b
+ (−1)kk! β
l
ν
rk+1
( 1− r
1− ρν
)k
\(0,l) (k ≥ 0, l ≥ 2)
(D∂kρ˜νF
(a,b))(ξ,h)(ξˆ, hˆ)|Nν,lefta,b = k!
1
(1− ρν)k ∂r ξˆ
+ (−1)kk! 1
rk+1
( 1− r
1− ρν
)k
\(1,0) (k ≥ 1)
(D∂kρ˜ν∂ϕ˜νF
(a,b))(ξ,h)(ξˆ, hˆ)|Nν,lefta,b = k!
1
(1− ρν)k
1{ρν≤r≤2ρν}
ρν
∂θ ξˆ
+ (−1)kk! βν
rk+1
( 1− r
1− ρν
)k
\(1,1) (k ≥ 0)
(Dm∂kρ˜ν∂
l
ϕ˜νF
(a,b))(ξ,h)(ξˆ
(m), hˆ(m))(ξˆ(m−1), hˆ(m−1)) . . . (ξˆ(1), hˆ(1))|Nν,lefta,b
= (−1)kk! β
l
ν
rk+1
( 1− r
1− ρν
)k
\(m,l)
(m ≥ 2, (k, l) 6= (0, 0) or m = 1, k ≥ 0, l ≥ 2)
In the above equations, \(m,l) is a sum of terms in the following forms:
(Dα1+m−1J˜ν)vνa,b+ξ · ∂
j1
θ v
ν
a,b · ∂j2θ vνa,b . . . ∂
jα1
θ v
ν
a,b · ξˆ(m) · ξˆ(m−1) . . . ξˆ(1)
(α1 ≥ 1, j1 + j2 + · · ·+ jα1 = l + 1)
(Dα1+mJ˜ν)vνa,b+ξ · ∂
j1
θ v
ν
a,b · ∂j2θ vνa,b . . . ∂
jα1
θ v
ν
a,b · ξˆ(m) · ξˆ(m−1) . . . ξˆ(1) · ∂θξ
(α1 ≥ 0, j1 + j2 + · · ·+ jα1 + 1 = l + 1)
(Dα1+m−1J˜ν)vνa,b+ξ · ∂
j1
θ v
ν
a,b · ∂j2θ vνa,b . . . ∂
jα1
θ v
ν
a,b · ξˆ(m) · ξˆ(m−1)
α2
˘. . . ξˆ(1) · ∂θ ξˆ(α2)
(α1 ≥ 1, 1 ≤ α2 ≤ m, j1 + j2 + · · ·+ jα1 + 1 = l + 1)
We prove the case where p < q. The case where p = q is easier. Define
2 < s <∞ by 1s = 1p − 1q . First note that(∫
ρν≤|x|≤1
|r−(l+1)\(m,l)|qrdrdθ
) 1
q
. ||ξˆ(m)||1,q||ξˆ(m−1)||1,q . . . ||ξˆ(1)||1,q.
This is because
• ||r−j∂jθvνa,b||∞ . ||r−j∂jθvν0 ||∞ < ∞ are uniformly bounded with respect
to small ζν ,
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• ||ξˆ(i)||L∞(Nν,lefta,b ) . ||ξˆ
(i)||W 1,q(Nν,lefta,b ) uniformly with respect to small ζν ,
and
• ||r−1∂θ ξˆ(i)||Lq(Nν,lefta,b ) . ||ξˆ
(i)||W 1,q(Nν,lefta,b ) uniformly with respect to small
ζν .
We note that ||r−j∂r∂jθvνa,b||∞ . ||r−j∂r∂jθvν0 ||∞ <∞. These imply
||∂kρ˜νF (a,b)(ξ, h)||Lp
.
(∫
ρν≤|x|≤1
(|∂rvνa,b|p + |∂rξ|p)rdrdθ
) 1
p
+
(∫
ρν≤|x|≤1
r−kp|r−1\(0,0)|prdrdθ
) 1
p
. ||∂rvνa,b||∞ + ||∂rξ||Lq(Nνa,b)
+
(∫ 1
ρν
r−ks+1dr
) 1
s
(∫
ρν≤|x|≤1
|r−1\(0,0)|qrdrdθ
) 1
q
. ρ
2
s−k
ν (k ≥ 1),
||∂kρ˜ν∂ϕ˜νF (a,b)(ξ, h)||Lp
.
(∫
ρν≤|x|≤2ρν
rp|r−1∂r∂θvνa,b|prdrdθ
) 1
p
+
1
ρν
(∫
ρν≤|x|≤2ρν
rp|r−1∂θξ|prdrdθ
) 1
p
+
(∫
ρν≤|x|≤2ρν
r(1−k)p|r−2\(0,1)|prdrdθ
) 1
p
.
(∫ 2ρν
ρν
rp+1dr
) 1
p |r−1∂r∂θvνa,b|∞
+
1
ρν
(∫ 2ρν
ρν
rs+1dr
) 1
s
(∫
ρν≤|x|≤2ρν
|r−1∂θξ|qrdrdθ
) 1
q
+
(∫ 2ρν
ρν
r(1−k)s+1dr
) 1
s
(∫
ρν≤|x|≤2ρν
|r−2\(0,1)|qrdrdθ
) 1
q
. ρ
2
s
ν + ρ
2
s+1−k
ν
. ρ
2
s−(k−1)+
ν (k ≥ 0),
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||∂kρ˜ν∂lϕ˜νF (a,b)(ξ, h)||Lp
.
(∫
ρν≤|x|≤2ρν
rlp|r−l∂r∂lθvνa,b|prdrdθ
) 1
p
+
(∫
ρν≤|x|≤2ρν
r(l−k)p|r−(l+1)\(0,l)|prdrdθ
) 1
p
.
(∫ 2ρν
ρν
rlp+1dr
) 1
p |r−l∂r∂lθvνa,b|∞
+
(∫ 2ρν
ρν
r(l−k)s+1dr
) 1
s
(∫
ρν≤|x|≤2ρν
|r−(l+1)\(0,1)|qrdrdθ
) 1
q
. ρ
2
s+l−k
ν (k ≥ 0, l ≥ 2),
||(D∂kρ˜νF (a,b))(ξ,h)(ξˆ, hˆ)||Lp
.
(∫
ρν≤|x|≤1
|∂r ξˆ|prdrdθ
) 1
p
+
(∫
ρν≤|x|≤1
r−kp|r−1\(1,0)|prdrdθ
) 1
p
. ||ξˆ||1,q +
(∫ 1
ρν
r−ks+1dr
) 1
s
(∫
ρν≤|x|≤1
|r−1\(1,0)|qrdrdθ
) 1
q
. ρ
2
s−k
ν ||ξˆ||1,q (k ≥ 1),
||(D∂kρ˜ν∂ϕ˜νF (a,b))(ξ,h)(ξˆ, hˆ)||Lp
. 1
ρν
(∫
ρν≤|x|≤2ρν
rp|r−1∂θ ξˆ|prdrdθ
) 1
p
+
(∫
ρν≤|x|≤2ρν
r−(k−1)p|r−2\(1,1)|prdrdθ
) 1
p
. ρ−1ν
(∫ 2ρν
ρν
rs+1dr
) 1
s
(∫
ρν≤|x|≤2ρν
|r−1∂θ ξˆ|qrdrdθ
) 1
q
+
(∫ 2ρν
ρν
r−(k−1)s+1dr
) 1
s
(∫
ρν≤|x|≤2ρν
|r−2\(1,1)|qrdrdθ
) 1
q
. ρ
2
s−(k−1)+
ν ||ξˆ||1,q (k ≥ 0),
||(Dm∂kρ˜ν∂lϕ˜νF (a,b))(ξ,h)(ξˆ(m), hˆ(m))(ξˆ(m−1), hˆ(m−1)) . . . (ξˆ(1), hˆ(1))||Lp
.
(∫
ρν≤|x|≤2ρν
r(l−k)p|r−(l+1)\(m,l)|prdrdθ
) 1
p
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.
(∫ 2ρν
ρν
r(l−k)s+1dr
) 1
s
(∫
ρν≤|x|≤2ρν
|r−(l+1)\(m,l)|qrdrdθ
) 1
q
. ρ
2
s+(l−k)
ν ||ξˆ(m)||1,q||ξˆ(m−1)||1,q . . . ||ξˆ(1)||1,q (m ≥ 2, l > 0
or m = 1, k ≥ 0, l ≥ 2).
||(Dm∂kρ˜νF (a,b))(ξ,h)(ξˆ(m), hˆ(m))(ξˆ(m−1), hˆ(m−1)) . . . (ξˆ(1), hˆ(1))||Lp
.
(∫
ρν≤|x|≤1
r(l−k)p|r−(l+1)\(m,l)|prdrdθ
) 1
p
.
(∫ 1
ρν
r−ks+1dr
) 1
s
(∫
ρν≤|x|≤1
|r−(l+1)\(m,l)|qrdrdθ
) 1
q
. ρ
2
s−k
ν ||ξˆ(m)||1,q||ξˆ(m−1)||1,q . . . ||ξˆ(1)||1,q (m ≥ 2, k > 0)
These inequalities prove the claim.
(iii) It is straightforward to prove this case using the equalities
∂ϕ˜µF
(a˜,b˜)(ξ, h)|(a˜,b˜)=(a,b) =
1
2
χ′(s)(gµt (v
µ,left
a,b + ξ) + ∂t(v
µ,left
a,b + ξ))
∂2ϕ˜µF
(a˜,b˜)(ξ, h) = 0
and
∂b˜µF
(a˜,b˜)(ξ, h)|(a˜,b˜)=(a,b) =
1
2
χ′(s)∂σ
∂2
b˜µ
F (a˜,b˜)(ξ, h) = 0
on [−1, 0]× S1µ.
For each i ∈ Π, we fix a index µi ∈Mi. Then a coordinate of X˚Π,Π′ is given
by (j, (bµ)µ, (ρµi)i∈Π, (ϕµ)µ, (ρ
2pi
ν e
2pi
√−1ϕν )ν∈Π′). Note that in this coordinate,
ρµ = ρ
Lµi/Lµ
µi e
(bµ−bµi )/Lµ for any µ ∈Mi (i ∈ Π). We rewrite the above lemma
in this coordinate and get the following corollary. (The meaning of ∂µi and ∂b
in the following corollary are different from that in Lemma 5.12.)
Corollary 5.14.
(i) For any 0 < δµ ≤ δ′µ < κµ, 2 < p < ∞, i ∈ Π, k 6= 0 and multi-index
kb = (kbµ), there exists some constant C > 0 and c0 > 0 such that if
||ξ||
W˜ 1,p
δ′
≤ c0, then
||(∂kρµi∂
kb
b F
(a,b))(ξ, h)||Lpδ(P˜a) ≤ Cρ
Lµi δ˜i/2−k
µi ,
||(D∂kρµi∂
kb
b F
(a,b))(ξ,h)(ξˆ, hˆ)||Lpδ(P˜a) ≤ Cρ
Lµi δ˜i/2−k
µi ||ξˆ||W˜ 1,p
δ′ (
⋃
µ∈Mi N
µ
a,b)
,
Dm∂kρµi
∂kbb F
(a,b) ≡ 0 (m ≥ 2),
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where δ˜i = min{(δ′µ − δµ)/Lµ;µ ∈Mi}.
(ii) For any 2 < p ≤ q <∞, ν ∈ Π′ and (m, k, l) such that (k, l) 6= (0, 0), there
exists some constants C > 0 and c0 > 0 such that if ||ξ||W 1,q(Nνa,b) ≤ c0,
then
||(Dm∂kρν∂lϕνF (a,b))(ξ,h)(ξˆ(m), hˆ(m))(ξˆ(m−1), hˆ(m−1)) . . . (ξˆ(1), hˆ(1))||Lp(Nνa,b)
≤ Cρ2/p−2/q−kν
m∏
i=1
||ξˆ(i)||W 1,q(Nνa,b).
(iii) For any 2 < p <∞, 0 < δ < δ0, and multi-index (m, kj , (lµ), kb = (kbµ)),
there exists some constants C > 0 and c0 > 0 such that if ||ξ||W˜ 1,pδ +|h|E ≤
c0, then
||(Dm∂kjj ∂(lµ)(ϕµ)∂
kb
b F
(a,b))(ξ,h)(ξˆ
(m), hˆ(m))(ξˆ(m−1), hˆ(m−1)). . .(ξˆ(1), hˆ(1))||Lpδ(P˜a)
≤ C
m∏
i=1
(||ξˆ(i)||
W˜ 1,pδ (P˜a)
+ |hˆ(i)|E).
Let U ⊂ X˚Π,Π′ be a neighborhood of (a, b), and regard the family of smooth
maps
φa˜,b˜ : KerD0 ⊃ B(0)→ W˜ 1,pδ (P˜a, u∗a,bT Yˆ )× E0
as a map
φ : U ×B(0)→ W˜ 1,pδ (P˜a, u∗a,bT Yˆ )× E0. (53)
We estimate the derivative of φ at (a, b, x) ∈ U × B(0). As we have already
mentioned, the domain of φa,b or  > 0 may depend on 2 < p < ∞ and
0 < δ < δ0. Hence in the following Proposition, we need to assume that (a, b, x)
is sufficiently close to (0, b0, 0) for given p, q, δ and δ′ to guarantee that (a, b, x)
is contained in the domains of various φ.
Proposition 5.15. For any 2 < p < q, 0 < δµ < δ
′
µ < κµ and any multi-index
(kx, kj , kb, (kµi)i∈Π, (lµ)µ, (kν)ν∈Π′ , (lν)ν∈Π′), there exists some constant C > 0
such that
||∂kxx ∂kjj ∂kbb ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
φ(a, b, x)||
W˜ 1,pδ (P˜a,u
∗
a,bT Yˆ )×E0
≤ C
∏
i
kµi 6=0
ρ
Lµi δ˜i/2−kµi
µi
∏
ν
(kν ,lν)6=(0,0)
ρ(2/p−2/q)−kνν
for any (a, b, x) ∈ X˚Π,Π′ × B(0) sufficiently close to (0, b0, 0). Furthermore, if
(kν0 , lν0) = (0, 0) then
||∂kxx ∂kjj ∂kbb ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
φ(a, b, x)||
W˜ 1,q(N
ν0
a,b)
≤ C
∏
i
kµi 6=0
ρ
Lµi δ˜i/2−kµi
µ
∏
ν
(kν ,lν)6=(0,0)
ρ(2/p−2/q)−kνν
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for any (a, b, x) ∈ X˚Π,Π′ ×B(0) sufficiently close to (0, b0, 0).
Proof. We prove the claim by the induction in |kx|+ |kj |+ |kb|+ |(kµi)|+ |(lµ)|+
|(kν)|+ |(lν)|. The case (kx, kj , kx, (kµi), (lµ), (kν), (lν)) = (0, . . . , 0) is obvious.
Differentiating the equation F (a˜,b˜)+(φ(a˜, b˜, x)) = (0, x) of smooth functions on a
fixed curve P˜a by ∂
kx
x ∂
kj
˜ ∂
kb
b˜
∂
(kµi )
(ρ˜µi )
∂
(lµ)
(ϕ˜µ)
∂
(kν)
(ρ˜ν)
∂
(lν)
(ϕ˜ν)
, we obtain an equation of the
following form.
(DF (a,b)+)φ(a,b,x)∂
kx
x ∂
kj
j ∂
kb
b ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
φ
+
∑
?1
(Dm∂
kν0
ρν0
∂
lν0
ϕν0
F (a,b)+)φ(a,b,x)(ξˆ
(m), hˆ(m)) . . . (ξˆ(1), hˆ(1))
+
∑
?2
(Dm∂
kµi0
ρµi0
∂
k′b
b F
(a,b)+)φ(a,b,x)(ξˆ
(m), hˆ(m)) . . . (ξˆ(1), hˆ(1))
+
∑
?3
(Dm∂
k′x
x ∂
k′j
j ∂
k′b
b ∂
(k′µ)
(ρµ)
∂
(l′µ)
(ϕµ)
∂
(k′ν)
(ρν)
∂
(l′ν)
(ϕν)
F (a,b)+)φ(a,b,x)(ξˆ
(m), hˆ(m)) . . . (ξˆ(1), hˆ(1))
= 0, (54)
where each (ξˆ(l), hˆ(l)) is some derivative of φ, and the sum of the indices of dif-
ferentials which appear in each term is equal to (kx, kj , kb, (kµi), (lµ), (kν), (lν));
in the sum ?1, (kν0 , lν0) 6= (0, 0) and each (ξˆ(l), hˆ(l)) is some differential of φ by
∂x, ∂j , ∂b, ∂ρµi , ∂ϕµ , ∂ρν and ∂ϕν except ∂ρν0 and ∂ϕν0 ; in the sum ?2, kµi0 6= 0,
m = 0, 1 and each (ξˆ(l), hˆ(l)) is some differential of φ by ∂x, ∂j , ∂b, ∂ρµi , ∂ϕµ , ∂ρν
and ∂ϕν except ∂ρµi0
; in the sum ?3, if (kν , lν) 6= (0, 0) then (k′ν , l′ν) 6= (kν , lν),
and if kµi 6= 0 then k′µi < kµi . (As we have noted in Remark 5.13, for example,
if k′ν 6= 0 and k′µi 6= 0, then this term vanishes.)
Corollary 5.14 (ii) and the assumption of the induction (the second inequal-
ity) imply that the Lp-norm of each term in the sum ?1 is bounded by
||(Dm∂kν0ρν0 ∂
lν0
ϕν0
F (a,b)+)φ(a,b,x)(ξˆ
(m), hˆ(m)) . . . (ξˆ(1), hˆ(1))||Lp(Nνa,b)
. ρ2/p−2/q−kν0ν0
∏
i
||ξˆ(i)||W 1,q(Nν0a,b)
.
∏
i
kµi 6=0
ρ
Lµi δ˜i/2−kµi
µ
∏
ν
(kν ,lν) 6=(0,0)
ρ2/p−2/q−kνν
since ∂ρν or ∂ϕν appears in some (ξˆ
(l), hˆ(l)) for each ν 6= ν0 such that (kν , lν) 6=
(0, 0), ∂ρµi appears in some (ξˆ
(l), hˆ(l)) for each i such that kµi 6= 0, and neither
∂ρν0 nor ∂ϕν0 appears.
Next we consider the sum ?2. For each i0, define a sequence of positive
constants δ′′ = ((δ′′µ)µ, (δ
′′
±∞i)±∞i) by δ
′′
µ = δ
′
µ for µ ∈Mi0 , δ′′µ = δµ for µ /∈Mi0 ,
and δ′′±∞i = δ±∞i . Then Corollary 5.14 (i) and the assumption of the induction
(the first inequality) imply that the Lpδ-norm of the terms with m = 1 in the
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sum ?2 is bounded by
||(D∂kµi0ρµi0 F
(a,b)+)φ(a,b,x)(ξˆ, hˆ)||Lpδ(P˜a)
. ρ
Lµi0
δ˜i0/2−kµi0
µi0
||ξˆ||
W˜ 1,p
δ′′ (P˜a)
.
∏
i
kµi 6=0
ρ
Lµi δ˜i/2−kµ
µi
∏
ν
(kν ,lν) 6=(0,0)
ρ2/p−2/q−kνν
since ∂ρν or ∂ϕν appears in some (ξˆ
(l), hˆ(l)) for each ν such that (kν , lν) 6=
(0, 0), ∂ρµi appears in some (ξˆ
(l), hˆ(l)) for each i 6= i0 such that kµi 6= 0, and
∂ρµi0
does not appear. If the terms with m = 0 appear in the sum ?2, then
∂kxx ∂
kj
j ∂
kb
b ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
= ∂
kµi0
ρµi0
, and Corollary 5.14 (i) implies
||∂kµi0ρµi0 F
(a,b)+(φ(a, b, x))||Lpδ(P˜a) . ρ
Lµi0
δ˜i0/2−kµi0
µi0
.
Similarly, Corollary 5.14 (i) for δ′ = δ, (ii) for q = p, (iii) and the assumption
of the induction (the first inequality) imply
||(Dm∂k′xx ∂k
′
j
j ∂
k′b
b ∂
(k′µi )
(ρµi )
∂
(l′µ)
(ϕµ)
∂
(k′ν)
(ρν)
∂
(l′ν)
(ϕν)
F (a,b)+)φ(a,b,x)(ξˆ
(m), hˆ(m)). . .(ξˆ(1), hˆ(1))||Lpδ(P˜a)
.
∏
i
k′µi 6=0
ρ
−k′µi
µi
∏
ν
(k′ν ,l
′
ν) 6=(0,0)
ρ
−k′ν
ν
∏
l
(||ξˆ(l)||
W˜ 1,pδ (P˜a)
+ |hˆ(l)|E)
.
∏
i
kµi 6=0
ρ
Lµi δ˜i/2−kµi
µ
∏
ν
(kν ,lν) 6=(0,0)
ρ2/p−2/q−kνν
since ∂ρν or ∂ϕν appears in some (ξˆ
(l), hˆ(l)) for each ν such that (kν , lν) 6= (0, 0),
and ∂ρµi appears in some (ξˆ
(l), hˆ(l)) for each i such that kµi 6= 0.
Since (DF
(a,b)+
φ(a,b,x))
−1 is uniformly bounded, these estimates imply the first
inequality of the claim.
Next we prove the second inequality. If (kν0 , lν0) = (0, 0), then the restriction
of equation (54) to Lp(Nν0a,b) is
(DF (a,b))φ(a,b,x)∂
kx
x ∂
kj
j ∂
kb
b ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
φ
+
∑
(DmF (a,b))φ(a,b,x)(ξˆ
(m), hˆ(m)) . . . (ξˆ(1), hˆ(1)) = 0. (55)
Sobolev embedding and the first inequality of the claim imply
||∂kxx ∂kjj ∂kbb ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
φ||Lq(Nν0a,b)
. ||∂kxx ∂kjj ∂kbb ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
φ||W 1,p(Nν0a,b)
.
∏
i
kµi 6=0
ρ
Lµi δ˜i/2−kµi
µ
∏
ν
(kν ,lν) 6=(0,0)
ρ2/p−2/q−kνν .
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Corollary 5.14 (iii) and the assumption of the induction (the second inequality)
imply
||(DmF (a,b))φ(a,b,x)(ξˆ(m), hˆ(m)) . . . (ξˆ(1), hˆ(1))||Lq(Nν0a,b)
.
∏
i
kµi 6=0
ρ
Lµi δ˜i/2−kµi
µ
∏
ν
(kν ,lν)6=(0,0)
ρ2/p−2/q−kνν .
Hence W 1,q regularity property of the elliptic operator (DF (a,b))φ(a,b,x) in (55)
implies the second inequality. (Note that the regularity property of (DF (a,b))φ(a,b,x)
is uniform with respect to small ζν . See Remark 5.10.)
Next we regard the family of smooth maps
φa,b : KerD0 ⊃ B(0)→ W˜ 1,pδ (P˜a, u∗a,bT Yˆ )× E0
as a map
φ : X˚ ×B(0)→W 1,p(Σ0 \N0, (R1 unionsq R2 unionsq · · · unionsq Rk)× Y )× E0
((a, b), x) 7→ (Φ(z, ξa,b,x(z))|Σ0\N0 , ha,b,x), (56)
where ξa,b,x and ha,b,x is defined by φ
a,b(x) = (ξa,b,x, ξa,b,x). For each i =
1, . . . , k− 1, fix a index µi ∈Mi. Then a coordinate of X˚ ⊂ X˜×
∏
µRµ is given
by (j, (bµ), (ρµi)i, (ϕµ)µ, (ϕ
2pi
ν e
2pi
√−1ϕν )ν). For a neighborhood U ⊂ X˚Π,Π′ of
each point (a, b) ∈ X˚Π,Π′ , the restriction of (56) to U ×B(0) is the composition
of the map (53) and the projection W˜ 1,pδ (P˜a, u
∗
a,bT Yˆ )×E0 →W 1,p(Σ0\N0, (R1unionsq
R2 unionsq · · · unionsq Rk)× Y )× E0. Furthermore, the norm of this projection is uniform
with respect to (a, b). Therefore, Proposition 5.15 implies
||∂kxx ∂kjj ∂kbb ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
φ(a, b, x)||W 1,p(Σ0\N0,(R1unionsqR2unionsq···unionsqRk)×Y )×E0
≤ C
∏
i
kµi 6=0
ρ
Lµi δ˜i/2−kµi
µi
∏
ν
(kν ,lν) 6=(0,0)
ρ(2/p−2/q)−kνν ,
where δ˜i = min{(δ′µ − δµ)/Lµ;µ ∈ Mi}. The same estimate holds true for
any Sobolev norm W k,p or Cl-norm instead of W 1,p if we change the constant
C > 0 because of elliptic regularity. Since these estimates hold true for arbitrary
2 < p < q <∞ and 0 < δ ≤ δ′ < δ0 such that 0 < δµ ≤ δ′µ < κµ if we shrink the
domain of φ, the following corollary holds true. Define δ˜0,i = min{κµ/Lµ;µ ∈
Mi} for each i. We regard φ as a map
φ : X˚ ×B(0)→ Cl(Σ0 \N0, (R1 unionsq R2 unionsq · · · unionsq Rk)× Y )× E0.
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Corollary 5.16. For any l ≥ 1, 0 <  < 1, 0 < δ˜′0,i < δ˜0,i, (Π,Π′) and
any multi-index (kx, kj , kb, (kµi)i∈Π, (lµ)µ, (kν)ν∈Π′ , (lν)ν∈Π′), there exists some
constant C > 0 such that
||∂kxx ∂kjj ∂kbb ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
φ(a, b, x)||Cl(Σ0\N0,(R1unionsqR2unionsq···unionsqRk)×Y )×E0
≤ C
∏
i
kµi 6=0
ρ
Lµi δ˜
′
0,i/2−kµi
µ
∏
ν
(kν ,lν)6=(0,0)
ρ−kνν
for all (a, b, x) ∈ X˚Π,Π′ ×B(0) sufficiently close to (0, b0, 0).
Recall that we give a strong differential structure to X˜ determined by fixed
constants α and β, and give Vˆ the product smooth structure. (See the beginning
of this section.)
Corollary 5.17. For any N , φ is of class CN if α and β are sufficiently large.
Proof. If we change the coordinate ρµ and ρν to ρˆµ and ρˆν respectively by
ρ
Lµ
µ = (ρˆµ)
β and ρν = (ρˆν)
α, then the previous corollary implies that for any
l ≥ 1 and 0 <  < 1,∣∣∣∣∣∣∂kxx ∂kjj ∂kbb ∂(kµi )(ρˆµi )∂(lµ)(ϕµ)∂(kν)(ρˆν)(∏
ν
1
ρˆlνν
)
∂
(lν)
(ϕν)
φ(a, b, x)
∣∣∣∣∣∣
Cl(Σ0\N0,(R1unionsqR2unionsq···unionsqRk)×Y )×E0
.
∏
i
kµi 6=0
(ρˆµi)
βδ˜′0,i/2−kµi
∏
ν
(kν ,lν) 6=(0,0)
(ρˆν)
α−(kν+lν).
If α and β are sufficiently large, then βδ˜′0,i/2−N > 0 and α−N > 0.
Hence the claim follows from the fact that if a continuous function f on a
manifold U is continuously differentiable on the complement of a submanifold
S ⊂ U and the limit of its differential on S is zero, then f is continuously
differentiable on the entire space U .
Since we use the same coordinates for the neighborhoods of limit circles of
P˜a as those of Σ0, the above argument also implies that for any limit circle
S1±∞i of Σ0,
Vˆ → P
(a, b, x) 7→ piY ◦ Φa,b(ξx) ◦ φ±∞i
is smooth if we fix a coordinate φ±∞i : S
1
∼=→ S1±∞i . Similarly,
Vˆ → R
(a, b, x)→ lim
s→∞(σ ◦ Φa,b(ξx)|[0,∞)×S1+∞i (s, t)− (0k0 + L+∞is))
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and
Vˆ → R
(a, b, x)→ lim
s→−∞(σ ◦ Φa,b(ξx)|(−∞,0]×S1−∞i (s, t)− (01 + L−∞is))
are smooth since
lim
s→∞(σ ◦ Φa,b(ξx)|[0,∞)×S1+∞i (s, t)− (0k0 + L+∞is))
= piR+∞i ξx + lims→∞(σ ◦ u0|[0,∞)×S1+∞i (s, t)− (0k0 + L+∞is))
and
lim
s→−∞(σ ◦ Φa,b(ξx)|(−∞,0]×S1−∞i (s, t)− (01 + L−∞is))
= piR−∞i ξx + lims→−∞(σ ◦ u0|(−∞,0]×S1−∞i (s, t)− (01 + L−∞is)),
where piR±∞i : W˜
1,p(P˜a;u
∗
a,bT Yˆ )→ R is the projection to R∂σ ⊂ KerA±∞i .
5.4 Embedding of Kuranishi neighborhoods
In this section, we explain the way to construct an embedding of a Kuranishi
neighborhood (V1, E1, s1, ψ1, G1) to another (V2, E2, s2, ψ2, G2). Assume that
ψ1(s
−1
1 (0)) and ψ2(s
−1
2 (0)) share a point q0 ∈ M̂. We also assume that the
additional marked points z+1 for (V1, E1, s1, ψ1, G1) is a subsequence of z
+
2
for (V2, E2, s2, ψ2, G2), and E1 is a subspace of E2 at q0. We do not as-
sume any relationship between the additional temporary data (z++1 , S
′
1, Rˆ
1
i )
used for the description of (V1, E1, s1, ψ1, G1) and (z
++
2 = (z
++
2,i ), S
′
2, Rˆ
2
i ) for
(V2, E2, s2, ψ2, G2). More precisely, we assume the following conditions:
• For each l = 1, 2, a Kuranishi neighborhood (Vl, El, sl, ψl) of a point
pl = (Σl, zl, ul) ∈ M̂(Y, λ, J) is defined by the data (p+l = (Σl, zl ∪
z+l , ul), Sl, E
0
l , λl) and the additional data (z
++
l = (z
++
l,i ), S
′
l , Rˆ
l
i). Let
(Pˆl → Xˆl, Zl ∪ Z+l ∪ Z±∞i) be the local universal family of the stabiliza-
tion (Σˆl, zl ∪ z+l ∪ (±∞i)) of the blown down curve of (Σl, zl ∪ z+l ), and
(P˜l → X˜l, Zl∪Z+l ∪Z++l ) be the local universal family of (Σl, zl∪z+l ∪z++l ).
• We assume S1 ⊂ S2. (We do not assume any correspondence between S′1
and S′2.)
• q0 = (Σ0, z0, u0) ∈ M̂ is a point in the intersection ψ1(s−11 (0))∩ψ2(s−12 (0)).
Hence there exist (a10, b
1
0, x
1
0) ∈ V1 and (a20, b20, x20) ∈ V2 such that q0 =
ψ1(a
1
0, b
1
0, x
1
0) = ψ2(a
2
0, b
2
0, x
2
0). We assume that there exist R-translations
θ01 : (R1 unionsq R2 unionsq · · · unionsq Rk1)/ ∼a10,b10→ R1 ∪ R2 ∪ · · · ∪ Rk0 , θ02 : (R1 unionsq R2 unionsq
· · · unionsq Rk2)/ ∼a20,b20→ R1 ∪ R2 ∪ · · · ∪ Rk0 and an isomorphism
Ξ0 : ((P˜1)a10 , Z1(a
1
0))
∼=→ ((P˜2)a20 , Z2(a20))
such that (θ02 × 1) ◦ Φa20,b20(ξx20) ◦ Ξ0 = (θ01 × 1) ◦ Φa10,b10(ξx10).
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• Ξ0 maps the marked points Z+1 (a10) to a subsequence Z+2|1(a20) of Z+2 (a20).
• We denote by aˆl ∈ Xˆl the image of al ∈ X˜l by the natural map X˜l →
Xˆl. Let Uˆ1 ⊂ Xˆ1 and Uˆ2 ⊂ Xˆ2 be small neighborhoods of aˆ10 and aˆ20
respectively, and let Θ : Pˆ2|Uˆ2 → Pˆ1|Uˆ1 be the forgetful map such that
– it maps Z ∪ Z+2|1 ∪ Z±∞i to Z ∪ Z+1 ∪ Z±∞i ,
– its underlying map Uˆ2 → Uˆ1 maps aˆ20 to aˆ10, and the isomorphism
Θ|(Pˆ2)|aˆ20 : (Pˆ2)|aˆ20
∼= (Pˆ1)|aˆ10 coincides with the map induced by Ξ−10 .
Let Θ∗λ1 : E01 → C∞(Pˆ2×Y,
∧0,1
V ∗Pˆ2⊗ (R∂σ⊕TY )) be the pull back of
λ1 by Θ. Then we assume that E
0
1 is embedded in E
0
2 as an Aut(Σ0, z0, u0)-
vector space, and Θ∗λ1 = λ2|E01 . (Note that we may regard Aut(Σ0, z0, u0)
as a subgroup of Aut(Σi, zi, ui) for each i = 1, 2.)
Under the above assumption, we define an Aut(Σ0, z0, u0)-equivariant em-
bedding φ of a neighborhood V 01 of (a
1
0, b
1
0, x
1
0) ∈ V1 to V2 which makes the
following diagrams commutative.
E1 E2
V 01 V2
s1
φ
s2
V 01 ∩ s−11 (0) s−12 (0)
M̂
φ
ψ1 ψ2 (57)
We regard V1 as a submanifold of X˚1 ×Cl1(Σ1 \N1, (R1 ∪R2 ∪ · · · ∪Rk1)×
Y )×E01 (see Section 5.3) and write its point as (a1, b1, u1, h1), where (a1, b1) ∈
X˚1 ⊂ X˜1 ×
∏
µ R, u1 ∈ Cl1(Σ1 \ N1, (R1 ∪ R2 ∪ · · · ∪ Rk1) × Y ) and h1 ∈ E01 .
Similarly, we write a point of V2 as (a
2, b2, u2, h2) ∈ X˚2 × Cl2(Σ2 \ N2, (R1 ∪
R2 ∪ · · · ∪ Rk1) × Y ) × E02 . We may assume l2  l1 (since l1, l2 can be taken
arbitrary). The point q0 corresponds to (a
1, b1, u1, h1) = (a10, b
1
0,Φa10,b10(ξx10), 0)
and (a2, b2, u2, h2) = (a20, b
2
0,Φa20,b20(ξx20), 0). The embedding (a
1, b1, u1, h1) 7→
(a2, b2, u2, h2) is defined by the following steps.
First, h2 is the image of h1 by the inclusion map E01 ↪→ E02 . This map is
obviously smooth.
Next, prior to defining a2 ∈ X˜2, we define aˆ2 ∈ Uˆ2 which should be the
image of a2 by the natural map X˜2 → Xˆ2. aˆ2 ∈ Uˆ2 is the point in the inverse
image of aˆ1 by Uˆ2 → Uˆ1 (the underlying map of Θ) such that
(piY ◦ u1) ◦ (pi1|(P˜1)a1 )
−1 ◦Θ|(Pˆ2)aˆ2 (Z
+
2 (aˆ
2)) ⊂ S2,
where pi1 : P˜1 → Pˆ1 is the composition of the blow down and the forgetful map.
Since Uˆ2 → Uˆ1 is a submersion and its fiber is the product of neighborhoods of
the points Z+2 (aˆ
2
0)\Z+2|1(aˆ20) in Σ2\N2, aˆ2 is a smooth function of (a1, b1, u1, h1).
We denote the sequence of points (pi1|(P˜1)a1 )
−1 ◦Θ|(Pˆ2)aˆ2 (Z
+
2 (aˆ
2)) ⊂ (P˜1)a1 by
Z+2 = Z+2 (a1, u1).
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Define an R-gluing θ = θ(a1,b1,u1) : R1 unionsq R2 unionsq · · · unionsq Rk2 → (R1 unionsq R2 unionsq · · · unionsq
Rk1)/ ∼a1,b1 by
θ(0i) = σ ◦ u1 ◦ (pi1|(P˜1)a1 )
−1 ◦Θ|(Pˆ2)|aˆ2 (Rˆ
2
i (aˆ
2)),
and let Z++2 = Z++2 (a1, b1, u1) ⊂ (P˜1)a1 be the points near Ξ−10 (Z++2 (aˆ20)) ⊂
(P˜1)a10 ⊂ P˜1 such that u1(Z++2 ) ⊂ (θ × 1)(S′2). We assume that Z++2 (aˆ20) ⊂ Σ0
is contained in Σ1 \N1 ⊂ Σ0. Then Z++2 is a smooth function of (a1, b1, u1) ∈
X˜1 × Cl1(Σ1 \N1, (R1 ∪ R2 ∪ · · · ∪ Rk1)× Y ).
Let U˜2 ⊂ X˜2 be a neighborhood of a20 and let a2 ∈ U˜2 be the point over
aˆ2 such that there exists an isomorphism Ξ(a1,b1,u1,h1) : (P˜1)a1 ∼= (P˜2)a2 which
maps Z(a1), Z+2 and Z++2 to Z(a2), Z+2 (a2) and Z++2 (a2) respectively. Then
a2 is a smooth function of (a1, b1, u1, h1). In fact, the map Ξ : V 01 ×X˜1 P˜1 → P˜2
is smooth because it is the composition of
• the map from V 01 ×X˜1 P˜1 to the local universal family P˜3 of (Σ0, z0 ∪
Z+2 (a
2
0) ∪ Z++1 (a10) ∪ Z++2 (a20)) which maps the marked points Z, Z+2 ,
Z++1 and Z++2 to the corresponding marked points of P˜3, and
• the forgetful map P˜3 to P˜2.
(We assume that Z+2 (a
2
0), Z
++
1 (a
1
0), Z
++
2 (a
2
0) ⊂ Σ0 are disjoint temporarily.)
We define u2 ∈ Cl2(Σ2 \N2, (R1 ∪ R2 ∪ · · · ∪ Rk2)× Y ) by
u2 = (θ(a1,b1,u1,h1) × 1)−1 ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1,
where we assume Ξ(a1,b1,u1,h1)(N1) ⊂ N2. Then this is a smooth function of
(a1, b1, u1, h1) (since l2  l1). Then it is easy to see that σi ◦ u2(R˜2i (a2)) = 0
and u2(Z++2 (a
2)) ⊂ S′2.
Finally, we define the asymptotic parameter b2µ. First we recall the relation-
ship between the parameter blµ and the map u
l (l = 1, 2). We denote the index
set of joint circles of Σl between the j-th floor and the (j + 1)-th floor by M
l
j .
If µ ∈M lj and ρlµ 6= 0, then
blµ = (θl ◦ σ ◦ ul(R˜lj+1)− θl ◦ σ ◦ ul(R˜lj)) + Lµ log ρlµ,
where θl : R1unionsqR2unionsq · · ·unionsqRk1 → R1∪R2∪ · · ·∪Rk is an R-gluing which induces
an R-translation (R1 unionsqR2 unionsq · · · unionsqRk1)/ ∼al,bl→ R1 ∪R2 ∪ · · · ∪Rk. If ρlµ = 0,
then
blµ = lim
s→∞
(
θl ◦ σ ◦ ul|[0,∞)×S1µ(s, t)− θl ◦ σ ◦ ul(R˜lj(al))− Lµs
)
− lim
s→−∞
(
θl ◦ σ ◦ ul|(−∞,0]×S1µ(s, t)− θl ◦ σ ◦ ul(R˜lj+1(al))− Lµs
)
Since u1 and u2 represent the same curve, we may assume θ2 = θ1 ◦θ(a1,b1,u1,h1).
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Assume µ ∈M2j corresponds to ι(µ) ∈M1i . If ρ2µ 6= 0, then
b2µ = b
1
ι(µ) +
(
θ1 ◦ σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2i+1(a2))− θ1 ◦ σ ◦ u1(R˜1j+1(a1))
)
− (θ1 ◦ σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2i (a2))− θ1 ◦ σ ◦ u1(R˜1j (a1)))
+ Lµ(− log ρ1ι(µ) + log ρ2µ)
= b1ι(µ) +
(
σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2i+1(a2))− σ ◦ u1(R˜1j+1(a1))
)
− (σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2i (a2))− σ ◦ u1(R˜1j (a1)))
+ Lµ(− log ρ1ι(µ) + log ρ2µ). (58)
If ρ2µ = 0, then
b2µ = b
1
ι(µ)
+ lim
s→∞
(
θ1 ◦ σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1|[0,∞)×S1µ(s, t)
− θ1 ◦ σ ◦ u1|[0,∞)×S1
ι(µ)
(s, t)
)
− lim
s→−∞
(
θ1 ◦ σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1|[0,∞)×S1µ(s, t)
− θ1 ◦ σ ◦ u1|[0,∞)×S1
ι(µ)
(s, t)
)
+ (θ1 ◦ σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2j+1(a2))− θ1 ◦ σ ◦ u1(R˜1i+1(a1)))
− (θ1 ◦ σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2j (a2))− θ1 ◦ σ ◦ u1(R˜1i (a1)))
= b1ι(µ) + lims→∞Lµ(p1 ◦ (Ξ(a1,b1,u1,h1))
−1|[0,∞)×S1µ(s, t)− s)
− lim
s→−∞Lµ(p1 ◦ (Ξ(a1,b1,u1,h1))
−1|[0,∞)×S1µ(s, t)− s)
+ (σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2j+1(a2))− σ ◦ u1(R˜1i+1(a1)))
− (σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2j (a2))− σ ◦ u1(R˜1i (a1))), (59)
where p1(s, t) = s is the projection, and we have used the asymptotic behavior
of u1 near the joint circle S1ι(µ) for the last equality.
We define b2µ ∈ R by (58) and (59). It is clear that this is a smooth function
of (a1, b1, u1, h1) at ρ2µ 6= 0. We need to prove the smoothness at ρ2µ = 0. We
note that we may assume that if the function ρ2µ = ρ
2
µ(a
1, b1, u1, h1) can take
zero, then Σ0 has a joint circle corresponding to µ.
To prove the smoothness of b2µ, we need to study the map Ξ. First we claim
that there exists a smooth function f : V 01 → C∗ = C \ 0 such that
(ρ2µ)
2pie
√−1ϕ2µ = (ρ1ι(µ))
2pie
√−1ϕ1ι(µ)f(a1, b1, u1, h1). (60)
To prove this claim, recall that Ξ is the composition of the map Ξ1 :
V 01 ×X˜1 P˜1 → P˜3 and the forgetful map Ξ2 : P˜3 → P˜2, where (P˜3 → X˜3, Z3 ∪
Z+3 ∪Z++3,1 ∪Z++3,2 ) is the local universal family of (Σ0, z0 ∪Z+2 (a20)∪Z++1 (a10)∪
Z++2 (a
2
0)). Since ((P˜3)0, Z3(0) ∪ Z+3 (0) ∪ Z++3,1 (0)) is stable and isomorphic to
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((P˜1)a10 , Z1(a
1
0)∪Z+1 (a10)∪Z++1 (a10)), we may assume that there exists a neigh-
borhood U01 ⊂ X˜1 of a10 such that (P˜3 → X˜3, Z3∪Z+3 ∪Z++3,1 ∪Z++3,2 ) is isomorphic
to the product of (P˜1|U01 → U01 , Z1 ∪ Z+1 ∪ Z++1 ) and the parameter space Dm
for the marked point Z++3,2 . We can use the coordinate of X˜3 defined by the
isomorphism X˜3 ∼= U01 ×Dm ⊂ X˜1 ×Dm
Let S1µ be a joint circle of Σ0
∼= (P˜3)0. Let S1ι1(µ) and S1ι2(µ) be the cor-
responding joint circles of Σ1 and Σ2 respectively. Since the forgetful map
Ξ2 : P˜3 → P˜2 is induced by its blow down and it is a holomorphic map, there
exists a smooth function f ′µ : X˜3 → C∗ such that
(ρ2ι2(µ))
2pie2pi
√−1ϕ2ι2(µ) = (ρ1ι1(µ))
2pie2pi
√−1ϕ1ι1(µ) · f ′µ(a3)
for all a3 ∈ X˜3, where (ρ1ι1(µ), ϕ1ι1(µ)) is a part of the coordinate of a3 ∈ X˜3
under the isomorphism X˜3 ∼= U01 ×Dm ⊂ X˜1×Dm, and (ρ2ι2(µ), ϕ2ι2(µ)) is a part
of the coordinate of X˜2 at Ξ
2(a3).
Since the underlying map of Ξ1 is smooth, the claim follows, that is, there
exists a smooth function f : V 01 → C∗ = C \ 0 which satisfies equation (60).
Similarly, there exists smooth maps f leftµ , f
right
µ : V
0
1 ×X˜2 P˜2 → C∗ such that
if
Ξ(a1,b1,u1,h1)|[0,∞)×S1
ι1(µ)
(sleft1 , t
left
1 ) = (s
left
2 , t
left
2 ) ∈ [0,∞)× S1ι2(µ),
Ξ(a1,b1,u1,h1)|(−∞,0]×S1
ι1(µ)
(sright1 , t
right
1 ) = (s
right
2 , t
right
2 ) ∈ (−∞, 0]× S1ι2(µ),
then
e−2pi(s
left
2 +
√−1tleft2 ) = e−2pi(s
left
1 +
√−1tleft1 ) · f leftµ (sleft2 , tleft2 , a1, b1, u1, h1),
e2pi(s
right
2 +
√−1tright2 ) = e2pi(s
right
1 +
√−1tright1 ) · f rightµ (sright2 , tright2 , a1, b1, u1, h1).
Note that fµ, f
left
µ and f
right
µ satisfy
fµ(a
1, b1, u1, h1) = f leftµ (s
left
2 , t
left
2 , a
1, b1, u1, h1)f rightµ (s
right
2 , t
right
2 , a
1, b1, u1, h1)
if (sleft2 , t
left
2 ) and (s
right
2 , t
right
2 ) denote the same point of (P˜1)a1 . In particular, if
κ2ι2(µ) = 0, then
|fµ(a1, b1, u1, h1)| = lim
s→∞ |f
left
µ (s, t, a
1, b1, u1, h1)| lim
s→−∞ |f
right
µ (s, t, a
1, b1, u1, h1)|.
We can rewrite the formula of b2ι2(µ) by using the function fµ as follows. If
ρ2ι2(µ) 6= 0, then
b2µ = b
1
µ +
(
σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2i+1(a2))− σ ◦ u1(R˜1j+1(a1))
)
− (σ ◦ u1 ◦ (Ξ(a1,b1,u1,h1))−1(R˜2i (a2))− σ ◦ u1(R˜1j (a1)))
+ Lµ · 1
2pi
log |fµ(a1, b1, u1, h1)|. (61)
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If ρ2ι2(µ) = 0, then
Lµ(p1 ◦ (Ξ(a1,b1,u1,h1))−1|[0,∞)×S1µ(s, t)− s) =
1
2pi
log |f leftµ (s, t, a1, b1, u1, h1)|,
and
Lµ(p1 ◦ (Ξ(a1,b1,u1,h1))−1|[0,∞)×S1µ(s, t)− s) = −
1
2pi
log |f rightµ (s, t, a1, b1, u1, h1)|.
Therefore, equation (61) also holds in this case. Hence b2ι2(µ) is a smooth function
of (a1, b1, u1, h1).
Next we prove that the differential of φ : (a1, b1, u1, h1) 7→ (a2, b2, u2, h2) is
injective everywhere. It is enough to construct a smooth inverse from an open
subset of the submanifold {(a2, b2, u2, h2) ∈ V 2;h2 ∈ E01} of V 2 to V 1. We can
construct this map by the same way as φ. Hence φ is indeed an embedding.
It is obvious that diagrams (57) are commutative for this φ. Hence it is the
required embedding.
So far we have made some assumptions about the position of the addi-
tional marked points Z++1 (a
1
0) or Z
++
2 (a
2
0). (For example, we have assumed
that Z++2 (a
2
0) ⊂ Σ0 is contained in Σ1 \ N1 ⊂ Σ0.) We can remove these as-
sumption because two Kuranishi neighborhoods of the same point p1 defined
by using the same data (p+1 = (Σ1, z1 ∪ z+1 , u1), S1, E01 , λ1), different additional
data (Rˆ1i , R˜
1
i , Z
++
1,i , S
′
1) 6= (Rˆ2i , R˜2i , Z++2,i , S′2) and different decompositions of the
curve Σ1 into parts are isomorphic by the same argument as above.
Note that the smoothness of Aut(Σ0, z, u0)-action on a Kuranishi neighbor-
hood of p0 = (Σ0, z, u0) also follows from the above argument because the group
action is also a kind of embedding.
Remark 5.18. Recall that for a Kuranishi neighborhood (V,E, s, ψ,G), V is a
submanifold of Vˆ = X˚×B(0) ⊂ X˚×Cl(Σ0\N0, (R1∪R2∪· · ·∪Rk)×Y )×E0. We
can define a natural projection Vˆ → V : (a′, b′, u′, h′) 7→ (a, b, u, h) by a similar
way to the above embedding. It satisfies h = h′ and that for each (a′, b′, u′, h′),
there exists a biholomorphism ϕ : P˜a′ → P˜a and an R-translation θ such that
ϕ maps Z(a′) and Z+(a′) to Z(a) and Z+(a) as sequences respectively and
(θ × 1) ◦ u ◦ ϕ = u′.
5.5 A Kuranishi neighborhood of a disconnected holomor-
phic building and those of its connected components
In Section 5.1, we constructed a Kuranishi neighborhood of a point p ∈ M̂ for
data (p+, S, E0, λ) and additional data (z++, S′, Rˆj). In Section 5.4, we saw
that the Kuranishi neighborhood is determined by the data (p+, S, E0, λ) and
independent of the additional data (z++, S′, Rˆj). To obtain algebraic informa-
tion of the moduli space, the data (p+, S, E0, λ) for a disconnected holomorphic
building should be given by the product of the data for the connected compo-
nents, but the additional data (z++, S′, Rˆj) can be taken independently. We
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emphasize that we do not construct a Kuranishi neighborhood from the Kura-
nishi neighborhoods of the connected components as a quotient of their product,
but we construct it independently through the same procedure. Instead, under
the above assumption for the data (p+, S, E0, λ), we study the relationship be-
tween the Kuranishi neighborhood of a disconnected holomorphic building and
those of its connected components.
Let p′0 = (Σ
′
0, z
′
0, u
′
0) ∈ M̂ be an arbitrary point and let Σ′1,Σ′2, . . . ,Σ′N
be the connected components of Σ′0. Let pi = (Σi, zi, ui) be the holomorphic
building obtained by collapsing the floors of (Σ′i, z
′
0|Σ′i , u′0|Σ′i) consisting of trivial
cylinders. We call a map θ : R1 unionsq R2 unionsq · · · unionsq Rk → R1 ∪ R2 ∪ · · · ∪ Rl an R-
compressing if there exist a map µ : {1, 2, . . . , k} → { 12 , 1, 32 , . . . , l, l + 12} and
constants ci ∈ R (i ∈ µ−1(Z)) such that
• the image of µ contains {1, 2, . . . , l},
• if i ≤ j then µ(i) ≤ µ(j),
• if µ(i) ∈ Z then θ(Ri) = Rµ(i) and θ|Ri(s) = s+ ci, and
• if µ(i) /∈ Z then θ(Ri) = {+∞bµ(i)c} = {−∞dµ(i)e}.
As in the previous section, we assume the following conditions on the Kura-
nishi neighborhoods of p′0 and pi:
• Kuranishi neighborhoods (Vi, Ei, si, ψi, Gi) of pi = (Σi, zi, ui) ∈ M̂0 is
defined by the data (p+i = (Σi, zi ∪ z+i , ui), Si, E0i , λi) and the additional
data (z++i = (z
++
i,i ), S
′
i, Rˆ
i
j). Let (Pˆi → Xˆi, Zi ∪ Z+i ∪ Z±∞i) be the local
universal family of the stabilization (Σˆi, zi ∪ z+i ∪ (±∞i)) of the blown
down curve of (Σi, zi ∪ z+i ), and (P˜i → X˜i, Zi ∪ Z+i ∪ Z++i ) be the local
universal family of (Σi, zi ∪ z+i ∪ z++i ).
• A Kuranishi neighborhood (V0, E0, s0, ψ0, G0) of p′0 = (Σ′0, z′0, u′0) ∈ M̂
is defined by the data (p′0
+
= (Σ′0, z
′
0 ∪
⋃
i z
+
i , u
′
0), S0 =
⋃
i Si, E
0
0 =⊕
iE
0
i , λ0 =
⊕
i λi) and the additional data (z
′
0
++
= (z′0,j
++
), S′0, Rˆ
0
i ).
We define z′0
+
=
⋃
i z
+
i . Let (Pˆ
′
0 → Xˆ ′0, Z ′0 ∪ Z ′0+ ∪ Z±∞i) be the local
universal family of the stabilization (Σˆ′0, z
′
0 ∪ z′0+ ∪ (±∞i)) of the blown
down curve of (Σ′0, z
′
0 ∪ z′0+), and (P˜ ′0 → X˜ ′0, Z ′0 ∪ Z ′0+ ∪ Z ′0++) be the
local universal family of (Σ′0, z
′
0 ∪ z′0+ ∪ z′0++).
• Let P˜ ′0 =
∐
i P˜
′
i be the decomposition into the connected components
corresponding to the decomposition Σ′0 =
∐
i Σ
′
i. We define Z
′
i = Z
′
0 ∩ P˜ ′i ,
Z ′i
+
= Z ′0
+ ∩ P˜ ′i and Z ′i++ = Z ′0++ ∩ P˜ ′i . We assume that for each i, there
exists a map
Ξ0,i : ((P˜
′
i )0, Z
′
i(0) ∪ Z ′i+(0))→ ((P˜i)0, Zi(0) ∪ Z+i (0))
which collapses the floors consisting of trivial cylinders and which satisfies
ui ◦ Ξ0,i = (θ0 × 1) ◦ u0|Σ′0 on Σ′i ∼= (P˜ ′i )0 for some R-compressing θ0 :
R1 unionsq R2 unionsq · · · unionsq Rk0 → R1 ∪ R2 ∪ · · · ∪ Rki .
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Under theses assumptions, we prove that there exists a natural map φ =
(φi) : V0 →
∏
i Vi which satisfies the following conditions:
• The following diagram is commutative.
E0 Ei
V0 Vi
s0
φi
si
• For any p ∈ s−10 (0), the curve obtained by collapsing trivial floors of the
i-th connected component of the curve corresponding to the point p is
isomorphic to the curve corresponding to φi(p) ∈ s−1i (0).
• For arbitrary integers li ≤ 1 (i = 1, . . . , N), let V (li)i ⊂ Vi be the submani-
fold consisting of height-li curves. (This coincides with ∂˚
li−1Vi in Section
4.1.) Then each φ−1(
∏
i V
(li)
i ) ⊂ V0 is a union of the interiors of corners of
V0, and φ|φ−1(∏i V (li)i ) : φ−1(
∏
i V
(li)
i )→
∏
i V
(li)
i is submersive on each of
them. We say that φ is essentially submersive if it satisfies this condition.
Fixing i0, we construct a essential submersion φi0 : V0 → Vi0 as follows.
As in the previous section, we write a point of V0 as (a
0, b0, u0, h0), where
(a0, b0) ∈ X˚ ′0 ⊂ X˜ ′0×
∏
µ R, u0 ∈ Cl0(Σ′0\N ′0, (R1∪R2∪· · ·∪Rk0)×Y ) and h0 =
(h0i ) ∈ E00 =
⊕
iE
0
i . Similarly, a point of Vi0 is written as (a
i0 , bi0 , ui0 , hi0) ∈
X˜i0 ×
∏
µ R×Cli0 (Σi0 \Ni0 , (R1 ∪R2 ∪ · · · ∪Rki0 )× Y )×E0i0 . We may assume
li0  l0. The essential submersion (a0, b0, u0, h0) 7→ (ai0 , bi0 , ui0 , hi0) is defined
by the following steps as in the previous section.
First, hi0 ∈ E0i0 is defined by hi0 = h0i0 . Next we note that Xˆ ′0 =
∏
i Xˆi is a
product (but X˜ ′0 is not). Hence we can define aˆ
i0 ∈ Xˆi0 by the i0-th component
of aˆ0 = (a0i ) ∈
∏
i Xˆi.
Let pii0 : (P˜
′
i0
, Z ′i0 ∪ Z ′i0+)→ (Pˆi0 , Zi0 ∪ Z+i0) be the composition of the blow
down and the forgetful map, and define
sj = σ ◦ u0 ◦ (pii0 |(P˜ ′i0 )aˆ0 )
−1(Rˆi0j (aˆ
i0)) ∈ R1 ∪ R2 ∪ · · · ∪ Rk0 .
Let θ = θ(a0,b0,u0,h0) : R1 unionsq R2 unionsq · · · unionsq Rk0 → R1 ∪ R2 ∪ · · · ∪ Rki0 be the
R-compressing defined by the following conditions:
• If sj ∈ Ri then θ(Ri) = Rj and θ|Ri(s) = s− sj .
• If Ri does not contain any sj then θ maps Ri to some ∞-point. More
precisely, if sj ∈
⋃
l<iRl and sj+1 /∈
⋃
l≤iRl then θ(Ri) = {+∞j} ⊂ Rj .
Let Z++ = Z++(a0, b0, u0, h0) ⊂ (P˜ ′i0)a0 be the sequence of points in a neigh-
borhood of Ξ−10,i0(Z
++
i0
(0)) ⊂ (P˜ ′i0)0 ⊂ P˜ ′i0 defined by (θ × 1) ◦ u0(Z++) ⊂ S′i0 .
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Let Ξ : V0 ×X˜′0 P˜
′
i0
→ P˜i0 be the natural map which preserves fibers and which
maps Z ′i0 , Z
′
i0
+
and Z++ to Zi0 , Z+i0 and Z++i0 respectively. (The restriction
of Ξ to each fiber is the map collapsing trivial floors.) Let a2 be the image of
(a0, b0, u0, h0) by the underlying map V0 → X˜i0 .
Define ui0 ∈ Cl(Σi0 \Ni0 , (R1 unionsq R2 unionsq · · · unionsq Rki0 )× Y ) by
ui0 = (θ(a0,b0,u0,h0) × 1) ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1,
where Ξ(a0,b0,u0,h0) is the restriction of Ξ to the fiber at (a
0, b0, u0, h0) ∈ V0.
Finally, we define the asymptotic parameters bi0µ . We denote the index set of
the joint circles of Σ′0 between the j-th floor and the (j+1)-th floor by M
0
j , and
the index set of the joint circles of Σi0 between the j-th floor and the (j + 1)-
th floor by M i0j . For each µ ∈ M i0j′ , let S1µj , S1µj+1 , . . . , S1µj+m ⊂ Σ′i0 ⊂ Σ′0 be
the joint circles of Σ′0 which collapse to S
1
µ by Σ
′
i0
→ Σi0 , where we assume
µj+l ∈M0j+l.
First we consider the case of ρi0µ 6= 0. Note that ρ0µj+l 6= 0 in this case. Since
bi0µ and b
0
µj+l
should satisfy
−Lµ log ρi0µ + bi0µ = σ ◦ ui0(R˜i0j′+1(ai0))− σ ◦ ui0(R˜i0j′ (ai0))
−Lµ log ρ0µj+l + b0µj+l = σ ◦ u0(R˜0j+l+1(a0))− σ ◦ u0(R˜0j+l(a0)),
we define bi0µ by
bi0µ = (b
0
µj + b
0
µj+1 + · · ·+ b0µj+m)
+
(
σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′+1(ai0))− σ ◦ u0(R˜0j+m+1(a0))
)
− (σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′ (ai0))− σ ◦ u0(R˜0j+m(a0)))
+ Lµ(− log ρ0µj − · · · − log ρ0µj+m + log ρi0µ ). (62)
Next we consider the case of ρi0µ = 0. Then there exist some 1 ≤ c ≤ d ≤ m
such that ρ0µj+c = 0, ρ
0
µj+d
= 0 and ρ0µj+l 6= 0 for 1 ≤ l < c and d < l ≤ m.
Then b0µj+l satisfies
b0µj+l =
(
σ ◦ u0(R˜0j+l+1(a0))− σ ◦ u0(R˜0j+l(a0))
)
+ Lµ log ρ
0
µj+l
for 1 ≤ l < c and d < l ≤ m, and
b0µj+l = lims→∞
(
σ ◦ u0|[0,∞)×S1µj+l (s, t)− σ ◦ u
0(R˜0j+l(a
0))− Lµs
)
− lim
s→−∞
(
σ ◦ u0|(−∞,0]×S1µj+l (s, t)− σ ◦ u
0(R˜0j+l+1(a
0))− Lµs
)
for l = c, d. Hence
b0µj + · · ·+ b0µj+c
= lim
s→∞
(
σ ◦ u0|[0,∞)×S1µj+c (s, t)− σ ◦ u
0(R˜0j (a
0))
− Lµ
(
s− log ρ0µj − · · · − log ρ0µj+c−1
))
− lim
s→∞
(
σ ◦ u0|(−∞,0]×S1µj+c (−s, t)− (σ ◦ u
0(R˜0j+c+1(a
0))− Lµs)
)
(63)
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and
b0µj+d + · · ·+ b0µj+m
= − lim
s→−∞
(
σ ◦ u0|(−∞,0]×S1µj+d (s, t)− σ ◦ u
0(R˜0j+m+1(a
0))
− Lµ
(
s+ log ρ0µj+d+1 + · · ·+ log ρ0µj+m
))
+ lim
s→∞
(
σ ◦ u0|[0,∞)×S1µj+d (s, t)− (σ ◦ u
0(R˜0j+d(a
0)) + Lµs)
)
(64)
Assume that we use the decomposition of the trivial cylinder of (Σ′0, z
′
0 ∪
z′0
+
, u0) between S
1
µj+l
and S1µj+l+1 given by
R× S1 = (−∞, 1]× S1µj+l ∪ [1, Tj+l+1 − 1]× S1 ∪ [−1,∞)× S1µj+l+1
for the definition of the coordinate of P˜ ′0, where we identify {1} × S1 and
{Tj+l+1 − 1} × S1 with {1} × S1µj+l and {−1} × S1µj+l+1 respectively, and we
consider the sections of the additional marked points Z ′i0
++
as functions to
[1, Tj+l+1 − 1] × S1 instead of deforming the complex structure of [1, Tj+l+1 −
1] × S1. (Other cases can be covered by this case and the embeddings argued
in the previous section.)
First we assume c < d. u0 is trivial on the trivial cylinders between S1µj+c
and S1µj+d , and the above assumption on the coordinate of P˜
′
0 implies that the
natural coordinate of trivial cylinders and the coordinates of [0,∞) × S1µj+l or
(−∞, 0] × S1µj+l coincide up to translation. Therefore the following equations
hold true.
lim
s→−∞
(
σ ◦ u0|(−∞,0]×S1µj+c (s, t)− σ ◦ u
0(R˜0j+c+1(a
0))− Lµs
)
= −(σ ◦ u0(R˜0j+c+1(a0))− σ ◦ u0|(−∞,0]×S1µj+c (0, t)) (65)
lim
s→∞
(
σ ◦ u0|[0,∞)×S1µj+d (s, t)− σ ◦ u
0(R˜0j+d(a
0))− Lµs
)
= −(σ ◦ u0(R˜0j+d(a0))− σ ◦ u0|[0,∞)×S1µj+d (0, t)). (66)
Similarly, for any c < l < d, whether ρ0µj+l = 0 or not,
b0µj+l =
(
σ ◦ u0(R˜0j+l+1(a0))− σ ◦ u0|(−∞,0]×S1µj+l (0, t)
)
− (σ ◦ u0(R˜0j+l(a0))− σ ◦ u0|[0,∞)×S1µj+l (0, t)). (67)
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Therefore equations (63) to (67) imply
b0µj + · · ·+ b0µj+m
= lim
s→∞
(
σ ◦ u0|[0,∞)×S1µj+c (s, t)− σ ◦ u
0(R˜0j (a
0))
− Lµ
(
s− log ρ0µj − · · · − log ρ0µj+c−1
))
− lim
s→−∞
(
σ ◦ u0|(−∞,0]×S1µj+d (s, t)− σ ◦ u
0(R˜0j+m+1(a
0))
− Lµ
(
s+ log ρ0µj+d+1 + · · ·+ log ρ0µj+m
))
+
∑
c≤l<d
(
σ ◦ u0|[0,∞)×S1µj+l+1 (0, t)− σ ◦ u
0|(−∞,0]×S1µj+l (0, t)
)
. (68)
It is easy to see that this equation also holds for the case of c = d. The
assumption on the coordinate of P˜ ′0 implies that the last terms of (68) are
σ ◦ u0|[0,∞)×S1µj+l+1 (0, t)− σ ◦ u
0|(−∞,0]×S1µj+l (0, t) = LµTj+l+1.
Since bi0µ is related to u
i0 or u0 by
bi0µ = lim
s→∞
(
σ ◦ ui0 |[0,∞)×S1µ(s, t)− σ ◦ ui0(R˜i0j′ (ai0))− Lµs
)
− lim
s→−∞
(
σ ◦ ui0 |(−∞,0]×S1µ(s, t)− σ ◦ ui0(R˜i0j′+1(ai0))− Lµs
)
= lim
s→∞
(
σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1|[0,∞)×S1µ(s, t)
− σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′ (ai0))− Lµs
)
− lim
s→−∞
(
σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1|(−∞,0]×S1µ(s, t)
− σ ◦ u0(Ξ(a0,b0,u0,h0))−1(R˜i0j′+1(ai0))− Lµs
)
bi0µ should satisfies
bi0µ = (b
0
µj + · · ·+ b0µj+m)
+ (σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′+1(ai0))− σ ◦ u0(R˜0j+m+1(a0)))
− (σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′ (ai0))− σ ◦ u0(R˜0j (a0)))
+ lim
s→∞
(
σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1|[0,∞)×S1µ(s, t)
− σ ◦ u0|[0,∞)×S1µj+c (s+ log ρ
0
µj + · · ·+ log ρ0µj+c−1 , t)
)
− lim
s→−∞
(
σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1|(−∞,0]×S1µ(s, t)
− σ ◦ u0|(−∞,0]×S1µj+d (s− log ρ
0
µj+d+1
− · · · − log ρ0µj+m , t)
)
− Lµ
∑
c<l≤d
Tj+l
= (b0µj + · · ·+ b0µj+m)
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+ (σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′+1(ai0))− σ ◦ u0(R˜0j+m+1(a0)))
− (σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′ (ai0))− σ ◦ u0(R˜0j (a0)))
+ lim
s→∞Lµ(p1 ◦ (Ξ(a0,b0,u0,h0))
−1|[0,∞)×S1µ(s, t)
− s− log ρ0µj − · · · − log ρ0µj+c−1)
− lim
s→−∞Lµ(p1 ◦ (Ξ(a0,b0,u0,h0))
−1|(−∞,0]×S1µ(s, t)
− s+ log ρ0µj+d+1 + · · ·+ log ρ0µj+m)
− Lµ
∑
c<l≤d
Tj+l (69)
We define bi0µ by the above formula (69).
It is clear that bi0µ is a smooth function of (a
0, b0, u0, h0) at ρi0µ 6= 0. We need
to prove the smoothness at ρi0µ = 0. To prove the smoothness, we study the
map Ξ. As in the previous section, we claim that there exists a smooth function
fµ : V0 → C∗ such that
(ρi0µ )
2pie2pi
√−1ϕi0µ )
=
( m∏
l=0
(ρ0µj+l)
2pi
)
e
2pi(
∑m
l=0
√−1ϕ0µj+l−
∑m
l=1 Tj+l) · fµ(a0, b0, u0, h0). (70)
This can be proved as follows.
Let (P˜ ′′i0 → X˜ ′′i0 , Z ′′i0) be the local universal family of (Σ′i0 , zi0 ∪ z+i0 ∪ z′i0
++ ∪
z++i0 ). Let z
′′′
i0
++
be the points in z′i0
++ ∪ z++i0 not contained in the trivial floors
of (Σ′i0 , zi0 , u0|Σ′i0 ), and let (P˜
′′′
i0
→ X˜ ′′′i0 , Z ′′′i0 ) be the local universal family of
(Σi0 , zi0 ∪ z+i0 ∪ z′′′i0
++
). Since the fiber of the center of P˜ ′′i0 is isomorphic to P˜
′
i0
,
P˜ ′′i0 is isomorphic to the product of P˜
′
i0
and a parameter space DM for additional
marked points corresponding to z++i0 . Similarly, P˜
′′′
i0
is isomorphic to the product
of P˜i0 and a parameter space for additional marked points corresponding to
z′′′i0
++ \ z++i0 .
By the assumption of the coordinate of P˜ ′0, it is easy to see that if (ρ
′′′
µ , ϕ
′′′
µ ) is
an appropriately chosen parameter of P˜ ′′′i0 for the deformation of a neighborhood
of the joint circle S1µ, then the following holds true under the natural map
P˜ ′′i0 → P˜ ′′′i0 , where we use the coordinate of P˜ ′′i0 given by P˜ ′′i0 ∼= P˜ ′i0 ×DM .
(ρ′′′µ )
2pie2pi
√−1ϕ′′′µ =
( m∏
l=0
(ρ0µj+l)
2pi
)
e
2pi(
∑m
l=0
√−1ϕ0µj+l−
∑m
l=1 Tj+l)
Since P˜ ′′′i0 is isomorphic to the product of P˜i0 and some parameter space,
there exists a smooth map f ′ : X˜ ′′′i0 → C∗ such that
(ρi0µ )
2pie2pi
√−1ϕi0µ = (ρ′′′µ )
2pie2pi
√−1ϕ′′′µ · f ′(a′′′)
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Therefore, there exists a smooth map f : V0 → C∗ which satisfies equation (70).
Similarly, there exist smooth maps f leftµ , f
right
µ : V0 ×X˜i0 P˜i0 → C
∗ such that
if ρ0µj+l 6= 0 for 1 ≤ l < c and d < l ≤ m, and ρ0µj+c = 0 and ρ0µj+d = 0, and
Ξ(a0,b0,u0,h0)|[0,∞)×S1µj+c (s
left
0 , t
left
0 ) = (s
left
i0 , t
left
i0 ),
Ξ(a0,b0,u0,h0)|(−∞,0]×S1µj+d (s
right
0 , t
right
0 ) = (s
right
i0
, trighti0 ),
then
e2pi(s
left
i0
+
√−1tlefti0 ) = e2pi(s
left
0 +
√−1tleft0 )
( ∏
0≤l<c
(ρ0µj+l)
2pi
)
e
2pi
√−1∑0≤l<c ϕ0µj+l
· e−2pi
∑
0<l≤c Tj+lf leftµ (s
left
i0 , t
left
i0 , a
0, b0, u0, h0),
and
e2pi(s
right
i0
+
√−1trighti0 ) = e2pi(s
right
0 +
√−1tright0 )
( ∏
d<l≤m
(ρ0µj+l)
2pi
)
e
2pi
√−1∑d<l≤m ϕ0µj+l
· e−2pi
∑
d<l≤m Tj+lf rightµ (s
right
i0
, trighti0 , a
0, b0, u0, h0).
Furthermore, fµ, f
left
µ and f
right
µ satisfy
fµ(a
0, b0, u0, h0) = lim
slefti0
→∞
f leftµ (s
left
i0 , t
left
i0 , a
0, b0, u0, h0)
· lim
srighti0
→−∞
f rightµ (s
right
i0
, trighti0 , a
0, b0, u0, h0).
Therefore, bi0µ satisfies
bi0µ = (b
0
µj + · · ·+ b0µj+m)
+ (σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′+1(ai0))− σ ◦ u0(R˜0j+m+1(a0)))
− (σ ◦ u0 ◦ (Ξ(a0,b0,u0,h0))−1(R˜i0j′ (ai0))− σ ◦ u0(R˜0j (a0)))
+ Lµ · 1
2pi
log |fµ(a0, b0, u0, h0)| − Lµ
∑
0<l≤m
Tj+l (71)
in both cases. Hence bi0µ is a smooth function of (a
0, b0, u0, h0).
It is easy to check that the constructed map (a0, b0, u0, h0)→ (ai0 , bi0 , ui0 , hi0)
is the required essential submersion. For example, the essential submersiveness
of φ : V0 →
∏
i Vi is seen as follows. By the coordinate change (i.e. chang-
ing the center p′ of the Kuranishi neighborhood), it is enough to prove that
φ|
φ−1(
∏
i V
(ki)
i )
: φ−1(
∏
i V
(ki)
i ) →
∏
i V
(ki)
i is submersive. (V
(ki)
i ⊂ Vi are the
corners of the highest codimension.) It is clear that φ−1(
∏
i V
(ki)
i ) is a union
of corners of V0, and each of them is defined by {ρµ = 0; for all µ ∈
⋃
j∈IM
0
j }
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for some I ⊂ {1, 2, . . . , k0 − 1}. Then b0µ ∈ R (µ ∈
⋃
j∈IMi) are inde-
pendent parameters in X˚ since −Lµ log ρ0µ + b0µ = ∞ for all b0µ. For each
µ ∈ M i0j′ , let S1µj , S1µj+1 , . . . , S1µm ⊂ Σ′i0 ⊂ Σ′0 be the joint circles which col-
lapse to S1µ by Σ
′
i0
→ Σi0 as above. Assume µj ∈ M0j . Then there exists some
j+l ∈ {j, j+1, . . . , j+m} such that j+l ∈ I. Since the derivative of bi0µ by b0µj+l
does not vanish by (71), it is easy to check that φ|
φ−1(
∏
i V
(ki)
i )
is submersive.
Since E0 is the direct sum of Ei (1 ≤ i ≤ N), grouped multisections of
(Vi, Ei) define a grouped multisection of (V0, E0) by the pull back of the product
grouped multisection by the essential submersion. (We assume that the grouped
multisection of (Vi, Ei) and (Vj , Ej) coincide if pi = pj .) We note that dimV0 =
dim
∏N
i=1 Vi − (N − 1) > dim
∏N
i=1 Vi if N > 1.
5.6 Construction of global structure
In this section, we construct a global pre-Kuranishi structure of M̂. As we
explained in Section 5.4, a Kuranishi neighborhood of each point p ∈ M̂ is
determined by the data (z+, S, E0, λ). Hence construction of a pre-Kuranishi
structure of M̂ is equivalent to constructing a Hausdorff space X with a locally
homeomorphic surjection µ : X → M̂ and giving such data for each point of
X . In Section 5.4, S is a codimension-two submanifold of Y and z+ is a finite
subset of the domain curve, but for the construction of global structure, it is
convenient to use a finite set S = {S} of codimension-two submanifolds of Y
and a finite family z+ = (zS)S∈S of finite subsets of the domain curve indexed
by S instead. (We assume that piY ◦ u intersects each S at zS transversely.)
First we introduce three versions of the space of holomorphic buildings M̂S ,
M̂S,A and M̂o,S,A. We will realize the Hausdorff space X as a subspace of
M̂o,S,A. Let S = {S} be a finite set of codimension-two submanifolds of Y . A
point (Σ, z, zS , zA, zo, u) of M̂o,S,A consists of a holomorphic building (Σ, z, u) ∈
M̂ = M̂(Y, λ, J), finite subsets zS ⊂ Σ (S ∈ S), a finite subset zA ⊂ Σ and a
finite subset zo ⊂ Σ which satisfy the following conditions:
• piY ◦ u intersects S at zS transversely for each S ∈ S.
• zS , zA, zo ⊂ Σ are disjoint, do not contain any special points of (Σ, z, u)
and any points of the imaginary circles of Σ and the trivial cylinders of
(Σ, z, u).
• All non-trivial components (i.e. irreducible components other than trivial
cylinders) of (Σ, z, u) are stable in (Σ, z, zS).
zS are used to make the domain curve stable, zA is used to control the automor-
phism group of the domain curve, and zo is a mark which tells us the additional
vector space E0 we used for the construction of the Kuranishi neighborhood.
In other words, zo is used to realize the space X as a subspace of M̂o,S,A.
Two points (Σ, z, zS , zA, zo, u) and (Σ′, z′, (z′)S , (z′)A, (z′)o, u′) are the same
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point if there exists a biholomorphism ϕ : Σ→ Σ′ and an R-translation θ such
that ϕ(z) = z′, ϕ(zS) = (z′)S for all S ∈ S, ϕ(zA) = (z′)A, ϕ(zo) = (z′)o
and u′ ◦ ϕ = (θ × 1) ◦ u. The topology of M̂o,S,A is defined as a quotient
space of a subspace of M(Y, λ, J) (locally, it is the quotient by the S1-actions
on the coordinates of limit circles and the symmetric group of the sets z,
zS (S ∈ S), zA, zo and the set of limit circles). M̂S,A consists of points
(Σ, z, zS , zA, u), and M̂S consists of points (Σ, z, zS , u). We may regard them
as the subspaces of M̂o,S,A defined by zo = ∅ and (zo, zS) = (∅, ∅) respectively.
If S ′ ⊃ S, we regard M̂o,S,A as a subspace of M̂o,S′,A. The forgetful map
forgetS,A : M̂S,A → M̂ is defined by forgetting the points zS and zA. Similarly,
we define forgeto,S,A : M̂o,S,A → M̂.
For two holomorphic buildings pk = (Σk, zk, (zk)S , (zk)A, (zk)o, uk) ∈ M̂o,S,A
(k = 1, 2), we say p1 ≤ p2 if (z2)S , (z2)A and (z2)o are Aut(Σ2, z2, u2)-invariant
and there exists a biholomorphism Σ1 ∼= Σ2 such that under this biholomor-
phism, p1 is obtained from p
2 by forgetting some subsets of (z2)S , (z2)A and
(z2)o. (The forgetful map from p2 to p1 does not collapse any components.)
We also define two versions of the space of stable curves MDS and M
D
S,A as
follows. A point (Σˆ, z, zS , zA) of MDS,A consists of a semistable curve Σˆ and
finite disjoint subsets z, zS (S ∈ S) and zA such that they do not contain
any nodal points and the automorphism group of (Σˆ, z, zS) is finite. Similarly,
MDS consists of points (Σˆ, z, zS) which satisfy the same conditions. There is
another forgetful map forgetu : M̂S,A → M
D
S,A defined by forgetting the map
u, blowing down joint circles to nodal points, blowing down limit circles and
add these points to marked points z, and stabilizing (collapsing all components
corresponding to trivial cylinders). For example, forgetu maps (Σ, z, z
S , zA, u)
in Figure 8 to (Σˆ, z, zS , zA) in Figure 9.
(S, A)-forgetful map f from p ∈ MDS,A to q ∈ M
D
S,A is a forgetful map
f : p→ q obtained by forgetting some subsets of zS and zA, and stabilizing the
curve.
Fix an arbitrary large constant Lmax > 0, and let δ0 > 0 be a positive
constant such that 4δ0 is less than the minimal period of periodic orbits and
2δ0 is less than the minimal difference L
+ − L− > 0 of two periods L−, L+ of
periodic orbits such that L− < L+ ≤ Lmax. Let M̂≤Lmax ⊂ M̂ be the subspace
of holomorphic buildings the sums of the periods of whose +∞-limit circles are
≤ Lmax.
We say a holomorphic building (Σ, z, u) ∈ M̂ is of type θ = (g, k, Eωˆ) if
the genus of Σ is g, the total number of marked points and limit circles is k,
and Eωˆ(u) = Eωˆ. For each triple θ = (g, k, Eωˆ), we define e˜(θ) = e˜δ0(θ) by
e˜δ0(θ) = 5(g − 1) + 2k + Eωˆ/δ0. For a holomorphic building p ∈ M̂ of type θ,
we define e˜(p) = e˜(θ). Then e˜ satisfies the following:
• e˜(p) ≥ 1 for any holomorphic building p ∈ M̂≤Lmax .
• For any holomorphic building p ∈ M̂≤Lmax , any subset C0 of its nodal
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Figure 8: p = (Σ, z, zS , zA, u)
Figure 9: (Σˆ, z, zS , zA) = forgetu(p)
156
points and any subset C1 of the gaps of floors, replace the nodal points
in C0 and the joint circles in the gaps in C1 of p to pairs of marked
points and pairs of limit circles respectively, and let p′i (1 ≤ i ≤ N) be
their non-trivial connected components. (They are connected holomorphic
buildings of height-one without nodal points.) Then e˜(p) ≥∑i e˜(p′i), and
the inequality is strict if C0 6= ∅ or C1 6= ∅. In particular, e˜(p) > e˜(p′i) for
all i if N > 1.
The second property is easy to check. (We recall that M̂ consists of holomor-
phic buildings without trivial buildings, where a trivial building is a connected
component which consists of trivial cylinders only.) We check the first prop-
erty. By the second property, it is enough to check the property for connected
height-one holomorphic buildings. If the domain curve is stable, then e˜ ≥ 1 is
clear. If the domain curve is unstable, then since Eωˆ > 0, k must be ≥ 1. Hence
(g, k) = (0, 1) or (0, 2). If (g, k) = (0, 1), then Eωˆ is greater than or equal to the
minimal period of periodic orbit. If (g, k) = (0, 2), then Eωˆ is greater than or
equal to the minimal difference of two periods of periodic orbits. Hence in both
cases, e˜ ≥ 1 by the definition of δ0 > 0.
For each triple θ = (g, k, Eωˆ), let M̂≤Lmaxθ ⊂ M̂ be the subspace of holomor-
phic buildings of type θ such that the sums of the periods of +∞-limit circles
are ≤ Lmax. We also define M̂≤LmaxS,A,θ = forget−1S,A(M̂≤Lmaxθ ). Note that for any
constants C ≥ 0, M̂≤Lmax≤C =
⋃
e˜(θ)≤C M̂≤Lmaxθ is compact.
For each triple θ = (g, k, Eωˆ), letMDS,A,θ ⊂M
D
S,A be the subspace of stable
curves whose genus and the number of marked points are g and k respectively.
We regard the spaces for different Eωˆ as disjoint spaces, and regard the forgetful
map forgetu as a map from M̂≤LmaxS,A,θ to M
D
S,A,θ. For a point pˆ ∈ M
D
S,A,θ, we
define θ(pˆ) = θ. For each point pˆ = (Σˆ, z, zS , zA) ∈ MDS,A,θ, we define an
integer l(pˆ) by l(pˆ) = 3(g − 1) + #z +∑S∈S #zS + #zA, where g is the genus
of Σˆ. For a point p ∈ M̂S,A, we define l(p) = l(forgetu(p)). For each l ≥ 0,
let MDS,A,θ,l ⊂ M
D
S,A,θ be the subspace of curves pˆ such that l(pˆ) = l, and
M̂≤LmaxS,A,θ,l ⊂ M̂≤LmaxS,A,θ be the subspace of holomorphic buildings p such that
l(p) = l.
Let (pˆ, E0, λ) be a triple of a stable curve pˆ = (Σˆ, z, zS , zA, zo) ∈ MDo,S,A,
a finite-dimensional Aut(pˆ)-vector space E0, and an Aut(pˆ)-equivariant linear
map
λ : E0 → C∞(Σˆ× Y,∧0,1T ∗Σˆ⊗C (R∂σ ⊕ TY )).
We call such a triple (pˆ, E0, λ) a stable curve with perturbation parameters.
We say two stable curves with perturbation parameters (pˆk, E
0
k, λk) (k = 1, 2)
are isomorphic if there exist an isomorphism f : pˆ1 → pˆ2 and an isomorphism
φˆf : E
0
1 → E02 which is Aut(pˆ1)-equivariant with respect to the isomorphism
ρf : Aut(pˆ1) → Aut(pˆ2) associated to f , and they make the following diagram
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commutative.
E01 C
∞(Σˆ1 × Y,
∧0,1
T ∗Σˆ1 ⊗C (R∂σ ⊕ TY ))
E02 C
∞(Σˆ2 × Y,
∧0,1
T ∗Σˆ2 ⊗C (R∂σ ⊕ TY ))
λ1
φˆf
λ2
f∗
A holomorphic building with perturbation parameters (p,E0, λ) is a triple of
a holomorphic building p = (Σ, z, zS , zA, zo, u) ∈ M̂o,S,A, a finite-dimensional
Aut(p)-vector space E0, and an Aut(p)-equivariant linear map
E0 → C∞(Σˆ× Y,∧0,1T ∗Σˆ⊗C (R∂σ ⊕ TY )),
where (Σˆ, z, zS , zA, zo) = forgetu(Σ, z, z
S , zA, zo, u) is the stabilization of the
blow down of the domain curve. We say two such triples (pk, E
0
k, λk) (k = 1, 2)
are isomorphic if there exist an isomorphism f : p1 → p2 and an Aut(p1)-
equivariant isomorphism φˆf : E
0
1 → E02 such that λ1 = f∗ ◦ λ2 ◦ φˆf .
For an arbitrary constant C ≥ 0, we will construct a space X = X≤C =⋃
e˜(θ)≤C Xθ consisting of holomorphic buildings with perturbation parameters
which satisfies the following conditions:
1. For each (p,E0p , λp) ∈ Xθ, p is contained in M̂≤Lmaxo,S,A,θ.
2. For any p = (Σ, z, u) ∈ M̂≤Lmaxθ , there exists (p+, E0, λ) ∈ Xθ such that
p = forgeto,S,A(p+). Furthermore, forgeto,S,A : Xθ → M̂≤Lmaxθ is locally
homeomorphic.
3. For any (p = (Σ, z, zS , zA, zo, u), E0p , λp) ∈ X , let
E0p → C∞(Σ× Y,
∧0,1
T ∗Σ⊗C (R∂σ ⊕ TY ))
be the pull back of λp by the forgetful map p→ forgetu(p) and also denote
it by the same symbol λp. Then the linear map
W˜ 1,qδ (Σ, u
∗T Yˆ )⊕ E0p
→ Lpδ(Σ,
∧0,1
T ∗Σ⊗C u∗T Yˆ )⊕
⊕
limit circles
KerAγ±∞i/(R∂σ ⊕ RRλ)
⊕
⊕
zi∈z
TpiY ◦u(zi)Y
(ξ, h) 7→ (Dpξ + λp(h)(·, piY ◦ u(·)),∑
j
〈ξ|S1±∞i , η
±∞i
j 〉η±∞ij , piY ◦ ξ(zi)) (72)
is surjective, whereDp is the linearization of the equation of J-holomorphic
maps, and {η±∞i}j is an orthonormal basis of the orthogonal complement
of R∂σ ⊕ RRλ in KerAγ±∞i for each ±∞i.
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4. If two points (p+k = (Σ, z, z
S,k, zA,k, zo,k, u), E0k, λk) ∈ X (k = 1, 2) over
the same holomorphic building p = (Σ, z, u) ∈ M̂ satisfy zS,2 ⊃ zS,1,
zA,2 ⊃ zA,1 and zo,2 ⊃ zo,1 (that is, if p+1 ≤ p+2 ), then E02 contains E01 as
a subspace, and the restriction of λ2 coincides with λ1.
5. For any p = (Σ, z, zS , zA, zo, u) ∈ X , zS , zA and zo are Aut(forgeto,S,A(p))-
invariant.
6. X is embedded in M̂o,S,A. In fact, we add marked point zo to distinguish
E0 and λ.
7. For any two points (p+k = (Σ, z, z
S,k, zA,k, zo,k, u), E0k, λk) ∈ X (k = 1, 2)
for the same holomorphic building p = (Σ, z, u) ∈ M̂, there exists some
(p+3 = (Σ, z, z
S,3, zA,3, zo,3, u), E03 , λ3) ∈ X such that zS,3 = zS,1 ∪ zS,2,
zA,3 = zA,1∪zA,2 and zo,3 = zo,1∪zo,2. (In the definition of pre-Kuranishi
structure, p+3 will be the unique supremum p
+
1 ∨ p+2 .)
8. X satisfies the following compatibility condition with respect to the de-
composition of a holomorphic building into parts: For any point p =
(Σ, z, zS , zA, zo, u) ∈ M̂o,S,A, replace all nodal points and all joint circles
with pairs of marked points and pairs of limit circles respectively, and
let p′i ∈ M̂o,S,A (i = 1, . . . , k) be its connected components other than
trivial cylinders. (Each p′i is a connected height-one holomorphic building
without nodal points.) Then (p,E0, λ) ∈ X for some E0 and λ if zS , zA
and zo are Aut((forgeto,S,A(p′i))i)-invariant and (p
′
i, E
0
i , λi) ∈ X for some
E0i and λi for all i. (Aut((forgeto,S,A(p
′
i))i) is the automorphism group of∐
i forgeto,S,A(p
′
i).) Furthermore, E
0 is isomorphic to the direct sum of
E0i and the restriction of λ to E
0 coincides with the pull back of E0i by
the forgetful map.
We define a pre-Kuranishi structure of M̂≤Lmaxθ by Xθ ⊂ M̂≤Lmaxo,S,A,θ and a locally
homeomorphic surjection forgeto,S,A : Xθ → M̂≤Lmaxθ . To define a Kuranishi
neighborhood of forgeto,S,A(p) for each (p,E0, λ) ∈ X , we need to extend λ
to a local universal family of forgetu(p). Hence we also construct a space of
stable curves with perturbation parameters which gives a neighborhood of the
domain curves of holomorphic buildings in X in a sense. (See Lemma 5.24 for
details.) Condition 4 will imply that for any two p+k ∈ X (k = 1, 2) for the same
holomorphic building p ∈ M̂, if p+1 ≤ p+2 , then we can define the embedding
of the Kuranishi neighborhood of p defined by the data associated to p+1 to
that defined by the data associated to p+2 . Furthermore, Condition 7 imply
the existence of the unique supremum of any two points in the same fiber of
forgeto,S,A : Xθ → M̂≤Lmaxθ .
If we ignore the algebraic structure of M̂ such as the fiber product struc-
ture, then we do not need Condition 8 and the construction is easy. To explain
the idea, first we explain this easy version of the construction of X briefly. We
cover M̂≤Lmaxθ by open subsets Ui (i = 1, . . . , N) and for each i, choose a family
Si = {S} of codimension-two submanifolds of Y , and add the inverse images
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(piY ◦ u)−1(S) to each holomorphic buildings p = (Σ, z, u) ∈ Ui as the marked
points (zi)S . If we choose an appropriate family Si, then the piY ◦u is transverse
to all submanifolds S ∈ Si and all irreducible components of (Σ, z, (zi)S) other
than trivial cylinders of (Σ, z, u) are stable for all p = (Σ, z, u) ∈ Ui. Assume
that for each i, there exists a local universal family (Pˆ i → Xˆi, Zi, (Zi)S) which
contains forgetu(Σ, z, (z
i)S , u) as fibers for all p = (Σ, z, u) ∈ Ui. Choose finite
dimensional vector space E0i and linear map λi : E
0
i → C∞(Pˆ i×Y,
∧0,1
V ∗Pˆ i⊗C
(R∂σ⊕TY )) which makes the linear map (72) surjective for all p ∈ Ui. Then we
can define Xθ by the space of holomorphic buildings with perturbation param-
eters (p+ = (Σ, z,
⋃
i∈I(z
i)S , u),
⊕
i∈I E
0
i ,
⊕
i∈I λi) for holomorphic buildings
p = (Σ, z, u) ∈ M̂ and non empty subsets I ⊂ {1, . . . , N} such that p ∈ Ui
for all i ∈ I. For each point (p+ = (Σ, z,⋃i∈I(zi)S , u),⊕i∈I E0i ,⊕i∈I λi), we
associate the Kuranishi neighborhood of p = (Σ, z, u) defined by the direct sum
of the pull backs of λi by the (S, A)-forgetful maps for all i ∈ I. To realize
X as a subspace of M̂o,S , we choose a family of sections (Zi)o = ((Zi)oj) of
Pˆ i → Xˆi for each i and add the union of the values of (Zi)o for all i ∈ I to each
p+ = (Σ, z,
⋃
i∈I
⋃
i∈I(z
i)S , u) as marked points zo. This is the outline of the
construction of X in the case where we ignore the algebraic structure of M̂.
For Condition 8, we need to extend the linear maps λ for decomposable
holomorphic buildings given as the union of those associated for the parts to
their neighborhoods in a compatible way. To compare the linear maps associated
to different points in X ⊂ M̂o,S,A for the same holomorphic building, we need
to assume that these points are related by (S, A)-forgetful maps. Hence first we
construct the part of the marked points zS and zA which enables us to compare
the linear mas λ.
For any constant C ≥ 0, we construct a finite set S = {S} of codimension-
two submanifolds of Y and subsets
Vθ,l ⊂ Uθ,l ⊂ M̂≤LmaxS,A,θ,l
and
UDθ,l ⊂M
D
S,A,θ,l
for all triples θ such that e˜(θ) ≤ C and l ≥ 0 which satisfy the following
conditions, and call a family (S,Vθ,l,Uθ,l,UDθ,l) a domain curve representation of
M̂≤Lmax≤C .
(1)D For any p ∈ M̂≤Lmaxθ , there exist some l ≥ 0 and p+ ∈ Vθ,l such that
forgetS,A(p+) = p.
(2)D The image of Uθ,l by forgetu is contained in UDθ,l. Furthermore, there exists
an open neighborhood Wθ,l ⊂ M̂≤LmaxS,A,θ,l of the closure of Uθ,l such that
Uθ,l = {p ∈ Wθ,l; forgetu(p) ∈ UDθ,l}.
If Uθ,l and UDθ,l satisfy this condition, then we say UDθ,l is a D-neighborhood
of Uθ,l.
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(3)D Vθ,l is open in the relative topology of Uθ,l, and Vθ,l b Uθ,l.
(4)D For any θ, there exists some lmaxθ ≥ 0 such that Uθ,l = ∅ and UDθ,l = ∅ for
all l > lmaxθ .
(5)D For each point pˆ ∈ UDθ,l, there exist a local universal family (Pˆ → Xˆ, Z, ZS)
of forgetA(pˆ) and an Aut(pˆ)-invariant family of smooth sections Z
A =
(ZAj ) of Pˆ → Xˆ such that
{(Pˆa, Z(a), ZS(a), ZA(a)); a ∈ Xˆ}/Aut(pˆ)
is a neighborhood of pˆ in UDθ,l. (We assume that ZAj are disjoint.) We
call (Pˆ → Xˆ, Z, ZS , ZA) a local representation of a neighborhood of pˆ in
UDθ,l. We note that we may regard ZA as an Aut(pˆ)-equivariant section of
(
∏#zA
Pˆ )Xˆ/S#zA → Xˆ, where (
∏#zA
Pˆ )Xˆ is the fiber product over Xˆ,
and S#zA acts on it as permutations.
(6)D For any θ, l ≥ l′ ≥ 0, pˆ ∈ UDθ,l and qˆ ∈ UDθ,l′ , if there exists an (S, A)-
forgetful map f from pˆ to qˆ, then f does not collapse any component of
pˆ. (Namely, pˆ is a curve obtained by adding some marked points to qˆ.)
(7)D Under the same assumption, let (Pˆ → Xˆ, Z, ZS , ZA) be the local repre-
sentation of a neighborhood of pˆ in UDθ,l, and (Pˆ ′ → Xˆ ′, Z ′, (Z ′)S , (Z ′)A)
be that of qˆ in UDθ,l′ . Shrink Xˆ and Xˆ ′ if necessary, and let (φ, φˆ) be the
unique forgetful map from (Pˆ → Xˆ, Z, ZS) to (Pˆ ′ → Xˆ ′, Z ′, (Z ′)S) whose
restriction to the central fiber coincides with f . Then the pull back of
(Z ′)A by (φ, φˆ) is contained in ZA as a subfamily.
(8)D For any θ = (g, k, Eωˆ), pˆ ∈ UDθ,l and subset N of its nodal points, replace
each nodal point in N with a pair of marked points (we regard the new
marked points as points in the set z), and let pˆ′i (1 ≤ i ≤ N) be its
connected components or an arbitrary decomposition into unions of its
connected components. Let g′i and k
′
i be the genus and the number of
marked points z of each pˆ′i respectively. Then there exist some E
i
ωˆ ≥ 0
such that Eωˆ =
∑
iE
i
ωˆ and pˆ
′
i ∈ UDθ′i,l(pˆ′i) for all i, where θ
′
i = (g
′
i, k
′
i, E
i
ωˆ).
(9)D Uθ,l satisfies the following conditions about decomposition of a holomor-
phic building into parts.
• For any p ∈ Uθ,l and any decomposition pi (1 ≤ k) into unions of
its connected components, let p′i be the holomorphic buildings ob-
tained by collapsing trivial floors (floors consisting of trivial cylin-
ders). Then p′i ∈ Uθ(p′i),l(p′i) for all i.
• For any p ∈ Uθ,l and any gap between floors, let p1 and p2 be the
holomorphic buildings obtained by dividing p at this gap. Then p′i ∈
Uθ(p′i),l(p′i) for i = 1, 2.
161
• For any p ∈ Uθ,l and any subset of its nodal points, the holomor-
phic building p′ obtained by replacing these nodal points to pairs of
marked points is contained in Uθ(p′),l(p′).
(10)D For each p ∈ M̂≤LmaxS,A,θ,l, replace all nodal points and joint circles of p to
pairs of marked points and pairs of limit circles respectively (we regard
the new marked points as points in the set z), and let p′i (1 ≤ i ≤ k)
be their non-trivial connected components. Then p ∈ Vθ,l if and only if
p′i ∈ Vθ(p′i),l(p′i) for all i.
(11)D For any p = (Σ, z, u) ∈ M̂≤Lmaxθ and subsets (zk)S ⊂ Σ (S ∈ S) and
(zk)A ⊂ Σ (k = 1, 2), if each pk = (Σ, z, (zk)S , (zk)A, u) is contained in
Uθ,l(pk), then p3 = (Σ, z, (z1)S ∩ (z2)S , (z1)A ∩ (z2)A, u) is contained in
Uθ,l(p3). Furthermore, (z1)S ∪ (z2)S (S ∈ S) and (z1)A ∪ (z2)A are dis-
joint. (This means that we can define a holomorphic building (Σ, z, (z1)S∪
(z2)S , (z1)A∪(z2)A, u) ∈ M̂S,A, but we do not assume that it is contained
in some Uθ,l.)
(12)D For any pˆ = (Σˆ, z, zS , zA) ∈ UDθ,l and any subsets (z1)S , (z2)S ⊂ zS (S ∈ S)
and (z1)A, (z2)A ⊂ zA, if each pˆi = (Σˆ, z, (zi)S , (zi)A) is contained in
UDθ,l(pˆi), then pˆ3 = (Σˆ, z, (z1)S ∩ (z2)S , (z1)A ∩ (z2)A) is stable and it is
also contained in UDθ,l(pˆ3).
Note that Condition (8)D, (9)D and (10)D are conditions about one triple θ and
other triples θ′ such that e˜(θ′) < e˜(θ), and the others are conditions for each θ.
We will prove the existence of a domain curve representation of M̂≤Lmax≤C in
Lemma 5.21. First we prove that we can shrink Uθ,l and UDθ,l preserving Vθ,l.
Lemma 5.19. Let C ≥ 0 be an arbitrary constant, and assume that a do-
main curve representation (S,Vθ,l,Uθ,l,UDθ,l) of M̂≤Lmax≤C is given. Then we can
construct open subsets
Vθ,l b U˚θ,l b Uθ,l (e˜(θ) = C, l ≥ 0)
and
U˚Dθ,l b UDθ,l (e˜(θ) = C, l ≥ 0)
such that if we replace Uθ,l and UDθ,l for e˜(θ) = C in the family (S,Vθ,l,Uθ,l,UDθ,l)
with U˚θ,l and U˚Dθ,l respectively, it still satisfies the conditions of a domain curve
representation.
Proof. The nontrivial conditions are Condition (11)D and (12)D. We construct
Vθ,l, Uθ,l and UDθ,l (l ≥ 0) for each triple θ such that e˜(θ) = C. First we consider
Condition (12)D. Consider the following condition for subsets B̂Dθ,l, B
D
θ,l ⊂ UDθ,l:
(12)D+ For l1, l2 < l0, pˆ = (Σˆ, z, zS , zA) ∈ B̂Dθ,l0 and subsets (z1)S , (z2)S ⊂ zS
(S ∈ S) and (z1)A, (z2)A ⊂ zA, if each pˆi = (Σˆ, z, (zi)S , (zi)A) is contained
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in B̂Dθ,li and pˆ
3 = (Σˆ, z, (z1)S∩(z2)S , (z1)A∩(z2)A) does not coincide with
pˆ1 or pˆ2, then pˆ3 is contained in BDθ,l3 for some l
3 < min(l1, l2).
Condition (12)D is equivalent to this condition for B̂Dθ,l = B
D
θ,l = UDθ,l. By the
decreasing induction in l ≤ lmaxθ , we construct open neighborhoods U˚Dθ,l b UDθ,l
of the closure of forgetS,A(Vθ,l) so that for any l0, Condition (12)D+ holds for
lk > l0 (k = 0, 1, 2) and
B̂Dθ,l = U˚Dθ,l (l > l0), BDθ,l =
{
U˚Dθ,l l ≥ l0
UDθ,l l < l0
.
For l = lmaxθ , we may choose arbitrary open neighborhood U˚Dθ,l b UDθ,l of
the closure of forgetS,A(Vθ,l). Assume that U˚Dθ,l for l > l0 are given. Define
KDθ,l0 ⊂ UDθ,l0 by the smallest subset such that the above condition holds for
l0, l1, l2 > l0 and
B̂Dθ,l = U˚Dθ,l (l > l0), BDθ,l =

U˚Dθ,l l > l0
KDθ,l0 l = l0
UDθ,l l < l0
.
Namely, pˆ3 ∈ UDθ,l0 is contained in KDθ,l0 if there exists some l0 > l0, pˆ =
(Σˆ, z, zS , zA) ∈ U˚Dθ,l0 and subsets (zi)S ⊂ zS (i = 1, 2, S ∈ S) and (zi)A ⊂ zA
such that each pˆi = (Σˆ, z, (zi)S , (zi)A) is contained in U˚Dθ,li for some l0 < l1, l2 <
l0 and pˆ3 is isomorphic to (Σˆ, z, (z1)S ∩ (z2)S , (z1)A∩ (z2)A). It is easy to check
that this is a compact subset of UDθ,l0 . Hence an open subset U˚Dθ,l0 b UDθ,l0 such
that KDθ,l0 ∪ forgetS,A(Vθ,l) ⊂ U˚Dθ,l0 satisfies the required condition. Therefore
we can construct open subsets U˚Dθ,l by the decreasing induction in l ≤ lmaxθ .
Condition (11)D is also similar. Namely, we consider the following condition
for subsets B̂θ,l ⊂ Uθ,l and Bθ,l ⊂ Uθ,l:
(11)D+ For any 0 ≤ l1, l2 ≤ lθmax, p = (Σ, z, u) ∈ M̂≤Lmaxθ , and subsets (zk)S ⊂ Σ
(S ∈ S) and (zk)A ⊂ Σ (k = 1, 2), if each pk = (Σ, z, (zk)S , (zk)A, u)
is contained in B̂θ,lk and p
3 = (Σ, z, (z1)S ∩ (z2)S , (z1)A ∩ (z2)A, u) does
not coincides with p1 or p2, then p3 is contained in Bθ,l3 for some l
3 <
min(l1, l2). Furthermore, (z1)S ∪ (z2)S (S ∈ S) and (z1)A ∪ (z2)A are
disjoint.
Condition (11)D is equivalent to this condition for B̂θ,l = Bθ,l = Uθ,l. We
construct open subsets U˚θ,l which make this condition holds for l1, l2 > l0 and
B̂θ,l = U˚θ,l (l > l0), Bl =
{
U˚θ,l l ≥ l0
Uθ,l l < l0
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for all l0 by the decreasing induction in l ≤ lmaxθ . Then as in the previous case,
if U˚θ,l for l > l0 are given, define Kθ,l0 ⊂ Uθ,l0 by the smallest subset which
makes Condition (11)D+ hold for l1, l2 > l0 and
B̂θ,l = U˚θ,l (l > l0), Bl =

U˚θ,l l > l0
Kθ,l l = l0
Uθ,l l < l0
,
then Kθ,l0 is a compact subset contained in Uθ,l. Hence any open neighborhood
U˚θ,l b Uθ,l of Kθ,l ∪ Vθ,l satisfies the condition. Therefore if we choose appro-
priate U˚Dθ,l and define U˚θ,l by Condition (2)D, then Condition (11)D also holds
for U˚θ,l.
Let M̂4 ⊂ M̂ and M̂4S,A ⊂ M̂S,A be the subspaces of decomposable
holomorphic buildings, that is, the subspaces of disjoint holomorphic build-
ings and holomorphic buildings with nodal points or joint circles. Similarly, let
MD,4S,A ⊂M
D
S,A be the subspace of disjoint stable curves and stable curves with
nodal points.
Lemma 5.20. Let C ≥ 0 be an arbitrary constant, and assume that a domain
curve representation (S,Vθ,l,Uθ,l,UDθ,l) of
M̂≤Lmax<C =
⋃
e˜(θ)<C
M̂≤Lmaxθ
is given. We also assume that subsets
V4θ,l ⊂ U4θ,l ⊂ M̂≤Lmax,4S,A,θ,l (e˜(θ) = C, l ≥ 0)
and
UD,4θ,l ⊂M
D,4
S,A,θ,l (e˜(θ) = C, l ≥ 0)
are given and they satisfy the conditions of domain curve representation. More
precisely, they satisfy the conditions obtained by replacing Uθ,l, UDθ,l, M̂ and
so on with the counterparts with superscript 4. Condition (5)D for UD,4
e10,e
2
0,l
is
read as follows: For a local universal family (Pˆ → Xˆ, Z, ZS) of forgetA(pˆ), let
Xˆ4 ⊂ Xˆ be the subset of points whose fiber are disconnected or whose fiber
has nodal points. Then Condition (5)D for UD,4θ,l is that there exists an Aut(pˆ)-
invariant family of sections ZA of Pˆ |Xˆ4 → Xˆ4 such that
{(Pˆa, Z(a), ZS(a), ZA(a)); a ∈ Xˆ4}/Aut(pˆ)
is a neighborhood of pˆ in UD,4θ,l . In Condition (6)D, we read UDθ,l (or UDθ′,l′) for
e˜(θ) = C as UD,4θ,l (or UD,4θ′,l′ ).
Then we can construct subsets
V1θ,l ⊂ U1θ,l ⊂ U2θ,l ⊂ M̂≤LmaxS,A,θ,l (e˜(θ) = C, l ≥ 0)
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and
U1,Dθ,l ⊂ U2,Dθ,l ⊂M
D
S,A,θ,l (e˜(θ) = C, l ≥ 0)
which satisfy the following conditions:
• The closure of U1,Dθ,l is contained in U2,Dθ,l .
• V1θ,l ∩ M̂4S,A = V4θ,l, U2θ,l ∩ M̂4S,A ⊂ U4θ,l, and U2,Dθ,l ∩M
D,4
S,A ⊂ UD,4θ .
• For each k = 1, 2, Vθ,l = V1θ,l, Uθ,l = Ukθ,l and UDθ,l = Uk,Dθ,l for e˜(θ) = C
and the given Vθ′,l, Uθ′,l and UDθ′,l for e˜(θ′) < C satisfy the conditions of
domain curve representation of M̂≤C other than Condition (1)D.
Proof. We consider each triple θ such that e˜(θ) = C. By the same argument
used for the proof of Lemma 5.19, we see that we can take an open neighborhood
U˚4θ,l b U4θ,l of the closure of V4θ,l and an open subset U˚D,4θ,l b UD,4θ,l such that
V4θ,l, U˚4θ,l and U˚D,4θ,l also satisfy the assumption. We may assume that Condition
(12)D+ holds for B̂Dθ,l = U˚D,4θ,l and BDθ,l = U˚D,4θ,l , and Condition (11)D+ holds for
B̂θ,l = U˚4θ,l and Bθ,l = U˚4θ,l.
Choose finite points pˆi ∈ UD,4θ,l (i ∈ Il) for each l, let (Pˆ i → Xˆi, Zi, (Zi)S)
be a local universal family of each forgetA(pˆ
i) and let (Zi)A|(Xˆi)4 be the family
of section for each i ∈ Il so that U˚4θ,l are covered by {((Xˆi)4, (Zi)A|(Xˆi)4)}i∈Il .
Namely, every stable curve in U˚4θ,l appears as some fiber of the families ob-
tained by adding the marked points (Zi)A|(Xˆi)4 to the local universal fam-
ilies. Shrinking each Xˆi if necessary (keeping the covering condition), we
construct an Aut(pˆi)-invariant extension (Zi)A = ((Zi)Aj )j of (Z
i)A|(Xˆi)4 to
Xˆi and an Aut(pˆi)-invariant open neighborhood W i =
∐
jW
i
j of the value of
(Zi)A = ((Zi)Aj )j for each i which satisfy the following condition:
(∗) For any l0 ≥ l, i0 ∈ Il0 , i ∈ Il, a ∈ Xˆi0 , b ∈ Xˆi and an S-forgetful map
ϕ : (Pˆ i0a , Z
i0(a), (Zi0)S(a))→ (Pˆ ib , Zi(b), (Zi)S(b)),
if ϕ−1((Zi)A(b)) ⊂W i0 |a then ϕ−1((Zi)A(b)) ⊂ (Zi0)A(a).
We construct such extensions and neighborhoods of their values by the induction
in l as follows.
Let l = lmin be the minimum such that UD,4θ,l 6= ∅. We fix an order of
Ilmin and construct (Z
i)A and W i by the induction in i ∈ Ilmin . First for
the minimal i ∈ Ilmin , we construct an Aut(pˆi)-invariant extension (Zi)A of
(Zi)A|(Xˆi)4 . Since we may regard (Zi)A as an Aut(pˆi)-equivariant section of
the fiber product (
∏#zA
Pˆ i)Xˆi/S#zA → Xˆi, we can extend (Zi)A|(Xˆi)4 to a
neighborhood of (Xˆi)4. Replacing Xˆi with a small neighborhood of (Xˆi)4,
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we may assume that (Zi)A = (Zi)Aj is defined on Xˆ
i. Let W i =
∐
j W˚
i
j be an
Aut(pˆi)-invariant neighborhood of (Zi)A(Xˆi) =
∐
j(Z
i)Aj (Xˆ
i).
Assume that we have constructed (Zi)A and W i for i < i0 which satisfy
Condition (∗). First we construct an Aut(pˆi0)-invariant open neighborhood
W i0 of the value of (Zi0)A|(Xˆi0 )4 which satisfies the following conditions:
(i) For any i < i0, a ∈ Xˆi0 , b1, b2 ∈ Xˆi and isomorphisms
ϕk : (Pˆ
i0
a , Z
i0(a), (Zi0)S(a)) ∼= (Pˆ ibk , Zi(bk), (Zi)S(bk)) (k = 1, 2),
if ϕ−1k ((Z
i)A(bk)) ⊂W i0 |a for k = 1, 2, then there exists some g ∈ Aut(pˆi)
such that b2 = gb1 and ϕ2 = g ◦ ϕ1. In particular, ϕ−11 ((Zi)A(b1)) =
ϕ−12 ((Z
i)A(b2)).
(ii) For any i1, i2 < i0, a ∈ Xˆi0 , bk ∈ Xˆik (k = 1, 2) and isomorphisms
ϕk : (Pˆ
i0
a , Z
i0(a), (Zi0)S(a)) ∼= (Pˆ ikbk , Zik(bk), (Zik)S(bk)) (k = 1, 2),
if ϕ−1k ((Z
ik)A(bk)) ⊂W i0 |a for k = 1, 2, then the isomorphism
ϕ = ϕ2 ◦ ϕ−11 : (Pˆ i1a1 , Zi1(a1), (Zi1)S(a1)) ∼= (Pˆ i2a2 , Zi2(a2), (Zi2)S(a2))
satisfies ϕ((Zi1)A(b1)) ⊂W i2 |b2 . Note that by Condition (∗), this implies
that (Zi2)A(b2) = ϕ((Z
i1)A(b1)). In particular, ϕ
−1
1 ((Z
i1)A(b1)) coincides
with ϕ−12 ((Z
i2)A(b2)).
Note that in Condition (i) for a ∈ (Xˆi0)4, if W i0 |a is a sufficiently small neigh-
borhood of (Zi0)A(a), then the condition ϕ−1k ((Z
i)A(bk)) ⊂W i0 |a implies that
ϕ−1k ((Z
i)A(bk)) = (Z
i0)A(a). Hence g = ϕ2 ◦ϕ−11 maps (Zi)A(b1) to (Zi)A(b2),
which implies g ∈ Aut(pˆi). Therefore Condition (i) for general a ∈ Xˆi0 also
holds if W i0 is a sufficiently small neighborhood of the values of (Zi0)A|(Xˆi0 )4 .
Similarly, in Condition (ii) for a ∈ (Xˆi0)4, if W i0 |a is a sufficiently small
neighborhood of (Zi0)A(a), then the condition ϕ−1k ((Z
i)A(bk)) ⊂ W i0 |a im-
plies that ϕ−1k ((Z
i)A(bk)) = (Z
i0)A(a). Hence ϕ = ϕ2 ◦ ϕ−11 maps (Zi1)A(b1)
to (Zi2)A(b2) ⊂W i2 |b2 . It implies that Condition (ii) for general a ∈ Xˆi0 holds
if W i0 is a sufficiently small neighborhood of the values of (Zi0)A|(Xˆi0 )4 .
For each point a ∈ Xˆi0 such that there exists some i < i0, b ∈ Xˆi and
isomorphism
ϕ : (Pˆ i0a , Z
i0(a), (Zi0)S(a)) ∼= (Pˆ ib , Zi(b), (Zi)S(b))
such that ϕ−1((Zi)A(b)) ⊂ W i0 |a, we define (Zi0)A(a) = ϕ−1((Zi)A(b)). The
above conditions of W i0 implies that this definition is independent of the choice
of i and b ∈ Xˆi if they exist. Shrinking Xˆi (i < i0) slightly if necessary
for smooth extension, we extend (Zi0)A to a neighborhood of (Xˆi0)4 ⊂ Xˆi0 .
Replacing Xˆi0 to a neighborhood of (Xˆi0)4 ⊂ Xˆi0 , we assume that (Zi0)A is
defined on whole of Xˆi0 and its value is contained in W i0 .
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Next we consider the general l. Assume that we have already constructed
the extensions for l < l0. We fix an order of Il0 and construct (Z
i)A and
W i by the induction in i ∈ Il0 . Assume that (Zi)A and W i for i < i0 are
given. As in the case of minimal l, first we construct an Aut(pˆi)-invariant open
neighborhood W i0 of the value of (Zi)A|(Xˆi0 )4 which satisfies Condition (i), (ii)
and the following condition:
(iii) For any a ∈ Xˆi0 , l1, l2 < l0, ik ∈ Ilk (k = 1, 2), bk ∈ Xˆik (k = 1, 2) and
S-forgetful maps
ϕk : (Pˆ
i0
a , Z
i0(a), (Zi0)S(a))→ (Pˆ ikbk , Zik(bk), (Zik)S(bk)) (k = 1, 2),
if ϕ−1k ((Z
ik)A(bk)) ⊂ W i0 |a for k = 1, 2, then there exist some l3 ≤
min(l1, l2), i3 ∈ Il3 , b3 ∈ Xˆi3 and S-forgetful maps
ψk : (Pˆ
ik
bk
, Zik(bk), (Z
ik)S(bk))→ (Pˆ i3b3 , Zi3(b3), (Zi3)S(b3)) (k = 1, 2)
which satisfy ψ1 ◦ϕ1 = ψ2 ◦ϕ2 and the following condition: For any triple
(j, j1, j2) such that ϕ
−1
k ((Z
ik)Ajk(bk)) ⊂W ij |a for k = 1, 2, there exists some
j3 such that ψ
−1
k ((Z
i3)Aj3(b3)) ⊂ W ikjk |bk for k = 1, 2. By Condition (∗),
this implies that (Zik)Ajk(bk) = ψ
−1
k ((Z
i3)Aj3(b3)) for k = 1, 2. In particular,
ϕ−11 ((Z
i1)Aj1(b1)) = ϕ
−1
2 ((Z
i2)Aj2(b2)).
Note that in the above condition, if a ∈ (Xˆi0)4 and W i0 |a is a sufficiently
small neighborhood of (Zi0)A(a), then the condition ϕ−1k ((Z
ik)A(bk)) ⊂ W i0 |a
implies that ϕ−1k ((Z
ik)A(bk)) ⊂ (Zi0)A(a). Hence Condition (12)D for U˚D,4θ,l
implies that there exist some l3 ≤ min(l1, l2), i3 ∈ Il3 , b3 ∈ Xˆi3 and S-forgetful
maps
ψk : (Pˆ
ik
bk
, Zik(bk), (Z
ik)S(bk))→ (Pˆ i3b3 , Zi3(b3), (Zi3)S(b3)) (k = 1, 2)
such that ψ1 ◦ ϕ1 = ψ2 ◦ ϕ2 and
ϕ−11 ((Z
i1)A(b1)) ∩ ϕ−12 ((Zi2)A(b2)) = (ψ1 ◦ ϕ1)−1((Zi3)A(b3)).
Therefore Condition (iii) holds for a ∈ (Xˆi0)4 if W i0 is a sufficiently small
neighborhood of (Zi0)A((Xˆi0)4). Hence it also holds if a ∈ Xˆi0 is contained
in a small neighborhood of (Xˆi0)4. Therefore Condition (iii) holds for general
a ∈ Xˆi0 if W i0 is sufficiently small.
The construction of (Zi0)A is similar to the case of minimal l, but in this
case, some part of (Zi0)A is determined by the pull backs of (Zi)A (i ∈ Il, l < l0)
as follows. For a ∈ Xˆi0 , l < l0, i ∈ Il, b ∈ Xˆi and an S-forgetful map
ϕ : (Pˆ i0a , Z
i0(a), (Zi0)S(a))→ (Pˆ ib , Zi(b), (Zi)S(b))
such that ϕ−1((Zi)A(b)) ⊂ W i0 |a, we define (zi0)A(a)b,ϕ = ϕ−1((Zi)A(b)). For
each a ∈ Xˆi0 , we define (zi0)A(a) by the union of (zi0)A(a)b,ϕ over the above
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pairs (b, ϕ). We need to construct the extension (Zi0)A which contains (zi0)A
as a subfamily.
Condition (iii) implies that ϕ−1((Zi)A(b)) ∩W i0j |a consists of at most one
point for each j, and this point is independent of (b, ϕ) if it exists. Hence
(zi0)A(a)∩W i0j |a consists of at most one point for each j. It is clear that (zi0)A
is Aut(pˆi0)-invariant. Hence shrinking Xˆi for i ∈ Il (l < l0) and i ∈ Il0 such that
i < i0 if necessary for smooth extension, we can construct an Aut(pˆ
i0)-invariant
extension (Zi0)A of (Zi0)A|(Xˆi0 )4 to a neighborhood of (Xˆi0)4 which contains
(zi0)A as a subfamily. Replacing Xˆi0 with a small neighborhood of (Xˆi0)4,
we get an extension (Zi0)A on Xˆi0 such that (Zi0)A(Xˆi0) ⊂ W i0 . Therefore
the induction works and we can construct Aut(pˆi)-invariant extensions (Zi)A =
((Zi)Aj )j of (Z
i)A|(Xˆi)4 to Xˆi and Aut(pˆi)-invariant open neighborhoods W i =∐
jW
i
j of the values of (Z
i)A = ((Zi)Aj )j which satisfy Condition (∗).
Now we construct V1θ,l, Ukθ,l and Uk,Dθ,l (k = 1, 2) as follows. First we define
ÛDθ,l ⊂M
D
S,A,θ,l by the union of the sets of stable curves
{(Pˆ ia, Zi(a), (Zi)S(a), (Zi)A(a)); a ∈ Xˆi}
over i ∈ Il. We construct U2,Dθ,l as a subset of ÛDθ,l. For each l, letWθ,l ⊂ M̂≤LmaxS,A,θ,l
be an open neighborhood of the closure of U4θ,l such that
U4θ,l = {p ∈ Wθ,l; forgetS,A(p) ∈ UD,4θ,l }.
We construct small neighborhoods U2,Dθ,l ⊂ ÛDθ,l of U˚D,4θ,l such that they satisfy
Condition (6)D and (12)D, and
U2θ,l = {p ∈ Wθ,l; forgetS,A(p) ∈ U2,Dθ,l }
satisfy Condition (11)D as follows. (We also assume that U2,Dθ,l is sufficiently
small so that Wθ,l is still an open neighborhood of the closure of U2θ,l.)
Since U˚D,4θ,l (l ≥ 0) satisfy Condition (6)D, sufficiently small neighborhoods
U2,Dθ,l of U˚D,4θ,l also satisfy the same condition. For Condition (11)D and (12)D,
we construct U2,Dθ,l by the (usual increasing) induction in l so that for any l0,
Condition (12)D+ holds for l1, l2 < l0 such that min(l1, l2) ≤ l0 and
B̂Dθ,l =
{
U˚D,4θ,l l > l0
U2,Dθ,l l ≤ l0
, BDθ,l = U2,Dθ,l (l < l0),
and Condition (11)D+ holds for l1, l2 such that min(l1, l2) ≤ l0 and
B̂θ,l =
{
U˚4θ,l l > l0
U2θ,l l ≤ l0
, BDθ,l = U2θ,l (l < l0).
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The induction works because of the following reason. Assume that U2,Dθ,l for l <
l0 are given and they satisfy the above conditions. We prove that if U2,Dθ,l0 ⊂ ÛDθ,l0
is a sufficiently small open neighborhood of U˚D,4θ,l0 , then Condition (12)D+ holds
for l1, l2 < l0 such that min(l1, l2) ≤ l0 and
B̂Dθ,l =
{
U˚D,4θ,l l > l0
U2,Dθ,l l ≤ l0
, BDθ,l = U2,Dθ,l (l < l0).
First we consider this condition for l1 = l2 = l0 < l
0. Assume that this con-
dition does not hold for any small open neighborhood U2,Dθ,l0 of U˚
D,4
θ,l0
. Then
there exists a sequence of stable curves pˆk = (Σˆk, zk, z
S
k , z
A
k ) ∈ U˚D,4θ,l0 and sub-
sets (z1k)
S , (z2k)
S ⊂ zSk (S ∈ S) and (z1k)A, (z2k)A ⊂ zAk such that two sequences
(pˆik)k∈N = (Σˆk, z, (z
i
k)
S , (zik)
A)k∈N converge to points in U˚D,4θ,l0 , but none of pˆ3k =
(Σˆk, z, (z
1
k)
S∩(z2k)S , (z1k)A∩(z2k)A) is not contained in
⋃
l<l0
U2,Dθ,l . Taking a sub-
sequence, assume that pˆk converges to a stable curve pˆ∞ = (Σˆ∞, z∞, zS∞, z
A
∞) ∈
U˚D,4θ,l0 . We may assume that there exists subsets (z1∞)S , (z2∞)S ⊂ zS∞ (S ∈ S)
and (z1∞)
A, (z2∞)
A ⊂ zA∞ such that each (pˆik)k∈N converges to a stable curve
pˆi∞ = (Σˆ∞, z, (z
i
∞)
S , (zi∞)
A) ∈ U˚D,4θ,l0 for i = 1, 2. (This is because of Condition
(6)D for U˚D,4θ,l .) Hence Condition (12)D+ for
B̂Dθ,l =
{
U˚D,4θ,l l ≥ l0
U2,Dθ,l l < l0
, BDθ,l = U2,Dθ,l (l < l0 − 1),
implies that pˆ3∞ = (Σˆ∞, z, (z
1
∞)
S∩(z2∞)S , (z1∞)A∩(z2∞)A) is contained in
⋃
l<l0
U2,Dθ,l .
Since (pˆ3k)k∈N converges to pˆ
3
∞, this contradicts to the openness of
⋃
l<l0
U2,Dθ,l .
The other cases such as l1, l2 < l0 = l0 are similar. Condition (11)
D+ is also
similar. Hence we can construct open neighborhoods U2,Dθ,l of U˚D,4θ,l which satisfy
Condition (6)D, (11)D and (12)D.
Next we construct U1,Dθ,l by the same way as U2,Dθ,l under the condition U1,Dθ,l b
U2,Dθ,l , and define U1θ,l by
U1θ,l = {p ∈ Wθ,l; forgetS,A(p) ∈ U1,Dθ,l }.
Finally, we take open subsets V1θ,l b U1θ,l such that V1θ,l∩M̂4S,A = V4θ,l. Then
these V1θ,l, Ukθ,l and Uk,Dθ,l (k = 1, 2) are the required subsets.
Now we explain the construction of a domain curve representation.
Lemma 5.21. For any constant C ≥ 0, there exists a domain curve represen-
tation of M̂≤Lmax≤C .
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Proof. First we claim that in general, for a holomorphic building p = (Σ, z, u) ∈
M̂ whose domain curve is irreducible and which has nonzero Eωˆ-energy, there
exist a finite set S = {S} of codimension-two small disks in Y and an open
subset U ⊂ M̂S such that
• p ∈ forgetS(U),
• the restriction of forgetu : M̂S →M
D
S to U is injective, and
• Aut(forgetu(q)) = Aut(q) for all q ∈ U .
This is proved as follows. Since the critical points of piY ◦ u are discrete, we
can add marked points by the intersections with codimension-two disks in Y to
make the domain curve stable. Namely, we can choose a finite set S = {S} of
codimension-two disks in Y and a point p+ = (Σ, z, zS , u) ∈ M̂S such that zS is
Aut(p)-invariant, forgetS p+ = p and Aut(forgetu(p+)) = Aut(p+) (= Aut(p)).
Let Du : W˜
1,p
δ (Σ, u
∗T Yˆ )→ Lpδ(Σ,
∧0,1
T ∗Σ⊗C T Yˆ ) be the linearization of the
equation of J-holomorphic curve at u and consider the linear operator
D+u : W˜
1,p
δ (Σ, u
∗T Yˆ )→ Lpδ(Σ,
∧0,1
T ∗Σ⊗C T Yˆ )
⊕
⊕
z∈zS ,S∈S
TpiY ◦u(z)Y/TpiY ◦u(z)S ⊕ R
defined by D+u ξ = (Duξ, (piY )∗ξ(z), σ∗ξ(R)), where R ∈ Σ is an arbitrary fixed
point and σ : Yˆ → R is the projection. If it is injective, then forgetu : M̂S →
MDS is injective on a neighborhood of p+. We can choose S = {S} which makes
D+u injective because for any vector ξ ∈ KerDu other than ξ = c∂σ (c ∈ R is a
constant), there does not exist any non-empty open subset of Σ on which piTY ξ
vanishes. Therefore for any p ∈ M̂, we can construct finite number of disks
S = {S} in Y and an open subset U ⊂ M̂S which satisfy the above conditions.
We note the following fact: For each disk S ∈ S, let S×R2 ⊂ Y be its tubular
neighborhood. Then for any small x ∈ R2, Sx = {S × {x};S ∈ S} also satisfies
the same condition. Namely, there exists an open subset Ux ⊂ M̂Sx such that
p ∈ forgetS(Ux), the restriction of forgetu |Ux : Ux → M
D
Sx is injective, and
Aut(forgetu(q)) = Aut(q) = Aut(forgetSx(q)) for all q ∈ Ux. We may assume
that forgetSx(Ux) = forgetS(U) for all sufficiently small x ∈ R2.
We construct
Vθ,l ⊂ Uθ,l ⊂ M̂≤LmaxS,A,θ,l
and
UDθ,l ⊂M
D
S,A,θ,l
for e˜(θ) ≤ C and l ≥ 0 by the induction in e˜(θ).
For each triple θ = (g, k, Eωˆ) with minimal e˜(θ), M̂≤Lmaxθ consists of con-
nected height-one holomorphic buildings without nodal points. First we con-
sider the case of Eωˆ > 0. In this case, first we construct a finite set S = {S} of
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codimension-two submanifolds of Y and open subsets U˚θ ⊂ M̂≤LmaxS,θ which sat-
isfy the following conditions: (Recall that M̂≤LmaxS,θ is the subspace of M̂≤LmaxS,A,θ
defined by zA = ∅.)
(i) forgetu |U˚θ : U˚θ →M
D
S,θ is injective, and Aut(forgetu(p)) = Aut(p) for any
p ∈ U˚θ. Furthermore, for any p, q ∈ U˚θ, if there exists an (S, A)-forgetful
map from forgetu(p) to forgetu(q), then p ≥ q.
(ii) M̂≤Lmaxθ is covered by the image of U˚θ by forgetS .
(iii) For any two holomorphic buildings pi = (Σ, z, zS,i, u) ∈ U˚θ (i = 1, 2) such
that forgetS(p1) = forgetS(p2) = (Σ, z, u), the following holds:
• For any two different submanifolds S1 6= S2 ∈ S, zS1,1 and zS2,2 are
disjoint in Σ.
• For any S ∈ S, if zS,1 6= ∅ and zS,2 6= ∅ then zS,1 = zS,2.
We can construct such submanifolds S = {S} and open subsets U˚θ as follows.
The claim we proved in the above implies the following: There exists an open
covering {Vi} of M̂≤Lmaxθ , and for each Vi, there exist an infinite family of
finite sets Sxi = {Sxi }Si∈Si (x ∈ R2) of codimension two disks of Y and a
family of open subsets Uxi ⊂ M̂≤LmaxSx,θ such that forgetu |Uxi : Uxi → M
D
Sx is
injective, Aut(forgetu(p)) = Aut(p) = Aut(forgetSx(p)) for all p ∈ Uxi , and
forgetSx(Uxi ) = Vi. Furthermore, {Sxi ;x ∈ R2} are disjoint for each i. We
choose finite numbers x1i , x
2
i , . . . , x
Ni
i ∈ R2 and open subsets U˚ki ⊂ Ux
k
i
i which
satisfy the following conditions, where we abbreviate Sxkii as Ski :
• {forgetSki (U˚ki )}i,k covers M̂
≤Lmax
θ
• For any p = (Σ, z, zS , u) ∈ Uki and p′ = (Σ, z, (z′)S , u) ∈ U lj , if forgetSki (p) =
forgetSlj (p
′), then zS and (z′)S
′
are disjoint in Σ for any two different sub-
manifolds S 6= S′ ∈∐i,k Ski ,
Then S = ∐i,k Ski and U˚θ = ⋃i,k U˚ki satisfy Condition (i) to (iii).
We explain how to choose such numbers xki ∈ R2 and open subsets U˚ki ⊂ Ux
k
i
i .
Take open subsets V˚i b Vi which cover M̂≤Lmaxθ . We construct xki ∈ R2 and
U˚ki ⊂ Ux
k
i
i by the induction in i so that {forgetSki (U˚ki )}k covers V˚i for each i
as follows. We assume that xki ∈ R2 and U˚ki ⊂ Ux
k
i
i are given for i < i0, and
we construct those for i = i0. For each p = (Σ, z, u) ∈ Vi0 , let Ap ⊂ Σ be the
subset of the points which appear in some zS for p+ = (Σ, z, zS , u) ∈ U˚ki (i < i0)
such that forgetSki (p
+) = p. Let N > 0 be a constant larger than #Ap for any
p ∈ Vi0 . Choose arbitrary points x1i0 , . . . , xNi0 ∈ R2. Then for any p ∈ Vi0 , there
exists at least one xki0 such that for the point p
+ = (Σ, z, zS , u) ∈ Ux
k
i0
i0
such that
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forgetSki0
(p+) = p, each zS is disjoint with Ap. This is because S
x
i0
for x ∈ R2 are
disjoint. Hence we can construct open subsets U˚ki0 ⊂ U
xki0
i0
such that their images
by forgetSki0
cover V˚i and for any p
+ = (Σ, z, zS , u) ∈ U˚ki0 and p = forgetSki0 (p
+),
each zS is disjoint with Ap. Therefore we can construct a finite set S = {S}
of codimension-two submanifolds of Y and open subsets U˚θ ⊂ M̂≤LmaxS,θ which
satisfy Condition (i) to (iii).
Let Uθ ⊂ M̂S be the set of holomorphic buildings p = (Σ, z, zS , u) such that
there exist subsets zS,i ⊂ zS (i = 1, . . . , k, S ∈ S) such that pi = (Σ, z, zS,i, u) ∈
U˚θ and z
S =
⋃
i z
S,i. Note that the assumption on S implies that for any
finite holomorphic buildings pi = (Σ, z, zS,i, u) ∈ U˚θ such that forgetS(pi) =
forgetS(p1), we can define a holomorphic building p = (Σ, z, zS , u) by zS =⋃
i z
S,i. (Namely, zS and zS
′
are disjoint for S 6= S′.) Uθ satisfies the following
conditions:
(i)’ forgetS |Uθ : Uθ → M̂≤Lmaxθ is surjective.
(ii)’ forgetu |Uθ : Uθ → M
D
S,θ is injective, and Aut(forgetu(p)) = Aut(p) =
Aut(forgetS(p)) for all p ∈ Uθ. Furthermore, for any p, q ∈ Uθ, if there
exists an (S, A)-forgetful map from forgetu(p) to forgetu(q), then p ≥ q.
(iii)’ For any p, q ∈ Uθ such that forgetS(p) = forgetS(q), there exists some
r ∈ Uθ such that forgetS(r) = forgetS(p), r ≥ p and r ≥ q. (For p =
(Σ, z, zS , u) and q = (Σ, z, (z′)S , u), r = (Σ, z, zS ∪ (z′)S , u) satisfies these
conditions.)
The last condition implies that we can apply Lemma 4.39 for forgetS |Uθ :
Uθ → M̂≤Lmaxθ . It implies that there exists some open subset Vθ ⊂ Uθ which
satisfies the following conditions: forgetS(Vθ) = M̂≤Lmaxθ , and if p, q ∈ Vθ
satisfy forgetS(p) = forgetS(q), then p ≤ q or p ≥ q. Take open subsets
Vθ b Uθ b Vθ such that forgetS(Vθ) = M̂≤Lmaxθ . Define Vθ,l = Vθ ∩ M̂≤LmaxS,θ,l
and Uθ,l = Uθ ∩ M̂≤LmaxS,θ,l . It is clear that they satisfy Condition (11)D.
We construct open neighborhoods UDθ,l ⊂M
D
S,θ,l of forgetu(Uθ,l), which sat-
isfy Condition (2)D and the following condition stronger than (12)D as follows.
(In this case, zA = ∅.)
(12)DS For any l ≥ 0, pˆ = (Σˆ, z, zS , zA) ∈ UDθ,l and any subsets (zi)S ⊂ zS
(i = 1, 2, S ∈ S) and (zi)A ⊂ zA (i = 1, 2), if each pˆi = (Σˆ, z, (zi)S , (zi)A)
is contained in UDθ,l(pˆi), then (z1)S ⊂ (z2)S and (z1)A ⊂ (z2)A, or (z2)S ⊂
(z1)S and (z2)A ⊂ (z1)A.
If we replace UDθ,l in this condition with forgetu(Vθ,l), then it holds. Indeed, for
any p = (Σ, z, zS , u) ∈ Vθ and subsets (zi)S ⊂ zS , if forgetu((Σ, z, (zi)S , u)) =
forgetu(p
i) for some pi ∈ Vθ ⊂ Uθ, then pi ≤ p by Condition (ii)’, which implies
that pi = (Σ, z, (zi)S , u). Since forgetS(pi) = forgetS(p) for i = 1, 2, p1 ≤
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p2 or p2 ≤ p1 by the property of Vθ, which implies that (z1)S ⊂ (z2)S or
(z2)S ⊂ (z1)S . Hence the above condition holds for forgetu(Vθ,l). Therefore
if UDθ,l ⊂ M
D
S,θ,l is a sufficiently small neighborhood of forgetu(Uθ,l), then they
satisfy the condition. It is easy to check that the subsets Vθ,l, Uθ,l and UDθ,l
satisfy Condition (1)D to (12)D.
Next we consider the case of e2 = 0. In this case, for any p = (Σ, z, u) ∈
M̂≤Lmaxθ , the domain curve (Σ, z) is already stable. We take finite points pˆi ∈
MDθ , a local universal family (Pˆ i → Xˆi, Zi) of each pˆi and an Aut(pˆi)-invariant
family of disjoint smooth sections (Zi)A = ((Zi)Aj ) of each Pˆ
i → Xˆi which
satisfy the following conditions:
• MDθ is covered by Xˆi, that is, every stable curve in M
D
θ appears some
fiber of the local universal families.
• For any i 6= i′, a ∈ Xˆi, a′ ∈ Xˆi′ and isomorphism ϕ : (Pˆ ia, Zi(a)) ∼=
(Pˆ i
′
a′ , Z
i′(a′)), ϕ((Zi)A(a)) and (Zi
′
)A(a′) are disjoint.
For the construction of the family of smooth sections, we note that if we take
a smooth section (Zi)A1 of Pˆ
i → Xˆi whose values are contained in the open
subset of the points of trivial stabilizer, then the Aut(pˆi)-orbit of (Zi)A1 is an
Aut(pˆi)-invariant family of disjoint smooth sections.
Let UD ⊂ MDS,A,θ be the set of stable curves (Σˆ, z, zA) (zS = ∅) such
that there exist finite points ak ∈ Xˆik (k = 1, . . . , N) and isomorphisms ϕk :
(Pˆ ikak , Z
ik(ak)) → (Σˆ, z) such that zA =
⋃
k ϕk((Z
ik)A(ak)). Applying Lemma
4.39 to the forgetful map forgetA from U
D to MDθ , we obtain an open subset
V D ⊂ UD which satisfies the following conditions: forgetA(V D) = M
D
θ , and if
pˆ, qˆ ∈ V D satisfy forgetA(pˆ) = forgetA(qˆ), then pˆ ≤ qˆ or pˆ ≥ qˆ. Take an open
subset UDθ ⊂ V D such that forgetS,A(UDθ ) =M
D
θ and define UDθ,l = UDθ ∩M
D
θ,l.
Define subsets Uθ,l ⊂ M̂≤LmaxS,A,θ,l by Uθ,l = forget−1u (UDθ,l), and take their relatively
compact open subsets Vθ,l b Uθ,l whose images by forgetA cover M̂≤Lmaxθ . Then
they satisfy Condition (1)D to (12)D.
For the construction of UDθ,l for the general triples θ, we add the following
condition:
(\) For any pˆ ∈ UDθ,l and qˆ ∈ UDθ′,l′ , if there exists an (S, A)-forgetful map from
pˆ to qˆ, then Eωˆ ≥ E′ωˆ, where θ = (g, k, Eωˆ) and θ′ = (g, k, E′ωˆ).
We will construct UDθ,l so that they also satisfy this condition.
We consider the general triple θ = (g, k, Eωˆ). Assume that Vθ′,l, Uθ′,l and
UDθ′,l for θ′ such that e˜(θ′) < e˜(θ) are given. Define UD,4θ,l ⊂ M
D,4
S,A,θ,l by the
largest subset which satisfy Condition (8)D. Namely, pˆ ∈MDS,A,θ,l is contained
in UD,4θ,l if the following condition holds: For any set N of its nodal points,
replace each nodal point in N with a pair of marked points, and let pˆ′i (1 ≤ i ≤
N) be its connected components or an arbitrary decomposition into unions of its
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connected components. Let gi and ki be the genus and the number of marked
points of each pˆ′i. Then there exist some E
i
ωˆ ≥ 0 such that Eωˆ =
∑
iE
i
ωˆ and
pˆ′i ∈ UDθ′i,l(pˆ′i) for all i, where θ
′
i = (gi, ki, E
i
ωˆ). Similarly, we define U4θ,l ⊂ M̂4S,A,θ,l
by the largest subset which satisfy Condition (9)D, and define V4θ,l ⊂ M̂4S,A,θ,l
by Condition (10)D. Then they satisfy the assumption of Lemma 5.20.
We check that UD,4θ,l (l ≥ 0) satisfy Condition (12)D. For a stable curve pˆ =
(Σˆ, z, zS , zA) ∈ UDθ,l and subsets (z1)S , (z2)S ⊂ zS (S ∈ S) and (z1)A, (z2)A ⊂
zA, assume that each pˆj = (Σˆ, z, (zj)S , (zj)A) is contained in UDθ,l(pˆj). We prove
that pˆ3 = (Σˆ, z, (z1)S∩(z2)S , (z1)A∩(z2)A) is contained in UDθ,l(pˆ3). Let N be an
arbitrary set of nodal points of Σˆ. Replace each nodal point of Σˆ inN with a pair
of marked points, and decompose the curve into arbitrary unions of connected
components. For pˆ and pˆj (j = 1, 2, 3), let {pˆ′i}1≤i≤k and {(pˆj)′i}1≤i≤k be the
obtained decomposition respectively. Let (Eωˆ)i ≥ 0 be non-negative numbers
such that Eωˆ =
∑
i(Eωˆ)i and pˆ
′
i ∈ UDθ′il(pˆ′i) for all i, where θ
′
i = (g
′
i, k
′
i, (Eωˆ)i).
Similarly, let (Eωˆ)
j
i (j = 1, 2) be pairs for (pˆ
j)′i. Since there exists an (S, A)-
forgetful map from pˆ′i to (pˆ
j)′i, Condition (\) implies that (Eωˆ)i ≥ (Eωˆ)ji for
all i. Hence (Eωˆ)i = (Eωˆ)
j
i for all i. Therefore, Condition (12)
D for each θ′i
implies that each (pˆ3)′i is contained in UDθ′i,l3i , where l
3
i = l((pˆ
3)′i). Therefore pˆ
3
is contained in UDθ,l(pˆ3).
The other conditions in the assumption of Lemma 5.20 are easy to check.
Hence there exist subsets
V1θ,l ⊂ U1θ,l ⊂ U2θ,l ⊂ M̂≤LmaxS,A,θ,l (l ≥ 0)
and
U1,Dθ,l ⊂ U2,Dθ,l ⊂M
D
S,A,θ,l (l ≥ 0)
which satisfy the conditions in Lemma 5.20. Since UD,4θ,l (l ≥ 0) satisfy Con-
dition (\) (with the other UDθ′,l′), we may assume that U2,Dθ,l (l ≥ 0) also satisfy
this condition.
We consider separately the cases where Eωˆ > 0 or not. First we consider
the case where Eωˆ > 0. Since M̂≤Lmaxθ \ forgetS,A(
⋃
l V1θ,l) consists of connected
height-one holomorphic buildings without nodal points, by the same argument
as in the case of triples θ with minimal e˜(θ), we obtain a finite set S+ = {S}
of codimension-two submanifolds of Y and open subsets U˚θ ⊂ M̂≤LmaxS+,θ which
satisfy the following conditions:
• forgetu |U˚θ : U˚θ → M
D
S+,θ is injective, and Aut(forgetu(p)) = Aut(p) for
any p ∈ U˚θ. Furthermore, for any p, q ∈ U˚θ, if there exists an (S+, A)-
forgetful map from forgetu(p) to forgetu(q), then p ≥ q.
• M̂≤Lmaxθ \ forgetS,A(
⋃
l V1θ,l) is covered by the image of U˚θ by forgetS+ .
• For any two holomorphic buildings pi = (Σ, z, zS,i, u) ∈ U˚θ (i = 1, 2) such
that forgetS+(p1) = forgetS+(p2) = (Σ, z, u), the following holds:
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– For any two different submanifolds S1 6= S2 ∈ S+, zS1,1 and zS2,2
are disjoint in Σ.
– For any S ∈ S+, if zS,1 6= ∅ and zS,2 6= ∅ then zS,1 = zS,2.
• S+ and S do not share the same submanifolds of Y .
• For any p1 = (Σ, z, zS,1, u) ∈ U˚θ and p2 = (Σ, z, zS,2, zA, u) ∈ U2θ,l such
that forgetS+(p1) = forgetS,A(p2), zS1,1, zS2,2 and zA are disjoint for any
S1 ∈ S+ and S2 ∈ S.
We add S+ to S, and denote the union by S in what follows.
Let Uθ ⊂ M̂≤LmaxS,θ be the set of holomorphic buildings p = (Σ, z, zS , u)
such that there exist some subsets zS,i ⊂ zS (i = 1, . . . , k) such that pi =
(Σ, z, zS,i, u) ∈ U˚θ and zS =
⋃
i z
S,i. We note that
M̂≤Lmaxθ = forgetS(Uθ) ∪ forgetS,A(
⋃
l
V1θ,l). (73)
Define
U3θ = Uθ \ forget−1S (forgetS,A(
⋃
l
U1θ,l))
and apply Lemma 4.39 for the locally homeomorphic map forgetS |U3θ : U3θ →
M̂≤Lmaxθ and a compact subset M̂≤Lmaxθ \ forgetS,A(
⋃
l U2θ,l). Then we obtain an
open subset V 3θ b U3θ such that
M̂≤Lmaxθ = forgetS(V 3θ ) ∪ forgetS,A(
⋃
l
U2θ,l)
and if p, q ∈ V 3θ satisfy forgetS(p) = forgetS(q) then p ≤ q or q ≤ p. We note
that
forgetS(V
3
θ ) ∩ forgetS,A(
⋃
l
U1θ,l) = ∅
by the definition of U3θ .
We define U4θ ⊂ Uθ by the open subset of holomorphic buildings p ∈ Uθ
such that p ≥ q for any q ∈ V 3θ such that forgetS(p) = forgetS(q). Note that
forgetS(U4θ ) = forgetS(Uθ) since Uθ is closed under the union of z
S . Hence (73)
implies that
M̂≤Lmaxθ = forgetS(U4θ ) ∪ forgetS,A(
⋃
l
V1θ,l). (74)
We also define U2θ ⊂ M̂≤LmaxS,A,θ by the set of holomorphic buildings p = (Σ, z, zS ,
zA, u) which satisfy the following conditions:
• zS and zA are Aut(Σ, z, u)-invariant.
• There exist subsets zS,i ⊂ zS and zA,i ⊂ zA (i = 1, . . . , k) such that
pi = (Σ, z, z
S,i, zA,i, u) ∈ U2θ,l(pi), zS =
⋃
i z
S,i and zA =
⋃
i z
A,i.
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• p ≥ q for any q ∈ ⋃l U1θ,l such that forgetS,A(p) = forgetS,A(q).
Then forgetS,A(U2θ ) = forgetS,A(
⋃
l U2θ,l), which implies that
M̂≤Lmaxθ = forgetS(V 3θ ) ∪ forgetS,A(U2θ ) (75)
Let U2+4θ ⊂ M̂≤LmaxS,A,θ be the set of holomorphic buildings p = (Σ, z, zS , zA, u)
such that there exist some holomorphic buildings p2 = (Σ, z, z
S,2, zA,2, u) ∈ U2θ
and p4 = (Σ, z, z
S,4, u) ∈ U4θ such that forgetS,A(pi) = forgetS,A(p) (i = 2, 4),
zS = zS,2 unionsq zS,4 and zA = zA,2. Then (74) and (75) imply that
forgetS,A(U
2+4
θ ) = forgetS,A(U
2
θ ) ∩ forgetS(U4θ )
covers
M̂≤Lmaxθ \
(
forgetS,A
(⋃
l
V1θ,l
) ∪ forgetS(V 3θ )). (76)
Furthermore, forgetu is injective on U
2+4
θ . We apply Lemma 4.39 to the locally
homeomorphic map forgetS,A |U2+4θ : U
2+4
θ → M̂≤Lmaxθ and the compact subset
(76). Then we obtain an open subset V 2+4θ ⊂ U2+4θ such that if p, q ∈ V 2+4θ
satisfy forgetS,A(p) = forgetS,A(q) then p ≤ q or q ≤ p, and
forgetS,A
(⋃
l
V1θ,l ∪ V 2+4θ ∪ V 3θ
)
= M̂θ.
Take open subsets V2+4θ b U2+4θ ⊂ V 2+4θ and V3θ b U3θ ⊂ V 3θ such that
forgetS,A(
⋃
l
V1θ,l ∪ V2+4θ ∪ V3θ ) = M̂θ,
and define Vkθ,l = Vkθ ∩M̂S,A,θ,l and Ukθ,l = Ukθ ∩M̂S,A,θ,l for k ∈ {2 + 4, 3} and
l. Then
Vθ,l = V1θ,l ∪ V2+4θ,l ∪ V3θ,l
and
Uθ,l = U1θ,l ∪ U2+4θ,l ∪ U3θ,l
satisfy Condition (1)D, (3)D, (9)D, (10)D and (11)D. Condition (11)D is due to
the following properties of Ukθ,l (k ∈ {1, 2 + 4, 3}).
• Each Ukθ,l (k ∈ {1, 2 + 4, 3}) satisfies Condition (11)D.
• forgetS,A(
⋃
l U1θ,l) and forgetS,A(
⋃
l U3θ,l) do not intersect.
• For any p ∈ U2+4θ,l and q ∈ U1θ,l ∪ U3θ,l, if forgetS,A(p) = forgetS,A(q), then
p ≥ q.
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Finally, we construct UDθ,l ⊂ M
D
S,A,θ,l as follows. First for each point p =
(Σ, z, zS , zA, u) ∈ U2+4θ,l , there exists a decomposition zS = zS,2 unionsq zS,4 such that
p2 = (Σ, z, z
S,2, zA, u) ∈ U2θ and p4 = (Σ, z, zS,4, u) ∈ U4θ by definition. By
the definition of U2θ , there exist some p2,i = (Σ, z, z
S,2,i, zA,2,i, u) ∈ U2θ,l(p2,i)
such that forgetS,A(p2,i) = forgetS,A(p2), zS,2 =
⋃
i z
S,2,i and zA =
⋃
i z
A,2,i.
Condition (5)D for U2,Dθ,l implies that for each i, there exist a local universal
family (Pˆ i → Xˆi, Zi, (Zi)S) of forgetA(forgetu(p2,i)) and an Aut(forgetu(p2,i))-
invariant family of smooth sections (Zi)A = ((Zi)Aj ) of Pˆ
i → Xˆi such that
{(Pˆ ia, Zi(a), (Zi)S(a), (Zi)A(a)); a ∈ Xˆi}/Aut(forgetu(p2,i))
is a neighborhood of forgetu(p2,i) in U2,Dθ,l . Let (Pˆ p → Xˆp, Zp, (Zp)S) be a local
universal family of forgetA(forgetu(p)) and define an Aut(forgetu(p))-invariant
family of sections (Zp)A of Pˆ p → Xˆp by the union of the pull backs of (Zi)A
by the forgetful maps. We define W2+4,Dθ,l ⊂M
D
S,A,θ,l by the union of
{(Pˆ pa , Zp(a), (Zp)S(a), (Zp)A(a)); a ∈ Xˆp}/Aut(forgetu(p))
over p ∈ U2+4θ,l . Then W2+4,Dθ,l satisfy Condition (5)D instead of UDθ,l.
We construct UDθ,l ⊂ M
D
S,A,θ,l as the union of Uk,Dθ,l (k ∈ {1, 2 + 4, 3}). We
construct U2+4,Dθ,l (l ≥ 0) as open neighborhoods of forgetS,A(U2+4θ,l ) in W2+4,Dθ,l
which satisfy Condition (12)DS and which are D-neighborhoods of U2+4θ,l . U3,Dθ,l
are also constructed as open neighborhoods of forgetS(U3θ,l) inM
D
S,θ which sat-
isfy Condition (12)DS and which are D-neighborhoods of U3θ,l. (U1θ,l (l ≥ 0)
have been already constructed.) Since forgetS,A(Ukθ,l) (k = 2 + 4, 3) satisfy
condition (12)DS, sufficiently small open neighborhoods satisfy the condition.
Furthermore, if these open neighborhoods are sufficiently small, then they also
satisfy the following condition: For pˆ = (Σˆ, z, zS , zA) ∈ U2+4,Dθ,l(p) and any subsets
(zi)S ⊂ zS (i = 1, 2, S ∈ S) and (zi)A ⊂ zA, if each pˆi = (Σˆ, z, (zi)S , (zi)A)
is contained in U1,Dθ,l(pˆi) or U3,Dθ,l(pˆi), then (z1)S ⊂ (z2)S and (z1)A ⊂ (z2)A, or
(z2)S ⊂ (z1)S and (z2)A ⊂ (z1)A. Then UDθ,l =
⋃
k∈{1,2+4,3} Uk,Dθ,l (l ≥ 0) satisfy
Condition (12)D. It is easy to check that UDθ,l (l ≥ 0) satisfy the other condi-
tions. Hence we can construct the required subsets Vθ,l, Uθ,l and UDθ,l by the
induction.
Assume that a domain curve representation (S,Vθ,l,Uθ,l,UDθ,l) of M̂≤Lmax≤C is
given. Next we construct spaces Xθ of holomorphic buildings with perturbation
parameters. At the same time, we construct spaces Vα,θ,l, Uα,θ,l of holomorphic
buildings with perturbation parameters and sets UDα,θ,l of stable curves with
perturbation parameters indexed by a finite index set A = {α}. We call a family
(Xθ,Vα,θ,l,Uα,θ,l,UDα,θ,l) Kurainshi data if it satisfies the following conditions:
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(1)K We may regard Vα,θ,l and Uα,θ,l as subspaces of M̂≤Lmaxo,S,A,θ,l by (p,E0p , λp) 7→
p for each α. Similarly, we may regard UDα,θ,l as a subspace of M
D
o,S,A,θ,l
for each α.
(2)K There exists an open neighborhood Wα,θ,l ⊂ M̂o,S,A,θ,l of the closure of
Uα,θ,l such that
Uα,θ,l = {p ∈ Wα,θ,l; forgetu(p) ∈ UDα,θ,l}
as a space of holomorphic buildings. Furthermore, for each p ∈ Uα,θ,l, the
associated vector space E0p and λp are defined by E
0
p = E
0
forgetu(p)
and
λp = λforgetu(p). In this case, we say that UDα,θ,l is a D-neighborhood ofUα,θ,l.
(3)K forgeto(Vα,θ,l), forgeto(Uα,θ,l) and forgeto(UDα,θ,l) are contained in Vθ,l, Uθ,l
and UDθ,l respectively.
(4)K Vα,θ,l is open in the relative topology of Uα,θ,l, and Vα,θ,l b Uα,θ,l.
(5)K The number of marked points zo of each holomorphic building in Uα,θ,l or
stable curve in UDα,θ,l depends only on α.
(6)K For each point pˆ ∈ UDα,θ,l, let (Pˆ → Xˆ, Z, ZS , ZA) be the local represen-
tation of a neighborhood of forgeto(pˆ) in UDθ,l. If we shrink Xˆ then there
exists an Aut(pˆ)-invariant family of smooth sections Zo = (Zoj ) of Pˆ → Xˆ
such that
{(Pˆa, Z(a), ZS(a), ZA(a), Zo(a)); a ∈ Xˆ}/Aut(pˆ)
is a neighborhood of pˆ in UDα,θ,l. Furthermore, there exists an Aut(pˆ)-
equivariant linear map λ˜pˆ : E
0
pˆ → C∞(Pˆ × Y,
∧0,1
V ∗Pˆ ⊗C (R∂σ ⊕ TY ))
which satisfy the following conditions:
• For each h ∈ Eop , the projection of the support of λ˜pˆ(h) to Pˆ does
not intersect with the nodal points or marked points Z.
• For any a ∈ Xˆ, qˆ ∈ UDα,θ,l and isomorphism f : (Pˆa, Z(a), ZS(a),
ZA(a), Zo(a)) → qˆ, there exists an isomorphism φˆf : E0pˆ → E0qˆ such
that the restriction of λ˜pˆ to Pˆa × Y coincides with f∗ ◦ λqˆ ◦ φˆf .
We call (Pˆ → Xˆ, Z, ZS , ZA, Zo, E0pˆ , λ˜pˆ) a local representation of a neigh-
borhood of pˆ in UDα,θ,l.
(7)K Any (S, A)-forgetful map from pˆ ∈ UDα,θ,l to qˆ ∈ UDα,θ,l′ does not collapse
any component of pˆ. (This condition follows from Condition (3)K and
Condition (6)D of domain curve representation.)
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(8)K For any (S, A)-forgetful map f from pˆ ∈ UDα,θ,l to qˆ ∈ UDα,θ,l′ , there exists
an isomorphism φˆf : E
0
pˆ
∼= E0qˆ such that λpˆ = f∗ ◦ λqˆ ◦ φˆf . Furthermore,
for another (S, A)-forgetful map h from qˆ to rˆ ∈ UDα,θ,l′′ , φˆh◦f coincides
with the composition of φˆhˆ and φˆfˆ .
(9)K For any l ≥ l′, pˆ ∈ UDα,θ,l and qˆ ∈ UDα,θ,l′ , if there exists an (S, A)-forgetful
map f from pˆ to qˆ, then the following condition holds true: Let (Pˆ →
Xˆ, Z, ZS , ZA, Zo, E0pˆ , λ˜pˆ) be a local representation of a neighborhood of
forgetA(pˆ) in UDα,θ,l, and (Pˆ ′ → Xˆ ′, Z ′, (Z ′)S , (Z ′)A, (Z ′)o, E0qˆ , λ˜qˆ) be that
for qˆ. Shrink Xˆ and Xˆ ′ if necessary, and let (φ, φˆ) be the unique forgetful
map from (Pˆ → Xˆ, Z, ZS) to (Pˆ ′ → Xˆ ′, Z ′, (Z ′)S) whose restriction to
the central fiber coincides with f . Then the pull back of (Z ′)o by (φ, φˆ)
coincides with Zo, and λ˜pˆ coincides with the pull back of λ˜qˆ by (φ, φˆ)
under the identification φˆf : E
0
pˆ
∼= E0qˆ .
(10)K For any (pˆ, E0pˆ , λpˆ) ∈ UDα,θ,l and any subset N of the nodal points of pˆ,
replace each nodal point in N with a pair of marked points (we regard
the new marked points as points in the set z), and let pˆ′i (1 ≤ i ≤ k)
be its connected components or an arbitrary decomposition into unions of
its connected components. Let g′i and k
′
i be the genus and the number of
marked points z of each pˆ′i respectively. Then there exist some E
i
ωˆ ≥ 0 such
that Eωˆ =
∑
iE
i
ωˆ and the following holds: Only one of pˆ
′
i contains marked
points zo, the support of λpˆ(h) is contained in this component for all
h ∈ E0pˆ , and (pˆ′i, E0pˆ , λpˆ) is contained in UDα,θ′i,l(pˆ′i), where θ
′
i = (g
′
i, k
′
i, E
i
ωˆ).
Furthermore, the other pˆ′i are contained in UDθ′i,l(pˆ′i).
(11)K Uα,θ,l satisfy the following conditions about decomposition into parts:
• For any p ∈ Uα,θ,l and any decomposition pi (1 ≤ k) into unions
of its connected components, let p′i be the holomorphic buildings
obtained by collapsing trivial floors (floors consisting of trivial cylin-
ders). Then only one of p′i contains marked points z
o, and it is
contained in Uα,θ(p′i),l(p′i). Furthermore, the others are contained inUθ(p′i),l(p′i).
• For any p ∈ Uα,θ,l and any gap between floors, let p1 and p2 be the
holomorphic buildings obtained by dividing p at this gap. Then one
of p′i (i = 1, 2) is contained in Uα,θ(p′i),l(p′i) and the other is contained
in Uθ(p′i),l(p′i).
• For any p ∈ Uα,θ,l and any subset of its nodal points, the holomor-
phic building p′ obtained by replacing these nodal points to pairs of
marked points is contained in Uα,θ(p′),l(p′).
(12)K For each p ∈ M̂≤Lmaxo,S,A,θ,l, replace all nodal points and joint circles of p to
pairs of marked points and pairs of limit circles respectively (we regard
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the new marked points as points in the set z), and let p′i (1 ≤ i ≤ k) be
the stabilizations of its non-trivial connected components. Then p ∈ Vα,θ,l
if and only if one of p′i (1 ≤ i ≤ k) is contained in Vα,θ(p′i),l(p′i) and the
others are contained in Vθ(p′i),l(p′i).
(13)K For any α ∈ A, p = (Σ, z, u) ∈ M̂≤Lmaxθ and subsets (zk)S , (zk)A, zo ⊂ Σ
(S ∈ S, k = 1, 2), if each pk = (Σ, z, (zk)S , (zk)A, zo, u) is contained in
Uα,θ,l(pk), then p3 = (Σ, z, (z1)S ∩ (z2)S , (z1)A ∩ (z2)A, zo, u) is contained
in Uα,θ,l(p3).
(14)K For any pˆ = (Σˆ, z, zS , zA, zo) ∈ UDα,θ,l and any subsets (z1)S , (z2)S ⊂ zS
(S ∈ S) and (z1)A, (z2)A ⊂ zA, if each pˆi = (Σˆ, z, (zi)S , (zi)A, zo) is
contained in UDα,θ,l(pˆi), then pˆ3 = (Σˆ, z, (z1)S ∩ (z2)S , (z1)A ∩ (z2)A, zo) is
also contained in UDα,θ,l(pˆ3).
(15)K For any p = (Σ, z, u) ∈ M̂≤Lmaxθ and subsets (z1)S , (z2)S ⊂ Σ (S ∈ S),
(z1)A, (z2)A ⊂ Σ and (z1)o, (z2)o ⊂ Σ, if (z1)o ∩ (z2)o 6= ∅ and each pk =
(Σ, z, (zk)S , (zk)A, (zk)o, u) is contained in Uαk,θ,l(pk) for some αk ∈ A,
then α1 = α2 and (z1)o = (z2)o.
(16)K Each Xθ is determined by (Vα,θ,l)α∈A,l≥0 as a subset of M̂≤Lmaxo,S,A,θ as follows.
p = (Σ, z, zS , zA, zo, u) ∈ M̂≤Lmaxo,S,A,θ is contained in Xθ if it satisfies the
following conditions:
(a) zS , zA and zo are Aut(forgeto,S,A(p))-invariant as sets. Furthermore,
replace all nodal points and joint circles of p to pairs of marked points
and pairs of limit circles respectively (we regard the new marked
points as points in the set z), and let p′i (1 ≤ i ≤ k) be the stabiliza-
tions of its non-trivial connected components as in Condition (12)K.
Then zS , zA and zo are Aut((forgeto,S,A(p′i))i)-invariant. (The latter
stronger condition is related to Remark 4.63 in Section 4.4.3. We
need this condition to construct a map corresponding to the decom-
position by gaps of floors,)
(b) There exist subsets zS,i ⊂ zS , zA,i ⊂ zA, zo,i ⊂ zo and indices αi ∈ A
(i = 1, . . . , k) such that pi = (Σ, z, z
S,i, zA,i, zo,i, u) ∈ Vαi,θ,l(pi) for
all i, zS =
⋃
i z
S,i, zA =
⋃
i z
A,i and zo =
⋃
i z
o,i.
(c) The linear map (72) is surjective for the vector space E0p and linear
map λp defined in the next condition.
(17)K For each p = (Σ, z, zS , zA, zo, u) ∈ Xθ, the associated vector space E0p and
linear map λp are defined as follows. First note that in (b) of the above
condition, if zo,i ∩ zo,i′ 6= ∅, then αi = αi′ and zo,i = zo,i′ by Condition
(15)K. Choose a subset I ⊂ {1, . . . , k} such that zo = ∐i∈I zo,i, and fix
forgetful maps from pˆ = forgetu(p) to pˆi = forgetu(pi) for each i ∈ I. Then
E0p is the direct sum of E
0
pˆi
, and λp is the sum of the pull backs of λpˆi by
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the forgetful map pˆ → pˆi. This definition is independent of the choice of
pi and I by Condition (9)
K and (13)K.
(18)K For each triple θ, the subspace Xθ ⊂ M̂≤Lmaxo,S,A,θ defined by Condition (16)K
satisfies forgeto,S,A(Xθ) = M̂≤Lmaxθ .
We can prove the following lemmas similarly to Lemma 5.19 and 5.20 re-
spectively.
Lemma 5.22. Let (e10, e
2
0) be an arbitrary constant, and assume that Kurainshi
data (Xθ,Vα,θ,l,Uα,θ,l,UDα,θ,l) for M̂≤C are given. Then we can construct open
subsets
Vα,e10,e20,l b U˚α,e10,e20,l b Uα,e10,e20,l (l ≥ 0)
and
U˚Dα,e10,e20,l b U
D
α,e10,e
2
0,l
(l ≥ 0)
such that if we replace Uα,e10,e20,l and UDα,e10,e20,l in the family (Xθ,Vα,θ,l,Uα,θ,l,
UDα,θ,l) with U˚α,e10,e20,l and U˚Dα,e10,e20,l respectively, it still satisfies the conditions of
Kuranishi data.
Proof. Since only nontrivial conditions are Condition (13)K and (14)K, we can
prove the claim similarly to Lemma 5.19.
Lemma 5.23. Assume that Kurainshi data (Xθ,Vα,θ,l,Uα,θ,l,UDα,θ,l) of M̂<C
are given. We also assume that spaces
V4α,θ,l ⊂ U4α,θ,l (α ∈ A, e˜(θ) = C, l ≥ 0)
of holomorphic buildings with perturbation parameters and spaces
UD,4α,θ,l (α ∈ A, e˜(θ) = C, l ≥ 0)
of stable curves with perturbation parameters are given and they satisfy the con-
ditions of Kuranishi data if we replace M̂ and MD with M̂4 and MD,4 re-
spectively. Then we can construct spaces
Vα,θ,l b Uα,θ,l (α ∈ A, e˜(θ) = C, l ≥ 0)
of holomorphic buildings with perturbation parameters and spaces
UDα,θ,l (α ∈ A, e˜(θ) = C, l ≥ 0)
of stable curves with perturbation parameters which satisfy Vα,θ,l ∩ M̂4o,S,A =
V4α,θ,l, Uα,θ,l ∩ M̂4o,S,A ⊂ U4α,θ,l, UDα,θ,l ∩M
D,4
o,S,A ⊂ UD,4α,θ and the conditions of
Kuranishi data other than Condition (18)K.
Proof. For each α ∈ A, we construct the extensions of Zo as in the case of ZA
in Lemma 5.20. In this case, we also construct the extensions of λ at the same
time by the same induction. Their construction is also similar.
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Now we explain the construction of Kurainshi data.
Lemma 5.24. There exist Kurainshi data (Xθ,Vα,θ,l,Uα,θ,l,UDα,θ,l) of M̂≤Lmax≤C
for any domain curve representation (S,Vθ,l,Uθ,l,UDθ,l).
Proof. We construct Kurainshi data by the induction in e˜(θ). For each triple
θ with minimal e˜(θ), we take finite open subsets Uα ⊂ Uθ,lα and UDα ⊂ UDθ,lα
(α ∈ A) such that
• each UDα is a D-neighborhood of Uα,
• UDα is covered by a local representation (Pˆα → Xˆα, Zα, (Zα)S , (Zα)A) of
a neighborhood a point pˆα in UDθ,lα for some lα, and
• {forgeto,S,A(Uα)}α∈A covers M
≤Lmax
θ .
For each α, we construct an Aut(pˆα) vector space E0α and an Aut(pˆ
α)-equivariant
linear map
λα : E
0
α → C∞(Pˆα × Y,
∧0,1
V ∗Pα ⊗C (R∂σ ⊕ TY ))
such that for any p ∈ Uα, E0p = E0α and the restriction of λα to the fiber
isomorphic to forgetu(p) make the linear map (72) surjective. We assume that
for each h ∈ Eoα, the projection of the support of λ˜α(h) to Pˆα does not intersect
with the nodal points or marked points Z. We also construct an Aut(pˆα)-
invariant family of section (Zα)o = ((Zα)oj) of Pˆ
α → Xˆα for each α ∈ A. Then
we define UDα,θ = UDα,θ,lα by the space of stable curves pˆ ∈ forget−1o (UDα ) such
that pˆ is isomorphic to (Pˆαa , Z
α(a), (Zα)S(a), (Zα)A(a), (Zα)o(a)) for the point
a ∈ Xˆα such that (Pˆαa , Zα(a), (Zα)S(a), (Zα)A(a)) is isomorphic to forgeto(pˆ).
For such a stable curve pˆ, we define E0pˆ and λpˆ by E
0
pˆ = E
0
α and the restriction of
λα respectively, and regard UDα,θ,lα as a space of stable curve with perturbation
parameters. Similarly, we define the space of holomorphic buildings Uα,θ,lα
by Uα,θ,lα = forget−1o (Uα) ∩ forget−1u (UDα,θ,lα), and for each p ∈ Uα,θ,lα , For
l 6= lα, we define UDα,θ,l = ∅ and Uα,θ,l = ∅. It is clear that we can choose the
family of sections (Zα)o so that Condition (15)K holds. We take open subsets
Vα,θ,l b Uα,θ,l such that {forgeto,S,A(Vα,θ,lα)}α∈A covers M̂≤Lmaxθ , and define
Xθ by Condition (16)K and (17)K.
Next we consider the general triple θ. We assume that Vα,θ′,l, Uα,θ′,l, UDα,θ′,l
and Xθ′ for e˜(θ′) < e˜(θ) are already constructed and construct those for θ.
Define UD,4α,θ,l ⊂M
D,4
o,S,A,θ,l by the largest space which satisfies Condition (10)
K,
U4α,θ,l ⊂ M̂≤Lmax,4o,S,A,θ,l by the largest space which satisfies Condition (11)K, and
V4α,θ,l by Condition (12)K. Then they satisfy the assumption of Lemma 5.23.
Hence we obtain spaces
Vα,θ,l b Uα,θ,l (α ∈ A, l ≥ 0)
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of holomorphic buildings with perturbation parameters and spaces
UDα,θ,l (α ∈ A, l ≥ 0)
of stable curves with perturbation parameters which satisfy the conclusion of
Lemma 5.23.
Define X 1θ for these spaces (Vα,θ,l)α∈A,l≥0 by Condition (16)K and (17)K.
Then its image by forgeto,S,A contains a neighborhood of M̂≤Lmax,4θ . For the
complement M̂≤Lmaxθ \ forgeto,S,A(X 1θ ), we use the same argument as in the case
of minimal e˜(θ). Namely, we construct spaces Uα′,θ,l of holomorphic buildings
with perturbation parameters and spaces UDα′,θ,l of stable curves with perturba-
tion parameters indexed by another finite index set A′ = {α′} which satisfy the
following conditions:
• Each UDα′,θ,l is a D-neighborhood of Uα′,θ,l.
• For each (p = (Σ, z, zS , zA, zo, u), E0p , λp) ∈ Uα′,θ,l, zS , zA and zo are
Aut(Σ, z, u)-invariant.
• For any (p,E0p , λp) ∈ Uα′,θ,l, the linear map (72) is surjective.
• {forgeto,S,A(Uα′,θ,l)}α′∈A′ covers M̂≤Lmaxθ \ forgeto,S,A(X 1θ ).
Take open subsets Vα′,θ,l b Uα′,θ,l such that {forgeto,S,A(Vα′,θ,l)}α′∈A′ covers
M̂≤Lmaxθ \forgeto,S,A(X 1θ ), and define the space Xθ of holomorphic buildings with
perturbation parameters for (Vα,θ,l)α∈A∪A′,l≥0 by Condition (16)K and (17)K.
Then (Xθ, (Vα,θ,l,Uα,θ,l,UDα,θ,l)α∈A∪A′) is Kurainshi data of M̂≤C .
For Kuranishi data (Xθ,Vα,θ,l,Uα,θ,l,UDα,θ,l) of M̂≤Lmax≤C , we define the pre-
Kuranishi structure
(Xθ, forgeto,S,A, (Wx, Ex, sx, ψ˜x), (ϕx,y, ϕˆx,y))
of each M̂≤Lmaxθ as follows. For each p = (Σ, z, u) ∈ M̂≤Lmaxθ and two points
p+i = (Σ, z, (z
i)S , (zi)A, (zi)o, u) ∈ Xθ ∩ forget−1o,S,A(p) (i = 1, 2)
in the same fiber, we define p+1 ∨ p+2 ∈ Xθ by
p+1 ∨ p+2 = (Σ, z, (z1)S ∪ (z2)S , (z1)A ∪ (z2)A, (z1)o ∪ (z2)o, u).
For each point p = (Σ, z, zS , zA, zo, u) ∈ Xθ, the Kuranishi neighborhood
(Wp, Ep, sp, ψ˜p) of forgeto,S,A(p) is defined as follows. By Condition (16)K, there
exist subsets zS,i ⊂ zS , zA,i ⊂ zA, zo,i ⊂ zo and indices αi ∈ A (i = 1, . . . , k)
such that pi = (Σ, z, z
S,i, zA,i, zo,i, u) ∈ Vαi,θ,l(pi) for all i, zS =
⋃
i z
S,i, zA =⋃
i z
A,i and zo =
⋃
i z
o,i. As in Condition (17)K, choose a subset I ⊂ {1, . . . , k}
such that zo =
∐
i∈I z
o,i, and fix forgetful maps fi from pˆ = forgetu(p) to
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pˆi = forgetu(pi) for each i ∈ I. Let (Pˆ → Xˆ, Z, ZS) be the local universal
family of forgetu(forgeto,A(p)). We define an Aut(p)-equivariant linear map
λ˜p : E
0
p → C∞(Pˆ ×Y ;
∧0,1
V ∗Pˆ ⊗C (R∂σ⊕TY )) by the sum of the pull backs of
λpˆi by the forgetful maps from (Pˆ → Xˆ, Z, ZS) to the local universal families of
pˆi whose restrictions to the central fiber coincide with fi. Then the Kuranishi
neighborhood (Wp, Ep, sp, ψ˜p) of forgeto,S,A(p) is constructed by the argument
in Section 5.1 using this Aut(p)-equivariant linear map λ˜p.
For any p = (Σ, z, u) ∈ M̂≤Lmaxθ and any two points
p+i = (Σ, z, (z
i)S , (zi)A, (zi)o, u) ∈ Xθ ∩ forget−1o,S,A(p),
in the same fiber, p+1 ≤ p+2 means that (z1)S ⊂ (z2)S , (z1)A ⊂ (z2)A and
(z1)o ⊂ (z2)o, which implies that E0
p+1
is a subspace of E0
p+2
and the restriction
of λ˜p+2
to E0
p+1
is the pull back of λ˜p+1
by the forgetful map. Hence the embedding
of the Kuranishi neighborhood (Wp+1 , Ep+1 , sp+1 , ψ˜p+1 ) to (Wp+2 , Ep+2 , sp+2 , ψ˜p+2 ) is
defined by the argument in Section 5.4. More generally, for any two points
x, y ∈ Xθ, if there exists some r ∈ ψx(s−1x (0)) ∩ ψy(s−1y (0)) such that rx ≤ ry,
where rx = ψ˜
−1
x (ψx(r)) and ry = ψ˜
−1
y (ψy(r)), then we can define the embedding
of (Wx, Ex, sx, ψ˜x) to (Wy, Ey, sy, ψ˜y) by the argument in that section.
It is straightforward to check that each
(Xθ, forgeto,S,A, (Wx, Ex, sx, ψ˜x), (ϕx,y, ϕˆx,y))
satisfies the other conditions of pre-Kuranishi structure. Furthermore, they
satisfy the compatibility conditions with respect to the fiber product structure
corresponding to the decomposition of holomorphic buildings into parts and es-
sential submersions corresponding to the decomposition of holomorphic build-
ings into their connected components. (We will consider these compatibility
conditions in Section 6 in details.)
5.7 Decomposition by floor structure
A holomorphic building in the boundary ∂M̂ is of height k > 1 and it can be
decomposed into the [1, k1]-th floor part and the [k1 +1, k]-th floor part for each
1 ≤ k1 < k. In this section, we see the relation of the Kuranishi neighborhood
of the whole holomorphic building to those of these two parts.
First we define a space M̂2 as follows. Its point ((Σi, zi, ui)i=1,2,M1,2)
consists of two holomorphic buildings (Σi, zi, ui) (i = 1, 2) and a set M1,2 =
{(S1+∞l , S1−∞l)} of pairs of +∞-limit circles S1+∞l of (Σ1, z1, u1) and −∞-limit
circles S1−∞l of (Σ
2, z2, u2) such that the pairs in M1,2 do not share the same
limit circles. Two points ((Σi, zi, ui)i=1,2,M
1,2) and (((Σ′)i, (z′)i, (u′)i)i=1,2,
(M ′)1,2) are the same point if there exist isomorphisms ϕi : Σi ∼= (Σ′)i and
R-translations θi such that ϕi(zi) = (z′)i, ui = (θi × 1) ◦ (u′)i ◦ ϕi and (ϕ1, ϕ2)
maps M1,2 to (M ′)1,2. The pre-Kuranishi structure of M̂2 is induced by that
184
of (M̂ × M̂)/S2 since the only local difference of them is the automorphism
group.
Let M̂2li,−,l1,2,li,+ ⊂ M̂2 be the subspace of points ((Σi, zi, ui)i=1,2,M1,2)
such that the number of pairs in M1,2 is l1,2 and the number of ±∞-limit circles
of (Σi, zi, ui) which do not appear in M1,2 is li,±. Let
Ψ1,2 : M̂2li,−,l1,2,li,+ → (P × P )l1,2/Sl1,2
be the continuous map which maps each point ((Σi, zi, ui)i=1,2,M
1,2) to the
point (piY ◦ u1|S1+∞l , piY ◦ u
2|S1−∞l ). Let ∆P ⊂ P × P be the diagonal. Since
Ψ1,2 is realized as a strong smooth map, Ψ
−1
1,2(∆
l1,2
P
/Sl1,2) has a pre-Kuranishi
structure. We study about the map from ∂M̂ to Ψ−11,2(∆l1,2P /Sl1,2) defined by
the decomposition by a gap of floors. Since the decomposition depends on the
choice of the gap, this map is multi-valued.
We study about the relation of the Kuranishi neighborhoods of a point
(Σ, z, u) ∈ ∂M̂ and that of one of its image ((Σi, zi, ui)i=1,2,M1,2) by the multi-
valued map ∂M̂ → Ψ−11,2(∆l1,2P /Sl1,2). Assume that each (Σi, zi, ui) is of height
ki.
Let (V i, Ei, si, ψi, Gi) be the Kuranishi neighborhood of (Σi, zi, ui) defined
by the data ((zi)+, Si, E0i , λ
i) and additional data ((zi)++, (Si)′, Rˆij) for each
i = 1, 2. We consider the Kuranishi neighborhood (V,E, s, ψ,G) of (Σ, z, u)
in ∂M̂ defined by the data ((z1)+ ∪ (z2)+, S1 ∪ S2, E01 ⊕ E02 , λ1 ⊕ λ2) and the
additional data ((z1)++, (S1)′ ∪ (S2)′, (Rˆ1j , Rˆ2j )).
Fix a coordinate of each joint circle between the k1-th floor and (k1 + 1)-th
floor of (Σ, z, u). These define the coordinates of limit circles of (Σ1, z1, u1) and
(Σ2, z2, u2) which appears in M1,2. Since the curves in each V i are constructed
by patching parts of the curve Σi, we can define a smooth map
Υ : V 1 × V 2 →
∏
(S1+∞l ,S
1
−∞l )∈M1,2
(P × P )
((a1, b1, u1, h1), (a2, b2, u2, h2)) 7→ (piY ◦ u1|S1+∞l , piY ◦ u
2 ◦ φ|S1−∞l )
by using these coordinates. Let I ⊂ R be a small neighborhood of 0 ∈ R and
define I ·∆P = {(γ, t ·γ) ∈ P×P ; γ ∈ P, t ∈ I}. For each point in Υ−1(I ·∆P ),
we can define a (perturbed) holomorphic building by jointing each pair of limit
circles in M1,2 by using the coordinates twisted by some tl ∈ I. In particular,
we can define a continuous map ψ from the zero set of (s1 ⊕ s2)|(Υ−1(I·∆P ) to
M̂. Then (Υ−1(I ·∆P ), E1 ⊕ E2, s1 ⊕ s2, ψ,G) is isomorphic to a part of the
Kuranishi neighborhood (V,E, s, ψ,G) of (Σ, z, u) in ∂M̂. (V is a boundary of
a manifold with corners, and it is a union of manifolds. More precisely, one of
them corresponding to the decomposition at the gap between the k1-th floor
and the (k1 +1)-th floor is isomorphic to (Υ
−1(I ·∆P ), E1⊕E2, s1⊕s2, ψ,G).)
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Indeed, we can define a map
Υ−1(I ·∆P )→ V
((a1, b1, u1, h1), (a2, b2, u2, h2)) 7→ (a0, b0, u0, h0)
by h0 = (h1, h2) ∈ E01 ⊕E02 , a0 = (a1, a2, (0, tl)l) ∈ X˜ = X˜1 × X˜2 × D˜l1,2 (D˜l1,2
is the parameter space for the deformation near the joint circles between k1-th
floor and (k1 + 1)-th floor), u
0 = u1 ∪ u2, b0µ = b1µ for µ ∈
⋃
1≤j<k1 Mj = M
1,
b0µ = b
2
µ for µ ∈
⋃
k1<j<k1+k2
Mj = M
2 and
b0µ = lim
s→∞(σ ◦ u
1|[0,∞)×S1+∞l (s, t)− (0ki0 + Lµs))
− lim
s→−∞(σ ◦ u
2|(−∞,0]×S1−∞l (s, t)− (00 + Lµs))
for µ = (S1+∞l , S
1
−∞l) ∈Mk1 ∼= M1,2. As we explained in the last of Section 5.3,
b0µ (µ ∈Mk1) are smooth function of ((a1, b1, u1, h1), (a2, b2, u2, h2)). Hence this
map is a diffeomorphism and it defines an isomorphism of (Υ−1(I ·∆P ), E1 ⊕
E2, s1 ⊕ s2, ψ,G) and its image in (V,E, s, ψ,G).
The above isomorphism implies that the Kuranishi neighborhood of each
point in ∂M̂ and those of its image by the map ∂M̂ → Ψ−11,2(∆l1,2P /Sl1,2)
are the same modulo automorphism group. In particular, the map ∂M̂ →
Ψ−11,2(∆
l1,2
P
/Sl1,2) is a multi-valued partial submersion between pre-Kuranishi
spaces.
6 Fiber products
The pre-Kuranishi spaces considered in Section 5 are the spaces of holomorphic
buildings without any conditions on periodic orbits on limit circles S1±∞i . For
the construction of the algebra, we need to use the fiber products of such Kura-
nishi spaces with P and Y . More precisely, we use the fiber products of M
with the lifts of simplices in P to P , and we need to perturb the section so that
the induced multisections on the fiber products are independent of the choice
of these lifts.
To construct the virtual fundamental chain, we also need to define the ori-
entations of Kuranishi spaces. We cannot define the orientations of M̂ or M,
but it is enough to define the orientation of the fiber products we use. The fiber
products with simplices in Y and the lifts of simplices in P to P are orientable
provided that interiors of these simplices in P do not contain bad orbits.
In the general Bott-Morse case, it is not enough to count the intersection
numbers with simplices in P , and we need to add correction terms, which are
equivalent to counting cascades in [3]. This is because the chain which represents
the diagonal in Poincare´ duality is different from the genuine diagonal in chain
level. These correction terms appear in every Bott-Morse theory if we construct
the algebra by the intersection numbers of the moduli spaces with simplices.
However, since algebraic structure of SFT is more complicated than that of usual
186
Morse theory, to define the correction terms, we need to solve some algebraic
equations.
First we explain the bad orbits in Section 6.1, and in Section 6.2, we explain
the fiber products of M which we use for the construction of the algebra. In
Section 6.3, we construct a family of perturbed multisections of fiber products
of another space M̂ which satisfies appropriate compatibility conditions, and
we use the induced multisections for the fiber products of M. Next in Section
6.4, we explain the orientations of the fiber products. In Section 6.5, we define
the correction terms, and finally in Section 6.6, we recall the algebra of SFT
and explain how to define the algebra by the virtual fundamental chains of our
fiber products.
6.1 Bad orbits and local coefficients
Before considering the fiber products of the space of holomorphic buildings, first
we explain about bad orbits. In Morse case, it is well known that bad orbits
should not count as the generators of the chain complex. However, in our Bott-
Morse case, bad orbits appear as a closed subset of P . Hence we need to explain
how to treat these bad orbits.
First we define bad orbits. It is related to orientations of the following ∂-
operators associated to periodic orbits. For each γ ∈ P ⊂ C∞(S1, Y ), fix one
trivialization γ∗T Yˆ ∼= Cn. Let
D˚+γ : W
1,p
δ ((−∞, 0]× S1 ∪D∞, γ∗T Yˆ ∪ Cn)
→ Lpδ((−∞, 0]× S1, γ∗T Yˆ )⊕ Lp(D∞,
∧0,1
T ∗D∞ ⊗ Cn)
D+γ : W˜
1,p
δ ((−∞, 0]× S1 ∪D∞, γ∗T Yˆ ∪ Cn)
→ Lpδ((−∞, 0]× S1, γ∗T Yˆ )⊕ Lp(D∞,
∧0,1
T ∗D∞ ⊗ Cn)
D˚−γ : W
1,p
δ (D0 ∪ [0,∞)× S1,Cn ∪ γ∗T Yˆ )
→ Lp(D0,
∧0,1
T ∗D∞ ⊗ Cn)⊕ Lpδ([0,∞)× S1, γ∗T Yˆ )
D−γ : W˜
1,p
δ (D0 ∪ [0,∞)× S1,Cn ∪ γ∗T Yˆ )
→ Lp(D0,
∧0,1
T ∗D∞ ⊗ Cn)⊕ Lpδ([0,∞)× S1, γ∗T Yˆ )
be ∂-type linear operators such that
D˚+γ ξ = D
+
γ ξ = ∂sξ + J(γ)(∇tξ − Lγ∇ξRλ(γ))
on (−∞, 0]× S1 and
D˚−γ ξ = D
−
γ ξ = ∂sξ + J(γ)(∇tξ − Lγ∇ξRλ(γ))
on [0,∞)×S1, where D∞ = {z ∈ C∪{∞}; |z| ≥ 1}, D0 = {z ∈ C; |z| ≤ 1}, and
we identify {0} × S1 with ∂D∞ or ∂D0 by (0, t) ↔ e2pi
√−1t. (The above W˜ 1,pδ
is defined by W˜ 1,pδ = W
1,p
δ ⊕KerAγ as in Section 5) Adding finite-dimensional
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complex vector spaces to the domain vector spaces if necessary, we assume the
above operators are surjective.
We consider the orientations of these types of operators, that is, the ori-
entation of their kernels. Since ∂-type operators of each type are connected
linearly (that is, two operators D and D′ can be connected by a family of oper-
ators tD+ (1− t)D′ (t ∈ [0, 1])), we can define a consistent orientation of these
operators for each type. Furthermore, changing the trivialization of γ∗T Yˆ is
equivalent to gluing a ∂-operator of a holomorphic bundle on CP 1 to the oper-
ators. Since a ∂-operator of a holomorphic bundle has the complex orientation,
an orientation of one D˚+γ defines the compatible orientations of all operators
of type D˚+γ for each γ ∈ P . Therefore, we can consider an orientation of D˚+γ
without fixing particular trivialization of γ∗T Yˆ or an additional complex vector
space.
Let SD be the local system of orientation of D˚+γ on P , and let S
tD be the
local system of orientation of D˚−γ on P . We say γ ∈ P is a bad orbit if SD is
not trivial on pi−1P (γ) ⊂ P . Let P
bad ⊂ P be the subset of bad orbits. Similarly,
let P
tbad ⊂ P be the set of points γ ∈ P such that StD is not trivial on pi−1P (γ).
By the assumption of K, P
bad
and P
tbad
are subcomplexes of P .
Remark 6.1. Let γ0 be a simple periodic orbit, and γ = γ
2km
0 be its 2
km-
multiple, where m ≥ 1 is an odd integer. Then γ is a bad orbit if and only if
k ≥ 1 and ind D˚+
γ20
− ind D˚+γ0 is odd. Similarly, γ belongs to P
tbad
if and only if
k ≥ 1 and indD+
γ20
− indD+γ0 is odd. Note that the index of the operator D˚+γ is
determined by the Conley Zehnder index of γ and dimTγP/TS
1 as follows. Fix
one trivialization γ∗ξ ∼= Cn−1, which induces a trivialization γ∗T Yˆ ∼= (R∂σ ⊕
RRλ) ⊕ γ∗ξ ∼= Cn. We define the Conley Zehnder index CZ-ind γ of γ by the
Conley Zehnder index of the path {ϕλt }t∈[0,Lγ ] of symplectic matrices under the
above trivialization of γ∗ξ. (See [23] for the definition of Conley Zehnder index
of a path of symplectic matrices.) Then it is easy to see that
ind D˚+γ = (n− 1)− CZ-ind γ −
1
2
dimTγP/TS1.
Similarly, the index of the operator D+γ is
indD+γ = (n+ 1)− CZ-ind γ +
1
2
dimTγP/TS
1.
Example 6.2. We give an example where bad orbits appear as a subcomplex of P .
This example was given by Bourgeois in [3]. Let K = R2/G be a Kulein bottle,
where G is a group of diffeomorphisms of R2 generated by (x, y) 7→ (x+1, 1−y)
and (x, y) 7→ (x, y + 1). We equip K with the flat metric dx ⊗ dx + dy ⊗ dy,
and regard its unit tangent bundle S(TK) ∼= S(T ∗K) as a contact manifold
by the Liouville form. Then the Reeb flow is the geodesic flow. P 2 contains a
component
{γy(t) = ((t, y), (1, 0)) : [0, 2]/{0, 2} → S(TK); y ∈ [0, 1/2]},
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which is homeomorphic to the interval [0, 1/2]. It contains two multiple orbits
γ0 and γ1/2, and the others are simple. It is easy to check that the index of the
operators D˚+ for the two are even and those for γ0|[0,1] and γ1/2|[0,1] are odd.
Hence these two orbits are bad orbits.
Let f : K → P be an ordered triangulation. (“ordered” means the set of
the vertices has a total order.) For each point p ∈ K, let d be the multiplicity
of the periodic orbit corresponding to p. Then we assume that there exists
a regular Z/d-complex L (see [5] for regular complex), an isomorphism ϕ :
L/(Z/d) ∼= St(p,K) and a smooth Z/d-equivariant embedding f˜ : L → P such
that f ◦ ϕ ◦ piL = piP ◦ f˜ : L → P , where piL : L → L/(Z/d) is the quotient
map. (Note that locally piP : P → P can be written as S1 ×Z/dW →W/(Z/d)
for some Z/d-manifold W . Hence a Z/d-equivariant triangulation fˇ : L → W
defines an embedding f˜ : L→ S1 ×Z/dW by f˜(x) = [0, fˇ(x)].)
Let K2 → P × P be an Euclidean cell decomposition which is a refinement
of {s × t; s, t ∈ K} and which contains ∆∗K = {∆∗s; s ∈ K} and ρ∗K =
{∂p+1 . . . ∂ns × ∂0 . . . ∂p−1s; s ∈ K, 0 ≤ p ≤ n = dim s} as subcomplexes. The
chain complex C∗(P × P ) is defined by using this Euclidean cell decomposition
as a CW decomposition. Let K0 = (x) be a finite sequence of smooth cycles in
Y . We denote their cohomologies by K
0
= (x) (x ∈ H∗(Y,Q)).
We will use the generators cθDc of the relative chain complex C∗(P , P
bad
;SD⊗
Q) of ordered simplicial complex, or the generators (cθDc )∗ of the cochain com-
plex with compact support, where SD is the induced local system on P \ P bad.
((cθDc )
∗ is the cochain which takes one at cθDc and which vanishes at the other
simplices.) The Z/2-degree of the above chain complex is defined by
|cθDc | = dim c+ |θDc |,
where |θDc | is the index of the operator D˚+γ (γ ∈ |c|), and its boundary operator
is defined by
∂(cθDc ) = (∂c)θ
D
c .
Note that local system SD is not well-defined on P bad, but the above relative
chain complex is well-defined.
We construct algebra by counting some intersection numbers with the moduli
spaces and simplices in P . Hence we need Poincare´ duality. In particular, we
need a local system of the orientation of P . However, in general, the local
orientation of P is not well defined. We treat this as follows.
Let SP be the local system of the orientation of TP/TS1 on P , where TS1
is the tangent of the S1-action on P . We say γ ∈ P is a non-orientable point if
SP is not trivial on pi−1P (γ). Let P
no ⊂ P be the set of non-orientable points.
It is also a subcomplex of P . Then SP induces a local system on P \ P no.
For each top-dimensional simplex ζ ∈ K (the top-dimension depends on the
connected component of P ), let mζ be the multiplicity of the periodic orbits in
Int ζ (it is constant on Int ζ). mζ depends only on the connected component of
P containing |ζ|.
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Let ζ˜ ↪→ P be a lift of ζ. Then the orientation of TP/TS1 defined by the
orientation of ζ˜ induces a section θPζ of SP on Int ζ. This section is independent
of the choice of the lift ζ˜.
We call a chain
[P ] =
∑
ζ
1
mζ
ζθPζ ∈ CdimP−1(P , P
no
;SP ⊗Q)
the fundamental cycle of P , where the sum is taken over all top-dimensional
simplices of K. As usual, this is a cycle in the relative chain complex.
Before considering cap products with the fundamental chain, we see the
relation of the orientations of the operators D˚±γ , D
±
γ and that of the tangent
space TγP/TS
1. First recall that
KerAγ ∼= R⊕ TγP ∼= (R⊕ TS1)⊕ TγP/TS1.
We denote the kernel of a surjective operator D on a curve (or the kernel of
the surjective operator obtained by adding a finite-dimensional complex vector
space to the domain of a non-surjective operator D) by [D]. The fiber product
[D−γ ] ×
KerAγ
[D+γ ] = [D
−
γ ] ×
(R⊕TS1)⊕TγP/TS1
[D+γ ]
is equivalent to the kernel of a ∂-operator on a complex vector bundle over CP 1
by gluing. Hence it has the complex orientation. The space [D˚−γ ] ⊕ [D˚+γ ] is
a subspace of the above fiber product, and its quotient space is isomorphic to
(R ⊕ TS1) ⊕ TγP/TS1. Therefore, if orientations of [D˚+γ ] and TγP/TS1 are
given, we can define the orientation of [D˚−γ ] so that the orientation of the above
fiber product defined by
[D˚−γ ]⊕ (R⊕ TS1)⊕ TγP/TS1 ⊕ [D˚+γ ]
coincides with the complex orientation.
To define Poincare´ dual, first we recall the definition of cap product without
local coefficient. (Our definition is a bit different from the usual one.) For a
p-cochain α and a simplex ζ of dimension n, our cap product ζ ∩α is defined by
ζ ∩ α = ∂n−p+1∂n−p+2 . . . ∂nζ〈∂0∂1 . . . ∂n−p−1ζ, α〉.
Remark 6.3. Under this definition, the following equation holds true. For any
p-cochain α and n-chain ζ,
∂(ζ ∩ α) = ∂ζ ∩ α+ (−1)n−pζ ∩ δα
For each cochain α = (cθDc )
∗ ∈ C∗(P , P bad;SD ⊗ Q), we define the chain
[P ]∩α ∈ C∗(P , P
tbad
;StD ⊗Q) as follows. For each top-dimensional simplex ζ
in K, let ζ˜ ⊂ P be its lift. If c = ∂0∂1 . . . ∂n−p−1ζ for some p, then we can extend
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the orientation θDc of SD on ∂0∂1 . . . ∂n−p−1ζ˜ to that on ζ˜. Then θDc and θPζ de-
fine the orientation θ
tD
c,ζ of S
tD on ζ˜ as above. If ∂n−p+1∂n−p+2 . . . ∂nζ is not con-
tained in P
tbad
, then θ
tD
c,ζ defines the orientation of S
tD on ∂n−p+1∂n−p+2 . . . ∂nζ.
We define [P ] ∩ α by the linear combination of the cap products
(ζθPζ ) ∩ (cθDc )∗ = θ
tD
c,ζ(ζ ∩ c∗).
We define the boundary operator of C∗(P , P
tbad
;StD ⊗Q) by
∂(θ
tD
η η) = (−1)|θ
tD
η |θ
tD
η ∂η,
where |θtDη | is the index of the operator D˚−γ (γ ∈ |η|). Similarly, the boundary
operator of C∗(P × P , P
tbad × P ∪ P × P bad; p∗1S
tD ⊗ p∗2SD ⊗Q) is defined by
∂(θ
tD
η ηθ
D
η ) = (−1)|θ
tD
η |θ
tD
η (∂η)θ
D
η .
Let ∆ : P → P × P be the diagonal map. We define a cycle ∆∗[P ] of
CdimP−1(P × P , P
tbad × P ∪ P × P bad; p∗1S
tD ⊗ p∗2SD ⊗Q)
by
∆∗[P ] =
∑ 1
mζ
θ
tD
ζ (∆∗ζ)θ
D
ζ ,
where the sum is taken over all top-dimensional simplices of K not contained
in P
bad
, θDζ is an arbitrary fixed orientation of p
∗
2SD on Int ∆∗ζ, and θ
tD
ζ is
the orientation of p∗1S
tD defined by θDζ and θ
P
ζ as above. This definition is
independent of the choice of θDζ .
For each simplex ζ ∈ K of dimension n, we define a chain ρ∗ζ in P × P by
ρ∗ζ =
∑
0≤p≤n
∂p+1 . . . ∂nζ × ∂0 . . . ∂p+1ζ.
This corresponds to the image of ∆∗ζ by Alexander Whitney map C∗(P ×P )→
C∗(P ) ⊗ C∗(P ). (Recall that K2 is not a simplicial somplex but a Euclidean
cell complex which contains ∂p+1 . . . ∂nζ × ∂0 . . . ∂p+1ζ. For the transversal-
ity condition, it is convenient not to subdivide these products because if we
subdivide the complex, then we need to make the zero set of perturbed muli-
tisection transverse to the new simplices of less dimension.) We define a cycle
ρ∗[P ] ∈ CdimP−1(P × P , P
tbad × P ∪ P × P bad; p∗1S
tD ⊗ p∗2SD ⊗Q) by
ρ∗[P ] =
∑ 1
mζ
θ
tD
ζ (ρ∗ζ)θ
D
ζ .
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For later use, we remark that ρ∗[P ] can be written as
ρ∗[P ] =
∑
c
([P ] ∩ (cθDc )∗)⊗ cθDc ,
where the sum is taken over all simplices c in K which are not contained in
P
bad
.
Let ∗ : C∗(P )→ C∗(P ×P ) be the natural linear map such that ρ∗−∆∗ =
∂◦∗+∗◦∂, and define a chain P ∈ CdimP (P×P , P
tbad×P∪P×P bad; p∗1S
tD⊗
p∗2SD ⊗Q) by P = ∗[P ]. Then it satisfies
(ρ∗ −∆∗)[P ] = ∂P .
This chain will be used for the definition of the correction terms.
We define K˚2 ⊂ K2 by the minimal subcomplex which contains ∆∗s, ρ∗s
and ∗s for all s ∈ K.
6.2 Fiber products with simpleces
First we define a Hausdorff space Mm((li,j),(li,±),(µi)) for each family of non-
negative integers ((li,j)1≤i<j≤m, (li,±)1≤i≤m, (µi)1≤i≤m) as follows. (We can
equip it with a natural pre-Kuranishi structure, but it is not necessary.) Its point
(Σi, zi, ui, φi)1≤i≤m is a sequence of holomorphic buildings (Σi, zi, ui, φi) ∈ M
with the following index sets of limit circles. The index set of +∞-limit circles
of Σi is
{+∞i,+∞l ; 1 ≤ l ≤ li,+} unionsq
m∐
j=i+1
{+∞i,jl ; 1 ≤ l ≤ li,j}
and the index set of −∞-limit circles of Σi is
{−∞i,−∞l ; 1 ≤ l ≤ li,−} unionsq
i−1∐
j=1
{−∞i,jl ; 1 ≤ l ≤ lj,i}.
Mm((li,j),(li,±),(µi)) is locally isomorphic to the product
∏mM. (An isomorphism
is determined if we fix a family of bijections between the above index sets of
limit circles and the usual index sets {±∞il}.) Note that we respect the indices
of limit circles. Hence even if we change the indices +∞i,jl to +∞i,jg·l and −∞j,il
to −∞j,ig·l for the same g ∈ Sli,j , we distinguish the obtained curve from the
original one (unless g can be extended to the automorphisms of (Σi, zi, ui, φi)).
We define the genus of a point (Σi, zi, ui, φi)1≤i≤m ∈Mm((li,j),(li,±),(µi)) by
g = 1 +
m∑
i=1
(gi − 1) +
∑
1≤i<j≤m
li,j ,
where gi is the genus of Σi. (This is the genus of the curve obtained by gluing
joint circles S1
+∞i,jl
and S1−∞j,il
for all pairs (+∞i,jl ,−∞j,il ).)
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Note that there exists a natural continuous map
Mm((li,j),(li,±),(µi)) →
∏
1≤i<j≤m
(P × P )li,j ×
∏
1≤i≤m
P li,− ×
∏
1≤i≤m
Y µi ×
∏
1≤i≤m
P li,+
(Σi, zi, ui, φi)i 7→ ((piY ◦ ui ◦ φ+∞i,jl , piY ◦ ui ◦ φ−∞j,il ),
piY ◦ ui ◦ φ+∞i,+∞l , piY ◦ ui(zi,l), piY ◦ ui ◦ φ−∞i,−∞l )
We consider the fiber products with respect to this continuous map. We
consider the following family of sequences ((ˆi,jl ), (cˆ
i
l), (x
i
l), (ηˆ
i
l)) of simplices with
local coefficients.
(ˆi,jl = θ
tD
i,jl
i,jl θ
D
i,jl
)1≤i<j≤m,1≤l≤li,j is a sequence of products of
• cells i,jl in K˚2 which are not contained in P
tbad × P ∪ P × P bad, and
• orientations θtD
i,jl
of p∗1S
tD and θD
i,jl
of p∗2SD on Int i,jl .
Take a lift ˜i,jl ↪→ P × P for each i,jl , and define ˘i,jl = θ
tD
i,jl
˜i,jl θ
D
i,jl
.
(cˆil = c
i
lθ
D
cil
)1≤l≤li,− (1 ≤ i ≤ m) is a sequence of products of
• simplices cil in K which are not contained in P
bad
, and
• orientations θD
cil
of SD on Int cil.
For each cil, we take its lift c˜
i
l ↪→ P and define c˘il = c˜ilθDcil .
(xi1, x
i
2, . . . , x
i
µi)i=1,2,...,m is a sequence of cycles in K
0.
(ηˆil = θ
tD
ηil
ηil)1≤l≤li,+ (1 ≤ i ≤ m) is a sequence of products of
• simplices ηil in K which are not contained in P
tbad
, and
• orientations θtD
ηil
of StD on Int ηil .
For each ηˆil , we take its lift η˜
i
l ↪→ P and define η˘il = θ
tD
ηil
η˜il .
Then for such a family of sequences ((˘i,jl ), (c˘
i
l), (x
i
l), (η˘
i
l)), we define a closed
subspace
Mm((˘i,jl ),(c˘il),(xil),(η˘il )) ⊂M
m
((li,j),(li,±),(µi))
as the fiber product with∏
˜i,jl ×
∏
c˜il ×
∏
xil ×
∏
η˜il ⊂
∏
(P ×P )li,j ×
∏
P li,− ×
∏
Y µi ×
∏
P li,+ .
The pre-Kuranishi structure of the above fiber product is defined as follows.
For a point (Σi, zi, ui, φi)1≤i≤m ∈Mm((˘i,jl ),(c˘il),(xil),(η˘il )), let (V i, Ei, si, ψi) be the
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Kuranishi neighborhood of each (Σi, zi, ui) ∈ M̂. (This is not a Kuranishi
neighborhood of M but of M̂.) Since the limit circles of each curve in V i are
identified with the limit circles of Σi by construction, it is meaningful to say that
a coordinate of a limit circle of a curve corresponding to the point (a′i, b
′
i, u
′
i, h
′
i)
in V i is close to that of (Σi, zi, ui, φi). It is clear that if there exists a family of
coordinates (φ′i)+∞i,+∞l close to (φi)+∞i,+∞l such that piY ◦u
′
i◦(φ′i)+∞i,+∞l ∈ |η˜
i
l |
(⊂ P ), then such a family is unique. (Furthermore, if the restriction of piY ◦ u′i
to the +∞-limit circle corresponding to ηil is contained in |ηil | (⊂ P ), then
there exists a coordinate (φ′i)+∞i,+∞l close to (φi)+∞i,+∞l or its rotation by
some element of Z/d ⊂ S1 such that piY ◦ u′l ◦ (φ′i)+∞i,+∞l ∈ |η˜
i
l |, where d is the
multiplicity of γi,+l .) The same is true for the coordinates of the limit circles
corresponding to cil or 
i,j
l .
Let
(V 1 × V 2 × · · · × V m)((˘i,jl ),(c˘il),(xij),(η˘il )) ⊂ V
1 × V 2 × · · · × V m
be the submanifold consisting of the families of curves which have families of
coordinates of their limit circles close to that of (Σi, zi, ui, φi)1≤i≤m such that
the periodic orbits on the ±∞-limit circles are contained in the corresponding
˜i,jl , c˜
i
j and η˜
i
l , and piy ◦ u′i takes a value in xil at each marked point zi,l. This
submanifold can be regarded as a fiber product of V 1 × V 2 × · · · × V m with
the product of (Iδ × Iδ) · ˜i,jl , Iδ · c˜il, xil and Iδ · η˜il , where Iδ ⊂ S1 is a small
neighborhood of 0 ∈ S1.
Then a Kuranishi neighborhood of (Σi, zi, ui, φi)1≤i≤m is defined by this
submanifold, the restrictions of the product vector bundle E = E1×E2× · · · ×
Em, its section s = s1 × s2 × · · · × sm, a finite group G = ∏i Aut(Σi, zi, ui, φi),
and the map
ψ : s−1(0)/G→Mm((˘i,jl ),(c˘il),(xil),(η˘il ))
induced by the product ψ1 × ψ2 × · · · × ψm and the coordinates of the limit
circles defined by the above argument.
Note that the pre-Kuranishi spaces for other lifts of cil, η
i
l or 
i,j
l are natu-
rally isomorphic to the above pre-Kuranishi space. We need to construct their
perturbed multisections which are independent of the choice of the lifts. We con-
struct the perturbed multisections of the above fiber products as pull backs by
submersions to the fiber products of M̂ in the next section. Since these submer-
sions forget the coordinates of limit circles, the pull backs will be independent
of the choice of the lifts of simpleces.
6.3 Construction of a family of multisections
In this section, we define fiber products of M̂ and construct their grouped
multisections under appropriate compatibility conditions. Recall that in Section
5.6, we construct a pre-Kuranishi structure of M̂≤Lmax≤C only for fixed constants
Lmax > 0 and C > 0. We cannot treat the whole noncompact space M̂ as a
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pre-Kuranishi space. Hence we need to read M̂ below as its compact subset
M̂≤Lmax≤C for some Lmax > 0 and C > 0. We also read the other spaces as their
similar compact subsets.
First we define the space M̂. Its point ((Σα, zα, uα)α∈A,M rel) consists of
finite number of connected holomorphic buildings (Σα, zα, uα) and a set M rel =
{(S1+∞l , S1−∞l)} of pairs of their +∞-limit circle S1+∞l and −∞-limit circle
S1−∞l which satisfies the following conditions:
• Any two pairs in M rel do not share the same limit circles.
• Let Mα,α′ ⊂M rel be the subset of pairs (S1+∞l , S1−∞l) such that S1+∞l is
a +∞-limit circle of Σα and S1−∞l is a −∞-limit circle of Σα
′
. Then there
does not exist a sequence α0, α1, . . . , αk = α0 ∈ A such that Mαi,αi+1 6= ∅
for all i.
(We emphasize again the meaning of connectedness of a holomorphic build-
ing. The domain curve Σα of each holomorphic building (Σα, zα, uα) is a
compact space which contains joint circles and limit circles. The connected-
ness of (Σα, zα, uα) means that of Σα, and it does not imply that (Σα, zα, uα)
is of height-one or that its restriction to each floor is connected. We also
note that the height of (Σα, zα, uα) may depend on α, and that the total
((Σα, zα, uα)α∈A,M rel) does not have a floor structure.)
Two points ((Σα, zα, uα)α∈A,M rel) and (((Σ′)α
′
, (z′)α
′
, (u′)α
′
)α′∈A′ , (M ′)rel)
are the same point if there exist a bijection ν : A→ A′, isomorphisms ϕα : Σα →
(Σ′)ν(α), and R-translations θα such that ϕα(zα) = (z′)ν(α), uα = (θα × 1) ◦
(u′)ν(α)◦ϕα and the family of isomorphisms ϕα mapsM rel to (M ′)rel. Forgetting
M rel defines a forgetful map from M̂ to ⋃N ∏N (M̂0)/SN , where M̂0 ⊂ M̂ is
the space of connected holomorphic buildings. Since the only local difference of
these two spaces are automorphism group, M̂ has the natural pre-Kuranishi
structure which makes this forgetful map a submersion.
For subsets A1, A2 ⊂ A, we define MA1,A2 =
⋃
α1∈A1,α2∈A2 M
α1,α2 . We say
a point ((Σα, z, uα)α∈A,M rel) ∈ M̂ is disconnected if there exists a decompo-
sition A = A1 unionsq A2 such that MA1,A2 = MA2,A1 = ∅. Otherwise we say it is
connected. We denote the space of connected points of M̂ by (M̂)0. Decom-
position into connected components defines a map M̂ → ⋃N (∏N (M̂)0)/SN .
Let Υ : M̂ → (∏(P × P ))/S ×∏P/S ×∏Y/S be the continuous map
which maps each point ((Σα, zα, uα)α∈A,M rel) ∈ M̂ to
((piY ◦ u|S1+∞l , piY ◦ u|S1−∞l )(S1+∞l ,S1−∞l )∈Mrel , (piY ◦ u|S1±∞)S1±∞ /∈Mrel ,
(piY ◦ u(
⋃
α
zα))),
where we denote the union of uα by u, and S1±∞ /∈ M rel means that the limit
circle S1±∞ is not contained in any pairs in M
rel. It is realized as a strong
smooth map. (The number of the product of the target space depends on
the components of M̂.) Define the fiber product (M̂, K˚2,K,K0) ⊂ M̂ by
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(M̂, K˚2,K,K0) = Υ−1(∏ K˚2/S × ∏K/S × ∏K0/S). (Although ∏K/S
coincides with the entire space
∏
P/S, the fiber product with
∏
K/S has a
meaning. It implies that we require the stronger transversality condition for its
grouped multisection. See Remark 4.66. Fiber product with
∏
K0/S ⊂∏Y/S
is slightly an abuse of notation. A simplicial complex is a set of simplices, but
K0 is a set of smooth cycles, and we do not assume that they are embedded
in Y . The meaning is also that we require that the perturbed multisection is
transverse to the zero section even if we restrict it to the fiber product with the
cycles in K0.)
Define a multi-valued partial submersion Ξ : M̂ → M̂ by
Ξ(((Σα, zα, uα)α∈A,M rel)) = {((Σα, zα, uα)α∈A, M˚ rel); M˚ rel (M rel}.
(The maps between their Kuranishi neighborhoods are also similarly defined.)
Let Ξ◦ be the restriction of Ξ ⊂ M̂ × M̂ to the set of points
(((Σα, zα, uα)α∈A,M rel), ((Σα, zα, uα)α∈A, M˚ rel))
such that ((Σα, zα, uα)α∈A,M rel) ∈ (M̂, K˚2,K,K0) and (piY ◦ u|S1+∞l , piY ◦
u|S1−∞l ) ∈ ρ∗K for all (S
1
+∞l , S
1
−∞l) ∈ M rel \ M˚ rel. Then Ξ◦ is a multi-valued
partial essential submersion from (M̂, K˚2,K,K0) to itself.
Remark 6.4. Note that the restriction of Ξ to (M̂, K˚2,K,K0) is not a multi-
valued partial essential submersion from (M̂, K˚2,K,K0) to itself. This is be-
cause K˚2 is finer than the product K × K on the outside of ρ∗K. This is
an important point in Bott-Morse case. To explain this point, we consider
the following easy example. Let si : ∆
n → Rl (i = 1, 2) be sections of the
trivial vector bundle on the n-simplex ∆n whose restriction to each of it faces
is transverse to the zero section. These transversality conditions of si do not
imply that the restriction of (s1 + s2) : ∆
n × ∆n → Rl ⊕ Rl to the diago-
nal is transverse to the zero section. However, the restrictions to the cells in
ρ∗∆n = {∂p+1 . . . ∂n∆n × ∂0 . . . ∂p−1∆n; 0 ≤ p ≤ n} are transverse to the zero
section. Hence we use the induced section s1 + s2 only on ρ∗∆n.
We also define a multi-valued partial essential submersion
Λ : (∂M̂, K˚2,K,K0)→ (M̂, K˚2,K,K0)
as follows. For each point ((Σα, zα, uα)α∈A,M rel) ∈ (∂M̂, K˚2,K,K0) and
each α ∈ A, let kα ≥ 1 be the height of (Σα, zα, uα). Let C = {(αi, ki)} be an
arbitrary non-empty set of pairs (αi, ki) ∈ A × N such that 1 ≤ ki < kαi . For
all pairs (αi, ki) ∈ C, we replace all joint circles in the gap between the ki-th
floor and the (ki+1)-th floor of (Σ
αi , zαi , uαi) with pairs of limit circles, and let
(Σα
′
, zα
′
, uα
′
)α′∈A′ be the stabilization of the connected components of the new
holomorphic buildings. (Stabilization means we collapse all trivial floors of each
connected component.) Λ : (∂M̂, K˚2,K,K0)→ (M̂, K˚2,K,K0) is the multi-
valued partial submersion which maps each point ((Σα, zα, uα)α∈A,M rel) ∈
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(∂M̂, K˚2,K,K0) to the above points (Σα′ , zα′ , uα′)α′∈A′ for all C = {(αi, ki)}.
(The maps between their Kuranishi neighborhoods are also similarly defined.)
For each point p = ((Σα, zα, uα)α∈A,M rel) ∈ (M̂, K˚2,K,K0), we define
e˜(p) = e˜δ0(p) =
∑
α e˜δ0(θα)+
1
2#M
rel, where each θα is the type of (Σ
α, zα, uα),
and #M rel is the number of pairs. (#M rel is not the number of limit circles
contained in the pairs in M rel. Recall that e˜δ0(θ) = 5(g − 1) + 2k + Eωˆ/δ0 for
θ = (g, k, Eωˆ), where g is the genus, k is the total number of marked points
and limit circles, and Eωˆ is the Eωˆ-energy. See Section 5.6 for the definition
and properties of e˜δ0(θα).) Note that the maps Ξ
◦ and Λ decrease e˜. Hence if
we decompose (M̂, K˚2,K,K0) by e˜, then Ξ◦ and Λ constitute a compatible
system of multi-valued partial submersions. (See Section 4.4.4 for the definition
of a compatible system of multi-valued partial submersions.)
We can construct the perturbed multisections of (M̂, K˚2,K,K0) which
satisfy the following conditions:
• Let ((M̂)0, K˚2,K,K0) ⊂ (M̂, K˚2,K,K0) be the subset of connected
points. Its grouped multisection induces that of
⋃
N
(
N∏
((M̂)0, K˚2,K,K0)/SN .
Then the grouped multisection of (M̂, K˚2,K,K0) coincides with its pull
back by the submersion
(M̂, K˚2,K,K0)→
⋃
N
(
N∏
((M̂)0, K˚2,K,K0)/SN
defined by decomposition into connected components.
• The grouped multisections of (M̂, K˚2,K,K0) are compatible with re-
spect to the compatible system of multi-valued partial essential submer-
sions defined by Ξ◦ and Λ.
Let Mm((˘i,jl ),(c˘il),(xil),(η˘il )) → (M̂, K˚2,K,K0) be the natural map defined by
decomposing each holomorphic building (Σi, zi, ui, φi) into its connected compo-
nents (and stabilizing them), forgetting the order of the sequence of holomorphic
buildings, the coordinates of limit circles and the order of marked points and
limit circles. M rel is defined by the set of pairs of limit circles corresponding
to the pairs (S1
+∞i,jl
, S1−∞j,il
). We define the perturbed multisection of each
Mm((˘i,jl ),(c˘il),(xil),(η˘il )) by the pull back by this natural submersion.
We emphasize the following point. Although in Section 6.2, we only consider
the fiber products with simpleces or cells not contained in P
bad
, P
tbad
or P
tbad×
P ∪ P × P bad, in this section, we construct the perturbed multisections of the
fiber products of M̂ with all simpleces or cells. We cannot ignore the bad orbits
for the construction of the compatible family of perturbed multisections, but for
the construction of the algebra, we only use the orientable fiber products.
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Remark 6.5. In the above construction of grouped multisection, we do not con-
sider any compatibility condition with respect to the decompositions at nodal
points. This is just because we do not use this kind of compatibility condition
for the construction of the algebras in this paper. We can construct a grouped
multisection with these compatibility conditions if we have an appropriate for-
mulation of invariants or algebras which respect the decompositions at nodal
points.
To regard the nodal point as a fiber product over Y by the maps of evaluation
at the marked points, we need to use the grouped multisection obtained as
the fiber product. As we saw in Remark 6.4, the fiber product of grouped
multisections do not satisfy the transversality condition in general. There are
two ways to solve this problem. One is the use of continuous family of grouped
multisections. See Section 4.5 for details. (See also Section 8.1. We use this
technique for the the case of a 1-parameter family of symplectic manifolds with
cylindrical ends.) The other is to use the same argument as the decomposition
by the gaps of floors as above. In this case, we use the approximation of the
diagonal, and we need to use the correction terms for the difference of this
approximation and the genuine diagonal similar to those we construct in Section
6.5.
6.4 The orientations of fiber products
In this section, we define the orientations of the fiber productsMm((˘i,jl ),(c˘il),(xil),(η˘il )).
For calculation of orientations, it is convenient to treat these pre-Kuranishi
spaces as fiber products not with Iδ · c˜il but with “manifold” (R× S1) · c˜il × θDcil .
First we define the orientation of the parameter space X˚ ⊂ X˜ ×∏Rµ used
for the construction of the Kuranishi neighborhoods. For each i = 1, 2, . . . , k−1,
we fix one joint circle S1µi between the i-th floor and the (i+ 1)-th floor. First
we consider the orientation at a point (a, b) ∈ X˚ such that ρµ 6= 0 for all joint
circles S1µ. In this case, we can use (bµi)i and a chart of X˜ as a chart of X˚ on
a neighborhood of this point. We define the orientation of X˚ by this chart
(bµ1 , bµ2 , . . . , bµk−1 , a) ∈ R× R× · · · × R× X˜,
where the orientation of each R is the positive orientation, and the orientation of
X˜ is the complex orientation (the orientation induced by the complex orientation
of the blow down space).
At a general point (a, b) ∈ X˚, the orientation of X˚ is defined as follows. We
can write a point of X˜ as a = ((ρµ, ϕµ)µ, a
0), where each (ρµ, ϕµ) ∈ [0, 1)×S1 is
the parameter of the deformation of the neighborhood of the joint circle S1µ, and
a0 is the other parameters. Note that the parameter a0 is a complex parameter.
Then we can use
(−ρµ1 ,−ρµ2 , . . . ,−ρµk−1 , (bµ, ϕµ)µ, a0)
as a chart of X˚. (More precisely, each ρµ should be replaced with its appropriate
multiple. See Section 5.3.) The orientation of X˚ is defined by this chart. (The
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order of µ of (bµ, ϕµ)µ is independent of the orientation since each (bµ, ϕµ) is
even dimensional.)
It is easy to see that the two definition of the orientation coincide. It is also
easy to see that the orientation is independent of the choice of µi.
To define the orientation of (V 1× V 2× · · · × V m)((˘i,jl ),(c˘il),(xij),(η˘il )), we need
to see the relations of its tangent space and other various vector spaces. Recall
that T Vˆ i = TX˚i ⊕KerDi for each 1 ≤ i ≤ k, where
Di : W˜ 1,pδ (Σi, u
∗
i T Yˆ )⊕ E0i → Lpδ(Σi,
∧0,1
T ∗Σi ⊗ u∗i T Yˆ )
is the differential DF
(0,b0)
(0,0) in Section 5.1 for (Σi, zi, ui). The fiber product
Ci = [Di,−] ×
KerAi,−
[Di] ×
KerAi,+
[Di,+]
is equivalent to the kernel of a ∂-operator on a complex vector bundle over a
closed semistable curve by gluing, where
[Di,−] =
∏
1≤j<i,1≤l≤lj,i
[D−γ−∞i,j
l
]×
∏
1≤l≤li,−
[D−γ−∞i,−∞
l
],
KerAi,− =
∏
1≤j<i,1≤l≤lj,i
KerAγ−∞i,j
l
×
∏
1≤l≤li,−
KerAγ−∞i,−∞
l
,
KerAi,+ =
∏
i<j≤m,1≤l≤li,j
KerAγ
+∞i,j
l
×
∏
1≤l≤li,+
KerAγ
+∞i,+∞
l
,
[Di,+] =
∏
i<j≤m,1≤l≤li,j
[D+γ
+∞i,j
l
]×
∏
1≤l≤li,+
[D+γ
+∞i,+∞
l
].
The vector space [D˚i,−] ⊕ [D˚i,+] is a subspace of Ci, and its quotient space is
isomorphic to [Di], where
[D˚i,−] =
∏
1≤j<i,1≤l≤lj,i
[D˚−γ−∞i,j
l
]×
∏
1≤l≤li,−
[D˚−γ−∞i,−∞
l
],
[D˚i,+] =
∏
i<j≤m,1≤l≤li,j
[D˚+γ
+∞i,j
l
]×
∏
1≤l≤li,+
[D˚+γ
+∞i,+∞
l
].
We fix splittings Ci → [D˚−γ−∞i,j
l
], Ci → [D˚−γ−∞i,−∞
l
], Ci → [D˚+γ
+∞i,j
l
] and Ci →
[D˚+γ
+∞i,+∞
l
]. Then the tangent space of (V 1 × V 2 × · · · × V m)((˘i,jl ),(c˘il),(xij),(η˘il ))
is isomorphic to the kernel of the map from
(TX˚1 × C1)⊕ (TX˚2 × C2)⊕ · · · ⊕ (TX˚m × Cm)
to the direct sum of the following vector spaces:
• T Yˆ /(R∂σ ⊕ Txil)
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• [D˚−γ−∞i,−∞
l
]⊕ (KerAγ−∞i,−∞
l
/(R⊕ TS1 ⊕ T c˜il)
)
• (KerAγ
+∞i,+∞
l
/(R⊕ TS1 ⊕ T η˜il)
)⊕ [D˚+γ
+∞i,+∞
l
]
• [D˚+γ
+∞i,j
l
]⊕ ((KerAγ
+∞i,j
l
⊕KerAγ−∞i,j
l
)/(R⊕TS1⊕T ˜i,jl ⊕R⊕TS1)
)⊕
[D˚−γ−∞i,j
l
]
• Rki ⊕⊕z++i,β R2 (the range of the map s0)
Now we explain the definition of the orientations. For the convenience, we
assume all E0 are complex vector spaces and λ0 are complex linear map. (We
can always assume this condition.)
First we define the orientation of the vector space
Wi = TX˚i × Ci/(Rki ⊕
⊕
z++i,β
R2)
by (
Rki ⊕
⊕
z++i,β
R2
)⊕Wi = TX˚i × Ci,
where the orientation of Rki is the product of the positive orientation of R, and
its order is
(σ1 ◦ Φa,b(ξ)(R1), σ2 ◦ Φa,b(ξ)(R2), . . . , σki ◦ Φa,b(ξ)(Rki));
and the orientation of each R2 ∼= T⊥YS = T Yˆ /T (R×S) is the complex orienta-
tion defined by the almost complex structure of Yˆ . We note that the dimension
of each Wi is odd.
Next we recall the definition of the orientation of fiber product. We use only
fiber products from right. Let f be a surjective linear map from an oriented
vector space V to another oriented vector space W , and let A ⊂ W be an
oriented subspace. Define the orientation of Ker f by Ker f ⊕W = V . Then
the orientation of the fiber product VA = {v ∈ V ; f(v) ∈ A} is defined by
VA = Ker f ⊕A.
We deform each curve Σi, preserving a neighborhood of limit circles, to a
curve which consists of inner caps [−∞, 0]×S1 ∪D∞ of −∞-limit circles, inner
caps D0∪ [0,∞]×S1 of +∞-limit circles, and a semistable curve Σ˚i. Each inner
cap is connected to Σ˚i by a nodal point. We also deform the linear operator D
i
to a ∂-type linear operator which coincide with
• D+γ−∞i,j
l
on the inner cap of S1−∞i,jl
,
• D+γ−∞i,−∞
l
on the inner cap of S1−∞i,−∞l
,
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• D−γ
+∞i,j
l
on the inner cap of S1
+∞i,jl
, and
• D−γ
+∞i,+∞
l
on the inner cap of S1
+∞i,+∞l
.
We denote the deformed linear operator by D˜i In the definition of C and Wi,
we replace Di with D˜i, and we get vector spaces C˜ and W˜i.
Restriction to the inner cups defines linear maps from [D˜i] to [D+γ−∞i,j
l
],
[D+γ−∞i,−∞
l
], [D−γ
+∞i,j
l
] and [D−γ
+∞i,+∞
l
]. Therefore there exist linear maps from
C˜1 ⊕ C˜2 ⊕ · · · ⊕ C˜m to the following vector spaces.
[D−γ−∞i,j
l
] ×
KerAγ−∞i,j
l
[D+γ−∞i,j
l
], [D−γ−∞i,−∞
l
] ×
KerAγ−∞i,−∞
l
[D+γ−∞i,−∞
l
],
[D−γ
+∞i,j
l
] ×
KerAγ
+∞i,j
l
[D+γ
+∞i,j
l
], [D−γ
+∞i,+∞
l
] ×
KerAγ
+∞i,+∞
l
[D+γ
+∞i,+∞
l
].
They define linear maps from W˜1 ⊕ W˜2 ⊕ · · · ⊕ W˜m to the same vector spaces.
The above vector spaces have the complex orientations.
We regard the vector space
R⊕ TS1 ⊕ T c˜il ⊕ [D˚+γ−∞i,−∞
l
]
as a subspace of
[D−γ−∞i,−∞
l
] ×
KerAγ−∞i,−∞
l
[D+γ−∞i,−∞
l
]
by regarding R ⊕ TS1 ⊕ T c˜il ⊂ R ⊕ TP ∼= KerAγ−∞i,−∞
l
as a subspace of the
above space by a right inverse of the surjection
[D−γ−∞i,−∞
l
] ×
KerAγ−∞i,−∞
l
[D+γ−∞i,−∞
l
]→ KerAγ−∞i,−∞
l
.
We define its orientation by the direct sum of the complex orientation of R ⊕
TS1 = T (R× S1), the orientation of the ordered simplicial complex c˜il, and the
orientation θD
cil
of [D˚+γ−∞i,−∞
l
].
We define the orientations of the following spaces similarly.
[D˚−γ
+∞i,+∞
l
]⊕ R⊕ TS1 ⊕ T η˜il ⊂ [D−γ
+∞i,+∞
l
] ×
KerAγ
+∞i,+∞
l
[D+γ
+∞i,+∞
l
],
[D˚−γ
+∞i,j
l
]⊕ R⊕ TS1 ⊕ T ˜i,jl ⊕ R⊕ TS1 ⊕ [D˚+γ−∞j,i
l
]
⊂ ([D−γ
+∞i,j
l
] ×
KerAγ
+∞i,j
l
[D+γ
+∞i,j
l
])
⊕ ([D−γ−∞j,i
l
] ×
KerAγ−∞j,i
l
[D+γ−∞j,i
l
]).
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For each marked point zi,l, the orientation of Tx
i
l ⊕ R ⊂ T Yˆ is defined by
the orientation of the cycle xil and the positive orientation of R. The orientation
of T Yˆ is defined by the complex orientation. The tangent space of (V 1 × V 2 ×
· · · × V m)((˘i,jl ),(c˘il),(xij),(η˘il )) is isomorphic to the fiber product
(W˜1 ⊕ W˜2 ⊕ · · · ⊕ W˜m)?, (77)
where
? =
⊕
(i,j),l
([D˚−γ
+∞i,j
l
]⊕ R⊕ TS1 ⊕ T ˜i,jl ⊕ R⊕ TS1 ⊕ [D˚+γ−∞j,i
l
])
⊕
⊕
i,l
(R⊕ TS1 ⊕ T c˜il ⊕ [D˚+γ−∞i,−∞
l
])⊕
⊕
i,l
(R∂σ ⊕ Txil)
⊕
⊕
i,l
([D˚−γ
+∞i,+∞
l
]⊕ R⊕ TS1 ⊕ T η˜il).
We give the above space the orientation of fiber product. (The order of each
direct sum
⊕
is the lexicographic order.) This orientation and the complex
orientation of the obstruction bundle E = E1 ⊕ E2 ⊕ · · · ⊕ Em define the
orientation of the fiber product as a pre-Kuranishi space. (The orientation of
the zero set of the perturbed multisection on (V,E) is defined by deleting the
vector space E from the tangent space of V .) We note that the parity of the
dimension of W˜1 ⊕ W˜2 ⊕ · · · ⊕ W˜m is equal to the parity of m since each W˜i
has odd dimension.
We need to check that this orientation is compatible with the embeddings
of Kuranishi neighborhoods. First we note that in (77), ? is independent of the
Kuranishi neighborhood. Hence it is enough to compare the orientations of each
W (or W˜).
For the convenience of the computation of orientations, we may change the
definition of the map s0 : Vˆ → Rk ⊕⊕z++β R2 from (44) to
s0(a, b, x) = (σi, p
′ ◦ (θ−1σi × 1) ◦ Φa,b(ξx)(Z++β (a)))
where σi = σ ◦ Φa,b(ξx)(R˜i(a)), and each θσi : R → R is defined by θσi(s) =
s + σi. (Note that V = {s0 = 0} does not change.) Let C ⊂ T(0,b0,0)Vˆ be
the tangent space of R-translations. Then the restriction of the differential of
s0 gives an isomorphism C ∼= Rk ⊕ 0 ⊂ Rk ⊕⊕z++β R2, and the differentials
of s or the evaluation maps at marked points or limit circles vanish on C. We
note that under this identification C ∼= Rk, the restriction of the differential of
(bµ1 , . . . , bµk−1) to C is (t1, t2, . . . , tk) 7→ (t1 − t2, t2 − t3, . . . , tk−1 − tk) : C ∼=
Rk → Rk−1. It is clear that the definition of the orientation does not depend
on the choice of the family of sections Rˆj or the choice of the coordinates of the
neighborhoods of joint circles of Σ0 used for the definition of the asymptotic
parameters bµ.
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We consider the situation discussed in Section 5.4, and compare the orien-
tation of W1 for (V1, E1, s1, ψ1) and W2 for (V2, E2, s2, ψ2) at q0.
First we consider the case where q0 = p1 = p2. We may assume that we
have used the same coordinates of the neighborhoods of joint circles of Σ1 = Σ2
for the definition of the asymptotic parameters b1µ and b
2
µ. The compatibility
of the orientation in this case is essentially because all the differences have the
complex orientations. To see this more precisely, it is convenient to consider
the following intermediate Kuranishi neighborhood. Let (P˜3 → X˜3, Z) be the
local universal family of (Σ1, z1 ∪ z+2 ∪ z++1 ∪ z++2 ) and let λ3 : E03 = E02 →
C∞(P˜3 × Y,
∧0,1
V ∗P˜3 ⊗ (R∂σ ⊕ TY )) be the pull back of λ2. Let R˜3,1j , R˜3,2j :
X˜3 → P˜3 be the pull backs of R˜1j , R˜2j . Then, using the parameter space X˚3 ⊂
X˜3 ×
∐
joint circles Rµ and λ3, we can construct a Kuranishi neighborhood of
p1 = p2, where in this case, for the definition of V3 = {s03 = 0}, we use s03 :
Vˆ 03 → Rk ⊕
⊕
z1,β++
R2 ⊕⊕z2,β++ R2 defined by
s30(a, b, x) = (σ
1
i , p
′ ◦ (θ−1
σ1i
× 1) ◦ Φa,b(ξx)(Z++1,β (a)),
p′ ◦ (θ−1
σ2i
× 1) ◦ Φa,b(ξx)(Z++β (a))),
where σli = σ ◦ Φa,b(ξx)(R˜3,li (a)) for l = 1, 2. It is clear that we can define
the embeddings from V1 and V2 to V3 as in Section 5.4. Then T(0,b0,0)Vˆ3 =
T(0,b0,0)Vˆ1 ⊕ F , where F is the tangent of the parameters for the additional
marked points (z+2 \ z+1 ) ∪ z++2 . It is clear that the projection of the restriction
of s30 × s3 gives an isomorphism of complex vector spaces
F
∼=→
⊕
z2,β++
R2 ⊕
⊕
z+∈z+2 \z+1
R2.
(Recall that the complex orientations of R2 ∼= T Yˆ /TS′2 or R2 ∼= T Yˆ /T (R×S2)
are defined by the almost complex structure of Yˆ .) This implies that the pair of
vector spaces (TV3, E3) is isomorphic to (TV1 ⊕ F ′, E1 ⊕ F ′) for some complex
vector space F ′. Similar condition is satisfied for the embedding V2 ↪→ V3.
Therefore, the embedding preserves the orientation.
Next we consider the case where q0 = p2 and all the data for the construction
of (V2, E2, s2, ψ2) are the restriction of those for (V1, E1, s1, ψ1). We assume that
the i-th floor and the (i + 1)-th floor of p1 are glued into one floor in p2 and
the others are not. We may assume that (Rˆ21, . . . , Rˆ
2
k2
) = (Rˆ11,
i
ˇ. . ., Rˆ1k1). Let
Cl ⊂ T Vˆl be the tangent space of R-translations for each l = 1, 2. Then it is
easy to see that C1 ∼= C2 ⊕R and the sign of b1µi and σ1i (= σ ◦Φ1a,b(ξx)(R˜1i (a))
at (a, b, x) ∈ Vˆ1) coincide on this R. Since the orientation of Wl are defined by
subtracting vector space (Rkl ⊕⊕z++l R2) from TX˚l × Cl and the subtractions
are from the left, this implies that the embedding preserves the orientation.
The general case is covered by the combination of the above two cases.
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Furthermore, the orientation is independent of the choice of the lifts of cil, η
i
l
and i,jl under the natural isomorphism. Hence we may denote the above fiber
product pre-Kuranishi space by Mm((ˆi,jl ),(cˆil),(xil),(ηˆil )).
The algebras of SFT are constructed by the virtual fundamental chains of
the zero-dimensional component of these fiber product pre-Kuranishi spaces,
and the algebraic properties of them are proved by the equation corresponding
to the boundary of the one-dimensional component of the fiber products. First
we study the boundary ofM((cˆl),(xl),(ηˆl)). It consists of several parts, and some
of them are due to the splitting in R-direction, and the others are due to the
boundaries of the simplices cl and ηl.
We consider the former. For each Kuranishi neighborhood (V,E, s, ψ) of Mˆ,
each of these parts corresponds to the subspace {ρµ = 0; for some (and all) µ ∈
Mi} of V . (Mi is the set of the indices of joint circles between the i-th floor and
the (i+ 1)-th floor.) We note that the normal direction is κi = −Lµ log ρµ + bµ
(µ ∈Mi) and κ−1i = 0 defines the boundary.
As we have seen in Section 6.3 (related to the second compatibility condition
of the multisection), the curve corresponding to each zero of the multisection
in this boundary is determined by two curves and a family of diffeomorphisms
between some of their limit circles. Assume that a +∞-limit circle S1+∞(1,2),l ⊂
Σ1 and a −∞-limit circle S1−∞(2,1),l ⊂ Σ2 are identified by a diffeomorphism
φ(1,2),l : S
1
+∞(1,2),l → S1−∞(2,1),l . φ(1,2),l is determined by a pair of the coordi-
nates φ+∞(1,2),l : S
1 → S1+∞(1,2),l of S1+∞(1,2),l and φ−∞(2,1),l : S1 → S1−∞(2,1),l of
S1−∞(2,1),l such that piY ◦u1 ◦φ+∞(1,2),l = piY ◦u2 ◦φ−∞(2,1),l in P . (Namely, this
pair corresponds to φ(1,2),l = φ−∞(2,1),l ◦ φ−1+∞(1,2),l .) For any g ∈ S1 ⊂ AutS1,
(φ+∞(1,2),l ◦ g, φ−∞(2,1),l ◦ g) and (φ+∞(1,2),l , φ−∞(2,1),l) correspond to the same
diffeomorphism.
Assume that piY ◦ u1|S1φ+∞(1,2),l (= piY ◦ u2|S1φ−∞(2,1),l ) is contained in Int ζ
for some top-dimensional simplex ζ of P . (Note that this assumption is satisfied
if we restrict to the case of the boundary of the one-dimensional component of
M((cˆl),(xl),(ηˆl)). This is due to the first condition of the multisection in Section
6.3.) Let ζ˜ ⊂ P be a lift of ζ. Then we can choose a pair of the coordinates
(φ+∞(1,2),l , φ−∞(2,1),l) such that piY ◦u1◦φ+∞(1,2),l ∈ ζ˜. For each diffeomorphism
φ(1,2),l : S
1
+∞(1,2),l → S1−∞(2,1),l , the number of such representatives is mζ , where
mζ is the multiplicity of the periodic orbits in Int ζ. (The number of different
diffeomorphisms S1+∞(1,2),l → S1−∞(2,1),l is also mζ .)
Define a chain ∆˜P (not a cycle) in P × P by
∆˜P =
∑ 1
mζ
θ
tD
ζ˜
(∆∗ζ˜)θDζ˜ ,
where the sum is taken over all top-dimensional simplices of K, including the
simplices contained in P
bad
. As in the definition of ∆∗[P ], θDζ˜ is an arbitrary
fixed orientation of p∗2SD on Int ∆∗ζ˜, and θ
tD
ζ˜
is the orientation of p∗1S
tD defined
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by θD
ζ˜
and θP
ζ˜
. Then by the above argument, the part of the boundary of the
zero-dimensional component ofM((c˘l),(xl),(η˘l)) corresponding to the splitting in
R-direction is the zero-dimensional component of
−
∑
(−1)∗M2
(e
∆˜
P ,(c˘il),(x
i
l),(η˘
i
l ))
where the sum is taken over all decompositions
{c˘l} = {c˘1l } unionsq {c˘2l }, {xl} = {x1l } unionsq {x2l }, {η˘l} = {η˘1l } unionsq {η˘2l }
as sets, and the order of each (c˘il)l is defined by the order of (c˘l)l. The orders
of (xil)l or (η˘
i
l)l are similar. ∗ is the weighted sign of the permutation(
(c˘1l )l(c˘
2
l )l (x
1
l )l(x
2
l )l (η˘
1
l )l(η˘
2
l )l
(c˘l)l (xl)l (η˘l)l
)
,
where weighted sign is defined as follows. The weighted sign of the transposition
(a, b) is defined by deg a · deg b ∈ Z/2, where the degree is defined by deg cθDc =
deg(cθDc )
∗ = dim c + dim[D˚+γ ] (γ ∈ |c|) and deg s = codimY |s|. The weighted
sign of a general permutation is defined by the product of the weighted sign
of the transpositions whose product coincides with the permutation. e∆˜P =
1 + ∆˜P +
1
2 (∆˜P , ∆˜P ) + · · · is the exponential.
We claim that the virtual fundamental chain of the zero-dimensional com-
ponent of the above pre-Kuranishi space does not change if we replace ∆˜P with
the sum taken over the top-dimensional simplices ζ of K not contained in P
bad
.
This is because if piY ◦u1 ◦φ+∞(1,2),l ∈ Int ζ˜ and ζ is contained in P
bad
, then the
curve obtained by the pair of coordinates (φ+∞(1,2),l , φ−∞(2,1),l ◦ g1/mζ ) instead
of (φ+∞(1,2),l , φ−∞(2,1),l) (g1/mζ ∈ AutS1 is the translation by 1/mζ) is also a
zero of the multisection, but its orientation is opposite.
Similarly, in the parts of the boundary of M((cˆl),(xl),(ηˆl)) due to the bound-
aries of the simplices of cl and ηl, the parts of the boundaries of cl and ηl
contained in P
bad
do not affect the virtual fundamental chain.
Therefore,
0 = [∂M((cˆl),(xl),(ηˆl))]0
= −[M∂((cˆl),(xl),(ηˆl))]0 −
∑
(−1)∗[M2(e∆∗[P ],(cˆil),(xil),(ηˆil ))]0, (78)
where [·]0 denotes the virtual fundamental chain of the zero-dimensional com-
ponent, and ∂((cˆl), (xl), (ηˆl)) is defined by
∂((cˆl), (xl), (ηˆl))
=
∑
j
(−1)
∑
l<j |cˆl|((cˆ1, . . . , ∂cˆj , . . . , cˆl−), (xl), (ηˆl))
+
∑
j
(−1)
∑
l |cˆl|+
∑
l |xl|⊥+
∑
l<j |ηˆl|((cˆl), (xl), (ηˆ1, . . . , ∂ηˆj , . . . , ηˆl+)),
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where |x|⊥ = codimY x.
Similarly, it is easy to see that for any ((cˆl), (xl), (ηˆl)) and (ˆ
i,j
l ),
0 =
∑
?m
(−1)∗[∂(Mm((ˆi,jl ),(cˆil),(xil),(ηˆil )))]0
= (−1)m
∑
?m
(−1)∗[Mm∂((ˆi,jl ),(cˆil),(xil),(ηˆil ))]0
+
∑
1≤i0≤m
?m+1
(−1)∗+i0[Mm+1((e∆∗[P ])i0,i0+1∪(τi0 ˆi,jl ),(cˆil),(xil),(ηˆil ))]0, (79)
where the sum of ?m is taken over all decompositions
{cˆl} =
∐
i
{cˆil}, {xl} =
∐
i
{xil}, {ηˆl} =
∐
i
{ηˆil}
as sets, and ∗ is the weighted sign of the permutation(
(cˆ1l )l · · · (cˆml )l (x1l )l · · · (xml )l (ηˆ1l )l · · · (ηˆml )l
(cˆl)l (xl)l (ηˆl)l
)
.
τi0 ˆ
i,j
l is defined by
τi0a
i,j =

ai+1,j+1 i0 < i < j
ai0,j+1 + ai0+1,j+1 i = i0 < j
ai,j+1 i < i0 < j
ai,i0 + ai,i0+1 i < j = i0
ai,j i < j < i0
,
where ai,j means the fiber product with a at a +∞-limit circle of i-th holo-
morphic building and a −∞-limit circle of j-th holomorphic building. Unfortu-
nately, equation (78) is not the equation forM((cˆl),(xl),(ηˆl))’s in the Bott Morse
case since the second term cannot be written as a function of M((cˆl),(xl),(ηˆl))’s.
(The diagonal ∆∗[P ] cannot be written as a linear combination of products of
simplices in K.) To obtain a meaningful equation, we add correction terms to
M((cˆl),(xl),(ηˆl)) as follows. The addition of these correction terms are equivalent
to count the cascades in [3].
Let (cˆl) be a family of chains in C∗(P , P
bad
;SD ⊗ Q), let (xl) be a family
of simplices in K0, and let (αl) be a family of cochains in C
∗(P , P
bad
;SD ⊗Q)
with compact supports. Then for such a family ((cˆl), (xl), (αl)), we define a
pre-Kuranishi spaceM((cˆl), (xl), (αl)) (or a linear combination of pre-Kuranishi
spaces) by
M((cˆl), (xl), (αl)) =M((cˆl),(xl),([P ]∩αl))
+
∞∑
m=2
∑
?m
(−1)∗Mm(Fm,(cˆil),(xil),([P ]∩αil)),
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where the sum of ?m is taken over all decompositions
{cˆl} =
∐
i
{cˆil}, {xl} =
∐
i
{xil}, {αl} =
∐
i
{αil}
as sets, and the order of each (cˆil)l is defined by the order of (cˆl)l. The orders
of (xil)l or (α
i
l)l are similar. ∗ is the weighted sign of the permutation(
(cˆ1l )l · · · (cˆml )l (x1l )l · · · (xml )l (α1l )l · · · (αml )l
(cˆl)l (xl)l (αl)l
)
.
(Fm)m≥2 is an appropriate family of linear combinations of
((ρ∗[P ])i,j , . . . , (ρ∗[P ])i,j , 
i,j
P
, . . . , i,j
P
, (∆∗[P ])i,j , . . . , (∆∗[P ])i,j)1≤i<j≤m
defined in the next section. The first term M(cˆl),(xl),([P ]∩αl) is the main term,
and the second is for the correction of the difference between [P ] and ρ∗[P ].
Note that if (Σi, zi, ui, φi)1≤i≤m is in the zero set of the perturbed multi-
section of the zero-dimensional component of Mm(Fm,(cˆil),(xil),([P ]∩αil)), then each
Σi is connected. This is because the multisection of Mm(Fm,(cˆil),(xil),([P ]∩αil)) is
the pull back of that of (M̂#, K˚2)m
(F¯m,(c¯i),(x¯i),([P ]∩α¯i)), and its dimension is < 0
if some Σi is disconnected. In particular, the genus of each Σi is ≥ 0. Since
the total number of (ρ∗[P ])i,j , 
i,j
P
and (∆∗[P ])i,j (1 ≤ i < j ≤ m) contained
in each term of Fm is ≥ m − 1 (in fact, the number of P is m − 1), the gen-
era of the sequences of curves (Σi, zi, ui, φi)1≤i≤m corresponding to the zeros
of the multisection of the zero-dimensional component ofMm(Fm,(cˆil),(xil),([P ]∩αil))
are ≥ 0.
Remark 6.6. We do not know whether or not we can choose (Fm)m≥2 so that
all sequences of holomorphic buildings in the zero-dimensional part of the fiber
productsMm(Fm,(cˆil),(xil),([P ]∩αil)) are connected (in the appropriate sense). How-
ever, for the construction of the algebras, it is enough to show that their genera
are ≥ 0.
In the next section, we prove that if we choose an appropriate family (Fm)m≥2,
then the following equation holds true.
0 = [∂M((cˆl), (xl), (αl))]0
= −[M(∂((cˆl), (xl), (αl)))]0
+
∑

(−1)∗ 1
k!
[M((cˆ1l ), (x1l ), (α1l ) ∪ (dˆ∗1, dˆ∗2, . . . , dˆ∗k))]0
× [M((dˆk, dˆk−1, . . . , dˆ1) ∪ (cˆ2l ), (x2l ), (α2l ))]0 (80)
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∂((cˆl), (xl), (αl)) is defined by
∂((cˆl), (xl), (αl))
=
∑
j
(−1)
∑
l<j |cˆl|((cˆ1, . . . , ∂cˆj , . . . , cˆl−), (xl), (αl))
+
∑
j
(−1)
∑
l |cˆl|+
∑
l |xl|⊥+
∑
l<j |αl|((cˆl), (xl), (α1, . . . , ∂αj , . . . , αl+)),
where ∂α is defined by ∂α = (−1)|α|δα = (−1)|α|α ◦ ∂. The sum  of the last
term is taken over all decompositions
{cˆl} = {cˆ1l } unionsq {cˆ2l }, {xl} = {x1l } unionsq {x2l }, {αl} = {α1l } unionsq {α2l }
as sets, k ≥ 0, and all sequences of simplices dl of K not contained in P bad.
(We fix θDd for each simplex d and define dˆ = dθ
D
d .) The sign ∗ of the last term
is the weighted sign of the permutation(
(cˆ1l )l (x
1
l )l (α
1
l )l (cˆ
2
l )l (x
2
l )l (α
2
l )l
(cˆl)l (xl)l (αl)l
)
.
For the proof of equation (80), we use the fact∑
d
([P ] ∩ (dˆ)∗)⊗ dˆ = ρ∗[P ].
6.5 Construction of the correction terms
In this section, we construct (Fm)≥2 used for the definition of the correction
terms in M((cˆl), (xl), (αl)), and prove the equation (80). For that sake, we
consider an algebra modeled on the splitting of holomorphic buildings.
For m ≥ 2, let Am =
⊕m(m−1)
2
n=0 A
n
m be the Z-graded super-commutative
algebra with coefficient Q generated by the variables ρ(ei,ej), ∆(ei,ej) and (ei,ej)
(1 ≤ i < j ≤ m), where the Z-grading is defined by dim ρ(ei,ej) = dim ∆(ei,ej) =
0 and dim (ei,ej) = 1. ρ, ∆ and  are variables corresponding to ρ∗[P ], ∆∗[P ],
and P respectively. In particular, the parity of the dimension of a monomial
in Am coincides with that of the corresponding product of simplices. (We call
n dimension in order to distinguish it from the degree m.) We sometimes use
the following notation: x(
∑
i aiei,
∑
i biei)
=
∑
i,j aibjx(ei,ej), where x is ρ, ∆ or
. For m = 1, we define A1 = Q.
For each m ≥ 2, the differential ∂′ : Am → Am is defined by ∂′(a,b) =
(−1)m(ρ(a,b) − ∆(a,b)) and ∂′ρ(a,b) = ∂′∆(a,b) = 0. For m = 1, we define
∂′ = 0 : A1 → A1.
We define homomorphisms τi : Am → Am+1 (1 ≤ i ≤ m, m ≥ 2) by
τi(x(a,b)) = x(τˆi(a),τˆi(b)), where each τˆi is defined by
τˆi(ej) =

ej j < i
ei + ei+1 j = i
ej+1 j > i
.
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For example,
τ2(∆(e1,e2)(e2,e3)) = (∆(e1,e2) + ∆(e1,e3))((e2,e4) + (e3,e4)).
For m = 1, we define τ1 = idQ. For i > m, we define τi = 0 : Am → Am+1.
We also define homomorphisms  : Am ⊗Am′ → Am+m′ (m,m′ ≥ 1) by
(f ⊗ g) = (−1)(m−1)m′f · exp(ρ(∑1≤i≤m ei,∑m+1≤j≤m+m′ ej)) · g+m
where g+m is the image of g by the homomorphism Am′ → Am+m′ defined by
x(ei,ej) 7→ x(ei+m,ej+m). For example, if m = 2 and m′ = 2, then
(∆(e1,e2) ⊗ ρ(e1,e2)(e1,e2))
= ∆(e1,e2)ρ(e3,e4)(e3,e4) exp(ρ(e1,e3) + ρ(e1,e4) + ρ(e2,e3) + ρ(e2,e4)).
Define a linear subspace A¨m ⊂ Am as follows. (It is not an ideal.) For each
1 ≤ i ≤ m− 1 and each monomial
f = x
(1)
(a1,b1)
x
(2)
(a2,b2)
. . . x
(n)
(an,bn)
,
(each x(j) is ρ, ∆ or ) such that (aj , bj) 6= (ei, ei+1) for all 1 ≤ j ≤ n, we define
a monomial
f (ei,ei+1) = x
(1)
(a′1,b
′
1)
x
(2)
(a′2,b
′
2)
. . . x
(n)
(a′n,b′n)
by permuting ei and ei+1 appearing in {aj , bj}. A¨m ⊂ Am is the subspace
spanned by f + f (ei,ei+1) for all such pairs of i and f .
Define Am = Am/A¨m. It is not an algebra, but the following maps are
well defined. (Namely, the corresponding maps on Am or Am ⊗Am′ induce the
following maps.)
∂′ : Am → Am (m ≥ 1)
m∑
i=1
(−1)ie∆(ei,ei+1)τi : Am → Am+1 (m ≥ 1)
 : Am ⊗Am′ → Am+m′ (m,m′ ≥ 1)
The well-definedness of the first and the third maps are easy to see. The well-
definedness of the second is proved as follows. If f ∈ Am does not contain any
xei0 ,ei0+1 (x = ρ,∆, ), then
m∑
i=1
(−1)ie∆(ei,ei+1)τi(f + f (ei0 ,ei0+1))
=
∑
i6=i0,i0+1
(−1)i((e∆(ei,ei+1)τif) + (e∆(ei,ei+1)τif)(τˆi(ei0 ),τˆi(ei0+1)))
+ (−1)i0e∆(ei0 ,ei0+1)τi0(f + f (ei0 ,ei0+1))
+ (−1)i0+1e∆(ei0+1,ei0+2)τi0+1(f + f (ei0 ,ei0+1)).
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The sum of the last two terms of the right hand side is an element of A¨m+1
since(
e
∆(ei0 ,ei0+1)τi0f
)(ei0+1,ei0+2) = (e∆(ei0+1,ei0+2)τi0+1(f (ei0 ,ei0+1)))(ei0 ,ei0+1)
and(
e
∆(ei0 ,ei0+1)τi0(f
(ei0 ,ei0+1))
)(ei0+1,ei0+2) = (e∆(ei0+1,ei0+2)τi0+1f)(ei0 ,ei0+1).
Hence
∑m
i=1(−1)ie∆(ei,ei+1)τi : Am → Am+1 is well defined.
Let A = (⊕∞m=1Am−1m )∧ be the completion with respect to the degree m.
We also define A′ = (⊕∞m=2Am−2m )∧. In this section, we prove that the map
A → A′ defined by
F 7→ ∂′F +
∑
i
(−1)ie∆(ei,ei+1)τiF +(F ⊗ F )
has a zero F = F1 + F2 + · · · ∈ A such that F ≡ 1 ∈ A/(
⊕∞
m=2Am−1m )∧ ∼= A1.
Equation (80) holds for such a zero F if we replace the variables ρ(ei,ej),
(ei,ej) and ∆(ei,ej) with (ρ∗[P ])
i,j , i,j
P
and (∆∗[P ])i,j respectively. This can be
seen as follows.
Equation (79) implies that for any Fm ∈ Am−1m and ((cˆl), (xl), (αl)),∑
?m
(−1)∗∂′(Mm(Fm,(cˆil),(xil),([P ]∩αil)))
= −
∑
?m
(−1)∗Mm(Fm,∂((cˆil),(xil),([P ]∩αil)))
+
∑
?m
(−1)∗Mm(∂′Fm,(cˆil),(xil),([P ]∩αil))
+
∑
?m+1
(−1)∗Mm+1(∑i(−1)ie∆(ei,ei+1)τiFm,(cˆil),(xil),([P ]∩αil)),
On the other hand, for any ((cˆil)1≤i≤m+m′ , (x
i
l)1≤i≤m+m′ , (α
i
l)1≤i≤m+m′), Fm ∈
Am−1m and Fm′ ∈ Am
′−1
m′ ,∑
(−1)∗ 1
k!
[Mm(Fm,(cˆil)mi=1,(xil)mi=1,([P ]∩αil)mi=1∪((dˆ∗1)m,...,(dˆ∗k)m))]
0
· [Mm
′
(Fm′ ,((dˆk)1,...,(dˆ1)1)∪(cˆi+ml )m
′
i=1,(x
i+m
l )
m′
i=1,([P ]∩αi+ml )m
′
i=1)
]0
= [Mm+m
′
(−(Fm⊗Fm′ ),(cˆil)m+m
′
i=1 ,(x
i
l)
m+m′
i=1 ,([P ]∩αil)m+m
′
i=1 )
]0,
where the sum is taken over all k ≥ 0 and all sequences of simplices dl ∈ K such
that dl 6⊂ P bad, and ∗ is the weighted sign of the permutation(
(cˆil)1≤i≤m (x
i
l)1≤i≤m (α
i
l)1≤i≤m (cˆ
i+m
l )1≤i≤m′ (x
i+m
l )1≤i≤m′ (α
i+m
l )1≤i≤m′
(cˆil)1≤i≤m+m′ (x
i
l)1≤i≤m+m′ (α
i
l)1≤i≤m+m′
)
.
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These equations imply that equation (80) holds for a zero F . The quotient space
Am = Am/A¨m corresponds to the fact that we can permute the i-th holomorphic
building and (i + 1)-th holomorphic building in (M× · · · ×M)((li,j),(li,±),(µi))
if li,i+1 = 0.
Note that the homology of ∂′ : A∗m → A∗m is zero at ∗ 6= 0. This is because
that Ku¨nneth formula implies that the homology of A∗m ∼= (A∗2)⊗
m(m−1)
2 is zero
at ∗ 6= 0, and there exists a splitting T : A∗m → A∗m. The splitting T is defined
as follows. For a monomial
f = x
(1)
(a1,b1)
x
(2)
(a2,b2)
. . . x
(n)
(an,bn)
,
we define a subgroup Sf ⊂ Sm by
Sf = {σ ∈ Sm;σ(aj) < σ(bj) for all j}.
Then Tf is defined by
Tf =
1
#Sf
∑
σ∈Sf
signσ · x(1)(σ(a1),σ(b1))x
(2)
(σ(a2),σ(b2))
. . . x
(n)
(σ(an),σ(bn))
.
Starting with F1 = 1 ∈ A1, we inductively construct F≤m = F1 + · · ·+Fm ∈⊕m
l=1Al−1l such that
∂′F≤m +
∑
i
(−1)ie∆(ei,ei+1)τiF≤m−1 +(F≤m−1 ⊗ F≤m−1) ≡ 0 (81)
in A′/(⊕∞l=m+1Al−2l )∧. First we define F≤2 = F1 + F2 ∈ A1 ⊕A12 by
F≤2 = 1− 1
k!
∞∑
k=1
( (e1,e2)∆(e1,e2) · · ·∆(e1,e2)︸ ︷︷ ︸
k
+ ρ(e1,e2)(e1,e2)∆(e1,e2) · · ·∆(e1,e2)︸ ︷︷ ︸
k
+ · · ·+ ρ(e1,e2) · · · ρ(e1,e2)(e1,e2)︸ ︷︷ ︸
k
)
It is easy to check that this satisfies equation (81) for m = 2.
Next assuming that we have already constructed F≤m−1 ∈
⊕m
l=1Al−1l , we
need to prove that there exists a required F≤m (m ≥ 3). Since ∂′ is exact at
n ≥ 1, it is enough to show that
∂′
(∑
i
(−1)ie∆(ei,ei+1)τiF≤m−1 +(F≤m−1 ⊗ F≤m−1)
)
≡ 0 (82)
in (
⊕∞
l=3Al−3l )∧/(
⊕∞
l=mAl−3l )∧.
Since F≤m−1 = F1 + · · ·+ Fm−1 satisfies
∂′F≤m−1 +
∑
i
(−1)ie∆(ei,ei+1)τiF≤m−1 +(F≤m−1 ⊗ F≤m−1) ≡ 0
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in A′/(⊕∞l=mAl−2l )∧, we see that
∂′
(∑
i
(−1)ie∆(ei,ei+1)τiF≤m−1 +(F≤m−1 ⊗ F≤m−1)
)
=
∑
i
(−1)i+1e∆(ei,ei+1)τi∂′F≤m−1 +
(
∂′F≤m−1 ⊗
∑
1≤j≤m−1
(−1)jFj
)
−(F≤m−1 ⊗ ∂′F≤m−1)
=
∑
i
(−1)ie∆(ei,ei+1)τi
(∑
j
(−1)je∆(ej ,ej+1)τjF≤m−1 +(F≤m−1 ⊗ F≤m−1)
)
−
((∑
i
(−1)ie∆(ei,ei+1)τiF≤m−1 +(F≤m−1 ⊗ F≤m−1)
)
⊗
∑
1≤j≤m−1
(−1)jFj
)
+
(
F≤m−1 ⊗
(∑
i
(−1)ie∆(ei,ei+1)τiF≤m−1 +(F≤m−1 ⊗ F≤m−1)
))
.
By direct calculation, it is easy to see that the following equations hold true.(∑
i
(−1)ie∆(ei,ei+1)τi
)
◦
(∑
j
(−1)je∆(ej ,ej+1)τj
)
= 0,
∑
i
(−1)ie∆(ei,ei+1)τi(f ⊗ g)−
((∑
i
(−1)ie∆(ei,ei+1)τif
)
⊗ (−1)deg gg
)
+
(
f ⊗
(∑
i
(−1)ie∆(ei,ei+1)τig
))
= 0,
(f ⊗(g ⊗ h))−((f ⊗ g)⊗ (−1)deg hh) = 0.
Therefore
∂′
(∑
i
(−1)ie∆(ei,ei+1)τiF≤m−1 +(F≤m−1 ⊗ F≤m−1)
)
≡ 0
in
⊕
l=3Al−3l /
⊕
l=mAl−3l , and we can construct a required F≤m = F1 + · · ·+
Fm ∈
⊕m
l=1Al−1l .
Remark 6.7. In fact, we do not need to use Am, and we can replace Am with
Am. However, for the construction of the correction terms for X in Section 7.4,
we need to use a counterpart of Am.
6.6 Construction of the algebras
Using the virtual fundamental chains of the 0-dimensional components of the
pre-Kuranishi spaces in the previous section, we construct the algebra of sym-
plectic field theory. We mainly follow the construction explained in [6]. First we
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consider general SFT. We do not consider the H2(Y ;Z)-grading or the H1(Y ;Z)-
grading for simplicity. (See the above paper for these gradings.)
For each simplex c of K not contained in P
bad
, we fix an orientation θDc and
define cˆ = cθDc . We use the following variables: qcˆ∗ and pcˆ for each simplex
c of K not contained in P
bad
, tx for each cycle x of K
0, and ~. The Z/2-
degrees of these variables are defined by |qcˆ∗ | = |pcˆ| = dim c+ ind D˚+γ (γ ∈ |c|),
|tx| = codimY x and |~| = 0. We define the energies of these variables by
e(qcˆ∗) = Lγ and e(pcˆ) = −Lγ for each c, where γ ∈ |c| is an arbitrary periodic
orbit and Lγ is its period, and e(tx) = e(~) = 0.
The algebra WY = W(Y,λ,KY ,K0Y ) is defined as follows. Its elements are
formal series ∑
(cˆ∗i ),(cˆ
′
i)
f(cˆ∗i ),(cˆ′i)(t, ~)qcˆ∗1qcˆ∗2 . . . qcˆ∗kq pcˆ′1pcˆ′2 . . . pcˆ′kp ,
where f(cˆ∗i ),(cˆ′i)(t, ~) ∈ R[[t, ~]] are formal series of the variables tx and ~, and the
infinite sum is taken over all pairs of sequences (cˆi) and (cˆ
′
i) with the following
Novikov condition: for any C ≥ 0, the number of the terms with∑i e(pcˆ′i) ≥ −C
is finite. (This is equivalent to the condition that for each sequence (cˆ′i), all but
finite sequences (cˆ∗i ) satisfy f(cˆ∗i ),(cˆ′i) = 0.) We sometimes use the following
notation: for a linear combination
∑
i ricˆi, we define p
∑
i ricˆi
=
∑
i ripcˆi . We
use the similar notation for variables q and t. The associative product ◦ of
WY is defined by the following commutative relations: all variables are super-
commutative except
[pcˆ, qα] = pcˆ ◦ qα − (−1)|pcˆ|·|qα|qα ◦ pcˆ = 〈cˆ, α〉~.
We often omit the symbol ◦ and denote the product f ◦ g by fg.
For each κ ≥ 0, we define a submodule W≤κY ⊂ WY by imposing the con-
dition
∑
i e(qcˆ∗i ) +
∑
i e(pcˆ′i) ≤ κ. (This condition is stronger than the Novikov
condition.) For each triple (C0, C1, C2), we define a submodule I
≤κ
C0,C1,C2
⊂ W≤κY
by
I≤κC0,C1,C2 =
{∑
a(xi),(cˆ∗i ),(cˆ′i),g tx1 . . . txkt qcˆ∗1 . . . qcˆ∗kq pcˆ
′
1
. . . pcˆ′kp
~g ∈ W≤κY ;
a(xi),(cˆ∗i ),(cˆ′i),g = 0 for all ((xi)
kt
i=1, (cˆ
∗
i ),
kq
i=1 (cˆ
′
i)
kp
i=1, g) such that
kt ≤ C0, g˜ ≤ C1 and
∑
e(pcˆ′i) ≥ −C2
}
,
where
g˜ = g +
1
2
(kt + kq + kp)−
∑
i e(qcˆ∗i ) +
∑
j e(pcˆ′j )
Lmin
.
(Lmin is the minimal period of the periodic orbits of Rλ.)
We note that
WY ∼= lim←−
C2
lim−→
κ
lim←−
C0,C1
W≤κY /I≤κC0,C1,C2 .
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The multiplication of WY defines the maps
W≤κ1Y /I≤κ1C0,C1+κ2L−1min,C2+κ2 ×W
≤κ2
Y /I
≤κ2
C0,C1+κ1L
−1
min,C2
→W≤κ1+κ2Y /I≤κ1+κ2C0,C1,C2 .
Let (~−1W≤0Y )+ ⊂ ~−1W≤0Y be the submodule defined by
(~−1W≤0Y )+
=
{∑
a(xi),(cˆ∗i ),(cˆ′i),g tx1 . . . txkt qcˆ∗1 . . . qcˆ∗kq pcˆ
′
1
. . . pcˆ′kp
~g ∈ ~−1W≤0Y ; g˜ ≥ 0
}
,
and (~−1W≤0Y )+C0,C1,C2 ⊂ (~−1W
≤0
Y )
+ be the submodule defined by
(~−1W≤0Y )+C0,C1,C2
=
{∑
a(xi),(cˆ∗i ),(cˆ′i),g tx1 . . . txkt qcˆ∗1 . . . qcˆ∗kq pcˆ
′
1
. . . pcˆ′kp
~g ∈ (~−1W≤0Y )+;
a(xi),(cˆ∗i ),(cˆ′i),g = 0 for all ((xi)
kt
i=1, (cˆ
∗
i ),
kq
i=1 (cˆ
′
i)
kp
i=1, g) such that
kt ≤ C0, g˜ ≤ C1 and
∑
e(pcˆ′i) ≥ −C2
}
for each triple (C0, C1, C2).
If we fix a triple (C0, C1, C2), then, choosing a compatible family of per-
turbations B of the multisections of finite number of pre-Kuranishi spaces and
using their virtual fundamental chains, we can define the generating function
H = H(Y,λ,KY ,K0Y ,K2Y ,J,B) = ~−1
∑
gHg~g ∈ (~−1W≤0Y )+/(~−1W≤0Y )+C0,C1,C2 by
Hg =
∑
kq,kt,kp≥0
1
kq!kt!kp!
[Mg(q, . . . ,q︸ ︷︷ ︸
kq
; t, . . . , t︸ ︷︷ ︸
kt
; p, . . . ,p︸ ︷︷ ︸
kp
)
]0
,
where q =
∑
c qcˆ∗ cˆ, t =
∑
x txx and p =
∑
c pcˆcˆ
∗ are formal series. We need to
check that H is indeed an element of (~−1W≤0Y )+, that is, every holomorphic
building satisfies ∑
j
Lγ+∞j −
∑
i
Lγ−∞i ≥ 0
and
g˜ = g +
1
2
(kt + kq + kp) +
∑
j Lγ+∞j −
∑
i Lγ−∞i
Lmin
≥ 1,
where g is its genus, kt, kq and kp are the numbers of its marked points, −∞-
limit circles, and +∞-limit circles respectively, and Lγ±∞i are the periods of the
periodic orbits on its limit circles. The former is because the left hand side is
the Eωˆ-energy. The latter is proved as follows. First note that g˜− 1 is additive
with respect to disjoint union or gluing at limit circles. Hence it is enough to
prove the case of a connected holomorphic building of height one. Assume that
there exists a connected holomorphic building (Σ, z, u, φ) of height one such that
g˜ < 1. Since g˜ < 1 implies g = 0 and kt ≤ 1, u is not a constant map. Since
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σ ◦u cannot attain a maximum at the interior, it implies that kp ≥ 1. Therefore
g˜ < 1 implies kq = 0 and kp = 1. However, this implies∑
j Lγ+∞j −
∑
i Lγ−∞i
Lmin
=
Lγ+∞1
Lmin
≥ 1,
which contradict the assumption g˜ < 1. ThereforeH is an element of (~−1W≤0Y )+.
We also note that H has the odd degree.
Define a differential δ :WY →WY by δqα = qδα, δtx = 0, δpcˆ = (−1)1+|cˆ|p∂cˆ
and δ~ = 0. (Note that this is well defined, that is, δ[pcˆ, qα] = 0.) Note the
following equations:∑
c
δqcˆ∗ cˆ =
∑
c
qcˆ∗∂cˆ,
∑
c
δpcˆcˆ
∗ =
∑
c
pcˆ∂cˆ
∗.
(Recall that we have defined ∂α by ∂α = (−1)|α|δα for a cochain α.) We also
define the differential δ on ~−1WY similarly. Then equation (80) implies
δH−H ◦H = 0 (83)
in (~−1W≤0Y )+/(~−1W≤0Y )+C0,C1,C2 .
For each four-tuple (κ,C0, C1, C2) such that C0 ≥ C0, C1 ≥ C1 + κLmin and
C2 ≥ C2 +κ, define a linear map DY = D(Y,λ,KY ,K0Y ,K2Y ,J,B) :W
≤κ
Y /I
≤κ
C0,C1,C2
→
W≤κY /I≤κC0,C1,C2 by
DY f = δf − [H, f ].
Then DY is a differential, that is,
D2Y = 0 (84)
DY (fg) = (DY f)g + (−1)|f |fDY g (85)
(84) is a consequence of (83). (85) holds if the multiplications are well defined.
Namely, for f ∈ W≤κ1Y /I≤κ1C0,C1+κ2L−1min,C2+κ2 and g ∈ W
≤κ2
Y /I
≤κ2
C0,C1+κ1L
−1
min,C2
,
(85) holds inW≤κ1+κ2Y /I≤κ1+κ2C0,C1,C2 . We denote the homology of the chain complex
(W≤κY /I≤κC0,C1,C2 , DY ) by H∗(W
≤κ
Y /I
≤κ
C0,C1,C2
, DY ) = KerDY / ImDY .
We will prove that the homology
H∗(W≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C1,C2 , D(Y,λ,KY ,K0Y ,K2Y ,J,B))
is independent of the choice of (KY ,K
0
Y ,K
2
Y , J,B) in Section 10 (Lemma 10.4).
Therefore we can define the limit
H∗(W
(Y,λ,K
0
Y )
, D
(Y,λ,K
0
Y )
)
= lim←−
C2
lim−→
κ
lim←−
C0,C1
H∗(W≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C1,C2 , D(Y,λ,KY ,K0Y ,K2Y ,J,B)).
(85) implies that this is an algebra. We will also prove that this is independent
of the choice of the contact form λ of the contact manifold (Y, ξ) in Section 10.
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Remark 6.8. We can use the spectral sequence defined by the filtration given by
the energy
∑
e(qcˆ∗i )+
∑
e(pcˆ′i) for eachH
∗(W≤κY /I≤κC0,C1,C2 , DY ) sinceW
≤κ
Y /I
≤κ
C0,C1,C2
is finite dimensional.
Next we briefly explain the construction of rational symplectic field theory.
Define a super-commutative algebra PY = P(Y,λ,KY ,K0Y ) by PY = WY |~=0. It
is regarded as a quotient of WY . Its (graded) Poisson structure is defined by
{f, g} = (~−1[f, g])|~=0
=
∑
c
(←−
∂ f
∂pcˆ
−→
∂ g
∂qcˆ∗
− (−1)|f ||g|
←−
∂ g
∂pcˆ
−→
∂ f
∂qcˆ∗
)
,
where
−→
∂ and
←−
∂ are differential from left and right respectively. It is easy to
check that it is indeed a Poisson structure, that is, it satisfies the following
equations:
{f, gh} = {f, g}h+ (−1)|f ||g|g{f, h},
{g, f} = −(−1)|f ||g|{f, g},
{{f, g}, h} = {f, {g, h}} − (−1)|f ||g|{g, {f, h}}.
The differential δ : PY → PY is defined similarly to the case of WY .
For each κ ≥ 0, we define a submodule P≤κY ⊂ PY by imposing the condition∑
i e(qcˆ∗i ) +
∑
i e(pcˆ′i) ≤ κ. For each triple (κ,C0, C2), We define a submodule
I≤κC0,C2 ⊂ P
≤κ
Y by
I≤κC0,C2 =
{∑
a(xi),(cˆ∗i ),(cˆ′i) tx1 . . . txkt qcˆ∗1 . . . qcˆ∗kq pcˆ
′
1
. . . pcˆ′kp
∈ P≤κY ;
a(xi),(cˆ∗i ),(cˆ′i) = 0 for all ((xi)
kt
i=1, (cˆ
∗
i ),
kq
i=1 (cˆ
′
i)
kp
i=1) such that
kt ≤ C0 and
∑
e(pcˆ′i) ≥ −C2
}
.
In this case the following holds true.
PY ∼= lim←−
C2
lim−→
κ
lim←−
C0
P≤κY /I≤κC0,C2 .
Note that the Poisson bracket induces the maps
P≤κ1Y /I≤κ1C0,C2+κ2 × P
≤κ2
Y /I
≤κ2
C0,C2+κ1
→ P≤κ1+κ2Y /I≤κ1+κ2C0,C2 .
More generally, the Poisson bracket induces the maps
(P≤κ◦1Y + I≤κ1C0,C2)/I
≤κ1
C0,C2+κ◦2
× (P≤κ◦2Y + I≤κ2C0,C2)/I
≤κ1
C0,C2+κ◦1
→ P≤κ1+κ2Y /I≤κ1+κ2C0,C2 (86)
for κ◦i ≤ κi (i = 1, 2). Note that for κ◦ ≤ κ and C◦ ≤ C, (P≤κ
◦
Y +I
≤κ
C0,C◦2
)/I≤κC0,C2
is the fiber product of P≤κ◦Y /I≤κ
◦
C0,C◦2
and P≤κY /I≤κC0,C2 over P
≤κ
Y /I
≤κ
C0,C◦2
.
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Equation (83) implies that H0 ∈ P≤0Y /I≤0C0,C2 satisfies
δH0 − 1
2
{H0,H0} = 0. (87)
in P≤0Y /I≤0C0,C2 .
For each triple (κ,C0, C2) such that C0 ≥ C0, C2 ≥ C2 + κ, define a linear
map dY = d(Y,λ,KY ,K0Y ,K2Y ,J,B) : P
≤κ
Y /I
≤κ
C0,C2
→ P≤κY /I≤κC0,C2 by
dY f = δf − {H0, f} (= DY f |~=0).
Then dY satisfies the following.
d2Y = 0, (88)
dY (fg) = (dY f)g + (−1)|f |fdY g (89)
dY {f, g} = {dY f, g}+ (−1)|f |{f, dY g}. (90)
(88) is due to (87). (89) and (90) hold if the multiplications or Poisson brackets
are well defined. We denote the cohomology of the complex (P≤κY /I≤κC0,C2 , dY )
by H∗(P≤κY /I≤κC0,C2 , dY ). We remark that (P
≤κ
Y /I
≤κ
C0,C2
, dY ) can be regarded as
a quotient of the chain complex of general symplectic cohomology by the ideal
(~). As in the case of general SFT, we will define rational SFT cohomology as
a limit
H∗(P
(Y,λ,K
0
Y )
, d
(Y,λ,K
0
Y )
)
= lim←−
C2
lim−→
κ
lim←−
C0
H∗(P≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C2 , d(Y,λ,KY ,K0Y ,K2Y ,J,B)).
Finally, we consider the construction of contact homology. We use the super-
commutative algebra AY = A(Y,λ,KY ,K0Y ) defined by AY = R[[t]](q). Its ele-
ments are written as ∑
(cˆi)
f(cˆi)(t)qcˆ∗1 . . . qcˆ∗kq ,
where f(cˆi)(t) ∈ R[[t]] are formal series of the variables tx and the sum is a finite
sum. For each κ ≥ 0, we define a submodule A≤κY ⊂ AY by
A≤κY = {
∑
(cˆi)
f(cˆi)(t)qcˆ∗1 . . . qcˆ∗kq ∈ AY ;
∑
i
|e(qcˆ∗i )| ≤ κ if f(cˆi)(t) 6= 0}.
For each C0 ≥ 0, we also define a submodule I≤κC0 ⊂ A
≤κ
Y by
I≤κC0 = {
∑
(xi),(cˆ∗i )
a(xi);(cˆ∗i )tx1 . . . txkt qcˆ∗1 . . . qcˆ∗kq ∈ A
≤κ
Y ; a(xi);(cˆ∗i ) = 0 for kt ≤ C0}.
Let
Ĥ0 =
∑
c
←−
∂ H0
∂pcˆ
∣∣∣∣
p=0
· pcˆ ∈ P≤0Y /I≤0C0,C2
217
be the homogeneous component of degree 1 with respect to the variables pcˆ.
Then equation (87) implies
δĤ0 − 1
2
{Ĥ0, Ĥ0} = 0 (91)
in P≤0Y /I≤0C0,C2 because ∂qcˆ∗ (H0|p=0) = 0 implies {·,H0|p=0} = 0. For each
pair (κ,C0) such that C0 ≥ C0 and C2 ≥ κ, define a linear map ∂Y =
∂(Y,λ,KY ,K0Y ,K2Y ,J,B) : A
≤κ
Y /I
≤κ
C0
→ A≤κY /I≤κC0 by
∂Y f = δf − {Ĥ0, f} (= dY f |p=0).
Then it satisfies the following equations:
∂2Y = 0, (92)
∂Y (fg) = (∂Y f)g + (−1)|f |f∂Y g. (93)
((92) is due to (91) and ((93) is satisfied if the multiplication is well defined.))
As in the other two theory, we define the contact homologies by their limit
H∗(A
(Y,λ,K
0
Y )
, ∂
(Y,λ,K
0
Y )
) = lim−→
κ
lim←−
C0
H∗(A≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0 , ∂(Y,λ,KY ,K0Y ,K2Y ,J,B)).
7 The case of holomorphic buildings for X
In this section, we construct the algebras for a symplectic manifold X with
cylindrical ends. First we explain the construction of a pre-Kuranishi structure
of the space of holomorphic buildings for X in Section 7.1. In Section 7.3, we
construct the perturbed multisections of its fiber products. We construct the
correction terms for X in Section 7.4 and finally we construct the algebras for
X in Section 7.5
7.1 Construction of pre-Kuranishi spaces for X
In this section, we construct a pre-Kuranishi structure of M̂X = M̂(X,ω, J).
The construction is almost the same as the case of the symplectization Yˆ .
First we explain the construction of a Kuranishi neighborhood of a point
p0 ∈ M̂(X,ω, J). As in the case of Yˆ , we assume the following data (p+0 , S =
(SX , SY ±), E
0, λ) are given:
• p+0 = (Σ0, z ∪ z+, u0) is a curve obtained by adding marked points on
the nontrivial components of Σ0. We assume all unstable components of
(Σ0, z ∪ z+) are trivial cylinders of p0, and G0 = Aut(Σ0, z, u0) preserves
z+ as a set.
• SX ⊂ X and SY ± ⊂ Y ± are finite unions of codimension-two submanifolds
such that u0 intersects with (−∞, 0) × SY − ∪ S ∪ (0,∞) × SY + at z+ ∩
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⋃
i(α)=0 Σα transversely, piY − ◦ u0 intersects with SY − at z+ ∩
⋃
i(α)<0 Σα
transversely, and piY + ◦ u0 intersects with SY + with at z+ ∩
⋃
i(α)>0 Σα
transversely.
• Let (Σˆ0, z ∪ z+ ∪ (±∞i)) be the stabilization of (Σˇ0, z ∪ z+ ∪ (±∞i)), and
let (Pˆ → Xˆ, Z ∪ Z+ ∪ Z±∞i) be its local universal family. G0 acts on
Pˆ by the universal property. Then we assume E0 is a finite dimensional
G0-vector space, and λ = (λX , λY − , λY +) is a family of G0-equivariant
linear maps λX : E
0 → C∞(Pˆ × X;∧0,1V ∗Pˆ ⊗ TX) and λY ± : E0 →
C∞(Pˆ×Y ±;∧0,1V ∗Pˆ⊗(R∂σ⊕TY ±)) which satisfies following conditions:
– λX and λY ± are related by
λX(h)|Pˆ×((−∞,−T ]×Y −)(z, σ, y) = λY −(h)(z, y)
λX(h)|Pˆ×([T,∞)×Y +)(z, σ, y) = λY +(h)(z, y)
for some T ≥ 0.
– For each h ∈ E0, the projections of the support of λX(h) or λY ±(h)
do not intersect with the nodal points of Pˆ or Z±∞i .
– Let E0 → C∞(Σ0,
∧0,1
T ∗Σ0 ⊗ u∗0TX) be the linear map defined by
the pullbacks of λX and λY ± by the composition of the blowing down
Σ0 → Σˇ0 and the forgetful map (Σˇ0, z ∪ z+)
∼=→ (Pˆ0, Z(0) ∪ Z+(0)),
where u∗0TX is the vector bundle on Σ0 defined by (u0|⋃i(α)=0 Σα)∗TX,
(u0|⋃
i(α)<0 Σα
)∗T Yˆ − and (u0|⋃
i(α)>0 Σα
)∗T Yˆ +. Then we assume that
for a sufficiently small δ > 0, the linear map
D+p0 : W˜
1,p
δ (Σ0, u
∗
0TX)⊕ E0
→ Lpδ(Σ0,
∧0,1
T ∗Σ⊗ u∗0TX)⊕
⊕
limit circles
KerAγ±∞i/(R∂σ ⊕ RRλ)
⊕
⊕
zi∈
⋃
i(α)≷0 Σα
TpiY±◦u0(zi)Y
± ⊕
⊕
zi∈
⋃
i(α)=0 Σα
Tu0(zi)X
(ξ, h) 7→ (Dp0ξ + λ(h),
∑
j
〈ξ|S1±∞i , η
±∞i
j 〉η±∞ij , piY ± ◦ ξ(zi), ξ(zi))
is surjective, where Dp0 is a linearization of the equation of the J-
holomorphic maps, that is,
Dp0ξ = ∇ξ + J(u0)∇ξj +∇ξJ(u0)du0j,
and each {η±∞ij }j is an orthonormal basis of the complement of R∂σ⊕
RRλ in KerAγ±∞i .
We fix the following temporally data (z++, S′, (Rˆi)i6=0):
• z++ = (z++i ) ⊂ Σ are additional marked points which make (Σ0, z ∪ z+ ∪
z++) stable. We assume that G0-action preserves z
++ as a set.
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• S′ ⊂ (R−k− ∪ · · ·∪R−1)×Y −∪ (R1∪ · · ·∪Rk)×Y + is a codimension-two
submanifold such that u0 intersects with S
′ at z++ transversely.
• For each −k− ≤ i ≤ −1 or 1 ≤ i ≤ k+, let Rˆi = (Rˆi,l)1≤l≤mi be a family of
holomorphic sections Rˆi,l : Xˆ → Pˆ such that σi ◦u0(Rˆi,l(0)) = 0, where σi
is the coordinate of Ri, and Rˆi is G0-invariant as a family. We assume Rˆi
do not intersect with nodal points or Z±∞i . Let (P˜ → X˜, Z ∪Z+ ∪Z++)
be the local universal family of (Σ0, z∪ z+∪ z++). Then each Rˆi,l induces
a section R˜i,l : X˜ → P˜ which makes following diagram commutative.
P˜ Pˆ
X˜ Xˆ
forget
R˜i,l
forget
Rˆi,l
We use these families of sections R˜i,l to kill the R-translations by imposing
the conditions
∑
l σi ◦ u(R˜i,l) = 0 (i 6= 0).
The pullbacks E0 → C∞(P˜ × X,∧0,1V ∗P˜ ⊗ TX) of λX and E0 → C∞(P˜ ×
Y ±,
∧0,1
V ∗P˜ ⊗ (R∂σ ⊕ TY ±)) of λY ± by P˜ → Pˆ are also denoted by λX and
λY ± respectively.
Using the above data, we can construct a smooth Kuranishi neighborhood
of p0 as in Section 5.1. The main differences are the following two. One is that
the range of s0 does not contain the factor to kill the R-translation of 0-th floor.
The other is about smoothness. The former does not have any difficulty but the
latter do. The difficulty is that in general, the constants α and β for Y − which
determine the differential structure of the parameter space of deformation of the
domain curve and the target space are different from those for Y +. We explain
about this issue in the next section.
The definition of the embedding of a Kuranishi neighborhood to another
is also similar. We can construct an essential submersion from a Kuranishi
neighborhood of a disconnected holomorphic building to the product of those
of its connected components. A holomorphic building for X is also decomposed
by its floor structure, and the relation between the Kuranishi neighborhood of
the whole holomorphic building and the Kuranishi neighborhoods of the parts
is similar to the case of Y .
Next we consider the construction of a global pre-Kuranishi structure. Sim-
ilarly to the case of symplectization Yˆ , we construct a domain curve represen-
tation of the space of holomorphic buildings and Kuranishi data. The main
differences are as follows.
First, instead of a set S of codimension-two submanifolds of Y , we use a
triple (SX ,SY − ,SY +) consisting of sets of codimension two submanifolds of X,
Y − and Y + respectively. Hence for example, we use the space M̂X(SX ,SY± ) of
points (Σ, z, (zS)S∈SX∪SY−∪SY+ , u) which satisfy the following conditions:
• For each S ∈ SX , zS is contained in the 0-th floor and u intersects S at
zS transversely,
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• For each S ∈ SY − , zS is contained in the union of the negative floors and
the inverse image of (−∞, 0] × Y − ⊂ X by u, and u intersects R × S at
zS transversely
• For each S ∈ SY + , zS is contained in the union of the positive floors and
the inverse image of [0,∞)× Y + ⊂ X by u, and u intersects R× S at zS
transversely.
Similarly, we use a triple (λX , λY − , λY +) instead of λ.
Second, instead of fixing one constant Lmax, we fix two constants L
1
max
and L2max and consider the subspace M̂X,≤(L
1
max,L
2
max) ⊂ M̂X consisting of
holomorphic buildings (Σ, z, u) such that e+L+ ≤ L1max and L+ ≤ L2max, where
e =
∫
u−1(X) u
∗ω˜. (See Section 3.2 for the definition of ω˜ and recall the estimates
(14) and (15).) Let δ0 > 0 be a constant which satisfies the following conditions:
• 6δ0 is less than the minimal Eωˆ-energy of a non-constant J-holomorphic
sphere in X.
• 4δ0 is less than the minimal Eωˆ-energy of a holomorphic plain in X whose
Eλ-energy is ≤ max(L1max, L2max).
• 2δ0 is less than the minimal Eωˆ-energy of a holomorphic cylinder in X
whose Eλ-energy is ≤ max(L1max, L2max).
• δ0 is less than the minimal Eωˆ-energy of a non-constant J-holomorphic
torus in X.
Then for a triple θ = (g, k, Eωˆ), we define e˜(θ) = e˜δ0(θ) = 5(g− 1) + 2k+Eωˆ/δ0
as in the case of symplectization Yˆ . It is easy to check that e˜(p) = e˜(θ) ≥ 1 for
any holomorphic building p ∈ M̂X,≤(L1max,L2max) of type θ.
Assume that domain curve representations (SY − ,VY −θ,l ,UY
−
θ,l ,UY
−,D
θ,l ) and
(SY + ,VY +θ,l ,UY
+
θ,l ,UY
+,D
θ,l ) of M̂Y
−,≤L1max
≤C and M̂Y
+,≤L2max
≤C are given respectively.
Then we can define a compatible domain curve representation (SX ,VXθ,l,UXθ,l,
UX,Dθ,l ) of M̂X,≤(L
1
max,L
2
max)
≤C similarly. To distinguish the negative floors, the 0-th
floor and the positive floors in the space of domain curves, we add new marked
points zB
−
, zB
0
and zB
+
similarly to zA so that
• if a irreducible component contains a marked point in zB0 , then it is
contained in the 0-th floor, and
• otherwise, it contains a marked point in either zB− or zB+ and in the
former case, it is contained in the negative floors, and in the latter case,
it is contained in the positive floors.
(The 0-th floor may contain marked points in zB
−
or zB
+
.) Hence in this case,
we construct VXθ,l and UXθ,l as the subspaces of the space M̂X(SX ,SY± ),A,B−,B0,B+
consisting of holomorphic buildings with marked point z, zA, zB
−
, zB
0
and zB
+
.
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To formulate the compatibility condition with the domain curve representations
of (SY ± ,VY ±θ,l ,UY
±
θ,l ,UY
±,D
θ,l ), first we add marked points z
B± to the curves in
UY ±θ,l and UY
±,D
θ,l which satisfy the conditions similar to the marked points z
A.
Then the compatibility conditions are formulated as follows instead of Condition
(8)D, (9)D and (10)D.
(8)DX For any θ = (g, k, Eωˆ), pˆ ∈ UX,Dθ,l and subset N of its nodal points, replace
each nodal point in N with a pair of marked points (we regard the new
marked points as points in the set z), and let pˆ′i (1 ≤ i ≤ N) be its
connected components or an arbitrary decomposition into unions of its
connected components. Let g′i and k
′
i be the genus and the number of
marked points z of each pˆ′i respectively. Then there exist some E
i
ωˆ ≥ 0
such that Eωˆ =
∑
iE
i
ωˆ and the following hold for θ
′
i = (g
′
i, k
′
i, E
i
ωˆ).
• pˆ′i ∈ UX,Dθ′i,l(pˆ′i) if pˆ
′
i contains a marked point in z
B0 .
• pˆ′i ∈ UY
±,D
θ′i,l(pˆ
′
i)
if pˆ′i does not contain any marked points in z
B0 and it
contains a marked point in zB
±
.
(9)DX UXθ,l satisfies the following conditions.
• For any p ∈ UXθ,l and any decomposition pi (1 ≤ k) into unions of its
connected components, let p′i be the holomorphic buildings obtained
by collapsing trivial floors. Then p′i ∈ UXθ(p′i),l(p′i) for all i.
• For any p ∈ UXθ,l and any gap between non-positive floors, let p1
and p2 be the holomorphic buildings obtained by separating p at this
gap. (p1 is the part in the negative floors.) Then p
′
1 ∈ UY
−
θ(p′1),l(p
′
1)
and
p′2 ∈ UXθ(p′2),l(p′2). We also assume the similar condition for the gap
between non-negative floors.
• For any p ∈ UXθ,l and any subset of its nodal points, the holomor-
phic building p′ obtained by replacing these nodal points to pairs of
marked points is contained in UXθ(p′),l(p′).
(10)DX For each p ∈ M̂X,≤Lmax(SX ,SY± ),A,B−,B0,B+,θ,l, replace all nodal points and joint
circles of p to pairs of marked points and pairs of limit circles respectively
(we regard the new marked points as points in the set z), and let p′i
(1 ≤ i ≤ k) be their non-trivial connected components. Then p ∈ VXθ,l if
and only if the following hold:
• p′i ∈ VXθ(p′i),l(p′i) if p
′
i contains a marked point in z
B0 .
• p′i ∈ VY
±
θ(p′i),l(p
′
i)
if p′i does not contain a marked point in z
B0 and it
contains a marked point in zB
±
.
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The definition of compatible Kuranishi data for M̂X,≤(L1max,L2max)≤C are also
similar, and we can construct them by the same argument. Then the pre-
Kuranishi structure of each M̂X,≤(L1max,L2max)θ is defined by these data as in the
case of symplectization.
7.2 Smoothness of pre-Kuranishi structure in the case of
X
Recall that in Section 5.3, to obtain a smooth pre-Kuranishi structure of the
space of holomorphic buildings for a contact manifold, we had to use a strong
differential structure of the parameter space of the deformation of a domain
curve. Such a strong differential structure is determined by a fixed pair of large
constants α and β, and to construct a pre-Kuranishi structure of the space of
holomorphic buildings of higher energy, we need to choose larger constants in
general. Hence for a cobordism (X,ω) from (Y −, λ−) to (Y −, λ−), we need to
consider the case where we use different constants α± and β± for the smooth
pre-Kuranishi structure of M̂(Y ±, λ±, J±).
The difference of β± does not have a difficulty. We can use the coordinates
defined by ρ
Lµ
µ = ρˆβ
−
µ for a joint circle S
1
µ between non-positive floors and
ρ
Lµ
µ = ρˆβ
+
µ for a joint circle S
1
µ between non-negative floors. However, for nodal
points in the 0-th floor, there is not such a ±-decomposition. Hence we need to
use a gradation of smooth structures.
We fix a smooth function α : X → R>0 such that α|(−∞,−T ]×Y − = α− and
α|[T,∞)×Y + = α+ for some T ≥ 0. Roughly speaking, for a nodal point qν of
a holomorphic building (Σ0, z, u0) ∈ M̂(X,ω, J), we use the coordinate defined
by ρν = ρˆ
α(u0(qν))
ν .
In this section, we explain the precise definition of the smooth structure
of Kuranishi neighborhoods of M̂(X,ω, J), and prove the smoothness of an
embedding between two Kuranishi neighborhoods or an essential submersion
from that of a disconnected holomorphic building to products of those of its
connected components.
Let (V,E, s, ψ,G) be a Kuranishi neighborhood of a point (Σ0, z, u0) ∈
M̂(X,ω, J). We assume that the height of (Σ0, z, u0) is (k−, k+). Recall that
V is a subset of Vˆ = X˚ × B(0) defined by V = {(a, b, x) ∈ Vˆ ; s0(a, b, x) = 0},
where B(0) is a ball in the kernel of a linear operator, and s
0 : Vˆ → Rk− ⊕
Rk+ ⊕⊕z++l R2 is a function on Vˆ defined similarly to (44). Let {µ} and {ν}
be the indices of joint circles and nodal points of Σ0 respectively. For each
i ∈ {−k−, . . . ,−1}, let Mi ⊂ {µ} be the index set of the joint circles between
i-th floor and (i+1)-th floor, and for i ∈ {1, . . . , k+}, let Mi ⊂ {µ} be the index
set of the joint circles between (i − 1)-th floor and i-th floor. For each pair of
subsets Π ⊂ {−k−, . . . ,−1} ∪ {1, . . . , k+} and Π′ ⊂ {ν}, we define X˚Π,Π′ ⊂ X˚
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by
X˚Π,Π′ = {(a, b) ∈ X˚; ρµ 6= 0 for all µ ∈Mi if and only if i ∈ Π
ζν 6= 0 if and only if ν ∈ Π′},
Definition 7.1. For any 0 <  < 1 and δ˜0 = (δ˜0,i)i∈{−k−,...,−1}∪{1,...,k+}, we
say a continuous function f on Vˆ = X˚ × B(0) is (, δ˜0)-admissible if for any
Π ⊂ {−k−, . . . ,−1} ∪ {1, . . . , k+} and Π′ ⊂ {ν}, the restriction of f to X˚Π,Π′ ×
B(0) ⊂ Vˆ is smooth and its differentials satisfy the following estimates similar
to those of φ given in Corollary 5.16: For any l ≥ 1 and any multi-index
(kx, kj , kb, (kµi)i∈Π, (lµ)µ, (kν)ν∈Π′ , (lν)ν∈Π′), there exists some constant C > 0
such that
|∂kxx ∂kjj ∂kbb ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
f(a, b, x)| ≤ C
∏
i
kµi 6=0
ρ
Lµi δ˜0,i/2−kµi
µ
∏
ν
(kν ,lν)6=(0,0)
ρ−kνν
for all (a, b, x) ∈ X˚Π,Π′ ×B(0).
We say a continuous function f on V ⊂ Vˆ is (, δ˜0)-admissible if the compo-
sition of f and the natural projection Vˆ → V is (, δ˜0)-admissible. See Remark
5.18 for the natural projection.
Corollary 5.16 implies that φ : Vˆ → Cl(Σ0 \N0, (R−k− unionsq · · · unionsqR−1)× Y − unionsq
X unionsq (R1 unionsq · · · unionsq Rk+) × Y +) × E0 is (, δ˜0)-admissible for any 0 <  < 1 and
0 < δ˜0,i < min{κµ/Lµ;µ ∈Mi}.
For each ν such that the ν-th nodal point of (Σ0, z, u0) is contained in the
0-th floor, there exists an (, δ˜0)-admissible function αν : Vˆ → R>0 such that
αν(a, b, x) = α(ua,b,x(qν)) for any (a, b, x) ∈ Vˆ such that ρν = 0, where qν is
the ν-th nodal point of P˜a and ua,b,x = Φa,b(ξa,b,x) is the map for (a, b, x). For
example, the composition of the projection Vˆ → {(a, b, x) ∈ Vˆ ; ρν = 0} and the
map αν(a, b, x) = α(ua,b,x(qν)) on {(a, b, x) ∈ Vˆ ; ρν = 0} satisfies this condition
since the map ua,b,x(qν) : {(a, b, x) ∈ Vˆ ; ρν = 0} → X is (, δ˜0)-admissible as
well as φ. We fix such an (, δ˜0)-admissible function αν : Vˆ → R>0.
For each ν such that the ν-th nodal point of (Σ0, z, u0) is contained in a
negative floor or a positive floor, we define αν by αν = α
− or αν = α+ respec-
tively. For each µ, we define βµ by βµ = L
−1
µ β
− if µ is a joint circle between
non-positive floors and βµ = L
−1
µ β
+ if µ is a joint circle between non-negative
floors. We define a smooth structure of Vˆ = X˚ ×B(0) by the coordinate
Vˆ ⊂ J0 ×Dl0 × D˜l1 ×B(0)→ J0 ×Dl0 × ([0, 1]× S1)l1 ×B(0)
(j, (ζν = ρ
2
νe
2
√−1ϕν )ν , (ζµ = ρ2piµ e
2pi
√−1ϕµ)µ, x)
7→ (ˆ, (ζˆν = ρˆ2νe2
√−1ϕˆν )ν , (ρˆµ, ϕˆµ)µ, xˆ) (94)
given by ρν = ρˆ
αν
ν , ρµ = ρˆ
βµ
µ and (ˆ, ϕˆν , ϕˆµ, xˆ) = (j, ϕν , ϕµ, x).
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First we prove the smoothness of the map
φ : Vˆ → Cl(Σ0 \N0, (R−k− unionsq· · ·unionsqR−1)×Y −unionsqX unionsq (R1unionsq· · ·unionsqRk+)×Y +)×E0,
which implies the smoothness of the evaluation maps at the marked points. This
follows from the following lemma.
Lemma 7.2. For any (, δ˜0)-admissible function f on Vˆ ,∣∣∣∂kxxˆ ∂kjˆ ∂kbbˆ ∂(kµi )(ρˆµi )∂(lµ)(ϕˆµ)∂(kν)(ρˆν)(∏
ν
1
ρˆlνν
)
∂
(lν)
(ϕˆν)
f
∣∣∣
.
∏
i
kµi 6=0
(ρˆµi)
βδ˜0,i/2−kµi
∏
ν
(kν ,lν)6=(0,0)
(ρˆν)
α−(kν+lν)(− log ρˆν)N ,
where N = |kx|+ |kj |+ |kb|+ |(kµi)|+ |(lµ)|+ |(kν)|+ |(lν)|.
Proof. It is easy to check that the claim follows from the following estimates of
the differentials of the coordinate change and the (, δ˜0)-admissibility of f and
α: ∣∣∣∂kxx ∂kjj ∂kbb ∂(kµi )(ρµi )∂(lµ)(ϕµ)∂(kν)(ρν)∂(lν)(ϕν)(∂ρν1∂ρˆν0 − δν0,ν1αν1 ρˆαν1−1ν1
)∣∣∣
. ρν1(− log ρˆν1)
∏
i
kµi 6=0
ρ
Lµi δ˜0,i/2−kµi
µi
∏
ν
(kν ,lν)6=(0,0)
or ν=ν0
ρ
−kν−δν,ν0α−1ν0
ν , (95)
∣∣∣∂kxx ∂kjj ∂kbb ∂(kµi )(ρµi )∂(lµ)(ϕµ)∂(kν)(ρν)∂(lν)(ϕν) ∂ρν1∂ρˆµi0
∣∣∣
. ρν1(− log ρˆν1)
∏
i
kµi 6=0
or i=i0
ρ
Lµi δ˜0,i/2−kµi−δi,i0β−1µi0
µi
∏
ν
(kν ,lν)6=(0,0)
ρ−kνν , (96)
and
|∂kxx ∂kjj ∂kbb ∂
(kµi )
(ρµi )
∂
(lµ)
(ϕµ)
∂
(kν)
(ρν)
∂
(lν)
(ϕν)
gν1 |
. ρν1(− log ρˆν1)
∏
i
kµi 6=0
ρ
Lµi δ˜0,i/2−kµi
µi
∏
ν
(kν ,lν) 6=(0,0)
ρ−kνν (97)
for
gν1 =
∂ρν1
∂ϕˆν
,
∂ρν1
∂ϕˆµ
,
∂ρν1
∂xˆ
,
∂ρν1
∂ˆ
,
∂ρν1
∂bˆµ
,
where δν,ν
′
and δi,i
′
are the Kronecker deltas. We sketch the proof of (95), (96)
and (97).
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Let A be a square-matrix-valued function on
{(a, b, x) ∈ Vˆ ; ρν 6= 0, ρµ 6= 0 for all ν and µ} ×B(0)
defined by
t(ρν(− log ρˆν)∂ρν , ∂ϕν , ρµi∂ρµi , ∂ϕµ , ∂x, ∂j , ∂b)
= A · t(α−1ν ρˆν(− log ρˆν)∂ρˆν , ∂ϕˆν , β−1µi ρˆµi∂ρˆµi , ∂ϕˆµ , ∂xˆ, ∂ˆ, ∂bˆ)
We can easily check the following estimates of the columns of (A − 1) corre-
sponding to the vectors ρν(− log ρˆν)∂ρν . It is also easy to check that the other
columns of (A− 1) are zero. In the inequalities below, (A− 1)ρν0 ,ρν1 is the en-
try corresponding to ρν0(− log ρˆν0)∂ρν0 and ρν1(− log ρˆν1)∂ρν1 . The other entries
(A−1)ρνi0 ,ρν1 are similar. In (100), ∗ denotes the other rows: ∗ = ϕν , ϕµ, x, j, b.∣∣∂kxx ∂kjj ∂kbb ∂(kµi )(ρµi )∂(lµ)(ϕµ)∂(kν)(ρν)∂(lν)(ϕν)(A− 1)ρν0 ,ρν1 ∣∣
. (− log ρˆν0)
∏
i
kµi 6=0
ρ
Lµi δ˜0,i/2−kµi
µi
∏
ν
(kν ,lν)6=(0,0)
or ν=ν0
ρ−kνν , (98)
∣∣∂kxx ∂kjj ∂kbb ∂(kµi )(ρµi )∂(lµ)(ϕµ)∂(kν)(ρν)∂(lν)(ϕν)(A− 1)ρµi0 ,ρν1 ∣∣
.
∏
i
kµi 6=0
or i=i0
ρ
Lµi δ˜0,i/2−kµi
µi
∏
ν
(kν ,lν)6=(0,0)
ρ−kνν , (99)
and ∣∣∂kxx ∂kjj ∂kbb ∂(kµi )(ρµi )∂(lµ)(ϕµ)∂(kν)(ρν)∂(lν)(ϕν)(A− 1)∗,ρν1 ∣∣
.
∏
i
kµi 6=0
ρ
Lµi δ˜0,i/2−kµi
µi
∏
ν
(kν ,lν) 6=(0,0)
ρ−kνν . (100)
These estimates follow from the (, δ˜0)-admissibility of αν and the following
equations:
(A− 1)ρν0 ,ρν1 = (− log ρˆν0)ρν0
∂αν1
∂ρν0
,
(A− 1)ρµi0 ,ρν1 = ρµi0
∂αν1
∂ρµi0
and
(A− 1)∗,ρν1 = ∂∗αν1 ,
where ∂∗ = ∂ϕν , ∂ϕµ , ∂x, ∂j , ∂b.
(98), (99) and (100) imply that the same inequalities hold for A−1 − 1 as
well as A− 1. This is because the derivatives of A−1 are polynomials of A−1 =
1 + (1− A) + (1− A)2 + · · · and the derivatives of (A− 1). These inequalities
are equivalent to (95), (96) and (97).
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Next we prove the smoothness of the embedding between two Kuranishi
neighborhoods. For this proof, we directly use the admissibility of φ rather
than its smoothness.
The definition of the embedding itself is the same as the case of M̂(Y, λ, J).
We assume the similar condition to Section 5.4 and use the same notation. Let
(a1, b1, u1, h1) → (a2, b2, u2, h2) be the embedding of V 01 ⊂ V1 into V2. Let
Nq0 ⊂ {ν1} be the set of indices of nodal points of Σ1 which remain to be
nodal points in Σ0, that is, ρν1 = 0 at a
1
0. For each ν
1 ∈ Nq0 , let ι(ν1) be
the index of the corresponding nodal point of Σ2. Similarly, let Mq0 ⊂ {µ1}
be the set of indices of joint circles of Σ1 which remain to be joint circles in
Σ0, and let ι(µ
1) be the index of the corresponding joint circle of Σ2 for each
µ1 ∈Mq0 . We assume that the maps φ and αν for the Kuranishi neighborhood
(V1, E1, s1, ψ1, G1) are (, δ˜0)-admissible, those for (V2, E2, s2, ψ2, G2) are (, δ˜
′
0)-
admissible, and δ˜0,i ≤ δ˜′0,j if the joint circles of Σ1 which belong to M1i remain
to be joint circles in Σ0 and they correspond to those which belong to M
2
j . First
we check the following:
(♣) ζ2ι(ν1)/ζ1ν1 for ν1 ∈ Nq0 and ρ2ι(µ1)/ρ1µ1 for µ1 ∈ Mq0 are (, δ˜0)-admissible
and bounded away from zero (i.e. the continuous extensions do not take
zero on V 01 ). ζ
2
ν2 for ν
2 /∈ ι(Nq0), ρ2µ2 for µ2 /∈ ι(Mq0) and (ϕ2µ, j2, b2µ, u2, h2)
are (, δ˜0)-admissible.
The (, δ˜0)-admissibility of h
2 is clear. Z+2 ∈ Σ1 \ N1 is (, δ˜0)-admissible
because of the (, δ˜0)-admissibility of u
1 ∈ Cl1(Σ1 \ N0, (R−k− unionsq · · · unionsq R−1) ×
Y − unionsq X unionsq (R1 unionsq · · · unionsq Rk+) × Y +). Hence aˆ2 ∈ Uˆ2 is also (, δ˜0)-admissible.
Therefore in the definition of θ, σ ◦ u1 ◦ (pi1|(P˜1)a1 )
−1 ◦ Θ|(Pˆ2)|aˆ2 (Rˆ
2
i (aˆ
2)) ∈
Ri′ is (, δ˜0)-admissible. (i′ is the floor of Σ1 which corresponds to the i-th
floor of Σ2 in Σ0.) Together with the (, δ˜0)-admissibility of u
1, it implies
that Z++2 ∈ Σ1 \ N1 is also (, δ˜0)-admissible. The (, δ˜0)-admissibility of Z+2
and Z++2 implies the (, δ˜0)-admissibility of a2 ∈ U˜2. Furthermore, it implies
that ζ2ι(ν1)/ζ
1
ν1 for ν
1 ∈ Nq0 and ρ2ι(µ1)/ρ1µ1 for µ1 ∈ Mq0 are (, δ˜0)-admissible
and bounded away from zero. The (, δ˜0)-admissibility of a
2 and u1 implies
u2 ∈ Cl2(Σ2 \ N2, (R−k− unionsq · · · unionsq R−1) × Y − unionsq X unionsq (R1 unionsq · · · unionsq Rk+) × Y +) is
(, δ˜0)-admissible. Finally, b
2
µ are also (, δ˜0)-admissible because the function fµ
in (61) is (, δ˜0)-admissible.
It is easy to check that (♣) and the (, δ˜′0)-admissibility of α2ν2 on V2 imply
that α2ν2 are (, δ˜0)-admissible as functions on V
0
1 . Note that for any ν
1 ∈ Nq0 ,
α2ι(ν1) = α
1
ν1 on {(a1, b1, u1, h1) ∈ V 01 ; ρ1ν1 = 0} by definition. Therefore their
(, δ˜′0)-admissibility implies that for any multi-index (kx1 , kj1 , kb1 , kµ1i , lµ1 , kν1 ,
lν1) such that (kν10 , lν10 ) = (0, 0),∣∣∂kx1x1 ∂kj1j1 ∂kb1b1 ∂(kµ1i )(ρ
µ1
i
)∂
(lµ1 )
(ϕµ1 )
∂
(kν1 )
(ρν1 )
∂
(lν1 )
(ϕν1 )
(α2ι(ν10 )
− α1ν10 )
∣∣
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. (ρ1ν10 )
 ·
∏
i
kµi 6=0
ρ
Lµi δ˜0,i/2−kµi
µi
∏
ν
(kν ,lν)6=(0,0)
ρ−kνν . (101)
Now we prove the smoothness of the embedding. For any ν1 ∈ Nq0 , (♣),
(101) and the (, δ˜0)-admissibility of α
1
ν1 and α
2
ι(ν1) imply that
ρˆ2ι(ν1)/ρˆ
1
ν1 = (ρ
1
ν1)
(α2
ι(ν1)
)−1−(α1
ν1
)−1 · (ρ2ι(ν1)/ρ1ν1)(α2ι(ν1))−1
is (, δ˜0)-admissible. Assume that µ
1
i ∈ M1i and that µ2∗ = ι(µ1i ) ∈ M2i′ . Then
(♣) implies
ρˆ2µ2
i′
/ρˆ1µ1i
= (ρ2ι(µ1i )
/ρ1µ1i
)
(β
µ1
i
)−1 · e(b
2
µ2
i′
−b2µ∗ )β
is also (, δ˜0)-admissible. Therefore, (a
2, b2, u2, h2) ∈ V2 is an (, δ˜0)-admissible
function of (a1, b1, u1, h1) ∈ V 01 if the differential structure of V2 is defined by
(α2ν2 , β
±). Hence Lemma 7.2 implies the smoothness of the embedding.
We can similarly prove the smoothness of the essential submersion from a
Kuranishi neighborhood of a disconnected holomorphic building to the product
of those of its connected components.
7.3 Fiber products and multisections
Let KY ± ↪→ PY ± be triangulations, and let K0Y ± be finite sets of smooth
cycles in Y ±. Assume that a finite sequence K0X = (x) of smooth cycles with
closed supports in X is given which satisfies the following conditions. For each
cycle x ∈ K0X , suppx ∩ (−∞, 0] × Y − is empty set or there exists some cycle
y ∈ K0Y − such that x|(−∞,0]×Y − = (−∞, 0]×y. Similarly, for each cycle x ∈ K0X ,
suppx∩ [0,∞)×Y + is empty set or there exists some cycle y ∈ K0Y + such that
x|[0,∞)×Y + = [0,∞)× y. Further we assume that these relations give bijections
µ− : {x ∈ K0X ; suppx ∩ (−∞, 0]× Y − 6= ∅} → K0Y − and
µ+ : {x ∈ K0X ; suppx ∩ [0,∞)× Y + 6= ∅} → K0Y + .
First we explain about the construction of the multisections of the fiber
products. Assume that the multisection of (M̂Y ± , K˚2Y ± ,KY ± ,K0Y ±) is given
for each Y ±. We define a space M̂X as follows. Its point
((Σα, zα, uα)α∈A−unionsqA0unionsqA+ ,M rel)
consists of holomorphic buildings (Σα, zα, uα)α∈A− for Y −, (Σα, zα, uα)α∈A0 for
X, (Σα, zα, uα)α∈A+ for Y +, and a set M rel = {(S1+∞l , S1−∞l)} of pairs of limit
circles which satisfy the following conditions:
• Any two pairs in M rel do not share the same limit circle.
• For each pair α1, α2 ∈ A = A−unionsqA0unionsqA+, let Mα1,α2 ⊂M rel be the subset
of pairs (S1+∞l , S
1
−∞l) such that S
1
+∞l is a +∞-limit circle of Σα1 and
S1−∞l is a −∞-limit circle of Σα2 . Then there does not exists any sequence
α0, α1, . . . , αk = α0 ∈ A such that Mαi,αi+1 6= ∅ for all i = 0, 1, . . . , k − 1.
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• For subsets A1, A2 ⊂ A, define MA1,A2 =
⋃
α1∈A1,α2∈A2 M
α1,α2 . Then
M rel is the union of M rel,≤0 = MA
−,A−unionsqA0 and M rel,≥0 = MA
0unionsqA+,A+ .
We regard M̂Y − and M̂Y + as subspaces of M̂X consisting of points such
that A0 = A+ = ∅ and A− = A0 = ∅ respectively.
We say a point ((Σα, zα, uα)α∈A−unionsqA0unionsqA+ ,M rel) ∈ M̂X is disconnected if
there exists a decomposition A− unionsq A0 unionsq A+ = A1 unionsq A2 such that MA1,A2 =
MA2,A1 = ∅. Otherwise we say it is connected. We denote the space of con-
nected points of M̂X by (M̂X)0. Decomposition into connected components
defines a map M̂X →
⋃
N (
∏N
(M̂X)0)/SN .
Let
Υ : M̂X →
∏
(PY − × PY −)/S×
∏
(PY + × PY +)/S
×
∏
PY −/S×
∏
PY +/S×
∏
(Y − ∪X ∪ Y +)/S.
be the continuous map which maps a point ((Σα, zα, uα)α∈A−unionsqA0unionsqA+ ,M rel) to
the following point. Its
∏
(PY − × PY −)/S-factor is
(piY − ◦ u|S1+∞l , piY − ◦ u|S1+∞l )(S1+∞l ,S1−∞l )∈Mrel,≤0 ,
its
∏
(PY + × PY +)/S-factor is
(piY + ◦ u|S1+∞l , piY + ◦ u|S1+∞l )(S1+∞l ,S1−∞l )∈Mrel,≥0 ,
its
∏
PY −/S ×
∏
PY +/S-factor is (piY ± ◦ u|S1±∞)S1±∞ /∈Mrel , and its
∏
(Y − ∪
X ∪ Y +)/S-factor is (u(z))z∈⋃α zα , where if z ∈ zα is contained in a negative
(or positive) floor of (Σα, zα, uα), then we read u(z) as piY − ◦u(z) (or piY − ◦u(z)
respectively). Υ is realized as a strong smooth map. Define the fiber product
(M̂X , (K˚2Y − , K˚2Y +), (KY − ,KY +), (K0Y − ,K0X ,K0Y +)) ⊂ M̂X
by
(M̂X , (K˚2Y − , K˚2Y +), (KY − ,KY +), (K0Y − ,K0X ,K0Y +))
= Υ−1
(∏
K˚2Y −/S×
∏
K˚2Y +/S×
∏
KY −/S×
∏
KY +/S
×
∏
(K0Y − ∪K0X ∪K0Y +)/S
)
.
We abbreviate the above fiber product as (M̂X , K˚2X ,KX ,K0X). (This is simply
an abbreviation, and K˚2X or KX are not defined.)
Define a multi-valued partial submersion Ξ : M̂X → M̂X by
Ξ(((Σα, zα, uα)α∈A−unionsqA0unionsqA+ ,M rel))
= {((Σα, zα, uα)α∈A−unionsqA0unionsqA+ , M˚ rel); M˚ rel (M rel},
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and let Ξ◦ be the restriction of Ξ ⊂ M̂X × M̂X to the set of points
(((Σα, zα, uα)α∈A−unionsqA0unionsqA+ ,M rel), ((Σα, zα, uα)α∈A−unionsqA0unionsqA+ , M˚ rel))
such that ((Σα, zα, uα)α∈A−unionsqA0unionsqA+ ,M rel) ∈ (M̂X , K˚2X ,KX ,K0X) and (piY ◦
u|S1+∞l , piY ◦ u|S1−∞l ) ∈ ρ∗KY ± for all (S
1
+∞l , S
1
−∞l) ∈ M rel \ M˚ rel. Then Ξ◦ is
a multi-valued partial essential submersion from (M̂X , K˚2X ,KX ,K0X) to itself.
We also define a multi-valued partial essential submersion
Λ : (∂M̂X , K˚2X ,KX ,K0X)→ (M̂X , K˚2X ,KX ,K0X)
similarly to the case of Y .
Similarly to the case of symplectization, for each point
p = ((Σα, zα, uα)α∈A−unionsqA0unionsqA+ ,M rel) ∈ (M̂X , K˚2X ,KX ,K0X),
we define e˜(p) = e˜δ0(p) =
∑
α êδ0(θα) +
1
2#M
rel, where each θα is the type
of (Σα, zα, uα). Then the maps Ξ◦ and Λ decrease e˜. Hence if we decompose
(M̂X , K˚2X ,KX ,K0X) by e˜, then Ξ◦ and Λ constitute a compatible system of
multi-valued partial submersions.
We can construct the perturbed multisections of (M̂X , K˚2X ,KX ,K0X) which
satisfy the following conditions:
• The restrictions of the grouped multisection of (M̂X , K˚2X ,KX ,K0X) to
(M̂Y ± , K˚2Y ± ,KY ± ,K0Y ±) coincide with the given grouped multisections.
• Let ((M̂X)0, K˚2X ,KX ,K0X) ⊂ (M̂X , K˚2X ,KX ,K0X) be the subset of con-
nected points. Its grouped multisection induces that of
⋃
N
(
N∏
(M̂X)0, K˚2X ,KX ,K0X)/SN .
Then the grouped multisection of (M̂X , K˚2X ,KX ,K0X) coincides with its
pull back by the submersion
(M̂X , K˚2X ,KX ,K0X)→
⋃
N
(
N∏
(M̂X)0, K˚2X ,KX ,K0X)/SN
defined by decomposition into connected components.
• The grouped multisections of (M̂X , K˚2X ,KX ,K0X) are compatible with
respect to the compatible system of multi-valued partial essential submer-
sions defined by Ξ◦ and Λ.
Next we define the fiber products we use for the construction of the algebra.
As in Section 6.4, let ((ˆi,jl ), (cˆ
i
l), (x
i
l), (η
i
l)) be sequences of simplices with local
coefficients such that
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• ˆi,jl = θ
tD
i,jl
i,jl θ
D
i,jl
(−m− ≤ i < j ≤ 0) are products of simplices i,jl in
K˚2Y −not contained in P
tbad
Y − ×PY − ∪PY − ×P
bad
Y − and orientations θ
tD
i,jl
of
p∗1S
tD
Y − and θ
D
i,jl
of p∗2S
tD
Y − on Int 
i,j
l ,
• ˆi,jl = θ
tD
i,jl
i,jl θ
D
i,jl
(0 ≤ i < j ≤ m+) are products of simplices i,jl in K˚2Y +
not contained in P
tbad
Y + ×PY +∪PY +×P
bad
Y + and orientations θ
tD
i,jl
of p∗1S
tD
Y +
and θD
i,jl
of p∗2S
tD
Y + on Int 
i,j
l ,
• cˆil = cilθDcil (−m− ≤ i ≤ 0) are products of simplices c
i
l in KY − not con-
tained in P
bad
Y − and orientations θ
D
cil
of SDY − on Int cil,
• ηˆil = θ
tD
ηil
ηil are products of simplices η
i
l in KY + not contained in P
tbad
Y + and
orientations θ
tD
ηil
of StDY + on Int ηil ,
• xil (−m− ≤ i < 0) are cycles in K0Y − ,
• x0l are cycles in K0X , and
• xil (0 < i ≤ m+) are cycles in K0Y + .
Take lifts ˜i,jl , c˜
i
l and η˜
i
l , and define ˘
i,j
l = θ
tD
i,jl
˜i,jl θ
D
i,jl
, c˘il = c˜
i
lθ
D
cil
and η˘il = θ
tD
ηil
η˜il
as in Section 6.4.
For such a sequence, the pre-Kuranishi space M(m−,X,m+)
((˘i,jl ),(c˘
i
l),(x
i
l),(η˘
i
l ))
is de-
fined similarly. Its grouped multisection is defined by the pull back of that
of (M̂X , K˚2X ,KX ,K0X) by the natural map
M(m−,X,m+)
((˘i,jl ),(c˘
i
l),(x
i
l),(η˘
i
l ))
→ (M̂X , K˚2X ,KX ,K0X).
The definition of its orientation is almost the same with the case of Yˆ . The only
difference is that we define the orientation ofW0 = TX0×C0/Rk−+k+⊕⊕z++0,β R2
by
(−1)k+(Rk−+k+ ⊕
⊕
z++0,β
R2)⊕W0 = TX0 × C0
if the range of the holomorphic building corresponding to the center of the
Kuranishi neighborhood is (R−k− ∪· · ·∪R−1)×Y −∪X ∪ (R1∪· · ·∪Rk+)×Y +.
It is easy to check that this is well defined and independent of the choice of the
lifts of ηij , c
i
j and 
i
j under the natural isomorphism. Hence we may denote the
above pre-Kuranishi space by M(m−,X,m+)
((ˆi,jl ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
. Similarly to equation (79),
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it is easy to see that for any ((cˆl), (xl), (ηˆl)) and (ˆ
i,j
l ),
0 =
∑
?m−,m+
(−1)∗[∂M(m−,X,m+)
((ˆi,jl ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
]0
=
∑
?m−,m+
(−1)∗+m−+m+ [M(m−,X,m+)
∂((ˆi,jl ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
]0
+
∑
−m−≤i0≤0
?m−+1,m+
(−1)∗+m−+1+i0 [M(m−+1,X,m+)
((e
∆∗[PY− ])i0−1,i0∪(τ−i0 ˆ
i,j
l ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
]0
+
∑
0≤i0≤m+
?m−,m++1
(−1)∗+m−+i0 [M(m−,X,m++1)
((e
∆∗[PY− ])i0,i0+1∪(τ+i0 ˆ
i,j
l ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
]0, (102)
where the sum ?m−,m+ is taken over all decompositions
{cˆl} =
∐
−m−≤i≤0
{cˆil}, {ηˆl} =
∐
0≤i≤m+
{ηˆil}
as sets and all decompositions
{xl} =
∐
−m−≤i≤m+
{xil}
such that xil ∈ K0Y − for −m− ≤ i < 0 and xil ∈ K0Y + for 0 < i ≤ m+.
(We identify x ∈ K0X with µ−(x) ∈ K0Y − and µ+(x) ∈ K0Y + in the above
decomposition.) The sign ∗ is the weighted sign of the permutation(
(cˆ1l )l · · · (cˆml )l (x1l )l · · · (xml )l (ηˆ1l )l · · · (ηˆml )l
(cˆl)l (xl)l (ηˆl)l
)
.
The definition of τ±i0 ˆ
i,j
l are similar to τi0 ˆ
i,j
l in Section 6.4. See the next section
for the precise definition.
Let ((cˆl), (xl), (αl)) be a triple of
• a sequence of chains cˆl in C∗(PY − , P badY − ;SDY − ⊗Q)
• a sequence of cycles xl in K0X , and
• a sequence of cochains αl with compact supports in C∗(PY + , P badY + ;SDY + ⊗
Q),
For such a triple ((cˆl), (xl), (αl)), we define a pre-Kuranishi space (or a linear
combination of pre-Kuranishi spaces) MX((cˆl), (xl), (αl)) by
MX((cˆl), (xl), (αl))
=
∑
m−,m+≥0
∑
?m−,m+
(−1)∗M(m−,X,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆ
i
l),(x
i
l),([PY+ ]∩αil))
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where G˜± = G˜±0 + G˜
±
±1 + G˜
±
±2 + · · · = Θ±(e⊗G
±
) are appropriate linear combi-
nations of
((κρ∆∗[PY ± ])i,j , . . . , (κρ∆∗[PY ± ])i,j , 
i,j
PY±
, . . . , i,j
PY±
,
(∆∗[PY ± ])i,j , . . . , (∆∗[PY ± ])i,j)
defined in the next section. (Pay attention to the order of (G˜+m+ , G˜
−
−m−). This
is equivalent to (−1)m−m+(G˜−−m− , G˜+m+).) The sum ?m−,m+ is taken over all
decompositions
{cˆl} =
∐
−m−≤i≤0
{cˆil}, {αl} =
∐
0≤i≤m+
{αil}
as sets and all decompositions
{xl} =
∐
−m−≤i≤m+
{xil}
such that xil ∈ K0Y − for −m− ≤ i < 0 and xil ∈ K0Y + for 0 < i ≤ m+. The sign
∗ is the weighted sign of the permutation(
(cˆ1l )l · · · (cˆml )l (x1l )l · · · (xml )l (α1l )l · · · (αml )l
(cˆl)l (xl)l (αl)l
)
.
We note G˜±0 = 1. Hence the main term is
MX((cˆl),(xl),([PY+ ]∩αl)).
The following equation holds true.
0 = [∂MX((cˆl), (xl), (αl))]0
= [MX(∂((cˆl), (xl), (αl)))]0
−
∑
?−
(−1)∗− 1
k!
[MY
−
((cˆ−l ), (x
−
l ), (dˆ
∗
1, dˆ
∗
2, . . . , dˆ
∗
k))]
0
× [MX((dˆk, dˆk−1, . . . , dˆ1) ∪ (cˆ0l ), (x0l ), (αl))]0
+
∑
?+
(−1)∗+ 1
k!
[MX((cˆl), (x0l ), (α0l ) ∪ (dˆ∗1, dˆ∗2, . . . , dˆ∗k))]0
× [MY
+
((dˆk, dˆk−1, . . . , dˆ1), (x+l ), (α
+
l ))]
0 (103)
where the sum ?− is taken over k ≥ 0, all simplices dl of KY − not contained in
P
bad
Y − , and all decompositions
{cˆl} = {cˆ−l } unionsq {cˆ0l }, {xl} = {x−l } unionsq {x0l }
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such that x−l ∈ K0Y − . The sign ∗− is the weighted sign of the permutation(
(cˆ−l ) (x
−
l ) (cˆ
0
l ) (x
0
l )
(cˆl) (xl)
)
.
The sum ?+ is taken over k ≥ 0, all simplices dl of KY + not contained in P badY + ,
and all decompositions
{sl} = {x0l } unionsq {x+l }, {αl} = {α0l } unionsq {α+l }
such that x+l ∈ K0Y + . ∗+ is the weighted sign of the permutation(
(x0l ) (α
0
l ) (x
+
l ) (α
+
l )
(xl) (αl)
)
.
To construct the algebra, we need to use the space of irreducible sequences
of holomorphic buildings. Let f±a be monomials of the form
((ρ∗[PY ± ])i,j , . . . , (ρ∗[PY ± ])i,j , 
i,j
PY±
, . . . , i,j
PY±
,
(∆∗[PY ± ])i,j , . . . , (∆∗[PY ± ])i,j) 0≤i<j≤m
f
±
a
(or−m
f
±
a
≤i<j≤0)
such that m± =
∑
mf±a . Then we define the space of irreducible sequences of
holomorphic buildings
(M(m−,X,m+))0
(f+1 ⊗···⊗f+n+ ,f
−
1 ⊗···⊗f−n− ),(c˘
i
l),(x
i
l),(η˘
i
l ))
⊂M(m−,X,m+)
(Θ+(f+1 ⊗···⊗f+n+ ),Θ−(f
−
1 ⊗···⊗f−n− )),(c˘
i
l),(x
i
l),(η˘
i
l ))
as follows. (Θ± is defined by (105) in the next section.) First we consider the
case of (n−, n+) 6= (0, 0). A sequence of holomorphic buildings
(Σi, si, ui, φi)−m−≤i≤m+ ∈M
(m−,X,m+)
(Θ+(f+1 ⊗···⊗f+n+ ),Θ−(f
−
1 ⊗···⊗f−n− )),(c˘
i
l),(x
i
l),(η˘
i
l ))
is contained in the above space if
• each connected component of Σ0 (Σ0 is theMX -factor of (Σi)−m−≤i≤m+ .
It is not necessarily of height one.) concerns at least one monomial f±i ,
that is, it contains at least one limit circle corresponding to a variable in
f±i , and
• for any decomposition {f−1 , . . . f−n− , f+1 , . . . , f+n+} = A unionsq B, there exists a
connected component of Σ0 which concerns both of some f ∈ A and some
g ∈ B.
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If (n−, n+) = (0, 0), then a holomorphic building (Σ, z, u, φ) ∈ MX((c˘il),(xil),(η˘il ))
is irreducible if it is connected.
First we note that all irreducible sequences of holomorphic buildings corre-
sponding to the zeros of the multisection of the 0-dimensional component of the
above Kuranishi space have genera ≥ 0 if each f±a is contained in B˚±m
f
±
a
(this
is also defined in the next section), that is, if the number of variables in each
f±a each of which defines a relation of the periodic orbit on one +∞-limit circle
of Σi (i 6= 0) and the periodic orbit on one −∞-limit circle of Σj (j 6= 0) is
≥ mf±a − 1. This is because each factor Σi except the M
X
-factor is connected
by the dimensional reason.
We also note that for any sequence of holomorphic buildings (Σi, zi, ui, φi)i
in
M(m−,X,m+)
(Θ+(f+1 ⊗···⊗f+n+ ),Θ−(f
−
1 ⊗f−2 ⊗···⊗f−n− )),(c˘
i
l),(x
i
l),(η˘
i
l ))
,
we can decompose the set {f±a } into sets Aj such that for any j 6= j′, there does
not exist a connected component of Σ0 which concerns both of some f ∈ Aj
and some g ∈ Aj , and each Aj cannot be decomposed further. Hence each
sequence of holomorphic buildings corresponding to a zero of the multisection
of the 0-dimensional component can be decomposed into ireducible sequences
of holomorphic buildings contained in the factors corresponding to Aj and the
connected holomorphic buildings with height one. For each connected holomor-
phic buildings with height one, we add an empty set to {Aj}, and call {Aj} as
the irreducible decomposition of {f±a } corresponding to (Σi, zi, ui, φi)i.
For each triple ((cˆl), (xl), (αl)), we define a pre-Kuranishi space
(MX)0((cˆl), (xl), (αl))
=
∑
m−,m+≥0
∑
?m−,m+
(−1)∗(M(m−,X,m+))0
((Ĝ+m+ ,Ĝ
−
−m− ),(cˆ
i
l),(x
i
l),([PY+ ]∩αil))
where e⊗G
±
= Ĝ±0 +Ĝ
±
1 +Ĝ
±
2 +· · · ∈ (
⊕∞
m=0
⊗∑
li=m
(B+li )li)∧. Note that since
G± is contained in (
⊕∞
l=1(B˚+l )l)∧, the genera of the zero of the multisection of
the zero-dimensional component of (MX)0((cˆl), (xl), (αl)) are ≥ 0.
The irreducible decomposition implies the following equation.
[MX((cˆl), (xl), (αl))]0 =
∑
(−1)∗ 1
k!
k∏
i=1
[(MX)0((cˆil), (xil), (αil))]0, (104)
where the sum is taken over all k ≥ 0 and all decompositions
{cˆl} =
k∐
i=1
{cˆil}, {xl} =
k∐
i=1
{xil}, {αl} =
k∐
i=1
{αil}
as sets. The sign ∗ is the weighted sign of the permutation(
(c1l ) (x
1
l ) (α
1
l ) . . . (c
k
l ) (x
k
l ) (α
k
l )
(cl) (xl) (αl)
)
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If ((cˆl), (xl), (αl)) = (∅, ∅, ∅), then the term
∏0
i=1[(M
X
)0((cˆil), (x
i
l), (α
i
l))]
0 cor-
responding to k = 0 on the right hand side of equation (104) is defined by 1,
and otherwise it is defined by zero. It corresponds to the number of the empty
curve. Equation (104) is proved as follows. We write MX((cˆl), (xl), (αl)) as
MX((cˆl), (xl), (αl))
=
∑
N−,N+≥0
(−1)∗M(∗,X,∗)
((Θ+((G+)⊗N+ ),Θ−((G−)⊗N− )),(cˆil),(x
i
l),([PY+ ]∩αil))
,
where we omitm± because they differ according to the variables in Θ±((G+)⊗N
±
).
For each point (Σi, zi, ui, φi)i in
M(∗,X,∗)
((Θ+((G+)⊗N+ ),Θ−((G−)⊗N− )),(cˆil),(x
i
l),([PY+ ]∩αil))
,
we decompose the sequence of holomorphic buildings (Σi, zi, ui, φi)i into irre-
ducible sequences (Σji , z
j
i , u
j
i , φ
j
i )
j
i (j = 1, . . . , k). Then it corresponds to a point
in
∏k
(M(∗,X,∗))0
((e⊗G+ ,e⊗G− ),∗,∗,∗)/Sk, and the group Sk of permutation cor-
responds to the coefficient 1/k! in the right hand side of Equation (104). Next
we count the number of points (Σi, zi, ui, φi)i in
M(∗,X,∗)
((Θ+((G+)⊗N+ ),Θ−((G−)⊗N− )),∗,∗,∗)
corresponding to a given irreducible sequences (Σji , z
j
i , u
j
i , φ
j
i )
j
i (j = 1, . . . , k).
Define n±j ≥ 0 by the condition that for each j, (Σji , zji , uji , φji )i is contained
in (M(∗,X,∗))0
(((G+)
⊗n+
j ,(G−)⊗n
−
j ),∗,∗,∗)
. Consider the irreducible decomposition
{Aj}j=1,...,k of {G+(1), . . . , G+(N+), G−(1), . . . , G−(N−)} (G±(i) = G±) corresponding
to the point (Σi, zi, ui, φi)i, and let Aj = A
+
j unionsqA−j be the decomposition into the
sets A±j consisting of G
±. Then #A±j = n
±
j . Conversely, for any decomposition
{Aj}j=1,...,k of {G+(1), . . . , G+(N+), G−(1), . . . , G−(N−)} such that #A±j = n±j , there
exists a unique point in M(∗,X,∗)
((Θ+((G+)⊗N+ ),Θ−((G−)⊗N− )),∗,∗,∗) corresponding to
(Σji , z
j
i , u
j
i , φ
j
i )
j
i (j = 1, . . . , k) and the decomposition {Aj}j=1,...,k. The number
of such decompositions of the set is
N+!
n+1 !n
+
2 ! . . . n
+
k !
· N
−!
n−1 !n
−
2 ! . . . n
−
k !
,
and it coincides with the ratios of the product of the coefficients 1/N±! of
(G±)⊗N
±
in e⊗G
±
on the left hand side of Equation (104) to the product of the
coefficients 1/n±j ! of (G
±)⊗n
±
j in e⊗G
±
on the right hand side. Hence Equation
(104) holds true.
Remark 7.3. As in Remark 6.6, we do not know whether or not we can chooseG±
so that all irreducible sequences of holomorphic buildings in the zero-dimensional
component of (MX)0((cˆl), (xl), (αl)) are connected. However, for the construc-
tion of the algebra in Section 7.5, it is enough to observe their genera are ≥ 0.
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7.4 Construction of the correction terms
In this section, we construct (G±±m)m≥1 used for the definition of the correction
terms ofMX((cˆl), (xl), (αl)). As in the case of the construction of (Fm)m≥2, we
consider algebras modeled on the splitting of holomorphic buildings. We con-
struct (G+m)m≥1 and (G
−
−m)m≥1 independently. First we construct (G
+
m)m≥1.
For m ≥ 1, let B+m =
⊕m(m+1)
2
n=0 (B
+
m)
n be the Z-graded super-commutative
algebra with coefficient R generated by variables ρ(ei,ej), ∆(ei,ej) and (ei,ej)
(0 ≤ i < j ≤ m). The Z-grading is defined by dim ρ(ei,ej) = dim ∆(ei,ej) = 0
and dim (ei,ej) = 1. For m = 0, we define B
+
0 = R.
For each m ≥ 1, the differential ∂′ : B+m → B+m is defined by ∂′(a,b) =
(−1)m(ρ(a,b) − ∆(a,b)) and ∂′ρ(a,b) = ∂′∆(a,b) = 0. For m = 0, we define
∂′ = 0 : B+0 → B+0 .
Homomorphisms τ+i : B
+
m → B+m+1 (0 ≤ i ≤ m, m ≥ 1) are defined by
τ+i (x(a,b)) = x(τˆi(a),τˆi(b)), where x is ρ,  or ∆, and each τˆ
+
i is defined by
τˆ+i (ej) =

ej j < i
ei + ei+1 j = i
ej+1 j > i
.
For m = 0, we define τ+0 = idR. For i > m, we define τ
+
i = 0 : B
+
m → B+m+1.
We define homomorphisms ♦+ : B+m ⊗Am′ → B+m+m′ (m ≥ 0, m′ ≥ 1) by
♦+(f ⊗ g) = (−1)1+mm′f · exp(ρ(∑0≤i≤m ei,∑m+1≤j≤m+m′ ej)) · g+m.
We define homomorphisms Θ+ :
⊗n
i=1B
+
mi → B+∑mi by
Θ+(f1 ⊗ f2 ⊗ · · · ⊗ fn) = f+
∑n
i=2 mi
1 · f+
∑n
i=3 mi
2 · · · fn, (105)
where f+k is defined by
e+kj =
{
e0 j = 0
ej+k j 6= 0
.
For n = 0, we define Θ+ = idR : R→ R.
Define a linear subspace B¨+m ⊂ B+m as follows. For each 1 ≤ i ≤ m−1 (i 6= 0)
and each monomial
f = x
(1)
(a1,b1)
x
(2)
(a2,b2)
. . . x
(n)
(an,bn)
,
such that (aj , bj) 6= (ei, ei+1), we define a monomial
f (ei,ei+1) = x
(1)
(a′1,b
′
1)
x
(2)
(a′2,b
′
2)
. . . x
(n)
(a′n,b′n)
by permuting ei and ei+1 in {aj , bj}. Then B¨+m ⊂ B+m is the subspace spanned
by f + f (ei,ei+1) for all such pair i and f .
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Define B+m = B+m/B¨+m. This is not an algebra but the following maps are
well defined.
∂′ : B+m → B+m (m ≥ 0)∑
i≥1
(−1)ie∆(ei,ei+1)τ+i : Bm → Bm+1 (m ≥ 0)
e∆(e0,e1)τ+0 : Bm → Bm+1 (m ≥ 0)
♦+ : B+m ⊗Am′ → B+m+m′ (m ≥ 0,m′ ≥ 1)
Θ+ :
n⊗
i=1
B+mi → B+∑mi (n ≥ 0,mi ≥ 0)
Further we define B˚+m ⊂ B+m as follows. First we define a new degree deg′ by
deg′ x(ei,ej) =
{
0 i = 0
1 i ≥ 1 .
Let B˚+m ⊂ B+m be the ideal generated by monomials with deg′ ≥ m − 1 and
define B˚+m = B˚+m/(B¨+m ∩ B˚+m). It is easy to see that the homology of ((B˚+m)∗, ∂′)
is zero at ∗ 6= 0. (∗ is the dimension.)
Let F+ ∈ A be a zero obtained in Section 6.5. We prove that there exists
some G+ = G+1 +G
+
2 + · · · ∈ (
⊕∞
l=1(B˚+l )l)∧ such that
∂′(Θ+(e⊗G
+
)) +
∑
i
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+
)
+ ♦+(Θ+(e⊗G+)⊗ F+) = 0, (106)
where e⊗G
+
= 1 +G+ + 12!G
+ ⊗G+ + 13!G+ ⊗G+ ⊗G+ + · · · . We inductively
construct G+≤m = G
+
1 +G
+
2 + · · ·+G+m ∈
⊕m
l=1(B˚+l )l such that
∂′(Θ+(e⊗G
+
≤m)) +
∑
i
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+
≤m−1)
+ ♦+(Θ+(e⊗G
+
≤m−1)⊗ F+) ≡ 0 (107)
in (
⊕∞
l=1(B+l )l−1)∧/(
⊕∞
l=m+1(B+l )l−1)∧.
First we define G+≤1 = G
+
1 ∈ (B˚+1 )1 by
G+1 = −
∞∑
k=1
1
k!
( (e0,e1)∆(e0,e1) . . .∆(e0,e1)︸ ︷︷ ︸
k
+ ρ(e0,e1)(e0,e1)∆(e0,e1) . . .∆(e0,e1)︸ ︷︷ ︸
k
+ · · ·+ ρ(e0,e1) . . . ρ(e0,e1)(e0,e1)︸ ︷︷ ︸
k
).
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Then it is easy to check that this satisfies equation (107).
Next assuming we have constructed G+≤m−1, we prove there exists a required
G+≤m (m ≥ 2). It is enough to show that
∂′(Θ+(e⊗G
+
≤m−1)) +
∑
i
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+
≤m−1)
+ ♦+(Θ+(e⊗G
+
≤m−1)⊗ F+) ≡ 0 (108)
in (
⊕∞
l=1(B+l )l−1)∧/((
⊕∞
l=m+1(B+l )l−1)∧ ⊕
⊕∞
l=1(B˚+l )l−1) and
∂′
(∑
i
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+
≤m−1) +♦+(Θ+(e⊗G
+
≤m−1)⊗F+)
)
≡ 0 (109)
in (
⊕∞
l=2(B+l )l−2)∧/(
⊕∞
l=m+1(B+l )l−2)∧.
First we prove equation (108). For the proof, we use the following maps τ˚+0
and ♦˚+.
The linear map τ˚+0 :
⊗n
i=1B
+
mi → B+∑mi is defined as follows. Let fi ∈ B+mi
(1 ≤ i ≤ n) be monomials, and consider each term of
τ+0 Θ
+(f1 ⊗ f2 ⊗ · · · ⊗ fn).
In each term, some of e0’s appearing in fi are changed to e1 since τˆ
+
0 maps e0
to e0 + e1. τ˚
+
0 (f1 ⊗ f2 ⊗ . . . fn) is defined by the sum of the terms appearing in
τ+0 Θ
+(f1⊗ f2⊗ · · ·⊗ fn) such that each fi has at least one e0 which is changed
to e1. Then it induces a linear map τ˚
+
0 :
⊗n
i=1 B+mi → B+∑mi . For n = 0, we
defined τ˚+0 = idR : R→ R. For example, if m1 = 2 and m2 = 1, then
τ˚+0 (∆(e0,e1)(e0,e2)(e1,e2) ⊗ (e0,e1))
= (∆(e0,e3)(e0,e4) + ∆(e0,e3)(e1,e4) + ∆(e1,e3)(e0,e4))(e3,e4)(e0,e2).
The linear map ♦˚+ : (
⊗n
i=1B
+
mi) ⊗ Am′ → B+∑mi+m′ is defined as follows.
Put m =
∑n
i=1mi and let
˚exp(ρ(
∑
0≤i≤m ei,
∑
m+1≤j≤m+m′ ej))
be the sum of all terms in exp(ρ(
∑
0≤i≤m ei,
∑
m+1≤j≤m+m′ ej)) in which at least
one ek appears for each 1 ≤ l ≤ n such that
∑
1≤a<lma + 1 ≤ k ≤
∑
1≤a≤lma.
For example, if n = 2 and m1 = m2 = m
′ = 2, then
˚exp(ρ(
∑
0≤i≤4 ei,
∑
j=5,6 ej)
)
= exp(ρ(
∑
0≤i≤4 ei,
∑
j=5,6 ej)
)− exp(ρ(∑i=0,3,4 ei,∑j=5,6 ej))
− exp(ρ(∑i=0,1,2 ei,∑j=5,6 ej)) + exp(ρ(e0,∑j=5,6 ej)).
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♦˚+ is defined by
♦˚+(f1 ⊗ f2 ⊗ · · · ⊗ fn ⊗ g) = (−1)1+(
∑
mi)m
′
Θ+(f1 ⊗ f2 ⊗ · · · ⊗ fn)
· ˚exp(ρ(∑0≤i≤m ei,∑m+1≤j≤m+m′ ej))g+
∑
mi .
It also induces a linear map ♦˚+ : (
⊗n
i=1 B+mi)⊗Am′ → B+∑mi+m′ .
We can easily check the following equations for any G ∈ (⊕∞l=1(B˚+l )l)∧.
∂′Θ+
(
1
k!
G⊗k
)
= Θ+
(
1
(k − 1)!G
⊗(k−1) ⊗ ∂′G
)
(110)
∑
i≥1
(−1)ie∆(ei,ei+1)τ+i Θ+
(
1
k!
G⊗k
)
= Θ+
(
1
(k − 1)!G
⊗(k−1) ⊗
∑
i≥1
(−1)ie∆(ei,ei+1)τ+i G
)
(111)
e∆(e0,e1)τ+0 Θ
+
(
1
k!
G⊗k
)
=
k∑
l=0
Θ+
(
1
(k − l)!l!G
⊗(k−l) ⊗ (e∆(e0,e1) τ˚+0 (G⊗l))
)
(112)
♦+
(
Θ+
(
1
k!
G⊗k
)
⊗ F+
)
=
k∑
l=0
Θ+
(
1
(k − l)!l!G
⊗(k−l) ⊗ ♦˚+(G⊗l ⊗ F+)
)
(113)
Furthermore, it is easy to see that
Θ+(f1 ⊗ · · · ⊗ fk ⊗Θ+(fk+1 ⊗ · · · ⊗ fn)) = Θ+(f1 ⊗ . . . fn). (114)
The assumption of the induction implies
R(m−1) = ∂′(Θ+(e⊗G
+
≤m−1)) +
∑
i
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+
≤m−1)
+ ♦+(Θ+(e⊗G
+
≤m−1)⊗ F+)
is zero in (
⊕∞
l=1(B+l )l−1)∧/(
⊕∞
l=m(B+l )l−1)∧. Hence
(−1)l
l!
Θ+((G+≤m−1)
⊗l ⊗R(m−1)) ≡ 0
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in (
⊕∞
l=1(B+l )l−1)∧/(
⊕∞
l=m+1(B+l )l−1)∧ for all l ≥ 1. Therefore, for the proof
of (108), it is enough to prove that∑
l≥0
(−1)l
l!
Θ+((G+≤m−1)
⊗l ⊗R(m−1)) ≡ 0 (115)
in (
⊕∞
l=1(B+l )l−1)∧/((
⊕∞
l=m+1(B+l )l−1)∧ ⊕
⊕m
l=1(B˚+l )l−1). Equations (110) to
(114) imply that the left hand side of (115) is equal to the sum of the following
terms: ∑
l≥0
(−1)l
l!
Θ+((G+≤m−1)
⊗l ⊗ ∂′(Θ+(e⊗G+≤m−1))) = ∂′G+≤m−1 (116)
∑
l≥0
(−1)l
l!
Θ+
(
(G+≤m−1)
⊗l ⊗
∑
i≥1
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+
≤m−1)
)
=
∑
i≥1
(−1)ie∆(ei,ei+1)τ+i G+≤m−1 (117)
∑
l≥0
(−1)l
l!
Θ+((G+≤m−1)
⊗l ⊗ e∆(e0,e1)τ+0 Θ+(e⊗G
+
≤m−1))
= e∆(e0,e1)τ˚+0 Θ
+(e⊗G
+
≤m−1) (118)
∑
l≥0
(−1)l
l!
Θ+((G+≤m−1)
⊗l ⊗ ♦+(Θ+(e⊗G+≤m−1)⊗ F+))
= ♦˚+(Θ+(e⊗G
+
≤m−1)⊗ F+) (119)
Terms (116), (118), (119) and (e∆(ei,ei+1)−1)τ+i G+≤m−1 (i ≥ 1) are contained in
(
⊕
l(B˚+l )l−1)∧, and τ+i G+≤m−1 ≡ 0 in
⊕∞
l=1(B+l )l−1 for i > 0. (In general, τ+i f
is contained in B¨+m+1 for any f ∈ B+m and i > 0.) These prove equation (115).
Therefore we can construct G+≤m inductively.
As with equation (82) in Section 6.5, equation (109) is proved as follows.
Put G˜+ = Θ+(e⊗G
+
≤m−1). The left hand side of (109) is∑
i
(−1)i+1e∆(ei,ei+1)τ+i ∂′G˜+ + ♦+
(
∂′G˜+ ⊗
∑
j
(−1)jF+j
)
+ ♦+(G˜+ ⊗ ∂′F+)
=
∑
i
(−1)ie∆(ei,ei+1)τ+i
(∑
j
(−1)je∆(ej,ej+1)τ+j G˜+ + ♦+(G˜+ ⊗ F+)
)
− ♦+
((∑
i
(−1)ie∆(ei,ei+1)τ+i G˜+ + ♦+(G˜+ ⊗ F+)
)
⊗
∑
j
(−1)jF+j
)
− ♦+
(
G˜+ ⊗
(∑
i
(−1)ie∆(ei,ei+1)τiF+ +(F+ ⊗ F+)
))
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and this is zero because(∑
i
(−1)ie∆(ei,ei+1)τ+i
)
◦
(∑
j
(−1)je∆(ej,ej+1)τ+j
)
= 0,
∑
i
(−1)ie∆(ei,ei+1)τ+i ♦+(f ⊗ g)− ♦+
(∑
i
(−1)ie∆(ei,ei+1)τ+i f ⊗ (−1)deg gg
)
−♦+
(
f ⊗
∑
i
(−1)ie∆(ei,ei+1)τ+i g
)
= 0,
♦+(f ⊗(g ⊗ h)) + ♦+(♦+(f ⊗ g)⊗ (−1)deg hh) = 0.
Next, we construct (G−−m)m≥1. For m ≥ 1, let B−−m be the Z-graded super-
commutative algebra with coefficient R generated by variables ρ(ei,ej), ∆(ei,ej)
and (ei,ej) (−m ≤ i < j ≤ 0). The Z-grading is defined by dim ρ(ei,ej) =
dim ∆(ei,ej) = 0 and dim (ei,ej) = 1. For m = 0, we define B
−
0 = R.
For each m ≥ 1, the differential ∂′ : B−−m → B−−m is defined by ∂′(a,b) =
(−1)m(ρ(a,b) − ∆(a,b)) and ∂′ρ(a,b) = ∂′∆(a,b) = 0. Homomorphisms τ−i :
B−−m → B−−m−1 (−m ≤ i ≤ 0, m ≥ 1) are defined by τ−i (x(a,b)) = x(τˆi(a),τˆi(b)),
where τˆ−i is defined by
τˆ−i (ej) =

ej−1 j < i
ei−1 + ei j = i
ej j > i
.
For m = 0, we define τ−0 = idR. For i < −m, we define τ−i = 0 : B−−m → B−−m−1.
We define τ˜−i = (−1)m+1+iτ−i : B−−m → B−−m−1.
We define homomorphisms ♦− : Am ⊗ B−−m′ → B−−m−m′ (m ≥ 1, m′ ≥ 0)
by
♦−(f ⊗ g) = (−1)(m−1)m′f−m′ · exp(ρ(∑−m−m′≤i≤−m′−1 ei,∑−m′≤j≤0 ej)) · g.
We define homomorphisms Θ− :
⊗n
i=1B
−
−mi → B−∑−mi by
Θ−(f1 ⊗ f2 ⊗ · · · ⊗ fn) = f1 · f−m12 · · · f−
∑n−1
i=1 mi
n ,
where f−k is defined by
e−kj =
{
e0 j = 0
ej−k j 6= 0
.
Define B−m and B˚−m ⊂ B−m similarly. In this case, deg′ is defined by
deg′ x(ei,ej) =
{
0 j = 0
1 j ≤ −1 .
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Let F− ∈ A be a zero in Section 6.5. (We do not need to assume F− = F+.)
As in the case of G+, we can construct G− = G−−1 +G
−
−2 + · · · ∈ (
⊕
l=1(B−−l)l)∧
such that
∂′(Θ−(e⊗G
−
)) +
∑
i
e∆(ei−1,ei)τ˜−i Θ
−(e⊗G
−
)
+ ♦−(F− ⊗Θ−(e⊗G−)) = 0. (120)
Note that
G−1 =
∞∑
k=1
1
k!
( (e−1,e0)∆(e−1,e0) . . .∆(e−1,e0)︸ ︷︷ ︸
k
+ ρ(e−1,e0)(e−1,e0)∆(e−1,e0) . . .∆(e−1,e0)︸ ︷︷ ︸
k
+ · · ·+ ρ(e−1,e0) . . . ρ(e−1,e0)(e−1,e0)︸ ︷︷ ︸
k
).
Equation (103) is satisfied for the solutions G+ of (106) and G− of (120)
because (102) implies∑
?m−,m+
(−1)∗∂′M(m−,X,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
=
∑
?m−,m+
(−1)∗M(m−,X,m+)
((G˜+m+ ,G˜
−
−m− ),∂((cˆ
i
l),(x
i
l),(ηˆ
i
l )))
+
∑
?m−,m+
(−1)∗+m−M(m−,X,m+)
((∂′G˜+m+ ,G˜
−
−m− ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
+
∑
?m−,m++1
(−1)∗+m−M(m−,X,m++1)
((
∑m+
i=0 (−1)ie
∆(ei,ei+1) G˜+m+ ,G˜
−
−m− ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
+
∑
?m−,m+
(−1)∗M(m−,X,m+)
((G˜+m+ ,∂
′G˜−−m− ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
+
∑
?m−+1,m+
(−1)∗M(m−+1,X,m+)
((G˜+m+ ,
∑0
i=−m− e
∆(ei−1,ei) τ˜−i G˜
−
−m− ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
and the following equations hold true. For any m, (m−,m+) and ((cˆil)
m+
i=−m−m− ,
(xil)
m+
i=−m−m− , (ηˆ
i
l)
m+
i=−m−),∑ 1
k!
[
(MY −)m
(F−m ,(cˆ
i−m−
l )
−1
i=−m,(x
i−m−
l )
−1
i=−m,([PY− ]∩dˆ∗1 ,...,[PY− ]∩dˆ∗k))
]0
· [M(m−,X,m+)
((G˜+m+ ,G˜
−
−m− ),(dˆk,...,dˆ1)∪(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
]0
=
[M(m−+m,X,m+)
((G˜+m+ ,♦−(F
−
m⊗G˜−−m− )),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
]0
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where the sum is taken over all k ≥ 0 and all simplices dl of KY − not contained
in P
bad
Y − , and for any m, (m−,m+) and ((cˆ
i
l)
m+
i=−m− , (x
i
l)
m++m
i=−m− , (ηˆ
i
l)
m++m
i=−m−),∑ 1
k!
[M(m−,X,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆ
i
l),(x
i
l),(ηˆ
i
l )∪([PY− ]∩dˆ∗1 ,...,[PY− ]∩dˆ∗k))
]0
·
[
(MY +)m
(F+m,(dˆk,...,dˆ1),(x
i+m+
l )
m
i=1,(ηˆ
i+m+
l )
m
i=1)
]0
= (−1)1+m−[M(m−,X,m++m)
((♦+(G˜+m+⊗F+m),G˜−−m− ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
]0
where the sum is taken over all k ≥ 0 and all simplices dl of KY + not contained
in P
bad
Y +
7.5 Construction of the algebras
In this section, we construct the algebra for X. It gives a kind of chain map be-
tween the algebras for Y − and Y + in the sense of SFT. We follow the argument
of [6].
First we consider the case of general SFT. We define a super-commutative
algebra DX = D(X,ω,Y ±,λ±,KY± ,K0X) as follows. Its elements are formal series∑
(cˆ∗i ),(cˆ
′
i),e
f(cˆ∗i ),(cˆ′i),e(t, ~)q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
T e,
where f(cˆ∗i ),(cˆ′i),e(t, ~) ∈ R[[t, ~]] is a formal series of the variables tx (x ∈ K0X)
and ~, and the infinite sum is taken over all sequences ((cˆi), (cˆ′i)) consisting
of simplices cˆi of KY − not contained in P
bad
Y − and simplices (cˆ
′
i) of KY + not
contained in P
bad
Y + , and e ∈ ω˜H2(X, ∂X;Z) (∼= H2(X, ∂X;Z)/Ker ω˜) with the
following Novikov condition: for any C ≥ 0, the number of the non-zero terms
with
∑
j e(p
+
cˆ′j
) ≥ −C and e+∑j e(p+cˆ′j ) ≥ −C is finite. The product is defined
so that all variables are super-commutative, where Z/2-degree is similar to the
case of WY except |tx| = codimX x and |T e| = 0. We also define a submodule
D≤κX ⊂ DX for each κ ≥ 0 by the condition
∑
i e(q
−
cˆ∗i
) + e+ e(p+cˆ′i
) ≤ κ.
To define differentials on quotients ofDX , we use a bigger super-commutative
algebra DDX = DD(X,ω,Y ±,λ±,KY± ,K0X ,K0Y± ,µ±). Its elements are formal series∑
(cˆ∗i ),(cˆ
′
i),e
f(cˆ∗i ),(cˆ′i),e(t, ~)q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
T e,
where in this case, f(cˆ∗i ),(cˆ′i),e(t, ~) ∈ R[[~]][~−1][[t]], namely, the coefficient of
each monomial of the t-variables in f(cˆ∗i ),(cˆ′i),e(t, ~) is arrowed to have a pole of
finite degree at ~ = 0. (The degrees do not need to be bounded.) For each κ ≥ 0,
we define a submodule DD≤κX ⊂ DDX by the condition
∑
i e(q
−
cˆ∗i
)+e+e(p+cˆ′i
) ≤ κ.
For each positive constant δ > 0, we also define a submodule DD≤κ,δX ⊂ DD≤κX
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by the condition
g˜δ := g +
1
2
(kt + kq + kp)−
∑
i e(q
−
cˆ∗i
) + e+ e(p+cˆ′i
)
δ
≥ −κ
δ
. (121)
Note that D≤κX ⊂ DD≤κ,δX and DD≤κ,δX ⊂ DD≤κ,δ
′
X for δ ≥ δ′.
Define submodules J˜≤κ,δC0,C1,C2 = J˜
≤κ,δ
X,C0,C1,C2
⊂ DD≤κ,δX by
J˜≤κ,δC0,C1,C2 =
{∑
a(xi),(cˆ∗i ),(cˆ′i),g,etx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
~gT e ∈ DD≤κ,δX ;
a(xi),(cˆ∗i ),(cˆ′i),g,e = 0 for all ((xi)
kt
i=1, (cˆ
∗
i ),
kq
i=1 (cˆ
′
i)
kp
i=1, g, e) such that
kt ≤ C0, g˜δ ≤ C1,
∑
e(p+cˆ′i
) ≥ −C2 and e+
∑
e(p+cˆ′i
) ≥ −C2
}
.
Note that these are ideals if κ = 0. Note also that J˜≤κ,δC0,C1+κ((δ′)−1−δ−1),C2 ⊂
J˜≤κ,δ
′
C0,C1,C2
for δ ≥ δ′, which implies that we have a natural map
DD≤κ,δX /J˜≤κ,δC0,C1+κ((δ′)−1−δ−1),C2 → DD
≤κ,δ′
X /J˜
≤κ,δ′
C0,C1,C2
.
We also define submodules J≤κ,δC0,C1,C2 ⊂ D
≤κ
X by J
≤κ,δ
C0,C1,C2
= J˜≤κ,δC0,C1,C2 ∩ D
≤κ
X .
Let (~−1D≤0X )?,δ ⊂ ~−1D≤0X be a submodule defined by the following condi-
tions:
• g˜δ is nonnegative. (Hence (~−1D≤0X )?,δ ⊂ DD≤0,δX .)
• The constant term is zero.
We also define submodules J?,δC0,C1,C2 = J
?,δ
X,C0,C1,C2
⊂ (~−1D≤0X )?,δ by
J?,δC0,C1,C2
=
{∑
a(xi),(cˆ∗i ),(cˆ′i),g,etx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
~gT e ∈ (~−1D≤0X )?,δ;
a(xi),(cˆ∗i ),(cˆ′i),g,e = 0 for all ((xi)
kt
i=1, (cˆ
∗
i ),
kq
i=1 (cˆ
′
i)
kp
i=1, g, e) such that
kt ≤ C0, g˜δ ≤ C1,
∑
e(p+cˆ′i
) ≥ −C2 and e+
∑
e(p+cˆ′i
) ≥ −C2
}
.
We say that δ > 0 is admissible for C2 if
• δ ≤ L±min, where L±min is the minimal period of periodic orbits in (Y ±, λ±),
and
• δ ≤ Eωˆ(u) for any non-constant holomorphic building (Σ, u) for X of
genus 0 and height 1 such that the number of the limit circle is ≤ 1 and
the period of the periodic orbit on the circle is ≤ C2 (if it exists).
If we fix a triple (C0, C1, C2) and an admissible constant δ for C2, then,
choosing a compatible family of perturbations BX of the multisections of finite
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number of pre-Kuranishi spaces (these also need to be compatible with BY ±) and
using their virtual fundamental chains, we can define the generating functions
F = ~−1
∑
g≥0
Fg~g ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2
F˜ = ~−1
∑
g∈Z
F˜g~g ∈ DD≤0,δX /J˜≤0,δC0,C1,C2
by
Fg =
∑
kq,kt,kp≥0,e
1
kq!kt!kp!
[(MXg,e)0(q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)]0T−e
and
F˜g =
∑
kq,kt,kp≥0,e
1
kq!kt!kp!
[(MXg,e)(q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)]0T−e,
where q =
∑
c qcˆ∗ cˆ, t =
∑
x txx and p =
∑
c pcˆcˆ
∗ are formal series. Sometimes
we explicitly indicate the dependence of F to various data as
F = F(X,ω,Y ±,λ±,KY± ,K0X ,K0Y± ,µ±,K2Y± ,J,BX).
F˜ indeed satisfies the condition of DD≤0,δX /J˜≤0,δC0,C1,C2 , that is, g˜δ ≥ 0 for all
terms such that kt ≤ C0,
∑
e(p+cˆ′i
) ≥ −C2 and e+
∑
e(p+cˆ′i
) ≥ −C2. It is enough
to see that every holomorphic building (Σ, z, u, φ) such that
∑
j Lγ+∞j ≤ C2
and e+
∑
j Lγ+∞j ≤ C2 satisfies
g˜δ = g +
1
2
(kt + kq + kp) +
Eωˆ(u)
δ
≥ 1, (122)
where g is its genus, kt, kq and kp are the numbers of its marked points, −∞-
limit circles, and +∞-limit circles respectively. (Lγ±∞i are the periods of the
periodic orbits on its limit circles.) First note that g˜δ − 1 is additive with
respect to disjoint union of holomorphic buildings, and that if a holomorphic
building (Σ′, z′, u′, φ′) for Y − or Y + is glued to a holomorphic building for X,
then g˜ is changed by more than or equal to the corresponding g˜ of (Σ′, z′, u′, φ′)
since δ ≤ L±min. Therefore, it is enough to show inequality (122) for a connected
holomorphic building of height one. Assume contrary, that is, assume that there
exists a holomorphic building (Σ, z, u, φ) of height one such that g˜ < 1. Since
g˜ < 1 implies g = 0 and kt ≤ 1, u is not a constant map. Note that the period of
the periodic orbits on its −∞-limit circle is ≤ e+∑j Lγ+∞j ≤ C2 (if it exists)
by (15), and g˜ < 1 implies that the number of the limit circles (= kq + kp) is
≤ 1. Therefore, the assumption of δ implies that δ ≤ Eωˆ(u), which contradicts
to the assumption g˜ < 1. Hence F˜ satisfies the condition g˜δ ≥ 0.
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F also satisfies the condition g˜δ ≥ 0. Furthermore, the degree of F is
even because of the dimension of pre-Kuranishi spaces, and F does not contain
constant term because there does not exist any holomorphic buildings of genus
g = 1 without marked points or limit circles whose Eωˆ-energy is zero.
It is easy to check that for any G ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 of even degree
and any formal series P (x) ∈ R[[x]], P (G) ∈ DD≤0,δX /J˜≤0,δC0,C1,C2 is well defined.
Equation (104) implies that F˜ = eF in DD≤0,δX /J˜≤0,δC0,C1,C2 .DDX has a structure of a left D-module over WY − as follows. For each
variable pcˆ (c ∈ K−), we define a differential operator on DDX by
−→pcˆ = ~
−−→
∂
∂qcˆ∗
.
Then each
f =
∑
f(cˆ∗i ),(cˆ′i)(t, ~)qcˆ∗1qcˆ∗2 . . . qcˆ∗kpcˆ′1pcˆ′2 . . . pcˆ′l ∈ WY −
acts on DDX as a differential operator
−→
f =
∑
f(cˆ∗i ),(cˆ′i)(t˜, ~)q
−
cˆ∗1
q−cˆ∗2 . . . q
−
cˆ∗k
−→pcˆ′1−→pcˆ′2 . . .−→pcˆ′l ,
where we replace each variable tx (x ∈ K0Y −) with t˜x = t(µ−)−1(x). (µ− is the
bijection defined in Section 7.3.)
Similarly, DDX has a structure of a right D-module overWY + . In this case,
each variable qcˆ∗ (c ∈ K+) defines a differential operator
←−qcˆ∗ = ~
←−−
∂
∂pcˆ
from right, and each
f =
∑
f(cˆ∗i ),(cˆ′i)(t, ~)qcˆ∗1qcˆ∗2 . . . qcˆ∗kpcˆ′1pcˆ′2 . . . pcˆ′l ∈ WY +
acts on DDX as a differential operator
←−
f =
∑
f(cˆ∗i ),(cˆ′i)(t˜, ~)
←−qcˆ∗1←−qcˆ∗2 . . .←−qcˆ∗kp+cˆ′1p
+
cˆ′2
. . . p+cˆ′l
,
where we replace each variable tx (x ∈ K0Y +) with t˜x = t(µ+)−1(x).
These D-module structures
WY − ×DDX → DDX ,
DDX ×WY + → DDX
induce the following maps:
W≤κ1Y − /I≤κ1C0,C1+κ2δ−1+κ1(δ−1−L−1min),C2+κ2 ×DD
≤κ2,δ
X /J˜
≤κ2,δ
C0,C1+κ1δ−1,C2
→ DD≤κ1+κ2,δX /J˜≤κ1+κ2,δC0,C1,C2 ,
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DD≤κ1,δX /J˜≤κ1,δC0,C1+κ2δ−1,C2+κ2 ×W
≤κ2
Y + /I
≤κ2
C0,C1+κ1δ−1+κ2(δ−1−L−1min),C2
→ DD≤κ1+κ2,δX /J˜≤κ1+κ2,δC0,C1,C2 .
Assume that a generating function HY ± ∈ (~−1W≤0Y )+/(~−1W≤0Y )+C0,C1,C2
are defined and that C0 ≥ C0, C1 ≥ C1 + κδ−1 and C2 ≥ C2 + κ. Then they
define a linear map D̂X : DD≤κ,δX /J˜κ,δC0,C1,C2 → DD
≤κ,δ
X /J˜
κ,δ
C0,C1,C2
by
D̂Xf = δf −−−−→HY −f + (−1)|f |f
←−−HY + .
Equations (83) for HY ± imply that D̂X is a differential of DD≤κ,δX /J˜κ,δC0,C1,C2 .
Equation (103) implies F˜ = eF satisfies
D̂Xe
F = 0 (123)
in DD≤0,δX /J˜≤0,δC0,C1,C2 .
Define maps
W≤κ1Y − /I≤κ1C0,C1+κ2δ−1+κ1(δ−1−L−1min),C2+κ2 ×D
≤κ2,δ
X /J
≤κ2,δ
C0,C1+κ1δ−1,C2+κ1
→ D≤κ1+κ2,δX /J≤κ1+κ2,δC0,C1,C2
by
(f, g) 7→ f−→∗
F
g = e−F
−→
f (eFg)
for κ1, κ2, C0, C1, C2 such that C0 ≥ C0, C1 ≥ C1 + (κ1 + κ2)δ−1, C2 ≥ C2 +
κ1 + κ2. This family of maps defines a left module-like structure, that is, the
associativity law is satisfied if it is well defined.
Similarly, we define maps
D≤κ1,δX /J≤κ1,δC0,C1+κ2δ−1,C2+κ2 ×W
≤κ2
Y + /I
≤κ2
C0,C1+κ1δ−1+κ2(δ−1−L−1min),C2+κ1
→ D≤κ1+κ2,δX /J≤κ1+κ2,δC0,C1,C2
by
(g, f) 7→ g←−∗
F
f = (geF )
←−
f e−F
for κ1, κ2, C0, C1, C2 such that C0 ≥ C0, C1 ≥ C1 + (κ1 + κ2)δ−1, C2 ≥ C2 +
κ1 + κ2. This family of maps defines a right module-like structure. Note that
these module-like structures are a bimodule structure, that is,
(f−→∗
F
g)←−∗
F
h = f−→∗
F
(g←−∗
F
h)
for all f ∈ WY − , g ∈ DX and h ∈ WY + .
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Define a linear map DF : D≤κX /J≤κ,δC0,C1,C2 → D
≤κ
X /J
≤κ,δ
C0,C1,C2
by
DFf = e−F [D̂X , f ](eF )
= e−FD̂X(feF ). (by (123))
Then it satisfies the following:
• DF is a differential, that is, D2F = 0.
• For any f ∈ W≤κ1Y − /I≤κ1C0,C′1,C2+κ2 and g ∈ D
≤κ2
X /J
≤κ2,δ
C0,C′′1 ,C2
,
DF (f
−→∗
F
g) = (DY −f)
−→∗
F
g + (−1)|f |f−→∗
F
DF (g) (124)
in D≤κ1+κ2X /J≤κ1+κ2,δC0,C1,C2 , where C ′1 = C1 + κ1(δ−1 − L−1min) + κ2δ−1 and
C ′′1 = C1 + κ1δ
−1.
• For any g ∈ D≤κ2X /J≤κ2,δC0,C′′1 ,C2+κ1 and f ∈ W
≤κ1
Y + /I
≤κ1
C0,C′1,C2
,
DF (g
←−∗
F
f) = DF (g)
←−∗
F
f + (−1)|g|g←−∗
F
(DY +f) (125)
in D≤κ1+κ2X /J≤κ1+κ2,δC0,C1,C2 .
They imply that the family of cohomology groups H∗(D≤κX /J≤κ,δC0,C1,C2 , DF ) has a
(H∗(W≤κY −/I≤κC0,C1,C2 , DY −), H∗(W
≤κ
Y +/I
≤κ
C0,C1,C2
, DY +))-bimodule-like structure.
Sometimes we denote the linear maps DF for the generating function F =
F(X,ω,Y ±,λ±,KY± ,K0X ,K0Y± ,µ±,K2Y± ,J,BX) by
D(X,ω,Y ±,λ±,KY± ,K0X ,K0Y± ,µ
±,K2
Y± ,J,BX).
By definition, DF1 = 0. Therefore the linear maps
i−F (f) = f
−→∗
F
1 = e−F
−→
f eF :W≤κY −/I≤κC0,C1+κ(δ−1−L−1min),C2 → D
≤κ
X /J
≤κ,δ
C0,C1,C2
,
i+F (f) = 1
←−∗
F
f = eF
←−
f e−F :W≤κY +/I≤κC0,C1+κ(δ−1−L−1min),C2 → D
≤κ
X /J
≤κ,δ
C0,C1,C2
induce homomorphisms
i±F : H
∗(W≤κY ±/I≤κC0,C1+κ(δ−1−L−1min),C2 , DY ±)→ H
∗(D≤κX /J≤κ,δC0,C1,C2 ,DF ).
This pair of homomorphisms i±F is the chain map in the sense of general SFT.
Next we consider rational SFT. Define LX = L(X,ω,Y ±,λ±,KY± ,K0X) = DX |~=0
as a quotient super-commutative algebra of DX . We also use a bigger super-
commutative algebra L̂X . Its elements are formal series∑
f(cˆi),(cˆ′i),(cˆ′′i ),(cˆ′′′i ),e(t)q
−
cˆ∗1
. . . q−cˆ∗
k
−
q
q+(cˆ′1)∗
. . . q+(cˆ′
k
+
q
)∗p
−
cˆ′′1
. . . p−cˆ′′
k
−
p
p+cˆ′′′1
. . . p+cˆ′′′
k
+
p
T e,
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where each f(cˆi),(cˆ′i),(cˆ′′i ),(cˆ′′′i ),e(t) ∈ R[[t]] is a formal series of the variables tx
(x ∈ K0X) and the infinite sum is taken over all sequences ((cˆi), (cˆ′i), (cˆ′′i ), (cˆ′′′i ), e)
consisting of the simplices (cˆi) of KY − not contained in P
bad
Y − , (cˆ
′
i) of KY +
not contained in P
bad
Y + , (cˆ
′′
i ) of KY − not contained in P
bad
Y − , (cˆ
′′′
i ) of KY + not
contained in P
bad
Y + and e ∈ ω˜H2(X, ∂X). We impose the following Novikov
condition on the infinite sum: for any C > 0, the number of the non-zero terms
with
∑
j e(p
−
cˆ′′j
) +
∑
j e(p
+
cˆ′′′j
) ≥ −C and e + ∑j e(p−cˆ′′j ) + ∑j e(p+cˆ′′′j ) ≥ −C is
finite.
The Poisson structure of L̂X is defined by
{f, g} =
∑
c∈KY−
(←−
∂ f
∂p−cˆ
−→
∂ g
∂q−cˆ∗
− (−1)|f ||g|
←−
∂ g
∂p−cˆ
−→
∂ f
∂q−cˆ∗
)
−
∑
c∈KY+
(←−
∂ f
∂p+cˆ
−→
∂ g
∂q+cˆ∗
− (−1)|f ||g|
←−
∂ g
∂p+cˆ
−→
∂ f
∂q+cˆ∗
)
.
We regard PY − and PY + as subspaces of L̂X by qcˆ∗ 7→ q−cˆ∗ , pcˆ 7→ p−cˆ and qcˆ∗ 7→
q+cˆ∗ , pcˆ 7→ p+cˆ respectively. Then the inclusions PY − ↪→ L̂X and PY + ↪→ L̂X are
a Poisson map and an anti-Poisson map respectively.
For each even element g ∈ LX , define a map
f 7→ f |g : L̂X → LX
by the evaluation map given by p−cˆ =
−→
∂ g
∂q−
cˆ∗
and q+cˆ∗ =
←−
∂ g
∂p+cˆ
.
For each κ ≥ 0, we define submodules L≤κX ⊂ LX and L̂≤κX ⊂ L̂X by the
conditions
∑
i e(q
−
cˆ∗i
) + e +
∑
i e(p
+
cˆ′i
) ≤ κ and ∑i e(q−cˆ∗i ) + ∑i e(q+(cˆ′i)∗) + e +∑
i e(p
−
cˆ′′i
) +
∑
i e(p
+
cˆ′′i
) ≤ κ respectively. Define submodules J≤κC0,C2 ⊂ L
≤κ
X and
J˜≤κC0,C2 ⊂ L̂
≤κ
X by
J≤κC0,C2 =
{∑
a(xi),(cˆ∗i ),(cˆ′i),etx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
T e ∈ L≤κX ;
a(xi),(cˆ∗i ),(cˆ′i),e = 0 for all ((xi)
kt
i=1, (cˆ
∗
i ),
kq
i=1 (cˆ
′
i)
kp
i=1, e) such that
kt ≤ C0,
∑
e(p+cˆ′i
) ≥ −C2 and e+
∑
e(p+cˆ′i
) ≥ −C2
}
and
J˜≤κC0,C2 =
{∑
a(xi),(cˆi),(cˆ′i),(cˆ′′i ),(cˆ′′′i ),etx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗kq
q+(cˆ′1)∗
. . . q+(cˆ′kq )
∗
p−cˆ′′1 . . . p
−
cˆ′′kp
p+cˆ′′′1
. . . p+cˆ′′′kp
T e ∈ L̂≤κX ;
aα = 0 for all α = ((xi)
kt
i=1, (cˆi)
k−q
i=1, (cˆ
′
i)
k+q
i=1, (cˆ
′′
i )
k−p
i=1, (cˆ
′′′
i )
k+p
i=1, e)
such that kt ≤ C0,
∑
e(p+cˆ′′i
) +
∑
e(p+cˆ′′′i
) ≥ −C2 and
e+
∑
e(p+cˆ′′i
) +
∑
e(p+cˆ′′′i
) ≥ −C2
}
.
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First we note that h = HY −,0 −HY +,0 ∈ L≤0X /J≤0C0,C2 satisfies
δh− 1
2
{h,h} = 0. (126)
For each triple (κ,C0, C2) such that C0 ≥ C0 and C2 ≥ C2 + κ, we define a
linear map d̂X : L̂≤κX /J˜≤κC0,C2 → L̂
≤κ
X /J˜
≤κ
C0,C2
by
d̂Xf = δf − {h, f}.
Then (126) implies that d̂2X = 0. d̂X also satisfies
d̂X(fg) = (d̂Xf)g + (−1)|f |fd̂Xg (127)
d̂X{f, g} = {d̂Xf, g}+ (−1)|f |{f, d̂Xg} (128)
if the multiplications or Poisson brackets are well defined.
We use the genus zero part F0 ∈ L≤0X /J≤0C0,C2 of the generating function.
Equation (123) implies that
δF0 − h|F0 = 0 (129)
in L≤0X /J≤0C0,C2 .
For each triple (κ,C0, C2) such that C0 ≥ C0 and C2 ≥ C2 +κ, define linear
maps dF0 : L≤κX /J≤κC0,C2 → L
≤κ
X /J
≤κ
C0,C2
and i±F0 : P
≤κ
Y ±/I
≤κ
C0,C2
→ L≤κX /J≤κC0,C2 by
dF0f = (d̂Xf)|F0
= δf − {h, f}|F0 (= (DFf)|~=0)
and
i±F0(f) = f |F0 .
We claim that (129) and (126) imply that dF0 is a differential (i.e. d
2
F0 = 0) and
i±F0 are chain maps. For its proof, it is convenient to introduce a linear map
f 7→ f˜ : L̂X → L̂X
defined by
f˜ = (k−p + k
+
q − 1)f
=
(∑
p−cˆ
−→
∂ p−cˆ
+
∑
q+cˆ∗
−→
∂ q+
cˆ∗
− 1)f
for each monomial
f = tx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗
k
−
q
q+(cˆ′1)∗
. . . q+(cˆ′
k
+
q
)∗p
−
cˆ′′1
. . . p−cˆ′′
k
−
p
p+cˆ′′′1
. . . p+cˆ′′′
k
+
p
T e.
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Lemma 7.4. (i) For any f, g ∈ L̂X ,
{˜f, g} = {f˜ , g}+ {f, g˜}. (130)
(ii) For all g ∈ LevenX and f ∈ L̂X ,
{f, g}|g = f˜ |g + f |g (131)
and
δ(f |g) = (δf)|g − {δg, f}|g. (132)
(iii) For all g ∈ LevenX and f, h ∈ L̂X ,
{h, f |g}|g = {h, {f, g}}|g − {h, f˜}|g. (133)
In particular,
{h|g, f}|g + {h, f |g}|g = {h, f}|g. (134)
Proof. (130) and (131) are easy. (132) is proved as follows. First note that if
we regard each side as an operator A for f then it satisfies
A(f1f2) = A(f1)f2|g + (−1)|f1|f1|gA(f2).
Hence we may assume that f is some variable q−, q+, p− or p+.
If f is q− or p+, then it satisfies (132) since δ(f |g) = (δf)|g = δf and
{δg, f}|g = 0.
Next we consider the case of f = q+cˆ∗ . Define ac′,c ∈ Q by ∂cˆ′ =
∑
c ac′,ccˆ.
Then (132) is equivalent to
δ
(←−
∂ g
∂p+cˆ
)
−
←−
∂ (δg)
∂p+cˆ
= (−1)|g|
∑
c′
ac′,c
←−
∂ g
∂p+cˆ′
.
((−1)|g| = 1 for g ∈ LevenX .) We prove that this equation holds for all g ∈ L̂X as
follows. If we regard each side as an operator B for g then it satisfies
B(g1g2) = (−1)|cˆ||g2|B(g1)g2 + (−1)|g1|g1B(g2).
Hence it is enough to prove the equation for the case where g is some variable
q−, q+, p− or p+ and it can be easily checked.
Finally, if f = p−cˆ then (132) is equivalent to
δ
( −→
∂ g
∂q−cˆ∗
)
− (−1)|cˆ|
−→
∂ (δg)
∂q−cˆ∗
= (−1)1+|cˆ|
∑
c′
ac,c′
−→
∂ g
∂q−(cˆ′)∗
,
and it can be proved similarly.
(133) is proved as follows. If we regard each side as an operator C for f then
it satisfies
C(f1f2) = C(f1)f2|g + (−1)|h||f1|f1|gC(f2).
Hence it is enough to prove (133) for the case where f is some variable q−, q+,
p− or p+ and it can be easily checked. (134) is a corollary of (133).
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Now we prove the following proposition. The fourth claim is used to define
a Poisson structure of rational SFT cohomology of (Y, λ) in Section 10.
Proposition 7.5. (i) dF0 is a differential, that is, d
2
F0 = 0.
(ii) f 7→ f |F0 : (L̂≤κX /J˜≤κC0,C2 , d̂X) → (L
≤κ
X /J
≤κ
C0,C2
, dF0) is a chain map, that
is, dF0(f |F0) = (d̂Xf)|F0 for all f ∈ L̂≤κX /J˜≤κC0,C2 . In particular, i±F0 are
chain maps, that is, dF0 ◦ i±F0 = i±F0 ◦ dY ± .
(iii) For any f ∈ P≤κ1Y ± /I≤κ1C0,C2+κ2 and g ∈ L
≤κ2
X /J
≤κ2
C0,C2
,
dF0(i
±
F0(f)g) = i
±
F0(dY ±f)g + (−1)|f |i±F0(f)dF0g
in L≤κ1+κ2X /J≤κ1+κ2C0,C2 .
(iv) Assume that f ∈ L̂≤κ1X /J˜≤κ1C0,C2+κ2 , g ∈ L̂
≤κ2
X /J˜
≤κ2
C0,C2+κ1
, a ∈ L≤κ1X /J≤κ1C0,C2+κ2
and b ∈ L≤κ2X /J≤κ2C0,C2+κ1 satisfy f |F0 = dF0a and g|F0 = dF0b. Then
{f, g}|F0 + (−1)|f |
({d̂Xf, b}|F0 − {a, d̂Xg}|F0)
= dF0
({a, g}|F0 + (−1)|f |{f, b}|F0 + {a, {h, b}}|F0) (135)
in L≤κ1+κ2X /J≤κ1+κ2C0,C2 . In particular, if in addition d̂Xf = 0 and d̂Xg = 0,
then {f, g}|F0 is exact.
Proof. First note that (129), (132) and (134) imply that for any f ∈ L̂≤κX /J˜≤κC0,C2 ,
dF0(f |F0) = (δf)|F0 − {δF0, f}|F0 − {h, f |F0}|F0
= (δf)|F0 − {h|F0 , f}|F0 − {h, f |F0}|F0
= (δf)|F0 − {h, f}|F0
= (d̂Xf)|F0 . (136)
(i) is because (136) implies
d2F0f = dF0((d̂Xf)|F0) = (d̂2Xf)|F0 = 0.
(ii) is due to (136). (iii) is because for any f ∈ L̂≤κ1X /J˜≤κ1C0,C2+κ1 and g ∈
L≤κ2X /J≤κ2C0,C2 ,
dF0(f |F0 · g) = dF0((fg)|F0) (since g = g|F0)
= (d̂X(fg))|F0 (by (136))
= (d̂Xf)|F0 · g + (−1)|f |f |F0 · dF0g (by (127))
in L≤κ1+κ2X /J≤κ1+κ2C0,C2 .
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(iv) is because
dF0({a, g}|F0) = (d̂X{a, g})|F0
= {d̂Xa, g}|F0 + (−1)|a|{a, d̂Xg}|F0
= {(d̂Xa)|F0 , g}|F0 + {d̂Xa, g|F0}|F0 + (−1)|a|{a, d̂Xg}|F0
= {f |F0 , g}|F0 + {d̂Xa, (d̂Xb)|F0}|F0 + (−1)|a|{a, d̂Xg}|F0 ,
(−1)|f |dF0({f, b}|F0) = (−1)|f |(d̂X{f, b})|F0
= {f, d̂Xb}|F0 + (−1)|f |{d̂Xf, b}|F0
= {f, (d̂Xb)|F0}|F0 + {f |F0 , d̂Xb}|F0 + (−1)|f |{d̂Xf, b}|F0
= {f, g|F0}|F0 + {(d̂Xa)|F0 , d̂Xb}|F0 + (−1)|f |{d̂Xf, b}|F0
and
dF0({a, {h, b}}|F0) = −dF0({a, d̂Xb}|F0)
= −(d̂X{a, d̂Xb})|F0
= −{d̂Xa, d̂Xb}|F0
= −{(d̂Xa)|F0 , d̂Xb}|F0 − {d̂Xa, (d̂Xb)|F0}|F0 .
Finally we consider the case of contact homology. Assume that (X,ω) is an
exact cobordism, that is, ω = dθ for some 1-form θ on X such that
θ|(−∞,0]×Y − = eσλ− and θ|[0,∞)×Y + = eσλ+.
Further we assume that the domains of µ± are the whole of K0X and µ± : K
0
X →
K0Y ± are bijections. Define
F̂0 =
∑
c
←−
∂ F0
∂p+cˆ
∣∣∣∣
p+=0
· p+cˆ ∈ L≤0X /J≤0C0,C2 .
Exactness of (X,ω) implies
−→
∂
∂q−cˆ∗
(F0|p=0) = 0.
Hence equation (129) implies
δF̂0 − ĥ|F̂0 = 0 (137)
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in L≤0X /J≤0C0,C2 , where ĥ = ĤY −,0 − ĤY +,0. For each pair (κ,C0) such that
C0 ≥ C0 and C2 ≥ κ, we define a homomorphism ΨF̂0 : A
≤κ
Y +/I
≤κ
C0
→ A≤κY −/I≤κC0
by the evaluation
ΨF̂0(f) = f |F̂0 = f
∣∣∣
q+
cˆ∗=
(←−
∂ F0
∂p
+
cˆ
∣∣
p+=0
).
Then (137) implies that this is a chain map, that is, ∂Y − ◦ ΨF̂0 = ΨF̂0 ◦ ∂Y + ,
where we identify each tx (x ∈ K0Y +) with tµ−◦µ−1+ (x). Therefore it induces a
homomorphism (ΨF̂0)∗ : H
∗(A≤κY +/I≤κC0 , ∂Y +)→ H∗(A
≤κ
Y −/I
≤κ
C0
, ∂Y −).
7.6 Algebras with further energy conditions
Assume that Z contains contact manifolds (Yi, λi) (1 ≤ i ≤ m) and that for each
i = 1, 2, . . . ,m, there is a pair of symplectic cobordisms Z−i and Z
+
i such that
Z = Z−i ∪Yi Z+i . We assume that the pull back of the symplectic form ω to Yi
is dλi. Then we can construct the algebras which respect these decompositions
as follows. (We need these algebras for the definition of the composition of
generating functions in Section 9.1.)
Let ((−, )×Yi, d(eσλi)) ↪→ (Z, ω) be a neighborhood of each Yi and define
a closed two form ω˜Yi on X by ω˜Yi = ω on Z
+
i , ω˜Yi = d(ϕλ
+) on [0,∞)× Y +,
ω˜Yi = d(ϕλi) on (−, 0]×Yi, and ω˜Yi = 0 on (−∞, 0]×Y −∪ (Z−i \ (−, 0]×Yi),
where ϕ : R → R≥0 is a smooth function with compact support such that
ϕ(0) = 1 and ϕ|(−∞,−] ≡ 0.
For a holomorphic building (Σ, z, u) ∈ M̂(X,ω, J), define e = ∫ u∗ω˜ and
eYi =
∫
u∗ω˜Yi . Then these satisfy
e+
∑
+∞-limit circles
Lγ+∞j ≥
∑
−∞-limit circles
Lγ−∞j
and
eYi +
∑
+∞-limit circles
Lγ+∞j ≥ 0.
The former is due to (15), and the latter is because
eYi +
∑
+∞-limit circles
Lγ+∞j
=
∫
u−1((−,0]×Y −)
u∗d(ϕλi) +
∫
u−1(Z+i )
u∗ω +
∫
u−1(([0,∞)∪R1∪···∪Rk+ )×Y +)
u∗dλ+
≥ 0,
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where ∫
u−1((−,0]×Y −)
u∗d(ϕλi)
=
∫
u−1((−,0]×Y −)
u∗(dϕ ∧ λi) +
∫
u−1((−,0]×Y −)
u∗(ϕdλi)
≥ 0
since we may assume ∂σϕ ≥ 0 on (−, 0].
Define a super-commutative algebra DX,(Yi) as follows. Its elements are
formal series∑
(cˆ∗i ),(cˆ
′
i),A
f(cˆ∗i ),(cˆ′i),A(t, ~)tx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
TA,
where f(cˆ∗i ),(cˆ′i),A(t, ~) ∈ R[[t, ~]] are formal series of the variables tx (x ∈ K0X)
and ~, and the infinite sum is taken over all sequences ((cˆi), (cˆ′i)) as in the
usual case and A ∈ H2(X, ∂X;Z)
/
(Ker e ∩⋂i Ker eYi), where e(A) = ω˜A and
eYi(A) = ω˜YiA. We impose the following Novikov condition on the elements of
DX,(Yi): for any C > 0, the number of the non-zero terms with
∑
j e(p
+
cˆ′j
) ≥ −C,
e(A) +
∑
j e(p
+
cˆ′j
) ≥ −C and eYi(A) +
∑
j e(p
+
cˆ′j
) ≥ −C is finite.
We also define a bigger super-commutative algebra DDX,(Yi). Its elements
are formal series∑
(cˆ∗i ),(cˆ
′
i),A
f(cˆ∗i ),(cˆ′i),A(t, ~)tx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
TA,
similar to those of DX,(Yi) except that f(cˆ∗i ),(cˆ′i),A(t, ~) ∈ R[[~]][~−1][[t]].
The submodules D≤κX,(Yi) ⊂ DX,(Yi) and DD
≤κ
X,(Yi)
⊂ DDX,(Yi) are defined by
the conditions
∑
i e(q
−
cˆ∗i
) + e(A) +
∑
j e(p
+
cˆ′j
) ≤ κ and eYi(A) +
∑
j e(p
+
cˆ′j
) ≤ κ.
For each positive constant δ > 0, we define a submodule D≤κ,δX,(Yi) ⊂ D
≤κ
X,(Yi)
by
the condition g˜δ ≥ −κ/δ. The submodules J˜≤κ,δC0,C1,C2 ⊂ DD
≤κ,δ
X,(Yi)
are defined by
J˜≤κ,δC0,C1,C2
=
{∑
a(xi),(cˆ∗i ),(cˆ′i),g,etx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
~gTA ∈ DD≤κ,δX,(Yi);
a(xi),(cˆ∗i ),(cˆ′i),g,A = 0 for all ((xi)
kt
i=1, (cˆ
∗
i ),
kq
i=1 (cˆ
′
i)
kp
i=1, g, A) such that
kt ≤ C0, g˜δ ≤ C1,
∑
e(p+cˆ′i
) ≥ −C2, e(A) +
∑
e(p+cˆ′i
) ≥ −C2
and eYj (A) +
∑
e(p+cˆ′i
) ≥ −C2 for all j
}
,
and submodules J≤κ,δC0,C1,C2 ⊂ D
≤κ
X,(Yi)
are defined by J≤κ,δC0,C1,C2 = DX,(Yi) ∩
J˜≤κ,δC0,C1,C2 .
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The same argument are valid for DX,(Yi) and DDX,(Yi). Namely, a com-
patible finite family of virtual fundamental chains defines generating functions
F ∈ (~−1D≤0X,(Yi))?,δ/J
?,δ
C0,C1,C2
and F˜ ∈ DD≤0,δX,(Yi)/J˜
≤0,δ
C0,C1,C2
, and they define
differentials DF : D≤κX,(Yi)/J
≤κ,δ
C0,C1,C2
→ D≤κX,(Yi)/J
≤κ,δ
C0,C1,C2
.
The rational version is similarly defined. Let LX,(Yi) = DX,(Yi)|~=0 be the
quotient super-commutative algebra. Elements of the Poisson space L̂X,(Yi) are
formal series∑
fα(t)q
−
cˆ∗1
. . . q−cˆ∗
k
−
q
q+(cˆ′1)∗
. . . q+(cˆ′
k
+
q
)∗p
−
cˆ′′1
. . . p−cˆ′′
k
−
p
p+cˆ′′′1
. . . p+cˆ′′′
k
+
p
TA,
as in the usual L̂X with Novikov condition, that is, for any C > 0, the number
of the non-zero terms with
∑
j e(p
−
cˆ′′j
) +
∑
j e(p
+
cˆ′′′j
) ≥ −C, e(A) +∑j e(p−cˆ′′j ) +∑
j e(p
+
cˆ′′′j
) ≥ −C and eYi(A) +
∑
j e(p
−
cˆ′′j
) +
∑
j e(p
+
cˆ′′′j
) ≥ −C is finite. Then we
can define a differential dF0 : L≤κX,(Yi)/J
≤κ
C0,C2
→ L≤κX,(Yi)/J
≤κ
C0,C2
as in the usual
case.
We note that we do not need to consider the case of contact homology since
in this case, we consider only exact cobordisms.
8 The case of homotopy
In this section, we prove that two generating functions for (X,ω) andK0X defined
by using different almost complex structures and perturbations are homotopic
in the sense of [6]. Furthermore, we prove that its homotopy type does not
change if we change the symplectic form ω on Z by an exact form, and K0X by
boundaries.
8.1 Fiber products and their orientations
Let (Xτ , ωτ )τ∈I=[0,1] be a family of symplectic manifolds with cylindrical ends
such that the manifold Xτ = X = (−∞, 0]×Y −∪Z∪[0,∞)×Y + is independent
of τ and the symplectic forms have the form ωτ = ω0 + dθτ for some one-forms
θτ whose supports are contained in Z. Let Jτ be a family of ωτ -compatible
almost complex structures whose restriction to (−∞, 0]× Y − and [0,∞)× Y +
are independent of τ and obtained by some complex structures of ξ±. For each
i = 0, 1, let K0Xi be a finite set of smooth cycles with closed support in X with
bijections
µi− : {x ∈ K0Xi ; suppx ∩ (−∞, 0]× Y − 6= ∅} → K0Y −
µi+ : {x ∈ K0Xi ; suppx ∩ [0,∞)× Y + 6= ∅} → K0Y +
such that x|(−∞,0]×Y − = (−∞, 0] × µi−(x) and x[0,∞)×Y + = [0,∞) × µi+(x).
Assume that a finite set K0XI = {(xτ )τ∈I} of C∞(I,R)-linear combinations of
smooth cycles with closed supports in X is given which satisfies the following
conditions:
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• {x0} = K0X0 and {x1} = K0X1 . Furthermore, we assume that xτ is con-
stant near τ = 0, 1.
• ddτ xτ are boundaries of some C∞(I,R)-linear combinations of smooth
chains (yτ )τ∈I in X whose supports are contained in Z for each (xτ )τ∈I .
In particular, xτ is independent of τ on the complement of Z.
• There exist bijections
µ− : {(xτ )τ∈I ∈ K0XI ; suppxτ ∩ (−∞, 0]× Y − 6= ∅} → K0Y −
µ+ : {(xτ )τ∈I ∈ K0XI ; suppxτ ∩ [0,∞)× Y + 6= ∅} → K0Y +
such that xτ |(−∞,0]×Y − = (−∞, 0] × µ−((xτ )τ∈I), xτ[0,∞)×Y + = [0,∞) ×
µ+((x
τ )τ∈I) and µ±((xτ )τ∈I) = µi±(x
i) for i = 0, 1.
As with M̂(X,ω, J) in Section 7.1, we can construct a pre-Kuranishi struc-
ture of
M̂XI =
⋃
τ∈I
M̂(Xτ , ωτ , Jτ ).
There exists a natural strong smooth map from M̂XI to I which maps M̂Xτ =
M̂(Xτ , ωτ , Jτ ) to τ ∈ I, and the associated maps from the Kuranishi neighbor-
hoods to I are submersive.
Assume that grouped multisections of the fiber products (M̂Y ± , K˚2Y ± ,KY ± ,
K0Y ±) and (M̂Xi , K˚2Xi ,KXi ,K0Xi) for i = 0, 1 are given and that they satisfy
the compatibility conditions. We define M̂XI by M̂XI =
⋃
τ∈I M̂Xτ . Note
that this is not locally the product of M̂XI but its fiber product over I. Its
element is written as (τ, (Σα, zα, uα)α∈A−unionsqA0unionsqA+ ,M rel), and all of (Σα, zα, uα)
are holomorphic buildings for the same Xτ . Note that M̂XI contains I×M̂Y ± .
Similarly to the case of X in Section 7.1, we define the fiber product
(M̂XI , (K˚2Y − , K˚2Y +), (KY − ,KY +), (K0Y − ,K0XI , ∂τK0XI ,K0Y +)) ⊂ M̂XI .
In this case, we need to explain the meaning of fiber product with K0XI or
∂τK
0
XI . Let K
0
XI be the finite set of smooth chains which appear in x
τ or yτ .
Assume that yτ = 0 on [0, ] ∪ [1 − , 1] for all (xτ )τ∈I ∈ K0XI for some  > 0.
Then the meaning of fiber product with K0XI and ∂τK
0
XI is that we assume the
transversality condition of the grouped multisection with respect to K0X0 , K
0
XI
and K0X1 on [0, ], [, 1− ] and [1− , 1] respectively. We abbreviate the above
fiber product as (M̂XI , K˚2XI ,KXI ,K0XI ).
We define multi-valued partial essential submersions Ξ◦ and Λ from (M̂XI ,
K˚2XI ,KXI ,K
0
XI ) to itself similarly. We need to construct the grouped mul-
tisections of (M̂XI , K˚2XI ,KXI ,K0XI ) which satisfy the similar compatibility
conditions. Notice that for a disconnected holomorphic building of M̂XI , the
perturbed multisection induced by the product of the perturbed multisections
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transverse to the zero sections for the connected components is not always trans-
verse to the zero section. This is because we need to use the same factor I for
all connected components. In other words, it is not a product but a fiber prod-
uct with respect to I. To overcome this problem, we use a continuous family
of grouped multisections. We can construct the continuous families of grouped
multisections of (M̂XI , K˚2XI ,KXI ,K0XI ) which satisfy the following conditions:
• The restrictions of the natural map (M̂XI , K˚2XI ,KXI ,K0XI ) → I to the
fiber products of the zero sets of the perturbed multisection are essentially
submersive, that is, even if we restrict to the fiber product of the zero set
with the simplices, it is submersive.
• The restrictions of the grouped multisection of (M̂XI , K˚2XI ,KXI ,K0XI ) to
I × (M̂Y ± , K˚2Y ± ,KY ± ,K0Y ±) coincide with the pull backs of the grouped
multisections of (M̂Y ± , K˚2Y ± ,KY ± ,K0Y ±) by the projection.
• The restrictions of the grouped multisection of (M̂XI , K˚2XI ,KXI ,K0XI )
to (M̂Xi , K˚2Xi ,KXi ,K0Xi) for i = 0, 1 coincide with the given grouped
multisections.
• Let ((M̂XI )0, K˚2XI ,KXI ,K0XI ) ⊂ (M̂XI , K˚2XI ,KXI ,K0XI ) be the subset
of connected points. Its continuous family of grouped multisections in-
duces that of ⋃
N
(
N∏
(M̂XI )0, K˚2XI ,KXI ,K0XI )I/SN ,
where each (
∏N
(M̂XI )0, K˚2XI ,KXI ,K0XI )I is the fiber product over I.
This is because of the first condition. Then the grouped multisection of
(M̂XI , K˚2XI ,KXI ,K0XI ) coincides with its pull back by the submersion
(M̂XI , K˚2XI ,KXI ,K0XI )→
⋃
N
(
N∏
(M̂XI )0, K˚2XI ,KXI ,K0XI )I/SN
defined by decomposition into connected components.
• The grouped multisections of (M̂XI , K˚2XI ,KXI ,K0XI ) are compatible with
respect to the compatible system of multi-valued partial essential submer-
sions defined by Ξ◦ and Λ.
The grouped multisection of each M(m−,X
I ,m+)
((ˆi,jl ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
is defined by the pull
back of that of (M̂XI , K˚2XI ,KXI ,K0XI ) by the natural essential submersion.
The definition of the orientation of M(m−,X
I ,m+)
((ˆi,jl ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
is almost the same
with the case of X. The only difference is that it is defined by
(TI ⊕W−m− ⊕ · · · ⊕Wm+)?
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instead of (77).
Assume that two pairs of solutions (G±)0, (G±)1 of (106) and (120) in
Section 7.4 are given. Then we can construct a smooth family of the solutions
(G±)τ (τ ∈ I) of the equations which coincide with the given solution at τ = 0, 1.
For a triple of sequences ((cˆl), (xl), (αl)), we define a pre-Kuranishi space (or
a C∞(I,R)-linear combination of pre-Kuranishi spaces)MX
I
((cˆl), (xl), (αl)) by
MX
I
((cˆl), (xl), (αl))
=
∑
m−,m+≥0
∑
?m−,m+
(−1)∗M(m−,X
I ,m+)
(((G˜+m+ )
I ,(G˜−−m− )
I),(cˆil),(x
i
l),([PY+ ]∩αil))
where (G˜±)τ = (G˜±0 )
τ + (G˜±±1)
τ + (G˜±±2)
τ + · · · = Θ±(e⊗(G±)τ ). The sum and
the sign ∗ are the same as those of the non-parametrized case.
Let[MXI,eg ((cˆl), (xl), (αl))] = (fe0,g)τ ((cˆl), (xl), (αl))⊕ (fe1,g)τ ((cˆl), (xl), (αl))dτ[
(MX
I,e
g )
0((cˆl), (xl), (αl))
]
= (he0,g)
τ ((cˆl), (xl), (αl))⊕ (he1,g)τ ((cˆl), (xl), (αl))dτ
be the counterparts of virtual fundamental chains, where fej,g((cˆl), (xl), (αl)) and
hej,g((cˆl), (xl), (αl)) (j = 0, 1) are smooth functions of τ ∈ I = [0, 1].
Let (H±)τ = (H±)τ2 + (H
±)τ3 + · · · be an appropriate C∞(I,R)-linear com-
bination of
((ρ∗[PY ± ])i,j , . . . , (ρ∗[PY ± ])i,j , 
i,j
PY±
, . . . , i,j
PY±
,
(∆∗[PY ± ])i,j , . . . , (∆∗[PY ± ])i,j)
defined in the next section, and define (f˚e0,g)
τ ((cˆl), (xl), (αl)) by the Ω
0(I) part
of the virtual fundamental chain of the (g, e)-part of∑
m−≥0
m+≥0
∑
?m−,m+
(−1)∗(M(m−,XI ,m+)κ1 +M(m−,XI ,m+)κ2 ),
where
κ1 = (Θ
+(e⊗(G
+)τ )m+ ,Θ
−(e⊗(G
−)τ ⊗ (H−)τ )−m− , (cˆil), (xil), ([PY + ] ∩ αil))
and
κ2 = (Θ
+(e⊗(G
+)τ⊗(H+)τ )m+ ,Θ−((−1)m−e⊗(G
−)τ )−m− , (cˆ
i
l), (x
i
l), ([PY + ]∩αil)).
We also define (˚he0,g)
τ ((cˆl), (xl), (αl)) by the Ω
0(I) part of the virtual funda-
mental chain of its irreducible part.
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Define fˆe1,g((cˆl), (xl), (αl)) and hˆ
e
1,g((cˆl), (xl), (αl)) by
fˆe1,g((cˆl), (xl), (αl))
= −fe1,g((cˆl), (xl), (αl)) + f˚e0,g((cˆl), (xl), (αl))
+
∑
j
(−1)
∑ |cˆl|+∑i<j |xi|fe0,g((cˆl), (x1, x2, . . . , yj , . . . , xkt), (αl))
and
hˆe1,g((cˆl), (xl), (αl))
= −he1,g((cˆl), (xl), (αl)) + h˚e0,g((cˆl), (xl), (αl))
+
∑
j
(−1)
∑ |cˆl|+∑i<j |xi|he0,g((cˆl), (x1, x2, . . . , yj , . . . , xkt), (αl)).
The second terms f˚e0,g((cˆl), (xl), (αl)) and h˚
e
0,g((cˆl), (xl), (αl)) correspond to the
differential of (G±)τ , and the third terms corresponds to the differential of xτ .
There terms are added to make equation (140) below hold true.
Then fe0,g, h
e
0,g, fˆ
e
1,g and hˆ
e
1,g satisfy the following equations.
fe0,g((cˆl), (xl), (αl)) =
∑
?0
(−1)∗0 1
k!
k∏
i=1
hei0,gi((cˆ
i
l), (x
i
l), (α
i
l)) (138)
fˆe1,g((cˆl), (xl), (αl)) =
∑
?1
(−1)∗1fe00,g0((cˆ0l ), (x0l ), (α0l )) hˆe11,g1((cˆ1l ), (x1l ), (α1l ))
(139)
dfe0,g((cˆl), (xl), (αl))
= fˆe1,g(∂((cˆl), (xl), (αl)))dτ
−
∑
?′−
(−1)∗′− 1
k!
[MY
−
g− ((cˆ
−
l ), (x
−
l ), (dˆ
∗
1, dˆ
∗
2, . . . , dˆ
∗
k))]
0
· fˆe01,g0((dˆk, dˆk−1, . . . , dˆ1) ∪ (cˆ0l ), (x0l ), (αl))dτ
−
∑
?′+
(−1)∗′+ 1
k!
fˆe1,g0((cˆl), (x
0
l ), (α
0
l ) ∪ (dˆ∗1, dˆ∗2, . . . , dˆ∗k))
· [MY
+
g+ ((dˆk, dˆk−1, . . . , dˆ1), (x
+
l ), (α
+
l ))]
0dτ (140)
0 = f0(∂((cˆl), (xl), (αl)))
−
∑
?−
(−1)∗− 1
k!
[MY
−
((cˆ−l ), (x
−
l ), (dˆ
∗
1, dˆ
∗
2, . . . , dˆ
∗
k))]
0
× f0((dˆk, dˆk−1, . . . , dˆ1) ∪ (cˆ0l ), (x0l ), (αl))
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+
∑
?+
(−1)∗+ 1
k!
f0((cˆl), (x
0
l ), (α
0
l ) ∪ (dˆ∗1, dˆ∗2, . . . , dˆ∗k))
× [MY
+
((dˆk, dˆk−1, . . . , dˆ1), (x+l ), (α
+
l ))]
0 (141)
The sum ?0 is taken over all k ≥ 0, all decompositions g − 1 =
∑k
i=1(gi − 1),
e =
∑k
i=1 ei and all decompositions
{cˆl} =
k∐
i=1
{cˆil}, {xl} =
k∐
i=1
{xil}, {αl} =
k∐
i=1
{αil}
as sets. The sign ∗0 is the weighted sign of the permutation(
(c1l ) (x
1
l ) (α
1
l ) . . . (c
k
l ) (x
i
l) (α
i
l)
(cl) (xl) (αl)
)
.
The sum ?1 is taken over all decompositions g−1 = (g0−1)+(g1−1), e = e0+e1
and all decompositions
{cl} = {c0l } unionsq {c1l }, {xl} = {x0l } unionsq {x1l }, {αl} = {α0l } unionsq {α1l }
as sets, and the sign ∗1 is the weighted sign of the permutation(
(c0l ) (x
0
l ) (α
0
l ) (c
1
l ) (x
1
l ) (α
1
l )
(cl) (xl) (αl)
)
.
The sum ?′− is taken over k ≥ 0, all simplices dl of KY − not contained in P
bad
Y − ,
all decompositions
{cˆl} = {cˆ−l } unionsq {cˆ0l }, {xl} = {x−l } unionsq {x0l }
such that x−l ∈ K0Y − , and all pairs (g−, g0) such that g = g− + g0 + k − 1. The
sign ∗′− is the weighted sign of the permutation(
(cˆ−l ) (x
−
l ) (cˆ
0
l ) (x
0
l )
(cˆl) (xl)
)
.
The sum ?′+ is taken over k ≥ 0, all simplices dl of KY + not contained in P
bad
Y + ,
and all decompositions
{xl} = {x0l } unionsq {x+l }, {αl} = {α0l } unionsq {α+l }
such that x+l ∈ K0Y + , and all pairs (g0, g+) such that g = g0 + g+ + k − 1. The
sign ∗′+ is the weighted sign of the permutation(
(x0l ) (α
0
l ) (x
+
l ) (α
+
l )
(xl) (αl)
)
.
Equation (141) is a counterpart of equation (103), and the meaning of the sums
and the signs are the same.
As with equation (104), (138) and (139) are due to the irreducible decom-
position. (140) is proved in the next section. (141) is same as (103).
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8.2 Construction of Hτ
In this section, we construct smooth families (H+)τ = (H+2 )
τ + (H+3 )
τ + · · · ∈
(
⊕
m≥2(B˚+m)m+1)∧ and (H−)τ = (H−−2)τ + (H−−3)τ + · · · ∈ (
⊕
m≥2(B˚−−m)m+1)∧
such that
∂Θ+(e⊗G
+ ⊗H+) +
∑
i≥0
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+ ⊗H+)
− ♦+
(
Θ+(e⊗G
+ ⊗H+)⊗
∑
j≥1
(−1)jF+j
)
−Θ+
(
e⊗G
+ ⊗ d
dτ
G+
)
= 0, (142)
∂Θ−(e⊗G
− ⊗H−) +
∑
i≤0
e∆(ei−1,ei) τ˜−i Θ
−(e⊗G
− ⊗H−)
+ ♦−(F− ⊗Θ−(e⊗G− ⊗H−))−Θ−(e⊗G− ⊗ d
dτ
G−) = 0, (143)
and prove (140) for these (H+)τ and (H−)τ .
First we construct (H+)τ . We inductively construct smooth families (H+)τ≤m =
(H+2 )
τ + (H+3 )
τ + · · ·+ (H+m)τ ∈
⊕m
l=2(B˚+l )l+1 such that
∂Θ+(e⊗G
+ ⊗H+≤m) +
∑
i≥0
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+ ⊗H+≤m)
− ♦+
(
Θ+(e⊗G
+ ⊗H+≤m)⊗
∑
j≥1
(−1)jF+j
)
−Θ+
(
e⊗G
+ ⊗ d
dτ
G+
)
≡ 0 (144)
in (
⊕∞
l=1(B+l )l)∧/(
⊕∞
l=m+1(B+l )l)∧
First note that ddτG
+ ∈ (⊕l≥2(B˚+l )l)∧ since G+1 is independent of τ . Hence
we do not need H+1 -part.
Assume we have already constructed H+≤m−1 = H
+
2 + H
+
3 + · · · + H+m−1 ∈
(
⊕m−1
l=2 (B˚+l )l+1)∧. Then it is enough to prove that
∂Θ+(e⊗G
+ ⊗H+≤m−1) +
∑
i≥0
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+ ⊗H+≤m−1)
− ♦+
(
Θ+(e⊗G
+ ⊗H+≤m−1)⊗
∑
j≥1
(−1)jF+j
)
−Θ+
(
e⊗G
+ ⊗ d
dτ
G+
)
≡ 0
(145)
in (
⊕∞
l=1(B+l )l)∧/((
⊕∞
l=m+1(B+l )l)∧ ⊕
⊕∞
l=1(B˚+l )l) and
∂
(∑
i≥0
(−1)ie∆(ei,ei+1)τ+i Θ+(e⊗G
+ ⊗H+≤m−1)
− ♦+
(
Θ+(e⊗G
+ ⊗H+≤m−1)⊗
∑
j≥1
(−1)jF+j
)
−Θ+
(
e⊗G
+ ⊗ d
dτ
G+
))
≡ 0 (146)
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in (
⊕∞
l=1(B+l )l−1)∧/(
⊕∞
l=m+1(B+l )l−1)∧
The latter equation is proved by an argument similar to those for (82) or
(109). The former can be proved in a similar way to equation (108) by using
the following equations.
∂Θ+
(
1
k!
G⊗k ⊗H
)
= Θ+
(
1
k!
G⊗k ⊗ ∂H
)
+ Θ+
(
1
(k − 1)!G
⊗(k−1) ⊗ ∂G⊗
∑
j
(−1)jHj
)
(147)
∑
i≥1
(−1)ie∆(ei,ei+1)τ+i Θ+
(
1
k!
G⊗k ⊗H
)
= Θ+
(
1
k!
G⊗k ⊗
∑
i≥1
(−1)ie∆(ei,ei+1)τ+i H
)
+ Θ+
(
1
(k − 1)!G
⊗(k−1) ⊗
∑
i≥1
(−1)ie∆(ei,ei+1)τ+i G⊗
∑
j
(−1)jHj
)
(148)
e∆(e0,e1)τ+0 Θ
+
(
1
k!
G⊗k ⊗H
)
=
k∑
l=0
Θ+
(
1
(k − l)!l!G
⊗(k−l) ⊗ (e∆(e0,e1) τ˚+0 (G⊗l ⊗H))
)
+
k∑
l=0
Θ+
(
1
(k − l)!l!G
⊗(k−l) ⊗ (e∆(e0,e1) τ˚+0 (G⊗l))⊗
∑
j
(−1)jHj
)
(149)
♦+
(
Θ+
(
1
k!
G⊗k ⊗H
)
⊗
∑
j
(−1)jF+j
)
=
k∑
l=0
Θ+
(
1
(k − l)!l!G
⊗(k−l) ⊗ ♦˚+(G⊗l ⊗H ⊗
∑
j
(−1)jF+j )
)
−
k∑
l=0
Θ+
(
1
(k − l)!l!G
⊗(k−l) ⊗ ♦˚+(G⊗l ⊗ F+)⊗
∑
j
(−1)jHj
)
(150)
Similarly, we can inductively construct a smooth family (H−)τ≥−m = (H
−
−2)
τ+
(H−−3)
τ + · · ·+ (H−−m) ∈ (
⊕m
l=2(B˚−−l)l+1)∧ such that
∂Θ−(e⊗G
− ⊗H−≥−m) +
∑
i≤0
e∆(ei−1,ei) τ˜−i Θ
−(e⊗G
− ⊗H−≥−m)
+ ♦−(F− ⊗Θ−(e⊗G− ⊗H−≥−m))−Θ−(e⊗G
− ⊗ d
dτ
G−) ≡ 0 (151)
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in (
⊕∞
l=1(B−−l)l)∧/(
⊕∞
l=m+1(B−−l)l)∧, and we obtain a required solution (H−)τ ∈
(
⊕
m≥2(B˚−−m)m+1)∧.
Now we prove (140) for these H±. In what follows, we omit the subscripts
g or e for the simplification of notation. We abbreviate∑
(−1)∗((cˆil), (xil), ([PY + ] ∩ αil))
as ((cˆl), (xl), (αl)), where (−1)∗ is the weighted sign of the permutation corre-
sponding to ((cˆil), (x
i
l), (α
i
l)), and the sum is taken over all decomposition of (cˆl),
(xl) and (αl). The sums below are taken over all (m−,m+) (and all m, k, all
sequences of simplices (dˆl)
k
l=1 of KY ± not contained in P
bad
Y ± , and all decompo-
sition ((cˆl), (xl), (αl)) = ((cˆ
′
l), (x
′
l), (α
′
l)) unionsq ((cˆ′′l ), (x′′l ), (α′′l )) if they appear). We
abbreviate Θ−(e⊗G
− ⊗H−) and Θ+(e⊗G+ ⊗H+) to H˜− and H˜+ respectively.
It is easy to check that
df0((cˆl), (xl), (αl))
=
∑
d
[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆl),(xl),(αl))
]0
=
∑[M(m−,XI ,m+)
(∂τ (G˜
+
m+
,G˜−−m− ),(cˆl),(xl),(αl))
]0
+
∑[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆl),∂τ (xl),(αl))
]0
−
∑[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),∂((cˆl),(xl),(αl)))
]1
−
∑
(−1)m−[M(m−,XI ,m+)
((∂′G˜+m+ ,G˜
−
−m− ),(cˆl),(xl),(αl))
]1
−
∑[M(m−,XI ,m+)
((G˜+m+ ,∂
′G˜−−m− ),(cˆl),(xl),(αl))
]1
−
∑
(−1)m−[M(m−,XI ,m++1)
((
∑
i(−1)ie
∆∗[PY+]
i,i+1
τ+i G˜
+
m+
,G˜−−m− ),(cˆl),(xl),(αl))
]1
−
∑[M(m−+1,XI ,m+)
((G˜+m+ ,
∑
i e
∆∗[PY− ]
i−1,i
τ˜−i G˜
−
−m− ),(cˆl),(xl),(αl))
]1
, (152)
(106) implies
−
∑
(−1)m−([M(m−,XI ,m+)
((∂′G˜+m+ ,G˜
−
−m− ),(cˆl),(xl),(αl))
]1
+
[M(m−,XI ,m+)
((
∑
i(−1)ie
∆∗[PY+]
i,i+1
τ+i G˜
+
m+
,G˜−−m− ),(cˆl),(xl),(αl))
]1)
=
∑
(−1)m−([M(m−,XI ,m++m)
((♦+(G˜+m+⊗F+m),G˜−−m− ),(cˆl),(xl),(αl))
]1)
=
∑ 1
k!
[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆ
′
l),(x
′
l),(α
′
l)∪(dˆ∗l )kl=1)
]1
· [(MY +)m(F+m,(dˆl)1l=k,(x′′l ),(α′′l ))]0, (153)
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and (120) implies
−
∑([M(m−,XI ,m+)
((G˜+m+ ,∂
′G˜−−m− ),(cˆl),(xl),(αl))
]1
+
[M(m−,XI ,m+)
((G˜+m+ ,
∑
i e
∆∗[PY− ]
i−1,i
τ˜−i G˜
−
−m− ),(cˆl),(xl),(αl))
]1)
=
∑[M(m−+m,XI ,m+)
((G˜+m+ ,♦−(F
−
m⊗G˜−−m− )),(cˆl),(xl),(αl))
]1
=
∑ 1
k!
[
(MY −)m(F−m ,(cˆ′l),(x′l),(dˆ∗l )kl=1)
]0
· [M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),(dˆl)
1
l=k∪(cˆ′′l ),(x′′l ),(αl))
]1
. (154)
(143) implies∑[M(m−,XI ,m+)
((G˜+m+ ,∂τ G˜
−
−m− ),(cˆl),(xl),(αl))
]0
=
∑[M(m−,XI ,m+)
((G˜+m+ ,∂
′H˜−−m− ),(cˆl),(xl),(αl))
]0
+
∑[M(m−,XI ,m+)
((G˜+m+ ,
∑
i e
∆∗[PY− ]
i−1,i
τ˜−i H˜
−
−m− ),(cˆl),(xl),(αl))
]0
+
∑[M(m−,XI ,m+)
((G˜+m+ ,♦−(F
−
m⊗H˜−−m− )),(cˆl),(xl),(αl))
]0
. (155)
(102) implies
0 =
∑[
∂M(m−,X
τ ,m+)
((G˜+m+ ,H˜
−
−m− ),(cˆl),(xl),(αl))
]0
=
∑
(−1)m−([M(m−,XI ,m+)
((∂′G˜+m+ ,H˜
−
−m− ),(cˆl),(xl),(αl))
]0
+
[M(m−,XI ,m++1)
((
∑
i(−1)ie
∆∗[PY+]
i,i+1
τ+i G˜
+
m+
,H˜−−m− ),(cˆl),(xl),(αl))
]0)
+
∑([M(m−,XI ,m+)
((G˜+m+ ,∂
′H˜−−m− ),(cˆl),(xl),(αl))
]0
+
[M(m−+1,XI ,m+)
((G˜+m+ ,
∑
i e
∆∗[PY− ]
i−1,i
τ˜−i H˜
−
−m− ),(cˆl),(xl),(αl))
]0)
−
∑[M(m−,XI ,m+)
((G˜+m+ ,H˜
−
−m− ),∂((cˆl),(xl),(αl)))
]0
. (156)
(106) implies∑
(−1)m−([M(m−,XI ,m+)
((∂′G˜+m+ ,H˜
−
−m− ),(cˆl),(xl),(αl))
]0
+
[M(m−,XI ,m++1)
((
∑
i(−1)ie
∆∗[PY+]
i,i+1
τ+i G˜
+
m+
,H˜−−m− ),(cˆl),(xl),(αl))
]0)
= −
∑
(−1)m−[M(m−,XI ,m++m)
((♦+(G˜+m+⊗F+m),H˜−−m− ),(cˆl),(xl),(αl))
]0
(157)
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It is easy to check the following equations.∑
(−1)m−[M(m−,XI ,m++m)
((♦+(G˜+m+⊗F+m),H˜−−m− ),(cˆl),(xl),(αl))
]0
= −
∑ 1
k!
[M(m−,XI ,m+)
((G˜+m+ ,H˜
−
−m− ),(cˆl),(x
′
l),(α
′
l)∪(dˆ∗l )kl=1)
]0
· [(MY +)m(F+m,(dˆl)1l=k,(x′′l ),(α′′l ))]0, (158)
∑[M(m−+m,XI ,m+)
((G˜+m+ ,♦−(F
−
m⊗H˜−−m− )),(cˆl),(xl),(αl))
]0
= −
∑ 1
k!
[
(MY −)m(F−m ,(cˆ′l),(x′l),(dˆ∗l )kl=1)
]0
· [M(m−,XI ,m+)
((G˜+m+ ,H˜
−
−m− ),(dˆl)
1
l=k,(cˆ
′′
l ),(x
′′
l ),(αl))
]0
. (159)
(155) to (159) imply∑[M(m−,XI ,m+)
((G˜+m+ ,∂τ G˜
−
−m− ),(cˆl),(xl),(αl))
]0
=
∑
(−1)m−[M(m−,XI ,m++m)
((♦+(G˜+m+⊗F+m),H˜−−m− ),(cˆl),(xl),(αl))
]0
+
∑[M(m−,XI ,m+)
((G˜+m+ ,H˜
−
−m− ),∂((cˆl),(xl),(αl)))
]0
+
∑[M(m−,XI ,m+)
((G˜+m+ ,♦−(F
−
m⊗H˜−−m− )),(cˆl),(xl),(αl))
]0
=
∑[M(m−,XI ,m+)
((G˜+m+ ,H˜
−
−m− ),∂((cˆl),(xl),(αl)))
]0
−
∑ 1
k!
[M(m−,XI ,m+)
((G˜+m+ ,H˜
−
−m− ),(cˆl),(x
′
l),(α
′
l)∪(dˆ∗l )kl=1)
]0
· [(MY +)m(F+m,(dˆl)1l=k,(x′′l ),(α′′l ))]0
−
∑ 1
k!
[
(MY −)m(F−m ,(cˆ′l),(x′l),(dˆ∗l )kl=1)
]0
· [M(m−,XI ,m+)
((G˜+m+ ,H˜
−
−m− ),(dˆl)
1
l=k,(cˆ
′′
l ),(x
′′
l ),(αl))
]0
. (160)
Similarly, ∑[M(m−,XI ,m+)
((∂τ G˜
+
m+
,G˜−−m− ),(cˆl),(xl),(αl))
]0
=
∑
(−1)m−[M(m−,XI ,m+)
((H˜+m+ ,G˜
−
−m− ),∂((cˆl),(xl),(αl)))
]0
−
∑
(−1)m− 1
k!
[M(m−,XI ,m+)
((H˜+m+ ,G˜
−
−m− ),(cˆl),(x
′
l),(α
′
l)∪(dˆ∗l )kl=1)
]0
· [[(MY +)m(F+m,(dˆl)1l=k,(x′′l ),(α′′l ))]0
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−
∑
(−1)m− 1
k!
[
(MY −)m(F−m ,(cˆ′l),(x′l),(dˆ∗l )kl=1)
]0
· [M(m−,XI ,m+)
((H˜+m+ ,G˜
−
−m− ),(dˆl)
1
l=k,(cˆ
′′
l ),(x
′′
l ),(αl))
]0
. (161)
(102) implies∑[
∂M(m−,X
τ ,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆl),(x1,...,yr,...,xkt ),(αl))
]0
=
∑[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),∂((cˆl),(x1,...,yr,...,xkt ),(αl)))
]0
+
∑
(−1)m−([M(m−,XI ,m+)
((∂′G˜+m+ ,G˜
−
−m− ),(cˆl),(x1,...,yr,...,xkt ),(αl))
]0
+
[M(m−,XI ,m+)
((
∑
i(−1)ie∆∗[P ]i,i+1τ+i G˜+m+ ,G˜−−m− ),(cˆl),(x1,...,yr,...,xkt ),(αl))
]0)
+
∑([M(m−,XI ,m+)
((G˜+m+ ,∂
′G˜−−m− ),(cˆl),(x1,...,yr,...,xkt ),(αl))
]0
+
[M(m−,XI ,m+)
((G˜+m+ ,
∑
i e
∆∗[PY− ]
i−1,i
τ˜−i G˜
−
−m− ),(cˆl),(x1,...,yr,...,xkt ),(αl))
]0)
=
∑[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆl),∂(x1,...,yr,...,xkt ),(αl))
]0
−
∑
(−1)m−[M(m−,XI ,m++m)
((♦+(G˜+m+⊗F+m),G˜−−m− ),(cˆl),(x1,...,yr,...,xkt ),(αl))
]0
−
∑[M(m−,XI ,m+)
((G˜+m+ ,♦−(F
−
m⊗G˜−−m− )),(cˆl),(x1,...,yr,...,xkt ),(αl))
]0
. (162)
Hence∑
(−1)
∑ |cl|+∑l<r |xl|[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),∂((cˆl),(x1,...,yr,...,xkt ),(αl)))
]0
= −
∑
(−1)
∑ |cl|+∑l<r′ |x′l|[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆl),(x
′
1,...,yr′ ,...,x
′
k′t
),(α′l)∪(dˆ∗l )kl=1)
]0
· [(MY +)m(F+m,(dˆl)1l=k,(x′′l ),(α′′l ))]0
−
∑[
(MY −)m(F−m ,(cˆ′l),(x′l),(dˆ∗l )kl=1)
]0
· (−1)
∑ |c′′l |+∑l<r′′ |x′′l |[M(m−,XI ,m+)
((G˜+m+ ,G˜
−
−m− ),(cˆ
′′
l ),(x
′′
1 ,...,yr′′ ,...,x
′′
k′′t
),(αl))
]0
(163)
(152), (153), (154), (160), (161) and (163) imply (140).
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8.3 Construction of homotopies
We define families of generating functions Fτ ,Kτ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 and
F˜τ , K˜τ ∈ DD≤0,δX /J˜≤0,δC0,C1,C2 by
Fτ = ~−1
∑ 1
kq!kt!kp!
(he0,g)
τ (q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
F˜τ = ~−1
∑ 1
kq!kt!kp!
(fe0,g)
τ (q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
Kτ = ~−1
∑ 1
kq!kt!kp!
(hˆe1,g)
τ (q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
K˜τ = ~−1
∑ 1
kq!kt!kp!
(fˆe1,g)
τ (q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
Then (138), (139), (140) and (141) imply the following equations.
F˜τ = eFτ
K˜τ = Kτ F˜τ
d
dτ
F˜τ = δK˜τ −−→H−K˜τ − K˜τ←−H+
D̂X(F˜τ ) = 0
Therefore, the following equation holds true in DD≤0,δX /J˜≤0,δC0,C1,C2 .
d
dτ
(eF
τ
) = D̂X(KτeFτ )
= [D̂X ,Kτ ](eFτ ) (164)
Namely, the family of functions Fτ is a homotopy in the sense of [6].
Definition 8.1. One-parameter family of functions F τ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2
(τ ∈ [0, 1]) of even degree is said to be a homotopy if (123) holds for all F = Fτ
and there exists a family of functions Kτ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 of odd degree
which makes equation (164) holds for all τ ∈ [0, 1].
Remark 8.2. If (123) holds for some Fτ and (164) is satisfied for all τ ∈ [0, 1],
then (123) holds for all Fτ .
Remark 8.3. (164) is equivalent to
d
dτ
Fτ = DFτ (Kτ ) (165)
in (~−1D≤0X )?,δ/J?,δC0,C1,C2 .
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First we consider the case of general SFT. As in [6], we define flows by linear
differential equations. For each four-tuple (κ,C0, C1, C2) such that C0 ≥ C0,
C1 ≥ C1 + κδ−1 and C2 ≥ C2 + κ, we define a flow Φτ : DD≤κ,δX /J˜κ,δC0,C1,C2 →
DD≤κ,δX /J˜κ,δC0,C1,C2 by
d
dτ
Φτ (f) = [D̂X ,Kτ ]Φτ (f), Φ0 = id,
and define T τ : D≤κX /J≤κ,δC0,C1,C2 → D
≤κ
X /J
≤κ,δ
C0,C1,C2
by
T τ (f) = e−F
τ
Φτ (eF
0
f).
Φτ is well defined because it is defined by a linear differential equation on a
finite dimensional vector space. T τ is well defined because it is also defined by
d
dτ
T τ (f) = [[DFτ ,Kτ ], T τ (f)](1), T 0 = id.
Some of the following were proved in [6], and some are straightforward, but we
prove all of them for the convenience of the reader.
Lemma 8.4.
(i) T τ is a chain map from (D≤κX /J≤κ,δC0,C1,C2 , DF0) to (D
≤κ
X /J
≤κ,δ
C0,C1,C2
, DFτ )
for each τ , that is, DFτ ◦ T τ = T τ ◦ DF0 . (This is equivalent to D̂X ◦
Φτ = Φτ ◦ D̂X .) Furthermore, up to chain homotopy, it is determined
by (Fτ ′)τ ′∈[0,τ ] and independent of the choice of the family (Kτ ′)τ ′∈[0,τ ]
which satisfies equation (164).
(ii) If a smooth family of generating functions Fτ,σ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2
((τ, σ) ∈ [0, 1]× [0, 1]) satisfies F0,σ ≡ F0,0 and the one-parameter family
(Fτ,σ)τ∈[0,1] is a homotopy for each σ ∈ [0, 1], then the one-parameter
family (Fτ,σ)σ∈[0,1] is also a homotopy for each τ ∈ [0, 1].
(iii) Further assume that the above family of generating functions satisfies
F1,σ = F0,0 and Fτ,0 ≡ F0,0. Let T τ : D≤κX /J≤κ,δC0,C1,C2 → D
≤κ
X /J
≤κ,δ
C0,C1,C2
be the flow defined by the one-parameter homotopy (Fτ,1)τ∈[0,1]. Then T 1
is equal to the identity map up to chain homotopy. In other words, if a
loop homotopy (Fτ,1)τ∈S1 is contractible in the space of loop homotopies
with the base point F0,1, then the chain map T 1 is the identity map up to
chain homotopy. Hence for a general one-parameter homotopy (Fτ )τ∈[0,1],
the end T 1 of the family of the chain maps (T τ )τ∈[0,1] is determined up to
chain homotopy by the homotopy type of the homotopy (Fτ )τ∈[0,1] relative
to the end points.
(iv) There exists a family of linear maps A±,τ :W≤κY ±/I≤κC0,C1+κ(δ−1−L−1min),C2 →
D≤κX /J≤κ,δC0,C1,C2 such that
i±F0 − (T τ )−1 ◦ i±Fτ = DF0 ◦A±,τ +A±,τ ◦DY ± , (166)
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that is, the following diagrams are commutative up to chain homotopy.
(D≤κX /J≤κ,δC0,C1,C2 , DF0) (D
≤κ
X /J
≤κ,δ
C0,C1,C2
, DFτ )
(W≤κY ±/I≤κC0,C1+κ(δ−1−L−1min),C2 , DY ±)
T τ
i±F0
i±Fτ
Remark 8.5. In the following proof, we need to take care of the degree with
respect to ~. Multiplication of F or K may decrease the degree at most by one,
but super-commutator [, ] increase the degree at least by one. Hence in order to
see that the linear maps defined below are well-defined, we need to check that
the number of super-commutators are greater than or equal to the number of
multiplications of F or K.
Proof. (i) To prove that T τ is a chain map, it is enough to see that (Φτ )−1D̂XΦτ :
DD≤κ,δX /J≤κ,δC0,C1,C2 → DD
≤κ,δ
X /J
≤κ,δ
C0,C1,C2
is independent of τ ∈ [0, 1]. This can
be proved by
d
dτ
(Φτ )−1D̂XΦτ (f) = −(Φτ )−1[D̂X ,Kτ ]D̂XΦτ (f) + (Φτ )−1D̂X [D̂X ,Kτ ]Φτ (f)
= 0.
The latter claim is proved as follows. If Fτ and K˚τ also satisfy equation (164),
then Gτ = K˚τ − Kτ ∈ KerDFτ . Let T˚ τ be the flow defined by Fτ and K˚τ .
Then
d
dτ
(T˚ τ )−1T τ (f) = −(T˚ τ )−1[[DFτ , K˚τ ], T τ (f)](1) + (T˚ τ )−1[[DFτ ,Kτ ], T τ (f)](1)
= −(T˚ τ )−1[DFτ ,Gτ ]T τ (f)
= −[DF0 , (T˚ τ )−1GτT τ ]f.
Therefore (T˚ τ )−1T τ : (D≤κX /J≤κ,δC0,C1,C2 , DF0)→ (D
≤κ
X /J
≤κ,δ
C0,C1,C2
, DF0) are chain
homotopic to the identity map for all τ , which implies the claim.
(ii) Let T τ,σ : (~−1D≤0X )?,δ/J?,δC0,C1,C2 → (~
−1D≤0X )?,δ/J?,δC0,C1,C2 be the
flow defined similarly for each pair of one-parameter families (Fτ,σ)τ∈[0,1] and
(Kτ,σ)τ∈[0,1] satisfying (165). Namely, they are defined by
∂τT
τ,σ(f) = [[DFτ,σ ,Kτ,σ], T τ,σ(f)](1), T 0,σ = id.
Similarly to (i), each T τ,σ is a chain map from ((~−1D≤0X )?,δ/J?,δC0,C1,C2 , DF0,0)
to ((~−1D≤0X )?,δ/J?,δC0,C1,C2 , DFτ,σ ). Hence it is enough to show that there exists
a family of functions K˚τ,σ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 of odd degree satisfying the
following equations.
(T τ,σ)−1∂σFτ,σ = DF0,0
(
(T τ,σ)−1K˚τ,σ) (167)
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This is proved by the following calculations.
∂τ
(
(T τ,σ)−1∂σFτ,σ
)
= (T τ,σ)−1∂σ∂τFτ,σ − (T τ,σ)−1∂τT τ,σ(T τ,σ)−1∂σFτ,σ
= (T τ,σ)−1∂σ(DFτ,σKτ,σ)− (T τ,σ)−1[[DFτ,σ ,Kτ,σ], ∂σFτ,σ](1)
= (T τ,σ)−1DFτ,σ∂σKτ,σ + (T τ,σ)−1[DFτ,σ , ∂σFτ,σ](Kτ,σ)
− (T τ,σ)−1[[DFτ,σ , ∂σFτ,σ],Kτ,σ](1)− (T τ,σ)−1[DFτ,σ , [Kτ,σ, ∂σFτ,σ]](1)
= DF0,0((T τ,σ)−1∂σKτ,σ)− (T τ,σ)−1Kτ,σDFτ,σ (∂σFτ,σ)
− (T τ,σ)−1[DFτ,σ , [Kτ,σ, ∂σFτ,σ]](1)
= DF0,0((T τ,σ)−1∂σKτ,σ) (168)
In the last equality, we have used the following facts:
• DFτ,σ (∂σFτ,σ) = 0 because
DFτ,σ (∂σFτ,σ) = e−Fτ,σD̂X(∂σFτ,σeFτ,σ )
= e−F
τ,σ
∂σD̂X(e
Fτ,σ )
= 0.
• [Kτ,σ, ∂σFτ,σ] = 0 because multiplication in DDX is super-commutative.
(168) implies that
K˚τ,σ := T τ,σ
∫ τ
0
(T τ
′,σ)−1∂σKτ ′,σdτ ′ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 (169)
satisfies equation (167).
(iii) Let Kτ,σ, K˚τ,σ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 be families of functions satisfy-
ing
∂τFτ,σ = DFτ,σ (Kτ,σ), (170)
∂σFτ,σ = DFτ,σ (K˚τ,σ). (171)
Let T τ,σ, T˚ τ,σ : D≤κX /J≤κ,δC0,C1,C2 → D
≤κ
X /J
≤κ,δ
C0,C1,C2
be flows defined by
∂τT
τ,σ(f) = [[DFτ,σ ,Kτ,σ], T τ,σ(f)](1), T 0,σ = id, (172)
∂σT˚
τ,σ(f) = [[DFτ,σ , K˚τ,σ], T˚ τ,σ(f)](1), T˚ τ,0 = id. (173)
Since T˚ 1,σ = id, it is enough to prove that the chain maps (T˚ τ,σ)−1T τ,σ from
(D≤κX /J≤κ,δC0,C1,C2 , DF0,0) to itself are equal to the identity map up to chain ho-
motopy for all σ, τ ∈ [0, 1]. The latter claim of (i) implies that we may assume
that Kτ,0 = 0 (since Fτ,0 = F0,0) and that the family K˚τ,σ is defined by (169).
(169) implies that the following equation holds in (~−1D≤0X )?,δ/J?,δC0,C1,C2 .
∂σKτ,σ − ∂τ K˚τ,σ + [[DFστ ,Kτ,σ], K˚τ,σ](1) = 0 (174)
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Define linear maps Sτ,σ, Uτ,σ : D≤κX /J≤κ,δC0,C1,C2 → D
≤κ
X /J
≤κ,δ
C0,C1,C2
(τ, σ ∈
[0, 1]) by
Sτ,σ(f) = (T τ,σ)−1
(−∂τ T˚ τ,σ(f) + [[DFτ,σ ,Kτ,σ], T˚ τ,σ(f)](1)) (175)
Uτ,σ(f) = (T˚ τ,σ)−1[[[DFτ,σ ,Kτ,σ], K˚τ,σ], T τ,σ(f)](1) (176)
Then the following hold true.
(a) Each Sτ,σ is a chain map from (D≤κX /J≤κ,δC0,C1,C2 , DF0,0) to itself.
(b) ∂σ(T˚
τ,σ)−1T τ,σ(f) ∈ D≤κX /J≤κ,δC0,C1,C2 satisfies the following differential equa-
tion in variable τ for any f ∈ D≤κX /J≤κ,δC0,C1,C2 and σ ∈ [0, 1]:
∂τ∂σ(T˚
τ,σ)−1T τ,σ(f) = Sτ,σ∂σ
(
(T˚ τ,σ)−1T τ,σ(f)
)
+DF0,0U(f) + U(DF0,0f), (177)
∂σ(T˚
τ,σ)−1T τ,σ(f)
∣∣
τ=0
= 0. (178)
First we prove the claim assuming the above two. (a) implies that we can re-
gard (177) and (178) as equations of one-parameter families ∂σ((T˚
τ,σ)−1T τ,σ(·))
in the quotient space of chain maps from (D≤κX /J≤κ,δC0,C1,C2 , DF0,0) to itself mod-
ulo null homotopies. Then they become a linear differential equation with the
trivial initial condition, which implies that ∂σ
(
(T˚ τ,σ)−1T τ,σ(·)) is a family of
null homotopies from (D≤κX /J≤κ,δC0,C1,C2 , DF0,0) to itself. Hence their integrations
(T˚ τ,σ)−1T τ,σ(·) are chain homotopic to (T˚ τ,0)−1T τ,0(·) = id.
Now we prove the above two claims. First we check (a). By direct calcula-
tions, we see
DF0,0Sτ,σ(f) = (T τ,σ)−1DFτ,σ
(−∂τ T˚ τ,σ(f) + [[DFτ,σ ,Kτ,σ], T˚ τ,σ(f)](1))
= (T τ,σ)−1
(−∂τ (DFτ,σ T˚ τ,σ(f)) + [DFτ,σ , DFτ,σ (Kτ,σ)](T˚ τ,σ(f))
+DFτ,σ ([[DFτ,σ ,Kτ,σ], T˚ τ,σ(f)](1))
)
= (T τ,σ)−1
(−∂τ (DFτ,σ T˚ τ,σ(f))− [DFτ,σ (T˚ τ,σ(f)), DFτ,σ ](Kτ,σ))
and
Sτ,σDF0,0(f) = (T τ,σ)−1
(−∂τ T˚ τ,σ(DF0,0f) + [[DFτ,σ ,Kτ,σ], DFτ,σ (T˚ τ,σ(f))](1))
= (T τ,σ)−1
(−∂τ (T˚ τ,σDF0,0(f))− [DFτ,σ (T˚ τ,σ(f)), DFτ,σ ](Kτ,σ))
Hence DF0,0Sτ,σ = Sτ,σDF0,0 .
Next we prove (b). This is also proved by direct calculation. The key is
equation (174). First we separate
∂τ∂σ((T˚
τ,σ)−1T τ,σ(f))
= (∂τ∂σ(T˚
τ,σ)−1)T τ,σ(f) + (T˚ τ,σ)−1∂τ∂σT τ,σ(f)
+ (∂σ(T˚
τ,σ)−1)∂τT τ,σ(f) + (∂τ (T˚ τ,σ)−1)∂σT τ,σ(f) (179)
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into four parts and calculate each of them as follows.
(∂τ∂σ(T˚
τ,σ)−1)T τ,σ(f)
= −∂τ
(
(T˚ τ,σ)−1[[DFτ,σ , K˚τ,σ], ·](1)
)
(T τ,σ(f))
= −(T˚ τ,σ)−1[[DFτ,σ , ∂τ K˚τ,σ], T τ,σ(f)](1)
− (T˚ τ,σ)−1[[[DFτ,σ , DFτ,σ (Kτ,σ)], K˚τ,σ], T τ,σ(f)](1)
+ (T˚ τ,σ)−1∂τ T˚ τ,σ(T˚ τ,σ)−1[[DFτ,σ , K˚τ,σ], T τ,σ(f)](1) (180)
(T˚ τ,σ)−1∂τ∂σT τ,σ(f)
= (T˚ τ,σ)−1[[DFτ,σ ,Kτ,σ], ∂σT τ,σ(f)](1)
+ (T˚ τ,σ)−1[[DFτ,σ , ∂σKτ,σ], T τ,σ(f)](1)
+ (T˚ τ,σ)−1[[[DFτ,σ , DFτ,σ (K˚τ,σ)],Kτ,σ], T τ,σ(f)](1) (181)
(∂σ(T˚
τ,σ)−1)∂τT τ,σ(f)
= −(T˚ τ,σ)−1[[DFτ,σ , K˚τ,σ], [[DFτ,σ ,Kτ,σ], T τ,σ(f)](1)](1) (182)
(∂τ (T˚
τ,σ)−1)∂σT τ,σ(f) = −(T˚ τ,σ)−1∂τ T˚ τ,σ(T˚ τ,σ)−1∂σT τ,σ(f) (183)
We also calculate the following two.
− Sτ,σ∂σ
(
(T˚ τ,σ)−1T τ,σ(f)
)
= (T˚ τ,σ)−1∂τ T˚ τ,σ(T˚ τ,σ)−1∂σT τ,σ(f)
− (T˚ τ,σ)−1∂τ T˚ τ,σ(T˚ τ,σ)−1[[DFτ,σ , K˚τ,σ], T τ,σ(f)](1)
− (T˚ τ,σ)−1[[DFτ,σ ,Kτ,σ], ∂σT τ,σ(f)](1)
+ (T˚ τ,σ)−1[[DFτ,σ ,Kτ,σ], [[DFτ,σ , K˚τ,σ], T τ,σ(f)](1)](1) (184)
− (DF0,0U(f) + U(DF0,0f))
= −(T˚ τ,σ)−1DFτ,σ ([[[DFτ,σ ,Kτ,σ], K˚τ,σ], T τ,σ(f)](1))
− (T˚ τ,σ)−1[[[DFτ,σ ,Kτ,σ], K˚τ,σ], DFτ,σ (T τ,σ(f))](1)
= −(T˚ τ,σ)−1[DFτ,σ , [[DFτ,σ ,Kτ,σ], K˚τ,σ]]T τ,σ(f)
+ (T˚ τ,σ)−1[DFτ,σ , [[DFτ,σ ,Kτ,σ], K˚τ,σ](1)]T τ,σ(f)
= −(T˚ τ,σ)−1[[DFτ,σ ,Kτ,σ], [DFτ,σ , K˚τ,σ]]T τ,σ(f)
+ (T˚ τ,σ)−1[DFτ,σ , [[DFτ,σ ,Kτ,σ], K˚τ,σ](1)]T τ,σ(f) (185)
We need to show that the sum of (180) to (185) is zero. The sum of the third
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term of (181) and the second term of (180) is
(T˚ τ,σ)−1[[[DFτ,σ , DFτ,σ (K˚τ,σ)],Kτ,σ], T τ,σ(f)](1)
− (T˚ τ,σ)−1[[[DFτ,σ , DFτ,σ (Kτ,σ)], K˚τ,σ], T τ,σ(f)](1)
= (T˚ τ,σ)−1([[DFτ,σ , DFτ,σ (K˚τ,σ)],Kτ,σ]
− [[DFτ,σ , DFτ,σ (Kτ,σ)], K˚τ,σ])T τ,σ(f)
− (T˚ τ,σ)−1(T τ,σ(f)([[DFτ,σ , DFτ,σ (K˚τ,σ)],Kτ,σ]
− [[DFτ,σ , DFτ,σ (Kτ,σ)], K˚τ,σ])(1)
)
= (T˚ τ,σ)−1(−[DFτ,σ (K˚τ,σ), [DFτ,σ ,Kτ,σ]]
+ [DFτ,σ (Kτ,σ), [DFτ,σ , K˚τ,σ]])T τ,σ(f)
− (T˚ τ,σ)−1T τ,σ(f)([DFτ,σ , DFτ,σ (K˚τ,σ)](Kτ,σ)
− [DFτ,σ , DFτ,σ (Kτ,σ)](K˚τ,σ))
= (T˚ τ,σ)−1([DFτ,σ (Kτ,σ), [DFτ,σ , K˚τ,σ]]
− [DFτ,σ (K˚τ,σ), [DFτ,σ ,Kτ,σ]])T τ,σ(f)
− (T˚ τ,σ)−1T τ,σ(f)DFτ,σ [[DFτ,σ ,Kτ,σ], K˚τ,σ](1) (186)
The sum of the fourth term of (184) and (182) is
(T˚ τ,σ)−1[[DFτ,σ ,Kτ,σ], [[DFτ,σ , K˚τ,σ], T τ,σ(f)](1)](1)
− (T˚ τ,σ)−1[[DFτ,σ , K˚τ,σ], [[DFτ,σ ,Kτ,σ], T τ,σ(f)](1)](1)
= (T˚ τ,σ)−1[[DFτ,σ ,Kτ,σ], [DFτ,σ , K˚τ,σ](T τ,σ(f))](1)
− (T˚ τ,σ)−1[[DFτ,σ ,Kτ,σ], DFτ,σ (K˚τ,σ)T τ,σ(f)](1)
− (T˚ τ,σ)−1[[DFτ,σ , K˚τ,σ], [DFτ,σ ,Kτ,σ](T τ,σ(f))](1)
+ (T˚ τ,σ)−1[[DFτ,σ , K˚τ,σ], DFτ,σ (Kτ,σ)T τ,σ(f)](1)
= (T˚ τ,σ)−1[[DFτ,σ ,Kτ,σ], [DFτ,σ , K˚τ,σ]]T τ,σ(f)
− (T˚ τ,σ)−1([DFτ,σ (Kτ,σ), [DFτ,σ , K˚τ,σ]]
− [DFτ,σ (K˚τ,σ), [DFτ,σ ,Kτ,σ]]
)
T τ,σ(f) (187)
The sum of the second term of (181) and the first term of (180) is
(T˚ τ,σ)−1[[DFτ,σ , ∂σKτ,σ], T τ,σ(f)](1)
− (T˚ τ,σ)−1[[DFτ,σ , ∂τ K˚τ,σ], T τ,σ(f)](1)
= (T˚ τ,σ)−1[[DFτ,σ , ∂σKτ,σ − ∂τ K˚τ,σ], T τ,σ(f)](1)
= −(T˚ τ,σ)−1[[DFτ,σ , [[DFτ,σ ,Kτ,σ], K˚τ,σ](1)], T τ,σ(f)](1) (by (174))
= −(T˚ τ,σ)−1[DFτ,σ , [[DFτ,σ ,Kτ,σ], K˚τ,σ](1)]T τ,σ(f)
+ (T˚ τ,σ)−1T τ,σ(f)DFτ,σ ([[DFτ,σ ,Kτ,σ], K˚τ,σ](1)) (188)
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Therefore the sum of (180) to (185) is zero.
(iv) We prove the existence of A−,τ . Since
d
dτ
(T˚ τ )−1 ◦ i−Fτ (f)
= (T˚ τ )−1[f−→∗
Fτ
, DFτ (Kτ )](1)− (T˚ τ )−1[[DFτ ,Kτ ], i−Fτ (f)](1)
= −(T˚ τ )−1[[DFτ ,Kτ ], f−→∗Fτ ](1)
= −(T τ )−1[DFτ , [Kτ , f−→∗Fτ ]](1)− (T
τ )−1[Kτ , [DFτ , f−→∗Fτ ]](1)
= −(T τ )−1DFτ
(
[Kτ , f−→∗
Fτ
](1)
)− (T τ )−1[Kτ , (DY −f)−→∗Fτ ](1),
(166) is satisfied for A−,τ : W≤κY −/I≤κC0,C1+κ(δ−1−L−1min),C2 → D
≤κ
X /J
≤κ,δ
C0,C1,C2
de-
fined by
A−,τ (h) = −
∫ τ
0
(T τ
′
)−1[Kτ ′ , h−→∗
Fτ′
](1)dτ ′.
We can similarly construct a family of chain homotopies A+,τ .
Next we consider the case of rational SFT. Equation (164) implies that the
two families of functions Fτ0 ,Kτ0 ∈ L≤0X /J≤0C0,C2 satisfy
d
dτ
Fτ0 = δKτ0 − {h,Kτ0}|Fτ0 (= dFτ0 Kτ0)
in L≤0X /J≤0C0,C2 , where h = HY −,0 −HY +,0. Namely, the family of functions F
τ
0
is a homotopy in the following sense.
Definition 8.6. One-parameter family of functions F τ0 ∈ L≤0X /J≤0C0,C2 (τ ∈
[0, 1]) of even degree is said to be a homotopy if (129) holds for all F0 = Fτ0 and
there exists a family of functions Kτ0 ∈ L≤0X /J≤0C0,C2 of odd degree which makes
the following equation hold for all τ ∈ [0, 1].
d
dτ
Fτ0 = dFτ0 Kτ0 (189)
For each triple (κ,C0, C2) such that C0 ≥ C0 and C2 ≥ C2 +κ, define a flow
T τ0 : L≤κX /J≤κC0,C2 → L
≤κ
X /J
≤κ
C0,C2
by
d
dτ
T τ0 (f) = −{{h,Kτ0}, T τ0 (f)}|Fτ0 .
(It is related to the flow T τ by T τ0 (f) = T
τ (f)|~=0.) Then the following hold
true as in the case of general SFT.
Lemma 8.7.
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(i) T τ0 is a chain map from (L≤κX /J≤κC0,C2 , dF00 ) to (L
≤κ
X /J
≤κ
C0,C2
, dFτ0 ) for each
τ . Furthermore, up to chain homotopy, it is determined by (Fτ ′0 )τ ′∈[0,τ ]
and independent of the choice of the family (Kτ ′0 )τ ′∈[0,τ ] which satisfies
equation (189).
(ii) If a smooth family of generating functions Fτ,σ0 ∈ L≤0X /J≤0C0,C2 ((τ, σ) ∈
[0, 1]×[0, 1]) satisfies F0,σ0 ≡ F0,00 and the one-parameter family (Fτ,σ0 )τ∈[0,1]
is a homotopy for each σ ∈ [0, 1], then the one-parameter family (Fτ,σ0 )σ∈[0,1]
is also a homotopy for each τ ∈ [0, 1].
(iii) Further assume that the above family of generating functions satisfies
F1,σ0 = F0,00 and Fτ,00 ≡ F0,00 . Let T τ0 : L≤κX /J≤κC0,C2 → L
≤κ
X /J
≤κ
C0,C2
be
the flow defined by the one-parameter homotopy (Fτ,10 )τ∈[0,1]. Then T 10 is
equal to the identity map up to chain homotopy. In other words, if a loop
homotopy (Fτ,10 )τ∈S1 is contractible in the space of loop homotopies with
the base point F0,10 , then the chain map T 10 is the identity map up to chain
homotopy. Hence for a general one-parameter homotopy (Fτ0 )τ∈[0,1], the
end T 10 of the family of the chain maps (T
τ
0 )τ∈[0,1] is determined up to
chain homotopy by the homotopy type of the homotopy (Fτ0 )τ∈[0,1] relative
to the end points.
(iv) There exists a family of linear maps A±,τ0 : P≤κY /I≤κC0,C2 → L
≤κ
X /J
≤κ
C0,C2
such that
i±F00 − (T
τ
0 )
−1 ◦ i±Fτ0 = dF00 ◦A
±,τ
0 +A
±,τ
0 ◦ dY ± , (190)
that is, the following diagrams are commutative up to chain homotopy.
(L≤κX /J≤κC0,C2 , dF00 ) (L
≤κ
X /J
≤κ
C0,C2
, dFτ0 )
(P≤κY /I≤κC0,C2 , dY ±)
T τ0
i±F00
i±Fτ0
Finally, we consider the case of contact homology. Define
K̂τ0 :=
∑←−∂ Kτ0
∂p+cˆ
∣∣∣∣
p+=0
· p+cˆ ∈ L≤0X /J≤0C0,C2 .
Then F̂τ0 and K̂τ0 satisfy
d
dτ
F̂τ0 = δK̂τ0 − {ĥ, K̂τ0}|F̂τ0 ,
δF̂τ0 = ĥ|F̂τ0 ,
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where ĥ = ĤY −,0 − ĤY +,0. For pairs (κ,C0) such that C0 ≥ C0 and C2 ≥ κ,
define linear maps ∆τ : A≤κY +/I≤κC0 → A
≤κ
Y −/I
≤κ
C0
by
∆τ (f) = −
∫ τ
0
{K̂s0, f}|F̂s0 ds.
Then the above equations imply that these are chain homotopies from Ψτ = ΨF̂τ0
to Ψ0, that is,
Ψτ −Ψ0 = ∂Y − ◦∆τ + ∆τ ◦ ∂Y + .
In fact, F̂τ0 and K̂τ0 give a DGA homotopy in the sense that the following maps
satisfy the conditions of DGA homomorphism.
Ψ : (A≤κY +/I≤κC0 , ∂Y +)→ (Ω∗(I), d)⊗ (A
≤κ
Y −/I
≤κ
C0
, ∂Y −) (191)
f 7→ f |F̂τ0 − dτ ⊗ {K̂
τ
0 , f}|F̂τ0
More precisely, Ψ : A≤κY +/I≤κC0 → Ω∗CN (I) ⊗ A
≤κ
Y −/I
≤κ
C0
is a linear map which
satisfies
(d⊗ 1 + (−1)∗ ⊗ ∂Y −)Ψ(f) = Ψ(∂Y +f)
for f ∈ A≤κY +/I≤κC0 , and
Ψ(fg) = Ψ(f)Ψ(g)
in Ω∗CN (I) ⊗ A≤κ1+κ2Y − /I≤κ1+κ2C0 for all f ∈ A
≤κ1
Y + /I
≤κ1
C0
and g ∈ A≤κ2Y + /I≤κ2C0
if C0 ≥ C0 and C2 ≥ κ1 + κ2. (F̂τ0 is not of class C∞, but (Ω∗(I), d) is a
DGA of differential forms of class C∞. Hence (191) is not strictly a DGA
homomorphism.)
9 Composition
Let X− = (−∞, 0] × Y − ∪ Z− ∪ [0,∞) × Y 0 and X+ = (−∞, 0] × Y 0 ∪ Z+ ∪
[0,∞)×Y + be two symplectic manifolds with cylindrical ends. We regard them
as symplectic cobordisms. Then their composition X = X−#X+ is defined by
X = (−∞, 0]× Y − ∪ Z− ∪ Z+ ∪ [0,∞)× Y +.
Let K0X be the set of cycles consisting of
• cycles x in K0X− such that suppx ∩ [0,∞)× Y 0 = ∅,
• cycles x in K0X+ such that suppx ∩ (−∞, 0]× Y 0 = ∅ and
• the cycles x = x−#x+ obtained by the sums of the restrictions of cycles
x− in K0X− to (−∞, 0]×Y −∪Z− and the restrictions of cycles x+ in K0X+
to Z+ ∪ [0,∞)× Y + corresponding to the same cycles y in K0Y 0 .
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In this section, we prove that the composition of symplectic cobordisms corre-
sponds to the composition of the algebras. First in Section 9.1, we recall the
composition of generating functions, and in Section 9.2, we prove that the gener-
ating function of X is homotopic to the composition of the generating functions
of X− and X+. In Section 9.3, we construct the correction terms needed for
Section 9.2.
9.1 Composition of generating functions
In this section, we recall the definition of the composition of generating functions
of X− and X+ and its linearizations defined in [6].
First we consider the case of general SFT. The composition map ? : DDX−⊗
DDX+ → DDX,Y 0 is defined by
f ? g = (
−→
f g)|q0
cˆ∗=0 for c∈KY 0 ,
where
−→
f is the differential operator obtained from f by replacing the vari-
ables p0cˆ (c ∈ KY 0) with ~
−−→
∂
∂q0
cˆ∗
, and we replace the variables tx− in f and
tx+ in g with tx−#tx+. (We denote the two variables corresponding to each
simplex c of KY 0 by p
0
cˆ and q
0
cˆ∗ .) In the above definition, we regard A ∈
ω˜X−H2(X−, ∂X−;Z) ∼= H2(X−, ∂X−;Z)/Ker ω˜X− of the variables TA appear-
ing in f and B ∈ ω˜X+H2(X+, ∂X+;Z) ∼= H2(X+, ∂X+;Z)/Ker ω˜X+ of the
variable TB in g as elements of H2(X, ∂X;Z)
/
(Ker e∩Ker eY 0) by the isomor-
phism
H2(X, ∂X)
/
(Ker e ∩Ker eY 0)
∼= H2(X,Y 0 ∪ ∂X)
/
(Ker e ∩Ker eY 0)
∼= H2(Z−, ∂Z−)/Ker ω˜X− ⊕H2(Z+, ∂Z+)/Ker ω˜X+
∼= H2(X−, ∂X−)/Ker ω˜X− ⊕H2(X+, ∂X+)/Ker ω˜X+ .
(In the above equation, we use ω˜X+ = eY 0 and ω˜X− + ω˜X+ = e.)
Note that the above composition map induces maps
? : DD≤κ1,δX− /J˜≤κ1,δC0,C1+κ2δ−1,C2+κ2 ⊗DD
≤κ2,δ
X+ /J˜
≤κ2,δ
C0,C1+κ1δ−1,C2
→ DD≤κ1+κ2,δX /J˜≤κ1+κ2,δC0,C1,C2 .
The composition
F−♦F+ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2
of generating functions F± ∈ (~−1D≤0X±)?,δ/J?,δC0,C1,C2 of X
± are defined by
eF
−♦F+ = eF
−
? eF
+
in DD≤0,δX /J˜≤0,δC0,C1,C2 . Then equations (123) for F
± imply
D̂X(e
F−♦F+) = 0.
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in DD≤0,δX /J˜≤0,δC0,C1,C2 . In fact, any f
− ∈ DD≤κ1,δX− /J˜≤κ1,δC0,C1+κ2δ−1,C2+κ2 and f+ ∈
DD≤κ2,δX+ /J˜≤κ2,δC0,C1+κ1δ−1,C2 satisfy
D̂X(f
− ? f+) = (D̂X−f−) ? f+ + (−1)|f
−|f− ? (D̂X+f+) (192)
in DD≤κ1+κ2,δX /J˜≤κ1+κ2,δC0,C1,C2 . More generally, if X± contains contact manifolds
(Y ±i , λ
±
i ) as in Section 7.6, then for F± ∈ (~−1D≤0X±,(Y ±i ))
?,δ/J?,δ
C0,C1,C2
, we can
define the composition F−♦F+ ∈ (~−1D≤0
X,(Y −i ,Y 0,Y
+
i )
)?,δ/J?,δ
C0,C1,C2
.
Define linear maps TF−(·♦F+) : D≤κX−/J≤κ,δC0,C1,C2 → D
≤κ
X,Y 0/J
≤κ,δ
C0,C1,C2
and
TF+(F−♦·) : D≤κX+/J≤κ,δC0,C1,C2 → D
≤κ
X,Y 0/J
≤κ,δ
C0,C1,C2
by
TF−(·♦F+)(f) = e−F
−♦F+((feF
−
) ? eF
+
)
TF+(F−♦·)(f) = e−F
−♦F+(eF
−
? (feF
+
)).
(These are the linearizations of the composition map.) We also define a map
T 2F−,F+ : D≤κ1X− /J≤κ1,δC0,C1+κ2δ−1,C2+κ2 ⊗D
≤κ2
X+ /J
≤κ2,δ
C0,C1+κ1δ−1,C2
→ D≤κ1+κ2X,Y 0 /J≤κ1+κ2,δC0,C1,C2
by
T 2F−,F+(f ⊗ g) = e−F
−♦F+((feF
−
) ? (geF
+
)).
Note that TF−(·♦F+)(f) = T 2F−,F+(f⊗1) and TF+(F−♦·)(f) = T 2F−,F+(1⊗f).
Some of the following properties of these maps were proved in [6].
Lemma 9.1. The linearizations of the composition map satisfy the following.
(i) They are chain maps, that is,
TF−(·♦F+) ◦DF− = DF−♦F+ ◦ TF−(·♦F+),
TF+(F−♦·) ◦DF+ = DF−♦F+ ◦ TF+(F−♦·).
More generally,
T 2F−,F+ ◦ (DF− ⊗ 1 + (−1)∗ ⊗DF+) = DF−♦F+ ◦ T 2F−,F+ .
(ii) They satisfy the following compatibility conditions with i±F± and i
±
F−♦F+ .
TF−(·♦F+) ◦ i−F− = i−F−♦F+
:W≤κY −/I≤κC0,C1+κ(δ−1−L−1min),C2 → D
≤κ,δ
X,Y 0/J
≤κ,δ
C0,C1,C2
,
TF+(F−♦·) ◦ i+F+ = i+F−♦F+
:W≤κY +/I≤κC0,C1+κ(δ−1−L−1min),C2 → D
≤κ,δ
X,Y 0/J
≤κ,δ
C0,C1,C2
.
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More generally, they are compatible with the multiplication as follows.
For any f ∈ W≤κ1Y − /I≤κC0,C′1,C2+κ1 and g ∈ D
≤κ2
X− /J
≤κ2,δ
C0,C1+κ1δ−1,C2
,
TF−(·♦F+)(f−→∗F−g) = f
−→∗
F−♦F+
(TF−(·♦F+)g)
in D≤κ1+κ2,δX,Y 0 /J≤κ1+κ2,δC0,C1,C2 , where C ′1 = C1 + κ1(δ−1 − L−1min) + κ2δ−1. For
any g ∈ D≤κ2X+ /J≤κ2,δC0,C1+κ1δ−1,C2+κ1 and f ∈ W
≤κ1
Y + /I
≤κ1
C0,C′1,C2
,
TF+(F−♦·)(g←−∗F+f) = (TF+(F
−♦·)g) ←−∗
F−♦F+
f
in D≤κ1+κ2,δX,Y 0 /J≤κ1+κ2,δC0,C1,C2 .
(iii) They satisfy the following compatibility condition with i±F∓ .
TF−(·♦F+) ◦ i+F− = TF+(F−♦·) ◦ i−F+
:W≤κY 0 /I≤κC0,C1+κ(δ−1−L−1min),C2 → D
≤κ,δ
X,Y 0/J
≤κ,δ
C0,C1,C2
More generally, they are compatible with the multiplication:
T 2F−,F+((g
←−∗
F−
f)⊗ h) = T 2F−,F+(g ⊗ (f−→∗F+h))
in D≤κ1+κ2+κ3X,Y 0 /J≤κ1+κ2+κ3,δC0,C1,C2 for any
f ∈ W≤κ1Y 0 /I≤κ1C0,C1+κ1(δ−1−L−1min)+(κ2+κ3)δ−1,C2+κ3 ,
g ∈ D≤κ2X− /J≤κ2,δC0,C1+(κ1+κ3)δ−1,C2+κ1+κ3 ,
h ∈ D≤κ3X+ /J≤κ3,δC0,C1+(κ1+κ2)δ−1,C2 .
(iv) Let Xi (i = 1, 2, 3) be symplectic cobordisms from Y i−1 to Y i, and let F i
be a generating function for each Xi. Then
TF1♦F2(·♦F3) ◦ TF1(·♦F2) = TF1(·♦(F2♦F3)),
TF2♦F3(F1♦·) ◦ TF3(F2♦·) = TF3((F1♦F2)♦·).
More generally,
T 2F1♦F2,F3 ◦ (T 2F1,F2 ⊗ 1) = T 2F1,F2♦F3 ◦ (1⊗ T 2F2,F3).
(v) Let (F±,τ ,K±,τ ) be homotopies of generating functions for X±. Then
(Fτ = F−,τ♦F+,τ , Kτ = T 2F−,τ ,F+,τ (K−,τ ⊗ 1 + 1⊗K+,τ ))
is a homotopy of generating functions of X. Furthermore, there exist
families of linear maps A±,τ : D≤κX±/J≤κ,δC0,C1,C2 → D
≤κ
X,Y 0/J
≤κ,δ
C0,C1,C2
such
that
(T τ )−1 ◦ TF−,τ (·♦F+,τ ) ◦ T−,τ − TF−,0(·♦F+,0)
= DF−,0♦F+,0 ◦A−,τ +A−,τ ◦DF−,0 ,
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(T τ )−1 ◦ TF+,τ (F−,τ♦·) ◦ T+,τ − TF+,0(F−,0♦·)
= DF−,0♦F+,0 ◦A+,τ +A+,τ ◦DF+,0 ,
where T±,τ and T τ are the flows for the homotopies (F±,τ ,K±,τ ) and
(Fτ ,Kτ ) respectively. Namely, the following diagrams are commutative
up to chain homotopy.
(D≤κX−/J≤κ,δC0,C1,C2 , DF−,0) (D
≤κ
X,Y 0/J
≤κ,δ
C0,C1,C2
, DF−,0♦F+,0)
(D≤κX−/J≤κ,δC0,C1,C2 , DF−,τ ) (D
≤κ
X,Y 0/J
≤κ,δ
C0,C1,C2
, DF−,τ♦F+,τ )
TF−,0 (·♦F+,0)
T−,τ T τ
TF−,τ (·♦F+,τ )
(D≤κX+/J≤κ,δC0,C1,C2 , DF+,0) (D
≤κ
X,Y 0/J
≤κ,δ
C0,C1,C2
, DF−,0♦F+,0)
(D≤κX+/J≤κ,δC0,C1,C2 , DF+,τ ) (D
≤κ
X,Y 0/J
≤κ,δ
C0,C1,C2
, DF−,τ♦F+,τ )
TF+,0 (F−,0♦·)
T+,τ T τ
TF+,τ (F−,τ♦·)
More generally, there exists a family of linear maps
Aτ : D≤κ1X− /J≤κ1,δC0,C1+κ2δ−1,C2+κ2 ⊗D
≤κ2
X+ /J
≤κ2,δ
C0,C1+κ1δ−1,C2
→ D≤κ1+κ2,δX,Y 0 /J≤κ1+κ2,δC0,C1,C2
such that
(T τ )−1 ◦ T 2F−,τ ,F+,τ ◦ (T−,τ ⊗ T+,τ )− T 2F−,0,F+,0
= DF−,0♦F+,0 ◦Aτ +Aτ ◦ (DF−,0 ⊗ 1 + (−1)∗ ⊗DF+,0).
Proof. (i) is due to (192). (ii), (iii) and (iv) are straightforward. (v) is proved as
follows. Using (192), we can easily check that (Fτ ,Kτ ) is a homotopy. We con-
structAτ . For any f ∈ D≤κ1X− /J≤κ1,δC0,C1−κ2δ−1,C2+κ2 and g ∈ D
≤κ2
X+ /J
≤κ2,δ
C0,C1−κ1δ−1,C2 ,
d
dτ
(T τ )−1 ◦ T 2F−,τ ,F+,τ ◦ (T−,τ ⊗ T+,τ )(f ⊗ g)
= (T τ )−1 ◦ T 2F−,τ ,F+,τ ([[DF−,τ ,K−,τ ], T−,τ (f)](1)⊗ T+,τ (g))
+ (T τ )−1 ◦ T 2F−,τ ,F+,τ (T−,τ (f)⊗ [[DF+,τ ,K+,τ ], T+,τ (g)](1))
+ (T τ )−1T 2F−,τ ,F+,τ (DF−,τ (K−,τ )T−,τ (f)⊗ T+,τ (g))
+ (T τ )−1T 2F−,τ ,F+,τ (T
−,τ (f)⊗DF+,τ (K+,τ )T+,τ (g))
− (T τ )−1DFτ (Kτ )T 2F−,τ ,F+,τ (T−,τ (f)⊗ T+,τ (g))
− (T τ )−1[[DFτ ,Kτ ], T 2F−,τ ,F+,τ (T τ (f)⊗ T+,τ (g))](1)
= (T τ )−1T 2F−,τ ,F+,τ ([DF−,τ ,K−,τ ]T−,τ (f)⊗ T+,τ (g))
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+ (T τ )−1T 2F−,τ ,F+,τ (T
−,τ (f)⊗ [DF+,τ ,K+,τ ]T+,τ (g))
− (T τ )−1[DFτ ,Kτ ](T 2F−,τ ,F+,τ (T−,τ (f)⊗ T+,τ (g))
= DF0Sτ (f) + Sτ (DF−,0f ⊗ g + (−1)|f |f ⊗DF+,0g)
where
Sτ (f ⊗ g) = (T τ )−1(T 2F−,F+(K−,τT−,τ (f)⊗ T+,τ (g))
+ (−1)|f |T 2F−,F+(T−,τ (f)⊗K+,τT+,τ (g))
−KτT 2F−,F+(T−,τ (f)⊗ T+,τ (g))
)
.
Therefore,
Aτ (f ⊗ g) =
∫ τ
0
Sτ
′
(f ⊗ g)dτ ′
is a required family of linear maps.
Next we consider rational SFT. The composition F−0 ]F+0 ∈ L≤0X,Y 0/J≤0C0,C2
of generating functions F± ∈ L≤0X±/J≤0C0,C2 is defined by
F−0 ]F+0 = ((~−1F−0 ♦~−1F+) · ~)|~=0
= (F−♦F+)0.
We define linear maps
TF−0 (·]F
+
0 ) : L≤κX−/J≤κC0,C2 → L
≤κ
X,Y 0/J
≤κ
C0,C2
,
TF+0 (F
−
0 ]·) : L≤κX+/J≤κC0,C2 → L
≤κ
X,Y 0/J
≤κ
C0,C2
,
(T0)
2
F−0 ,F+0
: L≤κ1X− /J≤κ1C0,C2+κ2 ⊗ L
≤κ2
X+ /J
≤κ2
C0,C2
→ L≤κ1+κ2X,Y 0 /J≤κ1+κ2C0,C2
by
TF−0 (·]F
+
0 )(f) = T~−1F−0 (·♦~
−1F+0 )(f)|~=0,
TF+0 (F
−
0 ]·)(f) = T~−1F+0 (~
−1F−0 ♦·)(f)|~=0,
(T0)
2
F−0 ,F+0
(f ⊗ g) = T 2~−1F−0 ,~−1F+0 (f ⊗ g)|~=0.
Then they satisfy the counterpart of Lemma 9.1.
Finally we consider the case of contact homology. Note that
F̂−0 ]F+0 =
∑
c
←−
∂ (F−0 ]F+0 )
∂p+cˆ
∣∣∣∣
p+=0
· p+cˆ = F̂+0
∣∣∣
q0
cˆ∗=
←−
∂ F̂−0
∂p0
cˆ
.
This implies that the composition ΨF̂−0 ◦ΨF̂+0 : A
≤κ
Y +/I
≤κ
C0
→ A≤κY −/I≤κC0 coincides
with the chain map defined by F̂−0 ]F+0 .
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9.2 Composition of cobordisms
In this section, we construct a homotopy between the generating function of X
and the composition of the generating functions of X− and X+.
For each 0 ≤ T <∞, a new manifold XT is defined by
XT = (−∞, 0]× Y − ∪ Z− ∪ ([0, T ]0− ∪ [−T, 0]0+)× Y 0 ∪ Z+ ∪ [0,∞)× Y +,
where we identify T ∈ [0, T ]0− with −T ∈ [−T, 0]0+ .
First we define a holomorphic building for X [0,∞].
Definition 9.2. A holomorphic building (T,Σ, z, u, φ) for X [0,∞] consists of the
following:
• 0 ≤ T ≤ ∞
• A marked curve (Σ, z) which is obtained from some union of marked semi-
stable curves (Σˇ, z∪(±∞i)) with a floor structure. In this case, floor takes
values in {−k−, . . . ,−1, 0, 1, . . . , k+} if 0 ≤ T <∞, and {−k−, . . . ,−1, 0−,
01, . . . , 0l, 0
+, 1, . . . , k+} (l ≥ 0) if T =∞.
• If T <∞, then u is a continuous map u : Σ→ (R−k− ∪ · · · ∪R−1)×Y − ∪
XT ∪ (R1 ∪ · · · ∪ Rk+) × Y +, and if T = ∞, then u is a continuous map
u : Σ→ (R−k− ∪ · · · ∪ R−1)× Y − ∪X− ∪ (R01 ∪ · · · ∪ R0l)× Y 0 ∪X+ ∪
(R1 ∪ · · · ∪ Rk+)× Y +.
• φ±∞i : S1 → S1±∞i is a family of coordinates of limit circles.
We assume the following conditions: If T <∞, then (Σ, z, u, φ) is a holomorphic
building for XT . In this case, the energies Eλ(u) and Eωˆ(u) are defined by
Eλ(u) = max
{
sup
I⊂R−k−∪···∪R−1∪(−∞,0]
1
|I|
∫
u−1(I×Y −)
u∗(dσ ∧ λ−),
sup
I⊂[0,T ]∪[−T,0]
1
|I|
∫
u−1(I×Y 0)
u∗(dσ ∧ λ0),
sup
I⊂[0,∞)∪R1∪···∪Rk+
1
|I|
∫
u−1(I×Y +)
u∗(dσ ∧ λ+)
}
,
Eωˆ(u) =
∫
u−1(XT )
u∗ωˆT +
∫
u−1((R−k−∪···∪R−1)×Y −)
u∗dλ−
+
∫
u−1((R1∪···∪Rk+ )×Y +)
u∗dλ+,
where ωˆT is defined by ωˆT |Z± = ω±, ωˆT |(−∞,0]×Y − = dλ−, ωˆT |([0,T ]∪[−T,0])×Y 0 =
dλ0, and ωˆT |[0,∞)×Y + = dλ+.
If T =∞, then we assume that (Σ, z, u, φ) satisfies the following conditions:
• If i(α) < 0− then u(Σα\
∐
S1) ⊂ Ri(α)×Y −, and u|Σα\∐S1 : Σα\∐S1 →
Ri(α) × Y − is J-holomorphic.
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• If i(α) = 0− then u(Σα \
∐
S1) ⊂ X−, and u|Σα\∐S1 : Σα \∐S1 → X−
is J-holomorphic.
• If 01 ≤ i(α) ≤ 0l then u(Σα \
∐
S1) ⊂ Ri(α) × Y 0, and u|Σα\∐S1 :
Σα \
∐
S1 → Ri(α) × Y 0 is J-holomorphic.
• If i(α) = 0+ then u(Σα \
∐
S1) ⊂ X+, and u|Σα\∐S1 : Σα \∐S1 → X+
is J-holomorphic.
• If i(α) > 0+ then u(Σα\
∐
S1) ⊂ Ri(α)×Y +, and u|Σα\∐S1 : Σα\∐S1 →
Ri(α) × Y + is J-holomorphic.
• The energies Eλ(u) <∞ and Eωˆ(u) <∞ are finite which are defined by
Eλ(u) = max
{
sup
I⊂R−k−∪···∪R−1∪(−∞,0]
1
|I|
∫
u−1(I×Y −)
u∗(dσ ∧ λ−),
sup
I⊂[0,∞)0−∪R01∪···∪R0l∪(−∞,0]0+
1
|I|
∫
u−1(I×Y 0)
u∗(dσ ∧ λ0),
sup
I⊂[0,∞)∪R1∪···∪Rk+
1
|I|
∫
u−1(I×Y +)
u∗(dσ ∧ λ+)
}
,
Eωˆ(u) =
∫
u−1(X−)
u∗ωˆ− +
∫
u−1(X+)
u∗ωˆ+
+
∫
u−1((R−k−∪···∪R−1)×Y −)
u∗dλ− +
∫
u−1((R01∪···∪R0l )×Y 0)
u∗dλ0
+
∫
u−1((R1∪···∪Rk+ )×Y +)
u∗dλ+.
• u is positively asymptotic to a periodic orbit γ+∞i = piY ◦u◦φ+∞i ∈ PY +
at each S1+∞i , and negatively asymptotic to a periodic orbit γ−∞i =
piY ◦ u ◦ φ−∞i ∈ PY − at each S1−∞i . At every joint circle, u is positively
asymptotic to a periodic orbit on the side of lower floor and negatively
asymptotic to the same periodic orbit on the side of higher floor.
• For each component Σˆα, if u|Σα is a constant map, then 2gα +mα ≥ 3.
• For each i 6= 0±, the i-th floor u−1(Ri × Y ±) ⊂ Σ (or u−1(Ri × Y 0) ⊂ Σ)
contains nontrivial components.
We denote the space of holomorphic buildings for X [0,∞] by MX[0,∞] . We
define M̂X[0,∞] similarly. Kuranishi neighborhoods of M̂X[0,∞] are defined in a
similar way to those of M̂X .
Let β0 > 0 be the constant used for the definition of the strong differen-
tial structure of the space of deformation of the domain curves in the case
of Y 0 in order to construct smooth Kuranishi neighborhoods. (Recall that in
Section 5.3, we use the coordinate change ρµ = ρˆ
L−1µ β
µ to define the strong
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differential structure. We denote this β in the case of Y 0 by β0.) We de-
fine the differential structure of [0,∞] by the coordinate ϕ : [0,∞] → [0, 1]
given by ϕ(T ) = exp(−2T/β0). Then it is easy to check that the natural map
M̂X[0,∞] → [0,∞] is a strong smooth map. The associated maps from the
Kuranishi neighborhoods to [0,∞] is not submersive in general, but if we regard
[0,∞] as a 1-dimensional simplex, then these maps are essentially submersive.
(Locally, at the corner corresponding to the splitting of Y 0-floors, these maps
looks like (t1, . . . , tk)→ t1 · · · tk : [0, 1)k → [0, 1).)
First we define a space M̂
X[0,∞] . Its point (T, (Σ
α, zα, uα)α∈A−Y unionsqA0XunionsqA+Y ,M
rel)
consists of 0 ≤ T ≤ ∞, holomorphic buildings (Σα, zα, uα)α∈A−Y for Y
−, (Σα,
zα, uα)α∈A0X for X
T (that is, (T,Σα, zα, uα)α∈A0X are holomorphic buildings for
X [0,∞]), (Σα, zα, uα)α∈A+Y for Y
+, and a set M rel = {(S1+∞l , S1−∞l)} of pairs of
limit circles which satisfy the following conditions:
• Any two pairs in M rel do not share the same limit circle.
• For each pair α1, α2 ∈ A = A−Y unionsqA0XunionsqA+Y , let Mα1,α2 ⊂M rel be the subset
of pairs (S1+∞l , S
1
−∞l) such that S
1
+∞l is a +∞-limit circle of Σα1 and
S1−∞l is a −∞-limit circle of Σα2 . Then there does not exists any sequence
α0, α1, . . . , αk = α0 ∈ A such that Mαi,αi+1 6= ∅ for all i = 0, 1, . . . , k − 1.
• For subsets A1, A2 ⊂ A, define M (A1,A2) =
⋃
α1∈A1,α2∈A2 M
α1,α2 . Then
M rel is the union ofM rel,≤0 = M (A
−
Y ,A
−
Y unionsqA0X) andM rel,≥0 = M (A
0
XunionsqA+Y ,A+Y ).
This is not a usual pre-Kuranishi structure but is a fiber product with the
diagonal in the product of [0,∞] by the essential submersion.
We also define a space M̂X−,X+ as follows. Its point
((Σα, zα, uα)α∈A−Y unionsqA−XunionsqA0Y unionsqA+XunionsqA+Y ,M
rel)
consists of holomorphic buildings (Σα, zα, uα)α∈A−Y for Y
−, (Σα, zα, uα)α∈A−X
for X−, (Σα, zα, uα)α∈A0Y for Y
0, (Σα, zα, uα)α∈A+X for X
+, (Σα, zα, uα)α∈A+Y
for Y +, and a set M rel = {(S1+∞l , S1−∞l)} of pairs of limit circles which satisfy
the following conditions:
• Any two pairs in M rel do not share the same limit circle.
• For each pair α1, α2 ∈ A = A−Y unionsqA−X unionsqA0Y unionsqA+X unionsqA+Y , let Mα1,α2 ⊂M rel
be the subset of pairs (S1+∞l , S
1
−∞l) such that S
1
+∞l is a +∞-limit circle
of Σα1 and S1−∞l is a −∞-limit circle of Σα2 . Then there does not exists
any sequence α0, α1, . . . , αk = α0 ∈ A such that Mαi,αi+1 6= ∅ for all
i = 0, 1, . . . , k − 1.
• For subsets A1, A2 ⊂ A, define M (A1,A2) =
⋃
α1∈A1,α2∈A2 M
α1,α2 . Then
M rel is the union of M rel,− = M (A
−
Y ,A
−
Y unionsqA−X), M rel,0 = M (A
−
XunionsqA0Y ,A0Y unionsqA+X)
and M rel,+ = M (A
+
XunionsqA+Y ,A+Y ).
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The definition of the connected points of M̂
X[0,∞] and M̂X−,X+ is similarly to
the case of X and Y . M̂
X[0,∞] contains [0,∞]× M̂Y ± , and M̂X−,X+ contains
M̂Y ± , M̂Y 0 and M̂X± .
We define
(M̂X[0,∞] , (K˚2Y − , K˚2Y 0 , K˚2Y +), (KY − ,KY +),
(K0Y − ,K
0
X− ,K
0
Y 0 ,K
0
X+ ,K
0
Y +)) ⊂ M̂X[0,∞]
and
(M̂X−,X+ , (K˚2Y − , K˚2Y 0 , K˚2Y +), (KY − ,KY 0 ,KY +),
(K0Y − ,K
0
X− ,K
0
Y 0 ,K
0
X+ ,K
0
Y +)) ⊂ M̂X−,X+
similarly. We abbreviate the above two spaces by (M̂
X[0,∞] , K˚X[0,∞] ,KX[0,∞] ,
K0
X[0,∞]) and (M̂X−,X+ , K˚X−,X+ ,KX−,X+ ,K0X−,X+) respectively.
Let (M̂X∞ , K˚X∞ ,KX∞ ,K0X∞) be the fiber product of (M̂X[0,∞] , K˚X[0,∞] ,
KX[0,∞] ,K
0
X[0,∞]) with ∞ ∈ [0,∞]. Then both of (M̂X[0,∞] , K˚X[0,∞] ,KX[0,∞] ,
K0
X[0,∞]) and (M̂X−,X+ , K˚X−,X+ ,KX−,X+ ,K0X−,X+) contains (M̂X∞ , K˚X∞ ,
KX∞ ,K
0
X∞).
Similarly to the usual case, we can define multi-valued partial essential sub-
mersions Ξ◦ and Λ for both of (M̂
X[0,∞] , K˚X[0,∞] ,KX[0,∞] ,K
0
X[0,∞]) and (M̂X−,X+ ,
K˚X−,X+ ,KX−,X+ ,K
0
X−,X+).
We can construct a continuous family of grouped multisections of (M̂
X[0,∞] ,
K˚X[0,∞] ,KX[0,∞] ,K
0
X[0,∞]) and a usual grouped multisection of (M̂X−,X+ , K˚X−,X+ ,
KX−,X+ ,K
0
X−,X+) which satisfy the following conditions.
• On a neighborhood of T ∈ {0} ∪ {∞} ⊂ [0,∞], the continuous family
of grouped multisections of (M̂
X[0,∞] , K˚X[0,∞] ,KX[0,∞] ,K
0
X[0,∞]) is a usual
grouped multisection.
• The restrictions of the natural map (M̂
X[0,∞] , K˚X[0,∞] ,KX[0,∞] ,K
0
X[0,∞])→
[0,∞] to the fiber products of the zero sets of the perturbed multisection
are essentially submersive.
• The restrictions of the continuous family of grouped multisections of (M̂
X[0,∞] ,
K˚X[0,∞] ,KX[0,∞] ,K
0
X[0,∞]) to [0,∞] × (M̂Y ± , K˚2Y ± ,KY ± ,K0Y ±) coincide
with the pull backs of the grouped multisections of (M̂Y ± , K˚2Y ± ,KY ± ,K0Y ±)
by the projection.
• The restrictions of the grouped multisection of (M̂X−,X+ , K˚X−,X+ ,KX−,X+ ,
K0X−,X+) to (M̂Y ± , K˚2Y ± ,KY ± ,K0Y ±), (M̂Y 0 , K˚2Y 0 ,KY 0 ,K0Y 0) and (M̂X± ,
K˚2X± ,KX± ,K
0
X±) coincide with the given grouped multisections.
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• The restrictions of the grouped multisections of (M̂
X[0,∞] , K˚X[0,∞] ,KX[0,∞] ,
K0
X[0,∞]) and (M̂X−,X+ , K˚X−,X+ ,KX−,X+ ,K0X−,X+) to (M̂X∞ , K˚X∞ ,KX∞ ,
K0X∞) coincide.
• Let
((M̂X[0,∞])0, K˚2X[0,∞] ,KX[0,∞] ,K0X[0,∞])
⊂ (M̂X[0,∞] , K˚2X[0,∞] ,KX[0,∞] ,K0X[0,∞])
be the subset of connected points. Its continuous family of grouped mul-
tisections induces that of
⋃
N
(
N∏
(M̂X[0,∞])0, K˚2X[0,∞] ,KX[0,∞] ,K0X[0,∞])[0,∞]/SN ,
where each (
∏N
(M̂
X[0,∞])
0, K˚2
X[0,∞] ,KX[0,∞] ,K
0
X[0,∞])[0,∞] is the fiber prod-
uct over [0,∞]. Then the grouped multisection of (M̂
X[0,∞] , K˚
2
X[0,∞] ,
KX[0,∞] ,K
0
X[0,∞]) coincides with its pull back by the essential submersion
(M̂X[0,∞] , K˚2X[0,∞] ,KX[0,∞] ,K0X[0,∞])
→
⋃
N
(
N∏
(M̂X[0,∞])0, K˚2X[0,∞] ,KX[0,∞] ,K0X[0,∞])[0,∞]/SN
defined by decomposition into connected components.
• Let
((M̂X−,X+)0, K˚2X−,X+ ,KX−,X+ ,K0X−,X+)
⊂ (M̂X−,X+ , K˚2X−,X+ ,KX−,X+ ,K0X−,X+)
be the subset of connected points. Its grouped multisection induces that
of ⋃
N
(
N∏
(M̂X−,X+)0, K˚2X−,X+ ,KX−,X+ ,K0X−,X+)/SN .
Then the grouped multisection of (M̂X−,X+ , K˚2X−,X+ ,KX−,X+ ,K0X−,X+)
coincides with its pull back by the submersion
(M̂X−,X+ , K˚2X−,X+ ,KX−,X+ ,K0X−,X+)
→
⋃
N
(
N∏
(M̂X−,X+)0, K˚2X−,X+ ,KX−,X+ ,K0X−,X+)/SN
defined by decomposition into connected components.
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• The (continuous families of) grouped multisections of (M̂
X[0,∞] , K˚X[0,∞] ,
KX[0,∞] ,K
0
X[0,∞]) and (M̂X−,X+ , K˚X−,X+ ,KX−,X+ ,K0X−,X+) are com-
patible with respect to the compatible systems of multi-valued partial
essential submersions defined by Ξ◦ and Λ.
We define pre-Kuranishi spaces M(m−,X
[0,∞],m+)
(ˆi,jl ,cˆ
i
l ,x
i
l ,ηˆ
i
l )
and M(m−,X
−,m,X+,m+)
(ˆi,jl ,cˆ
i
l ,x
i
l ,ηˆ
i
l )
similarly toM(m−,X
I ,m+)
((ˆi,jl ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
andM(m−,X,m+)
((ˆi,jl ),(cˆ
i
l),(x
i
l),(ηˆ
i
l ))
, and define their grouped
multisections (or a continuous family of grouped multisections for the former)
by the pull back by the natural maps to (M̂
X[0,∞] , K˚X[0,∞] ,KX[0,∞] ,K
0
X[0,∞])
and (M̂X−,X+ , K˚X−,X+ ,KX−,X+ ,K0X−,X+) respectively.
For a triple ((cˆl), (xl), (αl)), we define a pre-Kuranishi space (or a linear
combination of pre-Kuranishi spaces) MX
[0,∞]
((cˆl), (xl), (αl)) by
MX
[0,∞]
((cˆl), (xl), (αl)) =
∑
?
(−1)∗M(m−,X
[0,∞],m+)
(Θ+(e
⊗G+
X+ ),Θ−(e
⊗G−
X− ),(cˆil),(x
i
l),([P ]∩αil))
,
where (G±X± are the solutions of (106) and (120) used for the definition of the
generating functions of X±) and the sum ? is taken over all decompositions
{cˆl} =
∐
−m−≤i≤0
{cˆil}, {xl} =
∐
−m−≤i≤m+
{xil}, {αl} =
∐
0≤i≤m+
{αil}
as sets, and the sign ∗ is the weighted sign of the permutation(
(cˆ
−m−
l ) (x
−m−
l ) . . . (x
m+
l ) (α
m+
l )
(cˆl) (xl) (αl)
)
.
Similarly, we define its subspace of irreducible sequences of holomorphic
buildings by(MX[0,∞])0((cˆl), (xl), (αl)) = ∑
?
(−1)∗
(
M(m−,X
[0,∞],m+)
((e
⊗G+
X+ ),(e
⊗G−
X− ),(cˆil),(x
i
l),([P ]∩αil))
)0
.
Let[MX[0,∞],eg ((cˆl), (xl), (αl))] = (fe0,g)τ ((cˆl), (xl), (αl))⊕ (fe1,g)τ ((cˆl), (xl), (αl))dτ
and[
(MX
[0,∞],e
g )
0((cˆl), (xl), (αl))
]
= (he0,g)
τ ((cˆl), (xl), (αl))⊕(he1,g)τ ((cˆl), (xl), (αl))dτ
be the counterparts of the virtual fundamental chains, where (fej,g)((cˆl), (xl), (αl))
and (hej,g)((cˆl), (xl), (αl)) are smooth functions of τ ∈ [0,∞] ∼= [0, 1]. Note that
since we assume that the continuous family of grouped multisections is a usual
grouped multisection on a neighborhood of τ ∈ {0} ∪ {∞} ⊂ [0,∞], the zero
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set of the perturbed multisections of the 1-dimensional parts of the above pre-
Kuranishi spaces do not intersect with the corner of codimension ≥ 2. In partic-
ular, on the zero set, the strong continuous map to [0,∞] ∼= [0, 1] is submersive.
Hence on a neighborhood of τ ∈ {0} ∪ {∞} ⊂ [0,∞], (fe0,g)τ and (he0,g)τ are
constant as functions of τ , and (fe1,g)
τ and (he1,g)
τ are zero.
Then fe0,g, h
e
0,g, fˆ
e
1,g = f
e
1,g and hˆ
e
1,g = h
e
1,g satisfy (138), (139), and (140).
Furthermore, (fe0,g)
τ=∞ coincides with the (g, e) part of∑
?
(−1)∗M(m−,X
−,0,X+,m+)
(Θ+(e
⊗G+
X+ ),(e(∆∗[P ])0
−,0+
),Θ−(e
⊗G−
X− ),(cˆil),(x
i
l),([P ]∩αil))
.
If (Y 0, λ0) satisfies Morse condition (i.e. if P is a union of circles), then the
above pre-Kuranishi space is enough for the construction of a homotopy from
the generating function of X0 to the composition of the generating functions of
X− and X+. However, in general, we need another parametrized pre-Kuranishi
space.
Let Gθ (θ ∈ [0, 1]) be an appropriate C∞(I,R)-linear combination of
((ρ∗[P ])i,j , . . . , (ρ∗[P ])i,j , 
i,j
P
, . . . , i,j
P
, (∆∗[P ])i,j , . . . , (∆∗[P ])i,j)(i,j)
defined in the next section. For each family ((cˆl), (xl), (αl)), we define a C
∞(I,R)-
linear combination of pre-Kuranishi spaces MX
∞,θ∈[0,1]
((cˆl), (xl), (αl)) by
MX
∞,θ∈[0,1]
((cˆl), (xl), (αl))
=
∑
?
(−1)∗M(m−,X
−,m,X+,m+)
(Θ+(e
⊗G+
X− ),Θ(e⊗Gθ ),Θ−(e
⊗G−
X+ ),(cˆil),(x
i
l),([P ]∩αil))
.
Similarly, we define a C∞(I,R)-linear combination of Kuranishi spaces of irre-
ducible sequences of holomorphic buildings (MX
∞,θ∈[0,1]
)0((cˆl), (xl), (αl)) by
(MX
∞,θ∈[0,1]
)0((cˆl), (xl), (αl))
=
∑
?
(−1)∗
(
M(m−,X
−,m,X+,m+)
((e
⊗G+
X− ),(e⊗Gθ ),(e
⊗G−
X+ ),(cˆil),(x
i
l),([P ]∩αil))
)0
where in this case, the irreducibility is defined as follows. First we consider the
case of (n−, n, n+) 6= (0, 0, 0). A sequence of holomorphic buildings
(Σi, zi, ui, φi)i∈{−m−,...,−1,0−,1,...,m,0+,1,...,m+}
in
M(m−,X
−,m,X+,m+)
(Θ+(f+1 ⊗···⊗f+n+ ),Θ(f1⊗···⊗fn),Θ−(f−1 ⊗···⊗f−n− ),(cˆil),(xil),([P ]∩αil))
is said to be irreducible if
• each connected component of Σ0− and Σ0+ concerns at least one monomial
in {f±i , fi}, and
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• for any decomposition {f±i , fi} = A unionsq B, there exists some connected
component of Σ0− or Σ0+ which concerns both of some f ∈ A and some
g ∈ B.
If (n−, n, n+) = (0, 0, 0), then a point ((Σ0− , z0− , u0− , φ0−), (Σ0+ , z0+ , u0+ , φ0+))
is irreducible if one of (Σ0± , z0± , u0± , φ0±) is connected and the other is the
empty curve.
Let [MX∞,θ∈[0,1],eg ((cˆl), (xl), (αl))] = (f˚e0,g)θ((cˆl), (xl), (αl))
and [
(MX
∞,θ∈[0,1],e
g )
0((cˆl), (xl), (αl))
]
= (˚he0,g)
θ((cˆl), (xl), (αl))
be the virtual fundamental chains. Equation (195) in the next section implies
that (f˚e0,g)
θ=0 coincides with (fe0,g)
τ=∞.
Let Hθ = Hθ1 +H
θ
2 + . . . be an appropriate C
∞(I,R)-linear combination of
((ρ∗[P ])i,j , . . . , (ρ∗[P ])i,j , 
i,j
P
, . . . , i,j
P
, (∆∗[P ])i,j , . . . , (∆∗[P ])i,j)(i,j)
defined in the next section, and define (f¨e0,g)
θ((cˆl), (xl), (αl)) by the virtual fun-
damental chain of∑
?
(−1)∗M(m−,X
−,m,X+,m+)
(Θ+(e
⊗G+
X+ ),Θ(e⊗Gθ⊗Hθ),∑m− (−1)m−Θ−(e⊗G−X− )−m− ,(cˆil),(xil),([P ]∩αil)).
We also define (h¨e0,g)
θ((cˆl), (xl), (αl)) by the virtual fundamental chains of its
irreducible part.
Then fe0,g = f˚
e
0,g, h
e
0,g = h˚
e
0,g, fˆ
e
1,g = f¨
e
0,g and hˆ
e
1,g = h¨
e
0,g also satisfy (138),
(139), and (140).
Define the following families of generating functions.
Fτ = ~−1
∑ 1
kq!kt!kp!
(he0,g)
τ (q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
F˜τ = ~−1
∑ 1
kq!kt!kp!
(fe0,g)
τ (q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
Kτg = ~−1
∑ 1
kq!kt!kp!
(he1,g)
τ (q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
K˜τg = ~−1
∑ 1
kq!kt!kp!
(fe1,g)
τ (q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
Fθ = ~−1
∑ 1
kq!kt!kp!
(˚he0,g)
θ(q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
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F˜θ = ~−1
∑ 1
kq!kt!kp!
(f˚e0,g)
θ(q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
Kθg = ~−1
∑ 1
kq!kt!kp!
(h¨e0,g)
θ(q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
K˜θg = ~−1
∑ 1
kq!kt!kp!
(f¨e0,g)
θ(q, . . . ,q︸ ︷︷ ︸
kq
, t, . . . , t︸ ︷︷ ︸
kt
,p, . . . ,p︸ ︷︷ ︸
kp
)~gT e
Then it is easy to see that the concatenation of the homotopies Fτ and Fθ
defined by the above generating functions gives a homotopy from the generating
function of X0 to the composition of the generating functions of X− and X+.
9.3 Construction of the correction terms
9.3.1 Constuction of Gθ
For m ≥ 1, let Cm =
⊕m(m+1)
2
n=0 C
n
m be the Z-graded super-commutative al-
gebra with coefficient R generated by variables ρ(ei,ej), ∆(ei,ej) and (ei,ej)
(0 ≤ i < j ≤ m). The Z-grading is defined by dim ρ(ei,ej) = dim ∆(ei,ej) = 0
and dim (ei,ej) = 1.
For each m ≥ 1, the differential ∂′ : Cnm → Cn−1m is defined by ∂′(a,b) =
(−1)m−1(ρ(a,b) − ∆(a,b)) and ∂′ρ(a,b) = ∂′∆(a,b) = 0. Homomorphisms τi :
Cm → Cm+1 (0 ≤ i ≤ m) are defined by τi(x(a,b)) = x(τˆi(a),τˆi(b)), where each τˆi
is defined by
τˆi(ej) =

ej j < i
ei + ei+1 j = i
ej+1 j > i
.
Define homomorphism Θ :
⊗n
i=1 Cmi → C1+∑ni=1(mi−1) by
Θ(f1 ⊗ f2 ⊗ . . . fn) = f+
∑n
i=2(mi−1)
1 f
+
∑n
i=3(mi−1)
2 . . . fn,
where each f
+
∑n
i=a+1(mi−1)
a is defined by
e
+
∑n
i=a+1(mi−1)
j =

e0 j = 0
ej+
∑n
i=a+1(mi−1) j 6= 0,ma
e1+
∑n
i=1(mi−1) j = ma
.
We also define  : B+m ⊗B−m′ → Cm+m′+1 by
(f ⊗ g) = (−1)mm′f · exp(ρ(∑0≤i≤m ei,∑m+1≤j≤m+m′+1 ej)) · g+(m+m′+1).
We define a linear subspace C¨m ⊂ Cm as follows. For each 1 ≤ i ≤ m − 2
and each monomial
f = x
(1)
(a1,b1)
x
(2)
(a2,b2)
. . . x
(n)
(an,bn)
292
such that (aj , bj) 6= (i, i+ 1), we define a monomial
f (ei,ei+1) = x
(1)
(a′1,b
′
1)
x
(2)
(a′2,b
′
2)
. . . x
(n)
(a′n,b′n)
by permuting i and i + 1 of {aj , bj}. Then C¨m ⊂ Cm is the subspace spanned
by f + f (ei,ei+1) for all such pair i and f .
Define Cm = Cm/C¨m. Then the following maps are well defined.
∂′ : Cm → Cm∑
0<i<max
(−1)ie∆(ei,ei+1)τi : Cm → Cm+1 (max = m)
e∆(e0,e1)τ0 : Cm → Cm+1
(−1)maxe∆(emax,emax +1)τmax : Cm → Cm+1
Θ : ⊗ni=1Cmi → C1+∑i(mi−1)
 : B+m ⊗ B−m′ → Cm+m′+1
Further we define C˚m ⊂ Cm as follows. We define a new degree deg′ by
deg′ x(ei,ej) =
{
0 if i = 0 or j = m
1 otherwise
For m ≥ 2, let C˚m ⊂ Cm be the subspace spanned by monomials with deg′ ≥
m− 2 which do not contain variables ρ(e0,em), ∆(e0,em) or (e0,em). Define C˚m =
C˚m/(C¨m ∩ C˚m) ⊂ Cm.
In this section, we prove that there exists a smooth family Gθ = Gθ1 +G
θ
2 +
· · · ∈ (⊕∞m=1 C˚m−1m )∧ (θ ∈ [0, 1]) which satisfies the following equations.
∂′(Θ(e⊗G
θ
)) +
∑
i≥0
e∆(ei,ei+1)τiΘ(e
⊗Gθ ) = 0 (193)
Gθ1 = (1− θ)∆(e0,e1) + θρ(e0,e1) (194)
G0 = G01 = ∆(e0,e1) (195)
(e⊗G
+
X− ⊗ e⊗G−X+ ) = Θ(e⊗G1) (196)
In the previous section, we replace ρ(ei,ej), ∆(ei,ej) and (ei,ej) in G
θ with
(ρ∗[PY 0 ])0i,0j , (∆∗[PY 0 ])0i,0j and (PY 0 )
0i,0j respectively, where 00 and 0max
should be read as 0− and 0+ respectively.
First we note that the last two equations define G0 and G1. We inductively
construct Gθ≤m = G
θ
1 + · · ·+Gθm ∈
⊕m
l=1 C˚l−1l such that
∂′(Θ(e⊗G
θ
≤m)) +
∑
i≥0
e∆(ei,ei+1)τiΘ(e
⊗Gθ≤m−1) ≡ 0 (197)
in
⊕∞
l=2 Cl−2l /
⊕∞
l=m+1 Cl−2l .
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First we define Gθ2 ∈ C˚12 by
Gθ2 = e
(1−θ)(∆(e0,e1)+∆(e1,e2))
·
(
−
∑
k≥1
θk
k!
eθρ(e1,e2)((e0,e1)∆(e0,e1) . . .∆(e0,e1)︸ ︷︷ ︸
k
+ ρ(e0,e1)(e0,e1)∆(e0,e1) . . .∆(e0,e1)︸ ︷︷ ︸
k
+ · · ·+ ρ(e0,e1) . . . ρ(e0,e1)(e0,e1)︸ ︷︷ ︸
k
)
+
∑
k≥1
θk
k!
eθρ(e0,e1)((e1,e2)∆(e1,e2) . . .∆(e1,e2)︸ ︷︷ ︸
k
+ ρ(e1,e2)(e1,e2)∆(e1,e2) . . .∆(e1,e2)︸ ︷︷ ︸
k
+ · · ·+ ρ(e1,e2) . . . ρ(e1,e2)(e1,e2)︸ ︷︷ ︸
k
)
)
.
Then it is easy to see that this satisfies equation (197) for m = 2.
Next assuming we have constructed Gθ≤m−1, we prove there exists a required
family Gθm. It is enough to show that
Θ
((
∂′Θ(e⊗G
θ
≤m−1) +
∑
(−1)ie∆(ei,ei+1)τiΘ(e⊗G
θ
≤m−1)
)
⊗ e−Gθ1
)
≡ 0 (198)
in
⊕∞
l=2 Cl−2l /(
⊕∞
l=m+1 Cl−2l ⊕
⊕∞
l=2 C˚l−2l ) and
∂′
( ∑
0≤i≤max
(−1)ie(ei,ei+1)τiΘ(e⊗G
θ
≤m−1)
)
≡ 0 (199)
in
⊕∞
l=3 Cl−3l /
⊕∞
l=m+1 Cl−3l .
The latter is proved by an argument similar to that for equation (108). We
can prove the former similarly to equation (109) using the following equations.
∂′Θ
( 1
k!
(Gθ≥m−1 −Gθ1)⊗k
)
= Θ
( 1
(k − 1)! (G
θ
≥m−1 −Gθ1)⊗(k−1) ⊗ ∂′(Gθ≥m−1 −Gθ1)
)
(200)
∑
0<i<max
(−1)ie∆(ei,ei+1)τiΘ
( 1
k!
(Gθ≥m−1 −Gθ1)⊗k
)
= Θ
( 1
(k − 1)! (G
θ
≥m−1 −Gθ1)⊗(k−1)
⊗
∑
0<i<max
(−1)ie∆(ei,ei+1)τi(Gθ≥m−1 −Gθ1)
)
(201)
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e∆(e0,e1)τ0Θ
( 1
k!
(Gθ≥m−1)
⊗k
)
=
∑
l1+l2+l3=k
Θ
( 1
l1!l2!l3!
(Gθ≥m−1 −Gθ1)⊗l1 ⊗ τ˚0((Gθ≥m−1)⊗l2)
⊗ (Gθ1)⊗l3
)
(202)
(−1)maxe∆(emax,emax +1)τmaxΘ
( 1
k!
(Gθ≥m−1)
⊗k
)
=
∑
l1+l2+l3=k
Θ
( 1
l1!l2!l3!
(Gθ≥m−1 −Gθ1)⊗l1 ⊗ (−1)maxτ˚max((Gθ≥m−1)⊗l2)
⊗ (Gθ1)⊗l3
)
(203)
In the above equations, τ˚0 and τ˚max are defined in a similar way to τ˚
+
0 in Section
7.4.
Therefore we can inductively construct a required family Gθ≤m = G
θ
1 + · · ·+
Gθm ∈
⊕m
l=1 C˚l−1l ∼=
⊕∞
l=1 C˚l−1l /
⊕∞
l=m+1 C˚l−1l .
9.3.2 Construction of Hθ
Next we construct a smooth family Hθ = Hθ1 +H
θ
2 + · · · ∈ (
⊕∞
m=1 C˚mm)∧ which
satisfies the following equation.
∂′Θ(e⊗G ⊗H) +
∑
i≥0
(−1)ie∆(ei,ej)τiΘ(e⊗G ⊗H) + Θ
(
e⊗G ⊗ d
dθ
G
)
= 0.
We inductively construct Hθ≤m = H
θ
1 + · · ·+Hθm ∈
⊕m
l=1 C˚ll such that
∂′Θ(e⊗G ⊗H≤m) +
∑
i≥0
(−1)ie∆(ei,ej)τiΘ(e⊗G ⊗H≤m)
+ Θ
(
e⊗G ⊗ d
dθ
G
)
≡ 0 (204)
in (
⊕∞
l=1 Cl−1l )∧/(
⊕∞
l=m+1 Cl−1l )∧
Since ddθG
θ
1 = ρ(e0,e1) −∆(e0,e1), Hθ1 = −(e0,e1) satisfies equation (204) for
m = 1.
Assuming we have already constructed H≤m−1, we prove that there exists a
required family Hθm. It is enough to show that(
∂′Θ(e⊗G ⊗H≤m−1) +
∑
i≥0
(−1)ie∆(ei,ej)τiΘ(e⊗G ⊗H≤m−1)
+ Θ
(
e⊗G ⊗ d
dθ
G
))
⊗ e−⊗G1 ≡ 0
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in (
⊕∞
l=1 Cl−1l )∧/((
⊕∞
l=m+1 Cl−1l )∧ ⊕
⊕∞
l=1 C˚l−1l ) and
∂′
(∑
i≥0
(−1)ie∆(ei,ej)τiΘ(e⊗G ⊗H≤m−1) + Θ
(
e⊗G ⊗ d
dθ
G
))
≡ 0
in (
⊕∞
l=2 Cl−2l )∧/(
⊕∞
l=m+1 Cl−2l )∧. The former can be proved by a similar ar-
gument to those for (145) or (198), and the latter can be proved similarly to
(82), (109), (146) or (199). Therefore, we can inductively construct a required
family Hθ ∈ (⊕∞m=1 C˚mm)∧.
10 Independence
Let (Y, ξ) be a contact manifold and let K
0
Y ⊂ H∗(Y,Z) be a finite subset (or a
finite sequence). We have seen that if we fix a contact form λ, a triangulation
KY of PY , a Euclidean cell complex K
2
Y , a representative K
0
Y of K
0
Y , and a
complex structure J of kerλ, construct a family of pre-Kuranishi spaces and
choose a compatible family of perturbed multisections, then we obtain chain
complexes
(W≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C1,C2 , D(Y,λ,KY ,K0Y ,K2Y ,J,B)),
(P≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C2 , d(Y,λ,KY ,K0Y ,K2Y ,J,B)),
(A≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0 , ∂(Y,λ,KY ,K0Y ,K2Y ,J,B)),
where B denotes the other choices for the construction of the pre-Kuranishi
structure and the perturbed multisections. The aim of this section is to con-
struct SFT cohomologies of a contact manifold by the limits of the cohomologies
of the above chain complexes and to prove that they are invariants of (Y, ξ,K
0
Y ).
We also construct SFT cohomologies of a symplectic cobordism as limits.
First we note that for any constant a > 0, chain complexes for (Y, aλ) can
be constructed by using the same (KY ,K
2
Y ,K
0
Y , J,B) as those of (Y, λ). Then
the chain complex (W≤aκ
(Y,aλ,KY ,K0Y )
/I≤aκC0,C1,aC2 , D(Y,λ,KY ,K0Y ,K2Y ,J,B)) is naturally
isomorphic to (W≤κ
(Y,λ,KY ,K0Y )
/I≤κC0,C1,C2 , D(Y,λ,KY ,K0Y ,K2Y ,J,B)). The cases of the
other two chain complexes are similar.
Let CY ± = (Y ±(= Y ), λ±,KY ± ,K0Y ± ,K2Y ± , J±,BY ±) be two choices to de-
fine the above chain complexes. A concordance CX = (X,ω, Y ±, λ±,KY ± ,K0X ,
K0Y ± , µ
±,K2Y ± , J,BX) from CY − to CY + consists of
• a cobordism (X,ω) from (Y −, λ−) to (Y +, λ+) of the form X = (−∞, 0]×
Y − ∪ [0, T0] × Y ∪ [0,∞) × Y + for T0 ≥ 0 and ω|[0,T0]×Y = d(fλ−) for
some smooth function f : [0, T0] × Y → R>0 such that fλ−|{0}×Y = λ−
and fλ−|{T0}×Y = λ+,
• a sequence K0X of smooth cycles in X with closed support and bijections
µ± : K0X → K0Y ± such that for some T ≥ 0, x|(−∞,−T ]×Y − = (−∞,−T ]×
µ−(x) and x|[T,∞)×Y + = [T,∞)× µ+(x),
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• an ω-compatible almost complex structure J of X whose restrictions to
(−∞,−T ]× Y − and [T,∞)× Y + coincide with those induced by J− and
J+ respectively for some T ≥ 0 and
• a pre-Kuranishi structure of M̂(X,ω, J) and a family of multisections of
its fiber products compatible with BY ± , which is denoted by BX .
We note that for the algebra of SFT of X, δ = min(LY −,min, LY +,min) is ad-
missible for any C2 ≥ 0. (We can define the generating function F for X as an
element of (~−1D≤0X )?,δ/J?,δC0,C1,C2 .)
We say a concordance CX is trivial if (Y −, λ−,KY − ,K0Y − ,K2Y − , J−,BY −) =
(Y +, aλ+,KY + ,K
0
Y + ,K
2
Y + , J
+,BY +) for some a > 0. A short concordance CX
is a concordance such that (Y −, λ−) = (Y +, λ+) and T0 = 0, that is, X =
(−∞, 0]× Y − ∪ [0,∞)× Y +.
First we prove the following.
Lemma 10.1. For a trivial concordance CX , the generating function F is ho-
motopic to the trivial generating function
F tri = ~−1
∑
c
q−cˆ∗p
+
cˆ ,
where the sum is taken over all simplices in KY + not contained in P
bad
Y + .
First we consider the case of a trivial short concordance. We denote the same
(Y ±, λ±,KY ± ,K0Y ± ,K
2
Y ± , J
±,BY ±) by (Y, λ,KY ,K0Y ,K2Y , J,BY ), and regard
the symplectization (X,ω) = (Y × R, d(eσλ)) as a trivial short concordance.
For each pair (cˆ = cθDc , ηˆ = θ
tD
η η), let M
Eωˆ=0
g=0,#±∞=1(cˆ, ηˆ) ⊂ (M
X
)0(cˆ,∅,ηˆ)
be the component which consists of connected holomorphic buildings of genera
g = 0 with one limit circle for each end and without marked points whose
Eωˆ-energies are zero. (Namely, these are trivial cylinders in the 0-th floor.)
Lemma 10.2. The chain map ϕ : C∗(PY , P
bad
Y ;SD⊗Q)→ C∗(PY , P
bad
Y ;SD⊗
Q) defined by
ϕ(cˆ) =
∑
c′
[MEωˆ=0g=0,#±∞=1(cˆ, [P ] ∩ (cˆ′)∗)]0cˆ′
is chain homotopic to the identity, where the sum is taken over all simplices c′
in K0Y not contained in P
bad
Y .
Proof. It is easy to check that ϕ is indeed a chain map. Therefore it is enough
to show that [MEωˆ=0g=0,#±∞=1(x, [P ] ∩ α)]0 = 〈x, α〉 (205)
for any cycle x ∈ C∗(PY , P badY ;SD⊗Q) and any cocycle α ∈ C∗(PY , P
bad
Y ;SD⊗
Q). Recall that for the fundamental chain
[P ] =
∑
ζ
1
mζ
ζθPζ ∈ CdimP−1(P , P
no
;SP ⊗Q),
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ρ∗[P ] ∈ CdimP−1(P ×P , P
tbad×P ∪P ×P bad; p∗1S
tD⊗p∗2SD⊗Q) is defined by
ρ∗[P ] =
∑
ζ
1
mζ
θ
tD
ζ (ρ∗ζ)θ
D
ζ ,
where
ρ∗ζ =
∑
0≤p≤n
∂p+1 . . . ∂nζ × ∂0 . . . ∂p+1ζ.
Note that by definition, the left hand side of Equation (205) coincides with〈∑
ζ,p
[
MEωˆ=0g=0,#±∞=1(x, θ
tD
ζ ∂p+1 . . . ∂nζ)
]0
∂0 . . . ∂p+1ζθ
D
ζ , α
〉
. (206)
We rewrite
∑
ζ,p[M
Eωˆ=0
g=0,#±∞=1(x, θ
tD
ζ ∂p+1 . . . ∂nζ)]
0∂0 . . . ∂p+1ζθ
D
ζ as the virtual
fundamental chain of the fiber product of MEωˆ=0g=0,#±∞=1(x, ·) with ρ∗[P ], and
prove that this is homologous to the virtual fundamental chain of the fiber
product with ∆∗[P ]. More precisely, we construct these fiber products as follows.
For simplices c ⊂ P and η ⊂ P × P , we define M̂Eωˆ=0g=0,#±∞=1(c, η) by the
inverse image of c×∆P ⊂ P × (P × P ) by the map
(ev−∞ × ev+∞)× pi1 : M̂Eωˆ=0g=0,#±∞=1 × η → (P × P )× P ,
where pi1 : P × P → P is the first projection. Similarly, for simplices with local
coefficients cˆ = cθDc and ηˆ = θ
tD
η ηθ
D
η , we define M
Eωˆ=0
g=0,#±∞=1(cˆ, ηˆ) by choosing
lifts c˜ ⊂ P and η˜ ⊂ P × P of c and η respectively. Its orientation is defined by
using θDc and θ
tD
η .
For each
M̂Eωˆ=0g=0,#±∞=1(c, ∂p+1 . . . ∂nζ × ∂0 . . . ∂p+1ζ) ⊂ M̂Eωˆ=0g=0,#±∞=1(x, ρ∗[P ]),
we use the perturbed multisection defined by the pull back by the submersion
to M̂Eωˆ=0g=0,#±∞=1(c, ∂p+1 . . . ∂nζ). Then (206) coincides with〈
(pi2)∗
(MEωˆ=0g=0 (x, ρ∗[P ])), α〉, (207)
where pi2 is the strong smooth map defined by the second projection P×P → P .
In (207), we can replace α with a closed form α˜ (with local coefficient) which
represents α ∈ H∗(PY , P badY ;SD ⊗Q) and rewrite (207) as∫
MEωˆ=0g=0 (x,ρ∗[P ])
pi∗2 α˜. (208)
SinceMEωˆ=0g=0 (x, ρ∗[P ]) andM
Eωˆ=0
g=0 (x,∆∗[P ]) are cobordant byM
Eωˆ=0
g=0 (x, ∗[P ]),
(208) coincides with ∫
MEωˆ=0g=0 (x,∆∗[P ])
pi∗2 α˜. (209)
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For a simplex c ⊂ P , let M̂Eωˆ=0g=0 (c, ·) be the space defined by the fiber product
with c on the −∞-side. (For +∞-side, we do not take fiber product.) Note
that there exists a submersion from M̂Eωˆ=0g=0 (c, ·) to M̂Eωˆ=0g=0 (c,∆∗[P ]). In fact,
the only difference is that for the construction of a perturbed multisection of
the latter, we need to make the zero set transverse to all simplices in P . Define
−∧
MEωˆ=0g=0 (x, ·) by the space of holomorphic buildings with S1-coordinates only on
−∞-limit circle. Then (209) coincides with∫
−∧
MEωˆ=0g=0 (x,·)
pi∗+∞α˜. (210)
Since we do not need perturbation for
−∧
MEωˆ=0g=0 (x, ·), (210) coincides with 〈x, α〉.
Proof of Lemma 10.1. First we prove the case of trivial short concordance. For
each A ≥ 0, define an ideal IδA ⊂ DD≤0,δX by
IδA = {
∑
a(xi),(cˆ∗i ),(cˆ′i),gtx1 . . . txkt q
−
cˆ∗1
. . . q−cˆ∗kq
p+cˆ′1
. . . p+cˆ′kp
~g ∈ DD≤0,δX ;
a(xi),(cˆ∗i ),(cˆ′i),g = 0 if g˜δ ≤ A},
and define I?,δA = IδA ∩ (~−1D≤0X )?,δ. Then the generating function F satisfies
F ≡ ~−1
∑
cˆ,cˆ′
[MEωˆ=0g=0,#±∞=1(cˆ, [P ] ∩ (cˆ′)∗)]0q−cˆ∗p+cˆ′
in (~−1D≤0X )?,δ/(J?,δC0,C1,C2 + I
?,δ
0 )
Let
C∗(PY , P
bad
Y ;SD ⊗Q)→ C∗(PY , P
bad
Y ;SD ⊗Q)
cˆ 7→
∑
cˆ′
acˆ,cˆ′ cˆ
′
be the chain homotopy from ϕ to id given in the above lemma, that is, the
family acˆ,cˆ′ satisfies
cˆ−
∑
c′
[MEωˆ=0g=0,#±∞=1(cˆ, [P ] ∩ (cˆ′)∗)]0cˆ′ =
∑
cˆ′
acˆ,cˆ′∂cˆ
′ +
∑
cˆ′
a∂cˆ,cˆ′ cˆ
′
for any cˆ. Define
K = ~−1
∑
c,c′
acˆ,cˆ′qcˆ∗pcˆ′ ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 .
Then e[D̂X ,τK]eF (τ ∈ [0, 1]) is a homotopy from F to a generating function F1
which satisfies
F1 ≡ ~−1
∑
cˆ
q−cˆ∗p
+
cˆ (211)
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in (~−1D≤0X )?,δ/(J?,δC0,C1,C2 + I
?,δ
0 ). Hence we may assume F also satisfies the
above equation in (~−1D≤0X )?,δ/(J?,δC0,C1,C2 + I
?,δ
0 ).
We claim that there exists G ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 such that
eF ? eG = eF
tri
in DD≤0,δX /J˜≤0,δC0,C1,C2 , that is, F♦G = F
tri in (~−1D≤0X )?,δ/J?,δC0,C1,C2 . This can
be proved as follows. Let 0 = A0 < A1 < A2 < . . . be all constants A such that⋂
>0(J˜
≤0,δ
C0,C1,C2
+ IδA−) ) J˜≤0,δC0,C1,C2 + I
δ
A. Since F satisfies equation (211), it
is easy to construct G≤m = G0 +G1 + · · ·+Gm ∈ (~−1D≤0X )?,δ/(J?,δC0,C1,C2 +I
?,δ
Am
)
inductively such that G≤m ≡ G≤m−1 in (~−1D≤0X )?,δ/(J?,δC0,C1,C2 + I
?,δ
Am−1) and
eF ? eG≤m ≡ eF tri
in DD≤0,δX /(J˜≤0,δC0,C1,C2 + I
δ
Am
). Therefore we can construct a required G.
Since the composition of X and X is isomorphic to X, F♦F is homotopic
to F . Hence F♦F♦G is homotopic to F♦G. Therefore, any generating function
F (= F♦F tri) of X is homotopic to F tri. (All generating functions F , F♦F ,
F♦F♦G and F♦G are elements of (~−1D≤0X )?,δ/J?,δC0,C1,C2 .)
Finally we consider the case of general trivial concordance. Since ω|[0,T0]×Y =
d(fλ−) for some smooth function f : [0, T0]×Y → R>0 such that fλ−|{0}×Y =
λ− and fλ−|{T0}×Y = λ+, (X,ω) is isomorphic to the trivial short concordance
((−∞, 0] ∪ [0,∞))× Y + of Y + by
[0, T0]× Y ↪→ (−∞, 0]× Y +
(σ, y) 7→ (log f(σ), y)
and
(−∞, 0]× Y − ↪→ (−∞, 0]× Y +
(σ, y) 7→ (σ + log a, y).
We can construct the generating function for (X,ω) by the same data as those
for the trivial short concordance of Y +. Then it is easy to check that this
generating function is also homotopic to the trivial generating function.
Let (Y ±, λ±) be two arbitrary contact manifolds and (X,ω) be an arbitrary
cobordism from (Y −, λ−) to (Y +, λ). We assume that the generating functions
for Y − and Y + are defined by CY − = (Y −, λ−,KY − ,K0Y − ,K2Y − , J−,BY −) and
CY + = (Y +, λ+,KY + ,K0Y + ,K2Y + , J+,BY +) respectively, and that the gener-
ating function FX ∈ (~−1D≤0X )?,δ/J?,δC0,C1,C2 for X are defined by the data
CX = (X,ω, Y ±, λ±,KY ± ,K0X ,K0Y ± , µ±,K2Y ± , J,BX) compatible with CY − and
CY + . The argument in Section 8 implies that the homotopy type of FX does
not depend on the choice of CX if we fix CY ± . We denote the cohomology
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H∗(D≤κX /J≤κ,δC0,C1,C2 , DF ) for CX by H∗(D
≤κ
CX /J
≤κ,δ
C0,C1,C2
, DCX ). Then this implies
that cohomologies H∗(D≤κCX /J
≤κ,δ
C0,C1,C2
, DCX ) for CX compatible with a fixed pair
(CY − , CY +) (and with the same µ±) are naturally isomorphic. Namely, for every
pair (CX , C′X), there exists a unique isomorphism
TC′X ,CX : H
∗(D≤κCX /J
≤κ,δ
C0,C1,C2
, DCX )→ H∗(D≤κC′X /J
≤κ,δ
C0,C1,C2
, DC′X ),
and these isomorphisms satisfy TCX ,CX = id and TC′′X ,C′X ◦ TC′X ,CX = TC′′X ,CX .
Similarly, cohomologies H∗(L≤κCX /J
≤κ
C0,C2
, dCX ) = H
∗(L≤κX /J≤κC0,C2 , dF0) for
CX compatible with a fixed pair (CY − , CY +) (and with the same µ±) are natu-
rally isomorphic.
Next we compare two SFT cohomologies of X compatible with different pairs
CY ± for (Y ±, ξ±). First we treat the case where we do not change the contact
forms λ±. (To treat the general case, we cannot fix a filtration and need to take
the limit with respect to the filtration.)
Lemma 10.3. Let CX be a cobordism from CY − to CY + , and let
CX1 = (X1, ω1, (Y +, Y +), (λ+, λ+), (KY + ,KY +1 ),K
0
X , (K
0
Y + ,K
0
Y +1
),
µ±, (K2Y + ,K
2
Y +1
), J,BX)
be a short concordance from CY + to CY +1 = (Y
+, λ+,KY +1
,K0
Y +1
,K2
Y +1
, J+1 ,BY +1 ).
Then
TFX (·♦FX1) : (D≤κX /J≤κ,δC0,C1,C2 , DFX )→ (D
≤κ
X#X1
/J≤κ,δC0,C1,C2 , DFX♦FX1 )
and
T(FX)0(·](FX1)0) : (L≤κX /J≤κC0,C2 , d(FX)0)→ (L
≤κ
X#X1
/J≤κC0,C2 , d(FX)](FX1 )0)
are chain homotopy equivalences.
Proof. First we consider the case of general SFT. Let
CX2 = (X2, ω2, (Y +, Y +), (λ+, λ+), (KY +1 ,KY +),K
0
X , (K
0
Y +1
,K0Y +),
µ±, (K2
Y +1
,K2Y +), J,BX)
be a short concordance from CY +1 to CY + . Since X1#X2 is a trivial short concor-
dance, its generating function FX1♦FX2 is homotopic to the trivial generating
function F tri. Hence Lemma 9.1 (v) implies that
TFX (·♦(FX1♦FX2)) : (D≤κX /J≤κ,δC0,C1,C2 , DFX )
→ (D≤κX#X1#X2/J
≤κ,δ
C0,C1,C2
, DFX♦FX1♦FX2 )
is a chain homotopy equivalence. By Lemma 9.1 (iv), this map coincides with
the composition TFX♦FX1 (·♦FX2) ◦ TFX (·♦FX1). Hence TFX (·♦FX1) has a left
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homotopy inverse and TFX♦FX1 (·♦FX2) has a right homotopy inverse. Since
we can apply the above argument for a cobordism X#X1 and a short concor-
dance CX2 , TFX♦FX1 (·♦FX2) has a right inverse. Hence TFX (·♦FX1) is a chain
homotopy equivalence.
The case of rational SFT is similar.
The above lemma and the counterpart of a short concordance from CY −1 to
CY − imply that homologies H∗(D≤κCX /J
≤κ,δ
C0,C1,C2
, DCX ) and H
∗(L≤κCX /J
≤κ
C0,C2
, dCX )
for CX compatible with a fixed pair ((Y −, λ−,K0Y −), (Y +, λ+,K
0
Y +)) (and with
the same µ±) are naturally isomorphic respectively. (The naturality is due to
Lemma 9.1 (iv), (v) (or its rational version) and Lemma 10.1.) Therefore for
any cobordism (X,ω) between two strict contact manifolds (Y ±, λ±) and any
(K
0
X ,K
0
Y ± , µ
±), we can define the limits
H∗SFT(X,ω, Y
±, λ±,K
0
X ,K
0
Y ± , µ
±)
= lim←−
C2
lim−→
κ,δ
lim←−
C0,C1
H∗(D≤κCX /J
≤κ,δ
C0,C1,C2
, DCX ). (212)
and
H∗RSFT(X,ω, Y
±, λ±,K
0
X ,K
0
Y ± , µ
±) = lim←−
C2
lim−→
κ
lim←−
C0
H∗(L≤κCX /J
≤κ
C0,C2
, dCX ).
(213)
We sometimes abbreviate these limits as H∗(DX , DX) and H∗(LX , dX) respec-
tively. We will prove that these cohomology groups do not depend on the choice
of the contact forms of (Y ±, ξ±) later. It is easy to check that for a pair of
composable cobordism (X,ω) and (X ′, ω′), the limit of the linearizations of the
composition maps define maps
TFX (·♦FX′) : H∗(DX , DX)→ H∗(DX#X′ , DX#X′),
TFX′ (FX♦·) : H∗(DX′ , DX′)→ H∗(DX#X′ , DX#X′),
T(FX)0(·](FX′)0) : H∗(LX , dX)→ H∗(LX#X′ , dX#X′),
and
T(FX′ )0((FX)0]·) : H∗(LX′ , dX′)→ H∗(LX#X′ , dX#X′).
Next we consider the SFT cohomologies of a contact manifold. First we
compare two cohomology groups defined by the same contact form with different
other data.
Lemma 10.4. For a short concordance CX from CY − to CY + , the linear maps
i±FX : (W
≤κ
Y ±/I
≤κ
C0,C1,C2
, DY ±)→ (D≤κ,LminX /J≤κ,LminC0,C1,C2 , DFX )
and
i±(FX)0 : (P
≤κ
Y ±/I
≤κ
C0,C2
, dY ±)→ (L≤κX /J≤κC0,C2 , d(FX)0)
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are chain homotopy equivalences, and the compositions of the induced maps
A = i−FX ◦ (i+FX )−1 : H∗(W
≤κ
Y +/I
≤κ
C0,C1,C2
, DY +)→ H∗(W≤κY −/I≤κC0,C1,C2 , DY −)
and
A0 = i−(FX)0 ◦ (i
+
(FX)0)
−1 : H∗(P≤κY +/I≤κC0,C2 , dY +)→ H∗(P
≤κ
Y −/I
≤κ
C0,C2
, dY −)
do not depend on the short concordance CX .
Proof. We prove the case of general SFT. The case of rational SFT is similar.
First we consider the case of a trivial short concordance. Note that for the trivial
generating function F tri, i±F tri coincide with the identity map under the natural
identification W≤κY ±/I≤κC0,C1,C2 ∼= D
≤κ,Lmin
X /J
≤κ,Lmin
C0,C1,C2
which maps qcˆ∗ and pcˆ to
q−cˆ∗ and p
+
cˆ respectively. Since the generating function FX is homotopic to the
trivial generating function, Lemma 8.4 (iv) implies that i±FX is chain homotopic
to the composition of i±F tri and the isomorphism defined by the homotopy. Hence
i±FX are also chain homotopy equivalence.
Next we consider the general case. Let CX′ be a short concordance from
CY + to CY − . Then TFX (·♦FX′) ◦ i−FX = i−FX♦FX′ : (W
≤κ
Y −/I
≤κ
C0,C1,C2
, DY ±) →
(D≤κX#X′/J≤κ,LminC0,C1,C2 , DFX♦FX′ ) are chain homotopy equivalence since FX♦FX′
is homotopic to the generating function of a trivial short concordance. Since
TFX (·♦FX′) is also a chain homotopy equivalence by Lemma 10.3, so is i−FX .
Similarly, i+FX is also a chain homotopy equivalence.
Finally we check the independence of A = i−FX ◦ (i+FX )−1. For any two short
concordances CX and C′X , there exists a smooth family of exact cobordisms
(Xτ , ωτ )τ∈I such that (X0, ω0) = (X,ω) and (X1, ω1) = (X ′, ω′), and we can
construct a homotopy from FX to FX′ . This implies that there exists an iso-
morphism T : (DX/JδC0,C1 , DF ) → (DX′/JδC0,C1 , DF ′) such that i±FX′ coincides
with T ◦ i±FX up to chain homotopy. Hence A does not depend on the choice of
the short concordance.
We denote the isomorphisms A and A0 in the above lemma by ACY− ,CY+
and A0CY− ,CY+ respectively. The above lemma implies that if we fix (Y, λ,K
0
Y ),
the cohomologies
H∗(W≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C1,C2 , D(Y,λ,KY ,K0Y ,K2Y ,J,B))
and
H∗(P≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C2 , d(Y,λ,KY ,K0Y ,K2Y ,J,B))
defined by various data CY = (Y, λ,KY ,K0Y ,K2Y , J,B) of the same (Y, λ,K
0
Y ) are
naturally isomorphic respectively, and the isomorphisms are given by the above
ACY− ,CY+ and A
0
CY− ,CY+ . The naturality of isomorphisms ACY− ,CY+ is proved
as follows. ACY ,CY = id is due to Lemma 10.1. ACY ′′ ,CY ′ ◦ ACY ′ ,CY = ACY ′′ ,CY
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is because the following diagram is commutative by Lemma 9.1, where CX−
is a short concordance from CY ′′ to CY ′ with a generating function F− and
CX+ is a short concordance from CY ′ to CY with a generating function F+,
and we abbreviate H∗(W≤κY /I≤κC0,C1,C2 , DY ) or H∗(D
≤κ
CX /J
≤κ,Lmin
C0,C1,C2
) by H∗(CY )
or H∗(CX) respectively.
H∗(CY ′′) H∗(CX−) H∗(CY ′) H∗(CX+) H∗(CY )
H∗(CX−#X+)
i−F−
i−F−♦F+
TF− (·♦F+)
i+F− i
−
F+
TF+ (F−♦·)
i+F+
i+F−♦F+
Therefore we can define the limits
H∗SFT(Y, λ,K
0
Y )
= lim←−
C2
lim−→
κ
lim←−
C0,C1
H∗(W≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C1,C2 , D(Y,λ,KY ,K0Y ,K2Y ,J,B)). (214)
and
H∗RSFT(Y, λ,K
0
Y )
= lim←−
C2
lim−→
κ
lim←−
C0
H∗(P≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0,C2 , d(Y,λ,KY ,K0Y ,K2Y ,J,B)). (215)
We sometimes abbreviate these limits as H∗(WY , DY ) and H∗(PY , dY ) respec-
tively.
For any cobordism (X,ω) from (Y −, λ−) to (Y +, λ+), we can define
i±X : H
∗
SFT(Y
±, λ±,K
0
Y ±)→ H∗SFT(X,ω, Y ±, λ±,K
0
X ,K
0
Y ± , µ
±) (216)
and
i±X,0 : H
∗
RSFT(Y
±, λ±,K
0
Y ±)→ H∗RSFT(X,ω, Y ±, λ±,K
0
X ,K
0
Y ± , µ
±) (217)
by the limits of i±F and i
±
F0 respectively. For example, the well-definedness of
i+X is due to the following fact: Let CY ± and C′Y ± be two data for (Y ±, λ±),
CX be a cobordism from CY − to CY + , and CX′ be a cobordism from C′Y − to
C′Y + . Assume that both of CX and CX′ are data of the same cobordism (X,ω).
Then the following diagram is commutative by Lemma 9.1, where CX0 is a short
concordance from CY + to C′Y + , CX1 is a short concordance from CY − to C′Y − ,
and T : H∗(CX#X0) → H∗(CX1#X′) is the isomorphism for a homotopy from
FX♦FX0 to FX1♦FX′ . The left column is the natural isomorphism for the SFT
cohomology for (Y +, λ+), and the right column is the natural isomorphism for
the SFT cohomology for (X,ω). Therefore the compatibility of these isomor-
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phisms and the maps i+FX , i
+
FX′ implies the well-definedness of i
+
X .
H∗(CY +) H∗(CX)
H∗(CX0) H∗(CX#X0)
H∗(C′Y +) H∗(CX1#X′)
H∗(CX′)
i+FX
i−FX0
TFX (·♦FX0 )
TFX0 (FX♦·)
Ti
+
FX0
i+FX♦FX0
i+FX1♦FX′
i+F
X′
TF
X′ (FX1♦·)
Proposition 10.5. The limits of SFT cohomologies satisfies the following.
(i) H∗SFT(Y, λ,K
0
) inherits a structure of algebra.
(ii) H∗RSFT(Y, λ,K
0
) inherits a structure of Poisson algebra.
(iii) H∗SFT(X,ω, Y
±, λ±,K
0
X ,K
0
Y ± , µ
±) has a structure of H∗SFT(Y
±, λ±,K
0
Y ±)-
bimodule.
(iv) H∗RSFT(X,ω, Y
±, λ±,K
0
X ,K
0
Y ± , µ
±) has a structure of H∗RSFT(Y
±, λ±,K
0
Y ±)-
bimodule.
Remark 10.6. H∗RSFT(X,ω, Y
±, λ±,K
0
X ,K
0
Y ± , µ
±) does not have a structure of
Poisson module over H∗RSFT(Y
±, λ±,K
0
Y ±).
Proof. First we consider (i) and (iii). (85) implies that the multiplication ofWY
induces maps
H∗(W≤κ1Y /I≤κ1C0,C1+κ2L−1min,C2+κ2 , DY )×H
∗(W≤κ2Y /I≤κ2C0,C1+κ1L−1min,C2 , DY )
→ H∗(W≤κ1+κ2Y /I≤κ1+κ2C0,C1,C2 , DY ). (218)
Similarly, (124) and (125) imply that for any cobordism (X,ω) from (Y −, λ−)
to (Y +, λ+), the WY ± -bimodule structure of DX induces maps
H∗(W≤κ1Y − /I≤κ1C0,C′1,C2+κ2 , DY )×H
∗(D≤κ2X /J≤κ2,δC0,C1+κ1δ−1,C2 , DFX )
→ H∗(D≤κ1+κ2X /J≤κ1+κ2,δC0,C1,C2 , DFX ),
where C ′1 = C1 + κ1(δ
−1 − L−1min) + κ2L−1min, and
H∗(D≤κ1X /J≤κ1,δC0,C1+κ2δ−1,C2+κ1 , DFX )×H∗(W
≤κ2
Y + /I
≤κ2
C0,C′′1 ,C2
, DY +)
→ H∗(D≤κ1+κ2X /J≤κ1+κ2,δC0,C1,C2 , DFX ),
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where C ′′1 = C1 +κ1(δ
−1−L−1min). These multiplications satisfy the associativity
condition. Therefore the map A = i−X ◦ (i+X)−1 in Lemma 10.4 preserves the
multiplication. Namely, for any f ∈ H∗(W≤κ1Y + /I≤κC0,C1+κ2L−1min,C2+κ2 , DY +) and
g ∈ H∗(W≤κ2Y + /I≤κC0,C1+κ1L−1min,C2 , DY +),
i+F (fg) = 1
←−∗
F
f←−∗
F
g = A(f)−→∗
F
A(g)−→∗
F
1 = i−F (A(f)A(g))
in H∗(D≤κ1+κ2,LminX /J≤κ1+κ2,LminC0,C1,C2 , DFX ). Hence (218) depends only on the
triple (Y, λ,K
0
), and it does not depend on the other choices of CY .
(218) induces the multiplication of the limit H∗SFT(Y, λ,K
0
) as follows. First
(218) induces
lim−→
κ1
lim←−
C0,C1
H∗(W≤κ1Y /I≤κ1C0,C1,C2+κ2 , DY )× lim←−
C0,C1
H∗(W≤κ2Y /I≤κ2C0,C1,C2 , DY )
→ lim−→
κ
lim←−
C0,C1
H∗(W≤κY /I≤κC0,C1,C2 , DY ),
and this induces
lim←−
C′2
lim−→
κ1
lim←−
C0,C1
H∗(W≤κ1Y /I≤κ1C0,C1,C′2 , DY )× lim←−
C0,C1
H∗(W≤κ2Y /I≤κ2C0,C1,C2 , DY )
→ lim−→
κ
lim←−
C0,C1
H∗(W≤κY /I≤κC0,C1,C2 , DY ).
Then this induces
lim←−
C′2
lim−→
κ1
lim←−
C0,C1
H∗(W≤κ1Y /I≤κ1C0,C1,C′2 , DY )× lim−→
κ2
lim←−
C0,C1
H∗(W≤κ2Y /I≤κ2C0,C1,C2 , DY )
→ lim−→
κ
lim←−
C0,C1
H∗(W≤κY /I≤κC0,C1,C2 , DY ),
and finally this induces the multiplication of the limit.
(iii) also follows from the above argument and a similar argument to the
proof of well-definedness of (216). (i±FX are special case of multiplication.)
Next we consider (ii) and (iv). A similar argument implies H∗RSFT(Y, λ,K
0
)
inherits a structure of algebra and that H∗RSFT(X,ω, Y
±, λ±,K
0
X ,K
0
Y ± , µ
±)
has a structure of H∗RSFT(Y
±, λ±,K
0
Y ±)-bimodule. We need to prove that
H∗RSFT(Y, λ,K
0
) inherits a Poisson structure. First we prove that the map
A0 in Lemma 10.4 preserves the Poisson structure. Namely, we prove that for
any f ∈ H∗(P≤κ1Y + /I≤κ1C0,C2+κ2 , dY +) and g ∈ H∗(P
≤κ2
Y + /I
≤κ2
C0,C2+κ1
, dY +),
A0({f, g}) = {A0(f), A0(g)} (219)
in H∗(P≤κ1+κ2Y − /I≤κ1+κ2C0,C2 , dY −). We denote the subspace of cycles of a chain
complex (C∗, d) by Z(C∗, d). Assume that f± ∈ Z(P≤κ1Y ± /I≤κ1C0,C2+κ2 , dY ±) and
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g± ∈ Z(P≤κ2Y ± /I≤κ2C0,C2+κ1 , dY ±) satisfy
i−(FX)0f
− − i+(FX)0f+ = dF0a,
i−(FX)0g
− − i+(FX)0g+ = dF0b
for some a, b ∈ L≤κ1+κ2X /J≤κ1+κ2C0,C2 . Note that {f−, g+} = {f+, g−} = 0. Then
i−(FX)0({f−, g−})− i
+
(FX)0({f+, g+}) = ({f−, g−} − {f+, g+})|F0
= {f− − f+, g− − g+}|F0
is exact in (L≤κ1+κ2X /J≤κ1+κ2C0,C2 , d(FX)0) by Proposition 7.5 (iv) since d̂X(f− −
f+) = 0 and d̂X(g
− − g+) = 0. This proves equation (219). Therefore A0 in
Lemma 10.4 preserves the Poisson structure.
Recall that for κ◦ ≤ κ and C◦ ≤ C, (P≤κ◦Y + I≤κC0,C◦2 )/I
≤κ
C0,C2
is the fiber
product of P≤κ◦Y /I≤κ
◦
C0,C◦2
and P≤κY /I≤κC0,C2 over P
≤κ
Y /I
≤κ
C0,C◦2
, and the Poisson
bracket of PY induces (86). Its homology H∗((P≤κ
◦
Y + I
≤κ
C0,C◦2
)/I≤κC0,C2 , dY ) is
also well-defined. Since H∗ preserves fiber product structure, it is the fiber
product of H∗(P≤κ◦Y /I≤κ
◦
C0,C◦2
, dY ) and H
∗(P≤κY /I≤κC0,C2 , dY ) over H∗(P
≤κ
Y /I
≤κ
C0,C◦2
,
dY ). Furthermore, since fiber product commutes with limits, H
∗
RSFT(Y, λ,K
0
Y )
is isomorphic to
lim←−
C◦2
lim−→
κ◦
lim←−
C2
lim−→
κ
lim←−
C0
H∗((P≤κ◦Y + I≤κC0,C◦2 )/I
≤κ
C0,C2
, dY ).
First, (86) induces the map
H∗((P≤κ◦1Y + I≤κ1C0,C2)/I
≤κ1
C0,C′2
, dY )×H∗((P≤κ
◦
2
Y + I
≤κ2
C0,C2
)/I≤κ1C0,C′′2 , dY )
→ H∗(P≤κ1+κ2Y /I≤κ1+κ2C0,C2 , dY )
for C ′2 ≥ C2 + κ◦2 and C ′′2 ≥ C2 + κ◦1, and then this induces the map
lim←−
C′2
lim−→
κ1
lim←−
C0
H∗((P≤κ◦1Y + I≤κ1C0,C2)/I
≤κ1
C0,C′2
, dY )
× lim←−
C′′2
lim−→
κ2
lim←−
C0
H∗((P≤κ◦2Y + I≤κ2C0,C2)/I
≤κ1
C0,C′′2
, dY )
→ lim−→
κ
lim←−
C0
H∗(P≤κY /I≤κC0,C2 , dY ).
Finally, this induces the map
lim←−
C2
lim−→
κ◦1
lim←−
C′2
lim−→
κ1
lim←−
C0
H∗((P≤κ◦1Y + I≤κ1C0,C2)/I
≤κ1
C0,C′2
, dY )
× lim←−
C2
lim−→
κ◦2
lim←−
C′′2
lim−→
κ2
lim←−
C0
H∗((P≤κ◦2Y + I≤κ2C0,C2)/I
≤κ1
C0,C′′2
, dY )
→ lim←−
C2
lim−→
κ
lim←−
C0
H∗(P≤κY /I≤κC0,C2 , dY ),
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which is the Poisson bracket of H∗RSFT(Y, λ,K
0
Y ).
Next we show that SFT cohomologies of cobordisms (X,ω) from (Y −, ξ−)
to (Y +, ξ+) does not depend on the choice of the contact structure of (Y ±, ξ±).
Proposition 10.7. Let (X,ω) be a cobordism from (Y −, λ−) to (Y +, λ+), and
let (X1, ω1) be a (general) concordance from (Y
+, λ+) to (Y +, λ+1 ). (λ
+ and λ+1
are contact forms for the same contact structure ξ+.) Then
TFX (·♦FX1) : H∗(DX , DX)→ H∗(DX#X1 , DX#X1)
and
T(FX)0(·](FX1)0) : H∗(LX , dX)→ H∗(LX#X1 , dX#X1)
are isomorphisms.
Proof. We consider the case of general SFT. The case of rational SFT is sim-
ilar. By the argument similar to Lemma 10.3, it is enough to prove for the
case where (X1, ω1) is a trivial concordance. In this case, Lemma 10.1 implies
that TFX (·♦FX1) : H∗(DX , DX) → H∗(DX , DX) is the limit of the inclusion-
quotient maps similar to those given by the filtration. Hence this limit is the
identity map. Therefore TFX (·♦FX1) is an isomorphism.
This Proposition implies that SFT cohomologies
H∗SFT(X,ω, Y
±, λ±,K
0
X ,K
0
Y ± , µ
±)
and
H∗RSFT(X,ω, Y
±, λ±,K
0
X ,K
0
Y ± , µ
±)
defined by (212) and (213) for cobordisms (X,ω) from (Y −, ξ−) to (Y +, λ+)
with different contact forms are naturally isomorphic respectively. We denote
these isomorphic cohomology groups by
H∗SFT(X,ω, Y
±, ξ±,K
0
X ,K
0
Y ± , µ
±)
and
H∗RSFT(X,ω, Y
±, ξ±,K
0
X ,K
0
Y ± , µ
±)
respectively.
Finally we show that SFT cohomologies of (Y, ξ) do not depend on the choice
of the contact structure λ.
Proposition 10.8. For any concordance (X,ω) from (Y −, λ−) to (Y +, λ+),
the homomorphisms
i±X : H
∗(WY ± , DY ±)→ H∗(DX , DX)
and
i±X,0 : H
∗(PY ± , dY ±)→ H∗(LX , dX)
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are isomorphisms of modules, and the composition
A = i−X ◦ (i+X)−1 : H∗(WY + , DY +)→ H∗(WY − , DY −)
is an isomorphism of algebras, and the composition
A0 = i−X,0 ◦ (i+X,0)−1 : H∗(PY + , dY +)→ H∗(PY − , dY −)
is an isomorphism of Poisson algebras. Furthermore, A and A0 do not depend
on the concordance (X,ω).
Proof. The proof of the first claim is similar to that of Lemma 10.4. First we
consider the case of trivial concordance. As in the proof of Proposition 10.7,
in this case, Lemma 10.1 implies that i±X : H
∗(WY ± , DY ±) → H∗(DX , DX) is
the limit of the inclusion-quotient maps similar to those given by the filtration.
Hence the limit is an isomorphism. In general case, there exists a concordance
(X ′, ω′) from (Y +, λ+) to (Y −, λ−) such that X#X ′ is a trivial concordance.
Then TFX (·♦FX′)◦ i−X = i−X#X′ : H∗(WY − , DY −)→ H∗(DX#X′ , DX#X′) is an
isomorphism. Since TFX (·♦FX′) is also an isomorphism by Proposition 10.7,
this implies that i−X is an isomorphism. The cases of i
+
X or i
±
X,0 are similar.
By an argument similar to that of Proposition 10.5, we can prove that
A = i−X ◦ (i+X)−1 is an algebra homomorphism, and A0 = i−X,0 ◦ (i+X,0)−1 is
an isomorphism of Poisson algebras.
The independence of A = i−X ◦ (i+X)−1 and A0 = i−X,0 ◦ (i+X,0)−1 are similar
to Lemma 10.4.
This proposition implies that SFT cohomologies H∗(W
(Y,λ,K
0
Y )
, D
(Y,λ,K
0
Y )
)
and H∗(P
(Y,λ,K
0
Y )
, d
(Y,λ,K
0
Y )
) defined by (214) and (215) for different strict con-
tact manifolds (Y, λ) of the same contact structure ξ are naturally isomorphic
respectively. Hence we denote these cohomology groups by H∗SFT(Y, ξ,K
0
) and
H∗RSFT(Y, ξ,K
0
) respectively.
It is easy to check that H∗SFT(X,ω, Y
±, ξ±,K
0
X ,K
0
Y ± , µ
±) has a structure
of H∗SFT(Y
±, ξ±,K
0
Y ±)-bimodule, and H
∗
RSFT(X,ω, Y
±, ξ±,K
0
X ,K
0
Y ± , µ
±) has
a structure of H∗RSFT(Y
±, ξ±,K
0
Y ±)-bimodule.
Finally we consider the case of contact homology. This case is more standard.
Proposition 10.9. For any short concordance CX from CY − to CY + , the ho-
momorphism
Ψ(F̂X)0 : H
∗(A≤κY +/I≤κC0 , ∂Y +)→ H∗(A
≤κ
Y −/I
≤κ
C0
, ∂Y −)
is an isomorphism. Furthermore, it does not depend on the short concordance
CX .
Proof. If CX is a trivial short concordance, then the claim follows from Lemma
10.1. For a general short concordance CX , let CX′ be a short concordance from
CY + to CY − . Then since the compositions of these two short concordance are
trivial short concordances, Ψ(F̂X′ )0 ◦ Ψ(F̂X)0 and Ψ(F̂X)0 ◦ Ψ(F̂X′ )0 are isomor-
phisms. Hence Ψ(F̂X)0 is also an isomorphism.
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Therefore we can define the limit
H∗CH(Y, λ,K
0
) = lim−→
κ
lim←−
C0
H∗(A≤κ
(Y,λ,KY ,K
0
Y )
/I≤κC0 , ∂(Y,λ,KY ,K0Y ,K2Y ,J,B)).
We sometimes abbreviate this limit as H∗(AY , ∂Y ). For any exact cobordism
(X,ω) from (Y −, λ−) and (Y +, λ+), we can define
ΨX : H
∗
CH(Y
+, λ+,K
0
Y +)→ H∗CH(Y −, λ−,K
0
Y −)
by the limit of Ψ(F̂X)0 . We can easily prove the following.
Proposition 10.10. For any concordance (X,ω) from (Y −, λ−) to (Y +, λ+),
the homomorphism
ΨX : H
∗
CH(Y
+, λ+,K
0
Y +)→ H∗CH(Y −, λ−,K
0
Y −)
is an isomorphism of algebras. Furthermore, it does not depend on the concor-
dance (X,ω).
We denote the isomorphism class of contact homology by H∗CH(Y, ξ,K
0
).
11 SFT of a contact manifold with the S1-action
induced by the Reeb flow
The arguments in [6] or [3] are easily adapted to our construction of SFT.
In this section, we demonstrate how to calculate the SFT cohomology of pre-
quantization spaces, or more generally, contact manifolds with the locally free
S1-action generated by the Reeb vector field.
Let (Y, λ) be a closed contact manifold and assume that there exists a con-
stant L > 0 such that ϕλL = id. Then S
1 = R/LZ acts on Y by t · y = ϕλt (y).
We consider the SFT of such a contact manifold. We may assume L = 1. First
we consider the case where every cycle in K0 is invariant by this action. In this
case, we can calculated the SFT cohomology by the following proposition.
Proposition 11.1. All periodic orbits are good, and the local systems SD and
SP are trivial on P . Furthermore, we can construct the virtual fundamental
chains which make H = 0.
Theorem 1.2 is a corollary of this proposition.
Let J be an S1-invariant dλ-compatible complex structure of ξ = Kerλ.
First we prove the claim about the local systems SD and SP . For each l ≥ 1,
let Y l
−1Z/Z = ev0Pl−1 ⊂ Y be the fixed manifold of the subgroup l−1Z/Z ⊂ S1.
Then l−1Z/Z acts on each fiber of ξ|Y l−1Z/Z . Since this is a unitary action, we
can decompose this complex vector bundle by the eigenvalues:
ξ|Y l−1Z/Z = W0 ⊕W1 ⊕ · · · ⊕Wl−1,
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where (ϕλl−1)∗ acts on each Wk by e
2pi
√−1k/l. Then for each point y ∈ Y l−1Z/Z,
we can define a unitary trivialization of ξ on the periodic orbit γ(t) = ϕλl−1t(y)
by
(ϕλl−1t)∗ ◦
(⊕
k
e−2pi
√−1kt/l1Wk
)
: ξγ(0) = W0 ⊕W1 ⊕ · · · ⊕Wl−1
∼=→ ξγ(t)
if we fix a unitary basis of each Wk. Under this trivialization, (ϕ
λ
l−1t)∗ are given
by the diagonal matrices ⊕
k
e2pi
√−1kt/l1Wk .
Hence the linear operator D˚+γ is complex linear. In particular, its kernel has the
complex orientation. Therefore SD is a trivial local system on Pl−1 . Similarly,
SD is trivial on Pk/l for each k/l since ev0Pk/l = ev0P1/l if k and l are coprime.
Hence there are no bad orbits and the induced local system on P is also trivial.
Similarly, P does not contain any non-orientable points, and SP is trivial on P .
Next we construct required virtual fundamental chains. M̂ = M̂(Y, λ, J)
has a locally free S1-action defined by t · (Σ, z, u) = (Σ, z, (1×ϕλt ) ◦ u). We will
construct a pre-Kuranishi structure of the quotient space M̂• = M̂/S1 which
induces a pre-Kuranishi structure of M̂. Since the evaluation maps to P or Y/S1
are well-defined on M̂•, we can define its fiber products ((M̂•), K˚2,K,K0/S1)
and multi-valued partial submersions Ξ◦ and Λ similarly. We can construct a
grouped multisection of ((M̂•), K˚2,K,K0/S1) which satisfies the similar com-
patibility conditions. Then we define the grouped multisection of (M̂, K˚2,K,K0)
by its pull back. Since the S1-action is locally free, it makes the virtual funda-
mental chains of the zero-dimensional fiber products used for the definition of
H vanish. Therefore, it is enough to define a required pre-Kuranishi structure
of M̂•.
First we explain the construction of a Kuranishi neighborhood of a point
p¯0 = (Σ0, z, u0) ∈ M̂•. Define a finite group G+0 by
G+0 = {(g, t) ∈ Aut(Σ0)× S1; g({zi}) = {zi}, u0 ◦ g = (1× ϕλt ) ◦ u0}.
We also define a group G++0 ⊂ Aut(Σ0)×S1 by G++0 = G+0 ·S1. We assume that
the following data (p¯+0 , S, (Oa,Na, E0a, λa)a∈A) are given instead of the data in
the usual case.
p¯+0 = (Σ0, z, z
+, u0) ∈ M̂• is, as in the usual case, a curve obtained by
adding marked points on the nontrivial components of Σ0. We assume that all
unstable components of (Σ0, z, z
+) are trivial cylinders of p¯0 and G
+
0 preserves
z+ = {z+i } as a set.
S ⊂ Y is a finite union of S1-invariant codimension-two submanifolds such
that piY ◦ u0 intersects with S at z+ transversely. We can take such an S1-
invariant submanifold for the following reason. Choosing appropriate additional
marked points z+, we assume that the differential dξu0 does not vanish at z
+.
Let l−1Z/Z be the stabilizer of the point y = u0(z+i ). Then an S1-equivariant
311
tubular neighborhood of the orbit S1·y is isomorphic to R/Z×l−1Z/Zξy. Since the
l−1Z/Z-action on ξy is unitary and commutative, ξy can be decomposed into
irreducible representations of complex dimension one. Therefore there exists
an l−1Z/Z-invariant subspace ξ0y ⊂ ξy of complex codimension one such that
Im dξu0(z
+
i ) t ξ0y . Then piY ◦ u0 intersects with the S1-invariant submanifold
S = R/Z×l−1Z/Z ξ0y transversely at z+i .
For the construction of the global pre-Kuranishi structure, we used an infinite
family of disjoint submanifolds {Sx}x∈R2 . (See the proof of Lemma 5.21.) It
was constructed as constant sections of the trivial tubular neighborhood of S.
To construct such a family of S1-invariant submanifolds, it is enough to make
the l−1Z/Z-action on ξy/ξ0y ∼= Im dξu0(z+i ) trivial. In particular, it is enough to
choose z+ so that the stabilizer l−1Z/Z of each piY ◦ u0(z+i ) is locally minimal
in the image of piY ◦ u0.
Let (Pˆ → Xˆ, Z, Z+, Z±∞) be the local universal family of the stabilization
(Σˆ, z, z+,±∞) of the blow down curve of (Σ, z, z+) We need an additional vector
space E0 and a linear map λ. If we can take a G+0 -equivariant linear map
λ : E0 → C∞(Pˆ × Y,∧0,1V ∗Pˆ ⊗ (R∂σ ⊕ TY )) which is S1-invariant, that is,
λ(h)(z, ϕλt (y)) = (1⊗ (ϕλt )∗)λ(h)(z, y)
for all t ∈ S1, and which makes the linear operator D+p0 defined in Section 5.1
surjective, then it is easy to construct a Kuranishi neighborhood of p¯0 ∈ M̂•
which is independent of the choice of the representative p0 ∈ M̂. However,
since the S1-action on Y is not necessarily free, we cannot construct such
a G+0 -equivariant linear map in general. Instead, we take the following data
(Oa,Na, E0a, λa, Ia)a∈A:
• A is a finite index set.
• For each a ∈ A, Oa ⊂ Y is an S1-orbit, Na ⊂ Y is its S1-invariant tubular
neighborhood, and piNa : Na → Oa is its S1-equivariant projection.
• Let piO˜a : O˜a → Oa be the covering space of Oa such that the S1-action
lifts to O˜a as a free (and transitive) action. Then pia : E0a → O˜a is a finite
dimensional G++0 -vector bundle. (The action of G
++
0 ⊂ Aut(Σ0)× S1 on
O˜a is defined by the projection G++0 → S1.)
• Define N˜a = Na×Oa O˜a and let piNa : N˜a → O˜a be the projection. Define
piPˆ×N˜a : Pˆ × N˜a → O˜a by piPˆ×N˜a(z, y) = piNa(y). Then λa : pi∗Pˆ×N˜aE
0
a →∧0,1
V ∗Pˆ ⊗C (R∂σ ⊕ TY )|Pˆ×N˜a is a G++0 -equivariant bundle map with
compact support suppλa ⊂ Pˆ × N˜a.
• Ia ⊂ S1 is a union of finite number of intervals which is invariant by the
G+0 -action.
We impose the following conditions on them:
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(1) The projection of suppλa ⊂ Pˆ×N˜a to Pˆ does not intersect with the nodal
points of Pˆ or Z±∞.
(2) There exists a simply connected neighborhood Ia ⊂ S1 of 0 and a finite
subgroup Γ ⊂ S1 such that Ia = Ia+Γ, Ia = −Ia and (Ia+Ia)∩Γ = {0}.
(Namely, the intervals in Ia have the same length, and the intervals in the
complement S1 \ Ia also have the same length. Furthermore, the former
is smaller than the latter.)
(3) Let p0 = (Σ0, z, u0) ∈ M̂ be a representative of p¯0 ∈ M̂•. Then there
exists a point xa ∈ O˜a such that
suppλa ∩ (1× piN˜a)−1 graph(piY ◦ u0) ⊂ pi−1Pˆ×N˜a(Ia · xa).
(4) Let E0a,xa be the vector space of locally S
1-invariant sections of E0a|Ia·xa .
(A locally S1-invariant section is a section which is S1-invariant on each
connected component of Ia · xa. Namely, if we trivialize E0a|Ia·xa by the
S1-action, then it is a locally constant section.) Note that the G+0 -action
on E0a induces a G
+
0 -action on E
0
a,xa . Define N˜a,xa = pi−1Na(Ia · xa) ⊂ N˜a
and Na,xa = piN˜a(N˜a,xa) ⊂ Na, where piN˜a : N˜a → Na is the projection.
Define a G+0 -equivariant linear map
λa,xa : E
0
a,xa → C∞(Pˆ ×Na,xa ,
∧0,1
V ∗Pˆ ⊗C (R∂σ ⊕ TY )).
by
λa,xa(h)(z, y) =
∑
y˜∈N˜a,piN˜a (y˜)=y
λa(h(z, y˜)).
Let E0 and λ be the direct sums of E0a,xa and λa,xa over a ∈ A respectively.
Then the liner map
D+p0 : W˜
1,p
δ (Σ0, u
∗
0T Yˆ )⊕ E0
→ Lpδ(Σ0,
∧0,1
T ∗Σ0 ⊗ u∗0T Yˆ )⊕
⊕
limit circles
KerAγ±∞i/(R∂σ ⊕ RRλ)
⊕
⊕
zi
TpiY ◦u0(zi)Y
(ξ, h) 7→ (Dp0ξ(z) + λ(h)(z, piY ◦ u0(z)),
∑
j
〈ξ|S1±∞i , η
±∞i
j 〉η±∞ij , piY ◦ ξ(zi))
is surjective, whereDp0 is the linearization of the equation of J-holomorphic
maps, and {η±∞ij }j is an orthonormal basis of the orthogonal complement
of R∂σ ⊕ RRλ in KerAγ±∞i for each ±∞i.
We can construct such data (Oa,Na, E0a, λa)a∈A as follows. First we explain
the construction of E0a for each S
1-orbit Oa ⊂ Y . Define a map piO˜+a : O˜+a =
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G++0 ×S1 O˜a → O˜a by piO˜+a (g, t, x) = t · x. Let Ê0a → O˜+a be the pull back of
(R∂σ ⊕ TY )|Oa by piO˜a ◦ piO˜+a : O˜+a → Oa, and define a G
++
0 -vector bundle pia :
E0a → O˜a by E0a|x =
⊕
y∈pi−1
O˜+a
(x) Ê
0
a|y. Define maps piN˜+a : N˜+a = G
++
0 ×S1 N˜a →
N˜a and piPˆ×N˜+a : Pˆ × N˜+a → O˜+a by piN˜+a (g, t, x) = t · x and piPˆ×N˜+a (z, g, t, x) =
(g, t, piNa(x)) respectively. We note that
(pi∗
Pˆ×N˜aE
0
a)|γ =
⊕
δ∈(1×piN˜+a )
−1(γ)
(pi∗
Pˆ×N˜+a Ê
0
a)|δ.
We construct λa as follows. Take a G
++
0 -invariant section ρa of the pull back of∧0,1
V ∗Pˆ to Pˆ × N˜+a such that the projection of its support to Pˆ is contained
in a small neighborhood of some G+0 -orbit. Since pi
∗
Pˆ×N˜+a Ê
0
a is a pull back of
(R∂σ⊕TY )|Oa , ρa defines a linear map pi∗Pˆ×N˜+a Ê
0
a →
∧0,1
V ∗Pˆ ⊗C (R∂σ⊕TY ),
which defines the G++0 -linear map λa : pi
∗
Pˆ×N˜aE
0
a →
∧0,1
V ∗Pˆ ⊗C (R∂σ ⊕ TY ).
If the support of ρa is sufficiently small, then there exists a union of intervals
Ia ⊂ S1 which satisfies Condition (2) and (3). Since the G++0 -action on Pˆ ×N˜+a
is free, if we choose appropriate Oa and ρa (a ∈ A), then Condition (4) also
holds true.
Using the above data, we construct the Kuranishi neighborhood of p¯0 ∈ M̂•
as follows. As in the usual case, we fix a temporally data (z++, S′, Rˆi), where
in this case, we assume that they are G+0 -invariant. In addition, we take a
G+0 -invariant family of sections RˆS1 = (RˆS1,l) of Pˆ → Xˆ and a codimension-
one submanifold SS1 ⊂ Y transverse to the Reeb vector field such that piY ◦
u0(R˜S1,l(0)) ∈ SS1 for all l, where R˜S1,l is the section of P˜ → X˜ induced
by RˆS1,l. Define a function pSS1 on a small neighborhood of SS1 by y ∈
ϕλpS
S1
(y)(SS1) and |pSS1 (y)|  1. These data are used to kill the S1-action.
As in the usual case, we define a smooth manifold Vˆ = X×B(0) and define
a smooth map s0 : Vˆ → Rk ⊕⊕z++β R2. In addition, we define a smooth map
s1 : Vˆ → R by
s1(a, b, x) =
1
mi
mi∑
l=1
pSS1 ◦ piY ◦ Φa,b(ξx)(R˜S 1,l(a)),
and define V˚ = {s0 = 0, s1 = 0} ⊂ Vˆ . As in the usual case, we define a smooth
map s : V˚ → E := E0p0 ⊕
⊕
z+α
R2. It is easy to see that the natural map
ψ¯ : s−1(0)/G+0 → M̂• is a homeomorphism onto a neighborhood of p¯0 ∈ M̂•.
Hence (V˚ , E, s, ψ¯, G+0 ) define the Kuranishi neighborhood of p¯0 ∈ M̂•. We
note that the Kuranishi neighborhood is independent of the choice of xa ∈ O˜a
because of Condition (2).
The definition of the embedding of Kuranishi neighborhoods are similar to
the usual one explained in Section 5.4. A global pre-Kuranishi structure of
M̂• is defined similarly, and it induces a pre-Kuranishi structure of M̂. As we
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noted, we can define the fiber products ((M̂•), K˚2,K,K0/S1) and its multi-
valued partial submersions Ξ◦ and Λ similarly. We can construct its grouped
multisection satisfying the conditions similar to those for (M̂, K˚2,K,K0/S1).
Then its pull back defines the grouped multisection of (M̂, K˚2,K,K0). As
we have explained, the virtual fundamental chains defined by these grouped
multisections are the required ones. Therefore Proposition 11.1 holds true.
Next we consider the case where K0 contains cycles which are not invariant
by the S1-action. We assume that the S1-action is free, that is, we only consider
the case of a pre-quantization space of some closed symplectic manifold. We
show that some terms of the rational part H0 of the generating function are
calculated by the Gromov-Witten invariants of the closed symplectic manifold.
The following argument is an adaptation of that given in [6] and [3].
Let (M,ω) be a closed symplectic manifold of dimension 2(n − 1) with an
integral cohomology class [ω] ∈ H∗(M ;Z). Let piM : Y → M be a principal
U(1)-bundle with first Chern class c1(Y ) = [ω], and α be a connection form
such that pi∗Mω = − 12pi√−1dα. Then λ = − 12pi√−1α is a contact form of Y such
that dλ = pi∗Mω. Note that the Reeb flow of the pre-quantization space (Y, λ)
is opposite to the usual U(1)-action on Y . Since P =
⋃∞
k=1 P k and P k
∼= M , a
smooth triangulation of M defines a triangulation K of P .
Let J be an ω-compatible almost complex structure on M . It induces a
complex structure of ξ = Kerλ ∼= pi∗MTM , which we also denote by J . Then as
an almost complex manifold, Yˆ = R× Y is isomorphic to
Y ×
U(1)
(C \ 0) = Y ×
U(1)
(CP 1 \ {0,∞})
by (σ, y) 7→ [y, e−2piσ], where the almost complex structure of L = Y ×U(1) C is
defined by T[y,z]L ∼= ξy ⊕ TzC. The almost complex structure of Y ×U(1) CP 1
is similar.
Holomorphic buildings for (Y, λ, J) and stable maps in (M,J) are related
as follows. For a holomorphic building (Σ, z, u) ∈ M̂(Y, λ, J) of height k, a
J-holomorphic map
uˇ : Σˇ→ Y ×
U(1)
(CP 10∪∞CP 10∪∞ . . . 0∪∞CP 1︸ ︷︷ ︸
k
)
is defined by uˇ|Σ\∐S1 = u|Σ\∐S1 (and removal of singularity), where (Σˇ, z,±∞)
is the blow down curve of (Σ, z),
∐
S1 ⊂ Σ is the union of imaginary cirlces in
Σ and we regard Σ \∐S1 as a subset of Σˇ.
Let pˆiM : Y ×U(1) (CP 10∪∞ . . . 0∪∞CP 1) → M be the projection. Then
u¯ = pˆiM ◦ uˇ : Σˇ → M is a J-holomorphic map, and the restriction of uˇ to the
i-th floor component Σˇi ⊂ Σˇ can be regarded as a meromorphic section of u¯∗L
on Σˇi. Then each zero of uˇ with degree k corresponds to a +∞-limit circle
of Σ, and the asymptotic periodic orbit of u on this circle has multiplicity k.
Similarly, each pole of uˇ with degree k corresponds to a −∞-limit circle of Σ,
and the asymptotic periodic orbit of u on this circle has multiplicity k.
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Let (Σˆ, z,±∞) be the curve obtained by collapsing the irreducible compo-
nent of (Σˇ, z,±∞) corresponding to the trivial cylinders of (Σ, z, u). Note that
u¯ induces a stable map (Σˆ, z ∪ {±∞i}, uˆ) of (M,J) since u¯ is constant on each
irreducible component of Σˇ corresponding to a trivial cylinder of (Σ, z, u). Then
the Eωˆ-energy of (Σ, z, u) is
Eωˆ(u) = E(uˆ) :=
∫
Σˆ
uˆ∗ω =
∑
+∞i
kγ+∞i −
∑
−∞i
kγ−∞i , (220)
where kγ±∞i is the multiplicity of γ±∞i , which is equivalent to the degree of the
corresponding zero or pole of uˆ.
Conversely, let (Σˇ, z ∪ {±∞i}) be a semistable curve of genus g = 0 with a
floor structure and u¯ : Σˇ → M be a J-holomorphic map. We assume that an
integer k±∞i ≥ 1 is attached to each marked point ±∞i, and an integer kµ ≥ 1
to each nodal point pµ which joints two components with different floors. We
assume that these integers satisfy the energy condition for each component of
Σˇ. Namely, we assume that the sum of k+∞i and kµ corresponding to the zeros
on the component is larger than the sum of k−∞ and kµ corresponding to the
poles on the component. Then there exists a J-holomorphic map
uˇ : Σˇ→ Y ×
U(1)
(CP 10∪∞CP 10∪∞ . . . 0∪∞CP 1)
which is obtained by patching meromorphic sections of u¯∗L on Σˇi such that
each +∞i is a zero of degree k+∞i , each −∞i is a pole of degree k−∞i , and
each nodal point pµ is a pole on the component of higher floor and a zero on
the component of the lower floor of degree kµ. Furthermore, uˇ is unique modulo
C∗-valued holomorphic functions on
∐
i Σˇi. (The uniqueness is true for g ≥ 1
but the existence is not always true for g ≥ 1.) Let (Σ, z) be the curve obtained
by the oriented blow up of (Σˇ, z) at ±∞i and pµ with appropriate ϕµ ∈ S1.
Then uˇ defines a holomorphic building (Σ, z, u) ∈ M̂. (There are kµ choices of
ϕµ ∈ S1 for each µ.)
Assume that all cycles in K0 except one cycle y are S1-invariant. We show
that if we use an appropriate virtual fundamental cycles thenH0 ∈ WY |g=0/(t2y)
is calculated by the rational Gromov-Witten invariants of (M,ω).
First we recall the definition of Gromov-Witten invariants. Since the pre-
Kuranishi spaces used for its definition do not have boundary of codimension
one, usually we do not need any compatibility conditions of the virtual funda-
mental chains of them for construction. However, in order to use the induced
grouped multisection of the pre-Kuranishi spaces for the definition of SFT co-
homology of (Y, λ), we need some compatibility conditions.
We need the following data (pˆ+0 , Sˆ, Eˆ
0, λˆ) to define a Kuranishi neighborhood
of pˆ0 = (Σˆ0, z, uˆ0) ∈M(M,J):
• pˆ+0 = (Σˆ0, z∪z+, uˆ0) is a curve obtained by adding marked points to make
(Σˆ0, z ∪ z+) stable. We assume that G0 = Aut(Σˆ0, z, uˆ0) preserves z+ as
a set.
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• Sˆ ⊂ M is a finite union of codimension-two submanifolds such that u0
intersects with Sˆ at z+ transversely.
• Let (Pˆ → Xˆ, Z ∪ Z+) be the local universal family of (Σˆ0, z ∪ z+).
Then Eˆ0 is a finite dimensional G0-vector space and λˆ : Eˆ
0 → C∞(Pˆ ×
M ;
∧0,1
V ∗Pˆ ⊗ TM) is a G0-equivariant linear map which satisfies follow-
ing conditions:
– For each h ∈ Eˆ0, the projection of the support of λˆ(h) to Pˆ does not
intersect with the nodal points or marked points Z. (It may intersect
with Z+.)
– The linear map
D̂+pˆ0 : W˜
1,p(Σˆ0, uˆ
∗
0TM)⊕ Eˆ0 → Lpδ(Σˆ0,
∧0,1
T ∗Σˆ0 ⊗ uˆ∗0TM)
⊕
⊕
zi
Tuˆ0(zi)M
(ξ, h) 7→ (D̂pˆ0ξ + λˆ(h), ξ(zi))
is surjective, where D̂pˆ0 is a linearization of the equation of the J-
holomorphic maps, that is,
D̂pˆ0ξ = ∇ξ + J(uˆ0)∇ξj +∇ξJ(u0)duˆ0j.
Using the above data, we can construct a Kuranishi neighborhood of pˆ0 ∈
M(M,J) similarly. A global pre-Kuranishi structure of M(M,J) is also con-
structed similarly. Define its fiber products M(M,J)m
(i,jl ,c
i
l ,˚x
i
l ,η
i
l )
for all se-
quences (i,jl , c
i
l, x˚
i
l, η
i
l) consisting of 
i,j
l ∈ K2, cil ∈ K, x˚il ∈ {x/S1;x ∈ K0 \
{y}} ∪ {piM (y)} and ηil ∈ K, where we regard each x/S1 (x ∈ K0 \ {y}}) as a
cycle of dimension dimx − 1 defined by the map x/S1 → piM (x), and piM (y)
as a cycle of dimension dim y defined by the map y → piM (y). We also define
the fiber product (M(M,J), K˚2,K,K0/S1) similarly to (M̂, K˚2,K,K0), and
construct its grouped multisection satisfying the compatibility conditions. Then
using the induced grouped multisection of the fiber productsM(M,J)m
(i,jl ,c
i
l ,˚x
i
l ,η
i
l )
,
we can construct the Gromov-Witten invariant of (M,ω).
Now we consider the pre-Kuranishi structure of M̂g=0(Y, λ, J). The Kura-
nishi neighborhood of a point p0 ∈ M̂g=0(Y, λ, J) is defined by the data (p+0 , S, E0, λ)
obtained from the data (pˆ+0 , Sˆ, Eˆ
0, λˆ) for the stable curve pˆ0 = (Σˆ, z, uˆ), where
p+0 = (Σ, z∪z+, u) ∈ M̂(Y, λ, J) is a curve obtained by adding the marked points
z+ to (Σ, z) corresponding to the additional marked points of pˆ+0 , S and E
0 are
defined by S = pi−1M (Sˆ) and E
0 = Eˆ0, and λ : E0 → C∞(Pˆ × Y ;∧0,1V ∗Pˆ ⊗
(R∂σ ⊕ TY )) is the map defined by the pull back of λˆ and the isomorphism
T(σ,y)Yˆ = ξy ⊕ (R∂σ ⊕ RRλ(y)) ∼= (pi∗MTM)y ⊕ C.
Then the linear operator D+p0 is not necessarily surjective, but if we replace all
vector spaces TpiY ◦u0(zi)Y except one in the range of D
+
p0 with TpiM◦piY ◦u0(zi)M ,
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then it becomes surjective. Hence we can define the generating function H0
modulo (t2y) using the grouped multisections of the fiber products of M̂ induced
by those of the corresponding fiber products ofM(M, j). Then it is easy to see
that
[MY ((cˆl), (y, xl), (αl))]0
= (−1)
∑ |cˆl|∏ kcˆl · [M(M,J)((cˆl),(piM (y),(xl/S1)),([M ]∩αl))]0,
where xl are cycles in M , each kcˆl is the multiplicity of the periodic orbits
in cl. Note that in the left hand side of the above equation, the correction
terms vanish because they correspond to linear combinations of fiber products
of several pre-Kuranishi spaces, and for each fiber product, at least one factor
has a locally free S1-action. (See [6] or [3] for more sophisticated expression of
the above equation.)
A Notation of differential
We use the following notation in Section 5.3.
Definition A.1. Let X, Y be real Banach spaces (or finite dimensional vector
spaces). A continuous map A : X → Y is said to be differentiable at x ∈ X if
there exists a bounded operator DAx : X → Y such that for any  > 0 there
exists some constant δ > 0 such that ||A(x + v) − A(x) + DAx · v||Y ≤ ||v||X
for any ||v||X ≤ δ. We call DAx the differential of A at x ∈ X. A is said to
be of class C1 if it is differentiable at every point of X and DA : X → L(X,Y )
is continuous. A is said to be of class Ck if it is of class C1 and DA is of
class Ck−1. Define DkA = D(Dk−1A) : X → L(X,L(X, . . . , L(X,Y ) . . . ))
inductively. Hence
DkAx · vk · vk−1 · · · · · v1
=
∂k
∂t1∂t2 . . . ∂tk
A(x+ t1v1 + t2v2 + · · ·+ tkvk)
∣∣∣
t1=t2=···=tk=0
∈ Y
for any v1, v2, . . . , vk ∈ X.
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