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Abstract
We consider the model describing the vertical motion of a ball falling
with constant acceleration on a wall and elastically reflected. The wall is
supposed to move in the vertical direction according to a given periodic
function f . We show that a modification of a method of Angenent based
on sub and super solutions can be applied in order to detect chaotic dy-
namics. Using the theory of exact symplectic twist maps of the cylinder
one can prove the result under ”natural” conditions on the function f .
1 Introduction
Mechanical models with impacts appear in many engineering applications, such
as the modeling of pneumatic hammers or various machinery with moving parts.
This kind of models also appear in Theoretical Physics, for example the Fermi-
Ulam oscillator provides a model for the motion of particles between two galax-
ies. It is not surprising that this topic has been widely studied both from the
analytical and numerical point of view. We cite the monograph [3] and the
references therein for a good insight.
In this paper we concentrate on a particular impact problem. We consider
the model of a free falling ball on a moving racket. The racket is supposed
to move periodically in the vertical direction according to a function f(t) and
the ball is reflected according to the law of elastic bouncing when hitting the
racket. The only force acting on the ball is the gravity g. Moreover, it is usual
to assume that the mass of the racket is huge with respect to the mass of the
ball. It means that the impacts do not affect the motion of the racket.
A good strategy to describe the motion of the ball is to define a map P
that sends a couple (t0, v0) representing the time of impact and the velocity
immediately after it to the next impact time and corresponding velocity (t1, v1).
In order to write the map, Holmes [6] considered the approximation given by
the assumption of a large amplitude of the motion of the ball with respect to
the amplitude of the motion of the racket. As an example, he considered the
case f(t) = β sinωt. In this case the model is the one given by the so-called
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standard map {
t1 = t0 +
2
g
v0
v1 = v0 + 2βω cosωt1.
This map is area preserving and, for v0 sufficiently large, is defined on the
cylinder. It is widely studied and complex dynamics appear when the amplitude
β is sufficiently large. Holmes approximation suggests that this very simple
mechanical model shows an interesting dynamics.
We are going to study the exact model, without Holmes approximation. In this
case one is lead to the following map
P :
{
t1 = t0 +
2
g
v0 −
2
g
f [t1, t0] +
2
g
f˙(t0)
v1 = v0 + f˙(t1)− 2f [t1, t0] + f˙(t0)
where
f [t1, t0] =
f(t1)− f(t0)
t1 − t0
.
This is the map (up to changes of systems of references) considered by Pustyl’nikov
[15, 16]. He proved that if the motion of the racket is periodic and there exists
an instant in which the velocity is sufficiently large, precisely if
max f˙ ≥
g
2
,
then unbounded motions of the ball are possible. Adding some hypothesis on
f he was able to prove that there exists a set of positive measure in the phase-
space (t, v) leading to unbounded motions. Nonetheless bounded motions also
exist. Actually, in [11] we proved that if f is regular then for every real number
ω sufficiently large, there exists a solution with rotation number ω. Among the
huge amount of results concerning such model we cite [4, 7, 10, 13, 17]. It is
worth mentioning also the paper by Dolgopyat [5] dealing with non-gravitational
potentials and the paper by Kunze and Ortega [9] dealing with non-periodic
functions f .
Holmes results and the coexistence of bounded and unbounded motions, to-
gether with many numerical evidences, motivated us to the analytical study of
the chaotic behaviour of the model. Chaotic dynamics are understood as the ex-
istence of a compact invariant set K such that some iterate of the map restricted
to it is semi-conjugated to the Bernoulli shift. This is a classical definition of
chaos and is used in many contexts. See [8, 14] for more details. On this line,
in a recent paper, Ruiz-Herrera and Torres [17] considered the application of a
general topological tool based on stretching techniques. In this way, they con-
structed some particular periodic functions f for which the corresponding model
of bouncing ball shows chaotic dynamics. Note that, as in Holmes approach,
their result is valid for a particular choice of the function f . We will show how
a different approach, based on symplectic techniques, can give the result for a
large class of functions characterized by a ”natural” condition.
It can be shown that if we pass from the variables time-velocity to the
variables time-energy through the change E = 12v
2 then P is an exact symplectic
2
twist map of the cylinder. This kind of maps have been widely studied and one
can look at [1, 2, 12] to have a deep insight. Our result makes use of this theory.
Precisely we are going to prove the following. If f ∈ C2(R) is 1-periodic and
such that
max f˙ ≥
g
2
and min f˙ ≤ −
g
2
, (1)
then the model presents infinitely many invariant sets K with chaotic dynamics.
Here we understand that there exist infinitely many disjoint invariant compact
sets Ki and for every such set, some iterate of the map restricted to it is semi-
conjugated to the Bernoulli shift.
Condition (1) is the same considered by Pustyl’nikov to construct unbounded
solutions. This latter fact is not casual. Indeed it comes from the work of
Angenent [1] that, for an exact symplectic twist map of the cylinder, the presence
of an unbounded orbit in the future and an unbounded orbit in the past implies
chaos.
The orbits (tn, En) of the map P can be characterized as the solutions of a
recurrence relation for the sole variable tn. More precisely, one can define the
recurrence relation
∂2h(tn−1, tn) + ∂1h(tn, tn+1) (2)
where the function h is called generating function and characterizes exact sym-
plectic twist maps. We have that (tn, En) is an orbit of P if and only if
∂2h(tn−1, tn) + ∂1h(tn, tn+1) = 0 for every n
and En = ∂1h(tn, tn+1). Angenent considered general recurrence relations
∆(tn−1, tn, tn+1) with similar properties as (2). Supposing the existence of
suitable sub and super solutions he was able to build special sequences (tn)
satisfying
∆(tn−1, tn, tn+1) = 0 for every n
and from which one can detect chaos. This method cannot be applied directly to
our situation. In fact, one needs ∆ to be defined in the whole R3. It means that
the generating function h should be defined on the whole R2 (and, equivalently,
the map P to be defined on the whole cylinder). The latter condition is not
satisfied as the map P is defined only for large values of the energy. We will
overcome this problem extending the map P to the whole cylinder in a way such
that Angenent method can be applied. Actually, it may occur that the invariant
sets generating chaos stay in the part of the cylinder in which the original map
P is not defined. These sets would be meaningless for our problem. The heart
of the paper is to prove that one can choose suitable sub and super solutions
such that the corresponding sets Ki are contained in the part of the cylinder in
which P and P˜ coincide. This will produce the desired chaos for the original
map P .
We conclude this introductory section saying that condition 1 is not optimal as
it is reasonable that chaos might appear for a generic f . On the other hand
one cannot expect chaos for every 1-periodic function f(t). For example, in the
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trivial case f ≡ 0 one gets the integrable twist map that does not show chaotic
behaviour.
The rest of the paper is organized as follows. In Section 2 we give a precise
statement of the problem and of the result we want to prove. In Section 3 we
construct the extension of the generating function and in Section 4 we construct
the sub and super solution. Finally, Section 5 is dedicated to show that the sub
and super solution that we constructed are the one from which we can get the
result. This is achieved through a detailed revision of Angenent proof.
2 Statement of the problem
We are concerned with the problem of a bouncing ball on a moving racket in
the vertical direction. The motion of the racket is supposed to be 1-periodic
and described by a function f ∈ C2(R). To study the motion of the ball, the
approach of Pustylinkov [15] or Kunze-Ortega [9] was to consider a discrete map
investigating the behaviour of the sequences of impact times on the racket (tn)
and the corresponding velocity immediately after the impact (vn). The map
considered by Kunze and Ortega was the following:
P :
{
t1 = t0 +
2
g
v0 −
2
g
f [t1, t0] +
2
g
f˙(t0)
v1 = v0 + f˙(t1)− 2f [t1, t0] + f˙(t0).
(3)
In [11] one can see how to get the map P starting from the associated differential
equation describing the motion of the ball. The map P is well defined for v0 > v¯
for some v¯ sufficiently large. So one can say that P is a C2 map of the cylinder
T × (v¯,+∞), where T = R/Z. Note that the condition v0 > v¯ corresponds to
the existence of a large K1 > 0 such that
t1 − t0 > K1.
This map expressed in the variables (tn, vn) is not exact symplectic but P (t0, E0) 7→
(t1, E1) where E0 :=
1
2v
2
0 is a C
2 exact symplectic map of the cylinder T ×
(E¯,+∞) where E¯ is sufficiently large. The coordinates (tn, En) are conjugate,
so the map can be expressed in terms of a C3 function h(t0, t1) defined for
t1 − t0 > K1 such that {
∂1h(t0, t1) = E0
∂2h(t0, t1) = −E1.
The function h is called generating function, satisfies the periodicity condition
h(t0 + 1, t1 + 1) = h(t0, t1)
and can be explicitly computed. One can see that a sequence (tn, En) is an
orbit of P if and only if
∂2h(tn−1, tn) + ∂1h(tn, tn+1) = 0 for every n (4)
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and En = ∂1h(tn, tn+1) for every n. Sequences satisfying (4) are called h-
stationary configurations. See [9] for more details.
With this setting we shall prove
Theorem 1. Let f be 1-periodic and of class C2. Suppose that
max f˙ ≥
g
2
and min f˙ ≤ −
g
2
. (5)
Then there exist a sequence of compact sets Ki ⊂ T× (E¯,+∞) and a sequence
of positive integers Qi such that P
Qi leaves Ki invariant and is semi-conjugated
to a Bernoully shift when restricted to Ki.
3 The modified generating function
We remember that the generating function h is C3 and defined for t1− t0 > K1.
Moreover, one could prove ([11]) that there exist K ≥ K1 and δ > 0 such that
∂12h > δ for t1 − t0 > K. Now extend ∂12h in the region t1 − t0 ≤ K as a C
1
bounded function with lower bound given by δ. Consider ψ a C∞ non-decreasing
cut-off function of R such that{
ψ = 1 if t1 − t0 > K − ǫ/4
ψ = 0 if t1 − t0 < K − 3ǫ/4.
Now let χ(t0, t1) = ψ(t1 − t0) and note that χ(t0 + 1, t1 + 1) = χ(t0, t1). Define
the new function
D = χ∂12h+ (1− χ)δ.
We have that D ∈ C1(R2), D(t1 + 1, t0 + 1) = D(t1, t0), D ≥ δ and{
D = ∂12h if t1 − t0 > K
D = δ if t1 − t0 < K − ǫ
With a similar argument as in [11] we can consider the following Cauchy problem
for the wave equation

∂12u = D(t0, t1)
u(t0, t0 +K) = h(t0, t0 +K)
(∂2u− ∂1u)(t0, t0 +K) = (∂2h− ∂1h)(t0, t0 +K).
The solution h˜ is defined on R2, is such that h˜ ∈ C2, h˜(θ1+1, θ+1) = h˜(θ1, θ),
∂12h˜ = D ≥ δ, h˜ = h for t1 − t0 > K and h˜(t0, t1) = −
δ
2 (t1 − t0)
2 for t1 − t0 <
K − ǫ. Note that the function h˜ is the generating function of a diffeomorphism
P˜ of the cylinder in the sense that{
E0 = ∂1h˜(t0, t1)
E1 = −∂2h˜(t0, t1).
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If we define the curves α(t0) = ∂1h˜(t0, t0 +K − ǫ) and β(t0) = ∂1h˜(t0, t0 +K),
the cylinder is divided in three regions
Σ+ = {(t0, E0) : E0 > β(t0)},
Σ0 = {(t0, E0) : α(t0) ≤ E0 ≤ β(t0)},
Σ− = {(t0, E0) : E0 < α(t0)}.
By the special form of h˜ we have that P˜ takes the following form{
P˜ (t0, E0) = P (t0, E0) on Σ+
P˜ (t0, E0) = (t0 + δ
−1E0, E0) on Σ−.
(6)
We remember that the generating function also gives information on how to
detect orbits of the corresponding diffeomorphism. By the importance of this
fact we need to introduce some notation. Define, for (a, b, c) ∈ R3
∆˜(a, b, c) = ∂2h˜(a, b) + ∂1h˜(b, c).
One can prove that the following properties, that we will call properties (A),
are satisfied:
(a1) ∆˜(a, b, c) is strictly increasing in the variables a and c (remembering that
∂12h˜ > δ > 0),
(a2) ∆˜(a, b, c) = ∆˜(a+ 1, b+ 1, c+ 1),
(a3) lima→±∞ ∆˜(a, b, c) = ±∞ and limc→±∞ ∆˜(a, b, c) = ±∞
Moreover we remember that a sequence (tn, En) is an obit of P˜ if and only if
∆˜(tn−1, tn, tn+1) = 0 for every n (7)
and En = ∂1h˜(tn, tn+1) for every n. Sequences satisfying (7) are called h˜-
stationary configurations.
The following proposition and corollary give bounds on the growth of a h˜-
stationary configuration.
Proposition 1. There exists C > 0 such that if (tn)n∈Z is a h˜-stationary
configuration then
| |tn+1 − tn| − |tn − tn−1| | ≤ C. (8)
for every n ∈ Z.
Proof. Let (tn, En) be the complete orbit of the corresponding diffeomorphism
P˜ . We just have to prove that the function
S(t0, t1) = | |t2 − t1| − |t1 − t0| |
is bounded on R2. Note that, being (tn) the first component of an orbit we have
that t2 = t2(t0, E0) = t2(t0, t1). The diffeomorphism is defined on the cylinder,
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hence we have that t2(t0 + 1, t1 + 1) = t2(t0, t1) + 1. This is employed to prove
that
S(t0 + 1, t1 + 1) = S(t0, t1). (9)
If t1−t0 < K−ǫ, it comes easily from (6) that S(t0, t1) = 0. If K−ǫ ≤ t1−t0 ≤
K, the periodicity (9) allows to consider only the compact set {(t0, t1) ∈ R
2 :
t0 ∈ [0, 1],K − ǫ ≤ t1− t0 ≤ K} on which the continuous function S is bounded
by the Weierstrass theorem. Finally if t1 − t0 > K we can consider the original
map P written in the variable (t0, v0). The change of variable E =
1
2v
2 does
not alter the sequence of impact times. We have
t2 = t1 +
2
g
v1 −
2
g
f [t2, t1] +
2
g
f˙(t1).
Substituting the expression of v1 we have
t2 = t1 +
2
g
v0 +
4
g
f˙(t1)−
4
g
f [t1, t0] +
2
g
f˙(t0)−
2
g
f [t2, t1]
and, substituting the expression of 2
g
v0,
t2 − t1 = t1 − t0 + F (t0, t1)
where
F (t0, t1) =
4
g
f˙(t1)−
2
g
f [t1, t0]−
2
g
f [t2, t1]
is bounded. From this it is easy to conclude.
Corollary 1. Let (tn) be a h˜-stationary configuration. Consider two non-
negative integers Q and j such that 0 ≤ j < Q. Then
|tQ − t0| ≤ |tj+1 − tj |Q+
Q(Q− 1)
2
C.
Proof. Before beginning the computations, note that from condition (8) we have
|tn+1 − tn| ≤ |tn − tn−1|+ C (10)
and
|tn − tn−1| ≤ |tn+1 − tn|+ C (11)
for every n ∈ Z. Let us start. First of all we have that
|tQ − t0| ≤
j−1∑
n=0
|tn+1 − tn|+ |tj+1 − tj |+
Q−1∑
n=j+1
|tn+1 − tn|. (12)
Let us prove by induction on j ≥ 1 that
j−1∑
n=0
|tn+1 − tn| ≤ j|tj+1 − tj |+
j(j + 1)
2
C (13)
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If j = 1 it is true by (11). Moreover, we have
j∑
n=0
|tn+1 − tn| =
j−1∑
n=0
|tn+1 − tn|+ |tj+1 − tj | ≤ (j + 1)|tj+1 − tj |+
j(j + 1)
2
C
where we have applied the inductive hypothesis. One can conclude easily apply-
ing (11) to |tj+1 − tj |. Analogously, for every j ≥ 0, let us prove by induction
on Q ≥ j + 2 that
Q−1∑
n=j+1
|tn+1 − tn| ≤ (Q − j − 1)|tj+1 − tj |+
(Q− j)(Q − j − 1)
2
C. (14)
If Q = j + 2 it is true by (10). Moreover, we have
Q∑
n=j+1
|tn+1 − tn| =
Q−1∑
n=j+1
|tn+1 − tn|+ |tQ+1 − tQ|
≤ (Q − j − 1)|tj+1 − tj |+
(Q− j)(Q − j − 1)
2
C + |tQ+1 − tQ|
(15)
where we have used the inductive hypothesis. We want to estimate the quantity
|tQ+1 − tQ| in terms of |tj+1 − tj |. To this purpose is not difficult to prove that
for every n ∈ Z
|tn+n¯+1 − tn+n¯| ≤ |tn − tn−1|+ (n¯+ 1)C (16)
where n¯ is a non-negative integer. The proof goes by induction on n¯ using
(10). Writing Q = (j + 1) + (Q − j − 1) and applying (16) with n = j + 1 and
n¯ = Q− j − 1 we get the desired estimate
|tQ+1 − tQ| ≤ |tj+1 − tj |+ (Q− j)C.
One can easily verify that, substituting it into (15), we conclude.
We proved estimates (13) and (14) to put them into (12) and get
|tQ − t0| ≤ j|tj+1 − tj |+
j(j + 1)
2
C + |tj+1 − tj |
+ (Q− j − 1)|tj+1 − tj |+
(Q− j)(Q− j − 1)
2
C
= Q|tj+1 − tj |+
j(j + 1)
2
C +
(Q − j)(Q− j − 1)
2
C
≤ Q|tj+1 − tj |+
j(j + 1)
2
C +
(Q + j)(Q− j − 1)
2
C
= Q|tj+1 − tj |+
Q(Q− 1)
2
C.
The proof is complete.
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4 Sub-solutions and super-solutions
The main tools of our work are introduced in the following
Definition 1. A sequence (tn) is called sub-solution for a recurrence relation
satisfying properties (A) if
∆˜(tn−1, tn, tn+1) ≥ 0 for every n ∈ Z;
analogously is called a super-solution if
∆˜(tn−1, tn, tn+1) ≤ 0 for every n ∈ Z.
During the paper we are going to glue sub and super solutions to get new
sub and super solutions. So the following lemma will be useful.
Lemma 1. Let (sn)n∈Z and (tn)n∈Z be two super-solutions (sub-solutions) for
a recurrence relation ∆˜ satisfying property (a1). Consider the sequence
s˜n =
{
sn if n ≤ n˜
tn if n > n˜
for some n˜ ∈ Z. The sequence (s˜n) is a super-solution (sub-solution) if and only
if
sn˜ ≤ tn˜ ≤ tn˜+1 ≤ sn˜+1 (tn˜ ≤ sn˜ ≤ sn˜+1 ≤ tn˜+1)
Proof. For simplicity of notation let use suppose that n˜ = 0. Let use prove it
for super-solutions being the other case similar. Let us prove it by cases.
If n ≤ −1 then ∆˜(s˜n−1, s˜n, s˜n+1) = ∆˜(sn−1, sn, sn+1) ≤ 0.
If n ≥ 2 then ∆˜(s˜n−1, s˜n, s˜n+1) = ∆˜(tn−1, tn, tn+1) ≤ 0.
Using the monotonicity property (a1) we can have also the following.
If n = 0 then ∆˜(s˜−1, s˜0, s˜1) = ∆˜(s−1, s0, t1) ≤ ∆˜(s−1, s0, s1) ≤ 0.
If n = 1 then ∆˜(s˜0, s˜1, s˜2) = ∆˜(s0, t1, t2) ≤ ∆˜(t0, t1, t2) ≤ 0.
form which the thesis.
The following result by Angenent [1, Theorem 7.1] is the heart of our work.
Theorem 2. Suppose that there exist a sub-solution (tn) and a super-solution
(tn) such that
lim sup
n→+∞
tn
n
≤ ω0 lim sup
n→−∞
tn
n
≥ ω1 (17)
and
lim inf
n→−∞
tn
n
≤ ω0 lim inf
n→+∞
tn
n
≥ ω1 (18)
for some ω0 < ω1. Then there exist a compact K of the cylinder T × R and
Q ∈ N such that P˜Q leaves K invariant and has a Bernoully shift as a factor
when restricted to K.
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Note that this theorem does not give any information on the location of the
set K. It means that, in principle, the dynamics could live in the region where
P and P˜ (or equivalently h and h˜) does not coincide and this is meaningless for
our problem. Anyway we are going to choose suitable sub and super solutions
that allow to reach this result. It is important, in order to avoid confusions, to
stress the fact that we are going to construct suitable sub and super solutions
for the recurrent relation corresponding to the modified generating function h˜.
To this purpose we remember that if t1 − t0 > K then h˜ = h.
Let us start with the construction. It comes from the hypothesis (5) that there
exist t∗0 and t
♯
0 such that
2f˙(t∗0) = g and 2f˙(t
♯
0) = −g.
Moreover, there exists t¯0 such that f˙(t¯0) = 0. To fix the ideas, by the periodicity
of f it is not restrictive to suppose that t¯0 = 0 and
− 1 ≤ t♯0 < 0 < t
∗
0 ≤ 1. (19)
We just have to consider the translate f(t − t¯0) instead of f . Moreover, if t
♯
0
and t∗0 do not respect the order given in (19), by the 1-periodicity of f , one can
change t♯0 with t
♯
0 ± 1 or t
∗
0 with t
∗
0 ± 1 depending on the case. These changes
will not let us lose the generality of the argumentation.
We start constructing some orbits of P˜ .
Proposition 2. 1. For every integer m sufficiently large the orbit of P˜ with
initial condition t0 = 0 and v0 =
gm
2 satisfies
tn+1 − tn = m
for n ∈ Z.
2. If there exists t∗0 such that 2f˙(t
∗
0) = g then for every m ∈ N sufficiently
large there exists an accelerating orbit (t∗n, v
∗
n)n>0 of P˜ such that
t∗n+1 − t
∗
n = m+ 2n
Note that
t∗n = t
∗
0 + n
2 + (m− 1)n.
3. If there exists t♯0 such that 2f˙(t
♯
0) = −g then for every r ∈ N sufficiently
large there exists a decelerating partial orbit (t♯n, v
♯
n)0≤n<N of P˜ such that
t♯n+1 − t
♯
n = r − 2n
and
N = [
r −K
2
]
where [x] denotes the integer part of x. Note that
t♯n = t
♯
0 − n
2 + (r + 1)n.
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Proof. To construct orbits of P˜ it is sufficient to construct orbits of P and check
that the condition
tn+1 − tn > K (20)
is verified for every n. The map P is expressed in the variables (tn, En). Per-
forming the change of variable En =
1
2v
2
n we can express it in the original
variables (tn, vn) without changing the sequence of impact times. Now we can
start the proof.
1. Remembering that we can suppose f˙(0) = 0, it comes from (3) choosing
m large enough such that gm > 2v¯.
2. As in [15] one just has to choose t0 = t
∗
0 and v0 =
g(m−1)
2 with the same
condition as before.
3. Using the same idea as in [15], we choose t0 = t
♯
0 and v0 =
g(r+1)
2 with
r sufficiently large. Note that to ensure that condition (20) is verified we
can only consider a finite segment of orbit, stopping at n = [ r−K2 ].
Now we have all the ingredients to construct the sub and the super solutions.
Let us construct first the super-solution. By Proposition 2, point 2, we have the
existence of an unbounded orbit (t∗n, E
∗
n) such that
t∗n = t
∗
0 + n
2 + (m− 1)n
where m is a positive integer. Here, m is arbitrary and sufficiently large. From
now on we will suppose that at least
m > max{
2v¯
g
, 2K + 9}. (21)
Being m sufficiently large, it comes from Proposition 2, point 1, that we can
choose two initial energies E−0 and E
+
0 that give rise to two periodic orbits
(t−n , E
−
n ) and (t
+
n , E
+
n ) such that
t−n = (m+ 1)n
t+n = (m+ 2)n
By the proof of Proposition 2 we have t+0 = t
−
0 = 0. We are going to construct
the super-solution considered in Theorem 2 in which ω0 = m + 1, ω1 = m + 2
and the limits exist. To construct it, first note that
t−0 ≤ t
∗
0 < t
∗
1 ≤ t
−
1 .
Moreover, it is easy to see that there exists n+ such that
t∗n+ ≤ t
+
n+
< t+n++1 ≤ t
∗
n++1. (22)
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It comes from the fact that t+n+1−t
+
n = m+2 for every n while t
∗
n+1−t
∗
n = m+2n:
let n˜ be the first integer such that t∗n˜+1 − t
∗
n˜ > 2(m+ 2). If (22) is not satisfied
for n+ = n˜, it will be satisfied for n+ = n˜+ 1. Define the sequence (tn) as
tn =


t−n if n ≤ 0
t∗n if 0 < n ≤ n+
t+n if n > n+.
Applying twice lemma 1 we have that (tn) is a super-solution. Moreover,
for large values of n, the sequence (tn) coincide either with (t
+
n ) or (t
−
n ) so that
(tn) satisfies the inequalities (18). In fact we have more: the inequalities are
equalities and the limits exist.
Now, using the same idea let us construct the sub-solution (tn). In Proposition
2, point 3, choose r = m+ 3 so that we have
t♯n = t
♯
0 − n
2 + (m+ 4)n
and
t♯n+1 − t
♯
n = m+ 3− 2n. (23)
Condition (21) ensure that r is big enough to apply Proposition 2. It is easy to
verify that
t♯0 ≤ t
+
0 < t
+
1 ≤ t
♯
1.
Moreover, we claim that there exists n− such that
t−n
−
≤ t♯n
−
< t♯n
−
+1 ≤ t
−
n
−
+1. (24)
To prove it, note that the difference t♯n+1 − t
♯
n is decreasing in n. So let n˜− be
the first integer such that t♯n˜
−
+1 − t
♯
n˜
−
< m+12 . Remembering that t
−
n+1 − t
−
n =
m+ 1, if (24) is not satisfied for n− = n˜− it will be satisfied for n− = n˜− + 1.
Proposition 2 states that the sequence (t♯n) is defined for 0 ≤ n < N = [
m+3−K
2 ]
(remember that r = m + 3). So, for a good definition we have to check that
n− < N . We can achieve this, if, for example,
0 ≤ n− <
m+ 3−K
2
− 1 =
m+ 1−K
2
(25)
Combining the definition of n− with (23) we have that
m+ 3− 2n− <
m+ 1
2
from which the condition
n− >
m+ 5
4
(26)
must hold. Combining (25) and (26) we are done if we can find an integer n−
such that
m+ 5
4
< n− <
m+ 1−K
2
.
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Condition (21) implies that
m+ 1−K
2
−
m+ 5
4
> 1
so that we can find the requested integer n−.
Now it is well defined the sequence
tn =


t+n if n ≤ 0
t♯n if 0 < n ≤ n−
t−n if n > n−.
Applying twice lemma 1 we have that (tn) is a sub-solution. Also in this case
we have that the inequalities (17) are equalities and the limits exist.
5 Proof of Theorem 1
The main part of the proof of Theorem 1 consists of proving the existence of one
of the sets Ki. The existence of the entire sequence will be a simple consequences
of this proof.
Applying Theorem 2 we have chaos for the modified system but we want
it to be confined in the unmodified region. The sub and the super-solution we
constructed depend on m. It is an arbitrary parameter and we will see that
it can be taken in a manner such that the corresponding orbit stays in the
desired region. To achieve it, we repeat the proof of Angenent [1] of Theorem 2
modifying the parts that will lead to our aim. Angenent idea is to start with the
subsolution (tn) and the supersolution (tn) to build two ordered sub and super
solutions with certain properties. Between two ordered sub and super solutions
there exists at least a h˜-stationary configuration and from this one can build
the set K. Now let us enter into the details.
Define the functions
z(κ) = (m+ 1)κ+ − (m+ 2)κ−
Z(κ) = (m+ 2)κ+ − (m+ 1)κ−
where κ+ = max(κ, 0) and κ− = max(−κ, 0).
Lemma 2. There exists M independent on m such that for every n
tn ≥ Z(n)−M
tn ≤ z(n) +M.
(Here, the notation can be misleading: the sequences (tn)n∈Z and (tn)n∈Z depend
on m).
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Proof. First of all note that for n ≤ 0 or n > n+, the super-solution tn and
Z(n) coincide, hence consider
M1 > max
0<n≤n+
(Z(n)− tn) =
9
4
− t∗0
where we computed the maximum differentiating. Analogously we have
M2 > max
0<n≤n
−
(tn − z(n)) =
9
4
+ t♯0.
Finally we have the thesis choosing M = max{M1,M2}.
Following Angenent [1, p. 26], consider the new sub and super solutions
w =sup{Tq,p(t) : p ≤ z(q)}
w = inf{Tq,p(t) : p ≥ Z(q)}
where (Tq,p(t))n = tn−q + p. On the lines of Angenent, one can prove that for
all n
|wn − z(n)| ≤M
|wn − Z(n)| ≤M.
(27)
Note that maybe that one has to increase M . So far we have not defined the
constant m requiring only it to be large. Now we are going to fix it through the
following technical lemma
Lemma 3. There exist two large positive integers m and Q satisfying the fol-
lowing system of inequalities:
Q > 8M (28a)
Q(m+ 1)− 4M > QK + Q(Q−1)2 C (28b)
Q(m+ 2)− 4M > QK + Q(Q−1)2 C (28c)
QK + Q(Q−1)2 C > 0 (28d)
where M comes from (27), C comes from Proposition 1 and K comes from
the definition of h˜.
Proof. It is not difficult to see that it can be simply satisfied choosing m = Q2
and Q sufficiently large.
From now on the constants Q and m are fixed by lemma 3. We are going to
prove that they are suitable to our purposes.
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Let e = (en)n∈Z be a sequence such that en ∈ {0, 1} for every n ∈ Z. Given
such a sequence define two functions χe(κ) and ζe(κ) in the following way. On
the interval nQ ≤ κ < (n+ 1)Q, with Q coming from lemma 3, we define
χe(κ) = m+ 1 + en
that is m+ 2 if en = 1, and m+ 1 if en = 0. The other function is given by
ζe(κ) =
∫ κ
0
χe(s)ds.
We have that for any integer j, ζe(jQ) is an integer so that we can define the
new sub and super solutions
xe =sup{TjQ,ζe(jQ)(w) : j ∈ Z}
xe = inf{TjQ,ζe(jQ)(w) : j ∈ Z}.
One can prove that for all n
|xe,n − ζe(n)| ≤M
|xe,n − ζe(n)| ≤M.
(29)
The proof of this fact is the same as in [1, Proposition 7.2]. In our particular case
the constants ρ0 and ρ1 of Angenent take the values ρ0 = m+1 and ρ1 = m+2.
It is easy to see that xe −M and xe + M are sub and super solutions such
that xe −M ≤ xe +M . So, using [1, Theorem 4.2], there exists at least one
h˜-stationary configuration x∗ = (x∗n) such that for every n,
xe,n −M ≤ x
∗
n ≤ xe,n +M. (30)
From the h˜-stationary configuration x∗ we can construct an orbit of the modified
map P˜ . Anyway, we are going to prove that every h˜-stationary configuration
x satisfying condition (30) is such that xn+1 − xn > K for every n so that it
is an h-stationary configuration as well. From this latter configuration one can
construct an orbit of the original map P . In fact we have
Lemma 4. Let x be a h˜-stationary configuration satisfying condition (30). We
have that
xn+1 − xn > K
for every n ∈ Z.
Proof. Suppose by contradiction that there exists j such that xj+1 − xj ≤ K.
First of all there exists n¯ such that n¯Q ≤ j < (n¯ + 1)Q but, for simplicity of
notation we will suppose that n¯ = 0. Applying Corollary 1 we have that the
condition
|xQ − x0| ≤ KQ+
Q(Q− 1)
2
C (31)
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must hold. We will see that the choice of the constants coming from lemma 3
prevents condition (31) from being satisfied. In fact we are going to prove that
the condition
x(n+1)Q − xnQ > QK +
Q(Q− 1)
2
C (32)
holds for every n ∈ Z. To prove it we need the following estimate on the sub
and the super-solution that holds for every n
[xe,(n+1)Q −M ]− [xe,nQ +M ] > QK +
Q(Q− 1)
2
C
It follows from (29) and the definition of ζe, indeed
(xe,(n+1)Q −M)− (xe,nQ +M) ≥ (ζe((n+ 1)Q)− 2M)− (ζe(nQ) + 2M)
= ζe((n+ 1)Q)− ζe(nQ)− 4M
=
∫ (n+1)Q
nQ
(m+ 1 + en)ds− 4M
= (m+ 1 + en)Q− 4M
> QK +
Q(Q− 1)
2
C
with the last inequality coming from inequalities (28b) and (28c) in lemma 3.
Now it is easy to prove (32):
x(n+1)Q − xnQ = [x(n+1)Q − (xe,(n+1)Q −M)] + [(xe,(n+1)Q −M)− (xe,nQ +M)]
+ [(xe,nQ +M)− xnQ]
> 0 +QK +
Q(Q− 1)
2
C + 0
= QK +
Q(Q− 1)
2
C.
This gives the contradiction with (31).
This lemma allows to affirm that every h˜-stationary configuration satisfying
condition (30) is in fact a h-stationary configuration. Now we are ready to
construct the compact set K.
Let Σe be the set of all h-stationary configurations τ = (τn) satisfying condition
(30). We have just seen that it is non-empty. Let Σ be the union of all the Σe
where e ranges over all possible sequences of {0, 1}. Then we put
Ce = {(τ0, τ1) mod Z : τ ∈ Σe}
and
C = {(τ0, τ1) mod Z : τ ∈ Σ}
Once again following Angenent [1, Proposition 7.3], we can prove that these two
sets are compact. Then we can define
Ke = {(τ0, ∂τ0h(τ0, τ1)) : (τ0, τ1) ∈ Ce}
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and analogously K. Note that if we call E0 = ∂τ0h(τ0, τ1) then the set K can
be seen as a subset of initial conditions for the map P . Being the sets Ce and C
compact, also the sets Ke and K are compact. To conclude the proof of Theorem
1 we need to prove that K is invariant under PQ and find a continuous function
that gives the semi-conjugacy of the map PQ restricted to the set K with the
Bernoulli shift.
Consider a point (τ0, E0) ∈ K. By the definition of the set K, we have that
(τ0, E0) ∈ Ke for some sequence (en). From this procedure, one can define a
map
ε : K → {0, 1}Z.
However, two different sets Ke1 and Ke2 could overlap and the map ε could be
multivalued. We are going to prove that this cannot occur. The proof is inspired
by Angenent [1, Proposition 7.4] but we prefer to perform it to put in evidence
some details.
Lemma 5. The sets Ke are pairwise disjoint.
Proof. Being ∂12h ≥ δ > 0 we just need to prove that the sets Ce are pairwise
disjoint. Let us prove it. A point (τ0, τ1) ∈ Ce corresponds to a h-stationary
configuration τ . Using (30) and (29) it is not difficult to see that
|(τ(n+1)Q − τnQ)− (ζe((n+ 1)Q)− ζe(nQ))| ≤ 4M.
To get it consider the quantity (τ(n+1)Q− τnQ), estimate it from both side using
(30) and then use (29). By the definition of the function ζ(κ) we have that
|(τ(n+1)Q − τnQ)− (m+ 1 + en)Q| ≤ 4M. (33)
Consider now two different sequences of {0, 1} and call them e1 = (e1n) and
e2 = (e2n). Being different there must exists n¯ ∈ Z such that, for example e
1
n¯ = 0
and e2n¯ = 1. Suppose by contradiction that Ce1∩Ce2 = (τ0, τ1). The point (τ0, τ1)
generates a h-stationary configuration (τn) that must satisfies condition (33) for
both e1 and e2. Hence
|(τ(n¯+1)Q − τn¯Q)− (m+ 1)Q| ≤ 4M
|(τ(n¯+1)Q − τn¯Q)− (m+ 2)Q| ≤ 4M.
(34)
Remembering that we imposed (28a) we have that
8M < Q = (m+ 2)Q− (m+ 1)Q+ (τ(n¯+1)Q − τn¯Q)− (τ(n¯+1)Q − τn¯Q)
≤ |(τ(n¯+1)Q − τn¯Q)− (m+ 1)Q|+ |(τ(n¯+1)Q − τn¯Q)− (m+ 1)Q| ≤ 8M
from (34). This contradiction concludes the proof.
It comes from the proof the precise definition of the map ε, we have:
(ε(τ0, E0))n = en
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where en is the only one that satisfies (33). Moreover, if we equip {0, 1}
Z with
the product topology the function is continuous. From the fact that we can
define the functions χe and ζe for every sequence e, it is not difficult to see
that the map ε is surjective. Finally, we remember that the Bernoulli shift
σ : {0, 1}Z → {0, 1}Z acts by σ(e)n = en+1. Using (33) we have that the map
PQ maps the set Ke into Kσ(e) from which we have that the set K is invariant
under PQ. Moreover it is easily seen that the following diagram
K K
{0, 1}Z {0, 1}Z
✲
PQ
❄
ε
❄
ε
✲
σ
commutes.
We conclude proving that our method allows to find infinitely many disjoint
invariant set K leading to chaos. To this purpose, it is sufficient to prove that
one can detect several sets C. The set C is determined by sequences satisfying
condition (30). Using (29) and the definition of the function ζe one can prove
that for every n ∈ Z the estimates
xe,n +M ≤ n(m+ 2) + 2M
xe,n −M ≥ n(m+ 1)− 2M
holds. So, every configuration (x∗n) defining the set C is such that
n(m+ 1)− 2M ≤ x∗n ≤ n(m+ 2) + 2M
for every n. Now it is easy to conclude letting m (or equivalently Q) tend to
+∞.
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