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ABSTRACT 
The process of inverse iteration for determining eigenvalues and eigenvectors of 
a general, symmetric eigenproblem (A ~ k%f)x = 0 produces a convergent sequence 
of inclusion intervals {[,u - bj, p + bj]} for any real scalar p in a natural way. In 
this paper an accelerated sequence of bounds (6,) is derived such that for each 
j = 3, 4,. _, 6, < bj with [,u - 6,, p + 6,] an inclusion region. 
An inclusion theorem is any theorem that defines a region of the 
complex plane which contains eigenvalues of a matrix. The study of 
inclusion (and exclusion) regions has long been of wide interest and there 
is a great deal of literature on the subject. Brauer [l, 1946-19581, Fan- 
Hoffman 12, 19541, Taussky [6, 19621, and Householder [3, 19641, for 
example, contain general discussions with references to many other papers 
on the subject. 
A particularly well known inclusion theorem for normal matrices is 
the Rayleigh quotient theorem, Wilkinson [7, 1965, p. 1721. Given a 
normal matrix A and vector v # 0, the disc with center at the Rayleigh 
quotient 
and radius 
,u~ = vHAv/vHv, (1) 
by = IlAv - ,w(I, (2) 
contains at least one eigenvalue of A, where vH is the complex conjugate 
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transpose of v. Application of this theorem to Hermitian matrices reduces 
the disc to an interval on the real axis since the eigenvalues of a Hermitian 
matrix are real. 
The Rayleigh quotient also plays an important role in the inverse 
iteration methods for computing eigenvalues and eigenvectors. Ostrowski 
[5, 1958-19611 has described an inverse iteration technique based on the 
Rayleigh quotient which converges cubically and can be accelerated to 
quartic convergence. Application of Eqs. (1) and (2) to the iterates of such 
an iterative process produces a sequence of smaller and smaller inclusion 
regions converging to an eigenvalue. 
There are variations of the iteration process discussed by Ostrowski 
(Jensen [4, 19721) which, although not as rapidly convergent, achieve better 
efficiency for large eigenvalue problems by using fewer “shift points” ,uK. 
These approaches also produce a sequence of converging inclusion regions 
of the form [,u - bj, ,u + b,], where 
bj +min (1,~ - Ail) 
i=l,...,VS 
and the (Rj} are the unknown eigenvalues. 
In this paper we show how an accelerated sequence (6,) can be found 
for an inverse iteration process such that for each j = 3,4,. . ,6, < bj with 
[P - 6,, P + 5jl an inclusion interval. 
THEOREM. Let A, M be two real symmetric matrices of order n with M 
positive definite. Let II,. . . , 2, be the eigenvalues of the problem 
Ax = ilMx, (3) 
and let ,u be a real number distinct from the 1,‘s. For an arbitrary vector 
y(l) # 0, define 
yCj+l' = b,(A _ ,/&f-1My'j', i = 1, 2,..., (4 
where b, = l/lly(j)ll and Ily(j)ll2 = (y(j), My(j)). Then for i = 2, 3,. . . , 
Furthermore, the sequence of quadratic polynomials defined by 
P,(z) = - (bj-1 - bj)z2 + bj_l(bj_2 - bJz - bj_,bj(bj_z - b,&, (6) 
i = 3,4,. . .) 
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have real roots and if 6, is the smaller root of p,(z) then 
The results (5) and (7) imply, of course, that [,u - bj, ,u + bj] and 
[#u - 6,, /A + 6,1, i = 3,4,. . ., are indeed inclusion intervals. Before 
proving the theorem, we introduce a lemma in order to simplify the proof. 
LEMMA. Let {cj} and {gj} be tmo convergent sequences with limits c > 0, 
g > 0, such that 
and 
cj - c 
-zz 
cj-1 - c 
gj;> j = 2, 3,. . . . 
Then the smaller (real) zero E, of the quadratic 
P(z) = - (cj-1 - Cj)Z2 + Cj__1(Cj_-:! - Cj)Z - Ci__lCj(Ci__e - cg) (9) 
satisfies 
cj 3 zj > c, j = 3, 4,. . . . 
Proof of Lemma. From Eq. (8) we have 
C(Cj - c) C(Cj-1 - c) 
C&-l - 4 
= gj > g,_1 = 
cj_l(Cj-2 - c) 
and so 
cj-1(Cj - C)(Cj-s - c) 3 c&j-r - c)2. 
Thus, cancelling and collecting terms, we see from Eq. (9) that 
0 3 - (Cj-1 - c&2 + Cj_1(Cj-2 - Cj)C - cj-$j(Cj-2 - cj-1) = P(c). 
Thus, if P(Z) has real zeros, then either c is less than or equal to the smaller 
zero or it is greater than or equal to the larger zero. To see that P(Z) has 
real zeros, we evaluate its radicand Y. Letting 
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dj = cj_1 - cj > 0, i = 2,3,. . . , 
we see that 
>, 0, j = 3,4,. . . 
With this we can easily evaluate the larger zero of P(Z), obtaining 
Zj = & 
3 1 Cj-l(dj_1 + dj) + Cj-1 (dj - dj-l)2 + edj-ldj2 I 
l/2 
I} 
3 & [dj-1 + dj + (dj - dj_,)]Cj_, = cj_1. 
3 
Consequently, we have 
and so c is less than or equal to the smaller zero given by 
cj = {dj-1 + dj + [(d,_l Td&lj: + (4/Cj_l)dj_,djq1’2} cj 
G [dj_l + dj2;<k,, - d,)] cj = cjt 
for j = 3,4,. . . . Thus, we have shown 
cj 3 Zj > c, 
as required. n 
(10) 
Proof of Theorem. Let x1,. . ., x, be the complete set of eigenvectors 
for Eq. (3) corresponding to the eigenvalues AI,. . , A,, normalized such 
that (xi, MxJ = &. Then there is a set of coefficients al,. . . , a, such 
that the initial vector is given by 
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y(l) = $* ajxj. 
Let 
and 
Pi = w, - PL). 
Then, one can show from (4) (Jensen [4, 19721) that 
?cjy(j+l) = k & aipijxi, j = 1,2 , . . . 
Noting from Eq. (12) that 
(11) 
(12) 
7dj2 = n5_l(y(j), My(j)) 
= & & aipi’--lXj, 2 a,p,“Mx,) 
i i=l 
= & s$l ai2pf2’-2, 
we see that 
bi2 = l/jly(j)/l2 
= &/7cj2 
3 h2, (13) 
since (piI < 1. If k is such that I& - ~1 = minl&Ai - ,uI and ak # 0, 
then clearly limj+, b, = k. In numerical applications of this iteration, 
even if ak = 0 initially, it soon becomes nonzero due to numerical in- 
accuracy. 
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In order to study the convergence of {bf2}, we obtain from Eq. (13) 
bj2 _ h2 = h2 CZl dP4(l - Pi? . 
Crel a>pFj-2 
Hence, letting 
CL1 ai2pi2J-4(1 - pi2) 
gi = ~~=, aFpi2j-6(1 -3’ 
we see from Eqs. (14) and (13) that 
bj2 - h2 C%l ai2pi2j-4 
b;_, - h2 ~ = gjp?& a$i2’-2 
z&g, j = 3, 4,. . 
(14) 
(15) 
In view of Eq. (16), all that is required to see that the sequence {bj2) 
and (gJ of Eq. (15) satisfy the conditions of the Lemma is the monotonicity 
bj2 3 b;,, and gj < gj+lj i = 2, 3,. . . . 
To this end, we define 
uj = (arpij, . . . , a,p%j)‘, 
noticing that (uj_i, uj_i) = (u~_~, uj). Then from (13) we see that 
‘j2 = ’ 
2 (Uj-2, %2) 
Guj-;j 
= h.2 (%lJ uj-l) (“j-2, uj-2)(“j~ uj) 
(% u.J (q-2, uJ2 
3 b;+l 
by the Cauchy-Schwarz inequality. The monotonicity of {g,} is easily 
shown by a similar argument. Hence, the results of the lemma apply to 
{b>} and {gi}, thereby proving the theorem. n 
We have shown that for almost any real ,U a convergent sequence 
of inclusion intervals {[,u - bi, ,u + bJ} is generated in a natural way 
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for the symmetric eigenproblem (3) by inverse iteration. Furthermore, 
this sequence may be rigorously accelerated to form the convergent 
sequence {[p - 6i, p + 6,]} of inclusion regions. 
The acceleration technique described in this paper has been applied 
to a fairly large number of large eigenproblems. It has been found that 
the accelerated sequence 6i converges quickly and then varies slightly 
above and below its theoretical limit due to computational error. It is 
quite sensitive to error and considerable care must be taken in the evalua- 
tion of Eq. (10). 
The author exjwesses his thanks for the numerous important improvements 
to the original nxanuscrijd suggested by Prof. Ky Fan. 
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