Mobile communications and broadcasting research center 1, rue Marconi, 57070 METZ, France
I. INTRODUCTION
One of the issues a telecommunication operators must face when deploying a cellular network is the selection of good locations for Base Stations (BSs). Roughly speaking, the problem comes down to finding out the best possible sites for BSs, while guaranteeing that all --or at least a given percentage of--the traffic can be served and that the global cost of the radio network is kept at a minimum.
Several approaches are currently investigated to achieve this goal in the STORMS' project [I], which aims at the definition, implementation, and validation of a software tool to be used for design and planning of the UMTS network project. In this paper, we most especially focus on the coverage problem. This combinatorial optimization problem is solved by first combining computational techniques taken from graph theory together with a bio-inspired algorithm.
The rest of this paper is organised as follows. Sections I1 and I11 introduce the problem and its modelling. Section IV explains our genetic approach of the problem and Section V shows the first experimental results obtained with the prototype. Section VI describes briefly how the algorithm was improved and parallelized in order to reduce computation time. Finally, the results are analysed and discussed in Sections VII and VIII. 
HYPOTHESIS
The part of a region that is covered by an transmitter is called a cell. In the rest of this paper, we assume that the cells and the geographical region considered are discretized, that is, they can be described as a finite collection of geographical locations (taken from a geo-referenced grid, for example). The computation of cells may be based either on sophisticated wave propagation models [2] , on measurements or on draft estimations. In any case, we assume that cells can be computed and returned by an ad hoc function. Fig. 1 shows the shapes of nine cells. Searching for the best potential sites is out of the scope of this paper. Hence, assuming that such a set of potential sites is available, our goal is to select the best subset of sites capable of satisfying the coverage requirements.
PROBLEM MODELLING
The problem we consider is very similar to the so-called Minimum Dominating Set (MDS) problem from graph theory, which is known to be NP-hard [3] . However, the radio coverage problem differs slightly from the more general MDS problem, as the graph we consider is bipartite.
of the new population through random mutations
Let us consider a graph G=(V,E), where V is a set of vertices and E is a set of edges, a dominating set of G is a subset V' c V defined by:
A dominating set V' is said to be minimum if no other dominating set has a smaller size (number of vertices). In the case we consider, V is the union of two sets M and L, where M is the set of all possible BS locations, and L is the set of all potentially covered locations. There exists an edge (u,v) in E when U is in M (i.e., U is a BS location), v is in L (i.e., v is a covered location), and the BS located at U covers the location v. Such a modelling is shown in Fig. 2 with three BSs and their associated cells. Fig. 2 The three cells associated to the BSs el, e2, and e3, are discretized on a grid (a). Each BS is then connected to the locations it covers (b) in order to build a bipartite graph (c).
Finding a set of BS locations which covers the geographical region considered satisfactorily is equivalent to finding a subset M ' E M which is a minimum dominating set of G. In the case we consider, we know that such a set exists because M is itself a dominating set of G (although it is likely not to be the minimum one). The problem of finding an exact minimum dominating set in a graph requires non-polynomial execution time, because it is a NP-hard problem. Due to the amount of possible BS locations we must consider (which is typically around 1000 potential BS locations for a 150km x 150km region), it is not achievable to look for an exact solution. Consequently, we must go round this problem and look for possibly sub-optimal --yet satisfactory--solutions. To achieve this goal, we are investigating several approaches, which are said to be 'bio-inspired' because they use heuristics that have some analogies with natural or social systems [4].
IV. THE GENETIC APPROACH
To date, we most especially focus on the so-called genetic approach. A genetic algorithm is a population-based algorithm, which means that its state at any time is a population of candidate solutions. A population is a set of individuals that represent candidate solutions for a given problem, and that are generally encoded as chromosome-like bit strings. It uses selection and recombination operators to generate new sample points in a search space [5] . The bit strings we consider represent the whole set of possible BS locations. Whether a location is actually selected in a potential solution depends on the value of the corresponding entry in the bit string. Fig. 3 shows how a possible solution to our problem is encoded as the bit string of an individual. The first step in the execution of a genetic algorithm consists in the creation of an initial population. In our implementation, the initial population is calculated randomly.
Each iteration step of the population is called a generation.
During the execution of a genetic algorithm, a generation can be thought of as a two stage process. First, selection is applied to the current population to create an intermediate population.
Then, crossover and mutation operators are applied to the intermediate population to create the next population. The execution terminates when a satisfactory individual has been produced or when a predefined number of generations has been run through. The crossover operator we use achieves a 'one-pointcrossover'. It splits the two given bit strings at a same random position and recombines them by exchanging their ends, thus giving two new bit strings. Each couple of individuals taken from the intermediate population has a probability of 0.9 to achieve crossover. In the case no crossover is performed, the couple of individuals is put back into the new population without changes. Our mutation operator simply flips the value of a randomly chosen bit of the bit string with a probability of 0.9. The execution terminates after a predefined number of generations. 
V. FIRST EXPERIMENTAL RESULTS
The experimental tests were done on a 70km x 70km digital terrain model of the French region "les Vosges", that is discretized on a 300 x 300 point grid. Using 150 userprovided potential BS locations, 150 cells were computed by a radio wave propagation simulation tool. Fig. 5 shows the coverage that would be obtained if the 150 BSs were all selected. Locations that are covered exactly once, are colored in light blue, and those that are covered several times are colored in red (the hotter the color, the more BSs cover the location). It can be noticed that some locations (in white) cannot be covered by any of the user-provided potential BSs. As a lot of points are covered many times, it is clear that some of the proposed BSs are useless. Moreover, too many transmitters covering a same zone can lead to radio interferences. It can however be useful to cover a same location with two different BSs to permit roaming: when a user moves from one cell to another, it can not be linked to the same transmitter anymore, and the determination of the new transmitter, that covers it, may be eased if the two associated cells overlap Fig. 6 shows a solution returned by the algorithm after 160 generations of a 80 individual population. The algorithm meets our demand by returning solutions with large coverage and few BSs. It has however two major shortcomings. First, it is too slow (3h40 for this solution) to be used interactively, as required by telecommunication operators. Second, the solutions still contain quite a lot of BSs in the operators opinion. 
VI. ISLAND CONCEPT AND PARALLELISM
In order to improve the quality of the results obtained with the genetic algorithms, the population is distributed in subpopulations that evolve independently. These subpopulations, called islands, increase the chances for the algorithm to find good solutions by having many genetic algorithms competing, each of them operating on small populations. In order to let some islands benefit from the information found by others, some individuals are allowed to move from an island to another. This mechanism is called migration.
In order to speedup the execution, the parallelisation of the algorithm was investigated. The fact the evolution of the islands are almost independent, suggests that the algorithm is parallel by essence. The computation time could thus be decreased by distributing the individuals on several processors.
We implemented a parallel version of the island-based algorithm [6] [7] so that islands can be placed on different processors. This MIMD-DM2 approach enables the run of the program on workstation clusters which are more common and cheaper than parallel supercomputers. The islands are virtually positioned on an oriented ring, and migrations are only allowed along that ring (see Fig. 7 ). value is 152.7 whereas that of the previous solution was only 123.2, and it was found in 51 minutes. This topology was chosen so as to minimize the amount of migrations, and thus to minimize the communication load due to migrations between remote islands. Every time a new generation is computed, a copy of the best individual (the one with the best fitness value) ever met by each island is sent to the next island on the ring. Each island thus receives a new individual that replaces one of its individual selected randomly. The only requirement is that the number of island be greater or equal to the number of available processors because each processor must be in charge of an integer number of islands (see Fig. 8 ). The program was designed using object oriented methods and is written in C++. It uses the PVM3 library 
VIII. CONLUSION AND FUTURE WORKS
Even if the fitness of the solutions presented in the previous sections are satisfactory, solutions with higher fitness values (more than 169) were found by this algorithm. Nevertheless, these solutions are considered as unusable as they do not cover more than 70% of the initial covered surface.
The fitness function must therefore be tuned in order to represent the quality of the solutions more accurately.
Moreover, as some parts of a region are often more important to cover than others (roads for example) a more complex fitness function is under investigation in order to take traffic demands into account.
Another drawback of this approach is that the bipartite graph we have to deal with is large, since each potential BS location and each covered location is modeled as a vertex in the graph. We are investigating several methods to reduce the size of the graph. One method consists in developing 'smart' heuristics to select representative to-be-covered geographical locations. Another most promising approach consists in preconditioning input data by computing intersection cells prior to starting the actual search for a dominating set.
Although our algorithm is still under development, experiments exhibit promising results which confirm the interest of such an approach. The quality of the obtained solutions is satisfactory and the speedup observed with the parallel version of the program is good.
