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ABSTRACT
Generating and parsing through large amounts of wind tunnel, flight test, or computational
fluid dynamics (CFD) data can prove to be expensive. This makes, for example, the optimization
of aerothermal hypersonic components, which may contain a large number of independent variables,
challenging. Having a surrogate model to quickly and accurately approximate the data can help
with the optimal design process. A lower order model can be used instead of or in conjunction
with a higher order model to model a system with less computational effort. Typically, additional
assumptions are made to make a lower order model. These have the benefit of being faster to execute
or simpler to solve but come at the cost of reduced accuracy. Here, an effort is made to construct
lower order/surrogate models, that are built and operate with exactly the same assumptions as the
higher order model, in the form of machine learning and deep learning-based surrogate models. In
tandem with this effort, the goal is to have a function evaluation time significantly smaller than the
higher order method. This can increase the number of variables the designer can consider during the
optimal design process or reduce the time required to design a component. Potential methodologies
using machine learning (ML) and deep learning as surrogate models are used to evaluate the flow
field and subsequently the performance of a 2-D hypersonic compression ramp. Gradient Boosting,
Neural Networks, and Random Forest regressors are used as the surrogate models. With the flow
field predicted, performance characteristics can be calculated such as: lift, drag, moment, pressure
distribution, shear, heat transfer, etc. Thus, multiple phenomena can be considered during the
design process. The nine flow parameters being predicted are: pressure, total pressure, density,
dynamic viscosity, Mach number, temperature, total temperature, and velocities in the principal
axes. CFD simulations using a commercial package are used to generate the training data for the
regressors. The predictors are measured on how accurately the simulation data can be predicted.
1CHAPTER 1. OVERVIEW
1.1 Introduction
Currently, determining a solution for a hypersonic flow in wind tunnel experiments can prove to
be computationally and financially expensive to conduct. When attempting to execute optimization
of aerodynamic components, these function evaluations place excessive strain on the optimizer’s
budget. Attempts to find design parameters such as lift, drag, or moment of the component, can
be accomplished with statistical based surrogate models. However having the ability to predict the
flow field allows for the prediction of shear, heat transfer, or other parameters along the compo-
nents’ surface and features in the flow field. For example, this may provide additional insight in
optimal component geometry or material type distribution selection, and the aerodynamic load’s
distributions. These can be of paramount importance for components in hypersonic flow.
1.1.1 Objectives
Hereinafter the experiments are executed to determine to what degree the presented method-
ology is successful with the goal being, to have minimal degradation in prediction accuracy as
compared to the expensive solutions. Simultaneously reduce the prediction time at execution by
more than an order of magnitude.
For these experiments, a two dimensional compression ramp will be considered. This is selected
due to having enough complexity to introduce the potential of the methodology, yet simplified
enough to allow increased probability of yielding a successful methodology. Also this has the goal
of comparing to asymptotic analysis. Simulations using a commercial code will be used to produce
training data. Assumptions discussed later will be used to mirror the asymptotic methods. It
should be noted that the methodology is assumption blind; meaning whatever assumptions exist
in the training data, will be present in the predictors.
2CHAPTER 2. REVIEW OF LITERATURE
2.1 Introduction
Here a review of past work with predicting flow features or building flow models are reviewed.
A focus is on strategies that are deployed in hypersonic flow.
2.2 Previous Work
DDupuis et al. (2018) have deployed as method called Local Decomposition Method (LDM)
to improve a surrogate model’s accuracy in transonic flow. The LDM was developed to increase
accuracy with flows that have discontinuities and different flow regimes. Here, detection of subsonic
and transonic regions were classified into the two regimes which lead to increased accuracy on
a budget. Thus, coupling machine learning and a Reynolds Averaged Navier Stokes (RANS)
simulation. Dupuis et al. (2018) adapted the LDM method for hyperbolic equation based flows.
Here an airfoil was used with a moving shock. This has significant accuracy boost in areas near
large discontinuities and high gradients.
Rokita and Friedmann (2018) developed a modified coKriging method called Extended POD-
Kriging. First showing the metamodel’s capabilities on benchmark functions, then with a deformed
panel on a two dimensional deflected hypersonic wedge. For the wedge, the pressure distribution
along the deflected panel is modeled. A Reynolds Averaged Navier Stokes (RANS) solver is used
for the high fidelity data, and piston theory is used for the low fidelity. These high and low fidelity
methods are combined with the POD-Kriging to produce the final predictions. Here a reduction
in required samples, to accurately predict pressure distributions on the body, is demonstrated with
the coKriging metamodels along with the added benefit of increased accuracy compared to Kriging.
This was shown to reduce the cost of building a surrogate model by an order of magnitude.
3Optimal design of a hypersonic spiked blunt body has been conducted byM.Y.M. Ahmed (2010).
Here, Kriging and Response Surface Model methods are deployed to reduce drag and aerodynamic
heating on the overall body. Ansys Fluent is used to generate the data used for creating the
metamodels. For the metamodel, only scalar values for drag and maximum temperature are used
instead of a distribution. For these models, different kernels for the methods were used and com-
pared. Kriging with an exponential kernel was shown to be the better of the surrogate models used.
The drag and temperature reduction was then verified with Fluent.
Umetani and Bickel (2018) have developed a polycube method where the flow around an arbi-
trary 3-D object is predicted with generating smaller and smaller cubes, with a defined index in
vector space, to approximate the flow region around the object. Each cube has a Gaussian process
based surrogate model and when coupled with the grid sequencing refines the predictions. The
importance of hyperparameter tuning is highlighted for maximizing accuracy where the error can
be almost halved with proper hyperparameters. The goal here being interactive flow predictions in
real time.
NASA, Slotnick et al. (2014), has issued a road map for computational fluid dynamic (CFD) sim-
ulation technologies spanning from 2014 to 2030. One of the areas of technological advancement and
development being multidisciplinary design optimization (MDO) with the use of simulation based
analysis. This includes an emphasis on highly flexible advanced aircraft configuration. Physics
based predictive modeling improvements is the goal. Surrogate modeling is contextual physics
based modeling.
Khorrami and Smith (1994) and Khorrami (1991) conducted experiments investigating flow over
a two domensinal hypersonic compression ramp. The results of the finite difference based sweeping
solver aligns well with Navier Stokes and parabolized Navier Stokes computational results. This
technique was found to work well over a range of flow conditions. The range of freestream to wall
temperature ratios are same executed in this study, as well as the physics assumptions used.
John et al. (2013) used a two-dimensional finite volume based CFD solver to simulate flow
over a compression ramp. The effect of leading edge bluntness was considered with an emphasis
4on laminar recirculation of the flow at the inflection point of the ramp. Shear stress is the best
indicator of flow separation and the size of the separation bubble. However this is only clear for
well separated flows.
Mortazavi and Knight (2016) and Mortazavi and Knight (2017) conducted simulations of un-
steady laminar perfect gas over an extruded blunt fin. A flare shock creates the separated region
due to pressure gradients. The results align well with experimental results and is compared to a
compressible Blasius solution. The pressure and heat transfer values were used to compare experi-
mental and computational results.
) investigated three-dimensional flow over supersonic and hypersonic compression ramps with
a Navier Stokes solver. The solve was design for the flows in question and aligned with previous
two-dimensional work where side wall effects were minimal.
2.3 Nondimensionalization
Once the predictions are made, they are nondimensionalized with the scheme created by Khor-
rami (1991). These were made exactly for the type of flow being predicted and is shown in Table
2.1. The small perturbation parameter is defined as  = M
1/2
∞
Re
1/4
∞
.
Table 2.1 Khorrami Viscous Layer Nondimensionalization
x∗ = xL y
∗ = yL δ
∗ = δL u
∗ = uU∞ v
∗ = vU∞
p∗ = p
2γM2∞p∞
T ∗ = T
γM2∞T∞
ρ∗ = ρ
2ρ∞ H
∗ = H
U2∞
µ∗ = µ
M2∞µ∞
5CHAPTER 3. METHODOLOGY DEVELOPMENT
3.1 Introduction
The process in which one can build a surrogate model for hypersonic aerodynamic predictions
is outlined hereinafter.The goal of this process is to have a lower order model with no additional
assumptions applied while retaining minimal amounts of degradation in accuracy. Process devel-
opment, data generation, and data use are all discussed here.
3.2 Process Work Flow
The organization of the method is shown in Figure 3.1. The process parallels the process for
building and evaluating surrogate models Alexander Forrester (2008). Design points are carefully
chosen to minimize the amount of cost required to execute the sampling plan and to maximize
the amount of information gained. The samples are then ran with the evaluation function. In
this case the evaluation function are CFD simulations. With this data, the surrogate model is
constructed/optimized. Error of the surrogate model is measured and adjustments are made as
necessary. The fundamental difference between the method featured in Alexander Forrester (2008)
and the process developed here, is that the chosen features are critical to the accuracy of the model
and can effect prediction performance by orders of magnitude. Consequently, the second loop is
where features are reexamined. Either prune, alter, add, or derive more features. The adjustment
of the features shouldn’t be conducted at the same time as infill sample points are added. New
feature selection may be possible without re-running the evaluation functions. Each step will be
discussed in more detail hereinafter.
6Figure 3.1 Methodology Development Flow Chart
3.2.1 Sampling Plan
With the free parameters selected, a sampling plan can be chosen. For these experiments, a full
factorial design will be used. Changes in wall total temperature and ramp angle are expected to
influence nonlinear responses, but single modality is expected in the flow field. While requiring more
function evaluations than other sampling plans, using the full factorial design is expected capture
the component operation regime well. At this time, the minimum amount of data required to
accurately make predictions is unknown, consequently with only two variables or wall temperature
ratio and ramp angle, a significantly more dense sample can be used to ensure enough data capacity.
This amounts to 95 unique simulations. The domain of the two free variables are in Table 3.1 and
the full factorial design is shown in Figure 3.2.
Table 3.1 Free Parameters
Variable Start Value End Value Increment
H∗w 0.1 0.5 0.1
δ 0.0 18.0 1.0
7Figure 3.2 Full Factorial Sampling Plan
First, the data needs to be generated or collected from an existing data set. Either is a viable
option, however here, simulations will be conducted to generate the training data. This is due to
limited availability of such data sets. Second, a sampling plan will be used to select what parameters
to run in the CFD simulations. With all of the simulations executed, feature selection can take
place along with extracting data.
3.2.2 Data Generation
For this methodology, a data set will be built using a commercial CFD program. The commer-
cial software in question is STAR-CCM+ v12.04.010, via Siemens Product Lifestyle Management
Software Inc. Some assumptions are made when choosing physics models which are discussed in
more detail hereinafter. This may affect the solution and its comparison to other data sets. This
process is ”data blind”, meaning any assumption that is present in the data set will also be present
in the predictions. If one desires not to have predictions with these assumptions, one only need to
8supply the prediction algorithm with a data set that includes alternate assumptions. For example,
real gas will be used for the equation of state, consequently all predictions will have the ideal gas
law implicitly built in. Due to needing a variety of simulations or tests to generate a variety of data
sets, the process outlined here is hypothesized to become more powerful as the data generation
becomes more complex and time consuming to execute. The run time of the prediction algorithm
will remain relatively constant. Once a data set is generated, it can be used in perpetuity without
needing to redo the generation stage.
3.2.2.1 Part Geometry
For the development, demonstration, testing, and validation of the prediction work flows, a
2-D compression ramp will be the flow field that is being predicted and pictured below 3.3. To
ensure that the flow remains laminar, the size of the plate is limited to L = 0.25mm, enforcing a
small Reynolds number. Additional space is provided before and after the ramp to minimize the
boundary condition’s effects on the area of interest. The domain is also sufficiently tall so that
interaction of none free stream conditions with the upper boundary are kept to a minimum. The
geometry is controlled by a template that allows easily alteration of the geometry with an emphasis
on the ramp deflection angle.
3.2.2.2 Mesh Continua
With the geometry defined, a mesh will be constructed in the domain. The meshers selected
for use in STAR-CCM+ are in Table 3.2. Polygon cells were selected as these have have better
simulation resolution when the flow is not aligned with the principal axes of the cell. This meshing
methodology is more computationally expensive compared to a quadrilateral based mesh, but more
computational resources are available to the author than compared to what were available for the
surrogate model development. Therefore using the polygon based mesher is acceptable. The prism
layer mesher is used on the ramp surface with a no-slip wall condition to help capture the strong
gradients present there. The results of the mesher is increased cell resolution here.
9Figure 3.3 Simulation Domain and Geometry
Table 3.2 Meshing Continua Models
Meshing Model Group Meshing Model Used
Volume Mesher Polygonal Mesher
Optional Volume Meshers Prism Layer Mesher
3.2.2.3 Mesh Sizing
The majority of the mesh will be made relative to characteristic length. Here the chord of the
compression ramp is defined to be the characteristic length L. A coefficient is then set to control
the base cell size relative to the characteristic length. A grid study is conducted to determine the
value of the coefficient to ensure a grid independent solution. The results of said study are show
here 3.6. The base size lb was then determined to be lb = 0.275L from the grid study. Other
meshing controls are then set relative to this. The default size is set to be lb/10 and the far field
mesh size is set to 2lb. This helps diffuse the solution of the area of interest to the boundaries with
minimal negative consequences.
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3.2.2.4 Mesh Refinement
In an effort to improve the accuracy of the flow features, mesh refinements are added. The first
region is a quarter ellipse that encompasses the entirety of the region of interest 3.4. This region is
has its base cell size set to lb/50. This helps diffuse the flow to the boundary and retains the macro
flow.
Figure 3.4 Simulation Mesh Large Elliptical Refinement Region
A second smaller quarter ellipse is used to refine the flow more near the target area of the ramp
3.5. The training data for the surrogate models will be almost exclusively drawn from this region.
Thus is has its base cell size set to lb/400.
Two concentric semi circles are placed at the leading edge of the ramp. There are large gradients
in this region and having extra resolution here is expected to help with accuracy. The radii of the
two circles are r = L/25 and r = L/50. The base cell size is set to lb/1000 and lb/2000 respectively
for the two semi circles.
Lastly the prism layer mesher refines the cells immediately adjacent the ramp’s surface. The
prism layer settings are shown in Table 3.3.
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Figure 3.5 Simulation Mesh Small Elliptical Refinement Region
Table 3.3 Prism Layer Mesh Properties
Size Control Parameter Setting
Number of Prism Layers 20
Prism Layer Near Wall Thickness 4L · 10−6
Prism Layer Total Thickness 0.16lb
3.2.2.5 Physics Continua
The physics models selected are not necessarily the most accurate, however these are selected
to match matched asymptotic methods. The selected physics models are shown in Table 3.4.
3.2.2.6 Flow Solution
The following finite volume coupled flow/energy model is solved as a set of vector concurrent
equations. The solution is solved for the steady state solution.
∮ 
ρv
ρvv + pI−T
ρvH + pv−T · v− q˙”
 · dA =
∫
V
FdV (3.1)
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Table 3.4 Physics Continua Models
Physics Model Group Physics Model Used
Space Two Dimensional
Time Steady
Material Gas
Flow Coupled Flow
Gradients Metrics Gradients
Equation of State Ideal Gas
Energy Coupled Energy
Viscous Regime Laminar
3.2.2.7 Gas Model
The ideal gas model is used. The gas is calorically perfect which makes specific heat constant
in addition to the ideal gas assumption.
p = ρRT (3.2)
R =
Ru
Mair
(3.3)
3.2.2.8 Viscous Term
As mentioned earlier, the simulation will be assumed to be laminar. Thus no turbulence model
is needed. Below the stress tensor is shown.
T = 2µD− 2
3
(∇2v) I (3.4)
D =
1
2
(
∇v + (∇v)T
)
(3.5)
Dynamic viscosity is calculated via Sutherland’s Law to increase accuracy with the wide range
of temperatures present in the simulation domain.
µ
µref
=
(
T
Tref
) 3
2
(
Tref + S
T + S
)
(3.6)
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Prandtl is kept to unity and then the thermal conductivity is found. This simplifies the flow by
making the thermal boundary layer and boundary layer coincident.
k =
cpµ
Pr
= cpµ
∣∣∣∣
Pr=1
(3.7)
3.2.2.9 Numerical Solvers
The flow model described earlier 3.1, is solved using implicit integration with third order dis-
cretization MUSCL scheme. The 3rd order scheme is chosen over the default 2nd order for flows
over mach 8 per the recommendation by STAR-CCM+ and at finer meshes it can increase accu-
racy of shock capture. The inviscid fluxes are solved using Liou’s AUSM+ scheme Liou (1996).
This is selected again on the recommendation of STAR-CCM+ because it has better shock wave
capture ability and reduces the effect of the carbuncle phenomena (Siemens PLM, 2017, p.3201).
An algebraic multi grid is used with a V-cycle sweep with the Bi-Conjugate Gradient method. The
gradient model being used is the Hybrid Vauss-LSQ with Venkatakrishnan limiter.
A linear Courant ramp is used starting at 0.1 and growing to 3.5 over 25 iterations. Then
STAR-CCM+’s built in expert driver controls the Courant number to maintain stability.
3.2.2.10 Freestream Boundary Condition
The free stream boundary has it properties set wether the flow has an inward or an outward
normal. If the flow has an inward normal, the freestream mach, temperature, and pressure are
enforced. Velocity is found using isentropic relations. If the flow has an outward normal, the edge
cells are reconstructed from the adjacent cells.
3.2.2.11 No-Slip Wall Boundary Condition
The ramp surface is set to a no-slip wall boundary. Tangent velocity is set to zero. The temper-
ature is set to be constant and specified here to be a ratio compared to free stream temperature.
The pressure is is calculated via gradient reconstruction from adjacent cells.
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3.2.2.12 Pressure Outlet
The out flow of the domain is set with the following conditions. Pressure and temperature are
extrapolated from the adjacent cells. Velocity is set equal to neighboring cells. This boundary is
set a distance away from target area to limit boundary effects on the target area.
3.2.2.13 Upstream Symmetry
The region upwind of the ramps leading edge has the normal velocity is set to zero, and parallel
velocity, temperature, and pressure are extrapolated from neighboring cells. Both shear stress and
heat flux are set to zero.
3.2.2.14 Freestream Conditions
With ideal gas for the equation of state, gas constant and specific heat ratio are R = 286.9 Jkg K ,
and γ = 1.4 respectively. Free stream temperature is T∞ = 300K and pressure is p∞ = 30397.5Pa.
3.2.2.15 Simulation Automation
Because there is a large amount of simulations to be executed with only minor changes being
made, automation will be used to reduce the workload. STAR-CCM+ allows for automation with
java and its api. The user can control mesh sizing, and boundary conditions easily with exposed
controls from the java macro.
Running the simulation with the completely refined mesh from initialization to convergence
has proven difficult. Even more so using the MUSCL scheme as compared to the default second
order scheme reduces stability. Retaining stability of the simulation on the initial phases is then
important. The flow is first developed on a coarse grid, which grows the boundary layer off the
plate. Then a medium resolution mesh is used to refine the solution. Finally the terminal mesh is
used to bring the solution to convergence. This process both greatly improves stability and reduces
the amount of iterations needed to converge the solution. The first grid is run for 2000 iterations,
the second is for 4000 iterations, and then the solutions is carried our until 25000 total iterations
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have been completed. The base size starts at 8lb, then is 2lb, and finally is set to 0.275lb where all
other mesh controls are relative to this.
3.2.2.16 Solver Validation
In an effort to select a mesh size that shows the solution is grid independent is under taken.
The ramp is run at an angle of 6 degrees where lift, drag, and leading edge moments are monitored.
Determining true error of the simulation is likely to be unachievable at this moment in time as
no exact solution exists. Here, the goal is to look at when the effects of the grid on the solution
become minimal. A wide variety of cases are not put through the grid study, due to availability of
computational power and the flow phenominea not containing large differences. Wall temperature
ratio is held constant to 0.3 based on the Khorrami scheme for the grid study.
The final base mesh size is incrementally decreased and the results of the solution, lift, drag,
and leading edge moment are measured. The solutions will be compared to the most dense mesh to
determine the effect of the grid and diminishing returns with increasing the number of cells. The
base cell sizes and the corresponding mesh sizes are shown in Table 3.5.
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Table 3.5 Grid Refinement Study Mesh Sizes
Mesh Base Size Cell Count
1.7500L 42191
1.6250L 47815
1.5000L 52028
1.3750L 57471
1.2500L 66146
1.0625L 82604
1.0000L 112203
0.8750L 150512
0.7500L 183783
0.6250L 239424
0.5000L 418906
0.3750L 686863
0.3500L 418906
0.3250L 854993
0.3000L 971508
0.2750L 1245270
0.2500L 1620216
0.2250L 2090467
0.2000L 2483391
0.1750L 2733201
0.1500L 3568468
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The percent error of the three measured parameters, are shown in Figure 3.6. The error is larger
at the coarser meshes as the MUSCL scheme is only recommend to be effective on finer meshes.
The results parallel this reasoning and thus adds strength to the validity of the results.
Figure 3.6 Relative Percent Error Grid Study
The solver operates on a continuum asumption and is checked with the Knudsen number. When
Kn < 0.01 then the assumption is considered valid. The simultations being run are about an order
of magnitude below the max allowable number.
Kn =
M∞
Re∞
√
γpi
2
(3.8)
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3.2.3 Data Extraction
Once a simulation is complete, pertinent data can be extracted. A 201 by 200 grid of points
will be extracted from the flow field immediately above the ramp. The grid transforms so that
the columns start at the surface of the ramp and grow up to a height of L/2 3.7. The shock wave
and boundary layer are contained entirely in this grid as to determine their locations later. The
fluctuations of the free stream are going to be small enough to be negligible, consequently as long
as there is some data points captured above the shock, all needed predictions can be attempted.
From this point on, the free stream is considered uniform. A 201 by 200 grid was chosen to allow
for location of both the boundary layer and shock wave edges without generating a massive data
set. Also increasing the number of extraction locations in the grid format, will hit a point of
diminishing returns as the shock wave isn’t resolved with infinity thin cells. At the 40,200 sample
locations, 9 flow parameters are captured. Absolute pressure, absolute total pressure, density,
dynamic viscosity, Mach, temperature, total temperature, velocity in the ith direction, and velocity
in the jth direction are saved. From these 9 flow parameters along with there spatial location, the
target effects may be calculated.
Figure 3.7 Prediction Region Around Ramp
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3.2.3.1 Layer Detection
The extracted data represents a uniformly discretized version of Figures 3.8, 3.9 and 3.10. With
the grid data, the boundary layer edge and shock wave locations can be determined. First, within
the grid of data, the flow parameters are normalized by the free stream value, I.E. param/param∞.
In the free stream, all data points will now be 1. Using each column location individually, one can
now detect the vertical location of the layers for the given x location.
3.2.3.2 Shock Wave detection
For shock wave detection, a sharp gradient in both the density 3.9 and pressure 3.8 are used
to determine the waves location. In the current column, when marching from the top down, a
discontinuity in density and pressure is searched for, and when found, that is considered to be the
shock wave location. Here the gradient was determined by its deviation from unity as using a true
derivative, caused noisier extractions.
Figure 3.8 Pressure Ratio δ = 0.0/deg, Tw/Tt = 0.2
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Figure 3.9 Density Ratio δ = 0.0/deg, Tw/Tt = 0.2
3.2.3.3 Boundary Layer detection
For the boundary layer edge detection, the property that total pressure is near zero throughout
the boundary layer is used. This is visually shown in Figure 3.10. A similar marching method is
used as with the shock detection. Here marching begins at the ramps surface and continues until
the non-dimensionalized value of total pressure grows above 1%.
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Figure 3.10 Total Pressure Ratio δ = 0.0/deg, Tw/Tt = 0.2
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Here is an example of what the extracted layers looks like 3.2.3.3. Once again, the noise is
numerical as both the simulation and the extraction techniques are both discrete.
Figure 3.11 Extracted Shockwave and Boundary Layer Edges δ = 8
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3.2.3.4 Feature Selection
With the shock wave, boundary layer edge, and flow field data extracted from the simulations,
what features to use as inputs into the surrogate model can be determined. Feature selection is one
of if not the most important process in generating accurate predictions. First for prediction of the
shock wave and boundary layer edge. Using wall temperature ratio Tw/T∞, and ramp angle are
crucial. Wall temperature ratio has an effect on boundary layer thickness and thus the interaction
between the shock and boundary layer. The ramp angle when increased to the upper limits causes
recirculation where the ramp changes from horizontal to non-zero slope. Also at high ramp angles,
the boundary layer and shock wave are pushed together further, making ramp angle crucial. Next
the layer thicknesses varies with horizontal location of the ramp. Due to the geometry being simple
and well defined, these three features are adequate to predict the shock wave and boundary layer
edge locations. If the ramp had perturbations, regardless of size, more features may be required to
capture the layer effects.
When predicting the flow field, the parameters used for layer predictions should also be used as
they have an effect on the flow field. The flow field being predicted is all flow that passes with in
0.5L of the ramp surface 3.7. The field has fluid parameters through out, so the vertical position
of the point in question to produce predictions will be required. This may be adequate with a well
built surrogate model. However, due to the large amounts of change of some parameters in the
field and the different behaviors of the flow in each layer, having the predictor know what layer it
is currently in, may prove to be useful. At the time of prediction, first the layer that point exists
in will be predicted via the layer predictor, then that denotes two boolean values for if the point is
in the boundary layer or shock layer. These six parameters are believed to be adequate to predict
the flow field. The free stream data is left out of this phase of the predictions. Flow in this region
is nearly uniform and consistent with the inlet boundary conditions. Due to this, predictions of
the free stream become not needed. There is also an added benefit when not predicting this region
because training the surrogate models with less data, speeds up the training process. Also, this
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speeds up the error calculations with the predictions. A sample of region classification is below.
Yellow is free stream, pink is the inviscid layer, and peach is viscous layer 3.12.
Figure 3.12 Data Layer Classification
With the free stream being predicted a phenomena which appears to happen where the free
stream data out votes the data in the shock and boundary layers. Any improvement in the boundary
or shock layers decreases accuracy of the free stream predictions, consequently the surrogate models
reach a local minimum. This with the above reasons, leads to being able to avoid predicting the
free stream.
Nine flow parameters will be predicted with the surrogate models. Absolute pressure, absolute
total pressure, density, dynamic viscosity, Mach, temperature, total temperature, velocity in the
axial (ith) direction, and velocity in the normal direction (jth). In practicality, less flow parame-
ters may be predicted, and using the equation of state and gas model to calculate the remaining
parameters. However here the surrogate models will be pushed further to determine the capability
and to determine if some flow parameters are harder to predict than others.
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3.2.3.5 Error measurement
With the features defined the data is split into three categories. First is the training data set.
Fifty percent of the data will be used for training. Second, thirty percent of the data will be used for
validation during training. Lastly twenty percent will be used for testing the constructed surrogate
models. This split was chosen to have parts of all flow regions from all simulations in each group.
The order of the data is randomized so that a ramp angle, or wall to free stream temperature
ratio is less likely to bias the model. The best models will be determined based on the root mean
squared error (RMSE) of the model with respect to the testing portion of the data. This value
may not add as much digestible information to the user, thus confidence intervals will also be used.
Confidence intervals of 90%, 95%, and 99% will be computed with respect to normalized percent
error of the predictions. The percent error is normalized with the scale of the parameter, as near
the leading edge, some values are divided by near 0 while in reality may only be a few pascals
off. The normalization also allows comparison across the flow field. Once the surrogate models are
trained, and the better versions are selected, they will be run with cross validation. Here 10 fold
validation is used with the same distribution split for training, validation, and testing. The data
used for validation and testing is rotated to have unique combinations of data and the model with
the same architecture is trained from scratch. If similar model performance is achieved over all of
the 10 trials, the model is determined to be robust.
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3.2.4 Surrogate Models
5 surrogate modeling techniques are originally going to be considered. Kriging, Radial Basis
Function (RBF), Neural Network, Random Forest, and Gradient Boosting. The flow field is ex-
pected to have a nonlinear response to the input variables, wall temperature ratio and ramp angle.
The surrogate modeling method should be able to handle large data sets and non-linear responses.
3.2.4.1 Neural Network
The first method for surrogate modeling considered is the neural network for regression. The
network architecture is deployed using the Keras wrapper for tensorflow, developed by Google.
Keras was chosen as unique/complex architectures are not going to be considered here, and Keras
allows for quick and easy deployment of feed forward neural networks (FNN) and other standard
architectures. The features that are to be used for inputs for the layer edge prediction are shown
in Table 3.6. Neural Networks are being tested for this process as they handle large data sets
well and can predict non-linear functions well. The flow field and layer edges have this non-linear
characteristic. However, Neural Networks can be significantly more expansive to train compared
to alternate Machine Learning and Artificial Intelligence methods.
The FNN has been chosen as the preferred architecture used over other architectures for this
flow case. The flow structure is relatively simple due to using a 2-D compression ramp as compared
to a more complex geometry. The ramp is also well defined with no perturbations, meaning a small
amount of parameters can fully describe the geometry. Having an architecture such as convolution
neural network (CNN), would help if the geometry had perturbations, or was not succinctly defined.
The flow is also at steady state. The use of a recurrent neural network (RNN) or long short term
memory (LSTM) components are not required.
With the input features, the FNN will predict both the boundary layer edge and shock wave
simultaneously. Also with separate FNNs, boundary layer edge and shockwave locations will be
predicted independently. This is done to determine if predicting one feature with one network is
better or worse than predicting multiple features simultaneously.
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Table 3.6 Layer Prediction Input Parameters
Parameter Variable Name Domain Non-Dim Range
Wall Tempearture Ratio H∗w 0.2-1.0 0.2-1.0
Ramp Angle δ 0.0-18.0 0.0-1.0
Point X location x 0.0-0.00025 0.0-1.0
With the layer edge locations predicted, the flow field can be predicted. This is also done with
a feed forward neural network. However a few more input parameters are being provided to the
network 3.7.
Table 3.7 Field Prediction Input Parameters
Parameter Variable Name Domain Non-Dim Range
Wall Temperature Ratio H∗w 0.2-1.0 0.2-1.0
Ramp Angle δ 0.0-18.0 0.0-1.0
Point X location x 0.0-0.00025 0.0-1.0
Point Y location y 0.0-0.00025 0.0-1.0
In Viscous Layer binary 0 or 1 0 or 1
In Inviscid Layer binary 0 or 1 0 or 1
The features detecting what layer the prediction point is at is added to further add information
to the network 3.12. The data in the free stream is not being predicted as it is uniform and
consistent with the boundary conditions. The binary toggle using 0 and 1 was chosen due to the
viscous and inviscid layers have different flow phenomena. Due to the linear combinations of the
information at the perceptrons, the 0-1 relationship can ”turn off” or activate/deactivate portions
of the network, helping predict two distinct behaviors. This proves to have a massive impact on
the accuracy of the predictions.
All input and output parameters are non-dimensionalized between 0 and 1. This is done so that
a strong parameter cannot outvote a weaker parameter. For example, a FNN was run without non-
dimenionalizing in this way, and the ramp angle and too a small extent, wall temperature ratio, out
vote the the x and y positions of the prediction point. The 5 orders of magnitude difference causes
the locations to be negligible when the data is combined at a perceptron node. The output results
in a nearly horizontal line that only varys in height due to wall temperature ratio. This is a terrible
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predictor, thus requiring the non-dimensionalization of all data. 1 was chosen as the maximum as
if data were to exist on both greater than and less than 1, the combination could change between
amplification and damping respectively. They are also made all positive to improve consistency.
For the networks internal weight and bias optimization, the ADAM optimizer is used Diederik
P. Kingma (2015). ADAM was chosen as it’s improved computationally efficiency, requires little
hyper parameter tuning, and is handles large data sets well. Here are the ADAM optimizer’s hyper
parameters are set as shown 3.8. These are going to be held constant as the ADAM scheme is
relatively insensitive to changes in these, and to minimize the number of hyperparameters to be
optimized.
Table 3.8 ADAM Optimizer Hyper Parameters
Parameter Value
Learning Rate 0.001
β1 0.9
β2 0.999
Additional hyperparameters are needing to be tuned to maximize the performance. Those
being, number of hidden layers, number of nodes in the hidden layers, activation functions, batch
size, number of epochs, and loss function. This is a large amount of hyper parameters, and could
amount to around 10 parameters for deeper networks. Due to the function evaluation time can
be several minutes long for training of deeper networks. The curse of dimensionality coupled with
the available computational budget, makes this non-feasible. Some parameters will strategically
be held constant to reduce the number of hyper parameters to be optimized. Only mean squared
area will be used for a loss function. Early stopping will be used and discussed further shortly
after. Consequently the maximum number of epochs will be limited to 100. In practice the early
stopping prevents the training from going through all 100 epochs. Batch size was hand tuned
for a few different networks shapes. Ideally this would be optimized as well, but due to limited
computational resources and time, this was fixed to 10 for the layer predictions and to 100 for
field predictions. These gave improved results over a wide shape of networks, and thus was fixed
29
to these values. This leaves number of hidden layers, number of nodes in the hidden layers, and
the activation function to be optimized. The three activation functions considered are the sigmoid,
tanh, and ReLU. The activation function for the final layer is chosen to be linear and will not
change during the optimization process. The number of hidden layers is varied form 1-4 for the
layer predictor and 1-5 for the field predictor. The nodes are bound based on the hyper parameter
optimization scheme. Early stopping is is implemented where loss is measured over the epochs,
and is looking for if the network improves less than 0.001 in 5 consecutive steps. This then stops
the training to combat over fitting. Because the data has discretization errors, it may be useful to
have the function predict a smoother version of the training data. More on this in the results.
For the hyper parameter optimization schemes, both a grid search and a genetic algorithm will
be considered. First the grid search. With a specified number of hidden layers and activation
function, the cartesian product of a list of nodes will be tested. The list of nodes does vary a
little based on number of hidden layers due to computational resources available. For the layer
prediction, the list of nodes is in Table3.9. Once all permutations are tested, a new number of
hidden layers, or activation function is chosen. Then the search is then run again. Splitting the
grid search into a few different cases, helped with managing memory, and if an issue arose mid
search, a minimal amount of data would be lost as data was saved at each step. For the field
prediction, the list of nodes is 3.10.
Table 3.9 List of Nodes for Layer Prediction
Number of hidden layers Node list
1 4, 6, 10, 16, 22, 28, 36, 44
2 4, 6, 10, 16, 22, 28, 36, 44
3 4, 6, 10, 16, 22, 28, 36, 44
4 10, 16, 22, 28, 36, 44
A genetic algorithm was also deployed in an effort to find the best architecture. The algorithm
is based on the real encoded GA developed here [ref] but modified to use integers and have square
bounds. Cross over follows the idea of the area of parents. The distance of the ith dimension of
two parents is the area of the parents. Then the area of the offspring the area of parents +- 25
30
Table 3.10 List of Nodes for Field Prediction
Number of hidden layers Node list
1 4, 8, 10, 20, 30, 40, 60, 80, 100, 200
2 10, 20, 30, 40, 60, 80, 100, 200
3 20, 40, 60, 80, 100, 200
4 20, 40, 60, 80, 100, 200
5 25, 50, 100, 200
% (d) of the parents 3.14.The extra distance d is rounded up to the nearest integer, insuring the
area of the offspring is larger than the area of parents. And if the parents have the same value in
the ith direction but not others, the rounding up ensures that some deviation can take place. The
offspring’s properties are drawn randomly from a uniform distribution.
Figure 3.13 Possible Offspring Area 3 Dimensions
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Figure 3.14 Possible Offspring Area 1 Dimension
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For mutation, some modifications are implemented as follows. One of the parents current
parameters has a deviation added to it. Where domain is the length scale of the domain in the ith
direction. r is a coefficient to control the max bandwidth of the deviation. Here r = 0.1 is used
so that 10% of the design space can be reached from the parents location in space. S is a random
value derived from a uniform distribution. The product of these are rounded up to the nearest
integer. This is so the deviation is never 0.
V armutate = V ari + dev (3.9)
dev = ceiling(si ∗ ri) (3.10)
si{−1, 1} (3.11)
ri = r ∗ domaini (3.12)
If the offspring’s location is outside of the design space it is either returned to one of the
parents values or placed randomly in the ith domain space mimicking some behavior of the black
hole optimization algorithm. The bounds for this optimization are simple inequalities defining the
number of nodes in a hidden layer. The number of nodes must be greater than 0 and an upper limit
can be selected by the user. The upper bounds is implemented to reduce excessively long training
times for wide layers. Once an offspring’s new position has been found, its fitness is evaluated, and
if the fitness has not improved, it is rejected and one of the parent’s genes are cloned. Due to this
feature, a high mutation rate aids in converging the solution. A cooling schedule for the mutation
wasn’t added as the worse offspring being rejected prevents entities from leaving a global minima.
This can be combined with version that uses real encoded values and limits to yield a mixed in-
teger GA. The user only need keep track of the data type for each parameter in the search space and
use the corresponding scheme. This could allow tuning of the ADAM optimizer hyperparameters
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along with the others that are being optimized. Once again this is not done to reduce optimization
time and the default values are adequate for the current use case. This algorithm parallelizes easily
with minimal degradation in performance. The power of this algorithm increases with increas-
ing parallelization as long as the number of processes is less than the number of offspring from a
generation. However due to availability to hardware, the algorithm is run in serial.
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3.2.4.2 Random Forest
The second surrogate model deployed is the Random Forest algorithm. Random forest is being
tested as it has had previous success in computational aerodynamics with applications such as
augmenting turbulence models. This algorithm is typically faster to train as compared to neural
networks, however can be slow at run time once trained. Here binary decision trees will be used as
the base classifier. For hyperparameter optimization, the number of trees and the max allowable
depth will be varied to gain the best performance. Both the grid search and the genetic algorithm
outlined in the last section will be used. The list of the number of trees that will start at 1 and
each subsequent tree is 1.2 times the previous number of trees and rounded. This clusters more
hyper parameter combinations at the lower end where a small change in the number of trees can
have a large effect on the accuracy of the forest. This is capped at 2000 trees. The list of possible
number of trees is located as shown in Table 3.11. The max depth of trees follows the same scheme
but is limited to 22 nodes/splits deep in an effort to prevent over fitting.
Table 3.11 List of Hyper Parameters for Random Forest Grid Search
H-Parameter Node list
1,2,3,4,5,6,7,8,10,12,15,18,22,
Number of trees 26,31,38,46,55,66,79,95,114,137,164,197,237,
284,341,410,492,590,708,850,1020,1224,1469,1763
Max depth of trees 1,2,3,4,5,6,7,8,10,12,15,18,22
The genetic algorithm will have bounds with the minimum and maximum for each hyper pa-
rameter listed in 3.11.
The random forest algorithm is capable of predicting both one value per forest or multiple
values per forest. Both types of binary trees will be deployed and a comparison of accuracy and
training time will be made.
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3.2.4.3 Gradient Boosting
The third algorithm to be tested as a surrogate model will be gradient boosting. Gradient
boosting is a common alternative to the random forest algorithm and shares the fundamental
principle of using a combination of weak learners to greatly improve the accuracy of the base
algorithm. Gradient boosting was chosen over Ada boosting as gradient boosting improves the
base learner by reducing errors created with the first regressor. This is similar to some iterative
schemes used in CFD which are successful in approximating flow fields. And Ada-boosting can
be sensitive to noisy data. When the data is extracted from the simulations, discretization errors
are introduced into the training data. This manifests itself in the form of noise, thus making
gradient boosting more attractive. Once again, the hyperparameters will be optimized with both
grid search and the genetic algorithm. The list of hyperparameter values are shown in Table 3.12.
With gradient boosting, the learning rate of the training algorithm is also controlled. The number
of possible learning rates is limited to alleviate the burden of training time and is expected to still
be extensive enough to capture models with acceptable accuracy.
Table 3.12 List of Hyper Parameters for Gradient Boosting Grid Search
H-Parameter Node list
Learning Rate 0.1, 0.05, 0.01
1,2,3,4,5,6,7,8,10,12,15,18,22,
Number of trees 26,31,38,46,55,66,79,95,114,137,164,197,237,
284,341,410,492,590,708,850,1020,1224,1469,1763
Max depth of trees 1,2,3,4,5,6,7,8,10,12,15,18,22
The genetic algorithm will be deployed with the grad boosting. The bounds of the GA are
congruent with the max and minimum of the list of values in Table 3.12.
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3.2.4.4 Kriging
The fourth surrogate model being considered is the Kriging model developed Krige (1951).
Kriging has the ability to approximate non linear functions well. The response of the flow field is
expected to be non-linear. Kriging has been used for predicted aerodynamic performance charac-
teristics of objects in hypersonic flow and has shown to be able to predict lift and drag well. With
this analysis, lift and drag are wanting to be predicted however, more characteristics are designed
to be predicted as well M.Y.M. Ahmed (2010). Pressure, shear, etc. profiles along the surface of
the part as well as shock and boundary layer structures are desired. Making predictions which are
both spacial and parameter based, require more data points as compared to only parameter based.
I.E. distribution vs. Lift/Drag. With that there are more than 30 million data points extracted
from the 95 simulations. The previous algorithms handle large amounts of data well. Kriging does
not handle large data sets well, as it begins to create artifacts in the response surface. A rule of
thumb being 5-20 samples per free design dimension. For this reason, Kriging will not be used.
3.2.4.5 Radial Basis Function
The final surrogate model considered is the Radial Basis Function (RBF). RBF is a simpler
model compared to Kriging and easier to build. However, RBF is constrained by a similar issue
where very large data sets cause issues with producing an accurate predictor. For this reason, RBF
will not be considered for this study.
3.2.4.6 Comments
The grid searches are not meant to be exhaustive, only to demonstrate the capability of this
method. With more computational resources available one could execute a more extensive search
and potentially achieve greater accuracy.
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3.2.5 Error and Visualization
The accuracy and performance of the predictors for both layer and field predictions will be
compared with the following criteria. Normalized RMSE, confidence intervals, time to train, time
to execute, and cross validation standard deviation. The error calculations are normalized to the
scale of the parameter being predicted. This is done as to compare errors in different locations
of the prediction region and to actual values in the scale of interest. For example, with the layer
edge height prediction can have errors of over 20%, but the true difference may be 1/10000th of a
meter. Due to dividing by a number that is nearly 0. This difference is negligible when compared
to the length of the ramp. 90, 95, and 99 percent confidence intervals will be calculated with this
error. For the intervals the error distributions are assumed to be of a Gaussian distribution. There
error distributions happen to be similar enough to a normal distribution. The following relations
are then used.
± 90% = ±1.645 ∗ σ (3.13)
± 95% = ±1.96 ∗ σ (3.14)
± 99% = ±2.576 ∗ σ (3.15)
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CHAPTER 4. RESULTS
4.1 Introduction
The results will be discussed in a few sections. First data extraction. The focus of this paper is
not on the data generation or extraction, but is pertinent enough to warrant some discussion here.
Second is boundary layer edge, and shock wave prediction. Lastly, flow field predictions.
4.2 Data Generation and Extraction
The data is extracted from region above the plate in a 201 x 200 grid. The shock wave edge
is found at a given x location by marching from the free stream, downwards (in the negative y
direction) until a discontinuity in both density and pressure is found. This height is then saved
as the height of the shock wave. For the boundary layer edge height at a given x location, one
marches upwards in the y direction and looks at when the ratio of free stream total pressure to
local total pressure goes above 0.01. This being 1% of free stream total pressure. In Figures 4.1
- 4.5 the flow parameter ratios at chord wise locations on the ramp are shown for the adiabatic
case with 0 degrees of ramp deflection. There the shock wave and boundary layer edge locations
are displayed with respect to the chord wise slice of the flow. At the first cell which is exactly on
the leading edge, the boundary layer thickness and shock wave height were set to 0. Some of the
heuristics used to extract these heights breakdown with the number of points in the layer available.
This also has the added benefit of an attached shock.
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Figure 4.1 Flow at X = 0.005 with δ = 0
Figure 4.2 Flow at X = 0.25 with δ = 0
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Figure 4.3 Flow at X = 0.50 with δ = 0
Figure 4.4 Flow at X = 0.75 with δ = 0
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Figure 4.5 Flow at X = 1.0 with δ = 0
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Velocity in the boundary layer doesn’t get to 99% of the free stream. The boundary layer edge
is also at where the total pressure ratio goes above 0.01 which is also desired.The shock waves are
shown to be at the discontinuity of density and pressure as desired. Profiles for both ramp angles
of 8 4.6 - 4.10 and 16 degrees 4.11 - 4.15are shown below respectively.
Figure 4.6 Flow at X = 0.005 with δ = 8
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Figure 4.7 Flow at X = 0.25 with δ = 8
Figure 4.8 Flow at X = 0.50 with δ = 8
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Figure 4.9 Flow at X = 0.75 with δ = 8
Figure 4.10 Flow at X = 1.0 with δ = 8
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Figure 4.11 Flow at X = 0.005 with δ = 16
Figure 4.12 Flow at X = 0.25 with δ = 16
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Figure 4.13 Flow at X = 0.50 with δ = 16
Figure 4.14 Flow at X = 0.75 with δ = 16
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Figure 4.15 Flow at X = 1.0 with δ = 16
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One thing to notice is the velocity in the ith direction is the profile at the kink point of the
ramp. When δ = 0 4.3 the velocity changes linearly from the wall in the boundary layer. However
when the ramp angle is increased to the upper end of the simulated range, the velocity profile is
no longer linear, and the portion immediately near the wall is negative 4.13. This suggests there is
a recirculation zone near the ramps kink point and upstream influence is present. Initially, it was
assumed that the flow would have some non-linear effects and this confirms that assumption. This
recirculation zone being non-existent at δ = 0 but developing at higher ramp angles.
This extraction method has some difficulties with the determining the shock and boundary layer
edge heights for the first few steps from the leading edge. With the interaction between the shock
wave and boundary layer so strong here, having a blanket heuristic caused some issues here. An
additional clause had to be applied where the shock wave was required to have a greater or equal
height to the boundary layer edge. This only takes effect for the first few percent of the ramp and
is congruent with what is seen in the simulations.
The result of the layer extraction are shown below in Figures 4.2 - 4.2. The Figures show that
the layers are not smooth. The discontinuities are due to extracting the points from a discrete grid
and from the simulation being discrete itself. When using CFD simulations to generate the data
set, the discontinuities will be present. The errors introduced from this are challenging to fully
quantify. One could extract down to the refinement level that the simulation is solved on to reduce
the magnitude of the discontinuities. This has an effect of greatly increasing the amount data
extracted and if no data is trimmed from this, would immensely increase the training time of the
algorithms. The uniform grid that is used simplifies the problem but has disadvantages posed later.
The discontinuities are still small which for the learning algorithms means only a small amount of
noise is introduced. Noise can cause issues if too large.
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Figure 4.16 Extracted Shockwave and Boundary Layer Edges δ = 0
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Figure 4.17 Extracted Shockwave and Boundary Layer Edges δ = 8
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Figure 4.18 Extracted Shockwave and Boundary Layer Edges δ = 16
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4.3 Layer Prediction
Each algorithm will be discussed in turn then choices, comparisons, and modifications if needed
will be discussed.
4.3.1 Gradient Boosting
First Gradient Boosting is analyzed. After running through the 2440 hyper parameter com-
binations, the following solutions had the lowest error. The results for boundary layer and shock
wave predictions are shown in Tables 4.1 and 4.2.
Table 4.1 10 Best Boosting Hyper Parameters for Boundary Layer Predictions
Best RMSE Training Time (s) Number of trees Depth of Trees Learning Rate
1 0.00324 35.84 1769 8 0.01
2 0.00325 23.73 1469 8 0.01
3 0.00326 13.54 1763 3 0.5
4 0.00326 28.83 1763 7 0.01
5 0.00326 20.29 1224 8 0.01
6 0.00326 18.09 1020 8 0.01
7 0.00327 20.09 1763 5 0.1
8 0.00327 16.98 850 8 0.01
9 0.00328 14.61 708 8 0.01
10 0.00328 11.73 1469 5 0.1
Table 4.2 10 Best Boosting Hyper Parameters for Shockwave Predictions
Best RMSE Training Time (s) Number of trees Depth of Trees Learning Rate
1 0.00275 24.87 1469 4 0.1
2 0.00275 18.31 1224 4 0.1
3 0.00275 24.32 1763 4 0.1
4 0.00276 15.17 850 5 0.1
5 0.00276 11.98 708 5 0.1
6 0.00276 18.51 1020 5 0.1
7 0.00277 23.85 1224 5 0.1
8 0.00277 13.89 1020 4 0.1
9 0.00277 61.76426721 1020 8 0.01
10 0.00277 29.68 1469 5 0.1
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The boundary layer predictions will be in a shade of orange, the shockwave graphs will have
a shade of blue, prediction with both boundary layer and shockwave being made simultaneously
are in green. The tabular data in Tables 4.1 and 4.2 will also be shown in graph form to make
the comparisons more tangible. The error for the boundary layer and shockwave predictions are
in Figure 4.3.1. The error is relatively constant across different architectures. The boundary layer
also proves to be much more challenging to predict with boosting. The Figures 4.2 - 4.2 visually
showcase this.
Figure 4.19 RMSE for Boundary Layer and Shockwave Predictions with Boosting
Looking at the tree architectures for the 10 best trees, the error being similar across these and
the architectures having variance, many local minima appear to exist in the hyperparameter design
space. Using a hyperparameter search algorithm that handles this well would be recommended
for future flow predictions. A more plentiful forest for boundary layer prediction seems to be the
better option where as shock wave predictions require a sparser forest. The depth of the trees for
the shockwave is also less deep than the boundary layer. These are expected to be caused due to
54
the larger variance in the boundary layer data as compared to the shockwave. The boundary layer
predictors require more branches to make accurate predictions.
Figure 4.20 Tree Architecture for Boundary Layer Predictions with Boosting
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Figure 4.21 Tree Architecture for Boundary Layer Predictions with Boosting
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In Figures 4.3.1 - 4.3.1 shows the training time and the learning rate. The boundary layer
predictor and shockwave predictors are reasonably similar in training time with most being under
30 seconds per predictor. The shockwave predictor has the same learning rate for all but one of
the 10 best models. This suggests that an optimal learning rate is important to getting the best
performance out of the gradient boosting models. The boundary layer predict has 7 out 10 with
the same learning rate.
Figure 4.22 Training Time and Learning Rate for Boundary Layer Predictions with Boosting
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Figure 4.23 Training Time and Learning Rate for Boundary Layer Predictions with Boosting
Along with the search algorithm, the genetic algorithm was applied to finding the best hyper-
parameters. Due to a limit of computational resources, the Genetic Algorithm, was run in serial,
and proved to be significantly slower and exploration proved to be much to weak as compared to
the exploitation. This may be due to not accepting worse offspring. The GA’s hyperparameters
were manually changed a few times with similar results. More due to the time, but also the GA’s
performance, the GA was abandoned for gradient boosting hyperparameter optimization.
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In the Figures 4.3.1 - 4.3.1, the layer predictions with the boosting models. The Figures shown
are for the adiabatic case. The x and y axes are purposely not on the same scale as to better show
the differences between the true location and the predicted location. In these Figures it can be
challenging to tell the differences as the predictions are close to the actual layers. In another effort
to help distinguish the layers the colors have been changed for the predictions from the standard
used here. If one inspects carefully, the differences can be found. The boosting models have been
able to mimic the discretization errors that where introduced when extracting pertinent data. This
is the reason the error is so low. The algorithm also does well with handling the non-linearities at
the trailing edge due to high ramp angle and the high curvature at the leading edge.
Figure 4.24 Layer Predictions with Boosting Models δ = 0
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Figure 4.25 Layer Predictions with Boosting Models δ = 8
60
Figure 4.26 Layer Predictions with Boosting Models δ = 16
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The results of the cross validation are shown in the following Tables. First is the average error
and standard deviation 4.3. The standard deviation is small for the shock wave at about 1%. The
boundary layer is about 4%. This suggests that the gradient boosting algorithm for this dataset
is robust. The average confidence intervals are in Table 4.4. The values are the bounds with the
normalized percent error. The 99% confidence intervals are less than a normalized percent error of
about 0.9%. For this model one can assume less than 1% error for predictions.
Table 4.3 Gradient Boosting Cross Validation Results
Layer RMSE σ
Shockwave 0.002852 4.69e-5
Boundary Layer 0.003313 0.000135
Table 4.4 Gradient Boosting Cross Validation Results Confidence Intervals
Layer Interval Negative Positive
Boundary Layer 90 -0.543553257 0.545964794
Boundary Layer 95 -0.647868815 0.650280352
Boundary Layer 99 -0.851863684 0.854275221
Shockwave 90 -0.466640225 0.470725394
Shockwave 95 -0.556387997 0.560473166
Shockwave 99 -0.731894751 0.73597992
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4.3.2 Neural Network
Table 4.5 Best Neural Network Hyper Parameters for Boundary Layer Predictions
Hidden Layers Layer Structure Activation Function Training Time (s) RMSE
1 3-44-1 ReLU 11.790 0.00711
1 3-16-1 Sigmoid 7.674 0.04410
1 3-4-1 tanh 15.582 0.01551
2 3-36-33-1 ReLU 12.218 0.00466
2 3-44-6-1 Sigmoid 23.538 0.01075
2 3-6-6-1 tanh 14.610 0.00809
3 3-10-44-28-1 ReLU 40.417 0.00480
3 3-16-4-10-1 Sigmoid 73.547 0.00988
3 3-16-16-6-1 tanh 58.181 0.00777
4 3-36-36-22-44-1 ReLU 466.0508 0.00465
4 3-44-10-44-22-1 Sigmoid 894.731 0.00954
4 3-44-44-10-10-1 tanh 821.970 0.00564
Table 4.6 Best Neural Network Hyper Parameters for Shockwave Predictions
Hidden Layers Layer Structure Activation Function Training Time (s) RMSE
1 3-44-1 ReLU 6.658712387 0.007048583
1 3-10-1 Sigmoid 6.860748291 0.015130103
1 3-36-1 tanh 6.904701233 0.01025552
2 3-44-16-1 ReLU 12.62140679 0.006145506
2 3-44-6-1 Sigmoid 16.98006749 0.011239662
2 3-16-6-1 tanh 11.1889348 0.009056663
3 3-44-28-28-1 ReLU 140.8462977 0.005534346
3 3-44-4-10-1 Sigmoid 162.1857066 0.007842556
3 3-28-44-16-1 tanh 86.15774393 0.006797423
4 3-36-44-16-44-1 ReLU 555.1647644 0.005066128
4 3-36-10-16-22-1 Sigmoid 526.8632641 0.007622423
4 3-22-28-44-22-1 tanh 197.7295659 0.007600778
Secondly, the feed forward fully connected neural network’s (FNN) performance is analyzed.
First the effect of the activation function on the networks performance. The boundary layer edge
was predicted solo first. The number of hidden layers is increased and the RMSE error for the most
accurate network for each depth of architecture is shown 4.3.2. The ReLU activation function is the
clear winner in all cases except for the hyperbolic tangent function at the deepest architecture comes
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Table 4.7 Best Neural Network Hyper Parameters for Combined Predictions
Hidden Layers Layer Structure Activation Function Training Time (s) RMSE
1 3-36-2 ReLU 6.797518015 0.007488559
1 3-22-2 Sigmoid 8.071880341 0.028496416
1 3-16-2 tanh 11.76901913 0.011984227
2 3-28-36-2 ReLU 13.54015636 0.00599015
2 3-36-10-2 Sigmoid 21.14875078 0.010587803
2 3-36-36-2 tanh 18.37366748 0.009315699
3 3-36-44-44-2 ReLU 138.6886952 0.004927761
3 3-36-10-4-2 Sigmoid 152.7883673 0.008758086
3 3-28-44-44-2 tanh 88.01182175 0.008606295
4 3-36-36-10-44-2 ReLU 488.8575876 0.004814014
4 3-22-22-16-10-2 Sigmoid 327.0605087 0.008190205
4 3-22-10-28-10-2 tanh 215.9003427 0.00750044
in a close second. For the Boundary layer prediction there are diminishing returns on making the
network deeper and deeper. The error for the shock is shown in Figure 4.3.2. The ReLU activation
function is the clear winner again. Here the error is decreasing with deeper networks with less of an
emphasis on diminishing returns all though still present. It should be noted that with the hyperbolic
tangent function, there is a point were there becomes too many free parameters in the network and
it begins losing accuracy. Predicting both boundary layer and shockwave simultaneously is shown
in Figure 4.3.2. Here the diminishing returns become present again and ReLU being the activation
function of choice.
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Figure 4.27 Neural Network Boundary Layer Prediction Error
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Figure 4.28 Neural Network Shockwave Prediction Error
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Figure 4.29 Neural Network Combined Prediction Error
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The training time for boundary layer predictions are shown in Figure 4.3.2. Time to train the
network increases exponentially when depth of the network is increased. Thus the small perfor-
mance gain between 3 and 4 hidden layers is minimal with it taking about an order of magnitude
more time to train. The ReLU activation function is faster for all cases but the first. Not only is
it more accurate but it is faster for the boundary layer predictions. Training time for shockwave
predictions are in Figure 4.3.2. The same trend where the training time increases exponentially
appears. The training time is slightly less than the boundary layer but still significant. Here the
ReLU function is the fastest as it was with the boundary layer but due to its increased accuracy
over the others and similar training times it is still the best for shockwave prediction. For the
combined prediction, the same trends appear. Training time rises exponentially with the depth
of the architecture. ReLU is more expensive to use but with its improved accuracy it is desired
activation function. The genetic algorithm was deployed for the neural network as well, however
due to the long function evaluations of the deeper networks the GA’s run time became weeks and
thus was abandoned.
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Figure 4.30 Neural Network Boundary Layer Prediction Time
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Figure 4.31 Neural Network Shockwave Prediction Time
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Figure 4.32 Neural Network Combined Prediction Time
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With ReLU chosen as the ideal activation function, predicting each parameter individually and
simultaneously is compared. The error is shown in Figure 4.3.2. The accuracy of the combined
is in between the accuracies for predicting the layers separately. The error is not changed much
with the compound predictor. The time for prediction is also similar 4.3.2. The multi-predictor
has little effect on the training time. Because the accuracy is similar to the individual cases and
training time is consistent throughout, the combined predictor is the best option. Too predict each
layer individually you have to train two networks were when predicting both simultaneously only
one needs be trained. Thus it can be trained in half the time.
Figure 4.33 Neural Network Prediction Error with ReLU Activation
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Figure 4.34 Neural Network Prediction Training Time with ReLU Activation
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The results for the architectures with 1, 2, and 3 hidden layers are shown in the following
Figures. The architecture with 4 hidden layers isn’t shown as it is incredibly similar to 3 hidden
layers. Figures 4.3.2 - 4.3.2 show the networks with 1 hidden layer. The y axis and x-axis are not
on the same scale as the scale used gives a better look at the differences. 1 hidden layer does a poor
job of approximating the layer location’s. It begins to show non-linear effects but still is lacking
in the curvature. The normalization of the percent errors was implemented due to the issues with
the predictions shown in Figure 4.3.2. For example the boundary layer at the leading edge has
astronomical error, and the error at the trailing edge is only large. Despite the distance between
the prediction and the actual at the leading edge being smaller than the trailing edge, its percent
error is much worse. This tells a misleading story, and thus the error was normalized.
Figure 4.35 Neural Network Layer Prediction with 1 Hidden Layer δ = 0
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Figure 4.36 Neural Network Layer Prediction with 1 Hidden Layer δ = 8
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Figure 4.37 Neural Network Layer Prediction with 1 Hidden Layer δ = 16
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With a second hidden layer, the layers are predicted with much greater accuracy. The non-linear
effects of the layers are captured to a higher degree of accuracy. However it has a issue with some
of the more subtle layer location changes. For example, in Figure 4.3.2, the shockwave prediction
at about 0.1, the predictor struggles with curvature. It also has troubles with the boundary layer
right at the leading edge.
Figure 4.38 Neural Network Layer Prediction with 2 Hidden Layer δ = 0
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Figure 4.39 Neural Network Layer Prediction with 2 Hidden Layer δ = 8
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Figure 4.40 Neural Network Layer Prediction with 2 Hidden Layer δ = 16
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With 3 hidden layers those more subtle curvature changes are better captured. The neural
network is showing that when it is predicting the layers, it is predicting a smooth layer instead
of the discretized representation. This may prove advantageous. However this method does have
some challenges with prediction of the first few point near the leading edge. And can have troubles
with the trailing edge at angles above 16 degrees. Going to 4 hidden layers keeps the trend of
capturing slightly more curvature in the layers.
Figure 4.41 Neural Network Layer Prediction with 3 Hidden Layer δ = 0
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Figure 4.42 Neural Network Layer Prediction with 3 Hidden Layer δ = 8
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Figure 4.43 Neural Network Layer Prediction with 3 Hidden Layer δ = 16
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The results of the cross validation are shown in the following Tables. First is the average error
and standard deviation 4.8. The standard deviation is large for the shock wave suggesting at about
14%. The boundary layer is about 4%. This suggests that the neural network is somewhat sensitive
to training data. The average confidence intervals are in Table 4.9. The values are the bounds with
the normalized percent error. The confidence intervals are show that the predictions for the neural
network have a bias that under predicts the height of the layers. The 99% confidence intervals are
have a max normalized percent error of about 2%. This is low but not as small as the others.
Table 4.8 Neural Network Cross Validation Results
Layer RMSE σ
Shockwave 0.005773 0.000812
Boundary Layer 0.005412 0.000207
Table 4.9 Neural Network Cross Validation Results Confidence Intervals
Layer Interval Negative Positive
Boundary Layer 90 -1.52824709 0.377454071
Boundary Layer 95 -1.710892877 0.556957769
Boundary Layer 99 -2.068066861 0.894891142
Shockwave 90 -1.650027823 0.321572673
Shockwave 95 -1.839982657 0.504999305
Shockwave 99 -2.211449886 0.855335321
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4.3.3 Random Forest
Lastly the Random Forest algorithm is used for layer prediction. Over the 812 unique archi-
tectures, the 10 best models are listed in the following Tables. First in Table 4.10 the 10 best
boundary layer model predictor models are tabulated. The 10 best for Shock wave predictions are
in Table 4.11 and for combined predictions 4.12.
Table 4.10 10 Best Random Forest Models’ Hyper Parameters for Boundary Layer Predictions
Model Number RMSE Training Time (s) Number of Trees Max Depth
1 0.003405791 13.93834543 590 15
2 0.003406169 71.4987278 1763 15
3 0.003408362 33.78836298 850 15
4 0.003408641 41.65114951 1469 15
5 0.003408669 37.75816679 1224 15
6 0.003408691 29.87650967 708 15
7 0.003409547 10.44617367 492 15
8 0.003409609 6.484585047 341 15
9 0.003410224 26.65567446 1020 15
10 0.003412058 61.15032911 1763 18
Table 4.11 10 Best Random Forest Models’ Hyper Parameters for Shockwave Predictions
Model Number RMSE Training Time (s) Number of Trees Max Depth
1 0.003473008 57.70771265 1763 12
2 0.003473013 21.51058793 1020 12
3 0.003475132 42.42652893 1469 12
4 0.003475569 16.03874922 850 12
5 0.003475625 27.45516396 1224 12
6 0.003476479 13.15641141 708 12
7 0.0034806 7.862447023 492 12
8 0.00348115 9.907285929 590 12
9 0.003484933 6.489246845 410 12
10 0.003491508 5.204998493 341 12
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Table 4.12 10 Best Random Forest Models’ Hyper Parameters for Combined Predictions
Model Number RMSE Training Time (s) Number of Trees Max Depth
1 516 0.003510569 3.41403079 164 15
2 494 0.003518866 2.835363388 137 15
3 538 0.003520406 4.891176939 197 15
4 692 0.003521788 17.07714987 708 15
5 518 0.003522121 3.638901234 164 22
6 519 0.003522121 3.582933426 164 26
7 520 0.003522121 3.605918169 164 31
8 521 0.003522121 3.550950289 164 38
9 522 0.003522121 3.642897367 164 46
10 523 0.003522121 3.57094264 164 55
85
The error for the first 10 models are shown in Figure 4.3.3. The error is similar across the 10
best models. The training time is shown in Figure 4.3.3. The training time is tied to the number
of trees as the max depth of trees is constant across the 10 best models save the 10th model. The
uniform max depth of trees across the best performers suggests that there is a strong minima. The
10 best architectures are in Figure 4.3.3.
Figure 4.44 10 Best Random Forest Models’ Error for Boundary Layer Prediction
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Figure 4.45 10 Best Random Forest Models’ Training Times for Boundary Layer Prediction
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Figure 4.46 10 Best Random Forest Models’ Architecture for Boundary Layer Prediction
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Next the shock wave prediction results are shown in Figures 4.3.3-4.3.3. Once again the error
is relatively similar across 10 best models. The training time for the shockwave is mostly under
30 seconds. With a small degradation in error the training time is decreased. Each of the 10 best
models all had the same max depth of trees. This further supports the idea that there is a strong
minima and having the correct depth of trees is crucial to having an accurate random forest model
for this data set.
Figure 4.47 10 Best Random Forest Models’ Error for Shockwave Prediction
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Figure 4.48 10 Best Random Forest Models’ Training Times for Shockwave Prediction
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Figure 4.49 10 Best Random Forest Models’ Architecture for Shockwave Prediction
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Now the combined predictor is shown in Figures ?? - 4.3.3. Error is once again similiar across
the top ten models. The training time for these models are very short which is ideal. For the
combined predictor, the number of trees ended up being 164 for 7 out of 10 of the best models.
Thus there must be a strong minima in the hyper parameter design space.
Figure 4.50 10 Best Random Forest Models’ Error for Combined Prediction
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Figure 4.51 10 Best Random Forest Models’ Training Times for Combined Prediction
Figure 4.52 10 Best Random Forest Models’ Architecture for Combined Prediction
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Comparing the models, the errors of all three models are in Figure 4.3.3. The errors here are
dissected to give a more detailed look at the combined models as compared to the solo models.
The shockwave prediction with the combined predictor is better than the solo predictor, but the
boundary layer prediction becomes significantly worse. Looking at the training time 4.3.3, the
training time is significantly faster than rest. With that being said, similar times were needed to
complete the entire hyperparameter grid search. This is due to the combined architectures have
small forests compared to the solo options.
Figure 4.53 10 Best Random Forest Models’ Error
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Figure 4.54 10 Best Random Forest Models’ Training Time
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Visualizing the predictions of the random forest algorithm 4.3.3 - 4.3.3, have the layer predictions
and the layer locations for the adiabatic case. The predictions are quite close by visual inspection.
One must look closely to see the deviations. The discontinuities are captured within the predictors.
Figure 4.55 Random Forest Predictions for an Adiabatic Ramp at δ = 0
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Figure 4.56 Random Forest Predictions for an Adiabatic Ramp at δ = 8
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Figure 4.57 Random Forest Predictions for an Adiabatic Ramp at δ = 0
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The results of the cross validation are shown in the following Tables. First is the average error
and standard deviation 4.13. The standard deviation is small for the shock wave suggesting it is a
robost predictor. The standard deviation is about 4% for the boundary which is still small. Once
again the boundary layer predictor is more challenging to predict. The average confidence intervals
are in Table 4.14. The values are the bounds with the normalized percent error. The average 99%
confidence interval is less than 1% for both predictions. This is acceptable.
Table 4.13 Random Forest Cross Validation Results
Layer RMSE σ
Shockwave 0.003355 8.464e-5
Boundary Layer 0.003553 0.000128
Table 4.14 Random Forest Cross Validation Results Confidence Intervals
Layer Interval Negative Positive
Boundary Layer 90 -0.626719029 0.53141309
Boundary Layer 95 -0.737604019 0.642298081
Boundary Layer 99 -0.954445777 0.859139839
Shockwave 90 -0.582089883 0.515337255
Shockwave 95 -0.687162694 0.620410066
Shockwave 99 -0.892638413 0.825885785
The genetic algorithm was used here as well, however the solution settled into a local minima
and wouldn’t search out of that area. And the GA took much more time to run. Due to the GA
handling poorly with all three algorithms, the GA was abandoned completely.
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4.3.4 Comparison
Now comparing the three algorithms, the neural network with 3 hidden layers and the ReLU
activation function will be used to compare to the Gradient Boosting and Random Forest Algo-
rithms. Figure 4.3.4 has the error for the top ten predictors for each algorithm. The errors here are
the average errors between layers for simplification. Gradient boosting is the best performer with
respect to error. Both gradient boosting and random forest are both significantly better than the
neural network predictor. The training time is shown in Figure 4.3.4. The random forest algorithm
is in most cases an order of magnitude better than gradient boost and two orders of magnitude
better than neural networks with respect to training time. The training time for gradient boosting
is for 1 predictor. Unlike the other predictor, GB needs two predictors to predict both layers, where
the others only need one. Thus the true training time would be double what is shown here. Neural
networks have the most hyper parameters to tune, and random forest has the least. To achieve
the same specific density of hyperparameters in the NN and GB as compared to RF in the grid
search, a significantly larger number of unique architectures need be run. Thus training time will
be significantly longer. Looking at the prediction execution time 4.3.4, random forest is the fastest
at run time. Predictions of the layers were preformed 10 times and these are the execution times
for this. Neural networks end up being the slowest with the small exceptions. This execution time
is quite small. This is advantageous for optimal design as the short function evaluation time allows
more design variables to be considered. The error for random forest is near boosting and with
visual inspection, it is challenging to see the difference between the random forest and gradient
boosting predictions. Thus the random forest is the ideal algorithm for layer predictions.
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Figure 4.58 10 Best Predictors for Layer Prediction Error
Figure 4.59 10 Best Predictors for Layer Prediction Training Time
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Figure 4.60 Predictors for Layer Prediction Execution Time
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4.3.4.1 Cross Validation
10 fold cross validation was executed using the best architecture for each algorithm. The average
error for each is shown in Figure 4.3.4.1. The standard deviation of the 10 trails are shown in Figure
4.3.4.1. Gradient boosting has the smallest standard deviation suggesting it is the least sensitive
to training data composition. Random forest is a close second. The neural network is significantly
more sensitive to how the data is split. This is not ideal as extracting a few extra percent of
accuracy may add more computational cost as compared to the other algorithms.
Table 4.15 Cross Validation Results Average Error
Layer Gradient Boosting Neural Network Random Forest
Boundary Layer 0.003312 0.006212 0.0035021
Shockwave 0.002852 0.005902 0.003382
Table 4.16 Cross Validation Results Standard Deviation
Layer Gradient Boosting Neural Network Random Forest
Boundary Layer 0.0001352 0.0012816 0.0001546
Shockwave 0.00004687 0.0010335 0.0000604
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Figure 4.61 Cross Validation Error
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Figure 4.62 Cross Validation Standard Deviation
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There is one caveat to the best predictors. By visual inspection, the neural network has a
smooth prediction where as random forest and boosting have more discrete predictions. When
taking a derivative of the prediction a smooth prediction may be advantageous. Figures 4.3.4.1
- 4.3.4.1 shown the second order accurate central difference derivative of the layers. The neural
networks derivative is much smoother, where as the other are very chaotic. The random forest and
boosting are closer to the extracted data, however the neural networks may be closer to reality. It
may help smooth out discretization errors added in during extraction. If smooth derivatives are
needed for the layers, the neural network is thus a better option, unless an alternative extraction
method can help mitigate these errors. However in this prediction, the layer prediction is used to
add features to the field prediction with the field prediction being the end goal. Thus the non-
smooth derivatives are acceptable for this prediction and random forest is the ideal choice for layer
prediction.
Figure 4.63 Derivatives of Predicted Layers with Gradient Boosting
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Figure 4.64 Derivatives of Predicted Layers with Neural Network
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Figure 4.65 Derivatives of Predicted Layers with Random Forest
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4.4 Field Predictions
With the layer edges predicted, all of the features being used for field predictions are now
known. Each algorithm will be discussed in turn along with comparisons, potential modifications
and choices.
4.4.1 Gradient Boosting
First the gradient boosting results are presented. The error is shown in Figure 4.4.1. Here
pressure is the easiest to predict. Density, total pressure, and velocity in the vertical direction
being the most challenging. In Figure 4.4.1, the training time for the best predictor for each flow
parameter is shown. The time here is in hours instead of seconds, due to the long training time.
The fastest best model has a training time of over an hour and the slowest best model is over
20 hours. In the grid search there are models that required over 30 hours to train. This is and
incredible amount of time to train and having to look at hundreds or thousands of hyper parameter
combinations, thus takes excessive amounts of time. For this reason, boosting will no longer be
considered.
Table 4.17 Gradient Boosting Field Prediction Error
Flow Parameter Error
Pressure 0.007283
Total Pressure 0.01369
Density 0.015477
Dynamic Viscosity 0.011011
Mach 0.012212
Temperature 0.011553
Total Temperature 0.008885
V elocityi 0.009718
V elocityj 0.01368
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Table 4.18 Gradient Boosting Field Prediction Training Time
Flow Parameter Training Time (h)
Pressure 10.98166
Total Pressure 6.27619
Density 1.928509
Dynamic Viscosity 4.67768
Mach 20.95069
Temperature 4.00886
Total Temperature 1.2046
V elocityi 5.20086
V elocityj 4.28614
Figure 4.66 Derivatives of Predicted Layers with Random Forest
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Figure 4.67 Training Time for Best Boosting Predictors
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4.4.2 Neural Network
Because the ReLU activation function worked better than the other two options for the layer
prediction, it is going to be the only activation function used here. The flow parameters are also
predicted with one network. The error was similar to predicting the parameters individually and
would reduce hyper parameter optimization time by approximately an order of magnitude. The
error of the best neural networks for each number of hidden neural networks is tabulated in Table
4.19 and displayed in Figure 4.4.2. Adding more hidden layers increases accuracy until 4 hidden
layers. At this depth only about half of the flow parameters have increased accuracy. Here the
flow parameters that are hard to predict are improved but the parameters that are more easily
predicted become worse. 5 hidden layers is worse than 3 hidden layers in categories, suggesting
there is a minima. Increasing the number of hidden layers further may have too many internal
parameters to tune to yield more accuracy. Alternatively, this may have only been a function of
being restricted on the number of hyperparameter combinations executed due to limitations in
computational resources.
Table 4.19 Neural Network Field Prediction Error
Flow Parameter 1 Hidden Layer 2 Hidden Layers 3 Hidden Layers 4 Hidden Layers 5 Hidden Layers
Pressure 0.0193 0.0134 0.0098 0.0097 0.0122
Total Pressure 0.0286 0.0169 0.0149 0.014 0.0149
Density 0.025 0.0129 0.0115 0.0095 0.011
Dynamic Viscosity 0.0223 0.01 0.0067 0.0079 0.008
Mach Number 0.0221 0.0127 0.0103 0.0094 0.0113
Temperature 0.0244 0.0103 0.0067 0.0088 0.0085
Total Temperature 0.0207 0.0075 0.0057 0.0077 0.0069
Velocity I 0.0136 0.01 0.0069 0.0071 0.009
Velocity J 0.0322 0.0177 0.016 0.0136 0.0168
Due to the flow parameter being predicting in unison, the training time for each flow parameter
is the same. The results are tabulated in Table 4.20 and displayed in Figure 4.4.2. The training time
follows a similar trend to the layer prediction. The time increases exponentially with increasing
number of hidden layers. The training time becomes very long for some of theses networks. The
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Figure 4.68 Neural Network Field Prediction Error
shear amount of data used here causes training to take a large amount of time. At the deeper
networks, the number of epochs executed, before early stopping criterion is met, is increased as
well. For 5 hidden layers about 45 minutes is required to train one network.
Table 4.20 Neural Network Field Prediction Error
Number of Hidden Layers Training Time (s)
1 120.906
2 256.6512
3 680.914
4 1823.915
5 2869.217
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Figure 4.69 Neural Network Field Prediction Error
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The difficult areas to predict are shown in the following Figures 4.4.2 - 4.4.2. Angles 0,8, and
16 are shown for the adiabatic case for each flow parameter. The color changes are limited from
0% to 10% for the absolute error and to +− 10% for error. If the colorbar shown goes above this
the color is grouped in as +-10% normalized error. The results of the 3 hidden layers architecture
is shown. First pressure is shown. Areas with large gradients are the most challenging to predict.
The shockwave and leading edge is challenging to predict. The pressure is underpredicted at the
shockwave, and over predicted near the leading edge
Figure 4.70 Neural Network Field Prediction Pressure δ = 0
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Figure 4.71 Neural Network Field Prediction Pressure δ = 8
Figure 4.72 Neural Network Field Prediction Pressure δ = 16
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Figure 4.73 Neural Network Field Prediction Pressure δ = 0
Figure 4.74 Neural Network Field Prediction Pressure δ = 8
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Figure 4.75 Neural Network Field Prediction Pressure δ = 16
118
Total pressure is shown in Figures 4.4.2 - 4.4.2. Total pressure also is hardest to predict at the
shockwave, but at higher ramp angles has troubles in the inviscid layer. Here total pressure is over
predicted in the shockwave.
Figure 4.76 Neural Network Field Prediction Total Pressure δ = 0
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Figure 4.77 Neural Network Field Prediction Total Pressure δ = 8
Figure 4.78 Neural Network Field Prediction Total Pressure δ = 16
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Figure 4.79 Neural Network Field Prediction Total Pressure δ = 0
Figure 4.80 Neural Network Field Prediction Total Pressure δ = 8
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Figure 4.81 Neural Network Field Prediction Total Pressure δ = 16
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Density predictions are shown in Figures 4.4.2 - 4.4.2. Density is challenging to predict at the
shockwave. It is underpredicted at the shockwave and over predicted at the leading edge. At high
ramp angles, the inviscid layer near the boundary layer edge can be over predicted.
Figure 4.82 Neural Network Field Prediction Density δ = 0
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Figure 4.83 Neural Network Field Prediction Density δ = 8
Figure 4.84 Neural Network Field Prediction Density δ = 16
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Figure 4.85 Neural Network Field Prediction Density δ = 0
Figure 4.86 Neural Network Field Prediction Density δ = 8
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Figure 4.87 Neural Network Field Prediction Density δ = 16
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Dynamic Viscosity predictions are shown in Figures 4.4.2 - 4.4.2. This is harder to predict at
the boundary layer edge and near the boundary layer edge. The prediction error is increased at
larger ramp angles. Dynamic viscosity is under predicted at and near the boundary layer edge and
over predicted at the leading edge.
Figure 4.88 Neural Network Field Prediction Dynamic Viscosity δ = 0
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Figure 4.89 Neural Network Field Prediction Dynamic Viscosity δ = 8
Figure 4.90 Neural Network Field Prediction Dynamic Viscosity δ = 16
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Figure 4.91 Neural Network Field Prediction Dynamic Viscosity δ = 0
Figure 4.92 Neural Network Field Prediction Dynamic Viscosity δ = 8
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Figure 4.93 Neural Network Field Prediction Dynamic Viscosity δ = 16
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Mach predictions are shown in Figures 4.4.2 - 4.4.2. Mach number is challenging to predict at
the shockwave and near the boundary layer edge at higher ramp angles. Mach is overpredicted at
the shockwave and at the boundary layer edge.
Figure 4.94 Neural Network Field Prediction Mach δ = 0
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Figure 4.95 Neural Network Field Prediction Mach δ = 8
Figure 4.96 Neural Network Field Prediction Mach δ = 16
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Figure 4.97 Neural Network Field Prediction Mach δ = 0
Figure 4.98 Neural Network Field Prediction Mach δ = 8
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Figure 4.99 Neural Network Field Prediction Mach δ = 16
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Temperature predictions are shown in Figures 4.4.2 - 4.4.2. Temperature is harder to predict
in the viscous layer and at the leading edge. The errors grow as the ramp angle increases. Near
the ramp wall and at the leading edge temperature is overpredicted and near the boundary layer
edge, it is underpredicted.
Figure 4.100 Neural Network Field Prediction Temperature δ = 0
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Figure 4.101 Neural Network Field Prediction Temperature δ = 8
Figure 4.102 Neural Network Field Prediction Temperature δ = 16
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Figure 4.103 Neural Network Field Prediction Temperature δ = 0
Figure 4.104 Neural Network Field Prediction Temperature δ = 8
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Figure 4.105 Neural Network Field Prediction Temperature δ = 16
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Total Temperature predictions are shown in Figures 4.4.2 - 4.4.2. Total temperature is hardest
to predict in the viscous layer with it being overpredicted near the wall and underpredicted near
the boundary layer edge.
Figure 4.106 Neural Network Field Prediction Total Temperature δ = 0
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Figure 4.107 Neural Network Field Prediction Total Temperature δ = 8
Figure 4.108 Neural Network Field Prediction Total Temperature δ = 16
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Figure 4.109 Neural Network Field Prediction Total Temperature δ = 0
Figure 4.110 Neural Network Field Prediction Total Temperature δ = 8
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Figure 4.111 Neural Network Field Prediction Total Temperature δ = 16
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Velocity in the x direction predictions are shown in Figures 4.4.2 - 4.4.2. This is hardest to
predict at the leading edge and in the viscous layer. And the errors are amplified at high ramp
angles. The velocity is over predicted near the boundary layer edge and near the wall.
Figure 4.112 Neural Network Field Prediction V elocityi δ = 0
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Figure 4.113 Neural Network Field Prediction V elocityi δ = 8
Figure 4.114 Neural Network Field Prediction V elocityi δ = 16
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Figure 4.115 Neural Network Field Prediction V elocityi δ = 0
Figure 4.116 Neural Network Field Prediction V elocityi δ = 8
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Figure 4.117 Neural Network Field Prediction V elocityi δ = 16
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Velocity in the y direction predictions are shown in Figures 4.4.2 - 4.4.2. This is hardest to
predict at the shockwave. The velocity is underpredicted at the shockwave but is over predicted at
the leading edge.
Figure 4.118 Neural Network Field Prediction V elocityj δ = 0
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Figure 4.119 Neural Network Field Prediction V elocityj δ = 8
Figure 4.120 Neural Network Field Prediction V elocityj δ = 16
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Figure 4.121 Neural Network Field Prediction V elocityj δ = 0
Figure 4.122 Neural Network Field Prediction V elocityj δ = 8
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Figure 4.123 Neural Network Field Prediction V elocityj δ = 16
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Pressure, total pressure, and Mach number all over and underpredicted similar regions in the
same directions. These appear to be linked in the networks architecture. Velocity in the vertical
direction and density also appear to be linked. They have similar prediction trends and regions.
Total temperature and velocity in the horizontal direction are connected with similar prediction
habits. Finally, temperature and dynamic viscosity are linked together. This makes sense as
dynamic viscosity was set to be calculated with Sutherland’s law. When the boundary layer and
shock wave were pressed together via the ramp, it was consistently harder to predict the flow.
One of the goals of this methodology is to predict more complex flow features with an emphasis
of derivative based flow features near and at the wall. In Figures 4.4.2 through 4.4.2, the surface
predictions with the neural network are shown. The surface values being predicted are for all except
pressure, total pressure, and density are constant and controlled within the simulation. The lower
ramp angles are predicted better than higher angles. The pressure predictions are worst about the
10% chord location and by visual inspection are close everywhere else. With total pressure the,
prediction can not generate a small enough number to be accurate. Density also has a tendency to
be over predicted. For the remainder of the surface predictions, the network struggles. These are
constant due to the boundary conditions, and with the used architecture has the inputs constantly
changing. Architectures with different features may be useful in the future. These graphs are
non-dimensionalized with the viscous layer scheme in Khorammi Khorrami (1991).
151
Figure 4.124 Neural Network Surface Pressure Distribution
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Figure 4.125 Neural Network Surface Total Pressure Distribution
153
Figure 4.126 Neural Network Surface Density Distribution
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Figure 4.127 Neural Network Surface Dynamic Viscosity Distribution
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Figure 4.128 Neural Network Surface Mach Distribution
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Figure 4.129 Neural Network Surface Temperature Distribution
157
Figure 4.130 Neural Network Surface Total Temperature Distribution
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Figure 4.131 Neural Network Surface Velocity in the X Direction Distribution
159
Figure 4.132 Neural Network Surface Velocity in the Y Direction Distribution
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One of the goals of this method is to be able to use a predicted grid to calculate derivatives so
that more complicated flow features can be found. With the predicted grid, below are the absolute
value of the x and y derivatives along the surface of the ramp. The absolute value is used to make
the graphs more readable. The adiabatic case is shown with ramp angles of 0, 8, and 16. These are
non-dimensionalized with the Khorrami viscous scheme. The neural network struggles to calculate
derivatives and this is shown in Figures 4.4.2 - ??.
Figure 4.133 Neural Network | δPδx | with δ = 0 Along the Surface
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Figure 4.134 Neural Network | δPδx | with δ = 8 Along the Surface
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Figure 4.135 Neural Network | δPδx | with δ = 16 Along the Surface
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Figure 4.136 Neural Network | δPδy | with δ = 0 Along the Surface
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Figure 4.137 Neural Network | δPδy | with δ = 8 Along the Surface
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Figure 4.138 Neural Network | δPδy | with δ = 16 Along the Surface
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Figure 4.139 Neural Network | δPtδx | with δ = 0 Along the Surface
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Figure 4.140 Neural Network | δPtδx | with δ = 8 Along the Surface
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Figure 4.141 Neural Network | δPtδx | with δ = 16 Along the Surface
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Figure 4.142 Neural Network | δPtδy | with δ = 0 Along the Surface
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Figure 4.143 Neural Network | δPtδy | with δ = 8 Along the Surface
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Figure 4.144 Neural Network | δPtδy | with δ = 16 Along the Surface
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Figure 4.145 Neural Network | δρδx | with δ = 0 Along the Surface
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Figure 4.146 Neural Network | δρδx | with δ = 8 Along the Surface
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Figure 4.147 Neural Network | δρδx | with δ = 16 Along the Surface
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Figure 4.148 Neural Network | δρδy | with δ = 0 Along the Surface
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Figure 4.149 Neural Network | δρδy | with δ = 8 Along the Surface
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Figure 4.150 Neural Network | δρδy | with δ = 16 Along the Surface
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Figure 4.151 Neural Network | δµδx | with δ = 0 Along the Surface
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Figure 4.152 Neural Network | δµδx | with δ = 8 Along the Surface
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Figure 4.153 Neural Network | δµδx | with δ = 16 Along the Surface
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Figure 4.154 Neural Network | δµδy | with δ = 0 Along the Surface
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Figure 4.155 Neural Network | δµδy | with δ = 8 Along the Surface
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Figure 4.156 Neural Network | δµδy | with δ = 16 Along the Surface
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Figure 4.157 Neural Network | δMachδx | with δ = 0 Along the Surface
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Figure 4.158 Neural Network | δMachδx | with δ = 8 Along the Surface
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Figure 4.159 Neural Network | δMachδx | with δ = 16 Along the Surface
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Figure 4.160 Neural Network | δMachδy | with δ = 0 Along the Surface
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Figure 4.161 Neural Network | δMachδy | with δ = 8 Along the Surface
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Figure 4.162 Neural Network | δMachδy | with δ = 16 Along the Surface
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Figure 4.163 Neural Network | δTδx | with δ = 0 Along the Surface
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Figure 4.164 Neural Network | δTδx | with δ = 8 Along the Surface
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Figure 4.165 Neural Network | δTδx | with δ = 16 Along the Surface
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Figure 4.166 Neural Network | δTδy | with δ = 0 Along the Surface
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Figure 4.167 Neural Network | δTδy | with δ = 8 Along the Surface
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Figure 4.168 Neural Network | δTδy | with δ = 16 Along the Surface
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Figure 4.169 Neural Network | δTtδx | with δ = 0 Along the Surface
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Figure 4.170 Neural Network | δTtδx | with δ = 8 Along the Surface
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Figure 4.171 Neural Network | δTtδx | with δ = 16 Along the Surface
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Figure 4.172 Neural Network | δTtδy | with δ = 0 Along the Surface
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Figure 4.173 Neural Network | δTtδy | with δ = 8 Along the Surface
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Figure 4.174 Neural Network | δTtδy | with δ = 16 Along the Surface
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Figure 4.175 Neural Network | δViδx | with δ = 0 Along the Surface
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Figure 4.176 Neural Network | δViδx | with δ = 8 Along the Surface
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Figure 4.177 Neural Network | δViδx | with δ = 16 Along the Surface
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Figure 4.178 Neural Network | δViδy | with δ = 0 Along the Surface
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Figure 4.179 Neural Network | δViδy | with δ = 8 Along the Surface
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Figure 4.180 Neural Network | δViδy | with δ = 16 Along the Surface
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Figure 4.181 Neural Network | δVjδx | with δ = 0 Along the Surface
209
Figure 4.182 Neural Network | δVjδx | with δ = 8 Along the Surface
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Figure 4.183 Neural Network | δVjδx | with δ = 16 Along the Surface
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Figure 4.184 Neural Network | δVjδy | with δ = 0 Along the Surface
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Figure 4.185 Neural Network | δVjδy | with δ = 8 Along the Surface
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Figure 4.186 Neural Network | δVjδy | with δ = 16 Along the Surface
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4.4.3 Random Forest
With the layer prediction, there wasn’t a dominant way to predict the data in regards to have
multiple predictors predicting a single parameter or predicting all parameters at once. Consequently
both will be executed here. First the error for the random forest predictors are shown in Table 4.21
and Figure 4.4.3. In this case, the combined predictor preformed better in predicting every flow
parameter compared to predicting each flow parameter individually.
Table 4.21 Random Forest Field Prediction Error
Flow Parameter Single Combined
Pressure 0.00837694 0.006842302
Total Pressure 0.014164751 0.013963336
Density 0.014285847 0.011537349
Dynamic Viscosity 0.009800898 0.007647108
Mach 0.010596814 0.010419059
Temperature 0.010330604 0.007486894
Total Temperature 0.007086241 0.00579717
Velocity I 0.007212816 0.0065746
Velocity J 0.016276484 0.012989446
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Figure 4.187 Random Forest Field Prediction Error
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The training time for random forest predictors are tabulated in Table 4.22 and Figure 4.4.3.
It is slower to predict the 9 flow parameters simultaneously as compared to each one individually.
This makes sense as more information needs to predicted with each tree. While the training time
is less for the single predictors, 9 forest still need be trained where as the combined predictor only
requires one. This makes it faster to execute a hyperparameter search faster for the combined
predictor.
Table 4.22 Random Forest Field Prediction Training Time
Flow Parameter Single (s) Combined (s)
Pressure 97.93697262 321.6116335
Total Pressure 77.55548143 321.6116335
Density 99.67593551 321.6116335
Dynamic Viscosity 99.14069748 321.6116335
Mach 102.0376606 321.6116335
Temperature 88.4922204 321.6116335
Total Temperature 106.411664 321.6116335
Velocity I 110.9640388 321.6116335
Velocity J 102.3367307 321.6116335
The architectures for the random forests are tabulated in Table 4.4.3 and shown in Figure
4.23.The most common architecture is a small number of trees that are deep. Looking at the
architectures of regressors that were close to but not the best fell into to camps. A large amount
of trees that were very short or a small number of trees that are rather tall. In between these, the
regressors have reduced accuracy. This suggest there are a few string minima and deploying an
extensive hyperparameter search is critical to constructing the most accurate predictor.
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Figure 4.188 Random Forest Field Prediction Training Time
Table 4.23 Random Forest Field Prediction Architecture
Flow Parameter Number of Trees Tree Max Depth
Pressure 55 22
Total Pressure 55 22
Density 1763 1
Dynamic Viscosity 55 22
Mach 55 22
Temperature 55 22
Total Temperature 1763 10
Velocity I 1763 10
Velocity J 55 22
Combined 95 26
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Figure 4.189 Random Forest Field Prediction Architecture
219
The difficult areas to predict are shown in the following Figures 4.4.3 - 4.4.3. Angles 0,8, and
16 are shown for the adiabatic case for each flow parameter. The color changes are limited from
0% to 10% for the absolute error and to + − 10% for error. If the color bar shown goes above
this the color is grouped in as +-10% normalized error. The results for the combined predictor are
shown. First pressure is shown. Areas with large gradients are the most challenging to predict.
The shockwave is challenging to predict and at large ramp angles the errors are larger near the
leading edge. The pressure is overpredicted at the shockwave.
Figure 4.190 Random Forest Field Prediction Pressure δ = 0
220
Figure 4.191 Random Forest Field Prediction Pressure δ = 8
Figure 4.192 Random Forest Field Prediction Pressure δ = 16
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Figure 4.193 Random Forest Field Prediction Pressure δ = 0
Figure 4.194 Random Forest Field Prediction Pressure δ = 8
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Figure 4.195 Random Forest Field Prediction Pressure δ = 16
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Total pressure is shown in Figures 4.4.3 - 4.4.3. Total pressure also is hardest to predict at the
shockwave, but at higher ramp angles has troubles at the boundary layer edge over the deflected
part of the ramp. Here total pressure is overpredicted in the shockwave.
Figure 4.196 Random Forest Field Prediction Total Pressure δ = 0
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Figure 4.197 Random Forest Field Prediction Total Pressure δ = 8
Figure 4.198 Random Forest Field Prediction Total Pressure δ = 16
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Figure 4.199 Random Forest Field Prediction Total Pressure δ = 0
Figure 4.200 Random Forest Field Prediction Total Pressure δ = 8
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Figure 4.201 Random Forest Field Prediction Total Pressure δ = 16
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Density predictions are shown in Figures 4.4.3 - 4.4.3. Density is challenging to predict at the
shockwave and at higher ramp angles the boundary layer edge over the deflected part of the ramp.
It is overpredicted at the shockwave and boundary layer edge.
Figure 4.202 Random Forest Field Prediction Density δ = 0
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Figure 4.203 Random Forest Field Prediction Density δ = 8
Figure 4.204 Random Forest Field Prediction Density δ = 16
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Figure 4.205 Random Forest Field Prediction Density δ = 0
Figure 4.206 Random Forest Field Prediction Density δ = 8
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Figure 4.207 Random Forest Field Prediction Density δ = 16
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Dynamic Viscosity predictions are shown in Figures 4.4.3 - 4.4.3. This is harder to predict at
the boundary layer edge and near the boundary layer edge. The prediction error is increased at
larger ramp angles. Dynamic viscosity is under predicted at and near the boundary layer edge and
over predicted on the boundary layer edge.
Figure 4.208 Random Forest Field Prediction Dynamic Viscosity δ = 0
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Figure 4.209 Random Forest Field Prediction Dynamic Viscosity δ = 8
Figure 4.210 Random Forest Field Prediction Dynamic Viscosity δ = 16
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Figure 4.211 Random Forest Field Prediction Dynamic Viscosity δ = 0
Figure 4.212 Random Forest Field Prediction Dynamic Viscosity δ = 8
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Figure 4.213 Random Forest Field Prediction Dynamic Viscosity δ = 16
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Mach predictions are shown in Figures 4.4.3 - 4.4.3. Mach number is challenging to predict at
the shockwave and near the boundary layer edge at higher ramp angles. Mach is overpredicted at
the shockwave and at the boundary layer edge.
Figure 4.214 Random Forest Field Prediction Mach δ = 0
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Figure 4.215 Random Forest Field Prediction Mach δ = 8
Figure 4.216 Random Forest Field Prediction Mach δ = 16
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Figure 4.217 Random Forest Field Prediction Mach δ = 0
Figure 4.218 Random Forest Field Prediction Mach δ = 8
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Figure 4.219 Random Forest Field Prediction Mach δ = 16
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Temperature predictions are shown in Figures 4.4.3 - 4.4.3. Temperature is harder to predict
in the viscous layer. The errors grow as the ramp angle increases. Near the ramp wall and at
the boundary layer edge edge temperature is overpredicted and near the boundary layer edge, it is
underpredicted.
Figure 4.220 Random Forest Field Prediction Temperature δ = 0
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Figure 4.221 Random Forest Field Prediction Temperature δ = 8
Figure 4.222 Random Forest Field Prediction Temperature δ = 16
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Figure 4.223 Random Forest Field Prediction Temperature δ = 0
Figure 4.224 Random Forest Field Prediction Temperature δ = 8
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Figure 4.225 Random Forest Field Prediction Temperature δ = 16
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Total Temperature predictions are shown in Figures 4.4.3 - 4.4.3. Total temperature is hardest
to predict in the viscous layer with it being overpredicted near the wall and at the boundary layer
edge. It is underpredicted near the boundary layer edge.
Figure 4.226 Random Forest Field Prediction Total Temperature δ = 0
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Figure 4.227 Random Forest Field Prediction Total Temperature δ = 8
Figure 4.228 Random Forest Field Prediction Total Temperature δ = 16
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Figure 4.229 Random Forest Field Prediction Total Temperature δ = 0
Figure 4.230 Random Forest Field Prediction Total Temperature δ = 8
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Figure 4.231 Random Forest Field Prediction Total Temperature δ = 16
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Velocity in the x direction predictions are shown in Figures 4.4.3 - 4.4.3. This is hardest in the
viscous layer. And the errors are amplified at high ramp angles. The velocity is over predicted near
the boundary layer edge.
Figure 4.232 Random Forest Field Prediction V elocityi δ = 0
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Figure 4.233 Random Forest Field Prediction V elocityi δ = 8
Figure 4.234 Random Forest Field Prediction V elocityi δ = 16
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Figure 4.235 Random Forest Field Prediction V elocityi δ = 0
Figure 4.236 Random Forest Field Prediction V elocityi δ = 8
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Figure 4.237 Random Forest Field Prediction V elocityi δ = 16
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Velocity in the y direction predictions are shown in Figures 4.4.3 - 4.4.3. This is hardest to
predict at the shockwave and at larger ramp angles the errors are increased near the trailing edge.
The velocity is overpredicted at the shockwave.
Figure 4.238 Random Forest Field Prediction V elocityj δ = 0
252
Figure 4.239 Random Forest Field Prediction V elocityj δ = 8
Figure 4.240 Random Forest Field Prediction V elocityj δ = 16
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Figure 4.241 Random Forest Field Prediction V elocityj δ = 0
Figure 4.242 Random Forest Field Prediction V elocityj δ = 8
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Figure 4.243 Random Forest Field Prediction V elocityj δ = 16
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One of the goals of this methodology is to predict more complex flow features with an emphasis of
derivative based flow features near and at the wall. In Figure 4.4.3, the actual pressure distribution
and the predicted pressure distribution is shown for the adiabatic case. The lower ramp angles are
more easily predicted then the higher ramp angles. This trend is also apparent when predicting
total pressure 4.4.3 and density 4.4.3 as well. These are non dimensionalized with the viscous layer
non-dimensionalization scheme in Khorammi Khorrami (1991).
Figure 4.244 Random Forest Surface Pressure Distribution
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Figure 4.245 Random Forest Surface Total Pressure Distribution
257
Figure 4.246 Random Forest Surface Density Distribution
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Figure 4.247 Random Forest Surface Dynamic Viscosity Distribution
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Figure 4.248 Random Forest Surface Mach Distribution
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Figure 4.249 Random Forest Surface Temperature Distribution
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Figure 4.250 Random Forest Surface Total Temperature Distribution
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Figure 4.251 Random Forest Surface Velocity in the X Direction Distribution
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Figure 4.252 Random Forest Surface Velocity in the Y Direction Distribution
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One of the goals of this method is to be able to use a predicted grid to calculate derivatives so
that more complicated flow features can be found. With the predicted grid, below are the absolute
value of the x and y derivatives along the surface of the ramp. The absolute value is used to make
the graphs more readable. The adiabatic case is shown with ramp angles of 0, 8, and 16. These
are non-dimensionalized with the Khorrami viscous scheme. The Random Forest also struggles to
predict the derivatives in the surface of the ramp. The predictions are shown in Figures 4.4.3 - ??.
Figure 4.253 Random Forest | δPδx | with δ = 0 Along the Surface
265
Figure 4.254 Random Forest | δPδx | with δ = 8 Along the Surface
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Figure 4.255 Random Forest | δPδx | with δ = 16 Along the Surface
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Figure 4.256 Random Forest | δPδy | with δ = 0 Along the Surface
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Figure 4.257 Random Forest | δPδy | with δ = 8 Along the Surface
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Figure 4.258 Random Forest | δPδy | with δ = 16 Along the Surface
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Figure 4.259 Random Forest | δPtδx | with δ = 0 Along the Surface
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Figure 4.260 Random Forest | δPtδx | with δ = 8 Along the Surface
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Figure 4.261 Random Forest | δPtδx | with δ = 16 Along the Surface
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Figure 4.262 Random Forest | δPtδy | with δ = 0 Along the Surface
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Figure 4.263 Random Forest | δPtδy | with δ = 8 Along the Surface
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Figure 4.264 Random Forest | δPtδy | with δ = 16 Along the Surface
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Figure 4.265 Random Forest | δρδx | with δ = 0 Along the Surface
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Figure 4.266 Random Forest | δρδx | with δ = 8 Along the Surface
278
Figure 4.267 Random Forest | δρδx | with δ = 16 Along the Surface
279
Figure 4.268 Random Forest | δρδy | with δ = 0 Along the Surface
280
Figure 4.269 Random Forest | δρδy | with δ = 8 Along the Surface
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Figure 4.270 Random Forest | δρδy | with δ = 16 Along the Surface
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Figure 4.271 Random Forest | δµδx | with δ = 0 Along the Surface
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Figure 4.272 Random Forest | δµδx | with δ = 8 Along the Surface
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Figure 4.273 Random Forest | δµδx | with δ = 16 Along the Surface
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Figure 4.274 Random Forest | δµδy | with δ = 0 Along the Surface
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Figure 4.275 Random Forest | δµδy | with δ = 8 Along the Surface
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Figure 4.276 Random Forest | δµδy | with δ = 16 Along the Surface
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Figure 4.277 Random Forest | δMachδx | with δ = 0 Along the Surface
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Figure 4.278 Random Forest | δMachδx | with δ = 8 Along the Surface
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Figure 4.279 Random Forest | δMachδx | with δ = 16 Along the Surface
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Figure 4.280 Random Forest | δMachδy | with δ = 0 Along the Surface
292
Figure 4.281 Random Forest | δMachδy | with δ = 8 Along the Surface
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Figure 4.282 Random Forest | δMachδy | with δ = 16 Along the Surface
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Figure 4.283 Random Forest | δTδx | with δ = 0 Along the Surface
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Figure 4.284 Random Forest | δTδx | with δ = 8 Along the Surface
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Figure 4.285 Random Forest | δTδx | with δ = 16 Along the Surface
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Figure 4.286 Random Forest | δTδy | with δ = 0 Along the Surface
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Figure 4.287 Random Forest | δTδy | with δ = 8 Along the Surface
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Figure 4.288 Random Forest | δTδy | with δ = 16 Along the Surface
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Figure 4.289 Random Forest | δTtδx | with δ = 0 Along the Surface
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Figure 4.290 Random Forest | δTtδx | with δ = 8 Along the Surface
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Figure 4.291 Random Forest | δTtδx | with δ = 16 Along the Surface
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Figure 4.292 Random Forest | δTtδy | with δ = 0 Along the Surface
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Figure 4.293 Random Forest | δTtδy | with δ = 8 Along the Surface
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Figure 4.294 Random Forest | δTtδy | with δ = 16 Along the Surface
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Figure 4.295 Random Forest | δViδx | with δ = 0 Along the Surface
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Figure 4.296 Random Forest | δViδx | with δ = 8 Along the Surface
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Figure 4.297 Random Forest | δViδx | with δ = 16 Along the Surface
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Figure 4.298 Random Forest | δViδy | with δ = 0 Along the Surface
310
Figure 4.299 Random Forest | δViδy | with δ = 8 Along the Surface
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Figure 4.300 Random Forest | δViδy | with δ = 16 Along the Surface
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Figure 4.301 Random Forest | δVjδx | with δ = 0 Along the Surface
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Figure 4.302 Random Forest | δVjδx | with δ = 8 Along the Surface
314
Figure 4.303 Random Forest | δVjδx | with δ = 16 Along the Surface
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Figure 4.304 Random Forest | δVjδy | with δ = 0 Along the Surface
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Figure 4.305 Random Forest | δVjδy | with δ = 8 Along the Surface
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Figure 4.306 Random Forest | δVjδy | with δ = 16 Along the Surface
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4.4.3.1 Summary
For random forest, the flow parameter predictions are split into two camps. The first which is
sensitive to large gradients at the shock wave. These flow parameters are: pressure, total pressure,
Mach number, density, and velocity in the vertical direction. They have similar zones that are
hard to predict and have an overprediction bias there. The other camp has flow parameters of
temperature, total temperature, dynamic viscosity, and velocity in the horizontal direction. Theses
have trouble in the viscous layer near the boundary layer edge. The errors with these are stronger
at high ramp angles for vales of x/L >= 0.5. This may be due to the fact that the predicted values
share the same information flow paths through the trees and thus have the same leaf in the same
zones.
4.4.4 Comparison
In an effort to more clearly compare the algorithms, the neural networks that performed better
will be compared to the combined random forest predictor. Looking at the error, shown in Figure
4.4.4, there isn’t a definitive best option. One of the neural networks is better than the random
forest 5 of 9 times. If the architecture is isolated, not just the algorithm, the neural network
predictor is better 3 of the 9 times. Overall, the random forest is acutely more accurate. Figure
4.4.4 shows the training time for the better predictors. Random forest is twice as fast to train as the
neural network with 3 hidden layers and about 5 times faster than the network with 4 hidden layers.
This coupled with a reduced number of hyperparameters need to tune for the random forest, means
the random forest predictor can be trained and an optimal hyper parameter set found significantly
faster compared to a neural network.
With the 10 fold cross validation, the standard deviation is compared. Shown in Figure 4.4.4,
the random forest algorithm is far less sensitive with respect to how the training data is split up.
The more tunable internal parameters there are for the neural network, the more sensitive the
algorithm is to training data split.
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Figure 4.307 Comparison of Better Predictor’s Error
Finally with looking at execution time 4.4.4, the time for the neural network with 3 hidden
layers and the combined random forest is shown. The neural network is less than 50 milliseconds
to predict the flow field of one case. Random forest is near a quarter second to predict one case.
For comparison, it takes 2-4 hours to run the CFD simulation. The goal of having a significantly
faster function evaluation has been meet. Because the random forest is faster to train and is more
robust than the neural network, it is considered the better algorithm for this type of flow prediction.
THe quarter second function evaluation may be fast enough, however if extreme prediction speed
is needed and the user can spare the extra computational power earlier on, the neural network
becomes a viable option.
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Figure 4.308 Comparison of Better Predictor’s Training Time
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Figure 4.309 Comparison of Better Predictor’s Cross Validation Standard Deviation
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Figure 4.310 Comparison of Better Predictor’s Execution Time
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4.4.5 Final Comments
One pervasive issue was the computational resources. An HPC was used to for the simulations,
and due to limited budget here, the prediction algorithms were not able to be run on the HPC. This
had a negative effect on the hyper parameter search. As the architectures became more complex or
larger/deeper, the amount of time to train the predictors increased. Therefore less hyper parameter
combinations can be explored in this area. In the future, being able to fully utilize HPC, GPUs, or
parallelization may be critical for successful execution based on extensive hyperparameter searches
and some observations in the next few paragraphs.
Both algorithms had challenges predicting the flow field at areas of high gradients. One method
to combat this could be adding 3 features. One for vertical distance to shockwave, two for vertical
distance to boundary layer, and three vertical distance to wall. For these predictions, only the
absolute vertical location of the prediction point was given. Adding these extra distance, may help
with increasing accuracy of near wall effects and near large gradient effects. Also the higher ramp
angles may increase in accuracy.
Predicting derivatives is done using finite difference formulas on the 201 x 200 grid. Using this
grid to predict derivatives can cause severe issues as shown in Figures 4.4.3 - 4.4.3 and 4.4.2 -
4.4.2. These derivatives are not necessarily a byproduct of the predictor or simulation but more
a ramification of the extraction grid. There is two hypothesizes to reduce the chaotic derivatives.
The first is to extract the derivatives at the 201 x 200 grid along with the flow field. This would
triple the amount of data and the number of predictions made. This would be expected to have
comparable accuracy to the flow field predictor. No extra calculation would be needed between
prediction and having the derivative value. Then using interpolation for points between the grid
points if using random forest. The second would to be extract the 9 flow field parameters at
every cell center or cell face in the area of interest 3.7. This would greatly increase the size of
the data set. However this is expected to reduce the errors that where introduced with the 201
x 200 grid extraction, because the change in length in the distance between training points is
decreased by a large factor. Using every grid point would demand using GPUs, HPC, or high
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parallelization to make this feasible. For the neural network algorithm, this has the potential
of increasing the accuracy, as the more data available, the more accuracy one can achieve with
deeper architectures. With random forest, the potential for accuracy improvement is unknown.
But with random forest being the best performing algorithm without these changes, would be
the primary algorithm for future deployment of this method. At some point there becomes a
drawback of increasing the amount of training, testing, and validation data. The more data used,
the slower training and hyper parameter optimization becomes eventually reaching a point where
the computational resources required exceeds the available budget. The more design variables and
more diverse flow being targeted
The architecture for the neural network used in these experiments was simple. There may be
advantages to adding more exotic features. One that may increase accuracy is dropout. Some of
the flow parameters are constant at the wall due to the boundary conditions. With the vertical
location of the prediction location, some components may drop out potentially allowing for more
accuracy near the ramp.
A convenient feature of using the ML or DL for surrogate models is that once the model is trained
and tested the model can be given to another user without the need to share any aerodynamic data,
either simulated or extracted. Only the order in which the features are feed in, and predictions are
produced. This along with the non-dimensionalization scheme and assumptions that are built in.
Another user can use this to make predictions easily. Large amounts of data does not need to be
shared to used the model saving potentially transferring terabytes of data.
During the process development, each prediction algorithm was used on its own. It may yield ad-
vantageous to use multiple predictors with different base algorithms to make predictions. Ensemble
models typically are the best performing predictors and classifiers in machine learning competitions.
Or one model may be used for flow values and the other for derivatives.
For this process the extracted data was split into three categories, training, validation, and
testing. They were split at random into these categories from common simulations. This meaning
the testing data was linked contextually linked. Testing the trained models on data where no data
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that is extracted from the additional test simulations is used in training or validation, may provide
more insights into the predictors ability to interpolate. Due to the full factorial sampling plan
and the design points being close together, this is hypothesized to have a smaller effect than if a
different sampling plan was used.
4.4.6 Future Work
Some of the results and initial assumptions have pointed out areas of future exploration. First,
with respect to the data used. The amount of data required to meet a minimum threshold in
accuracy is unknown. The effect of different extraction methods have on flow field prediction
accuracy and derivatives. Also the effect of feature sensitivity and importance has yet to be
investigated. Secondly, more complex geometries to be considered. 2-D flat plates at angles of
attack, airfoils, 3D objects, etc. Third, coupled predictions were the predictor is linked to an a
structural solver or control algorithm. Either for rapid fluid structure interaction (FSI) simulation
or vehicle dynamics and controller design using alternate ML and DL algorithms. Lastly, different
flow conditions. Evaluating turbulent, unsteady, subsonic, or supersonic flows.
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CHAPTER 5. CONCLUSION
5.0.1 Summary
Optimal design is more easily obtained with shorter function evaluation time as compared to a
longer one. Using Computational Fluid Dynamics, wind tunnel testing, or flight testing can be both
computationally, temporally, and financially expensive. Therefore these are non ideal evaluation
functions for optimization. Using lower order models can alleviate the burden of long evaluation
time, but typically comes at the cost of additional assumptions. These reduce the accuracy of
the system model. Surrogate models can be built by strategically using a more costly function
evaluation. Once built offer a fast prediction of the system’s behavior. With the desire to predict
the entire flow field, a large data set is generated to capture the changes in the flow field. This
large data set is well suited for machine learning (ML) and deep learning (DL) based surrogate
models. From the flow field predictions, surface distributions, and flow features can be predicted,
either directly or from only the prediction information. With this, multiple flow phenomena and
various types of constraints can be considered in the optimal design process. The data is generated
with a commercial package Star-CCM+ and flow over a hypersonic compression ramp is the flow
being predicted.
5.0.2 Conclusions
The methodology developed here shows that the function evaluation time for predicting the
flow field around a hypersonic compression ramp has been improved by several orders of magnitude
via the surrogate model. This is done with about 2% or less error from the CFD simulation results.
When substituting an alternate model in for system modeling can have various effects. With the
function evaluation speed increase due to the simplified prediction model, 2% error is minimal.
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With all models some prediction habits formed. Predicting the flow values near areas with
strong gradients is more difficult than areas with weaker gradients. Meaning at and immediately
near the shock wave is consistently among a more difficult area to make accurate flow predictions.
Flow near the boundary layer edge also falls into this category. Lastly the flow at the ramp surface
was more challenging to predict with the neural network than random forest and for both, the
higher the ramp angles are increasing in difficulty to predict. These are hypothesized to be a
ramification of the final features used and the extraction method.
The random forest algorithm is the best compromise between training and execution time, and
prediction accuracy. Each model had one characteristic it was best at. For boundary layer edge
and shock wave location predictions gradient boosting was the most accurate, and random forest
was the fastest to train and execute. For the field prediction, random forest was fastest to train
and the most accurate, and neural networks was the fastest to execute. Gradient boosting became
so incredibly costly to train with some architectures taking over 30 hours, it becomes unusable
compared to the others. Random forest also has better surface predictions compared to the neural
network. Because this is of particular interest and the other reasons above, random forest is the best
compromise. The one caveat is that the random forest has some issues when deriving derivatives
from its flow field predictions. This is hypothesized to be due to mainly the data extraction method
and to a lesser extent feature selection.
As mentioned previously, the extraction method of sampling the CFD simulations at a 201 x
200 grid is hypothesized in being the major source of errors within the system. The derivatives of
boundary layer edge and shock wave were found from the layer predictions. For random forest and
gradient boosting, a strong oscillatory behavior appeared. This is not present in a true solution. By
discretizeing the data in a manor that is significantly courser than the mesh used for the simulation,
information is lost. With the gradient boosting and random forest, this appears to remove too much
information. This behavior is present to a lesser extent with the neural network predictor.
Having the user select the useful features and eliminating non-useful ones proved critical for
maximizing the accuracy of the prediction algorithms. The users ability to efficiently do this is
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dependent on a knowledge of the flow field: what features are present, the linearity of the flow,
critical areas of the flow, etc. With some prior knowledge of the flow field not always being known,
more complex flows may prove challenging to predict as determine possible features and selecting
applicable ones may be more difficult.
For future work, having access to multiple GPUs and or HPC capabilities is of paramount im-
portance for gaining maximum accuracy and reducing training time. Extensive model architecture
optimization is more feasible with faster and parallel computing abilities.
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