Noncovalent interactions drive the self-assembly of weakly interacting molecular systems to form supramolecular aggregates, which play a major role in nanotechnology and bichemistry. In this work, we present a thorough assessment of the performance of different double-hybrid density functionals (PBE0-DH-NL, revPBE0-DH-NL, B2PLYP-NL, and TPSS0-DH-NL), as well as their parents hybrid and (meta)GGA functionals, in combination with the most modern version of the nonlocal (NL) van der Waals correction. It is shown that this nonlocal correction can be successfully coupled with double-hybrid density functionals thanks to the short-range attenuation parameter b, which has been optimized against reference interaction energies of 2 benchmarking molecular complexes (S22 and S66 databases). Among all the double-hybrid functionals evaluated, revPBE0-DH-NL and B2PLYP-NL behave remarkably accurate with mean unsigned errors (MUE) as small as 0.20 kcal/mol for the training sets and in the 0.24-0.42 kcal/mol range for an independent database (NCCE31). They can be thus seen as appropriate functionals to use in a broad number of applications where noncovalent interactions play an important role. We note in passing that hybrid revPBE0-NL represents an excellent compromise between accuracy (MUE of 0.16 kcal/mol) and computational cost. Overall, the nonlocal van der Waals approach combined with last-generation density functionals is confirmed as an accurate and affordable computational tool for the modeling of weakly-bonded molecular systems.
INTRODUCTION
Noncovalent interactions (NCIs) between chemical entities play a leading role for the selfassembly of molecular systems of the highest relevance for a wide variety of fields such as Biochemistry and Materials Science. [1] [2] [3] [4] NCIs mainly arise from long-range electron correlation effects, [5] [6] which are particularly challenging and, thus, an appropriate theoretical description of these weak but important interaction forces requires highly correlated wave function methods. 7 Coupled-cluster theory with singles, doubles, and perturbatively connected triple excitations [CCSD(T)] has become the "gold-standard" method to accurately deal with these interactions in molecular systems. 2, [8] [9] However, its unfavorable computational O(N 7 ) scaling, where N is related to the molecular size, prevents further applications to medium and large real-world systems without further algorithms simplifications.
Density functional theory (DFT), which is possibly by far the most widely used theory for electronic structure calculations, has a more reasonable computational cost ranging from O(N 3 ) to O(N 5 ). Unfortunately, standard density functionals (DFs) are unable to fully capture the longrange electron correlation phenomenon responsible for NCIs, [10] [11] [12] and thus specific corrections need to be incorporated to make DFs as accurate as possible. Among the most modern corrections in the DFT framework, the semiempirical London-like dispersion-corrected DFT approach, originally developed by Grimme et al. [13] [14] [15] and coined in its most current version as DFT-D3, is likely to be the most popular and extended manner to theoretically treat molecular systems dominated by different types of NCIs. The DFT-D3 approximation has been widely coupled to a large number of standard DFs, from the simpler Generalized-Gradient Approximation (GGA) forms to the more sophisticated double-hybrid density functionals (DHDFs), 15 and has allowed to gain deep insight into the rich chemistry of supramolecular 4 complexes. [16] [17] [18] In the last few years, an elegant, general, and seamless approximation, known as van der Waals density functional theory (vdW-DFT), has been also developed keeping a great interest owing to its low degree of empiricism. [19] [20] [21] [22] [23] The vdW-DFT approximation accounts for the long-range electron correlation phenomenon through an explicitly nonlocal (NL) correlation functional that depends only on the electron density at two different points in space (r and r') and is simply added to the general exchange-correlation energy functional. In its most modern formulation (VV10) developed by Vydrov and Van Voorhis, [24] [25] this correction can be easily combined with any standard density functional after defining very few parameters entering into its formulation; this approximation is generally known as DFT-NL. Recently, Hujo and Grimme have evaluated the performance of different GGA and hybrid density functionals in combination with the NL correction, showing that DFT-NL can be considered as a robust and fully-electronic structure method capable of dealing with the most challenging problems dominated by intermolecular NCIs. 26 Nevertheless, the NL correction has been used with only a relatively scarce number of standard DFs and needs, just like other known approaches, to be extended to more sophisticated functionals and larger molecular systems in order to become a practical and workable theoretical tool for the treatment of NCIs. DHDFs (also referred to as fifth-rung DFs according to the Perdew's scheme of "Jacob's ladder") have demonstrated to properly behave for the description of energetic and thermodynamic properties in a wide variety of different molecular systems, 27 but they still miss the efficient coupling with the NL correction.
In this paper, we hereby assess the performance of a set of double-hybrid density functionals in combination with the NL correction (PBE0-DH-NL, revPBE0-DH-NL, B2PLYP-NL, and TPSS0-DH-NL) and discuss the envisioned potential of these DHDFs to deal with weaklyinteracting molecular systems in a balanced way. NL c E is the NL correlation term, which is added to the exchange-correlation energy functional non-self consistently, although this is not expected to significantly influence the results. 26 In the DFT-NL approach proposed by Vydrov and Van Voorhis, the NL c E functional is formulated as:
where  is the total electron density, while the kernel function the adjustable parameter b controls the short-range damping of the R −6 asymptote and prevents the double-counting of correlation energy effects at the short-range region; we refer to the original work for further details. 24 The short-range attenuation parameter b is carefully fitted here to the S22 [28] [29] and S66 30-31 datasets whereas the long-range C parameter is fixed to its original value (C = 0.0093) since it has been demonstrated that its optimization leads to only minor improvements. 26 The S22 and S66 databases collect reference interaction energies calculated at the 'golden-standard' CCSD(T) level with large enough basis sets, and are thus widely used to calibrate and assess newly developed computational methods. These S22 and S66 test sets cover a large number of weakly-bonded molecular complexes dominated by hydrogen bonds, dispersion interactions, and mixed interactions (hydrogen bonds and dispersion). The molecular structures for the S22 and S66 sets are taken from ref. 28 and 30, respectively, whereas the reference interactions energies are taken from the most updated revisions (ref . 29 and 31 for S22 and S66, respectively). To assess the errors of the different DFT-NL functionals, the mean signed error (ME), mean unsigned error (MUE), and mean unsigned relative error (MURE) are employed. A negative ME indicates an overbinding trend, while positive ME values in the interaction energies signify underbinding. 
The ORCA program 44 and the def2-QZVP basis set, which is known to provide results sufficiently close to the basis set limit, were used for all calculations. Therefore, the Basis Set Superposition Error (BSSE) is expected to be negligible and, consequently, the intermolecular interaction energies are not counterpoise corrected. Note that the counterpoise method to estimate the BSSE is believed to overestimate this effect, and some authors even propose to scale it down by half of its value. 45 The computational effort is significantly reduced in all cases by making use of the 'resolution of the identity' (RI) 46 and the 'chain-of-spheres' (COSX) 47 techniques, for Coulomb or exchange integrals, respectively, using for them the corresponding matching auxiliary basis sets. 48 The quadrature grids needed for numerical integration of DFs are also increased with respect to defaults, which is strongly recommended for intermolecular interaction energies, as well as the corresponding thresholds for converging energies selfconsistently.
RESULTS AND DISCCUSSION
To evaluate the performance of the different DFs utilized in combination with the NL approach, the short-range attenuation parameter b needs to be firstly defined. Table 2 summarizes the optimum values found as well as the corresponding ME, MUE, and MURE errors calculated for interaction energies (S22 and S66 databases) with respect to the reference data. 29, 31 The variation of the MUE error with b for each DFT-NL functional, as well as the interaction energies of the weakly-bonded molecular complexes computed at its optimized b parameter, are given in the Supporting Information. Table 2 shows how the short-range attenuation parameter b does not depend too much on the dataset employed. This dependence is however slightly more pronounced for DHDFs; for instance, the attenuation parameter b calculated for PBE0-DH-NL varies from 8.6 to 8.3 when passing from the S22 test set to S66.
The same trend is found for the rest of DHDFs assessed (Table 2) . Additionally, keeping the same value of the attenuation parameter b (see, for instance, the case of BLYP-NL and TPSS-NL in Table 2 ), MUEs are smaller for S66 than for S22. Note that the S66 database has been expressly built to be more complete than the previously designed S22 test set due to the incorporation of a larger number of representative weakly-bonded molecular complexes, 30 and, therefore, only the results obtained for the S66 test sets will be hereafter discussed. Besides this, a dependence on the short-range attenuation parameter b with the nature of the density functional is clearly evidenced in Table 2 Overall, and most importantly, a close inspection of Table 2 The ME, MUE, and MURE values computed for the hydrogen-bonded, London dispersiondominated, and "mixed" complexes of the S66 dataset are displayed in Figure 1 . A general trend for most of the DFs assessed is the overestimation of the interaction energies in hydrogenbonded molecular complexes with negative MEs (Figure 1a) . The revPBE-NL functional is the only one that deviates from this trend underbinding the interaction energy for hydrogen-bonded 13 complexes. Additionally, this class of molecular complexes presents the largest MUEs, above 0.40 kcal/mol for eight out of the twelve density functionals used (Figure 1b) . According to the MUE values, the revPBE-based and B2PLYP-NL functionals provide the best performance for the hydrogen-bonded complexes subset of the S66 dataset. It should be noted that, notwithstanding the large MUEs, the MURE error, which is a more stringent criterion, is found in the 2.2-9.2 % range for all DFs evaluated (Figure 1c) . The smallest MUREs are computed for the revPBE family (2.2-2.7 %), whereas the largest MUREs are calculated for the PBE family (Table 2 and Table 3 ). These findings computed for an independent database (NCCE31) highlight that, despite their higher computational cost, DHDFs merged with the NL correction provide an accurate description of supramolecular complexes even in system beyond of the training sets. 
