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Prefacio
A veces uno tiene la impresión de que nuestra forma de entender y analizar
la naturaleza evoluciona de lo entero o natural, o algo todavía más particular,
hacia lo fraccionario o incluso hacia un concepto todavía más general.
Basta recordar que de niños se nos presentan inicialmente los números na-
turales, pero pronto aparecen por estricta necesidad los números enteros.
Poco después, cuando ya necesitamos la división, se nos dan a conocer los
números racionales o fraccionarios, que junto con los misteriosos irracionales
forman el cuerpo de los números reales; sistema de numeración que será pos-
teriormente extendido al conjunto de los números complejos.
Desde un punto de vista geométrico ocurre esencialmente lo mismo. Inicial-
mente, aparecen los conceptos de punto, curva, supercie y volumen, que están
asociados a las dimensiones enteras nula, uno, dos y tres respectivamente. No
obstante, los trabajos e ideas de B. Mandelbrot (19242010) nos recuerdan
la importancia de conceptos ya introducidos previamente, como el de dimen-
sión de Hausdor, que nos permite hablar ya de dimensiones que pueden ser
cualquier número real positivo. Así, la geometría, amplía sus horizontes y el
concepto de dimensión tiene ahora un nuevo signicado, que no deja nunca de
ser coherente con los resultados del pasado.
En el cálculo se sigue el mismo camino. Es bien conocido que los conceptos
de integral y derivada juegan aquí un papel fundamental y así, las derivadas
o integrales sucesivas de una función surgen de modo natural y previsible.
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Se trata luego de operadores diferenciales e integrales de orden entero. En
cualquier caso, debemos ser conscientes de que estas herramientas tan solo
son adecuadas, al menos en principio, para un conjunto selecto de funcio-
nes. Esta observación, es el origen o motivación de las exitosas teorías de los
matemáticos H. L. Lebesgue (1875-1941) integral y espacios de Lebesgue,
S. Sobolev (19081989) espacios de Sobolev y L. Schwartz (19152002)
teoría de las distribuciones, que lograron extender el concepto de integral
o derivada a un conjunto mucho mayor de funciones del inicialmente conside-
rado.
Sin embargo, el cálculo fraccionario disciplina en la que se enmarca esta
tesis doctoral generaliza a los operadores diferenciales e integrales de un modo
distinto. Se trata aquí de estudiar la derivación de orden no entero. Tal idea,
la de una derivada de orden no necesariamente entero, es tan antigua como la
propia idea de derivada, pues apareció cuando en 1695 el marqués de L'Hôpital
(16711704) planteó a G.W. Leibniz (16461716) cuál sería el signicado de
una derivada de orden 1/2, de ahí el adjetivo fraccionario que se mantiene en
la actualidad. Una vez superadas las primeras dicultades, poco tiempo sería
necesario para que se empezase a hablar de derivadas de orden arbitrario, hecho
éste por el que el calicativo cálculo fraccionario no es hoy del todo correcto
o exacto, pues debería sustituirse por el de diferenciación e integración de
orden arbitrario, aunque quizás el término cálculo fractal también podría ser
adecuado.
Empleando estas novedosas, a la vez que clásicas ideas, se puede construir
un cálculo fraccionario que, sin perder de vista el cálculo diferencial ya tradicio-
nal al que extiende y nunca sustituye, cuenta con resultados ciertamente
novedosos y útiles en diversos ámbitos.
No obstante, hasta no hace mucho tiempo, el cálculo fraccionario era con-
siderado una rama exótica y poco productiva de las matemáticas. La ausencia,
aún clara a día de hoy, de interpretaciones físicas o geométricas convincentes,
sumado al excesivo número de deniciones propuestas y a la falta de consenso
en la comunidad matemática, lastró durante un largo periodo de tiempo el
desarrollo del cálculo fraccionario.
Como en cualquier área de las matemáticas, el interés del cálculo fraccio-
nario no se limita únicamente a un campo teórico; sus aplicaciones son muy
numerosas, tocando en la actualidad a la mayoría ciencias: química, física,
biología, medicina, etc. Así, esta disciplina es a día de hoy una herramienta
excepcional para la descripción de procesos en los que juegan un papel fun-
damental propiedades heredadas o la memoria. Pensemos, por ejemplo, en los
novedosos materiales con memoria de forma. Debido a esto, en los últimos años,
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el cálculo fraccionario se ha mostrado especialmente útil y preciso en la modeli-
zación del comportamiento de materiales visco-elásticos y visco-plásticos, pero
también podríamos mencionar aportaciones en modelos biológicos, ecológicos o
epidemiológicos. Desde un punto de vista más abstracto, las aplicaciones e im-
plicaciones en el estudio de comportamientos caóticos y en diversas cuestiones




Esta tesis, que lleva por título Ecuaciones diferenciales de orden fracciona-
rio y aplicaciones, contiene una recopilación de los resultados probados por el
autor durante su etapa de formación predoctoral. Los contenidos de la misma
se enmarcan dentro del conocido como cálculo fraccionario, rama del análisis
matemático que ha gozado de gran interés durante los últimos años y que tiene
como objeto central de estudio a los operadores diferenciales e integrales de
orden no necesariamente entero, que debido a su carácter eminentemente no
local, podrían ser de gran interés a la hora de modelar ciertos fenómenos y
procesos físicos.
El primer capítulo se inicia con una breve introducción histórica; se indican
allí los principales hitos del cálculo fraccionario, desde sus inicios que se
remontan al nacimiento del propio cálculo diferencial hasta los años 70 del
pasado sigle XX. A continuación, partiendo de la ecuación integral de Abel,
quien fue el primer matemático en mostrar una aplicación real de las derivadas
e integrales de orden fraccionario, motivamos la denición de los operadores
de diferenciación e integración de orden arbitrario de Riemann-Liouville.
Más adelante, se enumeraran y prueban ciertas propiedades elementales y
bien conocidas de los operadores de Riemann-Liouville; esencialmente, se em-
plean para ello desigualdades de tipo integral y resultados clásicos del análisis.
En las últimas secciones de este capítulo, se comentan generalizaciones natura-
les de las deniciones de Riemann-Liouville que han sido realmente importantes
en el desarrollo y evolución del cálculo fraccionario. Por ejemplo, se mencionan
los operadores fraccionarios de Liouville y las deniciones propuestas ya bien
entrado el siglo XX por Marchaud.
En el segundo capítulo, se estudian operadores diferenciales de orden frac-
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cionario más modernos, como por ejemplo la derivada de Caputo, que goza en
la actualidad de gran popularidad e interés y que también será considerada
posteriormente en los problemas estudiados en los Capítulos 3 y 4. También se
empleará en este capítulo la conocida como derivada conformable; más exac-
tamente, en la segunda sección, se estudian algunas ecuaciones diferenciales
que involucran a tal derivada. Concretamente, se detallan allí los resultados
publicados en [4] y [24].
En las secciones siguientes se discuten dicultades propias de las ecuaciones
diferenciales de orden fraccionario; se pone especial interés en los problemas que
surgen de la relación entre la regla de Leibniz y los operadores fraccionarios.
Uno de los objetivos principales de este epígrafe es aclarar la validez de ciertos
resultados relacionados con la ecuación logística fraccionaria; se discuten aquí
los resultados publicados en [10].
La quinta y última sección de este capítulo está dedicada a la recientemente
introducida derivada de Caputo-Fabrizio. Se estudia, entre otras cuestiones, el
operador inverso asociado y se detallan algunos resultados publicados en [56].
El objetivo principal del tercer capítulo es presentar algunos resultados
sobre existencia, unicidad y propiedades elementales de soluciones para ciertas
ecuaciones diferenciales de orden fraccionario.
En la primera sección se estudia una familia de ecuaciones diferenciales fun-
cionales de orden no entero; el protagonismo recae aquí en el carácter atractor
de ciertas soluciones. Para ello, se emplearán teoremas de punto jo clásicos y
técnicas asociadas a medidas de no compacidad. Esencialmente, se presentan
detalladamente los resultados publicados en [57].
La segunda sección está dedicada al estudio de ciertas versiones fraccio-
narias de las ecuaciones diferenciales de K. Pearson.Ttambién se analizan y
discuten ciertas generalizaciones al caso fraccionario de propiedades carácterís-
ticas de ciertas familias de polinomios ortogonales. Se exponen las conclusiones
publicadas en [8].
El último capítulo está dedicado al estudio del papel que desempeñan las
funciones periódicas en el ámbito del cálculo fraccionario. En el caso clásico
de órdenes enteros, el estudio de la existencia de soluciones periódicas para
ecuaciones diferenciales es uno de los aspectos más interesantes de la teoría
cualitativa de ecuaciones diferenciales. Sin embargo, para el caso fraccionario,
la denición del concepto de función periódica es extremadamente exigente y
debido a ello, las condiciones que nos permiten garantizar la existencia solucio-
nes periódicas de ciertas ecuaciones diferenciales fraccionarias son demasiado
restrictivas. Es por esto que en las últimas décadas se han propuesto y estu-
diado ciertas generalizaciones del concepto de función periódica.
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En la primera sección se estudian propiedades relacionadas con la idea de
periodicidad para integrales y derivadas de orden no entero de una función
periódica dada. Más exactamente, se analiza el comportamiento oscilatorio de
la integral y la derivada fraccionaria de una función periódica; concretamente,
se detallan los resultados publicados en [9] y [12].
La segunda y última sección está dedicada al estudio de resultados similares
a los de la primera sección, pero ahora nos movemos en el marco del cálculo




Operadores diferenciales e integrales
de orden fraccionario
Iniciamos este primer capítulo con una breve introducción histórica que nos
permitirá tener una visión amplia y global del cálculo fraccionario.
A continuación, en la segunda sección, hablaremos de la ecuación integral
de Abel, que será empleada en la siguiente sección para motivar la denición
de los operadores de derivación e integración fraccionaria.
Las secciones cuarta y quinta se dedican a mostrar las propiedades funda-
mentales y más importantes de los operadores fraccionarios más conocidos e
interesantes: las derivadas e integrales de Riemann-Liouville. Las dos últimas
secciones se dedican generalizaciones naturales de las deniciones de Riemann-
Liouville; hablaremos allí de la integral y derivada fraccionaria de Liouville y
de las ideas propuestas por Marchaud.
Salvo el orden escogido y ciertas explicaciones extra en las demostraciones,
los resultados mostrados en este capítulo no tienen nada de original; puede
consultarse más información sobre ellos y resultados similares en las referencias
[17, 54, 63, 67, 70].
1.1. Breve historia del cálculo fraccionario
Estamos ya más que acostumbrados a trabajar con las ideas de derivada e
integral; así las notaciones
df
dx
(x) ≡ D1f (x) ou d
2f
dx2
(x) ≡ D2f (x),
1
no suponen para nosotros ningún misterio. Por otra parte, es también sobra-
damente conocida la importancia de los operadores diferenciales e integrales
en el estudio, comprensión y explicación de multitud de procesos y fenómenos
físicos y naturales; pero, ¾es posible calcular una derivada de orden 1/2? Esto




Aunque estas cuestiones fueron planteadas originalmente por el marqués de
L'Hôpital a Leibniz en 1695, las respuestas a tales preguntas o simplemente
el estudio de estas cuestiones no se encuentran con facilidad en libros clásicos
de análisis. Sin embargo, matemáticos de fama como: Euler, Lagrange, Lacroix,
Laplace, Riemann, Fourier, Liouville o Hardy, ocuparon parte de su tiempo en
dar respuesta a tan enigmáticos interrogantes.
Así pues, el origen real del cálculo fraccionario se debe en última instancia
a la curiosidad matemática, pero conviene tener presente que no se trata en
ningún caso de un ejercicio estéril de generalización o abstracción matemá-
tica.
La primera obra dedicada enteramente al cálculo fraccionario [63] no apa-
recería hasta el año 1974 y es obra de un físico y matemático (J. Spanier) y
un químico con multitud de intereses (Keith B. Oldham). En la actualidad
el número de publicaciones dedicadas por completo a esta disciplina es muy
elevado. Son referencia obligada [17, 54, 67] y la enciclopédica [70].
Mostramos a continuación, en un eje cronológico, los hitos más importantes
relacionados con el cálculo fraccionario hasta el año 1975.






1819 Lacroix dedica, en su obra de más de 700 páginas titulada Traité du Cal-
cul Dierential et du Calcul Intégral, dos hojas escasas al cálculo fraccio-
nario.
1822 Fourier deduce una generalización de los operadores diferenciales e inte-
grales en su célebre tratado Théorie Analytique de la Chaleur, pero no
aporta ninguna aplicación.
1823 Abel resuelve el problema de la tautócrona de forma extremadamente
sencilla y bella; emplea para ello una derivada de orden 1/2. Esta es la
primera aplicación conocida del cálculo fraccionario.
1847 Liouville propone a su denición de derivada de orden arbitrario.
1867 Riemann propone a su denición de integral de orden arbitrario.
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1868 Grünwald justica y propone una denición natural y novedosa de deri-
vada e integral de orden narbitrario.
1892 Letnikov investiga sobre la derivada de Grünwald y publica los primeros
resultados sobre tal operador.
1895 Hadamard propone nuevas deniciones para los operadores diferenciales
e integrales de orden fraccionario.
1917 O. Heaviside indica en su célebre trabajo Electrical Papers:
. . . tal resultado es fácil y elemental si consideramos derivadas
fraccionarias. . . pero, presumiblemente el lector no conoce toda-
vía la idea de derivada fraccionaria. . .
1922 Weyl propone una nueva denición de operador fraccionario.
1923 Hardy publica Notes on Some Points in the Integral Calculus al que
siguen otras publicaciones de la mano de Littlewood sobre el cálculo
fraccionario.
1923 Lévy publica Sur le derivation et l'integration géneralisées.
1939 Erdélyi estudia la relación de las funciones hipergeométricas con el cálculo
fraccionario.
1949 M. Riesz inicia el estudio de las ecuaciones diferenciales fraccionarias.
1951 Schwartz, en su obra Théorie des distributions, indica que ciertas deni-
ciones de derivada e integral fraccionaria pueden pensarse como un tipo
especial de convolución en el sentido de las distribuciones.
1959 J.L. Lions estudia la ecuación de NavierStokes adoptando un punto de
vista fraccionario.
1964 En la obra Generalized Functions de Gel'fand y Shilov, se indica que mu-
chas funciones especiales pueden expresarse como derivadas o integrales
de orden fraccionario de ciertas funciones elementales.
1969 Love publica Fractional Derivatives of Imaginary Order.
1974 Oldham y Spanier publican The Fractional Calculus: Theory and Appli-
cations of Dierentiation and Integration to Arbitrary Order.
Más información sobre los avances históricos del cálculo fraccionario puede
consultarse en [79, 80].
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1.2. La ecuación integral de Abel
Para introducir la ecuación integral de Abel, que nos conducirá nalmen-
te a la denición de los operadores de integración fraccionaria, es conveniente
introducir antes la noción de función absolutamente continua. Información de-
tallada sobre este concepto puede consultarse, por ejemplo, en [13].
Denición 1.1. Sea [a, b] ⊂ R un intervalo compacto. Una función f se dice
absolutamente continua en dicho intervalo si para todo ε > 0 existe δ > 0 de
modo que para toda familia nita de intervalos disjuntos dos a dos [ak, bk] ⊂
[a, b], k = 1, 2, . . . , n, tal que
n∑
k=1




|f(bk)− f(ak)| < ε.
El espacio de las funciones absolutamente continuas en el intervalo [a, b] se
denota por AC([a, b]).
Proposicion 1.2. El espacio AC([a, b]) coincide con el espacio de las primi-
tivas de funciones del espacio de Lebesgue L1(a, b). Así pues,
f ∈ AC([a, b])⇐⇒ f(x) = c+
∫ x
a
ϕ(t) dt, con ϕ ∈ L1(a, b) y c ∈ R. (1.1)







dt = f(x), x ∈ [a, b], (1.2)
donde f es conocida y ϕ es la función incógnita a determinar, recibe el nombre
de ecuación integral de Abel .
Para resolver tal ecuación se procede del modo que indicamos a continua-
ción. Empezamos renombrando la variable x como t y la variable t como s en
la ecuación (1.2) de partida. Multiplicando ambos miembros de por (x− t)−α
































Aplicando el cambio de variable t = s+ τ(x− s), concluimos que∫ x
s




= B(α, 1− α) = Γ(α)Γ(1− α).





















Así pues, si la ecuación integral (1.2) admite una solución, entonces tal
solución viene dada necesariamente por una función ϕ de la forma indicada en
(1.4) y por tanto, la solución de la ecuación integral (1.2) -en caso de existir-
es única.
Estudiaremos entonces, bajo qué condiciones la ecuación integral de Abel









Teorema 1.3. La ecuación integral de Abel (1.2) admite solución en el espacio
de funciones L1(a, b) si y solo si
f1−α ∈ AC([a, b]) y f1−α(a) = 0. (1.6)




























luego si f ∈ L1(a, b), entonces f1−α ∈ L1(a, b).
Supongamos inicialmente que la ecuación integral de Abel (1.2) admite
solución ϕ ∈ L1(a, b). En tal caso, se tiene que f ∈ L1(a, b) y así son válidas
todas las etapas indicadas al principio de la sección, luego ahora es claro que
f1−α ∈ AC([a, b]) y en virtud de la Proposición 1.2 concluimos que f1−α(a) = 0.
Supongamos ahora la validez de (1.6). En tal caso, f ′1−α ∈ L1(a, b) y así,
la función ϕ introducida en (1.4) está denida en casi todo punto del intervalo








dt = g(x), x ∈ (a, b), (1.7)
con g = f en L1(a, b).
La ecuación (1.7) es una ecuación integral de Abel en la que la función f ′1−α












o lo que es equivalente, f ′1−α = g
′
1−α en L
1(a, b). Por hipótesis, f1−α ∈ AC([a, b]);
por otra parte, teniendo en cuenta (1.3), g1−α ∈ AC([a, b]). Luego
f1−α − g1−α = c
para cierta constante real c. Finalmente, dado que por hipótesis f1−α(a) = 0,





Nuevamente, estamos ante una ecuación integral de Abel, pero ahora por uni-
cidad de solución, concluimos nalmente que f = g en L1(a, b).
A continuación, mostramos una condición suciente para la existencia de
solución de la ecuación integral de Abel (1.2) en términos únicamente de la
función f .












Demostración. Por ser f una función absolutamente continua en el intervalo
[a, b], podemos escribir
f(t) = f(a) +
∫ t
a
f ′(s) ds, para cada t ∈ [a, b].
































f ′(s)(x− s)1−α ds
Así, usando que




en virtud de la Proposición 1.2, concluimos nalmente que f1−α es una fun-
ción absolutamente continua en [a, b] por ser suma de funciones absolutamente
continuas en [a, b] y el resultado enunciado queda probado.
Corolario 1. Si f ∈ AC([a, b]), entonces la ecuación integral de Abel (1.2)













, x ∈ [a, b].
1.3. Integrales y derivadas fraccionarias
La deniciones y resultados que mostraremos en esta sección y en la siguien-
te son a día de hoy clásicos; pueden consultarse resultados más detallados en
[17, 70].
Sea ϕ ∈ L1(a, b). Para la integral iterada n veces, la fórmula de integración












(x− t)n−1ϕ(t) dt (1.8)
se prueba fácilmente aplicando el método de inducción. Dado que (n − 1)! =
Γ(n), es posible extender el proceso de integración reiterada a un número α, no
necesariamente natural o entero, de veces. Esto motiva el siguiente concepto
ya introducido originalmente por Riemann y Liouville.
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dt, x > a
recibe el nombre de integral fraccionaria de Riemann-Liouville de orden α > 0
de la función ϕ.
Sin duda alguna, la propiedad más importante de las integrales fracciona-
rias es la conocida como propiedad de semigrupo:
Iαa I
β
a f = I
α+β
a f, para todo α, β > 0 y f ∈ L1(a, b).
La prueba no presenta ninguna dicultad; basta aplicar el Teorema de Fubini
































Una vez introducido el concepto de integral fraccionaria, resulta natural
plantearse una denición para la idea o concepto de derivada fraccionaria.
Como veremos a continuación, la propiedad de semigrupo de la integral frac-
cionaria juega un importante papel a la hora introducir el concepto de derivada
de orden fraccionario.












recibe el nombre de derivada fraccionaria de Riemann-Liouville de orden α de
la función f .
Notemos que, a pesar de que hemos denido la integral fraccionaria de
orden α para cualquier número real positivo α, la derivada fraccionaria tan
solo ha sido introducida para 0 < α < 1. Además que la derivada fraccionaria
de una función f sería -de acuerdo con la Denición 1.6- la derivada ordinaria
de la integral fraccionaria de f de orden 1− α, es decir, Dαa = D1I1−αa .
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Así pues, la denición o construcción de la integral fraccionaria de una
función dada, y de igual modo el concepto de derivada fraccionaria, está ínti-
mamente relacionada con la ecuación integral de Abel.
Antes de pasar a considerar derivadas fraccionarias de orden α > 1, es-
timamos conveniente indicar una condición suciente para la existencia de la
derivada fraccionaria de una función.
Lema 1.7. Si f ∈ AC([a, b]) entonces Dαa f existe para todo x ∈ [a, b] y para














Demostración. La existencia de Dαa f , así como la expresión enunciada, son
una consecuencia inmediata del Lema 1.4 anterior. Empleado tal expresión, es
inmediato comprobar que Dαa f ∈ Lr(a, b) para 1 ≤ r < 1/α.
A continuación, introduciremos la denición de derivada fraccionaria de
orden α > 0 arbitrario. Para ello, emplearemos la notación habitual: [α] será
la parte entera de un número y {α} la parte fraccionaria, de modo que α =
[α] + {α} para todo α > 0.
En lo que sigue, si α es un número entero, entonces Dαa será entendida




















De forma análoga a lo ya indicado para el caso 0 < α < 1 en el Lema
1.7 anterior, una condición suciente para la existencia de Dα viene dada por
el siguiente resultado, en el que aparece la clase de funciones ACn([a, b]), con
n ∈ N, formada por todas aquellas funciones que tienen derivada de orden
n− 1 continua en el intervalo [a, b] y cuya derivada de orden n es un elemento
de AC([a, b]).
Lema 1.8. Dado α > 0, una condición suciente para la existencia de Dαa f




dt ∈ AC [α]([a, b]). (1.10)
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Nótese que f ∈ AC [α] implica la veracidad de la condición (1.10).
Lema 1.9. El espacio ACn([a, b]) está formado exclusivamente por aquellas










donde ϕ ∈ L1(a, b) y ck, con 1 ≤ k ≤ n− 1, constantes reales.
Demostración. Basta tener en cuenta la denición del espacio ACn([a, b]), la
caracterización dada en (1.1) y la fórmula (1.8).
Conviene observar que si en (1.11) escogemos ϕ(t) = f (n)(t), entonces debe
ser necesariamente
ck = f
(k)(a)/k!, para cada 0 ≤ k ≤ n− 1.
En el caso n = 0, AC0([a, b]) = AC([a, b]) se tiene precisamente la Proposición
1.2 anterior.
Proposicion 1.10. Dado α > 0, si n = [α] + 1 y f ∈ ACn([a, b]), entonces





Γ(1 + k − α)































































































Γ(1 + k − α)







Consideremos ahora la función f(x) = (x− a)−µ, con 0 < µ < 1. Tenemos


















s−µ(1− s)−α(x− a)1−µ−α dt
=









Dαa f(x) = 0, para f(x) = (x− a)−(1−α).
Así pues, la función (x−a)α−1 juega, para el operador Dαa , el mismo papel que
juegan las constantes para el operador derivada clásico. Procediendo de forma
totalmente análoga, se prueba que para α > 0 arbitrario
Dαa f(x) = 0 si f(x) = (x− a)α−k, para k = 1, 2, . . . , 1 + [α].
En general, para una función ϕ(x) de la forma ϕ(x) = (x− a)β , con β > 1















Γ(α+ β + 1)
(x− a)α+β. (1.12)












Γ(β − α+ 1)
(x− a)β−α.
1.4. Integración y derivación fraccionaria
Es sobradamente conocido que los operadores de integración y derivación





ϕ(t) dt = ϕ(x).
Sin embargo, en general ∫ x
a
ϕ′(t) dt 6= ϕ(x),
ya que en este caso, debemos tener en cuenta, entre otras cuestiones, el valor








diferenciándose estas dos últimas funciones en un polinomio de grado n − 1.
De forma similar, en el caso fraccionario tendremos que IαaD
α
aϕ = ϕ, pero no
necesariamente será cierto que Dαa I
α
a ϕ = ϕ, diferenciándose ambas funciones
en una combinación lineal de las funciones (x−a)α−k, con k = 1, 2, . . . , [α]+1.
Denición 1.11. Sean 1 ≤ p < ∞ y α > 0; denotaremos por Iαa (Lp) al
conjunto formado por aquellas funciones para las que existe ϕ ∈ Lp(a, b) de
modo que f = Iαa ϕ.
Teorema 1.12. Condición necesaria y suciente para que f ∈ Iαa (L1) es que
In−αa f ∈ ACn([a, b]) y f
(k)
n−α(a) = 0 para 0 ≤ k ≤ n− 1, (1.13)
siendo n = [α] + 1.
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Demostración. Si f = Iαa ϕ para cierta función ϕ ∈ L1(a, b) entonces, en virtud
de la propiedad de semigrupo, In−αa f = I
n
aϕ. Así pues, la necesidad de las
condiciones (1.13) se sigue del Lema 1.9 anterior.
Supongamos ahora que se satisfacen las condiciones (1.13) indicadas en el
enunciado. En tal caso, en virtud nuevamente del Lema 1.9, podemos expresar
In−αa f como I
n−α
a f = I
α
a ϕ para cierta ϕ ∈ L1(a, b). Por tanto, en virtud de la
propiedad de semigrupo,







y así, In−αa (f−Iαa ϕ) = 0; luego por unicidad de solución de la ecuación integral
de Abel, f = Iαa ϕ.
Es fundamental tener presente que el hecho de que una función f ∈ Iαa (L1)
es independiente de la existencia de la derivada de orden α de tal función.
Por ejemplo, la función f(x) = (x − a)α−1, con 0 < α < 1, cuya derivada
fraccionaria de orden α es idénticamente nula, no es una función de Iαa (L
1) ya
que f1−α(a) 6= 0. En realidad, podríamos pensar que la función (x− a)α−1 es
la integral fraccionaria de orden α de la distribución delta de Dirac δ(x − a)
concentrada en a que como es bien conocido, no está asociada a ninguna
función del espacio L1.
Supongamos por simplicidad que 0 < α < 1. Si consideramos la hipótesis
Dαa f(x) = d/dxI
1−α
a f(x) existe en casi todo punto de cierto intervalo, enton-
ces deberemos tener en cuenta el siguiente hecho: que una función g admita
derivada g′ integrable no es condición suciente para que
∫ x
a g
′(t) dt = g(x)+c;
basta considerar la función escalera del diablo. Luego es claro que la condición
existe y es integrable la derivada fraccionaria de orden α de la función f no es
suciente para poder asegurar que f ∈ Iαa (L1). Para evitar estos inconvenientes
es necesario trabajar nuevamente con funciones absolutamente continuas.
Denición 1.13. Dado α > 0, diremos que f ∈ L1(a, b) tiene derivada frac-
cionaria de orden α integrable si In−αa f ∈ ACn([a, b]) con n = [α] + 1.
El siguiente teorema clarica la relación entre los operadores de integración
y derivación fraccionaria.
Teorema 1.14. Si ϕ es una función integrable, entonces
Dαa I
α
a ϕ(x) = ϕ(x). (1.14)
Si ϕ ∈ Iαa (L1), entonces
IαaD
α
aϕ(x) = ϕ(x) (1.15)
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(n−k−1)(a), con n = [α] + 1.
(1.16)
Demostración. Efectivamente, pues para el primer resultado enunciado, in-
tercambiando el orden de integración y efectuando el pertinente cambio de







































Si asumimos ahora como hipótesis que ϕ ∈ Iαa (L1), entonces (1.15) se si-
gue fácilmente a partir de (1.14); de hecho, la identidad (1.15) ya había sido
probado en la demostración del Teorema 1.12 anterior.
La prueba de (1.16) es completamente análoga a la mostrada para probar
la suciencia de las condiciones del Teorema 1.12. Veamos como proceder, por
ser ϕ ∈ L1(a, b) una función con derivada fraccionaria de orden α integrable,
teniendo en cuenta la Denición 1.13 y el Lema 1.9, concluimos que podemos






































de donde, aplicando a ambos términos de la igualdad anterior el operador
Dn−αa , se sigue nalmente que
IαaD
α














Una consecuencia inmediata de la identidad (1.16) probada anteriormente
es el siguinete resultado, que nos dá una versión fraccionaria de la serie de
Taylor usual.
Corolario 2. Sea α > 0 y n ∈ N; si f es una función con derivada fraccionaria





Γ(α+ j + 1)
(x− a)α+j +Rn(x),





Demostración. Basta considerar en (1.16) como orden de derivación e integra-




















Γ(α+ j + 1)
(x− a)α+j .
Nota 1.1. Observemos que para valores de α ∈ N, obtenemos la clásica fórmula
de Taylor con el resto dado mediante la fórmula integral.
1.5. Propiedades de los operadores fraccionarios
Conocer ciertas propiedades elementales de los operadores fraccionarios es
ciertamente importante. En esta sección mostramos ciertos resultados sobre
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acotación de los operadores fraccionarios de Riemann-Liouville que nos per-
mitirán entender como el operador integral mejora ciertas propiedades de las
funciones sobre las que actúa. Resultados similares, e incluso más generales,
pueden consultarse en [70].
Una familia uniparamétrica de operadores Tα, con α ≥ 0, actuando en un
espacio de Banach (X, ‖ ·‖X) se dice que es un semigrupo si TαTβ = Tα+β para
todo α, β ≥ 0 y T0x = x para todo x ∈ X.
Un semigrupo se dice fuertemente continuo si para cada x ∈ X,
ĺım
α→α0
‖Tαx− Tα0x‖X = x, 0 ≤ α0 <∞.
Hablaremos de semigrupo uniformemente continuo si se cumple que
ĺım
α→α0
‖Tαϕ− Tα0ϕ‖ = 0,
donde ahora ‖ · ‖ denota a la norma en el espacio de operadores lineales y
acotados denidos en X y con imagen contenida en X.
Teorema 1.15. Para p ≥ 1, los operadores de integración de orden fracciona-
rio α ≥ 0 de Riemann-Liouville forman un semigrupo en el espacio Lp(a, b),
1 < p < ∞; además, tal semigrupo es uniformemente continuo para α > 0 y
fuertemente continuo para α ≥ 0.
Demostración. Comencemos observando que el operador Iαa es lineal y limitado









































































































Por tanto, pasando dividiendo el primer factor del segundo miembro de la
desigualdad anterior al primer miembro y aplicando luego la desigualdad ge-
































(αp− p+ 1)(αp− p+ 2)
]1/p
. (1.17)
Ahora la acotación o continuidad del operador Iαa es clara.
Las propiedades de la denición de semigrupo para el operador Iαa ya fueron
probadas y comentadas anteriormente; centremos entonces nuestros esfuerzos
en probar la continuidad uniforme del semigrupo (Iαa )α≥0. Para α, β > 0
arbitrarios, tenemos que


































A continuación, estimaremos las cantidades ‖Aϕ‖Lp y ‖Bϕ‖Lp de modo sepa-






















































































donde tomando límite cuando α→ β, concluimos que ‖Iαa f−I
β
a f‖ → 0 cuando
α→ β. Falta por considerar el caso α = 0.
Tenemos que




























y además, en virtud del Teorema de la convergencia dominada, concluimos
que ‖Gϕ‖Lp → 0 cuando α → 0. Para acotar la cantidad ‖Fϕ‖Lp , escogemos
primero un polinomio P tal que, dado ε > 0, ‖ϕ−P‖Lp < ε. Tenemos así que,
aplicando nuevamente la desigualdad generalizada de Minkowski,











|P ′(t)| dt→ 0,
cuando α→ 0.
Luego ahora es claro que ‖Iαa ϕ− ϕ‖ → 0 cuando α→ 0.
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Como ya indicamos en el Teorema 1.15 anterior, el operador integral frac-
cionaria de Riemann-Liouville deja invariante el espacio de Lebesgue Lp(a, b).
No obstante, la integral fraccionaria (en el sentido de Riemann-Liouville) de
una función dada tiene ciertas propiedades de regularidad extra de las que
puede carecer la función original.
Teorema 1.16. Sean 0 < α < 1 y 1 ≤ p < 1/α. En tal caso, el operador Iαa
es un operador lineal y acotado de Lp en Lr, con 1 ≤ r < q = p/(1− αp).
















y así, empleando ahora la desigualdad de Hölder para el caso de tres factores






























siendo c1 una constante real. Por tanto, concluimos nalmente que



















Lp = c2‖ϕ‖Lp .
Denición 1.17. Sea λ > 0. Diremos que una función real f denida en el
intervalo [a, b] ⊂ R pertenece al espacio de Hölder Hλ([a, b]) si
|f(x1)− f(x2)| ≤ A|x1 − x2|λ para todo x1, x2 ∈ [a, b].
El exponente λ recibe habitualmente el nombre de exponente de Hölder.
19
Los espacios de Hölder Hλ de interés se reducen al caso 0 < λ ≤ 1. En
efecto, pues para λ > 1, el espacio Hλ([a, b]) contiene únicamente funciones
constantes en el intervalo [a, b].
Denición 1.18. Diremos que una función real f denida en el intervalo





= 0 para todo x1, x2 ∈ [a, b].
Claramente, para 0 < λ ≤ 1, se tiene que hλ ⊂ Hλ. Por otra parte,









se obtiene una norma y Hλ([a, b]) es entonces un espacio de Banach.
Como veremos a continuación, los espacios de Hölder juegan un importante
papel a la hora de estudiar propiedades elementales de la integral fraccionaria
de orden α. Sin embargo, es conveniente tener en cuenta que se trata de espa-
cios de Banach no separables [65]. Luego no es posible aproximar una función
arbitraria de Hλ empleando funciones de un subconjunto denso en Hλ y con
buenas propiedades, ya que la clausura de tal subconjunto sería hλ, y no Hλ.
Para el caso λ > 1, conviene tener presente que existen dos posibles gene-
ralizaciones de los espacios de Hölder.
Denición 1.19. Sea λ = [λ] + {λ} > 1, con 0 < {λ} ≤ 1. Diremos que
una función real f denida en el intervalo [a, b] pertenece al espacio de Hölder
Hλ([a, b]) si f ∈ C[λ]([a, b]) y f (m) ∈ H{λ}([a, b]).
Denición 1.20. Sea λ = [λ] + {λ} > 1, con 0 < {λ} ≤ 1, y k > 0. Diremos
que una función real f denida en el intervalo [a, b] pertenece al espacio de
Hölder Hλ, k([a, b]) si f ∈ C[λ]([a, b]) y existe A > 0 tal que






para todo |h| < 1
2
.
Considerando las normas dadas por







|f (k)(x)|+ ‖f ([λ])‖,
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‖f‖Hλ, k = ‖f‖C[λ] + sup
x, x+h∈[a,b]
|h|<1/2





obtenemos nuevamente una estructura de espacio de Banach para los espacios
Hλ y Hλ, k respectivamente.
Teorema 1.21. Sean α > 0 y p > 1/α. En tal caso, el operador Iαa es un ope-
rador lineal y acotado del espacio Lp(a, b) en el espacio de Hölder Hα−1/p(a, b)
si α − 1/p /∈ N y de Lp(a, b) en Hα−1/p, 1/p′ si α − 1/p ∈ N, siendo p y p′
exponentes conjugados.
Demostración. Consideremos inicialmente el caso α − 1/p ≤ 1. Bajo tal con-
dición, dados x, x+ h ∈ [a, b], tenemos que




























[(x+ h− t)α−1 − (x− t)α−1]ϕ(t) dt
=I1(x) + I2(x).










































Si (x− a)/h ≤ 1, entonces la acotación |I2(x)| ≤ c2 ‖ϕ‖Lphα−1/p es obvia. En









































hα−1/p, se α− 1/p = 1.
(1.21)
Teniendo en cuenta ahora las acotaciones (1.20) y (1.21), el resultado enun-
ciado es claro bajo la condición inicial α− 1/p ≤ 1.
Si α− 1/p > 1, sea entonces k ∈ N tal que k < α− 1/p ≤ k + 1. Teniendo
en cuenta lo dicho anteriormente y que
dk
dxk
Iαa ϕ = I
α−k
a ϕ, con 0 < α− k ≤ 1,
el resultado enunciado queda probado.
En realidad, todavía tenemos un resultado bastante más fuerte.
Corolario 3. Sean α > 0 y p > 1/α. En tal caso, el operador Iαa es un operador
lineal y acotado del espacio Lp(a, b) en el espacio de Hölder hα−1/p(a, b) si
0 < 1/p < α < 1 + 1/p.
Demostración. Dados ε > 0 y ϕ ∈ Lp, sea Pε un polinomio tal que ‖ϕ−Pε‖ < ε.
Así, en virtud del Teorema 1.21 anterior tenemos que
|Iαa ϕ(x+ t)− Iαa ϕ(x)| ≤|Iαa Pε(x+ t)− Iαa Pε(x)|
+ |Iαa (ϕ− Pε)(x+ t)− Iαa (ϕ− Pε)(x)|
≤c1|t|α + c2|t|α−1/p‖ϕ− Pε‖Lp
=o(|t|α−1/p).
1.6. Operadores fraccionarios de Liouville
Las integrales fraccionarias de Riemann-Liouville consideradas anterior-
mente para funciones denidas en un intervalo compacto [a, b] ⊂ R pueden
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ser extendidas o generalizadas para el caso de funciones denidas en toda la
recta real. Así, para ϕ : R −→ R, podemos hablar del operador conocido habi-
tualmente con el nombre de integral fraccionaria de orden α de Liouville, que








dt, −∞ < x <∞.
Conviene tener en cuenta, que podemos escribir tal operador como una


























tα−1, t > 0,
0, t ≤ 0.
























concluimos luego que para 0 < α < 1, el operador de integración fraccionaria
de Liouville Iα+ está bien denido para funciones ϕ ∈ Lp(R) con 1 ≤ p < 1/α.
Una vez introducidas las integrales de orden fraccionario, resulta natural
considerar las correspondientes derivadas fraccionarias. Así pues, procediendo
de forma análoga a lo indicado anteriormente para la integral de Riemann-
Liouville, obtenemos ahora, para 0 < α < 1, la derivada fraccionaria de orden










dt, −∞ < x <∞.










dt, −∞ < x <∞, (1.22)
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con n = [α] + 1.
Es ahora especialmente interesante considerar algunos ejemplos es elemen-
tales de integrales fraccionarias de Liouville de ciertas funciones. Por ejemplo,






















Observemos que si consideramos la integral fraccionaria en el sentido de Riemann-
Liouville de la misma función exp(µx), obtenemos un resultado diferente y
quizás menos intuitivo.
Para una función del tipo ϕ(x) = (x − a)β si x > a y ϕ(x) = 0 en otro
caso, con β > 1, en virtud de (1.12), tenemos que
Iα+ϕ(x) =
Γ(β + 1)
Γ(α+ β + 1)
(x−a)α+β, para x > a e Iα+ϕ(x) = 0 para x ≤ a,
coincidiendo ahora sí con el caso del operador de Riemann-Liouville.
El operador integral fraccionaria de Liouville no deja invariante el espacio
de Lebesgue Lp(R). Si queremos considerar un espacio de Banach que quede
invariante por el operador Iα+, debemos considerar espacios de Lebesgue con
pesos de tipo exponencial. Así, para 1 ≤ p <∞ y w ∈ R, el espacio Lpw será el







es nita. Para el caso p = ∞, consideraremos el espacio Cw, formado por
aquellas funciones ϕ tales que la función t ∈ R 7−→ exp(−wt) es continua y




Teorema 1.22. Para 1 ≤ p ≤ ∞ y w ∈ R, el operador Iα+ es lineal y acotado
en el espacio Lpw(R).
Demostración. En efecto, pues en virtud de la desigualdad de Minkowski ge-










































































e−wxϕ(x− t) dx dt,
luego ‖Iα+‖L1w→L1w = |w|
−α. Considerando la función exp(wt) en (1.23), también
se concluye que ‖Iα+‖Cw→Cw = |w|−α.
Teorema 1.23. Sean 0 < α < 1 y 0 ≤ λ ≤ 1. El operador Iα+ es lineal y
acotado de Hλ en Hλ+α si λ + α < 1; si λ + α = 1, entonces Iα+ es lineal y
continuo de Hλ en Hλ+α, 1.










Sea ψ(x) la función dada por el segundo sumando del segundo miembro de la
igualdad anterior. Veremos que ψ ∈ Hλ+α si λ + α < 1 y que si λ + α = 1,
entonces ψ ∈ H1, 1

























































































((x− a+ h)α − (x− a)α) = J1 + J2 + J3.
A continuación, acotaremos cada uno de los sumandos anteriores. Así, para






















α+λ, con c1 ∈ R.

























∣∣∣1− (1 + 1
s
)α−1∣∣∣ ds, si x− a > h.
Finalmente, para el tercer sumando, también debemos distinguir entre el




|(x+ h− a)α − (x− a)α| ≤ 2A
α
(x− a)λ(x− a)α
≤chλ+α, con c ∈ R.














≤ A(x− a)λ+α h
x− a
= chλ+α.
1.7. La derivada fraccionaria de Marchaud
La derivada fraccionaria de Liouville introducida en (1.22) para una fun-
ción denida en la recta real puede ser expresada de forma más conveniente.
Asumamos para ello que f es una función continuamente derivable en R y tal
que f ′(x) decrece sucientemente rápido cuando |x| tiende a innito. En tal



























































concluimos que Dα+f = D
α
+f para funciones f sucientemente regulares. Nos
referiremos a (1.24) como derivada fraccionaria de Marchaud de orden α de la
función f .
Conviene notar que, por ejemplo, si f ∈ Hλ, con λ > α, entonces la funcio-
nes construida en (1.24) está bien denida. Así pues, resulta natural pregun-
tarse bajo qué condiciones sobre f se dará la igualdad Dα+f = D
α
+f . En primer
lugar, debemos mencionar que la existencia de Dα+f no implica la existencia de
Dα+f ; en efecto, basta considerar como f una función constante. La cuestión
recíproca, esto es, la existencia de Dα+f partiendo de la existencia de D
α
+f ,
está relacionada con la inversión de las integrales fraccionarias.
Como veremos a continuación, la igualdad Dα+I
α
+ϕ = ϕ tan solo será válida
para funciones ϕ ∈ L1(R), mientras que la identidad Dα+Iα+ϕ = ϕ es cierta
para funciones ϕ ∈ Lp(R) con 1 ≤ p < 1/α. Concluimos luego que la derivada
fraccionaria de Marchaud es más adecuada que la derivada fraccionaria de
Liouville para funciones denidas en R, ya que permite un mayor grado de
libertad para el comportamiento de la función en el innito.
En lo que sigue, la derivada fraccionaria de Marchaud de una función f













donde el límite anterior es considerado en el marco de los espacios Lp(R).
Para probar la fórmula de inversión asociada a la derivada fraccionaria
de Marchaud (Teorema 1.25 siguiente), necesitamos inicialmente el siguiente
resultado.
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K(t) ≥ 0, para todo t ∈ R y
∫ ∞
−∞
K(t) dt = 1. (1.27)
Demostración. Para t > 0 abitrario, tenemos que


























α−1, 0 < s < 1;
sα−1 − (s− 1)α−1, s > 1.































































k(r) dr = K(t).
29
En virtud ahora de las condiciones (1.26) y (1.27), y de un teorema de apro-
ximación de la identidad [75, p. 62-65], podemos armar que Dα+, εf converge
en Lp(R) cuando ε→ 0+.
Teorema 1.25. Sea f = Iα+ϕ, donde ϕ ∈ Lp(R) con 1 ≤ p < 1/α. Entonces









K(t)(ϕ(x− εt)− ϕ(x)) dt
y así, aplicando la desigualdad de Minkowski generalizada y el Teorema de la
convergencia dominada de Lebesgue concluimos nalmente que















En este capítulo, presentaremos otros operadores diferenciales de orden
fraccionario más modernos. Así, hablaremos brevemente de la famosa derivada
fraccionaria de Caputo, que será considerada más tarde en diversos problemas
de los Capítulos 3 y 4.
También trabajaremos con la conocida como derivada conformable. Más
concretamente, la segunda sección de este capítulo estará dedicada a tal ope-
rador; detallaremos los resultados publicados en [4, 24].
La tercera y cuarta sección tratan sobre las dicultades propias de las
ecuaciones diferenciales de orden fraccionario; veremos pues la relación entre
la regla de Leibniz y los operadores fraccionarios. Intentaremos aclarar también
ciertos resultados sobre la ecuación logística fraccionaria; pormenorizaremos los
resultados publicados en [10].
La quinta y última sección de este capítulo estará dedicada a la reciente-
mente introducida derivada de Caputo-Fabrizio. Hablaremos, por ejemplo, del
operador inverso asociado y detallaremos algunos resultados de [56].
2.1. La derivada de Caputo
Para garantizar existencia y unicidad de solución de problemas de valor
inicial sencillos asociados al operador de Riemann-Liouville, es preciso indicar
las condiciones iniciales de forma que, aún a día de hoy, no tiene una inter-
pretación física o geométrica clara y plenamente aceptada por la comunidad
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matemática (véase [70, Capítulo 8]).
Así, a nales de los años sesenta del pasado siglo XX, el físico y matemático
italiano M. Caputo, motivado por las limitaciones de la derivada fraccionaria
de Riemann-Liouville a la hora de modelar y estudiar ciertos problemas físicos,
propuso [28, 29] una denición alternativa y quizás más sencilla para la derivada
fraccionaria de una función f .
En realidad, muchas de las novedosas ideas propuestas por M. Caputo ya
habían sido consideradas anteriormente por en matemático de origen armenio
M. M. Dzhrbashyan, quien publicó numerosos y muy interesantes trabajos,
todos ellos relacionados de una u otra manera con el cálculo fraccionario, [36,
37]. Sin duda alguna, sus resultados tuvieron poca repercusión en el mundo
occidental por motivos obvios.
Denición 2.1. La derivada fraccionaria de Caputo de orden α > 0 de una






(t− s)n−α−1f (n)(s) ds t > a,
con n = [α] + 1 ∈ N, esto es, n es la parte entera de α más uno.
Observemos entonces que para denir la derivada fraccionaria de Caputo
de orden α > 0 de una función f , necesitamos asumir la existencia en cierto
sentido que aclararemos en breve de la derivada usual de orden n ≥ α de la
función f .
Conviene notar también que la derivada fraccionaria de Caputo se obtiene
como la integral fraccionaria de la derivada, de cierto orden entero de la función.
Recordemos que en el caso de Riemann-Liouville, procedíamos en el orden
inverso, esto es, la derivada fraccionaria de Riemann-Liouville de una función
es la derivada de orden entero de una integral fraccionaria de la propia función.
Veamos, por ejemplo, como obtener la derivada fraccionaria de la función
potencia (t−a)r, con r ≥ 0. En el caso r ≤ n−1 con r ∈ N y n = [α]+1, se tiene
que la derivada de orden n de la función (t− a)r es la función constantemente
nula. Por tanto, en tal caso, CDαa (t− a)r = 0.
Para r > n− 1, tenemos que











Γ(r − n+ 1)Γ(n− α)
∫ t
a
(t− s)n−α−1(s− a)r−n ds.
32
Así pues, haciendo la substitución s = a+ τ(t− a), concluimos que
CDαa (t− a)r =
Γ(r + 1)




(1− τ)n−α−1τ r−n dτ
=
Γ(r + 1)
Γ(r − n+ 1)Γ(n− α)
(t− a)r−αB(r − n+ 1, n− α)
=
Γ(r + 1)
Γ(r − α+ 1)
(t− a)r−α
Por tanto, concluimos que
CDαa (t− a)r = 0, para r ∈ N, r ≤ n− 1.
y
CDαa (t− a)r =
Γ(r + 1)
Γ(r − α+ 1)
(t− a)r−α, para r > n− 1, (2.1)
que coincide con lo obtenido para la derivada de Riemann-Liouville en (1.12).
Además, ahora se tiene que CDαa c = 0 para toda constante c ∈ R.
Una consecuencia inmediata de la identidad (2.1) anterior es el siguiente
resultado.
Lema 2.2. Sea α > 0 y n = [α] + 1 ∈ N. Entonces,




donde para 0 ≤ j ≤ n, cj ∈ R.






Γ(k − α+ 1)
f (k)(a) + CDαa f(t).




f(a) + CDαa f(t).
Por tanto, si f (k)(a) = 0 para todo k ∈ N0, 0 ≤ k ≤ n− 1, entonces
CDαa f = D
α
a f.
A veces, cuando no sea relevante el punto base a ∈ R que escogemos para
denir las integrales o derivadas fraccionarias, emplearemos la notación Dα,
CDα e Iα para referirnos a los operadores derivada fraccionaria de Riemann-
Liouville, derivada fraccionaria de Caputo e integral fraccionaria de Riemann-
Liouville respectivamente.
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2.2. La derivada conformable
Motivados por las dicultades propias de los operadores de orden fraccio-
nario, los autores de [51], introducen la siguiente denición.
Denición 2.3. Sean f : [0,∞) −→ R y 0 < α ≤ 1. La derivada conformable
de orden α de la función f en un punto t > 0 viene dada, en caso de existir,
por el valor del límite





Si el límite anterior existe, diremos entonces que f admite derivada conforma-
ble de orden α en el punto t. Si la función f admite derivada conformable de




Dαc f(0) = ĺım
t→0+
Dαc f(t).
Dada una función f : [0,∞) −→ R y t > 0, la derivada usual de f en el






Así, en particular, tenemos que si f(t) = tn, entonces f ′(t) = ntn−1 para
n ∈ N. Conviene luego indicar que si, para t > 0, denimos f(t) = tp con
p > 0, entonces Dαc f(t) = pt
p−α para todo t > 0. Por tanto, para ciertas
funciones potencia, la derivada conformable y la derivada Riemann-Liouville
coinciden salvo una constante multiplicativa.
Observemos además, que para el caso α = 1, la derivada fraccionaria con-
formable coincide con la denición clásica de derivada.
Proposicion 2.4. Sean f : [0,∞) y 0 < α ≤ 1. Si f admite derivada con-
formable de orden α en cierto punto t0 > 0, entonces la f es continua en
t0.







luego haciendo h = εt01−α y tomando límite cuando ε→ 0 en ambos miembros
de la igualdad anterior, concluimos que
ĺım
h→0
f(t0 + h)− f(t0) = Dαc f(t0) 0 = 0,
es decir, la continuidad de f en el punto t0.
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Recogemos en la siguiente proposición otras propiedades importantes de la
derivada fraccionaria conformable.
Proposicion 2.5. Sean f, g : [0,∞) −→ R dos funciones que admiten derivada
conformable de orden 0 < α ≤ 1 en cierto punto t > 0. Tenemos entonces que:
a) Dαc (af + bg)(t) = aD
α
c f(t) + bD
α
c g(t) para todo a, b ∈ R;
b) dado p > 0, si f(s) = sp para s > 0, entonces Dαc f(t) = pt
p−α;
c) si f(t) = c ∈ R para todo t > 0, entonces Dαc f = 0;
d) Dαc (fg)(t) = f(t)D
α
c g(t) + g(t)D
α
c f(t);
e) si g(t) 6= 0, entonces Dαc (f/g)(t) =





f) si f es derivable en el punto t > 0, entonces Dαc f(t) = t
1−αf ′(t).
Demostración. Las tres primeras propiedades enunciadas son completamente
triviales a partir de la Denición 2.3. Pasemos entonces a mostrar la prueba
de la regla de Leibniz. Se tiene que, de modo completamente análogo al caso
usual,
Dαc (fg)(t) = ĺım
ε→0
















=g(t)Dαc f(t) + f(t)D
α
c g(t).
La fórmula para el cociente de dos funciones se prueba de modo similar.
Para probar lo enunciado en f), basta tener en cuenta que haciendo h =
εt1−α,













Por tanto, la derivada conformable de ciertas funciones elementales se
puede calcular ahora fácilmente. Por ejemplo, se tiene que: Dαc (t
α/α) = t,
Dαc (sen cx) = cx
1−α cos(cx) y Dαc (cos cx) = −cx1−α sen(cx) para todo c ∈ R.
Conviene también notar que, como no, una función puede admitir derivada
conformable de cierto orden 0 < α ≤ 1 en t = 0 y no ser derivable en el
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sentido usual en tal punto. Basta considerar la función f(t) =
√
t, para la que
D
1/2
c f(t) = 2 para todo t > 0, siendo luego D
1/2
c f(0) = 2.
Empleando el concepto de derivada conformable, también se pueden obte-
ner versiones ciertamente curiosas de algunos resultados clásicos del análisis
matemático.
Proposicion 2.6 (Teorema de Rolle). Sea a > 0 y f : [a, b] ⊂ R −→ R una
función dada tal que:
a) f es continua en el intervalo [a, b];
b) f admite derivada conformable de orden 0 < α ≤ 1 en el intervalo (a, b);
c) f(a) = f(b).
Luego existe c ∈ (a, b) tal que Dαc f(c) = 0.
Demostración. Es una consecuencia del Teorema de Rolle clásico.
Proposicion 2.7 (Teorema del valor medio). Sean a > 0, 0 < α ≤ 1 y
f : [a, b] ⊂ R −→ R una función dada tal que:
a) f es continua en el intervalo [a, b];
b) f es derivable en el intervalo (a, b).









Demostración. Basta aplicar la Proposición 2.6 anterior a la función












, x ∈ [a, b],
y tener en cuenta que Dαc (x
α/α) = 1.
El operador inverso asociado a la derivada conformable se obtiene fácilmen-
te.
Denición 2.8. Dados 0 < α < 1, a > 0 y f : [a, b] ⊂ R −→ R denimos








En tal caso, se tiene que Dαc I
α
c f = f . En efecto, pues
Dαc I
α
c f (t) = t
1−α d
dt











= f(t), t ∈ [a, b].
Observemos entonces que para α > 0 y β ∈ R, β 6= −α, tenemos que
para f(t) = tβ , Iαc f(t) = t
α+β/(β + α). Luego empleando la densidad de los
polinomios en el espacio de las funciones continuas denidas sobre un conjun-
to compacto (Teorema de Weierstrass), podemos concluir por ejemplo que la










Para el caso α > 1, tenemos la siguiente denición de derivada conformable
de orden α.
Denición 2.9. Sean n ∈ N, α ∈ (n, n + 1] y f : [0,∞) −→ R una fun-
ción n-veces derivable en cierto punto t > 0. Diremos que f admite derivada
conformable de orden α en el punto t si existe el siguiente límite,
Dαc f(t) = ĺım
ε→0
f (n)(t+ εtn+1−α)− f(t)
ε
.
Notemos entonces que Dαc f(t) = t
n+1−αf (n)(t) para t > 0.
2.2.1. Un problema de frontera
En esta sección presentaremos los resultados probados en [24], en donde se
estudia una clase de ecuaciones diferenciales, en las que interviene la derivada
conformable antes presentada, junto con ciertas condiciones de frontera. Un
problema similar a este ha sido estudiado en [25].
Más exactamente, se trata de estudiar la existencia y unicidad de soluciones
para el problema D
α
c (D + λ)x(t) = f(t, x(t)), t ∈ [0, 1],
x(0) = 0, x′(0) = 0, x(1) = βx(η);
(2.2)
donde Dαc es la derivada conformable de orden α ∈ (1, 2], D es el operador
derivada usual, f : [0, 1]× R −→ R es una función continua conocida y λ > 0,
η ∈ (0, 1) y β son números reales dados.
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Como ya dijimos anteriormente, para α ∈ (0, 1], se tiene que Dαc Iαc x (t) =
x(t); como resulta previsible, para α > 0 arbitrario tal resultado también es
válido. En esta sección nos restringiremos al caso α ∈ (1, 2].
Lema 2.10. Dados α ∈ (1, 2] y una función continua x(t), se tiene que
Dαc I
α
c x(t) = x(t) para todo t > 0.
Demostración. En efecto, pues dado que x es una función continua, Iαc x es una
función dos veces derivable y así,
Dαc I
α















= t2−αx(t)tα−2 = x(t), t > 0,
quedando luego probado el resultado enunciado.
Lema 2.11. Dados α ∈ (1, 2] y x : [0,+∞) −→ R una función derivable, se
tiene que Dαc x(t) = 0 para todo t ≥ 0 si, y solo si, x(t) = c1+c2t con c1, c2 ∈ R.
Demostración. Es una consecuencia inmediata de la Proposición 2.7.
Empezaremos por estudiar el problema lineal correspondiente, esto es,
Dαc (D + λ)x(t) = σ(t), t ∈ [0, 1], (2.3)
con 1 < α ≤ 2 y σ ∈ C([0, 1],R). Obtendremos la función de Green asociada.
Proposicion 2.12. Sea
β 6= λ+ exp(−λ)− 1
λη + exp(−λη)− 1
.
En tal caso, la única solución de (2.3) sujeta a las condiciones indicadas en

































∆ = λ+ exp(−λ)− 1− β(λη + exp(−λη)− 1) 6= 0.
Demostración. Integrando la ecuación diferencial de (2.3), obtenemos que
(D + λ)x(t) = Iαc σ(t) + c1t+ c2t. (2.6)
Así pues, en virtud de los Lemas 2.10 y 2.11, toda solución de (2.6) es solución
de la ecuación diferencial (2.3).
Sea ahora y(t) = exp(λt)x(t). En tal caso, la ecuación (2.6) puede ser
reescrita como
Dy(t) = y′(t) = (Iασ(t) + c1t+ c2) exp(λt).




(λt− 1 + exp(−λt)) + c2
λ







σ(u)uα−2(s− u) du ds. (2.7)
Teniendo en cuenta ahora las condiciones indicadas en (2.2), deducimos nal-


















σ(u)uα−2(s− u) du ds
]
.
Finalmente, teniendo en cuenta los valores de c1, c2 y c3 en (2.7), obtenemos
la identidad (2.4) enunciada.
Pasamos ahora a obtener la función de Green correspondiente al problema












exp(λ(s− t))(s− u) dsσ(u)uα−2 du;
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exp(λ(u− t))(u− s) du = exp(λ(s− t))− λs− 1 + λt
λ2
.
































Esto es, hemos obtenido el resultado que se indica a continuación.
Teorema 2.13. La única solución de la ecuación diferencial (2.3) satisfacien-








−k(1, s)ψ(t), si 0 ≤ máx{η, t} < s ≤ 1,
−k(1, s)ψ(t) + k(t, s), si 0 ≤ η < s < t ≤ 1,
(βk(η, s)− k(1, s))ψ(t), si 0 ≤ t < s ≤ η ≤ 1,
(βk(η, s)− k(1, s))ψ(t) + k(t, s), si 0 ≤ s < mı́n{η, t} ≤ 1;
con ψ(t) = A(t)/∆ para cada t ∈ [0, 1].
Nota 2.2. En otras palabras, G(t, s) es la función de Green del problema ho-
mogéneo (2.3) junto con las condiciones requeridas en (2.2).
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Nota 2.3. Notemos también que G(t, s) es independiente de 1 < α ≤ 2, pero
obviamente la solución x(t) sí depende de α.
Sea C el espacio de Banach formado por las funciones continuas denidas
en el intervalo compacto [0, 1] ⊂ R en el que consideramos la norma de la
convergencia uniforme dada por
‖x‖∞ = sup{|x(t)| : t ∈ [0, 1]}.
Por conveniencia y simplicidad, emplearemos la notación
B =




A1 = sup{|A(t)| : t ∈ [0, 1]}
con A(t) como en (2.5).
En virtud del Lema 2.11 anterior, podemos transformar el problema (2.2)
en el problema de punto jo
x = Tx, con x ∈ C, (2.9)























f(u, x(u))uα−2(s− u) du ds
]
. (2.10)
Teorema 2.14. Sea f : [0, 1]× R −→ R una función continua tal que
|f(t, v)− f(t, w)| ≤ L|v − w|, para todo t ∈ [0, 1] y v, w ∈ R.
En tal caso, si B < 1/L, siendo B la constante introducida en (2.8), el proble-
ma (2.2) admite una única solución.
Demostración. Inicialmente, para el operador T introducido en (2.10), mos-
traremos que para r > 0 sucientemente grande, T (B[0, r]) ⊂ B[0, r], siendo
B[0, r] = {x ∈ C : ‖x‖∞ ≤ r} la bola cerrada de centro el origen y radio r > 0


































































































































α(1− exp(−λη)) + 1− exp(−λ))
λα(α− 1)
=(Lr +M)B ≤ r.
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Por otra parte, para x, y ∈ C arbitrarios se tiene que























































uα−2(s− u) du ds
]}
≤L 1 +A1(|β|η




Así pues, si BL < 1, en virtud del Teorema de punto jo de Banach,
podemos concluir que la ecuación (2.9) admite un único punto jo y de ello
se deduce el resultado sobre la unicidad de solución para el problema (2.2)
enunciado.
Por supuesto, también podemos emplear otros resultados de la teoría de
punto jo para obtener información sobre la existencia de solución para el
problema 2.2. A continuación, deduciremos la existencia de solución para el
problema (2.2) a partir del siguiente resultado debido a M. Krasnoselskii [74,
Teorema 4.4.1].
Teorema 2.15. Sea M un conjunto cerrado, convexo y no vació de cierto
espacio de Banach X y T1, T2 : M −→ X dos aplicaciones tales que:
a) T1x+ T1y ∈M para todo x, y,∈M ;
b) T1 es continua en y T1(M) está contenido en un conjunto compacto de
X;
c) T2 es una contracción.
Luego existe z ∈M tal que z = T1z + T2z.
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Teorema 2.16. Sea f : [0, 1]×R −→ R una función continua que satisface las
siguientes condiciones:
|f(t, v)− f(t, w)| ≤ L |v − w| para todo t ∈ [0, 1] y v, w ∈ R; (2.11)
|f(t, v)| ≤ µ(t) para todo (t, v) ∈ [0, 1]× R, con µ ∈ C. (2.12)
En tal caso, si además
A1
|β|ηα(1− exp(−λη)) + (1 + exp(−λ))
λα(α− 1)
< 1, (2.13)
entonces el problema (2.2) admite cuando menos una solución en el espacio C.
Demostración. Sea r > 0 de modo que
r ≥ 1 +A1(|β|η
α(1− exp(−λη)) + (1 + exp(−λ)))
λα(α− 1)
‖µ‖∞ (2.14)
























f(u, y(u))uα−2(s− u) du ds
]
.
Así pues, en virtud de (2.14), para x, y ∈ B[0, r] arbitrarios tenemos que
‖T1x− T2y‖∞ ≤ A1
|β|ηα(1− exp(−λη)) + (1 + exp(−λ))
λα(α− 1)
≤ r.
Es decir, para x, y ∈ B[0, r] se tiene que T1x+ T2y ∈ B[0, r].
Por otra parte, la condición (2.13) implica que la aplicación T2 es una
contracción. Luego para poder aplicar el Teorema de Krasnoselskii tan solo
falta probar la condición b) del Teorema 2.15 anterior.
Para probar la compacidad de T1 emplearemos el Teorema de Ascoli-Arzela.





























lo cual prueba la continuidad de T1. Por otra parte, haciendo
Mr = sup{|f(t, x)| : t ∈ [0, 1], x ∈ B[0, r]},


















(exp(λt1)− exp(λt2))(exp(−λt1)t1α − exp(−λt2)t2α),
acotación esta última independiente de x y que converge hacia 0 cuando t1 →
t2. Por tanto, la equicontinuidad de T (B[0, r]) es ahora clara.
El resultado enunciado se sigue ahora del Teorema 2.15 anterior.
Como ejemplo de aplicación de los resultados anteriores, podemos conside-
rar el problema D
3/2
c (D + 4)x(t) = L (t2 + cos t+ arctanx(t)), t ∈ [0, 1],
x(0) = 0, x′(0) = 0, x(1) = βx(1/2);
(2.15)
Luego en este caso, tenemos que: f(t, v) = L (t2 + cos t + arctan v), λ = 4,
β = 1 y η = 1/2. Además,
|f(t, v)− f(t, w)| ≤ L | arctan v − arctanw| ≤ Lv − w||;
A1 =
4 + exp(−4)− 1




2/3(1− exp(−2)) + 1− exp(−4))
3
≈ 1.0212.
Por tanto, en virtud del Teorema 2.14 anterior, para L < 0.9792, el problema
(2.15) admite una única solución.
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2.3. La regla de Leibniz y las derivadas fraccionarias
Como ya hemos visto, existen numerosas deniciones de derivada fraccio-
naria. Desafortunadamente, los operadores diferenciales de Caputo y Riemann-
Liouville no satisfacen la regla de Leibniz clásica: (fg)′ = f ′g+fg′. Para el caso
de la derivada de orden fraccionario de Riemann-Liouville es bien conocido [70,





Γ(k + 1)Γ(α− k + 1)
[Dα−kf ] [Dkg], (2.16)
fórmula ya conocida por Liouville.
Identidades como (2.16) dicultan notablemente la solución de ciertas ecua-
ciones diferenciales fraccionarias que, en el caso de órdenes de derivación ente-
ra, no presentan grandes dicultades. Tal hecho, ha motivado la introducción
de nuevos tipos de derivadas fraccionarias como por ejemplo, la derivada
fraccionaria conformable, que intentan superar tales inconvenientes.
Es por ello que conviene resaltar el importante resultado probado en [78],
donde se arma que si un operador lineal Dα satisface la regla de Leibniz usual,
entonces puede ser expresado como Dα = a(x)D1, donde a(x) = Dαx; es decir,
no es posible denir una derivada verdaderamente fraccionaria que satisfaga la
regla de Leibniz.
A pesar de ello, derivadas fraccionarias como la derivada conformable si-
guen gozando de cierto interés y popularidad en la actualidad [53, 71, 84].
2.3.1. La ecuación logística fraccionaria
La función exponencial, exp(t), juega un papel fundamental en las mate-
máticas y es realmente útil, por ejemplo, en el estudio de numerosas ecuaciones
diferenciales. En el caso de los operadores diferenciales e integrales de orden
fraccionario, la función exponencial pierde muchas de sus interesantes propie-
dades. Así, en el caso de órdenes no enteros, las funciones de Mittag-Leer
podrían pensarse como substitutas naturales de la función exponencial.
A continuación, recordamos su denición y ciertas propiedades elementales.
Denición 2.17. Para α > 0, la función Eα(z) recibe su nombre en honor
del matemático sueco Gösta Mittag-Leer (1846-1927), quien la denió como






, z ∈ C.
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Así, la función de Mittag-Leer Eα es una generalización de la función
exponencial ya que E1(z) = exp(z) para todo z ∈ C.







, z ∈ C.
Durante las primeras décadas del pasado siglo XX, las funciones de Mittag-
Leer no gozaron de gran interés por parte de la comunidad matemática.
Sin embargo, recientemente matemáticos, físicos e ingenieros han mostrado
gran interés por esta familia de funciones e incluso hay quien se reere a tal
función como la reina del cálculo fraccionario. En la actualidad, disponemos de
monografías de estilo enciclopédico sobre las funciones de Mittag-Leer, como
por ejemplo [39]; en [59], puede consultarse más información detallada sobre
esta familia de funciones especiales y su relación con el cálculo fraccionario.
De las dos deniciones anteriores, se sigue por ejemplo que















fórmulas que ponen da maniesto la importancia de las funciones de Mittag-
Leer.




Γ(β + 1− α)
tβ−α, t > 0,
concluimos luego fácilmente que la función f(t) = Eα(λtα), con λ ∈ R, es
una autofunción no trivial para el operador derivada fraccionaria de Caputo
de orden α > 0 introducido al inicio del presente capítulo.
En el pasado reciente, algunos autores [48, 47] cometieron errores cierta-




α), t, s > 0, (2.17)
que únicamente es válida para los casos α = 1 (caso de la función exponencial,
ver [10]) o a = 0. El artículo [66] es de gran interés para más información
sobre el producto de funciones de Mittag-Leer e identidades similares a la
considerada en (2.17).
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A continuación, partiendo de cierta propiedad de las funciones de Mittag-
Leer, concluiremos que la función recientemente propuesta en [88] como so-
lución exacta de la ecuación fraccionaria logística no es tal. Esto pone de
maniesto la dicultad real a la hora de obtener soluciones exactas de cier-
tas ecuaciones diferenciales -bastante sencillas- de orden no entero; al mismo
tiempo, muestra que a pesar de que las funciones de Mittag-Leer comparten
numerosas propiedades con la función exponencial, debemos ser cautelosos a
la hora de substituir funciones exponenciales por funciones de Mittag-Leer.
En el año 1838, el matemático belga P. F. Verhulst introdujo un término
no lineal en la ecuación de crecimiento; por aquel momento, Verhulst estaba
interesado en modelos de poblaciones y pretendía evitar las catastrócas pre-
dicciones de T. Malthus, quien ya había empleado la ecuación de crecimiento
exponencial para predecir el aumento fatídico de la población humana sobre
la Tierra. De este modo, Verhulst acabó proponiendo, para k ∈ R dado, la
ecuación diferencial
u′(t) = k u(t)(1− u(t)), t ≥ 0, (2.18)
a la que hoy es habitual referirse como ecuación diferencial logística.
La ecuación diferencial (2.18) es una de las pocas ecuaciones diferenciales
no lineales para las que se conocen sus soluciones exactas. En este caso, las
soluciones viene dadas por funciones de la forma
u(t) =
u0
u0 + (1− u0) exp(−kt)
, t ≥ 0, (2.19)
donde u0 ∈ R sería la condición inicial, que en el caso de un modelo de pobla-
ciones se correspondería con u0 = u(0) = N(0)/Nmáx, siendo N(0) el número
de individuos en el instante inicial y Nmáx la capacidad de carga del ecosistema.
En la actualidad, ya superados modelos de poblaciones tan simples, la ecuación
logística así como diversas generalizaciones de la misma han mostrado cierta
utilidad en la modelización de otras situaciones física y biológicas.
La ecuación fraccionaria logística, esto es, dados k ∈ R y 0 < α < 1,
encontrar una función u tal que
CDα0 u(t) = k u(t)(1− u(t)), t ≥ 0, (2.20)
ha sido estudiada recientemente, pero hasta el momento su solución exacta no








Eα(−nkα t), t ≥ 0. (2.21)
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u0 + (1− u0) exp(−kt)
t ≥ 0,
coincidiendo así con el caso ordinario considerado en (2.19).
La solución (2.21) habría sido obtenida empleando la técnica del embebi-
miento de Carleman, muy útil a la hora de resolver ciertas ecuaciones diferen-
ciales de orden entero no lineales sencillas, pero que depende de la regla de
Leibniz.
En lo que sigue, supondremos que la función introducida en (2.21) es efec-
tivamente una solución exacta de la ecuación diferencial (2.20); llegaremos a
una contradicción.
Proposicion 2.19. Si la función introducida en (2.21) fuese una solución




Eα(−(n− j)kαtα)Eα(−jkαtα), t ≥ 0.





Eα(−(n− j)kαtα)Eα(−jkαtα), t ≥ 0.




an(t), t ≥ 0.
Además, para 0 < α < 1, teniendo en cuenta la propiedad de autofunción

















Por tanto, efectuando ahora el producto de Cauchy de las series que repre-










































Ahora bien, dado que como por hipótesis estamos asumiendo que CDα0 u(t) =




Eα(−(n− j)kαtα)Eα(−jkαtα), t ≥ 0;
esto es, el resultado antes enunciado.
En las condiciones de la Proposición 2.19 anterior, se tendría que
Eα(−2ktα) = Eα(−kαtα)Eα(−kαtα), t ≥ 0. (2.22)
En efecto, basta considerar n = 2 en la Proposición 2.19 anterior para concluir
la identidad anterior. No obstante, en virtud de resultados elementales sobre
la función exponencial y la función de Mittag-Leer, la igualdad (2.22) es falsa
para 0 < α < 1. También es posible obtener una prueba directa de tal hecho.
Proposicion 2.20. La igualdad (2.22) de la Proposición 2.19 anterior tan
solo es válida si α = 1.






, t ≥ 0. (2.23)


































Γ((n− j)α+ 1)Γ(jα+ 1)
.
La validez de (2.22) implicaría la coincidencia de los coecientes de las




















No obstante, para 0 < α < 1, se tiene que Γ(2α+ 1) < Γ(3) = 2 y Γ(α+ 1)2 >
4Γ(1) = 4; luego ahora es claro que la identidad (2.22) tan solo es válida para
α = 1.
Nota 2.4. Derivando ambos miembros de la igualdad (2.22) obtenemos que la
la igualdad
Eα, α(−2kαtα) = Eα, α(−kαtα)Eα(−kαtα)
tan solo es válida para α = 1.
Empleando Mathematica podemos constatar los resultados obtenidos an-
teriormente. En la Figura 2.3.1 se muestran algunas grácas comparando las
funciones consideradas en la Proposición 2.20. Observemos que cuando α está
próximo a 1 la diferencia entre ambas funciones se hace cada vez más pequeña.
2.4. La ecuación logística fraccionaria y series de po-
tencias
Considerando el problema de valor inicial asociado a la ecuación logística
usual dado por {
u′(t) = u(t)− u2(t),
u(0) = 1/2;
(2.25)




, t ≥ 0, (2.26)
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Figura 2.1: Comparación para diferentes valores de α (α = 0.9, 0.75, 0.5, 0.25)
entre las grácas de la función Eα (−2kαtα) (línea continua) y el producto
Eα (−kαtα)Eα (−kαtα) (línea discontinua).










, |t| < π, (2.27)
(el radio de convergencia es π ya que la función presenta una singularidad en
iπ) donde los coecientes Ek, k ∈ N, satisfacen la siguiente ley de recurrencia:
E0 = 1/2, E1 = E0 − E20 = 1/4 (2.28)







mientras que Eα, k = 0 para k ∈ 2N.
Nota 2.5. A diferencia de los que se arma en [35], los coecientes Ek de
la serie de potencias (2.27) no están, al menos en un principio, directamente
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relacionados con los números de Euler [83, 72]. Basta decir que la función cuyos




, t ≥ 0.
Para mayor claridad, indicamos a continuación el valor de algunos de los co-




, E4 = 0, E5 =
1
4




, E8 = 0, E9 =
31
4
, E10 = 0.
Sin embargo, sí es cierto que tales coecientes Ak están relacionados con
los polinomios de Euler; véase, por ejemplo [73]. Más concretamente, se sabe









an−1−kak, para n > 0,
entonces se tiene que an = Pn(−1) para todo n ∈ N, donde Pn(x) es el n-ésimo
polinomio Euleriano, que viene dado por
Pn(x) = x(1− x)P
′
n−1(x) + Pn−1(x) (1 + (n− 1)x), para n ≥ 1,
siendo P0 = 1. Cambiando los valores iniciales de (2.28) por E0 = 1 y E1 = 1,
obtendríamos que an = En para todo n ∈ N.









Eα, 0 = 1/2, Eα, 1 = Eα, 0 − E2α, 0 = 1/4 (2.31)
y, para k ∈ 2N,




Γ(αn+ 1)Γ(α(k − n) + 1)
Eα, nEα,k−n, (2.32)
mientras que Eα, k = 0 para k ∈ 2N.
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Nota 2.6. Observemos la analogía entre (2.28)(2.29) y (2.31)(2.32).
Para saber en qué puntos del semieje positivo la serie (2.30) anterior de-
ne una función, sería necesario estudiar el comportamiento asintótico de la
sucesión (Eα, k/Γ(αk+ 1))k∈N. No obstante tal tarea no es nada sencilla, pues
debemos notar que los coecientes |Eα, k| vienen dados por una ley de recu-
rrencia que ya de por si involucra números reales de distinto signo y cocientes
de la función Gamma evaluada, para 0 < α < 1, en valores no naturales.
Sí es posible intuir ciertas expresiones más o menos generales para los
coecientes Eα, k, k ∈ N, en función únicamente del dato inicial Eα, 1. Como
por ejemplo las que se indican en [35] y reproducimos a continuación:












Eα, 7 =− 4 Γ(6α+ 1)
(











Eα, 9 = 8 Γ(8α+ 1)
(Γ(6α+ 1)Γ(4α+ 1)Γ(2α+ 1)















Sin embargo, de las expresiones anteriores no puede deducirse que
Eα+1, k










Γ((2j + 1)α+ 1)
+Rn
)






Γ((2j + 1)α+ 1)
.
Basta tener en cuenta que para α = 1
Γ(6α+ 1)Γ(4α+ 1)Γ(2α+ 1)














Nota 2.7. Conviene también indicar que, a medida que aumenta n, aumen-
ta también el número de sumandos que deben aparecer en Rn. Este hecho
complica enormemente, el estudio asintótico de la sucesión formada por los
coecientes de la serie (2.30).
Debido a lo comentado anteriormente, para obtener una posible solución
de la ecuación logística fraccionaria es necesario suponer que la serie (2.30)
converge uniformemente en cierto intervalo [0, aα] ⊂ R, con aα > 0.
Teorema 2.21. Sea 0 < α ≤ 1 jo. Si la serie introducida en (2.30) converge








, t ∈ [0, aα],
es la solución del problema de Cauchy fraccionario{ CDα0 u(t) = u(t)− u2(t),
u(0) = 1/2.
Demostración. Empecemos por calcular la derivada de Riemann-Liouville de
orden α de la función u(t). En virtud de la convergencia uniforme de la serie






Γ(α(k − 1) + 1)






Γ(α(k − 1) + 1)
.
Así pues, teniendo en cuenta ahora la relación entre las derivadas de Caputo
y de Riemann-Liouville, concluimos que
CDα0 u(t) = D






, t ∈ [0, aα]. (2.33)
Por otra parte, haciendo el producto de Cauchy de la serie que dene a la

























































, t ∈ [0, aα]. (2.34)
El resultado enunciado se sigue nalmente de (2.33) y (2.34).
Nota 2.8. Por supesto, para α = 1, recuperamos la solución clásica (2.26) del
problema de valor inicial (2.25), solución que estaría denida en el intervalo
[0, π].
En la Figura 2.4 se muestran aproximaciones numéricas para distintos va-
lores de 0 < α < 1 de los resultados que acabamos de obtener. Tal y como era
predecible, se observa cuanto menor es α ∈ (0, 1), menor parece ser la longitud
del intervalo (0, a) ⊂ R en el que la serie (2.30) es convergente.
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Figura 2.2: Comparación para diferentes valores de α (α = 1, 0.9, 0.8) entre las








aproximación de la solución de (2.25), y la función exp(t)/(1 + exp(t)), (línea
discontinua), solución de la ecuación logística clásica.
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2.5. La derivada de Caputo-Fabrizio
En [30], M. Caputo y M. Fabrizio proponen una nueva denición de deri-
vada fraccionaria. Esencialmente, para 0 < α < 1, proponen sustituir el núcleo
integral (t − s)−α presente en la denición clásica de la derivada fraccionaria
de Caputo, por la función exp(−α(t − s)/(1 − α)) y la constante multiplica-
tiva 1/Γ(1 − α) por M(α) ∈ R, donde M(α) es un parámetro dependiente
de α de modo que M(0) = M(1) = 1. Se obtiene así, para una función f
sucientemente regular, la derivada fraccionaria de Caputo-Fabrizio.
Denición 2.22. Sea 0 < α < 1 y f : [0,∞) ⊂ R −→ R un función suciente-
mente regular, se dene entonces la derivada fraccionaria de Caputo-Fabrizio
de orden α de f como





f ′(s) exp(−α(t− s)/(1− α)) ds, t ≥ 0.
Nota 2.9. Conviene notar entonces que, al igual que ocurría en el caso de la
derivada fraccionaria de Caputo, la derivada fraccionaria de Caputo-Fabrizio
de una función constante es nula. Sin embargo, en el caso de la denición
de Caputo-Fabrizio, el núcleo integral ya no presenta ninguna singularidad en
t = s.
Observemos además que si, para 0 < α < 1, consideramos σ = (1− α)/α,







f ′(s) exp(−(t− s)/σ) ds,
donde σ ∈ [0,∞) y N(σ) es la correspondiente normalización del factor M(α);
observemos que se cumple que N(0) = 0 y N(σ)→ 1 cuando t→ +∞.





























f ′(s) exp(−(t− s)/σ) ds = f ′(t).
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Por otra parte, cuando α→ 1, se tiene que σ → 0. Así pues,
ĺım
α→0













f ′(s) exp(−(t− s)/σ) ds = f(t)− f(0).
Para n+ α > 1 con 0 < α < 1 y n ∈ N, la derivada de Caputo-Fabrizio de






Proposicion 2.23. Sea 0 < α < 1, si f : [0,∞) ⊂ R −→ R es una función de





(n)(t), t ≥ 0.
Demostración. Una vez probado el caso n = 1, la situación general se deduce
fácilmente; supongamos luego que n = 1. Así pues, integrando por partes y































, t ≥ 0. (2.35)




































, t ≥ 0. (2.36)
El resultado enunciado se deduce luego teniendo en cuenta (2.35) y (2.36).
Para estudiar ciertas propiedades de la derivada fraccionaria de Caputo-
Fabrizio será de gran utilidad la transformada de Laplace. Empecemos por
estudiar la relación entre la transformada de Laplace y la derivada fraccionaria
de Caputo-Fabrizio de una función sucientemente regular. Por simplicidad,
en lo que sigue asumiremos que M(α) = 1.
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Proposicion 2.24. Sean 0 < α < 1 y n ∈ N; si f : [0,∞) ⊂ R −→ R es una






sn+1L[f(t)](s)− snf(0)− sn−1f ′(0)− · · · − f (n)(0)
s+ α(1− s)
,
siendo L[f(t)] la transformada de Laplace de la función f .
Demostración. Teniendo en cuenta ciertas propiedades elementales de la trans-
formada de Laplace, nn virtud de la propiedad de convolución, tenemos que














s2L[f(t)](s)− sf(0)− f ′(0)
s+ α(1− s)
.














sn+1L[f(t)](s)− snf(0)− sn−1f ′(0)− · · · − f (n)(0)
s+ α(1− s)
.
2.5.1. El operador integral asociado
Nuevamente, una vez visto el concepto de derivada fraccionaria de Caputo-
Fabrizio, es natural preguntarse por la integral fraccionaria asociada. Esta
cuestión ha sido resuelta en [56].
Sea 0 < α < 1; si para una función sucientemente regular u : [0,∞) ⊂
R −→ R consideramos la ecuación diferencial






(s) = L[u(t)](s), s ≥ 0.


















L[u(t)] (s), s ≥ 0. (2.38)
Considerando ahora la transformada de Laplace inversa en ambos miembros




























u(τ) dτ + c, t ≥ 0,
siendo c ∈ R una constante, es una solución de la ecuación diferencial (2.37).
Por otra parte, conviene observar también que podemos reescribir la ecua-
























u(t), t ≥ 0.










, t ≥ 0.










u(τ) dτ + f(0), t ≥ 0.
Como consecuencia de lo expuesto anteriormente, parece razonable denir
la integral fraccionaria de orden 0 < α < 1 de Caputo-Fabrizio del siguiente
modo.
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Denición 2.25. Sea 0 < α < 1 jo y f : [0,∞) ⊂ R −→ R una función










f(s) ds, t ≥ 0.
Nota 2.10. Conviene enfatizar entonces que la integral fraccionaria de Caputo-
Fabrizio de orden 0 < α < 1 de una función f dada es una media ponderada
en función de α de la propia función f y una primitiva de f .






= 1 para cada α ∈ [0, 1],




, para α ∈ [0, 1].
Motivados por lo expuesto anteriormente, podríamos reescribir la Denición
2.22 anterior como sigue.
Denición 2.26. Sea 0 < α < 1 y f : [0,∞) ⊂ R −→ R un función suciente-
mente regular, se dene entonces la derivada fraccionaria de Caputo-Fabrizio
de orden α de f como










ds, t ≥ 0.
2.5.2. Algunas ecuaciones diferenciales lineales
En este epígrafe estudiaremos algunas ecuaciones diferenciales sencillas que
involucran al operador de Caputo-Fabrizio.
Lema 2.27. Sea 0 < α < 1 jo y f una solución de la siguiente ecuación
diferencial
CFDα0 f(t) = 0, t ≥ 0. (2.40)
Luego f es una función constante.
Demostración. En virtud de (2.39), concluimos que toda solución de (2.40)
debe satisfacer que f(t) = f(0) para todo t ≥ 0. Luego es claro que f debe ser
una función constante.
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Proposicion 2.28. Sea 0 < α < 1 jo. La única solución del problema de
valor inicial { CFDα0 f(t) = σ(t), t ≥ 0,
f(0) = f0 ∈ R
(2.41)
viene dada por
f(t) = f0 + aα(σ(t)− σ(0)) + bα
∫ t
0
σ(τ) dτ, t ≥ 0, (2.42)








Demostración. Supongamos que el problema de valor inicial (2.41) admite dos
soluciones f1 y f2. En tal caso, tenemos que
CFDα0 f1(t)−CF Dα0 f2(t) = CFDα0 (f1 − f2)(t) = 0 y (f1 − f2)(0) = 0.
Por tanto, en virtud del Lema 2.27 anterior, concluimos que f1(t) = f2(t) para
todo t ≥ 0.
Por otra parte, en virtud de lo discutido en el epígrafe 2.5.1 anterior, la
función denida en (2.42) es solución de la ecuación diferencial de (2.41) y
satisface que f(0) = f0.
Nota 2.11. Como ya indicamos anteriormente, el recíproco del Lema 2.27 an-
terior también es cierto.
Consideremos ahora la siguiente familia de ecuaciones diferenciales:
CFDα0 f(t) = λf(t) + u(t), t ≥ 0, (2.44)
siendo λ ∈ R, λ 6= 0, y u ∈ C([0,∞)) una función dada. En virtud de la
Proposición 2.28 anterior, sabemos que obtener una solución de la ecuación
diferencial (2.44) es equivalente a encontrar una función f tal que
f(t) = f0 + aα
(





(λf + u)(τ) dτ, t ≥ 0
donde las constante reales aα y bα vienen dadas por (2.43). Esto es, tenemos






= (1− λaα)f0 + aα(u(t)− u(0)) + bα
∫ t
0
u(τ) dτ, t ≥ 0.
Para λaα = 1, obtenemos que




u(t), t ≥ 0.





f(τ) dτ = σ̃(t), t ≥ 0, (2.45)
siendo
σ̃(t) = f0 +
aα
1− λaα




u(τ) dτ, t ≥ 0.




f(τ) dτ = σ̃(t), t ≥ 0,
donde λ̃ = λbα/(1 − λaα) y concluimos nalmente que f ′(t) = λ̃f(t) + σ̃(t)
para t ≥ 0, ecuación diferencial ordinaria que para una condición inicial dada
admite una única solución.
En consecuencia, hemos probado el siguiente resultado.
Proposicion 2.29. Sean 0 < α < 1 y λ ∈ R jos. Entonces, el problema de
valor inicial { CFDα0 f(t) = λf(t) + u(t), t ≥ 0,
f(0) = f0 ∈ R,
admite una única solución.
2.5.3. Ecuaciones diferenciales no lineales
Finalmente, en este epígrafe estudiaremos algunas ecuaciones diferenciales
no lineales que involucran al operador de Caputo-Fabrizio.
Teorema 2.30. Sean 0 < α < 1 y T > 0 jos y ϕ : [0, T ]×R ⊂ R2 −→ R una
función continua para la que existe L > 0 de modo que, para todo t ∈ [0, T ],
|ϕ(t, s1)− ϕ(t, s2)| ≤ L|s1 − s2|, para todo s1, s2 ∈ R
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Si (aα + bαT )L < 1, entonces el problema de valor inicial{ CFDα0 f(t) = ϕ(t, f(t)), t ∈ [0, T ],
f(0) = f0 ∈ R,
(2.46)
admite una única solución en el espacio C([0, T ],R) formado por las funciones
continuas en [0, T ] ⊂ R que toman valores reales.
Demostración. En el espacio C([0, T ],R), consideremos la norma dada por
‖f‖∞ = sup
t∈[0,T ]
|f(t)|, f ∈ C([0, T ],R),
y denamos el operador T : C([0, T ],R) −→ C([0, T ],R) dado, para cada f ∈
C([0, T ],R), por




siendo c = −a0ϕ(0, f0) + f0 ∈ R.
En virtud de (2.39), encontrar una solución del problema de valor inicial
(2.46) es equivalente a encontrar un punto jo del operador T .
No obstante, dado que para f1, f2 ∈ C([0, T ],R) arbitrarias y t ∈ [0, T ],
|TF1(t)− Tf2(t)| =


















≤(aα + bαT )L‖f1 − f2‖∞,
concluimos que el operador T es una contracción en C([0, T ],R). Luego el re-






Tanto la derivada como la integral de orden fraccionario de una función in-
volucran a un operador integral; debido a ello, las ecuaciones diferenciales a las
que dan lugar estos operadores están directamente relacionadas con principios
de causalidad que podrían jugar un importante papel en la modelización de
ciertos procesos o fenómenos físicos, pues tales principios de causalidad o me-
moria serían ignorados al trabajar con ecuaciones diferenciales de orden entero.
Este hecho es bien conocido desde la publicación de los importantes resultados
obtenidos Bagley y Torvik [81, 16].
La referencia más conocida sobre ecuaciones diferenciales fraccionarias, ya
clásica en la actualidad, es el libro de Podlubny [67]. No obstante, en los últimos
años, la teoría de ecuaciones diferenciales de orden fraccionario ha sido objeto
de novedosos e interesantes estudios (véanse, por ejemplo, los artículos [2, 5,
7, 55, 86, 90]).
El objetivo de este capítulo es presentar algunos resultados sobre existencia,
unicidad y propiedades de soluciones para ciertas ecuaciones diferenciales de
orden fraccionario.
La primera sección será dedicada al estudio de una familia de ecuaciones
diferenciales funcionales de orden no entero; pondremos especial interés en el
carácter atractor de ciertas soluciones, que serán estudiadas empleado teoremas
de punto jo y medidas de no compacidad; esencialmente, presentaremos los
resultados publicados en [57].
La segunda sección, será dedicada al estudio de ciertas versiones fracciona-
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rias de las ecuaciones diferenciales de K. Pearson, también se plantearán allí
ciertas propiedades de familias de casi-polinomios ortogonales; nos limitaremos
a mostrar los resultados obtenidos en [8].
3.1. Ecuaciones diferenciales fraccionarias
funcionales
En esta sección estudiaremos ciertas propiedades de problemas de valor ini-





CDαifi(t, ut) + f0(t, ut), t > t0,
u(t) = ϕ(t),
(3.1)
donde CDα es la derivada fraccionaria de Caputo de orden 0 < α < 1, σ es
una constante positiva, ϕ ∈ C([t0 − σ, t0],R) y para cada i ∈ N, 1 ≤ i ≤ m,
CDαi es la derivada fraccionaria de Caputo de orden 0 < αi < α y cada
fi : I × C([−σ, 0],R) −→ R es una función dada siendo I = [t0,∞). Además,
para cada t ∈ I, la función
ut : [−σ, 0] ⊂ R −→ R
está denida como ut(s) = u(t+ s) para cada s ∈ [−σ, 0]. Observemos que las
soluciones de (3.1) está denidas en [t0 − σ,∞).
Estamos especialmente interesados en el estudio de la existencia de so-
luciones que satisfagan ciertas propiedades de atracción en el sentido de las
deniciones que se indican a continuación. Tales deniciones ya habían sido
consideradas en trabajos previos de otros autores, como por ejemplo en [18, 32].
Denición 3.1. Una solución u = u(t) del problema de valor inicial (3.1) se
dice atractora si se verica que existe una constante b0 > 0 tal que si |ϕ(s)| ≤ b0




Denición 3.2. Una solución u = u(t) del problema de valor inicial (3.1) se
dice globalmente atractora si se verica que
ĺım
t→+∞
(u(t)− v(t)) = 0
para toda solución v = v(t) del problema de valor inicial (3.1).
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3.1.1. Soluciones atractoras empleando el
Teorema de punto jo de Schauder
Empleando el Teorema de punto jo de Schauder [74, Teorema 4.1.1], cuyo
enunciado recordamos a continuación, mostraremos que el problema de valor
inicial admite, bajo ciertas hipótesis extra, soluciones globalmente atractoras
en el sentido de la Denición 3.1 anterior.
Teorema 3.3 (Teorema de punto jo de Schauder). Sea U un conjunto no
vacío y convexo de un espacio vectorial normado B y T : U ⊂ B −→ B una
aplicación continua tal que K = T (U) ⊂ B es un conjunto compacto. Entonces
T tiene un punto jo.
Como ya dijimos, necesitaremos ciertas hipótesis para probar la existencia
de soluciones atractoras de (3.1). Más concretamente, asumiremos que:
(H0) para cada i ∈ N∪{0}, 0 ≤ i ≤ m, la función f(t, ψ) es Lebesgue-medible
respecto de la variable t ∈ [0,∞) y f(t, ψ) es una función continua res-
pecto de ψ ∈ C([−σ, 0],R);
(H1) existe una función H : R+ −→ R+ estrictamente decreciente y que se







(t− s)α−αi−1fi(s, us) ds
)∣∣∣ ≤ H(t− t0);
(H2) existe una constante β ∈ R tal que para cada i ∈ N, 1 ≤ i ≤ m, se tiene
que fi ∈ L1/β(I, C([−σ, 0]),R), con
0 < β < mı́n
0≤i≤m
α− αi.










(t− s)α−αi−1fi(s, us) ds, t > t0,
ϕ(t), t0 − σ ≤ t ≤ t0,
(3.2)
donde α0 = 0 y 0 < αi < α para cada i ∈ N, 1 ≤ i ≤ m. Consideremos
entonces el operador F : C([t0 − σ,∞),R) −→ C([t0 − σ,∞),R) denido, para
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(t− s)α−αi−1fi(s, us) ds, t > t0,
ϕ(t), t0 − σ ≤ t ≤ t0.
Tenemos entonces que u = u(t) es solución del problema de valor inicial
(3.1) si es un punto jo del operador F . Teniendo en cuenta las condiciones
asumidas anteriormente, podemos enunciar y probar el siguiente resultado.
Lema 3.4. Si para cada i ∈ N ∪ {0}, 1 ≤ i ≤ m, las funciones fi de (3.1) sa-
tisfacen las condiciones (H0)-(H2), entonces el problema de valor inicial (3.1)
admite al menos una solución en el espacio C([t0 − σ,∞),R).
Demostración. Consideremos el conjunto S ⊂ C([t0 − σ,∞),R) dado por
S = {u : u ∈ C([t0 − σ,∞),R) y |u(t)| ≤ H(t− t0) para todo t ≥ t0}.
El conjunto S es un subconjunto no vacío, cerrado, acotado y convexo de C([t0−
σ,∞),R). Como ya indicamos anteriormente, para probar que el problema de
valor inicial admite una solución, basta mostrar que el operador F mantiene
un punto jo en el conjunto S.
Empezaremos por observar que el conjunto S queda invariante por el ope-
rador F ; esto es una consecuencia de la hipótesis (H1) asumida anteriormente.
Para probar la continuidad del operador F , sea (un)n∈N una sucesión de
funciones del conjunto S tales que un → u cuando n → ∞. En tal caso, en





n) = fi(t, ut), para todo t > t0 y i = 0, 1, . . . ,m.
Dado ahora ε > 0, puesto que la función H es estrictamente decreciente, existe




, para todo t > T. (3.3)




























(1− β)1−β(T − t0)α−αi−β
Γ(α− αi)(α− αi − β)1−β
(∫ T
t0





(1− β)1−β(T − t0)α−αi
Γ(α− αi)(α− αi − β)1−β
sup
t0<t≤T
|fi(s, uns)− fi(s, us)|,
donde conviene observar que el segundo miembro de la última desigualdad se
anula cuando n→∞. Por otra parte, dado que S es invariante para el operador
F , en virtud de (3.3) concluimos que
|(Fun)(t)− (Fu)(t)| ≤ 2H(t− t0) < ε, para todo t > T.
Por tanto, para t > t0, deducimos nalmente que
|(Fun)(t)− (Fu)(t)| → 0 cuando n→∞.
Si t ∈ [t0 − σ, t0], entonces es obvio que |(Fun)(t) − (Fu)(t)| = 0. Luego la
continuidad de F queda probada.
A continuación mostraremos que F(S) es una familia de funciones equi-
continua. Sea luego ε > 0 dado y t0 < t1 < t2 < T , donde T > 0 es escogido de










(t2 − s)α−αi−1fi(s, us) ds−
∫ t1
t0































































































1−β + |(t1 − t0)
α−αi−β












que converge a 0 cuando t1 → t2. Supongamos ahora que t1, t2 son tales que












(t1 − s)α−αi−1fi(s, us) ds
∣∣∣
≤H(t1 − t0)−H(t2 − t0) < ε.
Notemos que para el caso t0 < t1 < T < t2, se tiene que
t1 → t2 ⇒ t1 → T y t2 → T,
lo cual junto con las desigualdades anteriores implica que,
|(Fu)(t2)− (Fu)(t1)| ≤ |(Fu)(t2)− (Fu)(T )|+ |(Fu)(T )− (Fu)(t1)| → 0,
cuando t1 → t2.
Concluimos por tanto que F(S) es una familia equicontinua de funciones en
todo intervalo compacto [t0, T ] ⊂ R con T > 0. Además, dado que F(S) ⊂ S





sup{|u(t)| : t > T} = 0.
Es decir, F(S) es un conjunto relativamente compacto en C([t0−σ,∞),R) y se
cumplen entonces todas las hipótesis del Teorema de punto jo de Schauder;
luego el operador F : S −→ S admite al menos un punto jo, esto es, el
problema de valor inicial (3.1) admite una solución en S.
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Por tanto, ahora podemos formular el resultado principal sobre existencia
de solución para el problema (3.1).
Teorema 3.5. Supongamos que se satisfacen las hipótesis (H0)-(H1) indicadas
anteriormente. El problema de valor inicial (3.1) admite el menos una solución
atractora en el sentido de la Denición 3.1 anterior.
Demostración. En virtud de Lema 3.4 probado anteriormente, existe al menos
una solución de la ecuación diferencial presente en (3.1) perteneciente al con-
junto S. Por otra parte, para probar que tal solución es atractora, teniendo en
cuenta la propiedad indicada en (H1) de la función H, concluimos que todas
la funciones del conjunto S deben anularse en el innito y así, la solución en
u ∈ S de (3.1) cuya existencia ya teníamos garantizada previamente, cumple
que u(t)→ 0 cuando t→∞.
Nota 3.1. Conviene indicar que la tesis del Teorema 3.5 anterior no implica la
existencia de una solución globalmente atractora para (3.1) en el sentido de la
Denición 3.2 anterior.
3.1.2. Soluciones localmente atractoras empleando
medidas de no compacidad
Este epígrafe está dedicado al estudio de la existencia de soluciones del
problema de valor inicial (3.1) en el espacio de Banach BC(Rt0−σ) formado por
aquellas funciones reales denidas en el intervalo [t0−σ,∞) que son continuas
y acotadas. Para ello, emplearemos técnicas que harán uso de medidas de no
compacidad.
Así, bajo ciertas hipótesis ligeramente distintas respecto de las consideradas
anteriormente para las funciones involucradas en (3.1), lograremos asegurar la
existencia de soluciones atractoras (em un sentido que ya precisaremos más
adelante) para (3.1) en el espacio BC(Rt0−σ).
Empezaremos por introducir notación y ciertos conceptos que emplearemos
más adelante. Si (E, ‖·‖) es un espacio de Banach yX ⊂ E es un subconjunto de
E, X̄ y conv (X) denotarán respectivamente a la clausura topológica de X y la
envolvente convexa de X. Además, denotaremos porME a la familia formada
por todos los conjuntos no vacíos y acotados de E; NE será la subfamilia
de ME formada por todos los subconjuntos relativamente compactos en E.
Por otra parte, B(x, r) será la bola cerrada de centro x ∈ E y radio r > 0;
emplearemos la notación Br para referirnos a la bola B(0, r) ⊂ E centrada en
0 ∈ E y de radio r > 0.
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Recordemos ahora el concepto de medida de no compacidad, introducido
inicialmente en [19] en el año 1980.
Denición 3.6. Una aplicación µ : ME −→ R+ se dice que es una medida de
no compacidad si satisface las siguientes condiciones:
(a) la familia ker (µ) = {X ∈ME : µ(X) = 0} es no vacía y ker (µ) ⊂ NE;
(b) X ⊂ Y implica que µ(X) ≤ µ(Y ), para todo X,Y ⊂ E;
(c) µ(X̄) = µ(X) para todo X ⊂ E;
(d) µ(conv (X)) = µ(X) para todo X ⊂ E;
(e) para todo λ ∈ [0, 1] se tiene que
µ(λX + (1− λ)Y ) ≤ λµ(X) + (1− λ)µ(Y );
(f) si (Xn)n∈N es una sucesión de conjuntos cerrados de la familia ME tal
que
Xn+1 ⊂ Xn para todo n ∈ N y ĺım
n→∞
µ(Xn) = 0,




La familia ker (µ) descrita en (a) recibe habitualmente el nombre de núcleo de
la medida de no compacidad µ.
Denición 3.7. Sea µ una medida de no compacidad en un espacio de Banach
(E, ‖·‖). Una aplicación T : C ⊂ E −→ E se dice que es una µE-contracción
si existe k ∈ (0, 1) tal que
µ(T (W )) ≤ kµ(W ), para todo conjunto cerrado y acotado W ⊂ C.
El siguiente resultado, conocido habitualmente como Teorema de Darbo-
Sadovskii nos será de gran utilidad.
Teorema 3.8. [19] Sea C un subconjunto no vacío, acotado, cerrado y con-
vexo contenido en un espacio de Banach (E, ‖ · ‖) y sea T : C −→ C una
µE-contracción. Luego T tiene como mínimo un punto jo en C.
Más exactamente,emplearemos el siguiente resultado, que ha sido reciente-
mente probado en [3].
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Teorema 3.9. Sea C un subconjunto no vacío, acotado, cerrado y convexo
contenido en un espacio de Banach (E, ‖·‖) y sea T : C −→ C una aplicación
continua tal que
µ(T (W )) ≤ ϕ(µ(W )), para todo W ⊂ C,
donde µ es una medida de compacidad y ϕ : R+ −→ R+ es una función monó-
tona creciente (pero no necesariamente continua) tal que
ĺım
n→∞
ϕn(t) = 0, para todo t ∈ R+.
Luego T tiene al menos un punto jo en C.
En lo que sigue, trabajaremos en el espacio de funciones BC(Rt0−σ), don-
de t0 y σ coinciden con los considerados en (3.1). En tal espacio funcional
consideraremos la normal habitual, que viene dada por
‖u‖ = sup{|u(t)| : t ≥ t0 − σ}, u ∈ BC(Rt0−σ).
Para alcanzar nuestros propósitos ya comentados anteriormente, necesitamos
denir una medida de no compacidad en el espacio BC(Rt0−σ). Procederemos
de modo completamente análogo a lo indicado en [3, Capítulo 2] para el espacio
BC(R+).
Sean entonces B un subconjunto limitado de BC(Rt0−σ) y T > t0−σ. Para
u ∈ B y ε > 0, denotaremos por ωTt0−σ el módulo de continuidad de la función
u en el intervalo [t0 − σ, t0], esto es,
ωTt0−σ(u, ε) = sup{|u(t)− u(s)| : t, s ∈ [T − σ0, T ], |t− s| ≤ ε}.
Consideraremos también
ωTt0−σ(B, ε) = sup{ω
T
t0−σ(u, ε) : u ∈ B},






Para t ≥ t0 − σ, emplearemos la notación B(t) = {u(t) : u ∈ B} ⊂ R y
deniremos
dimB(t) = sup{|u1(t)− u2(t)| : u1, u2 ∈ B}.
Finalmente, consideraremos la aplicación µ : MBC(Rt0−σ) −→ R
+ denida
como




De modo prácticamente idéntico a como se dene una medida de compa-
cidad en el espacio BC(R+) ver [3, Capítulo 2], se prueba que (3.4) dene
una medida de no compacidad en el espacio BC(Rt0−σ).
Como veremos más adelante, tener información sobre ker (µ) será espe-
cialmente útil. Em este momento, mencionaremos únicamente que ker (µ) está
formado en este caso por conjuntos X no vacíos y acotados tales que las fun-




Sea ahora Ω ⊂ BC(Rt0−σ) un conjunto no vacío y Q : Ω ⊂ BC(Rt0−σ) −→
BC(Rt0−σ) un operador dado. Consideremos entonces la siguiente ecuación
x(t) = [Qx](t), para todo t ∈ Rt0−σ. (3.5)
Denición 3.10. Se dice que las soluciones de (3.5) son localmente atractoras
si existe una bola cerrada B(u0, r) en el espacio BC(Rt0−σ) tal que si u = u(t)
y v = v(t) son dos soluciones arbitrarias de (3.5), entonces
ĺım
t→∞
(u(t)− v(t)) = 0.
Si el límite anterior es uniforme respecto del conjunto B(u0, r)∩Ω; esto es, si
para cada ε > 0 existe T > 0 tal que
|u(t)− v(t)| < ε para todo u, v ∈ B(u0, r) ∩ Ω y t ≥ T,
diremos entonces que las soluciones de (3.5) son uniformemente localmente
atractoras.
Nota 3.2. Tal y como ha sido mostrado en [20], conviene tener en cuenta que
las soluciones globalmente atractoras siempre son localmente atractoras, pero
en general pueden existir soluciones localmente atractoras que no sean
globalmente atractoras.
Nota 3.3. Por otra parte, en el espacio BC(Rt0−σ) el concepto de solución uni-
formemente localmente atractora es equivalente al de solución asintóticamente
estable considerado en [21, 22]; por tanto, podemos emplear ambos conceptos
indiferentemente.
En lo que sigue de epígrafe, asumiremos las siguientes condiciones:
(H3) para cada i ∈ N0, 0 ≤ i ≤ m, la función fi : Rt0−σ×C([t0−σ, t0],R) −→ R
es continua y existe una función continua hi : Rt0−σ −→ R+ tal que
|fi(t, u)−fi(t, v)| ≤ hi(t)H(‖u−v‖), para toda u, v ∈ C([t0−σ, t0],R),
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donde H : R+ −→ R+ es una función subaditiva, esto es,
H(a+ b) ≤ H(a) +H(b), para todo a, b ≥ 0;























(H5) existe una solución positiva de la desigualdad
sup
t∈[t0−σ,t0]








Ahora podemos enunciar el resultado principal de la sección.
Teorema 3.11. Bajo las condiciones (H3)(H5) indicadas anteriormente, el
problema de valor inicial (3.1) admite al menos una solución en el espacio
BC(Rt0−σ). Además, todas la soluciones de (3.1) son uniformemente localmente
atractoras.










(t− s)α−αi−1|fi(s, us)| ds, t > t0,
ϕ(t), t0 − σ ≤ t ≤ t0,
para cada u ∈ BC(Rt0−σ). Conviene notar, que en virtud de las hipótesis (H3)
(H5), la función Fu es continua en Rt0−σ. Además, se tiene que el conjunto
BC(Rt0−σ) es invariante por F .
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≤|ϕ(t0)|+ λAH(‖u‖) + λB,
lo cual muestra que Fu es una función acotada en I = [t0,∞). Teniendo en
cuenta que ϕ ∈ C([t0 − σ, t0],R), concluimos nalmente que Fu ∈ BC(Rt0−σ);
luego el operador F deja invariante el espacio funcional BC(Rt0−σ).
Por otra parte, teniendo en cuenta la hipótesis (H5), sabemos que existe
r0 > 0 de modo que se satisface (3.5). En tal caso, tenemos que F(Br0) ⊂
Br0 ⊂ BC(Rt0−σ). Sean ahora X ⊂ Br0 un conjunto no vacío y x, y ∈ Br0
















(t− s)α−αi−1hi(s)H(‖us − vs‖) ds
≤λAH(‖u− v‖),
de donde se sigue que
ĺım sup
t→+∞







Sean ahora T > t0 jo, ε > 0 dado, u ∈ X y t1 < t2 ∈ (t0, T ] tales que

















































ωT1 (ti, αi, ε) + ω
T







para cada u ∈ X ⊂ Br0 , donde hemos empleado la siguiente notación:
ωT1 (fi, αi, ε) = sup
{∫ t1
t0
|(t1 − s)α−αi−1 − (t2 − s)α−αi−1||fi(s, us)| ds :
t1, t2 ∈ [t0 − σ, T ], |t1 − t2| < ε, ‖u‖ ≤ r0
}
,





hi(s)H(‖us‖) + |fi(s, 0)|
)
ds :
t1, t2 ∈ [t0 − σ, T ], |t1 − t2| < ε
}
.
Teniendo en cuenta ahora que, para i ∈ N0, 0 ≤ i ≤ m, la función fi(s, us)






desigualdad que junto con (3.7) y la condición de subaditividad sobre la función
H, nos permite concluir que
µ(F(X)) = ωt0−σ(F(X)) + ĺım sup
t→+∞
dim (F(X))(t)







Ahora bien, dado que la aplicación µ considerada en (3.4) dene una medida
de no compacidad en el conjunto BC(Rt0−σ), la desigualdad anterior junto con
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el Teorema 3.9 nos permiten armar la existencia de al menos una solución del
problema de valor inicial (3.1) en el espacio BC(Rt0−σ).
Para probar que todas las soluciones del problema de valor inicial (3.1)
son uniformemente localmente atractoras en el sentido de la Denición 3.10




r0) y así sucesivamente,
donde Br0 es la bola cerrada de centro 0 ∈ BC(Rt0−σ) y radio r0. Observemos




r0 para todo n ∈ N, siendo (B
n
r0)n∈N una
sucesión de subconjuntos cerrados, convexos y no vacíos. Además, en virtud
de (3.8), tenemos que
µ(Bnr0) ≤ λA
nH(µ(Br0)), para todo n ∈ N.











debe ser no vacío, acotado, cerrado y convexo. Además, el conjunto B es inva-
riante por el operador F , que es continuo en tal conjunto.
Así pues, teniendo en cuenta que B ∈ ker (µ) y recordando la caracteriza-
ción de ker (µ), concluimos nalmente que todas las soluciones del problema
de valor inicial (3.1) son uniformemente localmente atractoras en el sentido de
la Denición 3.10 anterior.
Nota 3.4. El Teorema 3.11 que acabamos de probar asegura la existencia de
soluciones atractoras en el sentido de la Denición 3.2 anterior para el problema
de valor inicial (3.1).
3.1.3. Algunos ejemplos concretos
Finalizaremos esta sección mostrando un par de ejemplos concretos que
ilustrarán los resultados teóricos obtenidos anteriormente.
Consideremos en primer lugar el siguiente problema de valor inicial:
CD1/2u(t) = CD1/3
(







|u(t− 1)|+ t+ 1
)−4/5
, t > 0,
u(t) = t exp(−t), t ∈ [−1, 0].
(3.9)
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La hipótesis (H0) se satisface claramente. Veamos que también se cumple




(t− s)−1/2 sen u(s− 1)
3
(





























(1− s)−5/6s−1/2 ds. (3.10)
Por otra parte, recordando la denición de la función Beta [1], para α, β ∈ R+,
se tiene que ∫ 1
0
sα−1(1− s)β−1 ds = Γ(α)Γ(β)
Γ(α+ β)
,





(t− s)−1/2 sen u(s− 1)
3
(
















t−1/3, para cada t > 0,
es una función estrictamente decreciente en R+; luego ahora es claro que se
satisface la hipótesis (H1).
Finalmente, veamos que también se cumple la condición (H2). Sea para
















lo cual prueba que




|u(s− 1)|+ s+ 1
)−4/5 ∈ L1/β([0,+∞), C([−1, 0],R)).
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lo cual prueba que f1(s, us) ∈ L1/β([0,∞), C([−1, 0],R)).
Por tanto, se satisfacen todas la hipótesis del Teorema 3.5 anterior, luego
podemos asegurar la existencia de al menos una solución atractora para el
problema de valor inicial (3.9).
En lo que sigue, indicaremos un ejemplo de ecuación diferencial multi-
término que muestra la utilidad del Teorema 3.11 anterior. Consideremos el














, t ∈ [π/2, 0].
(3.11)







y H(t) = t.










































≈ 0.7084 < 1.















(t− s)−1/2s−1/2 ds = 1
2
,





∣∣∣+ λA r0 + λB ≤ 0.25 + 0.8r0 + 0.5 ≤ r0;
basta considerar r0 ≥ 3.75.
Por tanto, dado que se cumplen todas las hipótesis del Teorema 3.11, po-
demos concluir la existencia de solución uniformemente localmente atractora
para el problema de valor inicial (3.11).
Nota 3.5. Conviene notar que concluir la existencia de solución para el proble-
ma de valor inicial (3.11) empleando el Teorema 3.5 parece una ardua tarea,
pues encontrar una función H estrictamente decreciente que se anule en el
innito de modo que se cumpla (H1) no es, en principio, sencillo.
3.2. Ecuaciones fraccionarias de Pearson
En 1895, K. Pearson [64] identicó cuatro tipos de distribuciones (numera-
das de I a IV), que se sumaban a la distribución normal (originalmente conocida
como Tipo V). Sus investigaciones estaban motivadas por la búsqueda de una
familia de curvas con aplicaciones en la teoría de evolución.
Una densidad de Pearson ρ es cualquier solución de la ecuación diferencial
ordinaria de primer orden
1
ρ(x)
ρ′(x) = − a+ x
c0 + c1x+ c2x
.
En [46] puede consultarse información detallada sobre densidades de Pearson.
El grafo de las soluciones de la ecuación diferencial anterior varía notablemente
en función de los parámetros reales a, c0, c1 y c2. No obstante, K. Pearson
clasicó tales soluciones en distintos tipos. En el trabajo original de Pearson [64]
o en referencias más modernas como [46], puede consultarse más información
sobre tal clasicación.
Algunas soluciones ρ de la ecuación diferencial anterior han sido amplia-










, a > −1, x > 0, (3.13)
y la distribución beta
ρB(x, a, b) =
xa(1− x)bΓ(a+ b+ 2)
Γ(a+ 1)Γ(b+ 1)
, a, b > −1, x ∈ (−1, 1), (3.14)
gozan de numerosas aplicaciones en diversas áreas de las matemáticas, espe-
cialmente en estadística y probabilidad.
Las tres densidades mencionadas anteriormente tienen momentos nitos de
cualquier orden; esto es,∫
I
xnρ(x) dx <∞, para todo n ∈ N0,
donde I ⊂ R es el conjunto soporte respectivo. Por otra parte, en el ámbito de
la Teoría de polinomios ortogonales de una variable [33, 45, 77], la ecuación de
Pearson para la función de peso ρ(x) viene dada por (véase [62, Capítulo 1])(
σ · ρ
)′
(x) = τ(x)ρ(x), (3.15)
donde σ y τ son polinomios de grado, a lo sumo, uno y dos respectivamente.
Para los casos mencionados anteriormente, se tiene que
ρ′N (x)
ρN (x)












, σ(x) = x(1− x), τ(x) = 1 + a− (a+ b+ 2)x.
Por otra parte, también son conocidas propiedades de transición límite
entre las distribuciones mencionadas anteriormente. Así, para la las densidades





ρB(x/b, a, b) = ρG(x, a); (3.16)






2a, a) = ρN (x). (3.17)
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Las identidades (3.16) y (3.17) anteriores también están relacionadas con pro-
piedades de transición límite entre familias de polinomios ortogonales. De he-
cho, en la literatura matemática uno puede encontrar diferentes pruebas de los
resultados indicados anteriormente: basadas en el estudiando la ecuación di-
ferencial (3.15), empleando la función generadora de momentos, partiendo del
estudio asintótico de las funciones especiales involucradas, o empleando simple-
mente series de potencias. Notemos, por ejemplo, que la función ρG(a+z
√
2a, a)





























concluimos la veracidad de (3.17).
En esta sección estaremos interesados en resolver tres ecuaciones diferen-
ciales de orden fraccionario de la forma
A(xα)CDαρ(x) = B(xα)ρ(x), 0 < α < 1, (3.18)
para ciertos polinomios A(x) y B(x) dados. Obtendremos así ciertas genera-
lizaciones de las distribuciones beta, gamma y normal. Notemos inicialmente
que la ecuación diferencial de orden fraccionario (3.18) anterior converge for-
malmente a la ecuación diferencial ordinaria (3.15) cuando α→ 1−.
3.2.1. Densidades fraccionarias de Pearson
Densidad normal fraccionaria
Estudiemos inicialmente la siguiente ecuación fraccionaria de Pearson
CDαρ(a, α) = −2xα ρ(x, α), 0 < α < 1, x > 0. (3.19)















Por tanto, obtenemos la siguiente fórmula de recurrencia para los coecientes
an, n ∈ N0
an = −2an−2
Γ(α(n− 1) + 1)
Γ(αn+ 1)
, para cada n ∈ N, (3.20)
que puede resolverse fácilmente teniendo en cuenta las condiciones iniciales








j=0 Γ(1 + α(1 + 2j))∏n/2
j=0 Γ(1 + 2αj)
. (3.21)
Para x < 0, denimos ρ(x, α) por simetría. Observemos entonces que si hace-




, para cada n ∈ N; (3.22)







donde ρN (x) viene dada por (3.12). Notemos además que la relación de recu-





π exp(−x2)erfi (x), x ∈ R;
en nuestro caso la unicidad de solución es una consecuencia de la condición
inicial ρ(0) = 1 propia del caso gaussiano. De forma similar, en el caso fraccio-
nario la relación de recurrencia (3.20) podría dar lugar a otra solución distinta
de la mostrada anteriormente.
Densidad gamma fraccionaria
En este epígrafe asumiremos siempre que a > 0. En tal caso, la solución de
la ecuación diferencial fraccionaria
xαCDαρ(x, a, α) =
( Γ(1 + a)
Γ(1 + a− α)
− xα
)
ρ(x, a, α), x > 0, (3.23)
puede ser obtenida considerando la siguiente serie formal de potencias






Figura 3.1: Grácas de la suma parcial considerada a partir de (3.21) y denida
para x < 0 por simetría con 100 sumandos y α = 9/10 (azul) y de la función
exp(−x2) (en color naranja) para x ∈ [−3, 3].
Así, a partir de la ecuación diferencial (3.23), obtenemos la siguiente fórmula




Γ(1 + a− α)
− Γ(1 + a+ nα)
Γ(1 + a+ (n− 1)α)
. (3.24)
Resolviendo ahora la relación de recurrencia anterior, obtenemos la siguiente





Γ(1 + a− α)
− Γ(1 + a+ jα)
Γ(1 + a+ (j − 1)α)
, para cada n ∈ N.
Por tanto, obtenemos nalmente que







Γ(1 + a− α)
− Γ(1 + a+ jα)
Γ(1 + a+ (j − 1)α)
xnα+a, x > 0.
Conviene indicar que si en la relación de recurrencia (3.24) anterior hacemos













donde ρG(x) viene dada por (3.13). Notemos también que la ecuación diferen-
cial fraccionaria (3.23) converge formalmente a la ecuación diferencial ordinaria
x y′(x) = (a− x)y(x)
cuando α→ 1−, ecuación diferencial de la que ρG(x) es solución.
Figura 3.2: Grácas de las sumas parciales denidas a partir de (3.25) con
30 sumandos (en azul) y de la función xa exp(−x) (en color naranja) para
x ∈ [0, 8], a = 1, y b0(a;α) = 1. En la gura de la izquierda se considera
α = 9/10, mientras que para la gura de la derecha α = 99/100.
Densidad beta fraccionaria
Asumamos ahora que a, b > 0. En tal caso, la solución de la ecuación
diferencial fraccionaria
xα(1− xα)CDαρ(x, a, b, α) =
=
( Γ(a+ b+ 1)
Γ(a− α+ 1)
− Γ(a+ b+ 1)
Γ(a− α+ b+ 1)
xα
)
, x > 0 (3.26)
puede ser obtenida partiendo de la serie formal de potencias






Obtenemos luego, la siguiente relación de recurrencia para los coecientes
cn(a, b, α) de la serie anterior,
cn(a, b, α) = cn−1(a, b, α)
Γ(a− α+ 1)Γ(a+ α(n− 1) + 1)
Γ(a− α+ b+ 1)Γ(a+ α(n− 2) + 1)
× Γ(a+ b+ 1)Γ(a+ α(n− 2) + 1)− Γ(a− α+ b+ 1)Γ(a+ α(n− 1) + 1)
Γ(a+ 1)Γ(a+ α(n− 1) + 1)− Γ(a− α+ 1)Γ(a+ αn+ 1)




(n− b− 1)cn−1(a, b), para cada n ∈ N,







Nuevamente, conviene indicar que, cuando α → 1−, la expresión (3.26)
converge formalmente hacia la ecuación diferencial ordinaria que dene a la
densidad beta indicada en (3.14).
Figura 3.3: Grácas de las sumas parciales denidas a partir de (3.27) con 30
sumandos (en azul) y de la función xa(1−x)b (en color naranja) para x ∈ [0, 1]
y a = 1, b = 2. En la gura de la derecha se considera α = 9/10, mientras que
la de la izquierda α = 99/100.
3.2.2. Transiciones límite
En este epígrafe mostraremos transiciones límite entre las densidades fraccio-
narias de Pearson previamente presentadas. Obtendremos así propiedades análo-
gas a las mencionadas (3.16) en (3.17).
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Teniendo en cuenta las expresiones obtenidas para los coecientes cn(a, b, α)






, a, b, α
)
= ρ(x, a, α), (3.28)
que relaciona la densidad beta fraccionaria de orden α ∈ (0, 1) con la densidad
gamma fraccionaria de orden α ∈ (0, 1). Claramente, la igualdad anterior es
una generalización al caso fraccionario de la propiedad (3.16).
Teniendo en cuenta la identidad (3.17), es natural considerar la siguiente
modicación de la densidad gamma





























a b̃n(a) = an, para cada n ∈ N,
































ρ̃(x, a) = −2
√
a x ρ̃(x, a).
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xα ρ̃(x, a, α) (3.30)
y consideramos la serie de potencias de una de sus soluciones










así escogida con el objetivo de simplicar cierto paso al límite cuando α→ 1−






b̃1(a, α) = 0,




Además, se satisface la siguiente relación de recurrencia
b̃n(a, α) =−
Γ(α(n− 1) + 1)
Γ(αn+ 1)
×
(√2 b̃n−1(a, α)Γ(−α+√a+ 1)Γ(α(n− 1) + 1)
Γ(
√




con b̃1(a, α) = 0 y siendo b̃0(a, α) una constante normalizadora.
Ahora es fácil probar por inducción que
ĺım
α→1−
b̃n(a, α) = b̃n(a), par todo n ∈ N.
Finalmente, también es sencillo concluir la siguiente relación entre los coe-









donde el factor 1/
√
2π puede ser ignorado simplemente redeniendo el coe-
ciente inicial b̃0(a, α). Por tanto, obtenemos la siguiente relación límite entre
las funciones ρ̃(x, a, α) solución de (3.30) y la densidad normal fraccionaria








que es la generalización de (3.17) en el caso fraccionario.
3.2.3. Casi-polinomios ortogonales y densidades fraccionarias
Denición 3.12. Sea β > 0. Nos referiremos a un polinomio en xβ,
Pn(x




iβ, x ∈ R,
como un casi-polinomio de orden n ∈ N con potencia β.












Pn, β(s, α)Pm,β(s, α)(1− s)α−1 ds = 0, n 6= m.
Sea ρ(x, α) la densidad gamma fraccionaria o la densidad beta fraccio-
naria. A continuación, presentamos un algoritmo que nos permitirá obtener la
sucesión de casi-polinomios ortogonales respecto de ρ(x, α) en el soporte corres-
pondiente I ⊂ R; esto nos permitirá generalizar los resultados recientemente
presentados en [76] al caso fraccionario. Más exactamente, en el caso de la densi-
dad gamma fraccionaria se tiene que ρ(x, α) = ρ(x, a, α) e I = [0,∞), mientras
que para el caso de la densidad beta fraccionaria será ρ(x, α) = ρ(x, a, b, α) e
I = (0, 1).
Denamos
Xn(β) = (1, x





xnβρ(x, α) dx, para cada n ≥ 0.
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Tρ(x, α) dx, n ≥ 0.
Conviene indicar que la matriz Mn(α, β) es una matriz real de dimensiones
(n+ 1)× (n+ 1). Sea ahora
Mn(α, β) = Ln(α, β)(Ln(α, β))
T
la descomposición de Cholesky [43] de Mn(α, β), donde Ln(α, β) es una matriz
triangular inferior con entradas no negativas en su diagonal. Denamos además
Tn(α, β) = (Ln(α, β))
−1 (3.31)
y sea Pn(α, β) el vector de n+ 1 casi-polinomios dado por
Pn(α, β) = Tn(α, β)Xn(β). (3.32)
Tenemos entonces el siguiente resultado.
Teorema 3.13. El vector formado por n+ 1 polinomios Pn(α, β) introducido
en (3.32) satisface que∫
I
Pn(α, β)(Pn(α, β))
Tρ(x, α) dx = In+1, (3.33)



















= Tn(α, β)Mn(α, β)(Tn(α, β))
T
= Tn(α, β)Ln(α, β)(Ln(α, β))
T (Tn(α, β))
T
el resultado enunciado se concluye a partir de (3.31).
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Ejemplos numéricos y conjeturas sobre los ceros de los casi-polinomios
Consideremos ahora la función peso ρ(x, a, b, α) denida en (3.27) para el
caso particular α = 1/2, a = 1 y b = 2 y normalizada de modo que∫ 1
0
ρ(x, 1, 2, 1/2) dx = 1.
Sea además β = 1/2 jo. En tal caso, podemos aproximar la matriz
M3(1, 2, 1/2, 1/2) = M3(1/2, 1/2)
por
M3(1, 2, 1/2, 1/2) =

1. 0.522651 0.305996 0.194547
0.522651 0.305996 0.194547 0.131658
0.305996 0.194547 0.131658 0.0935493
0.194547 0.131658 0.0935493 0.0691131
 ,
con factor de Cholesky L3(1, 2, 1/2, 1/2) = L3(1/2, 1/2)
L3(1, 2; 1/2, 1/2) =

1. 0. 0. 0.
0.522651 0.181198 0. 0.
0.305996 0.191053 0.0390292 0.
0.194547 0.165443 0.061751 0.00893294
 .
Tenemos luego que el vector P3(1, 2, 1/2, 1/2) = P3(1/2, 1/2) viene dado por













satisface la relación de ortogonalidad indicada en (3.33).
De modo similar, se tiene que




























Figura 3.4: Grácas de los casi-polinomios ortogonales respecto de la densidad
beta fraccionaria con n = 5, a = 1 y b = 2.
En la gura de la izquierda, se considera α = β = 0.5 (en azul) y α = 0.5, β =
0.6 (en naranja). Las raíces de los casi-polinomios anteriores son: 0.0208402,
0.101603, 0.273096, 0.532213 y 0.820418 para α = β = 0.5; mientras que para
α = 0.5 y β = 0.6 son: 0.0275359, 0.122522, 0.306668, 0.566053 y 0.838286.
En la gura de la derecha, se considera α = 0.4 y β = 0.6 (en azul) y α = 0.5,
β = 0.6 (en naranja). Las raíces para α = 0.4 y β = 0.6 son 0.0239517,
0.112001, 0.291514, 0.55457 y 0.835314.
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Figura 3.5: Grácas de los casi-polinomios ortogonales respecto de la densidad
beta fraccionaria con n = 5, α = β = 1/2.
En la gura de la izquierda, se considera a = 1, b = 2 (en azul) y a = 2, b = 2
(en naranja). Las raíces de estos casi-polinomios son: 0.0208402, 0.101603,
0.273096, 0.532213, y 0.820418 para a = 1, b = 2; mientras que para a = b = 2
son: 0.0440961, 0.151432, 0.335739, 0.581802 y 0.839372.
En la gura de la derecha, se considera a = 1, b = 2 (en azul) y a = 1, b = 3
(en color naranja). Las raíces para a = 1 y b = 3 son 0.018028, 0.0899672,
0.249686, 0.505895, 0.808125.
96
Sea, para m,n ∈ N con n ≥ m,
Pm(x, α, β) = (Pn(α, β))m.
Empleando los mismo argumentos que en [76] y el Teorema 3.13 anterior,
concluimos que Pm(x, α, β) tiene exactamente m ceros reales distintos en I.
Empleando Mathematica [44] hemos realizado numerosos experimentos nu-
méricos con el objetivo de aproximar los ceros de Pm(x, α, β). Para α, β ∈ (0, 1)
las siguientes conjeturas podrían ser investigadas en trabajos futuros:
los ceros de Pm(x, α, β) son funciones crecientes de α,
los ceros de Pm(x;α, β)son funciones crecientes de β;
para la densidad beta fraccionaria:
los ceros de Pm(x, a, b;α, β) = Pm(x;α, β) son funciones crecientes
de a,
los ceros de Pm(x; a, b;α, β)son funciones decrecientes de b;
Para la densidad gamma fraccionaria, los ceros del casi-polinomio
Pm(x; a;α, β) = Pm(x;α, β)






Las funciones periódicas juegan un papel fundamental en las matemáticas
desde los importantes trabajos realizados por J. B. Fourier a principios del
pasado siglo XIX. Así, en la actualidad, el estudio de la existencia de soluciones
periódicas para ciertas ecuaciones diferenciales es uno de los temas o aspectos
más interesantes de la teoría cualitativa de ecuaciones diferenciales. Esto es
debido, en parte, a las importantes implicaciones que tales soluciones tienen en
diversas áreas de las matemáticas, desde las más puras hasta las más aplicadas;
pero también al gran número de aplicaciones que de ellas se derivan, tanto en
la física como en muchas otras disciplinas cientícas.
Sin embargo, la denición del concepto de función periódica es extrema-
damente exigente y debido a ello, las condiciones que nos permiten garantizar
la existencia soluciones periódicas de ciertas ecuaciones diferenciales también
son bastante fuertes. Debido a esto, en las últimas décadas, algunos autores
[41, 42, 61] han propuesto y estudiado ciertas generalizaciones del concepto de
función periódica que se han mostrado ciertamente interesantes y útiles.
Es un hecho sobradamente conocido que la derivada de una función perió-
dica si es que existe es nuevamente una función periódica con el mismo
periodo. Además, la primitiva de una función periódica cuando ésta existe
también puede ser en muchos caso una función periódica del mismo periodo:
pensemos, por ejemplo, en la función − cos(t) como primitiva de sen(t). Sin
embargo, cuando uno considera derivadas o integrales de orden fraccionario no
entero las propiedades que acabamos de mencionar no son ciertas. En la litera-
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tura matemática podemos encontrar diversos trabajos en los que se relacionan
las funciones periódicas con el cálculo fraccionario [9, 49, 52, 58].
En la primera sección de este capítulo, estudiaremos propiedades relacio-
nadas con la idea de periodicidad para integrales y derivadas fraccionarias de
orden no entero de una función periódica dada. Mostraremos así los resultados
publicados en [12], donde para los operadores fraccionario de Riemann-Liouville
y Caputo, se considera la integral y derivada fraccionaria de una función pe-
riódica.
La segunda y última sección de este capítulo está dedicada al estudio de
resultados similares a los de la primera sección en el marco del cálculo fraccio-
nario discreto. Presentaremos allí los resultados publicados en [11], donde se
muestran propiedades relacionas con el comportamiento periódico de la suma
o diferencia fraccionaria de una función periódica dada.
4.1. Integrales y derivadas de orden fraccionario
En este último capítulo emplearemos la notación Cb([0,∞),R) para re-
ferirnos al espacio formado por todas las funciones denidas en el intervalo
[0,∞) que tomando valores en R son continuas y acotadas; en tal espacio con-
sideraremos la norma de la convergencia uniforme ‖ · ‖∞ ya considerada en
capítulos anteriores. Trabajaremos también con los subespacios C0([0,∞),R)
y CT ([0,∞),R) de Cb([0,∞),R) denidos, cada uno de ellos, como:
C0([0,∞),R) = {x ∈ Cb([0,∞),R) : ĺım
t→∞
|x(t)| = 0},
CT ([0,∞),R) = {x ∈ Cb([0,∞),R) : x es una función T -periódoca}.
4.1.1. El concepto de función periódica
Empezamos recordando algunas deniciones más generales que la de fun-
ción periódica; estas deniciones serán de gran importancia tanto en la presente
como en la segunda y última sección de este capítulo. La primera de todas ellas
fue introducida originalmente por el matemático A. S. Besicovitch en [26]; las
dos restantes son mucho más recientes.
Denición 4.1. Una función f ∈ C(R,R) se dice casi-periódica si para todo
ε > 0 existe un conjunto relativamente denso H(ε, f) ⊂ R tal que
|f(t+ s)− f(t)| < ε, para todo t ∈ R y todo s ∈ H(ε, f).
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Nota 4.1. Recordemos que un conjunto E ⊂ R se dice relativamente denso si
existe ` > 0 tal que tal que todo intervalo de longitud ` contiene al menos un
elemento de E.
Denición 4.2. Una función f ∈ C(R,R) se dice asintóticamente casi-periódica
si existe una función casi-periódica g y ϕ ∈ C0([0,∞),R) tal que
f(t) = g(t) + ϕ(t), para todo t ∈ [0,∞). (4.1)
Si g es en realidad una función T -periódica, diremos entonces que f es asin-
tóticamente T -periódica.
Denición 4.3. Una función f ∈ Cb([0,∞),R) se dice S-asintóticamente pe-




f(t+ T )− f(t)
)
= 0.
En tal caso, diremos que T es un periodo asintótico de la función f y que f es
S-asintóticamente T -periódica.
Es especialmente importante comprender el signicado de las deniciones
4.2 y 4.3 anteriores, pues a pesar de lo que se arma en [40], existen ejemplos
de funciones que siendo S-asintóticamente periódicas no son asintóticamente
periódicas. Los siguiente ejemplos, originalmente propuestos en [61] ayudan a
entender la diferencia entre ambas deniciones.
Ejemplo 1. Sea (bn)n∈N0 una sucesión de números reales tal que satisface las
siguientes propiedades:









es acotada y no convergente.
Observemos que bajo tales condiciones se tiene que
ĺım
n→∞
(an − an−1) = 0.
Sea ahora f : [0,∞) ⊂ R −→ R la función denida por f(n) = an para cada
n ∈ N0 y
f(t) = an+1 + (an+1 − an)(t− n− 1), t ∈ [n, n+ 1], n ∈ N0.
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Es decir, el grafo de la función f está formado por los segmentos que unen los
puntos del conjunto {(n, an) : n ∈ N0} ⊂ R2.
En estas condiciones f es una función acotada en [0,∞) y además, dado
que
|f(t)− f(s)| ≤ máx
k≥n
|ak+1 − ak||t− s|, para todo t, s ∈ [n,∞),
concluimos luego que f es uniformemente continua el el intervalo [0,∞) ⊂ R y
ĺım
t→∞
f(t+ T )− f(t) = 0, para todo > T > 0;
esto es, f es una función S-asintóticamente periódica para todo T > 0.
Sin embargo, f no es asintóticamente 1-periódica ya que si fuese cierto que
f = g + ϕ, con g ∈ C([0,∞),R) una función 1-periódica y ϕ ∈ C0([0,∞),R),
tendríamos entonces que
an = f(n) = g(n) + ϕ(n) = g(0) + ϕ(n)→ g(0), cuando n→∞,
hecho que contradice la elección de la sucesión (bn)n∈N0 .
Ejemplo 2. Sea f : [0,∞) −→ R la función dada por





, para cada t ∈ [0,∞);
así pues, en virtud del Teorema del valor medio, se tiene que para t, T > 0,
f(t+ T )− f(T ) = f ′(t+ σT )T, con 0 < σ < 1,
lo cual implica que
ĺım
t→∞
f(t+ T )− f(t) = 0.
Por tanto, f es una función S-asintóticamente T -periódica para todo periodo
T > 0.
Sin embargo, como veremos a continuación, f no es una función asintóti-
camente T -periódica para ciertos periodos T > 0. Supongamos inicialmente
que f si puede ser expresada como en (4.1); llegaremos a una contradicción.
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Dados ε ∈ (0, 1/2) y T > 0, sea k ∈ N sucientemente grande como para que
se cumplan las siguientes condiciones:
exp(2kπ) + T < exp(2kπ + π/2), (4.2)
t ≥ exp(2kπ)− 1 =⇒ |ϕ(t)| < ε. (4.3)
Teniendo en cuenta que f es una función creciente en el intervalo [exp(2kπ)−
1, exp(2kπ + π/2)− 1] ⊂ R, concluimos entonces en virtud de (4.2) que
g([exp(2kπ)− 1, exp(2kπ)− 1 + T ]) ⊂ g([exp(2kπ)− 1, exp(2kπ + π/2)− 1]).
Por otra parte, la condición (4.3) implica que
g([exp(2kπ)− 1, exp(2kπ + π/2)− 1]) ⊂ (−ε, 1 + ε);
así pues, se tiene que
g([exp(2kπ)− 1, exp(2kπ)− 1 + T ]) ⊂ (−ε, 1 + ε).
Sin embargo, dado que
g(exp(2kπ + 3π/2)− 1) < −1 + ε < −ε,
deducimos que g(exp(2kπ+ 3π/2)−1) /∈ (−ε, 1 + ε). Tendríamos entonces que
Im (g) \ g([t, t+ T ]) 6= ∅, para t = exp(2kπ)− 1,
hecho que impide la T -periodicidad de la función g.
4.1.2. Algunos resultados previos
Para obtener las conclusiones que mostraremos más adelante sobre el com-
portamiento periódico de la integral y la derivada fraccionaria de una función
periódica, necesitamos antes algunos resultados previos. En este epígrafe, men-
cionaremos algunos de los hechos que emplearemos en la siguiente sección.
Teorema 4.4. Sea f : R+ −→ R una función no idénticamente nula y T -
periódica tal que f ∈ L1loc(R). Luego la integral fraccionaria Iαf no es una
función T -periódica.
En la literatura matemática podemos encontrar distintas pruebas del Teo-
rema 4.4 anterior. Los autores de [49] lograron probar tal hecho empleando la
transformada de Mellin; por otra parte, en [85] se muestra una prueba más
sencilla de tal hecho empleando la transformada de Laplace.
También es relativamente sencillo mostrar que si f es una función T -
periódica, entonces Iαf no puede ser una función T̃ -periódica para ningún
periodo T̃ > 0. Una prueba de tal hecho puede consultarse en [9].
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Lema 4.5. Sean f : R −→ R una función periódica con periodo T > 0 y












Demostración. Es claro que∣∣∣∣∫ t−nT
−nT
(t− s)α−1f(s) ds
∣∣∣∣ ≤ ∫ t−nT
−nT
(t− s)α−1|f(s)| ds ≤ t (nT )α−1 ‖f‖∞;






(t− s)α−1f(s) ds = 0.










Los tres resultados que mostraremos a continuación serán especialmente
útiles a la hora de probar que la integral fraccionaria de una función periódica
no es una función casi-periódica.
Lema 4.6. [42, Lemma 3.1] Sea f : R −→ R una función S-asintóticamente
T -periódica y (tn)n∈N una sucesión de números reales tal que tn → +∞ cuando
n → +∞. Si ftn(t) = f(t + tn) es tal que ftn → F uniformemente en todo
subconjunto compacto de R+, entonces tenemos que F ∈ CT (R,R).
Demostración. Es claro que F es una función continua. Por otra parte, dados
T ≥ 0 y ε > 0, escogemos n0 ∈ N de modo que
|F (s)− f(s+ tn)| ≤ ε, s ∈ [t, t+ T ],
|f(t+ tn)− F (t)| ≤ ε, t ≥ 0,
para todo n ≥ n0. Por tanto, para n ≥ n0 arbitrario, tenemos que
|F (t+ T )− F (t)| ≤ |F (t+ T )− f(t+ T + tn)|+ |f(t+ T + tn)− f(t+ tn)|
+ |f(t+ tn)− F (t)| ≤ 3 ε,
lo cual implica que F (t + T ) = F (t). Por tanto, queda probado el resultado
enunciado.
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Proposicion 4.7. [42, Proposition 3.4] Sea f : R+ −→ R una función S-
asintóticamente T -periódica y asintóticamente casi-periódica. Luego f es una
función asintóticamente T -periódica.
Demostración. Por hipótesis, podemos expresar la función f como f = f1+f2,
donde f1 es una función casi-periódica y f2 ∈ C0(R+,R). Ahora, teniendo en
cuenta resultados conocidos propios de la teoría genérica de funciones casi-
periódicas [26], se sabe que existe una sucesión de números reales (tn)n∈N tal
que tn → +∞ cuando n→ +∞ y f1tn(t) = f1(t+ tn) satisface que f1tn → f1
uniformemente en R+ cuando n→ +∞.
Por tanto, f1tn → f1 uniformemente en R
+ cuando n → +∞ y, en virtud
del Lema 4.6, concluimos que f1 ∈ CT (R,R) lo cual ahora implica que la función
f es asintóticamente T -periódica.
Proposicion 4.8. Sea f : R −→ R una función S-asintóticamente T -periódica
y casi-periódica. Luego f es una función T -periódica.
Demostración. Como ya indicamos anteriormente, por ser f una función casi-
periódica, sabemos que existe una sucesión de números reales (tn)n∈N de modo
que tn → +∞ y ftn → f uniformemente en R+ cuando n→ +∞. Teniendo en
cuenta ahora el Lema 4.6 anterior, concluimos nalmente que f ∈ CT (R,R).
La integral fraccionaria de Weyl
En esta sección será de especial utilidad la integral fraccionaria de Weyl,
ideal para consideraciones relativas a funciones periódicas debido, principal-
mente, a que su denición está motivada a partir de consideraciones sobre
series de Fourier. De acuerdo con [70, Capítulo 4, Sección 19], la integral frac-

























Emplearemos también el siguiente hecho (véase [70, Lemma 19.3]), si f : R −→
R es una función T -periódica, f ∈ L1(0, T ) y es tal que∫ T
0
f(t) dt = 0, (4.4)
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(t− s)α−1f(s) ds, (4.5)
siempre y cuando la integral impropia del segundo miembro de la identidad
anterior sea entendida como condicionalmente convergente, esto es, como∫ t
−∞







El objetivo principal de la presente sección es estudiar si la integral (o
derivada) fraccionaria de una función periódica satisface ciertas propiedades de
periodicidad. Más concretamente, responderemos a las siguientes cuestiones: si
f ∈ CT (R,R),
1.- ¾es entonces Iαf una función acotada?
2.- ¾es entonces Iαf una función S-asintóticamente T -periódica?
3.- ¾es entonces Iαf asintóticamente T -periódica?
4.- ¾es entonces Iαf una función casi-periódica?
Mostraremos también resultados similares para derivadas fraccionarias, tanto
en el sentido de Caputo, como en el de Riemann-Liouville.
Iniciamos luego este epígrafe con un resultado sobre funciones S-asintótica-
mente periódicas e integrales fraccionarias. Pasaremos a centrar nuestro interés
en el concepto de periodicidad asintótica.
Lema 4.9. Si f ∈ CT (R+,R) y α ∈ (0, 1) entonces Iαf satisface la siguiente
propiedad de T -periodicidad asintótica:
ĺım
t→+∞
[Iαf (t+ T )− Iαf (t)] = 0.
Demostración. Efectivamente, dado que f es una función T -periódica, tenemos
que para t ≥ 0
















(t+ T − s)α−1f(s) ds−
∫ t+T
T








(t+ T − s)α−1f(s) ds−
∫ t+T
T








(t+ T − s)α−1f(s) ds,
lo cual implica que
|Iαf (t+ T )− Iαf (t)| ≤ 1
Γ(α)
T ‖f‖∞ tα−1 ≤ T ‖f‖∞ tα−1,
ya que 0 < 1/Γ(α) < 1 para 0 < α < 1. El resultado enunciado se sigue ahora
fácilmente.
Nota 4.2. Conviene observar que, en ningún caso, hemos probado que la inte-
gral fraccionaria Iαf es una función S-asintóticamente T -periódica, pues Iαf
podría ser una función no acotada.
Teorema 4.10. Sea f ∈ CT (R+,R) tal que Iαf , con α ∈ (0, 1), es una función
acotada. Luego Iαf es una función S-asintóticamente T -periódica.
Demostración. Obvio si tenemos en cuenta el Lema 4.9 y la Nota 4.2.
Lema 4.11. Sea f ∈ CT (R+,R) una función absolutamente continua. Lue-





CDαf (t+ T )− CDαf (t)
)
= 0.
Demostración. El resultado enunciado se deduce fácilmente teniendo en cuenta
la denición de la derivada fraccionaria de Caputo y el Lema 4.9 anterior, ya
que la derivada usual de una función T -periódica también es una función T -
periódica.
Nota 4.3. Nuevamente, procede hacer el siguiente comentario: hasta el mo-
mento, no hemos probado que CDαf sea una función S-asintóticamente T -
periódica, pues de momento no sabemos si CDαf es una función acotada.
Teorema 4.12. Sea f ∈ CT (R+,R) una función absolutamente continua y
α ∈ (0, 1). Luego, si CDαf es una función acotada, entonces CDαf es una
función S-asintóticamente T -periódica.
Demostración. Obvio a partir del Lema 4.11 anterior y la Nota 4.3.
107
Nota 4.4. Si suponemos que f es una función tal que f (n−1) es absolutamente
continua (f ∈ ACn) entonces, si CDαf con α ∈ (n− 1, n) es acotada, tenemos
que CDαf es una función S-asintóticamente T -periódica.
Probaremos ahora resultados análogos a los anteriores, pero para el opera-
dor de Riemann-Liouville.
Teorema 4.13. Sea f una función tal que f ∈ CT (R,R) y f ∈ ACn(R).
Luego si Dαf , con α ∈ (n − 1, n), es una función acotada, entonces Dαf es
una función S-asintóticamente T -periódica.
Demostración. Sea f una función en las condiciones del enunciado, pero tal que
Dαf no es S-asintóticamente T -periódica. Consideremos en tal caso la función
f̃ = f − f(0); es entonces obvio que f̃ ∈ CT (R,R) y f̃ ∈ ACn(R). Teniendo
en cuenta que en tal caso CDαf̃ (t) = Dαf (t), concluimos así que CDαf̃ no es
una función S-asintóticamente T -periódica, lo cual es necesariamente falso.
En el siguiente teorema, cuya demostración está motivada por los resultados
publicados en [40], asumiremos que Iαf es una función acotada.
Teorema 4.14. Sea f ∈ CT (R,R) tal que Iαf , con α ∈ (0, 1), es una fun-
ción acotada. Tenemos entonces que Iαf es una función asintóticamente T -
periódica.
Demostración. Por comodidad y brevedad emplearemos la notación





(t− s)α−1f(s) ds, t > 0.
Ahora, para cada n ∈ N, consideramos las siguientes funciones: ϕn(t) =
ϕ(t + nT ) y Φn(t) = supk≥n ϕk(t) con t ≥ 0. Dado que Iαf es una función
acotada, ϕn y Φn también son funciones continuas y acotadas en R+. Además,
tenemos que Φn+1(t) ≤ Φn(t) para todo n ∈ N y t ∈ R+. Por otra parte,



































donde hemos empleado el Lema 4.5 anterior.











∣∣∣ ≤ T (nT )α−1 ‖f‖∞,






es una sucesión de casi-Cauchy en (R, |·|) con un único punto de acumulación
(véase [27]). Por tanto,
ĺım
n→∞
Φn(t) = Φ(t) ∈ R, for all t ≥ 0
y en virtud de (4.5), tenemos que




(t− s)α−1f(s) ds, t ≥ 0, (4.6)
es la integral fraccionaria de Weyl (íntimamente relacionada con la integral
fraccionaria de Liouville) de orden α de la función f . Conviene observar en
este momento de la prueba que estamos considerando f ∈ CT (R,R), pero no
necesariamente con media nula.
Es decir, hasta el momento sabemos que (Φn)n∈N es una sucesión de fun-
ciones que converge puntualmente a la función continua dada por (4.6).
Así pues, se satisfacen todas las hipótesis del Teorema de Dini [23, 69] y
podemos concluir entonces que (Φn)n∈N converge uniformemente a la función
Φ en todo subintervalo cerrado de R+.
A continuación, mostraremos que Φ es una función T -periódica. En virtud
del Lema 4.9 anterior y del Teorema de Heine, sabemos que
ĺım
n→∞
(ϕ(t+ nT + T )− ϕ(t+ nT )) = 0
y así
Φ(t+ T )− Φ(t) = ĺım
n→∞
(



















(ϕ(t+ T + nT )− ϕ(t+ nT )) = 0.
Por tanto, concluimos que Φ es una función T -periódica. Tal hecho coincide
para lo mencionado cuando f tiene media nula en [70, p. 348], esto es, cuando
se satisface la condición (4.4).
La siguiente etapa de la prueba consiste en mostrar que la sucesión de
funciones (Φn)n∈N converge uniformemente a la función Φ en R+.




















ϕ(t+ kT )− Φ(t)
∣∣∣ = A0,m+n.
Dado que por hipótesis Iαf es una función acotada, es entonces claro que
ĺıms→∞A0, s = 0. Por tanto, dado ε > 0 arbitrario, existe N ∈ N tal que para
todo k ≥ N ,
A0, k = sup
t∈I0
|Φk(t)− Φ(t)| < ε. (4.7)
Dado ahora t ∈ R+ arbitrario, existe m ∈ N tal que t ∈ Im y en virtud de
(4.7), para n ≥ N , tenemos que
Am,n = A0,m+n = sup
t∈Im
|Φn(t)− Φ(t)| < ε.
Esto es, para n ≥ N , debe ser necesariamente
sup
t∈R+
|Φn(t)− Φ(t)| < ε,
o lo que es equivalente, la sucesión de funciones (Φn)n∈N converge uniforme-
mente a la función Φ en R+.







podemos entonces probar de modo análogo a lo mostrado antes, que (Ψn)n∈N
también converge uniformemente a la función Φ en el conjunto R+.
A continuación, probaremos que
ĺım
t→+∞




ϕk(t) ≤ ϕn(t) ≤ sup
k≥n
ϕk(t) = Φn(t)
y teniendo en cuenta que (Φn)n∈N, (Ψn)n∈N converge uniformemente a Φ en
R+, concluimos que (ϕn)n∈N también converge uniformemente Φ en R+.




para todo t ∈ R+,
y tenemos así que




En virtud ahora del Lema 4.9, para el ε > 0 jado anteriormente, existe S > 0
tal que si t > S entonces
|ϕ(t+ T )− ϕ(t)| < ε
2N
.
Teniendo en cuenta esto último, concluimos que para t > S,
|ϕ(t)− ϕ(t+ nT )| ≤ |ϕ(t)− ϕ(t+ T )|+ |ϕ(t+ T )− ϕ(t+ 2T )|








Por tanto, teniendo en cuenta (4.8) y (4.9), concluimos que, para t > S









(Φ(t)− ϕ(t)) = 0.
El resultado enunciado se sigue ahora a partir de la identidad obvia ϕ(t) =
Φ(t) + (ϕ(t)− Φ(t)).
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Teorema 4.15. Sea α > 0, α ∈ [n − 1, n) con n ∈ N. Si f ∈ CT (R,R),
f ∈ ACn(R) y la integral fraccionaria In−αf es una función acotada entonces
CDαf es una función asintóticamente T -periódica.
Demostración. Teniendo en cuenta la denición de la derivada fraccionaria de
Caputo y el Teorema 4.14 anterior, el resultado enunciado es claro; en efecto,
pues la derivada de orden entero de una función T -periódica es nuevamente
una función T -periódica.
A continuación, enunciamos y probamos un resultado análogo para la de-
rivada fraccionaria de Riemann-Liouville
Teorema 4.16. Si f ∈ CT (R,R) y la integral fraccionaria I1−α, con α ∈
(0, 1), es una función acotada, entonces Dαf es una función asintóticamente
T -periódica.




(t) y el Teorema
4.14 anterior, podemos escribir
Dαf (t) = D1 (f1 + f2) (t) = f1
′(t) + f2
′(t),
donde f1 ∈ CT (R+,R) y f2 ∈ C0(R+,R).





















′(t) = d ∈ R,
entonces Dαf (t) = (f1′(t) +d) + (f2′(t)−d), y el teorema estaría probado. En
otro caso, esto es, si
d1 = ĺım sup
t→+∞
f2




podemos escribir entonces Dαf (t) = (f1′(t)+f3(t))+(f2′(t)−f3(t)), de modo
que f3 ∈ CT (R+,R) y
d1 = ĺım sup
t→+∞




nalizando así la prueba del resultado enunciado.
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Los resultados mostrados anteriormente muestran la importancia de co-
nocer cuando la integral fraccionaria de orden α ∈ (0, 1) de una función T -
periódica es una función acotada. En lo que sigue, abordaremos tal cuestión.
Teorema 4.17. Sean f ∈ CT (R,R) y α ∈ (0, 1). Entonces, Iαf es una función
acotada si, y solo si, ∫ T
0
f(t) dt = 0. (4.10)
Demostración. Supongamos inicialmente que Iαf es una función acotada.
Dado que f es una función T -periódica, en virtud de ciertas propiedades
elementales de la transformada de Laplace [89], se tiene que
sL [Iαf ] (s) = s
sα
L[f ](s),
donde L [Iαf ] y L[f ] denotan respectivamente a las transformadas de Laplace
de las funciones Iαf y f . Por tanto, en virtud ahora del Teorema 4.14 anterior
y [38, Theorem 1], tenemos que
ĺım
s→0+













Por tanto, ahora es claro que si la integral fraccionaria Iαf es una función
acotada, entonces debe satisfacerse (4.10).
Supongamos ahora que (4.10) es cierto, probaremos que en tal caso Iαf es
una función acotada. En virtud de (4.5), tenemos que





(t− s)α−1f(s) ds. (4.11)
Dado que la integral de Weyl de una función T -periódica que satisface (4.10)
es nuevamente una función T -periódica (véase [70, p. 348]), concluimos que
el primer sumando del segundo miembro de (4.11) es una función acotada.
Además, para el segundo sumando se tiene que, para cada n ∈ N,∫ 0
−nT












































f−(t) dt > 0. (4.13)
Análogamente, para cada n ∈ N, se puede probar que∫ 0
−nT
(t− s)α−1f(s) ds ≥ −c tα−1. (4.14)




(t− s)α−1f(s) ds ≤ c tα−1








(t− s)α−1f(s) ds = 0.
Por tanto, hemos mostrado que Iαf es una función acotada. Esto naliza
la prueba del resultado enunciado.
Nota 4.5. Conviene observar que en la segunda parte de la prueba del Teorema
4.17 anterior, hemos probado que si f ∈ CT (R,R), α ∈ (0, 1) y se cumple
(4.10), entonces la integral fraccionaria Iαf es una función asintóticamente
T -periódica. Observemos también que en la primera parte de la prueba del
Teorema 4.17, hemos empleado la tesis del Teorema 4.14 anterior.
Nota 4.6. En [85], los autores estudian resultados similares a los previamente
aquí mostrados. En cualquier caso, conviene notar que a la hora de probar
armaciones similares a la tesis del Teorema 4.17, debemos ser especialmente
cuidadosos al hablar de ĺımt→∞ Iαf(t), pues in general, tal límite no tiene por
qué existir. Por ejemplo, para α ∈ (0, 1), ĺımt→∞ Iα sen (t) no existe tal límite
(véase la Figura 4.1).
Nota 4.7. Para α > 1 no es posible armar nada sobre la acotación de la
integral fraccionaria Iαf . En efecto, pues por ejemplo por para α ∈ (1, 2)
tenemos que,
Iα sen (t) = Iα−1I1 sen(t) = Iα−1 (− cos s+ 1) (t),
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que es claramente una función no acotada en R+. Sin embargo,
Iα cos (t) = Iα−1I1 cos(t) = Iα−1 sen (t).
Luego, Iα cos si sería una función acotada en R+.










Demostración. Consideremos c̃ = c/T , donde c viene dado por (4.13), y de-
namos la función f̃ como f̃ = f − c̃. Tenemos entonces que f̃ ∈ CT (R,R) y que
(4.10) es cierto para f̃ . Así pues, dado que




el resultado enunciado es ahora claro.
Consideremos ahora la casi-periodicidad de la integral fraccionaria de una
función periódica dada. Por claridad emplearemos la siguiente notación: AAP
denotará al conjunto de las funciones casi-asintóticamente periódicas, S−APT
será el conjunto de las funciones S-asintóticamente T -periódicas y APT será el
conjunto formado por las funciones casi-periódicas.
En virtud de la Proposición 4.7 anterior, sabemos que AAP ∩ S−APT ⊂
APT . Por otra parte, es fácil probar que la inclusión APT ⊂ S−APT es cierta
(pero APT 6= S−APT , véase [42, 61]) y es trivial que APT ⊂ AAP . Por tanto,
tenemos que
AAP ∩ SAPT = APT .
Pero, en virtud de la Proposición 4.8 anterior, podemos armar que
AP ∩ SAPT = PT , (4.15)
donde PT (R) denota al conjunto de las funciones T -periódicas.
Así, teniendo en cuenta las observaciones anteriores, obtenemos el siguiente
resultado.
Teorema 4.18. Si f ∈ CT (R,R) y Iαf , con α ∈ (0, 1), es una función acotada,
entonces Iαf no es una función casi-periódica.
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Demostración. Supongamos que la integral fraccionaria Iαf fuese una función
casi-periódica. Por otra parte, en virtud del Teorema 4.10 anterior, Iαf es
una función S-asintóticamente T -periódica. Por tanto, en virtud de (4.15), la
función Iαf sería una función T -periódica, lo cual contradice el Teorema 4.4
anterior.
Nota 4.8. Razonando de forma similar a lo mostrado antes, podemos obtener
resultados análogos para las derivadas fraccionarias de Riemann-Liouville y
Caputo de orden α ∈ (0, 1).
4.1.4. Un ejemplo esclarecedor
Sea, para cada t ∈ R, f(t) = sen(t) y consideremos la integral fraccionaria






























































para t > 0, donde (A)j = A (A+ 1) · · · (A+ j−1), (A)0 := 1 denota al símbolo
Pochhammer y 2F1 es una función hipergeométrica generalizada [1].











por lo que tenemos que I1/2f es una función acotada.
Sin embargo, para α = 3/2 se tiene que








luego I3/2f es una función no acotada.




−(α− 3)α+ t2 − 2
)
Γ(α)
concluimos que, Iαf es una función acotada si y solo si α ∈ (0, 1].
Figura 4.1: Gráca comparativa de las funciones I1/2 sen (t) (izquierda) y
I1/2 (sen(r) + 1) (t) (derecha) para t ∈ [0, 50].
En resumen, para α ∈ (0, 1) la integral fraccionaria Iα sen (t) es una fun-
ción acota y S-asíntóticamente 2π-periódica. Además, bajo tales condiciones,
Iα sen (t) es una función asintóticamente 2π-periódica, pero no es una función
casi-periódica.
Hemos obtenido que para α ∈ (0, 1), la integral fraccionaria Iαf de una
función T -periódica es una función acotada si, y solo si, la media de f es nula.
Por otra parte, también hemos enunciado y probado condiciones sucientes
sobre f para que Iαf sea una función S-asintóticamente periódica y/o asin-
tóticamente periódica. Los resultados que involucran a integrales fraccionarias
son además muy útiles a la hora de probar hechos análogos o similares para el
caso de derivadas de orden fraccionario en el sentido de Caputo o Riemann-
Liouville. También cabe indicar que los resultados probados en esta sección
podrían ser útiles a la hora de entender el comportamiento de ciertos fenóme-
nos modelados empleando ecuaciones diferenciales de orden fraccionario como
los considerados, por ejemplo en [87, 49].
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4.2. Sumas y diferencias de orden fraccionario
En la actualidad, el cálculo fraccionario discreto, que involucra a sumas y
diferencias de orden fraccionario, se encuentra mucho menos desarrollado que
su versión continua.
Podríamos decir que el interés moderno por el cálculo fraccionario discreto
se inició con [60]. En [6] es posible consultar información detalla sobre deni-
ciones y propiedades de los operadores fraccionarios discretos. Por otra parte,
en [14, 15, 82, 31, 34] se han estudiado también cuestiones relacionadas con el
cálculo fraccionario discreto.
4.2.1. Algunas deniciones y resultados elementales




f(t) = 0. (4.16)
Por otra parte, dado t ∈ R, emplearemos la notación Nt = {t, t+ 1, t+ 2, . . . }.
A continuación, presentamos las deniciones de diferencia y suma de orden
fraccionario, que fueron introducidas originalmente en [60].
Denición 4.19. Sea α > 0, la suma fraccionaria de f orden α con punto






(t− s− 1)(α−1)f(s), t = (a+ α) mód 1, (4.17)
donde f es una función denida para s = a mód 1 y la función factorial





, t+ 1− α /∈ {. . . ,−3,−2,−1},
1, α = 0
0, t+ 1− α ∈ {. . . ,−3,−2,−1}.
Conviene observar que ∆−αa (t) está denida para t = (a + α) mód 1. En
particular, la imagen por ∆−αa de una función denida en Na es otra función
cuyo dominio es Na+α.
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Nota 4.9. El origen de la Denición 4.19 anterior se encuentra en una generali-
zación de la fórmula discreta de Cauchy que expresa la suma iterada m veces,













(t− k + 1)(m−1)f(k),
donde t, ki y a son números enteros tales que a ≤ ki ≤ ki−1 ≤ t. Conviene
indicar entonces que la expresión anterior juega el papel análogo de la fórmula
de Cauchy para las integrales iteradas.
Otra justicación de la Denición 4.19 anterior puede consultarse en [60],
donde los autores consideran ecuaciones en diferencias lineales y estudian la
función de Green asociada.
Ahora, después de la noción de suma fraccionaria de orden α > 0, la idea de
diferencia fraccionaria de orden arbitrario (es decir, no necesariamente entero)
aparece de modo natural. Al igual que en el caso continuo, uno podría sentir
la tentación de cambiar directamente α en (4.17) por −α. Sin embargo, para
obtener una denición de interés, es necesario proceder con más cuidado.










A continuación, presentamos dos posibles deniciones del operador en dife-
rencias progresivas de orden fraccionario. Puede consultarse más información
sobre estos operadores puede consultarse en, por ejemplo, [34].
Denición 4.20. Sea α > 0 tal que n − 1 < α ≤ n, con n ∈ N. El operador










(t− s− 1)(n−α−1)∆nf(s), t ∈ Na+α.
Denición 4.21. Sea α > 0 tal que n − 1 < α ≤ n, con n ∈ N. El operador
diferencia de Riemann-Liouville de orden α de f está denido como
RL∆αaf(t) = ∆
n∆−(n−α)a f(t), t ∈ Na+α.
119
Nota 4.10. Obviamente, para α ∈ N, las diferencias fraccionarias de Caputo y
Riemann-Liouville coinciden con el operador en diferencias progresivas usual
de orden n.
Conviene también resaltar que hemos empleado el mismo símbolo para re-
ferirnos a las sumas y a las diferencias: ∆. Así pues, emplearemos la notación
∆−αa para referirnos a la suma fraccionaria de orden α > 0, mientras que reser-
varemos la notación ∆αa (sin el signo menos) para las diferencias fraccionarias
de orden α > 0
Continuamos ahora enunciando algunos resultados útiles que relacionan las
deniciones anteriores. Emplearemos estos resultados en razonamientos poste-
riores.
Como en el caso continuo, son bien conocidos ciertos resultados sobre la
composición de sumas fraccionarias.
Teorema 4.22. Sean f : Na −→ R y α, β > 0. Tenemos que
∆−αa ∆
−β
a f(t) = ∆
−(α+β)




a f(t), para todo t ∈ Na+α+β.
La siguiente transformada, junto con el Lema 4.24 siguiente, presentados
originalmente en [14], también nos será de gran utilidad más adelante.












f(t), s > 0. (4.18)









(s), para todo s > 0.
Por supuesto, para funciones denidas en conjuntos de la forma Na, con
a ∈ R, también podemos considerar los conceptos de función S-asintóticamente
(Denición 4.3 anterior) periódica y función asintóticamente periódica (De-
nición 4.2 anterior).
Denición 4.25. Diremos que una función f : Na −→ R es asintóticamente
periódica si podemos expresarla como f = f1 + f2, donde f1 es una función






Denición 4.26. Diremos que una función f : Na −→ R acotada es S-asintó-








En tal caso, diremos que f es S-asintóticamente N -periódica.
4.2.2. Resultados sobre periodicidad y
periodicidad S-asintótica
Los siguientes resultados muestran propiedades relacionadas con la periodi-
cidad de la suma y diferencia de orden fraccionario de una función f : Na −→ R.
Teorema 4.27. Sean α > 0, α /∈ N, y f : Na −→ R una función no idén-
ticamente nula N -periódica, con N ∈ N. Entonces la función ∆−αa no es M -
periódica para ningún período M ∈ N.
Demostración. Consideremos inicialmente a = 0 y 0 < α < 1. Supongamos
que existe una función N -periódica f : N0 −→ R tal que ∆−α0 f es una función
Ñ -periódica. Esto es, asumamos que





(t− s− 1)(α−1)f(s), t ∈ Nα,
es una función Ñ -periódica. Considerando ahora la transformada Rα−1 intro-
















∆−α0 f(t), z > 0.
Además, en virtud de la propiedad (4.16) de suma vacía, tenemos que
























(z), para todo z > 0.
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f(t), para todo z > 0.
(4.19)
Teniendo en cuenta ahora las hipótesis de N -periodicidad sobre la función















































= (z + 1)N−Ñ
(z + 1)Ñ − 1





















podemos reescribir la identidad (4.20) anterior como
zαP (z) = (z + 1)N−Ñ
(z + 1)Ñ − 1
(z + 1)N − 1






j = (z + 1)N−Ñ
(z + 1)Ñ − 1




j , 0 < z < 1. (4.21)
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Haciendo z → 0+ en ambos miembros de la identidad (4.21) anterior y em-




j = (z + 1)N−Ñ
(z + 1)Ñ − 1




j−α, 0 < z < 1,
y haciendo nuevamente z → 0+, deducimos ahora que p0 = 0. Observemos
aquí la importancia de la condición inicial 0 < α < 1.
Por tanto, repitiendo este mismo argumento, concluimos que pj = qj = 0












f(t) = 0, para todo 0 < z < 1,
es decir, ∆−α0 f(t) = 0 y f(t) = 0 para todo t ∈ Nα y todo t ∈ N0 respectiva-
mente.
La demostración para a ∈ R y α > 0 arbitrarios se sigue ahora fácilmente.
Corolario 5. Sea α > 0, α /∈ N, y f : N0 −→ R una función N -periódica. La
diferencia fraccionaria de orden α de f , C∆α0 f , no es una función Ñ -periódica
para ningún periodo Ñ ∈ N.
Demostración. Teniendo en cuenta que para cada n ∈ N la diferencia pro-
gresiva de orden n de una función N -periódica es nuevamente una función
N -periódica, el resultado enunciado se sigue fácilmente teniendo en cuenta el
Teorema 4.27 anterior y la Denición 4.20.
Por otra parte, teniendo en cuenta [34, Theorem 3.2], podemos enunciar el
siguiente resultado.
Teorema 4.28. Sean α > 0, α /∈ N, N ∈ N, N > 1 y f : Na −→ R una







Empleando ahora el Teorema 4.28 anterior, podemos obtener el siguiente
resultado.
Corolario 6. Sean α > 0, α /∈ N, N ∈ N, N > 1 y f : Na −→ R una función








Demostración. Basta tener en cuenta que para cada n ∈ N el operador dife-
rencia progresiva de orden n de una función N -periódica es nuevamente una
función N -periódica y aplicar Teorema 4.27 anterior.
Teorema 4.29. El enunciado del Corolario 6 anterior también es válido para
el operador diferencia fraccionaria de Riemann-Liouville de orden α > 0.




u(t+N)− u(t) = 0.

































































(t+ k − s− 1)(n−α−1)f(s).
El resultado enunciado se sigue ahora de modo completamente similar a lo
mostrado en [34, Theorem 3.2].
Nota 4.11. Para poder armar que las funciones ∆−αa f ,
C∆αaf o
RL∆αaf son
S-asintóticamente periódicas, es necesario (de a cuerdo con la Denición 4.26
anterior) que tales funciones son acotadas. Es decir, los resultados anteriores
no arman la propiedad de S-periodicidad asintótica para ninguna de ellas.
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4.2.3. Resultados sobre periodicidad asintótica
En el siguiente resultado, asumiremos que ∆−αa f es una función acotada,
siendo f una función periódica.
Teorema 4.30. Sea f : Na −→ R una función N -periódica, con N ∈ N, N >
1. Si ∆−αa , con 0 < α < 1, es una función acotada, entonces ∆
−α
a f es una
función asintóticamente N -periódica.
Demostración. Por brevedad y comodidad emplearemos la siguiente notación,





(t− s− 1)(α−1)f(s), t ∈ Na+α.
Ahora, para cada n ∈ N, consideramos las siguientes funciones
ϕn(t) = ϕ(t+ nN), t ∈ Na+α;
Φn(t) = sup
k≥n
ϕk(t), t ∈ Na+α.
Dado que ϕ es, por hipótesis, una función acotada, las funciones ϕn y Φn
también son funciones acotadas en Na+α para todo n ∈ N.
Además, teniendo en cuenta la hipótesis de N -periodicidad de la función












































(t− s− 1)(α−1)f(s) ≤ N‖f‖∞(t− a+ (n+ 1)N)(α−1)
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=N‖f‖∞
Γ(t− a+ (n+ 1)N + 1)
Γ(t− a+ (n+ 1)N + 2− α)
,




(t− s− 1)(α−1)f(s), para cada n ∈ N,
es una sucesión de casi-Cauchy en (R, |·|) (véase [27]). No obstante, teniendo
en cuenta la hipótesis sobre la acotación de la función ∆−αa f , concluimos que
(an)n∈N es una sucesión de casi-Cauchy con un único punto de acumulación en
(R, |·|). Por tanto, podemos considerar
Φ(t) = ĺım
n→+∞
Φn(t) ∈ R, para todo t ∈ Na+α.








(t− s− 1)(α−1)f(s) ∈ R. (4.22)
A continuación, probaremos que la función Φ denida en (4.22) es una




















ϕ(t+N + nN)− ϕ(t+ nN)
= ĺım
n→∞
ϕ(t+N + nN)− ϕ(t+ nN) = 0.
Ahora es claro que Φ es una función N -periódica.
Es decir, hemos probado que (Φn)n∈N es una sucesión de funciones que
converge puntualmente a la función Φ introducida en (4.22).
A continuación, mostraremos que, en realidad, la sucesión de funciones
(Φn)n∈N converge uniformemente a la función Φ en Na+α. Para ello, dados
n,m ∈ N, consideraremos el conjunto





|Φn(t)− Φ(t)| ∈ R.






















Por tanto, dado ε > 0 existe M1 ∈ N tal que, para todo k ≥M1 tenemos que
A0,k = sup
t∈I0
|Φk(t)− Φ(t)| < ε. (4.23)
Así pues, dado t ∈ Na+α arbitrario, existe m ∈ N tal que t ∈ Im y entonces,
en virtud de (4.23), para k ≥M1, tenemos que
Am,n = A0,m+n = sup
t∈Im
|Φn(t)− Φ(t)| < ε.
Es decir, para n ≥M1,
sup
t∈Na+α
|Φn(t)− Φ(t)| < ε,
o equivalentemente, (Φn)n∈N converge uniformemente a la función Φ en el
conjunto Na+α.






podemos probar entonces de modo similar a lo visto anteriormente que la
sucesión de funciones (Ψn)n∈N también converge uniformemente a la función









ϕk(t) ≤ ϕn(t) ≤ sup
k≥n
ϕk(t) = Φn(t), para todo n ∈ N,
y las sucesiones (Φn)n∈N y (Ψn)n∈N convergen uniformemente a la función Φ
en el conjunto Na+α, concluimos que la sucesión (ϕn)n∈N también converge
uniformemente a la función Φ en Na+α. Así pues, dado ε > 0 existe M2 ∈ N




, para todo t ∈ Na+α,
y tenemos entonces que




En virtud ahora del Teorema 4.28 anterior, existe T > 0 tal que si t > T y
t ∈ Na+α, entonces
|ϕ(t+N)− ϕ(t)| < ε
2
.
Teniendo en cuenta ahora la última desigualdad, para t > T tenemos que
|ϕ(t)− ϕ(t+ nN)| ≤|ϕ(t)− ϕ(t+N)|+ |ϕ(t+N)− ϕ(t+ 2N)|







Por tanto, teniendo en cuenta (4.24) y (4.25), concluimos nalmente que para
t > T ,









Φ(t)− ϕ(t) = 0
El resultado enunciado se sigue ahora teniendo en cuenta la identidad
ϕ(t) = Φ(t) + (ϕ(t)− Φ(t)).
Corolario 7. Sea f : Na −→ R una función N -periódica y α > 0. Si C∆αaf
es una función acotada, entonces C∆αaf es una función asintóticamente N -
periódica.
Demostración. Teniendo en cuenta que para n ∈ N la diferencia progresiva
de orden n ∈ N de una función N -periódica es nuevamente una función N -
periódica, el resultado enunciado se sigue a partir del Teorema 4.30 teniendo
en cuenta la Denición 4.20.
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Corolario 8. Sea f : Na −→ R una función N -periódica y 0 < α < 1. Si
la función ∆
−(1−α)
a es acotada, entonces la suma fraccionaria RL∆αaf es una
función asintóticamente N -periódica.
Demostración. Teniendo en cuenta que RL∆αaf = ∆
1∆
−(1−α)
a f y el Teorema
4.30 anterior, tenemos que
RL∆αaf(t) = ∆
1(f1 + f2)(t), t ∈ Na+α,




Dado que ∆1f1 es una función N -periódica y ∆
−(1−α)


















∆1f(t) = d ∈ R,
entonces RL∆αaf(t) = (∆
1f1(t) + d) + (∆
1f2(t) − d), y entonces el resultado
enunciado estaría probado. En otro caso, esto es, si
d1 = ĺım sup
t→+∞
∆1f2(t) > ĺım inf
t→+∞
∆1f2(t) = d2,
entonces podemos escribir RL∆αaf(t) = (∆
1f(t) + f3(t)) + (∆
1f2(t) − f3(t),
siendo f3 una función N -periódica de modo que
d1 = ĺım sup
t→+∞
f3(t) y d2 = ĺım inf
t→+∞
f3(t).
Esto naliza la prueba del resultado enunciado.
4.2.4. Acotación de sumas y diferencias fraccionarias
A la vista de los resultados mostrados en el epígrafe anterior, resulta im-
portante conocer cuando la suma fraccionaria de orden 0 < α < 1 de una
función periódica es una función acotada. Tal problema será objeto de estudio
en lo que sigue.
Para ello, inicialmente, necesitamos probar dos resultados relacionados con
la transformada Ra. Los teoremas que siguen deberían recordarnos al Teorema
del valor nal para la transformada de Laplace.
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Teorema 4.31. [Teorema del valor nal para la transformada Ra] Considere-























































































































































f(a+ n+ 1)− f(a), (4.29)















El resultado enunciado se deduce ahora teniendo en cuenta las identidades
(4.29) y (4.30).
Nota 4.12. De forma similar a lo mostrado en el Teorema 4.31 anterior, se
puede probar un Teorema del valor inicial para la transformada Ra.
Para una función periódica no constante f , la identidad (4.26) anterior no
tiene ninguna utilidad, ya que no existe tal límite. Sin embargo, en tal caso,
se sabe (véase [38] para la transformada de Laplace en el caso continuo) que
el segundo miembro de (4.26) proporciona importante información sobre la
función f .














































Para funciones asintóticamente periódicas tenemos el siguiente resultado.
Teorema 4.32 (Teorema del valor nal generalizado). Sea f : Na −→ R una














siendo f = f1 + f2, con f1 una función N -periódica en el conjunto Na y f2 tal
que ĺımt→∞ f2(t) = 0.
















f2(a+ n) = 0
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Teorema 4.33. Sean 0 < α < 1 y f : Na −→ R una función N -periódica no
nula con N ∈ N, N > 1. La suma fraccionaria ∆−αa f es una función acotada
si y solo si
a+N−1∑
k=a
f(k) = 0. (4.32)
Demostración. Empecemos asumiendo que la suma fraccionaria ∆−αa f es una
función acotada. En tal caso, empleando el Lema 4.24 anterior y la hipótesis









































Dado que, por hipótesis, ∆−αa f es una función acotada, en virtud del Teorema
4.30 anterior, ∆−αa f es una función asintóticamente N -periódica. Por tanto,
podemos aplicar ahora el Teorema del valor nal generalizado (Teorema 4.32













Por tanto, teniendo en cuenta (4.33) y (4.34), es ahora claro que si ∆−αa f es
una función acotada entonces debe satisfacerse (4.32).
Supongamos ahora que (4.32) es cierto y veamos entonces que ∆−αa f es














donde Φ es la función considerada en (4.22). Así, en virtud del Teorema 4.30,
dado que se cumple (4.32), sabemos que el primer sumando de la expresión
anterior es una función acotada (ya que es una función periódica). Además,
para el segundo sumando, para cada n ∈ N, se tiene que
a−1∑
s=a−nN

































(t− a+ jN − 1)(α−1) −
n∑
j=1




(t− a+ nN − 1)(α−1) − (t− a− 1)(α−1)
]
≤ cΓ(t− a+ nN)









f−(s) > 0, (4.36)




(t− s− 1)(α−1)f(s) ≥ − cΓ(t− a+ nN)
Γ(t− a+ nN + 1− α)
. (4.37)
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Por tanto, en virtud de (4.35) y (4.37), deducimos que
− cΓ(t− a+ nN)





≤ cΓ(t− a+ nN)
Γ(t− a+ nN + 1− α)







(t− s− 1)(α−1)f(s) = 0.
Dado que para 0 < α < 1,
ĺım
t→+∞
(t− a− 1)(α−1)f(a) = 0,
hemos probado entonces que ∆−αa f es una función acotada.
Nota 4.13. Conviene observar que la segunda parte de la prueba del Teorema
4.33 nos permite armar ahora que si f es una función N -periódica no idén-
ticamente nula, α ∈ (0, 1) y se satisface (4.32), entonces ∆−αa f es una función
asintóticamente N -periódica.
Notemos también que la primera parte de la prueba del Teorema 4.33 de-
pende de la tesis del Teorema 4.30.
Corolario 9. Sean α ∈ (0, 1) y f : Na −→ R una función N -periódica, con
N ∈ N y N > 1, tal que no se satisface (4.32). Tenemos entonces que
ĺım
t→+∞












f(k) y f̃ = f − c̃;
luego f̃ es una función periódica que satisface (4.32); por tanto, tenemos que









donde el primer sumando es una función asintóticamente periódica. Además,















Γ(n− 1 + α)
Γ(n)







+ · · ·+ Γ(α),






= 1, para todo n ∈ N y α ∈ (0, 1).
Dado que la serie armónica es divergente, el resultado queda probado.
Nota 4.14. Consideremos ahora α ∈ (1, 2) y una función f no idénticamente
nula y N -periódica con media nula. En tal caso, asumiendo a = 0, tenemos
que




0 f(t), t ∈ Nα.
Dado que ∆−1a f es una función N -periódica, en virtud del Teorema 4.33 ante-
rior, tenemos que ∆−α0 es una función acotada siempre y cuando
n∑
k=1
∆−α0 f(t) = (N − 1)f(0) + (N − 2)f(2) + · · ·+ f(N − 2) = 0.
Conviene también recordar aquí que la integral fraccionaria de orden 1 <
α < 2 de una función periódica de media nula puede también ser acotada o no
acotada.
4.2.5. Integrales fraccionarias vs sumas fraccionarias
Trabajando con el operador diferencia del conocido como h-cálculo, po-
dríamos estar tentados a aproximar integrales fraccionarias empleando sumas
fraccionarias. Para más información sobre el h-cálculo puede consultarse [82].








0 cos(t), t ∈ {hα, 2hα, . . . },
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, t ∈ {h, 2h, . . . }.









(t− s)α−1 cos(s) ds ≈ h h∆−α0 cos(t),
pero Iα0 cos(t) es una función acotada, mientras que h h∆
−α
0 cos(t) no lo es.
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