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Abstract
For the water waves equations, the existence of splat singularities
has been shown in [3], i.e., the interface self-intersects along an arc
in finite time. The aim of this paper is to show the absence of splat
singularities for the incompressible fluid dynamics in porous media.
1 Introduction
The Muskat problem [19] models the evolution of the interface between two
fluids of different characteristics in porous media, where the velocity of the
fluid is given by Darcy’s law:
µ
κ
u = −∇p− (0, gρ)
where (x, t) ∈ R2×R+, u = (u1(x, t), u2(x, t)) is the incompressible velocity
(i.e. ∇ · u = 0), p = p(x, t) is the pressure, µ = µ(x, t) is the dynamic
viscosity, κ is the permeability of the isotropic medium, ρ = ρ(x, t) is the
liquid density and g is the acceleration due to gravity. The free boundary
is caused by the discontinuity between the densities and viscosities of the
fluids; the quantities (µ, ρ) are defined by
(µ, ρ)(x1, x2, t) :=
{
(µ1, ρ1) x ∈ Ω1(t)
(µ2, ρ2) x ∈ Ω2(t) = R2 − Ω1(t)
where µ1, ρ1, µ2 and ρ2 are constants.
We will only study one of the two types of finite time singularities shown
for water waves in [3], the splash and splat singularities. The splash-type
singularity (Figure 1(a)) corresponds to the case where the fluid interface
self-intersects at a single point. This kind of singularity also occurs for the
Muskat problem as proved in [2].
In this paper, we will focus on the splat-type singularity (Figure 1(b)).
This singularity is a variation of the former in which the fluid interface
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(a) Splash singularity (b) Splat singularity
Figure 1: Finite time singularities
self-intersects along an arc. This scenario has been shown to arise for the
incompressible Euler equations in the water waves form, see [3], which con-
siders the evolution of the free boundary of a water region in vacuum and
irrotational velocity. In [11], these singularities have also been shown to
exist for the case with vorticity.
For the Muskat problem, splash singularity cannot be developed in the
case in which µ1 = µ2 and ρ1 6= ρ2, for more details see [15]. For similar
results about two-fluids interfaces see [14], [12]. However, the splash can be
achieved with µ1 = ρ1 = 0 where R2 − Ω(t) corresponds to the dry region
(see [2]).
The aim of this work is to show the absence of splat singularities in the
case of an interface between an incompressible irrotational fluid and a dry
region in porous media. Thus, µ1 = ρ1 = 0, i.e.,
(µ, ρ)(x1, x2, t) :=
{
(µ2, ρ2) x ∈ Ω(t)
(0, 0) x ∈ R2 − Ω(t).
Let the free boundary be parametrized by
∂Ω = {z(α, t) = (z1(α, t), z2(α, t)) : α ∈ R}
so that the periodic condition
(z1(α+ 2kpi, t), z2(α+ 2kpi, t)) = (z1(α, t) + 2kpi, z2(α, t))
holds with initial data z(α, 0) = z0(α).
From Darcy’s law, we deduce that the fluid is irrotational, i.e. ω =
∇ × u = 0, in the interior of the domain Ω. Therefore, the vorticity is
concentrated on the free boundary z(α, t) by a Dirac distribution as follows:
ω(x, t) = ∇⊥ · u(x, t) = $(α, t)δ(x− z(α, t))
2
where $(α, t) represents the vorticity strength.
The interface z(α, t) evolves with an incompressible velocity field satis-
fying the Biot-Savart law, which can be explicitly computed and is given by
the Birkhoff-Rott integral of the amplitude $ along the interface z(α, t):
BR(z,$)(α, t) =
1
2pi
PV
∫
R
(z(α, t)− z(β, t))⊥
|z(α, t)− z(β, t)|2 $(β, t)dβ. (1)
We can subtract any term in the tangential direction to the curve in the
velocity field without modifying the geometric evolution of the curve
zt(α, t) = BR(z,$)(α, t) + c(α, t)∂αz(α, t). (2)
A wise choice of c(α, t), namely
c(α, t) =
α+ pi
2pi
∫
T
∂βz(β, t)
|∂βz(β, t)|2 · ∂βBR(z,$)(β, t)dβ
−
∫ α
−pi
∂βz(β, t)
|∂βz(β, t)|2 · ∂βBR(z,$)(β, t)dβ (3)
allows us to remove the dependence on α from the length of the tangent
vector to z(α, t) (for more details see [8]):
|∂αz(α, t)|2 = A(t).
We can close the system using Darcy’s law and taking the dot product
with ∂αz(α, t). It is easy to relate $ and the free boundary by (see [8]):
$(α, t) = −2BR(z,$)(α, t) · ∂αz(α, t)− 2κg ρ
2
µ2
∂αz2(α, t). (4)
For the stability of the problem we consider the Rayleigh-Taylor condi-
tion. Rayleigh [20] and Saffman-Taylor [21] gave a condition that must be
satisfied for the linearized model in order to have a solution locally in time,
namely that the normal component of the pressure gradient jump at the
interface has to have a distinguished sign. This condition can be written as
σ(α, t) =
µ2
κ
BR(z,$)(α, t) · ∂⊥α z(α, t) + gρ2∂αz1(α, t) > 0.
Using Hopf’s lemma, the Rayleigh-Taylor condition is satisfied for µ1 = ρ1 =
0 (see [2]). For the case of equal viscosities (µ1 = µ2), this condition holds
when the more dense fluid lies below the interface [4].
This stability has been used to prove local existence in Sobolev spaces,
when µ1 6= µ2 and ρ1 6= ρ2, in [8]. For improvements for local existence
results in the case µ1 = ρ1 = 0, see [5]. When µ1 = µ2 there is local
existence and instant analyticity in the stable case, see [4] and [10]. For
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small data, the fact that σ > 0 has been used to prove global existence as
we can check in [6], [22], [13] and [17]. Furthermore, there exists initial data
with σ > 0 that in finite time turns to σ < 0 (see [4] and [16]) and later in
finite time the interface breaks down [1].
Finally we introduce the function that measures the arc-chord condition
F(z)(α, β, t) = β
2
|z(α)− z(α− β)|2 , α, β ∈ R
with
F(z)(α, 0, t) = 1|∂αz(α, t)|2 .
The main theorem of this paper is the following:
Theorem 1.1. Let z0(α) ∈ Hk(T) for k ≥ 4 and F(z0)(α, β) ∈ L∞ . Then
the Muskat problem (1-4) will not break down in a splat singularity, i.e.,
there is no time where there exist disjoint intervals I1, I2 ∈ R such that
z(I1, t) = z(I2, t).
In order to prove this theorem we have organized the paper as follows.
In sections 2, 3 and 4 we present several a priori estimates that provide
instant analyticity for a single curve that initially satisfies the arc-chord and
Rayleigh-Taylor conditions. Section 5 is devoted to prove that the region of
analyticity does not collapse to the real axis as long as the curve remains
smooth and the arc-chord condition remains bounded.
Instant analyticity and exponential decay of the strip of analyticity is
shown in [4] for the case where both fluids have equal viscosities (µ1 = µ2).
In such case, the formula for the strength of the vorticity is simpler
$(α, t) = −(ρ2 − ρ1)∂αz2(α, t).
In our scenario, the one-phase Muskat problem, the expression (4) of the
strength of the vorticity involves the Birkhoff-Rott integral.
Finally in section 6, we prove the main theorem using a contradiction
argument. The idea of the proof is the following:
Suppose that there exists a splat singularity at time T . If the solution
z(α, t) is real-analytic at time T , the formation of a splat singularity would be
impossible. This follows from the fact that we would get a real-analytic curve
z(α, t) self-intersecting along an arc, therefore z(α, t) should self-intersect at
all points.
Since the curve self-intersects, the arc-chord condition fails in our domain
Ω, and thus we have no control on the decay of the strip of analyticity. In
order to get around this issue it is necessary to apply a transformation
defined by z˜(α, t)) = P (z(α, t)) where P is a conformal map (see [3]):
P (w) = (tan(
w
2
))
1
2 .
4
This conformal map transforms our domain Ω in Ω˜ as we can see in
Figure 2. The branch of the root will be taken in such a way that it separates
the self-intersecting points of the interface.
(a) Ω(T ) domain (b) Ω˜(T ) domain
Figure 2: Finite time singularities
The new contour evolution equation where we handle the splat singular-
ity is (see [2] for more details):
z˜t(α, t) = Q
2(α, t)BR(z˜, $˜)(α, t) + c˜(α)∂αz˜(α, t)
where
Q2(α, t) = |dP
dw
(z(α, t))|2 = |dP
dw
(P−1(z˜(α, t)))|2,
$˜(α, t) = −2BR(z˜, $˜)(α, t) · ∂αz˜(α, t)− 2ρ
2
µ2
∂α(P
−1
2 (z˜(α, t)))
and
c˜(α, t) =
α+ pi
2pi
∫
T
∂β z˜(β, t)
|∂β z˜(β, t)|2 · ∂βBR(z˜, $˜)(β, t)dβ
−
∫ α
−pi
∂β z˜(β, t)
|∂β z˜(β, t)|2 · ∂βBR(z˜, $˜)(β, t)dβ.
Finally we find the Rayleigh-Taylor condition in terms of z˜
σ˜(α, t) =
µ2
κ
BR(z˜, $˜)(α, t) · ∂⊥α z˜(α, t) + ρ2g∇P−12 (z˜(α, t)) · ∂⊥α z˜(α, t). (5)
Our final goal in section 6 is to prove instant analyticity and decay of
the strip of analyticity for the Muskat problem in the new domain, which
allows us to apply our argument of non-splat, i.e., to prove Theorem 1.1.
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2 Estimates on z(α, t)
Here we show the main estimates that provide instant analyticity into the
strip S(t) = {α + iζ : |ζ| < λt} for each t. To do that we will need the
following estimates from [8]:
‖$‖Hk ≤ expC(‖F(z)‖2L∞ + ‖z‖2Hk+1), (6)
for k ≥ 2.
‖BR(z,$)‖Hk ≤ expC(‖F(z)‖2L∞ + ‖z‖2Hk+1), (7)
for k ≥ 2.
These estimates follows also into the complex strip S, since the time
derivative plays no role and hence any extra term appears in relation with
the terms in [8].
Remark 2.1. Inequalities (6) and (7) can also be bounded by a polynomial
function, see [9]. In our case, to prove instant analyticity and the decay of
the strip, both estimates are valid.
Let λ1 be given in the definition of L2(S) and Hk(S),
‖z‖2L2(S)(t) =
∑
±
∫
T
|z(α± iλt, t)− (α± iλt, 0)|2dα,
‖z‖2Hk(S)(t) = ‖z‖2L2(S)(t) +
∑
±
∫
T
|∂kαz(α± iλt, t)|2dα.
Remark 2.2. Above |·| is the modulus of a vector in C2.
2.1 Estimates for the H4(S) norm
We shall analyze the evolution of ‖z‖H4(S)(t).
In order to simplify the exposition we write z(α, t) = z(α) for a fixed t,
and we denote α± iλt ≡ γ.
It is easy to find that
1
2
d
dt
∫
T
|z(α± iλt)− (α± iλt, 0)|2dα ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2Hk(S)), (8)
for k ≥ 3.
Next, we check that
1
2
d
dt
∫
T
|∂4αz(γ)|2dα =
∑
j=1,2
1
2
d
dt
∫
T
|∂4αzj(γ)|2dα
1At the end of the proof of the Theorem 4, we can take any λ < minα(σ(α,0))
2
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where,
1
2
d
dt
∫
T
|∂4αzj(γ)|2dα = R
∫
T
∂4αzj(γ)(∂t(∂
4
αzj)(γ)± iλ∂5αzj(γ))dα
then,
1
2
d
dt
∫
T
|∂4αz(γ)|2dα = R
∫
T
∂4αz(γ) · ∂4αzt(γ)dα±R
∫
T
∂4αz(γ) · iλ∂5αz(γ)dα
≡ I1 + I2.
Let us study I2:
I2 = R
∫
T
∂4αz(γ) · ∂5αz(γ)iλdα =
∫
T
λ(−R(∂4αz)I(∂5αz) + I(∂4αz)R(∂5αz))dα
= 2λ
∫
T
I(∂4αz)R(∂
5
αz)dα = −2λ
∫
T
I(∂4αz)R(Λ(H(∂
4
αz)))dα
= −2λ
∫
T
Λ
1
2 (I(∂4αz))R(Λ
1
2H(∂4αz))dα ≤ 2λ‖Λ
1
2I(∂4αz)‖L2(S)‖Λ
1
2∂4αz‖L2(S)
≤ 2λ‖Λ 12∂4αz‖2L2(S),
where Λ is defined by the Fourier transform Λ̂f(ξ) = |ξ|f̂(ξ) and H is the
Hilbert transform:
Λ(f)(x) =
1
2pi
PV
∫
f(x)− f(y)
|x− y|2 dy,
H(f)(x) =
1
pi
PV
∫
f(y)
x− ydy.
Therefore,
I2 ≤ 2λ‖Λ 12∂4αz‖2L2(S).
Since we have zt(γ) = BR(z,$)(γ) + c(γ)∂αz(γ), then:
I1 = R
∫
T
∂4αz(γ)·∂4αBR(z,$)(γ)dα+R
∫
T
∂4αz(γ)·∂4α(c(γ)·∂αz(γ))dα ≡ J1+J2.
We will estimate J1 in the subsections 2.1.1 and 2.1.2 and J2 in 2.1.3.
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2.1.1 Integrable terms in ∂4αBR(z,$)
We descompose J1 = I3 + I4 + I5 + I6 + I7, where:
I3 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · ∂4α(
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 )$(γ − β)dαdβ,
I4 =
2
pi
R
∫
T
∫
R
∂4αz(γ) · ∂3α(
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 )∂α$(γ − β)dαdβ,
I5 =
3
pi
R
∫
T
∫
R
∂4αz(γ) · ∂2α(
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 )∂
2
α$(γ − β)dαdβ,
I6 =
2
pi
R
∫
T
∫
R
∂4αz(γ) · ∂α(
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 )∂
3
α$(γ − β)dαdβ,
I7 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) ·
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 ∂
4
α$(γ − β)dαdβ.
Below we estimate the highest order term of each I1. In order to estimate
Ij for j = 4, 5, 6, we refer the reader to the paper [8]. We get,
I4 + I5 + I6 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
The most singular terms for I3 are those in which four derivatives appear.
In order to simplify we write ∆∂kαz ≡ ∂kαz(γ)− ∂kαz(γ − β).
One of the two singular terms of I3 is given by
K1 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) ·
(∆∂4αz)
⊥
|∆z|2 $(γ − β)dαdβ,
which we decompose in K1 = L1 + L2, where
L1 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥$(γ − β)(
1
|z(γ)− z(γ − β)|2 −
1
|∂αz(γ)|2β2 )dαdβ,
L2 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥
$(γ − β)
|∂αz(γ)|2β2dαdβ.
Let us study L1, if ψ = γ − β + sβ + tβ − stβ, φ = γ − β + sβ
and
B(γ, β) ≡ 1|z(γ)− z(γ − β)|2 −
1
|∂αz(γ)|2β2
=
β
∫ 1
0
∫ 1
0 ∂
2
αz(ψ)(1− s)dtds ·
∫ 1
0 [∂αz(γ) + ∂αz(φ)]ds
|z(γ)− z(γ − β)|2|∂αz(γ)|2 (9)
=
β
∫ 1
0
∫ 1
0
∂2αz(ψ)−∂2αz(γ)
|ψ−γ|δ β
δ(−1 + s+ t− st)δ(1− s)dtds · ∫ 10 [∂αz(γ) + ∂αz(φ)]ds
|z(γ)− z(γ − β)|2|∂αz(γ)|2
+
β∂2αz(γ) ·
∫ 1
0 [∂αz(γ) + ∂αz(φ)]ds
|z(γ)− z(γ − β)|2|∂αz(γ)|2 ≡ B1(γ, β) +B2(γ, β)
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we have,
L1 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥$(γ − β)B1(γ, β)dαdβ
+
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥$(γ − β)B2(γ, δ)dαdβ ≡M1 +M2.
It is easy to check,
M1 ≤ C‖F(z)‖
3
2
L∞(S)‖z‖C2,δ(S)‖$‖L∞(S)‖∂4αz‖2L2(S).
Furthermore,
B2(γ, β) =
β2∂2αz(γ)
∫ 1
0
∫ 1
0 ∂
2
αz(η)(s− 1)dtds
|z(γ)− z(γ − β)|2|∂αz(γ)|2
+
β∂2αz(γ)2∂αz(γ)
|z(γ)− z(γ − β)|2|∂αz(γ)|2 ≡ B3(γ, β) +B4(γ, β).
In the same way, we deal with M2 and we have:
M2 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥$(γ − β)B3(γ, β)dαdβ
+
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥$(γ − β)B4(γ, β)dαdβ ≡ N1 +N2.
It is clear that,
N1 ≤ C‖F(z)‖2L∞‖z‖2C2‖$‖L∞‖∂4αz‖2L2(S)
and
N2 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥$(γ − β)
β∂2αz(γ)2∂αz(γ)
|∂αz(γ)|2 B(γ, β)dαdβ
+
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥$(γ − β)
∂2αz(γ)2∂αz(γ)
|∂αz(γ)|4β dαdβ ≡ N
1
2 +N
2
2 .
Directly,
N12 ≤ C‖F(z)‖2L∞‖z‖2C2‖z‖2C1‖$‖L∞‖∂4αz‖2L2(S)
and we decompose,
N22 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∂4αz(γ))⊥$(γ − β)
∂2αz(γ)2∂αz(γ)
|∂αz(γ)|2β dαdβ
− 1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∂4αz(γ − β))⊥$(γ − β)
∂2αz(γ)2∂αz(γ)
|∂αz(γ)|2β dαdβ
≡ N212 +N222
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where
N212 =
1
2
R
∫
T
∂4αz(γ) · (∂4αz(γ))⊥
∂2αz(γ)2∂αz(γ)
|∂αz(γ)|2 H($)dα
≤ C‖F(z)‖
1
2
L∞‖z‖C2‖∂4αz‖2L2(S)‖$‖Cδ
and
N222 = −
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∂4αz(γ − β))⊥($(γ − β)−$(γ))
∂2αz(γ)2∂αz(γ)
|∂αz(γ)|2β dαdβ
− 1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∂4αz(γ − β))⊥$(γ)
∂2αz(γ)2∂αz(γ)
|∂αz(γ)|2β dαdβ
≤ C‖F(z)‖2L∞‖z‖C2‖z‖C1‖$‖C1‖∂4αz‖2L2(S)
− 1
2
R
∫
T
∂4αz(γ) ·$(γ)
∂2αz(γ)2∂αz(γ)
|∂αz(γ)|2 H(∂
4
αz)dα
≤ C‖F(z)‖2L∞‖z‖C2‖z‖C1‖$‖C1‖∂4αz‖2L2(S)
Here we have used
‖H(f)‖Lp ≤ C‖f‖Lp for 1 < p <∞,
‖H(f)‖L∞ ≤ ‖f‖Cδ for f ∈ Cδ, and 0 < δ < 1.
Hence, using (6)
L1 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
For L2 we write L2 = M3 +M4, with
M3 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥
$(γ − β)−$(γ)
|∂αz(γ)|2β2 dαdβ,
M4 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (∆∂4αz)⊥
$(γ)
|∂αz(γ)|2β2dαdβ.
Next we write
M3 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · ∂4αz(γ)
$(γ − β)−$(γ)
|∂αz(γ)|2β2 dαdβ
− 1
2pi
R
∫
T
∫
R
∂4αz(γ) · ∂4αz(γ − β)
$(γ − β)−$(γ)
|∂αz(γ)|2β2 dαdβ ≡ N3 +N4
where
N3 = R
∫
T
∂4αz(γ) · ∂4αz(γ)
Λ($)(γ)
|∂αz(γ)|2dα
≤ C‖F(z)‖L∞(S)‖∂4αz‖2L2(S)‖Λ$‖L∞(S) ≤ C‖F(z)‖L∞(S)‖∂4αz‖2L2(S)‖$‖C1,δ(S)
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and
N4 = − 1
2pi
R
∫
T
∫
R
∂4αz(γ) · ∂4αz(γ − β)
∫ 1
0 [∂α$(γ − sβ)− ∂α$(γ)]ds
|∂αz(γ)|2β dαdβ
− 1
2pi
R
∫
T
∫
R
∂4αz(γ) · ∂4αz(γ − β)
∂α$(γ)
|∂αz(γ)|2βdαdβ
≤ C‖F(z)‖L∞(S)‖∂4αz‖2L2(S)‖$‖C2(S) −
1
2
R
∫
T
∂4αz(γ) ·H(∂4αz)(γ)
∂α$(γ)
|∂αz(γ)|2dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
For M4,
M4 = R
∫
T
∂4αz(γ) · Λ(∂4αz⊥)(γ)
$(γ)
|∂αz(γ)|2dα
=
∫
T
I(
$
A(t)
)(−R(∂4αz) · I(Λ(∂4αz⊥)) + I(∂4αz) ·R(Λ(∂4αz⊥)))dα
+
∫
T
R(
$
A(t)
)(R(∂4αz) ·R(Λ(∂4αz⊥)) + I(∂4αz) · I(Λ(∂4αz⊥)))dα
≡ N5 +N6.
Now we take,
N6 =
∫
T
R(
$
A(t)
)(−R(∂4αz1)R(Λ(∂4αz2)) +R(∂4αz2)R(Λ(∂4αz1)))dα
+
∫
T
R(
$
A(t)
)(−I(∂4αz1)I(Λ(∂4αz2)) + I(∂4αz2)I(Λ(∂4αz1)))dα
≡ N16 +N26
where it is easy to find a commutator formula such that, using (see [18])
‖Λ(fg)− gΛ(f)‖L2 ≤ ‖g‖C1,δ‖f‖L2 , (10)
we get
N16 =
∫
T
(−Λ(R( $
A(t)
)R(∂4αz1)) +R(
$
A(t)
)R(Λ(∂4αz1)))R(∂
4
αz2)dα
≤ C‖R( $
A(t)
)‖C1,δ‖∂4αz‖2L2(S).
In the same way,
N26 ≤ C‖R(
$
A(t)
)‖C1,δ(S)‖∂4αz‖2L2(S).
Thus,
N6 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
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For N5 we have,
N5 =
∫
T
I(
$
A(t)
)(R(∂4αz
⊥) · I(Λ(∂4αz)) + I(∂4αz) ·R(Λ(∂4αz⊥)))dα
=
∫
T
(Λ(I(
$
A(t)
)R(∂4αz
⊥))− I( $
A(t)
)R(Λ(∂4αz
⊥))) · I(∂4αz)dα
+ 2
∫
T
I(
$
A(t)
)R(Λ(∂4αz
⊥)) · I(∂4αz)dα
≡ N15 +N25 .
Then,
N15 ≤ C‖I(
$
A(t)
)‖C1,δ(S)‖∂4αz‖2L2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
and
N25 = 2
∫
T
Λ
1
2 (I(
$
A(t)
)I(∂4αz)) ·R(Λ
1
2 (∂4αz
⊥))dα ≤ 2‖Λ 12 (I( $
A(t)
)I(∂4αz))‖L2(S)‖Λ
1
2∂4αz‖L2(S)
≤ C‖I( $
A(t)
)‖H2(S)(‖∂4αz‖L2(S) + ‖Λ
1
2∂4αz‖L2(S))‖Λ
1
2∂4αz‖L2(S)
≤ C‖I( $
A(t)
)‖H2(S)(
‖∂4αz‖2L2(S)
2
+
‖Λ 12∂4αz‖2L2(S)
2
) + C‖I( $
A(t)
)‖H2(S)‖Λ
1
2∂4αz‖2L2(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + C‖I(
$
A(t)
)‖H2(S)‖Λ
1
2∂4αz‖2L2(S).
Concluding,
K1 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + C‖I(
$
A(t)
)‖H2(S)‖Λ
1
2∂4αz‖2L2(S).
The other singular term with four derivatives inside I3 is given by
K2 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) ·
(∆z)⊥
|∆z|4 (∆z ·∆∂
4
αz)$(γ − β)dαdβ.
Here we take K2 = L3 + L4 + L5 where
L3 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) · (
(∆z)⊥
|∆z|4 −
∂αz(γ)
⊥
|∂αz(γ)|4β3 )(∆z − β∂αz(γ)) ·$(γ − β)∆∂
4
αzdαdβ,
L4 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) · (
(∆z)⊥
|∆z|4 −
∂αz(γ)
⊥
|∂αz(γ)|4β3 )(β∂αz(γ) ·∆∂
4
αz)$(γ − β)dαdβ,
L5 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) ·
∂αz(γ)
⊥
|∂αz(γ)|4β3 (∆z ·∆∂
4
αz)$(γ − β)dαdβ.
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We compute
C(γ, β) =
(∆z)⊥
|∆z|4 −
∂αz(γ)
⊥
|∂αz(γ)|4β3 =
β2
∫ 1
0
∫ 1
0 ∂
2
αz
⊥(η)(s− 1)dsdt
|∆z|4
+
β2∂αz
⊥(γ)
∫ 1
0
∫ 1
0 ∂
2
αz(ψ)(1− s)dsdt ·
∫ 1
0 [∂αz(γ) + ∂αz(φ)]ds
∫ 1
0 [|∂αz(γ)|2 + |∂αz(φ)|2]ds
|∆z|4|∂αz(γ)|4
(11)
≡ C1(γ, β) + C2(γ, β)
and
∆z − β∂αz(γ) = β2
∫ 1
0
∫ 1
0
∂2αz(η)(s− 1)dtds
where η = γ − tβ + stβ, allowing us to obtain the desired estimate for the
term L3.
Next we split L4 = M5 +M6 since ∆∂
4
αz = ∂
4
αz(γ)− ∂4αz(γ − β):
M5 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) · C(γ, β)(β∂αz(γ) · ∂4αz(γ))$(γ − β)dαdβ,
M6 =
1
pi
R
∫
T
∫
R
∂4αz(γ) · C(γ, β)(β∂αz(γ) · ∂4αz(γ − β))$(γ − β)dαdβ.
By following the same approach for L1 we have,
|M5| ≤ C‖F(z)‖2L∞(S)‖z‖2C2(S)‖$‖L∞(S)‖∂4αz‖2L2(S)
+ |R
∫
T
∂4αz(γ) · ∂2αz⊥(γ)(∂αz(γ) · ∂4αz(γ))
H($)(γ)
|∂αz(γ)|4dα|
and
|M6| ≤ C‖F(z)‖2L∞(S)‖z‖2C2(S)‖$‖L∞(S)‖∂4αz‖2L2(S)
+ |R
∫
T
∂4αz(γ) · ∂2αz⊥(γ)(∂αz(γ) ·H(∂4αz)(γ))
$(γ)
|∂αz(γ)|4dα|.
Then, the term L4 is controlled.
To conclude the estimates of K2, we need to see what happens with the
term L5
L5 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (
∫ 1
0
[∂αz(φ)− ∂αz(γ)]ds ·∆∂4αz)
$(γ − β)
β2
dαdβ
− 1
pi
R
∫
T
∫
R
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂αz(γ) ·∆∂
4
αz)
$(γ − β)
β2
dαdβ
≡M7 +M8.
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For M7 we proceed in the same way as in L4 and we get:
M7 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
−R
∫
T
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂
2
αz(γ) · ∂4αz(γ))H($)(γ)dα
+R
∫
T
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂
2
αz(γ) ·H(∂4αz)(γ))$(γ)dα.
Then,
M7 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
To control the term M8, we decompose it as follows,
M8 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂αz(γ) ·∆∂
4
αz)
$(γ − β)−$(γ)
β2
dαdβ
− 1
pi
R
∫
T
∫
R
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂αz(γ) ·∆∂
4
αz)
$(γ)
β2
dαdβ
≡ N7 +N8.
Since ∆∂4αz = ∂
4
αz(γ)− ∂4αz(γ − β) we have,
N7 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂αz(γ) · ∂
4
αz(γ))
$(γ − β)−$(γ)
β2
dαdβ
+
1
pi
R
∫
T
∫
R
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂αz(γ) · ∂
4
αz(γ − β))
$(γ − β)−$(γ)
β2
dαdβ
≡ O1 +O2
where,
O1 = −2R
∫
T
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂αz(γ) · ∂
4
αz(γ))Λ($)(γ)dαdβ
≤ C‖F(z)‖L∞(S)‖∂4αz‖2L2(S)‖Λ$‖L∞(S) ≤ C‖F(z)‖L∞(S)‖∂4αz‖2L2(S)‖$‖C1,δ(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
and
O2 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
+R
∫
T
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|4 (∂αz(γ) ·H(∂
4
αz)(γ))∂α$(γ)dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
14
Using integration by parts for Λ,
N8 = −2R
∫
T
Λ(∂4αz ·
∂αz
⊥
A2(t)
$∂αz)(γ) · ∂4αz(γ)dα
= −2R
∫
T
(Λ(∂4αz ·
∂αz
⊥
A2(t)
$∂αz)(γ)− ∂αz(γ)$(γ)∂
⊥
α z(γ)
A2(t)
· Λ(∂4αz)(γ)) · ∂4αz(γ)dα
− 2R
∫
T
∂⊥α z(γ)
A2(t)
· Λ(∂4αz)(γ)∂αz(γ) · ∂4αz(γ)$(γ)dα
≡ O3 +O4.
Using the commutator estimate (10),
O3 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Taking three derivatives of A(t) = |∂αz|2 we take
∂αz(α) · ∂4αz(α) = −3∂2αz(α) · ∂3αz(α).
Together with Λ = ∂αH and integrating by parts
O4 = −6R
∫
T
H(∂4αz)(γ) ·
∂2αz
⊥(γ)
A2(t)
∂2αz(γ) · ∂3αz(γ)$(γ)dα
− 6R
∫
T
H(∂4αz)(γ) ·
∂⊥α z(γ)
A2(t)
∂3αz(γ) · ∂3αz(γ)$(γ)dα
− 6R
∫
T
H(∂4αz)(γ) ·
∂⊥α z(γ)
A2(t)
∂2αz(γ) · ∂4αz(γ)$(γ)dα
− 6R
∫
T
H(∂4αz)(γ) ·
∂⊥α z(γ)
A2(t)
∂2αz(γ) · ∂3αz(γ)∂α$(γ)dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Then,
L5 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
All previous discussion shows that I3 satisfies,
I3 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + C‖I(
$
A(t)
)‖H2(S)‖Λ
1
2 (∂4αz)‖2L2(S).
2.1.2 Searching for the Raylegh-Taylor condition in I7
Let us recall the formula for the Raylegh-Taylor condition
σ(α, t) =
µ2
κ
BR(z,$)(α, t) · ∂⊥α z(α, t) + gρ2∂αz1(α, t).
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We write I7 in the form I7 = K8 +K9 where
K8 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · (
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 −
∂⊥α z(γ)
|∂αz(γ)|2β )∂
4
α$(γ − β)dαdβ,
K9 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|2β∂
4
α$(γ − β)dαdβ.
After an integration by parts we obtain:
K8 = − 1
2pi
R
∫
T
∫
R
∂4αz(γ) · (
(∆z)⊥
|∆z|2 −
∂⊥α z(γ)
|∂αz(γ)|2β )∂β(∂
3
α$(γ − β))dαdβ
=
1
2pi
R
∫
T
∫
R
∂4αz(γ) · ∂β(
(∆z)⊥
|∆z|2 −
∂⊥α z(γ)
|∂αz(γ)|2β )∂
3
α$(γ − β)dαdβ.
We decompose
∂β(
(∆z)⊥
|∆z|2 −
∂⊥α z(γ)
|∂αz(γ)|2β )
=
(∆∂αz)
⊥
|∆z|2 + ∂
⊥
α z(γ)(
1
|∆z|2 −
1
|∂αz(γ)|2β2 )− 2
(∆z)⊥∆z ·∆∂αz
|∆z|4
− 2(∆z)
⊥(∆z − β∂αz(γ)) · ∂αz(γ)
|∆z|4 − 2
(∆z − β∂αz(γ))⊥β|∂αz(γ)|2
|∆z|4
+ (
2∂⊥α z(γ)
|∂αz(γ)|2β2 −
2β2∂⊥α z(γ)|∂αz(γ)|2
|∆z|4 )
≡ F1(γ, β) + F2(γ, β) + F3(γ, β) + F4(γ, β) + F5(γ, β) + F6(γ, β) (12)
Then, we have
K8 =
1
2pi
R
∫
T
∫
R
∂4αz(γ) · F1(γ, β)∂3α$(γ − β)dαdβ
+
1
2pi
R
∫
T
∫
R
∂4αz(γ) · F2(γ, β)∂3α$(γ − β)dαdβ
+
1
2pi
R
∫
T
∫
R
∂4αz(γ) · F3(γ, β)∂3α$(γ − β)dαdβ
+
1
2pi
R
∫
T
∫
R
∂4αz(γ) · F4(γ, β)∂3α$(γ − β)dαdβ
+
1
2pi
R
∫
T
∫
R
∂4αz(γ) · F5(γ, β)∂3α$(γ − β)dαdβ
+
1
2pi
R
∫
T
∫
R
∂4αz(γ) · F6(γ, β)∂3α$(γ − β)dαdβ
≡ P1 + P2 + P3 + P4 + P5 + P6.
For P1, P2, P3, P4 and P5 we can estimates with the same approach as
before, and we easily get
P1 + P2 + P3 + P4 + P5 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
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Since,
− 1
2
F6(γ, β) = ∂
⊥
α z(γ)
β4|∂αz(γ)|4 − |∆z|4
|∆z|4|∂αz(γ)|2β2 = U1(γ, β)
+
∂⊥α z(γ)
2
β4∂2αz(γ)
∫ 1
0
∫ 1
0 ∂
2
αz(η)(s− 1)dtds
∫ 1
0 [|∂αz(γ)|2 + |∂αz(φ)|2]ds
|∆z|4|∂αz(γ)|2
+ ∂⊥α z(γ)
β4∂2αz(γ)∂αz(γ)
∫ 1
0
∫ 1
0 ∂αz(η) · ∂2αz(η)(s− 1)dtds
|∆z|4|∂αz(γ)|2 + ∂
⊥
α z(γ)
β3∂2αz(γ)∂αz(γ)
|∆z|4
≡ U1(γ, β) + U2(γ, β) + U3(γ, β) + U4(γ, β)
where U1(γ, β) is the remainder term that does not cause any trouble. we
get,
P6 =− 1
pi
R
∫
T
∫
R
∂4αz(γ) · U1(γ, β)∂3α$(γ − β)dαdβ
− 1
pi
R
∫
T
∫
R
∂4αz(γ) · U2(γ, β)∂3α$(γ − β)dαdβ
− 1
pi
R
∫
T
∫
R
∂4αz(γ) · U3(γ, β)∂3α$(γ − β)dαdβ
− 1
pi
R
∫
T
∫
R
∂4αz(γ) · U4(γ, β)∂3α$(γ − β)dαdβ
≡ Q1 +Q2 +Q3 +Q4
where
Q1 ≤ C‖F(z)‖2L∞(S)‖z‖2C1(S)‖z‖C3(S)‖∂4αz‖L2(S)‖∂3α$‖L2(S),
Q2 ≤ C‖F(z)‖2L∞(S)‖z‖2C2(S)‖z‖C1(S)‖∂4αz‖L2(S)‖∂3α$‖L2(S),
Q3 ≤ C‖F(z)‖2L∞(S)‖z‖C1(S)‖z‖C2(S)‖∂4αz‖L2(S)‖∂3α$‖L2(S)
and if we split,
Q4 = − 1
pi
R
∫
T
∫
R
∂4αz(γ) · ∂⊥α z(γ)β3∂2αz(γ)∂αz(γ)∂3α$(γ − β)(
1
|∆z|4 −
1
|∂αz(γ)|4β4 )dαdβ
− 1
pi
R
∫
T
∂4αz(γ) ·
∂⊥α z(γ)∂2αz(γ)∂αz(γ)
|∂αz(γ)|4 H(∂
3
α$)(γ)dα.
It is clear that
Q4 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Thus,
P6 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Therefore,
K8 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
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We consider now the K9 term which can be written as follows
K9 =
1
2
R
∫
T
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|2H(∂
4
α$)(γ)dα =
1
2
R
∫
T
∂4αz(γ) ·
∂⊥α z(γ)
|∂αz(γ)|2Λ(∂
3
α$)(γ)dα
=
1
2
R
∫
T
Λ(∂4αz · ∂αz⊥)(γ)
A(t)
∂3α$(γ)dα
using the formula
$(α) = −2BR(z,$)(α, t)·∂αz(α, t)−2κg ρ
2
µ2
∂αz2(α, t) = −T ($)(α)−2gκρ
2
µ2
∂αz2(α)
we separate K9 as a sum of two parts, P7 and P8, where
P7 = −gκρ
2
µ2
R
∫
T
Λ(∂4αz · ∂αz⊥)(γ)
A(t)
∂4αz2(γ)dα,
P8 = −1
2
R
∫
T
Λ(∂4αz · ∂αz⊥)(γ)
A(t)
∂3αT ($)(γ)dα.
For P7 we decompose further P7 = Q5 +Q6 where
Q5 = gκ
ρ2
µ2
R
∫
T
Λ(∂4αz1∂αz2)(γ)
A(t)
∂4αz2(γ)dα,
Q6 = −gκρ
2
µ2
R
∫
T
Λ(∂4αz2∂αz1)(γ)
A(t)
∂4αz2(γ)dα.
Then Q5 is written as Q5 = R1 +R2 with
R1 = gκ
ρ2
µ2
R
∫
T
Λ(∂4αz1∂αz2)(γ)− ∂αz2(γ)Λ(∂4αz1)(γ)
A(t)
∂4αz2(γ)dα,
R2 = gκ
ρ2
µ2
R
∫
T
∂αz2(γ)Λ(∂4αz1)(γ)
A(t)
∂4αz2(γ)dα.
Using the commutator estimate (10), we get
R1 ≤ C‖F(z)‖L∞(S)‖z‖C2,δ(S)‖∂4αz‖2L2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
The identity
∂αz2(γ)∂
4
αz2(γ) = ∂αz(γ) · ∂4αz(γ)− ∂αz1(γ)∂4αz1(γ)
let us write R2 as the sum of S1 and S2 where
S1 = gκ
ρ2
µ2
R
∫
T
Λ(∂4αz1)(γ)
A(t)
∂αz(γ) · ∂4αz(γ)dα,
S2 = −gκρ
2
µ2
R
∫
T
Λ(∂4αz1)(γ)
A(t)
∂αz1(γ)∂
4
αz1(γ)dα.
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For S1 we use an integration by parts and
∂αz(γ) · ∂4αz(γ) = −3∂2αz(γ) · ∂3αz(γ)
we get,
S1 = −3gκρ
2
µ2
R
∫
T
Λ(∂4αz1)(γ)
A(t)
∂2αz(γ) · ∂3αz(γ)dα
= 3gκ
ρ2
µ2
R
∫
T
H(∂4αz1)(γ)
A(t)
∂3αz(γ) · ∂3αz(γ)dα
+ 3gκ
ρ2
µ2
R
∫
T
H(∂4αz1)(γ)
A(t)
∂2αz(γ) · ∂4αz(γ)dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
And writing Q6 in the form
Q6 = −gκρ
2
µ2
R
∫
T
Λ(∂4αz2 · ∂αz1)(γ)− ∂αz1(γ)Λ(∂4αz2)(γ)
A(t)
∂4αz2(γ)dα
− gκρ
2
µ2
R
∫
T
∂αz1(γ)
A(t)
Λ(∂4αz2)(γ)∂
4
αz2(γ)dα ≡ R3 +R4,
by the commutator estimate, we have
R3 ≤ C‖F(z)‖L∞(S)‖z‖C2,δ(S)‖∂4αz‖2L2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Since,
S2 +R4 = −gκρ
2
µ2
R
∫
T
∂αz1(γ)
A(t)
∂4αz(γ) · Λ(∂4αz)(γ)dα
we obtain finally
P7 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))− gκ
ρ2
µ2
R
∫
T
∂αz1(γ)
A(t)
∂4αz(γ) · Λ(∂4αz)(γ)dα.
In the estimate above we can observe how part of σ(γ) appears in the
non-integrable terms.
Let us return to P8 = Q7 +Q8 +Q9 +Q10 where
Q7 = −R
∫
T
Λ(∂4αz · ∂αz⊥)(γ)
A(t)
∂3αBR(z,$)(γ) · ∂αz(γ)dα,
Q8 = −3R
∫
T
Λ(∂4αz · ∂αz⊥)(γ)
A(t)
∂2αBR(z,$)(γ) · ∂2αz(γ)dα,
Q9 = −3R
∫
T
Λ(∂4αz · ∂αz⊥)(γ)
A(t)
∂αBR(z,$)(γ) · ∂3αz(γ)dα,
Q10 = −R
∫
T
Λ(∂4αz · ∂αz⊥)(γ)
A(t)
BR(z,$)(γ) · ∂4αz(γ)dα.
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We will control first the terms Q8, Q7 and Q9 and then we will show how
the rest of σ(γ) appears in Q10.
Using Λ = H∂α and integrating by parts, we obtain
Q8 = 3R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∂3αBR(z,$)(γ) · ∂2αz(γ)dα
+ 3R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∂2αBR(z,$)(γ) · ∂3αz(γ)dα
≡ R5 +R6.
With (7)
R5 ≤ C‖F(z)‖L∞(S)‖z‖C2(S)‖∂3αBR‖L2(S)‖∂4αz · ∂αz‖L2(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
and
R6 ≤ C‖F(z)‖L∞(S)‖z‖C3(S)‖∂2αBR‖L2(S)‖∂4αz · ∂αz‖L2(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
With Q7 we also integrate by parts to obtain Q7 = R7 +R8 where
R7 = R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∂4αBR(z,$)(γ) · ∂αz(γ)dα,
R8 = R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∂3αBR(z,$)(γ) · ∂2αz(γ)dα.
Easily we have
R8 ≤ C‖F(z)‖L∞(S)‖z‖C2(S)‖∂4αz · ∂αz‖L2(S)‖∂3αBR‖L2(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
In R7 the application of Leibniz’s rule to ∂
3
αBR(z,$) produces many terms
which can be estimated with the same tools used before. For the most
singular terms we have the expressions:
S3 = R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∂αBR(z, ∂
3
α$)(γ) · ∂αz(γ)dα,
S4 = R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∫
T
∆∂4αz
|∆z|2 · ∂αz(γ)$(γ − β)dβdα,
S5 = −2R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∫
T
∆z⊥ · ∂αz(γ)
|∆z|4 (∆z ·∆∂
4
αz)$(γ − β)dαdβ.
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Let us consider
∂αBR(z,$)(γ) · ∂αz(γ) = ∂α(BR(z,$)(γ) · ∂αz(γ))−BR(z,$)(γ) · ∂2αz(γ)
=
1
2
∂αT ($)(γ)−BR(z,$) · ∂2αz(γ)
which yields
S3 ≤ C‖F(z)‖L∞(S)‖∂4αz‖L2(S)‖z‖C1(S)(‖T (∂3α$)‖H1(S) + ‖BR(z, ∂3α$)‖L2(S)‖z‖C2(S))
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
because ‖T‖L2→H1 ≤ ‖F(z)‖2L∞‖z‖4C2,δ for more details see Lemma 3.1
in [8].
Next we write S4 = T1 + T2,
T1 = R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A(t)
∆∂4αz · ∂αz(γ)$(γ − β)(
1
|∆z|2 −
1
|∂αz(γ)|2β2 )dβdα,
T2 = R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A(t)
∆∂4αz · ∂αz(γ)
$(γ − β)
A(t)β2
dβdα.
Using B2(γ, β) = B3(γ, β) +B4(γ, β), we split T1 = U1 + U2 + U3,
U1 = R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A(t)
∆∂4αz · ∂αz(γ)$(γ − β)B1(γ, β)dβdα,
U2 = R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A(t)
∆∂4αz · ∂αz(γ)$(γ − β)B3(γ, β)dβdα,
U3 = R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A(t)
∆∂4αz · ∂αz(γ)$(γ − β)B4(γ, β)dβdα.
being
B1(γ, β) =
β
∫ 1
0
∫ 1
0
∂2αz(ψ)−∂2αz(γ)
|ψ−γ|δ β
δ(1 + s+ t− st)δ(1− s)dtds ∫ 10 [∂αz(γ) + ∂αz(φ)]ds
|z(γ)− z(γ − β)|2|∂αz(γ)|2 ,
B3(γ, β) =
β2∂2αz(γ)
∫ 1
0
∫ 1
0 ∂
2
αz(η)(s− 1)dtds
|z(γ)− z(γ − β)|2|∂αz(γ)|2 ,
B4(γ, β) =
β∂2αz(γ)2∂αz(γ)
|z(γ)− z(γ − β)|2|∂αz(γ)|2
therefore
U1 ≤ C‖F(z)‖2L∞(S)‖z‖C1(S)‖z‖C2,δ(S)‖$‖L∞(S)‖∂4αz‖2L2(S),
U2 ≤ C‖F(z)‖2L∞(S)‖z‖C1(S)‖z‖2C2(S)‖$‖L∞(S)‖∂4αz‖2L2(S)
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and
U3 = 2R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∆∂4αz · ∂αz(γ)$(γ − β)β∂2αz(γ)∂αz(γ)B(γ, β)dβdα
+ 2R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∆∂4αz · ∂αz(γ)$(γ − β)
∂2αz(γ)∂αz(γ)
|∂αz(γ)|2β dβdα ≡ V1 + V2.
Recall that
B(γ, β) ≡ β
∫ 1
0
∫ 1
0 ∂
2
αz(ψ)(1− s)dtds
∫ 1
0 ∂αz(γ) + ∂αz(φ)ds
|z(γ)− z(γ − β)|2|∂αz(γ)|2 ,
then the term V1 is controlled.
We split V2 = W1 +W2 where
W1 = 2R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∂4αz(γ) · ∂αz(γ)$(γ − β)
∂2αz(γ)∂αz(γ)
|∂αz(γ)|2β dβdα,
W2 = −2R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∂4αz(γ − β) · ∂αz(γ)$(γ − β)
∂2αz(γ)∂αz(γ)
|∂αz(γ)|2β dβdα.
Easily
W1 = 2R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∂4αz(γ) · ∂αz(γ)H($)(γ)
∂2αz(γ)∂αz(γ)
|∂αz(γ)|2 dα
≤ C‖F(z)‖2L∞(S)‖∂4αz‖2L2(S)‖z‖C1(S)‖z‖C2(S)‖H$‖L∞(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
and
W2 ≤ C‖F(z)‖2L∞(S)‖∂4αz‖2L2(S)‖z‖C1(S)‖z‖C2(S)‖$‖C1(S)
− 2R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A2(t)
H(∂4αz)(γ) · ∂αz(γ)$(γ)
∂2αz(γ)∂αz(γ)
|∂αz(γ)|2 dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
Hence,
T1 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
We decompose T2 = U4 + U5,
U4 = R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∆∂4αz · ∂αz(γ)
$(γ − β)−$(γ)
β2
dβdα,
U5 = R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∆∂4αz · ∂αz(γ)
$(γ)
β2
dβdα.
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Then we split
U4 = R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∂4αz(γ) · ∂αz(γ)
$(γ − β)−$(γ)
β2
dβdα
−R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A2(t)
∂4αz(γ − β) · ∂αz(γ)
$(γ − β)−$(γ)
β2
dβdα
≡ V3 + V4
where
V3 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
and,
V4 ≤ C‖F(z)‖
3
2
L∞(S)‖∂4αz‖2L2(S)‖z‖C1(S)‖$‖C2(S)
− piR
∫
T
H(∂4αz · ∂αz⊥)(γ)
A2(t)
H(∂4αz)(γ) · ∂αz(γ)∂α$(γ)dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Then,
U4 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
For U5 integrating by parts for Λ we have,
U5 = R
∫
T
Λ(
H(∂4αz · ∂αz⊥)
A2(t)
∂αz$) · ∂4αz(γ)dα
= R
∫
T
(Λ(
H(∂4αz · ∂αz⊥)
A2(t)
∂αz$)(γ)− ∂αz(γ)Λ(H(∂
4
αz · ∂αz⊥)
A2(t)
)(γ)) · ∂4αz(γ)dα
+R
∫
T
∂αz(γ)Λ(
H(∂4αz · ∂αz⊥)
A2(t)
)(γ) · ∂4αz(γ)dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))−R
∫
T
∂αz(γ)
∂α(∂4αz · ∂αz⊥)(γ)
A2(t)
· ∂4αz(γ)dα
now, using ∂αz(α) · ∂4αz(α) = −3∂2αz(α) · ∂3αz(α)
−R
∫
T
∂α(∂4αz · ∂αz⊥)(γ)
A2(t)
∂αz(γ) · ∂4αz(γ)dα = 3R
∫
T
∂α(∂4αz · ∂αz⊥)(γ)
A2(t)
∂2αz(γ) · ∂3αz(γ)dα
= −3R
∫
T
∂4αz · ∂αz⊥(γ)
A2(t)
∂3αz(γ) · ∂3αz(γ)dα− 3R
∫
T
∂4αz · ∂αz⊥(γ)
A2(t)
∂2αz(γ) · ∂4αz(γ)dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Therefore,
T2 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
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Thus, S4 satisfies identical estimates than T2.
To conclude with R7, let us estimate S5.
We split S5 = T3 + T4
T3 = −2R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A(t)
C(γ, β) · ∂αz(γ)(∆z ·∆∂4αz)$(γ − β)dαdβ,
T4 = −2R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A(t)
∂⊥α z(γ)
A2(t)β3
· ∂αz(γ)(∆z ·∆∂4αz)$(γ − β)dαdβ.
Since ∂⊥α z(γ) · ∂αz(γ) = 0, for (11) we have C(γ, β) · ∂αz(γ) = C1(γ, β) ·
∂αz(γ) and T4 = 0.
Recall that,
C1(γ, β) =
β2
∫ 1
0
∫ 1
0 ∂
2
αz
⊥(η)(s− 1)dsdt
|∆z|4
with η = γ − tβ + stβ.
Using
∆∂kαz = β
∫ 1
0
∂k+1α z(φ)ds
and
C1(γ, β) · ∂αz(γ)− β
2∂2αz
⊥(γ) · ∂αz(γ)
|∆z|4 =
β2
∫ 1
0
∫ 1
0 [∂
2
αz
⊥(η)− ∂2αz(γ)](s− 1)dtds · ∂αz(γ)
|∆z|4
we get
S5 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
− 2R
∫
T
∫
R
H(∂4αz · ∂αz⊥)(γ)
A3(t)
∂2αz
⊥(γ) · ∂αz(γ)∂αz(γ) ·∆∂4αz
$(γ − β)
β
dαdβ
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
− 2piR
∫
T
H(∂4αz · ∂αz⊥)(γ)
A3(t)
∂2αz
⊥(γ) · ∂αz(γ)∂αz(γ) · ∂4αz(γ)H($)(γ)dα
− 4piR
∫
T
H(∂4αz · ∂αz⊥)(γ)
A3(t)
∂2αz
⊥(γ) · ∂αz(γ)∂αz(γ) ·H(∂4αz)(γ)$(γ)dα.
Therefore we can control S5.
Let us decompose
Q9 =3R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∂2αBR(z,$)(γ) · ∂3αz(γ)dα
+ 3R
∫
T
H(∂4αz · ∂αz⊥)(γ)
A(t)
∂αBR(z,$)(γ) · ∂4αz(γ)dα ≡ R9 +R10,
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using (7)
R9 ≤ C‖F(z)‖L∞(S)‖z‖C3(S)‖BR‖H2(S)‖z‖C1(S)‖∂4αz‖L2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)),
R10 ≤ C‖F(z)‖L∞(S)‖∂αBR‖L∞(S)‖z‖C1(S)‖∂4αz‖2L2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Then Q9 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Finally we have to find the rest of σ(γ) in Q10. To do that let us split
Q10 = R11 +R12 +R13 +R14 where
R11 = R
∫
T
Λ(∂4αz1∂αz2)(γ)
A(t)
BR1(z,$)(γ)∂
4
αz1(γ)dα,
R12 = R
∫
T
Λ(∂4αz1∂αz2)(γ)
A(t)
BR2(z,$)(γ)∂
4
αz2(γ)dα,
R13 = −R
∫
T
Λ(∂4αz2∂αz1)(γ)
A(t)
BR1(z,$)(γ)∂
4
αz1(γ)dα,
R14 = −R
∫
T
Λ(∂4αz2∂αz1)(γ)
A(t)
BR2(z,$)(γ)∂
4
αz2(γ)dα.
Then
R11 = R
∫
T
Λ(∂4αz1∂αz2)(γ)− ∂αz2(γ)Λ(∂4αz1)(γ)
A(t)
BR1(z,$)(γ)∂
4
αz1(γ)dα
+R
∫
T
∂αz2(γ)Λ(∂4αz1)(γ)
A(t)
BR1(z,$)(γ)∂
4
αz1(γ)dα,
and the commutator estimates yields
R11 ≤ expC(‖F(z)‖2L∞(S)+‖z‖2H4(S))+R
∫
T
∂αz2(γ)BR1(z,$)(γ)
A(t)
∂4αz1(γ)Λ(∂
4
αz1)(γ)dα.
In a similar way we have
R12 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) +R
∫
T
∂αz2(γ)BR2(z,$)(γ)
A(t)
∂4αz2(γ)Λ(∂
4
αz1)(γ)dα,
R13 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))−R
∫
T
∂αz1(γ)BR1(z,$)(γ)
A(t)
∂4αz1(γ)Λ(∂
4
αz2)(γ)dα,
R14 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))−R
∫
T
∂αz1(γ)BR2(z,$)(γ)
A(t)
∂4αz2(γ)Λ(∂
4
αz2)(γ)dα.
Since,
∂αz2∂
4
αz2 = ∂αz · ∂4αz − ∂αz1∂4αz1 = −3∂2αz · ∂3αz − ∂αz1∂4αz1
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and H∂α = Λ, using integration by parts
R12 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))− 3R
∫
T
∂α(
BR2(z,$)(γ)
A(t)
∂2αz · ∂3αz)H(∂4αz1)(γ)dα
−R
∫
T
∂αz1(γ)BR2(z,$)(γ)
A(t)
∂4αz1(γ)Λ(∂
4
αz1)(γ)dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))−R
∫
T
∂αz1(γ)BR2(z,$)(γ)
A(t)
∂4αz1(γ)Λ(∂
4
αz1)(γ)dα.
And in the same way,
R13 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) +R
∫
T
∂αz2(γ)BR1(z,$)(γ)
A(t)
∂4αz2(γ)Λ(∂
4
αz2)(γ)dα.
Therefore,
R11 +R12 +R13 +R14 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
−R
∫
T
BR(z,$)(γ) · ∂⊥α z(γ)
A(t)
∂4αz(γ) · Λ(∂4αz)(γ)dα.
Then,
P7 + P8 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
−R
∫
T
BR(z,$)(γ) · ∂αz⊥(γ)
A(t)
∂4αz(γ) · Λ(∂4αz)(γ)dα− gκ
ρ2
µ2
R
∫
T
∂αz1(γ)
A(t)
∂4αz(γ) · Λ(∂4αz)(γ)dα.
Let us look at these last two terms,
−R
∫
T
BR(z,$)(γ) · ∂αz⊥(γ)
A(t)
∂4αz(γ) · Λ(∂4αz)(γ)dα− κ
ρ2
µ2
R
∫
T
∂αz1(γ)
A(t)
∂4αz(γ) · Λ(∂4αz)(γ)dα
= −R
∫
T
σ(γ, t)
A(t)
∂4αz(γ) · Λ(∂4αz)(γ)dα
=
∫
T
I(
σ
A(t)
)(−R(∂4αz) · I(Λ(∂4αz)) + I(∂4αz) ·R(Λ(∂4αz)))dα
−
∫
T
R(
σ
A(t)
)(R(∂4αz) ·R(Λ(∂4αz)) + I(∂4αz) · I(Λ(∂4αz)))dα ≡ Y1 + Y2,
we get
Y1 =
∫
T
(−Λ(I( σ
A(t)
)R(∂4αz)) + I(
σ
A(t)
)R(Λ(∂4αz))) · I(∂4αz)dα
≤ C‖ σ
A(t)
‖C1,δ(S)‖∂4αz‖2L2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
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and
Y2 = −
∫
T
(R(
σ
A(t)
)−m(t))(R(∂4αz) ·R(Λ(∂4αz)) + I(∂4αz) · I(Λ(∂4αz)))dα
−
∫
T
m(t)(R(∂4αz) ·R(Λ(∂4αz)) + I(∂4αz) · I(Λ(∂4αz)))dα
≡ Y3 + Y4
where
m(t) = min
γ
σ(γ, t).
Since R( σA(t))−m(t) > 0 using 2gΛ(g)− Λ(g2) ≥ 0, see [7]
Y3 ≤ 1
2
‖Λ(R( σ
A(t)
))‖L∞(S)‖∂4αz‖2L2(S) ≤ C‖
σ
A(t)
‖C1,δ(S)‖∂4αz‖2L2(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)),
Y4 = −m(t)‖Λ 12∂4αz‖2L2(S)
Combining all previous estimates
I7 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))−m(t)‖Λ
1
2∂4αz‖2L2(S).
2.1.3 Estimates on ∂4α(c(γ, t) · ∂αz(γ, t)) for J2
In the evolution of the norm of ∂4αz(γ) it remains to control the term
J2 = R
∫
T
∂4αz(γ) · ∂4αc(γ)∂αz(γ)dα+ 4R
∫
T
∂4αz(γ) · ∂3αc(γ)∂2αz(γ)dα
+ 6R
∫
T
∂4αz(γ) · ∂2αc(γ)∂3αz(γ)dα+ 4R
∫
T
∂4αz(γ) · ∂αc(γ)∂4αz(γ)dα
+R
∫
T
∂4αz(γ) · c(γ)∂5αz(γ)dα ≡ Q1 +Q2 +Q3 +Q4 +Q5.
Let us recall the formula
c(α, t) =
α+ pi
2pi
∫
T
∂βz(β, t)
|∂βz(β, t)|2 · ∂βBR(z,$)(β, t)dβ
−
∫ α
−pi
∂βz(β, t)
|∂βz(β, t)|2 · ∂βBR(z,$)(β, t)dβ,
then
Q2 = 4R
∫
T
∂4αz(γ)
A(t)
· ∂2αz(γ)∂3αz(γ) · ∂αBR(z,$)(γ)dα
+ 8R
∫
T
∂4αz(γ)
A(t)
· ∂2αz(γ)∂2αz(γ) · ∂2αBR(z,$)(γ)dα
+ 4R
∫
T
∂4αz(γ)
A(t)
· ∂2αz(γ)∂αz(γ) · ∂3αBR(z,$)(γ)dα ≡ N1 +N2 +N3
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and
N1 ≤ C‖F(z)‖L∞(S)‖z‖C2(S)‖z‖C3(S)‖BR(z,$)‖H1(S)‖∂4αz‖L2(S),
N2 ≤ C‖F(z)‖L∞(S)‖z‖2C2(S)‖∂2αBR(z,$)‖L2(S)‖∂4αz‖L2(S),
N3 ≤ C‖F(z)‖L∞(S)‖z‖C2(S)‖z‖C1(S)‖∂3αBR(z,$)‖L2(S)‖∂4αz‖L2(S).
Thus
Q2 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
In the same way,
Q3 = −6R
∫
T
∂4αz(γ) · ∂3αz(γ)
∂2αz(γ)
|∂αz(γ)|2 · ∂αBR(z,$)(γ)dα
− 6R
∫
T
∂4αz(γ) · ∂3αz(γ)
∂αz(γ)
|∂αz(γ)|2 · ∂
2
αBR(z,$)(γ)dα ≡ N4 +N5
where
N4 ≤ C‖F(z)‖L∞(S)‖z‖C2(S)‖z‖C3(S)‖∂4αz‖L2(S)‖∂αBR(z,$)‖L2(S),
N5 ≤ C‖F(z)‖L∞(S)‖z‖C3(S)‖z‖C1(S)‖∂4αz‖L2(S)‖∂2αBR(z,$)‖L2(S),
thus
Q3 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
The term Q4 satisfies
Q4 ≤ C‖∂αc‖L∞(S)‖∂4αz‖2L2(S) ≤ C‖F(z)‖
1
2
L∞(S)‖∂αBR‖L∞(S)‖∂4αz‖2L2(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
and for Q5
Q5 = R
∫
T
c(γ)∂4αz(γ) · ∂5αz(γ)dα
=
∫
T
R(c)(R(∂4αz)R(∂
5
αz) + I(∂
4
αz)I(∂
5
αz))dα
+
∫
T
I(c)(−R(∂4αz)I(∂5αz) + I(∂4αz)R(∂5αz))dα
≡ Q15 +Q25
where,
Q15 = −
1
2
∫
T
R(∂αc)|∂4αz|2dα ≤ ‖∂αz‖L∞‖∂4αz‖2L2(S)
≤ C‖F(z)‖
1
2
L∞(S)‖∂αBR(z,$)‖L∞(S)‖∂4αz‖2L2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
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and
Q25 =
∫
T
I(∂αc)R(∂
4
αz)I(∂
4
αz)dα+ 2
∫
T
I(c)I(∂4αz)R(∂
5
αz)dα
≤ ‖∂αc‖L∞(S)‖∂4αz‖2L2(S) − 2
∫
T
I(c)I(∂4αz)R(Λ(H(∂
4
αz)))dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))− 2
∫
T
Λ
1
2 (I(c)I(∂4αz))R(Λ
1
2 (H(∂4αz)))dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) +K‖I(c)‖H2(S)‖Λ
1
2∂4αz‖2L2(S).
Finally,
Q1 = R
∫
T
∂4αz(γ)
A(t)
· ∂αz(γ)∂4αz(γ) · ∂αBR(z,$)(γ)dα
− 3R
∫
T
∂4αz(γ)
A(t)
· ∂αz(γ)∂3αz(γ) · ∂2αBR(z,$)(γ)dα
− 3R
∫
T
∂4αz(γ)
A(t)
· ∂αz(γ)∂2αz(γ) · ∂3αBR(z,$)(γ)dα
−R
∫
T
∂4αz(γ)
A(t)
· ∂αz(γ)∂αz(γ) · ∂4αBR(z,$)(γ)dα
≡ N6 +N7 +N8 +N9
where
N6 ≤ C‖F(z)‖L∞(S)‖z‖C1(S)‖∂αBR‖L∞(S)‖∂4αz‖2L2(S),
N7 ≤ C‖F(z)‖L∞(S)‖z‖C1(S)‖z‖C3(S)‖∂2αBR‖L2(S)‖∂4αz‖L2(S),
N8 ≤ C‖F(z)‖L∞(S)‖z‖C1(S)‖z‖C2(S)‖∂3αBR‖L2(S)‖∂4αz‖L2(S).
To estimate N9, we must proceed in the same way we did with J1. We
split N9 = I
′
3 + I
′
4 + I
′
5 + I
′
6 + I
′
7
I ′3 = −R
∫
T
∫
R
∂4αz(γ)
A(t)
· ∂αz(γ)∂αz(γ) · ∂4α(
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 )$(γ − β)dαdβ,
I ′4 = −4R
∫
T
∫
R
∂4αz(γ)
A(t)
· ∂αz(γ)∂αz(γ) · ∂3α(
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 )∂α$(γ − β)dαdβ,
I ′5 = −6R
∫
T
∫
R
∂4αz(γ)
A(t)
· ∂αz(γ)∂αz(γ) · ∂2α(
(z(γ)− z(γ − β))⊥
|z(γ)− z(γ − β)|2 )∂
2
α$(γ − β)dαdβ,
I ′6 = −4R
∫
T
∫
R
∂4αz(γ)
A(t)
· ∂αz(γ)∂αz(γ) · ∂α((z(γ)− z(γ − β))
⊥
|z(γ)− z(γ − β)|2 )∂
3
α$(γ − β)dαdβ,
I ′7 = −R
∫
T
∫
R
∂4αz(γ)
A(t)
· ∂αz(γ)∂αz(γ) · ((z(γ)− z(γ − β))
⊥
|z(γ)− z(γ − β)|2 )∂
4
α$(γ − β)dαdβ.
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To study this terms we have to repeat all estimates as in section 2.1.1.
We select only the terms with different decompositions and we leave to the
reader the remainder easy cases.
If we consider the term corresponding to Q4 in section 2.1.1 we have
since
R(∂4αz · ∂αz) = R(∂4αz) ·R(∂αz) + I(∂4αz) · I(∂αz),
I(∂4αz · ∂αz) = −R(∂4αz) · I(∂αz) + I(∂4αz) ·R(∂αz),
R(∂4αz · ∂αz) = R(∂4αz) ·R(∂αz)− I(∂4αz) · I(∂αz),
I(∂4αz · ∂αz) = I(∂4αz) ·R(∂αz) +R(∂4αz) · I(∂αz),
and
∂αz · ∂4αz = −3∂2αz · ∂3αz.
we can write
R(∂4αz · ∂αz) = R(−3∂2αz · ∂3αz) + 2I(∂4αz) · I(∂αz),
I(∂4αz · ∂αz) = I(−3∂2αz · ∂3αz)− 2R(∂4αz) · I(∂αz).
Thus
Q′4 = −2piR
∫
T
∂4αz(γ)
A2(t)
· ∂αz(γ)∂αz(γ) · Λ(∂4αz⊥)(γ)$(γ)dα
= −2pi
∫
T
R(∂4αz · ∂αz)R(∂αz · Λ(∂4αz⊥)
$
A2(t)
)− I(∂4αz · ∂αz)I(∂αz · Λ(∂4αz⊥)
$
A2(t)
)dα
= −2pi
∫
T
(R(−3∂2αz · ∂3αz) + 2I(∂4αz) · I(∂αz))R(∂αz · Λ(∂4αz⊥)
$
A2(t)
)dα
+ 2pi
∫
T
(I(−3∂2αz · ∂3αz)− 2R(∂4αz) · I(∂αz))I(∂αz · Λ(∂4αz⊥)
$
A2(t)
)dα
≡ Q′14 +Q
′2
4
we have,
Q
′1
4 = −2pi
∫
T
R(−3∂2αz · ∂3αz)R(∂αz · Λ(∂4αz⊥)
$
A2(t)
)dα
− 4pi
∫
T
I(∂4αz) · I(∂αz)R(∂αz · Λ(∂4αz⊥)
$
A2(t)
)dα
≡ Q′114 +Q
′12
4 .
Clearly,
Q
′11
4 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
30
Since
R(∂αz · Λ(∂4αz⊥)
$
A2(t)
) = R(∂αz
$
A2(t)
) ·R(Λ(∂4αz⊥))− I(∂αz
$
A2(t)
) · I(Λ(∂4αz⊥))
we take,
Q
′12
4 = −4pi
∫
T
I(∂4αz) · I(∂αz)R(∂αz
$
A2(t)
) ·R(Λ(∂4αz⊥))dα
+ 4pi
∫
T
I(∂4αz) · I(∂αz)I(∂αz
$
A2(t)
) · I(Λ(∂4αz⊥))dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + k‖I(∂αz)R(∂αz
$
A2(t)
)‖H2(S)‖Λ
1
2∂4αz‖2L2(S)
+ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + c‖I(∂αz)I(∂αz
$
A2(t)
)‖H2(S)‖Λ
1
2∂4αz‖2L2(S).
For Q
′2
4
Q
′2
4 = 2pi
∫
T
I(−3∂2αz · ∂3αz)I(∂αz · Λ(∂4αz⊥)
$
A2(t)
)dα
− 4pi
∫
T
R(∂4αz) · I(∂αz)I(∂αz · Λ(∂4αz⊥)
$
A2(t)
)dα
≡ Q′214 +Q
′22
4
Clearly,
Q
′21
4 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Since,
I(∂αz · Λ(∂4αz⊥)
$
A2(t)
) = R(∂αz
$
A2(t)
) · I(Λ(∂4αz⊥)) + I(∂αz
$
A2(t)
) ·R(Λ(∂4αz⊥))
we have,
Q
′22
4 = −4pi
∫
T
R(∂4αz) · I(∂αz)R(∂αz
$
A2(t)
) · I(Λ(∂4αz⊥))dα
− 4pi
∫
T
R(∂4αz) · I(∂αz)I(∂αz
$
A2(t)
) ·R(Λ(∂4αz⊥))dα
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + k‖I(∂αz)R(∂αz
$
A2(t)
)‖H2(S)‖Λ
1
2∂4αz‖2L2(S)
+ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + c‖I(∂αz)I(∂αz
$
A2(t)
)‖H2(S)‖Λ
1
2∂4αz‖2L2(S).
Using a similar method for the rest of non-integrable terms we obtain
J2 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
+ C(‖I(∂αz)R(∂αz $
A2(t)
)‖H2(S) + ‖I(∂αz)I(∂αz
$
A2(t)
)‖H2(S) + ‖I(c)‖H2(S))‖Λ
1
2∂4αz‖2L2(S).
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In conclusion,
I1 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + C[‖I(
$
A(t)
)‖H2(S)‖I(∂αz)R(∂αz
$
A2(t)
)‖H2(S)
+ ‖I(∂αz)I(∂αz $
A2(t)
)‖H2(S) + ‖I(c)‖H2(S) −m(t)]‖Λ
1
2∂4αz‖2L2(S)
and therefore
1
2
d
dt
∫
T
|∂4αz(γ)|2dα = I1 + I2
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + C[‖I(
$
A(t)
)‖H2(S)‖I(∂αz)R(∂αz
$
A2(t)
)‖H2(S)
+ ‖I(∂αz)I(∂αz $
A2(t)
)‖H2(S) + ‖I(c)‖H2(S) −m(t) + 2λ]‖Λ
1
2∂4αz‖2L2(S).
(13)
3 The evolution of the minimum of σ(γ, t)
Taking the divergence in Darcy’s law we obtain
∆p = 0.
Since the pressure is zero on the interface and recalling that the flow is
irrotational in the interior of the domain Ω by the Hopf’s lemma we have
σ(α, t) = −∂p
∂η
|z(α,t) > 0.
In spite of this property, we need to get an a priori estimate for the
evolution of the minimum of σ in the strip S in order to absorb the high
order terms in (13).
Recall that
σ(α, t) =
µ2
κ
BR(z,$)(α, t) · ∂⊥α z(α, t) + gρ2∂αz1(α, t). (14)
Lemma 3.1. Let z(γ, t) be a solution of the system with z(γ, t) ∈ C([0, T ];H4(S))∩
C1([0, T ];H3(S)), and
m(t) = min
γ
σ(γ, t).
Then
m(t) ≥ m(0)−
∫ t
0
expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))ds.
Proof. We may consider γt ∈ C such that
m(t) = min
γ
σ(γ, t) = σ(γt, t).
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We may calculate the derivative of m(t), to obtain
m′(t) = σt(γt, t).
The identity (14) yields,
σt(γ, t) =
µ2
κ
∂tBR(z,$)(γ, t) · ∂⊥α z(γ, t) + iλ
µ2
κ
∂αBR(z,$)(γ, t) · ∂⊥α z(γ, t)
+
µ2
κ
BR(z,$)(γ, t) · ∂⊥α zt(γ, t) +
µ2
κ
BR(z,$)(γ, t) · iλ∂2αz(γ, t)
+ gρ2∂αz1t(γ, t) + gρ
2∂2αz1(γ, t) ≡ R1 +R2 +R3 +R4 +R5 +R6.
We can easily estimate,
|R2| ≤ λµ
2
κ
‖∂αBR(z,$)‖L∞(S)‖∂αz‖L∞(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)),
|R4| ≤ λµ
2
κ
‖BR(z,$)‖L∞(S)‖z‖C2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)),
|R6| ≤ gρ2‖z‖C2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)),
and we have,
|R3|+ |R5| ≤ C(‖BR(z,$)‖L∞(S) + 1)‖∂αzt‖L∞(S).
Since zt(γ) = BR(z,$)(γ) + c(γ)∂αz(γ),
‖∂αzt‖L∞(S) ≤ ‖∂αBR(z,$)‖L∞(S) + ‖∂αc‖L∞(S)‖∂αz‖L∞(S) + ‖c‖L∞(S)‖∂2αz‖L∞(S)
≤ C‖∂αBR(z,$)‖L∞(S)(1 + ‖F(z)‖
1
2
L∞(S)‖z‖C2(S)) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Then,
|R3 +R5| ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Recall that
BR(z,$)(γ) =
1
2pi
∫
T
∆z⊥
|∆z|2$(γ − β)dβ,
then
BRt(z,$)(γ) =
1
2pi
∫
T
∆z⊥t
|∆z|2$(γ − β)dβ −
1
pi
∫
T
∆z⊥(∆z ·∆zt)
|∆z|4 $(γ − β)dβ
+
1
2pi
∫
T
∆z⊥
|∆z|2$t(γ − β)dβ ≡ J1 + J2 + J3.
We get
J1 =
1
2pi
∫
T
∆z⊥t $(γ − β)(
1
|∆z|2 −
1
A(t)β2
)dβ
+
1
2pi
∫
T
∆z⊥t
A(t)β2
$(γ − β)dβ ≡ K1 +K2.
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Using that ∆z⊥t = β
∫ 1
0 ∂αzt(φ)ds,
K1 =
1
2pi
∫
T
$(γ − β)β
∫ 1
0
∂αz
⊥
t (φ)dsB(γ, β)dβ
≤ C‖F(z)‖
3
2
L∞(S)‖z‖C2(S)‖$‖L∞(S)‖∂αzt‖L∞(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Since
∂2αzt = ∂
2BR(z,$) + ∂2αc∂αz + 2∂αc∂
2
αz + c∂
3z
and
‖∂2αBR(z,$)‖L∞(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)),
‖∂2αc∂αz‖L∞(S) = ‖
∂2αz
|∂αz|2 · ∂αBR(z,$)∂αz‖L∞(S) + ‖
∂αz
|∂αz|2 · ∂
2
αBR(z,$)∂αz‖L∞(S)
≤ C‖F(z)‖
1
2
L∞(S)‖z‖C2(S)(‖∂αBR(z,$)‖L∞(S) + ‖∂2αBR(z,$)‖L∞(S))
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)),
2‖∂αc∂2αz‖L∞(S) ≤ 4‖F(z)‖
1
2
L∞(S)‖∂αBR(z,$)‖L∞(S)‖∂2αz‖L∞(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)),
then
‖∂2αzt‖L∞(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Thus,
K2 =
1
2pi
∫
T
∫ 1
0 ∂αz
⊥
t (φ)ds
A(t)β
$(γ − β)dβ
=
1
2pi
∫
T
∫ 1
0 ∂αz
⊥
t (φ)− ∂αz⊥t (γ)ds
A(t)β
$(γ − β)dβ + 1
2pi
∫
T
∂αz
⊥
t (γ)
A(t)β
$(γ − β)dβ
=
1
2pi
∫
T
∫ 1
0
∫ 1
0 ∂
2
αz
⊥
t (ψ)(s− 1)dtds
A(t)
$(γ − β)dβ + 1
2
∂αz
⊥
t (γ)
A(t)
H($)(γ)
≤ C‖F(z)‖L∞(S)‖∂2αzt‖L∞(S)‖$‖L∞(S) +K‖F(z)‖L∞(S)‖∂αzt‖L∞(S)‖$‖Cδ(S).
Therefore,
J1 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
In the same way, it is easy to see that
J2 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
Finally, since
∆z⊥
|∆z|2 −
∂αz
⊥(γ)
A(t)β
=
β2
∫ 1
0
∫ 1
0 ∂
2
αz(ψ)(s− 1)dtds
|∆z|2
+
β2∂αz(γ)
∫ 1
0
∫ 1
0 ∂
2
αz(ψ)(s− 1)dtds ·
∫ 1
0 [∂αz(γ) + ∂αz(φ)]ds
A(t)|∆z|2 ,
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J3 =
1
2pi
∫
T
(
∆z⊥
|∆z|2 −
∂αz
⊥(γ)
A(t)β
)$t(γ − β)dβ + 1
2pi
∫
T
∂αz
⊥(γ)
A(t)β
$t(γ − β)dβ
≡ K5 +K6
where
K5 ≤ C‖F(z)‖L∞(S)‖z‖C2(S)‖$t‖L2(S),
K6 =
1
2
∂αz
⊥(γ)
A(t)
H($t)(γ) ≤ C‖F(z)‖
1
2
L∞(S)‖$t‖Cδ(S).
In order to control ‖$t‖Cδ(S) we proceed as in section 9 in [8].
Therefore,
|σt(γ, t)| ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
given us,
m′(t) ≥ − expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
for almost every t. And a further integration yields
m(t) ≥ m(0)−
∫ t
0
expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))ds.

4 Instant Analyticity
Theorem 4.1. Let z(α, 0) = z0(α) ∈ H4, F(z)(z0)(α, β) ∈ L∞. Then there
exists a solution of the Muskat problem z(α, t) defined for 0 < t ≤ T that
continues analytically into the strip S(t) = {α ± iς : |ς| < λt} for each t.
Here, λ and T are determined by upper bounds of the H4 norm and the arc-
chord constant of the initial data and a positive lower bound of the σ(α, 0).
Moreover, for 0 < t ≤ T , the quantity∑
±
∫
T
(|z(α± iλt)− (α± iλt)|2 + |∂4αz(α± iλt)|2)dα
is bounded by a constant determinate by upper bounds for the H4 norm
and the arc-chord constant of the initial data and a positive lower bound of
σ(α, 0).
Proof. For all estimates in above sections we have finally
1
2
d
dt
∫
T
|∂4αz(α± iλt)|2 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
+ (2λ+ C‖f‖(t)−m(t))‖Λ 12∂4αz‖2L2(S)(t)
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where
‖f‖(t) = ‖I( $
A(t)
)‖H2(S)+‖I(∂αz)R(∂αz$)‖H2(S)+‖I(∂αz)I(∂αz$)‖H2(S)+‖I(c)‖H2(S).
Note that ‖f‖(0) = 0. If 2λ−m(0) < 0 we will show that
2λ+K‖f‖(t)−m(t) < 0
for short time. It yields
1
2
d
dt
∫
T
|∂4αz(α± iλt)|2dα ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
as long as 2λ + K‖f‖(t) −m(t) < 0. We proceed as in section 8 in [8] to
show that
d
dt
‖F(z)‖L∞(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
From the two inequalities above and (8) it is easy to obtain a priori energy
estimates that depend upon the negativity of 2λ + K‖f‖(t) − m(t). We
denote
‖z‖RT (t) ≡ ‖F(z)‖2L∞(S)(t) + ‖z‖2L2(S) +
1
m(t)− 2λ− C‖f‖ .
At this point it is easy to find
‖f‖ ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
and
d
dt
(
1
m(t)− 2λ− C‖f‖) ≤
expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
(m(t)− 2λ− C‖f‖)2
then,
d
dt
‖z‖RT (t) ≤ expC(‖z‖RT (t))
and therefore,
‖z‖RT ≤ − log(exp(−C‖z‖RT (0)− C2t)).
Now we approximate the problem as follows,{
zt (α, t) = BR(z
, $)(α, t) + c(α, t)∂αz
(α, t)
z(α, 0) = φ ∗ z0(α)
where
c(α, t) =
α+ pi
2pi
∫
T
∂αz
(α, t)
|∂αz(α, t)|2 · ∂αBR(z
, $)(α, t)dα
−
∫ α
−pi
∂αz
(β, t)
|∂αz(β, t)|2 · ∂αBR(z
, $)(β, t)dβ,
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$(α, t) = −φ ∗ φ ∗ (2BR(z, $) · ∂αz)(α)− 2κρ
2
µ2
φ ∗ φ ∗ (∂αz2)(α)
where φ(α) = φ(
α
 )/ for  > 0 and φ the heat kernel.
Picard’s Theorem yields the existence of a solution z(α) in C([0, T );H4)
which is analytic in the whole space for z0 satisfying the arc-chord condition
and  small enough. Using the same techniques we have devoted above
we obtain a bound for z(α, t) in H4 in the strip S(t) for a small enough
T which is independent of . We need arc-chord condition, z0 ∈ H4 and
2λ−m(0) < 0. Then we pass to the limit. 
5 Decay estimates on the strip of analyticity
Theorem 5.1. Let z(α, 0) = z0(α) be an analytic curve in the strip
S = {α+ iς ∈ C : |ς| < h(0)},
with h(0) > 0 and satisfying:
* The arc-chord condition, F(z0)(α+ iς, β) ∈ L∞(S × R)
* The curve z0(α) is real for real α
* The functions z01(α)− α and z20(α) are periodic with period 2pi
* The functions z1
0(α)− α and z20(α) belong to H4(S)
Then there exist a time T and a solution of the Muskat problem z(α, t)
defined for 0 < t ≤ T that continues analytically into some complex strip
for each fixed t ∈ [0, T ]. Here T is either a small constant depending only
on expC(‖F(z0)‖2L∞(S) + ‖z0‖2L2(S)).
We will use the following:
Lemma 5.1. Let ψ(α ± iξ) = ∑Nk=−N Ak(t)eikαe±kξ and h(t) > 0 be a
decreasing function of t. Then
∂
∂t
∑
±
∫
T
|ψ(α± ih(t))|2dα ≤ h
′(t)
10
∑
±
∫
T
Λψ(α± ih(t))ψ(α± ih(t))dα
− 10h′(t)
∫
T
Λψ(α)ψ(α)dα+ 2R
∑
±
∫
T
ψt(α± ih(t))ψ(α± ih(t))dα.
This lemma is a corollary of the lemma 4.2 in [4] and it allows us to
prove the Theorem 5.1.
37
Proof of Theorem 5.1. The norms ‖z‖L2(S) and ‖z‖Hk(S) are defined as be-
fore using the new strip S(t) defined by
S(t) = {α+ iς ∈ C : |ς| < h(t)}
where h(t) is a positive decreasing function of t.
We use the Galerkin approximation of equation (2), i.e.
z
[N ]
t (γ, t) = ΠN [J [z
[N ]]](γ, t)
where γ ∈ S(t), ΠN will be defined below, and
J [z](α, t) = BR(z,$)(α, t) + c(α, t)∂αz(α, t).
We impose the initial condition
z[N ](α, 0) = z[N ](α).
Here, for a large enough positive integer N , we define z[N ](α, 0) from
z0(α) by using the projection
ΠN :
∞∑
−∞
Ake
ikα →
N∑
−N
Ake
ikα.
We defined z[N ](α) by stipulating that
z1
[N ](α)− α = ΠN [z10(α)− α]
and
z2
[N ](α) = ΠN [z2
0(α)].
For N large enough, the functions z[N ](α, 0) satisfy the arc-chord and
Rayleigh-Taylor conditions.
We shall consider the evolution of the most singular quantity∑
±
∫
T
|∂4αz[N ](α± ihN (t), t)|2dα
where hN (t) is a smooth positive decreasing function on t, with hN (0) =
h(0), which will be given below. Also we denote
SN (t) = {α+ iς ∈ C : |ς| < hN (t)}.
We will drop the dependency on N from z[N ] and hN (t) in our notation.
Using lemma above,
d
dt
∑
±
∫
T
|∂4αzj(α± ih(t))|2dα ≤
h′(t)
10
∑
±
∫
T
Λ(∂4αzj)(α± ih(t))∂4αzj(α± ih(t))
− 10h′(t)
∫
T
Λ(∂4αzj)(α)∂
4
αzj(α)dα+ 2
∑
±
R
∫
T
ΠN [∂
4
αJj [z]](α± ih(t))∂4αzj(α± ih(t)).
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Since ∂4αzj(α± ih(t)) is a trigonometric polynomial in the range of ΠN
2
∑
±
R
∫
T
ΠN [∂
4
αJj [z]](α± ih(t))∂4αzj(α± ih(t))
= 2
∑
±
R
∫
T
∂4αJj [z](α± ih(t))ΠN [∂4αzj(α± ih(t))]
= 2
∑
±
R
∫
T
∂4αJj [z](α± ih(t))∂4αzj(α± ih(t))
then,
d
dt
∑
±
∫
T
|∂4αzj(α± ih(t))|2dα ≤
h′(t)
10
∑
±
∫
T
Λ(∂4αzj)(α± ih(t))∂4αzj(α± ih(t))
− 10h′(t)
∫
T
Λ(∂4αzj)(α)∂
4
αzj(α)dα+ 2
∑
±
R
∫
T
∂4αBR(zj , $)(α± ih(t))∂4αzj(α± ih(t))
+ 2
∑
±
R
∫
T
∂4α(c(α± ih(t))∂αzj(α± ih(t)))∂4αzj(α± ih(t))
≡M1 +M2 +M3 +M4.
To estimate M3 and M4 we have to repeat the arguments in sections 2, with
the exception of the term R20 + P7.
Following the same way, we will get that
M3 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + C‖I(
$
A(t)
)‖H2(S)‖Λ
1
2∂4αz‖2L2(S)
− 2R
∫
T
σ(γ)
A(t)
∂4αzj(γ) · Λ(∂4αzj)(γ)dα
where γ = α± ih(t).
In order to avoid problems we write,
σ(γ) = σ(α) + h(t)g±(α)
where g± = 1h(t)(σ(γ)− σ(α)).
Since
σ(α) =
µ2
κ
BR(z,$)(α) · ∂⊥α z(α) + gρ2∂αz1(α),
we can write,
g± = ± iµ
2
κ
∫ 1
0
∂α(BR(z,$)·∂⊥α z)(γt+(t−1)α)dt±igρ2
∫ 1
0
∂2αz1(γt+(t−1)α)dt
then
‖g±‖H2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
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Thus, we get
− 2R
∫
T
σ(γ)
A(t)
∂4αzj(γ)Λ(∂
4
αzj)(γ)dα = −2R
∫
T
σ(α)
A(t)
∂4αzj(γ)Λ(∂
4
αzj)(γ)dα
− 2h(t)R
∫
T
g±(α)
A(t)
∂4αzj(γ)Λ(∂
4
αzj)(γ)dα ≡M13 +M23 .
On the one hand, since R( σA(t)) > 0 and 2gΛ(g)− Λ(g2) ≥ 0
M13 = −2
∫
T
R(
σ
A(t)
)(R(∂4αzj)R(Λ(∂
4
αzj)) + I(∂
4
αzj)I(Λ(∂
4
αzj)))dα
≤ ‖Λ( σ
A(t)
)‖L∞(S)‖∂4αz‖2L2(S) ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
On the other hand, like in the term N5 in section 2.1.1
M23 = −2h(t)R
∫
T
Λ
1
2 (
g±(α)
A(t)
∂4αzj(γ))Λ
1
2 (∂4αzj)(γ)dα
≤ Ch(t)‖ g±
A(t)
‖H2(S)(‖∂4αz‖L2(S) + ‖Λ
1
2∂4αz‖L2(S))‖Λ
1
2∂4αz‖L2(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)) + Ch(t) expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))‖Λ
1
2∂4αz‖2L2(S).
For M1,
M1 ≤ h
′(t)
10
‖Λ 12∂4αz‖2L2(S)
and M4,
M4 ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
+ C(‖I(∂αz)R(∂αz $
A2(t)
)‖H2(S) + ‖I(∂αz)I(∂αz
$
A2(t)
)‖H2(S) + ‖I(c)‖H2(S))‖Λ
1
2∂4αz‖2L2(S)
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))‖Λ
1
2∂4αz‖2L2(S).
Then,
d
dt
∑
±
∫
T
|∂4αzj(α± ih(t))|2dα ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
− 10h′(t)
∫
T
Λ(∂4αzj)(α)∂
4
αzj(α)dα
+ (expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))h(t) +
h′(t)
10
+ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)))‖Λ
1
2∂4αz‖2L2(S).
Choosing,
h(t) = exp(−10
∫ t
0
G(r)dr)[
∫ t
0
−10G(r) exp(10
∫ r
0
G(s)ds)dr + h(0)]
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where G(t) = expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))(t), we eliminate the most
dangerous term. The other term in the expression above,∫
T
Λ(∂4αzj)(α)∂
4
αzj(α)dα ≤
C
h(t)
∑
±
∫
T
|∂4αzj |2dα
as one sees by examining the Fourier expansion of ∂4αzj(α, t). Thus,
|−10h′(t)
∫
T
Λ(∂4αzj)(α)∂
4
αzj(α)dα| ≤ C
|h′(t)|
h(t)
(‖z‖2H4(S) + ‖F(z)‖2L∞(S))
≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S)).
And we obtain finally,
d
dt
∑
±
∫
T
|∂4αz(α± ih(t))|2dα ≤ expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))
Recovering the dependency on N in our notation we have that
d
dt
∑
±
∫
T
|∂4αz[N ](α± ih(t))|2dα ≤ expC(‖F(z[N ])‖2L∞(SN ) + ‖z[N ]‖2L2(SN ))
(15)
This estimate is true wherever t ∈ [0, TN ], where TN is the maximal
time of existence of the solution z[N ]. In addition inequality (15) shows
that we can extend these solutions in H4(S) up to a small enough time T
independent of N and dependent on the initial data. 
6 Non-splat singularity
As we have said in the introduction, it is necessary to consider a transformed
Muskat problem and we need to prove instant analyticity and decay esti-
mates in Ω˜. We will prove that the energy estimates of the Theorems 4.1
and 5.1 holds in Ω˜ for solutions z˜ of equations:
z˜t(α, t) = Q
2(α, t)BR(z˜, $˜)(α, t) + c˜(α)∂αz˜(α, t) (16)
where
Q2(α, t) = |dP
dw
(z(α, t))|2 = |dP
dw
(P−1(z˜(α, t)))|2, (17)
$˜(α, t) = −2BR(z˜, $˜)(α, t) · ∂αz˜(α, t)− 2ρ
2
µ2
∂α(P
−1
2 (z˜(α, t))) (18)
and
c˜(α, t) =
α+ pi
2pi
∫
T
∂β z˜(β, t)
|∂β z˜(β, t)|2 · ∂βBR(z˜, $˜)(β, t)dβ
−
∫ α
−pi
∂β z˜(β, t)
|∂β z˜(β, t)|2 · ∂βBR(z˜, $˜)(β, t)dβ (19)
with z˜ ∈ C([0, T ], Hk) for k ≥ 4,
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6.1 Instant analyticity in Ω˜ domain
We define
q0 = (0, 0), q1 = (
1√
2
,
1√
2
), q2 = (− 1√
2
,
1√
2
),
q3 = (− 1√
2
,− 1√
2
), q4 = (
1√
2
,− 1√
2
)
which are the singular points of the P−1 conformal map. We set z(α, t)
to hold z˜(α, t) 6= ql for l = 0, 1, 2, 3, 4. In order to get this we fix Ω(0) so
that dPdw (w) 6= 0 for any w ∈ Ω(0) without loss of generality.
We define the energy
‖z˜‖RT ≡ ‖z˜‖2Hk(S) +‖F(z˜)‖2L∞(S) +
1
m(Q2σ˜)(t)− 2λ− ‖g‖(t) +
4∑
l=0
1
m(ql)(t)
where
‖g‖(t) =C(‖I(∂αz˜)R(∂αz˜ $˜Q
2
A2(t)
)‖H2(S) + ‖I(∂αz˜)I(∂αz˜
$˜Q2
A2(t)
)‖H2(S)
+ ‖I($˜Q
2
A(t)
)‖H2(S) + ‖I(c˜)‖H2(S))
and
m(Q2σ˜)(t) = min
α
Q2(α, t)σ(α, t), m(ql)(t) = min
α
|z˜(α, t)− ql|.
Theorem 6.1. Let z˜(α, t) be a solution of (16-19). Then, the following
estimate holds:
d
dt
‖z˜‖RT ≤ expC(‖z˜‖RT )
for C constant.
Remark 6.1. We will show the proof for k = 4, being the rest of the cases
analogous.
Proof. We have to estimate
d
dt
‖∂4αz˜‖2L2(S).
We quote [3] for dealing with the Q2 term. This factor do not introduce a
high order term
‖Q2‖Hk(S) ≤ expC(‖z˜‖RT ).
Then we have to repeat all estimates in section 2, in which Q2 is involved.
We will show below how to deal with them.
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We find
d
dt
‖∂4αz˜‖2L2(S) ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S)) + 2λ‖Λ
1
2∂4αz˜‖2L2(S)
+ J1 + J2
where
J1 = R
∫
T
∂4αz˜(γ) · ∂4α(Q2(γ)BR(z˜, $˜)(γ))dα,
J2 = R
∫
T
∂4αz˜(γ) · ∂4α(c˜(γ)∂αz˜(γ))dα.
We get J1 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S)) + I7 where
I7 = R
∫
T
∂4αz˜(γ) ·Q2(γ)∂4αBR(z˜, $˜)(γ)dα.
As in 2.1.1 we split I7 = I˜3 + I˜4 + I˜5 + I˜6 + I˜7 in the same way we have
I˜3+I˜4+I˜5+I˜6 ≤ expC(‖F(z˜)‖2L∞(S)+‖z˜‖2H4(S))+C‖I(
$˜
A(t)
Q2)‖H2(S)‖Λ
1
2∂4αz˜‖2L2(S)
and I˜7 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S)) + K˜9 being
K˜9 =
1
2
R
∫
T
∂4αz˜(γ) ·
∂⊥α z˜(γ)
|∂αz˜|2 H(∂
4
α$˜)(γ)Q
2(γ)dα.
Identity H(∂α) = Λ allows us to rewrite K˜9 as follows
K˜8 =
1
2
R
∫
T
Λ(∂4αz˜ ·
∂⊥α z˜
|∂αz˜|2Q
2)(γ)∂3α$˜(γ)dα.
Using the formula (18), we decompose K˜9 = P˜7 + P˜8
P˜7 = −κg ρ
2
µ2
R
∫
T
Λ(∂4αz˜ ·Q2∂⊥α z˜)(γ)
A(t)
∂4α(P
−1
2 (z˜(γ)))dα
P˜8 = −1
2
R
∫
T
Λ(∂4αz˜ ·Q2∂⊥α z˜)(γ)
A(t)
∂3αT˜ ($˜)(γ)dα
where T˜ ($˜) = −2BR(z˜, $˜) · ∂αz˜.
The term P˜8 can be estimate as the term P8 in subsection 2.1.2. An
analogous approach provides
P˜8 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
−R
∫
T
Q2(γ)BR(z˜, $˜)(γ) · ∂⊥α z˜(γ)
A(t)
∂4αz˜(γ) · Λ
1
2 (∂4αz˜)(γ)dα. (20)
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For P˜7 we consider the most singular terms: P˜7 ≤ expC(‖F(z˜)‖2L∞(S) +
‖z˜‖2H4(S)) + P˜ 17 where
P˜ 17 = −κg
ρ2
µ2
R
∫
T
Λ(∂4αz˜ ·Q2∂⊥α z˜)(γ)
A(t)
∇P−12 (z˜(γ)) · ∂4αz˜(γ)dα.
Then we split P˜ 17 = P˜
11
7 + P˜
12
7 + P˜
13
7 + P˜
14
7 by writing the component of
the curve:
P˜ 117 = κg
ρ2
µ2
R
∫
T
Λ(∂4αz˜1Q
2∂αz˜2)(γ)
A(t)
∂x˜1P
−1
2 (z˜(γ))∂
4
αz˜1(γ)dα,
P˜ 127 = κg
ρ2
µ2
R
∫
T
Λ(∂4αz˜1Q
2∂αz˜2)(γ)
A(t)
∂x˜2P
−1
2 (z˜(γ))∂
4
αz˜2(γ)dα,
P˜ 137 = −κg
ρ2
µ2
R
∫
T
Λ(∂4αz˜2Q
2∂αz˜1)(γ)
A(t)
∂x˜1P
−1
2 (z˜(γ))∂
4
αz˜1(γ)dα,
P˜ 147 = −κg
ρ2
µ2
R
∫
T
Λ(∂4αz˜2Q
2∂αz˜1)(γ)
A(t)
∂x˜2P
−1
2 (z˜(γ))∂
4
αz˜2(γ)dα.
The commutator estimate yields
P˜ 117 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
+ κg
ρ2
µ2
R
∫
T
Q2(γ)∂x˜1P
−1
2 (z˜(γ))
A(t)
∂αz˜2(γ)∂
4
αz˜1(γ)Λ(∂
4
αz˜1)(γ)dα, (21)
P˜ 127 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
+ κg
ρ2
µ2
R
∫
T
Q2(γ)∂x˜2P
−1
2 (z˜(γ))
A(t)
∂αz˜2(γ)∂
4
αz˜2(γ)Λ(∂
4
αz˜1)(γ)dα,
P˜ 137 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
− κg ρ
2
µ2
R
∫
T
Q2(γ)∂x˜1P
−1
2 (z˜(γ))
A(t)
∂αz˜1(γ)∂
4
αz˜1(γ)Λ(∂
4
αz˜2)(γ)dα,
P˜ 147 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
− κg ρ
2
µ2
R
∫
T
Q2(γ)∂x˜2P
−1
2 (z˜(γ))
A(t)
∂αz˜1(γ)∂
4
αz˜2(γ)Λ(∂
4
αz˜2)(γ)dα. (22)
Using that
∂αz˜2∂
4
αz˜2 = −3∂2αz˜ · ∂3αz˜ − ∂αz˜1∂4αz˜1,
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we get
P˜ 127 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
− κg ρ
2
µ2
R
∫
T
Q2(γ)∂x˜2P
−1
2 (z˜(γ))
A(t)
∂αz˜1(γ)∂
4
αz˜1(γ)Λ(∂
4
αz˜1)(γ)dα, (23)
P˜ 137 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
+ κg
ρ2
µ2
R
∫
T
Q2(γ)∂x˜1P
−1
2 (z˜(γ))
A(t)
∂αz˜2(γ)∂
4
αz˜2(γ)Λ(∂
4
αz˜2)(γ)dα. (24)
Adding the inequalities (21),(23),(24) and (22) it is easy to check
P˜7 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
− κg ρ
2
µ2
R
∫
T
Q2(γ)∇P−12 (z˜(γ))
A(t)
· ∂⊥α z˜(γ)∂4αz˜(γ) · Λ(∂4αz˜)(γ)dα.
Above inequality together with (20) let us obtain
K˜9 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
−R
∫
T
Q2(γ)σ˜(γ)
A(t)
∂4αz˜(γ) · Λ(∂4αz˜)(γ)dα
with σ˜ given in (5).
Considering m(Q2σ˜)(t) and the pointwise inequality 2fΛ(f) ≥ Λ(f2) we
check
I˜7 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))−m(Q2σ˜)(t)‖∂4αz˜‖2L2(S).
For J2 it is easy to deal with ∂
4
αc˜ in the same way as in section 2.1.3.
The analogous approach provides
J2 ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
+ C(‖I(∂αz˜)R(∂αz˜ $˜Q
2
A2(t)
)‖H2(S) + ‖I(∂αz˜)I(∂αz˜
$˜Q2
A2(t)
)‖H2(S)
+ ‖I(c˜)‖H2(S))‖Λ
1
2∂4αz˜‖2L2(S).
Finally we obtain,
d
dt
‖∂4αz˜‖2L2(S) ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
+ (2λ+ ‖g‖ −m(Q2σ˜))‖Λ 12∂4αz˜‖2L2(S).
Bearing in mind the singular points of the P−1 together with the esti-
mation for m(Q2σ˜)(t), which we can obtain in analogous way as in section
3, we have the desired estimate. 
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6.2 Decay of the strip of analyticity in the Ω˜ domain
Theorem 6.2. Let z˜(α, 0) = z˜0(α) be an analytic curve in the strip
S = {α+ iς ∈ C : |ς| < h(0)},
with h(0) > 0 and satisfying:
* The arc-chord condition, F(z˜0)(α+ iς, β) ∈ L∞(S × R)
* The curve z˜0(α) is real for real α
* The functions z˜01(α)− α and z˜20(α) are periodic with period 2pi
* The functions z˜1
0(α)− α and z˜20(α) belong to H4(S)
Then there exist a time T and a solution of the Muskat problem in Ω˜, z˜(α, t)
defined for 0 < t ≤ T that continues analytically into some complex strip
for each fixed t ∈ [0, T ]. Here T is either a small constant depending only
on expC(‖F(z˜0)‖2L∞(S) + ‖z˜0‖2L2(S)).
Proof. Here we proceed in the same way that in the proof of the Theorem
5.1.
After we use the Galerkin approximation, by Lemma 5.1 we get
d
dt
∑
±
∫
T
|∂4αz˜j(α± ih(t))|2dα ≤
h′(t)
10
∑
±
∫
T
Λ(∂4αz˜j)(α± ih(t))∂4αz˜j(α± ih(t))
− 10h′(t)
∫
T
Λ(∂4αz˜j)(α)∂
4
αz˜j(α)dα+ 2
∑
±
R
∫
T
∂4α(Q
2BR(z˜j , $˜)(α± ih(t))∂4αzj(α± ih(t))
+ 2
∑
±
R
∫
T
∂4α(c˜(α± ih(t))∂αz˜j(α± ih(t)))∂4αz˜j(α± ih(t)).
We write,
Q2(γ)σ˜(γ) = Q2(α)σ˜(α) + h(t)g˜±(α)
and we have
d
dt
∑
±
∫
T
|∂4αz˜j(α± ih(t))|2dα ≤ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))
− 10h′(t)
∫
T
Λ(∂4αz˜j)(α)∂
4
αz˜j(α)dα
+ (expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S))h(t) +
h′(t)
10
+ expC(‖F(z˜)‖2L∞(S) + ‖z˜‖2H4(S)))‖Λ
1
2∂4αz˜‖2L2(S).
Choosing,
h(t) = exp(−10
∫ t
0
G(r)dr)[
∫ t
0
−10G(r) exp(10
∫ r
0
G(s)ds)dr + h(0)] (25)
where G(t) = expC(‖F(z)‖2L∞(S) + ‖z‖2H4(S))(t) we get the desired estima-
tion. 
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6.3 Proof of Theorem 1.1
Let z0(α) ∈ H4, from Theorem 4 there exists a local solution z that becomes
real-analytic in the complex strip S(t).
Suppose that there exists a time T where we have a splat singularity,
i.e., the smooth interface collapses along an arc at time T .
From Theorem 5.1, our strip of analyticity is nonzero as long as the
regularity of the curve and the arc-chord condition do not fail. But at
splat time T , the arc-chord condition blows-up, and we cannot guarantee
analyticity at that time.
At this point, we transform the system to the tilde domain Ω˜.
As long as the regularity of the curve and the arc-chord condition do not
fail, from Theorem 6.1 we have
d
dt
‖z˜‖RT ≤ expC(‖z˜‖RT )
where the constant C only depends on the initial data and
‖z˜‖RT ≡ ‖z˜‖2Hk(S)+‖F(z˜)‖2L∞(S)+
1
m(Q2σ˜)(t)− 2λ− ‖g‖(t) +
4∑
l=0
1
m(ql)(t)
.
Hence, we can conclude that our transformed curve z˜ is real-analytic into
the strip S(t). From the proof of Theorem 6.2, this complex strip decays
exponentially until a time that depends on the regularity of the curve and
the arc-chord condition too [see equation (25)].
Since in Ω˜ the arc-chord condition and the regularity of the curve are
bounded, the strip of analyticity is nonzero and therefore we can guarantee
the analyticity at time T .
Thus, applying P−1, we have that the analytic curve self-intersects along
an arc, therefore we get a contradiction and hence Theorem 1.1 is proved.
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