Traditionally, active power has been the primary source of power dissipation in CMOS designs. Although, leakage power is becoming increasingly more important as technology feature sizes continue to shrink, traditioinal power optimization techniques often neglect its contribution to total system power. In this paper, we present a power-aware compilation methodology that targets an embedded processor with both dynamic voltage scaling (DVS) and adaptive body biasing (ABB) capabilities. Our technique has the unique advantage of optimizing design power by jointly optimizing dynamic and leakage power dissipation. Considering the delay and energy penalty of swithching between processor modes, our compiler generates code with minimum power consumption under deadline constraints. Compared to not performing any optimization, or using DVS alone, our technique improves the power consumption of a number of embedded application kernels by 26%, and 14%, respectively.
Introduction
Power consumption has become one of the most critical embedded system design considerations due to its significant impact on system density, battery life, reliable operation, packaging and cooling costs. Traditionally, active (dynamic) power has been the primary source of power consumption of CMOS designs. However, as we move down the technology nodes leakage power is increases exponentially, and becomes comparable to (or even dominates) the active power. Hence, joint optimization of active and leakage power is essential for efficient power optimization methodologies.
Quadratic dependence of active power to supply voltage, and exponential effect of transistor threshold voltage on its leakage current has motivated the idea of dynamically controling the two parameters to minimize the overall power consumption under timing constraints. These two techniques have been tried out on several designs, and significant power improvements have been reported [10, 13, 11] . However, the potentials of such architectural enhancements would not be fully exploited without an effective mode-switching strategy.
In this paper, we present a power-aware compilation methodology that targets an embedded processor with joint dynamic supply voltage and adaptive body bias (threshold voltage adjustment mechanism) capabilities. Our compiler assigns different basic blocks of the code to different supply voltage and body bias modes such that the total power consumption is minimized and the application deadline is met. We show that simultaneous consideration of active and leakage power results in improved power savings, compared to traditional dynamic voltage scaling techniques.
Power-Aware Compilation
The compiler optimization goal is to minimize the application energy consumption by assigning different basic blocks to different operation modes subject to meeting the deadline of the application, while considering the penalty of switching modes between basic blocks. A similar approach has been used by Xie et al. [4] for DVS-enabled processor, however, their technique neglects the leakage contribution to total power consumption. We formulate the problem to consider both dynamic voltage scaling and adaptive body biasing.
We analyze the structure of the application and profile the typical execution traces of the application to extract the required statistical information such as the latency of each basic block and the frequency of traversing edges. We utilize the extracted information to perform mode assignment to execution traces of the application, under deadline constraint. We proceed to present this problem as an MILP formulation, which can be solved by utilization of commercially available solvers. Once mode assignment for control flow edges of the application is decided, appropriate mode switching instructions are inserted to the code.
Once application basic blocks are assigned to operating modes, total energy consumption of the application can be represented as energy consumption of all basic blocks plus the energy penalties incurred by mode switching instructions. The energy consumption of one basic block is determined by its latency under its assigned operating mode times the processor power consumption under that operating mode.
The latency of the application includes the latency of all basic blocks and the switching delay of the processor. The latency of one basic block is equal to the product of the number of execution cycles and the latency for one iteration under the operating mode.
The optimization object of MILP is to minimize the energy consumption for all basic blocks, and the operating mode switching energy. One of the constraint should be the summation of the latency of all basic blocks and the operating mode switching delay.
Experimental Results
We experimented our technique on computeintensive kernels of eight applications selected from Mediabench [3] and Mibench [7] benchmarks. The selected applications are from multimedia, networking and automotive domains, which represent typical applications running on embedded processors. We extracted the control-data flow graph (CDFG) of the testbenches using SUIF compiler infrastructure [9] and Machine-Suif [8] . We used SimpleScalar simulator [12] to obtain accurate and realistic cycle count for each basic block, and frequency of traversing control edges over typical input data space. The simulated data, along with the CDFG structure, processor and its power model parameters were utilized to generate the MILP problem instance. We solved the MILP problems using the commercial CPLEX solver [1] and obtained a set of mode switching instructions for control flow edges of the applications. The MILP solution were used to estimate the total power consumption of the application running on the target processor. Total power consumption was calculated as sum total of leakage and active power for execution of application code, plus mode switch instructions, and their corresponding power penalty. For each operating mode, the power consumption and clock frequency of the processor were determined using the models and parameters adopted from [13, 11, 2, 5, 6 ]. The energy and delay penalty incurred by mode switching were also taken into account.
Our optimization obtained average of 13.69% and 25.81% energy improvement over DVS optimized and original code, while the improvement were as high as 18.26% and 27.73%, respectively.
