Abstract. Diffusion processes driven by Fractional Brownian motion (FBM) have often been considered in modeling stock price dynamics in order to capture the long range dependence of stock price observed in reality. Option prices for such models had been obtained by Necula (2002) under constant drift and volatility. We obtain option prices under time varying volatility model. The expression depends on volatility and the Hurst parameter in a complicated manner. We derive a central limit theorem for the quadratic variation as an estimator for volatility for both the cases, constant as well as time varying volatility. That will help us to find estimators of the option prices and to find their asymptotic distributions.
Introduction
It has been proposed to model stock prices as a diffusion driven by fractional Brownian motion (fBm) in order to capture long range dependence of stock price in reality. See Cont (2005) for evidence of long memory in finance and relation to fractional Brownian motion. Cheridito (2003) has shown that the solution of the diffusion equation driven by fBm with suitably time lag will lead to an arbitrage-free model. Guasoni (2006) has shown no arbitrage under transaction cost for fBm model. Elliott and Van der Hoek (2003), Biagini et al. (2004) have shown under Wick Ito Skorohod notion of integration one can get arbitrage free market with fBm in some sense. Option prices for such models are obtained by Necula (2002) under constant drift and volatility. One of the aims of this paper is to obtain estimator for some functional of volatility which can be used to price option under time varying volatility model.
For Brownian motion (Bm) setup, the estimation of one of the important functional of volatility appeared in option price formula, called integrated volatility, is performed using sum of frequently sampled squared data. For high frequency data with equal interval this estimator is essentially quadratic variation. FBm is long memory process for Hurst parameter H ∈ ( ) quadratic variation is asymptotically normal. Using that result we will show that in the diffusion driven by fBm with H < 3 4 with constant volatility, quadratic variation is asymptotically normal. For similar model and low frequency data with fixed time gap asymptotic normality for volatility estimator was obtained by Xiao et al.(2013) . In our paper we consider the estimator for high frequency data with time intervals decreasing to zero and show the asymptotic normality for the estimator. Confidence intervals for volatility can now be translated to confidence intervals for option prices as the expression for option price involve the quantity volatility. For diffusion driven by fBm with H ∈ ( ) and time varying bounded volatility case also we will show the asymptotic normality of the estimator from high frequency data.
The objective of this paper is two fold. Firstly for the diffusion driven by fBm with time varying volatility we will find the option price in terms of some functional of volatility and the Hurst parameter. Secondly we will show the asymptotic normality property for the estimator for such parametric †Corresponding author, E-mail: ananya.isi@gmail.com.
1 function. The estimator requires the prior knowledge of Hurst parameter. Once the estimate of functional of volatility is found one can apply the estimate to get the option price.
The rest of the paper is organized as follows. In section 2 we describe the diffusion model for the stock price. In section 3 we introduce the proper notion of integration required to obtain an arbitrage-free solution of the diffusion equation. In section 4 we present the option pricing results. The central limit theorems for the proposed estimator are obtained in section 5. We conclude and summarize the current and future research directions in section 6.
Model
The introduction of the fractional Black-Scholes model, where the Bm in the classical Black-Scholes model is replaced by a fBm, have been motivated by empirical studies (see for example Mandelbrot (1997) , Shiryaev (1999) ). The risk free asset equation is
The risky asset equation is
where B H t is FBM with initial condition S 0 = S > 0. Here H is Hurst parameter, for 0 < H < 1. µ t is real valued deterministic function of time t, called drift and σ 2 t is positive real valued deterministic function of t, called volatility. B H t is a continuous and centered Gaussian process starting at 0 with covariance and variance functions as follows: ∀H ∈ (0, 1), s, t > 0 
Firstly we will find the European call option price for this model. Secondly we try to provide an estimator for option price. In this process we see that it is enough to study the quadratic variation of this process for given high frequency data 0 = t 0 < t 1 < · · · < t N = 1 with S t j , j = 0, · · · , N and
We will propose suitable estimator with this data and see where it converges and how that is useful for estimating option price. We observe that the analysis is based on high frequency data, as sample size increases the time difference between two consecutive data point decreases. We also note that through out our analysis we know H, we do not estimate H from data.
3. Regarding the solution of the SDE, Wick Ito Skorohod Integral, H ∈ (0, 1)
In order to find the solution of the diffusion equation (2.2), we need to note that the whole analysis depends on how we interpret the term dB 
C H is constant.
with Fourier transformf defined asf
) cos(
))] , Γ(.) is gamma function and explicit expression for M is as follows:
The Wiener integral with respect to fractional Brownian motion is defined as
For detail see Appendix.
On the way to calculate European call option price
In this section we follow similar line of argument in that of Elliot and Van der Hoek (2003).
From the Girsanov theorem in Elliott and Van der Hoek (2003) the translated processB
is fBm with respect to new measureP defined on F by dP dP
We note that φ(s) has to be in L 2 R. Now we can rewrite 4.3 as
where,Ŵ
. Multiplying both sides with exp(r t ) withr t = t 0 r s ds and integrating, we get
whereÊ is expectation under measureP . Thus there exists a risk-neutral measure. We note that under risk neutral measureP we have
which will be useful for calculating option price.
The market is complete if ∀ F T measurable bounded random variable F , ∃ z ∈ R and portfolio (u t , v t ) such that F = z T almost surelyP , where z T is given by 4.2. We now proceed to verify this. By fractional Clark-Ocone theorem in Elliott and Van der Hoek (2003) applied to F , we have,
HereẼP denotes the quasi-conditional expectation andD t is the fractional Hida Malliavin derivative with respect toB . We take z =Ê e −r T F . Now comparing equations (4.6) and (4.8) we get
This is the condition for completeness of the market. Here we note that there is criticism about this notion of completeness with Wick financing instead of self financing, see Bjrk and Hult (2005) . Fractional Black Scholes market has weak arbitrage but no strong arbitrage, see Biagini et al.(2008) .
In the context of quasi conditional expectation we require following lemma which will be useful for calculating option price in next section. (2003)), and
Proof. Proof can be done by direct calculation.
4.3.
Price of European Call Option. We next will find the European call option priceẼP [(S T − K) + |F t ] for this model. When µ t = µ and σ t = σ, Necula (2008) obtains the price C at every t ∈ (0, T ) of an European call option with strike price K and maturity T as
where
and (4.10)
and Φ() is the cumulative probability of the standard normal distribution. The confidence intervals for σ 2 obtained in section 5 can be translated to prediction intervals for C as in Mykland (2000) or Avellaneda et al (1995) .
Next for time varying µ t and σ t let us calculate option price. We need the following lemma.
Proof. Proof can be followed in similar line as in Theorem 4.1 from Necula (2008) and using part b) of lemma 4.1.
For European call option price F will be F (ω) = (S(T, ω) − K) + where K is the strike price. Now following similar line of approach from Theorem 3.1 of Necula (2008) and using part a) of lemma 4.1 we get
(4.12) Equation (4.12) will be used for proving next theorem. 
Proof. Proof is in similar line as that of given in Necula (2008).
Estimation of volatility from discrete observations
Assume that the process is observed at discrete-time instants 0 = t 0 < t 1 < t 2 < · · · < t N = T . Thus the observation vector is S = (S t 1 , S t 2 , · · · , S t N ). We note that this is high frequency data. In particular, we assume t k = kh, k = 1, 2, · · · , N for a step size, h = 1 N > 0. In section 5.1 we present the results when σ t is constant and in section 5.3 when σ t is time varying. In section 5.2 and 5.4 we present simulation studies.
5.1. Constant σ. Let us start with the estimator of σ 2 aŝ
We shall prove a central limit theorem forσ 2 . The main component of the proof is central limit theorem for quadratic variations of fractional Brownian motion. We also need to bound the additional terms that comes from the geometric nature of our process. Some of these arguments are similar to those of Nourdin (2008 Nourdin ( , 2009 ). The main theorem for this section is given below.
Theorem 5.1. Assume that the stock price follows the diffusion model specified by equation (4.4) with no drift and constant volatility σ. Also assume that H ∈ (0, 3/4). N → ∞ with the observation interval Nh = T remaining constant. Without loss of generality we can assume T = 1.
where σ 2 H,2 is a constant that can be computed explicitly,
Proof. Under the condition of µ = 0 and σ t = σ, the solution (3.1) of the stochastic differential equation (4.2) simplifies to
Putting this solution in the definition ofσ 2 in equation (5.1), we get,
It is already known, for example putting κ = 2 in equation (1.5) of Nourdin(2008) , that if H ∈ (0, 3/4),
Combining (5.4) and (5.5), we have
It is shown in lemma 5.1 that the second term converges to zero in L 2 as N → ∞. In lemma 5.2 it is shown that the third term converges to zero. The theorem now follows by applying Chebyshev's inequality to get convergence in L 2 implies convergence in probability and Slutsky's theorem to get final asymptotic normality.
Lemma 5.1. Under the assumptions of theorem 5.1,
Proof. As h = 1 N l.h.s of (5.7) is
Then second moment of (5.8) becomes
Now,
. Hence the result.
Lemma 5.2. Under the assumptions of theorem 5.1,
. Hence the result. 
To get the properties of time varying volatility estimator we need some Mathematical foundation. Readers are referred to Appendix for background for time varying volatility estimator before starting of this section. We denote
] (s) and I 1 is Wiener integral with respect to fBm B H t so η k is same as the Wiener integral discussed before. Define
Theorem 5.2. Assume that the stock price follows the diffusion model specified by equation (4.4) with no drift (µ = 0) and time varying volatility σ t . Also assume that H ∈ (1/2, 3/4). N → ∞ with the observation interval Nh = T remaining constant. Without loss of generality we can assume T = 1. Then,
where σ 2 H,2, * can be computed explicitly given the form of σ(t) with the formula
Proof. r.h.s. of 5.10 can be rewritten as
Let us introduce some notations. Let us denote E(η
Using product formula for Wiener chaos integrals (8.7) we get
Let us now calculate the second moment of
Where A 1 , A 2 , A 3 , A 4 are respective terms in the summation. Now A 2 = A 3 = 0. We observe that
. So, we can see
Let us write X N in terms of multiple Wiener Ito integral.
To prove asymptotic normality we will use the two theorems (8.1) and (8.2) . Using the theorems we want to show that
For that matter we first show lim
where A, B, C are respective terms. Now EC = 0, B → 0 as N → ∞. We will be interested in A for further analysis.
Using (8.11) we get
And then
For last part of the calculation see lemma 5.2 of Tudor (2013) . as N → ∞ and H < 3 4 . Hence the proof. where σ 2 H,2, * is a constant that can be computed explicitly, given the form of σ(t).
Proof. Under the condition of µ = 0, the solution (3.1) of the stochastic differential equation (4.2) simplifies to
Putting the solution (5.13) in the definition ofσ 2 in equation (5.1), we get,
Combining (5.14) and (5.11), we have
where X N is defined in theorem 5.2. It is shown in lemma 5.3 that the second term converges to zero in L 2 as N → ∞. In lemma 5.4 it is shown that the third term converges to zero. The theorem now follows by applying Chebyshev and Slutsky with theorem 5.2 as before. 
Proof. Let us recall
We look at the L 2 norm of G.
using estimates for δ k and estimates of
Lemma 5.4. Under the assumptions of theorem 5.2, then
Proof. Again using the estimates of δ k we have
This proves the lemma for H > 1 2 as well as H < 3 4 .
Simulation studies (time varying volatility).
In this section we did simulation studies to see the difference between our actual parameter of interest
2 ds and what we achievẽ θ N for sample size N, for different Hurst parameter with different σ(s) function. We have chosen different functions σ(t), necessarily bounded, on the interval [0, 1], calculateθ N and report the results. We take N = 1000 and computeθ N and θ and note the difference.
Let us consider σ(t) a sub linear function of the form σ(t) = σt α , t ∈ (0, 1),
, σ > 0, 0 < α < 1. Next we consider functions of the form σ(t) = σ(t α + t β ) for t ∈ (0, 1), 0 < α < 1 and β > 1, i.e. polynomial with positive fraction and integer powers. We note thatθ N may not converge as N → ∞ and it will indeed not converges. So the simulation result is only for N = 1000.
For practical purpose the sub linear functions seems best.
Conclusions
In this paper we sketch the way to obtain the option price for fBm driven model with time varying volatility. We identify the parameter of interest for calculating option price. Next we have proposed estimator from high frequency data for parameter similar to so called "integrated volatility", in case of constant volatility and time varying volatility model driven by fBm. We have shown that estimators are asymptotically normally distributed for H < 3 4 . For time varying volatility model, the estimator will not asymptotically unbiased for our parameter of interest. Through some simulation study we showed how close of the parameter of interest can be achieved by the estimators under consideration.
6.1. Future directions.
(1) In all these we assume H as a known quantity. 6.2. Comments.
• Why consider fBM driven models? Non-stationary time series will also take care of thick-tails and long-range dependence in returns. But it is not easy to put them in an option pricing framework.
• Why do we have confidence intervals for option prices, when looked at as solution of an optimization problem? There is uncertainty in utility/preferences.
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8. Appendix 8.1. Wiener integral . Ω := S ′ (R), dual of the space of Schwartz class functions S, is tempered distributions with sigma algebra F . ω, f is the random variable by action of ω ∈ Ω on f ∈ S(R). Bochnor Minlos probability measure P on (Ω, F ) is such that E[exp i ω, f ] = e If L 2 (P ) ⊂ (S * ) and (S) ⊂ L 2 (P ) then action of G on F is G, F (S * ),(S) = G, F L 2 (P ) = E(GF ).
If F (ω) = α∈I a α H α (ω) ∈ (S * ) and G(ω) = β∈I b β H β (ω) ∈ (S * ) then Wick product ⋄ is defined as (F ⋄ G)(ω) = α,β∈I a α b β H α+β (ω) ∈ (S * ).
