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Abstract
The paper presents convergence estimates for a class of iterative methods for solving partial
generalized symmetric eigenvalue problems whereby a sequence of subspaces containing
approximations to eigenvectors is generated by combining the Rayleigh–Ritz and the pre-
conditioned steepest descent/ascent methods. The paper uses a novel approach of studying the
convergence of groups of eigenvalues, rather than individual ones, to obtain new convergence
estimates for this class of methods that are cluster robust, i.e. do not involve distances between
computed eigenvalues.
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1. Introduction
This paper is concerned with the convergence of numerical methods known as ‘pre-
conditioned gradient methods’ [15,14] for computing several smallest eigenvalues of
the problem
Lu = λMu, (1)
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or, equivalently, several largest eigenvalues of
Mu = µLu, (2)
where L and M are symmetric positive definite operators in a real Eucledean space
E. In the paper we enumerate the eigenvalues λj of (1) in ascending order and the
eigenvalues µj of (2) in descending. The paper’s focus is on large-scale parameter-
dependent problems, in particular, those resulting from the discretization (e.g. the
finite element one) of partial differential ones. Specifically, we have in mind for
L a discretization of a partial differential (unbounded) operator and for M of a non-
differential (bounded) one, and, accordingly, several smallest λj (respectively several
largest µj ) are of interest. At the same time, we emphasize that the results of this
paper are purely algebraical and apply to any algebraic eigenvalue problem of the
above kind.
The role of preconditioning in iterative methods is to accelerate the convergence
of iterations and, in the case of parameter-dependent problems, to eliminate any
possible negative influence of certain parameters, such as the mesh size parameter
of a discretized problem, on the convergence rate. Nowadays, various precondition-
ing techniques are available which make the convergence of iterative methods for
solving linear systems, such as the conjugate gradient method, robust with respect
to the parameters of the problem, i.e. unaffected by those parameters in a certain
range of their values. In the case of eigenvalue problems, however, preconditioning
alone may not be enough to deliver robust convergence. Indeed, the convergence
of iterative methods for eigenvalue problems (for brevity referred to as eigensolvers
below) generally depends on the distances between the computed eigenvalues and,
hence, may be very slow when the eigenvalue of interest are clustered, i.e. are very
close to each other. In addition, the distances between eigenvalues generally depend on
the parameters of the problem and, therefore, so does the convergence of eigensolvers.
An efficient approach to tackling problems with clustered eigenvalues is to com-
pute several eigenvalues simultaneously by using subspace iterations rather than
vector ones. (It should be noted, however, that some subspace iteration methods
compute eigenvalues successively and, hence, may still have problems with clustered
eigenvalues: examples of such methods are the generalized Davidson method and
its variants—see e.g. [22] and the references therein—and the method described in
Section 6 of Chapter 9 in [5].) Indeed, in the case of the inverse subspace iterations
Ii+1 = L−1MIi , where Ii ⊂ E approximate an invariant subspace I of (1) cor-
responding to several smallest λj , the error in λj on ith iteration is estimated by
c(λj /λn+1)2i , where n is the dimension ofI and c does not depend on the distances
between λ1, . . . , λn (see e.g. [9]). Thus, the convergence is not adversely affected by
the presence of clustered eigenvalues among those computed, and hence we may say
that the inverse subspaces iterations are cluster robust. The main goal of this paper
is to show that the same is true for a class of methods that represent subspace (or
block) versions of the preconditioned gradient methods and are referred to below as
preconditioned gradient subspace iteration methods.
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Preconditioned gradient methods are the oldest among iterative methods for eigen-
value problems which use preconditioning: an asymptotic convergence result for a
method of this kind was obtained as early as in 1958 [28]. (Remarkably, the upper
bound for the asymptotic convergence factor that can be obtained from this very first
asymptotic result for the preconditioned steepest descent still remains the smallest
proven for the method studied there.) The most familiar methods of the class are
variants of the preconditioned steepest descent method [28,9,5,18] and the precondi-
tioned conjugate gradient method [2,7,10]. The idea behind preconditioned gradient
methods is quite simple and natural: the minimization of the Rayleigh quotient using
its gradients calculated in some auxiliary scalar product. Their implementation is also
fairly simple compared to various two-level methods built around the powerful shift-
and-invert technique, such as Rayleigh quotient iterations, Jacobi–Davidson method
etc. (see e.g. [1,26] and the references therein), which invariably involve complicated
stopping criteria for the inner iterations (see e.g. [20]). One of the most promising
methods of the class, the so-called locally optimal block preconditioned conjugate
gradient (LOBPCG) method [12] is shown numerically to outperform many other
eigensolvers used nowadays (see [12,13]).
The convergence properties of the preconditioned gradient subspace iteration
methods are much less investigated than those of their one-vector prototypes. One
of the first estimates for a method of this kind was obtained in [3]. However, the
assumptions on the problem and the initial subspace in [3] are quite strong: the
eigenvalues are assumed to be simple and the distance between the initial subspace and
the corresponding invariant subspace of (1) (measured in a certain metric) is assumed
to be not greater than a rather small quantity depending strongly on the distances
between the computed eigenvalues. Thus, the estimate in question is not cluster robust,
whereas the numerical tests in [3] show that the method itself is. Furthermore, this
estimate is not recursive—the errors on the ith iteration are estimated in terms of the
initial errors rather than previous ones, which prevents applying this estimate to other
practically important preconditioned gradient methods such as LOBPCG. A recent
estimate for the same method given in [13] is recursive and, moreover, sharp; however,
by this estimate, the error reduction factor for λj after an iteration is determined by
λj/λj+1, and approaches 1 together with the latter (see (15)). Thus, this estimate is
not cluster robust either.
Given that the convergence estimate in [13] is sharp and at the same time not
cluster robust, the question arises whether it is possible at all to have cluster robust
estimates for methods at hand. The answer to this question very much depends on
what kind of estimates we are after. A simple example shows that for the method in
[3,13] it is not possible to have an estimate of the form
λi+11 − λ1  qi(λi1 − λ1), (3)
where qi < 1, λ1 is the smallest eigenvalue of (1) and λi1 is the smallest Ritz value
in the iterated subspace Ii without assuming that λi1 < λ2 (note that qi → 1 as
λi1 → λ2), where λ2 is the second distinct eigenvalue of (1), or else that the gap
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between the invariant subspace corresponding to λ1 and λ2 and its approximation
is smaller that a quantity depending on λ2 − λ1. Since both two assumptions are
unacceptably strong in the case where the first two distinct eigenvalues of (1) belong
to a cluster, the estimate (3) cannot be cluster robust, and, hence, the answer to the
question posed at the beginning of this paragraph appears to be negative.
As we discuss in Section 3, the problem with the estimate (3) is that we do not
generally know which eigenvalue λk a given Ritz value λij approximates. What we
do know about most preconditioned gradient subspace iteration methods is that if
λik < λk+1 for some k then λ
i
1, . . . , λ
i
k approximate λ1, . . . , λk , not necessarily in
this order, which suggests working with eigenvalue groups rather than individual
eigenvalues. This novel approach indeed proved to be successful: in this paper we
obtain estimates of the form
k∑
j=1
(µj − µi+1j )  qi,k
k∑
j=1
(µj − µij ), (4)
where qi,k  qk < 1, that are cluster robust in the sense that neither qi,k nor qk depend
on the distances between µ1, . . . , µk .
The plan of the paper is as follows: in Section 2 we discuss the preconditioned
gradient methods for calculating the smallest eigenvalue of (1). In Section 3 we
consider some subspace iteration versions of the same methods and discuss some
available convergence results and their limitations. In Section 4 we present the new
convergence results and discuss their advantages over previously available results;
here we also elaborate further on the cluster robustness of subspace iterations and
show that it implies robustness with respect to the parameters of the problem. The
proofs of the main results of Section 4 are given in Section 5, and Appendix A contains
auxiliary results.
2. Preconditioned gradient methods
Let us denote by λ(u) the Rayleigh quotient for (1) on the vector u and by r(u)
the corresponding residual vector, i.e.
λ(u) = (Lu, u)
(Mu, u)
, r(u) = (L − λ(u)M)u. (5)
The minimal eigenvalue λ1 of (1) is the minimum of λ(u), therefore it can be found
by applying to λ(u) one of the methods for the minimization of a functional, e.g. the
steepest descent method
ui+1 = ui − τi∇λ(ui), (6)
where τi are parameters which should be chosen in such a way that λi ≡ λ(ui)
converges to λ1. One possible choice for τi is the value which minimizes λ(ui+1),
and it is this choice which has become associated with the term ‘steepest descent
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method’. (In fact, this association is rather misleading: ‘steepest’ actually refers to
the direction of descent rather than to the particular point in that direction where λ(u)
reaches its minimal value. Perhaps, it would be more proper to call iterations (6) with
such locally optimal choice of τi ‘locally optimal steepest descent’.)
The gradient direction ∇λ(u) depends on the scalar (inner) product we use. In the
standard steepest descent method the usual scalar product (·, ·) in E is used, which
leads to a very slow convergence of the iterations (6) when the ratio (λ2 − λ1)/λN ,
whereλ2 is the second smallest eigenvalue of (1) andN is the dimension ofE, is small.
If, instead, we use the scalar product (·, ·)K−1 ≡ (K−1·, ·), where K is a symmetric
positive definite operator which will be specified later on, then the gradient of λ(u)
becomes
∇Kλ(u) = 2
(Mu, u)
Kr(u),
and (6) becomes
ui+1 = ui − τiKr(ui). (7)
Available convergence estimates for the iterations (7) suggest that the convergence
rate is determined by the relative distance between the first two distinct eigenvalues
and the spectral condition number (the ratio of the largest to the smallest eigenvalue)
of KL. Due to the latter, the operator K is called a preconditioner for L, and hence
it is natural to call methods based on (7) preconditioned gradient methods. (We
observe that this is essentially the same view on preconditioning as that for linear
systems, although in the latter case preconditioning is usually introduced in a different,
‘algebraic’ way as pre-multiplying the system Lu = f by an operator K such that the
condition number of KL is much less than that of L: the ‘geometrical’ representation
chosen in this paper follows [5,9] and other works by the same authors and is obviously
equivalent to the ‘algebraic’ one. In the case at hand this view on preconditioning
is somewhat misleading, since it suggests that K = L−1 is the best preconditioner,
which it is not. For a different view on preconditioning in eigenvalue problems see
[22].)
In [17] the iterative scheme (7) is interpreted in a different manner. In the simplest
version of the well-known inverse iteration method for (1) ui+1 is found by solving
Lui+1 = λiMui , where λi = λ(ui). The above equation can be solved using the
preconditioned iterative scheme
vk+1 = vk − τK(Lvk − λiMui). (8)
If only one iteration (8) is performed, we obtain the iterative scheme which is called
in [17] preconditioned inverse iteration (PINVIT; note that in [17] K is scaled so that
τ = 1):
ui+1 = ui − τKr(ui). (9)
We observe that PINVIT is a particular case of (7) with τi = τ .
The convergence of the preconditioned steepest descent method was first studied
in [28] where the following asymptotic estimate has been obtained (the very same
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asymptotic result was later reproduced, apparently independently and in a somewhat
different context, in [21]):
λi+1 − λ1  q2(λi − λ1)
(
1 + O
(√
λi − λ1
))
, (10)
whereλi = λ(ui), q = (b1 − a1)(b1 + a1) and a1 and b1 are respectively the minimal
positive and the maximal eigenvalue of K(L − λ1M). If K satisfies the standard
assumption
aL−1  K  bL−1, (11)
then a1  (1 − λ1/λ2)a, where λ2 is the second distinct eigenvalue of (1), and b1  b
and, hence, in (10) we can take
q = 1 − ξ
1 + ξ , ξ =
a
b
λ2 − λ1
λ2
. (12)
An asymptotically equivalent non-asymptotic result can be found in [9] (Theorem
3.3; note that this theorem actually applies to a more general iterative scheme, of
which (7) is a particular case):
λi+1 
(
1 − 1 − q
2
min{κ, hi}
)
λi, λ = λ − λ1
λ2 − λ, (13)
where q is given by (12), κ = b/a and
hi = (1 + (κ − 1)q2i)
(
1 +
(√
κ − 1√
κ
)2
i
4
)
×
1 + (κ − 1)√ κq2i
1 − i + κq2i
 ,
i = λ2
λi
λi − λ1
λ2 − λ1 .
Another asymptotically equivalent result can be easily derived from that in [22]:
λi+1 − λ1 
(
1 − ξ + i
1 + ξ + i
)2
(λi − λ1), (14)
where ξ is given in (12) and
i =
(
3 + λ2
λ1
)
(λi − λ1)(λ2 − λ1)
(λ2 − λi)2 .
In [18] a sharp but very cumbersome convergence estimate for INVIT was ob-
tained; later, it has been simplified to become (cf. [19]):
λi+1 − λj
λj+1 − λi+1  q(γ, λj , λj+1, λ
i)2
λi − λj
λj+1 − λi , (15)
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where γ = (b − a)/(b + a), j is such that λj  λi < λj+1, and q(u, v,w, t) is the
unique solution of the following equation:
x = v
w
+ u
(
1 − v
w
)√
cos2 α + x2 sin2 α, sin2 α = w
t
t − v
w − v .
Due to the minimax principle, (15) applies to (7) as well; we observe, however,
that limi→∞ q(γ, λ1, λ2, λi) > q, where q is given by (12), and hence the estimates
(10), (13) and (14) are asymptotically better than (15). This is quite expectable, as
the value of τ in PINVIT is not optimal neither locally nor globally (cf. [13,14]).
Just like in the case of solving linear systems, the convergence of the preconditioned
steepest descent can be accelerated by using data from previous iterations, e.g. as
follows:
ui+1 = ui − τiKr(ui) − υiui−1. (16)
The above iterative scheme with τi and υi chosen to minimize λ(ui+1) is known as the
locally optimal preconditioned conjugate gradient method (LOPCG) [10]. Obviously,
the above convergence estimates apply to LOPCG as well but only as preliminary
ones because in practice the iterations (16) converge considerably faster than (7),
the acceleration being virtually the same as in the case of linear systems. Some
other conjugate gradient schemes are considered e.g. in [7]; respective convergence
estimates for the general case a < b are not yet available (asymptotical convergence
results for the case a = b = 1, i.e. K = L−1, are reported in [2]).
A straightforward generalization of (16) is to introduce more previous approx-
imate eigenvectors (i.e. ui−2, ui−3 etc.) into the right-hand side. However, as the
numerical experiments in [14] show, this approach does not lead to any noticeable
further acceleration of the convergence. Some insights on why this might be so are
provided in [10,12], where locally optimal preconditioned conjugate gradient itera-
tions for the eigenvalue problem (1) are compared with those for the linear system
(L − λ1M)u = 0. In the latter case the preconditioned conjugate gradient methods
mentioned above are equivalent in exact arithmetic, since they all produce an approx-
imation to u in the Krylov subspace for K(L − λ1M) that is the best possible in the
sense of the semi-norm induced by L − λ1M . Consequently, invoking ui−2 etc. does
not affect the convergence at all (in exact arithmetic). While the same does not hold
for the eigenvalue problem (1), the two cases at hand are closely related because,
as indicated in [10], the functionals minimized on each preconditioned conjugate
gradient iteration for (1) and for the above linear system are asymptotically close to
each other.
As mentioned above, available convergence results, in particular those we just
have discussed, suggest that the convergence of preconditioned gradient methods for
computing the smallest eigenvalue λ1 of (1) is essentially controlled by the following
two parameters: (i) the spectral condition number b/a of KL, and (ii) the relative
distance between λ1 and λ2. In the case of a parameter-dependent problem the lat-
ter distance generally also parameter-dependent and may tend to zero when some
parameters approach certain ‘critical’ values. Hence, the methods discussed in this
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section are not robust even if a robust preconditioner (a one for which b/a is bounded
by a constant that does not depend on the parameters) is used. To achieve robustness
we need to look for methods which are cluster robust, i.e. can efficiently compute
clustered eigenvalues. In the next section we turn to the subspace, or block, versions of
the above preconditioned gradient methods, which, as mentioned in the Introduction,
appear to be cluster robust.
3. Preconditioned gradient subspace iterations
Preconditioned gradient subspace iteration eigensolvers combine the precondi-
tioned gradient descent technique (7) with the Rayleigh–Ritz method. A straight-
forward subspace generalization of (7), known as the block preconditioned steepest
descent (see e.g. [13]), defines new approximations {λi+1j , ui+1j } to the eigenpairs{λj , uj } of (1) as the Rayleigh–Ritz eigenpairs (Ritz values and vectors) in the sub-
space
Ii+1 ≡ span
{
u
i+ 12
j
}
j=1,n
, u
i+ 12
j = uij − τijKr(uij ). (17)
The use of the above scheme raises the issue of the choice of the parameters τij . In
[4] locally optimal ones for each vector are chosen, i.e. τij minimizes λ(ui+
1
2
j ). No
convergence proof for this scheme is available at present, but the numerical results in
[4] demonstrate that it works. The paper [3] assumes that
(1 − γ )L−1  K  (1 + γ )L−1, (18)
where γ < 1, and suggests τij = 1, which leads to the following convergence result:
assuming that the eigenvalues λ1, . . . , λn are simple and that
n∑
j=1
‖(1 − P0)uj‖2L 
(1 − γ )2
19992
(
λ1
λn
(
1 − λn
λn+1
))4
, (19)
where
 = max
1jn
λj+1 + λj
λj+1 − λj ,
and P0 is the (·, ·)L-orthogonal projection onto I0, one has
1 − λj
λij
 1.03 λn+1
λn+1 − λj δ¯
2i
j ‖(1 − P0)uj‖2L, (20)
where
δ¯j = δj + 1 − δn2
λj
λn
√
λn+1 − λn
λn+1 − λj , δj = γ + (1 − γ )
λj
λn+1
.
148 E. Ovtchinnikov / Linear Algebra and its Applications 415 (2006) 140–166
We note that although the estimates (20) are cluster robust, the same cannot be said
about the above convergence result as a whole because of the condition (19) on the
initial subspace I0, where the distances between eigenvalues feature prominently.
The same choice of τij under the same assumptions on K is also considered in
[16], where a sharp estimate is given that can be rewritten as follows (cf. [19]):
λi+1j − λkj
λkj+1 − λi+1j
 q(γ, λkj , λkj+1, λij )2
λij − λkj
λkj+1 − λij
, (21)
where kj is such that λkj  λij < λkj+1 and q(u, v,w, t) is the same as in (15). This
remarkable and somewhat surprising result will be discussed in more detail later on
in this section.
Yet another approach is to use the subspace
Ii+
1
2 = span{uij ,Kr(uij )}j=1,n (22)
as the trial subspace of the Rayleigh–Ritz method and to choose as the new subspace
Ii+1 the one that spans the Ritz vectors inIi+ 12 corresponding to n smallest Ritz val-
ues. By the minimax principle these Ritz values are smaller than those in (17) for any
τij (in view of this, (22) might be called ‘locally optimal block preconditioned steepest
descent’), hence the above estimates apply to (22) as well. Yet another estimate that
applies to (22) can be found in [6]: it is similar to (21) but has a larger factor q that,
however, does not depend on λij . We note that both (21) and the mentioned estimate
from [6] are obviously not cluster robust, unless applied to the largest eigenvalue in
a cluster.
It turns out, that, just like in computing a single eigenvalue, adding the previous
approximationsui−1j toI
i+ 12 dramatically improves the convergence. Methods based
on this idea are known under the collective name of locally optimal block precondi-
tioned conjugate gradient (LOBPCG) method [12]. In view of the minimax principle,
estimates (21) apply to any iterative scheme which uses the Rayleigh–Ritz method in
a subspace containingIi+ 12 given by (22), in particular, to LOBPCG (although they,
of course, do not reflect the remarkable convergence features of the latter). Again, a
surprising fact is that increasing Ii+ 12 any further does not have any tangible effect
[12,14].
Returning now to (21), we observe that, despite being sharp, this estimate appears
to be in some sence less accurate than (20). Indeed, assuming that kj = j , the upper
bound of the asymptotic convergence factor for λij − λj according to [3] is (γ +
(1 − γ )λj /λn)2, whereas (21) suggests q(γ, λj , λj+1, λij )2, which approaches (γ +
(1 − γ )λj /λj+1)2 as λij → λj . In order to understand why (21) is so pessimistic,
consider the following simple example. Let uij = αukj + βukj+1 and assume that all
the other Ritz vectors are orthogonal to ukj and ukj+1 in the scalar product (·, ·)M ,
and that span{ukj , ukj+1} is an invariant subspace of K . It is easy to see that in
this case ui+
1
2
j is a Ritz vector in I
i+1
. Assuming for simplicity of indexation that
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λi+1j−1  λ(u
i+ 12
j )  λ
i+1
j+1 (i.e. that other Ritz vectors have not ‘overtaken’ u
i+ 12
j in
terms of respective Rayleigh quotients), we have λi+1j = λ(u
i+ 12
j ). Thus, the conver-
gence of this Ritz pair is completely unaffected by the presence of other Ritz pairs,
i.e. here we essentially have the case of single vector iterations, to which (15) applies.
Furthermore, the two-dimensional analysis in [17] shows that in the considered case
there exists K such that (15) becomes an equation. Now, in the case of (20), we have
a very strong assumption (19) about I0 that apparently excludes the above ‘worst
case’, making it possible to obtain a convergence estimate that is asymptotically better
than (21).
Another limitation of (21) is the fact that it provides estimates for the convergence
to some eigenvalues only: if the interval [λk, λk+1) contains no Ritz values λij then
it is not possible to estimate, based on (21) only, the number of iterations needed to
achieve a given accuracy in λk . To put it a bit differently, if we use (21) to estimate the
number of iterations needed in order to achieve a given accuracy in m smallest distinct
eigenvalues of (1), then we have to assume that each interval [λk, λk+1) contains
precisely as many λij as the multiplicity of λk . In the case of clustered eigenvalues
such an assumption is obviously too strong.
The latter limitation, however, is not specific to the estimate (21): as mentioned in
the Introduction, it is not generally possible to have an estimate of the form (3) without
making an assumption involving the distance between consecutive eigenvalues in
some way. To see this, it is enough to consider the case when the first Ritz vector
ui1 in I
i is equal to the second eigenvector of (1) (assuming that λ1 is simple and
enumerating Ritz vectors in ascending order of the corresponding Ritz values). It is not
difficult to arrange the data in such a way that after one iteration of the method studied
in [3,13] we have λi+12 > λ2 and, hence, λi1 − λ1 = λi+11 − λ1. The above is merely a
very simple example that shows that in order to obtain useful convergence estimates
for individual eigenvalues we need to identify first which Ritz value approximates
which eigenvalue of (1). In the general case, this appears to be not such an easy task as
it is in the above example (where it would be enough to look at the residuals), and the
author is not aware of any convergence estimates of such kind. An alternative approach
that is used in this paper is based on the following simple observation: we may not
know which Ritz value approximates which eigenvalue of (1) but if λik < λk+1 then
λi1, . . . , λ
i
k approximate λ1, . . . , λk , not necessarily in this order. This suggests that
instead of trying to obtain estimates of the form (3) one should look for estimates of
the form (4): in the next section we present such estimates.
4. New convergence estimates
The new estimates below apply to a subclass of preconditioned gradient subspace
iteration methods whereby the trial subspace of the Rayleigh–Ritz method contains
both current Ritz vectors and the preconditioned residuals thereof, i.e.
150 E. Ovtchinnikov / Linear Algebra and its Applications 415 (2006) 140–166
Ii+1 = span{uj (Xi )}ni+1j=1 , Xi ⊃ Ii + span{Krj (Ii )}nij=1, (23)
where Ii is the iterated subspace, ni = dimIi , rj (X) ≡ r(uj (X)) and uj (X) are
the Ritz vectors in the subspace X, i.e.
(r(uj (X)), v) = 0 ∀v ∈ X,
enumerated in the increasing order ofλ(uj (X)). We observe that while the above class
of methods does not include (17), it does include (locally optimal) block precondi-
tioned steepest descent (22), the version of LOBPCG whereby Xi = Ii−1 +Ii +
span{Krj (Ii )}nij=1 (in both methods ni = n = dimI0) and also the block version
of the generalized Davidson method [27] wherebyIi+1 = Ii + span{Krj (Ii )}nj=1
(and hence ni+1 = ni + n). It is important to emphasize, however, that with regard to
the last two methods the estimates of this paper can only be considered as preliminary
ones, as the methods themselves demonstrate much better convergence in practical
calculations than the first one (see [12–14] and the discussion of this phenomenon in
the previous two sections).
The estimates of this section are given in terms of the eigenvalues µj rather than
λj and corresponding Ritz values µij = (λij )−1, which proved to be more convenient
for the convergence analysis. Accordingly, we denote the Rayleigh quotient for (2) by
µ(u), i.e.µ(u) = λ(u)−1, and use the notation s(u) = (µ(u)L − M)u and sij = s(uij )
for the residuals. The enumeration of µj and µij starts from 1 and is in decreasing
order, each eigenvalue or Ritz value being counted as many times as the multiplicity.
The eigenvectors are normalized in the norm ‖ · ‖L.
Below we denote by θ(X,Y) the gap between subspaces X and Y measured in
the scalar product (·, ·)L = (L·, ·). Further, for any m  n we denote
Im = span{uj }mj=1, Iim = span{uij }mj=1,
θi,m = θ(Iim,Im), ti,m = tan(Iim,Im) =
θi,m√
1 − θ2i,m
,
ρi,m =
m∑
j=1
‖sij‖2L−1
(µij )
2 .
We start with a simple global convergence result.
Theorem 1. For any method using the iterative scheme of the form (23), the Ritz
values µij converge to eigenvalues of M. If µ0k > µk+1 for some k  n then µij
converge to µj , j = 1, . . . , k.
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Proof. From Lemmas 8 and 9 in Appendix A it follows that
n∑
j=1
‖rij‖2
µij
 b
a
(1 + ρi,n)
n∑
j=1
(µi+1j − µij )
 b
a
1 + 1
µ0n
n∑
j=1
(µi+1j − µij )
 n∑
j=1
(µi+1j − µij )
with a and b from (11). Since the sequences µij are convergent the right-hand side of
the above inequality converges to zero, and, hence, so do the residuals ‖rij‖, which
implies that the limits of µij are eigenvalues of M . If µ
0
k > µk+1 then from Lemma
5 it follows that θi,k → 0 and, hence, µij → µj , j = 1, . . . , k. 
The next result provides a ‘rough’ (but cluster robust) convergence estimate for
(23).
Theorem 2. If K satisfies (11) and µ0k > µk+1 for some k  n then the following
convergence estimate holds for methods using the iterative scheme (23):
k∑
j=1
(µj − µi+1j ) 
q2i,k + i,k
1 + i,k
k∑
j=1
(µj − µij ), (24)
where
qi,k = 1 − ξi,k1 + ξi,k , ξi,k = (1 − θ
2
i,k)
a
b
(
1 − µ
i
k
µk+1
)
(note that the assumption µ0k > µk+1 implies that θi,k < 1—cf. e.g. Lemma 10) and
i,k = b
a
(1 + ρi,k)(ai,kρi,k + bi,kθ2i,k + ci,kt2i,k),
where ai,k, bi,k and ci,k do not depend on the distances between µ1, . . . , µk.
Proof. See Section 5.1; explicit expressions forai,k ,bi,k and ci,k are given by (45). 
The third result improves the previous one in the case when θi,m is small for some
k < m  n.
Theorem 3. Assuming that K satisfies (11) and that µ0m > µm+1 and µ0k > µk+1for some k < m  n, the following convergence estimate holds for methods using
the iterative scheme (23):
k∑
j=1
(µj − µi+1j ) 
q2i,k,m + i,k,m
1 + i,k,m
k∑
j=1
(µj − µij ), (25)
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where
qi,k,m = 1 − ξi,k,m1 + ξi,k,m , ξi,k,m = (1 − θ
2
i,m)
a
b
(
1 − µ
i
k
µm+1
)
and
i,k,m = b
a
(1 + ρi,k)(ai,k,mρi,k + bi,k,mθ2i,m + ci,k,mt2i,k),
where ai,k,m, bi,k,m and ci,k,m do not depend on the distances between µ1, . . . , µk.
Proof. See Section 5.2; explicit expressions for ai,k,m, bi,k,m and ci,k,m are given by
(50). 
Using Lemmas 9 and 10 for estimating ρi,k and t2i,k via the total error in µj ,
j = 1, . . . , k, and θ2i,m via that in µj , j = 1, . . . , m, we obtain from (25) the following
estimate in terms of eigenvalues only.
Corollary 1. Under the assumptions of Theorem 3 the following estimate is valid:
k∑
j=1
(µj − µi+1j ) 
q2k,m + pk,mµim
1 + pk,mµim
k∑
j=1
(µj − µij ),
where
qk,m =
(
1 − ξk,m
1 + ξk,m
)2
, ξk,m = a
b
(
1 − µm+1
µk
)
, µim =
m∑
j=1
(µj − µij ),
and pk,m does not depend on the distances between µ1, . . . , µk.
Corollary 2. Under the assumptions of Theorem 3 the following estimate is valid for
the asymptotic convergence factors for µj − µij , j = 1, . . . , k:
qj,∞ ≡ lim
i→∞
(
µj − µij
µj − µ0j
)1/i
 lim
i→∞ qi,k,m = qk,m, (26)
where qk,m is given in Corollary 1.
Remark 1. In the case k = m = n = 1, i.e. for the single-vector preconditioned
steepest descent, the estimate (26) can be derived from the asymptotic convergence
estimate (10).
The above convergence results look rather cumbersome, especially as compared
to the elegant result (21) by Knyazev and Neymeyr. However, they have several
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important advantages over the available convergence results discussed in Section 3.
First of all, they are cluster robust in the sense that they do not involve the distances
between µ1, . . . , µk (moreover, in the case of Theorem 3 even the distance between
this group of eigenvalues and the rest of the spectrum appears in asymptotically
insignificant terms only—cf. (50)). Next, unlike (21), the estimate (25) suggests that
the convergence to extreme eigenvalues is generally faster than to those lying deeper
in the spectrum (this can be seen also from (20)): this phenomenon should be familiar
to anyone who ever dealt with practical eigenvalue computation, and is the rationale
of the common practice of choosing the size of iterated subspace to be slightly greater
than the number of eigenvalues needed. Further, the convergence to µ1, . . . , µk is
guaranteed under much milder assumptions than those made in (19) and (implicitly)
in (21). Finally, the estimate (26) for the asymptotic convergence factors that follows
from Theorem 3 is the smallest available for this class of methods.
Let us now return to the issue of robustness with respect to the parameters of the
problem. A closer inspection of the above convergence estimates reveals that some
distances between eigenvalues are still present, notably, the relative distance between
µik and µm+1 and between µ
i
k and µk+1. The former is, obviously, less of a problem
than the latter (at least for a few extreme eigenvalues) but even though the latter
is only present in asymptotically insignificant terms in (25), one cannot claim that
(25)—let alone (24)—is robust with respect to the parameters of the problem because
the inverse of this relative distance generally cannot be estimated from above by a
constant independent of the parameters. Nevertheless, it is possible to show that the
methods in question are parameter robust using the estimate (24) and some fairly
reasonable assumptions as follows.
Consider the case where (2) depends on a single parameter t (the case of sev-
eral parameters can be treated in the same way) and assume that for any number k
there exist µ > 0 such that the number of eigenvalues µj (t) > µ is not less than k,
and that for any finite interval [µ0, µ0], where µ0 > 0, the number of eigenvalues
µj (t) ∈ [µ0, µ0] is not greater than a number that does not depend on the parameter
t in its range of interest. Let us show now that the methods studied in this section are
robust in the following sence: under the above assumptions for any k there exist δ > 0
and m  k such that the convergence of µij to µj , j = 1, . . . , k, does not depend on
t provided that the dimension of the initial subspace I0 is not less than m and that
sin(Im,I0) < δ.
The idea behind the calculations below is simply to show that under the above
assumptions there always is a lacuna in the spectrum of the size that is bounded
from below by a constant that does not depend on t . For simplicity, assume that
t ranges in (0, 1]. Let us first choose µ0 > 0 such that the number of eigenvalues
µj (t) > µ
0 is not less than k for any admissible value of t in (0, 1]. Next, let us
choose arbitrary positive µ0 < µ0. Let l(t) be the number of µj (t) ∈ [µ0, µ0] and
let l be the maximum of l(t) taken over all admissible values of t in (0, 1]. In view
of our assumptions l is finite, and it is easy to see that for any t ∈ (0, 1] there exists
m(t)  k such that
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1 − µm(t)+1
µm(t)
 1
l + 1
(
1 − µ0
µ0
)
≡ δ0 > 0.
Let m be the maximum of m(t) over [0, 1] and assume that dimI0  m. If
sin(Im,I0) < δ = √δ0/(2 − δ0) then, by Lemma 4, we have 1 − µ0m(t)/µm(t) <
δ0/(2 − δ0), which implies 1 − µm(t)+1/µ0m(t) > δ0/2. Hence, using Corollary 1, we
conclude that the convergence of µij to µj , j = 1, . . . , m(t), does not depend on t ,
and, hence, the same holds for j = 1, . . . , k.
5. The proofs of Theorems 2 and 3
In order to simplify the notation, let us first get rid of the operator L by
using the standard change of variables u → L−1/2u, M → L1/2ML1/2 and K →
L−1/2KL−1/2. Note that the assumption (11) becomes
aI  K  bI, (27)
and that for the backward change the norms of residuals si should be replaced by
‖si‖L−1 . To make sure that the smallest eigenvalue of M (which in the new notation
can be very small and depends on the discretization parameters) is not involved, from
now on we assume that M is positive semi-definite.
5.1. The proof of Theorem 2
Denote by Pk and Pi,k the orthogonal projectors ontoIk andIik respectively. We
start by observing that by the maximin principle µi+1j  µˆj = µj (Yi ), where
Yi = span{uij − τj (I − Pi,k)Ksij }, (28)
and τj are some real positive values. Hence, µj − µi+1j  µj − µˆj , and it is enough
to obtain upper estimates for µj − µˆj via µj − µij . To reduce the number of indices,
below we denote P = Pk , Q = Pi,k ,Y = Yi , µ˜j = µij , u˜j = uij , sj = sij , θ = θi,k ,
t = ti,k and ρ = ρi,k .
Let us denote uˆi = u˜i − τi(I − Q)Ksi . The next step of the proof consists in
reducing the estimation of µj − µˆj to that of µj − µ(uˆj ) by showing that the dif-
ference between the sums of the above quantities is asymptotically insignificant.
It is easy to verify that uˆi are linearly independent; hence, we can use them as a
basis of the trial subspaceY, which implies that µˆi are the eigenvalues of the problem
Av = µˆBv,
where A and B are k-by-k matrices with the entries aij = (Muˆi, uˆj ) and bij =
(uˆi , uˆj ). We have
bij = δij + τiτj (QKsi,QKsj ) ≡ δij + bij ,
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where δij is the Kronecker symbol and Q = I − Q. Further, since Qui = 0 and
Qsi = 0, we have (Mui,QKsj ) = (−si,QKsj ) = −(si, Ksj ) and, hence,
aij = µ˜iδij + τi(Ksi, sj ) + τj (si, Ksj ) + τiτj (MQKsi,QKsj )
≡ µ˜iδij + aij .
Using (27), we have
|(Ksi, sj )|  ‖si‖K‖sj‖K  b‖si‖‖sj‖, |(QKsi,QKsj )|  b2‖si‖‖sj‖,
and
|(MQKsi,QKsj )| |(MPQKsi, PQKsj )| + |(MP QKsi, P QKsj )|
 (µ1‖PQ‖2 + µk+1)‖Ksi‖‖Ksj‖
 (µ1θ2 + µk+1)b2‖si‖‖sj‖. (29)
Hence, assuming that
τi 
2
bµ˜i
, (30)
we easily obtain the following estimates for aij and bij :
|aij | 
(
2
µ˜i
+ 2
µ˜j
+ 4µ1θ
2 + µk+1
µ˜i µ˜j
)
‖si‖‖sj‖, |bij |  4
µ˜i µ˜j
‖si‖‖sj‖.
Denote by A and B the matrices with the entries aij and bij . We have
0  Tr(A)  4
k∑
i=1
‖si‖2
µ˜i
+ 4(µ1θ2 + µk+1)
k∑
i=1
‖si‖2
µ˜2i
,
and
‖B‖  ‖B‖F  4
k∑
i=1
‖si‖2
µ˜2i
.
Using the above estimates for ‖A‖ and ‖B‖, the fact that µ(uˆj ) = ajj /bjj and the
estimate (A.2) of Lemma 3, we obtain
k∑
i=1
(µ(uˆj ) − µˆj ) 16
(
k∑
i=1
‖si‖2
µ˜i
+ (µ1θ2 + µk+1)
k∑
i=1
‖si‖2
µ˜2i
)
k∑
i=1
‖si‖2
µ˜2i
 16ρ
(
2 + µ1
µk+1
θ2
) k∑
i=1
‖si‖2
µ˜i
. (31)
The next step of the proof consists in estimating the sum of µj − µ(uˆj ) via the sum
of µj − µ˜j . Consider the following Hermitian operator depending on a parameter:
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Mµ = µP + (µI − M)P , (32)
where P = I − P . It is easy to see that
(µ − µk+1)I  Mµ  µI. (33)
Hence, is µ > µk+1 then Mµ > 0. The usefulness of Mµ stems from the following
simple estimate:
‖P u˜i‖2Mµ˜i = ((µ˜iI − M)P u˜i, P u˜i) = ((M − µ˜iI )P u˜i, P u˜i)
= (µ(P u˜i) − µ˜i)‖P u˜i‖2  µ(P u˜i) − µ˜i , (34)
together with the estimate (which will be proved below)
µ(P u˜i) − µˆi  ‖P uˆi‖2Mµ˜i + (O(θ
2) + O(t2))‖si‖2, (35)
and the fact that, by Lemma 7,
k∑
i=1
µi =
k∑
i=1
µ(P u˜i) + O
(
t2
k∑
i=1
‖si‖2
)
. (36)
Hence, if we obtain an upper estimate for ‖P uˆi‖Mµ˜i via ‖P u˜i‖Mµ˜i , which is the next
step of the proof, then by taking the sum over i = 1, . . . , k we will obtain the sought
estimate for µi − µˆi via µi − µ˜i .
We have
P uˆi = P u˜i − τiP QKsi = P u˜i − τiP QKQsi
= P u˜i − τiP QKQ(P + P)si
= P u˜i − τiP QKQMµ˜i u˜i − τiP QKQPsi = (I − τiTi)P u˜i − τivi,
where Ti = P QKQMµ˜i and vi = P QKQPsi = P QKQPQsi . Using (33) and
(27), we obtain for vi the estimate
‖vi‖Mµ˜i 
√
µ˜i‖vi‖  b
√
µ˜i‖QPQsi‖  b
√
µ˜iθ
2‖si‖,
whereas for Ti we have
a‖QMµ˜iPu‖2  (Tiu, u)Mµ˜i  b‖QMµ˜iPu‖2.
For ‖QMµ˜iPu‖2 we easily obtain
‖Mµ˜iPu‖2  ‖QMµ˜iPu‖2  ‖P QMµ˜iPu‖2
 ‖Mµ˜iPu‖2 − ‖PQPMµ˜iPu‖2  ‖Mµ˜iPu‖2 − θ2‖Mµ˜iPu‖2
= (1 − θ2)‖Mµ˜iPu‖2.
Hence, using (33), we arrive at the estimates
ai‖Pu‖2Mµ˜i  (Tiu, u)Mµ˜i  bi‖Pu‖
2
Mµ˜i
, (37)
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where ai = a(µ˜i − µk+1)(1 − θ2)2 and bi = bµ˜i . The above estimates imply that
for
τi = 2
ai + bi (38)
(note that this choice of τi satisfies (30)) we have
‖I − τiTi‖Mµ˜i 
bi − ai
bi + ai ≡ qi, (39)
and, hence,
‖P uˆi‖2Mµ˜i 
(
qi‖P u˜i‖Mµ˜i +
2√
µ˜i
θ2‖si‖
)
= q2i ‖P u˜i‖2Mµ˜i +
4√
µ˜i
qi‖P u˜i‖Mµ˜i θ2‖si‖ +
4
µ˜i
θ4‖si‖2
 q2i ‖P u˜i‖2Mµ˜i + 4
(√
µ˜i
µ˜i − µk+1 + θ
2
)
θ2‖si‖2
µ˜i
, (40)
where we have used (A.6) for estimating ‖P u˜i‖Mµ˜i .
Let us now prove (35). We have
‖P uˆi‖2Mµ˜i = ((µ˜iI − M)P uˆi, P uˆi)
= (µ(P u˜i) − µ(uˆi))‖uˆi‖2 + (µ(P uˆi) − µ(P u˜i))‖P uˆi‖2
+(µ˜i − µ(P u˜i))‖P uˆi‖2,
and hence, since ‖uˆi‖  1,
µ(P u˜i) − µ(uˆi) ‖P uˆi‖2Mµ˜i + (µ(P u˜i) − µ(P uˆi))‖P uˆi‖
2
+(µ(P u˜i) − µ˜i)‖P uˆi‖2. (41)
For the second term in the right-hand side we have
(µ(P u˜i) − µ(P uˆi))‖P uˆi‖2 = ((µ(P u˜i)I − M)P uˆi, P uˆi) = −2τiα + τ 2i β,
where
|α| = |((µ(P u˜i)I − M)P u˜i, PQKsi)|
= |(P si, PQKsi) + (µ(P u˜i) − µ˜i)(P u˜i, PQKsi)|
 ‖PQ‖2‖si‖‖Ksi‖ + (µ(P u˜i) − µ˜i)‖P u˜i‖‖PQ‖‖Ksi‖
 bθ2‖si‖2 + (µ(P u˜i) − µ˜i)‖P u˜i‖θ‖Ksi‖,
and
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β = ((µ(P u˜i)I − M)PQKsi, PQKsi)  µ(P u˜i)‖PQKsi‖2
= (µ˜i + µ(P u˜i) − µ˜i)‖PQKsi‖2  (µ˜i + µ(P u˜i) − µ˜i)b2θ2‖si‖2.
Since
(µ(P u˜i) − µ˜i)‖P u˜i‖ = ((M − µ˜iI )P u˜i, P u˜i)‖P u˜i‖ =
((µ˜iI − M)P u˜i, P u˜i)
‖P u˜i‖
= (si, P u˜i)‖P u˜i‖  ‖si‖
‖P u˜i‖
‖P u˜i‖  t‖si‖,
and
µ(P u˜i) − µ˜i = ((µ˜iI − M)P u˜i, P u˜i)‖P u˜i‖2  µ˜i
‖P u˜i‖2
‖P u˜i‖2  µ˜i t
2,
we have
α  b(θ2 + θt)‖si‖2, β  b2µ˜i(1 + t2)θ2‖si‖2,
and thus,
(µ(P u˜i) − µ(P uˆi))‖P uˆi‖2  2τib(θ + t)θ‖si‖2 + τ 2i b2µ˜i(1 + t2)θ2‖si‖2
 4
µ˜i
(θ2 + θt + (1 + t2)θ2)‖si‖2, (42)
or else, owing to the identity (1 + t2)θ2 = t2,
(µ(P u˜i) − µ(P uˆi))‖P uˆi‖2  4
µ˜i
(θ2 + θt + t2)‖si‖2  6
µ˜i
(θ2 + t2)‖si‖2.
For the last term in the right-hand side of (41) we have
(µ(P u˜i) − µ˜i)‖P uˆi‖2
 (µ(P u˜i) − µ˜i)‖P u˜i‖2 + 2τi(µ(P u˜i) − µ˜i)|(P u˜i,QKsi)|
+τ 2i (µ(P u˜i) − µ˜i)‖P QKsi‖2
 t2(µ(P u˜i) − µ˜i)‖P u˜i‖2 + 2τi(µ(P u˜i) − µ˜i)|(P u˜i,QKsi)|
+τ 2i (µ(P u˜i) − µ˜i)‖P QKsi‖2
 t2((µ˜iI − M)P u˜i, P u˜i) + 2τibθt‖si‖2 + τ 2i b2µ˜i t2‖si‖2
 t2 ‖si‖
2
µ˜i − µk+1 +
4
µ˜i
θ t‖si‖2 + 4
µ˜i
t2‖si‖2

(
µ˜i
µ˜i − µk+1 t
2 + 2θ2 + 6t2
) ‖si‖2
µ˜i
(where we have used (A.6) to estimate (µ˜iI − M)P u˜i, P u˜i), thus arriving at (35).
Together with (40) this yields
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µ(P u˜i) − µ(uˆi) q2i (µ(P u˜i) − µ˜i) + ((4(
√
αi,k + θ2) + 8)θ2
+(12 + αi,k)t2)‖si‖
2
µ˜i
, (43)
where αi,k = µ˜i/(µ˜i − µk+1). Using Lemma 7 with k+ = 1 and k− = n = k, we
have ∣∣∣∣∣
k∑
i=1
(µi − µ(P u˜i))
∣∣∣∣∣  αk(1 + t2)t2
k∑
i=1
‖si‖2
µ˜i
, (44)
where αk = αk,k . Hence, taking in (43) the sum over i = 1, . . . , k and using (31) we
arrive at the estimate
k∑
i=1
(µi − µˆi) q2k
k∑
i=1
(µi − µ˜i) + (16ρ(2 + θ2µ1/µk+1)
+(4(√αk + θ2) + 8)θ2 + (12 + αk + 2αk(1 + t2))t2)
×
k∑
i=1
‖si‖2
µ˜i
.
Returning to the notation of Section 4, and using the fact that µj − µi+1j  µj −
µˆj (cf. the beginning of this subsection), we have
k∑
j=1
(µj − µi+1j ) q2i,k
k∑
j=1
(µj − µij )
+(ai,kρi,k + bi,kθ2i,k + ci,kt2i,k)
k∑
j=1
‖sij‖2
µij
,
where
ai,k = 16
(
2 + θ2i,k
µ1
µk+1
)
, bi,k = 4
(√
αik + θ2i,k
)
+ 8,
ci,k = 12 + αik(3 + 2t2i,k). (45)
Finally, using Lemma 8 for estimating the sum in the right-hand side that contains
residuals via the sum of µi+1j − µij , we obtain (24).
5.2. The proof of Theorem 3
The proof of Theorem 3 is similar to that of Theorem 2: the only differences are
those presented below.
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The definition of the auxiliary trial subspace Yi now becomes
Yi = span{uij − τj (I − Pi,m)Ksij }, (46)
and we denote Q = Pi,m and θ = θi,m, the rest of the simplified notation remaining
the same.
In (29) we can now replace µk+1 with a smaller quantity µm+1; hence, the estimate
(31) becomes
k∑
i=1
(µ(uˆj ) − µˆj )  16ρ
(
1 + µ1θ
2 + µm+1
µk+1
) k∑
i=1
‖si‖2
µ˜i
. (47)
Next, we need to modify (34)–(36) so that µ(Pku˜i) replaces µ(P u˜i). We have:
P k = P + P − Pk ≡ P + P k , and, hence,
((µ˜iI − M)P u˜i, P u˜i) = ((µ˜iI − M)P ku˜i, P ku˜i) − ((µ˜iI − M)P u˜i, P u˜i)
 ((µ˜iI − M)P ku˜i, P ku˜i)  µ(Pku˜i) − µ˜i .
Turning to (35), we first obtain the following estimate:
((µ˜iI − M)P kuˆi, P kuˆi)
= ((µ˜iI − M)P uˆi, P uˆi) + ((µ˜iI − M)P kuˆi, P kuˆi)
= ‖P uˆ‖2Mµ˜i + ((µ˜iI − M)P
kuˆi, P
kuˆi)
= ‖P uˆ‖2Mµ˜i + ((µ˜iI − M)P
ku˜i, P
ku˜i) − 2τi((µ˜iI − M)P ku˜i, P kQKsi)
+τ 2i ((µ˜iI − M)P kQKsi, P kQKsi)
 ‖P uˆ‖2Mµ˜i +
θ2‖si‖2
µ˜i − µm+1 + 2τi(P
ksi, P
kQKsi) + τ 2i µ˜i‖P kQKsi‖2
 ‖P uˆ‖2Mµ˜i +
θ2‖si‖2
µ˜i − µm+1 + 2τi‖P
kQ‖2‖si‖‖Ksi‖
+τ 2i µ˜i‖P kQ‖2‖Ksi‖2
 ‖P uˆ‖2Mµ˜i +
θ2‖si‖2
µ˜i − µm+1 + 2τibθ
2‖si‖2 + τ 2i b2µ˜iθ2‖si‖2
 ‖P uˆ‖2Mµ˜i + (αi,m + 8)
θ2‖si‖2
µ˜i
,
where we have used (A.8) for estimating ((µ˜iI − M)P ku˜i, P ku˜i), and αi,m is the
same as in (43). Next, we observe that (41) remains valid if we replace P with
Pk , and so does the estimate (42): this time, however, we do not have the identity
(1 + t2)θ2 = t2 because t = ti,k whereas θ = θi,m; instead we can have e.g.
(µ(Pku˜i) − µ(Pkuˆi))‖Pkuˆi‖2  2
µ˜i
(5θ2 + t2 + 2θ2t2)‖si‖2.
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It is easy to verify that for the third term in the right-hand side of (41) we can keep
the same estimate. Alternatively, using (A.6) and (A.8), we can estimate (µ˜iI −
M)P ku˜i, P ku˜i) as follows:
(µ˜iI − M)P ku˜i, P ku˜i) = (µ˜iI − M)P u˜i, P u˜i) + (µ˜iI − M)P ku˜i, P ku˜i)
 (αi,m + αi,kθ2)‖si‖
2
µ˜i
,
thus arriving at
(µ(Pku˜i) − µ˜i)‖P kuˆi‖2  ((αi,m + αi,kθ2)t2 + 2θ2 + 6t2)‖si‖
2
µ˜i
.
(The above is a better estimate for this term when θ is small.) Hence, we have obtained
(35) again. Now, it is easy to verify that the estimate (37) remains valid with ai =
a(µ˜i − µm+1)(1 − θ2)2 and (40) becomes
‖P uˆi‖2Mµ˜i  q
2
i ‖P u˜i‖2Mµ˜i + 4(
√
αi,m + θ2)θ
2‖si‖2
µ˜i
. (48)
Thus, instead of (43) we now have
µ(Pku˜i) − µ(uˆi) q2i (µ(Pku˜i) − µ˜i) + ((4(
√
αi,m + θ2) + αi,k + 20)θ2
+(αi,m + 8 + (αi,k + 4)θ2)t2)‖si‖
2
µ˜i
.
Finally, it is easy to verify that the estimate (44) remains valid; moreover, using
Lemma 7 with k+ = 1, k− = k and n = m, we observe that we can replace αk with
αk,m + αkθ2 (which is an improvement if θ is small). Hence, taking the sum over
i = 1, . . . , k and using (47) we obtain
k∑
i=1
(µi − µˆi) q2i
k∑
i=1
(µi − µ˜i)
+(ai,k,mρ + bi,k,mθ2 + ci,k,mt2)
k∑
i=1
‖si‖2
µ˜i
, (49)
where
ai,k,m = 16
(
1 + µ1θ
2 + µm+1
µk+1
)
, bi,k,m = 4(√αi,m + θ2) + αi,k + 20,
ci,k,m = αi,m + 8 + (αi,k + 4)θ2 + 2(αk,m + αkθ2)(1 + t2), (50)
which leads to (25).
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Appendix A. Auxiliary results
Lemma 1. For any A = A∗ and any B = B∗ > 0 the following inequalities hold:
TrAB  ‖A‖ TrB, TrBA  ‖A‖ TrB. (A.1)
Proof. Assume first that A > 0. Denoting by λi(X) and ui(X) the eigenvalues and
eigenvectors of the matrix X, we have for X = AB:
Bui(AB) = λi(AB)A−1ui(AB),
and, since A−1  ‖A‖−1, assuming that eigenvalues of AB and B are enumerated in
the same order and using the minimax principle for eigenvalues we obtain λi(AB) 
λi(B)‖A‖ which leads to TrAB  ‖A‖ TrB.
For arbitrary A = A∗ and for a > ‖A‖ we have A + aI > 0 and thus
TrAB = Tr((A + aI)B − aB) = Tr(A + aI)B − a TrB
 ‖A + aI‖ TrB − a TrB  (‖A‖ + a) TrB − a TrB = ‖A‖ TrB.
The second inequality follows from the fact that Tr(BA) = Tr(BA)∗ = Tr(A∗B∗) =
Tr(AB). 
Below for any square matrix X we denote by Xd the diagonal matrix whose
diagonal coincides with that of X, and Xo denotes X − Xd.
Lemma 2. Let A = + A = A∗, where   0 is a diagonal matrix, and B =
I + B = B∗ > 0. Then
Tr(B−1A) = Tr(Bd−1Ad) − Tr(A1) + Tr(A2) + Tr(A3),
where
A1 = Bd−1BBd−1A, A2 = Bd−1BdBd−1Ad,
A3 = Bd−1BoB−1BoBd−1A.
Proof. See Lemma 5 in [23]. 
Lemma 3. Let A = + A = A∗, where   0 is a diagonal matrix, and B =
I + B = B∗. If Ad  0 and B  0 then
Tr(B−1A)  Tr(B−1d Ad) − Tr(A)‖B‖ (A.2)
and
Tr(B−1A)  Tr(B−1d Ad) − Tr(B)‖A‖. (A.3)
Proof. By Lemma 2 we have Tr(B−1A) = Tr(Bd−1Ad) − Tr(A1) + Tr(A2) +
Tr(A3), where A1 = Bd−1BBd−1A, A2 = Bd−1BdBd−1Ad and A3 = Bd−1Bo
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B−1BoBd−1A. Since A  0 and B  0 we have Tr(A2)  0, Tr(A3)  0 and
Bd  I . Using (A.1) we obtain
Tr(A1) = Tr(Bd−1BBd−1A)  ‖Bd−1BBd−1‖ Tr(A)  ‖B‖ Tr(A)
and
Tr(A1)  Tr(Bd−1BBd−1)‖A‖  Tr(B)‖A‖,
which leads to (A.2) and (A.3). 
Lemma 4. For any H˜ ⊂H and any 1  k  dim H˜
µk − µk(H˜)  µk sin2(Ik, H˜), (A.4)
where Ik is the invariant subspace corresponding to the first k eigenvalues of M.
Proof. See [8]. 
Lemma 5. Let P0 be the orthogonal projection onto an invariant subspace I0
corresponding to a part 0 of the spectrum of M = M∗  0. For any non-zero
u ∈ E
dist(µ(u),0)‖P0u‖  ‖P0r(u)‖  ‖r(u)‖, (A.5)
and if dist(µ(u),0) > 0 then
− ‖P0r(u)‖
2
dist(µ(u),−0 )
 ((M − µ(u)I)P0u, P0u)  ‖P0r(u)‖
2
dist(µ(u),+0 )
, (A.6)
where −0 = {µ ∈ 0 : µ < µ(u)} and +0 = {µ ∈ 0 : µ > µ(u)}.
Proof. See Appendix A in [25]. 
Lemma 6. If u is a Ritz vector in a subspace H˜ ⊂ E then, in the notation of
Lemma 5,
dist(µ(u),0)‖P0u‖  sin(I0, H˜)‖r(u)‖, (A.7)
and if dist(µ(u),0) > 0 then
− sin
2(I0, H˜)‖r(u)‖2
dist(µ(u),−0 )
 ((M − µ(u)I)P0u, P0u)
 sin
2(I0, H˜)‖r(u)‖2
dist(µ(u),+0 )
. (A.8)
Proof. See Appendix A in [25]. 
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Lemma 7. Let I˜ ⊂H be a subspace of dimension n and let ν˜1  · · ·  ν˜n be the
Ritz values of a self-adjoint operator M in I˜ and v˜j be the corresponding Ritz
vectors normalized by ‖v˜j‖ = 1. Let ν1  · · ·  νn be n consecutive eigenvalues of
M enumerated in descending order, and assume that the rest of the spectrum of M
lies outside the open interval (νn+1, ν0), where νn+1 < νn and ν1 < ν0. Denote by
I0 the invariant subspace corresponding to νk+ , . . . , νk− , where 1  k+  k−  n,
byI+ the invariant subspace corresponding to ν1, . . . , νk+−1 (I+ = {0} if k+ = 1),
byI− the invariant subspace corresponding to νk−+1, . . . , νn (I− = {0} if k− = n),
and by P0 the orthogonal projector onto I0. Finally, denote
 = (ν0) − (νn+1) + sin2(I+, I˜)(νk+−1) − sin2(I−, I˜)(νk−+1),
(A.9)
where
(ν) =
k−∑
j=k+
‖rj‖2
ν − ν˜j , rj = Mv˜j − ν˜j v˜j .
If νk+−1 > ν˜k+ , ν˜k− > νk−+1 and σ = sin(span{v˜k+ , . . . , v˜k−},I0) < 1, then∣∣∣∣∣∣
k−∑
j=k+
νj −
k−∑
j=k+
µ(P0v˜j )
∣∣∣∣∣∣   σ
2
(1 − σ 2)2 . (A.10)
Proof. See Corollary 1 in [25]. 
Lemma 8. LetH˜ ⊂ Ebe a subspace of dimensionn,and denote µ˜j = µj (H˜), u˜j =
uj (H˜) and sj = s(u˜j ). Let Ĥ = H˜+ span{Ksi}ki=1, k < n, where K is a symmet-
ric positive definite operator in H. If aI  K  bI for some b  a > 0 then the
following inequality is valid:
k∑
i=1
(µi(Ĥ) − µ˜i)  11 + ρk
a
b
k∑
i=1
‖si‖2
µ˜i
, ρk =
k∑
i=1
‖si‖2
µ˜2i
. (A.11)
Proof. The estimate (A.11) follows from Lemma 23 of [23] (note the difference in
the normalization of Ritz vectors) and the maximin principle. 
Lemma 9. For any vj ∈ E, j = 1, . . . , k, such that (Mvi, vj ) = δij the following
inequality is valid:
k∑
j=1
‖Mvj − µ(vj )vj‖2 
k∑
j=1
(µj − µ(vj )).
Proof. See Lemma 6 in [24]. 
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Lemma 10. Let µ˜j and u˜j be the Ritz values and vectors of a self-adjoint operator
M in a subspace H˜. If µ˜k > µk+1 and µm > µm+1 for some k  m  dim H˜ then
the following estimate is valid for the gap θ(Ik, I˜k) between the invariant subspace
Ik = span{u1, . . . , uk} and its approximation I˜k = span{u˜1, . . . , u˜k}:
θ(Ik, I˜k)
2  min
 µ1 − µ˜kµ1 − µk+1 , 1µk − µk+1
k∑
j=1
(µj − µ˜j ),
1 + k,m
µk − µm+1
k∑
j=1
(µj − µ˜j )
 ,
where
k,m = (µk+1 − µm+1)(µ˜k − µinf)
(µ˜k − µk+1)2(µm − µm+1)
m∑
j=k+1
(µj − µ˜j ),
and µinf is the infimum of the spectrum of M.
Proof. See Lemma 4 and Theorem 8 in [24] and Lemma 3 in [25]. 
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