Vehicle trajectory modelling is an essential foundation for urban intelligent services. In this paper, a novel method, Distant Neighbouring Dependencies (DND) model, has been proposed to transform vehicle trajectories into fixed-length vectors which are then applied to predict the final destination. This paper defines the problem of neighbouring and distant dependencies for the first time, and then puts forward a way to learn and memorize these two kinds of dependencies. Next, a destination prediction model is given based on the DND model. Finally, the proposed method is tested on real taxi trajectory datasets. Results show that our method can capture neighbouring and distant dependencies, and achieves a mean error of 1.08 km, which outperforms other existing models in destination prediction significantly.
Introduction
With the rapid development of the urban road traffic system, road traffic monitoring and predicting play an essential role in urban traffic management (Besse et al. 2018) . In recent years, the dramatically increased mobile devices, such as portable GPS devices, and smartphones have led to unexpected growth in vehicle trajectory data (Magdy et al. 2015) . Trajectory modelling and destination prediction is vital to not only city traffic monitoring but also a lot of exciting applications, such as intelligent travelling schedule (Lv et al. 2018) , targeted advertising based on destination and location-based social networking (Xue et al. 2013 ) and optimized scheduling strategies that reduce travel costs and energy consumptions.
The next location prediction of a trajectory is strongly influenced by recently visited locations (Liu et al. 2016 , Yao et al. 2017 . Similarly, to predict a trajectory's final destination is also strongly related to current adjacent locations (Besse et al. 2018) . Differently, the destination is also closely related to locations visited earlier, for instance, locations near the starting position. There is also a strong correlation between these distant locations. Wu et al. (2017) have mentioned that long-term dependencies existing CONTACT Ling Zhang lingzhang.sky@gmail.com; Chengyang Qian cyqian@gmail.com among trajectory points are essential for trajectory modelling. Long-term dependencies that are usually related to user intents mean the co-occurring probability of locations that are far apart from each other on the same trajectory. Correspondingly, the cooccurring probability of adjacent locations reflects local movement characteristics. It is mainly affected by road topological constraints. We define these two kinds of dependencies as neighbouring dependencies and distant dependencies which together represent the movement characteristics. Most of the existing methods pay little attention to these two kinds of dependencies in trajectory modelling, but they are essential in reflecting spatial characteristics of the trajectory from both microscopic and macroscopic perspectives. If neighbouring dependencies were ignored, the prediction results would be inconsistent with the road structure. If distant dependencies were ignored, the prediction results might not get the real travel intents. In this paper, we have proposed a three-step embedding method to model both neighbouring and distant dependencies. The first step is the neighbouring dependencies embedding. Seeing a trajectory as a sequence composed of road junctions (hereafter referred to as trajectory nodes), we apply the skip-gram model to learn neighbouring dependencies from adjacent nodes based on a sliding window. Then, each node is turned into a unique fixed-length vector, TNV. The second step is the sequence reconstruction, which replaces the trajectory nodes with the embeddings obtained in the first step to reconstruct the entire trajectory sequence. The third step is distant dependencies embedding. An LSTM neural network is used to model the reconstructed sequences. Then, an original trajectory can be transformed into a fixed-length vector, TSV. To predict destination by TSV, we connect a simple threelayer Neural Network which produces probabilities of control points. Then, the destination coordinates can be estimated through the expectation of positions of control points.
Moreover, we demonstrate how to apply this method to predict the final destinations of taxi trips on real datasets from ECML-PKDD contests. 1 The results reveal that our method performs much better than existing approaches to the best of our knowledge. Finally, in further experiments, we evaluate the geographical meaning of the two types of embedding vectors, TNV and TSV, produced by this method.
In summary, we make the following contributions in this work:
• To the best of our knowledge, this is the first time to capture neighbouring and distant dependencies simultaneously in trajectory modelling for improving destination prediction performance. • We present a novel model, DND, that predicts destination based on partial trajectory and outperforms the state-of-the-art models by getting a mean error of 1.08 km in our experiments. • We model neighbouring dependencies into Trajectory Node Vector (TNV) and find that TNV can learn the latent geographical regularities from historical trajectories. Our experiments prove that the geographical proximity and the topological proximity on the road network can be represented as the cosine distance between two TNVs. • We use the DND model to encode a trajectory into a fixed-length vector, Trajectory Sequence Vector (TSV), from a GPS coordinate sequence. We find that TSV can learn not only the latent geographical regularities but also the user preferences. The clustering experiments reveal that the TNV can represent distant dependencies and road selection patterns.
The rest of this paper is organized as follows: Section 2 reviews related work. Section 3 illustrates the workflow of the proposed model. In Section 4, we introduce the experiments, compare our model with existing models, and further discuss the practical meaning of TNV and TSV. Finally, we draw conclusions and give our future works in Section 5.
Related work
Predicting the location of final destination based on a trajectory's current locations usually involves three parts including trajectory pre-processing, trajectory representation modelling and destination prediction methods. In this section, we briefly review the related works to provide a background of the commonly used methods.
Trajectory pre-processing
A real vehicle trajectory describes object movement as a continuous spatial curve. However, stored trajectory data only record a discrete location sequence due to the limit of sensing device like GPS (Xie et al. 2017) . Trajectory pre-processing is usually used to address two challenges introduced by the sampling uncertainty of raw GPS data when modelling trajectories for destination prediction. (1) The varying-length sequences of GPS points are incompatible with most machine learning methods. (2) The sparsity problem (Besse et al. 2018) , which means GPS location points recorded at several observation times on the same road may completely different (Furtado et al. 2018) , severely reduces prediction accuracy. To solve the varying-length problem, de Brébisson et al. (2015) and Lam et al. (2015) have proposed similar methods of selecting a fixed number of points from the original trajectories. For the sparsity problem, most solutions are inclined to resample original trajectories as segments collections (Tanaka et al. 2009 , Xue et al. 2013 , Wu et al. 2017 , spatial discrete grids (Krumm and Horvitz 2006 , Zhang et al. 2016 , Wang et al. 2017 , Lv et al. 2018 ) and categorized location labels (Xiao et al. 2010 , Ying et al. 2011 , Zhou et al. 2016 to raise the sampling density at the same position. Guo et al. (2018) perform an initial spatial clustering of points to cut down unnecessary data details and to speed up the computation. Bogorny et al. (2009) use external geographical information to represent the trajectory as a series of semantic tags and designed a data mining query language (ST-DMQL) to retrieve trajectories that contain specific semantics and calculate trajectory similarities. Among these works, few pre-processing methods devote to solving both the two problems at the same time.
Trajectory representation models
Trajectories aim to the same destinations can have similar moving patterns. In order to study user moving pattern and user intention, it is necessary to represent the trajectory in another form for mathematical calculations and other analytical models. Zhou et al. (2016) mention that the strong local correlation of sequence nodes contains context features of trajectory data, which is of great significance in trajectory modelling and representation. In order to make rational predictions, vehicle movement context should be taken into account in the trajectory representation models (Yao et al. 2017) . In the field of natural language processing, the primary meaning of the distribution hypothesis (Harris 1954 , Firth 1957 is that context-similar words have similar semantics. The word representation (Turian et al. 2010 ) stores information distributed in each dimension of a vector which is usually generated by neural network models. Inspired by this, researchers have introduced word embeddings into the trajectory modelling process. For example, Gao et al. (2017) use the word representation approach to obtain the low-dimensional vectors of location points of check-in trajectories, thereby mining the link relationship among users. Fan et al. (2018) use continuous vectors to retrieve context features among locations. Wu et al. (2017) treat a trajectory as a sequence of transition state from one edge to another and transform each state into an embedding vector to get dense representations of sequence units. Yao et al. (2018) extract a set of moving behaviour features with a fixedlength sliding window and then learn a fixed-length representation of a trajectory through a sequence-to-sequence model. Although these methods can model different movement characteristics in trajectories, it remains a challenge to transform trajectories into lowdimensional representations simultaneously retaining dependencies between visited locations that can cover a long distance or a short distance.
Destination prediction methods
Probabilistic approaches are widely adopted for trajectory prediction. Some researchers conduct early research on these methods Horvitz 2006, Ziebart et al. 2008b) . They transform the trajectory prediction into probability distribution by the Bayesian model. After that, much work utilizes the Markov model and Bayesian Inference for destination prediction based on partial trajectories (Ziebart et al. 2008a , Xue et al. 2013 , Zhang et al. 2016 ). Unfortunately, low-order Markov chains can only express local transition probabilities, and they cannot handle long-sequence dependencies. Besse et al. (2018) predict trajectories by classifying points of prefixes into clusters of historical trajectories through a mixture of Gaussian distributions. This method models trajectories at a relatively more macro scale, which provides a better understanding of car drivers' behaviours. However, these probabilistic approaches are still too shallow to catch relations between two distant locations, which we call distant dependencies in this paper.
Some other works try to apply machine learning to destination prediction based on partial trajectories. For instance, tree-based models are utilized in this issue (Ying et al. 2011 , Hoch 2015 , Lam et al. 2015 . Among them, Ying et al. (2011) model a trajectory as a sequence of position category tags and use an SPF-TREE to predict the next step of trajectory prefixes. Lam et al. (2015) cut out part of GPS coordinates from the original trajectory and predict corresponding final destination and travel time by Gradient Boosted Regression Trees, whose process can be accelerated by geohash. These methods encounter the sparsity problem in varying degrees. Indeed, it is difficult to improve the prediction accuracy of the destinations through tree-based models, as the coordinates of the destinations are continuous variables in geographic space. de Brébisson et al. (2015) first use deep learning methods in destination prediction by taking 5 points separately from the head and tail of the original sequence. This work also compares the performances of MLP, RNN, Bidirectional-RNN and Memory network model in destination prediction. Similarly, Liu et al. (2016) introduce the Temporal Context in this subject and implement the Spatial-Temporal prediction through RNN. Lv et al. (2018) model the trajectory as an image by discretizing the study area as a two-dimensional matrix composed of grids, and then predict the destination by training a CNN model. Wu et al. (2017) propose a trajectory model based on transition states and externally introduce road network topological constraints to improve training speed and accuracy. These methods can learn distant dependencies from different levels but can hardly learn dependencies between adjacent locations, because they mostly ignore learning associations between neighbouring locations. These dependencies are called neighbouring dependencies in this paper.
In general, most existing methods can capture moving characteristics of trajectories from large or small scales for destination prediction, but they can hardly model trajectories as fixed-length dense representations simultaneously retaining dependencies between visited locations that can cover a long distance or a short distance. Additionally, the prediction accuracy is limited by the model's representative capability, which is not only related to the micro-features but also the macro-features of the entire trajectory. Therefore, jointly modelling neighbouring dependencies and distant dependencies is meaningful in trajectory prediction applications.
Trajectory modelling
In this section, a distant neighbouring dependencies (DND) model is introduced. Figure 1 shows the workflow of the DND model.
The entire workflow is mainly composed of four parts.
• The first part is trajectory normalizing which transforms a trajectory into trajectory node sequence based on road junctions. (Section 3.1) • The second part is neighbouring dependencies learning which discusses how to learn dependencies in neighbouring nodes and represents each node as a vector. (Section 3.2) • The third part is distant dependencies learning which discusses how to learn dependencies in distant nodes and represents each sequence as a vector. Definition 1 (Original Trajectory). An original trajectory T is defined as T ¼ fp i g, where p i 2 R 2 , i 2 ½1; k, p i ¼ ðlongitude; latitudeÞ and k is the length of sequence T. It represents the movements from one coordinate p 1 to another coordinate p 2 and so on to p k in the geographic space. Definition 2 (Road Network). A road network, in this paper, is modelled as a directed graph GðV; EÞ, where V means the set of vertices (road junctions) and E means the set of edges. Each edge e 2 E represents a road segment from a vertex v 2 V to another vertex v 0 2 V and vÞv 0 .
Trajectory normalizing
To overcome the sparsity problem, we put forward a trajectory normalizing method. This method reduces the impact of sample uncertainty by converting a GPS coordinate sequence into a road junction sequence along its driving direction. In nature, this normalizing process maps a trajectory from the geographic space to the road network space and eliminates the uncertainty of location sampling. Consequently, the original trajectory is turned into a road junction sequence.
Definition 3 (Normalized Trajectory). A normalized trajectory T 0 is defined as T 0 ¼ f# j g, where j 2 ½1; n, # j 2 V, # j is defined as trajectory node, and n is the length of T 0 . Here, n is usually smaller than k. In addition, "v 2 V has at least 3 degrees on Road Network because the choice of next road segment on each # j 2 V having less than 3 degrees is uniquely determined. It can reduce the computational complexity by reducing numbers of trajectory nodes.
As is shown in Figure 1 , the normalizing process contains three main steps: (1) trajectory cleaning, (2) map matching and (3) junction sequence extracting. After trajectory cleaning, the error data caused by data loss, sampling drifting and some other abnormal sampling would be removed according to predefined driving rules. Then, the original GPS coordinates can be snapped to the road network by map matching using the Hidden Markov Chain method (Newson and Krumm 2009 ). Finally, we extract road junctions where the trajectory passed along the moving direction, and we also obtain a sequence consisting of trajectory nodes.
Neighbouring dependencies learning
A Random combination of trajectory nodes may not form a valid path due to the local road connectivity. The adjacent nodes in trajectories imply their connectivity on the road and preferences for road choice in local geographic space. We call this relationship neighbouring dependencies. Figure 2 shows that geographic locations have different interdependencies due to the different accessibility of road network. From common sense, dependency strength between neighbouring nodes mainly relies on road network topological constraints, and it is relatively stable. Instead of manually appending external information, we use a skip-gram model (Mikolov et al. 2013) to learn neighbouring dependencies automatically from historical trajectories.
The goal of neighbouring dependencies learning is to learn the weights of the hidden layer from the model, which can be trained to estimate neighbouring nodes according to the centre node in a window. Here, we define the objective function as:
where # j denotes the centre node of a window size of 2t þ 1, the neighbouring nodes of # j are # jÀt ; :::; # jÀ1 ; # jþ1 ; :::; # jþt . Then, the model uses a softmax to turn the output into classification probabilities. As a result, every trajectory node is transformed from a location point into a fixed-length vector. Definition 4 (Trajectory Node Vector, TNV). A Trajectory Node Vector v j , corresponding to # j , is a d-dimension vector which comes from the hidden layer weights of the skip-gram model.
Distant dependencies learning
In addition to neighbouring dependencies, the factors that determine the macro characteristics of trajectory geometry are related to more abstract features such as travel purpose, driving preference, and even road traffic conditions. We call them distant dependencies because they are generally revealed by spatial co-occurrences among nodes that are relatively far apart from each other in historical trajectories. Taking the travel purpose as an example, stronger distant dependencies reflect more ascertainable destination. Since different trajectories may have same path portion, it is more difficult to estimate an accurate probability distribution of final destination if prefixes are short, like the path from A to B in Figure 3 . However, if the trajectory passes C or D, the probability distribution will be concentrated in the geographic region because of stronger distant dependencies. Figure 2 . Dependencies strength between neighbouring nodes. If someone needs to go from A to X, he must first go through B or C. From the perspective of graph theory, the cost from A to X is 2 degrees and the cost from B to X is 1 degree. It reflects that the dependencies strength between B and X is stronger than A and X.
Based on the above considerations, we design the framework of our model as five parts, (1) inputting trajectory nodes, (2) reconstructing a new trajectory sequence by replacing each trajectory node with its TNV, (3) learning distant dependencies by using a LSTM neural network, (4) outputting TSV, (5) learning task, as shown in Figure 4 . The TNV sequence is used as input to ensure the model can capture enough neighbouring dependencies. In theory, learning tasks can be different machine learning models of trajectory mining, such as travel time estimation, next step prediction, behaviour mining, and so on. In this paper, the learning task is destination prediction.
In this model, Long Short-term Memory (Hochreiter and Schmidhuber 1997) is used as a trajectory encoder to learn and embed distant dependencies into vector-based representations. Finally, we can get a fixed-length vector, TSV, for a trajectory through this encoder model. Equations (2) to (7) cover the main content of the LSTM neural network.
h ðtÞ ¼ Γ ðtÞ o *tanhðc ðtÞ Þ;
where Γ Definition 5 (Trajectory Sequence Vector, TSV), A Trajectory Sequence Vector is used as a data representation of the trajectory. As a fixed-length dense vector, the TSV is the final output (h ðtÞ ) of the LSTM encoder. Specifically, the dimension of a TSV equals to the number of hidden units of the LSTM neural network.
Destination prediction using DND model
In order to reduce the difficulty of destination prediction, we use the mean-shift clustering to obtain the cluster centre points of the destinations in the sample data as control points for the prediction phase. Therefore, the prediction of the destination is translated into the task of estimating probabilities of the control points. To apply TSV to predict the destination coordinates, we use a simple three-layer neural network to estimate the geographic coordinates of the final destination, as is shown in Figure 4 . The fully connected layer can map the dimensions of the TSV to the number of control points, so the probability of each control point can be calculated through softmax. Then, we can get the estimated 
a ¼ sin 2 lat 2 Àlat 1 2 þ cosðlat 1 Þcosðlat 2 Þsin 2 lon 2 Àlon 1 2 ;
where p 1 is the prediction, p 2 is the real location, lat 1 is the latitude of p 1 , lon 1 is the longitude of p 1 . At last, we use the mean Haversine distance as the cost to evaluate the prediction. For each input TSV, the final output is a two-dimensional vector that denotes the longitude and latitude of trajectory destination, which are calculated by multiplying the probabilities of predicted control points by the coordinates of the control points. It means the expectation of the location prediction of targets in the spatial distribution.
where lon, lat mean the predicted longitude and latitude, a i are the activations of the previous layer in the learning model. The DND model is essentially a trajectory representation learning method (Bengio et al. 2013 ) that obtains general knowledge from historical location sequences. The general knowledge is useful in trajectory mining, especially in destination prediction. In this case, we focus on how to use our model to predict the final destination by giving initial parts of a trajectory. The learning task could be replaced with other goals. In addition, historical trajectories are usually useful in predicting spatio-temporal states of moving objects, such as the next location, the destination, the route, which can be further applied to forecast traffic congestion and even traffic jams (Mazimpaka and Timpf 2016) .
Experiments and assessments
In this section, we set up experiments to verify the model. Section 4.1 introduces the datasets. To intuitively explain how a trajectory in progress be predicted in steps, we provide a case study in Section 4.2. Then, the performance of the DND and other models are compared in Section 4.3 on multiple metrics. In Section 4.4, we further explore the practical meaning of TNV and TSV. It is proved that TNV can represent the neighbouring dependence described in Section 3.2, and TSV can represent the distant dependence described in Section 3.3.
Experiment setup
The study area is Porto, the second-largest city in Portugal, as well as its surrounding area. The whole study area covers 488.04 square kilometres. The experiments are conducted based on the real GPS trajectory dataset of Porto from ECML-PKDD, containing a total 1.7 million complete trajectories collected from 442 taxis during a full year (1 July 2013 to 30 June 2014). Since the original data are complete trajectories, we need to segment them to produce samples that match the destination prediction question. Therefore, for each trajectory, we randomly choose 5 cut points and reserve the part before the cut point as the prefix. And then, we divided two subsets from the sample dataset by random selection: a big training dataset composed of 903,743 trajectories, and a test dataset composed of 10,000. There is no intersection between the above two datasets. The testing dataset is used to compare different models and is also used as a validation dataset to prevent overfitting. Based on the historical trajectory within the study area, a total of 5,355 control points are obtained through the mean-shift algorithm. In the skip-gram model, we set the window size to 5 after experimental trial and error.
A case study of destination predicting step-by-step
To prove our method can be used in real-time scenarios, we show a step-by-step prediction case as follows: Figure 5 presents an example of destination prediction of one entire trajectory. The prediction results under six different completion scenarios were marked as red dot symbols. We can clearly see that the prediction results moved ahead on their own prefixes. Also, with the increase of prefix completion, the prediction results were getting closer to the real destination of the full trajectory. In this case, the predictions were very close to the real destination when the completions were higher than 60%. From the spatial distribution of probability, we can see that the distribution of probability was more scattered in geographic space when the prefix completion was low, and it became more spatially concentrated when the prefix completion increases. However, even when the completion was 98%, the probability distribution still had multiple aggregation centres. It means the prediction was always determined by a variety of complex factors together rather than a single dominant factor. Therefore, although some regions have very high probabilities, the prediction results will not fall in this region entirely but will be constrained by all control points. It makes the process of destination prediction more reasonable.
Assessments of destination prediction

Assessment metrics
We measure the performance of every model based on the metrics of Mean Error (ME), Error Variance (EV), and Accuracy over a fixed error range d (ACC d ). These metrics are designed to reflect the performance and stability of the model from different perspectives. ME is a basic metric of the overall performance of the models.
ME
where e i means the error of sample i measured by Haversine Distance. EV reflects the error fluctuations of the model for different test samples.
The prediction accuracy within a given error range reflects the error distribution over different spatial distances, which can be indicated by ACC d . Figure 5 . An example of destination prediction under six different completion scenarios of a full trajectory. Control points with a probability greater than 0.5% are labelled. As the completion increase, the predicted destination of the prefixes is gradually approaching the real destination. where d denotes the error range expressed in kilometres, and τ is a sample from the test dataset. The hash symbol, #, denotes the number of samples of set fτg in this equation.
Performance comparison with the state-of-the-art models
We conduct a comprehensive comparison among our method, other existing works, and the baseline method. In this paper, we regard the Cart Decision Tree (DT) as a baseline regressor because it is simple and works in most cases. In addition, the model structure of LSTM with Trajectory Node Points (LSTM-TNP) and DND is basically the same. The main difference is that the LSTM-TNP uses trajectory node points as inputs. Hence, comparing results between the two models can prove that the TNV can improve the predicting performance.
In order to verify the performance of our method, we compare the DND with existing models which are listed in Table 1 . To test the TSV's capability of trajectory representation, we train all these models without any metadata of taxi trips but GPS coordinates only. All the models are trained on the same training dataset and test dataset, as described in experimental setup.
The result shows that our method achieves a mean error of 1.08 km, which is obviously superior to other models. Table 2 illustrates that DND performed much better on both accuracy and stability, according to ME and EV. Furthermore, within the given error ranges,-1 km, 2 km and 3 km, the accuracy of DND also surpasses those of other methods, especially when ACC 1 exceeding 64% and ACC 3 close to 93%. Given the whole study area covers more than 488.04 square kilometres, these figures show that DND is valuable for practical applications. In comparison with the baseline model, we can find out that RNN and Bi-RNN achieve satisfactory results. TCONV-LE and DPNLP perform obviously better because they both use convolutional layers to obtain contextual features. Although DND is a structural analogue of RNN-based model, it achieves the best results in all metrics among all these models. Therefore, we speculate that TNV and TSV can efficiently capture neighbouring and distant dependencies that greatly help DND to promote its prediction accuracy and stability. Finally, LSTM-TNP's results are clearly worse than DND's, which proves that TNV is helpful in performance improvement.
In Figure 6 , we can find the prediction error distribution according to different sample trajectory completions. We compare the results of the seven methods above in order to analyse the effect of trajectory completion on prediction errors. We conclude that, for each method, the higher the trajectory completion is, the lower the prediction error is. When the given parts exceed 60%, most models performed closely because of rich premise. However, DND, TCONV-LE and DPNLP are obviously better than other models before this interval. It illustrates that these three models, especially the DND, can predict better results when partial trajectories are in relatively lower completion. We can find that the DND model has an advantage over all completions. From the error bar, we can find that the results of DND are gradually more stable when the trajectory completion Figure 6 . Error bar of final destination prediction according to trajectory completion. rate increases. And the error range of DND is almost within 450 m of the real destination for trajectory completions from 80% to 100%. Moreover, the distance between the DND line and the LSTM-TNP line does not change notably along the trajectory completion axis. It means the TNV works well in all trajectory completions. In Figure 7 , we display the error distribution according to real trajectory length. According to mean errors, DND performs best among all these methods, especially in long trajectories. As the trajectory length increases, the mean error becomes lower while the prediction stability becomes worse because long trajectory samples are relatively less in real situations and their characteristics vary intensively. It leads to insufficient training for all the methods when trajectories are very long. Remarkably, DND is relatively more stable than other methods when the trajectory length exceeds 24.5 km. Beyond this length, DND's prediction results were almost within 150 m of the real locations. It confirms our claim that the DND model can well preserve distant dependencies. In addition, the performance difference between LSTM-TNP and DND is more significant in short trajectories. Hence, we speculate that the neighbouring dependencies are more important in shorter trajectories, and the TNV has achieved good results in capturing neighbouring dependencies.
Assessments of TNV and TSV
Through the following two experiments, we studied the trajectory representation capabilities of TNV and TSV, respectively. The first one is to confirm the close relationship between vector similarity and spatial proximity, based on TNVs. In the second experiment, by clustering TSVs, we found a significant correlation between the distribution characteristics of trajectory in geographic space and the clustering category of trajectory in vector space. 
Relationship between TNV similarity and geospatial proximity
The assessment was conducted on two trajectory node datasets. The first dataset was randomly selected from the original dataset in the study area, which covered 8,480 nonrepeating road junctions. The other one filtered 3,631 non-repeating nodes located in the downtown of Porto from the first sample. In this case, we defined the similarity of trajectory nodes as the cosine distance between two TNVs. For each node in the dataset, we choose 20 most similar nodes from all nodes in the study area. Then, we rank these similar nodes according to their similarity from high to low and calculate Euclidean distance and degrees among all the node pairs. Here, degrees denote the shortest path between two nodes on the topological structure of the road network. As shown in Figures 8 and 9 , both the mean Euclidean distance and mean degrees show a clear linear relationship with TNV similarity rank. The above two indicators are relatively close when the rank is small. In particular, when the rank equals 1, the mean Euclidean distances are 733 m (study area), 303 m (downtown), and the mean degrees are 4.65 (study area), 2.75 (downtown), revealing that the greater the cosine similarity between two TNVs is, the closer the trajectory nodes are in a geographic space. It also demonstrates that TNVs can represent neighbouring dependencies. However, the linear relationship is better in the downtown area, according to its narrower 95% confidence bandwidth. We argue that suburban TNVs are relatively undertrained due to the sparseness of trajectory sample there, which is consistent with the spatial distribution of training data.
Spatial distribution of TSV clustering
To achieve a better understanding of TSV's ability to represent distant dependencies, we examined the geographic distribution of TSV clustering results by K-means. In this experiment, the testing dataset, described in 4.1, was clustered into 10 categories according to TSV. In Figure 10 . we find that different categories of trajectories have distinct spatial distributions. Moreover, their destination distribution divides the geographic space into 10 highly homogeneous regions. It means TSV can keep relations between the prefix trajectories and their final destinations. Especially, as illustrated on the top right of Figure 10 , the destinations of category 2 are concentrated near the airport. From another point of view, TSV has learned the macro characteristics of trajectories that represent distant dependencies, because the destination of the prefix is mainly reflected by its macro characteristics.
In Figure 11 , we can see that despite trajectories of the same category differed on their position and geometry, and their destinations are located relatively concentrated. It reveals that TSV can learn more abstract relations between prefixes and destinations other than just finding morphologically similar trajectories. In addition, the start points cover a very wide range in the geographic region. We concluded that TSV can represent distant dependencies in a relatively wide geographic space. More interestingly, the clustering results demonstrate that trajectories arriving at different destinations have different preferences of road choice. Also, the results clearly reflect these distinct road selection patterns.
Conclusion and future work
In this paper, we proposed a novel trajectory modelling method that transforms original trajectories into fixed-length vectors from variable-length sequences with neighbouring and distant dependencies embedded. This method can learn road network topological structure from historical trajectory data and is machine learning friendly. We conducted comprehensive experiments on real taxi trajectory dataset. The results demonstrated that: (1) TNV can capture the neighbouring dependencies while TSV can represent the distant dependencies; (2) TNV can notably improve the destination prediction performance; (3) Our destination prediction model based on TSV achieved a mean error of 1.10 km, which performed much better than other referred methods; (4) This new method takes a significant advantage in destination predicting for long trajectories.
Based on the findings of this paper, we will focus on three research directions in the future. First, our method is not very effective to achieve good results for non-vehicle trajectories. We intend to extend this method further to represent and predict walking trajectories. Second, we can make further attempts in more applications by extending this method, i.e. in the transportation field, trajectory models are applied to demand estimation, designing public transit and even emergency response (Markovic et al. 2018 ). In the security field, vehicle trajectory data have been used to investigate the road network conditions and reveal important facts about human behaviours after an earthquake (Hara and Kuwahara 2015) . Third, the complexity of our model is quite high. How to optimize the model structure and speed up the calculation remains a challenge. Note 1. https://www.kaggle.com/c/pkdd-15-predict-taxi-service-trajectory-i.
Disclosure statement
No potential conflict of interest was reported by the authors. 
Notes on contributors
Chengyang Qian is a PhD candidate in Key Laboratory of Virtual Geographic Environment (Nanjing Normal University), Ministry of Education, Nanjing, China. He is also a chief specialist in Intelligent City Research Institute, Suzhou Industrial Park Surveying, Mapping and Geoinformation Co., Ltd, Suzhou, China. Email: cyqian@gmail.com. His research interests include geographical information science, spatio-temporal data mining, and remote sensing.
Ruqiao Jiang is an engineer in Intelligent City Research Institute, Suzhou Industrial Park Surveying, Mapping and Geoinformation Co., Ltd, Suzhou, China. Email: jiangruqiao@gmail.com. His research interests including geographical information science, digital terrain analysis and urban geography.
Yi Long is a professor in Key Laboratory of Virtual Geographic Environment (Nanjing Normal University), Ministry of Education, Nanjing, China. Email: longyi@njnu.edu.cn. His research interests include cartography, geography and geographical information science.
Qi Zhang is an engineer in Intelligent City Research Institute, Suzhou Industrial Park Surveying,
