Abstract-In this paper, an algorithm for the estimation of the longitudinal and lateral forces exerted at wheel level between tires and ground is presented. Starting from a modified version of the single track vehicle model, which also includes the steady-state effect of pitch and roll on the planar movement of the vehicle, the structure is designed as a cascade of two Sub-Optimal SecondOrder Sliding-Mode (S-SOSM) observers, featuring an adaptive feedback that helps improving the accuracy of the estimation of the longitudinal forces. The presented approach is purposely designed so that only standard sensors, which are usually available in commercial vehicles, are exploited. In order to alleviate the highfrequency vibrations introduced by the Sliding-Mode technique, an EKF is added as a second step, which considers the output of the S-SOSM observer as a noisy measurement, hence the virtual sensor nomenclature. The method is evaluated on experimental data, displaying good performance both in terms of accuracy and chattering alleviation.
NOMENCLATURE
Traction/braking torque applied to the wheels. φ Vehicle roll angle. θ Road inclination.
I. INTRODUCTION
T HE automotive industry has made significant improvements in last decades addressing passenger safety, driving quality and energetic efficiency. Recently, with the introduction of on-board automatic control systems, this trend has increased its momentum exponentially. One example of this trend is the amount of first-event rollovers for single-vehicle crashes, which has decreased considerably. For instance, as reported in [1] , in the USA it went from 4.29% in 2004 to 2.61% in 2010. In this example, the improvement can be ascribed to the introduction of the Electronic Stability Control (ESC) system. Another meaningful case is that of vehicles equipped with Anti-lock Braking System and ESC, which run off the road almost 50% less than vehicles without this equipment, see [2] .
Within the scope of active safety control systems and energy efficiency topics, the estimation of tire-ground contact forces has become an important subject of investigation. In fact, the knowledge of the forces exerted can help to prevent over-steering or under-steering phenomena, which often generate accidents. This can be caused by a tire undergoing excessive slip/skid, so that the driver does not reach the intended trajectory. Currently, sensors exist able to measure tire-ground forces. Nevertheless, their cost amounts to several tens thousand euros per piece, which makes them incompatible with commercial automobiles mass production. The introduction of observers to estimate these forces is an effective solution for this problem. However, to provide estimates of the forces with sufficient accuracy is still considered an arduous task, since the variation of vehicle mass, Center of Gravity (COG) position, road slope or bank angle, along with road irregularities and load transfer effects increase the problem complexity considerably.
Accurate knowledge of vehicle dynamics is therefore essential to accomplish the task of determining the wheel forces with suitable accuracy to be used in Advanced Driver Assistance System (ADAS) and ESC systems. Motivated by this necessity, numerous research works have been published concerning the estimation of vehicle parameters and forces [3] - [8] . Conversely, on the side of energetic efficiency, recent vehicle controllers developed for fuel consumption reduction require an accurate estimation of the vehicle traction force [9] - [12] .
A. Related Work
In general, the computation or estimation of the tire-ground forces can follow two main approaches, both having their own advantages. The first one requires the development of a tire model, while the second one uses the vehicle dynamic model to reconstruct the tire forces. The tire model approach [13] , [14] is useful during the tire design, while its application within an embedded system is in general problematic.
For this reason, several authors developed the idea of computing the tire-ground forces using a tireless model approach, which only considers the vehicle dynamics. One of the first examples can be found in [15] , where a nonlinear state and tire-ground force observer is developed, and applied to a braking control system. In that paper, the tire-ground forces are computed relying on a single-track model (bicycle model) of the car [16] . The use of an Extended Kalman Filter (EKF), is widely popular in this field of application. An example can be found in [17] , where an EKF is used to calculate the tire-ground forces for the wheels of the bicycle model. Sliding Mode (SM) based observers have been also employed. In [18] , for instance, the estimation process is subdivided into two steps. As a first step, a SM observer is applied to a bicycle model while, as a second step, the response is refined with an EKF. Yet, as for the aforementioned approaches, the computation of the forces is done for the virtual tires of the bicycle model, not for the real tires of the vehicle. In [19] , a Kalman filter is used to estimate the forces at each wheel, under the hypothesis of equal distribution for forces on the same axle. In [20] a similar approach is presented in which, in order to avoid such assumption, the motor torque and the braking torque are considered as known input variables. In [21] , the longitudinal and lateral force transfer concept is introduced. This term improves the accuracy of the force decoupling step. In [22] , the longitudinal tire-ground forces are computed and the longitudinal force transfer is redefined giving the estimator robustness against changes in tire-ground friction. More recently, in [23] , an individual tire force estimation algorithm designed for all wheel drive vehicles was proposed. Using the interacting multiple model (IMM) filter method, the suggested algorithm helps avoiding the chattering response caused by immediately switching between different vehicle dynamic models.
SM concept based solutions to the problem of tire-ground forces estimation have well documented advantages, in terms of fast response and stability, and drawbacks, such as the so-called chattering effect and the strong dependance on model accuracy, when implemented in observers [24] . In particular, when a First Order Sliding Mode (FOSM) is used, from a theoretical point of view the observer output corresponds to the desired estimation only in the so called "Filippov's sense" [25] , as will be described in Section III.
From the above mentioned works, it emerges that approaches which rely on a single-track vehicle dynamic model and exploit a SM based observation law are typically affected by a number of problems, which to this day still represent a research topic in the field of wheel forces estimation. These issues, which we propose to address in this work, include: r allocation of the wheel forces relative to the same axle; r calibration of the SM gains for chattering minimization; r unreliability of the wheel torque information; r precise estimation of the longitudinal forces for the nondriving wheels.
B. Contribution and Outline
In this paper we present a novel observers based scheme for wheel forces estimation which, analogously to some of the previously mentioned works, exploits the sinergy of SM observers and the EKF. The presented proposal differs from the previous ones for several reasons.
r It relies on the concept of Second Order Sliding Mode (SOSM) to design the observers. In particular, the proposed observers provide estimates which are determined via a Sub-Optimal SOSM (S-SOSM) [26] observer law. By choosing it over a classical FOSM law, one theoretically should not need to filter the observer input signal in order to obtain the estimated values while in sliding, since this signal is by construction continuous. In practice, this implies a considerable attenuation in the chattering level. The S-SOSM algorithm adopted in this paper also presents other interesting features, both in terms of robustness and convergence time, which enable to achieve superior performance compared to the SM concepts.
r In this work we use an enhanced single-track vehicle model, also including the yaw moment due to the vehicle load transfer, which makes the estimation design more complex, but enables to obtain results more consistent with real world signals evolution.
r The use of the EKF is done in a different perspective in the proposed scheme with respect to the work mentioned before. In the previously mentioned work [18] a 2 layers observer is developed, so that the first SM observer produces estimates for the tire-ground forces, which are then fed to the second EKF layer, which is in charge of estimating related variables, such as side-slip angles and stiffness coefficients. As a result, no smoothing of the vibrations in the estimated forces is actually performed. In this work, instead, the EKF is coupled with the S-SOSM observers in order to further reduce the possible residual chattering affecting the estimations.
r With the proposed scheme, an adaptive mechanism based on the estimation of the losses due to aerodynamic drag and friction is introduced in order to obtain a further improvement in terms of accuracy.
To the best of our knowledge, the proposed approach is original and has not been applied yet to solve the automotive estimation problem in question. In view of its significant accuracy and robustness, it also seems suitable for practical realization of a virtual sensor which can complement the physical sensors of an automated 4-wheeled vehicle.
This article is structured as follows. Section II describes the vehicle model used for the development of the observer, while in III some theoretical background on the used S-SOSM algorithm is introduced. An overview of the presented scheme is given in Section IV, before analyzing in depth the S-SOSM implementation and its stability properties (Section V). The implementation of the EKF and the method employed for the inclusion of nonlinear phenomena affecting non driving wheels are illustrated in Section VI. Finally, the performance of the observers, evaluated on experimental data, is presented in Section VII, before the conclusions are drawn in VIII.
II. VEHICLE MODEL
The goal of the proposed observer is to estimate longitudinal and lateral forces exerted on each wheel, based on available information, such as measurements obtained from sensors and known vehicle parameters. A key part of this procedure is the adoption of a valid vehicle model, which should take into account the main dynamic effects concurring to the generation of such forces. At the same time it is necessary that the model complexity remains reasonable, in order to guarantee that all the considered states are sufficiently excited during the estimation, and all parameters utilized in the model are reliable, thus ensuring an appropriate level of robustness. For this reason, some phenomena, such as tire relaxation, need to be neglected.
Based on the aforementioned considerations, the main aspects considered in the adopted vehicle model are the following: r wheel rotational dynamics, described by the "single corner model"; r vehicle dynamics, described by an enhanced version of the "single track model"; r longitudinal and lateral load transfer.
In the next few subsections the mentioned models are presented. Note that, in order to help the reader, the following notation will be used throughout the article:
(1) where x, y indicate longitudinal and lateral quantities, respectively, and w, b indicate the wheel or vehicle body reference frames. The subscripts ij specify the wheel indexing (forward/rear, left/right). In case of the lateral forces only, with the notation F by,f and F by,r we refer to the lateral forces applied to the front and rear axles, respectively.
A. Single Corner Model
The longitudinal forces F xw,ij exerted on the ij-th wheel are modelled after the first equation of the so-called single-corner model (see Fig. 1(a) , and [27] ), which considers the dynamics of a single wheel with respect to its own reference frame
where J w , ω ij , R e are the moment of inertia, the angular speed and the effective radius of the wheel, respectively, T w,ij is the torque acting on the wheel, and F xw,ij is the longitudinal force. Note that, for all i, j, equalities R e,ij = R e and J w,ij = J w are assumed throughout the paper. Nevertheless, the validity of the model is independent of the actual values of the effective radius and wheel moment of inertia, which are assumed available, so that this does not represent a limitation. The additional term ΔT w,ij , is introduced, in order to take into account the inaccuracies in the information concerning the actual torque applied to the wheel. For conventional vehicles in particular, and to a lesser extent for the increasingly popular electrical ones, the measurement/estimation of the actual torque applied to a specific wheel, both in the case of a poweron situation and during braking, is not a trivial task. In fact, the mechanical/hydraulic transfer of power to the wheels is affected by several external agents, such as temperature, aging, malfunctioning, etc. [28] . Note that, the form in which (2) is expressed is such that, if a device for the estimation of ΔT w,ij is introduced, in practice all matched uncertainties affecting the model will be compensated as if they were a unique uncertain term, including also parametric uncertainties.
B. Enhanced Single Track Model
The lateral forces are taken into account, referring to the vehicle reference frame, starting from the so-called single-track planar model (see Fig. 1(b) , [16] , [29] for reference). The singletrack model is in general used to describe the planar motion of a vehicle, by considering the dynamic evolution of three variables representing its degrees of freedom. Typically the three variables used are longitudinal velocity v x , lateral velocity v y (alternatively absolute velocity and side-slip angle), and yaw rateψ.
The model is valid under the hypothesis that the forces applied are homogeneous along the axles, so that it can be assumed that all forces are exerted by a unique wheel, placed at the center of the axle itself. For this reason, the bicycle model is not particularly indicated to describe the vehicle dynamics occurring during sharp turns, when the vehicle load transfer is most felt. As a matter of fact, when a significant lateral load transfer occurs, it makes sense to consider the effect it has on the difference between longitudinal forces on the wheels of the same axle, which in turn contributes to the generation of the overall yaw moment. For this reason, in this paper a modified version of the single track model is considered, which takes into account the yaw moment induced by such force difference
The first equation in (3) will be exploited in an adaptive loop, which is one of the peculiar aspects of our proposal, oriented to improve the quality of the forces estimation, and which requires an estimation of the main longitudinal losses due to aerodynamic drag and rolling resistance. For this purpose, with the wheels longitudinal forces referred to the vehicle body F xb,ij , the balance of forces concurring to the evolution of the vehicle velocity is considered, where the overall rolling resistance is defined as
and the aerodynamic drag is
having introduced the rolling resistance coefficient C r and the longitudinal drag coefficient C x . Note that, while the rolling resistance is a phenomenon occurring at the level of the wheels, in this approach it is preferred to consider its effect on the vehicle dynamics.
In the second and third equations in (3) the following terms are considered
where J z is the vehicle total moment of inertia, l f , l r are the distances of the front and rear axles from the center of gravity, and b f , b r are the distances between the two wheels of the same (front or rear) axle. The term
is considered in order to represent the effects of the longitudinal forces on the overall yaw moment generation, i.e. the moment generated by the differences in the longitudinal forces acting on the wheels of the same axle (ΔF xb,k ). 
C. Load Transfer
If only the enhanced single track and single corner models were used, there would be no information on how the forces are allocated on the wheels of the same axle. As a matter of fact, the load transfer, which determines a varying distribution of the normal forces on the 4 wheels, is not included in the planar model (3). For this reason, an approach for the approximation of the effects of the load transfer, both longitudinal and lateral, based on the information provided by the accelerometers rather than on dynamic equations, is presented here.
The introduction of two equations relative to pitch and roll is needed in order to take into account the load transfer occurring during the maneuvers and due to the inclination of the road. For both pitch and roll phenomena, the steady state values are considered, i.e. the derivatives of the pitch and roll angles are assumed to be null.
Regarding the pitch, the vehicle must be considered as a 2-D object moving in the X − Z plane, defined by the longitudinal and vertical axes (see Fig. 2(a) ). Given the purpose of this paper, it is sufficient to only consider the components affecting more heavily the weight transfer. This means that several minor causes for longitudinal transfer are neglected, mainly: r the displacement of the resulting normal forces from the center of contact of the tires (the ones responsible for the rise of the rolling resistance); r the effect of the total aerodynamic moment about the Y axis; r the effect of the aerodynamic drag on the longitudinal load transfer; This leaves the following simplified calculation for the distribution of the normal forces on the axles F z,i
where the longitudinal inclination angle θ of the road can be estimated based on vision sensors or inertial measurement units, so that the term mg sin(θ) can always be computed. Expression (7) only provides the total forces acting on each axle, whereas the final aim is to obtain the normal forces acting on each wheel. The steady state effects of vehicle roll are then considered, assuming for the sake of simplicity that the road presents no lateral slope. Since the assumption of rigid body does not allow to compute the load transfer acting on each axle, the compliance of the suspensions is introduced. The following conclusions are based on a detailed description of the vertical dynamics effect, which can be found in [16] . Having defined k i as the stiffness of the suspensions of the i-th axle, one has the following expression for the lateral weight transfer:
This leads to the final expression
in which the F z,i terms are defined in (7).
III. S-SOSM FOR CONTROL AND OBSERVATION
Sliding Mode control (SM) [30] is a robust nonlinear control technique based on the idea of exploiting Variable Structure Systems (VSS) properties in order to constrain the system trajectory to a predefined subset of the state space. In this section, this technique is briefly outlined in order to clarify its role in our proposal. Note that, in the paper, the dependance of variables on time t is omitted, apart from non obvious cases.
A. Sub-Optimal Second Order Sliding Mode
Consider a system affine in the control
where x ∈ R n , u ∈ R, and f (x, t) and g(x, t) are two uncertain bounded vector functions. A "sliding variable" σ = σ(x, t) has to be designed as a function of states and possibly time. Although in principle it can assume any form, a common choice is the linear time-invariant one
with C ∈ R 1×n constant. Considering σ as a system output, the relative degree r of system (10)- (11) is defined as the order of the total time derivative of σ in which the control u appears explicitly for the first time [31] . For systems with r = 1 it is sufficient to rely on the application of First-Order Sliding Mode (FOSM) control laws such as, for instance,
For a proper choice of the gain K, in fact, discontinuous laws as (12) ensure that the trajectory of (10) reaches in finite time the sliding manifold
and remains confined on it ∀t ≥ t r , t r being the reaching time.
For systems with relative degree two (r = 2), instead, at least a second order sliding modes must be enforced (i.e. the trajectory of system (10) is constrained in finite time on the sliding set {σ = 0,σ = 0}). The dynamics of the sliding variable in such cases can be described by the following perturbed chain of integrators,
where ζ 1 = σ, ζ 2 =σ, v is the control, and λ and D are two continuous uncertain functions such that
with Λ, D 1 and D 2 being known constants. 1 The second inequality in (15) can be substituted by D 1 < D < D 2 < 0 if the sign of the (16) is negative.
In this work the S-SOSM control algorithm [26] is considered. It aims at making σ andσ vanish in finite time by means of the control law
where α is a modulation parameter, K is the gain and σ MAX = σ(t MAX ) with t MAX the last time instant at whichσ = 0.
To implement an n-th order sliding mode control law, the knowledge of the first n − 1 time derivatives of the sliding variable is usually mandatory. This increases the complexity of the resulting schemes, in which additional sensors or differentiators must be introduced. On the contrary, one of the peculiarities of S-SOSM is that no derivatives of σ are needed, as can be seen in (16) . In fact, in real implementations, σ MAX can be determined using commercial peak detectors or looking at successive measurements of σ. If the difference Δσ i = σ(t i ) − σ(t i−1 ) between the last two acquired values has opposite sign with respect to Δσ i−1 , it means thatσ = 0 happened. This is an approximation, which implies that some non-idealities are introduced in practice with respect to a perfect knowledge ofσ, but they are typically tolerable.
The selection of K and α must fulfill the following conditions
with α
) a parameter to be arbitrarily chosen and ζ MAX obviously related to σ MAX [26] , in order to guarantee the finite-time convergence of σ andσ to zero. Note that, in this paper, it is assumed for simplicity that there is no uncertainty affecting the D term in (14) , so that D 1 = D 2 = D and α * = 1. A feature of S-SOSM is that it can be exploited also to control systems of relative degree one, for chattering alleviation. In such cases, the control can be applied to an augmented system whose relative degree is artificially increased from r = 1 to r = 2 by means of the introduction of an integrator, so that the discontinuous control law v affects the actual control variable evolution asu
Equation (19) guarantees that the real control signal u is continuous, so that chattering (i.e. the high frequency oscillations of σ due to the control discontinuity) is attenuated. From now on, in this work we will only consider the application of S-SOSM in its chattering alleviation form, on systems of relative degree r = 1. The Sliding Mode approach can be easily applied to external disturbances observation tasks. Let us assume that the system dynamics are described bẏ
where f k (x, t) and f u (x, t) are, respectively, a known and unknown functions of state and time. The latter, in particular, can comprise unmodeled dynamics, exogenous disturbances and non-idealities of any kind. If the state vector x is available for measurement, the observer systeṁ
can be constructed, whereû is the observer input. Then, the sliding variable can be chosen as
During a second order sliding, the following equality holds
and, therefore,û = f u (x, t). Note that this feature is a peculiar property of the S-SOSM approach. In case a First Order Sliding Mode approach were used to designû, equality (23) would be true only in Filippov's sense [25] (i.e.û would be discontinuous, and only its "equivalent" counterpart would be equal to f u (x, t) [30] ).
B. Convergence Time
The enforcement of a second-order sliding mode proves to be equivalent to the regulation of system (14) . In [26] the proof that law (16) enforces a contractive behavior of the state of (14) towards the origin, under (17) , (18), is provided. The contraction of the state (14) implies that the successive values of the peak σ MAX respect
and finite time convergence follows. In particular, an upper bound for the reaching phase duration can be computed as
where t MAX k is the time instant at which the k-th peak detection occurs. Therefore, t MAX 1 is such thatσ = 0 for the first time. Relationship (25) is determined considering the following inequality (see [26] for more details):
in which 0 < γ < 1 is used as a coefficient in the geometric series originated by Inequality (24) and
In order to simplify (26) , then, β is defined as
Notice that the parameter γ appearing in (25) depends on the magnitude of the disturbances. In particular, zero being its lower bound, an upper bound can be found considering that the following relationship holds between each peak and its preceding one (see [26] )
so that, eventually,
IV. SM VIRTUAL SENSOR WITH ACCURACY ENHANCEMENT
In [32] wheel forces are estimated by means of an observer, structured as the cascade of two S-SOSM observers for the longitudinal and lateral forces, with an adaptive feedback loop for the correction of the longitudinal forces estimation. While designs have already been proposed for wheel forces estimation, exploiting both first and second order sliding mode techniques (see e.g. [33] , [34] ), the motivation for the adoption of the S-SOSM in [32] is to alleviate the chattering produced. For this reason, also a switched/time-based algorithm (STBA) is adopted for the adaptation of the gain, based on the method proposed in [35] .
The simulation results reported in [32] are satisfactory, yet the method requires a high computational burden for the offline calibration of the STBA algorithm, which is based on the optimization of several parameters corresponding to different regions of the phase plane and to the associated gains. Moreover, by optimizing the calibration over an increasing number of scenarios, the chattering level corresponding to optimum increases. This aspect could be dealt with, by further increasing the number of regions in which the phase plane of the sliding variable is subdivided, although this would come at the cost of additional parameters, and thus with an exponentially increasing computational load for the calibration.
The approach which is presented in this article is substantially different: while the base S-SOSM observer is still employed, the task of chattering alleviation is assigned to an EKF, which, together with the sensor measurements, which are naturally noisy, acquires the estimationsF xw,ij ,F y,i , i = f, r, j = l, r, and considers them as if they were also obtained from noisy sensors. In the latter case, the noise is indeed represented by the chattering generated by the Sliding Mode approach.
The immediate consequence of such implementation is that there is a reduced benefit from a decrease in the S-SOSM gains. In turn, the calibration focus shifts towards a proper tuning of the observation covariance matrix R of the EKF. One key advantage of this evolution is the fixed number of calibration parameters. In fact, with the STBA method [36] , there is no a-priori knowledge of the optimal number of regions in which the (σ,σ) phase-plane should be divided to get an efficient chattering alleviation. Conversely, with the EKF, the number of parameters to be calibrated depends on the dimension of the observed state.
A second feature which was not originally present in [32] is the inclusion in the adopted model of the load transfer when performing the lateral forces allocation between wheels of the same axle. This solution allows, with limited computational effort, and without the need for a dynamic model for pitch and roll dynamics, to vastly improve the performance of the estimation, in conditions where the lateral dynamics are under intense excitation.
Finally, the EKF smoothing capability allows to feed the S-SOSM virtual sensor with unfiltered measurement signals, since the noise cancellation results in being performed at a second stage. In this way, the S-SOSM observers are not working with already delayed signals, which is a significant advantage for accuracy.
V. S-SOSM BASED VIRTUAL SENSOR FOR WHEEL FORCES

A. S-SOSM Observer Structure
The vehicle models introduced in Section II are now exploited for the derivation of the forces observer. Moreover, in order to limit the excess of notation, it will be assumed that the road slope is negligible, so that the approximation θ ≈ 0 is valid.
The longitudinal forces F xw,ij are estimated relying on the dynamic description of the rotation of each wheel, which is provided by model (2) . Assuming that the nominal values of J w , R e are known, the measured wheel speed ω ij and the requested wheel torque T ij are suitably used to generate a S-SOSM which implies the vanishing of the error
This is done by controlling the estimation law
where u is the observer input law designed according to (16) , (19) . As a result, one has that the estimated force isF xw = u ij . Note that, the torque deviationΔT ij is derived from the overall torque deviation termΔT . Its distribution over the 4 wheels is calculated differently in accelerating and braking situations. The assumption which is made is that if no torque is applied to a specific wheel, the corresponding torque deviation is negligible. Consequently, since the usecase considered in the experimental evaluation in Section VII is a conventional vehicle with front wheels traction,ΔT is distributed as follows:
where the normal forces distribution is derived from (9), the coefficients c brk,ij account for the brake torque split ratio, and the acceleration threshold a thd is calibrated in order to minimize high frequency oscillations in the identification of the driving modes acceleration, coasting and braking. We assume thatΔT is provided by a PI adaptive laẇ
with the input error e F x given by
whereF aer andF rr are derived from the models (4) and (5), respectively. Since the vehicle velocity is required for the estimation ofF aer , a one dimensional Kalman Filter is used for its derivation, exploiting measured acceleration and wheel speeds as inputs and outputs, respectively. One can notice how the estimation of the longitudinal wheel forces performed according to (31) and (32) is referred to the wheels reference frame: this means that in order to preserve validity when a non-null steering angle δ is applied to the front wheels (see Fig. 3 ), a linear transformation has to be performed to calculate the forces summation in (35) . Typically, the steering angle δ has a limited range of admitted values, and therefore the following assumption can be considered valid
Considering the front-left wheel, one has
which can be expressed in matrix form as
First and second equation in (37) can be combined by eliding F yw,fl , so that the following expression for F xb,fl is obtained The transformation (38) is then modified into the form considered in the observation scheme in Fig. 4 , i.e.
By extending the same approach to the front-right wheel all terms required for the summation in (35) are obtained. The lateral forces are estimated based on the modified single track model (3) previously illustrated. Thanks to the fact that with such an approach the lateral forces on the same axle are considered homogeneous, the model dynamics are reduced to a single equation, so that a single S-SOSM observer can be used. The forces, referred to the body reference frame, concur to generate the lateral acceleration of the vehicle as follows
where it is assumed that a y is available for measurement by means of an accelerometer. The S-SOSM observer is designed so that the following estimation error is steered to zero in finite time
Note that, in (42),ψ andF yb,f are defined as follows
where ΔF xb,f , ΔF xb,r are derived from (6) . As a result, and in analogy with the longitudinal case, one has that the estimated force acting on the rear axle isF yb,r = u y , with u y also designed according to (16) .
The estimation of the lateral forces on each quarter-car, differently from the implementation presented in [32] , is not obtained by equally splitting the axle force F yb,i on the two corresponding wheels. While the approximation of equal distribution is reasonable when the difference between the normal forces acting on the wheels of the same axle is small, for more aggressive turns, the performance of the observer drops dramatically. For this reason, similarly to the approach followed in [21] , the lateral forces are assigned depending on the normal forces distribution
Note that, such solution is in analogy with the torque deviation ΔT distribution in equation (33) . The overall scheme which represents the observer is illustrated in Fig. 4 , comprehensive of the three components which have been illustrated.
B. Convergence Analysis
From a theoretical viewpoint, the observation errors of observer systems (32) and (43) can be proved to converge to zero as required, by exploiting the principle of "control hierarchy" illustrated by DeCarlo in [37] . Considering the cascade of longitudinal and lateral observers as a unique multi-input system, by following DeCarlo's approach, the overall finite time convergence is guaranteed by a suitable choice of the gains, as will be discussed in the following. First we need to discuss the effect of the feedback adaptive loop on the performance of the observer for the longitudinal forces.
In fact, the two observers represent the main element in the scheme in Fig. 4 , where the PI logic is a practical device adopted in order to increase the accuracy of the estimation, by considering all the possible information available to the observer. In this case the PI component produces an adaptive estimation of the torque distortion termΔT , which is introduced in order to take into account all uncertainties related to the vehicle longitudinal dynamics. Due to the nonlinearity of the system upon which the PI feedback law is applied, a proof of its convergence properties is not straightforward. Nevertheless, one can notice how the S-SOSM observers converge in finite time to an estimation, which, although bounded, is affected by possible distortions on the input signals. Since the terms ΔT ij are in practice a correction to the input torque value T w,ij , one can say that they do not affect the stability of the cascade, as long as the observer gain K x is defined taking into account the maximum amplitude that their derivatives can assume.
By considering the derivativeΔT of the output of the PI controller, given by (34) , one can see that its value is bounded, as long as the input error e F x is bounded and has bounded derivative. This can be proved straightforward, considering that the rate of change of the estimated forces is indeed determined by the chosen gain K x . It is then reasonable to assume that the derivative of the estimation for the torque deviatioñ
entering each observer is bounded, so that the following holds
Based on this assumption, if the condition (18) is satisfied considering also the effect of the PI adaptation, the system is guaranteed to be stable in spite of the adaptation mechanism. Assuming the model is correct, the parameters are known and the input signals correspond to the actual ones, the observers converge to the correct estimation, as long as conditions (15) are verified for the models (32) and (43). In order to formalize the convergence properties of the proposed structure, the following reasonable assumptions are made:
i) All signals entering the observers are bounded, with bounded first derivative; ii) The model descriptions adopted are correct, apart from an uncertainty term which represents non captured dynamics and parameter uncertainties. In all cases the uncertainty term is also bounded with bounded first derivative. Finally, when proving the convergence of the four observers for the longitudinal forces, it is sufficient to consider just one of them, for the generic wheel ij, as the same procedure can be adopted for all the others.
Proposition 1: Given model (2) and estimation law (16), (19) applied to the observer defined in (31), (32), a value of the gain K x of the S-SOSM input law exists such that the estimation F xw,ij converges to the real value F xw,ij , with convergence error depending on the inaccuracy of the estimationΔT ij of the wheel torque deviation.
Proof: Let us consider the termΔT ij as an exogenous disturbance with bounded first derivative. This is a reasonable assumption, as it is the output of a PI controller fed by the limited and continuous error e F x defined in (35) . Indeed, the error is limited, since a x is a measurement output and the S-SOSM observers have sufficiently high gains so that the sliding variables σ k move towards the origin. Therefore, due to assumption (i) mȧ x is limited, and so is alsoė F x . Let us also assume that the actual dynamics of the wheel are described by model (2) , with the dynamic equation of the corresponding observer being (32) . Hence, the second derivative of the chosen sliding variable (31) isσ
According to assumption (i) previously made, a bound Λ x,ij exists such that |λ
The following inequality can be exploited for the definition of the bounds for each pair ij:
Therefore, for a properly chosen gain K x , i.e. a gain choice which enables to generate a SOSM, the convergence is guaranteed ∀i, j (σ x,ij = 0), leading in finite time (when the system is in sliding condition) to the following estimation
In order to prove the convergence of the observer for the lateral forces acting on the wheels, it is sufficient to note that the estimation of the F xw forces can be determined from the input of the S-SOSM observers. Then, one has that, as noted in Section III, the following is always boundeḋ
Based on this fact, the following proposition can be formulated. Proposition 2: Given model (3) and estimation law (16), (19) applied to the observer defined by (42), (43), a value of the gain K y of the S-SOSM input law exists, such that the estimation F y,r converges to the real value F y,r , with convergence error depending on the inaccuracy of the estimationΔT ij of the wheel torque deviation plus a component U y which accounts for the unmodelled components of the lateral dynamics.
Proof: It is here assumed that the real dynamics of the yaw rate are described by (3) plus an additional U y term representing the uncertainties (including parametric ones). Note that here U y is necessary, in contrast with the longitudinal case, since in the latter the uncertainties are already included in the model as ΔT ij , as discussed in Section II. The first equation of (3) then becomes
(51) Since the observer used is the one described in (43), the second derivative of the chosen sliding variable (42) is
where r =ψ. Similarly to the longitudinal case, thanks to assumption (i), one can say that a bound Λ y exists such that
. Therefore, assuming a sufficiently high K y is selected, the convergence is guaranteed. The following inequalities are then defined for the bounds: This leads in finite time to the following value for the estimation
where
In order not to overcomplicate the notation, in (55) the effect of the steering angle δ, which numerically, under condition (36), has a much lesser impact compared to the other terms, can be assumed to be included in the uncertainty term U y . The convergence of the front axle force estimation comes as a consequence, based on the second equation in (43).
C. Considerations on the Adaptive S-SOSM Observer
Besides the guaranteed stability and convergence properties, which were illustrated in the previous subsection, the convenience of inserting the adaptive loop in the double observer structure lies in the intrinsic property of disturbance rejection, which characterizes all SM controllers. As a matter of fact, the introduction of the additional adaptive feedback loop does not constitute an issue with respect to both stability and convergence time.
To better illustrate the latter fact, in Fig. 5 the dependence of the upper bound for the convergence timet r on the disturbance level is highlighted, based on (25) . The values of Λ x , D x adopted are those from Table I , where all the quantities necessary for the determination of the gains K x , K y are estimated based on the experimental data used for the evaluation in Section VII. The first plot in Fig. 5 should be understood as follows: the nominal gain K x,nom is chosen as the minimum gain K x satisfying (18), based on the nominal estimated bound Λ x,nom . Then, one can see how the convergence time increases for values of |λ x | approaching the limit of stability, i.e. |λ x | → Λ x,nom . Since the disturbance introduced by the adaptive mechanism may increase the value of |λ x |, one has that the maximum convergence time increases considerably for values of the gain K x right at the limit of stability, but its raise is substantially reduced, even for marginal increases of the gain, e.g. K x = 1.5K x,nom . The effect of the disturbance on the convergence time is practically cancelled for values of the gain one order of magnitude higher than K x,nom . This behavior can be explained by the dependency of γ in (25) on the ratio |λ x |/Λ x,nom , which was explained in Subection III-B.
Based on this qualitative analysis, then, one can say that in general the introduction of disturbances into the system does not lead to an increase in the convergence time. This means that the choice of a value for K x (and consequently K y ) which is sufficient to dominate the increased disturbance, does not affect significantly the convergence time.
Note that, in the configuration proposed in this paper, a suitably designed EKF is implemented with the purpose of reducing chattering. Therefore, if the noise variance associated with the forces obtained via the SM based virtual sensors (which is dependent on K x , K y ) is disproportioned compared to that of the measured signals, the covariance matrix R would present a malconditioning problem, possibly resulting in numerical issues during the EKF computation. In practical implementations, thanks to the behavior oft r illustrated above, values for the gains can be chosen so that the malconditioning does not constitute a major problem.
VI. ACCURACY ENHANCEMENT AND LONGITUDINAL FORCES CORRECTION
The S-SOSM observer provides output signals with limited usefulness, due to the possible presence of chattering. Moreover, the most impactful nonlinear phenomena, non captured by the models illustrated in Section II, cause significant deviations in the estimated signals. In this Section the solutions are illustrated, which have been adopted to counter these two problems.
A. EKF Filter
When evaluating the signals which are acquired for the forces estimation, one can assume that the measurements ofψ, a y , a x are affected by noise, while driver/vehicle input signals T i,j , δ present offset and delays. This fact, in practice, prevents a proper chattering reduction, even in spite of the adoption of the S-SOSM technique with STBA strategy for chattering reduction [32] . A preventive noise cancellation of the measurements would not bring a substantial improvement either: while a pre-filtering of these signals would help smoothing them, it would come at the cost of a substantial phase shift. As a result, the final force estimations would be affected by phase delay and chattering, which is reduced but still not negligible. A second stage of filtering would add further delay, thus making the output signals difficult to use in the target applications.
For all the aforementioned reasons, an EKF is employed, based on the same dynamical representations introduced for the modelling of the longitudinal and lateral vehicle dynamics in Section II. Such device has the goal of smoothing both the estimated forces F xw,ij , F yw,ij and the acquired measurement signalsψ, a y , a x . A schematic representation of the S-SOSM/EKF structure is provided in Fig. 6 .
Algorithm 1: EKF State Estimation.
Initializê
Predict-Updatė
P(t) = F(t)P(t) + P(t)F(t) T − K(t)H(t)P(t) + Q(t)
(58)
K(t) = P(t)H(t) T R(t)
−1 (59)
The EKF is implemented in the standard form illustrated in Algorithm 1, with the vectors of states x and inputs u used in this representation being defined as: 
the following nonlinear continuous state-space description is consideredẋ
The nonlinear function f (x, u) is the following
with
In order to simplify the notation in (67), ξ 1 , ξ 2 have been introduced
A lower triangular matrix F is obtained from the linearization F = 0(7, 7) 0(7, 5)
Elements in the last row of F 5, 7 are reported in Table II .
From a practical point of view, it should be noticed that the standard hypothesis of white gaussian noise are not satisfied for w, v in (63). For this reason, the tuning of Q and R, which are effectively the design parameters in the EKF, should be realized with an optimization process. If this approach is followed, given the size of the 2 matrices, in order to reduce the computational burden, the non diagonal elements of Q, R should be chosen null, i.e.
B. Longitudinal Tire-Ground Force Transfer Calculation
The dynamics of a rolling tire have several nonlinearities, resulting from its construction, from the dynamics of rubber or the type of composite materials. For this reason, it is difficult to represent on a real-time basis the full vehicle dynamics. Yet, the adopted simplified model is not well suited to perform accurate state estimation or control. As an example of this fact, values such as the cornering or slip stiffness are usually considered constant for design purposes, while they are time varying parameters which are difficult to estimate in real time.
The resulting longitudinal tire-ground force at the rear wheels is composed by different efforts produced by braking, accelerating or turning. In [21] , the concept of "longitudinal tire-ground force transfer" is investigated and defined as the difference between left and right forces, for front or rear axle respectively, i.e.
In [22] a modification for the longitudinal tire-ground forces computation is introduced, which yields for each one of the rear wheels
F xw,rr = ξ x,rr a x,rr − ξ y,rr a y,rr − F rr,rr − F aer,rr (74)
with ξ x,rj , j = l, r being a function which depends on the vehicle maneuver (braking or accelerating), the mass and its COG, while ξ y,rj only depends on vehicle mass and COG position. The variables a x,rj , a y,rj , j = l, r, represent the longitudinal and lateral acceleration at the left or right wheel, respectively. F rr,rj and F aer,rj represent the rolling resistance and the drag force applied at the specific rear left or right wheel. Thus
The statistical analysis, discussed in [22] , puts into evidence ab experimental correlation so that one can claim ξ x,rl a x,rl ≈ ξ x,rr a x,rr , F rr,rl ≈ F rr,rr and F aer,rl ≈ F aer,rr . Then being ρ 1 a constant parameter greater than the unity, defined as the longitudinal force transfer coefficient, which can be identified from experimental data. Notice that, the assumptions formulated in here are true in the case of regular vehicle designs in which b f ≈ b r .
VII. EXPERIMENTAL ANALYSIS
A. Setup Description
The testbed used to validate in practice the proposals presented here is a 308sw manufactured by Peugeot. This vehicle is instrumented with four wheel force transducers which measure the forces and torques for the x, y and z tire axis. The wheel force transducers also provide, for each wheel ij, the moments M z , M x , M y applied around the three axis, with the latter one corresponding to the applied wheel torque used in the algorithm
The test vehicle is also equipped with an Inertial Measurement Unit (IMU) from which it is possible to obtain the vehicle accelerations (a x , a y , a z ) and angular rates (φ,θ,ψ). The main sensors and software modules which compose it are shown in Fig. 7 .
B. Results Evaluation
The presented observer is evaluated on a slalom maneuver, which can be divided in three phases: acceleration from standstill (19.5 s-27 s), cornering (27 s-50 s) and deceleration to standstill (50 s-65 s). During the central phase, in which the combined effect of longitudinal and lateral forces is most felt, the vehicle cruise velocity is kept within the 60-68 km/h range. The observer gains K X and K y , as well as the results of the optimization for the values of the diagonal elements of matrices Q and R, are reported in Table III .
First, the estimation of the normal forces acting on each wheel, based on the static modelling presented in Section II-C, is evaluated. In Fig. 8 it is possible to notice how the normal forces on the wheels F z,ij are tracked with sufficient accuracy during the entire maneuver. This aspect is important for the subsequent distribution of the lateral forces on the wheels of the same axle.
The result of longitudinal forces estimation is depicted in Fig. 9 and Fig. 10 . In the latter one in particular, which illustrates the forces acting on the rear wheels, one can see how the nonlinear effects compensation, illustrated in Section VI-B, helps identifying with considerable accuracy the rear wheels dynamics. Note that, in the presented results, the "raw" estimation, provided by the S-SOSM observer to the EKF, is also displayed, in order to give a measure of the level of chattering affecting the signals before the filtering. In Fig. 11 a detail of the acceleration phase of the maneuver is depicted, where the effect of the adaptive feedback loop can be appreciated. In the comparison with the S-SOSM observer implemented without adaptation, one can see how, during sharp acceleration phases, the information provided by the accelerometer, more accurate than the one regarding the wheel torque T w,ij , helps estimating with more detail the profile of the longitudinal wheel forces.
In Fig. 12 and Fig. 13 , the performance of the observer for the lateral forces can be evaluated, for front and rear wheels respectively. The focus in this case is on the central (cornering) phase. One can see, how, despite a small lag introduced by the computations, the tracking is quite accurate, except for deformations in correspondence with the peaks. This minor inaccuracy is due to the force splitting process along the same axle, which in reality is not entirely determined by the distribution of the normal forces, which are in turn estimated correctly, as shown in Fig. 8 .
One additional benefit of adopting the EKF structure for the smoothing of the noisy measured signals can be appreciated in Fig. 14, where the acceleration signals, output of the EKF, are compared with the original accelerometer signals. In this case the measurement noise has been cancelled, with almost no introduction of phase delay. 
VIII. CONCLUSION
In this article, a tire-ground forces estimation strategy has been proposed, based on Suboptimal Second Order Sliding Mode (S-SOSM) virtual sensors. In the presented implementation, the adoption of the S-SOSM ensures fast convergence and robustness, while an adaptive loop is employed to improve the performance even in the presence of wheel torque measurements which may be inaccurate.
The convergence properties of the structure have also been proven, with qualitative considerations on the effect that the adaptive loop has on the S-SOSM reaching phase. Additionally, an enhanced single track vehicle model allows to allocate the forces on the different wheels, without increasing the complexity of the observer. Finally, the S-SOSM virtual sensor is coupled with an Extended Kalman Filter (EKF), in order to reduce the chattering, while also smoothing the signals obtained from physical sensor measurements.
An experimental validation of the proposed method carried out on a Peugeot 308sw test vehicle at Compiègne, France, has been presented, confirming the validity of the proposal. In the validation phase, an statistical approach is adopted for the inclusion of the main nonlinear phenomena, which are not captured by the enhanced single track model. The results show that the proposed solution can be successfully integrated with the correction based on the statistical approach, thus making this method a valid solution for forces estimation in practical implementations. 
