I try to give a general description of the dynamics of the solutions for a planar hamiltonian system with positively homogeneous hamiltonian function and periodic forcing term. Most of the results obtained are already known in the special case of a scalar second-order differential equation with asymmetric nonlinearity. r 2004 Elsevier Inc. All rights reserved.
Description of the main results

Consider the hamiltonian system
HðuÞ40: ð3Þ
Moreover, the gradient of H is assumed to be locally Lipschitz continuous (so that, because of (2), rH will actually be Lipschitz continuous). In this setting, the solutions of the Cauchy problems associated to (1) are unique and globally defined. In this situation, the origin is an isochronous center for the autonomous system
all solutions of (4) are periodic with the same minimal period, which will be denoted by t: The fact that T is an integer multiple of t or not can be crucial for the existence of periodic solutions to (1) , as shown by the two statements below. then (1) has a T-periodic solution, for every T-periodic forcing f :
there exist T-periodic functions f for which all the solutions of (1) are unbounded: if u is any solution of (1), then For further investigation, it is convenient to fix a reference solution to the autonomous system (4). Let j be such a solution for which the hamiltonian function has (constant) value 
Recall that j has minimal period t: The function F : R-R; defined by
which is continuous and t-periodic, plays an important role in determining the dynamics of the solutions to (1) , as shown by the following two statements. In the first one we need some regularity of the forcing term. and that F never changes sign. Then, all the solutions of (1) are bounded: if u is any solution of (1), then sup tAR jjuðtÞjjo þ N:
As a consequence of Massera's theorem, assuming that F never changes sign implies that (1) has a T-periodic solution. This fact will indeed be proved for continuous f ; without further regularity assumptions. and assume that F changes sign at least four times in the interval ½0; t½; only having simple zeros. Then (1) has a T-periodic solution, while all solutions having sufficiently large amplitude are unbounded, either in the past or in the future.
Being simple, the number of zeros of F in ½0; t½ must be even. As will be shown in Section 3, the functions f in Theorem 2 for which (1) has no T-periodic solutions can be constructed in such a way that F has exactly two simple zeros in ½0; t½:
Concerning the case
analogues of Theorems 3 and 4 are easily obtained. In fact, if T ¼ N M t; for some positive integers M and N; definingT ¼ MT we have that f ; being T-periodic, is alsoT-periodic andT
Hence, defining
one can restate Theorems 3 and 4 in this different situation simply replacing F by * F: In the complementary case, we have the following. and that R t 0 FðyÞ dya0; i.e.
Then, all the solutions of (1) are bounded: if u is any solution of (1), then
One could wonder whether, in this setting, the T-periodic solutions are unique or not. Concerning the situation of Theorem 1, we have a partial answer in the negative. Consider system (1) in the form
where e : R-R 2 is continuous and T-periodic and vAR 2 is a vector to be fixed.
Theorem 6.
Assume H is C 2 at a certain point w 0 ; with positive definite hessian H 00 ðw 0 Þ; and define
Set v 0 ¼ ÀrHðw 0 Þ and let m and n be integers such that
There is a R 0 40 such that, if v ¼ Rv 0 with RXR 0 ; then the number of T-periodic solutions of (6) is at least 2jn À mj þ 1:
All the results stated in this section hold true if we replace J ' u in (1) by ÀJ ' u: Equivalently, considering (1), it is possible to assume, instead of (3) , that H be negative, i.e. by only taking, in Theorem 6, the hessian H 00 ðw 0 Þ to be negative definite, as well, and setting v 0 ¼ rHðw 0 Þ instead of ÀrHðw 0 Þ:
In Section 3, a complementary situation will be analyzed, where H is neither positive nor negative.
Examples and remarks
Examples of hamiltonian functions verifying (2) and (3) 
This function is of class C 2 except at the origin, where Hð0; 0Þ ¼ 0: The orbits for the autonomous system (4) are visualized in Fig. 1 .
An interesting case appears when H is only piecewise C 2 on S 1 : For instance, let
and A 1 ; A 2 ; y; A n be symmetric positive definite matrices such that
for j ¼ 1; 2; y; n (the matrices A j are chosen in such a way that rH : R 2 -R 2 be continuous). In this case, rH is piecewise linear and, if u is a solution of the autonomous system (4), writing uðtÞ ¼ rðtÞe iaðtÞ ; we have aðtÞA½a j ; a jþ1 ) À' aðtÞ ¼ /A j e iaðtÞ j e iaðtÞ S:
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As a typical special case, let n ¼ 2;
and
; with m40; n40: System (1), with f ¼ ð f 1 ; f 2 Þ; then reads
where x þ ¼ maxfx; 0g is the positive part of x and x À ¼ maxfÀx; 0g is its negative part. Taking f 2 ðtÞ ¼ 0 and setting pðtÞ ¼ Àf 1 ðtÞ; system (8) is equivalent to the classical second-order equation
In this case, one easily computes
Theorem 1 then refers to the pioneering existence results by Dancer [4] and Fucˇı´k [11] for Eq. (9) .
Concerning the nonexistence of periodic solutions in the setting of Theorem 2, Dancer [5] was the first to find, for Eq. (9) , an example of function p; taken as the characteristic function of a small interval, extended periodically. The same kind of idea was developed by Ortega [19] for a second-order equation with an isochronous center. Theorem 2 extends to system (1) those ideas. Different examples of nonexistence of periodic solutions were found for equation (9) by Lazer and McKenna [13] and Wang [20] .
Theorem 3 generalizes a result by Liu [14] , obtained for Eq. (9), which completed previous work of Ortega [15] . We are in a Landesman-Lazer type of situation (see e.g. [8] ). The proof consists in finding arbitrarily large invariant curves for the Poincare´map using a variant of the Small Twist Theorem due to Ortega [16] . The presence of such invariant curves in this case implies the existence of subharmonic solutions and quasi-periodic solutions (see [15] ).
Concerning Theorem 4, the existence part was proved for Eq. (9) by Fabry and Fonda [9] , showing that the topological degree associated to the problem is related to the number of zeros of the function F: In fact, if F only has simple zeros and 2z is their number in the interval ½0; t½; then the degree on large balls is exactly 1 À z: The unboundedness part was proved for Eq. (9) by Alonso and Ortega [1] .
Theorem 5 generalizes a result by Ortega [18] . As in Theorem 3, the proof consists in finding arbitrarily large invariant curves for the Poincare´map in the phase plane.
The situation in Theorem 6 was first considered by Lazer and McKenna [12] , and later by Del Pino et al. [6] , for equations like
where g : R-R is differentiable and such that
Like in [6] , the proof of Theorem 6 uses a version of the Poincare´-Birkhoff Theorem formulated in [14] .
As another example of application let n ¼ 4;
with mn40: In this case, system (1) can be written as
where, being u ¼ ðx; yÞ; one has u þ ¼ ðx þ ; y þ Þ and u À ¼ ðx À ; y À Þ: In this case, one computes
The results stated in Section 1 can be easily adapted to this situation.
As a more general situation, we can introduce a symmetric matrix A ¼ b a a c À Á and consider the system
so that now
Assume det A j 40 for every j ¼ 1; y; 4; i.e. 
ARTICLE IN PRESS
In this case, because of the symmetries in the homogeneous equation, we can write
For example, if a ¼ 0; one has
Again, the results of Section 1 apply. The hamiltonian function is strictly convex. The orbits for the autonomous system (4) are visualized in Fig. 2 : they are obtained by glueing together four pieces of ellipses.
Multiplicity of periodic solutions: a complementary situation
In the context of system (10), we can deal with a different situation which was studied by Fonda and Ortega [10] for second-order systems: let l 1 ; l 2 be the eigenvalues of A; and assume
In this case, the hamiltonian function,
is neither positive nor negative definite. We call this a situation of Ambrosetti-Prodi type (cf. [2] ). For convenience, similarly as for Theorem 6, we write (10) in the form
; define the cones S 1 and S 2 as follows: if a ¼ 0; the two coincide with the first quadrant; otherwise,
If ao0; then S 1 DS 2 ; on the contrary, if a40; then S 2 DS 1 : Assume, for definiteness, ap0: As shown in [10] , if Àv 0 belongs to (
has exactly four solutions w 1 ; y; w 4 ; each belonging to a different quadrant of R 2 : We have det H 00 ðw j Þa0; for every j ¼ 1; y; 4: The hessian of H is positive definite at w 1 ; negative definite at w 3 ; while at w 2 and at w 4 it is neither positive nor negative definite. If Àv 0 A ( S 2 \S 1 ; Eq. (14) has exactly two solutions, while if Àv 0 eS 2 ; it has no solutions at all.
This situation leads to the following result, where each of the solutions of (14) generates a T-periodic solution of (13) .
, there is a R 0 40 such that, if v ¼ Rv 0 with RXR 0 ; then system (13) has exactly four (resp. exactly two or zero) Tperiodic solutions.
As an illustration, the orbits for the system
with Àv 0 A ( S 1 ; (i.e. (13) with eðtÞ 0) are visualized in Fig. 3 . When further interaction with the eigenvalues of the differential operator occurs, more periodic solutions can appear. Theorem 8. Assume (11) and take Àv 0 A ( S 1 : Define, for j ¼ 1 and 3,
and let m j be integers such that
There is a R 0 such that, if v ¼ Rv 0 with RXR 0 ; the number of T-periodic solutions of (13) is at least 2ðm 1 þ m 3 Þ þ 4:
Proofs
In this section we prove the results stated in Sections 1 and 3.
Preliminary remarks and Theorem 1
Since H is positively homogeneous of degree 2, by Euler's Identity, for every uAR 2 ;
/rHðuÞ j uS ¼ 2HðuÞ:
Moreover, H being positive, the degree of rH on any ball B R ¼ fuAR 2 : jjujjoRg is degðrH; B R ; 0Þ ¼ 1: The matrix J is invertible and J À1 ¼ J T ¼ ÀJ: Theorem 1 is thus a direct consequence of Corollary 6 in [3] .
The solutions of the autonomous system (4) have star-shaped orbits which surround the origin and rotate clockwise. Their orbits can be distinguished by the energy H which, by (2) and (3)
Being the map ðr; YÞ/rjðYÞ a diffeomorphism from the half-plane fr40g to R 2 \fð0; 0Þg; the functions r; y are of class C 1 ; as far as uðtÞ does not cross the origin, and substitution into (1) gives
By (5) and Euler's Identity, a scalar product in (16) with jðt þ yÞ yields r ' y ¼ / f ðtÞ j jðt þ yÞS;
while a scalar product with ' jðt þ yÞ yields
The search of solutions which never pass through the origin will thus lead to the system
Unbounded solutions: Theorem 2
Fix vAR 2 with jjvjj ¼ 1 and consider the impulse differential system
where d x is the distribution defined as
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for every C N -function f with compact support. A solution of (17) , in the sense of distributions, is a function uAL 1 loc which is C 2 on R\fnT : nAZg; and such that J ' u ¼ rHðuÞ; for every tAR\fnT : nAZg;
Let F : R-R be defined as
which is a Carathe´odory type equation. In order to deal with a classical equation, let G : R-R be a smooth T-periodic function such that
where L40 is the Lipschitz constant for rH: Let z be a solution of
and w be a solution of (19) such that wð0Þ ¼ zð0Þ: Then, for t40;
By Gronwall's inequality,
Compare the Poincare´map associated to (17) , (19) and (20) . Since T ¼ Nt for some integer N; in the interval of time ½0; T a solution of (17) rotates N times around the origin and then ''jumps'' in the direction of v (see (18) ). So, the Poincare´map for (17) is just a translation by v: Since
the Poincare´map for (19) is the same as for (17) . On the other hand, by (21), /zðTÞ j vS ¼ /wðTÞ j vS þ /zðTÞ À wðTÞ j vS X /wð0Þ j vS þ 1 À jjzðTÞ À wðTÞjj
This implies, by iteration, jjzðnTÞjjX/zðnTÞ j vSX/zð0Þ j vS þ n 2 ;
and hence, being rH Lipschitz continuous, Similarly one proves the unboundedness in the past, and the proof is thus completed.
Remark. For system (17) we formally have
so that, being the orbit of j star-shaped, the function F has exactly two simple zeros in ½0; t½: The same will thus be true for our ''smoothed'' system.
Bounded solutions: Theorem 3
We want to prove that the Poincare´map associated to ð}Þ has an infinite sequence of arbitrarily large invariant curves (cf. [14] [15] [16] [17] ).
Let us first transform ð}Þ into a hamiltonian system by taking rðtÞ ¼ ðrðtÞÞ 2 and sðtÞ ¼ t þ yðtÞ: We have 
Notice that, for d small enough, if ðqðsÞ; pðsÞÞ is a solution of (23), then q is invertible on ½0; T: Letting s to be the inverse of q; i.e. 
Even if (25) is not a hamiltonian system any more, it still has the intersection property (cf. [16] ). The assumption that F never changes sign will permit us to use a variant of the Small Twist Theorem due to Ortega [16] . Let 0om :¼ minjFjpmaxjFj :¼ M; and define the following numbers:
Denote by wðs; q 0 ; z 0 ; dÞ ¼ ðqðs; q 0 ; z 0 ; dÞ; zðs; q 0 ; z 0 ; dÞÞ the solution of (23) Similarly,
Since wð0; q 0 ; z 0 ; dÞ is constant with respect to d; we have
Integrating, 
where
one has that c 1 and I are of class C 6 ; c 2 is of class C 5 ; they are all t-periodic in q 0 ; T ¼ Nt for some integer N;
and Ortega's Theorem applies: For every d small enough we have an invariant curve for the Poincare´map ðq 0 ; z 0 Þ/wðT; q 0 ; z 0 ; dÞ;
which lies in T 1 Â ½a; b; where T 1 ¼ R=TZ; which is homotopic to the circle z 0 ¼ constant:
Consider the sequence ðd n Þ n with d n ¼ 1 n : For every sufficiently large n; we have an invariant curve of the Poincare´map above with d ¼ d n and, correspondingly, an invariant curve for the Poincare´map of (22), as above.
So, we have a sequence of invariant curves C n for the Poincare´map of (1), as well. Notice that, even if some of these curves may coincide, one sees from (24) that their amplitudes necessarily go to infinity with n: Each curve C n is then the base of a timeperiodic and flow-invariant cylinder in the extended phase space ðt; uÞAR Â R 2 ; which confines the solutions in its interior.
Coexistence of periodic and unbounded solutions: Theorem 4
Let us introduce d40; a small parameter, and make the change of variable rðtÞ ¼ drðtÞ in system ð}Þ: We then have
Let w 0 ¼ ðy 0 ; r 0 Þ in ½0; T Â ½1; 2 and denote by wðt; w 0 ; dÞ ¼ ðyðt; y 0 ; r 0 ; dÞ; rðt; y 0 ; r 0 ; dÞÞ the solution of (30) with starting point wð0; w 0 ; dÞ ¼ w 0 :
yð0; y 0 ; r 0 ; dÞ ¼ y 0 A½0; T; rð0; y 0 ; r 0 ; dÞ ¼ r 0 A½1; 2:
Moreover, let us use the following notation: for a function gðt; y 0 ; r 0 ; dÞ we write for which we have seen that
Notice that
As a consequence of the fact that F only has simple zeros, we have that (5) and Euler's Identity we have that J ' jðy 0 Þ stays in our front region and hence, by (35), Wðy 0 Þ is exactly in front of us. Increasing some more y 0 we have that Wðy 0 Þ passes to the left. In this way, if F has 2z zeros in the interval ½0; t½; in this time W will turn around us exactly z times counterclockwise. Since in the same time we ourselves turn clockwise exactly once, we may conclude that the number of clockwise rotations of W while y 0 varies in ½0; T is exactly 1 À z:
By (33), Rouche´'s Theorem can be applied so that, taking d small enough, V d rotates the same number of times as W while y 0 varies in ½0; T; for every r 0 A½1; 2: We conclude that the topological degree of P À Id is 1 À z: Since za1; this proves the existence part of Theorem 4.
Notice that, if z ¼ 0 (the Landesman-Lazer type of situation), the degree is 1. This shows that, in the situation of Theorem 3, (1) has a T-periodic solution, even if f is only assumed to be continuous.
Concerning the unboundedness part, let sðtÞ ¼ t þ yðtÞ in ð}Þ; so that
' r ¼ À/ f ðtÞ j ' jðsÞS:
Denote by ðsðt; s 0 ; r 0 ; dÞ; rðt; s 0 ; r 0 ; dÞÞ the solution of (36) with starting point sð0; s 0 ; r 0 ; dÞ ¼ s 0 ; rð0; s 0 ; r 0 ; dÞ ¼ r 0 : By (31) and (32), The proof goes exactly as the one of Theorem 3, so to obtain (28) and (29). At this point, since TetQ and around it less than n þ 1 times, and more than n times. The same is true for the solutions of (38), for d small enough, z e ðtÞ being bounded.
Assume nXm þ 1: The Poincare´-Birkhoff Theorem as in [7] can thus be applied: for any kAfm þ 1; m þ 2; y; ng there are two T-periodic solutions of (38) which, in the time T; rotate clockwise around the origin exactly k times. These give us 2ðn À mÞ supplementary T-periodic solutions of (37) to be added to the one, z e ðtÞ; we already found.
In case mXn þ 1; we have the same type of conclusion: for any kAfn þ 1; n þ 2; y; mg there are two T-periodic solutions of (38) which, in the time T; rotate clockwise around the origin exactly k times. Hence, in both cases, the number of Tperiodic solutions is at least 2jn À mj þ 1:
The Ambrosetti-Prodi situation: Theorems 7 and 8
The proof of Theorem 7 is a simple adaptation of the one in [10] (see Theorems 4.1 and 5.1).
In order to prove Theorem 8, we proceed as in the previous section. First write (13) in the form (37), with H as in (12) . Recall that the points w 1 ; y; w 4 are equilibria when e ¼ 0; and that H 00 ðw 1 Þ is positive definite, H 00 ðw 3 Þ is negative definite, while H 00 ðw 2 Þ and H 00 ðw 4 Þ are neither positive nor negative definite. Consider first w 1 ; find a T-periodic solution z 1 e ðtÞ near w 1 and make the change of variable xðtÞ ¼ zðtÞ À z 1 e ðtÞ; to obtain (38), with z e replaced by z 1 e : By (15), the solutions of (38) starting near the origin rotate clockwise around it more than m 1 times, and less than m 1 þ 1 times.
The difference from the previous section is that now the solutions of (37) starting sufficiently far from the origin cannot turn around it, neither clockwise nor counterclockwise. Indeed, the homogeneous equation
with A ¼ both with negative slope. Going back to (37), setting zðtÞ ¼ 1 d rðtÞjðt þ yðtÞÞ leads to (30), so that, for d small enough, yðtÞ and rðtÞ are nearly constant. Hence, in the time T; the solutions of (37) starting sufficiently far away from the origin will not be able to rotate around it, in either direction. The same is true for the solutions of (38), for d small enough, being z 1 e ðtÞ bounded.
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The Poincare´-Birkhoff Theorem as in [14] can thus be applied: for any kAf1; 2; y; m 1 g there are two T-periodic solutions of (38) which, in the time T; rotate clockwise around the origin exactly k times. These give us 2m 1 supplementary T-periodic solutions of (37), to be added to the one, z 1 e ðtÞ; we already found. Consider now w 3 and proceed in the same way as above: find a T-periodic solution z 3 e ðtÞ near w 3 and make the change of variable xðtÞ ¼ zðtÞ À z 3 e ðtÞ; to obtain (38), with z e replaced by z 3 e : By (15), the solutions of (38) starting near the origin rotate around it more than m 3 times, and less than m 3 þ 1 times, but now counterclockwise instead of clockwise. The Poincare´-Birkhoff Theorem then gives us 2m 3 supplementary T-periodic solutions of (37), to be added to the one, z 3 e ðtÞ; we already found. Concerning w 2 and w 4 ; we still have the perturbed T-periodic solutions near them, but no more, in general. So, in the total, the number of T-periodic solutions is at least 2m 1 þ 2m 3 þ 4:
