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1. Introduction
The group classiﬁcation problem of equations of the form
y′′ = F (x, y, y′) (1.1)
was ﬁrst considered by Lie [1], who showed that the symmetry group of all these equations is at most eight-dimensional
and that this maximum is reached only if the equation can be mapped by a point transformation to a second-order linear
ordinary differential equation (ODE). Lie also showed that the only possible dimensions of the symmetry group for equations
of the form (1.1) are precisely 0, 1, 2, 3 or 8, and he gave a complete classiﬁcation of this equation under the general
invertible point transformation of the form
x = S(z,w), y = T (z,w), (1.2)
where x and y are complex variables, and S and T are arbitrary functions of their arguments.
More recently, Ovsyannikov considered in [2] the problem of group classiﬁcation of a much restricted form of the equa-
tion considered by Lie, namely the equation of the form
y′′ = F (x, y). (1.3)
This study revealed, amongst others, that in the nonlinear case, the maximal dimension of 3 of the symmetry algebra is
reached if and only if F in (1.3) can be reduced by an equivalence transformation to F = ±y−3.
Equations of the form (1.1) containing a term linear in y′ , and of the form
y′′ = M
x
y′ + g(x)F (y), (1.4)
where g(x) and F (y) are some given functions of x and y, respectively, and M is a constant, also appear frequently in the
mathematical physics literature. Eq. (1.4) is referred to as an Emden–Fowler type equation [3,4], and it is reduced for M = 2,
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J.C. Ndogmo / J. Math. Anal. Appl. 364 (2010) 242–254 243g(x) = 1, and F (y) = yn to the so-called standard Lane–Emden equation of index n, proposed by Lane [5] and studied in
detail by Emden [6] and Fowler [7]. It has been used as a model for the dynamics of a spherical cloud of gas acting under
mutual attraction of its molecules [3]. Eq. (1.4) with g(x) = 1 is usually called the generalized Lane–Emden equation and
for special cases of F (y), it has also been used as a model for various phenomena in physics and astrophysics, such as the
stellar structure, the thermionic currents, and the dynamics of isothermal spheres [8,3,4,9].
Special cases as well as slightly modiﬁed forms of (1.4) have been considered for symmetry analysis and ﬁrst integrals or
exact solutions [10–12]. However, as far as the group classiﬁcation of the Emden–Fowler type equation is concerned, only
a classiﬁcation of Noether point symmetries of the generalized Lane–Emden equation has been considered [13], but only for
various (and not arbitrary) functions F . It should also be noted that the problem of determination of solutions of (1.4) by
analytic approximations using the Adomian decomposition method, and incorporating a singularity analysis was considered
in [8,14].
The purpose of this paper is to provide a group classiﬁcation of the equation
y′′ = A(x)y′ + F (y), (1.5)
in which A and F are arbitrary functions of the independent variable x and the dependent variable y, respectively. This is
a modiﬁed form of (1.4) in which the coeﬃcient of y′ is an arbitrary function and g(x) = 1, and it contains in particular the
generalized Lane–Emden equation and its variants. We ﬁnd the group of equivalence transformations of this equation, that
is, the largest group of point transformations that preserves the form of the equation. Next, we obtain a group classiﬁcation
of the equation based on a direct analysis and using the equivalence transformations. It is shown in particular that when A
is a non-constant function, any symmetry exists only for canonical forms of F of the form
f , μey + f , μy ln(y) + f , μ ln(y) + f , and yn + f , n = 0,1, (1.6)
where μ = 0 is a constant and f is a linear function of y. One of the advantages of this study lies in the fact that contrary
to the case of the most general point transformation (1.2) used in Lie’s classiﬁcation, the simplicity of the equivalence
transformations we obtain for (1.5) make it possible to determine by mere inspection of the classiﬁcation results given in
Table 1, the symmetry class of any given equation of the form (1.5).
2. Equivalence group
We shall say that an invertible point transformation of the form
x = S(z,w), y = T (z,w), (2.1)
for some functions S and T is an equivalence transformation of (1.5) if it transforms the latter equation into an equation of
the same form, that is, into an equation of the form
w ′′ = B(z)w ′ + H(w), (2.2)
where B(z) and H(w) are the new arbitrary functions, and where w ′ = dw/dz. In this case the two Eqs. (1.5) and (2.2) are
said to be equivalent. The equivalence group G of (1.5) is the largest Lie pseudo-group of transformations of the form (2.1)
that preserves the form of the equation. By a result of Lie [15], the resulting transformations of the arbitrary functions A
and F also form a Lie pseudo-group of transformations, which in the actual case can be put in the form
A = χ(z,w, B, H), F = ζ(z,w, B, H), (2.3)
for certain functions χ and ζ which may be read-off from expressions of the transformed coeﬃcients once the deﬁning
functions S and T of G are known. By writing down the transformation of (1.5) under (2.1), we obtain an equation in S
and T which is rearranged by an expansion into powers of w ′ . Then, using the fact that S and T do not depend explicitly
on the derivatives of w with respect to z, and assuming that (2.1) maps (1.5) to (2.2), the transformed equation is reduced
to the following set of four equations in which B(z)w ′ + H(w) is substituted for w ′′ , and where δ = (SzTw − Sw Tz) is the
Jacobian of the change of variables (2.1):
−F S3z + Hδ − Tz
(
AS2z + Sz,z
)+ SzTz,z = 0, (2.4a)
−3F Sw S2z + BSzTw − AS2z Tw − BSwTz − 2ASw SzTz − 2Tz Sz,w − Tw Sz,z + 2SzTz,w + Sw Tz,z = 0, (2.4b)
−3F S2w Sz − ASw(2SzTw + Sw Tz) − Tz Sw,w − 2Tw Sz,w + SzTw,w + 2Sw Tz,w = 0, (2.4c)
−F S3w − Tw
(
AS2w + Sw,w
)+ Sw Tw,w = 0. (2.4d)
From (2.4d), it follows that S3w = 0, on account of the arbitrariness of F , and so S = S(z). When this last equality is
substituted into (2.4), (2.4c) is reduced to SzTw,w = 0, which shows that T = α(z)w + β(z), for some functions α and β .
With these expressions for S and T , the ﬁrst two equations of (2.4) are reduced to
HαSz − F S3z − AS2z (wαz + βz) − (wαz + βz)Sz,z + Sz(wαz,z + βz,z) = 0, (2.5a)
BαSz − AαS2z + 2Szαz − αSz,z = 0. (2.5b)
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Classiﬁcation results for the equation y′′ = A(x)y′ + F (y).
F A dim L Generator V
μey 0 2 (k1 + k2x)∂x − 2k2∂y
−1/x 2
M/x, M = −1 1 x∂x − 2∂y
μey + θ , θ = 0
√
θ
2 tan(
√
θ
2 (x+ 2m)) 2
As given by (3.20) 1
μy ln(y) As given by (3.23) 1 or 2
y2 As given by E2 = 0, cf. (3.10c) 2
As given by (3.11), with θ = 0 1
y2 + θ , θ = 0 5(√θ i/3)1/2 tan((√θ i/3)1/2(x+m)) 1
As given by E2 = 0, cf. (3.10c) 2
As given by (3.11) 1
y−1 M , M = 0 2
M/x, M = 0 1 x∂x + y∂y
y−3 0 3
M/x, M = 0 1 2x∂x + y∂y
As given by (3.26), with n = −3 1
yn (n = −3,2) −(n+3)/x
(n+1) , n = −1 2 (k2 + k1x)∂x − 2k1n−1 ∂y
0 2
M/x, M = 0,− n+3n+1 , n = −1 1 (n − 1)x∂x − 2y∂y
As given by (3.26) 1
y−1 + λy, λ = 0 λx+m 2
As given by (3.31), with n = −1 1
y−3 + λy, λ = 0 0 3
As given by (3.34) 1
yn + λy, λ = 0 (n = −3,−1,2) (3+n)
√
λ√
2(1+n) tan[
√
λ(n+1)(x+2(3+n)m)√
2
] 2
As given by (3.31) 1
F (y) M 1 ∂x
In (2.5a), H depends a priori on both F and A, but in virtue of the conditions H = H(w) and A = A(z), H (and clearly F ),
must be independent of A. Consequently, it follows from the arbitrariness of A that its coeﬃcient (wαz +βz) in (2.5a) must
vanish identically. Therefore, α = k3 and β = k4, for some constants k3 and k4. Substituting these values for α and β
into (2.5a) and solving for H gives
H = F (k3 + k4w)S2z/k3, (2.6)
and the condition Hz = 0 forces Sz to be a constant function. Consequently, we must have S = k1z + k2, where k1 and k2
are arbitrary constants. A substitution of the expressions thus obtained for α, β and S into (2.5) completely determines B
and H . Conversely, with expressions thus obtained for S and T (2.1) preserves the structure of the equation, and hence the
group G of equivalence transformations of (1.5) is given by the linear transformations
x = k1z + k2, y = k3w + k4 (k1k3 = δ = 0), (2.7)
where the k j , for j = 1, . . . ,4 are constants. On the other hand, if we denote by Lp,q the linear function Lp,q(a) = pa + q,
the resulting induced transformations of the arbitrary functions A and F take the form
B = k1A ◦ Lk1,k2 , H = k
2
1
k3
F ◦ Lk3,k4 . (2.8)
Therefore, the explicit form of the transformed Eq. (2.2) under (2.7) is given by
w ′′ = k1A(k1z + k2) + k
2
1
k3
F (k3w + k4), (2.9)
and this in particular gives a hint to the fact that for arbitrary values of the functions A and F , (1.5) has no nontrivial
symmetries. Indeed, (2.9) shows that (2.7) is a symmetry of (1.5) for every functions A and F only if
k1z + k2 = z, and k3w + k4 = w,
that is, only if (2.7) is the identity transformation.
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functions, and by the above results two equations represented by the pairs {A, F } and {B, H} are equivalent under (2.1) if
the coeﬃcient functions are related by (2.8). By changing only the dependent variable in (1.5), we may keep A ﬁxed and
transform only F , which induces among the coeﬃcient functions F another equivalence relation that we denote by ∼. We
have the following result about the latter equivalence relation.
Lemma 1. Let a, b, c, r, s and n be given constants with a, r = 0 and n = 1. There are constants μ = 0, and λ, θ such that the following
holds in each case.
(a) r(ay + b)n + cy + s ∼ yn + λy + θ , and ay2 + by + c ∼ y2 + θ .
(b) Let F = reay + by + c. Then F ∼ μey + λy if λ = 0. Else F ∼ μey + θ .
(c) a ln(y) + by + c ∼ μ ln(y) + λy.
(d) ay ln(y) + by + c ∼ μy ln(y) + θ .
(e) Let F = cy + b. Then F ∼ μy for c = 0, else F ∼ θ , where θ = 0 or θ = 1.
Proof. According to (2.8), we only need to show that in each case we can ﬁnd constants k3 and k4 such that the given
function F is equivalent to the indicated function H for some constants μ, λ and θ to be speciﬁed. This is achieved by
ﬁnding for the given function, F (y) say, the transformed function H = F (k3 y + k4)/k3 which has the required form. In
case (a) for example, letting
F = r(ay + b)n + cy + s,
it is readily seen that by choosing k3 = (ran)1/(1−n) and k4 = −b/a, F is transformed into H = yn + λy + θ , with λ = c and
θ = −(bc)/(ak3)+ s/k3. For the second part of (a) with F = ay2+by+c, the result follows by setting k3 = 1/a, k4 = −b/(2a),
which gives θ = (4ac − b2)/4. The other cases are treated in a similar manner. 
3. Group classiﬁcation
Equivalence transformations are often very helpful for the group classiﬁcation of differential equations, because equiva-
lent equations also have equivalent symmetry algebras, in the sense that one can be mapped onto the other by an invertible
change of variables. However, in the actual case of Eq. (1.5), the transformations obtained in (2.7) and (2.8) are relatively
weak, in the sense that they act on arbitrary functions only by mere scalings and translations and give rise in particular
to an inﬁnity of non-equivalent equations. Nevertheless, we shall still be able to use them as a simplifying tool in our
classiﬁcation procedure of (1.5), which is based on a direct analysis of the determining equations of the symmetry algebra.
Although, as already mentioned, the simplicity of the equivalence transformations (2.7) make it possible to readily match
equations and symmetry classes using the classiﬁcation table, the drawback with these very simple transformations is that
arbitrary functions of the equation generally remain arbitrary and their simpliﬁcation is very limited. Consequently, this
often gives rise in the classiﬁcation procedure to many complicated equations that cannot be solved. For instance, under the
general transformation (1.2), any linear second-order equation is equivalent to the free fall equation y′′ = 0 for which the
symmetry is known explicitly, while under (2.7) it is not possible to discard A in (1.5) when F is linear, and in general we
cannot explicitly obtain the symmetry algebra of the equation in terms of A and F for arbitrary functions A.
In the sequel, the symbols M and m, as well as k1,k2, . . . will represent arbitrary constants. For a given function Q =
Q (a) with argument a, we shall write Q ′ for dQ /da. If we let
V = ξ(x, y)∂x + φ(x, y)∂y (3.1)
denote the generic generator of the Lie symmetry algebra L of (1.5), then it readily follows from well-known proce-
dures [16,17] that the determining equations of L are given for arbitrary functions A and F by
ξy,y = 0, (3.2a)
−ξ A′ − Aξx − 3F ξy − ξx,x + 2φx,y = 0, (3.2b)
−φF ′ − 2F ξx − Aφx + Fφy + φx,x = 0, (3.2c)
−2Aξy − 2ξx,y + φy,y = 0. (3.2d)
From (3.2a) and (3.2d), it follows successively that
ξ = α(x)y + β(x), and φ = y2(Aα + α′)+ yσ(x) + τ (x), (3.3)
for some functions α, β , σ and τ . Next, a substitution of (3.3) into (3.2) transforms (3.2b) and (3.2c) into
−3Fα + 3y(αA′ + Aα′ + α′′)− βA′ − Aβ ′ + 2σ ′ − β ′′ = 0, (3.4a)
−F ′[−yσ − τ + y2(−Aα − α′)]+ F (2Ayα + σ − 2β ′)− Aτ ′ + τ ′′
+ y(−Aσ ′ + σ ′′)+ y2(−AαA′ − A2α′ + 2A′α′ + αA′′ + α′′′)= 0. (3.4b)
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F ′′ = 0 and F ′′ = 0.
3.1. Case 1: F ′′ = 0
We must have in this case α = 0, and this reduces (3.4) to
−βA′ − Aβ ′ + 2σ ′ − β ′′ = 0, (3.5a)
(−yσ − τ )F ′ + F (σ − 2β ′)+ y(−Aσ ′ + σ ′′)− Aτ ′ + τ ′′ = 0. (3.5b)
Differentiating (3.5b) with respect to y twice yields(
σ + 2β ′)F ′′ + (yσ + τ )F ′′′ = 0. (3.6)
3.1.1. Case 1.1: F ′′′ = 0
By the lemma we may assume in this case that F = y2 + θ , where θ is a constant, and (3.6) shows that
σ = −2β ′. (3.7)
Substituting the latter expression for σ into (3.5) and expanding into powers of y gives
−βA′ − Aβ ′ − 5β ′′ = 0, (3.8a)
−4θβ ′ − Aτ ′ + τ ′′ = 0, (3.8b)
τ − Aβ ′′ + β ′′′ = 0. (3.8c)
Remark. (a) It appears from the total orders of derivatives of unknown functions appearing in (3.8) that the maximal
possible number κM of free parameters in the general solution cannot exceed ﬁve and therefore ﬁve is an upper bound for
the dimension of the corresponding symmetry algebra L. However, the constraints in the system will in general reduce the
size of κM .
(b) The order in which individual equations are solved and the corresponding solutions are substituted into the system
does not matter, for they all yield the same solution. For (3.8) and all subsequent similar systems of equations, we shall
therefore choose the order of integration that appears to be the most suitable for the solution.
(c) When A is a constant function, ∂x is always a symmetry, and thus dim L  1.
For (3.8), a suitable order of integration consists in solving (3.8a) for β , substituting the result into (3.8c) to ﬁnd τ , and
using (3.8b) for the resulting compatibility condition on A. This, together with (3.7), yields
β = e−
∫ A
5 dx
(
k2 + k1
∫
e
∫ A
5 dx dx
)
, (3.9a)
σ = −2k1 + 2
5
e−
∫ A
5 dx A
(
k2 + k1
∫
e
∫ A
5 dx dx
)
, (3.9b)
τ = (−30k1A2 + 50k1A′)/125+ e−
∫ A
5 dx
125
(
k2 + k1
∫
e
∫ A
5 dx dx
)(
6A3 − 40AA′ + 25A′′), (3.9c)
and the compatibility condition on the coeﬃcient A for the existence of any symmetry is given by the integro-differential
equation
k1(−20F2E2 + F1E1) + k2E1 = 0 (3.10a)
where
E1 = 36A5 − 900A3A′ + 2000A2A′′ + 625A
(
4
(
A′2 + θ)− 3A(3))+ 625(−5A′A′′ + A(4)), (3.10b)
E2 = 9A4 − 180A2A′ + 275AA′′ + 25
(
7A′2 + 25θ − 5A(3)), (3.10c)
F1 =
∫
e
1
5
∫
A dx dx, and F2 = e
∫
A/5dx. (3.10d)
It is worthwhile recalling that the expression of the symmetry generator V of (3.1) is reduced in this case to
V = β(x)∂x +
(
yσ(x) + τ (x))∂y .
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that E1 = 0 if E2 = 0, and hence L has dimension two if and only if E2 = 0. On the other hand, L has dimension one if and
only if exactly one of the following conditions holds
E1 = 0, or −20F2E2 + F1E1 = 0, (3.11)
the latter condition being an integro-differential equation. Examples of one-parameter families of solutions of (3.10a)
indexed by the arbitrary constant m are given by
A = p/(x+m), for θ = 0, and p = 0,−15, −10
3
,
−5
3
, (3.12a)
A = 5p tan(px+m), for p = (−√θ i/3)1/2, and k1 = 0, (3.12b)
and in case (3.12a) L has dimension two, while it has dimension one in case (3.12b), with generator
cos
[
m + x
√
−i√θ√
3
]
∂x +
2(y + i√θ )
√
−i√θ sin[m + x
√
−i√θ√
3
]
√
3
∂y. (3.13)
We also have dim L = 1 for A = M , but we can hardly describe all possibilities when L has exactly dimension one or two
according to the values of A, because general solutions of E2 = 0, where E2 is given by (3.10c), and of (3.11) aren’t available.
This completes the classiﬁcation problem when F ′′′ = 0, and the result thus obtained can be summarized as follows.
Theorem 1. Suppose that the function F in (1.5) satisﬁes F ′′′ = 0. Then F ∼ y + θ , and provided that the compatibility condition
k1(−20F2E2 + F1E1) + k2E1 = 0
on the coeﬃcient A holds, where E1 , E2 , F1 and F2 are the expressions given in (3.10b)–(3.10d), L has nontrivial symmetries, with
generator
V = β(x)∂x +
[
yσ(x) + τ (x)]∂y,
where β , σ , and τ are given by (3.9). Moreover L has dimension at most two, and we have:
(a) dim L = 2 if and only if E2 = 0.
(b) dim L = 1 if and only if exactly one of the following conditions holds
E1 = 0, or −20F2E2 + F1E1 = 0.
3.1.2. Case 1.2: F ′′′ = 0
It follows from (3.6) that (F ′′/F ′′′)′′ = 0, and hence
F ′′′/F ′′ = 1/(a1 y + a2)
for some constants a1 and a2, and we have to consider separately the two possibilities a1 = 0, and a1 = 0 (but a2 = 0). All
these possibilities lead to the following possible canonical forms for F :
(i): F = μey + λy (λ = 0), (ii): F = μey + θ, (3.14a)
(iii): F = μ ln(y) + λy, (iv): F = μy ln(y) + θ, (3.14b)
(v): F = yn + λy + θ (n = 0,1,2), (3.14c)
where λ, θ and μ are constants with μ = 0, and where the ﬁrst two cases (i) and (ii) correspond to a1 = 0, while the
remaining cases correspond to a1 = 0. We analyze each of these ﬁve subcases separately.
Subcase (i). F = μey + λy (λ = 0). In this case it is readily found that the only symmetry is V = ∂x , provided that the
coeﬃcient A is a constant function.
Subcase (ii). F = μey + θ . When θ = 0 we have F = μey and a substitution of this expression into (3.5) shows that L is
generated by
V =
(
k2 + k3x+ k1
∫ ∫
e
∫
A dx dxdx
)
∂x +
(
−2k3 − 2k1
∫
e
∫
A dx dx
)
∂y, (3.15)
provided that the compatibility condition
−k2A′ − k3
(
A + xA′)+ k1
(
−e
∫
A dx − A
∫
e
∫
A dx dx− A′
∫ ∫
e
∫
A dx dxdx
)
= 0 (3.16)
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M = 0 or A = M/x, M = −1. Else L is zero-dimensional.
When F = μey + θ , and θ = 0, a substitution of this expression into (3.5) shows that we must have α = σ = 0, and
τ = −2β ′ . All these expressions for F , α, σ and τ reduce (3.5) to
−βA′ − Aβ ′ − β ′′ = 0, (3.17a)
θβ ′ − Aβ ′′ + β ′′′ = 0, (3.17b)
and we ﬁnd the solution by solving (3.17a) for β and substituting the result into the second equation. In this way we ﬁnd
the corresponding symmetry generator to be of the form
V = F2(k2 + k1F1)∂x +
(−2k1 + 2F2A(k2 + k1F1))∂y (3.18a)
where
F1 =
∫
e
∫
A dx dx, F2 = e−
∫
A dx (3.18b)
and the compatibility condition on A is given by
k1(−E4 + F2F1E3) + k2F2E3 = 0 (3.19a)
where
E3 = 2A3 + A
(
θ − 4A′)+ A′′, and E4 = θ + 2A2 − 2A′. (3.19b)
We have E ′4 +2E3 = 2AE4 where E ′4 = dE4/dx, and thus we readily see that L has dimension two if and only if E4 = 0, that
is, if and only if
A =
√
θ
2
tan
(√
θ
2
(x+ 2m)
)
,
where m is a constant. On the other hand, L has dimension one if A satisﬁes exactly one of the conditions
E3 = 0, or −E4 + F1F2E3 = 0. (3.20)
More explicitly, the latter equality is an integro-differential equation of the form
−2(θ + 2A2 − 2Ax)+ 2e− ∫ A dx
(∫
e
∫
A dx dx
)(
2A3 + A(θ − 4Ax) + Ax,x
)= 0. (3.21)
Subcase (iii). F = μ ln(y) + λy. In this case too, it is readily found that the only symmetry is V = ∂x , provided that A is
a constant function.
Subcase (iv). F = μy ln(y) + θ . When θ = 0, the only symmetry is again V = ∂x , provided that A is a constant. However,
when θ = 0, a substitution of the expression for F into (3.5) shows that α = τ = 0, and β = k1, and the remaining conditions
on A and σ are given by
−k1A′ + 2σ ′ = 0, (3.22a)
−μσ − Aσ ′ + σ ′′ = 0. (3.22b)
Since for every function A (3.22) always consists of a ﬁrst-order and a second-order ODE, its solution will depend on at
most one arbitrary constant, and L will therefore have at most dimension two in this case, with corresponding symmetry
generator
V = k1∂x + yσ∂y .
If we solve (3.22a) for either A or σ and substitute the result into (3.22b), then neither the resulting equation, nor (3.22b)
itself is tractable. It is therefore not possible to describe all the possible dimensions of L according to the values of A. It is
however clear that for A = M , we have σ = 0, and V = ∂x . More generally, the compatibility condition on A is given by
2k2μ + k1A
(
μ + A′)− k1A′′ = 0 (3.23)
where k2 is another constant.
Subcase (v). F = yn + λy + θ (n = 0,1,2). For θ = 0 in this case, it also appears that V = ∂x is the only symmetry,
provided that A is a constant. On the other hand, for θ = λ = 0, we have F = yn and the corresponding generator of L takes
the form
V =
(
k2 + k3x+ k1
∫ ∫
e
∫
A dx dxdx
)
∂x −
(
2k3 y + 2k1 y
∫
e
∫
A dx dx
)
∂yn − 1 n − 1
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−k2(n − 1)A′ − k3(n − 1)
(
A + xA′)
− k1
(
e
∫
A dx(3+ n) + (n − 1)A
∫
e
∫
A dx dx+ (n − 1)A′
∫ ∫
e
∫
A dx dxdx
)
= 0. (3.24)
It thus follows that L has dimension three if and only if A = 0 and n = −3, with corresponding symmetry generator
V =
(
k2 + k3x+ k1 x
2
2
)
∂x + 1
2
y(k3 + k1x)∂y . (3.25)
On the other hand, we have dim L = 2 if
A = − (n + 3)/x
n + 1 , n = −1,−3, or if
A = M, with M = 0 and n = −1, or if
A = 0 and n = −3.
We also have dim L = 1 if
A =
{
M/x, with M = 0,−(3+ n)/(n + 1),
M, with M = 0, and n = −1
or if
A = − (n + 3)/x
n + 1 , and (3.26a)
0 = e
∫
A dx(3+ n) + (n − 1)A
∫
e
∫
A dx dx+ (n − 1)A′
∫ ∫
e
∫
A dx dxdx. (3.26b)
In subcase (v) with λ = 0, the symmetry generator is given by
V = β∂x − 2yβ
′
n − 1∂y, (3.27)
where β is determined together with the coeﬃcient A by the equation
βA′ + Aβ ′ − (3+ n)β ′′ = 0, (3.28a)
(n − 1)λβ ′ − Aβ ′′ + β ′′′ = 0. (3.28b)
It follows from (3.28a) that for n = −3 we have
β = (k2 + k1F1)F2 (3.29a)
where
F1 =
∫
exp
(
(n − 1) ∫ A dx
3+ n
)
dx and F2 = −exp
(
(n − 1) ∫ A dx
3+ n
)
(3.29b)
and the corresponding compatibility conditions for A are given by
k2F2E5 + k1
(
(n + 3)E6 + F1F2E5
)= 0, (3.30a)
where
E5 = 2A3
(−1+ n2)+ A(3+ n)((−1+ n)(3+ n)λ − 4nA′)+ (3+ n)2A′′, (3.30b)
E6 = −2A2(1+ n) + (3+ n)
(
(−3− n)λ + 2A′). (3.30c)
In this case we have
2E5 − (3+ n)E ′6 + 2(n − 1)AE6 = 0,
where E ′6 = dE6/dx. Consequently, we have dim L = 2 if and only if
A =
{
(3+n)√λ√
2(1+n) tan[
√
λ(n+1)(x+2(3+n)m)√
2
], for n = −1,λx+m, for n = −1,
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E5 = 0, or (n + 3)E6 + F1F2E5 = 0. (3.31)
However, we cannot obtain in general all explicit expressions of A for which dim L = 1, although here again for A = M we
have dim L = 1, and V = ∂x .
For n = −3, Eq. (3.28) reduces to
βA′ + Aβ ′ = 0, (3.32a)
−4λβ ′ − Aβ ′′ + β ′′′ = 0. (3.32b)
For A = 0, (3.32a) vanishes identically, and (3.32) reduces to (3.32b) in which A = 0. Solving the resulting equation for β
and substituting the result into (3.27) yields the generator
V =
[
k3 + e
−2x√λ(k1e4x
√
λ − k2)
2
√
λ
]
∂x + 1
2
e−2x
√
λ
(
k1e
4x
√
λ + k2
)
y∂y (3.33)
where k1, k2 and k3 are arbitrary constants and this shows in particular that L has dimension three in this case. For A = 0,
the general solution of (3.32) will depend on at most one arbitrary parameter, and hence L will have dimension at most
one. If we set for instance A = M in (3.32), where M is a nonzero constant, this gives β = k1, where k1 is another constant,
with corresponding symmetry generator V = k1∂x . However, we cannot describe all other solutions to (3.32), and hence we
cannot describe in this case all values of A for which the dimension of L takes on the value one. Indeed, from (3.32a) we
have A = k1/β , and substituting this into (3.32b) gives
−4λβ ′ − k1β ′′/β + β(3) = 0,
which is an equation for which the general solution is not available. On the other hand we can look for one-dimensional
subalgebras of L by solving (3.32a) for β . This gives β = k1/A, and the corresponding compatibility condition for A takes
the form
2A′2 + 6A
′3
A2
− AA′′ + A′
(
−4λ − 6A
′′
A
)
+ A′′′ = 0. (3.34)
However, for this nonlinear equation we can only obtain the particular solution A = const.
With the usual notation, all the results obtained in this subsection in which we assume F ′′′ = 0 can be summarized in
the following series of theorems.
Theorem 2. Suppose that the function F given in (1.5) satisﬁes F ′′′ = 0. If F is equivalent to either
μey + λy, μ ln(y) + λy, μy ln(y) + θ, or yn + λy + θ,
where n = 0,1,2, and θ = 0, then provided that the function A is constant, the only symmetry of the equation is V = ∂x.
Note that Theorem 2 summarizes the results obtained for the subcases (i) and (iii), as well as (iv) and (v) with θ = 0,
while each of the next two theorems summarizes the results for subcase (ii) with θ = 0 and θ = 0, respectively.
Theorem 3. Suppose that in (1.5), F ∼ μey . Then, provided that the compatibility condition
−k2A′ − k3
(
A + xA′)+ k1
(
−e
∫
A dx − A
∫
e
∫
A dx dx− A′
∫ ∫
e
∫
A dx dxdx
)
= 0
on the function A holds, L has a nontrivial generator of the form
V =
(
k2 + k3x+ k1
∫ ∫
e
∫
A dx dxdx
)
∂x +
(
−2k3 − 2k1
∫
e
∫
A dx dx
)
∂y .
Moreover, L has dimension at most two, and we have
(a) dim L = 2 if and only if A = 0 or A = −1/x,
(b) dim L = 1 if and only if A = M, M = 0 or A = M/x, M = −1.
Theorem 4. Suppose that in (1.5), F ∼ μey + θ , with θ = 0. Then, provided that the compatibility condition
k1(−E4 + F2F1E3) + k2F2E3 = 0
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form
V = F2(k2 + k1F1)∂x +
(−2k1 + 2F2A(k2 + k1F1))∂y .
Moreover, L has dimension at most two, and we have
(a) dim L = 2 if and only if A =
√
θ
2 tan(
√
θ
2 (x+ 2m)),
(b) dim L = 1 if and only if A satisﬁes exactly one of the conditions
E3 = 0, or −E4 + F1F2E3 = 0.
Here is a summary of the results for subcase (iv) with θ = 0.
Theorem 5. Suppose that in (1.5), F ∼ μy ln(y). Then, provided that the compatibility condition
2k2μ + k1A
(
μ + A′)− k1A′′ = 0
on the function A holds, L has a nontrivial generator of the form
V = k1∂x + yσ∂y,
where σ is given by (3.22). Moreover, L has dimension at most two.
The next three theorems are a summary of the results for subcase (v). The ﬁrst of them deals with the case λ = 0, while
the next two each deals with the case λ = 0, but with n = −3, and n = −3, respectively.
Theorem 6. Suppose that in (1.5), F ∼ yn, with n = 0,1,2. Then, provided that the compatibility condition
−k2(n − 1)A′ − k3(n − 1)
(
A + xA′)− k1
(
e
∫
A dx(3+ n) + (n − 1)A
∫
e
∫
A dx dx+ (n − 1)A′
∫ ∫
e
∫
A dx dxdx
)
= 0
on the function A holds, L has a nontrivial symmetry generator of the form
V =
(
k2 + k3x+ k1
∫ ∫
e
∫
A dx dxdx
)
∂x −
(
2k3 y
n − 1 +
2k1 y
∫
e
∫
A dx dx
n − 1
)
∂y.
Moreover, L has dimension at most three and we have:
(a) dim L = 3 if and only if A = 0 and n = −3, with corresponding symmetry generator
V =
(
k2 + k3x+ k1 x
2
2
)
∂x + 1
2
y(k3 + k1x)∂y .
(b) dim L = 2 if
A = − (n + 3)/x
n + 1 , n = −1,−3, or if
A = M, with M = 0 and n = −1, or if
A = 0 and n = −3.
(c) dim L = 1 if
A =
{
M/x, with M = 0,−(3+ n)/(n + 1),
M, with M = 0, and n = −1
or if
A = − (n + 3)/x
n + 1 , and
0 = e
∫
A dx(3+ n) + (n − 1)A
∫
e
∫
A dx dx+ (n − 1)A′
∫ ∫
e
∫
A dx dxdx.
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k2F2E5 + k1
(
(n + 3)E6 + F1F2E5
)= 0
on the function A holds, where F1 , F2 , E5 and E6 are given by (3.29b), and (3.30b)–(3.30c) respectively, L has a nontrivial symmetry
generator
V = β∂x − 2yβ
′
n − 1∂y,
with
β = (k2 + k1F1)F2.
Moreover, L has dimension at most two and we have:
(a) dim L = 2 if and only if
A =
{
(3+n)√λ√
2(1+n) tan[
√
λ(n+1)(x+2(3+n)m)√
2
], for n = −1,
λx+m, for n = −1,
where m is a constant parameter.
(b) dim L = 1 if exactly one of the following conditions holds:
E5 = 0, or (n + 3)E6 + F1F2E5 = 0.
Theorem 8. Suppose that in (1.5), F ∼ y−3 + λy with λ = 0. Then, provided that the compatibility condition
2A′2 + 6A
′3
A2
− AA′′ + A′
(
−4λ − 6A
′′
A
)
+ A′′′ = 0
holds on the function A, L has a nontrivial symmetry generator
V = β∂x + yβ
′
2
∂y,
where β is given by (3.32). Moreover, L has dimension 0, 1, or 3, and we have dim L = 3 if and only if A = 0, with corresponding
generator given by (3.33).
Clearly, Theorems 1 through 8 exhaust the classiﬁcation results of (1.5) in the nonlinear case.
3.2. Case 2: F ′′ = 0
In this case (1.5) is linear and it then follows from an already cited and well-known result of Lie [1] that (1.5) has
a symmetry algebra of maximal dimension eight. Due to the equivalence relations on functions F we may assume that
F = λy, λ = 0 or F = θ . We discuss only the former case, and a similar analysis holds when F = θ is a constant function.
For F = λy, a substitution of this expression into (3.4) shows that
σ = k1 +
∫
1
2
(
A′β + Aβ ′ + β ′′)dx. (3.35)
When the latter expression for σ is also substituted into (3.4), we obtain after a split into powers of y the following
equations
α
(−λ + A′)+ Aα′ + α′′ = 0, (3.36a)
−λτ − Aτ ′ + τ ′′ = 0, (3.36b)
Aαλ − AαA′ − A2α′ + ((−λ + A′)α′ + αA′′ + α′′′)= 0, (3.36c)
−AβA′ − A2β ′ + 2(−2λ + A′)β ′ + βA′′ + β ′′′ = 0. (3.36d)
We note that only (3.36a) and (3.36c) are dependent equations, and if we denote by E7 and E8 the left-hand side of (3.36c)
and (3.36a), respectively, then we have E7 = E ′8 − AE8, where E ′8 = dE8/dx, and this shows that (3.36a) alone is equivalent
to the system consisting of the two Eqs. (3.36a) and (3.36c). Therefore, to ﬁnd α, τ and β , we only need to solve the
independent linear Eqs. (3.36a), (3.36b), and (3.36d). The sum of orders of these independent equations together with the
arbitrary constant k1 in (3.35) is exactly eight and therefore yields an 8-parameter symmetry algebra, regardless of the value
of A. However, we cannot ﬁnd explicit expressions for the generator V in terms of A for arbitrary values of A and λ, because
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the symmetry algebra of y′′ = 0 is known, to obtain an expression of the symmetry algebra for a linear equation of the
form (1.5), it suﬃces to ﬁnd a transformation that maps such an equation to y′′ = 0. Such a transformation is given [18] by
z = r(x), w = s(x)(y − a(x)), with r = u(x)v(x)−1, s = v(x)−1,
where a(x) is a particular solution of the linear equation, and u and v are linearly independent solutions of the correspond-
ing homogeneous equation.
3.3. Summary
We have represented the classiﬁcation results for the nonlinear case of (1.5) in Table 1, in which the ﬁrst column indi-
cates admissible canonical forms of F , while the second column indicates the corresponding expression of the function A.
When A is given by complicated nonlinear or linear equations for which the solution is not available, the required expres-
sion is replaced in the column by the determining equation for A given in the text. The third column gives the generator V
of L, but only for those cases for which the explicit expression for V is available, and when its size is suﬃciently small to
ﬁt in the table. However, explicit forms of the symmetry generator V from which symmetries can be readily calculated for
given values of A are provided every time in the text for every possible canonical form F , and most of the generators V
with relatively prominent sizes have been determined in the text whenever A was known.
In the last row, the pair {M, F (y)} represents an equation with an arbitrary function F (y) and with A = M , provided
that such a function is not represented elsewhere in the table. This form of representation also applies to other rows. For
instance for F (y) = y−1 and A = M , M = 0, the corresponding equation is represented in the row with F = y−1, while for
A = 0, the corresponding equation is represented in the block of rows with F = yn (n = −3). Indeed, table rows represent
non-equivalent equations.
4. Concluding remarks
In this paper, we have given a group classiﬁcation of equations of the form (1.5) and shown that the only admissible
canonical forms of F admitting symmetries are given by functions listed in (1.6). Moreover, we have shown that in the
nonlinear case, the maximal dimension attained by the symmetry algebra L is three, and this coincides, as well as all other
results of this paper, with those obtained in [2] for equations of the form (1.3), whenever the two equations coincide.
We would like to mention in passing that a group classiﬁcation of equations of the form
y′′ + f1(x)y′ + f2(x)y + f3(x)yn = 0 (4.1)
has also been proposed in [19]. If we ignore the linear case which is not treated in the latter paper, then this equation
agrees with (1.5) if
f2(x)y + f3(x)yn = −F (y),
that is, if f2 and f3 are constants with f3 = 0 and n = 0,1. However, the classiﬁcation results are given in that paper in
a very implicit form which is not readily comparable with the results of this paper.
In this paper, we have also been able to determine for any canonical form F explicit expressions of A for which L has
a given dimension n, where 0 n 3, with a few exceptions which apply mostly for cases of one-dimensional subalgebras,
and rarely for two-dimensional subalgebras. Indeed, we have not been able to provide general explicit expressions of A for
which dim L = 2 only for F = μy ln(y) and for F = y2 + θ , although in the latter case we have given some one-parameter
families of functions A for which the equality dim L = 2 occurs. These diﬃculties are due to the fact that the general
solution of the related determining equations for A, such as E2 = 0, where E2 is given by (3.10c), is not available.
For cases of one-dimensional symmetry algebras L, the diﬃculty with ﬁnding an explicit expression for the corresponding
function A (for a given F ) is often due to the fact that determining equations are quite often complicated integro-differential
equations or nonlinear equations of the form (3.34). On the other hand, this diﬃculty as well as the impossibility to give an
explicit expression of the symmetry generator in the linear case for arbitrary values of A is due to the fact that the general
solution is not known for linear equations in β similar to (3.36b), and of the form
β ′′ + f (x)β ′ + g(x)β = 0,
in which f and g are arbitrary functions. We note however that equations of the latter form can always be reduced to the
most common canonical form
w ′′ + h(x)w = 0, with h = −( f 2 − 4g + 2 f ′)/4,
by a change of the dependent variable of the form β = we−(1/2)
∫
f dx . Although the reduced equation depends on fewer
arbitrary functions, the diﬃculty with solving it remains essentially the same for arbitrary functions h. However, using the
provided determining equations, this classiﬁcation can nevertheless readily provide the explicit symmetry generator V for
any given pair {A, F } of labeling functions, or tell when a symmetry does not exist.
254 J.C. Ndogmo / J. Math. Anal. Appl. 364 (2010) 242–254References
[1] S. Lie, Classiﬁcation und Integration von gewöhnlichen Differentialgleichugen zwischen x, y, die eine Gruppe von Transformationen gestatten, Math.
Ann. 32 (1888) 213–281 (in German).
[2] L.V. Ovsyannikov, Group classiﬁcation of equations of the form y′′ = f (x, y), J. Appl. Mech. Tech. Phys. 45 (2004) 153–157.
[3] H.T. Davis, Introduction to Nonlinear Differential and Integral Equations, Dover Publications, New York, 1962.
[4] S. Chandrasekhar, Introduction to the Study of Stellar Structure, Dover Publications, New York, 1967.
[5] W. Thomson, Collected Papers, vol. 5, Cambridge University Press, 1991, p. 266.
[6] R. Emden, Gaskugeln, Anwendungen der mechanischen Warmentheorie auf Kosmologie und meteorologische Probleme, Teubner, Leipzig, 1907.
[7] R.H. Fowler, Further studies of Emden’s and similar differential equations, Q. J. Math. 2 (1931) 259.
[8] A.M. Wazwaz, Adomian decomposition method for a reliable treatment of the Emden–Fowler equation, Appl. Math. Comput. 161 (2005) 543–560.
[9] O.U. Richardson, The Emission of Electricity from Hot Bodies, Longman Green and Company, London, 1921.
[10] H. Goenner, P. Havas, Exact solutions of the generalized Lane–Emden equation, J. Math. Phys. 41 (2000) 7029–7042.
[11] P.G.L. Leach, First integrals for the modiﬁed Emden equation q¨ + α(t)q˙ + qn = 0, J. Math. Phys. 26 (1985) 2510–2514.
[12] C.M. Mellin, F.M. Mahomed, P.G.L. Leach, Solution of generalized Emden–Fowler equations with two symmetries, Int. J. Nonlinear Mech. 29 (1994)
529–538.
[13] C.M. Khalique, F.M. Mahomed, B. Muatjetjeja, Lagrangian formulation of a generalized Lane–Emden equation and double reduction, J. Nonlinear Math.
Phys. 15 (2008) 152–161.
[14] A.M. Wazwaz, A new method for solving differential equations of the Lane–Emden type, Appl. Math. Comput. 118 (2001) 287–310.
[15] S. Lie, Theorie der Transformationsgruppen I, II, III, Teubner, Leipzig, 1888.
[16] P.J. Olver, Applications of Lie Groups to Differential Equations, Springer, New York, 1986.
[17] G.W. Bluman, S. Kumei, Symmetries and Differential Equations, Springer-Verlag, Berlin, 1989.
[18] J. Krausse, L. Michel, Classiﬁcation of the symmetries of ordinary differential equations, in: xviii-th International Colloquium on Group Theoretical
Methods in Physics, 1990.
[19] N. Euler, Transformation properties of x¨+ f1(t)x˙+ f2(t)x+ f3(t)xn = 0, J. Nonlinear Math. Phys. 4 (1997) 310–337.
