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Abstract This paper provides a novel approach to solv-
ing the transmission of electrons through large graphene
nano-structures, which is shown to be accurate both
at high and low speeds. The model for graphene being
solved is the continuum model governed by an analogue
to the Dirac equation. For a solution, the Dirac equa-
tion is scalarised using the Foldy-Wouthuysen expan-
sion approximation, to reduce the problem of calculat-
ing the electron wave propagation to a scalar differential
equation. Also transformed is the exact solution of the
Dirac equation in homogeneous space for the calcula-
tion of the propagation of electron waves. By analyti-
cally calculating the boundary conditions of the trans-
formed wave functions, we have been able to generate
transfer matrices for the scalar propagation equations.
Furthermore, we have implemented the scattering ma-
trix method upon these transfer matrices. implement-
ing the scattering matrix method makes a numerical
stable propagation of the waves through the graphene.
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Finally we test the convergence and accuracy of the new
method against analytic solutions. Also included is a
rich appendix detailing the results of our research into
relativistic Green’s functions. We uncover and resolve
an apparent Green’s function paradox. Furthermore, in
the main-text, we make use of our Green’s function the-
ory to develop a high order WKB approximation.
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1 Introduction
There has been much attention paid recently to the
electronic transport properties of graphene. However
accurately solving the transmission problem for arbi-
trary boundaries is challenging, since electrons propa-
gating through graphene’s honeycomb lattice effectively
lose their mass, producing quasi-particles which can be
described by a two dimensional analogue of the Dirac
equation for spin half particles. This appearance of the
Dirac equation motivates further study since it was the
reason for interesting graphene properties to be pre-
dicted [1].
The possibility of device applications has motivated
the theoretical and experimental study of electronic
transport through various graphene nano-structures [2,
3,4,5,6,7,8,9,10,11,12,13]. Examples of application of
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these previous works are the use of graphene as a semi-
conductor, with graphene layers used to create NAND
flash memory and other logic gates, in the process ex-
ploiting the fantastic conductivity of graphene.
So far two types of theoretical approach, the tight
binding method and the continuum model, have been
employed to study the electron transport properties of
graphene nano-structures [14,15,16,17]. However which
of these two models is numerically appropriate depends
on the size of the graphene nano-structures under con-
sideration.
The tight binding model for graphene is impractical
for large structures due to the need to treat large matri-
ces. To circumvent these numerical issues it is typical to
switch to the continuummodel, where the quantum me-
chanical bonding of the carbon structure is taken into
account by an effective electron mass, potential, and
importantly the Dirac equation [18,19]. Hence the so-
lution of the Dirac equation for structures constructed
from layers of potential and effective mass will be the
subject of this paper.
An accurate method is required to predict transmis-
sion through graphene, particularly since Dirac equa-
tion electrons are regarded as useful for verifying quan-
tum electrodynamic results [1]. Since Dirac equation
electrons poses spin, relations between spin and graphene
have also been studied [20].
In this paper we provide a novel approach to solving
the transmission of electrons through graphene, which
is accurate both at high and low speeds. we have scalarised
the Dirac equation using the Foldy-Wouthuysen expan-
sion approximation [21], to reduce the problem of cal-
culating the electron wave propagation to a scalar dif-
ferential equation. we have also transformed the exact
solutions of the Dirac equation in order to calculate the
propagation of the electron waves by this transformed
equation. By analytically calculating the boundary con-
ditions of the transformed wave functions, we have been
able to generate transfer matrices for the scalar equa-
tion. Furthermore, we have implemented the scatter-
ing matrix method upon these transfer matrices [22].
Implementing the scattering matrix method makes a
numerical stable propagation of the waves through the
graphene [22].
Essentially our work has led us to develop a new
type of perturbation theory for the boundary condi-
tions of Quantum-Mechanical plane waves that allows
for relativistic effects to be taken into account by way
of a series of corrections in powers of (v/c). The new
method is currently limited to spin half particles, which
require a four-component wave function for their full de-
scription. we used scalar wave functions for a numerical
solution, this was made possible by a set of equations
that we derived to translate back and forth between
the numerical solutions and the four-component wave
function.
In some ways this manuscript is similar to an ear-
lier article [23] which transforms the Dirac equation into
the telegrapher’s equation. However in that article, the
approach did not make use of the Foldy-Wouthuysen
transformation and so importantly was not perturba-
tive. Also in contrast to Ref.[23] our approach differs
by always reducing propagation to a scalar problem.
By formulating Relativistic Quantum Mechanics of
plane waves as an optical problem it will in the future
be possible to make use of Ref.[24] in order to calcu-
late electronic transmission of translational invariant
1-dimensional chains to which defects such as ruptures
are then introduced. Such works have relevance to poly-
meric systems.
The paper is organized as follows, Sec. 2 outlines the
derivation of the Foldy-Wouthuysen scalarised Dirac
equation from the Dirac equation. Sec. 3 gives the trans-
formations of the solution back and forth between the
two equations and derives the relationship between the
transmission of the Foldy-Wouthuysen scalarised wave
function and the Dirac wave function. Sec. 4 derives the
boundary conditions of the Foldy-Wouthuysen equa-
tion. Sec. 5 derives the scattering matrix solution of the
Foldy-Wouthuysen equation. Sec. 6 gives the transfer
matrices in the special case of the delta potential bar-
rier. Sec. 7 gives the approximate transfer formalism for
the case of a set of linear barrier layers. Sec. 8 gives
the approximate transfer formalism for the case of a
high order WKB approximations. Sec. 9 gives the ap-
proximate transfer formalism for the case of a standard
high order WKB approximations. Sec. 10 calculates pa-
rameters appearing in the scattering matrix solution of
the Foldy-Wouthuysen equation. Sec. 11 A, B, C and D
gives the numerical validation of the new method using
an example with an exact solution as well as study-
ing the convergence of the new method. Importantly in
Sec. 11 E the current-voltage (I-V) characteristics of a
graphene device are investigated.
The appendices are organized as follows, Appendix
A gives the derivation of the homogeneous slab Green’s
function. Appendix B gives the calculation of the free
space Green’s function, Higher order Born approxima-
tion and transmission via a new Green’s function method.
Appendix C derives an interesting apparent Green’s
function paradox, which we will explore in Appendix
D. Appendix D resolves the apparent paradox discov-
ered in Appendix C. Appendix E gives an application
of our Green’s function theory to the calculation of res-
onance in graphene microdiscs with point defects. Ap-
pendix F gives a detailed analysis of the calculation
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method of the two probe Landauer conductance, orig-
inally provided in Ref.[32]. Appendix G gives an ap-
proach to use our methods to calculate the band-gap
of a one-dimensional graphene super-lattice and higher
dimensional crystals. Appendix H gives an approach to
use our methods to calculate the transmission of a one-
dimensional graphene periodic structure, using Cheby-
shev’s identity. Appendix I proves a key commutation
relation for the Foldy-Wouthuysen equation which we
use throughout this paper.
Green’s functions approaches for Relativistic Quan-
tum Mechanics have proven fruitful in the past for pre-
vious authors when developing mathematical methods
for analyzing the multi-channel coherent transport in
graphene [25].
2 The Dirac equation and its scalarisation in
2-dimensions
In this section I develop the scalarisation of the Dirac
equation in 2D using the Foldy-Wouthuysen transfor-
mation [21] in the Newton-Wigner representation [26].
This is in order to recast the vector Dirac equation into
a scalar equivalent. This recast equation will be devel-
oped for the purposes of the scattering matrix method
in Sec. 5.
The well-known Dirac equation with scalar potential
V is given in Hamiltonian form as[
cα · pˆ+ βmc2 − 1ˆV
]
Ψ = HΨ = EΨ (1)
where
pˆ = −i~∇ = −i~
(
∂
∂x
,
∂
∂y
,
∂
∂z
)
(2)
from now on take ~ = 1
β =


+1 0 0 0
0 +1 0 0
0 0 −1 0
0 0 0 −1

 1ˆ =


+1 0 0 0
0 +1 0 0
0 0 +1 0
0 0 0 +1

 (3)
αx,y,z = γtγx,y,z (4)
αx
2 = αy
2 = αz
2 = β2 = 1 (5)
γt =
(
+I 0
0 −I
)
(6)
γx,y,z =
(
0 +σx,y,z
−σx,y,z 0
)
(7)
I =
(
+1 0
0 +1
)
σx =
(
0 +1
+1 0
)
(8)
σy =
(
0 −i
+i 0
)
σz =
(
+1 0
0 −1
)
(9)
It will be noted that α and β are Hermitian matrices in
our special representation, so that in this representation
H is Hermitian.
The Hermitian property of α and β is necessary in
order to obtain
ρ = Ψ∗Ψ (10)
j = Ψ∗αΨ (11)
as the expressions for charge and current density.
It can be shown by simple calculus and the de Broglie
principle that for our Hamiltonian, solved for plane
waves,
E + V =
√
p2c2 +m2c4 (12)
where p is the expectation value of momentum for the
particle of mass m. E is the energy eigenvalue.
There are two linearly independent solutions of the
free particle Dirac equation. It is convenient to choose
the independent solutions so that each has two com-
ponents which are zero. The two linearly independent
solutions can be taken as
Ψ =


E + V +mc2
0
0
~c(px + ipy)

 ei(pxx+pyy)/~ (13)
Ψ =


0
E + V +mc2
~c(px − ipy)
0

 ei(pxx+pyy)/~ (14)
The idea upon which this manuscript is based is that
by making use of the Foldy-Wouthuysen transforma-
tion the four coupled differential equations of the Dirac
equation in Hamiltonian form can be decoupled to give
four independent and importantly identical scalar equa-
tions. We only require to calculate the propagation of
the single electron for one of these equations to get the
full Green’s function and transmission. This consider-
ably reduces the numerical complexity and yields great
benefits in numerical accuracy and stability as we will
see in the results section.
Let us now briefly outline the derivation of this
transformation to arrive at the important results upon
which the principle findings of this manuscript will be
based.
HΨ = EΨ =⇒ e+iSHe−iSe+iSΨ = Ee+iSΨ (15)
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Since we know
e+iSV e−iS = V (16)
due to the scalarity of the potential and because e+iS
is unitary, let us only be concerned with
e+iS
(
cα · pˆ+ βmc2
)
e−iS (17)
We choose just as was done by Foldy and Wouthuysen
e+iS = cos(θ) + βα ·
pˆ
|p|
sin(θ) (18)
e−iS = cos(θ)− βα ·
pˆ
|p|
sin(θ) (19)
where
iS = βα ·
pˆ
|p|
θ (20)
Therefore it was shown by Foldy and Wouthuysen that
= e+iS
(
cα · pˆ+ βmc2
)
e−iS
=
(
cα · pˆ+ βmc2
)(
cos(θ)− βα ·
pˆ
|p|
sin (θ)
)2
=
(
cα · pˆ+ βmc2
)
e−2βα·pˆθ/|pˆ|
= cα · pˆ
(
cos (2θ)−
mc
|p|
sin (2θ)
)
+ β
(
mc2 cos (2θ) + c|p| sin (2θ)
)
(21)
We have arrived at the results of Foldy-Wouthuysen
by exactly following their derivation.
The Foldy-Wouthuysen transformation gave us a
choice for θ. However we required that H be trans-
formed into diagonal form. Hence we had to follow the
work of Newton and Wigner [26] and choose
sin(2θ)
cos(2θ)
= tan(2θ) =
|pˆ|
mc
(22)
Further following [26], we had to make another choice
according to Eq. (22)
cos(2θ) =
mc2√
c2pˆ2 +m2c4
(23)
sin(2θ) =
c|pˆ|√
c2pˆ2 +m2c4
(24)
By direct substitution of Eq. (23) to Eq. (24) into Eq. (21)
we arrive just as Newton andWigner did, at the Newton-
Wigner representation of the Dirac equation,[
β
√
pˆ2c2 +m2c4 − 1ˆ (V + E)
]
Ψ (FW ) = 0 (25)
Eq. (25) is the Newton-Wigner representation or Foldy-
Wouthuysen transformed equation.
We exploit the freedom of the sign associated with
the square-root in Eq. (25) to ensure that the following
decoupled equations are completely identical:
[√
pˆ2c2 +m2c4 − (V + E)
]
Ψ
(FW )
j = 0 (26)
where j = 1, 2, 3 or 4.
The solutions Ψ (FW ) in homogeneous space are given
by rotation of Eq. (13) and Eq. (14) as
e+iSΨ = Ψ (FW ) =


Ψ
(FW )
1
Ψ
(FW )
2
Ψ
(FW )
3
Ψ
(FW )
4

 (27)
We will show in the subsequent sections of this manuscript
that it is always possible to use these equations to
formulate the problem of calculating the solution of
electron wave propagation through a layered structure
in such a way as the mathematics becomes identical
to that of electromagnetic wave propagation through
stacks of layered dielectric material.
By formulating electron propagation at relativistic
speeds analogously to wave optics, we are able to make
use of the powerfully accurate and numerically stable
scattering matrix method of Ref.[22].
Furthermore we open the gates for a great deal more
Optical theory to be transferred to the subject of Quan-
tum Electrodynamics, especially with regards to pho-
tonic crystals [27].
3 The relationship between transmission of the
Foldy-Wouthuysen transformed equation and
the Dirac equation for inclined geometry
In this section we transform back and forth between the
solution of the Dirac equation and the Foldy-Wouthuysen
transformed wave equation. Furthermore we derived the
relationship between the transmission calculated using
the Foldy-Wouthuysen scalarised Dirac equation and
the Dirac equation. This is necessary in order to trans-
late the results from the propagation of Ψ (FW ) to the
transmission of the full Dirac equation.
Firstly, let us denote d = p/|p|, so that
px
|p|
= dx ,
py
|p|
= dy (28)
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In order to make the necessary transformations we must
evaluate βα · d which is,
= βα · d
=


0 0 0 +(dx − idy)
0 0 +(dx + idy) 0
0 −(dx − idy) 0 0
−(dx + idy) 0 0 0


(29)
We now evaluate the transformed Foldy-Wouthuysen
wave function. Since
e+βα·dθΨ = [cos(θ) + βα · d sin(θ)]Ψ = Ψ (FW ) (30)
where Ψ is given by Eq. (13) and Eq. (14) as,
Ψ = A


u1
u2
u3
u4

 ei(pxx+pyy) (31)
we know by application of Eq. (29), Eq. (30) and Eq. (31)
that
Ψ
(FW )
1 = [u1 cos(θ) + (dx − idy)u4 sin(θ)]Ae
i(pxx+pyy)
(32)
Ψ
(FW )
2 = [u2 cos(θ) + (dx + idy)u3 sin(θ)]Ae
i(pxx+pyy)
(33)
Ψ
(FW )
3 = [u3 cos(θ)− (dx − idy)u2 sin(θ)]Ae
i(pxx+pyy)
(34)
Ψ
(FW )
4 = [u4 cos(θ)− (dx + idy)u1 sin(θ)]Ae
i(pxx+pyy)
(35)
Here we see the exponential wave form of Ψ (FW ) which
is useful for calculating the electron propagation through
homogeneous space, please see Eq. (61) for more details.
Conversely since we have seen that Ψ is given by,
e−βα·dθΨ (FW ) = [cos(θ) − βα · d sin(θ)]Ψ (FW ) = Ψ
(36)
where
Ψ (FW ) =


F1
F2
F3
F4

 ei(pxx+pyy) (37)
we can construct the inverse transformation to be
u1A = [F1 cos(θ)− (dx − idy)F4 sin(θ)] (38)
u2A = [F2 cos(θ)− (dx + idy)F3 sin(θ)] (39)
u3A = [F3 cos(θ) + (dx − idy)F2 sin(θ)] (40)
u4A = [F4 cos(θ) + (dx + idy)F1 sin(θ)] (41)
Hence we see that Ψ (FW ) combined with the Foldy-
Wouthuysen transformation carries all the information
needed to calculate the full solution of the Dirac equa-
tion in an infinitely homogeneous space.
Taking into account Eq. (10), Eq. (13) and Eq. (14),
the incident wave upon the layered structure for the
Dirac equation description is,
Ψ = A(incident)


u
(i)
1
u
(i)
2
u
(i)
3
u
(i)
4

 ei(pxx+pyy) (42)
The transmitted wave for the Dirac equation is (please
see Eq. (10), Eq. (13) and Eq. (14)),
Ψ = A(transmitted)


u
(t)
1
u
(t)
2
u
(t)
3
u
(t)
4

 ei(pxx+pyy) (43)
The transmission to and from a vacuum and through
the layered structure is given by,
t =
A(transmitted)
A(incident)
(44)
However from Eq. (38) to Eq. (41) we see
t =
F
(t)
1 cos(θ
(t))− (d
(t)
x − id
(t)
y )F
(t)
4 sin(θ
(t))
F
(i)
1 cos(θ
(i))− (d
(i)
x − id
(i)
y )F
(i)
4 sin(θ
(i))
·
u
(i)
1
u
(t)
1
(45)
t =
F
(t)
2 cos(θ
(t))− (d
(t)
x + id
(t)
y )F
(t)
3 sin(θ
(t))
F
(i)
2 cos(θ
(i))− (d
(i)
x + id
(i)
y )F
(i)
3 sin(θ
(i))
·
u
(i)
2
u
(t)
2
(46)
t =
F
(t)
3 cos(θ
(t)) + (d
(t)
x − id
(t)
y )F
(t)
2 sin(θ
(t))
F
(i)
3 cos(θ
(i)) + (d
(i)
x − id
(i)
y )F
(i)
2 sin(θ
(i))
·
u
(i)
3
u
(t)
3
(47)
t =
F
(t)
4 cos(θ
(t)) + (d
(t)
x + id
(t)
y )F
(t)
1 sin(θ
(t))
F
(i)
4 cos(θ
(i)) + (d
(i)
x + id
(i)
y )F
(i)
1 sin(θ
(i))
·
u
(i)
4
u
(t)
4
(48)
Hence we have arrived at the general set of formula
which converts the transmission of Ψ (FW ) to transmis-
sion of Ψ .
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Next, for the special case we are assuming that the
potential is the same on both sides of the slab so that
u1, u2, u3 and u4 are the same on both sides of the
structure, so that also θ(i) = θ(t). F (i) and F (t) are
the incident and transmitted wave amplitudes of the
Foldy-Wouthuysen transformed equation.
Furthermore I note that for each Foldy-Wouthuysen
equation CF
(i)
1 = F
(t)
1 , CF
(i)
2 = F
(t)
2 , CF
(i)
3 = F
(t)
3 ,
and CF
(i)
4 = F
(t)
4 . This is because all four Foldy-Wouthuysen
transformed equations are identical up to some propor-
tionality factor, calculated from Eq. (13) and Eq. (14).
Hence substituting these assumptions and observa-
tions into Eq. (45) to Eq. (48), we have
t =
F
(t)
j
F
(i)
j
= C (49)
where j = 1, 2, 3 or 4.
In the general case of varying potential from one
side to the barrier to the other, the Dirac vectors uj
used in Eq. (45) to Eq. (48) must be normalized to the
same value either side of the barrier using Eq. (10). This
is so that the transmission squared can be calculated
according to its usual definition, which is the ratio of
charge incident to charge transmitted.
Thus transmission calculated from the Foldy-Wouthuysen
equation can easily be used to calculate the transmis-
sion for the Dirac equation, with these derived relation-
ships.
4 Boundary Conditions of the
Foldy-Wouthuysen equation
Whilst we can find the solution of the homogeneous
space Foldy-Wouthuysen equation relatively easily from
the analytics of Sec. 2 and Sec. 3, in order to calculate
the propagation of the single electron through several
layers of graphene and barrier stacks we require to know
how the Ψ (FW ) wave function propagates from layer to
layer.
To this end I derive the boundary conditions of the
scalarised Foldy-Wouthuysen equation by integrating
across boundaries and taking advantage of the order,
scalarity and linearity of the differential operator oc-
curring in the Foldy-Wouthuysen equation.
Since[√
pˆ2c2 +m2c4 − (V + E)
]
Ψ (FW ) = 0 (50)
let us write E = mc2 +W , then Eq. (50) becomes
[L− (V +W )]Ψ (FW ) = 0 (51)
where
L = mc2
[
1
2
(
pˆ
mc
)2
−
1
8
(
pˆ
mc
)4
+
1
16
(
pˆ
mc
)6
− ...
]
(52)
due to the Taylor expansion of
√
pˆ2c2 +m2c4
Next consider a boundary at x = a, a boundary be-
tween two homogeneous layers of material in a layered
structure, such as a Bragg Mirror. If we integrate the
scalarised Dirac equation through the boundary, nor-
mal to the boundary
lim
|a+−a−|→0
∫ a+
a−
[L− (V +W )]Ψ (FW )dx = 0 (53)
But from Eq. (52) we can see that the following opera-
tors L¯ and pˆx commute,
LΨ (FW ) = −L¯pˆxΨ
(FW ) = −pˆxL¯Ψ
(FW ) (54)
We give a discussion of Eq. (54) in Appendix I.
Hence since by continuity of the quantum mechan-
ical wave function,
lim
|a+−a−|→0
∫ a+
a−
(V +W )Ψ (FW )dx = 0 (55)
due to the function integrated being finite but the in-
tegration range tending to zero, we have[
iL¯Ψ (FW )
]a+
a−
= lim
|a+−a−|→0
∫ a+
a−
LΨ (FW )dx = 0 (56)
We can understand Eq. (56) more clearly when we
consider that
lim
|a+−a−|→0
∫ a+
a−
LΨ (FW )dx = lim
|a+−a−|→0
i
∫ a+
a−
dL¯Ψ (FW )
dx
dx
(57)
due to
L ≡ −pˆxL¯ ≡ i
dL¯
dx
(58)
Therefore, by Eq. (56) the Foldy-Wouthuysen wave
function is continuous with respect to the operation of
L¯ in addition to the continuity of the Ψ (FW ).
In order to evaluate L¯Ψ (FW ) and hence the bound-
ary conditions note,
LΨ (FW ) = (W+V )Ψ (FW ) = −L¯pˆxΨ
(FW ) = −pxL¯Ψ
(FW )
(59)
hence
L¯Ψ (FW ) = −
W + V
px
Ψ (FW ) = αΨ (FW ) (60)
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Furthermore we note that pˆΨ (FW ), the momentum
operation, always gives a finite observed value, therefore
Ψ (FW ) is continuous everywhere. This follows simply by
noting that the momentum is a gradient operator and
that if the gradient is everywhere finite, then the func-
tion is by definition continuous. Furthermore conserva-
tion of energy demands that the energy and therefore
the momentum of the particle is everywhere finite.
Hence we have developed a pair of boundary condi-
tions for the scalarised Dirac Equation, which we can
use to calculate the propagation of an electron through
layered structures.
5 Scattering Matrix method for the
Foldy-Wouthuysen Dirac equation
The continuity conditions derived in the last section
for the relativistic electron wave at the interface ad-
joining layers will be expressed as matrix equations in
this section. These matrix equations define the transfer
matrices. By multiply successive transfer matrices an
overall solution propagating waves through the whole
structure is obtained. For more details of the origin of
this technique in optics, see Ref.[29] and Ref.[30].
There are some problems with the transfer matrix.
In the presence of beyond-critical-angle incidence wave
modes of the system become a set of exponentially de-
caying and growing waves. Thus the problem arises that
the transfer matrix becomes dominated by exponen-
tially growing waves that are several orders of magni-
tude larger in amplitude than the decaying waves. The
consequences of combining such large and small numer-
ical values together is that overall the transfer matrix
become highly numerically unstable and inaccurate. In
optics these points were first noted and addressed in
Ref.[22].
Fortunately in the field of Optics a method to counter
these numerical problems just mentioned has already
been developed in Ref.[22]. In brief, the method of Ref.[22]
explicitly separates the exponentially growing terms and
the exponentially decaying terms.
In light of these considerations we will now for-
mulate a set of equations describing propagation at
the boundary which are mathematically identical to
those governing propagation of electromagnetic waves
through layered dielectric mediums so that the scatter-
ing matrix method of Ref.[22] can be applied.
Let a0 and a1 denote forward traveling Foldy-Wouthuysen
scalarised wave parts and b0 and b1 denote backward
travelling Foldy-Wouthuysen scalarised wave parts, 0
denotes on the left, 1 denotes on the right, then inside
a layer thickness D(
e−ipD cos(φ) 0
0 e+ipD cos(φ)
)[
a1
b1
]
=
[
a0
b0
]
(61)
Eq. (61) is just the well-known transfer matrix, prop-
agating wave functions of momentum p in the layer,
through the layer, only now recast for the purposes of
Quantum Electrodynamics. The electron is travelling
at a transformed angle φ to the layer boundary normal,
where we see that
px = p cos(φ) (62)
For the boundary case, applying the two conditions
derived in the last section gives
a0 + b0 = a1 + b1 (63)
which is the continuity of the electron wave function
through the boundary.
Secondly,
L¯a0 + L¯b0 = L¯a1 + L¯b1 (64)
implies
a0α0 − b0α0 = a1α1 − b1α1 (65)
Eq. (65) is a statement of the continuity of the wave
function with respect to the L¯ operator.
Eq. (63) and Eq. (65) can be written in matrix form
as(
(1 + α1/α0)/2 (1 − α1/α0)/2
(1− α1/α0)/2 (1 + α1/α0)/2
)[
a1
b1
]
=
[
a0
b0
]
(66)
This is just the well-known transfer matrix method at
a boundary from the theory of Optics, recast now for
the purposes of Quantum Electrodynamics.
The transfer matrix in the special case of the delta
potential barrier is given in Sec. 6.
We are now in a position to apply the scattering
matrix method of [22]. We let[
aN
b0
]
= S(0, N)
[
a0
bN
]
(67)
starting with
S(0, 0) =
(
1 0
0 1
)
(68)
and[
an
bn
]
= I(n+ 1)
[
an+1
bn+1
]
(69)
Now let us denote
S(0, n) =
(
S11 S12
S21 S22
)
(70)
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and
I(n+ 1) =
(
I11 I12
I21 I22
)
(71)
We can now write as was first done in Ref.[22] for
optical systems,
S11(0, n+ 1) = (1− I
−1
11 S12I21)
−1I−111 S11 (72)
S12(0, n+1) = (1−I
−1
11 S12I21)
−1I−111 (S12I22−I12) (73)
S21(0, n+ 1) = S22I21S11(0, n+ 1) + S21 (74)
S22(0, n+ 1) = S22I21S12(0, n+ 1) + S22I22 (75)
The scattering matrix method for the Dirac equa-
tion is hence formulated. Transmission can be derived
from the numerically calculated propagation using the
results in Sec. 3.
6 Quantum Electrodynamic transfer matrix for
the delta potential barrier
In this Section we calculate the transfer matrix for the
delta potential barrier.
The scalarised Foldy-Wouthuysen equation for the
delta potential barrier in this case is given by
[L− (W + gδ(x))]Ψ (FW ) = 0 (76)
Integrating Eq. (76) across the delta function [0−, 0+]
where 0−, 0+ → 0 gives[
iL¯Ψ (FW )
]0+
0−
= gΨ (FW )
∣∣∣∣
x=0
(77)
Let a0 and a1 denote forward travelling Foldy-Wouthuysen
scalarised wave parts and b0 and b1 denote backward
travelling Foldy-Wouthuysen scalarised wave parts, 0
denotes on the left of the barrier, 1 denotes on the right
of the barrier, then applying the continuity conditions
upon the wave functions gives
a0 + b0 = a1 + b1 (78)
which is the continuity of the electron wave function
through the barrier.
Secondly,
[
iL¯ (a+ b)
]0+
0−
= g (a+ b)
∣∣∣∣
x=0
(79)
implies
iαk (a1 − b1)− iαk (a0 − b0) = g (a1 + b1) (80)
Eq. (80) is a statement of discontinuity of L¯Ψ (FW ) at
x = 0.
Eq. (78) and Eq. (80) can be written in the following
matrix form(
(1− ig/2αk) (−ig/2αk)
(+ig/2αk) (1 + ig/2αk)
)[
a1
b1
]
=
[
a0
b0
]
(81)
Hence we have derived the transfer matrix in the special
case of the delta potential barrier.
7 Quantum Electrodynamic transfer matrix for
the linear potential barrier
In this section we will calculate the boundary condi-
tions and transfer formalism for layers of linear poten-
tial barriers. In order to achieve this goal we will make
use of the analytic transmission, calculated by Green’s
function methods as detailed in Appendix A and Ap-
pendix B. These analytic results will then be subjected
to a series of thin-narrow barrier approximations. Fi-
nally we will use probability theory and integral cal-
culus to arrive at a Quantum Electrodynamic result
similar to the first order Wetzel, Kramers and Brillouin
(WKB) approximation of Classical Quantum Mechan-
ics. To match up curved layers we refer back to the
boundary conditions derived in Sec. 4.
It is important to remember in this section that due
to the limitations of the analytic Green’s function solu-
tion, we are restricted to approximately solving the lin-
ear potential barrier wave-function for the case of nor-
mal electron incidence upon the graphene layer stacks.
First, let us consider the following result from Ap-
pendix A and Appendix B
t(k) = e−2imka
2αkαq
2αkαq cos(2m∗qa)− i(α2q + α
2
k) sin(2m
∗qa)
(82)
where we have assumed a rectangular barrier given by
V (x) =
{
V0 for |x| < a ,
0 elsewhere .
(83)
and a propagating wave of the form
Ψ (FW )(x) =


t(k)e+imkx , x > a ,
Ae+im
∗qx +Be−im
∗qx , |x| 6 a ,
e+imkx + r(k)e−imkx , x < −a
(84)
Therefore we can calculate the transmission with
simple algebra as
T (k) = |t(k)|2 =
(2αkαq)
2
(2αkαq)2 + (α2q − α
2
k)
2 sin2(2m∗qa)
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(85)
We nowmake the first approximation and write Eq. (85)
as approximately
T (k) ≈
(
2αkαq
α2k − α
2
q
)2
e−4im
∗qa (86)
Here we have assumed we are tunneling in the Quan-
tum Mechanical regime, such that the wave-function is
decaying exponentially through the barrier.
Therefore, from Eq. (86), we can see by taking log-
arithms
loge T (k) ≈ −2im
∗q(2a) + 2 loge
(
2αkαq
α2k − α
2
q
)
(87)
Again we can make an approximation, the reasonable
approximation that the non-logarithmic term in Eq. (87)
dominates the logarithmic term, and so we find that
loge T (k) ≈ −2im
∗q(2a) (88)
Assuming independence of transmission events, the
total transmission probability for crossing the overall
barrier is
T ≈
∞∏
i=1
Ti (89)
where the Ti are the transmission probabilities of the
individual barriers. Assuming a large number of very
thin barriers we can approximate as follows
loge T ≈ loge
∞∏
i=1
Ti ≈
∞∑
i=1
−2im∗i qi∆x = −2i
∫
m∗q(x)dx
(90)
Therefore since |t|2 = T , we calculate from Eq. (90)
t(k) ≈ e−i
∫
m∗q(x)dx (91)
We can see from the derived Eq. (103), that inside
the linear layer, the Foldy-Wouthuysen wave-function
is approximately given by
Ψ (FW ) ≈ Ae−i
∫
m∗q(x)dx +Be+i
∫
m∗q(x)dx (92)
We were able to make this step by noting the symmetry
properties of the wave-function with regards to tunnel-
ing from either side of the barrier.
We can construct transfer matrices, at the layer
boundaries, by noting continuity of Ψ (FW ) and L¯Ψ (FW ),
which we derived in Sec. 4.
To evaluate the important quantity L¯Ψ (FW ), needed
to construct the transfer matrices, note that in strictly
one dimension
L¯ = −mc2
[
1
2
pˆx
(mc)2
−
1
8
pˆ3x
(mc)4
+
1
16
pˆ5x
(mc)6
− ...
]
(93)
Furthermore we remember that
pˆx ≡ −i~
∂
∂x
(94)
and also we make use of the well-known rules of calculus
to find
∂
∂x
[
ei
∫
m∗q(x)dx
]
= ei
∫
m∗q(x)dx ∂
∂x
[
i
∫
m∗q(x)dx
]
(95)
Finally it is important to remember, that in this
section, the potential is a function of x so that V (x).
Later in Sec. 10 we will derive
q(x)2
k2
=
( mc
m∗c∗
)2
+
mc2
m∗c∗2
·
2V (x)
m∗k2
+
mc2
m∗c∗2
·
2g(k/c)V (x)
m∗k2
+
(
V (x)
m∗c∗k
)2
+
(mc2 −m∗c∗2)(mc2 +m∗c∗2)
(m∗c∗)2
·
1
k2
(96)
In conclusion, in this section we have seen an anal-
ogy to the first order WKB formulation of Classical
Quantum Mechanics, but in this case generalized to
Quantum Electrodynamic tunneling of fermions. The
Green’s function transmission upon which the mathe-
matics of this section is based, is validated in the results
Sec. 11.1.
An interesting topic for further research is that the
Green’s function approach of Appendix A and Appendix
B comes with an apparent paradox. We give a detailed
description and discussion of this apparent paradox in
Appendix C. The paradox is resolved in appendix D.
8 Higher order WKB approximation
In this section we iterate the results of Sec. 7 to give
the higher order WKB approximations. To achieve this
goal, we use the previous WKB approximation as the
starting point for the next iteration. In this manner we
can proceed to arbitrary orders of approximation.
To begin our derivation let us consider:[√
pˆ2c2 +m2c4 − (V + E)
]
Ψ (FW ) = 0 (97)
with solution as suggested in Sec. 7
Ψ (FW ) = eiΦ(x) (98)
Then we see that Eq. (97) becomes
[√
c2 [Φ′(x)]
2
− ic2Φ′′(x) +m2c4 − (V + E)
]
eiΦ(x) = 0
(99)
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Hence we can exactly re-write Eq. (99) as
c2 [Φ′(x)]
2
− ic2Φ′′(x) +m2c4 = (V + E)
2
(100)
We nowmake use of Einstein’s relation, from his Theory
of Special Relativity, (E + V )2 = m2c4 + p2c2, and we
find that
Φ′(x) =
√
p2x + iΦ
′′(x) (101)
The Eq. (101) is exact, we have made no approxima-
tions at this stage.
We now make our approximations. We know from
Sec. 7
±
∂Φ(x)
∂x
≈ px(x) (102)
since we had found
t(k) ≈ e−i
∫
m∗q(x)dx (103)
where
px(x) = m
∗q(x) (104)
So we can see the next approximation on from Eq. (103)
is
Φ(x) ≈
∫
±
√
p2x ± i
∂px
∂x
dx+ C1 (105)
This equation follows from the integration of Eq. (101)
Hence from Eq. (98) and Eq. (103)
t(k) ≈ exp
[
±i
∫ x1
x0
√
p2x ± i
∂px
∂x
dx
]
(106)
Here we are considering a barrier located between x0
and x1. Furthermore we are noting that here we define
t(k) to be
t(k) =
Ψ (FW )(x1)
Ψ (FW )(x0)
(107)
We can iterate this procedure up to the nth order WKB
approximation. These results are totally analogous to
those for Schrodinger equation, except with the classi-
cal momentum replaced with the relativistic momen-
tum. Hence we propose that there is a general cor-
respondence between our Foldy-Wouthuysen equation
and the solutions of the Schrodinger equation.
9 The general Quantum Electrodynamic WKB
approximation
In this section we use the mathematical approaches of
the previous section to make a standard higher order
WKB approximations, for the Dirac equation in Foldy-
Wouthuysen form.
To begin our derivation let us consider:[√
pˆ2c2 +m2c4 − (V + E)
]
Ψ (FW ) = 0 (108)
with solution as suggested in Sec. 7
Ψ (FW ) = exp
[
iS(x)
~
]
(109)
Then
dΨ (FW )
dx
=
i
~
S′Ψ (FW ) (110)
and
d2Ψ (FW )
dx2
=
(
i
~
S′′ −
1
~2
S′2
)
Ψ (FW ) (111)
Therefore Eq. (108) becomes
[√
−c2
(
i
~
S′′ −
1
~2
S′2
)
+m2c4 − (V + E)
]
Ψ (FW ) = 0
(112)
which can be re-written as
−c2
(
i
~
S′′ −
1
~2
S′2
)
= (V + E)
2
−m2c4 =
p2xc
2
~2
(113)
or equivalently
S′2 − i~S′′ = p2x (114)
Expanding S(x) in powers of ~ gives
S(x) = S0(x) + ~S1(x) + ~
2S2(x) + .... (115)
so that Eq. (114) becomes
(
S′0(x) + ~S
′
1(x) + ~
2S′2(x) + ....
)2
− i~
(
S′′0 (x) + ~S
′′
1 (x) + ~
2S′′2 (x) + ....
)
= p2x (116)
Now we can see by equating terms in powers of ~ that
S′20 = p
2
x (117)
2S′0S
′
1 − iS
′′
0 = 0 (118)
S′21 + 2S
′
0S
′
2 − iS
′′
1 = 0 (119)
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Hence
S0 = ±
∫ x
px(x
′)dx′ (120)
and
S1 = i loge S
′1/2
0 =⇒ e
−iS1 = p1/2x (121)
In conclusion we have found, when combining these
results for S0 and S1, that we have
Ψ (FW ) ≈
1
p
1/2
x
e
±
i
~
∫ x px(x
′)dx′
(122)
Interestingly, this is equivalent to the WKB approx-
imation for the Klein-Gordon equation, showing that
the difference between the solution of the Klein-Gordon
equation and Dirac-equation manifests itself at sharp
boundaries. This is to be expected as this is where the
momentum changes rapidly and the WKB approxima-
tion is least convergent.
10 The calculation of scattering matrix
parameters for the case of varying effective
mass and effective speed of light
An accurate method for calculating the α parameters
in the scattering matrix method formulated in the pre-
vious section is developed in this section. The method
is based on a Taylor series of increasing powers of (v/c),
where v is the velocity of the electron traveling through
the graphene.
In this section we calculate the parameters appear-
ing in the scattering matrix method for the important
case of the effective mass and corresponding light speed,
of the electron, varying from layer to layer.
In free space, by the Theory of Special Relativity,
W = E −mc2 =
√
p2c2 +m2c4 −mc2 (123)
Let mk replace p as the momentum
W = mc2


√
1 +
(
k
c
)2
− 1

 (124)
Inside a layer, again by Special Relativity,
(E + V )2 = m∗2c∗4
[
1 +
( q
c∗
)2]
(125)
where m∗ is the effective mass of the electron in the
layer and c∗ is the corresponding effective speed of light.
Comparing Eq. (123), Eq. (124) and Eq. (125), we
find
q2
k2
=
( mc
m∗c∗
)2
+
mc2
m∗c∗2
·
2V
m∗k2
+
mc2
m∗c∗2
·
2g(k/c)V
m∗k2
+
(
V
m∗c∗k
)2
+
(mc2 −m∗c∗2)(mc2 +m∗c∗2)
(m∗c∗)2
·
1
k2
(126)
and in the last term we used the well-known analytic
formula for the difference of two squares so as to greatly
improve numerical accuracy. The analogue to velocity
k becomes q inside the layer.
The function g(k/c) is given by,
g(k/c) =
√
1 +
(
k
c
)2
−1 =
(k/c)2
2
−
(k/c)4
8
+
(k/c)6
16
−...
(127)
which can be expanded up to any order with Taylor
series (see numerical results). Provided (k/c)
2
≤ 1 we
are guaranteed convergence of g(k/c) in series form.
Computationally we add smallest terms together first
for improved numerical accuracy.
Interestingly Eq. (126) is analogous to
(m∗q) = (mk)nk (128)
where nk plays the role of the refractive index, in the
Foldy-Wouthuysen transformed space. Assuming that
the electron waves takes the route with the shortest
time of flight in the transformed space, where mk plays
the role of wave number, we arrive at the analogue of
Snell’s law by following the derivation of Fermat (using
Fermat’s principal of least time)
sin(φi)
sin(φt)
=
m∗t qt
m∗i qi
(129)
where m∗t qt is the momentum of the electron in the
transmitted layer, m∗i qi is the momentum of the elec-
tron in the incident layer. Also φi is the transformed an-
gle to the boundary normal in the incident layer made
by the electrons trajectory. Furthermore φt is the trans-
formed angle to the boundary normal in the transmit-
ted layer made by the electrons trajectory.
We have been able to apply Snell’s law because of
the mathematical similarities between wave optics and
our solutions to the scalarised Dirac equation. Also to
do this I had to make analogies with wave number of
planar electromagnetic waves and refractive index of
the medium of propagation. Furthermore the concept of
time of flight has changed, it is no longer ordinary time,
but an analogy to time, consistent with the analogous
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wave number. In brief, we have identified the quanti-
ties in the scalar wave function that are playing a role
consistent with the various parameters in a Transverse
Electric planar electromagnetic mode and then applied
Snell’s law.
By Eq. (129) we can calculate the px component to
be p cos(φ), which is useful when calculating α. Fur-
thermore we calculate the py component to be p sin(φ).
To calculate αi
αi = −
W + V
px
= −
m∗c∗2
[√
1 +
( q
c∗
)2
− 1
]
m∗qx
q
q
(130)
In Eq. (130) we made use of Eq. (125),
W+V = (E+V )−m∗c∗2 = m∗c∗2
√
1 +
( q
c∗
)2
−m∗c∗2
(131)
Eq. (130) becomes with simple rearrangement,
αi = −q
(
m∗
√
1 + (q/c∗)2
(q/c∗)2
−
m∗
(q/c∗)2
)
q
m∗qx
(132)
αi = −q
(
1−
(q/c∗)2
4
+
(q/c∗)4
8
−
5(q/c∗)6
64
+ ...
)
q
2qx
(133)
which can be expanded to any order by considering the
Taylor expansion of
√
1 +
( q
c∗
)2
(134)
Please note, that it is very important not to Taylor ex-
pand when (q/c∗)2 > 1 since the expansion will diverge
in this case. This condition puts limits on the numerical
results possible (see results section). Again it should be
noted that for reduced machine rounding error, small-
est terms should be added together first to produce the
most accurate simulated results.
Hence we see the ease of application of the new the-
ory to the important case of varying effective mass and
corresponding light speed, of the electron, from layer to
layer. Therefore we are able to take into account band
structure and dispersion effects in various semiconduc-
tors.
11 Numerical Validation
In this section we run through a series of demonstra-
tions and validations of the new numerical method which
I have developed.
Throughout this numerical demonstration m = 2,
also we use mixed notation of γ = c to make figures
clearer. The motivation for using γ instead of c is that
in graphene the effective speed limit γ on the elec-
trons is much less than c. Importantly c = 50a. The
graphene electrons are obeying an equation analogous
to the Dirac equation, actually the typical speed of an
electron in a graphene device is 0.03c.
All arithmetic is carried out with 15 decimal digits
of precision allocated for every variable.
11.1 Validation of the new method with an analytic
Green’s function
In this sub-section is presented the validation of the
Foldy-Wouthuysen scattering matrix method by com-
parison with the analytic Green’s function for the scalarised
Dirac equation which we have derived in Appendix A.
The analytic Green’s function G(x, x′) is used to gen-
erate the transmission via,
T (k) = |2αkG(x, x
′)|2 (135)
which we have derived in Appendix B.
The system under consideration is described by the
simple potential slab of Graphene with (a = 1)
V (x) =


mc2
5
for |x| < a/2 ,
0 elsewhere .
(136)
Furthermore due to the limitations upon the an-
alytic solution, this section is restricted to the treat-
ment of the 1-dimensional problems, i.e. py = 0 at
all points on the electron journey, and furthermore the
layer boundaries are parallel to the y-axis.
The absolute error in transmission for the structure
in Eq. (136) over a range of momentums is shown in
Fig. 1. In Fig. 1 the absolute error is calculated using the
exact Green’s function solution for the slab. The exact
solution is calculated using 160 relativistic corrections
in the calculation of each momentum and α parameter.
In Fig. 1 we see a power law convergence with num-
ber of Taylor series corrections to the new scattering
matrix method towards the exact solution. For N = 80
corrections we see that the absolute error in transmis-
sion is less than 10−15 for all speeds less than v = γ/2.
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Fig. 1 (Color online) (a) Electron transmission through
the homogeneous Graphene slab Eq. (136), both relativis-
tic (blue) and non-relativistic (black) (b) Absolute error in
the transmission calculated using the analytic form of T (k)
via Green’s function (see Appendix A and B) as comparison
for the numerical values from the Foldy-Wouthuysen scatter-
ing matrix method. The number of relativistic corrections is
N = 20, 40, 80 as labelled. For further comparison the solu-
tion without relativistic corrections is included.
11.2 Convergence of the new method for Bragg Mirror
Microcavities
Again this sub-section is restricted to the momentum of
1-dimensional problems, i.e. py = 0 at all points in the
electron journey, and furthermore the layer boundaries
are parallel to the y-axis.
In this sub-section, to test the new scattering matrix
method further we move on to a non-trivial example
which has no known analytic solution. The potential
profile is shown in Fig. 2.
The estimated absolute error in transmission for the
structure in Fig. 2 over a range of momentums is shown
in Fig. 3. In Fig. 3 the absolute error is estimated us-
ing the scattering matrix having N = 160 relativistic
corrections in place of an exact solution. In Fig. 3 we
see a power law convergence with the number of Tay-
lor series corrections, towards the exact transmission.
For N = 80 corrections we see that the estimated abso-
lute error in the transmission is less than 10−15 for all
speeds less than v = γ/2.
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Fig. 2 (Color online) Cross-section of the non-trivial nano-
structure used to test the new method of calculating the
transmission, potential V is given as a function of coordi-
nate 2x/a, where a is the slab width. Importantly, we set the
parameter a = 1.
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Fig. 3 (Color online)(a) Electron transmission through
graphene nano-structure in Fig. 2, both relativistic (blue)
and non-relativistic (black) (b) Estimated absolute error in
the transmission for the numerical values from the Foldy-
Wouthuysen scattering matrix method. A Foldy-Wouthuysen
scattering matrix method expansion withN = 160 relativistic
corrections is used as an estimate for the exact transmission.
The number of relativistic corrections is N = 20, 40, 80 as la-
beled. For further comparison the solution without relativistic
corrections is included.
11.3 Convergence of the new method for inclined
geometry
This sub-section is restricted to the treatment of the 2-
dimensional problems, i.e. ky/γ = 0.2 for the incident
momentum parallel to the y-axis, and furthermore the
layer boundaries are also parallel to the y-axis.
The absolute error in transmission for the structure
in Fig. 2 over a range of momentums is shown in Fig. 4.
In Fig. 4 the absolute error is estimated using a Foldy-
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Fig. 4 (Color online) The treatment of 2-dimensional prob-
lems, i.e. ky/γ = 0.2. (a) Electron transmission through
the structure in Fig. 2 over a range of momentums, both
relativistic (blue) and non-relativistic (black) (b) Estimated
absolute error in the transmission for the numerical values
from the Foldy-Wouthuysen scattering matrix method. A
Foldy-Wouthuysen scattering matrix method expansion with
N = 160 relativistic corrections is used as an estimate for the
exact transmission. The number of relativistic corrections is
N = 20, 40, 80 as labeled. For further comparison the solution
without relativistic corrections is included.
Wouthuysen scattering matrix method expansion and
N = 160 relativistic corrections.
In Fig. 4 we see a power law convergence with the
number of Taylor series corrections of the new method
towards the estimated exact solution. For N = 80 cor-
rections we see again the estimated error in transmis-
sion is less than 10−15 for all speed less than v = 2γ/3.
11.4 Comparison of the new method with analytic
results from the literature
This sub-section is restricted to the treatment of 1-
dimensional problems, i.e. py = 0 at all points in the
electron journey, and furthermore the layer boundaries
are parallel to the y-axis.
In this sub-section we make comparison with the an-
alytic solution provided by Ref.[28] in order to compare
the new method to existing techniques. We find the new
relativistic scattering matrix method is in agreement
with the method of Ref.[28].
The simple structure for this test is given by Eq. (136).
The new scattering matrix method has already been
validated for this structure in Sec. 11 A.
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Fig. 5 (Color online) (a) Electron transmission through the
homogeneous Graphene slab Eq. (136) (b) Absolute error in
the transmission calculated using the analytic form of T (k)
Ref.[28] as comparison for the numerical values from the
Foldy-Wouthuysen scattering matrix method. The number of
relativistic corrections is N = 20, 40, 80 as labelled.
For the simple example with analytic solutions we
consider a potential slab of graphene, taking a = 1.
The analytic solution I use for this simple structure
Eq. (136) was developed in [28] and is given in simplified
units as
T (k) = |t|2 =
4k¯2
4k¯2 + (1− k¯2)2 sin2(mqa)
(137)
k¯ =
q(−kmαk + 2mc
2)
k(−kmαk + 2mc2 + V )
(138)
In Fig. 5 we can see as we increase the number of
relativistic corrections, the absolute error in the Foldy-
Wouthuysen scattering matrix method converges to the
analytic solution of Ref.[28]. As the exact solution we
used the the analytic solution of Ref.[28] with 160 rel-
ativistic corrections to the energy and wave number.
We can see from the results of the previous four sub-
sections that the Foldy-Wouthuysen scattering matrix
method is in complete agreement with analytic solu-
tions and has a power law convergence with the number
of relativistic corrections.
11.5 Demonstration of the calculation of
current-voltage characteristics of a device
This subsection demonstrates the calculation of use-
ful quantities for graphene devices. Furthermore the
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Fig. 6 (Color online) Cross-section of the non-trivial nano-
structure used to test the new method of calculating the
transmission, potential V is given as a function of coordi-
nate 2x/a, where a is the slab width. In Sec. 11 E we vary
the structure used in Sec. 11 B and C such that a range of
cavity potentials Vcav are investigated. Importantly, we set
the parameter a = 1.
convergence of the calculated quantities with number
of Relativistic corrections is also studied. We consider
transmission through a slab geometry for the more gen-
eral case where the graphene leads are doped. This is
achieved by using our numerical transmission to eval-
uate the two-probe Landauer conductance which was
first done in Ref.[32] and is justified with more detail
in Appendix F where we re-derive (from Ref.[32]) the
following useful relations, however with increased math-
ematical detail,
I(V ) =
e2
pih
〈T (EF )〉 (4pign)
1/2
LyV (139)
V =
µL − µR
e
(140)
〈T (EF )〉 =
∫ +pi/2
0
dθ
2pi
T (EF , θ) cos(θ) (141)
In Eq. (139) we see a power law convergence with the
number of relativistic corrections. For an exact solution
we use a simulation with N = 160 relativistic correc-
tions. Importantly in Eq. (139) we take aKF/γ = 0.8
as the Fermi wavenumber. To make the integration in
Eq. (141) we use the adaptive Sympson method.
The geometry we consider is given in Fig. 6 where
we see that the potential of the cavity is varied from
Vcav/γ
2 = 0.00 and Vcav/γ
2 = 0.12. Fig. 6 corresponds
to a Bragg-mirror micro-cavity.
The results of our numerical calculation are given
in Fig. 7. This figure gives the value of the important
quantity 〈T (EF )〉, which allows for the calculation of
the resistance of the graphene device. The important
quantity is calculated over a range of cavity potential
Vcav. The increase 〈T (EF )〉 corresponds to a decrease
in the resistance of the device. This drop in resistance
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Fig. 7 (Color online) (a) the value of important quantity
〈T (EF )〉 for the calculation of the resistance of the graphene
device, for a range of cavity potential Vcav, both relativistic
(blue) and non-relativistic (black). Increase in 〈T (EF )〉 cor-
responds to a decrease in the resistance of the device. This
decrease in resistance could correspond to the opening of a
logic gate, in a practical device. (b) Absolute error in 〈T (EF )〉
as a function of Vcav for a range of N used. Exact solution
estimated with simulation having N = 160 Relativistic cor-
rections.
could correspond to the opening of a logic gate, in a
practical device.
We can see from Fig. 7 that as the number of Rela-
tivistic corrections increases the absolute error in 〈T (EF )〉
reduces like a power law. When we have more than
N = 80 relativistic corrections we typically have abso-
lute error less than 10−8.
In light of the results and convergence shown in this
subsection, it is clear that the theory developed in this
manuscript is well suited to the modeling and prediction
of practical Graphene electronic devices.
12 Summary
In this work we see developed a new scattering ma-
trix method for Graphene in 2D, we have studied the
convergence and seen that the error in calculated trans-
mission converges like a power law with respect to the
number of relativistic corrections included in the Foldy-
Wouthuysen scalarisation transformation, for both 1-
dimensional and 2-dimensional geometries. It is hoped
that in the future this new mathematical method will be
further numerically validated and benchmarked against
other methods for its numerical stability and accuracy.
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Future developments will involve the inclusion of
dispersive RSE perturbation theory [33,34,35,36,37,38,
39,40,41]. Specifically we plan to extend the derivation
of the normalization which Doost made in Ref.[36] to
relativistic open systems. As always, we note that as a
subsequences to my rigorous normalization derivations
of Ref.[36] E. A. Muljarov incorporated his zero fre-
quency mode discovery into my now generalized nor-
malization. Furthermore we note that the first of the
series of RSE waveguide papers, which we reference,
was predominantly the work of E. A. Muljarov.
A Analytic Green’s function for the
1-dimensional homogeneous slab
This appendix is restricted to the treatment of 1-dimensional
problems, i.e. py = 0 at all points in the electrons journey,
and furthermore the layer boundaries are parallel to the y-
axis.
In this appendix we will derive an analytic Green’s func-
tion for the homogeneous graphene slab.
For convenience and mathematical compactness the slab
half width is taken to be a in this section.
Consider
[L− (V +W )]G(x, x′) = δ(x− x′) (142)
Let ΨL(x) and ΨR(x) be the left and right homogeneous solu-
tions, which each separately satisfy the boundary conditions
at x = −a and x = +a respectively. Then we will show that
the Green’s function of Eq. (142) for the case of a homoge-
neous 1-dimensional slab can be written as
G(x, x′) =
ΨL(x<)ΨR(x>)
W¯
(143)
where x< = min (x, x′) and x> = max (x, x′) and
W¯ = iL¯ΨR(x)ΨL(x)− ΨR(x)iL¯ΨL(x) (144)
is the Wronskian, which does not depend on x and therefore
can be calculated for any value of x producing the same result.
To prove these points note that from Eq. (142)
lim
ǫ→0
∫
x′+ǫ
x′−ǫ
LG(x, x′)dx =
∫
x′+ǫ
x′−ǫ
δ(x− x′)dx = 1 (145)
Which implies
iL¯G(x+, x
′)− iL¯G(x−, x′) = 1 (146)
We write out Eq. (143) explicitly to find
G(x, x′) =
1
W¯
{
ΨL(x)ΨR(x′) for x < x′ ,
ΨL(x′)ΨR(x) for x > x′
(147)
applying iL¯
iL¯G(x, x′) =
1
W¯
{
iL¯ΨL(x)ΨR(x′) for x < x′ ,
ΨL(x′)iL¯ΨR(x) for x > x′
(148)
and substituting into Eq. (146) gives
iL¯ΨR(x′)ΨL(x′)
W¯
− ΨR(x
′)iL¯ΨL(x′)
W¯
= 1 (149)
which is the definition of the Wronskian. Hence our proof is
complete.
Let us now make use of these results to calculate the
Green’s function.
Ψ1(x) =


e+imkx , x > a ,
Ce+im
∗qx +De−im
∗qx , |x| 6 a ,
Ae+imkx +Be−imkx , x < −a
(150)
Boundary conditions at x = +a (continuity of Ψ1(x)) give
Ce+im
∗qx +De−im
∗qx = e+imkx (151)
and (continuity of Ψ1(x) with respect to L¯)
Ce+im
∗qx −De−im∗qx = αk
αq
e+imkx (152)
Therefore
C =
αq + αk
2αq
e+imkae−im
∗qa (153)
D =
αq − αk
2αq
e+imkae+im
∗qa (154)
Ψ2 the left hand solution is given by Ψ2(+x) = Ψ1(−x). Hence
the Wronskian is given by
W¯ = 2iαq(C
2 −D2) (155)
as can be seen easily by evaluating the Wronskian at x = 0.
Hence when x = +a and x′ = −a, Eq. (143) simplifies to
G(a,−a) = 1
2iαq
4α2q
[(αq + αk)2e−2im
∗qa − (αq − αk)2e+2im∗qa]
(156)
or for improved numerical performance
G(a,−a) = iαq
i
(
α2q + α
2
k
)
sin (2m∗qa)− 2αqαk cos (2m∗qa)
(157)
Hence we derive a new analytic Greens function which
can be used in Eq. (162) of Appendix B to formulate a new
and highly accurate mathematical expression for the trans-
mission of electrons through a homogeneous slab of potential
V embedded in a vacuum, which is valid for relativistic and
non-relativistic tunneling.
B Analytic Green’s function for the
1-dimensional free space
This appendix is restricted to the treatment of 1-dimensional
problems, i.e. py = 0 at all points in the electrons journey,
and furthermore the layer boundaries are parallel to the y-
axis.
For convenience and mathematical compactness the slab
half width is taken to be a in this section.
Here we develop the free space Green’s function of the
scalarised Dirac equation in 1-dimensional free space. Also
developed in this appendix is a Green’s function expression
for the transmission through a nano-structure.
The free space Green’s function in this case can be written
as
[L−W ]Gfs(x, x′) = δ(x− x′) (158)
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when x′ = 0
Gfs(x, 0) =
{
Ae−imkx for x < 0 ,
Ae+imkx for x > 0 .
(159)
Integrating Eq. (158) across the delta source [0−, 0+] gives
i
[
AL¯e+imk0+ −AL¯e−imk0−] = 1 (160)
But since L¯e+imk0+ = +αk as 0+ → 0, L¯e−imk0− = −αk
as 0− → 0, we find
A =
1
2iαk
(161)
Hence the transmission for a homogeneous slab, embedded
in a vacuum free space, with scalarised wave function de-
scribed by G(x, x′) follows simply by comparing Gfs(x, x′)
and G(x, x′) as
T (k) = |2αkG(x, x′)|2 (162)
since
t(k) =
G(+a,−a)
Gfs(+a,−a) (163)
The Eq. (163) is simply a mathematical expression of t(k)
being the ratio of incident to transmitted probability density
for the electron through the structure. The incident wave is
given by Gfs(+a,−a) and the transmitted wave is given by
G(+a,−a). The source of the waves is at x = −a and the
point of observation is at x = +a, the boundaries of the
effectively 1-dimensional structure. The structure of width
2a is of homogeneous potential V , embedded in free space.
The momentum of the incident and transmitted electrons is
mk.
In principal G(+a,−a) could be the Green’s function of
any 1-dimensional slab embedded in free space, we are not
restricted to homogeneous slabs, an arbitrary potential profile
for the slab, within the boundaries, is allowed by Eq. (163).
A potential application of Eq. (159) in the Higher order
Born approximation arises if we take the effective speed of
light and electron mass to be constant throughout its journey.
In this case the Dyson equation follows naturally from the
properties of L and is given in its usual form as:
G
(D)
k (x, x
′′) = Gfsk (x, x
′′)
+
∫
Gfsk (x, x
′)V (x′)G
(D)
k (x
′, x′′)dx′ (164)
Iteration of Eq. (164) leads to the Higher order Born ap-
proximation:
G
(D)
k (x, x
′′) = Gfsk (x, x
′′)
+
∫
Gfsk (x, x
′)V (x′)Gfsk (x
′, x′′)dx′
+
∫ ∫
Gfsk (x, x
′)V (x′)Gfsk (x
′, x′′′)
× V (x′′′)Gfsk (x′′′, x′′)dx′′′dx′ + ... (165)
It is useful at this stage to relate the different Green’s
function of the Dirac equation G(D)(x, x′) to the Green’s
function of the Foldy-Wouthuysen Dirac equation G(x, x′),
to do so consider the Dirac equation, Eq. (1)
[H − E]
[
G(D)(x, x′)
]
= 1ˆδ(x− x′) (166)
therefore
e+iS [H − E] e−iSe+iS
[
G(D)(x, x′)
]
e−iS
= e+iS 1ˆe−iSδ(x− x′) (167)
However since
e+iS 1ˆe−iSδ(x− x′) = 1ˆδ(x− x′) (168)
and since we have already shown in Sec. 2 and Sec. 4
e+iS [H − E] e−iS = [L− (V +W )] 1ˆ (169)
we have when V 6= 0
e+iS
[
G(D)(x, x′)
]
e−iS = G(x, x′)1ˆ
=⇒ G(D)(x, x′) = G(x, x′)1ˆ (170)
or when V = 0
e+iS
[
G(D)(x, x′)
]
e−iS = Gfs(x, x′)1ˆ
=⇒ G(D)(x, x′) = Gfs(x, x′)1ˆ (171)
These results imply that the valid Green’s functions of the
Dirac equation are diagonal. However we see in Appendix
C that this is in an apparent paradox, in Appendix D the
paradox is resolved.
These relations, Eq. (164) and Eq. (165), between the Green’s
functions are mathematically general to 1, 2 and 3-dimensional
systems.
Hence we have developed the free space Green’s function
for the scalarised Dirac equation. We have also developed
an expression for the transmission in terms of the free space
Green’s function and the Green’s function of the structure.
Furthermore we have seen the Higher order Born approxima-
tion for the scalarised Dirac equation.
C Derivation of the free space Green’s function
paradox in one dimension
In the following we re-derive the well-known one dimensional
Green’s function, so that it can be made use of in this ap-
pendix to illustrate the apparent relativistic Green’s function
paradox. The analytics here leads to an interesting apparent
paradox, whereby the Green’s function of the Dirac equation
is shown to be not equivalent to the Green’s function of the
Foldy-Wouthuysen equation, in the case of one-dimensional
geometry. The apparent paradox in this section is resolved in
Appendix D.
In one dimension the Dirac equation is reduced to(
cσxpˆx +mc
2σz − E
)
G(D)(x, x′) = Iδ(x− x′) (172)
Now, consider the identity
(
cσxpˆx +mc
2σz − E
) (
cσxpˆx +mc
2σz + E
)
K(x, x′) = Iδ(x−x′)
(173)
Hence we can see from the well known difference of two squares
that[(
−icσx d
dx
+mc2σz
)2
− E2
]
K(x, x′) = Iδ(x− x′) (174)
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With great algebraic simplification we arrive at[
−c2 d
2
dx2
+m2c4 − E2
]
K(x, x′) = δ(x− x′) (175)
We now make use of Einstein’s relation, from his theory of
Special Relativity, E2 = m2c4 + p2c2, and we find that
−c2
[
d2
dx2
+ p2
]
K(x, x′) = δ(x− x′) (176)
Therefore
−c2K(x, x′) = e
ip|x−x′|
2ip
(177)
But we can see that
G(D)(x, x′) =
(
−icσx d
dx
+mc2σz + E
)
K(x, x′) (178)
Therefore
G(D)(x, x′) =
(
mc2 + E ±pc
±pc −mc2 + E
)
K(x, x′) (179)
K(x, x′) =
eip|x−x
′|
2ipc2
(180)
We now reflect on the key relation which we have derived
recently in Appendix B
G(D)(x, x′) = Gfs(x, x′)1ˆ (181)
This relation is valid when fermion speed is v < c. Let us
make some use of this key relation
G(D)(x, x′) = Gfs(x, x′)1ˆ =⇒ |G(D) −Gfs1ˆ| = 0 (182)
therefore∣∣∣∣(mc2 + E)K −Gfs ±pcK±pcK (−mc2 + E)K −Gfs
∣∣∣∣ = 0 (183)
Hence we see from Eq. (183)
[
(mc2 + E)K −Gfs] [(−mc2 + E)K −Gfs]− c2p2K2 = 0
(184)
or(
E2 −m2c4)K2 − 2EKGfs + (Gfs)2 − c2p2K2 = 0 (185)
We make use of Einstein’s relation, from his theory of Special
Relativity, E2 = m2c4 + p2c2, and we find that(
Gfs
)2 − 2EKGfs = 0 (186)
We then see that
Gfs(x, x′) = 2EK(x, x′) (187)
In order to numerically validate our new theory we must make
numerical and analytic comparison with
Gfs(x, x′) =
eip|x−x
′|
2iαk
(188)
which we derived in Appendix B. However we find that
2EK(x, x′) =
iEeip|x−x
′|
pc2
6= e
ip|x−x′|
2iαk
=
i
2
p
W
eip|x−x
′|
(189)
and so we have an apparent paradox.
D Resolution of the apparent free space
Green’s function paradox
In this section we will explain the apparent paradox derived in
Appendix C. We will do this by showing that at the δ(x−x′)
function, in one-dimension, the Foldy-Wouthuysen transfor-
mation is undefined. Having identified the reason for the ap-
parent paradox, we then go on to note that in two and three
dimensions the conditions for the apparent paradox do not
occur.
The Foldy-Wouthuysen transformations are defined to be
e+iS = cos(θ) + βα · pˆ|p| sin(θ) (190)
e−iS = cos(θ)− βα · pˆ|p| sin(θ) (191)
When we try to achieve our aim of calculating e+iS 1ˆe−iSδ(x−
x′), we therefore require to know the momentum px(x = x′),
in order to evaluate S. We require to make the calculation of
e+iS 1ˆe−iSδ(x− x′) so as to bring
[H − E]
[
G(D)(x, x′)
]
= 1ˆδ(x− x′) (192)
into Foldy-Wouthuysen form.
Let us now try to evaluate px(x = x′). In order to make
this calculation of px, we now consider Eq. (159) from Ap-
pendix B
Gfs(x, 0) =
{
Ae−imkx for x < 0 ,
Ae+imkx for x > 0 .
(193)
We see from Eq. (193) that
px(x = 0)G
fs(x, 0) = lim
0+→0
pˆGfs(0+, 0) = +mkG
fs(0, 0)
(194)
but also
px(x = 0)G
fs(x, 0) = lim
0−→0
pˆGfs(0−, 0) = −mkGfs(0, 0)
(195)
It is clear from Eq. (194) and Eq. (195) that when x = x′, the
momentum px is undefined. Therefore at the δ(x− x′) func-
tion, in one-dimension, the Foldy-Wouthuysen transforma-
tion is undefined. Hence, in one-dimension, e+iS 1ˆe−iSδ(x−
x′) is a meaningless statement.
Let us now check if the conditions for the apparent para-
dox to occur are present in two and three dimensions.
[H − E]
[
G(D)(x, x′)
]
= 1ˆδ(x− x′) (196)
so let us now consider the identity
[H − E] [H + E]
[
K(D)(x, x′)
]
= 1ˆδ(x− x′) (197)
so that
[H + E]
[
K(D)(x, x′)
]
=
[
G(D)(x, x′)
]
(198)
Let us next apply the Foldy-Wouthuysen transformations
e+iS [H − E] e−iSe+iS [H + E] e−iSe+iS
[
K(D)(x, x′)
]
e−iS
= e+iS 1ˆe−iSδ(x− x′) (199)
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so that by simple algebra we have
[
L+mc2 − E] [L+mc2 + E] [K(D)(x, x′)] = 1ˆδ(x− x′)
(200)
Multiplying out the brackets in Eq. (200) we obtain[
pˆ2c2 +m2c4 − E2]K(D)(x, x′) = δ(x− x′) (201)
or
−c2 [∇2 + p2]K(D)(x, x′) = δ(x− x′) (202)
We can see from equation Eq. (202) that in two dimensions
c2K(D)(x, x′) =
i
4
H
(1)
0 (p|ρ− ρ′|) (203)
and in three dimensions
c2K(D)(x, x′) =
eip|r−r
′|
4π|r− r′| (204)
We know from Appendix B that
e+iS
[
G(D)(x, x′)
]
e−iS = Gfs(x, x′)1ˆ (205)
Hence from the identity Eq. (198),
e+iS [H + E] e−iS
[
K(D)(x, x′)
]
= Gfs(x, x′)1ˆ (206)
and so[√
pˆ2c2 +m2c4 + E
] [
K(D)(x, x′)
]
= Gfs(x, x′)1ˆ (207)
from which we can deduce∣∣∣∣∣∣
[√
pˆ2c2 +m2c4 + E
]
K −G 0
0
[√
pˆ2c2 +m2c4 + E
]
K −G
∣∣∣∣∣∣ = 0
(208)
By inspection of Eq. (208) and Special Relativity,E2 = m2c4+
p2c2, we see that
Gfs = 2EK(D) (209)
This result is consistent with the relativistic correction to
the first Born approximation. We can derive the first Born
approximation from Eq. (209), Eq. (164) and Eq. (165).
The first order Born approximation for fermions is a well
known result in literature of Quantum Electrodynamics.
From the form of
[
K(D)(x, x′)
]
in two and three dimen-
sions, it is clear that the fermion momentum is well defined
everywhere and therefore so are the Foldy-Wouthuysen trans-
formations.
E Green’s function theory applied to 2D
graphene microdiscs with point defects
In this section we make use of our Green’s function theory
developed in Appendix A, B, C and D to calculate the reso-
nances of a 2D graphene microdisc with a point defect. This
defect could be created by artificially introducing a particle
for sensing. Alternatively the point defect could be introduced
to alter the resonant energy and directionality of scattering.
The scheme used to develop this method follows from the
work of Dettmann et al [42] in optics. However, we derive
an analytic Green’s function for the cylindrical unperturbed
disc by making use of our derived relation linking the Klein
Gorden Green’s function to the Dirac Green’s function.
Let us begin by considering Eq. (201)
[
pˆ2c2 +m2c4 − (E + V )2]K(D)(x, x′) = δ(x− x′) (210)
We can follow our method of [35] and write using polar coor-
dinates ρ = (ρ, ϕ)
−c2K(D)k (ρ,ρ′) =
1√
ρρ′
∑
m
K˜(D)m (ρ, ρ
′; k)χm(ϕ)χm(ϕ
′) ,
(211)
where
χm(ϕ) =


π−1/2 sin(mϕ) if m < 0 ,
(2π)−1/2 if m = 0 ,
π−1/2 cos(mϕ) if m > 0 ,
(212)
the GF can be expressed as
K˜(D)m (ρ, ρ
′; k) =
fm(ρ<)gm(ρ>)
W (fm, gm)
, (213)
in which ρ< = min{ρ, ρ′}, ρ> = max{ρ, ρ′}, and the Wron-
skian is W (f, g) = fg′− f ′g . A suitable pair of solutions, for
a disc with radius R, is given by
fm(ρ) =
√
ρ ·
{
Jm(qρ) , ρ 6 R ,
amJm(kρ) + bmHm(kρ) , ρ > R ,
gm(ρ) =
√
ρ ·
{
cmJm(qρ) + amHm(qρ) , ρ 6 R ,
Hm(kρ) , ρ > R ,
where
am(k) =
[
qJ ′m(qρ)Hm(kρ)− kJm(qρ)H′m(kρ)
]
Rπi/2 ,
bm(k) =
[
kJ ′m(kρ)Jm(qρ)− qJm(kρ)J ′m(qρ)
]
Rπi/2 ,
cm(k) =
[
kH′m(kρ)Hm(qρ) − qHm(kρ)H′m(qρ)
]
Rπi/2
The Wronskian is calculated to be
W (fm, gm) = 2iam(k)/π
However in Appendix D we have already shown that
G(D)(ρ,ρ′) = 2(E + V )K(D)(ρ,ρ′) (214)
Now we follow the work of Dettmann et al [42] and write
the Dyson equation for G(D)
Gˆ
(D)
k (r, r
′) = G
(D)
k (r, r
′) (215)
+
∫
G
(D)
k (r, r
′′)∆V (r′′)Gˆ
(D)
k (r
′′, r′)dr′′ ,
with perturbation ∆V (r′′) = λδ(r′′ − a0). Hence, Dyson’s
Equation becomes
Gˆ
(D)
k (r, r
′) = G
(D)
k (r, r
′) (216)
+G
(D)
k (r, a0)λGˆ
(D)
k (a0, r
′)
so we find
Gˆ
(D)
k (a0, a0) =
G
(D)
k (a0, a0)
1 − λG(D)k (a0, a0)
(217)
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Now we have the following transcendental equation for the
resonances of the disc, the poles in Gˆ
(D)
k (a0, a0), which have
been perturbed by the point defect:
1− λG(D)k (a0, a0) = 1− I(kres) = 0 (218)
We can write, to avoid divergence:
−K˜m(ρ, ρ′; k) = − i
4
H0(q|ρ− ρ′|)−∆K˜m(ρ, ρ′; k) (219)
and make the small argument approximation:
− i
4
H0(q|ρ− ρ′|) ≈ − i
4
(
1 +
2i
π
[
loge
(
q|ρ− ρ′|
2
)
+ γ
])
(220)
given λ = −∆V πb2, where b is the radius of the scatterer,
following [42], we have taken account of the finite size of the
defect:
I(kres) = πb
2∆V ∆G¯(a0, a0)+
(E + V )res
c2
∆V b2
(
loge
qb
2
− 1
2
)
(221)
by noting∫
ρdρ loge ρ =
ρ2
2
loge(ρ) −
ρ2
4
(222)
and
∆G¯(a0, a0) = ∆G
(D)
k (a0, a0) + 2
(E + V )res
c2
(
− i
4
+
γ
2π
)
(223)
Finally to evaluate Eq. (218), we calculate
∆G(D)(a0, a0) = +
i(E + V )res
2c2
∞∑
m=0
cm(kres)
am(kres)
ǫmJ
2
m(qresa0)
(224)
where ǫ = 2 if m 6= 0 and ǫm = 1 if m = 0
Hence we have seen the derivation of an approximate
transcendental equation, for the calculation of resonances of
open graphene microdiscs with point defects. See Ref.[35] for
instructions to find the correct sheet of the Hankel function.
For more details on this derivation of the transcendental equa-
tion see Ref.[42].
F Derivation of the two probe Landauer
conductance
For completeness of our manuscript, this appendix repeats
the mathematical derivation of Ref.[32], however in this case
with much more detailed mathematical analysis. The part
of Ref.[32] which we repeat, is the method of calculating
the current-voltage characteristics of a graphene nano-device
from the numerically calculated quantum-tunneling.
I will now re-introduce the notation of Ref.[32]. In this
section, we consider transmission through a slab geometry for
the more general case where the graphene leads are doped. At
first, We define a vertical (yˆ-directed) surface Σ somewhere
to the right of the N th slab. The current across that surface
will be a sum of three contributions. First, there will be car-
riers injected from the left side, with chemical potential µL,
moving at angle θ, which make it past the slabs with prob-
ability T (E, θ).These are all right-movers. Second, there will
be carriers from the right lead, with chemical potential µR,
moving at an angle θ. Because of this range of θ, all these are
left-movers. Finally, with probability R′(E, θ), each of these
left-moving carriers reflects off the barrier region, scattering
into a state with θ′ = π− θ. Putting this all together, we get
IΣ = LΣ nˆΣ
∫˙ +∞
−∞
dEN (E)
∫ +π/2
−π/2
dθ
2π
× T (E, θ)J(E, θ)f(E − µL)
+ [J(E, π + θ) +R(E, π + θ)J(E,−θ)] f(E − µR) (225)
where LΣ is the length of the surface and N (E) is the
density of states
N (E) = g|E|
2π~2v2F
(226)
and g = 4 accounts for spin and valley degeneracy. J(E, θ) is
given by
J(E, θ) = −ev2F sign(E)(xˆ cos(θ) + yˆ sin(θ)) (227)
We take nˆΣ = xˆ. Unitary of the S-matrix yields T (E, θ) +
R(E, π + θ) = 1.
The Eq. (225) is a statement of the overall current given
tunneling from the left terminal of the device to the right and
vice-verser given a voltage bias applied.
In Sec.V of Ref.[32] the Dirac-Fermi distribution f is elim-
inated from the analytics by making the low temperature ap-
proximation.
At temperature T the probability of occupation of an elec-
tron state of energy E is given by the f(E,T )
f(E,T ) =
1[
exp
(
E − µ
kBT
)
+ 1
] (228)
Due to the Pauli Exclusion Principle, not all the electrons
can occupy the ground state. In fact only two electrons (spin
up and spin down) can occupy each Quantum-state, hence
states become occupied up to the very high Fermi energy EF
This high EF is very important. Since electrons can only
tunnel from occupied to unoccupied states, we expect only
significant tunneling to occur near the Fermi surface. The
unoccupied states can mainly be found on the Fermi surface
in wave space, only relatively few electrons near the surface
can are excited, due to the high EF .
Let us check the comments just made. At T = 0 we can
see that when E is less than the chemical potential
exp
(
E − µ
kBT
)
≈ 0 =⇒ f(E, 0) = 1 (229)
otherwise f = 0.
From Eq. (225), substituting in Eq. (259) we find
IΣ = LΣ nˆΣ
∫˙ +∞
−∞
dEN (E)
∫ +π/2
−π/2
dθ
4π
× (T (E, θ)J(E, θ) + [J(E, π + θ) +R(E, π + θ)J(E,−θ)])
(230)
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Since T (E, θ)+R(E, π+ θ) = 1, due to the S-matrix, IΣ = 0
in this case.
Therefore we must consider T 6= 0 whilst at the same
time T ≈ 0. In this case we can make the following Taylor
expansion about T = 0,
f(E,T ) ≈ f(E, 0) + T · df(E,0)
dT
= 1 + T · df(E,0)
dT
(231)
From detailed analytics it can be shown that
df(E,0)
dT
=
(E − µ) exp
(
E − µ
kBT
)
kBT 2
[
exp
(
E − µ
kBT
)
+ 1
]2 (232)
Hence in the range EF − 2kBT < E < EF + 2kBT
df(E,0)
dT
≈ (E − µ)
kBT 2
(233)
and so
f(E,T ) ≈ f(E, 0) + T · df(E,0)
dT
= 1 +
(E − µ)
kBT
(234)
Due to the high EF , only very few electrons are excited,
those very close to the Fermi-Surface. This region close to the
surface, therefore contains unoccupied states, states that can
be tunneled into. It is well-known that this range is given to
good approximation by
EF − 2kBT < E < EF + 2kBT (235)
These effects just described are a direct consequence of the
Pauli exclusion Principle.
These results regarding the Fermi-Dirac distribution and
the Fermi-surface, particular the derived Taylor expansion
allow us to evaluate the following integral,
∫
f(E, T )dE ≈
∫ EF+2kBT
EF−2kBT
f(EF )dE
= 4kBT + 4(EF − µ) + ... (236)
This is important information necessary to understand Eq.47
of Ref.[32]. In fact, substituting Eq. (234) into Eq. (225), over
range Eq. (235), taking account that as we have shown IΣ = 0
when T = 0, we arrive at,
IΣ = LΣ
g|EF |
2π~2v2F
∫
+π/2
−π/2
dθ
2π
[−2evFT (EF , θ) cos(θ)] (µL − µR)
(237)
which gives us Eq 47 from Ref.[32]
I(V ) =
e2
πh
〈T (EF )〉 (4πgn)1/2 LyV (238)
V =
µL − µR
e
(239)
Nc =
g
π
kFLy =
(
4gn
π
)1/2
Ly (240)
〈T (EF )〉 =
∫
+π/2
0
dθ
2π
T (EF , θ) cos(θ) (241)
Hence we have seen, in this appendix, how to calculate the
current-voltage characteristics from the relativistic-quantum-
tunneling theory which we have developed. The results in this
appendix are essentially a more detailed repetition of the work
in Ref.[32], by other authors.
G Derivation of Band Gap in one dimensional
graphene super-lattices
In infinitely periodic Graphene structures, of spacial period
D, we see that the wave-function also has the same period-
icity. This is the well-known Blochs Theorem, which can be
stated as,
Ψ(FW )(x+D) = eiKDΨ(FW )(x) (242)
which in terms of transfer matrices this can be written alter-
natively as
MΨ(FW )(x) = eiKDΨ(FW )(x) = λΨ(FW)(x)
=⇒ |M − λI | = 0 (243)
where
M =
(
M11 M12
M21 M22
)
(244)
Hence from Eq. (243)
(M11 − λ)(M22 − λ)−M12M21 = 0 (245)
Also we have, since M is unitary,
M2 = I (246)
From Eq. (245), we have,
λ =
M11 +M22 ±
√
(M11 +M22)2 − 4(M11M22 −M12M21)
2
(247)
If we make use of Eq. (246) then Eq. (247) simplifies to,
λ =
M11 +M22
2
= eiKD (248)
Since M is real and K is real, we know that,
−1 ≤ cos(KD) = M11 +M22
2
≤ 1 (249)
We know that M11 and M22 are dependent on k. Hence we
see the conditions for a band gap to arise, a range of elec-
tron momentums at which electrons cannot propagate and
at which the periodic structure acts like a filter. Band-gaps
arise in the one dimensional super-lattice if the condition of
Eq. (249) is not met.
To demonstrate our results, we calculate cos(KD) for the
structure given by the simple potential slabs of graphene,
with D = 1, c = 10 and m = 2
V (x) =


mc2
10
for − D
2
< x < 0 ,
0 for 0 < x <
D
2
.
(250)
For the structure in Eq. (250) we find that 4cos(KD) is
given by
(1 + αq/αk) (1 + αk/αq) cos(m (k + q)D)
+ (1− αq/αk) (1− αk/αq) cos(m (k − q)D) (251)
As expected we achieve power law convergence of accu-
racy with relativistic number of corrections for the super-
lattice results in Fig. 8.
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Fig. 8 (Color online) (a) cos(KD) as a function of k for
graphene sheet of period D, with structure given by Eq. (250)
both relativistic (blue) and non-relativistic (black). (b) Abso-
lute error in cos(KD), with exact solution taken as N = 160
simulation. The number of relativistic corrections is N =
20, 40, 80 as labeled.
At this point it is useful to consider the two-dimensional
generalization. The analytic formula which we shall solve for
the band-structure is the Foldy-Wouthuysen equation. Let
us consider a periodic potential, a graphene periodic crystal
(GPC),
V (x) =
∑
G
VGe
iGx (252)
This Eq. (252) is a Fourier expansion of the periodic potential
of the GPC, where G = 2πn/a and n is positive and negative
integers.
The FW wave function solution of this problem follows
from Bloch’s Theorem for wave functions in periodic poten-
tials
Ψ(FW )(x) = eikmx
∑
g
Age
−igmx (253)
where g = 2πm/a and m are positive and negative integers.
The FW equation which we are solving is
[L− V ]Ψ(FW )(x) = WΨFW (x) (254)
Our approach will be to substitute Eq. (252) and Eq. (253)
into Eq. (254) and then solve for the Eq. (253) expansion co-
efficients Ag. The expansion coefficient Ag will appear in a
series of simultaneous coupled equations.
To make our solution, let us consider
LΨ(FW )(x) = −pˆL¯
[
eikmx
∑
g
Age
−igmx
]
= −eikmx
∑
g
Ag (αk − αg) (km− gm) e−igmx (255)
For more compact notation, we write,
Wg = − (αk − αg) (km− gm) (256)
The outcome of our mathematical discussion so far are
the following three expressions
LΨ(FW )(x) = eikmx
∑
g
AgWge
−igmx (257)
V (x)Ψ(FW )(x) = eikmx
∑
G
∑
g
AgV−Ge
−i(G+gm)x (258)
WΨ(FW )(x) = eikmxW
∑
g
Age
−igmx (259)
To formulate our simultaneous equations for Ag we sub-
stitute Eq. (257), Eq. (258) and Eq. (259)
∑
g
[
Wg −W −
∑
G
V−Ge
−iGxm
]
Age
i(k−g)mx = 0 (260)
If we multiply through by exp (−i(k −G′)x), where G′ =
2πn′/a and integrate over x from 0 to D we find that the
first and second terms are only non-zero for g = G′ while the
third term is only non-zero for g +G = G′. Therefore we see
that
[WG′ −W ]AG′ +
∑
g
Vg−G′Ag = 0 (261)
The Eq. (261) is a infinite set of simultaneous equation which
we will truncate and solve for Ag . The band-structure follows
from Ag.
We can write Eq. (261) in the form of the following eigen-
value problem∑
g
(δgG′Wg − Vg−G′)Ag =W
∑
g′
δg′G′Ag′ (262)
This eigenvalue problem can be solved for varying k to give
the eigenvaluesW . The relationship between k andW defines
the Band-structure.
H Calculation of transmission through
NB-identical barriers using Chebyshev’s
identity
In this appendix we consider transmission in the special case
when the nano-structure is constructed from NB equivalent
barriers in series.
Consider the transfer matrix M , for a single component
barrier
M =
(
M11 M12
M21 M22
)
(263)
Chebyshev’s identity states that the N th power of the
transfer matrix can be expressed as
MNB =
(
M11UNB−1 − UNB−2 M12UNB−1
M21UNB−1 M22UNB−1 − UNB−2
)
(264)
Here the function
UNB = UNB (KD) =
sin((NB + 1)KD)
sin(KD)
(265)
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where
cos(KD) =
M11 +M22
2
(266)
and D is the width of the component barrier, of which there
are NB.
Since transmission can be written, for a single barrier
T (k) = |t(k)|2 = |t|
2
|t|2 + |r|2 =
1
1 +
|r|2
|t|2
=
1
1 + |M12|2
(267)
from Chebyshev’s identity we can see that the transmission
for the NB-identical barriers in series is
T (k) =
1
1 +
∣∣∣∣M12 sin(NBKD)sin(KD)
∣∣∣∣2
(268)
To demonstrate our results, we calculate T (k) for the
same structure in Appendix E, the structure given by the
simple potential slabs of graphene, with NB = 10, D = 1,
c = 10 and m = 2
V (x) =


mc2
10
for − D
2
< x < 0 ,
0 for 0 < x <
D
2
.
(269)
For the structure in Eq. (269) we find that 4M12 is given
by
(1 + αq/αk) (1− αk/αq) exp(−imqD)
+ (1− αq/αk) (1 + αk/αq) exp(+imqD) (270)
As expected we achieve power law convergence of accu-
racy with relativistic number of corrections for the periodic
structure results in Fig. 9.
I Proof of commutation
In this appendix we will provide a proof of the important
relation
L = −pˆxL¯ = −L¯pˆx ≡ i dL¯
dx
(271)
In order to make our proof of this section we must con-
sider the form of the operator L
L = mc2
[
1
2
(
pˆ
mc
)2
− 1
8
(
pˆ
mc
)4
+
1
16
(
pˆ
mc
)6
− ...
]
(272)
where
1
2
(
pˆ
mc
)2
= − 1
2m2c2
(
d2
dx2
+
d2
dy2
)
(273)
1
8
(
pˆ
mc
)4
=
1
8m4c4
(
d4
dx4
+ 2
d4
dy2dx2
+
d4
dy4
)
(274)
and the series of polynomial differential operators continues
up to nth order.
It is clear that we can write
dn+m
dxndym
≡ d
dx
· d
n+m−1
dxn−1dym
≡ d
n+m−1
dxn−1dym
· d
dx
(275)
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Fig. 9 (Color online) (a) T (k) as a function of k for graphene
sheet of periodD, with structure given by Eq. (269) both rela-
tivistic (blue) and non-relativistic (black). Number of periods
NB = 10 (b) Absolute error in T (k), with exact solution taken
as N = 160 simulation. The number of relativistic corrections
is N = 20, 40, 80 as labeled.
However it is also the case that
dn
dyn
f(x, y) =
d
dx
· dx
dy
· d
n−1
dyn−1
f(x, y) =
dn−1
dyn−1
· dx
dy
· d
dx
f(x, y)
(276)
when every term in f is a function of not just y but also x,
this is our assumption in our proof. We see from Eq. (275)
and Eq. (276) that we can extract d/dx from either side of
the operator dn/dyn, in this case.
When our assumption is not met, i.e. f(x, y) = f(y), then
in general
dn
dyn
f(y) 6= 0 (277)
but
d
dx
f(y) = 0 (278)
therefore in general
0 6= d
n
dyn
f(y) 6= d
n−1
dyn−1
· dx
dy
· d
dx
f(y) = 0 (279)
In this case, when our assumption is not met, in general we
cannot extract d/dx from either side of the operator dn/dyn,
as is shown by Eq. (279).
In conclusion, we can see that Eq. (271) is true when we
assume that L acts on a function of not just y but also x.
We can see this from the mathematical form of L and the
mathematical relations in this appendix.
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J Future work
We plan to develop a time dependent Born approximation,
based on Foldy-Wouthuysen transformation, as part of a gen-
eral software package. Also we will use Monte Carlo tech-
niques for electron thermal transport in graphene. Moreover,
we predict the application of new generation of graphene to
make and design new quantum computers and a new way for
describing quantum tunelling.
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