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Resumen
En esta investigacio´n se propone una nueva metodolog´ıa de optimizacio´n estructural basada
en confiabilidad (RBDO— Reliability-Based Design Optimization) cuya principal contribucio´n es
la aplicacio´n de algoritmos de optimizacio´n basados en sociedades animales, junto con estrategias
derivadas de la teor´ıa de aprendizaje estad´ıstico –espec´ıficamente ma´quinas de soporte vectoral
(SVM)– con el fin de reducir el alto costo computacional inherente a estos procedimientos itera-
tivos de disen˜o estructural. El proceso de bu´squeda fue guiado por el algoritmo conocido como
PSO (Particle Swarm Optimization), dotado de una estrategia de penalizacio´n dina´mica para la
adecuada manipulacio´n de restricciones. Los resultados obtenidos muestran que la metodolog´ıa
propuesta reduce de manera significativa, el nu´mero total requerido de llamadas al solucionador
del modelo de elementos finitos (FEM) de la estructura, alcanzando un disen˜o o´ptimo desde
una perspectiva probabilista, garantizando siempre la no excedencia de una probabilidad de falla
objetivo. Se concluyo´ adema´s, que aunque ma´quinas de soporte vectorial con ma´rgenes estrechas
garantizan reduccio´n en la varianza del estimador de Pˆf , ocasionan tambie´n un incremento en los
tiempos de ca´lculo, generando as´ı un compromiso a conciliar entre la precisio´n en esta estimacio´n
y la complejidad de los modelos FEM para una conseguir una real reduccio´n del tiempo total de
ca´lculo para el sistema RBDO.
Palabras clave: Optimizacio´n estructural, confiabilidad estructural, aprendizaje estad´ıstico,
optimizacio´n de enjambre-part´ıcula.
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Abstract
This research proposes a new methodology for reliability-based design optimization (RBDO).
Its principal contribution correspond to use both: animal societies based optimization algorithms
and strategies derived from statistical learning, particulary support vector machines, in order to
reduce the high computational costs belonging to this iterative procedures for structural design.
The search process was directed by the so-called PSO algorithm (Particle Swarm Optimization)
with a dynamic penalty strategy supplied to handle the constrains appropriately. The obtained
results show the proposed methodology significatively reduce the total number of finite element
solver calls of structural model, required for reach the optimal design from a probabilistic point
of view. It was also concluded that despite support vector machines with narrow margin guar-
antee variance reduction on Pˆf estimator, they cause increasing on calculus time too. So, it is
necessary to solve the trade-off between estimator precision and FEM complexity in order to get
a real reduction on RBDO system total time.
Index Terms: Structural optimization, structural reliability, statistic learning, particle swarm
optimization.
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Cap´ıtulo 1
Introduccio´n
La optimizacio´n estructural busca el mejor conjunto de para´metros de disen˜o que definen un
sistema estructural. Esta te´cnica proporciona una herramienta poderosa para, de una manera
racional, mejorar el disen˜o de estructuras en ingenier´ıa y ha demostrado ser mucho ma´s eficaz
que el proceso tradicional de disen˜o por ensayo y error. Gracias a los vertiginosos desarrollos
de los computadores, a las te´cnicas de ca´lculo cada vez ma´s sofisticadas y al uso ma´s frecuente
de me´todos del elementos finitos, las te´cnicas de optimizacio´n estructural han sido aplicadas
ampliamente en diferentes campos de la ingenier´ıa pra´ctica como ingenier´ıa civil, meca´nica,
ingenier´ıa de veh´ıculos, ingenier´ıa aerona´utica y aeroespacial entre muchas otras.
1.1. Incertidumbres en problemas de Ingenier´ıa.
En problemas reales de ingenier´ıa, el proceso de disen˜o esta´ sujeto a incertidumbres como
una caracter´ıstica inherente a su naturaleza, las incertidumbres surgen por todos lados y en ge-
neral, no pueden ser evitadas. Particularmente en problemas de disen˜o en ingenier´ıa estructural,
las incertidumbres cubren desde la variabilidad de las cargas externas aplicadas y condiciones
ambientales, hasta la alteracio´n en las propiedades de los materiales y para´metros geome´tricos
que definen la estructura; muchas veces estas caracter´ısticas son incontrolables en la pra´ctica. A
manera de ejemplos ilustrativos, podemos considerar algunos defectos en los materiales, como
micro–fracturas y vac´ıos, que pueden debilitar seriamente el material y suelen no ser fa´cilmente
detectables. Por otro lado, en algunas estructuras los materiales pueden estar expuesto a condi-
ciones ambientales o agentes externos que los deterioran (como corrosio´n, abrasio´n o efectos
te´rmicos) y disminuyen su capacidad en cantidades que no pueden ser cuantificadas con pre-
cisio´n. Mas au´n, existen incertidumbres asociadas a la fabricacio´n de elementos estructurales a
pesar de que sean aplicadas algunas medidas para el control de calidad (por ejemplo perfiles de
acero o elementos en concreto prefabricado); la razo´n es que la mayor´ıa de las veces, la inspeccio´n
de calidad es desarrollada sobre una muestra aleatoria y no sobre toda la produccio´n. Adicional-
mente, existen incertidumbres que resultan del modelo matema´tico empleado para describir el
comportamiento del sistema f´ısico; en el proceso de modelado, un nu´mero de idealizaciones deben
ser realizadas debido a un conocimiento incompleto del sistema o debido a la necesidad de sim-
plificar el ana´lisis, lo cual reduce la precisio´n de la representacio´n del sistema real. La figura 1.1
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presenta esquema´ticamente la procedencia de algunas incertidumbres clasificadas a lo largo del
ciclo de vida de la estructura.
Figura 1.1: Fuentes de incertidumbre.
1.2. Disen˜o bajo incertidumbre.
Un ingeniero debe ser capaz de incluir en el proceso de disen˜o estructural, las incertidumbres
asociadas al problema que esta´ tratando, de manera que su modelo se comporte como se espera,
es decir, de una manera segura y confiable, ante las fluctuaciones y variaciones que experimente
a lo largo de su vida u´til. Para este propo´sito, han sido desarrollados me´todos para cuantificar
el efecto de estas incertidumbre sobre el nivel de seguridad del disen˜o. En forma general, estos
me´todos se pueden ser clasificados en deterministas y probabilistas.
La primera aproximacio´n, el disen˜o determinista, deja de lado las incertidumbres cuando es-
tablece el modelo anal´ıtico del sistema estructural. El comportamiento es calculado con un
procedimiento de ana´lisis estructural determinista. Para compensar la variabilidad del com-
portamiento debido a la variabilidad de los para´metros del sistema, se establece una suposicio´n
conservadora asignando un factor de seguridad para definir la relacio´n capacidad/demanda y
esto es la representacio´n del nivel de seguridad del disen˜o. T´ıpicamente los factores de seguridad
esta´n en el orden de 2 a 5, a mayor valor, mayor nivel de incertidumbre es considerado. En la
pra´ctica los factores de seguridad son regulados ma´s por co´digos de disen˜o o por la importancia
relativa de un componente dentro del sistema estructural, que por alguna consideracio´n cient´ıfica
de la naturaleza del problema analizado, por lo que esta perspectiva es altamente subjetiva.
La segunda aproximacio´n, el disen˜o probabilista, asume que la informacio´n acerca del disen˜o
es conocida dentro de ciertos limites y exhibe una variacio´n representada por una distribucio´n
de probabilidad conocida. La probabilidad de un buen comportamiento del disen˜o es calcula-
da, y puede ser utilizada para representar el nivel de seguridad del disen˜o. El comportamiento
estructural es estimado usando ana´lisis estad´ıstico y teor´ıa de probabilidades, considerando un
CAPI´TULO 1. INTRODUCCIO´N 3
escenario conformado por muestras de las cargas de servicio esperadas y de las propiedades de
los materiales usados en el disen˜o. La mayor restriccio´n que presentan los me´todos probabilistas
es el alto costo computacional necesario para alcanzar el disen˜o o´ptimo en estructuras complejas.
Aunque las incertidumbres son modeladas mediante variables aleatorias, debe ser notado que
hay algunas suposiciones basadas en la experiencia para determinar el tipo y forma de la funcio´n
de distribucio´n de probabilidad empleada para cada variable, dado que es imposible desarrollar
experimentos que cubran todos lo valores posibles de una variable aleatoria. Aqu´ı, las variables
son t´ıpicamente clasificadas como:
Variables aleatorias: se refieren a para´metros estructurales o cargas que var´ıan alrededor de
sus valores nominales. Pueden ser continuas o discretas de acuerdo a su posibilidad de
variacio´n y pueden ser consideradas independientes o correlacionadas.
Variables de disen˜o: Son los para´metros controlables del disen˜o que necesitan ser determi-
nados. Dependiendo del problema, pueden ser las dimensiones de los miembros, algunos
para´metros geome´tricos, posiciones nodales, propiedades de materiales y similares.
1.3. Disen˜o robusto y disen˜o basado en confiabilidad.
Como formulaciones de optimizacio´n estructural probabil´ıstica, encontramos las te´cnicas de
disen˜o robusto y disen˜o o´ptimo basado en confiabilidad (RBDO–Reliability Based Design Opti-
mization), ambas incorporan variaciones aleatorias del comportamiento estructural dentro de un
proceso de disen˜o o´ptimo. Respecto al disen˜o robusto, podemos decir que es una metodolog´ıa en
ingenier´ıa que busca el disen˜o o´ptimo de productos y procesos para que sean menos sensibles a sus
propias variaciones. Por otro lado, en disen˜o o´ptimo basado en confiabilidad, son adicionadas res-
tricciones probabilistas al problema de optimizacio´n, para tener en cuenta la variacio´n aleatoria
de algunos para´metros y asegurar que la probabilidad de falla de la estructura permanezca bajo
limites aceptables. Debe entenderse confiabilidad estructural como la habilidad de una estructura
para satisfacer el disen˜o propuesto durante algu´n tiempo especificado, en busca de determinar el
nivel de seguridad de un disen˜o en sus condiciones de servicio.
El disen˜o basado en confiabilidad exige hallar un punto de equilibrio en el compromiso exis-
tente entre seguridad y costo, dado que mayor confiabilidad implica mayor costo, pero menor
confiabilidad puede igualmente implicar mayor costo debido a los gastos causados por las repara-
ciones en presencia de alguna falla. Para poder desarrollar un disen˜o basado en confiabilidad,
deben ser identificadas las variables inciertas de importancia. Es deseable reducir el nu´mero de
variables inciertas dado que el costo computacional del ana´lisis de confiabilidad se incrementa
conforme lo hace el nu´mero de variables aleatorias. Despue´s de establecer las distribuciones de
probabilidad de las variables aleatorias (basadas en informacio´n estad´ıstica), todos los modos de
falla relevantes sera´n establecidos. El ana´lisis de confiabilidad es usado para estimar la proba-
bilidad de que la estructura falle debido a la violacio´n de alguna restriccio´n sobre los modos de
falla analizados en presencia de las variaciones aleatorias de los para´metros inciertos.
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1.4. Enfoque de la investigacio´n.
Este estudio intenta abordar la optimizacio´n estructural bajo incertidumbres y desarrollar
una formulacio´n, aunado a un algoritmo computacional, para conseguir la optimizacio´n robusta
de estructuras basada en confiabilidad. A diferencia de otras formulaciones usuales de disen˜o
no determinista, se combatira´n los altos costos computacionales referentes a RBDO con la apli-
cacio´n de conceptos basados en te´cnicas de aprendizaje estad´ıstico, ya que modelos de inteligen-
cia artificial y te´cnicas de soft computing se han mostrado en muchas aplicaciones de ingenier´ıa,
como herramientas valiosas y u´tiles para reemplazar tareas de altos tiempos de ca´lculo. Parti-
cularmente, las Ma´quinas de Soporte Vectorial usadas en esta formulacio´n, han demostrado su
eficiencia para tareas de clasificacio´n en espacios complejos altamente no lineales. La formulacio´n
de disen˜o o´ptimo basado en confiabilidad presentada, busca un conjunto de variables de disen˜o de
forma tal que se mejore el comportamiento estructural y se minimice su variabilidad satisfaciendo
las restricciones consideras. Algoritmos inspirados en el comportamiento de sociedades animales,
particularmente PSO (Particle Swarm Optimization) son empleados para direccionar la bu´sque-
da en el problema de optimizacio´n. Adicionalmente, debe ser anotado que aunque la formulacio´n
de disen˜o propuesta es aplicable a cualquier tipo de optimizacio´n estructural, el presente estudio
se enfoca u´nicamente a la optimizacio´n de medidas de los elementos estructurales.
1.5. Estructura del documento.
En el cap´ıtulo 2 se aborda el ana´lisis de confiabilidad estructural y se hace una descripcio´n
de las diferentes te´cnicas empleadas para realizar el ca´lculo de la probabilidad de falla de una
estructura. El cap´ıtulo 3 presenta los conceptos ba´sicos de optimizacio´n estructural y el problema
de la optimizacio´n bajo la consideracio´n de incertidumbres. A continuacio´n se hace una descrip-
cio´n de algunas te´cnicas para la manipulacio´n de restricciones y se presentan los fundamentos de
optimizacio´n basada en sociedades animales. En el cap´ıtulo 4 se presentan las fundamentos de la
estrategia de optimizacio´n de disen˜o basada en confiabilidad, incluyendo una conceptualizacio´n
de su proceso de ejecucio´n. Los cap´ıtulos 5 y 6 explican respectivamente la formulacio´n de disen˜o
o´ptimo propuesta en este estudio y muestran los resultados nume´ricos obtenidos en su aplicacio´n
sobre diferentes casos de referencia abordados. Para finalizar son expuestas en el cap´ıtulo 7: las
conclusiones, recomendaciones y propuestas para trabajos futuros.
Cap´ıtulo 2
Ana´lisis de Confiabilidad Estructural
Un modelo matema´tico realista de una estructura debe involucrar las incertidumbres asoci-
adas a las diferentes variables de disen˜o, denominadas variables ba´sicas, por lo que un marco
de referencia probabilista nos brindara´ un tratamiento racional adecuado. La confiabilidad es-
tructural (< – structural reliability) puede ser definida como la habilidad de una estructura para
satisfacer el disen˜o propuesto durante algu´n tiempo especificado, se busca determinar el nivel de
seguridad de un disen˜o en sus condiciones de servicio. En un sentido ma´s matema´tico, si conside-
ramos la posibilidad de que la estructura no alcance alguno de los estados l´ımites para los que fue
disen˜ada (de resistencia o servicio) durante un periodo de referencia, es decir, la probabilidad de
que la estructura falle bajo operacio´n y la denominados probabilidad de falla (Pf ) [15], podemos
escribir que:
< = 1− Pf (2.1)
Consideramos por ejemplo, un disen˜o tan simple como el de una barra de acero. Podemos suponer
que existe una variacio´n en la resistencia de una barra a otra, dependiendo de condiciones no
controlables en el proceso de fabricacio´n. Sin embargo, supongamos que a partir de un muestreo
previo, podemos obtener una distribucio´n estad´ıstica de la resistencia R de las barras. As´ı que
R puede ser representada mediante una variable aleatoria con una funcio´n de distribucio´n de
probabilidad (PDF) conocida. Ahora, si conocemos que los esfuerzos S actuantes sobre la barra
tienen una magnitud que var´ıan de manera aleatoria, podemos determinar que un evento de falla
ocurrira´ cuando R− S < 0
Figura 2.1: Dominio de falla en ana´lisis de confiabilidad
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La probabilidad de falla es usualmente definida en te´rminos de la siguiente integral.
Pf =
∫ ∞
−∞
FR (x) fS (x) dx (2.2)
Donde FR es la funcio´n de distribucio´n de la resistencia u´ltima de la estructura o elemento
estructural R(x) y fS es la funcio´n de densidad de probabilidad de los efectos de la carga S(x),
para el estado limite considerado [16].
Definiendo la llamada la funcio´n de comportamiento como g(x) = R(x)−S(x), que especifica el
estado de la estructura o de un elemento estructural, es posible dividir el espacio de las variables
ba´sicas x, en una regio´n denominada de falla F si g(x) < 0 y otra llamada regio´n segura S si
g(x) > 0. A la funcio´n g(x) = 0 se llamara´ en adelante funcio´n de estado l´ımite o superficie
de falla (Figura 2.2). La definicio´n de la funcio´n de comportamiento no es u´nica, pero puede
ser generalizada como g(x) = Resppermisible − Respactuante donde permisible define el nivel de
respuesta aceptable y actuante es la respuesta estructural obtenida a causa de funciones expl´ıcitas
o impl´ıcitas de para´metros de disen˜o de intere´s. As´ı, g(x) puede ser clasificada dentro de estados
limites u´ltimos, de servicio o comportamiento segu´n son comparados con esfuerzos excesivos,
niveles de dan˜os, deflexiones, vibraciones u otras respuestas cr´ıticas de intere´s. [5]
Figura 2.2: Funcio´n de estado l´ımite
Ahora podemos escribir otra expresio´n para la probabilidad de falla, donde fRS es la funcio´n de
densidad de probabilidad conjunta de R y S, y F es el dominio de falla, tal y como se muestra
en la figura 2.2. As´ı:
Pf =
∫
F
∫
fRS (R,S) dRdS (2.3)
A pesar de que las integrales en (2.2) y (2.3) pueden tener soluciones anal´ıticas para algunos
casos especiales, en aplicaciones pra´cticas de ingenier´ıa, exhiben un alto grado de complejidad
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que impide que las integrales sean evaluadas directamente, esto por ejemplo, debido a que en
muchas situaciones el dominio de falla no tiene una expresio´n anal´ıtica y a que el problema llega
a ser ma´s complicado conforme el nu´mero de variables aleatorias aumenta.
Diferentes te´cnicas han sido desarrolladas para la estimacio´n de la probabilidad de falla y por
ende, de la confiabilidad. En el caso ma´s general, estos me´todos de ana´lisis pueden ser agrupados
en unos anal´ıticos y otros sinte´ticos basados en simulaciones de Monte–Carlo como se expone
enseguida.
2.1. Me´todos anal´ıticos para estimacio´n de confiabilidad.
Para estimar la confiabilidad de un disen˜o es necesario usar una metodolog´ıa adecuada para
lograr una correcta aproximacio´n sobre la integral en (2.3). Dependiendo del tipo de funciones
involucradas y la forma de la regio´n de falla, podremos estimar la confiabilidad mediante el uso
de una aproximacio´n que alivie el alto costo computacional, mediante expansiones truncadas
en series de Taylor de la funcio´n de estado limite del modelo original. Seguidamente se dara´n
algunos conceptos generales de diferentes me´todos anal´ıticos para estimar <
2.1.1. Me´todos de primer orden.
En las te´cnicas FORM (First Order Reliability Method), la funcio´n de estado l´ımite es ex-
pandida mediante una serie de Taylor de primer orden centrada en la media de las variables
aleatorias µ = [µx1 , µx2 , . . . , µxn ]
T como:
g˜ (x) ≈ g (µ) + (x− µ) g′ (µ) (2.4)
El valor medio y la varianza de la funcio´n de estado l´ımite aproximada g˜ (x) son respectivamente
[5]:
µg˜ ≈ E [g (µ)] = g (µ)
σg˜ ≈
√
Var [g (µ)] + Var [(x− µ) g′ (µ)]
(2.5)
I´ndice de confiabilidad de Cornell.
El ı´ndice de confiabilidad de Cornell [14] fue el primer me´todo de aproximacio´n anal´ıtica
para calcular la probabilidad de falla y ha abierto el camino para otros me´todos que han tenido
amplia aplicacio´n. La probabilidad de falla se calcula mediante (2.6) considerando el concepto
original, generalizado para varias variables y funcio´n de comportamiento no lineal mediante la
aproximacio´n por medio de una serie de Taylor truncada:
Pf = P [g˜ (x) < 0] = Φ
(
−µg˜
σg˜
)
= Φ(−β) (2.6)
Aqu´ı Φ representa la funcio´n de distribucio´n acumulada para una variable aleatoria normal
esta´ndar y se define como el ı´ndice de seguridad o confiabilidad β = µg˜/σg˜
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Figura 2.3: Relacio´n entre ı´ndice de confiabilidad de Cornell y probabilidad de seguridad. Adap-
tado de [5]
El ı´ndice de confiabilidad puede ser interpretado como la distancia ma´s corta desde el punto
medio hasta la funcio´n de estado l´ımite (ver figura 2.3). Dado que la funcio´n de estado l´ımite
es linealizada alrededor de la media, el me´todo del ı´ndice de seguridad es tambie´n conocido co-
mo el me´todo de valor medio de primero orden y segundo momento (MVFOSM – Mean Value
First-Order Second-Moment Method). Es importante notar que la estimacio´n de la confiabilidad
por esta v´ıa, es adecuada u´nicamente para casos en los cuales la funcio´n de comportamiento
es una simple adicio´n o multiplicacio´n de variables aleatorias estad´ısticamente independientes.
Claramente la aproximacio´n de la confiabilidad para funciones de estado l´ımite no lineales, de-
pendera´ de la seleccio´n del punto de linealizacio´n, aqu´ı ha sido seleccionado el llamado punto
medio [µx1 , µx2 , . . . , µxn ]
T , pero como se mostrara´, un punto sobre la superficie de falla es ma´s
razonable. Adema´s, con este me´todo se obtienen diferentes valores de confiabilidad para el mis-
mo problema de disen˜o si la formulacio´n de la funcio´n de comportamiento cambia a una forma
equivalente
I´ndice de confiabilidad de Hasofer y Lind.
El ı´ndice de confiabilidad Hasofer y Lind (H–L) intenta mejorar el ı´ndice de seguridad de
Cornell para evitar los ambigu¨edades relacionadas a su variabilidad frente a diferentes formula-
ciones del mismo problema. El me´todo de H–L primero transforma las variables aleatorias para
hacerlas independientes, normales y esta´ndar, por lo que en muchos casos pra´cticos, se requiere
el uso de diferentes te´cnicas para la adecuada transformacio´n de las variables aleatorias. Una
completa s´ıntesis de estos me´todos de transformacio´n puede ser encontrada en [28] El ı´ndice de
confiabilidad H–L esta definido como la mı´nima distancia medida desde la superficie de falla al
origen de coordenadas en el sistema transformado normalizado, lo cual nos lleva a un problema
de optimizacio´n en (2.7). As´ı que en esencia, se busca el punto ma´s probable de falla (MPFP
– Most Probable Failure Point), llamado tambie´n punto de disen˜o, sobre el espacio de variables
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Figura 2.4: Funcio´n de distribucio´n conjunta fu(u) y funcio´n de estado limite en espacio normal-
izado esta´ndar. Adaptado de [15]
normales estandarizadas (Figura 2.4).
β = mı´n
(
Dim∑
i=1
u2i
)1
2
Sujeto a : g(u) = 0
(2.7)
El ı´ndice de confiabilidad H–L provee una solucio´n exacta para funciones de estado l´ımite lineal
y una aceptable aproximacio´n para la mayor´ıa de las funciones no lineales siempre que el radio
de curvatura de la funcio´n sea superior a β.
2.1.2. Me´todos de segundo orden.
Mediante la linealizacio´n de la funcio´n de estado l´ımite, un problema complejo puede ser
llevado a un ma´s simple. Sin embargo, debido a la linealizacio´n, la aproximacio´n del me´todo
puede arrojar estimaciones erro´neas para casos fuertemente no lineales. Para incremental la
precisio´n en la estimacio´n, algunos me´todos como los de segundo orden (SORM–Second-Order
Reliability Methods) han sido desarrollados. La idea ba´sica de SORM es aproximar la superficie
de falla al rededor del MPFP (u∗) mediante el ca´lculo de curvaturas locales lo que requiere la
estimacio´n de la segunda derivad de la superficie de falla en u∗ para cada variable aleatoria.
g˜ (u) ≈ g (u∗) + (u− u∗) g′ (u∗) + 1
2
(u− u∗)T H (u− u∗) (2.8)
Es evidente que la dificultad asociada al ca´lculo de la matriz HessianaH o de segundas derivadas
en (2.8), eleva fuertemente el costo computacional del me´todo, lo que en general lo limita a casos
no complejos de poca aplicacio´n pra´ctica. En [59, 71, 52] el lector podra´ encontrar diferentes
aproximaciones y mejoras al me´todo.
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2.2. Me´todos basados en simulaciones.
Para realizar el ca´lculo de confiabilidad mediante una simulacio´n de Monte–Carlo (MCS–
Monte-Carlo Simulation) se necesita un modelo anal´ıtico (o uno sustituto aproximado) del sis-
tema f´ısico. El ana´lisis debe ser evaluado numerosas veces y en cada iteracio´n, un conjunto
diferente de valores de las variables ba´sicas sera´n usadas. Estas variables aleatorias son selec-
cionadas para cada evaluacio´n de acuerdo a su respectiva funcio´n de distribucio´n de probabilidad.
Diferentes versiones de MCS han sido desarrolladas con el objeto de reducir el esfuerzo computa-
cional, generalmente empleando te´cnicas de reduccio´n de varianza. Seguidamente se presentara´n
algunas versiones de intere´s en esta investigacio´n.
2.2.1. Simulacio´n de Monte-Carlo directa.
La simulacio´n de Monte–Carlo directa o cruda (MMC) es el ana´lisis probabilista ma´s simple
que se puede realizar sobre un sistema, pero al mismo tiempo, es la aproximacio´n ma´s costosa
computacionalmente por el alt´ısimo nu´mero de llamadas al modelo anal´ıtico para lograr una
adecuada precisio´n en la respuesta. Para estimar la probabilidad de falla:
Pf = P [g (x) ≤ 0] =
∫
F
fx (x)dx (2.9)
el dominio de integracio´n puede ser ampliado al espacio real completo mediante el uso de la
funcio´n indicadora:
I (x) =
{
1, si g (x) ≤ 0
0, si g (x) > 0
(2.10)
Entonces la ecuacio´n (2.9) puede ser reescrita como:
Pf =
∫
I (x) fx (x)dx (2.11)
En lugar de resolver la integral multidimensional en (2.11), se selecciona aleatoriamente segu´n la
funcio´n de distribucio´n conjunta fx (x), un nu´mero suficiente de puntos N, as´ı que la probabilidad
de falla puede ser estimada como:
Pˆf =
1
N
N∑
i=1
I (xi) (2.12)
No es dif´ıcil mostrar que la varianza de el estimador de la probabilidad de falla Pˆf es proporcional
a 1/N . Es evidente que cuando el nu´mero de muestras N crece, la precisio´n en la estimacio´n de
Pf aumenta. Sin embargo, para conseguir una muestra en la regio´n de falla, es decir donde
I(x) es significativo, es necesario evaluar un gran nu´mero de muestras que caen en la regio´n
segura, esto incrementa de manera sustancial el costo computacional en MCS directo conforme
la probabilidad de falla que se esta´ estimando disminuye.
CAPI´TULO 2. ANA´LISIS DE CONFIABILIDAD ESTRUCTURAL 11
2.2.2. Muestreo de Importancia.
El me´todo de muestreo de importancia (ISM–Importance Sampling Method) es uno de los
ma´s aplicados para reducir el nu´mero de corridas requeridas para estimar la confiabilidad en una
simulacio´n de MCS. El me´todo cambia el proceso de muestreo mediante el uso de una funcio´n
de distribucio´n de probabilidad modificada, llamada funcio´n de densidad de muestreo o funcio´n
de importancia h(x). Ahora las muestras son generadas de acuerdo a h(x) en una regio´n que
contribuye con mayor eficiencia a la integral de Pf y la probabilidad de falla es estimada como
sigue [36]:
Pf =
∫
F
fx(x)
h(x)
h(x)dx =
∫
I(x)
fx(x)
h(x)
h(x)dx (2.13)
Que con ayuda de la funcio´n indicadora se transforma en:
Pˆf =
1
N
N∑
i=1
I (xi)
fx(xi)
h(xi)
(2.14)
Figura 2.5: Muestreo de Importancia. Tomado de [29]
De la ecuacio´n 2.14 claramente se observa que la correcta seleccio´n de la funcio´n de muestreo
de importancia es fundamental para la convergencia del ca´lculo de la probabilidad de falla. De
hecho, algunas selecciones pueden llevar a convergencias ma´s lentas que un MCS directo [4]. Los
diferentes me´todos que han sido propuestos en la literatura, pueden agruparse en dos categor´ıas:
1. Funcio´n de importancia sobre punto de disen˜o: Recientes aplicaciones de ISM usan la fun-
cio´n de importancia h(x) centrada en el punto de disen˜o [25, 57]. En estas aproximaciones
se usa generalmente una funcio´n de densidad normal multivariada para el caso de un so´lo
punto de disen˜o, o una combinacio´n lineal de Gaussianas, para el caso en el que varios
puntos de disen˜o son considerados [38]. Sin embargo otros autores han mostrado que es
ma´s eficiente centrar h(x) sobre el punto de falla ma´s probable, es decir, en el punto sobre
la regio´n F con la ma´xima probabilidad respecto a las variables ba´sicas (ver figura 2.5).
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2. Funcio´n de importancia adaptativa: Estas te´cnicas intentan establecer la densidad de
muestreo o´ptima para ISM. Este tipo de algoritmos ha sido utilizado en [3] desarrollando
un muestreo a partir de simulaciones de Markov y algoritmos de la familia de Metropolis
[40]. Sin embargo, como lo muestra [28], la precisio´n en la aproximacio´n de la densidad
h(x) esta´ altamente afectada por la dimensionalidad de problema, por lo que sus aportes
a esta investigacio´n son escasos.
2.2.3. Otros me´todos de muestreo para MCS.
Diferentes investigadores han desarrollado otros me´todos que intentan reducir el nu´mero de
muestras requeridas en una simulacio´n de Monte–Carlo para el ca´lculo de confiabilidad. Por
ejemplo, el muestreo Latin Hiper Cube [62] tiene alguna popularidad, aunque su eficiencia sobre
MCS directa es visible para casos donde la probabilidad de falla es dominada por una sola
variable aleatoria [43]. Otras te´cnicas de muestreo pueden ser encontradas en la literatura como:
muestreo estratificado, adaptativo o te´cnicas de muestreo direccional basadas en conceptos de
probabilidad condicional. Informacio´n al respecto puede ser hallada en [37].
2.3. Me´todos con modelo de ana´lisis sustituto.
En casos generales de ana´lisis de confiabilidad estructural, la funcio´n de estado l´ımite es
impl´ıcita, por lo que la aplicacio´n directa de me´todos anal´ıticos demanda gran cantidad de infor-
macio´n para determinar los diferentes valores de la funcio´n, su gradiente y las derivadas de orden
superior requeridas de acuerdo al modelo empleado. En la otra mano, como se explico´ atra´s,
las te´cnicas basadas en simulacio´n requieren un alto nu´mero de muestras para alcanzar una
aproximacio´n adecuada y cada muestra implica la solucio´n del modelo anal´ıtico de la estructura,
generalmente basado en elementos finitos (simulacio´n directa), para un conjunto de valores es-
pec´ıficos.
Con el fin de disminuir el tiempo de ejecucio´n del ana´lisis de confiabilidad, investigadores han
propuesto reemplazar el modelo anal´ıtico original por una aproximacio´n funcional que provea
la informacio´n necesaria para el ca´lculo realizado. La tarea de construir modelos sustitutos ha
sido tradicionalmente realizada mediante el me´todo de Superficie de Respuesta (RSM–Response
Surface Method) despue´s de su desarrollo en el campo del Disen˜o de Experimentos (DOE–Design
of Experiments). RSM propone reemplazar el modelo de la estructura por una expresio´n simple
usualmente constituida por un polinomio de segundo orden [53]. Sin embargo, en an˜os recientes
han sido resaltados los problemas que presentan los modelos basados en RSM debidos a su
naturaleza r´ıgida y no adaptativa [24]. Es de esta manera como algunas te´cnicas de aprendizaje
estad´ıstico pueden llegar a ser ma´s adecuadas y eficientes. En particular, las Redes Neuronales Ar-
tificiales (ANN–Artificial Neural Networks) y las Ma´quinas de Soporte Vectorial (SVM–Support
Vector Machines) por su flexibilidad y adaptabilidad se hacen ma´s atractivas para superar las
dificultades asociadas a la construccio´n de una funcio´n sustituta adecuada para un ana´lisis de
confiabilidad estructural.
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2.4. Confiabilidad como una tarea de clasificacio´n
El problema fundamental de la confiabilidad estructural ha sido identificado como una tarea
de reconocimiento de patrones [28]. Para mostrar esto, a partir la declaracio´n de funcio´n de
comportamiento en la pa´gina 6, podemos definir un problema de reconocimiento de patrones de
dos clases, asignando −1 a los puntos que satisfagan g(x) ≤ 0 y +1 al caso contrario. Ahora,
si llamamos N al nu´mero de muestras generadas en una simulacio´n de Monte–Carlo esta´ndar y
N−1 al nu´mero de ellas que caen el la regio´n de falla F , podemos reescribir la ecuacio´n 2.12 para
la estimacio´n de la probabilidad de falla, como:
Pˆf =
N−1
N
(2.15)
Para una discusio´n detallada respecto a la viabilidad del uso de te´cnicas de aprendizaje estad´ıstico
en el ana´lisis de confiabilidad estructural, el lector puede referirse a investigaciones desarrolladas
previamente por el director de este trabajo J.E. Hurtado en [27, 28, 30]. Adicionalmente, en
la seccio´n 5 se presenta la formulacio´n para la estimacio´n de confiabilidad empleada en esta
investigacio´n, la cual usa el concepto de Ma´quinas de Soporte Vectorial como un clasificador.
De igual manera, la seccio´n A presenta los conceptos ba´sicos que rigen el comportamiento de las
SVM y el modelo de optimizacio´n usado para su entrenamiento.
Cap´ıtulo 3
Fundamentos de Optimizacio´n
Estructural
La capacidad de almacenamiento y velocidad de ca´lculo de los computadores se ha incremen-
tado exponencialmente en los u´ltimos an˜os, esto ha llevado al desarrollo de sofisticadas te´cnicas de
ca´lculo, como el me´todo de los elementos finitos, para ana´lisis de sistemas complejos en ingenier´ıa.
La disponibilidad de modelos de simulacio´n complejos que proveen una mejor representacio´n del
sistema f´ısico, dieron a los ingenieros la oportunidad de obtener disen˜os mejorados, este proceso
de obtencio´n un disen˜o o´ptimo es conocido como optimizacio´n de disen˜o.
3.1. Optimizacio´n estructural.
El concepto de optimizacio´n se refiere al proceso de bu´squeda de las variables de disen˜o,
que minimizan o maximizan una funcio´n objetivo bajo algunas restricciones consideradas. Los
me´todos de optimizacio´n estructural generalmente se enfocan en minimizar la cantidad de ma-
terial requerido, sujeto a un comportamiento estructural especificado. La funcio´n objetivo y las
funciones de restriccio´n pueden ser el costo o peso de la estructura, los desplazamientos nodales,
esfuerzos, frecuencias naturales y otras respuestas similares. Dado que e´stas son t´ıpicamente
funciones impl´ıcitas de las variables de disen˜o, es requerido un ana´lisis estructural, por ejemplo
mediante un modelo de elementos finitos, para determinar los valores de las diferentes funciones.
Segu´n los para´metros de disen˜o, podemos considerar tres tipo de problemas de optimizacio´n
estructural [33]:
Optimizacio´n de medidas: Las variables de disen˜o son las dimensiones de los elementos con
una forma y topolog´ıa de estructura fijas.
Optimizacio´n de forma: Las variables de disen˜o son para´metros geome´tricos que definen la
forma y dimensiones o´ptimas de los elementos estructurales en una configuracio´n fija.
Optimizacio´n de topolog´ıa: Busca tanto la topolog´ıa (p.e. nu´mero y conectividades de ele-
mentos) como la forma y dimensiones de la estructura y sus elementos.
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Figura 3.1: Tipos de optimizacio´n estructural en espacios discretos y continuos. Adaptado de
[32].
Los problemas de optimizacio´n estructural son caracterizados por relaciones no lineales de las
funciones objetivo y de restriccio´n, con las variables de disen˜o. Todos los problemas de opti-
mizacio´n pueden ser expresados en te´rminos matema´ticos esta´ndar, como el siguiente problema
de programacio´n no lineal, donde x representa las variables de disen˜o, f(x) es la funcio´n objetivo,
Cj(x) es la j -e´sima funcio´n de restriccio´n y [xli, x
u
i ] son los limites inferior y superior de la i -e´sima
variable de disen˜o [45].
Hallar : x
Minimizando : f(x)
Sujeto a : Cj(x) ≤ 0 j = 1, ...,m
xli ≤ xi ≤ xui i = 1, ..., d
(3.1)
Los me´todos de ana´lisis pueden ser divididos en continuos y discretos, segu´n el tipo de repre-
sentacio´n de las variables de disen˜o, y en deterministas y estoca´sticos, dependiendo del me´todo
de minimizacio´n empleado. Como la literatura en el a´rea es extensa, se recomienda revisar [31].
3.2. Optimizacio´n bajo incertidumbre.
En la seccio´n 1.2 se introdujo al lector al problema de las incertidumbres presentes en el
proceso de disen˜o en ingenier´ıa. Se introduce ahora un nuevo concepto que busca mejorar el
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Figura 3.2: Concepto de disen˜o robusto. Adaptado de [19]
disen˜o estructural hacie´ndolo menos sensible a las variaciones aleatorias inducidas por diferentes
estados de servicio en el ciclo de vida de la estructura.
3.2.1. Disen˜o estructural robusto.
Disen˜o Robusto es una metodolog´ıa en ingenier´ıa que busca el disen˜o o´ptimo de productos y
procesos para que sean menos sensibles a las variaciones del sistema. Desde el punto de vista de
ingenier´ıa, estructuras bien disen˜adas minimizan costos, por comportarse eficientemente en pre-
sencia de variaciones incontrolables durante todo su ciclo de vida, es decir, variaciones excesivas
en el comportamiento estructural indican una pobre calidad del producto. Para disminuir la dis-
persio´n del comportamiento estructural, hay dos posibilidades: reducir o eliminar los para´metros
que producen la dispersio´n en la respuesta del sistema, lo cual puede ser pra´cticamente imposible
en muchos sistemas reales; o encontrar un disen˜o para el cual, el comportamiento de la estructura
sea menos sensible, o sea robusta, ante la variacio´n de los para´metros sin eliminar la causa de
esta variacio´n, esto corresponde a un disen˜o robusto [18].
El concepto de robustez es esquema´ticamente ilustrado en la figura 3.2, en la que el eje ho-
rizontal representa los valores de una funcio´n de comportamiento estructural f que requiere ser
minimizada. Las dos curvas muestran el histograma de frecuencia para los valores de f corres-
pondientes a dos disen˜os individuales, cuando sus para´metros son perturbados. En la figura, µ1
y µ2 representan los valores medios de la funcio´n de comportamiento para cada disen˜o, aunque
el disen˜o 1 presenta una media menor, el disen˜o 2 es preferido desde el punto de vista de ro-
bustez dado que es mucho menos sensible (presenta menor dispersio´n respecto a la media) a la
perturbacio´n de sus para´metros.
El principio detra´s del disen˜o estructural robusto, es que la calidad del disen˜o no so´lo esta´ jus-
tificada por el valor medio de la funcio´n de comportamiento, sino tambie´n por su variabilidad
[11, 56].
3.2.2. Formulacio´n matema´tica de disen˜o robusto.
No existe una representacio´n nume´rica unificada de robustez estructural en la literatura.
Ba´sicamente, la variabilidad del comportamiento estructural puede ser descrita por su desviacio´n
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esta´ndar, as´ı que este para´metro puede ser usado para medir la robustez.
La optimizacio´n de disen˜o estructural robusto puede ser descrita entonces, como la tarea de
mejorar el disen˜o minimizando la varianza del comportamiento estructural, mientras se conserva
los requerimientos de un comportamiento o´ptimo; el objetivo llega a ser por consiguiente, dis-
minuir la desviacio´n esta´ndar de la funcio´n de comportamiento y mejorar su valor medio. De
esta manera, el modelo matema´tico para el problema de disen˜o robusto puede ser escrito como:
Hallar : x
Minimizando : {E (f(x)) , σ (f(x))}
Sujeto a : Cj(x) ≤ 0 j = 1, ...,m
xli ≤ xi ≤ xui i = 1, ..., d
(3.2)
Donde E(f) es el valor medio y σ(f) =
√
Var(f) es la desviacio´n esta´ndar de la funcio´n de
comportamiento a ser minimizada f . Nuevamente, Cj(x) es la j -e´sima funcio´n de restriccio´n
y [xli, x
u
i ] son los limites inferior y superior de la i -e´sima variable de disen˜o. Algunos autores
proponen reemplazar las restricciones Cj(x) ≤ 0 por E(Cj(x)) /σ((Cj(x)) + βj ≤ 0, donde βj
puede ser interpretado como el ı´ndice de seguridad de la j -e´sima restriccio´n [31].
Algunos desarrollos y otra informacio´n de cierta relevancia para esta investigacio´n son: solu-
ciones al problema de optimizacio´n multi-criterio mediante programacio´n matema´tica que puede
ser revisada en [61]; las propuestas y desarrollos de disen˜o robusto en ingenier´ıa, presentadas
en [6, 63, 64]; junto con algunas soluciones mediante estrategias evolutivas y redes neuronal al
problema de optimizacio´n en [46, 48].
3.3. Te´cnicas para manipular restricciones.
La gran mayor´ıa de problemas de disen˜o en ingenier´ıa involucran restricciones de alguna clase,
por lo que un me´todo para manejar adecuadamente las funciones de restriccio´n, es muy impor-
tante en cualquier programa que intente explorar un espacio de disen˜o en bu´squeda del o´ptimo.
Las te´cnicas que se empleara´n en esta investigacio´n para tareas de optimizacio´n se presentan en
la seccio´n 3.4; como se mostrara´, e´stas te´cnicas han sido originalmente desarrolladas para casos
de optimizacio´n no restringida, entonces es necesario incorporar las restricciones sobre ellas de
alguna manera.
Me´todos basados en el uso de funciones de penalizacio´n, han sido empleadas con frecuencia por
muchos investigadores para tratar con problemas de optimizacio´n restringida, cuando trabajan
con te´cnicas de optimizacio´n que no esta´n basadas en programacio´n matema´tica, sino en estrate-
gias evolutivas como: GA– genetic algorithms, MA–memetic algorithms, PSO–particle swarm,
ANO–ant-colony systems y SFL–shuffled frog leaping. En el estudio realizado por Coello [12], el
lector podra´ encontrar una completa revisio´n de diferentes te´cnicas para manipular restricciones
usadas actualmente, con una discusio´n respecto a las ventajas y desventajas exhibidas por cada
aproximacio´n.
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3.3.1. Me´todo de penalizacio´n esta´tica.
En este me´todo la funcio´n objetivo es modificada como en 3.3, donde: f(s) es la funcio´n a
ser minimizada; p es el para´metro de penalizacio´n; viol(s) es la suma de las restricciones Cj(s)
violadas; P es la regio´n admisible en el espacio de disen˜o.
f ′(s) =
{
f(s) si s ∈ P
f(s) + p · viol(s) en otro caso
viol(s) =
m∑
j=1
Cj(s)
(3.3)
Este me´todo transforma efectivamente un problema de disen˜o restringido en uno no restringido
creando una nueva funcio´n objetivo f ′(s) que refleja la cantidad de restricciones violadas por
una solucio´n particular. Su principal ventaja es la simplicidad. Sin embargo, no existen pautas
sobre co´mo seleccionar adecuadamente el para´metro p. Si e´ste es muy pequen˜o, la bu´squeda
convergera´ a regiones inadmisibles de solucio´n, mientras que si es demasiado grande, la solucio´n
hallada aunque estara´ sobre una regio´n admisible, puede quedar fa´cilmente atrapada en mı´nimos
locales sin alcanzar el o´ptimo global [34].
3.3.2. Me´todo de penalizacio´n dina´mica.
Esta categor´ıa considera cualquier funcio´n de penalizacio´n en la cual se involucre el nu´mero de
iteracio´n (del proceso de optimizacio´n) dentro del ca´lculo del factor de penalizacio´n. La siguiente
formulacio´n es entonces empleada:
f ′(s) =
{
f(s) si s ∈ P
f(s) + (c · t)α · viol(s) en otro caso
viol(s) =
m∑
j=1
Cβj (s)
(3.4)
Esta funcio´n incrementa la penalizacio´n conforme el proceso progresa a trave´s de la general-
izacio´n. En 3.4 los factores c, α y β son constantes definidas por el usuario, una seleccio´n razona-
ble es c = 0,5, α = 1 o´ 2 y β =1 o´ 2. Algunos investigadores argumentan que las penalizaciones
dina´micas trabajan mejor que las esta´ticas, au´n as´ı, otros autores encontraron alta sensibilidad
a cambios en los para´metros α y β, y experimentaron problemas para nu´meros de iteracio´n t
altos. En general, los problemas asociados a funciones de penalizacio´n esta´tica se presentan en
su contraparte dina´mica, si los factores de penalizacio´n son deficientemente seleccionados [12].
3.3.3. Me´todo de penalizacio´n adaptativa.
Este me´todo usa una funcio´n de penalizacio´n la cual se retroalimenta del proceso de bu´squeda
[42].
f ′(s) =
{
f(s) si s ∈ P
f(s) + λ(t) · viol(s) en otro caso
viol(s) =
m∑
j=1
C2j (s)
(3.5)
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Aqu´ı, el factor de penalizacio´n λ es actualizado en cada iteracio´n. λ(t + 1) es reducido si los
mejores individuos de la u´ltima iteracio´n caen en la regio´n admisible, o es incrementado si caen
en una regio´n inadmisible. Si hay algunos en la regio´n admisible y otros no, λ no cambia. En 3.6
β2 > 1, β1 > β2 y β1 6= β2
λ(t+ 1) =

(1/β1) · λ(t) si para los mejores f(s) todos los s ∈ P
β2 · λ(t) si para los mejores f(s) todos los s /∈ P
λ(t) en otro caso
(3.6)
3.3.4. Otras te´cnicas.
Alternativamente, otras te´cnicas que intentan manipular adecuadamente las funciones de
restriccio´n han sido propuestas en la literatura, ellas incluyen desarrollos en a´reas como repre-
sentacio´n espacial y aplicacio´n de operadores para simplificar la forma del espacio de bu´squeda
restringido; otros me´todos esta´n basados en te´cnicas de separacio´n de restricciones y objetivos.
Otros, denominadas h´ıbridos, combinan te´cnicas evolutivas con me´todos convencionales de pro-
gramacio´n matema´tica para solucionar problemas de optimizacio´n restringida. Una completa
revisio´n respecto a todos estos to´picos puede ser encontrada en [32].
3.4. Optimizacio´n por estrategias animales.
En los u´ltimos an˜os han sido presentados atractivos algoritmos de optimizacio´n basados
en el comportamiento de ciertas sociedades como las colonias de hormigas (ACO–Ant Colony
Optimization) y los grupos de aves o peces (PSO–Particle Swarm Optimization). En [21, 26] se
muestra co´mo estas te´cnicas son ma´s eficientes y versa´tiles que otras estrategias de optimizacio´n
evolutivas, mostrando robustez y eficiencia computacional. Adema´s se han realizado exitosas
aplicaciones en problemas, como el que atan˜e a esta investigacio´n, de optimizacio´n restringida
multi-objetivo como en [17, 23]; y directamente a casos confiabilidad y optimizacio´n estructural
como en [8, 41]. Una ventaja adicional que ofrecen estas estrategias, esta´ relacionada con la
facilidad de implementacio´n en paralelo sobre una red de procesadores [54, 58].
3.4.1. Optimizacio´n basada en colonias de hormigas (ACO).
Este me´todo fue introducido por Colorni, Dorigo y Maniezzo [13] como una solucio´n a pro-
blemas de optimizacio´n combinatoria. Se inspiran en el comportamiento de las hormigas reales
en busca de alimento. Las unidades de bu´squeda primero exploran al rededor del nido de manera
aleatoria y cuando una hormiga encuentra una fuente de alimento, primero evalu´a la cantidad y
calidad del mismo y luego lleva algo de regreso al nido. Durante el viaje deposita un rastro qu´ımi-
co denominado feromona, la cantidad y calidad de feromona depositada por diferentes senderos,
guiara´ gradualmente las otras hormigas a la mejor fuente de alimento (por cercan´ıa, calidad y
cantidad). Las principales caracter´ısticas de un sistema de hormigas son: (i) Autocatal´ıtica: el
sistema usa retroalimentacio´n positiva como una v´ıa de autorefuerzo; (ii) Ca´lculo distribuido:
diferentes agentes en bu´squeda de la mejor solucio´n; (iii) Heur´ıstica constructiva: existe un bal-
ance en la decisio´n de las hormigas entre la ruta ma´s corta y rutas con ma´s feromonas [39].
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En el algoritmo ma´s general, la cantidad de feromonas en el tramo i− j al finalizar un recorrido
completo de las n hormigas es calculado por:
τij (t+ n) = ρτij (t) + ∆τij (3.7)
Donde ρ es un coeficiente de evaporacio´n y ∆τij es la cantidad de feromonas dejadas por las
hormigas que recorrieron ese tramo. En el siguiente recorrido, la k -e´sima hormiga selecciona una
nueva ruta evaluando cada tramo segu´n la probabilidad dada por (3.8), donde ηij es definida
como la visibilidad y corresponde al inverso de la longitud del trayecto i − j; all´ı, α y β son
para´metros de control de relevancia entre feromonas y cercan´ıa [20].
pkij (t) =
[τij (t)]
α · [ηij ]β
n∑
k=1
[τik (t)]
α · [ηij ]β
(3.8)
El proceso termina cuando la mayor´ıa de hormigas siguen la misma ruta determinando as´ı la
solucio´n o´ptima.
3.4.2. Optimizacio´n por grupo de individuos (PSO).
Es una te´cnica de optimizacio´n estoca´stica basada en una poblacio´n de individuos. Fue ori-
ginalmente desarrollada en 1995 por James Kennedy (psico´logo) y Russell Eberhart (ingeniero
electricista) como un algoritmo que modela el comportamiento de una bandada de aves. En PSO
(Particle Swarm Optimization), cada ave que vuela en bu´squeda de alimento, es imitada con
una part´ıcula (solucio´n potencial del problema) que recorre el espacio de bu´squeda siguiendo su
propia experiencia y la de alguna otra part´ıcula que ostente una mejor posicio´n. Cada part´ıcula es
calificada segu´n su aptitud, que corresponde al valor de la funcio´n a ser optimizada, evaluada en
el punto de localizacio´n de esa part´ıcula. La poblacio´n inicial es ubicada en el espacio de bu´sque-
da de manera aleatoria, de acuerdo a una distribucio´n uniforme o a la funcio´n de distribucio´n
conjunta de las variables en ese espacio de bu´squeda [22].
PSO explota el intercambio de informacio´n entre individuos. La i -e´sima part´ıcula ajusta su
trayectoria en la iteracio´n k+1, es decir su posicio´n xk+1i y velocidad v
k+1
i , mediante las siguientes
ecuaciones:
vk+1i = χ
(
w · vki + c1rki1
(
P ki − xki
)
+ c2rki2
(
P kg − xki
))
xk+1i = x
k
i + v
k+1
i i = 1, 2, . . . , n
(3.9)
Aqu´ı, χ es un factor que restringe la velocidad para mejorar la convergencia, w es un peso
inercial; c1 y c2 son constantes positivas llamadas para´metro cognitivo y social; r1 y r2 son
nu´meros aleatorios uniformemente distribuidos entre 0 y 1; y n es el taman˜o de la poblacio´n.
Los valores P ki y P
k
g representan respectivamente, la mejor posicio´n de la i -e´sima part´ıcula en
su historia y la mejor posicio´n actual entre todos los individuos [49].
Segu´n la ecuacio´n 3.9 hay tres caracter´ısticas que afectan la velocidad de la part´ıcula:
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Figura 3.3: Identificacio´n del movimiento de una part´ıcula con PSO. Adaptado de [26]
La inercia del movimiento de la part´ıcula.
La experiencia propia de cada individuo
(
P ki − xki
)
que corresponde a direccio´n tomada a
partir de la mejor posicio´n de la part´ıcula a trave´s de la simulacio´n y su posicio´n actual.
La experiencia de grupo
(
P kg − xki
)
, la cual depende de la mejor posicio´n alcanzada por
cualquier individuo del grupo a trave´s de las simulaciones y la posicio´n actual de cada
part´ıcula (ver figura 3.3).
El para´metro inercial w :
Este para´metro controla el impacto de las velocidad anteriores sobre la velocidad actual. Esto con-
tribuye a influenciar el balance entre las habilidades de exploracio´n local y global de las part´ıculas.
Una inercia grande facilita la optimizacio´n global, mientras que una inercia pequen˜a facilita la
optimizacio´n local. Resultados experimentales han demostrado que es preferible comenzar con
una inercia grande, con el fin de promover la exploracio´n global, y disminuirlo gradualmente con
el fin de refinar la solucio´n. Tambie´n se sugiere que w se decremente adaptativamente desde 1.4
hasta 0.4 [67].
Control de velocidad:
Para la aplicacio´n de PSO a problemas de optimizacio´n que esta´n sujetos a restricciones, debe
prestarse especial atencio´n al manejo de las part´ıculas que caen en espacios de bu´squeda no ad-
misibles, ya que aunque estas soluciones probablemente no contribuir´ıan al buen direccionamiento
de la bu´squeda, tampoco ser´ıa procedente eliminarlas pues se corre el riesgo de acabar con una
parte importante de la poblacio´n que se mueve en el espacio de bu´squeda. Una sencilla solucio´n
consiste en modificar la ley de movimiento de las part´ıculas que violan las restricciones, haciendo
el para´metro w igual a cero en la ecuacio´n (3.9), de modo que la posicio´n de la part´ıcula en la
siguiente iteracio´n estara´ influenciada u´nicamente por las mejores posiciones en la historia propia
y grupal. En la mayor´ıa de los casos esta nueva velocidad regresara´ la part´ıculas a espacios de
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bu´squeda admisibles [67].
PSO ha sido aplicado exitosamente en a´reas como la optimizacio´n restringida, el entrenamiento
de RNA y sistemas de control difuso entre otras. Comparado con diferentes te´cnicas evolutivas, la
ventaja de PSO radica en su facilidad de implementacio´n, los pocos para´metros a ser ajustados,
la retroalimentacio´n positiva, adema´s de su adaptabilidad y robustez [68].
Cap´ıtulo 4
Optimizacio´n de disen˜o basada en
confiabilidad
La optimizacio´n de disen˜o tradicional no toma en cuenta las incertidumbres inherentes a las
variables de disen˜o, ni tampoco aquellas que surgen en el desarrollo de las herramientas de ana´lisis
asociadas a para´metros del modelado. Debido a estas incertidumbres, el modelo estructural
podr´ıa tener un alta probabilidad de fallar a causa de la violacio´n de alguna de las restricciones
del disen˜o. En la mayor´ıa de aplicaciones de ingenier´ıa, estas incertidumbres son generalmente
caracterizadas usando teor´ıa de probabilidades, obteniendo las distribuciones de probabilidad de
las variables aleatorias a partir de modelos estad´ısticos.
4.1. Definicio´n de disen˜o o´ptimo basado en confiabilidad.
Como se menciono´ en la seccio´n 3.1, la optimizacio´n estructural sugiere minimizar el peso
de la estructura considerando el cumplimiento de restricciones deterministas tales como: reque-
rimientos de co´digos de disen˜o, esfuerzos excesivos l´ımites o desplazamientos nodales ma´ximos.
En disen˜o o´ptimo basado en confiabilidad (RBDO–Reliability Based Design Optimization), res-
tricciones probabilistas son adicionadas al problema de optimizacio´n para tener en cuenta la
variacio´n aleatoria de algunos para´metros y asegurar que la probabilidad de falla de la estruc-
tura definida en (2.3) o´ (2.9), permanezca bajo limites aceptables (generalmente ≤ 10−3). La
probabilidad de falla es usualmente estimada empleando te´cnicas de ana´lisis de confiabilidad
esta´ndar como las presentadas en el cap´ıtulo 2.
Tradicionalmente los investigadores han formulado a RBDO como un problema de optimizacio´n
anidado (conocido como de doble–lazo). Tal formulacio´n es, por naturaleza, costosa computa-
cionalmente debido a la fuerte demanda en tiempos de ca´lculo requerida por el ana´lisis de con-
fiabilidad, el cual en si mismo, necesita solucionar un problema de optimizacio´n (Ver figura 4.1).
Adema´s, el costo computacional asociado a tareas de RBDO, tambie´n crece exponencialmente
conforme lo hace el nu´mero de variables aleatorias (dimensionalidad del problema) y el nu´mero
de modos de falla cr´ıticos del sistema. De esta manera, es importante obtener una formulacio´n
para RBDO, no so´lo eficiente computacionalmente, sino tambie´n robusta. Eficiente se refiere a
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que la solucio´n pueda ser obtenida ma´s ra´pidamente comparada con otras formulaciones y ro-
busta indica que la formulacio´n debe ser independiente del punto de arranque de la bu´squeda, lo
que implicara´ que el optimizador no sera´ fa´cilmente ser atrapado por soluciones o´ptimas locales
[1].
Figura 4.1: Diagrama de flujo de RBDO.
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4.2. Formulacio´n de RBDO.
Por la necesidad de uniformidad y simetr´ıa de las estructuras y debido a consideraciones
pra´cticas de ejecucio´n de obra, variables de disen˜o tales como las dimensiones de los elementos,
debera´n ser consideradas como variables discretas. De tal forma que el problema de optimizacio´n
RBDO debera´ ser formulado sobre espacios de bu´squeda discreto, pudiendo ser expresado de la
siguiente manera:
Hallar : x
Minimizando: f(x)
Sujeto a: Cj(x) ≤ 0 j = 1, ...,m
xi ∈ Rd i = 1, ..., n
Pf (x) ≤ Pa
(4.1)
Donde x representa las variables de disen˜o, f(x) es la funcio´n objetivo a minimizar, Cj(x) es la
j -e´sima funcio´n de restriccio´n determinista, Rd es el conjunto discreto de los valores que puede
tomar x, y Pa es la probabilidad de falla ma´xima admisible, correspondiente a la restriccio´n pro-
babilista [65]. El disen˜o RBDO requiere muchas ma´s evaluaciones de la funcio´n de costo (modelo
de elementos finitos) que un ana´lisis determinista de optimizacio´n, esto hace que exhiba fuertes
limitaciones relativas a la baja eficiencia computacional para estructuras complejas. Adema´s, una
inadecuada suposicio´n de las distribuciones probabilistas de las variables ba´sicas, puede conducir
a errores altos en el ana´lisis de confiabilidad.
Para el caso de optimizacio´n basada en confiabilidad, los referentes de mayor importancia esta´n
orientados al disen˜o de sistemas multi-disciplinarios [44] y al uso de simulaciones de Monte-
Carlo con modelos sustitutos de la funcio´n de estado l´ımite mediante redes neuronales artificiales
(RNA), como los presentados por Papadrakakis y Zhang [47, 70]; y mediante nuevas versiones
del me´todo de superficie de respuesta, como los presentados por Youn [69]. Se recomienda al
lector, revisar una completa exploracio´n de estado actual de desarrollo de diferentes co´digos para
el ana´lisis de meca´nica estoca´stica y de confiabilidad presentada por Pellissetti y Schue¨ller en
[50].
4.3. Disen˜o robusto y RBDO.
De manera ana´loga a RBDO, el concepto de disen˜o robusto en ingenier´ıa intenta involucrar in-
certidumbres al proceso de disen˜o estructural, esta estrategia busca espec´ıficamente, un compor-
tamiento estructural menos sensible a las variaciones de sus para´metros. Ambas formulaciones de
optimizacio´n estructural no determin´ısticas involucran variaciones aleatorias de comportamien-
to en el proceso de bu´squeda del disen˜o o´ptimo. Sin embargo, las dos aproximaciones difieren
en algunos aspectos fundamentales, principalmente en lo referente a que la solucio´n o´ptima de
disen˜o robusto exhibe, en general, un incremento en la confiabilidad.
Podemos decir en forma muy general, que RBDO busca satisfacer requerimientos de confiabilidad
teniendo en cuenta la variaciones en los para´metros de entrada (descritos por funciones de prob-
abilidad conocidas), lo que implica mover la media de la funcio´n de comportamiento estructural
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Figura 4.2: Concepto de confiabilidad y robustez. Adaptado de [31]
hacia un valor considerado como seguro; mientras que el disen˜o robusto, es implementado para
disminuir la variabilidad del comportamiento estructural ante variaciones inesperadas. La figura
4.2 muestra la diferencia conceptual entre estas dos estrategias.
Por otro lado algunos autores como [19], consideran que RBDO esta´ orientado hacia proble-
mas de seguridad estructural frente a eventos extremos, mientras que el disen˜o robusto pone
mayor e´nfasis en el ana´lisis del comportamiento estructural bajo fluctuaciones de sistema du-
rante toda la vida de servicio. As´ı que en particular, las pe´rdidas esperadas al considerar un
problema RBDO esta´n t´ıpicamente asociadas con dan˜os inducidos de manera directa o indi-
recta por eventos fuertes, mientras que las pe´rdidas esperadas en disen˜o robusto usualmente
consisten en costos causados por baja calidad en el comportamiento estructural, como costos de
mantenimiento, reparacio´n y monitoreo entre otros.
Cap´ıtulo 5
Formulacio´n de RBDO por SVM y
PSO
En este cap´ıtulo se presenta la metodolog´ıa de optimizacio´n basada en confiabilidad propuesta
en este documento. En ella se usan dos estrategias extra´ıdas de estudios realizados en a´reas
concernientes a soft computing:
Dentro de las estrategias de aprendizaje estad´ıstico, se seleccionaron las ma´quinas de so-
porte vectorial (SVM), por su notable capacidad de solucionar tareas de clasificacio´n no
lineal. Aqu´ı se empleara´n como un sustituto de la funcio´n de estado l´ımite en el ana´lisis de
confiabilidad.
Por el otro, debido a sus buenas caracter´ısticas en la bu´squeda de mı´nimos sobre espa-
cios multidimensionales, complejos y discretos, se tomo´ el enfoque optimizacio´n mediante
enjambre-part´ıcula, conocido como PSO por su sigla en ingle´s (Particles Swarm Optimiza-
tion), para direccionar el proceso general de optimizacio´n estructural.
5.1. Descripcio´n.
5.1.1. Ana´lisis de confiabilidad
El ana´lisis de confiabilidad implementado en esta investigacio´n, esta´ basado en simulaciones
de Monte Carlo con muestreo de importancia y emplea una funcio´n de estado l´ımite sustituta,
prove´ıda por una ma´quina de soporte vectorial debidamente entrenada. Como se menciono´ en
la seccio´n 2.4, el ana´lisis de confiabilidad sera´ realizado mediante la solucio´n de una tarea de
clasificacio´n (p.e. clase -1, si la muestra esta´ en zona de falla F ; clase 1, en otro caso), la idea
es reemplazar el modelo de elementos finitos de la estructura, por una funcio´n sustituta capaz
de identificar si una muestra, es decir, un conjunto de variables de disen˜o, esta´ en estado de
falla o no. La seleccio´n de este algoritmo, sobre otros basados en aprendizaje estad´ıstico para
clasificacio´n, radica en la posibilidad de explotar su caracter´ıstica llamada margen1, para re-
ducir el nu´mero de muestras requeridas en el ajuste de la funcio´n de estado l´ımite sustituta. El
1ver definicio´n en seccio´n A
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margen esta´ limitado por dos hiperplanos que definen las fronteras de clasificacio´n, es decir que
fuera del margen, la ma´quina de soporte vectorial asigna una correcta clasificacio´n a cualquier
punto, segu´n las muestras previas usadas para su entrenamiento. De esta forma, so´lo muestras
contenidas en el margen proveera´n informacio´n de intere´s, si se desea conseguir un mejor ajuste
de la frontera de decisio´n en la zona muestreada.
Presentado de manera muy general, el proceso consiste en generar primero muestras segu´n la
funcio´n de distribucio´n conjunta para el muestreo de importancia h(x) (que en nuestro caso se
asume normal), alrededor del punto de falla ma´s probable (MPFP); de ellas se selecciona aleato-
riamente un pequen˜o grupo para ser evaluado anal´ıticamente (p.e. con un FEM) y as´ı determinar
si corresponden o no al estado de falla estructural. Con este conjunto entrada-salida se realiza el
primer entrenamiento de la SVM para obtener el primer ajuste de la funcio´n de estado l´ımite.
Ahora se selecciona un nuevo grupo de para´metros, esta vez solamente entre aquellos puntos
que se encuentren al interior de la margen, este grupo es de nuevo evaluado anal´ıticamente para
determinar a que´ clase pertenecen y la SVM es reajustada con estos patrones adicionales. Este
proceso continu´a hasta que el margen es lo suficientemente estrecha y se consigue entonces la
funcio´n sustituta buscada. El algoritmo de ajuste de la SVM es mostrado es la seccio´n siguiente,
adema´s, una exhaustiva presentacio´n y verificacio´n de esta aproximacio´n es presentada en [28].
Como en general no es posible conocer a priori el MPFP para un conjunto de variables ba´sicas,
a continuacio´n se explica como fue ajustada la anterior metodolog´ıa, para incluir tambie´n el
rastreo de este punto. Se requiere una muestra inicial conocida sobre la regio´n de falla, e´sta es
nombrada el MPFP inicial. A partir de e´l, se selecciona el punto con mayor probabilidad respecto
a las variables ba´sicas, a una distancia no mayor a la desviacio´n esta´ndar de h(x); este punto
es evaluado anal´ıticamente para determinar si pertenece o no al estado de falla, si es as´ı, es
nombrado como el nuevo MPFP y el proceso continu´a. Cuando se alcanza un punto en la regio´n
segura, se generan algunas muestras al rededor del MPFP actual y se inicia el entrenamiento de
la SVM como se explico´ en el pa´rrafo anterior. Despue´s de cada ciclo de aprendizaje de la SVM,
se realiza un amplio muestreo que es evaluado so´lo mediante la funcio´n sustituta recie´n ajustada,
entre aquellos puntos estimados como en zona de falla, se extrae el que tenga mayor probabilidad
respecto a las variables ba´sicas. Este punto es evaluado anal´ıticamente y si realmente esta´ sobre
F y su probabilidad es superior a la del MPFP actual, es nombrado como el nuevo MPFP y
el muestreo para el pro´ximo ajuste de la SVM es actualizado al rededor de e´l. La figura 5.1
esquematiza el proceso de ajuste de la frontera de decisio´n de la ma´quina de soporte vectorial,
hacia una funcio´n de estado l´ımite.
Una vez esta´ concluido el proceso de aprendizaje de la SVM, la probabilidad de falla del sistema
es estimada mediante la ecuacio´n 2.14, con relacio´n a un copioso muestreo de importancia rea-
lizado al rededor del MPFP finalmente encontrado, siendo todas las muestras ahora evaluadas
por la funcio´n de estado l´ımite sustituta.
Recordando que es necesario solucionar un modelo de elementos finitos para conocer si un punto
sobre el espacio de variables ba´sicas esta´ en falla o no, el uso de una funcio´n sustituta reduce con-
siderablemente el tiempo de ca´lculo en un ana´lisis de confiabilidad. Como adema´s se esta´ usando
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Figura 5.1: Ajuste activo de la SVM y rastreo de MPFP para ana´lisis de Confiabilidad
un bajo nu´mero de muestras para el ajuste del hiperplano de decisio´n, la reduccio´n en el costo
computacional es notoria. En la seccio´n 6.3 se presentan diferentes ejemplos usados para evaluar
el comportamiento del algoritmo descrito para el ana´lisis de confiabilidad.
5.1.2. Optimizacio´n basada en confiabilidad mediante PSO
Como se menciono´ antes, se usara´ el algoritmo PSO para direccionar la bu´squeda en el
problema de optimizacio´n estructural. En la seccio´n 3.4.2 se describio´ el me´todo y se presento´ la
simple ecuacio´n que rige el comportamiento de cada part´ıcula dentro del grupo. El algoritmo
aqu´ı implementado cuenta con dos de las sugerencias encontradas en la literatura para mejorar
su rendimiento. Primero, se incluyo´ el factor de inercia variable, iniciando con un w grande para
promover la exploracio´n global y finalizando con uno pequen˜o que refine la solucio´n. Segundo,
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se implemento el control de velocidad sobre las part´ıculas que violan restricciones, con el fin de
guiarlas a bu´squedas sobre el espacio admisible P.
La optimizacio´n estructural basada en confiabilidad es de hecho, una bu´squeda de mı´nimos
sujeta a restricciones, sin embargo el me´todo de PSO fue propuesto originalmente para solucionar
problemas de optimizacio´n no restringida. As´ı que, para viabilizar el uso de PSO en RBDO, es
necesario realizar una trasformacio´n de la funcio´n de costo original restringida, a una modificada
sin restricciones que refleje la cantidad de ellas infringidas. Aqu´ı se usara´ la siguiente funcio´n de
penalizacio´n dina´mica2 sugerida por [49] por su eficiente comportamiento.
fm(s) =
{
f(s) si s ∈ P
f(s) + n
√
n viol(s) en otro caso
viol(s) =
m∑
j=1
Θ(Cj(s))C
β
j (s)
(5.1)
Donde n es en nu´mero de la iteracio´n (o generacio´n), β = 1 si la restriccio´n violada Cj(s) < 1,
en otro caso β = 2. Adema´s: si Cj(s) ≤ 0,001, Θ = 0,1f(s); si Cj(s) ≤ 0,1, Θ = 0,2f(s); si
Cj(s) ≤ 1, Θ = 1f(s) ; sino Θ = 3f(s).
En forma muy general, se puede describir el comportamiento del algoritmo as´ı: primero se ubica
cada part´ıcula si de manera aleatoria sobre el espacio de bu´squeda, para cada i -e´simo individuo
se avalu´a la funcio´n de costo f(si) y se calcula el valor de las restricciones C(si). Luego se en-
cuentra la forma penalizada fm(si) que es el valor finalmente utilizado para calificar la aptitud
de todas las part´ıculas. Para cada individuo se determina la posicio´n de la mejor aptitud alcan-
zada en su historia y para el grupo, la posicio´n del mejor individuo. Una vez obtenida toda la
informacio´n, se emplea la ecuacio´n 3.9 para determinar las nuevas posiciones del grupo, haciendo
siempre control de velocidad sobre las part´ıculas que no cumplen con alguna restriccio´n y dis-
minuyendo el factor inercial conforme incrementa el nu´mero de iteraciones. Una vez se tiene las
nuevas posiciones, se evalu´an f(s) y C(s) y el proceso se repite hasta que algu´n criterio de paro
es alcanzado.
El caso de RBDO cuenta no so´lo con restricciones deterministas, sino tambie´n con una probabi-
lista. Espec´ıficamente, la probabilidad de falla estructural Pˆf no debe superar un l´ımite admisible
Pa. Como el ana´lisis de confiabilidad para una muestra requiere un esfuerzo computacional alto,
so´lo se iniciara´n las estimaciones de Pˆf una vez el algoritmo de bu´squeda inicie la convergencia,
es decir, cuando las part´ıculas no este´n dispersas sobre todo el espacio de bu´squeda, sino que
este´n concentradas en un sector refinando la solucio´n. Adicionalmente, en este estudio so´lo se
considera necesario el ca´lculo de Pˆf para part´ıculas que no hallan violado ninguna restriccio´n
determinista.
De la misma manera, comprendiendo que sobre el espacio de variables ba´sicas del ana´lisis de
confiabilidad, cada j-e´sima part´ıcula candidata a solucio´n o´ptima, representa la localizacio´n de
la funcio´n de probabilidad conjunta en el ca´lculo de cada Pˆfj (Ver fig.5.1), y que de esta manera,
la funcio´n de estado l´ımite es independiente del estado de bu´squeda en el proceso de optimizacio´n,
y puede ser ajustada simulta´neamente para todos los candidatos a o´ptimo en sus vecindades; se
decidio´ entrenar una sola SMV con todas las muestras seleccionadas al rededor de cada o´ptimo
2Ver. sec. 3.3.2
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posible –en cada generacio´n– buscando as´ı mayor eficacia en la reduccio´n del esfuerzo computa-
cional para el algoritmo RBDO propuesto. En otras palabras, en cada generacio´n del proceso
de optimizacio´n, y partiendo de un muestreo inicial aleatorio de patrones entrada-salida cono-
cidos de generaciones anteriores, se entrena una SVM con todas las muestras seleccionadas de
acuerdo a la seccio´n 5.1.1 al rededor de los o´ptimos posibles, para ajustar de forma progresiva
y simulta´nea, la funcio´n de estado l´ımite sustituta comu´n para todos las estimaciones Pˆfj , en
la corriente generacio´n. En la siguiente seccio´n se presenta el algoritmo de RBDO descrito en
seudoco´digo.
Figura 5.2: Ajuste simulta´neo de funcio´n de estado l´ımite sustituta
5.2. Formulacio´n de los algoritmos.
5.2.1. Algoritmo de confiabilidad.
El algoritmo para realizar el ana´lisis de confiabilidad estructural sugerido en este documento
es presentado como sigue:
P.1 : Designar como MPFP un punto conocido en zona de falla F .
P.2 : Rastrear punto A de ma´xima probabilidad respecto a variables ba´sicas P V B a distancia
≤ std(h(x)) desde MPFP.
P.3 : Si punto A ∈ F ⇒ MPFP←A y regresar a P.2.
P.4 : Generar N muestras centradas en MPFP, calcular su PVB y seleccionar conjunto de puntos
X.
P.5 : Evaluar anal´ıticamente f(X).
P.6 : Agregar [X, f(X)] al conjunto de entrenamiento Mtrain.
P.7 : Entrenar la SVM con Mtrain y calcular margen.
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P.8 : Evaluar con SVM las N muestras generadas y estimar la probabilidad de falla Pˆf
P.9 : Seleccionar PD como el punto ∈ F con ma´xima P V B.
P.10: Si P V BPD > P
V B
MPFP ⇒ MPFP ← PD ∧ generar N muestras localizadas en nuevo MPFP y
evaluarlas con SVM.
P.11: Si ∆Pˆf ≈ 0 o´ margen estrecha ⇒ P.13
P.12: Seleccionar nuevo conjunto X dentro del margen y regresar a P.5
P.13: Generar 10N muestras centradas en MPFP, evaluarlas con SVM y calcular Pˆf definitivo.
5.2.2. Algoritmo de RBDO.
La formulacio´n matema´tica para la optimizacio´n estructural basada en confiabilidad es pre-
sentada en la ecuacio´n 4.1. Todo el proceso de optimizacio´n basado en confiabilidad sigue la
secuencia mostrada en el diagrama de flujo de la figura 4.1. Aqu´ı se presenta el algoritmo sug-
erido en este documento mediante el uso de PSO y SVM.
P.1 : Inicializar variables y generar un muestreo s en el espacio de bu´squeda.
P.2 : Evaluar anal´ıticamente funcio´n objetivo f(s); determinar restricciones C(s) y calcular
funcio´n de costo penalizada fm(s).
P.3 : Asignar mejor posicio´n de c/individuo pki ← si, Mejor aptitud Gi ← fm(si) y hallar
posicio´n del mejor individuo pkg ← s(min(G)).
P.4 : Calcular nuevos s segu´n ecuacio´n 3.9. X← [X ∪ s]
P.5 : Evaluar f(s), C(s)
P.6 : Evaluar convergencia, si NO inicio´ ⇒ P.11
P.7 : ∀i, si C(si) < 0⇒ xj ← si; j=j++. (Chequeo restriccio´n determinista).
P.8 : Seleccionar muestra inicial de entrenamiento M a partir de X.
P.9 : Ana´lisis de confiabilidad: entrenar una SVM y estimar Pˆfj ∀xj .
P.9.1: Ajustar SVM con patrones M y calcular margen.
P.9.2: ∀xj seleccionar MPFPj y generar muestreo a su alrededor.
P.9.3: ∀j estimar la probabilidad de falla Pˆfj
P.9.4: Si ∆Pˆf ≈ 0 o´ margen estrecha ⇒ P.9.7
P.9.5: ∀xj seleccionar muestras mj ∈ margen, evaluar f(mj).
P.9.6: M ← [M ∪mj ]. Regresar a P.9.1
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P.9.7: ∀xj Generar muestras centradas en MPFPj , evaluarlas con SVM y calcular Pˆfj
definitivo
P.10: Si Pˆfj > Pa ⇒ agregar restriccio´n probabilista al correspondiente C(si) de P.7
P.11: Calcular fm(s)
P.12: ∀i, Si fm(si) < Gi ⇒ pki ← si ∧ Gi ← fm(si)
P.13: pkg = s(min(G))
P.14: Si chequeo de convergencia satisfecho ⇒ Detener, sino ⇒ P.4
Cap´ıtulo 6
Casos de estudio
6.1. Optimizacio´n no restringida con PSO.
En esta seccio´n, un conjunto de pruebas de referencia para el problema de optimizacio´n
sin restricciones son presentas y confrontadas con resultados obtenidos por otros autores para
verificar el buen comportamiento del algoritmo de optimizacio´n, que fue implementado mediante
la teor´ıa de Particle Swarm Optimization–PSO (ver Sec. 3.4.2). Para todos los casos se utilizo´ el
algoritmo descrito considerando el control de velocidad sobre las part´ıculas y el para´metro inercial
w adaptativo.
Funcio´n Rosenbrock:
Es conocida como la funcio´n banana por tener esta forma caracter´ıstica. Matema´ticamente
se expresa mediante la ecuacio´n 6.1. Esta funcio´n bivariada tiene un mı´nimo global con valor
o´ptimo igual a cero en el punto (1,1).
f(x) = 100
(
x2 − x21
)2 + (1− x1)2 (6.1)
La figura 6.1 muestra el resultado de la optimizacio´n para una poblacio´n de 15 part´ıculas despue´s
de 30 iteraciones. Los para´metros utilizados en la bu´squeda son c1 = c2 = 1,5 y χ = 0,7; el peso
w fue ajustado gradualmente durante las iteraciones variando desde 1.5 hasta 0.5. Exploraciones
adicionales se realizaron para confrontar los resultados con otros autores como se muestra en la
tabla 6.1. La complejidad de esta optimizacio´n radica en la gran porcio´n plana (derivadas nulas)
en forma de arco de la funcio´n con valores cercanos al mı´nimo global.
Este Documento Referencia [26]
Error de estimacio´n 0.5% 1%
Evaluaciones de funcio´n 2000 3500
Tabla 6.1: Funcio´n Rosenbrock. Evaluacio´n de comportamiento de PSO
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Figura 6.1: Vista 3D y en contornos de la funcio´n Banana.
Funcio´n Eggcrate:
Esta funcio´n bivariada se describe matema´ticamente en la ecuacio´n 6.2. Su mı´nimo global
tiene como valor o´ptimo el cero y esta´ localizado en las coordenadas (0,0). La caracter´ıstica de
esta funcio´n es la presencia de multiples mı´nimos locales sime´tricos y un solo mı´nimo global.
f(x) = x21 + x
2
2 + 25
(
sin2 x1 + sin2 x2
)
(6.2)
Figura 6.2: Vista 3D y en contornos de la funcio´n Eggcrate.
La figura 6.2 muestra el resultado de la optimizacio´n para una poblacio´n de 10 unidades de
bu´squeda despue´s de 25 iteraciones. Los para´metros utilizados para la bu´squeda son c1 = c2 = 1,5
y χ = 0,7; el peso w fue ajustado gradualmente durante las iteraciones variando desde 1.5 hasta
0.5. Las exploraciones adicionales se resumen en la en la tabla 6.2.
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Este Documento Referencia [26]
Error de estimacio´n 0.2% ¡1%
Evaluaciones de funcio´n 1000 2000
Tabla 6.2: Funcio´n Eggcrate. Evaluacio´n de comportamiento de PSO
Funciones de Griewank y F10:
Son funciones objetivo escalables, no lineales y no separables que pueden ser usadas con
cualquier nu´mero N de variables. Las funciones Griewank (o´ F8) y F10 son presentadas en las
ecuaciones 6.3 y 6.4 respectivamente. En ambas formulaciones la suma de los te´rminos cuadrados
inducen formas parabo´licas, mientras que las funciones perio´dicas crean ondas sobre las superficies
parabo´licas, generando un espacio de bu´squeda altamente complejo con innumerables mı´nimos
locales, pero un solo mı´nimo global igual a cero cuando todas las N variables son tambie´n iguales
a cero.
f(x) = 1 +
N∑
i=1
x2i
4000
−
N∏
i=1
cos
(
xi
/√
i
)
(6.3)
f(x) =
N−1∑
i=1
(
x2i + x
2
i+1
)0,25 [sin2 (50 (x2i + x2i+1)0,1)+ 1] (6.4)
Las figuras 6.3 y 6.4 presentan las superficies de bu´squeda y el resultado de la optimizacio´n,
considerando funciones de so´lo dos variables (N = 2) y c1 = c2 = 2,0; χ = 1,0; w ∈ [1,2 0,4]
como para´metros del algoritmo. Adema´s, la tabla 6.3 resume las exploraciones realizadas que
corroboran el buen comportamiento del algoritmo de optimizacio´n, para el caso de las funciones
evaluadas, usando 10 y 50 variables. Se uso´ una poblacio´n de 100 part´ıculas en todos los casos.
Figura 6.3: Vista 3D y en contornos de la funcio´n F8.
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Figura 6.4: Vista 3D y en contornos de la funcio´n EF10.
Este Documento Referencia [21]
F8 F10 F8 F10
Dimensiones (N) 10 50 10 50 10 50 10 50
Solucio´n media 0.057 0.009 7e-5 3.5 0.093 0.011 0.009 2.895
Evaluaciones de funcio´n 4e5 4e5 4e5 4e5 4e5 4e5 4e5 4e5
Tabla 6.3: Funciones F8 y F10. Evaluacio´n de comportamiento de PSO
6.2. Optimizacio´n restringida con PSO.
A continuacio´n se presentan los diferentes casos evaluados con el fin de verificar el com-
portamiento del algoritmo de optimizacio´n implementado, en presencia de problemas con res-
tricciones. Las restricciones fueron incluidas dentro del algoritmo de optimizacio´n basado en
PSO, mediante la construccio´n de una nueva funcio´n de costo, usando el me´todo de penalizacio´n
dina´mica que fue explicado en la seccio´n 5.1.2. Se estudiaron casos tanto de funciones objetivo
conocidas, que llamaremos en adelante expl´ıcitas, como aquellas que dependen de ca´lculos sobre
modelos de elementos finitos, que aqu´ı sera´n llamadas impl´ıcitas. Adema´s, para dar completez a
la evaluacio´n, se trataron ejemplos en espacio tanto continuos como discretos.
6.2.1. Funciones objetivo expl´ıcitas.
Para todos los casos se usaron c1 = c2 = 2,0; χ = 0,73 y w ∈ [1,2 0,1] como para´metros del
algoritmo de bu´squeda, con una poblacio´n de 100 part´ıculas en cada caso.
Problema 1:
Se evalu´a una funcio´n parabo´lica bivariada con dos restricciones como lo muestra la ecuacio´n
6.5. El espacio de bu´squeda se considera continuo. El mı´nimo valor conocido (o´ptimo) de la
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funcio´n es 1.39346.
minimizar f(x) = (x1 − 2)2 + (x2 − 1)2
s.t.
x1 = 2x2 − 1 ∧
x21
/
4 + x22 − 1 ≤ 0
(6.5)
La figura 6.5 presenta la funcio´n de costo despue´s de incluir la restricciones a trave´s de la
penalizacio´n y el comportamiento del algoritmo de optimizacio´n. De la misma manera, la tabla
6.4 presenta el resultado obtenido y lo compara con otros autores.
Figura 6.5: Vista 3D y en contornos del Problema 1.
Problema 2:
Se trata de una funcio´n cu´bica bivariada sobre un espacio continuo con seis restricciones.
(Ver ec.6.6) El valor o´ptimo de la funcio´n es -6961.8138.
minimizar f(x) = (x1 − 10)3 + (x2 − 20)3
s.t.
100− (x1 − 5)2 − (x2 − 5)2 ≤ 0
(x1 − 6)2 + (x2 − 5)2 − 82,81 ≤ 0
13 ≤ x1 ≤ 100 ∧ 0 ≤ x2 ≤ 100
(6.6)
La figura 6.6 presenta la funcio´n de costo despue´s de incluir la restricciones a trave´s de la
penalizacio´n y el o´ptimo alcanzado por PSO.
Problema 3:
Aqu´ı se evalu´a una funcio´n no lineal de 7 variables sobre un espacio continuo. Se consideran
igualmente 18 restricciones diferentes como se muestra en la ecuacio´n 6.7. El valor o´ptimo de la
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Figura 6.6: Vista 3D y en contornos del Problema 2.
funcio´n es 680.63005.
minim.
f(x) = (x1 − 10)2 + 5 (x2 − 12)2 + x43 + 3 (x4 − 11)2+
10x65 + 7x
2
6 + x
4
7 − 4x6x7 − 10x6 − 8x7
s.t.
−127 + 2x21 + 3x42 + x3 + 4x24 + 5x5 ≤ 0
−282 + 7x1 + 3x2 + 10x23 + x4 − x5 ≤ 0
−196 + 23x1 + x22 + 6x26 + 8x7 ≤ 0
4x21 + x
2
2 − 3x1x2 + 2x23 + 5x6 − 11x7 ≤ 0
−10 ≤ xi ≤ 10 ∀i
(6.7)
En la tabla 6.4 se presenta el valor o´ptimo alcanzado por el algoritmo de bu´squeda y se compara
con resultados obtenidos por otros autores.
Problema 4:
En la ecuacio´n 6.8 se presenta la funcio´n restringida de Himmeblau. El espacio de bu´squeda
se considera continuo. Este caso es interesante pues cada cuadrante del espacio de bu´squeda
contiene un mı´nimo local, dos de ellos ubicados sobre la frontera de restriccio´n. Los mı´nimos se
localizan en las coordenadas (3.0,2.0); (-2.805,3.131); (-3.779,-3.282) y (3.584,-3.002) [35].
minimizar f(x, y) =
(
x2 + y − 11)2 − (x+ y2 − 7)2
s.t.
−x sin y − 0,5 ≤ 0
−5 ≤ x, y ≤ 5
(6.8)
El espacio de disen˜o no convexo y el comportamiento del algoritmo de optimizacio´n son mostrados
en la figura 6.7. Es importante notar que el algoritmo es capaz de hallar todos los mı´nimos
relevantes, por lo que evidencia capacidad de desarrollar bu´squedas del tipo multi-objetivo.
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Figura 6.7: Vista 3D y en contornos del Problema 4.
Este Documento Referencia [21]
Problema 1 2 3 1 2 3
Mejor Solucio´n 1.3934 -6959.15 680.663 1.3934 -6961.88 680.635
Suma R.V. 2.0e-5 0.0 1.9e-5 2.0e-5 1.9e-5 1.3e-3
Evaluaciones de funcio´n 5.0e4 5.0e4 1.0e5 1.0e5 1.0e5 1.0e5
R.V.=Restricciones Violadas
Tabla 6.4: Funciones restringidas. Evaluacio´n de comportamiento de PSO
6.2.2. Funciones objetivo impl´ıcitas.
Armadura de 10 barras:
Este es uno de los problemas de referencia t´ıpicos usados para probar me´todos de opti-
mizacio´n. La figura 6.8 muestra la configuracio´n estructural y estado de cargas evaluado. Se
trata de una optimizacio´n de taman˜o de elementos estructurales, tomando como variables de
disen˜o las a´reas transversales de las barras. Se busca el menor peso de la armadura sujeto a
desplazamientos nodales inferiores a 2in (medidos horizontal o verticalmente), y a esfuerzos en
las barras menores a σa = 25,000psi, tanto en tensio´n como compresio´n. Se considera un material
con un mo´dulo de elasticidad E = 107psi y un peso volume´trico de 0,1Lb/in3. Cada muestra
fue analizada mediante un programa de ana´lisis estructural para armaduras planas basado en
elementos finitos tomado de [10].
El espacio de bu´squeda es considerado discreto. Los a´reas de los miembros nu´mero 1, 3, 4, 7, 8
y 9 pueden tomar so´lo algu´n valor de los siguientes: 3.13, 3.38, 3.47, 3.55, 3.63, 3.84, 3.87, 3.88,
4.18, 4.22, 4.49, 4.59, 4.80, 4.97, 5.12, 5.74, 7.22, 7.97, 11.5, 13.5, 13.9, 14.2, 15.5, 16.0, 16.9, 18.8,
19.9, 22.0, 22.9, 26.5, 30.0 y 33.5 en in2. Los dema´s miembros pueden tomar a´reas de la siguiente
lista: 1.62, 1.80, 1.99, 2.13, 2.38, 2.62, 2.63, 2.88, 2.93, 3.09, 3.13, 3.38, 3.47, 3.55, 3.63, 3.84, 3.87,
3.88, 4.18, 4.22, 4.49, 4.59, 4.80, 4.97, 5.12, 5.74, 7.22, 7.97, 11.5, 13.5, 13.9 y 14.2 tambie´n en in2.
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Figura 6.8: Armadura de 10 barras.
Como para´metros del algoritmo de bu´squeda, se emplearon c1 = c2 = 2,5; χ = 0,8; w ∈ [1,5 0,5]
y 80 part´ıculas en 50 generaciones.
Este Documento Referencia [42]
Elemento Areas (in2) Areas (in2)
1 33.5 33.5
2 1.62 1.62
3 22.9 22.9
4 14.2 15.5
5 1.62 1.62
6 1.62 1.62
7 7.97 7.22
8 22.9 22.9
9 22.0 22.0
10 1.62 1.62
Iteraciones 4000 4000
Peso(lb)* 5490.7 5499.3
Peso(lb)** 5540 6155
*Mejor solucio´n alcanzada
***Solucio´n media en 200 simulaciones
Tabla 6.5: Armadura de 10 barras. Resultado de la optimizacio´n DBO
La tabla 6.5 presenta los resultados obtenidos en la optimizacio´n despue´s de realizar 200 sim-
ulaciones de 4000 iteraciones cada una. El comportamiento del algoritmo es adecuado pues se
alcanza un bajo peso de la estructura sin violacio´n a restricciones. Adema´s, comparado con los
resultados reportados en la referencia, el algoritmo se muestra ma´s robusto pues las estimaciones
en las 200 simulaciones son mucho ma´s cercana al menor valor hallado.
CAPI´TULO 6. CASOS DE ESTUDIO 42
Po´rtico 3D de 6 pisos:
Se aborda el ana´lisis de un po´rtico tridimensional de 6 pisos estudiado antes por [34], con 63
elementos y 180 grados de libertad como se muestra en la figura 6.9. La longitud de las vigas
es 7.32m y la altura de entrepiso de 3.66m. So´lo se considera un caso de carga, que consiste
en unas verticales de 17KPa uniformemente distribuidas sobre todos los niveles de piso y unas
cargas puntuales laterales de 100kN aplicadas en cada nodo del frente del edificio en la direccio´n
Z. Adema´s se supone construido con perfiles laminados de acero estructural en forma de I,
de acuerdo los taman˜os disponibles en las tablas del manual de construcciones en acero de la
AISC [2] y con mo´dulo de elasticidad E = 200GPa y esfuerzo de fluencia σy = 250MPa. La
funcio´n objetivo a minimizar es el peso de la estructura, sujeto a restricciones de esfuerzos en
los miembros y deriva de entrepiso; as´ı mismo, se toman como variables de disen˜o la altura h
y la base b del perfil. Adicionalmente, los elementos estructurales son divididos en cinco grupos
diferentes como se muestra en la gra´fica (esto es un procedimiento comu´n en estructuras civiles
por consideraciones constructivas y de simetr´ıa), as´ı que el nu´mero total de variables de disen˜o
consideradas sobre el espacio discreto es de 10.
Figura 6.9: Po´rtico 3D de seis pisos. Adaptado de [34]
Como restricciones de disen˜o sobre la optimizacio´n se fijan: la deriva de entrepiso ma´xima per-
misible como 1,5% de la altura de piso; y los esfuerzos l´ımites permisibles de cada elemento,
especificados de acuerdo a la no excelencia de la relacio´n de esfuerzos combinados q, para ele-
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mentos laminados en po´rticos resistentes a momento dada por la ecuacio´n 6.9.
q = faFa +
fyb
F yb
+ f
z
b
F zb
≤ 1,0 si faFa ≤ 0,15
q = fa0,60σy +
fyb
F yb
+ f
z
b
F zb
≤ 1,0 si faFa > 0,15
(6.9)
donde: fa, f
y
b y f
z
b son en su orden, los esfuerzos axial a compresio´n, flexionante para el eje y
y flexionante para el eje z calculados; y Fa, F
y
b y F
z
b son los esfuerzos admisibles a compresio´n
y a flexio´n para los ejes y y z respectivamente. Como en el problema anterior, cada muestra
es analizada mediante un programa de ana´lisis estructural basado en elementos finitos, esta vez
para po´rticos tridimensionales, tomado de [10].
Grupo Perfil selec.
1 W18x46
2 W33x118
3 W33x118
4 W44x230
5 W12x190
Eval. FEM 625
Peso(kN) 629.01
Suma R.V 0.00
R.V.=Restricciones Violadas
Tabla 6.6: Po´rtico 3D de seis pisos. Resultado de la optimizacio´n DBO
La tabla 6.6 presenta el mejor resultado de la optimizacio´n despue´s de 50 diferentes simulaciones.
Como para´metros del algoritmo de bu´squeda, se emplearon c1 = c2 = 2,5; χ = 0,73; w ∈ [1,5 0,5]
y 25 part´ıculas en 25 generaciones para un total de 625 llamadas al modelo de elementos finitos
(FEM). En la referencia [34] se presenta como mejor resultado a este problema, un peso de
661KN para 834 evaluaciones del FEM; adema´s, all´ı se muestran diferentes configuraciones de
su algoritmo de optimizacio´n con diversos niveles de violacio´n a restricciones, llamadas al FEM
y pesos o´ptimos alcanzados, que comparado con el valor medio del peso estructural encontrado
en este documento de 717kN, con cero violacio´n a restricciones, nos permite concluir que el
algoritmo evaluado se comporta adecuadamente y presenta un nivel de desempen˜o satisfactorio.
6.3. Ana´lisis de Confiabilidad con SVM.
En esta seccio´n se presentan los diferentes problemas que se evaluaron con el objeto de
determinar la eficiencia del algoritmo implementado, basado en ma´quinas de soporte vectorial
(SVM), para la estimacio´n de la probabilidad de falla. Para el entrenamiento de las SVM se
uso´ el algoritmo de optimizacio´n mı´nima secuencial, conocido como SMO por su sigla en ingle´s
(Sequential Minimal Optimization), que es presentado en la seccio´n A.2. Para ello, se adapto´ el
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paquete desarrollado por G. Cawley [9] de SVM sobre Matlab c©1, para incluir el aprendizaje
activo, es decir, el proceso de ajuste progresivo del hiperplano de decisio´n, mediante la seleccio´n
de muestras dentro de la margen, segu´n se explico´ en la seccio´n 5.1.1.
6.3.1. Funciones expl´ıcitas.
Problema 1:
La primera funcio´n de estado l´ımite considerada es mostrada en la ecuacio´n 6.10, do´nde las
dos variables ba´sicas se suponen normales, esta´ndar, independientes y tiene un punto de disen˜o
conocido en (-2.36, 2.19).
g(x) = 4− 4(x1 − 1)2/25− x2 = 0 (6.10)
La figura 6.10 presenta el resultado de la estimacio´n de confiabilidad con el me´todo propuesto
en 5.1.1. A la izquierda se presenta la superficie de decisio´n ajustada por la ma´quina de soporte
vectorial, las muestras empleadas y el punto de disen˜o estimado. A la derecha se muestra para
100 realizaciones, la funcio´n de distribucio´n de la probabilidad de falla estimada: a) por muestreo
de importancia al rededor del punto de falla conocido, con funcio´n de probabilidad h(x) normal
esta´ndar y b) mediante la superficie de decisio´n sustituta generada por la SMV.
Figura 6.10: Superficie de decisio´n sustituta y distribucio´n de probabilidad de Pˆf para 100 real-
izaciones
El nu´mero de muestras requeridas para el ana´lisis de confiabilidad, es considerablemente ma´s
bajo que aquel necesario para este ana´lisis por muestreo de importancia, esto debido a las ya
mencionadas ventajas ofrecidas por el uso de ma´quinas de soporte vectorial en confiabilidad, sin
embargo, el nu´mero es superior al reportado en [29] de 19 muestras. Esta diferencia se debe a
que en la presente formulacio´n no so´lo se consigue estimar el punto de disen˜o (que se considera
desconocido), sino que se logra reducir la variacio´n en el ca´lculo de pˆf respecto al muestreo de
importancia realizado con 500 muestras al rededor del punto de disen˜o real. La tabla 6.7 resume
los resultados obtenidos.
1Producto registrado por The MathWorks, Inc. — http://www.mathworks.com/
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Problema 2:
Esta es una funcio´n de estado l´ımite en 4 variables ba´sicas normales esta´ndar independientes
(ec. 6.10) con punto de disen˜o conocido sobre (-1.5, -1.5, 1.5, 1.5).
g(x) = x1 + x2 − x3 − x4 + 6 = 0 (6.11)
La figura 6.11 y la tabla 6.7 muestran los resultados obtenidos. Se consigue una correcta es-
timacio´n de la probabilidad de falla. Al igual que en el caso anterior, el nu´mero de muestras
usadas es mucho inferior a las requeridas por IS (con h(x) normal esta´ndar sobre punto de
disen˜o conocido) y superior a las reportadas por [29].
Figura 6.11: Problema 2. Distribucio´n de probabilidad de Pˆf para 100 realizaciones
Problema 3:
Las funciones de estado l´ımite mostradas en la ecuacio´n 6.12, corresponden a los mecanismos
de colapso de un po´rtico plano con 5 ro´tulas pla´sticas, reportado en [29] y conformado por dos
columnas y una viga.
g1(x) = x1 + x2 + x4 + x5 − 5x6
g2(x) = x1 + 2x2 + 2x4 + x5 − 5x6 − 5x7
g3(x) = x1 + 2x3 + x4 − 5x7
(6.12)
Las variables de disen˜o x1 a x5 tiene distribucio´n log-normal con media 60kN y coeficiente de
variacio´n 0.1; mientras que x6 y x7 son variables tipo I-largest con coeficientes de variacio´n igual
a 0.3 y valores medio de 20 y 25 respectivamente. El muestreo de importancia se realiza con
densidad normal localizada en el punto de disen˜o (59.39, 59.30, 58.15, 58.31, 59.29, 26.85, 46.33)
y matriz de covarianza conformada por las desviaciones esta´ndar de las variables ba´sicas sin
momentos cruzados.
En la figura 6.12 y la tabla 6.7 se presentan los resultados obtenidos para 100 realizaciones.
Nuevamente la reduccio´n en el nu´mero de muestras necesarias para la estimacio´n de Pˆf es
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Figura 6.12: Problema 3. Distribucio´n de probabilidad de Pˆf para 100 realizaciones
clara, al igual que la reduccio´n de la variabilidad de la estimacio´n; sin embargo, en este caso se
presenta la subestimacio´n de la probabilidad de falla, de manera mucho ma´s apreciables que en
el problema 1.
Problema 4:
Este ejemplo ha sido estudiado antes por [22]. La funcio´n de estado l´ımite se define segu´n
la ecuacio´n 6.13, donde las tres variables ba´sicas son normales e independientes, con medias
iguales a 600, 1000 y 2 y desviaciones esta´ndar de 30, 33 y 0.1 para las variables x1, x2 y x3
respectivamente.
g(x) = x1 − x2
x3
(6.13)
Es interesante examinar este caso, pues permite evaluar la capacidad del sistema de estimacio´n
de la Pˆf implementado, para enfrentarse a problemas con variables ba´sicas de magnitudes no-
tablemente diferentes. Esto podr´ıa generar problemas considerando que el sistema de aprendizaje
de la SVM selecciona los vectores de soporte, para definir la funcio´n sustituta, de acuerdo a su
proximidad al hiperplano de decisio´n.
Aunque no tan notablemente como en los casos anteriores, el algoritmo basado en SVM consigue
reducir la varianza en el ana´lisis de confiabilidad comparado con aquel desarrollado mediante
muestreo de importancia. El algoritmo requiere en promedio 65 muestras para lograr una correcta
estimacio´n de Pˆf , el resultado final del ca´lculo puede ser evaluado en la figura 6.13 y la tabla 6.7.
6.3.2. Funciones impl´ıcitas.
Armadura de 10 barras:
Aqu´ı se estima la probabilidad de falla de la armadura estudiada en la seccio´n 6.2.2, con-
siderando como falla estructural, el no cumplimiento de alguna de las restricciones mostradas
all´ı referentes a desplazamientos y esfuerzos. Se toman como variables ba´sicas: las a´reas de las
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Figura 6.13: Problema 4. Distribucio´n de probabilidad de Pˆf para 100 realizaciones
Pˆf MC×IS Pˆf SVM×IS
Problema media D.Std. N.C. media D.Std. N.C.
1 0.8094 7.19e-5 500 0.7932 4.20e-5 39.5
2 0.0014 7.82e-5 1000 0.0014 5.21e-5 92
3 0.0172 3.06e-3 1000 0.0142 2.67e-3 119
4 0.0121 5.41e-4 1000 0.0121 5.08e-4 65
D.Std=Desviacio´n esta´ndar; N.C.= Media de evaluaciones de la funcio´n
Tabla 6.7: Funciones expl´ıcitas: ana´lisis de confiabilidad. 100 Realizaciones
10 barras y el mo´dulo de elasticidad del material E; todas son consideradas independientes y
normalmente distribuidas. Los valores medios de las a´reas, son los correspondientes al disen˜o
o´ptimo determinista alcanzado en la seccio´n previa (ver tabla 6.5), mientras que para E se toma
el valor usado atra´s de 107psi. Para todas las variables, 11 en total, se supone un coeficiente de
variacio´n de 0.1 y un espacio aleatorio continuo.
La figura 6.14 presenta el resultado obtenido despue´s de realizar 100 ana´lisis de confiabilidad
para evaluar la dispersio´n en la estimacio´n de Pˆf . Igual que para el caso de funciones impl´ıcitas,
y comparado con los ana´lisis realizados para 1000 muestras por el me´todo de Monte-Carlo crudo,
se consigue reducir tanto el nu´mero de muestras usadas en el ana´lisis, como la variacio´n al rededor
de la media. Sin embargo, se subestima el valor de la probabilidad de falla en un bajo porcentaje
como se muestra en la tabla 6.8. Cabe aclarar que en este caso se usa como referente el ana´lisis
de confiabilidad por Monte-Carlo crudo, porque se desconoce el punto de disen˜o real para el
sistema.
Po´rtico 3D de 6 pisos:
En este ejemplo se realiza el ana´lisis de confiabilidad para el po´rtico de seis pisos estudiado
en la seccio´n 6.2.2. Se utiliza la misma configuracio´n mostrada en la figura 6.9 y se considera
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Figura 6.14: Armadura de 10 barras. Distribucio´n de probabilidad de Pˆf para 100 realizaciones
como estado de falla estructural, cuando alguna de las restricciones sen˜aladas all´ı es violada.
Se suponen como variables ba´sicas, las alturas hi y las bases bi de los 5 grupos de elementos
estructurales (i = 1 . . . 5). Adicionalmente, para considerar la aleatoriedad sobre la calidad del
acero de los perfiles, se toman tambie´n como variables ba´sicas el mo´dulo de elasticidad E y el
esfuerzo de fluencia σy, que caracterizan totalmente el material en este estudio (ana´lisis lineal).
De esta manera se tiene un problema de 12 dimensiones que se evalu´a sobre un espacio continuo.
Sin pe´rdida de generalidad, todas las variables se consideran independientes y normalmente
distribuidas, con valores medios para bi y hi correspondientes al disen˜o o´ptimo determinista
reportado en la tabla 6.6; mientras que para E y σy, aquellos usados como para´metros de ese
disen˜o, es decir, 200GPa y 250MPa respectivamente. Para todas las variables se considera un
coeficiente de variacio´n igual a 0.1.
En la figura 6.15 y la tabla 6.8 se puede evaluar el comportamiento del sistema propuesto para
el ca´lculo de la probabilidad de falla del po´rtico de seis pisos. Es interesante notar que para
probabilidades de falla altas, caso en el cual el centro de las variables ba´sicas en el espacio de
confiabilidad, se encuentra cerca a la superficie de falla, el algoritmo evaluado se muestra en
desventaja frente al me´todo de Monte-Carlo crudo, ya que e´ste es mucho ma´s efectivo (menor
dispersio´n de estimacio´n) en este tipo de problemas; aun as´ı, con un nu´mero menor de muestras,
alcanza a identificar la probabilidad de falla como alta. Por otro lado, para el caso de probabili-
dades de falla bajas, es decir, con el centro de variables ba´sicas lejano a la superficie de estado
l´ımite, el algoritmo evaluado logra reducir la varianza en la estimacio´n de Pˆf respecto a MMC,
usando un nu´mero de muestras menor. Como en los casos anteriormente evaluados, se subestima
la probabilidad de falla en un bajo porcentaje.
Desde la perspectiva del disen˜o estructural, cuyo objetivo es encontrar disen˜os con probabili-
dades de falla bajas, el comportamiento del algoritmo continu´a siendo aceptable, ya que desde
el punto de vista pra´ctico, para disen˜os de probabilidad de falla alta (> 1%), no se requiere un
conocimiento exacto del valor de Pˆf , so´lo interesa calificar el disen˜o como altamente probable
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(a) Centro de variables ba´sicas en o´ptimo DBO (b) Con centro hacia zona segura
determinista hallado atra´s
Figura 6.15: Po´rtico 3D. Distribucio´n de probabilidad de Pˆf para 100 realizaciones
a la falla. Por el contrario, para disen˜os con probabilidades de falla bajas, se requiere una bue-
na calidad en la estimacio´n de Pˆf , si se desea alcanzar un correcto ajuste en el disen˜o solucio´n
definitivo; y en este rango de soluciones, el algoritmo evaluado au´n exhibe buen comportamiento.
Pˆf MMC Pˆf SVM×IS
Problema media D.Std. N.C. media D.Std. N.C.
Armadura 0.536 0.015 1000 0.530 0.012 223
Po´rtico 3D (a) 0.697 0.017 1000 0.647 0.023 295
Po´rtico 3D (b) 0.095 8.7e-3 1000 0.091 6.5e-3 336
D.Std=Desviacio´n esta´ndar; N.C.= Media de evaluaciones de la funcio´n
(a) Centro de variables ba´sicas en o´ptimo DBO– (b) Con centro hacia zona segura
Tabla 6.8: Funciones impl´ıcitas: ana´lisis de confiabilidad. 100 Realizaciones
6.3.3. Ajuste simulta´neo de SVM para diferentes disen˜os.
Como se explico´ en la seccio´n 5.1.2, buscando mayor eficiencia computacional del algoritmo
propuesto para RBDO, en cada generacio´n de la optimizacio´n, se realizara´ el ajuste del hiperplano
de la ma´quina de soporte vectorial simulta´neamente para los candidatos a disen˜o o´ptimo en pro
de obtener sus Pˆf ; esto es, estimar la probabilidad de falla de un conjunto de disen˜os, usando
un so´lo proceso de entrenamiento y una sola funcio´n de estado l´ımite sustituta, prove´ıda por la
SVM entrenada (ver figura 5.2).
Despue´s de realizar numerosas exploraciones, se determino´ que analizar un conjunto superior a
5 disen˜os genera demasiada inestabilidad en el proceso de entrenamiento, lo que contribuye a
elevados tiempos de ca´lculo y a una erro´nea estimacio´n de la probabilidad de falla para cada
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uno de los disen˜os considerados. En este aparte, se realizo´ el ana´lisis de confiabilidad simulta´neo
para 5 diferentes disen˜os de la armadura mostrada en la figura 6.8, suponiendo un coeficiente de
variacio´n de 0.1 al rededor de cada centro de variables ba´sicas y un espacio aleatorio continuo.
Los resultados obtenidos son presentados en la figura 6.16 y la tabla 6.9.
Confrontando el algoritmo propuesto con simulaciones de Monte-Carlo crudo, se puede nueva-
mente encontrar la reduccio´n de varianza en la estimacio´n de la probabilidad de falla, solamente
en aquellos casos donde Pˆf es baja; en caso contrario, se detecta correctamente una alta prob-
abilidad de falla, pero con una variacio´n superior a la presentada por MMC. Para todos los
casos, el nu´mero de muestras requeridas para la estimacio´n de Pˆf mediante la funcio´n sustituta
de la SVM, es menor a la usada por MMC (parte (a) de la figura). Como se menciono´ atra´s,
esto no genera mayor conflicto, sin embargo, los tiempos de ca´lculo requeridos para el entre-
namiento de la SVM con el algoritmo SMO2 son demasiado altos. Para alcanzar unos tiempos
de entrenamiento practicables en esta investigacio´n, se requirio´ permitir una margen amplia, lo
que redujo la capacidad de la SVM en la clasificacio´n, contribuyendo al aumento de la varianza
en la estimacio´n de la probabilidad de falla (parte (b) de la figura).
Candidato a o´ptimo
1 2 3 4 5
Vr medio 0.451 0.028 0.095 0.412 0.367
MMC D. std 0.016 0.004 0.010 0.019 0.014
N.C 5000
Tiempo∗(seg) 318.59
Vr medio 0.428 0.027 0.084 0.391 0.348
SVM D. std 0.030 0.003 0.008 0.023 0.036
M. estrecha ≈ 0,3 N.C 488
Tiempo∗(seg) 30606.3
Vr medio 0.455 0.025 0.067 0.402 0.362
SVM D. std 0.040 0.007 0.017 0.041 0.039
M. amplia ≈ 5 N.C 348
Tiempo∗(seg) 1258.1
D.Std=Desviacio´n esta´ndar; N.C.= Media de evaluaciones de la funcio´n
∗ Tiempo en ejecucio´n secuencial para un PC de escritorio Pentium IV
Tabla 6.9: Ajuste simulta´neo de SVM para 5 disen˜os de la armadura
6.4. RBDO–Disen˜o o´ptimo basado en confiabilidad.
Para ilustrar el comportamiento del algoritmo presentado en la seccio´n 5.1.2, correspondiente
a la optimizacio´n estructural basada en confiabilidad, se evaluaron dos ejemplos analizados por
otros investigadores en la literatura, y que ya han sido usados en este documento como referencia
en ca´lculos previos. Se aborda entonces el problema de encontrar el taman˜o de los elementos
2Ver seccio´n A.2
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(a) con margen estrecha ≈ 0,3
.
(b) con margen amplia ≈ 5
Figura 6.16: Ajuste simulta´neo de SVM. Distribucio´n de probabilidad de Pˆf para 100 realizaciones
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estructurales, con el objeto de conseguir la estructura ma´s liviana. Se considera no so´lo las
restricciones deterministas impuestas sobre esfuerzos y desplazamientos nodales, sino tambie´n
la restriccio´n probabilista correspondiente a la no excedencia de la probabilidad de falla. Como
se explico´ antes, la bu´squeda es direccionada mediante PSO y el ana´lisis de confiabilidad es
realizado usando las SVM.
6.4.1. Armadura de 10 barras.
Usando la misma configuracio´n, para´metros y criterios de falla presentados y analizados en
las secciones 6.2.2 y 6.3.2, se realiza la optimizacio´n basada en confiabilidad de la armadura de
10 barras mostrada en la figura 6.8. Como restriccio´n adicional, se buscara´ una armadura con
una probabilidad de falla no superior a Pa = 10−3. Para todas las variables ba´sicas en el ana´lisis
de confiabilidad, se considera un coeficiente de variacio´n de 10% al rededor del valor medio. Las
variables ba´sicas se resumen en la tabla 6.10 donde si representa el candidato a disen˜o o´ptimo
que requiere el ana´lisis de confiabilidad.
Variable aleatoria Funcio´n de densidad
de probabilidad
Valor medio Desviacio´n
esta´ndar
E (psi) Normal 107 106
A (in2) Normal si 0,1si
Tabla 6.10: Descripcio´n de variables ba´sicas para RBDO–Armadura 10 barras
En la tabla 6.11 se presentan los resultados obtenidos para RBDO por el me´todo propuesto.
Aqu´ı se evaluaron dos alternativas diferentes: la primera, estimando la probabilidad de falla si-
multa´neamente para grupos de 5 candidatos a disen˜o o´ptimo; y la segunda, estimando Pˆf de
forma individual, es decir, una ma´quina de soporte vectorial para cada disen˜o que requiere ana´li-
sis de confiabilidad (sen˜aladas en la tabla como SVM×5 y SVM×1 respectivamente). Los disen˜os
hallados son confrontados con el presentado en la tabla 6.5, correspondiente al me´todo determin-
ista de disen˜o basado en optimizacio´n (DBO) y con aquel obtenido para un RBDO, en el cual
los ana´lisis de confiabilidad son realizados por el me´todo de Monte-Carlo crudo.
Como era de esperarse, los disen˜os hallados para RBDO exceden en peso y costo computa-
cional el disen˜o obtenido por DBO; no obstante, se pasa de una estructura con probabilidad de
falla superior al 60%, a sistemas con confiabilidades no inferiores a 99.9%, lo que indica disen˜os
muy seguros bajo consideraciones de para´metros aleatorios. El algoritmo propuesto basado en
ma´quinas de soporte vectorial, alcanza un disen˜o con una probabilidad de falla baja, usando
un nu´mero de llamadas al modelo de elementos finitos, considerablemente inferior al requerido
por la estrategia de RBDO que emplea el me´todo de Monte-Carlo; sin embargo, los tiempos de
ca´lculo medidos en ejecucio´n secuencial, exhiben una condicio´n desfavorable al me´todo prop-
uesto, debido a los tiempos consumidos en el entrenamiento de las SVM en cada generacio´n.
Para una correcta interpretacio´n de los resultados mostrados, se debe considerar que el modelo
FEM empleado en este ejemplo es extremadamente simple, por lo que su resolucio´n mediante un
FEM-solver cla´sico, tarda so´lo una fraccio´n de segundo. Por consiguiente, en un caso de intere´s
pra´ctico donde el modelo de elementos finitos sea complejo (es decir que involucre un mayor
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nu´mero de grados de libertad), su tiempo de solucio´n sera´ alto y el aporte de la metodolog´ıa
propuesta llegara´ a ser evidente, ya que como se menciono´, se reduce fuertemente el nu´mero de
ana´lisis del modelos elementos finitos, necesarios para el ajuste del disen˜o definitivo. Por otro
lado, es clara la superioridad del enfoque que calcula Pˆfj en grupos de a 5 candidatos a o´ptimo,
sobre aquel de uno a uno, pues se reporta una fuerte reduccio´n en el nu´mero de llamadas al
FEM, que es el principal objetivo de la presente formulacio´n.
DBO RBDO
PSO+MMC PSO+SVM×5 PSO+SVM×1
Elemento Areas (in2)
1 33.5 33.5 30.0 33.5
2 1.62 1.62 1.62 1.62
3 22.9 30.0 22.9 22.0
4 14.2 33.5 16.0 7.97
5 1.62 1.62 7.97 3.38
6 1.62 7.97 7.97 14.2
7 7.97 13.5 11.5 22.9
8 22.9 33.5 22.0 26.5
9 22.0 33.5 22.0 26.5
10 1.62 1.62 4.59 1.62
Pˆf 0.61 0.001 4,5× 10−4 5,9× 10−10
Suma R.V 0.00 0.00 0.00 0.00
Eval. FEM 4000 1352000 35259 65506
tca´lculo (seg) 425 8,12× 104 1,37× 105 2,37× 103
Peso o´ptimo(Lb) 5490.7 8076.4 6171.8 6922.8
R.V.=Restricciones Violadas. — Tiempo en ejecucio´n secuencial
Tabla 6.11: Armadura de 10 barras. Resultado de la optimizacio´n RBDO
6.4.2. Po´rtico 3D de 6 pisos.
Usando la misma configuracio´n, para´metros y criterios de falla presentados y analizados
en las pa´ginas nu´mero 42 y 47, se realiza la optimizacio´n basada en confiabilidad del po´rtico
tridimensional de seis pisos mostrado en la figura 6.9. Como restriccio´n adicional, se buscara´ un
disen˜o con una probabilidad de falla no superior a Pa = 10−3. Para todas las variables ba´sicas
en el ana´lisis de confiabilidad, se considera un coeficiente de variacio´n de 10% al rededor del
valor medio. Las variables ba´sicas se resumen en la tabla 6.12 donde si representa el candidato
a disen˜o o´ptimo que requiere el ana´lisis de confiabilidad.
En la tabla 6.13 se presentan los resultados obtenidos para RBDO por el me´todo propuesto. Los
disen˜os hallados son confrontados con el presentado en la tabla 6.6, correspondiente al me´todo
determinista de disen˜o basado en optimizacio´n (DBO) y con aquel obtenido para un RBDO, en
el cual los ana´lisis de confiabilidad son realizado por el me´todo de Monte-Carlo crudo.
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Variable aleatoria Funcio´n de densidad
de probabilidad
Valor medio Desviacio´n
esta´ndar
E (GPa) Normal 200 20
σy (MPa) Normal 250 25
b, h Normal si 0,1si
Tabla 6.12: Descripcio´n de variables ba´sicas para RBDO–Po´rtico 3D
Los resultados pueden ser evaluados en forma ana´loga a la descrita en el ejemplo anterior. En
resumen: (a) RBDO alcanza un disen˜o mucho ma´s seguro que DBO pero con un esfuerzo com-
putacional mayor; (b) El me´todo propuesto de optimizacio´n basado en confiabilidad PSO+SVM,
reduce el nu´mero de llamadas necesarias al modelo de elementos finitos en todo el ana´lisis, pero la
disminucio´n del esfuerzo computacional no es apreciable sobre los tiempos de ca´lculo reportados,
debido principalmente a la simplicidad del modelo FEM utilizado en el ejemplo; (c) Respecto a
la versio´n que estima Pˆfj de forma individual, es preferible aquella que lo hace en grupos de a 5
candidatos a o´ptimo, pues reduce el nu´mero de llamadas a FEM requeridas para llegar al disen˜o
solucio´n.
DBO RBDO
PSO+MMC PSO+SVM×5 PSO+SVM×1
Grupo Perfil seleccionado
1 W18x46 W30x90 W30x108 W27x84
2 W33x118 W40x211 W21x147 W40x167
3 W33x118 W40x199 W44x335 W40x466
4 W44x230 W40x331 W44x335 W27x368
5 W12x190 W40x199 W36x135 W18x283
Pˆf 0.61 0.001 3,3× 10−4 8,35× 10−4
Suma R.V 0.00 0.00 0.00 0.00
Eval. FEM 625 1078000 35699 62079
tca´lculo (seg) 119 2,02× 105 1,2× 105 5,6× 104
Peso o´ptimo(kN) 629.01 966.28 923.40 1074.8
R.V.=Restricciones Violadas. — Tiempo en ejecucio´n secuencial
Tabla 6.13: Po´rtico 3D de seis pisos. Resultado de RBDO
Para verificaciones con modelos FEM ma´s complejos, que permitan apreciar la reduccio´n de
esfuerzo computacional aportada por el sistema basado en SVM propuesto, se requiere mayor
capacidad de ca´lculo, preferiblemente con posibilidad de ejecucio´n en paralelo.
Cap´ıtulo 7
Conclusiones y recomendaciones
El algoritmo de optimizacio´n basado en el comportamiento de sociedades animales –PSO–
se mostro´ muy eficiente y robusto en el proceso de rastreo de mı´nimos tanto es espacios
continuos como discretos, por lo que se muestra como una estrategia aplicable a procesos
de disen˜o que involucran tareas de optimizacio´n. En todos los casos, la versio´n implemen-
tada en esta investigacio´n mostro´ un comportamiento equivalente o superior al reportado
por otros autores. Aun as´ı, no se encontro´ un estrategia general capaz de determinar un
criterio de paro adecuado, y sobre la literatura analizada, informacio´n al respecto es escasa
o nula. En esta investigacio´n se valoraron como posibles criterios de convergencia, en cada
generacio´n del proceso iterativo, las variaciones sobre el valor mı´nimo encontrado, sobre el
valor medio de los mejores individuos, sobre la media de individuos en una vecindad, sobre
la media de todo grupo, sobre la dispersio´n de los individuos respecto a la mejor solucio´n,
sobre la evolucio´n de las dispersiones o medias en una vecindad, y en todos los casos no
se logro´ encontrar un comportamiento homoge´neo que permitiera generalizar una regla.
Como consecuencia, la eficiencia del me´todo en su fase final es baja, es decir, al momento
de refinar la solucio´n, require alto esfuerzo computacional para obtener un aporte signi-
ficativo. A este respecto, algunos autores han propuesto una segunda fase de optimizacio´n
usando un algoritmo convencional basado en gradientes, con el objeto de refinar la solucio´n
una vez el optimizador nume´rico ha llevado la bu´squeda hacia las vecindades del mı´nimo.
Otro aspecto a considerar cuando se implementan algoritmos desarrollados inicialmente
para tarea de optimizacio´n no restringida, es la estrategia para la manipulacio´n de res-
tricciones. En esta investigacio´n se exploraron te´cnicas de penalizacio´n esta´tica, dina´mica
e h´ıbrida, encontrado la reportada como la opcio´n ma´s conveniente de acuerdo a los re-
sultados observados; sin embargo, es claro que se require una exploracio´n ma´s profunda
en este sentido, pues un inadecuado manejo de restricciones puede construir un espacio
de bu´squeda no restringida innecesariamente complejo, dificultando de manera enorme el
trabajo del algoritmo de bu´squeda.
Un hallazgo interesante, esta´ relacionado con el control y adecuado manejo del conocimiento
social dentro algoritmo de PSO, es decir, es posible regular la transmisio´n de informacio´n
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entre part´ıculas mediante la definicio´n de vecindades, lo que finalmente pueden generan
exploraciones localizadas sobre sectores independientes del espacio de bu´squeda, con la
posibilidad de encontrar varios mı´nimos relevantes en una sola ejecucio´n del algoritmo,
esto puede ser explotado para desarrollar tareas de bu´squeda multiobjetivo.
Se constata la capacidad de las ma´quinas de soporte vectorial, para reducir de forma sig-
nificativa el esfuerzo computacional requerido en la estimacio´n de la probabilidad de falla
del sistema estructural, ya que con un reducido nu´mero de muestras, logra ajustar local-
mente una funcio´n sustituta a la funcio´n de estado l´ımite del ana´lisis de confiabilidad.
Como aporte significativo a esta metodolog´ıa, propuesta en previas investigaciones por el
director de este trabajo, se consigue tambie´n una buena prediccio´n del punto de falla ma´s
probable (MPFP- Most Probably Failure Point) necesario para desarrollar la estimacio´n de
Pˆf mediante la te´cnica de muestreo de importancia.
Dos situaciones deben ser consideradas para lograr un correcto comportamiento del sistema
basado en SVM para el ana´lisis de confiabilidad:
(a) Tomando como referencia el me´todo de Monte-Carlo —t´ıpicamente usado para este tipo
de ana´lisis— el me´todo evaluado disminuye la varianza en la estimacio´n de la probabilidad
de falla cuando e´sta es pequen˜a (Pf < 1%), caso de intere´s general en problemas de ana´li-
sis de confiabilidad estructural; para disen˜os con probabilidad de falla alta, la metodolog´ıa
logra una correcta identificacio´n de falla probable sin conseguir reduccio´n de varianza en
su estimacio´n. Este comportamiento no impide el uso de esta estrategia para la solucio´n de
problema de optimizacio´n basada en confiabilidad, pues para disen˜os de probabilidad de
falla alta, no se requiere un conocimiento exacto del valor de Pˆf , so´lo interesa calificar el
disen˜o como altamente probable a la falla, mientras que para disen˜os con probabilidad de
falla baja, se requiere una buena estimacio´n de Pˆf , si se desea alcanzar un correcto ajuste
en el disen˜o solucio´n definitivo, rango de estimacio´n en el cual el algoritmo presentado
exhibe buen comportamiento.
(b) En general, los algoritmo de entrenamiento de SVM, tienden a ser menos eficientes
cuando se requiere una alta precisio´n en el ajuste de la superficie de decisio´n, dicho en
otras palabras, si los vectores de soporte, es decir las muestras ma´s pro´ximas al hiper-
plano de clasificacio´n, esta´n demasiado cercanas a esa frontera (hecho evidenciado por una
margen estrecha), la convergencia del algoritmo de entrenamiento de la SVM es lenta. Las
exploraciones realizadas mostraron que ma´rgenes estrechas, garantizan la reduccio´n de var-
ianza en la estimacio´n de Pˆf , pero incrementan de forma inquietante los tiempos de ca´lculo
requeridos en el ana´lisis. No obstante, considerando que cada muestra conocida sobre el
espacio de confiabilidad, corresponde a un modelo de elementos finitos (FEM) resuelto, y
que para modelos detallados, el tiempo requerido para la solucio´n del FEM es muy alto;
la reduccio´n en el nu´mero de muestras alcanzadas por la SVM para el ana´lisis de confia-
bilidad, ciertamente reducira´ los tiempos de ca´lculo demandados en la estimacio´n de la
probabilidad de falla de estructuras complejas. De cualquier forma, un algoritmo para el
entrenamiento de SVM que se comporte de manera eficiente en presencia de muestras muy
cercanas al hiperplano de decisio´n, ser´ıa una valiosa herramienta que potenciar´ıa au´n ma´s
esta estrategia de ana´lisis de confiabilidad basada en SVM.
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Los resultados nume´ricos muestran que el algoritmo propuesto de optimizacio´n basado en
confiabilidad que emplea PSO+SVM, reduce efectivamente el nu´mero de muestras nece-
sarias para alcanzar un disen˜o o´ptimo con probabilidad de falla controlada, bajo considera-
ciones aleatorias sobre los para´metros de disen˜o. Comparado con el me´todo de Monte-Carlo
crudo, la reduccio´n en el nu´mero de FEM requeridos para alcanzar la solucio´n, es del or-
den de 85% para el caso de la armadura y de 95% para el po´rtico de seis pisos, lo que
permite evaluar positivamente la capacidad y eficacia de la estrategia propuesta. Como se
menciono´ atra´s, aunque los tiempos de ca´lculo medidos en ejecucio´n secuencial, exhiben
una condicio´n desfavorable al me´todo propuesto, esto puede ser fa´cilmente explicable por
el poco tiempo de ca´lculo requerido para solucionar los simples modelos FEM empleados
como ejemplos (una fraccio´n de segundo). En casos de intere´s pra´ctico, donde los modelos
de elementos finitos son complejos, pues involucran un mayor nu´mero de grados de liber-
tad, el tiempo de solucio´n es considerablemente alto, y por consiguiente, el aporte de la
metodolog´ıa propuesta es evidente.
La estrategia que buscaba mayor eficiencia computacional en la metodolog´ıa propuesta,
mediante el ajuste simulta´neo del hiperplano de decisio´n de la ma´quina de soporte vecto-
rial, para todos los candidatos a disen˜o o´ptimo en cada generacio´n del algoritmo RBDO,
mostro´ ser demasiado ambiciosa. Despue´s de realizar numerosas exploraciones, se deter-
mino´ que operar con un conjunto superior a 5 disen˜os, genera demasiada inestabilidad en
el proceso de entrenamiento de la SVM, contribuyendo a elevados tiempos de ca´lculo y a
una erro´nea estimacio´n de la probabilidad de falla para cada uno de los disen˜os consider-
ados. Sin embargo, el enfoque que calcula Pˆfj en grupos de a 5 candidatos a o´ptimo, es
claramente superior a aquel que lo hace de uno en uno, siendo preferible ya que reduce el
nu´mero requerido de llamadas al FEM hasta en un 42%, lo que contribuye positivamente
y de manera apreciable, al principal objetivo de la presente formulacio´n.
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Ape´ndice A
Maquinas de soporte vectorial
Las Ma´quinas de Soporte Vectorial —SVM (Support Vector Machines)— desarrolladas por
Vapnik en 1995, se revelan como una herramienta de trabajo va´lida por poseer un profundo
fundamento anal´ıtico dentro de la teor´ıa de aprendizaje estad´ıstico, constituyen de esta manera
una nueva te´cnica de clasificacio´n, basada en la idea de minimizacio´n de riego estructural (SRM),
como principio de inferencia en la solucio´n de problemas de aprendizaje a partir de ejemplos [66].
Las ma´quinas de soporte vectorial han sido introducidas como herramientas poderosas para re-
solver problemas de clasificacio´n, en funcio´n de la combinacio´n de unos pocos datos de entrada
llamados vectores de soporte. Pueden ser descritas como clasificadores binarios, las cuales con-
struyen una frontera de decisio´n mediante el mapeo de datos desde el espacio original (de entrada)
a uno de caracter´ısticas de mayor dimensio´n, donde los datos pueden ser separados mediante un
hiperplano. Adicionalmente, han sido ampliamente utilizadas en sistemas de reconocimiento de
patrones en a´reas como: reconocimiento de rostros, texto, manuscritos, prediccio´n de series de
tiempo, entre otros; en muchas de estas a´reas, han logrado un mejor comportamiento que me´to-
dos ya establecidos como: las redes neuronales y las funciones de base radial [55]. A continuacio´n
se expone una descripcio´n general de su funcionamiento y fundamentos teo´ricos en tareas de
clasificacio´n.
A.1. Fundamentos
Iniciamos definiendo un conjunto de entrenamiento como:
S = (xi, yi) i = 1, ...n (A.1)
donde: xi ∈ RN son las coordenadas de las muestras de ejemplo y yi ∈ {−1, 1} corresponden a
sus etiquetas de clasificacio´n.
El problema radica entonces en construir un hiperplano de clasificacio´n H, junto con los hiper-
planos asociadosH1 yH2, de modo que la distanciam entreH1 yH2, que llamaremos en adelante
margen, sea maximizada [60]. (Ver figura A.1)
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H : 〈w · x〉+ b = 0
H1 : 〈w · x+〉+ b = 1
H2 : 〈w · x−〉+ b = −1
m = 2‖w‖
Figura A.1: Hiperplanos de decisio´n—caso linealmente separable
Para determinar que todos los puntos han sido clasificados correctamente, la siguiente relacio´n
debe ser verificada:
yi
(
W Txi + b
) ≥ 1 ∀i (A.2)
En la pra´ctica sin embargo, es usual encontrar que la ecuacio´n A.2 no se cumple para todo
el conjunto de entrenamiento S, en este caso, se esta´ tratando con un problema de clases no
separables como se muestra en la gra´fica A.1. Para trabajar con un conjunto de entrenamiento
de este tipo, es conveniente modificar la expresio´n A.2, para llevarla a la forma generalizada
presentada en la ecuacio´n A.3, donde los valores ξi 6= 0 corresponden a los puntos xi que no
satisfacen A.2. As´ı,
n∑
i=1
ξi puede ser tomado como algu´n tipo de medida del error en la clasificacio´n.
yi
(
W Txi + b
) ≥ 1− ξi ∀i (A.3)
La bu´squeda del hiperplano H(w, b) que maximiza la margen m, se convierte en un problema de
optimizacio´n cuadra´tica con restricciones, que puede ser expresado de la siguiente manera:
mı´n 12 〈w · w〉+ C
n∑
i=1
ξi
sujeto a
(〈w · xi〉+ b) yi ≥ 1− ξi
ξi ≥ 0∀i
(A.4)
Se puede definir el Lagrangiano como:
LP (w, b, α) = 12 〈w · w〉+ C
n∑
i=1
ξi −
n∑
i=1
αi [(〈w · xi〉+ b) yi − 1 + ξi]
= 12 〈w · w〉+
n∑
i=1
αi −
n∑
i=1
〈w · xi〉αiyi −
n∑
i=1
αiyib
(A.5)
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Figura A.2: Hiperplanos de decisio´n—caso no separable
Se puede ahora encontrar el llamado problema dual, a partir de las derivadas parciales con
respecto a w y b as´ı:
∂L
∂w
= w −
n∑
i=1
xiαiyi = 0 (A.6)
∂L
∂b
= −
n∑
i=1
αiyi = 0 (A.7)
de modo que reemplazando las expresiones en A.6 y A.7 sobre A.5 se tiene:
LD (α) = −12
n∑
i=1
αiαjyiyj 〈xi · xj〉+
n∑
i=1
αi (A.8)
Aqu´ı, el problema dual depende u´nicamente del para´metro α, de modo que el problema men-
cionado en la ecuacio´n A.4 puede reformularse en te´rminos de los multiplicadores de Lagrange
como:
mı´nW (α) = 12
n∑
i=1
αiαjyiyj 〈xi · xj〉 −
n∑
i=1
αi
sujeto a
n∑
i=1
αiyi = 0 y
0 ≤ αi ≤ C i = 1, ...n
(A.9)
siendo n el nu´mero de patrones de entrenamiento.
Finalmente, tratando con casos no separables linealmente, es necesario recurrir al uso de una
transformacio´n ϕ (·) la cual hace un mapeo del espacio de entrada x en un espacio de car-
acter´ısticas z de una dimensio´n mayor (gra´fica A.3), tal que los puntos mapeados ϕ (xi) son
linealmente separables.
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Figura A.3: Espacio original y de caracter´ısticas
En este espacio de caracter´ısticas z, la formulacio´n del hiperplano H puede ser re-escrita como:
H : 〈w · z〉+ b = 0 (A.10)
No es necesario hacer el mapeo expl´ıcito de todos los puntos al espacio de caracter´ısticas mediante
ϕ (·), so´lo se necesita una funcio´n K(xi, xj) que calcule el producto interno de las entradas en el
espacio de caracter´ısticas z, esta funcio´n es conocida como Kernel.
zi · zj = ϕ (xi) · ϕ (xj) = K (xi, xj) (A.11)
Las funciones sime´tricas que satisfacen el teorema de Mercer pueden ser usadas como producto
interno y por ende pueden ser usadas como kernels [7]. Los Kernel ma´s populares son mostrados
en la ecuacio´n A.12
K(xi,xj) = xi · xj Kernel lineal
K(xi,xj) = (xi · xj)d Kernel polinomial
K(xi,xj) = e−‖xi−xj‖
2/2σ2 Kernel gaussiano o de base radial
(A.12)
Finalmente, el hiperplano no lineal de separacio´n puede ser encontrado despue´s de determinar
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la solucio´n del siguiente problema de optimizacio´n cuadra´tica:
mı´nW (α) = 12
n∑
i=1
αiαjyiyjK (xi, xj)−
n∑
i=1
αi
sujeto a
n∑
i=1
αiyi = 0 y
0 ≤ αi ≤ C i = 1, ...n
(A.13)
Este problema de optimizacio´n es usualmente abordado con te´cnicas de programacio´n cuadra´tica
(QP–Quadratic Programming) o mediante te´cnicas nume´ricas, sin embargo, debido al gran taman˜o
de las matrices que se generan en estos procesos, en general el problema resulta costoso com-
putacionalmente.
A.2. Optimizacio´n para SVM mediante SMO
En este documento se usa espec´ıficamente el algoritmo de optimizacio´n secuencial denom-
inado SMO—Sequential Minimal Optimization— para ajustar los para´metros α en el proceso
de aprendizaje de las ma´quinas de soporte vectorial. SMO es un algoritmo que puede resolver
ra´pidamente el problema de programacio´n cuadra´tica de una SVM sin requerir matrices extra
de almacenamiento y sin necesidad de las mu´ltiples iteraciones empleadas por las optimizaciones
nume´ricas. Este algoritmo fragmenta el problema presentado en A.13 en una serie de problemas
de programacio´n cuadra´tica lo ma´s pequen˜os posible (2× 2), los cuales son resueltos anal´ıtica-
mente. De modo que, aunque se resuelven ma´s sub-problemas de optimizacio´n, estos son tan
ra´pidos que el problema completo es resuelto ra´pidamente .
Las condiciones de Karush-Kuhn-Tucker (KKT) A.14 son necesarias y suficientes para que exista
un u´nico punto o´ptimo como solucio´n de A.13. As´ı, el problema QP puede ser solucionado, cuando
para todo i se cumple que:
αi = 0⇔ yiui ≥ 1
0 < αi < C ⇔ yiui = 1
αi = C ⇔ yiui ≤ 1
(A.14)
siendo ui la salida de la SVM para el i-e´simo ejemplo de entrenamiento [51].
Dado que se debe cumplir con una restriccio´n lineal, el mı´nimo nu´mero de multiplicadores de
lagrange que pueden ser calculados al tiempo es 2. As´ı, en cada intervalo de tiempo, SMO escoge 2
multiplicadores de lagrange α1 y α2 para optimizarlos conjuntamente, busca sus valores o´ptimos
y actualiza la SVM para reflejar los nuevos valores o´ptimos.
La restriccio´n definida en A.13 situ´a a α1 y α2 sobre una l´ınea limitada por una ventana tal
como lo ilustra la figura A.4. Los l´ımites de esta l´ınea esta´n dados por:
y1 6= y2 L = ma´x (0, α2 − α1) H = mı´n (C,C + α2 − α1) (A.15)
y1 = y2 L = ma´x (0, α2 + α1 − C) H = mı´n (C,α2 + α1) (A.16)
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α2 = 0 α2 = 0
α2 = C α2 = C
α1 = 0 α1 = C α1 = 0 α1 = C
Figura A.4: Espacio de bu´squeda sobre α1 − α2 para SMO
La segunda derivada de la funcio´n objetivo a lo largo de la l´ınea diagonal puede ser expresada:
η = K (~x1, ~x1) +K (~x2, ~x2)− 2K (~x1, ~x2) (A.17)
de modo que SMO calcula un mı´nimo no restringido a lo largo de la direccio´n de la restriccio´n:
αnew2 = α2 +
y2 (E1 − E2)
η
(A.18)
donde Ei = ui − yi es el error en el i-e´simo ejemplo de entrenamiento.
Luego, el mı´nimo restringido es encontrado ajustando el mı´nimo no restringido a los extremos
del segmento de l´ınea.
αnew,ajustado2 =

H si αnew2 ≥ H
αnew2 si L < α
new
2 < H
L si αnew2 ≤ L
 (A.19)
ahora, teniendo s = y1y2, α1 sera´ calculado a partir de α
new,ajustado
2
αnew2 = α1 + s
(
α2 − αnew,ajustado2
)
(A.20)
Este procedimiento se repetira´ tantas veces como sea necesario hasta que todas los ejemplos no
acotados cumplan con las condiciones de Karush-Kuhn-Tucker (KKT) dentro de un rango de
tolerancia ε que es definido segu´n el problema que se este´ tratando y var´ıa entre 0,001 y 0,1. Sin
embargo, tal como sucede con otros algoritmos, si se requiere una salida de muy alta precisio´n,
el algoritmo SMO no convergera´ tan ra´pidamente [51].
