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1. Introduction {#jrsm1196-sec-0001}
===============

Systematic reviews are a valuable tool for informing decisions about health care. Meta‐analyses of randomised trials often form an important component of systematic reviews, from which conclusions about the effectiveness of healthcare interventions are drawn. Continuous outcomes are commonly evaluated in systematic reviews (Davey *et al.,* [2011](#jrsm1196-bib-0011){ref-type="ref"}) and are of particular importance in, for example, psychological and psychiatric healthcare interventions musculoskeletal interventions and nutrition interventions. Complexity in combining the effects of interventions from continuous outcomes measured on the same scale arises from factors such as the variety of analytical methods used in the component trials, the size of the trials (which are typically smaller compared with trials of binary primary outcomes (Davey *et al.,* [2011](#jrsm1196-bib-0011){ref-type="ref"})) and the number of trials per meta‐analysis (which are generally few) (Davey *et al.,* [2011](#jrsm1196-bib-0011){ref-type="ref"}).

In many parallel group randomised trials, the continuous outcome is measured at baseline, before the intervention has occurred, and at one (pretest--posttest) or multiple follow‐up periods (pretest--posttest--follow‐up). Many analytical approaches exist for analysing continuous data from pretest--posttest randomised trials, where the approaches can be considered in three categories defined by the method used to adjust for the baseline variable. The baseline variable can be ignored (no adjustment) or can be adjusted using either 'crude' or 'covariate' adjustment. Commonly employed analytical methods representing each of these categories respectively (and further described in Section [2](#jrsm1196-sec-0002){ref-type="sec"}) include a simple analysis of final values (SAFV), simple analysis of change scores (SACS) and analysis of covariance (ANCOVA). The qualifier 'simple analysis' is borrowed from Senn ([2006](#jrsm1196-bib-0034){ref-type="ref"}) to indicate that these approaches do not involve covariate adjustment.

The statistical properties of SAFV, SACS and ANCOVA have been extensively reviewed (e.g. (Senn, [1989](#jrsm1196-bib-0037){ref-type="ref"}; Senn, [1993](#jrsm1196-bib-0038){ref-type="ref"}; Wei and Zhang, [2001](#jrsm1196-bib-0047){ref-type="ref"})). ANCOVA has been recommended in preference to SAFV and SACS on the grounds that it will generally yield the most efficient analysis (Wei and Zhang, [2001](#jrsm1196-bib-0047){ref-type="ref"}; Van Breukelen, [2006](#jrsm1196-bib-0046){ref-type="ref"}; Senn, [2007a](#jrsm1196-bib-0035){ref-type="ref"}; Borm *et al.,* [2007](#jrsm1196-bib-0007){ref-type="ref"}), with the comparative efficiency between SAFV and SACS dependent on the correlation between the baseline and follow‐up measurements. Moreover, for trialists concerned about observed baseline imbalance, ANCOVA yields unbiased estimates of intervention effect and maintains the nominal type I error rate, conditional on the observed baseline imbalance, which both SAFV and SACS do not (Senn, [1993](#jrsm1196-bib-0038){ref-type="ref"}; Wei and Zhang, [2001](#jrsm1196-bib-0047){ref-type="ref"}). At the meta‐analytic level, bias resulting from baseline imbalance is arguably of less relevance; across a series of properly conducted randomised trials, baseline imbalance will randomly vary about zero, resulting in overestimation of the intervention effect for some trials, but for an equal proportion of trials, underestimation of the intervention effect. However, it is of interest to examine the relative efficiency of meta‐analytic methods, which combine results generated from the three analytical methods, and further, how the properties of the meta‐analytic methods may be affected by violations in assumptions of the analytical methods at the trial level (e.g. heteroscedasticity in follow‐up variances and heterogeneity of slopes).

Inverse‐variance fixed and random effects meta‐analytic methods weight the intervention effects by the reciprocal of their variance. These meta‐analytic methods have wide appeal because of their extensive application (e.g. pooling different metrics of intervention effect, from different study designs and from more complex models). Across a set of randomised trials with continuous outcomes measured using the same scale (e.g. systolic blood pressure and Hamilton Depression Rating Scale), estimates of intervention effect from SAFV, SACS and ANCOVA can easily be combined using the inverse‐variance method. Under the fixed effect model, the variances of the effect estimates are assumed to be known, and inference is made assuming the pooled estimates of intervention effect are normally distributed (Normand, [1999](#jrsm1196-bib-0026){ref-type="ref"}). In practice, the variances are unknown and have to be estimated. For trials of at least a moderate size, the within‐trial variances can be adequately estimated; however, for small trials, this need not be so, and the resulting estimate of variance of the pooled effect may be compromised.

Further complexity arises in the case of random effects meta‐analysis, which additionally involves estimation of the between‐trial variance. The commonly used method of moments estimator, proposed by DerSimonian and Laird ([1986](#jrsm1196-bib-0013){ref-type="ref"}), ignores uncertainty in the estimation of the between‐trial variance. Shortcomings of the DerSimonian and Laird random effects method have long been recognised (e.g. (Hardy and Thompson, [1996](#jrsm1196-bib-0017){ref-type="ref"}; Follmann and Proschan, [1999](#jrsm1196-bib-0014){ref-type="ref"}; Brockwell and Gordon, [2001](#jrsm1196-bib-0008){ref-type="ref"}; Hartung and Knapp, [2001](#jrsm1196-bib-0019){ref-type="ref"}; Ziegler *et al.,* [2001](#jrsm1196-bib-0048){ref-type="ref"}; Sanchez‐Meca and Marin‐Martinez, [2008](#jrsm1196-bib-0032){ref-type="ref"})), which has led to development of methods that attempt to allow for imprecision in the estimate of the between‐trial variance (e.g. marginal profile method (Hardy and Thompson, [1996](#jrsm1196-bib-0017){ref-type="ref"})). These methods are often more complex to implement and may still be problematic when there are a small number of trials (Brockwell and Gordon, [2001](#jrsm1196-bib-0008){ref-type="ref"}; Borenstein *et al.,* [2010](#jrsm1196-bib-0006){ref-type="ref"}).

There has been little research examining how inverse variance meta‐analytical methods perform for continuous outcomes, and how the choice of trial analytical method may affect this performance. Banerjee *et al.* ([2008](#jrsm1196-bib-0003){ref-type="ref"}) examined through statistical simulation the impact of meta‐analysing SAFV and SACS, in different combinations, on bias, precision and statistical significance. This investigation did not consider ANCOVA and was limited to fixed effect meta‐analysis. Riley *et al.* ([2013](#jrsm1196-bib-0030){ref-type="ref"}) illustrated through four case examples different methods for meta‐analysing data from pretest--posttest randomised trials (including ANCOVA, SAFV and SACS), considering scenarios with and without access to individual participant data and with and without baseline imbalance between intervention groups.

In this paper, we aim to extend and address gaps in previous research by using statistical simulation to examine how inverse‐variance fixed and random effects meta‐analytical methods perform for continuous outcomes across a wide range of scenarios. We focus on circumstances where the assumptions of the meta‐analysis methods may not be met and examine how the trial analytical method (SAFV, SACS and ANCOVA) may impact on the performance. We begin by describing the assumed distributions of data (on which the simulations are based) and the resulting implied models and provide a brief review of the trial analytical methods and meta‐analysis models in Section [2](#jrsm1196-sec-0002){ref-type="sec"}. In Section [3](#jrsm1196-sec-0009){ref-type="sec"}, we outline the simulation study methods. The results from the simulation study are presented in Section [4](#jrsm1196-sec-0016){ref-type="sec"} and discussed in Section [5](#jrsm1196-sec-0025){ref-type="sec"}.

2. A review of the trial analytical methods and meta‐analysis models {#jrsm1196-sec-0002}
====================================================================

We begin by describing notation, the assumed distributions of data and resulting implied models. Let *Y* represent the observed continuous outcome variable measured at follow‐up and *X* the baseline measure of this outcome variable. We assume that *X* and *Y* follow a bivariate normal distribution. More specifically, we assume that the measurements from the control group (*ctrl*) in a particular trial *i*, follow a bivariate normal distribution with the following parameters: $$\left. \begin{pmatrix}
X_{ctrl_{i}} \\
Y_{ctrl_{i}} \\
\end{pmatrix} \right.\sim BVN\left( {\begin{pmatrix}
0 \\
\alpha \\
\end{pmatrix},\begin{pmatrix}
1 & \rho \\
\rho & 1 \\
\end{pmatrix}} \right)\text{,}$$where *ρ* is the correlation between the baseline and follow‐up measurements and *α* is the mean at follow‐up, representing change in the mean outcome over time. The variance of the measurements at both baseline ( $\sigma_{X_{\textit{ctrl}}}^{2}$) and follow‐up ( $\sigma_{Y_{\textit{ctrl}}}^{2}$) is assumed to be one. In the intervention group (*int*), we assume the measurements follow: $$\left. \begin{pmatrix}
X_{\textit{in}t_{i}} \\
Y_{\textit{in}t_{i}} \\
\end{pmatrix} \right.\sim BVN\left( {\begin{pmatrix}
0 \\
{\theta + \alpha + \ u_{i}} \\
\end{pmatrix},\begin{pmatrix}
1 & {\rho\sigma_{Y_{int}}} \\
{\rho\sigma_{Y_{int}}} & \sigma_{Y_{int}}^{2} \\
\end{pmatrix}} \right)\text{,}$$where *α* is as defined in Equation [1](#jrsm1196-disp-0001){ref-type="disp-formula"}, *θ* represents the mean intervention effect across all trials and *u* ~*i*~ represents a random effect, which allows for the intervention effect to vary across trials, and is distributed as follows: $$\left. u_{i} \right.\sim N\left( {0,\ \tau^{2}} \right)\text{,}$$with *τ* ^2^ representing the between‐trial (heterogeneity) variance. The parameter *θ* is our target parameter for inference in this paper. The correlation (*ρ*) is assumed to be the same in the intervention and control groups. The variance at baseline ( $\left. \sigma_{X_{int}}^{2} \right)$ is assumed to be 1, and at follow‐up $\sigma_{Y_{int}}^{2}$. The bivariate normal model implies the expected mean of *Y* ~*a*~ conditional on *X* ~*a*~ is (Larsen and Marx, [1986](#jrsm1196-bib-0024){ref-type="ref"}): $$E\left( Y_{a} \middle| X_{a},\ u_{i},T \right) = \alpha + \left( {\theta + u} \right)T + \rho\sigma_{Y_{a}}X_{a}\text{,}$$where *a* represents either the intervention or control group, *T* is an indicator variable representing the intervention group (i.e. *T* = *I*(*a* = *int*)) and *u* represents the expected value of the random effects. The product $\rho\sigma_{Y_{a}} = \ \beta_{a}$ describes the slope of the linear relationship between the baseline and follow‐up measurements, which under the assumed distributions of data may differ by intervention group if the variance of the follow‐up measurements differs (i.e. if $\sigma_{Y_{int}}^{2}\  \neq \ \sigma_{Y_{\textit{ctrl}}}^{2} = 1$).

2.1. Methods for analysing randomised trials with continuous outcomes {#jrsm1196-sec-0003}
---------------------------------------------------------------------

### 2.1.1. Simple analysis of final values {#jrsm1196-sec-0004}

An estimate of the intervention effect *θ* can be calculated simply as the difference in means at follow‐up between groups: $${\hat{\theta}}_{SAFV_{i}} = {\overline{Y}}_{int} - {\overline{Y}}_{\textit{ctrl}}$$with the variance calculated as $$\hat{Var}\left( {{\hat{\theta}}_{\textit{SAFV}}}_{\mathit{i}} \right) = SD_{Y_{P}}^{2}\left( {\frac{1}{n_{int}} + \frac{1}{n_{\textit{ctrl}}}} \right)\text{,}$$where *n* ~*int*~ and *n* ~*ctrl*~ represent the sample sizes per intervention group and $SD_{Y_{P}}^{2}$ is an estimate of the pooled variance of the measurements at follow‐up and is calculated as $$SD_{Y_{P}}^{2} = \frac{\left( {n_{int} - 1} \right)SD_{Y_{int}}^{2} + \left( {n_{\textit{ctrl}} - 1} \right)SD_{Y_{\textit{ctrl}}}^{2}}{\left( {n_{int} + n_{\textit{ctrl}} - 2} \right)}\text{,}$$with $SD_{Y_{int}}^{2}$ and $SD_{Y_{\textit{ctrl}}}^{2}$ being the sample estimates of the variance of measurements at follow‐up in the intervention and control groups, respectively, where the underlying variances are assumed equal across intervention groups. This estimate of intervention effect and its variance can be obtained by least squares from a regression model with final values as the outcome and the intervention group included as a binary explanatory variable. This model ignores the relationship between baseline and follow‐up measurements, and it assumes equal error variances.

### 2.1.2. Simple analysis of change scores {#jrsm1196-sec-0005}

An alternative estimate of the intervention effect *θ* can be obtained by computing a change score for each participant (i.e. *CS* = *Y* − *X*) and then calculating the difference in mean change between groups: $${{\hat{\theta}}_{\textit{SACS}}}_{i} = \left( {{\overline{Y}}_{int} - \ {\overline{X}}_{int}} \right) - \left( {{\overline{Y}}_{\textit{ctrl}} - \ {\overline{X}}_{\textit{ctrl}}} \right) = \left( {{\overline{Y}}_{int} - \ {\overline{Y}}_{\textit{ctrl}}} \right) - \left( {{\overline{X}}_{int} - \ {\overline{X}}_{\textit{ctrl}}} \right)$$with the variance calculated as $$\hat{Var}\left( {{\hat{\theta}}_{\textit{SACS}}}_{\mathit{i}} \right) = \ SD_{CS_{P}}^{2}\left( {\frac{1}{n_{int}} + \frac{1}{n_{\textit{ctrl}}}} \right)\text{,}$$where $SD_{CS_{P}}^{2}$ is an estimate of the pooled variance of change scores and is calculated as $$SD_{CS_{P}}^{2} = \frac{\left( {n_{int} - 1} \right)SD_{{CS}_{int}}^{2} + \left( {n_{\textit{ctrl}} - 1} \right)SD_{{CS}_{ctrl}}^{2}}{\left( {n_{int} + n_{\textit{ctrl}} - 2} \right)}$$with $SD_{CS_{\textit{int}}}^{2}$ and $SD_{CS_{\textit{ctrl}}}^{2}$ being the sample estimates of the variance of change scores in the intervention and control groups, respectively, where the underlying variances are assumed equal across intervention groups. Sample estimates of the variance of change scores can also be calculated from the variances of measurements at baseline and follow‐up, and the correlation between the baseline and follow‐up measurements using $$SD_{CS_{a}}^{2} = SD_{Y_{a}}^{2} + SD_{X_{a}}^{2} - 2r_{a}SD_{Y_{a}}SD_{X_{a}}\text{,}$$where *a* represents either the intervention or control group and *r* ~*a*~ is the estimated correlation between the baseline and follow‐up measurements.

This estimate of intervention effect and its variance can be obtained by least squares using a regression model with change scores as the outcome, and the intervention group can be included as a binary explanatory variable. This model assumes that the slope between the baseline and follow‐up measurements is one in each group, implying that for every one‐unit increase in the baseline measure, a one‐unit increase would be expected in the follow‐up value (Bonate, [2000](#jrsm1196-bib-0005){ref-type="ref"}; Ganju, [2004](#jrsm1196-bib-0016){ref-type="ref"}). This model provides a 'crude' adjustment for the baseline measure in the sense that the implied correlation between the baseline and follow‐up measurements is one, which in practice, is unlikely to occur. The model assumes equal error variances.

### 2.1.3. Analysis of covariance {#jrsm1196-sec-0006}

Covariate adjustment provides an alternative method to adjust for baseline imbalance. This adjustment can be achieved through fitting a regression model with final values (or change scores) as the outcome, and the intervention group included as a binary explanatory variable along with the baseline measure of the outcome. This specification of the model assumes equal slopes between the baseline and follow‐up measurements in each group and equal error variances. This modelling approach is commonly known as ANCOVA. The estimate of intervention effect is calculated as follows: $${{\hat{\theta}}_{\textit{ANCOVA}}}_{i} = \ \left( {{\overline{Y}}_{int} - \ {\overline{Y}}_{\textit{ctrl}}} \right) - \hat{\beta}\left( {{\overline{X}}_{int} - \ {\overline{X}}_{\textit{ctrl}}} \right)\text{,}$$where $\hat{\beta}$ is the estimated slope from the regression model. Formula for the estimated variance of the ANCOVA estimate is available in the work of Armitage *et al.* ([2002](#jrsm1196-bib-0001){ref-type="ref"}).

### 2.1.4. Comparison between the three methods {#jrsm1196-sec-0007}

The three analytical methods can be easily compared using the simplifying assumptions that the variances of the baseline and follow‐up measurements are known and are equal (i.e. $\sigma_{Y_{a}}^{2} = \ \sigma_{X_{a}}^{2} = \ \sigma^{2}$), the correlation between baseline and follow‐up measurements are known and equal across groups and *n* ~*int*~ = *n* ~*ctrl*~ = *n*. We re‐express the ANCOVA estimator as a weighted average of the SAFV and SACS estimators (Senn, [1993](#jrsm1196-bib-0038){ref-type="ref"}), such that $${{\hat{\theta}}_{\textit{ANCOVA}}}_{i} = \ \left( {1 - \rho} \right){{\hat{\theta}}_{\textit{SAFV}}}_{\mathit{i}} + \rho{{\hat{\theta}}_{\textit{SACS}}}_{\mathit{i}}\text{.}$$

Under the simplifying assumption of equal variances, the estimate of intervention effect from an ANCOVA will lie between the SACS and SAFV estimates. When the correlation is close to zero, the ANCOVA estimate will be located towards the SAFV estimate; when the correlation is close to one, the ANCOVA estimate will be located towards the SACS estimate.

Under the noted simplifying assumptions, the variances of the trial analytical methods reduce to (Senn, [2007a](#jrsm1196-bib-0035){ref-type="ref"}) $$Var\left( {{\hat{\theta}}_{\textit{SAFV}}}_{\mathit{i}} \right) = \frac{2\sigma^{2}}{n}$$ $$Var\left( {{\hat{\theta}}_{\textit{SACS}}}_{\mathit{i}} \right) = \ \frac{2\sigma^{2}}{n}\left( {2\left( {1 - \rho} \right)} \right)$$ $$Var\left( {{\hat{\theta}}_{\textit{ANCOVA}}}_{\mathit{i}} \right) = \ \frac{2\sigma^{2}}{n}\left( {1 - \ \rho^{2}} \right)\text{.}$$

When the correlation is known, the ANCOVA estimate will have a smaller variance than SAFV or SACS because (1 − *ρ* ^2^) ≤ 2(1 − *ρ*) and (1 − *ρ* ^2^) ≤ 1, respectively. For correlations \< 0.5, the SAFV estimate will have a smaller variance than the SACS, with this relationship reversed for correlations \> 0.5.

2.2. Meta‐analysis models {#jrsm1196-sec-0008}
-------------------------

The estimates of intervention effect obtained from either a SAFV, SACS or ANCOVA can be combined across the trials assuming either a fixed or random effects model. The fixed effect model assumes that there is one true intervention effect (*θ*) and that each trial yields an estimate $\left( {\hat{\theta}}_{\mathit{i}} \right)$ of this true effect. This model may more descriptively be described as the common‐effect model (Borenstein *et al.,* [2010](#jrsm1196-bib-0006){ref-type="ref"}). The model can be specified by $${\hat{\theta}}_{i} = \theta + \epsilon_{i}$$ $$\left. \epsilon_{i} \right.\sim N\left( {0,\ Var\left( {\hat{\theta}}_{i} \right)} \right)\text{,}$$where the effect estimate variance $\left( {Var\left( {\hat{\theta}}_{i} \right)} \right)$ is assumed known. Under this assumption, the maximum likelihood estimator of *θ* is a simple weighted average of the ${\hat{\theta}}_{i}s$, with the optimal weights (*W* ~*i*~) given by the reciprocal of $Var\left( {\hat{\theta}}_{i} \right)$ (Normand, [1999](#jrsm1196-bib-0026){ref-type="ref"}). The inverse‐variance estimator of *θ* is given by $$\hat{\theta} = \ \frac{\sum W_{i}{\hat{\theta}}_{i}}{\sum W_{i}}\text{,}$$and the variance of this estimator is $$Var\left( \hat{\theta} \right) = \ \frac{1}{\sum W_{i}}\text{.}$$

The information contributed by any trial is reflected in the proportion of the weight that the trial contributes to the total sum of the weights.

The random effects model is more general compared with the fixed effect model, allowing for the true intervention effects to vary. The model can be specified by $${\hat{\theta}}_{i} = \theta + u_{i} + \epsilon_{i}\text{,}$$ $$\left. u_{i} \right.\sim N\left( {0,\ \tau^{2}} \right)\text{,}$$ $$\left. \epsilon_{i} \right.\sim N\left( {0,\ Var\left( {\hat{\theta}}_{i} \right)} \right)\text{,}$$where *θ* is the average intervention effect and *u* ~*i*~ is a random effect that allows a separate intervention effect for each trial (*θ* + *u* ~*i*~). The trial intervention effects are assumed to be normally distributed about the average intervention effect with between‐trial variance *τ* ^2^. *ϵ* ~*i*~ represents the error in estimating a trial\'s true effect from a sample of participants. The random effects, *u* ~*i*~ and *ϵ* ~*i*~, are assumed to be independent. Under the assumption that $Var\left( {\hat{\theta}}_{i} \right)$ and *τ* ^2^ are known, the maximum likelihood estimate of *θ* is a weighted average of the ${\hat{\theta}}_{i}s$, with the trial weights equal to the inverse of $Var\left( {\hat{\theta}}_{i} \right) + \ \tau^{2}$ (Normand, [1999](#jrsm1196-bib-0026){ref-type="ref"}). Different estimators of *τ* ^2^ are available; however, the method of moments estimator proposed by DerSimonian and Laird ([1986](#jrsm1196-bib-0013){ref-type="ref"}) is commonly used.

3. Simulation methods {#jrsm1196-sec-0009}
=====================

In brief, the simulation study consisted of generating small randomised trials, analysing the trials using a range of analytical methods and meta‐analysing the estimated intervention effects using both fixed and random effects meta‐analysis. The number of randomised trials per meta‐analysis was randomly varied (from a uniform distribution of between three and eight trials per meta‐analysis). Design parameter values were combined using a fully factorial approach, with 60 000 replicate meta‐analyses generated per combination. Various criteria evaluating the performance of the meta‐analytic methods were calculated. An overview of the steps in the simulation study is presented in Figure [1](#jrsm1196-fig-0001){ref-type="fig"}.

![An overview of the steps in the simulation study. Titles in the boxes refer to section headings in the publication. SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores](JRSM-7-371-g001){#jrsm1196-fig-0001}

3.1. Generation of randomised trials {#jrsm1196-sec-0010}
------------------------------------

Randomised trials were generated by randomly sampling data from the bivariate normal distributions specified in Equations [1](#jrsm1196-disp-0001){ref-type="disp-formula"} and [2](#jrsm1196-disp-0002){ref-type="disp-formula"} (Section [2](#jrsm1196-sec-0002){ref-type="sec"}). Across simulation scenarios, the correlation between baseline and follow‐up measurements, *ρ*, was varied between 0 and 0.95 (Table [1](#jrsm1196-tbl-0001){ref-type="table-wrap"}) for both the control and intervention groups. A wide range of correlations was investigated because they are plausible in different applications (Frison and Pocock, [1992](#jrsm1196-bib-0015){ref-type="ref"}; Hewitt *et al.,* [2010](#jrsm1196-bib-0020){ref-type="ref"}; Balk *et al.,* [2012](#jrsm1196-bib-0002){ref-type="ref"}; Bell and McKenzie, [2013](#jrsm1196-bib-0004){ref-type="ref"}). For a particular simulation scenario, the trial datasets were constructed assuming a constant correlation.

###### 

Parameter values used in the simulation study.

  Parameter                                                                         Values
  --------------------------------------------------------------------------------- ------------------------------------------------------------------------
  Randomised trial                                                                  
  Analytical method                                                                 SAFV, SACS and ANCOVA
  Correlation between baseline and follow‐up measurement of outcome (*ρ*)           0, 0.05, 0.25, 0.5, 0.75 and 0.95
  Follow‐up intervention group variance ( $\sigma_{Y_{int}}^{2}$)                   1^2^ and 1.3^2^
  Intervention effect (*θ*)                                                         0, 0.2, 0.5 and 0.8
  Random effect (*u* ~*i*~) allowing for between‐trial heterogeneity                *u* ~*i*~ \~ *N*(0, *τ* ^2^) where *τ* ^2^ = 0, 0.3^2^, 0.6^2^, 0.9^2^
  Change in the mean between baseline and follow‐up in each group (*α*)             0.1
  Randomised trial size                                                             *N*(20, 9)
  Meta‐analyses                                                                     
  Number of trials per meta‐analysis                                                *U*(3, 8)
  Combination of analytical methods used to analyse trials within a meta‐analysis   all SAFV, all SACS, all ANCOVA and random selection

SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores.

The intervention effect, *θ*, was modelled as a shift in location of 0, 0.2, 0.5 and 0.8. These latter three shifts in location are Cohen\'s (Cohen, [1988](#jrsm1196-bib-0010){ref-type="ref"}) 'small', 'moderate' and 'large' effect sizes when the variance is one. The intervention effect was varied through the addition of the parameter *u* ~*i*~ to allow for between‐trial heterogeneity, which may occur as a result of clinical or methodological diversity, or both. The random effect, *u* ~*i*~, was distributed *N*(0, *τ* ^2^), where *τ* ^2^ was 0, 0.3^2^, 0.6^2^or 0.9^2^ representing no, low, moderate and high between‐trial heterogeneity, respectively. Assuming five trials per meta‐analysis, with 10 participants per group within each trial, equal variances of measurements at follow‐up of 1, and SAFV estimates, these heterogeneity parameters result in expected 95% prediction limits (and *I* ^2^ values) of ±0.39 (0%), ±0.75 (61%), ±1.35 (76%) and ±1.97 (80%), respectively.

In the intervention group, the variance of the follow‐up measurements, $\sigma_{Y_{int}}^{2}$, was either 1 or 1.3^2^. The latter value was included to investigate the effect of heteroscedasticity in follow‐up variances. Heteroscedasticity may occur when the intervention modifies the variation in the outcome, as may occur when the magnitude of intervention effect varies across participants.

The total size of each randomised trial was randomly sampled from a normal distribution with mean 20 and standard deviation of 3. A lower limit of a total of six participants was set, and randomised trials with fewer than this were discarded. The sample size was evenly distributed between the intervention and control groups. In instances where the total sample size was odd, the additional participant was randomly assigned with equal probability to either the intervention or control group.

3.2. Methods used to analyse randomised trials {#jrsm1196-sec-0011}
----------------------------------------------

The methods used to analyse the trial datasets were a SAFV, SACS and ANCOVA. These analyses were carried out using least squares regression using the models specified as described in Section [2.1](#jrsm1196-sec-0003){ref-type="sec"}.

3.3. Meta‐analysis of intervention effects {#jrsm1196-sec-0012}
------------------------------------------

Estimates of intervention effect calculated from the analytical methods in each meta‐analysis were pooled using four combinations: (i) all SAFV, (ii) all SACS, (iii) all ANCOVA and (iv) a random selection of the three methods (each with equal probability of selection). Inverse‐variance weighting, using both fixed and random effects models, was used to combine the estimates. The method of moments estimator proposed by DerSimonian and Laird ([1986](#jrsm1196-bib-0013){ref-type="ref"}) was used to estimate the between‐trial variance (*τ* ^2^) for use in the random effects analyses. Confidence intervals for the meta‐analytic effect were constructed using the Wald‐type method. The meta‐analytical methods were implemented using the ado package *meta* (Sharp and Sterne, [1997](#jrsm1196-bib-0039){ref-type="ref"}; Sharp and Sterne, [1998a](#jrsm1196-bib-0040){ref-type="ref"}; Sharp and Sterne, [1998b](#jrsm1196-bib-0041){ref-type="ref"}) in the statistical package [stata]{.smallcaps} (StataCorp, Texas, USA, [2007](#jrsm1196-bib-0044){ref-type="ref"}).

3.4. Number of replications {#jrsm1196-sec-0013}
---------------------------

For each combination of design parameter values, 60 000 replicate meta‐analyses were created. For the performance measures type I error, power and coverage, this resulted in 95% confidence intervals of width less than 1% across all rates. This number of replicates allowed us to examine the effect of the number of trials per meta‐analysis on the performance measures with adequate power, providing at least 90% power to detect a difference in performance rates of 2.5% between two fixed values of the number of trials per meta‐analysis (e.g. meta‐analyses with three versus eight trials).

3.5. Performance measures {#jrsm1196-sec-0014}
-------------------------

For each combination of design parameters, the results of the 60 000 meta‐analyses were assessed using the following performance measures: *bias* (the difference between the mean observed pooled intervention effect and the underlying intervention effect), *empirical standard error* (the standard deviation of observed pooled intervention effects across the simulations), *type I error rate* (the percentage of simulations for which the observed pooled intervention effect was significantly different from zero at the 5% level when the underlying intervention effect was zero), *statistical power* (the percentage of simulations for which the observed pooled intervention effect was significantly different from zero at the 5% level when the underlying intervention effect was greater than zero) and *confidence interval coverage* (the percentage of simulations for which the observed 95% confidence interval for the pooled intervention effect included the underlying intervention effect). In addition, two *heterogeneity measures* (between‐trial variance (*τ* ^2^) and a measure of the degree of inconsistency in intervention effects (*I* ^2^) (Higgins and Thompson, [2002](#jrsm1196-bib-0021){ref-type="ref"})) were summarised.

3.6. Simulation procedures {#jrsm1196-sec-0015}
--------------------------

Simulations were carried out using the statistical package [stata]{.smallcaps} (StataCorp, [2007](#jrsm1196-bib-0044){ref-type="ref"}). For each simulation scenario, a different starting seed was specified. A 'moderately independent' simulation design was used, where for each simulation scenario, the performance of fixed and random effects meta‐analysis was assessed on the same set of independently generated trial datasets (Figure [1](#jrsm1196-fig-0001){ref-type="fig"}) (Burton *et al.,* [2006](#jrsm1196-bib-0009){ref-type="ref"}).

4. Results {#jrsm1196-sec-0016}
==========

4.1. Bias {#jrsm1196-sec-0017}
---------

For both fixed and random effects meta‐analysis, pooling estimates of intervention effect from randomised trials analysed by all SAFV, all SACS, all ANCOVA or a random selection resulted in unbiased estimates of pooled intervention effect across all simulation scenarios (maximum absolute bias was 0.004).

4.2. Precision {#jrsm1196-sec-0018}
--------------

The precision (empirical standard errors) of the meta‐analytic estimators in these simulations are reflective of only sampling variability (which is a function of within‐trial and between‐trial variabilities), because there was no systematic bias. Across all simulation scenarios, precision was not modified by the underlying intervention effect. In scenarios with no between‐trial heterogeneity, precision of the fixed effect estimator was dependent on both the analytical methods employed in the trials and the correlation between the baseline and follow‐up measurements (Figure [2](#jrsm1196-fig-0002){ref-type="fig"}). The observed patterns were reflective of the relative efficiencies of the trial analytical methods. Combining all ANCOVA estimates resulted in either equivalent or increased precision compared with combining all SAFV, all SACS or a random selection. For correlations less than 0.5, combining all SAFV estimates resulted in increased precision compared with all SACS; this was reversed for correlations greater than 0.5. For any particular meta‐analysis, the estimate of the intervention effect could be substantially different from the underlying intervention effect; the use of ANCOVA being somewhat redeeming.

![Box plots representing the distribution of meta‐analytic estimates calculated from four combinations of analytical methods (all SAFV, all SACS, all ANCOVA and Rand. select.) using a fixed effect model. Box plots represent simulation scenarios with *θ* = 0, $\sigma_{Y_{int}}^{2} = 1$ and *τ* ^2^ = 0. Separate plots represent different correlations. Note that outliers are not plotted. SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores; Rand. select., random selection](JRSM-7-371-g002){#jrsm1196-fig-0002}

The precision of the random effects estimator was less influenced by either the trial analytical method or correlation when there was between‐trial heterogeneity, particularly in simulation scenarios with high heterogeneity ([Figure S1 in the Supporting Information](#jrsm1196-supinf-0001){ref-type="supplementary-material"}).

4.3. Type I error rate {#jrsm1196-sec-0019}
----------------------

Type I error rates were always larger than nominal for fixed effect meta‐analysis (Figure [3](#jrsm1196-fig-0003){ref-type="fig"}). When there was no between‐trial heterogeneity, the type I error rate was invariant to the trial analytical method and correlation, with a mean rate of 7.9% over all analytical methods and correlations. Increasing between‐trial heterogeneity was associated with greater inflation of the type I error rate (ranging from 31% to 78% over all combinations of trial analytical methods and correlations when there was high heterogeneity). In the presence of heterogeneity, the fixed effect model is a misspecified model, and its performance is expected to be poor. Despite this, the fixed effect model is commonly applied in the presence of heterogeneity (Riley *et al.,* [2011](#jrsm1196-bib-0029){ref-type="ref"}).

![Plots of type I error rate (%) versus heterogeneity for the fixed and random effects meta‐analytical estimators calculated from four combinations of analytical methods (all SAFV, all SACS, all ANCOVA and Rand. select.). Plots represent simulation scenarios with *θ* = 0 and $\sigma_{Y_{int}}^{2} = 1$. The horizontal line represents the nominal 5% type I error rate. Vertical scales differ for the fixed effect (top row) and random effects (bottom row) plots. SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores; Rand. select., random selection](JRSM-7-371-g003){#jrsm1196-fig-0003}

Type I error rates of the random effects meta‐analysis method were invariant to the trial analytical method and correlation when there was no heterogeneity (Figure [3](#jrsm1196-fig-0003){ref-type="fig"}) and were close to the nominal rate of 5% (ranging from 4.8% to 5.3% over all combinations of trial analytical methods and correlations). Increasing heterogeneity resulted in inflated (larger than nominal) type I error rates for all combinations of trial analytical methods (Figure [3](#jrsm1196-fig-0003){ref-type="fig"}). The degree of inflation was modified by correlation for combinations that included SACS and ANCOVA estimates. When there was high heterogeneity, type I error rates ranged from 10.7% to 14.0%, over all combinations of trial analytical methods and correlations.

4.4. Statistical power {#jrsm1196-sec-0020}
----------------------

The percentage of random effects meta‐analytic estimates that were significantly different from zero at the 5% level of significance for varying intervention effects is presented in Figure [4](#jrsm1196-fig-0004){ref-type="fig"}. In simulation scenarios with no heterogeneity, power resulting from both fixed and random effects methods was similar (results from the fixed effect method not shown), with differences between the methods occurring primarily as a result of the larger than nominal type I error rates observed from the fixed effect method. Predictably, power increased with larger intervention effects. However, the particular values of power need to be interpreted cautiously in the presence of larger than nominal type I error rates, as occurred when there was between‐trial heterogeneity (Figure [3](#jrsm1196-fig-0003){ref-type="fig"}). Power was dependent on the combination of analytical method and correlation for low‐to‐moderate heterogeneity, with meta‐analysis of all ANCOVA estimates always yielding equivalent or better power, but was less influenced by these factors for high levels of heterogeneity. Power decreased with increasing heterogeneity, particularly in simulation scenarios with moderate and large underlying intervention effects.

![Plots of power (%) versus heterogeneity for the random effects meta‐analytic estimator calculated from four combinations of analytical methods (all SAFV, all SACS, all ANCOVA and Rand. select.) with $\sigma_{Y_{int}}^{2} = 1$. Rows represent small, moderate and large underlying intervention effects. SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores; Rand. select., random selection](JRSM-7-371-g004){#jrsm1196-fig-0004}

4.5. Confidence interval coverage {#jrsm1196-sec-0021}
---------------------------------

The simulation results for coverage reflected those of type I error rate because no bias was observed in the meta‐analytic estimates of intervention effect. Coverage was always less than the nominal 95% level for fixed effect meta‐analysis and was invariant to the trial analytical method and correlation when there was no between‐trial heterogeneity (Figure [5](#jrsm1196-fig-0005){ref-type="fig"}). Furthermore, coverage was not affected by the magnitude of intervention effect; across these simulation scenarios, mean coverage was 92.0%.

![Plots of per cent coverage of 95% confidence intervals versus heterogeneity for the fixed and random effects meta‐analytical estimators calculated from four combinations of analytical methods (all SAFV, all SACS, all ANCOVA and Rand. select.). Plots represent simulation scenarios with *θ* = 0 and $\sigma_{Y_{int}}^{2} = 1$. The horizontal line represents the nominal 95% coverage level. Vertical scales differ for the fixed effect (top row) and random effects (bottom row) plots. SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores; Rand. select., random selection](JRSM-7-371-g005){#jrsm1196-fig-0005}

For equivalent simulation scenarios, coverage levels resulting from random effects models were close to the nominal 95% level, with coverage ranging from 94.7% to 95.2% (Figure [5](#jrsm1196-fig-0005){ref-type="fig"}). Increasing heterogeneity resulted in increasingly anticonservative coverage levels for all analytical methods. For low and moderate heterogeneity, the coverage levels were associated with correlation for SACS and ANCOVA. However, for a particular level of heterogeneity, unless the correlations were extreme, the range of coverage levels for these two analytical methods did not differ to any important degree (Figure [5](#jrsm1196-fig-0005){ref-type="fig"}). When there was high heterogeneity, all combinations of analytical method and correlation resulted in similar coverage levels, ranging from 85.9% to 89.3%.

4.6. Heterogeneity measures {#jrsm1196-sec-0022}
---------------------------

The mean estimates of DerSimonian and Laird\'s method of moments estimator of between‐trial variance $\left( {\overline{\widehat{\mathit{\tau}}}}^{2} \right)$ were invariant to the magnitude of treatment effect. The distributions of estimated between‐trial variance were positively skewed, with the particular shape of the distribution dependent on the combination of trial analytical method, correlation and the magnitude of the underlying heterogeneity parameter (*τ* ^2^) (Figure [6](#jrsm1196-fig-0006){ref-type="fig"}). In simulation scenarios with no underlying heterogeneity, *τ* ^2^ was typically overestimated, while in the presence of heterogeneity, *τ* ^2^ was underestimated in the majority of meta‐analyses.

![Box plots representing the distribution of *τ* ^2^ estimates calculated from four combinations of analytical methods (all SAFV, all SACS, all ANCOVA and Rand. select.). Box plots represent select simulation scenarios with *θ* = 0 and $\sigma_{Y_{int}}^{2} = 1$. The horizontal line in the bottom row represents underlying heterogeneity (*τ* ^2^ = 0.9^2^). Vertical scales differ for the no (top row) and high (bottom row) heterogeneity plots. Note that outliers are not plotted. SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores; Rand. select., random selection](JRSM-7-371-g006){#jrsm1196-fig-0006}

The second measure of heterogeneity, the *I* ^2^ statistic, was also invariant to the magnitude of intervention effect and appropriately reflected increasing underlying heterogeneity through increasing estimates of *I* ^2^ (Figure [7](#jrsm1196-fig-0007){ref-type="fig"}). However, the *I* ^2^ statistic was dependent on the combination of analytical methods and correlations and yielded variable estimates of *I* ^2^ for the same underlying magnitude of heterogeneity when combining SACS, ANCOVA or a mix (e.g. mean *I* ^2^ ranged from 67% (*ρ* = 0) to 95% (*ρ* = 0.95) when combining all ANCOVA estimates with *τ* ^2^ = 0.9^2^). For a particular correlation, combining all ANCOVA yielded an equivalent or larger estimate of *I* ^2^ compared with the largest *I* ^2^ estimate from combining any of the other trial analytical methods. The distribution of *I* ^2^ displayed extreme positive skew when there was no underlying heterogeneity, and in the presence of heterogeneity, the distribution of *I* ^2^ was generally negatively skewed, with a cluster of estimates at zero.

![Plots of mean and median estimates of the *I* ^2^ statistic (%) versus heterogeneity. Plots represent simulation scenarios with *θ* = 0 and $\sigma_{Y_{int}}^{2} = 1$. SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores; Rand. select., random selection](JRSM-7-371-g007){#jrsm1196-fig-0007}

4.7. Impact of heteroscedasticity of follow‐up variances within trials on performance measures {#jrsm1196-sec-0023}
----------------------------------------------------------------------------------------------

Heteroscedasticity of follow‐up variances within randomised trials resulted in larger variances of intervention effects in the component trials, and in turn the meta‐analytic intervention effect. However, this increase in the variance of the meta‐analytic intervention effect did not result in any important differences across the performance measures ([Figures S2--S8 in the Supporting Information](#jrsm1196-supinf-0001){ref-type="supplementary-material"}).

4.8. Impact of the number of trials per meta‐analysis on performance measures {#jrsm1196-sec-0024}
-----------------------------------------------------------------------------

The number of randomised trials per meta‐analysis was allowed to randomly vary (between three and eight) in the simulation scenarios because we wished to examine the average performance of the meta‐analytic methods with a small number of randomised trials. We undertook some additional analyses to investigate if the performance measures bias and type I error rate were modified by the number of trials per meta‐analysis.

Examination of the simulation scenarios stratified by the number of trials per meta‐analysis revealed no relationship between this factor and bias. Both fixed and random effects meta‐analysis yielded unbiased estimates of pooled intervention effect for each simulation scenario stratified by the number of trials per meta‐analysis.

Type I error rates for both fixed and random effects meta‐analysis were not modified by the number of trials per meta‐analysis when there was no between‐trial heterogeneity. Examination of the type I error rates of the random effects method in the presence of heterogeneity revealed that the number of trials per meta‐analysis did modify type I error rates and, furthermore, that the degree of modification was dependent on the combination of trial analytical methods, correlation between the baseline and follow‐up measurements and magnitude of the underlying heterogeneity (Figure [8](#jrsm1196-fig-0008){ref-type="fig"}). However, the key determinants of differences in type I error rates were the number of trials per meta‐analysis and the underlying magnitude of heterogeneity. Type I error rates were larger when there were fewer trials per meta‐analysis. For example, combining all ANCOVA estimates with high underlying heterogeneity yielded type I error rates ranging from 9.1% (eight trials per meta‐analysis) to 17.9% (three trials per meta‐analysis), with an average type I error rate across all strata of 12.3% (Figure [8](#jrsm1196-fig-0008){ref-type="fig"}; plot in row 3, column 6).

![Plots of type I error rate (%) versus heterogeneity for the random effects meta‐analytical method. All plots represent simulation scenarios with *θ* = 0 and $\sigma_{Y_{int}}^{2} = 1$. Separate plots depict each combination of analytical method (all SAFV, all SACS, all ANCOVA and Rand. select.), correlation and the number of trials per meta‐analysis. The number of trials per meta‐analysis is depicted by the following colours and symbols: 3 trials = solid green circle; 4 trials = solid orange diamond; 5 trials = solid navy triangle; 6 trials = solid maroon square; 7 trials = hollow teal circle; and 8 trials = hollow sienna diamond. The horizontal line represents the nominal 5% type I error rate. SAFV, simple analysis of final values; ANCOVA, analysis of covariance; SACS, simple analysis of change scores; Rand. select., random selection](JRSM-7-371-g008){#jrsm1196-fig-0008}

5. Discussion {#jrsm1196-sec-0025}
=============

A frequently cited advantage of meta‐analysis is the ability to combine results from a series of small randomised trials to answer a question of effectiveness that could otherwise not be answered. In the case of randomised trials with primary continuous outcomes, the trials are generally smaller, and there are often only few trials included in a meta‐analysis. In these circumstances, the statistical properties of the meta‐analytical methods are most compromised. Further complexity arises from the different analytical methods available to adjust for the baseline measure of the outcome in the trials. The results of this simulation study have provided some insight into how the most commonly used standard inverse‐variance meta‐analytic methods perform in these circumstances.

The empirical standard errors of the meta‐analytic estimates for the examined simulation scenarios were generally large, particularly in the presence of moderate‐to‐high between‐trial heterogeneity, indicating that there was little precision in estimating the pooled intervention effect; some meta‐analytic estimates indicated substantial benefit, while others indicated substantial harm. When there was no heterogeneity, the trial analytical methods influenced precision and power of both the fixed and random effects meta‐analytic methods in an important way. In these circumstances, the performance measures of the meta‐analytic methods reflected the relative efficiencies of the trial analytical methods. This occurred because the weights of the fixed effect model are only a function of within‐trial variance, and in the case of random effects meta‐analysis, weights are primarily dependent on within‐trial variance when there is no underlying heterogeneity. Combining estimates from all ANCOVA yielded either equivalent or better precision compared with the analytical method (either all SAFV or all SACS) that had greatest precision for a particular correlation. Therefore, when the correlations differ across trials included in a meta‐analysis, the use of ANCOVA may be of particular benefit compared with combining either all SAFV or all SACS.

The importance of the trial analytical method on the precision and power of the random effects model became less relevant as between‐trial heterogeneity increased. Weights of the random effects model are a function of both within‐trial and between‐trial variances and, in the case of high heterogeneity, will primarily depend on between‐trial variance. Consequently, the choice of trial analytical method will become irrelevant.

Fixed effect meta‐analysis yielded larger than nominal type I error rates and confidence intervals that were too narrow. This observation was unsurprising because poor estimation of the within‐trial variances will compromise the estimate of variance of the pooled effect, with consequences for hypothesis testing and the calculation of confidence limits, which assume normality (Normand, [1999](#jrsm1196-bib-0026){ref-type="ref"}).

In contrast to fixed effect meta‐analysis, the random effects model (with the DerSimonian and Laird between‐trial variance estimator) provided a better solution; type I error rates and confidence interval coverage of the random effects model were closer to the nominal levels, and in the case of no heterogeneity, the random effects model yielded the correct type I error rate. This latter finding occurred because some datasets exhibited heterogeneity by chance, and in this circumstance, DerSimonian and Laird\'s method of moments estimator of *τ* ^2^ yielded a positively biassed estimate. When this variance estimate was incorporated into the weights of the random effects model, the resulting standard errors of the meta‐analytic estimates were larger. This inflation of the standard error of the meta‐analytic estimate, for these simulation scenarios, fortuitously compensated for the imprecision in the estimates of within‐trial variance, resulting in the nominal type I error rate.

However, the random effects model did not provide a complete solution because it yielded larger than nominal type I error rates and confidence intervals that were too narrow in the presence of heterogeneity. This occurred primarily as a result of the underestimation of *τ* ^2^ in the presence of heterogeneity. Estimation of *τ* ^2^ was poorer when the underlying heterogeneity was larger, which resulted in a concomitant increase in the type I error rates; the DerSimonian and Laird method of moments estimator has been shown to be negatively biassed when *τ* ^2^ is large (Sidik and Jonkman, [2007](#jrsm1196-bib-0043){ref-type="ref"}; Sidik and Jonkman, [2005](#jrsm1196-bib-0042){ref-type="ref"}). Furthermore, the degree of inflation was modified by the number of trials per meta‐analysis in the presence of moderate‐to‐high heterogeneity, with fewer trials resulting in larger type I error rates. Type I error rates in these circumstances were further exacerbated when all ANCOVA estimates were combined, a result of the distribution of ${\hat{\tau}}^{2}$ based on ANCOVA estimates having less variability compared with those distributions based on the other trial methods, and as such there being less compensation for poor estimation of the variance of the intervention effects.

In practice, for any particular meta‐analysis, when the between‐trial variance is estimated to be greater than zero, it will not be known if the observed variance is caused by real differences between‐trials or is as a result of poor estimation. Therefore, meta‐analysts will not be able to differentiate between situations where there truly is and is not heterogeneity, and thus, whether the nominal 5% type I error rate applies. This implies that even when the random effects model is employed, borderline findings of statistical significance need to be carefully interpreted; that is, not to falsely claim an intervention effect when the observed effect is more likely to be a result of chance. Particular care should be taken when there are only three or four trials.

The *I* ^2^ statistic appropriately reflected increasing underlying heterogeneity through increasing estimates of *I* ^2^. In the presence of heterogeneity, the statistic was influenced in an important way by the trial analytical method and the strength of correlation. The *I* ^2^ statistic is not independent of the precisions of the estimates of intervention effect (Higgins and Thompson, [2002](#jrsm1196-bib-0021){ref-type="ref"}; Rucker *et al.,* [2008](#jrsm1196-bib-0031){ref-type="ref"}). Therefore, *I* ^2^ will differ for meta‐analyses where the underlying heterogeneity is the same, but the precisions of the estimates of intervention effect differ. In the case of SACS and ANCOVA, precision is a function of sample size and correlation; therefore, increasing correlation will result in larger values of *I* ^2^. This finding provides additional justification for the recommendations of others that the decision of whether to synthesise the results, or choice of meta‐analytic model to use if the results are synthesised, should not be based on the *I* ^2^ statistic (Ioannidis *et al.,* [2008](#jrsm1196-bib-0023){ref-type="ref"}; Rucker *et al.,* [2008](#jrsm1196-bib-0031){ref-type="ref"}; Riley *et al.,* [2011](#jrsm1196-bib-0029){ref-type="ref"}).

Heteroscedasticity of follow‐up variances within randomised trials results in larger variances of intervention effects in the component trials, and in turn the meta‐analytic intervention effect. This increase in the variance of the pooled intervention effect did not result in any important differences across the performance measures. Importantly, ANCOVA provided equivalent or better performance compared with both SAFV and SACS when its assumptions were compromised (heterogeneity of slopes) and the trials were small.

Finally, we consider the generalisability of the results from our simulation study. In practice, meta‐analysts are likely to encounter a mix of SAFV, SACS and ANCOVA. The degree to which the results from these simulations are applicable will, in part, depend on the mechanisms underpinning the choice of trial analytical method. Our simulations are premised on this choice being made independent of the ensuing estimates of intervention effect (and their associated test statistics). For example, the results of our simulations would generalise to scenarios where, *a priori*, the choice of analytical method was based on the likely precision, or because the method was commonly used within a particular discipline. If the choice of analytical method is based on the ensuing estimates of intervention effect (e.g. selecting the most favourable of SACS or SAFV estimates), this will lead to bias in the meta‐analytic effect (McKenzie, [2011](#jrsm1196-bib-0025){ref-type="ref"}).

5.1. Strengths and limitations {#jrsm1196-sec-0026}
------------------------------

This study provides an extension of previous research by examining through simulation the impact of ANCOVA, in addition to the more commonly employed SAFV and SACS (Banerjee *et al.,* [2008](#jrsm1196-bib-0003){ref-type="ref"}). A particular strength of our simulation study is the wide range of simulation parameters and performance measures investigated for both the standard inverse‐variance fixed and random effects models. The chosen parameters were selected so that the simulation results would be applicable to commonly occurring scenarios.

A limitation of all simulation studies is that the results and ensuing interpretation depend on the selected parameters and methods chosen to construct the datasets. For example, the baseline and follow‐up measures in these simulations were generated assuming a bivariate normal distribution. Therefore, the performance of the trial analytical and meta‐analytical methods from these scenarios is likely to be more favourable than would be the case if the data were generated from non‐normal distributions. Choices over whether a simulation parameter is fixed or allowed to randomly vary in the construction of the datasets (e.g. fixing the underlying correlation and variances across trials within a meta‐analysis versus randomly selecting the correlations and variances from assumed distributions) may also impact on the simulation results.

5.2. Future research {#jrsm1196-sec-0027}
--------------------

The results of this study raise many questions that require further research. When the size of the trials are small, an alternative weighting system may be preferable, such as weighting by the number of participants (Senn, [2000](#jrsm1196-bib-0033){ref-type="ref"}; Senn, [2007b](#jrsm1196-bib-0036){ref-type="ref"}) or the effective sample size (Deeks *et al.,* [2005](#jrsm1196-bib-0012){ref-type="ref"}). Further, investigation of alternative between‐trial variance estimators (e.g. Paule and Mandel ([1982](#jrsm1196-bib-0027){ref-type="ref"}) and restricted maximum likelihood estimators (Raudenbush, [2009](#jrsm1196-bib-0028){ref-type="ref"})) and methods to calculate confidence intervals for the pooled effect (e.g. Knapp and Hartung ([1999](#jrsm1196-bib-0018){ref-type="ref"})) are required. The use of Bayesian meta‐analysis methods that allow the incorporation of external estimates of between‐trial variance, where these estimates have been quantified from large datasets of meta‐analyses (e.g. Turner *et al.* ([2012](#jrsm1196-bib-0045){ref-type="ref"})), may be of particular value. Finally, while the focus of our research has been on the pooled effect and its confidence interval, examination of the performance of prediction intervals (Higgins *et al.,* [2009](#jrsm1196-bib-0022){ref-type="ref"}) in the scenarios we have investigated would be valuable.

5.3. Conclusions {#jrsm1196-sec-0028}
----------------

This simulation study has examined how standard inverse‐variance meta‐analytical methods perform when there are a small number of randomised trials including few participants, and how the type of analytical method employed at the trial level may impact on this performance. In general, type I error rates are likely to be larger than nominal, and the confidence intervals will be too narrow, particularly when there are only a small number of trials per meta‐analysis. Random effects meta‐analysis (with the DerSimonian and Laird between‐trial variance estimator) was shown to be preferable compared with fixed effect meta‐analysis. The trial analytical method was shown to affect the performance of the meta‐analytic methods when there was no or little heterogeneity. Results from meta‐analyses of few small trials should be cautiously interpreted.
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