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Abstract. We consider the final-state problem for the nonlinear Schro¨dinger equa-
tions (NLS) with a suitable time-decaying harmonic oscillator. In this equation, the
power of nonlinearity |u|ρu is included in the long-range class if 0 < ρ ≤ 2/(n(1−λ))
with 0 ≤ λ < 1/2, which is determined by the harmonic potential and a coefficient
of Laplacian. In this paper, we find the final state for this system and obtain the
decay estimate for asymptotics.
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1 Introduction
In this paper, we consider the nonlinear Schro¨dinger equations with time-dependent har-
monic potentials.{
i∂tu(t, x)− (−∆/2 + σ(t)|x|2/2)u(t, x) = µ|u(t, x)|2/(n(1−λ))u(t, x),
u(0, x) = u0(x),
(1)
where (t, x) ∈ R×Rn, n ∈ {1, 2, 3}, and µ ∈ R\{0}. λ ∈ [0, 1/2) is defined later. We let
H0(t) := −∆/2 + σ(t)|x|2/2
and employ the following assumption on the coefficient of the harmonic oscillator σ(t).
Assumption 1.1. Let ζ1(t) and ζ2(t) be the solutions to
ζ ′′j (t) + σ(t)ζj(t) = 0,
{
ζ1(0) = 1,
ζ ′1(0) = 0,
{
ζ2(0) = 0,
ζ ′2(0) = 1.
Then, there exists c > 0, r0 > 0, c1,±, c2,± /∈ {0,∞,−∞}, and λ ∈ [0, 1/2) such that for
all |t| > r0, the following holds.
|ζ2(t)| ≥ c,
and
lim
t→±∞
ζ1(t)
(±t)λ = c1,±, limt→±∞
ζ2(t)
(±t)1−λ = c2,±
Moreover, ζ1(t), ζ2(t), ζ
′
1(t), and ζ
′
2(t) are continuous functions.
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Based on this assumption, the quantum particle governed by the energy H0(t) is
decelerated with velocity v(t) = O(|t|−λ) as |t| → ∞; however, it is not trapped (see
Kawamoto [7], Ishida-Kawamoto [6]). This phenomenon changes the threshold between
the long range and the short range of the power of nonlinearity from 2/n to 2/n(1 − λ).
This was discovered by Kawamoto-Muramatsu [11]. In this study, we investigate the
nature of the final states upon inclusion of nonlinearity in the long-range class.
We first consider U0(t, s) to be a propagator for H0(t), that is, the family of unitary
operators {U0(t, s)}(t,s)∈R2 acts on L2(Rn) with conditions that for all t, s, τ ∈ R, the
following hold for D(H0(s)).
i∂tU0(t, s) = H0(t)U0(t, s), i∂sU0(t, s) = −U0(t, s)H0(s),
U0(t, τ)U0(τ, s) = U0(t, s), U0(s, s) = IdL2(Rn), U0(t, s)D(H0(s)) ⊂ D(H0(s)).
Using ζ1(t) and ζ2(t), we obtain the following MDFM-decomposition , see Korotyaev [12]
and Carles [1] (also see Kawamoto [8] and [11]).
Lemma 1.2. For φ ∈ S (Rn), we define
(M(τ)φ) (x) = eix2/(2τ)φ(x), (D(τ)φ) (x) = 1
(iτ)n/2
φ(x/τ).
Then, the following MDFM decomposition holds.
U0(t, 0) =M
(
ζ2(t)
ζ ′2(t)
)
D(ζ2(t))FM
(
ζ2(t)
ζ1(t)
)
, (2)
where F indicates the Fourier transform.
Hereafter, we use the notation
M1(t) =M
(
ζ2(t)
ζ ′2(t)
)
, M2(t) =M
(
ζ2(t)
ζ1(t)
)
,
u(t, ·) = u(t), and
F (u(t)) = µ|u(t)|2/n(1−λ)u(t).
We let
up(t) :=M1(t)D(ζ2(t))wˆ(t),
wˆ(t) := û+exp
(−iµ|û+|2/n(1−λ)(log t)) ,
where ·ˆ denotes the Fourier transform. Because of some technical reasons, the following
restriction on λ is mandatory. We suppose that λ = λ(n) satisfies
0 ≤ λ(1) < 13−
√
145
4
0 ≤ λ(2) < 7−
√
41
4
, 0 ≤ λ(3) < 0.022. (3)
For simplicity, we set constants k and α as
0 < k < 1 +
2
n(1− λ) , 0 < α < min(1, k/2− nλ/4),
and Hγ,ν = {f ∈ S ′(Rn) ; ‖f‖γ,ν =
∥∥(1 + |x|2)ν/2(1−∆)γ/2f∥∥
L2(Rn)
< ∞}. Then, we
have the following theorem:
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Theorem 1.3. Under the assumption 1.1, we suppose that λ = λ(n) satisfies (3). Further,
we suppose that û+ ∈ Hk,0 ∩ L∞(Rn) with ‖û+‖∞ ≪ 1. Then, there exists T > 0 such
that a solution u(t) in (1) exists globally in C([T,∞) ; L2(Rn)) and that for all
n(−2λ2 + λ+ 1) + 8λ
4
< b < λ+ α(1− 2λ), (4)
the inequality
sup
t∈[T,∞)
tb ‖u(t)− up(t)‖L2(Rn) <∞
holds.
If σ(t) ≡ 0, (1) corresponds to the nonlinear Schro¨dinger equations with long-range
nonlinearity. The asymptotic behavior and the final state problem have been considered in
several studies, e.g., Ginibre-Ozawa [2], Hayashi-Ozawa [5], Ozawa [15], Hayashi-Naumkin
[3], Hayashi-Naumlin-Wang [4], Masaki-Miyazaki [13], Masaki-Miyazaki-Uriya [14]. In the
case of λ = 0, which includes the case where σ(t) ≡ 0, the condition for b corresponds
to that of [13] and [14]. Hence, our result will be a natural extension to the final state
problem for long-range NLSs with harmonic potentials. On the other hand, in the previous
studies, nonlinearities have been admitted to have some non-resonant part and we have
not dealt with such nonlinearities with our model. In order to deal with such terms,
a strong restriction for αn in the auxiliary space L
βn([T,∞);Lαn(Rn)) (see §2.2) may
be necessary, and hence a more rigorous argument for λ may appear. For simplicity,
we avoided these issues in this paper; however, our result will be the first step toward
considering these issues.
By the result in [3] and [11], one can have for all λ ∈ (0, 1/2) and some u0 ∈ H0,γ∩Hγ,0
with ‖u0‖γ,0 + ‖u0‖0,γ < ε≪ 1, there exists a function Ψ such that∥∥∥u(t)−M1(t)D(ζ2(t))e−iµ|û+|2/(n(1−λ)) log t+iΨû+∥∥∥
k
≤ Ct−(1−2λ)α0+C(ε),
with α0 < min(1/2 + 1/(n(1 − λ)) − n/4, 1), where k = 2 or ∞. In this result, one can
deal with all λ ∈ (0, 1/2) but the decay −(1− 2λ)α0 is weak compared with b. Hence our
result is a more rigorous analysis for asymptotic behavior of u(t). We use the approach
established by [4]. However, in order to imitate this approach, a strong restriction for λ
is necessary. As an ideal case, we consider λ arbitrarily in [0, 1/2). Hence, in this sense,
there is significant scope for development.
2 Preliminaries
Throughout, for q ∈ [1,∞], the norm ‖ · ‖q denotes the norm on Lq(Rn). Addition-
ally, for q, r ∈ [1,∞] and a < b, we define the time-weighted Bochner-Lebesgue space
Lqλ((a, b);L
r(Rn)) (see Kawamoto-Yonenayama [10] and Kawamoto [9]) as follows:
Lqλ((a, b);L
r(Rn)) =
{
F ∈ S ′((a, b)×Rn) ∣∣ ‖F‖Lq((a,b);Lr(Rn),λ) <∞} ,
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where
‖F‖Lq((a,b);Lr(Rn)λ) :=
(∫ b
a
(1 + t2)−λ/2 ‖F (t, ·)‖qr dt
)1/q
.
We say that the pair (q, r) is admissible if it satisfies
1
q
+
n
2r
=
n
4
, q > 2, r ≥ 2.
Then, we introduce the so-called Strichartz estimate for associated propagator U0(t, s),
which was first obtained by [10] for the case of the limited coefficients σ(t) and next under
more generalized condition, including assumption 1.1, which was considered by [9].
Lemma 2.1. Let (q, r) and (q˜, r˜) be admissible pairs, and let s′ denote the Ho¨lder ex-
ponent of s, i.e., 1/s+ 1/s′ = 1. Then, for φ ∈ L2(Rn) and F ∈ Lq˜′λ ((a, b);Lr˜
′
(Rn),−λ),
there exists C > 0 that is independent of a, b such that the following inequalities hold.
‖U0(t, 0)φ‖Lq((a,b);Lr(Rn),λ) ≤ C‖φ‖2
and ∥∥∥∥∫ t U0(t, s)F (s)ds∥∥∥∥
Lq((a,b);Lr(Rn),λ)
≤ C ‖F‖Lq˜′ ((a,b);Lr˜′ (Rn),−λ)
In the following, we also assumed that λ > 0.
2.1 Setting
In this study, we use the decomposition formula given by Hayashi-Naumkin-Wang [4] (also
see [13] and [14]). We let
L(f(t)) = (i∂t +∆/2− σ(t)|x|2/2)f(t).
Then, by the definition of u(t), we obtain
L(u(t)− up(t)) = F (u(t))− F (up(t))− L(up(t)) + F (up(t)).
Using Duhamel’s formula,
u(t)− up(t) = i
∫ ∞
t
U0(t, s) (F (u(s))F (up(s))) ds+ E(t), (5)
holds where we define
E(t) := R(t)wˆ(t)− i
∫ ∞
t
U0(t, s)R(s)F (wˆ(s))
ds
s
and
R(t) :=M1(t)D(ζ2(t))
(
FM2(t)F−1 − 1
)
.
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Because the following equality holds∫ ∞
t
U0(t, s) (−L(up(s)) + F (up(s))) ds
=
∫ ∞
t
(
−U0(t, 0)i∂sU0(0, s)M1(s)D(ζ2(s))wˆ(s) + 1
s
U0(t, s)M1(s)D(ζ2(s))F (wˆ(s))
)
ds
=
∫ ∞
t
(
−U0(t, 0)i∂sU0(0, s)M1(s)D(ζ2(s))wˆ(s) + U0(t, s)U0(s, 0)F−1F (wˆ(s))
s
)
ds
+
∫ ∞
t
U0(t, s)M1(s)D(ζ2(s))
(
1−FM2(s)F−1
) F (wˆ(s))
s
ds
≡ I1(t) + I2(t).
We note that
F (wˆ(s))
s
=
d
ds
wˆ(s).
We have
I1 =− lim
R→∞
U0(t, 0),
(
U0(0, R)M1(R)D(ζ2(R))wˆ(R)−F−1wˆ(R)
)
+M1(t)D(ζ1(t))
(
FM2(t)F−1 − 1
)
wˆ(t)
and
I2 =
∫ ∞
t
U0(t, s)M1(s)D(ζ2(s))
(
1−FM2(s)F−1
) F (wˆ(s))
s
ds.
Lemma 2.2. Let 0 < γ < 1+ 2/(n(1− λ)). There are constants C > 0, κ1,n(γ) ≥ 0, and
κ2,n(γ) ≥ 1 such that for |s| ≥ r0,
‖wˆ(s)‖γ,0 ≤ C(log s)[γ] 〈‖û+‖γ,0〉κ1,n(γ) 〈‖û+‖∞〉κ2,n(γ) ‖ŵ+‖γ,0
holds, where [γ] indicates the smallest integer n such that n ≥ γ.
Proof. We imitate the approaches proposed by [14] (see the proof of Lemma 2.6.). We
first consider the case where n = 3. By the condition γ(3) < 0.022, it is sufficient to
consider the case 1+2/(3(1−λ)) < 2. Let τ := γ−1 < τ0 =: 2/(3(1−λ)), 〈·〉 := (1+·2)1/2,
û+ = U , and e
−iµ|U |τ0 (log t) = φU . Then
∥∥〈∇〉1+τ φUU∥∥2 ≤ C 3∑
j=1
∥∥〈∂j〉1+τ φUU∥∥2 ≤ C 3∑
j=1
‖〈∂j〉τ (1 + ∂j)φUU‖2 ,
where we use ‖ 〈∂j〉 (1 + ∂j)−1‖B(L2→L2) ≤ C. By the tentative calculation, we have
∂jφUU ∼ (log t)
(
(∂jU¯)U
2 + (∂jU)|U |2
) |U |τ0−2φU + (∂jU)φU .
Hence, we estimate the two terms as:
J1 := (log t)
∥∥DτjUj |U |τ0φU∥∥2 , J2 := ∥∥DτjUjφU∥∥2 ,
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where Dj := (−∂2j )1/2 and Uj = (∂jU). By the Kato-Ponce inequality and the proposition
A.1 of Visan [16], for τ < s < 1 and 1/p+ 1/q = 1/2, p, q > 2, we have,
J1 ≤ C(log t)
(∥∥Dτj |U |τ0Uj∥∥2 + ‖|U |τ0Uj‖p ∥∥Dτj φU∥∥q)
≤ C(log t)
(
‖U‖τ0∞ ‖U‖γ,0 + (log t) ‖U‖τ0∞ ‖Uj‖p × ‖U‖τ0−τ/s∞
∥∥DsjU∥∥τ/sqτ/s) .
Here, we also use interpolation Gagliardo-Nirenberg inequality and obtain for
1
p
=
1
3
+ a1
(
1
2
− 1 + τ
3
)
,
s
qτ
=
s
3
+ a2
(
1
2
− 1 + τ
3
)
,
the inequality
J1 ≤ C(log t)
(
‖U‖τ0∞ ‖U‖γ,0 + (log t) ‖U‖2τ0−τ/s+(2−a1−τa2/s)∞ ‖U‖a1+τa2/sγ,0
)
,
≤ C(log t)2 〈‖U‖∞〉2τ0+(1−τ) ‖U‖γ,0 .
where we assume a1 + τa2/s = 1 and use −τ/s < −τ . Next, we consider the case where
n = 1. The case of n = 2 can be handled in a similar manner; hence, we omit the proof
for n = 2. Assume that γ > 3. We set τ = γ − 3 and τ1 = 2/(1 − λ) > 2. Similar to
the case of n = 3, we first calculate ∂3j φUU , and notice that it is enough to deal with the
most effective term
J3 := (µ log t)
3
∥∥Dτj |U |3τ1U3j φU∥∥2
since other terms only yield terms smaller than O((log t)3). By the Kato-Ponce inequality
and the inequality of [16], the following inequalities hold.
J3 ≤ C(log t)3
(∥∥Dτj |U |3τ1U3j ∥∥2 + ∥∥|U |3τ1U3j ∥∥p ∥∥Dτ1j φU∥∥q)
≤ C(log t)3
[∥∥Dτj |U |3τ1∥∥2 ‖Uj‖3∞ + ‖U‖3τ1∞ ∥∥DτjU3j ∥∥2
+(log t)
(
‖U‖3τ1∞
∥∥U3j ∥∥p ‖U‖τ1−τ/s∞ ∥∥DsjU∥∥τ/sqτ/s)] .
≤ C(log t)3
[
‖U‖3τ1+2−6/(5+2τ)∞ ‖U‖1+6/(5+2τ)γ,0 + ‖U‖3τ1+2−2/(5+2τ)∞ ‖U‖1+2/(5+2τ)γ,0
+(log t)
(
‖U‖4τ1−τ/s+3∞ ‖U‖γ,0
)]
.
In the following, we set
Eγ(û+) := 〈‖û+‖γ,0〉κ1,n(γ) 〈‖û+‖∞〉κ2,n(γ) ‖û+‖γ,0.
Lemma 2.3. Suppose that û+ ∈ Hγ,0 holds. Then, for all s ∈ R with |s| ≥ r0 and
0 < γ0 ≤ min(2, γ),∥∥(FM2(s)F−1 − 1) wˆ(s)∥∥ ≤ C ∣∣∣∣ζ1(s)ζ2(s)
∣∣∣∣γ0/2 (log s)[γ0]Eγ0(û+)
holds.
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Proof. Noting that for all φ ∈ D(|x|γ0), |(M2(s) − 1)φ| ≤ C|ζ1(s)|γ0/2|ζ2(s)|−γ/2||x|γ0φ|
holds, we have ∥∥(FM2(t)F−1 − 1) wˆ(t)∥∥ = ∥∥(M2(t)− 1)F−1wˆ(t)∥∥
≤ C
∣∣∣∣ζ1(t)ζ2(t)
∣∣∣∣γ0/2 ∥∥F−1wˆ(t)∥∥0,γ0 ≤ C
∣∣∣∣ζ1(t)ζ2(t)
∣∣∣∣γ0/2 ‖wˆ(t)‖γ0,0
≤ C
∣∣∣∣ζ1(t)ζ2(t)
∣∣∣∣γ0/2 (log t)[γ0]Eγ0(û+),
where we employ lemma 2.2.
The first term of I1 can be written as
lim
R→∞
U0(t, 0)
(
U0(0, R)M1(R)D(ζ2(R))wˆ(R)−F−1wˆ(R)
)
= lim
R→∞
U0(t, 0)
(M2(R)−1 − 1)F−1wˆ(R),
and together with∥∥U0(t, 0) (U0(0, R)M1(R)D(ζ2(R))wˆ(R)−F−1wˆ(R))∥∥
≤ C
∣∣∣∣ζ1(R)ζ2(R)
∣∣∣∣γ0/2 (logR)[γ0]Eγ0(û+)→ 0
as R→∞, we find that
I1 =M1(t)D(ζ1(t))
(
FM2(t)F−1 − 1
)
wˆ(t),
Hence, we obtain (5).
2.2 Auxiliary spaces
Let (βn, αn) be an admissible, i.e.,
2
βn
= n
(
1
2
− 1
αn
)
. (6)
By defining the notations
‖F‖α,β,γ,τ =
(∫ ∞
τ
〈s〉−γ ‖F (s, ·)‖αβ ds
)1/α
, ‖F‖∞,β,γ,τ = sup
s≥τ
〈s〉−γ ‖F (s, ·)‖β .
We define XT as
XT :=
{
φ ∈ C ([T,∞);S ′(Rn)) ; ‖φ‖X = sup
τ≥T
τ b‖φ‖∞,2,λ,τ (7)
+ sup
τ≥T
τ b−2λ‖φ‖βn,αn,λ,τ <∞
}
for T > r0. In particular, we assume that λ > 0 since the case where λ = 0 is very similar
to the one considered by [4].
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3 Proof of Theorem 1.3
In this section, we set
u(t)− up(t) := i
∫ ∞
t
U0(t, s)(F (u(s))− F (up(s)))ds+ E(t),
F (φ(s)) := µ|φ(s)|2/(n(1−λ))φ(s),
and consider the following proposition:
Proposition 3.1. We assume the same assumptions to that in theorem 1.3. Then, for
T ≥ r0, there exists C > 0 and δ1, δ2 > 0 such that
‖u− up‖XT ≤ CT−δ1Ek(û+) + C ‖u− up‖XT
(
T−δ2 ‖u− up‖ρLXT + ‖û+‖
ρL
∞
)
.
In this section, α denotes a real number such that
2α < min(2, 1 + 2/(n(1− λ)− nλ/2).
Here, we remark that for n = 1, we have 1 + 2/(1 − λ) − λ/2 > 2. As for n = 2, for all
0 < λ < 1/2, 1 + 1/(1− λ)− λ ≥ 2 holds by a+ 1/a ≥ 2, a ≥ 0. On the other hand, for
n = 3,
1 +
2
3(1− λ) −
3λ
2
− 2 = (3λ+ 1)(3λ− 2)
6(1− λ) ≤ 0.
holds. This implies that 1 + 2/(3(1 − λ))− 3λ/2 ≤ 2 holds for all 0 < λ < 1/2. Conse-
quently, we have
α <
{
1, n = 1, 2,
1/2 + 1/(n(1− λ))− nλ/4, n = 3.
Again, we recall that
λ(1) <
13−√145
4
, λ(2) <
7−√41
4
, λ(3) < 0.022.
Lemma 3.2. Let
0 < b < λ+ α(1− 2λ), k1 + 2α < 1 + 2/(n(1− λ)), k1 = n(1/2− 1/αn). (8)
Then, there exists 0 < δ1 < λ+ α(1− 2λ)− b, such that
‖R(t)wˆ(t)‖XT +
∥∥∥∥∫ ∞
t
U0(t, s)R(s)wˆ(s)
ds
s
∥∥∥∥
XT
≤ CT−δ1Ek1+2α(û+).
Proof. For simplicity, for the τ -parameter, we use the notation
‖f‖α,β,γ,τ = ‖f‖α,β,γ.
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We first estimate the term associated with R(t)wˆ(t). By straightforward calculations, we
have
‖R(t)wˆ(t)‖∞,2,λ ≤ C sup
t≥τ
〈t〉−λ ∥∥(M2(t)− 1)F−1wˆ(t)∥∥2 . (9)
Together with
|(M2(t)− 1)| ≤ C
∣∣∣∣ζ1(t)ζ2(t)
∣∣∣∣α |x|2α ≤ C|t|−α(1−2λ)|x|2α,
we find that δ > 0.
‖R(t)wˆ(t)‖∞,2,λ ≤ C sup
t≥τ
〈t〉−λ−α(1−2λ) ‖wˆ(t)‖H2α,0
≤ C 〈τ〉−λ−α(1−2λ) (log τ)[2α]E2α(û+)
≤ Cτ−b−δE2α(û+).
We now estimate ‖R(t)wˆ(t)‖βn,αn,λ. We remark that for all f ∈ Lp(Rn), p ≥ 1,
‖D(ζ2(t))f‖p =
(∫
Rn
∣∣∣∣|ζ2(t)|−n/2f ( xζ2(t)
)∣∣∣∣p dx)1/p = |ζ2(t)|−n(1/2−1/p)‖f‖p
holds. Here, we employ the Sobolev’s embedding, such that
‖wˆ(t)‖αn ≤ C ‖wˆ(t)‖Hk1,0
with k1 > 0, 2k1 < n and
1
αn
=
1
2
− k1
n
.
Then, by straightforward calculation,
‖R(t)wˆ(t)‖αn ≤ C|ζ2(t)|−n(1/2−1/αn)
∥∥F (M2(t)− 1)F−1wˆ(t)∥∥αn
≤ C 〈t〉−n(1/2−1/αn)−(1−2λ)α (log t)[k1+2α] ∥∥F−1wˆ(t)∥∥
0,k1+2α
≤ C 〈t〉−n(1/2−1/αn)−(1−2λ)α (log t)[k1+2α]Ek1+2α(û+)
=: Cγ(t)Ek1+2α(û+).
Hence, we find
‖R(t)wˆ(t)‖βn,αn,λ ≤ CEk1+2α(û+)
(∫ ∞
τ
〈t〉−λ (γ(t))βndt
)1/βn
.
Here, we notice that
− λ− βn
(
n
(
1
2
− 1
αn
)
+ (1− 2λ)α
)
+ 1
= −βn
(
−(1− λ)n
(
1
4
− 1
2αn
)
+ n
(
1
2
− 1
αn
)
+ (1− 2λ)α
)
= −βn
(
(1 + λ)n
2
(
1
2
− 1
αn
)
+ (1− 2λ)α
)
< 0
9
where we use 1/βn = n(1/4− 1/(2αn)). Since αn > 2, we find that
‖R(t)wˆ(t)‖βn,αn,λ ≤ C 〈τ〉−α(1−2λ)−δ Ek1+2α(û+)
≤ C 〈τ〉−(b−2λ)−(λ+δ) Ek1+2α(û+)
≤ C 〈τ〉−(b−2λ)−δ Ek1+2α(û+).
Next, we consider the term associated with
∫
U0(t, s)R(s)wˆ(s)s
−1ds. Straightforward
calculation and the similar calculation in analyzing the term (9) shows,∥∥∥∥∫ ∞
t
U0(t, s)R(s)wˆ(s)
ds
s
∥∥∥∥
∞,2,λ
≤ sup
t≥τ
〈t〉−λ
∫ ∞
t
‖R(s)wˆ(s)‖ds
s
≤ CE2α(û+) sup
t≥τ
〈t〉−λ
∫ ∞
τ
〈s〉−α(1−2λ)−1 (log s)[2α]ds
≤ CE2α(û+)τ−b−δ.
Moreover, by the Strichartz estimates with an admissible pair (∞, 2), we have∥∥∥∥∫ ∞
t
U0(t, s)R(s)wˆ(s)
ds
s
∥∥∥∥
βn,αn,λ
≤ C ∥∥R(s)wˆ(s)s−1∥∥
1,2,−λ
≤ CE2α(û+)
∫ ∞
τ
〈s〉λ−1 〈s〉−α(1−2λ) (log s)[2α]ds
≤ Cτ−(b−2λ)−δE2α(û+),
where in order to justify the above, we have to assume that
λ− 1− α(1− 2λ) < −1. (10)
For n = 1, 2, we notice that α < 1 since λ > 0; hence, (10) coincides with λ < 1/3. For
n = 3, we have
λ < α(1− 2λ) < (1− 2λ)
(
1
2
+
1
3(1− λ) −
3
4
λ
)
.
By straightforward calculation, we have 18λ3 − 51λ2 + 47λ − 10 < 0, which will be true
for all 0 < λ < 3/10 (> 0.02).
Lemma 3.3. Let ρL := 2/(n(1− λ)), suppose 1/αn < (1− λ)/2 and
min(b, ρL(b− 2λ)) > 1/2 + 2λ− 2λ/(αn(1− λ)) > 1/2 + λ,
then there exists δ2 > 0, such that∥∥∥∥∫ ∞
t
U0(t, s)(F (u)− F (up))(s)ds
∥∥∥∥
XT
≤ C‖u− up‖XT
(
T−δ2‖u− up‖ρLXT + ‖û+‖
ρL
∞
)
(11)
holds for any u ∈ XT with T ≥ r0.
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Proof. We employ the same approach proposed by [4]. First, we decompose (F (u) −
F (up))(s) = F
(1)(u(s)) + F (2)(u(s)) with
F (1)(u(s)) := χ{|up(s)|≤|(u−up)(s)|}(F (u)− F (up))(s),
F (2)(u(s)) := χ{|up(s)|≥|(u−up)(s)|}(F (u)− F (up))(s).
and χA(x) is 1 or 0 depending on whether x ∈ A or not. Thus, it follows that
|F (1)(u)| ≤ C|u− up|ρL|u− up|, |F (2)(u)| ≤ C|up|ρL |u− up|.
We estimate
|(F (u(s))− F (up(s)))| ≤ |F (1)(u(s))|+ |F (2)(u(s))
≤ C|(u− up)(s)|ρL|(u− up)(s)|+ C|up(s)|ρL|(u− up)(s)|.
Hereafter, we estimate (11) with respect to F (1)(u(s)) and F (2)(u(s)).
Estimation for F (1).
By the Strichartz estimate, the term associated with F (1)(u(s)) is estimated as∥∥∥∥∫ ∞
t
U0(t, s)F
(1)(u(s))ds
∥∥∥∥
∞,2,λ
≤ C ∥∥|u− up|1+ρL∥∥ρ′,q′,−λ
≤ C
(∫ ∞
τ
〈s〉λ ∥∥|(u− up)(s)|1+ρL∥∥ρ′q′ ds)1/ρ′ ,
where τ ≥ T . Since it holds that∥∥|(u− up)(s)|1+ρL∥∥q′ ≤ ‖(u− up)(s)‖ρL(2q′ρL)/(2−q′) × ‖(u− up)(s)‖2,
by Holder’s inequality with αn = (2q
′ρL)/(2− q′), we have(∫ ∞
τ
〈s〉λ ∥∥|(u− up)(s)|1+ρL∥∥ρ′q′ ds)1/ρ′
≤ C
(∫ ∞
τ
〈s〉λ ‖(u− up)(s)‖ρ
′ρL
αn
× ‖(u− up)(s)‖ρ
′
2 ds
)1/ρ′
≤ C
∥∥∥〈s〉(1+1/ρ′)λ−b ‖(u− up)(s)‖ρLαn∥∥∥Lρ′τ
(
sup
s∈[τ,∞)
〈s〉b〈s〉−λ‖(u− up)(s)‖2
)
≤ C
∥∥∥〈s〉(1+1/ρ′+ρL/βn)λ−b∥∥∥
Lpτ
(∫ ∞
t
〈s〉−λ ‖(u− up)(s)‖βnαn ds
)ρL/βn
× sup
τ≥T
(
τ b‖u− up‖∞,2,λ
)
, (12)
where p > 1 satisfies ρL/βn + 1/p = 1/ρ
′,
‖f(s)‖Lθτ :=
(∫ ∞
τ
|f(s)|θds
)1/θ
,
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and we use
sup
s∈[τ,∞)
〈s〉b〈s〉−λ‖(u− up)(s)‖2 ≤ sup
s∈[τ,∞)
〈s〉b sup
κ≥s
〈κ〉−λ‖(u− up)(κ)‖2
≤ sup
s∈[τ,∞)
〈s〉b‖u− up‖∞,2,λ,s
≤ C sup
(s≥)τ≥T
(
τ b‖u− up‖∞,2,λ
)
.
Because of the condition n(1/q′ − 1/2) = 2/ρ < 1, the restriction
αn > nρL =
2
1− λ
appears. Then, taking b > 0, such that
b > 1/2 + 2λ− 2λ/(αn(1− λ)) > 1/2 + λ (13)
holds. ∥∥∥〈s〉(1+1/ρ′+ρL/βn)λ−b∥∥∥
Lpτ
≤ C
(∫ ∞
τ
s((1+1/ρ
′+ρL/βn)λ−b)pds
)1/p
≤ Cτ 1/p+(1+1/ρ′+ρL/βn)λ−b
= Cτ 1/2+2λ−2λ/(αn(1−λ))−b
is bounded, where we use (6) and
1
ρ′
= 1− n
2
2− q′
2q′
= 1− nρL
2αn
.
Therefore, we obtain that (12) is smaller than∥∥∥〈s〉(1+1/ρ′+ρL/βn)λ−b∥∥∥
Lpτ
‖u− up‖ρLβn,αn,λ sup
τ∈[T,∞)
τ b‖u− up‖∞,2,λ
≤ Cτ 1/2+2λ−2λ/(αn(1−λ))−b‖u− up‖ρLβn,αn,λ‖u− up‖XT
≤ Cτ 1/2+2λ−2λ/(αn(1−λ))−b−ρL(b−2λ) (τ b−2λ‖u− up‖βn,αn,λ)ρL ‖u− up‖XT
≤ Cτ−b‖u− up‖ρL+1XT × τ 1/2+2λ−2λ/(αn(1−λ))−ρL(b−2λ).
We suppose that
ρL(b− 2λ) > 1/2 + 2λ− 2λ/(αn(1− λ)) > 1/2 + λ. (14)
We find,
sup
τ≥T
τ b
∥∥∥∥∫ ∞
t
U0(t, s)F
(1)(u(s))ds
∥∥∥∥
∞,2,λ
≤ CT 1/2+2λ−2λ/(αn(1−λ))−ρL(b−2λ) ‖u− up‖ρL+1XT ,
where we remark that in (13), λ < 1/3 and 2/(1− λ) < αn <∞,
b− 2λ > 1/2 + λ > 0.
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By the same calculation, we find there exists δ2 > 0, such that
τ b−2λ
∥∥∥∥∫ ∞
t
U0(t, s)F
(1)(u(s))ds
∥∥∥∥
βn,αn,λ
≤ C ‖u− up‖ρL+1XT × t1/2+2λ−2λ/(αn(1−λ))−(ρL−1)(b−2λ)−b
≤ CT−δ2 ‖u− up‖ρL+1XT ,
where we use (b− 2λ)− b < 0.
Estimation for F (2).
First, remarking that 2/(1− λ) < αn <∞,
−b < −1/2− λ < −λ, and − b+ 2λ < 0.
Then ∥∥∥∥∫ ∞
t
U0(t, s)F
(2)(u(s))ds
∥∥∥∥
∞,2,λ
= sup
t≥τ
〈t〉−λ
∥∥∥∥∫ ∞
t
U0(t, s)F
(2)(u(s))
∥∥∥∥
2
ds
≤ C sup
t≥τ
〈t〉−λ
∫ ∞
t
‖up(s)‖ρL∞ ‖u(s)− up(s)‖2 ds
≤ C‖û+‖ρL∞ sup
t≥τ
〈t〉−λ sup
s≥t
(
〈s〉−λ+b ‖u(s)− up(s)‖2
)∫ ∞
t
〈s〉−1−b+λ ds
≤ Cτ−b‖û+‖ρL∞ ‖u− up‖XT ,
where we use
‖up(s)‖ρL∞ ≤ C|ζ2(s)|ρL‖û+‖∞ ≤ Cs−1‖û+‖∞.
Strichartz estimates with an admissible pair (∞, 2) yield∥∥∥∥∫ ∞
t
U0(t, s)F
(2)(u(s))ds
∥∥∥∥
βn,αn,λ
≤ C ‖|up|ρL|(u− up)|‖1,2,−λ
≤ C
∫ ∞
τ
〈s〉λ ‖up(s)‖ρL∞ ‖(u− up)(s)‖2ds.
By the same argument as above, we find that the last term of the above inequality is
smaller than
C‖u− up‖XT ‖û+‖ρL∞
∫ ∞
τ
〈s〉−b+2λ−1 ds
≤ Cτ−b+2λ‖u− up‖XT ‖û+‖ρL∞ .
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3.1 Proof of Theorem 1.3
By Lemma 3.2 with 1/αn < (1 − λ)/2, i.e., k1 > nλ/2, lemma 3.3, and proposition 3.1.
By considering sufficiently small ‖û+‖∞ and sufficiently large T > 0 compared with the
constant C > 0, there exists 0 < ε1 ≪ 1 and δ3 > 0, such that
‖u− up‖XT ≤ ε1 + ‖u− up‖
1+δ3
XT
.
The bootstrap argument yields
‖u− up‖XT ≤ (1 + δ3)ε1/δ3,
which implies theorem 1.3.
3.2 Existence of an admissible pair (βn, αn)
Here, we show the existence of an admissible pair (βn, αn) that satisfies conditions (8),
(13), and (14). It suffices to find the condition of λ, such that
1
2
+ λ < b < λ+ α(1− 2λ) (15)
and
2λ+
1
2ρL
+
λ
ρL
< b < λ+ α(1− 2λ). (16)
For n = 1, 2, we have α < 1, and thus, (15) implies that λ(n) < 1/4. On the other hand,
for n = 3, noting α < 1/2 + 1/(3(1− λ))− 3λ/4, (15) implies
18λ3 − 39λ2 + 29λ− 4 < 0⇒ λ(3) < 0.176...
Next, we consider the condition of λ such that (16) will be true; for n = 1, then
ρL = 2/(1− λ) and α < 1 yield
2λ2 − 13λ+ 3 > 0⇒ λ(1) < 13−
√
145
4
= 0.239... <
1
4
.
For n = 2, ρL = 1/(1− λ) and α < 1 yield
2λ2 − 7λ+ 1 > 0⇒ λ(2) < 7−
√
41
4
= 0.149....
For n = 3, ρL = 2/(3(1− λ)), and α < 1/2 + 1/(3(1− λ))− 3λ/4 yield
36λ3 − 78λ2 + 47λ− 1 < 0⇒ λ(3) < 0.022...
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