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Abstract
We consider a system of charged particles moving on the real line driven by electrostatic
interactions. Since we consider charges of both signs, collisions might occur in finite time.
Upon collision, some of the colliding particles are effectively removed from the system
(annihilation). The two applications we have in mind are vortices and dislocations in
metals.
In this paper we reach two goals. First, we develop a rigorous solution concept for
the interacting particle system with annihilation. The main innovation here is to provide
a careful management of the annihilation of groups of more than two particles, and we
show that the definition is consistent by proving existence, uniqueness, and continuous
dependence on initial data. The proof relies on a detailed analysis of ODE trajectories
close to collision, and a reparametrization of vectors in terms of the moments of their
elements.
Secondly, we pass to the many-particle limit (discrete-to-continuum), and recover the
expected limiting equation for the particle density. Due to the singular interactions and
the annihilation rule, standard proof techniques of discrete-to-continuum limits do not
apply. In particular, the framework of measures seems unfit. Instead, we use the one-
dimensional feature that both the particle system and the limiting PDE can be charac-
terized in terms of Hamilton–Jacobi equations. While our proof follows a standard limit
procedure for such equations, the novelty with respect to existing results lies in allowing
for stronger singularities in the particle system by exploiting the freedom of choice in the
definition of viscosity solutions.
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1 Introduction
Our starting point is the interacting particle system formally given by
dxi
dt
=
1
n
n∑
j=1
j 6=i
bibj
xi − xj t ∈ (0, T ), i = 1, . . . , n
+ annihilation upon collision,
(Pn)
where n ≥ 2 is the number of particles, x := (x1, . . . , xn) are the particle positions in R, and
b := (b1, . . . , bn) are the charges of the particles, which are initially set as +1 or −1. One can
think of this particle system as charged particles in a viscous fluid. Indeed, the right-hand side
of the ODE shows that the interaction forces are nonlocal and singular. Moreover, equal-sign
charges repel and opposite-sign charges attract each other.
Due to these attractive forces, particles of opposite charge may collide in finite time. Since
the right-hand side of the ODE does not vanish prior to the collision (in fact, it blows up),
the ODE is ill-defined at the collision time, and a modeling choice is to be made on how to
continue it. Here we make the choice that opposite signs annihilate each other: when two
particles of opposite charge collide, they are removed from the system, and the remaining
particles continue to evolve by (Pn). Technically we encode this annihilation by setting the
charges bi of the colliding particles to 0. This is equivalent to removing them from the system
because the ODE assigns zero velocity to particles with zero charge and vice versa, particles
with zero charge do not exert a force on any other particle. In analogy with electric charges
we call particles with zero charge neutral, and particles with nonzero charge charged.
A rigorous description of (Pn) is given in Definition 2.1, and Figure 1 illustrates an example
set of trajectories. To give some insight into the properties of (Pn), we list here several
observations:
• Gradient flow. In between collisions, the ODE is the gradient flow of the energy
E(x;b) =
1
2n2
n∑
i=1
n∑
j=1
j 6=i
bibjV (xi − xj), V (x) := log 1|xi − xj | , (1)
where V is the particle interaction potential.
• Particle exchangeability. (Pn) is invariant under relabeling the indices of particles with
the same charge.
• Multiple-particle collisions. The most likely collision is that between two charged parti-
cles of opposite charge. Yet, there are possible situations in which three or more charged
particles collide; see Figure 1.
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• Translation invariance. If (x,b) is a solution to (Pn), then (x+a1,b) also is a solution,
for any a ∈ R (here 1 = (1, . . . , 1)).
• Scale invariance. If t 7→ (x(t),b(t)) is a solution to (Pn), then t 7→ (αx(α−2t),b(α−2t))
also is a solution for any α > 0.
• Conserved quantities. The first moment M1(xi) :=
∑n
i=1 xi and the net charge
∑n
i=1 bi
are conserved under (Pn).
t
x
τ1
τ2
τ3
Figure 1: A sketch of solution trajectories to (Pn). Trajectories of particles with positive
charge are coloured red; those with negative charge blue. The black dots indicate the annihi-
lation points (τ, y).
The main aim of this paper is to establish the ‘continuum limit’ n→∞. This is a classical
question in the study of interacting particle systems, with a long and distinguished history
(see below). What makes the results of this paper special is the combination of opposite signs
(and the ensuing annihilation) with singular interaction potentials.
Along the way we also develop a theory for the annihilating finite-n particle system (Pn).
For instance, it turns out that formulating the right solution concept for (Pn) is subtle; with
the choices made in Definition 2.1 we are able to prove existence, uniqueness, stability, and
various other properties of its solutions.
1.1 Motivation
Our main motivation for studying the limit n → ∞ of (Pn) comes from a key problem in
understanding plastic deformation of metals. Plastic deformation of metals is the macroscopic
behavior of many dislocations interacting on microscopic time and length scales. Dislocations
are curve-like defects in the atomic lattice of the metal. We refer to [HL82, HB01] for textbook
descriptions of dislocations and their relation to plasticity. Because of the immense complexity
of the dynamics of groups of dislocations, it is a long-standing problem to derive plastic
deformation as the micro-to-macro limit of interacting dislocations.
To address this problem, several simplifying assumptions are common in the literature:
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1. The assumption that the dislocation lines are straight and parallel, such that their
position can be identified by points in a 2D cross section [ADLGP14, Ber06, CL05,
GvMPS20, GB99, GCZ03, GGK06, HO14, KHG15, MPS17].
2. The further assumption that these dislocation points move along the same line [FG07,
GPPS13, Hal11, HL55, vMM14]. This assumption is inspired by the fact that for many
types of dislocations the movement is confined to a slip plane.
3. The assumption that the velocity of dislocations is proportional to the stress acting on
them. Most of the literature on micro-to-macro limits operates under this assumption.
A few exceptions are [ADLGP16, HvMP20, MPS17].
Under these assumptions, the resulting dynamics of dislocations are given by (Pn). The
charges bi correspond to the orientation of the dislocations (given by their Burgers vector).
Dislocations with opposite Burgers vector are such that when they collide, their lattice de-
fects cancel out, and a locally perfect lattice emerges after a collision. This motivates the
annihilation rule that we adopt here.
Including annihilation in dynamic dislocation models in one form or another is not new.
For instance, the discrete-to-continuum limits of Alicandro, De Luca, Garroni, and Pon-
siglione [ADLGP14, ADLGP16] allow opposite-sign defects to cancel each other, in a regime
corresponding to O(1) net dislocations. Forcadel, Imbert, and Monneau [FIM09] and Van
Meurs and Morandotti [vMM19] both include annihilation for regularized dislocation interac-
tions. Another example is [MP12a, MP12b], where the dislocation positions are described by
a phase-field model (the Peierls–Nabarro model) which by construction includes annihilation,
and can be considered a form of regularization.
The work of this paper is different in a number of ways. First, we insist on taking the
n→∞ limit for point particles with unregularized, singular interactions. Secondly, the finite-
n system has an explicit annihilation rule, which is a consequence of the point nature of the
particles and the singularity of the ODE, as we described above.
Our second motivation for studying annihilation is the dynamics of vortices. In [Ser07]
and [SBO07] it is shown that the two-dimensional dissipative Ginzburg-Landau equation
converges, as the related phase-field parameter tends to zero, to an evolution of point vortices.
Besides the complication of two spatial dimensions, vortices may have an integer-valued degree
(charge), which further complicates the annihilation rule. In fact, a self-contained equation
for the vortex dynamics including an annihilation rule has not yet been constructed. With
the results of this paper we hope to help in clarifying vortex dynamics.
On the other end of the spectrum, a model for the many-vortex limit appears in super-
conductivity where it is called the Chapman–Rubinstein–Schatzman–E model. In [AMS11] a
gradient flow structure of this model is formulated, but the mathematical description is not
completely satisfactory due to an implicit term regarding the vortex annihilation.
As of yet, there appears to be no rigorous result on the many-vortex limit passage for
multi-sign vortices. In this paper we aim to contribute by considering a simpler particle
system.
Our third motivation for studying the limit n→∞ of (Pn) is to contribute to the general
understanding of many-particle limits for interacting particle systems with multiple species;
see, e.g., [DFES20, DFF13, DFF16]. The particle systems considered in these papers are
similar to (Pn), but have bounded interaction forces depending on the particle types bi and bj ,
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for which no particular collision rule needs to be specified. Still, in [DFES20], the interaction
force is discontinuous at zero, which results in nontrivial particle collisions that require special
attention. A central difference with the current paper is that particles that collide are not
removed; instead, particles are conserved after collision. In the subsequent dynamics they
remain completely ‘joined’ to each other, and this joined couple effectively decouples the
interaction between other particles to the left and to the right. Since in [DFES20] the number
of particles in conserved and the interaction forces remain bounded, different techniques such
as Wasserstein gradient flows apply, which makes the analysis significantly different from that
in this paper.
1.2 Well-posedness of the ODE
Our first main result is the well-posedness of (Pn). While the classical ODE theory gives
existence and uniqueness of solutions up to the first collision time τ , it fails to say what
happens at τ . Since the interaction force is singular, it is not obvious why the limit of xi(t) as
t ր τ exists. And, if it exists, the possibility of multiple particle collisions makes it unclear
whether the right-hand side of the ODE is defined after the annihilation rule has been applied.
Besides the classical ODE theory, the gradient flow structure is of limited use too, because
the energy diverges to −∞ prior to collision.
Our strategy to overcome these two difficulties at a collision event is to consider the
relevant quantities of the ODE. First, for existence of the limits xi(t) as t ր τ , we use the
property that the moments
Mk(x) :=
1
k
n∑
i=1
xki for k = 1, . . . , n (2)
do not blow up as tր τ . Indeed, differentiating the moments along solutions yields that the
singularity in the right-hand side of the ODE cancels out. This turns out to be sufficient to
deduce that the limit of xi(t) as tր τ exists.
Secondly, we show that at any collision event, the total net charge of the colliding particles
has to be either −1, 0, or +1. Hence, after a collision, at most one charge remains active,
and therefore the right-hand side of the ODE (Pn) is again meaningful. Hence, the ODE can
be restarted after collision.
These proof elements lead to our first main result.
Theorem A. (See Theorem 2.4). The system of equations (Pn) with rigorous meaning given
by Definition 2.1 is well posed, i.e. solutions exist, are unique, and depend continuously on
the initial data. In addition they are Lipschitz continuous in time with respect to a special
metric dM based on the moments Mk (2).
1.3 The many-particle limit n→∞
Our second main result, Theorem 4.1, is the passage of (Pn) to the limit n → ∞, and the
characterization of the limit equation. The usual approach in the particle systems literature
(see, e.g., [Due16, GvMPS20, vMM14, Sch96]) is to describe the particle positions by an
empirical measure. For the two-species particle system (Pn) a natural choice is
κn :=
1
n
n∑
i=1
biδxi . (3)
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Then, one derives from the particle system that κn satisfies a weak form of a PDE, which for
(Pn) turns out to be
∂tκn = ∂x
(|κn| (V ′ ∗ κn)), (4)
where V ′(x) = − 1x as in (1) and ∗ denotes the convolution over space. Finally, the task is
to pass to n → ∞ in this weak form in the framework of measures. The expected limiting
equation is
∂tκ = ∂x
(|κ| (V ′ ∗ κ)), (5)
where positive values of the particle density κ correspond to positively charged particles,
and negative values represent the density of the negatively charged ones. In our setting, it is
difficult to make this limit passage rigorous due to the combination of signed charges, singular
interactions, and the annihilation rule.
In this paper we follow a different approach. To date, the only rigorous interpretation of
(5) is developed in [IMR08] and [BKM10]. It is given in terms of a Hamilton–Jacobi equation.
Before laying out the details, let us formally derive this Hamilton–Jacobi equation. The idea
is to integrate (5) in space. Assuming that κ is regular enough, we define the cumulative
distribution function
u(x) :=
∫ x
−∞
dκ. (6)
Since ∂xu = κ, the derivative of u describes the density of particles; in particular, the sign of
∂xu(x) determines the charge of the particles around x. With this definition of u, integrat-
ing (5) in space yields
∂tu = ∂x(V
′ ∗ u) |∂xu|. (7)
The interaction term ∂x(V
′ ∗ u) has several alternative representations given by
∂x(V
′ ∗ u) = I[u](x) = (−∆) 12u(x) = F−1 (|ξ|û(ξ))
= H[∂xu](x) = pv
∫
R
(
u(x+ z)− u(x)) dz
z2
, (8)
where I is the Le´vy operator of order 1, (−∆)1/2 is the half-Laplacian, F is the Fourier
transform, H is the Hilbert transform, and pv ∫ is the principal-value integral.
Using the short notation I[u] above we write the Hamilton–Jacobi equation (7) as
∂tu = I[u] |∂xu|. (9)
This is a Hamilton–Jacobi equation with a Hamiltonian I[u] which is non-standard for two rea-
sons. First, it is a nonlocal function of u; similar nonlocal Hamilton–Jacobi equations are reg-
ularly used to describe curvature-driven flows such as mean-curvature flow (see e.g. [CMP15]).
Secondly, the singular kernel in I does not permit evaluation of I at every bounded, uniformly
continuous function, and thus a proper extension has to be constructed. We postpone the
related rigorous definition of viscosity solutions to Section 3.
Coming back to the question of passing to the limit n → ∞ in (Pn), it is then natural
to seek a Hamilton–Jacobi formulation for it such that the limit passage can be carried out
in a Hamilton–Jacobi framework. In [FIM09] the authors develop such a formulation for a
version of (Pn) with regularized interactions. They successfully pass to the limit n→∞, but
the link between the Hamilton–Jacobi equation and (Pn) (with singular interactions) is only
established in the simple case where all particles have the same charge. The difficulty in the
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signed-charge case stems from the singularity of the interactions and the previously missing
definition and well-posedness of (Pn). With Theorem A in hand, we overcome this difficulty,
and treat the case of singular interactions and annihilation.
To construct a Hamilton–Jacobi formulation for (Pn), we build on the ideas in [FIM09].
Analogously to (6), we set
un(x) =
∫
(−∞,x]
dκn =
1
n
n∑
i=1
biH(x− xi) for all x ∈ R (10)
as the level set function, where H is the Heaviside function with H(0) = 1. We illustrate un
in Figure 2. The function un is piecewise constant, with jumps at the particle positions xi,
where the direction of the jump (upward or downward) determines the charge bi. The precise
value of un at the jump points turns out to be important; we will often consider the upper
and lower semi-continuous envelope of un.
y
0 x
v(τ1 − δ, x)
1
n
− 1n
un(τ1 − δ, x)
y
0 x
v(τ1, x)
1
n
− 1n
un(τ1, x)
y
0 x
v(τ1 + δ, x)
1
n
− 1n
un(τ1 + δ, x)
Figure 2: Possible graphs of the level set functions un and v for the particle trajectories
in Figure 1 sliced at three time points; slightly before τ1, at τ1, and slightly after τ1. The
change of sign of v at the intersections with the level sets at Z/n determines the charge of
the particles. If there is no change in sign, no particle is associated to it (illustrated by the
white circle in the second graph).
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However, to derive formally the Hamilton–Jacobi equation, it is more instructive to re-
place un by a regular enough level set function v. Figure 2 illustrates a possible choice of v.
Given v, the particle positions xi can be recovered from the level sets of v at
1
nZ, i.e. by
solving for y in v(y) ∈ 1nZ. The charge bi is then given by
bi = sign(∂xv(xi)), (11)
which is the analogue of the continuum Hamilton–Jacobi equation in which ∂xu determines
the charge of the particle density. Given un, a sufficient condition for a related continuous
function v is
0 < v(x) − un(x) < 1
n
for all x ∈ R \ {xi : i = 1, . . . , n}. (12)
Because of the jumps in un and the continuity of v, this implies that
v(xi) = u
∗
n(xi), (13)
where u∗n is the upper semi-continuous envelope of un. By (12) we can recover un from v by
u∗n(x) =
1
n
⌊nv(x)⌋, (14)
where ⌊·⌋ denotes the floor function, that is, the largest integer less than or equal to the
argument.
To derive formally the Hamilton–Jacobi equation from the solution (x,b) to (Pn), suppose
that there exists a regular level set function v : [0,∞)×R→ R such that v(t, ·) satisfies (12)
at each t ≥ 0. Then, by (13), v(t, xi(t)) is constant in t for each i. Hence, 0 = ddtv(t, xi(t)),
which we rewrite as
∂tv(t, xi(t)) = −dxi
dt
(t) ∂xv(t, xi(t)) = − 1
n
n∑
j 6=i
bibj
xi − xj ∂xv(t, xi(t)). (15)
To rewrite the force in terms of v, we use for xi > xj that
1
xi − xj =
∫ ∞
xi−xj
dz
z2
=
∫
R
H(z − xi + xj) dz
z2
and pv
∫
R
(
H(z)− 1
2
) dz
z2
= 0 (16)
to obtain (see (73) for details)
− 1
n
n∑
j 6=i
bibj
xi − xj = bi pv
∫
R
(
u∗n(xi + z)− u∗n(xi) +
1
2n
) dz
z2
= bi pv
∫
R
E1/n
(
v(xi + z)− v(xi)
) dz
z2
,
where in the second equality we have used (14) with
E(α) := ⌊α⌋ + 1
2
, E1/n(α) =
1
n
E(nα). (17)
Inserting this in (15) and recalling (11), we obtain
∂tv = In[v] |∂xv|, In[v](x) := pv
∫
R
E1/n
(
v(x+ z)− v(x)) dz
z2
. (18)
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This is the formal shape for the Hamilton–Jacobi equation which describes solutions to (Pn).
We take a moment to discuss several features of (18). First, the expression for In resembles
the last expression of I in (8). The only difference is the appearance of E1/n, which is a
staircase approximation of the identity (see Figure 3). The offset 12n is carefully chosen to
cancel out the singularity of the kernel 1/z2 at 0; it originates in the subtraction of 12 in the
integrand in (16). The role of E1/n is to project the information of v down to the behavior
of the level sets of v corresponding to the discrete levels v(x) = k/n for different values
of k ∈ Z; this corresponds to the discrete nature of (Pn). Because of this nonlocal feature
of In which even includes interactions between different level sets, (18) is a non-standard
Hamilton–Jacobi equation. To further illustrate its behavior, we compute in Example 3.1 an
explicit, continuous solution v to (18), and show how each choice of a ∈ [0, 1) for the level
sets at 1n(Z+ a) corresponds to a different solution to (Pn).
α
1
n
2
n
3
2n
5
2n
1
2n
E1/n
Figure 3: Plot of the staircase approximation E1/n of the identity.
Secondly, the formulation of (Pn) in terms of the Hamilton–Jacobi equation (18) has
several mathematical advantages:
1. No annihilation rule needs to be specified. For example, a two-particle annihilation
happens when a local maximum of v crosses a level set downwards, or when a local
minimum crosses it upwards (see Figure 2).
2. The function v need not develop singularities around annihilation points (see again
Figure 2).
Note that the Hamilton–Jacobi formulation exposes a monotonicity property of the trajecto-
ries of (Pn): for a1 6= a2, the level sets of v at 1n(Z + a1) do not cross with any of the level
sets of v at 1n(Z + a2). This property follows after establishing a comparison principle. This
monotonicity of trajectories is difficult to obtain from either (Pn) or its measure formulation
(4), and is not used in the part of the literature on many-particle limits which relies on a
measure-theoretic framework.
Thirdly, even for smooth functions φ the operator In is not defined at local maxima or
local minima of φ. However, at these points, ∂xφ vanishes, and thus it may be possible to
extend the right-hand side in (18) at these points. We show that such an extension is possible
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when developing a notion of viscosity solutions to (18). In this definition, we build on ideas
from [IMR08] for the limiting Hamilton–Jacobi equation (9). It is here that we depart from
the framework in [FIM09]; in [FIM09] this issue was solved by regularizing the singular kernel
1/z2 around 0, which implies modifying the equation (Pn), while we insist on studying the
original equation.
Fourthly, our Definition 3.4 of viscosity solutions of (18) does not only allow for solutions
that are continuous, but also for discontinuous solutions; we show in Lemma 4.2 and Propo-
sition 4.5 that the step function un(t, x) as constructed from the solution to (Pn) indeed is
the unique viscosity solution to (18) with initial datum un(0, x). Because of the discontinuity,
usual proofs of uniqueness do not apply (see e.g. [BKM10, Th. 2.4]); Proposition 4.5 uses the
special structure of (Pn) to deal with this discontinuity. This shows that each solution of (Pn)
generates a corresponding unique solution of the Hamilton–Jacobi equation (18). This is in-
teresting, because (Pn) has a clear physical interpretation with possible extension to higher
dimensions, whereas (18) has an advantageous mathematical structure.
We now return to the aim of this paper to pass to the limit n→∞. For this limit passage
we follow the usual approach in viscosity theory; this is our second main result.
Theorem B. (See Theorem 4.1.) Assume that the initial data satisfy u◦n → u◦ locally
uniformly, and that u◦ is bounded and uniformly continuous. Then un → u locally uniformly
in time-space as n→∞, the function u is continuous, and u satisfies the limiting Hamilton–
Jacobi equation given formally by (9).
Turning to the limiting Hamilton–Jacobi equation (9), we construct a different—but
equivalent—notion of viscosity solutions than that in [IMR08, BKM10]. The reason for this
is that Theorem B is easier to prove if the notions of viscosity solutions of (9) and (18) are
similar. More precisely, in contrast to the viscosity-solution approach in [IMR08], we restrict
the class of test functions at ∂xu = 0 to functions of the specific form cx
4+ g(t). This idea of
reducing the class of test functions is inspired by the approach of Ishii and Souganidis [IS95];
see also [CMP15] and the discussion of F-solutions in [Gig06]. This choice interacts well with
the observation that annihilating particles meet with quadratic rate (see Theorem 2.4(iv–
v) and Figure 1). Even with this restricted class of test functions, the standard comparison
principle holds (Theorem 3.6 and Theorem 3.11) and yields uniqueness even for discontinuous
initial data (Proposition 4.5).
1.4 Measure-theoretic version of Theorem B
As we mentioned above, a common approach in many-particle limits is to consider the evo-
lution equation (4) for the empirical measure κn, and pass to the limit in a weak formulation
of that equation. The typical type of convergence that one obtains in this way is narrow
convergence at each time t, i.e.∫
R
ϕ(x)κn(t, dx) −→
∫
R
ϕ(x)κ(t, dx) for each ϕ ∈ Cb(R).
For comparison with this body of literature we now restate Theorem B in terms of κn and κ,
using measure terminology.
Theorem B requires the initial datum u◦n to converge locally uniformly to a continuous
limit u◦. If κ◦n were non-negative, then the pair (κ
◦
n, u
◦
n) could be interpreted as a probability
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distribution and its cumulative distribution function; in this case κ◦n converges narrowly if
and only if u◦n converges at every x at which the limit u
◦ is continuous. When the limit u◦ is
continuous, as is the case here, the convergence strengthens to locally uniform convergence.
However, the measures κn have both signs, and then locally uniform convergence to a
continuous limit is significantly stronger than narrow convergence alone (a counterexample is
κn = δ1/n − δ0; see Section 8.1 in [Bog07] for a discussion). This explains the appearance of
the third condition on κn in the following Lemma.
Lemma C. (See Lemma 5.1.) Let u◦n(x) = κ
◦
n((−∞, x]) as in (10), and assume that the
sequence κ◦n is bounded in total variation and tight. Then the following are equivalent:
1. u◦n converges locally uniformly to u
◦, and u◦ is continuous;
2. (a) κ◦n converges narrowly to κ
◦,
(b) κ◦ has no atoms, and
(c) there exist a sequence sn
n→∞−−−→ 0 and a modulus of continuity ω such that
for all −∞ < x ≤ y <∞, |κ◦n((x, y])| ≤ sn + ω(|x− y|). (19)
The limits u◦ and κ◦ are connected by u◦(x) = κ◦((−∞, x]).
Corollary D. (See Corollaries 5.5 and 5.6.) Assume that κ◦n converges to κ
◦ in the sense
of Lemma C. Then for any sequence tn → t in [0, T ], κn(tn) converges to κ(t) in the sense of
Lemma C. The sequence (sn)n and the modulus of continuity ω can be chosen to be independent
of the sequence tn → t.
In addition the map t 7→ κ(t) is narrowly continuous.
The connection between Theorem B and Corollary D is discussed in Section 5.
1.5 Discussion
To summarize the above, our main two results are the combination of Definition 2.1 and
Theorem 2.4 on well-posedness of the particle systems described by (Pn), and Theorem 4.1
on the convergence of (Pn) as n → ∞ with (5) as the PDE for the signed limiting particle
distribution. We conclude by discussing several features of these results.
Properties of the limiting equation In [BKM10] regularity of viscosity solutions to (9)
is proven. In particular, if u◦ ∈ Lip(R), then ‖u(t, ·)‖∞ and ‖∂xu(t, ·)‖∞ are non-increasing in
time. Hence, if the signed particle distribution κ◦ is an absolutely continuous measure with
bounded density, then κ(t, ·) is also absolutely continuous with density in L∞(R) for each
t ≥ 0.
Ho¨lder-continuous trajectories The properties of the solution (x,b) to (Pn) listed in
Theorem 2.4 suggest that t 7→ x(t) is in C1/2([0, T ]). Since our proof methods do not rule
out oscillatory behavior of the trajectories prior to annihilation, we were only able to prove
that t 7→ x(t) is continuous, and C∞ away from collision times.
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Other interaction potentials In (Pn) we chose to take as the particle interaction potential
the function V (x) = − log |x|. This choice is most relevant to the applications mentioned in
Section 1.1. In the literature on particle systems other potentials such as V (x) = |x|−s with
0 < s < 1 or smooth perturbations thereof also appear [Due16, GPPS13, Hau09, PS17]. Due
to lack of clear applications for annihilation and to avoid clutter, we have not investigated
whether our method works for such potentials.
Two dimensions A future goal is to define and prove well-posedness of (Pn) in two dimen-
sions, and then also to pass to the limit n → ∞. Our current proof methods strongly rely
on the ordering of the particles. Yet, already in 1D our proof method for the well-posedness
of (Pn) contains unconventional ideas, which may inspire a new approach to treat the higher
dimensional case.
Organization of the paper In Section 2 we state and prove our first main result on
the well-posedness of (Pn). In Section 3 we give a precise meaning to the Hamilton–Jacobi
equations (18) and (9), prove that they satisfy a comparison principle, and establish the
convergence of (18) to (9). In Section 4 we apply this convergence to pass to n→∞ in (Pn).
In Section 5 we reformulate the convergence result in a measure theoretic framework.
2 Well-posedness and properties of (Pn)
To give a rigorous meaning to the particle system in (Pn) with n ≥ 2, we start with defining a
state space Zn for the pair (x,b). It will be convenient to have a unique description of a set of
particles by numbering them from left to right; in the case of charged particles the dynamics
preserves such numbering, since same-sign neighbours repel each other and opposite-sign
neighbors are removed upon collision. Neutral particles, however, have no reason to preserve
the left-to-right numbering of the charged particles, since neutral and charged particles do
not interact.
These observations lead to a definition of the state space Zn that imposes ordering for
charged particles only:
Zn := {(x,b) ∈ Rn × {−1, 0,+1}n : if i > j and bibj 6= 0, then xi > xj},
Since we are interested in the charged particles, we call two particles j < i neighbors if they
are charged and any particle in between them is neutral, i.e.
bi(t)bj(t) 6= 0 and {k : bk(t) 6= 0, j < k < i} = ∅.
(As an alternative to Zn, one could remove the neutral particles from the state, and
consider the union of sets of varying dimension
n⋃
k=1
{
(x,b) ∈ Rk × {−1,+1}k : xi+1 > xi
}
as the state space. This state space can naturally be embedded into Zn by relabeling the
particle indices. We prefer to keep the number of particles the same, and ‘remove’ particles
by setting their charge to zero.)
The solution concept to (Pn) is as follows:
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Definition 2.1 (Solution to (Pn)). Let n ≥ 2, b◦ ∈ {−1, 0, 1}n and (x◦,b◦) ∈ Zn. (x,b) :
[0, T ]→ Zn is a solution of (Pn) if there exists a finite subset S ⊂ (0, T ] such that
(i) (Regularity) x ∈ C([0, T ]) ∩ C1([0, T ] \ S), and b1, . . . , bn : [0, T ]→ {−1, 0, 1} are right-
continuous;
(ii) (Initial condition) (x(0),b(0)) = (x◦,b◦);
(iii) (Annihilation rule) Each bi jumps at most once. If bi jumps at t ∈ [0, T ], then t ∈ S,
|bi(t−)| = 1 and bi(t) = 0. Moreover, for all (τ, y) ∈ S × R,∑
i:xi(τ)=y
JbiK(τ) = 0, (20)
where the bracket JfK(t) is the difference between the right and left limits of f at t;
(iv) (ODE of x) On (0, T ) \ S, x satisfies the ODE in (Pn).
Definition 2.1 calls for some terminology. For a function f of one variable, we set f(t−) :=
limsրt f(s) as the left limit. We call a point (τ, y) ∈ S × R an annihilation point if the sum
in (20) contains at least one non-zero summand. We call the time τ of an annihilation point
a collision time. The set of all collision times {τ1, . . . , τK} is finite, where K ≤ n+ ∧ n− and
n± are the numbers of positively/negatively charged particles at time 0. From Theorem 2.4
it turns out that the minimal choice for S is {τ1, . . . , τK}.
In Definition 2.1, annihilation is encoded by the combination of the annihilation rule in
(iii) and the requirement that (x(t),b(t)) ∈ Zn. Indeed, Definition 2.1(iii) limits the choice
of jump points for bi, while the separation of particles implied by (x(t),b(t)) ∈ Zn requires
particles to annihilate upon collision.
Remark 2.2. As we shall see in Theorem 2.4 below, solutions according to Definition 2.1 are
unique, but only up to relabeling. One can recognize the possibility of relabeling as follows:
if three particles (say numbered i = 1, 2, 3, with charges +,−,+) collide at some point (τ, y),
then according to (20) one positive particle should continue, while the two other particles
should become neutral. Therefore either i = 1 could remain positive, with i = 2, 3 becoming
neutral, or i = 3 could remain positive with i = 1, 2 becoming neutral. Both lead to the same
evolution of points and their charges, and therefore the same physical interpretation, but the
numbers attached to the points are different. 
To state the main result of this section, Theorem 2.4, on the well-posedness of (Pn)
and properties of the solutions, we introduce several objects. First, given (x,b) ∈ Zn, we
set d+ as the smallest distance between any two neighboring particles with positive charge.
Analogously, we define d− for the negatively charged particles. More precisely, we set m :=∑n
i=1 |bi| as the number of charged particles, and take a permutation σ ∈ Sn such that
(xσ(1), . . . , xσ(m)) is the ordered list of all charged particles. Then,
d± := inf
{
xσ(i+1) − xσ(i) : i is such that bσ(i+1) = bσ(i) = ±1
} ∈ (0,∞]. (21)
Secondly, we recall from the introduction the (scaled and signed) moments of x given by
Mk(x) :=
1
k
n∑
i=1
xki for k = 1, . . . , n.
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Then, using the map
M : Rn/Sn → Rn, M
(
x) := (M1(x), . . . ,Mn(x)
)T
,
we define the moment-distance
dM(x,y) := ‖M(x) −M(y)‖2.
Lemma 2.3. The distance dM is a metric on R
n/Sn and dM-bounded sets are relatively
compact. Moreover, if xm → x in (Rn/Sn, dM) then xm → x on Rn/Sn with the Euclidean
norm.
Proof. Positivity and the triangle inequality are immediate. The fact that dM(x,y) = 0
implies x = y follows from Newton’s identities. To see this, we write
n∏
i=1
(z − xi) =
n∑
k=0
(−1)kekzn−k
using the symmetric polynomials
e0 = 1
e1 = x1 + · · ·+ xn
e2 = x1x2 + · · ·+ xn−1xn
...
en = x1x2 · · · xn.
By Newton’s identities, the symmetric polynomials satisfy
mem =
m∑
k=1
(−1)k−1em−kkMk for m = 1, . . . , n.
In particular, dM(x,y) = 0 implies M(x) =M(y) and hence
∏n
i=1(z−xi) =
∏n
i=1(z− yi) for
all z ∈ R. Therefore x = y up to a reordering of the indices, i.e. x = y as elements of Rn/Sn.
It follows that dM is a metric on R
n/Sn.
If dM(xm,x) → 0 then by Newton’s identities above we deduce that ek(xm) → ek(x)
for all 1 ≤ k ≤ n and hence the polynomials ∏ni=1(z − xm,i) converge locally uniformly to∏n
i=1(z − xi). We deduce that xm → x in the Euclidean norm as elements of Rn/Sn.
Finally, take a sequence xm bounded in dM, that is, for someR > 0 we have dM(xm, 0) < R
for all m ≥ 1. In particular, ‖xm‖22 = 2M2(xm) < 2R, and therefore xm converges along a
subsequence in Rn to some x in the Euclidean norm. Then, along the same subsequence,
Mk(xm)→Mk(x) for all k ≥ 1, and thus dM(xm,x)→ 0.
Theorem 2.4 (Properties of (Pn)). Let n ≥ 2, T > 0 and (x◦,b◦) ∈ Zn. Then, (Pn) has a
solution (x,b) with initial datum (x◦,b◦), according to Definition 2.1, that is unique modulo
relabeling (see Remark 2.2). Moreover, setting S as the minimal set from Definition 2.1 for
the solution (x,b), the following properties hold:
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(i) (dM-Lipschitz regularity). There exists a constant Cn > 0 depending only on n and
M(x◦) such that
dM(x(t),x(s)) ≤ Cn|t− s| for all 0 ≤ s < t ≤ T ;
(ii) (Lower bound on minimal distance between neighbors of equal sign).
d±(t) ≥
√
8
n2−1
t+ d±(0)2 for all t ∈ [0, T ];
(iii) (Lower bound on distance between any two neighbors). Let i < j be neighboring particles
at time t0 ≥ 0. Then
xj(t)− xi(t) ≥
√
c20 − 8 logn+1n (t− t0), c0 := min(d+, d−, xj − xi)(t0) (22)
for all t ≥ t0 for which the square root exists;
(iv) (Upper bound at collision). For any τ ∈ S and any i, there exists a C ≥ 0 such that
|xi(t)− xi(τ)| ≤ C
√
τ − t for all t ∈ [0, τ ];
(v) (Lower bound at collision). For each annihilation point (τ, y), there exists a c > 0 and
indices i, j such that xi(τ) = xj(τ) = y, bi(τ−) 6= 0, bj(τ−) 6= 0 and
xi(t)− y > c
√
τ − t
xj(t)− y < −c
√
τ − t
for all t < τ large enough;
(vi) (Stability with respect to x◦). Let (x◦m,b
◦) ∈ Zn be such that x◦m → x◦ as m → ∞.
Let (xm,bm) be the solution of (Pn) with initial data (x
◦
m,b
◦). Then, xm → x in
C([0, T ]; (Rn/Sn, dM)) and bm → b locally uniformly on [0, T ] \ S as m→∞.
Remark that in Property (ii), equality is reached when n is odd, b◦i = 1 and x
◦
i = i for
all i. Moreover, as a direct consequence of Theorem 2.4(ii) we have the
Corollary 2.5 (Multiple-particle collisions). Let (τ, y) ∈ S×R be an annihilation point, and
let I be the corresponding indices:
I := {i : xi(τ) = y, bi(τ−) 6= 0}. (23)
Then prior to annihilation, the particles with index in I have charges of alternating sign. In
particular, ∣∣∣∑
i∈I
bi(τ−)
∣∣∣ ≤ 1.
Proof of Theorem 2.4. Uniqueness. Let (x,b) and (xˆ, bˆ) be two solutions with minimal sets
of annihilation times S = {τ1, . . . , τK} and Sˆ = {τˆ1, . . . , τˆKˆ} respectively. By standard ODE
theory and the minimality of S and Sˆ, we obtain τˆ1 = τ1 and xˆ|[0,τ1) = x|[0,τ1). By continuity,
xˆ(τ1) = x(τ1). Hence, any annihilation point (τ1, y) of x is also an annihilation point of xˆ.
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Let (τ1, y) be such an annihilation point, and let I be the related index set of the colliding
particles (see (23)). Definition 2.1(iii) implies that∑
i∈I
bˆi(τ) =
∑
i∈I
bˆi(τ−) =
∑
i∈I
bi(τ−) =
∑
i∈I
bi(τ).
In addition, since (x,b), (xˆ, bˆ) ∈ Zn,∑
i∈I
|bi(τ)| ≤ 1 and
∑
i∈I
|bˆi(τ)| ≤ 1.
Hence, {bˆi(τ)}i∈I equals {bi(τ)}i∈I up to a possible relabeling. Thus, the ODEs for x and xˆ
are restarted with the same right-hand side. Iterating the argument above over all annihilation
times in S, we obtain Sˆ = S and (xˆ, bˆ) = (x,b), modulo relabeling of the particles.
Existence and Properties (i),(ii). Standard ODE theory provides the existence of x up to
the first time τ1 at which either x(τ1−) does not exist, or (x(τ1−),b◦) /∈ Zn. It is sufficient
to show that x(τ1−) exists, and that under Definition 2.1(iii) b(τ1) can be chosen such that
(x,b)(τ1) ∈ Zn. Indeed, if these two conditions are met, then (x,b)(τ1) is an admissible initial
condition for (Pn), and further annihilation times τk are found and treated by induction.
To prove these two conditions, we set τ := τ1, and note that it is sufficient to prove
Properties (i) and (ii) both with T replaced by τ . Indeed, Property (i) implies that x(τ1−) ∈
R
n exists. Then, Property (ii) implies Corollary 2.5, which gives enough information to
construct b(τ) such that (x,b)(τ1) ∈ Zn.
Property (i) with T replaced by τ . For any integer k ≥ 0 we compute
d
dt
Mk+1(x) =
n∑
i=1
xki
dxi
dt
=
n∑
i=1
xki
n
n∑
j 6=i
bibj
xi − xj =
1
n
n∑
i=1
i−1∑
j=1
bibj
xki − xkj
xi − xj (24)
on (0, τ). For k = 0, the right-hand side vanishes, and thus M1(x(t)) = M1(x
◦) is constant
in t. For k = 1, we observe that
d
dt
M2(x) =
1
n
n∑
i=1
i−1∑
j=1
bibj =
1
2n
( n∑
i=1
n∑
j=1
bibj −
n∑
i=1
b2i
)
, (25)
which is constant and bounded from above by (n− 1)/2. Hence,
M2(x(t)) ≤M2(x◦) + n− 1
2
t. (26)
For k ≥ 2,∣∣∣∣ ddtMk+1(x)
∣∣∣∣ = 1n
∣∣∣∣ n∑
i=1
i−1∑
j=1
bibj
k−1∑
ℓ=0
xℓix
k−1−ℓ
j
∣∣∣∣ ≤ 1n
k−1∑
ℓ=0
( n∑
i=1
|xi|ℓ
)( n∑
j=1
|xj |k−1−ℓ
)
.
To bound the right-hand side, note that for even ℓ,
n∑
i=1
|xi|ℓ = ℓMℓ(x),
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and for odd ℓ( n∑
i=1
|xi|
ℓ+1
2 |xi|
ℓ−1
2
)2 ≤ ( n∑
i=1
|xi|ℓ+1
)( n∑
i=1
|xi|ℓ−1
)
=
{
2nM2(x) if ℓ = 1
(ℓ2 − 1)Mℓ+1(x)Mℓ−1(x) otherwise.
Hence, | ddtMk+1(x)| is bounded on (0, τ) in terms of fk(M1(x), . . . ,Mk(x)) for some fk ∈
C(Rk). The result follows from induction over k by integrating ddtMk+1(x) from 0 to τ .
Property (ii) with T replaced by τ := τ1. We prove Property (ii) for d
+; the proof for d−
is analogous. For convenience, we assume that there are no neutral particles. Since x is a
solution to (Pn), we obtain from the definition of d
+ in (21) that d+ as a function on [0, τ) is
positive, locally Lipschitz continuous and hence differentiable almost everywhere.
Let t ∈ (0, τ) be a point of differentiability of d+, and let xi(t) and xi+1(t) be particles for
which the minimum in (21) is attained. Then, (xi+1 − xi)(t) = d+(t), and at time t,
d
dt
d+ =
dxi+1
dt
− dxi
dt
=
2
n
1
xi+1 − xi +
1
n
∑
j /∈{i,i+1}
bj
( 1
xi+1 − xj −
1
xi − xj
)
=
2
nd+
+
1
n
∑
j /∈{i,i+1}
(−bj) d
+
(xi+1 − xj)(xi − xj)︸ ︷︷ ︸
=:γj
. (27)
Next we bound the sum in (27) from below. For convenience, we focus on the part
corresponding to j > i+1. The idea is to remove certain positive terms from the summation
such that the remaining indices in the sum correspond to negative contributions of positively
charged particles which are all separated by a distance no smaller than d+.
We remove indices (particles) in two consecutive steps. In the first step, we apply the
following rule for all j = i + 2, . . . , n − 1. If bj = −1 and bj+1 = 1, then we remove both j
and j + 1 from the summation. Note that the joint contribution of j and j + 1 to the sum is
−bjγj + bj+1γj+1 = γj − γj+1, which is positive since γk is decreasing in k. The second step
is simply to remove all remaining negatively changed particles xj. Since γk > 0, each such
particle provides a positive contribution γj > 0 to the summation.
After applying this rule for removing indices from the summation (but keeping the original
labeling of the particles), all remaining indices j satisfy bj = bj−1 = 1, and thus all the
corresponding particles are separated by a distance no smaller than d+. This yields the
following lower bound (assuming n is even for convenience):
∑
j /∈{i,i+1}
(−bj) d
+
(xi+1 − xj)(xi − xj) ≥ −
∑
j /∈{i,i+1}
d+
(i+ 1− j)d+ (i− j)d+
≥ − 2
d+
n/2−1∑
k=1
1
k(k + 1)
= − 2
d+
n/2−1∑
k=1
(1
k
− 1
k + 1
)
= −2
(
1− 2
n
) 1
d+
.
Inserting this lower bound in (27), we obtain
d
dt
d+ ≥ 2
nd+
− 2
n
(
1− 2
n
) 1
d+
=
4
n2
1
d+
. (28)
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When n is odd, a similar computation yields
d
dt
d+ ≥ 4
n2 − 1
1
d+
and thus
d
dt
(d+)2 ≥ 8
n2 − 1 . (29)
Since (29) holds for any n ≥ 2 and at any point of differentiability t, and since d+ is
locally Lipschitz, we obtain by integrating from 0 to any t ∈ (0, τ) that
d+(t)2 ≥ d+(0)2 + 8
n2 − 1 t.
This proves Property (ii) for t < τ = τ1.
A similar argument establishes Property (ii) for t ∈ [τ1, τ2), provided we show that
d+(τ1) ≥ d+(τ1−), which we do now. Let the indices i < k be such that xk(τ1) − xi(τ1)
is a minimizer for the set in (21) at τ1, i.e.
• d+(τ1) = xk(τ1)− xi(τ1);
• bk(τ1) = bi(τ1) = 1;
• xi(τ1) and xk(τ1) are neighbors.
Since xi(τ1) and xk(τ1) are neighbors,
∑k−1
j=i+1 bj(τ1) = 0, and (20) implies that
∑k−1
j=i+1 bj(τ1−) =
0. Therefore
∑k
j=i bj(τ1−) = 2, and since all bj(τ1−) in this sum are either +1 or −1, there
exists j ∈ {i, . . . , k − 1} such that bj(τ1−) = bj+1(τ1−) = 1. Hence,
d+(τ1−) ≤ xj+1(τ1−)− xj(τ1−) = xj+1(τ1)− xj(τ1) ≤ xk(τ1)− xi(τ1) = d+(τ1).
This completes both the proof for the existence of the solution (x,b) to (Pn) up to time T ,
and the proof of Properties (i),(ii) up to time T .
Property (iii). For convenience, we assume that at t0 all particles are charged (this implies
j = i+ 1) and that bi(t0) = 1. Setting d := xi+1 − xi, we write
dxi
dt
=
bj
nd
+
1
n
i−1∑
j=1
bj
xi − xj +
1
n
n∑
j=i+2
bj
xj − xi .
To estimate the right-hand side from above, we use the technique in the proof of Property (ii)
to remove from the first sum a certain number of particles such that all remaining particles
have positive charge and are separated by a distance d+. Using the same technique also for
the second sum, we obtain
dxi
dt
≤ 1
nd
+
1
n
i−1∑
j=1
1
(i− j)d+ +
1
n
n∑
j=i+2
1
(j − i)d− ≤
log n+ 1
n
(1
d
+
1
d=
)
,
where d= := min(d+, d−). Since this upper bound is positive, it includes the scenario in which
xi annihilates with xi−1. A symmetric argument yields
dxi+1
dt
≥ − log n+ 1
n
(1
d
+
1
d=
)
.
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Therefore
d
dt
d ≥ −2log n+ 1
n
(1
d
+
1
d=
)
,
As d= is nondecreasing due to Property (ii), by comparison with dedt = −4/e with initial
datum e(t0) = min(d
=(t0), d(t0)), we deduce (22).
Property (iv). Note that it is sufficient to prove Property (iv) only for all t from the last
annihilation time τ0 prior to τ (we set τ0 = 0 if τ is the first annihilation time) up to τ .
Indeed, we can otherwise iterate backwards in time over the finitely many annihilation times,
and use the continuity of xi and the bound in Property (iv) at each annihilation time to
capture the resulting curve in a new parabola.
Next, we prove Property (iv) for all t ∈ (τ0, τ) and any i. We note that on this interval,
b is constant, and x satisfies the ODE in (Pn). If bi = 0, then Property (iv) is satisfied with
C = 0. If bi 6= 0 and xi does not collide at t = τ , then the right-hand side in (Pn) is bounded
at τ . By the continuity of x, it is also bounded in a neighbourhood around τ . Hence, xi
is Lipschitz continuous in this neighbourhood, which is sufficient to construct a C for which
Property (iv) is satisfied.
The delicate case is when xi collides with other particles at τ . To avoid relabeling, we
assume that there are no neutral particles up to time τ . Let I as in (23) be the index set of
all particles that collide with xi at τ , including i itself. We use the translation invariance to
assume that xi(τ) = 0. We can split the right-hand side of the ODE in (Pn) as
dxi
dt
=
1
n
∑
j∈I\{i}
bibj
xi − xj + Fi,
where
Fi :=
1
n
∑
j∈Ic
bibj
xi − xj . (30)
By the definition of I, the continuity of x and (x,b) ∈ Zn, we have
c := inf
τ0<t<τ
min
i∈I
min
j∈Ic
|xi − xj |(t) > 0.
Using c, we obtain the bound
|Fi(t)| ≤ 1/c,
which is independent of i and t.
Next we inspect the second moment of the colliding particles, which we define by
M(t) :=
1
2
∑
i∈I
xi(t)
2.
By definition M(τ) = 0. A computation similar to (24) and (25) yields
dM
dt
=
1
2n
∑
i∈I
∑
j∈I
j 6=i
bibj
︸ ︷︷ ︸
=:−B
+
∑
i∈I
xiFi︸ ︷︷ ︸
=:R
,
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where B ∈ R is a constant and R = R(t) is a remainder term. A similar computation as in
(25) shows that
B = − 1
2n
(( n∑
i=1
bi
)2 − n∑
i=1
b2i
)
≥ |I| − 1
2n
> 0.
To bound R(t), we use that M(t)→ 0 as tր τ to get
|R(t)|2 ≤
(∑
i∈I
xi(t)
2
)(∑
i∈I
Fi(t)
2
)
≤ 2M(t) |I|
c2
→ 0 as tր τ.
Therefore for all t < τ sufficiently large we have
−3B
2
≤ dM
dt
(t) ≤ −B
2
. (31)
From this and M(τ) = 0 we deduce that
xi(t)
2 ≤ 2M(t) ≤ 3B(τ − t),
which completes the proof of Property (iv).
Property (v). We translate coordinates such that y = 0, and consider the computation
and notation in the proof of Property (iv) for the colliding particles. In addition, we may
assume that τ is the first collision time. Set k := min I and ℓ := max I; we will construct
c′ > 0 such that for all t < τ large enough
−xk(t) < c′
√
τ − t < xℓ(t).
From (31) we have for t < τ large enough∑
i∈I
xi(t)
2 = 2M(t) ≥ B(τ − t).
We conclude that there exists c > 0 such that for all t < τ large enough
xk(t) ≤ −c
√
τ − t or xℓ(t) ≥ c
√
τ − t. (32)
To show that both cases have to hold, we inspect the first moment m(t) :=
∑
i∈I xi(t).
Similar to (24) we compute
dm
dt
=
∑
i∈I
1
n
∑
j∈Ic
bibj
xi − xj =
∑
i∈I
Fi,
where Fi ∈ C([0, τ ]). Hence, m ∈ C1([0, τ ]). Since m(τ) = 0, there exists C > 0 such that
|m(t)| ≤ C(τ − t).
Next we show that each of the two inequalities in (32) implies the other. Suppose that
xℓ(t) ≥ c
√
τ − t holds for some t < τ large enough (to be specified later). Then,
C(τ − t) ≥ m(t) ≥ xℓ(t) + (|I| − 1)xk(t) ≥ c
√
τ − t+ (|I| − 1)xk(t).
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Rearranging terms and changing constants,
xk(t) ≤ c
√
τ − t(C√τ − t− 1).
Hence, for t large enough, the upper bound on xk in (32) holds. Similarly, it follows that the
upper bound on xk implies the lower bound on xℓ.
Property (vi). Using Property (i) and Lemma 2.3, Ascoli–Arzela` gives a subsequence m
(not relabeled) and an x˜ : [0, T ]→ Rn for which xm → x˜ in C([0, T ]; (Rn/Sn, dM)) asm→∞,
and in particular xm(t) → x˜(t) pointwise in the Euclidean norm as elements of Rn/Sn. By
uniqueness of solutions to (Pn), it is then sufficient to show that (x˜,b) is a solution to (Pn).
We start by proving that (x˜,b) is a solution to (Pn) up to the first collision time τ of
the limit x˜. Let δ ∈ (0, τ). Passing to the limit m → ∞ in the weak version of the ODE
(testing against ϕ ∈ C1([0, τ − δ])), we obtain that x˜ satisfies the weak version of the ODE on
[0, τ − δ]. Since δ is arbitrary, (x˜,b) satisfies the ODE on (0, τ). Moreover, by the continuity
of x˜,
x˜|[0,τ ] = x|[0,τ ]. (33)
Next we claim that for all δ small enough there exists m0 > 0 such that for all m ≥ m0
bm(τ + δ) = b(τ + δ) (modulo relabeling). (34)
From this claim, the argument above applies again to pass to the limit m→ ∞ in the weak
form of the ODE on any compact subinterval of (τ, τ2), where τ2 is the second collision time
of x. This yields that (x˜,b) satisfies the ODE on (τ, τ2), and by the continuity of x˜ we get
x˜|[τ,τ2] = x|[τ,τ2].
Property (vi) follows by iterating over the annihilation times of x.
It is left to prove the claim (34). The idea of the argument is to localize around any
annihilation point at τ . With this aim, we fix any i ∈ {1, . . . , n}, and take I as the index set
of particles x˜j which collide with x˜i at τ , including i itself. We allow for I = {i}, in which case
x˜i does not collide with any other particle at τ . From (33) we infer that (x˜(τ),b(τ)) ∈ Zn,
and thus any two particles x˜j and x˜k with j ∈ I and k /∈ I at time τ are separated by a
distance of at least
ρ := min
j∈I
k/∈I
∣∣xj(τ)− xk(τ)∣∣ > 0.
Then, since x˜ is continuous, a similar separation distance remains in effect over the time
interval [τ − δ, τ + δ] for all δ small enough, i.e.,
min
t∈[τ−δ,τ+δ]
min
j∈I
k/∈I
∣∣x˜j(t)− x˜k(t)∣∣ > 2
3
ρ. (35)
We illustrate the geometric interpretation of ρ and δ in Figure 4. For later use, we will take
δ small enough so that
0 < τ − δ < τ + δ < τ2 and 6
ρ
− 1
nδ
≤ −1. (36)
Next we construct m0. First, a separation condition similar to (35) remains in effect for
the particles xm when m is large enough. Indeed, by the pointwise convergence of xm to x˜ in
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τ − δ
τ
τ + δ
τ2
≥
2
3
ρ ≥ 2
3
ρ
≥ ρ ≥ ρ
Figure 4: Sketch of the geometric interpretation of ρ and δ for the localization of the trajec-
tories of xi in Figure 1 zoomed in around τ .
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n/Sn as m→∞, it follows from (35) by the triangle inequality that for all t ∈ [τ − δ, τ + δ]
there exists m0 > 0 such that for all m ≥ m0
min
j∈I
k/∈I
∣∣xm,j(t)− xm,k(t)∣∣ > ρ
2
.
Then, by Property (iii), this separation condition is uniform in time, i.e., there exists m0 > 0
such that for all m ≥ m0
min
t∈[τ−δ,τ+δ]
min
j∈I
k/∈I
∣∣xm,j(t)− xm,k(t)∣∣ > ρ
3
. (37)
Second, by (33) and the fact that the trajectories of x over [0, τ−δ] do not intersect, it follows
again from the pointwise convergence of xm to x˜ and Property (iii) that for m large enough
no particles xm,j with j ∈ I collide before time τ − δ, i.e., by taking m0 larger if necessary,
bm,j(τ − δ) = bj(τ − δ) (38)
for all j ∈ I and all m ≥ m0. Third, for later use, we take m0 larger if necessary to ensure
that for all m ≥ m0
max
j,k∈I
∣∣xm,j(τ)− xm,k(τ)∣∣ < δ. (39)
Take m ≥ m0 arbitrary. To prove (34) it is enough to show that at most one particle xm,j
with j ∈ I is charged at time τ + δ, i.e.,∑
j∈I
∣∣bm,j(τ + δ)∣∣ ≤ 1. (40)
Indeed, from Corollary 2.5 it follows that also at most one particle xj with j ∈ I is charged
at time τ + δ. Then, by the conservation of charge at collisions (see Definition 2.1(iii)) and
(38) we obtain∑
j∈I
bm,j(τ + δ) =
∑
j∈I
bm,j(τ − δ) =
∑
j∈I
bj(τ − δ) =
∑
j∈I
bj(τ + δ),
and the claim in (34) follows.
To prove (40), we set
Im(t) := {j ∈ I : bm,j(t) 6= 0}
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as the index set of charged particles xm,j at time t with j ∈ I, we define
Dm(t) :=
 maxj,k∈Im(t) xm,j(t)− xm,k(t) if |Im(t)| ≥ 20 otherwise
as the maximal distance between any two particles with indices in Im(t), and we prove that
Dm(t) ≤ (τ + δ)− t for all t ∈ [τ, τ + δ], (41)
so that in particular Dm(τ + δ) = 0, which implies (40).
By (39), the claim (41) holds at t = τ . To prove (41) beyond τ , we may assume that
|Im(τ)| ≥ 2. For convenience, we relabel the particles so that Im(τ) = {k, k + 1, . . . , ℓ}. We
treat the case where bm,k(τ) = 1; the other case can be treated analogously. Let Sm be the
set of annihilation times of {xm,j : j ∈ Im(τ)}, and set τm = minSm. It is sufficient to show
that
JDm(t)K ≤ 0 for all t ∈ Sm, (42a)
dDm
dt
(t) ≤ −1 for all t ∈ (τ, τ + δ) \ Sm with Dm(t) > 0. (42b)
Since (42a) is obvious, we focus on proving (42b). We first consider the case where I is
even. In this case, |Im(τ)| is also even, and we find on (τ, τm) that
dxm,k
dt
=
1
n
ℓ∑
j=k+1
bm,kbm,j
xm,k − xm,j + Fm,k, (43)
where Fm,k is as in (30). We bound |Fm,k| as in the proof of Property (iv). Since any particle
xm,j(t) with index j < k or j > ℓ satisfies either bm,j(t) = 0 or j /∈ I, we obtain from (37)
that
|Fm,k| = 1
n
∣∣∣∣ k−1∑
j=1
bkbj
xm,k − xm,j +
n∑
j=ℓ+1
bkbj
xm,k − xm,j
∣∣∣∣ ≤ 1n((k − 1)3ρ + (n− ℓ− 1)3ρ) ≤ 3ρ.
For the first term on the right-hand side of (43), we infer from Corollary 2.5 that bm,j(τ) =
(−1)j−k for all j = k, . . . , ℓ. Hence, on (τ, τm),
1
n
ℓ∑
j=k+1
bm,kbm,j
xm,k − xm,j
=
1
n
(ℓ−k−1)/2∑
j=1
( 1
xm,k+2j−1 − xm,k −
1
xm,k+2j − xm,k
)
+
1
n
1
xm,ℓ − xm,k ≥
1
n
1
Dm
, (44)
where in the last inequality we have used the ordering of the particles {xm,j : j ∈ Im(τ)}.
Collecting these findings in (43), we obtain
dxm,k
dt
≥ 1
n
1
Dm
− 3
ρ
.
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Similarly, one can derive that dxm,ℓ/dt ≤ 3/ρ − 1/(nDm) on (τ, τm). Hence, dDm/dt ≤
6/ρ− 2/(nDm), which by (36) and Dm(τ) < δ implies (42b) on (τ, τm). In fact, the estimates
above show that outside of Sm, dDm/dt ≤ −1 as long as |Im(t)| ≥ 2, i.e., Dm(t) > 0. This
completes the proof of (42) for when |I| is even.
If |I| is odd, a similar argument applies. The only difference is that in (44) we need to be
more precise in the estimates:
dDm
dt
=
1
n
(ℓ−k)/2∑
j=1
( 1
xm,ℓ − xm,k+2j−2 −
1
xm,ℓ − xm,k+2j−1
)
− 1
n
(ℓ−k)/2∑
j=1
( 1
xm,k+2j−1 − xm,k −
1
xm,k+2j − xm,k
)
+ Fm,ℓ − Fm,k
= − 1
n
(ℓ−k)/2∑
j=1
(
xm,k+2j−1 − xm,k+2j−2
(xm,ℓ − xm,k+2j−2)(xm,ℓ − xm,k+2j−1)
+
xm,k+2j − xm,k+2j−1
(xm,k+2j−1 − xm,k)(xm,k+2j − xm,k)
)
+ Fm,ℓ − Fm,k
≤ − 1
nD2m
(ℓ−k)/2∑
j=1
(xm,k+2j − xm,k+2j−2) + 6
ρ
= − 1
nDm
+
6
ρ
.
This concludes the proof of (41). Finally, the proof of (34) follows by repeating the con-
struction of δ small enough and m0 for each i ∈ {1, . . . , n}, and then taking the minimal and
maximum value respectively over i.
3 The Hamilton–Jacobi equations
In this section we introduce the notion of viscosity solutions for the Hamilton–Jacobi equa-
tion (18) describing the particle system, as well as the limit equation (9).
Let us expand on the brief introduction of viscosity solutions at the end of Section 1.3.
Viscosity solutions are the natural generalized notion of solutions for this type of nonlocal
Hamilton–Jacobi equations due to their comparison principle structure. The classical theory
for local Hamilton–Jacobi equations goes back to the work of Crandall and Lions [CL83]; see
[CIL92, Gig06] for the standard treatment of the theory and references. The general idea
of viscosity solutions is to use the comparison principle as the defining property. We first
identify a sufficiently large class of functions, called test functions, for which the property of
locally being (strict) subsolutions or supersolutions has a classical meaning. We then require
that a candidate viscosity solution satisfies a comparison principle with all such classical
strict subsolutions and supersolutions. For the standard first-order and second-order partial
differential equations one can choose smooth functions or even second order polynomials as
the class of test functions; there is no unique choice. For more complicated equations, the
choice of test functions may be subtle; choosing too few could make the comparison principle
fail, whereas choosing too many could jeopardize the existence or stability of solutions.
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3.1 Notation
Throughout this section, we set Q := (0,∞) × R and QT := (0, T ) × R. For any ε > 0, the
staircase function Eε was already defined in (17). For a function f : R
d → R, we set f∗, f∗ to
be its lower/upper semi-continuous envelope over all its variables. For example,
E∗ε = Eε, Eε,∗(α) = ⌈α⌉ −
1
2
.
Finally, BUC is the space of bounded uniformly continuous functions, Cb is the space of
bounded continuous functions and C2b is the space of bounded twice continuously differentiable
functions: Cb = C ∩ L∞ and C2b = C2 ∩ L∞.
3.2 Hamilton–Jacobi equation at ε > 0
With ε := 1n we rewrite the Hamilton–Jacobi equation in (18) as
ut =Mε[u]|ux|, on R× (0,∞), (HJε)
with initial condition
u(0, ·) = u◦,
where the nonlocal operator Mε is formally defined as
Mε[w](x) =
∫
R
Eε[w(x+ z)− w(x)]dz
z2
.
In this section we switch the parameters n and ε. Given any ε > 0, the level sets of u◦ at εZ
determine (x◦,b◦), which in particular prescribes the initial number nε of charged particles.
Then, by the same formal arguments as in the introduction, it readily follows that the related
ODE is
dxi
dt
= ε
nε∑
j 6=i
bibj
xi − xj t ∈ (0, T ), i = 1, . . . , nε.
Before constructing a rigorous definition of (HJε), we provide an explicit example of the
expected solution to (HJε) for simple choices of the initial condition u
◦.
Example 3.1. For any ε > 0 and smooth even initial data u◦ which is strictly decreasing in
[0,∞) and satisfies supu◦− inf u◦ ≤ ε, one can check that the function u(t, x) = u◦(√x2 + εt)
satisfies (HJε) at all points (t, x) where ∂xu(t, x) 6= 0, i.e. at points x 6= 0. As a concrete
example, consider u◦(x) := ε/(x2+1) that yields the solution u(t, x) = ε/(x2+ εt+1). After
giving a rigorous definition to (HJε), it turns out to be the unique viscosity solution with the
initial data u◦. While it is not difficult to verify this, we do not provide the details, and refer
instead to the proof of Lemma 4.2 for a possible procedure.
Instead, we focus on how the formula for u(t, x) can be deduced from the particle system
(Pn) with time-rescaling factor εn by using the method of characteristics. The initial data
u◦ describes a continuum of two-particle systems parametrized by their initial position 0 <
a < ∞: a particle of charge +1 located at xa◦1 = −a and a particle of charge −1 located
at xa◦2 = a. The unique solution of the rescaled (Pn) up to the annihilation time τ1 = a
2/ε
is xa1(t) = −
√
a2 − εt, with xa2(t) = −xa1(t). Note that that the parameter a generates a
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Figure 5: The foliation of the half-plane t > 0 by the trajectories of pairs in Example 3.1.
Trajectories of particles with positive charge are coloured red; those with negative charge blue.
These trajectories are also the level sets of the solution u of (HJε) constructed in Example 3.1.
foliation by trajectories of the half-plane {(t, x) : t > 0}; see Figure 5. As u is constant along
the trajectories of the particles, u(t, xai (t)) = u
◦(xa◦i ), where a = a(t, x) =
√
x2 + εt is the
unique parameter so that the point (t, x) lies on either of the trajectories xa1 or x
a
2. 
We continue with constructing a rigorous definition for (HJε). The difference with the
setting in [FIM09] is that we consider the kernel z−2 in the definition ofMε, whereas [FIM09]
considers an integrable one. As a result, the integral in the definition of Mε[w](x) does not
converge as a Lebesgue integral if ∂xw(x) = 0 due to the singularity of z
−2 at 0.
We construct a proper replacement forMε[u]|ux| in two steps. In the first step, we follow
the idea in the works of Sayah [Say91], Imbert, Monneau and Rouy [IMR08] and Jakobsen
and Karlsen [JK05] to replace u in the integral of Mε[u] by a test function φ on the range
−ρ < z < ρ, where ρ > 0 is a (small) parameter. The test function φ will later be taken as
the same test functions used in the definition of viscosity solutions. It will also turn out that
the notion of viscosity solutions which follows is independent of the choice of ρ.
Definition 3.2 (Hamiltonians at ε > 0). Fix ρ > 0, u ∈ L∞(R × [0,∞)), t > 0, x ∈ R and
φ ∈ C2b (Bδ(t)×Bρ(x)) for some δ > 0. If φx(t, x) 6= 0, we define
Hρ,ε[φ, u](t, x) :=Mρ,ε[φ(t, ·), u(t, ·)](x) |φx(t, x)|
Hρ,ε[φ, u](t, x) :=Mρ,ε[φ(t, ·), u(t, ·)](x) |φx(t, x)|,
where
Mρ,ε[φ, u](x) := pv
∫
Bρ
E∗ε
[
φ(x+ z)− φ(x)]dz
z2
+
∫
Bcρ
E∗ε
[
u(x+ z)− u(x)]dz
z2
, (45)
Mρ,ε[φ, u](x) := pv
∫
Bρ
Eε,∗
[
φ(x+ z)− φ(x)]dz
z2
+
∫
Bcρ
Eε,∗
[
u(x+ z)− u(x)]dz
z2
. (46)
The Hamiltonians Hρ,ε and Hρ,ε will replace the right-hand side of (HJε) in the definition
of the viscosity subsolution and supersolution. Since the Hamiltonians are discontinuous, we
need to choose the one with the correct semi-continuity to be able to pass to various limits.
The next lemma shows that the expressions Hρ,ε and Hρ,ε above are well-defined.
Lemma 3.3. Let ε, ρ, u, t, x and φ be as in Definition 3.2. Then, dropping the dependence
on t,
(i) ∃ ρ0 > 0 ∀ ρ˜ ∈ (0, ρ0] : pv
∫
Bρ˜
E∗ε
[
φ(x+ z)− φ(x)]dz
z2
= 0;
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(ii)
∣∣∣∣ ∫
Bcρ
E∗ε
[
u(x+ z)− u(x)]dz
z2
∣∣∣∣ ≤ 4‖u‖∞ + ερ .
The above two properties also hold when E∗ε is replaced with Eε,∗.
Proof. Let ε, ρ, u, t, x, φ be given. Property (ii) follows by simply using |E∗ε [α]| ≤ |α|+ ε/2.
For Property (i), we assume for convenience that φ′(x) > 0. Since φ ∈ C1(R), there exists
ρ0 > 0 such that
φ(x+ z)− φ(x) ∈
{
(−ε, 0) if z ∈ (−ρ0, 0)
(0, ε) if z ∈ (0, ρ0).
Hence,
2E∗ε
[
φ(x+ z)− φ(x)] = { −ε if z ∈ (−ρ0, 0)
ε if z ∈ (0, ρ0);
Property (i) follows.
The proof for Eε,∗ is analogous.
Even after replacing Mε[u]|ux| by either Hρ,ε[φ, u] or Hρ,ε[φ, u] for a regular test func-
tion φ, we still require φx(t, x) 6= 0 in Definition 3.2 for the Hamiltonians. This is the key
difference with [IMR08], where the corresponding integral is defined for any smooth φ. Here,
the requirement φx(t, x) 6= 0 is more than a technical issue; at annihilation points of the
particle system we necessarily have ∂xv = 0, and thus we require at least some test functions
with φx(t, x) = 0. This issue is avoided in Slepcˇev [Sle03] and Forcadel, Imbert and Mon-
neau [FIM09] by replacing the singular kernel 1/z2 in the operator Mε in (18) by a smooth
one. In that case, the parameter ρ need not be introduced. However, in our case, regularizing
the kernel breaks the connection with the particle system (Pn); we therefore take a different
approach.
This brings us to step 2 of the construction of a rigorous definition to (HJε). In this step
we reduce the class of all regular enough test functions. This idea is briefly addressed in
the introduction and at the start of Section 3. We recall that we may remove as many test
functions as necessary as long as we can still prove a comparison principle. While Definition
3.2 suggests to remove those with φx(t, x) = 0 at the test point (t, x), the discussion in the
previous paragraph demonstrates that this would remove too many test functions. Hence, we
need to appropriately extend the Hamiltonian Hρ,ε (and Hρ,ε) at least for some functions φ
with ∂xφ(t, x) = 0. Since |∂xφ(t, x)| = 0, a natural extension is to define Hρ,ε[φ, u](t, x) = 0.
Since pairs of annihilating particles move along parabolas (see Theorem 2.4(iv), (v)), there
are smooth functions φ for which ∂tφ(t, x) can have either sign (see Example 3.1), which
does not fit (HJε) with Hρ,ε[φ, u](t, x) = 0. To remove such functions from the class of test
functions, we require ∂xxφ(t, x) = 0. Our proof of the comparison principle allows us to go
even further; we restrict the subclass of regular test functions with φx(t, x) = 0 to functions
of fourth-order growth with the specific form c(x− x)4 + g(t).
Definition 3.4 (ρ-sub- and ρ-supersolutions for ε > 0). Let ρ, ε > 0.
• Let u : Q→ R be upper semi-continuous and bounded. The function u is a ρ-subsolution
of (HJε) in Q if the following holds: whenever φ ∈ C2(Q) is such that u−φ has a global
maximum at (t, x), we have
φt(t, x) ≤

Hρ,ε[φ, u](t, x) if φx(t, x) 6= 0,
0 if φ(t, x) is of the form c|x− x|4 + g(t),
+∞ otherwise.
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• Let v : Q→ R be lower semi-continuous and bounded. The function v is a ρ-supersolution
of (HJε) in Q if the following holds: whenever ψ ∈ C2(Q) is such that v−ψ has a global
minimum at (t, x), we have
ψt(t, x) ≥

Hρ,ε[ψ, v](t, x) if φx(t, x) 6= 0,
0 if φ(t, x) is of the form c|x− x|4 + g(t),
−∞ otherwise.
A function u : Q → R is a ρ-solution of (HJε) in Q if u∗ is a ρ-subsolution and u∗ is a
ρ-supersolution.
We remark that, as usual, we extend subsolutions u and a supersolutions v to t = 0 by
u(0, x) := u∗(0, x) and v(0, x) := v∗(0, x) for all x ∈ R.
In the following lemma we show that this definition does not depend on ρ. Therefore we
can simply talk about subsolutions, supersolutions and viscosity solutions of (HJε).
Lemma 3.5 (Independence of ρ). If u is a ρ-sub- or ρ-supersolution of (HJε) for some ρ > 0,
then it is a ρ˜-sub- or ρ˜-supersolution of (HJε), respectively, for any ρ˜ > 0.
Proof. This is a modification of the proof of [Say91, Prop. II.1]. We prove the lemma for
subsolutions; the proof for supersolutions is analogous. To prove that u is a ρ˜-subsolution of
(HJε), let φ˜ be any corresponding test function such that u − φ˜ has a global maximum at
(t, x). We assume for convenience that u(t, x) = φ˜(t, x). If φ˜x(t, x) = 0, then u satisfies the
condition for being a ρ˜-subsolution of (HJε) for any ρ˜ > 0. Hence, in the remainder we may
assume that φ˜x(t, x) 6= 0.
We start with the case ρ˜ > ρ. Since u is a ρ-subsolution, we have
φ˜t(t, x) ≤ Hρ,ε[φ˜, u](t, x).
Since φ˜(t, x+ z)− φ˜(t, x) ≥ u(t, x+ z)− u(t, x) for all z ∈ R and since E∗ε is non-decreasing,
we obtain from the definition of Hρ,ε that Hρ,ε[φ˜, u](t, x) ≤ H ρ˜,ε[φ˜, u](t, x). This shows that
u is a ρ˜-subsolution.
It is left to treat the case ρ˜ < ρ. Let (φk) ⊂ C2(Q) be a sequence of test functions
satisfying
φk
{
= φ˜ on Bρ˜(t, x)
≥ u on Bρ˜(t, x)c
such that φk ց u pointwise on the interior of Bρ˜(t, x)c as k →∞. Since u is a ρ-subsolution
and u− φk has a global maximum at (t, x), we have
φ˜t(t, x) = φ
k
t (t, x) ≤ Hρ,ε[φk, u](t, x).
Next we prepare for passing to the limit k →∞ in the right-hand side. To avoid clutter, we
remove the time variable. By construction of φk,
lim sup
k→∞
φk(x+ z)− φk(x) ≤
{
φ˜(x+ z)− φ˜(x) if |z| < ρ˜
u(x+ z)− u(x) if |z| > ρ˜
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for a.e. z ∈ R. Then, since E∗ε is non-decreasing and upper semi-continuous,
lim sup
k→∞
E∗ε
[
φk(x+ z)− φk(x)] ≤ {E∗ε [φ˜(x+ z)− φ˜(x)] if |z| < ρ˜
E∗ε
[
u(x+ z)− u(x)] if |z| > ρ˜
for a.e. z ∈ R. Hence, from the definition of Hρ,ε and Fatou’s Lemma, we obtain that
lim sup
k→∞
Hρ,ε[φ
k, u](t, x) ≤ H ρ˜,ε[φ˜, u](t, x).
This shows that u is a ρ˜-subsolution.
Theorem 3.6 (Comparison principle for (HJε)). Let u be a subsolution and v be a superso-
lution of (HJε). Assume that for each T > 0,
lim
R→∞
sup
{
u(t, x)− v(t, x) : |x| ≥ R, t ∈ (0, T ]
}
≤ 0. (47)
Then u(0, ·) ≤ v(0, ·) on R implies u ≤ v on Q.
Proof. Suppose that the inequality u ≤ v does not hold on Q; then there exists T > 0 such
that θ := supQT (u− v) > 0. For η > 0 and γ > 0 define the function
Φ(t, x, s, y) := u(t, x)− v(s, y)− (t− s)
2
2γ
− (x− y)
4
4γ
− η
T − t −
η
T − s . (48)
For sufficiently small η it follows that supQT×QT Φ ≥ θ/2, independently of γ. By (47) and
the semi-continuity of u and v, the supremum is achieved at some point (t, x, s, y) ∈ QT ×QT .
By the divergence of Φ as sր T or tր T we have t, s < T .
We now show by the usual arguments that for sufficiently small γ > 0 we have t, s > 0.
Assume, to force a contradiction, that there exists a sequence γn ց 0 such that for all n the
corresponding maxima (tn, xn, sn, yn) satisfy tn = 0. As u − v is bounded, by the structure
of Φ we have sn → 0 and xn− yn → 0, and by (47) we can assume by taking a subsequence if
necessary that there exists x ∈ R such that xn, yn → x as n → ∞. We then estimate, using
the semi-continuity of u and v,
0 <
θ
2
≤ lim sup
n→∞
Φγn(0, xn, sn, yn) ≤ lim sup
n→∞
u(0, xn)− v(sn, yn) ≤ u(0, x)− v(0, x) ≤ 0,
which is a contradiction. Therefore we can fix γ and assume that t, s > 0.
We therefore have (t, x, s, y) ∈ QT ×QT . Next we will obtain the contradiction to θ > 0 by
constructing test functions φ and ψ for the subsolution u and the supersolution v, respectively,
for which either u or v does not satisfy Definition 3.4. With this aim, we set
φ(t, x) :=
(t− s)2
2γ
+
(x− y)4
4γ
+
η
T − t
ψ(s, y) := −(t− s)
2
2γ
− (x− y)
4
4γ
− η
T − s.
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Since u− φ = Φ(·, ·, s, y) +C has a global maximum at (t, x) and v − ψ = −Φ(t, x, ·, ·) +C a
global minimum at (s, y), φ and ψ are admissible test functions1. We compute
φt(t, x)− ψs(s, y) = η
(T − t)2 +
η
(T − s)2 > 0. (49)
Next we separate two cases. If x = y, then φ(t, x) = |x−x|
4
4γ + g(t) and ψ(s, y) = − |y−y|
4
4γ +
h(s), and Definition 3.4 yields
φt(t, x) ≤ 0 and ψs(s, y) ≥ 0.
This contradicts with (49).
In the second case, x 6= y, we note that φx(t, x) = ψy(s, y) = 14(x − y)3 6= 0. We claim
that∫
Bcρ
{
E∗ε
[
u(t, x+ z)− u(t, x)]− Eε,∗[v(s, y + z)− v(s, y)]}dz
z2
≤ 0 for any ρ > 0. (50)
Then, as φx(t, x) = ψy(s, y),
|φx(t, x)|−1(Hρ,ε[φ, u](t, x)−Hρ,ε[ψ, v](s, y))
≤ pv
∫
Bρ
E∗ε
[
φ(t, x+ z)− φ(t, x)]dz
z2
− pv
∫
Bρ
Eε,∗
[
ψ(s, y + z)− ψ(s, y)]dz
z2
,
and this expression equals zero for ρ small enough by Lemma 3.3(i). This together with (49)
contradicts with Definition 3.4.
It is left to prove the claim (50). Assume for convenience that x− y > 0. For any δ > 0
and z ∈ R, we have
Φ
(
t, x+ z, s, y + z + δ|z|) ≤ Φ(t, x, s, y).
We rewrite this inequality to find
u(t, x+ z)− u(t, x) ≤ v(s, y + z + δ|z|) − v(s, y) + 1
4γ
(∣∣x− y − δ|z| ∣∣4 − |x− y|4).
Since the final term is strictly negative if |z| < (x− y)/δ, we have
E∗ε
[
u(t, x+ z)− u(t, x)] ≤ Eε,∗[v(s, y + z + δ|z|) − v(s, y)] for |z| < (x− y)/δ. (51)
We now split the left-hand side of (50) into two parts:
(50) =
∫
Bcρ
{
E∗ε
[
u(t, x+ z)− u(t, x)]− Eε,∗[v(s, y + z + δ|z|) − v(s, y)]}dz
z2
+
∫
Bcρ
{
Eε,∗
[
v(s, y + z + δ|z|) − v(s, y)]− Eε,∗[v(s, y + z)− v(s, y)]}dz
z2
=: T1 + T2.
1As usual, we replace η/(T − t) in φ(t, x) far enough away from t by a regular extension beyond t = T ,
without changing notation. We do the same for ψ.
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Assuming that δ is small enough such that ρ < (x − y)/δ, we further split the first integral
T1 into near-field and far-field parts:
T1 := T1,near + T1,far
:=
∫
B(x−y)/δ\Bρ
{
E∗ε
[
u(t, x+ z)− u(t, x)]− Eε,∗[v(s, y + z + δ|z|) − v(s, y)]}dz
z2
+
∫
Bc
(x−y)/δ
{
E∗ε
[
u(t, x+ z)− u(t, x)]− Eε,∗[v(s, y + z + δ|z|) − v(s, y)]}dz
z2
The inequality (51) implies that T1,near ≤ 0. For the integral T1,far we use Lemma 3.3(ii) to
estimate
T1,far ≤ 4‖u‖∞ + 4‖v‖∞ + 2ε|x− y| δ
which converges to zero as δ → 0.
Finally, to estimate the term T2 we set
J(z) :=

1
z2
if |z| > ρ
0 otherwise
and Jδ(z) :=

1− δ
z2
if z < −(1− δ)ρ
0 if − (1− δ)ρ ≤ z ≤ (1 + δ)ρ
1 + δ
z2
if z > (1 + δ)ρ.
Note that Jδ is the push-forward of J under the map z 7→ z + δ|z|, and that Jδ converges to
J in L1(R) as δ → 0. Since z 7→ Eε,∗
[
v(s, y + z)− v(s, y)] is an element of L∞(R), it follows
that
T2 =
∫
R
Eε,∗
[
v(s, y + z)− v(s, y)]{Jδ(z)− J(z)} dz δ→0−−−→ 0.
This concludes the proof of the lemma.
3.3 Limiting Hamilton–Jacobi equation
The limiting Hamilton–Jacobi equation is studied in [IMR08, BKM10]. It reads
ut = I[u]|ux|, on R× (0,∞), (HJ)
with initial condition
u(0, ·) = u◦,
where the nonlocal operator I is defined on C2b (R) as
I[w](x) :=
∫
R
(w(x+ z)− w(x)− zw′(x))dz
z2
.
It is easy to see from pv
∫
dz
z = 0 that this definition is equivalent to that in (8). Here,
however, we do not need a principle-value integral. Indeed, by using a Taylor expansion of w
around x, it follows that the integrand is bounded around z = 0.
Next, we briefly recall several results from [Say91, IMR08]. First, to define viscosity
solutions for (HJ), we need to introduce a ρ-Hamiltonian for any ρ > 0 similar to Definition
3.2. Due to the absence of the staircase approximation Eε, there is no need to develop different
Hamiltonians for sub- and supersolutions.
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Definition 3.7 (Limiting Hamiltonian). For ρ > 0 fixed, u ∈ L∞(R × [0,∞)), t > 0, x ∈ R
and φ ∈ C2b (Bδ(t)×Bρ(x)) for some δ > 0, we define
Hρ[φ, u](t, x) := Iρ[φ(t, ·), u(t, ·)](x)|φx(t, x)|
where
Iρ[φ, u](x) :=
∫
Bρ
(
φ(x+ z)− φ(x)− φ′(x)z)dz
z2
+
∫
Bcρ
(
u(x+ z)− u(x))dz
z2
. (52)
Lemma 3.8. Let ρ, u, t, x and φ be as in Definition 3.7. Then, dropping the dependence on
t, Iρ[φ, u](x) is finite and
(i) if φ(x) = (x− y)4, then
∫
Bρ
(
φ(x+ z)− φ(x)− φ′(x)z)dz
z2
= 12(x− y)2ρ+ 2
3
ρ3;
(ii)
∣∣∣∣ ∫
Bcρ
(
u(x+ z)− u(x))dz
z2
∣∣∣∣ ≤ 4‖u‖∞ρ .
Proof. Property (ii) is immediate. As already argued above, the first integral in (52) is finite;
hence Iρ[φ, u](x) is well defined. In the special case φ(x) = (x− y)4, we compute
φ(x+ z)− φ(x)− φ′(x)z = 6(x− y)2z2 − 4(x− y)z3 + z4;
Property (i) follows.
We define viscosity solutions with the same restricted class of test functions for the ε-
problem (HJε), because this choice simplifies the proof of the convergence of solutions as
n→∞. We then prove a comparison principle (Theorem 3.11), which shows the uniqueness
of viscosity solutions. In Corollary 3.12 we demonstrate that our notion of viscosity solu-
tions coincides with that of [IMR08], in which the complete class of smooth test functions is
considered.
Definition 3.9 (ρ-sub- and ρ-supersolutions for the limiting problem). Let ρ > 0.
• Let u : Q→ R be upper semi-continuous and bounded. The function u is a ρ-subsolution
of (HJ) in Q if the following holds: whenever φ ∈ C2(Q) is such that u−φ has a global
maximum at (t, x), we have
φt(t, x) ≤

Hρ[φ, u](t, x) if φx(t, x) 6= 0,
0 if φ(t, x) is of the form c|x− x|4 + g(t),
+∞ otherwise.
(53)
• Let v : Q→ R be lower semi-continuous and bounded. The function v is a ρ-supersolution
of (HJ) in Q if the following holds: whenever ψ ∈ C2(Q) is such that u−ψ has a global
minimum at (t, x), we have
ψt(t, x) ≥

Hρ[ψ, v](t, x) if φx(t, x) 6= 0,
0 if φ(t, x) is of the form c|x− x|4 + g(t),
−∞ otherwise.
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A function u : Q → R is a ρ-solution of (HJ) in Q if u∗ is a ρ-subsolution and u∗ is a
ρ-supersolution.
As usual, without loss of generality, we may assume that the maximum of u− φ (and the
minimum of v − ψ) is strict, that (u− φ)(t, x) = 0 and that lim|t|+|x|→∞(u− φ)(t, x) = −∞.
Indeed, if the maximum at (t, x) is not strict, then we can approximate φ by
φδ(t, x) := φ(t, x) + δ|x− x|4 + δ|t− t|2
as δ ց 0. Indeed, the maximum of u− φδ is strict, and by Lemma 3.8(i) the right-hand side
in Definition 3.9 converges as δ ց 0 to that of φ.
As in the case ε > 0, Definition 3.9 does not depend on ρ in the sense of the following
lemma, and therefore we will not emphasize the dependence on ρ in what follows.
Lemma 3.10 (Independence of ρ; [Say91, Prop. II.1]). If u is a ρ-sub- or ρ-supersolution of
(HJ) for some ρ > 0, then it is a ρ˜-sub- or ρ˜-supersolution of (HJ) for any ρ˜ > 0, respectively.
Theorem 3.11 (Comparison principle [IMR08, Thm. 5] and [BKM10, Thm. 4.3] ). Let u◦ ∈
BUC(R), and let u be a subsolution and v be a supersolution of (HJ). If u(0, ·) ≤ u◦ ≤ v(0, ·)
on R, then u ≤ v on Q.
Proof. Since we made the viscosity solution test weaker when φx(t, x) = 0, we need to check
that the comparison principle proved in [IMR08, BKM10] still applies. We follow the proof
of Theorem 3.6 with modifications similar to the proof of Theorem 3.1.4 in [Gig06].
We first show that
lim
δց0
sup{u(t, x) − v(s, y) : |x− y| ≤ δ, 0 ≤ t, s ≤ δ} ≤ 0. (54)
Since u◦ is uniformly continuous, for every α > 0 there exists c > 0 such that
u◦(x) ≤ c|x− y|4 + α+ u◦(y) for all x, y. (55)
Then, we can fix σ > 0 sufficiently large depending only on c and ‖u‖∞ such that
u(t, x) ≤ c|x− y|4 + σt+ α+ u◦(y) for any t ≥ 0, x, y ∈ R. (56)
To see this, suppose that this order fails for some t, x, y and denote the right-hand side for
the fixed y as φ(t, x). Then, since u is bounded, u − φ has a positive global maximum at a
point (t, x). Since by (55) there holds u(0, ·) < φ(0, ·), we have t > 0. We cannot have x = y,
because otherwise φx(t, x) = 4c(x − y)3 = 0, which contradicts with φt = σ > 0 and u being
a subsolution. Thus, φx(t, x) 6= 0. Since u is a subsolution, we have
σ = φt(t, x) ≤ H1[φ(t, ·), u(t, ·)](x) = I1[φ(t, ·), u(t, ·)](x) 4c|x− y|3. (57)
Using Lemma (3.8), we get
I1[φ(t, ·), u(t, ·)](x) ≤ c(12|x − y|2 + 2/3) + 4‖u‖∞. (58)
Moreover, since (u − φ)(t, x) > 0, we have that |x − y| < (2‖u‖∞/c)1/4. Substituting these
estimates in (57) we obtain
σ ≤ C(c, ‖u‖∞)
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for some C(c, ‖u‖∞) > 0 which only depends on c and ‖u‖∞. Hence, if we choose σ >
C(c, ‖u‖∞), we conclude that (56) holds. In particular, choosing y = x,
u(t, x) ≤ u◦(x) + σt+ α for any t ≥ 0, x ∈ R. (59)
Analogously, we can find a similar bound as in (59) for v from below. This together with the
uniform continuity of u◦ and the arbitrariness of α > 0 allows us to deduce (54).
As in the proof of Theorem 3.6, suppose that the comparison fails and therefore θ :=
sup(u − v) > 0. Considering the function Φ in (48) with related constants γ, η, T > 0, we
can choose η, T−1 > 0 small enough so that Θ := supQT×QT Φ ≥ θ/2 uniformly in γ. By
(54) we can take γ small enough so that the super-level set {Φ ≥ θ/4} is separated by a
positive distance from {(0, x, 0, y) : x, y ∈ R}. Due to the lack of compactness, a maximum of
Φ is not necessarily achieved. We choose a maximizing sequence (tm, xm, sm, ym). As u − v
is bounded, the sequences (xm − ym), (tm) and (sm) are bounded, and thus by selecting a
subsequence we can assume that xm − ym → w, tm → t and sm → s as m→∞. Note that γ
is chosen so that t, s > 0.
We consider the test functions
φm(t, x) :=
(t− sm)2
2γ
+
(x− ym)4
4γ
+
η
T − t + (x− ym − w)
4 + (t− t)2
ψm(s, y) := −(tm − s)
2
2γ
− (xm − y)
4
4γ
− η
T − s − (xm − y − w)
4 − (s− s)2.
Let (τm, ξm) be a point of maximum of u − φm and (σm, ηm) be a point of minimum of
v − ψm. We have
u(tm, xm)− φm(tm, xm) ≤ u(τm, ξm)− φm(τm, ξm),
and subtracting v(sm, ym) + η/(T − sm) yields
Φ(tm, xm, sm, ym)− (xm − ym − w)4 − (tm − t)2
≤ Φ(τm, ξm, sm, ym)− (ξm − ym − w)4 − (τm − t)2. (60)
Then, since Φ ≤ Θ,
(ξm − ym −w)4 + (τm − t)2 ≤ Θ− Φ(tm, xm, sm, ym) + (xm − ym −w)4 + (tm − t)2.
The right-hand side converges to 0 as m → ∞ and therefore ξm − ym → w and τm → t.
Combining this with (60), we deduce that Φ(τm, ξm, sm, ym) → Θ. A parallel argument for
v − ψm with (σm, ηm) as a point of maximum yields xm − ηm → w and σm → s, and that
Φ(tm, xm, σm, ηm)→ Θ.
We claim that also Φ(τm, ξm, σm, ηm)→ Θ. Indeed, a bit of algebra shows that
Φ(τm, ξm, σm, ηm) = Φ(τm, ξm, sm, ym) + Φ(tm, xm, σm, ηm)− Φ(tm, xm, sm, ym)
+
(ξm − ηm)4
4γ
− (ξm − ym)
4
4γ
− (xm − ηm)
4
4γ
+
(xm − ym)4
4γ
+
(τm − σm)2
2γ
− (τm − sm)
2
2γ
− (tm − σm)
2
2γ
+
(tm − sm)2
2γ
,
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where the right-hand side converges to Θ as m → ∞. Therefore, for any ε > 0 there exists
an m0 > 0 such that Φ(τm, ξm, σm, ηm) > Θ− ε for all m ≥ m0, and thus
Φ(τm, ξm + z, σm, ηm + z) ≤ Φ(τm, ξm, σm, ηm) + ε for all m ≥ m0.
This yields
u(τm, ξm + z)− u(τm, ξm) ≤ v(σm, ηm + z)− v(σm, ηm) + ε,
and thus, for any ρ > 0,∫
Bcρ
(u(τm, ξm + z)− u(τm, ξm))dz
z2
≤
∫
Bcρ
(v(σm, ηm + z)− v(σm, ηm))dz
z2
+
2ε
ρ
. (61)
Regarding the first of the two integrals in (52), we obtain from Lemma 3.8(i) that
0 ≤
∫
Bρ
(
φm(τm, ξm + z)− φm(τm, ξm)− (φm)x(τm, ξm)z
)dz
z2
= 12
[
(ξm − ym)2
4γ
+ (ξm − ym −w)2
]
ρ+
2
3
[
1
4γ
+ 1
]
ρ3.
Since ξm − ym → w, we obtain for ρ and m−1 small enough that∫
Bρ
(
φm(τm, ξm + z)− φm(τm, ξm)− (φm)x(τm, ξm)z
)dz
z2
≤
(
4
w2
γ
+ om(1) + Cγρ
2
)
ρ, (62)
where the constant Cγ > 0 only depends on γ, and om(1)→ 0 as m→∞ uniformly in ρ and
ε. The analogous estimate to (62) for ψm can be obtained in a similar fashion.
Let us first consider w 6= 0. Then, for m large enough we have (φm)x(τm, ξm) 6= 0 6=
(ψm)x(σm, ηm), and the definition of ρ-solutions yields
(φm)t(τm, ξm)− (ψm)t(σm, ηm) ≤ Hρ[φm, u](τm, ξm)−Hρ[ψm, v](σm, ηm). (63)
For the left-hand side, we compute
(φm)t(τm, ξm)− (ψm)t(σm, ηm) = η
(T − t)2 +
η
(T − s)2 + om(1) ≥
2η
T 2
+ om(1), (64)
where om(1) → 0 as m → ∞ uniformly in ρ and ε. For the right-hand side in (63), we first
compute (φm)x(τm, ξm) =
w3
γ + om(1). Thus, for m large enough,∣∣(φm)x(τm, ξm)∣∣ = |w|3
γ
+ om(1).
Analogously, we find ∣∣(ψm)x(σm, ηm)∣∣ = |w|3
γ
+ om(1).
Secondly, we focus on the two integrals in (52) for both Iρ[φm, u] and Iρ[ψm, v]. We estimate
the integrals over Bρ simply by (62). The integrals over B
c
ρ require more care; for the leading
order terms in |(φm)x(τm, ξm)| and |(ψm)x(σm, ηm)| we use (61), and for the om(1) parts we
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simply apply Lemma 3.8(ii). Putting this all together, we estimate the right-hand side of (63)
as
Hρ[φm, u](τm, ξm)−Hρ[ψm, v](σm, ηm) ≤ 5w
2
γ
ρ 4
|w|3
γ
+
2ε
ρ
|w|3
γ
+
4
ρ
(‖u‖∞ + ‖v‖∞)om(1).
(65)
Next we reach a contradiction in (63) by showing that ρ, ε and m can be chosen such that
the right-hand side in (64) is larger than the right-hand side in (65). First, we take ρ > 0
small enough so that the first term in (65) is smaller than η/(2T 2). Secondly, we take ε and
m−1 small enough such that also
2ε
ρ
|w|3
γ
+
4
ρ
(‖u‖∞ + ‖v‖∞)om(1) < η
T 2
.
Third, we take m even larger if necessary to have that (64) is larger than 3η/(2T 2). Then,
the resulting estimates contradict with (63).
It is left to consider the case w = 0. If ξm 6= ym and ηm 6= xm for all m, then the estimates
in the case w 6= 0 apply verbatim. In fact, the estimates can be simplified, because w = 0
implies that ∣∣(φm)x(τm, ξm)∣∣+ ∣∣(ψm)x(σm, ηm)∣∣ = om(1),
and then it is enough to bound Hρ[φm, u](τm, ξm) and Hρ[ψm, v](σm, ηm) independently from
each other (i.e. (61) need not be used). Simplifying the estimates in this manner, we ob-
serve that if either ξm = ym or ηm = xm for some m, then Hρ[φm, u](τm, ξm) = 0 or
Hρ[ψm, v](σm, ηm) = 0, which yields directly a sufficient bound on Hρ[φm, u](τm, ξm) or
Hρ[ψm, v](σm, ηm). This yields again a contradiction.
Finally, we show in Corollary 3.12 that our notion of viscosity solution (Definition 3.9) is
equivalent to that given by [IMR08, Def. 1]. The notion in [IMR08, Def. 1] is obtained from
Definition 3.9 by simply replacing (53) by φt(t, x) ≤ Hρ[φ, u](t, x), and by performing a similar
replacement for the supersolutions. Since [IMR08, BKM10] prove existence and regularity of
[IMR08]-solutions with BUC initial data, Corollary 3.12 implies that these results then also
apply to our notion of viscosity solution.
Corollary 3.12. Let u◦ ∈ BUC(R). Then u is a viscosity solution with initial data u◦ in
the sense of Definition 3.9 if and only if it is a viscosity solution with initial data u◦ in the
sense of [IMR08]. In particular, (HJ) has a unique viscosity solution with initial data u◦.
Proof. Since Definition 3.9 only restricts the class of test functions when compared to [IMR08]-
solutions, it is clear that any viscosity solution with initial data u◦ in the [IMR08]-sense is a
viscosity solution in the sense of Definition 3.9.
On the other hand, suppose that u is a viscosity solution with initial data u◦ in the sense
of Definition 3.9. By [BKM10, Th. 4.7] there exists a unique [IMR08]-solution v with initial
data u◦. Then, by the first part of this proof, v is also a viscosity solution in the sense of
Definition 3.9. By the comparison principle, Theorem 3.11, we conclude that u ≡ v.
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3.4 Convergence
As usual, we define for an ε-indexed sequence uε : Q→ R of upper semi-continuous functions
lim sup∗ uε(t, x) := lim sup
ε→0
s→t
y→x
uε(s, y).
Similarly, we use lim inf∗ for lower semi-continuous functions.
Theorem 3.13 (Convergence as ε→ 0). Let uε be a sequence of subsolutions of (HJε), and
assume that uε is uniformly bounded. Set u := lim sup
∗ uε. Then u is a subsolution of (HJ).
Similarly, if vε is a sequence of supersolutions of (HJε) bounded uniformly, then v :=
lim inf∗ vε is a supersolution of (HJ).
Proof. We only prove the subsolution case; the proof for supersolutions is analogous. By
Lemmas 3.5 and 3.10, we may set ρ = 1.
Let φ be a test function for u such that u − φ has a strict maximum at (t, x). By the
usual argument, along a subsequence of ε, uε − φ has a global maximum at (tε, xε) and we
have (tε, xε)→ (t, x) as ε→ 0 and uε(tε, xε)→ u(t, x). In what follows, ε is taken along such
subsequence. We therefore also have for any z ∈ R
lim sup
ε→0
uε(tε, xε + z)− uε(tε, xε) ≤ u(t, x+ z)− u(t, x). (66)
We separate two cases; φx(t, x) 6= 0 and φx(t, x) = 0. When φx(t, x) 6= 0, we need to prove
that φt(t, x) ≤ Hρ[φ, u](t, x). By Lemma 3.14 below, we have that for all ε > 0 small enough
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∫
Bρ
E∗ε
[
φ(tε, xε + z)− φ(tε, xε)
]dz
z2
≤
∫
Bρ
(
φ(tε, xε + z)− φ(tε, xε)− zφx(tε, xε)
)dz
z2
+Rε,
where Rε → 0 as ε→ 0. Then
lim sup
ε→0
Mρ,ε[φ, uε](tε, xε) ≤ lim sup
ε→0
∫
Bρ
(
φ(tε, xε + z)− φ(tε, xε)− zφx(tε, xε)
)dz
z2
+ lim sup
ε→0
∫
Bcρ
E∗ε
[
uε(tε, xε + z)− uε(tε, xε)
]dz
z2
.
Relying further on Fatou’s Lemma and (66), we obtain
lim sup
ε→0
Mρ,ε[φ, uε](tε, xε)
≤
∫
Bρ
(
φ(t, x+ z)− φ(t, x)− zφx(t, x)
)dz
z2
+ lim sup
ε→0
ε
2
∫
Bcρ
dz
z2
+ lim sup
ε→0
∫
Bcρ
(
u(tε, xε + z)− u(tε, xε)
)dz
z2
≤
∫
Bρ
(
φ(t, x+ z)− φ(t, x)− zφx(t, x)
)dz
z2
+
∫
Bcρ
(
u(t, x+ z)− u(t, x)
)dz
z2
= Iρ[φ, u](t, x).
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Combining this with the convergence |φx(tε, xε)| → |φx(t, x)|, we find
φt(t, x) = lim sup
ε→0
φt(tε, xε) ≤ lim sup
ε→0
Mρ,ε[φ, uε](tε, xε) |φx(tε, xε)|
≤ Iρ[φ, u](t, x) |φx(t, x)| = Hρ[φ, u](t, x),
which concludes the proof that u satisfies the subsolution condition for (HJ) in the case
φx(t, x) 6= 0.
When φx(t, x) = 0, we only need to consider the case in which φ(t, x) = c|x − x|4 + g(t),
and prove that φt(t, x) ≤ 0. By the usual approximation argument, we may assume that
c > 0 and that g(t) tends to +∞ as t → +∞. If xε = x for some ε, then from uε being
a subsolution to (HJε) we obtain immediately φt(tε, x) ≤ 0. If xε 6= x, we obtain that
φt(tε, xε) ≤ Hρ,ε[φ, uε](tε, xε). To estimate Hρ,ε[φ, uε](tε, xε) from above, let ε be sufficiently
small so that |xε − x| ≤ 1. Then, by Taylor’s Theorem,
φ(tε, xε + z) ≤ φ(tε, xε) + φx(tε, xε)z + 24cz2 for |z| ≤ 1,
from which we obtain by Lemma 3.15 below that
Hρ,ε[φ, uε](tε, xε) ≤ C‖u‖∞|φx(tε, xε)|+ 48c|φx(tε, xε)|+ C
(
48cε + |φx(tε, xε)|2
)
.
Taking ε→ 0, we observe from φx(tε, xε)→ 0 that φt(t, x) ≤ 0.
Lemma 3.14. Let ρ > 0 be given. Let φ ∈ C2(Q) and (tε, xε)→ (t, x) such that φx(t, x) 6= 0.
Then there exists a C > 0 such that for all ε > 0 small enough
pv
∫
Bρ
E∗ε
[
φ(tε, xε + z)− φ(tε, xε)
]dz
z2
≤
∫
Bρ
(
φ(tε, xε + z)− φ(tε, xε)− zφx(tε, xε)
)dz
z2
+ Cε| log ε|.
Proof. For convenience, we assume φx(t, x) > 0. We set φε(z) := φ(tε, xε+ z)−φ(tε, xε), and
start by listing several properties of φε. Since
φε(0) = 0, φε
ε→0−−−→ φ(t, x+ · )− φ(t, x) in C2loc(Q),
we may assume that ‖φε‖C2([t/2,2t]×Bρ) is bounded uniformly in ε. Moreover,
∃ δ ∈ (0, ρ] ∀ z ∈ Bδ : φ′ε(z) ∈
(1
2
φx(t, x), 2φx(t, x)
)
for all ε small enough, where we will choose δ small enough with respect to φ later on in the
proof. In particular, φε is strictly increasing on Bδ; hence, for any y in its range,
φ−1ε (y) = φ
−1
ε (0) + y(φ
−1
ε )
′(0) +R1(y) =
y
φ′ε(0)
+R1(y),
where |R1(y)| ≤ Cy2 for some C > 0 independent of ε. We further set
r := −φ−1ε (−ε) and r˜ := φ−1ε (ε),
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note that
r, r˜ ∈
( ε
2φx(t, x)
,
2ε
φx(t, x)
)
,
and assume for convenience that r˜ ≥ r. Similarly, we set
s := −φ−1ε (−δ), s˜ := φ−1ε (δ), s, s˜ ∈
( δ
2φx(t, x)
,
2δ
φx(t, x)
)
.
We will also make use of the following Taylor expansion on Bδ:
φ′ε(z) = φ
′
ε(0) +R2(z),
where |R2(z)| ≤ C|z| for some C > 0 independent of ε.
Using φε, the assertion of Lemma 3.14 reads
pv
∫
Bρ
Fε[φε(z)]
dz
z2
≤ Cε| log ε|,
where Fε(u) := E
∗
ε [u]− u is an odd, ε-periodic function. We prove this estimate by splitting
the domain of integration in the following four parts:
(−r, r), (r, r˜), (−s, s˜) \ (−r, r˜), Bρ \ (−s, s˜).
On (−r, r), we note that φε increases from −ε to a value less than ε, and thus we find
pv
∫ r
−r
Fε[φε(z)]
dz
z2
= −
∫ r
0
φε(z) + φε(−z)
z2
dz ≤
∫ r
0
z2‖φ′′ε‖∞
z2
dz ≤ Cr ≤ Cε.
On (r, r˜), we simply estimate |Fε(u)| ≤ ε2 , and use the properties of r, r˜ to find∫ r˜
r
Fε[φε(z)]
dz
z2
≤ ε
2
r˜ − r
r2
=
ε
2
φ−1ε (ε) + φ
−1
ε (−ε)
r2
≤ ε
2
(2|R1(ε)|)
(2φx(t, x)
ε
)2 ≤ Cε.
On (−s, s˜) \ (−r, r˜) = φ−1ε (Bδ \Bε), we change variables, and compute∫
(−s,s˜)\(−r,r˜)
Fε[φε(z)]
dz
z2
=
∫
Bδ\Bε
Fε[u]
du
φ−1ε (u)2 φ′ε(φ
−1
ε (u))
= φ′ε(0)
∫
Bδ\Bε
Fε[u]
u2
du(
1 + φ′ε(0)R1(u)/u
)2 (
1 +R2(φ
−1
ε (u))/φ′ε(0)
) . (67)
Since Fε[u]/u
2 is odd in u and the domain Bδ \Bε is symmetric, this terms cancels out with
the constant contribution from the second fraction. Writing the denominator of this second
fraction as (1 + R3(u))
2(1 + R4(u)), we note that |R3(u)| + |R4(u)| ≤ C|u| for some C > 0
which only depends on φ. Hence, choosing δ < 1/(2C), we obtain some C ′ > 0 such that∫
(−s,s˜)\(−r,r˜)
Fε[φε(z)]
dz
z2
≤ C ′
∫
Bδ\Bε
|Fε[u]|
u2
|u| du ≤ C ′ ε
2
∫
Bδ\Bε
du
|u| ≤ C
′′ε| log ε|.
Finally, on the fourth part given by Bρ \ (−s, s˜), we simply bound∫
Bρ\(−s,s˜)
Fε[φε(z)]
dz
z2
≤ ε
2
2
∫ ∞
δ
2φx(t,x)
dz
z2
≤ Cε.
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Lemma 3.15. For α 6= 0, K > 0, ε > 0, we have
|α|
(
pv
∫
B1
E∗ε [αz +
K
2
z2]
dz
z2
)
≤ K|α|+ C(Kε+ α2), (68)
where C is independent of α, K and ε. Moreover, (68) still holds if we replace E∗ε by Eε,∗.
Proof. We write φ(z) = αz + K2 z
2. By symmetry z 7→ −z we can assume that α > 0. Let
(a, b) ∋ 0 be the largest interval containing the origin such that
−ε < φ(z) < 0, a < z < 0,
0 < φ(z) < ε, 0 < z < b.
Since α > 0, such a < 0 < b exist, b < −a and φ(b) = ε. Inverting the latter, we find
b =
α
K
(√
1 +
2εK
α2
− 1
)
.
Employing the elementary inequality
√
1 + x ≥
{
1 +
(√
2− 1)x if 0 < x < 1√
2 if 1 < x,
we find that
b ≥ (√2− 1)

2ε
α
if
2εK
α2
< 1
α
K
if 1 <
2εK
α2
 ≥ (√2− 1)min
{
2ε
α
,
α
K
}
=: η.
Noting that (a, b) ⊃ (−η, η), we finally compute
pv
∫
B1
E∗ε [φ(z)]
dz
z2
=
∫
B1\Bη
E∗ε [φ(z)]
dz
z2
≤
∫
B1\Bη
(
αz +
K
2
z2 +
ε
2
)
dz
z2
≤ 0 +K + ε
η
= K + Cmax
{
Kε
α
,α
}
.
This concludes the proof.
4 Passing to the limit n→∞
Given (x,b) ∈ Zn, we recall from (10) the related piecewise constant function given by
un(x) =
1
n
n∑
i=1
biH(x− xi). (69)
Theorem 4.1 (Main theorem). For each n ≥ 2, let (x◦,b◦)n ∈ Zn be such that the related
function u◦n defined by (69) satisfies u
◦
n → u◦ locally uniformly as n → ∞ for some u◦ ∈
BUC(R). Then, the solution (x,b)n to (Pn) (Definition 2.1) with initial datum (x
◦,b◦)n,
translated to un, converges locally uniformly as n→∞ to the viscosity solution u (see Defini-
tion 3.9) with initial datum u◦. Furthermore, u ∈ BUC([0,∞)× R) and u(t, ·) has the same
modulus of continuity as u◦ for every t > 0.
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Proof. Lemma 4.2 below shows that un is a viscosity solution of (HJε) with ε =
1
n . Then,
since ‖un‖∞ ≤ 1, we obtain from Theorem 3.13 that
u := lim inf∗un ≤ lim sup∗un =: u on Q, (70)
where u, u are respectively super- and subsolutions of (HJ).
Since u◦ ∈ BUC(R), there exists a sequence (u◦δ)δ ⊂ C2b such that u◦δ ≥ u◦+δ and u◦δ → u◦
for all δ > 0. An example of such a sequence is a mollification of u◦ + 2δ with sufficiently
small, δ-dependent radius. By Lemma 4.3 below, there exists σδ > 0 such that u
◦
δ(x) + σδt
is a super-solution for (HJε). Then, the comparison principle (Theorem 3.6) implies that
u∗n ≤ u◦δ(x) + σδt for all n large enough, and therefore u(0, ·) ≤ u◦δ . Using a similar argument
for approximation from below, in the limit δ → 0 we recover
u◦ ≤ u(0, ·) ≤ u(0, ·) ≤ u◦. (71)
Then, the comparison principle (Theorem 3.11) yields u ≤ u. Hence, the inequality in (70)
has to be an equality, and thus un → u locally uniformly.
It remains to show the boundedness and uniform continuity of u. As constants are solu-
tions of (HJ), we immediately have ‖u‖∞ = ‖u◦‖∞. Let ω be a modulus of continuity of u◦.
Since (t, x) 7→ u(t, x+ y)±ω(|y|) are viscosity solutions of (HJ) for any fixed y ∈ R, it follows
from the comparison principle that u(t, ·) is uniformly continuous with the same modulus of
continuity ω.
The uniform continuity in time can be established by the comparison with functions such
as (u(s, ·) ∗ ηω−1(δ))(x) ± (δ + σ(t − s)) for s ≥ 0, δ > 0, where ηr is the standard mollifier
with support radius r and σ = σ(δ, ‖u◦‖∞) is a sufficiently large constant.
Lemma 4.2. Consider the setting of Theorem 4.1. Then for any n ≥ 2, un is a viscosity
solution to (HJε) with ε =
1
n .
Proof. Let us fix n ≥ 2 and write u = u∗n to simplify the notation. To prove that u is
a subsolution, we check that it satisfies Definition 3.4 for any ρ > 0. With this aim, let
φ ∈ C2(Q) be such that u− φ has a 0 global maximum at (t, x).
If x /∈ {xi(t) : 1 ≤ i ≤ n, |bi(t−)| = 1}, then u is constant in some neighbourhood of (t, x),
and thus
φt(t, x) = φx(t, x) = 0 for any ρ > 0,
which is consistent with Definition 3.4. In the remainder we may thus assume that there
exists an index i such that x = xi(t) and |bi(t−)| = 1.
We separate three cases. The first case is t /∈ S, where S is the set of collision times from
Definition 2.1. If φx(t, x) = 0, then x ∈ C1([0, T ] \ S) implies φt(t, x) = 0, which is again
consistent with Definition 3.4. Therefore we may assume φx(t, x) 6= 0, and it is left to check
that
φt(t, x) ≤ Hρ,ε[φ, u](t, x) for all ρ > 0. (72)
With this aim, we compute (omitting t, recalling (16) and using that u(xi) =
∑i−1
j=1 bj+
1
2(bi+
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1))
nM0,ε[u](xi) := n lim inf
ρ→0
Mρ,ε[φ, u](xi)
= n pv
∫
R
E∗ε
[
u(xi + z)− u(xi)
]dz
z2
= pv
∫
R
( n∑
j=1
bjH(xi − xj + z)−
i−1∑
j=1
bj − bi + 1
2
+
1
2
)dz
z2
=
i−1∑
j=1
bj
∫
R
(
H(xi − xj + z)− 1
)dz
z2
+ bi pv
∫
R
(
H(z)− 1
2
)dz
z2
+
n∑
j=i+1
bj
∫
R
H(xi − xj + z)dz
z2
=
i−1∑
j=1
bj
xj − xi + 0 +
n∑
j=i+1
bj
xj − xi = −
n∑
j 6=i
bj
xi − xj , (73)
and observe from (Pn) that x˙i = −biM0,ε[u](xi) at time t. Hence
0 =
d
dt
∣∣∣
t=t
φ(t, xi(t)) = φt(t, x) + φx(t, x)x˙i(t) = φt(t, x)−M0,ε[u](t, x) bi(t)φx(t, x),
and thus, using that Mρ,ε[φ, u](t, x) is non-decreasing in ρ,
φt(t, x) =M0,ε[u](t, x)
∣∣φx(t, x)∣∣ ≤Mρ,ε[φ, u](t, x)∣∣φx(t, x)∣∣ for all ρ > 0,
which proves (72).
The second case is t ∈ S and (t, x) is not an annihilation point. Then, by the continuity
of x and (x,b) ∈ Zn, we observe that the right-hand side of the ODE for xi(t) is continuous
as a function of t at t. Hence, xi is differentiable, and the argument above applies.
The final, third case is when (t, x) is an annihilation point. Note from Theorem 2.4(v)
that φx(t, x) = 0. Then, we may assume that φ(t, x) = c(x − x)4 + g(t), and we are left to
prove that φt(t, x) ≤ 0. By Corollary 2.5, u(t, xi(t)) = u(t, x) for all t < t close enough to t.
Hence, φ(t, xi(t)) ≥ φ(t, x). This together with Theorem 2.4(iv) yields φt(t, x) ≤ 0.
This concludes the proof that u = u∗n is a subsolution of (HJε). The proof that (un)∗ is a
supersolution is analogous.
The following lemma is a consequence of the fact that rising parabolas are supersolutions
of (HJε) with ε-independent speed.
Lemma 4.3. Let v0 : R → R be bounded, L-Lipschitz and K-semiconcave, that is, x 7→
v0(x) − K2 x2 is concave. Then there exists σ = σ(L,K, ‖v0‖∞) > 0 such that v(t, x) =
v0(x) + σt is a supersolution of (HJε) for all ε ∈ (0, 1). An analogous result holds for a
semiconvex u0, in which case u(t, x) = u0(x)− σt is a subsolution.
Proof. For a certain σ > 0 which we specify later, we check that v satisfies Definition 3.4 with
ρ = 1. Suppose v − ψ has a global minimum at (t, x). Note that, by semiconcavity,
0 < σ = vt(t, x) = ψt(t, x), (74)
α := vx(t, x) = ψx(t, x).
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In particular, if ψx(t, x) = 0, then (74) is consistent with Definition 3.4. Hence, we may assume
that α 6= 0. Note that |α| ≤ L, and set φ(z) := ψ(t, x+ z)− ψ(t, x). By semiconcavity,
φ(z) ≤ v(t, x+ z)− v(t, x) = v0(x+ z)− v0(x) ≤ αz + K
2
z2,
and thus
pv
∫
Bρ
Eε,∗[φ(z)]
dz
z2
≤ pv
∫
Bρ
Eε,∗[αz +
K
2
z2]
dz
z2
.
Then, using Lemma 3.15 and ε ≤ 1, |α| ≤ L, we obtain
Hρ,ε[ψ, v](t, x) = Hρ,ε[ψ, v0](t, x) ≤ KL+ C(K + L2) + 4‖v0‖∞L+ 1 =: σ
for some C independent of the parameters. This together with (74) shows that v is a super-
solution.
We finally show that the viscosity solution un in Theorem 4.1 constructed from (Pn) is
the unique viscosity solution of (HJε). This will establish the correspondence between (Pn)
and (HJε). This is not obvious from the comparison principle (Theorem 3.6), because the
initial condition is not continuous.
We start with a general theorem on uniqueness of viscosity solution with possibly discon-
tinuous initial datum:
Proposition 4.4. Consider (HJε) with ε > 0. Let u be a viscosity solution such that
(u∗)∗ = u∗, (u∗)
∗ = u∗ on Q.
If there exists a sequence (uη)η∈(−1,1) of viscosity solutions such that (u
−η)∗(0, ·) ≤ u∗(0, ·)
and u∗(0, ·) ≤ (uη)∗(0, ·) for all η ∈ (0, 1), and
(uη)∗ ր u∗ on Q as η ր 0
(uη)∗ ց u∗ on Q as η ց 0,
then any viscosity solution v with
v∗(0, ·) = u∗(0, ·), v∗(0, ·) = u∗(0, ·)
satisfies v∗ = u∗ and v∗ = u∗ on Q.
Proof. Since at t = 0 it is given that (u−η)∗ ≤ u∗ ≤ u∗ ≤ (uη)∗ on R for any η ∈ (0, 1), the
comparison principle yields
(u−η)∗ ≤ v∗ ≤ v∗ ≤ (uη)∗ on Q.
Sending η → 0, we recover
u∗ ≤ v∗ ≤ v∗ ≤ u∗ on Q.
By definition of the upper semi-continuous envelope,
u∗ = (u∗)
∗ ≤ v∗ ≤ u∗ on Q,
which yields v∗ = u∗ on Q.
We can similarly show v∗ = u∗ using the lower semi-continuous envelope.
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Proposition 4.5. Consider the setting of Theorem 4.1. Then the viscosity solution v to
(HJε) with ε =
1
n which satisfies v
∗(0, ·) = (u◦n)∗ and v∗(0, ·) = (u◦n)∗ is unique.
Proof. Lemma 4.2 implies the existence of a viscosity solution un constructed from the ODE
solution (x,b). To prove uniqueness, we show that un satisfies the conditions of Proposition
4.4.
We start with showing that (u∗n)∗ = un,∗ and (un,∗)
∗ = u∗n on Q. This is obvious when
(t, x) ∈ Q is not an annihilation point. If (τ, y) ∈ Q is an annihilation point, then Corollary
2.5 implies that un|Bδ(τ)×Bδ(y) takes at most two values in εZ for any δ > 0 small enough. If
the number of colliding particles at (τ, y) is odd, then these two values are reached by
lim
xցy
un(τ, x) and lim
xրy
un(τ, x).
If instead the number of colliding particles is even, then these two values are reached by
lim
tցτ
un(s, y) and lim
tրτ
un
(
s,
xi(s) + xj(s)
2
)
,
where i, j are the first two elements of the ordered set I of indices of all colliding particles at
(τ, y).
Next we construct uηn. Consider the initial data
xη◦i = x
◦
i − b◦i η and bη◦i = b◦i .
For
|η| < min{|x◦i − x◦j | : i, j such that b◦i b◦j = −1} =: δ
we have (xη◦,bη◦) ∈ Zn. Let (xη,bη) be the corresponding solution of (Pn). By Lemma
4.2, the corresponding step function uηn is a viscosity solution. Note that u0n = un. Since
xη ∈ C([0, T ]) we have by the choice of xη◦ that
(uηn)
∗(0, ·) = (uη◦n )∗ ≤ (uζ◦n )∗ = (uζn)∗(0, ·) for η < ζ.
Then, by the comparison principle,
(uηn)
∗ ≤ (uζn)∗ for η < ζ.
With this ordering of the sequence (uηn)η, it is left to show that u
η
n → un pointwise in Q as
η → 0. This convergence statement is a direct consequence of Theorem 2.4(vi).
5 Interpretation in terms of measure language
In this section we re-interpret the convergence result of Theorem 4.1 in terms of the empirical
measures κn given by (3). This connection builds upon a more general equivalence between
different types of convergence. For the case of functions and measures on R (i.e. without
time) the following lemma describes these.
First we recall some definitions and relations between them. A function u : R → R has
finite variation on R if its total variation
TV (u) := sup
N≥1
sup
y0<y1<...<yN
N∑
i=1
∣∣u(yi)− u(yi−1)∣∣
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is finite. A right-continuous function u with finite variation on R is ca`dla`g, i.e. right-continuous
with left limits, and differentiable in the distributional sense. The distributional derivative
of u can be characterized as a signed measure κ on R whose total-variation norm |κ|(R) equals
TV (u). Thus the concepts of total variation for functions and for measures are coupled, in
that the total variation of a function is the same as the (measure-)total variation of its
distributional derivative. Finally, a sequence of measures {κn}n on R is tight if for any ε > 0
there exists R > 0 such that |κn|(R \ [−R,R]) < ε for all n.
Lemma 5.1. Let un and u be ca`dla`g functions of finite variation on R, and let the signed
measures κn and κ be the corresponding distributional derivatives. Assume that the sequence
{κn}n is bounded in total variation and tight.
Then the following are equivalent:
1. un → u continuously, i.e.
for all xn → x, un(xn)→ u(x); (75)
2. un → u locally uniformly on R, and the limit u is continuous on R;
3. un → u uniformly on R, and the limit u is continuous on R;
4. (a) κn converges narrowly to κ,
(b) κ has no atoms, and
(c) there exist a sequence sn
n→∞−−−→ 0 and a modulus of continuity ω such that
for all −∞ < x ≤ y <∞, |κn((x, y])| ≤ sn + ω(|x− y|). (76)
In all these cases the limit u is uniformly continuous on R.
Note that by choosing un and u to be right-continuous, we have the characterization
un(x) = κn
(
(−∞, x]) and u(x) = κ((−∞, x]) for all x ∈ R. (77)
Remark 5.2. Since uniform convergence on the space of bounded functions is generated by
a norm topology, conditions 4a and 4c together characterize the corresponding topology on
any bounded and tight set of measures. 
Before proving Lemma 5.1 we first consider the question of continuity of the limit. First
note that the continuity of the limit u and the absence of atoms in κ are equivalent properties.
These are required in the second, third, and fourth equivalent characterizations of Lemma 5.1,
but not in the first. This is because continuous convergence implies continuity of the limit,
even if the sequence itself consists of discontinuous functions:
Lemma 5.3. Let X be a metric space and let vn, v : X → R. If vn → v continuously, then v
is continuous.
This Lemma also explains why the limit u in Theorem 4.1 is continuous, despite being the
limit of discontinuous functions un: it stems from the fact that Theorem 4.1 proves continuous
convergence of un, by establishing equality in the inequality (70).
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Proof of Lemma 5.3. Fix xm, x ∈ X with xm → x. For each m, use the continuous conver-
gence to choose nm > nm−1 such that |vnm(xm)− v(xm)| < 1/m. Let us define the sequence
yn = xm if n = nm for some m and yn = x otherwise. Since yn → x, we have vn(yn)→ v(x)
by the continuous convergence and hence vnm(xm)→ v(x) since {vnm(xm)} is a subsequence
of {vn(yn)}. Therefore
0 ≤ |v(xm)− v(x)| ≤ |v(xm)− vnm(xm)|+ |vnm(xm)− v(x)|
< 1/m+ |vnm(xm)− v(x)| → 0 as m→∞.
Proof of Lemma 5.1. We show 1⇐⇒ 2 and 2 =⇒ 3 =⇒ 4 =⇒ 2. The final statement follows
from the fact that any continuous function of finite variation is uniformly continuous.
The implication 2 =⇒ 1 follows directly from the triangle inequality. To show 1 =⇒ 2,
first note that Lemma 5.3 implies that u is continuous. Let K ⊂ R be a compact set, let {nm}
be any subsequence, and let xm ∈ K be such that |unm(xm)−u(xm)| > supK |unm−u|−1/m.
By taking subsequences (not relabeled), we may assume that xm → x. But then
sup
K
|unm − u| <
1
m
+ |unm(xm)− u(x)|+ |u(x)− u(xm)|,
which converges to 0 by the continuity of u and the continuous convergence of un. We conclude
that supK |un − u| → 0.
To show 2 =⇒ 3, fix ε > 0. By the tightness of κn there exists R > 0 such that
sup
n
sup
x>R
|un(x)− un(R)| < ε.
Since u has finite total variation, we can similarly assume that R is such that
sup
x>R
|u(x)− u(R)| < ε. (78)
Then, it follows directly from 2 that
sup
[−R,R]
|un − u| < ε
for all n large enough. By the triangle inequality
sup
x>R
|un(x)− u(x)| ≤ sup
x>R
|un(x)− un(R)|+ |un(R)− u(R)|+ sup
x>R
|u(R)− u(x)|,
which is smaller than 3ε for all n large enough by the three displays above. Analogously, one
can derive that supx<−R |un(x)− u(x)| < 3ε for all n large enough.
To show 3 =⇒ 4, note that the narrow convergence of κn is a simple extension of
e.g. [Bog18, Prop. 1.4.9] to unbounded domains, and that we already remarked that the
continuity of u is equivalent to the absence of atoms in κ. To prove Property (4c), let ω be a
modulus of continuity of the limit u on R, and set sn := 2 supR |un − u|. For any n and any
−∞ < x ≤ y <∞ we then have
|κn((x, y])| = |un(y)− un(x)| ≤ |un(y)− u(y)|+ |u(y)− u(x)|+ |u(x)− un(x)|
≤ sn + ω(|x− y|).
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Finally we prove 4 =⇒ 2. The condition (76) implies that un satisfies the conditions of
the generalization [AGS08, Prop. 3.3.1] of the classical Arzela`-Ascoli theorem. For each R, we
therefore find a subsequence unk that converges uniformly on [−R,R] to a continuous limit.
Since the narrow convergence of κn to κ uniquely characterizes this limit as u, we conclude
that the whole sequence converges uniformly on [−R,R] to u.
The lemmas above deal with convergence of functions and measures on R. We now extend
the statements to functions and measures on [0, T ]× R.
Lemma 5.4. Let un, u : [0, T ] × R → R be such that un(t, ·) and u(t, ·) have finite variation
on R for all t ∈ [0, T ], and let {κn(t)}t∈[0,T ] and {κ(t)}t∈[0,T ] be families of signed measures
on R. Assume that
A. the family {κn(t)}n∈N,t∈[0,T ] is bounded in total variation on R and tight;
B. for all t ∈ [0, T ], x ∈ R,
un(t, x) = κn(t, (−∞, x]) and u(t, x) = κ(t, (−∞, x]).
Then the following are equivalent:
1. un → u continuously on [0, T ] × R;
2. un → u locally uniformly on [0, T ]× R, and u is continuous on [0, T ] × R;
3. un → u uniformly on [0, T ]× R, and u is continuous on [0, T ]× R;
4. For each sequence tn → t in [0, T ], κn(tn) converges to κ(t) in the sense of Lemma 5.1.
The sequence (sn)n and the modulus of continuity ω can be chosen to be uniform in the
sequence tn → t.
The limit function u is uniformly continuous on [0, T ] × R.
Proof. The implication 3 =⇒ 2 is immediate. The implications 1 ⇐⇒ 2 are proved in the
same way as in Lemma 5.1, and we omit the details. The implication 2 =⇒ 3 also follows the
same argument, with an additional step to establish the corresponding generalization of (78),
which is the existence of R > 0 such that
sup
t∈[0,T ]
sup
x>R
|u(t, x) − u(t, R)| < ε.
We prove the existence of such an R by noting that for x > R,
|u(t, x)− u(t, R)| = lim
n→∞
|un(t, x)− un(t, R)| = lim
n→∞
∣∣κn(t, (R,x])∣∣ ≤ lim inf
n→∞
|κn(t)|
(
[R,∞)),
and this final expression vanishes uniformly in t as R → ∞ by the assumed tightness of
{κn(t)}n,t. This observation also implies that the limit u is uniformly continuous on [0, T ]×R.
Finally, we prove 1, 3⇐⇒ 4. We first note that the continuous convergence of un to u on
[0, T ]× R is equivalent to the property
for all tn → t in [0, T ], un(tn, ·)→ u(t, ·) continuously on R.
Then, Lemma 5.1 implies that 1, 3 are equivalent to 4. The fact that the parameters sn and ω
can be chosen to be independent of the sequence tn follows from an inspection of the proof
of Lemma 5.1: we can take ω to be a modulus of continuity of u on [0, T ] × R, and we can
set sn := 2 sup
{|un(t, x)− u(t, x)| : (t, x) ∈ [0, T ]× R}.
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Finally we use Lemma 5.4 to translate Theorem 4.1 into properties of κn and κ:
Corollary 5.5. Let a sequence of initial data (x◦n,b
◦
n) ∈ Zn be such that the corresponding
measures κ◦n defined by (3) converge to κ
◦ in the sense of Lemma 5.1. Let (xn,bn) be the
solution of (Pn) (Definition 2.1) with initial data (x
◦
n,b
◦
n).
Then the measures κn generated by (xn,bn) converge to κ in the sense of Lemma 5.4.
The limit κ is characterized by the property that its integral u(t, x) = κ(t, (−∞, x]) is the
unique viscosity solution of equation (9) in the sense of Definition 3.9 with initial datum
u◦(x) = κ◦((−∞, x]).
Proof. Theorem 4.1 provides continuous convergence of the corresponding functions un. In
order to apply Lemma 5.4 we only need to establish tightness of the solutions {κn(t)}n,t. Since
by assumption the sequence κ◦n converges narrowly, by Prokhorov’s theorem it is tight [Bog07,
Th. 8.6.2], and by a well-known characterization of tightness [AGS08, Rem. 5.1.5] there exists
a function ϕ : R→ [0,∞) with compact sublevel sets such that supn
∫
ϕ|κ◦n| <∞. By passing
to the Moreau-Yosida regularization 0 ≤ ϕλ ≤ ϕ we can assume without loss of generality
that ϕ is differentiable with Lipschitz continuous derivative (see e.g. [HUL96, Th. XV.4.1.4]).
Similar to the calculation in (24) we then calculate
d
dt
∫
ϕ(x)|κn(t)|(dx) = 1
n2
n∑
i=1
i−1∑
j=1
bibj
ϕ′(xi)− ϕ′(xj)
xi − xj ≤
1
2
Lip(ϕ′),
implying that the set {κn(t)}n,t is tight.
The continuous convergence of κn to κ as measure-valued functions of time leads to con-
tinuity of the limit by Lemma 5.3:
Corollary 5.6. The map t 7→ κ(t) from the interval [0, T ] into the space of finite signed
measures is continuous in the sense of Lemma 5.1.
Proof. By Lemma 5.3 the limit t 7→ κ(t) is sequentially continuous in the sense of part 4 of
Lemma 5.1; by Remark 5.2 this convergence is generated by a metric topology, implying that
sequential continuity and continuity are equivalent.
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