Abstract-In this paper, we propose to use the features based on power spectral density as a descriptor of the EEG in the compression of the long-term intensive care unit EEG to obtain the temporal evolution of the recurrent patterns. Sleep EEG is used as a baseline since the sleep stages can be mapped to recurrent patterns in the background EEG. Our results indicate that the spectral features provide a better classification of the sleep EEG and assist in a better formation of homogenous clusters compared to the results obtained with the previously used features. The average overall agreement compared against manual scoring of seven sleep EEG records is 68.5%. It is an improvement compared to 62.7% obtained with the previously used features. Although our results for computer classification use only the EEG information from one frontal and one occipital channel, they are similar to the manual classification of sleep EEG, which is based on additional information.
I. INTRODUCTION
Timely detection of abnormalities of the central nervous system (CNS) in neurological intensive care unit (NICU) requires monitoring different modalities such as the electroencephalogram (EEG) and the electrocardiogram (ECG). EEG is the recording of electrical potentials generated by the brain. It provides a view of the complex cerebral metabolism [1] . EEG is normally used for epilepsy by monitoring the presence of transient events like spikes and seizures. Further, the background EEG provides significant information about state of the brain prior to clinical manifestations. This allows time for corrective action before irreversible damage occurs to the brain. For example, in cerebral ischemia, the EEG becomes suppressed with a decline in the cerebral blood flow prior to irreversible brain tissue injury [3] .
The long-term background EEG monitoring generates extensive data, which requires enormous time for the neurologist to review. It is not feasible for personnel to keep continuous vigil on EEG for changes, thus reducing the possibility of detection of the onset of abnormalities. In order to facilitate the review and analysis of the long-term EEG recordings and the proper detection of ensuing abnormalities of the CNS, automatic analysis techniques are being developed. These are aimed at simplifying the longterm EEG data into compressed graphical formats to supplement the review process. Such techniques can help the ICU staff (typically non-EEG specialists) to identify possible evolving structural abnormalities.
Various techniques for compressed EEG have been proposed in the literature (see [2] and references therein). These methods generally require training and experience for proper interpretation of the processed data. Agarwal et al [2] suggested a new method of automated EEG analysis, which relies on observation that the background activity in longterm EEG usually consists of different patterns that are recurrent. After processing the raw EEG, the compressed display includes the representative samples of each pattern presented in the traditional EEG display format, along with a graph showing temporal distribution of the patterns. As a result, minimal training is required for identifying the relative changes. For example, these can be related to sleep EEG where repeating patterns can be attributed to cycling of the sleep stages that are displayed in compressed format as a Hypnogram.
In this paper, we propose a modification to the previously presented method for the compression of longterm ICU EEG [3] , where three features were used to parameterize the EEG -amplitude, energy, and dominant rhythm. Since, the spectral content is inherently used by the EEGer in the manual assessment of the background EEG, we expect these to provide improved compression results. We propose to replace the above-mentioned features with features based on the spectral content (referred to as spectral features) as the basic descriptors of the EEG in the compression framework. To assess whether the spectral features provide better EEG compression, we use sleep EEG data. Sleep EEG, manually scored based on well accepted Rechtschaffen and Kales classification rules [4] , provides reasonable means of assessing the EEG compression for the detection or identification of repetitive patterns in the sleep EEG.
II. METHODOLOGY

A. Subjects
We use full-night sleep EEG records of seven subjects, recorded with a sampling rate of 128 Hz using the software developed by Stellate Systems (Montreal, Canada). No prior information about the sleep patterns of the subjects was used in the data selection. There were only two constraints for the selection of the data set. First, the recording must include one frontal and occipital channel on the same side (either right or left) of the brain. Second, recordings must have been previously staged.
B. EEG Compression Method
The automatic EEG analysis method presented in [2] involves 4 basic steps: 1) Segmentation -where the nonstationary multi-channel EEG data is broken into quasistationary segments. 2) Feature Extraction -segments are characterized with different features. 3) Self-organizationsegments with similar features are grouped together. 4) Presentation -the compressed data is presented to assist the review of long-term EEG. The methodology as proposed in [2, 3] uses adaptive segmentation of non-stationary EEG into quasi-stationary segments (QSS) using the Teagers' nonlinear energy operator (NLEO) [5] . The features to characterize the different QSS are extracted from the EEG. The QSS with similar features are grouped into eight clusters, using an iterative method based on the k-means clustering algorithm [6] . To improve the performance, the artifact contaminated QSS were removed prior to clustering. The artifact or outlier removal method is a multilayered one that is applied at several stages of the method.
In the literature many different features have been proposed to characterize the EEG. Some examples are amplitude, first and second order derivatives and amplitudes in different spectral bands ( [2] and references therein). In [3] , amplitude, dominant rhythm, and frequency-weighted energy (referred to as generic features) have been used. The absolute average amplitude of a channel in QSS was used to describe the amplitude of the signal. The dominant rhythm was estimated using a second order autoregressive model. The frequency-weighted energy was based on the idea of NLEO. It was suggested that the resulting energy provides a combined frequency and amplitude measure of the EEG. We expect that if we could use more direct measures of the spectral content, such as power in the different spectral bands, then the performance of the system may improve. This is further exemplified by the work of Johnson et al. They used spectral analysis to characterize the visually selected epochs from different sleep stages. Larson et al [7] evaluated these features with multiple regression and multiple discriminant analysis and concluded that spectral analysis can be used effectively to classify sleep EEG.
To calculate the proposed spectral features the EEG spectrum is divided into different spectral bands. Each epoch is described by the power in these bands. The classical band definitions in EEG are used -delta(0-4 Hz), theta (4) (5) (6) (7) (8) , alpha (8) (9) (10) (11) (12) , sigma(12-15 Hz), beta1(15-24 Hz), beta2(24-36 Hz). The power spectral density (PSD) for each QSS is calculated using the Fast Fourier transform (FFT) with mean removed. For each QSS, the power in each band is normalized by the total segment power. Each QSS has one frontal and one occipital channel with each channel described by six spectral features. Thus, twelve features are needed to describe each QSS.
We modify the method proposed in [3] by using the spectral features instead of the generic features. The generic features and the spectral features are evaluated in terms of their ability to classify and create homogenous clusters of the different pattern that may exist in the EEG. In this paper, we use the sleep EEG data, since the recurring sleep stages are example of the repetitive patterns occurring in the background EEG. The manually-scored Hypnogram gives information about the different homogeneous patterns (sleep stages) and their temporal profile. Most sleep laboratories divide the EEG into epochs of 20 or 30 seconds for stage scoring. We therefore translate the clustering information based on QSS into clusters of 20 second epochs. This provides a Hypnogram-like temporal distribution of clusters of epochs. It is done by assigning to each epoch the number of the QSS cluster that occupies majority of the epoch. Each newly formed cluster of epochs represents a particular pattern occurring in the data set. The compressed data, thus obtained, can be assessed against the manually-scored Hypnogram.
III. RESULTS
The performance is assessed by comparing the computer classification of different patterns present in the EEG versus manual classification on an epoch-to-epoch basis. For example, each sleep EEG record is grouped into eight clusters and subsequently, each cluster is assigned a sleep stage. The assignment of a sleep stage to each cluster is based on the match of majority of the epochs in the cluster to the manually staged Hypnogram. For example, if a cluster has a majority of its epochs matching stage X of the manual Hypnogram, then all the members of the cluster are classified as stage X. Since Stage 3 and Stage 4 have similar spectral properties, they are combined as Slow Wave Sleep (SWS) stage for the purpose of evaluation. An example of the epoch cluster distribution as a function of manually staged epochs for subject C is shown in Table I . Note that the clusters C5, C6 and C7 all mapped to Stage 2. All clusters that mapped to the same manual stage are grouped together and an agreement matrix between the manual classification and computer classification is formulated as shown in Table II . The sum of the diagonal elements of the matrix divided by the total number of epochs gives the overall agreement. In this example, the overall agreement is 74.2%. The results for all subjects using the spectral features and the generic features are tabulated in Table III 
IV. DISCUSSION
We assess the ability of the spectral features to characterize the EEG in framework of [3] by comparing the homogeneity of the clusters of different patterns so formed. Sleep EEG is used in this analysis. During sleep, the brain goes through repetitive states that can be readily mapped to repetitive patterns in the EEG. The Hypnogram based on the R&K classification rules [4] provides the information about the different pattern types that exist in the data set. The comparison between the temporal profile obtained by the computer classification and the manually-scored Hypnogram is based on an epoch-to-epoch basis. The spectral features give 68.5% average overall agreement with manual scoring for seven subjects. Our average result is lower due to subject G, which is visually confirmed to be a case of epilepsy. The R & K classification rules [4] generally do not work well with such recordings and manual scoring becomes complex and even more subjective. It is likely that manually-scored Hypnogram for this case is not a true representation of sleep structure. The 48.5% overall agreement for subject G does not necessarily indicate failure of the spectral features to describe EEG correctly. It may be that the computer classification performed well but the The clusters {C1, C2 …C8} represent different types of patterns based on their spectral content. The highlighted cells in Table I show that majority of the epochs of each cluster matched to a manually marked stage. This indicates that the spectral features provide homogenous clusters for the sleep EEG data. For example, 94.7% epochs in cluster C2 mapped to Stage Wake. Conversely, the distribution of epochs of single cluster to different sleep stages does not suggest poor clustering. R&K classification rules [4] indicate that different stages may have overlapping spectral content and mathematically they can belong to same cluster. For example, cluster C7 is assigned Stage 2 but has around 29% epochs mapping to SWS [ Table I] . It is quite possible that some of these epochs may be transitional epochs due to the continuum in the state change from Stage 2 to Stage 3. Therefore, some delta activity may be present though not significant enough for these epochs to fall in a clear SWS cluster. Similarly, cluster C3 has epochs mapping to Sometimes self-organization result in redundant clusters (i.e., more than one cluster representing the same sleep stage). It can be so because some epochs within the same stage can have varying spectral content over the course of the night, but clinically they belong to same class. For subject C, clusters C5, C6 and C7 are labeled as Stage 2 [ Table I ]. The morphology of Stage 2 EEG can vary over the course of the night. Some epochs may have dominating K-complexes; others may have spindles or are less affected by EMG activity. These characteristic features of Stage 2 can have distinct spectral content and during selforganization they can result in different clusters.
The generic features when used with our data set in the method of [3] provide an average overall agreement of 62.7% with the manual scoring. The same data set when described by the spectral features in the method of [3] gave 68.5% agreement. This is an important improvement. We have achieved improvement by using information based on the EEG recording of frontal and occipital channels and no additional information from features like EMG, EOG etc. On the other hand, the generic features in conjunction with various features like the Alpha slow-wave-index for the occipital EEG channel, EMG, presence of the eyemovement in EOG, etc. yielded an overall average agreement of 61.1% for a different data set in [6] .
The demarcation between the sleep stages is artificial, since the transition of sleep is a continuum. For such epochs the scoring is based on the scorer bias and preference. The visual scoring of two healthy subjects in 10 sleep laboratories in Japan showed 67%-75.3% agreement [8] . Thus, our results with the spectral features (with less information) for computer classification are comparable with the manual classification.
Another advantage of the spectral features is that for clustering they do not require scaling of the features, which is a major concern with the generic features. The scale or range of the generic features is large and it is required to scale them to the same range in order to have adequate representation of each feature during clustering. Conversely, the spectral features set is a normalized set of values and all features are in the range of {0 ...1}.
Our aim in this paper was not to propose a method to score a sleep file, but to use sleep data to assess the performance of the spectral features in classifying the recurring patterns in background EEG. The spectral features classified and formed homogenous clusters. It is further suggested that if we implement the decision tree for stage classification similar to the one described in [9] , we can develop an automatic method of sleep scoring, where each pattern type can be labeled a sleep stage by the computer.
V. CONCLUSION
The spectral features provide an improvement in the performance of the method for compression of long-term EEG proposed by [3] . The 68.5% average overall agreement obtained using two EEG channels and no information about EOG, EMG, etc., parallels the manual classification for seven sleep EEG records. It has been shown in the literature that the manual scoring is subjective and gives interscorer agreement of 67%-75.3% [8] . It is concluded that the spectral features can characterize the background EEG well and provide efficient classification of the patterns. The classification can be used in applications such as monitoring for changes in the state of the brain during titration of drugs in status epilepticus.
