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Abstract
We show a very simple and general total second variation formula for
Perelman’s W-functional at arbitrary points in the space of Riemannian
metrics. Moreover we perform a study of the properties of the variations
of Ka¨hler structures. We deduce a quite simple and general total sec-
ond variation formula for Perelman’s W-functional with respect to such
variations. In this case the main therm in the formula depends strongly
on the variation of the complex structure. We discover also convexity
of Perelman’s W-functional along particular variations over points with
non-negative Bakry-Emery-Ricci tensor.
1 Introduction
Total second variation formulas for Perelman’sW-functional at a shrinking Ricci
soliton point were obtained independently by Cao-Hamilton-Ilmanenen [C-H-I],
Cao-Zhu [Ca-Zhu] and Tian-Zhu [Ti-Zhu]. The work of Cao-Zhu [Ca-Zhu] is
based on the previous work of Cao-Hamilton-Ilmanenen [C-H-I]. Important
applications to the stability and the convergence of the Ka¨hler-Ricci flow over
Fano manifolds were given by Tian-Zhu [Ti-Zhu] and by Tian-Zhang-Zhang-Zhu
[T-Z-Z-Z]. The second variation formulas obtained by the previous authors are
of different nature from ours. We explain now our set-up and results.
Let (X, g) be a compact oriented (for simplicity) Riemannian manifold of
dimension m and let f be a smooth real valued function over X . We remind
that Perelman’s W-functional is defined (up to a constant) by the formula
W(g, f) :=
∫
X
(
|∇gf |
2
g + Scalg + 2 f − m
)
e−fdVg .
Let also Ω > 0 be a smooth volume form over X . We remind that a remarkable
result due to Perelman [Per] asserts that the first variation of the functional
WΩ(g) := W(g, log(dVg/Ω)) ,
1
at a point g is given by the formula
DgWΩ (v) =
∫
X
〈v , g − Ricg(Ω)〉g Ω ,
where Ricg(Ω) is the Ω-Bakry-Emery-Ricci tensor. (In the appendix 7.2 we give
a straightforward proof of this formula based on the variation formula for the
Ω-Bakry-Emery-Ricci tensor.) This formula shows that Perelman’s modified
Ricci flow type equation is the gradient flow of the functional WΩ with respect
to the metric
G :=
∫
X
〈·, ·〉g Ω
over the space of Riemannian metrics. We remind that the space of Riemannian
metrics equipped with this metric is a non-positively curved space with geodesics
given by the formula
gt = g0 e
t g−10 g˙0 .
Thus it is natural to compute the total second variation of the functional WΩ
with respect to the metric G. In this paper we obtain the following quite
simple and general second variation result at arbitrary points in the space of
Riemannian metrics.
Theorem 1. Let (X, g) be a compact and orientable Riemannan manifold and
let Ω > 0 be a smooth volume form. Along any smooth curve (gt)t∈(−ε,ε) of
Riemannian metrics hold the second variation formula
∇GDWΩ (gt) (g˙t, g˙t) =
∫
X
〈
g˙t ·Ric
∗
gt(Ω) , g˙t
〉
gt
Ω
+
∫
X
[
1
6
∣∣∇ˆgt g˙t∣∣2gt − ∣∣∇gt g˙t∣∣2gt
]
Ω , (1)
where Ric∗gt(Ω) denotes the endomorphism section associated to the Ω-Bakry-
Emery-Ricci tensor and ∇ˆg denotes the symmetrization of ∇g acting on sym-
metric 2-tensors.
This formula suggest naturally the introduction of the vector space
Fg :=
{
v ∈ C∞
(
X,S2
R
T ∗X
)
| ∇
TX,g
v∗g = 0
}
,
where ∇
TX,g
denotes the covariant exterior derivative acting on TX -valued dif-
ferential forms and v∗g := g
−1v denotes the endomorphism section associated to
v. Indeed we observe the following corollary.
Corollary 1. Let (X, g) be a compact and orientable Riemannan manifold and
let Ω > 0 be a smooth volume form. Then for all v ∈ Fg hold the second
variation formula
∇GDWΩ (g) (v, v) =
∫
X
[〈
v · Ric∗g(Ω) , v
〉
g
+
1
2
∣∣∇g v∣∣2g
]
Ω . (2)
2
In particular if g satisfies the inequality Ricg(Ω) > εg, for some ε ∈ R>0, then
the bilinear form
∇GDWΩ (g) : Fg ×Fg −→ R ,
is positive definite and for all v ∈ Fg hold the inequality
∇GDWΩ (g) (v, v) >
∫
X
[
ε |v|2g +
1
2
∣∣∇g v∣∣2g
]
Ω > 0 . (3)
An other surprising consequence of the proof of Theorem 1 is a drastically
simple second variation formula for the functional WΩ over the space of Ka¨hler
metrics with respect to a fixed complex structure.
Lemma 1. Let (X, g, J) be a compact Ka¨hler manifold and let Ω > 0 be a
smooth volume form. For all J-invariant v ∈ C∞
(
X,S2
R
T ∗X
)
such that the
differential form vJ is d-closed hold the second variation formula
∇GDWΩ(g)(v, v) =
∫
X
〈
v ·Ric∗g(Ω) , v
〉
g
Ω .
In order to obtain our general second variation formula for the functionalWΩ
with respect to more general variations of Ka¨hler structures we need to perform
a detailed study of their properties. This is done in detail in the section 5. Our
main result is the following.
Theorem 2. (Main Result). Let (X, g, J) be a compact Ka¨hler manifold, let
Ω > 0 be a smooth volume form and let (gt, Jt)t∈(−ε,ε), g = g0, J = J0 be a
smooth family of Ka¨hler structures such that J˙t = (J˙t)
T
gt . Then at the point g
hold the second variation formula in the direction v := g˙0
∇GDWΩ(g)(v, v) =
∫
X
{
Tr
R
[
(v∗g)
2Ric∗g(Ω)
]
+
1
2
∣∣∇0,1g,J (v∗g)0,1J ∣∣2g
}
Ω
−
1
2
∫
X
〈
4 ∂
TX,J
(v∗g)
1,0
J
+ ∂g
TX,J
(v∗g)
0,1
J
, ∂g
TX,J
(v∗g)
0,1
J
〉
g
Ω ,
where (v∗g)
1,0
J
, (v∗g)
0,1
J
denote respectively the J-linear and J-anti-linear compo-
nents of the endomorphism section v∗g . In particular if v ∈ Fg then hold the
identity
∇GDWΩ (g) (v, v) =
∫
X
Tr
R
[
(v∗g)
2 Ric∗g(Ω)
]
Ω
+
∫
X
[
1
2
∣∣∇g(v∗g)0,1J ∣∣2g + ∣∣∇0,1g,J (v∗g)0,1J ∣∣2g
]
Ω .
We observe that the variations of Ka¨hler structures such that J˙t = (J˙t)
T
gt are
quite natural in Ka¨hler geometry (see [Don] for example). Moreover from the
3
point of view of applications is seems to be useless to consider more general type
of variations. It is easy to see that for this type of variations hold the identity
JJ˙0 = (v
∗
g)
0,1
J
. (See the section 5.) This shows that the main therm in the
second variation expression depends strongly on the variation of the complex
structure. We point out also that the Fg-valued variations of Ka¨hler structures
enjoy the following remarkable property.
Proposition 1. Let (gt)t>0 be a smooth family of Riemannian metrics such
that g˙t ∈ Fgt for all t > 0 and let (Jt)t>0 be a family of endomorphism sections
of TX solution of the ODE
2 J˙t = Jt g˙
∗
t − g˙
∗
t Jt ,
with Ka¨hler initial data (J0, g0). Then (Jt, gt)t>0 is a smooth family of Ka¨hler
structures.
Relevant applications of this fact will be presented in a forthcoming work.
We expect that our main result will imply quite sharp stability statements. We
postpone this considerations in a forthcoming study.
2 The first variation of the Ω-Bakry-Emery-Ricci
tensor
Let Ω > 0 be a smooth volume form over an oriented Riemannian manifold
(X, g). We remind that the Ω-Bakry-Emery-Ricci tensor of g is defined by the
formula
Ricg(Ω) := Ric(g) + ∇g d log
dVg
Ω
.
A Riemannian metric g is called a Ω-Shrinking Ricci soliton if g = Ricg(Ω).
We define the the symmetrization of ∇g acting on symmetric tensors as the
operator
∇ˆg : C
∞ (SpT ∗M ) −→ C
∞
(
Sp+1T ∗M
)
,
∇ˆg α (ξ0, ..., ξp) =
p∑
j=0
∇g α (ξj , ξ0, ..., ξˆj , ..., ξp) .
We observe in fact that
∇g : C
∞ (SpT ∗M ) −→ C
∞ (T ∗M ⊗
R
SpT ∗M ) .
With this notations hold the following variation result.
Lemma 2. Let (gt)t be a smooth family of Riemannian metrics over an ori-
entable manifold oriented by a smooth volume form Ω > 0. Then hold the first
variation formula
2
d
dt
Ricgt(Ω) = e
ft divgt
(
e−ftDgt g˙t
)
,
where ft := log
dVgt
Ω and Dg := ∇ˆg − 2∇g.
4
Proof. A very large part of the proof is taken from a standard computation in
[Bes]. We include it here for readers convenience. We remind (see [Bes]) that
the first variation ∇˙gt of the connection is given by the formula
2 gt
(
∇˙gt(ξ, η), µ
)
= ∇gt g˙t(ξ, η, µ) + ∇gt g˙t(η, ξ, µ) − ∇gt g˙t(µ, ξ, η) . (4)
This rewrites as
2 gt
(
∇˙gt(ξ, η), µ
)
= ∇ˆgt g˙t(ξ, η, µ) − 2∇gt g˙t(µ, ξ, η)
= ∇ˆgt g˙t(µ, ξ, η) − 2∇gt g˙t(µ, ξ, η) ,
thanks to the symmetry properties of ∇ˆgt g˙t. We infer the identity
2 gt
(
∇˙gt(ξ, η), µ
)
= Dgt g˙t (µ, ξ, η) . (5)
Taking a covariant derivative of this identity we obtain
2 gt(∇gt∇˙gt(ζ, ξ, η), µ) = ∇gtDgt g˙t(ζ, µ, ξ, η). (6)
We observe now(
d
dt
Ric(gt)
)
(ξ, η) = Tr
R
[
R˙gt(·, ξ)η
]
=
n∑
j=1
g
(
R˙gt(ej , ξ)η, ej
)
,
for any gt-orthonormal frame (ej)j . This combined with the variation identity
R˙gt(ξ, η)µ = ∇gt∇˙gt(ξ, η, µ) − ∇gt∇˙gt(η, ξ, µ) , (7)
(see [Bes]) implies the expression
2 gt
(
R˙gt(ej , ξ)η, ej
)
= 2 gt
(
∇gt∇˙gt(ej , ξ, η), ej
)
− 2 gt
(
∇gt∇˙gt(ξ, ej , η), ej
)
= ∇gtDgt g˙t(ej , ej , ξ, η) − ∇gtDgt g˙t(ξ, ej , ej , η) ,
thanks to the identity (6). Let (x1, ..., xn) be gt-geodesic coordinates centered
at an arbitrary point p and set ek :=
∂
∂xk
. Then the local frame (ek)k is gt(p)-
orthonormal at the point p and satisfies ∇gtej(p) = 0 for all j. We take now the
vector fields ξ and η with constant coefficients with respect to the gt-geodesic
coordinates (x1, ..., xn). Therefore∇gtξ(p) = ∇gtη(p) = 0. We infer the identity
at the space time point (p, t)
∇gtDgt g˙t(ξ, ej , ej, η) = ∇gt,ξ
[
Dgt g˙t(ej , g
−1
t e
∗
j , η)
]
= ∇gt,ξ [(Trgt Dgt g˙t) (η)] .
5
We observe indeed the trivial identities
Trgt g˙t = Tr
R
(
g−1t g˙t
)
=
n∑
j=1
e∗j
(
g−1t g˙t
)
ej
=
n∑
j=1
gt
(
g−1t e
∗
j ,
(
g−1t g˙t
)
ej
)
=
n∑
j=1
g˙t(ej , g
−1
t e
∗
j ) .
Deriving this last identity we get the formula η.Trgt g˙t = Trg∇gt,ηg˙t. Moreover
the identity (5) combined with (4) gives
Dgt g˙t(ej , ej , η) = ∇gt g˙t(ej , ej, η) + ∇gt g˙t(η, ej , ej) − ∇gt g˙t(ej , ej, η)
= ∇gt g˙t(η, ej , ej).
We deduce the identity (Trgt Dgt g˙t) (η) = Trg∇gt,η g˙t and thus
Trgt Dgt g˙t = dTrgt g˙t .
We obtain the variation formula
2
d
dt
Ric(gt) = divgt Dgt g˙t − ∇gtdTrgt g˙t . (8)
We observe now the identity
2
d
dt
∇gtd ft = 2 ∇˙gtd ft + 2∇gtd f˙t .
Time deriving the definition of the dual connection we obtain the identity
(∇˙gt, ξα) · η = − α · ∇˙gt, ξ η ,
for any 1-form α. By applying this identity to α = d ft we infer
2 ∇˙gtd ft(ξ, η) = − 2 d ft · ∇˙gt(ξ, η)
= − 2 gt
(
∇˙gt(ξ, η),∇gtft
)
= − Dgt g˙t(∇gtft, ξ, η) ,
i.e. 2 ∇˙gtd ft = −∇gtft ¬Dgt g˙t, where ¬ denotes the contraction operation.
Thus hold the formula
2
d
dt
∇gtd ft = − ∇gtft ¬ Dgt g˙t + ∇gtdTrgt g˙t ,
6
since 2 f˙t = Trgt g˙t. Using the identity (8) we obtain
2
d
dt
Ricgt(Ω) = divgt Dgt g˙t − ∇gtft ¬ Dgt g˙t
= Trgt (∇gtDgt g˙t − d ft ⊗Dgt g˙t)
= eft Trgt
(
e−ft∇gtDgt g˙t + d e
−ft ⊗Dgt g˙t
)
= eft Trgt ∇gt
(
e−ftDgt g˙t
)
.
This concludes the proof of the lemma.
We denote by P ∗g the formal adjoint of an operator P with respect to a
metric g. We observe that the operator
P
∗
Ω
g := e
fP ∗g
(
e−f•
)
,
is the formal adjoint of P with respect to the scalar product
∫
X
〈·, ·〉g Ω. With
this notations hold the following corollary
Corollary 2. Let X be an orientable manifold oriented by a smooth volume
form Ω > 0 and let (gt)t be a smooth family of Riemannian metrics. Then hold
the first variation formula
d
dt
Ricgt(Ω) = ∇
∗
Ω
gt ∇gt g˙t −
1
6
∇ˆ
∗
Ω
gt ∇ˆgt g˙t .
Proof. We remind that ∇∗g = − divg and that ∇ˆ
∗
g = 3∇
∗
g in restriction to
symmetric 3-forms. (See the subsection 7.1 in the appendix). This last identity
implies ∇ˆ
∗
Ω
gt = 3∇
∗
Ω
gt in restriction to symmetric 3-forms.
3 Geodesics in the space of Riemannian metrics
The content of this section is well known. The presentation is adapted to our
particular situation. Moreover a formula below will be needed in the next sec-
tion.
The differential point of view. Let H := L2(X,S2
R
T ∗X). We equip the
setM⊂ H of smooth Riemannian metrics over X with the Riemannian metric
Gg(u, v) =
∫
X
〈 u, v〉g Ω , (9)
for all g ∈ M and u, v ∈ H. We observe now that any element u ∈ T ∗X ⊗ T
∗
X
can be considered as a morphism u : TX → T
∗
X . Thus we can define the
endomorphism u∗g := g
−1u. With this notation hold the identity
〈u, v〉g = TrR(u
∗
g v
∗
g) , (10)
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for all u, v ∈ S2
R
T ∗X . Using the identity (10) we compute now the Fre´chet
derivative
DgG : H×H → H
∗ ,
of the metric G at a point g ∈ M. For this purpose let (gs)s∈(−ε,ε) ⊂ M be a
smooth curve and for notation simplicity let denote u∗s := g
−1
s u. Then hold the
equalities
d
ds
〈 u, v〉gs =
d
ds
Tr
R
(u∗s v
∗
s )
= Tr
R
(
d
ds
u∗s v
∗
s + u
∗
s
d
ds
v∗s
)
,
and dds u
∗
s = −g˙
∗
s u
∗
s since
d
ds g
−1
s = −g
−1
s g˙s g
−1
s . Thus
d
ds
〈 u, v〉gs = − TrR(g˙
∗
s u
∗
s v
∗
s + u
∗
s g˙
∗
s v
∗
s )
= − 2 Tr
R
(g˙∗s u
∗
s v
∗
s ) ,
since g˙s is also symmetric. Indeed we observe the elementary identities
Tr
R
[(u∗s g˙
∗
s )v
∗
s ] = Tr
R
[v∗s (u
∗
s g˙
∗
s )]
= Tr
R
[v∗s (u
∗
s g˙
∗
s )]
T
s
= Tr
R
[
(u∗s g˙
∗
s )
T
s v
∗
s
]
= Tr
R
(g˙∗s u
∗
s v
∗
s ),
where ATs denotes the transpose of A with respect to gs. So if we set g := g0
and h := g˙0 we infer the identity
DgG(h, u)v = − 2
∫
X
Tr
R
(h∗g u
∗
g v
∗
g) Ω
= − 2
∫
X
〈
hu∗g , v
〉
g
Ω .
Clearly the domain of DgG is of type E ×H, with E ⊂ H a linear space dense
inside H. We remind now that the Levi-Civita connection ∇G = D + ΓG of G
is given by the formula
2 ΓG(g)(u, v) := G
−1
g
[
DgG(u, v) + DgG(v, u) − DgG(•, u)v
]
.
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We explicit the therm
DgG(u, v) + DgG(v, u) − DgG(•, u)v
= − 2
∫
X
Tr
R
(
u∗g v
∗
g •
∗
g + v
∗
g u
∗
g •
∗
g − •
∗
g u
∗
g v
∗
g
)
Ω
= − 2
∫
X
Tr
R
(u∗g v
∗
g •
∗
g) Ω
= −
∫
X
Tr
R
(
u∗g v
∗
g •
∗
g + v
∗
g u
∗
g •
∗
g
)
Ω
= −
∫
X
〈
uv∗g + vu
∗
g , •
〉
g
Ω .
We infer the identity
2 ΓG(g)(u, v) = − u v
∗
g − v u
∗
g . (11)
We deduce that the equation of the geodesics g¨t + ΓG(gt)(g˙t, g˙t) = 0 , writes as
g¨t − g˙t g
−1
t g˙t = 0 ,
(we consider gt as a morphism gt : TX → T
∗
X) or as g¨
∗
t − (g˙
∗
t )
2 = 0. Moreover
time deriving the identity g˙t = gt g˙
∗
t , which defines the endomorphism g˙
∗
t ,we
obtain the expression
g¨t = g˙t g˙
∗
t + gt
d
dt
g˙∗t ,
and thus
0 = g¨∗t − (g˙
∗
t )
2 =
d
dt
g˙∗t . (12)
But the equation (12) implies the identity g−1t g˙t = g
−1
0 g˙0. Thus the geodesic
writes explicitly as
gt = g0 e
tg−10 g˙0 . (13)
We show in the subsection 7.3 of the appendix that the Riemannian space
(M, G) is non-positively curved.
The metric point of view. For any g0, g1 ∈ M we consider the set of
curves
C1(g0, g1) :=
{
h ∈ C1([0, 1],M) | h0 = g0 , h1 = g1
}
,
and the distance function
dG(g0, g1) := inf
h∈C1(g0,g1)
∫ 1
0
dt
[∫
X
|h˙t|
2
htΩ
]1/2
.
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Let (gt)t∈R ⊂M be the unique geodesic joining g0 to g1. Then
dG(g0, g1) =
[∫
X
|g˙0|
2
g0Ω
]1/2
=
[∫
X
Tr
R
(g−10 g˙0)
2Ω
]1/2
=
[∫
X
Tr
R
[
log(g−10 g1)
]2
Ω
]1/2
,
thanks to the expression of the geodesics (13). We observe now that a sequence
{gk}k ⊂M is dG-Cauchy if and only if the sequence {log(g
−1
0 gk)}k is L
2-Cauchy.
Indeed hold the identity
dG(gk, gk+l) =
[∫
X
Tr
R
[
log(g−10 gk+l) − log(g
−1
0 gk)
]2
Ω
]1/2
.
This is because for any g0-symmetric endomorphisms A,B,C, with A,B > 0,
the identity
Tr
R
(ABC) = Tr
R
(BAC) ,
implies
Tr
R
[log(AB)C] = Tr
R
[(logA + logB)C] .
We obtain
dG(gk, gk+l) =
[∫
X
∣∣ log(g−10 gk+l) − log(g−10 gk)∣∣2g0Ω
]1/2
,
since the endomorphism
log(g−10 gk+l) − log(g
−1
0 gk) ,
is g0-symmetric. We infer that the metric completion M
dG of (M, dG) is given
by
MdG ≡
{
g ∈ Mes(X,S2
R
T ∗X)/a.e | g > 0 , log(g
−1
0 g) ∈ L
2(X,End(TX))
}
,
where the notation /a.e means the almost everywhere equivalence relation.
Moreover is clear that
MdG = M
dG
.
Using quite elementary relaxation considerations we can show that the metric
space (MdG , dG) is a non positively curved length space in the sense of Alexan-
drov.
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4 The total second variation of Perelman’s W
functional
We give now a proof theorem 1.
Proof. Let ht := gt −Ricgt(Ω). The computation of the geodesic equation done
in the previous section shows
∇G g˙t (g˙t) = g¨t + ΓG(gt)(g˙t, g˙t) = g¨t − g˙t g˙
∗
t .
We infer that the Hessian of WΩ with respect to the Riemannian metric G is
given by
∇GDWΩ (gt) (g˙t, g˙t) =
d2
dt2
WΩ(gt) − DWΩ(∇G g˙t (g˙t))
=
d
dt
∫
X
〈g˙t , ht〉gt Ω −
∫
X
〈∇G g˙t (g˙t) , ht〉gt Ω
=
∫
X
d
dt
〈g˙t , ht〉gt Ω
−
∫
X
Tr
R
[ (
g¨∗t − (g˙
∗
t )
2
)
h∗t
]
Ω
=
∫
X
d
dt
Tr
R
(g˙∗t h
∗
t ) Ω −
∫
X
Tr
R
[
d
dt
g˙∗t h
∗
t
]
Ω
=
∫
X
Tr
R
[
g˙∗t
d
dt
h∗t
]
Ω
=
∫
X
Tr
R
[
− (g˙∗t )
2 h∗t + g˙
∗
t h˙
∗
t
]
Ω
= −
∫
X
Tr
R
[
(g˙∗t )
2 h∗t
]
Ω +
∫
X
|g˙t|
2
gtΩ
−
∫
X
〈
g˙t ,
d
dt
Ricgt(Ω)
〉
gt
Ω .
Using corollary 2 and integrating by parts we infer
−
∫
X
〈
g˙t ,
d
dt
Ricgt(Ω)
〉
gt
Ω =
1
6
∫
X
〈
g˙t , ∇ˆ
∗
Ω
gt ∇ˆgt g˙t
〉
gt
Ω
−
∫
X
〈
g˙t ,∇
∗
Ω
gt ∇gt g˙t
〉
gt
Ω
=
∫
X
[
1
6
∣∣∇ˆgt g˙t∣∣2gt − ∣∣∇gt g˙t∣∣2gt
]
Ω ,
11
which implies the required second variation formula (1).
We deduce easily corollary 1.
Proof. The assumption v ∈ Fg implies that the tensor ∇g v is 3-symmetric and
thus ∇ˆg v = 3∇g v. Then the variation formula (1) implies (2). We show now
the inequality (3). Let (ej)j be a g-orthonormal basis and observe that
Tr
R
[
(v∗g)
2 Ric∗g(Ω)
]
= Tr
R
[
v∗g Ric
∗
g(Ω)v
∗
g
]
= g
(
v∗g Ric
∗
g(Ω)v
∗
gej , ej
)
= g
(
Ric∗g(Ω)v
∗
gej , v
∗
gej
)
= Ricg(Ω)
(
v∗gej, v
∗
gej
)
> ε g
(
v∗gej , v
∗
gej
)
= ε |v|2g ,
which shows the required inequality.
We show now lemma 1.
Proof. We remind first that any smooth volume form Ω > 0 over a complex
manifold (X, J) of complex dimension n, induces a hermitian metric hΩ over
the canonical bundle K
X,J
:= Λn,0
J
T ∗
X
given by the formula
hΩ(α, β) :=
n! in
2
α ∧ β
Ω
.
By abuse of notations we will denote by Ω−1 the metric hΩ. The dual metric
h∗Ω on the anti canonical bundle K
−1
X,J
= Λn,0
J
T
X
is given by the formula
h∗Ω(ξ, η) = (−i)
n2Ω (ξ, η¯) /n! .
Again by abusing notations we denote by Ω the dual metric h∗Ω. We define the
Ω-Ricci form
Ric
J
(Ω) := i CΩ
(
K−1
X,J
)
= − i CΩ−1
(
K
X,J
)
.
In particular Ric
J
(ω) = Ric
J
(ωn). We remind also that for any J-invariant
Ka¨hler metric g the associated symplectic form ω := gJ satisfies the elementary
identity
Ric(g) = − Ric
J
(ω)J .
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Moreover for all twice differentiable function f hold the identity
∇g d f = −
(
i ∂
J
∂
J
f
)
J + g ∂
TX,J
∇g f .
We infer the decomposition identity
Ricg(Ω) = − RicJ (Ω)J + g ∂TX,J∇g log
dVg
Ω
. (14)
Let now (gt)t be a smooth family of J-invariant Ka¨hler metrics such that g0 = g
and g˙0 = v. We claim that〈
g˙t ,
d
dt
Ricgt(Ω)
〉
gt
≡ 0 .
In fact time deriving the complex decomposition formula (14) with respect to
the evolving family (gt)t we obtain the identity
d
dt
Ricgt(Ω) = g˙t ∂TX,J∇gt ft + gt ∂TX,J
(
d
dt
∇gt ft
)
.
Thus 〈
g˙t ,
d
dt
Ricgt(Ω)
〉
gt
= Tr
R
[
g˙∗t g
−1
t
d
dt
Ricgt(Ω)
]
= Tr
R
[
(g˙∗t )
2 ∂
TX,J
∇gt ft
]
+ Tr
R
[
g˙∗t ∂TX,J
(
d
dt
∇gt ft
)]
= 0 ,
since g˙t is J-invariant and the endomorphisms
∂
TX,J
∇gt ft , ∂TX,J
(
d
dt
∇gt ft
)
,
are J-anti-linear. The conclusion follows from the last expression of the second
variation of the WΩ functional obtained in the proof of lemma 1.
In order to compute our general total second variation formula for Perelman’s
W-functional with respect to variations of Ka¨hler structures we need to perform
first a careful study of their properties. This is done in detail in the next section.
It represent the key step which allows us to obtain our main result.
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5 Properties of the variations of Ka¨hler
Structures
Let M ⊂ C∞(X,S2
R
T ∗X) be the space of smooth Riemannian metrics over a
compact manifold X , let J ⊂ C∞(X,End
R
(TX)) be the set of smooth almost
complex structures and let
KS :=
{
(J, g) ∈ J ×M | g = J∗g J , ∇g J = 0
}
,
be the space of Ka¨hler structures. We remind that if A ∈ End
R
(TX) then its
transposed ATg with respect to g is given by the formula
ATg = g
−1A∗g .
We infer that the compatibility condition g = J∗g J is equivalent to the condi-
tion
JTg = − J .
We observe now the following elementary lemmas.
Lemma 3. For any smooth path (gt, Jt)t ⊂ KS hold the equivalent identities
2 (g˙∗t )
0,1
Jt
= − Jt J˙t − (JtJ˙t)
T
gt , (15)
(J˙t)
T
gt + J˙t = Jt g˙
∗
t − g˙
∗
t Jt , (16)
Proof. Time deriving the compatibility condition gt = J
∗
t gtJt we obtain
g˙t = J˙
∗
t gtJt + J
∗
t g˙tJt + J
∗
t gtJ˙t, (17)
Multiplying both l.h.s of (17) with g−1 we infer
g˙∗t = J˙
T
t Jt + J
T
t g˙
∗
t Jt + J
T
t J˙t
= − (JtJ˙t)
T
gt − Jg˙
∗
t Jt − JtJ˙t ,
and thus (15). We observe now that the identity (15) rewrites as (16) since the
endomorphism (J˙t)
T
gt is Jt-anti linear.
Lemma 4. Let (gt)t>0 be a smooth family of Riemannian metrics and let
(Jt)t>0 be a family of endomorphisms of TX solution of the ODE
2 J˙t = Jt g˙
∗
t − g˙
∗
t Jt,
with initial conditions J20 = − ITX and (J0)
T
g0 = − J0. Then this conditions
are preserved in time i.e. J2t = − ITX and (Jt)
T
gt = − Jt for all t > 0.
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Proof. Expanding the time derivative of J2t we get
2
d
dt
J2t = J
2
t g˙
∗
t − g˙
∗
t J
2
t .
Thus the condition J2t = − ITX is preserved for all t > 0. Dualysing the
evolution equation of Jt we infer the equation
2 J˙∗t = g˙t g
−1
t J
∗
t − J
∗
t g˙t g
−1
t .
Thus if we set Mt := gt Jt + J
∗
t gt, then the time derivative of Mt expands as
2 M˙t = 2 g˙t Jt + gt (Jtg˙
∗
t − g˙
∗
t Jt)
+ 2 J˙∗t gt + 2 J
∗
t g˙t
= 2 g˙t Jt + gt Jt g˙
∗
t − g˙t Jt
+ g˙t g
−1
t J
∗
t gt − J
∗
t g˙t + 2 J
∗
t g˙t
= g˙t Jt + J
∗
t g˙t + gt Jt g
−1
t g˙t + g˙t g
−1
t J
∗
t gt
= g˙t Jt + J
∗
t g˙t + Mt g
−1
t g˙t
− J∗t g˙t + g˙t g
−1
t Mt − g˙t Jt
= Mt g
−1
t g˙t + g˙t g
−1
t Mt ,
which implies Mt ≡ 0, by the uniqueness of the Cauchy problem since M0 = 0,
by assumption. We infer that the condition (Jt)
T
gt = − Jt is also preserved for
all t > 0.
We introduce now the following quite standard notations. For any section
S ∈ C∞(X,E) of E := End
R
(T
X
) and any ξ, η ∈ TX we define
∇1,0g,J S (ξ, η) :=
1
2
[
∇g S (ξ, η) − J ∇g S (Jξ, η)
]
,
∇0,1g,J S (ξ, η) :=
1
2
[
∇g S (ξ, η) + J ∇g S (Jξ, η)
]
.
We define also the J-anti linear operator
∇0,1g,J S · η := ∇
0,1
g,J S (·, η) .
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For any J ∈ J and any J-invariant g ∈ M we define the vector space
D
J
g :=
{
v ∈ C∞
(
X,S2
R
T ∗X
)
| ∇0,1g,J v
∗
g · ξ =
(
∇0,1g,J v
∗
g · ξ
)T
g
, ∀ ξ ∈ TX
}
.
With this notation hold the following fundamental lemma which represents the
key result of this section.
Lemma 5. Let (gt)t>0 be an arbitrary smooth family of Riemannian metrics
and let (Jt)t>0 be a family of endomorphism sections of TX solution of the ODE
2 J˙t = Jt g˙
∗
t − g˙
∗
t Jt ,
with Ka¨hler initial data (J0, g0). Then (Jt, gt)t>0 is a smooth family of Ka¨hler
structures if and only if g˙t ∈ D
Jt
gt for all t > 0.
Proof. We set Mt := ∇gtJt and we expand the time derivative
2 M˙t = 2 ∇˙gt Jt + 2∇gt J˙t
= 2 ∇˙gt Jt + ∇gt (Jt g˙
∗
t − g˙
∗
t Jt)
= Mt g˙
∗
t − g˙
∗
t Mt + 2 ∇˙gt Jt
+ Jt∇gt g˙
∗
t − ∇gt g˙
∗
t Jt .
We observe now the identity(
∇˙gtJt
)
η = ∇˙gt (Jtη) − Jt ∇˙gtη ,
for all η ∈ TX . Moreover the first variation formula for the Levi-Civita connec-
tion (4) implies the identities
2 ∇˙gt (Jt η) = ∇gt g˙
∗
t Jt η + (Jt η) ¬ ∇gt g˙
∗
t −
(
∇gt g˙
∗
t Jt η
)T
gt
,
− 2 Jt ∇˙gtη = − Jt∇gt g˙
∗
t η − η ¬ Jt∇gt g˙
∗
t + Jt (∇gt g˙
∗
t η)
T
gt
.
We deduce the equalities
Tt η :=
(
2 ∇˙gt Jt + Jt∇gt g˙
∗
t − ∇gt g˙
∗
t Jt
)
η
= 2 ∇˙gt (Jt η) − 2 Jt ∇˙gt η
+ Jt∇gt g˙
∗
t − ∇gt g˙
∗
t Jt
= (Jt η) ¬ ∇gt g˙
∗
t − (∇gt g˙
∗
t Jt η)
T
gt
− η ¬ Jt∇gt g˙
∗
t + Jt (∇gt g˙
∗
t η)
T
gt
.
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Multiplying on the l.h.s with gt we infer for all ξ, µ ∈ TX the expression
gt
(
Tt(ξ , η) , µ
)
= gt
(
∇gt g˙
∗
t (Jtη , ξ) , µ
)
− gt
(
ξ ,∇gt g˙
∗
t (µ , Jtη)
)
− gt
(
Jt∇gt g˙
∗
t (η , ξ) , µ
)
+ gt
(
Jt (∇gt g˙
∗
t · η)
T
gt
· ξ , µ
)
= gt
(
∇gt g˙
∗
t (Jtη , ξ) , µ
)
− gt
(
∇gt g˙
∗
t (µ , Jtη) , ξ
)
+ gt
(
∇gt g˙
∗
t (η , ξ) , Jtµ
)
− gt
(
ξ ,∇gt g˙
∗
t (Jtµ , η)
)
= ∇gt g˙t(Jtη , ξ , µ) − ∇gt g˙t(µ , Jtη , ξ)
+ ∇gt g˙t(η , ξ , Jtµ) − ∇gt g˙t(Jtµ , η , ξ)
= ∇gt g˙t(Jtη , ξ , µ) − ∇gt g˙t(µ , ξ , Jtη)
+ ∇gt g˙t(η , ξ , Jtµ) − ∇gt g˙t(Jtµ , ξ , η)
= 2 gt
(
∇0,1gt,Jt g˙
∗
t (η , ξ) , Jtµ
)
− 2 gt
(
∇0,1gt,Jt g˙
∗
t (Jtµ , ξ) , η
)
,
thanks to obvious symmetries of ∇gt g˙t. Thus the equation
2 M˙t = Mt g˙
∗
t − g˙
∗
t Mt + Tt ,
with initial condition M0 = 0 (thanks to the assumption) shows that Mt ≡ 0
if and only if Tt ≡ 0, i.e. if and only if the endomorphism
∇0,1gt,Jt g˙
∗
t · ξ ,
is g-symmetric for all ξ ∈ TXand all t > 0.
We deduce the following remarkable corollary.
Corollary 3. Let (gt)t>0 be a smooth family of Riemannian metrics such that
g˙t ∈ Fgt and let (Jt)t>0 be a family of endomorphism sections of TX solution
of the ODE
2 J˙t = Jt g˙
∗
t − g˙
∗
t Jt ,
with Ka¨hler initial data (J0, g0). Then (Jt, gt)t>0 is a smooth family of Ka¨hler
structures.
Proof. We show that g˙t ∈ D
Jt
gt for all t > 0. For this purpose consider the
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2-tensor N ξt defined by the formula
2N ξt (u, v) := 2 gt
(
∇1,0gt,Jt g˙
∗
t (u , ξ) , v
)
= gt
(
∇gt g˙
∗
t (u , ξ) , v
)
− gt
(
∇gt g˙
∗
t (Jtu , ξ) , Jt v
)
= ∇gt g˙t (u , ξ , v) − ∇gt g˙t (Jtu , ξ , Jt v) .
This last expression shows that N ξt is symmetric for all t > 0 and all ξ ∈ TX . In
fact the 3-tensor ∇gt g˙t is symmetric for all t > 0 since g˙t ∈ Fgt by assumption.
We give now a better description of the vector space DJg in the case (J, g) ∈
KS. We start with the following quite elementary fact.
Lemma 6. Let (J, g) ∈ KS. Then for all v ∈ DJg and ξ ∈ TX the endomor-
phisms
∇0,1g,J (v
∗
g)
1,0
J
· ξ ,
and
∇0,1g,J (v
∗
g)
0,1
J
· ξ ,
are g-symmetric.
Proof. We observe first the decomposition formula
2∇0,1g,J (v
∗
g)
1,0
J
· ξ = ∇0,1g,J v
∗
g · ξ − J ∇
0,1
g,J v
∗
g · J ξ .
We observe also that the last endomorphism on the r.h.s is g-symmetric. In fact
(J ∇0,1g,J v
∗
g · J ξ)
T
g = − ∇
0,1
g,J v
∗
g (J · , J ξ)
= J ∇0,1g,J v
∗
g · J ξ .
We infer that the endomorphism
∇0,1g,J (v
∗
g)
1,0
J
· ξ ,
is also g-symmetric. In a similar way we deduce that the endomorphism
∇0,1g,J (v
∗
g)
0,1
J
· ξ ,
is also g-symmetric.
We compute now the tangent bundle to the space of (integrable) complex
structures. This result is well known. We include it here for the sake of com-
pleteness.
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Lemma 7. Let (Jt)t ⊂ J be a smooth family of complex structures. Then hold
the identity
∂
TX,Jt
J˙t ≡ 0 .
Moreover any smooth path (Jt, gt)t ⊂ KS satisfies the property
∇0,1gt,Jt J˙t ∈ S
2
R
T ∗X ⊗ TX .
Proof. We write first the expression
∂
T
1,0
X,Jt
J˙t
(
ξ0,1
Jt
, η0,1
Jt
)
=
[
ξ0,1
Jt
, J˙t η
0,1
Jt
]1,0
Jt
−
[
η0,1
Jt
, J˙t ξ
0,1
Jt
]1,0
Jt
− J˙t
[
ξ0,1
Jt
, η0,1
Jt
]0,1
Jt
,
for all ξ, η ∈ C∞(U, TX) over an arbitrary open set U ⊂ X . Time deriving the
integrability condition [
ξ0,1
Jt
, η0,1
Jt
]1,0
Jt
≡ 0 ,
we obtain the equalities
0 = − J˙t
[
ξ0,1
Jt
, η0,1
Jt
]
+
[
J˙t ξ , η
0,1
Jt
]1,0
Jt
+
[
ξ0,1
Jt
, J˙t η
]1,0
Jt
= − J˙t
[
ξ0,1
Jt
, η0,1
Jt
]0,1
Jt
−
[
η0,1
Jt
,
(
J˙t ξ
)1,0
Jt
]1,0
Jt
+
[
ξ0,1
Jt
,
(
J˙t η
)1,0
Jt
]1,0
Jt
,
thanks again to the integrability condition of the complex structure Jt. Then
the identity
∂
T
1,0
X,Jt
J˙t ≡ 0 ,
follows from the equality (
J˙t ξ
)1,0
Jt
= J˙t ξ
0,1
Jt
,
thanks to the Jt-anti-linearity of the endomorphism J˙t. Thus for any smooth
path (Jt, gt)t ⊂ KS, the identity
0 ≡ ∂
TX,Jt
J˙t (ξ , η) = ∇
0,1
gt,Jt
J˙t (ξ , η) − ∇
0,1
gt,Jt
J˙t (η , ξ) ,
implies the required conclusion.
The following characterization will be quite crucial for the proof of the main
theorem.
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Lemma 8. Let (J, g) ∈ KS and let A ∈ C∞(X,T ∗X,−J⊗CTX,J) be g-symmetric.
Then the conditions
∇0,1g,J A · ξ =
(
∇0,1g,J A · ξ
)T
g
, (18)
∇0,1g,J A ∈ S
2
R
T ∗X ⊗ TX , (19)
∂
TX,J
A ≡ 0 , (20)
are equivalent. Moreover if B ∈ C∞(X,T ∗X,J ⊗C TX,J) is g-symmetric then the
conditions
∇0,1g,J B · ξ =
(
∇0,1g,J B · ξ
)T
g
, (21)
∇1,0g,J B ∈ S
2
R
T ∗X ⊗ TX , (22)
∂g
TX,J
B ≡ 0 , (23)
are equivalent.
Proof. We observe first that the identities
ξ ¬ ∇1,0g,J A =
(
ξ ¬ ∇1,0g,J A
)T
g
, (24)
ξ ¬ ∇0,1g,J A =
(
ξ ¬ ∇0,1g,J A
)T
g
, (25)
are direct consequence of the identity A = ATg . Using (25) we show that (18)
implies (19). In fact for all ξ, η, µ ∈ TX hold the equalities
g
(
∇0,1g,J A(ξ , η) , µ
)
= g
(
η ,∇0,1g,J A(ξ , µ)
)
= g
(
∇0,1g,J A(η , µ) , ξ
)
= g
(
µ ,∇0,1g,J A(η , ξ)
)
.
We observe now that (25) and (19) imply directly (18). We observe also that
the identity (19) is equivalent to (20) thanks to the formula
∂
TX,J
A (ξ , η) = ∇0,1g,J A (ξ , η) − ∇
0,1
g,J A (η , ξ) .
We show now the statement concerning the J-linear endomorphism B. We ob-
serve first that the identity
ξ ¬ ∇1,0g,J B =
(
ξ ¬ ∇0,1g,J B
)T
g
, (26)
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follows immediately from the symmetry identity B = BTg . We show that (22)
follows from (26) and (21). In fact for all ξ, η, µ ∈ TX hold the equalities
g
(
∇1,0g,J B(ξ , η) , µ
)
= g
(
η ,∇0,1g,J B(ξ , µ)
)
= g
(
∇0,1g,J B(η , µ) , ξ
)
= g
(
µ ,∇1,0g,J B(η , ξ)
)
,
which is equivalent to the identity (22). We show now that (22) implies (21).
In fact
g
(
∇0,1g,J B(η , ξ) , µ
)
= g
(
ξ ,∇1,0g,J B(η , µ)
)
= g
(
ξ ,∇1,0g,J B(µ , η)
)
= g
(
∇0,1g,J B(µ , ξ) , η
)
.
Finally we observe that the identity (22) is equivalent to (23) thanks to the
formula
∂g
TX,J
B (ξ , η) = ∇1,0g,J B (ξ , η) − ∇
1,0
g,J B(η , ξ) .
We observe in conclusion that for any Ka¨hler structure (J, g) hold the equal-
ities
D
J
g =
{
v ∈ C∞
(
X,S2
R
T ∗X
)
| ∂g
TX,J
(v∗g)
1,0
J
= 0 , ∂
TX,J
(v∗g)
0,1
J
= 0
}
. (27)
and
Fg =
{
v ∈ DJg | ∂TX,J (v
∗
g)
1,0
J
= − ∂g
TX,J
(v∗g)
0,1
J
}
, (28)
for bi-degree reasons. Comparing the previous (1, 1)-forms by means of g-
geodesic and J-holomorphic coordinates we infer also the identity
Fg =
{
v ∈ DJg | ξ ¬ ∇
0,1
g,J(v
∗
g)
1,0
J
= ∇1,0g,J (v
∗
g)
0,1
J
· ξ , ∀ξ ∈ TX
}
. (29)
We denote by K
J
⊂ M the closed subset of J-invariant Ka¨hler metrics. Its
tangent space at a point g ∈ K
J
is
Dˆ
J
g =
{
v ∈ C∞
(
X,S2
R
T ∗X
)
| v = J∗v J , d(v J) = 0
}
.
We observe also that
Dˆ
J
g =
{
v ∈ C∞
(
X,S2
R
T ∗X
)
| v = J∗v J , ∂g
TX,J
v∗g = 0
}
.
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In fact the condition d(v J) = 0 is equivalent to the condition ∂
J
(v J) = 0,
which in its turn is equivalent to the condition
∂g
TX,J
v∗g = 0 .
Moreover hold the equalities
Dˆ
J
g ∩Fg =
{
v ∈ C∞
(
X,S2
R
T ∗X
)
| v = J∗v J , ∂g
TX,J
v∗g = 0 , ∂TX,J v
∗
g = 0
}
=
{
v ∈ C∞
(
X,S2
R
T ∗X
)
| v = J∗v J ,∇g v = 0
}
,
thanks to the ∂∂-lemma applied to the d-closed (1, 1)-form vJ. We notice that
the last identity is also reflected from a comparison of lemma 1 with corollary
1.
6 The total second variation of W along Ka¨hler
structures
We are now in position to show our main result, theorem 2.
Proof. Our proof is based on the decomposition of the general second variation
formula (1) via the symmetries explained in lemma 8, which hold thanks to
lemmas 5 and 6 in the previous section. For notation simplicity we set
A := − (v′′
J
)∗ = − (v∗g)
0,1
J
,
and
B := (v′
J
)∗ = (v∗g)
1,0
J
.
We decompose first the squared norm
|∇g v|
2
g = |∇g v
′
J
|2g + |∇g v
′′
J
|2g
= |∇g B|
2
g + |∇g A|
2
g .
We observe in fact that for any g-orthonormal (real) basis (ek)
2n
k=1 hold〈
∇gv
′
J
,∇gv
′′
J
〉
g
=
〈
∇g,ekv
′
J
,∇g,ekv
′′
J
〉
g
= − Tr
R
[
∇g,ek B ∇g,ek A
]
= 0 .
This is because the endomorphisms∇g,ekB and ∇g,ekA are respectively J-linear
and J-anti linear. We decompose now the squared norm
1
6
∣∣∇ˆg v∣∣2g = 16 ∣∣∇ˆg v′J ∣∣2g + 13 〈∇ˆg v′J , ∇ˆg v′′J 〉g + 16 ∣∣∇ˆg v′′J ∣∣2g .
22
We explicit first the therm in the middle of the r.h.s since is the most complicated
one. Using the identity
0 =
〈
∇g v
′
J
,∇g v
′′
J
〉
g
= ∇g v
′
J
(ej , ek, el)∇g v
′′
J
(ej , ek, el),
and the symmetry in the last two entries k, l, we expand the product therm
〈
∇ˆg v
′
J
, ∇ˆgv
′′
J
〉
g
=
[
∇g v
′
J
(ej , ek, el) + ∇g v
′
J
(ek, ej , el) + ∇g v
′
J
(el, ej, ek)
]
×
×
[
∇g v
′′
J
(ej , ek, el) + ∇g v
′′
J
(ek, ej , el) + ∇g v
′′
J
(el, ej , ek)
]
= 6∇g v
′
J
(ek, ej , el)∇g v
′′
J
(el, ej, ek)
= − 6 g∇g B (ek, ej, el) g∇g A (el, ej , ek)
= − 6 g∇1,0g,J B (ek, ej, el) g∇
1,0
g,J A (el, ej , ek)
− 6 g∇0,1g,J B (ek, ej , el) g∇
1,0
g,J A (el, ej, ek)
− 6 g∇1,0g,J B (ek, ej , el) g∇
0,1
g,J A (el, ej, ek)
− 6 g∇0,1g,J B (ek, ej , el) g∇
0,1
g,J A (el, ej, ek)
= − 6 g∇1,0g,J B (ek, ej, el) g∇
1,0
g,J A (el, ek, ej) by (24)
− 6 Tr
R
[
∇1,0g,J A
(
∇0,1g,J B(∗, ej), ej
)]
− 6 Tr
R
[
∇0,1g,J A
(
∇1,0g,J B(∗, ej), ej
)]
− 6 g∇0,1g,J B (el, ej, ek) g∇
0,1
g,J A (el, ek, ej) by (21) and (25)
= − 6 g
(
∇1,0ek B∇
1,0
ej Aek , ej
)
− 6 Tr
R
[
∇0,1el B∇
0,1
ej A
]
= − 6 g
(
∇1,0ep B∇
1,0
er Aep , er
)
.
Let (ηk)
n
k=1 ⊂ TX,J,x0 be a gJ-orthonormal complex basis at an arbitrary point
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x0 ∈ X and let (ek)
2n
k=1 = (ηk, Jηk)
n
k=1. Then hold the identity〈
∇ˆgv
′
J
, ∇ˆgv
′′
J
〉
g
= − 6 · 4 g
(
∇1,0ηp B ∇
1,0
ηr Aηp , ηr
)
.
We consider now g-geodesic and J-holomorphic coordinates centered at the
point x0 and let ζk :=
∂
∂zk
, ηk := ζk + ζ¯k. Let also
A = i Ak,l¯ ζ¯
∗
l ⊗ ζk + Conjugate ,
and
B = Bk,l¯ ζ
∗
k ⊗ ζl + Conjugate ,
be the local expressions of A and B with respect to this coordinates. By using
the local expressions
∇1,0ηr A = i ∂r Ak,l¯ ζ¯
∗
l ⊗ ζk + Conjugate ,
∇1,0ηp B = ∂pBk,l¯ ζ
∗
k ⊗ ζl + Conjugate ,
at the point x0 we infer the identity
∇1,0ηp B ∇
1,0
ηr Aηp = i ∂r Ak,p¯ ∂pBk,l¯ ζl + Conjugate ,
and thus 〈
∇ˆg v
′
J
, ∇ˆg v
′′
J
〉
g
= − 6 · 4Re
[
i ∂r Ak,p¯ ∂pBk,r¯
]
,
at the point x0. Using this last equality we will show the following fundamental
identity 〈
∇ˆg v
′
J
, ∇ˆg v
′′
J
〉
g
= 6
〈
∂g
TX,J
A , ∂
TX,J
B
〉
g
. (30)
For this purpose we consider the decomposition of the scalar product at the
point x0〈
∂g
TX,J
A , ∂
TX,J
B
〉
g
=
〈
ηr ¬ ∂
g
TX,J
A , ηr ¬ ∂TX,JB
〉
g
+
〈
Jηr ¬ ∂
g
TX,J
A , Jηr ¬ ∂TX,JB
〉
g
= Tr
R
[(
ηr ¬ ∂
g
TX,J
A
)(
ηr ¬ ∂TX,JB
)T
g
]
+ Tr
R
[(
Jηr ¬ ∂
g
TX,J
A
)(
Jηr ¬ ∂TX,JB
)T
g
]
.
Moreover using the local expressions
∂g
TX,J
A = i ∂pAk,l¯
(
ζ∗p ∧ ζ¯
∗
l
)
⊗ ζk + Conjugate , (at the pointx0)
∂
TX,J
B = − ∂p¯Bk,l¯
(
ζ∗k ∧ ζ¯
∗
p
)
⊗ ζl + Conjugate ,
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we infer the identities
ηr ¬ ∂
g
TX,J
A = i ∂r Ak,l¯ ζ¯
∗
l ⊗ ζk − i ∂lAk,r¯ ζ
∗
l ⊗ ζk + Conjugate ,
Jηr ¬ ∂
gJ
TX,J
A = − ∂r Ak,l¯ ζ¯
∗
l ⊗ ζk − ∂l Ak,r¯ ζ
∗
l ⊗ ζk + Conjugate ,
ηr ¬ ∂TX,JB = − ∂k¯ Br,l¯ ζ¯
∗
k ⊗ ζl + ∂r¯ Bk,l¯ ζ
∗
k ⊗ ζl + Conjugate ,
Jηr ¬ ∂TX,JB = − i ∂k¯Br,l¯ ζ¯
∗
k ⊗ ζl − i ∂r¯ Bk,l¯ ζ
∗
k ⊗ ζl + Conjugate .
(By conjugate we mean the complex conjugate of all therms preceding this
word.) The fact that the endomorphism B is g-symmetric implies the equality
Bk,l¯ = Bl,k¯ + O
(
|z|2
)
.
Thus hold the equalities(
ηr ¬ ∂TX,JB
)T
g
= −∂l¯Br,k¯ ζ¯
∗
k ⊗ ζl + ∂r Bl,k¯ ζ
∗
k ⊗ ζl + Conjugate ,
= − ∂l¯ Br,k¯ ζ¯
∗
k ⊗ ζl + ∂r Bk,l¯ ζ
∗
k ⊗ ζl + Conjugate ,
(
Jηr ¬ ∂TX,JB
)T
g
= − i ∂l¯Br,k¯ ζ¯
∗
k ⊗ ζl + i ∂r Bl,k¯ ζ
∗
k ⊗ ζl + Conjugate ,
= − i ∂l¯Br,k¯ ζ¯
∗
k ⊗ ζl + i ∂r Bk,l¯ ζ
∗
k ⊗ ζl + Conjugate ,
at the point x0. At this point we obtain the equalities
Tr
R
[(
ηr ¬ ∂
g
TX,J
A
)(
ηr ¬ ∂TX,JB
)T
g
]
= − i ∂l Ck,r¯ ∂r Bk,l¯ + Conjugate
= Tr
R
[(
Jηr ¬ ∂
g
TX,J
A
)(
Jηr ¬ ∂TX,JB
)T
g
]
,
and thus 〈
∂g
TX,J
A , ∂
TX,J
B
〉
g
= − 4Re
[
i ∂lAk,r¯ ∂r Bk,l¯
]
,
which implies the identity (30). We expand now the squared norm
1
6
∣∣∇ˆg v′J ∣∣2g = 12 ∣∣∇g v′J ∣∣2g + ∇g v′J (ek, ej, el) ∇g v′J (el, ej , ek)
=
1
2
∣∣∇g B∣∣2g + g∇g B (ek, ej , el) g∇g B (el, ej, ek) .
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Expanding further the therm
g∇g B (ek, ej , el) g∇g B (el, ej, ek)
= g∇1,0g,J B (ek, ej , el) g∇
1,0
g,J B (el, ej, ek)
+ g∇0,1g,J B (ek, ej , el) g∇
1,0
g,J B (el, ej, ek)
+ g∇1,0g,J B (ek, ej , el) g∇
0,1
g,J B (el, ej, ek)
+ g∇0,1g,J B (ek, ej , el) g∇
0,1
g,J B (el, ej, ek)
= g∇1,0g,J B(ej , ek, el) g∇
1,0
g,J B (ej , el, ek) by (22)
+ Tr
R
[
∇1,0g,J B
(
∇0,1g,J B(∗, ej), ej
)]
+ Tr
R
[
∇0,1g,J B
(
∇1,0g,J B(∗, ej), ej
)]
+ g∇0,1g,J B (el, ej, ek) g∇
0,1
g,J B (el, ej, ek) by (21)
= Tr
R
(
∇1,0g,ej B
)2
+
∣∣∇0,1g,J B∣∣2g
=
∣∣∇0,1g,J B∣∣2g .
We observe in particular that by this computation follows the equalities∣∣∇0,1g,J B∣∣2g = g∇0,1g,J B (ek, ej , el) g∇0,1g,J B (el, ej, ek)
= g∇1,0g,J B (ek, el, ej) g∇
0,1
g,J B (ek, ej , el) by (26) and (21)
= g∇1,0g,J B (ek, el, ej) g∇
1,0
g,J B (ek, el, ej) by (26)
=
∣∣∇1,0g,J B∣∣2g .
We expand now the norm squared
1
6
∣∣∇ˆg v′′J ∣∣2g = 12 ∣∣∇g v′′J ∣∣2g + ∇g v′′J (ek, ej, el) ∇g v′′J (el, ej , ek)
=
1
2
∣∣∇g A∣∣2g + g∇g A (ek, ej , el) g∇g A (el, ej, ek) .
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In a similar way as we did for the endomorphism section B we expand the therm
g∇g A (ek, ej, el) g∇g A (el, ej , ek)
= g∇1,0g,J A (ek, ej, el) g∇
1,0
g,J A (el, ej , ek)
+ g∇0,1g,J A (ek, ej, el) g∇
1,0
g,J A (el, ej , ek)
+ g∇1,0g,J A (ek, ej, el) g∇
0,1
g,J A (el, ej , ek)
+ g∇0,1g,J A(ek, ej, el) g∇
0,1
g,J A (el, ej , ek)
= Tr
R
[
∇1,0g,J A
(
∇1,0g,J A(∗, ej), ej
)]
+ Tr
R
[
∇1,0g,J A
(
∇0,1g,J A(∗, ej), ej
)]
+ Tr
R
[
∇0,1g,J A
(
∇1,0g,J A(∗, ej), ej
)]
+ g∇0,1g,J A (ej , ek, el) g∇
0,1
g,J A (ej , el, ek) by (19)
=
∣∣∇0,1g,J A∣∣2g .
In conclusion we obtain the identity
1
6
∣∣∇ˆg v∣∣2g = ∣∣∇g B∣∣2g + 2 〈∂gTX,JA , ∂TX,JB
〉
g
+
1
2
∣∣∇g A∣∣2g + ∣∣∇0,1g,J A∣∣2g ,
and thus
1
6
∣∣∇ˆg v∣∣2g − ∣∣∇g v∣∣2g = 2 〈∂gTX,JA , ∂TX,JB
〉
g
−
1
2
∣∣∇g A∣∣2g + ∣∣∇0,1g,J A∣∣2g
= 2
〈
∂g
TX,J
A , ∂
TX,J
B
〉
g
−
1
2
∣∣∇1,0g,J A∣∣2g + 12 ∣∣∇0,1g,J A∣∣2g .
We observe now the identity∣∣∇1,0g,J A∣∣2g = ∣∣∂gTX,JA∣∣2g . (31)
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In fact expanding the squared norm∣∣∇1,0g,J A∣∣2g = TrR (∇1,0ηr A)2 + TrR (∇1,0Jηr A)2
= 2Tr
R
(
∇1,0ηr A
)2
,
and using the local expression
∇1,0ηr A = i ∂rAk,l¯ ζ¯
∗
l ⊗ ζk + Conjugate ,
we infer the equalities∣∣∇1,0g,J A∣∣2g = 4 ∣∣∂r Ak,l¯∣∣2 = ∣∣∂gTX,J A∣∣2g .
The conclusion follows from the second variation formula (1) for the WΩ func-
tional in the Riemannian case. The last variation formula in the statement of
theorem 2 follows from the identity (28).
We observe that the last variation formula in lemma 2 follows also from the
formula (2). In fact in the case v ∈ Fg hold the equalities∣∣∇1,0g,J A∣∣2g = ∣∣∂gTX,J A∣∣2g =
〈
∂g
TX,J
A , ∂
TX,J
B
〉
g
= − g
(
∇1,0ep B ∇
1,0
er Aep , er
)
= g
(
∇1,0ep B ∇
0,1
ep B er , er
)
=
∣∣∇1,0g,J B∣∣2g = ∣∣∇0,1g,J B∣∣2g ,
thanks to the identities (29) and (26).
7 Appendix
7.1 Operators acting on alternating and symmetric ten-
sors
We need to explain in this sections a few quite elementary facts in order to fix
a convention inaccuracy which often occurs in differential geometry. Inaccuracy
which is source of frequent mistakes. To be precise, with our convention the
metric induced on the space of forms is the restriction of the metric on the
space of tensors (without degree multiplicative factors!).
We consider the natural projectors A : (T ∗X)
⊗p → ΛpT ∗X , α 7→ A(α) ,
A(α)(v1, ..., vp) =
∑
σ∈Sp
εσ α(vσ1 , ..., vσ1) ,
28
i.e.
A(α1 ⊗ · · · ⊗ αp) =
p∧
j=1
αj =
∑
σ∈Sp
εσ ασ1 ⊗ · · · ⊗ ασp ,
and S : (T ∗X)
⊗p → SpT ∗X , α 7→ S(α) ,
S(α)(v1, ..., vp) =
∑
σ∈Sp
α(vσ1 , ..., vσ1) ,
i.e.
S(α1 ⊗ · · · ⊗ αp) = S
p
j=1αj =
∑
σ∈Sp
ασ1 ⊗ · · · ⊗ ασp .
Given a Riemannian metric g over X the metric induced over (T ∗X)
⊗p is given
by
〈α1 ⊗ · · · ⊗ αp, β1 ⊗ · · · ⊗ βp〉g =
p∏
j=1
g(αj , βj) ,
The restriction of this metric to the subspaces ΛpT ∗X and S
pT ∗X is given respec-
tively by the formulas
〈α1 ∧ ... ∧ αp, β1 ∧ ... ∧ βp〉g = p! det (g(αk, βl))
= p!
∑
σ∈Sp
εσ
p∏
j=1
g(αj , βσj ) , (32)
〈
Spj=1αj , S
p
j=1βj
〉
g
= p!
∑
σ∈Sp
p∏
j=1
g(αj , βσj ) . (33)
In fact let prove first the identity (32). Let Ai,j := g(αi, βj). We define the
components (Aσ,τ )i,j of the matrix Aσ,τ as (Aσ,τ )i,j := Aσi,τj = g(ασi , βτj ).
We define also
∏
Aσ,τ =
p∏
j=1
g(ασj , βτj) .
Then
〈α1 ∧ ... ∧ αp, β1 ∧ ... ∧ βp〉g =
∑
σ,τ∈Sp
εσετ
∏
Aσ,τ .
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The identity (32) follow from∑
σ,τ∈Sp
εσετ
∏
Aσ,τ = p!
∑
σ∈Sp
εσ
∏
AI,σ , (34)
that we prove below. We observe first the identity∑
σ∈Sp
εσ
∏
AI,σ =
∑
σ∈Sp
εσ
∏
Aσ,I . (35)
We observe also that for any τ ∈ Sp hold the identity∑
σ∈Sp
εσ
∏
AI,σ = ετ
∑
σ∈Sp
εσ
∏
AI,τ ·σ , (36)
since ετ ·σ = εσετ . Moreover∑
σ∈Sp
εσ
∏
AI,τ ·σ =
∑
σ∈Sp
εσ
∏
(AI,τ )I,σ
=
∑
σ∈Sp
εσ
∏
(AI,τ )σ,I thanks to (35)
=
∑
σ∈Sp
εσ
∏
Aσ,τ .
This combined with (36) implies (34). The identity (33) follows dropping εσ
and ετ in the previous computation.
Let now (F, h) be a hermitian vector bundle over a Riemann manifold (M, g)
(of dimension m) equipped with a h-hermitian connection ∇F and let ∇ be the
induced hermitian connection over the hermitian vector bundle(
(T ∗M )
⊗p ⊗
R
F, 〈·, ·〉
)
,
where 〈·, ·〉 is the induced hermitian product. Moreover consider the first order
differential operator
∇ : C∞
(
(T ∗M )
⊗p ⊗
R
F
)
−→ C∞
(
(T ∗M )
⊗p+1 ⊗
R
F
)
,
defined by ∇α(ξ0, ..., ξp) := ∇ξ0α(ξ1, ..., ξp) for all vectors ξ0, ..., ξp ∈ TM,x. The
h-hermitian connection ∇F on F extends to an exterior derivation on the sheaf
C∞(ΛpT ∗M ⊗R F ) that we still denote by ∇F ,
∇F : C
∞ (ΛpT ∗M ⊗
R
F ) −→ C∞
(
Λp+1T ∗M ⊗
R
F
)
,
The relation with the operator ∇ is
∇F α (ξ0, ..., ξp) =
p∑
j=0
(−1)j∇α (ξj , ξ0, ..., ξˆj , ..., ξp) .
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We observe that
∇ : C∞ (ΛpT ∗M ⊗R F ) −→ C
∞ (T ∗M ⊗R Λ
pT ∗M ⊗R F ) .
In a similar way we define the operator
∇ˆF : C
∞ (SpT ∗M ⊗R F ) −→ C
∞
(
Sp+1T ∗M ⊗R F
)
,
∇ˆF α (ξ0, ..., ξp) =
p∑
j=0
∇α (ξj , ξ0, ..., ξˆj , ..., ξp) .
We observe in fact that
∇ : C∞ (SpT ∗M ⊗R F ) −→ C
∞ (T ∗M ⊗R S
pT ∗M ⊗R F ) .
The formal adjoint operator
∇∗ : C∞
(
(T ∗M )
⊗p+1 ⊗
R
F
)
−→ C∞
(
(T ∗M )
⊗p ⊗
R
F
)
,
of the operator ∇ is given by the formula
∇∗α (ξ1, ..., ξp−1) := − Trg∇α (·, ·, ξ1, ..., ξp−1).
We remark now that ∇∗F = (p+ 1)∇
∗ in restriction to C∞(Λp+1T ∗M ⊗ F ), i.e
∇∗F = (p+ 1)∇
∗ : C∞
(
Λp+1T ∗M ⊗R F
)
−→ C∞ (ΛpT ∗M ⊗R F ) .
In fact this follows from the identity
〈∇F α , β〉 = (p+ 1) 〈∇α , β〉 , (37)
for any F -valued p-form α and any F -valued (p + 1)-form β. Moreover we
observe that ∇ˆ∗F = (p+ 1)∇
∗ in restriction to C∞(Sp+1T ∗M ⊗ F ), i.e
∇ˆ∗F = (p+ 1)∇
∗ : C∞
(
Sp+1T ∗M ⊗
R
F
)
−→ C∞ (SpT ∗M ⊗
R
F ) .
In fact this follows from the identity〈
∇ˆF α , β
〉
= (p+ 1) 〈∇α , β〉 , (38)
for any F -valued symmetric p-tensor α and any F -valued symmetric (p + 1)-
tensor β. Let prove now the identities (37) and (38).
Proof of the identity (37). Let (θs)s be a h-orthonormal frame of the
bundle F of complex rank r and let (ek)k be a g-orthonormal frame of TX . For
any I = (i1, ..., ip), 1 ≤ ik < ik+1 ≤ n, we define e
∗
I := ei1 ∧ . . .∧eip . We observe
that (e∗I)|I|=p is a local frame of the bundle Λ
pT ∗M which satisfies 〈e
∗
I , e
∗
J〉g = 0
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if and only if I 6=J . Moreover |e∗I |
2
g = p!. We observe also that the coefficients
of the local expressions
∇α =
r∑
s=1
m∑
j=1
∑
|I|=p
Csj,I e
∗
j ⊗ e
∗
I ⊗ θs ,
∇F α =
r∑
s=1
∑
|K|=p+1
BsK e
∗
K ⊗ θs ,
are related by the formula
BsK =
p∑
j=0
(−1)jCs
kj ,Kˆj
,
where Kˆj := (k0, ..., kˆj , ..., kp). On the other hand
(p+ 1) 〈∇α , e∗K ⊗ θs〉 = (p+ 1)
n∑
j=1
〈
∇ejα , ej ¬ e
∗
K ⊗ θs
〉
= (p+ 1)
p∑
j=1
〈
∇ekj α , ekj ¬ e
∗
K ⊗ θs
〉
= (p+ 1)
p∑
j=1
(−1)j
〈
∇ekjα , e
∗
Kˆj
⊗ θs
〉
= (p+ 1)!
p∑
j=0
(−1)jCs
kj ,Kˆj
= (p+ 1)!BsK
= 〈∇F α , e
∗
K ⊗ θs〉 ,
which proves the required identity (37).
Proof of the identity (38). For any I = (i1, ..., ip), 1 ≤ ik ≤ ik+1 ≤ n,
we define
e∗I :=
∑
σ∈Sp
e∗iσ1 ⊗ · · · ⊗ e
∗
iσp
.
We observe that (e∗I)|I|=p is a local frame of the bundle S
pT ∗M which satisfies
〈e∗I , e
∗
J〉g = 0 if and only if I 6=J . Moreover
|e∗I |
2
g = p! e
∗
I(ei1 , . . . , eip) .
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We observe also that the coefficients of the local expressions
∇α =
r∑
s=1
m∑
j=1
∑
|I|=p
Csj,I e
∗
j ⊗ e
∗
I ⊗ θs ,
∇ˆF α =
r∑
s=1
∑
|K|=p+1
BsK e
∗
K ⊗ θs ,
are related by the formula
BsK |e
∗
K |
2
g = (p+ 1)
p∑
j=0
Cs
kj ,Kˆj
|e∗
Kˆj
|2g ,
where Kˆj := (k0, ..., kˆj , ..., kp). On the other hand
(p+ 1) 〈∇α , e∗K ⊗ θs〉 = (p+ 1)
n∑
j=1
〈
∇ejα , ej ¬ e
∗
K ⊗ θs
〉
= (p+ 1)
p∑
j=1
N−1j
〈
∇ekjα , ekj¬ e
∗
K ⊗ θs
〉
,
where Nj := Card {r ∈ {0, . . . p} | kr = kj} > 1 . Furthermore
ekj¬ e
∗
K =
∑
σ∈Sp+1
e∗kσ0 ⊗ · · · (e
∗
kσj
· ekj ) · · · ⊗ e
∗
kσp
=
∑
σ∈Sp+1,kσj=kj
e∗kσ0 ⊗ · · · ⊗ ê
∗
kσj
⊗ · · · ⊗ e∗kσp
= Nj
∑
σ∈Sp+1,σj=j
e∗kσ0 ⊗ · · · ⊗ ê
∗
kσj
⊗ · · · ⊗ e∗kσp
= Nj e
∗
Kˆj
.
We infer the identities
(p+ 1) 〈∇α , e∗K ⊗ θs〉 = (p+ 1)
p∑
j=1
〈
∇ekjα , e
∗
Kˆj
⊗ θs
〉
= (p+ 1)
p∑
j=0
Cs
kj ,Kˆj
|e∗
Kˆj
|2g
= BsK |e
∗
K |
2
g
=
〈
∇ˆF α , e
∗
K ⊗ θs
〉
,
which show the required identity (38).
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7.2 The first variation of Perelman’s W functional
We consider Perelman’s W-functional
W(g, f) :=
∫
X
(
|∇gf |
2
g + Scalg + 2f −m
)
e−fdVg
=
∫
X
(∆gf + Scalg + 2f −m) e
−fdVg .
(We use here the identity ∆ge
−f = (|∇gf |
2
g −∆gf)e
−f .) If we set
WΩ(g) := W(g, log(dVg/Ω)) , and h
Ω
g := Ricg(Ω) − g ,
then hold the identity
WΩ(g) =
∫
X
(
Trg h
Ω
g + 2 log
dVg
Ω
)
Ω ,
Thus if (gt)t is a family of Riemannian metrics and ht := h
Ω
gt then
d
dt
WΩ(gt) =
d
dt
∫
X
[
Tr
R
(g−1t ht) + 2 log
dVgt
Ω
]
Ω
=
∫
X
[
Tr
R
(
− g˙∗t h
∗
t + h˙
∗
t
)
+ Trgt g˙
]
Ω
=
∫
X
〈
g˙t ,− ht
〉
gt
Ω +
∫
X
〈
gt ,
d
dt
Ricgt(Ω)
〉
gt
Ω .
Using corollary 2 and integrating by parts we infer∫
X
〈
gt ,
d
dt
Ricgt(Ω)
〉
gt
Ω = −
1
6
∫
X
〈
gt , ∇ˆ
∗
Ω
gt ∇ˆgt g˙t
〉
gt
Ω
+
∫
X
〈
gt ,∇
∗
Ω
gt ∇gt g˙t
〉
gt
Ω
= −
1
6
∫
X
〈
∇ˆgtgt , ∇ˆgt g˙t
〉
gt
Ω
+
∫
X
〈
∇gtgt ,∇gt g˙t
〉
gt
Ω
= 0 ,
which implies Perelman’s [Per] variation formula
d
dt
WΩ(gt) = −
∫
X
〈
g˙t, ht
〉
gt
Ω .
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7.3 The curvature of the space (M, G)
We show that the Riemannian space (M, G) is non-positively curved. In fact
let u, v, w ∈ H and consider them also like constant H-valued vector fields over
M. Using the expression (11) we expand the Riemannian curvature tensor RG
as follows;
2RG(u, v)w = 2∇G,u∇G,vw − 2∇G,v∇G,uw
= 2∇G,u (ΓG(v, w)) − 2∇G,v (ΓG(u,w))
= 2D (ΓG(v, w)) (u) − 2D (ΓG(u,w)) (v)
+ 2ΓG(u,ΓG(v, w)) − 2 ΓG(v,ΓG(u,w))
= v u∗gw
∗
g + w u
∗
gv
∗
g − uΓG(v, w)
∗
g − ΓG(v, w)u
∗
g
− u v∗gw
∗
g − w v
∗
gu
∗
g + v ΓG(u,w)
∗
g + ΓG(u,w) v
∗
g
= − g
[
u∗g , v
∗
g
]
w∗g + w
[
u∗g , v
∗
g
]
+
1
2
u (v∗g w
∗
g + w
∗
g v
∗
g) +
1
2
(v w∗g + w v
∗
g)u
∗
g
−
1
2
v (u∗gw
∗
g + w
∗
gu
∗
g) −
1
2
(uw∗g + wu
∗
g) v
∗
g
= −
1
2
g
[ [
u∗g , v
∗
g
]
, w∗g
]
.
We obtain the well known formula for the curvature operator of the metric G,
RG(g)(u, v)w = −
1
4
g
[ [
u∗g , v
∗
g
]
, w∗g
]
. (39)
We remind that the curvature form is defined by the identity
RG(u, v, ξ, η) := G(RG(u, v)η, ξ) ,
and the sectional curvature is given by the formula
σG(u, v) := RG(u, v, u, v) = −
1
4
∫
X
Tr
R
{[ [
u∗g , v
∗
g
]
, v∗g
]
u∗g
}
Ω .
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We set for notation simplicity U := u∗g and V := v
∗
g . We expand the expression[
[U, V ] , V
]
U = ([U, V ]V − V [U, V ])U
=
(
UV 2 − 2V UV + V 2U
)
U
= UV 2U + V 2U2 − 2 (V U)2 .
Taking the trace we obtain
Tr
R
{[
[U, V ] , V
]
U
}
= 2 Tr
R
[
V 2U2 − (V U)2
]
.
On the other hand we expand the therm
[U, V ]
2
= (UV )2 − V U2V − UV 2U + (V U)2 .
Taking the trace we deduce
Tr
R
[U, V ]2 = Tr
R
[
(UV )Tg (UV )
T
g − U
2V 2 − V 2U2 + (V U)2
]
= 2 Tr
R
[
(V U)2 − V 2U2
]
.
Thus
Tr
R
{[
[U, V ] , V
]
U
}
= −Tr
R
[U, V ]
2
= Tr
R
{
[U, V ] · [U, V ]
T
g
}
,
since the endomorphism [U, V ] is g-anti-symmetric due to the fact that U, V are
g-symmetric. We infer the well known formula for the sectional curvature of the
metric G,
σG(u, v) = −
1
4
∫
X
∣∣ [u∗g , v∗g] ∣∣2g Ω 6 0 .
This shows the required conclusion.
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