We present a detailed Monte Carlo study of the high-temperature phase of the two-dimensional driven lattice gas at infinite driving field. We define a finite-volume correlation length, study its finite-size-scaling behavior and extrapolate it to the infinite-volume limit by using an iterative extrapolation method. The same method is applied to the susceptibility. We determine the transverse exponents γ and ν. They turn out to be in perfect agreement with the theoretical predictions. We also compute the transverse Binder parameter, which apparently vanishes at the critical point, and the distribution of the magnetization. These results confirm the Gaussian nature of the transverse excitations.
Introduction
At present, the statistical mechanics of systems in thermal equilibrium is quite well established. On the other hand, little is known in general for non-equilibrium systems. It seems therefore worthwhile to study simple models which are out of thermal equilibrium. One of such systems is the model introduced at the beginning of the eighties by Katz, Lebowitz, and Spohn [1] , who studied the stationary state of a lattice gas under the action of an external drive. The model, hereafter called driven lattice gas (DLG), is a kinetic Ising model on a periodic domain with Kawasaki dynamics and biased jump rates. Although not in thermal equilibrium, the DLG has a time-independent stationary state and shows a finite-temperature transition, which is however different in nature from its equilibrium counterpart [2] .
Despite its simplicity, the DLG has not been solved exactly [3] . Nonetheless, many results have been obtained by means of Monte Carlo (MC) simulations and by using field-theoretical methods. In particular, Refs. [4, 5] developed a continuum model which is believed to capture the basic features of the transition and which provides exact predictions for the critical exponents [6] . Several computer simulations studied the critical behavior of these systems in two and three dimensions [7] [8] [9] [10] . These simulations provided good support to the field-theoretical predictions, once it was understood that the highly anisotropic character of the transition required some kind of anisotropic finite-size scaling (FSS). Some attempts to formulate a phenomenological FSS theory can be found in Refs. [8, 11] .
In spite of the extensive numerical work, there are no direct studies of the correlation length so far, essentially because it is not easy to define it. Indeed, in the high-temperature phase the model shows long-range correlations due to the violation of detailed balance [12, 13] . Therefore, no correlation length can be defined from the large-distance behavior of the two-point correlation function. A different definition is therefore necessary: in Refs. [14] a parallel correlation length is defined. However, this definition suffers from many ambiguities (see the discussion in Ref. [15] ) and gives results for the exponent ν which are not in agreement with the theory [7] . Even more difficult appears the definition of a transverse correlation length because of the presence of negative correlations at large distances [7, 15] .
In this paper we will define a finite-volume transverse correlation length generalizing the definition of the second-moment correlation length that is used in equilibrium systems. Because of the conserved dynamics, such a generalization requires some care. Here, we will use the results of Ref. [16] .
Once a finite-volume correlation length is defined, we can use the method of Ref. [17] to determine infinite-volume quantities [18] . Such a method is particularly efficient and it has been applied successfully to many different models [19] [20] [21] [22] [23] [24] [25] . Once the infinite-volume quantities have been computed, we can determine the critical exponents by analyzing the singularities in the limit T → T c .
The paper is organized as follows. In Sec. 2 we describe the model and define the observables measured in the MC simulation. Section 3 reviews the FSS theory and introduces the basic formulae that are used in the analysis of the simulations. Next in Sec. 4 , we consider the field-theoretical model of Refs. [4, 5] in a finite geometry and compute the FSS functions for several observables. In Sec. 5 we describe the simulations and present the results which are then discussed in Sec. 6 . We confirm the field-theoretical predictions with good precision both for infinite-volume quantities and for the finite-size behavior at the critical point. Our results also indicate that the transverse Binder parameter vanishes at the critical point, in agreement with the idea that transverse modes are purely Gaussian.
Definitions 2.1 The model
As a prelude to the DLG consider a simple lattice gas of interacting particles. We consider a finite square lattice Λ and N particles, each of them occupying a different lattice site. A configuration of the system is specified by the set of occupation numbers of each site n = {n i ∈ {0, 1}} i∈Λ . We assume a nearest-neighbor attractive ("ferromagnetic" in spin language) Hamiltonian
where J > 0 (in the following we will set without loss of generality J = 1) and the sum runs over all lattice nearest neighbors. We consider a discrete-time Kawasaki-type dynamics [26] , which preserves the total number of particles N or, equivalently, the density
where |Λ| is the total number of sites in Λ. At each step, we choose randomly a lattice link i, j . If n i = n j , nothing happens. Otherwise, we propose a swap, i.e. a particle jump, with probability w(∆H/T ), where
is the difference in energy between the new (n ′ ) and the old (n) configuration. If the probability w(x) satisfies w(−x) = e x w(x),
then the dynamics is reversible, i.e. satisfies detailed balance. Under these conditions there is a unique equilibrium measure given by the Gibbs one
where β ≡ 1/T . In the thermodynamic limit, i.e. |Λ| → ∞, the lattice gas exhibits a second-order phase transition for ρ Λ = 1/2 at the Onsager value β c = 1 2 ln ( √ 2 + 1). The DLG is a generalization of the lattice gas in which one introduces a uniform (in space and time) force field pointing along one of the axes of the lattice, i.e. E = Ex: It favors (respectively suppresses) the jumps of the particles in the positive (resp. negative)
x-direction. If Λ is bounded by rigid walls, then E is a conservative field and it can be accounted for by adding a potential term to H Λ [n]. Therefore, the system remains in thermal equilibrium: the net effect of E is simply to induce a concentration gradient in the equilibrium state.
Here, we will consider instead periodic boundary conditions [27] . In this case, the field E does not have a global potential and the system reaches a stationary state which, however, is not a state in thermal equilibrium.
In the DLG transition probabilities take into account the work done by the field during the particle jump from one site to one of its nearest neighbors. In this case one proposes a particle jump with probability w(β ∆H + βEℓ) , with ℓ = (1, 0, −1) for jumps (along, transverse, opposite) tox.
For E = 0 and ρ Λ = 1/2, the system shows a continuous phase transition at an inverse temperature β c (E) which saturates, for E → ∞, at β c (∞) ≈ 0.71β c (0). For β < β c (E) particles are homogeneously distributed in space, while for β > β c (E) the gas separates in two regions, one almost full and the other almost empty, with interfaces parallel to E.
Observables
We consider a finite square lattice of size L × L ⊥ with periodic boundary conditions. We define a "spin" variable s j ≡ 2n j − 1 and its Fourier transform
where the allowed momenta are
We consider the model at half filling, i.e. for ρ Λ = 1/2. Then
In the ordered phase |φ(k)| takes its maximum for k = k 0,1 , and the expectation value on the steady state of its module
is a good order parameter. In momentum space the static structure factor
vanishes at k 0,0 because of Eq. (8) and is maximal at k 0,1 , so that it is natural to define the susceptibility as [29] 
Another interesting observable is the transverse
Next, we would like to define a correlation length. In infinite-volume equilibrium systems there are essentially two different ways of doing it. One can define the correlation length in terms of the large-distance behavior of the two-point function or by using the smallmomenta behavior of the two-point function (second-moment correlation length). In the DLG the first method does not work. Indeed, in the high-temperature phase the two-point function s x s 0 always decays algebraically with the distance even in the hightemperature phase. Moreover, it is not positive definite because of negative correlations in the transverse directions [15] . This peculiar behavior is due to the fact that in the infinite-volume limit (at fixed temperature) the static structure factorG(k; ∞, ∞) has a finite discontinuity at k = 0.
To overcome the difficulties of the real-space strategy we will define the correlation length by using the two-point function for small momenta. We follow Ref. [16] , where we discussed the possible definitions of correlation length in the absence of the zero mode, as it is the case here.
We consider the structure factor in finite volume at zero longitudinal momentã
(note that the conservation law impliesG ⊥ (0; L , L ⊥ ) = 0) and introduce a finite-volume (transverse) correlation length
whereq n = 2 sin (πn/L ⊥ ) is the lattice momentum. Some comments are in order:
(i) If we consider an equilibrium system or a steady state in which correlations decay exponentially, then we have for q → 0 that
where χ(L , L ⊥ ) is the susceptibility. Thus, ξ 2 ij (∞, ∞) is a good definition of correlation length which has an infinite-volume limit independent of i and j.
(ii) SinceG ⊥ (0; L , L ⊥ ) = 0, q i and q j must not vanish. Moreover, as discussed in Ref. [16] , the definition should be valid for all T in finite volume. Since the system orders in an even number of stripes, for
Therefore, if our definition should capture the nature of the phase transition, we must require i and j to be odd. Although any choice of i, j is conceptually good, finite-size corrections increase with i, j, a phenomenon which should be expected since the critical modes correspond to q → 0. Thus, we will choose (i, j) = (1, 3).
For a more thorough discussion of the definition (14) , which is mainly motivated by the absence of the zero mode, we refer to Ref. [16] where its finite-size behavior is studied in the context of the large-N approximation of the N-vector model. Another quantity which is considered in the analysis is the amplitude A 13 defined by
3 Finite-size scaling
In the neighborhood of a critical point the behavior of long-range observables is controlled by few quantities, corresponding in the renormalization-group language to coordinates parametrizing the relevant directions. When the system is finite, its size can be effectively incorporated in the scaling analysis as another relevant operator. This means that an observable O, which diverges in the thermodynamic limit as
behaves in an isotropic finite system of linear size L as
where ξ ∞ (β) is the infinite-volume correlation length. From Eq. (18) we can derive a general relation for the ratio of O L at two different sizes L and αL:
where
The function F O (z) is universal and is directly accessible numerically, e.g., by MC simulations. It depends on α and, for a two-dimensional finite lattice of dimension L ⊥ ×L , on the ratio L ⊥ /L . The appropriate FSS limit is indeed achieved by taking the limit
If we define z = ξ L /L, then z varies between 0 and z * , where z * is defined by
The value z * is directly related to the behavior of the finite-size correlation length at the critical point, since ξ L (β c ) ≈ z * L. For ordinary phase transitions z * is finite. At the critical point it also holds
Then
and therefore
The above-presented results are valid for an isotropic system. On the other hand, there are clear numerical evidences that the phase transition in the DLG model is strongly anisotropic. The continuum field theories introduced to describe the critical singularities predict a nontrivial anisotropy exponent ∆. For example, the scaling form of the critical two-point function is predicted to bẽ
where η is the anomalous dimension of the density field. It is then natural to assume the existence of two correlation lengths ξ ⊥ , ξ which diverge with different exponents ν ⊥ and ν related by
These considerations call for an extension of the FSS arguments. A phenomenological approach to FSS for the DLG has been developed [14] , keeping into account the strong anisotropy observed in the transition (for d = 2 see Refs. [8, 9, 11] , for d = 3 see Refs. [10] ). Following this approach, we assume that all observables have a finite FSS limit obtained by taking the longitudinal size L and the transverse size L ⊥ to infinity keeping constant:
• the FSS parameter ξ ⊥,∞ (β)/L ⊥ (or equivalently its longitudinal counterpart).
Then, Eq. (18) still holds by using the correct FSS parameter. Using transverse quantities we rewrite
Analogously Eq. (19) is recast in the form
where we have shown explicitly the dependence on α and on the aspect ratio S. Equation (27) will be the basis for our analysis of the phase transition in the DLG . For the transverse finite-volume correlation length we will use ξ 13 as defined in Sec. 2.2. Moreover, as much of our efforts are aimed to test accurately the theoretical predictions of Refs. [4, 5] , we assume that ∆ = 2 for d = 2 and in the sequel we always consider S ≡ S 2 .
4 Field-theory description of the DLG As we explained in Sec. 2.1, the DLG is a lattice gas model. However, in a neighborhood of the critical point (critical region) we can limit ourselves to consider slowly-varying (in space and time) observables. At criticality the lattice spacing is negligible compared to the length and time scales at which long-range order is established so that it is possible to formulate a description of the system in terms of mesoscopic variables. In principle, the dynamics of such variables can be obtained by coarse graining the microscopic system. However, given the difficulty of performing a rigorous coarse-graining procedure, one postulates a continuum field theory that preserves all symmetries of the microscopic lattice model. By universality the continuum model should have the same critical behavior of the microscopic one. In this framework a field theory has been proposed [4, 5, 28] (see also Ref. [15] ) and analyzed, giving rise to exact predictions for the critical exponents in space dimension d with 2 < d < 5. The starting point of the theory is the dynamic functional [30] [31] [32] which reads (neglecting terms which are irrelevant by power counting) [4, 5] 
where s(x, t) is the local density field (coarse-grained version of s i ),s is the response field, τ is the effective distance from the critical point, ρ is a parameter, and u 0 is the couplingconstant of the theory which takes into account the leading effects of the microscopic force field. A careful analysis shows that only the parameter ρ needs to be renormalized, allows to determine the upper critical dimension, which turns out to be d c = 5, and gives exact predictions for the critical exponents [4, 5] . For the structure factor the renormalization-group analysis gives the scaling form
where, in d dimensions,
and τ ∝ T − T c . In two dimensions, for the transverse structure factor, this implies the simple scaling formG
Thus, in infinite volume we have
where ν is given in Eq. (31) and γ = 1.
The function f (x) defined in Eq. (33) is trivial. Indeed, keeping into account causality and the form of the interaction vertex one can see that for k = 0 there are no loop contributions to the two-point function (and also to the response function s 0 s x ). Thus, for all 2 ≤ d ≤ 5,G ⊥ (k, τ ) is simply given by the tree-level expressioñ
Two observation are here in order. First, τ is an analytic function of t such that τ = 0 for t = 0; thus, τ = bt for t → 0 with b positive constant. Second, the function that appears in Eq. (36) refers to the coarse-grained fields, which, in the critical limit, differ by a finite renormalization from the lattice ones. Thus, for the lattice function we are interested in, in the scaling limit t → 0, k → 0, with k 2 /t fixed, we havẽ
where Z and b are positive constants.
On the same footing, we can conclude that all correlation functions with vanishing longitudinal momenta behave as in a free theory. In particular, the Binder cumulant defined in Eq. (12) vanishes. It is also important to notice that Eq. (37) implies the exponential decay of
which fully justifies our definition of transverse correlation length.
In this paper, we will study the FSS behavior of the model. Here, we want to analyze the corresponding continuum field theory in a finite geometry following the method applied in equilibrium spin systems (see, e.g., Ref. [33, Chap. 36] and references therein). The idea is quite simple. Consider the system in a finite box with periodic boundary conditions. The finite geometry has the only effect of quantizing the momenta. Thus, the perturbative finite-volume correlation functions are obtained by replacing momentum integrals by lattice sums. Ultraviolet divergences are not affected by the presence of the box [34] and thus one can use the infinite-volume renormalization constants. Once the renormalization is carried out, one obtains the geometry-dependent finite-size correlation functions.
Following this idea, if we consider a finite box of size L × L ⊥ , Eq. (29) becomes
which shows that at
Moreover, Eq. (36) holds in finite volume. Keeping again into account the relation between coarse-grained and lattice quantities, we obtain for the lattice correlation function in a finite volume in the continuum limit (i.e. in the FSS limit with k → 0 keeping k 2 /t fixed)
where Z and τ are analytic functions of their arguments. In the FSS limit, we expect
Using these expressions, in the FSS limit we find
valid for t → 0, L , L ⊥ → ∞ with S 2 and tL 2 ⊥ fixed. Therefore, from the scaling of the correlation length and of the amplitude A 13 we can derive the scaling functionsZ andτ .
If we make the simplest approximationsZ(tL
, we obtain for the scaling functions defined in Eq. (27) the approximate forms
As we shall see, these expressions provide reasonably good approximations to our data, but do not describe the data exactly: The functionsτ andZ that are determined from the data are nontrivial.
In the previous discussion we have neglected the possible presence of a dangerously irrelevant operator that becomes marginal at d = 2. Its presence may modify the scaling relations (29), (33) , and (39). ConsideringG ⊥ (k) we havẽ
where, σ = (d − 2)/3 in d dimensions, and u is the irrelevant coupling. If the scaling function vanishes for u → 0, one obtains an anomalous scaling behavior. In two dimensions, since the operator is marginal (σ = 0), we expect logarithmic corrections to the formulae previously computed. It is also possible that logarithmic terms modify Eq. (27). In the absence of any prediction, we will neglect these logarithmic violations. As it has been observed in previous numerical studies, if present, they are small [8] . As we will discuss, this is confirmed by our numerical results. Finally, we want to notice that the Gaussian nature of the fields at zero longitudinal momenta allow us to write down the probability distribution of φ(k 0,n ). Indeed, the previous results give
where N is a normalization factor. From this expression we can derive the probability distribution of (9), (10) , and (11)). We obtain
5 Numerical Simulation
Setup
We studied the phase transition of the DLG in two dimensions by MC simulations. Our aim was to check the validity of the FSS assumptions and eventually to use FSS to compute the critical exponents. The observables we took into account are those described in Sec. 2.2. We used the dynamics described in Sec. 2.1 with Metropolis rates, i.e. we set
Simulations are performed at infinite driving field: therefore, forward (backward) jumps in the direction of the field are always accepted (rejected). The dynamics of the DLG is diffusive with dynamic critical exponent [4] z = 4. Thus, it is important to have an efficient implementation of the dynamics in order to cope with the severe critical slowing down.
We use the random-number generator ran array described in Ref. [35] in order to choose the links and to perform the Metropolis step and multi-spin coding techniques to evolve simultaneously many independent configurations. On 32-bit machines the state of a single site for 10 configurations is coded in a 32-bit word, using 3 bits per configuration. This peculiar allocation is useful when computing the number of occupied neighbors of a given site: Since this number is at most 4 in 2 dimensions we can use 32-bit arithmetics without overflow. The Metropolis step is coded in an entirely algebraic way avoiding branching instructions and taking full advantage of the pipelining capabilities of most microprocessors. On Pentium machines we achieved a speed of 0.01 µsec for single spin flip, while our code performs a bit worse on Motorola R10000 or Alpha processors but on these machines it is possible to simulate 21 systems using 64-bit integers.
We considered lattices with an approximately constant aspect ratio S 2 ≈ 0.200. We sampled very accurately those with sizes (L , L ⊥ ) corresponding to (21, 14) , (32, 16) , (46, 18) , (64, 20) , (84, 22) , (110, 24), (168, 28) for which S 2 lies between 0.197 and 0.202. We checked that a change of ±1 on L has an effect on the observables that is negligible with respect to the statistical error. In the following we write L for L ⊥ .
It is very important to be sure that the system has reached the steady-state distribution before sampling. Metastable configurations in which the chain could be trapped for times much longer than typical relaxation times in the steady state are a dangerous source of bias. In the DLG, configurations in which multiple stripes aligned with the external field are present are very long-lived and it is possible that they persist for times of the order of those of typical simulation runs, thus effectively inducing a spurious geometry on the system. To avoid the formation of stripes, we took care to initialize the larger systems by suitably rescaled thermalized configurations of smaller systems (where the stripes decay faster) at the same temperature and value of S 2 .
We computed the autocorrelation time τ χ for the susceptibility χ. Such an observable is expected to have a significant overlap with the slowest modes of the system, so that τ χ should give a good indication of the number of sweeps necessary to generate independent configurations. We found that, for the lowest temperature we considered (β = 0.311), τ χ ≈ measures. The raw data are reported in Tables 1 and 2 . The statistical variance of the observables is estimated by using the jackknife method [36] . To take into account the possible residual correlations of the samples, we used a blocking technique in the jackknife analysis. In the standard jackknife method the estimator for the variance is obtained discarding single data points. In the blocking technique, several variance estimators are considered, discarding blocks of data of increasing length and monitoring the estimated variance until it reaches a maximum. 
Finite-size scaling and extrapolation to the infinite-volume limit
In this Section we want to test the validity of Eq. (27), by studying the FSS of the observables defined in Sec. 2. In order to compute F O (z), we need to keep the ratio between the transverse sizes of two different lattices equal to α. The simplest thing to do would be to take α = 2 but this choice has the drawback of requiring large systems: indeed, if L ⊥ increases by a factor of two, L increases by a factor of 2 1+∆ = 8. A more convenient choice consists in taking a noninteger α almost equal to 1, as far as it is allowed by the magnitude of the relative statistical errors. This strategy requires the knowledge of the values of the observables for noninteger values of L ⊥ . They are obtained by using an interpolation. In the analysis we used α = 1.25.
At each β = β a , a = 1, . . . , n, our data consist of n a triples (L 
where j = 1, . . . , m a , and compute the corresponding triples
for j = 1, . . . , m a . The triples (54) are the data we use in the computation of the FSS functions. Note that, since we need two independent data at different values of L to compute R, we generate a number of interpolated points that is one half of the total amount of data. This minimizes the correlations among the A a j . Errors are computed by using an auxiliary MC procedure that also estimates the covariance matrices (C
Such a parametrization, different from that used in Ref. [17] , is partially motivated by the theoretical results of Sec. 4, indicating that, for small z, the FSS functions behave as 1 + az 2 . If we neglect the correlations between z a j and R a O,j , then the χ 2 minimization is a linear problem which is easily solvable [37] .
In order to detect corrections to scaling, we perform the fit several times, including in each case only the results that satisfyL In Fig. 1 we report the FSS function F ξ (z) for the correlation length ξ 13 . The data show quite a good scaling, although at a closer look one may observe some small systematic deviations. The results of the fits are illustrated in Fig. 2 . The figure is organized as follows. In the left frame we plot the residuals (the difference between the observed values and the fitting function) of the data used to perform the fit, i.e. the data points which fulfill the condition L ≥ L min,ξ ; in the right frame the residual of all the data points with respect to the same fit. This is useful to detect possible systematic trends due to corrections to FSS that become smaller as the size of the system increases. The table under the frames reports the values of χ 2 and N dof,ξ for the fit as a function of the cut L min,ξ and of the number of parameters used N par,ξ .
We repeated the same analysis for ξ 12 . As we discussed in Sec 2.2, this definition should not have a good behavior since it is not compatible with the symmetry of the low-temperature phase. This expectation is confirmed by the data, see Figs. 3 and 4: The results show strong corrections to scaling and the fitted function clearly underestimates the true F ξ (z).
Then, we considered the susceptibility as a function of ξ 13 /L. The FSS plot is reported in Fig. 5 and the fit results in Fig. 6 . The corrections to scaling are larger than those for ξ 13 , but it is quite nice to observe that the results for the largest lattices coincide perfectly.
As a further check we consider the ratio A 13 defined in Eq. (16) . Its FSS plot is reported in Fig. 7 . We observe here clear corrections to scaling that make impossible the determination of F A (z). Note that, if γ/ν = 2 as predicted by field theory, then the corrections must be nonmonotonic at least in the near-critical region. Indeed, if z * is the critical-point constant defined in Eq. (20)-as we shall see z * ≈ 0.15-, then F A (z * ) = 1 if the exponents are the field-theoretical ones. On the contrary, our data seem to indicate 59), and DOF is the number of degrees of freedom. just the opposite: Apparently F A (z * ) is increasing with L and is larger than 1. Thus, we expect our FSS curves to be somewhat unreliable near z ≈ z * : This will be confirmed by a direct analysis that will be performed in the next Section.
Finally, we report the FSS plots for the Binder parameter, Figs. 8, 9 , and for the magnetization, Fig. 10 . The first one is quite good. There are tiny deviations, but they are not systematic as it can be seen from Fig. 9 . The somewhat large χ 2 found in the fits is probably an indication that the statistical errors are slightly underestimated. The FSS plot of m is instead completely unreliable. At the values of L we consider, there are very large corrections to scaling and it is impossible to determine the FSS function F m (z).
Let us now describe the extrapolation of ξ and χ to the infinite-volume limit.
With our preferred values of L min and N par we obtain estimates of the FSS functions and then, for each triple
until the asymptotic limit (∞, ξ ∞ , χ ∞ (β)) is reached. Thus, for each finite-volume MC result O(β, L), we obtain an extrapolated value O ∞ (β, L).
To combine the estimates O ∞ (β, L i ) with the same value of β and have a consistent estimate O ∞ (β), we proceed as in Refs. [17, 19] . We generate fake data sets, which are obtained by replacing each MC result O with error ∆O by O + r∆O, where r is a normally distributed variable with zero mean and unit variance. Then, for each fake data set, using the same L min,O and N par,O , we compute the FSS curves and perform the extrapolations. Thus, for each β and L that we consider in the simulation we obtain a sequence of extrapolated values
is obtained by extrapolating the (fake) finite-volume result O k (β, L). We use these results to compute the covariance of the estimates at fixed β
Then, we consider the weighted average
which minimizes the residual sum of squares
If the variables O ∞ (β, L i ), i = 1, . . . , n(β), are Gaussian with covariance C(β), then R 2 (β) is distributed as a χ 2 random variable of n(β) − 1 degrees of freedom (DOF). Then, the deviations of R 2 (β) from n(β) − 1 are a measure of the consistency of the different extrapolations and O(β) is our best estimate of O ∞ (β). The estimated error is
The parameters of our preferred extrapolations are L min = 15.4 and N par = 3 for ξ 13 and L min = 18.21 and N par = 5 for χ. The corresponding FSS functions are given by
The results are reported in Tables 3 and 4 . All extrapolations are consistent, i.e. R 2 (β) ≈ n(β) −1, except in a few isolated cases (for example the extrapolation of ξ 13 at β = 0.3105 for L min = 16.8). Note also that the direct extrapolation of A 13 -here we use the larger lattices L ≥ 21 to compute F A (z)-is in good agreement with the results obtained from the extrapolated estimates of χ and ξ, in spite of the fact that we do not have a reliable determination of F A (z). Clearly the errors due the neglected corrections to scaling are small compared to the extrapolation errors.
We wish finally to check the prediction (50) for the probability distribution of M 2 . This cannot be done straightforwardly since we did not save the values of φ(k 0,1 ) for each single configuration, but rather the sum of the values of φ(k 0,1 ) for N = 10 independent configurations-the ten configurations that were simulated together by our multispin program-. This means that we cannot determine from our data the distribution of M 2 , but rather that of where
where the sum is over N independent systems. Since the variables σ i are squares of normalized complex Gaussian random variables (see Eq. (50)), Σ is distributed as a reduced χ 2 variable with 2N degrees of freedom (the two is due to the fact that the random variables are complex). In Figure 11 we report the distribution of Σ for some values of β and L, together with the theoretical prediction, that does not include any free parameter. As we can see the collapse is fairly good especially for the largest lattice near the critical temperature.
Determination of the critical indices
In order to determine the critical exponents we performed two different analyses. First, we considered the infinite-volume estimates of ξ ∞ (β) and χ ∞ (β) and performed a fit to a power law in the reduced temperature t = 1 − β/β c . Then, we considered the FSS behavior determining the exponents from Eqs. (21) and (23) .
Let us begin with the infinite-volume correlation length ξ 13 (in the following we simply write it as ξ). We performed several fits of the form
using in each case only the estimates of ξ ∞ (β) with β ≥ β min . We find the results reported in Table 5 . One clearly observes the presence of corrections to scaling: The estimate of ν decreases as β min increases until the fit looses predictivity. We may try to take the corrections into account, by performing a fit of the form
Since no theoretical estimate is available for the exponent θ and our data are not precise enough to keep θ as a free parameter, we have performed several fits, using "reasonable" values of θ.
If we assume that the leading correction is the analytic one, i.e. θ = 1, the fit improves substantially. The smallest value of χ 2 /DOF is attained for the lowest possible value of β min , i.e. β min = 0.27. Then, we obtain ν = 0.4970(93), β c = 0.311109(44), B ξ = 0.693 (24) ,
with (χ 2 /DOF) = 0.366 and DOF = 10. If we consider θ = 0.5, we obtain again the best fit for β min = 0.27, yielding
with (χ 2 /DOF) = 0.526 and DOF = 10. Note that the (χ 2 /DOF) is here slightly larger that in the case θ = 1, providing some (very weak) evidence in favor of an exponent θ = 1.
These results indicate clearly that ν ∼ < 1/2, with ν decreasing with decreasing θ. If θ = 1, the result is perfectly compatible with the theoretical prediction (34) . We also tried to see the effect of an additional analytic correction. If we consider
we obtain for β min = 0.27
with (χ 2 /DOF) = 0.399 and DOF = 9. As it can be seen from the errors on C ξ and D ξ , the addition of another fitting parameter is not justified. Our data are not precise enough to allow the determination of two correction-to-scaling terms.
Finally, assuming the theoretical prediction ν = 1/2, we compute our best estimate of the leading correction-to-scaling exponent. We redo the fit (66), fixing ν = 1/2 and keeping θ as a free parameter. Again, the best fit is obtained by using all data, i.e. with β min = 0.27. We obtain θ = 1.09 (22) , β c = 0.311114(28) with (χ 2 /DOF) = 0.356 and DOF = 10. Since an analytic correction should be present, and therefore θ ≤ 1, this result confirms the analytic nature of the first correction term.
A further refinement can be obtained if we assume the theoretical prediction ν = 1/2 and θ = 1. This provides our best estimate of the critical temperature. If we perform the fit (66) fixing ν and θ, we obtain β c = 0.311122 (20) , B ξ = 0.6854 (30) ,
with (χ 2 /DOF) = 0.35 and DOF = 11. We can repeat the same analysis for the susceptibility χ. We perform a fit of the form
and obtain for β min = 0.27
with (χ 2 /DOF) = 0.076 and DOF = 11. The χ 2 is very small, indicating that probably the errors on χ ∞ (β) are overestimated. The final result for γ is perfectly compatible with the theoretical estimate (47) . Also, the estimate of β c is in good agreement with the estimates of β c obtained from the analysis of the correlation length. Although the goodness of the fit does not require it, we also performed a fit including an analytic correction. For β min = 0.27, we obtain γ = 0.98 (10) 
with (χ 2 /DOF) = 0.070 and DOF = 12. This estimate of β c is in good agreement with the result (71) for the correlation length.
We have also performed a fit of the form
that allows to determine a 1 = γ/ν independently of the critical temperature. The results are reported in Table 6 . There are clear corrections to scaling, with the estimates of a 1 increasing towards 2 as β min increases. These results are perfectly consistent with what we observed before. If no correction to scaling is included, the effective ν varies between 0.56 and 0.52 so that one would expect γ/ν to vary between 1.8 and 1.9, which is exactly what we find here.
In conclusion, we find good evidence that ξ and χ scale in the infinite-volume limit as predicted by field theory. If γ = 1 and ν = 1/2, we do not find evidence of nonanalytic corrections with θ < 1. Assuming the theoretical predictions for the exponents we obtain for the critical temperature where we have used the results (71) and (74). The given error is a conservative estimate that should take into account both statistical and systematic uncertainties. The result for β c should be compared with the existing determinations:
Ref. [38] ; 0.3125 (13) Ref. [9] .
Our result (76) is in good agreement with both estimates, although much more precise. The critical exponents can also be computed from the FSS scaling curves. First, we determine z * by solving the equation α = F ξ (z * ) and by using our determination of F ξ (z). We find z * = 0.1510(1). Then, for each observable, we compute w * = F O (z * ) and γ O /ν, see Eq. (23) . The results are reported in Table 7 . For the magnetization m, cf. Eq. (9), we extrapolated the data with L ≥ 21, although they are probably not asymptotic. Thus, the correct estimate of β/ν could slightly decrease.
The estimate of γ/ν is not far from the expected value γ/ν = 2. The result is slightly lower, which may indicate that the curve varies more strongly than predicted by our naive extrapolation of the FSS curve. The reason of the difference clearly appears if we consider A 13 whose scaling dimension is 2 − γ/ν. Here, we find a slightly positive value related to the already observed fact that F A (z * ) = 1. Clearly for z ≈ z * there are corrections to scaling that we have not taken into account. A better analysis will be presented below.
Although our estimate of the FSS curve for m is quite bad, the result for β/ν is in very good agreement with the theoretical estimate β/ν = 1. Finally, let us consider the Binder parameter that apparently vanishes at the critical point as L −0.46 . The systematic decrease of the renormalized coupling can be seen more clearly in Fig. 12 g scales with a negative exponent can also be obtained with a scaling plot, by looking for q so that
The optimal q is q ≈ 0.5, in agreement with the result of Table 7 . The corresponding plot is given in Fig. 13 . It is also possible to compute the critical exponents by using the raw data near the critical point. The idea is to use Eq. (21), keeping into account the fact that our data are not exactly at β c . In this case we should add a correction term and use
where we have neglected corrections to scaling. Equation (79) is valid in the limit in which (β − β c )L 1/ν is a small correction. We have considered our data at β = 0.311 that are quite near to the critical point and we have performed two sets of fits. In the first fit, we have neglected the correction term in Eq. (79), by considering 
with χ 2 /DOF = 1.510 and DOF = 3. This is in perfect agreement with the expected value ρ = 1 and confirms the correct behavior of the correlation length. The analysis of the susceptibility gives the results reported in Table 8 . They show a clear downward trend and seem to indicate that γ/ν < 2. This conclusion is however incorrect. The trend is due to the fact that we have not taken into account the fact that we are not exactly at the critical point. The correction term in Eq. (79) plays an important role, as we now show. We repeat the fit by using, in accordance with Eq. (79), where we have set ν = 1/2 in the correction term. The results are reported in Table 9 .
They are now in good agreement with the theoretical prediction γ/ν = 2. The same analysis has been performed for the correlation length. Using
for L min = 20 we obtain ρ = 1.000(94), Z ξ = 0.1524(37), X ξ = 0.00(96) · 10 −4 with χ 2 /(DOF) = 1.53, DOF = 2. In this case, the addition of the correction does not change the result.
As a further check we have repeated the fit (82) by using the data at β = 0.3105. The results are reported in Table 10 . The estimates of γ/ν are in good agreement with the expected γ/ν = 2. Also, the estimates of X χ are in rough agreement with the prediction X χ (β) ∝ (β − β c ), which implies X χ (0.3105) ≈ 4X χ (0.3110). A combined fit of the data at β = 0.311 and β = 0.3105 to
gives, by using our estimate (76), γ/ν = 2.032(80) (resp. 2.00(22)) for L min = 16 (resp. 18), with χ 2 /DOF comparable to those of the previous fits. The agreement is clearly quite good.
In principle, one should also consider corrections to scaling proportional to L −ω , where we expect ω ≥ 2 as a consequence of our findings θ ≥ 1. However, our data are not precise enough to allow for the determination of such a term.
Conclusions
In this paper we have performed a thorough check of the theoretical predictions for the DLG. Assuming ∆ = 2, we checked that the transverse susceptibility χ and the transverse correlation length ξ 13 have the correct behavior both in infinite volume for β → β c and at the critical point for L → ∞. In other words, we find very good agreement with the field-theoretical predictions (34) and (40) . Concerning the exponent β, the analysis of the magnetization at the critical point gives, although with limited precision, β ≈ 1/2, in agreement with the field-theoretical results. It is important to notice that in all these analyses we have not found any evidence for the presence of logarithmic corrections. As it has observed in previous studies [8] , if they are really there, they are quite small.
Our result for the Binder parameter g does not agree with that of Ref. [8] where it was found g = 0 at criticality, but confirms the results of Wang [9] that could not find a satisfactory collapse for the Binder parameter. Our result g = 0 is compatible with the idea that in the scaling limit transverse correlations (both in infinite volume and in the finite-size scaling regime) are Gaussian, so that g = 0 at criticality. Such a conclusion is also supported by the analysis of the distribution function of the finitevolume magnetization that is perfectly compatible with a purely Gaussian behavior. Note that this is not in contrast with the fact that g = 0 in the low-temperature phase. Indeed, it is possible that g behaves as the magnetization, i.e. g ∼ (T c − T ) ζ for T → T − c , with ζ/ν = q ≈ 0.5. The observed exponent q is however difficult to explain. We mention that it is also possible that g decreases as a power of log L because of the marginal operator, but that, in our range of values of L, the complicated logarithmic dependence is mimicked by a single power. Note that, if g ∞ (β c ) = 0, the Binder parameter cannot be used to compute β c : The crossing method does not work.
There is still a question that we don't fully understand. While the critical behavior of renormalized observables is fully in agreement with the predictions of the corresponding effective field theory, the FSS functions that we obtain for the microscopic model from our MC simulations are related to those of the coarse-grained effective field theory by the nontrivial scaling functionsZ andτ (see Eqs. (42) and (43)). In particular, the relation between the reduced temperature t of the microscopic model and the "temperature" τ of the coarse-grained one seems to be not analytically predictable. Is this a consequence of the neglected marginal operator? An analysis of the three-dimensional case (where the operator is irrelevant), already in progress, should help us to gain a deeper understanding.
[37] Not any basis in the space spanned by the functions {z k } is suitable to perform the fit. As discussed in Ref. [23] , care must be taken to choose functions which are effectively orthogonal with respect to the scalar product induced by the χ 2 , otherwise the numerical solution of the minimization problem can be unstable. We used the functions f k (z) = z 2 P 
