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Abstract
In this paper, we develop an efficient sketchy empirical natural gradient method
for large-scale finite-sum optimization problems from deep learning. The em-
pirical Fisher information matrix is usually low-rank since the sampling is only
practical on a small amount of data at each iteration. Although the corresponding
natural gradient direction lies in a small subspace, both the computational cost and
memory requirement are still not tractable due to the curse of dimensionality. We
design randomized techniques for different neural network structures to resolve
these challenges. For layers with a reasonable dimension, a sketching can be per-
formed on a regularized least squares subproblem. Otherwise, since the gradient
is a vectorization of the product between two matrices, we apply sketching on low-
rank approximation of these matrices to compute the most expensive parts. Global
convergence to stationary point is established under some mild assumptions. Nu-
merical results on deep convolution networks illustrate that our method is quite
competitive to the state-of-the-art methods such as SGD and KFAC.
1 Introduction
Deep learning [4, 6, 14, 21, 23] makes a breakthrough and holds great promise in many applications.
Developing efficient and robust deep learning optimizationmethods is an urgent need from end users.
The goal of deep learning is to find a fair good decision variable θ ∈ Rn so that the output of the net-
work f(x, θ) matches the true target y. Specifically, for a given dataset {xi, yi}Ni=1, we consider the
following empirical risk minimization problem with a loss function ψ(x, y, θ) = − log(p(y|x, θ)):
min
θ∈Rn
Ψ(θ) =
1
N
N∑
i=1
ψi(θ) =
1
N
N∑
i=1
− log (pi(θ)) , (1)
where ψi(θ) = ψ(xi, yi, θ), pi(θ) = p(yi|xi, θ) and p is a distribution learned by the current net-
work.
The basic and most popular optimization methods in deep learning are first-order type methods, such
as SGD [19], AdaGrad [5], Adam [13] and etc. They are easy to implement but suffer a slow con-
vergence rate and generalization gap in distributed large-batch training [12, 22]. Second-order type
methods enjoy better convergence properties and exhibit a good potential in distributed large-batch
training [17], but suffer a high computational cost at each iteration. They leverage the curvature in-
formation in different ways. The natural gradient method [1] corrects the gradient according to the
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local KL-divergence surface. An online approximation to the natural gradient direction is used in
the TONGA method [20]. The online Newton step algorithm [9] uses the empirical fisher informa-
tion matrix (EFIM) and the authors analyze the convergence properties in the online learning setting.
The Fisher Information Matrix (FIM) is integrated naturally with a practical Levenberg-Marquardt
framework [18] and the direction can be economically computed by using the Sherman-Morrison-
Woodbury (SMW) formula. The KFAC method [16] based on independence assumptions approx-
imates the FIM by decomposing the large matrix into a Kronecker product between two smaller
matrices each layer. A recursive block-diagonal approximation to the Gauss-Newton matrix is stud-
ied in [2] and each block is Kronecker factored and can be computed by a single backward pass.
The Shampoo method [8] maintains a “structured” matrix which is implicitly used to precondition
the gradient. By using fast Hessian matrix-vector products, the Hessian-free method [15] uses the
conjugate-gradientmethod to compute the corresponding direction. The CURVEBALL method [11]
takes the curvature information with two additional forward-mode automatic differentiation opera-
tions over the network.
In this paper, we develop a novel Sketchy Empirical Natural Gradient (SENG) method. The
original empirical natural gradient method (ENG) uses the EFIM but the cost is not tractable due
to the curse of dimensionality. Our SENG method utilizes randomized techniques to reduce the
computational complexity and memory requirement. Since the EFIM is usually low-rank subject to
the sampling costs, the search direction is actually a linear combination of the subsampled gradients
where the coefficients are determined by a regularized least squares subproblem. For layers with
a reasonable dimension, we construct a much smaller subproblem by sketching on the subsampled
gradients. Otherwise, since the gradient is a vectorization of the product between two matrices, we
first take a low-rank approximation to these matrices and then use randomized algorithms to approx-
imate the expensive operations. Global convergence is established under some mild assumptions.
Numerical comparisons with the state-of-the-art methods demonstrate the competitiveness of our
method on deep learning problems.
2 The Empirical Fisher Information Matrix
The FIM of the loss in (1) is Ep(y|x,θ)∇ψ(θ)∇ψ(θ)⊤, where the expectation is taken over the distri-
bution learned by the current neural network. Since sampling from the current distribution p(y|x, θ)
is costly, we consider using the subsampled EFIM as our curvature matrix. Given a mini-batch
S ⊂ {1, 2, . . . , N} with a sample size ̺ = |S|, the subsampled EFIM can be represented as follows:
MS(θ) =
1
̺
∑
i∈S
∇ψi(θ)∇ψi(θ)⊤. (2)
The subsampled EFIM (2) is a summation of a few rank-one matrices and is low-rank if n ≫ ̺.
In this paper, we consider a convolutional neural network with L layers. The gradient with respect
to ψi at layer l can be obtained by the back-propagation process and written as a vectorization of
matrix-matrix multiplication [7]
uli(θ) = vec(Gˆ
l
i(θ)(Aˆ
l
i(θ))
⊤), (3)
where Gˆli(θ) ∈ Rn
l
G×κl , Aˆli(θ) ∈ Rn
l
A×κl , nl = nlG · nlA and nl is the number of parameters in the
l-th layer. The per-sample gradient is a concatenation of L sub-vectors:
ui(θ) = [(u
1
i (θ))
⊤, . . . , (uli(θ))
⊤, . . . , (uLi (θ))
⊤]⊤ := ∇ψi(θ) ∈ Rn.
We denote the collection of gradients with respect to the sample set S as US(θ) =
1√
̺ [u1(θ), u2(θ), . . . , u̺(θ)] ∈ Rn×̺ and the collection of gradients with respect to l-th layer as
U lS(θ) =
1√
̺ [u
l
1(θ), u
l
2(θ), . . . , u
l
̺(θ)] ∈ Rn
l×̺. Hence, the subsampled EFIM matrix MS(θ) and
the mini-batch gradient gS(θ) can be written as:
MS(θ) =
1
̺
∑
i∈S
ui(θ)ui(θ)
⊤ = US(θ)US(θ)⊤, gS(θ) =
1
̺
∑
i∈S
ui(θ). (4)
Note that the subscript S is dropped if we do not emphasize the sample set and θ is omitted if no
confusion can arise. Throughout this paper, the layer number is expressed by the superscripts.
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3 The Sketchy Empirical Natural Gradient Methods
We first describe a second-order framework for the finite-sum problem (1). At the k-th iteration, a
regularized quadratic minimization problem at the point θk is constructed as follows:
min
d
Fk(d) = Ψk + g
⊤
k d+
1
2
d⊤(Bk + λkI)d, (5)
whereΨk = Ψ(θk), gk = gSk(θk) is the mini-batch gradient,Bk is an approximation to the Hessian
matrix of Ψ at θk and λk is a regularization parameter to make Bk + λkI positive definite.
To reduce the computational cost, we use the following block diagonal matrix:
Bk = diag{U1k (U1k )⊤, . . . ULk (ULk )⊤},
where U lk = U
l
Sk
(θk). Hence, Bk is positive semi-definite. By minimizing the quadratic function
(5), we obtain a direction dk := [(d
1
k)
⊤, . . . , (dLk )
⊤]⊤, where
dlk = −(U lk(U lk)⊤ + λkI)−1glk. (6)
Then we set θk+1 = θk + αkdk, where αk is the step size. Since the formulations of the directions
dlk (6) for all layers are identical, we next only focus on a single layer and drop the explicit layer
indices and the iteration number k if no confusion can arise. Hence, nl and U lk are written as n and
U for simplicity.
3.1 Direction in a Low-rank Subspace
By using the SMW formula, the direction in (6) actually is:
d = −ag + aUb, (7)
where a = 1λ is a scalar and
b = (λI + U⊤U)−1(U⊤g) ∈ R̺. (8)
Therefore, d is located in a small subspace span{g, u1, u2, . . . , u̺} and is a combination of the
subsampled gradients g and U . The complexity of calculating the direction is reduced from O(n3)
to O(̺3 + ̺2n) by (7). The main cost is O(n̺2) from the computation of the coefficients b. Note
that the number of parameters in a convolution layer is over 1.3 million in the ResNet18 [10] on the
dataset CIFAR10. Therefore, both the computational cost and memory requirement of U can not be
ignored due to the curse of dimensionality.
3.2 Sketching on a Regularized Least Squares Subproblem
We next use a sketching method to reduce the computational cost of b. Our key observation is that
the vector b in (7) is the solution of the following regularized least squares problem:
min
b∈R̺
‖Ub− g‖2 + λ‖b‖22. (9)
We reduce the scale of the subproblem by the sketching method. Denote Ξ = ΩU , ξ = Ωg, where
Ω ∈ Rq×n is a sketching matrix (q ≪ n). The subproblem is modified to:
min
bˆ∈R̺
‖ΩUbˆ− Ωg‖2 + λ‖bˆ‖22 = ‖Ξbˆ− ξ‖2 + λ‖bˆ‖2. (10)
The solution of the problem (10) is
bˆ =
(
λI + Ξ⊤Ξ
)−1
Ξ⊤ξ. (11)
Hence, the direction is changed to:
dˆ = − 1
λ
g +
1
λ
Ubˆ. (12)
Replacing (9) by (10), the complexity of calculating the coefficients is reduced from O(̺2n) to
O(̺2q).
3
Construction of Ω. We consider random row samplings where the rows of Ωi,:, i = 1, 2, . . . , q, are
independent and sampled from
ω ← e
⊤
i
pi
, i = 1, 2, . . . , n, (13)
where {pj} are given sampling probabilities. Two common strategies are listed below:
• Uniform sampling: All pi are the same and pi = 1n , ∀i = 1, 2, . . . , n.
• Leverage score sampling: Each pi is proportional to the row norm squares ‖Ui,:‖22, where
Ui,: is the i-th row of U , that is, pi =
‖Ui,:‖22∑
n
i=1 ‖Ui,:‖22 .
Our experiments show the kinds of the sketching methods do not affect the performance very much.
3.3 Implicit Computation and Storage of U to Reduce Complexity
Although the computational complexity is reduced by sketching, the memory consumption in (7) is
still large. In this part, we combine sketching methods with the structure of the gradient to reduce
the memory usage. We first assume that each element of US can be approximated as follows:
ui = vec
(
GˆiAˆ
⊤
i
)
≈ vec (GiA⊤i ) =
r∑
j=1
aij ⊗ gij , (14)
where Gi = [gi1, . . . , gir] ∈ RnG×r, Ai = [ai1, . . . , air] ∈ RnA×r and r < κ. The approximation
(14) can be achieved by computing a partial SVD of Gˆi, i.e.,
Gˆi ≈ NGiΣGiVGi ,
where NGi ∈ RnG×r, ΣGi ∈ Rr×r and VGi ∈ Rr×κ. Hence, (14) can be obtained by setting
Gi = NGiΣGi and Ai = AˆiV
⊤
Gi
. These two matrices can be constructed in a similar fashion if a
low-rank approximation to Aˆi is available. The partial SVD can be obtained by cheap randomized
SVD methods. Note that the above scheme is not needed when κ is small enough.
We next describe sketching methods to compute U⊤z, U⊤U and Uc for any vector z, c by using
(14). Denote
A˜ = [A1, A2, . . . , A̺] ∈ RnA×r̺, G˜ = [G1, G2, . . . , G̺] ∈ RnG×r̺. (15)
When nA or nG is large, we sample the rows of G˜ and A˜with two sketching matricesΩG ∈ RζG×nG
and ΩA ∈ RζA×nA . Hence, we obtain
ΞA˜ = ΩAA˜ = [ΞA1 , . . . ,ΞA̺ ], ΞG˜ = ΩGG˜ = [ΞG1 , . . . ,ΞG̺ ], (16)
where ΞGi = ΩGGi and ΞAi = ΩAAi. When nA and nG are already small enough, we simply let
ΞA˜ = A˜ and ΞG˜ = G˜.
Computation of U⊤z. We sketch the mat(z) with the same sketching matrices and define Ξz =
ΩGmat(z)Ω
⊤
A, where mat(·) : Rn → RnG×nA . By using (14) and the randomized techniques, the
i-th element of U⊤z can be approximated as:
u⊤i z ≈
r∑
j=1
g⊤ijmat(z)aij (17)
≈ elesum((Ξ⊤z ΞGi)⊙ (ΞAi)) , (18)
where ⊙ is the Hadamard product and elesum(X) =∑ij Xij .
Computation of U⊤U . Similarly, the (i, j) element of U⊤U is approximated as:
(ui)
⊤uj ≈
(
r∑
k=1
aik ⊗ gik
)⊤( r∑
k=1
ajk ⊗ gjk
)
= elesum
(
(A⊤i Aj)⊙ (G⊤i Gj)
)
(19)
≈ elesum ((Ξ⊤AiΞAj )⊙ (Ξ⊤GiΞGj )) . (20)
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Computation of Uc. To compute Uc, we first have to compute the per-sample gradient ui for all
i ∈ S, multiply them with corresponding ci and finally sum them together (21):
Uc =
∑
i∈S
uici ≈
∑
i∈S
vec(GiA
⊤
i )ci. (21)
The process (21) is expensive since it requires the computation of ̺ matrix-matrix products and
vectorizations as well. When the dimension n is large, the computational cost is not tractable. Al-
ternatively, we assume Ai and Gi are independent and approximate Uc by the product between the
weighted averages of Gi and Ai as follows:
Uc ≈ CU (c) = vec
(∑
i∈S
√
|ci|Gi
)(∑
i∈S
ci∑̺
i=1
√|ci|Ai
)⊤
. (22)
Therefore, an explicit calculation and storage of ui is avoided, and only one matrix-matrix multipli-
cation is needed. Let AΩA,ΩG,U (z) and BΩA,ΩG,U be the approximation of U⊤z by (18) and U⊤U
by (20). Combining them with (22), the direction can be obtained as follows:
dˆ = − 1
λ
g + CU (bˆ), (23)
where bˆ = (BΩA,ΩG,U + λI)−1AΩA,ΩG,U (g). Note that (18) and (20) are equal to
((ΩA ⊗ ΩG)ui)⊤((ΩA ⊗ ΩG)z) and ((ΩA ⊗ ΩG)ui)⊤((ΩA ⊗ ΩG)uj), respectively. There-
fore, the computation of bˆ here can be seen as a special case of (11) by choosing
Ω = (ΩA ⊗ ΩG). We summarize the computation of the direction dˆ in Algorithm 1.
Algorithm 1: The Computation of the Direction
1 INPUT: Curvature matrix update frequency T , thresholdN and regularization λk.
for layer l = 0, 1, ..., L do
if nl < N then
if k mod T = 0 then save U lk, else set U
l
k = U
l
k−1;
Construct the sketching matrix Ωlk by (13);
Solve the sketched least squares problem (10) and set dˆlk by (12) ;
else
if k mod T = 0 then update A˜lk, G˜
l
k by (15), else set A˜
l
k = A˜
l
k−1 and G˜
l
k = G˜
l
k−1;
Construct the sketching matrix (ΩG)
l
k and (ΩA)
l
k by (13);
Compute dˆlk by (23) ;
7 OUTPUT: dˆk := [(dˆ
1
k)
⊤, . . . , (dˆLk )
⊤]⊤.
3.4 Construction of Uk by Historical Information
In the previous subsections, both gk and Uk in (6) are computed on the same θk. We next generalize
Uk to be a buffer zone of the historical subsampled gradients in different ways.
Limited-memory Historical Information. Given the memory size p and a constant value ζ ∈
(0, 1], the buffer Uk ∈ Rn×p at the k-th iteration is:
Uk =
1√
p
[ζp−1gk−p+1, . . . , ζ0gk]. (24)
When ζ ∈ (0, 1), we call the construction method the history information collection with decaying.
Hybrid mini-batch and per-sample gradient. Uk contains both the mini-batch gradients and per-
sample gradients, that is,
Uk =
1√
p
[gk−v, . . . , gk−1,∇ψi1(θk), . . . ,∇ψip−v (θk)], (25)
where i1, i2, . . . , ip−v ∈ Sk are the indices and 1 < v < p.
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Table 1: A summary of the computational and memory complexity.
Computational Cost Memory Consumption
Low-rank Computation (7) ̺3 + ̺2n ̺n
Original LS (9) ̺2n ̺n
Sketchy LS (10) ̺2q ̺n
U⊤z ̺n ̺n
U⊤z (17) nAnG̺r (nA + nG)r̺
Randomized U⊤z (18) ζAζG̺r (ζA + ζG)r̺
U⊤U ̺2n ̺n
U⊤U (19) r2̺2(nA + nG) (nA + nG)r̺
Randomized U⊤U (20) r2̺2(ζA + ζG) (ζA + ζG)r̺
Uc ̺n ̺n
Uc (21) nAnGr̺ (nA + nG)r̺
Uc (22) nAnGr (nA + nG)r̺
We summarize our SENG in Algorithm 2.
Algorithm 2: The Sketchy Empirical Natural Gradient Methods
1 INPUT: Initial parameter θ1, step size {αk} and regularization {λk}.
for k = 1, ..., T do
2 Choose the sample set Sk and compute gk using (4);
3 Construct Uk by USk or from historical information in Sec.3.4;
4 Compute the direction dˆk by Algorithm 1;
6 Set θk+1 = θk + αkdˆk;
7 OUTPUT: θT+1.
3.5 Computational and Memory Complexity
In this subsection, we summarize computational cost and memory consumption of the methods
discussed in subsections 3.2-3.3 in Table 1. We can observe that the randomizedmethods reduce the
computational cost and memory usage.
4 Convergence Analysis
In this section, we consider the case where gk is set to be the full gradient ∇Ψ(θk). When gk is
the mini-batch gradient, similar convergence properties can be established by adding some standard
stochastic assumptions. We assume the directions for all layers are obtained by the sketched sub-
problem (10) in Sec.3.2. Since the update rules for all layers are identical, we only consider on one
layer and drop the layer indices. The main idea of our proof is to first estimate the error between dk
(7) and dˆk (12) and the descent of the function values, then balance them by choosing a suitable step
size. We give some necessary assumptions below.
Assumption 1. A.1 Ψ is continuously differentiable on Rn and is bounded from below. The
gradient∇Ψ is Lipschitz continuous on Rn with modulus LΨ ≥ 1.
A.2 There exists positive constants h1, h2 such that
h1I  (Bk + λkI)  h2I
for all k.
Assumption 2. Let ηk, ǫk ∈ (0, 1). Let v be any fixed vector and Nk ∈ Rn×ρk be an orthogonal
basis for the column span of Uk, where ρk = rank(Uk). Let Ωk ∈ Rqk×n be a sketching matrix,
where the sample size qk depends on ηk, ǫk and δk. The following two assumptions hold for all k
with a probability 1− δk:
B.1) ‖N⊤k Ω⊤k ΩkNk − I‖2 ≤ ηk,
B.2) ‖N⊤k Ω⊤k Ωkv −N⊤k v‖22 ≤ ǫk‖v‖22.
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Assumptions A.1-A.2 are common in stochastic quasi-Newton type methods [3, 26, 27]. Assump-
tions B.1-B.2 are called subspace embedding property and matrix multiplication property, respec-
tively and standard in related sketching methods [24, 25]. When the sample size qk is large enough,
Assumptions B.1 and B.2 will be satisfied, see [24, 25]. We next estimate the error between bk (8)
and bˆk (11).
Lemma 3. Suppose that Assumptions A.2, B.1 and B.2 are satisfied with ηk and ǫk. It holds
‖bk − bˆk‖2 ≤ 1√
h1
√
ǫk + ηk
1− ηk ‖gk‖2 (26)
with probability at least 1− δk.
The proof of Lemma 3 is shown in Appendix. Next, we estimate the descent of the function value.
Theorem 4. Suppose that Assumptions A.1-A.2,B.1-B.2 are satisfied and the step sizes {αk}
satisfy αk ≤ min{ 12LΨ ,
h2
1
2LΨh2
}. Let {θk} be generated by Algorithm 2 with
√
ǫk+ηk
λk(1−ηk) <
−2
√
h2
h1
+
√
4
h2
h1
+
2h1
h2
2h1
. Then it holds
Ψ(θk+1) ≤ Ψ(θk)− αk
4h2
‖gk‖22
with probability at least 1− δk.
The proof of Theorem 4 is shown in Appendix. We establish the global convergence as follows.
Corollary 5. Suppose that the same assumptions hold as Theorem 4. If the step size {αk} further
satisfies
∑∞
k=1 αk =∞, it holds
lim
k→∞
‖gk‖2 = 0
with probability Π∞k=1(1− δk).
The proof of Corollary 5 is shown in Appendix.
5 Numerical Experiments
In this section, we report numerical results with an average of 5 different runs on the CIFAR10
dataset with the ResNet18 [10] . For a fair comparison, the batch size and the momentum are set
to be 256 and 0.9, and we decrease the learning rate by 0.1 every 30 epochs for all methods. For
KFAC and our methods, the frequency of updating the curvature matrix, the initial learning rate and
the regularization parameters λk are set to be 50, 0.1 and 0.8 × 0.6⌊epoch/30⌋, respectively. Our
codes are implemented in PyTorch and our experiments are run on one Tesla V100 GPU with 32GB
memory.
Different sketching on (10). We first study the behavior of different randomized strategies on the
subproblem (10) and assume that the directions in all layers are obtained by (12) to eliminate other
factors. ENG computes the direction of each layer by (7). The variants of SENG by uniform/leverage
score sampling with size 2048/8192 are called SENG-SU-2048, SENG-SU-8192, SENG-SN-2048
and SENG-SN-8192, respectively. The changes of the testing accuracy and training loss over time
and testing accuracy over epoch for five methods are reported in Figure 1. Compared with ENG,
the sketchy techniques accelerate the training time while all methods exhibit similar patterns in the
curves with respect to epoch. In addition, the sampling sizes and the sampling types do not affect
the performance much over epoch.
Different constructions of Uk. We show the performance of different construction methods of
Uk. The directions in all layers are given by (12) with a sketching matrix that uniformly samples
8192 rows. We denote SENG-SU-8192 by SENG-S for simplicity and SENG with (25) by SENG-
H. The variants of SENG with (24) are dubbed as SENG-A if ζ = 1 and SENG-D if ζ = 0.98.
The comparison for different variants is reported in Figure 2. We can see that SENG-S is better on
testing accuracy than other variants while the behavior of all methods is similar on the training loss
and training accuracy with respect to epoch.
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Figure 1: Comparison of different sketching variants of SENG.
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Figure 2: Comparison of different methods of constructing Uk.
Comparison with SGD and KFAC. Comparison results between our variants and the state-of-the-
art methods are reported in this part. SENG is implemented as Algorithm 2 where N = 106 and
Uk = USk . Moreover, we use uniform sampling with the sample size 8192 in (10) and ζ
l
A and ζ
l
G
are set to be 128 when both nlA and n
l
G are larger than 128 in (16). For SGD, the learning rate α0 is
carefully tuned to be 0.12.
The changes of the testing and training accuracy over epoch and testing accuracy over time are
reported in Figure 3. A summary of the computational results is further given in Table 5. In terms
of the time consumption per epoch, SENG is only slower than SGD, and faster than KFAC and
ENG due to different randomized strategies on different layers. On the other hand, the best testing
accuracy of SENG is only slightly worse than KFAC but better than SGD. In particular, SENG
attains a good testing accuracy of 93% in 530 seconds while KFAC and SGD need 577 and 542
seconds, respectively. The results also illustrate that our sketchy methods indeed accelerate ENG
with similar generalization abilities.
Table 2: A summary of the computational results on ResNet18.
SGD KFAC ENG SENG-S SENG
Best Test Acc 93.9% 94.6% 94.3% 94.3% 94.3%
Time Per Epoch 12.02 s 18.55 s 20.78 s 18.51 s 16.53 s
Time (90%) 374 s 577 s 644 s 575 s 513 s
Time (92%) 386 s 577 s 644 s 575 s 513 s
Time (93%) 542 s 577 s 665 s 594 s 530 s
Time (94%) NaN 670 s 1351 s 1186 s 1041 s
6 Conclusion
In this paper, we develop efficient sketching techniques for the empirical natural gradient method for
deep learning problems. Since the EFIM is usually low-rank, the corresponding direction is actually
a linear combination of the subsampled gradients based on the SMW formula. For layers whose
number of parameters is not huge, we construct a much smaller least squares problem by sketching
on the subsampled gradients. Otherwise, the quantities in the SMW formula is computed by using
the matrix-matrix representation of the gradients. We first approximate them by low-rank matrices,
then use sketching methods to compute the expensive parts. Global convergence is guaranteed under
some standard assumptions. Our numerical results show that the empirical natural gradient method
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Figure 3: Comparison results with SGD and KFAC.
with randomized techniques can be quite competitive with the state-of-the-art methods such as SGD
and KFAC. In the future, we will implement our method on MindSpore1, a unified training and
inference framework for device, edge and cloud in Huawei’s full-stack, all-scenario AI portfolio.
Source Codes
The PYTHON codes for SENG are available at https://github.com/taroxd/seng.
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Appendix
Proof of Lemma 3
Proof. The SVD decomposition of Uk is: Uk = NkΣkVk, whereNk ∈ Rn×ρk ,Σk ∈ Rρk×ρk , Vk ∈
R
ρk×̺ and ρk is the rank of Uk. Let g⊥k = gk − UkU †kgk = gk − NkN⊤k gk, where U †k is the
pseudoinverse of Uk. By the definition in (8) and (11),
bk = (λkI + U
⊤
k Uk)
−1(U⊤k gk) and bˆk = (λkI + U
⊤
k Ω
⊤
k ΩkUk)
−1(U⊤k Ω
⊤
k Ωkgk),
we have:
(λkI + U
⊤
k Ω
⊤
k ΩkUk)(bˆk − bk)
=U⊤k Ω
⊤
k Ωkg
⊥
k + U
⊤
k Ω
⊤
k ΩkUkU
†
kgk − (λkI + U⊤k Ω⊤k ΩkUk)(λkI + U⊤k Uk)−1U⊤k gk
=U⊤k Ω
⊤
k Ωkg
⊥
k − λkU †kgk + (λkI + U⊤k Ω⊤k ΩkUk)(λkI + U⊤k Uk)−1[(λkI + U⊤k Uk)U †kgk − U⊤k gk]
=U⊤k Ω
⊤
k Ωkg
⊥
k + λk(U
⊤
k Ω
⊤
k ΩkUk − U⊤k Uk)(λkI + U⊤k Uk)−1U †kgk.
(27)
The last equality follows from the fact that U⊤k UkU
†
kgk = U
⊤
k gk. By Assumption A.2, we know
U⊤k Uk + λkI is positive definite. We define:
(U⊤k Uk + λkI)
−1/2(λkI + U⊤k Ω
⊤
k ΩkUk)(bˆk − bk) := Πk +∆k, (28)
where
Πk =(U
⊤
k Uk + λkI)
−1/2U⊤k Ω
⊤
k Ωkg
⊥
k = V
⊤
k (Σ
2
k + λkI)
−1/2ΣkN⊤k Ω
⊤
k Ωkg
⊥
k
∆k =λk(U
⊤
k Uk + λkI)
−1/2(U⊤k Ω
⊤
k ΩkUk − U⊤k Uk)(λkI + U⊤k Uk)−1U †kgk
=λkV
⊤
k Σk(Σ
2
k + λkI)
−1/2(N⊤k Ω
⊤
k ΩkNk − I)(Σ2k + λkI)−1N⊤k gk.
By Assumption B.1, it holds with probability 1− δk:
(1− ηk)I  N⊤k Ω⊤k ΩkNk  (1 + ηk)I.
By left multiplication V ⊤k Σ
⊤
k , right multiplicationΣkVk to each matrix and using the factN
⊤
k Nk =
I , we have
(1− ηk)U⊤k Uk  U⊤k Ω⊤k ΩkUk  (1 + ηk)U⊤k Uk.
This implies
(1 − ηk)(λkI + U⊤k Uk)  (λkI + U⊤k Ω⊤k ΩkUk)  (1 + ηk)(λkI + U⊤k Uk).
Hence, we have
(1− ηk)I  (U⊤k Uk + λkI)−1/2(λkI + U⊤k Ω⊤k ΩkUk)(U⊤k Uk + λkI)−1/2  (1 + ηk)I,
which yields
‖(U⊤k Uk + λkI)1/2(bˆk − bk)‖2
≤‖[(U⊤k Uk + λkI)−1/2(λkI + U⊤k Ω⊤k ΩkUk)(U⊤k Uk + λkI)−1/2]−1‖2‖Πk +∆k‖2
≤ 1
1− ηk ‖Πk +∆k‖2 ≤
1
1− ηk (‖Πk‖2 + ‖∆k‖2).
By usingN⊤k g
⊥
k = 0 and Assumption B.2, we have with probability 1− δk:
‖Πk‖2 ≤ ‖(Σ2k + λkI)−1/2Σk‖2‖N⊤k Ω⊤k Ωkg⊥k −N⊤k g⊥k ‖2
≤ √ǫk‖(Σ2k + λkI)−1/2Σk‖2‖g⊥k ‖2
≤ √ǫk‖g⊥k ‖2 ≤
√
ǫk‖gk‖2.
(29)
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By using Assumptions A.2 and B.1, we have with probability 1− δk:
‖∆k‖2 ≤ λk‖Σk(Σ2k + λkI)−1/2(N⊤k Ω⊤k ΩkNk − I)(Σ2k + λkI)−1N⊤k gk‖2
≤ λkηk‖Σk(Σ2k + λkI)−1/2‖2‖(Σ2k + λkI)−1‖2‖N⊤k gk‖2
≤ ηk‖Σk(Σ2k + λkI)−1/2‖2‖N⊤k gk‖2
≤ ηk‖gk‖2.
(30)
By Assumption A.2 and combining (28), (30) and (29), we have
‖bˆk − bk‖2 ≤ 1√
h1
√
ǫk + ηk
1− ηk ‖gk‖2 (31)
with probability 1− δk and this completes the proof of Lemma 3.
Proof of Theorem 4
Proof. By the defintion (7) and (12), we have dˆk − dk = 1λkUk(bˆk − bk). Since ‖Uk‖22 ≤ ‖λkI +
UkU
⊤
k ‖2 ≤ h2, we obtain ‖Uk‖2 ≤
√
h2. It follows that
‖dk − dˆk‖2 ≤
√
h2
h1
√
ǫk + ηk
λk(1− ηk)‖gk‖2 =
√
h2
h1
tk‖gk‖2, (32)
where tk =
√
ǫk+ηk
λk(1−ηk) . It follows from Assumptions A.1-A.2 that
−h−11 ‖gk‖22 ≤ 〈gk, dk〉 =
〈
gk,−(Bk + λkI)−1gk
〉 ≤ −h−12 ‖gk‖22 (33)
and
‖dk‖22 = ‖(Bk + λkI)−1gk‖22 ≤ h−21 ‖gk‖22. (34)
Combining (33), (34), (32) and Assumptions A.1, B.2, it holds with probability 1− δk:
Ψ(θk+1) ≤ Ψ(θk) + 〈gk, θk+1 − θk〉+ LΨ
2
‖θk+1 − θk‖22
≤ Ψ(θk) +
〈
gk, αk(dk + dˆk − dk)
〉
+ LΨα
2
k
[
‖dk‖22 + ‖dˆk − dk‖22
]
≤ Ψ(θk)− (αkh−12 − LΨα2kh−21 )‖gk‖22 + αk
√
h2
h1
tk‖gk‖22 + LΨα2k
h2
h1
t2k‖gk‖22
= Ψ(θk)− αk
(
h−12 − LΨαkh−21 −
√
h2
h1
tk − LΨαk h2
h1
t2k
)
‖gk‖22.
(35)
If αk ≤ min{ 12LΨ ,
h2
1
2LΨh2
}, we have
1
h2
− LΨαk 1
h21
>
1
2h2
.
If tk <
−2
√
h2
h1
+
√
4
h2
h1
+
2h1
h2
2h1
, we obtain(
h−12 − LΨαkh−21 −
√
h2
h1
tk − LΨαk h2
h1
t2k
)
>
1
2h2
−
√
h2
h1
tk − 1
2
h1t
2
k >
1
4h2
. (36)
Let ǫk and ηk be small enough so that tk is small. This can be achieved by choosing suitable sample
sizes. Combining (36) and (35) yields
Ψ(θk+1) ≤ Ψ(θk)− αk
4h2
‖gk‖22. (37)
This completes the proof of Theorem 4.
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Proof of Corollary 5
Proof. Define the corresponding events of Lemma 3 by Γk. Then, we have
P(Γk) = 1− δk
and this implies P(∩∞k=1Γk) = Π∞i=1(1− δk). The deductions in the next are on the events ∩∞k=1Γk.
Summing over the inequality (37) gives
∞∑
k=1
αk
4h2
‖Ψ(θk)‖22 ≤ Ψ(θ1)−Ψ∗. (38)
Therefore, we have
∑∞
k=1 αk‖∇Ψ(θk)‖22 < ∞ and infer that αk‖∇Ψ(θk)‖22 → 0, k → ∞. Since∑∞
k=1 αk = ∞, we can conclude that there is a subsequence {oi}i such that {‖∇Ψ(θoi)‖22 → 0},
which is equivalent to
lim
k→∞
inf ‖∇Ψ(θk)‖2 = 0. (39)
By Assumption A.2, (32) and (38), we obtain
∞∑
k=1
α−1k ‖θk+1 − θk‖22 =
∞∑
k=1
αk‖dk − dk + dˆk‖22 ≤
∞∑
k=1
αk(h
−2
1 +
h2
h1
t2k)‖∇Ψ(θk)‖22 <∞.
(40)
The last inequality follows from the fact that tk has an upper bound. Next, we prove the result by
contradiction. Assume that there exists ǫ > 0 and two increasing sequences {pi}i, {qi}i such that
pi < qi and
‖∇Ψ(θpi)‖2 ≥ 2ǫ, ‖∇Ψ(θqi)‖2 < ǫ, ‖∇Ψ(θk)‖2 ≥ ǫ,
for k = pi + 1, . . . , qi − 1. Thus, it follows that
ǫ2
∞∑
i=0
qi−1∑
k=pi
αk ≤
∞∑
i=0
qi−1∑
k=pi
αk‖∇Ψ(θk)‖22 ≤
∞∑
k=0
αk‖∇Ψ(θk)‖22 <∞. (41)
Setting ζi =
∑qi−1
k=pi
αk implies ζi → 0. Then by the Hölder’s inequality and (40), we obtain
‖θpi − θqi‖2 ≤
√
ζi[
qi−1∑
k=pi
α−1k ‖θk+1 − θk‖22]1/2 → 0.
Due to the Lipschitz property of ∇Ψ, we have limi→∞ ‖∇Ψ(θpi) − ∇Ψ(θqi)‖2 → 0 , which is a
contradiction. This implies limk→∞ ‖∇Ψ(θk)‖2 = 0 with probabilityΠ∞k=1(1− δk) and completes
the proof.
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