The ACL Workshop on Statistical Machine Translation proposed a translation shared task focused on European language pairs. Participants used their systems to translate into the target language a test set of unseen sentences in the source language. Involved languages were French, English, Spanish, German, Czech and Hungarian. The goal of this work is to quantitatively compare the translations generated by different systems. In particular, a selection of submitted runs for the French-English, German-English and SpanishEnglish tasks were analyzed. The systems involved in our investigation cover all the main approaches to machine translation, that is rule-based, statistical, example-based and hybrid.
INTRODUCTION
Machine translation (MT) is the use of a mechanical device such as computer to translate texts or utterances of a natural language into another natural language. An MT system expects texts in a specific language as input and produces a text with a corresponding meaning in a different language as output. MT can be seen as a decision problem where we have to decide on the best of target language text matching a source language text.
Automatic MT evaluation is a mean of scoring the output from an MT system with respect to a set of human reference translations. The basic principle is that a translation is good if it is close to a member of such a set. People are interested in this measure because it can provide immediate feedback compared with human judgments, although its correlation with human evaluation of accuracy and fluency is not perfect and still under investigation.
Recent work on statistical MT (SMT) has lead to a significant progress in coverage and quality of translation technology. At present time MT systems mainly follow three different approaches: statistical, rule based and example based. Phrasebased SMT systems are trained from the parallel corpora [1] and originated from the IBM models [2] . Rule based machine translation (RBMT) systems rely on rules and linguistic resources built for that purpose. Example based machine translation (EBMT) is comparatively a new approach, used by decoding knowledge from a bilingual text. Chen et al., (2007) describes an architecture that allows to combine SMT with one or multiple RBMT systems in a multiengine setup which can be termed as a type of hybrid system [3] .
The shared task of ACL-2008 Workshop on SMT proposed shared task translation between 10 pairs of European languages. Around thirty systems from different universities and companies participated to the task for different language pairs [4] . This report presents an analysis of the output of various systems participated to the French to English, Spanish to English and German to English language pair tasks. The system comparison is made as defined in the following section.
We ask that authors follow some simple guidelines. In essence, we ask you to make your paper look exactly like this document. The easiest way to do this is simply to download the template, and replace the content with your own material.
COMPARISON METHOD
This work aims at comparing the translations generated by the systems that participated to the shared task. The rationale behind this investigation is to verify if systems sharing the approach, rule-based, example-based or statistical, also provide similar outputs. The comparison is quantitative and made by computing the score of an automatic evaluation metric, the BLEU score (see Section 2.1), for each pair of systems, taking as hypothesis the output from one system and as reference the output of the other system. Once the scores are available for each pair, the matrix collecting them can be analyzed for finding regularities in the behavior of MT systems.
The BLEU Score
BLEU was developed by Kishore Papineni and others in 2002 [5] . Papineni's argument is: how does one measure translation performance? One of the answers they provided is: the closer the MT is to a professional human translation, the better it is. BLEU is an automatic evaluation metric based on the matching of n-gram of words. To compute the BLEU score, one has to count the number of n-grams in the hypothesized translation that have a match in the corresponding reference translation. That is the precision pn is computed as:
where h is the hypothesis, Countmatched(n-gram) is the count of n-grams found both in the hypothesis and reference. Count(n-gram) is the count of n-grams in the hypothesis and TS is the test set. Typically, precisions are computed for n=1..4.
Multiple reference translations are also used to increase accuracy where paraphrases may exist. In this case, BLEU uses a modified n-gram precision. This precision clips the count for each n-gram in any test translation to prevent it from exceeding the count of this n-gram in the best matching reference translation.
Since BLEU is precision based and recall is difficult to formulate over multiple reference translations, a brevity penalty is introduced to compensate for the possibility of proposing high precision hypothesis translations which are too short. IBM's formula for calculating the BLEU score is [6] :
where the precision factor is the geometric mean of single ngram precision:
while the brevity penalty is calculated as:
where LenH is the length of the corpus of hypothesis translations, and LenR is the effective reference corpus length. In case of multiple references, it is calculated as the sum of the single reference translation from each set which is closest to the hypothesis translation.
One of the main limitations of the BLEU is that since the evaluation is simply based on n-gram matching, it is possible to give the same score to sentences with completely different meaning by switching words/n-grams. Moreover in the calculation of the BLEU score, longer n-grams dominate the shorter n-grams.
DESCRIPTIONS OF SYSTEMS
In this section, a brief description of each of the systems participating to the shared task is provided; first, however, an overview of the different approaches to MT is supplied.
Rule Based Machine Translation
RBMT needs linguistic knowledge to create appropriate rules of translation. RBMT paradigm is associated with systems that rely on different linguistic levels of rules for translation between the source and the target language. The prototypical example is Rosetta [7] , an interlingual system which divides translation rules in two categories [8] . One is "M-rules", which are "meaning-preserving rules", that is map's between syntactic trees and underlying meaning structures, the other is "S-rules", which are "non-meaningful rules", that is map's lexical items and syntatic trees.
In RBMT, a grammar is comprised with a lot of rewriting rules [9] [10] . Translation is carried out by repeating pattern matching and transformation of tree or graph structures that represent the syntax or semantics of a sentence. A great part of the processing time is spent in pattern matching which mostly results in failure. The key to improve the processing efficiency is how to avoid the pattern matching that results in failure. A number of methods such as the Rete pattern match algorithm [11] have been developed.
Example Based Machine Translation
EBMT is about how to decode knowledge from bilingual texts, where the knowledge seems to have no overt formal representation or any encoding scheme. The EBMT approach became popular soon after some positive results were published in a number of papers demonstrating its plausibility. Sato and Nagao [12] investigated the problem of example selection by approximate (or inexact) matching of input sentences and example sentences, using a similarity measure. By around 1993, EBMT had become an established research field of MT and many example-based techniques were applied to various MT tasks. [13] attempted the example-based translation of computer technical terms with respect to the focus term and its surrounding contexts.
An example is a pair (or couple) of texts in two languages that are a translation of each other. The texts can be of any size at any linguistic unit: words, phrase, clause, sentence, and paragraph. A critical issue that needs to be examined closely in this context is the number of examples over a large-scale bilingual corpus, which can be unlimited in practice. The example number can be exponentially large in respect to the corpus size, if all possible examples from a bilingual corpus are selected. Consequently, the problems of scale of EBMT might arise, because any fragment of a sentence can be an example.
Statistical Machine Translation
Pure SMT is relatively a new research area. SMT has been introduced by the research group at IBM [14] in 1990. They introduced the concept of alignment models to describe the dependencies between source and target language words [2] and developed a search algorithm for these models based on the paradigm of stack decoding. A SMT model is a mathematical model in which the process of human language translation is statistically modeled [15] . Model parameters are automatically estimated using a corpus of translation pairs. Unfortunately, even for simple translation models, the search problem is NP complete. Various research groups tried to extend the IBM work to develop more efficient search algorithms by using suitable simplifications and applying better optimization methods. A major disadvantage of the baseline IBM alignment models is that they do not take word context into account. A partial solution to this problem is phrase based SMT [1] , where word sequences (phrases) are translated rather than single words, providing SMT with a robustness in word selection and local word reordering.
Hybrid Systems
The traditional RBMT system is expensive in terms of formulating rules. It easily introduces inconsistencies, and it is too rigid to be robust. In contrast, the SMT system is based on noisy channel model and is robust in processing partial and ill-formed sentences. The computation time in processing long sentences sharply increases as the number of words increases. The EBMT heavily depends on the quality of collected examples and the similarity measures between examples and input sentences. When the matched units are subsentential structures (e.g., phrase structures), the performance of such a system is better than that of a word-level system. As for the knowledge-based system the difficulties are in how the knowledge is represented, how fine the knowledge is, and what the inference engine is. In addition, the cost of compiling knowledge is expensive.
The hybrid design is an effort to produce a method that makes the most of the strengths of above mentioned methods and that compensate for their weaknesses. At AMTA 2004 and MT Summit 2005 just about all commercial MT developers also claimed to have hybrid systems. Much current research in MT is neither based purely on linguistic knowledge nor on statistics, but includes some degree of hybridization.
The hybridization of MT approaches attempted so far, primarily concentrates on two aspects: the technical aspect and the improved translation quality. A prominent example is
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a parallel run of two or more different MT engines and the combination of their output. Table 1 lists the participants, to the translation shared task whose runs we have investigated. A short description of the systems are given bellow. The Cambridge University Engineering Department SMT system follow the Transducer Translation Model, a phrase based generative model of translation that applies a series of transformation specified by a conditional probability distribution and encoded as Weighted Finite State Transducers [16] . LIMSI used an SMT system based on Moses toolkit. For Europarl, n-best rescoring was performed using an enhanced n-gram or a neuronal language model [17] . University of Edinburgh's system used the Moses decoder which follow the phrase based SMT approach, with default setting as a starting point. They added minimum Bayes risk decoding and reordering constraints to the decoder [18] . For their SMT system, Carnegie Mellon University SMT applied the methods of weighting sentence pair using language models, and extended the general weighting method to genre-dependent weight [19] . The Carnegie Mellon University Statistical Transfer (Stat-XFER) is a transfer engine using two language-pairdependent resources: a grammar of weighted synchronous context-free rules, and a probabilistic bilingual lexicon of syntax-based word and phrase level translation [20] . RBMT1 to RBMT6 are Rule Based Machine translation systems from six companies, namely Babelfish, Lingenio, Lucy, OpenLogos, ProMT, SDL with anonymized ordering [4] . The system of Systran was a rule based system that in recent years began integrating statistical features and corpus based model [21] . Dublin City University's MATREX (Machine Translation using Examples) is a data-driven MT. It is a hybrid system which exploits EBMT and SMT techniques to build a combined translation model [22] . LIUM/Systran is a joint project between the University of Le Mans and company Systran. It is a hybrid system. They combine the data driven approaches and the concentrated knowledge present in RBMT resources [23] . University of Saarbruecken uses a hybrid system of SMT and RBMT in a multi engine setup. It is a variant of standard SMT technology to align translation from one or more RBMT system with the source text and incorporated phrases extracted from these alignments into the phrase table of the SMT system [24] . It uses Moses to find good combination of phrases from SMT training data with the phrases derived from RBMT. University College London's system uses a hybrid system of classic phrase-based SMT model and the kernel regression model [25] . First, for each source sentence a small relevant set of sentence pairs are retrieved from the large scale parallel corpus. Then the regression model is trained on this small relevant set only as a sparse approximation of the regression hyperplane trained on the entire training set.
Systems participating in Shared Task

RESULTS
The first part of this section provides a brief description of data used for the experiments while the second part provides the findings of experiments and a brief description of results for different systems.
Data
For our investigation we have compared the automatic translations provided by the systems on the Europarl test2008 data set. Table 2 shows the test set statistics. Table 3 shows intra-system Bleu scores computed on the outputs of the French-to-English task. It can be noted that higher scores refer to pairs of pure statistical-based systems (CUED, LIMSI and UEDIN) and hybrid systems which include a statistical component (LIUM-SYSTRAN, DCU). It is not surprising to observe that the highest score corresponds to the pair of Moses-based systems (UEDIN and LIMSI). Anyway, also CUED, which is an SMT system not based on Moses, shows high scores with the other SMT systems: this should mean that the similarity of translations from statistical systems is due to the approach rather than the actual implementation. On the other side, the scores of pairs where at least one system is rule or example-based vary greatly and are quite lower than scores of pairs of systems based on statistics.For example, the BLEU scores computed on any translation of the three commercial RBMT systems do not exceed 48.31, the maximum corresponding to the pair RBMT3 and 6, and typically is below 40. Also SYSTRAN output is quite different from any other translation, its BLEU scores ranging in the 34-54 interval. Interestingly, the LIUM-SYSTRAN system seems to generate translations similar to the other statistical-based systems (68-79) but not to the SYSTRAN output (53.7). Tables 4 and 5 are the analogous of Table 3 for the SpanishEnglish and German-English tasks, respectively. On the basis of reported figures, quite similar considerations can also be made for these tasks. Note that German-English scores are lower than those of the other two tables; this could be due to the fact that since this is a more difficult task, systems are wrong more often and errors, by their own nature, are different because randomly investigated.
Experiments
CONCLUSION
In this work we have compared some of the runs submitted to the translation shared task of the ACL 2008 Workshop on SMT. The investigation regarded three language pairs, French-English, German-English and Spanish-English, and systems implemented following different approaches to MT, namely the rule-based, the statistical, the example-based and the hybrid one. The quantitative comparison was based on the BLEU score.
A clear outcome of our analysis is that statistical-based systems generate similar translations, whatever their implementation; in fact, high BLEU scores (denoting high correlation) were observed for pairs involving not only Moses-based systems, but also other statistical systems. Similar translations are generated also by hybrid systems which include a statistical component.
On the contrary, rule-and example-based systems do not show such a behavior. The BLEU scores measured for translation pairs where at least one output is from a nonstatistical system are quite low. It is worth to notice that this is true also for Systran and commercial systems, showing that on the market one can expect to find MT systems that differ significantly.
An interesting result of our work regards system combination. It is known that when translations from different systems are combined with the goal of improving the overall quality, it is convenient that translations differ as much as possible. Our study suggests not forget to include outputs from nonstatistical engines.
