Abstract. This paper presents a family of transforms which share many properties with the Fourier transform. We prove that these transforms are isometries on L 2 (R) and have the same scaling property. The transforms can be chosen to leave functions of Gaussian or super-Gaussian type invariant. We also establish short-time analogs of these transforms.
Introduction
The Fourier transform is central to many results in science, engineering and mathematics. It facilitates the extraction of frequency information from a function with suitable integrability properties. There are at least three incarnations of the Fourier transform: One can understand it as an integral transform that applies to Lebesgue-integrable functions, or with an appropriate normalization it can be viewed as a unitary map on the Hilbert space L 2 (R), and it is also possible to define the Fourier transform of distributions by appealing to duality. Gaussians are intimately connected to the structure of the Fourier transform, for example in their role as minimizers of uncertainty measures. This connection is also relevant for the short-time Fourier transform, a modification which extracts local frequency information by modulating with a sliding window and subsequently applying the Fourier transform.
In this paper we address the question if the Fourier transform can be generalized in some way so that a more general frequency and time-frequency analysis can be performed. To uncover a more general family of integral transforms, we start with some of the most fundamental properties of the Fourier transform. The Fourier transform of any f ∈ L 1 (R) is by our convention Ff (ω) = (2π)
When restricted to L 1 (R) ∩ L 2 (R) it can be shown to be an isometry for the L 2 -norm with a dense range in L 2 (R) [3] , and thus F extends to a unitary map on L 2 (R). Abusing notation, we denote the integral transform and the associated unitary map with the same symbol F. In terms of the inner product and any two functions f and g in L 2 (R), the unitarity is expressed as Ff, g = f, F −1 g . Another fundamental property of the Fourier transform is its behavior under dilations, which gives a glimpse of the uncertainty principle. We denote by D α the dilation operator for any given α > 0, D α f (t) = f (t/α) √ α, defined for f ∈ L 2 (R), and almost every t ∈ R. We then have for α > 0 the intertwining relationship FD α = D α −1 F . The main results in this paper establish that there is a family of integral transforms {Φ n } ∞ n=1 , each Φ n densely defined on L 2 (R) which generalize the properties of the Fourier transform in the following way:
(1) If g n (t) = e − t 2n 2n , n ∈ N, then Φ n g n = g n . ( 2) The map Φ n is an isometry when restricted to a dense subspace of L 2 (R) and it has a dense range, so it uniquely extends to a unitary on L 2 (R). (3) The eigenvalues and spectrum of Φ n are comprised of ±1, ±i. (4) Each Φ n satisfies the intertwining relation with dilations: for α > 0, Φ n D α = D α −1 Φ n .
1
The Gaussian is a special case of a family of the Gaussian-like functions {g n } ∞ n=1 featured in property (1) , hereafter referred to as n-Gaussians. The guiding principle for this paper is to retain as many properties of the Fourier transform as possible while demanding that it leaves the nGaussian invariant. In particular, the Fourier transform emerges as the special case F = Φ 1 . In addition to introducing the transforms Φ n and their properties, we show that they give rise to associated short-time transforms which generalize the short-time Fourier transform.
The remainder of this paper is organized as follows. In Section 2, we develop the family of integral transforms and their kernels. In Section 3, we discuss the function space upon which Φ n can be defined, establish properties (1), (2) and (4) for the family of integral transforms, extend them to be defined on all of L 2 (R) and show that the family is unitary on L 2 (R). In Section 4, we show property (3) and demonstrate some eigenfunctions of the transforms. In Section 5, we develop short-time analogues for the family of integral transforms and establish some identical results to those of the short-time Fourier transform.
A Family of Integral Transforms
We wish to consider only integral transforms which mimic the behavior of F under dilations, in accordance with property (4). As we see in the following proposition, this is a simple consequence if we restrict our choice to maps of the form
associated with a function ϕ n . These maps are then defined for ω ∈ R and any suitable function f ∈ L 2 (R) for which t → ϕ n (ωt)f (t) is integrable.
Proof. We abbreviate f α (t) = D α f (t) = f (t/α)/ √ α, then we wish to show Φ n f α (ω) = √ αΦ n f (αω). A simple substitution in the stipulated form (2.1) of Φ n gives the desired behavior.
We formally define the family of generalized Gaussian functions. Definition 1. For n ∈ N, the n-Gaussian is the function g n ∈ L 2 (R)
2n . By analogy with the Fourier transform, we require in (1) that g n be invariant under Φ n . With the stipulated form for the integral kernel, this becomes
2n dt.
From the properties, we next deduce some consequences for ϕ n . We write
where c n and s n are real-valued. The function c n cannot be uniquely determined from (2.2) as any odd, slowly-growing function can be added to it and the integration against the n-Gaussian would be unchanged. Similarly, s n must be orthogonal to the n-Gaussians for all ω ∈ R, otherwise the right side of (2.2) would become complex whereas the left side is pure real. These observations suggest that s n should be an odd function and that c n be even. We will refer to the even part of Φ n as the integral operator defined by the real, even part of the kernel, and similarly we will refer to the odd part of Φ n as the integral operator defined by the imaginary, odd part of the kernel. For now we will consider the even part of the transform, as it can be easily established from (2.2). To determine c n uniquely we require that it be analytic so that it is given by a power series to further parallel Fourier theory.
Definition 2. Let n ∈ N, l ∈ N 0 and c(n; l) = (−1) l n (2n)
We then define c n as the entire function with the series
Lemma 1. Let the function c n be as in (2.4), then it satisfies the integral equation, for ω ∈ R,
Proof. If the series given by (2.6)
2n dt converges absolutely for all ω ∈ R, then the integral and summation in (2.5) can be exchanged by the Fubini-Tonelli theorem. Substituting y = t 2n 2n in the integral in (2.6) yields
Inserting this expression into (2.6) yields the following series (2.7)
This series converges absolutely for all ω ∈ R and so the integration and summation can be exchanged in (2.5), resulting in e
2n and thus the lemma is proved.
The function c n is related to Bessel functions of the first kind. These functions form a oneparameter family {J ν } ν∈R with an integral representation
Lemma 2. The function c n as defined above is expressed as
|η| n n where for ν ∈ R, J ν is the Bessel function of the first kind of order ν.
Proof. We first define the auxiliary function
Term-by-term differentiation shows that the function h n solves the differential equation
on R + and has the initial values h n (0) = n(2n)
Γ( as an integrating factor gives the relationship between h n and J ν for t > 0,
Next, we note that h n (0) = 0 requires ν = −1 + 1 2n . With this choice of ν, inserting t = |η n |/n gives the claimed identity c n (η) = h n (|η| n /n).
The relationship to Bessel functions provides us with a bound for c n .
Lemma 3. For each n ∈ N there exists a constant C n such that c n is bounded by
Proof. The existence of C n when restricting the inequality to η in a given interval [−L, L] ⊂ R for a fixed L > 0 follows from the analyticity of c n and the vanishing derivatives at the origin. This means it is enough to prove the bound for the complement of the interval.
We establish this with the relation to J ν , ν = −1 + 
This implies
We conclude that if we choose L n /n > 1 − 1/2n then for all η ∈ [−L, L] the claimed bound holds with some C n , which complements the bound established on [−L, L].
Remark. For large values of |η|, the known asymptotics of Bessel functions [9] implies
This means that our estimate is not sharp, but for the following analysis any polynomial bound will suffice.
As noted above, there is no simple way to construct s n from (2.2); returning to Fourier transform theory, it is clear that c 1 (η) =
and
. We note that the (distributional) Hilbert transform maps c 1 to s 1 . This motivates the following definition. Definition 3. Let n ∈ N and c n be given as above, then we define
where H denotes the Hilbert transform on the space of tempered distributions.
Next, we wish to show that s n is, in fact, a function so that one can understand Φ n as an integral transform, when its domain is suitably chosen. To this end, we recall analytic representations and Plemelj relations [6] for distributions on the space D of smooth, compactly supported functions or for distributions on the test function space S.
Theorem 1 ([6, Theorem 1.2]). If f ∈ S ′ then there exists a function F which is analytic in C \ R, and there exist m, k ∈ N and M > 0 such that
Definition 4. For f ∈ S ′ any function F with the properties specified in the preceding theorem is called an analytic representation of f . The Hilbert transform of f with respect to the analytic representation F is then the distribution Hf characterized by the values
A concrete analytic representation of regular distributions is obtained in the following way [8] .
. If a function f is continuous on R and has at most polynomial growth, so |f (t)| ≤ C(1 + t 2 ) m for all t ∈ R with some C > 0, m ∈ N then f is a tempered distribution with analytic representation
This lemma immediately applies to c n . In our case, the analyticity of c n simplifies the proof, so we sketch it here to keep the exposition self-contained.
Corollary. If f is the restriction of an entire function to R and |f (t)| ≤ C(1 + t 2 ) m for all t ∈ R with some C > 0, m ∈ N then f is a tempered distribution with analytic representation as in the preceding lemma.
Proof. If f is the restriction of an entire functionf , then g :
. By the assumed bound on f , we have g ∈ L 2 (R). Using a dominated convergence argument then shows that the integral
defines an analytic function G on C\R. Moreover, the sum G(t+iǫ)−G(t−iǫ) can be complemented to an integral over a closed contour in the vicinity of the real number line, and by residue calculus it converges to g(t) as ǫ → 0. This convergence can be shown to be in S ′ . Consequently, F ǫ converges to f in S ′ .
Corollary. If c n is given as above, then as a tempered distribution it has an analytic representation. Moreover, the Hilbert transform of c n is a regular distribution, so s n is a function. Additionally, it is real analytic due c n being real analytic and the Hilbert transform commuting with differentiation. Therefore the kernel ϕ n is real analytic.
For each even test function φ, integration against s n gives 0 since s n is an odd function. Likewise the integration of an odd test function against c n gives 0 since c n is an even function. This duality will allow us to consider even and odd functions independently, which will allow us to prove results for the even part of Φ n and the odd part of Φ n separately. With this understanding of s n , we have the following compact notation for ϕ n :
Since ϕ n is indeed a function, the scaling property in Proposition 1 holds and so property (4) holds on a suitable test function space. As noted above,
e −iη and so the Fourier transform emerges. The explicit expression for ϕ 2 is given by
where H ν is the Struve H function [4] .
3. Properties of Φ n 3.1. The Domain of Definition. When developing the Fourier transform to full generality, it is often first defined on functions in L 1 (R) and then extended by considering limits of Cauchy sequences in the dense subset
For such functions, the results from the theory on L 1 (R) are true as well. It is by no surprise then that we must employ a similar technique in the present setting with a caveat: because the kernels diverge at infinity, the dense subspace on which the integral transforms are defined cannot be all of L 1 (R) ∩ L 2 (R) as integrals would not be assured to converge.
Definition 5.
Let n ∈ N, we define the Φ n transform of a function g, when it exists, to be
For convenience, we define the following function:
This function is the Haar scaling function from wavelet theory from which we define the following for j, k ∈ Z:
For fixed j denote the vector space generated by φ j,k by V j . It is easy to see that V j ⊂ V j+1 and the closed linear span of j V j is L 2 (R) [1] . Motivated by the even nature of the real part of the kernel and the odd nature of the imaginary part of the kernel, we write V j as the direct sum of two orthogonal subspaces: V j + and V j − ; these subspaces are the symmetric and antisymmetric subspaces of V j , respectively. Since ϕ n is an analytic function and φ + j,k is compactly supported, Φ n φ + j,k is defined and so it is natural to examine the behavior of the even part of Φ n on these functions. However, for reasons discussed below, we shall define the odd part of Φ n on H(V j + ) taking the place of V j − . As the Hilbert transform is unitary on L 2 (R), we have that the closed linear span of j H( Therefore since the closed linear span of j V j + is the even functions in L 2 (R), it follows that the closed linear span of j V j + ⊕ H(V j + ) will again be L 2 (R) since any function may be decomposed into an even and odd part.
Due to the distributional nature of s n , the definition for Φ n on odd functions can be rewritten in terms of the distributional Hilbert transform.
Proof. If ω = 0, both sides are clearly 0 since g is odd and sgn(0) = 0. If ω = 0, we have
Here we have used that H(g(α·))(t) = sgn(α)Hg(αt) for α ∈ R − {0} [5] , the distributional definition of s n and the distributional nature of the integral in (3.2). Clearly the final integral exists for all g ∈ H(V j + ) since Hg ∈ V j + .
With the equivalent formulation of the odd part of Φ n established, it remains to show the aforementioned properties (2)-(3). We begin by showing that (2) holds on V j + ⊕ H(V j + ).
3.2.
Preservation of the L 2 Inner Product. We first show that Φ n preserves the L 2 inner product on functions in V j + since its form is explicitly known. Returning to (3.2) we see that there is an intertwining between the even and odd part of the integral transform and thus by proving results on the even part of Φ n , we hope to show the same properties for the odd part of Φ n .
Proof. Let j, k ∈ Z and φ , then we have
Making the change of variable z = t n and letting a =
n and α = |ω| n n , we have
From Watson [9] , we have that when β > 0 and ν > −1
After a change of variable, the previous equality can be seen to be equivalent to
Then we have
Since g ∈ V j + , it can be written
where k runs over some finite subset of Z. To show that Φ n g, Φ n g = g, g , we must show that
Letting z = ω n n , this becomes
We now consider two cases:
It follows then that Φ n φ
is an orthogonal basis for V j + . Returning to g as above, we have
And so Φ n is an isometry on V j + .
3.2.2.
On H(V j + ). The proof for the preservation of the L 2 inner product on H(V j + ) by Φ n follows very quickly from the preservation of the L 2 inner product on V j + by Φ n and makes critical use of the alternate expression for Φ n given in (3.2).
Lemma 6. Φ n preserves the L 2 inner product on H(V j + ), i.e. for all g ∈ H(V j + ),
Proof. Let g ∈ H(V j + ). We have that
where we have made use of (3.2), Lemma 5 and the unitarity of the Hilbert transform. Hence Φ n is an isometry on H(V j + ). We now state the theorem.
Theorem 2. Φ n is an isometry on
Proof. Let g ∈ V j + ⊕ H(V j + ). We decompose g according to its even and odd parts as so: g = g + + g − , where g + is the even part of g and g − is the odd part of g. Then
where we have made use of the even-and odd-ness of the kernel of transform and Lemmas 5 and 6. Therefore Φ n :
is an isometry and the theorem is proved.
3.3. Unitarity. Just as the Fourier transform can be extended from an isometry on L 1 (R) ∩ L 2 (R) to a unitary operator on L 2 (R), we wish to do the same for Φ n . We first show that a multiplication property holds for Φ n , extend Φ n to all of L 2 (R) and prove that the extension is a unitary operator on L 2 (R).
Lemma 7. Let j ∈ Z and g, h ∈ V j + , then
Proof. The function f (ω, t) = c n (ωt)g(t)h(ω) is an integrable function on R 2 because c n is bounded on compact sets in R 2 and integration against g and h is equivalent to integrating c n over a box in R 2 . Thus by Fubini's theorem, we may change the order of integration in (3.6):
This establishes the result.
3.3.2.
On H(V j + ). Prior to showing the multiplication property on H(V j + ), a preliminary result must be obtained. Let t ∈ R − {0} be fixed, h ∈ L 2 (R) be odd and g(ω) = 1 t ωh(ω), then by 4.36 in King [5] ,
For convenience we defineh t (ω) = 1 ω h t ω . Having established the aforementioned identity, we may now explore the action of Φ n on H(V j + ).
Proof. Let G ω (t) = 1 |ω| g t ω , then from the alternate form for Φ n given in (3.2), we have the following:
The integral on the right side of the equation clearly exists since-as proved in Section 3.1-both Φ n HG ω (1) and h(ω) are in L 2 (R). Making use of Cauchy-Schwarz we have that
where || · || is the L 2 norm. Because the expression in (3.9) is bounded, we may apply Fubini's theorem to change the order of integration and so we have
The last equality follows from Equation 4.30 in [5] and the definition of G ω given above. Making a change of variable ω → t ω , it follows that
The last equality follows from (3.7). If we reorder the above integrals using the same reasoning as before (in reverse order) and define
where the last equality follows from the alternate definition for Φ n on H(V j + ). Thus the lemma has been proved and we may now state the theorem.
Proof. To facilitate the proof, we consider the even and odd parts of g and h. To this end, let g = g + + g − and h = h + + h − . We then have
where the last equality follows from Lemmas 7 and 8. Upon reintroducing the cross terms which previously evaluated to zero it follows immediately that
and thus the theorem is proved.
Remark. The multiplication property is identical to that of defining the adjoint operator on the space. To see this consider the following definition for Φ * n on V j
To uncover the nature of Φ * n , we consider the case of g, h ∈ V j + and g, h ∈ H(V j + ) separately. In the first case we have
where we have made use of Theorem 2 and the fact that the even part of the kernel is real. Similarly for the second case we have
Here we have mimicked the proof for the multiplication theorem -omitting many of the steps. Thus we have that the adjoint operator is equivalent to the integral operator defined by
This is a further parallel with Fourier theory in which the adjoint to the Fourier transform operator simply carries the opposite sign in the exponent of the kernel to that of Fourier transform itself.
The Extension to L 2 (R)
. Now we wish to extend Φ n to be defined on all of L 2 (R). We may do this because Φ n is a continuous operator, the closed linear span of
and L 2 (R) is complete. By the bounded linear extension theorem, Φ n extends to a bounded linear operator on L 2 (R). In an abuse of notation, we write the extension of Φ n to all of L 2 (R) again as Φ n . There is no risk of confusion as the meaning will be clear from context. Additionally, the extension is also an isometry. The multiplication property also holds for Φ n . This can be seen by considering that any function in L 2 (R) is the limit of a Cauchy sequence of functions in the closed linear span of V j + ⊕ H(V j + ) coupled with the fact that the inner product is continuous with respect to limits. With Φ n being an isometry on L 2 (R) and the Fourier transform being unitary it is then natural to ask if Φ n is unitary. We prove this in the next theorem.
Theorem 4. The map Φ n is a unitary operator on L 2 (R).
Proof. Clearly it satisfies the condition that it be an isometry so all that remains to show is that its range is all of L 2 (R). We do this by mimicking the proof given by Stein and Weiss for the Fourier case [3] . Since Φ n is an isometry, its range is a closed subspace of L 2 (R). Suppose its range is not all of L 2 (R), then there exists g ∈ L 2 (R) such that ||g|| = 0 and for all f ∈ L 2 (R)
By the multiplication theorem, we have that
Since this equality holds for all f ∈ L 2 (R) it particularly holds for f = Φ n g, and so Φ n g, Φ n g = 0 however Φ n g, Φ n g = g, g since Φ n is an isometry and thus we have a contradiction since g ≡ 0 by hypothesis. Therefore Φ n maps L 2 (R) onto L 2 (R). Since it is also an isometry, Φ n is unitary on L 2 (R).
Together with the polarization identity, the L 2 norm preservation of Φ n shows that for all g, h ∈ L 2 (R),
This will be crucial in later proofs.
4. The Spectrum and Eigenfunctions of Φ n 4.1. Four-periodicity. Next we wish to show that Φ n satisfies Φ 4 n f = f a.e. for each f ∈ L 2 (R). To do this, we again consider the even and odd parts separately. We show that Φ 2 n is a reflection operator on the even and odd functions in L 2 (R), hereafter denoted by L 2 (R) + and L 2 (R) − , respectively.
n g = g, g . Additionally, from the multiplication property we have that
with equality if and only if h = αg almost everywhere for some α ∈ C . However, from (4.2) and (4.3) we have equality
thus h = αg almost everywhere for some α ∈ C. Taking an inner product with g on both sides of this equality and making use of (4.3) shows that α = 1 and so h = Φ 2 n g = g a.e. Since g is assumed to be even, this shows that Φ 2 n is a reflection operator and the lemma is proved. Now that it has been shown that Φ 2 n is a reflection operator on L 2 (R) + , it remains to show that it is a reflection operator on L 2 (R) − . In the next lemma, we prove this claim.
n g = g, g . Additionally, it follows from the multiplication property that
From (4.5) and (4.6) we have that
Thus equality holds and h = αg almost everywhere for some α ∈ C. Taking an inner product with g on both sides of this equality and making use of (4.6) shows that α = −1, giving h = Φ 2 n g = −g almost everywhere and the lemma is proved. We now state the theorem.
where we have used Lemmas 9 and 10. Thus the theorem is proved.
We now have that Φ 4 n = I as desired. This, together with the unitarity of Φ n , implies that the eigenvalues of Φ n can only be ±1, ±i. To see this, one needs only to consider an eigenfunction g ∈ L 2 (R) of Φ n . Then
where we have used the fact that Φ 4 n = I. Thus λ 4 = 1 and so λ can only be ±1, ±i. We can show that each of these eigenvalues are permissible by considering eigenfunctions of Φ n . Due to the distributional nature of s n , there is no known constructive derivation of the eigenfunctions for the odd part of Φ n , however the even eigenfunctions can be deduced via a technique due to Akhiezer [2] . We start by noting that e dx.
To remove the parameters α and β, after differentiating, they may be set to 1. It is then clear that the eigenfunctions are Proof. To see this, let g = 0 ∈ L 2 (R) − . Consider g − iΦ n g. If this is zero, then Φ n g = −ig and so −i is an eigenvalue of Φ n ; otherwise, Φ n (g − iΦ n g) = Φ n g − iΦ 2 n g = i(g − iΦ n g) and so i is an eigenvalue of Φ n . Likewise, consider −ig + Φ n g. If this is zero, Φ n g = ig and so i is an eigenvalue of Φ n ; otherwise, Φ n (−ig + Φ n g) = −iΦ n g + Φ 2 n g = −i(−ig + Φ n g) and so −i is an eigenvalue of Φ n .
By exhausting all possible cases, we see that ±i are indeed eigenvalues of Φ n . Next we will show that the spectrum of Φ n contains only the eigenvalues. Proposition 4. Let H be a Hilbert space. Suppose T ∈ B(H) and further that T n = I, then σ(T ) ⊆ {λ : λ n = 1}.
Proof. Let f (T ) = T n , then f is holomorphic and since T n = I, σ(f (T )) = {1}. By the spectral mapping theorem [7] , we know that σ(f (T )) = f (σ(T )). Furthermore since f (σ(T )) = {λ n : λ ∈ σ(T )}, we see that 1 = λ n and so σ(T ) ⊆ {λ : λ n = 1}.
Corollary. The spectrum of Φ n is only composed of the eigenvalues.
The proof of this corollary is a direct application of Proposition 4 with n = 4 by Theorem 5.
Short-Time Φ n Transform
Returning to the original motivation behind the new family of transforms, we would like to develop a new paradigm for time-frequency analysis in the vein of windowed (short-time) Fourier transforms. The short-time Fourier transform (STFT) of a function h ∈ L 2 (R) with a window g ∈ L 2 (R) is given by
Due to the translational invariance (up to a scale factor) of the Fourier kernel, the kernel need not be centered at t. However in the case of the higher order transforms, the kernels are no longer translationally invariant and thus the kernels must be centered at t as well in order to capture local frequency content. Visually, we wish to have a windowing function move over our signal to select sections of the signal to analyze. If the kernel is not also centered with the moving window, the short-time transform would not capture local frequency content but an asymmetric band of frequencies. We will state two theorems regarding the short-time Φ n transform: the reconstruction property and an orthogonality relation. We first give the definition of the short-time Φ n transform and proceed to prove that a function may be recovered from its short-time Φ n transform.
Definition 6. Let h ∈ L 2 (R) be a signal and g ∈ L 2 (R) be a normalized windowing function. We define the short-time Φ n transform of h to be
Since g and h are arbitrary functions in L 2 (R), Φ n may not exist as an integral transform on them. Assuming Φ n (gh t ) exists in the original sense as an integral transform, e.g. if g is an nGaussian, then the definition would be very similar to that of the STFT. Instead of restricting to functions on which Φ n is defined naturally and then extending the results via Cauchy sequence arguments, we prefer to work in full generality for simplicity of argument. With this definition, we may immediately state the first theorem.
Theorem 6. Let t ∈ R, h ∈ L 2 (R) be a signal and g ∈ L 2 (R), then h may be reconstructed from V Proof. Let g, h ∈ L 2 (R). We first consider the operation of Φ n on V n , it is natural to break gh t−τ into even and odd parts in order to make use of Lemmas 9 and 10. We write g = g + + g − and h t−τ = h Thus the theorem is proved.
With the ability to reconstruct a signal from its short-time Φ n transform, it is natural to ask if energy is also preserved as is the case with the STFT. It so happens that in the more general case, energy is also preserved. However a more general orthogonality relation holds regarding short-time Φ n transforms which immediately leads to energy preservation. We shall now state the theorem. Proof. Let g 1 , g 2 , h 1 , h 2 ∈ L 2 (R), then
where the notation ·, · ω is an inner product over ω (with t fixed). Making use (3.12), this becomes Here we have employed Fubini's theorem. Hence the theorem is proved. An important corollary to the theorem follows.
Corollary. Let h ∈ L 2 (R) and g ∈ L 2 (R) be L 2 -normalized, then (5.5)
Proof. Set g 1 = g 2 = g and h 1 = h 2 = h in Theorem 8, then
g h(ω, t)dωdt = g, g h, h
= h, h .
This result shows that the energy contained in the short-time Φ n transform is the same as that of the original signal (provided that the windowing function is L 2 -normalized) and so the short-time Φ n transform is an isometry from L 2 (R) into L 2 (R 2 ).
