We propose a numerical method for solving nonlinear initial-value problems of Lane-Emden type. The method is based upon nonclassical Gauss-Radau collocation points, and weighted interpolation. Nonclassical orthogonal polynomials, nonclassical Radau points and weighted interpolation are introduced on arbitrary intervals. Then they are utilized to reduce the computation of nonlinear initial-value problems to a system of nonlinear algebraic equations. We also present the comparison of this work with some well-known results and show that the present solution is very accurate.
Introduction
Many problems in the literature of mathematical physics can be formulated as equations of the Lane-Emden type defined in the form where prime denotes differentiation with respect to x. The solution of the Lane-Emden equation, as well as those of a variety of nonlinear problems in quantum mechanics and astrophysics such as the scattering length calculations in the variable phase approach, is numerically challenging because of the singular point at the origin. Equations 1.1 and 1.2 with specializing g y x and A occur in several models of mathematical physics and astrophysics such as the theory of stellar structure, the thermal behavior of a spherical cloud of gas, and theories of thermionic currents. It has been studied widely in the literature; see, for example, 1-12 . This equation was first studied by the astrophysicists Jonathan Homer Lane and Robert Emden, which considered the thermal behavior of a spherical cloud of gas acting under the mutual attraction of its molecules and subject to the classical laws of thermodynamics 13 . For g y y α , and A 1 in 1.1 and 1.2 , we obtain the standard Lane-Emden equation of index α which has been the object of much study [1] [2] [3] We assume that 1.3 and 1.4 have a unique solution y x to be determined. We then solve a variety of Lane-Emden equations which fall into this category. Here, we introduce a new direct computational method for solving 1.3 and 1.4 . This method consists of reducing the solution of 1.3 and 1.4 to a set of algebraic equations by first interpolating y x using weighted Lagrange interpolation based on Freud-type weights and sets of nonclassical Gauss-Radau NGR nodes. These nodes, which arise from nonclassical orthogonal polynomials based on Freud-type weights over interval a, T , are presented. Equation 1.3 is then collocated at these NGR collocation points to evaluate the unknown coefficients, which are the values of the function y x at these collocation points. This paper is organized as follows. In Section 2, we describe the generation of NGR collocation points, function approximation, and selection of weights. In Section 3, we explain our method, and in Section 4, the present method is applied to a nonlinear Lane-Emden equation as well as the standard Lane-Emden equation of index α. The numerical solutions Journal of Applied Mathematics 3 are compared in Section 5 with available exact or approximate solutions in order to assess the accuracy of the proposed method.
Nonclassical Radau Collocation Method

NGR Points
In classical pseudospectral methods 14, 22-24 , the classical Gauss-Lobatto and GaussRadau collocation points are based on Chebyshev or Legendre polynomials and lie on the closed interval −1, 1 and half-open interval −1, 1 , respectively. In the present work, we consider the generation of the NGR collocation points based on nonclassical orthogonal polynomials with respect to exponential weights in the intervals a, T where a and T are any real numbers.
Let N 1 be the number of collocation points and let P N t be the Nth-degree nonclassical orthogonal polynomial with respect to weight w t which can be obtained from the following three-term recurrence relation 25 :
2.1
The recurrence coefficients in 2.1 are given in 26 by
2.2
The NGR collocation points x j for j 0, 1, . . . , N are obtained by the method outlined by Golub 27 . The tridiagonal Jacobi-Radau matrix of order N 1 is defined by 
Function Approximation and Differentiation Matrices
Consider the NGR collocation points x 0 , x 1 , . . . , x N defined in Section 2.1 on the interval a, T and additional noncollocated point x N 1 T . The function y ∈ L 2 a, T is approximated by weighted Lagrange interpolation as 26, 28
where W is a positive and bounded weight function, and y j y x j ,
is a basis of N 1 th-degree Lagrange polynomials. Notice that the basis includes the function L N 1 corresponding to the terminal value x N 1 T . Differentiating twice the series of 2.6 and evaluating the NGR collocation points x i , 0 i N give
where 
2.10
The 
Weight Selection
When studying the uniform convergence behavior of the weighted Lagrange interpolation as N → ∞, a crucial role is played by the Lebesgue function
and the Lebesgue constant
see, e.g., 29-32 and references therein . In general, the orthogonal weight function w and weight of interpolation W are chosen independently 26, 28, 33-35 . Nevertheless, if we expect a reasonable upper estimate for the Lebesgue constant, then we have to assume some connections between these two weights. The most natural assumption, as suggested in 29 , is to generate the interpolation nodes collocation points x j with respect to the weight w W 2 . In addition, to obtain uniform convergence in weighted interpolation some conditions on W should be considered. The Bernstein's approximation problem deals with the uniform convergence behavior of weighted interpolation. The problem is as follows Let W > 0 be measurable. When it is true that for every continuous y : R → R with
there exist a sequence of polynomials {F N } ∞ N 1 with
The condition lim |x| → ∞ W x y x 0 is essential to counteract the growth of any polynomial at infinity.
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As stated above, the Lebesgue constant plays an important role in answering the Bernstein's problem. Now it is known that for any set of interpolation nodes and any weight W, Λ N,W is unbounded with respect to N. A consequence of this is that there exists y such that weighted interpolation does not converge uniformly to y. However, if y is not too badly behaved e.g., as measured by the modulus of continuity and the Λ N,W are not too large, then uniform convergence is achieved as positive answers to the Bernstein's problem .
The Freud-type weights, as positive answers to the Bernstein's problem, see, e.g., 36 are defined as W t exp −Q t with the following conditions:
If W is a Freud weight we write W ∈ F, and if, moreover, Q is differentiable in R, we write w ∈ F1. By definition, if W ∈ F, then W 2 ∈ F, too. Canonical example is as
Clearly W β ∈ F1 with a b β. In this work, we consider the Freud weight with β 1. Vértesi in 32 has shown that given a Freud-type weight satisfying the previous conditions and any set of interpolation nodes
2.17
Solution of Nonlinear Initial-Value Problems
Our discrete approximation to the nonlinear initial-value problem in 1.3 -1.4 is obtained by evaluating 2.6 at N collocation points x 1 , . . . , x N and replacing y x i and y x i by their discrete approximations in 2.8 , and evaluating the boundary conditions in 1.4 at collocation point x 0 0. Hence, the discrete approximation to the nonlinear initial-value problem is
Using 3.1 and 3.2 , we obtain a system of N 2 nonlinear algebraic equations which can be solved using the Newton's iterative method.
It is well known that the initial guess for Newton's iterative method is very important especially for complicated problems. To choose the initial guess for our problem, in the first stage we set N 5 and apply the Newton's iterative method for solving N 2 nonlinear equations by choosing c 1 in 1.4 as our initial guess. We then increase N by 5 and use the approximate solution in stage one as our initial guess in this stage. We continue this approach until the results are similar up to a required number of decimal places for two consecutive stages.
It is worth mentioning that, in the case that the initial-value problem has a singularity at x 0 e.g., the Lane-Emden type equations , this method avoids the singularity, because we compute 3.1 at the collocation points that are straightly more than zero.
Illustrative Examples
We applied the method presented in this where y N x and y e x denote the approximate solution obtained by the present method and the exact solution, respectively. In Table 1 , the maximum absolute errors between approximate and exact solutions are denoted by E N,T , and maximum absolute error between the derivative of approximate and exact solutions is denoted by E N,T , for different values of N and T are given, which show the efficiency of the present method in large interval calculation. Further, in Table 2 a comparison is made between the values of y x obtained using the present method for T 10 and N 30 together with the values given in 16 using Hermite functions collocation method and the exact solutions. We applied the method presented in this paper and solved this example and then evaluated the zeros of y x , which are also evaluated in 10 using linearization technique, in 15 by using Lagrangian method, and in 16 using Hermite functions collocation method. The selection of T is crucial for the computing of zero, ξ, of y x . In order to obtain reasonable approximations of zeros, for each value of α, in the first stage we select a sufficiently large T and set N 25 then we solve the problem using the present method to obtain ξ 1 as the first approximation of the zero. Then according to the obtained ξ 1 we select a value for T . Finally, we resolve the problem for different values of N.
In Table 3 , the resulting values of the zeros of y x for α 0, 0.5, . . . , 4.5 using the present method for different N, with the results obtained in 10, 15, 16 together with the exact solutions of Horedt 21 , are presented. Table 3 shows that the present method provides very accurate predictions of the zeros of y x even in large intervals. In order to demonstrate the accuracy of the proposed method, in Tables 4 and 5 we have compared the numerical results of y x using the present method for α 3, N 25 and α 4, N 30, respectively, with the methods in 15-17, 21 . In addition, Table 6 shows the maximum absolute errors for α 5, for which the exact solution exists, with N 30 and choosing different values of T . As can be seen from Tables 3-6, the present method provides very accurate results even for large values of T . The resulting graphs of the standard Lane-Emden equation for α 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4 and 4.5 and different values of N given in Table 3 are shown in Figure 1 .
Comparison with Other Methods
As stated in the Introduction section, the Lane-Emden equations have been widely solved using both numerical and analytical methods. In this section we aim to present the advantages of our numerical method over some other existing methods in the literature.
i Comparison with some analytical solutions: among others, the Lane-Emden equations have been solved with the variational iteration method 11, 12 , homotopy-perturbation method 5, 6 , and the Adomian decomposition method 3 . However, this type of solution methods is dependent on the initial guess so that the obtained series solution is changed with changing the initial guess, whereas the present method is not dependent on the initial guess. Furthermore, in the mentioned methods the interval of convergence of the obtained series solution is limited usually 0, 1 , whereas Section 4 shows that our method provides accurate 0.0005764189 All of these methods need certain quadratures on unbounded domains, which introduce errors and so weaken the merit of spectral approximations. Moreover, for an infinitely smooth function f ∈ L 2 0, ∞ , the spectral convergence of the truncated series in these functions occurs only if f decays exponentially fast at ∞. According to these reasons, we see from Tables 2-5 that our method provides more accurate numerical results. Also, Table 3 shows that the spectral methods in 15-18 can solve the standard Lane-Emden equation up to the interval 0, 15 , whereas we have solved this equation with high accuracy up to the interval 0, 32 .
iii The present method has also the following advantages: first, for another type of equations the Freud-type weights described in Section 2.3 can be tuned to improve the accuracy of the discrete approximation. Second, this method provides very accurate results with moderate number of collocation points even in large intervals. Third, methods in 26, 28, 33-35 , by considering some arbitrary weight functions, have utilized nonclassical basis polynomials on the interval 0, 1 . But, in the present work we have developed this idea over an arbitrary interval 0, T based on the Freud-type weights.
Conclusion
The Lane-Emden equation occurs in the theory of stellar structure and describes the temperature variation of a spherical gas cloud. The difficulty in this type of equations, due to the existence of singular point at x 0, is overcome here. In the standard Lane-Emden equation, the first zero of y is an important point of the function, so we have computed y up to this zero by utilizing the nonclassical Radau collocation method. A set of nonclassical orthogonal polynomials based on Freud-type weights is proposed to provide an effective but simple way to improve the convergence of the solution by a Radau collocation method. Numerical examples demonstrate the validity and high accuracy of the technique.
