Many owners of growing privately-held firms make operational and financial decisions in an effort to maximize the expected present value of the proceeds from an Initial Public Offering (IPO). We ask: "What is the right time to make an IPO?" and "How should operational and financial decisions be coordinated to increase the likelihood of a successful IPO?" Financial and operational decisions in this problem are linked because adequate financial capital is crucial for operational decisions to be feasible and operational decisions affect the firm's access to financial resources. The IPO event is treated as a stopping time in an infinite-horizon discounted Markov decision process.
Introduction
Financial and operational decisions of the firm are usually studied and taught separately. Perhaps the dichotomy is due to the perception that production managers in large firms cannot influence financial policy and that financial officers are typically detached from production decisions. The segregation into financial and operational domains simplifies complex practical problems. Furthermore, in perfect capital markets, Modigliani and Miller (1958) justify the separation approach: the firm's capital structure and its financial decisions are independent of the firm's investment and operational decisions. However, real capital markets are imperfect: information is asymmetric and there are taxes, accounting costs, and legal costs. Also, for a small firm, say a start-up, the responsibilities of a Chief Operations Officer and a Chief Financial Officer are often delegated to a single person or a small group of people who are obliged to be involved actively in all types of decisions.
In many cases, growing firms, often short on capital, cannot implement the operational decisions that would be optimal if financial considerations were ignored. Conversely, the firm's operational decisions affect its borrowing capacity. For example, inventory decisions affect borrowing capacity because inventory can be used as collateral for bank loans. This paper reflects business realities and focuses on the coordination of operational and financial decisions. The operational decisions are production and capacity expansion and the financial decisions are the source of capital and the amounts of bank loans.
There is an extensive optimization literature on constrained production and capacity expansion. Luss (1982) is a comprehensive survey of the literature without financial constraints. A survey article by Van Mieghem (2003) , besides reviewing traditional capacity expansion issues, also discusses models that incorporate risk aversion, financial and operational hedging, and an efficient frontier analysis. A number of works consider a capacity expansion problem constrained by a fixed budget [e.g. Chapter 4 in Freidenfelds (1981) and Birge (2000) ]. Although, capacity expansion with dynamic financial constraints has received relatively little attention, Majumdar and Chattopadhyay (1999) formulate a mathematical programming model for maximizing the net worth of a utility firm subject to dynamic operational and financial constraints and discuss the implementation of their model in a case study.
In addition to incorporating financial constraints into production with capacity expansion, our paper has a nonstandard optimization objective. Previous studies of production with capacity expansion either maximize profit or minimize cost. However, in reality, firms may have various, multiple and, sometimes, conflicting objectives. For example, many firms strive to maximize dividends. Such policy, as Radner and Shepp (1996) show, leads to bankruptcy in a finite time with probability one. Here, we consider a start-up firm whose owners view an Initial Public Offering (IPO) as a cash-out opportunity and are willing to forego immediate consumption in order to maximize the expected present value of payoff at the IPO time. As Pagano, Panetta and Zingales (1998) describe, many start-up firms, especially in Europe, fit this description. Alternative objectives for start-up firms have been studied before. For example, Archibald, Thomas, Betts and Johnston (2002) hypothesize that start-up firms are more concerned with the probability of longterm survival than with profitability. They present a sequential decision model of a firm which faces an uncertain bounded demand and whose inventory ordering decisions are constrained by current assets.
According to an extensive finance literature on IPOs [for general reviews of an IPO process, IPO issues, and IPO puzzles see Gompers and Lerner (1999) , Welch and Ritter (2002), and Sahlman (1999) ] and reports in the popular media, the principal factors that determine the success of an IPO are the firm's size and recent performance, and market sentiment [see Pagano et al. (1998) , Blowers, Griffith and Milan (1999) ]. Our model includes all three factors. This paper is devoted to answering the following questions:
(1) What is the right time to make an IPO?
(2) How should an entrepreneur coordinate operational and financial decisions to increase the likelihood of a successful IPO?
Section 5 answers the first question with an optimal threshold stopping rule and shows that the threshold is monotone in various state variables.
As an answer to the second question, § 4 presents explicit expressions for the firm's production schedule and loan size as functions of an optimal capacity increment. The model's conclusions agree with the "pecking order" in finance. Specifically, the least expensive source of capital for a firm is current assets, and the next cheapest one is debt.
As shown in § 6, the properties of an optimal solution and monotone threshold stopping rule accelerate numerical computations of the value function and an optimal policy. Finally, although the sequential decision process here has uncountable state and action spaces, § 7 describes sufficient conditions for the problem to have an optimal stationary policy and for a value iteration algorithm to converge to the solution.
The IPO stopping problem is related to a large finance literature on capital structure [for a recent survey of the post-Modigliani Miller research on the determinants of capital structure see Harris and Raviv (1991) ]. Several papers in operations have recognized the importance of the interplay between financial and operational decisions. Li, Shubik and Sobel (1997) consider a single product firm which makes production, borrowing and dividend decisions each period while facing uncertain demand. The firm maximizes the expected present value of the infinite-horizon flow of the dividends subject to loan size, production size, and liquidity constraints. The firm can obtain an unbounded single-period (short-term) loan with a constant interest rate. The authors derive optimal policies, which turn out to be myopic, and study their properties. They also consider the possibility of the firm's bankruptcy (which occurs if the firm's retained earnings become negative). Buzacott and Zhang (2001) focus on the relationship between a retailer (operational side) and a bank (financial side). They analyze a leader-follower game between the bank and the retailer in a single-period newsvendor model. Given advertised loan parameters the retailer chooses an order quantity and loan size. The bank, anticipating the retailer's request, determines the interest rate and loan limit. Since both players in their model are default averse, the authors implicitly assume that capital markets are imperfect and that the Miller-Modigliani theorem does not apply. In their model, the retailer maximizes expected revenues and the bank maximizes expected profit. This paper has the following organization. Section 2 describes the problem in greater detail and formalizes a stochastic discrete-time model. Section 4 obtains preliminary properties of an optimal solution and § 5 shows the existence of an optimal monotone threshold stopping rule. Section 6 discusses algorithmic implications of optimal policy properties. Section 7 addresses technical questions raised by the uncountable state and action spaces and § 8 explains why the results remain valid when bankruptcy and risk sensitivity are introduced in the model. Section 9 suggests future research directions and the Appendix contains a compendium of notation and some proofs.
Problem description, model and assumptions
As discussed in the introduction, many owners of start-up firms view an IPO as a cash-out opportunity and, hence, may be modeled as making decisions in order to maximize the expected present value of an IPO proceeds. According to the finance literature on IPOs [see, for example, Pagano et al. (1998) and Blowers et al. (1999) ], three factors affect the size of the IPO proceeds: the firm's size, its recent performance, and market sentiment. In addition, current assets (broadly defined as money generated by the firm and available for investments and financing of operations) enhances the firm's value. Therefore, the IPO proceeds are treated as a random variable whose distribution depends on the firm's current assets, w, its most recent sales revenue, λ, and its most recent profits, π. Here, the previous period's sales is a proxy for the firm's size. The previous period's profits is a proxy for the firm's recent performance. Market sentiment manifests itself in the randomness of an IPO payoff. Moreover, the expected IPO proceeds, using the notation θ (w, λ, π) , is nondecreasing in all variables. For mathematical tractability, θ(·, ·, ·) is assumed to be bounded and continuous. Underwriters of an IPO (banks and brokerage firms who assist the firm with its IPO process) usually demand a fixed fee, paid from the firm's current assets, plus a percentage of IPO proceeds; we assume that both are included in θ. Let ϕ denote the fixed fee.
The research on this paper began at the request of a small high-tech ceramics manufacturer. The manufacturer produces a multitude of products depending on the particular needs of customers and switching costs are not significant. It sells its unique process capacity to customers rather than a specific product and, because of the high-technology and innovative nature of its customers' industry, new products that could be produced using this capacity are frequently discovered. Therefore, the ceramics manufacturer does not experience demand fluctuations due to product life cycles.
We assume that the demand for the firm's product D 1 , D 2 , ..., is a discrete-time Markov process; i.e. for each t, D t+1 depends only on D t . We also assume that D t+1 depends on period t's decisions (made precise following (9)) and that D t+1 is stochastically nondecreasing in D t , i.e., P {D t+1 > x|D t > y} is a nondecreasing function of y (for all x).
For example, the demand process could be generated as follows:
( 1) where Therefore, excess customer demand may be backlogged rather than lost, thus increasing effective future demand. However, for large firms in a competitive market, if current demand is not satisfied then disappointed customers may either lose interest in the product or turn to the competition. Therefore, the next period's demand for a large firm can be lower if the current demand is high relative to the production capacity. Many classical papers on capacity expansion [see the review Luss (1982) ] assume growing demand.
Equation (1) is general enough to incorporate mean reversion. For example, suppose that demand follows an Ornstein-Uhlenbeck process (both continuous and discrete versions are given):
where Υ is the mean level of the demand, dZ is an increment of the Wiener process, α is a constant that controls the rate of mean reversion, and σ is a constant representing volatility [readers not familiar with stochastic calculus can refer to Karatzas and Shreve (1997) ]. The discretized version has the form of equation (1) Returning to the general demand process, for mathematical convenience assume that, given D t , the distribution of D t+1 −D t has a bounded support (that is the set of values attained with positive probability is bounded). In addition, the next period's demand depends on the current decisions of the firm [this dependence will be made precise following (9)].
Demand and production capacity limit current sales. Let x t and s t be the respective production capacity and sales in period t. The firm may choose to increase (or decrease) its production capacity by an amount Q t ≥ −x t in period t, and the new production capacity becomes operational in period t+1. Since operational capacity may deteriorate over time, let δ t (x t +Q t ) be the amount of capacity that remains operational at the end of the period t. We assume that δ t (x) is a random variable that is stochastically nondecreasing in x, that δ t (x) is independent of other random variables, {δ t (x)} +∞ t=1
are independent identically distributed random variables, and that the distribution of δ(x) has bounded support. The cost of capacity expansion (or contraction) is given by a nondecreasing function k(·) of capacity increment (with the property that k(0) = 0).
Various operational decisions affect the performance of a pre-IPO firm. However, the capacity expansion decision is the most important operational decision for a firm that sells its production capacity to its customers (like the firm that motivated this research). Because our firm deals with various customers and produces customized products, it cannot build inventory in anticipation of future customer demand [see section 5.1 in Van Mieghem (2003)]. Therefore, to keep the model tractable, we select capacity expansions and production quantities as the only operational decisions.
Production and capacity expansion are constrained by the amount of capital available to the firm. Typically, a privately held firm can use three sources of financing: current assets, bank loans, and venture capital. Venture capital is difficult to acquire for most firms and for some it is almost impossible. Therefore, the only sources of capital in the model are current assets, w t , and bank loans, y t . Loans are assumed to be short-term and given at interest rate R. The loan duration is short because we treat the suppliers' credit lines and loans from friends and relatives as bank loans. The loan rate R = R (x, w, D, η) depends on the firm's capacity level, x, current assets level, w, and demand, D, and the short-term risk-free discount factor, η, in the economy. An increase in x, w, D indicates an improvement in the firm's condition and, therefore, leads to a reduction in the loan rate, R. An increase in η implies a decrease in the risk-free rate in the economy and, hence, a decrease in the loan rate, R. Similar to the assumptions made in Li et al. (1997) , loans are uncollaterized and unlimited in amount (see section 8 for a model with limited loan amounts).
For the remainder of the paper the arguments of R(x, w, D, η) will usually be suppressed.
The risk-free discount rates η 1 , η 2 , ... are assumed to comprise a discrete-time Markov process with η t+1 stochastically nondecreasing in η t (one can provide a specification for the evolution of η similar to the one we offered for the demand process).
As in Buzacott and Zhang (2001) , the start-up firm is assumed to be bankruptcy averse. Therefore, if possible, the firm will take actions to avoid default. Section 8 discusses a model in which bankruptcy may be unavoidable.
In our model, the IPO is a stopping time in a discounted sequential decision process with six state variables (for each period t): production capacity x t , current assets w t , the previous period's sales λ t , the previous period's profit π t , demand D t , and the risk-free discount factor in the economy η t .
The decision variables in the model are whether or not to issue an IPO £ t ∈ {0, 1}, the capacity increment Q t , the production/sales amount s t , and the size of a bank loan y t . Let τ be the period in which the firm undertakes an IPO. In the model, the discount factor τ −1 t=1 ρ t is applied to IPO proceeds (using the convention 0 1 = 1). We specify the dependence of the period-specific factor ρ t on the state and decision variables preceding (9).
2.1. Chronology. The following sequence of events occurs each period:
(1) The firm posts its current assets w t , the previous period's sales λ t , the previous period's profit π t , production capacity x t , and current demand D t . The risk-free discount factor, η t , is observed.
(2) The firm decides whether to undertake an IPO, £ t ∈ {0, 1}.
(3) If the decision is to undertake an IPO, i.e. if £ t = 1 (there must be sufficient current assets to cover the IPO fee):
(a) The firm pays the IPO fee ϕ.
(b) The firm receives the IPO proceeds with expected value θ(w t , λ t , π t ).
(4) If the decision is to continue without undertaking an IPO, i.e. if £ t = 0, the firm:
(a) Borrows an amount y t .
(b) Decides on the capacity increment (decrement), Q t , and pays (or receives) the capacityexpansion cost k(Q t ). New capacity becomes operational next period.
(c) Sets the production/sales quantity, s t , and pays the production cost cs t .
(d) Obtains revenues from sales, rs t .
(e) Pays (1 + R)y t to the bank for principle and interest.
2.2. Optimization model. Let τ be the period in which the firm undertakes an IPO. The owners of the firm seek a policy for choosing
subject to w τ ≥ ϕ and the following constraints each period:
0 ≤ s t ≤ min{x t , D t } (demand and capacity limit sales) (4c)
(current assets and borrowing) (4d)
Constraint (4d) states that the production and capacity expansion is financed from current assets and bank loans. The right hand side of (4f) uses an indicator function: 1 {event} is equal to 1 if the event occurs and 0 otherwise.
It is more convenient to use the decision variable w t+1 = w t , next period's current assets, rather than y t , the amount of the bank loan. The reason for this substitution is similar to the rationale used in inventory models where the order up-to level replaces the order quantity. Similarly, it is more convenient to use the decision variable x t , the incremented capacity level, rather than Q t , the capacity increment ( x t = x t + Q t ). So the following balance equations describe interperiod transitions:
The amount of the bank loan corresponds [from (5a)] to values of x t , w t , s t , and £ t
With the transformed decision variables the equivalent problem is to find a policy
subject to w τ ≥ ϕ and constraints corresponding to (4). Let H t denote the following constraints obtained by substituting (6) in (4) (subscript t and the arguments of R are omitted):
The following property of the region H t will be useful for the subsequent analysis.
Lemma 1. Region H t (x, w, D, η) is nondecreasing (in the set inclusion sense) in each argument.
Proof. See Appendix B.
The balance equations are given by system (5).
Let f (x, w, λ, π, D, η) be the value function for the infinite-horizon model. That is,
f (x, w, λ, π, D, η) is the numerical value of expression (7) 
Before writing the functional equation satisfied by f , we specify the dependence of the discount factor on the state and decision variables. We assume in (3) and (7) (x, w, D, η) and ρ(·) nondecreasing in all arguments. Factor ρ depends on the opportunity cost of capital, which depends on the risk-free rate in the economy. Therefore, as η increases (risk-free rate decreases), ρ increases as well. An increase in other arguments of ρ indicates an improvement in the condition of the firm. Therefore, the future cash flows become less risky and, hence, ρ increases. For the remainder of the paper, unless otherwise indicated, the dependence of ρ on these arguments will be implied but notationally suppressed. We prove in § 7 that the value function satisfies the following functional equation of dynamic programming:
The max operator in equation (9) corresponds to the decision whether or not to declare an IPO. If an IPO is declared the firm receives expected IPO proceeds θ, otherwise the firm optimizes the future value by choosing capacity level, the next period's current assets and the sales. The expectations in (9) and in subsequent equations are conditional on the values of state variables.
The distribution of the next period's demand may depend on the state and decision variables. We D, x, w, s) and that D is stochastically increasing in each argument.
Let f N t (x, w, λ, π, D, η) be the value function of the following iterated truncated version of (9) where
We study properties of f N t and then show in § 7 that throughout the domain of the value function, w, λ, π, D, η) as N → ∞. Therefore, f inherits the properties of f N 1 .
Effects of criteria and financial constraints on capacity expansion
Maximizing the expected present value of IPO proceeds, namely (3), differs dramatically from the cost and profit criteria in the research literature on capacity expansion [cf. Luss (1982) and Van Mieghem (2003)]. This section shows that optimizing cost and profit criteria or ignoring financial constraints can yield capacity expansion policies which differ unacceptably from those which are optimal for criterion (3) . Therefore, the usual criteria can encourage poor performance of entrepreneurial firms.
For expository simplicity, throughout this section we assume that discount function ρ t is constant and δ t (x) ≡ x for all t and x.
The following profit maximization problem, with decision variables Q t and s t , and constraints for each t, replaces (3) with profit subject to (4) stripped of financial considerations:
such that
with transitions:
If the capacity expansion cost is strictly concave and demand is deterministic and increasing with time, a capacity expansion program that is optimal in (11) -(13) will specify sporadic expansion interspersed among periods with no expansion at all [c. f. Mann (1961) , Luss (1982) , and
Freidenfelds (1981) If the capacity expansion cost is linear (rather than strictly concave) and demand is a renewal process (rather than deterministic) with positive random increments, the same needless reduction of the IPO payout can occur if one follows the expansion policy constructed for the finite horizon version of the model in § 3-5 in Heyman and Sobel (1982) ]
If the main contributor to the IPO payout is the current assets, w, [for example, θ(w, λ, π) = w] then the IPO optimization criterion (3) can be written as
Although (14) is similar to (11), these optimization criteria lead to different optimal policies. First, there are differences due to finite versus infinite sums in the optimization (for policies that yield τ < ∞ with probability 1). Second, in (14) all of the interperiod profits are discounted by the same discount factor ρ τ which discourages policies which yield higher profits in earlier periods.
The complexity of the model in § 2 is caused by financial constraints and financial variables as well as by the IPO optimization criterion. For example, if the capacity expansion cost is linear, that is k(Q t ) = κQ t , then (11) -(13) becomes
Therefore, if the demand process is deterministic with D t+1 ≥ D t for all t and r − c > κ
However, this capacity expansion program may not satisfy the current assets constraints (4d) and (4e). It is easy to construct an example where these constraints are violated by choosing D t+1 − D t sufficiently large and (r − c)/κ sufficiently small.
Consider the following reduction of (3) and (4) obtained by deleting the current assets variable and financial constraints.
Although this formulation is easier to analyze then (3) -(4), it would not yield useful information.
Suppose that the demand process is exogenous and the IPO payout depends only on the previous period's sales [specifically, θ(λ, π) = 1 {λ≥λ 0 } ]. Then (17) and (18) reduces to the problem of raising the capacity to λ 0 by the earliest date at which demand might be as high as λ 0 . Let 
Properties of the value function and an optimal policy
The first property states that the value function is nondecreasing if any of the following state variables increases: production capacity, current demand, previous period's sales, previous period's profit, risk-free discount factor, or current assets (under additional conditions). Without production-maintenance costs or capital-carrying costs in the model, monotonicity is intuitive.
The formal proof is given in Appendix C. 
Proof. Because the value function is nondecreasing in x and D, δ(·) is stochastically nondecreasing,
D is stochastically nondecreasing in x, and ρ is nondecreasing in x, it would be optimal to choose the value for the decision variable x as large as possible (given values of other decision variables).
The constraints that restrict the choice of x are
Using monotonicity of k(·),
Similarly, if the IPO payoffs do not depend on the next-to-last period's profits, one can derive an explicit expression for the optimal subsequent current assets (given values of the other decision variables).
Corollary 2. If the expected IPO proceeds θ does not depend on the previous period's profit, then there is an optimal policy where, given values of the capacity level x and sales s, next period's optimal current assets is
The first three terms in (20) provide the value of next period's current assets if the firm exclusively uses current assets for financing. The last term is the loan interest.
Proposition 1 also implies that, given values of the other decision variables, sales should be as high as possible.
Corollary 3. If r − c c ≥ R(x, w, D, η) then the optimal sales volume is
Proof. The following constraints in the feasible region (8a) -(8e) include sales variable, s:
However, r − c ≥ 0 and the hypothesis of this corollary imply that the sales are limited from above only by x and D. There is an optimal policy with s * (x, D) = min{x, D} because the value of the supremum in (9) is nondecreasing in s.
Inequality r − c c ≥ R in the hypothesis of Corollary 3 is equivalent to r c ≥ 1 + R, which says that if the firm were able to lend at the bank loan rate R, then the gross return from sales of the product r c would be greater than the gross return from lending 1 + R.
The following proposition states that if the IPO proceeds do not depend on the previous period's profit then the amount that the firm should borrow from the bank is exactly the shortfall of current assets from the amount required for production and capacity expansion. If the firm possesses sufficient current assets then it should not borrow anything from the bank. This relates to "pecking order" theory in finance which states that the cheapest way to raise capital is internally, the next cheapest is through loans, and the most expensive is by issuing equity.
Proposition 2. If the expected IPO proceeds θ does not depend on the previous period's profit, then
there is an optimal policy for which the bank loan is
Proof. Substitute (20) in (6).
Expression (19) simplifies problem (7)-(9) as follows

Objective:
Find a policy {(£ t , w t , s t )} +∞ t=1 that achieves
subject to w τ ≥ ϕ, where τ is the period in which the firm decides to undergo an IPO.
Feasible region for decisions (subscript t and arguments of R are omitted):
Interperiod transitions:
where the expression for x * is given in Corollary 1.
Dynamic Program:
Recall that the factor ρ is a function of x, w, D, η, x, w, and s.
We note that if the expected IPO proceeds θ does not depend on the previous period's profit, then expression (20) leads to a simplified problem with decision variables (£, x, s).
Monotone Threshold Stopping Rule
What is the right time to make an IPO? This section shows that there exists a threshold IPO stopping rule in demand (D), capacity (x), last period's profit (π), the previous period's sales (λ), and the risk-free discount factor (η); and that the threshold values are monotone functions of other state variables.
Let the continuation function C represent the expected present value of the IPO proceeds if the firm decides to postpone an IPO:
where ρ depends on the customary variables. The proof that C (x, w, D, η) is nondecreasing in D and η is similar.
Lemma 2. The continuation function C defined by (27) is nondecreasing in arguments
Proposition 3. If there is sufficient current assets w to cover the IPO fee ϕ, that is if w ≥ ϕ, then there is an optimal policy with the following characteristics:
A. There is a threshold value D x,w,λ,π,η ( 
Proposition 4.
• The threshold value for demand, D x,w,λ,π,η , is nondecreasing in the previous period's sales, λ, the previous period's profit, π, and nonincreasing in the production capacity, x, and risk-free discount factor, η.
• The threshold value for production capacity, x w,λ,D,π,η , is nondecreasing in the previous period's sales, λ, the previous period's profit, π, and nonincreasing in demand, D and riskfree discount factor η.
• The threshold value for the previous period's sales, λ x,w,D,π,η , is nondecreasing in production capacity, x, demand, D, and risk-free discount factor η and nonincreasing in the previous period's profit, π.
• The threshold value for the previous period's sales, π x,w,λ,D,η , is nondecreasing in production capacity, x, demand, D, and risk-free discount factor η and nonincreasing in the previous period's sales, λ.
• The threshold value for demand, η x,w,λ,D,π , is nondecreasing in the previous period's sales, λ, the previous period's profit, π, and nonincreasing in the production capacity, x, and demand, D.
Proof. The assertions follow from monotonicity of the functions θ and C (Lemma 2).
Computational Efficiency
There is a cornucopia of algorithms for finding the value function and an optimal policy [e.g. Heyman and Sobel (1982) , Chapter 4]. We use a value iteration algorithm to illustrate how the properties of an optimal solution can improve computational efficiency. However, similar modifications can be made for policy iteration and other algorithms. Assume that the state space is bounded and discretized and that the action space is modified and discretized so that the state space is closed under the transition operators.
6.1. Value Iteration Algorithm. The steps of the value iteration algorithm are
Step 1. Choose an initial value function f 0 (·), and let m = 0. A possible starting point is
Step 2. For each (x, w, λ, π, D, η) in the discretized domain, compute
Step 3. If there is no significant improvement in the value function, STOP; otherwise, let m = m+ 1 and return to Step 2.
Step 2 is the computationally expensive part of this algorithm. For every (x, w, λ, π, D, η) From monotonicity of the continuation function C (Lemma 2) and of the IPO payoff function θ, it follows that for some parts of the domain it is unnecessary to compute both the continuation and the stopping values. Specifically, if for some point (x, w, λ, π, D, η) in the domain of f the IPO decision is found to be preferable, then for all points (x, w, λ , π, D, η) with λ > λ, for all points (x, w, λ, π , D, η) with π > π, for all points (x , w, λ, π, D, η) with x < x, for all points (x, w, λ, π, D , η) with D < D, and for all points (x, w, λ, π, D, η ) with η < η the IPO decision will be preferable as well. Conversely, if for some point (x, w, λ, π, D, η) the IPO decision is suboptimal, then for all points (x, w, λ , π, D, η) with λ < λ, for all points (x, w, λ, π , D, η) with π < π, for all points (x , w, λ, π, D, η) with x > x, for all points (x, w, λ, π, D , η) with D > D, and for all points (x, w, λ, π, D, η ) with η > η the IPO decision will be suboptimal too.
When the algorithm does have to find the continuation value, Corollaries 1 and 3 reduce the computational burden by eliminating decision variables x and s (under conditions of Corollary 3), and, thus, transforming a three variable problem into an optimization problem with a single decision variable w. Therefore, Step 2 of the algorithm can be written as
Finally, observe that production capacity (x) and current demand (D) appear in the model only through min{x, D}. Therefore, the computational effort can be cut in half by applying the value iteration algorithm only to points (x, w, λ, π, D, η) with x ≤ D.
The infinite-horizon problem and convergence of value iteration.
This section discusses two important technical details: the existence of an optimal stationary policy and the convergence of finite horizon problems to the infinite-horizon problem.
Proposition 5. Let f 1 , f 2 , ... be generated by the value iteration algorithm (28) with f 0 ≡ 0
• There exists an optimal stationary policy for IPO problem (7)- (8) • The value function f is the unique solution of optimality equation (9) • f k → f as k → ∞.
Proof. The action sets (
for the IPO problem are compact. Because θ(·) is bounded and upper semicontinuous, the reward function r (x, w, λ, π, D, η, x, w, s 
is bounded and upper semicontinuous in actions (Q, w, s, £) for every (x, w, λ, π, D, η) . If F (·), D, δ(x) [recall that D and δ(x) are independent and that, given (x, w, λ, π, D, η) , F (·) and G(·) have finite support], and η then for
G(·), and H(·) are the respective distribution functions of
is continuous in ( x, w, s, £) (£ takes only discrete values). Also, for every bounded measurable
is continuous in ( x, w, s, £) . Therefore, the model satisfies Assumptions 8.3.1 and 8.3.2 in Hernández- Lerma and Lasserre (1999) [with the weight function identically equal to one]. However, the model is more general than the one in that reference because, here, the single-period discount factor is a function of the state and decision. Nevertheless, in the notation of Hernández-Lerma and Lasserre (1999), the discount factor values are uniformly bounded away from one, i.e., there exists α * such that 0 ≤ α(s, a) ≤ α * < 1 for all feasible pairs of states s and actions a, and α(·) is lower semicontinuous. Under these assumptions, Theorem 8.3.6 in Hernández-Lerma and Lasserre (1999) is valid with only minor modifications of their proof. It follows that the value function is the unique solution of (9); f k → f as k → ∞; and for every (x, w, λ, D) there exists
and the deterministic stationary policy a ∞ * is optimal.
Corollary 4. For every (x, w, λ, π, D, η) 
Proof. For every (x, w, λ, π, D, η) w, λ, π, D, η) , where the f k 's are generated by a value iteration algorithm, and because by Proposition 5, w, λ, π, D, η) as N → ∞, it follows that f N 1 (x, w, λ, π, D, η) as N → ∞
Bankruptcy and Risk Sensitivity
In this section we briefly and separately consider the effects of introducing bankruptcy and risk sensitivity into the model. Bankruptcy is an important consideration for a start-up firm. Here we briefly describe an extension of the model that includes bankruptcy and preserves most of the insights gleaned in earlier sections.
The firm is forced into bankruptcy if it defaults on its loan obligations. In order to include this possibility in the model, let demand be realized only after all of the decisions have been made just prior to the time at which the loan matures. In order to distinguish between the amounts sold and manufactured, introduce the decision variable m -amount manufactured. Let D be the previous period's demand and D be the current period's demand. The demand process is still assumed to satisfy the properties described in section 2. Given the demand in the current period and the amount of product manufactured the firm sells min ( D, m) . If current assets are inadequate to repay debt obligations, then the firm sells some of the fixed assets to avoid default. Thus, the firm is forced into bankruptcy if, at the end of the period,
This condition can be written as w − k(− x) < 0, where
which is similar to definition (5a).
We assume that the bank loan is limited by Y = Y (x, w, D) , where Y is increasing in all arguments. Then the generalized version of problem (3) - (5) is
subject to w τ ≥ ϕ and the following constraints each period (let H denote the feasible region):
The following balance equations describe interperiod transitions:
The dynamic programming recursion that is similar to (9) is
where
Most of the results in the paper extend to this formulation of the problem because f can be shown to be nondecreasing in each argument. Consequently, given values of other decision variables, the optimal amount for the firm to borrow is
Therefore, the functional equation can be written in a reduced form similar to (26) which yields the existence of monotone threshold stopping rules, and permits improvements in algorithms to compute the optimal policy and its optimal value function.
Next, we briefly explain why the non-algorithmic results in previous sections remain valid when the risk-neutral criterion (3) is replaced with an exponential utility function. Let B denote the present value of the IPO proceeds, namely the random variable whose present value is optimized in (3). Instead of optimizing E(B), as in (3), we optimize E[u γ (B)], where u γ (x) = −e −γx and γ > 0. The attractions of this utility function include constant local risk aversion, a risk premium that is invariant with respect to wealth, a scalar parameterization of sensitivity to risk (γ), and boundedness above. See Chung and Sobel (1987) for references and details concerning the following functional equation and recursion.
Let ζ(w, λ, π) = − exp [−γ Θ(w, λ, π) ]. Instead of (9), the appropriate functional equation is w, s, w − w, D, η, ργ otherwise (39) This value function is the appropriate limit of the following recursion:
.., and for t = 1, 2, ...,
Expressions (39) and (40) are formally similar to their risk-neutral counterparts (9) and (10).
Therefore, all the results in Sections 4, 5, and 7 (with the exception of the first part of Proposition 5) remain valid. These conclusions result from adapting the proofs of the results in those sections, making additional technical assumptions (such as random variables having discrete sample spaces), and applying the results in Chung and Sobel (1987) .
Summary and Open Problems.
This paper optimizes a model of operational and financial decisions of entrepreneurs who wish to maximize the expected discounted IPO payoff for their firms and who are willing to forego immediate consumption. Using sequential decision processes methodology, we introduce a constrained model of capacity expansion and production where the IPO event is treated as a stopping time.
Each period the owners of the firm make operational and financial decisions: capacity increment, production/sales, bank loan amount/next period's current assets. A crucial feature of this problem is that operational and financial decisions are inseparable. We prove monotonicity of the value function and use it to show that, for an optimal policy, capacity level is a function of the subsequent period's current assets, sales/production and state variables. Thus, an optimization problem in three variables is reduced to an optimization problem in two variables. Under certain conditions we also derive explicit expressions for the optimal sales/production and for the following period's current assets. As a byproduct, we derive an expression for the amount of the bank loan as a function of capacity increment and state variables. According to this expression and echoing the well known result in finance that current assets is the least expensive financing source, the firm should borrow exactly the shortfall between available current assets and the financial resources required for production and capacity expansion.
For the IPO stopping problem, we prove the existence of an optimal threshold stopping rule in the following variables: capacity level, previous period sales, previous period profit, risk-free discount rate, and current demand. Although, it is unclear how to find threshold values in practice, we prove that these values are monotone in state variables. Properties of an optimal solution and a threshold stopping rule can be used to accelerate numerical computations of the value function and an optimal policy as we illustrate with a value iteration algorithm. Similar modifications can be applied to a policy iteration algorithm. Finally, the model has an unbounded state space, compact action sets, and bounded rewards. So, the technical section of this paper proves existence of an optimal stationary solution, proves that the value function satisfies the functional equation
of dynamic programming, and shows that a value iteration algorithm converges to a solution of the problem.
An attractive direction for future research is a demonstration of monotone relationships between state and decision variables in the model. This would have algorithmic implications and appeal to decision makers. From the explicit expression for optimal sales derived in the paper (s * = min{x, D}), it follows that optimal sales are nondecreasing in capacity and current demand. Other plausible but unproved relationships include: capacity increment is nondecreasing in current assets, capacity increment is nondecreasing in current demand, and capacity increment is nondecreasing in the difference between expected next period's demand and current capacity. However, the action sets in the model do not possess a lattice structure under a standard ordering; so one cannot invoke traditional supermodularity results [Topkis (1998), Milgrom and Roberts (1990) , Milgrom and Shannon (1994) ], even though the optimized function has nonnegative cross-partial derivatives.
Therefore, future research can focus either on proving monotonicity without a supermodularity property or extending the supermodularity analysis to non-lattice domains.
Another immediate extension would be to allow more general reward functions. Stidham (1994) . We expect that conclusions in Stidham (1994) can be extended to the case of compact action sets.
In the IPO industry there are many supporters of the idea that market sentiment is an important factor in an IPO's success and that a firm should be timing the IPO market. In this paper, market sentiment entered the model only through the uncertainty of IPO payoffs. Modeling evolution of market sentiment explicitly as a stochastic process and modeling market timing behavior of firms is a worthwhile subject of future research. 
The left hand side of inequality (41) 
The left hand side of inequality (42) is nondecreasing and the right hand side of inequality (42) is nonincreasing in x, w, D, and η.
Appendix C. Proof of Proposition 1
Proof. According to Lemma 1, H(x, w, D, η) [the feasibility set for the optimization problem (9)] is nondecreasing (in the sense of set inclusion) in each of the arguments.
The value function, f , is nondecreasing in λ, and π. As shown in § 7, f N 1 (x, w, λ, π, D, η) → f (x, w, λ, π, D, η) as N → ∞. Therefore, f (x, w, λ, π, D, η) is nondecreasing in D.
The proof that the value function, f , is nondecreasing in capacity level, x, and risk-free discount factor, η, is similar.
The value function, f , is nondecreasing in w.
If the IPO proceeds do not depend on the previous period's profit π, we can remove π from state 
