Abstract. Multi-class classification is one of the fundamental tasks in bioinformatics and typically arises in cancer diagnosis studies by gene expression profiling. This article reviews two recent approaches to multi-class classification by combining multiple binary classifiers, which are formulated based on a unified framework of error-correcting output coding (ECOC). The first approach is to construct a multi-class classifier in which each binary classifier to be aggregated has a weight value to be optimally tuned based on the observed data. In the second approach, misclassification of each binary classifier is formulated as a bit inversion error with a probabilistic model by making an analogy to the context of information transmission theory. Experimental studies using various real-world datasets including cancer classification problems reveal that both of the new methods are superior or comparable to other multi-class classification methods.
Introduction
For vast amount of real-world pattern recognition tasks, including bioinformatics like gene expression analyses, binary SVM is thought to be the most powerful classification method in recent years, because a larger margin of decision boundary between two classes improves its generalization capability for class separation, especially in a high-dimensional input space which is a primal characteristic of, for example, gene expression data. SVM can originally handle binary classification problems; while in a multi-class problem, some device is necessary to integrate the binary classification results into the final answer to the original multi-class (G classes) classification problem. For the integration process, the following simple voting heuristics have been frequently used: (1) prepare a set of G binary classifiers, each of which separates one class from the other classes (one-versus-the-rest: 1R); then a single guess is determined by voting the outputs from the G binary classifiers [1] ; (2) prepare a set of G(G − 1)/2 binary classifiers, each of which separates one class from another (one-versus-one: 11); then a single guess is determined by a vote performed by them [2] . These integration processes are generalized down to the framework of error correcting output coding (ECOC) [3] , which enables use of a more general set of binary classifiers such as exhaustive coding [3] and random coding [4] .
There has been some comparison studies of these various classification methods applied to multi-class cancer classification problems. Li et al. (2004) compared the performance of several multi-class classification methods by applying them to published datasets of gene expression profiles; they evaluated SVMs including simple voting heuristics with 1R, 11, exhaustive, and random coding, as well as the Naïve Bayes method, KNN, and the J4.8 decision tree. They found that SVMs showed overwhelming performance in most cases and that choosing a set of binary classifiers, i.e., favorable coding, was problem-specific. Ramaswamy et al. (2001) also compared the performance of SVMs with 1R and 11 and concluded that 1R showed better performance. Statnikov et al. (2005) exhaustively compared the performance of several SVMs, KNN, and neural networks by using published gene expression datasets, concluding that multi-class SVMs [8, 9] , and simple voting (1R) were the better classification methods; however, the best SVM algorithm among them was again problem-specific.
In this article, we take the ECOC strategy to develop multi-class classification methods, in particular by focusing on its flexibility. Although ECOC provides a unified framework to employ arbitrary binary classifiers and an arbitrary integration method for their results, such flexibility may be a hazard to discussions about what are the optimal code matrix and the optimal decoding method within the generality. For example, the simplest Hamming decoding [3] just ignores the reliability of each binary classifier, though the reliability of each constituent binary classifier should depend on the design of the code matrix. Another problem with ECOC is that its decoding methods usually try to assign a single class label to each example, rather than to estimate class membership probability for possible classes. Because such a probability estimate can represent the confidence of the original multi-class classification obtained by integrating binary classifiers designed as the code matrix, it is useful not only for considering various classification noises like mislabeling [10] but also for designing the code matrix, i.e., the optimal coding problem [11] . As for the second problem, Hastie and Tibshirani presented a different approach to the ECOC decoding problem [12] , which integrates the results of binary classifiers designed as the 11 code matrix into a class membership probability estimate, based on a probabilistic model of one-versus-one matches of two classes, called the Bradley-Terry model (See [13] ). Zadrozny [14] extended this probabilistic decoding method to be applicable to arbitrary code matrices that may include zero components.
In this article, we review two recent approaches for solving the above problems (Yukinawa et al. (2008) [15] and Takenouchi and Ishii (2007) [16] ). In the first approach [15] , we present a framework to obtain problem-specific optimal coding. We first revisit the probabilistic approach proposed by [17] , leading to our modification called the maximum a posteriori (MAP) method. In order to deal with the optimal coding problem, then, we introduce weights to the constituent binary classifiers, which are optimized so as to maximize the classification performance for the training dataset; this is called a weighted MAP algorithm. In the second approach [16] , we present an alternative but novel approach to the probabilistic decoding problem in ECOC, which is based on probabilistic modeling of information transmission channels constituted by binary classifiers [19] . Our approach models the bit inversion stochastic process in binary classification, which is identified based on the classification performance for a given set of examples.
This article is organized as follows. In section 2, we briefly summarize the ECOC framework and the optimal coding problem. In section 3, we present the first approach. In section 4, basic settings of information transmission theory in ECOC are introduced and a decoding method based on a probabilistic model of noisy channels is formulated. In section 5, we show some discussions on our proposed methods and conclude this article.
ECOC and optimal coding problem

ECOC overview
The primary objective of supervised multi-class classification is to construct a predictor that predicts the class label y i ∈ Y of the i-th sample from its pattern vector x i , where Y = {1, . . . , G} is a set of G ≥ 3 class labels. The predictor is constructed based on the training dataset consisting of n samples accompanied by their class labels, (X,
In the framework of error correcting output coding (ECOC) [3] , a single multi-class problem is decomposed into multiple binary prediction problems, which are denoted by a code matrix W ∈ {1, 0, −1} l×G , where l represents the number of binary prediction problems. We call the configuration of a code matrix "coding" or "coding method". For example, when the j-th row of the code matrix includes 1 as the first and second elements, −1 as the fourth element, and 0 as the third element, this row indicates that the j-th binary predictor ideally outputs −1 and 1 for input sample patterns belonging to classes {1, 2} and {4}, respectively; the j-th predictor does not care about the sample patterns belonging to the third class. We call the pair of subsets corresponding to the j-th row of the code matrix, {1, 2} and {4} in this case, the j-th "target". We remark the following.
Remark 1.
The maximum number of different binary classification problems and equivalently the maximum dimensionality of code matrix, p, is given by
For an input sample x whose multi-class label is being predicted, multiple outputs from all the binary predictors defined by the code matrix are aggregated and "decoded" into a multi-class output y if the set of binary outputs was most similar to the y-th column vector of the code matrix z(y) = (z 1 (y), · · · , z l (y)) ∈ {1, 0, −1} l , which is termed "code word". Although some binary predictors may make errors in actual cases, if the number of errors is not too large, an appropriate "decoding procedure" can correct the errors to restore the correct multi-class label. This is the basic idea of ECOC.
Optimal coding and decoding problems
To design an effective classifier according to the ECOC framework, selecting the appropriate "code matrix" and "decoding procedure" is essential. Conventional procedures of multi-class prediction based on the one-versus-the-rest (1R) or one-versus-one (11) methods are understood as practical examples of ECOC employing simple code matrices representing 1R and 11 and the simplest Hamming decoding procedure. In the ECOC framework, favorable coding can be selected from the heuristics candidates, such as 1R and 11, and all-possible-combinations (AA). Although an optimal coding (or, an optimal code matrix), if it exists, is expected to enhance the resultant multi-class prediction, which code matrix is the optimal one has been found to depend on each situation [20] . However, the search space of code matrix grows exponentially as the class number G increases, which makes the optimization computationally intractable.
One possible and direct solution to this intractability, is to introduce some constraints to the code word z(y) to select p rows from the full coding matrix W * , which can also be profitable for generalization; this is recognized as a variable selection problem in the field of statistics [21] . Actual implementation of this modification is not easy though we can consider some heuristics such as regularization and backward (or forward) elimination of variables (here, binary classifiers) based on cross-validation performance (e.g., [22] ). Rätsch et al. proposed a method which simultaneously optimizes the code matrix W and constituent binary classifiers [23] .
A probabilistic model for optimal combination of binary classifiers
In this section, instead of looking directly for the optimal coding, we intend to optimally weight the binary classifiers whose set is given arbitrarily as an initial code matrix [15] . Since this weight optimization is performed so as to exhibit the best performance based on a given dataset, we expect the optimal coding problem can be solved in a consistent manner in each situation.
Probabilistic model for combining binary classifiers
Our approach employs a probabilistic decoding, which was first proposed by in particular for 11 coding and later extended by as a general coding method. It decodes a probabilistic guess on the multi-class problem from the aggregated probabilistic guesses on the binary problems.
For the i-th sample with a sample pattern vector x i , we assume a class membership probability vector p i whose component is a true but unobserved membership probability p i y to each class label y i ∈ Y:
We attempt to estimate p i and call the estimate a probabilistic guess of the primary multi-class problem. Let q i j ≡ Pr y i ∈ 1 j | x i , y i ∈ 1 j ∪ −1 j be a probabilistic guess of the j-th binary predictor to the i-th sample, where 1 j ⊂ Y and −1 j ⊂ Y are class subsets corresponding to the binary outputs 1 (positive) and −1 (negative) of the j-th binary predictor, respectively. Let q i = {q i j } j∈W denote the set of class membership probabilities, where W is the set of binary predictors defined by a code matrix. Thus, the class membership probability vector for the entire dataset, {q i } i=1,··· ,n , is determined by a set of binary classifiers in W , based on the training dataset. In the following part of this section, we omit the argument "i" when that does not risk causing confusion.
Since our study aims at presenting a good methodology to deal with the optimal coding problem, our task is in principle free from the choice of binary classifiers. For frequently-used binary classifiers, such as linear discriminant analysis and SVM, probabilistic outputs are not available straightforwardly. Here, we use SVM as an individual binary classifier, to which we apply logistic regression whose parameter is determined by the cross-validation with the training dataset [24] , in order to obtain a probabilistic guess from the discriminant function value of the SVM.
Next, we proceed to an estimation procedure of multi-class membership p from the set of binary membership probabilities q. Based on the assumption of the true multi-class membership probability p, the true binary class probability with respect to the j-th target,
where the membership probability, p l , to a subset of class labels l ∈2 Y is given by a simple summation of class membership probabilities to single classes, p l = i∈l p y . To obtain a p which allows π to best fit the observed q, weighted Kullback-Leibler (KL) divergence between q and π is minimized with respect to p:
where w j is a confidence weight variable corresponding to the j-th target, which could be set at w j = 1 in the simplest case. Since the natural distribution of p is multinomial, we introduce a Dirichlet prior to eq. (3) for regularization, and the problem is formulated as maximization of the following objective function:
where γ 0 and R are constant independent of p. The Dirichlet prior term controls prior knowledge of the rate of random mislabels and contributes to stabilizing the optimization algorithm. By maximizing objective function V (p) with respect to p under constraint eq. (1), we obtain the probability estimate of class membershipp. In the simplest case where all the weight variables {w j } j∈W are set at unity, this probabilistic estimation is similar to the existing probabilistic decoding [17] and is subsequently called the maximum a posteriori (MAP) method. 
Optimization of the weights of binary classifiers
In this section, we propose a procedure to optimize the weight variable w = {w j } j∈W , which allows us to approach the optimal coding within the usage of initial code matrix W . To optimize the weight w, we define a gain function U that represents the concordance between the class membership probability estimate p and the true class label y:
where
is an G-dimensional binary vector that indicates a single class label;
, where β is an inverse temperature parameter which controls the sharpness of the soft-max.
The gain function U is an implicit function of w, namely, U depends on p which is obtained by maximizing a function of w. Therefore, the optimization of U with respect to w is to obtain thew that satisfies:
for the given training dataset {q i , t i } i=1,...,n . This is a two-fold optimization problem; outer and inner optimization is given by eqs. (6) and (7). The optimal G-class classifier is configured by optimizingw for the entire dataset (X, Y ) in the outer optimization, and by using it, the class membership probability estimate p i of each pattern vector x i is given in the inner optimization. This optimization has a conceptual similarity to the iterative optimization of the code matrix and embedding functions, proposed by Rätsch et al. [23] . We call this algorithm the weighted MAP (WMAP) method. To see how the improvement in classification performance by the WMAP method proceeds, figure 1 illustrates an example time-series of the utility function value during the weight optimization process. We can observe that the training accuracy and test accuracy increased as the utility function is optimized in the outer optimization of the algorithm.
Experiment: applications to tumor classification problems
Our method was applied to four tumor classification problems based on gene expression profiling. The information of the datasets is summarized in table 1.
We prepared a total of six combinations of two multi-class classification algorithms, MAP and WMAP, and code matrices, 1R, 11, and AA. For each binary classifier to be aggregated, we prepared an SVM with a linear kernel using all genes without any selection procedure. We preset the (hyper-)parameters of the MAP and WMAP methods at γ = 2 and β = 2000 for the thyroid cancer, esophageal cancer, and SRBCT datasets, and at γ = 2 and β = 1500 for the leukemia dataset. We also prepared three state-of-the-art multi-class classification algorithms: a nearest shrunken centroid algorithm (NSC) [25] and two direct implementations of multi-class SVM (MC-SVM), Weston and Watkins (WW) [8] and Crammer and Singer (CS), which is a modification of the WW approach [9] . These methods cast multiclass categorization problems as a constrained optimization problem with a quadratic objective function by introducing a generalized notion of the margin into multi-class problems.
In NSC, the shrinkage parameter ∆ was optimized by searching from 0 to 6 at intervals of 0.25. In the two MC-SVM variants, a linear kernel was also employed, because it showed the best performance. The parameters for NSC and MC-SVM were optimized based on just the training datasets for avoiding information leak from the test datasets.
For each dataset and each method, training accuracies and test accuracies were evaluated with a 5-fold cross-validation framework, where for each split of the five folds, the ratios of all classes were maintained to be similar to the other folds. The mean and standard deviation of the results are shown in table 2.
Comparing the proposed six ways, the AA coding was often found to be better than the others; it was the best for the thyroid and esophageal datasets and comparable to the best for the SRBCT and leukemia datasets. For the three datasets except esophageal, the training CV accuracy by all of the six combinations reached the upper limit of 1.0. The SRBCT data may be too easy to be classified perfectly even for the test, while for the thyroid and leukemia datasets the training CV accuracies of 1.0 might come from overfitting, because the test CV accuracies did not reach 1.0. Compared to the existing state-of-the-art multi-class classification methods, we found our proposed methods, especially with weight optimization (WMAP), exhibited better or comparable performance. 
A probabilistic model-based decoding method based on information transmission theory
In this section, we formulate a probabilistic model of noisy channels from a closer view point of information transmission theory in ECOC-based multi-class classification, and then introduce a decoding method of a multi-class label from binary ones which are disturbed by noisy channels [16] .
Information transmission through noisy channels
By assuming a stochastic process from a ternary z j (y) (see section 2.1), which is the original label defined by the code matrix, into binaryz j , which is the label obtained by the trained binary classifier, the multi-class classification can be interpreted in the context of information transmission theory [19] (see figure 2 (a) ). A component z j (y) of the code word z(y) is assumed to be transmitted intoz j through a noisy channel composed of the trained binary classifiers. We assume that the noisy channel is memory-less and is not necessarily binary symmetric. Additionally, the characteristics (distribution) of noise associated with z j (y) is assumed to be different from the others so as to be dependent on j. Here, the memory-less assumption implies independence of each binary classifier from the others. Additionally, we assume that the noise is independent of any other input from the original code word y. predictor in the 1R coding should classify quite uneven numbers of positive (1 class) and negative (G − 1 classes) examples, naturally making the two kinds of errors unequal. Considering these features of classification noise leads to the assumption that each component z j (y) of the code word is associated with a specific asymmetric channel from a ternary input to a binary output. Figure 2 (b) schematically shows the noisy channel. The transmitted code wordz j is binary, consisting of 1 and −1. The inversion probability from 1 to −1 in z j (y) is denoted as ε 1j and that from −1 to 1 as ε 2j , so that ε 1j is not necessarily equal to ε 2j . A code 0 in z j (y) is assumed to be transformed into 1 (−1) with probability ε 0j (1 − ε 0j ). These parameters represent the property of the noisy channel for z j (y) and can be estimated with the probabilistic model described below, based on the actual classification performance of the binary predictors.
Noisy Channel2
Noisy Channelp Corresponding to the stochastic process assumed above, we define a probabilistic model of information transmission of the j-th code word z j (y) into a transmitted (re-classified) onez j , as follows:
where β j is a model parameter representing the noise level of the channel, γ j denotes the degree of asymmetry of the channel, and δ j denotes the rate of producingz j = 1 when z j (y) = 0. ψ(ξ) is a normalization term given by ψ(ξ) = log (exp(ξ) + exp(−ξ)). The characteristic parameters of the noisy channel: ε 1j , ε 2j and ε 0j , determine the model parameters β j , γ j and δ j . Since we assume that each component of the code word is transmitted independently of the other components, transmission of the full code word z(y) is simply modeled as
For a set of real ternary code words z(y i ) used for the training and that of transmitted binary code wordsz i obtained by the re-classification, the model parameters β, γ and δ can be estimated according to the maximum likelihood (ML) estimation so as to maximize the log-likelihood function: where we parametrize a marginal distribution p(y) of y as p(y) = p y , which satisfies y∈Y p y = 1 and let p be a vector (p 1 , · · · , p l ) . The maximum likelihood estimator is given aŝ
wherẽ
. Function I(·) is an indicator function:
where R is an arbitrary conditional expression. After identifying the noisy channel by estimating its model parameters, we can decode the unobservable code word z(y) from a transmitted labelz obtained by the trained binary classifiers for a new input feature vector; this decoding process corresponds to the multi-class classification. The decoding process is executed by calculating the posterior probability p(z(y)|z) of every possible code word z(y),
and searching for a code word that maximizes the posterior probability:
which is called the maximum a posteriori (MAP) decoding 1 . Here,β,γ,δ andp are ML estimates of parameters β, γ, δ and p, respectively. Although there could be 3 l possible code words if we ignore the character of multi-class classification problems, which would make the MAP decoding difficult [26] , we can actually do MAP decoding because the character of the target multi-class problems allows the number of candidates to search to be G.
Relationship between the proposed decoder and the Hamming decoder
In this subsection, we discuss the relationship between the decoding method (15) , and the conventional Hamming decoding or the maximum likelihood decoding [27] .
If we assume
where C is an arbitrary constant and p(z(y)) is uniform over the G classes, the posterior probability of z(y) can be written as
The maximization of this posterior probability is equivalent to the minimization of the following extended Hamming distance:
suggesting that the decoding method (15) includes the (extended) Hamming decoding as the special case specified by the additional condition (16) .
In addition, if we do not assume β j is a constant C regardless of j, the posterior probability is written as
This decoding method was formerly proposed as the maximum likelihood decoding [27] and is equivalent to seeking a class label that minimizes the weighted Hamming distance:
Note that the two decoding methods above do not consider the prior distribution p(z) and the normalization term is independent of z(y) orz.
Experiments
We examined performance of the decoding method with the model (9) by using some datasets from the UCI repository [28] and a bioinformatics dataset. The performance of the decoding method (15) was compared with those by the Hamming decoding, the loss-based decoding and two implementations of multi-class SVM (MC-SVM): C-svm and spoc-svm [29, 30] . Except for multi-class SVMs, each method employed SVM as individual binary classifiers and the full code matrix (AA) in the ECOC coding. Therefore, we do not consider code optimization here. All the methods including MC-SVMs used a first-order polynomial (i.e., linear) kernel and a radial basis function (RBF) kernel for their kernel functions. The hyper-parameter of each kernel was automatically set at an appropriate value by the package program we employed (kernlab package in R language [31] ). Among the datasets from the UCI repository, "Thyroid" and "Satimage" datasets had been originally separated into a training set and a test set. Including those datasets, we applied 5-fold cross validation to estimate the generalization performance; we repeated the 5-fold cross validation 100 times by changing the dataset separation and calculated the average performance.
In table 3, the best performance for each dataset is boldfaced. While a superior method and a good kernel function depend on datasets, all methods have attained reasonably low errors. We can see, however, that the decoding method (15) of the five datasets in terms of test error, suggesting the promising performance of our decoding method (15) . Moreover, especially for the thyroid dataset, superiority of the new decoder (15) is apparent.
Next, we applied the decoder (15) to a bioinformatics dataset, a lung cancer dataset registered at Harvard University [32] , which contains 203 observations each of whose feature vector x is denoted by 2883 variables. The number of classes is 5: lung adenocarcinomas (AD), squamous cell lung carcinomas (SQ), pulmonary carcinoids (COID), SCLC, and normal cells, each of which has 138, 21, 20, 6, and 17 samples, respectively. The class sizes of this dataset are so asymmetric that, for example, the SCLC class contains only 6 samples. Therefore, we randomly divided samples belonging to each class into a training set and a validation set with the ratios of 0.7 and 0.3, respectively. We repeated this procedure 50 times and the averaged performance was examined. The results (table 4) show that the decoding method (15) worked better than the other methods. Table 4 . Training and validation error in % of each method with the first-order polynomial kernel when applied to the lung cancer dataset. and could be one answer to the code optimization problem, though we still have to seek an initial target set rather than the whole one (AA) especially when the class number is large.
When the training accuracy reaches a higher limit by the MAP method, i.e., saturation occurs, the room for taking advantage of the WMAP method is restricted. This is one aspect of over-training, and this tendency is more apparent when the binary classification method is strong enough. Although the linear-kernel SVMs used in this study have been preferred in many bioinformatics studies [33] [34], its relatively weak feature is advantageous to make use of our optimization of coding. This character also reminds us of the concept to use weak learners in boosting [4] . One way of solving the over-training problem is to split the training dataset into two or more and to train the binary predictors and adjust the weights individually using different data subsets. Such a modification usually needs a large number of data; thus the advantage of our method becomes more prominent as the amount of data increases.
From the view point of bioinformatics, estimated weights may provide valuable information. The weights of binary predictors based on loss (in our case, gain) from a dataset can provide an appropriate coding manner of a class, which well represents the dissimilarity to the other classes, and hence represent information about which binary predictor should contribute to constructing the complicated and hierarchical Bayes optimal decision boundaries of multi-class classification problems. Since this coding represents the character of the class in the classification space, we speculate that this information will be helpful to interpret the geometrical structure of the high-dimensional data analyzed in this domain.
The second approach [16] focused on optimal decoding problem, by identifying the signal transmission from real ECOC codes to noisy codes. The method includes the weighted Hamming decoding as a special case and the decoder was easy to implement. While the first approach considered dependence among binary predictors by optimizing their weight values by means of maximization of the whole classification performance, the second approach was based on the independence assumption with the pre-fixed code matrix as shown in (9) . Within the framework of the second approach, however, an extention to consider the dependence will be possible by assuming a more complicated but flexible model to the transmission channels constituted by binary predictors which are definitely correlated with each other.
Related to the optimal coding problem, introduction of any regularization, which is related to introduction of some constraints like sparseness, to the channel's parameters, will effectively work. Those extentions will be challenging future works.
In the field of bioinformatics, the information from cells and genes is usually observed through high-dimensional channels, like expression of proteins and RNAs. One challenge in such situations is to stably extract essential information; the information theory and machine learning could be key technologies, and actually our ECOC-based methods could have produced stable classification performance from a large number of information sources (binary predictors) whose intrinsic noise is unknown.
