Abstract -As the value of gold cannot be blindly rejected, forecasting the future prices of gold has long been an intriguing topic and is extensively studied by researchers from different fields including economics, statistics, and computer science. The motivation for these studies is naturally to predict the future prices so that gold can be bought and sold at profitable positions and reduce the risk of investment. However, there are still a lot of untackled questions and room for improvements in these forecasting techniques. This is because there are no optimal models for all forecasting problems. Different question needs a different answer; therefore, more experiments and modeling need to be done in order for researcher to enhance their findings. The target of this paper is to present a gold forecasting techniques using one of the optimization algorithm called Grey Wolf Optimizer (GWO).
I. INTRODUCTION
Historically, gold is the oldest precious metal known to man and for thousands of years it has been valued as a global currency, a commodity, an investment or simply as an object of beauty. The World Gold Council estimates that all the gold ever mined amounts to 174,100 metric tons in 2009 [1] . If this supply were divided equally among the world's population, it would work out to less than one ounce a person, that's how scarce the gold is.
Andrea Sella, a professor of chemistry at University College London, said that, the reason gold is precious is precisely because it is so chemically uninteresting [2] . Gold's barely reacts with any other elements and its relative inertness means that we can create an elaborate golden jaguar and be confident that 1,000 years later it can be found in a museum display case, still in the exact pristine condition.
But scarcity and stability isn't the only reason to the preciousness of gold. One other quality that makes it the standout is because gold is golden. Most of the other metals are silvery-colored except for copper which is easily corrodes and turning into green when exposed to moist air. This physical attributes is what makes gold very distinctive and making it successful as a currency due to its undeniable beauty.
Gold proved to be the most effective way to collect cash during the stock exchange crash for example in 1997 and 1998, during the Asian crisis [3] . Many nationalistic Koreans volunteered to give up their gold jewellery to help their country during this difficult period. The nationwide campaign -led by large business groups including Daewoo, Samsung and Hyundai involved ordinary Korean citizens donating their personal gold treasures which have been melted down into ingots ready for sale on the international markets. Hence, it is proven that a. small proportion of a portfolio in gold could be invaluable in moments when cash is essential. Its importance lies in reflecting the expectations of the investors, marking the trends and expectations of growth and decline of the world economies.
This paper will give a review on methods that had been developed and tested by researches in order to tackles the influences and predicts the price of gold and proposed the use of GWO with feature selection as a method to forecast the gold price.
Rest of the paper is organized as follow; Section II covers the background of the work related to this field. Methodology and data processing is covered is Section III. Experimental study and the analysis of the results are covered in Section VI, followed by the concluding remarks.
II. LITERATURE REVIEW

A. Gold Price prediction
Gold price prediction is a complex problem due to its nonlinearity and dynamic time series behaviour, constrained with many factors like economic, financial etc. But this unexpected behaviour intrigues researchers more into this field and that is why a lot of statistical and machine learning algorithms for gold prediction were proposed from time to time. The quality of forecasts related to the gold price and other metals are visualized in the following chart graph: Fig. 1 . Actual metal prices and forecast ranges from 1995 to 2011 [4] Using the simplest real-time forecasting approach, Pierdzioch, Risse and Rohloff [5] try to study whether the publicly available information on a large set of financial and microeconomic variables help in forecasting out-of-sample monthly excess returns on investing in gold. Their finding concludes that the use of real-time data in forecasting raises two distinct complications in which even preliminary data may become available only with a lag and past data are continuously revised. Little is known about the nature of the revisions of gold price data or how these revisions and delays in data availability affect out-of-sample forecast accuracy.
Khan [6] . G, Nambiar and M [7] , and Abdullah [8] in their paper used the ARIMA method, Box Jenkins approach to build their gold prediction model. Box-Jenkins ARIMA is said to be one of the most sophisticated techniques of time series forecasting. Their study indicates that ARIMA is not the appropriate fit as residuals are contaminated. Furthermore, with too many complex factors influencing gold prices and as the dynamics of the supply and demand for gold always change, it makes ARIMA not suitable to forecast the gold prices. They also stated that the largest limitation of ARIMA model lies with the fact that the forecasts could be made only for immediate future and not for a longer time period.
Artificial Neural Network (ANN) had also been used as one of the gold forecasting techniques. ANN simulates the human brain mechanism to implement computing behaviour. Mombeini and Yazdani-Chamzini [9] had used this technique and compares it with ARIMA models. By using three performance evaluation measures that is Mean Absolute Error (MAE), Coefficient of Determination (R2), and Root Mean Square Error (RMSE), the results show that the forecasting results of ANN model during the validation phase outperform the ARIMA model. However, as ANN have a long training time and too many parameters to setup, some of the research in gold predictions using ANN unable to concludes with any strong conclusion due to time-constraint [10] .
By using Genetic Algorithm BP neural network (GA-BP) forecasting model, Liu [11] puts forward a forecasting model for the gold futures price. This technique was able to optimizes the connection weights of multilayer feed forward neural network (BP neural network), so as to expand the searching space of the neural network and improve the learning efficiency and precision. The simulation results of GA-BP neural network is said to be helping in reaching the goal of forecasting the midterm tendency of gold futures in actual investment and it has important practical application value and great guiding significance for the newly-listed gold futures in China.
Ismail, Yahya and Shabri [12] developed a forecasting model for predicting gold price based on economic factors such as inflation, currency price movements and others using Multiple Linear Regression (MLR). MLR is a study on the relationship between a single dependent variable and one or more independent variables, as in their case, with gold price as the single dependent variable. They proved that MLR can be used to forecast gold price but the accuracy is dependent on other major factors that influence the future gold prices. Aye, Gupta, Hammoudeh and Kim [13] attempted to examine the possible factors influencing the price of gold. The authors tried to show superiority of the dynamic model averaging (DMA) and dynamic model selection (DMS) models. Through the analysis of data it was identified that to obtain best forecast performance, we must allow model evolution and parameter evolution as supported by DMA and DMS with DMS having the better predictive power.
Lili and Chengmei [14] employed the Factor-Augmented Vector Autoregressive (FA VAR) to study the factors influencing the price of gold and make a gold price prediction. From 1985 to 2005 dataset analysis, they come to conclusion that the effect of financial market indices and macroeconomic indicators to gold price is negative while the effect of gold reserve and prices of energy product to gold price is positive. They forecast the price of gold for the next six years (2006 until 2011), however, only the result of the first year are accurate to some extent. Therefore, the FA VAR model is believed to be able to forecast the gold price for the next one year only.
Particle Swarm Optimization (PSO) based time series model for gold price forecasting had been developed by Hadavandi, Ghanbari and Abbasian-Naghneh [15] . The capability of the model had been evaluated by applying it on the daily observation of gold price and the outcomes had been compared with previous methods using mean absolute error (MAE). Results show that the proposed approach is able to cope with the fluctuations of gold price time series and it also yields good prediction accuracy.
B. Prediction Using Swarm Intelligence
Swarm Intelligence (SI), a term coined by Gerardo Beni and Jing Wang in 1989 is the resulting study about behaviour of swarms of insects and animals for solving complex optimization problem that are impossible for single individuals to resolve [16] . An example of SI includes a group foraging of social insects, their cooperative transportation, the division of labor between animals, and their effectiveness in collective sorting and clustering.
Researchers are being motivated because these natural systems have many characteristics that might be useful in solving the cognitive problems. In recent years, SI design has been applied to a wide variety of problems in combinatorial and continuous optimization, telecommunications, robotics, etc. Ahmed and Glasgow [17] in their paper highlights that two of the most popular and successful examples of the SI approach are Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO).
GWO is one of the SI techniques that had been develop by Mirjalili [18] and his colleagues in 2014 for solving continuous optimization problems. GWO mimics the leadership hierarchy and hunting mechanism of grey wolves (Canis lupus) in which four types of grey wolves such as alpha (α), beta (β), delta (δ), and omega (ω) are employed for simulating the leadership hierarchy.
The male and female leaders are called alpha (α), while the beta (β) are subordinates wolves that help the alpha in decisionmaking or other pack activities. The lowest ranking of the grey wolf is omega (ω) which plays the role of scapegoat and the last wolves to eat. If the wolves are not in one of these categories, it is called delta (δ) wolves which follow the order of alpha and beta but dominates the omega.
In order to complete the process of GWO a three main steps of hunting, searching for prey, encircling prey and attacking prey are implemented. The GWO algorithm is guided by α, β, and δ. The ω wolves follow these three wolves.
Encircling prey: Grey wolves encircle prey during the hunt. In order to mathematically model encircling behavior the following equations are proposed by Mirjalili, Mirjalili and Lewis [18] :
where t = current iteration, A and C = coefficient vectors, = position vector of the prey, and X = position vector of a grey wolf.
The vectors A and C are calculated as follows:
where components of α are linearly decreased from 2 to 0 over the course of iterations and , are random vectors in [0, 1].
Hunting: In order to mathematically simulate the hunting behaviour of grey wolves, suppose that the alpha (best candidate solution) beta, and delta have better knowledge about the potential location of prey. Therefore, they save the first three best solutions obtained so far and oblige the other search agents (including the omegas) to update their positions according to the position of the best search agents. The following formulas are proposed in this regard.
Details on GWO theory can be seen in [18] Mirjalili, Mirjalili and Lewis [18] then did twenty nine test functions in order to benchmark the performance of the GWO in terms of exploration, exploitation, local optima avoidance, and convergence. The results showed that GWO was able to provide highly competitive results compared to well-known heuristics such as PSO, Gravitational Search Algorithm (GSA), Differential Algorithm (DE), Evolutionary Programming (EP), and Evolution Strategy (ES).
III. METHODOLOGY AND DATA
This study is mainly divided into 4 parts; in which the first part will be on collecting the raw data to be used for forecasting the gold price. Then the data will be pre-processed and feature selection techniques is utilized in order to remove redundant features that will effects or degrades the performance of the forecast. The third part will focus on applying the GWO-time based series model on the raw data to forecast the gold price. The final parts explains the method used for analysis and comparison of forecasting by using GWO-time based series model versus ANN.
Fig. 2. Process Flow
A. Data Gathering
In this study, the data of daily closing price of gold (in USD per ounce) were collected from 1st January 2013 to 31 December 2015 from Investing.com [19] as empirical samples. There are a total of 741 observations prices for daily closing prices of the gold. The output variable for these simulations was the gold price of in 21 trading days ahead (approximately about 1 month).
Besides, the data of daily closing price of another feature that will have an effect on the price of gold will also be considered for input. These data are also collected from Investing.com and federalreserves.gov. In this study, seven input parameters for the gold price forecasting were identified [9] , which are USD Index (measures the performance of the United States Dollar against the Canadian Dollar), inflation rate (the United States inflation rates), oil price (West Texas Intermediate Crude Oil Prices), interest rate (the United States interest rates), stock market index (Dow Jones Industrial Average), silver price, and world gold production. However, as daily value of the world gold production is not available in daily data, only six input parameters besides the gold price will be evaluated.
B. Data Pre-Processing
After the data had been merged and cleaned, feature selection is applied to the data to filter out most of the irrelevant and redundant features to enhance the forecasting accuracy. Feature selection or attribute selection is a process in which features that will affect the output most were identified. By using feature selection, we can reduces over fitting, improves the accuracy and reduces training time. Feature selection methods aid us to create an accurate predictive model by choosing features that will give us as good or better accuracy whilst requiring less data. Less attributes is desirable because it reduces the complexity of the model, and make it simpler to understand and explain.
Because of there are a lot evaluator provided in WEKA tool, finding the best one to be used requires more experimentation. Therefore, in this study, we apply a few of this algorithm to the dataset and rank the features according to the most occurrences in the algorithm result. Result from the WEKA shows that the three best attributes that related to the gold price on the 21th days (G21) are stock market index, silver price, and oil price.
To obtain a better generalization results, the data will be normalized so that data training, testing and forecasting were carried out at a distribution between [0, 1]. This normalization is based on Min Max Normalization techniques by Shalabi [20] . This data normalization is done inside the MATLAB using a Mapminmax function. Mapminmax processes matrices by normalizing the minimum and maximum values of each row to [YMIN, YMAX] . The normalized inputs and targets that are returned will fall in the interval [0, 1]. After the network has been trained these data will be denormalized back to the original unit for testing.
From the processed data set, 70% is set for training, 15% for validation and the remaining 15% is reserved as testing. In training sets, the data will be trained, by pairing the input with expected output. In order to estimate the accuracy of the model that has been trained we will use it with the 15% of the data in testing phase.
C. Forecasting Using GWO
By using MATLAB software, GWO algorithm will be used to find the best solutions for estimation of parameters vector in the time-based function that had been developed. The equation for Gold Price Forecasting is derived based on [18] and [21] and is defined as equation 8:
where to are the cooficients of the input stated in table I   TABLE I. INPUT AND The GWO Pseudo code in forecasting is as below. = 100 (12) Where is actual value, is the forecasted value of the ith test data obtained from proposed model and N is the number of test data.
Output of the GWO-time based series model will be compared with ANN models proposed by [9] . From the same data, ANN model will be constructed using productive algorithm in MATLAB 7.11 package. The result will be analyzed to show whether the GWO with the feature selection is superior or comparable over ANN in forecasting the price of gold.
IV. RESULT AND ANALYSIS
The result produced by GWO forecasting model is presented in Table II . The table shows the actual and forecast value of GWO around the testing phase dataset. For comparison purposes, the forecasting performance of GWO is compared against the results produced by ANN in forecasting the gold price. The result produced by the GWO forecasting model and ANN are presented in Table III . The performance of the forecasting models is then evaluated via statistical evaluation indices MAE, RMSE, MAPE, and PA. From the comparison table by using MAE, RMSE, MAPE, and PE evaluation metrics as depicted in table III, prediction using GWO yields a better forecasting accuracy than ANN. The performance of the models in forecasting gold price is also illustrated in Figure 4 . The figure plots the actual and forecast value of GWO and ANN from day 594 to day 700 (testing phase). The green line represents the actual price while the GWO forecast is indicated by Red dashed line. Prediction by ANN is represented by the Red dotted line. Although there's only a slight difference between forecasting by GWO and ANN from the comparison in table III, from figure 4, we can see that forecasting done by ANN gives a more volatile result. This forecast make it harder for us to predict whether the price will be higher or lower in the next few weeks as forecasting by ANN always jumping up and down aggressively. On the other hand, GWO forecast gives a smoother forecast and following the trend of up and down of the real price.
V. CONCLUSION
Forecasting gold price can be a difficult task due to multiple factors that affects the price of gold. Moreover, most of the existing gold forecasting techniques required a lot of training time or incapable of forecasting too much into the future. That is why the research on forecasting to find an optimum solution is not yet a closed subject due to no optimal models can give an answer for all forecasting problems. More experiments and modelling need to be done in order for researcher to enhance their findings as different question needs a different answer In this study, GWO-based time series model with feature selection are chosen to forecast gold price that uses GWO algorithm for parameter estimation. Overall, GWO-based time series model with feature selection can be used to predict the gold price of the 21th day. It is also confirmed that Stock Market Index, Silver Price, and Oil price are features that affects the price of gold. This factors might change over time, nevertheless, it still valid for these past three years. This insight is essential to any investor with an interest in gold trading as they get to know what drives the fluctuation of gold price.
As in future, it will be interesting to improvise the prediction capabilities by hybridizing GWO algorithm with others such as LSSVM or ANN to predict the gold price.
