Abstract -This paper presents a sensor fault detection and diagnosis system for autonomous helicopters. The system has been tested with the MARVIN autonomous helicopter. Fault detection is accomplished by evaluating any significant change in the behaviour of the vehicle with respect to the fault-free behaviour, which is estimated by using an observer. The effectiveness of the proposed approach is demonstrated by means of MARVIN experimental results.
I. INTRODUCTION
Unmanned Aerial Vehicles (UAV) are increasingly used in many applications in which ground vehicles cannot access to the desired locations due to the characteristics of the terrain and the presence of obstacles. In many cases the use of aerial vehicles is the best way to approach the objective to get information or to deploy instrumentation.
The work described in this paper has been performed in the framework of the COMETS project funded by the IST Programme of the European Union, devoted to the coordination and control of multiple unmanned aerial vehicles. Particularly, both helicopters and airship have been integrated in the COMETS system.
Helicopters have high maneuverability and hovering ability. Then, they are well suited to agile target tracking tasks, as well as to inspection and monitoring tasks that require to maintain a position and to obtain detailed views. Furthermore, the vertical take-off and landing of helicopters is very desirable in many applications. Remotely piloted helicopters are inherently unstable and dynamically fast. Even with improved stability augmentation devices, a skilled, experienced pilot is required to control them during flight. Autonomous helicopter control is a challenging task involving a multivariable nonlinear open-loop unstable system with actuator saturations.
Moreover, helicopters do not have the graceful degradation properties of fixed wing aircrafts or airships in case of failures. Thus, a failure in any part of the autonomous helicopter (sensors, actuators, control system, etc) can be catastrophic. If the failure is not detected and accounted for, the helicopter may crash.
Fault Detection and Isolation (FDI) techniques have been widely used in process industry to detect faults in sensors and actuators. If a fault is detected, the structure of the controller can be changed to get the best possible response of the system, or the system can be stopped. FDI techniques have been applied to autonomous vehicles as cars, aircrafts [1] [2], fixed-wing [3] , tilt-rotor UAVs [4] and underwater vehicles [4] . However, few FDI applications to autonomous helicopters have been published [6] .
In the model-based FDI approach, all the information on the system can be used to monitor the behavior of the plant, including the knowledge about the dynamics. The presence of faults is detected by means of the so-called residuals, i.e., quantities that are over-sensitive to the malfunctions. Residual generation can be performed in different ways: parity equations [7] , observer-based generation [8] , and the methods based on parameter estimation [9] . Neural networks and fuzzy systems have also been applied in model-based FDI [10] .
Observer-based and parameter estimation methods are the most frequently applied methods for fault detection [11] . Most published work in recent years on FDI systems for autonomous vehicles also use observer-based methods. The basic idea behind the observer or filter-based approach is to estimate the outputs of the system from the measurements by using either Luenberger observer(s) in a deterministic setting or Kalman filter(s) in a stochastic setting.
Several methods have been used for observer generation in autonomous vehicles FDI: Luenberger observers, Kalman filters, banks of observers and Kalman filters and neural networks.
Neural networks have been used to detect sensor and actuator faults applied to a B-747 mathematical model [2] . A bank of Kalman filters and neural networks have also been used for sensor fault detection on a NASA high altitude UAV simulation model [3] , and on B-373 actual flight data [1] . A bank of Kalman filters have been also used for fault detection in aircrafts, with application to a linear simulation model of an Eagle-Eye tilt-rotor UAV [4] . Linear observers have been used for actuator fault detection in autonomous helicopters [6] . Actuator fault detection in unmanned underwater vehicles has been done also using a bank of Kalman filter estimators [4] .
In this paper, the diagnosis of sensor faults in an autonomous helicopter is investigated and the design of a sensor fault detection system is presented. A model-based approach, with observer-based residual generation, using Luenberger observers, is applied. Experiments with the MARVIN autonomous helicopter have been conducted. This helicopter is described in section II. Section III presents the fault detection and isolation approach. The results on the application of these techniques to MARVIN are presented in section IV. Sections V and VI are devoted to the conclusions and references.
II. THE MARVIN HELICOPTER
The basis of MARVIN (Fig. 1 ) is a conventional model helicopter. It has a rotor diameter of 1.9 m and is equipped with a two-stroke petrol engine producing about 2 kW. Its takeoff weight amounts to about 12 kg, operation time is approximately 30 minutes. Figure 1 shows a view of MARVIN in flight. The sensors on board of MARVIN are: 1. A custom-built inertial measurement unit consisting of three magnetometers, three semiconductor accelerometers, and three piezo-electric gyroscopes. 2. A NovAtel RT-2 carrier phase differential GPS receiver. 3. A fire sensor that detects a certain range of ultraviolet light characteristic of burning wood, gas, or oil. 4. Temperature sensor to measure the heat of surrounding air. 5. A light barrier rpm sensor for measuring main rotor rpm.
6. An ultrasonic rangefinder looking down. 7. A high resolution digital still camera.
On-board data processing is divided between a PCarchitecture single-board computer (by Compulab) and an Infineon SAB80C167 microcontroller. The PC is responsible for wireless network communication and for the interfacing of the on-board camera, while the microcontroller is used for sensor and actuator data processing and the implementation of the flight controller. 
III. SENSOR FAULT DETECTION AND ISOLATION

A. Sensor fault detection structure.
The helicopter sensor FDI subsystem performs the tasks of failure detection and identification by continuously monitoring the outputs of the sensors. Under nominal conditions, these measurements follow predictable patterns, within a tolerance determined by the amount of uncertainties introduced by random system disturbances and measurement noise in the sensors. Usually, sensor FDI tasks are accomplished by observing when the output of a failed sensor deviates from its predicted pattern.
For detection of faults in the helicopter sensors, a bank of output estimators has been implemented as showed in Fig.  2 . The number of these estimators is equal to the number of system outputs. Thus, each device is driven by a single output and all the inputs of the system. In this case a fault on the ith output sensor affects only the residual function of the output observer or filter driven by the ith output. A residual is generated for each sensor, comparing the estimator output with the sensor output. Each residual is not affected by the other sensors, and therefore fault identification is straightforward: each residual is only sensitive to a single helicopter sensor. If the residual k goes above the threshold level, a fault has been detected in sensor k.
The FDI system with the above structure has been implemented using ARX input-output models. The results are presented in the following subsections.
B. Sensor failure types.
Sensors used in autonomous helicopters can fail in several ways. Some failure types are general for various sensors, while others are specific of a single sensor. The failure types that have been considered are:
1) Total sensor failure. This is a catastrophic failure, at a given time the sensor stops working and gives a constant zero output after that. This failure can be due to electrical or communication problems.
2) Stuck with constant bias sensor failure. In this failure type, at a given time the sensor gets stuck with a constant bias, and the output remains constant.
3) Drift or additive-type sensor failure. This is a very common failure in analog sensors. Due to internal temperature changes or calibration problems, the sensor output has an added constant term (the drift).
4) Multiplicative-type sensor failure. This failure type is caused by a scaling error in the sensor output (a multiplicative factor is applied to the sensor nominal value).
5) Outlier data sensor failure. This is a failure that appears sometimes in GPS sensors. It is a temporal failure: a single point with a large error is given by the GPS sensor, but after that, the following measurements are correct. This error can be caused by failures in the GPS internal signal processing algorithms, temporary satellite signal blocking, …
B. Observer design.
The estimation of the state vector is unnecessary for FDI purposes and only the output estimation is required [8] . A residual generator based on a Luenberger observer can be used.
As only the outputs are required for FDI, an inputoutput model of the helicopter system can be identified for output prediction. Since past inputs and outputs are available to the FDI system at any given instant, the inputoutput model can be used to estimate the actual output in fault-free conditions. A linear mathematical model of the input-output links can be used for local analysis. This model can be obtained by means of well known identification schemes. When the signal to noise ratios are high Auto Regressive eXogenous (ARX) models can be used. The ARX model is chosen with the structure that achieve the smallest Akaike's Information Theoretic Criterion (AIC) [12] , according to a simple search algorithm, in which the first half of data is used for estimation and the second for cross validation.
C. Residual generation.
Independent residuals are constructed for each different sensor failure. Residuals are designed so that they respond to an individual failure and not to the others. In general, residuals R k are functions of the squared difference between real (c i ) and estimated ( i ĉ ) sensor outputs:
where m i are weighting coefficients that are determined for each failure based on experience and experimentation.
The first time the residual goes above the threshold level, the fault is supposed to be present.
IV. FAULT DETECTION RESULTS
In this section, the results of MARVIN sensor FDI system using linear ARX output estimators are presented. All the experiments presented in this section have been done using real MARVIN flight data.
Flight data were recorded from several experiments carried out at the Lousá (Portugal) airfield during the general experiments of the COMETS project. These experiments were performed in spring with temperatures around 20 ºC and low wind conditions.
The MARVIN helicopter has 12 individual sensors: 3 gyroscopes, 3 accelerometers, 3 components of the magnetic sensor and the 3 GPS coordinates. Since there are too many possible combinations of sensors and failure types, only a few representative cases will be described in detail in this section.
The z component of the gyroscope angular velocity sensor will be used as representative case of sensor failure detection for the first four failure types presented (total sensor failure, stuck with constant bias, additive type and multiplicative type). The z component of the GPS sensor will be used for the fifth failure type (outlier data), since it is a specific failure of GPS sensors.
For some failure types, a sensor failure detectability study for all twelve MARVIN sensors has been conducted. Sensor failures have been studied in nine different helicopter experiments, using real MARVIN flight data. The results have been summarized in tables, including the detection time.
A. Total sensor failure detection.
A total sensor fault has been reproduced using MARVIN flight data. In the upper plot of Fig. 3 the nominal sensor data are shown with dashed lines, while the sensor output is represented with solid line. It can be seen that at t=18 s. the sensor output goes to zero, and remains null for the rest of the experiment.
The gyro-z residual signal is shown in the lower plot. It can be seen that shortly after the fault (one sampling period), the residual goes above the threshold level (dashed line). The fault is detected almost immediately. 
B. Stuck with constant bias sensor failure detection.
In this case, the gyro-z sensor output gets stuck with the last output value before the fault produced. In Fig. 4 a fault has been reproduced in the gyro-z sensor at t=18 s (upper plot). It can be seen that, shortly after the fault, the residual goes above the threshold level and the fault is detected (lower plot).
For the stuck with constant bias failure type, a detectability study has been done. For each sensor (3 components of gyroscopes, accelerometers, magnetic sensor and GPS), a sensor fault has been produced. In most sensor faults, the faults have been successfully detected in all experiments.
There is an exception: in two experiments, the GPS fault detection system gave false alarms (faults were detected when no fault was present). This is due to GPS output degradation in these two experiments because of satellite signal blocking. MARVIN GPS sensor has an "output quality signal", which gives a measure of GPS output error. This signal can be used to discard these false alarms, because the detection thresholds have been set assuming good quality GPS output. The GPS output in these two experiments will have the same problems with the other failure types. C. Additive-type sensor failure detection. Fig. 5 and Fig. 6 show the results of the fault detection of additive faults in gyro-z sensor output. In Fig. 5 a 3 .5 degrees/sec drift has been added, and the residual detects the fault very fast. In Fig. 6 a 1 .75 degrees/sec drift has been added to the sensor output at t=18 sec. In this case, the detection time is larger. A detectability study has also been done with the additive type sensor failure. Two cases have been considered: a drift of 50% of the maximum sensor value, which results are presented in Table I , and a drift of 10% of the maximum sensor value, which results are presented in Table II . The results presented in Table I show that a drift 50% of maximum sensor value can be detected reliably in almost all the experiments (except with GPS in the two experiments mentioned in the above subsection). It can be noticed that the detection time is very short. The detection time means the time between the first erroneous measurement and the failure detection, excluding the processing time.
On the other hand, the results of Table II show that a 10% drift is much harder to detect. There is a number of undetected faults and false alarms, making the detection of this kind of faults unreliable. Detection times are also much larger. D. Multiplicative-type sensor failure detection. Fig. 7 shows the results of the fault detection of multiplicative fault in gyro-z sensor output. When the fault happens, the sensor output is only 50% of the nominal output. In the experiment shown, the detection time is not very good, but this is due to the fact that just after the fault is declared, the gyro sensor outputs are close to zero, and it is difficult to distinguish the fault from measurement noise. When the angular velocities get larger, the fault is easily detected. A detectability study has also been done with the multiplicative type sensor failure. Two cases have been considered: a sensor output of 50% of the nominal output, which results are presented in Table III , and a sensor output of 10% of the nominal output, which results are presented in Table IV.   TABLE III  SENSOR The results presented in Table III show that a 50% multiplicative fault can be detected reliably in almost all the experiments (except with GPS in the two experiments mentioned in the above subsection). The detection time is larger than in the additive type sensor failure.
The results of Table IV show that a 10% multiplicative fault can also be detected with high reliability. The detection times are remarkably close to Table III, indicating that multiplicative faults are detected whenever the sensor output get high positive or negative values, therefore the multiplicative error can be distinguished from sensor noise. This is a failure that appears in GPS receiver data. It is a single data point with large error. Fig. 8 shows the GPS sensor z data. At t=18 sec, the output has a 1 m. error added. The fault is easily detected, due to the quality of MARVIN GPS sensor data. V. CONCLUSIONS
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The use of autonomous helicopters in civilian applications requires the improvement of safety conditions to avoid potential accidents. Fault Detection and Isolation plays an important role in this context. This paper has presented a system for helicopter's sensors fault detection and its application to the MARVIN autonomous helicopter. Experiments with MARVIN have been conducted to collect input-output data in many different flight conditions. Five different failure types have been considered. "Hard" failures (zero or constant sensor output) are easily detected by the fault detection system in short time. "Soft" failures (sensor output with additive or multiplicative error) are detected depending on the error size. If errors are too small, they can not be distinguished from noise. Outlier data sensor failures, typical of GPS receivers, are also easily detected. This can GPS-z residual be combined with GPS signal quality measures that are reported by many GPS receivers to improve position estimation reliability.
