Nonnegative matrix factorization (NMF) has been successfully applied to many areas of both classification and clustering. Com monly used NMF algorithms mainly target on minimizing the l2 distance or the Kullback-Leibler (KL) divergence, which may not be suitable for nonlinear cases. In this paper, we propose a new de composition method by maximizing the correntropy between the original and the product of two low-rank matrices for document clustering. This method also allows us to learn new basis vectors of the semantic feature space from data. To our knowledge, there is no existing work which clusters high dimensional document data by maximizing the correntropy in NMF. Our experimental result s show the supremacy of the proposed method over other vari ants of NMF algorithms on Reuters21578 and TDT 2 databasets.
Introduction
A corpus is a collection of documents where each document is associated with a ground-truth topic that summaries the con tent of the document. Document clustering is the process that finds the correct label for the input document, such that this la bel should match with the ground-truth topic as much as possi ble. Such clustering allows organizing millions of documents, web sites and news automatically into the multiple partitions, where documents within the same partitions share the same topic. As a consequence, we can leverage this technique to dif ferent tasks, like document organization and browsing, corpus summarization, and document classification [1] .
Different types of algorithms have been used to cluster/clas sify data (e.g. SVM [34] and pLSA [12] ). These algorithms 978-1-4799-4215-2/14/$31.00 ©2014 IEEE have a variety of applications in different areas [32, 23, 19, 28, 33, 21, 20, 18, 17, 27] . Among these algorithms, we are espe cially interested in the nonnegative matrix factorization (NMF) method. The NMF algorithm maps the original features into a latent semantic space where each basis vector in the latent space represents a topic. More precisely, assuming each doc ument is represented by a feature vector with D dimensions and we have N documents in the corpora, then we can form a D * N matrix (denoted by X) to represent the whole corpo ra. The NMF algorithm decomposes the X into two low-rank nonnegative matrices, Hand W, such that X :::: :: HW. One of the major benefits is the dimensionality reduction without los ing too much useful information. This decomposition has been shown its supremacy in many areas (e.g. bioinformatics [24] ).
Many work have been done on applying NMF algorithms to document clustering [29, 16] . However, most of them minimize the l2 distance or the KL divergence. Inspired by the recent work in [24] which combines the correntropy with the NMF in cancer clustering, we propose a similar max-correntropy non negative matrix factorization algorithm (MCC) and apply it to document clustering. Both the proposed method and the work in [24] share benefits of using the max-correntropy method for clustering. However, we are working on different areas. Mean while, the work in [24] only examines the clustering perfor mance on a limited number of topics (less than 10) and a low dimensional data. In contrast, we systematically investigate the performance on more sophisticated clustering tasks with more documents, topics and higher dimensional data.
We implement the MCC algorithm and test its accuracy on the Reuters21578 and TDT2 corpora. We compare the MC C algorithm with classical loss functions (i.e. l2 distance and KL divergence), as well as other variants of NMF algorithms. Experimental results show that the proposed algorithm outper-forms other methods. Moreover, we fully investigate how the MCC algorithm behaves when the number of topics is increas ing (i.e. increasing the clustering difficulty). Accuracies of all other algorithms drop when the number of topics increases. In contrast, the MCC algorithm is the most robust algorithm a gainst the increment of the number of topics.
The main contribution of this paper is that, to our knowl edge, being the first work to factorize a matrix of perspectives by maximizing the correntropy for document clustering. More over, we fully investigate its behaviors for documents with mul tiple topics and high dimensional data. Experimental results show benefits of the proposed MCC algorithm for document clustering.
Related work
K-means is a classic clustering algorithm. This algorithm finds the closest cluster for each document by finding the s mallest distance between the document and the existing clus ters' centroids. The clusters' centroids are also updated at each iteration due to new cluster members. K-means is based on the assumption that documents belonging to same topic should also be close to each other in the feature space. In a simi lar vein, Naive Bayes and Gaussian mixture model [15, 3, 14] are used based on different document distribution assumptions. One problem with these methods is that if the corpora proper ties don't following such assumptions, the performance of these algorithms may be at risk.
Latent Semantics Indexing (LSI) [6] is the technique that converts the corpora from the original feature space into a la tent semantics space. Each basis axis in the latent semantics space essentially represents one type of semantic information of the corpora. By doing so, each document is essentially a combination of multiple semantics information. Then we can apply the classic clustering algorithms on these new represen tations of documents in latent semantics space. One issue with this method is that the coefficients of the combination could be positive or negative. A negative coefficient is not such a natu ral way to interpret the document. Meanwhile, the bases that spanning the latent semantics space in some LSI algorithms, like Singular Vector Decomposition (SVD) [7] , are orthogonal, which means that every semantics bases are different from each other. However, in reality, this is not always the case.
Similar to LSI algorithms, NMF also maps the corpora in to latent feature space. The differences are that: firstly, the bases in latent feature space don't need to be orthogonal. Also, each basis now corresponds to one topic of the corpora, which makes it very easy to determine the topic of document by simply choosing the largest component in the latent space. Mean while, every element in the two decomposed low-rank matrices are nonnegative. This additive combination makes it more nat ural to understand each document in an intuitive manner.
The benefits of using NMF in document clustering have been heavily investigated in many existed papers [29, 16, 13, 25] . However, many of them are mainly targeting on minimizing the l2 norm or KL divergence in the process of matrix decomposi tion. Correntropy-based decomposition methods have proved effective in many areas like cancer clustering [24] , face recog nition [9] , etc. Some other solutions can be found in [22, 4] . However, we never find such technique in the document clus tering research or be used for very high-dimension data with considerable number of clusters, which is another starting point of our work.
Algorithm
Assuming we have a matrix X E jR D x N . NMF allows us to factorize X into two nonnegative matrices H E jR D x K and W E jR K x N , where the product H * W approximates the o riginal matrix X. Each column in X is the feature vector of one document with D elements. Thus, X essentially repre sents the whole corpus with N documents. Conventionally, we name H as basis matrix that each column forms the basis vec tor of the semantic feature space, and W as coefficient matrix. Hence, a document is further represented as the additive com bination of weighted basis vectors in semantic space. l2 norm and Kullback-Leibler (KL) divergence are two commonly-used measures of the similarity between original matrix X and the product of Hand W. Based on different similarity measures, we are able to solve the factorization problem by minimizing the corresponding errors between X and H * W.
In this paper, we propose a new method to quantify the NM F by maximizing correntropy criteria in document clustering. Correntropy measures the generalized similarity between two random variables. More precisely, it models the expected dif ferences between two random variables after mapping through kernel function. Without knowing the joint distribution of X and Y, we can simply estimate the expectation by taking aver age (shown in Equation 1): Thus, instead of using l2 distance or KL divergence, we try to find the basis matrix H and coefficient matrix W, whose prod-uct Y approximates X, by maximizing their correntropy on a feature-by-feature basis to allow for weighting each feature dif ferently. For each feature, the kernel function can be calculated as:
Hence, the correntropy maximization problem is expressed in Equation 3. E-step: Starting from the estimated Hand W from last M step (or random values in the 1st iteration), P of the t-th iteration is computed as: (7) (3) and at = 2 �t,t, (x' n -� h l kW:n)'
To simplify the calculations without losing generality, we choose the Gaussian kernel function as ku(.): 
F(H , W,p) = t, ( P d t, ( Xdn -� hdkWkn)2 -'P(Pd) )
The optimization problem can be solved by Expectation Maximization-like method. Starting from the initial value of H and W, we compute P in expectation step (E-step). Conditional on the P value, we update the Hand W values in maximization step (M-step). The process is called one iteration. This itera tive process stops until it converges. The proposed MCC has a good convergence performance. We direct the readers to refer similar convergence proof in [24] . We often assign Hand W with random numbers to start the algorithm if we have no prior information about the distribution of data. M-step: Conditional on the new P from last step, we com pute the new basis and coefficient matrix, denoted as Ht + l and Wt +l respectively, by maximizing the object function:
(Ht + ! , Wt +l ) 
The partial derivatives of L with respect to Hand W are:
8L
. . One important parameter we need to control is the number (9) of cluster K. Intuitively, the value of K controls the way to de-(10)
Experiment settings
We test the MCC algorithm on two datasets: Reuters21578 1 and TDT2 2. These two datasets have been widely used in many places [29, 16] for document clustering. Reuters21578 test collection contains 21578 documents from 135 topics in total. We exclude those documents that belong to more than 1 topics in our experiment since we are trying to cluster each doc ument to one single topic. Meanwhile, we also exclude those topics with less than 5 documents. As a consequence, we use 9545 documents for 51 topics in our experiment. TDT2 dataset contains around 1120 1 documents for 96 topics. We also apply similar pre-processing ways to it. The largest 30 topics with 9394 documents are used.
We use tf-idf method to extract the feature for each docu ment. Stopwords and stemming are applied. The number of elements for each document are 16777 and 3677 1 for Reuter s21578 and TDT2, respectively.
After matrix decomposition, the matrix W with dimension K * N is essentially the new representation of the corpora in the way that each column is the feature vector of one document af ter dimension deduction. And the new dimension of the feature vector is K now. To evaluate the decomposition performance, we directly apply K-means clustering method to cluster W into K clusters. K-means will assign each document with a label. We compare the label from K-means to the original ground truth label to calculate the clustering accuracy. The accuracy is defined in Equation 11 .
i =l where 8(kmeans_labeli' topiCi) is the delta function, which returns 1 if kmeans_labeli = toPiCi; otherwise O. To find the correspondence between the topic from ground-truth data and the label by K-means, we use Kuhn-Munkres algorithm [10] . Ta ble 1. summarizes the results of two datasets with less than or equal to 10 topics. Figure 1. and Figure 2 . demonstrate the accuracies on all chosen numbers of clusters. We firstly test the proposed MCC algorithm against two classic loss functions: l2 distance and KL divergence. It's clear that MCC algorithm out performs the l2 distance and KL divergence in all cases of K in two datasets. This shows the supremacy of the MCC algo rithm against the others. One possible reason is that l2 and KL distance are effective when dealing with linear separable da ta. However, if the data distribution is nonlinear manifold, it is considerably difficult for these two linear kernels to distinguish them.
Meanwhile, we observe that for all algorithms, the accuracy decreases as the number of clusters increases. Intuitively, more clusters inevitably increase the difficulties of finding the right label for each document. However, MCC is more robust to the increment of K, compared to other distance functions.
We also compare MCC against two variants of NMF algo rithms: gradient descent-constrained least squares (GSCLS) [16] , and Projected Gradient nonnegative matrix factorization (PG) [13] . Based on the results of two datasets, we can see that MCC suppresses the rest NMF algorithms when the number of clusters is smaller or equals to 10 on Reuters21578. When it comes to TDT2 dataset, MCC achieves the best performance in all cases, which shows the benefit of introducing the cor rentropy into the factorization process. One potential reason is that MCC can self-learn different kernels for different features. This adaptive learning property somehow further improves the performance of MCC when facing with nonlinear datasets (e.g. document collection). 
Conclusion
In this paper, we propose a new method to decompose a matrix into two low-rank matrices by maximizing the corren tropy between them. Such that, we can easily and effectively use the decomposed matrices to cluster high dimensional da ta. We test the proposed MCC algorithm in document clus tering. We compare the proposed method to other loss func tions and NMF algorithms. Experimental results show that the proposed method outperforms other methods on Reuters21578 and TDT2 corpora in terms of accuracy. In future, we will in vestigate the possibility of the proposed method in medical in strument [2] , mechanical instrument [5] and other related areas [11, 26, 31, 30, 8] 61175011 and 61171193, the 111 project under Grant No.B08004.
