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SUMMARY
The purpose of this paper is to put in evidence that the fractional-step method (FSM) used to solve the
incompressible transient Euler and Navier–Stokes equations for free-surface flows has a problem inherent
to the method that may produce unacceptable variations of the domain volume. A simple modification of
the free-surface boundary term is introduced in order to reduce considerably the volume loss and preserve
the computational advantages of the FSM. Copyright q 2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION
The fractional-step method (FSM), proposed first by Chorin [1, 2] in the 1960s, is probably one of
the most popular techniques to solve the incompressible transient equations of fluid mechanics.
The advantages of the FSM are well known:
1. Separation of the pressure from the velocity unknowns.
2. For some particular values of the time step increment, the FSM gives stable results for
equal-order elements without any stabilization term.
3. For the Euler equations, or even for a small viscosity value, the momentum equations may
be solved for each velocity component in an uncoupled manner.
Each of these advantages justifies the use of the FSM for many fluid mechanic problems:
1. Separation of the pressure unknown from the velocity not only reduces the total number
of degrees of freedom (DOFs) to be solved simultaneously, but it is advantageous for the
characteristic and quality of the non-linear coupled system of equations. This system has
a very low condition number, which is put it in evidence when using any iterative scheme
[3, 4].
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2. CBS methods [5] are based on the stabilization introduced by the FSM on the pressure
unknown. Nevertheless this advantage is not so clear because the stabilization disappears or
becomes insufficient when the time step is small [3, 4].
Finally, the possibility to solve the momentum equations separately for each velocity component
is a big advantage because it is computationally more efficient to solve 3 n×n systems of equations
that a system of 3n×3n equations, being n the number of nodes. Note however that the possibility
of splitting the equations for viscous free-surface flows is not so evident. For viscous flows there
are some boundary terms that are coupled for the three velocity components [6]. However, in this
case it is also possible to treat explicitly the terms that do not contribute to the diagonal of the
viscous matrix and, once again, uncouple the velocity components.
Which is not currently explained in the literature, or it has not been sufficiently tested, is that
FSM produces an unacceptable variation of the mass (the volume for an incompressible flow) in
the vicinity of free-surfaces. This volume variation is typically corrected by modifying the free-
surface position in order to preserve the total volume. The correction of the free-surface position
just using the total volume value is an unfair algorithm, which only shows the inability of the FSM
to preserve the total volume.
The aim of this paper is to explain the reasons for the loss of mass when using the FSM for
free-surface flows. In addition, we will present a procedure that overcomes the mass-loss defect
when the Navier–Stokes equations for free-surface flows are solved via the FSM using equal-order
finite element interpolations for the velocity and the pressure. The efficiency of the mass-loss-free
FSM is shown in a number of simple 2D free-surface flow examples solved with linear triangles.
2. THE STABILIZED NAVIER–STOKES DISCRETIZATION
Let the momentum conservation equation for a viscous flow be written as
ai =DViDt =
i j
x j
+ fi (1)
where ai =DVi/Dt are the inertial terms, i j the Cauchy stress tensor and fi the volume forces.
In the following the inertial terms will be considered in a Lagrangian frame, hence, DVi/Dt
denotes the total time derivative. Nevertheless this particular time integration is independent of the
problem to be treated in this paper. Thus, the same conclusions are valid for a fluid described in
an Eulerian frame.
For a Newtonian flow the following constitutive relations are chosen:
i j =2d ′i j + pi j (2)
where  is the viscosity and d ′i j and p are the deviatory rate of deformation tensor and the pressure
defined by
d ′i j =di j −
dll
3
i j =di j − V3 i j , di j =
1
2
(
Vi
x j
+ Vj
xi
)
, p= tr
(i j
3
)
= ll
3
(3)
with the volumetric deformation rate V = tr(di j )=dll .
The boundary conditions are:
i j j =ni =ni on the free-surfaces 
and
Vi = V¯i on the remaining boundaries V (4)
where i are the components of the out-normal vector to the free-surface.
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These equations are completed with the mass conservation equation, which for incompressible
flows reads:
V =0 (5)
A weighted residual expression for the previous equations is:
∫
V
Wi
(

DVi
Dt
− i j
x j
− fi
)
dV +
∫

Wi (ni −ni )d = 0∫
V
WpV dV = 0
(6)
Taking into account the constitutive relations, the weak form may be written as:
∫
V
[
Wi
(

DVi
Dt
)
+ Wi
x j
(2d ′i j + pi j )−Wi fi
]
dV −
∫

Wini d = 0∫
V
WpV dV = 0
(7)
Time integration and spatial discretization: We denote any variable  at time tn as n and at the
current time tn+1 as n+1, or simply as . Then the following linear variation for the acceleration
will be used for the time integration:
a
n+1/2
i =
V n+1i −V ni
t
= a
n+1
i +ani
2
⇒an+1i =2
(
V n+1i −V ni
t
)
−ani (8)
Or ai =2((Vi −V ni )/t)−ani . The displacement corresponding to the linear variation of the accel-
eration is then:
U n+1i =Ui =t ( 13 Vi + 23 V ni + 16tan) (9)
and the updated position of a point is obtained as:
Xn+1i = Xi = Xni +Ui (10)
It must be noted that in the previous expression, V n+1i means V
n+1
i (X
n+1
i , tn+1), i.e. it is
the velocity at time tn+1 at the position Xn+1i . This is a particular feature of the Lagrangian
formulation [7, 8]. Nevertheless, any other time integration scheme may be used without affecting
the conclusions of this paper.
For the spatial integration, the classical FEM linear shape functions will be chosen for both the
velocity components and the pressure, i.e.:
Vi = N T Qi
p = N T P
(11)
where Qi and P denote the vectors of local values of the velocity components and the pressure,
respectively.
Using a Galerkin method the following system of equations is obtained:
{
2
t
[
Mi j 0
0 0
]
+
[Ki j Bi
BTj 0
]}[Qi
P
]
=
[
Gni
0
]
(12)
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with:
Ki j = K 1i j +K 2i j +K 3i j
K 1i i =
∫
V
N
x j
()
N T
x j
dV , K 2i j =
∫
V
N
x j
()
N T
xi
dV, K 3i j =
∫
V
N
xi
(
−2
3
)
N T
x j
dV
Mii =
∫
V
N N T dV, Mi j = K 1i j =0 ∀i = j, Bi =
∫
V
N
xi
N T dV
Gni =
∫
v
[
N
2
t
V ni + Nani + N fi
]
dv+
∫

Nni d
(13)
The boundary conditions for (12) are:
i j j =ni =ni on the free-surfaces 
and
Vi = V¯i on the remaining boundaries V
FIC stabilization of the pressure terms: It is well known that Equation (12) is unstable for
elements with equal-order approximation for velocity and pressure [9] and must be stabilized. A
Finite Calculus (FIC) formulation will be used to stabilize the pressure waves [10]. Note however
that any other stabilization method may be chosen. The incompressibility equation (5) will be
replaced by the residual FIC form [10]:
V −	 rixi =0 (14)
where ri is the residual of the momentum conservation equations:
ri =DViDt −
i j
x j
− fi (15)
and 	 is a stabilization parameter.
According to the FIC formulation, the stabilization parameter is defined as a constant coefficient
for each element with the following value [10]:
	= 3h
2
8
where h is a characteristic element length (16)
The stabilization in Equation (14) is introduced by splitting the residual ri into two parts:
ri =DViDt −
i j
x j
− fi =DViDt − fi −

x j
2d ′i j −

xi
p=−
(

i + xi p
)
(17)
where the 
i functions represent the projection of the pressure gradients in the velocity field. The
use of the 
i functions ensures the consistency of the stabilization method as the ‘full’ expression
of the residual is retained. The 
i functions are approximated with the same linear interpolations
as for the velocity and the pressure variables:

i = N Ti (18)
The stabilized weighted equation for the mass conservation becomes:∫
V
Wp
(
V −	 rixi
)
dV =
∫
V
Wp
[
V +	 xi
(

i + xi p
)]
dV (19)
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and the weak form:∫
V
Wp
(
V −	 rixi
)
dV =
∫
V
Wp
[
V dV −
∫
V
Wp
xi
	
(

i + xi p
)]
dV =0 (20)
Computation of the new 
i variables requires introducing a new set of equations. These are
defined by: ∫
V
Wi
(

i + xi p
)
dV =0 (21)
Equation (21) is a re-statement of the weak form of the momentum equations.
We note that the boundary term appearing from the integration by parts of Equation (20) has
been neglected in this work. On the other hand, Equation (21) does not introduce any new boundary
condition on the 
i functions.
The FIC formulation also provides the necessary stabilization for the convective terms appearing
in the standard Eulerian formulation. These terms however are not included here as a Lagrangian
formulation is used. The discussion on the mass loss in the FSM is independent from accounting
or not for the convective terms.
The stabilized form of Navier–Stokes equations after introducing the Galerkin approximation
and the corresponding shape functions becomes:⎧⎪⎪⎨
⎪⎪⎩
2
t
⎡
⎢⎣
Mi j 0 0
0 0 0
0 0 0
⎤
⎥⎦+
⎡
⎢⎢⎣
Ki j Bi 0
BTj −	L −	B j
0 −	BTi −	Mi j
⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭
⎡
⎢⎣
Qi
P
i
⎤
⎥⎦=
⎡
⎢⎣
Gni
0
0
⎤
⎥⎦ (22)
with the Laplace matrix
L =
∫
V
N
xi
N T
xi
dV
Expression (22) is a non-linear system of equations that may be solved iteratively.
Effectively, system (22) seems to be linear but it is in fact non-linear as it must be solved in the
current position at time tn+1. Each iteration is solved using the coordinates of the domain defined at
the previous iteration. It gives stable results for the velocity, the pressure and the pressure gradient
projections. Of course, the solution of Equation (22) is computational expensive as it involves
seven DOFs per node (three velocities, one pressure and three pressure gradient projections).
The problem may be reduced to four DOFs per node by solving the pressure gradient projection
unknowns i as a function of the pressure. From the last line of Equation (22) we obtain:
i =−M−1i j BTi P (23)
Then the system to be solved is:{
2
t
[
Mi j 0
0 0
]
+
[
Ki j Bi
BTj −	(L − B j M−1i j BTi )
]}[Qi
P
]
=
[
Gni
0
]
(24)
The evaluation of the matrix B j M−1i j BTi is simplified by considering a lumped mass matrix.
Unfortunately, the bandwidth of that matrix is larger than the original problem (around 5 times
larger for 3D problems). This fact makes the problem of solving Equation (23) too expensive.
Fortunately, the pressure gradient projections may be evaluated explicitly from the previous iter-
ation without modifying too much the convergence properties of the non-linear iteration schemes.
Calling ∗i the pressure gradient projections at the previous iteration, the algorithm reads as
follows: {
2
t
[
Mi j 0
0 0
]
+
[
Ki j Bi
BTj −	L
]}[Qi
P
]
=
[
Gni
G∗p
]
(25)
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with
G∗p =	B j∗i =−	B j M−1i j BTi P∗ (26)
This algorithm works satisfactorily. It is not necessary to build the total matrix B j M−1i j BTi , it
only requires computing vector G∗p and the convergence rate is as good as for the previous case
(Equation (24)). This will be called in subsequent lines coupled velocity–pressure formulation.
The results obtained with this method and the original monolithic scheme will be compared with
those of the FSM and the new formulation to be proposed later.
The boundary conditions to solve Equation (25) are exactly as explained previously.
3. THE FRACTIONAL-STEP METHOD AND THE MASS LOSS
ON THE FREE-SURFACE
The drawback of the equation system represented by Equation (25) is the need to solve simulta-
neously for the velocity and the pressure unknowns. As stated before, this does not only increase
the number of DOFs to be solved simultaneously, but it also turns the system to be ill-conditioned.
Hence, large errors using direct solution methods or slow convergence for iterative methods can
be expected.
In order to overcome this drawback the FSM as proposed by Chorin [1, 2] is used. The FSM
consists in splitting the time step solution into two steps. From the first line of Equation (25):⎧⎪⎪⎨
⎪⎪⎩
2
t
Mi j (Q∗i − Qni )=−Ki j Q∗i − Bi Pn +Gni
2
t
Mi j (Qi − Qi∗)=−Bi (P− Pn)
⎫⎪⎪⎬
⎪⎪⎭ (27)
where Q∗i is the velocity component evaluated with Pn . A particular case of the previous split is
when Pn is replaced by P∗, the pressure in the last iteration. In this case the method becomes a
kind of predictor–corrector scheme.
The method follows by evaluating the Qi velocity from the second equation (27):
Qi = Q∗i −
t
2
M−1i j Bi (P − Pn) (28)
Substituting this value into the second equation of (26) gives:
BTj Qi −	L P = BTj
[
Q∗i −
t
2
M−1i j Bi (P − Pn)
]
−	L P =G∗p (29)
Then, the evaluation of the P vector is performed by solving the system:(
t
2
BTj M
−1
i j Bi +	L
)
P = BTj Q∗i +
t
2
BTj M
−1
i j Bi P
n −G∗p (30)
Calling,
Lˆ = BTj M−1i j Bi (31)
the discrete Laplace matrix, Equation (30) becomes:(
t
2
Lˆ +	L
)
P=BTj Q∗i +
t
2
Lˆ Pn −G∗p (32)
The new velocity values are evaluated by using the second equation of (27) (classical FSM) or
from the first equation (the predictor–corrector method).
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As presented in Equation (29) this FSM has the same drawbacks as the coupled method presented
in Equation (25). The bandwidth is too large which makes the solution of Equation (30) too expen-
sive. This procedure will be called FSM with Discrete Laplace matrix (FSMD). (In Reference [11]
this method was called Algebraic Splitting Method, but we believe that FSMD is a more proper
name.) Remarkably enough, the FSMD method has good properties concerning mass conservation.
The FSD method written in compact form is:⎧⎪⎨
⎪⎩
2
t
[
Mi j 0
0 0
]
+
⎡
⎢⎣
Ki j 0
0 −
(
	L + t
2
Lˆ
)
⎤
⎥⎦
⎫⎪⎬
⎪⎭
[Qi
P
]
=
⎡
⎢⎣
Gni − Bi P∗
G∗p − BTj Q∗i −
t
2
Lˆ P∗
⎤
⎥⎦ (33)
with P∗ = Pn or equal to the pressure of the previous iteration in its predictor–corrector version.
It must be noted that the boundary conditions to solve (33) remain unchanged, this is:
i j j =ni =ni on the free-surfaces 
and
Vi = V¯i on the remaining boundaries V
In order to avoid the drawback of the large bandwidth, the FSM proposed originally by Chorin
[1, 2] replaces matrix BTi M−1i j B j by a Laplace matrix, i.e.:
Lˆ = BTj M−1i j Bi ≈ L (34)
Equation (30) then reduces to:(
t
2
+	
)
L P = BTj Q∗i +
t
2
L Pn −G∗p (35)
In compact form the FSM reads:⎧⎪⎨
⎪⎩
2
t
[
Mi j 0
0 0
]
+
⎡
⎢⎣
Ki j 0
0 −
(
	+ t
2
)
L
⎤
⎥⎦
⎫⎪⎬
⎪⎭
[Qi
P
]
=
⎡
⎢⎣
Gni − Bi P∗
G∗p − BTj Q∗i −
t
2
L P∗
⎤
⎥⎦ (36)
In summary, the FSM involves the following three steps:
Step I:
Evaluate Q∗i from
2
t
Mi j (Q∗i − Qni )=−Ki j Q∗i − Bi P∗+Gni
Step II:
Evaluate P from
(
t
2
+	
)
L P = BTj Q∗i +
t
2
L P∗−G∗p
Step III:
Evaluate Qi from Qi = Q∗i −
t
2
M−1i j Bi (P − P∗)
or from
2
t
Mi j (Qi − Qni )=−Ki j Q∗i − Bi P +Gni
This algorithm has been used successfully for many different fluid mechanics problems. As
stated before, its computational advantages are so important that it is strongly recommended for
as many problems as possible. Unfortunately, it introduces an error in the mass conservation for
free-surface flows that makes the results useless.
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Effectively, equation of Step II in all the previous formulations appears from a static condensation
of the ∗i pressure gradient projection variables. This is an algebraic procedure in which the
only approximation is to replace the consistent mass matrix by a lumped one. This algebraic
procedure does not affect the global boundary conditions. Now, replacing BTj M
−1
i j Bi by L is a
true transformation of the pressure differential equation and hence, it introduces new boundary
conditions. The solution of a Laplace equation requires, for instance, prescribing essential boundary
conditions on the pressure and this is not a physical condition.
To overcome this drawback for free-surface flows, it is useful to impose the pressure values
on the free-surface. This assumption solves the mathematical problem for solving the Laplace
equation, but introduces a spurious boundary condition that affects the volume conservation [12].
The key point: The key problem is that by introducing essential boundary conditions on the
pressure terms, the incompressibility condition is relaxed. This can be explained by taking into
account that the test functions Wp chosen to ‘weight’ the incompressibility condition are exactly
the shape functions Np used to approximate the pressure. Looking at Equation (19) we note that
by introducing an essential boundary condition (Np =0) at some points, we are not forcing the
incompressibility condition to be satisfied at that point (Wp =0). This happens at all points where
the pressure is prescribed to fixed values and consequently, the corresponding shape function is
forced to be zero at those points.
The numerical examples to be shown later will confirm this theoretical aspect of the leakage of
mass at the free-surface.
A note concerning the stabilization parameter: In the FSM the stabilization is introduced by the
term (	+t/2)L . For acceptable large time steps, the term (t/2)L introduces the stabilization
needed to solve correctly the problem and the 	 parameter may be neglected. For this reason, some
authors claim that the FSM does not need any 	 stabilization parameter. This is the basis of the
CBS method [5]. Unfortunately, to preserve the stabilization property of the FSM for small time
steps, both terms must be kept.
4. AN FSM THAT DOES NOT LOOSE MASS
ON THE FREE-SURFACE
The problem presented in the previous section may be avoided by eliminating the singularity of
the Laplace matrix. In order to do so without altering the physics of the problem a new term is
introduced in the stabilized equation for mass conservation equation (20) as:∫
V
WpV dV −
∫

Wp	c(p− p∗)d−
∫
V
[
Wp
xi
	
(

i + xi p
)]
dV =0 (37)
The new free-surface boundary term in the second integral of Equation (37) avoids the singularity
of the Laplace form and eliminates the need for imposing essential boundary conditions to solve
the pressure equation.
There are several ways to justify the free-surface boundary term in Equation (37) and to evaluate
the parameter 	c. One is the following:
The total domain is split into two parts, a fully incompressible domain V0, with V =0 and a
second domain V, near the free-surface, with a compressibility coefficient such that:
V = 1

Dp
D
(38)
with =C2 the bulk compressibility coefficient, being C a fictitious speed of sound and  any
time variation.
With this assumption, Equation (20) becomes:∫
V0
WpV dV +
∫
Vk
Wp
[
V − 1

Dp
D
]
dV −
∫
V
[
Wp
xi
	
(

i + xi p
)]
dV =0 (39)
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=
=
Figure 1. Split of the volume into two parts, a compressible and an incompressible one.
Supposing that the domain V is a thin layer of thickness  around the free-surface (see Figure 1),
Equation (39) may be written as:∫
V
WpV dV −
∫

Wp
1

Dp
D
dV −
∫
V
[
Wp
xi
	
(

i + xi p
)]
dV =0 (40)
The thickness  may change within the iterations, decreasing its value until it becomes zero
when convergence is achieved.
For instance, approximating Dp/D≈p/ and starting the first iteration with  defined as:
=C (41)
Equation (40) reads:∫
V
WpV dV −
∫

Wp
1
C
p dV −
∫
V
[
Wp
xi
	
(

i + xi p
)]
dV =0 (42)
which justifies Equation (37).
The Galerkin discretization process for Equation (42) leads to:
−(	L +	c Mc)P =−BTj Qi +G∗p −	c Mc P∗ (43)
with
	c = 1
C
(44)
and
Mc =
∫

N N T d (45)
Introducing Equation (43) into the velocity–pressure system Equation (36) reads:⎧⎪⎨
⎪⎩
2
t
[
Mi j 0
0 0
]
+
⎡
⎢⎣
Ki j 0
0 −
(
	+ t
2
)
L −	c Mc
⎤
⎥⎦
⎫⎪⎬
⎪⎭
[Qi
P
]
=
⎡
⎢⎣
Gni − Bi P∗
G∗p − BTj Q∗i −
t
2
L P∗−	c Mc P∗
⎤
⎥⎦ (46)
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This method will be called FSM with Incompressibility on the free-surface (FSMI).
The fictitious speed of sound C must be chosen so as to avoid the singularity of the Laplace matrix
during the iterations. A large value of C means that the new stabilization matrix 	c Mc is nearly
zero and then, the Laplace equation remains singular. On the other hand, a small value of C defines
a large compressible region, and this can only be eliminated after many iterations. Nevertheless
the value introduced for C does not affect the results, as the thickness  of the compressible region
becomes zero in the convergence limit and the total domain becomes incompressible. A practical
value for C will be discussed in the examples.
The new free-surface boundary term avoids the singularity of the Laplace matrix. The pressure
equation may be solved accurately without introducing any essential boundary condition. Owing
to these reasons, the incompressibility of the domain is fully preserved.
We note however that the new term 	c Mc may also be added in all previous formulations. It
is however unnecessary in all formulations that do not require solving a Laplace equation for the
pressure. Nevertheless, it may be interesting to add this term in the FSMD (Equation 33). For small
time steps, this formulation reduces to a Laplace form, in spite of using a non-zero 	 parameter.⎧⎪⎨
⎪⎩
2
t
[
Mi j 0
0 0
]
+
⎡
⎢⎣
Ki j 0
0 −
(
	L + t
2
Lˆ +	c Mc
)
⎤
⎥⎦
⎫⎪⎬
⎪⎭
[Qi
P
]
=
⎡
⎢⎣
Gni − Bi P∗
G∗p − BTj Q∗i −
t
2
Lˆ P∗−	c Mc P∗
⎤
⎥⎦ (47)
This method is named Fractional-Step Method with Discrete Laplace matrix and Incompress-
ibility on the free-surface (FSMDI).
Table I summarizes the different formulations to be compared.
5. NUMERICAL RESULTS
The first example was designed in order to favour the volume loss in an FSM. Effectively, free-
surface flows with small waves where the curvature is large are examples where the possibility
that the essential boundary conditions needed in the FSM affect more the incompressibility of the
fluid near the free-surface.
The example presented is a 2D viscous flow in a recipient with 5 initial waves on the free-
surface. A very coarse mesh of 20×20 triangular elements was used as shown in Figure 2. Slipping
conditions on the lateral walls and on the bottom of the recipient were considered.
In spite of its simplicity this example is a very difficult test for free-surface problems and it is
proposed here as a test for this kind of fluid mechanics problems.
The physical and geometrical properties are: =0.01(kg/cms), =0.001(kg/cm3), g=
981(cm/s2). The sides of the container are L =100(cm), H =100(cm) and the initial wave height
is 10(cm).
The different methods described in the paper have been evaluated with this simple example
(but very difficult one from the mass losing point of view). In all cases the non-linear iterations
were performed until the norm L2 of the displacement field divided by the length of the recipient
become smaller than 10−06. The stabilization parameter was evaluated by Equation (18) using
h =10. For all methods, the mesh was fixed to the initial one, changing for each iteration (and/or
time step) the coordinates of the nodes only. When the mesh becomes too distorted the algorithm
was stopped.
Several other examples have been proved to check the efficiency of the algorithm proposed
concerning simplicity and mass conservation. Two more complicated examples are shown. One
is the sloshing problem with small waves and other is a problem concerning the mixing of two
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Table I. Schematic comparison of different algorithms to be numerically compared.
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Fractional-step method with incompressibility on the free-surface (FSMI):⎧⎪⎨
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fluid flows with different densities. It must be noted that the volume loss for the FSM is not
as spectacular in these examples as in the previous one, but adding the free-surface stabilization
matrix proposed here improves considerably the results.
5.1. Coupled velocity–pressure formulation (V–P)
Figure 3 shows the point positions for different time steps using the coupled velocity pressure
(V–P). No differences were found in the results using the (V–P–) formulation. For this reason,
these results are considered as ‘exact’. A time step t =10−2 was used. Figure 3 shows that there
is a natural frequency of the waves of around 0.30 s. The waves are dumped due to the viscosity
effect until they disappear after 0.75 s.
The variation of volume at each time step was evaluated as a function of the original volume.
This is represented in percentage value in Figure 4. We observe that the volume variation is
practically negligible in the V–P formulation, reading a maximum value of 10−4 at t =0.16s.
The maximum number of iterations performed to reach the norm 10−06 was equal to 3 and the
average number of iterations during the entire time evaluation was 2.28. It must be noted that the
iterations were performed on the total velocity–pressure coupled system. This means that despite
the small number of iterations, each one is more expensive than the fractional-step iteration.
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Figure 2. Mesh and initial geometry.
5.2. Fractional-Step method (FSM)
The same problem was solved using the classical FSM with identical geometrical and physical
parameters. The only difference, as explained before, is that in the FSM method essential boundary
conditions for the pressure variable must be imposed on the free-surface. For this problem the
value of pressure was set equal to zero at the free-surface nodes.
Figure 5 shows the position of the points after 0.1 s. The process was stopped after this time
because the mesh becomes too distorted and a remeshing process was needed. We note that
remeshing was not performed in these examples.
Figure 5 shows also the percentage of volume variation. After 0.1 s the volume variation is near
4%. Observing carefully the point positions in Figure 5 we can conclude that the main volume
loss is near the free-surface. This is in agreement with that explained in the paper.
5.3. FSM with Incompressibility on the free-surface (FSMI)
The same problem may be solved accurately by adding the boundary matrix 	c Mc as described
in Section 4 (FSMI method). The parameter 	c =1/C was fixed using C =100(cm/s). Smaller
parameters (C =10 and 1) were also tested with identical results but with a double number of
iterations by time step. Larger values of C do not avoid the singularity of the Laplace matrix. We
understand that the larger values of C that may be used depend in a great extent to the precision
of the computer used. In fact, the C parameter must be adjusted in order to provide the Laplace
matrix the proper rank so as to eliminate singularity.
Figure 6 shows the position of the point at different time steps. The results are in agreement
with those obtained with the coupled velocity–pressure formulation, with the same frequency and
the same time to reach a smooth solution.
Figure 7 shows the percentage of volume variation with a maximum value of 2×10−3.
The maximum number of iterations was equal to 4 and the average in the total time was 2.5. Note
that this method solves for the velocity and pressure in an uncoupled manner as in the standard
FSM. The bandwidth of the matrices is of the same order. For small values of the viscosity each
velocity component can be solved in an uncoupled manner.
The method was also tested for different time steps without any difficulty. Very small time steps
do not produce any instability in the results. Large time steps introduce the classical numerical
error expected for this kind of integration scheme.
In order to check the validity of 	 and 	c parameters the same problem was solved for a very
small viscosity value =10−6. The solution was stopped after 0.1 s due to the distortion of the
Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. 2010; 26:1313–1330
DOI: 10.1002/cnm
FRACTIONAL-STEP METHOD 1325
t=0.0 sec. t=0.15 sec.
t=0.30 sec. t=0.45 sec.
t=0.60 sec. t=0.75 sec.
Figure 3. Different time steps for the V–P formulation.
Figure 4. V–P formulation: % of the volume variation at different time steps.
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Figure 5. Fractional step method. Left: positions of the points after 0.10 s. Right: % of volume
variation at different time steps.
t=0.0 sec. t=0.15 sec.
t=0.30 sec. t=0.45 sec.
t=0.60 sec. t=0.75 sec.
Figure 6. Different time steps for the FSMI formulation.
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Figure 7. FSMI formulation: % of the volume variation at different time steps.
Figure 8. FSMD formulation: % of the volume variation at different time steps.
mesh. Even though, the pressure and the percentage of volume variation were in agreement with
the results obtained with the V–P formulation.
5.4. FSM with Discrete Laplace matrix (DFS)
Finally, the FSMD method was also tested. The results for the point coordinates and the frequency
of the waves are in good agreement with those obtained with the V–P and FSMI formulations. The
percentage of the volume change is shown in Figure 8. The maximum number of iterations was
equal to 8 with an average of 2.56 iterations by time step. We note that in the FSMD formulation,
the pressure is decoupled from the velocity but the pressure matrix has a large bandwidth. This is
probably the reason why the number of iterations needed to converge to the same error is larger.
Note also that each iteration is considerably more expensive than in the FSMI formulation due
to the larger bandwidth (five times larger than the front of the Laplace matrix for a standard 3D
problem). Nevertheless, the variation of the volume rate is acceptable, as claimed in Reference
[11] with a maximum of 0.06% at 0.4 s in this example.
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Figure 9. Sloshing test. Free-surface positions at different time steps.
Figure 10. Sloshing test. Total volume variation in standard fractional-step method (FSM) and including
the proposed Contour Matrix (FSMI).
5.5. Sloshing with small free-surface waves
A classical sloshing problem has been solved to test also the volume variation of the different
methods. The initial position of the fluid is represented in Figure 9 together with position of the
fluid at different time steps. A rectangular domain of fluid of 1 m wide with a free-surface is initially
disturbed from the equilibrium position with a deep of 0.6 ms in the left and 0.5 ms in the right.
The density and viscosity of the fluid are 1000kg/m3 and 0.01Pas, respectively. The rectilinear
sloped free-surface of the fluid was chosen in order to excite the small waves. Effectively, classical
sloshing tests start from a sinusoidal free-surface without small waves on the free-surface. We are
particularly interested in small free-surface waves because the mass-loss process increases when
the free-surface has many broken curves.
Figure 10 shows the fluid volume at different time steps using the standards FSM and the
FSMI using the new boundary mass matrix. We can see that the FSMI method does not show any
important volume variation while the FSM leads to catastrophic results.
5.6. Mixing two fluids with different densities
A rectangular recipient 1 m wide and 0.5 m deep was filled up with two different fluids: one laying
at the bottom part of the recipient with a density of 2300kg/m3 and the other one floating at the
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t=0.0 sec.
t=7.5 sec. t=10.00 sec. t=15.00 sec.
t=3.8 sec.
Figure 11. Mixing two fluids with different densities.
Figure 12. Total volume variation in standard fractional-step method, FSM (with p=0 on the free-surface)
and including the proposed contour matrix, FSMI.
upper part with a density of 2600kg/m3. The upper surface of the recipient is open and therefore
the upper fluid has a free-surface. The viscosity of both fluids was fixed to 1.00Pas. Owing to
the difference in density instability occurs and the lighter fluid moves towards the free-surface
reaching it after 3.8 s. Figure 11 shows the initial position of both fluids and the position after
3.8, 10 and 15 s.
The example was tested using the standard FSM and then with the new FSMI. Figure 12 shows
the total volume with both formulations at different time steps. During the first 3.8 s both fluids
move and mix but the free-surface remains nearly stable. This is the reason why during the first
3.8 s there is not any appreciable volume variation for none of both methods. Once the lighter
fluid reaches the free-surface, a wave is produced and the FSM causes a significant mass loss. The
FSMI leads to a nearly zero volume variation.
6. CONCLUSIONS
The fractional-step method (FSM) is a very efficient and accurate method for solving the incom-
pressible Navier–Stokes equations via a decoupled equal-order finite element scheme solving
iteratively but separately the nodal velocities and the pressure variables. The most efficient scheme
is the standard fractional method in which the pressure unknown is solved via a Laplace equation.
Unfortunately, for free-surface flows this algorithm loses mass near the free-surface and, therefore,
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the algorithm is useless. In this paper we have shown that adding a simple mass-type boundary
matrix around the free-surface makes the loss of mass negligible, while the algorithm keeps all
the advantages of the standard FSM.
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