In this paper we initiate the investigations into the structure of congruence lattices of pseudocomplemented semilattices. Our main concern here is two-fold: to develop certain indispensable tools, such as filter congruences, for the study of congruence lattices and to show that they possess several interesting (special) properties in addition to being algebraic.
Preliminaries
For the concepts and notations not defined in this paper as well as the results that are used here without proof the standard references are Birkhoff [2] and [3] , Griitzer [8] and [9] and J6nsson [16] .
An algebra (S; ^, *, O) is a pseudocomplemented semilattice iff (S;/x, O) is a ^-semilattice with least element 0 and * is a unary operation on S such that for a ~ S, a* is the pseudocomplement of a in S, i.e. x A a = 0 in S iff x -a*. We shall denote by PCS the class of all pseudocomplemented semilattices; "PCS" will also be used as an abbreviation for "pseudocomplemented semilattice." For typographical convenience we shall identify an algebra with its universe when there is no confusion. Thus the PCS (S; A, *, 0) is abbreviated by "the PCS S."
It was shown by Balbes and Horn [1] that the class PCS is indeed a variety (equational class) whose defining identities, in addition to the three usual semilattice identities, are:
(1) x^0=0, (2) x^(x^y)*=xAy*, ( 3) x^0*=x, (4) 0"* = 0. 0* being obviously the greatest element in a PCS will be denoted by 1. Frink [6] has given a characterization of the class of Boolean algebras by a set of identities which are of the same similarity type as that of PCS and which include the defining identities of PCS, in other words the class of Boolean algebras, BA, is a subvariety of PCS. In fact, Jones [14] has shown that BA, viewed in this way, is the only nontrivial proper subvariety of PCS. In this work, unless otherwise stated, we regard Boolean algebras from this standpoint.
Frink [7] has shown that the following formulas-which will be useful for us-are true in PCS.
(5) x<-x**, (6) x-y---~y*--<x *, (7) x---y ---~ x**---y**, (8) x*** = x*, (9) x*^ y* = (x*^ y*)**, (10) (x ^ y)* = (x** ^ y**)*, (11) (x A y)** = x**A y**.
It is also shown in Frink [7] that if S is a PCS then the set of elements of the form x*, x s S, forms a Boolean algebra. We state this important structure theorem more precisely since we make frequent use of it, sometimes implicitly, in the sequel.
For a PCS S we define B(S)={x*:xsS}. The elements of B(S) are called closed elements; equivalently a ~ S is closed iff a = a**. For a ~ S, a** is called the closure of a. We also define N(S)= S-B(S), the elements of which will be referred to as non-closed. THEOREM 1.1 (Frink [7] 
Unless otherwise stated, S always represents an arbitrary fixed PCS.
We denote by Con S the congruence lattice of S whose least and greatest elements are denoted by As and V s (sometimes simply A and V) respectively. If x ~ S and to ~ Con S then [x]to or [x] , denotes the congruence class of x modulo tO; we simply write [x] for [x]to if no confusion is possible. If H, K_ S then we denote by O(H x K) the congruence generated by H x K c S x S; in particular, we shall denote by O(a, b) the principal congruence generated by a pair (a, b) of elements of S.
It is shown in Frink [7] that the mapping ** :S--~ S, s--~ s** is a (PCS-) homomorphism. We denote by 4)(S) the kernel of this homomorphism, thus
~(S)={(x,y):x,y~S
and x**=y**}, or equivalently, q~(S) = {(x, y) : x, y ~ S and x* = y*}.
It is clear that q~(S)~ Con S, and whenever there is no confusion we simply write 4~ for q~(S). It should be emphasized that we use the symbol 4) in this sense only throughout this paper. We also note that if 0 ~ Con S and a, b ~ S then (a, b)
The following remark is useful. (1) (a). = a. and (V). = V., (2) a c_ [3 implies (5) . c_ (/3)., (6) is proved. (7) follows immediately from (3) and (6).
Filter congruences
The notion of a filter in Boolean algebras can be easily generalized to PCS's. A non-empty subset F of S is a filter in S iff F is closed under ^, and if a is in F and a -< b then b is in F. It is clear that the intersection of a family of filters in S is also a filter in S. If A c S then the filter (A) generated by A is the intersection of filters in S which contain A. If s ~ S then Is, 1] is the principal filter generated by S.
With the help of the following lemma we will show that every filter in S induces a congruence on S. We call such a congruence a filter congruence. The above lemma is also due independently to J. T. Jones [14] . DEFINITION 2.2. Let F be a filter in S. Define a relation ~', also denoted by (F)", on S as follows: (x, y)e F iff there exists an f e F such that x A f=y ^f.
We note here that the above definition is equivalent for Boolean algebras to: We shall now show that every congruence on a PCS S can be expressed as the join of a congruence of the form t ~, where F is a filter on S, and a congruence contained in ~. In fact a much stronger statement is true.
Proof. It is easy to show that [1] , is a filter in S. To prove (ii), it is enough to prove that to is contained in the extreme right hand expression. Let (x, y)~ to. Then one can verify that ((x*A y**)*, 1}e to, and by symmetry ((x**/~ y*)*, 1) ~ to and hence (x*/x y**)* A (x**/x y*)* ~ [114 ,. It is straightforward to verify x** A [(x* A y**)* A (X** A y*)*] = y** ^ [(X* ^ [(X* A y**)* ^ (X** ^ y*)*]. Thus we get (x**, y**} 9 ([114,)" which implies that (x, x A y**) 9 ([114,) ^ and (x** ^ y, y) 9 ([114,) ^. Since (x, y) e to, we get (xAy**,X**^y)~to. Since by (10) (x ^ y**)* = (x** ^ y)*, we then obtain (x ^ y**, x**^ y) e to/x ~ whereby one gets (x, y) 9 ([114,) ^ o ([1],) ^, proving the theorem.
The following corollary-which is immediate from the preceding theoremshows that certain congruences on S, namely the congruences disjoint from q~, behave like the congruences on Boolean algebras in the sense that they are determined by a single congruence class, the class of 1. 
(S).
We note here that the converse to this corollary is false. In general if 0, qJ ~ Con S then 0 v tO cannot be expressed as a composition 0 o to ..... 0. Our next result, motivated by the proof of the preceding theorem, gives a simple, explicit expression for the join of two congruences in the case when one of the two is a filter congruence on S. 
Dual embedding
With the help of the congruences of the form fi for a in S we now establish that every PCS is "mirrored" inside its congruence lattice. Let S denote the set of congruences of the form c1 with a in S. First observe that if 0 + is a dual pseudocomplement of 0 ~ Con S then (0+)B is a dual pseudocomplement of (0)B in Con B(S), thus the hypothesis implies that Con B(S) is also dually pseudocomplemented, which implies that the lattice of filters of the (infinite) BA B(S) is dually pseudocomplemented, leading to a contradiction as it can be easily seen that a non-principal filter doesn't have a dual pseudocomplement.
COROLLARY 3.3. If B(S) is finite then B(S) is isomorphic to B (dual of Con S), the set of closed elements in the dual of Con S.
The following theorem-whose proof is easy and hence omitted-describes precisely when S of Theorem 3.1 coincides with Con S.
THEOREM 3.4. There is a dual PCS-isomorphism from S onto Con S iff either S is a finite Boolean algebra, or else S is of the form B U{1} where B is a finite BA and 1 is the new largest element of S.
It is well-known that the congruence lattice of a Boolean algebra determines, up to isomorphism, that Boolean algebra. However, for PCS's this is not the case, as the following example shows:
Example 3.5
We conjecture that if S satisfies the following property then Con S determines S upto isomorphism:
(U) VxVy(x<y**---~(x*=y* or x-<y)).
Properties of congruence lattices
Congruence lattices of PCS's have, in addition to their being algebraic lattices, many interesting properties in common. In this section we shall give some such properties.
It is quite clear that Con S is a complete sublattice of the lattice of semilatticecongruences on S; hence it follows immediately from Papert [19] that every interval in the congruence lattice of a PCS is pseudocomplemented. Then it is easy to see that M5 cannot be embedded as a sublattice into the congruence lattice of a PCS (see Varlet [22] ). Another property enjoyed by the congruence lattices of PCS's is given in the following theorem. THEOREM 4.7. Let [3, 8 ~ Con S be such that [3 D_ q) . Then [8 A [3, ,3] 
Pro@ We shall first prove the theorem for the special case when 6/x/3 = A. Proof. It suffices to show that (B) holds in the congruence lattice of the quotient St = S//3/~6. Let "/3~, 6t denote the congruences on St corresponding to /3, 8 respectively. Then/3tA6! =As, and 6t is an atom in Con St. Since 6 ~ qb it is straightforward to verify that 61 ={(a, b), (b, a)}UA for some a, b ~ St such that a* = b*, b covers a and every element of St which is less than b is already less than or equal to a. From this it follows immediately that 6t is an atom in Eq (St), the lattice of equivalence relations on St. Since Con S is a s.ublattice of Eq ($1) and the latter has the property (B) the proof is complete. Proof. Take S(8) to be Ss(s).
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