Abstract A novel object recognition algorithm is introduced to identify objects and recover their pose from sparse range data. The method is based upon comparing the 7-D error surfaces of objects in various poses, which result from the registration error function between two convolved surfaces. The objects and their pose values are encoded by a small set of feature vectors extracted from the minima of the error surfaces. The problem of object recognition is thus reduced to comparing these feature vectors to find the corresponding error surfaces between the runtime data and a preprocessed database.
Introduction
The ability to recognize and determine the pose of threedimensional (3-D) objects in range image data has long been a goal of computer vision research, and remains a challenging area of investigation. Given a 2.5-D point cloud acquired by a range scanner, the goal of a recognition system is to identify objects in the scene by comparing them to a set of known objects in a database, and recovering their pose (i.e., translation and rotation). Although many approaches to object recognition from 2-D images have been studied and have had some success Lowe 1993, 2000; Schiele and Crowley 1996; Lowe 1999; Cyr and Kimia, 2004) , these techniques are sensitive to shadows and illumination due to the limitation of the sensor. With the improvements of range sensors, object recognition from range images has attracted more and more attention, because not only does it not suffer from the above mentioned problems, but it can also provide metric measurement data.
Techniques of 3-D object recognition can be roughly divided into two main categories: model-based, and appearance-based. In the model-based approach, a model library is first built in a preprocessing step by extracting descriptors (features) from each 3-D model of the object. Each descriptor, as indicated by its name, characterizes the surface shape in a support region surrounding a basis point on the 3-D model. In online recognition, the same descriptor set is extracted from the scene image, and the problem of object recognition is solved by matching the extracted descriptors with those in the library. A variety of such descriptors have been proposed, including: point signature (Chua and Jarvis 1997) , spin image Hebert 1997, 1999) , surface signature (Yamany and Farag 2002) , point fingerprint (Sun et al. 2003) , regional point descriptor (Frome et al. 2004) and recently tensor-based descriptor (Mian et al. 2006 ) and variable dimensional local shape descriptor (Bondy et al. 2007) .
Model-based techniques are robust to clutter and occlusion because the descriptors are calculated for a limited local support region. However, they also have several drawbacks. First, a large number of descriptors need to be calculated, and their correspondences in the model database need to be solved at runtime. Consequently, these techniques in general are time expensive, which makes them difficult to apply to time-critical tasks. Second, many of these methods require dense range data which can be relatively slow to acquire. For high-speed range sensors (e.g., stereovision sensors and flash Lidar), and scanning Lidar in high speed mode (i.e., using Lissajous patterns), the acquired data tend to be sparse and contain considerable noise, which poses difficulties for model-based techniques. Finally, most model-based techniques involve the step of calculating surface normals in order to establish local coordinate systems, which makes them sensitive to sensor noise (Frome et al. 2004 ).
The appearance-based approach is more efficient than the model-based approach when the objects can be segmented from the scene image. An object is first encoded with a set of images collected from different vantages in an offline training phase. In online recognition, the objects and their poses can be retrieved by searching for the best match between the input image and the database of stored images. As it is expensive to operate directly on the image data, these images are first transformed into a lower dimensional space, e.g. by using linear (Turk and Pentland 1991) or non-linear projection methods (Wu et al. 2001; Wu and Hu 2006) , so that the comparison can be executed more efficiently within this lower dimensional space. Efficiency is an attractive characteristic of the appearancebased approach, which makes it very popular in 2-D object recognition (Turk and Pentland 1991; Huttenlocher et al. 1999) , and some researchers have extended it to handle 3-D range data (Campbell and Flynn 1999; Skocaj and Leonardis 2001) . One challenge of the appearance-based approach is that it is sensitive to dropouts, sensor noise and outliers. In addition, it requires that the training and scene images be aligned in a very similar manner.
We present a novel 3-D object recognition algorithm, called Potential Well Space Embedding (PWSE), which lies midway between the model-based and appearance-based approaches. On the one hand, the proposed algorithm is extremely efficient and accurate. The experimental results show that PWSE executes at 122 frames-per-second (fps) on standard hardware with recognition rates exceeding 97% for the database of 60 objects shown in Fig. 1 . On the other hand, PWSE is also robust to data sparseness, sensor noise and outliers due to the use of novel feature vectors.
The main contributions of this paper can be summarized as follows: 1. A new object recognition algorithm is introduced and systematically evaluated. The existence of local minima within the potential well space of the ICP algorithm has been known for some time. To the best of our knowledge, this is the first attempt to exploit the existence of local minima, and allows ICP, and potentially other local optimization algorithms used for registration, to be extended to solve the pose determination and object recognition problems. 2. The use of a generic model is proposed so that a single 3-D model can be used to compute the feature vectors for different objects during both preprocessing and runtime. The use of a generic model can dramatically simplify the algorithm as well as improve its efficiency. We also propose a practical method to construct an effective generic model, and examine the impact of different generic models on the performance. 3. The algorithm has been implemented and tested on both simulated and real data. In addition, a complete object recognition and tracking system utilizing a commercial stereovision camera was also implemented, that is able to recognize and track 10 freeform objects as shown in Figs. 2 and 3 in real-time. 4. We also investigated the performance of applying PWSE to the more difficult problem, object class recognition, with a series of experiments with Princeton Shape Benchmark (PSB) data set. In the experiments, PWSE was able to achieve significantly better Nearest Neighbour (NN) classification rates than previously reported object retrieval methods on this standardlized data set.
The remainder of the paper is organized as follows. Section 2 presents the main representation as an embedding of the error surfaces of an object's views, and describes the algorithms for preprocessing and online recognition. Experimental results on real data, on a simulated database containing 60 objects, and on the PSB data set are presented in Sect. 3 and demonstrate the effectiveness of the proposed algorithm under various non-ideal conditions. A set of tests, which is designed to evaluate the performance of PWSE on object class recognition are also presented in this section. Section 4 concludes with a discussion of the results and future work. 
Potential Well Space Embedding
The proposed method is based on local optimization techniques, such as the Iterative Closest Point (ICP) algorithm, which is used to align 3-D models based on their surface geometry. It is worth noting, however, that the proposed algorithm is not limited by ICP: the idea is general and has the potential to work with other optimization techniques.
ICP Algorithm
Since first introduced by Besl and McKay (Besl and McKay 1992) , the ICP algorithm has become the most prominent 3-D registration technique, and has been well explored in the literature (Godin et al. 1994; Blais and Levine 1995; Simon 1996; Rusinkiewicz and Levoy 2001; Luck et al. 2000; Jost 2002; Lastra 2003, 2007) . Starting with two 3-D point clouds and an initial estimate of their relative transform, ICP solves the 3-D registration problem by determining approximate correspondences between the point clouds, calculating the optimal transformation, applying this transformation, and iterating until a stopping condition is satisfied.
The convergence of ICP to the global minimum (i.e. true pose) strongly depends on the initial pose estimate. When the transform between two data sets is large, it is well-known that ICP can be easily trapped by a local minimum resulting in an incorrect registration result, which is considered to be a limitation of the ICP algorithm. Besl suggested in his initial paper (Besl and McKay 1992) that ICP can be extended to pose determination by applying ICP from a set of different initial states, and then choosing the result to be that pose with the minimum error. However, it is difficult to decide the optimal set of initial states and a large number of states have to be used, which is computationally expensive. For this reason, ICP has been applied only to pose refinement, where it is used to improve the registration accuracy after the rough initial alignment has been resolved.
In our approach, instead of searching for the global minimum, ICP is employed as a feature extraction method to deliberately find the local minima in parameter space. These local minima are then used as compact feature vectors to index objects and their poses. The problem of object recognition is thus reduced to comparing these feature vectors to find a match between the runtime data and a preprocessed database. As only the locations of local minima are considered, the performance of our algorithm is not related to the convergence of ICP to the global minimum.
Object View
Each object is represented as a set of discrete object views. We define a view of an object as a range image acquired from a particular sensor vantage with respect to the object's centroid. When an object is scanned with a conventional range sensor, only the front-facing surfaces of the object are visible from the sensor vantage. The remaining surfaces are selfoccluded, and for this reason the resulting range images are called 2.5-D, with the object's surface bisecting the dimension along the sensor line of sight.
The object views are 2.5-D range images, acquired at a set of uniformly distributed discrete locations around the object's 3-D view sphere. The set of object views are generated in simulation by transforming a virtual sensor to every location of a discretely sampled 3-D rotation space centered at the object model's origin, comprising a 2-D polar coordinate, and a rotation around the line of sight. By setting the three rotational increments to (20 • , 20 • , 30 • ) the rotation space is discretized into 18 × 10 × 12 = 2,160 locations, and at each location a 2.5-D range image of the model is generated, representing a view. The second Euler angle ranges from 0 • to 180 • . As the view at 0 • and the view at 180 • are different, there are a total of 10 different views. The larger value of 30 • was used for a rotation around the line of sight because it does not exhibit self-occlusion.
Error Surface Embedding
Let denote the six dimensional parameter space comprising the 3 translations and 3 rotations of a rigid transformation. Given a 3-D surface model M of an object in an arbitrary canonical pose, and a 2.5-D range image P = {p j } n 1 of the object in a possibly different pose θ ∈ , the registration error function ξ between M and P at pose θ is:
where R is a 3 × 3 rotation matrix, T is a 3 × 1 translation vector, q j is the point on the surface of M that is closest to (i.e. corresponds to) the transformed p j ∈ P, and q − p denotes the Euclidean distance between two points q and p.
It is convenient to consider the relationship between M and P as forming an error surface. The error surface S is a 7-D hypersurface that is formed by convolving P over the complete pose space, and computing the value of ξ for every transformation θ of P. Thus, S ∈ × R + , where R + is the range of ξ , which is the set of non-negative real numbers. For asymmetric objects and sufficiently large point sets, S will have a single global minimum located at that value of θ where P and M are correctly registered, as well as a number of local minima. Depending upon the initial pose, ICP will converge to either the global minimum, or to one of the local minima.
In general, the error surfaces have very complex shapes and consist of many local minima. As the proposed technique is based on extracting features from the error surfaces, it would be interesting to examine the error surfaces directly. However, it is very time-consuming to compute entire error surfaces, and difficult to visualize such high-dimensional data. To simplify the problem, we produced the error surfaces by convolving over only the translational subspace of which forms a 4-D error surface, and then used Curvilinear Component Analysis (Demartines and Hérault 1997) (CCA) to project the 4-D error surface onto the 3-D space for visualization. Although some information is lost using this method, the projections are good enough to illustrate the basic characteristics of error surfaces.
An example of two projected error surfaces are illustrated in Fig. 4 , which was generated by using two views
) of the dragon model shown as the first model in Fig. 1 . The plots clearly show differences between the two error surfaces, which is the most important property of the error surfaces, that is, the variety of their shapes are related to their input views. In addition, it is important to notice that the result is only based on the translational subspace. For 7-D error surfaces, their shapes become more complex, and they will be even more distinctive.
To further investigate the properties of error surfaces, the first error surface in Fig. 4 was regenerated using the same method, but on sparse range data, data with simulated sensor noise, and data with simulated outliers respectively. The range image used in Fig. 4 consists of 1,000 points, and we randomly sampled 75 points from it to generate a new sparse range image. The sensor noise was simulated by introducing random zero-mean Gaussian noise to each data point. The size of the object was 200 mm, and the noise was set to σ = 15 mm. To generate the range data with outliers, a total of 1,000 additional points were added to the original range images. Figure 5 shows the simulated range images, and their corresponding error surfaces. It clearly shows that for the same view, the error surfaces are very similar regardless of the dramatic degradation of input range images.
The robustness of the error surfaces to data sparseness, noise and outliers was also quantitatively studied by computing the correlation coefficient between the error surfaces generated by the ideal data and the degraded data. The correlation coefficient between two error surfaces X and Y is calculated as:
As shown in Fig. 6 , the error surface has a degree of robustness to data sparseness, noise and outliers. For the data sparseness, when the number of points per image varied from 1,000 to 125, the correlation coefficient only changed from 1 to 0.97, and when using only 75 points, the correlation coefficient was still over 0.9. For the simulated noise, the correlation coefficient was rarely changed when σ ≤ 10 mm. Once σ > 10 mm, the correlation coefficient declined a little more rapidly, but it is still near to 0.9. For the outliers, the correlation coefficient decreased fairly slowly as the number of outliers changed in a wide range from 0 to 2,000. Our method is motivated by the observation that each unique view P i of an object will result in a distinctive error surface S i , with respect to a model M in a fixed canonical pose. The essence of the method, therefore, is to precalculate and store representations of the S i for all views of an object in a preprocessing stage, and then at runtime to compare the error surface of the acquired image against this database.
The error surface is 7-D, so it would be expensive to store and process a rich representation of S i , especially as there are a large number of S i per object (one for each of the 2,160 views). As an alternative, we represent each S i by a small set of pose values of its minima in some neighborhood of the origin of . In preprocessing, the rotation space is quantized into N = 2,160 discrete rotation vectors
, and a set of N views {P i } N i=1 of the object are generated. For each P i , the closest local minimum θ c i to its centroid is first calculated by executing ICP from its centroid, and the translational component t c i of θ c i is used as the origin of the local coordinate system. Each P i is then perturbed to a standard set of K initial poses {θ o j } K j =1 around the calculated origin. In our implementation, we have found a set of size K = 30 purely translational perturbations to be effective for the database of 60 objects. The perturbations are chosen to be distributed uniformly in the translational subspace of . For each translational dimension, the magnitude of the perturbation ranges from −r M to r M with increments of r = r M /2, which results in a total of 5 3 = 125 3-D perturbation vectors. Here r M represents the maximum radius of the 3-D model, i.e. the furthest distance from the centroid of M to any point on its surface. A large r is preferred as it enlarges the distances among the perturbations and will result in more discriminative feature vectors. To deal with a larger database, K would need to be increased accordingly in order to improve the discriminative power of the feature set, which will ,however, also decrease the efficiency of the runtime algorithm linearly.
After applying the perturbations, ICP is allowed to execute for a small number of iterations from each new initial state, resulting in K final pose values E i = {θ
at the minima of the error surface. Each set E i of K minima is called an embedding (Hjaltason and Samet 2003) of the error surface S i , and is used to compactly and descriptively represent a unique view P i .
Pose Determination
To determine the pose of an object, the above described process is repeated for the image data P at runtime. A local minimum θ c p is first obtained by executing ICP from the , from which ICP is invoked resulting in an embedding E p of final pose values. E p is then compared against the N embeddings E i that were generated in preprocessing, by simply calculating the minimum distance between the embeddings. If we let θ = (x, y, z, θ, φ, ψ) , then the similarity between two poses θ a and θ b is calculated as:
where D is the magnitude of the translational pose perturbation. Two embeddings can be compared by summing the similarities over their corresponding pose sets:
The view that most closely matches the current image is identified by summing the similarities of all corresponding poses in an embedding, and taking the minimum:
The final pose estimate can be then calculated as: A block diagram of the complete algorithm is illustrated in Fig. 7 . We have found the method to be both efficient and effective. In previous work , the experimental results show that an object's pose can be recovered with an accuracy of over 98% at over 8 frames per second (fps) on standard hardware by using a common implementation of ICP. The runtime efficiency of the process has been improved to over 122 fps on the same hardware by using an efficient ICP variant that uses a Euclidean distance map (i.e. a voxel map) to accelerate the ratedetermining nearest neighbor computation (Abraham et al. 2001) . The performance of the method is examined thoroughly in Sect. 3.
Generic Model and Object Recognition
In pose determination applications, it is assumed that there is a single object under consideration, and a reasonable choice for model M is a representation of that object. Alternately, in object recognition there may be multiple objects under consideration, and it is not known a priori which object is being imaged in the scene. The straightforward application of the method to object recognition would be to build the database using multiple models, and then at runtime to calculate embeddings of the image with each of these models and compare these embeddings to the database. This would be expensive, however, as not only would the database grow linearly with the number of models, but so too would the number of embeddings required to be computed at runtime.
An alternative is to use a generic model. In preprocessing, for each object, rather than generating the embedding by convolving the views of the object with a model of itself, they are instead convolved with a single generic model. At runtime, only a single embedding of the error surface of the image is then required to be calculated and compared against the database. For a generic model to be useful, it must generate error surface embeddings that are sufficiently distinctive so as to enable the discrimination of a number of objects. The utility of a given generic model at recognizing a collection of objects would depend upon the relative geometries between the objects in the collection, as well as that of the generic model itself.
Ideally, it would be desirable to automatically generate a generic model that is maximally discriminating for a given object collection, which is the subject of future research. Practically, we have found that it is not difficult to construct an effective generic model. The generic model illustrated in Fig. 8 comprising 120 spheres was automatically randomly generated, and was found to effectively recognize and determine the pose of the collection of 60 objects shown in The dimension of the generic model is not necessarily similar to the dimensions of objects. In fact, a larger generic model is preferred (i.e., D b = 2 × r M ). This is because when applying the perturbations {θ o j } K j =1 to the scene image, it is prefered that the translated scene image is still located at (or near to) the generic model such that most points in the scene image are able to find their corresponding closest points within a small range. In addition, using a large generic model allows larger distances between the perturbations {θ o j } K j =1 , which make the feature vectors more distinctive. In experiments, we observed the algorithm to be fairly tolerant to the use of different generic models. As long as the complexity of the generic model exceeds a certain degree (e.g., the number of spheres is large enough), the differences among the results using different generic models were minor.
Pre-filtering for Performance Improvement
Computing the distances between runtime and prestored features, as in (3), is the most time-consuming step in the algorithm. For a database of 60 objects and K = 30, (3) needs to be calculated a total of 2,160 × 60 × 30 = 3,888,000 times per frame. To accelerate the nearest neighbor search, an efficient voting technique has been developed specifically for the feature vectors used in PWSE. For these feature vectors, it is more efficient than the techniques based on partitioning the search space, such as K-D tree (Bentley 1990 ) and projection (Nene and Nayar 1997) .
The technique is based on the fact that the embeddings
used in PWSE are constructed by combining locations of K independent local minima together. To find the closest match of the runtime embedding, it is required only to search among a small portion of prestored embeddings that have the majority of their local minima close to the corresponding local minima of the runtime embedding. In practice, we found that the results are sufficiently good by just using the translational component of each local minimum, which makes the technique even more efficient.
The translational subspace of is first quantized into discrete grids using quantization vector (D d /15, D d /15, D d /15) , and then a total of K hash tables are built for each of the K local minima in a preprocessing step. In each hash table, the indices of the prestored embeddings share the same entry only if their K th local minima are located within the same grid in the translational subspace of . At runtime, the hashcodes for each of the K local minima of the runtime embedding are computed. Then, the prestored local minima that are close to each of the K local minima of the runtime embedding can be efficiently retrieved using the precalculated hash tables. Each hash table retrieval returns indices of a subset of prestored embeddings, and a total of K retrieved subsets vote on the possible solutions of the closest match of the runtime embedding.
Each prestored embedding will receive K votes at the most, and only the embedding that receive votes exceeding a certain threshold will be used for the distance calculation. Efficiency and accuracy are best balanced by setting the threshold about 0.5×K. A larger threshold will increase the efficiency of the algorithm because more prestored feature vectors will be filtered out. However, the accuracy of the algorithm will be slightly decreased, and vice verse.
Experimental Results
A set of experiments was conducted on both real and simulated range image data to assess the effectiveness, robustness and efficiency of the proposed algorithm. All experiments were executed on an x86_64 quad-cores processor with 8GB of memory running Windows XP. In order to take advantage of the multi-core capabilities of the CPU, the code was parallelized using the Open Multi-Processing (openMP) API (Quinn 2003) . Other than this, no hardware acceleration or software optimization was applied.
The implementation of ICP used an efficient ICP variant (Abraham et al. 2001 ) that uses a Euclidean distance map (i.e. a voxel map) to accelerate the nearest neighbour computation. The maximum number of iterations was set to 3, which was used in both preprocessing and runtime. The generic model illustrated in Fig. 8 was used for all tests. The generic model was in point cloud format consisting of 4,000 points, which was obtained in preprocessing by randomly sampling a surface model of the object.
Real Data Tests
The first set of experiments was designed to evaluate the effectiveness of the method using real range data acquired from scans of a database of objects. The four freeform objects illustrated in Fig. 9 and a set of associated range images were downloaded from (Mian et al. 2006 ) and used in these experiments. A total of 21 range images of the chef, 15 range images of the parasaurolophus (para), 20 range images of the T-rex, and 15 range images of the chicken were tested. For each of the 71 test images, a total of 1,000 points were randomly sampled from the original dense range images, and the experiments were conducted on this new sparse data set.
The result of each test image was first saved as a VRML file and then checked manually, as the ground truth was unavailable. When the object identity and pose estimate were correctly recovered, the trial was deemed successful. The resulting confusion matrix is shown in Table 1 . Overall, 98.6% of the objects were correctly recognized, and the rate of correct pose recovery was 85.9%. Four successful test images, overlayed on the objects, are shown in Fig. 9 . The lower success rate of pose estimation, compared to object recognition, indicates that in 12.7% of tests, the objects were correctly identified but the recovered poses were incorrect. This was mainly caused by the cylinder-like shape of the chef model, as there were four images of the chef where the model was correctly identified, but the recovered pose was incorrect. In Table 1 Confusion matrix, real range data. OR = average successful object recognition rate, PD = average successful pose determination rate contrast, for the para, T-Rex, and chicken, the number of incorrectly recovered poses were 1, 3, and 1 respectively. The same test was also conducted on another five freeform objects. Five successful test images, overlayed on the objects, are shown in Fig. 2 . The test images were collected by using a Konica-Minolta VIVID 3-D scanner. A total of 100 images, 20 for each objects were used for recognition. The confusion matrix of these 100 recognition trials is reported in Table 2 . The overall recognition rate was 94%, and the rate of correct pose recovery was 87%.
Simulated Data Tests
The above real data tests were encouraging, and for this reason we desired to experiment on a larger database of objects. Unfortunately, no such larger database of real range images and associated object models was available. As an alternative, we performed a set of experiments on a set of simulated range images of the 60 free-form objects shown in Fig. 1 . The use of simulated data allowed for the systematic evaluation of the performance under varying degrees of data sparseness, measurement error and outliers. All object models were scaled to reside within a bounding box of size 1 × 1 × 1, and the training and test images were both obtained by rendering these models into a depth buffer using OpenGL. A total of 30 pose perturbations were applied (K = 30), which were chosen from 125 3-D perturbation vectors generated as described in Sect. 2. The rotational subspace of was first quantized into N = 2, 160 discrete rotation vectors {(θ i , φ i , ψ i )} N i=1 . For each object, a total of 2,160 range images were generated by transforming each model by (θ i , φ i , ψ i ). Simulated range images (i.e., views) were then generated by sampling the surface of the model in its given pose from the sensor vantage point. Self-occluded data were filtered out such that the resulting views were 2.5-D. These images were used to construct the set of views {P i } N i=1 in preprocessing to index the objects and their poses.
The test image set contained 12,000 images, 200 from each of the 60 objects. For each object, simulated range images were generated by applying a random rotation vector (θ, φ, ψ) to the object's canonical pose, where
, and ψ ∈ [0 • , 360 • ]. As we were particularly interested in evaluating the performance of the algorithm on sparse range data, a total of 1,000 points were randomly sampled for each test image, and the tests were conducted on these sparse range images. For each test image, the object ID and pose estimate of the object were calculated using the proposed algorithm, and the result was compared against the ground truth. When the object was correctly recognized and the error of the pose estimate fell within the desired precision of 10 degrees, the trial was deemed to have been successful.
Ideal Data Tests
An experiment using ideal (i.e non-noisy) range data was conducted to prove the effectiveness of the proposed algorithm. The resulting confusion matrix is illustrated in Fig. 10 . The experimental result shows that the algorithm was able to correctly recognize over 98% of the objects, and about 97% of the poses were correctly recovered. In addition, PWSE is extremely efficient, running at about 122 fps for a database of 60 objects. The worst case is the sport car (No. 41), whose pose determination rate and object recognition rate were 74.5% and 82.5% respectively. After examining the unsuccessful trials on this object, we found that it was mis-recognized as the jeep (No. 56, 25 cases, and No. 57, 4 cases), and the tank (No. 58, 2 cases).
Non-ideal Data Tests: Sparseness, Noise, and Outliers
A set of experiments was performed to study the robustness of the proposed method with respect to data sparseness, noise (i.e. measurement error) and outliers. To measure the influence of data sparseness, a new set of test images was generated by randomly sampling 1,000, 500, 250, 125 and 75 points from each test image from the ideal data tests. The same experiment as in the ideal data tests was then executed on this data set, and the results are shown in Fig. 11(a) . It can be seen that the method is robust to data sparseness as the rate of correct recognition varied by only about 0.3% when the number of points per image was reduced from 1,000 to 500. When using only 125 points per image, the algorithm still achieved a 92.6% correctness rate, with an increased efficiency of over 200 fps. The evaluation of robustness vs. measurement error was achieved by first randomly sampling 1,000 points from each test image from the ideal data test, and then adding Gaussian noise to each point. A Gaussian noise model was used in the tests as is conventional when the exact distribution is unknown. The noise was zero mean and the standard deviation varied between 0% and 20% of the size of an image's bound- Fig. 11(b) , and show that the proposed algorithm has a good level of robustness to Gaussian noise below ∼10%. The rate of correct pose estimation declined fairly slowly when the sensor noise was less than 10%.
A final test was executed to determine the impact of outliers. A total of 1,000 points were first randomly sampled for each image of the ideal data test. Spurious data points (i.e., outliers) were then randomly inserted into each test image. The outliers were generated to lie near to surface points, ranging from 10% to 30% of the length of an image's bounding box, with the number of outliers varying between 0% and 200% of the number of points in each image. The results are illustrated in Fig. 11 (c), and show a high level of robustness to outliers, as the rate of correct classification declined only from 97% to 90% when the outliers changed from 0% to 100%. The rate of correct classification is still near to 81% when outliers are at the 200% level, where there are twice as many outliers as true data points.
Impact of Different Generic Models
In order to investigate the impact of different generic models on performance, five generic models were generated. These generic models were completely different, with each generated independently by using 30, 60, 90, 120 and 150 spheres. Each generic model contained a total of 4,000 points which were randomly sampled from each surface model of the generic models. The same ideal data tests were then reexecuted, using different generic models, and the results are shown in Fig. 12 .
The results show that when the number of spheres exceeded 60, the differences among the results using different generic models were minor. In fact, the recognition rate only varied within one percent when the number of spheres changed from 60 to 150, which shows PWSE to be fairly tolerant to the use of different generic models. 
Princeton Shape Benchmark Tests
To further investigate the performance of the method on a large data set, a set of experiments were conducted on the 3-D models in the Princeton shape Benchmark (PSB) (Shilane et al. 2004 ). The PSB contains 1,814 classified 3-D models divided into two sets: the training data set containing 907 models partitioned into 90 classes, and the testing data set containing 907 different models partitioned into 92 classes. The PWSE algorithm was first tested on both sets separately. For each data set, a total of 18,140 test images, 20 for each of the 907 objects, were generated using the same method and the same generic model that was used in the simulated data tests.
Object Recognition and Impact of K
The first set of tests was designed to decide the optimal value of K. PWSE was executed on the two PSB data sets, with K varying from 30 to 120 in increments of 10. The results are illustrated in Fig. 13 . When K = 30, the recognition rate was less than 2% for both data sets. However, this rate increased rapidly with an increase in the value of K, and the recognition rates peaked when K = 60 for both data sets. Further increasing K did not improve the recognition rate, which slightly decreased when K ranged from 70 to 120. The results from the two different data sets were consistent, which indicates that the recognition rate mainly depends on K and the size of database, and that the shape variations of each individual model within the database had only a minor effect on the overall performance of the method.
It is worth noting that the PSB database is primarily designed for the problem of class recognition, and therefore contains many similar objects. For instance, it has 50 fighter_jet models, 50 human models, 17 head models, etc. In the above experiment, each test image consisted of only 1,000 points, so that the fine details of the models were often lost due to the sampling effect. Therefore, there are many cases where PWSE mis-recognized the query object as another object within the same class. In addition, the PSB also contains many symmetric objects (i.e., swords, tools, hourglass and etc.), which reduces the nominal accuracy of the pose determination rate, as any rotations around the axes of symmetry will be not be accommodated and will incorrectly be reported as a failure.
Object Class Recognition
Although PWSE was designed for object recognition, it was interesting to see how well it could deal with the problem of object class recognition. A set of tests were conducted to investigate the performance of PWSE on the object class recognition problem using the PSB database. The parameter K was set to 60 for all the tests based on the results of the previous section.
The first test was a straightforward extension of the object recognition tests. Instead of evaluating the results by object ID and their pose estimates, we examined the recognition results in terms of object class ID, which was conveniently included in the description of each object in the PSB. For any given query 2.5-D range image, if the retrieved model was from the same class as the query image, then the query was deemed successful; otherwise, it was deemed unsuccessful. This test is similar to the Nearest Neighbour (NN) experiments presented in (Shilane et al. 2004) . One difference is that, whereas the NN tests were executed only on the 907 objects in the test set, we extended our experiments on both the training set, and the 907 objects in the test set.
Using a single 2.5-D query image that was generated from each object model, PWSE was able to achieve a 90.9% classification rate on the training set, and a 87.8% classification rate on the test set. This significantly outperforms the twelve well-known shape descriptors that were tested in Shilane et al. (2004) . Of those twelve methods, the most successful was the Light Field Descriptor (LFD), which achieved a 65.7% classification rate on the PSB training data set, 22.1% lower than that achieved by PWSE. It is interesting that this higher classification rate was achieved by PWSE using only 2.5-D range data as input, such as can be acquired by standard range imaging sensors. In contrast, most of the other 12 methods that were tested in Shilane et al. (2004) required complete 3-D information about the object, without considering the effects of self-occlusion.
The best-performing of the twelve tested methods in Shilane et al. (2004) was LFD, which is computed from multiple 2-D images of the 3-D objects. Based upon this, we hypothesized that the performance of PWSE could be improved further using a multi-view classification scheme. For a given query model, rather than using a single 2.5-D image as the basis for classification, a small number of range images from different views were generated. Each image served as a distinct query image, and produced a NN classification result. The results from all NN classifications of all images were then voted upon, and the object with the majority of votes was taken as the retrieved model. Figure  14 shows the results of multi-view classification. The classification rates were improved to 96.4% and 94.3% respectively on the training and test sets when using 5 views. When using 20 views, the classification rates increased further to 98.7% and 96.8% respectively, which was a significant improvement over tests on the same data set using single view PWSE (90.9%) and LFD (65.7%). A more challenging test was performed, in which the training set was first used in the preprocessing stage to construct the offline embeddings, and the online object class recognition was then performed on the test set. The test set contains 907 different 3-D models partitioned into 92 classes. None of the particular models in the test set exist in the training set, although there is some overlap in the object classes. The results from this experiment are summarized in Table 3 . For base classification, which is the primary and finest granularity of classes into which the PSB objects were categorized, the classification rate was 26.9%. This is good when considering that 71 of the 92 classes in the test set were not present in the training set, and were therefore outlier classes. If only the 21 classes containing the 370 objects present in both sets were considered, then the classification rate could be reinterpreted as 65.9% as shown in the second row, first column of Table 3 .
Interestingly, by considering the misclassified cases, we found that PWSE is good at capturing the overall geometric characteristics of the models. For instance, the outlier class hot_air_balloons (model 1337-1345) was mis-recognized as helmet (model 1637), snowman (model 1758), ice_cream (model 751, 754, 759 and 760), potted_plant (model 1026) and head (model 347), which are all sphere-shell like models as illustrated in the first row of Fig. 15 . Similarly misclassified cases include: flying_saucer to round, human_arms_out to fighter_jet, sword to flower_with_stem, fireplace to laptop, stealth_bomber to handgun, book to microchip, chess_set to rectangular and double_doors, desktop to tv, computer_monitor to roman_building, wheel and gear to tire, and so on.
There are, of course, different ways that models can be classified, such as structural, functional, etc. The PSB recognizes this by offering a variety of different classification schemes, of varying granularity (i.e. coarseness), and the performance of PWSE on these different classification granularities was further evaluated. The "coarse" classification merges the 92 base classes to form 44 classes. The "coarser" classification merges these 44 classes further to from just six classes, and the "coarsest" classification merges these six classes to form just two classes: man-made objects and natural objects. The classification rates of PWSE with respect to these different classifications is listed in Table 3 . As expected, PWSE performed better on the coarser classifications. This is particularly true when the results of complete non-overlapping data set are considered, in which case the classification rate increased from 26.9% for the "base" granularity, to 80.3% for the "coarsest" granularity. In contrast, the improvement for the overlapping classes was less significant. This result indicates that PWSE is effective at discriminating between man-made and natural objects, possibly because man-made objects typically comprise primary shapes (e.g., sphere, disk, rectangular, etc.) which PWSE is good at recognizing.
Real-time Stereovision Data Tests
To further investigate the applicability of PWSE to challenging tasks of object recognition, we have developed a complete real-time object recognition and tracking application using a stereovision sensor, which is able to recognize and track the 10 objects shown in Figs. 2 and 3 . The real-time tracking system was implemented in C++, and range data with subpixel disparity interpolation was acquired with a Point Grey Research BumbleBee ™ stereovision camera.
A simple background subtraction technique was used to separate the objects from background clutter. Once the number of foreground points in the subtracted image exceeded a certain predefined threshold, the system deemed that an object was present in the scene and invoked PWSE for object recognition. To improve efficiency, a set of points was randomly selected from the subtracted image (e.g., 1,000 points), and this sparse range image served as input to PWSE. Once the object was recognized by PWSE, the output (i.e., Object ID and initial pose estimate) was fed into Fig. 15 Class recognition, misclassified models a more efficient tracking algorithm, the Bounded Hough Transform (BHT) ). The results were visualized by rendering the 3-D model of the object with the estimated value of the translation and rotation.
The results were qualitatively evaluated by examining the 3-D model rendered using the estimated pose. The results confirm that a good recognition rate was obtained for all of the five tested models. Five screen shots of selected frames for the different objects being recognized by the system are shown in Fig. 16 . Each frame contains two views. The left view is used to display the intensity video, whereas the white circle is used to indicate the rough location of the tracked object in the current frame. The right view is used to render the 3-D model of the object using the estimated pose.
To the best of our knowledge, this is the first system which is able to perform real-time object recognition using a stereovision camera. The range data collected by stereovision cameras are relatively noisy and have many dropouts due to depth discontinuity. Working with this type of data is extremely challenging for object recognition techniques. This is especially true for local methods such as spin images and point signatures that rely upon an estimate of the normal around each point, which can be very inaccurate. In addition, the objects being recognized were held by hand during the tests, which partially occluded surfaces of the objects and introduced a large number of outliers to the data and made the problem even more difficult. Despite these challenges, PWSE was able to correctly recognize all of the objects in an efficient and robust manner, which further demonstrated the effectiveness and robustness of the PWSE algorithm.
Comparison to Previous Methods
In the previous sections, the performance of PWSE has been evaluated for both object recognition and object class recognition. From these results, it can be concluded that PWSE compares favourably to the previous object recognition techniques in terms of efficiency and accuracy. In a previous study (Shan et al. 2004) , PWSE has been compared against the well-known spin images technique. Spin images was tested with a 3-D model database of 56 objects using a 2 GHz PC with 2 GB memory. The reported accuracy of the simulated data tests, which were similar to our ideal data tests, was slightly above 90%, and recognition time per query was 43 seconds on 50 objects. Their experiments on real data were conduct with 88 real queries against a 90 model database, and their reported accuracy was ∼40%.
In more recent work, an experiment conducted on the tensor-based technique (Mian et al. 2006 ) was close to our ideal data tests. To the author's knowledge, the tensorbased technique achieved the best accuracy reported to date from among the model-based approaches. Compared to their work, we used a slightly larger database (60 objects vs. 50 objects), and a much larger number of test images (12,000 images vs. 500 images). PWSE was able to achieve a better result than that reported for the tensor-based technique, at 97% vs. 95%. The time efficiency of the tensor-based experiments was not reported, although it was mentioned that their implementation was not optimized for time as it was developed in Matlab.
Although some objects used in our test were the same that had been used in Mian et al. (2006) , more difficult objects were also added to our database, such as trees and flowers that contain many discontinuous surfaces. This kind of object would cause particular difficulties for the tensor-based technique, which requires to build a surface mesh and calculate the normals of the points. In contrast, PWSE was able to deal with these objects very well because it works directly on 3-D points and doesn't require a mesh or normals. In addition, PWSE was also evaluated on the much larger PSB data set containing 1,814 objects, and achieved promising results.
With little modification, we directly applied PWSE algorithm to the more difficult problem of object class recognition, and tested it on the well-known PSB data set. The results show that PWSE outperformed LFD by 31.1% in terms of NN classification. PWSE is slightly less time-efficient and consumes more memory per object than LFD, mainly because the current version of PWSE was targeted at object recognition applications, which requires the storage of a large number of embeddings for each view of the objects in order to determine the pose of objects.
Most existing object recognition and object class recognition techniques extract features from local neighborhoods of the models or images, and then compress these local features into a compact and invariant representation. For instance, point signatures use curvature features and compress them into 1-D contours that is invariant to rotations; spin images represent a small surface patch around a point by a 2-D histogram that is invariant to rotations; the tensor-based technique represents a triangular mesh by a third order tensor. In extracting and compressing these features, geometric information is lost. Also, these features require a dense sampling of the surface around each point, and are sensitive to the effects of data sparseness. As a result, the descriptors resulting from these local features may lack discriminating power, which can lead to a high proportion of incorrect point correspondences between the scene and the model. To compensate for incorrect correspondences, robust techniques such as RANSAC or the Generalized Hough Transform can be used, which while effective, nevertheless increases the runtime expense of these methods.
In contrast, the performance of PWSE mainly derives from the use of highly descriptive and robust features, which are extracted from the 7-D error surface. Each point on the error surface is formed by computing the RMS error using all of the image points, which makes it convey much more information than a single point in the image data, and therefore makes it very robust to data sparseness, noise and outlier. Like the local methods, PWSE also represents the error surface in a compact embedded form, it nevertheless still carries more information than features extracted solely from the image domain. For this reason, PWSE features tend to be more discriminating than local features, and don't require additional statistic methods such as RANSAC to filter out mismatches. In addition, the 7-D error surface has a rich landscape, so that more distinctive and discriminating features can be extracted from it. For this reason, PWSE is able to achieve a good classification rate on objects with simple regular geometries, such as a sphere, cone, rectangular, cube, etc.
Conclusion
ICP is among the most useful algorithms in range image processing, and many researchers have explored its properties. The existence of local minima in the well space is wellknown, and the general strategy has been to avoid converging to a local minimum by ensuring that the initial pose lies within the global minimum well. In contrast, the proposed method explicitly explores the error surface in an attempt to converge to a set of local minima. To our knowledge, this is the first attempt to exploit the existence of local minima, and allows ICP, and potentially other local optimization algorithms used for registration, to be extended to solve the pose determination and object recognition problems.
The experimental results show the proposed method to be both efficient and robust to data sparseness, outliers, and measurement error. Only a small number (e.g. 3) of iterations is required for each ICP invocation in both preprocessing and runtime. The performance of the proposed algorithm runs at 122 frames per second on standard hardware, and the object recognition and pose determination rates respectively exceed 98% and 97% with a database of 60 objects.
In addition, we have explored ways of applying PWSE to the problem of 3-D object retrieval, and have achieved promising results. These tests were executed on the PSB data set, which contains 1,814 3-D objects, divided into training and test sets of 907 objects each. PWSE was able to achieved a 90.9% classification rate on the training set, and a 87.8% classification rate on the test set using a single 2.5-D query image. By further applying a multi-view classification technique, which used multiple input 2.5-D images per query, we were able to further improve the classification rate. The classification rate was increased to 96.4% and 94.3% respectively on training and test sets using five input images from different views of the query object. It was further increased to 98.7% and 96.8% using 20 input query images. These recognition rates were a significant improvement over previously reported object retrieval methods on this standardized data set.
One limitation of the current PWSE implementation for object recognition applications is that it is a global method and cannot handle background clutter, and thus requires the foreground objects to be initially segmented from the background scene. Without modification, it is difficult to directly apply the proposed algorithm to static scenes, and local techniques may be more suitable for such applications. However, when the object can be separated from background clutter (e.g., through motion segmentation and in 3-D object retrieval), the proposed algorithm is an attractive alternative to local methods due to its efficiency and robustness to data spareness, sensor noise and outliers.
In future work, we will extend the method to handle significant degrees of scene clutter, which in fact is fairly straightforward by borrowing elements of the model-based technique. Rather than calculating the feature vectors for each view of objects, PWSE can be employed to compute the feature vectors for a small patch (supporting region) surrounding basis points. As the embeddings are calculated only for a limited local support region, the modified PWSE will be able to deal with the clutter scenes. In addition, a method to automatically generate optimal generic models for a given database will be also investigated. Not only is the optimal generic model able to improve the accuracy, efficiency and robustness of proposed algorithm, but it also enables PWSE to deal with a large number of objects. The problem is difficult and Adaptive Boosting (AdaBoost) algorithm (Freund and Schapire 1999) seems promising for tackle the problem. An efficient variation of PWSE, which specifically targets for object class recognition, will be also investigated.
