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SPECTRAL THEORY OF THE G-SYMMETRIC TRIDIAGONAL
MATRICES RELATED TO STAHL’S COUNTEREXAMPLE
MAXIM DEREVYAGIN
Dedicated to the memory of Herbert Stahl and Andrei Aleksandrovich Gonchar
Abstract. We recast Stahl’s counterexample from the point of view of the
spectral theory of the underlying non-symmetric Jacobi matrices. In partic-
ular, it is shown that these matrices are self-adjoint and non-negative in a
Krein space and have empty resolvent sets. In fact, the technique of Darboux
transformations (aka commutation methods) on spectra which is used in the
present paper allows us to treat the class of all G-non-negative tridiagonal ma-
trices. We also establish a correspondence between this class of matrices and
the class of signed measures with one sign change. Finally, it is proved that
the absence of the spurious pole at infinity for Pade´ approximants is equivalent
to the definitizability of the corresponding tridiagonal matrix.
1. Introduction
The famous Markov theorem in the theory of rational approximation states that
diagonal Pade´ approximants for the Cauchy transform F of a positive measure
supported on [−1, 1] converge to F locally uniformly in C \ [−1, 1]. In [24] Herbert
Stahl gave his marvelous example of a very simply constructed non-positive weight
function that particularly demonstrated impossibility to extend the Markov theo-
rem to the case of signed measures. The proposed weight function is a polynomial
modification of the Chebyshev weight function:
w(t) =
(t− cosπα1)(t− cosπα2)
π
√
1− t2 , t ∈ (−1, 1),
where α1, α2 ∈ (0, 1) are rationally independent real numbers. This weight function
possesses the property that the entire sequence of the diagonal Pade´ approximant
to the Cauchy transform
(1.1) F(λ) =
∫ 1
−1
1
t− λw(t)dt
exists and their poles are asymptotically dense everywhere in the complex plane C.
Recall that n-th diagonal Pade´ approximant to the analytic function F is a rational
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function
Qn
Pn such that
F(λ)− Qn(λ)Pn(λ) = O
(
1
λ2n+1
)
, λ→∞,
degPn = n and degQn ≤ n. If such a rational function exists then the polynomial
Pn turns out to be the polynomial of degree n orthogonal with respect to the signed
measure w(t)dt ∫ 1
−1
tkPn(t)w(t)dt = 0, k = 0, . . . , n− 1.
Thus, the zeroes of Pn from Stahl’s counterexample are dense in C although the
signed measure is supported on the interval [−1, 1]. This is quite unexpected if
one thinks in the streamline of the classical theory related to positive measures
and that is why one cannot prove the locally uniform convergence of diagonal Pade´
approximants for the whole class of signed measures.
Nevertheless, there is still a hope to characterize classes of signed measures for
which the Markov theorem can be extended like it is done for positive measures by
means of self-adjointness of Jacobi matrices in a Hilbert space ℓ2. For that purpose,
it makes sense to understand the spectral picture behind Stahl’s counterexample.
Indeed, it is a standard fact that a sequence of orthogonal polynomials leads to a
semi-infinite tridiagonal matrix. It is clear from the classical theory [2], [22] that,
in the case of signed measures, the corresponding tridiagonal matrix cannot be
symmetric in the usual sense and therefore the underlying spectral theory becomes
less transparent but feasible.
The main aim of the present note is to show the spectral mechanism of Stahl’s
counterexample and similar ones. However, to do so we will use a slight simplifi-
cation of the just considered example that was also pointed out by Herbert Stahl
in [23]. In this simplification the weight function is simpler and is given by the
formula
w0(t) =
(t− cosπα)
π
√
1− t2 , t ∈ (−1, 1),
where α ∈ (0, 1) is irrational. Nevertheless, the zeroes of the polynomials orthogonal
with respect to the signed measure w0(t)dt are still dense in the real line R and,
hence, any point in R \ [−1, 1] is a spurious pole (see also [7] for a more general
concept of spectral pollution). Basically, the nature of the signed measure w0(t)dt
is the same as the nature of w(t)dt. Moreover, using the technique of Darboux
transformations one can already see spectral effects appearing in the case of w0(t)dt
and similar signed measures.
Before going into details of non-symmetric matrices and signed measures, let us
briefly recall some basic facts about symmetric tridiagonal matrices and positive
measures. So, let dµ be a positive probability measure and let the support of this
measure be equal to or contained in the interval [−1, 1]. In this case, one can
construct a sequence of polynomials Pn orthogonal with respect to dµ, i.e.∫ 1
−1
Pn(t)Pm(t)dµ(t) = δnm, n,m = 0, 1, . . . ,
where δnm is the Kronecker delta. It is well known that the polynomials Pn satisfy
the second order difference equation:
(1.2) akPk+1(t) + bkPk(t) + ak−1Pk−1(t) = xPk(x), k = 0, 1, . . .
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with the initial conditions
(1.3) P−1 = 0, P0 = 0;
here bk ∈ R and ak > 0 for k = 0, 1, . . . . Sometimes it is also convenient to have
(1.2), (1.3) in the following matrix form
(1.4) Jp(t) = tp(t),
where p = (P0, P1, P2, . . . )
⊤ and
(1.5) J =

b0 a0 0 · · ·
a0 b1 a1
0 a1 b2
. . .
...
. . .
. . .

is a Jacobi matrix, which is a symmetric tridiagonal matrix. We will say that J
corresponds to the measure dµ. In the standard way, with such a Jacobi matrix
one can associate an operator acting in the Hilbert space ℓ2 of square summable
sequences of complex numbers. This operator will be also denoted by J . Since dµ
is compactly supported, the Jacobi operator is bounded. Moreover, the spectrum
σ(J) of J coincides with the support of the measure dµ [2], [22].
The paper is organized as follows. In Section 2, the shifted Darboux transfor-
mations J˜(x) of J for x ∈ σ(J) are presented. Moreover, a class of G-symmetric
tridiagonal matrices associated to signed measures with one sign change is charac-
terized by means of the shifted Darboux transformations. The next section deals
with the G-symmetric matrix J˜0(cos πα) corresponding to Stahl’s weight w0(t)dt.
Particularly, G-self-adjointness of the operator J˜0(cos πα) is shown. The main re-
sult of Section 4 is the fact that J˜0(cos πα) has an empty resolvent set ρ(J˜0(cosπα)).
Finally, in Section 5 it is proved that the definitizability of J˜(x) is equivalent to the
absence of the spurious pole at infinity for the underlying diagonal Pade´ approxi-
mants.
2. Darboux transformations and G-symmetric matrices
In this section we recall how LU -factorizations and Darboux transformations are
related and formulate it in an appropriate manner. This will allow us to present
here a Favard-type theorem for signed measures with one sign change.
Unlike the standard monic approach [4], in the present paper we consider the
case of symmetric tridiagonal matrices associated with positive measures. To get to
Darboux transformations, let us start by factorizing the tridiagonal matrix J − xI
as follows
(2.1) J − xI = L(x)D(x)L⊤(x),
whereD(x) = diag (d0(x), d1(x), ....) is a diagonal matrix and L is a lower bidiagonal
matrix
L =

1 0 0 · · ·
v0 1 0
0 v1 1
. . .
...
. . .
. . .
 .
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Comparing coefficients in (2.1) gives
(2.2) d0(x) = b0 − x, dj(x)vj(x) = aj, dj+1(x) = bj+1 − x− dj(x)v2j (x).
Now it is easy to check with the help of (1.2) that
(2.3) dj(x) = −aj Pj+1(x)
Pj(x)
, vj(x) = − Pj(x)
Pj+1(x)
.
It will be more convenient to rewrite the factorization (2.1) in the following way
(2.4) J − xI = L(x)G(x)L⊤(x),
where G(x) = signD(x) = diag (sign(d0(x)), sign(d1(x)), sign(d2(x)), . . . ) and
(2.5) L = L|D|1/2 =

√|d0| 0 0 · · ·
v0
√|d0| √|d1| 0
0 v1
√|d1| √|d2| . . .
...
. . .
. . .
 .
In order to define the main object of the present study we will need the following
statement, which is a specification of the known results that appear in the context
of numerical algorithms, orthogonal polynomials, spectral theory, and integrable
systems [1], [4], [12], [13], [25].
Proposition 2.1. Let J be a Jacobi matrix corresponding to dµ. Assume that for
J and x ∈ (−1, 1) the factorization of the form
(2.6) J − xI = LGL⊤
exists. Then the tridiagonal matrix
J˜(x) = GL⊤L+ xI
corresponds to the signed measure (t− x)dµ(t) supported on [−1, 1].
Remark 2.2. It should be stressed here that the existence of the factorization (2.6)
is not essential. Indeed, a similar factorization, which is called the Bunch-Kaufman
factorization, holds for any Jacobi matrix but one has to replace the diagonal matrix
G with a 2 × 2 block diagonal matrix (for instance, see [5], [8], [11]). To avoid a
mess with indices and some technicalities we always assume that the factorization
(2.6) exists but based on [11] one can easily adapt all the results of this paper to
the general case.
Proof. The detailed proof can be found in [4]. We will only show how to see that
J˜(x) corresponds to (t− x)dµ(t). To this end let us write the matrix form (1.4) of
the three-term recurrence relation
Jp(t) = tp(t).
Now one can see that the chain of implications
(J − xI)p(t) = (t− x)p(t)⇒ LGL⊤p(t) = (t− x)p(t)⇒
⇒ (GL⊤L)GL⊤p(t) = (t− x)GL⊤p(t)⇒ J˜(x)GL⊤p(t) = tGL⊤p(t)
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suggests that GL⊤p(t) is a vector of the orthogonal polynomials corresponding to
J˜(x). However, the first entry of GL⊤p(t) vanishes at t = x and thus GL⊤p(t)
doesn’t satisfy the proper initial condition P˜0 = 1. Nevertheless, introducing
p˜(t) =
1
t− xGL
⊤p(t) = (P˜0(t), P˜1(t), . . . )⊤
solves the problem. Moreover, it is not so difficult to check that the polynomials
P˜j(t) = sign(dj(x))
√
|dj(x)|
Pj(t)− Pj(x)Pj+1(x)Pj+1(t)
t− x
are orthogonal with respect to (t − x)dµ(t) (this can also be thought as a special
case of the Christoffel formula). 
The matrix J˜(x) is called the shifted Darboux transformation of J . Since
this transformation is based on the Christoffel formula, it is sometimes called the
Christoffel transformation [4], [25]. As a matter of fact, the shifted Darboux trans-
formation of a symmetric matrix is not symmetric but it does possess symmetry
properties. To see this recall that a matrix H is called G-symmetric if the matrix
GH is symmetric. Obviously, J˜(x) is a G-symmetric for the corresponding diag-
onal matrix G. It is worth mentioning that spectral properties of a G-symmetric
matrix H are equivalent to the corresponding ones of the linear pencil GH − λG
(for example, see [6] where a similar class of matrices was studied).
The following result can be considered as a Favard-type theorem for signed mea-
sures with one sign change.
Theorem 2.3. Let G be a diagonal matrix with +1 and -1 on the diagonal. A
G-symmetric tridiagonal matrix J˜ corresponds to the signed measure
(2.7) (t− x)dµ(t),
where dµ is a positive measure, if and only if J˜ admits the representation
(2.8) J˜ = GL⊤L+ xI,
where L is a bidiagonal matrix of the form (2.5) and x is a real number.
Remark 2.4. It should be emphasized that this statement is rather algebraic and
it neither requires the support of the measure to be bounded nor provides with the
condition for the support of the measure to be bounded.
Proof. The ”only if” part is Proposition 2.1. To prove the ”if” part notice that if
we have matrices L and G then we can construct the symmetric Jacobi matrix as
follows
J = LGL⊤ + xI.
This Jacobi matrix corresponds to a positive measure dµ. The rest follows from
the uniqueness of the Cholesky factorization (2.4) and Proposition 2.1. 
Remark 2.5. Recall that a matrix H is called G-non-negative if the matrix GH is
non-negative. It is clear that the tridiagonal matrix J˜ can be represented in the
form (2.8) if and only if J˜ − xI is G-non-negative for some diagonal matrix G and
x ∈ R.
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This Favard-type theorem gives an efficient way to construct tridiagonal matrices
corresponding to signed measures of the form (2.7). Indeed, it would be natural to
start with a sequence of signs ±1 and two bounded sequences of positive numbers.
These data produce matrices G and L and, so, a G-symmetric matrix J˜ . However,
as we will see later, it is impossible to get all the signed measures of the form (2.7)
with bounded support using only bounded sequences.
3. Tridiagonal matrices associated with Stahl’s counterexample
Here we translate Stahl’s counterexample to the language of tridiagonal matrices.
Let us first recall that orthonormal Chebyshev polynomials are defined as
(3.1) T0(t) = 1, Tn(t) =
√
2 cos(n arccos t), t ∈ [−1, 1], n = 1, 2, . . . .
It is not so difficult to verify that they satisfy the following difference equation:
tT0(t) =
1√
2
T1(t),
tT1(t) =
1√
2
T0(t) +
1
2
T2(t),
tTk(t) =
1
2
Tk−1(t) +
1
2
Tk+1(t), k = 2, 3, . . .
and the orthogonality relation∫ 1
−1
Tn(t)Tm(t)
dt
π
√
1− t2 = δnm.
Thus, the Jacobi matrix corresponding to dµ0(t) =
dt
π
√
1−t2 has the following form
(3.2) J0 =

0 1√
2
0 · · ·
1√
2
0 12
0 12 0
. . .
...
. . .
. . .

and it is a standard fact that the spectrum σ(J0) of J0 is [−1, 1] and, consequently,
the resolvent set ρ(J0) is C \ [−1, 1].
Taking into account the explicit form (3.1) of the Chebyshev polynomials, one
can define the shifted Darboux transformation of J0 and the following phenomenon
takes place.
Proposition 3.1. Assume that α ∈ (0, 1) is not rational. Then the shifted Darboux
transformation J˜0(cosπα) of the Jacobi matrix J0 corresponds to the signed measure
(t− cosπα)
π
√
1− t2 dt
supported on [−1, 1] and it generates an unbounded operator in ℓ2.
Proof. In the case of the Jacobi matrix corresponding to the Chebyshev polynomi-
als, the entries of L and D in the factorization
J0 − cosπαI = LDL⊤
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are given by
d0 = − 1√
2
T1(cos πα)
T0(cos πα)
= − 1√
2
cosπα, dj = −1
2
Tj+1(cos πα)
Tj(cos πα)
= −1
2
cos(j + 1)πα
cos jπα
vj = − Tj(cos πα)
Tj+1(cos πα)
= − cos jπα
cos(j + 1)πα
,
where we have used (3.1) to simplify the expressions. We see that Tj(cosπα) =
cos jπα 6= 0 because of the irrationality of α and thus the factorization (2.1) exists
although cosπα ∈ [−1, 1] = σ(J0) = supp dµ0. Next, straightforward calculations
give
J˜0(cosπα) = GL
⊤L+ cosπαI = signD|D|1/2LL⊤|D|1/2 + cosπαI =
=

d0 + v
2
0d0 + cosπα
1
4
√
2
√|v0d1| 0 · · ·
ε0ε1
4
√
2
√|v0d1| d1 + v21d1 + cosπα 1√2√|v1d2|
0 ε1ε2√
2
√|v1d2| d2 + v22d2 + cosπα . . .
...
. . .
. . .
 ,
where εj = signdj = sign vj . Now it is easy to see that J˜0(cosπα) is unbounded in
ℓ2. Indeed, for the standard unit vector ej ∈ ℓ2 we have that
‖J˜0(cosπα)‖ ≥ ‖J˜0(cosπα)ej‖ = ‖J˜0(cosπα)ej‖‖ej‖
≥
∣∣∣(J˜0(cosπα)ej , ej)ℓ2 ∣∣∣ = |dj(1 + v2j ) + cosπα| ≥ |dj | − 1.
It remains to observe that the sequence
dj = −1
2
cos(j + 1)πα
cos jπα
=
1
2
(cosπα− sinπα tan jπα)
is not bounded since the set {tan jπα}∞j=0 is dense in R due to Kronecker’s density
theorem. 
To demonstrate more properties of J˜0(cos πα) we need to give some basic defini-
tions related to operators in spaces with indefinite inner products. Let us begin by
noticing that the diagonal matrixG given by (2.4) possesses the following properties
G2 = I, G∗ = G,
where G∗ is the Hermitian adjoint with respect to the Hilbert space ℓ2. Thus the
operator G induces an additional inner product
[f, g] = (Gf, g)ℓ2 f, g ∈ ℓ2.
Therefore, the space ℓ2(G), which is a linear space of elements of ℓ2 equipped with
the bilinear form [·, ·], is a Krein space [3]. By definition, the norm of a Krein space
is the same as the norm of the Hilbert space generating the Krein space [3]. In
particular, the norm of the Krein space ℓ2(G) is the norm of the Hilbert space ℓ2.
Theorem 3.2. The operator J˜0(cos πα) is self-adjoint in ℓ
2(G). Moreover, the
operator J˜0(cosπα)− cosπαI is non-negative in ℓ2(G), that is
(3.3)
[(
J˜0(cosπα)− cosπαI
)
f, f
]
≥ 0
for any f from the domain of J˜0(cosπα).
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Proof. It is clear from the definition of the Krein space that the self-adjointness of
J˜0(cosπα) in ℓ
2(G) is equivalent to the self-adjointness of GJ˜0(cosπα) in ℓ
2. So,
let us show that the classical symmetric Jacobi matrix
GJ˜0(cosπα) = L
⊤L+ cosπαG =
ε0(d0 + v
2
0d0 + cosπα)
ε0
4
√
2
√|v0d1| 0 · · ·
ε0
4
√
2
√|v0d1| ε1(d1 + v21d1 + cosπα) ε1√2√|v1d2|
0 ε1√
2
√|v1d2| ε2(d2 + v22d2 + cosπα) . . .
...
. . .
. . .

is self-adjoint in ℓ2. To do this we will need Carleman’s sufficiency condition [2]
(see also [22, Corollary 4.5]). This sufficiency condition states that if the series
∞∑
k=0
1
ak
is divergent then the Jacobi operator (1.5) is self-adjoint. In the case of GJ˜0(cosπα)
we have the series
∞∑
k=1
1
1√
2
√
vkdk+1
= 2
∞∑
k=1
√
cos2(k + 1)πα
| cos kπα · cos(k + 2)πα|
= 2
√
2
∞∑
k=1
√
cos2(k + 1)πα
| cos 2πα− 1 + 2 cos2(k + 1)πα|
(3.4)
to check. According to Kronecker’s density theorem the set {cos(k + 1)πα}∞k=1 is
dense in [−1, 1]. So, the series (3.4) is divergent which proves the self-adjointness of
J˜0(cosπα) in ℓ
2(G). To see the non-negativity it is enough to verify (3.3) for finitely
supported vectors f which can be easily done by the definition of J˜0(cos πα):[(
J˜0(cosπαI)− cosπαI
)
f, f
]
= [(GL⊤L)f, f ] = (L⊤Lf, f)ℓ2
= (Lf, Lf)ℓ2 ≥ 0.
(3.5)

Note that the definition of the shifted Darboux transformation was only used in
(3.5) and so it is true for the shifted Darboux transformations of any symmetric
Jacobi matrix J .
4. Spectra of the Stahl tridiagonal operators
In the previous section we showed the self-adjointness of J˜0(cosπα) in ℓ
2(G).
However, knowing that an operator is self-adjoint in a Krein space doesn’t say
much because the spectrum of a self-adjoint operator in a Krein space can be fairly
arbitrary and the structure of the operator can be rather wild [20]. Thus, to expect
reasonable properties from self-adjoint operators it makes sense to study narrower
classes of operators in Krein spaces. For instance, one of such classes is the class of
definitizable operators for which spectral calculus was constructed in [16], [20].
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Definition 4.1 ([20]). A self-adjoint operator A in the Krein space ℓ2(G) is called
definitizable if the resolvent set ρ(A) of A is not empty and there exists a polynomial
h such that
[h(A)f, f ] ≥ 0, f ∈ ℓ2(G),
and f has only a finite number of nonzero elements.
Now one can see that due to Theorem 3.2 the operator J˜0(cosπα) is a good
candidate to be a definitizable operator in ℓ2(G) with the definitizing polynomial
h(t) = t− cosπα. To proceed with that we need the following properties of defini-
tizable operators.
Proposition 4.2 (Corollaries 1 and 2, Section II.2 in [20]). Let A be a definitizable
operator in ℓ2(G). Then the following statements hold true.
(i) The spectrum of A is not empty.
(ii) If A has a bounded spectrum then A is bounded.
In order to verify whether J˜0(cosπα) is definitizable in ℓ
2(G) it remains to under-
stand what actually happens with the spectrum under the Darboux transformation.
To this end, recall that for bounded operators A and B in a Hilbert space the spec-
tra of the products AB and BA coincide away from zero. In the more general
situation of unbounded operators A and B the following statement holds true.
Proposition 4.3 ([15]). Suppose that ρ(AB) 6= ∅ and ρ(BA) 6= ∅. Then the
relation
σ(AB) \ {0} = σ(BA) \ {0}
is valid.
Based on this theorem we can get the full information about the spectrum of the
operator J˜0(cosπα).
Theorem 4.4. We have that
σ(J˜0(cosπα)) = C
and, thus, the G-self-adjoint operator J˜0(cosπα) is not definitizable.
Proof. To begin with, observe that
[−1, 1]− cosπα = [−1− cosπα, 1 − cosπα] = σ(J0 − cosπαI) = σ(LGL⊤).
Now let us set A = L and B = GL⊤. Then
σ(BA) = σ(GL⊤L) = σ(J˜0(cos πα)− cosπαI) = σ(J˜0(cosπα)) − cosπα.
Clearly, the resolvent set ρ(AB) is not empty because AB is bounded. If the
relation ρ(BA) 6= ∅ were true then Theorem 3.2 would imply the definitizability of
J˜0(cosπα) in ℓ
2(G) with the definitizing polynomial h(t) = t− cosπα and, in turn,
from Proposition 4.3 we would get that σ(J˜0(cosπα)) = [−1, 1] which cannot be
true for an unbounded definitizable operator because of Proposition 4.2. 
Noteworthy that another class of G-self-adjoint operators with empty spectra
appeared in a different context and related to Clifford algebras [18], [19].
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Remark 4.5. As a matter of fact, a similar situation when the spectrum blows up
to the whole complex plane after the Darboux transformations happens even in the
definite setting of positive measures. Really, it is shown in [22, Corollary 4.21] that
there is a self-adjoint Jacobi operator J = LL⊤ (i.e. it corresponds to a determinate
moment problem) such that the Darboux transformation J˜ = L⊤L is symmetric
but not self-adjoint (i.e. it corresponds to an indeterminate moment problem). In
other words, σ(J) ⊆ R and at the same time σ(J˜) = C.
5. Definitizability and spurious poles
In this section a relation between definitizability and spurious poles of Pade´
approximants is shown. Recall that spurious poles are those poles of Pade´ approx-
imants that do not correspond to analytic properties of the original function [23].
For instance, for the diagonal Pade´ approximants to the function (1.1) any point
in C \ [−1, 1] is a spurious pole. It should also be pointed out that convergence
of diagonal Pade´ approximants appears as a strong resolvent convergence of the
truncations of the underlying tridiagonal matrix [9], [22] and, so, the concept of
spurious poles is a particular case of the effect of spectral pollution [7].
The class of analytic functions we are concerned with here is the set of the
Cauchy transforms of signed measures of the form
(5.1) F(λ) =
∫ 1
−1
1
t− λ (t− x)dµ(t),
where dµ is a positive probability measure and x ∈ (−1, 1). It is easy to see that F
can be represented as follows
F(λ) = (λ− x)
∫ 1
−1
1
t− λdµ(t) + 1 = (λ − x)F (λ) + 1,
where F is a Markov function. Basically, any real rational perturbation r1F + r2
of a Markov function is called a definitizable function [17]. However, there are
special classes of definitizable functions with rather different nature (for instance,
see [9], [10], [14], [21]). In particular, the Cauchy transform F belongs to the class
of definitizable functions studied in [10].
The main goal of this section is to give some spectral sense to the following
result.
Proposition 5.1 (Theorem 5.5 from [10]). The poles of the diagonal Pade´ approx-
imants to F are contained in a bounded subset of the real line if and only if
(5.2) sup
j∈N
∣∣∣∣aj Pj+1(x)Pj(x)
∣∣∣∣ <∞,
where Pj is the orthogonal polynomial of degree j corresponding to the positive
measure dµ and aj is one of the recurrence coefficients (1.2).
From (2.2) and (2.3) one can easily see that the boundedness (5.2) is equivalent
to the boundedness in ℓ2 of the operator L defined by (2.5) (see also [11, Theorem
6.3] where this was shown in the context of monic orthogonal polynomials). Finally,
having in mind the Stahl tridiagonal matrices one can conclude that the bounded-
ness of L is the key to the definitizability of the shifted Darboux transform J˜(x)
in the corresponding Krein space ℓ2(G). All these statements can be summarized
into the following form.
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Theorem 5.2. Let J be a Jacobi matrix corresponding to the measure dµ, whose
support is equal to or contained in the interval [−1, 1], and let x ∈ (−1, 1). Then
the following statements are equivalent:
(i) The shifted Darboux transformation J˜(x) is a definitizable operator in ℓ2(G).
(ii) The relation
(5.3) σ(J˜(x)) \ {x} = σ(J) \ {x}
is valid.
(ii) The set of the poles of diagonal Pade´ approximants to the definitizable func-
tion ∫ 1
−1
1
t− λ (t− x)dµ(t)
does not have an accumulation point at infinity.
Proof. The analysis of the operator J˜(x) basically goes the same lines as it was
done for the operator J˜0(cosπα). So, let us sketch the proof.
(i)⇒(ii) If J˜(x) is definitizable then ρ(J˜(x)) 6= ∅. Consequently, applying Propo-
sition 4.3 and the definition of J˜(x) gives (5.3).
(ii)⇒(iii) If (5.3) holds true then J˜(x) is self-adjoint in ℓ2(G). Moreover, J˜(x)
is definitizable because one can easily mimic (3.5) in the general case. Next, from
Propostion 4.2 one gets that J˜(x) is bounded. Thus, L is also bounded which
implies (5.2). Therefore, the desired statement is a consequence of Proposition 5.1.
(iii)⇒(i) Proposition 5.1 and (2.2), (2.3) give the boundedness of L. So, it follows
from general version of (3.5) and the boundedness of J˜(x) that the operator J˜(x)
is definitizable. 
Remark 5.3. Taking into account Remark 4.5 and Theorem 5.2, one can see that
the definitizability plays the same role for signed measures as the self-adjointness
does for positive measures. As we saw, using only the self-adjointness in the case of
signed measures doesn’t help a lot. At the same time, using definitizability allows
to prove Markov-type results for the Cauchy transforms of signed measures with
one sign change [10, Theorem 5.5]. It would also be nice to extend this theory to
the case of multiple sign changes.
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