Previous work has given some bounds on the fundamental domain of the Hilbert modular group in certain cases. In particular, the projection of the intersection of the fundamental domain with the manifold |z · z | = 1 into the plane determined by the imaginary parts of z and z is a region contained within a figure bounded by two lines and two hyperbolas. Some intense numerical computation gives a conjectured outline of the actual boundary of the above two-dimensional projection. We work with the case of Q( √ 5) and Q( √ 2) and observe that one of the bounding hyperbolas may be more accurately replaced by three or four currently unknown curves. Additional conjectures about the fundamental domain are listed.
Introduction
As fundamental domains for Hilbert modular groups have been described before, a quick summary will suffice. Previous notation will be used; see [1, 2] . We start with a real quadratic field D and its ring of integers O = O(D). We consider Γ (O(D)), the set of two by two matrices with elements in O(D) and determinant one. This is called the Hilbert modular group. This group acts on the product of two complex upper half planes denoted H 2 = {(z, z ) | z, z > 0} in the following fashion. An element η of Γ (O(D)) acts as a linear fractional transformation on the first variable. For the second variable the conjugate with respect to D of η provides the coefficients of the linear fractional transformation. η = α β γ δ , η : (z, z ) → αz + β γ z + δ , α z + β γ z + δ .
(1.1)
Here α is the O(D)-conjugate of α, etc. See [1, 3, 2] for further details.
The Gotzky region is constructed by taking the intersection of the fundamental domains of generators of the modular group. For the cases under consideration, Q( √ 5) and Q( √ 2), the generators can be chosen, using Gotzky's notation, as
Here ε is the fundamental unit of the quadratic field. For Q(
These are fundamental domains corresponding to the subgroups generated by U and T respectively. S and S ε are treated jointly. A fundamental domain is constructed in each plane in H 2 with specified, fixed imaginary parts z, z . In the notation of Gotzky, F s,s is the plane in H 2 with fixed imaginary parts z = s and z = s . From all points equivalent under the group generated by S and S ε in this plane, we choose those which minimize |zz |. This forms the set S s,s . The union of all these sets is taken as the fundamental domain generated by S and S ε in H 2 and is denoted S. See [1] for details.
Finally we have the Gotzky region which is F (O) = U ∩ T ∩ S. This is a fundamental region in the case Q( √ 5) and contains a fundamental region in the case of Q( √ 2). It is to be remarked that Siegel uses a different region which he shows is actually a fundamental domain for the modular group. See [1, 4] .
Estimates for the boundary of the projection
Let us recall the notation in Deutsch [2] . F (O( 
respectively. A typical element of H 2 can be written as (z, z ) with the complex variables decomposed into their respective real and imaginary parts: z = r + is and z = r + is . Consider the projection ϕ from H 2 to R 2 ϕ : Proof. The lines come from the definition of U. The lower hyperbolas are previously known results (see [1, 3] ). The hyperbola ss = 1 is a bound due to the following consideration. Suppose ϕ maps the point (r, s, r , s ) ∈ N to (s, s ) ∈ P . Then (r 2 + s 2 )(r 2 + s 2 ) = 1 which implies s 2 s 2 ≤ 1 or ss ≤ 1. In the other direction, if ss = 1 and s /s satisfies the condition for U in Eq. (1.3) then consider the point (0, s, 0, s ). This must be in S since any point equivalent to it under the group generated by S and S ε lives in the plane F s,s so is of the form
Thus the region P is bounded above by the hyperbola ss = 1 and every point on this hyperbola with s /s satisfying the condition defining U in Eq. (1.3) is an element of P .
The constants .54 and .395 have no theoretical significance in and of themselves. They are simply the best bounds that could be obtained by the specific techniques employed by Götky and Gundlach. On the other hand, the lines y = x * 2.618, y = x * 1.618, etc. in Fig. 1 come from the definition of U in Eq. (1.3).
We define the critical points of P as the points in P that are nearest to the origin and happen to reside on certain specified lines. The lines in question are the two bounding lines of the previous theorem, the lines s /s = ε, s/s = ε and the line s = s . As will be seen from the figures, some of these points correspond to the notion of cusps. Because of symmetry, we need only consider the points on the lines s /s = ε 2 , s /s = ε and s = s. In the classical case we deal with the transformations z → z + 1 and z → −1/z acting on the upper half plane. The fundamental region corresponding to these transformations is given by Fig. 2 . Here we set x = Rz and y = z, and note that the fundamental region is bounded by |x| ≤ 1/2 and |z| ≥ 1 [5] .
Note that the points with least imaginary parts in Fig. 2 are isolated. This leads to the hypothesis that an analogous property holds for the Götzky regions of quadratic fields under consideration. The next result is relevant to this claim.
Theorem 2. If the intersection of the Gotzky region with the plane F s,s is just a finite set of points, then the Gotzky region cannot have points in common with planes with smaller s or s .
Proof. Suppose that (r m + is, r m + is ) is in the Gotzky region. It is sufficient, by symmetry, to show that if s > s and s/s is within the bounds defining U then there are infinitely many points in the Gotzky region that lie in the plane F s,s .
In general let f s,s (r, r ) = (r 2 +s 2 )(r 2 +s 2 ). Then for all algebraic integers v in the ring of integers under consideration, O, Thus the rational and irrational parts of the algebraic integer v are bounded and hence there are only finitely many choices for v. Call these v 1 , v 2 , . . . , v t . Given s > s then
(2.12)
Hence there exists > 0 such that
With no loss of generality, we may make < 1 and the radius of the disks D j less than 1/2. Let D * j be the disk with the smallest radius among D 1 , D 2 , . . . , D t . Choose any point in D * j . It must have the form (r m + v p + ξ , r m + v p + µ) for some p between 1 and t, and |ξ |, |µ| < 1/2. Any algebraic integer translate of this point is of the form (r m + v + ξ , r m + v + µ).
If v is one of the v j , j = 1, . . . , t then by the minimum radius condition the value of f s,s at this point is greater than 1 + 2 .
If v is not one of the v j 's then we must have
Thus all of D * j , possibly translated by finitely many algebraic integers, lives in the Gotzky region. Another way to put it is that the minimum norm condition means that each point in D * j corresponds to a point in one of D 1 , D 2 , . . . , D t which is in the Gotzky region.
This forces the existence of infinitely many points of the Gotzky region to live inside a closed bounded subset of F s,s .
The computation
The GNU C compiler and PUNIMAX, a variant of MAXIMA, were used on LINUX partitions on each of two pc's. The LINUX kernel version was 2.0.35 and the GNU C compiler version was 2.7.2.3. The pc's had Pentium chips rated at 133 MHz and 300 MHz respectively. The RAM sizes were 32 megabytes and 64 megabytes respectively.
A program to perform the calculations in double precision was written in about 650 lines of C code. The program has a menu of options. The user can specify values for s and s so the program can scan F s,s for values of r and r that correspond to points in the Gotzky region. Given a point in the Gotzky region the program can also generate a sequence of points in this region which approach the boundary |zz | = 1. The technique is to scan in a small rectangle around (r, r ) in the plane F s,s to find a point with greatest value of f s,s (r, r ). In particular, an equispaced grid with 80 points on each side is used. If too few potential pairs of r's are found then the scanning grid is reduced in size. We then proceed to shrink s and s while keeping the ratio of s /s constant and making sure that we stay inside the Gotzky region. To stay inside, it is necessary at times to reduce the amount s values are decreased. When the scanning radius or the amount of decrease in s values falls below a predefined amount, the iteration halts and the results are printed. This process is called focusing to the boundary.
Analytic techniques might be difficult to apply to the above problem given that the boundary in question is the intersection of certain manifolds in four-dimensional Euclidean space.
It is also possible to do a mass scan. Here points of the Gotzky region are generated for all possible pairs of s and s that might exist in P . Then the program performs the iteration of focusing to the boundary for each such point. The points generated by this process appear to live on curves in P nearest to the origin. See Conjecture 5 and the figures for more detail.
The mass scan for Q( √ 5)took about 12 h on the Pentium 133 while the mass scan for Q( √ 2)used approximately 30 h on the Pentium 300. In a subsequent scan to reproduce only the data for the boundary, it was discovered that the time spent was dependent upon the width of the original scan for r and r in F s,s .
Conjectures
Some conjectures are the natural result of considering the computations. It should be noted that Conjectures 1 and 3 have been verified to at least 9 decimal places in all cases. In some cases, the numerical results agree with the theoretical claim to 13 decimal places. Along the line s = ε 2 * s
Conjecture 1. Points of the Gotzky region for Q(
It should be noted that Eq. (4.2) corresponds to one of the fixed points of order 10 for the fundamental domain (see [2] ). Consideration of the critical points leads to the next conjecture. 
(4.5)
(4.6)
In the above equations we note that the product of ss is respectively so the Euclidean distance becomes −β/γ − β /γ . If γ is a unit, it is trivial that the distance is a rational integer. It is curious that all matrices corresponding to fixed points for Q( √ 2) with γ not a unit were powers of matrices where γ was a unit ( Fig. 3 ). Furthermore the distance is greater than or equal to two, since by the theorem on Arithmetic Means and Geometric Means
(4.8)
