This paper presents some linear adaptive non-nested multigrid methods which are applied to linear elastic problems discretized with triangular and tetrahedral nite elements using unstructured and Delaunay mesh generators. The Zienkiewicz-Zhu error estimator and a h-re nement procedure are used to obtain the non-nested meshes used by the multigrid methods. We solve problems with a speci ed percentage error in the energy norm using the optimal performance of multigrid methods.
Introduction
The application of the nite element method 1] for solving linear elliptic problems requires the solution of Au = b; (1) where A is a symmetric matrix of order N and u and b are the vectors of unknown and independent terms. Direct, iterative, and multigrid algorithms are commonly used to solve (1) when it is su ciently similar enough to Poisson's equation on an uniform mesh 1, 4, 9] .
Multigrid methods use a sequence of meshes with di erent re nement levels to solve a problem on the nest mesh. One of the main features of multigrid method is a linear asymptotic cost O(N) for the solution of (1).
It is well known that the stationary relaxation procedures have the smoothing property 14].
For an approximation v to the solution u, the oscillatory components of the algebraic error e = u ? v are eliminated with just a few iterations.
When a smooth function on a ne mesh is projected onto a coarse mesh it becomes more oscillatory on the coarse mesh. After damping, the oscillatory components of the approximation v on the nest mesh, the algebraic error is mapped onto a coarser mesh. Then relaxations are performed on the error equation Ae = r, where r = b ? Av is the residual associated with the approximation v. The same procedure can be applied recursively. On the coarsest mesh, an exact solution is calculated and the solution e is used to correct the approximation on the next level. This is repeated until reaching the nest mesh. This procedure is called a coarse grid correction scheme. (The actual procedure described is known as a V cycle.)
There are other multigrid procedures. One way (cascadic) multigrid calculates a better initial approximation for a nest mesh by relaxation on a sequence of coarser meshes. Relaxation schemes, nested iterations, coarse grid correction scheme, and transfer operators are the main elements of multigrid methods.
Traditionally, multigrid methods have been used with a sequence of nested meshes where the coarse mesh unknowns are also ne mesh unknowns. This feature simpli es the de nition of the transfer operators. However, engineering problems often have complex geometries. This makes it di cult to generate a sequence of nested meshes. Unstructured and non-nested multigrid procedures were de ned in 4, 5, 6, 7] using frontal 12] and Delaunay 10] mesh generators for the analysis of two and three dimensional linear elastic problems.
Error estimators and adaptive analysis procedures are available for many kinds of problems. Given a solution on a given mesh, local and global a posteriori error estimates can be calculated and the mesh re ned. The solution for this re ned mesh will have a global error close to a speci ed admissible error.
For coercive problems, a posteriori error estimators are equivalent in some sense with lower and upper error bounds for the nite element discretization errors. In this work, the Zienckiewicz-Zhu (ZZ) error estimator for coercive problems (based on a weighting method) is considered 21]. This error estimator calculates an improved approximation for the derivative of the nite element solution. The global error is obtained by a superposition of local element errors and the mesh is re ned.
The main objective of this paper is to use multigrid methods, error estimators, and adaptive re nement procedures to de ne adaptive multigrid strategies. These strategies are applied to two and three dimensional elastic problems discretized by triangles and tetrahedron non-nested meshes. Initially, the Zienckiewicz-Zhu (ZZ) error estimator is presented in Section 2. Afterwards standard and adaptive multigrid strategies are de ned in Sections 3 and 4. Finally, some results are presented for elastic problems in Section 5.
Zienkiewicz-Zhu Error Estimator
The equilibrium equation for a continuous media with domain is given by divT + f = 0; (2) where T is the Cauchy stress tensor and f is the body force vector eld 13]. For a linear elastic problem, the stress tensor is related to the in nitesimal strain tensor E = 1 2 ru + ru T = r s u linearly as T = D E]. The essential and natural boundary conditions on @ are de ned by u = 0 (x 2 ? 1 ) and Tn = (x 2 ? 2 ). We partition the boundary into @ = ? 0 ? 1 ? 2 and ? 0 \ ? 1 \ ? 2 = ;. ? 0 is a part of the boundary @ without any prescribed boundary condition.
Assuming that there is no prescribed traction (? 2 = ;), the weak form of (2) is given by a(u; v) = l(v):
The bilinear form is de ned by
The linear functional is de ned by
The energy norm is de ned by
Given the exact solution (u; T) and the nite element solution (u h ; T h ), (3) (6) An uniform error distribution is desired in adaptive algorithms. Thus, the local error in all elements in a mesh should be smaller than a given speci ed value. The square of the error norm can be calculated by the local contribution of the N els nite elements of the mesh by jjje jjj 2 = P N els i=1 jjje i jjj 2 . Assuming an uniform distribution of the error, jjje jjj 2 = N els jjje ad jjj 2 ;
where jjje ad jjj is the admissible energy norm of element error.
Substituting (7) into (6) 
For each element i = 1; : : : ; N els , i is de ned by i = jjje i jjj jjje ad jjj : (9) i is the re nement indicator. When i > 1, the element must be re ned. When i 1, the element size can be increased or left unchanged. The mathematical analysis of the FEM tells us that the error norm is bound by jjjejjj h p : (10) This assumes that there are no discontinuities, h is the element size, and p is the interpolation function order. From (10) and (9), the new element size h 0 i is given by
For i > 1, the new element size h 0 i will be smaller than h i . For i < 1, it follows that h 0 i < h i .
A damping factor is de ned in order to limit element sizes. This factor results in higher quality meshes. For i < 1, we use i i + (1? i )
2 . Hence, the element size will not increase more than 2 1=p times its original size for each re nement.
After calculating the new element sizes, the respective values are projected onto the mesh nodes and a continuous function is obtained on the analysis domain. The new element size at any point of the domain is interpolated using the shape functions of the element containing the given point. This function is called the background mesh and is used by the mesh generator software in the re nement procedure 12].
A fundamental point is the stress recovery procedure to calculate the estimate T from T h . The cost of the stress recovery procedure must be smaller than the cost of obtaining the approximated solution (u h ; T h ). Some recovery procedures are described in 11, 19, 20, 21, 23 ].
Multigrid Techniques
Multigrid techniques use a sequence of meshes to calculate the solution on the nest mesh. Transfer operators must be de ned to map functions between two generic meshes k and k?1 .
The restriction operator I k?1 k is used to project functions (e.g., the residual r) from a ne mesh onto a coarse mesh. The prolongation (interpolation) operator I k k?1 maps functions (e.g., corrections e and initial approximations v) from a coarse to a ne mesh. A variational formulation and implementation details for non-nested operators are discussed in 5, 6, 8] . The FMW algorithm uses W cycles on coarser grids to obtain a better initial approximation on a ner level. It is similar to the FMV cycle. These procedures are illustrated in the Figure  1 for 0 = 1. Some variations of these algorithms may be used, e.g., the FMVV algorithm uses a FMV cycle followed by many V cycles.
Adaptive Multigrid Algorithms
Error estimators like the Zienkiewicz-Zhu (ZZ) procedure may be used with multigrid strategies to produce top down and bottom up adaptive multigrid procedures. Thus, we do not need to know the meshes in advance since they can be generated during the adaptive process.
The top down approach uses the nest mesh with a multigrid strategy. This mesh can be obtained by an adaptive procedure using an error estimator, a re nement technique, and a direct or iterative solution method. The nal solution error in the adaptive procedure should be close to a speci ed admissible error .
Our top down re nement procedure uses a new average size of element h 0 h=2. Sometimes the sequence of meshes obtained by this process cannot assure the convergence of the multigrid procedure 4, 6] . In this case intermediate meshes are obtained by taking the nest mesh and using the mesh generator program with a new element size that is a factor of two larger 12]. After generating the meshes, the multigrid algorithm is used to obtain the nal solution.
A similar procedure without adaptive re nement is de ned in other works 15, 16, 17] . The intermediate levels are generated from the nest mesh by applying frontal and Delaunay techniques. The idea is to solve the problem on the nest mesh using the optimal order of a multigrid method. The number of equations in the nest mesh is assumed to be su ciently large so that the cost of mesh generation is negligible when compared to the cost of solving the problem.
The main idea of the bottom up approach is to start from the coarsest mesh and solve the problem by applying multigrid strategies for a given percentage error and an accuracy .
Since the number of unknowns on the coarsest mesh is small, sparse Gaussian elimination can be used e ciently to calculate the solution of the system of equations. A good initial approximation is thus obtained for the problem. The second mesh is generated using the error
The FMV cycle with 0 = 2 (see the Figure 2 ) was chosen as the multigrid strategy to generate the other meshes. We also tried 0 = 1 and 0 = 3, but the best computational performance in terms of number of operations was achieved with 0 = 2. We observed that using two V cycles did not guarantee a solution with accuracy . The FMV cycle with 0 = 2 was used only for intermediate mesh de nition and it was not necessary to obtain an exact solution on each level. However, when the nest mesh was obtained, a multigrid method (though not necessarily FMV with 0 = 2 as shown in Figure 2 ) was used to solve the system of equations with accuracy .
In summary, the coarsest mesh is solved by sparse Gaussian elimination, the ZZ error estimator is applied, and the constrained re nement procedure generates the second mesh. Two intermediate V cycles are used and the third mesh is obtained similarly after the application of the ZZ procedure. This process is repeated until the speci ed maximum number of meshes is reached or the estimated error is close enough to the admissible value . 
Numerical Experiments
Adaptive multigrid procedures are applied to two and three dimensional linear elastic examples. Figure 3 shows two dimensional examples consisting of a plate with a hole problem and a fracture problem. Both are solved in Sections 5.1 and 5.2 by a bottom up adaptive multigrid procedure, an adaptive sparse Gaussian elimination (SGE) method, and conjugate gradients with a symmetric Gauss-Seidel preconditioner (CGGS). All procedures are implemented in C++ and the sparse matrices are stored in a row compressed format 4, 8] .
Since the adaptive multigrid re nement criterion (12) is di erent from than that used with the SGE and CGGS methods, di erent sequences of meshes were obtained. Both methods used the same initial coarsest mesh and attempted to get an estimated error close to the speci ed error . The performance of the adaptive multigrid procedure and the adaptive SGE/CGGS procedure are compared in this section.
The top down adaptive multigrid strategy was applied to three dimensional fracture problems in Section 5.3. Multigrid results are compared with ones for sparse Gaussian elimination and iterative procedures based on conjugate gradient method.
The following relative errors are used for comparing the two dimensional solutions calculated with direct (u dir ), iterative (u ite ), and multigrid (u mg ) methods: jje dir=ite r jj 2 
Plate with a hole problem
Figures 4 and 5 show the mesh sequences obtained by the adaptive multigrid strategy and an adaptive procedure based on SGE or CGGS with = 1%. The mesh features are given in Table  1 : the estimated error ( ), the numbers of nodes, elements and equations, the total number of global matrix coe cients for direct (NCoef dir ) and iterative/multigrid (NCoef ite ) methods, the average number of coe cients per row of the sparse global matrix for direct (m dir ) and iterative/multigrid (m ite ) methods. For the multigrid adaptive strategy, the given values were calculated at the end of the mesh generation process. The nal solution value was = 1:1 with a precision of = 10 ?4 .
Four meshes were necessary for both adaptive procedures to reach a solution with an estimated error close to the speci ed admissible error . Table 2 gives the results for SGE, CGGS, and multigrid methods. The total number of cycles (NC), the value of 0 , and the number of preand post-relaxations ( 1 and 2 ) are also given for the multigrid strategies in Table 2 . Figure  6 shows bar plots for the equivalent number of nest mesh iterations, number of operations in mega ops, and memory space in kilobytes.
Fracture problem
Following the same steps that were used Section 5.1, the fracture problem was solved adaptively. Figures 7 and 8 illustrate the mesh sequences obtained by the adaptive multigrid and adaptive SGE procedures with = 2%. The mesh features are given in Table 3 . The results of SGE, CGGS, and multigrid methods for = 10 ?3 and = 10 ?4 are given in Table 4 and Figure  9 . For the multigrid case, estimated errors of = 2:3% and = 2:5% were obtained after the mesh generation and solution processes with a sequence of 5 meshes.
The fracture problem was also solved with a percentage error equal to = 1% and accuracy = 10 ?4 . Three and six meshes were necessary for the adaptive direct and multigrid methods. The nal estimated errors were = 1:1% and = 1:3%. The meshes obtained are in Figures 10  and 11 . The main features are given in Table 5 where is the error obtained at the end of the mesh generation process. The results are shown in Table 6 Figure 13 shows the linear tetrahedron meshes for a planar elliptic fracture problem in an in nite domain represented by a parallelepiped. The meshes for another planar fracture problem in a cylindrical bar (a penny shaped crack) are illustrated in Figure 14 . In these two examples, symmetry conditions were considered and the sequences of meshes were generated using an adaptive procedure based on the Zienkiewicz-Zhu error estimator 21]. The mesh features are given in Table 7 . These problems were also solved by conjugate gradient (CG) procedures with diagonal preconditioning (CGD), SSOR (CGSS), and symmetric Gauss-Seidel (CGGS) preconditioners. For the multigrid strategies, the coarsest mesh problem was solved using the CGGS procedure with precision = 10 ?4 in order to avoid the high cost of sparse Gaussian elimination. Figure 15 shows the behavior in terms of number of operations for SGE, conjugate gradient, and multigrid methods. 
Three dimensional problems

Conclusions
In the adaptive procedures presented here, sequences of meshes are obtained by applying the ZZ error estimator in order to solve the proposed problems by means of SGE, conjugated gradient, and multigrid methods.
For the plate with a hole problem of Section 5.1, the performance of SGE and the multigrid methods (in terms of the number of operations and memory requirements) is very similar. For both methods the same number of meshes is required to reach an 1% admissible error. The adaptive multigrid procedure is competitive even for this low order and moderately singular problem. The strong singularity of the fracture problem in Section 5.2 results in a larger number of equations needed to attain the 1% and 2% levels of admissible error. For this example, multigrid techniques are superior to the SGE with respect to the required number of operations, as well as to the required amount of memory, as indicated in Tables 4 and 6 and Figures 9 and 12. However, due to the limitation in modifying the element size (12) , the number of meshes for the multigrid strategies is larger than the number of meshes for SGE.
The adaptive multigrid procedures are viable alternatives. They perform similarly or better than SGE even for small problems. The bottom up multigrid procedure presented here allows the automation of the mesh generation procedure in order to obtain a better sequence of meshes to achieve the speci ed admissible error . For three dimensional problems the performance for multigrid methods is nearly optimal. As shown in Figure 15 the convergence rate is almost linear.
