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This article provides an exact formula for the signal n-point correlation functions of detectors
continuously measuring an arbitrary quantum system, in the presence of detection imperfections.
The derivation uses only continuous stochastic calculus techniques, but the final result is easily
understood from a discrete picture of repeated interactions with qubits or from a parallel with
continuous matrix product states. This result provides a crude yet efficient a way to estimate system
parameters directly from experimental data, without requiring non-linear state reconstruction.
Introduction – Quantum systems can now be probed
non-destructively with the help of continuous measure-
ments. Intuitively, the latter can be understood as com-
ing from a proper limit of infinitely frequent and infinitely
weak discrete measurements [1, 2], where the scaling is
chosen in such a way that interactions extract informa-
tion from the state without Zeno-freezing its evolution
in the limit. The corresponding theory was developed
in the 80s [3–8], mostly with foundational motivations.
However, it was later understood that continuous mea-
surements could be obtained in standard experimental
setups [9, 10], making the construction practically rel-
evant. Nowadays, continuous measurements are almost
routinely used by experimentalists and the corresponding
continuous quantum trajectories can be reconstructed,
notably in superconducting qubits [11–13]. The interest
is manifest: by acting on a quantum system condition-
ally on a continuous measurement readout (or signal), it
is possible to control its state in real time. This can be
used to enable or optimize tasks such state preparation
[14], purification [15, 16], rapid measurement [17–19], or
quantum error correction [20, 21].
The theory typically outputs an expression for the sys-
tem state ρt as a non-trivial function of the history of
the measured signal It. In practice, this is not very
convenient to test the theory or fit unknown parame-
ters. Indeed, the continuously evolving state itself is
not a quantity one can directly measure to compare the-
ory and experiment. Although the system parameters
can still be estimated using maximum likelihood meth-
ods [22, 23], this requires solving a non-linear filtering
equation with a discretized signal [24]. However, there is
a much simpler (albeit mathematically suboptimal) op-
tion which consists in looking only at basic functions of
the signal, like n-point correlation functions [21, 25, 26].
Such quantities are trivial to measure in practice: they
are direct multiplications of (delayed) detector outputs
and can thus be obtained analogically. The non-trivial
step becomes to compute the corresponding theoretical
prediction.
Fortunately, an exact expression, taking measurement
imperfections into account, can be found using standard
stochastic calculus techniques. It generalizes old results
of continuous measurement theory [27–29] as well as re-
cent rediscoveries [25, 26, 30, 31] valid in restricted cases.
The main objective of this article is to provide a self-
contained derivation and an interpretation of this for-
mula, as well as an example illustrating its convenience
for parameter estimation.
Standard formalism – We consider a quantum system
subjected to a continuous measurement by n indepen-
dent detectors. A general [32] stochastic master equation
(SME) in Itoˆ form, describing the real-time evolution of
the system density matrix ρ under this continuous prob-
ing, can be shown to read [10, 33]:
dρ = L(ρ)dt+
n∑
k=1
D[ck](ρ) dt+√ηkH[ck](ρ) dWk, (1)
where the Wk are independent Wiener processes (or
Brownian motions), L is an arbitrary Lindbladian encod-
ing the evolution of the system in the absence of measure-
ment, 0 < ηk ≤ 1 are the detector efficiencies, and
D[c](ρ) = cρc† − 12
{
c†c, ρ
}
, (2)
H[c](ρ) = cρ+ ρc† − tr [(c+ c†)ρ] ρ, (3)
where the ck are arbitrary operators characterizing
each detector. The corresponding measurement signals
Ik(t) = drk(t)dt verify [34]:
drk =
1
2tr[(ck + c
†
k)ρ] dt+
1
2√ηk dWk. (4)
This latter equation can be used to express dWk as a
function of drk and thus to reconstruct ρ as a function
of the signal using (1).
We are interested in correlation functions of the signal:
K`1`2···`N (t1, t2, · · · , tN ) := E [I`1(t1)I`2(t2) · · · I`N (tN )] ,
(5)
where E denotes the statistical average over the Brown-
ian randomness. Our objective is to compute these cor-
relators analytically using only equations (1) and (4).
For that matter, it is mathematically convenient go to
a linear SME instead of a non-linear one. Introducing ρ˜
such that:
dρ˜ = L(ρ˜)dt+
n∑
k=1
D[ck](ρ˜)dt+ 2 ηk
[
ckρ˜+ ρ˜c†k
]
drk (6)
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2and ρ˜(0) = ρ(0) , it is easy to show, using Itoˆ’s lemma,
that ρ(t) = ρ˜(t) × tr[ρ˜(t)]−1. We further define a new
probability measure P˜ from the physical probability mea-
sure P by the Radon-Nikodym derivative:
dP˜
dP = tr{ρ˜(T )}
−1, (7)
for a fixed time T arbitrarily far in the future (which we
here take to be larger than all the time arguments in the
correlators). In practice, it amounts to introduce a new
expectation value:
E˜
[
·
]
= E
[
· tr{ρ˜(T )}−1
]
. (8)
Under this new measure, one can show (using Girsanov’s
theorem [35]) that the 2√ηkrk are independent Wiener
processes for time arguments ≤ T [36]. In the end, this
means the correlators can be computed by writing:
K`1···`N (t1, · · · , tN ) = E˜ [I`1(t1) · · · I`N (tN )× tr{ρ˜(T )}] ,
(9)
where ρ˜ now obeys the linear equation (6) and the Ik’s
are just independent white noises.
Derivation – The main idea is to introduce the gen-
erating functional Zj of the correlation functions:
Zj := E
[
exp
(
n∑
k=1
∫ T
0
jk(u) drk(u)
)]
, (10)
where j = (jk)nk=1 is a “source” function and as before,
T is kept finite to make the expression well defined but
should typically be sent to infinity in the final results
(or at least taken to be larger than all the other time
arguments). Assuming for the time being that t1 < t2 <
· · · < tN , we indeed have:
K`1···`N (t1, · · · , tN ) =
δ
δj`1(t1)
· · · δ
δj`N (tN )
Zj
∣∣∣
j=0
, (11)
something noted also in [29]. Introducing ρj(t) =
exp
(∑n
k=0
∫ t
0 jk(u) drk(u)
)
ρ˜(t), we can write: Zj =
E˜ [tr {ρj(T )}]. Using Itoˆ’s lemma, we now compute the
differential of ρj:
dρj =L(ρj)dt+D[ck](ρj)dt+ 2ηk
[
ckρj + ρjc†k
]
drk
+ j
2
k
8ηk
ρj dt+
jk
2
[
ckρj + ρjc†k
]
dt+ jkρj drk,
(12)
with implicit summation on k. Because the rk are pro-
portional to Wiener processes and because we are in the
Itoˆ representation, the average of all stochastic integrals
taken against drk is zero. Hence, writing ρ¯j = E˜[ρj], and
taking the expectation value of (12), we get:
∂tρ¯j =
(
L+
n∑
k=1
D[ck] + jk2 c
+
k +
j2k
8ηk
)
· ρ¯j (13)
with the notation c+ · ρ = cρ + ρc†. The differential
equation (13) can be formally integrated to give:
ρ¯j(T ) = T exp
(∫ T
0
dtL+
n∑
k=1
D[ck] + jk2 c
+
k +
j2k
8ηk
)
ρ(0)
(14)
where T is the time ordering operator. Taking the trace
and using (11) we get:
K`1`2···`N (t1, t2, · · · , tN ) =
1
2N
× tr
[
c+`NΦtN−tN−1c
+
`N−1 · · · Φt2−t1c+`1Φt1 · ρ(0)
]
,
(15)
where Φt = exp (tL ) = exp {t (L+
∑n
k=1D[ck])} is just
the solution of a Lindblad evolution if measurements are
averaged over (the extension to time dependent Lindblad
is straightforward).
Formula (15) has a simple interpretation in terms of
discrete positive-operator valued measure (POVM). Let
us introduce n POVMs Fk with binary outcomes Rk =
±1 such that:
Fk : ρ 7→ Mk(±1)ρM
†
k(±1)
tr[Mk(±1)ρM†k(±1)]
, (16)
with probability P[Rk = ±1] = tr[Mk(±1)ρM†k(±1)] and
Mk(Rk = +1) =
1√
2
(
1+ δck − δ2 c
†
kck
2 + o(δ
2)
)
(17)
Mk(Rk = −1) = 1√2
(
1− δck − δ2 c
†
kck
2 + o(δ
2)
)
. (18)
We now consider a continuous evolution given by Φt in-
terrupted by the application the POVM F`k at discrete
times tk, and write R`k(tk) the associated outcome. The
correlation function K we have derived is simply the cor-
relation function of the discrete binary results obtained
in this scheme. Indeed, after elementary algebra one gets:
E[R`1(t1) · · ·R`N (tn)]
δN
∼
δ→0
tr
[
c+`NΦtN−tN−1· · · c+`1Φt1ρ(0)
]
=2NK`1,··· ,`N (t1, · · · , tN ) (19)
This reformulation (observed already in [31] in a special
case) is natural having in mind that continuous quantum
measurements can be obtained as a limit of repeated in-
teractions with qubits [37, 38]. It incidentally shows how
formula (15) could have been derived from the discrete.
Equal point contributions – We recall that formula
(15) is valid only for t1 < · · · < tN . Indeed func-
tional derivatives of Zj taken with respect to the same jk
and at the same time would have yielded Dirac distribu-
tions, corresponding to the singular two-point functions
of white noises. It is important not to miss these con-
tributions: in practice the signals are obtained from am-
plifiers with a finite bandwidth and are thus effectively
3filtered. If one computes correlation functions for time
differences smaller than the inverse cutoff frequency of
the amplifiers, these contributions will be significant. In
practice the signals are well defined once smoothed with a
test function f (which, experimentally, would correspond
to the transfer function of the amplifier taken at a fixed
time):
Ik(f) :=
∫
f(t) drk(t). (20)
Consequently, it is actually more appropriate to consider
that the correlation functions also act on test functions:
K`1,··· ,`N (f1, · · · , fN ) := E [I`1(f1) · · · I`N (fN )] . (21)
To compute such a correlation functional applied on test
functions, we introduce a modified generating function
Zε,f , which is just equal to Zj for jk =
∑N
i=1 εifiδ`i,k:
Zε,f = E
[
exp
(
N∑
i=1
∫ T
0
εi fi(u) dr`i(u)
)]
. (22)
It is indeed such that:
K`1,··· ,`N (f1, · · · , fN ) = ∂ε1 · · · ∂εNZε,f
∣∣∣
ε=0
. (23)
Using (14), we have:
Zε,f = exp
(
1
8 η`i
∫
εiεi′ δ`i`i′ fifi′
)
︸ ︷︷ ︸
[♠]
×
tr
[
T exp
(∫ T
0
L+
n∑
k=1
D[ck] + εifi2 c
+
`i
)
· ρ(0)
]
︸ ︷︷ ︸
[♣]
,
(24)
with implicit summation on i and i′. To compute cor-
relation functions, we just need to apply the derivatives
with respect to the ε’s on the product ♠ × ♣. Let us
consider the second term ♣ first. The derivatives with
respect to the m first ε’s give for example:
∂ε1 · · · ∂εm♣
∣∣
ε=0 = tr
(
T
{ m∏
i=1
∫ T
0
fi(ti)
2 c
+
i dti
× exp
[∫ T
0
L+
N∑
k=1
D[c`k ]
]}
· ρ(0)
)
. (25)
Expanding the product, pulling the integrals out of the
time ordering and using equation (15) then yields:
∂ε1 · · · ∂εm♣
∣∣∣
ε=0
=
∑
σ∈Sm
∫
t1≤···≤tm
dt1 · · · dtm
× fσ(1)(t1) · · · fσ(m)(tm)K`σ(m)···`σ(m)(t1, · · · , tm) (26)
:= K◦`1···`m(f1, · · · , fm), (27)
where Sm is the set of permutations of {1, 2, . . . ,m} and
K(t1, · · · , tm) is given by (15). The right hand side of
(26) corresponds to the natural definition of the correla-
tor without singular contributions (15), but for smoothed
signals. We now compute the result of 2m derivatives
acting on the first term ♠ of the product in (24) :
∂ε1 · · · ∂ε2m♠
∣∣∣
ε=0
=
∑
P∈P2m
∏
(p,p′)∈P
δ`p`p′
4η`p
∫ T
0
fpfp′ (28)
where (p, p′) is a pair of indices, P is a pairing, i.e. a set
of m pairs of 2m indices, andP2m is the set of all the m!!
possible pairings. This amounts to sum over all the pos-
sible products of pairwise “contractions” of test functions
associated to the same detector. This is simply Wick’s
theorem in disguise for the equal point contributions.
To get the final result, we just need to distribute the
derivatives in (24):
∂ε1· · · ∂εN (♠×♣) =
∑
(s1,··· ,sN )
∈{0,1}N
∂εαs(1)· · · ∂εαs(|s|)♠
× ∂εβs(1)· · · ∂εβs(N−|s|)♣,
(29)
where |s| = s1 + · · · sN , αs outputs the s indices i such
that si = 1, and βs outputs the N − |s| indices such that
si = 0. Finally, using (26) and (28) to compute each side
we obtain the index heavy (albeit fully explicit) formula:
K`1,··· ,`N (f1, · · · , fN ) = K◦`1···`N (f1, · · · , fN )
+
∑
(s1,··· ,sN )
∈{0,1}N
∑
P∈P|s|
∏
(p,p′)∈P
[
δ`αs(p)`αs(p′)
4η`αs(p)
∫ T
0
fαs(p)fαs(p′)
]
K◦`βs(1)···`βs(N−|s|)(fβs(1), · · · , fβs(N−|s|)), (30)
where we recall that:
K◦`1···`k(f1, · · · , fk) =
∑
σ∈S k
∫
t1≤···≤tk
dt1 · · · dtk fσ(1)(t1) · · · fσ(k)(tk) tr
[
c+`kΦtk−tk−1c
+
`k−1 · · · Φt2−t1c+`1Φt1 · ρ(0)
]
. (31)
4In practice, most terms in the sum (30) will be zero as
only products of contractions from the same detectors
contribute. It will thus typically be more convenient to
use (24), (26), and (28) to compute directly the non-zero
terms. In the limit of test functions with non-overlapping
supports, all the terms containing contractions vanish
and K`1,··· ,`N = K◦`1,··· ,`N . The same identity naturally
applies if all the signals in the correlator come from dif-
ferent detectors. On the other hand, correlators with
equal point contributions are particularly useful as they
depend explicitly on the efficiencies ηk, and thus allow to
estimate them.
Example – One of the simplest example one can
consider is the simultaneous measurement of two non-
commuting qubit operators, a situation inspired from
[39]. We take a qubit of density matrix ρ, without
proper dynamics (L = 0), continuously measured with
c1 =
√
γxσx (with associated signal I1 := Ix) and
c2 =
√
γ−σ− =
√
γ−(σx − iσy)/2 (with associated signal
I2 := I−) where σx, σy, and σz are the Pauli matrices.
This example is non-trivial because the measured op-
erators do not commute and the evolution is not even
unital. But it is also convenient because the map Φt –
corresponding to the evolution averaged over the mea-
surement outcomes– is easily diagonalized by writing
ρ in the basis of the Pauli matrices. For simplicity,
we consider a cross correlation function Kx,−(t1, t2) =
E[Ix(t1)I−(t2)] that has no equal time contribution and
that we thus write as a function for convenience. Using
the general formula (30) and elementary algebra yields:
Kx,−(t1, t2) =
√
γ−γx
2 e
−γ−|t2−t1|/2 ×
{
θt2t1+
θt1t2
[
2γx
γ−+ 2γx
−
(
z0 − γ−
γ−+ 2γx
)
e−(γ−+2γx)t1
]}
,
(32)
where z0 = tr[σzρ(0)] and θt1t2 is the Heaviside function,
equal to 1 if t1 > t2 and 0 otherwise.
This formula illustrates several generic features of sig-
nal correlation functions. The function Kx,− is asymmet-
ric in the exchange t1 ↔ t2. It depends on the initial state
although it forgets it for large times. It decreases expo-
nentially quickly in |t1−t2|. It is discontinuous in t1 = t2,
reminding us that correlation functions only make sense
as distributions: the value in t1 = t2 depends on the
regularization procedure, i.e. on the way the signals are
filtered. Finally, the interest of our general formula for
parameter estimation is made obvious: γ− and γx can
unequivocally be read from Kx,−.
We may further illustrate how the imperfections of the
amplification chain can be taken into account. A smooth-
ing of the signal by a typical first order filter corresponds
to a test function f t : u 7→ θt,uλ exp[−λ(t − u)] where
λ is the bandwidth. Using (32) we can easily compute
Kx,−(f t, f0) analytically in the stationary state. The re-
−1 0 1
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0.3
Kx,−
−1 0 1
0.5
1.0
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FIG. 1. Correlations functions Kx,−(f t, f0) and Kx,x(f t, f0).
The time unit is [T ] = γ−1− ≡ 1.0, and γx = 0.5, η = 1.0.
Lower efficiencies do not impactKx,−, but enhance the central
peak of Kx,x. Numerics are obtained for one trajectory of
length 104[T ] (voluntarily short), computed from (1) and (4)
with a naive Euler scheme and δt = 10−3, filtered with λ = 10.
sulting correlation function is shown in Fig. 1 alongside
Kx,x which can be obtained similarly. The smoothing
removes the discontinuity of Kx,− and gives a substan-
tial contribution to the equal point singularity of Kx,x
at short times. Nonetheless, even with these imperfec-
tions, experimental parameters can simply be obtained
by fitting the theoretical predictions to the experimental
curves.
Discussion – Forgetting about the equal point con-
tributions, the correlation functions take the form of the
trace of a succession of “propagators” Φtk+1−tk and su-
peroperator insertions c+k applied on the initial state.
This form is extremely similar to that of expectation
values of normal ordered products of local operators
taken between continuous matrix product states (cMPS)
[40, 41], which are ansatz for states for 1-D quantum
field theories. This is not a coincidence. There exists
a mapping between bosonic cMPS and the state of the
measurement field (or quantum noise) in continuous mea-
surement setups [41, 42]. Although we have favored a
self-contained stochastic proof and hinted at a discrete
one, yet another derivation would have been possible us-
ing the language of cMPS and quantum noises.
This parallel with cMPS allows to learn how many cor-
relation functions are typically needed to recover all sys-
tem parameters. In the simple qubit example we consid-
ered, 2-point functions are clearly enough, but how far do
we need to go in general? An analog of Wick’s theorem
by Hu¨bener et al. [43] shows that generically, cMPS N -
point functions can be reconstructed from 2 and 3 point
functions. This means that, unless symmetries or nu-
merical coincidences conspire, all the parameters of the
system that are observable, i.e. in principle knowable
from signal statistics, can be estimated using only 2 and
3 point functions.
Computing correlations functions with the exact for-
mula is naturally still exponentially costly in the system
size. However, provided the operators measured and the
generators of the dynamics are quasi local with respect
to a tensor decomposition into low dimensional factors,
5correlations functions can be efficiently approximated for
short time differences ∆t using Φ∆t ' 1 + ∆tL + · · · .
This would suffice in most practical cases for parame-
ter estimation. Importantly, for narrowly spaced time
arguments, the contributions from the imperfect detec-
tion chain have a substantial impact on the statistics (see
again Fig. 1), and it is fortunate that they can be in-
cluded via equation (30).
Finally, the exact expression (30) possesses a rather
simple structure allowing to extract properties of the sig-
nal that would not be obvious from the stochastic equa-
tions (1) and (4) we started with. For example one sees
that correlation functions generically decrease exponen-
tially fast with the time difference of their arguments. We
can also readily see that correlators become independent
from the initial state for large times if Φ has a unique sta-
tionary state. Hence in addition to its immediate interest
for experimentalists, we can hope that the exact formula
(30) will be the basis of new mathematical developments
in continuous measurement theory.
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