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ABSTRACT
In this paper we examine a symmetric tensor decomposition problem, the Gramian
decomposition, posed as a rank minimization problem. We study the relaxation of
the problem and consider cases when the relaxed solution is a solution to the original
problem. In some instances of tensor rank and order, we prove generically that the
solution to the relaxation will be optimal in the original. In other cases we present
interesting examples and approaches that demonstrate the intricacy of this problem.
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1. Introduction
1.1. Background
Let A ∈ F(n+1)×···×(n+1) be a D-way, or order D, symmetric tensor over a field F of
size (n+1)×· · ·× (n+1) (D-times). Let R := F[x1, . . . , xn] and let RD denote the set
of polynomials of degree at most D in R. Then we can associate to A a polynomial
p =
∑
β∈Nn,|β|≤D
(
D
D − |β|, β1, . . . , βn
)
pβx
β ∈ RD (1)
by simply multiplying A by the vector [1, x1, . . . , xn] from all the D directions. This
gives a bijection between symmetric D-way tensors over F and polynomials in RD.
We define the symmetric rank of the tensor A, and the rank of the polynomial p as
follows:
Definition 1. We say that A ∈ F(n+1)×···×(n+1) has symmetric rank r if there exist
distinct v1 = (v1,0, v1,1, . . . , v1,n), . . . ,vr = (vr,0, vr,1, . . . , vr,n) ∈ F
n+1
with coordinates
from the algebraic closure F of F, and λ1, . . . , λr ∈ F/{0} such that r is minimum and
A =
r∑
t=1
λtvt
⊗D :=
r∑
t=1
λt [vt,i1 · · · vt,iD ]
n
i1,...,iD=0
. (2)
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Equivalently, we say that p ∈ RD has rank r if r is minimal and
p =
r∑
t=1
λtL
D
vt
, (3)
where Lvt(x1, . . . , xn) := vt,0 + vt,1x1 + · · · + vt,nxn is the linear form associated to
vt = (vt,0, vt,1, . . . , vt,n) for t = 1, . . . , r. The expressions in (2) or (3) are called the
rank r symmetric decompositions of A and p, respectively.
There are different, non-equivalent notions of tensor rank in the literature, such as
the multilinear rank or non-symmetric rank, etc. (see [1]). Also, one can define the
symmetric rank over non-algebraically closed fields, which unlike for matrices, may
differ from the above defined symmetric rank for tensors of order > 2. If the field F
is the set of real numbers and the order D = 2d is even, we can define the Gramian
rank as follows:
Definition 2. Let A ∈ R(n+1)×···×(n+1) be a real symmetric tensor of order 2d and
p ∈ R2d be the corresponding real polynomial. We say that A and p is Gramian
with Gramian rank r if there exist distinct v1 = (v1,0, v1,1, . . . , v1,n), . . . ,vr =
(vr,0, vr,1, . . . , vr,n) ∈ R
n+1 and λ1, . . . , λr ∈ R>0 positive real numbers such that r
is minimal and (2) or (3) holds. The decompositions in (2) and (3) are called the
Gramian decompositions of A and p, respectively.
In this paper we consider the problem of finding the Gramian rank and decomposi-
tion for a real symmetric tensor of order 2d, or equivalently, for a polynomial of degree
2d. Note that not all polynomials of degree 2d are Gramian, in particular, Gramian
polynomials are a subset of sum of square polynomials. Hillar and Lim in [2] proved
that deciding whether a tensor/polynomial is Gramian is NP-hard even for d = 2. Also
note that even if a tensor is Gramian, its Gramian rank may be much higher than its
symmetric rank.
We give an algorithm that finds the Gramian decomposition in the case when the
Gramian rank is sufficiently small. Our approach is to use a relaxation of this problem
to semidefinite programming and to show that for sufficiently small Gramian rank r
the optimum of the relaxed problem gives a Gramian decomposition of length r. This
work is a first step to attack the more general problem of finding the symmetric rank
and decomposition via semidefinite relaxation. The general case is subject to future
research.
The main results of this paper are as follows:
• We give a meaningful semidefinite relaxation of the problem of finding the
Gramian rank and decomposition of a polynomial p ∈ R2d, assuming that its
Gramian rank is sufficiently small. The relaxation becomes a matrix completion
problem of moment matrices with minimal trace.
• We simplify and interpret the condition that a given moment matrix is the
optimum of our relaxed semidefinite program, using special properties of the
dual of the semidefinite program.
• We analyze special cases when we can guarantee that a given moment matrix
is the optimum of the relaxed semidefinite program. In these special cases we
point to a connection to the theory of the regularity index of overdetermined
polynomial systems. Using this theory we list triples (n, d, r) where we can prove
that the optimum of the semidefinite relaxation corresponds to the Gramian
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decomposition of rank r of a polynomial of degree 2d in n variables.
1.2. Related Work
Motivation for looking at the tensor decomposition problem comes from its broad
application areas. The earliest results on tensor decomposition were applications
in mathematical physics ([3,4]); psychometrics ([5–9]); algebraic complexity theory
([10–15]); and in chemometrics ([16–18]). In higher order statistics, moments and
cumulants are intrinsically tensors (cf. [19]). Symmetric tensor decomposition is
proven to be useful in blind source separation techniques, which are capable of
identifying a linear statistical model only from its outputs (cf. [20]). These blind
identification techniques in turn are very popular in numerous applications, including
telecommunication ([21–23]); radar ([24]); biomedical engineering ([25]); image and
signal processing ([26,27]) just to name a few. An excellent survey of more recent
applications of tensor methods can be found in [2].
Despite the rich literature on the numerical aspects of the symmetric tensor
decomposition problem, there are relatively small numbers of publications concerned
with the symbolic computational aspects of computing the rank of symmetric and
non-symmetric tensors. Even though the first algorithm solving the problem in the
bivariate symmetric case goes back to Sylvester [28], and several other symbolic
algorithms exist in the literature for finding the rank of symmetric tensors (see
for example [29–36]) and non-symmetric tensors (see for example [23,36–42]), they
all have strong constrains on the degree d, dimension n and/or on the rank r. A
list of all cases where we know the defining equations for (border)-rank r sym-
metric tensors can be found in [34]. Symmetric rank computation is NP-hard [2],
and its approximation doesn’t always exist as the set of rank r tensors is not closed [43]
As we will see in the preliminaries below there is a close relationship between the
so called truncated moment problem and the Gramian decomposition of tensors.
Here we only mention work that is closest to our problem, namely when representing
measures that are finitely atomic. The foundations of the theory and algorithms
to study this truncated moment problem were laid down in a sequence of work
by Curto and Fialkow in [44,45], including the so called stopping criteria that we
use in this paper. In a series of papers [46–49] the moment problem is connected
to polynomial optimization and the solution of polynomial systems over the reals,
and our approach is based on this work. The direct relationship between symmetric
tensor decomposition and the truncated moment problem was described in the works
[32,42]; our approach strongly relies on these results. As we mentioned earlier, in [2]
they prove that detecting if a symmetric tensor is Gramian is NP-hard, and they
also discussed the relationship between Gramian, non-negative definite tensors, and
completely positive matrices. Reznick in [50] proved that the cone of tensors and of
Gramian tensors are dual. It is also proved here that the set of Gramian rank r tensors
is closed. In [51] they deduce a computationally feasible condition for uniqueness
using the notion of coherence. In [52] they study nonnegative approximations of
nonnegative tensors, where they use a generalization of the notion of completely
positive matrices, which is different from Gramian and nonnegative-definite tensors.
Relaxations of matrix rank minimization problems using the nuclear norm of
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matrices was first introduced in [53,54]. There is a rich literature on results about
the accuracy of the relaxation of a low rank optimization problem using the nuclear
norm. The low rank matrix completion approach assumes that a linear image of the
underlying low rank matrix M is known and attempts to recover the full matrix
M . The motivation and justification for this relaxation is that the nuclear norm
of matrices is the convex envelope of the rank function (cf. [55]). The main results
in [55–57] give general assumptions which guarantee both the rank minimization
problem and its relaxation to have M as its unique solution (with high probability).
One of these assumptions in [56] is the existence of a bound on the so called coherence
of the column and row spaces of the output M . Another such assumption is given
for the input. In [55] they show that if a certain restricted isometry property holds
for the linear transformation defining the constraints, the minimum-rank solution
can be recovered by the nuclear norm relaxation. Similar ideas were explored in
[58–62] to recover low multilinear rank tensors. Here the objective function is the
sum of the ranks of the flattenings of the tensor which is subject to linear constrains.
This is relaxed by using the sum of the nuclear norms of the flattenings instead.
Our approach is closest to the work in [63], where they study conditions when the
semidefinite relaxation solves the minimal rank matrix diagonal completion problem.
They reinterpret the dual of the semidefinite relaxation problem in several different
ways and connect their original problem to other well-studied problems in statistics
and geometry. We follow a similar approach, but leading to very different results.
2. Preliminaries
Before describing our results, let us give a brief summary of the main results in the
theory of flat extensions of moment matrices (see [32] for more details). Assume that
we have a Gramian decomposition as in (2) or (3) for some v1 = (v1,0, v1,1, . . . , v1,n),
. . . ,vr = (vr,0, vr,1, . . . , vr,n) ∈ R
n+1 and λ1, . . . , λr ∈ R>0. We assume that
v1,0 = 1, . . . , vr,0 = 1
and denote by
zi = (vi,1, . . . , vi,n) ∈ R
n for i = 1, . . . , r.
Consider the infinite matrix M and its truncation Mi,j for some i, j ∈ N defined by
M := [mβ+β′ ]β,β′∈Nn and Mi,j := [mβ+β′ ]|β|≤i,|β′|≤j , (4)
where for α ∈ Nn
mα =
r∑
t=1
λtz
α
i ,
denotes the moments corresponding to the points {z1, . . . , zr}. If i = j we will denote
Mi,i by simplyMi. These matrices have so called quasi-Hankel structure (see [64]), and
called moment matrices, i.e. they are matrices whose rows and columns are indexed
by monomials and the entries depend only on the product of the indexing monomials.
4
Let V := [zβi ]i=1,..r,β∈Nn be the Vandermonde matrix with infinitely many columns,
its truncation Vi := [z
β
i ]i=1,..r,β∈Nn,|β|≤i, and let Λ := diag(λ1, . . . , λr). Then we have
M = V TΛV Mi,j = V
T
i ΛVj . (5)
When we only know the tensor A or the polynomial p as in (1) for D = 2d, but not
the decomposition, from (3) it is easy to see that for |β+β′| ≤ 2d we have the following
relationship between the entries of the moment matrix M and the coefficients of p:
[M ]β,β′ = mβ+β′ =
(
2d
β + β′
)−1
pβ+β′ |β + β
′| ≤ 2d. (6)
The truncations Mi,j for i + j ≤ 2d, are called catalecticant matrices, and its theory
goes back to Sylvester in [28]. Note that for i = j = d, Md is a symmetric matrix of
size
(
n+d
d
)
= dimRd.
Next we define the notion of flat extensions of moment matrices:
Definition 3. Given MD a moment matrix for some degree D ≥ 0 as in (4). We call
an infinite moment matrix M an extension of MD if
[M ]β,β′ = [MD]β,β′ for |β + β
′| ≤ D.
If, in addition,
rank(M) = rank(MD),
then we say that M is a flat extension of MD. Furthermore, if M is positive semidefi-
nite, we call M a Gramian flat extension of MD.
Clearly, if p ∈ R2d has symmetric rank r, then there exists at least one infinite
moment matrix M of rank r that extends Md. Similarly, if p has Gramian rank r then
there exists some positive semidefinite moment matrixM of rank r that extendsMd. If,
in addition,Md also has rank r, thenM is a Gramian flat extension ofMd. Note that if
the decomposition of p is not unique, then the flat extensions ofMd may not be unique
either. The converse is not entirely true: if Md has an infinite flat extension M of rank
r, then p has a so called generalized decomposition, where the points {zt}
r
t=1 may be
repeated (see [65] for more details). However, for a positive semidefinite flat extension,
the corresponding points in the decomposition are always distinct. Thus, these positive
semidefinite flat extensions always correspond to a Gramian decomposition of the
tensor [44].
In [32,42,66] they give conditions for the existence of a (Gramian) flat extension in
terms of finite truncations of M :
Theorem 4 (Stopping criterion for flat extension). Let Md be a moment
matrix as above. Let M be an infinite extension of Md as above. M has rank r if and
only if there exist D ≥ 0 such that
rank(MD) = rank(MD+1) = r.
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If, in addition, MD+1 is positive semidefinite, then M is also positive semidefinite.
We call MD+1 a truncated (Gramian) flat extension of MD.
Note that once the above stopping criterion is satisfied, one can compute a system
of multiplication matrices from the kernel of MD+1, and the coordinates of the points
zi for i = 1, . . . , r can be read out from the eigenvalues of these multiplication matrices
[48,49,67].
In the present paper we assume that p ∈ R2d has Gramian rank r satisfying
size(Md−1) < r ≤ size(Md)
and Md has a truncated Gramian flat extension Md+1 of rank
rank(Md) = rank(Md+1) = r,
i.e. D = d in the stopping criterion above.
However, given p ∈ R2d, we only know the entries of Md, so we want to find a
truncated Gramian flat extension Md+1. Note that if r ≤ size(Md−1) then by the
stopping criterion we do not need to extend the matrix Md to find the Gramian rank.
So the truncated Gramian flat extension problem that we attempt to solve in this
paper is the following:
Definition 5 (Truncated Gramian flat extension problem). Given p ∈ R2d
as in (1) with non-zero constant term. Assume that the corresponding truncated mo-
ment matrix Md given by (6) has rank r and is positive semidefinite. Find a positive
semidefinite moment matrix extension Md+1 of Md which has rank r, if one exists.
Equivalently, find a minimal rank positive semidefinite extension Md+1 of Md.
Unfortunately, the minimal rank optimization problem is NP-hard, and all known
algorithms which provide exact solutions are double exponential in the dimension of
the matrix (cf. [56]). However, relaxation techniques were successfully applied for “low
rank matrix completion” or “affine rank minimization” problems that are very similar
in structure to our problem. Namely, the constraints on the extension matrix Md+1
are all linear equalities. These relaxation techniques replace rank minimization by the
minimization of the nuclear norm of the matrix. Recall that the nuclear norm of a
matrix M is defined by
‖M‖∗ :=
r∑
i=1
σi,
where σ1 > σ2 > · · · > σr > 0 are the non-zero singular values of M . The advantage
is that the nuclear norm is a convex function and can be optimized efficiently using
semidefinite programming. Note that when M is positive semidefinite then
‖M‖∗ = trace(M).
Definition 6 (Relaxation of truncated Gramian flat extension). Given
p ∈ R2d with non-zero constant term, find a positive semidefinite moment matrix
Md+1 satisfying [Md+1]β,β′ =
(
2d
β+β′
)−1
pβ+β′ for |β + β
′| ≤ 2d, and trace(Md+1) is
minimal.
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The purpose of this paper is to prove that for sufficiently low Gramian rank r, the
optimum of the relaxation is the minimal rank solution.
In [55–57] the goal of the low rank matrix completion and affine rank minimization
problems is to give conditions on the matrix and on the linear constraints so that
the optimum of the minimal rank problem is unique and equal to the optimum of
the nuclear norm relaxation. In our case uniqueness cannot always be expected, since
symmetric tensors can have many minimal decompositions, resulting in different flat
extensions of the same rank. For example, if r is the generic rank as in [68], [69] conjec-
tures that the solution is never unique, except for three cases. The lack of uniqueness
is a significant obstacle for the relaxation to find the minimal rank solution as the set
of minimal rank decompositions may be a non-convex object. For this reason we can-
not expect to find the minimal rank decomposition via semidefinite optimization. To
address this obstacle we constrain ourselves to cases where the minimal decomposition
of the symmetric tensor is essentially unique (up to unimodulus scaling).
For symmetric decompositions rather strong uniqueness results were proved in [31,
69,70]. Namely, for a decomposition as in (3), if d ≥ 2, and
r ≤
(
d+ n
d
)
− n+ 1 = dimRd − n+ 1 (7)
then the decomposition is essentially unique, as long as the points {zi}
r
i=1 are in general
position (cf. [Th.2.6 31]). Our ultimate goal would be to prove that in the cases of
unique decomposition, the semidefinite relaxation gives the minimal rank solution. At
this point we could only prove a small portion of these cases, however, in the process we
uncovered some interesting connections of this problem to the theory of the regularity
index of polynomial systems, which is an active research area in mathematics.
A difference between our problem and the ones considered in [55–57] is that the lin-
ear constraints on the extension Md+1 are not given at random, and we cannot expect
that the corresponding linear map would satisfy either the restricted isometry condi-
tions of [55] or the injectivity when restricted to the tangent space of rank r matrices
at the optimum as in [56]. Thus to tackle our problem we needed new ideas. As we
mentioned in the Introduction, our approach is closest to the one in [63], where they
give equivalent interpretations for the dual of the relaxed semidefinite program, dis-
covering interesting connections of the original problem to other problems in geometry
and statistics that were previously studied.
3. Relaxation and Dual Problem
Given d ∈ N, n ≥ 1, and p ∈ R2d as in (1), and let
Md = [mβ+β′ ] β,β′∈Nn
|β+β′|≤2d
be the corresponding truncated moment matrix as in (6) with momentsmα =
(
2d
α
)−1
pα
for |α| ≤ 2d. Denote by
N :=
(
n+ d+ 1
n
)
= dimRd+1,
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and by SN the space of real symmetric matrices of size N . The truncated Gramian
flat extension problem in Definition 5 is finding a symmetric matrix X ∈ SN , with
columns and rows indexed by α, β ∈ Nn, such that
min rank(X)
Subject To


[X]β,β′ = mβ+β′ for |β + β
′| ≤ 2d
[X]β,β′ − [X]γ,γ′ = 0 if β + β
′ = γ + γ′
X  0
Using the bilinear form
< A,B >:= Tr(A · B),
we choose an orthonormal basis for the space of symmetric matrices SN as specified
in Definition 7.
Definition 7 (Choice of Orthogonal basis for SN). For each α ∈ N
n such that
|α| ≤ 2d + 2, we define the subspace Sα ⊂ SN of symmetric matrices with support
indexed by the set of pairs {(γ, δ) ∈ (Nn)2 : γ + δ = α}. Fix Yα ∈ Sα to be the
moment matrix which has 1 at each entry in its support. Then choose an arbitrary
orthonormal basis {Zα,i : 1 ≤ i ≤ dimSα−1} ⊂ Sα for the subspace of Sα orthogonal
to Yα.
Example 8. For example, in the univariate case with a monomial basis of 1, x, x2 we
define an orthogonal decomposition of S3:
Y0 =

1

 , Y1 =

 11

 , Y2 =

 11
1

 , Y3 =

 1
1

 , Y4 =


1


One can easily see that this set is a basis for all 3 by 3 Hankel matrices. We also see
that with our monomial list there are two ways to obtain x2 = x2 · 1 = x · x so we
then define one matrix orthogonal to Y2 with respect to our inner product and with
the same support Z2 =

 −12
−1

 .
Using this notation we rewrite the truncated Gramian flat extension problem as
follows:
min rank(X)
Subject To


< Yα,X >= mα |α| ≤ 2d
< Zα,i,X >= 0 |α| ≤ 2d+ 2, 1 ≤ i ≤ dim(Sα)− 1
X  0
,
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This we relax to a semidefinite program:
min < I,X >
Subject To


< Yα,X >= mα |α| ≤ 2d
< Zα,i,X >= 0 |α| ≤ 2d+ 2, 1 ≤ i ≤ dim(Sα)− 1
X  0
,
Thus we get the following primal and dual semidefinite optimization problems (in
standard form):
Primal Dual
minX < I,X > max(y,z,S)
∑
mαyα
Subject To


< Yα,X >= mα
< Zα,i,X >= 0
X  0
Subject To
{
S = I −
∑
yαYα −
∑
zα,iZα,i
S  0
,
where the indices of yα and Yα run through |α| ≤ 2d, while the indices of zα,i and Zα,i
run through |α| ≤ 2d+2 and 1 ≤ i ≤ dim(Sα)− 1, using the notation of Definition 7.
In the rest of this paper we will use the following notation for the above semidefinite
programs:
(P) : primal problem in standard form;
(D) : dual problem in standard form;
P : feasible set of problem (P);
D : feasible set of problem (D);
P∗ : optimal set of problem (P);
D∗ : optimal set of problem (D).
4. Certificate of Optimality
Assume that we are given a Gramian decomposition of p ∈ R2d
p =
r∑
i=1
λi(1 + vi,1x1 + · · ·+ vi,nxn)
2d,
corresponding to the points zi = (vi,1, . . . , vi,n) ∈ R
n and λi > 0 for i = 1, . . . , r. Using
the Vandermonde matrix Vd+1 of the points {z1, . . . , zr} and Λ = diag(λ1, . . . , λr) as
in (5), it is clear that Md+1 = V
T
d+1ΛVd+1 is in the feasible set, P. Our goal is to give
conditions that guarantee thatMd+1 is in the set of optimal solutions, P
∗. To get such
conditions we use both (P) and (D) defined above.
One can see that (D) is strictly feasible with S = I and its optimum is bounded
above by trace(Md+1) since Md+1 = V
T
d+1ΛVd+1 as a feasible solution for (P). This
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implies that there is no duality gap between the optimal values of (P) and (D), al-
though (D) might not attain its optimum [71]. However, if we can construct a feasible
pair X ∈ P and (y, z, S) ∈ D such that
< X,S >= 0
then we must have X ∈ P∗ and (y, z, S) ∈ D∗ since
0 =< X,S >=< I,X > −mTy,
which implies optimum by weak duality. Note that for positive semidefinite matrices
X and S we have
< X,S >= 0 ⇐⇒ XS = 0.
Thus we get the following theorem:
Theorem 9. The moment matrix Md+1 = V
T
d+1ΛVd+1 is optimal for (P), or Md+1 ∈
P∗, if there exists S ∈ SN such that:
Md+1S = 0,
S = I −
∑
|α|≤2d
yαYα −
∑
|α|≤2d+2,
1≤i≤dim(Sα)−1
zα,iZα,i,
S  0
Using Theorem 9 we study when the optimal solution of (P) is unique and P∗ =
{Md+1}. We are only concerned with cases where the rank r symmetric decomposition
of the associated polynomial p is unique, and it is Gramian. In this case, Proposition
10 gives sufficient conditions to show P∗ = {Md+1}:
Proposition 10. Assume that p has Gramian rank r and the rank r symmetric decom-
position of p is unique. If ∃S satisfying Theorem 9 of rank N − r, then P∗ = {Md+1}.
Proof. Suppose p has a unique Gramian rank r decomposition and let S be a matrix
satisfying Theorem 9 of rank N−r. LetM ∈ P∗. SinceMS = 0 and rank(S) = N−r,
we have rank(M) ≤ r. But by the stopping criteria in Theorem 4, M defines a rank
≤ r symmetric decomposition for p, so the uniqueness of the symmetric decomposition
implies that M =Md+1.
Additionally we note the following about the set of matrices satisfying Theorem 9.
Proposition 11. If ∃S satisfying Theorem 9, then ∃S¯ satisfying Theorem 9 with
rank(S¯) ≤ dimRd+1 − dimRd =
(
n+d
d+1
)
.
Proof. Suppose ∃S satisfying Theorem 9. By zeroing the Schur compliment of the
submatrix indexed by degree d + 1 monomials, we can produce S¯ with rank(S¯) ≤
dimRd+1 − dimRd.
To better aid our analysis of the problem we reformulate Theorem 9 into a problem
involving polynomials. Theorem 12 gives an alternative formulation of Theorem 9 by
10
noticing that the polynomial xTSx do not depend on the zα,i variables and interpreting
the problem as a sum of squares decomposition.
Theorem 12. The moment matrix Md+1 = V
T
d+1ΛVd+1 ∈ P corresponding to the
points z1, . . . , zr is optimal, or is in P
∗, if there exists q ∈ R2d+2 and qα ∈ Rd+1 for
all α ∈ Nn with |α| = d+ 1 such that:
q =
∑
|α|=d+1
q2α
qα(zi) = 0, for all 1 ≤ i ≤ r, |α| = d+ 1
coeff(q, xβ) = δ2|β for |β| = 2d+ 1, 2d + 2,
where
δ2|β =
{
1 if ∃γ ∈ Nn such that 2γ = β
0 otherwise.
Proof. We prove the equivalence of the criteria of Theorem 9 and Corollary 12. First
we prove that the conditions of Theorem 9 imply the condition of Corollary 12. Assume
there exists S such that Md+1S = 0, S = I −
∑
yαYα −
∑
zα,iZα,i, and S  0 as in
Theorem 9. Without loss of generality, from Proposition 11 we assume rank(S) ≤
(
n+d
d+1
)
with Cholesky factorization S = LLT . With x = [xβ ]|β|≤d+1, we let q = x
TSx and let
the collection qα consist of the polynomials L
Tx. Then q = xTSx = xTLLTx =
∑
α q
2
α,
and each qα vanishes on zi since Md+1S = 0 =⇒ V
T
d+1ΛVd+1LL
T = 0 =⇒ Vd+1L =
0. Using the observations that
< xxT , I >= xTx, < xxT , Yα >= x
α, < xxT , Zα,i >= 0,
we conclude that for |β| = 2d+ 1, 2d + 2, we have,
coeff(q, xβ) = coeff(xT (I −
∑
|α|≤2d
yαYα +
∑
|α|≤2d+2,
1≤i≤dim(Sα)−1
zα,iZα,i)x, x
β)
= coeff(xT Ix, xβ)
= δ2|β .
Now we prove that the conditions of Theorem 12 imply the conditions of Theorem 9.
Assume there exists q and qα as in Theorem 12. Then we form a coefficient matrix,
L, from the coefficient vectors of qα and let S = LL
T so S  0. Also qα(zi) = 0 for
1 ≤ i ≤ r =⇒ Vd+1L = 0 =⇒ Md+1S = 0. To conclude, it is sufficient to show that
the two sets
{
S ∈ SN : < Yβ, S >= δ2|β for |β| = 2d+ 1, 2d+ 2
}
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and 
S ∈ SN : S = I −
∑
|α|≤2d
yαYα −
∑
|α|≤2d+2,
1≤i≤dim(Sα)−1
zα,iZα,i, yα, zα,i ∈ R


are equal. Above we proved the “⊇” direction. Since both of these sets are affine spaces,
it is enough to prove that the vector spaces
{S ∈ SN : < Yβ, S >= 0 for |β| = 2d+ 1, 2d + 2}
and 
S ∈ SN : S =
∑
|α|≤2d
yαYα +
∑
|α|≤2d+2,
1≤i≤dim(Sα)−1
zα,iZα,i, yα, zα,i ∈ R


have the same dimension. By construction, we have that {Yα, Yβ , Zγ,i : |α| ≤ 2d, |β| =
2d + 1, 2d + 2, |γ| ≤ 2d + 2, 1 ≤ i ≤ dim(Sγ) − 1} is a basis for SN , which proves the
claim.
Alternatively we consider the optimality of Md+1 by utilizing a change of basis of
the complimentary solution. The next proposition connects the vanishing ideal of r
real points to the kernel of the Vandermonde matrix of the points.
Proposition 13. Let Vd, Vd+1 be the Vandermonde matrices of r real points of degrees
d and d+ 1, respectively, and assume that
rank(Vd) = rank(Vd+1) = r.
Let Kd be a matrix with columns that form a basis for Ker(Vd). Then there exists a
matrix F of size (dimRd)× (dimRd+1 − dimRd) such that the columns of
Kd+1 :=
[
Kd −F
0 I
]
form a basis for Ker(Vd+1).
Moreover, the vanishing ideal of our r points is generated by polynomials corresponding
to the columns of Kd+1 and the normal forms of the monomials of degree d+1 modulo
this vanishing ideals correspond to the columns of F .
Proof. The first statement simply follows from the assumption that rank(Vd) =
rank(Vd+1). To prove the second statement, we note that since Md+1 = V
T
d+1ΛVd+1
with Λ ≥ 0 we have Ker(Vd+1) = Ker(Md+1) and rank(Md) = rank(Md+1) = r. By
[48,67], the polynomials corresponding to the kernel of Md+1 form a so called border
basis for the vanishing ideal of the r points, which implies the second statement.
Theorem 14 gives an alternative formulation of Theorem 9 by using the matrixKd+1
as described in Proposition 13.
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Theorem 14. Consider the moment matrix Md+1 = V
T
d+1ΛVd+1, and fix a matrix
Kd+1 as described in Proposition 13. Then the moment matrix Md+1 ∈ P
∗ if there
exists a symmetric block matrix G ∈ SN−r such that:
G =
[
∗ g
gT I −
∑
|α|=2d+2,
1≤i≤dim(Sα)−1
zα,iZ˜α,i
]
coeff(xTKd+1GK
T
d+1x, x
β) = 0 for |β| = 2d+ 1
G  0.
where g is a real matrix of size
(
n+d
d
)
−r by
(
n+d
d+1
)
, I is the identity matrix of size
(
n+d
d+1
)
,
Z˜α,i is the submatrix of Zα,i of degree 2d + 2 monomials, and ∗ is a real symmetric
matrix of size
(
n+d
d
)
− r.
Proof. We prove the equivalence of the criteria of Theorem 14 and Theorem 9. Assume
there exists S such that Md+1S = 0, S = I −
∑
yαYα −
∑
zα,iZα,i, and S  0 as in
Theorem 9. Since Md+1S = 0 and the rows of Kd+1 form a basis for the left and right
Ker(Md+1), we have S = Kd+1GK
T
d+1 for some G ∈ SN−r. With x = [x
β]|β|≤d+1 as
above, we have
< xxT , I >= xTx, < xxT , Yα >= x
α, < xxT , Zα,i >= 0.
Using S = Kd+1GK
T
d+1 = I −
∑
yαYα −
∑
zα,iZα,i we construct the polynomial
xTKd+1GK
T
d+1x = x
Tx−
∑
|α|≤2d
yαx
α.
Therefore, coeff(xTKd+1GK
T
d+1x, x
β) = 0 for |β| = 2d+ 1. Since S  0 and Kd+1 full
row rank, we also have G  0.
Conversely, assume there exists G ∈ SN−r with the form
G =
[
∗ g
gT I −
∑
|α|=2d+2,
1≤i≤dim(Sα)−1
zα,iZ˜α,i
]
such that coeff(xTKTd+1GKd+1x, x
β) = 0 for |β| = 2d + 1 and G  0 so that
S = KTd+1GKd+1  0. Additionally, using the identities above it is apparent that
coeff(xTKTd+1GKd+1x, x
2β) = 1 for |β| = d+ 1. Finally, we use the same argument as
in the proof of Theorem 12 to conclude the proof.
5. Sufficient Conditions for Optimality
In this section we demonstrate that in some special cases Md+1 will generically be
optimal in (P) by imposing an assumption on the polynomials qα ∈ Rd+1 in Corollary
12, namely, we assume that the degree d+ 1 part of qα is equal to x
α.
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Corollary 15. The moment matrix Md+1 = V
T
d+1ΛVd+1 ∈ P corresponding to the
points z1, . . . , zr is optimal if there exists q ∈ R2d+2 and for all α ∈ N
n with |α| = d+1
there exist
qα = x
α + lower degree terms ∈ Rd+1 (8)
such that:
q =
∑
|α|=d+1
q2α
qα(zi) = 0, for all 1 ≤ i ≤ r, |α| = d+ 1
coeff(q, xβ) = 0 for |β| = 2d+ 1.
Proof. Suppose there exists q and qα = x
α + l.d.t. satisfying Corollary 15, then
coeff(q, xβ) = δ2|β for |β| = 2d + 2 because degree 2d + 2 terms only depend on the
squares of the degree d+ 1 terms in qα.
Assumption (8) on qα simplifies the criteria sufficient to prove optimality of Md+1
into the solvability of a linear system. We note here that Ker(Vd+1) = Ker(Md+1), so
we can use the two interchangeably.
Using Kd+1 defined in Proposition 13, we can look at a matrix existence formulation
of Corollary 15 that is analogous to Theorem 14.
Corollary 16. Let Kd+1 be as in Corollary 15. The moment matrix Md+1 =
V Td+1ΛVd+1 ∈ P
∗ if there exists G ∈ SN−r such that:
G =
[
ggT g
gT I
]
coeff(xTKd+1GK
T
d+1x, x
β) = 0 for |β| = 2d+ 1.
where g is a real matrix of size
(
n+ d
n
)
− r by
(
n+ d
d+ 1
)
and I is the identity matrix
of size
(
n+ d
d+ 1
)
.
Proof. G is clearly positive semidefinite with the decomposition G =
[
g
I
] [
gT I
]
.
Using G we let q = xTKd+1GK
T
d+1x and associate each qα with the corresponding ele-
ment of the vector xTKd+1
[
g
I
]
. Then q =
∑
α q
2
α by construction. Since Kd+1 is in the
null space of Vd+1 we also conclude that qα(zi) = 0, for all 1 ≤ i ≤ r, |α| = d+1. By the
structure of the matrices Kd+1 and G we have that the degree 2d+2 part of the polyno-
mial xTKd+1GK
T
d+1x is equal to
∑
|α|=d+1 (x
α)2. Lastly, coeff(xTKd+1GK
T
d+1x, x
β) =
0 for |β| = 2d+ 1 =⇒ coeff(q, xβ) = 0 for |β| = 2d+ 1.
Proposition 17. The values of g satisfying Corollary 16 are the solution of an inho-
mogeneous linear system of equations.
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Proof. Let q = xT
[
Kdg − F
I
] [
gTKTd − F
T I
]
x and consider the degree d+1 poly-
nomials in the row vector, xT
[
Kdg − F
I
]
. The degree d + 1 components of these
polynomials consist of a single monomial that is independent of gi,j. The degree d
coefficients of these polynomials are inhomogeneous but linear in gi,j. Because degree
2d+1 coefficients of q rely only on the product of degree d and degree d+1 coefficients
of the polynomials the values of g satisfy an inhomogeneous linear system.
In order for the inhomogeneous linear system of Proposition 17 to have a solution, it
is sufficient that the corresponding homogeneous equations are linearly independent.
Thus we should try to understand what is the coefficient matrix of this linear system
and determine when it is full row rank. For this we first define the notion of a subre-
sultant matrix. Subresultant matrices of homogeneous polynomials h1, . . . , ht play an
important role in studying the homogeneous parts of the ideal 〈h1, . . . , ht〉. .
Definition 18. Let h1, . . . , ht ∈ Rd be homogeneous polynomials for some t ∈ N,
and let ∆ ≥ d. The degree ∆ subresultant matrix of h1, . . . , ht is the matrix whose
columns are the coefficient vectors of the multiples of each hi with all monomials of
degree ∆ − d. For example, if ∆ − d = d + 1 and the monomials of degree d + 1 are
{xαi}si=1 for s = dimRd+1 − dimRd, then
Sres∆(h1, . . . , ht) :=
xα1h1 . . . x
αsh1 · · · x
α1ht . . . x
αsht .
Theorem 19. Let d, n, r be as above. Denote
t :=
(
n+ d
n
)
− r.
Let G =
[
g
I
] [
gT I
]
be a matrix satisfying Corollary 16 and Kd be the matrix from
Proposition 13. Denote the entries of g by gi,j for i = 1, . . . , t and j = 1, . . . ,
(
n+ d
d+ 1
)
,
and denote the entries of Kd by ki,β for i = 1, . . . , t and |β| ≤ d. We define the
homogeneous degree d polynomials:
hi :=
∑
|β|=d
ki,βx
β i = 1, . . . , t.
Then the coefficient matrix of the linear system in Proposition (17) in the variables
{gi,j} is Sres2d+1(h1, . . . , ht).
Proof. First note that the normal form coefficients only appear in the constant terms,
so do not appear in the coefficient matrix. The rows of the coefficient matrix correspond
to monomials xβ of degree |β| = 2d+ 1. For each j ∈ {1, . . . ,
(
n+d
d+1
)
} associate with it
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a unique monomial of degree d+1, αj . For fixed i ∈ {1, . . . , t} and j ∈ {1, . . . ,
(
n+d
d+1
)
},
the column corresponding to the variable gi,j has zero entry in the row corresponding
to xβ unless xαj divides xβ. If xαj |xβ then the entry is ki,β−αj , which shows that the
column of gi,j is the coefficient vector of x
αjhi.
Corollary 20. Let Md+1 = Vd+1ΛV
T
d+1 as above, with Vd+1 the Vandermonde matrix
of r real points, and we assume that V Td has full column rank. Define the homogeneous
degree d polynomials h1, . . . , ht from Ker(V
T
d ) as in Theorem 19. Then Md+1 ∈ P
∗ if
Sres2d+1(h1, . . . , ht) has full row rank.
In the rest of this subsection we study when the rows of the subresultant matrix
are independent. Note that the rows are independent if and only if
〈h1, . . . , ht〉2d+1 = R=2d+1, (9)
where the left hand side denotes the homogeneous part of degree 2d + 1 of the ideal
generated by h1, . . . , ht, and the right hand side denotes the space of homogeneous
polynomials of degree 2d + 1. Thus (9) is satisfied only if 2d + 1 is greater or equal
than the regularity index of 〈h1, . . . , ht〉, i.e. the smallest degree where the Hilbert
function of the ideal agrees with its Hilbert polynomial. Note that if h1, . . . , ht has
common roots in the projective space over C then (9) can never be satisfied, which
implies that we need to have t ≥ n.
For the rest of the section we assume that h1, . . . , ht is a system such that the
dimension of 〈h1, . . . , ht〉2d+1 is the maximum possible. In the results below we give
specific constructions of particular real systems h∗1, . . . , h
∗
t and study when we have
〈h∗1, . . . , h
∗
t 〉2d+1 = R=2d+1. Therefore, if we assume that our 〈h1, . . . , ht〉2d+1 is maxi-
mal, then it will also imply that 〈h∗1, . . . , h
∗
t 〉2d+1 = R=2d+1.
Remark 21. In [72] it was shown that systems h1, . . . , ht for which 〈h1, . . . , ht〉2d+1
is not maximal are defined by non-trivial polynomial equations, so over C they form
a Zariski closed subset. However, even for the “generic” case over C, the behavior of
〈h1, . . . , ht〉2d+1 is not well understood. In [73] they give a conjecture about the Hilbert
series of generic systems over C.
The regularity index of n × n homogeneous systems were widely studied in the
literature, but for highly overdetermined systems that has Hilbert series as in Fro¨berg’s
conjecture in [73] only the asymptotic behavior of the regularity index is known as
n→∞ (c.f. [74,75]).
The next theorem gives all values of d and n when (9) is satisfied in the cases when
t = n and t = n + 1. The analysis of the cases when t > n + 1 is still ongoing. Since
r =
(
n+ d
n
)
− t, we can easily translate these results in terms of the Gramian rank r.
Finally, we want to note that on the other end of the spectrum, when t =
(
n+ d
n− 1
)
=
dimR=d and h1, . . . , ht are generic, then the coefficient vectors of h1, . . . , ht form a
square full rank matrix, thus (9) is satisfied for all n and d. However in this case
r =
(
n+ d− 1
n
)
= dimRd−1, and the matrices Md−1 and Md already satisfy the
stopping criterion for flat extension, so we do not need an extension to Md+1.
Proposition 22. Let h1, . . . , ht be homogeneous polynomials of degree d in n variables,
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and assume that 〈h1, . . . , ht〉2d+1 is maximal. Then 〈h1, . . . , ht〉2d+1 = R=2d+1 if
(1) in the case of t = n
n = 2 for arbitrary d,
n = 3 and d ≤ 3,
n = 4 and d ≤ 2,
n ≥ 5 and d = 1.
(2) in the case of t = n+ 1
n = 2 or 3 for arbitrary d,
n = 4 and d ≤ 6,
n = 5 and d ≤ 3,
n = 6, 7, 8 and d ≤ 2,
n ≥ 9 and d = 1.
Proof. First note that if we find a particular system h∗1, . . . , h
∗
t of degree d that satisfy
〈h∗1, . . . , h
∗
t 〉2d+1 = R=2d+1, then any generic h1, . . . , ht will also satisfy it. For t = n,
the standard theory of subresultants uses the system
h∗1 := x
d
1, . . . , h
∗
n := x
d
n.
Then one can define
δ := n(d− 1),
and it is easy to see that if ∆ ≥ δ + 1 then the matrix Sres∆(h
∗
1, . . . , h
∗
n) has more
columns than rows and contains the identity matrix, so it has full row rank. Thus we
need that 2d+ 1 ≥ δ + 1 and that is only satisfied in the cases listed in the claim.
For t = n+ 1 we will use the system
h∗1 := x
d
1, . . . , h
∗
n := x
d
n, h
∗
n+1 := (x1 + . . .+ xn)
d.
Let
Hd(ν) := span{x
γ : |γ| = ν, ∀i γi < d}
and denote by Hd(ν) := dimHd(ν). Clearly, the monomials not in Hd(ν) generate
〈xd1, . . . , x
d
n〉ν . Define the linear map
ψh∗n+1 : Hd(d+ 1) → Hd(2d + 1)
xα 7→ xα · h∗n+1 mod 〈x
d
1, . . . , x
d
n〉2d+1.
By [Corollary 3.5 and Theorem 3.8.(0) 76], the matrix of the map ψh∗n+1 has full rank.
So if
Hd(2d+ 1) ≤ Hd(d+ 1) (10)
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then ψh∗n+1 is surjective, and Sres∆(h
∗
1, . . . , h
∗
n) has full row rank. Using the fact that
Hd(ν) = Hd(δ− ν) and that Hd(ν) is monotonically decreasing in [⌈
δ
2⌉, δ], we get that
(10) is satisfied when either ⌈ δ2⌉ ≤ d+ 1 ≤ 2d+ 1 or ⌈
δ
2⌉ ≤ δ − (d+ 1) ≤ 2d+ 1. This
is always satisfied if n ≤ 3 and for n ≥ 4 it reduces to d ≤ n+2
n−3 , resulting in the values
in the claim.
A different approach was presented in [Theorem 6 77], where they studied the
minimal number t such that a generic homogeneous form in n variables of degree kd
is a sum of the k-th powers of t forms of degree d over C. For the case of k = 2 they
prove that for
t = 2n−1
and generic h1, . . . , ht ∈ R=d we have
〈h1, . . . , ht〉2d = R=2d,
which is slightly stronger than what we need in (9). Moreover, their construction for
k = 2 works over the reals, in particular, they show that the following 2n−1 real
polynomials
h∗I :=

x1 +∑
i∈I
xi −
∑
j 6∈I
xj


d
for all I ⊆ {2, . . . , n}
will generate R=2d in degree 2d. Moreover, they show that there is an open subset of
all real polynomials of degree 2d where the ”typical rank” is 2n−1, but there might be
other ”typical ranks” too (see also [78] on typical ranks over R). They also show that
for large enough d the t = 2n−1 upper bound is sharp, but for small d this bound is
not always sharp.
6. Cases When Md+1 is Never Optimal
In the previous section we explored cases of triplets (n, d, r) where we can generically
prove that Md+1 is optimal for (P) and list these cases. In this section we try to
demonstrate that there are instances of values of (n, d, r) where we expect that Md+1
is not the optimum for (P), or more precisely, we expect not to be able to find any S
satisfying Theorem 9. We demonstrate this by simply counting the degrees of freedom
and number of constraints in Theorem 12, without proving that these constrains are
in fact linearly independent.
In Theorem 12 there are a total of
(
n+d+1
d+1
)(
n+d
d+1
)
coefficients, or degrees of freedom,
coming from the
(
n+d
d+1
)
polynomials. To eliminate symmetry of the system, we count
(n+d
d+1
)((n+d
d+1
)−1)
2 constraints. Each of the polynomials is constrained to vanish on r vanish-
ing points, providing r
(
n+d
d+1
)
constraints. An additional
(
n+2d
2d+1
)
+
(
n+2d+1
2d+2
)
constraints
come from coefficient constraints on degree 2d + 1 and 2d + 2 monomials in the sum
of squares.
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This system is overconstrained if
r
(
n+ d
d+ 1
)
+
(
n+ 2d
2d+ 1
)
+
(
n+ 2d+ 1
2d+ 2
)
>
(
n+ d+ 1
d+ 1
)(
n+ d
d+ 1
)
−
(
n+d
d+1
)
(
(
n+d
d+1
)
− 1)
2
.
Solving for r we find that the system is overconstrained if
r >
(
n+d+1
d+1
)(
n+d
d+1
)
−
(n+d
d+1
)((n+d
d+1
)−1)
2 −
(
n+2d
2d+1
)
−
(
n+2d+1
2d+2
)
(
n+d
d+1
) .
Asymptotically, these bounds are not applicable due to the limitation that r is less
than the size of Md, but there are instances where this bound is applicable.
One instance is when n = 2 and d = 3, the bound indicates thatMd+1 will generally
not be optimal when r = 10 as the linear system is overdetermined. This triplet of
(n, d, r) is a case where the corresponding decompositions are unique, and rank(Md) =
r, but Md+1 will generically not be optimal for P.
7. Uncertain Cases
Outside of the cases listed in Sections 5 and 6, the possibility of Md+1 being optimal
in P may depend on more than just the triplet (n, d, r). Instances may depend funda-
mentally on the sets of points {zi}. To demonstrate this we present two examples in
the same triplet (n, d, r) where one example has Md+1 optimal, and one does not.
Let us consider the case when n = 2, d = 3. In this case, size(Md) = 10, and
size(Md+1) = 15. A discussion of the extreme rays in this case can be found in [79].
Gramian rank 10 decompositions will generally not be optimal solutions in (P) as the
linear system in Corollary 12 is overcomplete. Gramian rank 8 decompositions will
generically be optimal in (P) from Corollary 20 and Proposition 22. Between these
two ranks we wish to understand what happens. Here we present two examples of
Gramian rank 9 decompositions, one where ∃S satisfying Theorem 9, and one where
∄S satisfying Theorem 9.
Example 23. Let {zi} = {(78, 87), (−45, 78), (−38, 32), (91,−76), (−18, 94), (−22,−22), (27, 99), (52,−16),
(−58,−87)} be the set of r = 9 points, and let λi = 1 for i = {1, . . . , 9}. In this case
∃S satisfying Theorem 9 and Md+1 is optimal in (P).
Example 24. Let {zi} = {(−43,−34), (−18,−10), (−19, 23), (52, 72), (−66,−76), (48,−15), (35, 45),
(−83,−72), (51, 22)} be the set of r = 9 points, and let λi = 1 for i = {1, . . . , 9}. In
this case ∄S satisfying Theorem 9 and Md+1 is not optimal in (P). In this instance,
the optimal solution is rank 11.
These examples demonstrate the complexity of the cases where Proposition 22 does
not hold, as the solution to the relaxed problem may or may not be optimal in the
original problem. In these cases the triplet (n, d, r) is not sufficient to determine if
Md+1 is optimal in (P) and specific information of the points is necessary.
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7.1. Future Work
Some of the methods used to search for certificates of optimality also suggest future re-
search avenues. Given an instance of a specific (n, d, r) and {zi} the standard approach
to search for a certificate of optimality using Theorem 9 involves two steps. First, we
solve the under-determined linear system coeff(xTSx, xβ) = 0 for |β| = 2d + 1. With
the resulting affine solution, we look for an intersection with the positive semidefinite
cone.
Let us consider for a moment the set T = {A | A  0, A = I −∑
|α|=2d+2,
1≤i≤dim(Sα)−1
zα,iZ˜α,i}. We know that I ∈ T with zα,i = 0 for |α| = 2d + 2 and
1 ≤ i ≤ dim(Sα)− 1, so the set is nonempty and has an interior. Another interesting
observation is that this set is bounded.
Theorem 25. Fix n and d and an orthonormal basis {Y˜α} ∪ {Z˜α,i} for |α| = 2d + 2
and 1 ≤ i ≤ dim(Sα)− 1. Then the set
I −
∑
|α|=2d+2,
1≤i≤dim(Sα)−1
zα,iZ˜α,i  0
is bounded.
Proof. Choose Y =
∑
|α|=2d+2 yαY˜α ≻ 0 to be a full rank positive definite matrix. A
generic collection of
(
n+d+1
d+1
)
points will produce such a matrix. Suppose that there
exists a matrix Z = −
∑
|α|=2d+2,
1≤i≤dim(Sα)−1
zα,iZ˜α,i such that I + sZ  0 for s > 0, then
Z  0. But < Y,Z >= 0 by construction, therefore Z = 0 and the set is bounded.
Using these observations of T , we can make some conclusions from the solution
of our linear system. For instance, if the solution to the linear system can be solved
independent of the zα,i, then Corollary 16 applies and Md+1 is optimal. Alternatively
if the zα,i variables are necessary, but yield a solution such that
∑
z2α,i < 1, thenMd+1
will be optimal since I−
∑
|α|=2d+2,
1≤i≤dim(Sα)−1
zα,iZ˜α,i ≻ 0. Lastly, if the diameter of the set
in Theorem 25 is diam(n, d), then if the solution of the linear system closest to the
origin has
∑
z2α,i > diam(n, d)
2 then Theorem 9 cannot apply.
Studying the sets of {zi} that provide instances of each of these cases will be a topic
for future exploration. Future research may also extend the idea further with a linear
programming relaxation. The additional constraint
∑
|zα,i| < 1 is linear and such a
solution also guarantees the optimality of Md+1 in (P).
Additionally, we are interested in the rank of the optimal solutions in the cases when
Md+1 is not optimal in the minimal nuclear norm problem. One approach to address
this question may be to examine the extremal rays in the feasible set of P. This may
provide a meaningful upper bound for the rank of the optimal solution, as P∗ must
contain an extremal ray.
8. Conclusion
In this paper we study the Gramian decomposition of tensors and polynomials by
posing a rank optimization problem. Through relaxation of the optimization problem,
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we pose a convex optimization problem to approximate the minimal rank solution. Our
analysis of the relaxed problem reveals a relation between the Gramian decomposition
problem and the theory of subresultants. Our research further provides specific cases
where the optimal solution to our relaxation is also minimum rank. Lastly we provide
some interesting cases demonstrating the complexity of the problem and discuss future
work.
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