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Abstract 
Aerosols contribute the largest uncertainty to estimates of radiative forcing of 
the Earth’s atmosphere, which are thought to exert a net negative radiative 
forcing, offsetting a potentially significant but poorly constrained fraction of the 
positive radiative forcing associated with greenhouse gases. Aerosols perturb 
the Earth’s radiative balance directly by absorbing and scattering radiation and 
indirectly by acting as cloud condensation nuclei, altering cloud albedo and 
potentially cloud lifetime. One of the major factors governing the uncertainty in 
estimates of aerosol direct radiative forcing is the poorly constrained aerosol 
single scattering albedo, which is the ratio of the aerosol scattering to extinction. 
 
In this thesis, I describe a new instrument for the measurement of aerosol 
optical properties using photoacoustic and cavity ring-down spectroscopy. 
Characterisation is performed by assessing the instrument minimum sensitivity 
and accuracy as well as verifying the accuracy of its calibration procedure. The 
instrument and calibration accuracies are assessed by comparing modelled to 
measured optical properties of well-characterised laboratory-generated aerosol. 
 
I then examine biases in traditional, filter-based absorption measurements by 
comparing to photoacoustic spectrometer absorption measurements for a range 
of aerosol sources at multiple wavelengths. Filter-based measurements 
consistently overestimate absorption although the bias magnitude is strongly 
source-dependent. Biases are consistently lowest when an advanced correction 
scheme is applied, irrespective of wavelength or aerosol source. 
 
Lastly, I assess the sensitivity of the direct radiative effect of biomass burning 
aerosols to aerosol and cloud optical properties over the Southeast Atlantic 
Ocean using a combination of offline radiative transfer modelling, satellite 
observations and global climate model simulations. Although the direct radiative 
effect depends on aerosol and cloud optical properties in a non-linear way, it 
appears to be only weakly dependent on sub-grid variability.  
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1 Introduction 
1.1 Motivation 
Climate change is defined as a change in the Earth’s mean climate properties 
that typically occur over time scales of at least decades including, for example, 
temperature, precipitation and wind (Cubasch et al., 2013). Paleoclimate 
records indicate that there have been significant climate changes in the past 
due to changes in the Earth’s orbital motion around the sun, changes in solar 
irradiance, and internal climate variability (Masson-Delmotte et al., 2013). 
Despite this natural variability, there is robust evidence showing that these 
effects do not account for the recent observed climate changes; it is extremely 
unlikely (0–5 % certainty) that the global mean surface temperature increase 
during 1951–2010 was due to solar variability and virtually certain (99–100 % 
certainty) that it cannot be explained by internal climate variability alone (Bindoff 
et al., 2013; Stocker et al., 2013). 
 
Much of the present-day climate change is caused by external perturbations to 
the Earth’s planetary radiation balance due primarily to changes in the 
atmospheric constituents from human activities, namely increased 
concentrations of greenhouse gases and atmospheric aerosols (a gaseous 
suspension of nanometre to micrometre liquid or solid particles) (Seinfeld and 
Pandis, 2006; Stocker et al., 2013). Since the start of the industrial revolution 
(often taken as the year 1750), the rate of increase of anthropogenic 
atmospheric greenhouse gas emissions, including CO2, CH4 and N2O, has 
been unprecedented, the highest rate for at least 22000 years. Increases in 
greenhouse gas concentrations modify the Earth’s energy balance by absorbing 
outgoing terrestrial radiation leading to atmospheric heating. It is extremely 
likely (95–100 % certainty) that over half of the warming during 1951–2010 was 
caused by human activities (Stocker et al., 2013). 
 
One of the key uncertainties in the drivers of climate change is due to the poorly 
understood impact that aerosols have on the climate system (Stocker et al., 
2013). Aerosols can perturb the Earth’s radiative balance by directly absorbing 
and scattering radiation incident upon them, termed ‘aerosol-radiation 
interactions’, or indirectly by modifying the brightness and potentially the lifetime 
of clouds, termed ‘aerosol-cloud interactions’ (Boucher et al., 2013). On a global 
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mean basis, both the aerosol-radiation and aerosol-cloud interactions tend to 
cool the planet thus offsetting the warming by greenhouse gases by a 
potentially significant but poorly constrained extent (Stocker et al., 2013). 
Quantification of the impact that aerosols have on the climate system is 
uncertain due to their spatial and temporal inhomogeneity, varied chemical, 
physical and optical properties, and uncertainty surrounding their interaction 
with clouds (Boucher et al., 2013). Figure 1.1 summarises the estimated 
radiative impacts of greenhouse gases and aerosols, highlighting the extent 
with which their mean radiative forcings cancel out; see below for a discussion 
of the radiative forcing concept.  
 
Figure 1.1 Probability density functions of effective radiative forcing for aerosols 
and greenhouse gases. Figure from Myhre et al. (2013a). 
Radiative forcing (units W m−2) is a quantitative measure of the impact that a 
perturbation to atmospheric constituents such as greenhouse gases or aerosols 
has on the Earth’s radiative balance and is a useful quantity when comparing 
climate models’ responses to a range of climate forcing agents (Gregory et al., 
2004). Adjusted radiative forcing (units W m−2), hereafter referred to as radiative 
forcing, is defined as the change in net downward radiative flux (shortwave plus 
longwave) at the tropopause after allowing for stratospheric temperatures to 
adjust to radiative equilibrium relative to pre-industrial conditions, taken as the 
year 1750 (Stocker et al., 2013). A key benefit of using the radiative forcing 
concept is that it predicts the equilibrium climate response to an external 
perturbation accurately due to the relationship between radiative forcing and 
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global mean surface temperature (e.g. Hansen et al., 1997; Gregory et al., 
2004). It follows that the resultant temperature change due to sustained 
radiative forcing can be approximated by ∆! ≈ !"#, where ! is the equilibrium 
climate sensitivity parameter and !" is the radiative forcing, such that a positive !"  leads to warming of the atmosphere-surface and negative !"  a cooling 
(Shine et al., 2003; Myhre et al., 2013a). Similarly, to account for tropospheric 
adjustments, which ultimately improve climate models’ predictions of the global 
mean temperature response and other climate changes, one must use the 
‘effective radiative forcing’ (units W m−2) (Shine et al., 2003; Myhre et al., 
2013a). Effective radiative forcing is defined similarly to radiative forcing except 
that tropospheric temperatures are allowed to readjust to radiative equilibrium, 
i.e. before significant changes in global and annual mean surface temperatures 
occur (Gregory et al., 2004; Seinfeld and Pandis, 2006; Stocker et al., 2013).  
 
Figure 1.2 details the radiative forcing of the major radiative forcing agents 
including contributions from greenhouse gases and aerosols. The 
Intergovernmental Panel on Climate Change’s (IPCC’s) latest estimate of the 
total aerosol effective radiative forcing, based on the most recent modelling and 
observational studies available, was −0.9 [−1.9 to −0.1] W m−2 (Stocker et al., 
2013). Aerosol-radiation interactions were estimated to contribute −0.45 [−0.95 
to +0.05] W m−2 and aerosol-cloud interactions −0.45 [−1.20 to 0.00] W m−2 
(Myhre et al., 2013a). Examination of two decades worth of IPCC assessment 
reports reveals that the uncertainty associated with aerosol radiative forcing 
remains persistently high compared to the relatively well defined, positive 
radiative forcing associated with greenhouse gases. Importantly, aerosols likely 
offset the warming by greenhouse gases by a potentially significant but poorly 
quantified amount. Details regarding some of the sources of this uncertainty will 
be covered in Section 1.4.  
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Figure 1.2: Radiative forcing of atmospheric greenhouse gases and aerosols 
and other radiative forcing agents. Figure from Myhre et al. (2013a). 
Assessing the impact of a forcing agent globally requires the use of state-of-the-
art climate models. These are essential for predicting the future state of the 
Earth’s climate both globally and regionally, thus providing us with the 
opportunity to mitigate and adapt to the ensuing climate changes in both the 
near-term (~2050) and long-term (≥ 2100) (Stocker et al., 2013). The IPCC 
evaluated future climate change scenarios using a suite of climate models 
(Collins et al., 2013), via the Coupled Model Intercomparison Project Phase 5 
(CMIP5) (Taylor et al., 2012). These models were driven by a series of 
Representation Concentration Pathways (RCPs), which account for a range of 
future scenarios including estimates for concentrations of atmospheric 
greenhouse gases, aerosols and ozone (Moss et al., 2010). Under RCP8.5, the 
estimated total radiative forcing  was estimated to be 8.5 W m−2 by year 2100 
(Stocker et al., 2013). This scenario does not include any specific mitigation 
strategy and is based on high population growth (12 billion by 2100), little 
convergence between high and low-income countries and moderate rates of 
technological advance (Riahi et al., 2011). On the contrary, RCP2.6 aims to limit 
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total radiative forcing to 2.6 W m−2 by 2100, which incorporates significant 
increases in renewable and nuclear energy sources, the use of carbon capture 
storage and new technologies, for example in transport (van Vuuren et al., 
2011). Figure 1.3  shows the observed temperature change during 1986–2012 
and the modelled temperature change during 1986–2050 relative to 1986–
2005, indicating increased temperatures globally in all simulations (Stocker et 
al., 2013). By the year 2050, temperatures are estimated to have risen by 
between 0.5–2.5 °C relative to 1986–2005, which will clearly have very different 
and substantial impacts on other variables in the Earth’s climate, including, and 
certainty not limited to, ice sheet extent, sea level rise and changes in 
precipitation.  
 
Figure 1.3: Global mean surface temperature 1986–2050 for all RCP scenarios 
using the CMIP5 suite of models including observations 1986–2012 relative to 
1986–2005. The global mean surface temperature is assessed to have 
increased by 0.61°C prior to 1986–2005, relative to 1850–1900. Figure from 
Stocker et al. (2013). 
These human-induced climate changes pose major risks including potential for 
substantial species extinction, risks to global food security and increases in 
extreme weather events (IPCC, 2014). It is therefore essential to understand 
and be able to predict the state of the Earth’s future climate to allow us to 
mitigate and adapt to the ensuing climate changes. 
 
Whilst the RCP scenarios will have the most important effect on how future 
temperature will evolve, understanding the uncertainty in the underlying climate 
drivers (i.e. radiative forcing) also plays an important role. 
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1.2 An introduction to atmospheric aerosols 
1.2.1 Overview 
Aerosols can be natural or anthropogenic in origin (Haywood and Boucher, 
2000). Primary aerosols refer to those emitted directly at source, such as desert 
dust, sea spray and black carbon from fossil fuel and biomass burning, and 
secondary aerosols refer to those produced via chemical reactions or 
condensation of low volatility compounds from the gas phase. An example of a 
secondary aerosol is ammonium sulphate derived from dimethyl sulphide 
phytoplankton emissions that form sulphur dioxide gas, which is oxidised to 
sulphuric acid aerosol and subsequently neutralised by ammonia (Haywood 
and Boucher, 2000; Andreae and Rosenfeld, 2008; Boucher et al., 2013). 
Aerosol residence times within the troposphere are typically of the order of 
minutes to several weeks before removal by wet deposition, sedimentation or 
impaction (Haywood and Boucher, 2000; Seinfeld and Pandis, 2006). Aerosol 
processes that are of importance in the atmosphere include coagulation, 
condensation and nucleation, which have been shown to depend on particle 
size (Williams et al., 2002). Due to the relatively short atmospheric lifetime of 
aerosols and geographically localised aerosol sources, there is a wide spatial 
variability in aerosol mass, type and composition; see Figure 1.4 (Jimenez et 
al., 2009; Boucher et al., 2013).  
1.2.2 Aerosol sources and species 
The largest natural emissions sources are from sea spray (~4100 Tg yr-1), 
mineral dust (~2500 Tg yr-1) and biological matter, for example primary 
biological aerosol particles (50–1000 Tg yr-1) and biological volatile organic 
compounds (440–720 Tg yr-1). The largest anthropogenic sources of aerosols 
and aerosol precursors are non-methane volatile organic compounds (~127 Tg 
yr-1), SO2 (55 TgS yr-1) and biomass burning aerosols (49 Tg yr-1) (Boucher et 
al., 2013).  
 
Sea spray results from bubble bursting at the sea surface due mostly to 
breaking waves, which depend on the surface wind speed (Boucher et al., 
2013). Sea spray consists of sea salt and primary organic aerosol (Russell et 
al., 2010; Boucher et al., 2013). There exists significant uncertainty in the 
emission rate of sea spray, which is estimated to be in the range 1400 to 6800 
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Tg yr-1 (Boucher et al., 2013). The emission rate of the organic aerosol 
component of sea spray is estimated to be in the range 2 to 20 Tg yr-1 and is 
governed by biological activity (Facchini et al., 2008; Gantt et al., 2011; Boucher 
et al., 2013). The atmospheric lifetime of sea spray lies in the range of seconds 
to days and is governed by gravitational sedimentation and, for smaller 
particles, precipitation (de Leeuw et al., 2011). Sea spray can play a major role 
in governing the number concentration and size distribution of marine cloud 
droplets due to its hygroscopic nature (Andreae and Rosenfeld, 2008). Sea 
spray can therefore lead to both a negative direct radiative forcing via 
increasing the amount of upwelling scattered radiation and an indirect radiative 
forcing by acting as cloud condensation nuclei, as well as decreasing the 
amount of radiation absorbed by the oceans (de Leeuw et al., 2011). 
 
Mineral dust is primarily produced during disintegration of soil aggregates 
through processes such as saltation whereby relatively large dust particles (70–
500 µm) can eject smaller dust particles (0.1–10 µm) upon impaction with an 
arid surface (Alfaro et al., 1997; Kok, 2011; Boucher et al., 2013). The mineral 
dust emission rate is estimated to be 1000 to 4000 Tg yr-1 and is dependent 
upon wind speed, vegetation cover and soil properties (Huneeus et al., 2012; 
Boucher et al., 2013). Whilst the Sahara is the world’s largest dust source 
(Shao et al., 2011; Ryder et al., 2013), an estimated 20–25 % of mineral dust is 
anthropogenic in nature owing to land use change (Ginoux et al., 2012; 
Boucher et al., 2013). The atmospheric lifetime of dust is typically hours to 
weeks with dominant removal processes including gravitational settling and wet 
deposition (Jickells et al., 2005). Mineral dust plays a key role in the 
biogeochemical cycle by providing essential iron ocean fertilisation for 
phytoplankton growth. This ocean fertilisation increases CO2 sequestration and 
subsequent organic carbon export to the ocean floor as well as increasing 
dimethyl sulphide concentrations, a precursor to ammonium sulphate (Jickells 
et al., 2005). Importantly, dust impacts the radiative balance directly at both 
solar and terrestrial radiation wavelengths (e.g. Ryder et al., 2013), tending to 
cool the planet at solar wavelengths and warm the planet at terrestrial 
wavelengths (e.g. Haywood and Boucher, 2000; Myhre et al., 2013a). Although 
dust can be hydrophobic (Herich et al., 2009), it can become hydrophilic upon 
atmospheric processing by gaining coatings with soluble material, thereby 
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altering the planetary radiative balance by acting as cloud condensation nuclei 
(CCN) (e.g. Andreae and Rosenfeld, 2008).  
 
Light-absorbing carbonaceous aerosol refers to a range of species including 
black carbon (BC) and organic carbon. BC is formed during flaming combustion 
and is defined by its unique characteristics including that it consists of elemental 
carbon which is a strong light-absorber at visible wavelengths, refractory and 
insoluble in water (Bond et al., 2013). Organic carbon refers to a complex mix of 
compounds containing carbon, emitted directly as primary organic aerosol 
(POA) or indirectly as secondary organic aerosol (SOA), forming from gaseous 
precursors (Zaveri et al., 2012; Bond et al., 2013). A subset of organic aerosol 
known as ‘brown carbon’ (BrC) refers to organic compounds that absorb short-
visible wavelengths strongly (Kirchstetter et al., 2004; Andreae and Gelencsér, 
2006; Bond et al., 2013). Primary sources include fossil fuel and biomass 
burning whereas secondary sources include condensation from a complex 
range of biogenic and anthropogenic gaseous precursors (Zaveri et al., 2012). 
Major sources of carbonaceous aerosols are through heating and cooking using 
coal and biomass, which contribute 50 % and 70 % to the total black and 
organic carbon emissions globally, respectively (Amann et al., 2013; Bond et 
al., 2013). Diesel vehicles are the next largest BC emissions source, which 
contribute 25 % of BC emissions globally. Africa is the largest source of 
biomass burning aerosol (BBA), accounting for over half of global carbon 
emissions (van der Werf et al., 2010). BBAs are predominantly produced 
through burning of agricultural waste, savannah fires and deforestation (van der 
Werf et al., 2010). Although BC emissions have been declining in the more 
economically developed countries, with emissions in the USA falling by 25 % 
between 1990 and 2004 (Murphy et al., 2011; Bond et al., 2013), emissions 
have been rising in Asia, by an estimated 40 % in China and India between 
1996–2010 (Lu et al., 2011; Bond et al., 2013). Whilst it is anticipated that clean 
technology will lead to reductions in BC emissions, which may be associated 
with short-term reductions in aerosol radiative forcing (Bond et al., 2013), 
increases in global temperatures can lead to increased forest fires and hence 
increased BC emissions (Westerling et al., 2006).  
 
	 33 
Other sources of organic carbon include those emitted from natural sources 
such as those from the sea or terrestrial biological POA particles (Facchini et 
al., 2008; Burrows et al., 2009) whilst anthropogenic sources include those 
emitted during fossil fuel burning (Jimenez et al., 2009). Volatile organic 
compounds (VOCs) such as isoprene and mono-terpenes are a group of 
chemical species that undergo a range of complex chemical reactions to form 
SOA (Hallquist et al., 2009; Boucher et al., 2013). Natural VOCs, or biogenic 
volatile organic compounds (BVOCs), are emitted from marine and terrestrial 
environments with sources including those emitted from plant foliage and from 
microbial decomposition of organic matter (Guenther et al., 1995). 
Anthropogenic sources include those produced from vehicle emissions, landfill 
sites and industrial activities (Atkinson and Arey, 2003). SOA emissions are 
estimated to be 20–380 Tg yr-1 (Boucher et al., 2013). The large uncertainty in 
emissions arises in part due to limitations in our knowledge of VOC sources, 
lack of understanding of the processes leading to SOA formation and lack of 
detailed in-situ measurements to assess these issues (Hallquist et al., 2009). 
 
Ammonium sulphate is another radiatively important atmospheric species that 
alters the planetary radiative balance by directly scattering radiation incident 
upon it and indirectly scattering radiation by acting as CCN due to its highly 
hygroscopic nature (Boucher et al., 2013). Gaseous precursors to ammonium 
sulphate include sulphur dioxide (SO2), dimethyl sulphide (DMS) and ammonia, 
which are estimated to be emitted at rates of 43–78 TgS yr-1, 10–40 TgS yr-1 
and 35–50 Tg yr-1, respectively. Anthropogenic sources of SO2 include fossil 
fuel burning due to industrial activities, power generation and transport (Klimont 
et al., 2013) whereas natural sources include volcano emissions (Haywood and 
Boucher, 2000). Oxidation of SO2 leads to SO4 through a range of reaction 
pathways (Seinfeld and Pandis, 2006). DMS is a compound originating from the 
decomposition of marine organisms such as phytoplankton, which is 
subsequently oxidised through a sequence of chemical reactions to form 
ammonium sulphate (Koga and Tanaka, 1999; Carslaw et al., 2010). Ammonia 
is emitted to the atmosphere from a range of sources including volatilisation 
from animal waste and fertilisers, fossil fuel burning, and biomass burning 
(Behera et al., 2013 and references therein). 
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Nitrate aerosols are light scattering and hygroscopic with an estimated emission 
rate of 18 Tg yr-1 (Andreae and Rosenfeld, 2008). They are estimated to be the 
next largest anthropogenic cooling agent after ammonium sulphate (Bellouin et 
al., 2011; Boucher et al., 2013).  
 
Primary biological aerosol particles (PBAPs) are another significant source of 
atmospheric aerosols, consisting of microorganisms such as bacteria and 
fungal spores with an estimated emission rate of 50–1000 Tg yr-1 (Burrows et 
al., 2009).  
 
The aerosol species discussed here relate to those that have the most 
significant radiative forcing and this list is certainly not exhaustive (Boucher et 
al., 2013). The constituent components of aerosol vary very widely with 
geographic location as evidenced by detailed chemical composition analysis 
using, for example, an Aerodyne aerosol mass spectrometer (AMS) (Jimenez et 
al., 2009); see Figure 1.4. 
 
 
Figure 1.4: Total mass concentration (µg m-3) and mass fractions of non-
refractory inorganic and organic species measured using an aerosol mass 
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spectrometer at a range of locations (surface measurements). The inset shows 
ratios of O:C for the organic aerosol species. Figure from Jimenez et al. (2009). 
1.2.3 Aerosol size distributions 
Aerosol size distributions are well approximated by lognormal distributions, 
often with multiple modes present that are typically classed as the nucleation 
mode (< 0.1 µm), accumulation mode (0.1–2.0 µm) and coarse mode (> 2 µm) 
(Seinfeld and Pandis, 2006). The lognormal distribution function is 
 !"!!! = !!2! !!!!!" !! !"# − !" !! − !" !!
!2!"! !! , 
 
(1.1) 
where !! is the particle concentration (units m−3), !! is the particle diameter 
(units m), !! is the geometric standard deviation and !! is the mean particle 
diameter (units m). 
1.2.4 Aerosol-radiation interactions 
Aerosols interact with radiation through absorption and elastic scattering of 
light, governed by particle size, composition, morphology and mixing state 
(Alexander et al., 2008; Cappa et al., 2008; Bond et al., 2013; Liu et al., 2015a). 
Aerosol optical properties pertinent to assessing their impact on Earth’s 
radiative balance include the aerosol (i) single scattering albedo (SSA), (ii) 
scattering phase function and (iii) specific extinction coefficient (Haywood et al., 
1997b). For spherical particles, these properties can be described using Mie-
Debye-Lorenz theory (hereafter referred to as Mie theory), with inputs including 
aerosol diameter, refractive index and the wavelength of light (e.g. Bohren and 
Huffman, 1998). Rayleigh scattering can be used to approximate scattering at 
particle diameters smaller than approximately 0.1 µm for visible light 
wavelengths (Seinfeld and Pandis, 2006).  
 
When discussing aerosol optical properties, one must first define the absorption 
and scattering efficiencies, !!"# !  and !!"# ! , which govern the amount of 
light that is absorbed or scattered when incident upon a particle (Seinfeld and 
Pandis, 2006). Figure 1.5 shows how the absorption, scattering and extinction 
efficiencies vary with particle radius and refractive index at the wavelength 0.55 
µm. The refractive index 1.95 −0.71i corresponding to black carbon was chosen 
	 36 
with three additional lower imaginary refractive indices, corresponding to lower 
light-absorption (Bond and Bergstrom, 2006).  
 
Figure 1.5: The dependence of the (a) scattering efficiency, (b) absorption 
efficiency and (c) extinction efficiency with radius for a spherical particle at 
wavelength 0.55 µm.  
Conservation of energy means that any absorbed light is either re-radiated as 
scattered light or converted into thermal energy, leading to particle heating 
(Seinfeld and Pandis, 2006). The aerosol extinction efficiency is the sum of the 
absorption and scattering efficiencies, defined as 
 !!"# ! = !!"# ! + !!"# ! . (1.2) 
It follows that the SSA, a measure of the degree of light-absorption such that a 
value of zero indicates total absorption of light and a value of unity indicates 
total scattering of light, can be defined as (e.g. Seinfeld and Pandis, 2006) 
 ! ! = !!"# !!!"# ! + !!"# !  . (1.3) 
The second parameter required when assessing the radiative impact of 
aerosols is the scattering phase function, ! ! , which describes the direction 
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and intensity with which light is scattered by a particle (e.g. Haywood and 
Shine, 1997). The scattering phase function simplifies under the two-stream 
approximation, whereby light is restricted to either moving away or towards the 
Earth’s surface, which can be approximated using the asymmetry parameter, 
defined as  
 ! = 12 ! ! !"# ! !"# ! !"!! , (1.4) 
where ! is the light-scattering angle. The asymmetry parameter assumes a 
value between −1 to 1 such that a value of zero refers to equal scattering in the 
forward and backwards directions, a value of 1 refers to forward scattering only 
and −1 backward scattering only (Seinfeld and Pandis, 2006). Similarly, the 
hemispheric backscatter ratio, a measure of the light scattered into the 
backward hemisphere, can be defined as  
 ! = ! ! !"# ! !"!!! ! ! !"# ! !"!! , (1.5) 
such that a value of zero indicates no backscattered light and a value of 1 
indicates that all light is backscattered (Seinfeld and Pandis, 2006).  
 
The third key aerosol optical parameter is the aerosol specific extinction 
coefficient (units m2 kg−1), which provides the link between aerosol mass 
concentrations modelled using chemical transport models and the impact that 
they have on radiative transfer (Bond et al., 2013) defined as  
 !! ! = !!"# ! !!!! 4!!!3 = 3!!"# !4!" , (1.6) 
where ! is the aerosol radius (units m) and ! (units kg m−3) is the aerosol 
density (Jennings and Pinnick, 1980). It follows that the aerosol optical depth 
can be defined as  
 ! = !! ! !"#!! , (1.7) 
where ! is the mass concentration (units g m−3) and ! is the altitude (units m) 
within the atmosphere.  
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The Ångström exponent is a measure of the dependence of aerosol optical 
properties with wavelength (Ångström, 1929). The absorption Ångström 
exponent describes how the strength of absorption changes with wavelength 
and is often used to differentiate between different aerosol components (e.g. 
Kirchstetter et al., 2004; Clarke et al., 2007; Yang et al., 2009; Bahadur et al., 
2012; Chung et al., 2012; Zhu et al., 2017). The extinction Ångström exponent 
is defined as (Ångström, 1929) 
 Å = − !"# !!"# !!!!"# !!!"# !!!! , 
 
(1.8) 
where !!"! !  represents the extinction coefficient. The absorption and 
scattering Ångström exponents are defined similarly, where !!"# !  is replaced 
with !!"# !  or !!"# ! , respectively. The wavelength dependence of absorption 
can vary significantly between aerosols. Figure 1.6 shows measurements of the 
absorptance derived from airborne Particle Soot Absorption Photometer (PSAP) 
filter samples made with the FAAM aircraft in the laboratory using the Short 
Wave Spectrometer (SWS) radiometer without the telescope (Haywood et al., 
2003a). Absorptance was derived by dividing the reflected radiance of a clean 
area of the filter by the reflected radiance of the aerosol spot for each 
wavelength in the range 0.40–0.95 µm with a pixel separation of ~0.003 µm. 
Fresh biomass burning aerosol emissions show absorption across the full 
visible spectrum, whereas Saharan dust shows strong wavelength dependence, 
absorbing strongly at blue-visible wavelengths. This range of aerosols only 
represents a sub-sample of aerosol sources – in reality, there is a complex 
range of absorptive properties, which need to be accounted for in climate 
models (Boucher et al., 2013).  
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Figure 1.6: The wavelength dependence of aerosol absorption for four aerosol 
sources deposited onto filters. From left to right: Saharan dust, fossil fuel 
burning aerosol, biogenic emissions and biomass burning aerosol.  
1.2.5 Aerosol-cloud interactions 
Aerosols can act as cloud condensation nuclei and can thus modify the 
microphysical and radiative properties of clouds, leading to changes in cloud 
albedo and lifetime, known as aerosol-cloud interactions (Boucher et al., 2013). 
Hence, the ‘first indirect effect’ describes how the cloud albedo depends on 
aerosol concentration for a fixed liquid water content such that increased 
concentrations of aerosols lead to smaller cloud droplets and thus higher cloud 
reflectivity (Twomey, 1974). It follows that the cloud optical depth can be 
defined as  
 !! = ℎ 9!!!!2!!! !!, (1.9) 
where ℎ is the cloud thickness (units m), ! is the liquid water content (units gH20 
m−3air), N is the number concentration (units m−3) and !! is the density of water 
(units gH20 m−3) (Seinfeld and Pandis, 2006).  
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As a result of the reduced cloud droplet radius, the collision efficiency between 
cloud droplets is reduced and the autoconversion process whereby the droplets 
grow to sufficient size to precipitate is inhibited. Thus, the ‘second indirect 
effect’ has been postulated to decrease the precipitation efficiency reducing the 
liquid water sink and thus increase the cloud lifetime and thickness (Albrecht, 
1989). Recent observations using degassing volcanic eruptions  have shown 
clear evidence of the aerosol first indirect effect, but indicate a negligible 
second indirect effect suggesting that thermodynamic factors rather than 
aerosol number concentrations are more important in controlling cloud liquid 
water path (Malavelle et al., 2017; Toll et al., 2017). Although aerosol-cloud 
interactions are responsible for significant uncertainty when modelling future 
climate change as highlighted in Figure 1.2, they are beyond the scope of this 
thesis and therefore will not be discussed at length. 
1.3 A simple radiative transfer model of the effects of aerosols 
One can derive a simple radiative transfer model assessing how aerosols 
impact the Earth’s radiative balance due to aerosol-radiation interactions. The 
change in planetary albedo upon adding a layer of aerosol into the atmosphere 
(see Figure 1.7), can be approximated by 
 ∆ℛ! = ℛ! + !!ℛ!1− ℛ!ℛ! − ℛ!, (1.10) 
where ℛ! is the aerosol reflectance, ℛ! is underlying surface reflectance and ! 
is the aerosol transmittance, which depends on the aerosol optical properties 
and atmospheric loading (Charlson et al., 1991). The aerosol reflectance and 
transmittance are defined as 
 ℛ! = 1− !!! !" (1.11) 
 
 ! = !!! + 1− ! 1− !!! , (1.12) 
where ! is the aerosol optical depth, ! is the SSA and ! is the backscatter 
fraction.  
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Figure 1.7: Radiative fluxes in the Earth’s atmosphere with a layer of aerosol. 
Figure adapted from Seinfeld and Pandis (2006).  
Hence, if an aerosol layer is relatively absorbing compared to the underlying 
surface, i.e. if the aerosol results in more light being scattered back into space, 
the aerosol will have a cooling influence on the atmosphere. On the contrary, if 
the aerosol leads to increased absorption, i.e. if the aerosol results in less light 
being scattered back into space, the aerosol will have a warming influence on 
the atmosphere. It follows that the ‘critical single scattering albedo’, the aerosol 
SSA at which aerosols lead to an atmospheric warming rather than a cooling, 
i.e. when ∆ℛ! = 0, can be defined as (Haywood and Shine, 1995) 
 !!"#$#!%& = 2ℛ!2ℛ! + ! 1− ℛ! !. (1.13) 
Figure 1.8 demonstrates the critical single scattering albedo concept. 
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Figure 1.8: Critical single scattering albedo as a function of the underlying 
surface albedo. Figure adapted from Haywood and Shine (1995).  
To illustrate the aerosol critical SSA concept, it is helpful to examine a satellite 
image of partially absorbing biomass burning aerosol. Figure 1.9 demonstrates 
that biomass burning aerosol overlying ocean increases the planetary albedo, ℛ!, whereas over bright cloud it decreases ℛ!.  
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Figure 1.9: Satellite image of biomass burning aerosol over Southern Africa 
and the Southeast Atlantic Ocean in September 2017. Screenshot taken from 
https://worldview.earthdata.nasa.gov - accessed on 23/02/18. 
Although more complex models exist for the assessment of radiative transfer 
through a layer of aerosols suspended within the atmosphere, this simple model 
succinctly highlights how the Earth’s radiative balance depends on the aerosol 
albedo relative to the underlying surface albedo. It is beyond the scope of this 
introductory section to evaluate more complex radiative transfer schemes, 
which will be presented in greater detail in Chapter 5.  
1.4 Assessing the radiative impact of carbonaceous aerosols 
1.4.1 Overview 
Carbonaceous aerosols contribute one of the largest uncertainties to aerosol 
direct radiative forcing (Myhre et al., 2013a). In the following section, I aim to 
elucidate the factors underlying this uncertainty. While the simple conceptual 
model detailed in section 1.3 provides a physical insight into the impacts of 
aerosols on aerosol-radiation and aerosol-cloud interactions, the advent of 
massively parallel computing systems has enabled the development of complex 
global general circulation models that represent a full range of processes 
governing aerosol production, transport and deposition. Climate models have 
been used to assess the impact of carbonaceous aerosols on the climate 
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system globally (Bond et al., 2013; Stocker et al., 2013). Shindell et al. (2013) 
found that although climate models generally reproduce aerosol optical depth 
accurately, they underestimate the absorbing aerosol optical depth (AAOD) by 
~50 % due to uncertainties in their optical properties and emission inventories; 
see Figure 1.10. Shindell et al. (2013) evaluated model AAOD bias by 
comparing the modelled AAOD to the Ozone Monitoring Instrument (OMI), 
AErosol RObotic NETwork (AERONET) and ground-based lidars. Specifically, 
the modelled black carbon radiative forcing, with sources including fossil fuels 
and biofuel, was estimated as 0.24 ± 0.09 W m-2 (relative standard deviation of 
38%), although this value may be underestimated due to the AAOD bias 
(Shindell et al., 2013). Similarly, Myhre et al. (2013b) assessed the direct 
radiative forcing of black carbon in 16 climate models (AeroCom Phase II) and 
found a mean radiative forcing of 0.18 ± 0.07 W m-2 (relative standard deviation 
39%). This spread was attributed in equal measure to diversities in aerosol 
burden, mass extinction coefficient and the normalised radiative forcing; the 
latter depends on the aerosol SSA, underlying surface albedo, solar zenith 
angle and aerosol vertical distribution (Boucher and Anderson, 1995; Zhou et 
al., 2005; Seinfeld and Pandis, 2006; Myhre and Samset, 2015). It is interesting 
to compare these results to the AeroCom Phase I simulations whereby 9 
climate models predicted the BC radiative forcing to be 0.25 ± 0.08 W m−2 
(relative standard deviation 32%) (Schulz et al., 2006). Thus the more highly 
developed AeroCom Phase II models exhibited stronger BC radiative forcing 
diversity than the AeroCom Phase I models. In the following discussion I will 
examine the key factors driving the uncertainty in BC radiative forcing.  
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Figure 1.10: Annual mean absorbing aerosol optical depth measured by the 
OMI satellite instrument (top) and modelled using the ACCMIP models (bottom) 
for the period 2005–2007. Figure from Shindell et al. (2013).  
1.4.2 Factors that influence the radiative forcing of carbonaceous 
aerosols: intrinsic properties 
In this section, I will evaluate some of the key factors controlling the uncertainty 
in aerosol radiative forcing associated with intrinsic properties of carbonaceous 
aerosols. Intrinsic properties depend only on the type of aerosol and not on the 
number or concentration of aerosols (e.g. Vaughan et al., 2004). The aerosol 
SSA dominates the uncertainty in direct radiative forcing (McComiskey et al., 
2008; Loeb and Su, 2010; Sherman and McComiskey, 2018), which is a key 
input into radiative transfer models as highlighted in section 1.3. The aerosol 
SSA is governed by the relative strength of aerosol absorption and scattering 
(see equation 1.3) and is influenced by a number of factors including aerosol 
refractive index, size distribution, mixing state and shape, which will be 
discussed in turn in sections 1.4.2.1–1.4.2.4. 
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1.4.2.1 Refractive index 
The aerosol refractive index (RI) is a wavelength-dependent variable related to 
aerosol composition and has real and imaginary parts, which represent the 
scattering and absorbing components of aerosols, respectively (Seinfeld and 
Pandis, 2006). Accurate refractive indices are required to quantify the aerosol 
direct radiative effect, which controls the relative magnitudes of scattering and 
absorption and hence SSA (Zarzana et al., 2014). The RI of carbonaceous 
aerosol depends on the fuel type and burn conditions, which can be strongly 
source-dependent (e.g. Kirchstetter et al., 2004; Chakrabarty et al., 2010; Chen 
and Bond, 2010; Lack et al., 2012; Saleh et al., 2014; Liu et al., 2015b). 
Literature values of the real and imaginary parts of BC’s refractive index vary 
between 1.35 to 1.90 and 0.08i to 0.79i at 550 nm, respectively (Hungershoefer 
et al., 2008; Moteki et al., 2010; Bond et al., 2013), although a central value of 
1.95 −0.79i is recommended for void-free carbon (Bond et al., 2006, 2013).  
 
Uncertainties in the RI of organic aerosol (OA), another key component of 
carbonaceous aerosol that is typically co-emitted alongside BC, are large 
(Boucher et al., 2013; Myhre et al., 2013b; Wang et al., 2016). OA originating 
from biomass or biofuel burning is made up of a complex mix of organic 
compounds with varying optical properties, which are also dependent on the 
fuel type and burn conditions (e.g. Saleh et al., 2014, 2015). BrC is the light-
absorbing fraction of OA (e.g. Kirchstetter et al., 2004). Wang et al. (2014) 
summarised the imaginary part of the BrC RI based on a number of field and 
laboratory studies, which ranged between ~0.01i to 0.20i at wavelength 400 nm. 
Thus significant uncertainty surrounds the BrC contribution to total absorption of 
carbonaceous aerosol, which Chung et al. (2012b) estimated as 20 % at 550 
nm, Feng et al. (2013) estimated as up to 20 % over the solar spectrum and Lin 
et al. (2014) as 27 to 70 %. Modelling studies aimed at evaluating the direct 
radiative forcing of BrC are in the range 0.03–0.60 W m−2 and are uncertain due 
to BrC’s poorly constrained optical properties, governed by refractive index, 
which depend on the source, atmospheric processing and mixing state (Park et 
al., 2010; Feng et al., 2013; Lin et al., 2014; Wang et al., 2014, 2018; Saleh et 
al., 2015; Jo et al., 2016). As highlighted in Wang et al. (2018), to reduce the 
uncertainty associated with the direct radiative forcing of BrC, the general 
paucity of data must be addressed; specifically, (i) evaluation of how BrC’s 
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optical properties change globally due to source influences and (ii) how the 
optical properties of BrC change with photochemical aging.  
1.4.2.2 Size distribution 
The aerosol size distribution is a key parameter governing aerosols’ optical 
properties (Boucher et al., 2013). The treatment of the aerosol size distribution 
within a climate modelling framework is critically important for accounting for 
aging of aerosol components as aerosols undergo atmospheric processing to 
become internally mixed to varying degrees (see section 1.4.2.3). In the best 
case scenario, individual particle sizes and mixing states would be tracked from 
a range of sources and atmospheric processes such as condensation, 
evaporation and coagulation accounted for, although implementing this particle 
evolution within a global climate model framework would be prohibitively 
computationally expensive (Zaveri et al., 2010). In practice, aerosol size 
distributions are represented by either modal or sectional schemes (Myhre et 
al., 2013b and references therein; Matsui and Mahowald, 2017). Modal 
schemes represent aerosol size distributions using functions, typically log-
normal distributions, and assume that all particles within each mode have the 
same chemical composition, with multiple modes corresponding to a range of 
aerosol types (Matsui and Mahowald, 2017). Sectional aerosol schemes are 
relatively sophisticated, which represent aerosol composition and optical 
properties within discrete size ranges corresponding to a range of aerosol 
types. Disadvantages of both these schemes is due to grouping aerosol 
composition and mixing state together, which can lead to biases in ensemble 
aerosol optical properties (Zaveri et al., 2010).  
1.4.2.3 Aerosol mixing state 
BC’s optical properties depend on its mixing state (Bond et al., 2006), which is 
often described as being either externally or internally mixed. Although 
externally mixed BC is initially hydrophobic, BC can grow via condensation and 
coagulation with semi-volatile gases and hygroscopic organic aerosols, which 
can coat the BC cores leading to attraction of water and inorganic material 
(Andrews and Larson, 1993; Jacobson, 2002; Zaveri et al., 2010). External 
mixtures refer to a ‘heterogeneous population of homogeneous particles’ that 
are physically separated from each other (Bond and Bergstrom, 2006) (Figure 
1.11a). An internal mixture refers to particles that are either a ‘homogeneous 
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population of homogeneous particles’ (Figure 1.11b) or ‘internally 
heterogeneous’ (Figure 1.11c) in which an absorbing core (in the case of BC) is 
encapsulated by material (Fuller et al., 1999; Bond and Bergstrom, 2006; Bond 
et al., 2006). In-situ measurements have verified that BC is almost always 
internally mixed within hours of emission (e.g. Murphy et al., 2006; Moffet and 
Prather, 2009). Well-internally-mixed treatments (Figure 1.11b) whereby the 
refractive indices of the aerosol components are volume averaged to obtain a 
single RI for the composite aerosol are not physically plausible (Jacobson, 
2000). The Maxwell-Garnett mixing rule is a relatively complex approximation 
used to estimate the RI of internally mixed aerosols by accounting for small 
inclusions within a homogeneous matrix, which has been found to be more 
accurate than the volume averaging method (e.g. Riziq et al., 2007). However, 
the core-shell model (Figure 1.11c) best represents internal mixing of BC and 
other gaseous and aerosol components (Bond et al., 2006). 
 
 
Figure 1.11: Aerosol mixing state where (a) refers to an external mixture, (b) 
refers to a homogeneous population of internally homogeneous particles and 
(c) an internally heterogeneous mixture, whereby a core aerosol is 
encapsulated by a shell. Figure from Bond and Bergstrom (2006).  
Absorption of light by a BC core (Figure 1.11c) is enhanced due to the presence 
of a non-absorbing shell, which acts as a lens by focussing radiation onto the 
absorbing core (Fuller et al., 1999). This enhanced absorption, hereafter 
referred to as the ‘lensing effect’ can enhance absorption by up to a factor 2 
(Bond et al., 2006; Lack and Cappa, 2010). As pointed out by Lack and Cappa 
(2010), the absorption enhancement can lead to a change in the aerosol SSA. 
For certain combinations of BC core diameter and non-absorbing shell 
thickness (diameter > 50 nm, e.g. ~400 nm core and 400 nm shell), the SSA 
can decrease by up to 0.3 for an internal mixture relative to an external mixture. 
However, the absorption enhancement depends strongly on the core particle 
size, coating thickness and refractive index of the coating (Bond et al., 2006; 
Lack et al., 2012b). The magnitude of the absorption enhancement varies in a 
non-linear way with the core and shell diameters even for idealised concentric 
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core-shell models (Bond et al., 2006). Absorption enhancements may be 
significantly lower when internally mixed particles are positioned within a non-
concentric arrangement, which could be the case for originally hydrophobic BC 
particles (Fuller et al., 1999; Bond et al., 2006). Absorption is similarly over-
predicted for fractal, chain-like aggregates (see section 1.4.2.4) (Adachi et al., 
2010). Cappa et al. (2012) suggested that the absorption enhancement for BC 
derived from fossil fuel emissions is only 6 % at 532 nm and increased weakly 
with photochemical aging, in contrast to laboratory and theoretical calculations 
that suggested absorption enhancements potentially > 2. This finding suggests 
that the enhanced absorption may be a function of the BC source and thus 
needs to be explicitly accounted for in climate models (Cappa et al., 2012). To 
confound this, Lack and Cappa (2010) found that the enhanced absorption due 
to the lensing effect for BC cores encapsulated by BrC could be 25–50 % lower 
compared to BC cores with clear coatings (non-absorbing OA), dependent on 
wavelength (380–750 nm). This dependence of enhanced absorption on 
coating optical properties could lead to inaccuracies in estimates of radiative 
forcing due to the misrepresentation of the BC lensing effect. 
 
In addition to the uncertainty surrounding the fundamental magnitude of the 
absorption enhancement of internally mixed BC, there is also uncertainty 
relating to its implementation within climate models (Zaveri et al., 2010). Climate 
models account for the time-evolution of aerosol mixing state with a range of 
complexity, which is linked closely to the treatment of aerosol size. Many 
climate models use modal or sectional aerosol microphysical schemes to 
represent aerosol size distributions (Myhre et al., 2013b and references 
therein), which assume that all particles in a given mode or size range have the 
same mixing state (Zaveri et al., 2010) (see section 1.4.2.2). Zaveri et al. (2010) 
developed a particle-resolved model that explicitly evaluated individual particle 
mixing states and found that BC absorption was over-estimated by up to 30 % 
and SSA under-estimated by up to 0.07 under a sectional size distribution 
framework. This bias was due to artificial aging whereby all particles within a 
given size bin were assumed to be internally mixed to some degree. 
 
Moreover, climate models only account for BrC in a limited way due to 
uncertainties surrounding its sources, optical properties and mixing state (Wang 
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et al., 2018 and references therein). To account for internal aerosol mixing of 
BC and BrC components, modelling studies (e.g. Wang et al., 2014) typically 
apply a constant scaling factor for the lensing absorption enhancement, which 
therefore does not account for the suppression of lensing due to an absorbing 
BrC shell and likely leads to an overestimation of total absorption (Wang et al., 
2016). Saleh et al. (2015) further highlighted the importance of treating BrC 
absorption and mixing state simultaneously as they have a non-linear effect on 
absorption compared to externally mixed BC and BrC, which can lead to an 
overestimation of absorption. 
1.4.2.4 Aerosol morphology 
Atmospheric BC has a complex morphology that affects its optical properties 
(Bond et al., 2006; Radney et al., 2014). Freshly emitted black carbon is emitted 
as a chain aggregate (Martins et al., 1998; Bond and Bergstrom, 2006) 
consisting of a series of spherical particles, typically a few tens of nanometres in 
diameter (Mikhailov et al., 2006). These aggregates can collapse to form 
densely packed, spherical-like structures upon aging with organic aerosol, 
inorganic species and water (Hallett et al., 1989; Abel et al., 2003; Schnaiter et 
al., 2003; van Poppel et al., 2005). Interactions between adjacent spherules 
within BC aggregates can lead to a 30 % enhancement in absorption relative to 
their equivalent collapsed structures (Fuller, 1995; Bond and Bergstrom, 2006). 
Upon aging, enhanced absorption due to internally mixed black carbon is 
estimated to increase BC’s optical properties by a factor 1.5; this factor 
represents the net effect of a decrease in absorption due to a collapsed BC 
structure relative to a chain aggregate and the absorption enhancement due to 
BC coating (see section 1.4.2.3) (Bond et al., 2006).  
 
Core-shell model treatments accounting for enhanced absorption are commonly 
used in global climate models but may overestimate BC absorption by up to 30 
% due to the shape of BC particles and the position of BC within a coating 
(Adachi et al., 2010). This overestimation is in-line with Cappa et al. (2012), who 
found that the in-situ-measured absorption enhancement of black carbon was 
overestimated by up to a factor of 2 when compared to core-shell Mie theory. 
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1.4.3 Factors that influence the radiative forcing of carbonaceous 
aerosols: extrinsic properties 
I will now evaluate some of the key factors controlling the uncertainty in aerosol 
radiative forcing associated with extrinsic properties of carbonaceous aerosols. 
Extrinsic properties depend on the aerosol concentration (e.g. Vaughan et al., 
2004) and the geographic distribution of the aerosol in the horizontal and 
vertical (as demonstrated by Figure 1.9). 
1.4.3.1 Emissions inventories 
In order to assess the impact that carbonaceous aerosols have on the climate 
system, climate models must be supplied with emissions data, which depend on 
source emissions factors such as the amount of fossil fuel used in power-
generation plants and the amount of aerosol emitted during specific 
technological processes or biomass burning conditions (Lamarque et al., 2010). 
For example, the Global Fire Emissions Database 3 (GFED3) emissions 
dataset was used to account for biomass burning aerosol emissions in the 
Coupled Model Intercomparison Project Phase 5 (CMIP5) models for the IPCC 
AR5 assessment reports (Lamarque et al., 2010; Giglio et al., 2013). To derive 
the GFED emissions database, burned areas were identified using satellite 
observations (Giglio et al., 2010) combined with emission factors based on the 
dataset compiled by Andreae and Merlet (2001). The latest GFED emissions 
database (GFED4s) is based on an updated burned area product (Giglio et al., 
2013), which was able to account for small fires (i.e. with spatial scales < 500 m 
satellite pixels) as well as an updated aerosol emissions inventory based on 
extensive smoke measurements that had not undergone significant 
photochemical processing (Akagi et al., 2011). GFED4s global fire emissions 
were estimated to be 2.2 Pg C yr−1 between 1997–2016 with significant 
interannual variability (van der Werf et al., 2017). GFED4s carbon emissions 
estimates were 11 % higher compared to GFED3 during 1997–2016, likely due 
to the inclusion of small fires. The impact of this uncertainty on aerosol radiative 
forcing will become apparent in the CMIP6 simulations and the forthcoming 
IPCC AR6 assessments. Assessing the uncertainties of emissions estimates 
are difficult to quantify, although were estimated as 50 % for the GFED3 
database (van der Werf et al., 2017).  
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Carbonaceous aerosols are also emitted to the atmosphere from energy-related 
sources including industrial coal burning and transport (Bond et al., 2013). 
Emissions inventories representing energy-related sources are often estimated 
using a ‘bottom-up’ approach whereby emissions are calculated as the product 
of activity (for example, the mass of fuel burned) and emission factors (for 
example, grams of BC emitted per mass of fuel burned) (Bond et al., 2013). 
Global bottom-up emissions of energy-related BC (i.e. excluding biomass 
burning) are estimated to be 4800 Gg yr−1 with uncertainty bounds 1200 to 
15000 Gg yr−1. This range is due to a plethora of poorly-characterised BC 
sources and factors pertaining to energy-related combustion, which can be 
highly variable between countries (Bond et al., 2004, 2007, 2013; Junker and 
Liousse, 2008).  
1.4.3.2 Dependence of aerosol vertical structure 
The relative vertical positions of clouds and absorbing aerosols can enhance 
radiative forcing significantly (Haywood and Shine, 1997) and has been found 
to contribute to diversity in radiative forcing estimates (Zarzycki and Bond, 
2010; Samset and Myhre, 2011). Using 12 climate models (AeroCom), Samset 
et al. (2013) estimated that up to 50 % of the diversity in BC radiative forcing is 
attributable to differences in the BC vertical profile. Schwarz et al. (2013) found 
that model BC concentrations (AeroCom) can be biased high by a factor of 11 
(above 500 hPa) and by a factor of 3 (below 500 hPa) when compared to 
observations, independent of geographical location or season. This 
overestimation of BC concentration can be explained in part due to an 
overestimation in BC’s atmospheric lifetime (Hodnebrog et al., 2014).  
1.4.3.3 Sub-grid variability 
Climate models used for estimating aerosol radiative forcing typically have a 
minimum spatial resolution of ~120 km (Myhre et al., 2013b). These coarse 
model resolutions do not account for the significant sub-grid variability in, for 
example, aerosol optical depth and thus represent averages over those areas 
(Anderson et al., 2003; Weigum et al., 2016). Aerosol optical depths can vary 
significantly over scales as small as hundreds of metres (Redemann et al., 
2005). Weigum et al. (2016) found that monthly mean aerosol optical depths 
could be biased low by up to 30 % when using a climate model with spatial 
resolution of 10 km compared to 160 km. Biases in aerosol loadings propagate 
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to biases in radiative forcing, where Gustafson Jr. et al. (2011) found a 30 % 
bias in the daytime aerosol top of atmosphere (TOA) direct radiative forcing for 
a large percentage of central Mexico when running a climate model at 3 km and 
75 km. Neglect of variability in relative humidity, which governs the hygroscopic 
growth and subsequent aerosol light scattering properties, led to 
underestimates of the top of atmosphere direct radiative forcing of sulphate 
aerosol by as much as 73 % in a general circulation model with spatial 
resolution 160 km compared to a model with spatial resolution 2 km (Haywood 
et al., 1997a). In terms of black carbon, Weigum et al. (2012) quantified the 
scales of variability of BC plumes over the Pacific Ocean, finding that typical 
plume scales are between 80 to 100 km. This finding indicates that BC plumes 
far away from sources are approximately half of the size of current climate 
model resolutions and whilst still too small to be resolvable, they are certainly 
within reach as higher resolution models become available. 
1.4.4 Measurements for constraining aerosol representation in general 
circulation models 
In this section I will provide an overview of remote sensing and in-situ 
measurement techniques for determining aerosol optical and microphysical 
properties that can be used to constrain global climate model representation of 
aerosols and their associated aerosol-radiation interactions.  
1.4.4.1 Surface observation sites 
The Global Atmospheric Watch programme takes long-term, ground-based 
aerosol optical and microphysical measurements including aerosol optical depth 
(AOD), aerosol vertical profiles, aerosol absorption, scattering and 
backscattering coefficients, number concentrations, size distributions and 
chemical composition measurements (Global Atmospheric Watch, 2016). This 
measurement network quantifies the spatial and temporal variability of aerosol 
optical properties, which can be used to constrain long-term global climate 
model simulations (Asmi et al., 2013). Clear limitations of this measurement 
network is the density of such sites globally, which does not allow trends in 
aerosol properties to be extrapolated even to regional levels, as well as the 
financial and human effort required to maintain these sites (Asmi et al., 2013; 
Collaud Coen et al., 2013). To achieve statistically significant trends, multi-year 
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records of greater than ~8 years are typically required (Collaud Coen et al., 
2013). 
1.4.4.2 Passive satellite retrievals of aerosol optical depth and optical 
properties 
AOD is a key property retrieved by passive satellite sensors (Li et al., 2009) and 
has been used to evaluate and constrain global climate models (e.g. Bellouin et 
al., 2013). While major advantages of satellite-based observations include that 
they are global in coverage and have records going as far back as 25 years, 
uncertainties and biases are introduced to these type of observations due to (i) 
uncertainties in their calibrations (typically 0.5–5.0 %), (ii) their account of cloud 
screening, (iii) their assumed aerosol microphysical and optical models and (iv) 
their treatment of surface albedo (Li et al., 2009). A further drawback of passive 
observations is that information regarding the vertical profile, mixing state and 
size distribution of aerosols is limited. Passive remote sensing is generally 
unable to retrieve aerosol optical depth or aerosol properties when aerosol 
overlies cloud, which has typically been screened out, although significant 
research is on-going to allow accurate retrievals in these conditions (Meyer et 
al., 2015; Peers et al., 2015; Zhang et al., 2016). 
1.4.4.3 Ground-based remote sensing 
The AERONET program is a ground-based remote sensing network of over 300 
well calibrated sun photometers (Holben et al., 1998; Yu et al., 2006). 
AERONET determines the AOD as well as column integrated size distribution, 
SSA and Ångström exponent. AERONET has been extensively used to 
constrain satellite observations and climate model simulations (e.g. Yu et al., 
2006; Chung et al., 2012b; Ridley et al., 2016). Limitations of AERONET 
include that aerosol properties cannot be determined in cloudy conditions or 
when the AOD is not high enough for almucantar scans, the network has limited 
spatial coverage and the columnar nature of the retrievals cannot distinguish 
between aerosols with variable optical properties in different layers in the 
vertical. 
1.4.4.4 Active lidar sensing 
The Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) satellite 
instrument can be used to address the issue of uncertainty in aerosol vertical 
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distribution, which provides global, high resolution vertically resolved aerosol 
and cloud backscatter observations with a swath width ~ 30 m at wavelength 
532 nm (Winker et al., 2007; Kacenelenbogen et al., 2011). Although a number 
of studies have used CALIOP to determine aerosol vertical profiles and AOD, 
there exists uncertainty within the retrieval of these properties, which require 
validation (Kacenelenbogen et al., 2011 and references therein; Winker et al., 
2013; Young et al., 2013). A further drawback of this type of measurement is 
the small swath width of the retrieval, which only provides a snapshot of aerosol 
and cloud properties for any given overpass. 
1.4.4.5 In-situ measurements of aerosol optical properties 
Traditionally, during both long-term ground-based monitoring (Collaud Coen et 
al., 2013 and references therein) and during dedicated airborne measurement 
campaigns (e.g. Haywood et al., 2003b; Osborne et al., 2008; Johnson et al., 
2016), aerosol absorption coefficients have been retrieved using filter-based 
absorption photometry. This technique relies on determining the change in light 
transmittance across a particle-laden filter. This technique is subject to biases 
and, although a range of correction schemes have been proposed (Bond et al., 
1999; Weingartner et al., 2003; Arnott et al., 2005; Virkkula et al., 2005; Schmid 
et al., 2006; Collaud Coen et al., 2010; Virkkula, 2010; Müller et al., 2014), 
aerosol absorption biases in the range of 20–200 % can remain (Cappa et al., 
2008; Lack et al., 2008; Backman et al., 2014; Müller et al., 2014). See Chapter 
4 for more details regarding biases in filter-based absorption measurements. 
 
Similarly, nephelometry has typically been used to measure the aerosol 
scattering coefficient with uncertainties in the range 5–50 % (Anderson et al., 
1996; Heintzenberg and Charlson, 1996). Upon combination of these 
absorption and scattering coefficient measurements, Massoli et al. (2009) 
showed large uncertainties in the aerosol SSA can arise in the range 3 % 
(SSA=1) rising to 30 % (SSA=0.4). Massoli et al. (2009) further showed that 
deriving the SSA from independent measurements of the absorption coefficient 
using photoacoustic spectroscopy and extinction coefficient using cavity ring-
down spectroscopy leads to significantly lower uncertainties in the range < 1 % 
at SSA=1 rising to 8 % at SSA=0.4. 
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While advancements in aerosol optical measurements through airborne 
photoacoustic spectroscopy and cavity ring-down spectroscopy have proved 
successful and provide sensitive and accurate absorption and extinction 
coefficients, their spatial representativeness is a major disadvantage (Langridge 
et al., 2011; Lack et al., 2012a).  
1.5 Summary and aims of this thesis 
The overarching aim of this thesis is to reduce the uncertainty surrounding 
aerosol radiative forcing and hence the uncertainty that aerosols introduce to 
future climate change scenarios. The three main research areas covered 
throughout this thesis include: 
1. Developing state-of-the-art instrumentation for the measurement of 
aerosol optical properties and quantifying the accuracy of these 
measurements whilst simultaneously verifying the accuracy of the 
instrument calibration procedure.  
2. Evaluating biases in filter-based absorption photometry measurements 
by comparison to state-of-the-art instrumentation for a range of aerosol 
sources. 
3. Evaluating the sensitivity of the direct radiative effect to aerosol and 
cloud optical depths using a combination of offline radiative transfer 
modelling, satellite observations and global climate models simulations. 
The focus is on biomass burning aerosols over the Southeast Atlantic 
Ocean. 
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2 EXSCALABAR (EXtinction, SCattering and 
Absorption of Light for AirBorne Aerosol Research) 
 
Components of this chapter are based on the following publication, a copy of 
which is provided in Appendix D: Davies, N. W. et al. (2018) ‘On the accuracy of 
aerosol photoacoustic spectrometer calibrations using absorption by ozone’, 
Atmospheric Measurement Techniques, 11(4), pp. 2313–2324. doi: 
10.5194/amt-11-2313-2018. 
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2.1 Chapter overview 
In this chapter I will introduce EXSCALABAR, a state-of-the-art suite of 
instruments used for the measurement of aerosol optical and physical 
properties. This chapter begins with an overview of EXSCALABAR’s 
measurement capabilities followed by detailed descriptions of each instrument, 
namely the photoacoustic and cavity ring-down spectrometers, including details 
of the relevant underlying physics. I then assess the performance of these 
instruments.  
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2.2 Instrument description 
2.2.1 Overview 
EXSCALABAR measures a range of aerosol optical and physical properties as 
summarised in Table 2.1. The general instrument design was based on the 
design by Langridge et al. (2011) and Lack et al. (2012a) although there have 
been various modifications to the mechanical layout of the optical enclosure, 
optical cell designs, number of cells and the flow system. 
 
Aerosol absorption and extinction coefficients are measured using 
photoacoustic spectroscopy (PAS) and cavity ring-down spectroscopy (CRDS) 
respectively at fixed visible wavelengths within the range 405 to 658 nm. 
Absorption coefficients are measured for ambient and thermally denuded 
aerosols, enabling evaluation of the enhanced absorption due to the lensing 
effect as well as attribution of absorption to black and brown carbon. Aerosol 
extinction coefficients are measured under dry conditions (< 30 % relative 
humidity) and at elevated relative humidity (70 % and 90 %), enabling 
evaluation of the dependence of aerosol extinction on hygroscopic growth at 
405 nm. Ambient aerosol absorption coefficients are also measured using filter-
based absorption photometry, namely a commercially available Tricolor 
Absorption Photometer (TAP) (Brechtel, 2901), facilitating direct comparison 
between PAS and filter-based absorption photometry. A detailed description of 
the TAP and an assessment of its performance in terms of measurement 
accuracy and minimum sensitivity will be provided in Chapter 4. Aerosol size 
distributions are measured using an optical particle counter, namely a 
commercially available Passive Cavity Aerosol Spectrometer Probe (PCASP) 
(DMT, PCASP-100X). The PCASP-100X has been used for measuring the size 
distributions of aerosols including from airborne platforms for many years (e.g. 
Haywood et al., 2003, 2008; Ryder et al., 2013; Johnson et al., 2016) and its 
performance will not be documented here.  
Instrument Measurement Wavelengths 
(nm) 
Conditioning  
Photoacoustic 
spectrometers  
Absorption 
coefficient  
405, 514, 658 Dry (< 30 %), 
thermally 
denuded  
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Cavity ring-down 
spectrometers 
Extinction 
coefficient  
405, 658 Dry (< 30 %), 
elevated relative 
humidity (70 %, 
90 %) 
Tricolor 
Absorption 
Photometer 
Absorption 
coefficient  
467, 528, 652 Dry (< 30 %) 
Passive Cavity 
Aerosol 
Spectrometer 
Probe – 100X 
Aerosol size 
distribution 
632.8 Dry (< 30 %) 
Table 2.1: EXSCALABAR optical and physical measurements.  
The EXSCALABAR instrument is fitted to two aircraft racks as shown in Figure 
2.1. The photoacoustic and cavity ring-down spectrometers are located within 
an optical enclosure (the black box in Figure 2.1; Figure 2.2), which is in turn 
mounted to an aircraft rack using anti-vibrational mounts. This rack also 
contains the TAP, PCASP, flow conditioning (including thermal denuder, particle 
filter and mass flow controllers), water cooling system (used to remove the heat 
from the lasers and thermoelectric coolers used for temperature regulation 
throughout the instrument), humidification system and computer systems. The 
second aircraft rack contains a sample pump, ozone generation equipment, 
power supplies, further flow system components and oxygen and zero-air 
cylinders.  
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Figure 2.1: The EXSCALABAR instrument fitted to the Facility for Airborne 
Atmospheric Measurements (FAAM) research aircraft.  
 
Figure 2.2: Inside the EXSCALABAR instrument’s optical enclosure. The 
instruments on the left are the photoacoustic spectrometers and those on the 
right are the cavity ring-down spectrometers.  
2.2.2 Flow system 
Ambient aerosol is sampled from a common inlet at a volumetric flow rate of 8 
litres per minute (L min-1) where it is dried to < 30 % relative humidity 
(Permapure, PD100T-12MSS), stripped of absorbing gaseous species including 
ozone and nitrogen dioxide (MAST Carbon) and passed through a 1.3 µm 
aerodynamic diameter impactor (Brechtel, custom design) to remove super-
micron particles. A series of flow splits (Brechtel, 1110 and 1104) evenly 
distribute the aerosol-laden stream between the suite of instruments, which 
	 61 
each sample the aerosol at a volumetric flow rate of 1 L min−1, as shown in 
Figure 2.3. For the thermally denuded PAS measurements, the aerosol-laden 
stream flows first through a catalytic stripper (Catalytic Instruments, CS015) 
which is heated to 350 °C to remove volatile species from the aerosol. The 
thermal denuder can be optionally bypassed during sampling by using a pair of 
automated ball valves (Hanbay, MDM-060DT). For the humidified extinction 
measurements, the aerosol-laden stream flows first through a custom-built 
humidifying system whereby deionised water is circulated around a Nafion 
membrane (Permapure, MD-100), which permeates through the membrane as 
the sample flows through it. Varying the temperature of the water controls the 
relative humidity. The gas-phase extinction coefficient is measured at 405 nm. 
Given the use of an inlet scrubber, this channel serves as nothing more than a 
check to ensure full removal of absorbing gaseous species. The PCASP uses 
an isokinetic pickoff with a volumetric flow rate of 0.06 L min−1. Sample flow can 
be optionally diverted through a particle filter to characterise the background, 
i.e. particle-free, signal in all cells. Filtered zero-air flows across the mirrors in 
the cavity ring-down spectrometers at a flow rate of 0.01 L min−1 per mirror to 
prevent particle contamination. A diagram of the full flow system is provided in 
Appendix A.  
 
Figure 2.3: EXSCALABAR flow diagram indicating the relative positions of the 
PAS and CRDS cells, optical particle counter (OPC) and TAP. Figure adapted 
from Fox et al. (2017).  
Ozone is used to calibrate the PAS cells and full details relating to this 
calibration procedure can be found in Chapter 3. For calibration of the PAS 
cells, ozone is generated using a coronal discharge ozone generator (Longevity 
Resources, EXT120-T) from high purity oxygen (99.999 %, BOC, grade N5.0). 
The ozone-laden stream is split approximately evenly between the PAS and 
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CRDS cells using a manifold equipped with 300 µm diameter orifices, as shown 
in Figure 2.4. Teflon tubing is used throughout the ozone flow system to 
minimise contamination and to reduce ozone losses. During calibration, sample 
flow is passed first through a pressure controller (Alicat Scientific, PC series), 
which can be used to lower the pressure in the entire instrument. This 
functionality allows the pressure dependence of the PAS calibrations to be 
evaluated, which is useful if taking measurements at altitudes other than 
ground-level, for example when on board the Facility for Airborne Atmospheric 
Measurements (FAAM) research aircraft.  
 
Figure 2.4: Schematic diagram of the ozone generation system. The stars 
indicate the ozone flow path, which enters the cells through different ports to the 
main aerosol flow. The PAS/CRDS wavelengths are centred at 405, 514 and 
658 nm respectively. Abbreviations: ‘MFC’: mass flow controller.  
All flow rates are controlled using mass flow controllers (Alicat Scientific, MC 
series), which are pumped using a Varian scroll pump (IDP-3). The exhaust 
stream is dried using silica gel and scrubbed for ozone before leaving the 
instrument.  
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2.3 Cavity ring-down spectroscopy (CRDS) 
2.3.1 Principles of CRDS 
Cavity ring-down spectroscopy (CRDS) is a highly sensitive technique used to 
measure the optical extinction coefficients of gases and particulate matter 
(O’Keefe and Deacon, 1988; Romanini et al., 1997) without the need for 
instrument calibration (e.g. Miles et al., 2011). Although a number of variants of 
CRDS exist (Brown, 2003), this description will focus on continuous-wave 
CRDS pertinent to the EXSCALABAR instrument. A central component of 
CRDS is a cavity bounded by two highly reflective mirrors. Laser light incident 
on the front mirror (closest to the laser) leads to a build up of light intensity 
within the cavity that, upon reaching a threshold value, is rapidly switched off. 
The relative light intensity exiting the cavity through the back mirror (furthest 
from the laser) is measured using a photomultiplier tube (PMT). The PMT signal 
decays exponentially with time as light is attenuated due to absorption and 
scattering by gaseous and aerosol species within the cavity, mirror 
transmittance loss and diffraction loss. Measuring the decay rate of light 
intensity exiting the cavity as opposed to the absolute change in intensity 
ensures independence from any fluctuations in laser power thus avoiding the 
need for a stable laser source and the uncertainty associated with shot-to-shot 
variability (Meijer et al., 1994). Ensuring that the laser is turned off rapidly (order 
< 10 nanoseconds) relative to ring-down events (order several hundred 
microseconds) avoids the need for fast external optical switching devices for the 
attenuation of laser light (Langridge et al., 2011). Figure 2.5 describes the key 
components of a cavity ring-down spectrometer. An optical isolator (Faraday 
rotator) prevents back-reflections re-entering the laser, which can cause 
damage. A purge gas flow prevents aerosol deposition onto the mirrors, which 
would lead to loss of sensitivity and potentially multi-exponential ring-down 
events. 
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Figure 2.5: Key components of a cavity ring-down spectrometer.  
2.3.1.1 Ring-down time 
The Beer-Lambert law describes how the light intensity, ! , changes as it 
propagates through an optically active species, i.e. one that absorbs and/or 
scatters light, and can be expressed as  
 ! !, ! = !! exp −!!"#!" , (2.1) 
where !!"# is the extinction cross section (units m2), ! is the particle number 
density (units m−3) or molecular density (units molecules m−3) and ! (units m) is 
the path length through the sample (Seinfeld and Pandis, 2006). The light 
intensity exiting a cavity ring-down spectrometer can be expressed as  
 ! !, ! = !!!"# −!! !  , (2.2) 
where !! is the light intensity exiting the cavity immediately after the laser has 
been switched off, t is the time since the laser has been switched off, ! !  is the 
’ring-down’ time, defined as the time taken for the transmitted light intensity to 
fall by a factor 1/e, and !  is the wavelength of light (e.g. Romanini and 
Lehmann, 1993; Zalicki and Zare, 1995; Wheeler et al., 1998; Brown, 2003). 
For a cavity containing an optically active species, the ring-down time can be 
expressed as  
 ! ! = !! ! ! + ℒ ! + !!"# ! !! + !! ! !  (2.3) 
and for a cavity without an optically active species this reduces to the ‘empty 
cavity ring-down time’ (Brown, 2003), given by 
	
Laser	source	 Faraday	rotator	 PMT	
Sample	in	 Sample	out	
Mirrors	Purge	gas	 Purge	gas	
Cavity	length,	d	Sample	length,	ls	
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 !! ! = !! ! ! + ℒ ! + !! ! !  (2.4) 
where ! is the distance between the mirrors, ! is the speed of light, ! !  is the 
mirror transmittance, ℒ !  is the mirror diffraction loss, !!"# !  is the extinction 
coefficient (units m−1) of the optically active gaseous or aerosol species, !! is the 
cavity length occupied by the optically active species (units m) and !! !  is the 
Rayleigh scattering coefficient (units m−1).  
 
Figure 2.6: Modelled exponential decay of light intensity within a cavity ring-
down spectrometer with and without an optically active species.  
Manipulating equations 2.3 and 2.4 leads to an expression for the extinction 
coefficient,  
 !!"# ! = !!!! 1! ! − 1!! !  , (2.5) 
where the two ring-down times ! and !! are determined by fitting an exponential 
decay to the associated ring-down events using equation 2.2. Figure 2.6 
demonstrates how the light intensity within a cavity ring-down spectrometer 
decays exponentially for an empty cavity and for a cavity containing an optically 
active species.  
2.3.1.2 The stability criterion 
A stable resonant optical cavity is needed to perform sensitive CRDS 
measurements, and is readily achieved by trapping a laser beam between 
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focusing spherical concave mirrors. The focal length, !, for a curved mirror is 
defined as (Kogelnik and Li, 1966)  
 ! = !2 (2.6) 
where ! is the mirror radius of curvature. A cavity is stable if the mirror foci 
lengths are both greater than half of the mirror separation, as Figure 2.7 shows. 
The stability criterion for a resonant cavity is thus defined as 
 0 < !!!! < 1 (2.7) 
where !! and !! are the stability parameters, defined as 
 !!,! = !!!,! , (2.8) 
where !! and !! are the mirror radii of curvature corresponding to !! and !! 
respectively and ! is the mirror spacing (Kogelnik and Li, 1966).  
 
Figure 2.7: Stability conditions for a resonant cavity with mirror spacing, d, and 
mirror curvature radii, R1,2, leading to mirror foci points, f1,2.  
2.3.1.3 Cavity mode structure 
Resonant optical cavities are inherently frequency selective independent of the 
laser pulse bandwidth such that only a discrete number of frequencies are sup- 
ported, known as the ’transverse’ and ’longitudinal’ modes of propagation or 
more formally as the transverse-electromagnetic (TEM) modes (Hodges et al., 
1996; Lehmann and Romanini, 1996; Martin et al., 1996). Transverse modes 
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arise due to interference in a plane perpendicular to the direction of light 
propagation due to self-reproducing amplitude and phase distributions 
(Siegman, 1986). Figure 2.8 shows the spatial intensity patterns associated with 
several low-order transverse modes in a plane perpendicular to the direction of 
light propagation. 
 
Figure 2.8: Spatial intensity patterns of light exiting a rectangular cavity 
associated with some of the low-order transverse-electromagnetic (TEM) 
modes looking in a plane perpendicular to the axis of light propagation. Figure 
from Kogelnik and Li (1966).  
It follows that interference in frequency space described by Fabry-Perot theory 
leads to longitudinal modes of propagation along the axis of light propagation 
(Zalicki and Zare, 1995). These TEM modes satisfy the round-trip phase shift 
condition such that,  
 !" = 2!"#! − ! + ! + 1 !"##$% !!!!  , (2.9) 
where ! , !  and !  are integers, leading to constructive and destructive 
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interference of frequency components, and ! is the laser light frequency; the 
right hand term accounts for the additional phase shift induced by the spherical 
mirrors (Kogelnik and Li, 1966). Figure 2.9 describes four possible longitudinal 
modes associated with a particular transverse mode along the axis of light 
propagation between the two mirrors. These longitudinal modes were 
generated using equation 2.9 for ! = 1, 2, 3 and 4 such that the phase change 
over the length of the cavity equals !" (Hodges et al., 1996). The black line 
corresponds to the fundamental longitudinal mode (! = 1). The blue, green and 
red lines correspond to q=2,3 and 4, respectively. 
 
Figure 2.9: An example of four possible cavity longitudinal modes associated 
with a particular transverse mode.  
It follows that the resonant frequencies supported by a cylindrical cavity are  
 !!"# = !2! ! + ! + ! + 1! !"##$% !!!!  , (2.10) 
where !!"# are the resonant frequencies. The widths of the resonant modes 
are defined as  
 Δ!!"#$ = ! 1− ℛ2!" ℛ  , (2.11) 
from which the finesse of the cavity, ℱ can be defined as  
 ℱ = !"#Δ!!"#$ = ! ℛ1− ℛ  , (2.12) 
where ℛ is the reflectivity of the mirrors and FSR (free spectral range) is the 
frequency separation between adjacent longitudinal modes, equal to c/2d 
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(Lehmann and Romanini, 1996). A high finesse cavity is characterised by both 
a high resolving power and low losses/high recirculating power (Siegman, 
1986).  
To observe an absorption feature, or similarly extinction due to scattering 
particulate matter, there must be an overlap in frequency space between the 
absorption feature, the laser frequency and at least one resonant cavity mode. 
Absorption features can be missing altogether if the absorption frequency falls 
between adjacent cavity modes. Therefore it is important to assess the relative 
sizes and overlaps of the laser bandwidth, ! ! , the absorption feature 
linewidth, !!"# ! , and the cavity resonant frequencies, !!"#. The absorption 
linewidth must be at least a factor two larger than the laser bandwidth to ensure 
a first order rate constant such that Beer’s law is valid and a purely exponential 
decay of light intensity ensues, dependent on the strength of absorption of the 
sample (Zalicki and Zare, 1995). Figure 2.10 succinctly describes the overlap 
condition between the three components, where !  is equivalent to !!"#  in 
equation 2.10, and where ! !  is equivalent to !!"# ! . Overlap of the three 
components ensures that the absorption feature will be observed. The 
absorption feature is broad relative to the laser bandwidth, hence Beer’s law is 
valid and a purely exponential decay of light intensity ensues (Zalicki and Zare, 
1995).  
 
Figure 2.10: The frequency overlap condition for the laser bandwidth, 
absorption feature and cavity resonant modes. The absorption feature is 
represented by  ! ! , the laser profile by ! !  and the position of cavity 
longitudinal modes by !. Figure from Zalicki and Zare (1995).  
Using a pulsed or multi-mode diode laser source with a broad bandwidth 
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ensures overlap of many cavity resonant modes. Assuming that only a single 
transverse mode is excited, each of the associated longitudinal modes that 
overlap the laser pulse frequency will contribute to the transmitted intensity. A 
broad absorption feature, !!"# !  >> ! ! , can be considered constant over the 
pulse bandwidth such that the coupling into each cavity mode is equal; this 
condition ensures that all modes decay equally leading to a single exponential 
decay of the transmitted intensity. Significant deviation from an exponential 
decay occurs if the width of the absorption feature approaches the laser 
bandwidth due to the variable coupling strength in to each resonant mode; in 
this case the intensity decay would be non-exponential (Zalicki and Zare, 1995; 
Hodges et al., 1996).  
Thus far it has been assumed that only the fundamental transverse mode, 
TEM00, is active within the cavity. This condition can be achieved by spatially 
shaping the laser pulse using a pinhole iris and ensuring accurate on-axis 
injection into the cavity, i.e. perpendicular to the mirror surface (Scherer et al., 
1997). There also exist laser sources which emit specific TEMmn modes. Figure 
2.8 provides examples of several low-order transverse modes. However, 
multiple transverse mode excitation can lead to multi-exponential ring-down 
decays, even in the absence of absorbing or/and scattering species; this multi-
exponential behaviour is caused by mode-dependent attenuation due to 
variable mirror diffraction loss and imperfect mirror reflectance. Each transverse 
mode experiences a varying level of diffraction as it travels through the cavity 
leading to different mirror ’spill over’ in which energy is lost due to the finite 
extent of the mirror (Siegman, 1986). Furthermore, the varying spatial profiles of 
each transverse mode can interact with different areas of the mirror leading to 
loss of energy due to non-uniformity in the mirror reflectance due to imperfect 
coating and particle deposition on the mirror surface (Lehmann and Romanini, 
1996).  
Aerosol absorption features, !!"# ! , are broad relative to, for example, 
molecular absorption features and thus overlap with many cavity resonance 
modes, which avoids the requirement for careful cavity design to ensure that 
the absorption features do not fall between cavity modes, as is possible for 
molecular absorption lines (Berden et al., 2000).  
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2.3.2 EXSCALABAR CRDS design 
2.3.2.1 Mechanical layout 
The CRDS cells, including the cavities, lasers, optical detectors and mirrors, are 
mounted to a carbon fibre cage located within the optical enclosure as shown in 
Figures 2.2, 2.11 and 2.12. The cage is split into two layers to ensure that all 
five CRDS cells fit physically into the optical enclosure. All lasers (Toptica, 
iBeam Smart-S) are continuous wave diode lasers and are protected from back-
reflections using Faraday isolators (Thorlabs, IO-5-405-LP and IO-3D-660-
VLP). A 658 nm laser (130 mW) pumps the red cell, a 405 nm laser (120 mW) 
pumps an elevated relative humidity blue cell and a second 405 nm laser (300 
mW) pumps the three remaining blue cells as shown in Figures 2.11 and 2.12. 
Laser wavelengths and line widths were measured using an Avantes 
spectrometer (CompactLine) for the blue wavelengths and a Hamamatsu 
spectrometer (C11697MB) for red wavelengths. The high-reflectivity CRDS 
mirrors are located within an optical mount that is anchored directly to the 
carbon fibre cage. Actuators allow the positions of the mirror mounts to be 
moved forwards or backwards, one corner at a time, to adjust the angle of the 
mirrors. Optimisation of the mirror alignment maximises the path length of the 
laser beam through the CRDS cells.  
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Figure 2.11: Layout of CRDS components and their positions within the carbon 
fibre cage (bottom layer).  
 
 
Figure 2.12: Layout of CRDS components and their positions within the carbon 
fibre cage (top layer).  
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A computer-aided design drawing highlighting the key features of the 
EXSCALABAR CRDS cells is shown in Figure 2.13. All cells are located within 
a carbon fibre cage, as shown in Figures 2.11 and 2.12.  
 
Figure 2.13: CRDS cell design in the EXSCALABAR instrument.  
Cavity mirrors are manufactured from fused silica with wavelength-specific 
coatings, 25 mm diameter, radii of curvature of 1 m and reflectivities in excess 
of 99.99 % (Layertec GmbH, red 660 nm; CVI Laser Optics, blue 405 nm). A 
high purity zero-air flow (BOC, 270028-L) set to 10 cm3 min−1 per mirror is 
introduced across the mirrors to prevent particle contamination. The CRDS cells 
are manufactured out of aluminium. Lasers are operated with square wave 
modulation at a frequency of 2000 Hz. The laser spectral widths are > 100 GHz 
and much larger than the free spectral range of the optical cavities (~ 350–400 
MHz). These broad laser spectral widths allow passive coupling to occur rather 
than relying on an active mechanism to match the laser frequency to a cavity 
mode. Photomultiplier tubes detect light exiting the cavity (Hamamatsu, H9433-
201) at a rate of 2.5–4.0 MHz, dependent on the CRDS cell, and were protected 
from stray light using narrow band interference filters (Thorlabs, FB405-10 and 
FB660-10). Each time the laser is turned off, the digitised PMT voltage signal 
decays exponentially. Each ring-down event is recorded for 250 µs. The signal 
is fitted to a single exponential function to extract the cavity ring-down time 
using a Fast Fourier Transform fitting algorithm, which enables significantly 
faster exponential function fitting compared to, for example, the Levenberg-
Marquardt algorithm (Everest and Atkinson, 2008). Cavity mirror-to-mirror 
lengths range from 371 to 423 mm yielding geometric RL factors in the range 
1.150 to 1.173. The RL factors appropriate for aerosol measurements were 
determined from the geometric dimensions of the detection cells. As highlighted 
by Fuchs et al. (2008), the RL factor for detection of gaseous species can be 
	 74 
different from this value, due to the ability of gaseous samples to diffuse. The 
gaseous RL factors were evaluated by measuring the change in the ring-down 
times for filtered air plus ozone in (i) standard operation whereby ozone partially 
diffuses into the volume between the sample inlet and mirror and (ii) non-
standard operation whereby ozone filled the entire mirror-to-mirror length of the 
cavity. This procedure resulted in RL factors 1.05 (658 nm) and 1.04 (405 nm). 
2.4 Photoacoustic spectroscopy  
2.4.1 Principles of photoacoustic spectroscopy  
The PAS principle relies on converting energy from a light source into sound, as 
highlighted in Figure 2.14 (Moosmüller et al., 2009). Light-absorbing media, 
such as aerosol, transfer electromagnetic energy into thermal energy that heats 
the surrounding air. This gaseous heating generates a pressure wave that 
propagates radially away from the heated aerosol particle (Moosmüller et al., 
2009).  
 
 
Figure 2.14: The photoacoustic effect where (A) light is incident upon an 
aerosol, (B) the aerosol absorbs part of the incident light leading to heating, (C) 
the air surrounding the aerosol increases in temperature and (D) the 
surrounding air expands leading to a pressure wave. Figure from Moosmüller et 
al. (2009).  
The acoustic signal generated when a particle absorbs light can be amplified 
using an acoustic resonator such that the periodic heating of the sample, driven 
by an intensity-modulated light beam, is performed at the same frequency as a 
standing acoustic (pressure) wave eigenmode of the acoustic resonator (Miklós 
et al., 2001). The eigenmode structure within a cylindrical acoustic resonator 
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can be described using standing wave theory, such that the resonant 
frequencies occur at  
 !!"# = !2 !!"! ! + !! ! !!, (2.13) 
where ! is the speed of sound, !!" is the jth zero of the mth Bessel function 
divided by ! (where ! and ! are integers representing the radial and azimuthal 
resonant modes, respectively), !  is an integer number representing the 
longitudinal resonant modes, ! is the resonator radius and ! is the resonator 
length. For the acoustic resonators in EXSCALABAR (see section 2.4.2), the 
radial and azimuthal modes of propagation would occur at significantly higher 
frequencies than the longitudinal modes of propagation, of the order ~10000 Hz 
as opposed to ~1000 Hz, respectively, calculated using equation 2.13. 
Therefore, if the length of a resonator is much larger than its radius, the 
acoustic field generated can be assumed to be composed of longitudinal modes 
only (Miklós et al., 2001). Hence these radial and azimuthal resonances will not 
interfere with the longitudinal resonances and can be ignored. It follows that the 
resonant frequencies corresponding to the longitudinal standing pressure 
waves within a cylindrical cavity can be approximated as 
 
 !! = !"2 ! + Δ! , ! = 1,2,3,… (2.14) 
where Δ! = 0.6! is the end correction due a mismatch between the 1D field 
inside the resonator and 3D field outside (in the buffer volume in the 
EXSCALABAR PAS design; see section 2.4.2), where ! is the radius of the 
resonator (Miklós et al., 2001). Excitation of a PAS cell eigenmode over 
repeated heating cycles amplifies the photoacoustic pressure signal for 
detection by a microphone located within the PAS cell (Arnott et al., 1999; 
Miklós et al., 2001; Moosmüller et al., 2009). 
 
When the light source is operated at a resonant frequency of the acoustic 
resonator, the pressure at the microphone can be expressed as  
 
 ! = !! !! !!"#!! , (2.15) 
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where !!"# is the absorption coefficient of the gaseous or aerosol species within 
the resonator, !!  is the laser power and !! !!  is the cell constant, which 
describes the sensitivity of the photoacoustic resonator at a given cell 
resonance frequency, !!, where ! = !"# (Miklós et al., 2001). In theory, for a 
cylindrical cavity with a resonance quality factor, Q > 50, the cell constant is 
equal to  
 !! !! = ! − 1 !!!!!! , (2.16) 
where ! is the ratio of isobaric to isochoric specific heats of air, ! is the cell 
quality factor and ! is the cross-sectional area of the resonator (Arnott et al., 
1999; Miklós et al., 2001). Equation 2.16 leads to the widely applied formula for 
photoacoustic spectroscopy within a cylindrical resonator (Arnott et al., 1999), 
 !!"# = !!!! !! − 1!!!!! , (2.17) 
where !! is the microphone signal. The amplitude of the microphone signal at 
the modulation frequency is linearly related to the sample absorption coefficient. 
Therefore the microphone signal can be readily calibrated to yield sample 
absorption directly (e.g. Arnott et al., 2000; Lack et al., 2006, 2012; Schmid et 
al., 2006). In Chapter 3, I provide details regarding PAS calibrations.  
 
Multi-pass optics are used to increase the circulating light intensity within the 
PAS cells, which provides increased sensitivity through increased sample 
heating (e.g. McManus et al., 1995; Nägele and Sigrist, 2000; Lack et al., 2006, 
2012). This approach is advantageous for aerosol studies compared to single 
pass methods employing higher laser powers, as it increases sampling heating 
without exposing individual particles to large temperature changes which could 
lead to loss of semi-volatile species through evaporation (McManus et al., 1995; 
Lack et al., 2006).  
2.4.2 PAS design in EXSCALABAR 
2.4.2.1 Mechanical layout 
The PAS cells, including the resonators, lasers, optical detectors and mirrors, 
are mounted in parallel to a carbon fibre cage that is formed of a single layer, as 
shown in Figures 2.2 and 2.15. Each PAS cell is pumped using individual 
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Toptica iBeam Smart lasers (Toptica Photonics), which have wavelengths of 
405, 514 and 658 nm and generate light with powers 300, 100 and 130 mW 
respectively. Laser wavelengths and line widths were measured using an 
Avantes spectrometer (CompactLine) for the blue and green wavelengths and a 
Hamamatsu spectrometer (C11697MB) for red wavelengths. Mirrors are 
mounted directly to the PAS cells, as shown in Figure 2.16, and can rotate to 
allow alignment. 
 
Figure 2.15: Layout of PAS components and their positions within the carbon 
fibre cage.  
Photoacoustic detection cells are based on the dual-resonator design of Lack et 
al. (2012a) except that the planar windows were replaced with Brewster angle 
windows (Thorlabs, BW2502), which minimise reflection losses within the multi-
pass optical system. See Figure 2.16 for a computer-aided design drawing of 
the PAS cell design. Each PAS cell consists of two cylindrical resonator cavities 
(a lower signal and upper reference resonator) coupled through buffer volumes 
on either side for noise suppression (Lack et al., 2006).  
 
	 78 
 
Figure 2.16: PAS cell design used in the EXSCALABAR instrument.  
The cells are manufactured from aluminium and have a total volume of 200 
cm3. Individual resonant cavities have dimensions of 110 mm length and 9.5 
mm radius. The cell is positioned within a multi-pass optical system formed by 
two cylindrical mirrors located outside of the PAS cell with mirror radii of 
curvature of 430 mm (front mirror, closest to laser) and 470 mm (back mirror). 
The concavities of the two mirrors are rotated 90° to each other. Each mirror is 
coated with a wavelength-specific dielectric coating to yield reflectivities 
exceeding 99.9 %. Laser light is injected into each multi-pass system through a 
2 mm hole in the centre of the first mirror. Light exiting the multi-pass system is 
measured using a photodiode (Thorlabs, S121C) positioned behind the second 
mirror. In an optimally aligned system, the laser would pass through the 
acoustic resonator 182 times (Silver, 2005; Lack et al., 2012a). However, no 
effort is made to achieve this limit in the current system. Alignment is conducted 
by visual inspection of the spot pattern only, which almost certainly results in a 
lower number of passes. Quantifying the number of passes through the 
resonator is however not critical. Light exiting the resonator is measured using a 
photodiode, which allows the PAS signal to be corrected for any laser power or 
alignment instability (Lack et al., 2012a). The acoustic signal is detected using 
microphones (Knowles Acoustics, EK-23132) positioned half way along the 
lengths of each resonator to coincide with the pressure antinode corresponding 
to the lowest-order (n = 1) acoustic eigenmode of the photoacoustic cell.  
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The sample passes through both resonators but laser light passes only through 
the lower, signal resonator. The photoacoustic response is defined as the 
magnitude of the frequency domain response at the n = 1 eigenfrequency and 
is referred to hereafter as the integrated area (IA). A speaker (Knowles 
Acoustics, ES-23127-000) is located in the reference resonator to enable 
periodic measurement of the cell resonant frequency and quality factor, which 
change with temperature and pressure (Lack et al., 2012a). Following each 
speaker measurement, the laser modulation frequency is automatically adjusted 
to match the derived cell resonance frequency. The responses from the two 
microphones are passed through a differential amplifier and Fourier-
transformed to the frequency domain. Differential amplification removes 
acoustic and electronic noise common to both resonators at the cell resonance 
frequency. To account for noise that is not common to both resonators, i.e. 
background acoustic noise generated due to laser heating of optical windows, 
the PAS IA for aerosol-filtered air is measured periodically to characterise a 
background for subsequent subtraction. The uncertainty introduced by this 
background noise subtraction is assessed in section 2.6. 
 
The PAS theory presented in section 2.4.1 only strictly applies to a single 
cylindrical resonator. For the dual-resonator PAS design used in 
EXSCALABAR, the resonant frequencies will be different to those predicted 
using equation 2.13 due to (i) the resonant cavities not opening to an infinite 
volume but rather to the finite buffer volumes, which leads to coupling between 
the two cells and (ii) openings for the microphone, speaker and sample flows, 
which will distort the acoustic field (Miklós et al., 2001). These differences are 
another reason to calibrate the PAS cells empirically, as opposed to applying 
equation 2.17 directly. Calibration of the PAS cells is covered in Chapter 3.  
2.5 Sensitivity analysis 
Sensitivity is a key assessment criterion for determining instrument performance 
due to the weak extinction and absorption signals we are trying to measure with 
the CRDS and PAS instruments. In this section I will introduce the principles 
used to assess instrument sensitivity followed by an evaluation of the 
EXSCALABAR minimum sensitivity.  
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2.5.1 Cavity ring-down spectrometers 
Factors that affect the sensitivity of CRDS retrievals of the extinction coefficient 
include uncertainties in the fitted ring-down times (!) and baseline drift in the 
empty cavity ring-down times (!!)  (Brown, 2003; Mazurenka et al., 2005). 
Uncertainties in the fitted ring-down times arise due to noise on the PMT signal 
and due to multi-exponential decays. Hence the minimum sensitivity of a single 
ring-down event can be determined using  
 !!"#!"# = !!!  Δ!!"#!!!  !" ! → !! (2.18) 
where Δ!!"#  is the uncertainty in the ringdown time, taken as an integral 
number of standard deviations in !! (Brown, 2003). Calculated using equation 
2.18, Figure 2.17 describes the minimum detectable extinction coefficient that 
would be observed for a perturbation to the cavity ring-down time, !!, such that Δ!!"# = !! − !, which may be due to an aerosol particle, absorbing gaseous 
species or a noise term.  
 
Figure 2.17: The extinction coefficient corresponding to a perturbation in the 
ring-down time, !"!"#, for a range of empty-cavity ringdown times, !!. Shown in 
black are lines of constant extinction coefficient.  
In order to evaluate !!"#!"#, an exponential function (see equation 2.2) must be 
fitted to a ring-down event. To illustrate this, Figure 2.18 shows an example 
ring-down decay for the 405 nm EXSCALABAR CRDS cell. A single 
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exponential function is fit to the data and the residuals between the PMT signal 
and fitted data are determined.  
 
Figure 2.18: A ring-down event for the 405 nm dry EXSCALABAR CRDS cell.  
The !!"#!"# was calculated by fitting 20000 ring-down events as described above 
for the 405 nm CRDS cell, which yielded a mean minimum detectable extinction 
coefficient for single-exponential ring-down events as 0.49 ± 0.03 Mm−1. 
The measurement sensitivity is improved by averaging of many ring-down 
events. The Allan deviation can be used to evaluate the measurement stability 
and therefore identify the time-scale over which instrumental drifts start to occur 
due to, for example, drifts in detector sensitivity (Allan, 1966; Werle et al., 
1993). It is favourable to use the Allan deviation instead of, for example, the 
standard deviation due to convergence with increasing averaging time (Allan, 
1966). Instrument minimum sensitivity and optimum averaging time can 
therefore be evaluated using the Allan deviation.  
The sensitivity of the EXSCALABAR CRDS system was evaluated by 
examining measured ring-down times over the course of several hours while 
the instrument was sampling particle-free air. Particles were filtered out of the 
air stream, which was dried to a relative humidity below 3 %. Using Figure 2.19, 
the 1 Hz CRDS extinction coefficient minimum sensitivity is between 0.01–0.04 
Mm−1. The optimal sensitivity corresponds to averaging times between 1 and 20 
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seconds dependent on the CRDS cell, above which measurement drift limits the 
minimum sensitivity. 
 
Figure 2.19: Probability density functions of the extinction coefficients and the 
corresponding Allan deviations for a range of integration times. 
2.5.2 Photoacoustic spectrometers 
The sensitivity of the EXSCALABAR PAS system was evaluated in a similar 
way to the CRDS system by examining the baseline drift and Allan deviations of 
absorption coefficients over the course of several hours. Particles were filtered 
out of the air stream, which was dried to a relative humidity below 3 %. Figure 
2.20 (left) shows the range of background absorption coefficients using 
probability density functions. Figure 2.20 (right) shows the corresponding Allan 
deviations, which have 1 Hz minimum sensitivities in the range 0.05–0.33 Mm−1. 
The minimum sensitivity improves as the averaging time is varied between 1–
60 seconds.  
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Figure 2.20: Probability density functions of the absorption coefficients and the 
corresponding Allan deviations for a range of integration times. 
2.6 Assessing the accuracy of in-flight PAS measurements 
The accuracy of PAS absorption measurements is controlled by three factors: 
(i) the uncertainty in the ozone calibration, (ii) the uncertainty introduced by 
correcting the ozone calibration for pressure due to any PAS microphone 
sensitivity pressure dependence and (iii) the in-flight background noise 
correction used primarily to remove background acoustic noise due to laser 
heating of optical windows. The accuracy of the CRDS instruments used in this 
study is assessed in Chapter 3, which is the same for ground-based and in-
flight operation and thus will not be discussed further. 
 
In Chapter 3, I validate the accuracy of the PAS calibration in laboratory 
experiments to be better than 8 %. Calibration accuracies were evaluated by 
comparing the measured and modelled absorption cross sections of strongly-
absorbing nigrosin aerosol. I will use the calibration uncertainties derived in 
Chapter 3 to calculate the uncertainty that is propagated to in-flight PAS 
absorption coefficient measurements. Full details of the ozone calibration are 
provided in Chapter 3, and only minimal detail is provided here to allow 
assessment of the total PAS in-flight measurement uncertainty. 
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The second source of PAS measurement uncertainty is due to the PAS cell 
sensitivity to pressure (Lack et al., 2012a) and therefore PAS microphone 
calibrations are performed at three pressures in the range ~ 600–1000 mb to 
reflect the range of pressures encountered during airborne operation. The PAS 
cells are calibrated by comparing simultaneously the uncalibrated PAS 
microphone responses and the CRDS-measured absorption coefficients of 
gaseous ozone. The gradient of the regression between the PAS microphone 
responses and CRDS absorption measurements to ozone at pressure !  is 
represented by !!. See for example Figure 3.6. The ratios of PAS calibration 
factors at two pressures are assessed by evaluating !"#$%! = !! !!!!""" !". 
Figure 2.21 shows how !"#$%!  changed with pressure for a series of 51 
calibrations performed during the CLoud-Aerosol-Radiation Interactions and 
Forcing: Year 2017 (CLARIFY) field experiment. The PAS microphone 
sensitivities varied linearly across this pressure range (600–1000 mb), which 
allowed for derivation of a linear regression between !"#$%!  and pressure. 
Corrections for the pressure dependent microphone sensitivity reached a 
maximum of 17 % at a minimum pressure of 600 mb. The reason underpinning 
the change in the 658 nm PAS microphone sensitivity to pressure during the 
ozone calibrations is unclear, shown in Figure 2.21. 
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Figure 2.21: PAS calibration ratios (!"#$%!) as a function of pressure for all 
calibrations performed during the CLARIFY campaign. The gradients of the 
linear regressions (m) and the 1σ fittings uncertainties (σm) are shown for each 
PAS cell. For the 658 nm dry cell, realignment took place during the 
measurement campaign leading to two linear regressions. 
The uncertainty introduced by applying this pressure-dependent correction to 
PAS calibrations was estimated by propagating the 1σ fitting uncertainties in the 
linear regressions between !"#$%! and pressure to in-flight PAS measurements. 
This correction leads to uncertainties in PAS absorption coefficient 
measurements of 0.0–1.2 % dependent on pressure. The smallest uncertainties 
were associated with measurements around 1000 mb where there was no 
correction applied and largest for relatively low pressures where the largest 
correction was applied.  
 
The third source of PAS measurement uncertainty was due to subtraction of 
window-generated background noise, which was less stable for airborne 
operation due to its dependence on pressure. In-flight background noise was 
characterised periodically by measuring a filtered-air stream, typically for 30 s 
every 300 s. All data from a flight were then used to derive a background 
correction as a function of pressure (see Figure 2.22). To evaluate the 
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uncertainty introduced by this background noise correction, continuous PAS 
measurements of filtered-air were recorded in the laboratory and the pressure 
within the PAS cells was varied over the range encountered during airborne 
operation. This laboratory PAS dataset was then processed using a 30 s 
averaging time every 300 s to mimic in-flight conditions from which a 
background noise correction was derived as a function of pressure; see Figure 
2.22.  
 
Figure 2.22: PAS background microphone integrated area (IA) response to 
filtered-air as a function of pressure for data collected in the laboratory for 
variable pressure conditions. TD: thermally denuded.  
	 87 
A background data series was then generated using the background noise 
correction derived using the data in Figure 2.22. Examining the difference 
between the continuous filtered-air measurements and the synthetically 
generated background data series provided the uncertainty in the background 
noise correction under variable pressure conditions. A time series of the 
continuous measurements and generated background data series is shown in 
Figure 2.23. 
 
Figure 2.23: Time series of the continuous PAS microphone integrated area 
(IA) response to filtered-air (black) and the synthetically generated background 
data series generated using the correction derived using Figure 2.22. This data 
corresponds to the 514 nm PAS cell. 
The uncertainty in the background noise correction was found to be normally 
distributed, which allowed evaluation of the 1σ uncertainty, estimated as 1.27 
%. See Figure 2.24.  
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Figure 2.24: Probability density function of the residual PAS integrated area 
(IA) between the continuous PAS measurement of filtered-air and the 
synthetically generated background data series, expressed as a percentage of 
the continuous PAS measurements. This data corresponds to the 514 nm PAS 
cell. 
This uncertainty was propagated through in-flight PAS measurements to derive 
the uncertainties introduced to airborne PAS absorption coefficient 
measurements by the background noise subtraction. This uncertainty depended 
on the strength of aerosol absorption and was found to be 0.2, 2.0 and 20.5 % 
at 100, 10 and 1 Mm−1, respectively, which is shown in Figure 2.25. 
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Figure 2.25: Percentage uncertainty in PAS absorption coefficient 
measurements for airborne operation due to the pressure-dependent 
background correction accounting for window-generated acoustic noise.  
The total uncertainty in PAS measurements is therefore the combination of the 
measurement precision and accuracy, including the PAS calibration accuracy, 
the pressure-dependent calibration correction uncertainty and the background 
noise correction uncertainty. These factors were combined in quadrature, 
leading to total PAS measurement uncertainties of 23.1 % for 1 Mm−1 
absorption coefficient measurements (independent of pressure) and 8.0–8.1 % 
for 100 Mm−1, dependent on pressure (600–1000 mb). These uncertainties are 
in-line with previous estimates for airborne PAS measurements, which were 
found to be ± 5 % for ground-based measurements with an additional ± 0.5 
Mm−1 for airborne measurements (Lack et al., 2012a). Figure 2.26 shows the 
total PAS measurement uncertainty during airborne operation. For absorption 
coefficient measurements greater than ~5 Mm−1, the total PAS measurement 
uncertainty is dominated by the uncertainty in the calibration. For absorption 
coefficients less then ~5 Mm−1, the total PAS measurement uncertainty is 
dominated by the background noise correction. 
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Figure 2.26: Total percentage uncertainty in PAS absorption coefficient 
measurements for airborne operation. 
2.7 Conclusions 
In this chapter I have introduced a new instrument for the measurement of 
aerosol absorption and extinction coefficients. The minimum sensitivities of the 
CRDS and PAS cells when recording data at 1 Hz are in the range 0.01–0.04 
Mm−1 and 0.05–0.33 Mm−1, respectively. I then assessed the total PAS 
measurement uncertainty for airborne operation, which was 23.1 % for 1 Mm−1 
absorption coefficient measurements (independent of pressure) and 8.0–8.1 % 
for 100 Mm−1 measurements. The measurement uncertainty of the CRDS 
instruments is the same for ground-based and airborne operation, and is 
assessed in laboratory experiments in Chapter 3. 
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3 On the accuracy of aerosol photoacoustic 
spectrometer calibrations using absorption by 
ozone 
 
Components of this chapter are based on the following publication, a copy of 
which is provided in Appendix 1: Davies, N. W. et al. (2018) ‘On the accuracy of 
aerosol photoacoustic spectrometer calibrations using absorption by ozone’, 
Atmospheric Measurement Techniques, 11(4), pp. 2313–2324. doi: 
10.5194/amt-11-2313-2018. 
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3.1 Chapter overview 
In this chapter, I describe how the EXSCALABAR PAS calibrations are 
performed, verify the accuracy of the PAS calibrations, and assess the accuracy 
with which the PAS and CRDS can retrieve the absorption and extinction 
coefficients, respectively, under laboratory conditions. 
3.2 Introduction  
Photoacoustic spectroscopy (PAS) has emerged as the technique of choice for 
the fast, sensitive and accurate measurement of light-absorption by 
atmospheric aerosol (Lack et al., 2012a). As highlighted in Chapter 2.4, the 
EXSCALABAR PAS cell microphones require calibration in order to determine 
absorption coefficients. There exist a number of approaches described in the 
literature for calibrating photoacoustic spectrometers including use of known 
concentrations of nitrogen dioxide (Arnott et al., 2000; Nakayama et al., 2015), 
polydisperse kerosene soot (Nakayama et al., 2015), oxygen (Tian et al., 2009; 
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Gillis et al., 2010) and ozone (Lack et al., 2006, 2012a; Bluvshtein et al., 2017). 
Nitrogen dioxide has been shown to introduce uncertainty into 405 nm PAS cell 
calibrations due to photolysis (Lack et al., 2012a) and generation of aerosol 
particles is challenging in the field. Hence, ozone was chosen as the calibrant 
for our PAS cells.  
Gaseous ozone has been used successfully to calibrate photoacoustic 
spectrometers operating at laser wavelengths of 532 nm, with reported 
absorption accuracies of 1–5 % (Lack et al., 2006, 2012a). Demonstration of 
the validity of the ozone calibration approach involved the comparison of PAS 
measurements to model absorption calculations for laboratory-generated 
absorbing particles, such as nigrosin dye. Recently, Bluvshtein et al. (2017) 
performed similar experiments to probe the validity of the ozone calibration 
approach at 404 nm. They found a factor ~2 discrepancy between the PAS 
response to ozone and nigrosin, which was attributed to an unspecified issue 
with ozone measurements at these wavelengths. This result has significant 
implications for photoacoustic spectrometer ozone calibrations at short-visible 
wavelengths, suggesting that they would lead to overestimation of aerosol 
absorption by a factor ~2. The focus of this study is to re-evaluate this result.  
 
Given the importance of the Bluvshtein et al. (2017) work in motivating this 
study, a brief overview of the experiments is provided here. Ozone was 
generated from high purity (99.999 %) oxygen using either a corona discharge 
ozone generator or, for lower concentrations, a UV lamp. Ozone concentrations 
in the range 250–1900 ppm were generated and diluted with dry nitrogen in the 
ratio 1:10 O2-O3:N2. Ozone absorption coefficients were measured using a 
cavity ring-down spectrometer (CRDS). CRDS measurements made in series 
versus parallel to the PAS detection cell indicated little difference in ozone 
concentration and thus minimal loss through the PAS system. Nigrosin was 
atomised from solution, dried to < 10 % relative humidity, size-selected using a 
differential mobility analyser (DMA) to yield mobility diameters in the range 250–
325 nm and passed through an impactor to remove multiply charged particles. 
The aerosol stream flowed through a PAS cell at 0.6 L min−1, which was then 
split evenly between the CRDS cell and a condensation particle counter (CPC). 
Particle concentrations in the range 200–1500 cm−3 were used. PAS-measured 
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ensemble aerosol absorption coefficients were compared to modelled values 
computed using Mie theory in combination with the size-selected particle 
diameters passed by the DMA and complex refractive indices determined via 
spectroscopic ellipsometry. Experiments were repeated for Pahokee peat fulvic 
acid and Suwannee river fulvic acid aerosol. The discrepancy between the 
PAS-measured ensemble absorption coefficients and absorption coefficients 
calculated using Mie theory differed by a factor of two for all three test aerosols, 
as shown in Figure 3.1. 
 
Figure 3.1: PAS ozone calibration (grey), nigrosin calibration (black filled 
circles), Pahokee peat fulvic acid calibration (black empty circles) and 
Suwannee river fulvic acid calibration (black squares). Figure from Bluvshtein et 
al. (2017). 
Bluvshtein et al. (2017) suggested several reasons for the discrepancy, 
including contamination by NO2 and generation of light-scattering particles due 
to reaction of O3 with the walls of the instrument. However, no evidence 
supporting these theories was provided. PAS measurements at wavelengths 
other than 404 nm were also not available, which prevented an independent 
check of the PAS responses to ozone and nigrosin at wavelengths that have 
been reported previously to be well-calibrated using the ozone approach (e.g. 
Lack et al., 2006).  
 
In this study, a similar set of experiments was performed using EXSCALABAR 
following the method described above, whereby PAS-measured ensemble 
absorption cross sections for aerosolised nigrosin are compared to model 
calculations. Importantly, this comparison is evaluated for three visible 
wavelengths including the 405 nm wavelength pertinent to the work of 
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Bluvshtein et al. (2017). In the following sections, I provide a description of the 
experimental setup, ozone calibration apparatus, aerosol generation system 
and the method by which modelled ensemble aerosol absorption cross sections 
were calculated. Experimental results and discussion are presented in section 
3.8. 
3.3 Ensemble absorption cross section 
Section 3.5 provides details regarding PAS corrections for cell resonance 
properties and laser power. Aerosol absorption coefficients (units Mm−1) 
measured by the photoacoustic spectrometers were converted to ensemble 
absorption cross sections (units m2) for comparison to theoretical calculations 
by dividing by the aerosol number concentrations reported by a CPC (see 
section 3.6). The ensemble absorption cross section represents the mean of the 
absorption cross sections corresponding to a range of particles sizes, for 
example from multiply charged particles (see section 3.7). The ensemble 
absorption cross section is hereafter referred to as the absorption cross section.  
3.4 Cavity ring-down spectrometer 
Extinction coefficients (units Mm−1) were converted to ensemble extinction cross 
sections (units m2), hereafter referred to as extinction cross sections, by dividing 
by the aerosol number concentrations measured using a CPC. The τ! times for 
both the 405 and 658 nm CRDS channels used in this study were measured 
before and after experiments where aerosol was passed through the optical 
cavities. Typical representative ring-down times were 23.1 µs (405 nm) and 
34.2 µs (658 nm). A detailed overview of the CRDS cells used in this study is 
provided in Chapter 2.3. 
3.5 Ozone calibration 
3.5.1 Determining ozone absorption cross sections 
The ozone absorption cross sections were evaluated at all EXSCALABAR 
CRDS and PAS wavelengths in order to enable accurate calibration. Evaluation 
of ozone absorption cross sections was achieved by calculating the mean 
absorption cross section over the spectral width of the laser emission via the 
equation 
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 1!! !!!! !!! , (3.1) 
where !!!!  is the ozone absorption cross section at wavelength ! and !! is the 
intensity of the laser spectra at wavelength !. 
 
Figures 3.2 and 3.3 show the ozone absorption cross sections around the 405 
nm and 658 nm wavelengths used in the CRDS and PAS lasers (Gorshelev et 
al., 2014; Serdyuchenko et al., 2014), overlaid with laser emission spectra 
measured using an Avantis spectrometer (CompactLine) and Hamamatsu 
spectrometer (C11697MB), respectively. A cubic spline interpolation was used 
to calculate the weighted absorption cross section according to equation 3.1. 
Accurate determination of the ozone absorption cross section in this way is 
important due to significant wavelength-dependence of the ozone absorption 
cross section at the wavelengths used.  
 
Figure 3.2: Measured laser spectrum for a 405 nm CRDS laser and a cubic 
interpolation. Also shown are the ozone absorption cross sections. 
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Figure 3.3: Measured laser spectrum for a 658 nm CRDS laser and a cubic 
interpolation. Also shown are the ozone absorption cross sections. 
Table 3.1 summarises the ozone absorption cross sections.  
Cell Peak wavelength (nm) Weighted ozone absorption 
cross section (x10−23 cm2) 
CRDS cell 1 658.51 218.878 
CRDS cells 
2, 3 and 4 
405.03 1.61662 
CRDS cell 5 405.41 1.65327 
PAS cell 1 404.92 1.61686 
PAS cell 2 658.96 218.734 
PAS cell 3 514.38 161.774 
PAS cell 4 404.87 1.62803 
PAS cell 5 655.22 228.255 
Table 3.1: Mean weighted absorption cross sections of ozone over the PAS 
and CRDS laser wavelength spectra. 
3.5.2 Experimental details 
Gaseous ozone was generated using a coronal discharge ozone generator 
(Longevity Resources, EXT120-T) from high purity oxygen (99.999 %, BOC, 
grade N5.0). The ozone-laden stream was split approximately evenly between 
the PAS and CRDS cells using a manifold equipped with 300 µm diameter 
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orifices, as shown in Figure 3.4. Teflon tubing was used throughout the flow 
system to minimise contamination and to reduce ozone losses. 
 
 
Figure 3.4: Schematic diagram of the PAS/CRDS experimental setup including 
the ozone generation system and the relative positions of the PAS and CRDS 
cells. The stars indicate the ozone flow path, which entered the cells through 
different ports to the main aerosol flow. The PAS/CRDS wavelengths are 
centred at 405, 514 and 658 nm respectively. Abbreviations: ‘MFC’: mass flow 
controller. 
The 405 nm and 658 nm CRDS cells quantified ozone concentrations for 
calibration of all five PAS cells. For PAS cells in series with the CRDS channels, 
PAS-series, (PAS 4 and PAS 5 in Figure 3.4), the CRDS-measured extinction 
coefficients were used directly to calibrate the corresponding in-line PAS 
channel measurements of IA. This calibration relation between sample 
extinction and IA was quantified at multiple values of ozone concentration, 
controlled by varying the discharge frequency on the coronal ozone generator. 
For PAS cells operated in parallel, PAS-parallel, it was necessary to measure 
accurately the relative ozone splitting ratio with respect to the CRDS flow paths. 
The following section details the method for characterising this ratio, which was 
based on monitoring the resonant frequency shift induced by changing the gas 
composition, and hence speed of sound within the photoacoustic cells (Miklós 
et al., 2001).  
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At the start of each calibration cycle, pure oxygen was introduced into the PAS 
cells through the ozone manifold at a flow rate of 0.02 L min−1 per cell, in 
addition to the 0.98 L min−1 filtered-air flow. The oxygen displaced a fraction of 
the filtered-air flow through each cell, changing the gas composition, speed of 
sound and thus cell resonant frequency, as shown in Figure 3.5. The ozone 
flow splitting, ∆!, between two PAS cells was calculated using  
 Δ! = !!!"# − !!!"#!!! !"#!!"#$"!!!!"# − !!!"#!!! !"#!!"#"$$%$ (3.2) 
where !!!"#  and !!!"#!!!  are the PAS cell resonant frequencies of filtered 
ambient air and filtered ambient air plus oxygen, respectively, during the two 
highlighted periods in Figure 3.5. Ozone flow splitting was evaluated between 
PAS pairs (2,5), (1,4) and (3,5) in Figure 3.4. The ozone splitting ratio 
represents the fractional difference in the ozone concentrations within two PAS 
cells due to unequal flow splitting within the ozone manifold. The ozone splitting 
ratios between cells located in parallel were found to be in the range 2–28 %. 
Measuring the ozone splitting between PAS cells using the resonant shift 
method compared extremely well to in-line mass flow measurements, to within 2 
%. The 1σ variability between ozone splitting corrections for eight repeat ozone 
calibrations was ± 1.3 %. 
 
Figure 3.5: PAS cell resonant frequency as a function of time. Oxygen was 
introduced into the filtered ambient-air flow at 10:34:35 (dotted line). Mean cell 
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resonant frequencies before (orange highlighted region) and after (grey 
highlighted region) introducing oxygen were computed during the highlighted 
times. 
Following measurement of ozone splitting ratios, the ozone generator was 
powered and the main calibration started. Calibrations involved the stepwise 
measurement of nine ozone concentration levels by the CRDS and PAS, as 
shown in Figure 3.6. At each ozone level, cell resonant frequencies and quality 
factors were quantified using the cell speakers. Subsequently, 90 seconds of 
data were collected from which the mean and standard deviation of PAS IA and 
CRDS extinction were calculated. The minimum and maximum extinction 
coefficients for ozone shown in Figure 3.6 (1.3 and 27.1 Mm−1, respectively), 
correspond to ozone mixing ratios of approximately 33–680 ppmv 
(Serdyuchenko et al., 2014). 
 
The ratios of ozone extinction coefficients measured in the 405 and 658 nm 
CRDS cells were compared to the ratio of the literature ozone absorption cross 
sections to test for contamination by absorbing gaseous or aerosol species 
during ozone calibrations. After accounting for uneven ozone flow splitting 
between the cells, the ratio of the measured extinction coefficients at 658 and 
405 nm agreed with the literature cross section ratio to within 2.0 %. This 
excellent agreement provides strong evidence that there were no issues with 
contamination during ozone calibrations. 
3.5.3 Analysis of calibration data 
Analysis of calibration data involved the following steps. Firstly, corrections 
were applied to normalise the raw microphone IA, IAraw, by the laser power and 
cell resonance properties so that the calibration could later be applied to 
measured data with different laser powers and resonance properties. The 
corrected photoacoustic response, IAnorm, was calculated by multiplying IAraw by 
the correction factor shown in equation 3.3 (Arnott et al., 1999):  
 ! = !!!!! (3.3) 
where !! is the cell resonance frequency, ! the cell quality factor and !! the 
circulating laser power, as measured by the photodiode. PAS cell quality factors 
were in the range 87–93. 
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Secondly, the background signal measured in the absence of ozone or 
particles, IA!"#$!"# , was characterised. This signal was subsequently subtracted 
from IAnorm to yield the background corrected microphone signal, IA!"##!" . A least-
squares linear fit of IA!"##!"  against CRDS-derived extinction was then performed 
to determine the PAS calibration coefficient. Figure 3.6 shows an example fit for 
a 405 nm PAS channel. Across all PAS cells, straight line gradients were 
typically in the range 0.02–0.32 and R2 values were consistently >0.999. The 
mean 1σ fitting uncertainty in the gradient of the linear ozone calibration 
gradients covering all cells was 0.15 %. 
 
Figure 3.6: Photoacoustic spectrometer response (microphone integrated area 
(IA)) and concurrent cavity ring-down spectrometer extinction coefficient for nine 
ozone concentrations at wavelength 405 nm. Each point is the mean of 90 
seconds of 1 Hz data and error bars represent the 2σ precision of each 
measurement; these are not discernible by eye due to the excellent precision.  
Since there was no green-wavelength CRDS cell available, the 514 nm PAS 
cell was calibrated by evaluating the 514 nm absorption coefficient using 
measurements from the 658 nm CRDS cell and equation 3.4: 
 !!"#_!"# = !!"#_!"#!!"#_!"# !!"#_!"# (3.4) 
where !!"#_!"# = 2.19×10!!" cm2 and !!"#_!"# = 1.62×10!!" cm2 are the ozone 
absorption cross sections at the wavelengths of interest (Gorshelev et al., 
2014), !!"#_!"# is the extinction coefficient measured using the 658 nm CRDS 
channel and !!"#_!"# is the absorption measured by the 514 nm PAS channel. 
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The 658 nm CRDS channel was used to calibrate the 514 nm PAS channel 
because it extended over a greater range of extinction coefficients (167–1506 
Mm-1) than the 405 nm CRDS (1–27 Mm−1). Calibrating the 514 nm channel 
using the 405 nm CRDS channel, as opposed to the 658 nm channel, lead to 
comparable absorption coefficients that differed by order 3.2 %.  
3.6 Aerosol generation and conditioning 
Figure 3.7 shows a schematic diagram of the particle generation setup. Water-
soluble nigrosin, a strong light-absorbing dye at visible wavelengths, (Sigma 
Aldrich, CAS Number 8005-03-6, lot number MKBR1705V, product number 
198285-100G) was dissolved into high purity deionised water (VWR Chemicals) 
with a range of concentrations between 3.2–7.1 grams per litre (g L−1). The 
solution was drawn into a TSI constant output atomizer (TSI, 3076), which used 
high purity synthetic air (BOC, 270028-L) at a flow rate of approximately 2.5 L 
min−1. The generated aerosol was dried to < 10 % relative humidity using a 
silica gel diffusion drier (Topas, DDU-570) and passed through an electrical 
ionizer (MSP, 1090). After exiting the ionizer, the aerosol stream was split 
between a differential mobility analyser (DMA) column (TSI, 3081) and mass 
flow controller. Flow rates through the mass flow controller were set to regulate 
the flow through the DMA such that the sample-to-sheath flow ratio was at least 
1:10 with a sample flow rate in the range 0.3–0.4 L min−1 and sheath flow rate in 
the range 3.5–4.0 L min−1. This approach ensured that sufficient flow through 
the ionizer was maintained to ensure a Fuchs’ charge distribution was applied 
to the particles. The flow rate through the DMA decreased with time due to 
impactor dirtying, which impeded the flow and thus altered the flow splitting 
between the mass flow controller (MFC) and DMA column. This variation was < 
5 % over the course of a test. Section 3.7 provides details of the sensitivity of 
modelled optical properties of nigrosin to DMA flow rates. The DMA was 
coupled to a CPC (TSI, 3776) to operate as a scanning mobility particle sizer 
(SMPS, path A in Figure 3.7), which was used to characterise the atomizer 
output for periods at the start and end of each experiment. To obtain a quasi-
monodisperse aerosol size distribution for optical measurements, the DMA was 
operated at fixed voltages (path B in Figure 3.7).  
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Figure 3.7: Experimental setup for generating nigrosin aerosol.  The dashed 
lines labelled ‘A’ and ‘B’ represent two independent flow lines (changed 
manually) used for scanning mode (line A) or fixed voltage size-selection mode 
(line B). Abbreviations: ‘MFC’: mass flow controllers, ‘DMA’: differential mobility 
analyser and ‘CPC’: condensation particle counter.  
For optical measurements, aerosolised nigrosin was mobility-selected with 
central diameters in the range 250–425 nm in 25 nm steps. The aerosol flow 
was split between optical cells as shown in Figure 2.3. All PAS cells were 
operated in parallel, with two of these cells also having CRDS channels in 
series as shown previously in Figure 3.4. The flow rate through each cell was 1 
L min−1 and was controlled using mass flow controllers (Alicat, MC Series), 
which resulted in a plug-flow residence time within each PAS cell of 
approximately 12 seconds. To measure the particle number concentration, the 
mass flow controller on the output of the 514 nm PAS cell was replaced with a 
second CPC (TSI, 3010), which used a critical orifice to control the flow rate to 1 
L min−1. Aerosol number concentrations during experiments ranged from 40–
575 cm−3. 
 
The aerosol flow splitting between cells was evaluated to test whether the CPC-
measured number count in the 514 nm PAS cell was representative of the other 
PAS cells. The aerosol number concentration within the mixing volume and at 
the outlet of each PAS cell was measured in turn using the two CPCs 
simultaneously. These measurements allowed the particle transmission 
efficiency through each PAS cell to be determined independently of variations in 
particle generation stability. Differences between particle transmission through 
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the 514 nm PAS cell and other PAS cells ranged from 1.1–4.5 %. Particle 
concentrations were adjusted to account for these variations. 
3.7 Modelling ensemble absorption cross sections 
It is well established that the use of differential mobility analysis for aerosol size 
selection leads to the generation of a polydisperse size distribution due in part 
to multiple charging of particles (e.g. Wiedensohler et al., 2012). To correctly 
model the optical properties of the size-selected sample, the multiplet 
contributions must be taken into account. Transfer function theory can be used 
to predict the aerosol size distribution exiting the DMA (Knutson and Whitby, 
1975). Mie theory (Bohren and Huffman, 1998) can then be applied to calculate 
single particle optical cross sections at each diameter in the ensemble. By 
combining the two theories, the ensemble optical cross sections (hereafter 
referred to as the cross section) for quasi-monodisperse mobility-size-selected 
aerosol can be calculated. The following section describes how this calculation 
was implemented.  
 
Firstly, the polydisperse input aerosol size distribution to the DMA was 
measured (Figure 3.8(a)) using the SMPS. The accuracy of SMPS sizing was 
confirmed using monodisperse polystyrene latex spheres (ThermoFisher 
Scientific, 3000 Series Nanosphere Size Standard). Bimodal lognormal 
distributions were fitted to the SMPS-measured particle size distributions over 
the diameter range 71–532 nm. Size distributions were measured before and 
after running mobility-selected nigrosin through the PAS and CRDS cells to 
characterise the variability in the particle size distribution over time. The impact 
of observed variability on the size distribution exiting the DMA and, 
consequently, on the modelled optical cross sections was evaluated by 
propagating each measured size distribution through the Mie closure routine 
(described below). Variability in the aerosol generation stability led to a mean 
standard deviation in the modelled absorption cross sections of 4.3 % for all 
wavelengths and size-selected diameters.  
 
The DMA transfer function describes the probability of a particle of given 
diameter exiting the DMA. It is used to derive the quasi-monodisperse size 
distribution at the DMA outlet when operated at fixed voltage (Knutson and 
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Whitby, 1975). Figure 3.8(b) describes the diffusional transfer function for a 
particle with 250 nm mobility diameter calculated using the equations presented 
by Stolzenburg (1988). The transfer function was evaluated for the DMA 
geometry and aerosol/sheath flow rates used in this study. I verified my 
calculations of the transfer function in several ways. The width of the transfer 
function in the absence of diffusional broadening was verified using the 
expression presented by Stolzenburg and McMurry (2008). The diffusional 
broadening parameters used in the transfer function model were also evaluated 
against the values presented in Stolzenburg (1988), namely the GDMA and ! 
factors, which agreed to better than 1 %. Finally, the diffusional transfer function 
was verified quantitatively against the Hagwood et al. (1999) simulations, which 
also used the same Stolzenburg (1988) formulation as used in this work.  
 
To model the quasi-monodisperse aerosol size distribution at the DMA outlet 
when operated at a fixed voltage, the particle charging efficiencies for the range 
of particle diameters in the polydisperse input size distribution were calculated 
using Fuchs’ charging theory (Wiedensohler, 1988). Aerosol charging 
efficiencies were calculated for positive ions with up to six elementary charges 
(Figure 3.8(c)). Fuchs’ charging theory was found to be a good approximation of 
particle charging efficiencies for the experimental setup described in Figure 3.7. 
I verified that the modelled ratios of singly to doubly charged particles exiting 
the DMA agreed with experimentally measured ratios by comparing to 
measurements made using a Passive Cavity Aerosol Spectrometer Probe 
(DMT, PCASP-100X). Modelled and measured charge fractions agreed to 
within 6 % for particles with diameter ≥ 250 nm, with this uncertainty due in part 
to the limited sizing resolution of the PCASP. Propagating this uncertainty 
through the Mie closure routine (described below) led to a mean uncertainty of ± 
0.93 % in the modelled absorption cross sections for all wavelengths and 
mobility-selected diameters. 
 
The aerosol size distribution exiting the DMA was calculated by multiplying the 
polydisperse aerosol size distribution at the DMA input by the DMA diffusional 
transfer function and the aerosol charging efficiencies for corresponding particle 
diameters (Figure 3.8(d)).  
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From the calculated size distribution exiting the DMA, the absorption and 
extinction cross sections were calculated using Mie theory (Bohren and 
Huffman, 1998) for each particle diameter in the size distribution, the PAS 
wavelengths and nigrosin refractive indices from Bluvshtein et al. (2017) (Figure 
3.8(e)). Mie theory assumes that a particle interacting with radiation is spherical, 
which is a reasonable assumption for nigrosin particles based on previous 
studies (e.g. Lack et al., 2006). The refractive index values reported by 
Bluvshtein et al. (2017) were chosen to facilitate direct comparison between the 
two sets of results. The refractive indices used in this analysis were 1.624 ± 
0.0063 + (0.1541 ± 0.0081)i for 405 nm, 1.622 ± 0.0085 + (0.2594 ± 0.011)i for 
514 nm and 1.811 ± 0.007 + (0.2476 ± 0.0031)i for 658 nm. Sensitivity of the 
modelled absorption cross section to the imaginary part of the refractive index 
was quantified using the values and uncertainties presented in Bluvshtein et al. 
(2017), resulting in a mean uncertainty for all wavelengths and mobility-selected 
diameters of 1.15 %. Similarly, uncertainty in the modelled absorption cross 
sections due to a ± 5 % change in the DMA aerosol flow rate was 0.21 %.  
 
Finally, the ensemble absorption and extinction cross sections were calculated 
by weighting the Mie cross sections by the relative number of each size particle 
exiting the DMA, calculated using  
 !!"# = !!!"#!!!  (3.5) 
where !!!"#  is the Mie absorption cross section at diameter Di and !!  is the 
component of the normalised size distribution at diameter Di, i.e. the distribution 
that was assumed to enter the PAS and CRDS cells, such that !! = 1. A 
similar expression was used to calculate !!"# where !!"# was replaced by !!"#. 
The cumulative absorption cross section for 250 nm mobility-selected nigrosin is 
plotted in Figure 3.8(f). This result highlights the relative importance of the 
absorption contribution from multiply charged particles. Although this 
contribution was lower for larger mobility-selected diameter particles, it can still 
significantly contribute to absorption as shown by the dashed green line in 
Figure 3.8(f) for 400 nm diameter particles.  
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Figure 3.8: An overview of steps involved in modelling the absorption cross section. (a) SMPS-measured particle size distribution. (b) 
DMA diffusional transfer function for a fixed DMA voltage corresponding to a mobility-selected diameter of 250 nm. (c) Fuchs’ charging 
probabilities for positively charged particles. The figure legend indicates the magnitude of the positive charge. (d) Modelled size 
distribution exiting the DMA column when operated at fixed voltage for a mobility diameter of 250 nm. (e) Absorption cross sections 
calculated using Mie theory for three visible wavelengths of light, as indicated in the figure legend. (f) Cumulative absorption cross 
sections for nigrosin with a mobility-selected diameter of 250 nm. The dashed green line represents the absorption cross section at 
wavelength 514 nm corresponding to a 400 nm mobility-selected diameter nigrosin particle using the scale on the right. 
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3.8 Results and discussion 
Initially, the accuracies of the cavity ring-down spectrometers were verified, as 
they form an integral part of the photoacoustic spectrometer calibrations. The 
extinction cross sections for nigrosin with mobility-selected diameters in the 
range 250–425 nm were measured using CRDS and modelled using Mie 
theory, as outlined in section 3.7. The mean gradient between the modelled and 
CRDS-measured extinction cross sections was 0.98 ± 0.01 (2σ fitting 
uncertainty) as shown in Figure 3.9. Gradients for the 658 nm and 405 nm 
wavelengths were 0.96 and 1.00, respectively.  
 
Figure 3.9: Modelled versus CRDS-measured extinction cross sections for 
nigrosin aerosol at 405 nm and 658 nm wavelengths.  
The mean gradient between the modelled and PAS-measured absorption cross 
sections for nigrosin for all five ozone-calibrated PAS cells was 1.08 ± 0.01 (2σ 
fitting uncertainty) as shown in Figure 3.10. Gradients for the 405, 514 and 658 
nm wavelengths were 1.08, 1.07 and 1.09 respectively. These data encompass 
multiple experimental runs using three independent ozone calibrations.  
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Figure 3.10: Modelled versus PAS-measured absorption cross sections for 
nigrosin aerosol at 405, 514 and 658 nm wavelengths. 
The uncertainties in the measured optical cross sections for nigrosin shown by 
the error bars in Figure 3.9 and Figure 3.10 represent the standard deviations 
for each 90-second cross section measurement, encompassing the precision in 
both the associated PAS absorption coefficient and CPC measurements. 
Modelled optical cross sections may be subject to an additional 5 % bias due to 
uncertainty in the CPC accuracy (Fletcher et al., 2009). Uncertainties in the 
modelled cross sections were calculated by combining the uncertainties due to 
variability in the size distribution, charging distribution and imaginary part of the 
refractive index in quadrature.  
 
The key result of this work is the demonstration that photoacoustic 
spectrometers can be calibrated accurately using ozone at short wavelengths 
(405 nm), which contrasts with the recent results of Bluvshtein et al. (2017). A 
thorough evaluation of model uncertainties has shown that this result is robust, 
despite uncertainties in the imaginary part of the nigrosin refractive index and 
variability in the measured polydisperse aerosol size distribution used to 
calculate model absorption properties. The importance of accurately modelling 
the contribution of multiply charged particles to capture the optical behaviour of 
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the quasi-monodisperse distributions used in these experiments was also 
demonstrated. 
 
Since this study, a separate study by Fischer and Smith (2018) has performed 
experiments in an attempt to reconcile the differences between the results 
presented in this chapter and the results of Bluvshtein et al. (2017). Fischer and 
Smith (2018) postulated that this discrepancy might be due to non-thermal 
relaxation pathways such as photodissociation, which do not transfer thermal 
energy into the surrounding gas and thus into PAS signal, or due to inefficient 
energy transfer to the surrounding gas at a rate slower than the laser 
modulation frequency. To investigate this discrepancy, they examined PAS 
microphone responses to ozone when the PAS cells were filled with pure N2 
compared to pure O2, as well as to NO2 and nigrosin aerosols. A key finding of 
their study was that the PAS responses to ozone were over 50 % weaker when 
the cells were filled with N2 compared to O2 and when compared to the PAS 
responses to NO2 and nigrosin. This difference was attributed to ozone loss via 
photodissociation within N2, which was not observed in O2 due to rapid ozone 
reformation.  
 
Fischer and Smith (2018) also investigated how the PAS microphone 
responses varied as the concentration of oxygen was increased within their 
PAS cells between 0–100 % for a given concentration of ozone. They observed 
a sharp rise in the PAS sensitivity as 0–20 % of oxygen was added to N2. For 
higher fractional oxygen content, the PAS response asymptotically approached 
an upper limit that was in line with the other calibrants, to within 3 % of the PAS 
response to NO2. The explanation for this change in PAS sensitivity as a 
function of ozone is due to the rate of thermal energy transfer between ozone 
and the surrounding gas.  
 
The Fischer and Smith (2018) results have implications for the EXSCALABAR 
PAS ozone calibrations, which suggest that PAS microphone responses may 
be too low by ~ 10 % for a fractional oxygen content of 20 %. This result is in 
line with the work presented in this chapter, which found that PAS responses to 
nigrosin when calibrated using ozone were underestimated by up to 9 % 
compared to model calculations. 
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To quantify the impact of this result on our PAS cells, the Fischer and Smith 
(2018) experiments were repeated by performing ozone calibrations under 
variable O2-N2 PAS cell gas composition. These experiments revealed no 
systematic calibration bias, in contrast to the Fischer and Smith (2018) study, 
and is the subject of on-going research. 
3.9 Conclusions 
This study has shown that the ozone calibration method can be used to 
calibrate accurately photoacoustic instruments operating at short-visible 
wavelengths. This result alleviates concerns based on previously published 
results, which have shown large discrepancy at 404 nm. Using nigrosin aerosol 
with mobility-selected diameters in the range 250–425 nm, I verified that the 
measured absorption cross sections using photoacoustic spectroscopy agreed 
with modelled values to within 8 %. This agreement may be improved even 
further by application of a small correction for bath gas composition based on 
the recent work of Fischer and Smith (2018). These results thus provide robust 
evidence for high accuracy PAS calibration using ozone for optical wavelengths 
405, 514 and 658 nm. 
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4.1 Chapter overview 
In this chapter, I evaluate biases in filter-based absorption measurements by 
direct comparison to photoacoustic measurements for a range of aerosol 
sources. I will then assess the impact that biases in filter-based absorption 
measurements have on the single scattering albedo, absorption Ångström 
exponent and the attribution of absorption to black and brown carbon. 
4.2 Introduction  
Filter-based absorption photometry is used widely to determine aerosol 
absorption coefficients and has considerable benefits including that it is 
relatively inexpensive, portable and capable of unattended measurements for 
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long periods of time (Baumgardner et al., 2012). Filter-based instruments 
measure the light transmittance across a filter continuously, which changes as 
particles are deposited onto the filter, providing a measure of aerosol absorption 
(see section 4.3) (Lin et al., 1973). Figure 4.1 shows the key elements of a filter-
based absorption photometer. 
 
Figure 4.1: Key components of a filter-based absorption photometer. Figure 
from Müller et al. (2014). 
Absorption coefficients determined using filter-based absorption photometry can 
be subject to measurement artefacts due to (i) scattering of light away from the 
light-detector leading to erroneous apparent absorption (Bond et al., 1999) and 
(ii) enhanced absorption as particles are deposited onto the filter. The latter 
leads to multiple scattering between the particles and filter medium, providing 
multiple opportunities for absorption, which depends on the filter loading such 
that an increase in the number of deposited absorbing particles reduces the 
multiple scattering between the filter and particle layers (Liousse et al., 1993; 
Bond et al., 1999; Weingartner et al., 2003). This artefact leads to lower 
absorption coefficients for highly loaded filters relative to lightly loaded filters, 
known as the particle shadowing effect (Weingartner et al., 2003). These 
artefacts depend on the number of particles deposited onto the filter and their 
optical properties (Bond et al., 1999; Weingartner et al., 2003). A number of 
empirical and semi-empirical correction schemes have been derived to correct 
for artefacts in filter-based absorption photometers. This study will focus on 
correction schemes derived for use with glass-fibre Pallflex E70-2075W filters; 
these filters have been used widely with the Particle Soot Absorption 
Photometer (PSAP, Radiance Research) (Bond et al., 1999; Virkkula et al., 
2005; Virkkula, 2010; Müller et al., 2014). These correction schemes are also 
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valid for any similar instruments using this filter substrate, for example the 
Tricolor Absorption Photometer (TAP, Brechtel Manufacturing) used in this 
study, described in section 4.4.2 (Ogren et al., 2017).  
 
Another potentially significant measurement artefact in filter-based absorption 
photometry is due to liquid-like organic aerosols spreading across the filter 
fibres (Lack et al., 2008). The mechanisms proposed for this artefact include a 
change in the physical shape and therefore optical properties of deposited 
particles, or coating effects whereby deposited particle absorption is enhanced 
via a lensing effect (Subramanian et al., 2007; Cappa et al., 2008; Lack et al., 
2008).  
 
Lack et al. (2008) found PSAP absorption coefficients were biased high in the 
range 12 % to > 200 % at 532 nm compared to photoacoustic measurements of 
aerosol absorption for aerosols over the Gulf of Mexico, which included BC, 
nitrate, sulphate and organic aerosols from shipping emissions. These PSAP 
biases were found to be positively correlated to the organic aerosol mass 
concentration. Lack et al. (2008) further concluded that the biases were 
correlated more strongly to the ratio of the organic aerosol to light-absorbing 
carbon mass rather than to organic mass alone. To verify these measurements, 
Cappa et al. (2008) performed laboratory experiments using secondary organic 
aerosol (SOA) derived from the ozonolysis of α-pinene, which had a single 
scattering albedo (SSA) > 0.998 at 532 nm. A key finding of this study was that 
for external mixtures of SOA and soot, the PSAP absorption could be biased 
high by a factor 2.6 compared to photoacoustic spectroscopy, consistent with 
the findings of Lack et al. (2008). Cappa et al. (2008) also found that the 
magnitude of the absorption bias was strongly dependent upon the filter 
transmittance and that the bias was both immediate (clean filter) and cumulative 
(filter previously exposed to absorbing material). The results from both of these 
studies (Cappa et al., 2008; Lack et al., 2008) were independent of the 
correction scheme applied (Bond et al., 1999; Virkkula et al., 2005).  
 
More recently, Subramanian et al. (2010) derived the BC mass absorption 
coefficient (MAC) at 660 nm for fresh and 1–2 day-old aerosol emissions in and 
around Mexico City by dividing the absorption coefficients measured using a 
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PSAP by the BC mass concentrations measured using a single particle soot 
photometer (SP2, Droplet Measurement Technologies). For the fresh 
emissions, they found a ~50 % enhancement in their measured BC MAC 
relative to the value reported by Bond and Bergstrom (2006), whose review was 
based on an extensive range of measurements including PAS and extinction 
minus scattering measurements. The BC MAC bias was attributed in part to an 
over-estimation of the absorption coefficients measured by the PSAP due to 
externally mixed liquid-like organic matter. However, the BC MAC values for the 
relatively thickly coated, aged BC further from the city were in line with those 
estimated by Bond and Bergstrom (2006), suggesting that biases in filter-based 
absorption measurements relating to high organic aerosol loading may only be 
present when organic aerosol is externally mixed with BC (Subramanian et al., 
2010). Indeed, another explanation for this finding could be that absorption 
enhancements were observed for fresh emissions but not for aged emissions 
due to loss of semi-volatile species. Subramanian et al. (2010) provided 
evidence for this argument, noting that although aged air masses were 
generally associated with more thickly coated BC, some aged air masses were 
associated with thinly coated BC, which could be due to increased likelihood for 
wet scavenging of the relatively hydrophilic, thickly coated BC aerosols. 
 
Using a similar methodology, McMeeking et al. (2011) derived the BC MAC at 
550 nm using PSAP and SP2 measurements for urban pollution aerosols 
around the UK, reporting organic aerosol mass concentrations in the range 1–7 
µg m−3. The work by Lack et al. (2008) indicates that a positive absorption bias 
of up to 50 % would be expected, however, no bias in the BC MAC was 
observed. McMeeking et al. (2011) postulated that this result could be due to 
limitations in the PSAP and SP2 measurements or a physical effect whereby 
absorption enhancement due to coatings was offset by the collapse of fractal 
BC aggregates (McMeeking et al., 2011). Indeed, another explanation for this 
discrepancy could have been that the organic aerosol sampled here was not 
quasi-liquid like. 
 
Biases in filter-based absorption photometry measurements can limit the 
accurate determination of key climate-relevant parameters including, for 
example, the aerosol SSA and absorption Ångström exponent (AAE) (e.g. 
	 115 
Sherman and McComiskey, 2018). Biases can also impact the accuracy with 
which the aerosol composition can be attributed when using the AAE to 
differentiate between BC, BrC and dust (e.g. Bergstrom et al., 2007). Using the 
AAE to attribute aerosol composition utilises the varying spectral signatures of 
aerosols by evaluating the inherent power law wavelength dependence of their 
optical properties (Bergstrom et al., 2007). The absorption contribution of BrC is 
commonly assessed by (i) attributing all absorption at long visible wavelengths 
(i.e. in the range 660–1000 nm depending on the available wavelengths of the 
instrument) to BC, assuming negligible absorption by BrC, (ii) evaluating the 
theoretical black carbon absorption contribution by extrapolating to shorter 
wavelengths using an assumed AAE of 1 and (iii) attributing the difference 
between measured absorption and theoretical BC absorption to BrC (e.g. 
Kirchstetter et al., 2004; Clarke et al., 2007; Yang et al., 2009; Kirchstetter and 
Thatcher, 2012; Zhu et al., 2017). Using a BC AAE of 1 may introduce 
additional uncertainty to aerosol source apportionment studies, which has been 
found to be in the range 0.8–1.7 (Gyawali et al., 2009; Lack and Cappa, 2010; 
Lack and Langridge, 2013). Backman et al. (2014) assessed the sensitivity of 
the PSAP-derived AAE to the Bond et al. (1999) and Virkkula (2010) correction 
schemes for measurements recorded on the central Highveld in South Africa, 
which was dominated by fossil-fuel burning activities including coal-fired power 
plants. They found that the AAE varied between 1.34 to 1.96 dependent upon 
the PSAP correction scheme applied, which led to different conclusions 
regarding the aerosol composition and source (Backman et al., 2014).  
 
The aim of this study is primarily to evaluate biases in filter-based absorption 
photometry across a range of visible wavelengths and for a range of aerosol 
sources. I assess biases by comparing absorption coefficients determined using 
a TAP at wavelengths of 467, 528 and 652 nm to photoacoustic measurements 
made during a series of research flights aboard the UK Facility for Airborne 
Atmospheric Measurements (FAAM) BAe-146-301 aircraft. Aerosol sources 
sampled include urban aerosol emissions over London, fresh biomass burning 
aerosol (BBA) over West Africa and aged BBA over the Southeast Atlantic 
Ocean. I follow the methodology of Lack et al. (2008) by looking at the 
absorption biases as a function of organic aerosol concentration, extending 
their study by looking at a greater range of wavelengths and aerosol sources as 
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well as evaluating additional correction schemes, namely those developed by 
Virkkula (2010) and Müller et al. (2014). I then assess the impact that biases in 
filter-based absorption photometry have on the aerosol SSA and AAE and the 
impact that biases can have on the source apportionment of BrC. 
4.3 Methodology and measurements 
4.3.1 Principles of filter-based absorption photometry 
Filter-based absorption photometers measure the light transmitted through a 
filter as particles are deposited onto the filter such that the attenuation can be 
defined as  
 ! = −!" !!!! , (4.1) 
where !!  and !!  are the intensities of light transmitted through a filter 
corresponding to a sample spot (i.e. an area of the filter with deposited 
aerosols) and reference spot (i.e. an area of the filter without deposited 
aerosols), respectively (Ogren et al., 2017). The absorption coefficient can thus 
be determined using  
 !!"!"# = !!Δ! ! ! + ∆! − !(!) , (4.2) 
where ! is the area of the aerosol deposited onto a filter, ! is the flow rate of 
the aerosol-laden stream pulled through a filter, Δ!  is the time between 
successive measurements of light attenuation and !(!) and !(! + ∆!) are the 
light attenuations at times ! and ! + ∆! (Ogren et al., 2017). To correct !!"!"# for 
apparent and enhanced absorption, I applied the correction schemes developed 
by Bond et al. (1999), Virkkula, (2010) and Müller et al. (2014), which will be 
referred to as !!"!!""", !!"!!"#" and !!"!!"#$ respectively; see section 4.3.2–4.3.4. 
4.3.2 The Bond et al. (1999) correction scheme (B1999) 
The Bond et al. (1999) correction scheme was developed empirically by 
comparing PSAP absorption coefficients to reference absorption coefficients 
determined using the difference between extinction as measured by an optical 
extinction cell and scattering coefficients measured using a nephelometer. This 
correction scheme was clarified by Ogren (2010). Test aerosols included 
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polydisperse nigrosin aerosol and ammonium sulphate. Bond et al. (1999) 
found that 
 !!"!!""" = ! !" !!"!"# − !"!", (4.3) 
with 
 ! !" = 0.85!! 1.0796!" + 0.71 , (4.4) 
 ! = !!!!, (4.5) 
and where !!"  is the scattering coefficient, K1=0.02, K2=1.22 and !"  is the 
normalised filter transmittance, defined as (Ogren et al., 2017) 
 !" = !! ! !! !!! 0 !! 0 . (4.6) 
This correction scheme was derived at the wavelength 550 nm and is generally 
assumed to apply over the entire range of visible wavelengths, though there is 
no empirical basis for this assumption (Bond et al., 1999; Ogren, 2010).  
4.3.3 The Virkkula (2010) correction scheme (V2010) 
The Virkkula et al. (2005) correction scheme and the subsequent Virkkula 
(2010) erratum were derived for the PSAP wavelengths 467, 530 and 660 nm, 
which is reflected by the ! !", !  term described below. The scheme was 
derived by comparing absorption coefficients determined using a multi-
wavelength PSAP to those measured using either photoacoustic spectroscopy 
or to absorption derived by subtracting scattering from extinction 
measurements, using measurements from a nephelometer and an optical 
extinction cell, respectively (Virkkula et al., 2005). Calibration aerosols included 
kerosene soot, graphite, diesel soot, ammonium sulphate and polystyrene latex 
spheres. Virkkula (2010) proposed that  
 !!"!!"#" = ! !", ! !!"!"# − !!!", (4.7) 
where 
 ! !", ! =  !! + !! ℎ! + ℎ!!! !" !" , (4.8) 
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and where !!,  !!,  ℎ!,  ℎ! and ! are wavelength dependent constants and !! is 
the wavelength dependent SSA. The values of the constants used in this study 
were taken directly from Table 1 in Virkkula (2010): !!!"# !" = 0.377, !!!"# !" =0.358, !!!!" !" = 0.352, !!!"# !" = −0.640, !!!"# !" = −0.640, !!!!" !" = −0.674, ℎ!!"# !" = 1.16 , ℎ! !"# !" = 1.17 , ℎ!!!" !" = 1.14 , ℎ!!"# !" = −0.63 , ℎ!!"# !" =−0.71 , ℎ!!!" !" = −0.72 , !!"# !" = 0.015 , !!"# !" = 0.017  and !!!" !" = 0.022 
(Virkkula, 2010). The wavelengths at which these constants were derived differ 
to those used in the TAP by 2 nm and 8 nm at the green and red wavelengths, 
respectively. It is unclear how these constants depend on wavelength. Hence to 
assess the impact that this wavelength mismatch might have on the absorption 
coefficients derived using the V2010 correction scheme, the single-wavelength 
V2010 constants, i.e. those derived using reference measurements at all three 
wavelengths, were also applied to TAP measurements. These were taken from 
Table 1 in Virkkula (2010): !!!"# = 0.362 , !!!"# = −0.651 , ℎ!!"# = 1.159 , ℎ!!"# = −0.687 and !!"# = 0.018. Using the single-wavelength V2010 constants 
was found to have a minor impact on the results of this study and is discussed 
in section 4.6. The Virkkula (2010) correction is an iterative correction scheme 
due to its dependence on the SSA. Hence the algorithm was run 10 times for 
each time-step, which was sufficient for the absorption coefficient to converge to 
a single value with a precision better than 0.001 Mm−1. An initial value for the 
SSA of 0 was assumed.  
4.3.4 The Müller et al. (2014) correction scheme (M2014) 
The constrained two-stream (CTS) algorithm developed by Müller et al. (2014) 
includes a two-stream radiative transfer model that explicitly accounts for the 
optical properties of the filter substrate and deposited particles and is 
constrained by either the Bond et al. (1999), Virkkula et al. (2005) or Virkkula 
(2010) parameterisations. This section covers the key equations from Müller et 
al. (2014) to show how they have been implemented in this study and the 
reader is referred to Müller et al. (2014) for a full derivation. The M2014 
correction scheme makes use of the relationship between the absorption 
coefficient and the change in particle absorption optical depth, !!", on the filter 
medium between two measurements separated by a time-step  Δ! , as 
represented by:  
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 !!"!!"#$ = !!Δ! !!"(! + Δ!)− !!"(!) , (4.9) 
For each time-step, !!" was calculated iteratively by minimising the difference 
between the measured total optical depth, !!"! (filter + particles) and the relative 
optical depth, !!"#, which is the change in total optical depth of the filter system 
after collecting a particle relative to the unloaded filter. A Newton-type solver 
was applied, as suggested by Müller et al. (2014), and  required ten iterations to 
converge to a precision better than 0.001 Mm-1. !!"!  was calculated from 
measurements of the filter, with and without aerosol, using equation 4.1. The 
equations outlined in Müller et al. (2014) were used to calculate !!"# and are 
included here for clarity.  
 !!"# = !!!"#!!" + !!!"#!!"!!!"# , (4.10) 
where !!" is the particle scattering optical depth, calculated using  
 !!" = !Δ!! !!" !!!!! , (4.11) 
 !!!"# = !!" !! + !! + !!!! !! !" !!" !!!!!!!!!!! ! ,  (4.12) 
where !! = 0.1509 , !! = −0.1611 , !! = 4.5414 , !! = −5.7062 , !! = −1.9031 , !! = 0.01 and !! is the average weighted particle asymmetry parameter (see 
equation 4.23). Using the V2010 empirical correction,  
 !!,!!!"!!"# = !!!!ℎ! ! − 2!!"!!ℎ! + !!!!ℎ!, (4.13) 
where !!, !!,  ℎ!, ℎ! and ! correspond to the wavelength dependent constants !!, !!,  ℎ!,  ℎ! and ! as defined in section 4.3.3, corresponding to the Virkkula 
(2010) parameterisation. Finally,  
 !!!"# !!", !!",!! = ! !!" = 0, !!",!! + ! !!", !!" = 0,!!! !!", !!",!! , (4.14) 
where 
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 ! !!", !!",!!= −!" !!! !!", !!",!!+ !" !!! !!" = 0, !!" = 0,!! = 0 , 
 
(4.15) 
 !!! = !!!!1− !! 1− !! , (4.16) 
and !!  and !!  represent the filter transmittances of the particle-loaded and 
particle-free layers, respectively. These are represented by layers 1a and 1b in 
Müller et al. (2014), respectively. The filter transmittance and reflectance are 
given by 
 ! = 22− !! 1+ ! !"#ℎ !!!/!! /! + 2!"#ℎ !!!/!!  (4.17) 
and 
 ! = !! 1− ! !"#ℎ !!! !! /!2− !! 1+ ! !"#ℎ !!! !! /! + 2!"#ℎ !!! !! , (4.18) 
where 
 !! = !"!" + !!" + !"!" + !!", (4.19) 
 ! = 1− !! 1− !!! , (4.20) 
 !! = !"!" + !!"!"!" + !!" + !"!" + !!", (4.21) 
and 
 ! = !"!!!" + !!!!"!"!" + !!" . (4.22) 
The filter scattering optical depths used in this study were !!"!"# = 7.76 , !!"!"# = 7.69 and !!"!!" = 7.34 and the filter absorption optical depths used were !!"!"# = 0.033 , !!"!"# = 0.038  and !!"!!" = 0.019 , as measured by Müller et al. 
(2014) for the same type of filters. Small differences between wavelengths that 
the filter optical properties were measured at by Müller et al. (2014) (467, 530, 
660 nm) compared to those at which the TAP measures (467, 528, 652 nm) 
were assumed to be negligible. Following the nomenclature of M2014, for filter 
layer 1 (the particle-loaded filter layer) ! = 0.2 and for layer 2 (the unloaded 
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filter layer) ! = 0.8.  This choice of !  values assumes that the particle 
penetration depth into the filter was 20 % and accounts for the fractional filter 
optical depths corresponding to each layer. The value used for !! was 1 3. 
The value !!  is the average weighted asymmetry parameter of all particles 
deposited onto the filter, given by 
 !! = !!"! !!!! !!"!! , (4.23) 
where ! represents the ! th ensemble of particles with scattering coefficient !!"! . 
This equation is different to the equation presented by Müller et al. (2014) who 
recommended using individual particle scattering cross sections (as opposed to 
ensemble scattering coefficients). I used equation 4.23 as opposed to the 
recommended formulation because nephelometer measurements represent an 
ensemble. In this study, bulk asymmetry parameters (i.e. corresponding to an 
ensemble of particles) were calculated for each time-step using the 
parameterisation  
 !! = −7.143889!!"! + 7.464439!!"! −3.96356!!" + 0.9893,   (4.24) 
where !!" is the backscattering ratio measured using a nephelometer (Andrews 
et al., 2006; Müller et al., 2014).  
 
To confirm the accuracy of the implementation of the M2014 algorithm used 
during this analysis, equations 4.15–4.22 were used to reproduce the results in 
Figure 6 of the Müller et al. (2014) study, which were verified against 
intermediate results (T. Müller, personal communication, 2016). 
4.3.5 Determining the absorption Ångström exponent 
The spectral dependence of aerosol absorption can be approximated by a 
power law relationship with a wavelength-dependent constant referred to as the 
AAE (Moosmüller et al., 2011). It follows that the AAE is the negative slope of 
the logarithm of the absorption coefficient as a function of the logarithm of 
wavelength, defined as  
 !!" !!, !! = − !" !!" !!" ! . (4.25) 
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The value of BC’s AAE is commonly assumed to be 1 for wavelengths in the 
visible and near-infrared (Moosmüller et al., 2009, 2011; Lack and Langridge, 
2013). 
4.4 Measurements and instrumentation 
All measurements presented in this study were made aboard the UK’s BAe-
146-301 large Atmospheric Research Aircraft (ARA) operated by the Facility for 
Airborne Atmospheric Measurements (FAAM; www.faam.ac.uk).  
 
This section provides information on the filter-based, photoacoustic, 
nephelometry and aerosol composition instrumentation used aboard the aircraft 
and introduces the environments in which measurements were made.  
4.4.1 Aerosol sampling and conditioning 
An important strength of this dataset is that the TAP, PAS and cavity ring-down 
spectrometer (CRDS) instruments used to sample aerosol optical properties all 
shared a common sample inlet and were subject to the same flow conditioning, 
as described in Chapter 2.2.2. Aerosols were drawn into the aircraft through a 
modified Rosemount inlet (Trembath et al., 2012) and distributed to the 
instruments as shown in Figure 2.3. 
4.4.2 Tricolor Absorption Photometer (TAP) 
The TAP is a commercially available (Brechtel) version of the Continuous Light 
Absorption Photometer (CLAP), described by Ogren et al. (2017). The TAP 
comprises of eight sample filter spots and two reference filter spots. The 
aerosol-laden air passes through one sample spot at a time, which allows for 
eight times the filter lifetime compared to single-spot photometers. The filtered 
air is re-circulated through one of the reference spots to enable the attenuation 
calculation (see equation 4.1) (Ogren et al., 2017). Upon reaching a pre-defined 
filter transmittance set point, the TAP automatically changes to the next 
available sample filter spot. Pallflex (E70-2075W) glass-fibre filters with 47 mm 
diameter were used, which were nominally identical to the filters used to derive 
the correction schemes applied in this study (see sections 4.3.2–4.3.4). The 
TAP provides measurements at three wavelengths with peaks centred at 467, 
528 and 652 nm. The LEDs are cycled through each wavelength once per 
second, providing absorption measurements at 1 Hz at all wavelengths. The 
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inlet of the TAP is heated to 35.2 ± 0.2 °C to minimise the effects of changing 
temperature and to prevent water condensing onto the filter. The built-in digital 
low-pass filter was disabled in all measurements to enable calculation of the 
absorption coefficients from the raw photodiode measurements. To understand 
the impact of disabling the low-pass filtering on instrument sensitivity, the TAP 
was run for ~3 h while it sampled filtered room air to characterise the noise in 
the system. Uncorrected absorption coefficients, !!"!"#, were calculated at 1 Hz, 
and the average and standard deviation for each time interval Δt (1 < Δt < 1000 
s) were calculated. The 1-sigma detection limits at 30 s averaging time were 
0.71, 1.37 and 0.89 Mm−1 at wavelengths 652, 528 and 467 nm, respectively. 
Ogren et al. (2017) calculated the mean 1-sigma detection limit in their 28 
instruments over all three wavelengths to be 0.33 Mm−1. The difference 
between the detection limit measured in this study and that presented in Ogren 
et al. (2017) is likely due to running without low-pass digital filtering in the 
current study. TAP internal particle losses were estimated to be < 1 % for 
particles with diameters in the range 0.03–2.5 µm (Ogren et al., 2017). 
 
To determine the areas of the spots resulting from particle deposition onto the 
filter, nigrosin (product number 198285-100G) was atomised from solution, 
dried to < 10 % relative humidity using a silica gel diffusion drier (Topas, DDU-
570) and sampled by the TAP. The areas of the eight sample spots were 
determined by measuring the number of pixels corresponding to the diameter of 
each spot in a magnified digital photograph leading to areas in the range 32.4–
36.8 mm2, which depended on the spot number. Filter spot sizes were 
determined using nigrosin rather than from the samples themselves as the spot 
edges were clearly defined. The spot edges of the deposited ambient aerosol 
were difficult to detect as the filter spot was changed at the start of each day 
when measurements were taken. It was possible to detect the aerosol spot for 
measurements that corresponded to high loadings of absorbing aerosol. In 
these cases there was evidence of aerosols spreading across the filter and the 
area of the spots was larger by 5–20 %. However, this observation is based on 
a limited sample of three aerosol spots and the time scale for spread across the 
filter is unclear. Therefore this analysis used the areas determined using the 
clearly defined nigrosin spots, and therefore provides a lower limit of area and 
thus absorption coefficient (see equation 4.2). 
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4.4.3 Photoacoustic and cavity ring-down spectrometers 
The photoacoustic and cavity ring-down spectrometers used in this study are 
described in Chapter 2. Much of this analysis relies on accurate PAS absorption 
measurements. The total PAS measurement uncertainty is comprised of the 
measurement precision and accuracy, which was assessed in Chapter 2.6. 
 
The PAS operated at wavelengths 405, 514 and 658 nm and the CRDS 
operated at wavelengths 405 and 658 nm. Absorption and extinction 
coefficients determined using PAS and CRDS were interpolated to the TAP 
wavelengths using AAE values derived from PAS measurements using 
equation 4.25. Scattering coefficients used in the TAP correction schemes (see 
section 4.3.2–4.3.4) were derived by subtracting PAS absorption coefficients 
from CRDS extinction coefficients. 
4.4.4 Additional measurements 
Nephelometer measurements (TSI 3563) were used to derive the aerosol 
asymmetry parameter needed to apply the Müller et al. (2014) TAP correction 
scheme (see section 4.3.4) and were corrected according to Müller et al. 
(2011). A Time-Of-Flight Aerosol Mass Spectrometer (TOF-AMS) (e.g. 
Drewnick et al., 2005) measured the aerosol composition. The TOF-AMS and 
TAP data were aligned by matching the rising and falling edges of the peaks in 
organic aerosol (OA) mass concentrations and absorption coefficients. 
4.4.5 Residence times 
All absorption, scattering and extinction coefficient data measured using the 
PAS, TAP, CRDS and nephelometer were recorded at 1 Hz. Data was 
subsequently averaged to 30 seconds during post-flight analysis to reduce the 
noise in these measurements and to aid temporal alignment of the PAS and 
TAP for direct comparisons. To account for time lags between the PAS and 
TAP, an optimisation routine was run that maximised the correlation coefficient 
(R2) between the absorption coefficients determined using the PAS and TAP by 
delaying one instrument relative to the other. The delay time between the TAP 
relative to the PAS was 20 s, which was determined in laboratory conditions. 
There was no time lag between the PAS and CRDS when using an averaging 
time of 30 seconds. Time alignment was verified by visually confirming that the 
rising and falling edges of the peaks in the absorption coefficients were aligned.  
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4.5 Flights and meteorology 
This study uses data collected aboard the FAAM aircraft during 30 research 
flights (each 3-4 hours duration) in three distinct regions: London (three flights, 
17 to 20 July 2017, from 1.7° W to 2.0° E and from 50.6° to 52.9° N), West 
Africa (three flights, 28 February to 1 March 2017, from 14.2° to 17.6 °W and 
from 9.6° to 14.8° N) and the Southeast Atlantic Ocean (24 flights, 16 August to 
7 September 2017, from 8.0° to 18.6° W and from 4.6° N to 10.9° S). Figure 4.2 
shows a map with the flight tracks indicated. All flights involved straight and 
level runs as well as deep profiles. Figure 4.2 shows the mean aerosol optical 
depths (AODs) measured using the Moderate Resolution Imaging 
Spectroradiometer (MODIS) instruments aboard the Terra and Aqua satellite 
platforms (Remer et al., 2013) for each measurement period. The mean AOD 
for each region is shown corresponding to all satellite overpasses during the 
flight periods for both MODIS instruments. Figure 4.2 also shows time series of 
the columnar AOD values measured using the AErosol RObotic NETwork 
(AERONET) for the Chilbolton and Oxford (~ 95 km southwest and northwest of 
London respectively), Dakar (West Africa) and Ascension Island (Southeast 
Atlantic Ocean) sites.  
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Figure 4.2: FAAM research aircraft flight tracks (red) over London in the United Kingdom (July 2017), West Africa (February and March 
2017) and the Southeast Atlantic (August and September 2017). For each of the geographical areas highlighted in the white boxes, the 
mean aerosol optical depths (AODs) measured using the Moderate Resolution Imaging Spectroradiometer (MODIS) satellite instruments 
are displayed. A time series of AErosol RObotic NETwork (AERONET) data shows AOD values at 500 nm corresponding to each 
measurement period. Note the discontinuous AERONET AOD time axis. AERONET sites are shown on the MODIS AOD plots by arrows.  
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Urban emissions: during 17-20th July 2017, back trajectory analysis shows 
north-westerly flow brought air masses from over the Irish Sea to London 
(Rolph et al., 2017; Stein et al., 2015; available at 
http://ready.arl.noaa.gov/HYSPLIT_traj.php); see Figure 4.3. Similar back 
trajectories were observed for flights on the 20th July. Flights provided 
measurements of regional background aerosol (Northwest London) as well as 
the London pollution plume (Southeast London). AOD values of ~0.0–0.13 were 
measured using the AERONET sites at Chilbolton and Oxford during the 
measurement period, as shown in Figure 4.2. Mean in-flight carbon monoxide 
(CO) concentrations were 98 ppbv indicating the presence of fossil fuel burning, 
for example from transport emissions and industrial processes (e.g. Dentener et 
al., 2001). These flights predominantly sampled the boundary layer with a 
maximum aircraft altitude of 2.2 km.  
 
Figure 4.3: HYSPLIT ensemble back-trajectory models at 1000 m above 
ground level (AGL) ending at 13:00 pm on 17th July 2017 at 51.21° N and 0.58° 
E.  
Fresh biomass burning emissions: flights over West Africa were dominated 
by freshly emitted BBA, encountering similar conditions to those sampled during 
previous FAAM flight campaigns at the same time of year (e.g. AMMA-SOP-0; 
DABEX; Haywood et al., 2008). Low-level flying through visible smoke plumes 
enabled measurements of fresh BBA within a few minutes of emission. During 
the measurement period, MODIS measured mean AOD values ~ 0.5–0.7 over 
large swaths of West Africa, > 1.0 near to the coast and ~ 0.5–1.0 over the 
Atlantic Ocean offshore of West Africa and AERONET reported AOD values in 
the range ~ 0.5–0.9 over Dakar, as shown in Figure 4.2. Many flights targeted 
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measurements close to the source and so were dominated by BBA emissions. 
There was little influence of dust on the PAS, TAP and CRDS measurements 
because of the 1.3 µm impactor used, with the particle number size distribution 
of dust dominated by coarse mode (> 1 µm) particles. Mean in-flight CO 
concentrations were 175 ppb although concentrations greater than 14000 ppbv 
were measured when flying through plumes close to the aerosol source, 
indicative of fresh biomass burning emissions (Dentener et al., 2001).  
 
Aged biomass burning emissions: flights around Ascension Island sampled 
aged biomass burning aerosols transported from mainland Southern Africa in a 
general anticyclonic circulation (e.g. Garstang et al., 1996; Zuidema et al., 
2016). East of ~ 8° W, MODIS reported mean AOD values generally between 
0.1–0.5 and up to ~ 0.8 in the east of the area in which flights occurred. 
AERONET consistently measured AOD values between 0.1–0.5 over 
Ascension Island (the campaign base) during the entire four week 
measurement period. Mean CO concentrations were 126 ppbv, confirming that 
emission likely originated from a combustion source. Flights were performed in 
both the boundary layer and free troposphere. Based on HYSPLIT back 
trajectories, aerosols had generally undergone ~ 1 week of atmospheric 
transport since emission (Haywood et al., in preparation). 
4.6 Results and discussion 
4.6.1 TAP-PAS comparisons 
The primary result of this study is that the absorption coefficients determined 
using a TAP and PAS are linearly correlated and that the slope (Rabs) is 
dependent upon the aerosol source, measurement wavelength and the 
correction scheme applied to the TAP measurements. Scatter plots showing the 
relationship between absorption coefficients measured simultaneously by the 
TAP and PAS for urban, fresh and aged BBA are shown in Figures 4.4–4.6 
respectively. A summary of Rabs can be found in Table 4.1. Tight correlations 
between TAP and PAS measurements were observed across all aerosol 
sources and for all correction schemes. The largest TAP biases were observed 
for measurements associated with urban aerosol emissions and the lowest 
biases were observed for aged BBA. 
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Table 4.1: A summary of the slopes (Rabs) between PAS and TAP absorption coefficients. Correlation coefficients (R2) are also 
provided. P10 and P90 are the 10th and 90th percentiles of each dataset. All absorption coefficients correspond to > 1 Mm-1. All linear 
regressions were forced through the origin.  
 
Aerosol 
source 
Wavelength B1999 V2010 M2014 V2010 
parameterisation 
  Slope R2 P10 P90 Slope R2 P10 P90 Slope R2 P10 P90 
Urban 467 1.36 0.88 0.99 1.71 1.38 0.87 0.99 1.76 1.16 0.89 0.92 1.41 
528 1.45 0.89 1.11 1.79 1.37 0.88 1.03 1.70 1.17 0.88 0.94 1.40 
652 1.40 0.68 1.14 1.76 1.27 0.69 1.01 1.58 1.00 0.62 0.81 1.27 
Fresh 
BBA 
467 1.25 0.97 1.11 1.46 1.30 0.97 1.13 1.54 1.09 0.95 0.84 1.24 
528 1.30 0.97 1.17 1.53 1.23 0.97 1.08 1.44 1.08 0.96 0.84 1.22 
652 1.24 0.96 1.19 1.70 1.09 0.97 0.92 1.32 0.99 0.95 0.76 1.17 
Aged 
BBA 
467 1.18 0.99 1.10 1.39 1.21 0.99 1.11 1.42 1.11 0.98 0.99 1.30 
528 1.21 0.99 1.12 1.42 1.16 0.99 1.05 1.35 1.07 0.98 0.95 1.26 
652 1.18 0.99 1.11 1.42 1.08 0.99 1.00 1.29 1.01 0.99 0.89 1.18 
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For the B1999 correction scheme, the range of TAP biases across all aerosol 
sources was 1.18–1.45. The smallest biases were consistently associated with 
467 nm or 652 nm wavelength measurements and largest for 528 nm 
wavelength measurements. An interesting feature of this result is that the 
B1999 scheme led to the largest biases at 528 nm, which is the wavelength 
closest to the wavelength at which the scheme was derived.  
 
For the V2010 correction scheme, the range of TAP biases across all aerosol 
sources was 1.08–1.38. The largest biases were consistently at 405 nm and 
smallest at 652 nm. Relative to the B1999 correction scheme, the V2010 
scheme reduced the biases at 528 and 652 nm by 5–15 % while it increased 
the bias at 467 nm by 2–5 %, dependent on the aerosol source. The sensitivity 
of TAP biases to the wavelength dependent constants used in the V2010 
scheme was investigated due to the mismatch in the TAP wavelengths and 
those for which the V2010 correction scheme was derived. Applying the single-
wavelength V2010 correction scheme (i.e. applicable at all wavelengths) 
decreased TAP biases by 7–9 % at 467 nm, increased biases by 1 % at 528 nm 
and increased biases by 6–8 % at 652 nm. 
 
For the M2014 correction scheme, the range of TAP biases across all aerosol 
sources was 0.99–1.17. The M2014 scheme reduced TAP biases relative to the 
B1999 and V2010 schemes by 7–40 % and 7–27 %, respectively, dependent 
on the aerosol source and wavelength. The most significant reductions in TAP 
biases were for urban aerosol emissions and had the most impact on 
measurements at wavelength 652 nm. As discussed in section 4.3.4, the 
M2014 correction scheme applied here used the wavelength-dependent 
Virkkula (2010) parameterisation, in contrast to Müller et al. (2014), who applied 
the Virkkula et al. (2005) parameterisation. Although not shown, applying the 
Virkkula et al. (2005) parameterisation to TAP data in this study would act to 
decrease TAP biases by 3–4 % at 467 nm, increase biases by 1–2 % at 528 nm 
and by 3 % at 652 nm.  
 
The Rabs from Figures 4.4–4.6 provide the mean TAP absorption coefficient 
biases for all measurements corresponding to each measurement wavelength 
and aerosol source, but it is also pertinent to examine the range of biases 
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corresponding to individual 30-s average measurements. Examining the 10th 
and 90th percentiles of each dataset (see Table 4.1) revealed that 10 % of TAP 
measurements were biased by greater than 1.71–1.79, 1.46–1.70 and 1.39–
1.42 for urban, fresh BBA and aged BBA when corrected using the B1999 
scheme, respectively, dependent on wavelength. The M2014 scheme reduced 
the biases, with 10 % of measurements biased greater than 1.27–1.41, 1.17–
1.24 and 1.18–1.30 for urban, fresh BBA and aged BBA, respectively, 
dependent on wavelength.  
 
The TAP biases exhibited a strong wavelength dependence. The lowest biases 
were associated with the 652 nm wavelength measurements and the largest 
biases with the 467 nm wavelength measurements when the V2010 and M2014 
schemes were applied to TAP measurements for all aerosol sources. The one 
exception was when the M2014 scheme was applied to urban aerosol 
measurements, which led to the largest biases at wavelength 528 nm. TAP 
biases were also largest at wavelength 528 nm when corrected using the 
B1999 scheme for all aerosol sources.  
 
To summarise, the M2014 scheme consistently led to the lowest biases across 
all measurement wavelengths and aerosol sources investigated. The largest 
biases were associated with TAP measurements corrected using the B1999 
scheme at wavelengths 528 and 652 nm and when using the V2010 scheme at 
wavelength 467 nm for all aerosol sources. 
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Figure 4.4: Absorption coefficients measured by PAS versus TAP for urban 
emissions around London in July 2017. The columns correspond to: column 1: 
467 nm, column 2: 528 nm, and column 3: 652 nm wavelengths and the rows 
correspond to the B1999, V2010 and M2014 corrections. All absorption 
coefficients correspond to > 1 Mm-1. All linear regressions were forced through 
the origin. 
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Figure 4.5: As Figure 4.4 but for fresh biomass burning aerosols over Senegal 
in February and March 2017.  
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Figure 4.6: As Figure 4.4 but for aged biomass burning aerosols over the 
Southeast Atlantic Ocean in August and September 2017. 
4.6.2 Evaluating TAP biases as a function of the organic aerosol mass 
concentration 
The biases of −1 to 45 % observed in this study are at the lower end of those 
measured by Lack et al. (2008) and Cappa et al. (2008), who reported biases of 
12 % to ~200 %, dependent upon the OA concentration. To investigate this 
apparent discrepancy, I evaluated the TAP biases as a function of the OA mass 
concentration measured using an Aerodyne Aerosol Time of Flight Mass 
Spectrometer (TOF-AMS, Aerodyne Research Inc.) (e.g. Drewnick et al., 2005).  
 
Figure 4.7 (a–c) shows how TAP biases vary with OA mass concentration for 
TAP measurements corrected using the B1999 correction scheme, for direct 
comparison with the Lack et al. (2008) study. The linear relationship between 
the PSAP biases and OA observed by Lack et al. (2008) is superimposed for 
reference. For urban emissions (Figure 4.7a), TAP biases and OA mass are 
positively correlated and the trend is broadly consistent with that observed by 
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Lack et al. (2008). There is however no correlation for fresh (Figure 4.7b) or 
aged BBA (Figure 4.7c).  
 
TAP biases were also plotted as a function of the ratio of the mass 
concentrations of OA to light-absorbing carbon (LAC), denoted by ROA/LAC. This 
variable was calculated using the method outlined by Lack et al. (2008) by (i) 
assuming that all absorbing mass is black carbon, (ii) converting the mass 
absorption coefficient (MAC) of black carbon (BC) at 532 nm (7.75 m2 g−1) to the 
PAS measurement wavelength 528 nm by using equation 4.25 and a BC AAE 
of 1 and (iii) dividing the PAS-measured absorption coefficient at wavelength 
528 nm by the BC MAC at 528 nm. Hence the mass concentration of LAC was 
calculated as !"# = !!",!"# !"!"# !"#!"# !"!"  such that !!"/!"# = !" !"#  (Bond 
and Bergstrom, 2006; Lack et al., 2008). Figure 4.7 (d) shows that the TAP bias 
is positively correlated with ROA/LAC for urban aerosol emissions when TAP 
measurements were corrected using the B1999 correction. This result is 
consistent with the Lack et al. (2008) observation although the current study 
shows lower biases. A likely contributor to this discrepancy is that all absorption 
was assumed to be due to BC to provide consistency with the Lack et al. (2008) 
study, but this assumption is poor for BBA emissions (e.g. Andreae and 
Gelencsér, 2006) as it provides a maximum bound on the MAC value, a 
minimum bound on absorption attributed to LAC and therefore a maximum 
bound on ROA/LAC. A more realistic approach would be to use the MAC value 
corresponding to BC plus BrC. Using a lower MAC to account for absorption 
contributions from both BC and BrC would lead to lower ROA/LAC values than 
those shown in Figure 4.7 (d–f) and better agreement with the Lack et al. (2008) 
study. Correcting the TAP data using the M2014 correction scheme reduces the 
positive correlation between TAP biases and both ROA and ROA/LAC as shown in 
Figure 4.7 (g–i). This result further demonstrates the improvement provided by 
using the M2014 scheme. 
 
This analysis was repeated at wavelengths 467 nm and 652 nm (see Appendix 
B). Measurements at 652 nm, where BrC absorbs relatively weakly (e.g. 
Andreae and Gelencsér, 2006), revealed relatively stronger correlations 
between TAP biases and ROA and ROA/LAC compared to 528 nm measurements 
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for TAP measurements corrected using the B1999 scheme, improving the 
agreement with Lack et al. (2008). Measurements at 467 nm, where BrC 
absorbs relatively strongly, revealed relatively weaker correlations between TAP 
biases and ROA/LAC compared to 528 nm measurements, reducing the 
agreement with Lack et al. (2008), due in part to attributing all absorption to BC. 
However, TAP biases showed no dependence on ROA and ROA/LAC when TAP 
measurements were corrected using the M2014 scheme at 652 nm and a 
tenuous dependence at 467 nm. This finding is an interesting result that 
opposes the above argument. The reasons underpinning this result are unclear. 
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Figure 4.7: The ratio of TAP to PAS absorption coefficients at 528 nm as a function of the organic aerosol (OA) mass concentration 
using the B1999 correction scheme (a-c) and as a function of the ratio of the organic aerosol to light-absorbing carbon (LAC) mass 
concentrations when using the B1999 correction scheme (d-f) and using the M2014 correction scheme (g-i). All absorption 
coefficients correspond to > 1 Mm−1.  
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A key result of this analysis is to show that biases observed in filter-based 
aerosol absorption measurements are strongly dependent on the type of 
aerosol being sampled. Correlating biases to aerosol composition information 
may provide tight constraint for a single source study such as the work by Lack 
et al. (2008) for aerosol emissions over the Gulf of Mexico, but care must be 
taken when generalising results to other aerosol types.  
4.6.3 An assessment of the impact of TAP biases on climate relevant 
parameters 
I now assess the impact that TAP biases may have on climate relevant 
parameters including the (i) aerosol single scattering albedo, (ii) absorption 
Ångström exponent and (iii) a simplified method for absorption attribution.  
4.6.3.1 Single scattering albedo 
Figure 4.8 shows histograms of the SSA derived using PAS or TAP together 
with CRDS for the aerosol sources described in section 4.5 and for the TAP 
corrections described in section 4.3.2–4.3.4.  
 
Figure 4.8: Probability density functions of the single scattering albedo derived 
using (i) PAS and CRDS and (ii) TAP and CRDS for the range of TAP 
correction schemes outlined in section 4.3.2–4.3.4 at wavelengths 467, 528 and 
652 nm. All absorption coefficients correspond to > 1 Mm−1. 
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The SSA is biased towards lower values when derived using TAP 
measurements, consistent with the results in Figures 4.4–4.6 which typically 
show a ~0–45 % high bias in TAP-derived absorption. Campaign-mean SSA 
values derived using PAS and CRDS measurements for each measurement 
campaign are summarised in Table 4.2.  
Aerosol 
source 
Wavelength Mean SSA 
  PAS B1999 V2010 M2014 
Urban 467 0.89 0.86 0.86 0.88 
528 0.88 0.84 0.85 0.87 
652 0.88 0.81 0.83 0.87 
Fresh 
BBA 
467 0.92 0.89 0.89 0.91 
528 0.93 0.90 0.91 0.92 
652 0.93 0.91 0.93 0.93 
Aged 
BBA 
467 0.84 0.80 0.79 0.81 
528 0.83 0.79 0.80 0.81 
652 0.81 0.77 0.79 0.81 
Table 4.2: Campaign-mean single scattering albedo (SSA) derived using PAS 
and CRDS measurements and TAP and CRDS measurements.  
The mean SSA values derived using TAP and CRDS measurements matched 
those derived using PAS measurements most closely for fresh BBA aerosols, 
which were biased low by 0.00–0.03, dependent on measurement wavelength 
and the TAP correction scheme applied. The SSA values were most different 
for urban aerosols, which were biased low by 0.01–0.07, dependent on 
wavelength and the TAP correction scheme applied. This result is consistent 
with the results in Table 4.1, which highlights that TAP biases were largest for 
urban aerosol measurements. The wavelength dependence of the TAP-derived 
SSA values depended on the correction scheme applied. SSA values derived 
using the M2014 correction scheme agreed most closely with those derived 
using PAS measurements for all measurement wavelengths and correction 
schemes.  
4.6.3.2 Absorption Ångström exponent 
Figure 4.9 shows histograms of the AAE values derived by performing linear 
regressions between the logarithms of the PAS-measured absorption 
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coefficients and the PAS measurement wavelengths (405–658 nm) using 
equation 4.25. It also shows the same information for the TAP-derived AAE 
values. The AAE values were calculated for the aerosol sources outlined in 
section 4.5 and TAP correction schemes outlined in section 4.3.2–4.3.4. The 
B1999 scheme was not able to reproduce the range of AAE values determined 
using PAS measurements, which is likely related to its derivation at a single 
wavelength. 
 
Figure 4.9: Probability density functions of the absorption Ångström exponents 
derived for PAS and TAP measurements using the range of TAP correction 
schemes as outlined in section 4.3.2–4.3.4. All absorption coefficients 
correspond to > 1 Mm−1. 
The AAE values were strongly dependent on the TAP correction scheme 
applied. Campaign-mean AAE values are summarised in Table 4.3, which 
highlights that the highest mean AAE values were associated with fresh BBA 
emissions and the lowest for aged BBA emissions.  
Aerosol 
source 
Mean AAE 
 PAS B1999 V2010 M2014 
Urban 1.51 0.97 1.35 1.75 
Fresh BBA 1.91 1.50 2.27 2.05 
Aged BBA 1.06 0.99 1.32 1.36 
Table 4.3: Campaign-mean absorption Ångström exponent (AAE) derived using 
PAS and CRDS measurements and TAP and CRDS measurements. 
The V2010 scheme led to mean AAE values that were in closest agreement 
with the AAE values derived using PAS measurements for urban aerosols, 
whereas the M2014 scheme provided the closest match for fresh BBA and the 
B1999 scheme for aged BBA. It is unclear why the different TAP correction 
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schemes perform so differently for the different aerosol sources sampled. 
However, what is clear from this analysis is that there are large uncertainties in 
this important climate parameter when calculated from filter-based absorption 
measurements, and that these uncertainties are strongly source and correction 
scheme dependent. 
4.6.3.3 Absorption attribution 
The accuracy of the simplified method for BrC absorption attribution outlined in 
section 4.2 will now be examined in light of the uncertainties in TAP-derived 
AAE values described in section 4.6.3.2. In this method, I will perform idealised 
calculations to (i) evaluate how the absorption of BC !!",!"  varies with 
wavelength, (ii) evaluate how the absorptions of the source aerosol species in 
question !!",!"!!"#$%,  !!",!"!!"#$! !!",  !!",!"!!"#$ !!"  vary with wavelength and (iii) attribute 
the difference in absorption to absorption by BrC such that !!",!"#!"#$% = !!",!"!!"#$% −!!",!" , !!",!"#!"#$! !!" = !!",!"!!"#$! !!" − !!",!"  and !!",!"#!"#$ !!" = !!",!"!!"#$ !!" − !!",!" . The 
dependence of !!",!"!!"#$%,  !!",!"!!"#$! !!" and  !!",!"!!"#$ !!" to wavelength will be evaluated 
using the mean PAS-derived and TAP-derived AAE values from Figure 4.9 
(Table 4.3). The fraction of light-absorption due to BrC can thus be calculated 
as (Kirchstetter and Thatcher, 2012; Backman et al., 2014) 
 !!"# ! = !!",!"# !!!",!"! ! . (4.26) 
Assuming that the PAS-derived BrC absorption contribution is accurate will 
allow evaluation of the uncertainty in the TAP-derived BrC absorption 
contribution. 
 
The dependence of !!",!! to wavelength was simulated by using equation 4.25 
to extrapolate an arbitrary absorption of 1 at wavelength 660 nm to shorter 
wavelengths. This simulation assumed that all absorption at long visible 
wavelengths was due to BC and that BC has an AAE of 1 (e.g. Bergstrom et al., 
2002). The black lines in Figure 4.10 (a–c) show the modelled BC absorption. 
The dependences of !!",!"!!"#$%,  !!",!"!!!"#! !!"  and  !!",!"!!"#$ !!"  to wavelength were 
evaluated in a similar way, achieved by extrapolating an arbitrary absorption of 
1 at wavelength 660 nm to shorter wavelengths using the mean PAS-derived 
AAE values for each aerosol type based on the data presented in Figure 4.9. 
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These extrapolations are shown by the blue lines in Figure 4.10 (a–c). 
Extrapolations were repeated for the TAP-derived AAE values for each TAP 
correction scheme, shown by the green, red and purple lines in Figure 4.10 (a–
c). The fraction of light-absorption attributed to BrC is represented by fBrC, which 
was determined using equation 4.26 by taking the ratio of !!",!"#!"#$%  to !!",!"!!"#$%, with 
similar relations for fresh and aged BBA. fBrC is a wavelength dependent 
variable, which reflects the wavelength dependence of BrC absorption (e.g. 
Kirchstetter et al., 2004). fBrC is shown in Figure 4.10 (d–f). 
 
These calculations show that the fraction of absorption attributed to BrC derived 
using PAS measurements at 405 nm is 16 %, 26 % and 2 % for urban, fresh 
BBA and aged BBA emissions, respectively. fBrC is underestimated when 
derived using TAP measurements corrected using the B1999 scheme and in 
the cases of urban aerosol and aged BBA emissions, fBrC is unphysical 
(negative). fBrC is consistently overestimated when derived using TAP 
measurements corrected using the M2014, irrespective of aerosol type. To 
summarise, fBrC can be in error by as much as 17 % depending on the aerosol 
type and correction scheme applied to the TAP. This error is relatively small 
compared to the uncertainties that are inherent with this method of absorption 
attribution (Lack and Langridge, 2013). 
 
Figure 4.10: (a–c) Extrapolated absorption assuming a BC AAE of 1 and PAS 
and TAP AAE values taken as the mean values in Figure 4.9 for urban, fresh 
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BBA and aged BBA. (d–f) The fraction of absorption by BrC was computed as 
the difference between the BC and PAS absorption and the BC and TAP 
absorption. The TAP B1999 and BC have similar values in (a). 
4.7 Conclusions 
Measurement artefacts in a commercially available filter-based absorption 
photometer (TAP) were evaluated as a function of wavelength and aerosol 
source. A range of correction schemes have been proposed in the literature to 
account for these artefacts and thus to maximise the accuracy of aerosol 
absorption coefficients determined using this technique, although biases can 
remain. Three correction schemes were applied, which all reduced the TAP 
mean bias to within −1 to +45 % of the PAS absorption, dependent upon 
aerosol source and wavelength. The largest biases were associated with urban 
aerosols and the lowest for aged BBA. The M2014 correction scheme 
consistently led to the lowest biases across all wavelengths and aerosol 
sources. To my knowledge, this study is the first to demonstrate the improved 
performance of the M2014 correction scheme as a function of wavelength and 
across multiple aerosol sources for ambient aerosol sampling.  
 
Biases in filter-based absorption measurements were strongly source 
dependent. On no occasion were the very large biases of > 200 % noted in the 
Lack et al. (2008) study observed. However, it should be noted that the Lack et 
al. (2008) results are consistent with the source dependence observed in the 
current study.  
 
The high bias in absorption determined using a filter-based measurement 
system resulted in a low bias in the single scattering albedo of up to 0.07. The 
largest biases in SSA were for urban aerosols at wavelength 652 nm. The 
M2014 scheme consistently led to SSA values that were most closely matched 
to those derived using PAS measurements across all wavelengths and aerosol 
sources.  
 
A broader range of AAE values were derived using PAS compared to TAP, 
which depended strongly on the correction scheme applied to the TAP 
measurements. The largest discrepancies in the AAE values were for TAP 
measurements of urban aerosols corrected using the B1999 scheme, which 
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were biased low by a mean of 0.54. Best agreement with AAE values derived 
using PAS measurements was obtained when TAP measurements of (i) urban 
aerosols were corrected using the V2010 scheme, (ii) fresh BBA were corrected 
using the M2014 scheme and (iii) aged BBA were corrected using the B1999 
scheme. This result highlights that the AAE is strongly source and correction 
scheme dependent.  
 
The strong aerosol source dependence of biases observed in this study 
cautions against extrapolating results more widely to other aerosol types. 
Further analyses exploring biases in filter-based absorption coefficient 
measurements may help to address this issue. However, given the empirical 
nature of the correction schemes and strong source and wavelength 
dependencies, even this is unlikely to fully bound uncertainties associated with 
filter-based absorption measurements to the high level of confidence that can 
be achieved using alternative methods. 
 
Throughout this analysis, no correction was applied to PAS measurements 
accounting for potential biases in ozone calibrations, as discussed in section 
3.8. Based on the Fischer and Smith (2018) study, EXSCALABAR PAS ozone 
calibrations may have led to an underestimation of the absorption coefficients 
by up to 10 %, which would broadly act to increase the agreement between 
PAS and TAP measurements. 
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5 Investigating the sensitivity of the direct radiative 
effect to aerosol and cloud optical properties using 
offline radiative transfer, satellite observations and a 
global climate model 
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5.1 Rationale, aims and objectives 
Biomass burning aerosol (BBA) plumes are advected over the Southeast 
Atlantic Ocean during the African dry season (July–September), and typically 
overlie semi-permanent marine stratiform clouds that are ubiquitous in the 
region  (e.g. de Graaf et al., 2012, 2014). This environment provides a unique 
opportunity to study the aerosol direct radiative effect (DRE), which is poorly 
understood and is not represented well in global aerosol models in this region 
(Myhre et al., 2013b; de Graaf et al., 2014; Zuidema et al., 2016). 
 
Zuidema et al. (2016) highlighted the poor representation of BBA in global 
aerosol models over the Southeast Atlantic Ocean by examining the direct 
radiative forcing (DRF) using the AeroCom suite of global aerosol models, 
shown in Figure 5.1. The models in Figure 5.1 consist of both chemistry-
transport models (GMI MERRA, GOCART, TM5, GEOS CHEM, OsloCTM2, 
IMPACT) and chemistry-climate models (GISS modelE, GISS MATRIX, 
HadGEM2-ES, BCC AGCM, INCA, SPRINTARS, NCAR CAM3, CAM4-Oslo, 
MPIHAM, CAM5.1 MAM3) (Schulz et al., 2006; Myhre et al., 2013b). Chemistry-
transport models use prescribed reanalysis meteorological data whereas 
chemistry-climate models simulate their own internal meteorology, which may 
lead to different simulated cloud fields (e.g. Textor et al., 2006). Differences in 
the AeroCom models’ cloud fields due to meteorology was minimised by 
nudging the meteorology to reanalysis data; see Myhre et al. (2013b) for more 
details. This ensemble of global aerosol model simulations showed that even 
the sign of the DRF was uncertain. This result can be understood using Figure 
1.8, which shows that the DRF changes sign at the critical single scattering 
albedo, dependent on the aerosol single scatteing albedo (SSA) and the 
underlying surface reflectance. A positive DRF (warming) would result if the 
BBA resided above highly reflective cloud whereas a negative DRF (cooling) 
would result in the absence of cloud; see Figures 1.8 and 1.9 (e.g. Keil and 
Haywood, 2003). Key factors driving the model diversity shown in Figure 5.1 
included uncertainties in the vertical distribution of aerosol (e.g. Zarzycki and 
Bond, 2010; Samset et al., 2013; Peers et al., 2015), the aerosol single 
scattering albedo (e.g. Myhre et al., 2008, 2013b) and how this evolved during 
the biomass burning season due to changing aerosol composition (Eck et al., 
2013), aerosol spatial distribution and an inaccurate representation of the 
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underlying cloud deck (Zuidema et al., 2016). Another explanation for the 
diversity in modelled DRF shown in Figure 5.1 could be related to the inability of 
global aerosol models to resolve variability on spatial scales that are smaller 
than their grid cell size (Qian et al., 2010). Model resolution can impact the 
DRF, or equivalently DRE, significantly due to sub-grid processes that vary with 
resolution in a non-linear way, for example chemical reactions that depend on 
aerosol concentration, aerosol hygroscopic growth and spatial variability of 
aerosol emissions (e.g. Haywood et al., 1997; Bian et al., 2009; Gustafson Jr. et 
al., 2011). 
 
Figure 5.1: Mean direct radiative forcing over the Southeast Atlantic Ocean 
during August–September using the AeroCom global aerosol models. Figure 
from Zuidema et al. (2016). 
Global aerosol model uncertainty in predicting the DRE over the Southeast 
Atlantic Ocean was further demonstrated by comparing HadGEM2 climate 
model simulations to SCHIAMACHY satellite observations of the aerosol DRE 
over clouds, hereafter called the above cloud direct radiative effect (ACDRE), 
corresponding to BBA in August and September 2006–2009 (de Graaf et al., 
2014). The mean ACDRE was a factor of five lower in climate model 
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simulations (6 W m−2) than satellite observations (30 to 35 W m−2). The 
instantaneous ACDRE satellite observations (up to ~150 W m−2) were not 
reproduced in the climate model simulations (up to ~42 W m−2). Peers et al. 
(2015) independently examined the range of ACDRE values for BBA overlying 
cloud across the Southeast Atlantic Ocean during August 2006 using the 
Polarization and Directionality of Earth Reflectances (POLDER) satellite 
instrument, shown in Figure 5.2. ACDRE values were in line with SCIAMACHY 
observations, with 0.2 % of retrievals greater than 220 W m−2.  
 
Figure 5.2: Frequency distribution of the above cloud aerosol direct radiative 
effect (DRE) over the Southeast Atlantic Ocean during August 2006 for cloud 
optical depth ≥ 3 and cloud fractions of 1. Figure from Peers et al. (2015). 
The poor agreement between the HadGEM2 simulations and satellite 
observations was attributed in part to a lack of representation of the episodic 
nature of aerosol emissions and lack of absorption by brown carbon in the 
HadGEM2 simulations (de Graaf et al., 2014). However, these factors did not 
fully resolve the large discrepancy in ACDRE, which was attributed to an 
inaccurate representation of cloud brightness. Another explanation for this 
finding could have been related to sub-grid scale variability within the climate 
model grid boxes. If the AOD and COD were independent, there could have 
been areas of high AOD overlying areas of high COD, which would have led to 
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large positive ACDRE values. However, if the AOD and COD fields were heavily 
spatially averaged, many of these high ACDRE values would have been lost. 
 
In this chapter, I will investigate the sensitivity of the aerosol DRE to aerosol 
and cloud optical properties, as outlined in the objectives below. To achieve this 
aim, I will implement an offline atmospheric radiative transfer model, ‘Suite Of 
Community RAdiative Transfer codes based on Edwards and Slingo’ 
(SOCRATES), used within the Met Office’s Hadley Centre Global Environment 
Model version 3 (HadGEM3), using aerosol and cloud properties measured 
over the Southeast Atlantic Ocean during the Southern African Fire-Atmosphere 
Research Initiative (SAFARI) 2000 measurement campaign. The HadGEM3 
climate model simulations in this chapter use the Global Model of Aerosol 
Processes (GLOMAP) aerosol scheme whereas the HadGEM2 climate model 
simulations in the studies highlighted previously used the Coupled Large-scale 
Aerosol Simulator for Studies In Climate (CLASSIC) bulk aerosol scheme. The 
GLOMAP aerosol scheme allows both the aerosol mass and number 
concentration to vary as well as allowing the physical and chemical properties 
of aerosols to evolve interactively including accounting for internal mixing of 
aerosol species. In contrast, the CLASSIC aerosol scheme represents each 
aerosol species as externally mixed with specified physical and optical 
properties (Mann et al., 2010; Johnson et al., 2016). 
 
Next, I examine the sensitivity of the ACDRE to the spatial variability of aerosol 
and cloud optical depths. I initially perform SOCRATES simulations to 
determine the mean and range of ACDRE values corresponding to the aerosol 
and cloud optical depths observed by the POLDER satellite instrument over the 
Southeast Atlantic Ocean during August and September 2006. The impact on 
modelled ACDRE values due to averaging AOD and COD values over a range 
of spatial scales is evaluated. I then assess how the ACDRE depends on the 
degree of spatial averaging of the aerosol and cloud optical properties by 
comparing the POLDER observations to HadGEM3 climate model simulations 
at three spatial resolutions. 
 
The objectives of this chapter are to: 
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1) Describe the SOCRATES radiative transfer model used to determine 
radiative fluxes throughout the atmosphere. 
2) Use the SOCRATES radiative transfer model to investigate the sensitivity 
of the direct radiative effect to aerosol and cloud properties as a function 
of the solar zenith angle. 
3) Investigate the sensitivity of the direct radiative effect to the aerosol 
single scattering albedo and assess the uncertainty introduced to the 
direct radiative effect due to biases in single scattering albedo 
determined using filter-based absorption measurements of aged biomass 
burning aerosols. 
4) Investigate the sensitivity of the direct radiative effect to the absorption 
Ångström exponent and assess the uncertainty introduced to the direct 
radiative effect due to biases in the absorption Ångström exponent 
determined using filter-based absorption measurements of aged biomass 
burning aerosols. 
5) Investigate the sensitivity of the above cloud direct radiative effect to 
variability in aerosol and cloud optical depths using SOCRATES 
simulations, constrained using POLDER satellite observations of 
biomass burning aerosols over the Southeast Atlantic Ocean. 
6) Compare the above cloud direct radiative effect determined using 
POLDER satellite observations to a global climate model (HadGEM3) 
over the Southeast Atlantic Ocean. 
7) Investigate the sensitivity of the above cloud direct radiative effect to 
sub-grid variability by evaluating HadGEM3 at three spatial resolutions 
over the Southeast Atlantic Ocean. 
5.2 Assessing the sensitivity of the direct radiative effect to aerosol 
and cloud properties using SOCRATES 
5.2.1 An introduction to SOCRATES 
5.2.1.1 Overview 
To investigate the impact that aerosols have on the Earth’s energy budget, one 
can evaluate the radiative transfer equation, which describes how 
electromagnetic radiation propagates through the atmosphere and depends on 
absorption and scattering processes (Zdunkowski et al., 2007). More 
specifically, the radiative transfer equation describes how radiances (units W 
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m−2 sr−1) change throughout the atmosphere, defined as the energy transferred 
by electromagnetic radiation in a specific direction through a unit area 
perpendicular to the direction of travel (Wallace and Hobbs, 2006). All 
SOCRATES simulations in this chapter used a simplified version of the radiative 
transfer equation such that radiative fluxes, otherwise known as irradiances 
(units W m−2), as opposed to radiances could be evaluated (Seinfeld and 
Pandis, 2006). Fluxes were determined by utilising the two-stream 
approximation whereby radiances were integrated over the upward-facing and 
downward-facing hemispheres (Zdunkowski et al., 2007). The radiative transfer 
equation was simplified further by utilising the plane-parallel atmosphere 
approximation whereby atmospheric optical properties are assumed to be 
independent of the horizontal position, i.e. that radiation is only allowed to enter 
or leave at the model level base or top and that there is no horizontal ‘leakage’ 
of radiation out of the atmospheric column (Manners et al., 2015). This 
simplification has been found to be a good approximation of a real atmosphere 
when vertical variations in radiation dominate over horizontal variations 
(Zdunkowski et al., 2007). Fluxes were evaluated at the top of the Earth’s 
atmosphere to enable quantification of the net change in energy balance due to 
an external perturbation in aerosol (Stocker et al., 2013). 
5.2.1.2 The calculation of fluxes throughout the atmosphere 
The atmosphere is divided into N homogeneous layers as shown in Figure 5.3 
(Manners et al., 2015). The boundaries of these layers, known as levels, are 
labelled from 0 to N. Optical properties of atmospheric constituents are 
prescribed in each atmospheric layer whilst monochromatic fluxes are 
calculated at each level.  
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Figure 5.3: Vertical atmospheric layers in SOCRATES. Figure from Manners et 
al. (2015).  
Solar radiation is comprised of direct and diffuse components where the former 
refers to unscattered direct solar radiation and the latter refers to direct radiation 
that has been scattered (Zdunkowski et al., 2007). SOCRATES calculates 
fluxes in discrete spectral bands within which all quantities are treated as 
independent of frequency such that the total flux in an atmospheric layer is 
given by 
 ! = !! !! , (5.1) 
where !! !  is the partial flux corresponding to flux in wavelength band ! 
(Manners et al., 2015). Fluxes corresponding to absorbing gaseous species are 
calculated within subdivided wavelength bands to account for relatively high 
resolution absorption features compared to, for example, aerosol absorption 
spectra. The atmospheric fluxes at layer ! are denoted as: !! is the upward flux, !! is the total downward flux (direct plus diffuse) and !! is the direct solar flux. 
The upwelling and downwelling direct and diffuse fluxes are thus calculated 
using 
 !!!! = !!!! + !!!!!! + !!! 
 
(5.2) 
 !! = !!!!!! + !!!! + !!! 
 
(5.3) 
 !! = !!!!!! (5.4) 
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where ! and ! are the diffuse transmission and reflection coefficients, !! is the 
direct transmission coefficient and !± are the terms representing the direct solar 
flux at a layer ! such that  
 !!! = !!!!!!!, 
 
(5.5) 
 !!! = !!!!!!!, 
 
(5.6) 
where !!!  and !!!  are functions of the optical properties of the atmospheric 
layer. There is no downwelling diffuse radiation at the top of the atmosphere, 
hence the following boundary condition can be imposed  
 !! = !! = !!!"# ! , (5.7) 
where !  is the solar zenith angle. At the surface level (N), the boundary 
condition is  
 !! = ℛ!! − ℛ!! !! + ℛ!!!! , (5.8) 
where ℛ!!  and ℛ!!  are the direct and diffuse planetary surface albedos, 
respectively (Manners et al., 2015).  
5.2.1.3 δ-rescaling of aerosol and cloud optical properties 
Although the two-stream approximation significantly reduces model complexity 
and computational expense, it introduces uncertainties into upwelling and 
downwelling fluxes when the optical properties of particulate constituents are 
input into an atmospheric model (Joseph et al., 1976). These particulates can 
have highly asymmetric phase functions that typically have strong forward 
scattering components, which are poorly captured by the two-stream radiative 
transfer equation. Using the δ-rescaling transformation accounts for this strong 
forward scattering, which has been found to reproduce fluxes to within 0.5 % of 
those modelled by integrating over the scattering phase function (Joseph et al., 
1976). The δ-rescaling parameters are  
 ! → ! 1− !"  
 
(5.9) 
 ! → ! 1− !1− !"  (5.10) 
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 ! → ! − !1− ! , (5.11) 
where ! = !! and ! is the asymmetry parameter (Manners et al., 2015).  
5.2.1.4 Atmospheric optical properties  
The optical properties in each atmospheric layer must be defined so that fluxes 
at each atmospheric level can be calculated (see Figure 5.3). Optical properties 
are set by attributing a specific extinction coefficient, specific scattering 
coefficient, asymmetry parameter and ! parameter to each layer such that  
 !! = !!!!!!  
 
(5.12) 
 !! = !!!! !! 
 
(5.13) 
 ! = !!!!!! !!!!  
 
(5.14) 
 ! = !!!!!! !!!! , (5.15) 
where !  represents each optically active atmospheric constituent and !! 
represents the mass mixing ratios, i.e. the mass of molecules or particles per 
cubic metre of air divided by the mass of one cubic metre of air (Seinfeld and 
Pandis, 2006; Manners et al., 2015).  
5.2.2  Aerosol, cloud, atmospheric and other setup parameters 
To run SOCRATES simulations, one has to specify which atmospheric 
constituents to include in the radiative transfer model, including aerosols, clouds 
and gases along with their mass mixing ratios as a function of altitude. The 
aerosol optical properties are generated prior to running SOCRATES. I used the 
size distribution and refractive indices determined during the Southern African 
Fire-Atmosphere Research Initiative (SAFARI) measurement campaign from 
the year 2000 (Haywood et al., 2003b; Keil and Haywood, 2003). The primary 
aim of the SAFARI campaign was to determine the optical and physical 
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properties of BBA over Namibia and the Southeast Atlantic Ocean in 
September 2000. These properties were evaluated by processing over 80 hours 
of flight data from a range of instrumentation including size distribution 
measurements, organic and elemental carbon mass concentration 
measurements, and optical absorption and scattering coefficient 
measurements. While Haywood et al. (2003) fitted the aerosol size distribution 
with three log-normal modes to account for the presence of mineral dust close 
to the biomass burning sources, I use a single log-normal biomass burning 
aerosol mode as this introduces errors of typically less than 5 % in optical 
parameters at 0.55 μm.  See Table 5.1 for details of the aerosol and cloud 
properties determined using SAFARI measurements, which are used 
throughout the rest of this chapter. The density of biomass burning aerosols 
used to determine the specific extinction, absorption and scattering coefficients 
was taken from Reid and Hobbs (1998).  
Biomass burning aerosol Stratiform cloud 
Height 1.8 – 3.7 km 
1.77 – 3.66 km* 
Height 0.40 – 0.68 km 
0.42 – 0.74 km* 
Mode radius  0.12 μm Cloud droplet 
effective radius  
8.5 μm 
Particle lognormal 
distribution 
standard deviation  
1.3 Liquid water content  Variable 
Refractive index 
(550 nm) 
1.541 + 0.018i  Liquid water path Variable  
Single scattering 
albedo (550 nm) 
0.89 Cloud fraction 1 
Mass mixing ratio Variable -- -- 
Density** 1350 kg m-3 -- -- 
Table 5.1: Aerosol and cloud properties based on measurements during the 
Southern African Fire-Atmosphere Research Initiative (SAFARI) measurement 
campaign (Haywood et al., 2003b; Keil and Haywood, 2003). *Due to the finite 
resolution of the vertical levels in SOCRATES, these are the closest available 
heights of the aerosol and cloud layers. **The biomass burning aerosol density 
was taken from Reid and Hobbs (1998). 
Biomass burning aerosol optical properties were generated using Mie theory 
based on Bohren and Huffman (1998) for dry, spherical particles using the size 
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distribution and refractive indices in Table 5.1. BBA optical properties change 
as a function of relative humidity due to aerosol hygroscopic growth, which 
changes both the particle size and the effective refractive index. In this case, 
volume weighted averages of the refractive indices of BBA (Table 5.1) and 
water (1.333 + 1.960×10−9i at 550 nm) were calculated as a function of 
wavelength, which were used in Mie calculations to determine the optical 
properties of BBA as a function of relative humidity. The optical properties of 
BBA are shown in Figure 5.4. 
 
Figure 5.4: The dependence of the absorption cross section, scattering cross 
section and the single scattering albedo of biomass burning aerosol to relative 
humidity at wavelength 550 nm. 
The ocean surface reflectance uses a modified version of the Barker surface 
reflectance (Barker and Li, 1995; Walters et al., 2017). The standard 
McClatchey et al. (1972) profiles of atmospheric temperature, pressure, water 
vapour mass mixing ratio and ozone mass mixing ratio are used corresponding 
to the tropics, which are specified on 133 levels between 0–108 km above the 
ocean surface where the lowest levels are separated by 0.1 km and the upper 
levels by 1.1 km. Values are linearly interpolated between the levels. 
Atmospheric gases contributing to Rayleigh scattering and light-absorption are 
O2, O3, N2O, CO2, CH4 and water vapour. O2, N2O and CO2 are assumed to be 
well mixed throughout the atmosphere. The atmospheric profiles of O3, water 
vapour and atmospheric temperature are shown in Figure 5.5.  
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Figure 5.5: Tropical atmospheric profiles of temperature, water vapour mass 
mixing ratio and ozone mass mixing ratio as a function of pressure based on 
McClatchey et al. (1972).  
The radiative transfer equations are solved for 260 wavelengths in the 
shortwave region of the electromagnetic spectrum in the range 0.175–10.000 
µm. A maximum random overlap cloud scheme is used (e.g. Tian and Curry, 
1989). In all simulations, Rayleigh scattering is enabled. A two-stream 
Eddington approximation (e.g. Unno and Spiegel, 1966) with δ-rescaling is used 
for all calculations of the aerosol radiative forcing. δ-rescaling is turned off for 
calculations of the aerosol and cloud optical depths. 
5.2.3 DRE sensitivities 
In this section, I will evaluate how the DRE depends on the (i) solar zenith 
angle, (ii) aerosol optical depth (AOD) and (iii) cloud optical depth (COD), which 
will be used to inform the choice of the range and resolution of these 
parameters when generating look-up tables later.  
5.2.3.1 Solar zenith angle 
I initially investigated how the DRE depends on the solar zenith angle using the 
aerosol and cloud properties in Table 5.1 for dry aerosol, as well as an AOD of 
0.5 to approximate the mean AOD determined by the MODIS sensor at the 
height of the biomass burning season (Zuidema et al., 2016) and a COD of 9.0 
based on the mean value determined using the MODIS sensor during August 
and September 2006–2011 (Meyer et al., 2013). Figure 5.6 shows that the DRE 
in cloudy skies (i.e. ACDRE) reaches a maximum when the sun is directly 
overhead, i.e. for a solar zenith angle of 0°, and decreases as the sun moves 
towards the horizon, i.e. for increasing solar zenith angle. However, the DRE 
shows different behaviour for an aerosol layer in clear sky (i.e. free from cloud) 
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overlying ocean, which reaches a maximum value at a solar zenith angle of 
~60°. This result is qualitatively similar to the dependence of the direct radiative 
forcing on solar zenith angle in the study of Keil and Haywood (2003). The 
result shown in Figure 5.6 is also consistent with the results of Haywood and 
Shine (1997) and Boucher et al. (1998), although these studies modelled purely 
scattering sulphate aerosol in cloud-free conditions, which showed a more 
pronounced peak at ~60° because in those cases the aerosol was entirely 
scattering rather than partially absorbing. The dependence of the DRE to solar 
zenith angle in cloud-free skies is due in part to a higher proportion of the 
forward scattered irradiance becoming upward-scattered as the solar zenith 
angle increases (Haywood and Shine, 1997). For the cloudy skies case, the 
dependence of DRE to solar zenith angle is due to a reduction of the irradiance 
available for multiple scattering, and therefore a reduction in the aerosol light-
absorption, between the aerosol and cloud layers as the solar zenith angle 
increases.  
 
Figure 5.6: The dependence of the direct radiative effect on the solar zenith 
angle for an aerosol optical depth of 0.5 and cloud optical depth of 9.0. The 
remaining SOCRATES setup parameters are detailed in Table 5.1. 
5.2.3.2 Aerosol and cloud optical and microphysical properties 
Here I investigate the dependence of the DRE on the aerosol and cloud optical 
depths using the aerosol and cloud properties outlined in Table 5.1. 
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SOCRATES simulations were initially run that varied the cloud effective radius, 
reff, between 4–20 μm while keeping the COD constant by changing the cloud 
liquid water content, which verified that the aerosol DRE above cloud is not 
sensitive to reff for a fixed COD. This finding justified using a cloud reff equal to 
8.5 µm in the modelling studies that follow.  
 
Figure 5.7 shows that the aerosol DRE varies in a non-linear way as a function 
of AOD and COD using the properties in Table 5.1 for dry aerosol and for a 
solar zenith angle of 0°. The DRE is most sensitive to changes in AOD when 
aerosol is above thick cloud (high COD) and most sensitive to COD when an 
optically thick aerosol layer overlies thin cloud (low COD). This result is 
qualitatively similar to previous studies (e.g. Meyer et al., 2013). Figure 5.7 also 
shows that the high radiative forcings observed in de Graaf et al. (2012, 2014) 
and Peers et al. (2015) are easily achievable with a COD ~20 and AOD ~1.2. 
This result highlights the potential impact that sub-grid variability of aerosol and 
cloud properties might have on the direct radiative effect within a global climate 
model and may explain the discrepancy between the satellite and model DRE 
values in de Graaf et al. (2014). 
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Figure 5.7: The dependence of the direct radiative effect (DRE) to aerosol 
optical depth (AOD) and cloud optical depth (COD) for a solar zenith angle of 0° 
and for dry aerosol. Aerosol and cloud properties were as per Table 5.1. Lines 
of constant DRE are represented by the black lines (solid lines are positive and 
dashed lines negative). 
The data presented in Figure 5.7 scales with the solar zenith angle according to 
Figure 5.6. The range of latitudes used in later studies in this chapter (see 
section 5.4) is 20.0°S to 0.0°, which have corresponding solar zenith angles in 
the range 0° to 90° during the months August and September, dependent on 
latitude. 
5.2.4 Summary of DRE sensitivities 
In this section I have shown that the cloud optical depth, as opposed to the 
aerosol optical depth, governs the sign of the DRE for the BBA investigated. 
Aerosols and clouds are equally important for governing the magnitude of the 
positive DRE associated with BBA above clouds. These results are consistent 
with, and highlight the utility of, the simple aerosol radiative model presented in 
Chapter 1, which showed that the aerosol radiative forcing changes sign 
depending on the aerosol SSA and surface albedo (Figure 1.8). The DRE is 
relatively insensitive to AOD and most sensitive to the underlying surface 
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albedo for thin clouds. The DRE is most sensitive to changes in AOD over thick 
clouds. In the next section, I will evaluate how uncertain aerosol optical 
properties impact the DRE in greater detail. 
5.3 Investigating the impact of uncertain aerosol absorption 
measurements on the direct radiative effect 
In this section, I will use SOCRATES to investigate the sensitivity of the DRE to 
the SSA and AAE of BBA. I will then assess the uncertainty introduced to the 
DRE due to uncertainties in SSA and AAE measurements determined using 
TAP compared to PAS measurements presented in Chapter 4.  
5.3.1 Single scattering albedo 
To evaluate the sensitivity of the DRE to aerosol SSA, an aerosol model was 
used corresponding to aged BBA based on the SAFARI measurement 
campaign, as detailed in Table 5.1 (Haywood et al., 2003b; Keil and Haywood, 
2003). This aerosol model was based on refractive indices that varied between 
1.53 to 1.58 (real part) and 0.018 to 0.026 (imaginary part) between 
wavelengths 0.2 to 40.0 μm. The AOD was set to 0.5 to approximate the mean 
AOD determined by the MODIS sensor at the height of the biomass burning 
season (Zuidema et al., 2016). To adjust the SSA, a wavelength-independent 
scaling factor between 2.0 and 3.0 was applied to the imaginary part of the 
refractive index and the BBA optical properties regenerated using Mie theory, 
which were input into the atmospheric model. The cloud properties used during 
this analysis are provided in Table 5.1. 
 
Figure 5.8 shows how the DRE changes as a function of SSA for a range of 
COD values between 0–10, which includes a cloud-free case, at solar zenith 
angle 0°. The expected behaviour is observed implied by the simple model of 
Chapter 1 (section 1.3), i.e. that the DRE is always negative for the cloud-free 
case and the DRE is always positive for thick cloud (COD=10), independent of 
the aerosol SSA. For the intermediate cases where the COD is in the range 1–
5, the DRE is sometimes positive and sometimes negative, dependent on the 
SSA. The critical SSA (see equation 1.13) is defined as the SSA where the 
DRE swaps sign. The critical SSA for the case study shown in Figure 5.8 for 
COD = 1 is ~0.83–0.84, for COD = 3 is ~ 0.95–0.96 and for COD = 5 is ~0.98. 
This result differs to Figure 5.7, which shows no positive DRE values for 
 	 162 
COD=1, due to the lower single scattering albedos used within SOCRATES 
simulations to generate Figure 5.8 (0.77 to 0.83) compared to those used to 
generate Figure 5.7 (0.89). This result is qualitatively similar to the Keil and 
Haywood (2003) study, who observed critical single scattering albedos for BBA 
based on SAFARI measurements in the range 0.86–0.93 dependent upon on 
cloud optical depth. The mean SSA at 528 nm for aged BBA aerosol 
measurements determined using PAS and CRDS measurements from Chapter 
4 is shown by the thin coloured vertical line. The mean SSA at 528 nm 
determined using TAP and CRDS measurements is shown by the thick 
coloured vertical line, where the range is due to the TAP correction scheme 
applied.  
 
Figure 5.8: The total direct radiative effect over the solar spectrum (0.175–10 
µm) for variable single scattering albedo and cloud optical depth (COD) for solar 
zenith angle 0°. Also shown is the DRE for the no cloud case (dashed black 
line). Highlighted by the thin vertical green line is the mean single scattering 
albedo determined using PAS measurements corresponding to aged BBA. The 
green area represents the range of mean SSA values determined using TAP 
measurements; the range of values comes from SSA values derived using the 
range of TAP correction schemes. The aerosol optical depth was set to 0.5. The 
remaining aerosol and cloud properties can be found in Table 5.1. 
It is clear from Figure 5.8 that if aged BBA optical properties were based on 
TAP measurements compared to PAS measurements, the associated DRE 
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would be consistently overestimated when aerosols reside above thick cloud 
and underestimated when aerosols reside above ocean. TAP biases led to 
lowest absolute biases in the DRE for the cloud-free case, which overestimated 
the DRE by 2.8 to 5.5 W m−2 (7 to 13 %), dependent on the TAP correction 
scheme applied. TAP biases led to largest absolute biases in the DRE for high 
COD, which underestimated the DRE by 17.5 to 33.9 W m−2 (10 to 20 %) for 
COD = 10, dependent on the TAP correction scheme applied. The largest 
percentage biases in DRE were associated with thin cloud (COD = 1), which 
overestimated the DRE by 6.5 to 12.4 W m−2 (361 to 689 %); these large 
percentage errors are due to DRE values that are close to zero. This data is 
summarised in Table 5.2. This analysis was repeated for a lower AOD of 0.1, 
which led to similar DRE percentage biases (not shown). 
Cloud DRE PAS (W m−2) DRE TAP (W m−2) TAP bias (%) 
Cloud-free −42.6 −39.8 to −37.1 7 to 13 
COD=1 1.8 8.3 to 14.2 361 to 689 
COD=3 78.2 89.5 to 99.6 14 to 27 
COD=5 121.5 135.5 to 148.7 12 to 22 
COD=10 169.5 187.0 to 203.4 10 to 20 
Table 5.2: The direct radiative effect (DRE) corresponding to mean aerosol 
single scattering albedos derived using PAS and TAP absorption 
measurements corresponding to the data in Figure 5.8. 
5.3.2 The wavelength dependence of absorption (absorption Ångström 
exponent) 
Here I assess the impact that uncertainty in the AAE has on the aerosol DRE. 
As in the previous subsection, aerosol optical properties are based on SAFARI 
rather than CLARIFY measurements of aged BBA over the Southeast Atlantic 
Ocean. I initially generated absorption cross sections as a function of 
wavelength using Mie theory based on the aerosol size distribution and 
refractive indices detailed in Table 5.1, shown by the black line in Figure 5.9. 
The AAE was determined by applying a least-squares regression analysis to 
the absorption cross section as a function of wavelength using equation 4.25. 
This analysis yielded an AAE of 1.55, which will be referred to as AAESAFARI. I 
then varied AAESAFARI by ± 0.3, which is the maximum difference between the 
mean AAE values derived using PAS compared to TAP measurements of aged 
BBA measured during the CLARIFY measurement campaign, corresponding to 
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data presented in Figure 4.9. Starting at wavelength 400 nm, absorption cross 
sections were extrapolated to longer wavelengths using AAESAFARI by ± 0.3, 
shown by the dashed lines in Figure 5.9.  
 
Figure 5.9: Absorption cross sections as a function of wavelength generated 
using the aerosol size distribution and refractive indices corresponding to 
SAFARI measurements of aged biomass burning aerosols (solid line). The 
dashed lines show how the absorption cross sections vary when the absorption 
Ångström exponent is varied by ± 0.3. The extrapolation starts from wavelength 
400 nm. 
A scaling factor was applied to the imaginary refractive indices corresponding to 
aged BBA (Table 5.1), which adjusted the wavelength dependence of the 
absorption cross sections generated using Mie theory. The scaling factor was 
varied to minimise the difference between the modified absorption cross 
sections generated using Mie theory and the absorption cross sections 
corresponding to AAESAFARI ± 0.3 (dashed lines in Figure 5.9). These modified 
aerosol optical properties were input into the SOCRATES radiation code 
according to the parameters in Table 5.1 and the impact on the DRE evaluated. 
The spectrally dependent DRE was evaluated in the range 400 to 660 nm as 
opposed to the DRE corresponding to the full solar spectrum, which is shown in 
Table 5.3. The largest uncertainty introduced to the DRE if aerosol optical 
properties were based on the AAE determined using TAP rather than PAS 
measurements was for thick cloud (COD=10). The DRE could be biased high 
by up to 9.2 W m-2 or biased low by up to 34.6 W m−2.  
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Cloud DRE (W m−2) AAESAFARI DRE (W m−2) AAESAFARI ± 0.3 
Cloud-free −29.7 −35.9 to −28.1 
COD=1 −14.8 −27.4 to −11.5 
COD=3 14.4 −7.4 to 20.1 
COD=5 31.1 3.7 to 38.1 
COD=10 49.2 14.6 to 58.4 
Table 5.3: The direct radiative effect (DRE) over the wavelength range 400–660 
nm based on the SAFARI aerosol optical properties and based on modified 
SAFARI aerosol optical properties. 
The DRE was only evaluated in the range 400 to 660 nm for two reasons. The 
uncertainty in the aged BBA AAE in Chapter 4 was determined as the mean 
difference between TAP and PAS measurements, which was based on the 
wavelength range 405 to 658 nm. It is unclear how the AAE determined using 
TAP or PAS would change over a wider wavelength range. The second reason 
for only evaluating the DRE over the wavelength range 400 to 660 nm was due 
to the scaling factor applied to the imaginary refractive indices. This scaling 
factor was wavelength-dependent and was optimised to minimise the 
absorption cross sections generated using Mie theory corresponding to 
SAFARI-measured aged BBA so that they overlay the absorption efficiencies 
corresponding to AAESAFARI ± 0.3. It is unclear how these scaling factors would 
be extrapolated outside of this wavelength range. 
5.3.3 Summary of the sensitivity of the direct radiative effect to aerosol 
absorption measurements 
To summarise, this analysis examined the sensitivity of the DRE to aerosol SSA 
(Figure 5.8 and Table 5.2) and to aerosol AAE (Figure 5.9 and Table 5.3) using 
aerosol optical properties based on refractive indices corresponding to SAFARI 
measurements of aged BBA. If aerosol optical properties were based on TAP 
rather than PAS measurements of single scattering albedo, uncertainties 
introduced to the DRE may be as large as 33.9 W m−2. Likewise, if aerosol 
properties were based on measurements of the absorption Ångström exponent 
based on TAP rather than PAS measurements, uncertainties in the DRE may 
be as large as 34.6 W m−2. Both of these DRE uncertainties correspond to COD 
of 10 and could be larger under certain conditions such as for higher aerosol 
and/or cloud optical depths. This result highlights the utility of state-of-the-art 
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PAS aerosol absorption coefficient measurements compared to traditional filter-
based methods. 
 
A limitation of this analysis is that the wavelength dependence of the imaginary 
part of the refractive index based on SAFARI measurements was assumed to 
be the same as CLARIFY measurements of aged BBA. Ideally, refractive 
indices based on CLARIFY measurements would have been used. However, 
the CLARIFY dataset consisting of optical and physical properties of aged BBA 
has not yet been fully developed enough to infer the refractive indices.  
5.4 Evaluating the dependence of the above cloud direct radiative 
effect to sub-grid variability 
5.4.1 Introduction 
The aim of this section is to evaluate the sensitivity of the ACDRE to the spatial 
variability of the underlying aerosol and cloud optical properties for biomass 
burning aerosols over the Southeast Atlantic Ocean. I initially perform offline 
radiative transfer simulations to determine ACDRE values corresponding to 
each AOD-COD pair observed using the POLDER satellite instrument. I then 
average the POLDER AOD and COD observations over increasingly larger 
geographical areas and perform offline radiative transfer simulations to 
determine new sets of ACDRE values for each spatial resolution. Subsequently, 
I examine how the mean and range of the ACDRE values vary as a function of 
spatial variability of aerosol and cloud optical depths using probability density 
fucntions. 
 
The second way that I evaluate the sensitivity of the ACDRE to spatial 
variability is by evaluating how well a global climate model (HadGEM3) is able 
to reproduce the ACDRE using POLDER satellite observations as a reference. I 
then assess whether increasing the climate model resolution alters the 
agreement to these satellite observations. 
5.4.2 POLDER 
The POLDER instrument was aboard the PARASOL satellite between March 
2006 and December 2009, in the A-train series of satellites (Waquet et al., 
2013). POLDER was able to simultaneously determine the COD, the above 
cloud AOD (ACAOD), above cloud SSA (ACSSA) and ACDRE. To determine 
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these, the POLDER algorithm minimised the difference between measured and 
modelled total and polarised radiances at multiple scattering angles and 
wavelengths by varying the aerosol size distribution, aerosol refractive indices 
and cloud droplet effective radii for each 5.3 × 6.2 km pixel (Peers et al., 2015). 
POLDER used a combination of up to seven aerosol lognormal modes with 
modal radii varying between 0.06 to 0.16 μm and geometric standard deviation 
0.4, a variable imaginary refractive index between 0.00 to 0.05, as well as 
varying the cloud effective radius between 5 to 26 μm (Peers et al., 2015). 
Under certain conditions, POLDER was unable to retrieve aerosol and cloud 
properties, in which case filters were applied to remove these data. These 
included pixels with COD < 3, AOD < 0.05 as well as filters accounting for high 
cloud and/or aerosol inhomogeneity, where the algorithm does not retrieve the 
aerosol and cloud properties accurately (Waquet et al., 2013; Peers et al., 
2015). The ACDRE values determined using POLDER during August 2006 are 
shown in Figure 5.2. 
5.4.3 Assessing the sensitivity of the aerosol ACDRE to sub-grid 
variability using SOCRATES and POLDER 
5.4.3.1 Method 
POLDER determined the AOD and COD for each pixel at a spatial resolution ~5 
km, subsequently performing radiative transfer calculations to determine the 
ACDRE. To investigate the impact that sub-grid variability might have on the 
ACDRE, which is controlled by the underlying aerosol and cloud properties, the 
POLDER measurements of AOD and COD would need to be transformed to a 
coarser resolution (e.g. averaged over larger geographical areas) and the 
radiative transfer calculations re-run. As this transformation would require direct 
access to the POLDER algorithm and processing, instead I performed separate 
radiative transfer calculations with SOCRATES using the aerosol size 
distribution, refractive indices and cloud microphysical properties measured 
over the Southeast Atlantic Ocean during the SAFARI measurement campaign 
(Haywood et al., 2003b; Keil and Haywood, 2003); see Table 5.1. Using these 
different aerosol and cloud properties combined with differences in the radiation 
schemes led to different ACDRE values compared to those determined by the 
POLDER retrieval algorithm. However, the difference in the absolute magnitude 
of ACDRE values is rather less important than the relative impact of spatial 
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variability of the aerosol and cloud properties on the mean and distribution of 
the ACDRE in this study.  
 
To investigate the impact that sub-grid variability has on the ACDRE, I 
investigated how the mean and range ACDRE changed as a function of the 
spatial resolution of the AOD and COD in a domain with latitude 20.0°S to 0.0° 
and longitude 10.0W° to 13.5E°. To implement this analysis, I generated a 
lookup table of ACDRE values for AOD values in the range 0.05 to 1.75 in 50 
intervals, COD values in the range 0.0 to 52.9 in 50 intervals and for solar 
zenith angles in the range 19° to 47° in 29 intervals. These ranges covered 
values observed by POLDER during August and September 2006. The lookup 
table was generated by running SOCRATES simulations for the aerosol and 
cloud properties in Table 5.1 using mass mixing ratios of biomass burning 
aerosol and cloud liquid water content that matched the AOD and COD values. 
A cloud fraction of 1 was assumed for all cloudy-sky simulations. When 
searching lookup tables in the analyses that follow, a nearest neighbour 
approach was used to locate DRE values corresponding to each AOD-COD-
SZA triplet. 
5.4.3.2 Extreme spatial averaging 
Holding both the AOD and COD fixed over the entire domain represents the 
extreme in spatial averaging. In this case, the domain-mean AOD and COD 
retrieved using POLDER during August and September 2006 were 0.41 and 
11.1, respectively. The mean solar zenith angle (SZA) for all POLDER 
observations over the same period was 31.7°. The corresponding ACDRE for 
the mean AOD-COD-SZA triplet was located within the predetermined lookup 
table, which was +21.5 W m−2. Three additional scenarios were investigated 
using the AOD and COD values retrieved using POLDER, which represented 
relatively relaxed spatial averaging: (i) domain-mean AOD and variable COD, 
(ii) variable AOD and domain-mean COD and (iii) variable AOD and variable 
COD. These cases were examined for both variable and mean SZA. For the 
variable cases, AOD, COD and SZA varied on a pixel-by-pixel basis. The 
corresponding ACDRE for each AOD-COD-SZA triplet was located within the 
predetermined lookup table. The mean and range of ACDRE values for these 
cases is shown in Figure 5.10 and summarised in Table 5.4. 
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A key feature of Figure 5.10 is that the large ACDRE values are removed and 
the range of values narrowed when the variability in the COD and/or AOD is 
suppressed. The ACDRE is almost always positive when the COD is held 
constant due to having reflective cloud everywhere. This result suggests that 
the ACDRE is relatively strongly dependent on the COD compared to the AOD 
for typical conditions over the Southeast Atlantic Ocean. The loss of large 
positive ACDRE values when suppressing variability in the AOD and COD fields 
is due to the non-linear dependence of the DRE on AOD and COD, shown in 
Figure 5.7. 
 
Figure 5.10: Probability density functions of the above cloud direct radiative 
effect determined using SOCRATES for the aerosol and cloud properties in 
Table 5.1 and for AOD and COD values retrieved using POLDER. The arrows 
highlight the mean values. AOD: aerosol optical depth. COD: cloud optical 
depth. SZA: solar zenith angle.  
Averaging conditions ACDRE (W m−2) 
AOD COD SZA  
Fixed Fixed Fixed 21.5 
Variable Fixed Fixed 21.4 
Fixed Variable Fixed 17.4 
Variable Variable Fixed 17.9 
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Variable Fixed Variable 21.4 
Fixed Variable Variable 17.3 
Variable Variable Variable 17.7 
Table 5.4: Above cloud direct radiative effect (ACDRE) associated with a range 
of spatial averaging conditions corresponding to data in Figure 5.10. 
Figure 5.10 also shows that the ranges of ACDRE values were similar 
regardless of whether the SZA was held fixed at the mean value or allowed to 
vary. Figure 5.6 shows that the dependence of ACDRE varies approximately 
linearly within the range of SZA values 20 to 47°, which suggests that ACDRE 
values associated with SZA values higher and lower than the mean SZA may 
cancel out.  
 
Thus far I have investigated the two extremes in spatial averaging by (i) using a 
domain mean AOD and COD (i.e. maximal spatial averaging) and (ii) by using 
AOD and COD values that vary on a pixel-by-pixel basis (i.e. minimal spatial 
averaging), as well as intermediate cases by holding either the AOD or COD 
fixed. This result verified that the mean ACDRE is relatively insensitive to 
variability in the AOD and COD, which was in the range 17.7 to 21.5 W m−2 for 
the two extreme cases.  
5.4.3.3 Variable spatial averaging 
To investigate the relationship between the ACDRE and the degree of spatial 
averaging, I averaged the AOD and COD values observed using POLDER over 
a range of spatial scales between 0.05° to 3.0°, subsequently locating each 
AOD-COD pair within the lookup table generated using SOCRATES for aerosol 
and cloud properties described in Section 5.2.2. 
 
The method of averaging involved the following steps: (i) setting up a mesh of 
latitude and longitude grid boxes with resolution between 0.05° to 3.0°, (ii) 
populating the grid boxes for a given variable (e.g. AOD) for all POLDER 
overpasses during August and September 2006 and (iii) computing the average 
value within each grid box. Upon closer inspection, it should be noted that this 
method might have biased the variable that was being averaged. Another way 
of performing this averaging method (not done in this thesis) would be to 
compute the average value within each grid box for each POLDER overpass, 
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subsequently computing the average within each grid box corresponding to all 
overpasses. 
 
Figure 5.11 shows the spatial distribution of AOD observed by POLDER and 
how the large AOD values are lost under heavy averaging. Figure 5.12 shows 
how the range of AOD values observed on a pixel-by-pixel basis compares to 
spatially averaged AOD values over the range of scales 0.05° to 3.0° 
latitude/longitude. Surprisingly, the AOD appears to be only weakly dependent 
on the degree of spatial averaging. Figure 5.12 shows the expected behaviour, 
where the largest spatial averaging (red) is characterised by a relatively 
narrower distribution and the lowest spatial averaging (blue) by a broader 
distribution.  
 
Figure 5.13 shows how the COD varies as a function of spatial averaging. The 
COD shows a relatively stronger sensitivity to the degree of spatial averaging 
compared to the AOD. Again, the narrowest COD distributions are associated 
with the largest spatial averaging, shown in Figure 5.14. An explanation for the 
stronger dependence of COD to spatial averaging is likely related to the higher 
spatial variability of clouds compared to aerosols. Figures 5.12 and 5.14 both 
highlight that even a small degree of spatial averaging (0.05°) detracts 
significantly from the pixel-by-pixel POLDER observations. 
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Figure 5.11: The mean aerosol optical depth (AOD) observed by POLDER over 
the Southeast Atlantic Ocean during August and September 2006. The AOD is 
averaged over resolutions 0.1° to 2.0° latitude/longitude. The mean AOD was 
0.41. The black crosses represent Ascension Island. 
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Figure 5.12: Probability density functions of the aerosol optical depth (AOD) 
observed by POLDER over the Southeast Atlantic Ocean during August and 
September 2006 (black line). In the coloured lines are averaged POLDER AOD 
values over the resolution range 0.05° to 3.0° latitude/longitude.  
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Figure 5.13: The mean cloud optical depth (COD) observed by POLDER over 
the Southeast Atlantic Ocean during August and September 2006. The COD is 
averaged over resolutions 0.1° to 2.0° latitude/longitude. The mean COD was 
11.11 (for COD > 3). The black crosses represent Ascension Island. 
 	 175 
 
Figure 5.14: Probability density functions of the cloud optical depth (COD) 
observed by POLDER over the Southeast Atlantic Ocean during August and 
September 2006 (black line). In the coloured lines are averaged POLDER COD 
values over the resolution range 0.05° to 3.0° latitude/longitude. 
For each AOD-COD pair corresponding to those values shown in Figures 5.11 
and 5.13, the associated ACDRE values were located within the predetermined 
lookup table (see section 5.4.3.1). Figure 5.15 shows how the ACDRE varies as 
a function of the degree of spatial averaging of the underlying AOD and COD 
fields. The high AOD and COD values observed by POLDER (Figures 5.11 and 
5.13) are lost during spatial averaging. The removal of these two features 
appears to remove the high ACDRE values and to narrow the distribution of 
ACDRE, as shown in Figure 5.16. This result could explain the relatively narrow 
range of ACDRE values in global climate models relative to satellite 
observations observed in de Graaf et al. (2014) and Peers et al. (2016).  
 
The ACDRE appears to depend weakly on the degree of spatial averaging. As 
expected, the high resolution (blue) leads to the widest distribution of ACDRE 
compared to the coarsest resolution (red). An explanation for the insensitivity of 
ACDRE to spatial averaging could be that the impact that the spatially averaged 
AOD and COD fields have on the DRE cancel out, leaving the DRE unchanged. 
These results were insensitive to aerosol hygroscopic growth for the 
atmospheric setup used. 
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Figure 5.15: The mean above cloud direct radiative effect (ACDRE) during 
August and September 2006 determined with SOCRATES using the aerosol 
and cloud properties in Table 5.1 for AOD and COD values corresponding to 
those observed using POLDER (Figures 5.11 and 5.13). The mean ACDRE is 
shown at the top of each subplot corresponding to each resolution between 0.1° 
to 2.0°	latitude/longitude. The black crosses represent Ascension Island. 
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Figure 5.16: Probability density functions of the aerosol above cloud direct 
radiative effect (ACDRE) determined using SOCRATES for the AOD and COD 
observed by POLDER over the Southeast Atlantic Ocean during August and 
September 2006 (black line). In the coloured lines are averaged ACDRE over 
the resolution range 0.05° to 3.0° latitude/longitude. 
This analysis assumed a cloud fraction of 1 throughout the cloudy-sky 
simulations. This assumption was made to match the POLDER observations, 
which filtered data for areas of high cloud heterogeneity and only processed 
areas with a cloud fraction equal to 1 (Peers et al., 2015). This assumption will 
skew the ACDRE to high values. It is not obvious how the clear-sky or all-sky 
(clear-sky plus cloudy-sky) DRE would depend on variability of AOD and COD. 
For the clear-sky case, the dependence of the clear-sky DRE on spatial 
resolution could mirror the results shown in Figure 5.16 due to the large-scale 
aerosol haze, which is only weakly sensitive to spatial averaging, as shown in 
Figure 5.11. On the other hand, the clear-sky DRE could show a stronger 
dependence on spatial averaging if the insensitivity to spatial averaging of the 
cloudy-sky DRE (Figure 5.15) is due to the net effect of applying spatial 
averaging to the AOD and COD fields. 
 
This analysis is limited in that it was only able to assess the sensitivity of 
aerosol ACDRE to changes in AOD relative to COD. Studies suggest that AOD 
 	 178 
and COD may correlate in this region due to a semi-indirect effect whereby 
absorbing aerosols overlying clouds warm and stabilise the lower troposphere 
(e.g. Adebiyi et al., 2015). However, no evidence for this observation was 
apparent.  
 
The next step is to run a global climate model at variable spatial resolution to 
assess whether sub-grid variability affects the ACDRE and if so, what the 
underlying controlling factors are.  
5.4.4 Assessing the sensitivity of the aerosol ACDRE to sub-grid 
variability using a global climate model 
5.4.4.1 Method 
The Hadley Centre Global Environment Model version 3 (HadGEM3) was run 
for July, August and September 2006 using hourly time steps. The horizontal 
winds in HadGEM3 model simulations, hereafter referred to as the model, were 
nudged to meteorological reanalysis data, and the sea surface temperatures 
prescribed, during 2006. HadGEM3 simulations were atmosphere-only runs. 
The first month (July) was used to allow the model to equilibrate, hence only the 
months August and September were evaluated scientifically. The model was 
run at three spatial resolutions, N96 (1.875° × 1.25° or ~135 km), N216 (0.83° × 
0.56° or ~60 km) and N512 (0.35° × 0.234° or ~25 km). The biomass burning 
aerosol emissions inventory was based on the Global Fire Emissions Database 
4 with small fires (GFED4s) (van der Werf et al., 2017), used in the Coupled 
Model Intercomparison Project Phase 6 (Eyring et al., 2016). The GFED4s 
dataset was specified at 0.25° latitude/longitude resolution, which was re-
gridded to coarser resolution in all cases. 
 
To enable comparison to POLDER satellite observations, several filters were 
applied to the model data based on those applied to POLDER observations 
(see section 5.4.2). Model data was discarded for grid cells with total column 
COD < 3. Model data contaminated by mid and high level altitude clouds was 
discarded by filtering out grid cells with mid-level or high-level cloud fractions > 
0.0. The model data was collocated in time and space with the POLDER 
observations. To collocate the model data and satellite observations in time, a 
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weighted mean of the hourly model data closest to the satellite overpass was 
performed such that the weighted mean DRE was calculated as 
 !"#!"#$ = ! ∙ !"#!! + ! − 1 ∙ !"#!! (5.16) 
where !"#!!,!!  are the instantaneous model !"#  values at times !1 and !2, 
which are the model times either side of the POLDER overpass time over the 
Southeast Atlantic Ocean region, and ! is the fraction of each instantaneous 
model !"#. For example, if the POLDER overpass time was 13:20, the two 
model times !1 and !2 would equal 13:00 and 14:00, respectively and ! would 
equal 0.33. Spatial collocation was performed by searching for satellite 
observations within ± 0.625° latitude and ± 0.9375° longitude of the model 
latitude and longitude grid cell midpoints, respectively. The collocation 
boundaries were chosen as they represent the midpoint between adjacent 
model coordinates for the standard N96 model resolution. Table 5.5 provides 
details of the total number of available model data after applying the various 
filters. 
Constraint Number of 
model points 
(N96) 
Number of 
model points 
(N216) 
Number of 
model points 
(N512) 
Total points 29 500 141 900 735 280 
COD > 3 19 509 97 565 492 228 
Collocation with 
POLDER 
3925 21555 114 377 
Mid-level and 
high-level cloud 
fraction > 0 
3539 19436 104 383 
Table 5.5: Details of the filters applied to the HadGEM3 model data and the 
remaining number of model points after applying each filter (cumulative).  
The modelled ACDRE was evaluated to allow comparison to the POLDER 
satellite retrievals and was calculated using the total and clear-sky radiative 
forcings, such that  
 !"#!"#$%& = !"#!"" − 1− !"#$ !"#!"#$%!"#$ , (5.17) 
where !"#!"" is the all-sky direct radiative effect, !"#!"#$% is the clear-sky (i.e. 
cloud-free) direct radiative effect and !"#$  is the grid cell cloud fraction. 
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Equation 5.17 effectively isolated the cloudy portion of the model grid box such 
that the DRE became ACDRE and cloud fraction became 1. 
5.4.4.2 Aerosol ACDRE 
The ACDRE values are shown for HadGEM3 model simulations and POLDER 
observations in Figure 5.17 (spatially) and in Figure 5.18 (probability density 
functions) for the N96, N216 and N512 model resolutions.  
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Figure 5.17: The above cloud direct radiative effect (ACDRE) over the 
Southeast Atlantic Ocean. HadGEM3 model simulations are on the left and 
POLDER satellite observations on the right. These represent the two-month 
means (August and September) in 2006. The HadGEM3 model data were 
filtered according to Table 5.5 and the POLDER data were filtered according to 
section 5.4.2. The top, middle and bottom HadGEM3 plots correspond to the 
N96, N216 and N512 resolution simulations, respectively. GFED4s monthly 
emissions files were used. The black crosses represent Ascension Island. 
 
Figure 5.18: Probability density functions of the above cloud direct radiative 
effect (ACDRE) for HadGEM3 model simulations and POLDER observations 
using the same data as Figure 5.17. 
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In terms of spatial correlation, the model simulations appear to represent the 
key features of the POLDER observations, with a zonal band of high ACDRE 
along ~10°S reaching a maximum near to the coast and decreasing to the north 
and south. The model significantly underestimates the mean ACDRE compared 
to POLDER observations, by 38 to 46 %, dependent on model spatial 
resolution. The range of model ACDRE values is narrower and systematically 
lower than the POLDER observations. The mean modelled ACDRE is lower for 
higher model spatial resolution, which decreases from 25.2 to 21.8 W m−2 for 
the N96 compared to N512 simulation, respectively. This result is consistent 
with the findings in section 5.4.3 using SOCRATES and POLDER. The range of 
ACDRE values is almost identical for all model resolutions, as shown in Figure 
5.18, although one could tenuously conclude that the higher resolution model 
simulations are associated with a narrower range of ACDRE values. 
 
This result provides evidence against the argument presented in section 5.1, 
which reasoned that the low bias in modelled ACDRE in de Graaf et al. (2014) 
could be caused by overlooking sub-grid variability of the aerosol and cloud 
properties. Effectively, the AOD and COD values in climate models are heavily 
spatially averaged, which may lead to a loss of extreme DRE values due to the 
non-linear dependence of the DRE on AOD and COD, as shown in Figure 5.7. 
Hence one would expect a higher resolution climate model to lead to a larger 
mean and range of DRE values, when in fact only a tenuous dependence is 
observed (Figure 5.18). To investigate the cause of this apparent discrepancy, I 
will examine how the simulated cloud and aerosol optical properties vary with 
model resolution. 
5.4.4.3 COD, ACAOD and aerosol ACSSA 
The COD, ACAOD and ACSSA are the variables controlling the magnitude and 
sign of the ACDRE (see Chapter 1.3). Hence I now examine how each of these 
variables differs between the three HadGEM3 model simulations to understand 
which is the dominant driver of the ACDRE dependence on model resolution 
shown in Figures 5.17 and 5.18. 
 
Figure 5.19 shows how the modelled COD varies with model resolution. The 
COD spatial distribution is more homogeneous and is characterised by lower 
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values in the model simulations than POLDER observations. The model 
simulations miss the zonal band of cloud at latitude ~10°S and the characteristic 
semi-permanent stratocumulus cloud deck often observed during August and 
September in this domain (e.g. Adebiyi et al., 2015). The mean COD is lower, 
and the range of COD values significantly narrower, in the model compared to 
POLDER observations, irrespective of model resolution; see Figures 5.19 and 
5.20, respectively. There appears to be no trend between COD and model 
resolution, as the mean COD is highest for model resolution N216 and lowest 
for N512. Figure 5.20 confirms this hypothesis, showing that the range of COD 
values is almost identical for all model resolutions. This result is surprising as 
one might expect a relatively inhomogeneous COD distribution in the higher 
model resolution simulation compared to the lower resolution, as evidenced 
over a small area in the northwest corners of the model domains in Figure 5.19. 
As the model COD values depend weakly and approximately invariantly on 
model resolution, COD likely does not govern the dependence of ACDRE to 
resolution highlighted in Figure 5.17. 
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Figure 5.19: The total cloud optical depth (COD) over the Southeast Atlantic 
Ocean. HadGEM3 model simulations are on the left and POLDER satellite 
observations on the right. These represent the two-month means (August and 
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September) in 2006. The HadGEM3 model data were filtered according to 
Table 5.5 and the POLDER data were filtered according to section 5.4.2. The 
top, middle and bottom HadGEM3 plots correspond to the N96, N216 and N512 
resolution simulations, respectively. The black crosses represent Ascension 
Island. 
 
Figure 5.20: Probability density functions of the total cloud optical depth (COD) 
for HadGEM3 model simulations and POLDER observations using the same 
data as Figure 5.19. 
To evaluate the above cloud aerosol optical depth (ACAOD) and the above 
cloud single scattering albedo (ACSSA), the cloud top heights needed to be 
determined. The ACAOD and ACSSA were determined by implementing an 
algorithm that searched for cloud liquid water content (LWC) above a pre-set 
threshold, starting at a predetermined altitude and moving towards the ocean 
surface. To inform the choice of the threshold cloud LWC at which a cloud top 
height was defined as well as the height at which to start the algorithm, the 
cloud LWCs were evaluated for all model points, shown in Figure 5.21.  
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Figure 5.21: Mean cloud liquid water content as a function of altitude. Each 
point represents the average over all model latitudes and longitudes and for all 
model times in August and September 2006. 
The cloud top height search algorithm started at an altitude of 3500 m to avoid 
contamination by mid level cloud at ~5 km, as shown in Figure 5.21. Cloud top 
heights were defined for each model grid point upon reaching a cloud LWC 
greater than a pre-set threshold. Initially, a cloud LWC threshold of 5×10−5 kg 
kg−1 was chosen. The ACAOD values were then determined by integrating the 
extinction coefficients as a function of altitude above the cloud tops. The 
ACSSA values were determined using a similar method, by dividing the 
integrated scattering coefficients by the integrated extinction coefficients above 
the cloud tops. This process was repeated for cloud LWC thresholds between 
5×10−5 kg kg−1 and 1×10−6 kg kg−1 to investigate the sensitivity of the ACAOD 
and ACSSA to cloud top height values derived using the previously described 
algorithm. The ACAOD and ACSSA converge as the cloud top height LWC 
threshold decreases (see appendix C) and are almost identical for cloud top 
heights derived using cloud liquid water contents 1×10−5 to 1×10−6 kg kg−1. If a 
too-high cloud LWC threshold was chosen, the algorithm would penetrate more 
deeply into the cloud, effectively lowering the cloud top height and include 
hydrated aerosol, which would lead to higher ACAOD and ACSSA values. On 
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the other hand, if the cloud LWC threshold is too low, one risks falsely 
identifying cloud tops, leadings to ACAOD values that are too low. A cloud LWC 
threshold value of 1×10−5 kg kg−1 was chosen, which avoids the inclusion of 
hydrated aerosol and avoids the risk of false cloud top identifications; this is 
because it is the largest cloud LWC threshold that leads to convergence in 
aerosol optical properties (see appendix C). For the remainder of this analysis, 
the ACAOD and ACSSA values corresponding to the cloud top heights defined 
using a cloud LWC 1×10−5 kg kg−1 will be used. 
 
The model ACAOD at 550 nm partially captures the spatial distribution of 
ACAOD observed using POLDER, which is characterised by higher ACAOD 
near to the coast, as shown in Figure 5.22. The mean model ACAOD is 
underestimated significantly compared to POLDER observations, by 39 %, and 
the range of model ACAOD values systematically lower than the POLDER 
observations, as shown in Figure 5.23. The modelled mean and range of 
ACAOD values is invariant to model resolution, although one could argue that 
the range of ACAOD values is greater in the N96 simulation than in the N512 
simulation, but this is tenuous. A reason underpinning the insensitivity of the 
modelled mean ACAOD to resolution may be related to the emissions 
inventory, which emitted the same mass of BBA to the atmosphere, irrespective 
of the model or emissions inventory resolution. A reason for the apparent 
insensitivity of the ACAOD spatial distribution to model resolution, as shown in 
Figure 5.22, could be related to the location of BBA emissions. BBA was 
emitted to the atmosphere predominantly over the African continent, which was 
subsequently lofted and advected over the Southeast Atlantic Ocean. During 
this time, the aerosols diffused and may have been better characterised as a 
homogeneous background haze that vary over spatial scales larger than the 
N96 grid cell box, rather than well defined plumes with areas of high and low 
AOD as might be expected close to emission. 
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Figure 5.22: Mean above cloud aerosol optical depth (ACAOD) at 550 nm for 
August and September 2006. HadGEM3 model simulations are on the left, 
which were filtered according to Table 5.5. POLDER retrievals are on the right. 
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The cloud top height diagnostic started at an altitude of 3500 m above ground 
level with a cloud liquid water content threshold of 1×10−5 kg kg−1. The top, 
middle and bottom HadGEM3 plots correspond to the N96, N216 and N512 
resolution simulations, respectively.	 The black crosses represent Ascension 
Island. 
 
Figure 5.23: Probability density functions of the above cloud aerosol optical 
depth (ACAOD) at 550 nm for HadGEM3 model simulations and POLDER 
observations using the same data as Figure 5.22. 
Similarly, the model ACSSA at 550 nm partially captures the POLDER 
observations such that the most absorbing aerosols are located near to the 
coast, between ~10°S to 20°S, there is a band of constant ACSSA along 
latitude band 10°S, and there are less absorbing aerosols to the north and 
south; see Figure 5.24. The modelled ACSSA is significantly lower (~6 %) in the 
model simulations compared to POLDER observations, which is shown clearly 
by the range of ACSSA values in Figure 5.25. The mean ACSSA is only weakly 
dependent on model resolution, which increases from 0.80 to 0.81 between the 
N96 and N216 simulations. The range of ACSSA values is smaller in the N96 
compared to the N216 and N512 simulations, shown in Figure 5.25, although 
this is tenuous. A lower ACSSA should lead to a higher ACDRE in the model 
simulations compared to the satellite observations, which suggests that other 
factors counteract this effect and control the dependence in modelled ACDRE 
with model resolution.  
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Figure 5.24: Mean above cloud aerosol single scattering albedo (ACSSA) at 
550 nm for August and September 2006. HadGEM3 model simulations are on 
the left, which were filtered according to Table 5.5. POLDER retrievals are on 
the right. The cloud top height diagnostic started at an altitude of 3500 m above 
ground level with a cloud liquid water content threshold of 1×10−5 kg kg−1. The 
top, middle and bottom HadGEM3 plots correspond to the N96, N216 and N512 
resolution simulations, respectively. The black crosses represent Ascension 
Island. 
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Figure 5.25: Probability density functions of the aerosol above cloud single 
scattering albedo (ACSSA) at 550 nm for HadGEM3 model simulations and 
POLDER observations using the same data as Figure 5.24. 
It follows that the significant underestimation of large ACDRE values seen in 
HadGEM3 compared to POLDER observations is caused by too low ACAOD 
and COD values. However, as the COD does not change systematically with 
model resolution, the decrease in the mean HadGEM3 ACDRE as model 
resolution increases is likely related to a combination of the small changes in 
the ranges of ACAOD and ACSSA values, as shown in Figures 5.23 and 5.25. I 
confirmed that the COD and ACAOD are independent, which may impact the 
AOD due to aerosol entrainment into clouds or impact the COD via the semi-
indirect effect (e.g. Ten Hoeve et al., 2012), although it in unclear how these 
effects would vary with model resolution. 
5.5 Conclusions 
In this chapter, I described briefly the equations used within an offline radiative 
transfer code (SOCRATES), which was used to evaluate the sensitivity of the 
DRE to aerosol and cloud optical properties and subsequently how the ACDRE 
depends on the spatial variability of AOD and COD. 
 
The first key result of this chapter was the impact that biases in traditional filter-
based absorption measurements can have on the DRE due to uncertainties in 
aerosol SSA and AAE based on TAP measurements compared to PAS 
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measurements. If the aerosol optical properties were tuned to match the SSA 
derived using TAP rather than PAS measurements, the DRE could be 
overestimated by 17.5 to 33.9 W m−2, dependent on the TAP correction scheme 
applied. The largest absolute biases in the DRE were associated with aerosols 
overlying thick clouds (COD=10). Similarly, tuning aerosol optical properties to 
match the AAE determined using TAP rather than PAS measurements led to 
DRE values that were biased high by up to 9.2 W m−2 and biased low by up to 
34.6 W m−2 when overlying thick clouds (COD=10). This asymmetric uncertainty 
range was caused by modification to the wavelength dependence of the aerosol 
absorption (see Figure 5.9). This result highlights the large uncertainties that 
may be introduced into climate models if aerosol properties are derived from 
traditional filter-based absorption measurements compared to accurate PAS 
measurements. However, it should be highlighted that representative sampling 
capturing the variability of aerosol properties is equally important as the 
accuracy of the aerosol properties. 
 
Secondly, I aimed to assess the dependence of the ACDRE on the spatial 
variability of aerosol and cloud optical properties, which was not obvious due to 
the non-linear dependence of the DRE on AOD and COD. To assess this 
dependence, offline radiative transfer simulations were run using an aerosol 
model based on SAFARI-2000 biomass burning aerosol measurements over 
the Southeast Atlantic Ocean. Model AOD and COD values were constrained 
using the POLDER satellite instrument, which retrieved the AOD and COD over 
a similar domain during August and September 2006. The impact on the 
ACDRE to spatial variability of the AOD and COD was evaluated over a range 
of scales. The extreme in spatial averaging used a single value for AOD and 
COD over the Southeast Atlantic Ocean domain, which led to an ACDRE of 
21.5 W m−2. At the other extreme, ACDRE was determined on a pixel-by-pixel 
basis, which led to a mean ACDRE of 17.7 W m−2. A range of intermediate 
cases were evaluated that varied the degree of spatial averaging between 0.05° 
to 3.0° latitude/longitude. This result confirmed that the mean ACDRE was only 
weakly dependent on the spatial variability of the AOD and COD fields. 
However, the very strong radiative forcings that were observed in POLDER 
were simply not present when spatial averaging was applied with resolutions 
typical of a climate model. Hence comparisons of extreme values in 
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observations against climate model results were somewhat irrelevant. This 
analysis was limited by the resolution of the lookup table used to determine the 
DRE for each AOD-COD pair. 
 
Lastly, a global climate model (HadGEM3) was run at three spatial resolutions 
to investigate how the ACDRE depends on model resolution. The key finding 
was that the ACDRE becomes smaller as the model resolution increases, in line 
with the previous result using SOCRATES and POLDER. To understand this 
result, the COD, ACAOD and ACSSA were examined. COD was invariant to 
model spatial resolution, which is surprising as one might expect a relatively 
inhomogeneous COD distribution in the higher compared to lower model 
resolution. The characteristic stratocumulus cloud deck associated with this 
region was also missing. ACAOD and ACSSA were derived by integrating 
aerosol optical properties above the cloud tops, which were defined using a 
cloud top height search algorithm that searched for cloud liquid water content 
above a pre-determined threshold. The mean ACAOD was invariant to model 
resolution, which can be explained due to the constant BBA mass emitted to the 
atmosphere. The insensitivity of the ACAOD spatial distribution to model 
resolution can be explained as BBA is predominantly emitted over the African 
continent, which has time to diffuse as it is advected over the Southeast Atlantic 
Ocean, leading to a homogeneous aerosol haze as opposed to well defined 
plumes. The ACSSA was also only weakly dependent on model resolution. The 
ACAOD and ACSSA were likely responsible for the ACDRE dependence to 
model resolution. The HadGEM3 models significantly underestimated both the 
ACAOD and COD, which resulted in a systematic discrepancy with the satellite 
observations. Two key areas for future research are (i) to investigate why the 
modelled spatial cloud fields differ significantly compared to the satellite 
observations and (ii) to investigate why the modelled atmospheric aerosol 
loadings are significantly lower compared to the POLDER satellite observations. 
To address the latter, the impact on the modelled ACDRE due to using daily 
rather than monthly emissions inventories should be examined. 
 
Throughout this chapter, I would have ideally used the optical and physical 
properties of aged BBA based on the CLARIFY-2017 measurement campaign 
over the Southeast Atlantic Ocean in my SOCRATES simulations. Using 
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CLARIFY-2017 data would have made use of the accurate and up-to-date 
EXSCALABAR optical coefficient measurements. However, using this data 
would have required a radiative closure study to be performed, using aerosol 
size distribution measurements, optical coefficient measurements and radiation 
measurements to iteratively vary the real and imaginary parts of the BBA 
refractive index until all measurements agree most closely, which is the subject 
of on-going research. 
  
 	 196 
  
 	 197 
6 Summary and future work 
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6.1 Overview 
In this Chapter, I reiterate the importance of and provide a brief justification for 
the study of aerosol optical properties within Earth’s atmosphere. The aims of 
this thesis are restated and a summary of the main results presented. This 
chapter concludes with a discussion of the limitations of the various analyses 
and suggestions for routes for extension. 
6.2 Motivation and aims 
Aerosol-radiation interactions are estimated to contribute a global mean 
effective radiative forcing of −0.45 (−0.95 to +0.05) W m−2, offsetting a 
potentially significant but poorly constrained fraction of the positive effective 
radiative forcing associated with greenhouse gases (2.26 to 3.40) W m−2 (Myhre 
et al., 2013a). One of the major factors governing the uncertainty in estimates of 
aerosol direct radiative forcing is the poorly constrained aerosol single 
scattering albedo (SSA). Accurate determination of aerosol SSA is limited by 
uncertainties in aerosol absorption estimates, which could potentially be 
underestimated by up to a factor of two in global climate models (Stier et al., 
2007; Shindell et al., 2013).  
 
The three main types of absorbing aerosols are black carbon, brown carbon, 
and mineral dust (Myhre et al., 2013a). Aerosol absorption is dominated by 
black carbon, which may exert the next largest positive radiative forcing after 
carbon dioxide (Stocker et al., 2013). Climate models generally only crudely 
represent the optical properties of black and brown carbon and how these 
evolve with time. Stronger observational constraints are required to assess the 
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attribution of absorption and reduce uncertainty in estimates of direct radiative 
forcing (e.g. Alexander et al., 2008; Bond et al., 2013; Liu et al., 2014; Myhre et 
al., 2013b; Saleh et al., 2014; Wang et al., 2018). 
 
The aims of my PhD were therefore to:  
1. Develop a state-of-the-art instrument for the measurement of aerosol 
optical properties. 
2. To evaluate biases in traditional filter-based absorption measurements 
for a range of aerosol sources. 
3. Evaluate the sensitivity of the direct radiative effect to aerosol and cloud 
optical properties and their spatial variability. 
6.3 Thesis summary, limitations and directions for future research 
In this section, I will provide an overview and highlight the key results of each 
chapter from this thesis, including key limitations and uncertainties 
corresponding to each analysis. I will then suggest potential directions for future 
research including areas of on-going research. 
6.3.1 EXtinction, SCattering and Absorption of Light for AirBorne Aerosol 
Research (EXSCALABAR) 
In Chapter 2, I described a new instrument used for the measurement of 
aerosol optical and physical properties including absorption determined using 
photoacoustic spectroscopy (PAS) and filter-based absorption photometry using 
a Tricolor Absorption Photometer (TAP), extinction coefficients determined 
using cavity ring-down spectroscopy (CRDS) and size distributions using a 
Passive Cavity Aerosol Spectrometer Probe (PCASP). Optical properties were 
determined at three fixed wavelengths in the range 405 to 658 nm. Using 
thermally denuded PAS channels enabled evaluation of the enhanced 
absorption due to the lensing effect. CRDS measurements at elevated relative 
humidity 70 % and 90 % enabled evaluation of the dependence of aerosol 
extinction coefficients on hygroscopic growth. 
 
An initial instrument characterisation was performed assessing the minimum 
sensitivities of the suite of instruments. The minimum sensitivities of the PAS, 
CRDS and TAP when recording data at 1 Hz were in the range 0.05–0.33 
Mm−1, 0.01–0.04 Mm−1 and 18.54–34.78 Mm−1, respectively. These changed to 
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0.01–0.06 Mm−1, 0.02–0.05 Mm−1 and 0.71–1.37 Mm−1 for the PAS, CRDS and 
TAP for a 30 second averaging time.  
 
Airborne PAS measurements were subject to uncertainty due to the need to 
subtract background noise measurements from the aerosol measurements, 
which varied as a function of pressure. The uncertainty associated with this 
background noise correction was estimated as 0.2, 2.0 and 20.5 % at 
absorption coefficients 100, 10 and 1 Mm−1, respectively. PAS measurements 
were subject to additional uncertainty due to the calibration accuracy, which is 
discussed in the next subsection. 
 
An area of on-going research is related to improving the PAS cell design to 
minimise the measurement sensitivity to background window-generated 
acoustic noise caused by laser heating of the optical windows. The benefits of 
this design would be twofold: the background noise correction and its 
associated uncertainty would be eliminated and the minimum sensitivity of PAS 
absorption measurements could be improved by an order of magnitude. 
6.3.2 Photoacoustic spectrometer ozone calibration accuracy 
In Chapter 3, I assessed the accuracy of the PAS ozone calibration procedure 
by comparing the PAS-measured absorption cross sections to model 
calculations using laboratory-generated aerosol. This work was motivated in 
part as Bluvshtein et al. (2017) suggested that calibrating PAS cells using 
ozone may lead to biases in absorption measurements of up to 100 %. The 
second motivation for this study was to validate the accuracy of the PAS and 
CRDS absorption and extinction measurements under laboratory conditions.  
 
To achieve these aims, nigrosin aerosol was generated from solution, mobility-
size selected using a differential mobility analyser and passed to the PAS and 
CRDS cells for sampling, which allowed the PAS- and CRDS-measured 
absorption and extinction cross sections to be compared to model calculations.  
 
The key result of this experiment was the verification that ozone calibrations 
can be used to calibrate photoacoustic spectrometers accurately. It was found 
that the PAS-measured ensemble absorption cross sections compared to 
model calculations to within 7 to 9 %, dependent on the measurement 
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wavelength. The CRDS-measured extinction cross sections were found to 
agree with model calculations to within 0 to 4 %, dependent on the 
measurement wavelength. This result clearly demonstrates that ozone 
calibrations are suitable for PAS and that EXSCALABAR PAS and CRDS 
measurements are accurate to better than 9 % for ground-based 
measurements.  
 
Since this study, Fischer and Smith (2018) performed additional experiments 
examining the differences between the findings presented in Chapter 3 and 
those in Bluvshtein et al. (2017). Their results suggest that a small correction (~ 
10 %) needs to be applied to EXSCALABAR PAS measurements to account for 
non-thermal relaxation pathways due to the EXSCALABAR PAS calibration 
procedure using air rather than pure oxygen. Research is on-going examining 
how the PAS cell gas composition affects the sensitivity of ozone calibrations. 
Although a 10 % correction for calibration bias would improve the agreement to 
modelled calculations, to within 1–3 %, initial results suggest that there is no 
systematic calibration bias, in contrast to the Fischer and Smith (2018) study. 
6.3.3 Biases in filter-based absorption measurements 
In Chapter 4, I examined biases in filter-based absorption measurements using 
a commercially available Tricolor Absorption Photometer (TAP, Brechtel) by 
comparison to PAS absorption measurements. A key strength of this study was 
that the aerosol-laden stream sampled by the TAP, PAS and CRDS instruments 
shared a common inlet and was subject to the same flow conditioning. Biases in 
TAP absorption measurements were investigated at the wavelengths 467, 528 
and 652 nm for urban, fresh biomass burning aerosol (BBA) and aged BBA 
emissions. The Bond et al. (1999), Virkkula (2010) and Müller et al. (2014) 
correction schemes were applied to TAP measurements, which aimed to 
minimise measurement biases.  
 
The largest biases were associated with urban aerosol emissions, which had 
mean biases of up to 45 %. The Müller et al. (2014) correction scheme 
consistently reduced biases most significantly across all aerosol sources and 
measurement wavelengths, to within −1 to 17 % of PAS absorption 
measurements. The impact of TAP measurement biases on the single 
scattering albedo (SSA) and absorption Ångström exponent (AAE) was also 
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evaluated. The SSA was found to be biased low by up to 0.07 and the AAE in 
error by ± 0.54. The AAE varied strongly with aerosol source type and with the 
correction scheme applied to TAP measurements; this is a key climate-relevant 
parameter and the reasons driving its diversity should be the subject of future 
research. A simple method for the attribution of absorption to black and brown 
carbon found that the fraction of light attributed to brown carbon could be in 
error by up to 17 % due to uncertainties in the TAP-derived aerosol AAE. 
 
The key conclusion from this analysis is that biases are strongly source 
dependent and caution should be exercised when extrapolating results more 
widely to other aerosol types.  
6.3.4 Investigating the sensitivity of the direct radiative effect 
In Chapter 5, I initially assessed the sensitivity of the direct radiative effect 
(DRE) to the aerosol SSA and AAE and subsequently the impact on the DRE 
that could arise from developing an aerosol model based on TAP absorption 
measurements compared to PAS measurements. The DRE may be uncertain 
by up to 33.9 W m−2 if aerosol optical properties were based on TAP compared 
to PAS measurements of aerosol SSA. Similarly, the DRE may be uncertain by 
up to 34.6 W m−2 if aerosol optical properties were based on TAP compared to 
PAS measurements of the aerosol AAE. These uncertainties correspond to an 
aerosol layer (AOD=0.5) overlying thick cloud (COD=10). This result highlights 
the value of PAS compared to traditional filter-based absorption measurements. 
However, it should be noted that representative sampling of aerosol is equally 
important as the measurement accuracy for constraining aerosol optical 
properties within global climate models. This analysis was limited in that the 
aerosol optical and microphysical properties were based on SAFARI-2000 
rather than CLARIFY-2017 measurements; the latter includes state-of-the-art 
EXSCALABAR measurements. This limitation was due to time constraints 
preventing the processing of the CLARIFY-2017 dataset to obtain self-
consistent aerosol refractive indices using in-situ optical coefficient 
measurements, size distribution measurements and radiation measurements 
within a radiative closure experiment framework. 
 
In Chapter 5, I then assessed the sensitivity of the DRE to aerosol and cloud 
optical properties and their spatial variability. Offline radiative transfer 
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simulations were performed using SOCRATES assessing how the DRE 
changes with both aerosol optical depth (AOD) and cloud optical depth (COD) 
for BBA. A significant finding was that the DRE depends on the AOD and COD 
in a non-linear way and is most sensitive to AOD when BBA overlies thick cloud 
and most sensitive to COD when an optically thick aerosol layer overlies thin 
cloud. It should be noted that the former is associated with positive DRE and 
large absolute changes in DRE whilst the latter changes from negative to 
positive DRE and has large percentage changes in DRE.  
 
Due to this non-linear dependence, it was unclear how the spatial variability of 
the AOD and COD fields would affect the DRE. To examine this sensitivity, two 
extreme cases were assessed: (i) the DRE was evaluated corresponding to a 
single AOD and single COD, taken as the mean of the POLDER observations 
during August and September 2006 over a domain within the Southeast Atlantic 
Ocean and (ii) the DRE was evaluated corresponding to each POLDER-
observed AOD-COD pair on a pixel-by-pixel basis and the mean DRE value 
calculated. All AOD-COD pairs were located within a predetermined lookup 
table of DRE values generated using SOCRATES. The former resulted in a 
DRE of 21.5 W m−2 and the latter 17.7 W m−2. To see whether there was a 
trend in the DRE as a function of the degree of spatial averaging, POLDER 
observations of AOD and COD measured over the Southeast Atlantic Ocean 
during August and September 2006 were averaged over a range spatial scales 
between 0.05° to 3.0° latitude/longitude. The mean DRE was insensitive to the 
spatial variability of the AOD and COD over the spatial of scales investigated, 
limited by the resolution of the predetermined DRE lookup tables. Even upon a 
small degree of spatial averaging, the range of DRE values was significantly 
reduced compared to satellite observations (de Graaf et al., 2014; Peers et al., 
2015).  
 
Next, a global climate model (HadGEM3) was run at three spatial resolutions, 
N96 (1.875° × 1.25° or ~135 km), N216 (0.83° × 0.56° or ~60 km) and N512 
(0.35° × 0.234° or ~25 km). The key finding from this analysis was that the 
above cloud direct radiative effect (ACDRE) was only weakly dependent on 
model spatial resolution, which decreased with increasing model resolution, 
consistent with the previous result using SOCRATES and POLDER. The mean 
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ACDRE values for the N96, N216 and N512 simulations were 25.2, 22.8 and 
21.8 W m−2, respectively. The above cloud aerosol optical depth (ACAOD) and 
above cloud single scattering albedo (ACSSA) were found to be the factors 
controlling the dependence of ACDRE to model resolution. This result is 
surprising, as one would expect a larger mean and range of ACDRE values for 
a more highly resolved model due to higher inhomogeneity in AOD and COD 
values, i.e. before significant spatial averaging. The insensitivity of ACAOD was 
postulated to be related to the long-range transport from aerosol emission from 
the African continent to subsequent detection over the Southeast Atlantic 
Ocean. Due to the large distances between aerosol emission and detection, 
spatial variability in ACAOD may have been over distances typically greater 
than ~100 km (i.e. the coarsest model resolution grid box). It is unclear why the 
modelled spatial COD differed significantly compared to the satellite 
observations and why higher HadGEM3 model resolution led to similar ranges 
of COD values, which should be the subject of future research. Another key 
future research area should be an investigation into why the modelled 
atmospheric aerosol loadings are significantly lower compared to the POLDER 
satellite observations and whether using daily rather than monthly aerosol 
emissions inventories improves this discrepancy. 
6.4 The future of aerosol research 
Relevant to the absorbing aerosol focus in this thesis, Samset et al. (2018) 
reiterated that there is significant uncertainty and much research required to 
characterise the impact of absorbing aerosol on radiative forcing and on the 
climate system. Key areas that Samset et al. (2018) recommended to improve 
constraints on aerosol absorption in the short-term included (i) greater dialogue 
between observational and modelling communities, (ii) consistent use of black 
carbon terminology to differentiate between fresh/collapsed and young/old 
aerosols and (iii) rigorous account of brown carbon within observations and 
climate models. In the longer-term, recommendations included (i) an 
improvement of aerosol microphysical properties within climate models, (ii) 
improve satellite remote sensing of absorbing aerosols including retrievals 
above cloud and (iii) constraining black carbon emissions, transport, aging and 
geographical and vertical distributions.  
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More generally and as alluded to previously, the accuracy of aerosol 
measurements compared to the spatial and temporal representativeness of 
those measurements is of key importance if we are to reduce the uncertainty 
associated with aerosol radiative forcing. Whilst in-situ measurements are 
essential for constraining satellite observations, and potentially climate model 
simulations, they can only ever represent a snapshot in time and space. Global 
climate models typically have grid spacing in the range ~100 to 500 km (Myhre 
et al., 2013b), satellite retrievals typically have pixel widths in the range 3 to 10 
km (e.g. Remer et al., 2013; Peers et al., 2015), and in-situ measurements can 
be highly variable over distances of metres, with each air mass sampled 
containing an ensemble of aerosol types, sizes, mixing states and shapes. 
Although the climate model grid cell average aerosol properties do not 
represent the range of aerosol properties observed using satellite or in-situ 
observations, it raises the question: do the grid cell average aerosol properties 
lead to the same radiative forcing compared to the mean effect due to the more 
variable sub-grid scale properties? 
 
Schutgens et al. (2016) went some way to answering this question, who 
investigated the strength of sampling errors, which result if high resolution 
observations are used to constrain relatively coarse global climate model 
simulations. A key finding of this study was that discrepancies in aerosol 
properties such as AOD or aerosol number concentrations could be up to 160 
%, if observations with resolution 10 km are used to constrain global climate 
models with resolution 200 km. One obvious way to reduce this discrepancy is 
to increase climate model resolution, although Schutgens et al. (2016) 
suggested that this would need to be of the order ~50 km before there is any 
significant reduction in sampling errors, and ultimately would need to be at a 
higher resolution than the observations to eliminate sampling errors completely. 
 
The future of aerosol research may ultimately depend on the climate change 
trajectory that we end up following. Under RCP8.5, the relatively small impact 
that aerosols would have on climate forcing would be dwarfed by the impact of 
greenhouse gas warming. In this case, aerosol research may focus on 
evaluating geo-engineering scenarios such as solar radiation management, 
including, for example, stratospheric aerosol injection (Stocker et al., 2013). 
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Stratospheric aerosol injection would be an extreme response to counteract 
global warming induced by greenhouse gases, which has numerous potential 
shortcomings and harmful side effects.  
 
Aerosols also degrade air quality and are a major factor in human health, which 
damage the respiratory and cardiovascular systems and are responsible for an 
estimated 4.2 million deaths per year globally, the fifth highest morbidity factor 
is 2015 (Cohen et al., 2017). Although mortality due to long-term exposure to 
aerosols fell during 1990 to 2015 in high-income countries, the total deaths 
increased globally, highlighting the substantial public health challenge. Although 
the current safe annual mean level of particulate matter exposure with 
aerodynamic diameter < 2.5 µm is 10 µg m-3 (World Health Organization, 2006), 
this is often significantly higher, particularly for those living in developing 
countries or large cities (e.g. van Donkelaar et al., 2015). Continual 
measurement of atmospheric aerosol concentrations, composition and size are 
essential in aiding epidemiological studies for assessing the impact of aerosol 
pollution, which ultimately guide policies to reduce these harmful pollutants (Kim 
et al., 2015). 
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A) Detailed EXSCALABAR flow diagram. 
 
 
 
 
 
 	 229 
 
B) TAP biases as a function of organic aerosol concentration. 
 
Figure B1: The ratio of TAP to PAS absorption coefficients at 467 nm as a function of the organic aerosol mass concentration 
using the B1999 correction scheme (a-c) and as a function of the ratio of the organic aerosol to light-absorbing carbon mass 
concentrations when using the B1999 correction scheme (d-f) and using the M2014 correction scheme (g-i). All absorption 
coefficients correspond to > 1 Mm−1. 
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Figure B2: The ratio of TAP to PAS absorption coefficients at 652 nm as a function of the organic aerosol mass concentration 
using the B1999 correction scheme (a-c) and as a function of the ratio of the organic aerosol to light-absorbing carbon mass 
concentrations when using the B1999 correction scheme (d-f) and using the M2014 correction scheme (g-i). All absorption 
coefficients correspond to > 1 Mm−1.
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C) HadGEM3 simulations 
Figures C1–C4 show the above cloud aerosol optical depth (ACAOD) derived 
using a cloud top height defined when the cloud liquid water content was 
greater than a pre-set threshold in the range 5×10-5 to 1×10-6 kg kg-1 for the N96 
climate model simulations. Figures C5–C8 show the above cloud single 
scattering albedo (ACSSA) using the same cloud-top cloud liquid water content 
thresholds. This analysis was repeated using N216 climate model simulations, 
which are shown in figures C9–C12 and C13–C16 for the ACAOD and ACSSA, 
respectively. This analysis was also repeated using N512 climate model 
simulations, which are shown in figures C17–C20 and C21–C24 for the ACAOD 
and ACSSA, respectively. 
 
Figure C1: Mean above cloud aerosol optical depth (ACAOD) for August and 
September 2006. HadGEM3 is on the left (N96), which was filtered according to 
Table 5.2. POLDER retrievals are on the right. The cloud top height diagnostic 
started at an altitude of 3500 m above ground level with a cloud liquid water 
content threshold of 5×10-5 kg kg-1. 
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Figure C2: As Figure C1 except that the cloud liquid water content threshold 
was 1×10-5 kg kg-1. 
 
Figure C3: As Figure C1 except that the cloud liquid water content threshold 
was 5×10-6 kg kg-1. 
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Figure C4: As Figure C1 except that the cloud liquid water content threshold 
was 1×10-6 kg kg-1. 
 
 
Figure C5: Mean above cloud single scattering albedo (ACSSA) for August and 
September 2006. HadGEM3 is on the left (N96), which was filtered according to 
Table 5.2. POLDER retrievals are on the right. The cloud top height diagnostic 
started at an altitude of 3500 m above ground level with a cloud liquid water 
content threshold of 5×10-5 kg kg-1. 
 234 
 
Figure C6: As Figure C5 except that the cloud liquid water content threshold 
was 1×10-5 kg kg-1. 
 
Figure C7: As Figure C5 except that the cloud liquid water content threshold 
was 5×10-6 kg kg-1. 
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Figure C8: As Figure C5 except that the cloud liquid water content threshold 
was 1×10-6 kg kg-1. 
 
 
Figure C9: Mean above cloud aerosol optical depth (ACAOD) for August and 
September 2006. HadGEM3 is on the left (N216), which was filtered according 
to Table 5.2. POLDER retrievals are on the right. The cloud top height 
diagnostic started at an altitude of 3500 m above ground level with a cloud 
liquid water content threshold of 5×10-5 kg kg-1. 
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Figure C10: As Figure C9 except that the cloud liquid water content threshold 
was 1×10-5 kg kg-1. 
 
Figure C11: As Figure C9 except that the cloud liquid water content threshold 
was 5×10-6 kg kg-1. 
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Figure C12: As Figure C9 except that the cloud liquid water content threshold 
was 1×10-6 kg kg-1. 
 
 
Figure C13: Mean above cloud single scattering albedo (ACSSA) for August 
and September 2006. HadGEM3 is on the left (N216), which was filtered 
according to Table 5.2. POLDER retrievals are on the right. The cloud top 
height diagnostic started at an altitude of 3500 m above ground level with a 
cloud liquid water content threshold of 5×10-5 kg kg-1. 
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Figure C14: As Figure C13 except that the cloud liquid water content threshold 
was 1×10-5 kg kg-1. 
 
Figure C15: As Figure C13 except that the cloud liquid water content threshold 
was 5×10-6 kg kg-1. 
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Figure C16: As Figure C13 except that the cloud liquid water content threshold 
was 1×10-6 kg kg-1. 
 
 
Figure C17: Mean above cloud aerosol optical depth (ACAOD) for August and 
September 2006. HadGEM3 is on the left (N512), which was filtered according 
to Table 5.2. POLDER retrievals are on the right. The cloud top height 
diagnostic started at an altitude of 3500 m above ground level with a cloud 
liquid water content threshold of 5×10-5 kg kg-1. 
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Figure C18: As Figure C17 except that the cloud liquid water content threshold 
was 1×10-5 kg kg-1. 
 
Figure C19: As Figure C17 except that the cloud liquid water content threshold 
was 5×10-6 kg kg-1. 
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Figure C20: As Figure C17 except that the cloud liquid water content threshold 
was 1×10-6 kg kg-1. 
 
 
Figure C21: Mean above cloud single scattering albedo (SSA) for August and 
September 2006. HadGEM3 is on the left (N512), which was filtered according 
to Table 5.2. POLDER retrievals are on the right. The cloud top height 
diagnostic started at an altitude of 3500 m above ground level with a cloud 
liquid water content threshold of 5×10-5 kg kg-1. 
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Figure C22: As Figure C21 except that the cloud liquid water content threshold 
was 1×10-5 kg kg-1. 
 
Figure C23: As Figure C21 except that the cloud liquid water content threshold 
was 5×10-6 kg kg-1. 
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Figure C24: As Figure C21 except that the cloud liquid water content threshold 
was 1×10-6 kg kg-1. 
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Abstract. In recent years, photoacoustic spectroscopy has
emerged as an invaluable tool for the accurate measurement
of light absorption by atmospheric aerosol. Photoacoustic in-
struments require calibration, which can be achieved by mea-
suring the photoacoustic signal generated by known quanti-
ties of gaseous ozone. Recent work has questioned the va-
lidity of this approach at short visible wavelengths (404 nm),
indicating systematic calibration errors of the order of a fac-
tor of 2. We revisit this result and test the validity of the
ozone calibration method using a suite of multipass photoa-
coustic cells operating at wavelengths 405, 514 and 658 nm.
Using aerosolised nigrosin with mobility-selected diameters
in the range 250–425 nm, we demonstrate excellent agree-
ment between measured and modelled ensemble absorption
cross sections at all wavelengths, thus demonstrating the va-
lidity of the ozone-based calibration method for aerosol pho-
toacoustic spectroscopy at visible wavelengths.
1 Introduction
Uncertainty in the radiative forcing that drives climate
change is dominated by the poorly constrained impact of
aerosols on Earth’s radiation budget, with aerosol–radiation
interactions contributing a global mean effective radiative
forcing of  0.45 ( 0.95 to +0.05)Wm 2 (Myhre et al.,
2013; Stocker et al., 2013). Aerosol single-scattering albedo
(the ratio of scattering efficiency to total extinction effi-
ciency) is one of the key inputs used in radiative transfer
models to represent aerosol optical behaviour and is amongst
the largest contributors to uncertainty in direct radiative forc-
ing (McComiskey et al., 2008). The accuracy of the single-
scattering albedo is limited by knowledge of aerosol absorp-
tion properties (Boucher et al., 2013; Stier et al., 2013). Black
carbon, a carbonaceous material formed by incomplete com-
bustion, absorbs strongly at visible wavelengths and has been
shown to have significant climate implications (e.g. Bond et
al., 2013; Stocker et al., 2013). Evidence also shows that
light-absorbing organic aerosols, commonly referred to as
brown carbon, absorb strongly towards wavelengths in the
ultraviolet (Andreae and Gelencsér, 2006). The optical prop-
erties of black and brown carbon are poorly captured in cli-
mate models owing in part to a lack of detailed measurements
(Alexander et al., 2008; Bond et al., 2013; Cappa et al., 2012;
Lack and Cappa, 2010; J. Liu et al., 2015; S. Liu et al., 2015;
Myhre et al., 2013; Saleh et al., 2013; Wang et al., 2016).
Traditionally, aerosol absorption coefficients are retrieved
via the difference method or by using filter-based absorp-
tion photometry. The difference method involves subtracting
separate measurements of the scattering coefficient from the
extinction coefficient, leading to large uncertainties in the
calculated absorption arising from the quadrature combina-
tion of errors in the two measurements. These uncertainties
in absorption are particularly high at single-scattering albe-
dos corresponding to weakly absorbing aerosols (Bond et al.,
1999; Lack et al., 2006; Strawa et al., 2003). Filter-based
absorption measurements rely on determining the change in
light transmittance across a particle-laden filter. This method
is subject to biases and, although a range of correction
schemes have been proposed (Arnott et al., 2005; Bond et al.,
Published by Copernicus Publications on behalf of the European Geosciences Union.
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1999; Collaud Coen et al., 2010; Müller et al., 2014; Schmid
et al., 2006; Virkkula et al., 2005; Virkkula, 2010; Weingart-
ner et al., 2003), aerosol absorption biases in the range of 20–
200% can remain (Backman et al., 2014; Cappa et al., 2008;
Lack et al., 2008; Müller et al., 2014). Photoacoustic spec-
troscopy (PAS) is a state-of-the-art technique that measures
absorption directly for particles in their natural suspended
state (Arnott et al., 1999). It can be used to differentiate be-
tween the absorption enhancement due to the lensing effect
of coated black carbon and the absorption contribution due to
brown carbon by utilising thermally denuded channels (Lack
et al., 2012b). For these reasons, it has become the technique
of choice for measuring aerosol absorption.
The PAS principle relies on converting energy from a
light source into sound. Light-absorbing media, such as
aerosol, transfer intensity-modulated electromagnetic energy
into thermal energy that heats the surrounding air. This
gaseous heating generates a pressure wave that propagates
radially away from the heated aerosol particle. The periodic
heating driven by the modulated light beam is performed at
the same frequency as a standing acoustic (pressure) wave
eigenmode of the photoacoustic cell. Excitation of a PAS cell
eigenmode over repeated heating cycles amplifies the pho-
toacoustic pressure signal for detection by a microphone lo-
cated within the PAS cell (Arnott et al., 1999; Miklós et al.,
2001; Moosmüller et al., 2009). The amplitude of the mi-
crophone signal at the modulation frequency is related to
the sample absorption coefficient through calibration. Mul-
tipass optics are commonly used to increase the circulating
light intensity within the PAS cell, which provides increased
sensitivity through increased sample heating. This approach
is advantageous for aerosol studies compared to single-pass
methods employing higher-powered lasers, as it increases
sampling heating without exposing individual particles to
large temperature changes which could lead to loss of semi-
volatile species through evaporation (Lack et al., 2006; Mc-
Manus et al., 1995). Biases associated with PAS include a
lack of proportionality between the photoacoustic signal and
the aerosol absorption cross section for particles with radii
greater than 0.7 µm (Cremer et al., 2017). This is not an is-
sue for the current study, which uses an impactor to remove
particles with radii > 0.5 µm; see Sect. 2.4.
There exist a number of options for calibrating pho-
toacoustic spectrometers including use of nitrogen dioxide
(Arnott et al., 2000; Nakayama et al., 2015), polydisperse
kerosene soot (Nakayama et al., 2015), oxygen (Gillis et al.,
2010; Tian et al., 2009) and ozone (Bluvshtein et al., 2017;
Lack et al., 2006, 2012a). Ozone was chosen as the calibrant
for our PAS cells, in part as nitrogen dioxide has been shown
to introduce uncertainty in calibrations at 405 nm due to pho-
tolysis (Lack et al., 2012a) and generation of aerosol particles
is challenging in the field. Gaseous ozone has been used suc-
cessfully to calibrate photoacoustic spectrometers operating
at laser wavelengths of 532 nm, with reported absorption ac-
curacies of 1–5% (Lack et al., 2006, 2012a). Demonstration
of the validity of the ozone calibration approach involved the
comparison of PAS measurements to model absorption cal-
culations for laboratory-generated absorbing particles, such
as nigrosin dye. Recently, Bluvshtein et al. (2017) performed
similar experiments to probe the validity of the ozone calibra-
tion approach at 404 nm. They found a factor of ⇠ 2 discrep-
ancy between the PAS response to ozone and nigrosin, which
was attributed to an unspecified issue with ozone measure-
ments at these wavelengths. This result has significant impli-
cations for photoacoustic spectrometer ozone calibrations at
short visible wavelengths, suggesting that they would lead to
an overestimation of aerosol absorption by a factor ⇠ 2. The
focus of this study is to re-evaluate this result.
Given the importance of the Bluvshtein et al. (2017) work
in motivating this study, we provide a brief overview of the
experiments here. Ozone was generated from high-purity
(99.999%) oxygen using either a corona discharge ozone
generator or, for lower concentrations, a UV lamp. Ozone
concentrations in the range 250–1900 ppm were generated
and diluted with dry nitrogen in the ratio 1 : 10 O2-O3 : N2.
Ozone absorption coefficients were measured using a cav-
ity ring-down spectrometer (CRDS). CRDS measurements
made in series versus those made in parallel to the PAS de-
tection cell indicated little difference in ozone concentration
and thus minimal loss through the PAS system. Nigrosin was
atomised from a solution, dried to < 10% relative humidity,
size-selected using a differential mobility analyser (DMA) to
yield mobility diameters in the range 250–325 nm and passed
through an impactor to remove multiply charged particles.
The aerosol stream flowed through a PAS cell at 0.6 Lmin 1,
which was then split evenly between the CRDS cell and
a condensation particle counter (CPC). Particle concentra-
tions in the range 200–1500 cm 3 were used. PAS-measured
ensemble aerosol absorption coefficients were compared to
modelled values computed using Mie–Debye–Lorenz theory
(hereafter referred to as Mie theory) in combination with
the size-selected particle diameters that were passed by the
DMA and complex refractive indices determined via spec-
troscopic ellipsometry. Experiments were repeated for Paho-
kee peat fulvic acid and Suwannee River fulvic acid aerosol.
The discrepancy between the PAS-measured ensemble ab-
sorption coefficients and absorption coefficients calculated
using Mie theory differed by a factor of 2 for all three test
aerosols. Several suggestions for the discrepancy were pro-
vided, including contamination by NO2 and generation of
light-scattering particles due to reaction of O3 with the walls
of the instrument. However, no evidence supporting these
theories was provided. PAS measurements at wavelengths
other than 404 nm were also not available, which prevented
an independent check of the PAS responses to ozone and ni-
grosin at wavelengths that have been reported previously to
be well calibrated using the ozone approach (e.g. Lack et al.,
2006).
In this study, we use a suite of multi-wavelength PAS and
CRDS measurements to evaluate the suitability of ozone as
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a PAS calibrant gas. We follow the method described above
whereby PAS-measured ensemble absorption cross sections
for aerosolised nigrosin are compared to model calculations.
Importantly, this comparison is evaluated for three visible
wavelengths including the 405 nm wavelength pertinent to
the work of Bluvshtein et al. (2017). In the following section,
we provide a description of the experimental set-up includ-
ing the photoacoustic and cavity ring-down spectrometers,
ozone calibration apparatus, aerosol generation system and
the method by which modelled ensemble aerosol absorption
cross sections were calculated. Experimental results and dis-
cussion are presented in Sect. 3.
2 Methodology
2.1 Photoacoustic spectrometer
Photoacoustic detection cells based on the dual-resonator
design of Lack et al. (2012a) were used. These cells were
identical to those used by Bluvshtein et al. (2017) except
that the planar windows were replaced with Brewster angle
windows (Thorlabs, BW2502), which minimised reflection
losses within the multipass optical system. Each PAS cell
consisted of two cylindrical resonator cavities (a lower signal
and upper reference resonator) coupled through buffer vol-
umes on either side for noise suppression (Lack et al., 2006).
The cells were manufactured from aluminium and had a to-
tal volume of 200 cm3. Individual resonant cavities had di-
mensions of 110mm length and 9.5mm radius. The sample
passed through both resonators but laser light passed only
through the lower signal resonator. The cell was positioned
within a multipass optical system formed by two cylindri-
cal mirrors located outside of the PAS cell with mirror radii
of curvature of 430mm (front mirror, closest to laser) and
470mm (back mirror). The concavities of the two mirrors
were rotated 90  to each other. Each mirror was coated with
a wavelength-specific dielectric coating to yield reflectivi-
ties exceeding 99.9%. Toptica iBeam Smart (Toptica Pho-
tonics) lasers with wavelengths 405, 514 and 658 nm gener-
ated light with powers 300, 100 and 130mW respectively.
Laser wavelengths and line widths were measured using an
Avantes spectrometer (CompactLine) for the blue and green
wavelengths and a Hamamatsu spectrometer (C11697MB)
for red wavelengths. Light was injected into each multipass
system through a 2mm hole in the centre of the first mir-
ror. Light exiting the multipass system was measured using a
photodiode (Thorlabs, S121C) positioned behind the second
mirror. In an optimally aligned system, the laser would pass
through the acoustic resonator 182 times (Lack et al., 2012a;
Silver, 2005). However, no effort was made to achieve this
limit in the current system. The alignment was conducted
by visual inspection of the spot pattern only, which almost
certainly resulted in a lower number of passes. Quantifying
the number of passes through the resonator was not critical.
Light exiting the resonator was measured using a photodi-
ode, which allowed the PAS signal to be corrected for any
laser power or alignment instability (Lack et al., 2012a). The
acoustic signal was detected using microphones (Knowles
Acoustics, EK-23132) positioned halfway along the lengths
of each resonator to coincide with the pressure antinode cor-
responding to the lowest-order (n= 1) acoustic eigenmode
of the photoacoustic cell. The responses from the two mi-
crophones were passed through a differential amplifier and
Fourier transformed to the frequency domain. The photoa-
coustic response is defined as the magnitude of the frequency
domain response at the n= 1 eigenfrequency and is referred
to hereafter as the integrated area (IA). A speaker (Knowles
Acoustics, ES-23127-000) was located in the reference res-
onator to enable periodic measurement of the cell resonant
frequency and quality factor (Lack et al., 2012a). Following
each speaker measurement, the laser modulation frequency
was automatically adjusted to match the derived cell reso-
nance frequency. Section 2.3 provides details regarding PAS
corrections for cell resonance properties and laser power.
Aerosol absorption coefficients (Mm 1) measured by the
photoacoustic spectrometers were converted to ensemble ab-
sorption cross sections (m2) for comparison to theoretical
calculations by dividing by the aerosol number concentra-
tions reported by a CPC (see Sect. 2.4). The ensemble ab-
sorption cross section represents the mean of the absorption
cross sections corresponding to a range of particles sizes, for
example from multiply charged particles (see Sect. 2.5). The
ensemble absorption cross section is hereafter referred to as
the absorption cross section.
2.2 Cavity ring-down spectrometer
Cavity ring-down spectroscopy is a highly sensitive tech-
nique used for measuring the optical extinction coefficient
of gases and particulate matter (O’Keefe and Deacon, 1988;
Romanini et al., 1997). The CRDS system employed in this
study was similar to that in Langridge et al. (2011) and only
the differences will be highlighted here. All lasers (Toptica,
iBeam Smart-S) were continuous-wave diode lasers, oper-
ated with square wave modulation at a frequency of 2000Hz.
Lasers were protected from back reflections using Faraday
isolators (Thorlabs, IO-5-405-LP and IO-3D-660-VLP). A
658 nm laser (130mW) pumped the red cell and a 405 nm
laser (300mW) pumped the blue cell. The laser spectral
widths were > 100GHz and much larger than the free spec-
tral range of the optical cavities (⇠ 350–400MHz). This al-
lowed passive coupling to occur rather than relying on an
active mechanism to match the laser frequency to a cav-
ity mode. The CRDS cells were made out of aluminium.
Cavity mirrors were manufactured from fused silica with
wavelength-specific coatings, 25mm diameter, 1m radii of
curvature and reflectivities in excess of 99.99% (Layertec
GmbH, red 660 nm; CVI Laser Optics, blue 405 nm). A high-
purity zero-air flow (BOC, 270028-L) set to 10 cm3 min 1
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per mirror was introduced across the mirrors to prevent con-
tamination. Photomultiplier tubes detected light exiting the
cavity (Hamamatsu, H9433-201) and were protected from
stray light using narrowband interference filters (Thorlabs,
FB405-10 and FB660-10). Each time the laser turned off, the
cavity output signal decayed exponentially. The signal was
fitted to a single exponential function to extract the 1/e fold-
ing time, otherwise known as the cavity ring-down time. The
extinction coefficient, ↵ext, (Mm 1) was calculated using
↵ext = RL
c
✓
1
⌧
  1
⌧0
◆
, (1)
where RL is the ratio of the physical length of the cavity to
the length over which sample was present, c is the speed
of light and ⌧ and ⌧0 are the ring-down times for a cavity
with and without scattering/absorbing species. The ⌧0 times
for both the 405 and 658 nm CRDS channels used in this
study were measured before and after experiments in which
aerosol was passed through the optical cavities. These ⌧0 var-
ied over time by only a small amount due to changes in cav-
ity alignment, cleanliness and the sample pressure. However,
typical representative times were 23.1 (405 nm) and 34.2 µs
(658 nm). Cavity mirror-to-mirror lengths ranged from 371
to 423mm, yielding geometricRL factors in the range 1.150–
1.173. The RL factor appropriate for aerosol measurements
was determined from the geometric dimensions of the detec-
tion cell. As highlighted by Fuchs et al. (2008), the RL factor
for detection of gaseous species can be different from this
value due to the ability of gaseous samples to diffuse. We de-
termined the gaseous RL factors by measuring the change in
the ring-down times for filtered air plus ozone (i) under stan-
dard operating conditions whereby ozone partially diffuses
into the volume between the sample inlet and mirror and
(ii) under non-standard operating conditions whereby ozone
was fully mixed into the volume between the sample inlet
and mirror by pulling the ozone-laden air out of the cavity
through the mirror purge lines. This resulted in RL factors of
1.05 (658 nm) and 1.04 (405 nm). The CRDS extinction mea-
surement accuracy was evaluated by Langridge et al. (2011)
to be better than 2%. Extinction coefficients were converted
to ensemble extinction cross sections (m2) by dividing by the
aerosol number concentrations measured using a CPC (see
Sect. 2.4). The ensemble extinction cross section is hereafter
referred to as the extinction cross section.
2.3 Ozone calibration
Gaseous ozone was generated using a coronal discharge
ozone generator (Longevity Resources, EXT120-T) from
high-purity oxygen (99.999%, BOC, grade N5.0). The
ozone-laden stream was split approximately evenly between
the PAS and CRDS cells using a manifold equipped with
300 µm diameter orifices, as shown in Fig. 1. Teflon tubing
was used throughout the flow system to minimise contami-
nation and to reduce ozone losses.
The 405 and 658 nm CRDS cells quantified ozone con-
centrations for calibration of all five PAS cells. For PAS cells
in series with the CRDS channels (PAS 4 and PAS 5), the
CRDS-measured extinction coefficients were used directly
to calibrate the corresponding in-line PAS channel measure-
ments of IA. This calibration relation between sample ex-
tinction and IA was quantified at multiple values of ozone
concentration, controlled by varying the discharge frequency
on the coronal ozone generator. For PAS cells operated in
parallel, it was necessary to accurately measure the relative
ozone splitting ratio with respect to the CRDS flow paths.
The following section details the method for characterising
this ratio, which was based on monitoring the resonant fre-
quency shift induced by changing the gas composition and
hence speed of sound within the photoacoustic cells (Miklós
et al., 2001).
At the start of each calibration cycle, pure oxygen was
introduced into the PAS cells through the ozone manifold
at a flow rate of 0.02 Lmin 1 cell 1, in addition to the
0.98 Lmin 1 filtered-air flow. Air was filtered using a par-
ticle filter (Headline Filters, DIF-LK40). The oxygen dis-
placed a fraction of the filtered-air flow through each cell,
changing the gas composition, speed of sound and thus cell
resonant frequency, as shown in Fig. 2. The ozone flow split-
ting,1⌫, between the two 658 nm PAS cells (PAS 2 and PAS
4 in Fig. 1) was calculated using
1⌫ =
⇣
F airr  F air+O2r
⌘
PAS4⇣
F airr  F air+O2r
⌘
PAS 2
, (2)
where F airr and F
air+O2
r are the PAS cell resonant frequencies
of filtered ambient air and filtered ambient air plus oxygen,
respectively, during the two highlighted periods in Fig. 2.
Similarly, the ozone flow splitting between the 405 nm PAS
cells was calculated using PAS 1 and PAS 5. The 514 nm PAS
cell was calibrated using the 658 nm CRDS cell, and hence
the ozone splitting ratio between PAS cells 3 and 4 was used.
The ozone splitting ratio represents the fractional difference
in the ozone concentrations within two PAS cells due to un-
equal flow splitting within the ozone manifold. The ozone
splitting ratios, and therefore the ozone-laden flow rates, be-
tween two PAS cells located in parallel (for example, the PAS
2 and PAS 4 cells) were in the range 2–28%. Measuring the
ozone splitting between PAS cells using the resonant shift
method compared extremely well to in-line mass flow mea-
surements. The 1  variability between ozone splitting cor-
rections for eight repeat ozone calibrations was ±1.3%. A
summary of the ozone splitting corrections can be found in
the Supplement.
Following measurement of ozone splitting ratios, the
ozone generator was powered and the main calibration
was started. Calibrations involved the stepwise measure-
ment of nine ozone concentration levels, where Fig. 3
shows the PAS and CRDS responses to ozone at 405 nm.
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Figure 1. Schematic diagram of the PAS/CRDS experimental set-up including the ozone generation system and the relative positions of the
PAS and CRDS cells. The stars indicate the ozone flow path, which entered the cells through different ports to the main aerosol flow. The
PAS/CRDS wavelengths are centred at 405, 514 and 658 nm respectively. Abbreviations: MFC is mass flow controller.
Figure 2. PAS cell resonant frequency as a function of time. Oxygen
was introduced into the filtered-air flow at 10:34:35 (dotted line).
Mean cell resonant frequencies before (orange highlighted region)
and after (grey highlighted region) introducing oxygen were com-
puted during the highlighted times.
At each ozone level, cell resonant frequencies and qual-
ity factors were quantified using the cell speakers. Subse-
quently, 90 s of data were collected, from which the mean
and standard deviation of PAS IA and CRDS extinction
were calculated. Using the minimum and maximum extinc-
tion coefficients for ozone in Fig. 3 (1.3 and 27.1Mm 1),
an ozone absorption cross section of 1.62⇥ 10 23 cm2 at
the corresponding CRDS wavelength (405.03 nm) and as-
suming 2.46⇥ 1025 molecules airm 3 at the 405 nm CRDS
cell temperature and pressure of 21.82  C and 1001mb,
the ozone concentrations were in the range 33–680 ppmv
(Serdyuchenko et al., 2014). Approximately the same levels
of ozone were used in all cells. The ratios of ozone extinc-
tion coefficients measured in the 405 and 658 nm CRDS cells
compared well to the ratio of the literature ozone absorp-
tion cross sections. After accounting for uneven ozone flow
splitting between the cells, the ratio of the measured extinc-
tion coefficients at 658 and 405 nm agreed with the literature
cross section ratio to within 2.0%. This excellent agreement
provides strong evidence that there were no issues with con-
tamination by absorbing gaseous or aerosol species during
ozone calibrations.
Analysis of calibration data involved the following steps.
Firstly, corrections were applied to normalise the raw micro-
phone IA, IAraw, by the laser power and cell resonance prop-
erties so that the calibration could later be applied to mea-
sured data with different laser powers and resonance proper-
ties. The corrected photoacoustic response, IAnorm, was cal-
culated by multiplying IAraw by the correction factor shown
in Eq. (3) (Arnott et al., 1999):
C = FR
QPL
, (3)
where FR is the cell resonance frequency, Q the cell quality
factor and PL the circulating laser power. PL was measured
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Figure 3. Photoacoustic spectrometer response (microphone inte-
grated area; IA) and concurrent cavity ring-down spectrometer ex-
tinction coefficient for nine ozone concentrations at wavelength
405 nm. Each point is the mean of 90 s of 1Hz data and error bars
represent the 2  precision of each measurement; these are not dis-
cernible by eye due to the excellent precision.
by the photodiode. PAS cell quality factors were in the range
87–93.
Secondly the background signal measured in the absence
of ozone or particles, IAbkgnorm, was characterised. This signal
was subsequently subtracted from IAnorm to yield the back-
ground corrected microphone signal, IAO3corr. A least squares
linear fit of IAO3corr against CRDS-derived extinction was then
performed to determine the PAS calibration coefficient. Fig-
ure 3 shows an example fit for a 405 nm PAS channel. Across
all PAS cells, straight line gradients were typically in the
range 0.02–0.32 andR2 values were consistently > 0.999. All
regressions relating to the calibrations were forced through
zero. A summary of the calibration gradients and R2 values
can be found in the Supplement. The mean 1  fitting uncer-
tainty in the gradient of the linear ozone calibration gradients
covering all cells was 0.15%.
Since there was no green-wavelength CRDS cell available,
the 514 nm PAS cell was calibrated by evaluating the 514 nm
absorption coefficient using measurements from the 658 nm
CRDS cell and Eq. (4):
↵abs_514 = ↵ext_658
 abs_658
 abs_514 (4)
where  abs_658 = 2.19⇥ 10 21 and  abs_514 =
1.62⇥10 21 cm2 are the ozone absorption cross sec-
tions at the wavelengths of interest (Gorshelev et al.,
2014), ↵ext_658 is the extinction coefficient measured using
the 658 nm CRDS channel and ↵abs_514 is the absorption
measured by the 514 nm PAS channel. The 658 nm CRDS
was used to calibrate the 514 nm PAS channel because it
extended over a greater range of extinction coefficients
(167–1506Mm 1) than the 405 nm CRDS (1–27Mm 1).
This ensured that the 514 nm PAS calibration covered a
range of absorption coefficients greater than that spanned by
the nigrosin absorption coefficients. Calibrating the 405 nm
channel using the 405 nm CRDS channel, as opposed to the
658 nm channel, would lead to absorption coefficients that
were lower by 3.2%. In the calculation of the extinction
coefficient (see Eq. 1), the Rayleigh scattering term is
common to both the ⌧ and ⌧0 measurements and therefore
does not contribute to the extinction. Thus it is valid to
scale the extinction coefficient measured with the CRDS
at 658 nm (or 405 nm) by the literature absorption cross
section ratio. What this analysis does not account for is any
small difference in the Rayleigh scattering of air versus the
Rayleigh scattering of air with a small ozone concentration
(up to 680 ppm).
2.4 Aerosol generation and conditioning
Figure 4 shows a schematic diagram of the particle genera-
tion set-up. Water-soluble nigrosin, a strong light-absorbing
dye at visible wavelengths, (Sigma Aldrich, CAS Num-
ber 8005-03-6, lot number MKBR1705V, product number
198285-100G) was dissolved into high-purity deionised wa-
ter (VWR Chemicals) with a range of concentrations be-
tween 3.2 and 7.1 grams per litre (g L 1). The solution was
drawn into a TSI constant output atomiser (TSI, 3076), which
used high-purity synthetic air (BOC, 270028-L) at a flow
rate of approximately 2.5 Lmin 1. The generated aerosol
was dried to < 10% relative humidity using a silica gel diffu-
sion drier (Topas, DDU-570) and passed through an electri-
cal ioniser (MSP, 1090). After exiting the ioniser, the aerosol
stream was split between a differential mobility analyser
(DMA) column (TSI, 3081) and mass flow controller. Flow
rates through the mass flow controller were set to regulate
the flow through the DMA such that the sample-to-sheath
flow ratio was at least 1 : 10 with a sample flow rate in the
range 0.3–0.4 Lmin 1 and sheath flow rate in the range 3.5–
4.0 Lmin 1. This ensured that the flow through the ioniser
was sufficiently high for a Fuch’s charging distribution to be
applied to the particles, while ensuring that the DMA could
output particle diameters between 10 and 532 nm. The flow
rate through the DMA decreased as its impactor removed
particles with diameter > 1 µm, which impeded the flow and
thus altered the flow splitting between the mass flow con-
troller (MFC) and DMA column. This varied by < 5% over
the course of a test. Section 2.5 provides details of the sensi-
tivity of modelled optical properties of nigrosin to DMA flow
rates. The DMA was coupled to a CPC (TSI, 3776) to oper-
ate as a scanning mobility particle sizer (SMPS, path A in
Fig. 4). This was used to characterise the atomiser output for
periods at the start and end of each experiment, thus enabling
quantification of any drift. To obtain a quasi-monodisperse
aerosol size distribution for optical measurements, the DMA
was operated at a fixed voltage (path B in Fig. 4).
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Figure 4. Experimental set-up for generating nigrosin aerosol. The dashed lines labelled A and B represent two independent flow lines
(changed manually) used for scanning mode (line A) or fixed voltage size-selection mode (line B). Abbreviations: MFC is mass flow con-
troller, DMA is differential mobility analyser and CPC is condensation particle counter.
For optical measurements, aerosolised nigrosin was
mobility-selected with central diameters in the range 250–
425 nm in 25 nm steps. The aerosol flow was split between
optical cells using a series of Y -flow splitters (Brechtel, 1110
and 1104). All PAS cells were operated in parallel, with two
of these cells also having CRDS channels in series as shown
previously in Fig. 1. The flow rate through each cell was
1 Lmin 1 and was controlled using mass flow controllers
(Alicat, MC Series). This resulted in a plug-flow residence
time within each PAS cell of approximately 12 s. To measure
the particle number concentration, the mass flow controller
on the output of the 514 nm PAS cell was replaced with a sec-
ond CPC (TSI, 3010), which used a critical orifice to control
the flow rate to 1 Lmin 1. Aerosol number concentrations
during experiments ranged from 40 to 575 cm 3.
The aerosol flow splitting between cells was evaluated to
test whether the CPC-measured number count in the 514 nm
PAS cell was representative of the other PAS cells. The
aerosol number concentration within the mixing volume and
at the outlet of each PAS cell was in turn measured us-
ing the two CPCs simultaneously. This allowed the parti-
cle transmission efficiency through each PAS cell to be de-
termined independently of variations in particle generation
stability. Differences between particle transmission through
the 514 nm PAS cell and other PAS cells ranged from 1.1 to
4.5%. Particle concentrations were adjusted to account for
these variations.
2.5 Modelling ensemble absorption cross sections
It is well established that the use of differential mobility anal-
ysis for aerosol size selection leads to the generation of a size
distribution with polydispersity arising, in part, from the mul-
tiple charging of particles (e.g. Wiedensohler et al., 2012).
To correctly model the optical properties of the size-selected
sample, the multiplet contributions must be taken into ac-
count. Transfer function theory predicts the aerosol size dis-
tribution exiting the DMA (Knutson and Whitby, 1975). Mie
theory (Bohren and Huffman, 1998) can then be applied to
calculate single-particle optical cross sections at each diam-
eter in the ensemble. By combining the two theories, the
ensemble optical cross sections (hereafter referred to as the
cross section) for quasi-monodisperse mobility-size-selected
aerosol can be calculated. The following section describes
how this was implemented.
Firstly, we measured the polydisperse input aerosol size
distribution to the DMA (Fig. 5a) using the SMPS. The ac-
curacy of SMPS sizing was confirmed using monodisperse
polystyrene latex spheres (ThermoFisher Scientific, 3000 Se-
ries Nanosphere Size Standard). Bimodal log-normal distri-
butions were fitted to the SMPS-measured particle size dis-
tributions over the diameter range 71–532 nm. A summary
of the best-fit parameters can be found in the Supplement.
We measured size distributions before and after running
mobility-selected nigrosin through the PAS and CRDS cells
to characterise the variability in the particle size distribution.
The impact that this variability had on the size distribution
exiting the DMA and consequently on the modelled optical
cross sections was evaluated by propagating each measured
size distribution through the Mie closure routine (described
below). In summary, variability in the aerosol source stability
led to a mean standard deviation in the modelled absorption
cross sections of 4.3% for all wavelengths and size-selected
diameters.
The DMA transfer function describes the probability of
a particle of given diameter exiting the DMA. It is used to
derive the quasi-monodisperse size distribution at the DMA
outlet when operated at a fixed voltage (Knutson andWhitby,
1975). Figure 5b describes the diffusional transfer function
for a particle with a 250 nm mobility diameter calculated
using the equations presented by Stolzenburg (1988). The
transfer function was evaluated for the DMA geometry and
aerosol/sheath flow rates used in this study. We verified our
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calculations of the transfer function in several ways. The
width of the transfer function in the absence of diffusional
broadening was verified using the expression presented by
Stolzenburg and McMurry (2008). The diffusional broaden-
ing parameters used in the transfer function model were also
evaluated against the values presented in Stolzenburg (1988),
namely theGDMA and eD factors, which agreed to better than
1%. Finally, the diffusional transfer function was verified
quantitatively against the Hagwood et al. (1999) simulations,
which used the same Stolzenburg (1988) formulation as used
in this work.
To model the quasi-monodisperse aerosol size distribution
at the DMA outlet when operated at a fixed voltage, the par-
ticle charging efficiencies for the range of particle diameters
in the polydisperse input size distribution were calculated us-
ing Fuch’s charging theory (Wiedensohler, 1988). Aerosol
charging efficiencies were calculated for positive ions with
up to six elementary charges (Fig. 5c). This was found to
be a good approximation of particle charging efficiencies for
the experimental set-up described in Fig. 1. We verified that
the modelled ratios of singly to doubly charged particles ex-
iting the DMA agreed with experimentally measured ratios
using polydisperse size distributions from a Passive Cavity
Aerosol Spectrometer Probe (DMT, PCASP-100X). Mod-
elled and measured charge fractions agreed to within 6%
for particles with diameter   250 nm, with this uncertainty
in part due to the resolution of the PCASP diameter bins.
Propagating this uncertainty through the Mie closure routine
(described below) led to a mean uncertainty of ±0.93% in
the modelled absorption cross sections for all wavelengths
and mobility-selected diameters.
The quasi-monodisperse aerosol size distribution, i.e. the
size distribution exiting the DMA, was calculated by multi-
plying the polydisperse aerosol size distribution at the DMA
input by the DMA diffusional transfer function and the
aerosol charging efficiencies for corresponding particle di-
ameters (Fig. 5d).
From the calculated size distribution exiting the DMA, the
absorption and extinction cross sections were calculated us-
ing Mie theory (Bohren and Huffman, 1998) for each par-
ticle diameter in the size distribution, the PAS wavelengths
and nigrosin refractive indices from Bluvshtein et al. (2017)
(Fig. 5e). Mie theory assumes that a particle interacting with
radiation is spherical, which is a reasonable assumption for
nigrosin particles based on previous studies (e.g. Lack et al.,
2006). We chose to use the refractive index values reported
by Bluvshtein et al. (2017) to facilitate direct comparison be-
tween the two sets of results. The refractive indices used in
this analysis were 1.624± 0.0063+ (0.1541± 0.0081) i for
405 nm, 1.622± 0.0085+ (0.2594± 0.011) i for 514 nm and
1.811± 0.007+ (0.2476± 0.0031) i for 658 nm. Sensitivity
of the modelled absorption cross section to the imaginary
part of the refractive index was quantified using the values
and uncertainties presented in Bluvshtein et al. (2017), result-
ing in a mean uncertainty for all wavelengths and mobility-
selected diameters of 1.15%. Similarly, uncertainty in the
modelled absorption cross sections due to a ±5% change in
the DMA aerosol flow rate was 0.21%.
Finally, the ensemble absorption and extinction cross sec-
tions were calculated by weighting the Mie cross sections by
the relative number of each size particle exiting the DMA,
calculated using
 abs =
X
i
  absi Ni, (5)
where   absi is the Mie absorption cross section at diameterDi
and Ni is the component of the normalised size distribution
at diameterDi , i.e. the distribution that was assumed to enter
the PAS and CRDS cells, such that
P
Ni = 1. A similar ex-
pression was used to calculate  ext, where  abs was replaced
by  ext. The cumulative absorption cross section for 250 nm
mobility-selected nigrosin is plotted in Fig. 5f. This high-
lights the relative importance of the absorption contribution
from multiply charged particles. Although this contribution
was lower for larger mobility-selected diameter particles, it
can still significantly contribute to absorption as shown by
the dashed green line in Fig. 5f for 400 nm diameter parti-
cles.
3 Results and discussion
Initially, we verified the accuracies of the cavity ring-down
spectrometers, as they form an integral part of the photoa-
coustic spectrometer calibrations. The ensemble extinction
cross sections (hereafter referred to as extinction cross sec-
tion) for nigrosin with mobility-selected diameters in the
range 250–425 nm were measured using CRDS and mod-
elled using Mie theory, as outlined in Sect. 2.5. The mean
gradient between the modelled and CRDS-measured extinc-
tion cross sections was 0.98± 0.01 (2  fitting uncertainty)
as shown in Fig. 6. Gradients for the 658 and 405 nm wave-
lengths were 0.96 and 1.00 respectively.
The mean gradient between the modelled and PAS-
measured absorption cross sections for nigrosin for all five
ozone-calibrated PAS cells was 1.08± 0.01 (2  fitting un-
certainty) as shown in Fig. 7. Gradients for the 405, 514
and 658 nm wavelengths were 1.08, 1.07 and 1.09 respec-
tively. These data encompass multiple experimental runs us-
ing three independent ozone calibrations.
The uncertainties in the measured optical cross sections
for nigrosin shown by the error bars in Figs. 6 and 7 repre-
sent the standard deviations for each 90 s cross section mea-
surement, encompassing the precision in both the associated
PAS absorption coefficient and CPC measurements. Mod-
elled optical cross sections may be subject to an additional
5% bias due to uncertainty in the CPC accuracy (Fletcher et
al., 2009). Similarly, uncertainties in the modelled cross sec-
tions were calculated by combining the uncertainties due to
variability in the size distribution, charging distribution and
imaginary part of the refractive index in quadrature.
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Figure 5. An overview of steps involved in modelling the absorption cross section. (a) SMPS-measured particle size distribution. (b) DMA
diffusional transfer function for a fixed DMA voltage corresponding to a mobility-selected diameter of 250 nm. (c) Fuch’s charging probabil-
ities for positively charged particles. The figure legend indicates the magnitude of the positive charge. (d)Modelled size distribution exiting
the DMA column when operated at a fixed voltage for a mobility diameter of 250 nm. (e) Absorption cross sections calculated using Mie
theory for three visible wavelengths of light, as indicated in the figure legend. (f) Cumulative absorption cross sections for nigrosin with a
mobility-selected diameter of 250 nm. The dashed green line represents the absorption cross section at wavelength 514 nm corresponding to
a 400 nm mobility-selected diameter nigrosin particle using the scale on the right.
Figure 6. Modelled versus CRDS-measured extinction cross sec-
tions for nigrosin aerosol at 405 and 658 nm wavelengths.
The key result of this work is the demonstration that pho-
toacoustic spectrometers can be accurately calibrated using
ozone at short wavelengths (405 nm), which contrasts with
the recent results of Bluvshtein et al. (2017). A thorough
evaluation of model uncertainties has shown that this result is
robust, despite uncertainties in the imaginary part of the ni-
grosin refractive index and variability in the measured poly-
disperse aerosol size distribution used to calculate model ab-
Figure 7.Modelled versus PAS-measured absorption cross sections
for nigrosin aerosol at 405, 514 and 658 nm wavelengths.
sorption properties. It is unclear as to the underlying cause
of discrepancy between the results presented here and those
in Bluvshtein et al. (2017). Possible reasons include mea-
surement contamination or differences in methods used for
the calculation of model optical cross sections. In particu-
lar, we have demonstrated the importance of accurately mod-
elling the contribution of multiply charged particles to cap-
ture the optical behaviour of the quasi-monodisperse distri-
butions used in these experiments.
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4 Conclusions
This study has shown that the ozone calibration method can
be used to accurately calibrate photoacoustic instruments op-
erating at short visible wavelengths. This alleviates concerns
based on previously published results, which have shown
a large discrepancy at 404 nm. Using nigrosin aerosol with
mobility-selected diameters in the range 250–425 nm, we
verified that the measured absorption cross sections using
photoacoustic spectroscopy agreed with modelled values to
within 8%. Our result is robust for optical wavelengths 405,
514 and 658 nm.
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