Accurately identifying protein-ATP (Adenosine-5'-triphosphate) binding sites is significant for protein function annotation and new drug invention. Previous studies often utilize classical machine learning classification algorithms to predict protein-ATP binding sites based on protein primary sequence. However, deep learning as a newly developed technique has shown outstanding performance in various fields. In this work, we introduce the deep convolutional neural network for protein-ATP binding sites prediction based on sequence information. Two classification networks are developed including a residual-inception-based predictor and a multi-inception-based predictor, then the ensemble learning is applied by giving optimized weights to each network architecture to combine them for more superior performance. We examine the performance of our proposed method on two groups of independent testing sets including a classic ATPbinding benchmark dataset and a newly proposed ATP-binding dataset. As a result, our proposed method outperforms other state-of-art sequence-based predictors with the AUC of 0.922 and 0.896 respectively which illustrates the efficacy of deep learning technique in protein-ATP binding sites prediction. The source code and benchmark datasets can be downloaded at https://github.com/tlsjz/ATPbinding.
I. INTRODUCTION
Interactions between protein and ligands are crucial for a variety of biological process such as membrane transportation [1] , muscle contraction [2] , replication and transcription of DNA [3] , [4] . Therefore, accurately identifying the proteinligand binding residue is instructive for protein function annotation [5] , [6] and new drug development for human diseases such as cancers [7] , diabetes [8] and Alzheimer's [9] .
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Among these ligands, adenosine-5'-triphosphate (ATP) plays an important role as it is the direct source of energy for most of biological activities from bacteria to mankind [10] . Naturally, ATP needs to interact with large number of proteins to release the chemical energy which supports the proteins to realize their specific functions [11] . As to June, 2019, 7055 proteins are annotated as ATP-binding in Protein Data Bank (PDB), which occupies about 4.62% among all records. However, the number of known ATP-binding proteins is still far from enough when facing the large-scale protein sequences in the post-genomic era. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Tremendous efforts have been made using wet-lab technology to discover the ATP-binding sites in protein sequences [12] , [13] , however, these biological experimental methods are often cost-intensive and money-consuming which constrains their wide application for large-scale proteins [14] . Due to the significance of protein-ATP interaction and difficulties in experimental methods, the efficient and accurate computational methods are developed in recent years. The computational methods utilize machine learning techniques and biological information to predict the location of ATPbinding residues in protein sequences. According to the category of biological information involved, the computational prediction methods can be divided in three groups: 1) Approaches that focus on molecular docking with known protein structures [15] , [16] ; 2) Prediction methods on interacting sites based on protein sequences [17] , [18] , [19] ; 3) Hybrid methods using both sequence information and structural information [20] , [21] . Compared with the number of known protein sequences, the structural information is relatively limited as the 3-dimentionsional structure of protein is difficult to detect which leads to the structurebased methods cannot be generally used. Therefore, in this study, we focus on the prediction methods for ATP-binding sites using protein sequence information. In 2009, Chuanhan [22] developed the ATPint which is the first sequence-based predictor for ATP-binding residues. With the combination of Support Vector Machines (SVMs) and Position Specific Scoring Matrix (PSSM), ATPint achieved pioneering result in the prediction of ATP-binding residues. Chen [23] , [24] developed ATPsite and NsitePred to improve the prediction performance by involving more sequence features such as predicted secondary structure, predicted solvent accessibility and residue conservation scores. Yu et al. [25] applied the AdaBoost algorithm to solve the imbalanced learning problem in the training dataset and successfully achieved better performance. At the same time, they developed another ATPbinding site predictor called TargetATPsite [26] with residue evolution image sparse representation and classifier ensemble. In 2014, Fang et al. [27] tried to extract features only from PSSM and used SVMs as classifier to predict the ATPbinding residues. The AUC of prediction method reached to 0.899 which demonstrates that significant binding properties were hidden in protein sequence information. Andrews and Hu [28] developed a two-layer prediction method called TSC_ATP including a K-NN classification layer and a threshold selection layer which is inspiring to develop deeper structures for prediction challenges. In 2018, Hu et al proposed a hybrid prediction method called ATPbind which combines sequence-profiling and structure-based comparison for ATP binding sites prediction. The sequence-based predictor in ATPbind is called ATPseq which utilizes the protein sequence features along with the output of a sequence profile-profile comparison method named S-SITEatp to generate the feature matrix and send it into the SVM classifiers.
Although previous studies have made significant progress on ATP-binding sites prediction, with the development of machine learning and artificial intelligence, some new techniques are developed to chase better performance in practical application. Among them, deep learning as a cutting-edge machine learning technique has attracted researchers' attentions. The recent advancements in deep learning technique have provided outstanding contributions in both scientific research and industrial applications, such as image recognition [30] , [31] , computer vision [32] , recommendation system [33] , and natural language processing [34] . In bioinformatics field, deep learning technique also achieves satisfying performance in protein secondary structure prediction, protein interactions prediction and Protein-DNA binding preference prediction. Fang [35] developed deep inceptioninside-inception network structure which improved the prediction accuracy of protein secondary structure. He et al. [36] proposed a multimodal deep architecture for protein ubiquitylation sites prediction which contains three sub-networks for feature extraction and integrate them for final prediction. Hassanzadeh and Wang [37] developed DeeperBind for sequence specificities of DNA binding proteins prediction with the combination of convolutional neural network and recurrent neural network. Among common deep learning network structures, deep convolutional neural network (CNN) as one of the most important branches in deep learning frameworks provides multiple-layer networks and non-linear mapping operations to detect potential complex patterns from raw input signals, and generates homogenous deep representations for classification tasks [38] . The CNN framework simultaneously generates novel features by applying different sizes of convolution kernels to the input data and passes these features to next layers which could avoid some biases from feature engineering and reduce the mismatch between feature extraction and classifier. Various types of CNN frameworks are developed to solve problems in different practical situations, such as VGG-16 [39] , inception [40] and ResNet [41] . However, to the best of our knowledge, there is still no report on applying deep learning technique or CNN frameworks on protein-ATP binding sites prediction.
In this study, we propose a prediction method for protein-ATP binding sites using two CNN frameworks including a residual-inception-based predictor and a multi-inceptionbased predictor. Two predictors are trained based on protein sequence information. The prediction results from two CNN networks are combined using ensemble learning method to construct the final prediction. Besides, a sequence templatebased method is also implemented to further improve the prediction performance which uses the multiple sequence alignments (MSA) to match the binding sites from the known protein sequences in the training set to the testing set. As far as we know, this is the first attempt applying deep learning technique on protein-ATP binding sites prediction. The prediction performance on the independent testing set ATP-17 and ATP-41 have shown that our proposed method achieves better performance than other state-of-art sequence-based prediction methods which demonstrates the deep learning technique as an advanced classification approach can be efficiently utilized for protein-ATP binding sites prediction.
II. MATERIALS AND METHODS

A. DATASETS
In this paper, two groups of datasets are applied including a classic ATP-binding dataset and a newly proposed ATPbinding dataset. The reason of using two datasets is that most of previous methods are generated and evaluated on the classic dataset, therefore, it is relatively easy to make comparison between our method and previous methods. However, the number of protein sequences in the classic dataset is relatively small, so, in this study, a newly proposed dataset is also utilized to show the prediction performance of proposed method on recently curated protein sequences.
1) ATP-227 AND ATP-17
The ATP-227 consists of 227 protein chains with lower than 40% sequence pair-wise identities. The binding residue is defined if at least one of its non-hydrogen atoms is less than 3.9 Å away from a non-hydrogen atom of the ATP molecule. As a result, ATP-227 contains 3393 ATP-binding residues and 80409 non-binding residues and is available at http://biomine.ece.ualberta.ca/ATPsite/. In 2011, Chen et al. [24] developed the ATP-17 dataset which consists of ATPbinding chains that were released after March 10, 2010. The maximal pairwise sequence identity in ATP-17 was reduced to 40%. Moreover, if a given chain shares > 40% identity to a chain in ATP-227, then the chain will be removed from ATP-17. This assures that ATP-17 is independent of ATP-227 and can be used to test the models developed from ATP-227. As a result, 17 ATP-binding chains are kept in ATP-17 testing set.
2) ATP-388 AND ATP-41
In 2018, Hu et al. [29] proposed an ATP-binding dataset which consists of 2144 ATP binding protein chains, named PATP-2144, which had clear target annotation and had been deposited into the Protein Data Bank (PDB) before November 5, 2016. Then the redundant sequences are removed using CD-hit software with sequence identity <40%, yielding a total of 429 non-redundant protein sequences. Finally, the 429 non-redundant sequences are divided into a training set (ATP-388) and an independent testing set (ATP-41). ATP-388 consists of 388 protein sequences that had been deposited into the PDB before November 5, 2014, and ATP-41 includes 41 protein chains which were deposited into the PDB after November 5, 2014. The ATP-388 and ATP-41 datasets are available at http://zhanglab.ccmb.med.umich.edu/ATPbind.
B. FEATURE EXTRACTION
Previous studies have shown that the binding properties of target residue is affected by its adjacent residues, therefore, in this study, the sliding window technique is applied to collect the features of target residue and its adjacent residues. The sliding window of size L contains the feature of target residue and features of (L-1)/2 adjacent residues on left and right sides of the target residue respectively. By attempting different sizes of sliding window, we find that when L = 15 the deep learning architecture shows better performance than other sliding windows, therefore, in our proposed method, the size of sliding window is set to 15.
1) POSITION SPECIFIC SCORING MATRIX (PSSM)
For a given protein sequence with length of L amino acids, we generate the PSSM profile by running PSI-BLAST [42] against the Swiss-Prot database with three iterations and E-value of 10 −3 10 −3 . The size of PSSM is L * 20 where L represents the length of protein sequence and 20 represents the 20 categories of amino acids. For each value in the profile, we normalize it to the range of 0 and 1 with the logistic function as follows:
where S i,r represents the original value in PSSM profile and S (N ) i,r represents the normalized value. Therefore, in sliding window, the dimension of PSSM feature is 15 * 20 = 300.
2) PREDICTED SECONDARY STRUCTURE
Previous studies have shown that protein secondary structure is relevant to ATP-binding properties, for ATP-binding residues and non-binding residues, the composition of secondary structure is varied (REF) . In this study, PSIPRED [43] is applied to predict the secondary structure from protein primary sequence. 3-state secondary structure is considered including coil (C), helix (H) and strand (E). In the sliding window, the dimension of predicted secondary structure feature is 15 * 3 = 45.
3) PREDICTED SOLVENT ACCESSIBILITY
The solvent accessibility represents the area of residue that can be exposed in the solvent. If a residue has larger area to be exposed in the solvent, it will be more likely to interact with nucleotide. In this study, the ASAquick [44] is used to predict the solvent accessibility for each residue based on sequence information. The dimensional of predicted solvent accessibility in the sliding window is 1 * 15 = 15.
4) ONE-HOT ENCODING
According to the dipoles and volumes of side chains of amino acids, 20 categories of amino acids can be divided into 7 classes as follows: class a = {Ala, Gly, Val}, class b = {Ile, Leu, The, Pro}, class c = {His, Asn, Gln, Trp}, class d = {Tyr, Met, Thr, Ser}, class e = {Arg, Lys}, class f = {Asp,Glu}, class g = {Cys}. Therefore, a 7-dimensional one-hot binary key is used to encode the physiochemical property for each residue. In the sliding window, the dimension of one-hot encoding feature is 7 * 15 = 105.
As summary, for each target residue, four types of features are extracted from protein primary sequences including PSSM feature, predicted secondary structure feature, predicted solvent accessibility feature and one-hot encoding feature. At the next step, these features will be used as raw inputs for deep neural network architectures.
C. DEEP CONVOLUTIONAL NEURAL NETWORK ARCHITECTURES 1) RESIDUAL-INCEPTION-BASED PREDICTOR
In practical usage, applying basic CNN architecture may not achieve satisfying performance, therefore, various CNNbased network architectures are developed such as VGGnet, InceptionNet and ResNet. These network architectures employ different strategies to overcome the problem of gradient vanishing and keep the performance stable when the network goes deeper. For example, InceptionNet performs multiple convolution operations concurrently with different sizes or different numbers of convolution kernels which can detect local features from various receptive fields. These features are then concatenated together for better representation in further layers. ResNet proposes the shortcut connection which propagate the feature matrix into deeper layer of the network. By adding the input feature matrix from the shortcut connection and the output of convolution layers, ResNet will not generate extra parameters which helps to solve the problem of network degradation when the network architecture becomes deeper. Inspired by Fang et al. [46] 's study in protein backbone torsion angles prediction, in this paper, we introduce the combination of InceptionNet and ResNet architecture for protein-ATP binding sites prediction.
The architecture of residual-inception-based predictor is shown in Fig 1. Two stacked inception modules are concatenated to extract local features from the input matrix. In each inception module, some convolution blocks with kernel size of 3 are stacked. The reason of using multiple small window convolutions instead of using one big window convolution is that multiple stacked small convolution kernels can reach the same function as one big convolution kernel. Besides, using multiple small convolution kernels can greatly reduce the number of parameters which will speed up the training process and reduce the risk of over-fitting. The shortcut connection is used to propagate the input feature matrix into the deeper layer of network and concatenate with the output of inception modules. Finally, the catenated feature maps are sent into the convolution layer with the kernel size of 11 and the following fully-connected layers for classification. The last convolution layer can be regarded as the fine-tuner for the output of network architecture as it considers the consecutive patterns in protein sequences. In this study, TensorFlow 1.14.0 and Keras 2.3.0 are used for the training of the deep learning. In order to avoid vanish-gradient problem, a batchnormalization layer is applied as a regularizer after any convolution operation. The adam optimizer is selected during the training process and the learning rate is set to 0.0001.
2) MULTI-INCEPTION-BASED PREDICTOR
Compared with the residual-inception-based predictor which takes the whole feature matrix as input, we propose the multiinception-based predictor which applies the inception module on each type of feature matrix respectively and combine them for final classification. In this study, four types of features are involved including the PSSM feature, the predicted secondary structure, the predicted solvent accessibility and the onehot encoding. However, the dimension of predicted solvent accessibility is too low to deal with, therefore, we construct three inception modules corresponding to the remaining three types of features.
The architecture of proposed multi-inception-based predictor is shown in Fig 2. For PSSM feature and one-hot encoding feature, the inception module consists of three convolution branches with the kernel sizes of 1x1, 3x3 and 5x5 respectively. For the predicted secondary structure, considering the size of its feature map, we apply two convolution branches in the inception module with the kernel sizes of 1x1 and 3x3. After the inception module, the extracted feature maps for each type of feature are flattened and sent into the fully-connected layers. Finally, the outputs of three inception networks are concatenated as the input for classification network to make predictions. The advantage of combining features on deeper layer is that the features' deep representations can eliminate mutual heterogeneity in their raw shallow representations, which makes them more readily-used for fusion. Similar to the residual-inception-based predictor, the batch-normalization technique and the adam optimizer are also applied in multi-inception-based predictor.
D. IMBALANCED-LEARNING PROBLEM
The protein-ATP binding sites prediction is a classical imbalanced-learning problem, the ratio of non-binding residues and ATP-binding residues in ATP227 is about 23.70, therefore, if we directly apply any classification algorithm on such imbalanced dataset, the classifier will easily predict every residue as non-binding. Previous studies tend to use under-sampling or up-sampling to construct a relatively balanced dataset, however, these procedures will inevitably lose some information from the dataset or make pollution to the dataset. Thus, in this study, a balanced learning approach is adapted to handle the problem. The weighted cross-entropy is used as the loss function in the network, which is defined as follows:
where l is the number of classes, W is the weight for each class, N is the number of data samples, y i is the ground truth label with one-hot encoding,ŷ i is the predicted probability from the classifier, H (i) is the cross-entropy for one data sample, and H is the weighted cross-entropy. By using the weighted cross-entropy as loss function, the imbalancedlearning problem can be solved by giving different weights to rescale the prediction of each class. The class weights are calculated by the Scikit-learn toolbox. The balanced class weights are assigned by the following function: W = n samples n classes * bincount (y)
where y i is the combination predicted probability, W is the weight for inception-based predictor,ŷ i,inception and y i,multiCNN are predicted probabilities from inception-based predictor and multiCNN-based predictor respectively. The optimization of weights distribution is described in Results and Discussions section.
E. PROTEIN SEQUENCE TEMPLATE-BASED METHOD
It has been observed that if two protein sequences share similar amino acid compositions, which means they are homologous, the similar segments in their sequences are likely to have some common functions [21] . Based on this background, in protein-ATP binding sites prediction, for a query protein sequence, we try to find its homologous sequences in the training set as the sequence templates in which the ATP-binding sites are clearly annotated. In this study, the PSI-BLAST program is used to search the sequence templates for the query sequence against the training set. The bitscore in the PSI-BLAST result reflects the homology between the query sequence and each sequence in the training set.
If the bit-score is larger than the threshold, we will check the similar segments in the training sequence to find out whether they contain any ATP-binding residues. If the ATP-binding residues is detected in the similar segments from the template sequence, the corresponding residue in the query sequence will be labelled as ATP-interacting. Otherwise, if there is no ATP-binding site in the similar segments or we cannot find any sequence templates in the training set, the sequence template-based method will not be applied. We tried various bit-score thresholds and finally we set it to 50 as it shows more stable and accurate performance. The result of sequence template-based method will be combined with the result of ensemble predictor to form the final prediction. It should be noted that the protein sequence template-based method has good accuracy for positive samples in its result which means the predicted ATP-binding sites by template-based method is relatively accurate, however, its prediction coverage is not satisfying which means there are many true ATP-binding sites it cannot identify. The reason is that the number of protein sequences in the training set is very limited, therefore, the method cannot find enough templates for prediction. In this study, the protein sequence template-based method is regarded as a complementary method which is used to further improve the performance of deep convolution network prediction method. 
where the TP, TN, FP, FN represents the number of true positive samples, true negative samples, false positive samples and false negative samples respectively. However, these evaluation criteria are threshold-dependent which means they are affected by the selected threshold. In this study, in order to fairly compare with other sequence-based methods, the threshold that can maximize the MCC value is selected which is the same procedure as other sequence-based prediction methods. For a soft-type classifier which outputs a continuous numeric value to represent the probability of a sample belonging to a predicted class, selecting different prediction thresholds will produce different prediction confusion matrices which will lead to different values in thresholddependent criteria. In this situation where severe imbalance exists in benchmark datasets, these threshold-dependent criteria sometimes cannot objectively report the performance as they are largely affected by the ration of positive and negative samples in the dataset. In order to accurately reveal the prediction performance of proposed method, we introduce the Receiver Operating Characteristic (ROC) curve. The xaxis and y-axis of ROC curve are False Positive Rate (FPR) and True Positive Rate (TPR) respectively. The FPR and TPR can be described as follows:
It can be found that the value of TPR is equal to the value of Sensitivity, it only cares about how many true positive samples are correctly predicted, and FPR only cares about how many true negative samples are incorrectly predicted. Therefore, even though we change the ratio between the positive samples and negative samples in the dataset, the values of TPR and FPR will not change as they only care about one of the classes in the ground truth labels. That's the reason why ROC curves cannot be affected by the imbalanced distributions in the dataset and is more objective to evaluate the prediction performance under imbalanced learning situation. We take the area under ROC curves called AUC (Area Under Curve) which is totally threshold-independent to report the performance of our proposed method.
III. RESULTS AND DISCUSSIONS A. FEATURE IMPORTANCE ANALYSIS
In this section, we will investigate the efficacy of applied features for improving the performance of protein-ATP binding sites prediction. Four types of features are involved including PSSM, predicted secondary structure (SS), predicted solvent accessibility (ASA) and sequence one-hot encoding (One-hot). Among them, PSSM which mainly reflects the sequence residue conservation is widely used in other protein-ATP binding sites prediction methods [23] and other protein structure prediction problems [35] . Therefore, in this study, we take the PSSM as the fundamental feature and then add other features one-by-one to show their impacts on the prediction performance. The AUC value is used to reveal the prediction performance under different feature combinations. Table 1 and Table 2 demonstrate the experimental results of the residual-inception-based predictor, multi-inception-based predictor and the proposed ensemble predictor on ATP-227 and ATP-388 respectively over fivefold cross-validations. It can be found that barely using PSSM feature, the proposed ensemble predictor achieves the AUC value of 0.883 and 0.909 on ATP-227 and ATP-388 datasets respectively which demonstrates that PSSM feature is significant in protein-ATP binding sites prediction. After adding predicted secondary structure (SS) feature, the AUC values of residual-inception-based predictor, multi-inceptionbased predictor and ensemble predictor are further improved TABLE 1. The AUC values comparison of inception-based predictor, multiCNN-based predictor and proposed method under different feature combinations of PSSM, predicted secondary structure (SS), predicted solvent accessibility (ASA) and sequence one-hot encoding (one-hot) on ATP-227 over five-fold cross-validation.
TABLE 2.
The AUC values comparison of inception-based predictor, multiCNN-based predictor and proposed method under different feature combinations of PSSM, predicted secondary structure (SS), predicted solvent accessibility (ASA) and sequence one-hot encoding (one-hot) on ATP-388 over five-fold cross-validation.
which means the predicted secondary structure feature is also helpful in prediction process. As the predicted solvent accessibility (ASA) feature is not applied in multi-inceptionbased predictor, the performance of ensemble predictor is obtained by combining the prediction results of residualinception-based predictor with feature combination of PSSM+SS+ASA and multi-inception-based predictor with feature combination of PSSM+SS. The AUC values of two predictors are slightly improved. Finally, when the sequence one-hot encoding (One-hot) feature is added, all three methods achieve better performance with the AUC value of 0.890, 0.891 and 0.900 on ATP-227 and 0.904, 0.909 and 0.914 on ATP-388 respectively which indicates that sequence one-hot encoding is another vital feature for protein-ATP binding sites prediction.
B. EFFECTIVENESS OF FEATURE EXTRACTION FROM PROPOSED METHOD
In previous studies, the feature engineering is used to design features that represent the properties for classification and the features involved are invariable. With the development of deep learning technique, the deep convolutional neural network (CNN) can automatically extract features from raw inputs. With the application of stacked convolution layers, CNN can extract more hidden local features for classification. During the training process, the back-propagation algorithm adaptively adjusts the parameters in the convolution kernels according to the loss function between the predicted labels and targets.
In order to visualize the effectiveness of feature extraction of our predictors, we use the t-SNE [47] to show the states in the original input layer and fully connected layers of residualinception-based predictor and multi-inception-based predictor respectively in Fig 3. Fig 3 (a) shows the original states in input layer in which the positive samples and negative samples are totally merged which is unlikely to be classified. In Fig 3 (b) and (c), after several convolution layers and concatenate operations in our deep learning architectures, some distinctive features are detected, then the blue dots which represent the positive samples tend to cluster and separate from the red dots which represent the huge number of negative samples. The separation of two classes is the foundation of significant classification performance which demonstrates that convolutional neural network is an effective way to extract deeper and more abstract features from the input matrix.
C. ENSEMBLE STRATEGY ANALYSIS IN PROPOSED METHOD
The ensemble learning is an efficient way to improve the prediction performance by combining the results from multiple sub-classifiers with certain rules. With proper combination rules, ensemble learning can greatly improve the generalization performance and avoid the risk of local optimization. According to [25] , the common combination strategies include maximum ensemble, minimum ensemble and weighted averaging ensemble which can be defined as follows:
(a) maximum ensemble:
(b) minimum ensemble:
(c) weighted averaging ensemble:
where µ j (x) is the confidence of x being classified into class j after classifier fusion, S i,j (x) is the confidence of x being classified into class j by the sub-classifier i, W i represents the weight for the sub-classifier i, L is the total number of subclassifiers.
In order to find out the suitable combination strategy, we tried these three methods on ATP-227 and ATP-388 datasets over five-fold cross-validations respectively and make performance comparison with single predictor to verify the effectiveness of ensemble strategy. For the weighted averaging strategy, we set the weight for the residual-inception-based predictor from 0.1 to 0.9 with the step of 0.1, the corresponding weight for the multi-inceptionbased predictor is from 0.9 to 0.1. Table 3 and Table 4 show the prediction performance of residual-inception-based predictor, multi-inception-based predictor and ensemble predictors with different strategies on ATP-227 and ATP-388 respectively over five-fold crossvalidations. It can be found that most ensemble strategies successfully improve the prediction performance except for a few weight combinations in weighted averaging strategy. The improvements illustrate that using the fusion of two predictors, the performance usually can be promoted compared with using single predictor. The best performance on both datasets are acquired by the weighted averaging strategy when the weights for both predictors are 0.5 which is called the mean ensemble. In this situation, the MCC and AUC for ATP-227 are 0.533 and 0.900, for ATP-388, the MCC and AUC are 0.613 and 0.914 which are better than the situation of single predictor and ensemble predictor with other strategies. Therefore, in this study, we set the mean ensemble as the strategy to combine the residual-inceptionbased predictor and multi-inception-based predictor, the following performance on the independent testing sets are also reported on this situation.
It worth mentioning that the sensitivity and specificity of mean ensemble strategy are slightly lower than the highest corresponding value in Table 3 and Table 4 . However, according to the definition of sensitivity and specificity value, the sensitivity only concerns the positive samples in the dataset and the specificity only concerns the negative samples in the dataset. Thus, only having good sensitivity or good specificity cannot guarantee outstanding overall performance. For example, the maximum ensemble strategy achieves the highest specificity value on ATP-227, whereas its sensitivity is 0.424 which is lower than 0.470 of mean ensemble strategy. As a result, the mean ensemble strategy shows better performance with MCC and AUC of 0.533 and 0.900 compared to the maximum ensemble strategy whose MCC and AUC are 0.525 and 0.898.
D. PERFORMANCE COMPARISON WITH OTHER SEQUENCE-BASED PREDICTION METHODS
In order to show the performance of our proposed ensemble predictor, we list the evaluation criteria of prediction results on the classic testing dataset ATP-17 and newly proposed testing dataset ATP-41. At the same time, we list the performance of other sequence-based ATP-binding sites predictors to compare with our proposed predictor. The evaluation criteria of other sequence-based predictors are excerpted from their corresponding papers. Since most of previous predictors are tested on the classic testing set ATP-17, for some of them, their performance on ATP-41 cannot be obtained such as ATPint, ATPsite and TargetATP. Table 5 shows the overall performance between our proposed predictor and other sequence-based predictors on the classic testing set ATP-17. The threshold is set to 0.77 to calculate the ACC, sensitivity, specificity and MCC values. It can be found that our proposed ensemble predictor outperforms other sequence-based predictors with better MCC of 0.606 and AUC of 0.922. For other three criteria, our proposed ensemble predictor achieves the highest ACC of 0.976 and sensitivity of 0.522. For specificity, the complementary template-based method used in this study achieves higher value, however, its sensitivity is merely 0.189 which can be explained by its very limited prediction coverage. The residual-inception-based predictor and multi-inception-based predictor achieve the AUC of 0.899 and 0.920, the MCC of 0.576 and 0.559 respectively. After the combination of two predictors, the AUC increases to 0.922 and the MCC increases to 0.595 which are both better than other prediction methods. In order to further improve the performance, the complementary template-based method is applied which helps to increase the MCC from 0.595 to 0.606. The outstanding performance of proposed ensemble predictor demonstrates that the deep convolutional neural network can be efficiently applied in protein-ATP binding sites prediction and ensemble learning is an appropriate way to improve the performance. Besides, with the combination of complementary template method, the MCC of prediction result can be further promoted. In order to show the performance on newly proposed testing set ATP-41 which has more protein sequences for evaluation, we list the values of criteria of our proposed ensemble predictor and other sequence-based predictors on Table 6 . The threshold is set to 0.45 because the training set is switched to ATP-388. We can find that the MCC of proposed ensemble predictor is 0.635 which is slightly lower than ATPseq whose MCC is 0.639. The sensitivity criterion has the similar situation. This can be explained that the ATPseq utilizes the output of S-SITEatp which is also an ATP-binding sites detector based on sequence profile-profile comparison as one of its features whereas the features applied in our proposed predictor are directly from the protein sequences. For the AUC value, our proposed ensemble predictor achieves better AUC of 0.896 than other sequence-based predictors including the ATPseq whose AUC is 0.878. In order to show the better generalization capability of our proposed ensemble predictor, we draw the ROC curves of our proposed methods and other sequence-based predictors in Figure 4 . On ATP-41, the ensemble learning is still effective for performance improvements. The AUC values of residual-inceptionbased predictor and multi-inception-based predictor are both 0.885. With the application of ensemble learning, the AUC value promotes to 0.896. The complementary template-based method is still useful for MCC improvement which increases from 0.626 to 0.635. For the ACC value, our ensemble predictor achieves 0.972 which is equal to TargetNUCs and ATPseq but higher than other sequence-based methods. For the specificity value, the complementary template-based method used in our study achieves 0.998 whereas its sensitivity is merely 0.239 which is the similar situation on ATP-17. The performance of our ensemble predictor on the newly proposed testing set ATP-41 indicates that our method is a significant way for protein-ATP binding sites prediction and it keeps the stable performance with larger and more recent dataset.
IV. CONCLUSION
In this study, we introduce the deep convolutional neural network to predict the protein-ATP binding sites based on sequence information for the first time. As a classical imbalanced learning problem, previous studies often use undersampling or over-sampling to construct a relatively balanced dataset, however, these processes will inevitably lose important information or make pollution to the dataset. In this work, we keep the original dataset and apply the weighted cross-entropy as loss function to solve the imbalanced problem. As the core of prediction method, we develop two classification networks including a residual-inception-based predictor and a multi-inception-based predictor. In order to improve the performance, the ensemble learning is utilized to integrate two classification networks by giving optimized weights. At the same time, we develop a complementary sequence template-based method to further improve the prediction accuracy for positive samples. The outstanding prediction performance on the classic benchmark dataset and newly proposed benchmark dataset demonstrate that applying deep convolutional neural network is an innovative way for protein-ATP binding sites prediction and ensemble learning is significant for performance improvements. Our work enriches the content of the protein-ATP binding sites prediction based on protein primary sequence and provides directive insights for wet-lab experimental researchers. PING ZHANG received the M.S. degree with the College of Software, Jilin University, in 2018, where she is currently pursuing the Ph.D. degree with the College of Computer Science. Her research interests include feature selection and information theory. VOLUME 8, 2020 
