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 With an increasing global population and continuing climate change, food security has 
become a grand scientific and societal challenge. To tackle this challenge, it is critically important 
to obtain timely crop information such as yield potential and growing conditions as crop 
information is often time sensitive for societal applications. With rapidly advancing remote sensing 
technologies such as satellite- and UAV-based approaches of fine-resolution, and continuous 
observation in visible bands, NIR, thermal, microwave for large geographic areas, timely crop 
knowledge discovery based on massive remote sensing data provides a promising means to tackle 
the food security challenge. Furthermore, to integrate remote sensing data of crops with related 
environmental data (e.g., temperature, precipitation, and radiation) can help understand crop 
changes in various environmental conditions. How to harness such rich data sources to achieve 
timely crop knowledge discovery based on advanced computing and geospatial approaches such 
as deep learning and cyberGIS for multiple agricultural applications is the primary focus of this 
dissertation research. Specifically, several interrelated studies have been conducted to achieve 
high-performance and in-season crop type classification at both the county and state scales in 
Illinois, USA; integrate climate and satellite data for wheat yield prediction in Australia; and detect 
in-season crop nitrogen stress using UAV- and CubeSat-based multispectral sensing at a field 
level. These studies are enabled by cutting-edge machine learning methods (e.g. deep neural 
networks) and advanced cyberGIS capabilities (e.g. ROGER supercomputer). Collectively, 
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CHAPTER 1: INTRODUCTION AND BACKGROUND 
 
1.1 Motivation of the Dissertation 
To solve data-intensive crop knowledge discovery problems raised by the challenges from 
increasing global population and climate change, this dissertation research focuses on harnessing 
geospatial big data through cyberGIS and machine-learning approaches. Three specific challenges 
are tackled, including crop-type classification at scale, crop-yield prediction, and crop-status 
monitoring. 
1.1.1 Agriculture 
With climate change and increasing global population, food security has become a grand 
challenge of human sustainability (Godfray et al., 2010; Lobell et al., 2008; Nelson et al., 2016; 
Schmidhuber and Tubiello, 2007; Suweis et al., 2015; Wheeler and von Braun, 2013; White and 
Gardea-Torresdey, 2018). To tackle this challenge, information about crop types, status, and yields 
at local, regional and global scales is essential to be obtained in a timely fashion. Specifically, 
accurate and timely crop-type classification can estimate planting and harvesting areas for a variety 
of monitoring and decision-making purposes. Furthermore, crop-type classification is also 
required for crop-yield prediction (Bolton and Friedl, 2013; Lobell et al., 2015). Crop-yield 
prediction is of great importance across the globe to managing food security risk. Combining crop-
type classification and yield prediction is often sought to enable a variety of applications such as 
crop insurance, land rental, supply-chain logistics, and commodity markets. Crop stress detection 
is vital to optimize fertilizer management for assuring sufficient fertilizer application to avoid 
nutrient stress of crops and support crops to realize their maximum yield potential (Meisinger et 





One major challenge for solving data-intensive crop knowledge discovery problems is to 
resolve significant computational intensity. To construct a spatial computational domain may be 
an essential step to assess computational intensity before being able to properly and efficiently 
exploit advanced cyberinfrastructure resources (Wang and Armstrong, 2009). To assess and 
resolve such computational intensity, cyberGIS, defined as geographic information science and 
systems (GIS) based on advanced computing and cyberinfrastructure (Wang, 2017, 2010), is 
utilized to achieve related computation- and data-intensive spatiotemporal analytics. 
1.1.3 Machine Intelligence 
Machine learning approaches have been applied to a variety of data-driven applications, 
such as natural language understanding and image processing (Collobert and Weston, 2008a; 
Hinton et al., 2012; Krizhevsky et al., 2012). Recently, deep learning, based on for example Deep 
Neural Network (DNN) and Convolutional Neural Network (CNN) architectures, shows great 
potential in various applications compared to other machine learning approaches, which can be 
used to improve the performance of crop-type classification. In addition, machine learning 
approaches have also been used for modeling crop yield (Alvarez, 2009; Johnson et al., 2016; Kaul 
et al., 2005), but function as a “black box” with limited process-based interpretation, which needs 
to be explored. 
1.2 Scope and Research Questions 
This dissertation is essentially addressing food security challenges in the context of digital 
agriculture. The entire dissertation focuses on three important and interrelated themes, including 
in-season crop type classification at a county level, integrating satellite and climate data for wheat 
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yield prediction in Australia, and detecting N stress of corn using UAV- and CubeSat multispectral 
sensing, and one scaling up application of crop type classification at a state level. An overarching 
goal of this dissertation is to gain fundamental understandings of food security through data-
intensive crop mapping, crop yield prediction, and crop growth monitoring. Crop mapping is the 
essential input for crop-yield prediction and crop growth monitoring. To effectively and 
collectively achieve these three interrelated capabilities can help significantly improve the crop 
potential yield by taking remedy actions once the crop stresses can be detected. Finally, to apply 
the research findings to the real world, how to scale these capabilities up to large geographic 
regions is a key question for resolving the food security challenges. The following four categories 
of research questions have been addressed to achieve the overarching goal. 
1) (Chapter 2) (i) What accuracy can integrated time-series Landsat data and machine learning 
achieve for the crop-type classification?  
(A) What spectral information is most useful for crop-type classification? (a) What 
thematic classification accuracy can be achieved using only the spectral features (at 
a static time) compared to combining both spectral and temporal phenology 
information? (b) What thematic classification accuracy can be achieved using only 
vegetation indices compared to using the original spectral data?  
(B) How do spatial and temporal samplings affect the accuracy of crop-type 
classification? (a) How does the choice of different years of training data affect 
classification accuracy? (b) How does the choice of different spatial-distributed 
training data affect classification accuracy?  
(ii) How early in the growing season can the optimal accuracy of crop-type classification 




2) (Chapter 3) (i) What combination(s) of input data (i.e. climate data and satellite data) can 
achieve the best performance for predicting wheat yield in Australia?  
(ii) What are the unique and overlapping contributions from climate data and satellite data 
to wheat yield prediction in Australia?  
(iii) How do machine-learning based methods compare with the regression-based methods 
for modeling crop yield?  
(iv) Practically, as more data is added as inputs with the progression of time, how does the 
in-season prediction of wheat yield improve over time? 
3) (Chapter 4) (i) How well can UAV- or CubeSat-based multispectral sensing capture N 
stress symptom and its temporal development in corn?  
(ii) What are the differences and similarities between UAV- and CubeSat-based 
multispectral sensing in terms of capturing the N stress of corn? 
4) (Chapter 5) (i) How to optimize the computational workflow to solve the crop-type 
classification problem for a large geographic region?  
(ii) What is the optimized spatial scale for crop-type classification if it exists? 
1.3 Methodology 
1.3.1 Remote Sensing 
Satellite remote sensing provides large-scale and continuous observations in visible bands, 
near-infrared (NIR), thermal, microwave, etc. for crop monitoring. Optical bands have been 
extensively used for monitoring crop growth and estimating crop yield as well as crop area 
discrimination through various vegetation indices (e.g. normalized difference vegetation index 
(NDVI), enhanced vegetation index (EVI)) (Becker-Reshef et al., 2010; Holzman et al., 2014; 
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Manjunath et al., 2002; Marti et al., 2007; Potgieter et al., 2013, 2011, 2010, 2007; Prasad et al., 
2006; Salazar et al., 2007; Zhao et al., 2005). Thermal bands can provide useful and additional 
information for yield prediction through estimating evapotranspiration (ET) and crop water stress 
(Anderson et al., 2013, 2011, 2007; Potgieter et al., 2014; Rodriguez et al., 2005). Microwave data 
can capture crop canopy level biomass or water contents through passive microwave-based 
vegetation optical depth (VOD) (Liu et al., 2011) and radar-based backscattering (Guan et al., 
2017; Steele-Dunne et al., 2017). In addition, remote sensing based on unmanned aerial vehicle 
(UAV) systems has been rapidly advanced during the recent years, which enables researchers or 
farmers to achieve fast data collections at local fields with extremely high spatial resolutions for 
crop monitoring and decision-making purposes (Candiago et al., 2015; Maresma et al., 2016; 
Pajares, 2015; Potgieter et al., 2017). Meantime, the CubeSat standard has facilitated constellations 
of small and inexpensive satellites, which can provide fine spatiotemporal resolution data for a 
wide range of applications (Houborg and McCabe, 2018; Woellert et al., 2011). The abundant 
remote sensing data give us both opportunities and challenges. 
With the abundant remote sensing data and the goals of this dissertation, I first want to 
explore how to take advantage of remote sensing data to achieve in-season crop-type classification 
at the county level in Illinois, USA is one focus of this dissertation research. In addition to 
dramatically increasing spatiotemporal resolutions of remote sensing data, accumulated historical 
geospatial datasets also pose unprecedented challenges and opportunities for crop knowledge 
discovery. For example, accumulated earth observations related to climate variables (e.g. 
temperature and precipitation) can provide useful information about crop growing environments. 
Therefore, I also want to explore how to synthesize satellite and climate data for accurate yield 
prediction is important to investigate. As mentioned above, comparison between the performance 
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of UAV- and CubeSat-based multispectral sensing for agricultural applications such as the 
detection of early Nitrogen stress of crop is important to understand the potential of CubeSat data 
for future large-scale applications in the context of data-intensive crop knowledge discovery. Last 
but not the least, how to handle the big dataset of remote sensing is also worth exploring, so I take 
the scaling up of crop-type classification as a case study. 
1.3.2 Machine Learning 
Recently, deep learning, based on for example Deep Neural Network (DNN) and 
Convolutional Neural Network (CNN) architectures, shows great potential in various applications 
compared to other machine learning approaches. Traditionally, classification or regression systems 
require careful engineering and considerable domain knowledge to extract features from source 
data. In contrast, deep learning methods are often employed to extract nuanced features with 
multiple levels of representation, from lower, primitive levels to higher, abstract levels (LeCun et 
al., 2015; Schmidhuber, 2015). While deep learning methods are not well studied for crop-type 
classification based on remote sensing data, this dissertation aims to investigate how to apply such 
methods to better solve data-intensive crop-type classification problems across multiple spatial 
scales. 
Other machine learning methods have been used for modeling crop yield (Alvarez, 2009; 
Johnson et al., 2016; Kaul et al., 2005). In contrast to conventional statistical models for modeling 
crop yield, which usually specify response functions between yield and input variables (Gouache 
et al., 2015; Landau et al., 2000; Lobell et al., 2011; Lobell and Field, 2007), machine learning 
approaches function as a “black box” with limited process-based interpretation. Regarding the 
yield prediction, this dissertation research proposes to compare the yield performance among three 
commonly used machine learning methods, including random forest (RF), support vector machine 
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(SVM), and neural network (NN), and a linear regression method (i.e. least absolute shrinkage and 
selection operator (LASSO)) in order to explore the potential of machine-learning based 
approaches to crop yield prediction. 
1.4 Structure of the Dissertation  
This dissertation contains six chapters in total. The present Chapter 1 overviews the 
motivation and science questions, and then synthesizes all the results and contributions. After 
Chapter 1, four self-standing but related chapters follow, each (except Chapter 5) addresses a 
specific science question and is associated with one peer-reviewed journal article in various phases 
(either published, in review or submitted by the submission of this dissertation). 
Chapter 2 addresses the first category of the science questions in section 1.2, which is to 
conduct high performance in-season crop type classification. Accurate and timely spatial 
classification of crop types based on remote sensing data is important for both scientific and 
practical purposes. Spatially explicit crop-type information can be used to estimate crop areas for 
a variety of monitoring and decision-making applications such as crop insurance, land rental, 
supply-chain logistics, and financial market forecasting. The state-of-the-art research on crop-type 
classification has been shifted from relying on only spectral features of single static images to 
combining together spectral and time-series information. To address this challenge and generate 
accurate, cost-effective, and in-season crop-type classification, I used the USDA’s Common Land 
Units (CLUs) to aggregate spectral information for each field based on a time-series Landsat image 
data stack to largely overcome the cloud contamination issue while exploiting a machine learning 
model based on Artificial Neural Network (ANN) and high-performance computing for intelligent 
and scalable computation of classification processes. All experiments were conducted over 
Champaign County located in central Illinois. The findings suggest the methodology is promising 
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for accurate, cost-effective, and in-season classification of field-level crop types, which may be 
scaled up to large geographic extents such as the U.S. Corn Belt.   
Chapter 3 shifts the subject to crop yield prediction, which requires the crop classification 
as input. However, the study area changed to Australia and the study focuses on the historical data 
analysis. Therefore, I selected the public crop mapping data called SPAM in this study. Wheat is 
the most important staple crop grown in Australia, and Australia is one of the top wheat exporting 
countries globally. Timely and reliable wheat yield prediction in Australia is important for regional 
and global food security. Prior studies use either climate data, or satellite data, or a combination 
of these two to build empirical models to predict crop yield. However, though the performance of 
yield prediction using empirical methods is improved by combining the use of climate and satellite 
data, the contributions from different data sources are still not clear. Therefore, I integrated various 
sources of data to predict wheat yield across Australia from 2000 to 2014 at the statistical division 
(SD) level. For satellite data, I used the enhanced vegetation index (EVI) from MODIS and solar-
induced chlorophyll fluorescence (SIF) from GOME-2 and SCIAMACHY as metrics to 
approximate crop productivity. I also compared the performance between machine learning 
methods and linear-regression method. The proposed methodology can be extended to different 
crops and different regions for crop yield prediction. 
Chapter 4 investigates another important topic in agricultural domain, which is the in-
season N-stress detection. Crop type classification is an essential information for crop N-stress 
detection for large scale, however, this research focuses on a corn field with known crop type. 
Nitrogen (N) fertilizer management is important for precision agriculture, which aims to not only 
maximize the profits, but also ensure environmental sustainability by improving N use efficiency. 
Effective N fertilizer management can either avoid N stress or provide timely and accurate 
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detection of in-season N stress for remedies. In this study, for the 2017 growing season in Central 
Illinois, we collected weekly multispectral images of corn fields from UAV and Planet Lab’s 
CubeSat, as well as various other ground measurements for an experiment that included 28 N 
management treatments and four replicates. We strategically focused on 11 out of 28 N 
management treatments, and found that both the UAV- and CubeSat-based multispectral sensor 
were able to detect N stress at vegetative stages before tasseling, and both could detect changes in 
the level of N stress through derived green chlorophyll index (CIg) for different N management 
practices. The CubeSat-based CIg showed high consistency with the UAV-based CIg (correlation 
above 0.9), which indicate the potential of CubeSat-based CIg to be applied for N stress detection 
at larger spatial scale. This study demonstrates the UAV- and CubeSat-based multispectral sensing 
is able to monitor N stress of corn throughout the growing season. This method shows promise for 
use in evaluating N management practices, and to be applied to assist in making N management 
decisions.  
Chapter 5 focuses on the computational scalability of the workflow for solving the crop-
type classification problem and selects the State of Illinois as the geographic region. For the 
research reported in Chapter 2, 3, and 4, we either focus on a small scale, or a large scale using 
coarse resolution data, which avoids major computational intensity challenges. However, for real-
world problems, such challenges are not avoidable. Therefore, this chapter takes one step further 
by investigating how to scale up the crop-type classification approach to the State of Illinois. 
Scaling up the study area from the county level to state level is an essential step to improve the 
applicability of the crop-type classification approach. Specifically, to achieve crop knowledge 
discovery at a larger spatial scale (e.g. a state level) can provide important information, including 
estimations of the planting/harvesting crop areas for a variety of monitoring and decision-making 
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applications of government and private sectors such as crop insurance, land rental, supply-chain 
logistics, and commodity markets. 
Chapter 6 summarizes the findings of the dissertation and points out future research 
directions. 
1.5 Synthesis and Contribution - A Place for This Work 
The main conclusions and findings of this dissertation are summarized as follows to 
highlight its relevance and contribution to applying cyberGIS and machine-learning based 
approaches to harnessing geospatial big data for data-intensive crop knowledge discovery. 
1.5.1 Crop-type classification 
This study has demonstrated that combining time-series Landsat Surface Reflectance Data 
and CLUs with a machine learning approach provides a cost-effective viable option for field-level 
and in-season crop-type classification for corn/soybean dominated Corn Belt landscape, with a 
detailed case study in Champaign County, Illinois. This study is important for both scientific and 
operational uses. The classification model based on ANN was applied to distinguish corn and 
soybean patches for each CLU field, which was trained and tested using the CDL as the ground 
truth. Systematic experiments were conducted to determine which information is most useful for 
classifying corn and soybeans. Overall, a high Overall Accuracy of classification (~95%) is 
achieved using this method. In addition, the ability to perform within-season crop-type 
classification can be achieved at a relatively early stage of the growing at about DOY 210 (late 
July or early August), with equivalent accuracy (~95%) to classification results at the end of year 
based on an entire growing season of data inputs. All data sources (LSRD, CLU, and CDL) used 
in this study are publicly available. The current approach has a great potential to be scaled up to 
other counties, states, and possibly the whole U.S. Corn Belt. Further improvements can be 
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developed, such as using texture feature extracted from high temporal-spatial resolution fusion 
data (e.g. fusion data MODIS, Landsat). 
1.5.2 Crop-yield prediction 
In this study, we used data-driven approaches to predict wheat yield in Australia based on 
climate and satellite data, involving three machine learning approaches and an advanced regression 
approach. We find that integrating climate data and satellite data can achieve the best performance 
for yield prediction. By decomposing the contributions from climate data and satellite data, we can 
find their unique and overlapping information for yield prediction. Specifically, we find that the 
satellite data can gradually capture crop yield variability, which also reflects the accumulated 
climate information. Climate information that cannot be captured by satellite data serves as a 
unique contribution to wheat yield prediction across the entire growing season. By comparing the 
two sources of satellite data (i.e. SIF and EVI), we find that SIF does not show a better performance 
than EVI for yield prediction at the SD scale in Australia, which may be largely due to its low 
signal-to-noise ratio (Guan et al., 2016). In addition, we also explored the potential for timely in-
season yield prediction and found that decent prediction performance can be obtained about two 
months before harvest in Australia. This study formulates a robust modeling framework to 
integrate satellite and climate data to predict crop yield at large spatial scales, and this framework 
is designed to be applicable to other crops and geographic contexts.  
1.5.3 Crop-stress monitoring 
In this study, we systematically evaluated the ability to use UAV- and CubeSat-based 
multispectral images to track crop growth conditions and N stress over the whole growing season 
for different N management practices at a research site in Central Illinois. We were able to show 
that CIg derived from both the UAV- and CubeSat-based multispectral images could track the 
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appearance, intensification, and disappearance of crop N stress as measured by plant-based 
measurements. Specifically, our study shows that N stress occurs and intensifies before the corn 
tasseling stage at our experimental site, which allows enough time-window to detect the stress and 
take remedy operations (i.e. sidedressing). The early N stress can be alleviated or even disappear 
afterward with the sidedressing. The UAV-based CIg reveals more spatial details among different 
N treatments than CubeSat-based CIg at the plot level; however, the high consistency between 
UAV- and CubeSat-based CIg indicates the potential of CubeSat-based CIg to be applied at a 
larger scale. Both the CIg time-series and final yield showed that N management practices with 
sufficient N fertilizer caused little or no N stress at early growth stages, and sidedressing at VT in 
this environment outperformed a single, planting-time application. This study demonstrates the 
UAV- and CubeSat-based multispectral sensing can monitor N stress of corn throughout the 
growing season. This method can not only be used to evaluate the N management practices, but 
also may have application in making N management decisions in fields. 
1.5.4 Scaling up of crop-type classification 
We first explored how to optimize the computational workflow to handle state-level data.  
We developed a high-performance workflow to preprocess the data and speed up the model 
training and testing by using GPU. Specifically, for the preprocessing, we generated the field mask 
and crop-type mask for each Landsat image from the pre-generated masks so that the images can 
be processed in parallel for each field. Second, we find the optimized spatial scale to conduct crop-
type classification within the State of Illinois through comparing models based on different spatial 
partitions. The spatial partitions are fulfilled through K-Means based on weighted factors (i.e. 30-
year normals of temperature, 30-year normals of precipitation, latitude, and longitude). Both the 
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workflow and the method for finding the optimized spatial scale for crop-type classification can 
be generalized to other geographic regions. 
1.6 Contributing Publications 
This dissertation is a collection of four manuscripts in various phases (published, under 
review and to be submitted), and each of them is associated with a chapter from Chapter 2 to 
Chapter 5. I also include other publications that I contributed during my PhD study. The 
dissertation-related publications include: 
Chapter 2: Cai, Y., Guan, K., Peng, J., Wang, S., Seifert, C., Wardlow, B. and Li, Z., 2018. 
A high-performance and in-season classification system of field-level crop types using time-series 
Landsat data and a machine learning approach. Remote sensing of environment, 210, pp.35-47. 
Chapter 3: Cai, Y., Guan, K., Lobell, D., Potgieter, A.B., Wang, S., Peng, J., Xu, T., 
Asseng, S., Zhang, Y., You, L. and Peng, B., 2019. Integrating satellite and climate data to predict 
wheat yield in Australia using machine learning approaches. Agricultural and Forest Meteorology, 
274, pp.144-159. 
Chapter 4: Cai, Y., Guan, K., Nafziger, E., Chowdhary, G., Peng, B., Jin, Z., Wang, S. and 
Wang, S., (in review). Detecting in-season crop nitrogen stress of corn for field trials using UAV- 
and CubeSat-based multispectral sensing. IEEE Journal of Selected Topics in Applied Earth 
Observations and Remote Sensing. 
Chapter 5:  Cai, Y., Wang, S. and Guan, K., (to be submitted). Improving the Crop Type 
Classification Feasibility for Large Geographic Areas. (TBD) 
Other contributing publications include: 
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C.E., Meacham, K., Cai, Y. and Peng, B., 2018. Sun‐Induced Chlorophyll Fluorescence, 
Photosynthesis, and Light Use Efficiency of a Soybean Field from Seasonally Continuous 




CHAPTER 2: A HIGH-PERFORMANCE AND IN-SEASON CLASSIFICATION 
SYSTEM OF FIELD-LEVEL CROP TYPES USING TIME-SERIES LANDSAT DATA 
AND A MACHINE LEARNING APPROACH 
 
Abstract 
Accurate and timely spatial classification of crop types based on remote sensing data is 
important for both scientific and practical purposes. Spatially explicit crop-type information can 
be used to estimate crop areas for a variety of monitoring and decision-making applications such 
as crop insurance, land rental, supply-chain logistics, and financial market forecasting. However, 
there is no publicly available spatially explicit in-season crop-type classification information for 
the U.S. Corn Belt (a landscape predominated by corn and soybean). Instead, researchers and 
decision-makers have to wait until four to six months after harvest to have such information from 
the previous year. The state-of-the-art research on crop-type classification has been shifted from 
relying on only spectral features of single static images to combining together spectral and time-
series information. While Landsat data have a desirable spatial resolution for field-level crop-type 
classification, the ability to extract temporal phenology information based on Landsat data remains 
a challenge due to low temporal revisiting frequency and inevitable cloud contamination. To 
address this challenge and generate accurate, cost-effective, and in-season crop-type classification, 
this research uses the USDA’s Common Land Units (CLUs) to aggregate spectral information for 
each field based on a time-series Landsat image data stack to largely overcome the cloud 
contamination issue while exploiting a machine learning model based on Artificial Neural 
Network (ANN) and high-performance computing for intelligent and scalable computation of 
classification processes. Experiments were designed to evaluate what information is most useful 
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for training the machine learning model for crop-type classification, and how various spatial and 
temporal factors affect the crop-type classification performance in order to derive timely crop type 
information. All experiments were conducted over Champaign County located in central Illinois, 
and a total of 1322 Landsat multi-temporal scenes including all the spectral bands spanning from 
2000 to 2015 were used. Computational experiments show the inclusion of temporal phenology 
information and evenly distributed spatial training samples in the study domain improves 
classification performance. The shortwave infrared bands show notably better performance than 
the widely used visible and near-infrared bands for classifying corn and soybean. In comparison 
with USDA’s Crop Data Layer (CDL), this study found a relatively high Overall Accuracy of 96% 
for classifying corn and soybeans across all CLU fields in the Champaign County from 2000 to 
2015. Furthermore, our approach achieved 95% Overall Accuracy by late July of the concurrent 
year for classifying corn and soybean. The findings suggest the methodology presented in this 
paper is promising for accurate, cost-effective, and in-season classification of field-level crop 
types, which may be scaled up to large geographic extents such as the U.S. Corn Belt.  
2.1 Introduction 
Accurately classifying crop types is important for both scientific and practical purposes. 
Classifying land cover is a fundamental question in the remote sensing field, and has been an active 
research topic for decades (Hansen et al., 2014, 2011, 2000; Hansen and Loveland, 2012; King et 
al., 2017; J. O. Sexton et al., 2013b; Song et al., 2017). However, how to generate accurate and 
timely maps for crop types with high spatial resolution remains a scientific challenge. Currently 
we have no in-season crop type data available for large-scale US croplands. For example, though 
the USDA publishes the Cropland Data Layer (CDL) data at 30-meter spatial resolution, which is 
usually released in the 2nd quarter of the subsequent fiscal year, with a time lag of at least four to 
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six months after the previous year’s harvest time (Boryan et al., 2011). For practical purposes, 
accurate and timely crop-type classification provides estimations of the planting/harvesting crop 
areas for a variety of monitoring and decision-making applications of government and private 
sectors such as crop insurance, land rental, supply-chain logistics, commodity markets, etc. 
Furthermore, crop-type classification is also the prerequisite for conducting crop yield prediction 
(Bolton and Friedl, 2013; Lobell et al., 2015). As a result, accurate and in-season information of 
crop types has considerable importance for management decision-making in public/private sectors 
and regional economic forecasting.  
Extensive research has been done in crop-type classification (Chang et al., 2007; Foerster 
et al., 2012; Lobell and Asner, 2004; Van Niel and McVicar, 2004) using two major classification 
strategies. One is to solely use the spectral features from a single satellite scene sampled during a 
certain day within a growing season (Boryan et al., 2011; Van Niel and McVicar, 2004; Yang et 
al., 2011), and the other is to use both spectral and temporal information during one or multiple 
growing seasons (Chang et al., 2007; Foerster et al., 2012; Wardlow et al., 2007; Wardlow and 
Egbert, 2008). The first strategy is based on the rationale that different land covers have distinctive 
spectral features, and these spectral features in turn can be used for classification. However, some 
crops have similar spectral information during the peak-growing season when the satellite image 
is usually acquired, which makes separation of crop types difficult. In addition, spectral differences 
between crops and natural vegetation (e.g. grass or trees) may be small at certain times of year. As 
a result, the similar spectral features between different crops as well as between crops and natural 
vegetation pose a major challenge for accurate classification. The second strategy utilizes both the 
spectral and temporal information, which leads to improvements in classification accuracy. Crops 
usually have different seasonal variations and sowing dates, for example, in the U.S. Corn Belt, 
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corn is usually sown earlier than soybean, and grass usually starts its growing season in spring that 
is earlier than most crops. These temporal features can be used to improve the accuracy of crop 
classification. However, the second strategy requires time-series information from multiple 
satellite images rather than from a single image, and traditionally researchers have implemented 
this approach using data from sensors with low- or medium- spatial resolution such as the 
Moderate Resolution Imaging Spectroradiometer (MODIS) (Wardlow et al., 2007; Wardlow and 
Egbert, 2008). 
To achieve field-level classification of crop types, appropriate spatial resolution satellite 
data inputs to field sizes are required (Lobell, 2013). For the U.S. context, such satellites exist, 
such as Landsat (Hansen and Loveland, 2012; Roy et al., 2014). Landsat imagery has a higher 
spatial resolution (30m) than low- or medium- spatial resolution e.g. MODIS data (gridded at 
250m, 500m or larger pixel sizes); and unlike SPOT (Duro et al., 2012) and other commercial 
satellite data, Landsat data is freely available for both concurrent and historical periods. In 
addition, advanced Landsat products such as the surface reflectance (after atmospheric correction) 
are readily available from the Landsat Ecosystem Disturbance Adaptive Processing System 
(LEDAPS) (Schmidt et al., 2013) and the Landsat Surface Reflectance Code (LaSRC) (USGS 
Landsat Surface Reflectance High Level Data Products) for Landsat 5, 7 and 8. Landsat data has 
been widely used for land cover classification at local, regional or continental scales (Hansen and 
Loveland, 2012; Homer et al., 2004; Huang et al., 2007; Liu et al., 2005; J. O. Sexton et al., 2013a; 
Townshend et al., 2012; Yuan et al., 2005). However, Landsat has a low temporal resolution (16-
day revisiting cycle compared to the 1-2-day revisiting cycle of MODIS), and clouds frequently 
contaminate Landsat images. How to extract the continuous time-series information based on 
Landsat data (especially how to handle missing data because of cloud cover) is a challenge. To 
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utilize both high spatial and temporal information in Landsat, researchers have explored data-
fusion approaches to integrate multi-sources of remotely sensed data, for example, fusing MODIS 
and Landsat data to achieve both high spatial and temporal resolutions (Gao et al., 2015, 2013). 
However, the existing data-fusion approaches usually fill the gap values from neighboring 
available pixels by assuming that different periods of satellite images have unchanged land cover 
types, thus contradicting the purpose of classifying different land covers. Additionally, fused 
satellite data is currently not available or operationally provided at a large spatial scale. 
As alternatively, we use the Common Land Unit (CLU) to aggregate field level information 
based on time-series Landsat data. CLUs are generated by the USDA to delineate the field 
boundary for all registered agricultural fields for the U.S. (Boryan et al., 2011). The average size 
of a single unit of CLU in Champaign County, IL, is 60.3±52.6 acres (~244,025±212,865 m2), 
which is about 16×16±15×15 30-meter Landsat pixels (Fig. 2.1). When a CLU field has a sub-
field contamination by clouds/shadows in Landsat scene, we aggregate Landsat information by 
averaging values from non-cloud only pixels within that field and assign the mean value to that 
CLU field. Thus, the contamination issues can be overcame to a desirable extent, and as a result, 
the weakness of lower temporal-resolution Landsat data can be largely alleviated. The aggregated 
and field-level spectral information will then be used for classification. In addition, instead of only 
using the data for the same year for training/testing for crop-type classification (Boryan et al., 
2011; Wardlow and Egbert, 2008), we can also use the data from multiple growing seasons for 
training our classification model, with the premise that multiple-year data include more scenarios 
of crop phenology due to various other factors (e.g. sowing date, inter-annual climate variability) 






Fig. 2.1. CLU area histogram. The CLU area ranges from 0 to 700 acres in Champaign County. The bin 
sizes are 20 except the last one. The mean value of CLU area is 60.3 acres and one standard deviation is 
52.6 acres. 
Machine learning approaches have been applied to a variety of data-driven predictive 
applications, such as natural language understanding, image processing (Collobert and Weston, 
2008; Hinton et al., 2012; Krizhevsky et al., 2012) and etc. Recently, deep learning, including both 
the Artificial Neural Network (ANN) and the Convolutional Neural Network (CNN), shows great 
potential in various applications compared to other machine learning techniques. Traditionally, 
classification or regression systems require careful engineering and considerable domain 
knowledge to extract features from raw data. However, deep learning has the ability to discover 
informative features with multiple levels of representation, from lower, primitive levels to higher, 
abstract levels (LeCun et al., 2015; Schmidhuber, 2015). This technique is still early in its 
application on remote sensing data for crop-type classification in an academic setting; therefore, 
questions like what information is needed and how to transform the information that can be used 




This paper describes a new crop classification system that is targeted at the U.S. Corn Belt, 
a region dominated by corn and soybeans. We only focused on farmland and pre-filtered other 
types of land cover (based on CDL), and classified all the patches of farmland into three major 
categories: corn, soybean and other. We used CLU to aggregate the information of each field based 
on time-series Landsat data in order to alleviate the cloud contamination issue, and then built a 
deep-learning classification model based on ANN using high-performance computing. The 
research was designed to understand how different spatial and temporal features affect the 
classification performance. The selected study region of Champaign County, IL is located in the 
middle of the U.S. Corn Belt with a landscape dominated by corn and soybean production. Two 
supercomputers (ROGER and Blue Waters at the University of Illinois are used for generating the 
time-series Landsat data stack. ROGER has large memory space that allows rapid preprocessing 
of the large spatial data; and Blue Waters, with richer computing resources, was used to build the 
classification model through intensive training and testing. Specifically, we address the following 
two overarching research questions: 
(1) What accuracy can the integrated time-series Landsat data and machine learning 
approach achieve for the crop-type classification? 
(2) How early in the growing season can this method achieve the optimal accuracy of crop-




2.2   Data and Methods 
2.2.1 Study area 
 
Fig. 2.2. Geography of the study area (the right side shows the CLU).  
Champaign County, Illinois, has a total area of 638,767 acres and is located in the east-
central part of the State (Fig. 2.2), which falls in the U.S. Corn Belt region. Corn and soybeans are 
the predominant crops in this study area, which is also the case for the majority of the U.S. Corn 
Belt. According to the 2012 Census of Agriculture for Champaign County (USDA, 2012), there 
were a total of 616,493 acres of farmland, within which corn and soybean account for about 92% 
of the area. Champaign County has a humid continental climate, typical of the Midwestern United 
States, with hot summers and cold, moderately snowy winters. As a result, double cropping is in 
general not practiced here, and single-season cropping system is adopted. The individual farm 
fields identified by the CLU data do not always grow one type of crop. In fact, many CLUs hold 
a mixture of both corn and soybeans because a CLU is often subdivided into sub-fields that can be 
planted with different crops. Thus, we need to segment the mixed CLU farmlands into pure corn 
and pure soybean fields with information provided by the CDL before field-level information 




Table 2.1. Summary of used Landsat data.  
 Landsat5 Landsat7 Landsat8 Total 
2000 41 45 0 86 
2001 40 44 0 84 
2002 34 43 0 77 
2003 46 40 0 86 
2004 45 44 0 89 
2005 42 46 0 88 
2006 43 45 0 88 
2007 34 45 0 79 
2008 36 46 0 82 
2009 40 46 0 86 
2010 44 44 0 88 
2011 40 46 0 86 
2012 0 45 0 45 
2013 0 45 31 76 




Table 2.1. (cont.) 
2015 0 45 45 90 
Total 485 715 122 1322 
 
The study area is fully covered by Landsat Path 23 and Row 32, and partially covered by 
the data of Path 22 and Row 32 in Worldwide Reference System-2 (WRS-2). The Landsat Surface 
Reflectance Data (LSRD) with 30m spatial resolution was downloaded from USGS’s 
EarthExplorer web portal (http://earthexplorer.usgs.gov) covering Landsat 5, 7 and 8 for 2000 to 
2015 (Table 2.1). More specifically, the LSRD of Landsat 5 and 7 is generated from the Landsat 
Ecosystem Disturbance Adaptive Processing System (LEDAPS) (Schmidt et al., 2013), while the 
LSRD of Landsat 8 is generated from the Landsat Surface Reflectance Code (LaSRC) (USGS 
Landsat Surface Reflectance High Level Data Products). There are a total of 1322 LSRD scenes 
with detailed summary shown in Table 2.1. We used six spectral bands of each scene for our 
classification algorithm, so there were 1322*6=7932 images in total used. The six spectral bands 
are Blue, Green, Red, NIR (Near Infrared), SWIR-1 (Shortwave Infrared) and SWIR-2 bands 
respectively. The specificity of the six spectral bands from Landsat 5, 7 and 8 is shown in Table 
2.2. Though the spectral ranges of the corresponding bands have slight differences between 
Landsat 5/7 and Landsat 8, we find these differences, which has been well studied in previous 
work (Flood, 2014; Li et al., 2013), are smaller than one standard deviation of time-series spectral 
curves shown in Figure 5, which means that these differences will not have a significant impact 




Table 2.2. Detailed information of the six spectral bands from Landsat 5, 7 and 8. 
Landsat 5 and 7 Landsat 8 
Band # Name Wavelength (µm) Band # Name Wavelength (µm) 
Band 1 Blue 0.441-0.514 Band 2 Blue 0.452-0.512 
Band 2 Green 0.519-0.601 Band 3 Green 0.533-0.590 
Band 3 Red 0.631-0.692 Band 4 Red 0.636-0.673 
Band 4 NIR 0.772-0.898 Band 5 NIR 0.851-0.879 
Band 5 SWIR-1 1.547-1.749 Band 6 SWIR-1 1.566-1.651 
Band 7 SWIR-2 2.064-2.345 Band 7 SWIR-2 2.107-2.294 
 
Besides directly using the spectral bands in our classification, we also tested four 
commonly used vegetation indices (VIs) calculated from the Landsat multispectral data. The four 
VIs are the Normalized Difference Vegetation Index (NDVI) (Tucker, 1979), Green Chlorophyll 
Vegetation Index (GCVI) (Gitelson et al., 2003), Enhanced Vegetation Index (EVI) (Huete et al., 
2002) and Land Surface Water Index (LSWI) (Xiao et al., 2002), with their formulas shown as 
follows: 
i) NDVI = (NIR-RED) / (NIR+RED) 
ii) GCVI = (NIR/GREEN) - 1 
iii) EVI = G × (NIR - RED) / (NIR+C1×RED-C2×BLUE+L) 
iv) LSWI = (NIR-SWIR1) / (NIR+SWIR1) 
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NDVI is based on healthy plants usually having a higher reflectance in near infrared (NIR) 
than visible bands, and NDVI has been widely interpreted as an indicator of the photosynthetic 
capacity (Sellers et al., 1992). However, NDVI can saturate at higher leaf area biomass, and the 
development of GCVI and EVI is largely aimed to reduce this effect (Gitelson et al., 2003; Huete 
et al., 2002). GCVI has been found to have the most linear relationship with leaf area index (LAI) 
for corn and soybean compared with other VIs (Gitelson et al., 2003). EVI is designed to reduce 
the influence of some atmospheric effects by including the blue bands in the VI calculation (Huete 
et al., 2002). LSWI (Xiao et al., 2002) is developed to approximate canopy water thickness, based 
on the rationale that the shortwave infrared (SWIR) band is sensitive to leaf water and soil 
moisture. 
 
(a) Raw CDL                                       (b) Aggregated field-level CDL 
Fig. 2.3. Example of the 2015 CDL of Champaign County. (a) Raw CDL; (b) the aggregated field-level 
CDL, where the CLU is used to provide the field-level boundaries. The upward direction indicates the 
north. 
The USDA’s Cropland Data Layer (CDL) was used as “ground truth” data, which is a 
raster-formatted, geo-referenced, crop-specific land cover map with spatial resolution of 30m/56m. 
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The CDL for Champaign County from 2000 to 2015 was obtained from the CropScape website 
portal (https://nassgeodata.gmu.edu/CropScape/). CDL has the spatial resolution of 30m derived 
from Landsat data for most of the years except for 2006-2009, which was derived from the Indian 
Remote Sensing Satellite (IRS) RESOURCESAT-1 Advanced Wide Field Sensor (AWiFS) with 
the spatial resolution of 56m. Since Landsat data is 30 m resolution, we unified all the CDL data 
(56m resolution for 2006-2009, and 30 m resolution after 2009) to be 30 meter using nearest 
neighbor interpolation. Although the CDL is not absolute ground truth, it represents a viable 
validation data set with a thematic Overall Accuracy greater than 95% (Boryan et al., 2011) for 
corn and soybean in the U.S. Corn Belt, and it is also the crop-type classification product with the 
highest accuracy that could be found. As a result, CDL was used as ground truth data for training 
and testing our crop classification model. Fig. 2.3a presents an example illustrating the corn and 
soybean distribution from 2015 CDL in Champaign County. 
In this study, the USDA’s 2008 CLU map was used to identify field boundaries, shown in 
the right side of Fig. 2.2. The CLU is an individual contiguous farming parcel, which is the smallest 
unit of land that has 1) a permanent, contiguous boundary; 2) common land cover and land 
management; 3) a common owner, and/or a common producer association according to the 
definition of USDA. There are 19,683 polygons in the Champaign County CLU dataset, however, 
not all polygons are corn or soybean fields. After applying CDL data to filter CLU data with only 
corn or soybeans, the polygon number was reduced into 13,959. As a result, these polygons 
representing corn or soybean fields serve as masks for clipping either LSRD or CDL into field-
level segments. The excluded 5724 polygons covered 57,556 acres, which comprises about 9% of 
Champaign County. These polygons are mainly representing non crop types like grass/pasture, 
forest, pervious surface, open water, undefined, wetland, alfalfa and other crop types such as winter 
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wheat and other small grains. These regions were removed from the classification. Fig. 2.3b shows 
the CLU aggregated using the information of CDL at the field-level with the crop-type labels 
generated from the CDL. 
2.2.3. Data preprocessing 
We first generated field-level time-series data using the Landsat reflectance data and the 
CLU for each of the six spectral bands (Fig. 2.4). For each CLU, the mean value was calculated 
from all Landsat pixels within the CLU boundary to determine the aggregated field-level 
information. By doing this, even though some pixels in a polygon may have been missing, some 
uncontaminated pixels exist within most CLUs and can be used to calculate field-level 
information. The availability percentage is calculated through the number of valid values divided 
by the potential maximum number (the number of total images) of valid values for both pixel and 
CLU. In general, the availability percentage improved by more than 10% for CLU-based 
information (CLUs with more than 100 pixels are considered, which comprises 88% total area) 
instead of pixel-based information, shown in Fig. 2.5. We then interpolated the field-level, 
aggregated information into a daily time step for the growing season using the Savitzky–Golay 
algorithm (Jonsson and Eklundh, 2002) which can further fill certain data gaps. Using different 
smoothing algorithms had little impact on the classification algorithm, and a simple linear 
interpolation has achieved almost the same performance as the Savitzky-Golay algorithm. For our 
study area, an annual time-series span from day of year (DOY) 91 to 270 (early April to late 
September) was selected to represent the growing season in the U.S. Corn Belt. It is worth noting 
that before the interpolation of the time series for the different spectral bands, data points that were 
outside of the 95% percentile of the samples conditioned for each time stamp were filtered. These 
filtered data were treated as missing data and the interpolation algorithm filled in the missing 
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values. After we derived the field-level surface reflectance data, we then extracted the crop types 
from the CDL data for each CLU field polygon as labels of training and testing datasets. 
 
Fig. 2.4. Data flow diagram. We combined the LSR with CLU to generate field-level time-series spectral 
information as the classification model input. We also combined CDL with CLU to assign crop type to each 
field as labels for the classification model. 
 
Fig. 2.5. Data availability improvement: using CLU-based vs. pixel-based information. 
2.2.4 ANN-based classification model 
An Artificial Neural Network (ANN) model was used to build the crop-type classification 
model. Fig. 2.6 shows the schematic diagram of the approach, where  represents the input data, 
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including different spectral bands or VI at a specific DOY or a section of time series over the 
growing season as  for field . The dimension  changes according to the experiment’s design. The 
activation function used in our classification model was the Rectified Linear Unit (ReLU) 
activation function with the form as . Our ANN model has four layers, including three hidden 
layers, and one output layer. Hidden layers in the network transfer raw information into meaningful 
features for classification. We have tested other configurations of the ANN model in terms of the 
hidden layers and different activation functions, and found that the three hidden layers can achieve 
the stable and optimal performance in our cases. Meanwhile, we have also tested other machine-
learning algorithms, such as the Support Vector Machine, K-mean, and Random Forests, and none 
of them outperforms the ANN approach that is used here (Fig. 2.7), thus we use the results of the 
ANN here. In this study, accuracy of the classification is assessed through the Overall Accuracy, 
which is total number of the corrected classified fields (i.e. the summation from the diagonal in 
the confusion matrix) divided by the number of the total fields. To achieve Overall Accuracy, we 
first generated well-trained model by tuning its hyperparameters through backpropagation 
algorithm (Rumelhart et al., 1986) based on the training dataset, and then applied the model on the 
testing dataset. The detailed strategies to separate dataset into training/testing dataset are addressed 









Fig. 2.7. Classification performance based on different methods. The comparison experiments were 
conducted over the whole dataset, with 2/3 dataset for training and 1/3 dataset for testing. RF, SVM and 
NN perform similar and much higher than K-Means. 
2.2.5 Experiment design 
In order to address the overarching questions raised earlier in this paper, we further divided 
them into sub-questions, based on which we designed the experiments. Specifically, we ask the 
following sub-questions: 
Q1. What spectral information is most useful for crop-type classification? 
Q1.1. What thematic classification accuracy can be achieved using only the spectral 
features (at a static time) compared to combining both spectral and temporal 
phenology information? 
Q1.2. What thematic classification accuracy can be achieved using only vegetation 
indices compared to using the original spectral data? 
Q2. How do spatial and temporal samplings affect the accuracy of crop-type classification? 




Q2.2. How does the choice of different spatial-distributed training data affect 
classification accuracy? 
To answer the above sub-questions, the following experiments were designed, with the 
first two groups of experiments addressing Q1, and the third group of experiments for Q2. The 
first group of experiments mainly focuses on the comparison of using information as input for the 
classification model (Q1). Specifically, for the spectral feature-only approach, the original spectral 
information from each band at a specific day during the growing season (defined from DOY 91 to 
270 with interval of 5 days) was used in the algorithm. For the spectral and temporal combined 
approach, data for individual spectral bands were used, but include the time series of observations 
across the whole growing season (DOY 91 to 270 with interval of 5 days) as inputs. By comparing 
these two approaches, the added value of the temporal information in the classification can be 
quantified, as well as the value of individual spectral bands through the inter-band comparison. 
We also designed the same experiments as above but substitute spectral bands with different VIs, 
such that we can answer Q1.2. Additionally, we also investigated whether combining different 
spectral bands or different VIs could achieve higher classification performance than only using a 
single band or a single VI. A total of 6 spectral bands and 4 VIs were available for testing and a 
brute force method was used to explore all possible combinations. For example, for six spectral 
band combinations, there are total 57 tested combinations (C2_6, C3_6, C4_6, C5_6, C6_6). For 
experiments in this group, the whole dataset was random divided into training data and testing 
data, which took up 2/3 and 1/3 of the whole dataset respectively. Accuracies were assessed when 
applying well-trained models on testing data. 
The second group of experiments was designed to study the influence of spatial and 
temporal sampling on crop classification (targeting Q2). The training/testing data were grouped 
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by either different years or by different regions to test the influence of temporal and spatial 
sampling, respectively. Similarly, accuracies were assessed from the independent testing data. To 
study the influence of different temporal sampling on classification, we either fixed the starting 
year or fixed the ending year in the experiments (targeting at Q2.1). As a result, the first experiment 
predicts crop types in different years from 2001 to 2015; however, the second experiment only 
predicts crop types in 2015. Specifically, for the experiment that fixes the starting year (2000), 
data from a different number of continuous years starting at 2000 were combined to predict the 
crop types in the following year (e.g., all data from 2000 to 2005 was used to predict the crop types 
in 2006). On the other hand, for the experiment that fixes the ending year (2014), data of a different 
number of continuous years before 2015 were combined to predict the crop types in 2015 (e.g., all 
data from 2010 to 2014 is used to predict the crop types in 2015). To explore the influence of 
spatial sampling, Champaign County was evenly divided into 2 regions from north/east to 
south/west by latitude/longitude (targeting Q2.2). The north/east region and the south/west region 
were alternately used as the source of training data to train two different models. Then additional 
data from the two regions were then used as the testing data for comparison purpose to explore 
spatial factor influence on classification.  
A third group of experiments were designed to address the second main question raised in 
the introduction, i.e. to quantify how early during the concurrent growing season can the 
classification algorithm accurately predict the crop types in the concurrent year. In order to exclude 
any correlations between training and testing data, data from 2014 and 2015 are selected as testing 
data, while data from all years before 2014 were used for model training. Accuracies are assessed 
for independent testing data in both 2014 and 2015. Starting at the DOY 91, more input Landsat 
data was gradually included in the algorithm to generate the crop classification until DOY 180. 
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This mimics the real-life situation that more data will be ingested into the crop classification 
procedure as the growing season progresses and the classification performance would be expected 
to increase as additional dates of remotely sensed data are added to the classifier until optimal 
classification performance is achieved. 
2.3 Results 
2.3.1 Time-series profile 
Time-series profiles of spectral bands and VIs aggregated from corn/soybean fields in 
Champaign County from 2000-2015 are shown in Fig. 2.8 to illustrate their potential for 
contributing to crop-type classification. In Fig. 2.8, the X-axis is the DOY and the Y-axis is the 
value of reflectance or VI. The red line stands for corn and the green line represents soybeans. The 
buffers indicate one standard deviation calculated from all fields and years. For the visible spectral 
bands shown in Fig. 2.8  (a)-(c), there are large overlaps in their seasonal trajectories between corn 
and soybean, especially near the late growing season (after ~ DOY 200).  The NIR band shows 
more differences between corn and soybeans in the later stages of the growing season. The SWIR 
bands show a clear difference between corn and soybean during the middle of the growing season 
(~ DOY 190-200). During this period, the SWIR curves of corn and soybeans with one standard 
deviation have no overlap, which indicates that this feature will be especially useful in 
differentiating between corn and soybean. Similar features of SWIR are also shown in the LSWI, 
which incorporates the SWIR band in its calculation. NDVI, GCVI and EVI all show more 
difference between corn and soybean at the early part and the late part of the growing season, but 





Fig. 2.8. Time-series spectral band information and vegetation indices are aggregated for all the corn and 
soybean fields and years for the Champaign County, IL. The red line stands for corn, and the green line 
represents soybeans. The buffers indicate one standard deviation calculated from all fields and years. 
2.3.2 Spectral information-based classification 




2.3.2.1 Classification based on a single spectral band 
 
Fig. 2.9. Classification performance of using single spectral band (a) or a single VI (b) at any specific DOY.  
Here we only used a single spectral band or a single VI at any specific DOY in the growing 
season to train the classification algorithm. We find that different bands show various 
performances at different DOYs (Fig. 2.9a). The visible bands (blue, red and green bands) have a 
similar performance. The classification accuracy for these visible bands remains relatively low 
(0.54-0.61) between DOY 90 and 140, followed by a large increase in accuracy (0.56-0.73) 
between DOY 140 and 180 with a peak accuracy (0.73) around DOY 175. Their performance then 
drops with the green and red bands having another local optimum around DOY 220-240, but less 
so for the blue band. NIR shows a similar performance as the visible bands during the early 
growing season and reaches its peak performance at a relatively later time over a longer period of 
time (DOY 210-240). The SWIR-1 and SWIR-2 data reaches their highest performance (about 
0.85 accuracy) around DOY 195, which is much higher than the performance of any other bands 
at any DOYs. In addition, SWIR-1 and SWIR-2 attain their peak performance only once, which 
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happen at a different time compared with the visible and NIR bands. Finally, the accuracy 
performance of SWIR-1 and SWIR-2 are very similar to each other, with SWIR-1 performing 
slightly better than SWIR-2. 
2.3.2.2 Classification based on a single vegetation index 
We conducted the same experiments as above (Section 2.3.2.1) but for the four VIs (i.e. 
EVI, GCVI, NDVI and LSWI) to study their individual performance at any specific DOY, with 
results shown in Fig. 2.9b. EVI, GCVI and NDVI are found to have a similar pattern in 
classification performance, which is very different from LSWI. Specifically, the accuracy 
performance of EVI, GCVI and NDVI are all low before DOY 140, followed by a first peak in 
classification performance (~0.70) around DOY 175 and then decline to the local minimum around 
DOY 195. The three VIs then reach a second peak in classification accuracy with the optimal 
performance (~0.77) occurring around DOY 235. In contrast, the LSWI only has one peak 
performance that occurred around DOY 190 with a peak classification performance (~0.87) much 
higher than the other VIs. 
The performances of VIs are consistent with those of individual spectral bands that were 
used to calculate VIs, which is largely expected. In particular, we find that EVI, GCVI and NDVI, 
which all use NIR as a major input, had a similar performance as that of NIR. Since LSWI is 
calculated based on the two SWIR bands, LSWI’s performance is also very similar as those of the 




2.3.2.3 Classification using a combination of multiple spectral bands 
 
Fig 2.10. Classification performance of using a combination of spectral bands at any specific DOY. The 
term cmbx stands for x number of spectral bands that are combined for classification experiment. 
Intuitively, combining more information (either from more spectral bands or from more 
VIs) in our model would be expected to improve the overall classification accuracy based on 
results in Fig 2.9 (visual bands have peek performance at early stage, SWIR bands have peek 
performance at middle stage, and NIR has peek performance at late stage). This hypothesis was 
explicitly tested here with results presented in Fig. 2.10. The term cmbx (x=2, 3, 4, 5, 6) in Fig. 
2.10 stands for  number of bands that are combined for classification experiment. For example, 
cmb2 means any two spectral bands are used for classification, thus there exist  different 
combinations and each of them are tested here and only the best one will be recorded. The result 
in Fig. 2.10 illustrates that all combinations share a similar classification accuracy pattern across 
the growing season and the combination of more spectral bands lead to a higher accuracy. The 
peak accuracy appears around DOY195, which is consistent with the results of single SWIR-
1/SWIR-2 band-based classification, indicating that these two bands dominate the classification 
accuracy around that specific time period. In addition, another peak accuracy appears around DOY 
240 due to the contribution of the NIR region. Accuracy increases significantly between DOY 140 
and 175, indicating some significant features of corn and soybeans are captured during their early 
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vegetative stages. In summary, combining spectral bands improves the performance at each stage 
during the growing season. 
2.3.2.4 Classification using a combination of multiple VIs 
 
Fig. 2.11. Classification performance of using a combination of VIs at any specific DOY. The term cmbx 
stands for x number of VIs that are combined for classification experiment. 
The same analysis as Section 3.2.3 was also conducted for different combinations of VIs 
at specific DOYs with the results shown in Fig. 2.11. For the four VIs, a total 11 VI combinations 
were tested, and the results show a similar pattern to those from the combination of the spectral 
bands. From DOY 170 to 240, a relatively high classification accuracy is achieved, while there is 
a steep increase and decrease in accuracy before and after that time period, respectively. In sum, 
combining VIs improves performance at each stage during the growing season with little 
difference in classification accuracy observed among the different combinations of VIs. 
2.3.3 Classification using both spectral and temporal information 
While in Section 2.3.2 spectral bands or VIs either in individually or in a combination were 
evaluated, but only at a specific DOY (i.e., single date). In this section, the spectral information is 
combined with the temporal information for the entire growing season, i.e. time series of the 




2.3.3.1 Classification based on a single spectral band/VI 
 
Fig. 2.12. Classification performance of a single band or a single VI, when incorporating the temporal 
phenology information in the classification.   
Fig. 2.12 shows the classification results of a single band or VI using all growing season 
data in the classification model. The accuracies of individual spectral bands have greater accuracy 
variations (from 0.87 to 0.93) than the results obtained using different VIs, which shows a more 
consistent classification accuracy pattern (the accuracy difference is within 0.01). The accuracy of 
VIs does not significantly exceed the accuracy of individual spectral bands. In general, the VIs 
have higher accuracy than all the visible bands, but VIs have a similar accuracy as infrared band  




2.3.3.2 Classification using a combination of multiple spectral bands/VIs 
 
Fig. 2.13. Classification performance of using a combination of spectral bands (a) or VIs (b) with the 
phenology information, and both mean and maximum performance of different combination are shown. 
The term cmbx stands for x number of spectral bands (or VIs) that are combined for classification 
experiment. 
Like the previous experiments using various combinations of data, the same combinations 
were tested using the entire time series of individual spectral bands or VIs data across the growing 
season, as shown in Fig. 2.13 The incorporation of more bands or VIs leads to improved 
classification performance, but this improvement is marginal (only within 0.02 between the lowest 
and highest accuracy). Table 2.3 shows the specific spectral bands used in combination with the 
highest classification performance. Green and SWIR-1 appear in all the best performing 




Table 2.3. The best combinations for different number combinations 











Comparing results in Section 2.3.2 (only using the data from a specific DOY) and in 
Section 2.3.3 (using the whole growing season time series), we can increase accuracy by 5%; 
thereby demonstrating the added value of using temporal information for the classification results. 
2.3.4 Impact of temporal and spatial sampling on classification 
2.3.4.1 Impact of temporal sampling for classification 
 
Fig. 2.14. Impacts of using different temporal sampling for the final classification results. (a) Using the data 
of different numbers of continuous years starting in 2000 to predict crop types in the following year (for 
example, we use all the data from 2000 to 2005 to predict the crop types in 2006). To reveal the trend, we 
conducted linear regression and also applied RANdom SAmple Consensus (RANSAC) algorithm to linear  
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Fig. 2.14. (cont.) 
regression, shown in red and blue lines respectively. The outliers are detected by RANSAC algorithm. (b) 
Using data of different number of continuous years ending in 2014 to predict crops type in 2015 (for 
example, we use all the data from 2010 to 2014 to predict the crop types in 2015). 
Considering real world applications, a more useful way to conduct classification is to use 
only previous continuous years’ data to train the model, and to only use the current year’s data for 
testing, such that we have a predictive and forecasting capability for current year’s crop types. To 
explore this scenario, two experiments are designed using combined spectral bands with the 
temporal information. One has a fixed starting year (2000) and different numbers of the continuous 
years’ data are used to train and predict crop types in the following year. For example, all data 
from 2000 to 2005 is used to predict crop types in 2006. The results are shown in Fig. 2.14a. 
Generally, Fig. 2.14a shows an increasing trend in performance (except some outliers), indicating 
that including more years of data for classification training can achieve a higher performance for 
classifying crop types for the next year. The outliers occur in 2002, 2003, 2008 and 2012. Since 
SLC-off occurred after May 31, 2003, that may explain why performance in 2002 is high but 
slightly decreases in 2003. Additionally, if we compare results in Fig. 2.14a with Fig. 2.5, we can 
find poor data availability will lead to poor performance, which can further explain low accuracies 
in 2004 and 2008. 2012 is a drought year, so the temporal information of crop is different from 
other years. As a result, model trained with data only in normal years performs poorly for an 
exceptional drought year. The other experiment uses a fixed ending year (2014), and uses different 
numbers of previous continuous years’ combination data to train and predict crop types in 2015 
(e.g., all data from 2010 to 2014 is used to predict crop types in 2015), with the results shown in 
Fig. 2.14b. For the second experiment, if we use more years of data to only predict crop types in 
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2015, a clear increase in performance occurs when more years of data are included (Fig. 2.14b) 
with the accuracy increase plateauing after around 10 years.  
2.3.4.2 Impact of spatial sampling for classification 
 
Fig. 2.15. Impacts of using different spatial sampling for the final classification results. (a) shows north-to-
south division strategy and its performance, while (b) shows east-to-west division strategy and its 
performance. Labels in histogram represent where the training and testing samples come from, e.g. N-N 
means using the North-region samples to train and North-region samples to test; EW-W means using both 
the East-region and West-region samples to train and West-region samples to test. 
This experiment aims to test the impact of different spatial sampling schemes on crop-type 
classification accuracy. In Fig. 2.15, format “X-Y” refers to the scenario that uses data within X 
region as the training data and tests the model output using data within Y region. Specifically, 
Champaign County is evenly divided into 2 regions from north to east and from south to west 
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evenly by latitude/longitude, respectively, with the north/east area marked as “N”/ “E” and the 
south/west area marked as “S”/ “W”. For each region, we divide the data into training and testing 
data with no overlaps. Fig. 2.15 shows that N-N and S-S (i.e. training and testing samples are from 
the same regions) has higher performance than N-S and S-N (i.e. training and testing samples are 
from different regions) respectively, similar to E-E, W-W, E-W and W-E. In addition, models with 
combined regions (NS or EW) as training data perform slightly better than that training and testing 
samples from the same regions. These results indicate that the spatial heterogeneities exist, but 
benefits from building different specific models for sub-regions are not obvious since Champaign 
County is a small region while spatial heterogeneities are not significant within the county. As a 
result, one model for the whole region is appropriate. In addition, spatial sampling should be 
considered when scaling up to a larger area, e.g. state level, and be careful and conscious about 




2.3.5 In-season forecasting: pushing to early stage 
 
Fig. 2.16. Classification performance as a function of time (blue line). For example, the DOY 125 means 
that all the available data from the starting day (DOY 91) to DOY 125 from the historical years are used to 
train the model and the current year’s satellite data from DOY 91-125 are used to predict the current year’s 
crop types. The red line refers to the rate of change in the blue line, which indicates the rate of performance 
change with more data ingested for the classification. 
For any given year, the earlier a relatively high accuracy in classification can be achieved, 
the more valuable these results are for decision making activities. Here, an experiment is developed 
to test how early during the growing season and acceptable level of classification accuracy can be 
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achieved. To achieve this goal, a fixed starting date is set at DOY 91 and the ending date is varied 
from DOY 96 to 270. For each ending date, the time series of historical data used to train the 
classification model spans from DOY 91 to that specific end date. The classification model uses 
the temporal phenology information of six spectral bands combined, which represents the best 
performance across different combinations (Fig. 2.13a). The trained classification model is then 
applied to data in the next year (e.g. The top panel of Fig. 2.16 shows the results of using the data 
from 2000 to 2013, and testing using the 2014 data; the bottom panel of Fig. 2.16 shows the results 
of using the data from 2000 to 2014, and testing using the 2015 data). The blue line in Fig. 2.16 
shows the classification accuracy at different ending dates, and the red line shows the rate of 
accuracy change. We smoothed the accuracy curve in Fig. 2.16 by applying moving average with 
window size of 3 to reduce potential noise.  
For both cases in Fig. 2.16, we find that the classification accuracy increases with the 
progression of time (i.e. more inputs from satellite data), and the accuracy reaches a plateau around 
DOY 200 (i.e. middle of July), which is confirmed by a commensurate decrease in the change in 
accuracy rate (i.e. the red line approaches zero at and after ~ DOY 200). We also find that the 
largest positive changing accuracy rate change occurs between DOY 140 and 160 (late May and 
early June) for both years. This is expected, as late May and early June is the early vegetative 
growth period for both corn and soybean, and their different sowing dates and different canopy 
development patterns should lead to the most obvious spectral-temporal differences between them. 
For both test years, the classification model reached 95% classification accuracy by around DOY 





The discussion is organized to first summarize the answers to the questions that are posed 
at the end of Section 2.1 and in Section 2.2.5, and then addresses some limitations of this study. 
The first research question is related to the best classification accuracy that our approach can 
achieve, and explored what information is most useful to achieve the highest accuracy 
performance. We can answer this research question from the following five aspects. 
First, the results demonstrate that combining the CLU and Landsat image data provides an 
effective solution to generate time-series data that can be used for the subsequent crop-type 
classification. The data availability is improved by using CLU-based information instead of pixel-
based information. In Fig. 2.5, the improvement increases after 2003 since the Landsat 7 began to 
have SLC-off, which indicates our method is very efficient to handle the SLC-off effect. In 2012, 
there is a big improvement. Since 2012 is a drought year, there may be fewer and smaller clouds 
in the images during growing season. As a result, our method can handle this situation perfectly. 
Though we acknowledge that this may not be the only solution, it is effective in our case since our 
approach has achieved a very high accuracy. 
Second, the SWIR bands, which have not been commonly used in many previous crop-
type classification efforts, are found to have notably better ability to distinguish between corn and 
soybeans than visible and NIR bands (Fig. 2.9 & 2.12). SWIR bands are related to the crop water 
content and have been used to detect crop water stresses (Ghulam et al., 2008; Xiao et al., 2006). 
A recent study also found the potential use of SWIR in crop yield estimation (You et al., 2017). 
SWIR also contributes to the higher performance of LSWI than other VIs evaluated in this study. 
One notable feature of the SWIR bands is that they achieve the highest classification performance 
in classification near the middle of the growing season, which is a period during the growing 
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season that the NIR has been largely saturated (Fig. 2.9). We thus infer that the largest difference 
between corn and soybeans in terms of canopy water contents occurs during the peak-growing 
season. 
Third, the results confirm that the inclusion of temporal information through time-series 
data inputs improves classification accuracy compared to using single-date data. Using temporal 
and spectral information together achieves 10-15% higher classification accuracy than only using 
spectral information at one specific date. 
Forth, the results also confirm that combining all spectral bands lead to the highest 
classification performance. However, if only a subset of the Landsat spectral bands are to be used, 
the green band in combination with one of the two SWIR bands can provide the highest 
classification performance among other combinations. In addition, VIs do not perform 
significantly better than original spectral data (especially the SWIR bands), and the performance 
among different VIs are similar. 
Fifth, we assess the impact of different spatial and temporal sampling strategies on crop 
classification performance. We find that increasing the number of years in training data and 
collecting samples more evenly across the spatial domain of the study area usually lead to higher 
classification accuracy. Though we also find that the classification performance stabilized after 
about 10 years of training data is used, and has little gain in thematic accuracy when additional 
years of data are added. 
The second research question focuses on the ability of our approach to make the in-season 
classification. The model with the highest classification performance (i.e., using all spectral bands 
and temporal information) trained with all the previous year’s data has attained high classification 
accuracy when applied to the next year (Fig. 2.16), with the final accuracy reaching 96%. For 
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within-season classification, our best model to classify corn and soybeans reached 95% 
classification accuracy by DOY ~180  (end of June). This means that corn and soybeans should be 
able to be classified at a relatively high thematic accuracy by early to mid-growing season using 
satellite data collected for all prior dates acquired earlier in the growing season. The latter condition 
can be fulfilled now, as the newly collected Landsat 7 and 8 data become suitable for processing 
within one week of data acquisition (http://landsat.usgs.gov/CDR_LSR.php). As Sentinel-2 data 
becomes available, an additional source of near-real-time data will further improve the satellite 
data availability and thus the classification accuracy. Finally, the USDA CDL layer is used here 
as the benchmark data set for locating historical corn and soybean fields across the study area. It 
is worth noting that the major motivation of this work is not to substitute the CDL, but rather to 
provide an in-season classification approach/product that has the similar performance of CDL for 
the U.S. Corn Belt, which can provide near-real time, in-season crop maps for decision-making 
activities. The results here demonstrate that our proposed methodology has substantial potential to 
meet this goal.               
It is worth noting the following limitations and uncertainties of this study, some of which 
represent future directions of research to improve this classification method. One major limitation 
is that all land covers of no corn or soybean are pre-filtered; in other words, we only focus on 
classifying a binary system (corn vs. soybean). However, as previous studies (Wardlow et al., 
2007; Wardlow and Egbert, 2008) pointed out that for the broader U.S. Corn Belt, differentiating 
corn and soybean remains the biggest challenges as other types of crops (e.g. winter wheat, 
sorghum) or natural vegetation (e.g. grass and trees) usually have a very different temporal 
phenology than corn and soybean. Furthermore, only focusing on corn and soybean is justified for 
the targeted study area, as they are the dominant crop types in the main states of the U.S. Corn 
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Belt. However, future research efforts should be devoted to extend this approach and include other 
types of crop types and natural vegetation types. There are also expected uncertainties in the 
classification approach, and reducing these uncertainties is another future research direction. First, 
when a time series stack from Landsat data is generated for each field, interpolation is used to fill 
gaps in the Landsat data. We have tested a series of other interpolation methods and found little 
influence on the final classification performance. With more satellite data becoming available, 
such as Sentinel-2 data, the gap filling performance can be further improved. Another possible 
approach is to use multi-sensor fusion data, such as the StarFM algorithm developed by (Gao et 
al., 2006) to integrate MODIS (low spatial, but high temporal resolution) and Landsat (low 
temporal, but high spatial resolution), for the classification purpose (Gao et al., 2017). Second, we 
use CLU to aggregate the field or sub-field level information (see details in Section 2.3). The major 
motivation of using CLU is to aggregate the spectral information from many pixels in order to 
largely avoid the cloud cover issue. However, it should be recognized that within a CLU there can 
be a mixture of crops and this mixture may also change over time, and that our current approach 
assumes that the division of different fields are known. 
2.5 Conclusion 
This study has demonstrated that combining time-series Landsat Surface Reflectance Data 
and CLUs with a machine learning approach provides a cost-effective viable option for field-level 
and in-season crop-type classification for corn/soybean dominated Corn Belt landscape, with a 
detailed case study in Champaign County, Illinois. This study is important for both scientific and 
operational uses. The classification model based on ANN was applied to distinguish corn and 
soybean patches for each CLU field, which was trained and tested using the CDL as the ground 
truth. Systematic experiments were conducted to determine which information is most useful for 
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classifying corn and soybeans. Overall, a high Overall Accuracy of classification (~95%) is 
achieved using this method. In addition, the ability to perform within-season crop-type 
classification can be achieved at a relatively early stage of the growing at about DOY 210 (late 
July or early August), with equivalent accuracy (~95%) to classification results at the end of year 
based on an entire growing season of data inputs. All data sources (LSRD, CLU, and CDL) used 
in this study are publicly available. The current approach has a great potential to be scaled up to 
other counties, states, and possibly the whole U.S. Corn Belt. Further improvements can be 
developed, such as using texture feature extracted from high temporal-spatial resolution fusion 




CHAPTER 3: INTEGRATING SATELLITE AND CLIMATE DATA TO PREDICT 
WHEAT YIELD IN AUSTRALIA USING MACHINE LEARNING APPROACHES 
 
Abstract 
Wheat is the most important staple crop grown in Australia, and Australia is one of the top 
wheat exporting countries globally. Timely and reliable wheat yield prediction in Australia is 
important for regional and global food security. Prior studies use either climate data, or satellite 
data, or a combination of these two to build empirical models to predict crop yield. However, 
though the performance of yield prediction using empirical methods is improved by combining 
the use of climate and satellite data, the contributions from different data sources are still not clear. 
In addition, how the regression-based methods compare with various machine-learning based 
methods in their performance in yield prediction is also not well understood and needs in-depth 
investigation. This work integrated various sources of data to predict wheat yield across Australia 
from 2000 to 2014 at the statistical division (SD) level. We adopted a well-known regression 
method (LASSO, as a benchmark) and three mainstream machine learning methods (support 
vector machine, random forest, and neural network) to build various empirical models for yield 
prediction. For satellite data, we used the enhanced vegetation index (EVI) from MODIS and solar-
induced chlorophyll fluorescence (SIF) from GOME-2 and SCIAMACHY as metrics to 
approximate crop productivity. The machine-learning based methods outperform the regression 
method in modeling crop yield. Our results confirm that combining climate and satellite data can 
achieve high performance of yield prediction at the SD level (R2 ~ 0.75). The satellite data track 
crop growth condition and gradually capture the variability of yield evolving with the growing 
season, and their contributions to yield prediction usually saturate at the peak of the growing 
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season. Climate data provide extra and unique information beyond what the satellite data have 
offered for yield prediction, and our empirical modeling work shows the added values of climate 
variables exist across the whole season, not only at some certain stages. We also find that using 
EVI as an input can achieve better performance in yield prediction than SIF, primarily due to the 
large noise in the satellite-based SIF data (i.e. coarse resolution in both space and time). In addition, 
we also explored the potential for timely wheat yield prediction in Australia, and we can achieve 
the optimal prediction performance with approximately two-month lead time before wheat 
maturity. The proposed methodology in this paper can be extended to different crops and different 
regions for crop yield prediction. 
3.1. Introduction 
Wheat provides the most calories and protein for world food supply among the top three 
cereals (wheat, rice, and maize). Australia has more than 200 years history of planting wheat 
(Shewry, 2009), and 55% of Australian cropland is currently used for wheat production (~14 Mha) 
(Fischer et al., 2014). Wheat is the major crop and the most valuable export grain commodity in 
Australia, which makes Australia one of the top wheat exporting countries globally (ABARES, 
2017; FOASTAT, 2013). Therefore, timely, reliable and spatially specific wheat production 
estimates in Australia have significance for regional and global food security. 
Extensive studies have been conducted on crop yield prediction. Researchers use either 
weather/climate data, satellite remote sensing products, or both, for crop yield prediction at 
regional scales. Both statistical and process-based models have been developed to forecast grain 
yields for wheat in various countries (Alvarez, 2009; Asseng et al., 2017, 2015; Landau et al., 
2000; Newlands et al., 2014; Potgieter et al., 2016, 2006; Schut et al., 2009; Stephens et al., 1989; 
Zheng et al., 2014). Climate variables, such as temperature, precipitation, and solar radiation are 
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the primary inputs to both empirical and process-based models. While climate data describes the 
environment information that constrains the growing condition of the crop, it cannot directly detect 
crop growing status as crop growing status is not only affected by abiotic factors, but also by biotic 
factors (such as plant diseases) (Hatfield et al., 2008; Lichtenthaler, 1996; Mahlein et al., 2012). 
Thus, simply using climate data may not be sufficient to predict yield. 
Satellite data can directly capture crop growing conditions through various spectral bands, 
which can be used for crop yield prediction (Guan et al., 2017; Moulin et al., 1998; Vereecken et 
al., 2012). Various spectral bands include optical (including visible and near-infrared bands), 
thermal and microwave bands. Optical bands have been extensively used for monitoring crop 
growth condition and estimating crop yield as well as crop area discrimination through various 
vegetation indices (e.g. normalized difference vegetation index (NDVI), enhanced vegetation 
index (EVI)) (Becker-Reshef et al., 2010; Holzman et al., 2014; Manjunath et al., 2002; Marti et 
al., 2007; Potgieter et al., 2013, 2011, 2010, 2007; Prasad et al., 2006; Salazar et al., 2007; Zhao 
et al., 2005). Recently, solar-induced chlorophyll fluorescence (SIF) derived from specific narrow 
range of the near-infrared band has emerged as an advanced proxy to proximate photosynthesis 
(Guan et al., 2016; Guanter et al., 2014; Meroni et al., 2009; Zhang et al., 2014), which is more 
directly related to photosynthesis and crop yield than the vegetation indices (Guan et al., 2016; 
Guanter et al., 2014). Thermal bands can provide useful and additional information for yield 
prediction through estimating evapotranspiration (ET) and crop water stress (Anderson et al., 2013, 
2011, 2007; Potgieter et al., 2014; Rodriguez et al., 2005). Microwave data, either passive or 
active, provides crop canopy level biomass or water contents through passive microwave-based 
vegetation optical depth (VOD) (Liu et al., 2011) and radar-based backscattering (Guan et al., 
2017; Steele-Dunne et al., 2017). Recognizing that various satellite products have commonly 
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shared and complementary information to contribute to yield prediction (Guan et al., 2017), we 
will focus on using EVI and SIF in this study to determine the improvement in yield prediction 
that satellite data can provide to that of a climate-based approach. Another reason to focus on EVI 
and SIF here is that we aim to test whether SIF data, which is supposed to be more sensitive to 
photosynthetic activity and plant stresses (Joiner et al., 2013; Sun et al., 2015), outperforms EVI 
in our current case of estimating wheat yield across Australia at the SD level. 
Prior studies show that yield prediction models based on both climate data and satellite 
data in general outperform models that are built on a single data source (Balaghi et al., 2008; 
Franch et al., 2015; Holzman et al., 2014; Manjunath et al., 2002; Newlands et al., 2014; Prasad et 
al., 2006; Salazar et al., 2007). However, how the information from the two sources (i.e. climate 
and satellite data) singularly and interactively contribute to final yield prediction across regional 
scales is unclear. Limited prior studies explored the roles of climate and satellite data played for 
yield prediction. Here we hypothesize that climate data and satellite data have both unique and 
overlapping contributions to yield prediction (Fig. 3.1a), illustrated by using green LAI as an 
example (shown in Fig. 3.1b). Green LAI (as LAIGREEN) refers to the photosynthetically active part 
of the leaf, which usually contains sufficient chlorophyll and exhibits a green color during crop’s 
active growth period (Gitelson et al., 2007). LAIGREEN, which can be approximated by vegetation 
indices from optical satellite data, captures the temporal evolution of the aboveground leaf amount, 
and thus it largely reflects the accumulated historical climate effects from the planting to the 
current stage as well as other biotic effects (such as crop diseases) during the vegetative stage. 
LAIGREEN at its peak time is an important indicator for photosynthesis during the peak vegetative 
stage and the early reproductive stage, and the photosynthesis generated during these periods forms 
the newly accumulated carbon mostly going to the grain, which makes the peak-time LAIGREEN 
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highly correlated to final yield (Guan et al., 2017). Since LAIGREEN derived from satellite data 
contains both climate information as well as biotic information, especially before and during its 
peak, we hypothesize that much of the climate information is overlapping or has been absorbed by 
satellite-derived LAIGREEN. Usually during the peak time of LAIGREEN, wheat transits from the 
vegetation stage to the reproductive stage, specifically including the anthesis and grain-filling 
phases. The potential number of grains is set well before anthesis (Fischer and Stockman, 1980); 
once the number of grain is set, wheat goes through the grain-filling phase to determine individual 
grain’s weight (Fischer, 2011; Fischer et al., 2014). During the reproductive stage, LAIGREEN 
maintains at its peak value for a while and then starts to decrease due to the canopy senescence. 
We expect that LAIGREEN during the late growing season is less correlated with the yield and active 
grain formation process. Furthermore, wheat grain formation happens within a husk, which is 
unseen by the optical satellite. Thus, we expect that the contribution of satellite information for 
yield prediction in the late growing season decreases. Meanwhile, since the grain formation 
process is affected by climate variability and especially sensitive to drought and heat stress (Siebert 
et al., 2017; Zampieri et al., 2017), we hypothesize that during the reproductive stage, climate 
information plays a much more important role than satellite information to predict yield. Based on 
the above rationale, we anticipate a temporally varying contribution of climate data and satellite 
data for predicting yield as follows. While during the vegetative stage, satellite data have absorbed 
much climate information and these two data sources may contain largely overlapping information. 
Whereas during the reproductive stage, due to the senescence of LAIGREEN and the nature of grain 
formation process, satellite data have less contribution and climate data have a more dominant 
contribution to predicting final yield. We aim to specifically test these above hypotheses, and aim 
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to disentangle and quantify the contributions of climate data and satellite data for yield prediction 
throughout the crop growth period.   
 
Fig. 3.1. Schemata on how climate data and satellite data contribute to yield prediction. (a) Information 
flow from climate data and satellite data to yield prediction. (b) Common time series dynamics of green 
leaf area index (LAI), aboveground biomass (AGB), and grain weight (Yield). 
Machine learning has demonstrated its powerful performance in various data-driven 
applications, such as analysis of genome sequencing datasets, recognizing facial expression, and 
natural language processing (Bartlett et al., 2005; Collobert and Weston, 2008; Libbrecht and 
Noble, 2015). Increasingly, machine learning based approaches have been used for agricultural 
applications, such as crop type classification (Cai et al., 2018) and modeling crop yield (Alvarez, 
2009; Johnson et al., 2016; Kaul et al., 2005). In contrast to the conventional statistical models for 
modeling crop yield, which usually specify response functions between yield and input variables 
(Gouache et al., 2015; Landau et al., 2000; Lobell et al., 2011; Lobell and Field, 2007), machine 
learning approaches function as a “black box” with limited process-based interpretation. In this 
paper, we applied three commonly used machine learning methods for predicting wheat yield at 
regional scale in Australia, including random forest (RF), support vector machine (SVM), and 
neural network (NN). We also employed an advanced linear regression method (i.e. least absolute 
shrinkage and selection operator (LASSO)) and compare the performance of the machine learning 
based approaches with this linear regression method. 
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In this study, we used both satellite data and climate data to build statistical models (three 
machine learning methods, i.e. RF, SVM, and NN, and a linear method, i.e. LASSO) for wheat 
yield prediction across Australia from 2000 to 2014 at the statistical division (SD) level (Fig. 3.2). 
First, we applied exploratory data analysis to select what climate variables should be included, and 
conducted spatiotemporal factor analysis to understand relationships between different climate 
variables/satellite data and yield. We then conducted yield modeling using different methods, and 
compared yield prediction performance using different combinations of inputs and at different 
growing stages. We aimed to answer the following four research questions in this study: (i) What 
combination(s) of input data (i.e. climate data and satellite data) will achieve the best performance 
for predicting wheat yield across Australia? (ii) What are the unique and overlapping contributions 
from climate data and satellite data to wheat yield prediction in Australia? (iii) How do machine-
learning based methods compare with the regression-based method for modeling crop yield? (iv) 
Practically, as more data added as inputs with the progression of time, how does the in-season 
prediction of wheat yield improve over time? 
3.2. Material and Methods 
3.2.1 Study area 
In this study, we focus on the main wheat cropping regions in Australia (Fig. 3.2). Though 
the majority of the landmass in Australia is dry, the east, south-east and south-west of Australia 
have a temperate or Mediterranean climate with sufficient rainfall and fertile soil (Fischer et al., 
2014), which are suitable and have been used for rainfed agriculture. Since wheat grown across 
Australia is commonly planted from late autumn (April) to early winter (July) and harvested in 
summer (November to December) (Pratley et al., 2003), here we define the growing season of 
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wheat in Australia as from June to December, and our analysis and modeling only focus on this 
period. 
 
Fig. 3.2. The broad wheat cropping regions in Australia (green color) (www.abs.com.au). Statistical 
divisions (dashed line) and state boundaries (solid lines) are also shown here. WA, NT, QLD, SA, NSW, 
VIC, ACT and TAS are for Western Australia, Northern Territory, Queensland, South Australia, New South 
Wales, Victoria, Australian Capital Territory, and Tasmania, respectively. 
3.2.2 Datasets and preprocessing 
To conduct this study, we collected the following data from various sources: wheat yield 
data, cropping area, climate data and satellite data (Table 3.1). Our research was conducted at 
statistical division (SD) level. To achieve this, we first unified spatial and temporal resolutions of 
all the input data into 0.5-degree and monthly interval, respectively. Then, we aggregated monthly 
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variables of climate and satellite data at SD level by using the crop map we generated, which is 
addressed in detail in the following sections. 
3.2.2.1 Crop yield and area 
We collected the wheat yield from Australian Bureau of Statistics (ABS) 
(www.abs.com.au) from 2000 to 2014 at the SD level (unit: t/ha). We did not detrend the yield 
since there is no clear yield trend during 2000-2014 (Hochman et al., 2017; Ray et al., 2012) (Fig. 
3.3). The accurate information of annual wheat cropping regions provides the spatial explicit map 
for more accurate aggregation of information at the corresponding statistical scales. Though it is 
essential for the wheat yield prediction, there is no such annual dataset available in the public 
domain. We only found the Spatial Production Allocation Model (SPAM, www.mapspam.info) 
data as the wheat area in Australia, which provides the spatially continuous field of wheat growing 
area at a spatial resolution of 5-minute for the year of 2005 (You et al., 2014). SPAM uses a cross-
entropy approach to estimate crop distribution based on land-cover map, crop production statistics, 
and cropland data (You et al., 2014).  To generate a SD-level spatial distribution of wheat growing 
area, we resampled the SPAM into 0.5-degree resolution through simple averaging, and the grids 
with less than 5% wheat cropping area were filtered out. We then used this generated area as the 
broad wheat cropping regions (Fig. 3.2) for our study area, and we used this mask to extract climate 
and satellite data. We assume there is no significant cropping area change between 2000 and 2014, 
which is relatively valid since the wheat cropping area from 2000 to 2014 changes within 12% of 




Fig. 3.3. The yield trend in Australia from 2000 to 2014. Sub-figure (a) shows the average yield, and sub-




Fig. 3.4. The wheat growing area changes in Australia from 2000 to 2014 comparing to the reference area 
in 2005. Sub-figure (a) shows the area from 2000 to 2014 in blue line and reference area in 2005 in red line, 
and Sub-figure (b) shows the area change percentage of each year. 
3.2.2.2 Satellite data 
We used two sources of satellite data, enhanced vegetation index (EVI) and sun-induced 
chlorophyll fluorescence (SIF), to approximate aboveground vegetation dynamics associated with 
biomass and photosynthesis. EVI was selected due to its improved sensitivity in high biomass 
regions compared with the conventional normalized difference vegetation index (NDVI), and also 
due to its usefulness in estimating the fraction of absorbed photosynthetically active radiation 
(fPAR) related to chlorophyll contents, which indicates a potential photosynthetic capacity (Sellers 
et al., 1992). We used MODIS MOD13C1 EVI product (Collection 6) only focusing on the pixel 
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with the quality value equal to 0, which has the 0.05-degree spatial resolution and 16-day temporal 
resolution. 
SIF is a novel signal to approximate photosynthetic activities based on the fact that 
chlorophyll of plants emits fluorescence in the near-infrared range (650 to 850 nm) during the 
photosynthesis process (Baker, 2008; Frankenberg and Berry, 2018; Guanter et al., 2014; Meroni 
et al., 2009; Porcar-Castell et al., 2014). It has been found that SIF is empirically correlated with 
photosynthesis at various spatial and temporal scales (Damm et al., 2010; Frankenberg and Berry, 
2018; Guan et al., 2016; Joiner et al., 2014; Meroni et al., 2009; Miao et al., 2018; Sun et al., 2017; 
Yang et al., 2015a). Spaceborne measurements of SIF allow us to approximate photosynthetic 
activities at large scale, such as the SIF from SCanning Imaging Absorption spectroMeter for 
Atmospheric CHartographY (SCIAMACHY) instrument onboard EnviSat and from Global Ozone 
Monitoring Experiment -2 (GOME-2) instrument onboard Eumetsat’s MetOp-A/B platform. The 
SIF from SCIAMACHY is retrieved from a spectral window around 720-758 nm (Köhler et al., 
2015), while SIF from GOME-2 is retrieved from a spectral window around 734-758 nm (Joiner 
et al., 2016). Since there is no single SIF data source covering the whole time period from 2000 to 
2014 for Australia, we used SIF from both SCIAMACHY/EnviSat (ranging from 2002/08 to 
2012/03) and GOME-2/MetOp-A (ranging from 2007/01 to 2014/12) in our study. 
3.2.2.3 Climate data 
We collected 13 climate variables as shown in Table 3.1 The climate variables, including 
temperature, precipitation, etc., are from the Climatic Research Unit (CRU) (Jones and Harris, 





where Vap is the vapor pressure in CRU,  is the saturated vapor pressure (in hPa) at mean 
air temperature (T) calculated using the Clausius-Clapeyron equation (New et al., 2002). In 
addition, the radiation information was collected from SYN1deg product derived from the satellite 
sensor of Clouds and the Earth’s Radiant Energy System (CERES) (Wielicki et al., 1996), which 
includes direct/diffuse flux of shortwave radiation and direct/diffuse flux of photosynthetic active 
radiation (PAR). 
Table 3.1. Details of collected datasets for wheat yield prediction in Australia. 
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and VPD related variables, 
including cloud cover (Cld), 
precipitation (Pre), mean 
temperature (Tmp), maximum 
temperature (Tmx), minimum 
temperature (Tmn), vapor pressure 
(Vap), potential 
evapotranspiration (Pet), and wet 
day frequency (Wet). VPD is 
calculated based on Tmp and Vap 





Radiation related variables, 
including direct/diffuse flux of 
shortwave radiation (SDr/SDf), 
and direct/diffuse flux of surface 
PAR (PDr/PDf) 










3.2.2.4 Exploratory data analysis 
Exploratory data analysis (EDA) (Morgenthaler, 2009) is an essential step before applying 
machine-learning algorithms, which can be used to reduce input dimensionality and incorporate 
expert domain knowledge. Besides dimensionality reduction and selection of the most appropriate 
inputs, EDA can also quantify the correlation between different potential independent variables 
and dependent variable(s), which can help the later interpretation of results from machine-learning 
algorithms. Here, we conducted EDA for 13 climate variables. To conduct EDA, we first divided 
the 13 climate variables into 4 groups based on the domain knowledge. Specifically, the four 
groups are: (1) water supply related variables, including cloud cover percentage (Cld), 
precipitation (Pre), and wet day frequency (Wet); (2) temperature related variables, including mean 
temperature (Tmp), minimum temperature (Tmn), and maximum temperature (Tmx); (3) water 
demand related variables, including potential evapotranspiration (Pet), vapor pressure (Vap), and 
vapor pressure deficit (VPD); and (4) radiation related variables, including direct flux of shortwave 
radiation (SDr), diffuse flux of shortwave radiation (SDf), direct flux of surface PAR (PDr), and 
diffuse flux of surface PAR (PDf). We then calculated correlations among the variables and 
between each variable and the wheat yield. We used the mean value of each variable during the 
growing season to conduct correlation analysis in order to eliminate the influence of their seasonal 
cycle. Finally, we used the following criteria to select inputs for the machine learning algorithms 
from all the climate variables: we selected the climate variables that have the maximum absolute 
correlation with yield in each group; we also included climate variables that have a correlation 
with the previously selected variable in the same group below a certain threshold (0.5 in this study). 
Besides the above EDA, we also conducted another EDA focusing on revealing the 
spatiotemporal pattern of the correlation relationship between different variables (satellite and 
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climate data) and wheat yield. Specifically, we conducted two analyses: (1) Temporal correlation 
analysis: in order to investigate whether end-of-season wheat yield has similar or distinctive 
sensitivities to the climate or satellite data at different months, we calculated correlations at the 
SD level for each month between the yield and different variables across different years (left panels 
in Fig 3.7&3.9). (2) Spatial pattern of the correlation analysis: in order to further investigate 
whether such yield-climate relationships vary in space, we selected the month with the highest 
averaged correlation in terms of the absolute value and examined the spatial pattern of the 
correlation for all the SDs (right panels in Fig 3.7&3.9). 
3.2.3 Machine-learning methods for estimating crop yield 
We used three widely used machine-learning methods (i.e. random forest (RF), support 
vector machine (SVM) and neural network (NN)) and an advanced regression method (LASSO) 
in this study. When applying each method, we normalized all the variables and yield to have a 
mean of 0 and a standard deviation of 1. To generate one predicted R2, we first randomly divided 
the whole dataset across all years and SDs into two parts: 70% of the dataset was used for training 
and 30% of the dataset was used for testing. Next, we determined the best hyper-parameters for 
each method from empirical candidates based on the cross-validated R2 calculated by applying the 
five-fold cross-validation only using the training data (Bengio and Grandvalet, 2004; Kohavi, 
1995). Finally, we applied the optimized models on the testing dataset and calculated the predicted 
R2. The whole process for one predicted R2 was repeated 100 times to calculate the mean predicted 
R2, which was used to evaluate the performance of different models. We used the mean predicted 
R2 to compare the performance of different models, and we have tested the significance of the 
differences (Table 3.2-3.4) and found that the differences are always significant (P-value < 0.05) 
with enough sample size (Table 3.5). In this paper, all the R2s hereafter refer to the mean predicted 
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R2. Results from the four methods can be used to compare and validate with each other. The 
following part of this section provides a general description of the four methods. 
Table 3.2. ANOVA for the differences in the performance between linear and non-linear models in Fig. 
3.10. 
 RF SVM NN 
 F-value P-value F-value P-value F-value P-value 
EVI 2.670 0.104 6.037 0.015 2.537 0.113 
SIF 29.730 0.000 15.687 0.000 1.282 0.259 
Climate 274.649 0.000 420.409 0.000 119.908 0.000 
EVI+SIF 52.028 0.000 51.811 0.000 47.451 0.000 
EVI+Climate 39.218 0.000 183.591 0.000 18.435 0.000 
SIF+Climate 195.056 0.000 293.638 0.000 12.991 0.000 





Table 3.3. ANOVA for the differences in the performance between linear and non-linear models in Fig. 
3.12. 
  RF SVM NN 
  F-value P-value F-value P-value F-value P-value 
EVI from all stages + 
Climate data from one 
specific stage during 
the growing season 
early 56.889 0.000 143.544 0.000 55.858 0.000 
peak 14.834 0.000 78.821 0.000 35.324 0.000 
late 8.110 0.005 28.157 0.000 10.237 0.002 
Climate data from all 
stages + EVI from one 
specific stage during 
the growing season 
early 76.712 0.000 796.096 0.000 36.695 0.000 
peak 0.964 0.327 269.076 0.000 8.744 0.003 
late 153.474 0.000 444.357 0.000 56.500 0.000 
  
Table 3.4. ANOVA for the differences in the performance between linear and non-linear models in Fig. 
3.13. 
  RF SVM NN 
  F-value P-value F-value P-value F-value P-value 
Jun Combined 109.409 0.000 161.402 0.000 55.507 0.000 
EVI only 735.503 0.000 4.206 0.042 9.630 0.002 
Climate only 234.455 0.000 267.801 0.000 141.864 0.000 
Jul Combined 241.967 0.000 258.300 0.000 187.211 0.000 
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Table 3.4. (cont.) 
 EVI only 244.691 0.000 5.775 0.017 3.429 0.066 
Climate only 460.665 0.000 492.814 0.000 274.861 0.000 
Aug Combined 271.077 0.000 402.237 0.000 209.966 0.000 
EVI only 88.226 0.000 0.060 0.807 1.660 0.199 
Climate only 474.611 0.000 541.062 0.000 187.602 0.000 
S
Sep 
Combined 143.047 0.000 580.526 0.000 258.192 0.000 
EVI only 19.701 0.000 7.429 0.007 0.610 0.436 
Climate only 553.259 0.000 1109.118 0.000 350.162 0.000 
O
Oct 
Combined 17.676 0.000 257.339 0.000 12.382 0.001 
EVI only 56.010 0.000 11.206 0.001 1.613 0.206 
Climate only 459.208 0.000 799.682 0.000 357.070 0.000 
N
Nov 
Combined 2.215 0.138 315.725 0.000 30.241 0.000 
EVI only 2.316 0.130 2.106 0.148 0.499 0.481 
Climate only 268.525 0.000 606.045 0.000 125.741 0.000 
D
Dec 
Combined 0.008 0.927 244.842 0.000 27.333 0.000 
EVI only 1.248 0.265 0.004 0.947 0.138 0.710 




Table 3.5. ANOVA for the differences in the performance between linear and non-linear models of “Dec: 
EVI only” in Table 3.4 with increasing sample size. 





















100 -0.008 1.248 0.265 0.000 0.004 0.947 0.002 0.138 0.710 
150 -0.009 2.464 0.118 0.003 0.202 0.654 -0.004 0.470 0.494 
200 -0.011 4.890 0.028 0.007 1.747 0.187 -0.005 0.991 0.320 
250    0.007 2.236 0.135 -0.005 1.745 0.187 
300    0.005 1.669 0.197 -0.004 1.249 0.264 
350    0.007 3.618 0.058 -0.005 1.879 0.171 
400    0.007 3.655 0.056 -0.006 2.533 0.112 
450    0.007 4.742 0.030 -0.007 4.218 0.040 
500    0.007 4.429 0.036 -0.008 6.149 0.013 
 
3.2.3.1 Least absolute shrinkage and selection operator (LASSO) 
LASSO is a shrinkage and selection method for linear regression proposed by Tibshirani 
(1996). It minimizes the usual sum of squared errors, with a bound  on the sum of the absolute 
values of the coefficients.  is the hyper-parameter, which can set the coefficients of the input 
variables (i.e. climate and satellite factors) to be exactly 0 with large values, effectively removing 
them from the model since they have high correlations with the input variables remained. Thus, 
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the LASSO performs automated feature selection as a part of the estimation procedure, resulting 
in parsimonious models. Since the input variables (i.e. climate and satellite factors in different 
months) have correlations, it is rational to let LASSO automatically remove redundant 
information. 
3.2.3.2 Random forest (RF) 
RF is an ensemble learning technique by combining a large set of decision trees for 
classification or regression (Breiman, 2001). In the RF regression, each tree is built by selecting a 
random set of variables and a random sample of the dataset. Three hyper-parameters need to be 
tuned in the RF algorithm, which are the number of trees in the “forest”, the number of features to 
consider when looking for the best split, and the maximum depth of the tree. RF usually generates 
an overall better model than single decision tree models (Mutanga et al., 2012), as RF compensates 
the bias brought by the single decision tree due to the randomness. In addition, RF also shows 
efficiency to handle high-dimensional datasets (Vincenzi et al., 2011),  which helps to analyze the 
dataset in this study, i.e. six monthly climate variables and two monthly satellite metrics over seven 
months. 
3.2.3.3 Support vector machine (SVM) 
SVM is a specific class of algorithm characterized by the usage of kernels and acting on 
the margins (Gunn, 1998). In the SVM regression, the input will be first mapped into a high-
dimensional feature space using a kernel function, which can be linear or non-linear depending on 
the relationship between dependent and independent variables, and then a linear model is 
constructed in the feature space to balance between minimizing errors and overfitting (Smola and 
Schölkopf, 2004). Hyperparameters that need tuning include parameters of the kernel function, 
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error margin and the overfitting penalty. By comparing different kernels, we can find the optimized 
kernel that reflects whether the relationship between climate data and yield are linear or non-linear.  
3.2.3.4 Neural network (NN) 
NN is a machine learning algorithm that is inspired by the structure and functional aspects 
of biological neural networks (Funahashi, 1989; Specht, 1991). NN is based on a collection of 
conceptualized neurons. NN contains input, hidden and output layers, and data move between 
layers across weighted connections. A neuron in one layer is calculated from the previous layer by 
first calculating a weighted sum of all its inputs and then applying a transfer function. For NN, 
framework parameters, such as the number of hidden layers, the number of neurons in each layer, 
and the transfer function are hyper-parameters that are to be tuned. Additionally, model training 
parameters, such as learning rate, decay rate, and momentum, are also hyper-parameters to be 
tuned. Though NN in general has more hyper-parameters to tune than the other two machine 
learning approaches above, it usually can generate better predictive performance for various 
applications (Cox et al., 1987; Khan et al., 2001; Odom and Sharda, 1990). 
3.2.4 Experiment design 
To answer the research questions and test hypotheses proposed in this paper, two groups 
of experiments were designed and applied with four empirical methods mentioned above (i.e. one 
linear-regression method and three machine-learning methods). The first group of experiments 
was designed to answer the first research question, i.e. what combination(s) of input data (i.e. 
climate data and satellite data) will achieve the best performance of predicting wheat yield in 
Australia? Since the potential input data include both climate data and satellite data (i.e. SIF and 
EVI), we applied the methods to the following seven combinations of inputs, they are: (1) SIF 
only; (2) EVI only; (3) Climate only; (4) SIF combined with climate; (5) EVI combined with 
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climate; (6) SIF combined with EVI; (7) SIF combined with EVI and climate. Since SIF is 
collected from both GOME-2 and SCIAMACHY with different time periods, we ran the above 
experiments twice using one of the two sources of SIF data. Comparing the predicted R2 
performance of the above seven input combinations, we can find which combination performs the 
best and answer the third research question. 
The second group of experiments was designed to answer the second research question 
(What are the unique and overlapping contributions from climate data and satellite data to wheat 
yield prediction in Australia) and the fourth question (Practically, as more data added as inputs 
with the progression of time, how does the in-season prediction of wheat yield improve over the 
time?). We developed two sub-group experiments here. The first sub-group experiment was to test 
how climate data and satellite data from different growing stages contribute to yield prediction. 
We defined three growing stages: (1) the early growing stage (Jun. and Jul.), (2) the peak growing 
stage (Sep. and Oct.), and (3) the late growing stage (Nov. and Dec.). To eliminate the effect of 
different numbers of months in each stage, we purposely defined each of the three growing stages 
with an equal number of months, and we left out the data from Aug. in this case, since this month 
is in the middle of the early and the peak growing stages and has the similar EVI as Sep. (Fig. 3.5). 
When evaluating the added value of climate data from different growing stages, we applied the 
four methods with the inputs including the satellite data from all the growing stages, but only 
including the climate data from one specific growing stage; we then compared the predicted R2 of 
the new model results with the benchmark model that used all the satellite data, and determined 
which stage of climate data had more additional value for the final yield prediction. The similar 
evaluation was applied to see the added value of the satellite data at different stages given all the 
climate data being included in the inputs. Specifically, we applied the four methods with the inputs 
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including the climate data from all the growing stages, but only including the satellite from one 
specific growing stage; we then compared the predicted R2 of the new model results with the 
benchmark model results that use all the climate data, and determined which stage of the satellite 
data has more additional value for the final yield prediction. 
 
 
Fig. 3.5. Time-series EVI curves of west, east and all regions in Australia. 
The second sub-group experiment focused on the temporal progression of the model 
performance (measured by predicted R2) at different growing stages, i.e. the in-season predictive 
performance of wheat yield. For any month during the growing season, input information from the 
current month and previous months since the beginning of the growing season were used to predict 
the end-of-season wheat yield. The progression of the predicted R2s from different models based 
on different combinations of inputs (i.e. climate data only, satellite data only, and all data 
combined) was obtained. Based on these results, we could identify the added value of either 
climate data or satellite data over the time for the in-season prediction. The in-season prediction 
was also achieved using different methods and different input combinations to examine when the 
optimal predictive performance can be achieved (i.e. how early and how accurate we could predict 




Finally, to test the practical performance of the model, we conduct “leave-one-year-out” 
prediction to test our model’s out-of-sample prediction performance. Specifically, we used one-
year data for testing and all other years’ data for training. 
3.3. Results 
3.3.1 Selection of climate variables 
The Exploratory data analysis (EDA) results for 13 climate variables are shown in Table 
3.6. We find that the water-supply related variables are all positively correlated with yield, while 
the temperature related and water-demand related variables are negatively correlated with yield. 
For the radiation-related variables, direct flux of shortwave radiation (SDr) and direct flux of 
surface PAR (PDr) are both negatively correlated with yield, which are opposite to the diffuse flux 
of shortwave radiation (SDf) and diffuse flux of surface PAR (PDf) showing the positive 
correlations with yield. To select variables from each group as input for yield prediction, we 
followed the methodology in section 2.2.4: we selected the climate variables that have the 
maximum absolute correlation with yield in each group; we also included climate variables that 
have a correlation with the selected variable in the same group below a threshold (0.5 in this paper). 
For example, we selected wet day frequency (Wet) since it has highest absolute correlation value 
with yield in the water-supply related group, and also selected precipitation (Pre) since its 
correlation with Wet is below the threshold 0.5. For the temperature related group and the water-
demand related group, we selected monthly average daily maximum (Tmx) and potential 
evapotranspiration (Pet) respectively. The radiation related group is an exception since the 
correlations contain both positive and negative values, and PAR is more related to photosynthesis 
than shortwave. Thus, we selected both direct flux of surface PAR (PDr) and diffuse flux of surface 
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PAR (PDf). Based on the above criteria, we selected six climate variables (Wet, Pre, Tmx, Pet, 
PDr, and PDf) out of the total 13 variables to represent climate conditions. We found that the 
model performance of using these six variables is equivalent to the model performance of using 
all the 13 variables (Fig. 3.6), which demonstrates the effectiveness of the EDA. 
 
Fig. 3.6. The performance of yield prediction using all climate variables and selected six climate variables 
over the four methods. 
 
Table 3.6. EDA results showing the correlations among the 13 climate variables (only upper triangular table 
is shown since the table is diagonally symmetric) and correlations between each climate variable and yield 
(last column). Climate variables are grouped into four categories with different colors: yellow for water-
supply related variables, red for temperature related variables, blue for water-demand related variables, and 





3.3.2 Spatiotemporal correlations between various variables and wheat yield 
We further conducted EDA to reveal the spatiotemporal patterns of correlations between 
different factors (i.e. satellite data and climate data) and wheat yield. The relatively similar 
spatiotemporal patterns for the whole Australia indicate we can build one model for all regions 
instead of different models for different regions at the SD-level in Australia. 
3.3.2.1 Spatiotemporal correlation pattern between satellite data and yield 
The spatiotemporal patterns of correlations between the satellite data and wheat yield are 
shown in Fig. 3.7a-c.  The temporal correlation results (right panels in Fig. 3.7a-c) show that the 
three sources of satellite data share the same pattern, i.e. their correlation with yield first increases 
steadily till the peak around October, and then starts to decrease. We notice that EVI at different 
months all have a positive correlation with yield (including both its mean and one standard 
deviation). On the contrary, SIFSCIAMCHY and SIFGOME-2 both contain some negative correlations 
with the yield at the early and late growing stages, which may be due to the large noises when 
satellite SIF signal is low. SIFGOME-2 in general contains more negative correlations with yield than 
SIFSCIAMCHY, and the positive correlations between SIFGOME-2 and yield are also smaller than those 
between SIFSCIAMCHY and yield, which indicates that SIFSCIAMCHY may have a higher signal-to-
noise ratio than SIFGOME-2 (comparison for the same study period, i.e. 2007-2011, Fig. 3.8). Though 
EVI in general has a higher correlation with yield than both SIF products, it is worth noting that 
SIFSCIAMCHY has the highest correlation with yield at the peak season Oct (r=0.71±0.16), higher 
than EVI’s peak correlation with yield (r=0.63±0.19), which indicates that SIF can better capture 





Fig. 3.7. Spatiotemporal patterns of correlation coefficients between the satellite data and wheat yield. In 
each sub-figure a-c (i.e. EVI, SIFSCIAMACHY, SIFGOME-2), left panel shows the temporal correlation result (see 
Section 2.2.4), in which each dot stands for the mean correlation averaged from all the SDs between yield 
and a variable in that specific month, and error bar represents one standard deviation of the correlations. 
The right panel in figure a-c shows the spatial pattern of the correlation coefficients at the SD level for the 





Fig. 3.8. Temporal patterns of correlation coefficients between three satellite variables (i.e. EVI, 
SIFSCIAMACHY, and SIFGOME-2) and wheat yield in the time range from 2007 to 2012. Each dot stands for the 
mean correlation averaged from all the SDs between yield and a variable in that specific month, and error 
bar represents one standard deviation of the correlations. 
Focusing on the spatial patterns of correlation between different satellite data and the yield 
(left panels in Fig. 3.7a-c), which we only looked at the peak month Oct., both EVI and 
SIFSCIAMCHY show that their correlation with yield are homogeneously high across the space, 
excepting small areas in southwest and northeast that are less correlated with yield. SIFGOME-2 
shows more spatial heterogeneity patterns (some areas even have negative correlations) that is not 
consistent with the results of EVI and SIFSCIAMACHY, which may be due to its low signal-to-noise 
ratio in SIFGOME-2.   
3.3.2.2 Spatiotemporal correlation pattern between the selected six climate factors and yield 
Spatiotemporal patterns of correlations between the selected six climate variables and 
wheat yield are shown in Fig. 3.9. For temporal correlation results (left panels in Fig. 3.9a-f), we 
find that the maximum absolute correlation occurs around the peak growing stage (i.e. Sep. or 
Oct.) for all variables except for radiation-related variables (i.e. PDr and PDf). In general, the 
water-supply related variables, i.e. precipitation (Pre) and wet day frequency (Wet), both have 
positive correlations with yield and reach to the highest correlation with yield in Sep. or Oct., but 
then have a significant decrease in the correlation after the peak growing stage, which may indicate 
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that yield has the largest sensitivity to water stress in the peak growing season, and this sensitivity 
decreases afterwards. The water-demand related variables, i.e. potential evapotranspiration (Pet) 
and maximum temperature (Tmx), both in general have negative correlations with yield and reach 
to the maximum negative correlation in Oct. However, the two radiation-related variables have the 
minimum absolute correlation in Oct., but they have the maximum absolute correlation in the early 
growing season (Jun., Jul., and Aug.) and the later growing season (Nov.). The radiation-related 
results are not intuitive to explain and lack of their importance from prior literature, thus we decide 
not to over-interpret these results. 
 
Fig. 3.9. Spatiotemporal patterns of correlation coefficients between the six climate variables and wheat 
yield. In each sub-figure a-f (i.e. Pre, Wet, Tmax, PDr, and PDf), left panel shows the temporal correlation 
result (see Section 3.2.2.4), in which each dot stands for the mean correlation averaged from all the SDs 
between yield and a variable in that specific month, and error bar represents one standard deviation of the 
correlations. The right panel in figure a-f shows the spatial pattern of the correlation coefficients at the SD 
level for the month that has the maximum absolute correlation from the left panel, with a red circle 




Fig. 3.9. (cont.) 
 
We further examined the spatial distributions of correlations of different climate variables 
in the month with peak correlation. In general, climate variables in Eastern Australia have higher 
correlations with yield in terms of the absolute correlation values than in Western Australia. Time 
series of satellite EVI for both regions indicate that wheat has similar growing periods for the two 
regions at the broader spatial scales (Fig. 3.5). Thus, we largely attribute the spatial difference of 
the yield-climate relationship to the different underlying climate conditions (Chenu et al., 2013; 
Potgieter et al., 2002). 
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3.3.3 Multi-model performance of estimating wheat yield 
We conducted the first group of experiments by applying the four methods using the 
different combinations of inputs, with the performance shown in Fig. 3.10. Generally, better 
prediction performance is achieved with more input data. Climate data plus satellite data together 
as inputs can achieve the best performance. However, we notice that EVI+Climate and 
EVI+SIF+Climate perform almost equivalently, indicating that SIF does not add extra 
contributions beyond EVI in this case. For the model performance with only individual inputs, 
climate data achieves the highest performance, higher than EVI and SIF. SIF (either GOME-2 or 
SCIAMACHY) as a single input performs the worst, which may be largely due to its coarse 
resolution and high noise level. In addition, we notice that non-linear methods (i.e. RF, SVM, and 
NN) outperform the linear method (i.e. LASSO), largely due to the fact that most relationships 
between yield and different variables are non-linear, and the non-linear methods can better capture 
these relationships than the linear method. The results in Fig. 3.10 and results of EDA together 
answer the first research question, i.e. What combination(s) of input data (i.e. climate data and 
satellite data) will achieve the best performance of predicting wheat yield in Australia? In the next 
section, we further evaluated the performance of different information (climate and satellite data) 
at different stages and quantified their unique and overlapping contributions in predicting yield 
(i.e. the second research question). Based on the above results of SIF and EVI, in the following 
analyses, we only use EVI to represent the satellite data, as SIF does not add extra information 





Fig. 3.10. The model performance (predicted R2) of the four methods using different combinations of inputs 
for the whole growing season. The SIF-related results are only shown for using the SIFSCIMACHY with the 
time range from 2002 to 2012, and the results of SIFGOME-2 are shown in Fig. 11. Different colors stand for 
different methods (blue for LASSO, red for RF, green for SVM, and yellow for NN). The error bars are one 
standard deviation of predicted R2 from 100 ensembles by randomly dividing training and testing dataset. 
 
 
Fig. 3.11. The model performance (predicted R2) of the four methods using different combinations of inputs 
for the whole growing season. The SIF used is SIFGOME-2. Different colors stand for different methods (blue 
for LASSO, red for RF, green for SVM, and yellow for NN). The error bars are one standard deviation of 
predicted R2 from 100 ensembles by randomly dividing training and testing dataset. 
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3.3.4 Quantifying unique and overlapping information from climate and satellite data 
To reveal how climate data and satellite data from different growing stages contribute to 
yield prediction, we conducted the first sub-experiments of the second group of experiments 
(Section 3.2.4). We evaluated the model performance using inputs from one source of information 
for the whole growing season while only using the other source of information from a specific 
growing stage. For the experiment that includes all the EVI data but only one period of climate 
data (Fig. 3.12a), we find that adding climate information on top of EVI can significantly improve 
the prediction performance, varying from 0.06 to 0.12 increase in the predicted R2 (note the dashed 
lines in Fig. 3.12a show the model prediction of only using all the EVI information). The three 
non-linear methods show that the climate inputs of both “Early” and “Late” growing season 
periods have more added contribution to the yield prediction than the “Peak” season; while the 
linear method (i.e. LASSO) only shows more added value in the “Late” season. The above results 
do not fully support our earlier hypothesis that climate data contribute more unique value to yield 
prediction in the “Late” stage; instead, our results show that climate data provides unique and 
added information across the whole growing season. 
 
Fig. 3.12.  (a) The model performance (predicted R2) using EVI for all the months but using the climate 
data for only one period of the growing season, which has been divided to be Early (Jun. and Jul.), Peak  
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Fig. 3.12. (cont.) 
(Sep. and Oct.), and Late stage (Nov. and Dec.). The dashed line in (a) represents the benchmark model 
performance of using EVI from all the months only without any climate information. (b) The model 
performance (predicted R2) using the climate data for all the months but using EVI for only one period of 
the growing season. The dashed line in (b) represents the benchmark model performance of using the 
climate data from all the months only without any EVI as input. In both (a) and (b), blue, red and green 
stand for information from the early, peak and late growing stages, respectively. The error bars are one 
standard deviation of predicted R2 from 100 ensembles by randomly dividing training and testing dataset. 
We repeated the above analysis with using all the climate data from the whole growing and 
using satellite data (here EVI only) for a specific growing period. First, we find that the largest 
added value of EVI happens during the “Peak” stage, followed by the “Early” stage, and EVI in 
the “Late” stage provides little added value. This finding lends support to one of our hypotheses 
that the peak-value vegetation index contains most of the crop growth condition from both biotic 
and abiotic stresses, while in the “Late” stage the crop enters the senescence stage and vegetation 
index reduces its value as an indicator of crop biomass and yield. Second, in terms of the model 
performance, we find that the added value of EVI given all the climate data (Fig. 3.12b, bars above 
the dashed line) is in general smaller than the added value of climate data given all the EVI (Fig. 
3.12a, bars above the dashed line), except the peak EVI for the LASSO case in Fig. 3.12b. One 
possible reason that LASSO shows a different pattern may be because that LASSO as a linear 
model could not fully capture the non-linear yield responses to climate. 
We further conducted the second sub-experiments of the second group of experiments 
(Section 3.2.4), with results shown in Fig. 3.13. The results (top panels in Fig. 3.13a-d) show the 
temporal progression of the model performance using different input sources, i.e. climate data only 
(“[Climate only]”), EVI only (“[EVI only]”), and combined climate data and EVI (“[Combined]”). 
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All the four methods show a generally similar pattern: (1) for any specific input source, the model 
performance increases with time as more input data have been ingested, and the model 
performance usually reaches to the saturation at the late growing season. (2) [Combined] achieves 
the best performances among the three input sources, and [Climate only] has better performances 
than [EVI only] for all three non-linear methods but not for the LASSO. However, we find obvious 
differences in the performance trajectory between [EVI only] and the other two input sources (i.e. 
[Climate only] and [Combined]). Specifically, compared with the two other input sources for all 
the four methods, [EVI only] starts with a much lower performance (~0.1-0.2 in predicted R2), and 
achieves a much larger increase in performance later (~0.3-0.4 increase in predicted R2), with most 
of the increased performance achieved before Oct. Instead, both [Climate only] and [Combined] 
start with a relatively high performance (~0.4 in terms of predicted R2) for the three non-linear 
methods and achieve much smaller increases in performance during the growing season (~0.2 
increase in predicted R2). This may be related to the setup of our current modeling framework, i.e. 
we treat each SD-year as an independent sample, and our model predicts both spatial and temporal 
variabilities. The early season climate information captures some spatial pattern of yield; for 
example, the temperature gradient in space is largely maintained from the early to the late growing 
season, thus if the yield is correlated with temperature, early season temperature can capture some 
of these yield patterns in space. However, the early season EVI is homogeneously low in space 
and provides little information about the spatial pattern. The relatively high predictive performance 
of using climate related inputs (i.e. [Climate only] and [Combined]) during the early season is thus 





Fig. 3.13. (a)-(d) The temporal progression of the model performance based on the four methods. In each 
sub-figure, the top panel shows the temporal progress of model performance with time (i.e. the prediction 
at any specific month contains input data covering from the beginning of the growing season to that specific 
month, thus the later period contains more inputs and usually has a higher performance). Different colors 
refer to the model performance of using a specific input source: blue for climate data only (“[Climate 
only]”), red for EVI only (“[EVI only]”), and green for combined climate data and EVI (“[Combined]”). 
The bottom panel in each sub-figure shows the differences of model performance between [Combined] and 
[EVI only] (in purple color, which indicates the benefits from climate data, calculated by subtracting the 
red line from the green line in the corresponding top panel), and between [Combined] and [Climate only] 
(in yellow color, which indicates the benefits from EVI, calculated by subtracting the blue line from the 
green line in the corresponding top panel). The black line in the bottom panel shows the temporal 




Fig. 3.13. (cont.) 
method, and this black line serves as an indicator of the overlapping information between the climate data 
and EVI. 
 
Furthermore, focusing on the added value of either climate or satellite data progressed over 
time (bottom panels in each sub-figures of Fig. 3.13), we find a general pattern that with the 
progression of the growing season, the added value of climate data decreases from the “Early” to 
the “Peak” stage and then stagnates, while the added value of satellite data (here EVI) almost has 
exactly the reversed pattern. This result indicates that as the growing season progresses, climate 
information has been absorbed gradually by the satellite information. This interpretation is further 
justified by the black line in those panels, which indicates the predicted R2 (using the same six 
climate variables to predict EVI with the corresponding methods) increases from the beginning of 
the growing season till Oct. (i.e. the “Peak” stage) and decreases afterwards. It is worth noting that 
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the added value of climate data shown by Fig. 3.13 is apparently different from the findings from 
Fig. 3.12, and such disparity is primarily due to the different experimental setup. Fig. 3.12 shows 
the added value of climate data by using all EVI information from all stages, while Fig. 3.13 shows 
the added value of climate data by using accumulated EVI information at different stages. 
Finally, our study demonstrates the practical performance through the “leave-one-year-
out” experiment for the out-of-sample predictions (Fig. 3.14), which shows a generally high 
performance of different models, with the SVM reaching to R2 of 0.8, except the drought year in 
2006. The low performance in 2006 indicates that the empirical model is constrained by the 
variabilities in the existing record, and if climate conditions are not sampled in the historical or 
training record, the out-of-sample predictions for those extreme climate conditions may not have 
a good performance. 
 
Fig. 3.14. “leave-one-year-out” experiment. (a) The performance of the four methods across different years. 
One-year data is selected for testing, while data from other years for training. The worst performance in 
2006 may be due to the extreme drought. (b) Scatter plot between accumulated monthly precipitation and 
averaged monthly max temperature during growing season across different years in Australia. The year 





3.4.1 Combining climate and satellite data achieves best yield prediction 
Our results show that combining climate data and satellite data has achieved the best 
performance for predicting wheat yield compared with using any single data source or other 
combinations of data sources. If using only a single data source, climate data can achieve much 
better predictive performance than the satellite data alone (i.e. EVI and SIF here) (Fig. 3.10). 
Regarding what climate variables provide the most useful information, our results find that the 
water-supply related variables (e.g. precipitation), temperature-related variables (e.g. mean 
temperature), and water-demand related variables (e.g. VPD) all play important roles in the model, 
which is consistent with the prior work (Fitzpatrick, 1963; Fitzpatrick and Nix, 1969; Gouache et 
al., 2015; Landau et al., 2000; Nix and Fitzpatrick, 1969). These three groups of climate variables 
all show the highest correlation magnitudes with the yield around the peak growing season (Sep. 
or Oct.) (Fig. 3.9), which largely explain why the climate data-based models reach their optimal 
performance around the peak growing season (Fig. 3.13). 
Our results also demonstrate our approaches’ capability of predicting wheat yield with a 
lead time up to two months before the maturity (Fig. 3.13) in Australia, which shows the R2 reaches 
its highest value around Oct. The best model, i.e. SVM, can achieve the yield prediction of 0.73 in 
predicted R2 in Oct. (the optimal performance is 0.75 in predicted R2 in Dec.). The model 
performance and also the lead time of our prediction are in-line with or better than the existing 
prior work, for example, Franch et al. (2015) shows their yield model can achieve R2 ranging from 
0.26 to 0.71 with about two months lead time before the harvest time. In addition, the result of the 
“leave-one-year-out” experiment for the out-of-sample predictions (Fig. 3.14) demonstrate the 
practical performance of our approach discussed at the end of Section 3.3.4. 
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3.4.2 Comparing the performance of SIF and EVI for yield prediction 
One goal of this study is to investigate whether satellite SIF data has better performance 
than the widely used vegetation indices (VI) in terms of capturing crop stress and predicting yield. 
In the current study we used one of the most widely used VIs, i.e. MODIS EVI, and used two SIF 
products from GOME-2 and SCIAMACHY. Monthly EVI and SIF increase their correlations with 
yield till Oct. (i.e. the peak growing season), and then their correlations with yield start to decrease 
(Fig. 3.7). We find that EVI as a single input can achieve a much better predictive performance 
than both two SIF products (Fig. 3.10). Combining SIF and EVI together as inputs can slightly 
improve the model performance compared with only using EVI as the single input (Fig. 3.10). 
However, using EVI+Climate as inputs achieves the same performance as using EVI+SIF+Climate 
as inputs (Fig. 3.10). These results conclude that in the current study for predicting SD-level wheat 
growth condition and yield variability, EVI is better than SIF, and it seems that SIF provides little 
unique information beyond EVI. There are multiple reasons possibly explaining this finding. First, 
the currently available SIF data has a coarse spatial resolution (0.5~1 degree) and it could not 
capture small and localized features in space. Besides, the SIF data is temporally infrequent 
(~monthly time step), thus even though lab and field measurements of SIF have been found to be 
effective in capturing short-term crop stresses due to SIF’s ability to characterize photosynthetic 
activities (Magney et al., 2017; Miao et al., 2018; Porcar-Castell et al., 2014; Yang et al., 2015b), 
at the monthly scale such advantages disappear. Furthermore, SIF retrievals from the satellite data 
is more complicated which also contain more uncertainties than satellite-based VIs, which are 
based only on the simple arithmetic calculation of surface reflectance. Though the recent NASA’s 
OCO-2 satellite improves the SIF retrievals and has an improved footprint spatial resolution, it 
could not resolve the above issues of low spatial and temporal resolutions due to its low sampling 
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coverages in both space and time, thus OCO-2 may not significantly improve SIF data’s ability in 
conducting large-scale yield monitoring compared with their predecessors such as GOME-2 and 
SCIAMACHY (Guan et al., 2016). The promises of the satellite SIF data for regional finer-scale 
crop monitoring lies mostly in other sensors such as TROPOMI (Guanter et al., 2015; Köhler et 
al., 2018), FLEX (Drusch et al., 2017; Rascher et al., 2008), and GeoCARB (Buis, 2018), which 
have much finer spatial resolutions and temporal frequency, or lies in developing advanced spatial-
temporally downscaling technology to bring satellite SIF data to more finer resolution (Badgley et 
al., 2017); some other downscaling SIF work by Duveiller & Cescatti (2016). 
3.4.3 Unique and shared contributions of the climate and satellite data to yield prediction 
We also explicitly assessed the unique and collective contributions of the climate data and 
satellite data to the yield prediction. Since we have found that satellite SIF does not provide 
additional information than EVI in our study, for this analysis we only focused on EVI to represent 
the satellite data. First, we find that EVI and climate data share the large overlapping information. 
The black line in Fig. 3.13 shows how much variability of EVI can be explained by the climate 
data accumulated over the time, and 85%-95% variability of the peak-time EVI (happened in Oct.) 
is explained by the climate data from the beginning of the growing season to Oct., independent of 
the methods used. We further find that EVI’s unique contribution given the climate data in general 
is much smaller than the climate data’s unique contribution given EVI’s information (Fig. 3.12), 
and this is consistent with the above finding that EVI can be largely captured by the accumulated 
climate information. 
Given the climate data and satellite data having large overlapping information, our study 
does reveal the unique information from these two sources. Regarding which specific period that 
EVI shows a unique contribution given all the climate data, we find that EVI at the peak season 
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can provide most such information (Fig. 3.7a & 3.12b), which suggests that peak-season EVI 
contains biotic or abiotic stress information and may not be captured by the accumulated climate 
information. Climate data’s unique information exists across the whole season (Fig. 3.12a), instead 
of only in “late” growing season as we hypothesized earlier. This result indicates that climate 
variables over the whole growing period play critical roles in determining the wheat growth and 
final wheat yield in Australia for the past 15 years. Some critical factors, such as biotic factors 
beyond those have been captured by satellite VIs, farmer management practices, and soil 
properties, can also contribute to explaining more yield variability, and though addressing these 
factors is beyond the scope of the current study, it is worth pursuing as a meaningful future work 
when the appropriate data becomes available. 
3.4.4 Methodology comparison and limitations 
We find that the non-linear machine learning methods (i.e. RF, SVM, and NN) have better 
performance than the linear method (i.e. LASSO) (Fig. 3.10-3.13).  Comparing the model 
performance of only using EVI and only using climate data (Fig. 3.10), we find that the non-linear 
methods gain more performance improvements over the linear method for only using climate data 
than only using EVI, indicating that the impacts of climate variable on wheat yield contains more 
non-linear responses than EVI. This finding is consistent with the literature as both temperature 
and precipitation exert non-linear responses on yield (Alvarez, 2009; Stöckle et al., 2003; Zheng 
et al., 2014), which would be less captured by the linear method. 
The current study nevertheless has a few limitations which should be improved in the future 
study. Primarily, the current wheat map is static for all years from 2000 to 2014. However, the 
wheat growing area change from year to year, and a static wheat growing area can lead to errors 
when we extract the area for the climate and satellite data in modeling yield as well as errors when 
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aggregated yield is needed (e.g. the national wheat yield is an area-weighted yield that requires 
explicit SD wheat area information). For future studies, we suggest producing wheat annual 
mappings from satellite data (Moran et al., 1997; Pan et al., 2012; Potgieter et al., 2013, 2011; 
Wardlow and Egbert, 2008) to reduce the potential errors. Secondly, we recognize that additional 
information can be added to the yield prediction model as they may provide complementary 
information to further improve the crop yield prediction, such as soil property information 
(Newlands et al., 2014; Potgieter et al., 2014; Stephens et al., 1989) or satellite data from other 
spectral bands (Guan et al., 2017). For example, passive or active microwave remote sensing data 
provide canopy biomass and water content (Liu et al., 2006; Vereecken et al., 2012), thermal 
remote sensing provides canopy temperature and water stress (Anderson et al., 2011, 2007; Otkin 
et al., 2013; Potgieter et al., 2014), and these data should provide complementary information than 
EVI and SIF that are used here. Thirdly, our analysis was based on the SD level (more than 1 shire 
or district), which is in a relatively coarse resolution. In reality, smaller-scale yield statistics exist 
in Australia at the shire level, however, it has a shorter data record available for such an analysis 
due to data gaps after 2000. Although the current SD level analysis has a longer temporal period, 
it also leads to small spatial sample size and limits the performance of machine learning methods. 
Thus, an increase in sample size (temporal and spatial resolutions) and more accurate classification 
of crop type will improve the predictive modeling approach thus leading to improved spatial-
specific crop production models. 
3.5. Conclusion 
In this study, we used data-driven approaches to predict wheat yield in Australia based on 
climate and satellite data, involving three machine learning approaches and an advanced regression 
approach. To help interpret the results, we conducted an EDA analysis before building the 
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empirical models. We find that integrating climate data and satellite data can achieve the best 
performance for yield prediction. By decomposing the contributions from climate data and satellite 
data, we can find their unique and overlapping information for yield prediction. Specifically, we 
find that the satellite data can gradually capture crop yield variability, which also reflects the 
accumulated climate information. Climate information that cannot be captured by satellite data 
serves as a unique contribution to wheat yield prediction across the entire growing season. By 
comparing the two satellite data (i.e. SIF and EVI), we find that SIF does not show a better 
performance than EVI for yield prediction at the SD scale in Australia, which may be largely due 
to its low signal-to-noise ratio (Guan et al., 2016). In addition, we also explored the potential for 
timely in-season yield prediction and found that decent prediction performance can be obtained 
about two months before harvest in Australia. This study formulates a robust modeling framework 
to integrate satellite and climate data to predict crop yield at large spatial scales, and this 




CHAPTER 4: DETECTING IN-SEASON CROP NITROGEN STRESS OF CORN FOR 
FIELD TRIALS USING UAV- AND CUBESAT-BASED MULTISPECTRAL SENSING 
 
Abstract 
Nitrogen (N) fertilizer management is important for precision agriculture, which aims to 
not only maximize the profits, but also ensure environmental sustainability by improving N use 
efficiency. Effective N fertilizer management can either avoid N stress or provide timely and 
accurate detection of in-season N stress for remedies. Traditional evaluation of N trial experiments 
to evaluate different N management practices has to wait until harvest, and does not allow tracking 
of when and how N stress develops. Meanwhile, rapid developed remote sensing technology offers 
new opportunities for in-season evaluation of N status and detection of N stress for crops, including 
both the Unmanned Aircraft Vehicle (UAV)-based and satellite-based multispectral sensing. In 
this study, for the 2017 growing season in Central Illinois, we collected weekly multispectral 
images of corn fields from UAV and Planet Lab’s CubeSat, as well as various other ground 
measurements for an experiment that included 28 N management treatments and four replicates. 
We strategically focused on 11 out of 28 N management treatments, and found that both the UAV- 
and CubeSat-based multispectral sensor were able to detect N stress at vegetative stages before 
tasseling, and both could detect changes in the level of N stress through derived green chlorophyll 
index (CIg) for different N management practices. The UAV-based CIg reveals more spatial 
details among trial plots with different N management practices than CubeSat-based CIg at the 
plot level due to its higher spatial resolution. The CubeSat-based CIg showed high consistency 
with the UAV-based CIg (correlation above 0.9), which indicate the potential of CubeSat-based 
CIg to be applied for N stress detection at larger spatial scale. Our study also found that CIg time-
100 
 
series during the reproductive stage (~R3-4 stage) and final corn yield showed high correlation 
(0.85). This study demonstrates the UAV- and CubeSat-based multispectral sensing is able to 
monitor N stress of corn throughout the growing season. This method shows promise for use in 
evaluating N management practices, and to be applied to assist in making N management 
decisions. 
4.1. Introduction 
Fertilizer management for modern agriculture aims to supply sufficient fertilizer amounts 
to avoid nutrient stress of crops and allow crops to realize their maximum yield potential        
(Meisinger et al., 2008; Morris et al., 2018; Scharf, 2015). Meanwhile, fertilizer management also 
aims to avoid over-application to ensure environmental sustainability (Daberkow et al., 2008; 
Randall et al., 2008; Stevenson and Keeney, 1982), as excessive fertilizer can escape from 
agroecosystems through volatilization, denitrification, leaching, and runoff, and cause 
environmental concerns (Morris et al., 2018). In the US Corn Belt, which produces nearly 40% of 
global corn production, the relatively inexpensive N fertilizer compared with the undesirable 
consequence of under-fertilization for crop yield motivates farmers to apply N in excess of 
demonstrated need, with the additional amount as “insurance’’ against yield penalty (Scharf, 
2015). As a consequence, only one-third to half of the N fertilizer input is absorbed in the harvested 
product (Cassman et al., 2002; Zhang et al., 2015), whereas substantial N stay in the soil may 
become a financial waste and create potential threats to the environment (Bodirsky et al., 2014; 
Howarth, 2008; Leone et al., 2009). Optimizing fertilizer management practice and improving N 
use efficiency (NUE) are thus critical for agricultural production and environmental sustainability 




Optimal fertilizer management has as its goal the provision of N to the crop using correct 
rate, type, timing, and application method of fertilizer. While variable rate technology is available 
for farmers to apply N with various amount to meet site-specific demand, the adoption rate is low, 
and the majority of farmers retain their tradition of flat rate application (Camberato and Nielsen, 
2019; Randall and Vetsch, 2005; Sawyer et al., 2006; Schnitkey and Gentry, 2019). In that sense, 
timing and amount of N fertilizer are the two key factors in N management. Common practices in 
the US Corn Belt for fertilizer applications are that farmers/producers apply N fertilizer as one 
main application, mostly in spring but in the fall (with ammonia) where appropriate, and often 
some also applied in-season (Camberato and Nielsen, 2019; Randall and Vetsch, 2005; Sawyer et 
al., 2006; Schnitkey and Gentry, 2019). These common applications may apply too much N either 
in fall or in spring, which would cause more N leaching especially after heavy rainfall events, and 
may also lead to N deficiency for crops in the late growing season (Basso et al., 2016; Vetsch and 
Randall, 2004). All of the above may result in a low NUE. To improve the NUE, there are 
approaches suggesting to split the N application into multiple times (so-called “sidedressing”) to 
synchronize crop N uptake and also reduce N leaching (Abbasi et al., 2012; Mueller et al., 2017; 
Pittelkow et al., 2017). However, the key questions are not well answered about what amount and 
what time of N fertilizer should be applied. To address these questions, agronomists usually rely 
on farm trial plots to test different practices and compare end-of-season crop yield from different 
plots/practices. 
Conventional evaluation for N trials has a critical challenge of having to wait till the end 
of the season to check harvested yield for different trials and different N management practices. 
This type of evaluation could not track when and how crop N stress is developed and progressed. 
Especially for split N applications, we require in-season tracking of crop condition to see when 
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and how the N sidedressing may be needed to mitigate crop N stress in time to restore yield 
potential or not. Practically, if the N stress may be detected near real-time, sidedressing decisions 
(when and how much to apply extra N fertilizer) can be optimized. Multiple approaches have been 
developed in the past to detect crop N stress, including visual inspection, tissue analysis, and using 
chlorophyll meter (Fox et al., 2008). These existing approaches have a few obvious drawbacks 
(Barker and Sawyer, 2010; Fox et al., 2008; Maresma et al., 2016; Morier et al., 2015; Morris et 
al., 2018). Primarily, these approaches are either empirical, labor-intensive, or contain 
uncertainties by evaluating the whole field based on several samples that definitely leads to 
uncertainties. Better approaches to track in-season crop N stress are thus needed. 
Recent rapid developments in both remote sensing technology and the Unmanned Aerial 
Vehicle (UAV) offer new opportunities for real-time evaluation of N status and detection of N 
stress for crops. UAV systems allow practitioners to conduct real-time image data collections at 
local fields and at a high spatial resolution (Candiago et al., 2015; Maresma et al., 2016; Pajares, 
2015; Potgieter et al., 2017). Multispectral remote sensing technology provides useful reflectance 
information at different spectral bands (e.g. visible bands, red-edge band, and near-infrared band) 
that are related to crop growing status and N contents (Thompson et al., 2015). For example, the 
collected multispectral data can be used to construct various vegetation indices (VI) to estimate 
crop N status, e.g. chlorophyll green index (Gitelson et al., 2003), chlorophyll red-edge index, and 
normalized differential red-edge index (Morier et al., 2015; Torino et al., 2014). Though the UAV-
based multispectral sensing has been used for various applications in agricultural practice and 
particularly crop N stress (Bendig et al., 2014; Candiago et al., 2015; Zaman-Allah et al., 2015), 
there is limited study on using full growing-season data to trace N stress for further analyses like 
real-time N stress detection and to possibly infer N sidedressing decisions. 
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At the meantime, emerging CubeSat data has become available and can provide high 
spatiotemporal resolution, and various CubeSat-based applications have been proposed (Houborg 
and McCabe, 2018; Jain et al., 2016; Woellert et al., 2011). For example, Planet Lab has developed 
and maintained a complete PlanetScope constellation, which contains approximately 120 satellites 
that can image the world almost every day, and each PlanetScope satellite is a 3U CubeSat 
(10x10x30cm, 1U represents 10cm). PlanetScope images have a spatial resolution about 3m and 
contain four spectral bands (Blue, Green, Red, and NIR), which has the potential to be used for 
monitoring sub-field crop conditions. However, to the best of our knowledge, no existing work 
has been done yet to use CubeSat-based multispectral sensing for trial-plot in-season N-stress 
detection. It is important to investigate whether the CubeSat-based multispectral sensing has the 
potential for in-season N-stress detection at sub-field scales, since it may have great potential for 
large-scale applications of crop N stress monitoring. 
In this study, we compared the UAV- and Cubesat-based multispectral images to study in-
season corn crop N stress at a site in the 2017 growing season in Central Illinois. Specifically, we 
collected weekly UAV-based multispectral images, CubeSat-based multispectral images from the 
corresponding/close dates of the UAV collected images, as well as various other ground 
measurements, for a comprehensive N-trial experiment (including 28 N management practices, 
each with 4 replicates) over the whole 2017 growing season. The N management practices were 
varied by different amounts of N fertilizer, different ways to split N fertilizer, and different timing 
of sidedressing. We systematically evaluated the ability of using UAV- and CubeSat-based 
multispectral sensing to track crop growth conditions and N stress over the whole growing season 
for different N management practices. Our study aims to address the following research questions: 
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Question 1: How well can UAV- or CubeSat-based multispectral sensing capture N stress  
symptom and its temporal development in corn? 
Question 2: What are the differences and similarities between UAV- and CubeSat-based 
multispectral sensing in terms of capturing the N stress of corn? 
4.2. Data and Methods 
4.2.1 Study Area and Field Trials 
The experimental site is located south of the University of Illinois at Champaign-Urbana, 
in Champaign County, Illinois (Fig. 4.1a). Champaign County is in the central U.S. Corn Belt 
region, where corn and soybeans are the predominant crops; corn and soybeans grow on some 96% 
of the cropland in Champaign County (USDA, 2018). The area has a humid continental climate, 
with warm summers and cold, moderately snowy winters, which typically allows production of 
only one annual crop each year. During the growing season (May-September), the average 
temperature is 21.02±2.93 ℃, and the accumulated precipitation is 533.15 mm (1981-2010 
Climate Normals). As is common in this region, the experimental site was rainfed, without 
supplemental irrigation. 
The field experiment included 28 different N management practices. A field about 0.5 ha 
in size was divided into eight ranges from North to South. Each range consisted of 14 side-by-side 
plots, with each plot consisting of four, 76-cm rows (3 m wide) by 12.8 m long, with cross-alleys 
0.9 m wide between ranges. Each replicate consisted of two ranges (Fig 4.1c); there were four 
replicates of the experiment, laid out is a randomized complete-block design. The N management 
practices included a set of six N rates ranging from 0 to 250 lb/acre (0-280 kg/ha) applied as urea-
ammonium nitrate (UAN) solution injected between rows at planting, and an additional 22 
105 
 
treatment combinations of application timing, N fertilizer form, and application method (Table 
4.1). 
In this study, we focused on those management practices that most directly addressed our 
research questions; that is, how the different amounts and application timing of N fertilizer affect 
crop yield and can be captured by UAV- and CubeSat-based multispectral sensing. For this study 
we focused on treatments within the following three groups of N management practices: Here we 
use “x-y N” hereafter to represent the N management practice with x lb/acre (1.12x kg/ha) 
planting-time application, and y lb/acre (1.12y kg/ha) sidedressing, and we also specify which 
growth stage for the sidedressing using “@ stage”. 
(1) One-time application with different amount: N rates applied as urea-ammonium nitrate 
(UAN) solution injected between corn rows at planting: 0-0 N, 50-0 N, 100-0 N, 150-0 N, 200-0 
N, and 250-0 N; 
(2) Two-time applications with different allocations of a fixed amount of N: injected UAN 
split between planting and sidedressing at stage V5-V6 (40 days after planting (DAP)) with a total 
of 150 lb/acre: 50-100 N, 0-150 N, and 100-50 N; and 
(3) Two-time applications with different sidedressing timing, with 100 lb injected at 
planting and 50 lb sidedressed at different corn growth stages: 100-50 N @V5-6, 100-50 N @V9-
10, and 100-50 N @VT. The VT application was made by dribbling the UAN near the row using 




Fig. 4.1. The study area and the field trials. Numbers in each plot are treatment numbers (Table 4.1). 
 
Table 4.1. Detail information about 28 N management practices (plots highlighted with red are involved in 
the three group analyses). UAN = 28%, AT = Agrotain, NS = N-Serve, SuperU = urea with Agrotain Plus, 




Table 4.1. (cont.) 
 
4.2.2 Data Collection and Preprocessing 
4.2.2.1 Overview of collected data 
We collected both remote sensing data and in-situ measurements, with a total of eight types 
of data. Remote sensing data include UAV-based multispectral images and Planet Lab’s CubeSat-
based multispectral images. In-situ measurements include leaf chlorophyll content data measured 
using a Minolta 502 SPAD meter, leaf area index data (LAI) measured using a LI-COR LAI 2000, 
leaf-level N content from destructive sampling of the corn ear leaf, soil N content data measured 
on soil samples at depth of 0-12 inches and 12-24 inches separately, crop phenological stages, and 
crop grain yield data. Fig. 4.2 shows the collection dates of these measurements. 
4.2.2.2 Collection and processing of the UAV-based multispectral images 
The UAV-based multispectral images were collected by the “RedEdge” sensor from 
MicaSense Company mounted on the UAV “3DR solo” from 3DR Company. The UAVs were 
operated under Federal Aviation Regulation part 107 requirements. The UAV-based multispectral 
data contains five bands, including blue band (465-485 nm), green band (550-570 nm), red band 
(663-673 nm), red edge band (712-722 nm), and near infrared (NIR) band (820-860 nm). We 
calculated three vegetation indices (VIs), i.e. NDRE (normalized differential red edge), CIg (green 
chlorophyll index), and CIre (red-edge chlorophyll index), which have been found to be closely 
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related to canopy-level chlorophyll content (Gitelson et al., 2003; Morier et al., 2015; Torino et 
al., 2014). The formulas of the three VIs are as follows: 
The UAV-based multispectral data was collected at the 50m height above ground and at 
the weekly basis (slightly adjusted by 1-2 days earlier or later to make sure collection was 
conducted on clear sunny days). All the images were collected with 80% forward overlap and 60% 
side overlap to support the orthophoto images mosaicking processing. We then ingested all the 
raw images into the MicaSense DataHub image processing platform to generate orthophoto 
images. We further converted the raw collected image data in the form of digital number (DN) to 
reflectance following the instruction of Micasense (MicaSense, 2018). 
4.2.2.3 Processing and downscaling of Planet Lab’s CubeSat images 
The CubeSat-based multispectral data, i.e. the daily PlanetScope images with 3.125m 
spatial resolution, was downloaded from the Planet website (www.planet.com), which contains 
four bands, including blue band (455-515 nm), green band (500-590 nm), red band (590-670 nm), 
and NIR band (780-860 nm). Therefore, only CIg can be calculated from the PlanetScope images. 
The data is in the form of DN, which needs to be transformed into surface reflectance for further 
analysis. At the meantime, due to cloud and revisit frequency issues, we lack the CubeSat-based 
images of specific dates when UAV images were collected. Therefore, to resolve the above issues, 
we used the Landsat-MODIS fusion product based on the STAIR (Luo et al., 2018) produced for 
Champaign county to perform a Cumulative Distribution Function (CDF) correction for the 
Planet’s CubeSat data, and then conducted a pixel-wise interpolation to fill invalid pixel to daily 
steps. Before the CDF, we also preprocessed the data for an “apparent atmospheric correction” 
and outlier detection. Specifically, we matched the mean and the standard deviation of the CubeSat 
data to the MODIS Nadir Bidirectional reflectance distribution function Adjusted Reflectance 
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(NBAR) (MCD43) at the pixel level for the “apparent atmospheric correction”, and we generated 
the invalid pixel mask by combining the Unusable Data Mask (UDM) provided by Planet Lab and 
the outlier pixels detected based on the difference time series of the CubeSat data and the MODIS 
NBAR. 
The spatial resolution of the CubeSat data is 3.125m, while the trial plot size is about 
3m*13.5m. Therefore, each pixel should contain information from multiple trial plots, and it is 
necessary to downscale the CubeSat data to get spectral information of each individual trial plot 
for the further plot-level analysis. Since the high-resolution UAV data contains detailed spatial 
information, we used it to further downscale CubeSat images to trial plot scales. The following 
linear model was used for downscaling. 
Ti*(Xij*Sij)/Sij = Yi 
Yij =Xij*Ti (j=1,2,3,4) 
Pk = (Yik*Sik)/Sik 
In the above equation, we suppose the pixel i contains information from plot j (j=1,2,3,4), 
shown in Fig. 4.3. Xij (j=1,2,3,4) is the reflectance of a specific UAV-based band from plot j 
(j=1,2,3,4). Sij is the area of plot j (j=1,2,3,4) within the pixel i. Yi is the reflectance of a specific 
CubeSat-based band. Ti represents the linear relationship between UAV-based reflectance and 
CubeSat-based reflectance, which can be calculated from the equation. Yij is the CubeSat-based 
reflectance for part of the plot j from pixel i, which can be calculated by multiplying the Ti with 
Xij (j=1,2,3,4). Pk is the final CubeSat-based reflectance for plot k (k=1,2,3,...,112), which is the 
summation of the downscaling reflectance of plot k weighted by the area percentage. An example 
of the CIg spatial maps and time series for three distinctive plots is shown in Fig. 4.4 for both 
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UAV- and CubeSat-based images, which all show a clear seasonal cycle with a peak around 92 
DAP. 
 
Fig. 4.2. The collection date of different data. The instruments on the bottom from left to right are 
MicaSense Rededge mounted on 3DR Solo, Minolta model 502 SPAD meter, LI-COR LAI 2000, and 






Fig. 4.3. Downscaling illustration. Blue square represents one pixel of PlanetScope image, while four 
dashed-line squares represent parts of four different plots. 
 
Fig. 4.4. An example of the CIg time series generated from the (a) UAV- and (b) CubeSat-based 
multispectral sensing for three plots with three distinctive N management practices, i.e. 0-0 N, 250-0 N, 
and 0-150N (the CubeSat-based CIg on 91 DAP is omitted due to the abnormal value). The top panels of 




Fig. 4.4. (cont.) 
blue boundary) from three different stages, whose date is marked by blue arrows. The CubeSat-based CIg 
has a higher value than UAV-based CIg. 
4.2.2.4 Collection of in-situ measurements 
The in-situ measurements were conducted to help interpret the remote sensing data and 
verify the resultant findings. Due to the labor-intensiveness of the in-situ measurements, only a 
part of the field was sampled, and the details are as fellows. 
Leaf-level N content data for specific plots was generated using the elemental analyzer on 
the leaf samples collected in the field bi-weekly. Nine plots within each of two replicates (Replicate 
1 and 2 in Fig. 4.1) were selected: the six with planting-time applications of N rates ranging from 
0 to 250 lb/acre (0-280 kg/ha) (i.e. 0-0 N, 50-0 N, 100-0 N, 150-0 N, 200-0 N, and 250-0 N); and 
three plots with planting-time applications and sidedressing at V5-V6 stage (i.e. 50-100 N, 0-150 
N, and 100-50 N). We collected three leaf-punch samples (diameter of 1 cm) from top-canopy 
leaves. Samples were dried and ground, and two sub-samples were weighed, and wrapped in Al 
foil capsules for total N analysis. 
Leaf-level chlorophyll content data was measured by SPAD-502 (Soil-Plant Analyses 
Development). The SPAD measure has been used as an indicator of crop N status (Barker and 
Sawyer, 2010; Fox et al., 2008; Maresma et al., 2016; MicaSense, 2018; Ruiz Diaz et al., 2008). 
We took SPAD measurements for all the 28 plots within Replicate 1 (Fig. 4.1), on top-canopy 
leaves on four plants per plot bi-weekly. LAI was collected using LAI-2000 to evaluate the 
development of leaf area over time. We measured LAI on all 28 plots in Replicate 1 (Fig. 4.1) at 
the bi-weekly intervals from 58 DAP to 148 DAP. Following the standard strategy, samples were 
evenly collected along the diagonal of each plot, including one measure above the canopy and four 
measures below the canopy with two repeats. Crop phenological stage information was collected 
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every seven days by visual inspection (Table S2 for details). This information is used to identify 
the critical stages when evaluating N management based on the results from remote sensing. The 
plot-level yield data was collected through the yield sensor on the harvester, which serves as the 
standard metric for evaluating the effectiveness of different N management practices. All the 
remote sensing data and the field measurements are aggregated into plot-level for further analysis 
by averaging the value within each plot. 
4.2.3 Experimental Designs 
We correlated UAV-based VIs (i.e. CIg, CIre, and NDRE) or CubeSat-based CIg with 
various in-site measurements (e.g. LAI, leaf-level chlorophyll, leaf-level N content, and yield), 
and used the pearson correlation coefficient (r) to quantify the capability of UAV-/CubeSat-based 
VIs in capturing the variability of those biophysical measurements. We then conducted three 
groups of analyses to answer the overarching questions raised in the Introduction Section: 
●      Group #1 analysis focuses on one planting-time application but with different N rates 
amounts (50-0 N, 100-0 N, 150-0 N, 200-0 N, and 250-0 N). The analysis is benchmarked with 
the non-fertilized benchmark trial (0-0 N). The goal of this group analysis is to study the 
performance of UAV-/Cubesat-based VIs in detecting total N amount induced canopy difference. 
●      Group #2 analysis compares the measurements from three sidedressing treatments at 
V5-6 stage, which have the same total N amount (150 lb/acre (168 kg/ha)) but different allocations 
to spring and sidedressing applications (0-150 N, 50-100 N, and 100-50 N). The comparison is 
benchmarked with the application practice of 150-0 N (i.e. apply 150 lb/acre (168 kg/ha) in spring 
and nothing afterwards). The goal of this group analysis is to study the performance of UAV-




●      Group #3 analysis compares the measurements from the three sidedressing treatments 
with the same amounts in both spring and sidedressing applications (100-50 N) but different 
sidedressing application windows (V5-6, V9-10, and VT). The comparison is also benchmarked 
with the application practice of 150-0 N. The goal of this group analysis is to study the performance 
of UAV-/Cubesat-based VIs in detecting the canopy difference induced by different sidedressing 
time. 
In all the three groups analyses, we tracked the individual trajectories of UAV-/CubeSat-
based VIs, leaf-level N content, and their difference trajectories (△VIs) between the treatments 
and the benchmark trials. Actual corn yield and yield differences between treatments and 
benchmark were also analyzed to reveal the yield benefits of different treatments. We note that the 
difference was calculated for all possible pairs of treatment and benchmark replicates (e.g., four 
replicates of treatment and four replicates of benchmark result in 16 pairs), and arithmetic mean 
as well as standard deviations were calculated from all the pairs. 
Besides the three groups analyses, further correlation analyses were also conducted 
regarding the consistency between UAV-/CubeSat-based VIs to demonstrate the potential of 
CubeSat-based VIs to be applied at a large scale. To verify the consistency, first, we compared the 
UAV- and CubeSat-based VI across different plots and dates. Then, we compared the △VI of 
UAV- and CubeSat calculated from the previous three groups analyses. Last, we compared the 
time-series VI of UAV- and CubeSat for each plot and generated a map showing the spatial pattern 





4.3.1 Relationship between VIs and Crop Biophysical Features 
We found VI values to be highly correlated with different measured biophysical 
characteristics of the crop at different growing stages (Fig. 4.5-4.7). UAV-based VIs show highly 
positive correlations (r>0.915) with LAI before tasseling (Fig. 4.5a, 4.6a, and 4.7d), which is 
consistent with the finding from Gitelson (2013) and indicates UAV-based VIs can capture corn 
canopy development before tasseling. The correlation between UAV-based VIs and LAI after 
tasseling sharply decreases (r<0.636, Fig. 4.7d-f), primarily due to canopy closing and senescence. 
We also find UAV-based VIs have highly positive correlations with leaf-level N content after 
tasseling (Fig. 4.5b, 4.6b, and 4.6e) and leaf-level chlorophyll content during the sampling period 
(starting at the R3 stage) (Fig. 4.5c, 4.6c, and 4.6f). Before tasseling, the leaf-level N content shows 
negative correlations with UAV-based VIs (Fig. 4.7a-c), which is consistent with previous findings 
(Bragagnolo et al., 2013; Reich et al., 1997). The Cubesat-based CIg shows similar correlation 
patterns with these biophysical measures as UAV-based CIg (Fig. 4.5d-f). 
Among different UAV-based VIs, we find UAV-based CIg has the best performance in 
terms of capturing plot-level variabilities of early season LAI (r=0.948) and late season leaf-level 
N content (r=0.951), while NDRE has a slightly better correlation with late season leaf-level 
chlorophyll (r=0.913 in Fig. 4.6f). Based on the performance of correlations with biophysical 
measures and the fact that only CIg can be calculated from CubeSat-based multispectral sensing, 
we decided to use CIg in our following analysis. 
CIg at different growth stages shows a correlation with crop grain yield, and this correlation 
has a seasonal pattern, which increases in the vegetative and reproductive stages till ~R3 stage and 
then decreases (Fig. 4.5g). CIg measures from UAV and Cubesat show similar patterns of the 
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above relationship, except that the CIg:yield correlation from UAV shows more gradual changes 
and higher values than that of CubeSat-based images. Further, the linear regression results of the 
date with the maximum correlation (highlighted red points in Fig. 4.5g) are shown in Fig. 4.5h. 
The maximum value occurs at the middle of the reproductive stage instead of the late-
vegetative/early-reproductive stage when the peak CIg occurs, highlighting the importance of late-
season canopy N (as indicated from CIg).  
 
Fig. 4.5. Correlation between UAV-/CubeSat-based CIg and four biophysical measures,  including LAI 
(m2/m2, (a) and (d)), leaf-level N content (percentage in dry mass, (b) and (e)), SPAD value indicating leaf- 
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Fig. 4.5. (cont.) 
level chlorophyll content ((c) and (f)), and yield (bu/a or 63kg/ha) (g) and (h)). (g) shows the correlation of 
CIg at different periods and end-of-season yield, and (h) is the linear regression on the date with the 
maximum correlation value in (g) (marked as red points). Different colors in (a)-(e) represent data collected 
on different DAP. The green dashed lines in (a)-(f) and (h) represent 95% confidence intervals of linear 
regression. 
 
Fig. 4.6. The scatter plot between the other two UAV-based VIs (i.e. CIre and NDRE) and crop biophysical 
features such as (a)&(d) LAI, (b)&(e) leaf-level N content, and (c)&(f) SPAD value (leaf-level Chlorophyll 
content). Different colors represent different DAP of the data. The green dashed lines represent 95% 





Fig. 4.7. Correlation between leaf-level N content and three different VIs, i.e. (a) CIre, (b)CIg, and (c) 
NDRE before tasseling, and correlation between LAI and three different VIs, i.e. (d) CIre, (e) CIg, and (f) 
NDRE after tasseling. The green dashed lines represent 95% confidence intervals of linear regression. 
4.3.2 Sensing the impacts of different N fertilizer amounts in one time application 
We focused on one planting-time application and looked at CIg responses from different 
trials with different N fertilizer amounts in this section, and find the UAV- and CubeSat based 
multispectral sensing can detect N stress at an early stage (Fig. 4.8). In general, both UAV- and 
CubeSat-based CIg of different N treatments show a similar seasonal cycle (Fig. 4.8a and 4.8c), 
with a seasonal peak around 90 DAP (10 days after tasseling at the reproductive stage). More N 
fertilizer leads to higher CIg, which is further highlighted by the pattern of △CIg (Fig. 4.8b and 
4.8d). Specifically, UAV-based △CIg gradually increases till the peak value around 70 DAP 
(closely before tasseling); it then remains relatively stable in the middle of the growing season (80-
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120 DAP), and drops continuously during the late growing season. CubeSat-based △CIg follows 
similar patterns but contains more noise at the late growing season. 
UAV-based △CIg reveals information of in-season crop N stress (Fig. 4.8d). The UAV-
based  △CIg of 100-0 N is close to that of 200-0 N before senescence starts (~120 DAP), and then 
matches well with that of 50-0 N during the senescence period. In comparison, the UAV-based 
△CIg of 150-0 N shows similar patterns with those of 200-0 N and 250-0 N throughout the growing 
season. Therefore, 100-0 N may not cause much N stress at the early and peak growing season, 
but ends up with N stress at the late growing season. Considering 150 lb/acre of N may be a safe 
amount to guarantee the corn not experiencing N stress, we fixed the total amount of N fertilizer 
as 150 lb/acre for the following two analyses which focus on sensing the impact of sidedressing 
(section 3.3 and 3.4). Although the uncertainty of UAV-based △CIg could be large due to the small 
sample size (only 4 replicates in this study), UAV-based △CIg of all the pairs around 60-70 DAP 
is significant (error bars above zero) except for 50-0 N, indicating N stress can be detected at an 
early stage through the UAV- and CubeSat-based multispectral sensing. 
Leaf-level N content shows a decreasing trend from the beginning to the end of the growing 
season (Fig. 4.8e), which is consistent with previous findings (Ata-Ul-Karim et al., 2016; Reich et 
al., 1997; Vos et al., 2005). The seasonal patterns of leaf-level N content and CIg are thus 
significantly different. This may be largely due to N as the crop grows rate faster than N is taken 
up (Bragagnolo et al., 2013). In addition, leaf-level N is measured on single leaves in the upper 
canopy, while multispectral CIg is a canopy measure that integrates leaf and canopy structure 
information (Gabriel et al., 2017; Gamon et al., 2019; Townsend et al., 2013). However, the leaf-
level △N-content shows a similar seasonal pattern as △CIg with seasonal peak around 70 DAP 
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(Fig. 4.8f). The yield keeps increasing when more N fertilizer is applied (shaded area in Fig. 4.8) 
at rates up to about 150 lb N/acre, which is similar to the responses of CIg to N rate. 
 
Fig. 4.8. Comparison of the UAV- and CubeSat-based CIg/△CIg ((a)-(d)), leaf-level N content/△N-content 
((e) and (f)), and yield/△yield (shaded area in (a)-(f)).The vertical dashed lines within each sub-figure 
represent three phenology stages (V5-6, V9-10, and VT) of corn. The horizontal dashed lines mark the zero 
value of difference ((b), (d), and (f)). The error bar represents the standard deviation calculated from the 
replicated trails. Note that yield/△yield values in (a)-(d) are based on all four replicates, while those in (e)-
(f) are based on only two replicates. Some error bars in (e) are too short to be visible.  
4.3.3 Sensing the impacts of N fertilizer sidedressing 
We compared measurements from the three sidedressing treatments (i.e. 0-150 N, 50-100 
N, 100-50 N), taking the single planting-time application of 150-0 N as reference, and found that 
the UAV- and CubeSat-based CIg can track the progress of N stress development from these 
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treatments (Fig. 4.9). Both UAV- and CubeSat-based CIg (Fig. 4.9a and 4.9c) showed a similar 
seasonal cycle as is shown in Fig. 4.8. However, either UAV- or CubeSat-based CIg representing 
different treatments cannot be distinguished from each other. In comparison, UAV-based △CIg 
(Fig. 4.9b) not only distinguished different treatments, but also showed the time when the N stress 
occurs, intensifies, or disappears. For example, 50-100 N showed negative UAV-based △CIg at 
the early growing season caused by limited amount of planting-time application, which is 
consistent with the findings in section 3.2 (i.e., 50 lb/acre causes N stress). After sidedressing, 
UAV-based △CIg of 50-100 N continues to expand till 70 DAP and then reduces steadily, which 
indicates N stress is gradually alleviated with sidedressing. A similar pattern is found in 0-150 N 
except reduction of UAV-based △CIg started earlier, perhaps due to the larger amount of N 
sideressed. The 100-50 N treatment showed small UAV-based △CIg at the early growing season, 
which is consistent with the findings in section 3.2 (i.e., 100 lb/acre causes limited/no N stress at 
the early growing stage). After sidedressing, UAV-based △CIg of 100-50 N becomes positive 
during rest of the growing season, indicating benefits gained from sidedressing. The CubeSat-
based △CIg (Fig. 4.9d) shows similar patterns as UAV-based △CIg with seasonal peak around 70 
DAP, except that it fails to distinguish different treatments before 80 DAP. 
An interesting finding is that there is a lag between △CIg and leaf-level △N-content after 
sidedressing, e.g. leaf-level △N-content has reduced around 70 DAP, while △CIg keeps 
intensifying (Fig 4.9b, 4.9d, and 4.9f). One possible explanation for this lag is that it takes time for 
crop to transform available N to chlorophyll content (e.g. CIg), which can be detected by remote 
sensing. The treatments (i.e. 0-150 N and 50-100 N) with limited planting-time N application show 
almost no difference in terms of △yield (<= 5 bu/acre, shaded area in Fig. 4.9), while the treatment 
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(i.e. 100-50 N) with abundant planting-time N application shows the benefits regarding the 
significant positive △yield (> 10 bu/acre, shaded area in Fig. 4.9). 
 
Fig. 4.9. Comparison of UAV- and CubeSat-based CIg/△CIg ((a)-(d)), leaf-level N content/△N-content 
((e) and (f)), and yield/△yield (shaded area in (a)-(f)). The vertical dashed lines within each sub-figure 
represent three phenology stages (V5-6, V9-10, and VT) of corn. The red vertical dashed line indicates the 
timing of sidedressing (around V5-6). The horizontal dashed lines mark the zero value of difference ((b), 
(d), and (f)). The error bar represents the standard deviation calculated from the replicated trails. Note that 
yield/△yield values in (a)-(d) are based on all four replicates, while those in (e)-(f) are based on only two 
replicates. Some error bars in (e) are too short to be visible. 
4.3.4 Sensing the impacts of different timing in sidedressing 
We explored the timing impacts of sidedressing, and found the UAV- and CubeSat-based 
CIg can track the N stress development throughout the growing season for different N 
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managements. Again, both UAV- and CubeSat-based CIg from different trials (Fig 4.10a and 
4.10c) show a similar seasonal cycle, and △CIg of both platforms have a seasonal peak around 70 
DAP, which are all consistent with the results shown in  Fig. 4.8 and Fig. 4.9. Among the three 
trials, sidedressing at V5-6 benefits the corn growth through reducing the time period of N stress, 
supported by its smaller negative △CIg around 70 DAP than other two treatments. Although being 
affected by the longest N stress in the early growing season, sidedressing at the critical VT stage 
satisfies the N demand for reproductive development and leads to higher positive △CIg at the late 
growing season (after 110 DAP) as well as highest yield boost (Fig. 4.10b). For sidedressing at 
V9-10, we would suppose that its △CIg should be between the △CIg values with sidedressing at 
V5-6 and VT. That was not the case: △CIg from V9-10 sidedressing show its abnormal negative 
value throughout the growing season, indicating that N stress is not alleviated. We find a possible 
explanation for such unexpected results. There was a strong precipitation (Fig. 4.11) one day 
before the N application @V9-10, which led to increased wetness in the soil. Then the additional 
two days’ precipitation following the N application tended flush downward, leading to the N lose 
through runoff and leaching. There was no precipitation after V5-6 within nine days, while there 




Fig. 4.10. Comparison of UAV- and CubeSat-based CIg/△CIg and yield/△yield (shaded area) for 
sidedressing at different stages. The vertical dashed lines within each sub-figure represent three phenology 
stages (V5-6, V9-10, and VT) applied with sidedressing. The horizontal dashed lines mark the zero value 









4.3.5 Consistency between UAV- and CubeSat-based CIg 
To demonstrate the potential of CubeSat-based CIg to be applied at large scale, we 
conducted three correlation analyses for UAV- and CubeSat-based CIg regarding their consistency 
(Fig. 4.12). The high correlation between UAV- and CubeSat-based CIg (0.91) across different 
plots and dates in Fig. 4.12a confirms the high consistency, though bias still exists. The correlation 
of UAV- and CubeSat-based △CIg (Fig. 4.12b) that we used to compare different N management 
practices also shows a high value (0.89), and the spatial pattern of the correlation at the plot level 
is above 0.85 (Fig. 4.12c), which  all confirm their consistency. 
 
Fig. 4.12. Comparison between UAV- and CubeSat-based CIg. (a) Correlation between UAV- and 
CubeSat-based CIg. The points are marked with different styles to distinguish different dates. (b)  
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Fig. 4.12. (cont.) 
Correlation between UAV- and CubeSat-based △CIg from previous three analyses. The points are marked 
with different styles to distinguish different N treatments. The green dashed lines in (a) and (b) represent 
95% confidence intervals of the linear regression. (c) The spatial correlation map of UAV- and CubeSat-
based CIg. The correlation of each plot is calculated using the time series of UAV- and CubeSat-based CIg. 
4.4. Discussion 
4.4.1 In-season crop N stress detection and monitoring 
Our results demonstrate the potential ability to use UAV- and CubeSat-based multispectral 
sensing to detect in-season crop N stress, and to monitor when the N stress is intensified, alleviated, 
or disappeared. At our site, the gradually intensified △CIg till 70 DAP caused by the insufficient 
planting-time application (Fig 4.8, 4.9, and 4.10) indicates the ability of UVA- and CubeSat-based 
CIg to detect N stress at the early stage (before tasseling). Based on the correlation analysis 
between VIs and the crop biophysical features in Section 3.1, we attribute △CIg to the difference 
in LAI (Gitelson et al., 2003; Jin et al., 2017; Torino et al., 2014), which means that the insufficient 
N fertilizer amount at an early stage may influence the canopy development of the crop. Our results 
also demonstrate that the UAV- and CubeSat- based CIg can monitor and track the N stress 
throughout the growing season, including when N stress is alleviated and even eliminated from 
sidedressing. For example, 0-150 N in Fig. 4.9 shows the △CIg gradually decreases during the 70-
100 DAP for treatments with sidedressing, indicating the crop with N stress may catch up with the 
unstressed crop by canopy development, generate more chlorophyll in leaves, or both during this 
period according to our previous correlation analysis. Another example is 100-50 N @VT in Fig. 
4.10, which shows the △CIg decreases to zero or even becomes positive value in the late growing 
season, which stands for more N/chlorophyll content in the leaves since the canopy stop 
developing during this period (Gitelson et al., 2003). The leaf-level measures of N content confirm 
127 
 
the  results derived from CIg. Even though the trends of CIg and N content are different, the trends 
of △CIg and △N-content are similar except there is a lag (~two weeks) when sidedressing was 
adopted (Fig. 4.9), which should be considered when UAV-/CubeSat-based CIg is used to track 
the N stress in real world application. 
4.4.2 Comparison between UAV- and CubeSat-based multispectral sensing 
One goal of this study is to investigate whether the UAV- and CubeSat-based multispectral 
sensing have similar or varying performance in capturing the crop N stress. Our results show that 
the CubeSat-based CIg can achieve a similar performance in detecting in-season N stress as the 
UAV-based measures. The high consistency between UAV- and CubeSat-based CIg (Fig. 4.12) 
indicates potentials of CubeSat-based multispectral sensing to be applied for crop N stress 
detection at larger spatial scales. More spatial details have been revealed from the measurements 
of UAV than CubeSat, which is largely expected due to the UAV's high spatial resolution. 
However, this may be much less a concern for row crops, as CubeSat’s 3.125m resolution usually 
is sufficiently fine to capture sub-field spatial heterogeneity. 
Both the UAV- and CubeSat-based multispectral sensing have their own pros and cons. 
For UAV-based multispectral sensing, it has high spatial resolution, flexibility to operate at 
anytime when weather allows, and extensibility to mount different sensors for different purposes. 
However, it is both time-consuming and labor-intensive (a pilot is needed based on the UAV 
regulation in the US) and requires relatively intensive data preprocessing. Recently, the network-
connected UAVs allow the UAV swarm to cooperate for big tasks (Campion et al., 2018; Zeng et 
al., 2018), which may be a potential for the large area application in agriculture. However, such 
technology is not mature yet and its cost-efficiency is still to be justified for practical applications. 
On the contrary, using some mature data processing pipelines for data correction mentioned in 
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Section 2.2.3, the CubeSat-based multispectral sensing provides ready-to-use data that can be 
easily expanded to a large area. Over the past decades, the CubeSat constellation developed rapidly 
in the space industry and will provide higher spatiotemporal resolution images in the future 
(Poghosyan and Golkar, 2017). 
4.4.3 Evaluations of N management practices 
The ultimate goal for this study is to find the optimal N fertilizer management. Our study 
reveals the following findings with the further help of UAV- and CubeSat-based multispectral 
sensing besides the final yield. Meanwhile, since the following findings are based on one-year’s 
trial experiments, we also suggest these findings with caution, and multiple-years trial or process-
based modeling are further needed to corroborate these findings. 
First, we find that higher rate of one planting-time application usually leads to more yield 
but with reduced marginal benefits, which is supported by the CIg time-series that higher N has 
higher CIg throughout the growing season (Fig. 4.8). This is consistent with the real-world N 
management practice that farmers tend to apply more N fertilizer to guarantee their final yield 
facing the interannual variation in weather; however, the decreased yield boost indicates the 
inefficiency. Second, with a fixed total amount of N fertilizer, we find the N sidedressing has 
equivalent or better performance comparing to the one planting-time application at our site (Fig. 
4.9&4.10). Both the allocation and the timing of the sidedressing affect the final yield. For our 
side, the first application with 100 lb/acre provides enough N amount that leads to no N stress or 
recoverable N stress during the early stage, then the sidedressing at the critical stage when corn 
still has a large N demand (e.g. VT stage) seems to lead to better synchronization of plant N need. 
However, the weather condition, especially precipitation, should be considered for the real-world 
applications due to its roles in removing available inorganic N through runoff and leaching; for 
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example, the consecutive precipitations following the sidedressing at V9-10 stage have may 
affected performance of that N management practice (Fig. 4.10). 
4.4.4 Opportunity and future work 
In this paper, we have demonstrated the potential of using CubeSat-based CIg for the 
scaling up through the consistency between UAV- and CubeSat-based CIg (Fig. 4.12). This 
potentially provides the promising of using CubeSat data to track N stresss at large scale. However, 
the real-world situation is more complicated when scaling up to large areas that need more 
considerations. First, the practical strategy may require farmers to apply sufficient N fertilizer to a 
certain area as the benchmark group (Maresma et al., 2016; Thompson et al., 2015; Torino et al., 
2014). Second, when the field scale is large, environmental factors (e.g. soil type, topography, etc.) 
may create significant spatial heterogeneity for the demand of N fertilizer. Thus, multiple 
benchmark groups with abundant N fertilizer under different situations may be needed, and how 
to design trial strategy and benchmark groups is a remaining and urgent question to be addressed. 
Third, different crop types may have distinctive responses (e.g time and amount) when suffering 
N stress, which leads to different changes of VI (Diacono et al., 2013; Jin et al., 2017; Morier et 
al., 2015). Therefore, it is essential to treat different crop types separately, which requires spatial 
explicitly early-season crop type classification (Cai et al., 2018). 
Another goal of this paper is to compare the performance of different VIs (with and without 
red-edge) with regard to their ability to track the N stress of crop. Even though the correlations 
between different UAV-based VIs and various biophysical measures were similar for our site, they 
may change for different fields, different crops, or different years (Clay et al., 2006; Morier et al., 
2015; Torino et al., 2014). More research is needed to explore the performance of different 
satellite-based VIs at a large scale. In addition, it is also difficult to generalize very much using 
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data from a single trial. For example, the intensive precipitation may lead to the abnormal 
performance of 100-50N @V9-10 (Fig. 4.10). 
4.5. Conclusion 
In this study, we systematically evaluated the ability to use UAV- and CubeSat-based 
multispectral images to track crop growth conditions and N stress over the whole growing season 
for different N management practices at a research site in Central Illinois. We were able to show 
that CIg derived from both the UAV- and CubeSat-based multispectral images could track the 
appearance, intensification, and disappearance of crop N stress as measured by plant-based 
measurements. Specifically, our study shows that N stress occurs and intensifies before the corn 
tasseling stage at our experimental site, which allows enough time-window to detect the stress and 
take remedy operations (i.e. sidedressing). The early N stress can be alleviated or even disappear 
afterward with the sidedressing. The UAV-based CIg reveals more spatial details among different 
N treatments than CubeSat-based CIg at the plot level; however, the high consistency between 
UAV- and CubeSat-based CIg indicates the potential of CubeSat-based CIg to be applied at a 
larger scale. Both the CIg time-series and final yield showed that N management practices with 
sufficient N fertilizer caused little or no N stress at early growth stages, and sidedressing at VT in 
this environment outperformed a single, planting-time application. This study demonstrates the 
UAV- and CubeSat-based multispectral sensing can monitor N stress of corn throughout the 
growing season. This method can not only be used to evaluate the N management practices, but 




CHAPTER 5: IMPROVING THE CROP TYPE CLASSIFICATION CAPABILITY FOR 
LARGE GEOGRAPHIC AREAS 
 
Abstract 
Accurate crop type classification based on remote sensing data is important for both 
scientific and practical purposes. The state-of-the-art research on crop-type classification has been 
shifted from relying on only spectral features of single static images to combining both spectral 
and time series information. Facing the data-intensive and computationally-intensive challenges 
raised by the advanced crop type classification method based on both spectral and time series 
information through machine learning approaches (especially for the deep neural network) for 
large geographic areas, we proposed a high-performance workflow to preprocess the data and 
speed up the model training and testing. In this case study, we collected Landsat Surface 
Reflectance Data covering IL State in 2016 as model input information and collected Cropland 
Data Layer in 2016 as ground truth. We first compared model performance at county, agricultural 
statistics districts (ASD), and state-level as reference. Then, we explored the model performance 
of simple spatial partitions and climate partitions using K-Means. Since the model input is the crop 
phenology information that will be influenced by different geo-locations and climate, we combined 
both geo-locations (i.e. latitude and longitude) and climate factors (i.e. temperature and 
precipitation) as features (assign different weights) to conduct spatial partitions using K-Means. 
We built models for different spatial partitions to determine the optimized spatial scale for crop 
type classification. We found the state-level model can already achieve a high performance, 
whereas the spatial partition with more weight on climate factor can have a better performance 





For the three studies conducted in this dissertation, we either focus on a small scale, or a 
large scale using coarse resolution data, which avoids major computational intensity challenges. 
However, for real-world problems at large scales, we are required to overcome these challenges to 
scale up our approach. Therefore, this dissertation proposes to take one step further by 
investigating how to scale up the crop-type classification approach based on deep neural network 
to the State of Illinois. 
Scaling up the study area from the county level to state level is an essential step to improve 
the applicability of the crop-type classification approach. Specifically, to achieve crop knowledge 
discovery at a larger spatial scale (e.g. a state level) can provide significant practical information 
and values, including estimations of the planting/harvesting crop areas for a variety of monitoring 
and decision-making applications of government and private sectors such as crop insurance, land 
rental, supply-chain logistics, commodity markets. 
Considering building up from the small-scale study, Illinois is chosen as the study area 
where corn and soybean are the two major crops (take up >95% farmland). Landsat Surface 
Reflectance (LSR) data is used as the primary input to the classification model that has 
demonstrated its ability to classify corn and soybean at the field level through the successful case 
study of Champaign County (Chapter 2). To answer the related research question addressed in the 
Introduction Section, we further divided it into sub-questions in the following. 
(1). How can we optimize the computational workflow to handle state-level satellite data? 




5.2 Data and Methods 
5.2.1 Data 
The data contains two parts. The first part is the basic data that also used for crop 
classification at Champaign County, including LSR, Cropland Data Layer (CDL), and Common 
Land Unit (CLU). The second part contains additional data including spatial partitions (i.e.  
Agricultural Statistics Districts (ASD)) and the information for spatial partitions (i.e. 30-year 
normals of annual precipitation and mean temperature). 
5.2.1.1 Basic Data for Crop Type Classification 
We collect both the LSR data and the CDL covering Illinois from 2000 to 2016. CDL 
serves as the ground truth. There is a total of 13306 scenes of Landsat data (including Landsat 5, 
7, and 8). For the scope of this investigation, we focus on scaling up to Illinois in 2016. 817 of 
13306 scenes are selected for analysis, including 395 scenes of Landsat 7 images and 422 senses 
of Landsat 8 images. Landsat 8 and Landsat 7 follow the Worldwide Reference System 2 (WRS-




Fig. 5.1. The Landsat scenes covering the IL State. The (x,y) indicates the path x and row y within MRS-2 
coordinate system. 
In addition, the CLU of Illinois (2008) is collected, serving as the boundary for performing 
information aggregation at the field level. There are about 1.9 million polygons in Illinois based 
on CLU. Only the CLUs grown with corn or soybean in 2016 are considered for aggregation, 
which are filtered using the CDL in 2016. We also collect the Conterminous United States 
(CONUS) field extraction data, which is rasterized field polygons covering the whole US. CONUS 
field extraction data was automatically generated based on Landsat 5 and 7 in 2010, with the 
overall per-pixel crop field classification accuracy as 92.7%. Due to the CONUS field extraction 
data is newly generated and covering the whole US, we conduct our analyses based on the CONUS 
field extraction data. Similar to the Champaign County data preprocessing, all the LSR scenes are 
aggregated to field-level time-series of six bands, including Blue, Green, Red, NIR, SWIR1, and 




5.2.1.2 Additional Data for Crop Type Classification 
The shapefiles of ASD in Illinois are generated based on the definition of USDA 
(https://www.nass.usda.gov/Charts_and_Maps/Crops_County/boundary_maps/il.gif). ASD is 
defined as groups of counties in each state based on geography, climate, and cropping practices, 
which are based on soil type, terrain, elevation, mean temperature, annual precipitation, and length 
of the growing season. Since our classification model is based on the phenology information of 
crops that are influenced by the above factors, one of the goals is to examine whether the 
performance of crop classification built at the ASD level outperforms models built at other scales 
(e.g. county and state). 
We also collect 30-year normals of annual precipitation and mean temperature in Illinois 
from the PRISM Climate Data Portal (http://www.prism.oregonstate.edu/normals/). The spatial 
resolution of the PRISM Data is 800m. The unit of annual precipitation is mm, and the unit of 
mean temperature is Fahrenheit. The two normals will be further used for spatial partitions in 
Illinois in addition to the County and ASD, and examples of partitions are shown in Fig. 5.2. One 
of the goals is to test whether the proposed partitions will improve the performance of crop type 





Fig. 5.2. Spatial partitions based on 30-year normal of precipitation. 
5.2.2 Methods 
This work is both data- and computation-intensive. The first step is to speed up and 
optimize the classification workflow at the county level to meet the challenges raised by the 
scaling-up at the state level. Fig. 5.3a shows the county-level workflow, which contains two parts, 
namely preprocessing and model building. The computationally intensive procedures are 
highlighted, which are the mask generation for each polygon (preprocessing) and the ANN model 
training (model building). For the mask generation, the total CPU usage is ~1,800 hours, while the 
CPU hour of ANN model training is ~130,000 hours. To speed up the mask generation, instead of 
building time-series data-stacks for the sample generation, we work on each image and then 
combine them into time-series. To work on each image, we first build the whole mask for the 
Illinois State and then use the boundary of each Landsat image to clip the Illinois State mask to 
generate the mask for each image. Using this strategy, each image can be processed in parallel, 
and each field within that image can be processed in parallel due to the unique field ID. The 
intermediate results are key-value pairs, which are (key: fieldID+date) - (value: aggregated 
Information). The improved preprocessing workflow is shown in Fig. 5.3b. To speed up the ANN 
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model training, we plan to utilize CPU for selecting optimized hyper-parameters based on a small 
part of samples, and then utilize GPU to train the final model based on the whole dataset. 
(a)  
Fig. 5.3. Workflows of crop-type classification: (a). crop-classification workflow for county-level 
experiments; (b). proposed preprocessing workflow for the state-level study. LSRD (Landsat Surface 












In addition to tackling the challenges of intensive data and computation, we also aim to 
investigate whether there is an optimal spatial scale for our classification model by balancing the 
performance and the number of models for the study area. This is because our classification model 
is based on the phenology information of crops, while the same crop is likely to demonstrate 
different phenology patterns (Fig. 5.4) due to variation of environmental factors across any large 
area. In general, southern Illinois has higher temperature and precipitation, which leads to EVI 
curves shifting to the left and higher values for both corn and soybean. Therefore, we plan to first 
compare the model performance at three levels with existing boundaries (i.e., county, Agricultural 
Statistics Districts (ASDs), and state). To reach this goal, we group the samples into different 
counties and ASDs based on the hash tables recording the key-value pairs: field ID - county/ASD 
ID. Then, according to the performance of the three levels (i.e. county, ASD, and state), we will 
test and compare the model performance at manually created boundaries, e.g., North-South 
partition or partition based on precipitation/temperature clustering (Fig. 5.2). Similar to the 
preprocessing of existing boundaries, we first build masks and then group the samples based on 
the masks. The details of the experiments are the following. 
We systematically designed four groups of experiments to explore the optimized spatial 
partition for crop type classification in IL. The first group of experiments focuses on the currently 
existing boundaries, e.g. county, ASD, and State. The second group of experiments explores the 
influence of geo-location of IL State by evenly partitioning the state into 5 regions from north to 
south and from east to west. The third group of experiments explores the influence of climate in 
IL State by partitioning the state into 5 regions based on precipitation and temperature using K-
Means. The last group of experiments explores the potential improvements for partitions (the 
number ranges from 2 to 9) based on combined geo-location and climate factors using K-Means. 
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The inputs of the K-Means include four variables, namely mean temperature, annually 
precipitation, latitude, and longitude. The four variables are first normalized with mean as 0 and 
standard deviation as 1, and then multiply with different weight combinations (1111, 2211, 2111, 
1211, 1121, and 1112) to test what combination can lead to the improvement of the performance. 
Specifically, 1111 represents each variable has equal weight as 1, so the four variables contribute 
equally to the partitions by the K-Means. 2211 represents the climate factors have higher weights 
than the geo-locations. The other four weight combinations simply enumerate each variable with 
the double weight.  
For each partition, we randomly separated our dataset into training, validation, and testing 
datasets, with a ratio of 12:1:2. Then we trained and tuned our model based on the training and 
validation datasets, and tested our model performance over the testing dataset. We repeated this 
process ten times to calculate the mean and standard deviation of the overall accuracy, which was 
used to evaluate the performance of different partitions. 
 
Fig. 5.4. An example of the difference of temperature, precipitation, and EVI of corn and soybean between 




5.3 Results and Discussion 
5.3.1 Classification in three existing boundaries 
We first explored the model performance at the county, ASD, and state levels (Fig. 5.6a), 
and found the performance at the state level has the best performance. The performance of the 
ASD level is comparable to the performance of the state level. We checked the counties with low 
performance and found the small sample size might be the reason, which could be improved by 
using multiple years’ data as the Chapter 2. Our previous county-level study did not encounter the 
sample number issue due to the following reason. First, we used multiple years’ data to create 
training samples, whereas we only focused on 2016 for the IL scale-up study. Second, we used 
CLU in our previous study, whereas we used CONUS field extraction data for the IL scale-up 
study. The comparison between CLU and CONUS field extraction data is shown in Fig. 5.5 
Apparently, CLU is more accurate in delineating the field boundaries, whereas the CONUS field 
extraction data tends to combine the adjacent fields with the same crop type. As a result, the 
number of samples in Champaign county reduces from ~20,000 to ~6,000. However, the CONUS 
field extraction data is the best publicly available dataset for large scale analysis at the current 
stage, and at least the performance is good using the coarser field boundary. 
 
Fig. 5.5. The comparison between CLU and CONUS field extraction data. 
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5.3.2 Classification in partitions based on geo-locations  
Subsequently, we conducted the crop-type classification within NS and EW partitions, 
similar to the spatial impact experiments at the county level (Section 2.4.4.4). Preliminary results 
(Fig. 5.6b) suggest the performance of NS partition has comparable performance to the state level, 
while the performance of EW partition has worse performance than the state level. This finding 
helps hypothesize that the spatial heterogeneity of temperature and precipitation influences the 
model performance, since most variation of temperature and precipitation occurs in the NS 
direction in the Illinois State. Therefore, this finding motivates us to examine crop-type 
classification using spatial partitions based on spatial patterns of precipitation and temperature. 
However, we also notice the relatively higher performance of the state-level model, indicating that 
the model has already captured the difference between corn and soybean. In addition, all the 
experiments were conducted using GPU. For each test at the state level, it takes ~150s, which is 
much more efficient compared to using CPU (~1200s). 
 
Fig. 5.6. Model performance at different spatial scales with (a) existing boundaries (i.e. county, ASD, and 
state) and (b) manually created boundaries (i.e. NS/EW partitions).  
5.3.3 Classification in partitions based on climate factors 
We find the classification performance of spatial partition based on temperature is slightly 
better than precipitation (Fig. 5.7), which indicates temperature may have more influence on the 
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phenology development of the crop than precipitation for the state of Illinois. Combining 
precipitation and temperature can achieve the best performance compared to the single 
precipitation and single temperature. In general, the performance of the partitions based on the 
climate factors shows no improvement but slightly drawback compared to the performance of the 
state. We notice that the error bar has a wide range, which indicates some partitions benefit from 
the climate factors whereas others do not. We will further explore the potential reasons for that 
and show the spatial patterns of different performance.   
 
Fig. 5.7. The performance of different partitions based on climate factors (i.e. single precipitation, single 
temperature, and combined temperature and precipitation). The performance of the state is the reference. 
The error bars are one standard division.  
5.3.4 Classification in partitions based on combined geo-locations and climate factors 
We find the two partitions based on combined geo-locations and climate factors with 
weight ratio as 2211 have the highest performance (Fig. 5.8), which is the optimized spatial scale 
for the crop type classification in IL. In Fig. 5.8a, we group the results from the same weights, 
which shows the performance decrease whereas the error bars (standard deviation) increase with 
more partitions. The increase error bars indicate the variations of the partitions increase. Therefore, 
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we demonstrate the spatial patterns of performance of each partition in Fig. 5.9. We find the 
northernmost partitions have the lowest performance throughout different weights and different 
partition numbers, whereas the performance of the southernmost partitions has the lower value 
when the number of partitions is high. Further correlation analysis (Fig. 5.10) shows that when the 
partition number is 2, large sample size leads to bad performance, which indicates the additional 
partitions are needed. When the partition number reaches to 6, the low performance may be caused 
by the small sample size. In Fig. 5.8b, we group the results from the same partition number, which 
shows no clear pattern except the weight “1112” has better performance when partition number is 
large. 
(a)  
Fig. 5.8. The performance of different partitions based on the combined geo-locations and climate 
with different weights. The performance of the state is the reference. The error bars are one 
standard division. (a) shows the results grouped by different weights, whereas (b) shows the results 






Fig. 5.8. (cont.) 
(b)  
 




Fig. 5.10. The correlation between the model performance and sample size for each partition number. Red 
point indicates that the correlation has P<0.05. 
5.4 Conclusion 
In this study, we proposed a high-performance workflow to conduct crop type classification 
for the growing season of Illinois State in 2016 based on Landsat 7&8 and explored the potential 
optimized spatial scale to conduct such crop type classification. To answer the first research 
question ‘How to optimize the computational workflow to handle state-level data?’, we paralleled 
the previous sequential workflow of county level for preprocessing the data. Specifically, this was 
achieved by creating field masks and CDL masks (which are the inputs for the aggregation of field-
level information) for each Landsat scene so that each scene can be processed simultaneously. In 
addition, the model training and testing were conducted using GPU, which was ~10 times faster 
than using CPU. To answer the second research question ‘What is the optimized spatial scale for 
crop-type classification if it exists?’, we conducted four groups of experiments to explore the 
optimized spatial scale and found that the two partitions based on combined geo-locations and 
climate factors with weights “2211” achieved the best performance. For the four groups of 
experiments, we found the performance of partitions based on ASD, evenly division from North 
to South, and combined geo-locations and climate factors had slightly worse performance than that 
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of state, whereas the partition of “2211” was slightly better than that of state. Therefore, the model 
built on state may satisfy the need of crop type classification in IL State considering the cost of 
building two models. In addition, we also found the variation of the performance across different 
partitions, and further exploration demonstrated the lower performance resulted from the 




CHAPTER 6: CONCLUDING DISCUSSION 
 
6.1 Summary of contributions 
This dissertation established several novel approaches based on integration of cyberGIS 
and machine learning to addressing food security challenges, namely crop-type classification, 
crop-yield prediction, crop-status monitoring, and a scaling up study of crop-type classification. 
These approaches are presented in several interrelated studies. They together provide a powerful 
framework (Fig. 6.1) for tackling key challenges in data-intensive crop knowledge discovery. In 
this framework, cyberGIS bridges the other three components; food and agriculture component 
provides the domain knowledge; remote sensing contributes rich data sources; and machine 
intelligence supports the framework with advanced tools and methods. 
 
Fig. 6.1. CyberGIS-based framework for tackling food security challenges. 
Chapter 2 focuses on high-performance in-season crop-type classification. This study has 
demonstrated that combining time-series Landsat Surface Reflectance Data and CLUs with a 
machine learning approach provides a cost-effective viable option for field-level and in-season 
crop-type classification for corn/soybean dominated Corn Belt landscape, with a detailed case 
study in Champaign County, Illinois. The research outcome is important for both scientific and 
practical purposes. The classification model based on ANN was applied to distinguish corn and 
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soybean patches for each CLU field, which was trained and tested using the CDL as the ground 
truth. Systematic experiments were conducted to determine which information is most useful for 
classifying corn and soybeans. Overall, a high overall accuracy of classification (~95%) is 
achieved using this method. In addition, the ability to perform within-season crop-type 
classification can be achieved at a relatively early stage of the growing season at about DOY 210 
(late July or early August), with equivalent accuracy (~95%) of classification results at the end of 
year based on an entire growing season of data inputs. All data sources (LSRD, CLU, and CDL) 
used in this study are publicly available. The current approach has a great potential to be scaled up 
to other counties, states, and possibly the entire U.S. Corn Belt. Further improvements can be 
pursued, such as using texture features extracted from high temporal-spatial resolutions of fusion 
data (e.g. based on MODIS and Landsat).   
Chapter 3 shifts the focus to crop yield prediction, which requires the crop classification as 
input. In this study, we used data-driven approaches to predict wheat yield in Australia based on 
climate and satellite data, involving three machine learning approaches and an advanced regression 
approach. To help interpret the results, we conducted an EDA analysis before building the 
empirical models. We find that integrating climate data and satellite data can achieve the best 
performance for yield prediction. By decomposing the contributions from climate data and satellite 
data, we can find their unique and overlapping information for yield prediction. Specifically, we 
find that the satellite data can gradually capture crop yield variability, which also reflects the 
accumulated climate information. Climate information that cannot be captured by satellite data 
serves as a unique contribution to wheat yield prediction across the entire growing season. By 
comparing the two sources of satellite data (i.e. SIF and EVI), we find that SIF does not show a 
better performance than EVI for yield prediction at the SD scale in Australia, which may be due 
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to its low signal-to-noise ratio (Guan et al., 2016). In addition, we also explored the potential for 
timely in-season yield prediction and found that decent prediction performance can be obtained 
about two months before harvest in Australia. This study formulates a robust modeling framework 
to integrate satellite and climate data to predict crop yield at large spatial scales. The framework 
is designed to be applicable to other crops and geographic contexts.  
Chapter 4 investigates another important food security topic, which is the in-season N-
stress detection. While crop type classification provides essential information for crop N-stress 
detection in large geographic areas, this research focuses on a corn field with a known crop type. 
In this study, we systematically evaluated the ability to use UAV- and CubeSat-based multispectral 
images to track crop growth conditions and N stress over the whole growing season for different 
N management practices at a research site in central Illinois. We were able to show that CIg derived 
from both the UAV- and CubeSat-based multispectral images could track the appearance, 
intensification, and disappearance of crop N stress as shown by plant-based measurements. 
Specifically, our study shows that N stress occurs and intensifies before the corn tasseling stage at 
our experimental site, which allows enough time-window to detect the stress and take remedy 
operations (i.e. sidedressing). The early N stress can be alleviated or even disappear afterward with 
the sidedressing. The UAV-based CIg reveals more spatial details among different N treatments 
than CubeSat-based CIg at the plot level. However, the high consistency between UAV- and 
CubeSat-based CIg indicates the potential of CubeSat-based CIg to be applied at a larger spatial 
scale. Both the CIg time-series and final yield showed that N management practices with sufficient 
N fertilizer caused little or no N stress at early growth stages, and that sidedressing at VT in this 
environment outperformed a single, planting-time application. This study demonstrates the UAV- 
and CubeSat-based multispectral sensing can monitor N stress of corn throughout the growing 
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season. Our approach cannot only be used to evaluate the N management practices, but also has 
potential applications in making N management decisions at the field level. 
Chapter 5 developed a high-performance computing method for conducting crop-type 
classification for the growing season of the Illinois State in 2016 based on Landsat 7&8, and 
explored the potential optimized spatial scale for such crop-type classification. To answer the first 
research question “how to optimize the computational workflow to harness state-level data?”, we 
parallelized the previous county-level workflow for data preprocessing. Specifically, this was 
achieved by creating field masks and CDL masks (which are the inputs for the aggregation of field-
level information) for each Landsat scene so that each scene can be processed simultaneously. In 
addition, the model training and testing were conducted using GPU, which was ~10 times faster 
than using CPU. To answer the second research question “what is the optimized spatial scale for 
crop-type classification if it exists?”, we conducted four groups of experiments to explore the 
optimized spatial scale and found that the two partitions based on combined geo-locations and 
climate factors with weights “2211” achieved the best performance. For the four groups of 
experiments, we found the performance of partitions based on ASD, evenly division from the north 
to south, and combined geo-locations and climate factors had slightly worse performance than that 
of state, whereas the partition of “2211” was slightly better than that of state. Therefore, the model 
built on state may be cost-effective for the need of crop-type classification in IL State considering 
the cost of building two models. 
6.2 Limitations and Future work 
First, for the crop-type classification research, one major limitation is that all land cover 
types of no corn or soybean are pre-filtered. In other words, we only focus on classifying a binary 
system (corn vs. soybean). However, as previous studies (Wardlow et al., 2007; Wardlow and 
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Egbert, 2008) pointed out that for the U.S. Corn Belt, differentiating corn and soybean remains the 
biggest challenges as other types of crops (e.g. winter wheat, sorghum) or natural vegetation (e.g. 
grass and trees) usually have a very different temporal phenology than corn and soybean. 
Furthermore, only focusing on corn and soybean is justified for the targeted study area, as they are 
the dominant crop types in the main states of the U.S. Corn Belt. However, future research efforts 
should be devoted to extend this approach and include other crop types and natural vegetation 
types. There are also expected uncertainties in the classification approach, and reducing these 
uncertainties is another future research direction. First, when a time series stack from Landsat data 
is generated for each field, interpolation is used to fill gaps in the Landsat data. We have tested a 
series of other interpolation methods and found little influence on the final classification 
performance. With more satellite data becoming available, such as Sentinel-2 data, the gap filling 
performance can be further improved. Another possible approach is to use multi-sensor fusion 
data, such as the STAIR algorithm developed by Luo et al. (2018) to integrate MODIS (low spatial, 
but high temporal resolution) and Landsat (low temporal, but high spatial resolution), for the 
classification purpose (Gao et al., 2017). We used CLU to aggregate the field or sub-field level 
information (see details in Section 2.3). The major motivation of using CLU is to aggregate the 
spectral information from many pixels in order to largely avoid the cloud cover issue. However, it 
should be recognized that within a CLU there can be a mixture of crops and this mixture may also 
change over time, and that our current approach assumes that the division of different fields are 
known. 
Second, for the yield prediction work, the current wheat map is static for all years from 
2000 to 2014. However, the wheat growing area changes from year to year, and a static wheat 
growing area can lead to errors when we extract the area for the climate and satellite data in 
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modeling yield as well as errors when aggregated yield is needed. For example, the Australia 
national wheat yield is an area-weighted yield that requires explicit SD wheat area information. 
For future studies, we suggest producing wheat annual mappings from satellite data (Moran et al., 
1997; Pan et al., 2012; Potgieter et al., 2013, 2011; Wardlow and Egbert, 2008) to reduce the 
potential errors. Furthermore, we recognize that additional information can be added to the yield 
prediction model as they may provide complementary information to further improve the crop 
yield prediction, such as soil property information (Newlands et al., 2014; Potgieter et al., 2014; 
Stephens et al., 1989) or satellite data from other spectral bands (Guan et al., 2017). For example, 
passive or active microwave remote sensing data provide canopy biomass and water content (Liu 
et al., 2006; Vereecken et al., 2012); thermal remote sensing provides canopy temperature and 
water stress (Anderson et al., 2011, 2007; Otkin et al., 2013; Potgieter et al., 2014). These data 
sources should provide complementary information than EVI and SIF that are used in this 
dissertation. Another limitation is that our analysis was based on the SD level (more than 1 shire 
or district), which is in a relatively coarse resolution. In reality, while smaller-scale yield statistics 
exist in Australia at the shire level, it has a shorter data record available for such an analysis due 
to data gaps after 2000. Although the current SD-level analysis has a longer temporal period, it 
also leads to a small spatial sample size and limits the performance of machine learning methods. 
Thus, an increase in sample size and corresponding temporal and spatial resolutions with more 
accurate classification of crop type will improve the predictive modeling approach, thus leading 
to improved spatially explicit crop production models. 
Third, for the N stress detection work, we have demonstrated the potential of using 
CubeSat-based CIg for scaling up through the consistency between UAV- and CubeSat-based CIg 
(Fig. 4.12). This shows the promise of using CubeSat data to track N stress for large geographic 
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areas. However, the real-world situation is more complicated when scaling up to large areas that 
need more considerations. First, the practical strategy may require farmers to apply sufficient N 
fertilizer to a certain area as the benchmark group (Maresma et al., 2016; Thompson et al., 2015; 
Torino et al., 2014). Second, when the field scale is large, environmental factors (e.g. soil type and 
topography) may involve significant spatial heterogeneity for the demand of N fertilizer. Thus, 
multiple benchmark groups with abundant N fertilizer under different situations may be needed. 
Therefore, how to design trial strategy and benchmark groups is a remaining and urgent question 
to be addressed. Third, different crop types may have distinctive responses (e.g. time and amount) 
when suffering from N stress, which leads to different changes of VI (Diacono et al., 2013; Jin et 
al., 2017; Morier et al., 2015). Therefore, it is essential to treat different crop types separately, 
which requires spatial explicitly early-season crop-type classification (Cai et al., 2018). 
Lastly, for the case study of scaling up the crop-type classification workflow, we found the 
performance of the model built on the state level has already outperformed most of the partitions 
except the one based on combined geo-locations and climate factors with weights of “2211”. This 
result indicates the heterogeneity of phenology for the same crop type in IL is small, which may 
be due to the similar climate across the whole state and partly supported by the research of 
environment segmentation (Rattalino Edreira et al., 2018; Sathiaraj et al., 2019). However, the 
performance variation exists across the entire state and further exploration revealed the lower 
performance resulted from the northernmost partition, which requires future research to explain 
what caused the less desirable performance. In addition, the temperature and precipitation used for 
partition is the 30-year normal. The 30-year normal may be different from the climate condition 
in a specific year. Therefore, it is worth to further explore the performance of using temperature 
and precipitation for spatial partitioning in the corresponding year (i.e. 2016). To consider other 
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factors besides temperature and precipitation is also an important direction of future research 
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