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Global dynamics below the ground state for the quadratic
Schro¨dinger system in 5d
Masaru Hamano
Abstract. In this paper we consider the nonlinear Schro¨dinger system (NLS) with quadratic
interaction in five dimensions. We determine the global behavior of the solutions to the system
with data below the ground state. Our proof of the scattering result is based on an argument by
Kenig–Merle [16]. In particular, the new part of this paper is to deal with asymmetric interaction.
A blowing-up or growing-up result is proved by combining the argument by Du–Wu–Zhang in
[6] and a variational characterization of minimizers. Moreover, we show a blowing-up result if
the data has finite variance or is radial.
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1. Introduction
1.1. Background.
We consider the quadratic Schro¨dinger system in five space dimensions:
(NLS)

i∂tu+∆u = −2vu¯ (x, t) ∈ R5 × R,
i∂tv +
1
2
∆v = −u2 (x, t) ∈ R5 × R,
u(x, 0) = u0(x), v(x, 0) = v0(x) x ∈ R5,
where i =
√−1, u, v : R5 × R −→ C are unknown functions, u0, v0 : R5 −→ C are given func-
tions, ∆ =
∑5
j=1
∂2
∂x2j
, and u is complex conjugate of u.
1
2(NLS) has a physical background, which is deduced from the equation describing the Raman
process. This process is a nonlinear instability phenomenon (see [3] for more detail). Further-
more, (NLS) is also derived from a non-relativistic limit of the nonlinear Klein-Gordon system
(see [12]). Asymptotic behavior of solutions for this NLKG system was studied in Sunagawa–
Kawahara [15] and Hayashi–Naumkin [11]. For (NLS), a well-posedness result in L2 or H1, a
blowing-up result with finite variance, and existence of a ground state were studied in Hayashi–
Ozawa–Tanaka [12].
Our aim in the present paper is to determine long time behavior of solutions to the problem
(NLS). There are various kinds of solutions depending on the choice of the data, for example,
scattering solution, blow-up solution, standing wave solution and so on. Here we are especially
interested in investigating this problem under the assumption that the value of the action of the
initial data is less than that of the ground state. The ground state is one of the solutions to the
following nonlinear elliptic system
(gNLS)
−∆φω + ωφω = 2ψωφω,−1
2
∆ψω + 2ωψω = φ
2
ω,
where ω > 0. It was proved in [12] that this system has a non-trivial solution, which is called
the ground state. The ground state attains the infimum of µ20,8ω (see Definition 1.2) and is
non-negative (real-valued) and radial. We denote by (φω, ψω) this ground state solution. If we
set (u, v) = (eiωtφω, e
2iωtψω), then (u, v) is the solution to (NLS), and is called the standing
wave solution. We remark that the standing wave solution neither scatters nor blows-up. The
stability of standing wave solutions was studied in [3].
In this paper, we give the necessary and sufficient conditions on the data, which clarifies the
scattering and blowing-up behavior of solutions to (NLS). Our proof of the scattering is based
on the argument by Kenig–Merle in [16]. In the past ten years, global behavior of solutions
below the ground state for the single focusing case
i∂tu+∆u+ |u|αu = 0 (x, t) ∈ RN × R,
where α > 0, was studied by several authors. Kenig–Merle [16] treated the case with α = 4
N−2 ,
N = 3, 4, 5, under radial symmetry, Holmer–Roudenko [13] treated the case with α = 2, N = 3
under radial symmetry, Duyckaerts–Holmer–Roudenko [7] treated the case with α = 2, N =
3 without radial symmetry, Fang–Xie–Cazenave [8] showed scattering, and Akahori–Nawa [1]
showed scattering and blowing-up in the mass supercritical and energy subcritical case. In the
system with symmetric interaction
(sNLS)
{
i∂tu+∆u+ (|u|2 + |v|2)u = 0 (x, t) ∈ R3 × R,
i∂tv +∆v + (|u|2 + |v|2)v = 0 (x, t) ∈ R3 × R,
Xu [19] and Farah–Pastor [9] showed the scattering result below the ground state. In our system,
Hayashi–Li–Ozawa [10] proved a small data scattering by using the end point Strichartz estimate
in H˙
1
2 setting. However, it is difficult to remove the smallness condition on the data to prove
the scattering. To overcome this difficulty, we use Kenig–Merle type argument (Linear profile
decomposition, Long time perturbation theory, Compactness, Rigidity). Xu [19] and Farah–
Pastor [9] also applied the similar method to (sNLS). Unlike theirs, our system has assymmetric
interaction, so that we have to deal with the interaction carefully. Moreover, we are considering
five space dimensions, so we use different type of exponents for Strichartz estimate (see also
[8]). Our proof of the blowing-up or growing-up result is based on the argument by Du–Wu–
Zhang [6] and variational characterization (Lemma 3.1). We remark that it is still open whether
growing-up occurs or not. We note that Hayashi–Ozawa–Tanaka [12] proved blowing-up result if
the data has finite variance and negative energy. In this paper, we extend their result to include
certain positive energy initial data by using the ground state (see Theorem 1.3 for more detail).
3Our blowing-up result with finite variance or radial symmetry is based on the argument by Xu
[19].
1.2. Definition and main result.
In order to state the main result, we introduce some notations and basic facts. Let (T∗, T ∗) be
the maximal lifespan of the solution (u, v) to (NLS) (see Theorem 2.2).
Definition 1.1 (Scattering, Blowing-up, Growing-up).
• (Scattering)
We say that the solution (u, v) to (NLS) scatters in positive time (resp. negative time) if
T ∗ =∞ (resp. T∗ = −∞) and there exists (φ+, ψ+) ∈ H1×H1 (resp. (φ−, ψ−) ∈ H1×H1)
such that
lim
t→+∞ ‖(u(t), v(t)) − (e
it∆φ+, e
1
2
it∆ψ+)‖H1×H1 = 0(
resp. lim
t→−∞ ‖(u(t), v(t)) − (e
it∆φ−, e
1
2
it∆ψ−)‖H1×H1 = 0
)
.
• (Blowing-up)
We say that (u, v) blows up in positive time (resp. negative time) if T ∗ < ∞ (resp.
T∗ > −∞). Moreover, Theorem 2.2 and Theorem 2.5 give
lim
tրT ∗
(tցT∗)
‖(u(t), v(t))‖H˙1×H˙1 =∞.
• (Growing-up)
We say that the solution (u, v) grows up in positive time (resp. negative time) if T ∗ =∞
(resp. T∗ = −∞) and there exists a sequence {tn} with tn →∞ (resp. −∞) as n→∞
such that
lim
n→∞ ‖(u(tn), v(tn))‖H˙1×H˙1 =∞.
Definition 1.2. We define the following functionals and quantities for (u, v) ∈ H1×H1, ω > 0
and α, β ∈ R.
M(u, v) = ‖u‖2L2 + 2‖v‖2L2 , E(u, v) = ‖∇u‖2L2 +
1
2
‖∇v‖2L2 − 2Re(v, u2),
K(u, v) = ‖∇u‖2L2 +
1
2
‖∇v‖2L2 , P (u, v) = Re(v, u2)L2 ,
Kω(u, v) = K(u, v) + ωM(u, v) , Lω(u, v) =
ω
2
M(u, v) +
1
10
K(u, v),
Iω(u, v) =
ω
2
M(u, v) +
1
2
E(u, v) , Kα,βω (u, v) = ∂λIω(e
αλu(eβλ·), eαλv(eβλ·))
∣∣∣
λ=0
,
Cω = {(u, v) ∈ H1 ×H1 \ {(0, 0)} : K20,8ω (u, v) = 0},
µ20,8ω = inf{Iω(u, v) : (u, v) ∈ Cω}.
We state our main result.
Theorem 1.3 (Scattering versus blowing-up dichotomy). Let (u0, v0) ∈ H1×H1 and (u, v) be
the solution to (NLS) with initial data (u0, v0). Moreover, we assume for ω > 0,
Iω(u0, v0) < Iω(φω, ψω).
(1) Let K20,8ω (u0, v0) ≥ 0. Then (u, v) scatters in positive time in H1×H1.
(2) Let K20,8ω (u0, v0) < 0. Then (u, v) blows up or grows up in positive time in H
1×H1.
Moreover, if (xu0, xv0) ∈ L2×L2 or (u0, v0) is radial, then the solution (u, v) blows up
in positive time.
The same conclusion of Theorem 1.3 holds for the negative time direction by taking the complex
conjugate of the equation and replace t by −t.
41.3. Organization of the paper.
The organization of this paper is as follows. In section 2, we give several properties of the
ground state (φω, ψω) for (NLS), Strichartz estimates, Small data scattering result, and Long
time perturbation theory. In section 3, we show that the solution exists time-globally under
the assumption of Theorem 1.3 (1) and show Theorem 1.3 (2). In section 4 and section 5, we
complete the proof of Theorem 1.3 (1) by contradiction.
For the convinience of the reader, we explain the strategy for the proof of Theorem 1.3 (1).
We assume that the threshold for scattering Icω (see Definition 5.1) is strictly below Iω(φω, ψω).
In section 5.1, we construct a solution (uc, vc) (which is called a critical solution) that stands
exactly at the boundary between scattering and non-scattering. The way of the construction of
this solution is as follows. We take a sequence {(un, vn)} of the solutions to (NLS), which exists
between Icω and Iω(φω, ψω), and satisfies ‖(un, vn)‖S(H˙ 12 )×S(H˙ 12 ) = ∞ and Iω(un, vn) −→ I
c
ω
(see Definition 2.9 for the definition of ‖(·, ·)‖
S(H˙
1
2 )×S(H˙ 12 )). Since this sequence is bounded in
H1×H1, we can apply Theorem 4.3 (Linear profile decomposition) to (un(0), vn(0)). We take
the non-linear profile, which approaches the linear profile by Lemma 5.3 (Existence of wave
operators). Applying Theorem 2.23 (Long time perturbation), we prove that there exists only
one non-zero linear profile. Using this non-zero linear profile, we construct a critical solution. In
section 5.2, we prove that the orbit of the critical solution K = {(uc(· − x(t), t), vc(· − x(t), t)) :
t ∈ [t,∞)} is precompact in H1 × H1. First, we define a equivalent relation ∼ on H1 × H1
and the quotient space H1 × H1/∼, which is constructed by the whole equivalent class. Let
π : H1×H1 −→ H1×H1/∼ be the natural projection. In Lemma 5.10 and Lemma 5.11, we
prove that it is sufficient to prove the orbit of the critical solution K is precompact if π(K) is
precompact. In Proposition 5.12, we show that the orbit of the critical solution K is precompact
in H1 ×H1. In section 5.3, we prove that the assumption (Icω < Iω(φω, ψω)) of a contradiction
argument is fault. To prove this, we first show that the momentum of the critical solution is zero.
Next, we prove Theorem 5.19 (Rigidity). Because the critical solution satisfies the assumption
of Theorem 5.19 (Rigidity), we apply Theorem 5.19, then a contradiction occurs.
2. Preliminaries
2.1. Results from [12].
Definition 2.1 (Space of H1×H1 solution).
Y (I) := (C ∩ L∞)(I : H1) ∩ L2(I :W 1, 103 ) , ‖u‖Y (I) := max
{
‖u‖L∞H1 , ‖u‖
L2W 1,
10
3
}
.
Theorem 2.2 (Unique existence of H1×H1 time local solution [12]). For any ρ > 0, there exists
T (ρ) > 0 such that for any (u0, v0) ∈ H1 ×H1 with max {‖u0‖H1 , ‖v0‖H1} ≤ ρ, (NLS) has the
unique solution (u, v) ∈ Y (I)× Y (I) with I = [−T (ρ), T (ρ)].
Definition 2.3 (Space of weighted L2×L2 solution).
X(I) := (C ∩ L∞)(I : L2) ∩ L2(I : L 103 ) , ‖u‖X(I) := max
{
‖u‖L∞L2 , ‖u‖
L2L
10
3
}
,
Z(I) := {u ∈ Y (I) : xu ∈ X(I)} , ‖u‖Z(I) := max
{‖u‖Y (I), ‖xu‖X(I)} .
Theorem 2.4 (Unique existence of weighted L2×L2 time local solution [12]). For any ρ > 0,
there exists T (ρ) > 0 such that for any (u0, v0) ∈ H1×H1 with (xu0, xv0) ∈ L2×L2 and
max {‖u0‖H1 , ‖v0‖H1 , ‖xu0‖L2 , ‖xv0‖L2} ≤ ρ,
(NLS) has the unique solution (u, v) ∈ Z(I)×Z(I) with I = [−T (ρ), T (ρ)].
Theorem 2.5 (Conservation law [12]). The solution (u, v) to (NLS) satisfies the following con-
servation laws for all t ∈ (T∗, T ∗)
M(u(t), v(t)) =M(u0, v0), (2.1)
5E(u(t), v(t)) = E(u0, v0). (2.2)
Theorem 2.6 (Virial identity [12]). Let (u0, v0) ∈ H1×H1 satisfy (xu0, xv0) ∈ L2×L2 and let
(u, v) ∈ (Z(I)×Z(I)) ∩ (Y (I)×Y (I)) be the corresponding local solution given by Theorem 2.2
and Theorem 2.4. Then
d2
dt2
(‖xu(t)‖2L2 + 2‖xv(t)‖L2) = 10E(u0, v0)− 2
(
‖∇u(t)‖2L2 +
1
2
‖∇v(t)‖2L2
)
. (2.3)
Remark 2.7. Due to the coefficients 1, 12 of the Laplacian for (NLS), we can prove that Theorem
2.6 holds. This condition is called mass resonance condition.
2.2. Linear estimates.
To construct the solution, we convert (NLS) into the following integral system (NLSI) by
Duhamel’s principle.
(NLSI)

u(t) = eit∆u0 + 2i
∫ t
0
ei(t−s)∆(vu)(s)ds,
v(t) = e
1
2
it∆v0 + i
∫ t
0
e
1
2
i(t−s)∆(u2)(s)ds,
where eit∆f(x) = (e−4pi2it|ξ|2 f̂ )∨(x) and e
1
2
it∆f(x) = (e−2pi2it|ξ|2 f̂ )∨(x).
Theorem 2.8. If t 6= 0, 1
p
+ 1
p′
= 1 and p′ ∈ [1, 2], then it follows that eit∆ : Lp′ −→ Lp is
continuous and
‖eit∆f‖Lp ≤ c|t|−
5
2
(
1
p′
− 1
p
)
‖f‖Lp′ ,
where c is independent of t and f .
Definition 2.9. We say that (q, r) is H˙s admissible (in 5d) if
2
q
+
5
r
=
5
2
− s.
Strichartz norm is defined as
‖u‖S(L2) = sup
(q,r):L2admissible
2≤q≤∞,2≤r≤ 10
3
‖u‖LqtLrx , ‖u‖S(H˙ 12 ) = sup
(q,r):H˙
1
2 admissible
4+≤q≤∞, 5
2
≤r≤ 10
3
−
‖u‖LqtLrx .
Dual Strichartz norm is defined as
‖u‖S′(L2) = inf
(q,r):L2admissible
2≤q≤∞,2≤r≤ 10
3
‖u‖
L
q′
t L
r′
x
, ‖u‖
S′(H˙−
1
2 )
= inf
(q,r):H˙−
1
2 admissible
4
3
+≤q≤4,2≤r≤ 10
3
−
‖u‖
L
q′
t L
r′
x
,
where (q′, r′) is the Ho¨lder dual to (q, r) and 4+ is an arbitrarily preselected and fixed number
larger than 4, similarly for 103
−
and 43
+
.
Remark 2.10. Dual Strichartz norm is not norm precisely. (Dual Strichartz norm may not
satisfy triangle inequality.)
Theorem 2.11 (Strichartz estimates [17]). We have the following:
‖eit∆f‖S(L2) ≤ c‖f‖L2 ,∥∥∥∥∫ t
0
ei(t−s)∆F (·, s)ds
∥∥∥∥
S(L2)
≤ c‖f‖S′(L2).
If (q, r) is H˙
1
2 admissible and satisfies 2 ≤ q ≤ ∞, 5
2
≤ r ≤ 5, then
‖eit∆f‖LqtLrx ≤ c‖f‖H˙ 12 ,
6 ∥∥∥∥∫ t
0
ei(t−s)∆F (·, s)ds
∥∥∥∥
L
q
tL
r
x
≤ c‖D 12F‖S′(L2),
and ∥∥∥∥∫ t
0
ei(t−s)∆F (·, s)ds
∥∥∥∥
S(H˙
1
2 )
≤ c‖F‖
S′(H˙−
1
2 )
,
where c is independent of f or F .
We extend our notation S(H˙
1
2 ) as follows: If a time interval is not specified (, that is, if we
just write S(H˙
1
2 )), then the t-norm is evaluated over (−∞,+∞). To indicate a restriction to a
time subinterval I ⊂ (−∞,+∞), we will write S(H˙ 12 ; I). Other Strichartz norm, dual Strichartz
norm is also described similarly. Even if time is restricted, Theorem 2.11 still holds.
2.3. Variational characterization.
Proposition 2.12. ([12]) For ω > 0, there exists a nontrivial real valued solution (φω, ψω) ∈
H1×H1 of the elliptic system
(gNLS)
−∆φω + ωφω = 2ψωφω,−1
2
∆ψω + 2ωψω = φ
2
ω.
It is well known that (u, v) = (eiωtφω, e
i2ωtψω) is a global solution to (NLS) if (φω, ψω) is the
solution of (gNLS). We can see this type solutions does not decay as t −→∞.
Definition 2.13. Real-valued functions (φ,ψ) ∈ H1×H1 is called a solution of (gNLS) if
(gNLSI)

∫
R5
∇φ · ∇udx+ ω
∫
R5
φudx = 2
∫
R5
φψudx,
1
2
∫
R5
∇ψ · ∇vdx+ 2ω
∫
R5
ψvdx =
∫
R5
φ2vdx
for any u, v ∈ C∞0 (R5).
Proposition 2.14. Let ω > 0. Then the solution (φω, ψω) to (gNLS) satisfies
2K(φω, ψω) = 5P (φω, ψω) , 2ωM(φω , ψω) = P (φω, ψω).
Proof. For simplicity, we give a formal calculation for the proof. Actual proof requires a regu-
larization procedure.
Multiplying both side of −∆φω + ωφω = 2ψωφω by φω and integrating, we have
−
∫
R5
φω∆φωdx+ ω
∫
R5
φ2ωdx = 2
∫
R5
ψωφ
2
ωdx.
Multiplying both side of −1
2
∆ψω + 2ωψω = φ
2
ω by ψω and integrating, we have
−1
2
∫
R5
ψω∆ψωdx+ 2ω
∫
R5
ψ2ωdx =
∫
R5
ψωφ
2
ωdx.
Using integration by parts,
‖∇φω‖2L2 + ω‖φω‖2L2 = 2Re(ψω, φ2ω)L2 ,
1
2
‖∇ψω‖2L2 + 2ω‖ψω‖2L2 = Re(ψω, φ2ω)L2 .
Thus,
ωM(φω, ψω) +K(φω, ψω) = 3P (φω , ψω). (2.4)
Multiplying both side of −∆φω + ωφω = 2ψωφω by x · ∇φω and integrating, we have
−
∫
R5
∆φωx · ∇φωdx+ ω
∫
R5
φωx · ∇φωdx = 2
∫
R5
ψωφωx · ∇φωdx. (2.5)
7Since∫
R5
∆φωx · ∇φωdx =
5∑
k=1
5∑
j=1
∫
R5
∂2kφωxj∂jφωdx
=
5∑
k=1
5∑
j=1
∫
R4
(
[∂kφωxj∂jφω]
xk=∞
xk=−∞ −
∫
R
∂kφω∂k(xj∂jφω)dxk
)
dxk
= −
5∑
k=1
∫
R5
(∂kφω)
2dx−
5∑
k=1
5∑
j=1
∫
R5
∂kφωxj∂kjφωdx
= −‖∇φω‖2L2 −
5∑
k=1
5∑
j=1
∫
R4
([
xj(∂kφω)
2
]xj=∞
xj=−∞ −
∫
R
∂j(xj∂kφω)∂kφωdxj
)
dxj
= −‖∇φω‖2L2 +
5∑
k=1
5∑
j=1
∫
R5
(∂kφω + xj∂jkφω)∂kφωdx
= 4‖∇φω‖2L2 +
5∑
k=1
5∑
j=1
∫
R4
(
[xj∂jφω∂kφω]
xk=∞
xk=−∞ −
∫
R
∂jφω∂k(xj∂kφω)dxk
)
dxk
= 4‖∇φω‖2L2 −
5∑
k=1
∫
R5
(∂kφω)
2dx−
5∑
k=1
5∑
j=1
∫
R5
∂2kφωxj∂jφωdx
= 3‖∇φω‖2L2 −
∫
R5
∆φωx · ∇φωdx,
it follows that ∫
R5
∆φωx · ∇φωdx = 3
2
‖∇φω‖2L2 . (2.6)
Since ∫
R5
φωx · ∇φωdx =
5∑
j=1
∫
R5
φωxj∂jφωdx
=
5∑
j=1
∫
R4
([
xjφ
2
ω
]xj=∞
xj=−∞ −
∫
R
(φω + xj∂jφω)φωdxj
)
dxj
= −
5∑
j=1
∫
R5
(φ2ω + φωxj∂jφω)dx
= −5‖φω‖2L2 −
∫
R5
φωx · ∇φωdx,
it follows that ∫
R5
φωx · ∇φωdx = −5
2
‖φω‖2L2 . (2.7)
Since ∫
R5
ψωφωx · ∇φωdx =
5∑
j=1
∫
R5
ψωφωxj∂jφωdx
=
5∑
j=1
∫
R4
([
xjψωφ
2
ω
]xj=∞
xj=−∞ −
∫
R
φω∂j(xjψωφω)dxj
)
dxj
8= −
5∑
j=1
∫
R5
(ψωφ
2
ω + φ
2
ωxj∂jψω + ψωφωxj∂jφω)dx
= −5
∫
R5
ψωφ
2
ωdx−
∫
R5
φ2ωx · ∇ψωdx−
∫
R5
ψωφωx · ∇φωdx,
it follows that ∫
R5
ψωφωx · ∇φωdx = −5
2
∫
R5
ψωφ
2
ωdx−
1
2
∫
R5
φ2ωx · ∇ψωdx. (2.8)
Combining (2.5), (2.6), (2.7) and (2.8), it follows that
−3
2
‖∇φω‖2L2 −
5
2
ω‖φω‖2L2 = −5Re(ψω, φ2ω)L2 −
∫
R5
φ2ωx · ∇ψωdx. (2.9)
Multiplying both side of −1
2
∆ψω + 2ωψω = φ
2
ω by x · ∇ψω and integrating
−1
2
∫
R5
∆ψωx · ∇ψωdx+ 2ω
∫
R5
ψωx · ∇ψωdx =
∫
R5
φ2ωx · ∇ψωdx.
This formula combined with (2.6), (2.7) gives
−3
4
‖∇ψω‖2L2 − 5ω‖ψω‖2L2 =
∫
R5
φ2ωx · ∇ψωdx. (2.10)
Combining (2.9) and (2.10), we have
3
2
‖∇φω‖2L2 +
5
2
ω‖φω‖2L2 +
3
4
‖∇ψω‖2L2 + 5ω‖ψω‖2L2 = 5Re(ψω, φ2ω)L2 .
Therefore,
5
2
ωM(φω, ψω) +
3
2
K(φω, ψω) = 5P (φω, ψω).
This formula combined with (2.4) gives
2K(φω, ψω) = 5P (φω, ψω) , 2ωM(φω , ψω) = P (φω, ψω).

Proposition 2.15. Let (u0, v0) ∈ H1×H1 and (xu0, xv0) ∈ L2×L2. Let (u, v) be the solution
to (NLS) with initial data (u0, v0) on (T∗, T ∗). Then, we have
K20,8ω (u, v) =
d2
dt2
(‖xu(t)‖2L2 + 2‖xv(t)‖L2)
(
= 8K(u, v) − 20P (u, v)
)
for any t ∈ (T∗, T ∗).
Proof. By the change of variable,∥∥∥eαλu(eβλ·)∥∥∥2
L2
=
∫
R5
|eαλu(eβλx)|2dx = e2αλ
∫
R5
|u(y)|2 dy
e5βλ
= e(2α−5β)λ‖u‖2L2 ,∥∥∥∇eαλu(eβλ·)∥∥∥2
L2
=
∫
R5
|∇eαλu(eβλx)|2dx = e2αλ
∫
R5
|eβλ(∇u)(y)|2 dy
e5βλ
= e(2α−3β)λ‖∇u‖2L2 ,
Re
(
eαλv(eβλ·), (eαλu(eβλ·))2
)
L2
=
∫
R5
eαλv(eβλx) · eαλu(eβλx)2dx = e(3α−5β)λRe(v, u2)L2 .
Thus,
Kα,βω (u, v) = ∂λIω(e
αλu(eβλ·), eαλv(eβλ·))|λ=0
= ∂λ
(
ω
2
‖eαλu(eβλ·)‖2L2 + ω‖eαλv(eβλ·)‖2L2 +
1
2
‖∇eαλu(eβλ·)‖2L2
+
1
4
‖∇eαλv(eβλ·)‖2L2 − Re(eαλv(eβλ·), (eαλu(eβλ·))2)L2
∣∣∣∣
λ=0
9=
ω
2
(2α− 5β)‖u‖2L2 + ω(2α− 5β)‖v‖2L2 +
1
2
(2α− 3β)‖∇u‖2L2
+
1
4
(2α− 3β)‖∇v‖2L2 − (3α− 5β)Re(v, u2)L2 .
By Theorem 2.6,
d2
dt2
(‖xu(t)‖2L2 + 2‖xv(t)‖L2) = 10E(u0, v0)− 2
(
‖∇u(t)‖2L2 +
1
2
‖∇v(t)‖2L2
)
= 10
(
‖∇u(t)‖2L2 +
1
2
‖∇v(t)‖2L2 − 2Re(v, u2)L2
)
− 2
(
‖∇u(t)‖2L2 +
1
2
‖∇v(t)‖2L2
)
= 8‖∇u(t)‖2L2 + 4‖∇v(t)‖2L2 − 20Re(v, u2)L2 .
We set α = 20, β = 8, which means 2α− 5β = 0, 2α− 3β = 16, 3α− 5β = 20 and
Kα,βω (u, v) =
d2
dt2
(‖xu(t)‖2L2 + 2‖xv(t)‖L2).

Lemma 2.16. We have
µ20,8ω = inf
(u,v)∈H1×H1\{(0,0)}
{
Lω(u, v) : K
20,8
ω (u, v) ≤ 0
}
.
Proof. We take for any (u, v) ∈ H1×H1 \ {(0, 0)} with K20,8ω (u, v) < 0.
K20,8ω (e
20λu(e8λ·), e20λv(e8λ·)) = 8‖∇e20λu(e8λ·)‖2L2 + 4‖∇e20λv(e8λ·)‖2L2 − 20P (e20λu(e8λ·), e20λv(e8λ·))
= 8e16λ‖∇u‖2L2 + 4e16λ‖∇v‖2L2 − 20e20λP (u, v).
From K20,8ω (u, v) < 0, we have P (u, v) > 0. Hence, there exists λ0 < 0 such that
K20,8ω (e
20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·)) = 0. (2.11)
For such λ0 < 0, we have
Iω(e
20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·))
=
ω
2
M(e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·)) + 1
2
K(e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·))− P (e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·))
=
ω
2
M(e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·)) + 1
10
K(e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·))
=
ω
2
M(u, v) +
1
10
e16λ0K(u, v)
≤ Lω(u, v) (2.12)
from Proposition 2.14. Also, for any (u, v) ∈ H1×H1 \ {(0, 0)} with K20,8ω (u, v) = 0, we have
Iω(u, v) = Lω(u, v). Thus,
µ20,8ω = inf
(u,v)∈H1×H1\{(0,0)}
{
Iω(u, v) : K
20,8
ω (u, v) = 0
}
≤ inf
(u,v)∈H1×H1\{(0,0)}
{
Lω(u, v) : K
20,8
ω (u, v) ≤ 0
}
.
On the other hand, it follows that
µ20,8ω = inf
(u,v)∈H1×H1\{(0,0)}
{Lω(u, v) : K20,8ω (u, v) = 0},
and so
µ20,8ω ≥ inf
(u,v)∈H1×H1\{(0,0)}
{
Lω(u, v) : K
20,8
ω (u, v) ≤ 0
}
.

Proposition 2.17. Let ω > 0. Then we have the followings
(1) µ20,8ω ≥ 0,
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(2) there exists a pair of nonnegative radial functions (φ0, ψ0) ∈ Cω such that Iω(φ0, ψ0) =
µ20,8ω . Moreover, (φ0, ψ0) solves (gNLS).
Proof. (1) We apply Lemma 2.16 for µ20,8ω and take for any (φ,ψ) ∈ Cω. From Proposition 2.15
with K20,8ω (φ,ψ) = 0, we have 20P (φ,ψ) = 8K(φ,ψ). Thus,
Iω(φ,ψ) =
1
2
Kω(φ,ψ) − P (φ,ψ) = 1
2
Kω(φ,ψ) − 2
5
K(φ,ψ) ≥ 1
10
Kω(φ,ψ) > 0.
Therefore, µ20,8ω ≥ 0.
(2) We take {(φj , ψj)} ⊂ {(u, v) ∈ H1×H1 \{(0, 0)} : K20,8ω (u, v) ≤ 0} with Lω(φj , ψj)ց µ20,8ω .
We consider the symmetric-decreasing rearrangement (φ∗j , ψ
∗
j ) of (φj , ψj). Then, 0 ≥ K20,8ω (φj , ψj)
≥ K20,8ω (φ∗j , ψ∗j ), Lω(φj , ψj) ≥ Lω(φ∗j , ψ∗j ) by M(φj , ψj) = M(φ∗j , ψ∗j ), K(φj , ψj) ≥ K(φ∗j , ψ∗j ),
P (φj , ψj) ≤ P (φ∗j , ψ∗j ) (see [12], p674). Thus, we may assume that (φj , ψj) is non-negative and
radially symmetric function in H1×H1. By (2.11), for any j ∈ N, there exists λj ≤ 0 such that
K20,8ω (e
20λjφj(e
8λj ·), e20λjψj(e8λj ·)) = 0.
We set (φ˜j , ψ˜j) = (e
20λjφj(e
8λj ·), e20λjψj(e8λj ·)). Also, Lω(φj , ψj) ≥ Lω(φ˜j , ψ˜j) ց µ20,8ω by
(2.12). Since Lω(φ˜j , ψ˜j) ≤ Lω(φ1, ψ1), {(φ˜j , ψ˜j)} is bounded in H1×H1. There exists a subse-
quence still denoted by {(φ˜j , ψ˜j)} and (φ˜, ψ˜) ∈ H1rad ×H1rad (H1rad = {u ∈ H1 : u : radial}) such
that
φ˜j ⇀ φ˜ , ψ˜j ⇀ ψ˜ as j →∞ in H1,
where ⇀ denotes weak convergence. By Strauss’ compactness embedding H1rad ⊂ L3,
φ˜j → φ˜ , ψ˜j → ψ˜ as j →∞ in L3.
Thus, ∣∣∣P (φ˜, ψ˜)− P (φ˜j , ψ˜j)∣∣∣ = ∣∣∣∣∫
R5
ψ˜φ˜2dx−
∫
R5
ψ˜j φ˜
2
jdx
∣∣∣∣
≤
∣∣∣∣∫
R5
ψ˜(φ˜2 − φ˜2j)dx
∣∣∣∣+ ∣∣∣∣∫
R5
(ψ˜ − ψ˜j)φ˜2jdx
∣∣∣∣
≤ ‖ψ˜‖L3‖φ˜+ φ˜j‖L3‖φ˜− φ˜j‖L3 + ‖ψ˜ − ψ˜j‖L3‖φ˜j‖2L3
−→ 0 as j →∞.
Therefore, P (φ˜, ψ˜) = lim
j→∞
P (φ˜j , ψ˜j), which combined with a property of weak convergence,
gives K20,8ω (φ˜, ψ˜) ≤ lim
j→∞
K20,8ω (φ˜j , ψ˜j) = 0. Here, we prove (φ˜, ψ˜) 6= (0, 0) by contradiction. We
assume that (φ˜, ψ˜) = (0, 0).
8K(φ˜j , ψ˜j) = 20P (φ˜j , ψ˜j) −→ 20P (φ˜, ψ˜) = 0 as n→∞,
and we apply Gagliardo-Nirenberg’s inequality : ‖u‖L3 ≤ c‖∇u‖
5
6
L2
‖u‖
1
6
L2
, then
P (φ˜j , ψ˜j) ≤ ‖φ˜j‖2L3‖ψ˜j‖L3 ≤ c‖∇φ˜j‖
5
3
L2
‖φ˜j‖
1
3
L2
‖∇ψ˜j‖
5
6
L2
‖ψ˜j‖
1
6
L2
≤ c‖φ˜j‖
1
3
L2
‖ψ˜j‖
1
6
L2
K(φ˜j , ψ˜j)
5
4 .
Since ‖φ˜j‖L2 , ‖ψ˜j‖L2 are bounded with respect to j, we have P (φ˜j , ψ˜j) ≤ cK(φ˜j , ψ˜j)
5
4 . Thus,
for sufficiently large j ∈ N, it follows that
K20,8ω (φ˜j , ψ˜j) = 8K(φ˜j , ψ˜j)− 20P (φ˜j , ψ˜j) ≥ (8− cK(φ˜j , ψ˜j)
1
4 )K(φ˜j , ψ˜j) > 0.
This is contradiction. Therefore, since (φ˜j , ψ˜j) 6= (0, 0), µ20,8ω ≤ Lω(φ˜, ψ˜) ≤ lim
j→∞
Lω(φ˜j , ψ˜j) =
µ20,8ω , i.e. Lω(φj , ψj) = µ
20,8
ω . Thus, there exists λ0 ≤ 0 such thatK20,8ω (e20λ0 φ˜(e8λ0 ·), e20λ0 ψ˜(e8λ0 ·)) =
0 and Iω(e
20λ0 φ˜(e8λ0 ·), e20λ0 ψ˜(e8λ0 ·)) = Lω(e20λ0 φ˜(e8λ0 ·), e20λ0 ψ˜(e8λ0 ·)) = µ20,8ω . We set (φ0, ψ0) =
(e20λ0 φ˜(e8λ0 ·), e20λ0 ψ˜(e8λ0 ·)). From here, we will prove that this (φ0, ψ0) is nonnegative radial
solution to (gNLS). Because we proved that (φ0, ψ0) is nonnegative and radial, it remain to
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prove that (φ0, ψ0) is a solution to (gNLS). Since (φ0, ψ0) is a minimizing of Iω, it is a critical
point, i.e. for any (u, v) ∈ H1×H1
d
ds
Iω(φ0 + su, ψ0 + sv)
∣∣∣∣
s=0
= 0.
Since
d
ds
‖φ0 + su‖2L2
∣∣∣∣
s=0
=
d
ds
∫
R5
|φ0 + su|2dx
∣∣∣∣
s=0
=
∫
R5
2(φ0 + su) · udx
∣∣∣∣
s=0
= 2
∫
R5
φ0udx,
(2.13)
d
ds
P (φ0 + su, ψ0 + sv)
∣∣∣∣
s=0
=
d
ds
∫
R5
(ψ0 + sv)(φ0 + su)
2dx
∣∣∣∣
s=0
=
∫
R5
v(φ0 + su)
2 + (ψ0 + sv) · 2(φ0 + su)udx
∣∣∣∣
s=0
=
∫
R5
(φ20v + 2φ0ψ0u)dx,
(2.14)
it follows that
d
ds
Iω(φ0 + su, ψ0 + sv)
∣∣∣∣
s=0
=
d
ds
(
ω
2
‖φ0 + su‖2L2 + ω‖ψ0 + sv‖2L2 +
1
2
‖∇(φ0 + su)‖2L2
+
1
4
‖∇(ψ0 + sv)‖2L2 − P (φ0 + su, ψ0 + sv)
)∣∣∣∣
s=0
= ω
∫
R5
φ0udx+ 2ω
∫
R5
ψ0vdx+
∫
R5
∇φ0 · ∇udx
+
1
2
∫
R5
∇ψ0 · ∇vdx−
∫
R5
(φ20v + 2φ0ψ0u)dx = 0.
Because (u, v) ∈ H1×H1 is arbitrary, it follows that
ω
∫
R5
φ0udx+
∫
R5
∇φ0 · ∇udx = 2
∫
R5
φ0ψ0udx,
2ω
∫
R5
ψ0vdx+
1
2
∫
R5
∇ψ0 · ∇vdx =
∫
R5
φ20vdx,
i.e. (φ0, ψ0) ∈ H1×H1 is a solution to (gNLSI) and hence, the one is a solution to (gNLS). 
Remark 2.18. Combining Proposition 2.14 and Proposition 2.17 (2), we have µ20,8ω > 0. Indeed,
µ20,8ω = Iω(φω, ψω) = ωM(φω, ψω) > 0.
Remark 2.19. From now on, we denote the functions, which attain the infimum of µ20,8ω and
solve (gNLS) by (φω, ψω).
2.4. Small data scattering.
Theorem 2.20 (Small data global existence). There exists δsd > 0 such that if
‖(eit∆u0, e 12 it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ δsd,
then there exists the unique global solution (u(t), v(t)) ∈ H˙ 12×H˙ 12 to (NLS), which satisfies
‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ 4‖(e
it∆u0, e
1
2
it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 ).
Proof. We define a set
E =
{
(u, v) ∈ H˙ 12 × H˙ 12 : ‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ 4‖(e
it∆u0, e
1
2
it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 )
}
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and a distance d((u1, v1), (u2, v2)) on E
d((u1, v1), (u2, v2)) = ‖(u1, v1)− (u2, v2)‖
S(H˙
1
2 )×S(H˙ 12 ).
Also, we define a map
Φu0(u, v)(t) = e
it∆u0 + 2i
∫ t
0
ei(t−s)∆(vu¯)(s)ds,
Φv0(u, v)(t) = e
1
2
it∆v0 + i
∫ t
0
e
1
2
i(t−s)∆(u2)(s)ds
for (u, v) ∈ E. Since (32 , 3) is a H˙− 12 admissible and (6, 3) is a H˙ 12 admissible pair,
‖Φu0(u, v)‖S(H˙ 12 ) ≤ ‖e
it∆u0‖
S(H˙
1
2 )
+ 2
∥∥∥∥∫ t
0
ei(t−s)∆(vu¯)(s)ds
∥∥∥∥
S(H˙
1
2 )
≤ ‖eit∆u0‖
S(H˙
1
2 )
+ 2c‖vu‖
S′(H˙−
1
2 )
≤ ‖eit∆u0‖
S(H˙
1
2 )
+ 2c‖uv‖
L3L
3
2
≤ ‖eit∆u0‖
S(H˙
1
2 )
+ 2c‖u‖L6L3‖v‖L6L3
≤ ‖eit∆u0‖
S(H˙
1
2 )
+ 2c‖u‖
S(H˙
1
2 )
‖v‖
S(H˙
1
2 )
≤ ‖eit∆u0‖
S(H˙
1
2 )
+ 32c‖(eit∆u0, e 12 it∆v0)‖2
S(H˙
1
2 )×S(H˙ 12 )
≤ (1 + 32cδsd)‖(eit∆u0, e
1
2
it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 ).
Similarly,
‖Φv0(u, v)‖S(H˙ 12 ) ≤ (1 + 32cδsd)‖(e
it∆u0, e
1
2
it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 ).
Combining these inequalities,
‖(Φu0(u, v),Φv0(u, v))‖S(H˙ 12 )×S(H˙ 12 ) ≤ 2(1 + 32cδsd)‖(e
it∆u0, e
1
2
it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 ).
Thus, if δsd ≤ 1
32c
, then
‖(Φu0(u, v),Φv0(u, v))‖S(H˙ 12 )×S(H˙ 12 ) ≤ 4‖(e
it∆u0, e
1
2
it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 ).
Also, for (u1, v1), (u2, v2) ∈ E
‖Φu0(u1, v1)− Φu0(u2, v2)‖S(H˙ 12 ) = 2
∥∥∥∥∫ t
0
ei(t−s)∆(v1u1 − v2u2)(s)ds
∥∥∥∥
S(H˙
1
2 )
≤ 2c‖v1u1 − v2u2‖
S′(H˙−
1
2 )
≤ 2c‖v1u1 − v2u2‖
L3L
3
2
≤ 2c
(
‖v1(u1 − u2)‖
L3L
3
2
+ ‖(v1 − v2)u2‖
L3L
3
2
)
≤ 2c (‖v1‖L6L3‖u1 − u2‖L6L3 + ‖u2‖L6L3‖v1 − v2‖L6L3)
≤ 2c
(
‖v1‖
S(H˙
1
2 )
‖u1 − u2‖
S(H˙
1
2 )
+ ‖u2‖
S(H˙
1
2 )
‖v1 − v2‖
S(H˙
1
2 )
)
≤ 8c‖(eit∆u0, e
1
2
it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 )‖(u1, v1)− (u2, v2)‖S(H˙ 12 )×S(H˙ 12 )
≤ 8cδsd‖(u1, v1)− (u2, v2)‖
S(H˙
1
2 )×S(H˙ 12 ).
Similarly,
‖Φv0(u1, v1)− Φv0(u2, v2)‖S(H˙ 12 ) ≤ 16cδsd‖(u1, v1)− (u2, v2)‖S(H˙ 12 )×S(H˙ 12 ).
13
Combining these inequalities,
‖(Φu0(u1, v1),Φv0(u1, v1))− (Φu0(u2, v2),Φv0(u2, v2))‖S(H˙ 12 )×S(H˙ 12 )
≤ 24cδsd‖(u1, v1)− (u2, v2)‖
S(H˙
1
2 )×S(H˙ 12 )
≤ 3
4
‖(u1, v1)− (u2, v2)‖
S(H˙
1
2 )×S(H˙ 12 ).
Therefore, the unique solution (u, v) ∈ H˙ 12×H˙ 12 to (NLS) exists time-globally, and
‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ 4‖(e
it∆u0, e
1
2
it∆v0)‖
S(H˙
1
2 )×S(H˙ 12 ).

Lemma 2.21. Let (u0, v0) ∈ H1×H1 and (u, v) be a time-global solution with
‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) <∞, sup
t∈[0,∞)
‖(u(t), v(t))‖H1×H1 <∞.
Then, (u, v) is in Lρ([0,∞) :W 1.γ)× Lρ([0,∞) : W 1.γ) for any L2 admissible pair (ρ, γ).
Proof. We fix T ≥ 0. We consider the integral equation with data at T
u(t) = ei(t−T )∆u(T ) + 2i
∫ t
T
ei(t−s)∆(vu)(s)ds,
v(t) = e
1
2
i(t−T )∆v(T ) + i
∫ t
T
e
1
2
i(t−s)∆(u2)(s)ds.
Replacing t with t+ T ,
u(t+ T ) = eit∆u(T ) + 2i
∫ t+T
T
ei(t+T−s)∆(vu)(s)ds,
v(t+ T ) = e
1
2
it∆v(T ) + i
∫ t+T
T
e
1
2
i(t+T−s)∆(u2)(s)ds.
Replacing s with s+ T ,
u(t+ T ) = eit∆u(T ) + 2i
∫ t
0
ei(t−s)∆(vu)(s + T )ds,
v(t+ T ) = e
1
2
it∆v(T ) + i
∫ t
0
e
1
2
i(t−s)∆(u2)(s+ T )ds.
These equations combined with
(
12
5 , 3
)
being a L2 admissible pair, gives
‖u(·+ T )‖Lρ
[0,τ ]
W 1.γ ≤ ‖eiT∆u(T )‖Lρ
[0,τ ]
W 1.γ + 2
∥∥∥∥∫ t
0
ei(t−s)∆(vu)(s + T )ds
∥∥∥∥
L
ρ
[0,τ ]
W 1.γ
≤ c‖u(T )‖H1 + c‖(vu)(· + T )‖
L
12
7
[0,τ ]
W
1.32
= c‖u(T )‖H1 + c‖vu‖
L
12
7
[T,T+τ ]
W 1.
3
2
≤ c‖u(T )‖H1 + c‖v‖
L
12
5
[T,T+τ ]
W 1.3
‖u‖L6
[T,T+τ ]
L3 + c‖v‖L6
[T,T+τ ]
L3‖u‖
L
12
5
[T,T+τ ]
W 1.3
.
for any τ > 0. Therefore,
‖u‖Lρ
[T,T+τ ]
W 1.γ ≤ c‖u(T )‖H1 + c‖v‖
L
12
5
[T,T+τ ]
W 1.3
‖u‖L6
[T,T+τ ]
L3 + c‖v‖L6
[T,T+τ ]
L3‖u‖
L
12
5
[T,T+τ ]
W 1.3
.
Similarly,
‖v‖Lρ
[T,T+τ ]
W 1.γ ≤ c‖v(T )‖H1 + c‖u‖
L
12
5
[T,T+τ ]
W 1.3
‖u‖L6
[T,T+τ ]
L3 .
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Here, since (6, 3) is a H˙
1
2 admissible pair and ‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) <∞, we obtain
max{c‖u‖L6
[T,T+τ ]
L3 , c‖v‖L6
[T,T+τ ]
L3} <
1
4
for sufficiently large T > 0. For such T > 0,
‖u‖Lρ
[T,T+τ ]
W 1.γ + ‖v‖Lρ
[T,T+τ ]
W 1.γ ≤ c‖u(T )‖H1 + c‖v(T )‖H1 +
1
2
‖v‖
L
12
5
[T,T+τ ]
W 1.3
+
1
2
‖u‖
L
12
5
[T,T+τ ]
W 1.3
.
(2.15)
We can take (ρ, γ) =
(
12
5 , 3
)
, which is a L2 admissible pair. The H1×H1 time local solution
is in L
12
5 (I : W 1.3) see [12]. This fact combined with sup
t∈[0,∞)
‖(u(t), v(t))‖H1×H1 < ∞ gives
u, v ∈ L
12
5
loc([0,∞) :W 1.3).
‖u‖
L
12
5
[T,T+τ ]
W 1.3
+ ‖v‖
L
12
5
[T,T+τ ]
W 1.3
≤ 2c‖u(T )‖H1 + 2c‖v(T )‖H1 .
Because τ > 0 is arbitrary, it follows that
‖u‖
L
12
5
[T,∞)
W 1.3
+ ‖v‖
L
12
5
[T,∞)
W 1.3
≤ 2c‖u(T )‖H1 + 2c‖v(T )‖H1 .
This formula combined with (2.15) gives
‖u‖Lρ
[T,∞)
W 1.γ + ‖v‖Lρ
[T,∞)
W 1.γ ≤ 2c‖u(T )‖H1 + 2c‖v(T )‖H1 .
Therefore, (u, v) ∈ Lρ([0,∞) :W 1.γ)×Lρ([0,∞) : W 1.γ).

Theorem 2.22 (H1×H1 Scattering). Under the same assumption as Lemma 2.21, (u, v) scatters
in H1×H1.
Proof. Let
U(t) = e−it∆u(t) = u0 + 2i
∫ t
0
e−is∆(vu)(s)ds,
V (t) = e−
1
2
it∆v(t) = v0 + i
∫ t
0
e−
1
2
is∆(u2)(s)ds.
If t > τ > 0, then
‖U(t)− U(τ)‖H1 = 2
∥∥∥∥∫ t
τ
e−is∆(vu)(s)ds
∥∥∥∥
H1
≤ c‖v‖
L
12
5
[τ,t]
W 1.3
‖u‖L6
[τ,t]
L3 + c‖v‖L6
[τ,t]
L3‖u‖
L
12
5
[τ,t]
W 1.3
−→ 0 as τ, t→∞
by the proof of Lemma 2.21. Similarly,
‖V (t)− V (τ)‖H1 −→ 0 as τ, t→∞.
Therefore, there exists u+ and v+ ∈ H1 such that
u(t)− eit∆u+ −→ 0, v(t)− e 12 it∆v+ −→ 0 in H1 as t→∞.

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2.5. Long time perturbation.
Theorem 2.23 (Long time perturbation). For each A > 1, there exist ε0(A) < 1 and C(A) > 1
such that the following holds. Let (u, v) = (u(x, t), v(x, t)) ∈ H1×H1 for all t and solve (NLS).
Let e1, e2, u˜, and v˜ satisfy e1 = i∂tu˜+∆u˜+ 2v˜u˜,e2 = i∂tv˜ + 1
2
∆v˜ + u˜2.
‖(u˜, v˜)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ A, (2.16)
‖(e1, e2)‖
S′(H˙−
1
2 )×S′(H˙− 12 ) ≤ ε0, (2.17)
and ∥∥∥(ei(t−t0)∆ (u(t0)− u˜(t0)) , e 12 i(t−t0)∆ (v(t0)− v˜(t0)))∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
≤ ε0. (2.18)
Then,
‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ C = C(A) <∞.
Proof. We define w1 = u− u˜, w2 = v − v˜, then
0 = i∂tu+∆u+ 2vu¯
= i∂t(w1 + u˜) + ∆(w1 + u˜) + 2(w2 + v˜)(w1 + u˜)
= i∂tw1 + i∂tu˜+∆w1 +∆u˜+ 2w1w2 + 2w1v˜ + 2w2u˜+ 2v˜u˜
= i∂tw1 +∆w1 + 2w1w2 + 2w1v˜ + 2w2u˜+ e1,
0 = i∂t(w2 + v˜) +
1
2
∆(w2 + v˜) + (w1 + u˜)
2
= i∂tw2 + i∂tv˜ +
1
2
∆w2 +
1
2
∆v˜ + w21 + 2w1u˜+ u˜
2
= i∂tw2 +
1
2
∆w2 + w
2
1 + 2w1u˜+ e2.
Thus, i∂tw1 +∆w1 + 2w1w2 + 2w1v˜ + 2w2u˜+ e1 = 0,i∂tw2 + 1
2
∆w2 + w
2
1 + 2w1u˜+ e2 = 0.
Since ‖(u˜, v˜)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ A, for any δ > 0, there exists N ∈ N and Ij (j = 1, 2, · · · , N) with
[t0,∞) =
N⋃
j=1
Ij =
N⋃
j=1
[tj−1, tj) and Ij are pairwise disjoint such that ‖(u˜, v˜)‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
≤
δ. We consider the following integral equation.
w1(t) = e
i(t−tj )∆w1(tj) + i
∫ t
tj
ei(t−s)∆(2w1w2 + 2w1v˜ + 2w2u˜+ e1)(s)ds,
w2(t) = e
1
2
i(t−tj )∆w2(tj) + i
∫ t
tj
e
1
2
i(t−s)∆(w21 + 2w1u˜+ e2)(s)ds.
We define a set
E =
{
(w1, w2) : ‖(w1, w2)‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
≤ 4B
}
,
where B = ‖(ei(t−tj )∆w1(tj), e 12 i(t−tj )∆w2(tj))‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
+ cε0. We define a distance
d((u1, v1), (u2, v2)) on E
d((u1, v1), (u2, v2)) = ‖(u1, v1)− (u2, v2)‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
.
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We define maps
Φ1(w1, w2)(t) = e
i(t−tj )∆w1(tj) + i
∫ t
tj
ei(t−s)∆(2w1w2 + 2w1v˜ + 2w2u˜+ e1)(s)ds,
Φ2(w1, w2)(t) = e
1
2
i(t−tj )∆w2(tj) + i
∫ t
tj
e
1
2
i(t−s)∆(w21 + 2w1u˜+ e2)(s)ds
for (w1, w2) ∈ E. Then,
‖Φ1(w1, w2)‖
S(H˙
1
2 :Ij)
≤ ‖ei(t−tj )∆w1(tj)‖
S(H˙
1
2 :Ij)
+
∥∥∥∥∥
∫ t
tj
ei(t−s)∆(2w1w2 + 2w1v˜ + 2w2u˜+ e1)(s)ds
∥∥∥∥∥
S(H˙
1
2 :Ij)
≤ ‖ei(t−tj )∆w1(tj)‖
S(H˙
1
2 :Ij)
+ 2c‖w1w2‖
S′(H˙−
1
2 :Ij)
+ 2c‖w1v˜‖
S′(H˙−
1
2 :Ij)
+ 2c‖w2u˜‖
S′(H˙−
1
2 :Ij)
+ c‖e1‖
S′(H˙−
1
2 :Ij)
≤ ‖ei(t−tj )∆w1(tj)‖
S(H˙
1
2 :Ij)
+ 2c‖w1w2‖
L3
Ij
L
3
2
+ 2c‖w1v˜‖
L3
Ij
L
3
2
+ 2c‖w2u˜‖
L3
Ij
L
3
2
+ cε0
≤ ‖ei(t−tj )∆w1(tj)‖
S(H˙
1
2 :Ij)
+ 2c‖w1‖L6
Ij
L3‖w2‖L6
Ij
L3 + 2c‖w1‖L6
Ij
L3‖v˜‖L6
Ij
L3
+ 2c‖w2‖L6
Ij
L3‖u˜‖L6
Ij
L3 + cε0
≤ B + 32cB2 + 8cδB + 8cδB
= (1 + 32cB + 16cδ)B,
‖Φ2(w1, w2)‖
S(H˙
1
2 :Ij)
≤ ‖e 12 i(t−tj )∆w2(tj)‖
S(H˙
1
2 :Ij)
+
∥∥∥∥∥
∫ t
tj
e
1
2
i(t−s)∆(w21 + 2w1u˜+ e2)(s)ds
∥∥∥∥∥
S(H˙
1
2 :Ij)
≤ ‖e 12 i(t−tj )∆w2(tj)‖
S(H˙
1
2 :Ij)
+ c‖w1‖2L6
Ij
L3
+ 2c‖w1‖L6
Ij
L3‖u˜‖L6
Ij
L3 + cε0
≤ B + 16cB2 + 8cδB
= (1 + 16cB + 8cδ)B.
Combining these inequalities,
‖(Φ1(w1, w2),Φ2(w1, w2))‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
≤ (2 + 48cB + 24cδ)B.
Thus, if 48cB ≤ 1 and 24cδ ≤ 1, i.e. B ≤ 1/48c and δ ≤ 1/24c, then
‖(Φ1(w1, w2),Φ2(w1, w2))‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
≤ 4B.
This means (Φ1(w1, w2),Φ2(w1, w2)) ∈ E. We estimate
‖Φ1(w1, w2)− Φ1(w′1, w′2)‖S(H˙ 12 :Ij)
≤ 2c‖w1w2 − w′1w′2‖L3
Ij
L
3
2
+ 2c‖w1v˜ −w′1v˜‖L3
Ij
L
3
2
+ 2c‖w2u˜− w′2u˜‖L3
Ij
L
3
2
≤ 2c
(
‖(w1 − w′1)w2‖L3
Ij
L
3
2
+ ‖w′1(w2 −w′2)‖L3
Ij
L
3
2
)
+ 2c‖w1 −w′1‖L6
Ij
L3‖v˜‖L6
Ij
L3 + 2c‖w2 − w′2‖L6
Ij
L3‖u˜‖L6
Ij
L3
≤ 2c
(
‖w1 − w′1‖L6
Ij
L3‖w2‖L6
Ij
L3 + ‖w′1‖L6
Ij
L3‖w2 − w′2‖L6
Ij
L3
)
+ 2c‖w1 −w′1‖L6
Ij
L3‖v˜‖L6
Ij
L3 + 2c‖w2 − w′2‖L6
Ij
L3‖u˜‖L6
Ij
L3
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≤ 2c
(
4B‖w1 − w′1‖L6
Ij
L3 + 4B‖w2 − w′2‖L6
Ij
L3
)
+ 2cδ‖w1 −w′1‖L6
Ij
L3 + 2cδ‖w2 − w′2‖L6
Ij
L3
= (8cB + 2cδ)
(
‖w1 − w′1‖S(H˙ 12 :Ij) + ‖w2 − w
′
2‖S(H˙ 12 :Ij)
)
≤ 1
4
‖(w1, w2)− (w′1, w′2)‖S(H˙ 12 :Ij)×S(H˙ 12 :Ij),
‖Φ2(w1, w2)− Φ2(w′1, w′2)‖S(H˙ 12 :Ij)
≤ c‖w21 −w′21 ‖L3
Ij
L
3
2
+ 2c‖w1u˜− w′1u˜‖L3
Ij
L
3
2
≤ c
(
‖w1‖L6
Ij
L3 + ‖w′1‖L6
Ij
L3 + 2‖u˜‖L6
Ij
L3
)
‖w1 − w′1‖L6
Ij
L3
≤ (8cB + 2cδ)‖w1 −w′1‖L6
Ij
L3
≤ 1
4
‖(w1, w2)− (w′1, w′2)‖S(H˙ 12 :Ij)×S(H˙ 12 :Ij).
Combining these inequalities,
‖(Φ1(w1, w2),Φ2(w1, w2))− (Φ1(w′1, w′2),Φ2(w′1, w′2))‖S(H˙ 12 :Ij)×S(H˙ 12 :Ij)
≤ 1
2
‖(w1, w2)− (w′1, w′2)‖S(H˙ 12 :Ij)×S(H˙ 12 :Ij).
Therefore, the unique solution (w1, w2) exists on E.
Substituting t = tj+1 into the integral equation,
w1(tj+1) = e
i(tj+1−tj)∆w1(tj) + i
∫ tj+1
tj
ei(tj+1−s)∆(2w1w2 + 2w1v˜ + 2w2u˜+ e1)(s)ds,
w2(tj+1) = e
1
2
i(tj+1−tj)∆w2(tj) + i
∫ tj+1
tj
e
1
2
i(tj+1−s)∆(w21 + 2w1u˜+ e2)(s)ds,
and so
ei(t−tj+1)∆w1(tj+1) = ei(t−tj )∆w1(tj) + i
∫ tj+1
tj
ei(t−s)∆(2w1w2 + 2w1v˜ + 2w2u˜+ e1)(s)ds,
e
1
2
i(t−tj+1)∆w2(tj+1) = e
1
2
i(t−tj )∆w2(tj) + i
∫ tj+1
tj
e
1
2
i(t−s)∆(w21 + 2w1u˜+ e2)(s)ds.
By the same argument as the proof of uniqueness for (w1, w2),∥∥∥(ei(t−tj+1)∆w1(tj+1), e 12 i(t−tj+1)∆w2(tj+1))∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
≤ 4
∥∥∥(ei(t−tj )∆w1(tj), e 12 i(t−tj)∆w2(tj))∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
+ 4cε0.
Iterating by beginning with j = 0, we obtain∥∥∥(ei(t−tj )∆w1(tj), e 12 i(t−tj )∆w2(tj))∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
+ cε0
≤ 4j
∥∥∥(ei(t−t0)∆w1(t0), e 12 i(t−t0)∆w2(t0))∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
+ (4j + 4j−1 + · · ·+ 4 + 1)cε0
≤ 4jε0 + 4
j+1 − 1
4− 1 cε0
= 4jε0 +
1
3
(4j+1 − 1)cε0.
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We remark that N is fixed. We take ε0 > 0 with 4
Nε0 +
1
3
(4N+1 − 1)cε0 ≤ 1
48c
. Then,
‖(w1, w2)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤
N−1∑
j=0
‖(w1, w2)‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
≤
N−1∑
j=0
4
(
‖(ei(t−tj )∆w1(tj), e 12 i(t−tj )∆w2(tj))‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
+ cε0
)
≤
N−1∑
j=0
4
(
4jε0 +
1
3
(4j+1 − 1)cε0
)
≤
N−1∑
j=0
4j+2cε0
=
16(4N − 1)
3
cε0.
Therefore,
‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ ‖(u˜, v˜)‖S(H˙ 12 )×S(H˙ 12 ) + ‖(w1, w2)‖S(H˙ 12 )×S(H˙ 12 )
≤ A+ 16(4
N − 1)
3
cε0 =: C(A) <∞.

2.6. Localized virial identity.
Lemma 2.24 (Radial Sobolev inequality). There exists c > 0 such that for any R > 0 and
u ∈ H1,
‖u‖L3(|x|>R) ≤
c
R
2
3
‖u‖
5
6
L2(|x|>R)‖∇u‖
1
6
L2(|x|>R).
Proof. By Strauss’ theorem : ‖u‖L∞(|x|>R) ≤ cR2 ‖u‖
1
2
L2(|x|>R)‖∇u‖
1
2
L2(|x|>R), we obtain
‖u‖3L3(|x|>R) ≤ ‖u‖L∞(|x|>R)‖u‖2L2(|x|>R) ≤
c
R2
‖u‖
5
2
L2(|x|>R)‖∇u‖
1
2
L2(|x|>R).
Therefore,
‖u‖L3(|x|>R) ≤
c
R
2
3
‖u‖
5
6
L2(|x|>R)‖∇u‖
1
6
L2(|x|>R).

Lemma 2.25 (Localized virial identity). Let χ ∈ C4(R5) and (u, v) be the solution to (NLS).
Let I(t) =
∫
R5
χ(x)
(|u(t, x)|2 + 2|v(t, x)|2) dx. Then, we have
I ′(t) = 2Im
∫
R5
(∇χ · ∇uu+∇χ · ∇vv) dx, (2.19)
I ′′(t) = Re
5∑
j=1
5∑
k=1
∫
R5
χjk (4ujuk + 2vjvk) dx−
∫
R5
∆2χ
(
|u|2 + 1
2
|v|2
)
dx− 2Re
∫
R5
∆χvu2dx.
(2.20)
If χ is radial, then we can write
I ′(t) = 2Im
∫
R5
χ′
(
x · ∇u
r
u+
x · ∇v
r
v
)
dx, (2.21)
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I ′′(t) =
∫
R5
(
χ′′
r2
− χ
′
r3
)(
4|x · ∇u|2 + 2|x · ∇v|2) dx+ ∫
R5
χ′
r
(
4|∇u|2 + 2|∇v|2) dx
−
∫
R5
(
χ(4) +
8
r
χ(3) +
8
r2
χ′′ − 8
r3
χ′
)(
|u|2 + 1
2
|v|2
)
dx− 2Re
∫
R5
(
χ′′ +
4
r
χ′
)
vu2dx
(2.22)
for r = |x|.
Proof. Since (u, v) is the solution to (NLS), (u, v) satisfies∂tu = i∆u+ 2ivu,∂tv = 1
2
i∆v + iu2.
Thus, we obtain
I ′(t) =
∫
R5
χ (utu+ uut + 2vtv + 2vvt) dx
= 2Re
∫
R5
χ (utu+ 2vtv) dx
= 2Re
∫
R5
χ
(
i∆uu+ 2ivu2 + i∆vv + 2iu2v
)
dx
= 2Re
∫
R5
χ (i∆uu+ i∆vv) dx
= −2Im
∫
R5
χ (∆uu+∆vv) dx
= 2Im
∫
R5
(∇χ · ∇uu+ χ∇u · ∇u+∇χ · ∇vv + χ∇v · ∇v) dx
= 2Im
∫
R5
(∇χ · ∇uu+∇χ · ∇vv) dx,
I ′′(t) = 2Im
∫
R5
(∇χ · ∇utu+∇χ · ∇uut +∇χ · ∇vtv +∇χ · ∇vvt) dx
= 2Im
∫
R5
{
∇χ · ∇ (i∆u+ 2ivu) u+∇χ · ∇u (−i∆u− 2ivu)
+∇χ · ∇
(
1
2
i∆v + iu2
)
v +∇χ · ∇v
(
−1
2
i∆v − iu2
)}
dx
= 2Im
∫
R5
{
i∇χ · ∇ (∆u) u+ 2i∇χ · ∇(vu)u+∇χ · ∇u (−i∆u− 2ivu)
+
1
2
i∇χ · ∇ (∆v) v + i∇χ · ∇(u2)v +∇χ · ∇v
(
−1
2
i∆v − iu2
)}
dx
= 2Re
∫
R5
{
∇χ · ∇ (∆u)u+ 2∇χ · ∇(vu)u+∇χ · ∇u (−∆u− 2vu)
+
1
2
∇χ · ∇ (∆v) v +∇χ · ∇(u2)v +∇χ · ∇v
(
−1
2
∆v − u2
)}
dx
= 2Re
∫
R5
{
∇χ · ∇ (∆u)u+ 2∇χ · ∇vu2 + 2∇χ · ∇uvu−∇χ · ∇u∆u− 2∇χ · ∇uvu
+
1
2
∇χ · ∇ (∆v) v + 2∇χ · ∇uuv − 1
2
∇χ · ∇v∆v −∇χ · ∇vu2
}
dx
= Re
∫
R5
{2∇χ · ∇ (∆u)u+∇χ · ∇ (∆v) v + 4∇χ · ∇uvu
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+2∇χ · ∇vu2 − 2∇χ · ∇u∆u−∇χ · ∇v∆v} dx.
(2.23)
On the other hand, we calculate the right side of (2.20).
5∑
j=1
5∑
k=1
∫
R5
χjkujukdx
=
5∑
j=1
5∑
k=1
∫
R4
{
[χjujuk]
xk=∞
xk=−∞ −
∫
R
χj (ukjuk + ujukk) dxk
}
dxk
= −
5∑
j=1
5∑
k=1
∫
R5
χjukjukdx−
∫
R5
∇χ · ∇u∆udx
= −
5∑
j=1
5∑
k=1
∫
R4
{
[χjukuk]
xj=∞
xj=−∞ −
∫
R
(χjjuk + χjujk) ukdxj
}
dxj −
∫
R5
∇χ · ∇u∆udx
=
5∑
j=1
5∑
k=1
∫
R5
χjujkukdx+
∫
R5
∆χ|∇u|2dx−
∫
R5
∇χ · ∇u∆udx
=
5∑
j=1
5∑
k=1
∫
R4
{
[χjujuk]
xk=∞
xk=−∞ −
∫
R
(χkjuk + χjukk) ujdxk
}
dxk
+
∫
R5
∆χ|∇u|2dx−
∫
R5
∇χ · ∇u∆udx
= −
5∑
j=1
5∑
k=1
∫
R5
χkjukujdx−
∫
R5
∇χ · ∇u∆udx+
∫
R5
∆χ|∇u|2dx−
∫
R5
∇χ · ∇u∆udx.
This gives the following for the first term of (2.20):
2Re
5∑
j=1
5∑
k=1
∫
R5
χjkujukdx =
5∑
j=1
5∑
k=1
∫
R5
(χjkujuk + χjkujuk) dx
=
∫
R5
∆χ|∇u|2dx− 2Re
∫
R5
∇χ · ∇u∆udx
= −
∫
R5
∇χ · ∇ (|∇u|2) dx− 2Re ∫
R5
∇χ · ∇u∆udx. (2.24)
We obtain ∫
R5
∆2χ|u|2dx = −
∫
R5
∇ (∆χ) · (∇uu+ u∇u) dx
= −2Re
∫
R5
∇ (∆χ) · ∇uudx
= 2Re
∫
R5
∆χ
(
∆uu+ |∇u|2) dx
= −2Re
∫
R5
∇χ · (∇ (∆u)u+∆u∇u+∇ (|∇u|2)) dx, (2.25)
for the second term of (2.20) and∫
R5
∆χvu2dx = −
∫
R5
∇χ · (∇vu2 + 2v∇u u) dx. (2.26)
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for the third term of (2.20). Combining (2.23), (2.24), (2.25) and (2.26),
Re
5∑
j=1
5∑
k=1
∫
R5
χjk (4ujuk + 2vjvk) dx−
∫
R5
∆2χ
(
|u|2 + 1
2
|v|2
)
dx− 2Re
∫
R5
∆χvu2dx
= −2
∫
R5
∇χ · ∇ (|∇u|2) dx− 4Re∫
R5
∇χ · ∇u∆udx−
∫
R5
∇χ · ∇ (|∇v|2) dx
− 2Re
∫
R5
∇χ · ∇v∆vdx+ 2Re
∫
R5
∇χ · (∇ (∆u)u+∆u∇u+∇ (|∇u|2)) dx
+Re
∫
R5
∇χ · (∇ (∆v) v +∆v∇v +∇ (|∇v|2)) dx+ 2Re ∫
R5
∇χ · (∇vu2 + 2v∇uu) dx
= Re
∫
R5
{2∇χ · ∇ (∆u) u+∇χ · ∇ (∆v) v + 4∇χ · ∇uvu
+2∇χ · ∇vu2 − 2∇χ · ∇u∆u−∇χ · ∇v∆v} dx
= I ′′(t).
When χ is radial,∫
R5
∇χ · ∇uudx =
∫
R5
5∑
j=1
χjujudx =
∫
R5
5∑
j=1
χ′
xj
r
ujudx =
∫
R5
χ′
x · ∇u
r
udx, (2.27)
5∑
j=1
5∑
k=1
∫
R5
χjkujukdx =
5∑
j=1
5∑
k=1
∫
R5
∂j
(
χ′
xk
r
)
ujukdx
=
5∑
j=1
5∑
k=1
∫
R5
(
χ′′
xjxk
r2
+ χ′
δjk
r
− χ′xjxk
r3
)
ujukdx
=
∫
R5
(
χ′′
r2
− χ
′
r3
)
|x · ∇u|2dx+
∫
R5
χ′
r
|∇u|2dx, (2.28)
where δjk denotes the Kronecker delta.∫
R5
∆χvu2dx =
∫
R5
5∑
j=1
∂j
(
χ′
xj
r
)
vu2dx
=
∫
R5
5∑
j=1
(
χ′′
x2j
r2
+ χ′
1
r
− χ′x
2
j
r3
)
vu2dx
=
∫
R5
(
χ′′ +
4
r
χ′
)
vu2dx, (2.29)
∆2χ = ∆
(
4
r
χ′ + χ′′
)
=
5∑
j=1
∂j
(
−4xj
r3
χ′ +
4xj
r2
χ′′ +
xj
r
χ(3)
)
=
5∑
j=1
(
− 4
r3
χ′ +
12x2j
r5
χ′ − 4x
2
j
r4
χ′′ +
4
r2
χ′′ − 8x
2
j
r4
χ′′ +
4x2j
r3
χ(3) +
1
r
χ(3) − x
2
j
r3
χ(3) +
x2j
r2
χ(4)
)
= χ(4) +
8
r
χ(3) +
8
r2
χ′′ − 8
r3
χ′. (2.30)
Combining (2.19) and (2.27),
I ′(t) = 2Im
∫
R5
χ′
(
x · ∇u
r
u+
x · ∇v
r
v
)
dx,
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Combining (2.20), (2.28), (2.29) and (2.30), we have
I ′′(t) =
∫
R5
(
χ′′
r2
− χ
′
r3
)(
4|x · ∇u|2 + 2|x · ∇v|2) dx+ ∫
R5
χ′
r
(
4|∇u|2 + 2|∇v|2) dx
−
∫
R5
(
χ(4) +
8
r
χ(3) +
8
r2
χ′′ − 8
r3
χ′
)(
|u|2 + 1
2
|v|2
)
dx− 2Re
∫
R5
(
χ′′ +
4
r
χ′
)
vu2dx.

3. Global versus blowing-up dichotomy
3.1. Global versus blowing-up dichotomy.
We recall that (φω, ψω) attains the infimum of µ
20,8
ω and solves (gNLS).
Lemma 3.1 (Estimates for K20,8ω (u, v)). Let (u0, v0) ∈ H1×H1 and (u, v) be the correspond-
ing solution to (NLS). Let [0, T ∗) be the maximal forward lifespan of (u, v). If Iω(u0, v0) <
Iω(φω, ψω), then the following holds.
If K20,8ω (u0, v0) > 0, then K
20,8
ω (u(t), v(t)) ≥ min {Iω(φω, ψω)− Iω(u, v), K(u, v)} > 0 for any
t ∈ [0, T ∗),
If K20,8ω (u0, v0) < 0, then K
20,8
ω (u(t), v(t)) ≤ 16 (Iω(u, v) − Iω(φω, ψω)) < 0 for any t ∈ [0, T ∗).
Proof. We define that
Jα,β(λ) = Iω
(
eαλu(eβλ·), eαλv(eβλ·)
)
=
ω
2
‖eαλu(eβλ·)‖2L2 + ω‖eαλv(eβλ·)‖2L2 +
1
2
‖∇eαλu(eβλ·)‖2L2
+
1
4
‖∇eαλv(eβλ·)‖2L2 −Re
(
eαλv(eβλ·), (eαλu(eβλ·))2
)
L2
=
ω
2
e(2α−5β)λ‖u‖2L2 + ωe(2α−5β)λ‖v‖2L2 +
1
2
e(2α−3β)λ‖∇u‖2L2
+
1
4
e(2α−3β)λ‖∇v‖2L2 − e(3α−5β)λRe(v, u2)L2 .
If α = 20, β = 8, then
J20,8(λ) =
ω
2
‖u‖2L2 + ω‖v‖2L2 +
1
2
e16λ‖∇u‖2L2 +
1
4
e16λ‖∇v‖2L2 − e20λRe(v, u2)L2 .
Thus,
J20,8(0) =
ω
2
M(u, v) +
1
2
E(u, v) = Iω(u, v).
Also,
J ′20,8(λ) = 8e
16λ‖∇u‖2L2 + 4e16λ‖∇v‖2L2 − 20e20λRe(v, u2)L2
= 4e16λ(2‖∇u‖2L2 + ‖∇v‖2L2 − 5e4λRe(v, u2)L2).
Thus, J ′20,8(0) = K
20,8
ω (u, v). Moreover,
J ′′20,8(λ) = 8 · 16e16λ‖∇u‖2L2 + 4 · 16e16λ‖∇v‖2L2 − 20 · 20e20λRe(v, u2)L2
= 16(8e16λ‖∇u‖2L2 + 4e16λ‖∇v‖2L2 − 20e20λRe(v, u2)L2)− 80e20λRe(v, u2)L2
= 16J ′20,8(λ)− 80e20λRe(v, u2)L2 .
In the case K20,8ω (u0, v0) > 0, we first prove that K
20,8
ω (u(t), v(t)) > 0 for any t ∈ [0, T ∗). If
not, then there exists t ∈ [0, T ∗) such that K20,8ω (u(t), v(t)) = 0. By the definition of µ20,8ω (=
Iω(φω, ψω)), we have Iω(φω, ψω) ≤ Iω(u(t), v(t)) for such t ∈ [0, T ∗). Thus, Iω(u(t), v(t)) <
Iω(φω, ψω) ≤ Iω(u(t), v(t)), which is contradiction. Therefore, K20,8ω (u, v) > 0 for any t ∈ [0, T ∗).
We will prove that K20,8ω (u(t), v(t)) ≥ min{Iω(φω, ψω)− Iω(u, v),K(u, v)} from here.
23
If P (u, v) ≤ 0, then K20,8ω (u, v) ≥ 8K(u, v).
Let P (u, v) > 0. We solve J ′20,8(λ) = 0. Since
4e16λ(2K(u, v) − 5e4λP (u, v)) = 0,
it follows that
e4λ =
2K(u, v)
5P (u, v)
> 1,
λ =
1
4
log
2K(u, v)
5P (u, v)
> 0.
Let λ0 be this λ, i.e.
λ0 =
1
4
log
2K(u, v)
5P (u, v)
> 0.
Next, we solve J ′′20,8(λ) + J ′20,8(λ) = 0.(
8 · 16e16λK(u, v)− 20 · 20e20λP (u, v)
)
+
(
8e16λK(u, v) − 20e20λP (u, v)
)
= 0,
e16λ
(
8 · 17K(u, v) − 20 · 21e4λP (u, v)
)
= 0,
e4λ =
8 · 17K(u, v)
20 · 21P (u, v) ,
λ =
1
4
log
8 · 17K(u, v)
20 · 21P (u, v) .
Let λ1 be this λ, i.e.
λ1 =
1
4
log
8 · 17K(u, v)
20 · 21P (u, v) .
In the case λ1 < 0, because J
′′
20,8(λ) + J
′
20,8(λ) < 0 in [0, λ0],
0 >
∫ λ0
0
(J ′′20,8(λ) + J
′
20,8(λ))dλ
= J ′20,8(λ0)− J ′20,8(0) + J20,8(λ0)− J20,8(0)
= −K20,8ω (u, v) + J20,8(λ0)− Iω(u, v). (3.1)
Since
J ′20,8(λ0) = 8K
(
e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·)
)
− 20P
(
e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·)
)
= 0,
it follows that
K20,8ω
(
e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·)
)
= 0.
Hence, J20,8(λ0) = Iω
(
e20λ0u(e8λ0 ·), e20λ0v(e8λ0 ·)) ≥ Iω(φω, ψω).
This inequality combined with (3.1) gives
0 > −K20,8ω (u, v) + Iω(φω, ψω)− Iω(u, v),
i.e.
K20,8ω (u, v) > Iω(φω, ψω)− Iω(u, v).
In the case λ1 ≥ 0, because 8·1721 K(u, v) ≥ 20P (u, v),
K20,8ω (u, v) = 8K(u, v) − 20P (u, v) ≥ 8K(u, v) −
8 · 17
21
K(u, v) =
32
21
K(u, v) ≥ K(u, v).
Therefore,
K20,8ω (u, v) ≥ min {Iω(φω, ψω)− Iω(u, v), K(u, v)} .
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In the case K20,8ω (u0, v0) < 0, it follows that K
20,8
ω (u, v) < 0 for any t ∈ [0, T ∗) by the same
argument as K20,8ω (u0, v0) > 0. Thus, P (u, v) > 0. For λ0 taked above, we have J
′
20,8(λ) < 0 for
λ ∈ (λ0, 0) and J ′20,8(λ0) = 0. Also, it follows that
J ′′20,8(λ) = 16J
′
20,8(λ)− 80e20λRe(v, u2)L2 ≤ 16J ′20,8(λ).
Integrating the most left side and the most right side in [λ0, 0],∫ 0
λ0
J ′′20,8(λ)dλ ≤ 16
∫ 0
λ0
J ′20,8(λ)dλ,
J ′20,8(0)− J ′20,8(λ0) ≤ 16(J20,8(0)− J20,8(λ0)),
K20,8ω (u, v) ≤ 16(J20,8(0)− J20,8(λ0)) ≤ 16(Iω(u, v)− Iω(φω, ψω)) < 0.

Theorem 3.2 (Global versus blowing-up dichotomy). Let (u0, v0) ∈ H1×H1 and (u, v) be the
solution to (NLS) with initial data (u0, v0). We assume that
Iω(u0, v0) < Iω(φω, ψω).
(1) In the case K20,8ω (u0, v0) ≥ 0, (u(t), v(t)) is time-global.
(2) In the case K20,8ω (u0, v0) < 0, if (xu0, xv0) ∈ L2×L2 or (u0, v0) is radial, then (u(t), v(t))
blows up.
Proof. (1) K20,8ω (u, v) = 8‖∇u(t)‖2L2 + 4‖∇v(t)‖2L2 − 20Re(v, u2)L2 > 0.
By the energy conservation (2.2), K20,8ω (u, v) = 8E(u0, v0)− 4Re(v, u2)L2 > 0, i.e.
−Re(v, u2)L2 > −2E(u0, v0). (3.2)
Thus,
Iω(φω, ψω) > Iω(u, v)
=
ω
2
(‖u(t)‖2L2 + 2‖v(t)‖2L2)+ 12
(
‖∇u(t)‖2L2 +
1
2
‖∇v(t)‖2L2 − 2Re(v, u2)L2
)
>
ω
2
(‖u(t)‖2L2 + 2‖v(t)‖2L2)+ 12
(
‖∇u(t)‖2L2 +
1
2
‖∇v(t)‖2L2
)
− 2E(u0, v0).
Therefore,
Iω(φω, ψω) + 2E(u0, v0) >
ω
2
(‖u(t)‖2L2 + 2‖v(t)‖2L2)+ 12
(
‖∇u(t)‖2L2 +
1
2
‖∇v(t)‖2L2
)
(3.3)
and hence, the solution exists time-globally.
(2) Let (xu0, xv0) ∈ L2×L2. Combining Proposition 2.15 and Lemma 3.1,
d2
dt2
(‖xu(t)‖2L2 + 2‖xv(t)‖2L2) = K20,8ω (u, v) ≤ 16(Iω(u, v)− Iω(φω, ψω)) < 0.
Therefore, the solution blows up.
Let (u0, v0) be radial.
We take χ ∈ C∞0 (R5), which is radial and satisfies
χ(r) =

r2 (0 ≤ r ≤ 1),
smooth (1 ≤ r ≤ 3),
0 (3 ≤ r),
where r = |x|. Also, χ satisfies χ′′(r) ≤ 2 (r ≥ 0). Moreover, we define χR(r) = R2χ( rR ). Then,
(χR)
′(r) = Rχ′( r
R
) , (χR)
′′(r) = χ′′( r
R
) , (χR)
(3)(r) = 1
R
χ(3)( r
R
) , and (χR)
(4)(r) = 1
R2
χ(4)( r
R
).
By Lemma 2.25, for I(t) =
∫
R5
χR
(|u|2 + 2|v|2) dx,
I ′′(t) = K20,8ω (u, v) +
∫
R5
{
1
r2
χ′′
( r
R
)
− R
r3
χ′
( r
R
)}(
4|x · ∇u|2 + 2|x · ∇v|2) dx
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+
∫
R5
{
R
r
χ′
( r
R
)
− 2
}(
4|∇u|2 + 2|∇v|2) dx
−
∫
R5
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u|2 + 1
2
|v|2
)
dx
− 2Re
∫
R5
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)
− 10
}
vu2dx.
Let
R1 =
∫
R5
{
1
r2
χ′′
( r
R
)
− R
r3
χ′
( r
R
)}(
4|x · ∇u|2 + 2|x · ∇v|2) dx
+
∫
R5
{
R
r
χ′
( r
R
)
− 2
}(
4|∇u|2 + 2|∇v|2) dx,
R2 = −
∫
R5
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u|2 + 1
2
|v|2
)
dx,
and
R3 = −2Re
∫
R5
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)
− 10
}
vu2dx.
By Lemma 3.1, K20,8ω (u, v) ≤ 16(Iω(u, v) − Iω(φω, ψω)) < 0.
For R1, in the case
1
r2
χ′′
(
r
R
)− R
r3
χ′
(
r
R
) ≤ 0, because χ′′( r
R
) ≤ 2, we have χ′( r
R
) ≤ 2r
R
. Thus,
R1 ≤
∫
R5
{
R
r
χ′
( r
R
)
− 2
}(
4|∇u|2 + 2|∇v|2) dx ≤ 0. (3.4)
In the case 1
r2
χ′′
(
r
R
)− R
r3
χ′
(
r
R
)
> 0, we have
R1 ≤
∫
R5
{
1
r2
χ′′
( r
R
)
− R
r3
χ′
( r
R
)}(
4r2|∇u|2 + 2r2|∇v|2) dx
+
∫
R5
{
R
r
χ′
( r
R
)
− 2
}(
4|∇u|2 + 2|∇v|2) dx
=
∫
R5
{
χ′′
( r
R
)
− 2
} (
4|∇u|2 + 2|∇v|2) dx ≤ 0. (3.5)
For R2,
R2 = −
∫
R5
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u|2 + 1
2
|v|2
)
dx
= −
∫
R≤|x|≤3R
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u2|+ 1
2
|v|2
)
dx
≤ c
R2
∫
R≤|x|≤3R
(
|u|2 + 1
2
|v|2
)
dx (3.6)
≤ c
R2
∫
R5
(|u|2 + 2|v|2) dx
=
c
R2
M(u, v).
For R3, by Lemma 2.24,
R3 = −2Re
∫
R5
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)
− 10
}
vu2dx
= −2Re
∫
R≤|x|≤3R
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)
− 10
}
vu2dx
≤ c
∫
R≤|x|
|vu2|dx
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≤ c‖v‖L3(R≤|x|)‖u‖2L3(R≤|x|)
≤ c
R2
‖v‖
5
6
L2(R≤|x|)‖∇v‖
1
6
L2(R≤|x|)‖u‖
5
3
L2(R≤|x|)‖∇u‖
1
3
L2(R≤|x|)
≤ c
R2
M(u, v)
5
4 ‖∇v‖
1
6
L2(R≤|x|)‖∇u‖
1
3
L2(R≤|x|)
= c
1
R2ε2
M(u, v)
5
4 · ε‖∇v‖
1
6
L2(R≤|x|) · ε‖∇u‖
1
3
L2(R≤|x|)
≤ c
(
3
4
· 1
R
8
3 ε
8
3
M(u, v)
5
3 +
1
12
ε12‖∇v‖2L2(R≤|x|) +
1
6
ε6‖∇u‖2L2(R≤|x|)
)
≤ c
R
8
3 ε
8
3
M(u, v)
5
3 +
1
2
ε‖∇v‖2L2 + ε‖∇u‖2L2 .
Since Iω(u, v) < Iω(φω, ψω), we may take δ > 0 with Iω(u, v) < (1 − δ)Iω(φω, ψω). Then, using
Lemma 2.16,
I ′′(t) ≤ K20,8ω (u, v) + εK(u, v) +
c
R2
M(u, v) +
c
R
8
3 ε
8
3
M(u, v)
5
3
= 20Iω(u, v) − 10ωM(u, v) − (2− ε)K(u, v) + c
R2
M(u, v) +
c
R
8
3 ε
8
3
M(u, v)
5
3
< 20(1 − δ)Iω(φω, ψω)− (2− ε) {K(u, v) + 5ωM(u, v)}
− 5εωM(u, v) + c
R2
M(u, v) +
c
R
8
3 ε
8
3
M(u, v)
5
3
≤ {20(1 − δ) − 10(2 − ε)} Iω(φω, ψω) + c
R2
M(u, v) +
c
R
8
3 ε
8
3
M(u, v)
5
3
= 10(ε − 2δ)µ20,8ω +
c
R2
M(u, v) +
c
R
8
3 ε
8
3
M(u, v)
5
3 .
Thus, if we take sufficiently small ε > 0, and sufficiently large R > 0, then I ′′(t) < 0. Therefore,
the solution blows up. 
3.2. Blowing-up or growing-up.
Lemma 3.3. Let (u0, v0) ∈ H1×H1 and (u, v) be the time-global solution to (NLS). We fix
η0 > 0.
If we define C0 = max
{
sup
t∈R
‖∇u(t)‖L2 , sup
t∈R
‖∇v(t)‖L2
}
, then for any 0 ≤ t ≤ η0R
16C0M(u,v)
1
2
, we
have ∫
|x|≥R
(|u(x, t)|2 + 2|v(x, t)|2) dx ≤ η0 + oR(1).
Proof. We take χ ∈ C∞(R5), which is radial and satisfies
χ(r) =

0 (0 ≤ r ≤ R/2),
smooth (R/2 ≤ r ≤ R),
1 (R ≤ r),
where r = |x| and R > 0. χ satisfies χ′(r) ≤ 4
R
(r ≥ 0).
We define I(t) =
∫
R5
χ(r)
(|u(t, x)|2 + 2|v(t, x)|2) dx. Then, by Lemma 2.25,
I(t) = I(0) +
∫ t
0
I ′(s)ds
≤ I(0) +
∫ t
0
|I ′(s)|ds
= I(0) + 2
∫ t
0
∣∣∣∣Im∫
R5
χ′
(
x · ∇u
r
u+
x · ∇v
r
v
)
dx
∣∣∣∣ ds
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≤ I(0) + 2
∫ t
0
∫
R5
|χ′| (|∇u||u|+ |∇v||v|) dxds
≤ I(0) + 2
∫ t
0
‖χ′‖L∞ (‖∇u(s)‖L2‖u(s)‖L2 + ‖∇v(s)‖L2‖v(s)‖L2) ds
≤ I(0) + 16tC0M(u, v)
1
2
R
. (3.7)
Moreover,
I(0) =
∫
|x|≥R
2
χ(r)
(|u0(x)|2 + 2|v0(x)|2) dx ≤ ∫
|x|≥R
2
(|u0(x)|2 + 2|v0(x)|2) dx = oR(1), (3.8)
∫
|x|≥R
(|u(t, x)|2 + 2|v(t, x)|2) dx ≤ I(t), (3.9)
0 ≤ t ≤ η0R
16C0M(u, v)
1
2
. (3.10)
Combining (3.7), (3.8), (3.9) and (3.10), it follows that∫
|x|≥R
(|u(t, x)|2 + 2|v(t, x)|2) dx ≤ η0 + oR(1).

We prove the part of growing-up or blowing-up for Theorem 1.3 (2) in the next theorem.
Theorem 3.4 (Blowing-up or growing-up). Let (u0, v0) ∈ H1×H1 and I = [0, T ∗) be the
maximal forward lifespan of the solution (u, v) to (NLS). We assume for ω > 0
Iω(φω, ψω) > Iω(u0, v0) and K
20,8
ω (u0, v0) < 0.
Then, the solution grows up or blows up.
Proof. We prove that there exists no time-global solutions (u, v) such that
(u, v) ∈ C(R+: H1)× C(R+: H1) with sup
t∈R+
‖u(t)‖Lq + sup
t∈R+
‖v(t)‖Lq <∞ for some q > 3
by contradiction. Let C0 = sup
t∈R+
‖u(t)‖Lq + sup
t∈R+
‖v(t)‖Lq <∞. Then,
‖∇u(t)‖2L2 +
1
2
‖∇v(t)‖2L2 = E(u, v) + 2Re(v, u2)L2
≤ E(u, v) + 2‖v(t)‖L3‖u(t)‖2L3
≤ E(u, v) + 2‖v(t)‖1−θLq ‖v(t)‖θL2‖v(t)‖2(1−θ)Lq ‖v(t)‖2θL2
≤ E(u, v) + 2C3(1−θ)0 M(u, v)
3
2
θ <∞
for θ ∈ (0, 1) satisfying 13 = 1−θq + θ2 . Thus, we obtain
C0 := max
{
sup
t∈R
‖∇u(t)‖L2 , sup
t∈R
‖∇v(t)‖L2
}
<∞.
We take χ ∈ C∞0 (R5), which is radial and satisfies
χ(r) =

r2 (0 ≤ r ≤ 1),
smooth (1 ≤ r ≤ 3),
0 (3 ≤ r),
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where r = |x|. Also, χ satisfies χ′′(r) ≤ 2 (r ≥ 0). We define χR(r) = R2χ( rR ).
By Lemma 2.25, for I(t) =
∫
R5
χR
(|u|2 + 2|v|2) dx
I ′′(t) = K20,8ω (u, v) +
∫
R5
{
1
r2
χ′′
( r
R
)
− R
r3
χ′
( r
R
)}(
4|x · ∇u|2 + 2|x · ∇v|2) dx
+
∫
R5
{
R
r
χ′
( r
R
)
− 2
}(
4|∇u|2 + 2|∇v|2) dx
−
∫
R5
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u|2 + 1
2
|v|2
)
dx
− 2Re
∫
R5
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)
− 10
}
vu2dx.
Let
R1 =
∫
R5
{
1
r2
χ′′
( r
R
)
− R
r3
χ′
( r
R
)}(
4|x · ∇u|2 + 2|x · ∇v|2) dx
+
∫
R5
{
R
r
χ′
( r
R
)
− 2
}(
4|∇u|2 + 2|∇v|2) dx,
R2 = −
∫
R5
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u|2 + 1
2
|v|2
)
dx,
and
R3 = −2Re
∫
R5
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)
− 10
}
vu2dx.
By Lemma 3.1, K20,8ω (u, v) < 16 (Iω(u, v) − Iω(φω, ψω)) =: 16C˜0 < 0.
Combining (3.4) and (3.5), we have R1 ≤ 0.
By (3.6),
R2 ≤ c
R2
∫
R≤|x|
(
|u|2 + 1
2
|v|2
)
dx
=
c
R2
(
‖u‖2θL2(R≤|x|)‖u‖2(1−θ)L2(R≤|x|) +
1
2
‖v‖2θL2(R≤|x|)‖v‖2(1−θ)L2(R≤|x|)
)
≤ c
R2
(
‖u‖2(1−θ)
L2(R≤|x|) + ‖v‖
2(1−θ)
L2(R≤|x|)
)(
‖u‖2θL2(R≤|x|) +
1
2
‖v‖2θL2(R≤|x|)
)
≤ c
R2
(
‖u‖2θL2(R≤|x|) +
1
2
‖v‖2θL2(R≤|x|)
)
,
R3 = −2Re
∫
R≤|x|≤3R
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)
− 10
}
vu2dx
≤ c‖v‖L3(R≤|x|)‖u‖2L3(R≤|x|)
≤ c‖v‖1−θ
Lq(R≤|x|)‖v‖θL2(R≤|x|)‖u‖
2(1−θ)
Lq(R≤|x|)‖u‖2θL2(R≤|x|)
≤ cC3(1−θ)0 ‖v‖θL2(R≤|x|)‖u‖2θL2(R≤|x|)
≤ cC3(1−θ)0 ‖u‖θL2(R≤|x|)
(
1
2
‖u‖2θL2(R≤|x|) +
1
2
‖v‖2θL2(R≤|x|)
)
≤ cC3(1−θ)0 ‖u‖θL2(R≤|x|)
(
‖u‖2θL2(R≤|x|) +
1
2
‖v‖2θL2(R≤|x|)
)
.
Thus, if R > 1, then
I ′′(t) ≤ 16C˜0 + c
R2
(
‖u‖2θL2(R≤|x|) +
1
2
‖v‖2θL2(R≤|x|)
)
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+ cC
3(1−θ)
0 ‖u‖θL2(R≤|x|)
(
‖u‖2θL2(R≤|x|) +
1
2
‖v‖2θL2(R≤|x|)
)
≤ 16C˜0 + C˜
(
‖u‖2θL2(R≤|x|) +
1
2
‖v‖2θL2(R≤|x|)
)
, (3.11)
where C˜ = C˜ (M(u, v), q, C0).
By Lemma 3.3, ∫
R≤|x|
(|u(x, t)|2 + 2|v(x, t)|2) dx ≤ η0 + oR(1)
for any 0 ≤ t ≤ Rη0
16C0M(u,v)
1
2
=: T . Hence, ‖u(t)‖2
L2(R≤|x|) ≤ η0 + oR(1) and ‖v(t)‖2L2(R≤|x|) ≤
η0 + oR(1).
This inequality combined with (3.11) gives
I ′′(t) ≤ 16C˜0 + C˜
(
ηθ0 + oR(1)
)
.
Integrating this inequality in [0, t],
I ′(t) ≤ I ′(0) +
{
16C˜0 + C˜
(
ηθ0 + oR(1)
)}
t.
Also, integrating this inequality in [0, T ],
I(T ) ≤ I(0) + I ′(0)T +
{
16C˜0 + C˜
(
ηθ0 + oR(1)
)}
· 1
2
T 2.
Here, we take η0 > 0 with C˜η
θ
0 = −8C˜0 > 0. Then,
I(T ) ≤ I(0) + I ′(0) · Rη0
16C0M(u, v)
1
2
+
(
8C˜0 + oR(1)
)
· 1
2
(
η0
16C0M(u, v)
1
2
)2
R2.
We take R > 0 with 8C˜0 + oR(1) < 4C˜0. Then,
I(T ) < I(0) + I ′(0) · Rη0
16C0M(u, v)
1
2
+ 2C˜0
(
η0
16C0M(u, v)
1
2
)2
R2
=: I(0) + I ′(0) · Rη0
16C0M(u, v)
1
2
+ 2α0R
2.
In addition,
I(0) =
∫
R5
χR(r)
(|u0(x)|2 + 2|v0(x)|2) dx
=
∫
|x|≤√R
r2
(|u0(x)|2 + 2|v0(x)|2) dx+ ∫√
R≤|x|≤3R
R2χ
( r
R
) (|u0(x)|2 + 2|v0(x)|2) dx
≤ RM(u, v) + cR2
∫
√
R≤|x|≤3R
(|u0(x)|2 + 2|v0(x)|2) dx
= oR(1)R
2,
I ′(0) = 2Im
∫
R5
χ′R
(
x · ∇u0
r
u0 +
x · ∇v0
r
v0
)
dx
= 4Im
∫
|x|≤√R
r
(
x · ∇u0
r
u0 +
x · ∇v0
r
v0
)
dx
+ 2Im
∫
√
R≤|x|≤3R
Rχ′
( r
R
)(x · ∇u0
r
u0 +
x · ∇v0
r
v0
)
dx
≤ 4
∫
|x|≤√R
|x| (|∇u0||u0|+ |∇v0||v0|) dx
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+ cR
∫
√
R≤|x|≤3R
(|∇u0||u0|+ |∇v0||v0|) dx
≤ 4
√
R (‖∇u0‖L2‖u0‖L2 + ‖∇v0‖L2‖v0‖L2)
+ cR
(
‖∇u0‖L2‖u0‖L2(√R≤|x|) + ‖∇v0‖L2‖v0‖L2(√R≤|x|)
)
= oR(1)R.
Thus,
I(T ) < oR(1)R
2 + 2α0R
2.
If we take R > 0 with oR(1) + 2α0 < α0, then
I(T ) < α0R
2 < 0.
However, this is a contradiction with I(T ) =
∫
R5
χR(r)
(|u(x, T )|2 + 2|v(x, T )|2) dx ≥ 0. There-
fore, there exists no time-global solutions (u, v) ∈ C(R+: H1)× C(R+: H1) such that
sup
t∈R+
‖u(t)‖Lq + sup
t∈R+
‖v(t)‖Lq <∞ for some q > 3.
Applying Sobolev embedding H1(R5) →֒ L 103 (R5), we completely prove. 
4. Profile decomposition
4.1. Linear profile decomposition.
Lemma 4.1 (Comparability of Kω and Iω). Let (u, v) ∈ H1×H1 satisfy
Iω(u, v) < Iω(φω, ψω) and K
20,8
ω (u, v) > 0.
Then, we have
1
10
Kω(u, v) < Iω(u, v).
Proof. By (3.2), for any t ∈ R, −Re(v, u2)L2 > −2E(u0, v0) = −2‖∇u‖2L2−‖∇v‖2L2+4Re(v, u2)L2 ,
i.e. −5Re(v, u2)L2 > −2‖∇u‖2L2 − ‖∇v‖2L2 .
Thus,
Iω(u, v) =
ω
2
M(u, v) +
1
2
E(u, v)
=
ω
2
M(u, v) +
1
2
(
‖∇u‖2L2 +
1
2
‖∇v‖2L2 − 2Re(v, u2)L2
)
>
ω
2
M(u, v) +
1
2
(
‖∇u‖2L2 +
1
2
‖∇v‖2L2
)
− 1
5
(
2‖∇u‖2L2 + ‖∇v‖2L2
)
=
ω
2
M(u, v) +
1
10
K(u, v)
≥ 1
10
Kω(u, v).
Therefore,
1
10
Kω(u, v) < Iω(u, v).

Lemma 4.2. Let {tn} ⊂ R and {xn} ⊂ R5 be two sequences.
(a) If lim
n→∞ (|tn|+ |xn|) =∞, then e
itn∆ψ(·+ xn)⇀ 0 in H1 for any ψ ∈ H1.
(b) If there exists {zn} ⊂ H1 and ψ ∈ H1 \ {0} such that
zn ⇀ 0 and e
itn∆zn(·+ xn)⇀ ψ in H1,
then lim
n→∞ (|tn|+ |xn|) =∞.
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Proof. Since C∞0 ⊂ H1 is dense, for any ε > 0 and φ, ψ ∈ H1 there exists f , g ∈ C∞0 such that
‖φ− f‖H1 < ε , ‖ψ − g‖H1 < ε.
We will prove Lemma 4.2 by contradiction.
If not (a), then there exists ε > 0, ψ, φ ∈ H1 and {tnk}, {xnk} such that |(eitnk∆ψ(· +
xnk), φ)H1 | ≥ ε. In the case |tnk | → ∞, using Theorem 2.8, it follows that
|(eitnk∆ψ(·+ xnk), φ)H1 |
≤ |(eitnk∆(ψ − g)(· + xnk), φ)H1 |+ |(eitn∆g(·+ xnk), φ− f)H1 |+ |(eitnk∆g(·+ xnk), f)H1 |
≤ ‖ψ − g‖H1‖φ‖H1 + ‖g‖H1‖φ− f‖H1 + ‖eitnk∆g‖W 1,∞‖f‖W 1,1
≤ ‖ψ − g‖H1‖φ‖H1 + ‖g‖H1‖φ− f‖H1 + c|tnk |−
5
2‖g‖W 1,1‖f‖W 1,1 < ε.
This is contradiction.
When the case {tnk} is bounded, there exists a subsequence such that tnk −→ t∗. Also, by
|xnk | → ∞,
|(eitnk∆ψ(·+ xnk), φ)H1 | ≤ |((eitnk∆ − eit
∗∆)ψ, φ(· − xnk))H1 |+ |(eit
∗∆ψ, φ(· − xnk))H1 |
≤ ‖(eitnk∆ − eit∗∆)ψ‖H1‖φ‖H1 + |(eit
∗∆(ψ − g), φ(· − xnk))H1 |
+ |(eit∗∆g, (φ− f)(· − xnk))H1 |+ |(eit
∗∆g, f(· − xnk))H1 |
≤ ‖(eitnk∆ − eit∗∆)ψ‖H1‖φ‖H1 + ‖ψ − g‖H1‖φ‖H1
+ ‖g‖H1‖φ− f‖H1 + |(eit
∗∆g, f(· − xnk))H1 | < ε.
This is contradiction. Therefore, eitn∆ψ(·+ xn)⇀ 0 in H1 holds.
Next, we prove (b). If not (b), then there exists a subsequence {tnk}, {xnk} such that (tnk , xnk) −→
(t∗, x∗). Since zn ⇀ 0, for any φ ∈ H1,
|(eitnk∆znk(·+ xnk), φ)H1 |
= |(znk , e−itnk∆φ(· − xnk))H1 |
≤ |(znk , e−itnk∆(φ− f)(· − xnk))H1 |+ |(znk , (e−itnk∆ − e−it
∗∆)f(· − xnk))H1 |
+ |(znk , e−it
∗∆(f(· − xnk)− f(· − x∗)))H1 |+ |(znk , e−it
∗∆f(· − x∗))H1 |
≤ ‖znk‖H1‖φ− f‖H1 + ‖znk‖H1‖(e−itnk∆ − e−it
∗∆)f‖H1
+ ‖znk‖H1‖f(· − xnk)− f(· − x∗)‖H1 + |(znk , e−it
∗∆f(· − x∗))H1 |
−→ 0 as k →∞.
Thus, eitnk∆znk(·+xnk)⇀ 0 holds. However, this is contradiction. Therefore, |tn|+ |xn| −→ ∞
holds. 
Theorem 4.3 (Linear profile decomposition). Let (φn, ψn) be a bounded sequence in H
1×H1.
Then, after passing to a subsequence of (φn, ψn) necessary, also denoted (φn, ψn), and
(1) for each 1 ≤ j ≤M , there exists a profile (φj , ψj) (fixed in n) in H1 ×H1,
(2) for each 1 ≤ j ≤M , there exists a sequence (in n) of time shifts {tjn},
(3) for each 1 ≤ j ≤M , there exists a sequence (in n) of space shifts {xjn},
(4) there exists a sequence (in n) of remainders (ΦMn ,Ψ
M
n ) in H
1×H1,
such that
(φn(x), ψn(x)) =
M∑
j=1
(e−it
j
n∆φj(x− xjn), e−
1
2
it
j
n∆ψj(x− xjn)) + (ΦMn (x),ΨMn (x)).
for any M ∈ R. For fixed j, we have
either tjn = 0
∀n ∈ N or tjn −→ −∞ as n→∞, (4.1)
either xjn = 0
∀n ∈ N or |xjn| −→ ∞ as n→∞. (4.2)
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Pairwise divergence property:
1 ≤∀ i 6=∀ j ≤M, lim
n→∞(|t
i
n − tjn|+ |xin − xjn|) =∞. (4.3)
Asymptotic smallness property:
lim
M→∞
[
lim
n→∞ ‖(e
it∆ΦMn , e
1
2
it∆ΨMn )‖S(H˙ 12 )×S(H˙ 12 )
]
= 0. (4.4)
For fixed M and any 0 ≤ s ≤ 1, we have the asymptotic Pythagorean expansion:
‖φn‖2H˙s =
M∑
j=1
‖φj‖2
H˙s
+ ‖ΦMn ‖2H˙s + on(1), (4.5)
‖ψn‖2H˙s =
M∑
j=1
‖ψj‖2
H˙s
+ ‖ΨMn ‖2H˙s + on(1). (4.6)
Proof. Since (φn, ψn) is bounded in H
1×H1, there exists c1 > 0 such that ‖(φn, ψn)‖H1×H1 ≤ c1.
Let (q, r) be a H˙
1
2 admissible pair.
‖eit∆ΦMn ‖LqLr ≤
∥∥∥‖eit∆ΦMn ‖θLr1‖eit∆ΦMn ‖1−θ
L
5
2
∥∥∥
Lq
≤ ‖eit∆ΦMn ‖θLqθLr1‖eit∆ΦMn ‖1−θ
L∞L
5
2
.
for (r1, θ) satisfying
1
r
= θ
r1
+ 2(1−θ)5 . Here, we assume that (qθ, r1) is H˙
1
2 admissible and (q, r)
satisfies 4 < q < ∞, 52 < r < 103 . If r1 = 32r, then 154 < r1 < 5. Since
1
r
=
2θ
3r
+
2(1 − θ)
5
, i.e.
0 < θ =
6r − 15
6r − 10 < 1,
we have
1
3
<
1
qθ
=
(
1− 5
2r
)
· 6r − 10
6r − 15 = 1 −
5
3r
<
1
2
, i.e. 2 < qθ < 3. Also, we obtain
2
qθ
+
5
r1
=
6r − 10
3r
+
10
3r
= 2. Thus
‖eit∆ΦMn ‖LqLr ≤ ‖eit∆ΦMn ‖θLqθLr1‖eit∆ΦMn ‖1−θ
L∞L
5
2
≤ c‖ΦMn ‖θ
H˙
1
2
‖eit∆ΦMn ‖1−θ
L∞L
5
2
.
This inequality also holds when q =∞, r = 52 . Hence, it suffices to establish
lim sup
n→∞
‖(ΦMn ,ΨMn )‖H˙ 12×H˙ 12 ≤ c <∞ and limM→∞
[
lim sup
n→∞
‖(eit∆ΦMn , e
1
2
it∆ΨMn )‖L∞L 52×L∞L 52
]
= 0
to obtain (4.4).
(i) Let M = 1.
We set A1 = lim sup
n→∞
‖(eit∆φn, e
1
2
it∆ψn)‖
L∞L
5
2×L∞L 52 . If A1 = 0, then Theorem 4.3 holds by
taking φj = 0, ψj = 0 (j = 1, 2, · · · ,M). Hence, we assume A1 > 0. We take a subsequence
{(φn, ψn)} so that A1 = lim
n→∞ ‖(e
it∆φn, e
1
2
it∆ψn)‖
L∞L
5
2×L∞L 52 . We take χ ∈ S(R
5) with χ̂(ξ) = 1
(1
r
≤ |ξ| ≤ r) and suppχ̂ ⊂ [ 12r , 2r] for r > 0. Applying Sobolev embedding,
‖eit∆φn − χ ∗ eit∆φn‖2
L∞L
5
2
≤ c‖eit∆φn − χ ∗ eit∆φn‖2
L∞H˙
1
2
= c‖ |ξ| 12 e−4pi2it|ξ|2φ̂n − |ξ|
1
2 χ̂e−4pi
2it|ξ|2φ̂n‖2L∞L2
= c
∫
R5
|ξ||1 − χ̂(ξ)|2|φ̂n|2dξ
≤ c
∫
|ξ|≤ 1
r
|ξ||φ̂n|2dξ + c
∫
|ξ|≥r
|ξ||φ̂n|2dξ
≤ c
r
‖φ̂n‖2L2 +
c
r
‖ |ξ|φ̂n‖2L2
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=
c
r
‖φn‖2H1 ≤
c · c21
r
.
Thus,
‖eit∆φn − χ ∗ eit∆φn‖
L∞L
5
2
≤ c · c1√
r
.
Similarly,
‖e 12 it∆ψn − χ ∗ e 12 it∆ψn‖
L∞L
5
2
≤ c · c1√
r
.
We deduce
‖eit∆φn‖
L∞L
5
2
− ‖χ ∗ eit∆φn‖
L∞L
5
2
≤ c · c1√
r
,
‖e 12 it∆ψn‖
L∞L
5
2
− ‖χ ∗ e 12 it∆ψn‖
L∞L
5
2
≤ c · c1√
r
from these inequalities, and hence
‖χ ∗ eit∆φn‖
L∞L
5
2
+ ‖χ ∗ e 12 it∆ψn‖
L∞L
5
2
≥ ‖eit∆φn‖
L∞L
5
2
+ ‖e 12 it∆ψn‖
L∞L
5
2
− 2c · c1√
r
−→ A1 − 2c · c1√
r
as n→∞.
Here, if we take r > 0 with
2c · c1√
r
=
A1
4
⇐⇒ r = 2
6c2 c21
A21
, then there exists n0 ∈ N such that
for any n ≥ n0,
‖χ ∗ eit∆φn‖
L∞L
5
2
+ ‖χ ∗ e 12 it∆ψn‖
L∞L
5
2
≥ A1
2
.
So, if we take a subsequence {(φn, ψn)}n≥n0 of {(φn, ψn)}n∈N, then for any n ∈ N,
‖χ ∗ eit∆φn‖
L∞L
5
2
+ ‖χ ∗ e 12 it∆ψn‖
L∞L
5
2
≥ A1
2
. (4.7)
Also, since
‖χ ∗ eit∆φn‖
5
2
L∞L
5
2
≤ ‖χ ∗ eit∆φn‖
1
2
L∞L∞‖χ ∗ eit∆φn‖2L∞L2
= ‖χ ∗ eit∆φn‖
1
2
L∞L∞‖χ̂e−4pi
2it|·|2φ̂n‖2L∞L2
≤ ‖χ ∗ eit∆φn‖
1
2
L∞L∞‖φn‖2L2
≤ c21‖χ ∗ eit∆φn‖
1
2
L∞L∞ ,
it follows that(
‖χ ∗ eit∆φn‖
L∞L
5
2
+ ‖χ ∗ e 12 it∆ψn‖
L∞L
5
2
)5 ≤ c(‖χ ∗ eit∆φn‖5
L∞L
5
2
+ ‖χ ∗ e 12 it∆ψn‖5
L∞L
5
2
)
≤ c · c41
(
‖χ ∗ eit∆φn‖L∞L∞ + ‖χ ∗ e 12 it∆ψn‖L∞L∞
)
.
This inequality combined with (4.7) gives
c · c41
(
‖χ ∗ eit∆φn‖L∞L∞ + ‖χ ∗ e
1
2
it∆ψn‖L∞L∞
)
≥
(
A1
2
)5
,
‖χ ∗ eit∆φn‖L∞L∞ + ‖χ ∗ e
1
2
it∆ψn‖L∞L∞ ≥ A
5
1
25c c41
,
max
{
‖χ ∗ eit∆φn‖L∞L∞ , ‖χ ∗ e 12 it∆ψn‖L∞L∞
}
≥ A
5
1
26c c41
.
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Therefore, we can take time shifts {t1n} ⊂ (−∞, 0] and space shifts {x1n} ⊂ R5 so that
max
{
|χ ∗ eit1n∆φn(x1n)|, |χ ∗ e
1
2
it1n∆ψn(x
1
n)|
}
≥ A
5
1
27c c41
.
for any n ∈ N. Thus, we obtain
|χ ∗ eit1n∆φn(x1n)|+ |χ ∗ e
1
2
it1n∆ψn(x
1
n)| ≥
A51
27c c41
. (4.8)
Since {eit1n∆φn(·+ x1n)} and {e
1
2
it1n∆ψn(·+ x1n)} are bounded sequences in H1, we can set that
eit
1
n∆φn(·+ x1n)⇀ φ˜1 , e
1
2
it1n∆ψn(·+ x1n)⇀ ψ˜1 in H1 (4.9)
by passing to subsequences.∣∣∣∣∫
R5
χ(y)φ˜1(−y)dy
∣∣∣∣ = ∣∣∣∣∫
R5
χ(y)eit
1
n∆φn(x
1
n − y)dy +
∫
R5
χ(y)(φ˜1(−y)− eit1n∆φn(x1n − y))dy
∣∣∣∣
≥
∣∣∣∣∫
R5
χ(y)eit
1
n∆φn(x
1
n − y)dy
∣∣∣∣− ∣∣∣∣∫
R5
χ(y)(φ˜1(−y)− eit1n∆φn(x1n − y))dy
∣∣∣∣
= |χ ∗ eit1n∆φn(x1n)| − |(φ˜1 − eit
1
n∆φn(x
1
n + ·), χ(− · ))L2 |.
Similarly,∣∣∣∣∫
R5
χ(y)ψ˜1(−y)dy
∣∣∣∣ ≥ |χ ∗ e 12 it1n∆ψn(x1n)| − |(ψ˜1 − e 12 it1n∆ψn(x1n + ·), χ(− · ))L2 |.
Thus, using (4.8) and (4.9),∣∣∣∣∫
R5
χ(y)φ˜1(−y)dy
∣∣∣∣+ ∣∣∣∣∫
R5
χ(y)ψ˜1(−y)dy
∣∣∣∣
≥ |χ ∗ eit1n∆φn(x1n)|+ |χ ∗ e
1
2
it1n∆ψn(x
1
n)|
− |(φ˜1 − eit1n∆φn(x1n + ·), χ(− · ))L2 | − |(ψ˜1 − e
1
2
it1n∆ψn(x
1
n + ·), χ(− · ))L2 |
≥ A
5
1
27c c41
− |(φ˜1 − eit1n∆φn(x1n + ·), χ(− · ))L2 | − |(ψ˜1 − e
1
2
it1n∆ψn(x
1
n + ·), χ(− · ))L2 |
−→ A
5
1
27c c41
as n→∞.
Here, ∣∣∣∣∫
R5
χ(y)φ˜1(−y)dy
∣∣∣∣ = ∣∣∣∣∫
R5
χ̂(ξ)
̂˜
φ1(ξ)dξ
∣∣∣∣
≤
∫
R5
1
|ξ| 12
|χ̂(ξ)| · |ξ| 12 |̂˜φ1(ξ)|dξ
≤ ‖χ‖
H˙−
1
2
‖φ˜1‖
H˙
1
2
,
‖χ‖2
H˙−
1
2
=
∫
1
2r
≤|ξ|≤2r
1
|ξ| |χ̂(ξ)|
2dξ
≤
∫
1
2r
≤|ξ|≤2r
1
|ξ|dξ.
We transform ξ into a polar coordinate, i.e. ξ1 = η cos θ1, ξ2 = η cos θ2 sin θ1, ξ3 = η cos θ3 sin θ2 sin θ1,
ξ4 = η cos θ4 sin θ3 sin θ2 sin θ1, ξ5 = η sin θ4 sin θ3 sin θ2 sin θ1.
Then, |ξ| = η and dξ = η4 sin3 θ1 sin2 θ2 sin θ3dηdθ1dθ2dθ3dθ4. Thus,
‖χ‖2
H˙−
1
2
≤
∫ 2pi
0
∫ pi
0
∫ pi
0
∫ pi
0
∫ 2r
1
2r
1
η
η4 sin3 θ1 sin
2 θ2 sin θ3 dηdθ1dθ2dθ3dθ4
35
=
∫ 2r
1
2r
η3dη
∫ pi
0
sin3 θ1dθ1
∫ pi
0
sin2 θ2dθ2
∫ pi
0
sin θ3dθ3
∫ 2pi
0
dθ4
=
[
1
4
η4
]2r
1
2r
(
2
3
∫ pi
0
sin θ1dθ1
)(
1
2
π
)[
− cos θ3
]pi
0
· 2π
=
1
4
(
16r4 − 1
16r4
)
· 4
3
· π
2
· 2 · 2π
≤ 32π
2r4
3
.
Therefore,∣∣∣∣∫
R5
χ(y)φ˜1(−y)dy
∣∣∣∣ ≤ ‖χ‖H˙− 12 ‖φ˜1‖H˙ 12
≤ 4
√
2πr2√
3
‖φ˜1‖
H˙
1
2
=
4
√
2π√
3
· 2
12c4 c41
A41
‖φ˜1‖
H˙
1
2
=
214
√
2πc4 c41√
3A41
‖φ˜1‖
H˙
1
2
.
Similarly, ∣∣∣∣∫
R5
χ(y)ψ˜1(−y)dy
∣∣∣∣ ≤ 214√2πc4 c41√3A41 ‖ψ˜1‖H˙ 12 .
Thus, we have
214
√
2πc4 c41√
3A41
(
‖φ˜1‖
H˙
1
2
+ ‖ψ˜1‖
H˙
1
2
)
≥ A
5
1
27c c41
,
‖φ˜1‖
H˙
1
2
+ ‖ψ˜1‖
H˙
1
2
≥
√
3A91
221
√
2πc5 c81
> 0.
We set
Φ˜1n(x) = φn(x)− e−it
1
n∆φ˜1(x− x1n) , Ψ˜1n(x) = ψn(x)− e−
1
2
it1n∆ψ˜1(x− x1n).
Then,
‖Φ˜1n‖2H˙s − ‖φn‖2H˙s = ‖φn − e−it
1
n∆φ˜1(· − x1n)‖2H˙s − ‖φn‖2H˙s
= ‖eit1n∆φn − φ˜1(· − x1n)‖2H˙s − ‖φn‖2H˙s
= ‖eit1n∆φn(·+ x1n)− φ˜1‖2H˙s − ‖φn‖2H˙s
= −2Re(eit1n∆φn(·+ x1n), φ˜1)H˙s + ‖φ˜1‖2H˙s
−→ −‖φ˜1‖2
H˙s
as n→∞.
Hence,
‖φn‖2H˙s = ‖φ˜1‖2H˙s + ‖Φ˜1n‖2H˙s + on(1).
Similarly,
‖ψn‖2H˙s = ‖ψ˜1‖2H˙s + ‖Ψ˜1n‖2H˙s + on(1).
Here, we will prove that we can take {tn} ∈ (−∞, 0] and {xn} ∈ R5 with
either t1n = 0
∀n ∈ N or t1n −→ −∞ as n→∞,
either x1n = 0
∀n ∈ N or |x1n| −→ ∞ as n→∞.
In the case t1n −→ −∞ as n→∞ and |x1n| −→ ∞ as n→∞, it holds.
In the case t1n −→ t1 <∞ as n→∞ and |x1n| −→ ∞ as n→∞, we set
φn(x) = e
−it1n∆φ˜1(x− x1n) + Φ˜1n(x) = e−it1∆φ˜1(x− x1n) + Φ1n(x). Since
‖Φ1n‖2H˙s − ‖φn‖2H˙s = ‖φn − e−it
1∆φ˜1(· − x1n)‖2H˙s − ‖φn‖2H˙s
= −2Re(φn, e−it1∆φ˜1(· − x1n))H˙s + ‖φ˜1‖2H˙s
36
= −2Re(φn, e−it1n∆φ˜1(· − x1n))H˙s − 2Re(φn, e−it
1∆φ˜1(· − x1n)− e−it
1
n∆φ˜1(· − x1n))H˙s + ‖φ˜1‖2H˙s
= −2Re(eit1n∆φn(·+ x1n), φ˜1)H˙s − 2Re(φn, e−it
1∆φ˜1(· − x1n)− e−it
1
n∆φ˜1(· − x1n))H˙s + ‖φ˜1‖2H˙s
−→ −‖φ˜1‖2
H˙s
as n→∞,
we obtain
‖φn‖2H˙s = ‖φ˜1‖2H˙s + ‖Φ1n‖2H˙s + on(1).
If we set φ1 = e−it1∆φ˜1, then since φn(x) = φ1(x− x1n) + Φ1n(x) and ‖φ1‖H˙s = ‖φ˜1‖H˙s , we have
‖φn‖2H˙s = ‖φ1‖2H˙s + ‖Φ1n‖2H˙s + on(1).
Also, for any ϕ ∈ H1,∣∣(φn(·+ x1n)− φ1, ϕ)H˙s∣∣ = ∣∣∣(φn(·+ x1n)− e−it1∆φ˜1, ϕ)H˙s∣∣∣
≤
∣∣∣(φn(·+ x1n)− e−it1n∆φ˜1, ϕ)
H˙s
∣∣∣+ ∣∣∣(e−it1n∆φ˜1 − e−it1∆φ˜1, ϕ)
H˙s
∣∣∣
≤
∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1n∆ϕ)
H˙s
∣∣∣+ ∥∥∥e−it1n∆φ˜1 − e−it1∆φ˜1∥∥∥
H˙s
‖ϕ‖H˙s
≤
∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1∆ϕ)
H˙s
∣∣∣+ ∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1n∆ϕ− eit1∆ϕ)
H˙s
∣∣∣
+
∥∥∥e−it1n∆φ˜1 − e−it1∆φ˜1∥∥∥
H˙s
‖ϕ‖H˙s
≤
∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1∆ϕ)
H˙s
∣∣∣+ (c1 + ‖φ˜1‖H˙s) ‖eit1n∆ϕ− eit1∆ϕ‖H˙s
+
∥∥∥e−it1n∆φ˜1 − e−it1∆φ˜1∥∥∥
H˙s
‖ϕ‖H˙s
−→ 0 as n→∞.
Thus, φn(·+ x1n)⇀ φ1 in H1 as n→∞.
In the case t1n −→ −∞ as n→∞ and x1n −→ x1 ∈ R5 as n→∞, we set
φn(x) = e
−it1n∆φ˜1(x− x1n) + Φ˜1n(x) = e−it
1
n∆φ˜1(x− x1) + Φ1n(x). Since
‖Φ1n‖2H˙s − ‖φn‖2H˙s = ‖φn − e−it
1
n∆φ˜1(· − x1)‖2
H˙s
− ‖φn‖2H˙s
= −2Re(φn, e−it1n∆φ˜1(· − x1))H˙s + ‖φ˜1‖2H˙s
= −2Re(φn, e−it1n∆φ˜1(· − x1n))H˙s − 2Re(φn, e−it
1
n∆φ˜1(· − x1)− e−it1n∆φ˜1(· − x1n))H˙s + ‖φ˜1‖2H˙s
= −2Re(eit1n∆φn(·+ x1n), φ˜1)H˙s − 2Re(φn, e−it
1
n∆φ˜1(· − x1)− e−it1n∆φ˜1(· − x1n))H˙s + ‖φ˜1‖2H˙s
−→ −‖φ˜1‖2
H˙s
as n→∞,
we obtain
‖φn‖2H˙s = ‖φ˜1‖2H˙s + ‖Φ1n‖2H˙s + on(1).
If we set φ1(x) = φ˜1(x−x1), then since φn(x) = e−it1n∆φ1(x)+Φ1n(x) and ‖φ1‖H˙s = ‖φ˜1‖H˙s , we
obtain
‖φn‖2H˙s = ‖φ1‖2H˙s + ‖Φ1n‖2H˙s + on(1).
Also, for any ϕ ∈ H1,∣∣∣(eitjn∆φn − φ1, ϕ)
H˙s
∣∣∣ = ∣∣∣(eitjn∆φn − φ˜1(· − x1), ϕ)
H˙s
∣∣∣
≤
∣∣∣(eitjn∆φn − φ˜1(· − x1n), ϕ)
H˙s
∣∣∣+ ∣∣∣(φ˜1(· − x1n)− φ˜1(· − x1), ϕ)
H˙s
∣∣∣
≤
∣∣∣(eitjn∆φn(·+ x1n)− φ˜1, ϕ(·+ x1n))
H˙s
∣∣∣+ ‖φ˜1(· − x1n)− φ˜1(· − x1)‖H˙s‖ϕ‖H˙s
≤
∣∣∣(eitjn∆φn(·+ x1n)− φ˜1, ϕ(·+ x1))
H˙s
∣∣∣+ ∣∣∣(eitjn∆φn(·+ x1n)− φ˜1, ϕ(· + x1n)− ϕ(·+ x1))
H˙s
∣∣∣
37
+ ‖φ˜1(· − x1n)− φ˜1(· − x1)‖H˙s‖ϕ‖H˙s
≤
∣∣∣(eitjn∆φn(·+ x1n)− φ˜1, ϕ(·+ x1))
H˙s
∣∣∣+ (c1 + ‖φ˜1‖H˙s) ‖ϕ(· + x1n)− ϕ(·+ x1)‖H˙s
+ ‖φ˜1(· − x1n)− φ˜1(· − x1)‖H˙s‖ϕ‖H˙s .
Here, since C∞0 is dense in H˙
s, for any ε > 0, there exists f ∈ C∞0 such that ‖ϕ − f‖H˙s < ε.
Thus,
‖ϕ(·+ x1n)− ϕ(·+ x1)‖H˙s
≤ ‖ϕ(· + x1n)− f(·+ x1n)‖H˙s + ‖f(·+ x1n)− f(·+ x1)‖H˙s + ‖f(·+ x1)− ϕ(·+ x1)‖H˙s
= ‖ϕ− f‖H˙s + ‖f(·+ x1n)− f(·+ x1)‖H˙s + ‖f − ϕ‖H˙s < ε.
Similarly,
‖φ˜1(· − x1n)− φ˜1(· − x1)‖H˙s < ε.
Therefore, ∣∣∣(eitjn∆φn − φ1, ϕ)
H˙s
∣∣∣ −→ 0 as n→∞,
i.e. eit
j
n∆φn ⇀ φ
1 in H1 as n→∞.
In the case t1n −→ t1 <∞ as n→∞ and x1n −→ x1 ∈ R5 as n→∞, we set
φn(x) = e
−it1n∆φ˜1(x− x1n) + Φ˜1n(x) = e−it
1∆φ˜1(x− x1) + Φ1n(x). Since
‖Φ1n‖2H˙s − ‖φn‖2H˙s = ‖φn − e−it
1∆φ˜1(· − x1)‖2
H˙s
− ‖φn‖2H˙s
= −2Re(φn, e−it1∆φ˜1(· − x1))H˙s + ‖φ˜1‖2H˙s
= −2Re(φn, e−it1n∆φ˜1(· − x1n))H˙s − 2Re(φn, e−it
1
n∆φ˜1(· − x1)− e−it1n∆φ˜1(· − x1n))H˙s
− 2Re(φn, e−it1∆φ˜1(· − x1)− e−it1n∆φ˜1(· − x1))H˙s + ‖φ˜1‖2H˙s
−→ −‖φ˜1‖2
H˙s
as n→∞,
we obtain
‖φn‖2H˙s = ‖φ˜1‖2H˙s + ‖Φ1n‖2H˙s + on(1).
If we set φ1(x) = e−it1∆φ˜1(x−x1), then since φn(x) = φ1(x)+Φ1n(x) and ‖φ1‖H˙s = ‖φ˜1‖H˙s , we
have
‖φn‖2H˙s = ‖φ1‖2H˙s + ‖Φ1n‖2H˙s + on(1).
Also, for any ϕ ∈ H1,∣∣(φn − φ1, ϕ)H˙s∣∣ = ∣∣∣(φn − e−it1∆φ˜1(· − x1), ϕ)H˙s∣∣∣
≤
∣∣∣(φn − e−it1n∆φ˜1(· − x1n), ϕ)
H˙s
∣∣∣+ ∣∣∣(e−it1n∆φ˜1(· − x1n)− e−it1∆φ˜1(· − x1n), ϕ)
H˙s
∣∣∣
+
∣∣∣(e−it1∆φ˜1(· − x1n)− e−it1∆φ˜1(· − x1), ϕ)
H˙s
∣∣∣
≤
∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1n∆ϕ(· + x1n))
H˙s
∣∣∣+ ‖e−it1n∆φ˜1 − e−it1∆φ˜1‖H˙s‖ϕ‖H˙s
+ ‖φ˜1(· − x1n)− φ˜1(· − x1)‖H˙s‖ϕ‖H˙s
≤
∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1∆ϕ(· + x1))
H˙s
∣∣∣
+
∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1n∆ϕ(· + x1)− eit1∆ϕ(·+ x1))
H˙s
∣∣∣
+
∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1n∆ϕ(· + x1n)− eit1n∆ϕ(· + x1))
H˙s
∣∣∣
+ ‖e−it1n∆φ˜1 − e−it1∆φ˜1‖H˙s‖ϕ‖H˙s + ‖φ˜1(· − x1n)− φ˜1(· − x1)‖H˙s‖ϕ‖H˙s
38
≤
∣∣∣(eit1n∆φn(·+ x1n)− φ˜1, eit1∆ϕ(· + x1))
H˙s
∣∣∣+ (c1 + ‖φ˜1‖H˙s) ‖eit1n∆ϕ− eit1∆ϕ‖H˙s
+
(
c1 + ‖φ˜1‖H˙s
)
‖ϕ(·+ x1n)− ϕ(·+ x1)‖H˙s + ‖e−it
1
n∆φ˜1 − e−it1∆φ˜1‖H˙s‖ϕ‖H˙s
+ ‖φ˜1(· − x1n)− φ˜1(· − x1)‖H˙s‖ϕ‖H˙s −→ 0 as n→∞,
i.e. we have φn ⇀ φ
1 in H1 as n→∞.
We construct ψ1 and Ψ1n with ψ˜
1 and Ψ˜1n respectively. Then, Theorem 4.3 for M = 1 holds.
Moreover, φ1, ψ1, Φ1n, Ψ
1
n satisfy the following properties, which φ˜
1, ψ˜1, Φ˜1n, Ψ˜
1
n satisfy.
φn(x) = e
−it1n∆φ1(x− x1n) + Φ1n(x) , ψn(x) = e−
1
2
it1n∆ψ1(x− x1n) + Ψ1n(x),
eit
1
n∆φn(·+ x1n)⇀ φ1 , e
1
2
it1n∆ψn(·+ x1n)⇀ ψ1 in H1 as n→∞,
‖φ1‖
H˙
1
2
+ ‖ψ1‖
H˙
1
2
≥
√
3A91
221
√
2πc5 c81
> 0,
‖φn‖2H˙s = ‖φ1‖2H˙s + ‖Φ1n‖2H˙s + on(1) , ‖ψn‖2H˙s = ‖ψ1‖2H˙s + ‖Ψ1n‖2H˙s + on(1).
(ii) Let M = 2.
We define A2 = lim sup
n→∞
(
‖eit∆Φ1n‖L∞L 52 + ‖e
it∆Ψ1n‖L∞L 52
)
.
In the case A2 = 0, if we take φ
j = 0, ψj = 0 (j ≥ 2), then Theorem 4.3 holds.
So, we assume that A2 > 0.
Since lim sup
n→∞
(‖Φ1n‖H˙s + ‖Ψ1n‖H˙s) ≤ lim sup
n→∞
(‖φn‖H˙s + ‖ψn‖H˙s) ≤ c1, we can take {t2n} ⊂
(−∞, 0] , {x2n} ⊂ R5 by applying the argument for M = 1.
either t2n = 0
∀n ∈ N or t2n −→ −∞ as n→∞,
either x2n = 0
∀n ∈ N or |x2n| −→ ∞ as n→∞,
eit
2
n∆Φ1n(·+ x2n)⇀ φ2 , e
1
2
it2n∆Ψ1n(·+ x2n)⇀ ψ2 in H1,
‖φ2‖
H˙
1
2
+ ‖ψ2‖
H˙
1
2
≥
√
3A92
221
√
2πc5 c81
> 0.
Here, we define
Φ2n(x) = Φ
1
n(x)− e−it
2
n∆φ2(x− x2n) , Ψ2n(x) = Ψ1n(x)− e−
1
2
it2n∆ψ2(x− x2n).
Then, we have
‖Φ2n‖2H˙s − ‖Φ1n‖2H˙s = ‖Φ1n − e−it
2
n∆φ2(· − x2n)‖2H˙s − ‖Φ1n‖2H˙s
= ‖eit2n∆Φ1n(·+ x2n)− φ2‖2H˙s − ‖Φ1n‖2H˙s
= ‖φ2‖2
H˙s
− 2Re
(
eit
2
n∆Φ1n(·+ x2n), φ2
)
H˙s
−→ −‖φ2‖2
H˙s
as n→∞.
Thus,
‖Φ2n‖2H˙s = ‖Φ1n‖2H˙s − ‖φ2‖2H˙s + on(1) = ‖φn‖2H˙s − ‖φ1‖2H˙s − ‖φ2‖2H˙s + on(1),
i.e.
‖φn‖2H˙s = ‖φ1‖2H˙s + ‖φ2‖2H˙s + ‖Φ2n‖2H˙s + on(1).
Similarly,
‖ψn‖2H˙s = ‖ψ1‖2H˙s + ‖ψ2‖2H˙s + ‖Ψ2n‖2H˙s + on(1).
Here, we will prove that lim
n→∞
(|t2n − t1n|+ |x2n − x1n|) =∞.
From ‖φ2‖
H˙
1
2
+ ‖ψ2‖
H˙
1
2
> 0, we assume that φ2 6= 0 without loss of generality. Then,
zn := e
it1n∆Φ1n(·+ x1n) = eit
1
n∆φn(·+ x1n)− φ1 ⇀ 0 in H1 as n→∞
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and
ei(t
2
n−t1n)∆zn(·+ x2n − x1n) = eit
2
n∆Φ1n(·+ x2n)⇀ φ2 in H1 as n→∞.
Since φ2 6= 0, lim
n→∞
(|t2n − t1n|+ |x2n − x1n|) =∞ holds by applying Lemma 4.2.
Therefore, Theorem 4.3 holds for M = 2.
(iii) Let M ≥ 3.
Since lim sup
n→∞
(‖Φj−1n ‖H˙s + ‖Ψj−1n ‖H˙s) ≤ lim sup
n→∞
(‖φn‖H˙s + ‖ψn‖H˙s) ≤ c1, we can construct
{tjn} ⊂ (−∞, 0], {xjn} ⊂ R5, φj , ψj (1 ≤ j ≤M) inductively.
We define Aj = lim sup
n→∞
(
‖eit∆Φj−1n ‖L∞L 52 + ‖e
1
2
it∆Ψj−1n ‖L∞L 52
)
.
When there exists 1 ≤ j ≤ M such that Aj = 0, if we take φi = 0, ψi = 0 (j ≤ i ≤ M), then
Theorem 4.3 holds.
Thus, we assume that Aj > 0 for any 1 ≤ j ≤M . Then, we have
either tjn = 0
∀n ∈ N or tjn −→ −∞ as n→∞,
either xjn = 0
∀n ∈ N or |xjn| −→ ∞ as n→∞,
eit
j
n∆Φj−1n (·+ xjn)⇀ φj , e
1
2
it
j
n∆Ψj−1n (·+ xjn)⇀ ψj in H1,
‖φj‖
H˙
1
2
+ ‖ψj‖
H˙
1
2
≥
√
3A9j
221
√
2πc5 c81
> 0,
Φjn(x) = Φ
j−1
n (x)− e−it
j
n∆φj(x− xjn) , Ψjn(x) = Ψj−1n (x)− e−
1
2
it
j
n∆ψj(x− xjn).
We will prove asymptotic Pythagorean expansion by induction. We assume that
‖φn‖2H˙s =
M−1∑
j=1
‖φj‖2
H˙s
+ ‖ΦM−1n ‖2H˙s + on(1)
holds. Then,
‖ΦMn ‖2H˙s − ‖φn‖2H˙s = ‖ΦM−1n − e−it
M
n ∆φM (· − xMn )‖2H˙s − ‖φn‖2H˙s
= ‖eitMn ∆ΦM−1n (·+ xMn )− φM‖2H˙s − ‖φn‖2H˙s
= ‖ΦM−1n ‖2H˙s + ‖φM‖2H˙s − 2Re
(
eit
M
n ∆ΦM−1n (·+ xMn ), φM
)
H˙s
− ‖φn‖2H˙s
= −
M−1∑
j=1
‖φj‖2
H˙s
+ ‖φM‖2
H˙s
− 2Re
(
eit
M
n ∆ΦM−1n (·+ xMn ), φM
)
H˙s
+ on(1)
−→ −
M∑
j=1
‖φj‖2
H˙s
as n→∞.
Thus,
‖φn‖2H˙s =
M∑
j=1
‖φj‖2
H˙s
+ ‖ΦMn ‖2H˙s + on(1),
i.e. asymptotic Pythagorean expansion holds for any M ∈ N.
Next, we will prove pairwise divergence property by induction. We assume that for any j, k ∈
{1, 2, · · · ,M − 1} with j 6= k,
lim
n→∞
(
|tkn − tjn|+ |xkn − xjn|
)
=∞.
Since ‖φM‖
H˙
1
2
+ ‖ψM‖
H˙
1
2
> 0, we set φM 6= 0 without loss of generality.
eit
j
n∆Φj−1n (x+ x
j
n)− eit
j
n∆ΦM−1n (x+ x
j
n)− φj
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=
(
eit
j
n∆φn(x+ x
j
n)−
j−1∑
k=1
ei(t
j
n−tkn)∆φk(x+ xjn − xkn)
)
−
(
eit
j
n∆φn(x+ x
j
n)−
M−1∑
k=1
ei(t
j
n−tkn)∆φk(x+ xjn − xkn)
)
− φj
=
M−1∑
k=j
ei(t
j
n−tkn)∆φk(x+ xjn − xkn)− φj
=
M−1∑
k=j+1
ei(t
j
n−tkn)∆φk(x+ xjn − xkn).
Since eit
j
n∆Φj−1n (·+ xjn)⇀ φj holds and the right side converges weakly on 0 by Lemma 4.2, we
have
zn = e
it
j
n∆ΦM−1n (x+ x
j
n)⇀ 0.
Also, since ei(t
M
n −tjn)∆zn(·+ xMn − xjn) = eit
M
n ∆ΦM−1n (·+ xMn )⇀ φM , it follows that
lim
n→∞
(|tMn − tjn|+ |xMn − xjn|) =∞.
by applying Lemma 4.2.
Finally, we prove asymptotic smallness property. We already established
lim sup
n→∞
‖(ΦMn ,ΨMn )‖H˙ 12×H˙ 12 ≤ c1.
Since
∞∑
M=1
( √
3A9M
221
√
2πc5c81
)2
≤ 2
∞∑
M=1
(
‖φM‖2
H˙
1
2
+ ‖ψM‖2
H˙
1
2
)
≤ 2 lim sup
n→∞
(
‖φn‖2
H˙
1
2
+ ‖ψn‖2
H˙
1
2
)
≤ 4c21 <∞,
it follows that lim
M→∞
AM = 0. 
Corollary 4.4. Under the same assumption as Theorem 4.3, we have
Iω(φn, ψn) =
M∑
j=1
Iω(e
−itjn∆φj , e−
1
2
it
j
n∆ψj) + Iω(Φ
M
n ,Ψ
M
n ) + on(1).
Proof. Combining
Iω(u, v) =
ω
2
M(u, v) +
1
2
E(u, v)
=
ω
2
(‖u‖2L2 + 2‖v‖2L2) +
1
2
(
‖∇u‖2L2 +
1
2
‖∇v‖2L2 − 2Re(v, u2)L2
)
,
(4.5), and (4.6), we find that it is sufficient to prove
Re(ψn, φ
2
n)L2 =
M∑
j=1
Re
(
e−
1
2
it
j
n∆ψj ,
(
e−it
j
n∆φj
)2)
L2
+Re(ΨMn , (Φ
M
n )
2)L2 + on(1).
We prove the following three equations to prove this equation.∫
R5
ΨM1n Φ
M1
n
2
dx = oM1,n(1),∫
R5
(
ψnφn
2 −ΨM1n ΦM1n
2
)
dx =
M1∑
j=1
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx+ oM1,n(1),
M1∑
j=M+1
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx =
∫
R5
(
ΨMn Φ
M
n
2 −ΨM1n ΦM1n
2
)
dx+ oM1,n(1).
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For first equation,∣∣∣∣∫
R5
ΨM1n Φ
M1
n
2
dx
∣∣∣∣ ≤ ∥∥ΨM1n ∥∥L 52 ∥∥ΦM1n ∥∥2L 103 ≤ ∥∥∥e 12 it∆ΨM1n ∥∥∥L∞L 52 ∥∥ΦM1n ∥∥2H˙1
≤
∥∥∥e 12 it∆ΨM1n ∥∥∥
S(H˙
1
2 )
∥∥ΦM1n ∥∥2H˙1 −→ 0 as M1, n→∞.
For third equation,∫
R5
(
ΨMn Φ
M
n
2 −ΨM1n ΦM1n
2
)
dx
=
∫
R5

ΨM1n + M1∑
j=M+1
e−
1
2
it
j
n∆ψj(· − xjn)
ΦM1n + M1∑
j=M+1
e−it
j
n∆φj(· − xjn)
2 −ΨM1n ΦM1n 2
 dx
=
∫
R5

ΨM1n + M1∑
j=M+1
e−
1
2
it
j
n∆ψj(· − xjn)
ΦM1n 2 + 2ΦM1n M1∑
j=M+1
e−it
j
n∆φj(· − xjn)
+
M1∑
j=M+1
e−it
j
n∆φj(· − xjn)
2
+
M1∑
j,k=M+1
j 6=k
e−it
j
n∆φj(· − xjn) · e−itkn∆φk(· − xkn)
−ΨM1n ΦM1n 2
 dx
=
∫
R5
2ΨM1n ΦM1n M1∑
j=M+1
e−it
j
n∆φj(· − xjn) + ΨM1n
M1∑
j=M+1
e−it
j
n∆φj(· − xjn)
2
+ΨM1n
M1∑
j,k=M+1
j 6=k
e−it
j
n∆φj(· − xjn) · e−itkn∆φk(· − xkn) + ΦM1n
2
M1∑
j=M+1
e−
1
2
it
j
n∆ψj(· − xjn)
+ 2ΦM1n
M1∑
j=M+1
e−
1
2
it
j
n∆ψj(· − xjn)
M1∑
j=M+1
e−it
j
n∆φj(· − xjn)
+
M1∑
j=M+1
e−
1
2
it
j
n∆ψj(· − xjn)
M1∑
j=M+1
e−it
j
n∆φj(· − xjn)
2
+
M1∑
j=M+1
e−
1
2
it
j
n∆ψj(· − xjn)
M1∑
j,k=M+1
j 6=k
e−it
j
n∆φj(· − xjn) · e−itkn∆φk(· − xkn)
 dx.
Here, we consider∫
R5
e−
1
2
it
j
n∆ψj(x− xjn) · e−itkn∆φk(x− xkn) · e−itln∆φl(x− xln)dx (j 6= k).
Since C∞0 is dense in H
1, for any ε > 0, there exists f, g ∈ C∞0 such that
‖φk − f‖H1 < ε, ‖ψj − g‖H1 < ε.
In the case lim
n→∞ t
j
n = −∞ or lim
n→∞ t
k
n = −∞, we set that lim
n→∞ t
j
n = −∞ without loss of
generality.∣∣∣∣∫
R5
e−
1
2
it
j
n∆ψj(x− xjn) · e−itkn∆φk(x− xkn) · e−itln∆φl(x− xln)dx
∣∣∣∣
≤
∥∥∥e− 12 itjn∆ψj(· − xjn) · e−itkn∆φk(· − xkn) · e−itln∆φl(· − xln)∥∥∥
L1
≤
∥∥∥e− 12 itjn∆(ψj − g)(· − xjn) · e−itkn∆φk(· − xkn) · e−itln∆φl(· − xln)∥∥∥
L1
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+
∥∥∥e− 12 itjn∆g(· − xjn) · e−itkn∆φk(· − xkn) · e−itln∆φl(· − xln)∥∥∥
L1
≤
∥∥∥e− 12 itjn∆(ψj − g)∥∥∥
L
5
2
∥∥∥e−itkn∆φk∥∥∥
L
10
3
∥∥∥e−itln∆φl∥∥∥
L
10
3
+
∥∥∥e− 12 itjn∆g∥∥∥
L∞
∥∥∥φk∥∥∥
L2
∥∥∥φl∥∥∥
L2
≤ ∥∥ψj − g∥∥
H˙
1
2
∥∥∥φk∥∥∥
H˙1
∥∥∥φl∥∥∥
H˙1
+ c|tjn|−
5
2 ‖g‖L1
∥∥∥φk∥∥∥
L2
∥∥∥φl∥∥∥
L2
< ε.
In the case tjn = t
k
n = 0 for any n ∈ N, we have lim
n→∞ |x
j
n − xkn| =∞ by Theorem 4.3.∣∣∣∣∫
R5
e−
1
2
it
j
n∆ψj(x− xjn) · e−itkn∆φk(x− xkn) · e−itln∆φl(x− xln)dx
∣∣∣∣
≤
∥∥∥ψj(· − xjn) · φk(· − xkn) · e−itln∆φl(· − xln)∥∥∥
L1
≤
∥∥∥(ψj − g)(· − xjn) · φk(· − xkn) · e−itln∆φl(· − xln)∥∥∥
L1
+
∥∥∥g(· − xjn) · (φk − f)(· − xkn) · e−itln∆φl(· − xln)∥∥∥
L1
+
∥∥∥g(· − xjn) · f(· − xkn) · e−itln∆φl(· − xln)∥∥∥
L1
≤ ∥∥ψj − g∥∥
L
5
2
∥∥∥φk∥∥∥
L
10
3
∥∥∥e−itln∆φl∥∥∥
L
10
3
+ ‖g‖
L
5
2
∥∥∥φk − f∥∥∥
L
10
3
∥∥∥e−itln∆φl∥∥∥
L
10
3
+
∥∥∥g · f(·+ xjn − xkn)∥∥∥
L2
∥∥∥φl∥∥∥
L2
≤ ∥∥ψj − g∥∥
H˙
1
2
∥∥∥φk∥∥∥
H˙1
∥∥∥φl∥∥∥
H˙1
+ ‖g‖
H˙
1
2
∥∥∥φk − f∥∥∥
H˙1
∥∥∥φl∥∥∥
H˙1
+
∥∥∥g · f(·+ xjn − xkn)∥∥∥
L2
∥∥∥φl∥∥∥
H˙1
< ε.
The term including e−it
j
n∆, e−itkn∆ (j 6= k) converges on 0 by the same argument. Also, since∣∣∣∣∣∣
∫
R5
ΨM1n Φ
M1
n
M1∑
j=M+1
e−it
j
n∆φj(· − xjn)dx
∣∣∣∣∣∣ ≤ ∥∥ΨM1n ∥∥L 52 ∥∥ΦM1n ∥∥L 103
∥∥∥∥∥∥
M1∑
j=M+1
e−it
j
n∆φj
∥∥∥∥∥∥
L
10
3
≤ c
∥∥∥e 12 it∆ΨM1n ∥∥∥
L∞L
5
2
∥∥ΦM1n ∥∥H˙1 ∥∥ΦMn − ΦM1n ∥∥H˙1
≤ c
∥∥∥e 12 it∆ΨM1n ∥∥∥
S(H˙
1
2 )
∥∥ΦM1n ∥∥H˙1 (‖ΦMn ‖H˙1 + ‖ΦM1n ‖H˙1)
−→ 0 as M1, n→∞
and∣∣∣∣∣∣
∫
R5
ΨM1n
M1∑
j=M+1
e−it
j
n∆φj(· − xjn)
2
dx
∣∣∣∣∣∣ ≤ c
∥∥∥e− 12 it∆ΨM1n ∥∥∥
S(H˙
1
2 )
∞∑
j=1
∥∥φj∥∥2
H˙1
−→ 0 as M1, n→∞,
it follows that
M1∑
j=M+1
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx =
∫
R5
(
ΨMn Φ
M
n
2 −ΨM1n ΦM1n
2
)
dx+ oM1,n(1).
For second identity,∫
R5
(
ψnφn
2 −ΨM1n ΦM1n
2
)
dx
=
∫
R5

ΨM1n + M1∑
j=1
e−
1
2
it
j
n∆ψj(· − xjn)
ΦM1n + M1∑
j=1
e−it
j
n∆φj(· − xjn)
2 −ΨM1n ΦM1n 2
 dx
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=
∫
R5

ΨM1n + M1∑
j=1
e−
1
2
it
j
n∆ψj(· − xjn)
ΦM1n 2 + 2ΦM1n M1∑
j=1
e−it
j
n∆φj(· − xjn)
+
M1∑
j=1
e−it
j
n∆φj(· − xjn)
2
+
M1∑
j,k=1
j 6=k
e−it
j
n∆φj(· − xjn) · e−itkn∆φk(· − xkn)
−ΨM1n ΦM1n 2
 dx
=
∫
R5
2ΨM1n ΦM1n M1∑
j=1
e−it
j
n∆φj(· − xjn) + ΨM1n
M1∑
j=1
e−it
j
n∆φj(· − xjn)
2
+ΨM1n
M1∑
j,k=1
j 6=k
e−it
j
n∆φj(· − xjn) · e−itkn∆φk(· − xkn) + ΦM1n
2
M1∑
j=1
e−
1
2
it
j
n∆ψj(· − xjn)
+ 2ΦM1n
M1∑
j=1
e−
1
2
it
j
n∆ψj(· − xjn)
M1∑
j=1
e−it
j
n∆φj(· − xjn) +
M1∑
j=1
e−
1
2
it
j
n∆ψj(· − xjn)
M1∑
j=1
e−it
j
n∆φj(· − xjn)
2
+
M1∑
j=1
e−
1
2
it
j
n∆ψj(· − xjn)
M1∑
j,k=1
j 6=k
e−it
j
n∆φj(· − xjn) · e−itkn∆φk(· − xkn)
 dx.
From the same argument as the proof of the third equation, we have∫
R5
(
ψnφn
2 −ΨM1n ΦM1n
2
)
dx =
M1∑
j=1
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx+ oM1,n(1).
Applying these equations,
Re(ψn, φ
2
n)L2 = Re
∫
R5
ψnφn
2
dx
= Re
∫
R5
(
ψnφn
2 −ΨM1n ΦM1n
2
)
dx+ oM1,n(1)
=
M1∑
j=1
Re
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx+ oM1,n(1)
=
M∑
j=1
Re
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx+
M1∑
j=M+1
Re
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx+ oM1,n(1)
=
M∑
j=1
Re
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx+Re
∫
R5
(
ΨMn Φ
M
n
2 −ΨM1n ΦM1n
2
)
dx+ oM1,n(1)
=
M∑
j=1
Re
∫
R5
e−
1
2
it
j
n∆ψj
(
e−it
j
n∆φj
)2
dx+Re
∫
R5
ΨMn Φ
M
n
2
dx+ oM1,n(1)
=
M∑
j=1
Re
(
e−
1
2
it
j
n∆ψj ,
(
e−it
j
n∆φj
)2)
L2
+Re
(
ΨMn ,
(
ΦMn
)2)
L2
+ oM1,n(1).
Therefore, we obtain
Re(ψn, φ
2
n)L2 =
M∑
j=1
Re
(
e−
1
2
it
j
n∆ψj ,
(
e−it
j
n∆φj
)2)
L2
+Re
(
ΨMn ,
(
ΦMn
)2)
L2
+ on(1).
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
Corollary 4.5. Under the same assumption as Theorem 4.3, we have
K20,8ω (φn, ψn) =
M∑
j=1
K20,8ω (e
−itjn∆φj, e−
1
2
it
j
n∆ψj) +K20,8ω (Φ
M
n ,Ψ
M
n ) + on(1).
Proof. This follows from the proof of Corollary 4.4. 
Lemma 4.6. Let M ∈ N. We assume that (φj , ψj) ∈ H1×H1\{(0, 0)} (j ∈ {1, · · · ,M}) satisfy
Iω
 M∑
j=1
(φj , ψj)
 ≤ Iω(φω, ψω)− δ , Iω
 M∑
j=1
(φj , ψj)
 ≥ M∑
j=1
Iω(φ
j , ψj)− ε,
K20,8ω
 M∑
j=1
(φj , ψj)
 ≥ −ε , K20,8ω
 M∑
j=1
(φj , ψj)
 ≤ M∑
j=1
K20,8ω (φ
j , ψj) + ε.
for δ, ε > 0 with 2ε < δ. Then, we have
0 < Iω(φ
j , ψj) < Iω(φω, ψω) , K
20,8
ω (φ
j , ψj) > 0
for any j ∈ {1, · · · ,M}.
Proof. We assume that there exists i ∈ {1, · · · ,M} such that K20,8ω (φi, ψi) ≤ 0 and deduce
contradiction. From Lemma 2.16,
Iω(φω, ψω) = µ
20,8
ω ≤
ω
2
M(φi, ψi) +
1
10
K(φi, ψi)
≤
M∑
j=1
(
ω
2
M(φj , ψj) +
1
10
K(φj , ψj)
)
=
M∑
j=1
(
Iω(φ
j , ψj)− 1
20
K20,8ω (φ
j , ψj)
)
=
M∑
j=1
Iω(φ
j , ψj)− 1
20
M∑
j=1
K20,8ω (φ
j , ψj)
≤ Iω
 M∑
j=1
(φj , ψj)
+ ε− 1
20
K20,8ω
 M∑
j=1
(φj , ψj)
 − ε

≤ Iω(φω, ψω)− δ + ε+ 1
10
ε < Iω(φω, ψω).
This is contradiction. Thus, K20,8ω (φj , ψj) > 0 for any j ∈ {1, · · · ,M}. Also,
Iω(φ
j , ψj) =
ω
2
M(φj , ψj) +
1
2
K(φj , ψj)− P (φj , ψj)
>
ω
2
M(φj , ψj) +
1
2
K(φj , ψj)− 2
5
K(φj , ψj)
=
ω
2
M(φj , ψj) +
1
10
K(φj , ψj) ≥ 0,
and
Iω(φ
j , ψj) ≤
M∑
j=1
Iω(φ
j , ψj) ≤ Iω
 M∑
j=1
(φj , ψj)
+ ε ≤ Iω(φω, ψω)− δ + ε < Iω(φω, ψω).

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5. Scattering
5.1. Existence of a critical solution.
Definition 5.1. Let (u0, v0) ∈ H1×H1 and (u, v) be the H1×H1 solution to (NLS). We say
that SC(u0, v0) holds if T
∗ =∞ and ‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) <∞.
We define Icω = sup
{
δ > 0 : If K20,8ω (u, v) > 0 and Iω(u, v) < δ, then SC(u0, v0) holds.
}
.
If Icω ≥ Iω(φω, ψω), then Theorem 1.3 (1) holds. Therefore, we proceed with the proof of Theorem
1.3 (1) by assuming that Icω < Iω(φω, ψω) and ultimately deduce contradiction.
Remark 5.2. A set
{
δ > 0 : If K20,8ω (u, v) > 0 and Iω(u, v) < δ, then SC(u0, v0) holds.
}
is not
empty. In fact, If (u0, v0) satisfies K
20,8
ω (u0, v0) > 0 and Iω(u0, v0) < δ < Iω(φω, ψω) for
sufficiently small δ > 0, then we obtain T ∗ = ∞ by Theorem 3.2. Also, it follows that
Kω(u0, v0) < 10Iω(u0, v0) < 10δ by Theorem 4.1. i.e. ‖(u0, v0)‖H1×H1 < cδ holds. Apply-
ing Theorem 2.20, we have ‖(u, v)‖
S(H˙
1
2 )×S( ˙H 12 )
<∞ and hence, SC(u0, v0) holds.
Lemma 5.3 (Existence of wave operators). Suppose (φ,ψ) ∈ H1×H1 \ {(0, 0)} and
ω
2
M(φ,ψ) +
1
2
K(φ,ψ) < Iω(φω, ψω).
Then there exists (u0, v0) ∈ H1×H1 such that (u, v) solving (NLS) with initial data (u0, v0) is
time-global in H1×H1 with
Iω(u0, v0) < Iω(φω, ψω), K
20,8
ω (u0, v0) > 0 , ‖(u, v)‖S(H˙ 12 )×S(H˙ 12 ) ≤ 4‖(e
it∆φ, e
1
2
it∆ψ)‖
S(H˙
1
2 )×S(H˙ 12 ),
and
lim
t→∞ ‖(u, v)(t) − (e
it∆φ, e
1
2
it∆ψ)‖H1×H1 = 0.
Proof. By (φ,ψ) ∈ H1×H1, there exists sufficiently large T > 0 such that
‖(eit∆φ, e 12 it∆ψ)‖
S(H˙
1
2 :[T,∞))×S(H˙ 12 :[T,∞)) ≤ δsd.
We consider a integral equation:
u(t) = eit∆φ+ 2i
∫ ∞
t
ei(t−s)∆(vu)(s)ds,
v(t) = e
1
2
it∆ψ + i
∫ ∞
t
e
1
2
i(t−s)∆(u2)(s)ds.
We define a set
E =
{
(u, v) : ‖(u, v)‖
S(H˙
1
2 :[T,∞))×S(H˙ 12 :[T,∞)) ≤ 4‖(e
it∆φ, e
1
2
it∆ψ)‖
S(H˙
1
2 :[T,∞))×S(H˙ 12 :[T,∞))
}
and a distance d((u1, v1), (u2, v2)) on E
d(u, v) = ‖(u1, v1)− (u2, v2)‖
S(H˙
1
2 :[T,∞))×S(H˙ 12 :[T,∞))
for (u1, v1), (u2, v2) ∈ E. By the same argument as the proof for Theorem 2.20, there exists the
unique solution on E. Also,
‖u(t)− eit∆φ‖H1 = 2
∥∥∥∥∫ ∞
t
ei(t−s)∆(vu)(s)ds
∥∥∥∥
H1
≤ 2c‖vu‖
L
12
7
[T,∞)
W 1,
3
2
≤ 2c‖v‖
L
12
5
[T,∞)
W 1,3
‖u‖L6
[T,∞)
L3 + 2c‖v‖L6
[T,∞)
L3‖u‖
L
12
5
[T,∞)
W 1,3
. (5.1)
46
Here, we observe a boundness of ‖v‖
L
12
5
[T,∞)
W 1,3
, ‖u‖
L
12
5
[T,∞)
W 1,3
. Since ‖(u, v)‖
S(H˙
1
2 :[T,∞))×S(H˙ 12 :[T,∞)) ≤
δsd, we may take pairwise disjoint sets Ij = [tj , tj+1) (j = 0, · · · , J <∞) with t0 = T , tJ+1 =∞
and
[T,∞) =
J⋃
j=0
Ij , ‖(u, v)‖
S(H˙
1
2 :Ij)×S(H˙
1
2 :Ij)
<
1
8c
.
As in (5.1), calculating the integral equation in the interval Ij,
‖u‖
L
12
5
Ij
W 1,3
≤ c‖u(tj)‖H1 + 2c‖v‖
L
12
5
Ij
W 1,3
‖u‖L6
Ij
L3 + 2c‖v‖L6
Ij
L3‖u‖
L
12
5
Ij
W 1,3
≤ c‖u(tj)‖H1 +
1
4
‖v‖
L
12
5
Ij
W 1,3
+
1
4
‖u‖
L
12
5
Ij
W 1,3
.
Similarly,
‖v‖
L
12
5
Ij
W 1,3
≤ c‖v(tj)‖H1 +
1
4
‖u‖
L
12
5
Ij
W 1,3
.
We add these equalities, then
‖(u, v)‖
L
12
5
Ij
W 1,3×L
12
5
Ij
W 1,3
≤ c‖(u(tj), v(tj))‖H1×H1 +
1
2
‖(u, v)‖
L
12
5
Ij
W 1,3×L
12
5
Ij
W 1,3
,
i.e.
‖(u, v)‖
L
12
5
Ij
W 1,3×L
12
5
Ij
W 1,3
≤ 2c‖(u(tj), v(tj))‖H1×H1 .
Also,
‖u‖L∞
Ij
H1 ≤ c‖u(tj)‖H1 +
1
4
‖(u, v)‖
L
12
5
Ij
W 1,3×L
12
5
Ij
W 1,3
.
Similarly,
‖v‖L∞
Ij
H1 ≤ c‖v(tj)‖H1 +
1
4
‖(u, v)‖
L
12
5
Ij
W 1,3×L
12
5
Ij
W 1,3
.
Thus,
‖(u, v)‖L∞
Ij
H1×L∞
Ij
H1 ≤ c‖(u(tj), v(tj))‖H1×H1+
1
2
‖(u, v)‖
L
12
5
Ij
W 1,3×L
12
5
Ij
W 1,3
≤ 2c‖(u(tj), v(tj))‖H1×H1 .
Hence,
‖(u(tj), v(tj))‖H1×H1 ≤ 2c‖(u(tj−1), v(tj−1))‖H1×H1 ≤ · · · ≤ (2c)j‖u(t0), v(t0)‖H1×H1 .
Therefore,
‖(u, v)‖
L
12
5
[T,∞)
W 1,3×L
12
5
[T,∞)
W 1,3
≤
J∑
j=0
‖(u, v)‖
L
12
5
Ij
W 1,3×L
12
5
Ij
W 1,3
≤
J∑
j=0
2c‖(u(tj), v(tj))‖H1×H1
≤
J∑
j=0
(2c)j‖(u(T ), v(T ))‖H1×H1 <∞.
Also, since ‖(u, v)‖L6
[T,∞)
L3×L6
[T,∞)
L3 ≤ ‖(u, v)‖S(H˙ 12 :[T,∞))×S(H˙ 12 :[T,∞)) <∞, we obtain
‖u(t) − eit∆φ‖H1 −→ 0 as t→∞.
Similarly,
‖v(t) − e 12 it∆ψ‖H1 −→ 0 as t→∞.
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Combining these formulas,
lim
t→∞ ‖(u(t), v(t))‖H1×H1 = ‖(φ,ψ)‖H1×H1 .
Also,
|P (u, v)| ≤ |P (u, v) − P (eit∆φ, e 12 it∆ψ)| + |P (eit∆φ, e 12 it∆ψ)|
=
∣∣∣∣∫
R5
vu2 − e 12 it∆ψ(eit∆φ)2dx
∣∣∣∣+ ∣∣∣∣∫
R5
e
1
2
it∆ψ(eit∆φ)2dx
∣∣∣∣
≤ ‖vu2 − e 12 it∆ψ(eit∆φ)2‖L1 + ‖e
1
2
it∆ψ(eit∆φ)2‖L1
≤ ‖v(u2 − (eit∆φ)2)‖L1 + ‖(v − e
1
2
it∆ψ)(eit∆φ)2‖L1 + ‖e
1
2
it∆ψ(eit∆φ)2‖L1
≤ ‖v‖L3‖u+ eit∆φ‖L3‖u− eit∆φ‖L3 + ‖v − e
1
2
it∆ψ‖L3‖eit∆φ‖2L3 + ‖e
1
2
it∆ψ‖L3‖eit∆φ‖2L3
≤ c‖v‖H1(‖u‖H1 + ‖φ‖H1)‖u− eit∆φ‖H1 + c‖v − e
1
2
it∆ψ‖H1‖φ‖2H1 + ‖e
1
2
it∆ψ‖L3‖eit∆φ‖2L3 .
Here, since C∞0 is dense in H
1, for any ε > 0, there exists f, g ∈ C∞0 such that
‖φ− f‖H1 < ε , ‖ψ − g‖H1 < ε
and hence,
‖e 12 it∆ψ‖L3‖eit∆φ‖2L3 ≤ (‖e
1
2
it∆(ψ − g)‖L3 + ‖e
1
2
it∆g‖L3)(‖eit∆(φ− f)‖L3 + ‖eit∆f‖L3)2
≤ (c‖ψ − g‖H1 + c|t|−
5
6 ‖g‖
L
3
2
)(c‖φ − f‖H1 + c|t|−
5
6 ‖f‖
L
3
2
)2.
Thus,
P (u, v) −→ 0 as t→∞,
then
lim
t→∞ Iω(u(t), v(t)) =
ω
2
M(φ,ψ)+
1
2
K(φ,ψ) < Iω(φω, ψω) , lim
t→∞K
20,8
ω (u(t), v(t)) = 8K(φ,ψ) > 0.
For sufficiently large t > 0,
Iω(u(t), v(t)) < Iω(φω, ψω) , K
20,8
ω (u(t), v(t)) > 0.
If we solve (NLS) with a initial data at this time, then the corresponding solution to (NLS)
exists time-globally by Theorem 3.2. Also, from (2.1), (2.2), and Lemma 3.1,
Iω(u0, v0) < Iω(φω, ψω) , K
20,8
ω (u0, v0) > 0.
Furthermore, we have
‖(u, v)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ 4‖(e
it∆φ, e
1
2
it∆ψ)‖
S(H˙
1
2 )×S(H˙ 12 ).

Lemma 5.4. For any P > 1 and l ≥ 2, there exists CP,l > 0 such that for any {zj}1≤j≤l ⊂ C,
we have ∣∣∣∣∣∣∣
∣∣∣∣∣∣
l∑
j=1
zj
∣∣∣∣∣∣
P
−
l∑
j=1
|zj |P
∣∣∣∣∣∣∣ ≤ CP,l
∑
1≤j 6=k≤l
|zj ||zk|P−1. (5.2)
For the convenient of the reader, we give a proof of this lemma.
Proof. We prove by induction with respect to l ≥ 2.
In the case l = 2, we assume that |z1| ≥ |z2| without loss of generality.∣∣|z1 + z2|P − |z1|P − |z2|P ∣∣ ≤ ∣∣|z1 + z2|P − |z1|P ∣∣+ |z2|P
≤ CP
(|z1 + z2|P−1 + |z1|P−1) |z2|+ |z2|P
≤ CP (|z1|+ |z2|)P−1|z2|+ 2|z1|P−1|z2|
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≤ CP (2P−1 + 2)|z1|P−1|z2|
≤ CP (|z1|P−1|z2|+ |z1||z2|P−1)
Thus, Theorem 5.4 holds in l = 2.
We assume that Theorem 5.4 holds in l − 1, i.e.∣∣∣∣∣∣∣
∣∣∣∣∣∣
l−1∑
j=1
zj
∣∣∣∣∣∣
P
−
l−1∑
j=1
|zj |P
∣∣∣∣∣∣∣ ≤ CP,l
∑
1≤j 6=k≤l−1
|zj ||zk|P−1.
for l ≥ 3. Also, we assume that |z1| = max
1≤j≤l
|zj | without loss of generality.∣∣∣∣∣∣∣
∣∣∣∣∣∣
l∑
j=1
zj
∣∣∣∣∣∣
P
−
l∑
j=1
|zj |P
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∣∣∣∣∣∣
l∑
j=1
zj
∣∣∣∣∣∣
P
−
∣∣∣∣∣∣
l−1∑
j=1
zj
∣∣∣∣∣∣
P
− |zl|P +
∣∣∣∣∣∣
l−1∑
j=1
zj
∣∣∣∣∣∣
P
−
l−1∑
j=1
|zj |P
∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∣∣∣∣∣∣
l−1∑
j=1
zj + zl
∣∣∣∣∣∣
P
−
∣∣∣∣∣∣
l−1∑
j=1
zj
∣∣∣∣∣∣
P
− |zl|P
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
∣∣∣∣∣∣
l−1∑
j=1
zj
∣∣∣∣∣∣
P
−
l−1∑
j=1
|zj |P
∣∣∣∣∣∣∣
≤ CP

∣∣∣∣∣∣
l−1∑
j=1
zj
∣∣∣∣∣∣
P−1
|zl|+
∣∣∣∣∣∣
l−1∑
j=1
zj
∣∣∣∣∣∣ |zl|P−1
+ CP,l ∑
1≤j 6=k≤l−1
|zj ||zk|P−1
≤ CP
(l − 1)P−1|z1|P−1|zl|+
l−1∑
j=1
|zj ||zl|P−1
+CP,l ∑
1≤j 6=k≤l−1
|zj ||zk|P−1
= CP,l
∑
1≤j 6=k≤l
|zj ||zk|P−1
Therefore, Theorem 5.4 also holds in l. 
Lemma 5.5. There exists 0 < δsd ≤ 1 such that if ‖(u0, v0)‖H1×H1 ≤ δsd, then the unique
solution (u(t), v(t)) to (NLS) exists time-globally and
‖(u, v)‖
L
14
5 L
14
5 ×L 145 L 145 + ‖(u, v)‖L6L3×L6L3 + ‖(u, v)‖L∞H1×L∞H1 + ‖(u, v)‖L2W 1,103 ×L2W 1, 103
≤ 8c‖(u0, v0)‖H1×H1 .
Remark 5.6. This theorem is different from Theorem 2.20 in the point to be able to estimate
Strichartz norms for L2 admissible (145 ,
14
5 ) and (∞, 2) by H1 norm. We will use this theorem
in the next theorem.
Proof. We define a notation
‖(u, v)‖X×X = ‖(u, v)‖
L
14
5 L
14
5 ×L 145 L 145 ∩L6L3×L6L3∩L∞H1×L∞H1∩L2W 1,103 ×L2W 1, 103
= ‖(u, v)‖
L
14
5 L
14
5 ×L 145 L 145 + ‖(u, v)‖L6L3×L6L3
+ ‖(u, v)‖L∞H1×L∞H1 + ‖(u, v)‖
L2W
1, 103 ×L2W 1, 103 ,
a set
E = {(u, v) : ‖(u, v)‖X×X ≤ 8c‖(u0, v0)‖H1×H1},
and a distance on E
d((u1, v1), (u2, v2)) = ‖(u1, v1)− (u2, v2)‖X×X
for (u1, v1), (u2, v2) and a map on E
Φu0(u, v)(t) = e
it∆u0 + 2i
∫ t
0
ei(t−s)∆(vu)(s)ds,
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Φv0(u, v)(t) = e
1
2
it∆v0 + i
∫ t
0
e
1
2
i(t−s)∆(u2)(s)ds
for (u, v) ∈ E. Since (2110 , 4213) is a L2 admissible pair,
‖Φu0(u, v)‖L 145 L 145 ≤ ‖e
it∆u0‖
L
14
5 L
14
5
+ 2
∥∥∥∥∫ t
0
ei(t−s)∆(vu)(s)ds
∥∥∥∥
L
14
5 L
14
5
≤ c‖u0‖L2 + 2c‖vu‖S′(L2)
≤ c‖u0‖H1 + 2c‖vu‖
L
21
11 L
42
29
≤ c‖u0‖H1 + 2c‖v‖
L
14
5 L
14
5
‖u‖L6L3
≤ c‖u0‖H1 + 16c2δsd‖v‖
L
14
5 L
14
5
.
Similarly,
‖Φv0(u, v)‖L 145 L 145 ≤ c‖v0‖H1 + 8c
2δsd‖u‖
L
14
5 L
14
5
.
Combining these inequalities,
‖(Φu0(u, v),Φv0(u, v))‖L 145 L 145 ×L 145 L 145 ≤ c‖(u0, v0)‖H1×H1 + 16c
2δsd‖(u, v)‖
L
14
5 L
14
5 ×L 145 L 145 .
(5.3)
Also,
‖Φu0(u, v)‖L6L3 ≤ ‖eit∆u0‖L6L3 + 2
∥∥∥∥∫ t
0
ei(t−s)∆(vu)(s)ds
∥∥∥∥
L6L3
≤ c‖u0‖
H˙
1
2
+ 2c‖vu‖
L3L
3
2
≤ c‖u0‖H1 + 2c‖v‖L6L3‖u‖L6L3
≤ c‖u0‖H1 + 16c2δsd‖v‖L6L3 .
Similarly,
‖Φv0(u, v)‖L6L3 ≤ c‖v0‖H1 + 8c2δsd‖u‖L6L3 .
Combining these inequalities,
‖(Φu0(u, v),Φv0(u, v))‖L6L3×L6L3 ≤ c‖(u0, v0)‖H1×H1 + 16c2δsd‖(u, v)‖L6L3×L6L3 . (5.4)
Since (3, 3011 ) is a L
2 admissible pair,
‖Φu0(u, v)‖L∞H1 ≤ ‖eit∆u0‖L∞H1 + 2
∥∥∥∥∫ t
0
ei(t−s)∆(vu)(s)ds
∥∥∥∥
L∞H1
≤ c‖u0‖H1 + 2c‖vu‖
L
3
2 L
30
19
+ 2c‖u∇v‖
L
3
2L
30
19
+ 2c‖v∇u‖
L
3
2 L
30
19
≤ c‖u0‖H1 + 2c‖v‖
L2L
10
3
‖u‖L6L3 + 2c‖u‖L6L3‖∇v‖
L2L
10
3
+ 2c‖v‖L6L3‖∇u‖
L2L
10
3
≤ c‖u0‖H1 + 2c‖v‖
L2W 1,
10
3
‖u‖L6L3 + 2c‖v‖L6L3‖u‖
L2W 1,
10
3
≤ c‖u0‖H1 + 16c2δsd‖(u, v)‖
L2W
1, 103 ×L2W 1, 103 .
Similarly,
‖Φv0(u, v)‖L∞H1 ≤ c‖v0‖H1 + 16c2δsd‖(u, v)‖L2W 1, 103 ×L2W 1, 103 .
Combining these inequalities,
‖(Φu0(u, v),Φv0(u, v))‖L∞H1×L∞H1 ≤ c‖(u0, v0)‖H1×H1 + 32c2δsd‖(u, v)‖L2W 1, 103 ×L2W 1, 103 .
(5.5)
Here, since both (∞, 2) and (2, 103 ) are L2 admissible pairs,
‖(Φu0(u, v),Φv0(u, v))‖L2W 1, 103 ×L2W 1,103 ≤ c‖(u0, v0)‖H1×H1 + 32c
2δsd‖(u, v)‖
L2W 1,
10
3 ×L2W 1,103 .
(5.6)
50
Thus, combining (5.3), (5.4), (5.5), and (5.6),
‖(Φu0(u, v),Φv0(u, v))‖X×X
≤ 4c‖(u0, v0)‖H1×H1 + 16c2δsd‖(u, v)‖
L
14
5 L
14
5 ×L 145 L 145 ∩L6L3×L6L3 + 64c
2δsd‖(u, v)‖
L2W
1, 103 ×L2W 1, 103
≤ 4c‖(u0, v0)‖H1×H1 + 64c2δsd‖(u, v)‖X×X
≤ (4c+ 512c3δsd)‖(u0, v0)‖H1×H1 .
If we take δsd with 512c
3δsd ≤ 4c, i.e. δsd ≤ 1128c2 , then
‖(Φu0(u, v),Φv0(u, v))‖X×X ≤ 8c‖(u0, v0)‖H1×H1 .
Also, for (u1, v1), (u2, v2) ∈ E,
‖Φu0(u1, v1)− Φu0(u2, v2)‖L 145 L 145 = 2
∥∥∥∥∫ t
0
eit∆(v1u1 − v2u2)(s)ds
∥∥∥∥
L
14
5 L
14
5
≤ 2c‖v1u1 − v2u2‖
L
21
11 L
42
29
≤ 2c‖v1(u1 − u2)‖
L
21
11 L
42
29
+ 2c‖(v1 − v2)u2‖
L
21
11 L
42
29
≤ 2c‖v1‖L6L3‖u1 − u2‖
L
14
5 L
14
5
+ 2c‖v1 − v2‖
L
14
5 L
14
5
‖u2‖L6L3
≤ 16c2δsd‖u1 − u2‖
L
14
5 L
14
5
+ 16c2δsd‖v1 − v2‖
L
14
5 L
14
5
= 16c2δsd‖(u1, v1)− (u2, v2)‖
L
14
5 L
14
5 ×L 145 L 145 .
Similarly,
‖Φv0(u1, v1)−Φv0(u2, v2)‖L 145 L 145 ≤ 16c
2δsd‖(u1, v1)− (u2, v2)‖
L
14
5 L
14
5 ×L 145 L 145 .
Combining these inequalities,
‖(Φu0(u1, v1),Φv0(u1, v1))− (Φu0(u2, v2),Φv0(u2, v2))‖L 145 L 145
≤ 32c2δsd‖(u1, v1)− (u2, v2)‖
L
14
5 L
14
5 ×L 145 L 145 . (5.7)
Also,
‖Φu0(u1, v1)− Φu0(u2, v2)‖L6L3 = 2
∥∥∥∥∫ t
0
eit∆(v1u1 − v2u2)(s)ds
∥∥∥∥
L6L3
≤ 2c‖v1u1 − v2u2‖
L3L
3
2
≤ 2c‖v1(u1 − u2)‖
L3L
3
2
+ 2c‖(v1 − v2)u2‖
L3L
3
2
≤ 2c‖v1‖L6L3‖u1 − u2‖L6L3 + 2c‖v1 − v2‖L6L3‖u2‖L6L3
≤ 16c2δsd‖(u1, v1)− (u2, v2)‖L6L3×L6L3 .
Similarly,
‖Φv0(u1, v1)− Φv0(u2, v2)‖L6L3 ≤ 16c2δsd‖(u1, v1)− (u2, v2)‖L6L3×L6L3 .
Combining these inequalities,
‖(Φu0(u1, v1),Φv0(u1, v1))− (Φu0(u2, v2),Φv0(u2, v2))‖L6L3×L6L3
≤ 32c2δsd‖(u1, v1)− (u2, v2)‖L6L3×L6L3 . (5.8)
Also,
‖Φu0(u1, v1)− Φu0(u2, v2)‖L∞H1 ≤ 2
∥∥∥∥∫ t
0
eit∆(v1u1 − v2u2)(s)ds
∥∥∥∥
L∞H1
≤ 2c‖v1u1 − v2u2‖
L
3
2L
30
19
+ 2c‖∇(v1u1 − v2u2)‖
L
3
2L
30
19
≤ 2c‖v1(u1 − u2)‖
L
3
2 L
30
19
+ 2c‖(v1 − v2)u2‖
L
3
2L
30
19
+ 2c‖∇v1(u1 − u2)‖
L
3
2 L
30
19
+ 2c‖∇(v1 − v2)u2‖
L
3
2L
30
19
51
+ 2c‖v1∇(u1 − u2)‖
L
3
2 L
30
19
+ 2c‖∇u2(v1 − v2)‖
L
3
2L
30
19
≤ 2c‖v1‖L6L3‖u1 − u2‖
L2L
10
3
+ 2c‖v1 − v2‖
L2L
10
3
‖u2‖L6L3
+ 2c‖∇v1‖
L2L
10
3
‖u1 − u2‖L6L3 + 2c‖∇(v1 − v2)‖
L2L
10
3
‖u2‖L6L3
+ 2c‖v1‖L6L3‖∇(u1 − u2)‖
L2L
10
3
+ 2c‖∇u2‖
L2L
10
3
‖v1 − v2‖L6L3
≤ 16c2δsd‖u1 − u2‖
L2L
10
3
+ 16c2δsd‖v1 − v2‖
L2L
10
3
+ 16c2δsd‖u1 − u2‖L6L3 + 16c2δsd‖∇(v1 − v2)‖
L2L
10
3
+ 16c2δsd‖∇(u1 − u2)‖
L2L
10
3
+ 16c2δsd‖v1 − v2‖L6L3
≤ 16c2δsd‖(u1, v1)− (u2, v2)‖
L6L3×L6L3∩L2W 1, 103 ×L2W 1,103 .
Similarly,
‖Φv0(u1, v1)− Φv0(u2, v2)‖L∞H1
≤ 16c2δsd‖(u1, v1)− (u2, v2)‖
L6L3×L6L3∩L2W 1, 103 ×L2W 1, 103 .
Combining these inequalities,
‖(Φu0(u1, v1),Φv0(u1, v1))− (Φu0(u2, v2),Φv0(u2, v2))‖L∞H1×L∞H1
≤ 32c2δsd‖(u1, v1)− (u2, v2)‖
L6L3×L6L3∩L2W 1, 103 ×L2W 1, 103 . (5.9)
Also,
‖(Φu0(u1, v1),Φv0(u1, v1))− (Φu0(u2, v2),Φv0(u2, v2))‖L2W 1, 103 ×L2W 1, 103
≤ 32c2δsd‖(u1, v1)− (u2, v2)‖
L6L3×L6L3∩L2W 1, 103 ×L2W 1, 103 . (5.10)
Thus, combining (5.7), (5.8), (5.9), and (5.10),
‖(Φu0(u1, v1),Φv0(u1, v1))− (Φu0(u2, v2),Φv0(u2, v2))‖X×X
≤ 96c2δsd‖(u1, v1)− (u2, v2)‖X×X .
From δsd ≤ 1128c2 , it follows that 96c2δsd ≤ 34 < 1. Therefore, there exists a unique solution
(u, v) to (NLS) on E. 
Proposition 5.7 (Existence of a critical solution). Let (uc, vc) be the time-global solution to
(NLS) with initial data (uc,0, vc,0). We can construct (uc,0, vc,0) and (uc, vc) so that
Iω(uc.0, vc.0) = I
c
ω < Iω(φω, ψω) , K
20,8
ω (uc, vc) > 0 for all 0 ≤ t <∞,
‖(uc, vc)‖
S(H˙
1
2 )×S(H˙ 12 ) =∞.
Proof. By the definition of Icω, we may take a sequence of data {(un,0, vn,0)} ⊂ H1 ×H1 with
K20,8ω (un,0, vn,0) > 0, Iω(φω, ψω) > Iω(un,0, vn,0)ց Icω
and SC(un,0, vn,0) does not holds. By Theorem 3.2, (un, vn) exists time-globally. By the def-
inition of SC(un,0, vn,0), ‖(un, vn)‖
S(H˙
1
2 )×S(H˙ 12 ) = ∞ for any n ∈ N. By Lemma 4.1, we have
1
10Kω(un,0, vn,0) < Iω(un,0, vn,0). Thus,
‖un,0‖2H1 ≤ 10
(
1
ω
+ 1
)
Iω(φω, ψω) , ‖vn,0‖2H1 ≤ 5
(
1
ω
+ 4
)
Iω(φω, ψω). (5.11)
i.e. ‖(un,0, vn,0)‖H1×H1 is bounded. Appling Theorem 4.3,
(un,0(x), vn,0(x)) =
M∑
j=1
(e−it
j
n∆uj(x− xjn), e−
1
2
it
j
n∆vj(x− xjn)) + (UMn (x), V Mn (x)). (5.12)
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First, we will prove that there is only one j with (uj , vj) 6= (0, 0).
We assume that (uj , vj) = (0, 0) for any j. Then,
lim
n→∞ ‖(e
it∆UMn , e
1
2
it∆VMn )‖S(H˙ 12 )×S(H˙ 12 ) = limn→∞ ‖(e
it∆un,0, e
1
2
it∆vn,0)‖
S(H˙
1
2 )×S(H˙ 12 ) = 0
by (4.4). Hence,
‖(eit∆un,0, e 12 it∆vn,0)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ δsd
for sufficiently large n. From Theorem 2.20,
‖(un, vn)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ 4‖(e
it∆un,0, e
1
2
it∆vn,0)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ 4δsd <∞
for such n. This is in contradiction to ‖(un, vn)‖
S(H˙
1
2 )×S(H˙ 12 ) = ∞. Thus, there exists j such
that (uj, vj) 6= (0, 0). We set (uj , vj) 6= (0, 0) for any j by removing j with (uj , vj) = (0, 0).
From Corollary 4.4,
Iω(un,0, vn,0) =
M∑
j=1
Iω(e
−itjn∆uj(· − xjn), e−
1
2
it
j
n∆vj(· − xjn)) + Iω(UMn , V Mn ) + on(1).
From Corollary 4.5,
K20,8ω (un,0, vn,0) =
M∑
j=1
K20,8ω (e
−itjn∆uj(· − xjn), e−
1
2
it
j
n∆vj(· − xjn)) +K20,8ω (UMn , VMn ) + on(1).
For sufficiently large n, there exists δ > 0 and ε > 0 with 2ε < δ such that
Iω(un,0, vn,0) ≤ Iω(φω, ψω)− δ,
Iω(un,0, vn,0) ≥
M∑
j=1
Iω(e
−itjn∆uj(· − xjn), e−
1
2
it
j
n∆vj(· − xjn)) + Iω(UMn , VMn )− ε,
K20,8ω (un,0, vn,0) ≥ −ε,
K20,8ω (un,0, vn,0) ≤
M∑
j=1
K20,8ω (e
−itjn∆uj(· − xjn), e−
1
2
it
j
n∆vj(· − xjn)) +K20,8ω (UMn , V Mn ) + ε.
From Lemma 4.6,
0 < Iω(e
−itjn∆uj(· − xjn), e−
1
2
it
j
n∆vj(· − xjn)) < Iω(φω, ψω) , 0 ≤ Iω(UMn , V Mn ) < Iω(φω, ψω),
(5.13)
K20,8ω (e
−itjn∆uj(· − xjn), e−
1
2
it
j
n∆vj(· − xjn)) > 0 , K20,8ω (UMn , V Mn ) ≥ 0.
for sufficiently large n. (The equality holds if and only if (UMn , V
M
n ) = (0, 0).)
Thus,
0 ≤ lim
n→∞ Iω(e
−itjn∆uj, e−
1
2
it
j
n∆vj) ≤ lim
n→∞ Iω(un,0, vn,0) = I
c
ω. (5.14)
We assume (uj , vj) 6= (0, 0) for more than one j.
In the case tjn −→ −∞, using Theorem 2.8
|P (e−itjn∆uj, e− 12 itjn∆vj)| ≤ ‖e−itjn∆uj‖2L3‖e−
1
2
it
j
n∆vj‖L3 ≤ c|tjn|−
5
2‖uj‖2
L
3
2
‖vj‖
L
3
2
≤ c|tjn|−
5
2 ‖uj‖2H1‖vj‖H1 −→ 0 as n→∞
and hence
ω
2
M(uj , vj) +
1
2
K(uj , vj) = Iω(e
−itjn∆uj , e−
1
2
it
j
n∆vj) + P (e−it
j
n∆uj, e−
1
2
it
j
n∆vj) < Iω(φω, ψω)
53
for sufficiently large n ∈ N. From Lemma 5.3, there exists a data (u˜j0, v˜j0) and a corresponding
solution (u˜j , v˜j) to (NLS) such that
0 < Iω(u˜
j
0, v˜
j
0) < Iω(φω, ψω) , K
20,8
ω (u˜
j
0, v˜
j
0) > 0 ,
‖(u˜j , v˜j)(−tjn)− (e−it
j
n∆uj, e−
1
2
it
j
n∆vj)‖H1×H1 −→ 0 as n→∞.
In the case tjn = 0, we set (u˜
j
0, v˜
j
0) = (u
j, vj) and a solution (u˜j , v˜j) to (NLS) with a data (u˜j0, v˜
j
0).
Then,
0 < Iω(u˜
j
0, v˜
j
0) < Iω(φω, ψω) , K
20,8
ω (u˜
j
0, v˜
j
0) > 0 ,
‖(u˜j , v˜j)(−tjn)− (e−it
j
n∆uj, e−
1
2
it
j
n∆vj)‖H1×H1 −→ 0 as n→∞.
Therefore, in both cases, we can take new profile (u˜j0, v˜
j
0) (which is called nonlinear profile) with
0 < Iω(u˜
j
0, v˜
j
0) < Iω(φω, ψω) , K
20,8
ω (u˜
j
0, v˜
j
0) > 0 ,
‖(u˜j , v˜j)(−tjn)− (e−it
j
n∆uj, e−
1
2
it
j
n∆vj)‖H1×H1 −→ 0 as n→∞. (5.15)
for each linear profile (uj , vj). Also, we take (U˜Mn , V˜
M
n ) with
(un,0(x), vn,0(x)) =
M∑
j=1
(u˜j(x− xjn,−tjn), v˜j(x− xjn,−tjn)) + (U˜Mn (x), V˜ Mn (x))
(which is called nonlinear profile decomposition). Then, by (5.12), Theorem 2.11, (5.15), and
(4.4), we have
‖(eit∆U˜Mn , e
1
2
it∆V˜Mn )‖S(H˙ 12 )×S(H˙ 12 )
=
∥∥∥∥∥∥(eit∆un,0, e 12 it∆vn,0)−
M∑
j=1
(eit∆u˜j(x− xjn,−tjn), e
1
2
it∆v˜j(x− xjn,−tjn))
∥∥∥∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
≤
M∑
j=1
∥∥∥(eit∆(e−itjnuj − u˜j(−tjn)), e 12 it∆(e− 12 itjn∆vj − v˜j(−tjn)))∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
(5.16)
+
∥∥∥(eit∆UMn , e 12 it∆VMn )∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
≤ c
M∑
j=1
∥∥∥(e−itjnuj − u˜j(−tjn), e− 12 itjn∆vj − v˜j(−tjn))∥∥∥
H1×H1
+
∥∥∥(eit∆UMn , e 12 it∆VMn )∥∥∥
S(H˙
1
2 )×S(H˙ 12 )
−→ 0 as M,n→∞. (5.17)
Here, we set (u˜jn, v˜
j
n) and (u˜≤Mn , v˜≤Mn ) as follows.
(u˜jn(x, t), v˜
j
n(x, t)) = (u˜
j(x− xjn, t− tjn), v˜j(x− xjn, t− tjn)) ,
(u˜≤Mn (x, t), v˜
≤M
n (x, t)) =
M∑
j=1
(u˜jn(x, t), v˜
j
n(x, t)).
Then,
i∂tu˜
≤M
n +∆u˜
≤M
n + 2v˜
≤M
n u˜
≤M
n = i∂t
M∑
j=1
u˜jn +∆
M∑
j=1
u˜jn + 2
 M∑
j=1
v˜jn
 M∑
j=1
u˜jn

=
M∑
j=1
(i∂tu˜
j
n +∆u˜
j
n + 2v˜
j
nu˜
j
n) + 2
∑
1≤j 6=k≤M
v˜jnu˜
k
n
= 2
∑
1≤j 6=k≤M
v˜jnu˜
k
n =: e1,n.
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Similarly,
i∂tv˜
≤M
n +
1
2
∆v˜≤Mn + (u˜
≤M
n )
2 =
∑
1≤j 6=k≤M
u˜jnu˜
k
n =: e2,n.
We will prove that the assumption of Theorem 2.23 holds.
First, we will establish (2.18). Since
‖(eit∆(u˜≤Mn (0) − un,0), e
1
2
it∆(u˜≤Mn (0)− vn,0))‖S(H˙ 12 )×S(H˙ 12 ) = ‖(e
it∆U˜Mn , e
1
2
it∆V˜Mn )‖S(H˙ 12 )×S(H˙ 12 )
−→ 0 as M,n→∞,
for any ε > 0, there exists M1(ε) =M1 > 0 such that for any M > M1, there exists n1 = n1(M)
such that for any n > n1,
‖(eit∆(u˜≤Mn (0) − un,0), e
1
2
it∆(u˜≤Mn (0)− vn,0))‖S(H˙ 12 )×S(H˙ 12 ) < ε. (5.18)
Next, we will prove (2.16) and (2.17).
From Theorem 4.3 (4.5) and (4.6),
‖un,0‖2H1 =
M∑
j=1
‖uj‖2H1 + ‖UMn ‖2H1 + on(1) , ‖vn,0‖2H1 =
M∑
j=1
‖vj‖2H1 + ‖V Mn ‖2H1 + on(1)
and hence
C1 :=
∞∑
j=1
‖uj‖2H1 <∞ , C2 :=
∞∑
j=1
‖vj‖2H1 <∞. (5.19)
In particular, there exists M2 = M2(δsd) > 0 such that ‖(uj , vj)‖H1×H1 < δsdc for any j > M2.
Then, from (5.15), for any j > M2, there exists n2 = n2(j) such that
‖(u˜j(−tjn), v˜j(−tjn))‖H1 ≤ δsd ≤ 1 , M2 ≤ j ≤M, n ≥ n2.
Moreover, from (5.15) and (5.19), for any M ≥ 1, there exists n3 = n3(M) ≥ 1 such that
M∑
j=1
‖u˜j(−tjn)‖2H1 ≤ 2C1 ,
M∑
j=1
‖v˜j(−tjn)‖2H1 ≤ 2C2 , n ≥ n3. (5.20)
Here, we consider ‖(u˜≤Mn , v˜≤Mn )‖S(H˙ 12 )×S(H˙ 12 ).
‖u˜≤Mn ‖S(H˙ 12 ) =
∥∥∥∥eit∆u˜≤Mn (0) + i∫ t
0
ei(t−s)∆(2v˜≤Mn u˜
≤M
n − e1,n)ds
∥∥∥∥
S(H˙
1
2 )
≤ ∥∥eit∆u˜≤Mn (0)∥∥S(H˙ 12 ) +
∥∥∥∥∫ t
0
ei(t−s)∆(2v˜≤Mn u˜
≤M
n − e1,n)ds
∥∥∥∥
S(H˙
1
2 )
≤
∥∥∥eit∆(un,0 + U˜Mn )∥∥∥
S(H˙
1
2 )
+ c
∥∥∥2v˜≤Mn u˜≤Mn − e1,n∥∥∥
S′(H˙−
1
2 )
≤ c ‖un,0‖
H˙
1
2
+
∥∥∥eit∆U˜Mn ∥∥∥
S(H˙
1
2 )
+ 2c
∥∥v˜≤Mn u˜≤Mn ∥∥L3L 32 + c ‖e1,n‖L3L 32
≤ c ‖un,0‖
H˙
1
2
+
∥∥∥eit∆U˜Mn ∥∥∥
S(H˙
1
2 )
+ 2c
∥∥v˜≤Mn ∥∥L6L3 ∥∥u˜≤Mn ∥∥L6L3 + c ‖e1,n‖L3L 32 .
Since C∞0 is dense in L6(R;L3), for any ε > 0, there exists f, g ∈ C∞0 such that
‖f − u˜j‖L6L3 < ε , ‖g − v˜j‖L6L3 < ε.
Using these inequalities and (4.3),
‖e1,n‖
L3L
3
2
= 2
∥∥∥∥∥∥
∑
1≤j 6=k≤M
v˜j(· − xjn, · − tjn)u˜k(· − xkn, · − tkn)
∥∥∥∥∥∥
L3L
3
2
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≤ 2
∑
1≤j 6=k≤M
∥∥∥v˜j(· − xjn, · − tjn)u˜k(· − xkn, · − tkn)∥∥∥
L3L
3
2
≤ 2
∑
1≤j 6=k≤M
(∥∥∥(v˜j − g)(· − xjn, · − tjn)u˜k(· − xkn, · − tkn)∥∥∥
L3L
3
2
+
∥∥∥g(· − xjn, · − tjn)(u˜k − f)(· − xkn, · − tkn)∥∥∥
L3L
3
2
+
∥∥∥g(· − xjn, · − tjn)f(· − xkn, · − tkn)∥∥∥
L3L
3
2
)
≤ 2
∑
1≤j 6=k≤M
(
‖v˜j − g‖L6L3‖u˜k‖L6L3 + ‖g‖L6L3‖u˜k − f‖L6L3
+
∥∥∥g(· − xjn, · − tjn)f(· − xkn, · − tkn)∥∥∥
L3L
3
2
)
−→ 0 as n→∞. (5.21)
Similarly, we have
‖e2,n‖
L3L
3
2
−→ 0 as n→∞ (5.22)
Applying Lemma 5.3, ‖(u˜j , v˜j)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ 4‖(e
it∆uj , e
1
2
∆vj)‖
S(H˙
1
2 )×S(H˙ 12 ). We set M0 =
max{M1,M2}, then it follows that
‖v˜≤Mn ‖6L6L3 =
∥∥∥∥∥∥
M∑
j=1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
6
L6L3
≤ c
∥∥∥∥∥∥
M0∑
j=1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
6
L6L3
+ c
∥∥∥∥∥∥
M∑
j=M0+1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
6
L6L3
,
∥∥∥∥∥∥
M0∑
j=1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
L6L3
≤
M0∑
j=1
∥∥v˜j∥∥
L6L3
≤
M0∑
j=1
∥∥v˜j∥∥
S(H˙
1
2 )
≤ 4
M0∑
j=1
‖(e−itjn∆uj , e− 12 itjn∆vj)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ c
M0∑
j=1
‖(uj , vj)‖
H˙
1
2×H˙ 12 <∞,
and∥∥∥∥∥∥
M∑
j=M0+1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
6
L6L3
≤
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M∑
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8
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L
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M∑
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v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
8
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16
5
∥∥∥∥∥∥∥
6
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∥∥∥∥∥∥∥
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M∑
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7
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∥∥∥∥∥∥∥
6
L6
≤
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M∑
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v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
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5
L∞L
16
5
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M∑
j=M0+1
v˜j(· − xjn, · − tjn)
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14
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L
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5 L
14
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≤ c
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M∑
j=M0+1
v˜j(· − xjn, · − tjn)
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M∑
j=M0+1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
14
5
L
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Here, we estimate∥∥∥∥∥∥
M∑
j=M0+1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
2
L∞H1
and
∥∥∥∥∥∥
M∑
j=M0+1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
14
5
L
14
5 L
14
5
.
∥∥∥∥∥∥
M∑
j=M0+1
v˜j(· − xjn, t− tjn)
∥∥∥∥∥∥
2
H1
≤
M∑
j=M0+1
‖v˜j(t− tjn)‖2H1 + 2
∑
M0+1≤j 6=k≤M
Re(v˜j(· − xjn, t− tjn), v˜k(· − xkn, t− tkn))H1 .
(5.23)
By Lemma 5.5,
M∑
j=M0+1
‖v˜j(t− tjn)‖2H1 ≤ 64c2
M∑
j=M0+1
‖v˜j(−tjn)‖2H1 ≤ 128c2C1 , n ≥ max{n2, n3}. (5.24)
On the other hand, by (4.3),
|(v˜j(· − xjn, t− tjn), v˜k(· − xkn, t− tkn))H1 | −→ 0 as n→∞. (5.25)
From (5.23), (5.24), and (5.25), for any M ≥M0 + 1, there exists n4 = n4(M) ≥ 1 such that∥∥∥∥∥∥
M∑
j=M0+1
v˜j(· − xjn, t− tjn)
∥∥∥∥∥∥
2
L∞H1
≤ 256c2C1 , M ≥M0 + 1, n ≥ n4. (5.26)
Using Lemma 5.4,∥∥∥∥∥∥
M∑
j=M0+1
v˜j(· − xjn, · − tjn)
∥∥∥∥∥∥
14
5
L
14
5 L
14
5
≤
M∑
j=M0+1
‖v˜j‖
14
5
L
14
5 L
14
5
+ c
∑
M0+1≤j 6=k≤M
∫
R
∫
R5
|v˜j(x− xjn, t− tjn)|
9
5 |v˜k(x− xkn, t− tkn)|dxdt.
By Lemma 5.5 and (5.20),
M∑
j=M0+1
‖v˜j(· − tjn)‖
14
5
L
14
5 L
14
5
≤ (8c) 145
M∑
j=M0+1
‖v˜j(−tjn)‖
14
5
H1
≤ (8c) 145
M∑
j=M0+1
‖v˜j(−tjn)‖2H1 ≤ 2C1(8c)
14
5
for n ≥ max{n2, n3}. On the other hand,∫
R
∫
R5
|v˜j(x− xjn, t− tjn)|
9
5 |v˜k(x− xkn, t− tkn)|dxdt
= ‖|v˜j(· − xjn, · − tjn)|
9
5 |v˜k(· − xkn, · − tkn)|‖L1L1
≤
∥∥∥‖v˜j(· − xjn, · − tjn)v˜k(· − xkn, · − tkn)‖L 75 ‖|v˜j(· − xjn, · − tjn)| 45 ‖L 72 ∥∥∥L1
=
∥∥∥∥‖v˜j(· − xjn, · − tjn)v˜k(· − xkn, · − tkn)‖L 75 ‖v˜j(· − xjn, · − tjn)‖ 45L 145
∥∥∥∥
L1
≤
∥∥∥‖v˜j(· − xjn, · − tjn)v˜k(· − xkn, · − tkn)‖L 75 ∥∥∥L 75
∥∥∥∥‖v˜j(· − xjn, · − tjn)‖ 45
L
14
5
∥∥∥∥
L
7
2
=
∥∥∥v˜j(· − xjn, · − tjn)v˜k(· − xkn, · − tkn)∥∥∥
L
7
5L
7
5
∥∥v˜j(· − xjn, · − tjn)∥∥ 45
L
14
5 L
14
5
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≤ (8c) 45 ‖v˜j(−tjn)‖
4
5
H1
(∫
R
∫
R5
|v˜j(x− xjn, t− tjn)|
7
5 |v˜k(x− xkn, t− tkn)|
7
5 dxdt
) 5
7
for M0 + 1 ≤ j 6= k ≤M by Lemma 5.5. Using (4.3),∫
R
∫
R5
|v˜j(x− xjn, t− tjn)|
9
5 |v˜k(x− xkn, t− tkn)|dxdt −→ 0 as n→∞.
Thus, ∥∥u˜≤Mn ∥∥S(H˙ 12 ) ≤ A <∞. (5.27)
Similarly, ∥∥v˜≤Mn ∥∥S(H˙ 12 ) ≤ A <∞. (5.28)
Combining (5.18), (5.21), (5.22), (5.27), (5.28), and Theorem 2.23,
‖(un, vn)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ C(A) <∞.
However, this is contradiction. Therefore, there is only one j with (uj , vj) 6= (0, 0) and we set
j = 1 for such j by rearranging. We consider a profile (uc,0, vc,0) given in the above argument
and the corresponding solution (uc, vc) to (NLS). Also, we define (U˜
1
n, V˜
1
n ) as follows.
(un,0(x), vn,0(x)) = (uc(x− x1n,−t1n), uc(x− x1n,−t1n)) + (U˜1n(x), V˜ 1n (x)).
From the calculation of (5.17), we have
‖(eit∆U˜1n, e
1
2
it∆V˜ 1n )‖S(H˙ 12 )×S(H˙ 12 ) −→ 0 as n→∞.
Here, we set that (uc,n(x, t), vc,n(x, t)) = (uc(x− x1n, t− t1n), vc(x− x1n, t− t1n)) and assume that
A := ‖(uc,n, vc,n)‖
S(H˙
1
2 )×S(H˙ 12 ) = ‖(uc, vc)‖S(H˙ 12 )×S(H˙ 12 ) <∞.
We will prove that this assumption is wrong by using Theorem 2.23.
i∂tuc,n +∆uc,n + 2vc,nuc,n = 0 , i∂tvc,n +
1
2
∆vc,n + u
2
c,n = 0,
‖(eit∆(uc,n(0) − un,0), e
1
2
it∆(vc,n(0)− vn,0))‖
S(H˙
1
2 )×S(H˙ 12 ) = ‖(e
it∆U˜1n, e
1
2
it∆V˜ 1n )‖S(H˙ 12 )×S(H˙ 12 )
−→ 0 as n→∞.
Hence, from Theorem 2.23,
‖(un, vn)‖
S(H˙
1
2 )×S(H˙ 12 ) ≤ C(A) <∞.
However, this is in contradiction to the way of taking (un, vn). Thus, we have ‖(uc, vc)‖
S(H˙
1
2 )×S(H˙ 12 ) =
∞. Also, from the way of taking a profile,
0 < Iω(uc,0, vc,0) < Iω(φω, ψω) , K
20,8
ω (uc,0, vc,0) > 0,
lim
n→∞ ‖(uc(−t
1
n), vc(−t1n))− (e−it
1
n∆u1, e−
1
2
it1n∆v1)‖H1×H1 = 0,
i.e.
lim
n→∞ ‖(uc(−t
1
n), vc(−t1n))‖H1×H1 = ‖(u1, v1)‖H1×H1 .
Therefore, it follows that
|Kω(uc(−t1n), vc(−t1n))−Kω(e−it
1
n∆u1, e−
1
2
it1n∆v1)| −→ 0 as n→∞,
|P (uc(−t1n), vc(−t1n))− P (e−it
1
n∆u1, e−
1
2
it1n∆v1)|
=
∣∣∣∣∫
R5
vc(x,−t1n)uc(x,−t1n)2 − e−
1
2
it1n∆v1(x)e−it1n∆u1(x)2dx
∣∣∣∣
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=
∣∣∣∣∫
R5
vc(x,−t1n)(uc(x,−t1n)2 − e−it1n∆u1(x)2) + (vc(x,−t1n)− e−
1
2
it1n∆v1(x))e−it1n∆u1(x)2dx
∣∣∣∣
≤ ‖vc(−t1n)‖L3‖uc(−t1n) + e−it
1
n∆u1‖L3‖uc(−t1n)− e−it
1
n∆u1‖L3
+ ‖vc(−t1n)− e−
1
2
it1n∆v1‖L3‖e−it
1
n∆u1‖2L3
≤ ‖vc(−t1n)‖H1(‖uc(−t1n)‖H1 + ‖u1‖H1)‖uc(−t1n)− e−it
1
n∆u1‖H1
+ ‖vc(−t1n)− e−
1
2
it1n∆v1‖H1‖u1‖2H1
−→ 0 as n→∞.
Thus, we have
lim
n→∞ |Iω(uc(−t
1
n), vc(−t1n))− Iω(e−it
1
n∆u1, e−
1
2
it1n∆v1)| = 0,
lim
n→∞ |K
20,8
ω (uc(−t1n), vc(−t1n))−K20,8ω (e−it
1
n∆u1, e−
1
2
it1n∆v1)| = 0.
Since Iω conserves with respect to time, it follows that Iω(uc(−t1n), vc(−t1n)) = Iω(uc,0, vc,0).
Also, we obtain 0 ≤ Iω(uc,0, vc,0) ≤ Icω by 0 ≤ lim
n→∞ Iω(e
−it1n∆u1, e−
1
2
it1n∆v1) ≤ Icω. Here, we
assume that Iω(uc,0, vc,0) < I
c
ω, then it follows that ‖(uc, vc)‖S(H˙ 12 )×S(H˙ 12 ) < ∞ by definition of
Icω. However, this is contradiction. Therefore, we obtain Iω(uc,0, vc,0) = I
c
ω. 
5.2. Compactness of the critical solution.
We define a equivalence relation ∼ on H1×H1 as follows:
∃x0 ∈ R5 s.t. (φ1, φ2) = (ψ1(· − x0), ψ2(· − x0)) =⇒ (φ1, φ2) ∼ (ψ1, ψ2).
H1×H1/∼ denotes the quotient space, which is constructed by the whole equivalence class with
respect to ∼. We represent an element of H1×H1/∼ by [(φ1, φ2)], and let π : H1×H1 −→
H1×H1/∼ be the natural projection.
Here, we check that ∼ defines the equivalence relation on H1×H1.
Since (φ1, φ2) = (φ1(· − 0), φ2(· − 0)), (φ1, φ2) ∼ (φ1, φ2).
Since
(φ1, φ2) = (ψ1(· − x0), ψ2(· − x0)) =⇒ (ψ1, ψ2) = (φ1(·+ x0), φ2(·+ x0)),
(φ1, φ2) ∼ (ψ1, ψ2) =⇒ (ψ1, ψ2) ∼ (φ1, φ2).
Since
(φ1, φ2) = (ψ1(· − x0), ψ2(· − x0)) , (ψ1, ψ2) = (ϕ1(· − x1), ϕ2(· − x1))
=⇒ (φ1, φ2) = (ϕ1(· − x0 − x1), ϕ2(· − x0 − x1)),
(φ1, φ2) ∼ (ψ1, ψ2) , (ψ1, ψ2) ∼ (ϕ1, ϕ2) =⇒ (φ1, φ2) ∼ (ϕ1, ϕ2).
Therefore, ∼ defines the equivalence relation on H1×H1.
Lemma 5.8. H1×H1/∼ is metrizable with a distance
d([(φ1, φ2)], [(ψ1, ψ2)]) = inf
x0∈R5
‖(φ1(· − x0), φ2(· − x0))− (ψ1, ψ2)‖H1×H1 .
Moreover, H1×H1/∼ is complete with respect to this distance.
Remark 5.9. H1×H1/∼ is not a vector space.
Proof. First, we establish that the orbits of (φ1(·−x0), φ2(·−x0)) are closed inH1×H1. The orbit
of (φ1, φ2) = (0, 0) is (0, 0). Suppose (φ1, φ2) 6= (0, 0), {xn} ⊂ R5, and (φ1(· − xn), φ2(· − xn))
converges on (ψ1, ψ2) in H
1×H1. Then, we claim that xn converges. If not, then either xn
is unbounded and there exists a subsequence xn such that |xn| −→ ∞, or xn is bounded and
two subsequences xn −→ x0 and xn′ −→ x′0. In the first case, we obtain (ψ1, ψ2) = (0, 0). We
consider convergence of (φ1, φ2) in B(0, R) for any R > 0. Then, (ψ1(x), ψ2(x)) = (0, 0) for
x ∈ B(0, R). Because R > 0 is arbitrary, (ψ1, ψ2) = (0, 0). This implies (φ1, φ2) = (0, 0). In the
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second case, we obtain (φ1(· − x0), φ2(· − x0)) = (φ1(· − x′0), φ2(· − x′0)). Because C∞0 is dense
in H1, for any ε > 0, there exists f, g ∈ C∞0 such that
‖φ1 − f‖H1 < ε and ‖φ2 − g‖H1 < ε.
Thus,
‖(φ1(· − x0), φ2(· − x0))− (ψ1, ψ2)‖H1×H1
≤ ‖(φ1, φ2)(· − x0)− (f, g)(· − x0)‖H1×H1 + ‖(f, g)(· − x0)− (f, g)(· − xn)‖H1×H1
+ ‖(f, g)(· − xn)− (φ1, φ2)(· − xn)‖H1×H1 + ‖(φ1, φ2)(· − xn)− (ψ1, ψ2)‖H1×H1 < ε
and we obtain (φ1(· − x0), φ2(· − x0)) = (ψ1, ψ2). Similarly, (φ1(· − x′0), φ2(· − x′0)) = (ψ1, ψ2),
i.e. (φ1(·−x0), φ2(·−x0)) = (φ1(·−x′0), φ2(·−x′0)). This equality holds only at (φ1, φ2) = (0, 0).
Therefore, the both cases cause contradiction.
Next, we verify that the distance d defines a distance on H1 ×H1/∼. If [(φ1, φ2)] = [(ψ1, ψ2)],
then it is clear that d([(φ1, φ2)], [(ψ1, ψ2)]) = 0. Conversely, if d([(φ1, φ2)], [(ψ1, ψ2)]) = 0, then
inf
x0∈R5
‖(φ1(· − x0), φ2(· − x0)) − (ψ1, ψ2)‖H1×H1 = 0 by definition of the distance d. Since
the orbits of (φ1(· − x0), φ2(· − x0)) are closed in H1×H1, there exists x∗0 ∈ R5 such that
‖(φ1(· − x∗0), φ2(· − x∗0)) − (ψ1, ψ2)‖H1×H1 = 0. Thus, (φ1(· − x∗0), φ2(· − x∗0)) = (ψ1, ψ2), i.e.
[(φ1, φ2)] = [(ψ1, ψ2)]. It follows clearly that d([(φ1, φ2)], [(ψ1, ψ2)]) = d([(ψ1, ψ2)], [(φ1, φ2)]). If
(φ1, φ2), (ψ1, ψ2), (η1, η2) ∈ H1×H1, then there exists x∗1 ∈ R5 and x∗2 ∈ R5 such that
d([(φ1, φ2)], [(η1, η2)]) = ‖(φ1(· − x∗1), φ2(· − x∗1))− (η1, η2)‖H1×H1 ,
and
d([(η1, η2)], [(ψ1, ψ2)]) = ‖(η1(· − x∗2), η2(· − x∗2))− (ψ1, ψ2)‖H1×H1 .
Hence,
d([(φ1, φ2)], [(ψ1, ψ2)]) = inf
x0∈R5
‖(φ1(· − x0), φ2(· − x0))− (ψ1, ψ2)‖H1×H1
≤ ‖(φ1(· − x∗1 − x∗2), φ2(· − x∗1 − x∗2))− (ψ1, ψ2)‖H1×H1
≤ ‖(φ1(· − x∗1 − x∗2), φ2(· − x∗1 − x∗2))− (η1(· − x∗2), η2(· − x∗2))‖H1×H1
+ ‖(η1(· − x∗2), η2(· − x∗2))− (ψ1, ψ2)‖H1×H1
≤ ‖(φ1(· − x∗1), φ2(· − x∗1))− (η1, η2)‖H1×H1
+ ‖(η1(· − x∗2), η2(· − x∗2))− (ψ1, ψ2)‖H1×H1
= d([(φ1, φ2)], [(η1, η2)]) + d([(η1, η2)], [(ψ1, ψ2)]).
Thus, the triangle inequality also holds. Next, we prove completeness. Suppose that [(φ1,n, φ2,n)]
is a Cauchy sequence. It suffices to show that a subsequence converges. We can pass to a
subsequence [(φ1,n, φ2,n)], [(φ1,n+1, φ2,n+1)] so that d([(φ1,n, φ2,n)], [(φ1,n+1, φ2,n+1)]) ≤ 2−n. We
take x1 = 0. We construct a sequence xn inductively as follows: given xn−1, select xn so
that ‖(φ1,n−1(· − xn−1), φ2,n−1(· − xn−1)) − (φ1,n(· − xn), φ2,n(· − xn))‖H1×H1 ≤ 2−n+1. Then,
(φ1,n(·−xn), φ2,n(·−xn)) is a Cauchy sequence in H1×H1, and hence, there exists (φ1, φ2) such
that (φ1,n(· − xn), φ2,n(· − xn)) −→ (φ1, φ2) in H1×H1. Then,
d([φ1,n, φ2,n], [φ1, φ2]) ≤ ‖(φ1,n(· − xn), φ2,n(· − xn))− (φ1, φ2)‖H1×H1 −→ 0.
Thus, [(φ1,n, φ2,n)] −→ [(φ1, φ2)] in H1×H1/∼.
Finally, we prove that π(B((φ1, φ2), r)) = B([(φ1, φ2)], r) for any (φ1, φ2) ∈ H1×H1 and r > 0.
We take any (ψ1, ψ2) ∈ B((φ1, φ2), r). Then, ‖(φ1, φ2)− (ψ1, ψ2)‖H1×H1 < r, and hence,
d([(φ1, φ2)], [(ψ1, ψ2)])
= inf
x0∈R5
‖(φ1(· − x0), φ2(· − x0))− (ψ1, ψ2)‖H1×H1 ≤ ‖(φ1, φ2)− (ψ1, ψ2)‖H1×H1 < r.
Thus, [(ψ1, ψ2)] ∈ B([(φ1, φ2)], r). We take any [(ψ1, ψ2)] ∈ B([(φ1, φ2)], r). Then,
d([(φ1, φ2)], [(ψ1, ψ2)]) < r.
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Since the orbits of (φ1(· − x0), φ2(· − x0)) is closed in H1×H1, there exists x∗0 such that
d([(φ1, φ2)], [(ψ1, ψ2)]) = ‖(φ1(· − x∗0), φ2(· − x∗0))− (ψ1, ψ2)‖H1×H1
= ‖(φ1, φ2)− (ψ1(·+ x∗0), ψ2(·+ x∗0))‖H1×H1 < r.
Since (ψ1(·+x∗0), ψ2(·+x∗0)) ∈ B((φ1, φ2), r), we obtain [(ψ1, ψ2)] ∈ π(B((φ1, φ2), r)). Therefore,
we have π(B((φ1, φ2), r)) = B([(φ1, φ2)], r) and the topology deduced from the distance d on
H1×H1/∼ is quotient topology. 
Lemma 5.10. Let K be a precompact subset of H1×H1/∼. Assume
∃η > 0 such that ∀(φ1, φ2) ∈ π−1(K), ‖(φ1, φ2)‖H1×H1 ≥ η.
Then there exists K˜ ⊂ H1×H1 such that π(K˜) = K and K˜ is precompact in H1×H1.
Proof. We first show that there exists ε > 0 such that for any (p, q) ∈ K, there exists (ψ1(p), ψ2(q)) =
(ψ1, ψ2) ∈ π−1(p, q) such that
‖(ψ1, ψ2)‖H1(B(0,1))×H1(B(0,1)) ≥ ε (5.29)
by contradiction. If not, then for any n ∈ N, there exists [(φ1,n, φ2,n)] ∈ K
sup
x0∈R5
‖(φ1,n(· − x0), φ2,n(· − x0))‖H1(B(0,1))×H1(B(0,1)) ≤
1
n
. (5.30)
Since K is precompact, we take a subsequence from {[(φ1,n, φ2,n)]} if necessary, then there exists
(φ1, φ2) ∈ H1×H1 such that [(φ1,n, φ2,n)] −→ (p, q) inH1×H1/∼, where we set π(φ1, φ2) = (p, q).
In other wards, if (φ1, φ2) is fixed in π
−1(p, q), then
inf
x0∈R5
‖(φ1,n(· − x0), φ2,n(· − x0))− (φ1, φ2)‖H1×H1 −→ 0 as n→∞.
Thus, we may find a sequence {xn} ⊂ R5 such that
‖(φ1,n(· − xn), φ2,n(· − xn))− (φ1, φ2)‖H1×H1 −→ 0 as n→∞.
From (5.30), for any x0 ∈ R5,
‖(φ1,n(·+ x0 − xn), φ2,n(·+ x0 − xn))‖H1(B(0,1))×H1(B(0,1)) ≤
1
n
.
Thus,
‖(φ1, φ2)‖H1(B(x0,1))×H1(B(x0,1))
≤ ‖(φ1, φ2)− (φ1,n(· − xn), φ2,n(· − xn))‖H1×H1
+ ‖(φ1,n(· − xn), φ2,n(· − xn))‖H1(B(x0,1))×H1(B(x0,1))
= ‖(φ1, φ2)− (φ1,n(· − xn), φ2,n(· − xn))‖H1×H1
+ ‖(φ1,n(·+ x0 − xn), φ2,n(·+ x0 − xn))‖H1(B(0,1))×H1(B(0,1))
≤ ‖(φ1, φ2)− (φ1,n(· − xn), φ2,n(· − xn))‖H1×H1 +
1
n
−→ 0 as n→∞.
Hence, (φ1, φ2) vanishes on B(x0, 1)×B(x0, 1). Because x0 is arbitrary, (φ1, φ2) = (0, 0). How-
ever, this is contradiction. Next, let K˜ = {(ψ1(p), ψ2(q)) : (p, q) ∈ K and (ψ1, ψ2) satisfies (5.29)}.
Then, (ψ1, ψ2) ∈ K˜ satisfies ‖(ψ1, ψ2)‖H1(B(0,1))×H1(B(0,1)) ≥ ε. Also, we have π(K˜) = K. We
prove that K˜ is precompact. Let (φ1,n, φ2,n) be a sequence in K˜. Because K is precompact, if
we pass to a subsequence, then there exists (φ1, φ2) ∈ H1×H1 and a sequence {xn} ⊂ R5 such
that
lim
n→∞ ‖(φ1,n(· − xn), φ2,n(· − xn))− (φ1, φ2)‖H1×H1 = 0. (5.31)
Also, because (φ1,n, φ2,n) is bounded in H
1×H1, we can pass to a subsequence so that
lim
n→∞ ‖(φ1,n, φ2,n)‖H1×H1 = l ∈ (0,∞). (5.32)
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Here, we prove that {xn} is bounded. If not, then we can pass to a subsequence so that
|xn| −→ ∞.
lim sup
n→∞
‖(φ1,n(· − xn), φ2,n(· − xn))‖H1(B(0,|xn|−1))×H1(B(0,|xn|−1))
= lim sup
n→∞
‖(φ1,n, φ2,n)‖H1(B(−xn,|xn|−1))×H1(B(−xn,|xn|−1))
≤ lim sup
n→∞
‖(φ1,n, φ2,n)‖H1×H1 − lim sup
n→∞
‖(φ1,n, φ2,n)‖H1(B(0,1))×H1(B(0,1))
≤ l − ε.
We obtain ‖(φ1, φ2)‖H1×H1 ≤ l−ε. However, this is in contradiction to (5.31) and (5.32). Thus,
|xn| is bounded and we can pass to a subsequence so that xn −→ x˜ as n → ∞. Because C∞0
is dense in H1, for any ε > 0, there exists f, g ∈ C∞0 such that
‖φ1 − f‖H1 < ε, ‖φ2 − g‖H1 < ε.
Thus,
‖(φ1,n, φ2,n)− (φ1(·+ x˜), φ2(·+ x˜))‖H1×H1
≤ ‖(φ1,n, φ2,n)− (φ1, φ2)(·+ xn)‖H1×H1 + ‖(φ1, φ2)(· + xn)− (f, g)(· + xn)‖H1×H1
+ ‖(f, g)(· + xn)− (f, g)(·+ x˜)‖H1×H1 + ‖(f, g)(· + x˜)− (φ1, φ2)(·+ x˜)‖H1×H1 < ε.
Hence, (φ1,n, φ2,n) converge in H
1×H1. Therefore, K˜ is precompact. 
Lemma 5.11. Let (u, v) be the time-global H1×H1 solution to (NLS). Suppose that
K = π({(u(·, t), v(·, t)) : t ∈ [0,∞)})
is precompact in H1×H1/∼. Then there exists x(t), a continuous path in R5, such that
{(u(· − x(t), t), v(· − x(t), t)) : t ∈ [0,∞)}
is precompact in H1×H1.
Proof. In the case (u, v) = (0, 0), the claim holds clearly. Let (u, v) 6= (0, 0). Then, it follows
that
‖(u(x− x0, t), v(x− x0, t))‖H1×H1 ≥M(u0, v0) > 0
for any (u(x−x0, t), v(x−x0, t)) ∈ π−1(K). We can take K˜ satisfying π(K˜) = K and being pre-
compact inH1×H1 by Lemma 5.10. Since a map (u, v) : [N,N+1] ∋ t 7−→ ‖(u(t), v(t))‖H1×H1 ∈
R is uniformly continuous for each N ∈ N, there exists δN > 0
‖(u(·, t), v(·, t)) − (u(·, t′), v(·, t′))‖H1×H1 ≤
1
N
for any t, t′ ∈ [N,N + 1] with |t − t′| ≤ δN . Let a sequence {tn} increase, satisfy tn −→ ∞,
and devide a interval [N,N + 1] into less than width δN . Since π(K˜) = K, we can select
x(tn) ∈ R5 with (u(·−x(tn), tn), v(·−x(tn), tn)) ∈ K˜ for any n. We set that x(t) is a continuous
function connecting x(tn) and x(tn+1) with a segment. We will prove that {(u(· − x(t), t), v(· −
x(t), t)) : t ∈ [0,∞)} is precompact in H1×H1. We set that a sequence sk in [0,∞) satisfies
sk −→ s0 or sk −→ ∞ by passing to a subsequence sk. In the case sk −→ s0, it follows
that (u(· − x(sk), sk), v(· − x(sk), sk)) −→ (u(· − x(s0), s0), v(· − x(s0), s0)) by the continuity of
(u(t), v(t)) and x(t). In the case sk −→∞, we can take a unique index n(k) with tn(k)−1 ≤ sk <
tn(k) for any k. Since K˜ is precompact, (u(· − x(tn(k)−1), tn(k)−1), v(· − x(tn(k)−1), tn(k)−1)) and
(u(·−x(tn(k)), tn(k)), v(·−x(tn(k)), tn(k))) converge in H1×H1 by passing to a subsequence (with
respect to k). (u(·x(tn(k)−1), tn(k)), v(· − x(tn(k)−1), tn(k))) converge by the way of taking tn and
the uniform continuity of (u, v). It suffices to prove that (u(· − x(sk), tn(k)), v(· − x(sk), tn(k)))
has a converging subsequence. Since (u(· − x(tn(k)−1), tn(k)), v(· − x(tn(k)−1), tn(k))) and (u(· −
x(tn(k)), tn(k)), v(· − x(tn(k)), tn(k))) converge, x(tn(k)−1)− x(tn(k)) converges. x(sk)− x(tn(k)−1)
converges by passing to a subsequence. Therefore, (u(·−x(sk), tn(k)), v(·−x(sk), tn(k))) converges
in H1×H1. 
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Proposition 5.12 (Precompactness of the flow of the critical solution). With the same (uc, vc)
as Proposition 5.7, there exists a continuous path x(t) in R5 such that
K = {(uc(· − x(t), t), vc(· − x(t), t)) : t ∈ [0,∞)} ⊂ H1 ×H1
is precompact in H1×H1.
Proof. We will deduce contradiction by assuming that Proposition 5.12 does not hold. We as-
sume that Propositon 5.12 does not hold. Then, π({(uc(t), vc(t)) : t ∈ [0,∞)}) is not precompact
in H1×H1/∼ by Lemma 5.11, so there exists {[(uc(tn), vc(tn))]} such that any subsequence does
not converges, i.e. for any [(φ1, ψ1)] ∈ H1×H1/∼, there exists ε > 0 such that for any N ∈ N,
there exists n ≥ N such that
inf
x0∈R5
‖(uc(· − x0, tn), vc(· − x0, tn))− (φ1, ψ1)‖H1×H1 ≥ ε.
Thus, it suffices to prove that for any sequence {tn} ⊂ [0,∞), there exists a subsequence {tn}
such that {(uc(· − x(tn), tn), vc(· − x(tn), tn))} converges in H1×H1.
In the case {tn} is a covergence sequence, it holds because the solution to (NLS) is continuous
with respect to t. Thus, we consider a {tn} with tn →∞ as n → ∞. We set that (φn, ψn) =
(uc(tn), vc(tn)). Applying Theorem 5.7, we have
Iω(uc, vc) = I
c
ω < Iω(φω, ψω) , K
20,8
ω (uc, vc) > 0
for any 0 ≤ t < ∞. From (5.11), ‖(φn, ψn)‖H1×H1 is bounded (with respect to n). Using
Theorem 4.3, it follows that
(φn, ψn) =
M∑
j=1
(e−it
j
n∆φj(· − xjn), e−
1
2
it
j
n∆ψj(· − xjn)) + (ΦMn ,ΨMn ).
From the same argument as (5.13), we have
0 < Iω(e
−itjn∆φj , e−
1
2
it
j
n∆ψj) ≤ Icω , 0 ≤ Iω(ΦMn ,ΨMn ) < Icω,
K20,8ω (e
−itjn∆φj , e−
1
2
it
j
n∆ψj) > 0 , K20,8ω (Φ
M
n ,Ψ
M
n ) ≥ 0
for sufficiently large n. (The equal sign holds if and only if (ΦMn ,Ψ
M
n ) = (0, 0).)
There exists only one j with (φj , ψj) 6= (0, 0) by the same argument as the proof of Proposition
5.7. Thus, we have
(φn, ψn) = (e
−it1n∆φ1(· − x1n), e−
1
2
it1n∆ψ1(· − x1n)) + (Φ1n,Ψ1n).
Also, applying Corollary 4.4,
Icω = lim
n→∞ Iω(e
−it1n∆φ1, e−
1
2
it1n∆ψ1) + lim
n→∞ Iω(Φ
1
n,Ψ
1
n).
Here, we assume that lim
n→∞ Iω(e
−it1n∆φ1, e−
1
2
it1n∆ψ1) < Icω. Also, we express the correspond-
ing solution to (NLS) with initial data (u0, v0) in NLS[(u0, v0)](t) = (NLS[u0](t),NLS[v0](t)).
Then, we have ‖NLS[(e−it1n∆φ1, e− 12 it1n∆ψ1)](· − tn)‖
S(H˙
1
2 )×S(H˙ 12 ) < ∞ by the definition of I
c
ω.
Futhermore, it follows that
‖ei(t−tn)∆(uc(tn)−NLS[e−it1n∆φ1(· − x1n)](tn − tn))‖S(H˙ 12 )
= ‖ei(t−tn)∆(e−it1n∆φ1(· − x1n) + Φ1n − e−it
1
n∆φ1(· − x1n))‖S(H˙ 12 )
= ‖ei(t−tn)∆Φ1n‖S(H˙ 12 ) = ‖e
it∆Φ1n‖S(H˙ 12 ) −→ 0 as n→∞.
Similarly,
‖e 12 i(t−tn)∆(vc(tn)−NLS[e−
1
2
it1n∆ψ1(·−x1n)](tn−tn))‖S(H˙ 12 ) = ‖e
1
2
it∆Ψ1n‖S(H˙ 12 ) −→ 0 as n→∞.
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Thus, we obtain ‖(uc, vc)‖
S(H˙
1
2 )×S(H˙ 12 ) < ∞ by Theorem 2.23, but this is in contradiction to
Proposition 5.7. Therefore,
lim
n→∞ Iω(e
−it1n∆φ1, e−
1
2
it1n∆ψ1) = Icω , lim
n→∞ Iω(Φ
1
n,Ψ
1
n) = 0.
Combining this fact and Lemma 4.1,
lim
n→∞Kω(Φ
1
n,Ψ
1
n) ≤ 10Iω(Φ1n,Ψ1n) = 0,
i.e.
lim
n→∞ ‖(Φ
1
n,Ψ
1
n)‖H1×H1 = 0.
Next, we will prove t1n = 0.
We assume that t1n → −∞. Then,∥∥∥(eit∆φn, e 12 it∆ψn)∥∥∥
S(H˙
1
2 :[0,∞))×S(H˙ 12 :[0,∞))
=
∥∥∥(ei(t−t1n)∆φ1(· − x1n), e 12 i(t−t1n)∆ψ1(· − x1n))+ (eit∆Φ1n, e 12 it∆Ψ1n)∥∥∥
S(H˙
1
2 :[0,∞))×S(H˙ 12 :[0,∞))
≤
∥∥∥(ei(t−t1n)∆φ1, e 12 i(t−t1n)∆ψ1)∥∥∥
S(H˙
1
2 :[0,∞))×S(H˙ 12 :[0,∞))
+
∥∥∥(eit∆Φ1n, e 12 it∆Ψ1n)∥∥∥
S(H˙
1
2 :[0,∞))×S(H˙ 12 :[0,∞))
.
Here,
lim
n→∞
∥∥∥(ei(t−t1n)∆φ1, e 12 i(t−t1n)∆ψ1)∥∥∥
S(H˙
1
2 :[0,∞))×S(H˙ 12 :[0,∞))
= lim
n→∞
∥∥∥(eit∆φ1, e 12 it∆ψ1)∥∥∥
S(H˙
1
2 :[−t1n,∞))×S(H˙
1
2 :[−t1n,∞))
= 0
and
∥∥∥(eit∆Φ1n, e 12 it∆Ψ1n)∥∥∥
S(H˙
1
2 :[0,∞))×S(H˙ 12 :[0,∞))
≤ 14δsd for sufficiently large n ∈ N. These
formulas are in contradiction to Theorem 2.20. Hence, we have t1n = 0.∥∥(uc(·+ x1n, tn), vc(·+ x1n, tn))− (φ1, ψ1)∥∥H1×H1 = ∥∥(φn, ψn)− (φ1(· − x1n), ψ1(· − x1n))∥∥H1×H1
=
∥∥(Φ1n,Ψ1n)∥∥H1×H1
−→ 0 as n→∞.
Thus, {(uc(·−x(tn), tn), vc(·−x(tn), tn))} converges inH1×H1 and we set that (φ1, ψ1) ∈ H1×H1
denotes the limit. Then,
inf
x0∈R5
‖(uc(· − x0, tn), vc(· − x0, tn))− (φ1, φ2)‖H1×H1
≤ ‖(uc(· − x(tn), tn), vc(· − x(tn), tn))− (φ1, φ2)‖H1×H1 −→ 0 as n→∞.
Therefore, {(uc(· − x(t), t), vc(· − x(t), t))} is precompact. 
Lemma 5.13 (Precompactness of the flow implies uniform localization). Let (u, v) be the
solution to (NLS) such that
K = {(u(· − x(t), t), v(· − x(t), t)) : t ∈ [0,∞)}
is precompact in H1×H1. Then for each ε > 0, there exists R > 0 so that∫
|x+x(t)|>R
(|u(x, t)|2 + |v(x, t)|2 + |∇u(x, t)|2 + |∇v(x, t)|2 + |v(x, t)u(x, t)2|) dx ≤ ε
for all 0 ≤ t <∞.
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Proof. We will prove by contradiction.
We assume that there exists ε > 0 such that for any n ∈ N, there exists tn such that∫
|x+x(tn)|>n
(|u(x, tn)|2 + |v(x, tn)|2 + |∇u(x, tn)|2 + |∇v(x, tn)|2 + |v(x, tn)u(x, tn)2|) dx > ε.
(5.33)
By changing variables,∫
|x|>n
(|u(x− x(tn), tn)|2 + |v(x− x(tn), tn)|2 + |∇u(x− x(tn), tn)|2
+|∇v(x− x(tn), tn)|2 + |v(x− x(tn), tn)u(x− x(tn), tn)2|
)
dx > ε.
Since K is precompact, there exists (U, V ) ∈ H1×H1 such that
(u(· − x(tn), tn), v(· − x(tn), tn)) −→ (U, V ) as n→∞ in H1×H1.
by passing to a subsequence of {tn}. From (U, V ) ∈ H1×H1 →֒ L3×L3, we have
‖U‖L2(|x|>n) <
√
ε
2
√
5
, ‖V ‖L2(|x|>n) <
√
ε
2
√
5
, ‖∇U‖L2(|x|>n) <
√
ε
2
√
5
,
‖∇V ‖L2(|x|>n) <
√
ε
2
√
5
, ‖U‖L3(|x|>n) <
3
√
ε
2 3
√
5
, ‖V ‖L3(|x|>n) <
3
√
ε
2 3
√
5
.
by taking sufficiently large n. Also, since (u(· − x(tn), tn), v(· − x(tn), tn)) −→ (U, V ) as n →
∞ in H1×H1, if we take sufficiently large n, then
‖u(· − x(tn), tn)− U‖L2 <
√
ε
2
√
5
, ‖v(· − x(tn), tn)− V ‖L2 <
√
ε
2
√
5
,
‖∇(u(· − x(tn), tn)− U)‖L2 <
√
ε
2
√
5
, ‖∇(v(· − x(tn), tn)− V )‖L2 <
√
ε
2
√
5
,
‖u(· − x(tn), tn)− U‖L3 <
3
√
ε
2 3
√
5
, ‖v(· − x(tn), tn)− V ‖L3 <
3
√
ε
2 3
√
5
.
Thus,
‖u(·, tn)‖L2(|x+x(tn)|>n) = ‖u(· − x(tn), tn)‖L2(|x|>n)
≤ ‖u(· − x(tn), tn)− U‖L2 + ‖U‖L2(|x|>n)
<
√
ε
2
√
5
+
√
ε
2
√
5
=
√
ε√
5
,
‖∇u(·, tn)‖L2(|x+x(tn)|>n) = ‖∇u(· − x(tn), tn)‖L2(|x|>n)
≤ ‖∇(u(· − x(tn), tn)− U)‖L2 + ‖∇U‖L2(|x|>n)
<
√
ε
2
√
5
+
√
ε
2
√
5
=
√
ε√
5
,
∫
|x+x(tn)|>n
|v(x, t)u(x, t)2|dx
≤ ‖v(·, t)‖L3(|x+x(tn)|>n)‖u(·, t)‖2L3(|x+x(tn)|>n)
= ‖v(· − x(tn), t)‖L3(|x|>n)‖u(· − x(tn), t)‖2L3(|x|>n)
≤ (‖v(· − x(tn), t) − V ‖L3 + ‖V ‖L3(|x|>n)) (‖u(· − x(tn), t)− U‖L3 + ‖U‖L3(|x|>n))2
<
(
3
√
ε
2 3
√
5
+
3
√
ε
2 3
√
5
)(
3
√
ε
2 3
√
5
+
3
√
ε
2 3
√
5
)2
=
ε
5
.
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Therefore,∫
|x+x(tn)|>n
(|u(x, tn)|2 + |v(x, tn)|2 + |∇u(x, tn)|2 + |∇v(x, tn)|2 + |v(x, tn)u(x, tn)2|) dx ≤ ε.
Since this is in contradiction to (5.33), for any ε > 0, there exists R > 0 such that for any
0 ≤ t <∞,∫
|x+x(t)|>R
(|u(x, t)|2 + |v(x, t)|2 + |∇u(x, t)|2 + |∇v(x, t)|2 + |v(x, t)u(x, t)2|) dx ≤ ε.

Proposition 5.14. The solution (u, v) to (NLS) satisfies the following conservation law.
P˜ (u(t), v(t)) := Im
∫
R5
(∇uu+∇vv) dx = P˜ (u0, v0).
Proof. Applying Lemma 2.25 as χ(x) = xj for j ∈ {1, · · · , 5},
Im
d
dt
∫
R5
(uju+ vjv) dx = 0.
Thus,
Im
d
dt
∫
R5
(∇uu+∇vv) dx = 0
and we have
P˜ (u(t), v(t)) = Im
∫
R5
(∇uu+∇vv) dx = P˜ (u0, v0).

Proposition 5.15 (Galilean transformation). If (u, v) satisfies (NLS), then
(eix·ξ0e−it|ξ0|
2
u(x− 2ξ0t, t), e2ix·ξ0e−2it|ξ0|2v(x− 2ξ0t, t))
also satisfies (NLS).
Proof. Let (u, v) solve (NLS), and
(z, w) = (eix·ξ0e−it|ξ0|
2
u(x− 2ξ0t, t), e2ix·ξ0e−2it|ξ0|2v(x− 2ξ0t, t)).
We obtain the following formula by a direct calculation:
∂tz = −i|ξ0|2eix·ξ0e−it|ξ0|2u(x− 2ξ0t, t)
− 2eix·ξ0e−it|ξ0|2
5∑
j=1
ξ0,j(∂ju)(x− 2ξ0t, t) + eix·ξ0e−it|ξ0|2(∂tu)(x− 2ξ0t, t).
From
∂2j z = −ξ20,jeix·ξ0e−it|ξ0|
2
u(x− 2ξ0t, t)
+ 2iξ0,je
ix·ξ0e−it|ξ0|
2
(∂ju)(x− 2ξ0t, t) + eix·ξ0e−it|ξ0|2(∂2j u)(x− 2ξ0t, t),
we obtain
∆z = −|ξ0|2eix·ξ0e−it|ξ0|2u(x− 2ξ0t, t)
+ 2ieix·ξ0e−it|ξ0|
2
5∑
j=1
ξ0,j(∂ju)(x− 2ξ0t, t) + eix·ξ0e−it|ξ0|2(∆u)(x− 2ξ0t, t).
Thus,
i∂tz +∆z + 2wz = |ξ0|2eix·ξ0e−it|ξ0|2u(x− 2ξ0t, t)− 2ieix·ξ0e−it|ξ0|2
5∑
j=1
ξ0,j(∂ju)(x− 2ξ0t, t)
+ ieix·ξ0e−it|ξ0|
2
(∂tu)(x− 2ξ0t, t)− |ξ0|2eix·ξ0e−it|ξ0|2u(x− 2ξ0t, t)
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+ 2ieix·ξ0e−it|ξ0|
2
5∑
j=1
ξ0,j(∂ju)(x− 2ξ0t, t) + eix·ξ0e−it|ξ0|2(∆u)(x− 2ξ0t, t)
+ 2e2ix·ξ0e−2it|ξ0|
2
v(x− 2ξ0t, t)e−ix·ξ0eit|ξ0|2u(x− 2ξ0t, t) = 0,
and
i∂tw +
1
2
∆w + z2 = 2|ξ0|2e2ix·ξ0e−2it|ξ0|2v(x− 2ξ0t, t)− 2ie2ix·ξ0e−2it|ξ0|2
5∑
j=1
ξ0,j(∂jv)(x− 2ξ0t, t)
+ ie2ix·ξ0e−2it|ξ0|
2
(∂tv)(x− 2ξ0t, t)− 2|ξ0|2e2ix·ξ0e−2it|ξ0|2v(x− 2ξ0t, t)
+ 2ie2ix·ξ0e−2it|ξ0|
2
5∑
j=1
ξ0,j(∂jv)(x− 2ξ0t, t) + 1
2
e2ix·ξ0e−2it|ξ0|
2
(∆v)(x− 2ξ0t, t)
+ e2ix·ξ0e−2it|ξ0|
2
u(x− 2ξ0t, t)2 = 0.
Therefore, (z, w) solves (NLS). 
Proposition 5.16. Let (uc, vc) be the critical solution constructed in Proposition 5.7. Then
P˜ (uc, vc) = 0.
Proof. We assume P˜ (uc, vc) 6= 0. Let (zc, wc) = (eix·ξ0e−it|ξ0|2uc(x−2ξ0t, t), e2ix·ξ0e−2it|ξ0|2vc(x−
2ξ0t, t)). We obtain the following formula by a direct calculation:
‖zc‖2L2 = ‖uc‖2L2 , ‖wc‖2L2 = ‖vc‖2L2 .
‖∇zc‖2L2 =
5∑
j=1
‖∂jzc‖2L2
=
5∑
j=1
‖iξ0,jeix·ξ0e−it|ξ0|2uc(· − 2ξ0t, t) + eix·ξ0e−it|ξ0|2(∂juc)(· − 2ξ0t, t)‖2L2
=
5∑
j=1
|ξ0,j|2‖uc‖2L2 +
5∑
j=1
‖∂juc‖2L2 +
5∑
j=1
2Re(∂juc, iξ0,juc)L2
= |ξ0|2‖uc‖2L2 + ‖∇uc‖2L2 + 2Im
5∑
j=1
ξ0,j(∂juc, uc)L2 ,
‖∇wc‖2L2 =
5∑
j=1
‖∂jwc‖2L2
=
5∑
j=1
‖2iξ0,je2ix·ξ0e−2it|ξ0|2vc(· − 2ξ0t, t) + e2ix·ξ0e−2it|ξ0|2(∂jvc)(· − 2ξ0t, t)‖2L2
=
5∑
j=1
4|ξ0,j |2‖vc‖2L2 +
5∑
j=1
‖∂jvc‖2L2 +
5∑
j=1
4Re(∂jvc, iξ0,jvc)L2
= 4|ξ0|2‖vc‖2L2 + ‖∇vc‖2L2 + 4Im
5∑
j=1
ξ0,j(∂jvc, vc)L2 .
Thus,
K(zc, wc) = ‖∇zc‖2L2 +
1
2
‖∇wc‖2L2
= |ξ0|2(‖uc‖2L2 + 2‖vc‖2L2) + ‖∇uc‖2L2 +
1
2
‖∇vc‖2L2 + 2ξ0 · P˜ (uc, vc)
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= |ξ0|2M(uc, vc) + 2ξ0 · P˜ (uc, vc) +K(uc, vc),
and
P (zc, wc) = Re
∫
R5
wczc
2dx = Re
∫
R5
vcuc
2dx = P (uc, vc).
Therefore,
Iω(zc, wc) =
ω
2
M(zc, wc) +
1
2
K(zc, wc)− P (zc, wc)
=
ω
2
M(uc, vc) +
1
2
|ξ0|2M(uc, vc) + ξ0 · P˜ (uc, vc) + 1
2
K(uc, vc)− P (uc, vc)
= Iω(uc, vc) +
1
2
(
|ξ0|2M(uc, vc) + 2ξ0 · P˜ (uc, vc)
)
,
K20,8ω (zc, wc) = 8K(zc, wc)− 20P (zc, wc)
= 8|ξ0|2M(uc, vc) + 16ξ0 · P˜ (uc, vc) + 8K(uc, vc)− 20P (uc, vc)
= K20,8ω (uc, vc) + 8
(
|ξ0|2M(uc, vc) + 2ξ0 · P˜ (uc, vc)
)
.
Here, if we combine
|ξ0|2M(uc, vc) + 2ξ0 · P˜ (uc, vc) =M(uc, vc)
∣∣∣∣∣ξ0 + P˜ (uc, vc)M(uc, vc)
∣∣∣∣∣
2
− P˜ (uc, vc)
2
M(uc, vc)
and
0 < Iω(uc, vc) = I
c
ω , Kω(uc, vc) > 0,
then we can take ξ0 with
Iω(zc, wc) < I
c
ω , Kω(zc, wc) > 0.
On the other hand, we obtain ‖(zc, wc)‖
S(H˙
1
2 )×S(H˙ 12 ) = ∞ from ‖(uc, vc)‖S(H˙ 12 )×S(H˙ 12 ) = ∞.
However, this is in contradiction to the definition of Icω. Therefore, we have P˜ (uc, vc) = 0. 
Lemma 5.17. Let (u, v) be a solution to (NLS) defined on [0,∞) so that P˜ (u, v) = 0 and
K = {(u(· − x(t), t), v(· − x(t), t))} is precompact in H1×H1 for some continuous function x(·).
Then
x(t)
t
→ 0 as t→∞.
We prove this lemma by the argument of Fang-Xie-Cazenave [8].
Proof. We assume that we do not have Lemma 5.17. Then, there exist δ > 0 and a sequence
tn →∞ such that |x(tn)| ≥ δtn. Without loss of generality, we assume that x(0) = 0. We set
τn = inf{t ≥ 0 : |x(t)| ≥ |x(tn)|}.
Since 0 < τn ≤ tn and |x(τn)| = |x(tn)|, it follows that
τn →∞ as n→∞,
|x(t)| < |x(tn)| , 0 ≤ t < τn,
|x(τn)| ≥ δτn.
Let χ ∈ C∞0 (R5) be radial with
χ(r) =

1 (0 ≤ r ≤ 1),
smooth (1 ≤ r ≤ 2),
0 (2 ≤ r),
where r = |x|. Also, let χ satisfy |χ′(r)| ≤ 2 (r ≥ 0). We define χR(r) = χ( rR ) for R > 0. Then,
|χR(r)− 1|+ |r||χ′R(r)| ≤ 1{R≤r} + |r|
∣∣∣∣ 1Rχ′ ( rR)
∣∣∣∣ ≤ 1{R≤r} + 4 · 1{R≤r≤2R} ≤ 5 · 1{R≤r},
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where we define that a function 1A is 1A = 1 (x ∈ A) and 1A = 0 (x /∈ A) for a set A. Also,
|r||χR(r)| ≤ 2R.
We define
zR(t) =
∫
R5
xχR(|x|)
(|u(t, x)|2 + 2|v(t, x)|2) dx
for R > 0. By Lemma 2.25 (2.19), i-th component of z′R(t) for 1 ≤ i ≤ 5 is
2Im
∫
R5
∇(xiχR) · (∇uu+∇vv)dx = 2Im
5∑
j=1
∫
R5
∂j(xiχR) (uju+ vjv) dx
= 2Im
∫
R5
χR (uiu+ viv) dx+ 2Im
5∑
j=1
∫
R5
(
xiχ
′
R
xj
r
)
(uju+ vjv) dx
= 2Im
∫
R5
{
χR (uiu+ viv) +
(
xiχ
′
R
x
r
)
· (∇uu+∇vv)
}
dx.
Thus,
z′R(t) = 2Im
∫
R5
{
χR (∇uu+∇vv) + xχ
′
R
r
x · (∇uu+∇vv)
}
dx.
Since P˜ (u, v) = 0, it follows that
z′R(t) = 2Im
∫
R5
{
(χR − 1) (∇uu+∇vv) + xχ
′
R
r
x · (∇uu+∇vv)
}
dx.
Therefore,
|z′R(t)| ≤ 2
∫
R5
(|χR − 1|+ |r||χ′R|) (|∇u||u|+ |∇v||v|) dx
≤ 10
∫
{R≤|x|}
(|∇u||u|+ |∇v||v|) dx
≤ 5
∫
{R≤|x|}
(|∇u|2 + |u|2 + |∇v|2 + |v|2) dx.
On the other hand, by Lemma 5.13, there exists ρ > 0 such that for any 0 ≤ t <∞,∫
{|x+x(t)|>ρ}
(|∇u|2 + |u|2 + |∇v|2 + 2|v|2) dx ≤ δM(u, v)
10(1 + δ)
.
Let Rn = |x(τn)|+ ρ. Since for given 0 ≤ t ≤ τn and |x| > Rn,
|x+ x(t)| ≥ Rn − |x(t)| ≥ Rn − |x(τn)| = ρ,
we obtain
|z′Rn(t)| ≤ 5
∫
{|x+x(t)|>ρ}
(|∇u|2 + |u|2 + |∇v|2 + |v|2) dx ≤ δM(u, v)
2(1 + δ)
. (5.34)
for any n ∈ N and 0 ≤ t ≤ τn. Also, since Rn ≥ ρ and x(0) = 0,
|zRn(0)| ≤
∫
{|x|<ρ}
|x|χRn(|u0|2 + 2|v0|2)dx+
∫
{|x|>ρ}
|x|χRn(|u0|2 + 2|v0|2)dx
=
∫
{|x|<ρ}
|x|(|u0|2 + 2|v0|2)dx+
∫
{2Rn>|x+x(0)|>ρ}
|x|χRn(|u0|2 + 2|v0|2)dx
≤ ρM(u, v) + δM(u, v)
5(1 + δ)
Rn. (5.35)
Next, we estimate zRn(τn).
zRn(τn) =
∫
{|x+x(τn)|>ρ}
xχRn
(|u(τn, x)|2 + 2|v(τn, x)|2) dx
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+
∫
{|x+x(τn)|<ρ}
xχRn
(|u(τn, x)|2 + 2|v(τn, x)|2) dx
=: I + II.
We have
|I| ≤ δM(u, v)
5(1 + δ)
Rn.
If |x+ x(τn)| < ρ, then we have |x| ≤ |x+ x(τn)|+ |x(τn)| ≤ ρ+ |x(τn)| = Rn. Thus,
−II = −
∫
{|x+x(τn)|<ρ}
x
(|u(τn, x)|2 + 2|v(τn, x)|2) dx
= −
∫
{|x+x(τn)|<ρ}
(x+ x(τn))
(|u(τn, x)|2 + 2|v(τn, x)|2) dx
+ x(τn)
∫
{|x+x(τn)|<ρ}
(|u(τn, x)|2 + 2|v(τn, x)|2) dx
= x(τn)M(u, v) −
∫
{|x+x(τn)|<ρ}
(x+ x(τn))
(|u(τn, x)|2 + 2|v(τn, x)|2) dx
− x(τn)
∫
{|x+x(τn)|>ρ}
(|u(τn, x)|2 + 2|v(τn, x)|2) dx.
Hence,
|II| ≥ |x(τn)|M(u, v) − ρM(u, v) − δM(u, v)
10(1 + δ)
Rn.
Therefore,
|zRn(τn)| ≥ −|I|+ |II| ≥ |x(τn)|M(u, v) − ρM(u, v) −
3δM(u, v)
10(1 + δ)
Rn. (5.36)
Combining (5.34), (5.35), and (5.36),
δM(u, v)
2(1 + δ)
τn =
∫ τn
0
δM(u, v)
2(1 + δ)
dt ≥
∫ τn
0
|z′Rn(t)|dt ≥
∣∣∣∣∫ τn
0
z′Rn(t)dt
∣∣∣∣
≥ |zRn(τn)| − |zRn(0)| ≥ |x(τn)|M(u, v) − 2ρM(u, v) −
δM(u, v)
2(1 + δ)
Rn.
Substituting Rn = |x(τn)|+ ρ,
δM(u, v)
2(1 + δ)
τn ≥ |x(τn)|M(u, v) − 2ρM(u, v) − δM(u, v)
2(1 + δ)
(|x(τn)|+ ρ),
δ
2(1 + δ)
τn ≥ 2 + δ
2(1 + δ)
|x(τn)| − 4 + 5δ
2(1 + δ)
ρ,
δ
2 + δ
+
4 + 5δ
2 + δ
ρ
τn
≥ |x(τn)|
τn
.
Since 0 < τn ≤ tn and |x(τn)| = |x(tn)|,
δ
2 + δ
+
4 + 5δ
2 + δ
ρ
τn
≥ |x(tn)|
tn
.
We obtain 4+5δ2+δ
ρ
τn
≤ δ2 for sufficiently large n ∈ N by τn →∞ as n→∞. Also, since δ2+δ < δ2
by δ > 0, it follows that
|x(tn)|
tn
<
δ
2
+
δ
2
= δ.
This is in contradiction to |x(tn)| ≥ δtn. Therefore, Lemma 5.17 holds. 
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Lemma 5.18. Let (uc, vc) be the critical solution constructed in Proposition 5.7. Then, there
exists A > 0 such that
AM(uc, vc) ≤ K(uc, vc)
for any 0 ≤ t <∞.
Proof. We assume that Lemma 5.18 does not hold. Then, there exists a sequence {tn} such that
M(uc, vc) ≥ nK(uc(tn), vc(tn)).
Since M(uc, vc) > 0 is a constant,
K(uc(tn), vc(tn)) −→ 0 as n→∞.
By Proposition 5.12, we can pass to a subsequence {tn} so that
‖(uc(tn), vc(tn))‖H1×H1 −→ 0 as n→∞.
Therefore,
M(uc,0, vc,0) =M(uc(tn), vc(tn)) −→ 0 as n→∞.
However, this leads to contradiction with ‖(uc, vc)‖
S(H˙
1
2 )×S(H˙ 12 ) =∞. 
5.3. Rigidity.
Theorem 5.19 (Rigidity). Let (u0, v0) ∈ H1×H1 and (u, v) be the time-global solution to
(NLS) with initial data (u0, v0). Suppose
Iω(u0, v0) < Iω(φω, ψω) , K
20,8
ω (u0, v0) ≥ 0 , P˜ (u0, v0) = 0,
∃A > 0 such that 0 ≤∀t <∞, AM(u, v) ≤ K(u, v)
and there exists a continuous path x(t) such that
K = {(u(· − x(t), t), v(· − x(t), t)) : t ∈ [0,∞)}
is precompact in H1 ×H1. Then, (u0, v0) = (0, 0).
Proof. In the case K20,8ω (u0, v0) = 0, we have (u0, v0) = (0, 0) by the definition of µ
20,8
ω (=
Iω(φω, ψω)). Let K
20,8
ω (u0, v0) > 0. We assume that M(u, v) = ‖u‖2L2 + 2‖v‖2L2 > 0 and lead to
contradiction. By Lemma 5.17, for any η > 0, there exists T0 = T0(η) > 0 such that
|x(t)| ≤ ηt
for any t ≥ T0. Let χ ∈ C∞0 (R5) be radial with
χ(r) =

r2 (0 ≤ r ≤ 1),
smooth (1 ≤ r ≤ 3),
0 (3 ≤ r),
where r = |x|. Also, we assume that χ satisfies χ′′(r) ≤ 2 (r ≥ 0) and define χR(r) = R2χ( rR ).
We set I(t) =
∫
R5
χR
(|∇u|2 + 2|∇v|2) dx. Then,
I ′(t) = 2Im
∫
R5
χ′R
(
x · ∇u
r
u+
x · ∇v
r
v
)
dx = 2Im
∫
R5
Rχ′
( r
R
)(x · ∇u
r
u+
x · ∇v
r
v
)
dx
by Lemma 2.25 (2.21). Therefore,
|I ′(t)| ≤ 2R
∣∣∣∣∫
R5
χ′
( r
R
)(x · ∇u
r
u+
x · ∇v
r
v
)
dx
∣∣∣∣
≤ 2R
∫
|x|≤3R
∣∣∣χ′ ( r
R
)∣∣∣ (|∇u||u|+ |∇v||v|) dx
≤ cR
∫
|x|≤3R
(|∇u||u|+ |∇v||v|) dx
≤ cR
(
1
2
‖∇u‖2L2 +
1
2
‖u‖2L2 +
1
2
‖∇v‖2L2 +
1
2
‖v‖2L2
)
71
≤ cR (M(u, v) + 2Iω(φω, ψω) + 4E(u, v))
= c˜R
for any 0 ≤ t <∞. Also, applying Lemma 2.25 (2.22),
I ′′(t) =
∫
R5
{
1
r2
χ′′
( r
R
)
− R
r3
χ′
( r
R
)}(
4|x · ∇u|2 + 2|x · ∇v|2) dx
+
∫
R5
R
r
χ′
( r
R
) (
4|∇u|2 + 2|∇v|2) dx
−
∫
R5
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u|2 + 1
2
|v|2
)
dx
− 2Re
∫
R5
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)}
vu2dx.
Let
R1 =
∫
R5
{
1
r2
χ′′
( r
R
)
− R
r3
χ′
( r
R
)}(
4|x · ∇u|2 + 2|x · ∇v|2) dx+∫
R5
R
r
χ′
( r
R
) (
4|∇u|2 + 2|∇v|2) dx,
R2 = −
∫
R5
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u|2 + 1
2
|v|2
)
dx,
and
R3 = −2Re
∫
R5
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)}
vu2dx.
First, we estimate R1.
In the case 1
r2
χ′′
(
r
R
)− R
r3
χ′
(
r
R
) ≥ 0, we have R1 ≥ ∫R5 Rr χ′ ( rR) (4|∇u|2 + 2|∇v|2) dx.
In the case 1
r2
χ′′
(
r
R
)− R
r3
χ′
(
r
R
)
< 0, we have
R1 ≥
∫
R5
{
1
r2
χ′′
( r
R
)
− R
r3
χ′
( r
R
)}(
4r2|∇u|2 + 2r2|∇v|2) dx+ ∫
R5
R
r
χ′
( r
R
) (
4|∇u|2 + 2|∇v|2) dx
≥
∫
R5
χ′′
( r
R
) (
4|∇u|2 + 2|∇v|2) dx.
Combining these inequalities,
R1 ≥
∫
|x|≤R
(
8|∇u|2 + 4|∇v|2) dx− c∫
R≤|x|
(
4|∇u|2 + 2|∇v|2) dx.
Next, we estimate R2.
R2 = −
∫
R5
{
1
R2
χ(4)
( r
R
)
+
8
Rr
χ(3)
( r
R
)
+
8
r2
χ′′
( r
R
)
− 8R
r3
χ′
( r
R
)}(
|u|2 + 1
2
|v|2
)
dx
≥ − c
R2
∫
R≤|x|
(
|u|2 + 1
2
|v|2
)
dx.
Finally, we estimate R3.
R3 = −20Re
∫
|x|≤R
vu2dx− 2Re
∫
R≤|x|≤3R
{
χ′′
( r
R
)
+
4R
r
χ′
( r
R
)}
vu2dx
≥ −20Re
∫
|x|≤R
vu2dx− c
∫
R≤|x|
|vu2|dx.
Therefore,
I ′′(t) ≥
∫
|x|≤R
(
8|∇u|2 + 4|∇v|2) dx− c∫
R≤|x|
(
4|∇u|2 + 2|∇v|2) dx
− c
R2
∫
R≤|x|
(
|u|2 + 1
2
|v|2
)
dx− 20Re
∫
|x|≤R
vu2dx− c
∫
R≤|x|
|vu2|dx.
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Here, applying Lemma 3.1 and Lemma 5.18,∫
|x|≤R
(
8|∇u|2 + 4|∇v|2 − 20Re vu2) dx
=
∫
R5
(
8|∇u|2 + 4|∇v|2 − 20Re vu2) dx− ∫
R≤|x|
(
8|∇u|2 + 4|∇v|2 − 20Re vu2) dx
= K20,8ω (u, v) −
∫
R≤|x|
(
8|∇u|2 + 4|∇v|2 − 20Re vu2) dx
≥ min{Iω(φω, ψω)− Iω(u, v),K(u, v)} −
∫
R≤|x|
(
8|∇u|2 + 4|∇v|2 − 20Re vu2) dx
≥ min{Iω(φω, ψω)− Iω(u, v), cM(u, v)} −
∫
R≤|x|
(
8|∇u|2 + 4|∇v|2 − 20Re vu2) dx,
and hence it follows that
I ′′(t) ≥ min{Iω(φω, ψω)− Iω(u, v), cM(u, v)} − c
∫
R≤|x|
(
4|∇u|2 + 2|∇v|2) dx
− c
R2
∫
R≤|x|
(
|u|2 + 1
2
|v|2
)
dx− c
∫
R≤|x|
|vu2|dx
≥ min{Iω(φω, ψω)− Iω(u, v), cM(u, v)}
− c
∫
R≤|x|
(
4|∇u|2 + 2|∇v|2 + 1
R2
|u|2 + 1
2R2
|v|2 + |vu2|
)
dx.
By Lemma 5.13, there exists R0 > 1 such that
c
∫
R0≤|x+x(t)|
(
4|∇u|2 + 2|∇v|2 + |u|2 + 1
2
|v|2 + |vu2|
)
dx <
1
2
min{Iω(φω, ψω)−Iω(u, v), cM(u, v)}
for any 0 ≤ t < ∞. If we take R = R0 + sup
t∈[T0,T1]
|x(t)| > 1, then |x + x(t)| ≥ |x| − |x(t)| ≥
R− sup
[T0,T1]
|x(t)| = R0 for x with |x| > R and t ∈ [T0, T1], where T1 > T0 is chosen later. Thus,
c
∫
R≤|x|
(
4|∇u|2 + 2|∇v|2 + 1
R2
|u|2 + 1
2R2
|v|2 + |vu2|
)
dx
≤ c
∫
R≤|x|
(
4|∇u|2 + 2|∇v|2 + |u|2 + 1
2
|v|2 + |vu2|
)
dx
≤ c
∫
R0≤|x+x(t)|
(
4|∇u|2 + 2|∇v|2 + |u|2 + 1
2
|v|2 + |vu2|
)
dx
≤ 1
2
min{Iω(φω, ψω)− Iω(u, v), cM(u, v)}.
For such R > 1 and t ∈ [T0, T1], we have I ′′(t) ≥ 12 min{Iω(φω, ψω) − Iω(u, v), cM(u, v)}.
Integrating this inequality in [T0, T1],
1
2
min{Iω(φω, ψω)− Iω(u, v), cM(u, v)}(T1 − T0) ≤ I ′(T1)− I ′(T0)
≤ |I ′(T1)|+ |I ′(T0)|
≤ 2c˜R
= 2c˜
(
R0 + sup
t∈[T0,T1]
|x(t)|
)
≤ 2c˜ (R0 + T1η) .
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This inequality is contradiction if we take η > 0 sufficiently small and T1 > 0 sufficintly large
when M(u, v) > 0. Therefore, M(u, v) = 0, i.e. (u0, v0) = (0, 0). However, (u0, v0) does not
satisfy K20,8ω (u0, v0) > (0, 0). 
Finally, we prove the scattering part of Theorem 1.3.
Proof. We consider (uc, vc) constructed in Proposition 5.7. Then, (uc, vc) satisfies the assump-
tion of Theorem 5.19 by Proposition 5.7, Proposition 5.12, Proposition 5.16, and Lemma 5.18.
By applying Theorem 5.19, we have (uc,0, vc,0) = (0, 0). However, this leads to contradiction
with ‖(uc, vc)‖
S(H˙
1
2 )×S(H˙ 12 ) = ∞. Therefore, we have I
c
ω ≥ Iω(φω, ψω). By definition of Icω, if
Iω(u0, v0) < Iω(φω, ψω) and K
20,8
ω (u0, v0) > 0, then SC(u0, v0), i.e. ‖(u0, v0)‖
S(H˙
1
2 )×S(H˙ 12 ) <∞.
By applying Proposition 2.22, the scattering part of Theorem 1.3 holds. 
6. Appendix
Theorem 6.1 (Sharp Gagliardo–Nirenberg type inequality). It follows that
P (u, v) ≤ CGNM(u, v)
1
4K(u, v)
5
4
for any (u, v) ∈ H1×H1 and the best constant CGN is attained by the ground state, i.e.
CGN =
P (φω, ψω)
M(φω, ψω)
1
4K(φω, ψω)
5
4
.
Proof. Let φω = ω
αφ1(ω
β·), ψω = ωαψ1(ωβ·). We substitute these them into−∆φω + ωφω = 2ψωφω,−1
2
∆ψω + 2ωψω = φ
2
ω,
(gNLS)
then −ω
α+2β(∆φ1)(ω
β ·) + ωα+1φ1(ωβ·) = 2ω2αψ1(ωβ·)φ1(ωβ ·),
−1
2
ωα+2β(∆ψ1)(ω
β ·) + 2ωα+1ψ1(ωβ·) = ω2αφ1(ωβ ·)2.
Thus, α+ 2β = α+ 1 = 2α, i.e. α = 1, β = 12 .
Therefore,
M(φω, ψω) = ‖φω‖2L2 + 2‖ψω‖2L2 = ω−
1
2 ‖φ1‖2L2 + 2ω−
1
2 ‖ψ1‖2L2 = ω−
1
2M(φ1, ψ1),
K(φω, ψω) = ‖∇φω‖2L2 +
1
2
‖∇ψω‖2L2 = ω
1
2 ‖∇φ1‖2L2 +
1
2
ω
1
2 ‖∇ψ1‖2L2 = ω
1
2K(φ1, ψ1)
and
P (φω, ψω) = Re(ψω, φ
2
ω)L2 = ω
1
2Re(ψ1, φ
2
1)L2 = ω
1
2P (φ1, ψ1).
First, we will prove that 0 < CGN <∞. Using usual Gagliardo–Nirenberg inequality
‖u‖p+1
Lp+1
≤ cGN‖∇u‖
5(p−1)
2
L2
‖u‖2−
3(p−1)
2
L2
,
we have
P (u, v) ≤ ‖v‖L3‖u‖2L3
≤
(
c
1
3
GN‖∇v‖
5
6
L2
‖v‖
1
6
L2
)(
c
1
3
GN‖∇u‖
5
6
L2
‖u‖
1
6
L2
)2
≤ cGN
(√
2K(u, v)
1
2
) 5
6
(
1√
2
M(u, v)
1
2
) 1
6 (√
2K(u, v)
1
2
) 5
3
(
1√
2
M(u, v)
1
2
) 1
3
= 2cGNK(u, v)
5
4M(u, v)
1
4
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for any (u, v) ∈ H1×H1. Thus, we obtain CGN ≤ 2cGN < ∞ (see [13]). On the other hand,
applying Proposition 2.14, we have
CGN ≥ P (φω, ψω)
M(φω, ψω)
1
4K(φω, ψω)
5
4
=
2
5
5
4M(φ1, ψ1)
1
2
> 0.
Thus, we obtain 0 < CGN <∞.
When P (u, v) ≤ 0, the inequality holds. Thus, we assume that P (u, v) > 0. Next, we consider
minimizing problem
inf
(u,v)∈N
J(u, v) := inf
(u,v)∈N
M(u, v)
1
4K(u, v)
5
4
P (u, v)
,
where N = {(u, v) ∈ H1×H1 : P (u, v) > 0}. inf(u,v)∈N J(u, v) is clearly the reciprocal of the
best constant CGN . We set that uµ,λ(x) = µu(λx), vµ,λ(x) = µv(λx) for µ > 0, λ > 0. Then,
M(uµ,λ, vµ,λ) = µ
2λ−5M(u, v), K(uµ,λ, vµ,λ) = µ2λ−3K(u, v), P (uµ,λ, vµ,λ) = µ3λ−5P (u, v),
and hence
J(uµ,λ, vµ,λ) = J(u, v).
Let (u˜, v˜) attain the infimum of J(u, v). Since the functional J(u, v) is invariance for the above
scaling, we can assume that
M(u˜, v˜) = 1, K(u˜, v˜) = 1.
Because (u˜, v˜) is a critical point of J(u, v), it follows that
d
ds
J(u˜+ sφ, v˜ + sψ)
∣∣∣∣
s=0
= 0.
for any (φ,ψ) ∈ H1×H1. Thus,
0 =
d
ds
J(u˜+ sφ, v˜ + sψ)
∣∣∣∣
s=0
=
d
ds
M(u˜+ sφ, v˜ + sψ)
1
4K(u˜+ sφ, v˜ + sψ)
5
4
P (u˜+ sφ, v˜ + sψ)
∣∣∣∣∣
s=0
=
{
1
4M(u˜+ sφ, v˜ + sψ)
− 3
4K(u˜+ sφ, v˜ + sψ)
5
4
d
ds
M(u˜+ sφ, v˜ + sψ)
P (u˜+ sφ, v˜ + sψ)2
+54M(u˜+ sφ, v˜ + sψ)
1
4K(u˜+ sφ, v˜ + sψ)
1
4
d
ds
K(u˜+ sφ, v˜ + sψ)
}
P (u˜+ sφ, v˜ + sψ)
−M(u˜+ sφ, v˜ + sψ) 14K(u˜+ sφ, v˜ + sψ) 54 d
ds
P (u˜+ sφ, v˜ + sψ)
∣∣∣∣∣
s=0
.
Taking out the numerator and using (2.13), (2.14){
1
4
(
2
∫
R5
u˜φdx+ 4
∫
R5
v˜ψdx
)
+
5
4
(
2
∫
R5
∇u˜ · ∇φdx+
∫
R5
∇v˜ · ψdx
)}
CGN
−
∫
R5
(
u˜2ψ + 2u˜v˜φ
)
dx = 0.
Because (φ,ψ) ∈ H1×H1 is arbitrary, it follows that
1
2
∫
R5
u˜φdx+
5
2
∫
R5
∇u˜ · ∇φdx = 2
CGN
∫
R5
u˜v˜φdx,∫
R5
v˜ψdx+
5
4
∫
R5
∇v˜ · ∇ψdx = 1
CGN
∫
R5
u˜2ψdx.
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Therefore, (u˜, v˜) is a solution to the nonlinear elliptic system:
−5
2
∆u˜+
1
2
u˜ =
2
CGN
u˜v˜,
−5
4
∆v˜ + v˜ =
1
CGN
u˜2.
Here, we consider (˚u, v˚) with (˚uµ,λ, v˚µ,λ) = (u˜, v˜) for µ = CGN/2ω, λ = 1/
√
5ω. Substituting
(˚uµ,λ, v˚µ,λ) into the above nonlinear elliptic system, we obtain−∆u˚+ ωu˚ = 2u˚˚v,−1
2
∆v˚ + 2ωv˚ = u˚2.
Hence, (˚u, v˚) solves (gNLS). (gNLS) actually has solutions, so the infimum of J(u, v) is attained
by any solution to (gNLS). 
Remark 6.2. CGN is independent of ω > 0. Indeed,
CGN =
P (φω, ψω)
M(φω, ψω)
1
4K(φω, ψω)
5
4
=
ω
1
2P (φ1, ψ1)(
ω−
1
2M(φ1, ψ1)
) 1
4
(
ω
1
2K(φ1, ψ1)
) 5
4
=
P (φ1, ψ1)
M(φ1, ψ1)
1
4K(φ1, ψ1)
5
4
.
Proposition 6.3. The following statement holds.
(1) There exists ω > 0 such that Iω(u0, v0) < Iω(φω, ψω)
⇐⇒ M(u0, v0)E(u0, v0) < M(φ1, ψ1)E(φ1, ψ1).
(2) Let there exist ω > 0 such that Iω(u0, v0) < Iω(φω, ψω).
(1) K20,8ω (u0, v0) ≥ 0 ⇐⇒ M(u0, v0)K(u0, v0) < M(φ1, ψ1)K(φ1, ψ1).
(2) K20,8ω (u0, v0) < 0 ⇐⇒ M(u0, v0)K(u0, v0) > M(φ1, ψ1)K(φ1, ψ1).
Proof.
Iω(φω, ψω) =
ω
2
M(φω, ψω) +
1
2
E(φω, ψω)
=
ω
2
M(φω, ψω) +
1
2
(K(φω, ψω)− 2P (φω, ψω))
=
ω
1
2
2
M(φ1, ψ1) +
1
2
(
ω
1
2K(φ1, ψ1)− 2ω
1
2P (φ1, ψ1)
)
= ω
1
2 I1(φ1, ψ1).
Hence, the condition Iω(u0, v0) < Iω(φω, ψω) is equivalent to Iω(u0, v0) < ω
1
2 I1(φ1, ψ1).
Here, we set f(ω) = ω
1
2 I1(φ1, ψ1)− Iω(u0, v0) = ω
1
2 I1(φ1, ψ1)− ω
2
M(u0, v0)− 1
2
E(u0, v0). Then,
we have
f ′(ω) =
1
2
ω−
1
2 I1(φ1, ψ1)− 1
2
M(u0, v0). Solving f
′(ω0) = 0, we obtain ω0 =
(
I1(φ1, ψ1)
M(u0, v0)
)2
> 0.
Therefore, if there exists ω > 0 such that Iω(u0, v0) < Iω(φω, ψω), then f(ω0) > 0 holds.
f(ω0) =ω
1
2
0 I1(φ1, ψ1)−
ω0
2
M(u0, v0)− 1
2
E(u0, v0)
=
I1(φ1, ψ1)
2
M(u0, v0)
− 1
2
· I1(φ1, ψ1)
2
M(u0, v0)
− 1
2
E(u0, v0)
=
1
2
· I1(φ1, ψ1)
2
M(u0, v0)
− 1
2
E(u0, v0) > 0,
i.e. I1(φ1, ψ1)
2 > M(u0, v0)E(u0, v0). Using Proposition 2.14,
I1(φ1, ψ1) =
1
2
M(φ1, ψ1) +
1
2
E(φ1, ψ1)
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=
1
2
M(φ1, ψ1) +
1
2
K(φ1, ψ1)− P (φ1, ψ1)
=
1
2
M(φ1, ψ1) +
5
2
M(φ1, ψ1)− 2M(φ1, ψ1)
=M(φ1, ψ1),
and hence it follows that I1(φ1, ψ1)
2 =M(φ1, ψ1)
2 =M(φ1, ψ1)E(φ1, ψ1).
Thus, we obtain M(φ1, ψ1)E(φ1, ψ1) > M(u0, v0)E(u0, v0) and complete proof of Proposition
6.3 (1).
Next, we will prove that M(u0, v0)K(u0, v0) 6= M(φ1, ψ1)K(φ1, ψ1) under the assumption of
Proposition 6.3 (2). Applying Theorem 6.1,
M(u0, v0)E(u0, v0) =M(u0, v0)(K(u0, v0)− 2P (u0, v0))
≥M(u0, v0)
(
K(u0, v0)− 2CGNM(u0, v0)
1
4K(u0, v0)
5
4
)
=M(u0, v0)K(u0, v0)− 2CGNM(u0, v0) 54K(u0, v0) 54 .
Here, we define a function f(x) = x− 2CGNx 54 . Then, f ′(x) = 1− 52CGNx
1
4 . Solving f ′(x) = 0,
we obtain x0 = 0 and x1 = (
2
5CGN
)4 = M(φ1, ψ1)K(φ1, ψ1). Thus, the graph of f has a
local minimum at x0 and a local maximum at x1. Also, f(x1) =
1
5M(φ1, ψ1)K(φ1, ψ1) =
M(φ1, ψ1)E(φ1, ψ1). Combining these facts, the assumption of Proposition 6.3 (2) and the result
of Proposition 6.3 (1), we haveM(u0, v0)K(u0, v0) 6=M(φ1, ψ1)K(φ1, ψ1). LetK20,8ω (u0, v0) < 0.
Applying Theorem 6.1,
8K(u0, v0)− 20CGNM(u0, v0)
1
4K(u0, v0)
5
4 ≤ 8K(u0, v0)− 20P (u0, v0)
= K20,8ω (u0, v0)8K(u0, v0)− 20P (u0, v0) < 0,
i.e.
M(u0, v0)K(u0, v0) >
(
2
5
· 1
CGN
)4
=
(
2
5
)4
· M(φ1, ψ1)K(φ1, ψ1)
5
P (φ1, ψ1)4
=M(φ1, ψ1)K(φ1, ψ1).
Let K20,8ω (u0, v0) ≥ 0. Since
2
√
ω
2
M(u0, v0)
1
10
K(u0, v0) ≤ ω
2
M(u0, v0) +
1
10
K(u0, v0)
≤ ω
2
M(u0, v0) +
1
10
K(u0, v0) +
1
20
K20,8ω (u0, v0)
=
ω
2
M(u0, v0) +
1
2
E(u0, v0)
= Iω(u0, v0) < Iω(φω, ψω) = ω
1
2 I1(φ1, ψ1),
we have
M(u0, v0)K(u0, v0) < 5I1(φ1, ψ1)
2 = 5M(φ1, ψ1)
2 =M(φ1, ψ1)K(φ1, ψ1).
Combining contraposition of these results and M(u, v)K(u, v) 6= M(φ1, ψ1)K(φ1, ψ1), we com-
plete the proof of Proposition 6.3 (2). 
Corollary 6.4. Let (u0, v0) ∈ H1×H1 and (u, v) be the solution to (NLS) with a initial data
(u0, v0). Moreover, we assume that M(u0, v0)E(u0, v0) < M(φ1, ψ1)E(φ1, ψ1).
(1). IfM(u0, v0)K(u0, v0) < M(φ1, ψ1)K(φ1, ψ1), thenM(u, v)K(u, v) < M(φ1, ψ1)K(φ1, ψ1)
for any t ∈ R.
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(2). IfM(u0, v0)K(u0, v0) > M(φ1, ψ1)K(φ1, ψ1), thenM(u, v)K(u, v) > M(φ1, ψ1)K(φ1, ψ1)
for any t ∈ (T∗, T ∗).
Proof. Considering the graph of f of the proof for Proposition 6.3, this corollary holds. 
Proposition 6.5. Let (u, v) ∈ H1×H1 \ {(0, 0)}. If (u, v) satisfies E(u, v) ≤ 0, then
Iω(u, v) < Iω(φω, ψω) and K
20,8
ω (u, v) < 0.
Proof. By the assumption E(u, v) ≤ 0,
M(u, v)E(u, v) ≤ 0 < M(φ1, ψ1)E(φ1, ψ1).
Applying Proposition 6.3 (1), it follows that there exists ω > 0 such that
Iω(u, v) < Iω(φω, ψω).
Also, by the assumption E(u, v) ≤ 0, we obtain K(u, v) ≤ 2P (u, v), and hence
K20,8ω (u, v) = 8K(u, v)− 20P (u, v) ≤ −2K(u, v) ≤ 0.
Here, K20,8ω (u, v) 6= 0 by Iω(u, v) < Iω(φω, ψω). Therefore, we have K20,8ω (u, v) < 0. 
Corollary 6.6. Let (u0, v0) ∈ H1×H1 \ {(0, 0)} and (u, v) be the solution to (NLS) with a
initial data (u0, v0). If (xu0, xv0) ∈ L2×L2 and E(u0, v0) ≤ 0, then the solution (u, v) blows up.
Proof. Combinig Theorem 3.2 and Proposition 6.5, this corollary holds. 
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