We establish that the image of a measure, which satisfies a certain energy condition, moving under a standard isotropic Brownian flow will, when properly scaled, have an asymptotically normal distribution under almost every realization of the flow. We derive the same result for an initial point mass moved by an isotropic Kraichnan flow.
Introduction
A general problem in fluid dynamics is to describe the behavior of a body of passive tracers being carried by a random current or turbulent action of a fluid. Real world examples of a body of passive tracers would be an oil slick on the surface of the ocean or a mass of plankton, both of which would be dispersed in some way by the random current of the ocean. Since turbulent actions are approximated by stochastic flows, a reasonable approach is to consider how a body of passive tracers behaves under stochastic flows. As is usually the case, the advantage of the model using stochastic flows over that of random currents lies in the availability of the powerful tools of stochastic differential equations. The objective of this paper is to establish an a.s. Central Limit Theorem for the asymptotic distribution of a body of passive tracers carried by some canonical stochastic flows. In more precise terms, we establish an a.s. Central Limit Theorem for the flow of transition probabilities defined by the Kraichnan model of isotropic flows as well as for the more 'traditional' isotropic Brownian flows on R d . See [3, 4, 6, 1] and [7] for related work on these flows.
We describe now the results of [3] which inspired our interest in this problem. Consider smooth, divergence free vector fields {V k : k = 0, 1, 2, . . . , m} on a smooth compact manifold M. Let B = (B 1 , B 2 , . . . , B m ) be an m-dimensional Brownian motion. Some additional hypoellipticity and nondegeneracy conditions need to be imposed here but we shall not go into the details. Consider the flow generated by the SDE dφ t (x) = m k=1 V k (φ t (x))∂ B k (t) + V 0 (φ t (x))dt, φ 0 (x) = x.
(1) Let A t be a centered additive functional of this flow. Finally take a measure ν on M with finite energy as measured by a singular kernel similar to the Green function. If
A t √ t ∈ K then ν t converges weakly to a nondegenerate centered Gaussian measure. We consider a counterpart for a measure on passive tracers carried by measure preserving isotropic Brownian and measure preserving isotropic Kraichnan flows on R d . In these cases, we will show that the analogous result can be proved rapidly. After our work was completed we learned of a recent result of Dimitroff and Scheutzow [2] , in which they establish weak convergence to the normal distribution in probability, as opposed to almost surely. Their result requires weaker assumption on the initial measure.
Kraichnan flows
Let us first recall some basic features of measure preserving (Lebesgue measure) isotropic Brownian flows. The starting point is an isotropic covariance function C i j (x, y) = C i j (x − y) for x, y ∈ R d , i, j ∈ {1, 2, . . . , d}. Isotropy in this context means that for any U ∈ O(d) and
The structure of the covariance functions associated to measure preserving isotropic flows has been known at least since [8] . Following the development in [6] , one has for z ∈ R d
The functions B L and B N depend on a spectral measure F
and
where ω is normalized Lebesgue measure on S d−1 and F is a finite positive measure on R + . Set B = B L (0) = B N (0) = 1 for the sake of simplification. A covariance may be viewed as a map
For any ξ = (x, u), the covariance C generates a vector field C ξ which is specified by
where η = (y, v) ∈ T * R d . Take H 0 to be the vector space generated by the vector fields C ξ endowed with the inner product
and associated norm . Denote by H, which is in fact a space of continuous vector fields, the separable completion of H 0 with respect to . This gives a separable Hilbert space (H, ) .
Taking an orthonormal basis, {e k } k≥1 , for H, the covariance can be written
We will use the notation ∂ e k to denote the directional derivative in the direction e k . The covariance induces a Brownian motion on vector fields,
, which is centered and satisfies
This vector field may be expressed
where the field {B k : k ∈ {0, 1, 2, . . . .}} is composed of iid standard, one-dimensional Brownian motions defined on a probability space (Ω , F, P) .
Associated to the covariance C and the Brownian field {W t (x) : t ≥ 0, x ∈ R d } is a flow of transition kernels induced by Markovian operators acting on L 2 (R d ), S s,t , which satisfy, according to [7] ,
For all s < u < t and x ∈ R d , P − a.s., S s,t = S u,t • S s,u .
• independent increments: For all t 1 < t 2 < · · · < t n the kernels {S t i ,t i+1 : 1 ≤ i ≤ n − 1} are independent.
• stationarity in time: For all s ≤ t, the law of S s,t depends only on t − s.
• solves an SDE:
Another useful formulation for the flow of transition kernels is by means of the Clark-Ocone formula. Let P t denote the semigroup generated by the standard heat kernel on R d and f ∈ L 2 (R d ). The Clark-Ocone formula satisfied by S 0,t f reads
Our proof of the a.s. Central Limit Theorem rests on the realization that the "normal" part of the distribution already appears in the Clark-Ocone formula in the form of P t f and that the noise term k t 0 S 0.s (∂ e k P t−s f )dB k s tends to 0 after the usual Central Limit Theorem scaling by
, which gives the semigroup for the two point motion obtained by 'sampling' two points from the Markov transition kernel S 0,t . This is a Markov semigroup with infinitesimal generator on C 2 functions given by
Denote the two point motion by (X t , Y t ). The two point motion induces a distance process d t = X t − Y t which, due to isotropy, is a diffusion. We will use Π to denote the semigroup of the distance process;
In order to get a flow of nontrivial kernels, we have to assume that 0 is a regular entrance boundary for the distance process and that this process is not absorbed at 0. This is referred to as the "diffusive without hitting" case in [7] . To be precise, this is the property that
The infinitesimal generator of the semigroup of the distance process, Π t , restricted to C 2 functions can be written
with
We shall be interested in a subclass of the isotropic "diffusive without hitting flows" called the Sobolev flows. These are obtained as follows (see [7] .) Given constants b > 0, m > 0 and 0 < α < 2, set
This choice of F results in a covariance C defined as in (2) with Fourier transform given bŷ
We are restricting our attention to the measure preserving case as our results on the a.s. Central Limit Theorem require the measure preserving assumption. Citing the results in [7] , we will be interested in the cases d ≥ 3, which guarantees that the flow of kernels is diffusive without hitting. It also gives sufficient decay in the correlator C to make the proof work. Notice that
and recall that we normalize so that B = 1 for simplicity. It was shown in [7] that there is an α 1 such that
Moreover, the following asymptotic formulas hold:
Let us denote
which is the (random) distribution at time t under the action of the flow of an initial point mass at the origin at time 0. Our main interest is in the behavior of the measure ν t as t → ∞. One expects, and indeed it is true, that the limit, under proper scaling, should asymptotically be a normal distribution on R d for almost every realization of the background noise {B k : k ∈ {0, 1, 2, . . . .}}.
. Then the weak convergence
Before giving the proof of Theorem 1, we need a lemma on the decay rate of the covariance C. We denote C(x) = max |C i,j (x)|.
Lemma 2. For any d ≥ 3 there is a positive constant c d such that
. We can then writê
From this it follows that
and that
By (13) and (14) for d ≥ 5, one obtains by Plancherel and (10),
Since C i j (x) is a decreasing function of x , we obtain that
This implies that for some constant c 0 ,
But then, for n ≤ x ≤ n + 1, 
For dimension d = 3, the Bessel functions appearing above are (see Watson [9] page 54 where formulas are given for all half-integer indexed Bessel functions)
Substituting in (16) and (17) gives in the case d = 3, and using the bound
This gives the result in d = 3. An entirely analogous proof works in d = 4.
We now give the proof of Theorem 1.
). We note the easy fact that P t f t (0) = γ d ( f ) so we need to prove lim t→∞ ν t ( f t ) = P t f t (0), a.s.. By Ocone's formula
where
In order to use a comparison theorem to dominate Π s we perform a change of scale for the distance process of the two point motion by setting φ(x) = 
One notes that φ(r ) ∼ c
On the other hand, B L goes to zero so that φ(r ) ∼ r, r → ∞. Also, for small r
This implies that
with some positive constant c. We introduce a lemma which shows that the y diffusion has a positive drift.
Lemma 3. For all r > 0,
Proof. By definition,
and σ (r ) > 0. Moreover, using the identity from [6] (d − 1)
it follows that
But integrating by parts and using sin(rρ sin θ ) cos(θ ) = 1 rρ
we get
(1 − cos(rρ sin θ ))
Remark One can show that when d = 2,
where J 0 is the Bessel function of order 0. Returning now to the proof of Theorem 1, we note that φ(r ) ∼ cr 
which is a decreasing function of y. By a standard comparison argument we have by Lemma 3 that y t ≥ |b t | where b t is a one-dimensional Brownian motion. Thus, for any nonnegative, decreasing function f, Π s f • φ(x) ≤ P s f (x), where P s is the one-dimensional Brownian semigroup. Consequently,
2s dρ ds
Similarly,
Consider now the sequence t n = n 3 . Then we see from (20) and (25) that
Now, for the purpose of controlling the oscillations between n 3 and (n + 1) 3 , set
By (41),
This implies that
n ≤ A n + B n + C n where
Since f ∈ C 2 c , there is a constant M such that for all y ∈ R d ,
Also, by our choice of t n ,
Thus, from (28), (31) and (32), we have
Similarly, since f ∈ C 2 c , there is a constant M such that
and so
Finally, by Doob's inequality,
We will thus have established a.s. convergence once we have shown
Using (26),
The proof is complete.
Isotropic flows
We now turn our attention to the standard, Lebesgue measure preserving, isotropic Brownian flows studied in [6] and [1] . In contrast to the Kraichnan flows dealt with previously, these flows are generated by Brownian vector fields with smoother correlations. For the standard isotropic Brownian flows, we assume we are given a measures F with finite moments of order up to two, ∞ 0 ρ 2 F(dρ) < ∞ and such that F({0}) = 0. As at (3) and (4) we define for r > 0, and for ω the normalized Lebesgue measure on the unit sphere
Then the general isotropic covariance associated to measure preserving flows has the form
we consider a Brownian vector field {W t (x) : x ∈ R d } with correlations given by
Then, in contrast to the case of Kraichnan flows, we get a flow of diffeomorphisms by means of strong solutions of the SDE
To connect with the notation of the Kraichnan flows we note that the flow of transition kernels is now given by
Once again we have all of the previous properties,
• cocycle property: For all s < u < t and x ∈ R d , P − a.s., S s,t = S u,t • S s,u .
In addition, the Clark-Ocone formula still holds
The flow Φ s,t has Lyapunov exponents,
We will need an estimate of the decay rate of C at infinity. For this we use that
Then by the definition of B L and B N at (37) this gives
Using the bounds from (5.16.1) in [5] 
it follows readily that
From (38) and (47) we conclude that Lemma 2 holds for C as given in (38). That is,
We also note that
which gives
Let us now examine the case r → 0. Here we have, recalling the normalization
Note that
and for d ≥ 3,
In this case, we have the following result.
Theorem 4. Assume d ≥ 3 and that ν is a probability measure on R d which satisfies the energy condition:
x−y <1
Set ν t (A) = ν({x : φ 0,t (x) ∈ √ t A}). Then we have the weak convergence
where γ d is the standard normal distribution on R d .
). Then observe that f t dν t = S 0,t f t dν. Next
So to prove the theorem it suffices to show
For this, by the Clark-Ocone formula,
As in the case of Kraichnan flows, the behavior of the distance process becomes more transparent after a change of scale. Recall that the generator of the distance process is given by
Next we perform a change of scale by setting u = φ(r ) which gives that
Choosing
and the generator of the process u t = φ(r t ) takes the form
For the sake of using a comparison theorem we need to examine the asymptotics of the drift coefficient of the diffusion u t as u → −∞ and as u → ∞. First observe that
In view of (47) and (50) it holds that
This implies
Consequently, for some p ∈ (0, 1) with p near 1, there is a u p such that
By a translation of φ which does not affect the above asymptotics, we may assume that u p = 0 and write c 0 = p
. Thus, we define the process
Then by elementary comparison argument,
Thus, by (48), we conclude
where the value of c may change from line to line. Finally, define the stopping time
The expression in the last line of (56) is bounded from above as follows (where we simplify the notation by writing a = φ( x − y ):
By a simple Girsanov transformation, starting from a < 0, which corresponds to x − y < 1,
where µ a (T 0 ∈ dτ ) is the distribution of the hitting time to 0 of one-dimensional Brownian motion starting at a. For the first term, we can bound by
This goes to 0 as t → ∞ since x−y <φ −1 (0) x − y This estimate allows us to proceed as in the proof of Theorem 1 starting from (26) and prove the a.s. convergence exactly in the same way as before.
