Abstract-We propose a new approach for static translinear network synthesis. We model the network topology in terms of graph theory, leading to a catalog of valid translinear networks. The catalog serves as a synthesis tool for circuits with given desired input-output behavior. Methods from algebraic geometry and computer algebra are used to match the desired behavior with the models from the catalog, turning our approach into a powerful synthesis tool for analog circuits. The strategy is applied successfully to new circuits for industrial use.
technical advantages like high functional density, low supply voltage and insensitivity to temperature.
This unique profile is the reason that translinear networks are considered as the key to systematic synthesis methods for nonlinear circuits.
We propose the usage of a computer-generated catalog of translinear network topologies as a synthesis tool. The idea to compile such a catalog has grown from the observation that on the one hand, the topology of a translinear network must satisfy strong constraints which severely limit the number of "admissible" topologies, in particular for networks with few transistors, and, on the other hand, the topology of a translinear network already fixes its essential behavior, at least for static networks, because the so-called translinear principle requires the continuous parameters of all transistors to be the same. Even though the admissible topologies are heavily restricted, it is of course a highly nontrivial task to compile such a catalog. Combinatorial techniques have been adapted to undertake this task [1] .
A synthetic catalog of network topologies has been used by circuit designers in a different context: Lists of VCCS topologies for CMOS circuits have been compiled by Klumperink, Schmitz, and others [5] - [8] . However, this paper provides the first approach to translinear network synthesis. Moreover, it does not only lay the theoretical foundations but the proposed algorithms have been implemented and proven effective in an industrial design process.
In a catalog of translinear network topologies, symbolic prototype network equations can be stored along with each topology. When a circuit with a specified behavior is to be designed, one can search the catalog for a network whose input-output behavior can be matched with the desired behavior.
In this context, two algebraic problems arise. First, to set up a meaningful equation for a network in the catalog, an elimination of internal variables must be performed. The result is one polynomial describing the input-output behavior. Second, to test whether this polynomial equation and a specified equation of desired behavior can be "matched," a system of polynomial equations must be solved, where the solutions are restricted to a finite set of integers. Sophisticated algorithms from computer algebra are applied in both cases to perform the symbolic computations, for which we used the computer algebra system SINGULAR [2] .
All mentioned algorithmic methods have been implemented and successfully applied to actual design problems at Analog Microelectronics GmbH (AMG), Mainz, Germany. This paper is organized as follows. Section II gives a review of the so-called translinear principle, the functional principle of translinear circuits. Section III then gives an analysis of their topology and develops some abstract notions in order to model the topology in terms of graph theory. This modeling is the heart of the new synthesis approach, since it gives the exact specification of the catalog. Section IV gives an overview on the data stored in the catalog. Section V is about the structure of the equations describing a translinear network's behavior, and the first algebraic problem mentioned above, namely the elimination of collector currents from these equations to produce a compact input-output description of the behavior. The second algebraic problem and some other issues concerning the search in the catalog for a network with a particular behavior are discussed in Section VI. Section VII reports about the successful application of the developed synthesis methodology in the design of a new humidity sensor system of AMG. Finally, we mention some open problems and make suggestions for further research.
II. THE TRANSLINEAR PRINCIPLE
This section gives a review of the so-called translinear principle, the functional principle of translinear circuits. It has been formulated and given its name by Gilbert in 1975 [3] .
A. Translinear Device Model
The translinear principle relies on an exponential voltage-to-current relationship of certain microelectronic devices. The original "translinear device" is the bipolar NPN transistor, other devices with valid exponential models are diodes, PNP transistors, and MOS transistors operating in weak inversion [9] . Recently, an emulation of a bipolar transistor has been proposed [10] , where a subnetwork structure of three CMOS transistors and one diode shows the necessary exponential behavior.
In our circuit diagrams, we will use the symbol of a bipolar NPN transistor, shown in Fig. 1 , to represent an abstract "translinear device," and we will simply use the term "transistor" for such an abstract device. It follows from the above that several different silicon implementations of a "transistor" are possible.
The ideal exponential model of a transistor is given by the equation (1) saying that its collector current (the current from collector to emitter) is exponentially dependent on the base voltage (the voltage between base and emitter). In this model, and are device-and operation-dependent parameters called saturation current and thermal voltage, respectively. It is assumed that and . We usually make the additional model assumption that the base current (the current from base to emitter) of a transistor is zero.
B. Translinear Loops
The key structures of translinear networks are so-called translinear loops. We call a loop of the network digraph a translinear loop if it satisfies the following three properties:
• consists exclusively of base-emitter branches of transistors; • all transistors involved share the same pair of parameters;
• consists of as many forward branches as backward branches (remember that we regard the branches to point "from base to emitter"). Fig. 2 shows two examples for a translinear loop.
The interesting property of translinear loops is that, due to the exponential transistor model, we can deduce a multiplicative relation of collector currents from Kirchhoff's voltage law (KVL): Denote the base voltages of the transistors in -forward orientation by , the base voltages of the transistors in -backward orientation by . Then KVL for reads
Taking advantage of the common parameters, we deduce and multiplication by yields Considering the model (1), this means exactly (2) where and denote the collector currents of the transistors whose base-emitter branches are -forward or -backward, respectively.
Remark 1: Note that and do not occur any more in (2) . This means that the relation between the collector currents holds independently of these parameters, provided they are indeed common. One nice effect of this is that translinear networks are essentially temperature-insensitive.
Example 1: The loop indicated by thick lines in Fig. 3 is a translinear one, being made up of the base-emitter branches of transistors . (We assume that and coincide for the four transistors.) Application of the translinear principle yields 2 (3) 2 Here we simply denote the collector current of a transistor Q by I . We will stick to this convention in the following examples, as well. Now remember our assumption that base currents are zero. Taking this into account, Kirchhoff's current law for means that . Similarly for : , and for : . Thus, we can substitute the collector currents in (3) by and : so (since , being a collector current, must be positive). That means, the network "computes" the geometric mean of the two inputs. that is, the network shows a frequency doubling behavior for these inputs.
C. Motivation for a Catalog of Topologies
The following properties of static translinear (STL) networks can be observed from the examples of the preceding subsection.
• STL networks can be described in terms of currents by systems of polynomial equations, consisting of the translinear loop (2) and the node equations.
• In such a system, no continuous parameters occur. This is due to the fact that and vanish from the equations as soon as the STL principle is applied.
• The topology of translinear networks satisfies strong constraints. One of these constraints is the condition that the number of forward and backward branches in a translinear loop must be the same. Another constraint concerns the connection of collectors; it will be considered in Section III-B. The second property means that the behavior of a STL network is already fixed by the network topology. In particular, there is only a finite number of different STL networks when the number of transistors is bounded! Together with the third property, which says that the number is not only finite but also "not too large," this observation led to the idea of computing a complete catalog of "small" STL networks. If along with each network appropriate equations are stored, such a catalog can serve as a design tool in an obvious way: When the designer is in search for a circuit with a given desired behavior, she or he can simply run through the catalog to find a network whose equations match that behavior.
III. THE TOPOLOGY OF TRANSLINEAR NETWORKS
In this section, we develop a rigorous theory of translinear networks in terms of graph theory. It will be the basic mathematical model of a translinear circuit's topology and consists essentially of a strict formulation of the constraints which the topology of translinear networks has to obey. Although these constraints have been known before (their identification is due to Seevinck [12] ), their translation into mathematics is new.
The precise mathematical formulation is necessary for the specification of the combinatorial task of compiling complete lists of topologies, which make up the desired catalog. 
A. Translinear Digraphs
Translinear directed graphs, or translinear digraphs, are the mathematical objects that are used to represent the core structure of a translinear network, the structure consisting of the translinear loops. For the standard notions from graph theory we refer to [13] .
Definition 1: A translinear digraph is a directed multigraph satisfying the following properties: 1) every loop of has as many forward branches as backward branches; 2) is biconnected, i.e., is connected and remains so after the removal of any node. One should think of a translinear digraph as the digraph formed by the base-emitter branches of a translinear network, that is, the branches of are in 1-to-1 correspondence with the transistors of the network and for each branch tail corresponds to the base node and head to the emitter node of the respective transistor.
See Fig. 5 for an example of a translinear digraph. Condition 1 in Definition 1 obviously reflects the main requirement on translinear loops as presented in Section II. The reason for including Condition 2 into the definition is that the loops of different biconnected components of the base-emitter digraph are decoupled, so we can consider the corresponding subnetworks separately.
The concept of a translinear digraph as the core of a translinear network was introduced by Seevinck [12] , although he concentrated on undirected graphs. 3 (Seevinck' s definition differs from the one given here in some more respects.)
It turns out that Condition 1 of Definition 1 has a nice reformulation, as expressed by the following theorem.
Theorem 1: Let be a digraph. The following two statements are equivalent:
1) every loop of has as many forward arcs as backward arcs; 2) there exists a map such that head (Here and in the following, , respectively , denotes the set of vertices, respectively edges, of .)
The proof of Theorem 1 is not complicated; see [1] for the details. It is clear that if a map as in the second statement of Theorem 1 exists, so does a map that fulfills the same condition as well as the additional property (6) (Simply define .) The nodes can then be partitioned into "levels" or "layers," such that a branch always points from one layer to the next lower layer:
where and . This is illustrated in Fig. 6 . , and . For a connected digraph, the additional property (6) makes unique.
Definition 2: Let be a connected layered digraph. For a node , we call the integer the rank of , and also denote it by . In other words, the rank of a node is the index of the layer it belongs to.
What is crucial about the layers of the translinear digraph of a network is that the rank of a node corresponds nicely to a certain range of the electric potential the node will have in an actual circuit. This is because the voltage drop along a base-emitter branch is always much larger than the swing of potential at one particular node.
Since the rank is a node invariant, it also helps a lot in the classification of translinear digraphs, as will become apparent in Section IV.
B. Connection of Collectors
The previous subsection dealt with the base-emitter connectivity of a translinear network, which can be encoded in a translinear digraph. The main piece of information that is furthermore needed to describe a complete network is where to connect the collectors to.
Let be a branch of a translinear digraph . The collector of the transistor corresponding to can only be connected to a node of if head . The reason is that head is the emitter node, and the collector needs a higher potential than the emitter. Seevinck considered this condition in the construction of his "T-matrices" [12] . We denote the collector node of a transistor corresponding to a branch of the translinear digraph by . Example 4: For the frequency doubling network (Fig. 4) , we have , and (using branch names as in Fig. 5 ). But a collector does not necessarily need to be connected to a node of the translinear digraph. It can also serve as a (current-mode) output of the network, or it can be connected directly to a voltage supply. We will express this by , imagining as an additional node outside of .
Example 5: In Figs. 4 and 5, . In summary: A translinear network topology is specified by the following:
• a translinear digraph ;
• a map , where has the property that for each , either or head (
We identify a branch with a transistor tail with the transistor's base node head with the transistor's emitter node with the transistor's collector node
We call the map the collector assignment of the network. (The notion of a collector assignment will be refined in Section III-C.)
Remark 2: Note that in the latter example, tail for , meaning that the collector is connected to the same node as the base of the respective transistor. In such cases of diode-like transistor usage, the condition expressed by (7) is "automatically" satisfied, since by the definition of the rank of a node, tail head
The information given by a translinear digraph and a collector assignment is already a fairly complete description of a translinear network. In particular, a netlist for simulation or symbolic analysis of the network can be set up, if just some necessary "interface" information is added, for instance the connection of independent current sources which represent inputs of the network. These interfacing issues will be considered in Section III-C.
C. The Interface of a Translinear Network
This section addresses the question of what should be considered as the "interface" of a translinear network, i.e., of how inputs are applied to and outputs are supplied by the network.
Of course, inputs and outputs of a translinear circuit are in current mode.
1) Outputs: All collectors which are designated "external" by the collector assignment (i.e., the collectors of those transistors for which ) can be used as outputs of the network. But not only the current of a single collector, also sums or differences of them can be considered as outputs. In general, we consider a single symbolic output of a network which is a sum of positive and negative collector currents: (8) where denotes the collector current of the transistor corresponding to branch and . Example 6: For the frequency doubling network (Fig. 4) , and . To avoid the usage of , we will henceforth use three symbolic nodes instead of and work with the following refined concept of a collector assignment.
Definition 3: Let be a translinear digraph. A (refined) collector assignment on is a map such that for every :
head Thus, the symbolic output of a network will be [compare to (8) ] (9) 2) Inputs and Ground Node Selection: In principle, an independent input current can be applied to any node of the translinear digraph . The only restriction is that the sum of all input and output currents (the latter are now all collector currents with ) must always be zero, which cannot be satisfied if independent currents are prescribed for all nodes of . Therefore, we select one particular node of that serves as a "valve."
For convenience, we will always choose this "valve" node as the "reference" or "ground" node of the circuit. So we can simply assume that we have an independent current source connected to each node of except one, which we call the ground node, and denote it by . We call all other nodes "input nodes."
In the examples we have seen so far, most of the nodes of the translinear digraph have no current source connected to them. This amounts to an independent input which happens to be a constant zero and is not to be confused with the role of the ground node! Example 7: For the frequency doubling network ( Fig. 4) : ; and . A triple of a translinear digraph , a collector assignment (in the refined sense) and a ground node is a network description which is complete in the sense that the network equations can entirely be set up. The resulting system of polynomial equations will be studied in Section V. That system contains all node equations except the one of . For this reason, the current into the collector of the transistor corresponding to a branch with does not occur in the network equations. The same is true if , while in all other cases, the collector current belonging to does affect the system: either in the node equation of or, if , in the output equation. Hence
Definition 4: A (static) formal translinear network is a triple of a translinear digraph , a (refined) collector assignment and a node image . We call the ground node of . The number of transistors of is the number of branches of .
For the rest of this paper, we denote the input nodes [see Subsection III-C-2)] of a formal network by (thus ) and the branches of by .
IV. A CATALOG OF TRANSLINEAR NETWORK TOPOLOGIES
For various reasons, it may happen that the circuit modeled by a formal network is of no practical value. For example, consider a source of , that is, a node which is not the head of any branch. No emitter is connected to . Since we assume an independent input current applied to unless , we get into trouble if no collector is connected to as well, because the bases cannot compensate the externally forced current. Consequently, we discard formal networks possessing a source of with for all branches . Obviously, a network without any output is of no use. Therefore, we only consider collector assignments with for at least one branch . Furthermore, if there is no branch with , the output of the network is [compare (9) ]. We assume that for applications, an inverted output is equally of benefit as is, so we can swap and . Thus, we can require for at least one branch without losing any nonredundant formal network.
Both of the stated "practical value" conditions are incorporated into the following definitions. We have now provided a way to regard translinear networks as formal combinatorial objects. However, some of these have to be considered equivalent (or isomorphic), because they represent the same actual network. So only one representative of each equivalence class should be included in the catalog.
Definition 7: Two formal translinear networks and are called isomorphic if there exist a digraph automorphism and a permutation on such that permutes only the top layer of and whenever and whenever . Thus, we have specified what exactly we want to be included in the catalog: one representative from each isomorphism class. We divide the task of cataloging the formal translinear networks with a given number of transistors into the following three subtasks:
1) catalog the translinear digraphs with transistors; 2) for a given translinear digraph , catalog the collector assignments on (this is the most intricate of the three subtasks); 3) for a given translinear digraph and a collector assignment , generate the networks (this is trivial). For tasks 1 and 2, combinatorial methods based on orderly generation [14] have been adapted and implemented in C++. (For details, see [1] .) The software has been used to generate exhaustive and nonredundant lists of pairs . Tables I and II and Fig. 7 show some statistics on the resulting catalog. The iteration for is performed "online" when a network is searched. Some timings appear at the end of VII. Fig. 2 in particular shows the numbers of pairs in the catalog, and the numbers of those pairs where is valid. For up to six transistors, the Appendix shows how the numbers in the right column split up for the particular digraphs.
V. TRANSLINEAR NETWORK EQUATIONS
In this section, we investigate how the system of network equations looks like for a formal translinear network.
We remind that in general, the behavior of an electrical network is described by the following:
• the loop equations (given by Kirchhoff's voltage law);
• the node equations (given by Kirchhoff's current law);
• and the element equations. In the case of a translinear network, the loop equations and the element equations (namely the exponential transistor model) are merged by the translinear principle and result in the translinear loop equations.
Thus, the behavior of a static translinear network is entirely described by the translinear loop equations and the node equations.
A. Translinear Loop Equations
Let be a formal translinear network, and let denote the collector current of the transistor corresponding to branch . Consider a loop of . The translinear loop equation for is where if is a forward branch of if is a backward branch of if is not a branch of .
The binomials generate a very interesting algebraic structure called the toric ideal of [15] , denoted by . 4 In [1] , a procedure to compute has been derived.
B. Node Equations
Consider an input node of a formal translinear network . Since we neglect the base currents of the transistors, the only contributions to the node equation of come from emitters, collectors, and the independent input current (in Subsection III-C denoted by ). Thus, the node equation of is
C. The Network Ideal
For a formal translinear network , we consider the system consisting of the translinear loop equations, the node equations, and the output equation [compare (9)] We call the ideal generated by the corresponding polynomials the network ideal.
Definition 8: Let be a formal static translinear network. The network ideal is the ideal generated by the following:
• the (nonlinear) toric ideal
• the (linear) polynomials (10) • the (linear) polynomial
The following motivation to consider the ideal might be in order. Let us denote, for the moment, the above given generators of by . Then the variables have to satisfy the equations and, as a consequence, the equation for arbitrary in . Thus, codifies algebraically all information about the solutions of . To consider the ideal, has several advantages. First, we may replace by other generators of which might be easier to solve without changing the solution set. For linear systems the Gaussian algorithm does exactly this; for nonlinear polynomial systems, we use Gröbner bases algorithms (cf. [16] ).
Another advantage is that we can find in "hidden constraints," that is, relations between the input currents and the output . These are exactly the polynomials in not depending on , denoted by below. The computation of these elements can again be done with Gröbner bases and the process is called elimination (of ), cf. [16] .
D. Elimination of Collector Currents
As inputs of a formal translinear network we have the input currents , the output is . To get a direct input-output relationship, we eliminate the remaining variables, the collector currents , from the network ideal. We denote the resulting ideal by :
The computer algebra system SINGULAR [2] has been used to compute and to perform the elimination for each formal network in the catalog with seven or less transistors. It has been found that whenever the inputs , expressed as linear combinations of the collector currents via (10) , are linearly independent, turns out to be a principle ideal. In other words, in these cases the elimination of collector currents always yielded a single polynomial equation in the input and output currents.
The catalog of formal networks has been equipped with a generator of for every formal network . Since is homogeneous and prime, so are and . Remark 3: Depending on which collectors are assigned to and , it may happen that the translinear loop equations are simply thrown away during the elimination. This is the case if and only if is linear and represents a kind of degeneration of the network : The input-output relation is not at all influenced by the translinear loops! We can ignore these degenerated networks, the linear behavior can as well be achieved by pure current addition/subtraction via node equations, without any transistors.
VI. THE CATALOG AS A SYNTHESIS TOOL

A. The Input Matrix
Assume a circuit is to be designed whose desired behavior is given by a polynomial equation , where are input variables and is an output variable. (For simplicity we restrict to the case of only one output.) We assume that has integer coefficients and is irreducible and homogeneous.
We want to test all formal translinear networks from our catalog whether they can be used to implement . Since we have computed for each formal network in the catalog a polynomial describing its behavior, we test the suitability of a particular formal network by testing whether "matches" . This matching test is not as simple as it appears: We must clarify how to identify the inputs with the inputs currents of the formal network. We assume that for each input , we can use as many current sources as we want, each delivering the same current . In our model, each of these current sources is connected between the ground node and one of the input nodes . Both orientations are possible, so that the current source contributes either or to the respective input current . Of course, several sources can be connected to one input node, even several sources with the same input current . Thus, the relation of the available inputs with the formal node inputs is for with . Without additional circuitry, an input node cannot be supplied with anything else than a finite sum of the currents delivered by the available sources.
We call the matrix the input matrix. 
B. Gröbner Bases and Matching Problem
By the matching problem, we mean the problem to determine all matches of onto .
If the total degree of does not coincide with the total degree of , we know that no match of onto exists. From now on, we assume equality of the degrees and define . We solve the matching problem algorithmically by comparison of coefficients:
if and only if every coefficient of the polynomial vanishes. Since the entries of are unknown, we treat them as symbolic variables. Then, regarding the coefficients of as polynomials in the entries of and in , we get a system of polynomial equations which must be solved. The integer solutions are the entries of those matrices which are a match.
Formally, we introduce indeterminates for and for the entries of and consider the homomorphism of rings The ideal in (where is the set of monomials of degree in ) represents the system of equations which the entries of have to satisfy to be a "match."
To force the entries of to be integers in the range , we demand additionally for and . Hence, we need to compute the zero set of the ideal Since , the ideal is zero-dimensional and there are no irrational solutions.
We can compute these points of using Gröbner basis methods. For example, a computation of the minimal associated primes of reveals maximal ideals representing the points of and thus the matches we are looking for. To increase efficiency, the computation can be performed over a finite field instead of . In this case, it is possible that solutions over appear which are no solutions over . This can be avoided by choosing the prime number sufficiently large.
A SINGULAR procedure has been written that determines all matches of a given network polynomial onto a given "target behavior" polynomial ; see [1] .
It was somewhat surprising that the sophisticated algorithm to compute minimal associated primes ( in SINGULAR) from abstract algebraic geometry together with modular computation was an effective way to solve the matching problem, even in industrial applications.
C. Final Network Check
Assume we have found a match, so that we know a formal network and an input matrix such that , that is, the pair shows exactly the behavior we want.
In the system of network equations (see Section V), we can replace by for and solve it for the collector currents , obtaining them as functions of . The result is, for each collector current , a finite number of solutions To find out which one of these solutions corresponds to the actual current of the respective transistor, we perform the following check.
1) Positivity Check of Collector Currents: All collector currents must be positive; otherwise our transistor model (1) is invalid.
Usually, the specification of the desired network behavior includes a range for each input,
. Given these ranges, we can check for each collector current which of the solutions violate the condition . In all example computations, it was found that there is at most one with for all . If there is none, a hardware implementation of the network will not work, because the model assumption of positive collector currents is not satisfied. We can delete the pair from our set of "candidates." But if there is indeed a positive solution for each collector current, we have determined the exact explicit dependence of the collector currents on , and thus also the exact explicit dependence of the output on .
2) Output Function Check:
After the positivity check of collector currents, we have an explicit description of the network behavior in the form , and we know that . Still, it might be that the intended behavior was a different branch of the solution of the polynomial equation
. (For example, we may look for a network with and thus specify . Then the network search may yield a network with . Of course, less pathological examples exist where the difference is more than the sign.) The comparison of with the intended explicit behavior is our last check to filter out formal networks which are of no practical relevance.
Both the positivity check of collector currents and the output function check have been implemented in MATHEMATICA.
D. Shift of the Output by Inputs
In applications, the notion of a "match" used before is too restrictive. When a network for an output function is searched, it is reasonable to look for networks implementing not only , but also with , and shift the output of such a network by to obtain the desired output current. (Current-mode summation being one of the most simple operations to implement.) Therefore, we consider " -matches."
Definition 10: Let and . A -match of onto is a matrix such that for some , where is defined by . . .
A "match" as defined before coincides with a 0-match.
VII. EXAMPLE APPLICATION
The following example comes from industrial applications at the company Analog Microelectronics GmbH (in the following, AMG). AMG specializes in the development of industrial and automotive electronics and sensor systems. The semiconductor processes used in these areas are naturally different from areas with pure digital processes. Whereas with pure digital processes power dissipation and speed are the crucial criteria, in the area of automotive and industrial electronics further criteria are relevant: higher voltages, signal-to-noise ratio, ESD protection, matching, or even integrated MEMS. The used processes are usually modular and it is possible to stack three or four VBE, such that translinear networks can be an ideal framework for modelling processes in these fields.
In the following example, we address the problem whether the nonlinear behavior of a certain sensor device can be compensated by a static translinear circuit (to be used for the construction of a display unit). The problems concern the question whether the nonlinear behavior of a certain sensor device can be compensated by a static translinear circuit.
A humidity sensor subsystem for air conditioning is in development at AMG. The sensor device to be used is optimized for an operating temperature of 23 C; at this temperature, its output is virtually proportional to the relative humidity. For other temperatures, it shows deviations from this linear behavior which have to be compensated. For this purpose, an "analog computation" circuit is desired to reconstruct the deviation. The circuit of course needs a second input where information about the actual temperature is provided independently of the sensor output.
We denote the real relative humidity by , the output of the sensor (the "measured humidity") by . Table III shows the output deviation at some temperatures. Since the desired circuit shall "compute" from (and the temperature ), the first task was to find an algebraic function as specification of a "translinear synthesis" problem, so that these points satisfy (or are close to) "Educated guessing" and heavy usage of the MATHEMATICAfunctions and showed that with (11) and approximates the points very nicely. The function is one of the two solutions of the implicit polynomial equation (12) Fig . 8 shows the high quality of the approximation.
consists of simple multiplications and can be implemented easily by translinear as well as other analog circuitry, we do not go into further details of this part of the design problem.
Instead, we concentrate on the synthesis of a subcircuit implementing , where the tools of this paper have been applied successfully.
The implicit description of the desired network behavior is given by [compare (12) 
The inputs are and . (We use a stationary input current source for to supply the constant to the network.) We wish to implement by a circuit with at most six transistors. 15 of the 24 translinear digraphs with six or less branches (see Fig. 7 ) consist of only one loop of length 4 and some parallel branches. For these 15 digraphs, the toric ideal has exactly one generator of degree 2 and no generator of higher degree. Consequently, for all formal networks where is one of these digraphs, , so the networks cannot be used for implementing .
There are nine digraphs remaining with six branches each. (In the Appendix, they carry the indexes 6, 7, 8, 9, 10, 19, 20, 21 , and 24.) A search for matches has been conducted through all formal networks based on any of these nine digraphs. As bound for the entries of the input matrix, was chosen. For each of the nine digraphs, Table IV shows the number of solution triples of a formal translinear network , an output shift vector and an input matrix which have been found. The second column shows the number of formal matches where (see Section VI-A), the third column shows how many of these triples passed the test for positive collector currents and correct explicit output function (see Section VI-C). The fourth column shows the approximate duration of the match search through all formal networks of the corresponding digraph (on a 1-GHz Pentium III processor). The All generated netlists implement the prescribed polynomial and allows the developer to select those which are optimal from aspects of expense and realistic behavior. All nonidealities for a concrete circuit is treated on the basis of this netlist. For example, global production tolerances like current gain or sheet resistances and local disturbance like mismatch or thermal gradients may affect the properties of the transfer function. This analysis is standard and has to be done using a spice-type simulator and the appropriate libraries containing information about the global and local process tolerances.
A very instructive example is shown in Fig. 11-14 . For two of the netlists, Figs. 11 and 12 show the results of a SPICE-simulation with Gummel-Poon transistor models, which are usual models during development for a specific semiconductor process. Both plots show the good compliance with the ideal behavior described by (11) .
The currents used in the interface are typically derived for sheet resistance which varies within 30% during production. In Figs. 13 and 14 , the simulation for the two netlists show the impact of the sheet resistance on the output function. This impact is due to the actual transistor properties like, e.g., early voltage and base current which take affect depending on the symmetry of the network.
In Fig. 13 , the plotted curves differ just by a constant scaling factor, while in Fig. 14 the curves have significantly different gradients. This shows that the impact of sheet resistance is of much less significance for the network in Fig. 9 than for the network in Fig. 10 . Therefore, the first network is the preferred candidate for hardware implementation.
Complexity and Costs of the Computations: Since space does not permit to detail the used combinatorial and algebraic algorithms we comment only on the complexity and the computational costs.
The graph algorithms to compute the pairs in Table II , that is to compute the complete translinear network catalog, is exponential in the number of transistors. However, this has to be computed only once and then stored. This was done for up to eight transistors which is sufficient for practical applications of this method (so far even six transistors were sufficient for all functions we tried). It took about 1 minute to generate all networks up to six transistors, 15 minutes for up to seven transistors, and 10 hours for up to eight transistors (computations on a 2-GHz Athlon XP 2800 processor).
The elimination from Section V-D and the matching problem from Section VI-B require Gröbner basis computations which are also exponential in the input. The concrete computation of the network relations for all in the catalog requires about the same time as the computation of the catalog. But again, this has to be done only once.
The matching problem, however, has to be solved for every (the time is more or less the same for all with the same number of variables and degree). For a given , we have to check for all in the catalog whether there exist and such that . For fixed , this requires symbolic solving of a polynomial system with equations (where are of degree 2, and of degree ) in variables ( number of nodes, number of variables on which depends, range of integer solutions). In Table IV, we have 5 or 6, , that is we have to solve a system with 46 or 69 equations (of degree 2 and 5) in 11 or 13 variables as many times as there are formal networks (this number is shown in the fourth column of the table in the Appendix; it is, e.g., 3757 for digraph index 10 or 11602 for digraph index 24). Here, the symbolic solving is nontrivial and the number of times this has to be done is big. This can actually not be computed with a standard general purpose system. We had to use the very fast system SINGULAR, the sophisticated algorithm and modular computations to perform a single prime decomposition within a reasonable (several seconds) time. The number of times to do this is, although big, not a principal obstacle because it can be easily parallelized. The total (sequential) time is shown in Table IV. VIII. CONCLUSION
The research reported about in this paper provides the following:
• a coherent mathematical "translinear network theory," consisting of a graph theoretic modelling framework for the topology of translinear circuits, and an analysis of the system of equations describing their behavior; • the concept of a catalog of topologies for translinear networks as a resource for circuit design; • algorithms to build such a catalog and to search it for a network complying with a particular behavior; • implementations of the algorithms, resulting in a software toolbox for translinear network synthesis. As result, an exhaustive catalog of all static formal translinear networks with at most eight transistors is available.
The details and implementations of the algorithms are worked out only for static networks but can be adopted for dynamic networks as well. While the implementation of the combinatorial algorithms is stand-alone software written "from scratch" in C++, the implementation of the algebraic algorithms, namely the symbolic treatment of the network equations and the match finding, heavily rely on the sophisticated Gröbner basis engine of SINGULAR and thus on more than a decade of experience contained in a special-purpose computer algebra system.
The application reported on in Section VII proves the practical applicability of the developed synthesis approach by using modern computer algebra with its highly developed systems and algorithms.
Altogether, the key role of translinear circuits as systematically designable nonlinear circuits is confirmed and strengthened.
APPENDIX THE STATIC FORMAL TRANSLINEAR NETWORKS WITH UP TO SIX TRANSISTORS
There are two translinear digraphs with four branches, three with five branches, and 19 with six branches, where only the first 11 are shown. For each of these digraphs, the following tables show in the third column the number of different (with respect to isomorphism, see Definition 7) valid collector assignments on and in the fourth column the number of formal translinear networks showing a nonlinear input-output relation (see Remark 3) .
Networks with four transistors can be found in Table V , networks with five transistors in Table VI , and networks with six transistors in Table VII. 
