Research from the previous decade suggests that word meaning is partially stored in distributed modality-specific cortical networks. However, little is known about the mechanisms by which semantic content from multiple modalities is integrated into a coherent multisensory representation. Therefore we aimed to characterize differences between integration of lexical-semantic information from a single modality compared with two sensory modalities. We used magnetoencephalography in humans to investigate changes in oscillatory neuronal activity while participants verified two features for a given target word (e.g., "bus"). Feature pairs consisted of either two features from the same modality (visual: "red," "big") or different modalities (auditory and visual: "red," "loud"). The results suggest that integrating modality-specific features of the target word is associated with enhanced high-frequency power (80 -120 Hz), while integrating features from different modalities is associated with a sustained increase in low-frequency power (2-8 Hz). Source reconstruction revealed a peak in the anterior temporal lobe for low-frequency and high-frequency effects. These results suggest that integrating lexical-semantic knowledge at different cortical scales is reflected in frequency-specific oscillatory neuronal activity in unisensory and multisensory association networks.
Introduction
Imaging studies have shown that verbal descriptions of perceptual/motoric information activate neural networks also engaged in processing this information at the sensory level. For example, color words activate pathways that are also sensitive to chromatic contrasts (Simmons et al., 2007) , action words engage areas involved in action planning (Hauk et al., 2004; van Dam et al., 2010) , and words with acoustic associations (e.g., "telephone") engage regions sensitive to meaningful sounds (Kiefer et al., 2008) . More recent studies have investigated words that are associated with features from more than one modality. For example, van Dam et al. (2012) showed that words that are associated with visual and action features (e.g., "tennis ball") activate networks from both modalities. While this is evidence that lexical-semantic knowledge is partially stored in modality-specific (MS) cortical networks, where and how this information is integrated is still debated.
Some accounts postulate that information is integrated in distributed convergence zones (Barsalou et al., 2003; Damasio et al., 2004) , while others have argued for a single hub in the anterior temporal lobe (ATL; Patterson et al., 2007) . Although there is compelling neuropsychological evidence for the existence of a hub (Hodges et al., 1992) , little is known about how the network dynamics within this region combine semantic content from distributed sources in the cortex. Combining multiple semantic features may be relevant for identifying a specific token of a concept, and detecting relationships between concepts that are not perceptually based.
Physiological evidence from animals and humans suggests that distributed information is integrated through synchronized oscillatory activity (Singer and Gray, 1995) . Several accounts have attempted to link oscillatory activity with perceptual and cognitive processes (Raghavachari et al., 2001; Bastiaansen et al., 2005; Schneider et al., 2008) . However, the link between power changes in a given frequency band and specific perceptual/cognitive processes remains contentious. One compelling recent account suggests that high-frequency and low-frequency oscillations may operate at different spatial scales at the level of the cortex (von Stein and Sarnthein, 2000; Donner and Siegel, 2011) . Specifically, it has been argued that oscillatory activity at low frequencies (Ͻ30 Hz) are involved in coordinating distributed neural populations, whereas interactions within a neural popula-tion are reflected in high frequencies (Ͼ30 Hz). This idea converges with evidence suggesting that high-frequency oscillatory activity can be nested in low-frequency cycles (Canolty et al., 2006) . With respect to embodied accounts of lexical semantics, this is interesting because integrating distributed information across modalities (e.g., color-sound) may be reflected in lower frequency bands than integrating MS information locally (e.g., color-shape).
We used magnetoencephalography (MEG) to test whether oscillatory neuronal activity is relevant for the integration of cross-modal (CM) semantic information during word comprehension. In the experimental paradigm, two feature words and one target word were presented visually. Feature words referred to either MS information from the same modality or to CM information from different modalities (Fig. 1A) . We hypothesized that integrating features of the target word from local MS networks will be reflected in high-frequency oscillatory activity, while integrating features across modalities will induce a modulation in low frequencies.
Materials and Methods
Participants. Participants were 22 healthy, right-handed individuals (nine male) with no neurological disorder, normal or corrected to normal vision, and no known auditory impairment. The age range was 18 -35 years (mean, 24.45 years; SE, 1.19 years). Four participants were excluded from the analysis due to excessive ocular and movement-related artifacts.
All participants were students at the University of York and participated either for monetary compensation or course credits on a voluntary basis. All participants gave written informed consent according to the Declaration of Helsinki and were debriefed after the study. The study was approved by the Ethics Committee of the York Neuroimaging Centre.
Experimental design. Participants performed a dual property verification task. After a baseline period of fixation (1000 ms), two feature words (e.g., "red," "big"; 400 ms each) and a target (e.g., "bus"; 1500 ms) were presented (Fig. 1C ). Participants were instructed to decide whether the two features can be used to describe the target. To reduce motor responserelated activity in the signal, participants were asked to respond only on catch trials (33%, see below).
One hundred and ninety-six unique features were extracted from previous feature rating studies (Lynott and Connell, 2009; van Dantzig et al., 2011 ) and a rating system was created for the purpose of the current experiment in which participants (N ϭ 10) rated how likely they perceived a given feature by seeing, hearing, feeling, tasting, and smelling. Dependentsample t tests confirmed that visual features were more strongly experienced by seeing compared with hearing, feeling, tasting, and smelling (all p Ͻ 0.001). Similarly, auditory features were more strongly perceived by hearing than seeing, feeling, tasting, or smelling (all p Ͻ 0.001).
Three hundred target words were either paired with a CM or an MS feature pair. For example, "bus" was paired with visual features ("red," "big") in the MS condition, and a visual and auditory feature in the CM condition ("red," "loud"). Feature pairs were rated (N ϭ 10), and matched for relatedness and predictability with respect to the target word in the CM versus MS condition ( p ϭ 0.83; p ϭ 0.123), as well as the MS visual (MS-v) versus auditory (MS-a) condition ( p ϭ 0.092; p ϭ 0.95). In addition, features were matched between the CM and MS condition for word length ( p ϭ 0.75), log 10 frequency [p ϭ 0.86; British National Corpus (BNC); http://www. kilgarriff.co.uk/bnc-readme.html], and the proportion of gerundives to adjectives ( p ϭ 0.24). The entire list of stimuli will be made available upon request. Target words were the same in the CM and MS conditions, and were matched for word length and log 10 frequency (BNC; http://www.kilgarriff.co.uk/bnc-readme.html) across the MS-v and MS-a conditions ( p ϭ 0.74; p ϭ 0.40).
Additionally, 150 feature-target (IF) combinations (e.g., "rumblingsqueaking-cactus") were included as nonintegrable distracters. Each participant saw an experimental target word only in one condition, resulting in 100 CM, 100 MS-v, 100 MS-a, and 150 IF pairs. The presentation of experimental items in a given condition was pseudorandomized within each participant and counterbalanced over participants.
Data acquisition. MEG data were acquired on a Magnes 3600 wholehead 248-channel magnetometer system (4-D Neuroimaging) using a sampling rate of 678.17 Hz. Head position was measured at the start and end of the experiment from five head coils (left and right preauricular points, Cz, nasion, and inion) using a Polhemus Fastrack System (Polhemus Fastrak). Horizontal and vertical eye movements as well as cardiac responses were recorded and monitored during the whole experiment.
Structural T1-weighted images (TR ϭ 8.03 ms; TE ϭ 3.07 ms; flip angle, 20°; spatial resolution, 1.13 ϫ 1.13 ϫ 1.0 mm; in-plane resolution, Figure 1 . Design of the experiment. A, The word "bus" is associated with visual and auditory features. Participants are required to verify features from either the same (visual: "red," "big") or different modalities (auditory and visual: "red," "loud"). B, Spider plots show that auditory (green) and visual features (blue) are rated as predominantly auditory (A) and visual (V) rather than haptic (H), olfactory (O), or gustatory (G). C, Features were always presented before target words. (General Electric) using an eight-channel head coil and a 3-D fast spoiled gradient recall sequence. Coregistration of the MEG to the structural images was performed using anatomical landmarks (preauricular points, nasion) and a surface-matching technique based on individually digitized head shapes.
Preprocessing. The analysis was performed using Matlab 7.14 (MathWorks) and Fieldtrip (http://fieldtrip.fcdonders.nl/). For subsequent analysis, the data were bandpass filtered (0.5-170 Hz; Butterworth filter; low-pass filter order, 4; high-pass filter order, 3) and resampled (400 Hz). Line noise was suppressed by filtering the 50, 100, and 150 Hz Fourier components. Artifact rejection followed a two-step procedure. First, artifacts arising from muscle contraction, squid jumps, and other nonstereotyped sources (e.g., cars, cable movement) were removed using semiautomatic artifact rejection. Second, extended infomax-independent component analysis, with a weight change stop criterion of Ͻ10 Ϫ7 , was applied to remove components representing ocular (eye blinks, horizontal eye movements, saccadic spikes) and cardiac signals.
Time frequency analysis. Total power was computed using a sliding window Fourier transformation for each trial with fixed time windows (500 and 200 ms) in steps of 50 ms during the first 1000 ms after the onset of the target word. To maximize power, low (2-30 Hz) and high frequencies (30 -120 Hz) were analyzed separately. For low frequencies, Fourier transformation was applied to Hanning tapered time windows of 500 ms, resulting in a frequency smoothing of ϳ2 Hz. For high frequencies, a multitaper method was applied to reduce spectral leakage (Percival and Walden, 1993) ; sliding time windows of 200 ms were multiplied with three orthogonal Slepian tapers and subjected to Fourier transformation separately. The resulting power spectra were averaged over tapers, resulting in a frequency smoothing of Ϯ10 Hz.
Statistical analysis. Power differences across conditions were evaluated using cluster-based randomization, which controls for multiple comparisons by clustering neighboring samples in time, frequency, and space (Maris and Oostenveld, 2007) . At the sensor level, clustering was performed by computing dependent-samples t tests for each sensor time point in five frequency bands of interest, (2-8 Hz), ␣ (10 -14 Hz), ␤ (16 -30 Hz), low ␥ (30 -70 Hz), and high ␥ (80 -120 Hz), during the first 1000 ms after the onset of the target word. At the source level, clustering was performed across space at the frequency time window of interest.
Neighboring t values exceeding the cluster-level threshold (corresponding to ␣ Ͻ 0.05) were combined into a single cluster. Cluster-level statistics were computed by comparing the summed t values of each cluster against a permutation distribution. The permutation distribution was constructed by randomly permuting the conditions (1000 iterations) and calculating the maximum cluster statistic on each iteration.
Source reconstruction. Following the recommendation from Gross et al. (2013), statistical analysis of the contrast CM-MS was performed at the sensor level; subsequent source reconstruction was used to localize this effect. Oscillatory sources were localized at the whole-brain level using linear beamforming (Gross et al., 2001; Liljeström et al., 2005) , an adaptive spatial filter technique. Individual structural MRI scans were segmented and the brain compartment was used to compute a singleshell headmodel for the source analysis. The individual single-shell headmodel was used to compute the forward model (Nolte, 2003) on a regular 3-D grid (with 10 ϫ 10 ϫ 10 mm spacing). Filters were constructed using the leadfield of each grid point and the cross-spectral density matrix (CSD). The CSD matrix was computed between all MEG sensors using Hanning tapers (500 ms; ϳ2 Hz smoothing) for low frequencies, and multitapers for high frequencies (200 ms; seven tapers; 20 Hz smoothing). The grid points from each individual structural image were warped to corresponding locations in an MNI template grid (International Consortium for Brain Mapping; Montreal Neurological Institute, Montreal, QC, Canada) before averaging across participants.
Results

Behavioral analysis
Responses of one participant were not recorded, leaving 17 participants for the behavioral analysis. A one-sample t test confirmed that participants were able to correctly verify trials above chance (t (16) ϭ 7.652; p Ͻ 0.001; mean, 0.77; SE, 0.04). As expected with a delayed response, there were no significant differences between the cross-modal and the MS condition in accuracy (t (16) 
Low frequencies are sensitive to semantic integration at the global scale
In the low-frequency range, both conditions (CM, MS) show a power increase in the band (2-8 Hz) as well as a decrease in the ␣ (10 -14 Hz) and ␤ bands (16 -30 Hz; Fig. 2A ). Statistical comparison between conditions ( Fig. 2A, right) revealed enhanced -band power (2-8 Hz; 580 -1000 ms) to the target word for CM versus MS ( p ϭ 0.04, two-sided) over left-lateralized magnetometers (Fig. 2B) . In other words, enhanced power in response to visually presented words is more sustained when participants think about a target word in the context of lexical-semantic features from different modalities.
Source reconstructions for each condition were computed at the center frequency (4 -8 Hz; Gross et al., 2001; Liljeström et al., 2005) . Figure 2C shows the difference between conditions, expressed in z-scores. Major peaks are observed in left ATL, precuneus, and around the paracentral lobule. Smaller peaks are seen in left lingual and right posterior fusiform gyrus, as well as right superior occipital and middle frontal gyrus.
To evaluate whether these effects are related to evoked activity sensitive to semantic processing (N400m), time-domain data for each condition were averaged, baseline corrected (150 ms pretarget), and converted into planar gradients (Bastiaansen and Knösche, 2000) . ANOVAs with repeated measures at all sensors were computed for the N400m time window (350 -550 ms) and subjected to a cluster-randomization procedure. This analysis yielded no significant clusters ( p ϭ 0.7), suggesting that any effect related to semantic processing is induced.
High frequencies reflect MS semantic integration
The high-frequency range revealed an early increase in high-␥ power (80 -120 Hz, 150 -350 ms) for MS, but not CM, pairs. Specifically, ␥ power was enhanced when lexical-semantic features from the same modality were presented (p ϭ 0.006, two-sided; Fig. 3A) . The topography of the effect showed a left posterior distribution (Fig. 3B ). This suggests that integrating MS features of a target word is reflected in high-frequency ␥ oscillations.
Source reconstruction in the high-frequency range (80 -120 Hz) revealed a peak in the left ATL, as well as the medial superior frontal gyrus, midcingulum, and left anterior cingulate cortex. Smaller peaks were observed in the right middle occipital gyrus (Fig. 3C) .
Modality specificity to semantic features in auditory and visual cortices
Whole-brain cluster statistics in source space were performed on the two MS conditions (visual and auditory) versus baseline to investigate whether enhanced ␥ power reflects MS network interactions. Both conditions showed enhanced ␥ power in visual areas, but only the auditory condition showed a peak in left posterior superior temporal sulcus (pSTS)/BA22 ( p ϭ 0.004, two-sided; Fig. 4, left, middle) . A direct comparison between conditions confirmed that ␥ power in left pSTS is enhanced for the auditory, but not visual, condition ( p Ͻ 0.002, two-sided; Fig.  4, right) . No effect in the opposite direction was found.
Discussion
The aim of the current experiment was to investigate (1) whether oscillatory neuronal activity contributes to the integration of semantic information from different modalities and, if so, (2) how these dynamics are linked to a putative hub or multiple convergence zones in the cortex. Therefore, we characterized differences in oscillatory neuronal activity when participants integrated semantic features of a target word (e.g., "bus"), from the same or multiple modalities. Our results suggest that integrating features from different modalities (e.g., "red," "loud") is reflected in a more sustained increase in power, while high ␥ power is more sensitive to integrating lexicalsemantic knowledge from a single modality (e.g., "red," "big"). The neural generators of both effects include the ATL, a region that is proposed to be critical for semantic association and integration (Patterson et al., 2007) . Furthermore, a direct comparison between auditory and visual feature contexts revealed that ␥ power is enhanced in visual areas for both conditions, while only the auditory context reveals a peak in auditory areas (pSTS).
Fast and slow components of lexical-semantic processing are reflected in the spectral and temporal profile of the signal.
Previous research using evoked fields in MEG has shown that MS activation of lexical-semantic features can be detected before 200 ms (Pulvermüller et al., 2009) . It has been proposed that these responses reflect early parallel processes during language comprehension. The current study revealed an early (150 -350 ms) modulation in high-frequency power (80 -120 Hz) in response to the target word if participants had to access two features from the same modality. The implication of these results for neurocognitive models of language understanding is that early integration of word meaning from the same modality is reflected in a transient high-frequency oscillatory response.
Furthermore, the current study identified a late power increase on the target word when participants verified features from different modalities. Previous research has shown that oscillations are sensitive to lexical-semantic content of open-class words (Bastiaansen et al., 2005) . is also the only known frequency band that shows a linear power increase during sentence processing, suggesting that it could be involved in ongoing integration of word meaning (Bastiaansen et al., 2002) . The current study revealed a power increase in the band when participants evaluated semantic features of the target word that was prolonged for CM features. Given similar behavioral performance, identical target words, and careful matching of feature and target words in both conditions, differences in task demands are unlikely to account for this effect. A possible explanation is that integration demands increase when participants integrate information over a more widespread cortical network, that is, information from multiple MS networks. This account is in line with behavioral findings showing delayed reaction times during property verification of CM features (Barsalou et al., 2005) .
In sum, the present study identified two processes relevant for lexical-semantic processing: an early increase in ␥ power for combining similar information, and a sustained increase in power that could reflect ongoing integration of information from distributed cortical networks.
Oscillatory neuronal activity in the ATL reflects the distribution of lexical-semantic information in the cortex Based on neuropsychological research in patients with temporal lobe atrophy (Hodges et al., 1992), Patterson and colleagues (2007) have argued that the ATL might be involved in combining semantic knowledge from distributed MS networks. However, the physiological mechanisms of how information is integrated within, and possibly outside, this region are poorly understood. The current study showed that integrating information from different modalities is reflected in sustained power within the ATL. As previously suggested (Raghavachari et al., 2001 ), oscillations could operate as a temporal gating mechanism in which incoming information from different networks is combined into a coherent representation.
The present data also revealed enhanced ␥ power in left ATL when the target was presented with two features from the same modality. As recently demonstrated by Peelen and Caramazza (2012) , using fMRI pattern classification, the ATL is sensitive to the MS content of the stimulus (motoric, visuospatial) . This suggests that different activation patterns in the ATL could reflect inputs from distributed MS networks. Indeed, recent imaging work (van Dam et al., 2012) has demonstrated that listening to words that are associated with more than one modality (visual and functional) activates multiple MS cortical networks. For example, a motor network in the parietal lobe responds more strongly if the participant is asked to think about what to do with an object rather than what it looks like. The current results further demonstrate that accessing and combining MS semantic information enhances ␥ power in local MS networks. Specifically, ␥ power is enhanced in pSTS when participants are asked to access auditory features of an object. No such modulation was observed in the visual feature context. A possible reason for the lack of a semantic effect is that the sensory response to a visual word desensitizes the visual system to the more subtle semantic modulations (Pulvermüller, 2013) .
Several studies have associated CM perceptual matching with enhanced ␥ activity (Schneider et al., 2008) . These findings are not necessarily in conflict with the current framework. As Donner and Siegel (2011) point out, local ␥ band modulations can also be the result of higher-order interactions. The current study extends this work showing that oscillatory dynamics in temporal association networks reflect whether one or multiple local networks participate in these interactions.
In conclusion, the current study has demonstrated that combining word meaning from a single modality is reflected in early oscillatory activity in the ␥ band, originating in sensory cortices and left ATL, respectively. More specifically, MS networks in the auditory cortex were more sensitive to auditory than to visual features. In contrast, integrating features from multiple modalities induced a more sustained oscillatory response in the band that was partially localized to ventral networks in the ATL. Together, these results represent a mechanistic framework for lexical-semantic processing. At the physiological level, accessing knowledge from a single or from multiple semantic networks is reflected in oscillatory activity at different frequencies. At the cognitive level, the current data suggest two processes that operate in parallel, but at a different temporal resolution: a fast process for combining similar information early on, and a slow process that could be involved in integrating distributed semantic information into a coherent object representation.
