On Gevrey Regularity of the Supercritical SQG equation in Critical Besov
  Spaces by Biswas, Animikh et al.
ar
X
iv
:1
31
2.
57
55
v1
  [
ma
th.
AP
]  
19
 D
ec
 20
13
ON GEVREY REGULARITY OF THE SUPERCRITICAL
SQG EQUATION IN CRITICAL BESOV SPACES
A. BISWAS1, V. MARTINEZ2, AND P. SILVA3
Abstract. In this paper we show that the solution of the supercrti-
cal surface quasi-geostrophic (SQG) equation, starting from initial data
in a homogeneous critical Besov space belong to a subanalytic Gevrey
class. In particular, we improve upon the result of Dong and Li in [26],
where they showed that the solutions of Chen-Miao-Zhang (cf. [11])
are classical solutions. We extend the approach of Biswas (cf. [7]) to
critical, Lp-based Besov spaces, and adapt the point of view of Lemarie-
Rieusset (cf. [36]), who treated the operator arising from applying the
analytic Gevrey operator to a product of analytic functions as a bilinear
multiplier operator. In order to obtain Lp bounds, we prove that our
bilinear multiplier operator is of Marcinkiewicz type, and show that due
to additional localizations inherited from working in Besov spaces, this
condition implies boundedness.
1. Introduction
We consider the two-dimensional dissipative surface quasi-geostrophic
(SQG) equation given by
∂tθ + Λ
κθ − u·∇θ = 0,
u = (−R2θ,R1θ),
θ(x, 0) = θ0(x),
(1)
where Rj is the j-th Riesz transform, and Λ
κ := (−∆)κ/2 for 0 < κ ≤ 2.
The study of (1) can be divided into three cases: supercritical (κ < 1),
critical (κ = 1), and subcritical (κ > 1), while the case of no diffusion is
called the inviscid case. The QG equation has received much attention over
the years since it can be viewed as a toy model for the three-dimensional
NSE and Euler equations. It is also of independent interest as it produces
turbulent flows different from those arising from Navier-Stokes or Euler.
For instance, the absence of anomalous dissipation in SQG turbulence has
recently been established in [19], in contrast with three-dimensional tur-
bulence where this phenomenon has been observed both numerically and
experimentally.
The analytical and numerical study of the inviscid SQG equation was
initiated by Constantin, Majda, and Tabak in [17], consequently sparking
great interest in the study of SQG. In [20], Co´rdoba positively settled the
conjecture from [17] that the formation of a simple type of blow-up could
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not occur. In general, however, formation of singularities for solutions of
inviscid SQG is still open. Therefore, much focus has been directed towards
studying (1) to explore the role of dissipation in preventing blow-up.
The well-posedness of the subcritical QG equation was established by
Resnick in [38], while the long-term behavior of its solutions were studied
in (cf. [15, 32]). Breakthrough in the critical case was met relatively re-
cently in the papers of [9] and [35]. Since then, several proofs of the global
regularity problem have been found (cf. [34, 13, 18]). From these tech-
niques, global well-posedness has also been established in other function
spaces such as Sobolev and Besov spaces, (cf. [25, 26]). In spite of this, the
global regularity problem for the supercritical case is still open. While it has
been established for the “slightly” supercritical case by [23], where the dis-
sipation is logarithmically enhanced, only conditional or so-called eventual
regularity results are known (cf. [16, 22]).
This paper focuses on the supercritical case. In particular, we establish
existence of Gevrey regular (see (10)) solutions to SQG (see Theorem 1)
whose initial data lie only in a homogeneous Besov space (see (7) and (8)).
The study of Gevrey regularity or more generally, higher-order regularity
of solutions to critical and subcritical SQG has been previously pursued in
([3, 7, 6, 24, 26, 27]). The approach taken here is the one from [7], where it
is shown that Gevrey regular solutions to SQG exist starting from critical,
homogeneous Sobolev spaces exist. In particular, the approach from [7]
is inspired by the classical work of Foias-Temam in [28], who introduced
the technique of Gevrey to establish analyticity in both space and time of
solutions to the Navier-Stokes equations in two and three dimensions. In
order to estimate the nonlinear term in our Besov-space-based Gevrey norm
(see (10)), we view the nonlinear term as a bilinear multiplier operator and
obtain Lp × Lq → Lr bounds for this operator, where 1/r = 1/p + 1/q
with 1 < p < ∞ and 1 ≤ q ≤ ∞ (Theorem 4). This point of view of was
taken by Lemarie-Rieusset in [36], where spatial analyticity of solutions to
the NSE starting from Lp initial data was established. Due to supercritical
dissipation, we establish commutator estimates (Theorem 2) similar to those
found in [7], where the commutator considered in [37] is modified to account
for Gevrey regularity.
The notations and conventions used throughout the paper are introduced
in Section 2, while the statements of our main theorems are located in
Section 3. We establish our commutator estimate in Section 5 and Gevrey
regularity of solutions to SQG in Section 6. The proof of our multiplier
theorem is relegated to the Appendix (Section 7).
2. Notation
2.1. Littlewood-Paley decomposition and related inequalities. Let
ψ0 be a radial bump function such that ψ0(ξ) = 1 when [|ξ| ≤ 1/2] ⊂ R
d,
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and
0 ≤ ψ0 ≤ 1 and sptψ0 = [|ξ| ≤ 1].
Define φ0(ξ) := ψ0(ξ/2)− ψ0(ξ). Observe that
0 ≤ ϕ0 ≤ 1 and sptφ0 = [2
−1 ≤ |ξ| ≤ 2]
Now for each j ∈ Z, define ψj := (ψ0)2−j and ϕj := (ϕ0)2−j , where we use
the notation
fλ(x) := f(λx).(2)
for any λ ≥ 0. Then obviously ϕ0 := ψ1 − ψ0 and ψj+1 = ψj + ϕj , so that
sptψj = [|ξ| ≤ 2
j−1] and sptϕj = [2
j−1 ≤ |ξ| ≤ 2j+1].(3)
Moreover, we have ∑
j≥k
ϕj = 1 for ξ ∈ R
d \ {0}
One can then show that f = limk→∞ Skf =:
∑
k∈Z△kf , for any f ∈ S
′(Rd),
where S ′ is the space of tempered distributions, and
△kf : = ϕˇk ∗ f,
△˜kf : =
∑
|k−ℓ|≤2
△ℓf
Skf : =
∑
ℓ≤k−3
△ℓf
We call the operators △k Littlewood-Paley blocks. For convenience, we will
sometimes use the shorthand fk := △kf .
For functions whose spectral support is compact, one has the Bernstein
inequalities, which we will use throughout the paper. We state it here in
terms of Littlewood-Paley blocks.
Lemma 1 (Bernstein inequalities). Let 1 ≤ p ≤ q ≤ ∞ and f ∈ S ′(Rd).
Then
2js‖△jf‖Lq .‖Λ
s△jf‖Lq . 2
js+d(1/p−1/q)‖△jf‖Lp ,(4)
for each j ∈ Z and s ∈ R.
Since we will be working with Lp norms, we will also require the general-
ized Bernstein inequalities, which was proved in [41] and [11].
Lemma 2 (Generalized Bernstein inequalities). Let 2 ≤ p ≤ ∞ and f ∈
S ′(Rd). Then
2j
2sj
p ‖△jf‖Lp .‖Λ
s|△jf |
p/2‖
2
p
L2
. 2
2sj
p ‖△jf‖Lp ,(5)
for each j ∈ Z and s ∈ [0, 1].
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In order to apply these inequalities, we will first need the following pos-
itivity lemma, which was initially proved in [21], and generalized by Ju in
[32] (see also [13], [18]).
Lemma 3 (Positivity lemma). Let 2 ≤ p ≤ ∞, f, Λsf ∈ Lp(R2). Then∫
Λsf |f |p−2f dx ≥
2
p
∫
(Λ
s
2 |f |
p
2 )2 dx.(6)
2.2. Besov spaces. Let s ∈ R, 1 ≤ p, q ≤ ∞. The homogeneous Besov
space B˙sp,q is the space defined by
B˙sp,q := {f ∈ Z
′(Rd) : ‖f‖B˙sp,q
<∞},(7)
where Z ′(Rd) denotes the dual space of Z(Rd) := {f ∈ S(Rd) : ∂β fˆ(0) =
0,∀β ∈ Nd}, and the norm is given by
‖f‖B˙sp,q
:=
∑
j∈Z
2jsq‖△jf‖
q
Lp
1/q ,(8)
for 1 ≤ q < ∞. One makes the usual modification for q = ∞. For more
details, see [5] or [39].
2.3. Gevrey operator and related spaces. Let 0 < α ≤ 1 and γ > 0. We
denote theGevrey operator by the linear multiplier operator TGγ = F
−1GγF
where
Gγ(ξ) := exp(γ‖ξ‖
α),(9)
where ‖ · ‖ denotes the two-dimensional Euclidean norm. Note that this
notation is not to be confused with fλ as defined in (2), though the meaning
of this notation will be clear from the context. For convenience, we write
the multiplier operator given by TGγf simply as Gγf or f˜ := Gγf .
We say that a function f is Gevrey regular if
‖Gγf‖B˙sp,q
<∞,(10)
for some γ > 0. Note that for p = q = 2, one has the usual notion of Gevrey
regularity.
We will establish existence of Gevrey regular solutions to (1) in the fol-
lowing space
XT := {v ∈ C((0, T ]; B˙
1+2/p−κ+β
p,q (R
2)) : ‖v‖XT <∞},(11)
for some 0 < T ≤ ∞, where 2 ≤ p <∞, 0 < κ ≤ 1, and
‖v‖XT := sup
0<t≤T
tβ/κ‖Gγv( · , t)‖B˙1+2/p−κ+βp,q
,(12)
and any β < κ/2.
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3. Main Results
Theorem 1. Let 2 ≤ p < ∞, 1 ≤ q ≤ ∞, and 0 < α < κ < 1. Suppose
θ0 ∈ B˙
σ
p,q(R
2), where σ := 1 + 2/p − κ. Then there exists T ∗ < ∞ and
θ ∈ C([0, T ∗);Bσp,q(R
2)) such that θ satisfies (1) and
‖θ( · )‖XT . ‖θ0‖B˙σp,q
,(13)
for any β < κ/2. Moreover, there exists C > 0 such that if ‖θ0‖B˙σp,q
≤ C,
then T ∗ =∞.
The proof of Theorem 1 will make use of the following commutator esti-
mate for Gevrey regular functions.
Theorem 2. Let 1 < p <∞ and 1 ≤ q ≤ ∞. Let γ, δ > 0 such that δ < 1.
Suppose s, t ∈ R satisfy the following
(i) 2/p < s < 1 + 2/p− δ,
(ii) t < 2/p,
(iii) s+ t > 2/p.
Then there exists Cj = Cj(α, δ, γ) such that
‖[Gγ△j, f ]g‖Lp(R2) . 2
−(s+t−2/p)jCj‖Gγf‖B˙sp,q(R2)
‖Gγg‖B˙tp,q(R2)
,
where
Cj := cj
(
γ(α−δ)/α2(α−δ)j + 1
)
,
for some (cj)j∈Z ∈ ℓ
q.
As a corollary of the proof of Theorem 2, we extend the commutator
estimate of Miura (cf. [37]) to homogeneous Besov spaces.
Corollary 3. Suppose that p, q satisfy the conditions of Theorem 2 with
δ = 0. Then there exists (cj)j∈Z ∈ ℓ
q such that
‖[△j , f ]g‖Lp(R2) . 2
−(s+t−2/p)jcj‖f‖B˙sp,q(R2)
‖g‖B˙tp,q(R2)
.
In order to prove Theorem 2, we view the commutator as a bilinear mul-
tiplier operator and show that its symbol satisfies∣∣∣∂β1ξ ∂β2η m(ξ, η)∣∣∣ .β ‖ξ‖−|β1|‖η‖−|β2|,(14)
In other words, we show that m is of Marcinkiewicz type. Note that condi-
tion (14) is weaker than that of Coifman-Meyer (cf. [12]). We must remark
at this point that in general, such multipliers need not map Lp×Lq into Lr
for any 1 < p, q <∞ and 1/r = 1/p + 1/q (cf. [29]). This can be remedied
by logarithmically strengthing (14) as Grafakos and Kalton demonstrated in
[29]. However, the fact that we work with Besov spaces provides additional
localizations, which greatly simplify the situation.
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Theorem 4. Suppose m : Rd ×Rd → R satisfies (14) for sufficiently many
multi-indices |β| ≥ 0 with β = β1 + β2, and that sptm(ξ, · ) ⊂ [1/2 .
‖η‖ . 2], for all ξ ∈ Rd. Then for all 1 < p < ∞, 1 ≤ q ≤ ∞ such that
1/r = 1/p + 1/q, the associated bilinear multiplier operator Tm : L
p(Rd) ×
Lq(Rd)→ Lr(Rd) satisfies
‖Tm(f, g)‖Lr . ‖f‖Lp‖g‖Lq .
A prototypical example of a bilinear operator satisfying (14) is T (f, g) =
Hf ·Hg, where H is the Hilbert transform. Indeed, boundedness would
then follow from Ho¨lder’s inequality. The role of the smooth localization
in η in Theorem 4 is that it allows us to treat the bilinear multiplier as a
linear multiplier, and effectively reduce the situation to the simpler case of
Hf ·Hg. Thus, Besov spaces provide an easy setting with which to work
with bilinear Marcinkiewicz multipliers.
The proof of Theorem 4 is elementary and relies on classical techniques.
We relegate its proof to the Appendix, while the proofs of Theorems 1 and
2 can be found in Sections 6 and 5, respectively.
4. Preliminary estimates
The following heat kernel estimate was proved in [37] for L2. We extend
it to Lp here.
Lemma 4. Let 2 ≤ p < ∞. Then there exist a constants c1, c2 > 0 such
that
e−c1t2
κj
‖△ju‖Lp ≤ ‖e
−tΛκ△ju‖Lp ≤ e
−c2t2κj‖△ju‖Lp ,(15)
holds for all t > 0.
Proof. Let uj := e
−tΛκ△ju. Then uj satisfies the initial value problem{
∂tuj + Λ
κuj = 0
uj(x, 0) = △ju(x).
(16)
Multipying (16) by uj |uj|
p−2 and integrating gives
1
p
d
dt
‖uj‖
p
Lp +
∫
(Λκuj)uj|uj |
p−2 dx = 0.
Then by applying Lemmas 2 and 3, then dividing by ‖uj‖
p−1
Lp we obtain
d
dt
‖uj‖Lp + c12
κj‖uj‖Lp ≤ 0,
Similarly, by Ho¨lder’s inequality we obtain
d
dt
‖uj‖Lp + c22
κj‖uj‖Lp ≥ 0.
An application of Gronwall’s inequality gives
e−c22
κjt‖uj(0)‖Lp ≤ ‖uj(t)‖Lp ≤ e
−c12κjt‖uj(0)‖Lp ,(17)
which completes the proof. 
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We will require the following estimates on the Gevrey operator.
Lemma 5. Let 0 < α < κ and 1 ≤ p ≤ ∞. If Λαf,GγΛ
κf ∈ Lp, then
‖GγΛ
α△jf‖Lp . ‖Λ
α△jf‖Lp + γ
−(1−κ/α)‖GγΛ
κ△jf‖Lp ,(18)
for all j ∈ Z.
Proof. Fix an integer k, to be chosen later, such that N := 2k−3. Denote by
△˜j the augmented operator △j−1 +△j +△j+1. Observe that
GγΛ
α△jf = GγSk(Λ
α△jf) + Λ
−(κ−α)(I − Sk)△j(GγΛ
κ△˜jf).
Observe that GγSk ∈ L
1. Indeed, by Lemma 1 we have
‖GγSk‖L1 ≤
∞∑
n=0
λnγn
n!
‖ΛαnSk‖L1 ≤ e
cγ2kα ,(19)
for some absolute constant c > 0. On the other hand, observe that mˇ :=
Λ−(κ−α)(I − Sk)△j ∈ S. Let g := GγΛ
κ△˜jf . We consider three cases.
If 2j+2 ≤ N , then g ≡ 0. If N ≤ 2j−2, then Lemma 1 and Young’s
convolution inequality implies that
‖Tmg‖L1 . 2
−(κ−α)j . N−(κ−α),
where Tm is convolution with mˇ. Similarly, if 2
j−1 ≤ N ≤ 2j+1, then
‖Tmg‖L1 . N
−(κ−α).(20)
Therefore, for any N > 0
‖GγΛ
α△jf‖Lp . e
γNα‖Λα△jf‖Lp +N
−(κ−α)‖GγΛ
κ△˜jf‖Lp .
Finally, choose k := [α−1 log2(1/γ)], where [x] denotes the greatest integer
≥ x. Then N ∼ γ−1/α, which gives (18). 
Finally, we will require the following estimate for the solution to the linear
heat equation (16).
Lemma 6. Let α < κ, σ > 0, and β ≥ 0 and suppose that θ0 ∈ B˙
σ
p,q(R
2).
Then for any T ≥ 0
(i) ‖e−(·)Λ
κ
θ0‖XT . ‖θ0‖B˙σp,q
,
(ii) limT→0‖θ0‖XT = 0.
Proof. Observe that for b < 1, we have eax
b−cx ≤ 1 for x > 1 and eax
b−cx .
e−cx for 0 ≤ x ≤ 1. Arguing as in Lemma 5 and applying Lemma 6 we get
‖eλt
α/κΛαe−tΛ
κ
△jθ0‖Lp . e
c1λtα/κ2jα−c2t2jκ‖△jθ0‖Lp . ‖e
−c3tΛκ△jθ0‖Lp .
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for some c1, c2, c3 > 0. Then by Lemma 4 we have
‖eλt
α/κΛαe−tΛ
κ
θ0‖
q
B˙σ+βp,q
=
∑
j
2(σ+β)jq‖eλt
α/κΛα−tΛκ△jθ0‖
q
Lp
.
∑
j
2βjqe−2qc3t2
jκ (
2σj‖△jθ0‖Lp
)q
. t−(βq)/κ‖θ0‖
q
B˙σp,q
.(21)
This proves (i). Now we prove (ii). Then for let ǫ > 0, there exists θǫ0 ∈ S
such that ‖θ0 − θ
ǫ
0‖B˙σp,q
< ǫ. In particular, θǫ0 ∈ B˙
σ+β
p,q . Observe that for
0 < t ≤ T
‖e−tΛ
κ
θ˜0‖B˙σ+βp,q
. ‖e−tΛ
κ
θ˜ǫ0‖B˙σ+βp,q
+ ‖e−tΛ
κ
θ˜0 − e
−tΛκ θ˜ǫ0‖B˙σ+βp,q
. ‖θǫ0‖B˙σ+βp,q
+ ‖e−c3tΛ
κ
(θ0 − θ
ǫ
0)‖B˙σ+βp,q
. t−β/κ
(
T β/κ‖θǫ0‖B˙σ+βp,q
)
+ t−β/κ‖θ0 − θ
ǫ
0‖B˙σp,q
,
where we have applied (21) to θ0−θ
ǫ
0. This implies (ii) and we are done. 
5. Commutator estimates
In this section, we derive estimates for the commutator
[Gγ△j, f ]g := Gγ△j(fg)− fGγ△jg,(22)
where Gγ := e
γΛα and 0 < α < κ ≤ 1, where κ is the order of dissipation in
(1). For convenience, we will often use the notation f˜ := Gγf . Recall that
we want to prove the following statement.
Theorem 2. Let 1 < p <∞ and 1 ≤ q ≤ ∞. Let γ, δ > 0 and N > 1 such
that δ < 1. Suppose the following holds
(i) 2/p < s < 1 + 2/p− δ,
(ii) t < 2/p,
(iii) s+ t > 2/p.
Then there exists (Cj)j∈Z ∈ ℓ
q such that
‖[Gγ△j, f ]g‖Lp . 2
−(s+t−2/p)jCj
(
γ(α−δ)/α2(α−δ)j + 1
)
‖f˜‖B˙sp,q
‖g˜‖B˙tp,q
.
(23)
To prove this, we will require the Faa` di Bruno formula, whose statement
we recall from [5] for convenience.
Lemma 7 (Faa` di Bruno formula). Let u : Rd → Rm and F : Rm → R be
smooth functions. For each multi-index α ∈ Nd, we have
∂α(F ◦ u) =
∑
µ,ν
Cµ,ν∂
µF
∏
1≤|β|≤|α|
1≤j≤m
(∂βuj)
νβj ,(24)
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where the coefficients Cµ,ν are nonnegative integers, and the sum is taken
over those µ and ν such that 1 ≤ |µ|, |ν| ≤ |α|, νβj ∈ N
∗,∑
1≤|β|≤|α|
νβj = µj, for 1 ≤ j ≤ m, and
∑
1≤|β|≤|α|
1≤j≤m
βνβj = α.(25)
We will repeatedly apply this formula to the function
(F ◦ u)(ξ, η) = eγRα(ξ,η),
where
Rα(ξ, η) : = ‖ξ + η‖
α − ‖ξ‖α − ‖η‖α.
For convenience, we provide that application here. By Lemma 7 we have
∂β(F ◦ u)(ξ, η) =
∑
µ,ν
Cµ,νγ
|µ|eγRα(ξ,η)
∏
1≤|b|≤|β|
(∂bRα(ξ, η))
νb(26)
for all β ∈ N2, where ν = (ν1, ν2), 1 ≤ |µ| ≤ |β| and∑
1≤|b|≤|β|
νb = µ and
∑
1≤|b|≤|β|
bνb = β.(27)
In order to apply Theorem 4, we will require Rα to satisfy certain derivative
estimates.
Proposition 8. Let 0 < α ≤ 1, σ ∈ [0, 1], and define Rα,σ : R
2 × R2 → R
by
Rα,σ(ξ, η) := ‖ξ + ησ‖
α − ‖ξ‖α − ‖η‖α.
Suppose that ℓ+3 ≤ k and 2k−1 ≤ ‖ξ‖ ≤ 2k+1 and 2ℓ−1 ≤ ‖η‖ ≤ 2ℓ+1. Then
|Rα,σ(ξ, η)| . 2
ℓα,(28)
and ∣∣∣∂β1ξ ∂β2η Rα,σ(ξ, η)∣∣∣ . 2ℓα‖ξ‖−|β1|‖η‖−|β2|,(29)
for all multi-indices β1, β2 ∈ N
2.
If j+3 ≤ k with 2j−1 ≤ ‖η‖ ≤ 2j+1 and 2k−1 ≤ ‖ξ‖, ‖ξ+ η‖ ≤ 2k+1, then∣∣∣∂β1ξ ∂β2η Rα,1(ξ,−ξ − η)∣∣∣ . 2kα‖ξ‖−|β1|‖η‖−|β2|,(30)
for all β1, β2 ∈ N
d.
Proof. We prove (28) and (29). The proof of (30) is easier.
To proof of (28) follows from the triangle inequality
|Rα,σ(ξ, η)| . (1− σ)‖η‖
α . 2ℓα
To prove (29), we first apply the mean value theorem to write
Rα,σ(ξ, η) =
∫ 1
0
‖ξ + ητσ‖α−2((ξ· η)σ + ‖η‖2σ2τ) dτ − ‖η‖α.
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Let β ∈ N2×N2, where β = (β1, β2). We need to consider three cases. First
suppose that β1 = 0, β2 6= 0. Then observe that∣∣∣∂βRα(ξ, η)∣∣∣ .∑
β
cβ
∫ 1
0
(
‖ξ + ηστ‖α−2−|β1|∂β2((ξ· η)σ + ‖η‖2σ2τ)
)
dτ + ‖η‖α−|β|.
Observe that
∣∣∣∂β2((ξ· η)σ + ‖η‖2σ2τ)∣∣∣ .

2k+ℓ , |β2| = 0
2k , |β2| = 1
1 , |β2| = 2
0 , |β2| ≥ 3.
In each case, using the fact that α < 1 and ℓ+ 3 ≤ k, we have∣∣∣∂βRα,σ(ξ, η)∣∣∣ . 2ℓα2−ℓ|β|,
which implies (29) since β = (β1, 0).
If β1 6= 0, β2 = 0, then
∣∣∣∂β2((ξ· η)σ + ‖η‖2σ2τ)∣∣∣ .

2k+ℓ , |β2| = 0
2ℓ , |β2| = 1
0 , |β2| ≥ 2.
Now in each case we have∣∣∣∂βRα,σ(ξ, η)∣∣∣ . 2k(α−1−|β|)2ℓ . 2ℓα2−k|β|,
which again implies (29).
Finally, if β1 6= 0, β2 6= 0, then
∣∣∣∂β2((ξ· η)σ + ‖η‖2σ2τ)∣∣∣ .

2k+ℓ , |β2| = 0
2k , |β2| = 1, β
ξ
2 = 0
2ℓ , |β2| = 1, β
η
2 = 0
1 , |β2| = 2, β
ξ
2 = 0 or |β
ξ
2 | = |β
η
2 | = 1
0 , |β2| ≥ 3 or |β2| = 2, β
η
2 = 0.
and arguing as before, we obtain∣∣∣∂βRσ,α(ξ, η)∣∣∣ . 2ℓα2−k|βξ|2−ℓ|βη |,(31)
where β = (βξ, βη) = (β1, β2) ∈ N
4 × N4, βi = (β
ξ
i , β
η
i ) ∈ N
2 × N2, and
βξ = β
ξ
1 + β
ξ
2 and βη = β
η
1 + β
η
2 . Thus, (29) is again established. 
We will also need the following “rotation” lemma.
Lemma 9. Let Tm be a bilinear multiplier operator with multiplier m :
R
d × Rd → R. Then there exists a bounded multiplier m˜ such that
〈Tm(f, g), h〉 = 〈Tm˜(h, g), f〉,(32)
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for all f, g, h ∈ S(Rd). In particular, if Tm : L
p × Lq → Lr is bounded for
1/r = 1/p+1/q, then Tm˜ : L
r′×Lq → Lp is bounded, where r′ is the Ho¨lder
conjugate of r. Moreover, |∂βm| = |∂βm˜| for all β ∈ Nd.
Proof. By change of variables we have∫
Tm(f, g)(x)h(x) dx = c
2
d
∫ ∫ ∫
eix·(ξ+η)m(ξ, η)fˆ (ξ)gˆ(η)h(x) dξ dη dx
= (−1)dc2d
∫ ∫ ∫
e−ix·νm(ξ, ξ − ν)fˆ(ξ)gˆ(−ν − ξ)h(x) dx dξ dν
= (−1)dcd
∫ ∫
m(ξ,−ν − ξ)gˆ(−ξ − ν)hˆ(ν)fˆ(ξ) dν dξ
= (−1)dc2d
∫ ∫ ∫
e−ix·ξm(ξ,−ξ − ν)gˆ(−ν − ξ)hˆ(ν)f(x) dν dξ dx
= 〈Tm˜(h, g), f〉,
where
m˜(ξ, η) := (−1)dm(ξ,−ξ − η).(33)
Then obviously, m˜, |∂βm˜| = |∂βm|. Boundedness of Tm˜ then follows from
duality. 
Before we proceed to the proof of Theorem 5, observe that the paraprod-
uct decomposition yields
[Gγ△j , f ]g =
∑
k
Gγ△j(Skf△kg) +Gγ△j(△kfSkg) +Gγ△j(△˜kf△kg)
(34)
−
(∑
k
(Skf)(△j△kg˜) + (△kf)(△jSkg˜) + (△˜kf)(△j△kg˜)
)
.
Then by the localization properties in (3), we can reduce (34) to
[Gγ△j, f ]g =
∑
|k−j|≤4
[Gγ△j , Skf ]△kg +Gγ△j(△kfSkg)(35)
+
∑
k≥j+3
Gγ△j(△˜kf△kg)
−
∑
k≥j+1
△kf△jSkg˜ −
∑
|k−j|≤2
△˜kf△j△kg˜.
Now we prove Theorem 5 by considering the cases as they are presented
in each row of (35).
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5.1. Case: k ≥ j + 3. First, we rewrite Gγ△j(△˜kf△kg) as
Gγ△j(G
−1
γ △˜kf˜G
−1
γ △kg˜)(36)
The multiplier associated to (36) is
mk,j(ξ, η) := e
γ(‖ξ+η‖α−‖ξ‖α−‖η‖α)ϕj(ξ + η)ϕ˜k(ξ)ϕk(η),(37)
where ϕ˜k =
∑
|k−ℓ|≤2ϕℓ. By Lemma 9, it suffices to prove
|∂β1ξ ∂
β2
η mk,j(ξ,−ξ − η)| . ‖ξ‖
−|β1|‖η‖−|β2|.(38)
We can then apply Theorem 4.
Observe that for β = (β1, β2), by (26) and (27) we have
|∂βmk,j(ξ,−ξ − η)|
.
∑
µ,ν
Cµ,νγ
|µ|eγ(‖η‖
α−‖ξ‖α−‖ξ+η‖α)
∏
1≤|b|≤|β|
(2k(α−|b|))νb
. 2−k|β|
∑
µ,ν
Cµ,ν(γ2
kα)|µ|eγ(‖η‖
α−‖ξ‖α−‖ξ+η‖α)
where we have used (30) in Proposition 8. Also, by the triangle inequality
‖η‖α − ‖ξ‖α − ‖ξ + η‖α . −cα2
kα.
for some absolute constant cα > 0. Thus
|∂βmk,j(ξ,−ξ − η)| . 2
−k|β|
∑
µ,ν
Cµ,ν(γ2
kα)|µ|e−cαγ2
kα
. 2−k|β1|2−k|β2|
(39)
holds for all ξ ∈ R2, which implies (38).
Therefore by Theorem 4, we have
‖Gγ△j(△˜kf△kg)‖Lr . ‖△˜kf˜‖Lp‖△kg˜‖Lq ,(40)
where 1/r = 1/p + 1/q and 1 < r, p <∞, 1 ≤ q ≤ ∞.
Now let σ = s+ t− 2/p. By (40) and the Bernstein inequalities
2σj‖Gγ△j(△kf△kg)‖Lp
.
∑
k
χ[n≥3](k − j)︸ ︷︷ ︸
µk−j
2−(s+t−2/p)(k−j)︸ ︷︷ ︸
ak−j
2sk‖△˜kf˜‖Lp︸ ︷︷ ︸
bk
2tk‖△kg˜‖Lp︸ ︷︷ ︸
ck
.
Observe that by Young’s convolution inequality(∑
k
(µk−jak−jbk)
q
)1/q
≤
∑
k≥3
ak
(∑
k
bqk
)1/q
,
which will be finite provided that
s+ t− 2/p > 0.
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Thus
2(s+t−2/p)j
∑
k≥j+3
‖Gγ△j(△˜kf△kg)‖Lr . cj‖f˜‖B˙sp,q
‖g˜‖B˙tp,∞
,(41)
where
cj := ‖f˜‖
−1
B˙sp,q
∑
k
µk−jak−jbk.
Observe that (cj)j∈Z ∈ ℓ
q.
5.2. Cases: k ≥ j + 1 and |k − j| ≤ 1. Then the corresponding terms
are △kf△jSkg˜ and △kf△j△kg˜, respectively. By Ho¨lder’s inequality and
Bernstein we have
2σj‖△kf△jSkg˜‖Lp . cj2
−(s−2/p)(k−j)2sk‖△kf‖Lp‖g˜‖B˙tp,q
.(42)
where
cj := ‖g˜‖
−1
B˙tp,q
2tj‖△j g˜‖Lp .
Observe that by Ho¨lder’s inequality
∑
k≥j+1
2−(s−2/p)(k−j)χ[n≥1](k − j)2
sk‖△kf‖Lp .
∑
k≥1
2−(s−2/p)kq
′
1/q′ ‖f‖B˙sp,q ,
which is finite provided that s− 2/p > 0. Therefore
2(s+t−2/p)j
∑
k≥j+1
‖△kf△jSkg˜‖Lp . cj‖f‖B˙sp,q
‖g˜‖B˙tp,q
(43)
Similarly, we have for any s ∈ R
2(s+t−2/p)j
∑
|k−j|≤1
‖△˜kf△kg˜‖Lp . cj‖f‖B˙sp,q
‖g˜‖B˙tp,q
,(44)
where
cj := ‖g˜‖
−1
B˙tp,q
2tj‖△j g˜‖Lp .
5.3. Case: |k − j| ≤ 4.
5.3.1. Non-commutator terms. Here we treatGγ△j(△kfSkg). First, rewrite
Gγ△j(△kfSkg) as ∑
ℓ≤k−3
Gγ△j(G
−1
γ △kf˜G
−1
γ △ℓg˜).(45)
We claim that the associated multiplier satisfies the following bounds
|∂β1ξ ∂
β2
η mj,k(ξ, η)| . ‖ξ‖
−|β1|‖η‖−|β2|,(46)
where
mj,k(ξ, η) = e
γ(‖ξ+η‖α−‖ξ‖α−‖η‖α)ϕj(ξ + η)ϕk(ξ)ϕk(η).(47)
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To this end, let β = (βξ , βη) and observe that by (26) and Proposition 8
we have
|∂βeγRα(ξ,η)| .
∑
µ,ν
Cµ,νγ
|µ|eγRα(ξ,η)
∏
1≤|b|≤|β|
(2ℓ(α−|bη |)2−k|bξ|)νb .
Since ‖η‖ ∼ 2ℓ and k − ℓ ≥ 3, it follows by Lemma 10 that
‖ξ + η‖α − ‖ξ‖α − ‖η‖α . −cα2
ℓα.
Thus, by (27) we get
|∂βeγRα(ξ,η)| .
∑
µ,ν
Cµ,νγ
|µ|e−cαγ2
ℓα
2ℓ(α|µ|−|βη|)2−k|βξ|(48)
. 2−k|βξ|2−ℓ|βη|
∑
µ,ν
Cµ,ν(γ2
ℓα)|µ|e−cαγ2
ℓα
. 2−k|βξ|2−ℓ|βη|
holds for all ξ ∈ R2
Hence, by the product rule and the fact that 2k ∼ 2j , we can conclude
that
|∂β1ξ ∂
β2
η mj,k(ξ, η)| . 2
−k|β1|2−ℓ|β2|.
for all ξ ∈ R2, which implies (46).
Therefore by Theorem 4, we have
‖Gγ△j(△kfSkg)‖Lr .
∑
ℓ≤k−1
‖△kf˜‖Lp‖△ℓg˜‖Lq ,(49)
where 1/r = 1/p + 1/q and 1 ≤ r <∞, 1 < p <∞, 1 < q ≤ ∞.
Now let σ = s + t − 2/p and N > 1. Let p∗ := (pN)/(N − 1). Then by
(49), the Bernstein inequalities, and the fact that |k − j| ≤ 3, we have
2σj‖Gγ△j(△kfSk+1g)‖Lp
.
∑
ℓ≤k−1
2(σ−s−t+2/p
∗)k2sk‖△kf˜‖Lp∗2
tℓ‖△ℓg˜‖Lp2
−(2/p∗−t)(k−ℓ)
. 2sj‖△j f˜‖Lp
∑
ℓ≤k−1
2tℓ‖△ℓg˜‖Lp2
−(2/p∗−t)(k−ℓ)
Let t < 2/p. Observe that for N large enough, we have t < 2/p∗. Then
2(s+t−2/p)j‖Gγ△j(△kfSk+1g)‖Lp . Cj‖f˜‖B˙sp,∞
‖g˜‖B˙tp,q
,(50)
where
Cj :=
∑
ℓ≤j+2
2tℓ‖△ℓg˜‖Lp2
(t−2/p∗)(j−ℓ),
which satisfies (Cj)j∈Z ∈ ℓ
q.
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5.3.2. Commutator term. Finally, we consider the term [Gγ△j , Skf ]△kg,
which we will denote as Tmj,k(Skf,△kg). Observe that
Tmj,k(Skf,△kg)(x)
=
∫ ∫
eix·(ξ+η) [Gγ(ξ + η)ϕj(ξ + η)−Gγ(η)ϕj(η)]ψk(ξ)ϕk(η)fˆ(ξ)gˆ(η) dξdη.
Then by the mean value theorem
Tmj,k(Skf,△kg)(x) =
∑
i=1,2
∑
ℓ≤k−3
∫ 1
0
Tmi,j,k,ℓ,σ(△ℓ∂if˜ ,△kg˜)(x) dσ,
where
mi,j,k,ℓ,σ(ξ, η) =mA(ξ, η) +mB(ξ, η),
and
mA(ξ, η) := αγe
γRα,σ(ξ,η)‖ξσ + η‖α−2(ξiσ + ηi)ϕj(ξσ + η)ϕℓ(ξ)ϕk(η)
mB(ξ, η) := e
γRα,σ(ξ,η)(∂iϕ0)(2
−j(ξσ + η))2−jϕℓ(ξ)ϕk(η).
Now observe that since ‖ξ‖ ∼ 2ℓ, ‖η‖ ∼ 2k, and k − ℓ ≥ 3, by Lemma 10
there exists a constant cα > 0 such that
‖ξσ + η‖ − ‖ξσ‖α − ‖η‖α ≤ −cα‖ξ‖
α, for σ ≥ 1/2,(51)
and by the triangle inequality
‖ξσ + η‖ − ‖ξ‖α − ‖η‖α ≤ −cα‖ξ‖
α, for σ ≤ 1/2.(52)
Suppose that σ ≤ 1/2 and observe that by Proposition 8, Faa` di Bruno,
and (52), we have
|∂βeγRα,σ(ξ,η)| .
∑
µ,ν
Cµ,νγ
|µ|eγRα,σ(ξ,η)
∏
1≤|b|≤|β|
(2ℓ(α−|bξ |)2−k|bη |)νb
. 2−ℓ|β1|2−k|β2|
∑
µ,ν
Cµ,ν(γ2
ℓα)|µ|e−cαγ2
ℓα
. e−(cα/2)γ2
ℓα
‖ξ‖−|β1|‖η‖−|β2|.(53)
Similarly, for σ ≥ 1/2, using (51) instead, we obtain
|∂βeγRα,σ(ξ,η)| .
∑
µ,ν
Cµ,νγ
|µ|e−(1−σ
α)γ‖ξ‖α
∏
1≤|b|≤|β|
(∂bRα,σ(ξ, η))
νb
.
∑
µ,ν
Cµ,νγ
|µ|e−cαγ2
ℓα
∏
1≤|b|≤|β|
(2ℓ(α−|bξ |)2−k|bη |)νb
. e−(cα/2)γ2
ℓα
‖ξ‖−|β1|‖η‖−|β2|.(54)
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For the other factors, observe that since ‖ξσ + η‖ ∼ 2j we have∣∣∣∂β‖ξσ + η‖α−2∣∣∣ . ‖ξσ + η‖α−2−|β| . 2j(α−2)‖ξ‖−|βξ|‖η‖−|βη |(55)
∣∣∣∂β(ξiσ + ηi)∣∣∣ .

2ℓ + 2k , |βξ | = 0
1 , |β| = 1 and |βiξ| or |β
i
η | = 1
0 , |β| ≥ 2 or |βi
′
| 6= 0 i′ 6= i
(56)
It follows from (55) and (56) that∣∣∣∂β (‖ξσ + η‖α−2(ξiσ + ηi))∣∣∣ . 2j(α−1)2−ℓ|βξ|2−k|βη|.(57)
We also have ∣∣∣∂βξ ϕℓ(ξ)∣∣∣ . 2−ℓ|β| . ‖ξ‖−|β|,(58) ∣∣∣∂βηϕk(η)∣∣∣ . 2−k|β| . ‖η‖−|β|(59)
for all η ∈ R2.
Therefore, combining (53), (54) and (57)-(59), we can deduce that∣∣∣∂β1ξ ∂β2η mA(ξ, η)∣∣∣ . γ2−j(1−α)e−(cα/2)γ2ℓα‖ξ‖−|β1|‖η‖−|β2|
. γ1−δ/α2−j(1−α)2−ℓδ‖ξ‖−|β1|‖η‖−|β2|.,(60)
for any δ > 0.
On the other hand, we can estimate mB using (53) and (54) by∣∣∣∂β1ξ ∂β2η mB(ξ, η)∣∣∣ . 2−j‖ξ‖−|β1|‖η‖−|β2|.(61)
Let N > 1 and p∗ = (pN)/(N − 1). Then by Theorem 4 and the Bernstein
inequalities
‖TmA(△ℓ∂if˜ ,△kg˜)‖Lp . γ
1−δ/α2−j(1−α)2(1−δ+2/p
∗)ℓ‖△ℓf˜‖Lp‖△kg˜‖Lp∗ ,
(62)
‖TmB (△ℓ∂if˜ ,△kg˜)‖Lp . 2
−j2(1+2/p
∗)ℓ‖△ℓf˜‖Lp‖△kg˜‖Lp∗ .
(63)
Suppose s < 1 + 2/p and choose N, δ > 0 so that s < 1 + 2/p∗ − δ. From
(63), we apply the Bernstein inequalities and the fact that |k− j| ≤ 3 to get
‖TmB (△ℓ∂if˜ ,△kg˜)‖Lp(64)
. 2−(s+t−2/p)j‖g˜‖B˙tp,∞
∑
k≥ℓ+1
2−(1+2/p
∗−s)(k−ℓ)2sℓ‖△ℓf˜‖Lp
. 2−(s+t−2/p)jCj‖f˜‖B˙sp,q
‖g˜‖B˙tp,∞
,
where
Cj :=
∑
j≥ℓ−2
2−(1+2/p
∗−s)(j−ℓ)2sℓ‖△ℓf˜‖Lp ,
which satisfies (Cj)j∈Z ∈ ℓ
q since s < 1 + 2/p∗.
ON GEVREY REGULARITY FOR SUPERCRITICAL SQG 17
Similarly, since s < 1 + 2/p∗ − δ, from (62) we can estimate
‖TmA(△ℓ∂if˜ ,△kg˜)‖Lp
(65)
. γ1−δ/α2−(δ−α+s+t−2/p)j‖g˜‖B˙tp,∞
∑
k≥ℓ+1
2−(1+2/p
∗−δ−s)(k−ℓ)2sℓ‖△ℓf˜‖Lp
. γ(α−δ)/α2(α−δ)j2−(s+t−2/p)jCj‖f˜‖B˙sp,q
‖g˜‖B˙tp,∞
,
where
Cj :=
∑
j≥ℓ−2
2−(1+2/p
∗−δ−s)(j−ℓ)2sℓ‖△ℓf˜‖Lp ,
which satisfies (Cj)j∈Z ∈ ℓ
q since s < 1 + 2/p∗ − δ.
The estimates (41), (43), (44), (64), and (65) prove Theorem 5.
6. Proof of Theorem 2
We consider the sequence of approximate solutions θn determined by
∂tθ
n+1 + Λκθn+1 + un·∇θn+1 = 0 in R2 × R+,
un = (−R2θ
n+1, R1, θ
n) in R2 × R+,
θn+1
∣∣
t=0
= θ0 in R
2,
(66)
for n = 1, 2, . . . , and where θ0 satisfies the heat equation{
∂tθ
0 + Λκθ0 = 0 in R2 ×R,
θ0
∣∣
t=0
= θ0 in R
2.
(67)
It is well-known that θn is Gevrey regular for n ≥ 0. In particular, we may
define
θ˜n(s) := Gγθ
n, and u˜n(s) := Gγu
n(s),(68)
where γ = γ(s) := λsα/κ. By Theorem 1.2 in [11], the sequence (θn)n≥0
converges in B˙σp,q, where σ := 1+2/p−κ, to some function θ ∈ C([0, T ]; B˙
σ
p,q),
which is a solution of (1), provided that either T or ‖θ0‖B˙σp,q
is sufficiently
small. Additionally, we will show that the approximating sequence satisifies
sup
0<t<T
tβ/κ‖θn(t)‖
B˙σ+βp,q
. ‖θ0‖B˙σp,q
and lim
T→0
sup
n≥0
‖θn(t)‖
B˙σ+βp,q
= 0,(69)
for any 0 < β < κ/2 and n ≥ 0, where the suppressed constant above is
independent of n. Hence, once (69) is shown, then it will suffice to obtain a
priori bounds for ‖θn( · )‖XT , independent of n.
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6.1. Part I: Approximating sequence. To prove (69), we follow [37].
First observe that by Lemma 6 we have
‖e−tΛ
κ
θ0‖
B˙σ+βp,q
= ‖e−γΛ
α
e−tΛ
κ
θ˜0‖
B˙σ+βp,q
≤ ‖e−tΛ
κ
θ˜0‖
B˙σ+βp,q
≤ ‖θ0‖XT ,
for all 0 < t < T . Then Lemma 4 and 6 imply that
tβ/κ‖e−tΛ
κ
θ0‖
B˙σ+βp,q
. ‖θ0‖B˙σp,q
and lim
T→0
sup
0<t<T
tβ/κ‖e−tΛ
κ
θ0‖
B˙σ+βp,q
= 0.
We proceed by induction. Assume that (69) holds for some n > 0.
We apply △j to (66) to obtain
∂tθ
n+1
j + Λ
κθn+1j +△j(u
n·∇θn+1) = 0.(70)
Then we take the L2 inner product of (71) with |θj |
p−2θj and use the fact
that ∇·un = 0 to write
1
p
d
dt
‖θn+1j ‖
p
Lp +
∫
R2
Λκθn+1j |θ
n+1
j |
p−2θn+1j dx(71)
= −
∫
R2
[△j , u
n]∇θn+1j |θ
n+1
j |
p−2θn+1j dx.
Note that we used the fact that∫
R2
un·∇θn+1j |θj |
p−2θ˜n+1j dx = 0,(72)
which one obtains by integrating by parts and invoking the fact that ∇·un =
0 for all n > 0. Now, we apply Lemma 3, Lemma 2, and Ho¨lder’s inequality,
so that after dividing by ‖θj‖
p−1
Lp , (71) becomes
d
dt
‖θn+1j ‖Lp + C2
κj‖θn+1j ‖Lp . ‖[△j , u
n]∇θn+1‖Lp .
Let β < κ/2. By Corollary 3 with s = σ + β and t = 2/p − κ+ β we get
d
dt
‖θn+1j ‖Lp + C2
κj‖θn+1j ‖Lp . 2
−((σ+β)−(κ−β))jcj‖θ
n‖
B˙σ+βp,q
‖θn+1‖
B˙σ+βp,q
.
Note that we have used boundedness of the Riesz transform. Thus, multi-
plying by 2(σ+β)j , then applying Gronwall’s inequality gives
‖θn+1(t)‖
B˙σ+βp,q
.
∑
j
(
e−C2
κjt2(σ+β)j‖△jθ0‖Lp
)q1/q
+
∫ t
0
∑
j
(
e−C2
κj(t−s)2(κ−β)jcj‖θ
n(s)‖
B˙σ+βp,q
‖θn+1(s)‖
B˙σ+βp,q
ds
)q1/q .
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In particular, this implies
tβ/κ‖θn+1(t)‖
B˙σ+βp,q
. tβ/κ
∑
j
(
e−C2
κjt2(σ+β)j‖△jθ0‖Lp
)q1/q
+ tβ/κ
(∫ t
0
s−2β/κ(t− s)−(1−β/κ)ds
)∑
j
cqj
1/q
×
(
sup
0<t<T
tβ/κ‖θn(s)‖
B˙σ+βp,q
)(
sup
0<t<T
tβ/κ‖θn+1(s)‖
B˙σ+βp,q
)
,(73)
where we have used the fact that
xbe−ax
c
. a−b/c.(74)
Since β < κ/2, (cj)j∈Z ∈ ℓ
q and∫ t
0
1
s2β/κ(t− s)1−β/κ
ds . t−β/κ,
we actually have
sup
0<t<T
tβ/κ‖θn+1(t)‖
B˙σ+βp,q
. sup
0<t<T
tβ/κ
∑
j
(
e−C2
κjt2(σ+β)j‖△jθ0‖Lp
)q1/q
(75)
+
(
sup
0<t<T
tβ/κ‖θn(t)‖
B˙σ+βp,q
)(
sup
0<t<T
tβ/κ‖θn+1(t)‖
B˙σ+βp,q
)
,
In fact, (74) also implies
M(t) := tβ/κ
∑
j
(
e−C2
κj t2(σ+β)j‖△jθ0‖Lp
)q1/q . ‖θ0‖B˙σp,q .
From Lemma 6 we know that
e−C2
κjt‖△jθ0‖Lp . ‖e
−c′tΛκ△jθ0‖Lp ,
for some c′ > 0, where vj = e
−c′tΛκ△jθ0 solves the heat equation{
∂tv + c
′Λκv = 0
v(x, 0) = △jθ0(x).
Hence
M(t) . sup
0<t<T
tβ/κ‖e−c
′tΛκθ0‖B˙σ+βp,q
,
so that by arguing as in the case n = 0, we may deduce that
lim
T→0
sup
0<t<T
M(t) = 0.(76)
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Recall that by hypothesis, we have
lim
T→0
sup
n≥0
‖θn(t)‖
B˙σ+βp,q
= 0
Then returning to (75), we may choose T sufficiently small so that
sup
0<t<T
tβ/κ‖θn+1(t)‖
B˙σ+βp,q
. sup
0<t<T
M(t).
Finally, invoking (76) completes the induction.
6.2. A priori bounds. First apply Gγ△j to (66). Using the fact that
Gγ ,△j ,∇ are Fourier multipliers (and hence, commute), we obtain
∂tθ˜
n+1
j + Λ
κθ˜n+1j +Gγ△j(u
n·∇θn+1) = λκ/αγ1−κ/αΛαθ˜n+1j .(77)
Now apply Lemma 3, Lemma 2, and Ho¨lder’s inequality, as well as Lemma
5 to obtain
d
dt
‖θ˜n+1j ‖Lp + C2
κj‖θ˜n+1j ‖Lp
. λκ/αγ1−κ/α‖Λαθn+1j ‖Lp + λ
κ/α‖Λκθ˜n+1j ‖Lp + ‖[Gγ△j, u
n]∇θn+1‖Lp .
We choose λ > 0 small enough so that Lemma 1 implies
d
dt
‖θ˜n+1j ‖Lp + C2
κj‖θ˜n+1j ‖Lp . γ
1−κ/α2αj‖θn+1j ‖Lp + ‖[Gγ△j , u
n]∇θn+1‖Lp .
Now let β, γ, δ > 0 such that
δ < κ− β <
1
2
+
1
p
.
Then by Theorem 5 with s = σ + β and t = 2/p− κ+ β, we have
d
dt
‖θ˜n+1j ‖Lp+2
κj‖θ˜n+1j ‖Lp
.γ1−κ/α2αj‖θn+1j ‖Lp
+ 2−((σ+β)−(κ−β))jCjγ
(α−δ)/α2(α−δ)j‖θ˜n‖
B˙σ+βp,q
‖θ˜n+1‖
B˙σ+βp,q
+ 2−((σ+β)−(κ−β))jCj‖θ˜
n‖
B˙σ+βp,q
‖θ˜n+1‖
B˙σ+βp,q
,
Now by Gronwall’s inequality, for t ≥ 0 we have
2(σ+β)j‖θ˜n+1j (t)‖Lp . 2
βje−C2
κj t2σj‖△jθ0‖Lp
+
∫ t
0
γ(s)1−κ/α2αje−C(t−s)2
κj
2(σ+β)j‖θn+1j (s)‖Lp ds
+ Cj
∫ t
0
γ(s)(α−δ)/α2(α−δ+κ−β)je−C(t−s)2
κj
‖θ˜n(s)‖
B˙σ+βp,q
‖θ˜n+1(s)‖
B˙σ+βp,q
ds
+ Cj
∫ t
0
2(κ−β)je−C(t−s)2
κj
‖θ˜n(s)‖
B˙σ+βp,q
‖θ˜n+1(s)‖
B˙σ+βp,q
.
ON GEVREY REGULARITY FOR SUPERCRITICAL SQG 21
Substituting γ(s) = λsα/κ, applying the decay properties of the heat kernel
e−C(t−s)2
κj
, Minkowski’s inequality, and by defintion of the space XT , we
arrive at
‖θ˜n+1(t)‖
B˙σ+βp,q
.t−β/κ‖θ0‖B˙σp,q
+
(∫ t
0
s−(1−(α−β)/κ)(t− s)−α/κ ds
)(
sup
0<t≤T
tβ/κ‖θn+1(t)‖
B˙σ+βp,q
)
+
(∫ t
0
s(α−δ−2β)/κ(t− s)−(α−δ+κ−β)/κ ds
)
‖θn‖XT ‖θ
n+1‖XT
+
(∫ t
0
s−2β/κ(t− s)−(κ−β)/κ ds
)
‖θn‖XT ‖θ
n+1‖XT
Provided that β < κ/2, we deduce that
‖θn+1‖XT ≤C1‖θ0‖B˙σp,q
+ C2‖θ
n‖XT ‖θ
n+1‖XT ,(78)
for some constants C1, C2 > 1. By Lemma 6 we have
‖θ0‖XT ≤ C3‖θ0‖B˙σp,q
,(79)
for some constant C3 > 1. Assume that ‖θ0‖B˙σp,q
≤ (4C)−1, where C :=
(C1 ∨C3)C2. If ‖θ
n‖XT ≤ (2C2)
−1, then from (78), we get
1
2
‖θn+1‖XT ≤ (4C2)
−1.(80)
Therefore, by induction ‖θn+1‖XT ≤ (2C2)
−1 for all n ≥ 0.
7. Appendix
Lemma 10. Let α < 1 and f : R2 × R2 → R be given by
f(ξ, η) := ‖ξ‖α + ‖η‖α − ‖ξ + η‖α.(81)
If ‖ξ‖/‖η‖ ≥ c for some c > 0, then there exists ǫ > 0, depending only on c,
such that f(ξ, η) ≥ ǫ‖η‖α.
Proof. Observe that
f(ξ, η) = ‖η‖α
(∥∥∥∥ ξ‖η‖
∥∥∥∥α + 1− ∥∥∥∥ ξ‖η‖ + η‖η‖
∥∥∥∥α) .
Also observe that if R is a rotation matrix, then f(Rξ,Rη) = f(ξ, η). Thus,
we may assume that ‖ξ‖ ≥ c and that η = e1, where e1 := (1, 0). Now
observe that
f(ξ, η) = (ξ21 + ξ
2
2)
α/2 + 1− ((ξ1 + η1)
2 + (ξ2 + η2)
2)α/2
= (ξ21 + ξ
2
2)
α/2 + 1− ((ξ1 + 1)
2 + ξ22)
α/2.
Let x := ‖ξ‖. Then
f(ξ, η) = gξ1(x) := x
α + 1− (x2 + 1 + 2ξ1)
α/2,
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where x ≥ c. Thus, we may assume ξ2 = 0 and ξ1 ≥ c. Finally, elementary
calculation shows that g(x) := |x|α + 1 − |x + 1|α ≥ min{g(−c), g(c)} > 0,
provided that |x| ≥ c. 
Now we prove of Theorem 4
Proof. Since m(ξ, · ) is compactly supported, we may write
m(ξ, η) =
∑
k∈Zd
mˆk(ξ)e
ik·ηχ(η),(82)
for some smooth function χ on Rd such that sptχ ⊂ [1/4 . ‖η‖ . 4] and
χ(η) = 1 for η ∈ [1/2 ≤ ‖η‖ ≤ 2], where mˆk(ξ) := mˆ(ξ, k) is the k-th Fourier
coefficient of m.
Observe that integrating by parts gives
mˆk(ξ) =
∫
e−ik·ηm(ξ, η) dη = cα(−ik)
−|α|m˜k,α(ξ),
for all α ∈ Nd, where
m˜k,α(ξ) :=
∫
e−ik·η∂αη (m(ξ, η)χ(η)) dη.
Now by (14) and the fact that χ is compactly supported, we have∣∣∣∂βξ m˜k(ξ)∣∣∣ . ∑
α1+α2=α
cα
∫ ∣∣∣∂βξ ∂α1η m(ξ, η)∂α2η χ(η)∣∣∣ dη
.β,α,d ‖ξ‖
−|β|
∫
[1/4.‖η‖.4]
‖η‖−|α1| dη
.β,α,d ‖ξ‖
−|β|.(83)
Thus m˜k,α is a Ho¨rmander-Mikhlin multiplier. Note that the suppressed
constant in (83) is independent of k. Choose |α| large enough so that∑
k∈Zd(1 + |k|)
−|α| <∞.
Finally, observe that
Tm(f, g) =
∑
k∈Zd
Tmk(f)Tχk(g) = cα
∑
k∈Zd
(−ik)−|α|(Tm˜k,αf)(Tχτ−kg).
Therefore, by Minkowski’s inequality, Ho¨lder’s inequality, and the Ho¨rmander-
Mikhlin multiplier theorem we have
‖Tm(f, g)‖Lr .
∑
k∈Zd
(1 + |k|)−|α|
 ‖f‖Lp‖χ ∗ τ−kg‖Lq .
Finally, Young’s convolution inequality and translation invariance of dx com-
pletes the proof.

The next proposition shows that Marcinkiewicz multipliers are dilation
invariant.
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Proposition 11. Let 1/r = 1/p+1/q and Tm : L
p×Lq → Lr be a bounded
bilinear multiplier operator whose multplier, m, satisfies m ∈ L∞(Rd × Rd)∣∣∣∂β1ξ ∂β2η m(ξ, η)∣∣∣ .β,d ‖ξ‖−|β1|‖η‖−|β2|,(84)
for all ξ, η ∈ Rd \ {0} and multi-indices β1, β2 ∈ N
d. Then Tmλ is also
bounded with the same operator norm, where mλ is given by
mλ(ξ, η) := m(λξ, λη).
Proof of claim. We first show that mλ also satisifes (84). Observe that
∂β1ξ ∂
β2
η mλ(ξ, η) = λ
|β1|+|β2|(∂β1ξ ∂
β2
η m)(λξ, λη) = ‖ξ‖
−|β1|‖η‖−|β2|.
Then since m satisifes (84) we have∣∣∣∂β1ξ ∂β2η mλ(ξ, η)∣∣∣ . λ|β1|+|β2|‖λξ‖−|β1|‖λη‖−|β2|.
Now we prove the claim. Indeed, let f ∈ Lp, g ∈ Lq, and λ > 0. Then
Tmλ(f, g)(x) =
∫
Rd
∫
Rd
eix·(ξ+η)mλ(ξ, η)fˆ(ξ)gˆ(η) dξ dη
=
∫
Rd
∫
Rd
eix·(ξ+η)m(λξ, λη)fˆ(ξ)gˆ(η) dξ dη
=
∫
Rd
∫
Rd
ei(x/λ)·(ξ
′+η′)m(ξ′, η′)λ−dfˆ(ξ′/λ)λ−dgˆ(η′/λ) dξ′ dη′
=
∫
Rd
∫
Rd
ei(x/λ)·(ξ+η)m(ξ, η)f̂λ(ξ)ĝλ(η) dξ dη
= Tm(fλ, gλ)(x/λ) = (Tm(fλ, gλ))1/λ(x).
This implies
‖Tmλ(f, g)‖Lr = λ
d/r‖Tm(fλ, gλ)‖Lr
. λd/r‖fλ‖Lp‖gλ‖Lq = λ
d/rλ−d/pλ−d/q‖f‖Lp‖g‖Lq .
In particular, ‖Tmλ‖ ≤ ‖Tm‖. On the other hand, one can similarly argue
‖Tm(f, g)‖Lr = λ
−d/r‖Tm1/λ(f1/λ, g1/λ)‖Lr
. λ−d/r‖f1λ‖Lp‖g1/λ‖Lq = λ
−d/rλd/pλd/q‖f‖Lp‖g‖Lq .
Therefore ‖Tm‖ ≤ ‖Tm1/λ‖. This completes the proof.

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