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INTRODUCTION
A prediction of the average DMI by pens of cattle during the finishing period is necessary to calculate nutrient requirements and to predict performance with NE equations (NRC, 1996) . Our previous results (McMeniman et al., 2009 ) indicated that significant mean and linear biases were present when NRC (1996) feeding-period average equations were evaluated with commercial feedlot data. Recommended NRC (1996) adjustments for use of monensin decreased mean bias; however, significant systematic bias was evident, indicating that such adjustments were not ideal. Moreover, results indicated that the utility of the NRC (1996) NE m -based equation vs. a simpler equation based on initial BW might reflect the accuracy of prediction of final shrunk BW (SBW) and dietary NE m concentration. Although feedlots can sort cattle and update performance predictions at any point during the feeding period, for most practical situations, DMI predictions based on variables known with an increased degree of certainty at the start of the feeding period would prove useful to feedlot managers. By developing in-house DMI predictions, feedlots could also decrease mean and systematic biases of prediction associated with the use of NRC (1996) equations. Hicks et al. (1990b) developed equations to describe DMI by steers in a feedlot in Oklahoma during different seasons and included initial BW, days on feed (DOF), and mean intake from d 8 to 28 as variables. By including DMI from d 8 to 28, precision was improved (R 2 increased by 0.10 to 0.19 units), and the model explained 64 to 76% of the variation in DMI. Our objectives were to use pen-based data collected at commercial feedlots to 1) develop equations to predict feeding-period average DMI based on information available at the start or during the early part of the feeding period, and 2) determine the utility of the NRC (1996) NE m -based equation with and without monensin adjustments using final SBW predicted from initial SBW and sex.
MATERIALS AND METHODS
Animal Care and Use Committee approval was not obtained for this study because no animals were used.
Database
The data used for equation development and evaluation consisted of a commercial feedlot database of 3,363 pen records, representing 632,206 cattle from 3 feedlots collected over 4-yr period between 2003 to 2006 as described previously by McMeniman et al. (2009) . The feedlots were located in the Southern Plains Region of the United States (Texas, Oklahoma, and New Mexico) and were served by the same consulting nutritionist. Pens in the database consisted of steers and heifers of primarily British and Continental breeding. Holstein cattle did not comprise any pens in the database. Cattle in the pens used in the final equation development database were not sorted at reimplant and remained together as a single management group until slaughter. The initial database contained 5,615 pens; of these 2,252 pens were sorted at reimplant and were subsequently excluded from the database, leaving 3,363 pen records for equation development. A total of 1,986 pens contained steers (808, 545, and 633 pens from feedlots 1, 2, and 3, respectively), whereas 1,377 pens contained heifers (528, 435, and 414 pens from feedlots 1, 2, and 3, respectively).
Information available for each pen included weighted average dietary NE m concentration, finishing diet NE m concentration, finishing diet NDF, and tallow concentrations. Diet composition was determined on a DM basis from as-fed composition and dietary ingredient DM records, which allowed calculation of dietary NE m concentrations for each ingredient using NRC (1996) ingredient composition data. Additional variables included initial shrunk BW (ISBW), number of animals in the pen, sex, final shrunk BW (FSBW; calculated 4% shrink), DOF, G:F, DMI, average DMI from d 8 to 28 of the feeding period (DMI 8-28d ), and ADG. The ADG was calculated on a deads-out basis by subtracting average ISBW from FSBW and dividing this difference by average DOF for each pen. Similarly, G:F was calculated on a deads-out basis by dividing deads-out ADG by average DMI for each pen. Within each year, the season during which cattle were started on feed was defined as winter = December, January, February; spring = March, April, May; summer = June, July, August; and autumn = September, October, November. The means, SD, and ranges for variables in the database are shown in Table 1 .
Pens were fed high-concentrate, low-roughage, steamflaked corn-based finishing diets typical of the Southern Plains feedlot industry. All pens in the final database were implanted and fed monensin (Rumensin, Elanco Animal Health, Indianapolis, IN) at 27.5 to 33.1 mg/kg and tylosin (Tylan, Elanco Animal Health) at 8.8 to 11 mg/kg (DM basis). Steers were implanted with an initial estrogenic implant or an estrogen-trenbolone acetatebased implant and reimplanted with an estrogen-trenbolone acetate-based implant. Heifers were implanted Cattle in all 3 feedlots were fed 3 times daily using a clean bunk management approach (0 to 0.1 kg/animal of accumulated feed was targeted to remain in the bunk for the daily feeding cycle). Dry matter determination for diets was conducted weekly.
Model Development
Models to predict DMI and FSBW were developed from the 3,363 pen records. Equations using variables available at the start of the feeding period were initially developed to predict DMI and included ISBW, sex, number of animals in the pen, and finishing diet NE m , NDF, and tallow concentrations. Subsequently, DMI 8-28d was added in the expanded models to determine whether the accuracy and precision of DMI prediction could be improved by including information on feed intake during the early part of the feeding period as first demonstrated by Hicks et al. (1990b) . Dry matter intake from d 0 to 7 was not selected, as this interval typically involved some pen movements and allocation and billing of hay as part of the daily DM delivery.
The MIXED procedure (SAS Inst. Inc., Cary, NC) was used to fit a random coefficients, generalized least squares regression model (Littell et al., 2006) . The interaction between entry year × entry season × feedlot was used as the subject of the random statement. The variance-(co)variance matrix of the random factors in this model was initially assumed to be either unstructured or variance components (Littell et al., 2006) . Final models were selected by backward-elimination multiple regressions. All independent variables were initially added to the model along with all major 2-way interactions. Models were subsequently reduced in a stepwise fashion by deleting nonsignificant variables (P > 0.10) until the final model was obtained. The random coefficients model with the least Akaike's information criteria was chosen. The r 2 value for the random coefficients models shown in tables is an approximation that was obtained using a linear regression of observed values on values predicted from a random coefficients model. Because our objective was to develop empirical prediction equations for DMI and not causal analysis for independent variables, we did not formally test for collinearity in final models that included multiple independent variables. Nonetheless, examination of variance inflation factors for models with multiple dependent variables (e.g., ISBW and DMI 8-28d ) using data adjusted for random effects suggested that collinearity was not a major concern.
To determine the usefulness of the NRC (1996) NE m -based DMI equation with information available at the start of the feeding period, an average SBW was calculated from observed ISBW and a predicted value of FSBW. Components of the equation for predicted FSBW were ISBW and sex (Eq. [7] ; Table 2 ). The DMI was subsequently calculated using the NRC (1996) NE m -based equation with the average predicted metabolic SBW (kg 0.75 ) and average dietary NE m concentration (Mcal/kg) as follows:
An intercept term of 0.0869 instead of 0.1128 is recommended for yearling steers and heifers (NRC, 1996) . Because we did not have an indication of animal age in the database, pens with ISBW greater than 320 kg were arbitrarily classified as yearling animals, whereas pens with ISBW less than 320 kg were classified as calves. This value was chosen after review of the NRC (1996) equation database of Galyean and Hubbert (1992) , with 320 kg being approximately 1 SD from the mean of the calf and yearling ISBW in that data set. The NRC (1996) also recommended that predicted DMI be de- 
Model Evaluation
Because an independent evaluation data set of similar size with DMI 8-28d was not available at the time of equation development, models were evaluated by modified bootstrap and cross-validation techniques within the database of 3,363 pen records.
Model Adequacy. Each equation developed was evaluated independently to assess model adequacy as discussed by Tedeschi (2006) , in which model-predicted and observed values were analyzed for accuracy and precision using several statistics. These statistics included the root mean square error of prediction (RM-SEP), mean square error of prediction (MSEP) and its decomposition (Bibby and Toutenburg, 1977) , concordance correlation coefficient (CCC) and equation accuracy (Lin, 1989) , equation precision via the coefficient of determination (R 2 ), and mean bias. Statistical analyses for model evaluation were done with R 2.9.2 (R Development Core Team, 2008) .
Modified Bootstrapping Technique. The modified bootstrapping technique was used to examine the reliability of the fixed coefficients obtained with the random coefficients model regression equations for predicting DMI of randomly selected subsets of the commercial database. Modified bootstrapping differed from the regular bootstrapping because no new equation was fitted to the randomly selected subsets. Each simulation (n = 1,000 simulations) was based on randomly sampling 200 pen records for equation evaluation from the complete data (n = 3,363 records). A preliminary comparison of bootstrapping simulations with various sample sizes (n = 100, 200, 300, 400, and 500) indicted that whereas precision and accuracy changed with sample size, interpretation of the effectiveness of individual equations for predicting DMI across sample size remained consistent. Therefore, a bootstrapping sample size of n = 200 was selected to be similar to the cross-validation analysis (described in a subsequent section) and to represent a smaller proportion of the database that could be resampled extensively, thereby allowing for a more critical evaluation of the model parameters. In each simulation, adequacy statistics were calculated when predicting the DMI using the equations developed (Eq. [1] to [5]; Table 2 ). The adequacy statistics observed with the 200 pens was recorded for each simulation, after which the average and 2.5 and 97.5% quartiles for CCC, accuracy, coefficient of determination, and the decomposition of MSEP of the 1,000 simulations were computed. As noted previously, for the NRC (1996) bootstrapping evaluation, the FSBW was computed using the prediction equation developed from the data set (Eq. [7] ; Table 2 ).
Cross-Validation Technique. Model evaluations were performed using the cross-validation technique (Efron and Tibshirani, 1998) , which evaluated how reliable and robust the chosen variables from the random coefficients model regression analysis were at predicting DMI. Each simulation (n = 1,000 simulations) was based on sampling 177 records for equation evaluation from the complete data (n = 3,363 records) by randomly splitting the database into 19 subsets (k = 19). This number of subsets was selected to provide identical number of records per subset (n = 177). For each kth subset, equations were fitted to the other k-1 subsets (excluding the kth subset), and the adequacy statistics were calculated when predicting the DMI of the kth subset. These equations had the same variables as shown in Table 2 for Eq.
[1] to [5] , but the parameter estimates were computed using the general linear model (ordinary least-squares regression) of R 2.9.2 (R Development Core Team, 2008) . The cross-validation analysis was based on the cv.glm function of the boot package (Davidson and Hinkley, 1997) . Adequacy statistics were averaged based on the sample size of the kth subset. Only 1 weighted average of the adequacy statistics was reported for each simulation. Finally, the 2.5 and 97.5% quartiles for CCC, accuracy, coefficient of determination, and the decomposition of MSEP were reported. A preliminary analysis indicated that fitting either the ordinary least-squares regression to the k-1 subsets or the generalized least-squares regression to the k-1 subsets and using the fixed effect coefficients to predict the kth subset resulted in similar quartiles for the adequacy statistics. Thus, the ordinary leastsquares regression was used because of its reduced computational requirements and complexity.
RESULTS AND DISCUSSION
Equations developed to predict DMI are reported in Table 2 , and statistics from the bootstrap evaluation of these equations are reported in Table 3 . The variables of number of animals in the pen, and dietary concentrations of NE m , NDF, and tallow were not significant (P > 0.10) in all models developed. The fact that these dietary variables were not significant presumably reflects formulation of finishing diet NE m , NDF, and tallow concentrations within relatively narrow constraints (Table 1) . Over wider ranges, dietary NE m and NDF have been demonstrated to affect DMI by feedlot cattle (Owens et al., 1995; Galyean and Defoor, 2003) .
Decomposition of the MSEP of Eq.
[1] to [5] from the modified bootstrapping evaluation indicated that the majority of the MSEP in equations was a result of random variation (Table 3 ). The effect of system-atic bias on the MSEP was generally low (i.e., <7.4%) in all equations developed. The influence of mean bias on the MSEP decreased as DMI 8-28d was added to the models.
The DMI predicted by Eq.
[1], which is based on ISBW, accounted for approximately 48.7 to 66.4% of the variation in observed DMI in the modified bootstrapping evaluation. Addition of sex (Eq. [2]) or the interaction of ISBW and sex (Eq. [3]) resulted in improvements in the coefficient of determination, CCC, accuracy, and RMSEP of models (Table 3) . From Eq.
[2], which included ISBW and sex, the results indicate that over the average feeding period, heifers consumed approximately 0.3 kg less DM/d than steers (Table  2) . Duff and Anderson (2007) reported in a summary of 175,256 heifer lots and 212,011 steer lots from the VetLife Benchmark Performance Program that feeding period average DMI was less by heifers than by steers (8.6 vs. 9.2 kg/d). In addition, feeding period DMI averaged 2% less by heifers vs. steers over a 3-yr period at a commercial feedlot in Oklahoma (Hicks et al., 1990a) . Decreased ISBW and FSBW as a result of an earlier maturing pattern of heifers and less DOF is a likely reason for these observations (Table 1) . Zinn et al. (2008) observed that heifers had a FSBW and feeding-period average DMI that were 70 and 0.93 kg less, respectively, than steers in a commercial feedlot database of 3.1 million cattle.
Bootstrapping results in Table 4 demonstrate the improved model RMSEP, accuracy, and coefficient of determination as sex and DMI 8-28d were added to models, thereby confirming the robust and reliable nature of these variables as predictors of DMI.
Our results are similar to those of Hicks et al. (1990b) , who reported that by including intake from d 8 to 28 as an input variable, precision of models to predict DMI by feedlot cattle was improved, and the model explained 64 to 76% of the variation in DMI. Including such data could allow feed intake estimates to be customized for a pen (e.g., taking into account early effects of morbidity, weather, previous grain adaptation, effects of subclinical acidosis during transition, and cattle type on DMI), thereby leading to a more accurate and precise DMI prediction.
Equation [7] , which was developed to predict FSBW based on the variables of ISBW and sex, explained approximately 84% of the variation in observed FSBW in the database (Table 2) . Coefficients of Eq. [7] indicate that as ISBW increases, predicted FSBW also increases. Zinn et al. (2008) also reported in a commercial feedlot database evaluation of 3.1 million cattle that pens of steers and heifers with greater ISBW had greater FSBW (Pearson correlations of 0.66 and 0.68 for steers and heifers, respectively). These authors developed equations to predict FSBW from pen closeout data, and regression analysis indicated that ISBW could explain 39 and 50% of the variation in FSBW in, steers and heifers, respectively. When the data set was further subdivided into 10-kg increments of ISBW, the ISBW of the average animal was closely associated with FSBW, explaining 95 and 93% of the variation of FSBW of steers and heifers, respectively. Given the dramatic improvements in model coefficient of determination for this approach, further evaluation of these equations in independent data sets is needed. Equation [7] included intercept and slope adjustments for sex, reflecting that at a given BW, heifers are proportionately more mature than steers and thus reach a FSBW at specified body composition at a lighter BW than steers (NRC, 1996) . When predicted FSBW was used to compute average metabolic SBW in the NRC (1996) NE m -based equations, the model coefficient of determination from the bootstrap analysis (Table 5 ) decreased (r 2 = 0.47 to 0.66 for the 2.5 and 97.5% quartiles, respectively) compared with simpler equations based on ISBW and sex in Table 3 (r 2 = 0.57 to 0.73 for the 2.5 and 97.5% quartiles, respectively). McMeniman et al. (2009) reported that when actual SBW was used to predict DMI in a comparison of the NRC (1996) NE m -based and initial BW equations, coefficients of determination were similar between the equations (average r 2 = 0.64 and 0.66, respectively). For the purposes of prediction of DMI at the beginning of the feeding period, development of in-house equations by feedlot nutritionists may therefore improve model coefficient of determination.
Comparison of monensin adjustments to the NRC (1996) NE m -based equation from bootstrapping and cross-validation analyses in Tables 5 and 6 revealed that although the coefficient of determination, on average, did not change with adjustments, model accuracy did. In general, adjustments for dietary NE m were more effective than adjustments for decreased DMI with monensin (Tables 4 and 5 ). Nonetheless, the most appropriate monensin adjustment was to account for dietary NE m (increase by 12%) and predicted DMI (decrease by 4%). In the bootstrapping analysis, this conclusion is supported by a decrease in RMSEP to 0.53 kg, improved model accuracy to approximately 94.3 to 98.4%, decreased mean bias (overprediction by 0.13 kg), and improved CCC. Using the NRC (1996) NE m -based equation with no adjustments resulted in moderate precision but poor accuracy, as evidenced by an accuracy of 35.2 to 46.5%, CCC of 25.1 to 36.3%, and a RMSEP of 1.39 kg. Our modified bootstrap and cross-validation results support the findings of McMeniman et al. (2009) , in which adjustments for dietary monensin improved model mean bias and accuracy. It should be noted, however, that monensin adjustments in the bootstrapping analysis increased systematic bias of the MSEP from 4.6 to 11.1% in the model with no adjustments to 16.3 to 38.9% in the model with both monensin adjustments (Table 5) . Thus, it can be concluded such systematic adjustments are less than perfect. Ionophore source and concentration were not included as variables in the development of the NRC (1996) NE m -based equations by Galyean and Hubbert (1992) . Future equation development should take these factors into account.
The equations in Table 2 based on variables available at the start of the feeding period seem to have greater practical utility than the NE m -based equations for predicting DMI. The NE m -based equation with adjustments to both average NE m concentration and DMI for monensin feeding (Table 5 ) was relatively precise and accurate, yielding a slight improvement over Eq.
[1] (based only on ISBW) in Table 3 . Nonetheless, as sex, the interaction of sex and ISBW, and DMI 8-28d were added to the models, precision (Eq. [2] to [5] ) and accuracy (Eq. [4] and [5] ) improved relative to the NRC (1996) equations. The practical utility of the NRC (1996) NE m -based equation is limited by the requirement for accurate and unbiased prediction of the average SBW (i.e., calculated from an accurate prediction of final SBW) and dietary NE m concentration. In addition, both adjustments for monensin feeding must be used because otherwise these equations have poor accuracy compared with equations based on ISBW. Further research is required to examine the utility of the NRC (1996) NE m -based equation to predict DMI in feedlots that do not use ionophores or that use a different ionophore such as lasalocid.
Evaluation of the monensin adjustment was conducted simply to determine the utility of NRC (1996) recommended adjustments on DMI prediction when monensin is fed between the ranges of 27.5 and 33.0 Table 5 . Adequacy statistics from the modified bootstrapping simulations (n = 1,000) using the NRC (1996) NE m -based equation to predict DMI with and without adjustments for use of monensin (Rumensin, Elanco Animal Health, Indianapolis, IN) Values are the average of 1,000 bootstrapping simulations on 200 pens randomly selected from 3,363 records. Predicting intake by feedlot cattle mg/kg of DM. The effect of monensin on dietary NE m concentration in high-energy, steam-flaked corn-based diets has been the subject of debate in the literature. Although the efficacy of monensin in diets based on dry-rolled corn and combinations of dry-rolled and high-moisture corn is well documented (Goodrich et al., 1984; Meyer et al., 2008 Meyer et al., , 2009 , data regarding its effect in high-energy, steam-flaked corn-based diets are conflicting. Several authors including Zinn (1988) , Zinn and Borques (1993) , and Depenbusch et al. (2008) indicated negligible effects of monensin on dietary NE m concentration with steam-flaked corn-based diets fed to cattle with similar final BW endpoints as those in our database, suggesting the response to monensin decreases with increasing dietary energy concentration. Of these experiments, only Zinn (1988) observed a significant 5% decrease in DMI from feeding monensin. Large-pen trials conducted in commercial feedlots with steam-flaked corn-and sorghum-based finishing diets have indicated positive performance responses to monensin. Stock et al. (1995) , in a summary of 4 commercial feedlot experiments, observed a 1.25% decrease in DMI, a 2.8% increase in ADG, and 4.0% improvement with feed efficiency with monensin supplementation at 22 and 33 mg/kg of DM. Vogel et al. (2008) compared the effects of adding monensin at 36.5 mg/kg of DM and tylosin at 10 mg/kg of DM in a 2 × 2 factorial arrangement. Cattle supplemented with monensin or monensin and tylosin consumed 2.3 and 4.5% less DM and had 1.2 and 6.35% improved feed efficiency, respectively, compared with cattle not supplemented with monensin or tylosin; however, ADG did not differ among treatments. Dietary fat-ionophore interactions have been observed in diets based on dry rolled-corn and tallow (Clary et al. 1993) , but this interaction does not seem to occur in diets based on steam-flaked corn (Zinn, 1988) . To determine whether the NRC (1996) adjustments to DMI predictions for use of monensin are biologically valid, further research is required with steam-flaked corn-based diets to measure the effect of a range of graded fat amounts and monensin concentrations on DMI and dietary NE m concentration.
If dietary NE m concentration and ionophore source and quantity are relatively stable throughout the feeding period for specific classes of cattle, it is recommended that equations to predict DMI by feedlot cattle be developed from internal feedlot databases because sex is known and accurate measurements of ISBW are typically available. It should be noted that the equations reported in Table 2 may not be robust across feedlots if they differ markedly in dietary energy (or other dietary components like NDF and tallow) from the values in our database because of the previously noted potential effects of dietary factors on DMI (Owens et al., 1995; Galyean and Defoor, 2003) . Equations developed will most likely have application for feedlots in the Southern Plains region of the United States.
The BW at which cattle reach the same body composition differs depending on mature size and sex (NRC, 1996) . As previously discussed, Zinn et al. (2008) reported that ISBW was a useful predictor of FSBW in feedlot cattle. Further research also is required to examine the utility of other variables (e.g., genetic markers, frame size measurements, implant status, or animal age) available at the start of the feeding period for prediction of DMI to improve model precision and accuracy. By incorporating such variables along with ISBW and sex, it is possible that a greater proportion of the variation in final SBW at a target endpoint (e.g., USDA Choice) will be accounted for, thereby improving the accuracy and precision of predicting feeding-period average DMI. Although frame score has been used to predict FSBW (NRC, 1996) , visually determined frame score seems to be a poor predictor of FSBW (Zinn et al., 2008) . The NRC (1996) NE equations require specification of a final SBW at a target compositional endpoint to predict ADG. Because the accurate prediction of DMI and ADG rely on this same estimate, future research also should be directed toward predicting final SBW at a target compositional endpoint from information available at the start of the feeding period. Once accurate estimates of final SBW and ADG are obtained, DOF to reach the specified target endpoint can be projected. The usefulness of such predictions tailored to individual feedlots also likely relies on consistency of marketing animals at the specified target endpoint (e.g., a specific average USDA quality and yield grade).
Overall, for the purposes of prediction of DMI by feedlot cattle at the start of the feeding period, variables available at that point of time such as initial BW, sex, and an early indication of DMI seem useful. Further evaluation in independent data sets is required to fully test the utility of our equations. Nonetheless, development of equations from an internal feedlot database seemed to improve model precision compared with the NRC (1996) equation when a predicted final SBW was used.
