A mathematical method has been developed by which the cerebral vascular extraction fraction of flow-and diffusion-limited tracers injected intravenously can be measured quantitatively. Successive injections of three tracers are required: a test tracer such as ISO_la_ beled water; a completely diffusible tracer as a reference tracer and also as a flow tracer; and a tracer for cerebral blood volume (CBV). The arterial tracer concentration curves and total integrated head counts of the test and reference tracers, as well as CBF and CBV values, are required to calculate the extraction fraction. No calibra tion is required between the head counts and arterial curves. No decay correction of the head and arterial ac tivity is required, because isotopic decay is explicitly in-Brain uptake of radiolabeled compounds was first measured by Oldendorf (1970 Oldendorf ( , 1971 ) by intracarotid injection in rats. Following his study, the cerebral vascular extraction fraction (E) and permeability surface product for flow-and diffusion-limited mol ecules, i.e., water and ethanol, have been measured with various methodological improvements. These include improvement in the choice of reference tracers (Clark et aI., 1981), adjustment of the volume injected (Clark et aI., 1981), and modifications in the counting method (Yudilevich and De Rose, 1971; Eichling et aI., 1974; Raichle et aI., 1974; Bolwig and Lassen, 1975; Go et aI., 1981) and choice of the injection site (Patlak and Fenster macher, 1975) in experimental animals. However, The theory and preliminary results of the simulation studies were presented at
cluded in the equation. The effect of nonextracted test tracer can be corrected. Simulation studies have shown that the calculated extraction fraction values are not sen sitive to measurement error in CBF, CBV, partition coef ficient, change in measurement time, or time shift effect between the arterial and head data. If there is mixing of two different tissues in the brain, the calculated extrac tion fraction values are close to the weighted mean values of extraction fraction by relative weight of the tissues. It is concluded that it is possible to apply this method to human studies with a positron emission tomograph scanner and to animal studies with external coincidence detectors. Key Words: Extraction fraction-Positron emission tomography-Simulation studies- [150] Water. application of these methods to humans has been difficult because of the need for an intracarotid in jection (Paulson and Hertz, 1978) . The intravenous injection methods developed by Sage et ai. (1981) and Clark et ai. (1982) cannot be applied to human studies, because a short measurement time is re quired and the results were sensitive to change in the measurement time (Clark et aI., 1982) .
An approach to measuring extraction fraction as the ratio of CBF values from sequentially admin istered radioactive water and reference tracer has recently been reported (McCulloch and Angerson, 1981; Reid et aI., 1983) after the idea proposed by Raichle (1980) . This results in overestimation of the extraction fraction, because a correction cannot be made for the effect of nonextracted intravascular radioactive water (see Discussion).
The purpose of this study was to develop a new quantitative method for the measurement of extrac tion fraction in vivo by the intravenous injection of positron-emitting tracers. This method is capable of being applied to human studies by positron emis sion tomography (PET), as described in Discussion.
Simulation studies were done to estimate the effects of measurement errors on various parameters.
MATERIALS AND METHODS

Theoretical basis
This method requires injections of three different tracers: (a) a test tracer, the extraction fraction of which is to be measured, such as water, ethanol, antipyrine, etc.; (b) a completely diffusible tracer that is used as a reference tracer in the extraction fraction study and also as a flow tracer (reference tracer); and (c) a tracer for cerebrovascular volume (CBV tracer). 
Definition of symbols
The two-compartment model chosen to analyze the behavior of a flow-and diffusion-limited tracer. Compart ment I represents the quantity of radioactive tracer that does not participate in the equilibrium between blood and brain, and simply flows through the brain without diffusion. Com partment II represents the quantity of tracer that participates in the equilibrium between blood and brain. The second compartment includes the intravascular tracer that partici pates in the equilibrium. The movement of tracer is indicated by the arrows. The dashed arrows indicate the decay of the tracer. See the text for definitions of the abbreviations and variables.
arterial concentration curve, Ca(T), enters the brain in the blood flow, F. The quantity of the injected tracer, which participates in the instantaneous equilibrium between blood and brain, is E x F x Ca(T). The change in Q I and Q2 can be expressed as follows:
Dividing by V and integrating from time 0 to <l> results in and C I
Equations 3 and 4 express the head curves for the quan tities of the tracers that did not and did participate in the equilibrium between blood and brain, respectively. If the count rate from the brain is measured by external detec tors, then the count rate, N(<l», is
Next, the reference tracer is injected intravenously. This tracer crosses the blood-brain barrier freely, and instan taneous equilibrium is assumed between blood and brain tissue. The basic equation is as follows:
Again, dividing by V and integrating from time 0 to <jl results in and N*(<jl) = C*(<jl)
Integrating Eqs. 5 and 8 from time t l to t 2 and from time ti to t�, respectively, and dividing one by the other results in the final equation:
r N(<jl )d<jl I I Note that the sensitivity factors X and Y have canceled out from the final equation. If there is no change in CBF between the test and reference tracer studiesJand1* can also partially cancel out from Eq. 9. The left side of Eq. 9 can be measured easily by PET scanning. Arterial counts can be expressed in arbitrary units, not in absolute units. After f, 1*, and CBV are determined, E can be estimated by making a table. In practice,! and 1*, A. and A. *, and CBV can be substituted by corresponding param eters that are expressed as mlig/min, mlig, and mlig, re spectively.
Simulation studies: one compartment
Simulation studies were done using a Perkin-Elmer 3220 digital computer (Perkin-Elmer, Norwalk, CT, U.S.A.). We assumed that I50-labeled water and llC-la beled butanol were used as test tracer and as reference tracer, respectively. Hence, the following simulation studies were on water extraction fraction (WEF), and ap propriate decay constants and partition coefficients for [I50]water and [IIC]butanol were used unless otherwise specified. Typical arterial concentration curves for the pSO]water and [IIC]butanol were selected from the data obtained in the rat study (Takagi et aI., 1983) . Simulated head curves of the test tracer and of the reference tracer were generated by assigning known values to the CBF, WEF (true WEF), partition coefficient (A.), and CBV, and assuming that the measured region consisted of only one compartment, such as gray matter or white matter. It was assumed that flow values during the test and the reference tracer studies were always the same. Errors were then J Cereb Blood Flow Metahol, Vol. 4, No.4, 1984 introduced into one or more parameters. The calculated WEF values (estimated WEF) were compared with the true WEF values.
Effect of error in CBV on WEF. This study was done to estimate the effect of measurement error in CBV on WEF in conditions with various WEF and CBF values. A family of water head and reference head curves was synthesized, assuming various true WEF values ranging from 0.1 to 1.0; CBV values were taken as 0.04 and 0.06 mlig, CBF as 0.7 and 0.2 ml/g/min, A. and A. * as 0.95 and 0.77 mlig, and start and end measurement times as 0, and 60 s, respectively. The value of 0.77 mlig for A. * comes from the reported partition coefficient of butanol (Gjedde et aI., 1980 ). An error of + 10% or + 50% was then intro duced into the CBV, and WEF values were calculated with the other parameters remaining the same. The dif ference between the true and the estimated WEF was an alyzed.
Effect of error in CBF on WEF. To examine the effect of errors in CBF, the above process was repeated, with the exception that after the head curves were calculated, a + 10% or + 50% error was introduced into the CBF parameters if and j*).
Effect of error in head count on WEF. To examine the (9) effect of errors in head count for the test tracer, such as statistical noise, etc., the above process was repeated, with the exception that after the head curves were cal culated, a + 5% error was introduced into the head count for the test tracer.
Effect of error in the partition coefficient of water on WEF. To examine the effect of errors in the partition coefficient of water, the above process was repeated, with the exception that after the head curves were calculated, a + 5% error was introduced into the partition coefficient.
Effect of time shift between the head and the arterial curves on WEF. To examine the time shift effect between the head and arterial curves on WEF, the above process was repeated, with the exception that after the head curves were calculated, the starts of the head curves of the test and the reference tracers were advanced by 3 s.
Effect of error in various parameters for different mea surement times on WEF. To examine the effect of errors in various parameters for different measurement times, the head curves were synthesized by assuming that CBF was 0.7 (high-flow state) or 0.2 (low-flow state) mlig/min, CBV was 0.06 mlig, WEF was 0.8, and A. was 0.95 mlig. Then one of the following errors was introduced: a + 10% error in CBV, a + 10% error in CBF, a + 5% error in A., or a time shift of 3 s. The WEF was calculated with mea surement times ranging from 20 to 110 s.
Simulation studies: two compartments
To examine the effect of mixing two different tissues on calculated WEF, head activity was calculated by as suming that there were two compartments.
Effect of mixing two compartments with different WEF values. In the first series of simulations with two com partments, the only difference between the two compart ments was the WEF values. The WEF values in the first and second compartments were assumed to be 1.0 and 0.5, respectively. The other parameters used in simulation were as follows: CBV, 0.04 or 0.06 mlig; CBF, 0.2 or 0.7 mlig/min; A, 0.95 ml/g; and end measurement time, 60 s. Head curves were synthesized assuming that the relative weight of the first compartment ( Wj) was from 0.0 to 1.0.
Estimated WEF values were compared with the true WEF values, which were derived from the following equation:
true WEF
where subscripts 1 and 2 indicate the variables of the first and the second compartments, respectively.
Effect of mixing two compartments with different CBF, CBV, or partition coefficient. In the second series, the WEF values in the first and second compartments were always 0.8. Only one parameter was different in the two compartments. Three simulation studies were done as fol lows: (a) CBFj 0.7 mlig/min, CBF2 0.2 ml/g/min, (CBV 0.04 mlig, A 0.95 mlig); (b), CBVj 0.06 mlig, CBV2 0.04 ml/g, (CBF 0.2 ml/g/min, A 0.95 ml/g); (c) Aj 1.05 ml/g, A2 0.85 mlig, (CBV 0.04 mlig, CBF 0.7 mlig/min). The sub scripts indicate the compartments, and the figures in pa rentheses indicate the same values for the first and the second compartments. WEF values were calculated by assigning weighted mean values to CBF, CBV, and A.
Overall effect of different CBF, CBV, and partition coefficient on WEF. As a final step, the overall effect of differences in various parameters between the two com partments was studied. This probably corresponds to the in vivo situation in the brain, in an extreme case. The parameters in the first compartment were as follows: CBFj 0.7 mlig/min, CBVj 0.053 mlig (Greenberg et aI., 1978) , WEFj 0.7, and Aj 1.04 ml/g (Ter-Pogossian et aI., 1969) . The parameters in the second compartment were as follows: CBF2 0.2 mlig/min, CBV2 0.036 mlig (Green berg et aI., 1978), WEF2 1.0, and A2 0.88 ml/g (Ter Pogossian et aI., 1969) . The first and second compartments were intended to be similar to the gray and white matter, respectively. WEF values were calculated by assigning weighted mean values to CBF, CBV, and A.
RESULTS
One compartment
Effect of error in CRV on WEF. Simulations of errors in WEF caused by error in the measurement of CBV are shown in Fig. 2 . In a high-flow state (CBF = 0.7 mllg/min) with a WEF value of �0.3, this error does not exceed -4%. In a low-flow state (CBF = 0. 2 mllg/min) where WEF is supposed to be high, this error does not exceed -3% if WEF is �0.7. The magnitude of the error increases with decreasing WEF, increasing CBV, and decreasing CBF. A + 50% error in CBV (CBV 0.04 � 0.06 mll g) results in a -6.5 and -5. 1% error in WEF in a high-flow and low WEF (CBF = 0.7 mllg/min, true WEF = 0.5) state and in a low-flow and high WEF (CBF = 0.2 mllg/min, true WEF = 0.8) state, re spectively (not shown).
Effect of error in CRF on WEF. Simulations of errors in WEF caused by error in the measurement of CBF are shown in Fig. 3 . In a high-flow state (CBF = 0.7 mllg/min) with a WEF value of �0.3, and in a low-flow state (CBF = 0. 2 mllg/min with a WEF value of �o. 7, this error does not exceed -2 and + 1 %, respectively. The error is positive or negative, and the magnitude of the error changes with changes in WEF, CBV, and CBF. A + 50% error in CBF (CBF 0.70 � 1.05 mllg/min) results in a -7.1% error in WEF with a CBV value of 0.06 mllg and a true WEF value of 0.8.
Effect of error in head count on WEF. Simula tions of errors in WEF caused by error in the mea surement of head count of the test tracer are shown in Fig. 4 . In a high-flow state (CBF = 0.7 mllg/min) with a WEF value of �0.3, and in a low-flow state (CBF = 0. 2 ml/g/min) with a WEF value of �0.7, this error does not exceed + 9 and + 11 %, respec tively. Predicted errors in water extraction fraction (WEF) caused by + 10% errors in cerebral blood volume (CBV) are plotted against the true WEF. CBV was assumed to be 0.04 and 0.06 mllg, and CBF was assumed to be 0.2 and 0.7 mil g/min. The partition coefficient was assumed to be 0.95 mil g, and the start and end measurement times were 0 s and 60 s, respectively. The magnitude of this error is less than -4% in the high-flow (CBF = 0.7 ml/g/min) state with a WEF value of ;'0.3, and less than -3% in the low-flow (CBF = 0.2 mil g/min) state with a WEF value of ;.0.7. in partition coefficient are shown in Fig. 5 . This error does not exceed -2%. These errors are al ways negative, and the magnitude increases with increasing CBF and increasing WEF. Effect of time shift on WEF. Simulations of errors in WEF caused by the time shift between the head and arterial curves are shown in Fig. 6 . In a high flow state (CBF = 0.7 mllg/min) with a WEF value of �0.3, and in a low-flow state (CBF = 0.2 mllg/ min) with a high WEF value (WEF > 0.7), this error does not exceed + 1 and + 3%, respectively. This error increases with decreasing CBF and increas ing CBY. ferent measurement times on WEF. Figure 7 shows the effects of errors in various parameters on WEF in different end measurement times from 20 to 110 s. Start measurement time was always 0 s. WEF was set at 0.8, CBV at 0.06 mllg, A. at 0.95 mllg, and CBF at 0.7 (Fig. 7 , top) or 0.2 (Fig. 7, bottom Assumed cerebral blood volume (CBV), CBF, partition coef ficient, and measurement time were the same as in Fig. 2 . The magnitude of this error is less than + 1% in the high flow (CBF = 0.7 ml/g/min) state with a WEF value of �0.3, and less than + 3% in the low-flow (CBF = 0.2 mllg/min) state with a WEF value of �0.7. 
Two compartments
Effect of mixing two compartments with different WEF values. Figure 8 shows the effect of mixing two compartments that differ from each other only in WEF values; one is 0.5 and the other 1.0. Un derestimation in WEF is always observed. The maximal underestimation expressed as a percentage was at the point where WEF was 0.7. If the absolute difference between the true and estimated WEF was considered, the maximal underestimation was at the point where WEF was 0.75. In other words, the maximal underestimation occurs when the vol umes of two compartments are the same. This un derestimation increases with increasing CBF, but does not exceed -3%.
Effect of mixing two compartments with different CBF, CBV, or partition coefficient. Figure 9 shows the effect of mixing two compartments that are dif ferent from each other in only one parameter other than WEF. WEF was assumed to be 0.8. In the condition in which the respective CBF values in the first and second compartments are 0.7 and 0.2 mIl glmin, the overestimation of WEF is observed, with the maximum of + 3.1 % where the relative weight of the first compartment is 0.3. If the two compart ments are different from each other in CBV or par tition coefficient, the resulting underestimation of WEF is minimal and does not exceed -0.4%.
Overall effect of different CBF, CBV, and parti tion coefficient on WEF. Figure 10 shows the effect of mixing gray and white matter on WEF. Overes timation in WEF is observed, with the maximum of 5.5%, if the relative weight of the gray matter is 0.4.
DISCUSSION
Model
A distinct advantage of the extraction fraction model for a flow-and diffusion-limited tracer is its simplicity and relative lack of limiting assumptions. A flow-and diffusion-limited tracer means a tracer that is not only flow limited but also diffusion lim ited. This includes water, ethanol, and antipyrine. Diffusion-limited tracers, such as glucose, deoxy glucose, and a-aminoisobutyric acid, are not con sidered in this model. The usual conditions for which indicator dilution techniques are valid are as sumed. These conditions include no changes in the distribution of transit times for entering particles with time, constant flow, and constant volume (Zierler, 1962) . These conditions usually can be sat isfied in the rat and in human studies. WEF has been measured by several methods. Most of the methods require invasive procedures, such as intracarotid injection (Yudilevich and De Rose, 1971; Eichling et aI., 1974; Raichle et aI., 1974 Raichle et aI., , 1976 Bolwig and Lassen, 1975; Paulson and Hertz, 1978; Clark et aI., 1981; Go et aI., 1981) or ventriculocisternal perfusion (Patlak and Fenster macher, 1975) . Among these, only Paulson and Hertz (1978) measured the WEF of human patients. They still required intracarotid catheterization and jugular vein cannulation; hence, the application was confined to patients who underwent cerebral angi ography. The intravenous injection method devel oped by Clark et al. (1982) results in an overesti mation of WEF with increasing measurement time, because the washout rates of the test and the ref erence tracers are different. An approach to mea suring the extraction fraction as the ratio of CBF values of sequentially administered test and refer ence tracers has been recently proposed (Raichle, 1980). The permeability-surface area product for water has been calculated by applying this idea in rats (McCulloch and Angerson, 1981; Reid et aI., 1983) . It is assumed that CBF (test tracer) is equal to CBF (reference tracer) multiplied by E. This is true, however, only if the portion of the test tracer that attains instantaneous equilibrium between blood and brain can be measured. Actually, the fraction of the test tracer that does not participate in the equilibrium and that simply flows through the brain cannot be separated from the quantity of the tracer extracted. For this reason, the CBF values for the test tracer are overestimated more than those for CBF (reference tracer) multiplied by E measured by the usual method, such as the auto radiographic strategy, autoradiographic method, or clearance method. Hence, extraction fraction will be overestimated. To examine this, another simu lation study was performed. The condition was as sumed in which CBF was 0.2, 0.4, 0.7, 1.0, 1.5, and 3.0 ml/g/min, CBV was 0.06 mIlg, and A was 0.95 mIlg. The head curves were simulated assuming various WEF values as a sum of C1 (<1» and C2 (<1» by Eqs. 3 and 4. The flow values were then calcu lated by the autoradiographic strategy and com pared with the CBF x WEF values. Measurement time was 60 s. Figure 11 shows the percentage over estimation of WEE This overestimation becomes large if the WEF is low, by an increase in the rel ative contribution of nonextracted tracer to the total head curve. It is >2% if WEF = 0.9, >4% if WEF = 0.8, and >8% if WEF = 0.6, for all the CBF values used. Some methods have been reported for measuring the transport of various compounds from blood to brain (Raichle et ai. , 1975 (Raichle et ai. , , 1978 Ohno et ai. , 1978; Gjedde et ai. , 1980; Rapoport et ai. , 1980; Blasberg et aI. , 1983; Patlak et ai. , 1983) . In these methods, it is assumed that the diffusion from blood to brain is very slow, or that back-diffusion from brain to blood is negligible. These methods cannot be ap plied to an extraction fraction study because of the high diffusion and high washout rates of the test tracer. The method developed by Sage et ai. (1981) with intravenous injection and decapitation is theo retically applicable to the measurement of the ex traction of any compound. It may be difficult to apply their method to human studies with a PET scanner, however, because of the very short mea surement time.
Our model is capable of being applied to human studies on extraction fraction because of several ad vantages over the previously described methods, which are as follows:
(a) Intracarotid injection is not necessary.
(b) The whole history of the head curves is not required, but only the total integrated head counts, which can be easily measured by external counting. Our model requires the ratio of the total integrated head counts as follows: 112 * N*(<\J)d<\J II Total counts can be measured more easily than the whole concentration curve by means of a PET scanner, which usually does not have enough tem poral resolution to describe a time-activity curve with sufficient accuracy.
(c) Calibration between the head count and the arterial count is not necessary. We take the ratio of total head counts and not the tracer concentration in the brain, making the calibration unnecessary and excluding possible errors from inappropriate quantitation, such as inappropriate attenuation cor rection. The following three conditions are re quired. (i) Head counts of the test and reference tracers must be expressed in the same units. (ii) Arterial counts for the test and the reference tracers must be expressed in the same units. (iii) There must be a linear relationship between the count and the activity, in both head and arterial data. Units of the head count and arterial count can be different from each other. The first two conditions can be easily satisfied by PET scanning and direct arterial sampling in humans, or by counting with two co incidence detectors in the rat study (Takagi et ai. , 1984) . If there is not a linear relationship between the head activity and the head count, as is some times seen in PET study, the head activity must substitute for the head count. In this case, we can still eliminate the effect of calibration error between the PET and the well counter.
(d) It is not necessary to correct the head activity for decay. This is an important feature if the method is applied to human studies with PET scanning (Howard et aI. , 1983) . Many methods (Phelps et ai. , 1979; Reivich et ai. , 1979; Herscovitch et ai. , 1983; Mintun et al. , 1984) applied to human studies with PET scanning require decay correction, with the erroneous assumption that there is no change in the brain radioactivity other than that due to the decay of the radioisotopes. Since this assumption is not valid, decay correction results in error in the vari able measured, although the magnitude of this error is not great (Mint un et ai. , 1984) .
The tracer decay constant is explicitly included in our operational equation. The integrated or cu mulated head counts can be used without decay correction. This eliminates the possible error in ap plying only one average decay correction factor to the data with changing activity during the finite scan time.
(e) The effect of nonextracted tracer can be cor rected. Our operational Eq. 9 includes the term for nonextracted tracer:
This makes it possible to eliminate the overesti mation in extraction fraction owing to the nonex tracted tracer. The reason for and extent of this overestimation were discussed in the previous sec tion.
Several other points should be mentioned. We assumed that the intravascular space consists of only one component. However, there are precapil lary, capillary, and postcapillary components. As far as the fraction of the test tracer that did not participate in the equilibrium between the blood and the brain is concerned, there is no diffusion from the intravascular space to the brain. Hence, these three components behave as if they are only one component. The tracer concentration curve of this fraction is expressed by Eq. 3. In the case of the reference tracer and the fraction of test tracer that participate in the equilibrium between blood and brain, the tracer concentration curves in the capil lary and postcapillary space as well as in the brain parenchyma can be expressed by Eqs. 4 and 7. How ever, the concentration curves in the precapillary space are also assumed to be expressed by these equations. Actually, this is not the case. Although the precapillary concentrations of tracers to be ex tracted are higher than expected from Eqs. 4 and 7, the contribution of the difference in these con centrations is small because the volume of the pre capillary space is small. Moreover, this error affects both the numerator and denominator of Eq. 9 to almost the same extent, making the effect of this error on the calculated extraction fraction very small.
We assumed a single well-mixed compartment for intravascular space. However, blood flows through the vascular system without pooling in it. This in dicates that the intravascular tracer concentration curve cannot be approximated by Eq. 1 or 3 accu rately. The alternative approximation might be the arterial curve multiplied by CBV, or the average of it for a few seconds. This approach cannot take the difference in transit time of tracers into account. The best way is still to be determined.
There is a discrepancy in the washout constant for the extracted portion of tracer that is not com pletely diffusible. The extraction fraction was not included in Eqs. 2 and 7 in the paper on simulation studies by Lammertsma et aI. (1981) . On the other hand, the washout constant includes a diffusion-de pendent factor (m) in Eqs. 48-52 in the report of Kety (1951) and in Eq. 9 in the article of To mita and Gotoh (1981) . This factor m is indentical to E under physiological conditions (Tomita and Gotoh, 1981) . Unless extraction fraction is included, the washout rates become the same whether the tracer is only flow limited or flow and diffusion limited. We think extraction fraction should be included in the washout constant. This can be easily shown if we think about a relatively simple example. In case of intracarotid bolus injection, if the isotopic decay is neglected in a one-compartment model and if the injected dose is the same, the area for a tracer with E = 1.0 is fO Q e ( -flA)1 dt, and the area for a tracer with E < 1.0 is fa E Q e -kl dt, provided that the very small part of the area in the peak is neglected. It is possible to calculate an accurate CBF by the height-to-area method even if E is not unity (Rob erts et aI. , 1973; Raichle et aI. , 1974 Raichle et aI. , , 1976 . This means that the height-to-area ratio is constant re gardless of the value of E, and the washout constant (k) for tracer with E < 1.0 should be E fiX-.
We used the extraction fraction as a fraction that participates in the equilibrium between blood and brain. An E value of 1.0 means that an instanta neous equilibrium is attained with a test tracer. In J Cereb Blood Flow Melabol, Vol. 4, No.4, 1984 this case, the truly extracted fraction into the pa renchyma is expressed by the following equation:
extracted portion X-(1 -CBV) CBV + X-(1 -CBV)
where CBV and X-(1 -CBV) represent the distri bution volume of the tracer in the intravascular and the parenchymal spaces, respectively.
Simulation studies
The simulation studies showed that the calculated WEF values are not sensitive to measurement er rors in CBV, CBF, time shift effect, and partition coefficient. This is especially true in the low-flow (0. 2 mllg/min) state with a WEF value of ?0. 7 and in the high-flow (0. 7 mllg/min) state with a WEF value of ?0.3. This is important, as these conditions seem likely to occur in the brain. WEF values of oS:O. 3, in the high-flow and oS:O. 7 in the low-flow states are unlikely to be observed (Raichle et aI. , 1974 (Raichle et aI. , , 1976 Ta kagi et aI. , 1983) .
The effect of various errors depends on measure ment times. The errors resulting from the various sources considered are <2% with end times of mea surement between 30 and 80 s. We recommend that the measurement of WEF be done with the end time of the measurement between 30 and 80 s.
Brain tissue is not homogeneous, consisting of gray and white matter and normal and pathological tissues. The simulation study also shows that the calculated WEF is close to the weighted mean of WEF in these situations.
In the simulation study, we assumed that CBF remains the same during the test and reference tracer studies. Unexpected changes in flow should be avoided. If the flow values in the test and the reference studies are known or can be calculated separately, accurate WEF values still can be cal culated using two different flow values, one in the numerator and the other to the denominator of Eq. 9.
From these data and discussion, it is concluded that the new model and equation for extraction frac tion allow the accurate calculation of the extraction fraction. With the many advantages described above, it is possible to apply this method to human studies with PET scanners and to animal studies with external coincidence detectors.
