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DATOS DE LA OBRA
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Resumen
Los cultivos de todo tipo de plantas están expuestos a enfermedades que pueden darse por:
hongos, virus y bacterias, para el caso del tomate no es la excepción, por este motivo se le
ha puesto relevancia a contribuir con la detección temprana de enfermedades en las plantas
de dichas especies. Se está trabajando en solucionar 4 de la enfermedades que afectan en las
plantaciones de tomate. La identificación se puede dar a través de las partes de la planta como
son, las hojas, el tallo o los frutos, aśı que se tomó un data set de imágenes de hojas enfermas.
Se extrajo 4 de los 10 tipos con los que se contaba. Se trabaja con el método de redes neuronales
convolucionales, dado que son utilizadas para la creación de modelos de clasificación de elemen-
tos, entrenados con imágenes. Las imágenes fueron ingresadas a tamaño real de 256x256, pero
previamente fotografiadas por una cámara telefónica a fin de obtener el mismo tipo de archivos
para entrenar la red y para receptar imágenes en el clasificador. La cámara cuenta con una
resolución de 12 Megaṕıxeles, aśı que para el entrenamiento, se redimensionaron las imágenes.
Al finalizar el entrenamiento se obtuvo un porcentaje de 93 % de eficiencia el cual es admisible
y después ingresar los datos de prueba se lograron 429 respuestas correctas y 54 incorrectas,
siendo este un porcentaje aceptable. El siguiente paso fue, crear el algoritmo para ejecutar el
modelo previamente entrenado y guardado, para luego ser entrenado, ambos procesos son rea-
lizados con Python keras y en este último caso, un programa adicional, droid cam para usar
la cámara de un motorola g6 plus como web cam, en donde igualmente se obtuvieron buenos
resultados en la mayoŕıa de los casos, aunque los dispositivos electrónicos son diseñados para
trabajar en un ambiente controlado y al no encontrarse bajo las mismas condiciones no da los
mismos resultados. Finalmente es posible ingresar imágenes directamente desde una carpeta de
la PC en donde el porcentaje de imágenes aceptadas como correctas son aproximadamente al
93 % que es el valor generado por el entrenamiento y se analizaron los resultados a través de
la interacción con el clasificador, ingresando en él imágenes manualmente, para comprobar si
el número de elementos clasificados de forma acertada corresponden al porcentaje de eficiencia
generado por el entrenador.
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Abstract
Crops of all types of plants are exposed to diseases that can occur due to: fungi, viruses
and bacteria, in the case of tomato it is no exception, for this reason it has been important
to contribute to the early detection of diseases in the plants of these species. Be this working
on solving 4 of the diseases that affect tomato plantations. The identification can be given
through parts of the plant such as the leaves, the stem or the fruits, so a data set of images
of diseased leaves was taken. 4 of the 10 types that were available were extracted. We work
with the convolutional neural network method, since they are used to create models for the
classification of elements, trained with images. The images were entered at a real size of 256x256,
but previously photographed by a telephone camera in order to obtain the same type of files
to train the network and to receive images in the classifier. The camera has a resolution of 12
Megapixels, so for training, the images were resized. At the end of the training, a percentage of
93 % of efficiency was obtained, which is admissible and after entering the test data, 429 correct
and 54 incorrect answers were achieved, this being an acceptable percentage. The next step was
to create the algorithm to execute the previously trained and saved model, for which Python
kéras was used as for the trainer algorithm and in the latter case, an additional program, droid
cam to use the camera of a motorola g6 plus as a web cam, where good results were also obtained
in most cases, although the electronic devices are designed to work in a controlled environment
and as they are not under the same conditions, they do not give the same results. It is possible
to enter images directly from a folder on the PC where the percentage of images accepted as
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Automático . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.8. Propuesta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2. Metodoloǵıa 10
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En el Ecuador, la agricultura es uno de los ejes principales de la economı́a [1], a finales del
2018 representó un 8 por-ciento del Producto Interno Bruto (PIB) [2] y durante los últimos
años se ha trabajado por incrementar la productividad y aśı cumplir con la demanda interna y
externa. Uno de los productos con mayor demanda nacional es el tomate riñón, en el 2017 Loja,
Guayas e Imbabura fueron las provincias con la mayor producción de este tipo de tomate [12] y
solo en esta última se registró una producción anual del 30.43 por-ciento, con 19 073 toneladas
[3], cifras que no permitieron registrar importaciones en ese año [12].
Cada ecuatoriano consume, en promedio, 4 kilos de tomate riñón al año, ya sea crudo en en-
saladas, cocinado para darle sabor a las comidas o industrializado en forma de salsa. El tomate
es muy apetecido por ser un alimento de fácil digestión y rico en vitaminas A, B y C, fósforo,
potasio, hierro, calcio y licopeno [5]. A esto se puede agregar que la producción de tomate riñón
en el cantón Ibarra es probablemente la más baja comparada con la de otros cantones produc-
tores, pero contrariamente a la parte productiva, es el más importante desde el punto de vista
comercial ya que en el mercado mayorista de la ciudad de Ibarra es donde se comercializa la
mayor parte del producto que se cultiva en la provincia [4].
Sin embargo, es importante mencionar que la producción de tomate está siendo afectada
por una gran cantidad de bacterias, virus, hongos y plagas diferentes [6]. Una sola planta es
capaz de infectar a cultivos enteros haciendo que se pierdan cifras significativas del cultivo,
ocasionando pérdidas de orden económico a los agricultores [9]. El costo para controlar plagas
y enfermedades puede llegar a alcanzar hasta el 20 por-ciento del valor de la producción [7].
Además, el manejo de plagas y enfermedades con agro-qúımicos puede resultar perjudicial para
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la salud de los agricultores y de los consumidores [8]
Hoy en d́ıa, se puede afirmar que los avances tecnológicos ocurridos en los últimos años
han supuesto una nueva era para la agricultura, la cual ha sabido adaptarse a los nuevos cam-
bios, introduciendo a la metodoloǵıa tradicional, la tecnoloǵıa informática que existe, dando
como resultado nuevas técnicas de cultivo como son la agricultura de precisión y los cultivos
hidropónicos [10]. Si a esto se añade tecnoloǵıa de visión artificial, se puede obtener un control
total sobre los cultivos por medio de imágenes para su posterior análisis e interpretación [11]
siendo esta una buena opción para el reconocimiento de defectos en plantas de tomate lo cual
contribuye a la reducción de su propagación y a la vez permite la erradicación temprana sin
perder grandes escalas de producción
Desarrollar un algoritmo de identificación de varios tipos de anomaĺıas en hojas de plantas
de tomate por medio de visión artificial.
Analizar el contexto del problema en base a las imágenes seleccionadas para escoger la
técnica de aprendizaje de máquina más adecuada y eficiente.
Desarrollar un programa de clasificación de defectos por medio del análisis de imágenes.
Validar el programa de reconocimiento de defectos a través de imágenes de la base de
datos que no sean utilizada para el aprendizaje de máquina.
El presente proyecto propone el desarrollo de un algoritmo, para lo cual se seleccionará
un método con el que se realizará el análisis computacional de las imágenes, para reconocer
en ellas caracteŕısticas peculiares. Realizar el aprendizaje de máquina a través del método de
clasificación, para detectar anomaĺıas similares y clasificarlas acorde a la enfermedad de tomate
a la que pertenezcan, empleando para este fin una base de datos ya existente. Se validará el
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correcto funcionamiento del algoritmo haciendo uso de una parte de la base de datos, no tomada
en cuanta para el aprendizaje de máquina.
Se realizará un algoritmo de identificación de anomaĺıas en hojas de tomate, debido al proble-
ma encontrado en cuanto a que las plantas de tomate son susceptibles a diversas enfermedades,
causadas por distintos factores usualmente ambientales, esto a través del uso de los conocimien-
tos adquiridos durante la formación en la carrera de Ingenieŕıa en Mecatrónica.
Se realizará el filtrado de las imágenes de la base de datos obtenida desde repositorios, para
luego llevarlas al proceso de aprendizaje de máquina, dando como resultado la identificación de
defectos. La utilidad del presente proyecto se destaca en que beneficiará a los productores de
tomate, para la detección temprana de enfermedades que afectan a las plantas de sus cultivos
con el fin de evitar el deterioro de las mismas, ya que podrán ser tratadas a tiempo, contribu-
yendo a que se generen menos pérdidas en la cosecha y comercialización del producto.
Además, de que ayudará al desarrollo de futuros trabajos relacionados con agricultura de
precisión que se enfoquen con visión artificial y aprendizaje de máquina, como por ejemplo




Dentro del campo de inteligencia artificial y las múltiples partes que lo conforman, está el
aprendizaje automático y la visión artificial, para los cuales existen una variedad de métodos a
elegir dependiendo de la aplicación que se le desee dar.
En este caso se planea realizar un algoritmo de clasificación por medio de imágenes para el
reconocimiento de enfermedades en plantas de tomate, para lo cual se han estudiado trabajos
realizados anteriormente, en donde se reconoce por su alto porcentaje de precisión, al uso de
redes neuronales en distintos programadores, en donde dependiendo de los parámetros dados al
sistema utilizado, el porcentaje de exactitud vaŕıa.
1.1. Identificación de Enfermedades Vegetales a Partir de Lesio-
nes y Manchas Individuales Mediante el Aprendizaje Pro-
fundo
En este trabajo se estudió el reconocimiento de 79 enfermedades de 14 especies de plantas
(incluido un cultivo de tomate), en donde por la falta de elementos en la base de datos se utilizó
la técnica de aumento de datos. Este estudio se destaca por el uso de únicamente las partes
lesionadas y con manchas, en lugar de considerar toda la hoja, con lo que se logra que el número
de datos no sean un problema, debido a que cada región analizada cuenta con caracteŕısticas
distintas. La segmentación de los datos sigue siento realizada de forma manual, impidiendo que
el sistema sea totalmente automático. Se puede destacar que la eficiencia al clasificar no es muy
buena, ya que se obtuvo en cada cultivo una precisión superior al 75 %. El proceso por el cual
pasaron las imágenes se puede visualizar en las siguientes figura 2.1 [13].
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Figura 1.1: a)Ejemplo de śıntomas grandes dispersos b) lesión espúrea desaparecida y c) lesión
espúrea sin cambios (c)[13].
1.2. Detección de Trastornos en Plantas de Tomate Mediante
Aprendizaje Profundo
Este proyecto parte de la unión entre aprendizaje profundo y redes neuronales, obteniendo:
redes neuronales profundas; para la detección de enfermedades se ha recopilado imágenes des-
cargadas de Internet, datos estándar de una aldea vegetal y fotos de un ambiente natural no
controlado, dando un total de 13,548 imágenes (de 256x256 pixeles) para el reconocimiento de
dos enfermedades (tizón tard́ıo, tizón temprano) y hojas sanas, con lo que se tiene tres clases,
en la figura 2.2, se puede observar el conjunto de muestra de los datos. Al tener un alto número
de imágenes para el reconocimiento, la precisión de este trabajo llega al 97.25 %, siendo este un
sistema validado con buenos resultados [14].
Figura 1.2: Imágenes de muestra del conjunto de datos de la aldea de plantas, el conjunto de
datos de Internet y el conjunto de datos del mundo real que se utilizan en varias configuraciones
experimentales (a-e), imágenes no segmentadas (F-j) e imágenes segmentadas [14].
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1.3. Clasificación de Enfermedades de las Plantas de Tomate en
Formato Digital Usando Árbol de Clasificación
En este caso se ha utilizado un método diferente para el reconocimiento de enfermedades,
que es Árbol de Clasificación, con el cual se reconocen 5 enfermedades de las plantas de tomate
como son: tizón tard́ıo del tomate, mancha de septoria, mancha bacteriana, cancro bacteriano,
rizo de hoja de tomate; haciendo uso de imágenes digitales, tanto de hojas como de los tallos
de la planta para la identificación de caracteŕısticas (color, forma, textura), todo esto tras un
proceso de segmentación por medio del método de Otsu, aplicado a una base de datos de 383
imágenes, sin tomar en cuenta las sección de pruebas para lo que se apartaron 39 imágenes. En
la siguiente figura 2.3, se puede apreciar de mejor manera el proceso llevado a cabo [15].
Figura 1.3: A) y B) Hojas de tomate afectadas por el tizón tard́ıo C) segmentación color D)
segmentación binaria [15].
1.4. Comparación de Arquitecturas de Redes Neuronales Con-
volucionales para la Clasificación de Enfermedades en To-
mates
Para este trabajo se entrenaron distintas arquitecturas con redes neuronales convolucionales:
AlexNet, GoogleNet, Iception V3, ResNet 18 y ResNet 50. Haciendo uso de una base de datos
de Plant Villaje que cuenta con 54,323 datos de 14 cultivos y 38 enfermedades de donde se
extrajo 18,160 imágenes pertenecientes a cultivos de tomate que cuenta con 10 clases: tomate
sano, mancha bacteriana, tizón temprano, tizón tard́ıo, mancha negra, mancha de la hoja,araña
roja, mancha blanca, virus del mosaico, rizado amarillo del tomate, que se pueden visualizar en
la figura 2.4.
Cabe mencionar, que en los modelos entrenados se utilizó descenso de gradiente estocástica.
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Además de transferencia de aprendizaje con el fin de mejorar la eficiencia obteniendo una
precisión mayor a 98 % en todos los casos, que se evaluó por matriz de confusión multiclase. La
secuencia utilizada y algunos ejemplos de la base de datos se visualiza a continuación.[16].
Figura 1.4: Imagenes de muestra obtenidas de PlantVillage - Dataset [16].
1.5. Detector Robusto Basado en Aprendizaje Profundo para
el reconocimiento de Plagas y Enfermedades de Plantas de
Tomate en Tiempo Real
Las imágenes adquiridas para es trabajo se capturaron en un ambiente no controlado, con
cámaras de varias resoluciones, con las que se captaron al rededor de 5000 fotograf́ıas de hojas
enfermas de: moho gris, cancro bacteriano, moho de la hoja, plaga, minador de hojas, mosca
blanca, baja temperatura y moho polvoriento; las cuales se dividió en 80 % para entrenamiento,
10 % para validación y 10 % para pruebas. Se hizo uso de redes neuronales convolucionales de
tres tipos: Faster R-CNN, R-FCN, SSD; mismas que fueron combinadas con varios extractores
de caracteŕısticas profundas como son: VGG net, ResNet, contribuyendo a disminuir la cantidad
de falsos positivos durante el entrenamiento y realizando un aumento en la base de datos para
evitar el sobre ajuste.[17]
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1.6. Redes Neuronales Convolucionales para la Detección y Cla-
sificación de Enfermedades de Plantas en Imágenes Digita-
les
En este caso se ha realizado el reconocimiento de 24 enfermedades de 9 especies de cultivos,
con técnicas de visión artificial. La parte de la planta utilizada son las hojas de las cuales se
obtuvo imágenes a color para el reconocimiento de patrones, a través de varios clasificadores
para comparar su efectividad como son: discriminante de análisis lineal, máquina de soporte
vectorial, y redes neuronales probabiĺısticas, que se encuentran implementadas en las siguien-
tes arquitecturas:AlexNet, GoogleNet, Inception V3, SqueezeNet, ResNet 101, ResNet 50; de
donde se identificó a AlexNet como la de mayor exactitud, debido a que alcanzó el 98.90 % de
efectividad[18].
1.7. Clasificación de Clorosis en Hojas de Árboles de Naranja
Mediante Aprendizaje Automático
Se han tomado 60 fotograf́ıas de hojas saludables y 60 fotograf́ıas con clorosis sintomáti-
ca, tomadas con una cámara de 5 Megaṕıxeles en un ambiente controlado para reducir brillo
y reflectancia. Las caracteŕısticas se han obtenido mediante algoritmos de reconocimiento de
patrones, aplicando procesamiento digital de imágenes, en conjunto con el método de OTSU
para la segmentación, para eliminar el fondo de la imagen, seguido de una conversión a escala
de grises. Los nuevos datos son guardados en formato CSV, en donde cada columna contiene
los atributos de cada hoja y las 6 últimas pertenecen a las caracteŕısticas estad́ısticas, datos
que son ingresados en los meta clasificadores de los lenguajes Matlab y Weka V3.8 combinados
con el algoritmo Dl4jMlp, estos datos dieron como resultado una precisión del 100 % en todos
los casos [19].
1.8. Propuesta
Se propone el desarrollo de un clasificador de enfermedades en plantas de tomate para lo
que se hará uso de imágenes de hojas sanas y de varias clases de hojas enfermas, aplicando
machine learning para la creación de un algoritmo al cual se entrenará, para su posterior uso
8




En este caṕıtulo se detalla el funcionamiento de las redes neuronales convolucionales, como
también las partes que conforman una red CNN, lo que se puede apreciar en el siguiente diagrama
de flujo de la figura 2.1.
Figura 2.1: Diagrama de flujo del procedimiento para la creación del presente proyecto
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2.1. Elección del set de datos
A través de las páginas de internet como: kaggle, Reddit, github, entre otras se realiza la
elección del set de datos acorde a la necesidad, como el caso de las enfermedades de plantas
de tomate, para lo que es necesario una muestra que contenga imágenes, en donde se pueda
reconocer que una planta o una parte de esta, contiene signos de ciertos tipos de enfermedad.
Tras la búsqueda de los datos que se requiere para el entrenamiento, se ha elegido una
carpeta con 10 separaciones que contienen imágenes de enfermedades del tomate; la parte de la
planta en donde se puede identificar las anomaĺıas son: tallos, hojas, frutos; en este caso el set
de datos contiene fotograf́ıas de hojas de la planta, las mismas que se diferencian de acuerdo
con el tipo de mancha. Dentro de un set de datos un aspecto importante es el cantidad de
elementos con los que se trabaja y para el caso de las redes neuronales convolucionales, entre
más imágenes ingresan la eficiencia aumenta, logrando que la red identifique de mejor manera al
presentar muestras con las que no haya tenido interacción con anterioridad. Para esta ocasión se
hizo uso de 4 (bacterial spot, earli blight, healthy y septoria leaf spot ) de las 10 enfermedades
mencionadas, tomando alrededor de 600 elementos por carpeta, de un total de 13,676 datos.
Debido a que, con una mayor cantidad de enfermedades, también es necesario un mayor costo
computacional y tomando en cuenta las caracteŕısticas de la máquina con la que se trabajó, esto
contribuyo a dejar una gran holgura en los datos correspondientes a la parte de comprobación
de resultados. las carpetas utilizadas para el entrenamiento se pueden visualizar en la figura 2.2.
Figura 2.2: Archivos del data set para el entrenamiento (tres clases de tomates enfermos y una
clase de tomate sano)
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2.2. Ingreso de los Datos
Las imágenes se encuentran en un formato JPG, con un tamaño predeterminado de 256x256,
mismas que luego tendrán que ser identificadas por el algoritmo clasificador, por esta razón las
imágenes se fotografiaron con la cámara telefónica, que posteriormente seŕıa la receptora de
las imágenes para el algoritmo clasificador en un ambiente controlado con el fin de que ingrese
la menor cantidad de ruido a las imágenes. Esto se puede visualizar en la figura 2.3 en donde
se encuentra la imagen tal como se ha descargado de la página web kaggle y en la figura 2.4,
la fotograf́ıa de la misma. Como se puede notar la relación de tamaño en las imágenes ha
cambiado, ahora la imagen fotografiada tiene una dimensión de 3024 de ancho por 4032 de alto,
siendo 4 veces más grande que la original, dado esto se realizó un re-dimensionamiento de las
imágenes tras su ingreso en el programa para tenerlas nuevamente en un tamaño de 256x256, y
aśı evitando un mayor costo computacional.
La red neuronal busca patrones y en cada convolución se adentra en modelos más complejos por
esta razón es importante que la imagen no pierda su forma; mientras los contornos se puedan
reconocen y diferencias unos de otros, la red realizará de forma optima su trabajo.
Las imágenes deben estar bajo las mismas condiciones tanto en el ambiente que se han creado,
como también a la hora de ser procesadas previo al entrenamiento y a la clasificación, debido a
que el durante el entrenamiento el programa aprendió a reconocer imágenes de un cierto tipo y
al ser utilizado en el programa de clasificación buscará la relación entre lo que aprendió y lo que
se le presenta; y si el cambio entre estas las dos entradas al sistema es demasiado incompatible
no se obtendrá el resultado esperado, entonces, mientras las entradas dadas al clasificador sean
equivalentes en fondo y forma a las dadas al entrenamiento, la eficiencia al clasificar será la
esperada.
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Figura 2.3: Propiedades de las imágenes originales del data set.
Figura 2.4: Propiedades de las imágenes del nuevo data set, captadas por la cámara telefónica.
2.3. Procesamiento de Matrices
Primero se ha dado a cada enfermedad un número, correspondiente a la clase que pertenece
esto se muestra en la 2.5.
Figura 2.5: Asignación de clases a cada enfermedad.
Para introducir las imágenes al modelo de entrenamiento se crea a partir de ellas una matriz
que corresponde a las etiquetas de cada clase, en este caso fueron 4, una por cada enfermedad
y en conjunto se crea otra en donde se encuentran las matrices formadas por cada imagen que
ha ingresado. A dichas matrices se le ha realizado una división para generar tres secciones, que
corresponden a las partes de entrenamiento, validación y prueba del algoritmo, se ha considerado
13
que la división se realice en porcentajes de 80 % para entrenamiento y validación, dejando el
20 % restante para la fase de prueba 2.6 [21].
Figura 2.6: División de la muestra en 80 % (1932 imágenes) para entrenamiento y 20 % (483
imágenes) para prueba.
2.4. Pre-procesamiento de Imágenes
En redes neuronales se entiende que, a mayor cantidad de datos, mejor clasificación de clases,
dicho esto las imágenes pasan por una etapa en la que se genera lo que se conoce como aumento
de data set, para esto a cada imagen del conjunto de entrenamiento y validación, se las introduce
en un método ImagenDataGenerator() en donde se les realiza un zoom de un 20 %, una rotación
10 grados, un desplazamiento horizontal de 0.1, un desplazamiento vertical de 0.1 y un rango
de corte de 0.1, con lo que se obtienen 5 imágenes adicionales por cada una de las ingresadas.
2.5. Entrenamiento CNN
Las redes neuronales convolucionales trabajan con modelos de aprendizaje supervisados, en
donde se presenta como el agente que se supervisa a quien da la entrada al sistema a partir de
la cual debe darse una salida predeterminada [22].
Por norma general, el proceso de aprendizaje parte de un conjunto de pesos sinápticos
aleatorio y busca un conjunto de pesos que permitan a la red desarrollar correctamente una
determinada tarea. Durante el proceso se va refinando iterativamente la solución hasta alcanzar
un nivel de operación suficientemente aceptable [11]. Las redes neuronales convolucionales están
creadas esencialmente por una serie de capas que buscan identificar bordes, para luego adentrarse
en combinación de bordes y finalmente modelos de objetos. Receptan grandes cantidades de
imágenes de las cuales se extraen caracteŕısticas exclusivas de cierto tipo de elemento con el fin
de generalizarlo. Al ingreso de la imagen y conociendo sus dimensiones, se forma una matriz
que contiene ancho, alto y profundidad, la que es llenada con datos numéricos que van de 0 a
255, pero se cambian a valores entre 0 y 1 debido a que aśı es como los acepta la red creada en
Python, para la ejecución del entrenamiento [24].
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2.5.1. Funciones de Activación
Convolución
La convolución lo que hace es generar un volumen de imágenes, es decir aumenta la pro-
fundidad según la cantidad de filtros que se apliquen, no debeŕıa reducir la dimensión espacial.
Ahora para obtener las caracteŕısticas de las imágenes la convolución trabaja con un kernel que
es el que se traslada por toda la imagen, realizando multiplicación matricial, seguido de una
media ponderada con la matriz de las dimensiones que se le asignan al parche, que para este
caso se ha escogido un tamaño de 3x3. Tras pasar el kernel por las imágenes, estas cambian de
dimensión debido a las operaciones que se realizan en ellas, quedando disminuidas en varias filas
y columnas dependiendo del tamaño de la zancada que se realice en cada salto del filtro. Para
solucionar el conflicto de la reducción de la dimensión espacial, se hace uso de función padding,
para rellenar los bordes de las imágenes con ceros tantas filas y columnas sea necesario para
obtener la dimensión inicial de la imagen que es de 256x256.
La convolución es una operación matemática que trabaja con dos funciones (f y g) y produce
una tercera (h), que es una integral que expresa la cantidad de superposición de una función a
medida que se desplaza sobre la otra función. Denotada por la Ecuación 2.1 [16].
h = f ∗ g =
∫ ∞
∞
f(τ) ∗ g(t− τ) ∗ dy (2.1)
Agrupación
En keras esta función tiene el nombre de MaxPolling, la misma que no afecta a la profundidad
de la imagen, sin embargo, si a las dimensiones espaciales de ancho y largo, a consecuencia de
que se crea un nuevo filtro que es de 2x2 con zancada de 2, mismo que recorre la imagen de
izquierda a derecha, iniciado desde la parte superior cada muestra y realizando una operación
que promedia las cifras, entregando solo un número, el más alto para la nueva matriz, la cual será
de 128x128, misma que ha de ser la capa oculta (llamada aśı debido a que no se tiene acceso
directo a su salida, que seŕıan todas a excepción de la última) de entrada para la siguiente
función. El trabajo que se realiza en las matrices que puede observar en la figura 2.7.
El número de neuronas se incrementa de forma exponencial según el número de las capas
ocultas va aumentando y profundizando, con ello el costo computacional también aumenta,




Se hace uso de la capa leakyRelu, entendiendo primero que en las matrices de las imágenes
pueden existir valores tanto positivos como negativos, la presente función se encarga de mul-
tiplicar únicamente a los valores negativos por un coeficiente de rectificado para tener valores
positivos en toda la matriz.
Abandonar
Es la capa encargada de contribuir a que el sobre ajuste en la red neuronal sea el menor
posible debido a que desactiva una cantidad determinada de neuronas que pertenecen a la red, en
este caso se desactivan la mitad de las neuronas utilizadas en cada interacción de forma aleatoria.
Esta función de activación solo se realiza para el entrenamiento; la validación y pruebas cuenta
con todas las neuronas activas.
Aplanar
Al conseguir el tamaño más pequeño de matriz que es el resultado de las operaciones antes
mencionadas, se procede a aplanar la matriz, convirtiéndola en un vector.
Función exponencial normalizada
Existen múltiples variaciones que se puede realizar, dependiendo de la dimensión de las
matrices en la CNN se efectúa lo que es generalmente recomendable, tratar de reducir la di-
mensionalidad, pasando de 3D a 2D y en lo posible a una sola dimensión, esto se utiliza en la
salida de las etiquetas de clase en donde a la salida se recepta datos en formato one hot. Aqúı
ingresan todos los datos de probabilidad que ha designado el entrenador y estos se traducen a
valores entre 0 y 1, para luego escoger la probabilidad más alta de que un dato pertenece a una
clase espećıfica. Esta se conecta directamente con la última capa, la de clasificación.
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Clasificación
Esta capa es la última, en donde dependiendo de qué tan alta sea la probabilidad del
objeto de pertenecer a una clase, se tomará el valor más alto y se le asignará esa probabilidad.
Internamente los pesos y el error se actualizan mediante el algoritmo de backpropagation.
2.5.2. Parámetros para el Entrenamiento
Inicializar el entrenamiento es el paso final al crear la red, para esto se deben escoger los
parámetros con los que se desea ejecutarlo, como son: La categoŕıa multiclase, que la ejecución
de esta función incurre en que la salida del sistema debe pertenecer únicamente a una de las
clases existentes. En cada ocasión que el sistema ha sido correctamente entrenado, al finalizar
el aprendizaje se desconecta. Esto quiere decir, que los pesos y la estructura de la red quedan
fijos, quedando la red neuronal dispuesta para el procesamiento de datos [23].
2.6. Prueba de eficiencia del modelo entrenado
Para evaluar el desempeño de la red, sklearn destina un porcentaje del conjunto de datos
nombrado como “prueba” que para este caso se ha designado un 20 % de la muestra total, siendo
483 imágenes que son ingresadas automáticamente al modelo una vez que se ha entrenado, con lo
que se obtiene dos listas de salida, una con el total de clasificaciones identificadas correctamente
figura 2.8. y otra lista con las muestras clasificadas de forma incorrecta figura 2.9, que se guardan
en dos archivos scv, con dos columnas, la primera en donde se encuentran las etiquetas reales
de cada imagen y otra con las etiquetas asignadas por el modelo entrenado. La evaluación de
desempeño puede ser tanto automática, como manual, mismas que se han realizado por los
dos métodos, para la verificación manual se han usado los datos de la parte de comprobación
obteniendo muy buenos resultados.
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Figura 2.8: Datos correctos adquiridos de ingresar la parte de prueba al entrenamiento.
Figura 2.9: Datos incorrectos adquiridos de ingresar la parte de prueba al entrenamiento.
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2.7. Clasificador
El clasificador está conformado por dos partes, una en la que se ingresan imágenes direc-
tamente de una carpeta creada en el ordenador, llamada mediante una extensión del lugar en
donde se encuentra la imagen, la misma que es procesada y como resultado se entrega una
matriz con las probabilidades de que pertenezca a cada clase. Además, de imprimir el nombre
de la imagen ingresada, junto al nombre de la etiqueta con la probabilidad de la clase más alta.
Tanto para el ingreso manual como para la recepción de imágenes por medio de cámara web es
necesario que el modelo se encuentre previamente en el código para lo que se insertan todas las
libreŕıas aplicadas para el algoritmo entrenador a fin de luego llamar al archivo y los pesos del
modelo que fue guardado.
2.7.1. Ingreso Manual
Las imágenes que se han designado para la comprobación final de eficiencia del modelo son
ingresadas desde una carpeta llamada “Comprobación” y cada una tiene un nombre, el cual debe
actualizarse cada que se carga una imagen distinta, misma que se redimensiona a 256x256, que
es el mismo tamaño con el que se entrenó la red, de igual forma se le hace todas las conversiones
realizadas a las imágenes previas a entrar a la red. Tras pasar por el modelo entrenado, emite
una lista en donde se muestra el porcentaje probabiĺıstico de cada clase. Además, del nombre
de la imagen ingresada junto a la designación de la clase con el porcentaje más alto de la lista
antes mencionada.
2.7.2. Recepción de imágenes por medio de cámara web
Primero deben configurarse los parámetros de la cámara como: largo, ancho y brillo de la
imagen que se receptará. Para conseguir imágenes con mejor resolución en lugar de hacer uso
de la cámara web de la computadora, se hizo uso de la cámara de un teléfono celular (motorola
G6 plus) para lo que se usa el código IP del celular con lo que se accede a la cámara desde el
programa, una vez conseguido eso se configura los parámetros gráficos de la pantalla de recepción
en donde aparecerán directamente el nombre de la clase a la que corresponde la imagen de la
hoja que se muestra a la cámara, junto a la etiqueta que le corresponde [24].
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2.8. Equipo y Software
Para iniciar se destaca que el uso de anaconda se implementa debido a que permite el
desarrollo de proyectos relacionados con ciencias de datos haciendo uso de diversos entornos,
para este caso se utiliza Jupyter [9], dentro de esta multiplataforma de forma interna, se hace uso
de los recursos del sistema que vienen a ser el CPU, que se encarga de tareas de todo tipo que le
son asignadas como cálculos y la GPU, misma que se encarga netamente del procesamiento de
imágenes que contribuye a que el procesador se libere de estas tareas, mejorando el rendimiento
y reduciendo el tiempo en que se desempeñas los procesos, obteniendo un entrenamiento logrado
en un tiempo más corto y evitando un costo computacional más elevado. A continuación en la
2.10, se puede visualizar las caracteŕısticas con las que cuenta la máquina que sé ha utilizado
en este proyecto [24]
También se ha hecho uso de un teléfono celular como cámara web, para obtener imágenes
con buena resolución que el clasificador pueda reconocer de una forma más sencilla y sus carac-
teŕısticas se muestran a continuación en la 2.11, se toma en cuenta principalmente la resolución
de la cámara trasera la cual cuenta con una resolución de 12 Megaṕıxeles, que se puede com-
parar también con las caracteŕısticas de la cámara que es parte de la unidad laptop en donde
se puede reconocer que se tiene 0.307 Megaṕıxeles como se muestra en la figura 2.12.
Figura 2.10: Caracteristicas del equipo laptop utilizado.
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Figura 2.11: Caracteŕısticas del teléfono utilizado, cámara trasera.
Figura 2.12: Caracteŕısticas cámara web del dispositivo asus.
Para que sea posible el uso de la cámara telefónica, como cámara web, se ha utilizado un
software, llamado Droid cam, con el cual se hace la conexión desde la cámara al celular, cabe
mencionar que en ambos dispositivos debe constar la instalación del mencionado software y la
conexión puede ser con cable USB o por una red wifi (los dos dispositivos, deben estar conectados





Continuación se describen los procesos ejecutados; la forma más adecuada de cargar las
imágenes al programa se realizó mediante prueba y error.
Primero se realizó la división manual de datos para entrenamiento, validación el 80 % y para
prueba el 20 %, con imágenes a la que se cambió su tamaño de 256x256 pixeles a 300x300 a
las cuales se les realizó ciertas operaciones como zoom, rotación, espejo con el fin de obtener
más datos y que el entrenamiento identifique de mejor manera las enfermedades en las hojas de
tomate. Usando una red neuronal convolucional formada por dos capas ocultas y 25 épocas, esto
no fue suficiente para obtener resultados óptimos, ya que la eficiencia alcanzada apenas llegaba al
60 % en teoŕıa, pero a la hora de revisar los datos de prueba exist́ıa una inconsistencia total entre
las imágenes y la clasificación que arrojaba la red entrenada. Por lo mencionado anteriormente se
procedió a buscar formas más optimas de ingresar los datos por lo que se decidió usar la libreŕıa
sklearn de Python que entre otras cosas divide por śı misma una carpeta con enfermedades
en datos para entrenamiento, validación y prueba. Esta vez, con el fin de ahorrar recursos
computacionales se redimensionó las imágenes antes de ingresarlas al algoritmo, el tamaño a
usar era de 21x28, una dimensión muy reducida que dependiendo de la aplicación en la que se
utilice, se pueden obtener resultados bastante favorables, sin embargo, para el reconocimiento de
enfermedades en hojas no es el caso. Al ingresar la base de datos el algoritmo crea dos matrices,
una en la que se encuentran las imágenes y otra en donde se almacenan las etiquetas de cada
clase, con el fin de mejorar la forma en que la red asimila los datos de entrada de las etiquetas
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se cambió la numeración de estas a one-hot y se probó el desempeño del modelo tanto con
imágenes a color como también en escala de grises donde se obtuvo mayor costo computacional,
también se obtuvieron mejores resultados al trabajar con imágenes a color en RGB. Finalmente,
se aumentó el tamaño de las imágenes a 256x256 y se incrementó la base de datos con la que
se obtuvo resultados más consistentes en el porcentaje arrojado por el entrenamiento.
3.2. Aplicación
Se ha desarrollado un clasificador de enfermedades en plantas de tomate a través del análi-
sis de sus hojas, el cual cuenta con dos algoritmos programados en el entorno de desarrollo
integrado de Jupyter (este entorno trabaja por bloques, facilitando la obtención de resultados),
haciendo uso de Python en su versión 3.6.7:
1) Programa de entrenamiento: se ha realizado con el método de redes neuronales convolucio-
nales. En Python existen varias libreŕıas para trabajar con redes neuronales, siendo keras en su
versión 1.19.2 la escogida en este caso. Para trabajar con el conjunto de datos y con un reporte
sobre la clasificación se añade la libreŕıa sklearn. Por fines prácticos se ha escogido una base de
datos de la web, de imágenes de hojas de tomate con diferentes enfermedades. Previo al entre-
namiento se extrajo una cantidad de imágenes para la fase de validación de resultados. Una vez
realizado el ingreso, división, pre-procesamiento de los datos y matrices, se procede a crear una
red conformada por funciones de activación como son: convolución, relu, max pooling; mismas
que se repiten cuantas veces se crea conveniente para lograr resultados óptimos, a continuación
se procede a entrenar la red.
2) Programa de clasificación: mediante la libreŕıa opencv se puede lograr la obtención de datos
externos como es la recopilación de imágenes en tiempo aproximado (en este caso de hojas)
haciendo uso de un teléfono celular, como cámara web e introduciendo el modelo entrenado.
Además, de sus respectivos pesos y las configuraciones para que se pueda visualizar en el marco
de la cámara el nombre de la predicción y la correspondiente etiqueta de la imagen.
3.2.1. Resultados y Pruebas
En esta sección se describen todos los problemas solucionados a lo largo de la creación del
proyecto hasta obtener los resultados esperados del mismo.
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Eficiencia del entrenador
Existen varias formas en que se pueden ingresar las imágenes al algoritmo, por lo que se
realizaron múltiples cambios empezando por probar el rendimiento al ingresar imágenes en
escala de grises en comparación con imágenes a color, pero esto no era suficiente para alcanzar
un modelo con un margen alto de eficiencia. A continuación en la figura 3.1, se observa la
cantidad de datos ingresados al sistema.
Figura 3.1: Directorios
Aśı que se trabajó en mejorar el pre-procesamiento de las imágenes (esto se consiguió tra-
bajando con imágenes redimensionadas a un tamaño de 21x28 pixeles en RGB), como también
en contribuir a que la red asimile mejor las matrices creadas para: etiquetas de cada clase y
matrices con datos de pixeles de cada imagen, cambiando de la numeración decimal a one-hot,
figura 3.2.
Figura 3.2: Transformación de las etiqueta a one-hot.
Además, se introdujo la libreŕıa sklearn para evitar la separación manual de los datos en
segmentos de entrenamiento, validación y prueba, también, con el uso de sklearn se obtuvieron
los valores de eficiencia de la red al ingresarlos en el conjunto de imágenes de prueba, obteniendo
aśı dos listas, una con los valores en donde el modelo obtuvo clasificaciones correctas y otra con
las ocasiones en donde no pudo reconocer las imágenes.
Se destaca también, el uso del método ”fit generator()”de la libreŕıa de keras que en com-
paración al método fit() contribuye a obtener un resultado más eficiente, debido a que realiza
un pre-procesamiento a las imágenes, como: zoom, rotación, espejo con el fin de obtener más
datos, es se logra con el método ImagenDataGenerator() para que el entrenamiento identifique
24
de mejor manera las enfermedades en las hojas de tomate, ya que este método analiza mejor
imágenes que tengan perturbaciones.
Dentro de la red finalmente, se creó una sola capa oculta con sus respectivos comandos de ac-
tivación, convolución, relu, max pooling, dropout, flaten, dense; en la figura 3.3, se muestran
todas las capas.
Figura 3.3: Red CNN, cada fila corresponde a una capa oculta de la red.
Validación del entrenador
Una vez que se realizó la prueba de entrenamiento del modelo, que cuenta con 2415 imágenes.
Como se ve en la 3.1, se ingresa la división de imágenes destinadas para este fin que corresponde
al 20 % del total de la muestra, dando como resultado 483. Se obtiene en respuesta un Excel
con los aciertos logrados, que son 437 y otro Excel con 46 datos incorrectos, esto se visualiza
en las figuras 3.7-3.8. Además, se ingresaron imágenes directamente de la carpeta de prueba,
destinado para validar el entrenamiento y el clasificador, con lo que se comprobó que funciona
correctamente considerando que el porcentaje de eficiencia obtenido ha sido del 93,2 % que
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Cuadro 3.1: Reporte de resultados obtenidos tras entrenar la red CNN.
Reporte de resultados
Precisión Recordar Puntaje Apoyo
Clase 0 0,97 0,81 0,88 117
Clase 1 0,82 0,81 0,88 119
Clase 2 0,93 0,98 0,96 131
Clase 3 0,84 0,94 0,89 116
Eficiencia 0,89 483
Macro avg 0,89 0,89 0,89 483
Pesos avg 0,89 0,89 0,89 483
se puede observar en la imagen de la figura 3.6, como también, en el reporte de validación,
mostrado en la figura 3.5.
Figura 3.4: Número de etiquetas creadas.
Eficiencia del Clasificador
Se realizó un algoritmo para cargar el modelo entrenado y lograr a través de una cámara web
el reconocimiento de las enfermedades, por lo cual se hizo uso de las libreŕıas requeridas para
el entrenamiento, también, de opencv que es la libreŕıa de visión artificial en Python. Primero
se trabajó con la cámara web de laptop con resolución de 640x480, lo que hizo que al probar,
la eficiencia de detección de como resultado porcentaje de reconocimiento casi nulo, por esta
razón, se procedió a hacer uso de la cámara de un teléfono celular, con resolución de 12 Me-
gaṕıxeles y se probó el reconocimiento nuevamente sin obtener los resultados esperados ,debido
a que se identificó que reconoćıa las imágenes con las que se entreno la red, pero no reconoćıa
imágenes nuevas, por esta razón se procedió a tomar fotograf́ıas de toda la base de datos con
la cámara de teléfono celular, para que con esto las imágenes usadas para el entrenamiento del
modelo, y también las adquiridas para que el clasificador reconozca, se capturen bajo los mismos
parámetros, con esto se obtuvo imágenes de un tamaño de 3024x4032 ṕıxeles, mucho mayor al
que se estaba usado para el entrenamiento. En la figura 4.7 se puede visualizar una interacción
correcta realizada por el clasificador .
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Figura 3.5: a) Curvas de eficiencia y b) pérdida del entrenamiento.
Figura 3.6: Detección de efermedades ingresando manualmente una imagen al clasificador. a)
nombre de la imagen ingresada y b) clasificación realizada por el programa.
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Modificaciones al entrenamiento
Por lo mencionado anteriormente, se procedió a ingresar las imágenes al entrenamiento, pero
redimensionando a un tamaño de 256x256 pixeles, lo que conllevo a que el entrenamiento sea
más tardado, tomando en cuenta que tomaba alrededor de 25 minutos y con el redimensiona-
miento de imágenes tarda aproximadamente 3 horas, se puede añadir también que la eficiencia
disminuye en su porcentaje pasando de 96 % a 93 %. Tras el nuevo entrenamiento se comprobó
su funcionamiento, obteniendo los resultados esperados al ingresar imágenes de la carpeta de
comprobación, dando como resultado clasificaciones correctas como se puede ver en la figura
3.8.
Figura 3.7: Entrenamiento con 93 % de eficiencia, en donde se encuentran las filas que en cada
interacción evalúan la, eficiencia, perdida, validación del entrenamiento y comprobación de la
validación.
Validación del Clasificador
Se cargó el nuevo modelo entrenado y se probó su eficiencia clasificando las 4 clases de hojas
de tomate: bacterial spot, early bligth, healthy, septoria del tomate; en donde se encontró,
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que clasificó una gran cantidad de enfermedades con éxito. Con lo que se puede decir que fue
una opción acertada el cambiar las imágenes de la base de datos por las fotograf́ıas, al hacer
esto también mejoró el reconocimiento de imágenes que no fueron capturadas con la misma
cámara. El modelo entrenado al ser probado ha generado ciertos datos erróneos; en el caso
de las clases septoria leaf spot, healthy, da una respuesta correcta en alrededor de 19 de cada
20 imágenes, para la clase early bligth disminuyen los resultados correctos a aproximadamente
14 de cada 20 imágenes y en el caso de la clase bacterial spot encuentra coincidentes a 5 de
cada 20 imágenes, estos valores han sido extráıdos de someter el clasificador a las imágenes de
comprobación de forma manual, tanto en la parte de ingreso de una imagen directamente de
la carpeta “comprobación” al fragmento de código que realiza dicho proceso, como también a





 Después de analizar el estado del arte se logró reconocer los parámetros a considerar y los
resultados que se requiere obtener, dependiendo del método a utilizar, con lo que se determina
que el método más optimo para trabajar en clasificación de imágenes, dirigido a detección de
anomaĺıas en plantas, son las redes neuronales convolucionales.
 Con el desarrollo del clasificador se afirma que tanto el pre-procesamiento de los datos
en que ingresan al sistema, como también el tamaño de la muestra influyen directamente con
la eficiencia de los resultados alcanzados durante el entrenamiento muestra donde que a mayor
cantidad de elementos, eficiencia más alta obteniendo un 93 % como el mejor resultado, con una
pérdida del 0.46 % que son resultados favorables.
 El entorno en donde interactúa el clasificador puede intervenir de forma positiva si el
ambiente en el que se encuentra es controlado o de forma negativa si los factores externos no
son ponderados. Este factor logra variar el resultado obtenido, en este caso afectando a las
clasificaciones que ejecuta el sistema, disminuyendo el porcentaje de eficiencia de este.
 Tras someter el clasificador a las imágenes destinadas para la prueba del mismo, se dice
que en 3 de las clases se obtuvo resultados favorables ya que se identifican correctamente hasta
15 de cada 20 fotograf́ıas, pero en el caso de la clase bacterial spot, existe concordancia en
apenas 5 de cada 20, debido a que las manchas en las hojas de dicha enfermedad son similares




Para el trabajo futuro de este proyecto seŕıa importante mejorar aspectos como la eficiencia
del entrenamiento, mejorar las entradas tanto como la red creada para que la red reconozca de
mejor manera los rasgos caracteŕısticos de las imágenes que son ingresadas y procesadas.
Se sabe también que la funcionalidad de los dispositivos electrónicos vaŕıa en su forma y tiempo
de respuesta, por tal razón se recomienda una investigación sobre qué dispositivo seŕıa más
adecuado para ser usado en trabajos como el realizado.
Es fundamental una implementación del sistema en un dispositivo que sea autónomo y portátil
para ser usado en cultivos directamente, en busque de contribuir a la temprana detección de
enfermedades en plantas de tomate.
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2011. [en ĺınea] Available: https://www.elcomercio.com/actualidad/negocios/ocho varieda-
des de tomate rinon.html
[6] Bernal Roberto, (( ENFERMEDADES DE TOMATE (Lycopersicum esculentum Mill.) EN
INVERNADERO EN LAS ZONAS DE SALTO Y BELLA UNIÓN,)). [en ĺınea] Available:
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naranja mediante aprendizaje automático”, Research in Computing Science, Vol. 147(5),
pp. 185-195, 2018, PDF: Clasificación de clorosis en hojas de árboles de naranja mediante
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