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Abstract
This paper proposes an approach to analysis of fuzzy inference systems. To this end, a ﬂow graph representation of a decision table
with linguistic values is used. Every layer in a fuzzy ﬂow graph corresponds to a fuzzy attribute (input or output). Each node in a
layer represents a particular linguistic value of an attribute. Certainty factor, coverage factor and strength of rules can be computed
for a given set of examples (universe) and serve as helpful measures for gaining more insight into the operation of a fuzzy inference
system. Moreover, application of ﬂow graphs can be useful for selecting membership functions and determining other parameters
in the design of fuzzy inference systems.
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1. Introduction
Fuzzy set theory founded by Zadeh15 is a paradigm which gained attention of many researchers, especially in the
area of control theory. Its main idea consist in modeling the reasoning process of an expert who uses linguistic terms
rather than numbers for controlling a complex plant. Granularity of knowledge is a characteristic feature of fuzzy
inference systems which is attained by means of membership functions deﬁned on a domain of interest. A typical
fuzzy decision rule, containing linguistic terms connected by fuzzy operators, is a generalization of a classic crisp
decision rule.
A successful application of fuzzy inference systems to control of complex plants requires not only providing an
adequate system of decision rules, but also involves a correct choice of membership functions of linguistic terms and
selecting a defuzziﬁcation method. In the present paper, we use a fuzzy inference system proposed by Mamdani6.
The problems of constructing fuzzy inference systems and design of fuzzy logic controllers has been thoroughly
investigated and discussed by many authors, see e.g., 2,13,14. Diﬀerent methods were considered for ﬁnding optimal
membership functions and appropriate rules of fuzzy controllers. For example, in1, the authors compared bio-inspired
optimization methods, i.e., genetic algorithms, ant colony and particle swarm optimization. In5, cross-entropy method
was used for optimal tuning of input scaling factors of fuzzy controller which guaranties accurate response of con-
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trolled system. However, the mentioned considerations focus on the inﬂuence of the designed controller on a con-
trolled plant, but the behavior inside the fuzzy inference system is rarely analyzed. Therefore, an important issue in
application of fuzzy inference systems is interpretation, readability and comprehensibility of the decision process3,4,9,
especially in the case of large systems of decision rules with many linguistic terms. In10, the so-called Fingrams for
graphical visualization of interactions between fuzzy rules at the inference level were presented. We propose another
approach, which may be helpful in analysis and interpretation of the decision process in a fuzzy inference system.
An intuitive and illustrative way of analyzing standard crisp information systems was introduced by Pawlak12, who
proposed the idea of decision ﬂow graphs, suitable for representation of decision tables and useful in determination
of their statistical properties.
A generalized approach to fuzzy ﬂow graphs was introduced by the authors of the present paper7. Application of
fuzzy ﬂow graphs to analysis of pilot’s control actions was presented in8. The main goal of this paper is to apply the
concept of fuzzy ﬂow graphs to analysis of fuzzy inference system during the design of a fuzzy logic controller. A
ﬂow graph-based description of a fuzzy inference system gives more insight into its operation, helps to get a detailed
interpretation, and to evaluate its consistency. In the next section, we give a survey of our fuzzy ﬂow graph method.
2. Fuzzy ﬂow graphs
Prior to considering a speciﬁc form of representation of decision systems, it is necessary to recall the notion of
information system11 which is deﬁned as an ordered 4-tuple
S = 〈U,Q,V, f 〉 (1)
where:
U – denotes a nonempty set, called the universe,
Q – a ﬁnite set of attributes,
V – a set of attributes values, V =
⋃
q∈Q Vq,
f – an information function, f : U × Q→ V, f (x, q) ∈ Vq, ∀q ∈ Q and ∀x ∈ U.
A decision table is a special case of information system, with the set of attributes Q composed of two disjoint sets:
condition attributes C and decision attributes D. Every row of a decision table, containing a description (values of
particular attributes) of an element of the universe U, represents a single decision. The columns of the decision table
correspond to particular attributes.
Decision tables obtained on the base of recorded actions of an expert (control system) can contain many identical
or similar rows, since the inference process could be repeated under the same or comparable conditions. Although,
it is possible to discover inconsistency and redundancy by inspecting and comparing selected subsets of the universe
U (rows of the decision table), we need a precise method to perform a quantitative and qualitative analysis of the
decision process.
The idea of using ﬂow graphs for representing a decision process (decision table with crisp attributes) was proposed
by Pawlak12. In this approach, a single decision is always depicted by a unique path consisting of branches which
connect individual nodes from an input layer, through internal layers, to a decision layer. Every layer in the ﬂow graph
represents an attribute. All nodes in the same layer correspond to values of an attribute.
A ﬂow graph, according to12, is deﬁned as a directed acyclic ﬁnal graph G = (N ,B, ϕ), whereN is a set of nodes,
B ⊆ N ×N is a set of directed branches, and ϕ: B → R+ is a ﬂow function with non-negative values R+.
For a pair of nodes (X, Y) ∈ B, X is an input of Y and Y is an output of X. The quantity ϕ(X, Y) is called the
throughﬂow from X to Y .
The set I(X) denotes an input of X, and the set O(X) is an output of X, respectively. The input I(G) and the output
O(G) of a ﬂow graph G are deﬁned as follows:
I(G) = {X ∈ N : I(X) = ∅} , O(G) = {X ∈ N : O(X) = ∅} . (2)
For every node X ∈ N , we can compute its inﬂow ϕ+(X) and by its outﬂow ϕ−(X), respectively:
ϕ+(X) =
∑
Y∈I(X)
ϕ(Y, X) , ϕ−(X) =
∑
Y∈O(X)
ϕ(X, Y) . (3)
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The inﬂow of every internal node X is equal to its outﬂow
ϕ+(X) = ϕ−(X) = ϕ(X) . (4)
The quantity ϕ(X) is called the ﬂow of the node X. The ﬂow of the whole graph G can be expressed by a sum of the
outﬂow of the input nodes, or by a sum of the inﬂow of the output nodes, respectively
ϕ(G) =
∑
X∈I(G)
ϕ−(X) =
∑
X∈O(G)
ϕ+(X) . (5)
We can use the ﬂow ϕ(G) for determining the normalized throughﬂow σ(X, Y) and the normalized ﬂow σ(X):
σ(X, Y) =
ϕ(X, Y)
ϕ(G)
, σ(X) =
ϕ(X)
ϕ(G)
. (6)
For every branch (X, Y) of a ﬂow graph G, the certainty factor cer(X, Y) and the coverage factor cov(X, Y) are
deﬁned by:
cer(X, Y) =
σ(X, Y)
σ(X)
, cov(X, Y) =
σ(X, Y)
σ(Y)
. (7)
The factor of certainty is needed to determine the consistency of particular decision rules. The coverage factor can
be applied to compute the contribution of selected decision rules to a given decision. The sum of certainty factors for
branches connecting a node X with its output, and the sum of coverage factors connecting a node Y with its input, are
equal to 1:∑
Y∈O(X)
cer(X, Y) = 1 ,
∑
X∈I(Y)
cov(X, Y) = 1 . (8)
Every element x of a universe U can possess only one value of each crisp attribute. Therefore, we can say that the
element x ∈ U ﬂows through a single path of the corresponding crisp ﬂow graph G. In consequence, the equations (4)
and (8) are always satisﬁed. However, in a fuzzy information system, the elements of a universe U can have a non-
zero membership in more than one linguistic value of particular fuzzy attributes. This means that an element x ∈ U
can simultaneously ﬂow through several paths of the ﬂow graph. We have to ﬁnd out the conditions and requirements
needed to hold the ﬂow conservation equations (4) and (8), in the case of ﬂow graph-based representation of a fuzzy
information system.
The starting point for further considerations is a formal description of a decision table with fuzzy attributes7,
which can take fuzzy (linguistic) values. We assume a ﬁnite universe U with N elements: U = {x1, x2, . . . , xN}. Every
element x of the universe U will be described with fuzzy attributes, which are divided into a subset of n condition
attributes C = {c1, c2, . . . , cn}, and a subset of m decision attributes D = {d1, d2, . . . , dm}.
Any fuzzy attribute has a set of assigned linguistic values: Ci = {Ci1,Ci2, . . . ,Cini } denotes a family of linguistic
values of the condition attribute ci, and Dj = {Dj1,Dj2, . . . ,Djmj } is a family of linguistic values of the decision
attribute d j, where ni and mj are the numbers of the linguistic values of the i-th condition and the j-th decision
attribute, respectively, i = 1, 2, . . . , n, and j = 1, 2, . . . ,m.
For all elements x ∈ U, we must determine the membership degrees in all linguistic values of the condition
attributes ci and decision attributes d j, (i = 1, 2, . . . , n, and j = 1, 2, . . . ,m). This is done during the fuzziﬁcation stage,
by taking into account crisp values of particular attributes in their domains of interest. The result of fuzziﬁcation of a
selected attribute, for any element x ∈ U, may be perceived as a (fuzzy) value, which forms a fuzzy set on the discrete
domain of all linguistic values of that attribute.
Let us denote by Ci(x) the fuzzy value of the condition attribute ci for any x, as a fuzzy set on the domain of the
linguistic values of ci
Ci(x) = {μCi1 (x)/Ci1, μCi2 (x)/Ci2, . . . , μCini (x)/Cini } . (9)
By Dj(x), we denote the fuzzy value of the decision attribute d j for any x, as a fuzzy set on the domain of the
linguistic values of d j
Dj(x) = {μDj1 (x)/Dj1, μDj2 (x)/Dj2, . . . , μDjm j (x)/Djmj } . (10)
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In the special case of crisp attributes, the sets (9) and (10) have only one single element with a non-zero membership
degree (equal to 1). For fuzzy attributes, several elements of the sets (9) and (10) possess a non-zero membership
degree, which depends on the shape of membership functions used to express linguistic values. Hence, for crisp
attributes, the cardinality of the sets (9) and (10) is always equal to 1. This property must be maintained for fuzzy
attributes as well, if we want to hold the ﬂow conservation equations (4) and (8). Therefore, we should assume that
for any x ∈ U, the fuzzy cardinality (power) for all linguistic values Ci(x) and Dj(x) (i = 1, 2, . . . , n , j = 1, 2, . . .m)
satisﬁes the requirements
power(Ci(x)) =
ni∑
k=1
μCik (x) = 1 , power(Dj(x)) =
mj∑
k=1
μDjk (x) = 1 . (11)
By taking into account all combinations of linguistic values of attributes, we obtain a set consisting of r possible
decision rules (r =
∏n
i=1 ni
∏m
j=1 mj). The k-th decision rule has the following form
Rk: IF c1 is Ck1 AND c2 is C
k
2 . . . AND ci is C
k
i . . . AND cn is C
k
n
THEN d1 is Dk1 AND d2 is D
k
2 . . . AND d j is D
k
j . . . AND dm is D
k
m
(12)
where k = 1, 2, . . . , r , Cki ∈ Ci , i = 1, 2, . . . n , Dkj ∈ Dj , j = 1, 2, . . . ,m.
Every decision rule (12) is represented by a path of a corresponding ﬂow graph. In order to get a fuzzy ﬂow
measure, we determine the degree of conﬁrmation of particular fuzzy decision rules, for any element x ∈ U. To this
end, we apply the fuzzy T-norm operator as a counterpart of the conjunction operator AND. Hence, the truth value of
the decision rule’s antecedent and the truth value of the decision rule’s consequent will be determined by aggregating
the respective membership degrees of x ∈ U in the linguistic values of attributes.
The conﬁrmation degree cda(x, k) of the decision rule’s antecedent is deﬁned as
cda(x, k) = T(μCk1 (x), μCk2 (x), . . . , μCkn (x)) , (13)
by cdc(x, k), we denote the conﬁrmation degree of the decision rule’s consequent
cdc(x, k) = T(μDk1 (x), μDk2 (x), . . . , μDkm (x)) , (14)
the conﬁrmation degree cd(x, k) of the k-th decision rule is expressed as follows
cd(x, k) = T(cda(x, k), cdc(x, k)) . (15)
By determining the conﬁrmation degrees of a decision rule Rk, for all elements x ∈ U, we obtain a fuzzy set which
is called the support of the decision rule Rk
support(Rk) = {cd(x1, k)/x1, cd(x2, k)/x2, . . . , cd(xN , k)/xN} . (16)
The conﬁrmation degrees (13) and (14) are used for obtaining the support of the decision rule’s antecedent
support(cda(x, k)) = {cda(x1, k)/x1, cda(x2, k)/x2, . . . , cda(xN , k)/xN} , (17)
and the support of the decision rule’s consequent
support(cdc(x, k)) = {cdc(x1, k)/x1, cdc(x2, k)/x2, . . . , cdc(xN , k)/xN} . (18)
In the next section, we consider a ﬂow graph representation of a fuzzy inference system with one decision attribute.
The input and hidden layers correspond to condition attributes, the decision attribute is represented by the output layer
of the fuzzy ﬂow graph. All linguistic values of the condition and decision attributes are represented by nodes of the
respective layers in the ﬂow graph.
Let us consider the linguistic value represented by any node X of the fuzzy ﬂow graph G. By collecting degree of
membership in that linguistic value, for all elements x ∈ U, we obtain a fuzzy set denoted by X˜.
Now, we want to determine the fuzzy ﬂow ϕ(X, Y) for the branch (X, Y) connecting two selected nodes X and Y
from neighboring layers of the ﬂow graph. The ﬂow ϕ(X, Y) is deﬁned as the fuzzy cardinality of the product of the
respective fuzzy sets X˜ and Y˜ . We deﬁne the outﬂow for the input layer nodes and internal layer nodes as
ϕ−(X) = power(X˜) =
∑
Y∈O(X)
ϕ(X, Y) =
∑
Y∈O(X)
power(X˜ ∩ Y˜) , (19)
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and the inﬂow for the output layer nodes and internal layer nodes as
ϕ+(X) = power(X˜) =
∑
Y∈I(X)
ϕ(Y, X) =
∑
Y∈I(X)
power(X˜ ∩ Y˜) . (20)
The fuzzy product ∩ should be calculated by applying the T-norm operator , with the aim of satisfying the
equality (4) of inﬂow and outﬂow for any internal node X. Furthermore, the total normalized inﬂow (outﬂow) of a
layer should be equal to 1. Hence, we have to apply linguistic values of fuzzy attributes which satisfy the requirements
(11).
When we merge the input and hidden layers of a ﬂow graph G into a single layer, we get a resulting layer which
contains nodes representing linguistic values of the condition attributes. Let us select a node X∗ of the resulting
layer. The node X∗ represents the antecedent (combination of condition attributes) of some decision rule Rk. We can
determine the support of the antecedent of the decision rule Rk according to (17). The considered decision rule Rk is
represented by a branch (X∗,Y), where Y denotes a node of the output (decision) layer.
The fuzzy cardinality of the support (16) of the rule Rk is equal to the fuzzy ﬂow between the nodes X∗ and Y
ϕ(X∗, Y) = power(support(Rk)) . (21)
For every decision rule Rk, we determine, basing on the formulae (16), (17), and (18), the certainty factor
cer(X∗, Y) = cer(Rk) =
power(support(Rk))
power(support(cda(x, k)))
, (22)
the coverage factor
cov(X∗, Y) = cov(Rk) =
power(support(Rk))
power(support(cdc(x, k)))
, (23)
and the strength of the rule Rk
σ(X∗, Y) = str(Rk) =
power(support(Rk))
card(U)
. (24)
3. Analysis of inference system of a fuzzy logic controller
The factors of certainty, coverage and strength of rule can be used for discovering the statistical relationships in the
information ﬂow between particular nodes of the fuzzy ﬂow graph which represents a system of fuzzy decision rules.
In the following example, we investigate the operation of an inference system of a simple fuzzy logic controller.
The concerned fuzzy inference system was simulated with the help of Fuzzy Logic Toolbox which is a part of the
MATLAB R© software package developed by MathWorks. Computations for the ﬂow graph analysis were realized
using a dedicated software created by the authors of this paper.
In general, a fuzzy inference system contains three blocks: the fuzziﬁcation block, the rule-based inference block,
and the defuzziﬁcation block13. The fuzzy inference system performs the following steps:
1. Fuzziﬁcation of input variables. For a crisp value of an input variable, its membership degrees in all predeﬁned
linguistic values of the variable are determined.
2. Calculating conﬁrmation degrees of the antecedences of decision rules. For complex antecedences, a fuzzy
T-norm (AND) or T-conorm operator (OR) must be used to determine the resulting conﬁrmation degree.
3. Implication from the antecedent to the consequent of decision rules. The truth value of the antecedence of a rule
is taken into account to evaluate the signiﬁcance of the decision rule’s consequent. This results in one fuzzy set
to be assigned to each output variable for every rule. A selected T-norm operator (AND) is used in this step, e.g.,
truncates, and scales the conclusion of a decision rule.
4. Aggregation of the consequents of decision rules. Particular fuzzy outputs of all decision rules are combined
into respective single fuzzy sets for all outputs. Commonly used aggregation operators are , , and
.
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5. Defuzziﬁcation of output variables. The resulting fuzzy sets obtained for all output variables are converted to
crisp values. This is realized by applying a selected method of defuzziﬁcation, for example, centroid of area
(COA), bisector of area (BOA), mean of maximum (MOM), smallest of maximum (SOM), largest of maximum
(LOM).
Let us consider a fuzzy inference system of a fuzzy logic controller with two inputs:
e(k) – deviation from the required value (control error),
de(k) = e(k) − e(k − 1) – change of deviation from the required value,
and one output variable u(k) for actuator control. The quantity k denotes here the time instant.
Let us assume that every variable used in the fuzzy inference system has three linguistic values: "negative" (N),
"zero" (Z) and "positive" (P). Two variants of membership functions for the linguistic values N, Z and P were
considered in computations:
1. triangular membership functions (Fig. 1),
2. trapezoidal membership functions (Fig. 2).
In both cases, the membership functions form strong fuzzy partitions which satisfy the requirements (11).
Decision rules contained in the rule base of the controller have the following form:
Rk: IF e is Ck1 AND de is C
k
2 THEN u is D
k
1 (25)
where k = 1, 2, . . . , 9.
The rule base is a complete system of decision rules, i.e., all combinations of linguistic values of the condition
attributes are present:
R1: IF e is N AND de is N THEN u is Z
R2: IF e is N AND de is Z THEN u is P
R3: IF e is N AND de is P THEN u is P
R4: IF e is Z AND de is N THEN u is P
R5: IF e is Z AND de is Z THEN u is Z
R6: IF e is Z AND de is P THEN u is N
R7: IF e is P AND de is N THEN u is N
R8: IF e is P AND de is Z THEN u is N
R9: IF e is P AND de is P THEN u is Z
(26)
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Fig. 1. Triangular membership functions
To be in accordance with the ﬂow graph approach, we use the T-norm operator for determination of the
rules’ conﬁrmation degree in the fuzzy inference system. The operator is also applied in the implication step for
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obtaining the consequent of particular rules. The fuzzy outputs of all ﬁred rules are aggregated by using the operator
. In order to obtain crisp output value of the fuzzy inference system, three methods of defuzziﬁcation are applied:
centroid, bisector and mean of maximum (MOM).
For calculating the through ﬂow in the ﬂow graph that corresponds to the analyzed fuzzy inference system, we need
to prepare a suitable set of inference examples (universe). Every example is generated by taking a selected pair of
crisp input values e and de, and the obtained crisp output u produced by the fuzzy inference process. For the selected
three methods of defuzziﬁcation, we get three variants of inference example sets.
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0
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0.6
0.8
1
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m
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Fig. 2. Trapezoidal membership functions
For each instance, consisting of the crisp inputs e and de, and the corresponding crisp output u, the membership
degrees in all connected linguistic values are determined. In this way, we obtain a decision table with fuzzy attributes
(Table 1).
Table 1. Decision table of the fuzzy logic controller with triangular membership functions and defuzziﬁcation method centroid.
e de u
N Z P N Z P N Z P
x1 0.80 0.20 0.00 0.80 0.20 0.00 0.00 0.97 0.03
x2 0.60 0.40 0.00 0.60 0.40 0.00 0.00 0.89 0.11
x3 0.80 0.20 0.00 0.20 0.80 0.00 0.00 0.54 0.46
x4 0.60 0.40 0.00 0.00 0.80 0.20 0.00 0.77 0.23
x5 0.80 0.20 0.00 0.00 0.20 0.80 0.00 0.60 0.40
x6 0.60 0.40 0.00 0.00 0.40 0.60 0.00 0.89 0.11
x7 0.20 0.80 0.00 0.70 0.30 0.00 0.00 0.65 0.35
x8 0.00 0.80 0.20 0.80 0.20 0.00 0.00 0.66 0.34
x9 0.40 0.60 0.00 0.30 0.70 0.00 0.00 0.89 0.11
x10 0.00 0.80 0.20 0.20 0.80 0.00 0.00 1.00 0.00
x11 0.20 0.80 0.00 0.00 0.30 0.70 0.28 0.72 0.00
x12 0.00 0.60 0.40 0.00 0.20 0.80 0.26 0.74 0.00
x13 0.00 0.20 0.80 0.80 0.20 0.00 0.40 0.60 0.00
x14 0.00 0.40 0.60 0.70 0.30 0.00 0.12 0.88 0.00
x15 0.00 0.20 0.80 0.00 0.70 0.30 0.35 0.64 0.00
x16 0.00 0.40 0.60 0.20 0.80 0.00 0.23 0.77 0.00
x17 0.00 0.20 0.80 0.00 0.20 0.80 0.03 0.97 0.00
x18 0.00 0.40 0.60 0.00 0.30 0.70 0.11 0.89 0.00
x19 0.00 0.60 0.40 0.20 0.80 0.00 0.08 0.92 0.00
x20 0.80 0.20 0.00 0.00 0.10 0.90 0.00 0.60 0.40
The input variables e and de can be perceived as condition attributes, and the output u as a decision attribute. Every
generated set of inference examples constitutes a universe connected with a decision table. The fuzzy decision Table 1
was obtained for the fuzzy logic controller with triangular membership functions and defuzziﬁcation method centroid.
Each row of the decision Table 1 contains fuzzy values of the attributes e, de and u, according to (9) and (10), for
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example, e(x1) = { 0.80/N, 0.20/Z, 0.00/P }. The fuzzy decision Table 1 can be represented by a corresponding fuzzy
ﬂow graph.
We should emphasize that all possible combinations of branches (paths) connecting the nodes from all the layers
of a ﬂow graph can be interpreted as decision rules. Hence, we can examine all possible decision rules obtained by
using the Cartesian product of families of the linguistic values of all attributes (12), and calculate their certainty (22),
coverage (23) and strength (24). In consequence, the fuzzy ﬂow graph created for the inference system of a fuzzy
logic controller can be used to obtain a full system of decision rules which we call the ﬂow graph decision rules.
Hence, we have 27 possible fuzzy ﬂow graph decision rules in our example, whereas the rule base (26) of the fuzzy
logic controller consists of 9 rules.
Results of analysis of the obtained fuzzy ﬂow graph are presented in Table 2. Let us examine the the ﬁfth row of
the Table 2, with the antecedent: (e is Z AND de is Z). We can conclude that:
• Higher strength of the decision rule: (IF e is Z AND de is Z THEN u is Z) is caused by a frequent ﬁring of
this rule. It generates 16.40% of the total information ﬂow in the fuzzy ﬂow graph.
• Coverage factor of the decision rule is equal to 0.2103 for the conclusion u is Z, i.e., the contribution of this rule
to the total information ﬂow of the node Z is equal to 21.03%.
• Decision rule: (IF e is Z AND de is Z THEN u is Z) has a high degree of certainty (cer = 0.8243).
Table 2. Flow graph analysis (fuzzy logic controller with triangular membership functions and defuzziﬁcation method centroid).
u is N u is Z u is P
e de cer cov str[%] cer cov str[%] cer cov str[%]
N N 0.0000 0.0000 0.00 0.8658 0.0788 6.15 0.1342 0.0750 0.95
N Z 0.0070 0.0091 0.08 0.7390 0.1137 8.87 0.2540 0.2401 3.05
N P 0.0199 0.0212 0.20 0.6709 0.0852 6.64 0.3092 0.2411 3.06
Z N 0.0483 0.0680 0.63 0.7668 0.1288 10.04 0.1850 0.1908 2.42
Z Z 0.0770 0.1649 1.53 0.8243 0.2103 16.40 0.0987 0.1546 1.96
Z P 0.1525 0.1804 1.68 0.7652 0.1079 8.42 0.0823 0.0713 0.91
P N 0.2333 0.1833 1.70 0.7291 0.0683 5.32 0.0376 0.0216 0.27
P Z 0.2011 0.2506 2.33 0.7929 0.1178 9.18 0.0059 0.0054 0.07
P P 0.1407 0.1225 1.14 0.8593 0.0892 6.95 0.0000 0.0000 0.00
Certainty factor of a decision rule is a measure of its determinism. In the case of decision tables with crisp
attributes, the certainty factor cer = 1 means that a rule is fully deterministic, i.e., for the same conditions always the
same conclusion will be obtained.
For decision tables with fuzzy attributes, the certainty factor for a single rule cannot, in general, reach a value equal
to 1, since the crisp input value has a non-zero membership in two linguistic values. This is caused by non-empty
intersections of fuzzy sets of neighboring linguistic values. The ﬂow from a node representing the antecedence of a
decision rule can split and be directed to diﬀerent decision nodes. We assume that a certainty factor cer >= 0.7 is an
indication of a high determinism of a decision rule.
By comparing the results obtained in the case of defuzziﬁcation method centroid with the results determined for
the defuzziﬁcation method bisector (not included due to lack of space), we notice that for both cases the operation of
the fuzzy inference system is similar. Moreover, we observe that:
• Largest information ﬂow is bound up with the paths representing decision rules with the conclusion u is Z, i.e.,
reaching the decision node of the linguistic value Z.
• All decision rules with a conclusion u is Z have the largest strength. They are most frequently ﬁred and also
possess a relatively high certainty factor.
• Major contribution to inﬂow of the decision node Z have the decision rules with the largest coverage factor, i.e.,
the largest part of the ﬂow (above 21%) is connected with the rule: (IF e is Z AND de is Z THEN u is Z),
four other rules posses the coverage factor above 10%, and the rest is below 10%.
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From Table 2, we select the set of ﬂow graph decision rules which have the highest value of certainty factor and
an appropriate strength of rule. The results are presented in Table 3. By intuition, one could expect high certainty,
coverage and strength factors for the rules from the rule base of the fuzzy logic controller (26). However, it might
be a surprise that other rules, represented by paths of the ﬂow graph, have a relatively high participation in the total
ﬂow. In most cases, the same conclusion (node Z) is reached, regardless of the antecedence. In order to explain
this phenomenon, we should be aware that the observed relationship between input and output of the fuzzy logic
controller is inﬂuenced by many factors, apart from the used system of decision rules. It also depends on the method
of aggregation of consequents of the rules, the method of defuzziﬁcation, and, ﬁrst of all, on the number and shape of
membership functions deﬁned for particular variables.
Table 3. Fuzzy ﬂow graph rules for diﬀerent defuzziﬁcation methods (fuzzy logic controller with triangular membership functions).
centroid bisector MOM
e de u u u
N N → Z Z Z
N Z → Z Z P
N P → Z Z P
Z N → Z Z N
Z Z → Z Z Z
Z P → Z Z Z
P N → Z Z Z
P Z → Z Z Z
P P → Z Z Z
The above results lead us to a conclusion that the initial parameters of the fuzzy logic controller should be modiﬁed.
Therefore, we replace the previously used triangular membership functions (Fig. 1) with trapezoidal ones (Fig. 2).
We apply the same set of crisp input values (conditions) to obtain an adequate set of inference examples.
The results of analysis of the fuzzy ﬂow graph obtained for the modiﬁed shape of membership functions are
presented in Table 4. A signiﬁcant change of ﬂow through particular paths of the ﬂow graph can be observed. For all
three methods of defuzziﬁcation, we get similar fuzzy ﬂow graph rules, which are collected in Table 5. These decision
rules are almost in accordance with the rule base (26).
Table 4. Flow graph analysis (fuzzy logic controller with trapezoidal membership functions and defuzziﬁcation method centroid).
u is N u is Z u is P
e de cer cov str[%] cer cov str[%] cer cov str[%]
N N 0.0000 0.0000 0.00 0.6128 0.2613 11.49 0.3872 0.2199 7.26
N Z 0.0000 0.0000 0.00 0.0795 0.0113 0.50 0.9205 0.1743 5.75
N P 0.0000 0.0000 0.00 0.1250 0.0569 2.50 0.8750 0.5301 17.50
Z N 0.0000 0.0000 0.00 0.6000 0.0853 3.75 0.4000 0.0757 2.50
Z Z 0.0000 0.0000 0.00 1.0000 0.0284 1.25 0.0000 0.0000 0.00
Z P 0.0000 0.0000 0.00 1.0000 0.0569 2.50 0.0000 0.0000 0.00
P N 0.8000 0.6518 15.00 0.2000 0.0853 3.75 0.0000 0.0000 0.00
P Z 0.7671 0.2500 5.75 0.2329 0.0397 1.75 0.0000 0.0000 0.00
P P 0.1205 0.0982 2.26 0.8795 0.3750 16.49 0.0000 0.0000 0.00
Summarizing, our fuzzy ﬂow graph approach could be successfully applied to analysis of the considered fuzzy
inference system. Basing on data obtained from a process of inference, we were able to determine the statistical
relationships in the fuzzy information system represented by a corresponding fuzzy ﬂow graph.
Due to clarity of presentation, only three linguistic values for every variable of the fuzzy logic controller were used
in our example. However, seven linguistic values are commonly applied in engineering practice. In such a case, the
rule base of the fuzzy inference system consists of 49 rules, and a total of 343 decision paths are generated in the
corresponding fuzzy ﬂow graph. Complex fuzzy ﬂow graphs and large universes can be conveniently analyzed with
the help of software developed by the authors of this paper.
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Table 5. Fuzzy ﬂow graph rules for diﬀerent defuzziﬁcation methods (fuzzy logic controller with trapezoidal membership functions).
centroid bisector MOM
e de u u u
N N → Z Z Z
N Z → P P P
N P → P P P
Z N → Z Z Z
Z Z → Z Z Z
Z P → Z Z Z
P N → N N N
P Z → N N N
P P → Z Z Z
4. Conclusions
Fuzzy ﬂow graphs can serve as an additional tool useful for analyzing the inference system of a fuzzy logic
controller. Flow graph representation of a decision table with fuzzy attributes obtained for designed fuzzy controller
is suitable for inspecting the information ﬂow for a given set of examples. By computing the factors of certainty,
coverage and strength of the rules, one is able to determine the inﬂuence of various parameters (membership functions,
defuzziﬁcation methods) on the operation of the fuzzy inference system. In future research, the fuzzy ﬂow graph
approach should be extended, in order to take into account diﬀerent forms of T-norm operator. Furthermore, we want
to apply the FISPro open source software4 for generating of fuzzy rules from a given set of examples, and compare
them with results obtained from fuzzy ﬂow graph analysis. A comparative study of various fuzzy inference systems
and their inﬂuence on the quality of fuzzy control is also necessary.
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