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lsevier1. Introduction
Due to advances in wireless communications and electronics
over the last few years, the development of networks of
low-cost, low-power, multifunctional sensors has received
increasing attention. These sensors are small in size and able
to sense, process data, and communicate with each other, typ-
ically over an RF (radio frequency) channel. A sensor network
is designed to detect events or phenomena, collect and process
data, and transmit sensed information to interested users [1].
Deployment of a sensor network can be done in random
fashion or planted manually. These networks promise a main-
tenance-free, fault-tolerant platform for gathering different
kinds of data. Because a sensor node needs to operate for a
long time on a tiny battery, innovative techniques to eliminate
88 A.I. Hassan et al.energy inefﬁciencies that would shorten the lifetime of the
network must be used. A greater number of sensors allows
for sensing over larger geographical regions with greater accu-
racy. The networking principles and protocols for WSNs are
currently being investigated and developed.
Mobile Ad-hoc Networks (MANETs) and WSNs share
some common problems. Among these are the time-varying
characteristics of wireless links, limited power sources, possi-
bility of link failures, scarce resources (e.g., bandwidth), multi-
hop communications and the ad hoc deployment of nodes in
the network area.
AlthoughWSNs andMANETs involve multihop communi-
cations, the routing requirements are different in several ways
[1,2]. Firstly, the destination in WSNs is known and communi-
cation is normally carried frommultiple data sources to the base
station (i.e., many to one). Thus, the basic topology desired in
data-gathering is a spanning tree. In MANETs, however, com-
munication is generally on a peer–peer basis (i.e., one to one).
Secondly, in MANETs, special nodes with computational
capabilities of routing and data processing have to be installed
separately, whereas in WSNs all nodes are capable of perform-
ing these functions. Thirdly, wireless sensor nodes may not
have global identiﬁcation due to the large number of tiny
nodes and the respective overhead. In data-centric WSNs,
the data can be more important than knowing which nodes
sent the data. Fourthly, data collected by many sensors in
WSNs are based on common phenomena, so there is a high
probability that these data have some redundancy. Fifthly,
MANETs are characterized by highly dynamic topologies
due to free node mobility. In most application scenarios of
WSNs, the sensors are not mobile (though the sensed phenom-
ena may be) and thus the nature of the dynamics is different.
Lastly, Mobile nodes in MANETs can have their energy
sources (e.g., batteries) renewed, replaced, or recharged. The
large number of sensor nodes, the necessity of unattended
operation, and the long expected working lifetime of WSNs
mean that the extremely limited energy resources must be man-
aged carefully. The aforementioned reasons make the many
end-to-end routing schemes proposed for MANETs in the lit-
erature inappropriate for WSNs under these conditions.
Prominent applications of sensor networks are rapidly
developing for commercial and military applications such as
automotive telematics, sensing and maintenance in industrial
plants, precision agriculture, disaster detection, habitat moni-
toring, urban planning, surveillance and battle-space monitor-
ing, medical sensing and micro-surgery.
Another application for WSNs is the spectrum sensing tasks
for cognitive radio. The use of cognitive-enabled sensors is an
emerging technology for spectrum sensing. These sensors sense
the spectrum band continuously and report the detection results
to secondary devices that will make use of the spectrum [3].
The applications of wireless sensor networks are ubiqui-
tous. However, a number of formidable challenges must be
solved before these exciting applications may become reality.
An approach cannot usually optimize its performance in all as-
pects. Instead, based on the relative importance of its require-
ments, an application usually trades less important criteria for
optimizing the performance with respect to the most important
attribute. For instance, for mission-critical applications, the
end-to-end latency is perhaps the most important attribute
and needs to be kept below a certain threshold, even at the ex-
pense of additional energy consumption [4].To discuss the issues in more detail, it is necessary to exam-
ine a list of metrics that determine the performance of a sensor
network [1]:
1. Energy efﬁciency/system lifetime: Because sensors are likely
to be battery-powered, and because sensor networks will be
expected to have lifetimes of several days, conserving bat-
tery resources is a crucial requirement.
2. Latency: Many sensor applications require delay-guaran-
teed service. Protocols must ensure that sensed data will
be delivered to the user within a certain delay.
3. Scalability: Because a sensor network may contain thou-
sands of nodes, scalability is a critical factor that guarantees
that the network performance does not signiﬁcantly
degrade as the network size (or node density) increases.
4. Reliability and fault tolerance: Robustness to sensor and
link failures must be achieved through redundancy and col-
laborative processing and communication.
5. Accuracy: Information accuracy is questioned when data
aggregation is used. Data aggregation is the combination
of data from different sources according to a certain aggre-
gation function. Data aggregation can be classiﬁed into two
approaches: lossless and lossy [5]. With lossless aggregation,
all detailed information is preserved. Whereas, lossy aggre-
gation may discard some detailed information and/or
degrade data quality for more energy savings. Accuracy
can be improved through joint detection and estimation.
Because of the interdependence of energy consumption,
delay, and throughput, all these issues and metrics are tightly
coupled. Thus, the design of a WSN necessarily consists of
the resolution of numerous trade-offs, which also reﬂects in
the network protocol stack, in which a cross-layer approach
is needed instead of the traditional layer-by-layer protocol
design.
The rest of the paper is organized as follows. Section 2
offers an overview of routing techniques in wireless sensor net-
works that have been presented in the literature. They have the
common objective of trying to extend the lifetime of the sensor
network. It also focuses on how information can be effectively
gathered, aggregated and disseminated to users. Section 3 pre-
sents the variable-power data-centric routing technique and
compares its performance with the ﬁxed-power routing. Two
suboptimal data aggregation schemes are examined in this sec-
tion. In Section 4, the effect of introducing link errors to our
model is studied. Different retransmission techniques are ana-
lyzed and simulation results are presented at the end of the sec-
tion. Finally, Section 5 concludes the paper with possible
directions for future work.
2. Data gathering and fusion in wireless sensor networks
To route data efﬁciently in wireless sensor networks, various
routing protocols have been proposed. This section focuses
on how information can be effectively gathered, aggregated
and disseminated to users. Speciﬁcally, an overview is given
of research activities on data gathering and fusion along two
research points: (1) data-gathering and dissemination mecha-
nisms, and (2) data-fusion mechanisms. The categorization is
made roughly based on the major focus of algorithms,
although some algorithms consider both data dissemination
and fusion jointly.
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lifetime of sensor nodes that rely on limited battery power.
Therefore, computational operations of nodes and communi-
cation protocols must be made as energy efﬁcient as possible.
Data-Centric (DC) routing approaches have been proposed in
the literature to provide more energy-efﬁcient routing as op-
posed to the traditional end-to-end routing schemes known
as Address-Centric (AC) approaches [6]. They differ in the
manner the data is sent from the sources to the sink:
 Address-Centric (AC) protocol: Each source independently
sends data along the shortest path to sink based on the
route that the queries took (‘‘end-to-end routing’’).
 Data-Centric (DC) protocol: The sources send data to the
sink, but routing nodes look at the content of the data
and perform some form of aggregation/consolidation func-
tion on the data originating at multiple sources.
Table 1 summarizes key elements of comparison between
AC and DC routing approaches.
Whereas to compare between two data-centric implementa-
tions, points of comparison may include [7]:
1. Structure of aggregation tree (planar, cluster, etc.).
2. Direction of diffusion (push, pull, etc.).
3. Type of applications (event-driven, sink-initiated, etc.).
The data-gathering process usually consists of two steps:
query and reply. A sink (or user) sends a query to a sensor net-
work and sensors that detect events matching this query send
replies to the sink. Applications with different requirements
opt for different communication paradigms. According to
the direction of interest/data diffusion, there are three types
of approaches:
 Two-phase pull diffusion: The most representative approach
in this category is directed diffusion [8]. Both the queries for
events of interest and the replies are initially disseminated
via ﬂooding, and multiple routes may be established from
a source to the sink. In the second pull phase, the sink rein-
forces the best route (usually with the lowest latency) by
increasing its data rate. Data is then sent to the sink along
this route.
 One-phase pull diffusion: The overheads of ﬂooding of both
queries and replies are high in the cases that (1) there exist a
large number of sinks or sources, and (2) the rate of queries
for different events is high. One-phase pull diffusion skips
the ﬂooding process of data diffusion. Instead, replies are
sent back to speciﬁc neighbors based on certain criteria.Table 1 Address-centric routing versus data-centric routing.
Address-centric routing
Communication model End-to-end communication
Localized algorithms? No (rely on global topological knowle
Routing decisions Based on packets destination addresses
Data aggregation Disabled
Addressing Each node has a globally unique addre
Usage General purpose communication netwo
Examples IP-based Networks
Mobile Ad-hoc Networks (MANETs)One criterion is to select neighbors that ﬁrst send the match-
ing queries. In other words, the reverse path is the route
with the least latency. Another approach [2] is to make
use of the radio information at MAC layer to select the best
neighbor node to forward data on the way to the destina-
tion. One-phase pull diffusion is well-suited for scenarios
in which a large number of disparate events are being
queried.
 Push diffusion. In the push-diffusion mechanism, a source
actively ﬂoods the information collected when it detects
an event and sinks subscribe to events of interest via posi-
tive enforcements. Push diffusion is well-suited for: (1)
applications in which there exist many sinks and only a
few sources, and sources generate data only occasionally,
and (2) target tracking applications in which data sources
constantly change with time, and hence data routes cannot
be established effectively via reinforcement. Sensor Protocol
for Information via Negotiation (SPIN) [9] can be classiﬁed
as a protocol built upon the push-diffusion mechanism.
Suboptimal aggregation tree algorithms [7] also suit for
event-driven WSNs.
In most of the sensor network applications, sensors are
deployed over a region to extract environmental data. Once
data are gathered by multiple sources (e.g., sensors in the vicin-
ity of the event of interest), they are forwarded perhaps
through multiple hops to a single destination (sink). This, cou-
pled with the facts that the information gathered by neighbor-
ing sensors is often redundant and highly correlated, and that
the energy is much more constrained (because once deployed,
most sensor networks operate in the unattended mode), neces-
sitates the need for data fusion. Instead of transmitting all the
data to a centralized node for processing, data are processed
locally and a concise digest is forwarded (perhaps through
multiple hops) to sinks. Data fusion reduces the number of
packets to be transmitted among sensors, and thus the usage
in bandwidth and energy. Its beneﬁts become manifest, espe-
cially in a large-scale network.
Data aggregation can be implemented in a number of ways.
The simplest data aggregation function is duplicate suppres-
sion where each intermediate node in the routing transmits a
single aggregate packet even if it receives multiple input pack-
ets. Duplication suppression is already practiced in commercial
wireless messaging networks. Other aggregation functions
could be max, min, or any other function with multiple inputs.
Directed diffusion [8] is a data centric routing approach
widely used in wireless sensor networks. All nodes in a directed
diffusion-based network are application-aware. This enables
diffusion to achieve energy savings by selecting empiricallyData-centric routing
Neighbor-to-neighbor (Hop-by-Hop) communication
dge) Yes (no need to maintain overall network topology)
Based on the contents of the payloads of packets
Enabled
ss Nodes may not have global identiﬁcation
rks Application-speciﬁc/task-speciﬁc
Wireless sensor networks
90 A.I. Hassan et al.good paths and by caching and processing data in-network.
Performance considerations of directed diffusion are:
 Scalability: Data dissemination mechanisms must scale to
several thousands of sensor nodes in the sensor ﬁeld.
 Robustness: Sensor nodes may fail, may lose battery power,
or may be temporarily unable to communicate due to envi-
ronmental factors. The dissemination mechanisms must be
robust to such failures.
 Energy efﬁciency: Wireless communication even over rela-
tively short distances consumes signiﬁcant energy. The dis-
semination mechanisms must minimize energy usage.
Directed diffusion is signiﬁcantly different from Internet
Protocol (IP)-style communication where nodes are identiﬁed
by their end-points, and inter-node communication is layered
on an end-to-end delivery service provided within the network.
Directed diffusion consists of several elements. Data is
named using attribute-value pairs. A sensing task is dissemi-
nated throughout the sensor network as an interest for named
data. This dissemination sets up gradients within the network
designed to ‘‘draw’’ events (i.e., data matching the interest).
Events start ﬂowing towards the originators of interests along
multiple paths. The sensor network reinforces one, or a small
number of these paths.
Reinforcement is triggered by the sink. However intermedi-
ate nodes on a previously reinforced path can apply the rein-
forcement rules. This is useful to enable local repair of failed
or degraded paths. Causes for failure or degradation include
node energy depletion, and environmental factors affecting
communication (e.g., obstacles, rain fade).
When the quality of the link between the source and an
intermediate node degrades and events are frequently cor-
rupted, the intermediate node negatively reinforces the direct
link to the source by re-sending the interest with the lower data
rate. This will eventually lead to the discovery of one empiri-
cally good path.
Recently, a new radio aware routing algorithm for wireless
sensor networks known as EARS ‘‘Energy-efﬁcient And
Reliable-routing Scheme’’ [2] was proposed. EARS makes
use of radio information in order to select the best candidate’s
neighbor node among the neighbor nodes for data routing.
Radio information is based on data rate and Frame Error Rate
(FER) at Medium Access Control (MAC) layer.
EARS is based on directed diffusion protocol. It was
observed that, in directed diffusion, considerable amount of
residual energy is wasted while ﬂooding interests in the whole
sensor ﬁeld and exploring the data. However, in EARS, data
are forwarded to a designated neighbor instead of ﬂooding
exploratory data into the whole network like with directed
diffusion.
In EARS, route to the neighbor node is selected based on
MAC layer Radio-aware Metric (Clq) included in the routing
table of each individual sensor node. The Clq value shows
the quality of a link. The lesser the value of Clq, the higher is
the quality of link and vice versa. By comparing the value of
Clq of each candidate neighbor nodes, data are routed to the
neighbor node having the smallest value of Clq.
Each time a Request to Send (RTS) packet is sent to a
selected neighbor node. If RTS request is successful, data are
routed to that neighbor node, otherwise another neighbor
node is selected among the candidate neighbor nodes, whichhas comparatively less value of the Clq. In this way a route
to the corresponding neighbor is selected until the source or
the sink is reached.
Simulation results in [2] show that compared to Directed
Diffusion, EARS is almost 4.3 times more efﬁcient in terms
of energy consumption and 2.6 times more reliable in terms
of data delivery.
Although EARS is efﬁcient in terms of reliability and
energy consumption, it suffers from some delay in data rout-
ing. That is because EARS selects neighbor on the basis of
routing table information, unlike directed diffusion which uses
interest ﬂooding and exploratory data instead of effective
selection of neighbor nodes.
The formation of an optimal data aggregation tree can be
described as a problem that constructs a minimum Steiner tree
which is an NP-complete problem [10]. Three suboptimal data
aggregation tree generation heuristics, namely; Greedy Incre-
mental Tree (GIT), Shortest Paths Tree (SPT) and Center at
Nearest Source (CNS), are presented in [6].
In GIT, the aggregation tree is constructed gradually. First,
the source node nearest to sink establishes a shortest path to
sink, the other sources closest to the current tree is connected
to the tree gradually. In SPT, each source sends its data to the
sink along the shortest path, and the overlapping paths are
combined to form an aggregation tree. In CNS, the source
node nearest to sink is the aggregation node. All sources send
its data to this node which then sends the aggregated informa-
tion onto the sink.
The experiments show that the energy gains due to data
aggregation can be quite signiﬁcant with SPT or GIT particu-
larly when there are a lot of sources (large sensing range ‘‘S’’ or
large number of sources ‘‘K’’) that are several hops far from
the sink (small communication radius ‘‘R’’).
It was also shown that with data aggregation there is a
decrease in the marginal energy cost of connecting additional
sources to the sink. This can be considered as providing some
degree of robustness to dynamics in the sensed phenomena.
The modeling, though, seems to suggest that aggregation
latency could be non-negligible and should be taken into
consideration during the design process.
Routing in sensor networks is a new area of research, with a
limited but rapidly growing set of research results. This section
offered an overview of routing techniques in wireless sensor
networks that have been presented in the literature. They have
the common objective of trying to extend the lifetime of the
sensor network. It also describes the challenges of how infor-
mation collected by and stored within a sensor network can
be queried and accessed. Next section introduces and describes
the new proposed protocol for data routing in wireless sensor
networks.3. Variable-power data-centric routing technique
In unicast (point-to-point) communication, routing is often
treated as the shortest-path problem in graphs. When two nodes
wish to communicate, a minimum-weight path (shortest path)
connecting the corresponding pair of nodes is selected.
In multicasting, a group of more than two nodes (also
called the multicasting group) wish to communicate with one
another [11]. In general, different multicast applications have
different requirements. Thus, it is helpful to classify multicast
Figure 2 Greedy Incremental Tree (GIT) scheme.
Energy-efﬁcient reliable packet delivery 91communication into two types: one-to-many and many-to-
many communications. The problem of multicast routing in
communication networks is equivalent to ﬁnding a tree T in
graph Gu such that T spans all vertices in the multicast group
M. Such a tree is called a multicast tree.
The typical mode of communication in a sensor network is
from multiple data sources to a single data recipient/sink (i.e. a
sort of reverse-multicast) rather than communication between
any pair of nodes [6]. The classical optimization problem in
multicast routing is called the Steiner tree Problem in Net-
works (SPN).
Steiner tree problem in networks is NP-complete [10]. NP
stands for Non-deterministic Polynomial-time. NP-complete
is a class of problems that share two properties:
 All known algorithms for solving NP-complete problems
require exponential time, with respect to the size of the
problem, in the worst case.
 If any single NP-complete problem could be solved by a
polynomial-time algorithm, then all NP-complete problems
could be solved by polynomial-time algorithms.
For typical communication networks, it may be impossible
to ﬁnd a Steiner tree in a reasonable amount of time. Hence, it
is important to develop approximation algorithms [11].
Approximation algorithms run in polynomial time and pro-
duce good-quality (but not necessarily optimal) solutions to
the problem. Two generally suboptimal aggregation schemes
are presented; namely, the Shortest Paths Tree (SPT) and the
Greedy Incremental Tree (GIT). The SPT scheme works as
shown in Fig. 1 while the GIT scheme works as shown in Fig. 2.
For any particular link (i, j) between a transmitting node i
and a receiving node j, let Wi,j denote the transmission power
and pi,j represent the packet error probability. Assuming that
all packets are of a constant size, the energy involved in a pack-
et transmission, Ei,j, is simply a ﬁxed multiple of Wi,j.
In the constant-power scenario, Wi, j is independent of the
characteristics of the link (i, j) and is a constant. In the vari-Figure 1 Shortest Paths Tree (SPT) scheme.able-power scenario, a transmitter node adjusts Wi,j to ensure
that the strength of the (attenuated) signal received by the re-
ceiver is independent of the distance between the receiver and
the transmitter and is above a certain threshold level Wth [12].
The minimum transmission power associated with a link of
distance D in the variable-power scenario is Wm =Wth ·
c · Dc, where c is a constant and c is the coefﬁcient of channel
attenuation (cP 2). Since Wth is typically a technology-spe-
ciﬁc constant, we can see that the minimum transmission en-
ergy over such a link varies as Em(D) a D
c. In our
simulations we assume free space model with no obstacles,
i.e. c= 2.
In this section, the energy costs of the error-free transmis-
sion (i.e. p i,j = 0) are presented. The communication model
used throughout the analysis can be explained as follows.
Let us consider a sender (S) and a receiver (R) separated by
a distance D. Let N represent the total number of hops
between S and R, so that N  1 represents the number of
forwarding nodes i: i= {2, . . . ,N}, with node i referring to
the (i  1)th intermediate hop in the forwarding path. Node
1 refers to S and node N+ 1 refers to R. This is illustrated
in Fig. 3.
In this case, the total energy spent in simply transmitting a
packet once (without considering whether or not the packet
was reliably received) from the sender to the receiver over
the N  1 forwarding nodes is:
Et ¼
XN
i¼1
Ei;iþ1 ð1Þ
In the ﬁxed-power scenario, Ei,i+1 is independent of the link
characteristics; in the variable-power scenario, Ei,i+1 is a func-
tion of the distance between nodes i and i+ 1. Thus:
Fixed-power scenarioEf ¼
XNf
i¼1
aRc ¼ aRcNf ð2Þ
munication model.
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Figure 3 ComE ¼
XN
i¼1
aDci;iþ1 ð3Þ
where R is the communication radius; Di,i+1 is the distance
between nodes i and i+ 1 (Di,i+1 6 R); c is the coefﬁcient
of channel attenuation (cP 2); a is a proportionality
constant.
All nodes are assumed to be able to communicate with any
other nodes that are within some distance called the communi-
cation radius, R.
To understand the tradeoffs associated with the choice of
the number of hops in the variable-power case, Nv, it is as-
sumed that each of the hops is of equal length D/Nv. In that
case, Ev in Eq. (3) is given by:
E ¼
XN
i¼1
aDc
Nc
¼ aD
c
Nc1
ð4Þ
The source placement model used in simulation is the Random-
Sources model. In this model, K of the nodes that are not sinks
are randomly selected to be sources. The sources are not nec-
essarily clustered near each other.Figure 4 Energy cost of ﬁxed-powThe same experimental setup of [6] was used. The number
of sources K is varied from 1 to 15 in increments of 2. The
communication radius R is varied from 0.15 to 0.45 in incre-
ments of 0.05. For each combination of K and R 100 experi-
ments were run. Each experiments consists of a random
placement of n= 100 nodes, including the sink node, in a
square of unit size.
Fig. 4 shows a 3D surface plot of the energy costs of both
ﬁxed-power and variable-power scenarios. Figs. 5 and 6 are
cross sections of Fig. 4. From these ﬁgures the following obser-
vations can be made:
 In all cases, the energy gains in the variable-power scenario
are quite signiﬁcant when compared to the ﬁxed-power
scenario.
 In the variable-power scenario, as the communication
radius changes, no signiﬁcant change is recorded in the
energy savings. Thus, no beneﬁt is seen from increasing
the communication radius in the variable-power scenario.Explanation. The above result can be explained as follows.
The communication radius R gives an indication of how
‘‘well’’ connected the graph is. In other words:er and variable-power scenarios.
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Energy-efﬁcient reliable packet delivery 93 high values of R mean well-connected topology while,
 low values of R mean low-connected topologyThe routing algorithm in variable-power scenario tends to
choose short links to minimize energy costs. Such short links
typically exist in low-connected graphs.
The same result is obtained when the two aggregation tree
algorithms, SPT and GIT, are used. This is illustrated in Fig. 7.
Note that although the GIT heuristic gives slightly better per-
formance than the SPT, the simulation time of the GIT is
much more than the SPT as shown in Table 2. This is due to
the nature of the GIT algorithm explained earlier.
There is latency associated with aggregation. Data from
nearer sources may have to be held back at intermediate nodes
in order to combine them with data from sources that are far-
ther away. Note that this delay depends on the aggregation
function. For our modeling purposes in this paper, we make
Figure 6 Comparison of enera simplifying assumption by using the duplicate suppression
as the data aggregation function.
It can be seen that, in the worst case, the latency due to
aggregation will be proportional to the number of hops be-
tween the sink and the farthest source. When no aggregation
is employed, the delay between the time when the various
sources transmit data and the sink receives the ﬁrst packet is
proportional to the number of hops between the sink and
the nearest source. Hence one way to quantify the effect of
aggregation delay is to examine the difference between these
two distances [6].
The aggregation delay (latency) is measured in both scenar-
ios using the same experimental setup as discussed earlier. The
results are shown in Figs. 8 and 9.
Although variable-power scenario results in less energy
costs, there comes at the price of delay. Increased delay results
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Figure 7 Energy costs versus communication radius using different heuristic in variable-power scenario.
Table 2 Simulation time for different heuristics.
Heuristic Simulation time (h)
SPT 1
GIT 50
94 A.I. Hassan et al.as a consequence of using paths with a large number of small
hops, which are typically more energy efﬁcient in the variable-
power case. In general, a single multicast tree cannot have min-
imum cost and minimum delay [11]. This is summarized in Ta-
ble 3.
There is likely to be an additional delay in data-centric pro-
tocols due to the processing that needs to be performed by
aggregating nodes. It could be argued that this processing de-
lay is a second order effect and unlikely to be as signiﬁcant as
the latency delay we analyzed.0.15 0.2 0.25 0
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Figure 8 Comparison of aggregationTo adapt minimum cost tree determination algorithms for
reliable routing, the link cost must now be a function of not
just the associated transmission energy, but the link error rates
as well. In next section, we analyze the consequences of this
behavior with different packet retransmission techniques.
4. Modeling reliability in wireless sensor networks
This section discusses the effect of the error rate associated
with a link over the total probability of reliable delivery, and
consequently the energy associated with the reliable transmis-
sion of a single packet. The analysis includes both ﬁxed-power
and variable-power scenarios along with the End-to-End
Retransmission (EER) and Hop-by-Hop Retransmission
(HHR) techniques.
First, the energy costs of the error-free transmission are
presented. The communication model used is the same as ex-
plained in the previous section. From Eq. (2) it is obvious that.3 0.35 0.4 0.45
urces (K) = 9
on Radius (R)
fixed power scenario
variable power scenario
delay versus communication radius.
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Figure 9 Comparison of aggregation delay versus number of sources.
Table 3 Routing schemes in wireless sensor networks.
Performance measure Routing scheme
Address centric Data centric (ﬁxed power) Data centric (variable power)
Energy cost High Medium Low
Aggregation delay (latency) Low Medium High
Energy-efﬁcient reliable packet delivery 95if the links are considered error-free, then the minimum hop
paths are the most energy-efﬁcient for the ﬁxed-power case.
From Eq. (4) it is easy to see that, in the absence of transmis-
sion errors, paths with a large number of small hops are typi-
cally more energy efﬁcient in the variable-power case. These
results are illustrated in Fig. 10.
It has been conﬁrmed experimentally in [13] that, for a wide
range of communication radius and number of sources, vari-
able-power energy (Ev) is always smaller than ﬁxed-power en-
ergy (Ef) while number of hops in variable-power case (Nv) is
always larger than number of hops in ﬁxed-power case (Nf).Figure 10 Fixed-power path versus variable-power path.Deﬁnition. Let us deﬁne the variable-power gain, G, obtained
by using the variable-power scenario as opposed to the ﬁxed-
power scenario as follows:
G ¼ Ef
E
¼ R
cNfPN
i¼1D
c
i;iþ1
ð5Þ
And GP 1
The value of G depends on the number of sources and the
communication radius.
In the presence of link errors, none of the previous choices
may give optimal energy efﬁcient paths. In this section,
two packet retransmission techniques that are used to over-
come link errors are examined; End-to-End Retransmission
(EER) and Hop-by-Hop Retransmission (HHR) techniques
[12].
In the EER case, a transmission error on any link leads to
an end-to-end retransmission over the path. Assuming that
each of the N links has an independent packet error rate of
plink, the probability of a transmission error over the entire
path, denoted by p, is given by:
p ¼ 1 the probability of an error-free transmission
¼ 1 ð1 plinkÞN ð6Þ
The number of transmissions k (including retransmissions)
necessary to ensure the successful transfer of a packet between
sender (S) and receiver (R) is then a geometrically distributed
random variable X, such that [12]:
PrfX ¼ kg ¼ pk1  ð1 pÞ; 8k ð7Þ
96The mean number of individual packet transmissions for the
successful transfer of a single packet is thus:
Mean ¼ 1
1 p ð8Þ
Since each such transmission uses total energy given earlier by
Eqs. (2) and (3), the total expected energy required in the reli-
able transmission of a single packet is given by:
Fixed-power scenarioEfðEERÞ ¼ Ef  1
1 p ¼ aR
cNf  1
1 p
)EfðEERÞ ¼ aR
cNf
ð1 PlinkÞ ð9Þ
Variable-power scenarioEðEERÞ ¼ E  1
1 p ¼
XN
i¼1
aDci;iþ1 
1
1 p
)EðEERÞ ¼
PN
i¼1
aDci;jþ1
ð1 plinkÞN
ð10ÞTable 4 Simulation parameters.
Number of nodes 100
Dimensions Square of unit sizeDeﬁnition. Let us deﬁne a threshold value for plink such that:
EfðEERÞ ¼ EðEERÞ at plink ¼ plinkðthresholdÞ
) aR
cNf
ð1 plinkðthresholdÞÞNf
¼
PN
i¼1aD
c
i;iþ1
ð1 plinkðthresholdÞÞN
ð11Þ
Using the deﬁnition of G in Eq. (5) we get:
plinkðthresholdÞ ¼ 1 ðGÞ
1
DN ð12Þ
Where,
DN ¼ N Nf ð13Þ
And DNP 0
It can be noted that:
For plink < plink (threshold), Ef (EER) > Ev (EER).
For plink > plink (threshold), Ef (EER) < Ev (EER).
In the case of the HHR model, the number of transmissions
on each link is independent of the other links and is geometri-
cally distributed. The total energy cost for the HHR case with
N intermediate nodes and having a link packet error rate of
plink is:
EtðHHRÞ ¼
XN
i¼1
Ei;iþ1  1
1 pi;iþ1
ð14Þ
Fixed-power scenario
Communication radius (R) 0.3
Coeﬃcient of channel attenuation (c) 2
Proportionality constant (a) 1EfðHHRÞ ¼
XNf
i¼1
aRc
1 plink
¼ aR
cNf
1 plink
ð15ÞVariable-power scenarioEðHHRÞ ¼
XN
i¼1
aDci;iþ1
1 plink
ð16Þ
Applying the same assumption in Eq. (4), that each hop is of
distance D/Nv, to the variable-power Eq. (16) we get:
EðHHRÞ ¼ 1
1 plink

XN
i¼1
aDc
Nc
¼ aD
c
Nc1  ð1 plinkÞ
ð17Þ
From (14)–(16), it can be noticed that the analysis of the hop-
by-hop retransmission technique is similar to the analysis of
the error-free transmission. Furthermore, similar results are
obtained in regards to the relation between the energy costs
and the number of hops, i.e. Ef (HHR) decreases as Nf de-
creases whereas Ev (HHR) decreases as Nv increases. Obvi-
ously, energy costs are higher in HHR case than in error-free
transmission providing that plink > 0.
The simulation results are presented below and compared
to the theoretical results. For simplifying the analysis, a sin-
gle-source model is assumed. Routing is thus treated as the
shortest-path problem in graphs. The simulation parameters
used are shown in Table 4.
The ﬁrst two parameters represent the same setup used in
[6]. The value of the communication radius, R, is chosen to
be 0.3 to ensure that no experiment may result in unconnected
graphs. In our study, we assume free space model with no
obstacles, i.e. c= 2. Finally, for the purpose of comparison,
proportionality constant is assumed to be 1.
The value of the variable-power gain, G, is calculated in the
error-free transmission case, i.e. plink = 0, by running 100
experiments. Each experiment consists of random placement
of 100 nodes including the sink node in a square of unit size.
The shortest-path between the source and the sink in ﬁxed-
power and variable-power scenarios is obtained using Dijk-
stra’s algorithm. The average of the 100 experiments is then
calculated and used to represent the energy costs of each sce-
nario. The value of G is computed according to Eq. (5) and
found to be:
Variable-power gainðGÞ ¼ 3:5
For the end-to-end retransmission case, energy costs of
both scenarios are calculated at different values of link error
rate, plink, which is varied from 0% to 30% with step of 1%.
In this example, DN is ﬁxed at a value of 6 (Nv = 9 and
Nf = 3). The threshold value of the link error rate, plink
(threshold), is obtained experimentally from the intersection
of the ﬁxed-power curve with the variable-power curve.
Whereas the theoretical value of plink (threshold) is obtained
by solving Eq. (12) at DN= 6. Both values are shown in
Fig. 11.
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Figure 13 Error-free transmission versus EER and HHR in
ﬁxed-power scenario.
Figure 14 Error-free transmission versus EER and HHR in
Figure 11 Energy costs versus link error rate in EER.
Energy-efﬁcient reliable packet delivery 97The relation between the threshold value of the link error
rate and the difference in number of hops between the vari-
able-power scenario and the ﬁxed-power scenario, DN, is given
by Eq. (12). To verify this relationship, the same experimental
setup discussed earlier in this section is used. In this case, 300
experiments were run at different values of plink. At each indi-
vidual value of plink, the value(s) of DN at which the energy
costs of the EER variable-power start to exceed that of the
EER ﬁxed-power (or vice versa) was recorded. The results
are plotted in Fig. 12.
It is worth noting that, using the simulation parameters in
Table 4 will result in DN that varies from 2 to 16. In general,
the range of DN is factor of the density of sensor nodes, the
communication radius and the source placement model.
Finally, the energy costs of the error-free transmission are
compared to that of different retransmission techniques. Re-
sults are calculated at Nv = 9 and Nf = 3. Fig. 13 shows
ﬁxed-power scenario represented by Eqs. (2), (9), and (15)
for error-free transmission, EER and HHR respectively.
Fig. 14 shows variable-power scenario represented by Eqs.Figure 12 Threshold link error rate versus DN in EER.
variable-power scenario.(3), (10), and (16) for error-free transmission, EER and
HHR respectively.
It can be noted that in both scenarios the energy costs of
HHR case are less than the EER case. This can be explained
as follows: in the end-to-end case, the transmission errors on
a link do not stop downstream nodes from relaying the packet.
Thus, the total energy cost along a path contains a multiplica-
tive term involving the packet error probabilities of the indi-
vidual constituent links. Whereas in the hop-by-hop case, the
number of transmissions on each link is independent of the
other links.
Conclusion is given in the next section and scope of future
enhancements is also incorporated.
5. Conclusion
In this paper, the variable-power data-centric routing tech-
nique was proposed. In this kind of routing, each sensor node
(source) adjusts its transmission power based on the distance
98 A.I. Hassan et al.between itself and the receiver (data recipient/sink). Simulation
results showed signiﬁcant improvement in terms of less energy
consumption in the variable-power scenario when compared to
the ﬁxed-power scenario. It was also shown that no beneﬁt is
seen from increasing the communication radius in the vari-
able-power scenario as no signiﬁcant change is recorded in
the energy savings. Although variable-power scenario results
in less energy costs, there comes at the price of delay. In gen-
eral, a single multicast tree cannot have minimum cost and
minimum delay.
We have also modeled and analyzed the performance of
reliable routing in wireless sensor networks. A formula for
the threshold value of the link error rate, at which the energy
costs of the EER variable-power scenario is equal to that of the
EER ﬁxed-power scenario, was derived. A comparison be-
tween the simulation results of the error-free transmission,
EER and HHR was also presented.
For modeling purposes, some simplifying assumptions
have been made in the analysis. First, duplicate suppression
is assumed. Duplicate suppression is the simplest data aggre-
gation function in which a set of data packets are aggregated
into one packet. More complicated forms of data aggrega-
tion, where the output aggregated packet depends on the
combination of multiple input packets, will be a topic for fu-
ture study.
Additionally, throughout the reliability study and simula-
tions, the communication radius was ﬁxed at a constant value.
Modeling the effect of the communication radius is a topic for
future study. Moreover, the analysis has focused on the case
where there is a single source. It is reasonable to ask what
would happen if there were additional sources. Extending the
analysis to include multiple-sources scenario is part of future
research.
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