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Abstract. An explicit solution of the spectral problem of the non-local Schrodinger op-
erator obtained as the sum of the square root of the Laplacian and a quartic potential in
one dimension is presented. The eigenvalues are obtained as zeroes of special functions re-
lated to the fourth order Airy function, and closed formulae for the Fourier transform of the
eigenfunctions are derived. These representations allow to derive further spectral properties
such as estimates of spectral gaps, heat trace and the asymptotic distribution of eigenval-
ues, as well as a detailed analysis of the eigenfunctions. A subtle spectral eect is observed
which manifests in an exponentially tight approximation of the spectrum by the zeroes of
the dominating term in the Fourier representation of the eigenfunctions and its derivative.
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1. Introduction
In this paper our aim is to obtain explicit formulae on the spectrum and eigenfunctions of
the specic non-local Schrodinger operator
(1.1) H =
r
  d
2
dx2
+ x4;
dened as the sum in an appropriate sense of the one-dimensional fractional Laplacian of
index 12 and the potential V (x) = x
4 acting as a multiplication operator. While for the
classical Schrodinger operator featuring the Laplacian and the same potential there are no
closed-form solutions of the eigenvalue problem, this can be obtained for the relativistic
Schrodinger operator above.
Non-local Schrodinger operators of the type
(1.2) H	 = 	( ) + V
currently receive an increasing attention displaying interesting features from the perspective
of functional analysis, stochastic processes and mathematical physics, with a rich interplay
between these aspects [2, 8, 6, 10, 11, 12, 9]. Here 	 is a so called Bernstein function,
which can be represented by the Levy-Khintchine formula for subordinators, and V is a
Borel-measurable function acting as a multiplication operator, called potential. For a specic
choice of 	 one obtains fractional Schrodinger operators of the form ( +m2=)=2 m+V ,
0 <  < 2, with or without rest mass m. A basic motivation of the study of models with
*corresponding author.
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fractional Laplacians comes from models of relativistic quantum mechanics and anomalous
transport theory. Another fact that makes these operators particularly interesting is that
they are Markov generators of jump processes.
One approach to investigating the spectral properties of H	 exploits the fact that (1.2) is
a perturbation of a pseudo-dierential operator, and uses direct methods of analysis to derive
various spectral and regularity properties. Another approach, see [6, 7, 10, 11, 12], uses a
probabilistic language starting from the fact that non-local operators of the type 	( )
generate Brownian motion sampled at random times, i.e., subordinate Brownian motions
(BS	t )t0, where the subordinator (S
	
t )t0 is uniquely determined by the Bernstein function
	, see [21]. Subordinate Brownian motion is a jump Levy process, and when V is added
to the operator, it has the eect of killing or reinforcing paths according to its sign and
magnitude. In particular, fractional Schrodinger operators with m = 0 or m > 0 generate
rotationally symmetric -stable and relativistic -stable processes, respectively. The two
cases dier essentially by the concentration properties of the Levy measure of the underlying
process, which has a signicant impact on some properties of eigenfunctions of the related
non-local Schrodinger operators.
In this paper we take the analytic approach, which complements our previous investigations
of non-local Schrodinger operators using a stochastic description. Although the literature in
this eld is rapidly increasing, there is a shortage of a detailed understanding of examples
which can stand as benchmark cases to the general theory. Our aim in this paper is to
contribute to lling this gap and by choosing d = 1,  = 1 and V (x) = x4, in the remainder
of this paper we consider the operator (1.1) in detail. There is special interest in this operator
also from a physics viewpoint in that it describes a semi-relativistic quantum particle with
no rest mass, moving in the force eld of a quartic potential. Probabilistically, H is the
generator of a one-dimensional Cauchy process (isotropic 1-stable process) with a space-
dependent killing by the potential, which can be derived by the Feynman-Kac formula and
subordination.
Using a standard argument [17, Ch. 3] it follows that the spectrum of H is purely discrete
consisting of eigenvalues 0 < 1 < 2 6 3 6 : : : ! 1, each having nite multiplicity.
The corresponding eigenfunctions  1;  2; ::: are bounded continuous functions and form an
orthonormal basis in L2(R). The rst eigenfunction (ground state)  1, corresponding to the
bottom of the spectrum 1, can be shown to be unique and have a strictly positive version.
Making use of recent general results, it follows by [11, Cor. 2.2] that for large enough jxj the
ground state has a polynomial decay at innity like
(1.3)  1(x)  1
V (x)jxjd+ =
1
jxj6 :
Furthermore, by [11, Cor. 2.1] we have for the other eigenfunctions that
(1.4) j n(x)j 6 Cn 1(x); x 2 R; n 2 N;
with a suitable constant Cn. (We note that such a pointwise ground state domination fails
to hold in general for usual Schrodinger operators, for instance, in the case of  + x2.) An
implication of this is that the heat kernel u(t; x; y) = e tH(x; y) asymptotically factorizes and
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takes the shape of the ground state exponentially quickly in the sense thate1tu(t; x; y) 1(x) 1(y)   1
 6 Ce (2 1)t;
for suciently large t and uniformly in the space variables, at a rate given by the spectral
gap 2 1. In particular, we obtain that u(t; x; y)  e 1t(1+x6)(1+y6) for large enough t > 0 and
all x; y 2 R.
Our goal here is to go beyond these results and derive explicit formulae on the spectrum
and eigenfunctions of H. A previous work aiming to solve explicitly the eigenvalue problem
for a specic fractional Schrodinger operator has been carried out in [18] where the operator
(  d2=dx2)1=2 + x2, i.e., the case of a quadratic potential has been considered. In this case
the spectrum was found to be the alternating sequence given by the zeroes of the Airy
function Ai and its derivative Ai0. Also, we have obtained closed formulae for the Fourier
transform of the eigenfunctions in terms of Airy functions. These results allowed to upgrade
the general estimates on the fall-o of eigenfunctions obtained in [11] to tighter bounds and
a full asymptotic expansion, and derive detailed properties of the ground state, heat kernel,
heat trace, and spectral gaps.
The features that emerge in the case of the quartic potential dier from the quadratic case
on several counts and we observe a new phenomenon. In the quartic case we can express the
Fourier transform of the eigenfunctions in terms of special functions derived from the fourth-
order Airy function of the rst kind, denoted below by Ai4. Unlike in the quadratic case,
where the Fourier transforms are expressed in a single term involving the Airy function, in
the quartic case we have two. One is a highly oscillatory integral given in terms of Ai4, while
the second, which we will denote by fAi4(y), is comparable to y 3=8e  2p25 y5=4 for y > 0 and
to jyj 3=8e 45 jyj5=4 for y < 0. A combination of these functions in the expression of the Fourier
transform of  n produces a function dominated by Ai4 even for low values of n, with a subtle
contribution from fAi4. The net eect is that the spectrum n of H is located exponentially
close with increasing n to the negative zeroes n of Ai4 and Ai
0
4 in an alternating order, and
 n is exponentially well approximated by the inverse Fourier transform of Ai4 at argument
shifted by n.
We note that numerical and partially rigorous evidence supports our conjecture that this
small eect persists for the higher order anharmonic non-local oscillators (  d2=dx2)1=2+x2k,
k = 3; 4; : : : While even for the k = 3 case the expressions rapidly become more complex, the
case formally obtained in the limit k !1 can be put in a new light through this approach.
Note that in this limit V becomes an innitely deep potential well with boundaries at 1,
and the problem becomes equivalent with the non-local Dirichlet problem for ( d2=dx2)1=2
in the interval ( 1; 1), i.e., the Cauchy process killed outside this interval. It can be expected
that studying the small spectral (non-uniform) shift observed in the present paper will lead
to further understanding of the innite well problem for which thus far only approximate
solutions are around [16]. Our results in this direction will be further discussed elsewhere.
The remainder of this paper is organized as follows. In Section 2 we rst state and then
by Fourier transform reformulate the eigenvalue problem. The so obtained ODE can then
be reduced to a fourth-order Airy equation with specic boundary conditions, and we use
suitable modications of Ai4 to express the solutions of this problem (formulae (2.10)-(2.11)).
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In Section 3 we identify the spectrum as the zeroes of higher transcendental functions derived
from Ai4 (Theorem 3.1) and nd an expression of these functions in terms of generalized
Fresnel integrals (Theorem 3.2). Using asymptotic expansions of Ai4, we derive formulae
showing more explicitly the dependence of n on n. Next we analyze the small spectral eect
discussed above and establish exponential bounds on the dierences between the spectrum
and the zeroes of Ai4 and Ai
0
4 (Theorem 3.5). We also obtain bounds on the full sequence
of spectral gaps n+1   n. In a last subsection we derive the behaviour of the heat trace
around the origin, and obtain a Weyl-type law on the asymptotic behaviour of the counting
measure of the eigenvalues (Theorem 3.7, Corollary 3.8). In Section 4 we turn to discussing the
eigenfunctions. Since fourth-order Airy functions appear to be little explored in the literature,
we start by a brief presentation of their properties particularizing the results obtained in [4].
To keep the length of this paper reasonable while oering detail, we only discuss the material
which will be strictly needed here and refer for more to the given source. Next we obtain
expressions of the Fourier transforms of the eigenfunctions in terms of these special functions
(Theorem 4.5), and also prove analyticity of the eigenfunctions (Theorem 4.7). In Theorem
4.8 we analyze the small eect on the level of eigenfunctions and show that the  n dier by
exponentially small errors from the inverse Fourier transform of the L2-normalized Ai4 at
values shifted by n. Proofs will be presented in Section 5.
2. Eigenvalue problem for the quartic oscillator
Let H0 = ( d2=dx2)1=2 be the square root of the Laplace operator in one dimension,
dened by
(F( d2=dx2)1=2f)(y) = jyj(Ff)(y)
with domain H1(R) = ff 2 L2(R) : jyjFf 2 L2(R)g, where F denotes Fourier transform. H0
is essentially self-adjoint on C10 (R) and SpecH0 = SpecessH0 = [0;1).
In this paper we consider the fractional Schrodinger operator formally written as H =
H0 + x
4. One way to dene this operator as a self-adjoint operator with dense domain in
L2(R) is by using the Feynman-Kac formula
(f; e tHg)L2(R) =
Z 1
 1
f(x)Ex[e 
R t
0 X
4
sdsg(Xt)]dx; t  0; f; g 2 L2(R);
where (Xt)t0 is a one-dimensional Cauchy process, and the expectation at the right hand
side is taken with respect to the measure of this process starting from x 2 Rd. The right
hand side can be proven to be a strongly continuous semigroup, and thus it follows by the
Hille-Yoshida theorem that H is self-adjoint and equals the form sum H0 _+x
4. Since our
framework here is other than using functional representation, we refer for further details to
[6, Th. 4.8]. As the potential is positive and growing to innity, we have as a consequence of
Rellich's theorem [17, Th. 3.20] that H has compact resolvent, in particular, SpecH  [0;1)
is discrete, consisting of isolated eigenvalues, each of nite multiplicity. Our concern in what
follows is to determine and analyze this spectrum and the corresponding eigenfunctions.
Consider the eigenvalue equation
(2.1)

  d
2
dx2
1=2
 n + x
4 n = n n;  n 2 H1(R); n 2 N:
SPECTRAL PROPERTIES OF THE MASSLESS RELATIVISTIC QUARTIC OSCILLATOR 5
From relations (1.3)-(1.4) it directly follows that
(2.2) x4 n 2 L1(R); n 2 N:
This implies, in particular,  n 2 L1(R) for every n 2 N. We write n(y) := (F n)(y) =
1p
2
R1
 1 e
 ixy n(x) dx, y 2 R, for the Fourier transform of  n. Since 
F

  d
2
dx2
1=2
F 1
!
(y) = jyj and (Fx4F 1)(y) = d
4
dy4
;
equation (2.1) transforms into
(2.3)
d4
dy4
n(y) + (jyj   n)n(y) = 0; y 2 R:
By (2.2) we have d4
dy4
n(y)
 = 1p
2
 Z 1 1 x4e ixy n(x) dx
 6 1p2kx4 nk1 <1; y 2 R:
Furthermore, by multiplying and dividing, and using the Schwarz inequalityZ 1
 1
jn(y)jdy 6
Z 1
 1
dy
1 + y2
Z 1
 1
(1 + y2)jn(y)j2dy
1=2
=
p
k nkH1(R):
From these two observations we have that n 2 C4(R) \ L1(R), for all n 2 N.
Note, moreover, that if n(y) is a solution of (2.3), then so is n( y). Thus it suces to
consider (2.3) only for y > 0, and construct odd and even solutions on the whole of R. They
respectively satisfy
(2.4) n(0+) = 
00
n(0+) = 0; n = 2; 4; 6; : : :
and
(2.5) 0n(0+) = 
000
n (0+) = 0; n = 1; 3; 5; : : :
Our goal translates then to studying the spectrum and the eigenfunctions of H given by (2.1)
through the L1 solutions of equation (2.3) satisfying the boundary conditions (2.4)-(2.5).
Let y > 0. By the change of variable y n 7! y and using the notation 'n(y)  n(y+n),
we obtain
(2.6)
d4
dy4
'n(y) + y'n(y) = 0:
Equation (2.6) can be thought of being a higher order Airy equation. Following the termi-
nology in [13] we call the particular solution
(2.7) Ai4(y) :=
1

Z 1
0
cos

t5
5
+ yt

dt
a fourth-order Airy function. These functions seem to be relatively little known in the lit-
erature and we will use Section 4.1 to presenting some of their basic properties used in this
paper, see [4] for details and a more general study.
Notice that equation (2.6) is invariant under the rotations y 7! ye2li=5, l 2 Z, thus we
have four other solutions by rotation of the argument of Ai4(y), i.e.,
(2.8) Ai4(ye
 2i=5); Ai4(ye 4i=5); Ai4(ye4i=5); Ai4(ye2i=5):
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Any four of the above ve solutions can be shown to have a non-vanishing Wronskian. Con-
sider
A1(y) := e
 2i=5Ai4(ye 2i=5); A2(y) := e 4i=5Ai4(ye 4i=5)
A3(y) := e
4i=5Ai4(ye
4i=5); A4(y) := e
2i=5Ai4(ye
2i=5):
Cauchy's theorem on contour integration then gives Ai4(y) =  
P4
r=1Ar(y). By taking Ai4(y)
and suitable linear combinations of Ar(y) for r = 1; 2; 3; 4, a complete set of independent
solutions to the dierential equation (2.6) is given by fAi4(y) = iP4r=1( 1)r+1Ar(y) with
integral representation
(2.9) fAi4(y) = 1

Z 1
0

e yt 
t5
5   sin

t5
5
+ yt

dt;
and G3(y) = A1(y)+A4(y) (A2(y) + A3(y)), G4(y) = i (A4(y) A1(y))+i (A3(y) A2(y)).
Since G3;G4 diverge as y ! 1, these solutions are ruled out by the L1 condition. Hence
nally we obtain that the even and odd solutions of equation (2.3) satisfying (2.4){(2.5) are
2j 1(y) = c1;2j 1Ai4(jyj   2j 1) + c2;2j 1fAi4(jyj   2j 1)(2.10)
2j(y) = c1;2jsgn(y)Ai4(jyj   2j) + c2;2jsgn(y)fAi4(jyj   2j);(2.11)
for all y 2 R, j 2 N, with constant prefactors to be determined below. The above calculations
are simple and we leave the details to the reader; alternatively see [4].
3. The spectrum of H
3.1. Identication of the spectrum. The boundary conditions (2.4){(2.5) applied to
(2.10) and (2.11) yield for n = 2; 4; 6; : : : and n = 1; 3; 5; : : :, respectively, that
(3.1) det
 
Ai( n) fAi4( n)
Ai00( n) fAi004( n)
!
= 0 and det
 
Ai0( n) fAi04( n)
Ai000( n) fAi0004 ( n)
!
= 0:
Dene
(3.2) 1(y) := Ai(y)fAi004(y) Ai00(y)fAi4(y) and 2(y) := Ai0(y)fAi0004 (y) Ai000(y)fAi04(y):
Then we have the following main result of this section.
Theorem 3.1.
SpecH = fn; n 2 N : 2j 1 =  a2;j and 2j =  a1;j ; j 2 Ng;(3.3)
where a1;j and a2;j are the negative real zeroes of the higher transcendental functions 1 and
2, respectively, arranged in increasing order.
The following result allows to identify the eigenvalues as the zeroes of more familiar special
functions. Recall the generalised Fresnel sine and cosine integrals si(a; z) and ci(a; z) (see also
(5.5) below). The proof of this and the forthcoming results will be presented in Section 5.
Proposition 3.2. For all  > 0, we have the expressions
(3.4) 1( ) =   1
22
Z 1
0

h1(v) cos

v5
20
+ v

  h2(v) sin

v5
20
+ v

dv
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and
(3.5) 2( ) =   1
22
Z 1
0

h3(v) cos

v5
20
+ v

  h4(v) sin

v5
20
+ v

dv;
where
h1(v) := v
1=2si

1
2
;
v5
16

; h2(v) := v
1=2ci

1
2
;
v5
16

h3(v) := 2 sin
v5
16
  v5=2ci

1
2
;
v5
16

; h4(v) := 2 cos
v5
16
+ v5=2si

1
2
;
v5
16

:
3.2. Approximations of the spectrum. To have a more specic idea of the dependence
of the eigenvalues on n, we can use Proposition 3.2 to derive asymptotic relations for 1( )
and 2( ).
Corollary 3.3. There exists 0 < 0 6 1=2 such that for every  > 0, we have
(3.6) 1( ) = 1

 1=4e
4
5
5=4 sin

4
5
5=4 +

4

+O
 
e
4
5
5=4
7=8
!
and
(3.7) 2( ) = 1

1=4e
4
5
5=4 cos

4
5
5=4 +

4

+O
 
e
4
5
5=4
3=8
!
:
Solving the equations 1( n) = 0 for n = 2j and 2( n) = 0 for n = 2j  1, j 2 N, the
above asymptotic relations give some more explicit expressions for the eigenvalues.
Corollary 3.4. For each n 2 N,
(3.8) n =

5(2n  1)
16
4=5 
1 +O

1
n3=2

:
The next result describes the small spectral eect discussed in the Introduction, i.e., that
the eigenvalues n dier from the zeroes of Ai4 and Ai
0
4 by exponentially small terms. Dene
(3.9) n :=
(
 0j n = 2j   1
 j n = 2j
for j 2 N, where j and 0j are the negative real zeroes of Ai4 and Ai04, respectively, see
(4.4)-(4.6) below.
Theorem 3.5. For every n 2 N we have that
(3.10) jn   nj 6
25=4
q
 
 
4
5

51=10
p

n
where n :=
p
c1;nc2;n and c1;n; c2;n are the normalization constants given in Theorem 4.5
below. Moreover,
n 
r

2
 1=8n e
  2
5

5=4
n 
r

2
n 1=10e 
2
5
n;
for all n 2 N.
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We note that throughout this paper the standard Landau notations are used, and f(x) 
g(x) means f(x) = g(x)[1 + o(1)], while f(x)  g(x) means that there exist real numbers
C2 > C1 > 0 such that C1g(x) 6 f(x) 6 C2g(x).
This gives the following bounds on the sequence n+1   n of spectral gaps.
Corollary 3.6. For every n 2 N we have that
(3.11)

2

8
15
1=5
n  1
2
 1=5
6 n+1   n 6 
2

8
5
1=5
n  1
2
 1=5
:
3.3. Heat trace and Weyl-type theorem. Using the asymptotic expression in Corollary
3.4, we are able to derive an expression for the behaviour of the trace of the semigroup
Z(t) := Tr e tH =
1X
n=1
e nt; t > 0;
in a neighbourhood of the origin.
Theorem 3.7. We have
(3.12) lim
t#0
t5=4Z(t) =
2 
 
5
4


:
A consequence of this is the following Weyl-type asymptotic formula on the distribution
of eigenvalues. Denote by
N() := jfn 2 N : n  gj
the counting measure of the number of eigenvalues n of H up to level  > 0.
Corollary 3.8. We have that
(3.13) lim
!1
N()
5=4
=
8
5
:
4. Expressions and properties of eigenfunctions
4.1. Fourth-order Airy function. The fourth-order Airy function of the rst kind Ai4 is a
particular case of the more general class Aik, k = 2; 4; 6; : : :, formally dened by the integrals
Aik(y) =
1
2i
Z
G
e kys 
sk+1
k+1 ds; y 2 R; k := ( 1)k=2;
where G is any innite contour in the complex s-plane that starts at innity in the sector
  kk+1    < arg(s) <    kk+1 and ends at innity in the sector kk+1    < arg(s) < kk+1 + 
for 0 6  < (k 1)2(k+1) , cutting through the negative real semi-axis. The integral is convergent
since <e(sk+1)!1 as jsj ! 1 within arg(s) kk+1  < . It is also possible to continuously
deform the contour G to align with the imaginary axis without altering the value of the
integral, and hence by the change of variable s = it and for k = 4, we obtain (2.7). The
function Aik is smooth and bounded, and extends to the complex plane as an entire function,
and hence it follows directly that Aik satises the higher order Airy dierential equation
dk
dyk
'(y) + ky'(y) = 0:
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Since proofs involve lengthy calculations, for more details we refer to [4]; here we present
some properties of Ai4 taken from here for the specic case k = 4 which are of particular
importance in this paper.
Proposition 4.1. The following expansion holds:
(4.1) Ai4(y) =
3X
p=0
Ai
(p)
4 (0)
p!
yp
1X
l=0
( 1)l
l!
3Y
j=0
j 6=p
 

p j
5 + 1

 

p j
5 + l + 1
 y5l
54l
; y 2 R:
Moreover, for the derivatives we have
(4.2) Ai
(p)
4 (0) =
cos


2
p+1
5 +
p
2

5
4 p
5  

4 p
5

sin

p+1
5 
 ; for each p = 0; 1; 2; 3:
Formula (4.1) can alternatively be expressed as the sum
(4.3) Ai4(y) =
3X
p=0
Ai
(p)
4 (0)
yp
p!
Up(y);
in terms of the generalized hypergeometric functions 0F3(; ; ; z), where we denote U0(y) :=
0F3

2
5 ;
3
5 ;
4
5 ; y
5
54

, U1(y) := 0F3

3
5 ;
4
5 ;
6
5 ; y
5
54

, U2(y) := 0F3

4
5 ;
6
5 ;
7
5 ; y
5
54

, and U3(y) :=
0F3

6
5 ;
7
5 ;
8
5 ; y
5
54

.
Proposition 4.2. There exist constants C1; C2 > 0 such that
jAi4(y)j 6 min
n
C1e
 2y; C2jyj  58
o
; y 2 R:
Moreover, we have that Ai4eR+ 2 L1(R+) \ L2(R+).
The next result gives the behaviour of Ai4 and Ai
0
4 on the negative semi-axis from which
the asymptotic expansions of the negative real zeroes of Ai4(y) and Ai
0
4(y) are derived.
Proposition 4.3. We have that
Ai4( y) = 1
1=2y3=8

cos

   
4

P () + sin

   
4

Q ()

and
Ai04( y) =
1
1=2y1=8

sin

   
4

R ()  cos

   
4

S ()

;
where
P () 
1X
r=0
( 1)rC2r
2r
and Q () 
1X
r=0
( 1)rC2r+1
2r+1
as  ! +1
and
R () 
1X
r=0
( 1)rC
0
2r
2r
and S () 
1X
r=0
( 1)rC
0
2r+1
2r+1
as  ! +1;
with  = 45y
5=4, and coecients Cl; C
0
l expressed in terms of the Bell polynomials.
Finally, we give some asymptotic expansions of the negative real zeroes of Ai4 and Ai
0
4
denoted by n and 
0
n, respectively.
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Proposition 4.4. For every n 2 N we have
(4.4) n =  f

5(4n  1)
16

and 0n =  g

5(4n  3)
16

;
where
(4.5) f()  4=5

1 +
0:1586783204
2
  0:03595263992
4
+
0:01511323043
6
    

;
(4.6) g()  4=5

1  0:05289277344
2
  0:003797437462
4
  0:0005042991615
6
    

;
as  !1.
4.2. Eigenfunctions. The Fourier transforms of the eigenfunctions of H can be expressed
in terms of fourth-order extended Airy functions. Dene
1() :=fAi4()Ai04() Ai4()fAi04()(4.7)
2() :=fAi04()Ai004() Ai04()fAi004()(4.8)
3() :=fAi004()Ai0004 () Ai004()fAi0004 ():(4.9)
Theorem 4.5. The Fourier transform of the L2-normalized eigenfunctions of H is given by
(4.10) (F n) (y) =
8><>:
c1;nAi4(jyj   n) + c2;ngAi4(jyj   n); n = 2j   1
c1;nsgn(y)Ai4(jyj   n) + c2;nsgn(y)gAi4(jyj   n); n = 2j
for all y 2 R and j 2 N, where
(4.11) c1;n :=
8><>:
  1p
2
fAi04( n)p
n21( n)+22( n)
n = 2j   1
1
2
fAi004 ( n)p
2( n)3( n)
n = 2j
and
(4.12) c2;n :=
8<:
1p
2
Ai04( n)p
n21( n)+22( n)
n = 2j   1
 12 Ai
00
4 ( n)p
2( n)3( n)
n = 2j
We now proceed with further properties of the eigenfunctions  n. First we obtain a full
asymptotic expansion.
Theorem 4.6. For every j 2 N and N = 2; 3; : : :
 2j 1(x) =
N 1X
l=1
( 1)l+1P(2j 1)
x4+2l
+O

1
x2N+4

(4.13)
 2j(x) =
N 1X
l=1
( 1)l+1Q(2j)
x5+2l
+O

1
x2N+5

(4.14)
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holds as x!1, where we have that P( 1) =
q
2


c1;1Ai4( 1) + c2;1fAi4( 1), Q( 2) =
2
q
2


c1;2Ai
0
4( 2) + c2;2fAi04( 2), and for all j = 2; 3; : : :
P(2j 1) =
r
2


c1;2j 1Ai
(3+2l)
4 ( 2j 1) + c2;2j 1fAi(3+2l)4 ( 2j 1)
Q(2j) =
r
2


c1;2j 1Ai
(4+2l)
4 ( 2j) + c2;2jfAi(4+2l)4 ( 2j) :
From general results on the smoothing property of the evolution semigroup e tH we know
that the eigenfunctions are bounded and continuous functions [11]. Using the extra informa-
tion for the specic case here, we obtain stronger regularity properties.
Theorem 4.7. For every n 2 N the eigenfunction  n is analytic on R and has the expansion
(4.15)  n(x) =
8><>:
P1
r=0( 1)ra2r(n)x2r; n = 2j   1P1
r=0( 1)ra2r+1(n)x2r+1; n = 2j
for all j 2 N and x 2 R, where
ap(u) =
1
p!
r
2

Z 1
0
yp

c1;nAi4(y   u) + c2;nfAi4(y   u) dy; p 2 N:
The following result shows another aspect of the small eect discussed before on the level
of the spectrum. Its occurrence on the level of eigenfunctions consists in the fact that the
eigenfunctions  n are exponentially well approximated by the inverse Fourier transform of
the dominating term in (2.10)-(2.11). Write n(y) := c1;nAi4(jyj   n), for which we have
knk2 = 1 for all n 2 N. Using that j n F 1nj 6 1p2
R1
 1 jn(y) n(y)j dy, we derive a
direct estimate on the sup-norm of the dierence, and another using the local cancellations
between successive eigenvalues.
Theorem 4.8. For every n 2 N we have
(4.16)
 n  F 1n1 6 29=4p5c2;n;
where c2;n 
p

2 
 1=8
n e
  4
5

5=4
n  p2 n 1=10e  45n. Moreover, for every n; p 2 N it follows
that
(4.17)
0@Z 1
 1
+
X
p>1
Z p+1
p
1An(y)  n(y)dy 6 23=4p
5
J(n)
where
J(n) = 3c2;n +Bn +
8Cn
55=431=4
+
 
1
e
2
55=431=4   1
+
e
  
151=42
e

151=42   1
!
Dn   e

151=42En
e

151=42   1

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with
Bn = e
  27=4 n
55=431=4 c2;n 
r

2
n 1=10e 1:8739n and Cn = n 1=4c2;n 
r

2
n 7=20e 
4
5
n
Dn = e
 n
55=431=42 c2;n 
r

2
n 1=10e 0:00183n and En = e
  2 n
55=431=4 c2;n 
r

2
n 1=10e 1:4385n:
From (4.17) it is seen that the  n stay near F 1n also piecewise, i.e., inside each interval
given by the successive eigenvalues.
Finally, write n(y) := CnAi4(jyj   n), where Cn := 1=kAi4(j  j   n)k2 for each n 2 N.
Then we have
Theorem 4.9. For all n 2 N
k n  F 1nk2 6 2
33=20 31=5 51=10
13=10
s
 

4
5

n;
where n := n
1=5Cn
p
c2;n=c1;n  2 n1=5
 1=8
n e
  2
5

5=4
n  2 n1=10e 
2
5
n.
5. Proofs
5.1. Proof of Proposition 3.2. We only show the proof for (3.4), by a similar argument
(3.5) also follows. Let  > 0 and consider the split-up Ai4( )fAi004( ) = I()+J(); where
I() :=
1
22i
Z i1
 i1
et 
t5
5 dt
Z 1
0
u2eu 
u5
5 du

and
J() :=
1
2
Z 1
0
cos

t5
5
  t

dt
Z 1
0
u2 sin

u5
5
  u

du

:
Rewriting I() as a double integral and applying the change of variables X = t+u, Y = t u,
we readily obtain that I() =   1
162i
R i1
 i1 e
X+X
5
20
R1
0 (X + Y )
2e 
X
16
(Y 2+X2)2 dY

dX: For
the second integral a similar straightforward computation gives J() = 0. Hence
(5.1) Ai4( )fAi004( ) =   1162i
Z i1
 i1
eX+
X5
20
Z 1
0
(X + Y )2e 
X
16
(Y 2+X2)2 dY

dX:
Next consider similarly Ai004( )fAi4( ) = ~I() + ~J(); where
~I() :=
1
22i
Z i1
 i1
t2et 
t5
5 dt
Z 1
0
eu 
u5
5 du

and
~J() :=
1
2
Z 1
0
t2 cos

t5
5
  t

dt
Z 1
0
sin

u5
5
  u

du

:
We obtain ~I() =   1
162i
R i1
 i1 e
X+X
5
20
R1
0 (X   Y )2e 
X
16
(Y 2+X2)2 dY

dX and ~J() = 0,
which give
(5.2) Ai004( )fAi4( ) =   1162i
Z i1
 i1
eX+
X5
20
Z 1
0
(X   Y )2e X16 (Y 2+X2)2 dY

dX:
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A combination of (5.1)-(5.2) gives furthermore
(5.3) 1( ) =   1
42i
Z i1
 i1
Xb(X)eX+
X5
20 dX
with b(X) =
R1
0 Y e
 X
16
(Y 2+X2)2 dY . Computing the integral, we haveZ 1
0
Y e 
X
16
(Y 2+X2)2 dY =
1
2
Z 1
0
e 
X
16
(Y+X2)2 dY = X 1=2 

1
2
;
X5
16

:
Thus 1( ) =   142i
R i1
 i1X
1=2 

1
2 ;
X5
16

eX+
X5
20 dX, and hence
1( ) =   1
42
Z 1
 1
jXj1=2 

1
2
;
iX5
16

e
i

X5
20
+X+
4
sgn(X)

dX(5.4)
=   1
22
<e
Z 1
0
X1=2 

1
2
;
iX5
16

e
i

X5
20
+X+
4

dX:
Finally, we use the identity  

1
2 ;
iX5
16

= e
i
4
h
ci

1
2 ;
X5
16

  si

1
2 ;
X5
16
i
, see [20], to complete
the proof for 1( ) in (3.4), where
(5.5)
si(a; z) =
Z 1
z
ta 1 sin tdt and ci(a; z) =
Z 1
z
ta 1 cos t dt (<e(a) < 1 and <e(z) > 0)
are the generalised Fresnel sine and cosine integral functions, respectively.
5.2. Proof of Corollary 3.3. Using a steepest descent-argument we get
(5.6) Ai4( ) = 1p
2
 3=8 sin

4
5
5=4 +

4

1 +O( 5=8)

and
(5.7) fAi4( ) = 1p
2
 3=8e
4
5
5=4

1 +O( 5=8)

for every  > 0 for some 0 < 0 6 1=2. Since Ai4(y) and fAi4(y) are analytic functions, (3.6)
and (3.7) follow by dierentiation in (5.6)-(5.7). Since these calculations are lengthy but do
not use special methods, we leave the details to the reader; alternatively see [4].
5.3. Proof of Theorem 3.5. Before proceeding with the proof of Theorem 3.5 we will need
some auxiliary results. Denote L := d4
dy4
+ jyj, so that (L   n)n(y) = 0.
Lemma 5.1. For every n 2 N we have
(5.8) k (L   n)Ai4(j  j   n)k22 6
4
p
2  
 
4
5

51=5
c2;n
c1;n
:
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Proof. Since n > n for n 2 N, we have
j (L   n)Ai4(jyj   n)j = 1
c1;n
 (L   n)n(y)  c2;n (L   n)fAi4(jyj   n)(5.9)
6 1
c1;n
 (L   n)n(y)  c2;n (L   n)fAi4(jyj   n)
6 c2;n
c1;n
j (L   n)fAi4(jyj   n)j:
Hence, Z 1
 1
j (L   n)Ai4(jyj   n)j2 dy 6 2c2;n
c1;n
Z 1
0
  d4dy4 + y   n
fAi4(y   n)2 dy:(5.10)
Using that fAi4(z)  1 R10 e zt  t55 dt for every z 2 R, it follows by (5.10) that
k (L   n)Ai4(j  j   n)k22 6
2c2;n
2c1;n
Z 1
0
 Z 1
0
 
t4 + y   n

e (y n)t 
t5
5 dt
2 dy(5.11)
6 4c2;n
2c1;n
Z 1
0
  Z 1
0
t4e (y n)t 
t5
5 dt
2 +  Z 1
0
(y   n)e (y n)t  t
5
5 dt
2
!
dy:
To estimate the inner integral in (5.11) we write t = (n   y)1=4u and h(u) = u55   u, and
apply a standard calculation to obtain
(5.12)
 Z 1
0
t4e (y n)t 
t5
5 dt
 6r
2
jy   nj5=8e  2
p
2
5
jy nj5=4 :
Similarly, it follows that
(5.13)
 Z 1
0
(y   n)e (y n)t  t
5
5 dt
 6r
2
jy   nj5=8e  2
p
2
5
jy nj5=4 :
A combination of (5.12)-(5.13) and an application of (5.11) gives that
k (L   n)Ai4(j  j   n)k22 6
4

c2;n
c1;n
Z 1
0
jy   nj5=4e  4
p
2
5
jy nj5=4 dy(5.14)
=
4

c2;n
c1;n
[I1(n) + I2(n)]:
Here
I1(n) :=
Z n
0
(n   y)5=4e  4
p
2
5
(n y)5=4 dy =
1p
2

 ne  4
p
2
5

5=4
n +
Z n
0
e 
4
p
2
5
(n y)5=4 dy

6 1p
2

 ne  4
p
2
5

5=4
n +
Z 1
0
e 
4
p
2
5
z5=4 dz

=
1p
2

 ne  4
p
2
5

5=4
n +
1
51=5
 

4
5

;
and similarly
I2(n) :=
Z 1
n
(y   n)5=4e  4
p
2
5
(y n)5=4 dy =
1p
2
Z 1
n
e 
4
p
2
5
(y n)5=4 dy  1p
2
1
51=5
 

4
5

:
Thus from (5.14) we obtain
k (L   n)Ai4(j  j   n)k22 6
4

p
2
c2;n
c1;n

2
51=5
 

4
5

  ne  4
p
2
5

5=4
n

:
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Since the second term in the bracket is positive, the claim follows. 
Next we derive formulae for the normalization constants explicitly in terms of n.
Lemma 5.2. For all n 2 N, we have that
(5.15) c1;n 
r

2
 1=8n 
r

2
n 1=10 and c2;n 
r

2
 1=8n e
  4
5

5=4
n 
r

2
n 1=10e 
4
5
n:
Proof. Recall (4.11)-(4.12) and (4.7)-(4.9) for  > 0. From (5.6)-(5.7) we obtain
Ai4( ) = 1p
2
 3=8 sin

4
5
5=4 +

4

1 +O( 5=8)

;
fAi4( ) = 1p
2
 3=8e
4
5
5=4

1 +O( 5=8)

for every  > 0 with some 0 < 0 6 1=2. Since Ai4(y) and fAi4(y) are analytic functions, by
dierentiating and some straightforward calculations we obtain
1( )  1
2

sin

4
5
5=4 +

4

  cos

4
5
5=4 +

4

 1=2e
4
5
5=4
2( )  1
2

sin

4
5
5=4 +

4

+ cos

4
5
5=4 +

4

e
4
5
5=4
3( )  1
2

cos

4
5
5=4 +

4

  sin

4
5
5=4 +

4

1=2e
4
5
5=4 :
Using these relations, we have 21( ) + 22( )  122 e
8
5
5=4 . In particular,
  1p
2
fAi04( n)p
n21( n) + 22( n)

r

2
 1=8n for every n = 1; 3; 5; : : :
Similarly, we have
1p
2
Ai04( n)p
n21( n) + 22( n)
  
r

2
 1=8n cos

4
5
5=4n +

4

e 
4
5

5=4
n for every n = 1; 3; 5; : : :
We also have that
2( )3( )  1
42

sin2

4
5
5=4 +

4

  cos2

4
5
5=4 +

4

1=2e
8
5
5=4
=
1
42
sin

8
5
5=4

1=2e
8
5
5=4 :
In particular, setting  =

5
16(2n  1)
4=5
, we obtain for all n = 2; 4; 6; : : :, that
2( n)3( n)  1
42
1=2n e
8
5

5=4
n
and thus
1
2
fAi004( n)p
2( n)3( n)

r

2
 1=8n
and
 1
2
Ai004( n)p
2( n)3( n)

r

2
 1=8n sin

4
5
5=4n +

4

e 
4
5

5=4
n :
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The fact that n  n4=5 proves the claim. 
Let
(5.16) Cn := 1=kAi4(j  j   n)k2:
Using the identity
 
zAi24(z) + 2Ai
0
4(z)Ai
000
4 (z)  [Ai004(z)]2
0
= Ai24(z), we have that
kAi4(j  j   n)k2 =
Z 1
 1
Ai4(jyj   n) dy
1=2
=

2
Z 1
 n
Ai4(z) dz
1=2
=
p
2
 
nAi
2
4( n) + [Ai004( n)]2   2Ai04( n)Ai0004 ( n)
1=2
:(5.17)
Recall that n =  0n for n = 1; 3; 5; : : : and n =  n for n = 2; 4; 6; : : :, where n and 0n
are the negative real zeroes of Ai4 and Ai
0
4, respectively. Using (5.16)-(5.17), we have that
(5.18) Cn  1p
2

( 
nAi
2
4( n) + [Ai004( n)]2
 1=2
n = 2j   1 
[Ai004( n)]2   2Ai04( n)Ai0004 ( n)
 1=2
n = 2j
for every j 2 N. We also recall from (5.6) that
(5.19) Ai4( ) = 1p
2
 3=8 sin

4
5
5=4 +

4
h
1 +O

 5=8
i
for every  > 0 given that 0 < 0 6 1=2. Using that Ai4 is analytic, by dierentiation in
(5.19) we obtain
[Ai4( )]2 + [Ai004( )]2 
1

1=4 sin2

4
5
5=4 +

4

and
[Ai004( )]2   2Ai04( )Ai0004 ( ) 
1
2
1=4

1 + cos2

4
5
5=4 +

4

:
Setting again  = [5(2n  1)=16]4=5 and using (5.18), we obtain
(5.20) Cn 
r

2
 1=8n 
r

2
n 1=10; n 2 N:
A comparison of (5.15) and (5.20) implies c1;n  Cn := 1=kAi4(j  j   n)k2.
Proof of Theorem 3.5. Since (l)l2N forms a complete orthornormal set in L2(R), and
Ai4(j  j   n) 2 L2(R), we make the expansion Ai4(jyj   n) =
P
l>1 bll(y), n 2 N, where
bl := (Ai4(j  j   n); l)L2 , and the Parseval identity
(5.21)
X
l>1
b2l = kAi4(j  j   n)k22
holds. We then have that
(5.22) k(L   n)Ai4(j  j   n)k22 =
X
l>1
b2l (l   n)2:
Let q(n) denote an eigenvalue closest to n. It follows from (5.22) and an application of
(5.21) that
(5.23)
X
l>1
b2l (l   n)2 > (q(n)   n)2
X
l>1
b2l = (q(n)   n)2kAi4(j  j   n)k22:
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Using (5.22)-(5.23) and (5.8), we obtain
jq(n)   nj 6 2
sp
2  
 
4
5

51=5
p
c2;n=c1;n
kAi4(j  j   n)k2 :
Since by the above kAi4(j  j  n)k22 = 2
P2
r=0( 1)r
 
2
r

Ai
(r)
4 ( n)Ai(4 r)4 ( n)  1=c21;n, we
have
(5.24) jq(n)   nj 6
25=4
51=10
p

s
 

4
5

n;
with n :=
p
c1;n c2;n, and using the results of Lemma 5.2, we have n 
p

2 
 1=8
n e
  2
5

5=4
n p

2 n
 1=10e 
2
5
n. Take  = 54
 

17
5=4  0:475813 and let n0 = d2 ln (C=)e + 1, where
C = 2
5=4
51=10
q
 (4=5)
 supn2N nn
1=10e2n=5  0:667134. We claim that
(5.25) q(n) 2

5=4n   
4=5
;

5=4n + 
4=5
for n > n0:
By (5.24) we have jq(n)   nj 6 C n 1=10e 2n=5 6  for n > n0. On the other hand,
(5.26)
(2n  1)
4
+ max

0;
(n  3)
8

< 5=4n    6 5=4n +  6
5n
8
for n > n0:
Using the inequality (   ) 1 6     6 (   ) 1 for 0 <  6 1 and  >  > 0,
see [5, (2.15.2)]), and setting
A =

C
 
17
5=4 8
5
1=5
inf
n>n0
n 1=10e2n=5 > 1;
we have that 5=4n  4=5   n > 45 1(5=4n + )1=5 > 45

8
5
1=5
n 1=5 = 
 
17
5=4 8
5
1=5
n 1=5
> AC n 1=10e 2n=5 > Ajq(n)   nj for n > n0:
This shows (5.25). Next by showing that 
5=4
n+1   5=4n > 2, we conclude that the intervals
(
5=4
n   )4=5; (5=4n + )4=5

are mutually disjoint, and hence q(n) for all n > n0 are distinct.
Using now the inequality (   ) 1 >     > (   ) 1 for  > 1 and  >  > 0,
we have
(5.27) 
5=4
n+1   5=4n >
5
4
(n+1   n)1=4n :
Take B = infn>n0(n+ 1=2)
 1=51=4n > 1 and note that (see (5.34) below)
(5.28) n+1   n > 
2

8
15
1=5
n+
1
2
 1=5
; n 2 N:
A combination of (5.28) and (5.27) gives

5=4
n+1   5=4n >
5
8

8
15
1=5
n+
1
2
 1=5
1=4n >
5
8

8
15
1=5
B > 2; for all n > n0:
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Furthermore, since q(n) is the closest eigenvalue to n so that n 6 q(n) 6 n for n > n0,
and given that 
5=4
q(n) < 
5=4
n +  for n > n0, we conclude that n <


5=4
n + 
4=5
for n > n0.
Also, we have that
5n
8
< 
5=4
n+1 6
5(n+ 1)
8
; n 2 N;
which together with (5.26) implies that


5=4
n + 
4=5
< n+1 for n > n0. Thus
(5.29) n <

5=4n + 
4=5
< n+1 for n > n0:
To complete, we make use of an idea in [15, Th. 1]. We claim that there are at most
n0   1 eigenvalues not included in the above class. We use from Section 5.5 below thatP
n>1 e
 nt =
R1
0 e
 t dN(), t > 0, where N() is the spectral counting function associated
with H. Let
L := fl 2 N : l 6= q(n) for all n > n0g :
Note that L is the set of all mismatches l 6= q(n) for n > n0, and hence its complement in N
is exactly the set for which q(n) matches l 2 N for n > n0. Using below q(n) < (n + )4=5
and the monotonicity of e t, we haveX
l2L
e lt =
X
l>1
e lt  
X
n>n0
e q(n)t 
Z 1
0
e t dN() 
X
n>n0
e
 


5=4
n +
4=5
t
:
Since
R1

5=4
n0
+
4=5 e t dN() 6Pn>n0 e 5=4n +4=5t, we get
X
l2L
e lt  e 


5=4
n0
+
4=5
t
N

(5=4n0 + )
4=5

+ t
Z 5=4n0 +4=5
0
e tN() d:(5.30)
As N() is increasing on (0; (
5=4
n0 + )
4=5), we have
Z 5=4n0 +4=5
0
e tN() d 6
N

(
5=4
n0 + )
4=5

t
 
1  e 


5=4
n0
+
4=5
t
!
:(5.31)
Inserting (5.31) into (5.30), we obtain
P
l2L e
 lt < N

(
5=4
n0 + )
4=5

. As t & 0, the left-
hand side converges to jLj, and it follows that jLj < N

(
5=4
n0 + )
4=5

. Using (5.29), it
follows that the right hand side above equals n for n > n0. Therefore, we have that jLj < n0,
which proves the claim.
Given that n 6 (5n=8)4=5 for all n 2 N, we have in particular for l < n0 that l 6
(5l=8)4=5 6 (5(n0   1)=8)4=5. On the other hand, for n > n0, we have that q(n) >

5=4
n0   
4=5
> (5(n 1)=8)4=5 > (5(n0 1)=8)4=5. Thus, L  f1; 2; : : : ; n0   1g. However,
jLj 6 n0   1, which implies that L  f1; 2; : : : ; n0   1g. Hence they are actually equal, and
therefore we conclude that q(n) = n for n > n0.
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By direct calculation, we have that n0 = 2 implying that 1 is the only eigenvalue excluded
from the above set of eigenvalues. However, 1 6 (5=16)4=5 and since 1 > (=5)4=5, we
obtain
1   1 6

5
16
4=5
 

5
4=5
<
9
100

5

1=5
 0:310282 < 2
5=4
51=10
r
 (4=5)

1  0:447194:
Hence we conclude that the result (3.10) holds for all n > 1. 
Proof of Theorem 3.6. To derive the upper bound recall from (3.8) that
(5.32) n+1   n 

5(2n+ 1)
16
4=5
 

5(2n  1)
16
4=5
:
Applying the same inequality to (5.32) as in the previous proof, we obtain
5(2n+ 1)
16
4=5
 

5(2n  1)
16
4=5
6 
2

8
5
1=5
n  1
2
 1=5
:
For the lower bound recall that 2j 1 =  04;j 6

5(4j 3)
16
4=5
, 2j =  4;j >

5(4j 1)
16
4=5
,
for each j 2 N. The used inequality gives then again
(5.33) 2j   2j 1 >

5(4j   1)
16
4=5
 

5(4j   3)
16
4=5
> 
2

4
5
1=5
j   1
4
 1=5
:
Setting n = 2j   1 in (5.33), we obtain
n+1   n > 
2

8
5
1=5
n+
1
2
 1=5
;
and n = 2j gives
n   n 1 > 
2

8
5
1=5
n  1
2
 1=5
> 
2

8
5
1=5
n+
1
2
 1=5
:
Thus we conclude that
(5.34) n+1   n > 
2

8
5
1=5
n+
1
2
 1=5
for all n 2 N:
Since n  n, using (5.34) we can optimize over C > 0 in

2

8
5
1=5
n+
1
2
 1=5
> C

n  1
2
 1=5
:
Using 1 6 n+1=2n 1=2 6 3 for n  2, gives C = 2
 
8
15
1=5
, and this completes the proof. 
5.4. Proof of Theorem 3.7. Consider the decomposition
P1
n=1 e
 nt = F (t)+G(t), where
F (t) :=
1X
j=1
e 2j 1t and G(t) :=
1X
j=1
e 2jt:
For every 0 6 t 6 1 it follows from (3.8) that there is a constant 0 < C < 1 such that
e Ct
1X
j=1
e
 

5(4j 3)
16
4=5
t 6 F (t) 6 eCt
1X
j=1
e
 

5(4j 3)
16
4=5
t
:
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Passing from summation to integration gives
e Ct
Z 1
1
e
 

5(4x 3)
16
4=5
t
dx 6 F (t) 6 eCt
Z 1
1
e
 

5(4x 3)
16
4=5
t
dx:
By the change of variable y =

5(4x 3)
16
4=5
t it furthermore follows thatZ 1
1
e
 

5(4x 3)
16
4=5
t
dx =
1
t5=4
Z 1
( 516 )
4=5
t
y
1
4 e y dy;
which implies that limt#0 t5=4F (t) = 1 
 
5
4

. Similarly, we obtain limt#0 t5=4G(t) = 1 
 
5
4

.
By combining these results (3.12) follows.
5.5. Proof of Corollary 3.8. Let ml count the multiplicity of l for each l 2 N. With
0 < 1 < 2 < : : : < n 6 R, for every R > 0 and nite, we have
N() =
(
m1 +m2 + : : :+ml l 6  < l+1; l = 1; 2; : : : ; n
0 0 <  < 1:
Since eigenvalues come with multiplicities, ml = 1 for all l 2 N, and we have
N() =
nX
l=1
l1[l;l+1)() for 0 <  6 R;
with N() = 0 for  6 0. Note that N() is right-continuous at each  = n, n 2 N, and
jumps by dn := N(
+
n )   N( n ) = 1, n 2 N. Also, N() is of bounded variation in (0; R),
and the integral
R R
0 e
 t dN(), t > 0, exists. Furthermore, taking the limit as R ! 1, we
have that
R1
0 e
 t dN() = limR!1
R R
0 e
 t dN(). This limit exists for every t 2 R+ since
by integration-by-parts, limR!1
R R
0 e
 t dN() = t
R1
0 e
 tN() d <1. Since
t
Z 1
0
e tN() d = t
 Z 1
0
+
X
n>1
Z n+1
n
!
e tN() d
= t
X
n>1
n
Z n+1
n
e t d =
X
n>1
n

e nt   e n+1t

:
By telescopic summation we then obtain
R1
0 e
 t dN() =
P
n>1 e
 nt. By denition, Z(t) =P1
n=1 e
 nt, and from Theorem 3.7 we have
(5.35)
Z 1
0
e t dN() = Z(t)  2 
 
5
4


t 5=4 as t # 0:
A Karamata-Tauberian theorem [14, Th. 15.3] applied to (5.35) gives (3.13), which completes
the proof.
5.6. Proof of Theorem 4.5. We are only required to derive expressions for c1;n and c2;n.
Take n(y) = '(y   n) for y > 0 and recall from (2.6) that
(5.36)
d4
dz4
'(z) =  z'(z):
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Consider Z 1
 1
2n(y) dy = 2
Z 1
0
'2(y   n) dy = 2
Z 1
 n
'2(z) dz:
Using (5.36), we have the identity
d
dz
 
z'2(z) + 2'0(z)'000(z)  ['00(z)]2 = '2(z):
Thus we obtain
(5.37)
Z 1
 1
2n(y) dy = 2
 
n'
2( n) + ['00( n)]2   2'0( n)'000( n)

:
From the boundary conditions (2.4), we have for each n = 1; 3; 5; : : : that
(5.38) '0( n) = '000( n) = 0
implying that
(5.39) c2 =  c1Ai
0
4( n)fAi04( n)   c1
Ai0004 ( n)fAi0004 ( n)
Plancherel's theorem and a combination of (5.37)-(5.38) yield
(5.40) 1 =
Z 1
 1
 2n(x) dx =
Z 1
 1
2n(y) dy = 2
 
n'
2( n) + '00( n)2

n = 1; 3; 5; : : :
With (5.39), we have that
'( n) = c1Ai4( n) + c2fAi4( n) =   c1fAi04( n)1( n)
'00( n) = c1Ai004( n) + c2fAi004( n) = c1fAi04( n)2( n):
From here we deduce
c1;n  c1 =   1p
2
fAi04( n)p
n21( n) + 22( n)
c2;n  c2 = 1p
2
Ai04( n)p
n21( n) + 22( n)
for each n = 1; 3; 5; : : :. To obtain the results for n = 2; 4; 6; : : :, we proceed similarly by using
now the boundary conditions (2.5) giving
(5.41) '( n) = '00( n) = 0:
Proceedings as above, we nally obtain
c1;n  c1 = 1
2
fAi004( n)p
2( n)3( n)
and c2;n  c2 =  1
2
Ai004( n)p
2( n)3( n)
;
for each n = 2; 4; 6; : : :
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5.7. Proof of Theorem 4.6. We recall (4.10) for each n = 1; 3; 5; : : :, and by taking inverse
cosine transform, we have that
(5.42)  2j 1(x) =
r
2

Z 1
0
cos(xy)2j 1(y) dy for each j 2 N;
where
2j 1(y) = c1;2j 1Ai4(y   2j 1) + c2;2j 1fAi4(y   2j 1); for y > 0:
On integrating by parts (2N+4)-times in (5.42), together with limy!1 sin
 
xy + r2


(l)
2j 1(y) =
0 for all r; l 2 N0, we obtainZ 1
0
cos(xy)2j 1(y) dy =
NX
r=0
( 1)r+1
(2r+1)
2j 1 (0)
x2r+2
+ E1;N (x):(5.43)
Here
E1;N (x) :=
( 1)N+1
x2N+2
Z 1
0
cos(xy)
(2N+2)
2j 1 (y) dy
=
( 1)N
x2N+4


(2N+3)
2j 1 (0) +
Z 1
0
cos(xy)
(2N+4)
2j 1 (y) dy

;
for each N = 2; 3; 4; : : :. For suciently large M1;M2 > 0, dependent only on N , we have
that
j(2N+3)2j 1 (0)j 6 c1;2j 1jAi(2N+3)4 ( 2j 1)j+ c2;2j 1jfAi(2N+3)4 ( 2j 1)j 6M1
andZ 1
0
j(2N+4)2j 1 (y)j dy
6 c1;2j 1
Z 1
0
jAi(2N+4)4 (y   2j 1)j dy + c2;2j 1
Z 1
0
jfAi(2N+4)4 (y   2j 1)j dy 6M2:
Hence jE1;N (x)j 6 C1;j;Njxj2N+4 with some C1;j;N > 0. Using the conditions 02j 1(0) = 0002j 1(0) =
0, j = 1; 2; : : :, and dierentiating in (2.3), we have 
(5)
2j 1(y) =  2j 1(y) (y 2j 1)02j 1(y),
which reduces to 
(5)
2j 1(0) =  2j 1(0) with 2j 1(0) > 0 for all j 2 N. Then (4.13) follows
from (5.43) combined with (5.42). The proof of (4.14) follows completely similarly.
5.8. Proof of Theorem 4.7. We only show the proof for n = 2j   1 case, the result is
obtained similarly for n = 2j. For each n = 2j   1, j 2 N we have that
 n(x) =
r
2

Z 1
0
cos(xy)
h
c1;nAi4(y   n) + c2;nfAi4(y   n)i dy(5.44)
=
r
2

Z 1
0
1X
r=0
( 1)r (xy)
2r
(2r)!
h
c1;nAi4(y   n) + c2;nfAi4(y   n)i dy:
Dene
ap(n) :=
1
p!
r
2

Z 1
0
yp
h
c1;nAi4(y   n) + c2;nfAi4(y   n)i dy; p = 2r; r 2 N:
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We show that for each n = 2j   1, j 2 N,
(5.45)
1X
r=0
a2r(n)jxj2r <1
for almost all x 2 R; then we can conclude using the monotone and dominated convergence
theorems that the result follows from (5.44) for each n = 2j   1, j 2 N, by interchanging
summation with integration. Let R := limr!1
 a2r(n)a2r+2(n)
: Since jfAi4(y)j 6 jAi4(y)j for y > 0,
we have
Ai4(y)  1
21=2
y 
3
8 e 
4
5
y
5
4 ; y > 0;
which implies that there exists a constant Cn > 0 such that
jc1;nAi4(y   n) + c2;nfAi4(y   n)j < Cne  45y 54 ; y > 0:
Thus we obtain
a2r(n) 6
Cn
(2r)!
r
2

Z 1
0
y2re 
4
5
y
5
4 dy:
By the change of variable z = 45y
5=4 we have
~a2r :=
1
(2r)!
r
2


5
4
 8r 1
5
Z 1
0
z
8r 1
5 e z dz =
1
(2r)!
r
2


5
4
 8r 1
5
 

4(2r + 1)
5

:
Applying Stirling's formula to  (), we furthermore have
~a2r
~a2r+2
= (2r + 2)(2r + 1)

4
5
 8
5  

4(2r+1)
5

 

4(2r+3)
5

 (2r + 2)(2r + 1)

4
5
 8
5
e
8
5

2r + 1
2r + 3
 4(2r+1)
5
  1
2

5
4(2r + 3)
 8
5
;
which implies that R!1 as r !1.
5.9. Proof of Theorem 4.8. With n(y) = c1;nAi4(jyj n)+c2;nfAi4(jyj n) and n(y) :=
c1;nAi4(jyj   n), we have that n(x)   F 1n (x) = 1p
2
 Z 1 1 eixy [n(y)  n(y))] dy

=
c2;np
2
 Z 1
 1
eixyfAi4(jyj   n) dy 6 c2;nr 2

Z 1
0
fAi4(y   n)dy:(5.46)
By a similar procedure leading to (5.12), we can also show thatfAi4(y   n) 6 1p
2
jy   nj 3=8e  2
p
2
5
jy nj5=4 :
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Using this estimate in (5.46), we have thatZ 1
0
fAi4(y   n) dy 6 1p
2
Z 1
0
jy   nj 3=8e  2
p
2
5
jy nj5=4 dy
=
1p
2
lim
!0
"Z n 
0
e 
2
p
2
5
(n y)5=4
(n   y)3=8
dy +
Z 1
n+
e 
2
p
2
5
(y n)5=4
(y   n)3=8
dy
#
6 2p
2
lim
!0
Z 1

z 3=8e 
2
p
2
5
z5=4 dz =
27=4p
5
:(5.47)
The result (4.16) then follows by a combination of (5.46)-(5.47).
To prove (4.17), we proceed in a number of steps. Let p 6= n  1 and p 6= n. We have thatZ p+1
p
n(y)  n(y) dy = c2;n Z p+1
p
fAi4(y   n) dy
6 c2;np
2
Z p+1
p
jy   nj 3=8e  2
p
2
5
jy nj5=4 dy
=
c2;np
2
"Z jp+1 nj
0
 
Z jp nj
0
#
z 3=8e 
2
p
2
5
z5=4 dz =: c2;nI(p; n):(5.48)
The change of variables u =

2
p
2
5
1=2
z5=8 gives
I(p; n) =
8
5
p
2

5
2
p
2
1=2 24Z  2p25 1=2jp+1 nj5=8
0
 
Z  2p2
5
1=2jp nj5=8
0
35 e u2 du:
Using the inequality (see [3, (1)-(3)])
(5.49)
p

2

1  e  4 2
1=2
6
Z 
0
e u
2
du 6
p

2

1  e  4 2
1=2
;  > 0;
we get
I(p; n) 6 2
3=4
p
5

1  e  8
p
2
5
jp+1 nj5=4
1=2
 

1  e  2
p
2
5
jp nj5=4
1=2
6 2
3=4
p
5

e 
2
p
2
5
jp nj5=4   1
2
e 
8
p
2
5
jp nj5=4

6 2
3=4
p
5
e 
2
p
2
5
jp nj5=4 :(5.50)
Given n 2 N, for p > n we have by (3.11) that
n+q   n+q 1 > 
2

8
15
1=5
(n+ q   1) 1=5; q 2 N
so that
n+q   n > 
2

8
15
1=5
q(n+ q   1) 1=5:
For n 2 N, write p = n+ q for every q 2 N giving
p   n > 
2

8
15
1=5
(p  n)(p  1) 1=5:
SPECTRAL PROPERTIES OF THE MASSLESS RELATIVISTIC QUARTIC OSCILLATOR 25
Using (p  n)5=4(p  1) 1=4 > p(1  n=p)5=4 > p(1  5n4p ) = p  54n, it follows by (5.50) that
(5.51) I(p; n) 6 2
3=4
p
5
e 
2
p
2
5 (

2 )
5=4
( 815 )
1=4
(p  54n) for each p > n+ 1:
Next for n 2 N and p < n  1, again we have by (3.11) that
n+1 j   n j > 
2

8
15
1=5
(n  j) 1=5; 1 6 j 6 n  1
giving
n   n q > 
2

8
15
1=5
q(n  1) 1=5:
Setting p = n  q for every 2 6 q 6 n  1, we get
n   p > 
2

8
15
1=5
(n  p)(n  1) 1=5:
Using (n  p)5=4(n  1) 1=4 > n(1  p=n)5=4 > n(1  5p4n) = n  54p, it follows from (5.50) that
(5.52) I(p; n) 6 2
3=4
p
5
e 
2
p
2
5 (

2 )
5=4
( 815 )
1=4
(n  54p); 1 6 p 6 n  2:
When p = n, it directly follows from (5.48) thatZ n+1
n
n(y)  n(y)dy = c2;n Z n+1
n
fAi4(y   n)dy
6 c2;np
2
Z n+1
n
jy   nj 3=8e  2
p
2
5
jy nj5=4 dy
=
c2;np
2
Z n+1 n
0
z 3=8e 
2
p
2
5
z5=4 dz =: c2;nI(n):
By a similar change of variables u =

2
p
2
5
1=2
z5=8 and a use of (5.49), we have
I(n) =
23=4p
5
Z  2p2
5
1=2
(n+1 n)5=8
0
e u
2
du
6 2
3=4
p
5

1  e  8
p
2
5
(n+1 n)5=4
1=2
6 2
3=4
p
5

1  1
2
e 
8
p
2
5
(n+1 n)5=4

:
From (3.11) we immediately have that n+1   n > 2
 
8
15
1=5
n 1=5, and hence
(5.53)
Z n+1
n
n(y)  n(y)dy 6 23=4p
5

1  1
2
e
  8
55=431=4
n 1=4

c2;n; n 2 N:
Similarly, if p = n  1, we haveZ n
n 1
n 1(y)  n(y)dy 6 c2;np
2
Z n n 1
0
z 3=8e 
2
p
2
5
z5=4 dz =: c2;nI(n  1):
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We then have that
I(n  1) = 2
3=4
p
5
Z  2p2
5
1=2
(n n 1)5=8
0
e u
2
du 6 2
3=4
p
5

1  1
2
e 
8
p
2
5
(n n 1)5=4

;
and hence
(5.54)
Z n
n 1
n 1(y)  n(y)dy 6 23=4p
5

1  1
2
e
  8
55=431=4
n 1=4

c2;n; n 2 N:
Combining (5.48), (5.51)-(5.54), and using 1   e %n 1=4 6 %n 1=4 for 0 < % 6 1 and n > 1,
we obtain
X
p>1
Z p+1
p
n(y)  n(y) dy
(5.55)
6 2
3=4
p
5
0@1 + 8n 1=4
55=431=4
+
 
1
e
2
55=431=4   1
+
e
  
151=42
e

151=42   1
!
e

151=42
n   e

151=42 e
2
55=431=4
n
e

151=42   1

1A c2;n:
Finally, considerZ 1
 1
n(y)  n(y) dy = c2;n Z 1
 1
fAi4(jyj   n) dy = c2;nZ 1
0
+
Z 1
0
 fAi4(y   n)dy
6 c2;np
2
Z 1
0
+
Z 1
0

jy   nj 3=8e  2
p
2
5
jy nj5=4 dy
=
c2;np
2
Z 1
0
+
Z n
0
+
Z n
n 1

z 3=8e 
2
p
2
5
z5=4 dz
6 2
3=4
p
5
"
1 + 2

1  e  2
7=2
5

5=4
n
1=2
 

1  e  2
3=2
5
(n 1)5=4
1=2#
c2;n
6 2
3=4
p
5

2 + e 
23=2
5
(n 1)5=4   e  2
7=2
5

5=4
n

c2;n
6 2
3=4
p
5

2 + e 
23=2
5
(n 1)5=4

c2;n:(5.56)
Since n   1 > 2
 
8
15
1=5
n(n  1) 1=5 > 2
 
8
15
1=5
n4=5, it follows from (5.56) that
(5.57)
Z 1
 1
n(y)  n(y)dy 6 23=4p
5

2 + e
  2
55=431=4
n

c2;n:
Hence (4.17) follows by a combination of (5.55) and (5.57), which completes the proof.
5.10. Proof of Theorem 4.9. Since n 2 L2(R), we have
(5.58) n(y) =
X
l>1
all(y)
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with al := hn; li and
P
l>1 a
2
l = k'nk22 = 1. We now consider
(5.59) k(L   n)nk22 =
X
l>1
a2l (l   n)2 =
X
l 6=n
a2l (l   n)2:
For l 6= n, we have
jl   nj > n+1   n > 
2

8
15
1=5
n 1=5:
Therefore, from (5.59), we simply have that
(5.60)
X
l 6=n
a2l 6

2

215
8
2=5
n2=5k(L   n)nk22:
Furthermore, from (5.58), we have n(y)  ann(y) =
P
l 6=n all(y) so that using (5.60), we
have
kn   annk22 =
X
l 6=n
a2l 6
4
2

15
8
2=5
n2=5k(L   n)nk22
=
4
2

15
8
2=5
C2nn
2=5k(L   n)Ai4(   n)k22:(5.61)
By similar procedure adopted in the proof of (5.8), we can also easily show that
k(L   n)Ai4(   n)k22 6
4
p
2  
 
4
5

51=5
c2;n
c1;n
:
Hence, it follows that
kn   annk2 6 2


15
8
1=5s4p2    45
51=5
n1=5Cn
q
c2;n=c1;n:
Finally, we observe that
P
n>1 a
2
n = 1 implying that an 6 1 for each n 2 N. Therefore,
we have that kn   nk2 6 kn   annk2, and hence, we complete the proof by recalling
Plancherel's theorem.
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