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In this paper we discuss log-convex solutions f : Rqª Rq to the functional
equation with initial condition given by
f x q 1 s g x f x for x ) 0 and f 1 s 1, ) .  .  .  .  .
where g : Rqª Rq. Our main result, a generalization of the Bohr]Mollerup]Artin
classical characterization of the gamma function, is that if g is eventually log-
 .  .concave with the property that, for each w ) 0, g x q w rg x ª 1 as x ª `,
 .then ) has a unique eventually log-convex solution, determined by the formula
g n . . . g 1 g x n .  .  .
f x s lim for x ) 0. .
g n q x . . . g x .  .nª`
A function f arising thus is called a G-type function, two examples of which are the
 .gamma function G and the q-gamma function G 0 - q - 1 generated, respec-q
 .  .  x .  .tively, by the functions g x s x and g x s 1 y q r 1 y q . We establish for
G-type functions analogues of Legendre's Duplication Formula, Gauss' Multiplica-
tion Formula, Stirling 's Formula, Euler 's constant, and Weierstrass' infinite product
for the gamma function, and we use the theory of G-type functions to find
log-convex solutions f : Rqª Rq to certain functional equations of the type
1 m y 1
f x f x q . . . f x q h x s 1. .  . /  /m m
The backdrop of G-type functions serves to place classical theory into perspective.
Throughout, the concepts of log-convexity and log-concavity play central roles.
Q 1997 Academic Press
605
0022-247Xr97 $25.00
Copyright Q 1997 by Academic Press
All rights of reproduction in any form reserved.
ROGER WEBSTER606
1. INTRODUCTION
w xBohr and Mollerup 3 were the first to prove that the only log-convex
q q  .  .solution f : R ª R to the functional equation f x q 1 s xf x for
 .x ) 0 satisfying f 1 s 1 is the gamma function G. Their proof was
w xsimplified by Artin 1 , who based his celebrated treatment of the gamma
function on the result. Consequently, it has become known as the
w xBohr]Mollerup]Artin Theorem, and was adopted by Bourbaki 4 as the
starting point for his exposition of the gamma function. Further discussion
w x w xof the theorem can be found in Leipnik and Oberg 9 , and Webster 15 ,
while an appreciation of the result and a historical profile of the gamma
w xfunction are to be found in Davis 5 .
A question that naturally arises is: For which functions g : Rqª Rq is
there a unique e¨entually log-con¨ex solution g*: Rqª Rq to the functional
 .  .  .  .equation g* x q 1 s g x g* x for x ) 0 satisfying g* 1 s 1? Our main
result, a generalization of the Bohr]Mollerup]Artin Theorem, is that a
sufficient condition on g for this to occur is that it is eventually log-
 .  .concave and has the property that, for each w ) 0, g x q w rg x ª 1 as
x ª `. Moreover, this solution g* is determined by the formula
g n . . . g 1 g x n .  .  .
g* x s lim for x ) 0. 1.1 .  .
g n q x . . . g xnª`  .  .
We call a function g* arising in this way a G-type function. When g is the
identity function on Rq, g* is simply the gamma function G restricted to
q  .R , thus showing that G is itself a G-type function; in this case 1.1
 .becomes Gauss' well-known limit for G x . Another example of a G s type
 .  w x.function is the q-gamma function G 0 - q - 1 see Askey 2 , arisingq
 .  x.  .from the function g x s 1 y q r 1 y q for x ) 0.
In this paper we investigate the basic properties of G-type functions,
establishing analogues of Legendre's Duplication Formula, Gauss' Multipli-
cation Formula, Stirling 's Formula, Euler 's constant, and Weierstrass' infinite
product for the gamma function. An application of finding log-convex
solutions f : Rqª Rq to certain functional equations of the form
1 m y 1
f x f x q . . . f x q h x s 1 .  . /  /m m
is given.
The backdrop of G-type functions serves to place the classical theory
into perspective, with individual results often appearing more intuitive in
this wider setting. For example, it makes clear why some analogue of
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Legendre's Duplication Formula must hold, almost rendering a formal proof
unnecessary! It also explains why the unique con¨ex solutions to some
functional equations are, in fact, log-con¨ex. Not surprisingly, G-type
functions play a part in finding log-convex solutions to particular func-
 .  .  .tional equations of the form f x q 1 s g x f x .
2. CONVEX AND LOG-CONVEX FUNCTIONS
Here we collect together those results about convex and log-convex
functions that will be helpful in our discussion of G-type functions. In
addition to recalling some of their well-known properties, we also mention
a few seemingly unrecorded ones. An excellent account of convex func-
tions, including proofs of results only quoted here, can be found in Roberts
w xand Varberg 11 .
Throughout, I denotes an interval of the real line R whose interior I 0 is
 .  .  .non-empty. A function f : I ª R is con¨ex if f l x q m y F l f x q m f y
whenever x, y g I and l, m ) 0 with l q m s 1, and is e¨entually con¨ex
if I contains a subinterval that is unbounded above, and on which the
restriction of f is convex.
An easy consequence of the definition of convexity is that, if f : I ª R is
convex, I is unbounded above, and d ) 0, then the function f : I ª Rd
defined by the equation
f x s f x q d y f x for x g I .  .  .d
is increasing. A convex function f : I ª R is continuous, and possesses left
and right derivatives f X and f X on I 0, and these derivatives are increas-y q
ing there; moreover, f is absolutely continuous on each compact subinter-
val of I. A differentiable function f : I ª R is convex if and only if f 9 is
increasing on I, so a twice differentiable function f : I ª R is convex if
and only if f 0 is non-negative on I. A function f : I ª R is said to be
 .  .e¨entually conca¨e if its negative yf : I ª R is eventually convex. The
results stated above for convex functions have obvious analogues for
concave functions, and these we take as read.
Central to our discussion are the concepts of log-con¨exity and log-
conca¨ity. Whereas the notion of log-convexity does appear fleetingly in
the literature, we have been unable to locate a single explicit reference to
the idea of log-concavity or even a single occurrence of the word log-con-
ca¨e. A function f : I ª Rq, where Rq denotes the set of positive num-
 .  .bers, is called log-con¨ex log-conca¨ e if log f : I ª R is convex concave ,
 .and e¨entually log-con¨ex e¨entually log-conca¨ e if log f : I ª R is eventu-
 .  .ally convex eventually concave . Thus f is eventually log-convex if and
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 .only if 1rf is eventually log-concave. The class of all log-convex functions
defined on a given interval I is closed under both addition and multiplica-
tion, whereas the class of all log-concave functions defined on I is only
closed under multiplication. A differentiable function f : I ª Rq is log-
 . convex log-concave if and only if the function f 9rf is increasing decreas-
. qing on I, so a twice differentiable function f : I ª R is log-convex
 .  .2  .log-concave if and only if f 0 f y f 9 is non-negative non-positive on I.
The above definitions of log-convexity and log-concavity make it clear
why these terms are chosen, but do not provide the formulations of these
concepts most useful in practice}these we now obtain. Clearly, a function
f : I ª Rq is log-convex if and only if
f l x q m y F f l x f m y 2.1 .  .  .  .
whenever x, y g I and l, m ) 0 with l q m s 1. The arithmetic mean-
 .  .geometric mean inequality shows that, for f x , f y , l, m ) 0 with l q
m s 1,
f l x f m y F l f x q m f y , .  .  .  .
whence every log-convex function is convex. The function f : R ª R,
 . < <defined by the equation f x s x q 1 for x g R, is positive and convex
on any interval I, but is not log-convex there. Thus the concept of
log-convexity is stronger than that of convexity. The reformulation of
 .log-convexity implied by inequality 2.1 is equivalent to the following
working definition: the function f : I ª R is log-con¨ex if and only if for all
x, y, z g I with x - y - z
f zyx y F f zyy x f yyx z . 2.2 .  .  .  .
The definition of log-concavity can be reformulated in an analogous way
 .by reversing the F sign in 2.2 . It must be emphasized, however, that the
concept of log-concavity is weaker than that of concavity. For example, the
exponential function is log-concave on any interval I, but is not concave
there.
We now introduce a subclass G of the class of all eventually log-concave
functions on Rq which plays the central role in constructing G-type
functions. To be precise, G consists of all eventually log-concave functions
q q  .  .g : R ª R with the property that, for each w ) 0, g x q w rg x ª 1 as
x ª `. We denote the subclass of G consisting of those of its members
that are log-concave on the whole of Rq by G . The single most important0
function in G is the function x, here the identity function on Rq, which
gives rise to the G-type function G itself. Other functions in G are the
q 2 2  .restrictions to R of x q a , xr x q a , and tanh ax, where a ) 0, and
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 x.  . q1 y q r 1 y q , where 0 - q - 1. More generally, the restriction to R
of any real polynomial that is positive on Rq lies in G. Also if f is a real
rational function that is positive on Rq, then the restriction to Rq of
either f or 1rf lies in G. Clearly, the class G is closed under multiplica-
tion. One crucial property of members of G is that they are eventually
increasing, as the next theorem shows.
THEOREM 2.1. Let g g G be log-conca¨ e on some unbounded subinter¨ al
I of Rq. Then g is increasing on I.
Proof. Let a, b g I with a - b. Since log g is concave on I, for all
x ) 0,
log g a q x y log g a G log g b q x y log g b , .  .  .  .
so
g a g a q x .  .
F . 2.3 .
g b g b q x .  .
Since g g G, the right-hand side of the last inequality tends to 1 as x ª `,
 .  .whence g b G g a and g is increasing on I.
3. UNIQUENESS RESULTS
Theorem 3.1 below generalizes the Bohr]Mollerup]Artin Theorem in
 .that it concerns a whole class of functional equations of the form f x q 1
 .  .  .  .s g x f x , not just the specific one f x q 1 s xf x . Incidently, it as-
sumes only that the solutions to the equation are e¨entually log-convex,
not log-convex on Rq as in the classical result.
THEOREM 3.1. Let the function g : Rqª Rq ha¨e the property that, for
 .  . q qeach w ) 0, g x q w rg x ª 1 as x ª `. Suppose that f : R ª R is an
 .e¨entually log-con¨ex function satisfying the functional equation f x q 1 s
 .  .  .g x f x for x ) 0 and the initial condition f 1 s 1. Then f is uniquely
determined by g through the equation
g n . . . g 1 g 2 n .  .  .
f x s lim for x ) 0. .
g n q x . . . g xnª`  .  .
Proof. Let x ) 0. Denote by m the largest integer not exceeding x,
w .and let n be a natural number for which f is log-convex on n q m, ` .
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The log-convexity of f on this interval shows that
f n q x q 1 F f mq 1yx n q m q 1 f xym n q m q 2 3.1 .  .  .  .
and
f n q m q 1 F f xym n q x f mq 1yx n q x q 1 . 3.2 .  .  .  .
 .  .  .  .Since f x q 1 s g x f x for x ) 0 and f 1 s 1,
f n q m q 1 s g n q m . . . g 1 and .  .  .
f n q x q 1 s g n q x . . . g x f x . 3.3 .  .  .  .  .
Also
f mq 1yx nqmq1 f xym nqmq2 s f nqmq1 g xym nqmq1 3.4 .  .  .  .  .
and
f xym n q x f mq 1yx n q x q 1 s f n q x q 1 g my x n q x . 3.5 .  .  .  .  .
 .  .Combining 3.1 ] 3.5 , we find that
x
g n q m . . . g n q 1 g n q x .  .  . /g n q x . . . g n q x g n .  .  .
g n q x . . . g x f x .  .  .
F xg n . . . g 1 g n .  .  .
x
g n q m . . . g n q 1 g n q m q 1 .  .  .
F . 3.6 . /g n q m q 1 . . . g n q m q 1 g n .  .  .
The property assumed of g ensures that both ends of the string of
 .inequalities 3.6 converge to 1 as n tends to infinity, whence
g n . . . g 1 g x n .  .  .
f x s lim . .
g n q x . . . g xnª`  .  .
It is commonplace for there to exist an infinite number of convex
 .  .  . qsolutions f to the functional equation f x q 1 s g x f x on R satisfy-
 .ing f 1 s 1, even when there is only one log-convex one. Such is the case
 . w xwhen g x s x, the Bohr]Mollerup]Artin situation; see Mayer 10 . Theo-
rem 3.2 below gives a condition on g, stronger than that assumed in
 .Theorem 3.1, which does ensure that there is at most one positive convex
solution to the functional equation with given initial condition.
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q q  .THEOREM 3.2. Let the function g : R ª R be such that g x ª 1 as
x ª `. Suppose that f : Rqª Rq is an e¨entually con¨ex function satisfying
 .  .  .the functional equation f x q 1 s g x f x for x ) 0 and initial condition
 .f 1 s 1. Then f is uniquely determined by g through the equation
g n . . . g 1 .  .
f x s lim for x ) 0. .
g n q x . . . g xnª`  .  .
Proof. Proceeding as in the proof of Theorem 3.1, except that inequali-
 .  .ties 3.1 and 3.2 relating to a log-convex function f are replaced by the
analogous ones for a convex function f , we find that
g n q m . . . g n q 1 .  .
x y m rg n q x q m q 1 y x .  .
g n q x . . . g x f x .  .  .
F
g n . . . g 1 .  .
F g n q m . . . g n q 1 m q 1 y x q x y m g n q m q 1 . .  .  .  . .
3.7 .
 .The desired result now follows by letting n tend to infinity in 3.7 .
As an application of Theorem 3.2 to an example occurring implicitly in
 w x w x w x.the literature John 8 , Mayer 10 , Thielman 12 , consider, for fixed
a ) 0, the problem of determining convex solutions f : Rqª Rq to the
functional equation
x
f x q 1 s f x for x ) 0 .  .
x q a
 . q qsatisfying the initial condition f 1 s 1. The convex function f : R ª R
 .  .  .  .defined by the equation f x s aG a G x rG x q a for x ) 0 satisfies
both the functional equation and the initial condition, whence by the
theorem it is the unique such solution. Why this solution assumes the form
that it does, and why it is actually log-con¨ex, stems from the log-concavity
 .of the function xr x q a and should become clear after the discussions of
Sections 4 and 5.
4. EXISTENCE RESULTS
The property assumed of g : Rqª Rq in Theorem 3.1 ensures that
there is at most one eventually log-convex solution f : Rqª Rq to the
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 .  .  . q  .functional equation f x q 1 s g x f x on R satisfying f 1 s 1, but
does not itself guarantee that such a solution exists. If, however, g is also
assumed to be e¨entually log-conca¨ e, so g in fact belongs to the class of
functions G introduced in Section 2, then the existence of such a solution
is assured by the following result.
THEOREM 4.1. Let g g G. Then there exists a unique e¨entually log-
q q  .con¨ex function f : R ª R satisfying the functional equation f x q 1 s
 .  .  .g x f x for x ) 0 and the initial condition f 1 s 1. Moreo¨er,
g n . . . g 1 g x n .  .  .
f x s lim for x ) 0, .
g n q x . . . g xnª`  .  .
and f is log-con¨ex on any unbounded subinter¨ al of Rq on which g is
log-conca¨ e.
Proof. We establish the existence of f ; its uniqueness follows from
Theorem 3.1. For each n g N, define a function f : Rqª Rq by then
equation
g n . . . g 1 g x n .  .  .
f x s for x ) 0. 4.1 .  .n g n q x . . . g x .  .
Then, for n g N and x ) 0,
g xq1 n q 1 .
f x s f x 4.2 .  .  .nq1 nxg n q x q 1 g n .  .
and
g n .
f x q 1 s g x f x . 4.3 .  .  .  .n ng n q x q 1 .
Since g is eventually log-concave, there is some non-negative integer m
 .such that g is log-concave on the interval m, ` .
 .  .First, let 0 - x F 1. We show that the sequence f x , f x , . . . is1 2
eventually increasing, and bounded above. Let n g N satisfy the inequality
 .n G m q 1. Then the log-concavity of g on m, ` shows that
g xq1 n q 1 G g x n g n q x q 1 , .  .  .
 .  .  .  .  .whence 4.2 shows that f x G f x . Thus the sequence f x , f x , . . .nq1 n 1 2
is eventually increasing. The log-concavity of g also yields the n y m
inequalities
g m q x q 1 G g1yx m q 1 g x m q 2 .  .  .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1yx xg n q x G g n g n q 1 , .  .  .
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 .and their product, together with 4.1 , shows that
x
g 1 . . . g m q 1 g n .  .  .
xy1f x F g m q 1 . .  .n  /g x . . . g m q x g n q 1 .  .  .
 .But g is increasing on m, ` , whence
g 1 . . . g m q 1 .  .
xy1f x F g m q 1 , .  .n g x . . . g m q x .  .
 .  .which shows that the sequence f x , f x , . . . is bounded above. Thus, for1 2
 x  .  .each x in 0, 1 , the sequence f x , f x , . . . converges and a function1 2
 xf : 0, 1 may be defined by the equation
g n . . . g 1 g x n .  .  .
f x s lim for 0 - x F 1. .
g n q x . . . g xnª`  .  .
 . q qIt follows easily from this last result and 4.3 that a function f : R ª R
may be defined by the equation
g n . . . g 1 g x n .  .  .
f x s lim for x ) 0, .
g n q x . . . g xnª`  .  .
 .  .  .and that f x q 1 s g x f x for x ) 0. Also
g n . . . g 1 g n g n .  .  .  .
f 1 s lim s lim s 1. .
g n q 1 . . . g 1 g n q 1nª` nª` .  .  .
Finally, suppose that g is log-concave on some unbounded interval I.
Then every f , being a product of functions, each log-convex on I, is itselfn
log-convex on I. Since f is a pointwise limit of functions log-convex on I, it
too is log-convex on I.
It can happen that the function f in Theorem 4.1 is log-convex on a
subinterval of Rq strictly containing the largest unbounded subinterval of
Rq on which g is log-concave. To see that this is so, let a ) 0 and define
q q  . 2 2a function g : R ª R by the equation g x s x q a for x ) 0. Then g
w .is log-concave on a, ` , but on no interval strictly containing this one.
Thus g g G and the function f : Rqª Rq defined in the theorem is
w .log-convex on a, ` . Also, for x ) 0,
x2 2 2 2 2 2n q a . . . 1 q a n q a .  .  .
f x s lim . 2 2 2 2nª` n q x q a . . . x q a .  . .
2`sinh p a n q x .
2s G x . .  2 2p a n q x q ans0  .
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 .Here we have used Gauss' well-known limit for G x and the sine product
` 2z
sin p z s p z 1 y 2 /nns1
with z s ai. The second derivative of log f at x ) 0 is
2 2` n q x y a .
2 , 22 2ns0 n q x q a . .
which is positive at x s a, and so, by continuity, is positive to the
immediate left of a. It follows that f is log-convex on a subinterval of Rq
that strictly contains the largest unbounded subinterval of Rq on which g
is log-concave.
The next result is a direct consequence of Theorems 3.2 and 4.1.
 .THEOREM 4.2. Let g g G satisfy g x ª 1 as x ª `. Then there exists a
unique e¨entually con¨ex solution f : Rqª Rq to the functional equation
 .  .  .  .f x q 1 s g x f x for x ) 0 satisfying f x s 1. Moreo¨er,
g n . . . g 1 .  .
f x s lim for x ) 0. .
g n q x . . . g xnª`  .  .
5. G-TYPE FUNCTIONS: GAUSS'
MULTIPLICATION FORMULA
We now come to the main subject of our discourse, G-type functions.
Theorem 4.1 shows that each member g of G gives rise to a unique
eventually log-convex solution f : Rqª Rq to the functional equation
 .  .  . q  .f x q 1 s g x f x on R satisfying the initial condition f 1 s 1. We
indicate the dependence of f upon g by writing f s g*. Equivalently, g*
can be defined explicitly in terms of g by the equation
g n . . . g 1 g x n .  .  .
g* x s lim for x ) 0. .
g n q x . . . g xnª`  .  .
A function g* of the form just described is called a G-type function.
Examples of G-type functions are readily found. If g : Rqª Rq is the
identity function on Rq, then g g G and g* s G, showing that G is itself a
G-type function. If g : Rqª Rq is constantly equal to a positive number c,
 . xy1then g g G and g* x s c for x ) 0. More generally, if g g G is
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 .defined by the equation g x s bx q c for x ) 0, where b, c are positive
 . x   ..  .constants, then g* x s b G x q crb rcG crb for x ) 0. Suppose next
 .that g g G is defined by requiring that g x is 1 when 0 - x - 1, and x
 .  .  .when x G 1. Then g* x equals G x q 1 when 0 - x - 1, and G x when
x G 1. Here, the largest unbounded subinterval of Rq on which g* is
log-convex is the same as the largest unbounded subinterval of Rq on
w .which g is log-concave, namely 1, ` }this is not always the case, as is
 . 2 2shown by the example g x s x q a considered at the end of Section 4.
An important G-type function, and one that has been studied intermit-
tently for over a century, is the q-gamma function G , originally introducedq
w x w xby Thomae 13 in 1869, and independently investigated by Jackson 7 in
1904; a modern treatment, in the context of basic hypergeometric series,
w xcan be found in Gasper and Rahman 6, Sect. 1.10 . Let 0 - q - 1. Then
the q-gamma G : Rqª Rq is defined by the equationq
1 y q 1 y q2 . . . 1 y q nq1 .  .  .1yx
G x s 1 y q lim .  .q x xq1 xqnnª` 1 y q 1 y q . . . 1 y q .  . .
for x ) 0.
That G is a G-type function follows from Theorem 4.1 together with theq
 w x. q qfacts Askey 2 that the function g : R ª R defined by the equationq
 .  x.  .g x s 1 y q r 1 y q for x ) 0 lies in G, and G is a log-convexq q
 .  .  . qsolution to the functional equation G x q 1 s g x G x on R satisfy-q q q
 . U w xing G 1 s 1. Thus G s g . In 2 Askey establishes an analogue of theq q q
Bohr]Mollerup]Artin Theorem for G }this is now simply a special caseq
of Theorem 3.1.
THEOREM 5.1. Let g , g , . . . , g , g g G and let a ) 0. Let h: Rqª Rq1 2 n
 .  .be the function defined by the equation h x s g x q a for x ) 0. Then
 .  . U Ui g . . . g g G and g . . . g * s g . . . g ;1 n 1 n 1 n
 .  . U Uii if g rg g G, then g rg * s g rg ;1 2 1 2 1 2
 .  .  .  .  .iii h g G and h* x s g* x q a rg a g* a for x ) 0.
Proof. We indicate a general method of proof by establishing the
 . q qsecond assertion of iii . Define a function j: R ª R by the equation
 .  .  .  .j x s g* x q a rg a g* a for x ) 0. Then j is an eventually log-convex
 .  .  . qsolution to the functional equation j x q 1 s h x j x on R satisfying
 .j 1 s 1. By Theorem 4.1, h* s j, as required.
q q  .Consider next the function g : R ª R defined by the equation g x s
 .  .xr x q a for x ) 0, where a is positive. Then g g G and Theorem 5.1 ii ,
 .  .  .  .  .iii show that g* x s aG a G x rG x q a for x ) 0. In particular, the
 .  .  . qfunction aG a G x rG x q a is log-convex on R , a not completely trivial
result, but one immediate from the approach adopted here.
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The Bohr]Mollerup]Artin Theorem enables several classical results
about the gamma function to be established with ease, none more so than
Gauss' Multiplication Formula, and its special case, Legendre's Duplication
Formula. A similar situation pertains in the context of G-type functions,
where the analogous results almost suggest themselves, and proofs are
scarcely needed! In this more general setting, however, Gauss' formula
appears in a modified form, the more usual one applying only to a special
class of G-type functions.
 .THEOREM 5.2 Gauss' Multiplication Formula . Let g g G and m g N.
Define functions g , h : Rqª Rq by the equationsm m
x g x .
g x s g and h x s for x ) 0. .  .m m /m g x .m
Then g g G and, for x ) 0,m
x x q 1 x q m y 1
g* g* . . . g* /  /  /m m m
1 2 m y 1
Us g* g* . . . g* g x . 5.1 .  .m /  /  /m m m
If h g G, then for x ) 0m
x x q 1 x q m y 1
Ug* g* . . . g* h x .m /  /  /m m m
1 2 m y 1
s g* g* . . . g* g* x . 5.2 .  . /  /  /m m m
Proof. Clearly g g G. Determine a function f : Rqª Rq by requiringm
that
1 2 m y 1
g* g* . . . g* f x . /  /  /m m m
x x q 1 x q m y 1
s g* g* . . . g* /  /  /m m m
for x ) 0. Then f is an eventually log-convex solution to the functional
 .  .  . q  .equation f x q 1 s g x f x on R satisfying f 1 s 1, whence, bym
U  . U UTheorem 4.1, f s g , and 5.1 is established. If h g G, then g s g*rh ,m m m m
 .  .and 5.2 follows immediately from 5.1 .
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 . m mWe now apply formula 5.1 to the q -gamma function g s G , whereq
0 - q - 1 and m g N. After first noting that
xy1x* * *x 1 y q 1 y q 1 y q
g s s G x for x ) 0, .qm m / /  /  / /m 1 y q 1 y q 1 y q
we deduce the Gauss Multiplication Formula for G m:q
x x q 1 x q m y 1xy1my1
m m m1 q q q . . . qq G G . . . G . q q q /  /  /m m m
1 2 m y 1
m m ms G G . . . G G x for x ) 0. .q q q q /  /  /m m m
w x w xSee Askey 2 and Jackson 7 . For m ) 1, the function
g x 1 y q m x .
h x s s .m x xg 1 y qm
 .does not lie in G, and so we cannot obtain formula 5.2 .
6. ASYMPTOTIC BEHAVIOR OF G-TYPE FUNCTIONS
The asymptotic behaviour of the gamma function for large values of its
argument is well-known and can be summarized as follows. Let a ) 0.
Then as n, x ª `,
G x q a .
a; x ; 6.1 .
G x .
nq1r2 yn’n!; 2p n e ; 6.2 .
xq1r2 yx’G x q 1 ; 2p x e . 6.3 .  .
w x  .  .See Titchmarsh 14 . Both 6.2 and 6.3 are known by the name Stirling 's
 .  .formula. Here we obtain analogues of 6.1 ] 6.3 for G-type functions.
 .Since we are interested in the behaviour of a G-type function g* x as
x ª `, we will lose little in generality, but gain much in notational
simplicity, by considering only these G-type functions g* which arise from
functions g lying in the subclass G of G, so that g is log-concave on the0
whole of Rq. This we do.
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THEOREM 6.1. Let g g G and let a ) 0. Then0
g* x q a .
a; g x as x ª `. .
g* x .
Proof. Let m be the integer satisfying m - a F m q 1. Then the
log-convexity of g* shows that, for x ) 0,
aym myaq1g* x q m q 1 F g* x q a g* x q a q 1 .  .  . .  .
and
aymmyaq1g* x q a q 1 F g* x q m q 1 g* x q m q 2 , .  .  . .  .
whence
a
g x q m . . . g x g x q a .  .  .
mq 1  /g xg x q a  . .
a
g* x q a g x q m . . . g x g x q m q 1 .  .  .  .
F F .a m  /g* x g x g x q a g x q m q 1 g x .  .  .  .  .
6.4 .
 .As x ª `, both sides of the inequalities 6.4 converge to 1, which gives
the desired result.
 .It is worth remarking that the generalization of Stirling's formula 6.2
presented in Theorem 6.2 is interesting in its own right, as a result of real
analysis. It also serves to highlight the key role played by the monotonicity
and log-concavity of the identity function on Rq in many classical proofs
 .of 6.2 .
THEOREM 6.2. Let the function g : Rqª Rq be both increasing and
log-conca¨ e. Let G: Rqª Rq be an indefinite integral of log g. Then there
exists k ) 0 such that
Gn.’g n . . . g 1 ; k g n e as n ª `. .  .  .
 4Proof. Define a sequence a by the equationn
1a s log g n . . . g 1 y log g n y G n . .  .  .  .n 2
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w .The log-concavity of g on the interval n, n q 1 shows that
1nq1
G n q 1 y G n s log g t dt G log g n q 1 q log g n .  .  .  .  . .H 2n
1
s log g n q 1 g n , .  .
2
whence
1a y a s G n q 1 y G n y log g n q 1 g n G 0, .  .  .  .n nq1 2
 4and so the sequence a is decreasing. Since log g is increasing andn
concave on Rq, we find that, for n G 2,
3r2 ny1r21G n y G s log g t dt q ??? q log g t dt .  .  . . H H2
1r2 ny3r2
n
q log g t dt .H
ny1r2
1
F log g 1 q ??? qlog g n y 1 q log g n .  .  .
2
1
s log g n . . . g 1 y log g n , .  .  .
2
1 4  4which shows a is bounded below by yG . Thus a is decreasing andn n2
 an4bounded below, and so converges, which shows that e converges to
some k ) 0. Hence, as n ª `,
g n . . . g 1 .  .
Gn.’ª k , i.e. g n . . . g 1 ; k g n e . .  .  .
Gn.’g n e .
THEOREM 6.3. Let g g G and let G: Rqª Rq be an indefinite integral0
of log g. Then there exists k ) 0 such that
G x .’g* x q 1 ; k g x e as x ª `. .  .
Proof. For each x ) 0, denote by xq the least integer not less than x.
Define functions f , f , f : Rqª Rq by the equations1 2 3
q qg* x q 1 g x .  .
f x s , f x s , .  .q1 2 (q G x . g x .’g x e .
g* x q 1 . qG x .yG x .f x s e , .3 qg* x q 1 .
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 .for x ) 0. Theorem 6.2 shows that there exists k ) 0 such that f x ª k1
as x ª `. Now
g x q 1 .
1 F f x F for x ) 0, .2 ( g x .
 .so f x ª 1 as x ª `. Since log g is increasing, for x ) 0,2
xqq qx y x log g x F G x y G x s log g t dt .  .  .  .  .H
x
F xqy x log g xq , .  .
whence
g x
qyx x F eG xq.yG x . F g xqyx xq . 6.5 .  .  .
The log-convexity of g* shows that, for x ) 0,
1 g* x q 1 1 .
F F . 6.6 .q qqx yx x yx qg* x q 1g x q 1 g x . .  .
 .  .Inequalities 6.5 and 6.6 taken together show that, for x ) 0,
xqyxg x .
F f x F 1, .3 /g x q 1 .
 .  .whence f x ª 1 as x ª `. We have thus shown that f x ª k,3 1
 .  .f x ª 1, f x ª 1 as x ª `. Hence, as required,2 3
g* x q 1 .
s f x f x f x ª k as x ª `. .  .  .1 2 3G x .’g x e .
We now indicate how the global behaviour of a G-type function of the
form g*, where g g G , is determined by the values assumed by g. First,0
 .we note that if g ever exceeds 1, then g* x ª ` as x ª `, and second, if
 .  .g x ª 0 as x ª 0 , then g* x ª ` as x ª 0 q . Since g* is convex, itq
1  . . must either be decreasing as in the case g x s , increasing as in the2
 . . case g x s 2 , or have a global minimum as in the cases of the gamma
.and q-gamma functions . If g assumes values both less than 1 and greater
than 1, then g* is not monotonic, but has a global minimum. If g never
assumes a value greater than 1, then g* is decreasing, and as x ª ` tends
  . . either to 0 as in the case g x s 1r2 or to a positive limit as in the case
 .  2 .  .2 .g x s x q 2 x r x q 1 . It is not true that if g always assumes values
 .greater than 1, then g* is increasing. To see this, take g x s x q 1,
whose values always exceed 1 for x ) 0, but which gives rise to the G-type
 .  .  .function g* x s G x q 1 , which has a unique minimum on 0, 1 .
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7. THE WEIERSTRASSIAN FORM OF
G-TYPE FUNCTIONS
In much the same way that Weierstrass refashioned Gauss' definition of
the gamma function as the limit of a sequence, into one involving an
infinite product, we now do this for G-type functions, and just as Euler's
constant g plays a part in Weierstrass' reformulation, so here we associate
with each function g in G an Euler constant g .0 g
We consider only a G-type function of the form g*, where g g G . Since0
 X X .log g is concave, it has derivative g q g r2 g except, possibly, on ay q
countable set. Moreover, this latter function defined on Rq is decreasing
and, because g is increasing, it is non-negative. It follows, as in the proof
of the integral test for the convergence of infinite series, that there exists a
constant g satisfyingg
gX 1 q gX 1 .  .y q
0 F g q log g 1 F .g 2 g 1 .
such that
n X Xg i q g i .  .y q y log g n ª g as n ª `. . g2 g i .is1
In executing the aforementioned proof, the absolute continuity of the
concave function log g on compact intervals of Rq is needed to justify the
integration of its derivative. When g is the identity function on Rq, g s g ,g
and when g is constantly equal to a positive constant c, g s ylog c.g
THEOREM 7.1. Let g g G . Then, for x ) 0,0
yg x `  gX n.qgX n..r2 g n.. xg y qe g n e .
g* x s . . g x g n q x .  .ns1
 X  . X  ..  .Proof. Write a s g n q g n r2 g n . Then, for x ) 0,n y q
n1 g i .
xg* x s lim g n .  . /g x g i q xnª`  .  .is1
e ai xn1 g i .
xlog g n.ya y? ? ?ya .1 ns lim e /g x g i q xnª`  .  .is1
yg x ` a xg ne g n e .
s .g x g n q x .  .ns1
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 .The infinite product form of g* g g G given in Theorem 7.1 may be0
used to investigate the differentiability of g*. It can be shown that g* is
differentiable at x ) 0 if and only if g is differentiable at all those points
of the form x, x " 1, x " 2, . . . lying in Rq. If g is differentiable at each
 .natural number n, then g* has derivative yg g 1 , which recalls theg
well-known fact that the derivative of G at 1 is yg .
8. THE FUNCTIONAL EQUATION
1 m y 1f x f x q . . . f x q h x s 1 .  . .  .m m
 .  .THEOREM 8.1. Let h g G be such that h x rh x q 1 g G. Let m g N.
Then there is a unique e¨entually con¨ex function f : Rqª Rq to the func-
tional equation
1 m y 1
f x f x q . . . f x q h x s 1 for x ) 0, 8.1 .  .  . /  /m m
namely
h* x .
f x s for x ) 0. . 1h* x q .m
Moreo¨er, this unique solution is e¨entually log-con¨ex.
Proof. Suppose that f : Rqª Rq is an eventually convex solution to
 .8.1 . Then
h x .
f x q 1 s f x for x ) 0. .  .1h x q .m
If follows easily from Theorems 4.2 and 5.1 that there exists k ) 0 such
that
kh* x .
f x s for x ) 0. 8.2 .  .1h* x q .m
 .  .Since the function f specified by 8.2 satisfies 8.1 if and only if k s 1,
this completes the proof.
1 p .  .  .The special case f x f x q x s 1 p ) 0 of the functional equation2
 . w x8.1 was, in essence, the subject of Thielman's paper 12 . Theorem 8.1
1p p .  .immediately gives the required solution G x rG x q . The context of2
G-type functions makes it clear why this unique eventually con¨ex solution
should also be eventually log-con¨ex, a fact noted, but not elaborated
upon, by Thielman himself.
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