I use …rm-level census data to study changes in the structure of Ethioipia's manufacturing sector between 1998 and 2008. Over this period, aggregate manufacturing value-added grew at the same rate as GDP, the number of manufacturing …rms more than doubled, and average …rm size fell by more than 40%. I highlight substantial heterogeneity in economic performance across …rms, and emphasize a strong association between …rm size and valueadded per worker. I …nd that 29% of the value-added size gap can be attributed to di¤erences in product selection across small and large …rms. I …nd no systematic di¤erence in the output price charged by small and large …rms for a given product. I therefore attribute the remaining value-added size gap to a higher level of physical labor productivity in large than in small …rms. I conclude that small and large …rms in Ethiopia use quite di¤erent technologies to produce similar products, and that an increase in the number of large …rms would raise value-added per worker and ultimately GDP per capita in the country.
Introduction
Despite a decade of rapid economic growth, Africa's industrial sector remains small and underdeveloped. John Page (2010) highlights …gures indicating that Africa has actually de-industrialized over the last 3-4 decades. Unless this trend can be reversed, Africa is likely to remain overly dependent on agriculture and the extraction of natural resources in the foreseeable future.
Improving the investment climate is often argued to be important for stimulating growth in Africa's private sector. The idea that better logistics, more sensible regulations, better courts etc. should help attract investors certainly has some intuitive appeal. However, judging by the Doing Business indicators published by the World Bank, many African countries have achieved signi…cant improvements in the investment climate over the last decade, and yet manufacturing production has not taken o¤. One striking but sometimes forgotten fact about African …rms is that considerable di¤erences in …rm performance can be observed across …rms operating within the same investment climate. The premise of this paper is that something can be learned from such di¤erences.
My outcome variable of interest in this study is the value-added per worker generated by manufacturing …rms. Of course, this is not the only outcome of interest in the private sector in general. Firm-level decisions on jobs, exports, investment, training all impact on standards of living one way or another. However, as …rm-level value-added is essentially the micro analogue of GDP, I think there is something to be said for paying close attention to the trends in this variable and its determinants. More speci…cally, my goal is to shed some light on why some …rms are able to produce vastly greater amounts of value-added per worker than others. My country under study has recorded rapid economic growth over the last decade and yet remains one of the world's least industrially developed nations: Ethiopia.
The idea that Ethiopia needs to diversify its production does not seem contentious. The agricultural sector employs 85% of the labor force, and the value-added per person engaged in agriculture is only marginally higher than USD 200 per year according to the World Bank Indicators published by the World Bank. The remaining 15% of the workforce are engaged in activities for which the average value-added per person is about seven times as high as in the agricultural sector. One of the oldest ideas in development economics is that the route towards development involves structural change, with workers leaving the agricultural sector in order to join the modern sector where output per worker is higher (Lewis, 1954) . Ethiopia has clearly not yet experienced structural change on a signi…cant scale, but one can at least observe that there are segments of the economy in which the value-added per worker is quite high. Some manufacturing …rms fall into the latter category, and one of my objectives is to better understand what distinguishes such …rms from less successful enterprises.
Recent thinking on industrialization and structural change revolves around the idea that
what a country produces matters crucially for its economic development. Hausmann et al. (2007) , for example, argue that poor countries export "poor-country goods" that are associated with low value added, while rich countries export "rich-country goods", associated with high value added. These authors also show that the product mix adopted by countries matters for economic development and growth. My empirical analysis draws on this strand of the literature, and on related research for other regions emphasizing the importance of product choice for …rm-level performance. Using rich …rm-level data I test whether product choice, output prices and productivity are important driving factors of the value-added di¤erences observed across …rms.
These data have been used in previous studies by Siba and Söderbom (2011) to study the e¤ects of demand and productivity on …rm survival, and by Bigsten, Gebreeyesus, Siba and Söderbom (2011) to test for agglomeration e¤ects. As far as I know, there exists no previous study on Africa linking di¤erences in value-added per worker to prices, products and productivity.
The most obvious observable variable correlating with value-added per worker is …rm size.
Large …rms tend to record much higher levels of value-added per worker than small …rms.
Large …rms also tend to pay higher wages, export more, invest more, etc. than do small …rms.
The vast majority of African …rms, however, tend to be very small. From a technological and organizational point of view, the idea that manufacturing production is best performed within large numbers of separate, very small enterprises seems at odds with experiences elsewhere (e.g. in Asia) emphasizing the importance of economies of scale. Small …rms do create jobs and o¤er a safety net for unskilled workers, and clearly play an important role. However, there is no way around the fact that the value-added associated with these jobs is low. Improving the understanding of why this is the case is the main goal of the paper.
The remainder of the study is organized as follows. Section 2 sets the scene for the rest of the analysis, summarizing key features of industry and development in African and Ethiopia. Section 3 introduces the Ethiopian …rm-level data that provides the basis for the microeconometric analysis in the paper. Section 4 analyzes product choice across …rms and over time.
Section 5 decomposes the gap in value-added per worker observed between large and small …rms into portions attributable to di¤erences in product selection, pricing and physical productivity. Section 6 sums up the discussion and the main arguments. Table 1 summarizes key indicators of economic and industrial performance in 1995-2008 for Ethiopia and for Sub-Saharan Africa (SSA). While per capita income has grown rapidly both in Ethiopia and SSA (column 1), the share of manufacturing in total value-added has been constant over the whole period, both for SSA and for Ethiopia. Thus there are no signs of a 'take-o¤'in manufacturing. Nevertheless, since the overall economic growth has been high and manufacturing has retained a constant share in GDP, it follows that there has been signi…cant growth in manufacturing in absolute, albeit not in relative, terms. The industrial sector, de…ned as manufacturing plus mining, construction, electricity, water, and gas, has grown in relative importance over the sampling period. Between 1995 and 2008, the share of industry in total GDP rose from 0.29 to 0.33 for SSA, and from 0.10 to 0.13 for Ethiopia. Clearly this is driven by rapid growth in the non-manufacturing industrial sectors. In Ethiopia, for example, the construction sector has grown very rapidly.
Manufacturing and Industry in Africa and Ethiopia
The trends for exports are also encouraging. Merchandise exports per capita, expressed in current USD, have increased from USD 7.4 to 18.6 for Ethiopia, and from USD 130 to 411 for SSA, between 1995 and 2008. Manufactured exports have also grown, from USD 0.8 per capita to 1.7 for Ethiopia, and from 40 to 132 for SSA. Clearly for Ethiopia, this is growth from an extremely low level.
As noted above, the fact that the share of manufacturing in total value-added has been constant over the last decade implies that manufacturing output has grown at the same rate as the rest of the economy. This is true both for Ethiopia and for SSA. Because Ethiopia has recorded strong overall growth it must be that manufacturing has also grown quite fast in absolute terms. One of my objectives in this paper is to highlight the dynamics of Ethiopia's manufacturing sector and to look for signi…cant changes over time. Before doing so, I will discuss the micro data that underlies the empirical analysis that then follows.
Ethiopian Firm-Level Data
Very rich and comprehensive …rm-level data exist for Ethiopia. All manufacturing …rms in the country that use electricity in production and that employ at least ten workers are surveyed every year by the Central Statistical Agency (CSA) of Ethiopia, as part of the Large and Medium Manufacturing Industries Survey. There is information on output, capital, labor, raw material, energy inputs, and other industrial costs in the dataset. There is also a detailed product-price module in the survey instrument, which I will discuss in more detail below. These data have been used in several recent papers to study various aspects of …rm performance in Ethiopia. The studies most closely related to the present paper are those by Siba and Söderbom (2011) and Bigsten, Gebreeyesus, Siba and Söderbom (2011) . Table 2 Between them, these two surveys cover Ethiopia's power-driven manufacturing sector. Table   3 summarizes key characteristics of the …rms in this sector, broken down by enterprise size.
Summing across all size categories distinguished in the table, total value-added of power-driven manufacturing comes to about 10.3 billion birr, which is about 4% of Ethiopia's GDP. The size distribution of enterprises is highly skewed. The micro …rms constitute 96% of all manufacturing …rms, employ 51% of all manufacturing employees, but produce just 11% of manufacturing value-added. Firms with 50 or more employees account for more than 85% of manufacturing value-added. These …gures imply large productivity di¤erences across …rms of di¤ering size. In the category of micro …rms, total value-added per person engaged is 8,200 birr. This is more than twice as high -17,400 birr -for the category of …rms with 10-19 employees. Amongst …rms with 20-49 employees, value-added per worker is 27,200 birr, while for the group of …rms with more than 50 employees it reaches 79,400 birr. Figure 3 shows a scatter plot based on the micro data. The log of value-added per worker is recorded on the vertical axis and log employment on the horizontal one. The strong association between value-added per worker and …rm size is again apparent.
The magnitude of these di¤erences is truly striking: a worker in a …rm with 50 or more employees produces as much value-added in just over an hour as does a worker in a micro enterprise in a (10-hour) day, on average. One reason for this is that large …rms have better technology. The …gures in Table 3 indicate that the capital-labor ratio in the group of …rms with 50 or more employees is about 10 times higher than that of the micro sector. Large …rms tend to have better management and better quali…ed workers than micro …rms too.
The positive correlation between …rm size and value-added per worker is certainly not unique to Ethiopia. But it is much more pronounced than what is observed in most other countries. For Sweden, for example, …rms with less than 10 employees account for 6% of total manufacturing value-added and 6% of total manufacturing employment, while …rms with more than 250 employees generate 62% of total value-added and employ 53% of all manufacturing workers (Sato and Söderbom, 2011) . This corresponds to a much smaller gap in the value-added per worker across large and small …rms than what can be observed for Ethiopia. A strong association between value-added per worker and …rm size has been documented for other African countries too, see e.g. Söderbom and Teal (2004) for an analysis of Ghana.
There is a large class of enterprises that are not covered by these surveys, namely enterprises that do not use power to produce output. Such …rms belong to the cottage and handicraft sector, which engages many more individuals than manufacturing …rms with power-based pro- ). Sixty-three percent of these enterprises were located in rural areas, and 74% of the persons engaged in this sector were women. As the technology is very rudimentary in these enterprises, the value-added per worker is likely to be very low.
Trends
In this section I present summary statistics based on the …rm-level data that are informative about the nature of the growth and dynamics within the manufacturing sector. I exclude micro enterprises (…rms with less than ten employees) from the analysis because of lack of data. While, as noted above, there has not been structural change, there have been several signi…cant changes within the sector over the last decade. 19 employees, which is lower than at any other year during the sampling period. These results are primarily driven by the fact that new …rms entering the market are mostly quite small. This appears to be the main reason why manufacturing output grew at a much more modest rate than the number of establishments over this period. Moreover, as documented above, small …rms tend to generate much lower levels of value-added per worker than large …rms. Hence the drastic fall in average …rm size will be accompanied by a fall in average value-added per employee. Ethiopia has experienced signi…cant policy changes over the last decade, which may have impacted on the product choice made by the …rms. To examine how product decisions have varied over time and across …rms I run regressions of the following form:
Product Selection
where P kit is a dummy variable equal to one if …rm i produces product k at time t and zero otherwise, L it is total employment, kt is a product-spec…c time e¤ect, e kit is a residual and is a parameter to be estimated.
Based on the simple linear probability model (4.1), I investigate whether the likelihood that product k gets produced varies over time and across …rms of di¤ering size. If the proportion of …rms producing a particular product is constant over time then time dummies should be jointly insigni…cant, and if product choice does not di¤er across small and large …rms the parameter should not be signi…cantly di¤erent from zero.
I have access to fairly rich data on what products the …rms produce. Ignoring a product category coded as "other", the CSA dataset on formal manufacturing …rms contains approximately 17,000 …rm-year-product observations over the 1998-2006 period. Several of these products are imprecisely de…ned however. Following Siba and Söderbom (2011), I focus mostly on a sub-set of selected products that are quite precisely de…ned. These are the 27 products listed in Tables   4 and 5 , and I shall refer to these as Category A products in this paper. Siba and Söderbom (2011) discuss the criteria for including a particular product in this subset of selected products in detail. The main issue is whether the product category is reasonably homogeneous or not. If the product de…nition is considered to be too general, the product does not get coded as Category A. For example, Siba and Söderbom (2011) exclude "meat" on the grounds that there are likely substantial quality di¤erences within this category, but consider "beer" to be a suitable product category. All quantity measures are standardized so as to have a common unit of measurement, e.g. weights are measured in KG, volumes in liter, areas in square meter or square feet depending on the product etc. Unfortunately I have no product-level data for micro …rms and this class of enterprises is therefore excluded in the remaining empirical analysis. Table 4 summarizes the regression results for each product, highlighting the tests for a size e¤ect and time e¤ects. Underlying this are thus 27 regressions estimated separately. In 13 of these the time dummies are jointly signi…cant at the 5% level of signi…cance or better. This implies that the propensity to produce these products has varied over time. Columns [4] and [5] summarize the proportions of …rms producing each product in the …rst and last year covered by the data. While there are some large changes in these proportions, the overall picture that emerges from this analysis is that product choice is reasonably stable. It is also clear that product selection di¤ers across small and large …rms. For 14 of the products considered, the size coe¢ cient is statistically signi…cant at the 10% level or better. Large …rms are more likely to produce beer, soft drinks, cotton fabrics, cotton yarn, leather garments, hides, cement and wires. Small …rms are more likely to produce edible oil, oil cakes, bread, gravel, plastic footwear and cement blocks.
As already established, the dataset contains a lot of new entrants. Are new …rms making similar product choices to those of older, more established …rms? To shed some light on this I regress the product dummies on a dummy variable equal to one if the …rm entered the market less than …ve years ago and zero otherwise. For these regressions I use only the last wave of the data. Results are shown in Table 5 . The coe¢ cient on the dummy for new entrant is statistically signi…cant in ten cases, suggesting that the product choice of new …rms di¤ers from that of older …rms in several ways. A striking result is that the production of wheat ‡our and gravel in 2006 appears to be carried out primarily by new …rms.
I thus conclude that product choices vary over time, and across …rms of di¤ering size and age. In the next Section I investigate whether these di¤erent product choices are part of the reason as to why there are huge di¤erences across …rms in value-added per worker.
Why Do Large Firms Produce More Value-Added per Worker than Small
Firms?
As established above, large …rms generate more value-added per worker than small …rms. From now on I shall refer to this fact as the value-added size gap, and what interests me in this part of the analysis is how much of the value-added size gap can be attributed to price di¤erences, product choice di¤erences, and di¤erences in physical productivity.
I begin by decomposing the value-added size gap into a portion attributable to large …rms operating in high-value added sectors; a portion that results from large …rms choosing high valueadded products; and a portion whose origin remains unknown. This is achieved by estimating regressions of the form:
where V it denotes value-added S jit is a dummy variable equal to one if the …rm belongs to sector j and zero otherwise, and " 1it ; " 2it ; " 3it are time-varying …rm-level residuals.
By comparing the 's across the models in (5.1)-(5.3), I can get a sense of how much of the value-added size relationship is due to large …rms producing in di¤erent sectors ( 1 2 ), and how much is due to large …rms producing di¤erent products ( 1 3 ). Although this approach is descriptive, it can provide new insights into how higher levels of value-added get produced by African …rms.
A recent literature emphasizes the importance of product choice for economic performance and development. Navarro (2008) use detailed product-level data on manufacturing …rms in Chile and …nds that product swapping accounts for 55% of the net increase in aggregate output.
A similar study carried out by Goldberg et al. (forthcoming) for India suggests changes in the product mix accounts for 25% of the net increase in aggregate output. These …ndings suggest product selection is important. Could it be that large …rms produce more value-added per worker than small …rms because large …rms produce products associated with higher value-added? Table 6 shows regression results based on (5.1)-(5.3). Column (1) shows results for a model without sector and product dummies, but with year and town dummies included. The coe¢ cient on log employment is estimated at 0.51 and is highly statistically signi…cant. This implies that if we consider two …rms, one of which is twice as large as the other, we would expect value added per worker to be around 50% higher for the larger …rm. This is broadly in line with the …gures shown in Table 3 , and with the non-parametric regression displayed in Figure 3 . In column (2) dummies for industrial sub-sector (at the 2-digit ISIC level) are added to the vector of control variables. As a result the coe¢ cient on log employment shrinks rather marginally, from 0.51 to 0.47. Thus I conclude that approximately 8% of the value-added size gap can be attributed to …rm size di¤ering across sectors.
In column (3) I add a variable measuring the number of products produced by the …rm. This is motivated by recent …ndings indicating that multi-product …rms tend to perform better (Navarro, 2008, Bernard et al., 2010, and Goldberg et al., forthcoming). However the coe¢ cient on the number of products produced is small and wholly insigni…cant, hence there is no evidence that multi-product …rms have higher levels of value-added per worker than single-product workers, conditional on size and the other control variables in the model. 2 Apart from this being an economically interesting result -and quite di¤erent from what is obtained for other regions -it also suggests I am not going to go far wrong by concentrating on single-product …rms for part of the analysis. Such a procedure is appealing because I do not have product-speci…c measures of employment or other inputs. That is, if a …rm produces two products there's no way of knowing how much raw materials (for example) were allocated by 2 It is certainly true that large …rms tend to produce more products than small …rms. If I exclude …rm size from the speci…cation in (3), the coe¢ cient on number of products is positive and signi…cantly di¤erent from zero at the 5% level. This result is thus driven by the fact that large …rms produce more products. See Shiferaw (2010) for a more detailed analysis of multi-product …rms in Ethiopia. the …rm to these two products. This means it won't be possible to compute product-speci…c value-added without making further assumptions. By focusing on single product …rms I do not have to tackle these di¢ cult intra-…rm allocation issues related to inputs and the computation of value-added.
In columns (4) and (5) of Table 6 I restrict the sample to contain only single product …rms that produce a Category A product. Column (4) shows results for the same speci…cation as in column (2) for this smaller sample. The coe¢ cient on log employment is estimated at 0.55 and is highly signi…cant. The point estimate is somewhat higher than in column (2), however I cannot reject the null hypothesis that the two coe¢ cients are the same. Column (5) shows results for a model with product dummies added to the set of regressors. If product choice is an important reason why small and large …rms record such di¤erent levels of value-added per worker, then we should see a large reduction in the coe¢ cient on log employment as a result of including the product dummies. Adding the product dummies results in a notable improvement in the …t of the model (the R-squared rises from 0.37 to 0.44), and a non-trivial fall in the estimated size coe¢ cient, from 0.55 to 0.40. This implies that approximately 29% of the value-added size gap can be attributed to large …rms producing di¤erent products than small …rms.
While it thus appears true that product choice is part of the answer as to why large …rms produce more value-added than small …rms, this e¤ect is not very strong. That is, even conditioning on product …xed e¤ects, the value-added size gap remains quite large. Why might this be? One possibility is that large …rms produce higher quality output enabling them to charge a higher price in the market. Alternatively, it could be that large …rms have market power and therefore add a high markup which again would result in high output prices. Since I do not have data on the marginal costs of production I cannot distinguish between these two hypotheses here. But I can investigate whether large …rms tend to charge higher prices than small …rms.
To do this, I run regressions of the following form:
where P RICE kit is the (standardized) unit price charged by …rm i at time t for product k.
In this regression it is important to control for product …xed e¤ects for the simple reason that di¤erent products have very di¤erent average prices. The key parameter of interest is , which will tell me whether prices di¤er systematically across …rms of di¤ering size. Regression results are shown in Table 7 .
In the …rst two columns of Table 7 I show results obtained from combining single and multiproduct …rms, while columns (3)- (4) I use single-product …rms only. Across all speci…cations, the size coe¢ cient is positive but very small and not signi…cantly di¤erent from zero. This implies that I do not reject the null hypothesis that the output price charged for a given product does not vary with …rm size. Whether I control for location or not, or whether I use only singleproduct …rms or all …rms make no di¤erence. This is a somewhat surprising result, contradicting the notion that large …rms tend to produce higher quality output and exploit market power.
Moreover, it implies that the large value-added size gap that remains after conditioning on product dummies (Table 6 , column 5) is due entirely to di¤erences in quantities produced per worker.
Finally, I ask whether physical productivity varies across small and large …rms. I consider the following speci…cations:
where Q is physical output (e.g. tonnes of cement, litres of vegetable oil, etc.), and K; E; M denote physical capital, electricity and raw materials, respectively. Physical capital is measured as the book value of the capital stock, electricity and raw materials are measured as annual expenditures, and all three inputs are expressed in constant values computed using a GDP de ‡ator.
In Table 8 I report OLS estimates of the key parameters in (5.4)-(5.6). The results in column (1) con…rm that large …rms produce more physical output per worker for a given product than do small …rms. The point estimate of the size coe¢ cient 1 is 0.21, which implies that if we consider two …rms, one of which is twice as large as the other, we would expect the larger …rm to produce 21% more physical output per worker than the smaller …rm. 3 Why do large …rms produce more physical output per worker than small …rms? One possibility is that the workers in large …rms are more skilled. Unfortunately I do not have data on the human capital of the employees so I can not test this hypothesis directly. However, it is easy to establish that the levels of education amongst the employees would have to have to be implausibly much higher in large than in small …rms for di¤erences in schooling to be the explanation. Another possible explanation for the large di¤erences in physical labor productivity across small and large …rms is that large …rms have more capital and use more electricity per worker than small …rms. The results in column (2) In column (3) I probe this notion further by adding to the speci…cation raw material per worker. One way of interpreting this model is as a four-factor Cobb-Douglas production function, expressed in labor productivity form. If interpreted as such, the coe¢ cient on log employment is equal to zero under constant returns to scale. Of course, this interpretation is potentially problematic since several of the regressors may well be endogenous. For example, …rms with high unobserved productivity will tend to be large, in which case the coe¢ cient on employment may be upward biased. However, as discussed above, I am primarily interested in characterizing and decomposing the value-added size gap. Therefore, I prefer to interpret all parameter estimates as re ‡ecting partial correlations rather than causal e¤ects. The results indicate a strong relationship between raw materials per worker and physical output per worker. Moreover, conditional on raw materials per worker and electricity per worker, output per worker does not covary signi…cantly with size or capital intensity.
Conclusions
Fundamental to the discussion of diversi…cation and structural change in Africa is the idea that a worker in the modern sector will be able to produce more output than a worker in the traditional (agricultural) sector. However, the industrial sector is highly heterogenous, featuring very large di¤erences in value-added per worker and other measures of economic performance across …rms.
In particular, small and large …rms are very di¤erent. Small …rms invest less, export less, and pay lower wages than large …rms. Small …rms are much more labor intensive, and generate much less value-added per worker, than large …rms. One of my goals in this paper has been to shed some light on why.
The production function framework predicts that a high level of output per worker is associated with high levels of inputs per worker. Consistent with this prediction, inputs and output per worker are indeed strongly positively correlated in my data. Of course, inputs are endogenous variables that are chosen by the …rms, so it is not clear how useful it is for policy makers to learn that the reason some …rms produce more output than others is that they use more inputs.
In this paper I have approached the question as to why some …rms generate much higher levels of value-added per worker from a slightly di¤erent angle. The premise of my analysis is that …rm performance is determined by a wide range of …rm-level decisions, and that the input-output explanation masks decisions and mechanisms that ought to be better understood.
While it is useful to know the expected value-added per worker associated with a particular combination of capital and labor, this quantity tells us little about the underlying mechanisms linking inputs to output. Markets and products are completely invisible, for example.
I have tried to tease out some of these underlying mechanisms by focusing on product choice, pricing and physical productivity as potential driving factors of value-added per worker. I have found that small and large …rms di¤er with respect to product choice, and that this accounts for a non-negligible portion of the value-added size gap in the data. That is, one reason large …rms generate more value-added per worker is that they produce products associated with higher value-added. I have also tested for di¤erences in output prices across …rms of di¤ering size. To my surprise, I …nd no signi…cant relationship between size and output price in the data. There is thus no evidence that large …rms produce higher quality goods, or that they earn higher rents, than small …rms. This leaves me with the residual explanation why large …rms produce more physical output per worker than small …rms: because they use more inputs per worker. This is also con…rmed by the data when tested directly. Indeed, once I condition on capital, electricity, and raw material inputs per worker, there is no relationship between physical output per worker and …rm size.
I thus seem to end up in a very familiar territory, in which high output is mainly explained by high levels of inputs. Given that I control for prices and products at the level of the …rm, however, I believe this result should be seen in a new light. One implication is that very di¤erent technologies are being employed to produce the same product. Just to give an example, the median capital-labor ratio amongst …rms producing cement blocks (a reasonably homogenous product) is more than 4 times higher for the subsample of …rms with 100-500 employees than for the subset of …rms with 10-20 employees. Yet the median price of a cement block is only 14%
higher for the group of large …rms. This …nding relates to the argument advanced by Hausmann and collaborators that poor countries need to change their product mix in order to develop. My results suggest that large gains may be achieved simply by changing how certain products get produced. For example, a large cement block factory will be able to make the same contribution to GDP as a very large number of small …rms, but with less workers. Table 2 Source: Author's calculations based on enterprise level datasets provided by the Central Statistical Agency of Ethiopia. [3] shows results based on linear regressions in which a dummy for product X, X={Tea, Edible oil,…,Coffee} is the dependent variable and log employment and a full set of year dummies are the regressors. Standard errors are clustered at the enterprise level. Columns [4] - [5] shows proportions of firms manufacturing product X in the first and last year, respectively, of our sampling period. 
