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Abstract
This thesis is concerned with the extension of Maxwell's equations to situations far
removed from standard electromagnetism, in order to discover novel phenomena. We
discuss our contributions to the efforts to describe quantum fluctuations, known as
Casimir forces, in terms of classical electromagnetism. We prove that chirality in
metamaterials can have no appreciable effect on the Casimir force, and design an
alternative metamaterial in which the structure can have a strong effect on the Casimir
force. We present a geometry that exhibits a repulsive Casimir force between metallic
objects in vacuum, and describe our efforts to enhance this repulsive force using the
numerical techniques that we and others developed. We then show how our techniques
can be extended to study the physics of near-field radiative heat transfer, computing
for the first time the exact heat transfer and power flux profiles between a plate
and non-spherical objects. We find in particular that the heat flux profile is non-
monotonic in separation from the cone tip. Finally, we demonstrate how techniques
to compute photonic bandstructures in periodic systems can be extended to certain
types of quasi-periodic structures, termed photonic-quasicrystals (PQCs).
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Chapter 1
Introduction
This thesis is concerned with the application of Maxwell's equations to novel sit-
uations. We will see how classical computational techniques developed over many
decades may be applied to situations well outside of their original intended scope.
Our main application will be to the field of Casimir forces, to which we apply these
techniques to the search for novel physical effects. We will then find that the tech-
niques and intuition developed for this task can readily be applied to the field of
thermal transfer. Finally, we will examine photonic quasicrystals, and see how com-
putational techniques designed to solved Maxwell's equations for periodic systems
can be extended into higher dimensions to treat certain types of aperiodic structures.
1.1 A brief introduction to Casimir forces
You may have encountered Casimir forces before in the guise of van der Waals forces.
As shown in Fig. 1-1(Left), quantum fluctuations in the electron orbitals of a neutral
atom give rise to electric fields, which in turn polarize nearby neutral atoms; these
polarization fields interact with the progenitor atom, giving rise to an interaction
energy that depends on the relative separation of the two atoms. The Casimir force
refers to the generalization of this effect to the situation, shown in Fig. 1-1(Right), in
which extended, charge-neutral objects interact via their quantum fluctuations.
The idea of a fluctuation-induced force is not actually new and is certainly not
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Figure 1-1: Illustration of the basic physics behind Casimir forces. Left: a fluctuating
dipole gives rise to an electric field, which induces a dipole polarization on a nearby
neutral atom. This in turn produces a dipole field that interacts with the first dipole,
resulting in an interaction energy. Right: in general, the interacting materials are no
longer neutral particles, but extended objects composed of many fluctuating dipoles.
confined to the realm of quantum mechanics. Fluctuation-induced forces appear as a
consequence of the free-energy of a system: the dynamics is not determined solely by
the "energy" (i.e., by the Hamiltonian) of the system, but by the combination of this
energy and the entropic effects of thermal fluctuations [61]. The interesting difference
between classical statistical dynamics and the Casimir effect is that this fluctuation-
induced force occurs even at zero temperature. However, unlike normal quantum
phenomena, which typically require the system to be in a delicate coherent superpo-
sition of quantum states, the Casimir effect results from a fully incoherent averaging
of quantum processes. Therefore, it provides an unusually robust manifestation of
quantum mechanics 1.
This quantum-mechanical origin of the Casimir effect gave it sustained theoretical
interest from its discovery in the late 1940s through the end of the 20th century. How-
ever, the real paradigm shift for Casimir physics occurred in the late 1990s with two
contemporaneous developments: first, Casimir forces were for the first time unam-
biguously measured in experiments involving simple (e.g., sphere-plate) geometries.
'Of course, the most robust manifestation is probably the Exclusion Principle, without which
matter could not be stable. The Casimir effect is rather one of the more robust of the "obscure"
quantum-mechanical effects.
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Second, device fabrication reached the nanoscales over which Casimir forces become
one of the dominant (usually detrimental) effects. The former development made the
theoretical exploration of Casimir forces in novel geometries experimentally relevant,
and the latter gave a clear goal for these efforts: controlling these nanoscale forces in
microdevices. Much has been accomplished in the ensuing decade, and our knowledge
of Casimir physics beyond the idealizations of the mid-20th century has been greatly
advanced. In this thesis I will discuss my modest contribution to this effort.
1.2 Casimir Forces in the time domain
With the desire to understand Casimir forces in new and novel geometries came efforts
to develop new and novel techniques for computing these forces - the computational
idealizations of the pre-digital age were no longer sufficient. Several very successful
techniques were developed towards this end; for the most part, the work in this
thesis is concerned with applying these techniques to the search for novel Casimir
effects. The techniques themselves will usually show up indirectly whenever we look
"under the hood"; in-depth discussions can be found in other works, especially in
the theses of my colleagues S. Jamal Rahi, Alejandro Rodriguez, and M. T. Homer
Reid. The one exception will occur in the next chapter, in which I discuss in-depth
a computational technique that I helped adapt to Casimir forces that makes use
of the finite-difference time-domain (FDTD) (the workhorse of the computational
electrodynamics industry) [119,143,1721. Alex and Steven had already been working
on this, and my contribution involved analyzing some of the properties of the method,
as well as implementing it in a fully three-dimensional setting and applying it to
a variety of cases. The nice property of FDTD is that, while not as efficient as
other methods (e.g., the boundary-element method), it is one of the most robust
computational tools around - once you get it working, you can do any shape, any
material, and any boundary condition. As an example, we present the first rigorous
results showing three-dimensional stable confinement, illustrated in Fig. 1-2, due to
the three-fold combination of geometry, material dispersion, and gravity.
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Figure 1-2: Three-dimensional configuration showing stable levitation. At the equi-
librium point, the force of gravity counters the Casimir force, while the Casimir force
from the walls of the spherical indentation confine the sphere laterally
1.3 The quest for Casimir repulsion
A large motivation for the study of Casimir forces arose from trying to solve the
problem of "stiction" - Casimr forces cause the components of micro-devices to get
stuck together when they get too close, causing device failure. An important ques-
tion was whether or not it is possible to change the sign of the force by changing the
shape of the objects. It is well-known that repulsive forces can be achieved with a
properly-chosen intervening fluid [44]; this "repulsion" is basically the competition of
two attractive Casimir forces, much as a boat floating on water follows purely from
an attractive gravitational force (and the Exclusion Principle!). However, although
we will make use of it at times, this effect is not directly relevant for device applica-
tions, which generally operate in air. The question then is whether vacuum-separated
objects can experience repulsive forces.
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1.3.1 A Casimir metamaterial that does not work
As described in more detail in Chapter 3, for a time it was thought that so-called
"metamaterials" may be used to generate Casimir repulsion. Basically, it is known
that for optical applications a periodic material with a complex microstructure may
be used to mimic a homogeneous material of exotic optical properties. Such ideas
have had some success in the field of electromagnetism. However, the application
of the metamaterial concept to Casimir forces suffers from many problems, one of
which was the lack of rigorous calculations. Instead, uncontrolled approximations
were used in which the metamaterial nature of the material was assumed from the
beginning, rather than being derived from ab-initio physics. In Chapter 3, we will ap-
ply the methods we and others developed for computing Casimir forces to rigorously
examine the properties of a certain "chiral" metamaterial, using the exact geometry
of the structure without an a priori metamaterial assumption [122]. In addition to
employing the FDTD approach discussed in Chapter 2, we implemented another ap-
proach based on a synthesis of the analytic, scattering-theory formulation of Casimir
forces and the fully numeric, boundary-element approach, combining the advantages
of both techniques to analyze the complex geometry of Fig. 1-3 (which represents
an idealization of a chiral metamaterial), a geometry which neither technique alone
would have been able to handle.
We find that the hope-for exotic properties are overwhelmed by non-ideal and
mundane effects; that is, the pairwise surface-surface attraction that so well-predicts
the simplest Casimir geometries also governs at least the qualitative nature of geome-
tries such as Fig. 1-3. We find that not even a force reduction can occur with these
materials, making further research in their direction a fruitless endeavor.
1.3.2 A Casimir metamaterial that does work
After disproving the validity of the chiral metamaterial viewpoint, a natural question
is to ask whether or not there are conditions under which such a viewpoint is in fact
valid for Casimir forces. In Chapter 4 we find an instance in which this is true: for
33
0.27 a
Computational Mesh Unit Cell (not to scale)
Figure 1-3: Unit cell of the isotropic chiral metamaterial examined in Chapter 3:
perfectly conducting "omega" particles in vacuum. The shaded cube indicates the
relative positions in the unit cell
the configuration of Fig. 1-4, we find that long conducting wires embedded on the
surface of a dielectric plate can mimic the behavior of a homogeneous, anisotropic
material in such a way as to greatly modify the Casimir force [121]. For example, we
find that with a properly-chosen fluid in between the two plates, the Casimir force
can be switched from attractive to repulsive by rotating one plate. We will rigorously
show that this result cannot follow from a simple pairwise sum of plate-plate forces,
but rather is a manifestation of the metamaterial effect, and that further this effect
holds down to surprisingly small separations (on the order of half the lattice spacing
a in Fig. 1-4).
While this system appears somewhat fanciful, it is not in fact too far away from
current technology: arrays of wires embedded in plates have been made at very small
length scales, and the Casimir forces arising in these geometries at these length scales
are almost within detectable limits of present technology. Therefore, it may make
an interesting experiment in the near future. However, although this demonstrates
an interesting way to modulate the sign of the Casimir force with geometry, we are
still forced to make use of an intervening fluid if we are to obtain a repulsive Casimir
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Figure 1-4: Configuration examined in Chapter 4. Each slab consists of a single
periodic array of cylindrical wires embedded in a semi-infinite substrate; the goal
is to create for each slab an effective anisotropic medium. Of interest here is the
change in the force from when the wires are aligned (Top) and when they are crossed
(Bottom). When the medium between the plates is a properly chosen fluid, we show
that the force switches sign as a function of orientation for certain separations.
force.
1.3.3 Genuinely repulsive Casimir forces in vacuum
Slightly before our work on chiral metamaterials, it was shown [155] that Casimir
repulsion is impossible in this regime. Therefore, any possible Casimir repulsion
must occur in a system that radically departs from the metamaterial concept. In
Chapter 5, we will show how, in collaboration with Michael Levin, we were able to
finally devise a system for which geometry alone is responsible for a repulsive Casimir
force [101, 120]. The system is shown in Fig. 1-5, and the repulsive force arises from
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the geometric anisotropy of the small particle above a plate. The key physical insight
that Michael had (which is detailed in Chapter 5) relies on a symmetry argument
involving the electrostatic properties of a dipole field with a perfectly-conducting
thin plate. We applied our numerical techniques to show that this repulsive effect
still holds when both geometric and material idealities are removed: repulsive Casimir
forces can exist between non-perfect conductors without infinitesimal dimensions in
any direction. However, as we discuss in Chapter 5, although this force is repulsive
it is not stable, and the dynamics will ultimately lead to attraction if the particle
of Fig. 1-5 is not confined in the lateral direction. This is consistent with Ref. 155,
which proved that any such repulsive force must be unstable. Therefore, these two
results are nicely complementary in that they have completely determined the range
of Casimir force behavior that can be achieved by engineering the geometry of the
objects.
It turns out from the exact numerics that our repulsive force is very small - on the
order of atto-Newtons for realistic dimensions. This is far too small to be detected in
experiments. The later two sections of Chapter 5 will present my explorations into
how to convert this into a detectable effect: first by examining (in collaboration with
Simen Ellingsen) the Casimir-Polder force where the particle of Fig. 1-5 is replaced
by a Rydberg atom, and then by examining more novel geometries in which the
particle cannot be treated as a dipole: by replacing the particle with multiple cylinders
arrayed across the hole, or by a large uniaxial capsule in which the conductivity is only
perpendicular to the plate (the physical realization could be, e.g., a forest of vertically-
grown carbon nanotubes). We find that the force can be enhanced a thousand-fold,
however, the resulting force is still in the tens of femto-Newtons at best, and the
fabrication challenges are formidable.
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Figure 1-5: Configuration used in Chapter 5 to achieve a repulsive force between an
elongated particle and a thin plate with a hole, illustrated in panel (a). The physical
mechanism relies on a symmetry argument involving the coupling of the dipole field
of the particle to the plate, illustrated in panel (b).
1.4 From quantum fluctuations to thermal fluctu-
ations
The physics of Casimir interactions can be described by the coupling of fluctuating
currents on one object to absorptive mechanisms of another. It turns out that the
physics of radiative thermal transfer, in which the heat from one object is transferred
to another, cooler object can be described by the same formalism. Furthermore,
many of the computational techniques developed for Casimir forces can be readily
applied to this process as well. This should not be too surprising as thermal transfer
involves at the most basic level the same coupling of fluctuating current sources to
absorptive processes on another object. The physics of non-contact heat transfer is
interesting in that, similar to the Casimir force, the effect becomes greatly enhanced
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Figure 1-6: Total thermal transfer between a silica plate and doped silicon objects
of various shapes. The plate is semi-infinite, and the objects all have height equal
to 1 pm in the z-direction. The plate/environment temperature is Tp = 300 K and
the objects are at temperature TA = 600 K. Red dots denote results with the sphere
scattering matrix determined analytically, the only case in which we have an analytic
solution for the scattering matrix.
at low separations (although not as dramatically as the Casimir force).
In the past few years several experiments have confirmed this predicted enhance-
ment for the sphere-plate configuration, setting the stage for a similar sequence of
events as for Casimir forces ten years ago. However, with most of the infrastructure
in place the theoretical advancement has occurred rather quickly. In Chapter 5 we
will discuss our efforts [118], in collaboration with Matthias Kruger, to examine the
effect of corners and sharp edges on the near-field thermal transfer. The technique
builds on the hybrid method we implemented in Chapter 3, involving a combination
of analytic and numerical techniques. In particular, we look at thermal transfer for
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WR
Figure 1-7: Unit cell of the Fibonacci "superspace" dielectric, which when sliced along
the X direction (which makes an angle tan # 1 = with the horizontal) will yield a2
one-dimensional quasicrystal. We will see that this one-dimensional structure inherits
many of the properties of the two-dimensional superspace.
cylinder-plate and cone-plate configurations. While the physics of cylinder-plate heat
transfer appears to follow an intuitive pairwise-additive law, we have found two inter-
esting effects concerning the cone-plate configuration: the thermal transfer diverges
logarithmically as the separation goes to zero, and the spatially-resolved heat flux
profile exhibits a local minimum nearest the cone tip, a result that does not follow
from pairwise interactions. Rather, we can explain this effect using our arguments
about electrostatic dipoles from Chapter 5. These results hint at the potential for
interesting near-field thermal transfer effects in the future.
1.5 Applying periodic techniques to non-periodic
structures
Until the late 1980s, it was assumed that the only natural materials exhibiting long-
range order would be periodic structures, and for thousands of years it has been
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known that periodic structures admit only certain symmetry groups; for example,
there can be no periodic structure in three dimensions exhibiting icosahedral sym-
metry. Therefore, it was assumed that ordered structures could only exhibit crystal-
lographic symmetry. However, this changed in 1984 with the discovery of a three-
dimensional substance with long-range order exhibiting icosahedral symmetry [186].
Subsequent investigation revealed that this substance was a three-dimensional quasi-
crystal. These structures, while not being periodic, possess long-range order and have
much higher symmetry than their periodic counterparts.
Drawing inspiration from these discoveries, researchers in optics realized that pho-
tonic structures, termed photonic quasicrystals (PQCs), can be fabricated mimicking
this quasicrystalline structure 2 . The interesting feature of these structures is that,
like their periodic cousins photonic crystals, PQCs support photonic bandgaps. The
hope for PQCs is that their higher degree of symmetry can lead to a more symmetric
bandstructure, perhaps allowing bandgaps to persist at lower index contrast than
ordinary photonic crystals.
In Chapter 7, we will examine a technique by which photonic quasicrystals can
be re-expressed as periodic structures in higher dimensions [77, 171]. In collabora-
tion with Alejandro Rodriguez, we develop a method to solve a modified version of
Maxwell's equations directly in the higher-dimensional space. Although this method
is not very efficient (especially for higher-dimensional PQCs), examining the spec-
tra of one-dimensional PQCs affords some physical insight into the behavior of their
bandstructure, notably, that some of the periodic nature of the higher-dimensional
space is inherited by the lower-dimensional PQC.
2 0f course, here there is no question of existence - if the structures can be imagined, they can
almost certainly be made. This is apparent in Islamic art, where quasicrystalline patterns have been
used for centuries.
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Chapter 2
Computing Casimir forces in the
time domain
2.1 Introduction
In this chapter, we introduce a theoretical framework for computing Casimir forces
via the standard finite-difference time-domain (FDTD) method of classical computa-
tional electromagnetism [194] (for which software is already widely available). The
starting point is an idea that Steven and Alex worked on, reviewed in Sec. 2.2.3, that
involves introducing an artificial conductivity into the problem; this procedure greatly
improves the efficiency of the time-domain method. Following this, I give details of
the mathematical formulation of the time-domain method in Sec. 2.3, including a
numerical demonstration that the use of the conductivity contour of Sec. 2.2.3 gives
exponential convergence of results with simulation runtime. We will also introduce a
weight function g(t) which will play an important role for finite-temperature effects.
In Sec. 2.4 we introduce a harmonic expansion technique that we developed which
further improves the efficiency of FDTD techniques. Then, in Sec. 2.5 we present
a number of applications of this method to demonstrate Casimir force computa-
tions on various geometries. This specific method was developed as a modification
of Steven's FDTD code MEEP. We validate our method by demonstrating agree-
ment with known semi-analytic results for double pistons between parallel sidewalls
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in Sec. 2.5.1. In Sec. 2.5.3 we present a double-piston scenario with cylindrical symme-
try, in Sec. 2.5.4 we examine systems with periodic boundary conditions, and finally
in Sec. 2.5.5 we present the first fully 3d force computations for dielectric objects,
demonstrating how geometry, gravity, and material dispersion can be used to achieve
stable confinement in three dimensions. In Sec. 2.6 we discuss work done with Kai Pan
that demonstrates how to extend the FDTD formulation to finite temperature. The
theoretical formulation involves a non-trivial subtlety dealing with the zero-frequency
pole that we will discuss. Finally, in the Appendix we present details of the deriva-
tions of the harmonic expansion for cylindrical coordinates, and mathematical details
of the computation of g(t).
2.2 Background
This chapter serves as our jumping-off point into the theory of Casimir forces. The
present formulation relies heavily on previously-established theory for Casimir forces,
to which we give a brief introduction here. Further details can be found in Refs. [105,
112,126, 127]. We also review the work that Alex and Steven did to formulate the
problem in the time domain.
2.2.1 The Stress Tensor Formulation and the Conductivity
Mapping
The Casimir force on a body can be expressed [105] as an integral over any closed
surface S (enclosing the body) of the mean electromagnetic stress tensor (Ti(r, W)).
Here r denotes spatial position and w the frequency. In particular, the force in the
ith direction is given by:
Fi= jdf I (Ti (r, w)) dS , (2.1)
Si
The stress tensor is expressed in terms of correlation functions of the the field
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operators (Ei(r, w)Ej(r', w)) and (Hi(r, w)H 3 (r', w)):
(Tig(r,w)) =
p(r, w) (Hi(r) Hj(r)), - I o (Hk(r) Hk(r))]
L k I
+ E(r,W) [( Ei (r) Ej (r)),, - 1 Ji3 (Ek(r) Ek(r))~,,] (2.2)
k
where both the electric and magnetic field correlation functions can be written as
derivatives of a vector potential operator AE(r, w):
Ei(r, w) = -iwA (r, W) (2.3)
pHi(r,w) = (Vx)ijAj(r,w) (2.4)
We explicitly place a superscript on the vector potential in order to refer to our choice
of gauge [eqs. (2.3) and (2.4)], in which E is obtained as a time-derivative of A. The
fluctuation-dissipation theorem relates the correlation function of AE to the photon
Green's function G (w; r, r'):
(AE(r, )AE(r', w)) = WG (w, r, r'), (2.5)
where G: is the vector potential AF in response to an electric dipole current J along
211
V x V x - 2E(r, w) G (w; r, r') = 6(r - r')eg, (2.6)pt(r, w)I
Here Gf is viewed as a vector (G , GG, G.) with the Vx operators acting on these
vector indices. Given G-, one can use eqs. (2.3) and (2.4) in conjunction with eq. (2.5)
to express the field correlation functions at points r and r' in terms of the photon
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Green's function:
(Ei (r, w)Ej (r', w)) = w w r, r') (2.7)
(Hj(r, w)Hj(r', w)) = -(Vx)ii(V'x)jmGim(r, r', W), (2.8)
?r 1
In order to find the force via eq. (2.1), we must first compute G!(r, r' = r, w) at
every r on the surface of integration S, and for every w [1051. Equation (2.6) can
be solved numerically in a number of ways, such as by a finite-difference discretiza-
tion [1671: this involves discretizing space and solving the resulting matrix eigenvalue
equation using standard numerical linear algebra techniques [9,196]. We note that
finite spatial discretization automatically regularizes the singularity in Gj at r = r',
making Gg finite everywhere [167].
2.2.2 Complex frequency and Wick rotation
The present form of eq. (2.6) is of limited computational utility because it gives rise to
an oscillatory integrand with non-negligible contributions at all frequencies, making
numerical integration difficult [167]. However, the integral over w can be re-expressed
as the imaginary part of a contour integral of an analytic function by commuting
the w integration with the Q& operator in eqs. (2.7) and (2.8). Physical causality
implies that there can be no poles in the integrand in the upper complex plane. The
integral, considered as a complex contour integral, is then invariant if the contour of
integration is deformed above the real frequency axis and into the first quadrant of
the complex frequency plane, via some mapping w -+ w((). This allows us to add a
positive imaginary component to the frequency, which causes the force integrand to
decay rapidly with increasing ( [173]. In particular, upon deformation, eq. (2.6) is
mapped to:
v>x Vx -w 2( ()e(r, w) Gj( ; r, r') = 6(r - r')eg, (2.9)
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and eqs. (2.7) and (2.8) are mapped to:
(Ei(r, w)E(r', w)) = 2 r, r') (2.10)
(Hi(r, w)Hj (r', w)) = -- (Vx)(V'x)jmGm(r, r', w), (2.11)
Equation (2.1) becomes:
Fi = e d(T(r,w))dS 3 , (2.12)
surface j
[Note that a finite spatial grid (as used in the present approach) requires no further
regularization of the integrand, and the finite value of all quantities means there is
no difficulty in commuting the O operator with the integration.]
2.2.3 Conductivity Mapping in the frequency domain
As discussed in the previous section, it is known that we can choose from a general
class of frequency contours, provided that they satisfy w( = 0) = 0 and remain above
the real ( axis. In practice, the only contour to have been used is the contour w() =
i , referred to as a Wick rotation, which is known to yield a force integrand that is
smooth and exponentially decaying in 6 [105]. A Wick rotation guarantees a strictly
positive-definite and real-symmetric Green's function, making eq. (2.6) solvable by
the most efficient numerical techniques (e.g. the conjugate-gradient method) [196].
For the purpose of FDTD, the obvious approach would be to apply a Wick rotation
to the equations of motion, solve these via FDTD, and then Fourier transform the
results to obtain the complex-frequency Green's function. However, it turns out that
a Wick rotation is unstable in the time domain because it implies the presence of
gain [173]. On the other hand, not performing any contour deformation, although
leading to stable equations of motion (these are just the usual FDTD equations),
leads to very long simulation times because the fields decay only slowly, or for the
case of, e.g., one-dimensional parallel plates, do not decay at all. We will prove
in the Appendix that the force will still converge with simulation time t, but this
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convergence will in general be O(1/t), and in practice this gives runtimes far too long
to be of practical use. The key idea that Steven and Alex had to solve this problem is
that the frequency contour need not be limited to Wick rotations; as discussed above,
any contour w( ) in the first quadrant is suitable in the frequency domain. Steven
and Alex had an idea for how to find a contour suitable for the time domain, and it
relies on the observation that eq. (2.9) can be viewed as the Green's function at real
"frequency" ( and complex dielectric:
ec(r,() = w 2 )e(r) (2.13)
that is, the contour mapping can be seen as a mapping on the physical material
rather than the frequency. Integrating along a frequency contour W(() is therefore
equivalent to modifying the dispersion of the medium via eq. (2.13). Consequently,
the time domain equations of motion under this mapping correspond to evolution
of the fields in an effective dispersive medium given by ec(r, (). It is important to
emphasize that the original physical system e at a frequency w is the one in which
Casimir forces and fluctuations appear; the dissipative system e, at a frequency ( is
merely an artificial technique introduced to compute the Green's function.
The choice that Alex and Steven realized as ideal for FDTD is an ec(r, () corre-
sponding to a medium with frequency-independent conductivity o (although it turns
out that there is an even better choice that will be discussed below in Sec. 2.7):
Ec(r, = E(r) 1 + ++ W( (2.14)
This contour has four main advantages: first, the stability of the results is guaran-
teed by the physical nature of a conductivity o-; second, it is implemented in many
FDTD solvers currently in use; third, it is numerically stable; and fourth, it can be
efficiently implemented without an auxiliary differential equation [194]. In this case,
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the equations of motion in the time domain are given by:
-VxE (2.15)
&E VxH-oE&E-J (2.16)
at
Note that, in the time domain, the frequency of the fields is (, and not w, i.e. their
time dependence is e-*. The only role of the conductivity o- here is to introduce an
imaginary component to the product Ew2 in correspondence with a complex-frequency
mapping. It also explicitly appears in the final expression for the force, eq. (2.12), as a
multiplicative (Jacobian) factor. We expect in general that the addition of a non-zero
o will have the effect that the fields will decrease exponentially in simulation time t
for sufficiently large t, a fact that we confirm by direct simulation below.
The full force integral is then expressed in the symmetric form:
F = Qj d g( ) (ff ( ) + f'(f)), (2.17)
where
ff ((6 G (r) - 1 ig G Er dSj (2.18)
rH( ir) 1( ir dSj (2.19)
SGf j \ k /
represent the surface-integrated field responses in the frequency domain, with Gi (r)
G 3 (r, r; (). For notational simplicity, we have defined the weight function:
w2  dw
g() . -E6( ) (2.20)
Here, the path of integration has been extended to the entire real i-axis with the use
of the unit-step function 8(() for later convenience.
The product of the fields with g(() naturally decomposes the problem into two
parts: computation of the surface integral of the field correlations IP, and of the
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function g((). The Fi contain all the structural information, and are straightforward
to compute as the output of any available FDTD solver with no modification to the
code. This output is then combined with g( ), which is easily computed analytically,
and integrated in eq. (2.38) to obtain the Casimir force.
2.3 Mapping to the time domain
We now discuss how the force computation problem can be mapped entirely into
the time domain, which will help considerably in understanding the dependence of
the results on the simulation time. It is straightforward to evaluate eq. (2.38) in
the frequency domain via a dipole current J(t) = 6(t), which yields a constant-
amplitude current J( ) = 1. Using the conductivity contour eq. (2.14), corresponding
to eqs. (2.15) and (2.16), we find the following explicit form for g( ):
( io-) 1 + i-/2(
g() = - i ± 1 . 8e() (2.21)
One important feature of eq. (2.21) is that g( ) -+ vioa/l becomes singular in the
limit as ( -+ 0. Assuming that rE( ) and pH( ) are continuous at = 0 (in general
they will not be zero), this singularity is integrable. However, it is cumbersome to
integrate in the frequency domain, as it requires careful consideration of the time
window for calculation of the field Fourier transforms to ensure accurate integration
over the singularity.
An elegant alternative, however, is to use the convolution theorem to re-express
the frequency (() integral of the product of g(6) and pE(6) arising in eq. (2.38) as
an integral over time t of their Fourier transforms g(-t) and FE(t). Technically, the
Fourier transform of g(6) does not exist because g(6) - 6 for large (; we will deal with
this fact rigorously in the Appendix. However, for the moment we will simply assume
that the Fourier transform exists in some capacity and proceed. (As a convenient
abuse of notation, 6 arguments will always denote functions in the frequency domain,
and t arguments their Fourier transforms in the time domain.)
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Taking advantage of the causality conditions (FE(t), [H(t) = 0 for t < 0) yields
the following expression for the force expressed purely in the time domain:
Fj = - j dt g(-t) (FE(t) + [F(t)) (2.22)
The advantage of evaluating the force integral in the time domain is that, due to
the finite conductivity and lack of sources for t > 0, 1(t) will rapidly decay in time.
As shown in Fig. 2-2 (and proved in the Appendix), g(-t) also decays with time,
in general as 1/t 2 . This allows us to pick a simulation time T such that, for times
t > T, knowledge of the fields will not change the force result in eq. (2.22) beyond a
predetermined error threshold. This approach is very general as it requires no precise
knowledge of how the fields decay with time. We expect that, due to the finite
o, the fields should decay exponentially for sufficiently large times; in the interest
of quantifying the temporal convergence of the force, we define the time dependent
"partial force" F(t) as:
F (t) a - dt' g(-t') (F (t') + Ff (t')). (2.23)
7T 0
Letting F(oo) denote the t -+ oo limit of F(t), which is the actual Casimir force, we
define the relative error Ai(t) in the i-th component of the force as:
F1(t) - Fi(oo)Ai - F F (oo) (2.24)
F(oo) I
We plot F (t) in Fig. 2-1 for the force between two one-dimensional, perfectly-
conducting plates separated by a distance 1 (in units of a, where a is an arbitrary
length scale), employing different values of o-. The inset plots A(t) for the same
configuration. As expected, the asymptotic value of F(t) is independent of o-, and
A(t) converges exponentially to zero. A surprising fact in Fig. 2-1 is that higher
o- leads to slower temporal convergence. This counter-intuitive fact is discussed in
detail in Ref. 172. In general, we have found that picking o- on the order of the length
scale of the problem (e.g., the plate separation) optimizes the temporal convergence
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Figure 2-1: Partial force as defined in eq. (2.23) for one-dimensional parallel plates
as a function of time t. (Inset): Relative error A(t) as a function of t on a semi log
scale.
of A(t).
Since it is possible to employ strictly-real current sources in FDTD, giving rise to
real I', and since we are only interested in analyzing the influence of g(t) on eq. (2.22),
it suffices to look at QOg(-t). Furthermore, g(t) will exhibit rapid oscillations at
the Nyquist frequency due to the delta-function current, and therefore it is more
convenient to look at its absolute value. Figure 2-2 plots the envelope of JQg(-t) as
a function of t, where again, g(t) is the Fourier transform of eq. (2.20). As anticipated
in the previous section, g(t) decays in time. Interestingly, it exhibits a transition from
~ t-1 decay at o = 0 to ~ t-1/2 decay for large o-. The slower decay at long times for
larger o arises from a transition in the behavior of eq. (2.21) from the singularity at
(=0.
It turns out that the strong Nyquist frequency oscillations in g(t) lead to lower
convergence in the force. This is because the Fourier transform g() is not square
integrable, and grows in magnitude as ( -+ 00. It turns out, however, that g(() is
well-behaved when viewed as a distribution [182], that is, it is only defined in terms of
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Figure 2-2: |Ig(t) for various values of o, illustrating the transition from t- 1 to t 1 /2
power-law decay as o increases. Because there are strong oscillations in g(t) at the
Nyquist frequency for intermediate or, for clarity we plot the positive and negative
terms in g(t) as separate components.
its integrals against square-integrable functions. In Appendix 2A, we will show how
this viewpoint allows us to analytically integrate the singular parts of g( ) leading
to a well-defined, smooth expression for g(-t). In addition to leading to improved
convergence in time of the Casimir force F(t), this distributional viewpoint of g(t)
allows us to assign upper bounds to the convergence rate of the force F(t): from
the results of Appendix 2A, we will be able to prove that in general the FDTD force
without the conductivity contour (i.e., o = 0) converges as 1/T; for the special case of
z-invariant systems of perfect conductors, this convergence rate changes to 1/T 2. By
contrast, a non-zero a will actually reduce the decay of g(t) at long times (however,
this reduction is countered by the exponential decay of the fields l'(t)). In addition,
we will see that the distributional viewpoint of g(t) will be central to our extension
of FDTD to finite temperature, discussed in Sec. 2.6.
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vacuum '--------- S
Figure 2-3: Schematic showing the two-dimensional piston-like configuration of [156]:
Two perfectly conducting circular cylinders of radius R, separated by a distance a, are
sandwiched between two perfectly conducting plates (the materials are either perfect
metallic or perfect magnetic conductors). The separation between the blocks and the
cylinder surface is denoted as h.
2.4 Harmonic Expansion
While each individual FDTD simulation can be performed very efficiently on modern
computers, the surface S will, in general, consist of hundreds or thousands of pixels
or voxels, each of which requires an independent FDTD simulation. This requires a
large number of time-domain simulations, this number being highly dependent upon
the resolution and shape of S, making the computations very costly in general.
We can dramatically reduce the number of required simulations by reformulating
the force in terms of a harmonic expansion in rE(t; x, x), involving the distributed
field responses to distributed currents. This is done as follows [an analogous derivation
holds for ]PH (t; x, x)]:
As S is assumed to be a compact surface, we can rewrite Fg(t; x, x) as an integral
over S:
rF(t;x,x) = j dS(x') F'(t; x, x')6s(x - x') (2.25)
where in this integral dS is a scalar unit of area, and Js denotes a 6-function with
respect to integrals over the surface S. Given a set of orthonormal basis functions
{ f,(x)} defined on and complete over S, we can make the following expansion of the
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6 function, valid for all points x, x' E S:
6s(x - X') = A fn(x)f/(x') (2.26)
n
The fn(x) can be an arbitrary set of functions, assuming that they are complete and
orthonormal on S '.
Inserting this expansion of the 6-function into Equation (2.25) and rearranging
terms yields:
FE(t; x, x) = f(x) dS(x') L'(t; x, x')fn(x') (2.27)
n
The term in parentheses can be understood in a physical context: it is the electric-
field response at position x and time t to a current source on the surface S of the
form J(x, t) = 6(t)fn(x). We denote this quantity by F ;n:
ij.n(t, 7x) =f dS (x') F j~ xx)f(' (2.28)JS
where the n subscript indicates that this is a field in response to a current source
determined by fn(x). f'n (t, x) is exactly what can be measured in an FDTD simu-
lation using a current J(x, t) = 6(t)fn(x) for each n. This equivalence is illustrated
in Fig. 2-4.
The procedure is now only slightly modified from the one outlined in the previous
sections: after defining a geometry and a surface S of integration, one will additionally
need to specify a set of harmonic basis functions {fn(x)} on S. For each harmonic
moment n, one inserts a current function J(x, t) = 6(t)f,(x) on S and measures the
field response Fjj;n(x, t). Summing over all harmonic moments will yield the total
force.
1Non-orthogonal functions may be used, but this case greatly complicates the analysis and will
not be treated here.
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Figure 2-4: Differing harmonic expansions of the source currents (red) on the surface
S. The left part shows an expansion using point sources, where each dot represents
a different simulation. The right part corresponds to using f"(x) ~ cos(x) for each
side of S. Either basis forms a complete basis for all functions in S.
2.4.1 Numerical Implementation
In principle, any surface S and any harmonic source basis can be used. Point sources
are a simple, although highly inefficient, example. However, many common FDTD
algorithms (including the one we use) involve simulation on a discretized grid. For
these applications, a rectangular surface S with an expansion basis separately defined
on each face of S is the simplest. In this case, the field integration along each face
can be performed to high accuracy and converges rapidly. The Fourier cosine series
on a discrete grid is essentially a discrete cosine transform (DCT), a well known
discrete orthogonal basis with rapid convergence properties [158]. This in contrast
to discretizing some basis such as spherical harmonics that are only approximately
orthogonal when discretized on a rectangular grid.
2.5 Applications
We illustrate the application of the FDTD method to systems of perfect conduc-
tors and dielectrics in two and three dimensions. Three-dimensional systems with
and without cylindrical symmetry are treated separately, as the harmonic expansion
(as derived in Appendix 2B) becomes considerably simpler in the former case. We
consider Casimir piston-like problems with non-monotonic and monotonic force de-
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pendence on sidewall separation, both for previously solved geometries to validate our
method and also for new geometries involving magnetic sidewalls and/or cylindrical
pistons. We include realistic dielectric materials to calculate the force between sus-
pended silicon waveguides or on a suspended membrane with periodic grooves, also
demonstrating the application of PML absorbing boundaries and/or periodic bound-
aries. In addition we apply this method to a realizable three-dimensional system
in which a silica sphere is stably suspended in a fluid above an indented metallic
substrate.
2.5.1 Two-dimensional systems
Presently, we consider a variant of the piston-like configuration of Ref. 166, shown as
the inset to Fig. 2-5. This system consists of two cylindrical rods sandwiched between
two sidewalls, and is of interest due to the non monotonic dependence of the Casimir
force between the two blocks as the vertical wall separation h/a is varied. The case
of perfect metallic sidewalls (e(x) = -oo) 2 has been solved previously [156]; here we
also treat the case of perfect magnetic conductor sidewalls (I(x) = -oo) as a simple
demonstration of the method using magnetic materials.
While three-dimensional in nature, the system is translation-invariant in the z-
direction and involves only perfect metallic or magnetic conductors. As discussed
in Ref. 167 this situation can actually be treated as the two-dimensional problem
depicted in Fig. 2-4 using a slightly different form for g(-t) in eq. (2.22), given
by eq. (2.51) in Appendix 2B (interestingly, in this case g(t) can be determined
analytically, see eq. (2.51)). The reason we consider the three-dimensional case is
that we can directly compare the results for the case of metallic sidewalls to the high-
precision scattering calculations of Ref. 156 (which uses a specialized exponentially
convergent basis for cylinder/plane geometries).
For this system, the surface S consists of four faces, each of which is a line segment
2Formally, in imaginary frequency, a perfect metal satisfies e(i() = +oo. However, for a finite
difference method either sign will give identical answers, and we find e(i6) = -oo more suitable for
our computational purposes.
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of some length L parameterized by a single variable x. We employ a cosine basis for
our harmonic expansion on each face of S. The basis functions for each side are then:
12 Co nrx )f(x) = 1  Lcos( , n = 0,1, ... (2.29)
where L is the length of the edge, and f,(x) = 0 for all points x not on that edge of
S. These functions, and their equivalence to a computation using 6-function sources
as basis functions, are shown in Fig. 2-4.
In the case of our FDTD algorithm, space is discretized on a Yee grid [1941,
and in most cases x will turn out to lie in between two grid points. One can run
separate simulations in which each edge of S is displaced in the appropriate direction
so that all of its sources lie on a grid point. However, we find that it is sufficient
to place suitably averaged currents on neighboring grid points, as several available
FDTD implementations provide features to accurately interpolate currents from any
location onto the grid.
The force, as a function of the vertical sidewall separation h/a, and for both TE
and TM field components, is shown in Fig. 2-5 and checked against previously known
results for the case of perfect metallic sidewalls [156].3 The agreement is excellent,
providing a validation of our method. We also show the force (dashed lines) for
the case of perfect magnetic conductor sidewalls. In the case of metallic sidewalls,
the force is non-monotonic in h/a. As explained in Ref. 156, this is due to the
competition between the TM force, which dominates for large h/a but is suppressed
for small h/a, and the TE force, which has the opposite behavior, explained via the
method of images for the conducting walls. Switching to perfect magnetic conductor
sidewalls causes the TM force to be enhanced for small h/a and the TE force to be
suppressed, because the image currents flip sign for magnetic conductors compared
to electric conductors. As shown in Fig. 2-5, this results in a monotonic force for this
case. In contrast, the dependence on h/R is reversed for a magnetic sidewall: the
TE force increases and the TM force decreases as h/R increases. This is because the
3We are grateful to Jamal Rahi for sharing his scattering code with us, allowing us to make a
direct comparison to our results.
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Figure 2-5: Force for the double cylinders of [156] as a function of sidewall separation
h/a, normalized by the PFA force FPFA = hcC(3)d/87a 3 . Red/blue/black squares
show the TE/TM/total force in the presence of metallic sidewalls, as computed by
the FDTD method (squares). The solid lines indicate the results from the scattering
calculations of [156], showing excellent agreement. Dashed lines indicate the same
force components, but in the presence of perfect magnetic-conductor sidewalls (com-
puted via FDTD). Note that the total force is non-monotonic for electric sidewalls
and monotonic for magnetic sidewalls.
enhancement/suppression effects on the Green's function are reversed for a magnetic
sidewall. Now the overall small contribution of the TE component for large h/R
means that the TM force dominates and the net force is monotonic.
The result of the above calculation is a time-dependent field similar to that
of Fig. 2-6, which when manipulated as prescribed in the previous section, will yield
the Casimir force. As in Ref. 172, our ability to express the force for a dissipationless
system (perfect-metal blocks in vacuum) in terms of the response of an artificial dissi-
pative system (o- 5 0) means that the fields, such as those shown in Fig. 2-6, rapidly
decay away, and hence only a short simulation is required for each source term. In
addition, Fig. 2-7 shows the convergence of the harmonic expansion as a function of n.
Asymptotically for large n, an n- power law is clearly discernible. The explanation
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Figure 2-6: (Color Online) r' 2 (t, x) snapshots (blue/white/red posi-
tive/zero/negative) for the n = 2 term in the harmonic cosine expansion on the
leftmost face of S for the double blocks configuration of [166] at selected times (in
units of a/c).
for this convergence follows readily from the geometry of S: the electric field E(x),
when viewed as a function along S, will have nonzero first derivatives at the corners.
However, the cosine series used here always has a vanishing derivative. This implies
that its cosine transform components will decay asymptotically as n- 2 [20]. As pE is
related to the correlation function (E(x)E(x)), their contributions will decay as n-4.
One could instead consider a Fourier series defined around the whole perimeter of S,
but the convergence rate will be the same because the derivatives of the fields will
be discontinuous around the corners of S. A circular surface would have no corners
in the continuous case, but on a discretized grid would effectively have many corners
and hence poor convergence with resolution.
2.5.2 Dispersive Materials
Dispersion in FDTD in general requires fitting an actual dispersion to a simple model
(e.g., a series of Lorentzians or Drude peaks). Assuming this has been done, these
models can then be analytically continued onto the complex conductivity contour.
As an example of a calculation involving dispersive materials, we consider in this
section a geometry recently used to measure the classical optical force between two
suspended waveguides [103], confirming a prediction [152] that the sign of the classical
force depends on the relative phase of modes excited in the two waveguides. We now
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Figure 2-7: Relative contribution of harmonic moment n in the cosine basis to the
total Casimir force for the double blocks configuration (shown in the inset)
compute the Casimir force in the same geometry, which consists of two identical
silicon waveguides in empty space. We model silicon as a dielectric with dispersion
given by:
E(w) = E0 ( 2 2-30)
1 - _ L
where wo = 6.6 x 10" rad/sec, and Eo = 1.035, Ef = 11.87. This dispersion can be im-
plemented in FDTD by the standard technique of auxiliary differential equations [194]
mapped into the complex-w plane as explained in Ref. 172.
The system is translation-invariant in the z direction. If it consisted only of perfect
conductors, we could use the trick of the previous section and compute the force in
only one 2d simulation. However, dielectrics hybridize the two polarizations and
require an explicit kz integral, as discussed in Ref. 167. Each value of kz corresponds
to a separate two-dimensional simulation with Bloch-periodic boundary conditions.
The value of the force for each kz is smooth and rapidly decaying, so in general only
a few kz points are needed.
To simulate the infinite open space around the waveguides, it is ideal to have
"absorbing boundaries" so that waves from sources on S do no reflect back from the
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Figure 2-8: Force per unit length between long silicon waveguides suspended in
air [103], determined by the FDTD method (red triangles). Also shown is the anal-
ogous one-dimensional computation assuming silicon plates of finite thickness (blue
dashes), and the result F = 7 2/240d 4A for perfect metals (assuming plate area A
equal to the interaction area of the waveguides).
boundaries. We employ the standard technique of perfectly matched layers (PML),
which are a thin layer of artificial absorbing material placed adjacent to the boundary
and designed to have nearly zero reflections [194]. The results are shown in red
in Fig. 2-8. We also show (in blue) the force obtained using the proximity force
approximation (PFA) calculations based on the Lifshitz formula [44, 104]. For the
PFA, we assume two parallel silicon plates, infinite in both directions perpendicular
to the force and having the same thickness as the waveguides in the direction parallel
to the force, computing the PFA contribution from the surface area of the waveguide.
As expected, at distances smaller than the waveguide width, the actual and PFA
results are in good agreement, while as the waveguide separation increases, the PFA
becomes more inaccurate. For example, by a separation of 300nm, the PFA result is
off by 50%. We also show for comparison the force for the same surface between two
perfectly metallic plates, also assuming infinite extent in both transverse directions.
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2.5.3 Three dimensions with cylindrical symmetry
In the case of cylindrical symmetry, we can employ a cylindrical surface S and a
complex exponential basis eim* in the # direction. For a geometry with cylindrical
symmetry and a separable source with eim* dependence, the resulting fields are also
separable with the same 4 dependence, and the unknowns reduce to a two-dimensional
(r, z) problem for each m. This results in a substantial reduction in computational
costs compared to a full three-dimensional computation.
Treating the reduced system as a two-dimensional space with coordinates (r, z),
the expression for the force (as derived in Appendix 2B) is now:
Fi = dt Z[g(-t)] j dsj (x) Fij;n(x, t) (2.31)
n
where the m-dependence has been absorbed into the definition of F above:
Fij;n(X, t) = Fij;n,m-0(x, t) + 2 R[Fij;n,m(X, t)], (2.32)
m>O
and dsj = ds ng(x), ds being a one-dimensional Cartesian line element. As derived
in Appendix 2B, the Jacobian factor r obtained from converting to cylindrical coor-
dinates cancels out, so that the one-dimensional (r-independent) measure ds is the
appropriate one to use in the surface integration. Also, the 2R[- - comes from the
fact that the +m and -m terms are complex conjugates. Although the exponen-
tials eime are complex, only the real part of the field response appears in eq. (2.32),
allowing us to use Q'[g(-t)] alone in eq. (2.31).
Given an eimO dependence in the fields, one can write Maxwell's equations in
cylindrical coordinates to obtain a two-dimensional equation involving only the fields
in the (r, z) plane. This simplification is incorporated into many FDTD solvers, as
in the one we currently employ [51], with the computational cell being restricted
to the (r, z) plane and m appearing as a parameter. When this is the case, the
implementation of cylindrical symmetry is almost identical to the two-dimensional
situation. The only difference is that now there is an additional index m over which
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Figure 2-9: Force as a function of outer sidewall spacing h/a for the cylindrically-
symmetric piston configuration shown in the figure. Both plates are perfect metals,
and the forces for both perfect metallic and perfect magnetic conductor sidewalls are
shown. Note that in contrast to Fig. 2-5, here the force is monotonic in h/a for the
metallic case and non monotonic for the magnetic case.
the force must be summed.
To illustrate the use of this algorithm with cylindrical symmetry, we examine
the 3d system shown in the inset of Fig. 2-9. This configuration is similar to the
configuration of cylindrical rods of Fig. 2-5, except that instead of translational (z)
invariance we instead impose rotational (4) invariance. In this case, the two sidewalls
are joined to form a cylindrical tube. We examine the force between the two blocks
as a function of h/a (the h = 0 case has been solved analytically [1171).
Due to the two-dimensional nature of this problem, computation time is compa-
rable to that of the two-dimensional double block geometry of the previous section.
Rough results (at resolution 40, accurate to within a few percentage points) can be
obtained rapidly on a single computer (about 5 minutes running on 8 processors) are
shown in Fig. 2-9 for each value of h/a. Only indices n, m E {0, 1, 2} are needed for
the result to have converged to within 1%, after which the error is dominated by the
spatial discretization. PML is used along the top and bottom walls of the tube.
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Figure 2-10: The Casimir force between a periodic array of Silicon waveguides and
a Silicon/Silica substrate, as the array/substrate separation is varied. The system is
periodic in the x-direction and translation-invariant in the z-direction, so the compu-
tation involves a set of two-dimensional simulations.
In contrast to the case of two pistons with translational symmetry, the force for
metallic sidewalls is monotonic in h/a. Somewhat surprisingly, when the sidewalls
are switched to perfect magnetic conductors the force becomes non monotonic again.
This is due to the differing geometric effects of cylindrical symmetry compared to
quasi-2d symmetry. Although the use of perfectly magnetic conductor sidewalls in
this example is unphysical, it demonstrates the use of a general-purpose algorithm to
examine the material-dependence of the Casimir force. If we wished to use dispersive
and/or anisotropic materials (as we will in Chapter 5), no additional code would be
required.
2.5.4 Periodic Boundary Conditions
Periodic dielectric systems are of interest in many applications. The purpose of this
section is to demonstrate computations involving a periodic array of dispersive silicon
dielectric waveguides above a silica substrate, shown in Fig. 2-10. We will employ
FDTD with periodic boundary conditions for more complex systems in later chapters.
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As discussed in Ref. 167, the Casimir force for periodic systems can be computed
as in integral over all Bloch wavevectors in the directions of periodicity. Here, as there
are two directions, x and z, that are periodic (the latter being the limit in which the
period goes to infinity). The force is then given by:
jj F.,k.dkzdk (2.33)
where F.,, is the force computed from one simulation of the unit cell using Bloch-
periodic boundary conditions with wavevector k = (ks, 0, kz). In the present case, the
unit cell is of period lpm in the x direction and of zero length in the z direction, so
the computations are effectively two-dimensional (although they must be integrated
over kz).
We use the dispersive model of eq. (2.30) for silicon, while for silica we use [166]
(w) = 1 + 2  2  (2.34)
j=1
where (C1, C2, C3) = (0.829,0.095, 1.098) and (w1, W2, W3) = (0.867, 1.508, 203.4) x 101
(rad/sec).
2.5.5 Full 3d computations: stable confinement in 3d
As a final demonstration, we compute the Casimir force for a fully three-dimensional
system, without the use of special symmetries. The system used is depicted in Fig. 2-
11. This setup demonstrates stable levitation with the aid of a fluid medium, which
has been explored previously in Ref. 174 in the context of quasi-2d systems. With
this example, we present a setup similar to that used previously to measure repulsive
Casimir forces [134], with the hope that this system may be experimentally feasible.
A silica sphere sits atop a perfect metal plane which has a spherical indentation in
it. The sphere is immersed in bromobenzene. As the system satisfies 6 sphere < Efluid <
6 plane, the sphere feels a repulsive Casimir force upwards [134]. This is balanced by
the downward force of gravity, which confines the sphere vertically. In addition, the
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Figure 2-11: Three-dimensional configuration showing stable levitation. At the equi-
librium point, the force of gravity counters the Casimir force, while the Casimir force
from the walls of the spherical indentation confine the sphere laterally
Casimir repulsion from the sides of the spherical indentation confine the sphere in
the lateral direction. The radius of the sphere is 500 nm, and the circular indentation
in the metal is formed from a circle of radius 1pm, with a center 500 nmm above the
plane. For computational simplicity, in this model we neglect dispersion and use the
zero-frequency values for the dielectrics, as the basic effect does not depend upon the
dispersion (the precise values for the equilibrium separations will be changed with
dispersive materials). These are e = 2.02 for silica and e = 4.30 for bromobenzene.
For the gravitational force we use densities of 1.49 g/cm3 for bromobenzene and
1.96 g/cm3 for silica.
An efficient strategy to determine the stable point is to first calculate the force on
the glass sphere when its axis is aligned with the symmetry axis of the indentation.
This configuration is cylindrically-symmetric and can be efficiently computed as in
the previous section. Results for a specific configuration, with a sphere radius of 500
nm and an indentation radius of 1 pm, are shown in Fig. 2-12.
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Figure 2-12: Total (Casimir + gravity) vertical (z) force on the silica sphere (depicted
in the inset) as the height h of the sphere's surface above the indentation surface is
varied. The point of vertical equilibrium occurs at h ~ 450 nm.
The force of gravity is balanced against the Casimir force at a height of h = 450
nm. To determine the strength of lateral confinement, we perform a fully three-
dimensional computation in which the center of the sphere is displaced laterally from
equilibrium by a distance A, (the vertical position is held fixed at the equilibrium
value h = 450nm). The results are shown in Fig. 2-13. It is seen that over a fairly
wide range (jAxj < 100 nm) the linear term is a good approximation to the force,
whereas for larger displacements the Casimir force begins to increase more rapidly.
Of course, at these larger separations the vertical force is no longer zero, due to the
curvature of the indentation, and so must be re-computed as well.
The fully three-dimensional computations are rather large, and require roughly a
hundred CPU hours per force point. However, these Casimir calculations parallelize
very easily - every source term, polarization, and k-point can be computed in par-
allel, and individual FDTD calculations can be parallelized in our existing software
- so we can compute each force point in under an hour on a supercomputer (with
1000+ processors). In contrast, the 2d and cylindrical calculations require tens of
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Figure 2-13: Casimir restoring force on the sphere as a function of lateral displacement
dx, when the vertical position is fixed at h = 450 nm, the height at which gravity
balances the Casimir force
minutes per force point. This method is usable in situations involving complex three-
dimensional materials, e.g, periodic systems or systems with anisotropic materials;
we will demonstrate the application to 3d periodic systems to chiral metamaterials
in Chapter 3 and to 3d systems with anisotropic materials in Chapter 5 in order to
examine Casimir repulsion in vacuum.
2.6 Finite temperature with FDTD
In this section we discuss how our FDTD method can be extended to finite-temperature
Casimir forces; this work was done with Kai Pan. At a nonzero T, the integral for
the Casimir force in imaginary frequency is replaced by a sum over "Matsubara fre-
quencies" n = n7rrwT for integers n, where WT = 2kBT/h and kB is Boltzmann's
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constant [127; this has the general form:
F(T) = rwT [2 + f (nlrWT)]. (2.35)
. n=1 .
At real frequency, the effect of T > 0 is simply to include an additional weighting
factor coth in the definition of g( ) in eq. (2.21). The obvious approach to
incorporating finite T into the conductivity contour is to replace g[w( )] with:
g[w(()] 
-+ g[w(()] coth
= -i( 1±+L) (1 + io-/26) coth , (2.36)
and then Fourier transform to yield the finite-temperature analogue of g(t). How-
ever, when we tried this as a straightforward extension of the results of Sec. 2.5 we
were unable to get the correct result for the simple case of 1d parallel plates; in-
stead, the forces obtained would decrease as T increases (whereas the correct result,
from eq. (2.35), should increase linearly in T). Thinking that the problem was simply
implementation, Kai developed an independent implementation of eq. (2.36). How-
ever, he found the same puzzling results. After some thought, we realized that the
problem stemmed from treating g(t) as a function, whereas (see Appendix 2A) we
should treat it as a distribution. For T = 0 computations this turned out to not be
significant as we could get the correct answer by naively Fourier transforming g(6)
as a function (the spatial resolution imposed a high-frequency cutoff on the Fourier
integral). In this case, the problem is that eq. (2.36) has a non-integrable 1/6 singu-
larity due to the coth(w/WT) factor. The solution, we found, is to subtract the W = 0
contribution from eq. (2.35), integrate it analytically, and combine the result with
the Fourier transform of the remaining non-singular term (which can be performed
numerically without trouble). If we subtract the n = 0 pole from the coth, we obtain
n>O( = g[()] coth WT ( - (2.37)
or J (6(] ) JW
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We found that the results from our previous "incorrect" implementations agreed with
the forces computed using gnyo. The task remains to correctly evaluate the n = 0
term. To handle the n = 0 contribution, we begin with the real-w T = 0 expression
for the Casimir force, which in our notation from the stress-tensor method is written
schematically as:
Fi= f- dw gR (w) i(w), (2.38)
7T 0
From Eq. (2.35), the w = 0 contribution for T > 0 is then
Fi,(n=O) = lim [---(iw) F(w) 27kBT] (2.39)
w-+o+ 7r 2 h
= lim !R [-wrj(w)kBT . (2.40)
To relate Eq. (2.40) to what is actually computed in the FDTD method requires
some care because of the way in which we transform to the w() contour. The quan-
tity Pv(w) is proportional to an integral of Eig(w) = -iwGig(w). The w(() trans-
formed system computes f'(() ~ 5;j(() = -iGOj(), where 5( ) involves w 2e(r) -4
(2(1 + O)e(r). However, what we actually want is -iwGij(W)t=-() = -iW(0)is()-
Therefore, the correct w = 0 contribution is given by
lim ff(w) = lim LO f F(r,() (2.41)
Combined with w(()kBT from Eq. (2.40), this gives an n = 0 contribution of rjI=o+
multiplied by -w( )2 kBT/ (=o+ = oukBT. This w = 0 term corresponds to a simple
expression in the time domain, where L'=o+ is simply the time integral of 1F(t). There-
fore, while we originally integrated gn>o(t)fL(t) to obtain the n > 0 contributions, the
n = 0 contribution is included if we instead integrate:
[gn>o(t) + o-kBTI -(t). (2.42)
The term [gn>o(t) + o-kBT] generalizes the original g(t) function from to finite T. Kai
has applied this formula to the extension of the 2d double block results to finite
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temperature with FDTD (which we have cross-checked with BEM), and has found
the interesting result that the non-monotonicity in the force vs. sidewall separa-
tion actually disappears for sufficiently high T. These results, along with a physical
explanation of this effect, can be found in Ref. 143.
2.7 An alternative material transformation
In Sec. 2.2.3 we discussed how an analytic transformation w -+ f(w)w in frequency
is mathematically equivalent to a transformation e(w) -+ f 2 (w)e[f(w)W]. In FDTD,
dispersions in which e(w) and p(w) are rational functions of w are straightforward
to implement via auxiliary equations [1941. Therefore, in real situations one takes
data for the actual e(w) and fits it to a rational function, most commonly a sum
of Lorentzians. Accurate fits for many common materials exist in the literature
(e.g., Ref. 125 and Ref. 14). However, in order to get the conductivity contour we
require that f(w) = 1 ±,; in general, e[f(w)w] will not be a rational function,
even if e(w) is.4 To solve this e[f(w)w] in FDTD, we would need to first perform
another fit to rational functions. This fit could be tedious, and would depend on the
parameter -used (this is very undesirable, as the underlying physics is independent
of o).
Here we discuss an idea for an alternative method in which the rationality of e(w)
can be preserved after the complex frequency mapping. Consider the full Maxwell's
equation eq. (2.6) for the electric Green's function:
vx V x - w2 e(r, w) GE(w; r, r') = 6(r - r')&g, (2.43)
p (r, w)I
and consider the "pseudo-conductivity" mapping f(w) = (1 ± ) for a fixed, real
a > 0. The product f(w)w still goes to zero as w -4 0 and remains confined to
the upper half plane, so the integral along this contour will still correspond to the
physical Casimir force (this is why we require a > 0). This frequency mapping is
4A common exception is in Sec. 2.5.2 where this f(w) plugged into a lossless Lorentzian will still
yield another Lorentzian.
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actually well-known in the context of perfectly-matched layers (PML) [13], known as
complex frequency-shifted PML (CFS PML) [92]. f(w) is now a rational function,
and the mapping w2 -+ f 2 (W)W 2 can be expressed in eq. (2.43) as:
12[V X V x - w2 (f(w)e[r, f(w)w])] G' (w; r, r') = 6(r -r') e, (2.44)
now, both quantities f (w)p[f (w)w] and f (w)e[f(w)w] are rational functions of W and
can therefore be implemented via auxiliary differential equations for any a- and a;
these correspond to the new permeability and permittivity in the computation, re-
spectively. From the theory of CFS-PML we know that the resulting time-domain
equations will be stable. Thus, once the real-frequency dispersion e(w) is fit to ra-
tional functions (e.g., a sum of Lorentzians), the same fit can be used for any choice
of contour parameters o- and a. It remains to actually implement this idea to ensure
that no subtle issues crop up (e.g., as was the case for finite temperatures discussed
above).
2.8 Concluding Remarks
We have demonstrated a practical implementation of a general FDTD method for
computing Casimir forces via a harmonic expansion in source currents. The utility
of such a method is that many different systems (dispersive, anisotropic, periodic
boundary conditions) can all be simulated with the same algorithm.
In practice, the harmonic expansion converges rapidly with higher harmonic mo-
ments, making the overall computation complexity of the FDTD method O(N1+1/d)
for N grid points and d spatial dimensions. This arises from the O(N) number of
computations needed for one FDTD time step, while the time increment used will
vary inversely with the spatial resolution [194], leading to O(N/d) time steps per
simulation. In addition, there is a constant factor proportional to the number of
terms retained in the harmonic expansion, as an independent simulation is required
for each term. For comparison, without a harmonic expansion one would have to run
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a separate simulation for each point on S. In that case, there would be O(N(d-1)/d)
points, leading to an overall computational cost of O(N 2 ) [172].
We do not claim that this is the most efficient technique for computing Casimir
forces, as there are other works that have also demonstrated very efficient methods ca-
pable of handling arbitrary three-dimensional geometries, such as a recently-developed
boundary-element method [162]. However, these integral-equation methods and their
implementations must be substantially revised when new types of materials or bound-
ary conditions are desired that change the underlying Green's function (e.g., going
from metals to dielectrics, periodic boundary conditions, or isotropic to anisotropic
materials), whereas very general FDTD codes, requiring no modifications, are avail-
able off-the-shelf.
As a final remark we comment on the application of this method to computing
Casimir-Polder (CP) potentials involving atoms [24] and surfaces. In this approxi-
mation the relevant quantity is the spatial derivative of the electromagnetic Green's
function for the surfaces in the absence of the atoms. While this quantity can be
computed with the FDTD method, it is not an ideal setting because the full determi-
nation of the CP potential in all space requires a separate computation per grid point.
We believe that boundary-element methods, which can determine this potential in all
space from one calculation, offer a very promising method for CP potentials.
Appendix 2A: Functional treatment of g(t)
We now demonstrate how a well-defined Fourier transform g(t) of g(() can be con-
structed by viewing g as a distribution rather than a function. Aside from simpli-
fying our computation of g(t) (and yielding analytic results in the particular case
of z-invariant PEC systems), this provides us with an upper bound on the asymp-
totic convergence rate for the Casimir force with simulation time t and facilitates the
extension of the FDTD method to nonzero temperatures.
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The function g(() is given by:
g(+) = - 1 + i 8/2 ( (2.45)
V, fl+ io-|g
g(() has the behavior that it diverges in the high-frequency limit. For large (, g(()
has the limit:
g() gi() ) + o-E() as -oo (2.46)
Viewing g1(() as a function, we could only compute its Fourier transform gi(t) by
introducing a cutoff in the frequency integral at the Nyquist frequency, since the time
signal is only defined up to a finite sampling rate and the integral of a divergent
function may appear to be undefined in the limit of no cutoff.
Applying this procedure to compute g(-t) yields a time series that has strong
oscillations at the Nyquist frequency. The amplitude of these oscillations can be quite
high, increasing the time needed to obtain convergence and also making any physical
interpretation of the time series more difficult. These oscillations are entirely due to
the high-frequency behavior of g( ), where g( ) - gi( ). However, g(t) and g( ) only
appear when when they are being integrated against smooth, rapidly decaying field
functions F(x, t) or r (x, (). In this case, g can be viewed as a tempered distribution
(in the same manner as the 6-function) [1821. Although g( ) diverges for large (,
this divergence is only a power law, so it is a tempered distribution and its Fourier
transform is well-defined without any truncation. In particular, the Fourier transform
of g(() in eq. (2.46) is given by:
=i (1 4- (.7gi (- t) ~2?r t2 +t (.7
Adding and subtracting the term gi(() from g((), the remaining term decays to
zero for large and can be Fourier transformed numerically without the use of a
high-frequency cutoff, allowing g(-t) to be computed as the sum of gi(t) plus the
Fourier transform of a well-behaved function. This results in a much smoother g(-t)
which will give the same final force as the g(-t) used in Ref. 172, but will also have
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Figure 2-14: Plot of the force error (force after a finite time integration vs. the
force after a very long run time) for g(t) determined from a numerical transform
as in Ref. 172 and from the analytic transform of the high-frequency components.
Inset: Q[g(-t)] obtained without a cutoff, in which the high-frequency divergence is
integrated analytically. Compare with Fig. 1 of Ref. 172.
a much more well-behaved time dependence.
In Fig. 2-14 we plot the convergence of the force as a function of time for the
same system using the g(-t) obtained by use of a high-frequency cutoff and for one
in which 9 1 ( ) is transformed analytically and the remainder is transformed without
a cutoff. The inset plots Qg(-t) obtained without using a cutoff (since the real part
is not used in this paper) for o = 10. If a complex harmonic basis is used, one must
take care to use the full g(t) and not only its imaginary part.
Further simplification
In addition to the treatment of the high-frequency divergence in the previous section,
we find it convenient to also Fourier transform the low-frequency singularity of g()
analytically. As discussed in Ref. 172, the low-frequency limit of g( ) is given by:
V%7 0 3/ 2
g(() -+ g2(() = - @(() as -+0 (2.48)
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The Fourier transform of g2((), viewed as a distribution, is:
i) 3/2
2(-t)i/ 2  (2.49)
After removing both the high- and low-frequency divergences of g( ), we perform
a numerical Fourier transform on the function 6g( ) g() - i() - g2(), which is
well-behaved in both the high- and low-frequency limits.
In the present text we are only concerned with real sources, in which case all
fields F(x, t) are real and only the imaginary part of g(-t) contributes to the force
in Equation (2.22). The imaginary part of g(-t) is then:
9(-0) = QOg(-t)) + ( + + 1 03/2 (2.50)
27r t2 t 4V t 1/ 2
In particular, setting o = 0 (in which case og = 0), we find that Q[g(-t)] ~ .'
Therefore, we have proven that (somewhat surprisingly) the Casimir force will always
converge with time t even without conductivity present (since r(t) is bounded in
magnitude). However, the convergence rate of the time-integrated force is only l/t
and in practice can be quite slow for, e.g., two-dimensional systems. By contrast,
with even a small a > 0 we will have asymptotically exponential convergence.
Perfect conductors and z-invariance
As discussed in Ref. 167, the stress-tensor frequency integral for a three-dimensional
z-invariant system involving only vacuum and perfect metallic conductors is identi-
cal in value to the integral of the stress tensor for the associated two-dimensional
system (corresponding to taking a z = 0 crossection), with an extra factor of iW/2
in the frequency integrand. In the time domain, this corresponds to solving the
two-dimensional system with a new g(-t).
In this case the Fourier transform can be performed analytically. The result is:
1 (2 3a 2) (2.51)
27r 5t
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Note that since S is a closed surface, the integral of [(x, t) over S for very short
times is always zero, so the t -+ 0 divergence in g(t) above will not play a role in the
force. If we set o- = 0, we have 2[g(-t)] ~ 1/t 3 ; therefore, without the conductivity
contour the time-integrated force will decay faster than the generic 1/t law above.
Appendix 2B: Harmonic expansion in cylindrical
coordinates
The extension of the derivation of the harmonic expansion to three dimensions and
non-Cartesian coordinate systems is straightforward, as the only difference is in the
representation of the 6-function. Because the case of rotational invariance has the
computational advantage of reducing 3d simulations to 2d, we will explicitly derive
the result for this case.
For cylindrical symmetry, we work in cylindrical coordinates (r, #, z) and choose
a surface S that is also rotationally invariant about the z-axis. S is then a surface
of revolution, consisting of the rotation of a parameterized curve (r(s), # = 0, z(s))
about the z axis. The most practical harmonic expansion basis consists of functions of
the form fn(x)eime. Given a # dependence, many FDTD solvers will solve a modified
set of Maxwell's Equations involving only the (r, z) coordinates. In this case, for each
m the problem is reduced to a two-dimensional problem where both sources and fields
are specified only in the (r, z)-plane.
Once the fields are determined in the (r, z)-plane, the force contribution for each
m is given by:
2 7r 
2 -x
d# dsj (x) r(x)e-im* d#' ds(x') r(x')eim*,'6s(x - X')ffm(t; x, x')
0 s Js71;
(2.52)
where the values of x range over the full three-dimensional (r, #, z) system. Here
we introduce the Cartesian line element ds along the one-dimensional surface S in
anticipation of the cancellation of the Jacobian factor r(x) from the integration over
S. We have explicitly written only the contribution for IE, the contribution for IF
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being identical in form.
In cylindrical coordinates, the representation of the 6-function is:
6(x - x') = 6(# - ')6(r - r')6(z - z') (2.53)26rr(x)
For simplicity, assume that S consists entirely of z = constant and r = constant
surfaces (the more general case follows by an analogous derivation). In these cases,
the surface 6-function 6s is given by:
1
6s(x - x') = 6(# - #')6(r - r'), z = constant
27rr(x)
1
6s(x - x') = 1r 6(# - #')6(z - z'), r = constant
2-rr(x)
In either case, we see that upon substitution of either form of 6s into eq. (2.52),
we obtain a cancellation with the first r(x) factor. Now, one picks an appropriate
decomposition of 6 s into functions fn (a choice of r = const or z = const merely
implies that the f,, will either be functions of z, or r, respectively). We denote either
case as f (x), with the r and z dependence implicit.
We now consider the contribution for each value of n. The integral over x' is:
Fdnm(t, x) = j d' ds(x')r(x')F .nm(t, x, x')f.(x')eimw' (2.54)
As noted in the text, j;nm (t, x) is simply the field measured in the FDTD sim-
ulation due to a three-dimensional current source of the form fn(x)eimw. In the case
of cylindrical symmetry, this field must have a # dependence of the form eimo:
n(t,r, z, #) = iS;nm(t, r, z)eim+ (2.55)
This factor of e"mO cancels with the remaining e-im. The integral over # then
produces a factor of 27r that cancels the one introduced by 6 s. After removing these
factors, the problem is reduced to one of integrating the field responses entirely in
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the (r, z) plane. The contribution for each n and m is then:
j dsj(x) n(X)P1;nm(t, r, z) (2.56)
If one chooses the fn(x) to be real-valued, the contributions for +m and -m are
related by complex conjugation. The sum over m can then be rewritten as the real
part of a sum over only non negative values of m. The final result for the force from
the electric field terms is then:
F = j dt [g(-t)] jdsj(r, z) fn(r, Z)F;n(t, r, z) (2.57)
where the m-dependence has been absorbed into the definition of rij;n as follows:
r, z) =F;n,m- 0 (t, r, z) + 2 E -R[Fr;nm(t, r, z)] (2.58)
m>0
We have also explicitly included the dependence on r and z to emphasize that
the integrals are confined to the two-dimensional (r, z) plane. The force receives an
analogous contribution from the magnetic-field terms.
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Chapter 3
Microstructure effects for Casimir
forces in chiral metamaterials
3.1 Introduction
We examine a recent prediction for the chirality-dependence of the Casimir force
in chiral metamaterials by numerical computation of the forces between the exact
microstructures, rather than homogeneous approximations. We give background and
definitions in Sec. 3.3, and compute the exact force for a chiral bent-cross pattern
in Sec. 3.4. In Sec. 3.5 we turn our attention to a more idealized, but computationally
more complex, "omega"-particle medium. The method we developed for this case
involves a novel combination of the scattering-theory formulation for Casimir forces
and the numerical boundary-element method (BEM) technique, which we discuss in
Appendix 3. For the "omega"-particle medium (in the dilute approximation) we are
able to unambiguously identify the effects of the microstructure (i.e. proximity forces
and anisotropic effects) and isolate the "metamaterial" contribution to the force. We
find that for both the crosses and omega-particles the microstructure effects dominate
the force for separations where chirality was predicted to have a strong influence. At
separations where the homogeneous approximation is valid, in even the most ideal
circumstances the effects of chirality are less than 10- of the total force, making
them completely irrelevant to experiments.
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3.2 Background
3.2.1 Casimir forces and Metamaterials
A key step in the theory of Casimir forces has been the application of effective-medium
theory to predict novel Casimir effects. In this context, effective-medium theory refers
to any result predicted from the use of an effective-medium approximation (EMA), in
which the optical properties of a complex microstructure are approximated as a uni-
form slab of material. These optical properties are described by a set of constitutive
parameters (e.g., e(w) and p(w)), the idea being to choose these parameters so as to
model the most important aspects of the optical response of the structure in as simple
a way as possible. Usually these simplified equations can be solved analytically.
EMAs first made their appearance in Casimir forces in the 1970s, when in Ref. 21
Boyer predicted a repulsive Casimir force between a conventional material (one with
e(i ) > 1 and p(i() - 1) and a "magnetic" material, which has p(i ) > e(i(). This
observation remained an interesting curiosity until recent years, when it was realized
that materials with complex microstructures could be engineered so that (e.g., near
a structural resonance) they mimic the behavior of materials with exotic values of
e(w) and p(w), so-called "metamaterials" [216]. For example, microstructures can
be engineered so as to have a negative refractive index [157]. With the success of
EMAs applied to metamaterials, Boyer's idea was revived in the hope that a new
route could be found towards Casimir repulsion between vacuum-separated objects.
In this new form, it was proposed that dielectric metamaterials might have an ef-
fective p(i ) > E(i(), in order to exhibit repulsive Casimir forces in vacuum where
conventional dielectric structures have only attraction [67,99,180]. However, these
works treated the EMA terms as free parameters, inserting arbitrary values of e(i()
and p(i) into the Lifshitz formula and examining the conditions under which re-
pulsion occurred. As with Boyer's original work, Casimir repulsion was predicted
in a variety of circumstances; however, it was not known whether or not one could
find physical microstructures composed of metallic/dielectric materials that are de-
scribable by such an E(i ) and p(i() over a sufficiently wide imaginary-frequency
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bandwidth. On the contrary, although it is certainly possible to take a given struc-
ture and form and EMA from it (valid in some range of frequencies), it is far from
clear if the inverse problem is possible. This is especially problematic in the Casimir
setting, where the quantities of interest are the broadband responses of the materials
in imaginary frequencies. As an example, although E(iw) can attain almost arbitrary
values in the vicinity of a structural resonance, it is well known [97] that in imaginary
frequency, e(i() > 0 always. A more recent example this is the case of split-ring
resonators, which can form a magnetic metamaterial when placed in two-dimensional
arrays [148]. If one takes a simple Lorentzian model for L(w) in real frequency and
then analytically continues to w = ik, Casimir repulsion can result for certain pa-
rameter ranges [180]. However, taking a more realistic model [148] for p(w) [178]
results in p(iK) - p1(0) ~ -(2 [178, 180, 197], where pz(0) < e(O). Therefore, there
is no repulsion or even force reduction in the EMA regime for this model (that is,
the presence of p-t =/ 1 actually increases the attraction). Most importantly, a recent
theorem [155] implies that one cannot have repulsion in the effective-medium (large
separation) regime when the materials are vacuum-separated (although repulsion is
possible outside of this regime - see Chapter 5). This implies that we cannot choose
constitutive parameters arbitrarily, since by this theorem those parameters that pre-
dict Casimir repulsion cannot be physical. However, it is still possible that significant
reduction or modulation of the Casimir force can occur as a result of metamaterial
effects, and this issue requires further investigation.
3.2.2 Chiral Metamaterials
In this chapter, we examine a particular class of metamaterials known as chiral meta-
materials, which, in addition to e(w) and p(w), are described by a chirality term r.(iw).
The (source-free) EMA equations for a chiral metamaterial are:
V x H = -iwe(w)E +in(iw)H
V x E = +iwp(w)H - its(iw)E.
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Chirality refers to the "handedness" of the microstructure; the chirality can be
flipped (i.e., K -± -n) under a spatial inversion of the microstructure. A recent
EMA analysis of chiral metamaterials [2141 predicted Casimir repulsion assuming
sufficiently large values of K. We know this cannot be physically possible [155,188] and
that some physical restrictions must apply to the parameter , to prohibit repulsion
in the EMA regime. However, a possibility not ruled out by Ref. 155 is that the
magnitude of the Casimir force can be modulated by chirality [213]; that is, two
materials of identical e and p' but opposite chirality (K 1 = -K2) are predicted within
EMA to exhibit a stronger attractive Casimir force than for r1 = K2, regardless of
whether or not the force is repulsive in the latter case. Part of the purpose of our
investigation is to determine how large the difference in the force between these two
cases is. Additionally, chirality effects may lead to repulsion outside of the EMA
regime, e.g., repulsive forces for certain relative transverse positions between two
chiral metamatmaterials and attraction for other separations (although in this case
a description in terms of the EMA must be supplemented by information about the
microstructure).
The case of chiral metamaterials is different than magnetic metamaterials in that
there is no strict chiral effective-medium limit: chirality effects vanish at large sepa-
rations where the EMA should be valid, and are strongest at small separations where
the EMA is questionable. This is due to the fact that, for low frequencies, r. must
have the limiting behavior limlj.+o n(w) ~ w [197,214]. In the limit that the sepa-
ration d goes to infinity, only the w -+ 0 behavior matters (due to the exponential
suppression of high-frequency terms), in which case chirality effects vanish. There-
fore, the question of whether chiral metamaterial effects can significantly reduce the
Casimir force, at least in theory, remains open. Answering this question requires ac-
curate calculations using the exact microstructure of the metamaterials, rather than
a homogeneous EMA.
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3.3 Definitions and Methodology
For any r,, the EMA predicts that the force between two media of the same chirality
(SC) should be lower than for media of the opposite chirality (OC), with the size of
this difference increasing with &. Because in general n ~ [197, 2141, this effect is
largest at short separations and goes to zero at large separations. Therefore, to get
a useful prediction (e.g., force reduction due to chirality), we are forced to consider
the predictions of the EMA at intermediate separations. However, not only does the
EMA fail at sufficiently small separations, but the force in that limit is eventually
described by the PFA [42] in which there are only pairwise attractions. An analysis
based on pairwise attractions would find little effect due to chirality. Instead, the
behavior would be dominated by small-scale features such as the shortest distance
between two components of the microstructures. Unfortunately, it is quite possible
that this shortest-distance metric also changes under a flip of chirality, with the force
being larger for the mirror-symmetric (OC) case; this is in fact what happens for
both systems studied here. A simple interpretation of the results would lead to a
false attribution of force-reduction effects to chirality, whereas they are actually due
to proximity forces. We make a rigorous distinction between proximity forces and
chiral effects with the following argument: if the materials behave as homogeneous,
chiral media, the relative chirality should be the only source of a force difference
between the SC and OC cases, where Foc > Fsc, independent of the transverse
displacement x. However, if the force is governed by pairwise attraction, it should
exhibit a strong x-dependence. We can therefore directly test the validity of the EMA
by comparing the force for different values of x. If we compare the ranges of the force
F(x) and find that max2 Fsc(x, z) < min. Foc(x, z) for a given z, we can state that
this is proof of force reduction due to chirality. If for some value of x, Fsc(x, z) < 0
but Foc > 0 Vx, this is evidence of Casimir repulsion due to chirality. If, on the
other hand, there exist x, x' such that Fsc(x, z) > Foc(x', z), we are in the regime
that proximity effects dominate.
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Same chirality (SC), aligned Same chirality, shifted
(4-bar overlap) (4-bar overlap)
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Opposite chirality (OC), aligned Opposite chirality, shifted
(8-bar overlap) (3-bar overlap)
Figure 3-1: Interactions between two chiral metamaterials [213]. The shaded box
indicates a unit cell; the structures are periodic in the transverse direction. Nearest
neighbor bars on opposing structures are colored yellow. In the EMA, the forces
should obey Fsc < Foc. By contrast, in the pairwise-force approximation the force is
determined by the number of overlapping nearest-neighbor bars, as indicated: Foc >
Fsc when the centers are aligned (left column), but Foc < Fsc when they are
displaced by L/2 (right column).
3.4 Bent-arm crosses
We first examine a chiral metamaterial structure proposed in Ref. 213 and shown
in Fig. 3-1. A unit cell of each "medium" consists of a single bi-layer of two bent-arm
crosses, one spiraling clockwise and the other counter-clockwise. Their ordering in
the z-direction determines the chirality of the medium; that is, flipping the chirality
reduces to flipping the direction of the crosses. Each unit cell is of side length a,
where a represents our unit of length. We omit the dielectric polyimide in which the
metal was embedded in Ref. 213, as this eliminates a chirality-independent attraction
between the layers. Although this structure was not predicted to have repulsion, it was
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determined on the basis of real-frequency simulations that, of all the chiral structures
considered in Ref. 213, this bent-arm cross structure had the largest chirality. As
shown in Fig. 3-1, we examine two values of x: x = 0 (in which case the centers of
the crosses are aligned) and x = L/2, where L is the length of an individual straight
segment of the crosses. We pick these two displacements of x because the PFA force
(discussed below) is of a particularly simple form for x = 0 and smallest for x = L/2;
this is because the individual nearest-neighbor flat segments on opposing slabs line
up for these displacements, in which case PFA should be most accurate..
3.4.1 Computational Method
The exact Casimir force between the periodic structures of Fig. 3-1 is computed
using the finite-difference time-domain (FDTD) method discussed in Chapter 2. For
simplicity, we assume zero temperature (in the high-temperature limit, we expect the
relative contributions of any chiral effects to go to zero, as the w = 0 term dominates).
As discussed in Sec. 2.5.4, the FDTD method is well-suited to periodic systems; the
total force is expressed as the integral:
F(x, z) = fOF.,k(x, z)dkdy.. (3.1)
Each F.,kz (x, z) requires one FDTD simulation. Unlike the periodic system of Sec. 2.5.4,
in the present case we do not have inversion symmetry, so we must integrate k
from -oo to 00. For a given separation z, we find that that a range of integra-
tion |kI <; 2.6/z with 12 integration points is sufficient to compute the force at the
1% level. Ideally an infinite number of bi-layers in the z direction are used, however
we must perform our computations with a finite number of layers. For our purpose,
ten bi-layers in the z-direction on each side are sufficient; adding more layers does not
change the results at the 1% level. We compute the force for two different material
types: perfect electric conductors (PEC) and dispersive gold. For gold we take a
plasma model with wp = 1.37 x 10 1 rad/sec (neglecting the dissipative term from the
Drude model has no effect on the force). The latter model requires a definite value
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Figure 3-2: Relative force difference (Foc - Fsc)/Foc for the left (red) and right
(blue) columns of Fig. 3-1 for PEC (solid) and dispersive gold for a = 1 pm (dashed).
From Fig. 3-1, the sign difference is due to proximity effects. The inset shows a zoom
of the large-z regime, along with the EMA prediction (black).
for the length scale a, which we take to be a = 1pm; this represents a reasonable
lower limit on the range of practical experimental fabrication.
3.4.2 Results
The results of our computations are shown in Fig. 3-2; here, we plot the relative force
difference (RFD) [Foc(x, z) - Fsc(x, z)]/Foc(x, z). Normalizing by Foc(x, z) > 0
will gives the RFD a much weaker z-dependence, making visualization simpler. In the
chiral metamaterial/EMA limit, we expect the RFD to be greater than zero for all x
at a given z. From Fig. 3-2, the RFD for PEC (solid lines) and gold (dashed lines)
display similar qualitative behavior; the behavior of the exact RFD is not consistent
with the EMA: even the sign of Foc(x) - Fsc(x) changes as a function of x for
z/a < 0.75.
We now show how the results for low z/a can be qualitatively described by pair-
wise nearest-neighbor attractions. Consider, for instance, the two cases diagrammed
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in Fig. 3-1. First, when the centers of the unit cells are aligned, there is approximately
a 4-bar overlap in the SC case and an 8-bar overlap in the OC case. If the force is
proportional to the number of overlapping nearest-neighbor bars (this is the case if
the PFA is valid), we expect Foc > Fsc. When the centers are displaced by x = L/2,
SC has a 4-bar overlap and OC has a 3-bar overlap, so we expect Foo < Fsc, and
the relative force difference should be reduced by a factor of approximately 1/4. This
prediction, based purely on pairwise attraction, captures the qualitative behavior of
the RFD for z/a < 0.75.
Although at larger z/a the RFD is positive for both values of x, the force curves
still exhibit a strong x-dependence. The inset to Fig. 3-2 shows a zoom of the z/a ~ 1
region; to compare these results to the EMA predictions, our collaborators Zhao et.
al. re-ran their parameter retrieval computations (discussed in Ref. 214) for our con-
figuration (using PEC material for simplicity). We then took their real-frequency
results and put them into the Lifshitz formula, suitably modified to include chiral-
ity [214]. The predicted RFD is shown as the solid black line in the inset of Fig. 3-2.
In this region it appears that the forces at x = L/2 for both gold and PEC have
converged to the EMA prediction, but x = 0 is still off by quite a bit (although
it does appear to be converging slowly). Although EMA qualitatively predicts the
correct behavior of the RFD, for these values of z the chiral effects are very small:
they account for only 0.1% of the total force. Furthermore, as the force difference is
still highly x-dependent, it is possible that other transverse displacements may still
switch the sign of the force difference. We therefore cannot determine if this is really
an "ideal" chiral effect or not, and even if this is the case, it is an effect too small to
be relevant in experiments.
The predictions of Ref. 213 were based on isotropic, chiral media; however, the
bent-arm crosses of Fig. 3-1 are highly anisotropic. It is possible that the effects of
this anisotropy dominate those of chirality, even at large separations. Additionally,
these crosses are composed of many wide, flat metallic segments, which give large
pairwise attractive forces; this reduces the relative contribution of any chiral effects.
In the next section, we will consider a more idealized chiral system in which both
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Figure 3-3: Top: Unit cell of isotropic chiral metamaterial: PEC "omega" particles
in vacuum. Shaded cube indicates relative positions in unit cell. Bottom: Effective-
medium parameters, as a function of imaginary frequency w = i6, deduced directly
from imaginary-w scattering data. p(0) 5 1 because the particles are PEC.
proximity and anisotropy effects are minimized.
3.5 Omega particles
We have seen that at small separations, where the chirality of the microstructure is
predicted by EMA to have a large effect, the force is instead dominated by pairwise in-
teractions. To obtain a chiral effect with minimal pairwise/anisotropic contributions,
we consider in this section a more idealized microstructure composed of so-called
"omega" particles [197,213], shown in Fig. 3-3. Each individual particle is predicted
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to have a strong chiral response (as determined by the cross coupling of E and H
in the dipole polarizability [197]). When assembled into a period-a unit cell of high
symmetry these particles should form a nearly ideal isotropic chiral metamaterial.
The unit cell configuration is shown in Fig. 3-3 (top). We have found that, by picking
a unit cell of lower symmetry (see below), the anisotropy quickly dominates chiral
metamaterial effects. Therefore, we examine only force results for the 12-fold sym-
metric case of Fig. 3-3(top). To make the medium as homogeneous as possible, the
omega particles are relatively closely packed, and as material dispersion had little
qualitative role in the previous results, we take the particles to be PEC for simplic-
ity. We compute the EMA parameters using a hybrid boundary-element scattering
method (discussed in Sec. 7.3). In the dipole limit, we find that this unit cell exhibits
high symmetry in the polarizability, making the material well-described by a set of
EMA parameters e(i), pi'(), K(i(). Fig. 3-3 (bottom) shows the computed values
for these EMA parameters (see Sec. 7.3 for details); e is close to 1 while |jr ~ 0.01.
Although the chirality is still only a small fraction of the permittivity, this fraction
is an order of magnitude higher than the EMA parameters retrieved by Zhao et. al.
for the bent-arm crosses of the previous section. Therefore, we believe this to be an
idealized system to study chiral effects.
3.5.1 Computational Method
Presently, we outline the computational method used to compute Casimir forces be-
tween the omega particles of Fig. 3-3. Force computations for a structure as complex
as Fig. 3-3 are very difficult for finite-difference methods, because of the disparity of
size between the periodicity a and the wire diameter 0.016a. Instead, we develop a
hybrid boundary-element/scattering theory technique. This technique combines the
theoretical formulation of Casimir forces discussed in Ref. 154 (for precursors, see
Refs. [50,84,113]) with the numerical boundary-element method of Ref. 162. This
will be our first use of scattering theory and the boundary-element method, both of
with will play key roles in later chapters.
Ref. 154 gives a detailed derivation of the process by which the Casimir en-
89
ergy/force between several objects can be expressed in terms of the classical elec-
tromagnetic scattering matrices of individual objects. The precursors to this formu-
lation can be found dating back to the 1960s for non-retarded van der Waals forces
between molecules [70); the modern formulation applies to retarded forces between
bodies of arbitrary shape. For our purposes, we will only need the simplified case of
the energy/force between two bodies a and b. Here, the energy can be expressed in
the following form:
E -j log det (1 - FaUabFbUba). (3.2)
S27r
Fj is the scattering matrix [123] for object j, which we now define. Assume that we
have a complete, orthogonal basis of fields {E'} for a (discrete or continuous) index
c and a binary index s = ±. The index s represents "incoming" and "outgoing"
waves [154]; for example, if the basis represents spherical waves, outgoing waves rep-
resent radiation from a source. For planewaves, incoming/outgoing represent waves
propagating, e.g., in the ±z direction. If a particular incoming wave E. (x) is incident
on object j in isolation, the total electric field E**(x) is given by:
Et *t (E) = E; (x) + (F), E+ (x) (3.3)
The translation matrices Uab in eq. (3.2) represent a change of coordinates from the
origin of the coordinate system of object b to the origin of object a. These are simply
unitary matrices that give an appropriate change of basis (e.g., from planewaves to
spherical waves) and are known analytically. See Ref. 154 for further discussion.
The main obstacle to a direct application of eq. (3.2) is that the matrices F are
known for only a small class of shapes for which the Helmholtz equation is separa-
ble [191]: examples include spheres, plates, and cylinders of arbitrary material [154],
and PEC cones [1111. In order to apply these scattering techniques to our omega par-
ticles we must apply a general numerical method for the computation of the Fj. To
accomplish this, we incorporate the boundary-element method (BEM) [159] to com-
pute the scattering matrices. The BEM implementation we use, developed by Homer
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Reid, had previously been applied to the computation of Casimir forces between ob-
jects [162], details of which can be found in [161]. In general, this BEM formulation
does not make explicit reference to a coordinate system; instead, the coordinate sys-
tem is implicit in the nature of the surface mesh discretization of the objects [161],
shown in Fig. 3-3. However, in its present form the BEM of [161] cannot be applied to
our problem because it does not accommodate periodic boundary conditions. Unlike
FDTD, it is very difficult to modify the boundary conditions of BEM as the method
is intimately tied to the nature of the free-space Green's function. We can overcome
this limitation for our purposes by numerically computing the scattering matrices F
for a single omega particle explicitly in a spherical multipole basis, and then using
the analytic properties of this basis to build analytically the full scattering matrix
of the array of omega particles in Fig. 3-3; this procedure is detailed in Appendix 3.
In addition, we use a dilute approximation (justified in Sec. 3.5.3) in which multiple
scattering events within a given structure are neglected. This simplifies our analytic
construction (although multiple scattering can be incorporated - we will do precisely
this for periodic arrays of cylinders in Chapter 4).
At this point we have a matrix of scattering amplitudes F',m',P'-l,m,P for the indi-
vidual omega particles, where 1, -l < m < 1 and 1', -1' < m' < 1' are the respective
multipole moments of the incident and scattered spherical waves, and P, P' E {M, E}
their polarization. In the above notation, our basis index is a = {l, m, P}. These
matrices are converted to a planewave basis [154], where for each W the planewave
has transverse wavevector k1 and polarization P = s, p. In the planewave basis, we
obtain the scattering from the unit cell of Fig. 3-3 from the scattering matrices of
the twelve individual omega particles, each rotated and displaced appropriately and
subject to periodic boundary conditions. Finally, to simulate a semi-infinite omega
medium in z, we concatenate multiple layers of omega particle unit cells displaced by
integer multiples of a in the z direction. With this method, we can quickly compute
forces for many configurations, e.g., many x - z displacements. This has a substantial
advantage over FDTD, where a separate computation is required for every (x, z) pair.
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3.5.2 Results
To demonstrate that we have an isotropic, chiral medium in the EMA, we extract
the effective-medium parameters e(i ), p(i ), and z(i) [Fig. 3-3 (bottom)] from the
scattering matrix at k1 . Parameter retrieval [213] from reflection and transmission at
normal incidence cannot be used, because for imaginary w the transmission decreases
exponentially with the thickness of the medium. Instead, we compute the specular
reflection coefficients R..(w, k1 ) and R,(w, ki) in the planewave basis. For each
frequency w = i(, these quantities (given in Ref. 214) can be expanded to quadratic
order in Ik±I < and r,:
q-1 k 772 k-
77±1 (I1±7q)2 n2 J''J
Rs,= -i ( 2± -- 2 +0 -Y ) (3.4)
ns (1 + q)2
where q(i() 1p(i()/e(i(), n(i() _ e(ii(i(). The coefficients of each term are
determined by a fit (with the restriction that |kil < (/10, for which this expansion
is accurate). Due to the high isotropy of the unit cell (the EMA parameters, which
depend only on the dipole moment of the omega particles, will not depend on their
relative positions within the unit cell), the results of the fit do not depend on the
direction of the vector k1 . As discussed earlier, the results for the EMA parameters
indicate a strong chiral response when compared to the bent-arm crosses.
The results of the computations for the relative force difference are shown in Fig. 3-
4 and are similar in form to Fig. 3-2. We examine the RFD at each z/a-in this case,
for each (x, z) the force is taken relative to the minimum force for each z (which turns
out to always be attractive); this is convenient to obtain a positive difference that
can be plotted on a log scale. The shaded areas of each color represent the range of
values that the force assumes for all transverse (x) displacements. Their spread (the
x-dependence) indicates the extent of the breakdown of the EMA, and for z < 3.1a it
is so severe that the red and blue force curves overlap. When these curves separate,
but before they sharpen (the blue (SC) curve goes to zero due to our convention: the
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Figure 3-4: Forces (in dilute approximation) between chiral media from Fig. 3-3,
for the SC (blue) and OC (red) cases. The range of the force across all transverse
(x) displacements is shaded, and normalized by the minimum of the force over all
x. For z < 3.1a, chirality is not well-defined (curves overlap). Only when curves
are distinct and x-independent can the systems be described as chiral metamaterials.
Inset: Frequency integrand of the relative force difference at z = 3.6a. The smallness
of the w = 0 term is an indicator that this difference is due to chirality and not
anisotropy (see text).
SC configuration should always be the minimum force for each z in the EMA limit),
we have an intermediate regime where chiral effects compete with proximity effects.
Only when the curve thickness is much less than the relative force difference (< 10%
for z > 3.6a) is EMA accurate. Unfortunately, this suffers from the same problem as
the bent-arm crosses: the EMA is only strong when chiral effects are very small. In
this case, the chiral dependence is approximately 10- of the total force.
For a less isotropic unit cell (e.g., only one omega particle per unit cell), the rel-
ative force difference can be made much larger, but the source of this difference is
ambiguous, as in Fig. 3-2, because the EMA parameters are now tensors. We can
examine the frequency integrand of the force to rigorously differentiate between chi-
rality and proximity/anisotropy effects. Although somewhat of an academic exercise
given the minor contribution of chirality to the overall force, it is important because
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the RFD in the anisotropic case can be orders of magnitude larger, and we need to
know whether this is really due to anisotropy rather than chirality. For two purely
chiral materials in the EMA regime, the zero-frequency component of the force dif-
ference is exactly zero [214]. On the other hand, proximity and anisotropy forces
will, in general, have a large zero-frequency component. Therefore, the magnitude of
the zero-frequency component, relative to the w > 0 terms, is an indication of the
contribution of chirality effects relative to proximity/anisotropy forces, and indicates
whether the force difference arises from chirality alone. In Fig. 3-4(Inset) we display
the frequency integrand at z = 3.6a (well into the EMA limit). The force difference is
very nearly zero at w = 0 and follows a profile similar to r,(i ) in Fig. 3-3, indicating
that the force difference in the isotropic case is indeed due to chirality. By contrast,
frequency integrands at smaller z have a large w = 0 component, indicating the pres-
ence of proximity effects. Additionally, for less isotropic unit cell configurations we
have found that the frequency integrands have a large zero-frequency component even
in the large-z limit, indicating that anisotropy is responsible for the larger RFD in
that case. This could also explain the results of Fig. 3-2 for larger z at x = 0.
3.5.3 Validity of EMA and the dilute approximation
To simplify the computation of the scattering matrices for our omega particle medium,
we employed a dilute approximation that neglected multiple scattering events. In this
section, we briefly examine the validity of this approximation, as well as that of the
effective medium picture. As mentioned in Sec. 3.4.2, one can compute the Casimir
force and the force difference from the EMA parameters using a modified Lifshitz
formula. For the range of z/a in Fig. 3-4, we find that the results give the correct force
between the two media but overestimates the force difference by roughly 30 percent.
This is because the error terms in the expansion of eq. (3.4) above are O(kI), the same
order as the chirality contributions to the force, which are - R' [214]. Therefore, it
is not surprising that there is a significant quantitative error in the EMA prediction
for the RFD even at large separations. However, we see that the EMA can give
qualitatively correct predictions at this range. This is useful because it allows us to
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employ the EMA to check the accuracy of the dilute approximation. To do this, we
employ the Clausius-Mossotti (C-M) equation [197] to the dipole moments. C-M
relates the dipole polarizabilities ap',p of individual particles to the bulk effective-
medium parameters (including multiple scattering between particles) in the dipole
approximation [30,197]:
ECM 
3 CEE - n(aEEaMM ± aEM)
3D
KCM = - CEM
D
CM __n 3 MM - n(C0EEaMM +EM (35)
3D
where
D = 1 -n aEE -+ MM n aEEaMM + ±cEM (3.6)
\ 3 9
and n is the number density (in our case 12/0 3 ) of omega particles. The dilute
case corresponds to discarding all terms nonlinear in a; we compute the polarizabili-
ties from eq. (3.5) assuming this dilute limit, working backwards from the effective-
medium parameters of Fig. 3-3. We then re-insert these dilute polarizabilities back
into C-M to compute lowest-order non-dilute correction. Doing this, we find that the
RFD of Fig. 3-4 is changed by < 15%. We therefore expect the non-dilute approxi-
mation to not appreciably change the results we have obtained in the large-z regime.
For smaller z, the RFD is dominated by pairwise interactions and multiple scattering
between different omega particles on the same slab is again expected to be irrelevant.
On a technical note, C-M is obtained in the static (w -+ 0) limit, whereas at finite
imaginary w the exponential field decay tends to reduce interaction between particles;
therefore, we believe the error estimate of 15 % obtained for the dilute approximation
is an overestimate.
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3.6 Conclusions
Based on numerical calculations involving the exact microstructure of possible chiral
metamaterials, we find that to observe an unambiguous effect of chirality in isotropic,
chiral metamaterials, one must measure the total force to 4 digits of accuracy. Given
that it is controversial whether even 1% accuracy can be obtained in Casimir mea-
surements for simple geometries [941, combined with the restrictions on lengthscales
that are imposed by the need to fabricate a complex microstructure, detecting such
a 10' effect is most likely impossible. Although these calculations are for specific
metamaterial structures, they are for two of the most promising known chiral struc-
tures, for idealized perfect metals, and moreover we find that two radically different
structures yield similarly small chiral effects. While this does not preclude the pos-
sibility of observing other interesting Casimir effects in metamaterials (especially if
they rely on the w -+ 0 response of the metamaterial, which is the case we will treat in
Chapter 4), it suggests serious limitations for finite-w effects. Further, this analysis
highlights the importance of accounting for the exact microstructures involved, as
they can have an important effect on the conclusions reached.
Appendix 3: Computing Multipole Moments in BEM
In this Appendix we give more details about our hybrid method for computing the
scattering matrices of omega particle slabs. We first discuss how we utilize the BEM
implemented by Homer Reid in [162] to compute spherical-wave scattering matrices.
Details of the BEM itself can be found in Ref. 161.
The main output of the BEM computations is a "BEM matrix" Mj for object
1. For Casimir forces, this matrix can be directly inserted into a trace formula
analogous to eq. (3.2) [161]. However, in the more traditional application of BEM
this matrix is used to compute (real-frequency) scattering amplitudes [159]. This is
'M can be thought of as a generalization of the electrostatic capacitance matrix for different
objects [71], both in the sense that M applies to ( > 0 and that it relates to interactions between
different mesh elements on the same object
96
done as follows: assume that surface of object j is discretized into a set of panels
{a}; each panel has a set of vector surface current basis functions fa defined on it
(for explicit representations of these panels and the basis functions f4 , see Ref. 159
and Ref. 161). Any surface current distribution j(x) can be approximately represented
as a linear combination of currents on individual panels (this representation becomes
exact as the panel size goes to zero):
j(x) = Zjfa(x). (3.7)
a
The effect of any scattering process can be fully described by using effective electric
and magnetic surface currents [191] confined to the surface of j, and therefore ex-
pressed as a linear combination of the fa above. Given the BEM matrix My and an
incident composite field Finc(x) = (Ei"c(x), Hinc (x)), these surface currents are given
by (for simplicity we leave implicit an index distinguishing electric from magnetic
surface currents):
j"out  ZjoU t fa = M ( fa(faFinc) (3.8)
a 
fa
here the inner product is defined as an integral over all space. The function fa (x)
is only non-zero on panel a, so this integral is over a compact domain and can be
performed by two-dimensional Gaussian quadrature. Therefore, the scattered current
jOut can be found via matrix multiplication once the inner product of Finc over the
surface mesh is formed. Details of the computation of this inner product can be found
in [161].
Once jout is determined, we compute the scattered field Eo"t(x) by performing
a surface integral over S of the current jo"t against the dyadic Green's function 2
Go(x,x') [198]:
Eout (x) = j d2x'Go(x, x') jout (x'). (3.9)
For our purpose, Ei'nc and Hinc = 3 V x Einc are given by a single multipole moment
2Only the scattering coefficients for the electric fields are required for Casimir force computa-
tions [154].
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a, e.g., a = {l, m, P} for spherical multipoles, and we desire the multipole compo-
nents of the scattered field Eot,. The result will be the scattering matrix element
Fl,,,,p;l,m,P- Rather than the direct approach, which would involve taking the mul-
tipole moments of Eout(x) in eq. (3.9), we can extract these moments directly by
using the mulitpole representation of the dyadic Green's function [198]. For spherical
multipoles, the result is:
Fj',m',P = 2 (_ 1)m' d2x' Ei,-mi,pi -jout(x') (3.10)
JSj
where the (regular) spherical multipole moment basis functions are given by [154]:
El,m,M = V x [j(wr) Ym(0, q)i]
EL,m,N = V X El,m,N- (3-11)
j, (x) are the spherical Bessel functions, and Yim (8, 4) the spherical harmonics.3 For
our computations, we find that 1 < 3 is sufficient for 1% convergence of the force (and
force difference). Lower surface-surface separation would require additional values of
1.
We now show how to build (in the dilute limit) the scattering matrix for an
entire slab of omega particles. This involves applying both translation and rotation
operations to the single-particle scattering matrices to describe scattering from the
different constituents of a unit cell in Fig. 3-3. The rotations are applied in the
spherical multipole basis; the scattering matrix F is a spherical tensor constructed
from basis elements l', im') & (1, m 4. A rotation is specified by a set of Euler angles
a, #, -y [62]. The transformation operator for a spherical basis element 1l, m) is given
in the Z-Y-Z convention by [4]:
R(a, #, y) = e iL e i3L (3.12)
31n eq. (3.9) we have implicitly assumed outward scattering, for which r > r'
4Since the rotations are diagonal in the polarization basis, we suppress this index.
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where Lk are the angular momentum operators (these matrices are given for each l
by the 21 + 1-dimensional representation of SU(2)). In the Z-Y-Z convention for the
Euler angles, the explicit matrix elements of R are:
(l', m'IR(a, #, -y) 1l, m) = eim'a e-im d(l, m', m, #)6;', (3.13)
where d(l, m', m, #) is the "little" Wiger matrix, which can be expressed in terms of
hypergeometric functions [31:
d(l, m', m, #)
= (-1) (a + k) [sin(r#/2)]a[cos(7r#/2]6
X 2 F1[-k, (1+ a + b+ k), (1 + a), 1 - cos(r#/2)]
= K3,q=Q3 7a=Aj
= {1+m,l-m,l1+m',l-m'}
= {I' - m,0,0,m' - m}
= {Im' - mm-i ',im -
= {j 1K < Ki Vi}.
m',im' - m}
(3.15)
The transformation of the (1, 1) spherical tensor 1l', m'}{l, m| is then:
F ' R 0 R[Fi',m',P';,m,P
= ea(m-m')eY(M-M')d(', M', Im', ,)d*(1M,iM, #) FL',,,P,;l,M,P
M,M'
This is done for each angle of rotation given in the unit cell of Fig. 3-3. To finish the
construction of the unit cell scattering matrix, the particles must also translated by a
set of basis vectors within the unit cell. However, it is mathematically more convenient
to first convert the scattering matrices to a planewave basis. This conversion is
accomplished by multiplication by the wave conversion matrices D(k±, p; 1, m, P),
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where
(3.14)
k
K
Q
A
j
which are given explicitly in Ref. 154. Once the scattering matrices are expressed in
the planewave basis, translation by a vector X = (X-, z) amounts to multiplication
by the (diagonal) matrix [154]:
U(X)k1 ,,p;k,, = (27r)2j(2)(k± - k'1)eikxi'Le-Vw2+Ik-2z (3.16)
This gives the full scattering matrix, in the planewave basis, for a single unit cell. Now
we must incorporate the two-dimensional periodicity of the lattice: for scattering from
a unit cell in the planewave basis, one computes the scattering coefficients between
planewaves of arbitrary ki and k'i, P and P'. When the scattered fields are summed
over all unit cells of a periodic structure (in two dimensions), the scattering matrix
gains a factor EG(2) 26(2)(ki - k' + G)/a 2 , where {G} are the reciprocal lattice
vectors G E {nxx + fnyy I (m, n) E Z 2}. Therefore, only scattering processes
between planewaves where ki - kI = G are required. However, the scattering matrix
acquires an additional (continuous) index ki that lies in the first Brillouin zone; k1
is simply the Bloch vector corresponding to the periodic boundary conditions on the
fields. Finally, we sum the scattering matrices over multiple layers in z to get a semi-
infinite omega medium; this amounts to applying the operator E' U(O, 0, na); in
practice, we truncate this sum to nmax = 30. The total Casimir energy between
objects 1 and 2, separated by a distance d, is expressed as:
E = 0 1 7 1-ir/a d log det (1 - U(0, 0, d)IFk 1U(0, 0, d)Fk4. (3.17)
The matrices F have discrete indices indexed by the Brillouin zone (nx, ny) E Z2. 5
For computation, we must restrict the range of n2 and ny to make the matrices finite-
dimensional. For the present computations, we find that Inx, Inyl < 3 suffice. Lower
separations would require higher values of n. The integration over d2ki is performed
with a simple trapezoidal rule using 11 points in each dimension.
5Discreteness of the matrix indices is not actually required for numerical computation; in Chapter
6 we will use a basis in which the matrix indices are continuous variables.
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Chapter 4
Structural anisotropy and
orientation-induced Casimir
repulsion in fluids
4.1 Introduction
In chapter we consider the Casimir force between two periodic arrays of nanowires
(both in vacuum, and on a substrate separated by a fluid) at separations comparable
to the period. We compute the dependence of the exact Casimir force between the
arrays under both lateral translations and rotations. Although typically the force
between such structures is well-characterized by the Proximity Force Approximation
(PFA), we find that in the present case the microstructure modulates the force in a
way qualitatively inconsistent with PFA. In contrast to the previous chapter, we find
instead that effective-medium theory, in which the slabs are treated as homogeneous,
anisotropic dielectrics, gives a surprisingly accurate picture of the force, down to
separations of half the period. This includes a situation for identical, fluid-separated
slabs in which the exact force changes sign with the orientation of the wire arrays,
whereas PFA predicts attraction. We discuss the possibility of detecting these effects
in experiments, concluding that this effect is strong enough to make detection possible
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in the near future.
4.2 Preliminary Discussion
We examine the configuration shown in Fig. 4-1, consisting of two identical mi-
crostructured slabs consisting of periodic arrays of dielectric nanowires. We compute
the exact Casimir force for this geometry using a combination of existing scattering
theory techniques [91, 154,208], to be described below. We find that the microstruc-
ture of the slabs leads to a number of interesting qualitative effects: the force between
the slabs can be dramatically modulated by rotating the two slabs at fixed surface-
surface separation. In vacuum, the force between the slabs can be significantly reduced
(more than halved as the rotation angle changes), and if the slabs are immersed in a
fluid, the sign of the force can flip. It turns out that, even at moderate separations
d/a ~ 1, PFA cannot capture either of these effects. Specifically, consider the behav-
ior of the Casimir force between the slabs as they undergo lateral translations y (at
y = 0 the slabs are mirror-symmetric) and rotations 0. At 0 = 0, the slab microstruc-
tures are aligned as in Fig. 4-1 (upper), while for 0 = r/2 the slabs are crossed, as
in Fig. 4-1 (lower). As y and 0 are varied, the slab surface-surface separation d is
kept fixed. From a simple geometric argument, it is clear that for vacuum-separated
wires PFA predicts the following bound on the Casimir force between two identical
slabs:
Fanigned,y=a/2 5 FEcrossed 5 Faigned,y=o (4.1)
(a positive force is attractive). Here Fcroe denotes the force when 0 = 7r/2. This
bound is insensitive to the details of the exact PFA used, and simply relies on the fact
that the wire surface-surface separations are minimized at 9 = 0, y = 0 and maximized
when 0 = 0, y = a/2. Although a PFA prediction must be valid as d/a -+ 0, for the
systems examined in this work we find that the bound eq. (4.1) is violated even at
moderate distances d/a - 1. For vacuum-separated metallic/dielectric (e.g., gold or
silica) nanowires and no substrate, this implies that changing the orientation of the
wire arrays (i.e., their geometry) plays a stronger role in reducing the force than simply
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Figure 4-1: Configuration examined in the text. Each slab consists of a single periodic
array of cylindrical wires embedded in a semi-infinite substrate; the goal is to create
for each slab an effective anisotropic medium. Of interest here is the change in the
force from when the wires are aligned (Top) and when they are crossed (Bottom).
When the medium between the plates is a properly chosen fluid, we show that the
force switches sign as a function of orientation for certain separations.
reducing the pairwise surface-surface separation between the slabs. In another case to
be discussed, in which the wires are gold, the substrate silica, and the fluid ethanol,
the bound eq. (4.1) is also valid. However, we find from exact calculation that while
PFA predicts Fy=a 2 < 0 and Fcrmea > 0, the opposite is in fact true, i.e., aligned
slabs are always attracted to each other, while crossed slabs are repelled. Therefore,
in our case at d/a ~ 1 the sign of the force can therefore be modulated by rotating
the slabs (but not translating them), an interesting possibility for experiments that
we discuss later.
To understand these effects qualitatively, we find that a much more suitable frame-
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work is the effective medium approximation (EMA), in which the microstructured
slabs of Fig. 4-1 are describable as an homogeneous medium with a given anisotropic
permittivity tensor s= diag (eli, i, ei) (here and below, E, el and ei will be used to
denote effective, homogenized permittivities). We are able to compute the effective e
tensor for this configuration from our scattering method [179], and we find that for
the gold-silica-ethanol configuration, the deduced effective-medium parameters follow
an ascending sequence Ei < Efluid < Ell. This ascending sequence is known to lead
to repulsion [44] for uniform, isotropic materials, and we find below that the effect is
also present for anisotropic materials and individual polarizations (although in this
case, as discussed below, an ascending sequence is not sufficient for repulsion). One
expects the EMA to be strictly valid as d -+ oo, however in our case it turns out,
somewhat surprisingly, to be qualitatively accurate down to d/a < 1 (a mathematical
proof of why the EMA holds at such short separations, at least for crossed slabs,
is given in Appendix 4B. Further, we find that for realistic materials (gold wires,
silica substrate, immersed in an ethanol fluid) and geometry parameters, this orienta-
tion induced repulsion at fixed surface-surface separation between the two slabs holds
down to separations d/a -, 0.5.
In Chapter 3, we discussed how attempts to predict novel Casimir effects on
the basis of effective-medium theory have either (1) not lead to interesting effects,
or (2) been contradicted by exact calculations, the latter case being the subject of
the previous chapter. Therefore, while in some circumstances EMA can be a useful
qualitative guide (and rigorously accurate in certain limits), it must be used with
caution-ideally, as a supplement to exact calculations. By the use of EMA, orienta-
tion dependence (and the resulting Casimir torque) between slabs has previously been
considered for two birefringent plates with weak anisotropy [133,185,199]; exact cal-
culational techniques have been applied to corrugated metallic plates [165]. Although
the torques in these systems are in principle measurable, the change in the force with
orientation is small, and the forces are always attractive. Based on an EMA analysis,
Ref. 82 showed a large orientation dependence for theoretical uniaxial conductors,
and suggested a possible realization via nanowire arrays, but without calculation in
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the latter case and without changing the sign of the force.
In the present chapter, we analyze this effect for periodically-patterned, vacuum-
separated suspended membranes (which form a potentially promising medium for
Casimir force measurements [1751) and for gold wires on silica substrate, immersed
in ethanol. In both cases, we find eq. (4.1) is violated down to d/a ~ 1. In the
former case, we find that the force is 70% lower for crossed slabs compared to aligned
slabs (for any y) at large separations, while at separations comparable to the unit cell
(e.g., 100 nm) there is a more modest, but still significant, 30% reduction. For the
latter system, we find that aligned slabs are attractive for all y down to d/a ~ 0.5
while crossed slabs are repulsive in this range. These examples demonstrate a system
in which effective-medium theory is correct and gives predictions that differ from
PFA in a highly nontrivial way. Given that nanowire arrays below 15nm can be
fabricated with current technology [131] and that for these dimensions the predicted
effects occur down to sub-100 nm length-scales, these effects should be experimentally
accessible. After presenting these results, we argue how they may be experimentally
detectable (assuming suitable fabrication techniques) and estimate force magnitudes
in the hypothetical case where one of the slabs is replaced by either a sphere or
cylinder with a wire pattern stamped on its surface.
4.3 Method
In this chapter, we perform our Casimir force calculations with a semi-analytic scat-
tering method using a combination of results from Ref. 91,154,208, which efficiently
computes the exact Casimir force between periodic arrays with one dimensional of
translation-invariance. Our implementation differs somewhat from previous scatter-
ing methods (e.g., Refs. [35,931) in that it is particularly well-suited to unit cells with
objects of compact cross-section, such as the wires in Fig. 4-1 (rather than, e.g., ex-
tended rectangular gratings). While we are primarily interested in objects of circular
cross-section in the current work, the present method can be extended in a straight-
forward manner to treat unit cells with arbitrarily shaped compact objects using the
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hybrid technique discussed in Sec. 6.4 (adapted to the cylindrical multipole basis).
In addition, we have checked the results with FDTD and found good agreement, and
additional FDTD computations show similar results for square wires. Also, the effects
are not significantly different at zero temperature and 300 K, so we work exclusively
in the zero-temperature limit.
The two plates are separated from each other by a distance d in the x direction,
and the slab is termed y-directed if the wires are along the y axis (similarly for z).
The slabs are aligned if both slabs are y- or z-directed, and crossed if they are not.
The zero-temperature Casimir interaction energy for a q-directed slab displaced by x
from a q' directed slab (q, q' = y, z) is:
E = j d d k log det (I - R)UtR(fU) (4.2)
where R1 ,2 are the scattering matrices of planewaves for the two slabs, U(x) is the
planewave translation matrix for relative displacement x between the slabs, and the
integral of transverse wavevector components k., kz is over the first Brillouin zone.
See Ref. 154 for a detailed derivation and a partial review of precursors [50,84,113].
For the present work, we require an efficient method of computing the scattering
matrices from periodic arrays, which we describe in more detail in Appendix 3A.
For sufficiently large distances, the relevant frequencies and wave-vectors are un-
able to probe the structure of the arrays and consequently an effective medium ap-
proximation should produce good results. In our case, such an effective medium
should have a much larger conductivity in the direction of the wires as compared to
the other orthogonal directions even in the static limit (this being one of the motiva-
tions for the current configuration), so it is clear that an anisotropic EMA is called
for. Fortunately, Casimir interactions between anisotropic homogeneous media have
been studied by several authors [7,8,145,149,179, allowing us to build upon their
results. We use the method of Ref. 179 (outlined in Appendix 4A) to obtain the
scattering matrices assuming a known permittivity E. In the subsequent analysis,
we also require the inverse procedure: given the scattering matrices (computed using
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the method of Ref. 179) of the exact structure, retrieve the best-fit EMA 7. This
procedure quickly becomes intractable if arbitrary E and I are allowed. Instead,
we assume jig = oij and 7.,=E,, exhibit no dependence on k1 aside from its po-
larization. For Iki -+ 0 the scattering matrices for each polarization reduce to the
standard Fresnel formula for reflection off isotropic interfaces. Their inversion then
yields the effective dielectric tensor:
e1 (ik) = Efluid (1 + 2 -(0) = Efluid ( +R-)2 (4-3)
4.4 Results
In the configuration of Fig. 4-1, the wires have radius r = 0.3 a and period a; we
take the wire centers to be in the substrate and the wire surface to be tangent to the
substrate surface to maximize the wire-wire interactions. The permittivities of wires,
substrate, and fluid are respectively ei(k), e2(i ) and e3 (i) for imaginary frequency
(. The materials used for the wires, substrate, and fluid are gold, ethanol, and silica,
respectively. For gold, we use a plasma model with (, = 1.36 x 1016rad/sec (the
addition of a small loss term does not change the results significantly). For silica and
ethanol we use standard oscillator models [14,125].
4.4.1 Vacuum-separated slabs
We first compute the Casimir forces when the intervening medium is vacuum (E3 = 1),
comparing the force Faligned (y) for aligned slabs with the force Fcrmse for crossed slabs.
In the aligned case, the force can depend on y (leading to a lateral component of the
force), and in this case Faig,,ed refers only to the normal component of this force.
In the crossed case 0 = 7r/2 there is no y-dependence. Although there is no sign
change for vacuum-separated slabs, this configuration is of interest because it can be
fabricated as a single suspended-membrane structure for each orientation [175], and
may be easier to work with than a fluid system. Figure 4-2 shows results for wires
composed of perfect metal, gold, and heavily doped silicon, the latter being more
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conventional for fabrication. We plot the ratio Fcrosd/Figed (y) (the shaded regions
indicate the full range of this ratio as y is varied), which serves two purposes. First,
it indicates the required relative accuracy in a force measurement needed to discern
the orientation-dependence of the force in an experiment. Second, it indicates the
transition from the PFA to the EMA regimes via eq. (4.1): if the force is determined
as a sum of pairwise interactions, then the total force is maximized when the pairwise
surface-surface distances are minimized. A simple geometric argument shows that
the net distance is maximized for 0 = 0, y = a/2. On the other hand, this distance
is minimized for 9 = 0, y = 0. The bound eq. (4.1) then follows. It turns out
that the force is always attractive in this situation, so we have the further bound
Faugned(y = a/2) > 0. Therefore, PFA predicts that there is a range of y such
that Fcrossed(y)/Faligned > 1. By contrast, EMA predicts the inequality Fcrosd <
Faugned (there is no y-dependence in this approximation). This inequality stems from
the following scattering-theory argument: for d/a > 1, the exponential suppression
of k., kz $ 0 in U [154] implies that the force is dominated by the scattering of
planewaves at normal incidence (ky = kz = 0). For normal incidence, the reflection
matrix RW is anisotropic but diagonal in polarization, and can be computed from an
effective anisotropic dielectric tensor: 7 ():
E (ii) = diag (E22, y,z) R ~ diag (Ri1, R 1 ) (4.4)
where Rii and R 1 are the matrix elements for incident light polarized parallel and per-
pendicular, respectively, to the wires. For normal incidence, ex2 does not contribute,
and we define eli = Ezz and ei = ey. Due to the high permittivity of the wires and
the low permittivity of the substrate, we expect |R 1I < |R1 I and RiRii > 0 [note
that R(i ) is real]. When the wires are aligned, the relevant product of scattering
matrices in the energy integrand is (R + R ~ R2, and when they are crossed the
term is 2RiiR 1 , implying Fcrossed < Fadge. From Fig. 4-2, this bound is clearly vio-
lated in doped Si for d/a < 0.6, and for other materials at smaller d. Note that this
includes a region d/a < 2 for which there is still a strong y-dependence of this ratio,
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indicating that while EMA is not strictly valid, it still has more predictive power than
PFA.
As d/a -+ 0, the force ratios should approach a constant determined by (4
0): this ratio is ~ 0.29 for all three materials. However, this limit is approached
very slowly (O(d- 1/ 2) for perfect metal/gold wires). The EMA d-dependence is due
both to constituent material dispersion and an effective geometric dispersion in 7 (ii)
induced by the geometry of the wires. As ( -+ 0, ell -+ Ei(i ) and Ei -+ E 2 (i(). The
former limit follows from the 1/ 2 divergence of 61 as ( -+ 0 (if we add a dissipative
term to 6i, the divergence is only 1/6 but this crossover occurs at frequencies too low
to affect the present results). The latter limit follows from the fact that the static
polarizability of the wires in the transverse direction is finite, implying that their
contribution to the scattering amplitude vanishes as ( -+ 0. Therefore, as ( -+ 0, Ei
depends only on the substrate, which has semi-infinite extent; we have checked this
relation numerically and found good agreement. limd.o.o Frossed/Faignd can then be
obtained by computing the force between two anisotropic plates, with Ell = 00 and
El = E2(0).
For all d/a > 1.5, the orientation-dependence of the force is quite strong (> 30%).
In this range, the absolute pressure is approximately 2% of the corresponding pressure
between two homogeneous perfect metal plates. As differences of this magnitude
between vacuum-separated plates have been measured on the 100 - nm length scale,
we are hopeful that this departure from PFA can be detected experimentally.
4.4.2 Fluid-separated slabs and tunable repulsion
In the previous example the force is always attractive, because ei(ik), e 2 (ik) > E3 (iK)
for all 6 [1551. However, if the medium between the slabs is a fluid such that
Ei(k) > e3 (ik) > E2(k), the above EMA analysis predicts that the force in the
crossed configuration should be repulsive as d/a -+ oo since by the Fresnel formula
at 6 = 0, RiRll < 0, leading to the well-known Casimir repulsion for an ascending
sequence of e for each polarization [134]. By contrast, in the aligned configuration
the force is attractive when y = 0 due to mirror symmetry [83], and the intuition
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Figure 4-2: Ratio of the Casimir force between crossed wire arrays (Fc.,j) over
aligned wires (Faniie(y)) between vacuum-separated nanowires of perfect metal, gold,
and doped silicon (dopant density 102o/cm 3 ). a -+ oo corresponds to using non-
dispersive e(i( -+ 0) for all materials (because ( is in units of c/a). Shaded regions
indicate the range of values that Fagnged takes over all relative lateral displacements
y of the wire centers, with their higher (lower) boundary indicating the force for
y = 0 (y = a/2). PFA predicts, via eq. (4.1), that the maximum of this ratio should
exceed 1, which is only true for Si at d/a - 0.6, and for gold/perfect metal at lower
separations. Inset: details of the configuration examined.
that this attraction holds for non-zero y is confirmed by calculation. However, strong
corrections to this argument occur at finite separations: waves with nonzero k, and
kz contribute, and are not in general polarized along the y or z axes. These waves
will couple to both e- and e . on each reflection. The sign of the resultant reflection
coefficient will usually be the same for both z- and y-directed slabs, leading to attrac-
tive contributions. Further, as seen in Chapter 3 the microstructure can also lead to
significant corrections, possibly eliminating the effect for separations comparable to
the unit cell. As such separations are necessarily required for experiments, we require
exact results to verify that this effect persists in experimentally accessible regions.
The exact results are shown in Fig. 4-3; as in Fig. 4-2, shaded regions show the
y-dependence. The results show a clear attractive-repulsive transition as the slab
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orientation is varied between the aligned and crossed configurations. This effect per-
sists for both the ideal case of perfect metals (a -+ oo) and dispersive materials at
a = 100 nm; both show qualitatively similar behavior. For crossed slabs, the repulsion
is fairly flat over a - 40 nm range. At first sight, it is temping to ascribe the repul-
sive force observed for crossed wires to PFA-line interactions between opposing areas
where metallic wires face dielectric substrate and thus feel a repulsive force. However,
if this were the case, then by the same argument (and eq. (4.1)), Fauiea(y = a/2)
should exhibit an even stronger repulsion. This is clearly not the case in Fig. 4-3 for
d/a > 0.5; rather, the results for repulsion are consistent with the EMA argument
given above. To estimate the magnitude of this repulsion, for a = 100 nm the repulsive
pressure is approximately 1% of the pressure between parallel perfectly-conducting
plates separated by a comparable distance d in vacuum, e.g, ~ 0.13pN/im2 . Repul-
sive forces in fluids on this order of magnitude have been measured [134], therefore
these forces are potentially within reach of current or near-future measurement tech-
niques (the force in more realistic sphere-plate and cylinder-plate geometries will be
considered in Sec. 4.4.4 below). Interestingly, when the wires are crossed and d varies
there is an attractive-repulsive transition at a critical separation d = de. This leads to
an unstable equilibrium with respect to d. (The crossed configuration is always un-
stable with respect to orientation.) This transition, as mentioned above, is attributed
to the eventual dominance of attractive forces as separation goes to zero. However,
we will see below that such a transition is predicted by EMA as well, and is therefore
not due entirely to proximity effects.
Before continuing, it is interesting to see what the PFA prediction for the force in
this system is. We simplify matters by computing the PFA assuming instead wires of
square r x r cross-section, with centers a distance r/2 beneath the substrate surface
(by minimizing the amount of curved surface, we expect this to maximize the range
of separations for which PFA is accurate). Using FDTD computations, we have found
that this system exhibits behavior qualitatively similar to that of Fig. 4-3. The results
for a = 100 nm are shown in Fig. 4-4 (taking a -+ oc yields a qualitatively similar
curve). Inspection reveals that the PFA prediction exhibits the opposite behavior for
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Figure 4-3: Casimir pressure for the same parameters as the inset to Fig. 4-2, with
a silica substrate and ethanol between the two slabs. Positive values indicate an
attractive force, negative values (shaded) repulsive. Both a -+ oo and a = 100 nm are
shown. As in Fig. 4-2, shaded regions denote the range of y-displacements. When
the wires are aligned (blue), the force is always attractive, but when the wires are
crossed (red), the force turns repulsive at a critical separation d > de, which depends
on a.
the sign of the force as the full numerical calculations: the PFA force is exclusively
attractive for crossed wires, but for aligned wires shifted by y = a/2 the force becomes
repulsive.
Although PFA fails qualitatively and quantitatively to predict the results of Fig. 4-
2 and Fig. 4-3, we have not yet examined the quantitative accuracy of EMA. In the
next section, we will examine a description of the force in terms of the EMA, rigorously
valid in the regime (d/a -+ o0). We will see that EMA gives qualitatively correct
predictions for the magnitude and sign of the forces down to separations comparable
to the unit cell size.
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Figure 4-4: Forces computed for the configuration of Fig. 4-3 using the Proximity
Force Approximation (PFA), for a = 100 nm. For convenience in applying the PFA,
square wires of width r are used instead of circular wires (the exact results are not
qualitatively changed). We see that the behavior of Fig. 4-3 is not qualitatively
captured: the force is always attractive for crossed wires, and the bound eq. (4.1) is
strictly satisfied. Similar results are obtained for a -+ oo.
4.4.3 Comparison with EMA
In this section, we examine the extent to which the EMA analysis given above
in Sec. 4.4.1 predicts the correct results, using the method of Ref. 179. We use a
simplified EMA, assuming that Y (ii) = 1 and e (ii) is isotropic in the plane per-
pendicular to the wires. In this case, eH and ej are the only EMA parameters involved;
these are retrieved by applying eq. (4.3) to the scattering matrices computed from
the exact structure. The EMA-predicted force is then computed from the method
of Ref. 179. A plot of the retrieved parameters for a = 100nm is shown in Fig. 4-5.
Shown for reference in Fig. 4-5 are e(ik) of the constituent materials ethanol, silica,
and gold. As expected, ei approaches ei-a for low (, while for higher ( the wires
increase the effective permittivity. In ell, we see a significant geometric dispersion:
in fact, at low (, e||(i() ~ 1 + (4'/)2, where .' ~ 0.36(, is a new, effective plasma
frequency for the gold wires. This is similar to an argument presented in Ref. 148,
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Figure 4-5: Effective-medium parameters for the system of Fig. 4-3 derived from
scattering data for a length scale a = 100nm. el is the effective dielectric parallel to
the wires (black), and Ej the effective dielectric perpendicular to the wires (blue). The
dielectrics of the constituent materials gold, silica, and ethanol are shown for reference.
These dispersions will be used to compute the Casimir force in the effective-medium
approximation below.
where the effective dielectrics of square arrays of wires along the wire axis can be
described by a plasma model with a reduced plasma frequency (as we have only in-
cluded a single row of wires, Ref. 148's result cannot be directly applied, but its basic
idea remains). A similar effect holds when the wires are perfect conductors, where
4 = 7.9. This accounts for the d-dependence in the EMA regime of Fig. 4-2: the
geometry introduces an effective length scale into the system, given by c%.
We use the retrieved E|| and ei to compute R and hence the Casimir force for
the fluid-separated geometry. Computation of the force with the EMA parameters
for the vacuum-separated slabs in the limit d -+ o gives agreement with the results
of Fig. 4-2. The results for the fluid-separated case are shown in Fig. 4-6. We find
that, as opposed to PFA, EMA gives qualitatively accurate (i.e., the same order of
magnitude) predictions for both the magnitude and sign of the force. In particular,
EMA predicts attractive-repulsive transitions at some d = de, where for d < de the
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Figure 4-6: Results for the force computed in the Effective-medium Approximation
(EMA) using an effective homogeneous, anisotropic permittivity tensor E, via the
method described in Appendix 4A. As in Fig. 4-3, results for both a infinite (i.e.,
non-dispersive materials) and a = 100 nm are shown, for both crossed and aligned
configurations. Although quantitatively inaccurate over the range plotted, the EMA
does qualitatively capture the behavior of the force a opposed to PFA. Also shown are
de, the location of the attractive-repulsive transitions for the crossed wires (de = 0.18a
for a -+ oo and is not shown).
force for crossed slabs is attractive. The fact that eli (() is a rapidly decreasing function
of (, while eI increases, indicates that within the EMA the force should receive
attractive contributions from higher ( (which dominate at small separations). Further,
the decrease of both Eli and E2 with decreasing a also contributes to a reduction in
repulsion. This explains why the repulsion for a = 100 nm is lower than for a -+ oo.
With our simplified EMA the predicted values of de are very inaccurate: de ~ 0.18 a
for a = oo and dc ~ 1.05 a when a = 100 nm. However, the y-independent regimes
of Figs. 2-3 suggests that some EMA must be valid in those regimes, and in this
case a more accurate EMA would involve both E.2 5 E1 as well as an anisotropic
effective I. A more general model of dispersion would allow for a translation-invariant
but k-dependent permittivity. Fitting an effective 7 (k) is somewhat complicated
in this framework; rather, to explore the validity of this "specular" approximation
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we compute the force with all non-specular (i.e., terms not conserving ki + G1 ,
where G1 is a reciprocal lattice vector) terms in the scattering matrix R removed.
We find the surprising result that, while this specular approximation does not give
significantly different predictions for the force for aligned wires, it gives much more
accurate predictions for de and the magnitudes of the force for crossed wires. This
indicating that non-specular scattering events are suppressed when the wires are
crossed, even at relatively small separations d/a - 0.5. We give a rigorous proof of
this result in Appendix 4B, using a recently-developed diagrammatic expansion for
the Casimir energy [110].
4.4.4 Forces for other geometries
Parallel-plate configurations involving suspended membrane structures show poten-
tial for new sets of experimental Casimir force measurements for vacuum-separated
geometries [175]; such measurements detect the Casimir force (or force gradient)
through a shift in either the optical spectrum or the resonance frequency of the up-
per membrane. However, to measure the sign change in the force predicted here a
measurement between fluid-separated objects must be performed, where fluid damp-
ing is prohibitive. Instead, a force measurement involving an object (e.g., a sphere)
mounted on an atomic force microscope (AFM) tip [134] is more realistic. In this
case, alignment issues favor the use of one spherical and one planar object [95,130],
rather than the two planes considered here. For our purpose, a pattern of wires similar
to Fig. 4-1 would be need to be stamped on the surface of the object. In this section,
we give force predictions both sphere-plate and cylinder-plate geometries. The latter
case has more difficult alignment issues, but still simpler than plate-plate alignment,
and in this case the Casimir force is much larger than for sphere-plate setups [22].
For both cases, the radius of curvature R is many orders of magnitude larger than the
surface-surface separation d (e.g., R = 200 pm and d ~ 100 nm). Because d, a < R,
it is appropriate to use a hybrid PFA/exact method in which each unit of surface on
the sphere/cylinder feels the exact pressure (as computed in Sec. 4.4.2) between a
plate-plate configuration of the same surface-surface separation. The result is asymp-
116
100
80 + riate + Yiate
60
0
20 Wires aligned
0 ---- --- ---------------------- -----------------.
-20 Wires crossed
50 100 150
Surface-surface separation (nm)
Figure 4-7: Forces for sphere-plate (red) and cylinder-plate configurations, for a =
100 nm. In both cases, the wire pattern of Fig. 4-1 is stamped onto the surface of both
objects, which have radii of curvature R = 200 pm. The cylinder length is chosen to
be L = 16pjim so that the two force curves have comparable magnitude; however the
cylinder-plate force is proportional to L and so will be much larger in magnitude for
a more realistic L ~ R.
totically exact in the limit R -+ oc for fixed d and a.
Results are shown in Fig. 4-7 for R = 200 pm, and are plotted in units of pico-
Newtons. The sphere-plate force has a peak repulsion of ~ 10 pN, which although
below the detection limit of current measurement techniques in fluids, may be observ-
able in the near future. We also note that, although the presence of Casimir repulsion
may be experimentally challenging, eq. (4.1) can be verified with much less sensitivity
(e.g., - 50 pN at d = 50 nm). For the cylinder-plate, we take a length L = 16 pm in
order for the force to be comparable in magnitude to the sphere-plate force. However,
it is clear that if we instead take L ~ R, we can obtain both repulsive and attrac-
tive forces on the order of 1o pN, well within current experimental detection ranges.
Therefore, this system seems most attractive for detection of an attractive-repulsive
transition with orientation in a fluid if techniques similar to those of Ref. 204 to align
the long axis of the cylinder relative to the plane can be extended to fluid-separated
objects.
117
4.5 Conclusions
We have presented an example system, consisting of microstructured slabs, in which
PFA fails at relatively small separations. Instead, EMA qualitatively describes the
behavior of the Casimir force, including the case in which the force can be switched
from attractive to repulsive as the slabs are rotated. We have discussed the prospects
for detecting these forces in experiments. One issue arising in an experiment, not dis-
cussed here, is the increased complexity of the electrostatic calibrations. Conceivably,
these complications can be eliminated in the fluid-separated case by the addition of
electrolytes to the fluid. This should also reduce or eliminate the effect of accumu-
lated surface charges on the gold-silica interface, due to contact potentials [37,38]. For
the case of vacuum-separated doped silicon, a more involved calibration procedure is
required.
Although not examined here, we also note that orientational attractive-repulsive
transitions may also occur using naturally anisotropic materials. We have confirmed
this for the case of lithium niobate slabs immersed in ethanol at zero temperature;
although here dc > 7pLm (implying that finite-temperature effects must be taken
into account), transitions at smaller separations may be possible with appropriate
materials.
Appendix 4A: Details of Computational Methods
Scattering from periodic arrays
There are numerous computational and semi-analytic methods from classical elec-
tromagnetic scattering that can be adapted to Casimir calculations [75]. For exam-
ple, there are computational techniques based on generic grids/meshes, e.g. finite-
difference methods [119,146,167,172]. There are also Casimir methods [35,93] based
on classical cross-section methods (rigorous coupled-wave analysis [129], also called
eigenmode expansion [15]), which divide the geometry into slices with constant cross-
sections and match modal expansions between slices. Alternatively, there are spec-
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tral integral-equation methods tracing their roots to classic Mie scattering and related
problems [191]: one divides the geometry into high-symmetry objects like spheres and
cylinders, computing the scattering matrix for each object in a specialized basis (e.g.
spherical waves), and then combining the matrices from different objects to match
the boundary conditions. These methods have been adapted to Casimir problems
for geometries consisting of a finite number of isolated objects [50,84,113,154] and
corrugated surfaces [23]. Here, we adapt similar methods to periodic arrays of iso-
lated objects (cylinders) by exploiting classical lattice-sum scattering methods [208].
For completeness, and because our formulation is directly in imaginary frequency and
our normalization conventions differ from other applications [91,208], we outline the
derivation in this section.
The scattering matrix To from a single circular cylinder can be computed analyt-
ically in the basis of cylindrical multipoles, using the basis functions [154]:
|E)'*g" '(i, x) = LP [$ ""t (ig, x - x)]
(4.5)
where the linear differential operators LP (p = M, N are the transverse electric and
transverse magnetic polarizations, respectively) are:
LM= 1 Vx
LN - 1 VXVX
and the cylindrical wave functions are:
$eg (ig, x) = In k! + 2 ,2 + y2 eikzz+inO
$" t n (i, x) = Kn k ± +2 22) eikzz+inO
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I, and K. are the modified cylindrical Bessel functions, and x gives the coordi-
nate origin. The calculation of To is straightforward and we omit it here. We note
that although the present method is simplified by the semi-analytic calculation of the
scattering from circular cylinders, methods exist that can compute the scattering ma-
trices of non-circular cylinders of arbitrary cross-section [163]; such a hybrid method
allows for efficient scattering computations from general two-dimensional arrays of
compact objects.
We now derive the scattering matrix T for a periodic array of cylindrical scatters
in a uniform medium (the fluid interface will be added later). T is defined to be
the scattering matrix from each cylinder j in the basis given by eq. (4.5) with origin
xj = jay, in the presence of the entire array of cylinders. This array has period
a in the y-direction and is translation-invariant in z, and only a single layer in the
x-direction. In other words, for an incident field IE) ", the scattered field emitted by
currents on cylinder j is:
IE()"att = eikyjaTIE)in (4.6)
Here we have assumed that the incident field |E)i" is a planewave with transverse
wavevector components k. and kz, and have normalized it with respect to the origin.
Then using the translation matrices [154] for the basis functions of eq. (4.5), the
scattered field from object j, converted to the basis at the origin (j = 0), is given by:
p,reg ikyj=O)/ ' (j) ann
k (EU-|E)) = S , e (-1)"' it$,,, i(EIE)" (4.7)
where the elements of the lattice sum S are given by:
S = Km (|xI Qk2 + E622) e-imo (4.8)
and 0, = sign(j)!; and this transformation is diagonal in polarization p. Using
linearity of the scattering process to sum over all incident cylindrical waves, the total
incoming field at the origin xO for a planewave |E)i" is obtained by summing the
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incident fields and the scattered fields from all cells j #4 0:
IE)in,total = 1+ ( eiksaS(i)) AT IE)i
= (1+SAT)IE)n"
The matrix S is formally defined as the infinite sum of all S(U) (in imaginary frequency
this sum is well-defined due to the exponential decay of K), and A,,, =
The field scattered from the cylinder at x = xo, in the presence of the array of
cylinders, is then:
IE(3=o)) att = To (1 + SAT) IE)i"
=TIE) i"
where the last equality follows by the definition of T. Because this equation holds
for arbitrary incident field vectors |E)", the equation holds for the operators as well,
allowing us to solve for T:
T = [1 - ToSA]'1 To (4.9)
Although both S and A are diagonal in polarization p, in general To is not and
different polarizations will couple to the periodicity via eq. (4.9). The scattering
matrix from the entire array is a sum of T over all unit cells. This sum is more
naturally expressed in a planewave basis, using the wave conversion matrices D for
cylindrical waves [154] (here we have absorbed the normalization factors C,, defined
in Appendix B. of Ref. 154, into the definition of D), from which we find the planewave
scattering matrix:
Rk = Dt TDK (4.10)
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Here k is the reduced Bloch vector, and the matrix Rk couples all vectors k + m-ry
for all integer m.
The incorporation of multiple interfaces in the x-direction is achieved via a stan-
dard transfer matrix approach, e.g., Ref. 208. For the case of a uniform medium E3
outside of the plates, the Fresnel formula are combined in a straightforward manner
with the matrix T above to finally give the full scattering matrix R for the objects
of Fig. 4-1.
For numerical computations, ten cylindrical multipole moments in the single-
cylinder scattering matrix, 10/i terms in the lattice sum of eq. (4.9), and a simple
exponential extrapolation from only 7 x 7 Brillouin zones for eq. (4.10) were sufficient
for < 1% error.
Effective-Medium Approximation
In this section we outline the method used to predict the scattering matrices R from
a specified E. The method is given in full detail in Ref. 179.
In an anisotropic EMA, we assume that the i-th object is described by a homoge-
neous (position-independent) permittivity tensor
Exx Ezy EZ
E= EX, EY e j, (4.11)
L 
6
!I EZ EZZ
where the frequency dependence is left implicit and we used the fact that the per-
mittivity tensor is symmetric on its spatial indices [96]. The relatively symmetric
character of our setup leads to a very useful simplification in eq. (4.11) that becomes
apparent in a coordinate system with its x-axis perpendicular to the slabs interfaces:
it is clear that regardless of the in-plane orientation of the wires there is no mixing
with the x-component, and so
exy = EXz = 0. (4.12)
In addition, for our simplified EMA we make the further approximation that e22 =
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EY = E1. This symmetry implies that the e tensor is diagonal in the x, y, z coordinate
system of Fig. 4-1 (top) and is of the form:
= 0 E 0 (4.13)
0 0 El
Consider a planewave of transverse wavevector ki = (ky, k,) impinging on the slab,
and let # be the angle ki makes with the z-axis. For our purpose, the scattering
problem is best solved in the coordinate system (x', y', z') of the plane wave, where
z'= x and z' is parallel to k1 . In this basis, the E tensor becomes:
E = 0 Exc2 + eIIs 2  (Ell - E1)sc
0 (el - ei) sc EllC2 + is2
where c = cos # and s = sin #.
We can now proceed to determine the scattering matrices of planewaves for the
isotropic-anisotropic flat interface. After a considerably long algebraic calculation (for
details see Ref. 179, but note the change in coordinate systems between our Fig. 4-1
and their Fig. 3, and that for us c = cos # and the speed of light is set to 1), it is
possible to show that the four reflected/incident amplitude ratios are given by
TETEdeM
r E(i, k1 ) det MTk M -+k,
r TM,TE detM
det M ,-k
TM,TM det M4r M(i6, k) det M k-4it
k,/-+k,
123
-1 0 ( (2)
qin/w 0 -#(1) p(2)
0 qijn/w 1 1
0 -1 17(1) (2)
1 0 a(m a(2)
M1 qin/w 0 -#() _(2)
0 qin/w 1 1
0 -1 .(l 7(2)
-1 1 a a(2)
qin/w qin/w -0(1) _,(2)
M2=
0 0 1 1
0 0 7(l) 7(2)
qi
0 0 a(l) a(2)
0 0 -(1 _p(2)
I/( qin/w 1 1
1 -1 7.(l) 7(2)
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where
-1 0 a) a(2)
= qm/w 0 -#(1) -(2)
o qin/w 1 1
0 1 ) (2)
Here qin - k2_; the coefficients in the matrices above are defined by
_P (q(p)) 2 _ W2 A
W2C1
O(P) - L31 _ L 32 a()
q(P) q(P)
y(P) L41  L42 ()q - Wq(P)
where p = 1, 2 and also
q(P) = q(±) = 1 VA + B± v(A - B)2 + 4C
with
A = L14L41
B = L23L32
C = L14L42L23L31
Finally, the elements Li3, are defined in terms of the permittivity tensor as
k 2'
L14 = W' - 1
L23 = 1
Lai = -L42 = (EL - Ejj)sc
k2
L32 = -kz + ec2 +EIs 2
L 4 1 = -- e 2 _ LS 2
125
(4.14)
(4.15)
|G,Gz) > |G,,Gz) (G,, Gz U|G(,Gz)
|GY,Gz) >G,Gz) (GYGzIJJ|IGY',Gz)
Figure 4-8: Feynman rules for the diagrammatic expansion of the Casimir energy,
following Ref. 110. In our notation, planewave states are indexed by their reciprocal
lattice vector G1 = (Gb, G2); frequency, polarization, and the conserved reduced
Bloch vector ki are suppressed as our focus is on non-specular (i.e., G 1 not conserved)
reflections. Here U is the free-space translation matrix, and Ri the scattering matrix
for object i (= 1, 2 for our case). Primes on the polarizations (e.g., y') denote distinct
wavevectors.
A careful analysis shows that the equations eq. (4.14) become singular at ! =
for integer n. In this case, we take the limit # - n! numerically.
Appendix 4B: Suppression of non-specular scatter-
ing
In this section we give a proof that non-specular scatterings (i.e., those not conserv-
ing the perpendicular wavevector ki + G-) are greatly suppressed for crossed slabs
relative to aligned slabs. This explains the wide range of validity for the specular-
reflection approximation for crossed slabs. The proof is a straightforward application
of a recently-developed diagrammatic expansion for the Casimir force [110]. In this
framework, the log det expression of eq. (4.2) is re-expressed as Tr log and expanded
in a power series. Each term in the power series can be computed via a set of Feyn-
man rules, shown in Fig. 4-8. For sufficiently large separations, this series is rapidly
convergent.
Each scattering event is represented as the process |G2, G) -+ G', G'), where
Gx, Gz represent the perpendicular wavevector of the planewave. We suppress both
the frequency and reduced Bloch vector ki (which are both conserved in the scattering
process), and the polarization p (which is not relevant to our analysis of non-specular
126
Wires Aligned Wires Crossed
G,)Gz) 2'' |GG
Z, -------- 0-------- Z2 |GyeGz) G' G')
G' Gz) Z-- |G' G ',y 2
Figure 4-9: Lowest-order diagrams representing the contribution of non-specular scat-
tering events to the Casimir energy, constructed using the rules of Fig. 4-8. Because
we are measuring the energy of interaction between two objects, successive interac-
tion vertices must involve different objects. On the left, when both objects 1 and 2
are directed along the z-axis, a non-specular event can occur in a 2-vertex diagram.
However, when the wires are crossed, the lowest-order allowed non-specular process
involves a 4-vertex diagram.
reflection). Each object is represented as a pair indicating the object alignment (Y, Z)
and object index (1,2). The key point is that, due to translation-invariance, the scat-
tering matrix for a Z object is proportional to 6 (G2 - G'), and for a Y object is
proportional to 6 (G, - G',). Further, the free-space propagator is diagonal in the
planewave basis and thus conserves both G. and G2. Successive interaction vertices
in a diagram must involve distinct objects as external insertions; therefore, for the
crossed configuration, a planewave must scatter twice as many times to return to
its original state in the lowest-order diagram relative to the aligned configuration.
Example lowest-order diagrams are shown in Fig. 4-9. We find that for aligned (e.g.,
ZZ) slabs, the lowest order diagram involving non-specular reflection involves two
vertices, while for crossed slabs it involves four vertices. Since each propagator rep-
resents an exponential attenuation, and each scattering event multiplication by a
number of magnitude less than unity, this implies that non-specular interactions are
greatly suppressed for crossed slabs.
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Chapter 5
Casimir repulsion between metallic
objects in vacuum
5.1 Introduction
In Chapter 3 we discussed attempts to use geometry to modulate the Casimir force,
either by reducing its magnitude or switching it from attractive to repulsive. We
explicitly demonstrated that neither of these were possible to any significant degree
in the case of chiral metamaterials, and argued that in general metamaterials were
a dead-end route towards these goals. In Chapter 4 we discussed how geometry can
be used to switch the sign of the Casimir force, but only if the objects are sepa-
rated by an appropriate fluid medium. The question remains: can the force between
vacuum-separated metallic/dielectric bodies ever be repulsive? In this chapter, we
demonstrate that the answer is yes by showing that anisotropy, in the form of an
elongated particle above a plate with a hole, shown schematically in Fig. 5-1(a). The
particle is unstable to displacements in the transverse direction and to rotations and
therefore does not support stable levitation, consistent with Ref. 155. The result, orig-
inally concerned with the idealized case (in which the plate is perfectly thin, perfectly
conducting, and the particle of infinitesimal size) follows from an elegant symmetry
argument due to Michael Levin, which we briefly summarize in Sec. 5.2.1. This repul-
sive force is interesting in that it can neither be interpreted as arising (qualitatively)
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from pairwise-additive forces [29,48,49,93,113] or from an effective-medium interpre-
tation [99,133,176,178, 214] (for other such exceptions, see Ref. 168); it is therefore
truly geometric in origin.
We will demonstrate via numerical computations using both the FDTD and BEM
that this effect extends to plates with finite thickness and non-ideal conductivity (e.g.,
gold) and particles of finite size in both dimensions, and obtain estimates for the
strength of the repulsive force in these cases. We will examine in detail the effects of
these non-ideal properties on the repulsive force, and we will find that under realistic
assumptions on both the materials and the object dimensions this repulsive effect
persists, but is very small in magnitude (on the order of 10 aN).
In Sec. 5.3 we will examine a modified system in which the particle is replaced by
an anisotropic Rydberg atom, and the "repulsive" effect is manifest as an unusual level
shift in the excitation spectrum of this atom, an idea that was proposed to our group
by Simen Ellingsen. These level shift experiments are of much greater sensitivity
to experimental measurements and are likely to detect effects of this magnitude.
However, we will show that at present we cannot engineer a Rydberg atom with
sufficient anisotropy to observe this effect, although this may be possible in the future.
To enhance the repulsive force (and demonstrate the power of our numerical tech-
niques), in Sec. 5.4 we extend our analysis beyond the "dipole-regime" to systems
in which the particle cannot be treated as a single dipole, looking at, e.g., rings of
multiple particles and anisotropic cylindrical capsules (which can be thought of as
composites of many individual anisotropic particles). In these cases, analytic dipole
arguments can not be applied as they would not lead to a sensible upper bound on
the force; for example, a simple additive approximation would predict an unbounded
repulsive force as more particles were added, because a finite force results from a par-
ticle of infinitesimal transverse dimension. Therefore, accurate numerical techniques
are crucial in order to obtain useful results. We find that under the same physical
restrictions as Sec. 5.2 we can engineer a thousand-fold enhancement of the repulsive
force. This enhancement, although quite significant, still only yields a net force of
~ 10 fN, which is still well over an order of magnitude below the current threshold of
130
Figure 5-1: (a): Schematic (not to scale) of the idealized plate-particle configuration.
An elongated metallic particle is centered above a perfectly thin metallic plate with
a hole of radius R and width W = 2R. The particle is constrained to only move
along the z axis and cannot rotate. (b): The key to the symmetry argument is that
at z = 0, the electric field E of a z-directed dipole cannot couple to the thin plate, as
E(z = 0) -!i = 0.
detectability from AFM measurements [58]. Therefore, this effect remains primarily
of theoretical, rather than experimental, interest.
5.2 Repulsion in the dipole regime
5.2.1 Symmetry Argument
In this section we briefly describe the symmetry argument that originally predicted a
repulsive effect in the "dipole" regime of Fig. 5-1 (that is, when the plate is perfectly
thin, and the particle an anisotropic point dipole). This argument is due to Michael
Levin, which he had originally used to present an example in electrostatics in which
a point charge can be attracted to its image on a non-planar conducting surface [100].
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(a)
z
R
0Figure 5-2: Schematic of the potential energy U(z) relative to the energy at infinite
separation U(oo) for the particle of Fig. 5-1. From Fig. 5-1(b), this quantity must
be zero at z = 0. Furthermore, the force for z -+ c0 must be attractive, implying
that U(z -+ oo) - U(oo) < 0 with positive slope. The simplest behavior for such a
function is shown here, implying a repulsive region around z = 0.
Applied to the Casimir context, the argument is as follows: assume that the particle
in Fig. 5-1(a) is electrically polarizable only in the z direction (and has no magnetic
polarizability) and is confined to the line r = 0 centered above the plate (so that
the total force is parallel to the z-axis); the plate itself is perfectly conducting and
perfectly thin. The Casimir energy U(z) of the particle above the plate is due to charge
fluctuations of the particle coupling to induced charge fluctuations of the plate. If the
particle is removed to z -+ oo, we have U(z -+ oo) = 0 (we use this to set the zero
of the energy). However, due to the symmetry of the dipole field at all frequencies
w [see Fig. 5-1(b)], the charge fluctuations of the particle at z = 0 cannot induce
charges on the plate, implying U(O) = 0. Since the energy is a continuous function
of z, and since the force for large z is attractive (implying that A > 0), U(z) must
have the behavior, illustrated in Fig. 5-2, in which its derivative changes sign at least
once. Therefore, there is some region in z for which the force is repulsive.
The this prediction can be understood on more physically intuitive grounds from
'It is mathematically possible that, while for each frequency there exists a repulsive region, these
regions are distinct for different w and the net integral of the force over w, for each z, gives a positive
result. However, this turns out not to be the case.
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an argument based on charge fluctuations in electrostatics, where we examine explic-
itly the w = 0 contribution to the Casimir force. This contribution is proportional
to the classical electrostatic energy of a z-directed permanent electric dipole. This
dipole induces charges in the plate; in the limit that the plate is infinitesimally thin,
we can combine the charges on the two sides of the plate into a single surface charge
density o. On a qualitative level, we expect o- to be of the form shown in Fig. 5-3(a),
with a > 0 for small r and negative for large r. In particular, a can be constructed
as a superposition of dipoles in the z = 0 plane, oriented radially inward about the z
axis. A simple calculation shows that the vertical force on a dipole at (0,0, z) from
a horizontal dipole a distance r from the z axis is repulsive if r > 2z and attractive
if r < 2z. Thus, if the hole is circular with diameter W and z < W/4, all the dipoles
will exert a repulsive force, resulting in a net repulsive force. On the other hand,
if z >> W, most of the dipoles will exert an attractive force, so the total force is
attractive. In contrast, a dipole oriented parallel to the plate is always attracted, as
can be seen from Fig. 5-3(b). This explains why an elongated shape is required for
the repulsive effect (see Fig. 5-5 and Fig. 5-6): dipole fluctuations parallel to the plate
give rise to an attractive Casimir force.
5.2.2 Non-ideal geometric effects
Moving beyond the idealized geometry of Fig. 5-1, we have a number of non-ideal
effects to consider. The first is the finite size of the dipole particle: although repulsion
must occur for some range of z, any elongated object must be displaced by half its
length along z before we can genuinely claim a repulsive effect ("repulsive" effects
have been previously examined for interleaved structures [170], however here we are
only interested in the case of a separating plane between the two objects 2). Second,
any real particle will have a non-zero transverse (parallel to the plate) polarizability
which, from the argument in Sec. 5.2.1, will always give an attractive contribution
2In order to maximize the repulsive effect, in Sec. 5.4 we will drop the requirement of a separating
plane, but at this point we will have already placed the ideas behind the repulsive force on a firm
footing
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Figure 5-3: (a): Induced charges on a two-dimensional plate due to a permanent
electric dipole (red) normal to the plate. Positive charges will cluster at the points
closest to the dipole, attracted to the negative charge. This leaves a negative charge
excess farther away from the center. (b): Induced charges when the dipole is parallel
to the plate. Now the induced charges on the plate are antisymmetric, and it is clear
that the energy of the dipole is lowest at z = 0, leading to an attractive force.
to the force. Third, any real plate will have a finite thickness, the effect of which is
not obvious at this point (we will see in our numerics that this is in fact the most
important non-ideal factor to consider). Finally, the symmetry argument applied to
perfect conductors; the effect will have to be verified for objects with realistic material
dispersion. In this section, we examine the effects of the first three non-idealities in
two dimensions, using the boundary-element method (BEM) [161]. In our case, the
2d system corresponds to the transverse-electric (TE), kz = 0 solution of the 3d field
equations in a z-invariant geometry. The advantage of working with 2d-BEM is that
this allows us to rapidly explore the parameter space, while giving qualitative insight
into the physics of the system. We will incorporate all of these non-idealities into a
full 3d calculation in Sec. 5.2.3.
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Figure 5-4: 2d force between a thin PEC plate and a perfectly anisotropic particle
(i.e., no transverse dimension), scaled by the particle height h, as a function of vertical
displacement d for a range of h. The shaded region in the main panel denotes a
repulsive force. The scale-invariance of the force curve holds for h < 0.1W, but
deviations become significant for h ~ 0.5W. Inset: force frequency integrand for
h = 0.001W at a fixed d = 0.2W, demonstrating that the repulsive effect holds at all
frequencies for an idealized geometry.
We first examine the effect of a finite particle length h on the repulsive force,
assuming zero transverse width, so that the particle is a perfect z-directed dipole in
the h -+ 0 limit. In the limit that h is much smaller than any length scale of the
system (for a thin, perfectly conducting plate, the only length scale is W), we can
describe the charge fluctuations of the object in terms of an effective point dipole.
This is because higher-wavelength fluctuations must have wavelengths on the order
h and will therefore couple to frequencies on the order of 1/h; these frequencies will
decay exponentially away from the dipole and therefore not couple to the plate in the
h -+ 0 limit. For a finite h, the polarizability of the effective dipole in 2d, w -+ 0
limit is proportional to h2 . As the Casimir force couples linearly to the polarizability,
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Figure 5-5: Dependence of the force on aspect ratio -( for a fixed particle height
h = 0.0025W and a perfectly thin plate t = 0. Decreasing -y always decreases the
force. Inset: frequency integrand for three values of the force at a fixed d = 0.2W.
the entire force must be proportional to h2 . Therefore, for h < W the force curve
Fh(d/W)(W/h)2 should be invariant. Numerical results for a range of h are shown
in Fig. 5-4. As this is our first encounter with a repulsive force curve, we will pause
for a few brief remarks. We first note that the repulsive region extends from d = 0 to
d ~ W/2, which is in line with the prediction of Sec. 5.2.1. There is a point where the
force changes sign from repulsive to attractive; this implies a stable equilibrium in z
for a certain d. This is not in contradiction to the predictions of [155] as the force is
unstable in other directions; we will examine this explicitly in Sec. 5.2.4. In Fig. 5-4,
for h/W < 0.1, the force curve has collapsed to the point-dipole limit. As h increases,
the relative repulsive force decreases until the effect finally disappears. As the actual
force is scaled by h2 , there is some intermediate value (outside of the scale-invariant
h < W limit) for which the magnitude of the repulsive force is maximized; we will
make use of this observation later in Sec. 5.4.2.
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We now consider the effect of a finite transverse dimension a, varying the aspect
ratio -y = h/a while fixing h/W = 0.0025. -( -> oo corresponds to the ideal anisotropic
limit of Fig. 5-4. We show results in Fig. 5-5 for a number of values of -y ranging from
-y = 5 to -y = 1 (corresponding to a sphere). For all values of the displacement d,
decreasing -y decreases the repulsive effect, as would be expected from the argument
of Sec. 5.2.1; by -y - 1.25 the repulsive force disappears entirely. The argument
of Sec. 5.2.1 strictly applies only to the electrostatic case; it is interesting to examine
the effect of finite y on the force as a function of frequency w. This is shown in the inset
of Fig. 5-5, which compares the frequency integrand of the force for Y = 00, 4, 2 with d
fixed at 0.2W. It can clearly be seen that the primary reduction in the repulsive force
occurs at low frequencies, with higher frequencies unaffected. This can be understood
by realizing that for a given wavelength, the transverse polarizability of the particle
is strong whenever the particle is shorter than that wavelength, but is cut off when
the particle is above that wavelength. Therefore, the value of a introduces a high-
wavelength (low-frequency) cutoff on the attractive contributions of transverse dipole
fluctuations.
Finally, we examine the effect of a finite plate thickness t > 0 in Fig. 5-6. In
contrast to the dependence on -y above, we see a very strong dependence of the
repulsive effect on t; for t/W = 0.025 the peak repulsive force is already cut in half,
while for t/W = 0.1 the force is attractive at all separations. This has important
implications for the design of repulsive forces below in Sec. 5.2.3 and Sec. 5.4, as it
highlights the finite plate thickness as a critical geometric parameter for preserving
the repulsive effect. We plot the frequency integrand of the force Fig. 5-6(Inset) with
a fixed y = 4 and d = 0.2W. In contrast to the finite aspect ratio case of Fig. 5-5, here
we see the finite thickness acts as a low-frequency cutoff for attractive effects; that is,
the non-ideal effects for t > 0 are strongest at high frequencies. Below in Sec. 5.2.3,
we will see that this observation has the interesting consequence that gold materials
with t > 0 can have a stronger repulsive force than PEC materials for the same
geometry.
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Figure 5-6: Combined thickness and aspect ratio effects on the repulsive force for
fixed h = 0.0025W. Inset: frequency integrands for a perfectly thin t = 0 plate and a
finite t = 0.1W thickness plate, for fixed separation d = 0.2W and aspect ratio -y = 4.
5.2.3 3d force predictions
We now examine the combined effects of the geometric factors of the previous section
and non-ideal material dispersion, and make predictions on the repulsive effect for a
reasonable 3d geometry. As the Casimir force increases with a decrease in the overall
length scale, we would like to use the smallest dimensions possible to obtain an upper
limit on the repulsive force; the minimal value of these dimensions will depend on both
fabrication and material constraints. From Sec. 5.2.2, we see that the most important
factor is the minimal value of t. We choose gold as our "non-ideal" material; for gold
thin films, a reasonable minimal thickness (for which the film can be described by
bulk models) is t = 20 nm. Taking W = 1 pm, we have t/W = 0.02; from Fig. 5-6,
we expect that at this value of W finite-thickness effects will not dominate. We take
the particle to be a cylinder of diameter a = 20 nm and height h = 320 nm, giving
-y = 16, which Fig. 5-5 indicates will not give significant attractive contributions; this
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Figure 5-7: Repulsive forces in a three-dimensional geometry. The repulsive force
holds for both t = 0 and t = 20 nm for both PEC and gold. The vertical dashed
line at d = 170 nm indicates the location of a separating plane for all configurations.
Interestingly, gold has a slightly stronger repulsive force, which is explained in the
text. Shown for reference is the force for a 30 nm radius PEC sphere, which is always
attractive. Inset: geometry used for the force computations.
plate-particle configuration is shown in Fig. 5-7(inset). For the permittivity of gold
we use a plasma model3 e(ig) = 1 + w2/( 2, where w, = 1.37 x 1016 rad/sec.
Fig. 5-7 shows the forces (in units of aN) for the configurations in this case. Also
shown is the force for PEC materials with the same dimensions, as well as t = 0
for comparison. For reference, the force on a sphere (i.e., Y = 1) of diameter 60nm
is also included. The PEC configurations are computed using BEM, while the gold
configuration is computed using FDTD, taking advantage of the optimization for
cylindrical symmetry Sec. 2.5.3. We also repeat the PEC computations for t = 20 nm
with FDTD as a check on both methods. As expected, the force for the sphere is
3A Drude model for gold is more realistic; however, the omission of the loss term, which is
convenient for FDTD, does not significantly affect our results.
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attractive for all d. By contrast, the forces for all anisotropic particles exhibit a region
of d with a repulsive force. Because h > 0, the tip of the particle intrudes into the
hole for d < h/2 = 170 nm, denoted by a vertical dashed line in Fig. 5-7. However,
there is a range of about 130 nm for d > 170 nm where the force is unambiguously
repulsive: the two objects lie on opposite sides of an imaginary separating plane. As
anticipated from Fig. 5-6, the PEC objects with t = 20 nm have a reduced repulsive
effect compared to the t = 0 cases. Surprisingly, the gold objects exhibit a stronger
repulsive force than the PEC case with the same geometry. This can be understood by
recalling the behavior of the thick-plate frequency integrand for the force, from Fig. 5-
6(Inset). The attractive contributions due to t > 0 come from high (; however
the plasma frequency of gold acts as a high-frequency cutoff, implying that these
attractive contributions are absent while the low-frequency repulsive contributions
(which are not as sensitive to t > 0) are preserved.
The most significant feature of Fig. 5-7, however, is the scale of the y-axis - the
repulsive forces are on the order of 10 aN. This presents a significant obstacle to
the experimental detection of the repulsive force as most Casimir experiments have
detection thresholds on the order of 1 pN [58]. The subjects of Sec. 5.3 and Sec. 5.4
below will examine possible avenues by which our setup can be modified to make
experimental detectability more feasible.
5.2.4 Stability
Ref. 155 proved the impossibility of stable equilibria between vacuum-separated metal-
lic/dielectric objects via Casimir forces alone. We had previously mentioned that the
"stable" equilibrium in z of Fig. 5-7 at do ~ 300 nm is not in conflict with this proof.
The reason is that the point do is actually a saddle point when embedded in the
full phase space, which includes both transverse displacements r and rotations 0 of
the cylinder. We explicitly show this instability by plotting the transverse force as
a function of r in Fig. 5-8 and the energy at r = 0, d/W = 0.15 as a function of 0
in Fig. 5-9. In Fig. 5-8, it is clear that there is a strong lateral force for all r > 0; if
the particle is displaced from the r = 0 line, this force will pull the particle further
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Figure 5-8: Transverse force on a small cylinder as a function of the lateral displace-
ment r. For r 4 0 the force is always away from the r = 0 axis, indicating instability
in the transverse direction.
away. The instability in angular orientation (which is not guaranteed by Ref. 155) is
due to the fact that the transverse component of charge fluctuations on the particle
will couple more strongly to charge fluctuations of the plate. This is demonstrated
in Fig. 5-9 by the fact that there is a potential minimum for 0 = r/2 (the particle
is parallel to the plate), in which case the transverse polarizability of the particle
is maximized. In this orientation, the particle will always feel an attractive force
(since this corresponds to Fig. 5-5 with a < 1). Therefore, for the repulsive effect to
become a true "repulsive" force, we must have confinement for both the transverse
and rotational degrees of freedom of the particle. This is not unreasonable, since
most actual measurements of Casimir forces between objects (which involve, e.g., an
object mounted on a cantilever [27,95, 130] or voltage-gated MEMS [219]) employ
such confinements for their force measurements ".
4Notable exceptions include the measurement of Casimir-Polder forces on a Bose-Einstein conden-
sate [138], and measurements of critical Casimir forces [68] using total internal reflection microscopy
141
1/
U 0 20 40 60 80 100 120 140 160 180
Rotation o (degrees)
Figure 5-9: Energy as a function of rotation angle 0 of the cylinder; the energy is at
a relative maximum for 9 = 0, indicating that there is also an instability in 9. The
energy minimum occurs at 9 = 900 for which the dipole is parallel to the plate.
5.3 Casimir-Polder forces
As mentioned in Sec. 5.2.3, the forces in Fig. 5-7 are extremely small in magnitude;
typical Casimir force thresholds are on the order of piconewtons. In the next sec-
tion we will examine how the force can be raised closer to the level of detectability.
However, before doing this we mention another possibility of observing a related case
in which the PEC/gold particle is replaced by a Rydberg atom, an idea that was
proposed to us by Simen Ellingsen, who has theoretically studied related effects. The
basic physics revolves around the Casimir-Polder force, which is a specialization of the
Casimir force to atoms [24]. In this case, the effect of quantum fluctuations is to alter
the energy levels of the atom; as the spectrum of fluctuations depends on the position
of the atom (e.g., the distance to a conducting plate), the energy levels of the atom
will shift as it is moved. This implies a geometry- and position-dependent potential,
termed the Casimir-Polder potential. The utility of this idea in our context is that
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there exist highly sensitive spectroscopic methods to measure energy level shifts in
atoms [461, and these can potentially detect much smaller perturbations than, e.g.,
AFM setups measuring Casimir forces. In fact, a recent theoretical proposal [16]
claims to be able to realize yocto-Newton sensitivity in the near future. Therefore, it
is worth examining the applicability of these techniques to the present system.
For the case at hand, Simen's work [32,46] showed that the Casimir-Polder po-
tential is given by:
UCP(x) = - dk - (x) -d = ZTr [(d, d)) -V (x)] = -- r -
k k
(5.1)
where {Ik)} represent all atomic states, dk is the dipole polarizability (kIEI4), 14)
the initial state (for a Rydberg atom this will not in general be the ground state),
and the tensor V is related to the Green's tensor G via:
(x) = lim w2 G(x, x; u) = - lim 2 G(x, x, ii). (5.2)
Here G is the scattering part of the Green's function in the absence of the atom (e.g.,
for a single metallic plate). Note that although T does not appear in eq. (5.1), we
have not assumed the zero-temperature limit; rather, these equations hold for both
zero temperature and temperatures comparable to 300 K [46,47].
Going back to Fig. 5-1, the interesting physics involves the decoupling of the
thin plate from particle/atom dipole fluctuations along z. If, in the present case,
we have % ~ diag(0, 0, 1), we will have the interesting effect that the energy shift
due to UCP(x) = UCP(r, z) will vary non-monotonically in z, such that UCP(0, 0) =
0. However, "natural" atoms are not particularly anisotropic; using an isotropic
+ would yield the same effect as an y = 1 aspect ratio in Fig. 5-5, implying a
monotonic energy shift. A possible way around this difficulty, suggested by Simen,
is to employ Rydberg atoms excited into anisotropic states [46]. Rydberg atoms are
excited atoms of very high quantum number (e.g., Rb""); as such, the spatial extent
of their outermost electron orbitals is much larger than normal atoms, typically on
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the order of microns [32]. This means that (1) the atom can interact with other
objects over long ranges, and (2) the atomic polarizability is very large (being well-
approximated by the free-electron polarizability). Finally, although Rydberg atoms
are normally isotropic, they can be excited to angular momentum states that have
an anisotropic polarizability [46]. Although these states are not long-lived, the level
shift itself can be probed dynamically by examining the excitation spectrum of the
atom using an incident laser. Therefore, both the excitation and measurement could
be performed simultaneously. After some calculation, Simen found that the most
promising excited state would be
#~) = In,l =1, m= 00)@|)
= - n = 1, j = ,my )+ in = 1,j = , m = ), (5.3)
where we have explicitly specialized to a spin- atom (e.g., Rb). For this state, the
net dipole matrix +4 is:
1 0 0
S~ d,12( 0 1 0 . (5.4)
5
\0 0 3
In this section we will present a preliminary study of this effect, in particular de-
termining the feasibility of observing anything interesting using "4. We compute the
Green's function for the isolated plate-with-hole using the method discussed in Sec. 6.4
to extract scattering coefficients using BEM; the results are shown in Fig. 5-10. We
plot the components F,, and rzz for r = 0 as a function of d for both a thin plate
(t = 0). As expected, Lzz first increases as d decreases, and then goes back down to
zero at d = 0, while F,, increases monotonically as d -+ 0. For comparison, the result
for Pzz with no hole (which diverges as d -+ 0 is shown - for d/R < 1 this is much
larger than the plate with a hole.
We examine the effect of a nonzero plate thickness in Fig. 5-11; t > 0 attenuates
the non-monotonic effect in Fzz while increasing the "attractive" Fr,, component. It
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Figure 5-10: Different components to the Casimir-Polder energy: rzz and F,, of
the tensor defined in eq. (5.2) as a function of vertical displacement d for the zero-
thickness plate-with-hole. The Casimir-Polder energy is proportional to a weighted
trace of the r' tensor. For comparison, Fzz is shown for a metallic plate without a
hole (black dashed line).
is clear that tIR < 0.5 is required (regardless of a) to observe any effect qualitatively
different from a uniform plate.
Unfortunately, it is easy to see from the results of Fig. 5-10 that a 3:1 contrast in
the polarizability (e.g., "a) is not large enough for the non-monotonic effect of Izz
to overcome the monotonic effect of r,,, this being due to its large magnitude relative
to zz. Approximately twice this level of anisotropy is required before non-monotonic
effects start to emerge. However, this may be possible in the future if more anisotropic
excited states can be designed.
5.3.1 More Directions of Anisotropy
The main obstacle preventing us from observing a non-monotonic Casimir-Polder
potential is the insufficient anisotropy of a4. Due to the rotational symmetry
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Figure 5-11: Casimir-Polder energy for an anisotropic atom: IF, for different plate
thickness t as a function of vertical displacement d. Finite thickness attenuates the
non-monotonic effect on the Casimir-Polder energy. Shown for reference is the energy
for a solid plate.
of the plate-particle geometry, the effective anisotropy of the particle is only 2:3.
From Fig. 5-5, it is not surprising that an anisotropy this low should not contribute a
strong "repulsive" effect. In order to investigate a possible route around this problem,
we examined a configuration in which the effective anisotropy can be enhanced by
breaking the rotational symmetry of the geometry. This new geometry is shown in
the inset of Fig. 5-12; here the plate-with-hole is replaced by a thin cylinder with a
gap along the z-axis. We examine this geometry using a symmetry argument similar
to Sec. 5.2.1: assume that the cylinders have vanishing radius, and consider a particle
that has only fluctuations in the y-direction. In this case, analogous to Fig. 5-3, the
dipole symmetry of the system means that the particle can only couple to symmetric
charge fluctuations of the cylinder (illustrated in Fig. 5-12[inset]). The nature of the
electric field gradient is then analogous to Fig. 5-3, and we expect a repulsive force,
implying a non-monotonic Casimir-Polder potential.
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Figure 5-12: A more isotropic repulsive effect due to two cylinders: similar to Fig. 5-
3, the induced charge density due to an electrostatic dipole polarized along the z-
direction will yield a repulsive force for small z. In contrast to a plate-with-hole, one
component (F.2 is zero, leading to a flattening of the total energy for a (1, 1, 3) dipole.
The potential advantage of this geometry is that charge fluctuations of the cylin-
ders in the x/y-plane will be strongly suppressed; this implies a greatly reduced
coupling to the x-component of the particle's polarizability. Therefore, instead of
a 2:3 effective polarizabilty, the suppression of one direction of transverse fluctua-
tions implies, to a first approximation, a 1:3 effective polarizability. We plot exact
results for the Casimir-Polder potential in the main part of Fig. 5-12; it is clear
that the "repulsive" contribution T,, in Fig. 5-12 has the same approximate form as
the "repulsive" contribution from rzz in Fig. 5-10, and similarly for the "attractive"
contribution rz. However, the new feature is that the remaining transverse fluctu-
ation term, rXX, is much less than the other two terms and is effectively zero. The
net Casimir-Polder potential is then proportional to 31 ,y + Tzz, which is also shown
in Fig. 5-12. As predicted by our symmetry argument, there is a more pronounced
"flattening" feature of the Casimir-Polder potential near the origin in comparison to
the plate-with-hole case (this flattening is not due to the finite width of the cylin-
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Figure 5-13 Casimir-Polder energy for off-axis displacements Left Uz(r, z) as both
z and r are varied, for a t = 0 plate. Right: F01(r, z) for the same case. The striking
feature is that 0zz is enhanced for off-axis displacements. This leads to an instability
for an atom, but below we will see how this can lead to a genuine increase in the
repulsive force.
ders, which is 0.02W <0.2W). However, the full Casimir-Polder potential remains
monotonic.
5.3.2 Off-axis displacement
Before concluding our investigation of novel Casimir-Polder effects in our repulsive
geometry, we take a moment to examine the full two-dimensional behavior gy(r, z)
of the Casimir-Polder terms in the plate-with-hole geometry; this behavior will be of
great importance in the next section. Fig. 5-13 shows a 2d plot of Fzz(r, z) on the
left and Frr (r, z) on the right, both assuming a perfectly thin (t = 0) plate. The
primary difference is that, although f-(r, z) increases monotonically as the particle-
plate distance decreases [this distance is measured with respect to the point (z, r) =
(0,1)], uz(r, z) exhibits a relative maximum for each r < 1 as z is varied. For r 0
this clearly corresponds to the relative maximum of Fig. 5-10. However, the surprising
feature of Fzz(r, z) is that this maximum is more pronounced for r f 0, implying that
the "repulsive" effect is enhanced when the particle is displaced off-axis.
This enhancement does not strictly correspond to an enhancement of the repulsive
force. From Fig. 5-13, it is clear that the derivative zpzoue(r, z) > 0, implying an insta-
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bility towards off-axis displacement; this is consistent with the discussion of Sec. 5.2.4.
Furthermore, the attractive coupling to the lateral polarizability also becomes greatly
enhanced for off-axis displacements. In the next section we will explore how to trans-
late the enhanced repulsive effect into an actual repulsive force. We will combine this
idea with the use of a "particle" that can no longer be well-approximated as a dipole,
in order to determine how much the repulsive effect can be enhanced under physically
reasonable circumstances.
5.4 Repulsion beyond the dipole regime
We now examine the repulsive effect when the anisotropic object can no longer be
thought of as a point dipole. We show through numerical calculations that as the dis-
tance between the plate and central object decreases, there is an intermediate regime
in which the repulsive force increases dramatically. Beyond this, the force rapidly
switches over to attraction as the separation decreases further to zero, in line with
the proximity force approximation. We demonstrate that this effect can be under-
stood as a competition between an increased repulsion due to a larger polarizability
of the central object interacting with increased fringing fields near the edge of the
plate, and attractive forces due primarily to the nonzero thickness of the plate. In
contrast to the previous results, it is essential to use a finite plate thickness from the
beginning, because otherwise we will obtain divergent forces in certain cases. It is
also essential to take interactions between, e.g., different cylinders into account (as
otherwise we could fit an infinite number of perfectly thin cylinders into the hole
and get an infinite repulsive force). We find that by replacing the single cylindrical
particle with a ring of cylinders, or more generally an extended uniaxial conductor,
the repulsive force can be enhanced by a factor of approximately 103.
We will address two questions: first, is repulsion limited to systems where one par-
ticle is very small or can it be obtained for two objects of length scales comparable
to their separation; and second, is this repulsion necessarily weak (10 aN for a single
particle) or can it theoretically be made stronger in comparison with other Casimir
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Figure 5-14: Configurations used in Sec. 5.4. Top: Reference configuration for com-
parison. Top Left: Geometry illustrating the single plate-needle configuration. Top
Right: Casimir force vs. vertical height z for the configuration in the top left panel.
Positive forces denote repulsion. Bottom: The two generalizations considered here:
Bottom Left: Replacing a single cylinder with a ring of N (in the figure, N = 10)
cylinders, each of which is more closely spaced to the edge of the hole. Bottom Right:
An idealized version of the cylinder ring configuration, consisting of a cylinder of
uniaxial conductance in the vertical (z) direction.
forces without simply shrinking the entire system (for perfect conductors, multiply-
ing all dimensions by a scale factor a changes the force by a factor of 1/a 2, but in
actual systems there is a limit to the minimum achievable length scales). To answer
these questions, we replace the single particle of Fig. 5-14(a) (in this case a circular
cylinder of high aspect ratio) with a macroscopic array of identical particles [Fig. 5-
14(b)], effectively forming a capsule of uniaxial conducting material [Fig. 5-14(c)].
To understand the mechanism behind this enhancement, we separately consider the
repulsion as a single cylinder is displaced off-axis as well as the screening interaction
when multiple cylinders are combined. For a single cylinder we find that there is
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an optimal off-axis position where the repulsion is enhanced (up to 50 times) due
to the presence of strong fringing fields. The presence of this optimal position is a
consequence of the competing repulsive and attractive effects of fringing fields and
proximity-force approximation (PFA) [41] interactions, respectively. As the cylinder
is brought closer to the plate, the PFA forces take over and the repulsion vanishes.
The Casimir force is non-additive, and the total force between the array of cylinders
and the plate will not simply be a sum of the forces between the individual cylinders
and the plate. However, we find that the non-additive contributions (or screening
effects) associated with the presence of multiple cylinders are surprisingly small: the
enhancement does not saturate until there are dozens of cylinders with separation sig-
nificantly smaller than the cylinder length. We furthermore find that this repulsion
persists when realistic conductivities are included, and when the capsule is anchored
to a substrate by via a long oxide post. Although substantial experimental challenges
remain in fabricating this particular structure, these results, combined with previous
work on effective uniaxial/anisotropic media [82,121,133,165,185,199] suggests that
strongly anisotropic metamaterials offer new opportunities to achieve exotic Casimir
interactions.
An obvious way to increase the absolute magnitude of the force would be to shrink
all dimensions of the system uniformly by a scaling factor a-for perfect conductors,
the force will scale as 1/a 2 by dimensional analysis. However, for real materials there
is a lower limit to the dimensions that can be achieved before material effects (e.g.,
the skin depth for gold) become important. For the present case, the most important
geometric parameter is the thickness T of the plate, which must be nonzero for any
physical configuration-we expect that T should be larger than the skin depth of gold
in order for our analysis to be valid. As in Sec. 5.2, setting, e.g., T - 20nm as an
optimistic lower bound on a real plate thickness constrains the minimal value for R,
and hence the overall force magnitude.
The basic principle of repulsion in this system lies in the charge fluctuations of
the plane decoupling from fluctuations of the needle at z = 0. Then when considering
more general geometries we should have in mind a cylindrically-symmetric object of
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conductivity primarily along the z-axis, which is our motivation for considering the
configurations of Fig. 5-14 (c,d). In both cases, due to the close contact between the
center object and the edge of the plate, it is essential to account for finite-size effects,
making analytic or semi-analytic calculation difficult. Furthermore, in the presence of
a thick plate we cannot rely on a general symmetry argument to guarantee repulsion
for any range of parameters. As a result, the results of this work are entirely numerical;
we employ both BEM and FDTD for our results. For simplicity, we primarily assume
perfectly-conducting materials, and we further drop the requirement of a separating
plane between the two objects (while still requiring that the cylindrical object be
more than halfway out of the plane, so that the "repulsion" is not due to a trivial
redefinition of coordinates). Additionally, to make a fair definition of "enhancement",
we work within geometric constraints for the plate similar to Sec. 5.2.
5.4.1 Enhancement of fringing fields
The repulsive forces arise from fringing fields due to the sharp edges around the hole
of the plate; this holds for both perfectly thin (t = 0) and thicker plates. Drawing on
our intuition from electrostatics, for any fixed plate geometry we suspect that these
fields are greatly enhanced as the plate edges are approached (i.e., r = Irl > 0); we
saw a confirmation of this in the Casimir-Polder regime in Fig. 5-13. If the plate
thickness is a priori fixed, it is possible that this enhancement of the fringing fields
leads to an enhanced repulsive effect for some range of r. Because the repulsive
force is unstable in the transverse direction, a single cylinder displaced by r > 0 will
experience a strong (attractive) radial force; to compensate for this, we would need
to include, e.g., multiple cylinders displaced symmetrically about r = 0 to make the
net radial force zero. However, to understand the effects of the fringing fields alone it
is more illuminating to first consider the z-component Fz(r, z) of the Casimir force,
as a function of r and z, between a single cylinder at position (r, z) and a thin (t = 0)
plate, as depicted in Fig. 5-15 (Inset). For definiteness, the cylinder is taken to have
height h = 0.64R and width w = 0.04R (the same units as in Fig. 5-7). In this case,
the plate is taken to be a circular annulus of inner radius R and outer radius 8R, the
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Figure 5-15: The effect of fringing fields on Fz, the z-component of the Casimir force
for a single metallic cylinder: for a fixed z, Fz is enhanced as r increases. Plotted
above is Fz for several values of z/R, normalized by the maximum of the repulsive
force (0.0278 hc/R 2 ) for x = 0. As r -+ R, Fz undergoes a very strong enhancement,
peaking at approximately 55 for r 0.8R and z = 0.2R. For every z, as x increases
pairwise attractive forces take over and F, switches sign (note that for r # 0 there is
an attractive force F, between the cylinder and the plate edge, so the total Casimir
force is not strictly repulsive in this case). Shown for reference in the inset is Fz (in
units of hc/R 2 ) at r = 0.
latter being large enough to eliminate finite-size effects on the force.
The results, computed with BEM, are shown in Fig. 5-15, where all dimensions
are given in units of R. As our goal is to examine the force relative to the r = 0
case, we normalize the force results by the peak repulsive force along the z-axis,
i.e., F(r, z)/maxz[F(r = 0, z)]. Moving away from r = 0, we find that this ratio
is consistently larger than 1 for all z plotted. This increase can be quite large (up
to 55 times larger) before the force rapidly switches sign to attraction. We propose
the following explanation for this effect: as r -4 R, the fringing fields of the thin
plate, which are induced by dipolar charge/current fluctuations of the cylinder, grow
without bound. This leads to an enhanced plate-dipole coupling with increasing r,
which for fixed z should lead to an enhanced repulsion if the force at that z is repulsive
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for r = 0. However, when the cylinder-plate separation becomes comparable to the
cylinder height h, higher-order (i.e., non-dipolar) currents on the cylinder will begin
to contribute to the energy. As these higher-order multipole currents are not bound
by the dipolar symmetry argument of Sec. 5.2.1, we expect their contribution to the
force to be attractive in general. With this interpretation, the force curves of Fig. 5-15
show a competition between the contribution of dipole currents on the cylinder, which
is repulsive for certain z and grows without bound as r -+ R, and the contributions
of higher-order cylinder currents which are attractive and grow more rapidly than the
dipole term as r -+ R.
This argument is supported by the results of Fig. 5-15, and raises a further inter-
esting theoretical question: is it possible to increase the repulsive effect by decreasing
the size of the cylinder (while keeping its aspect ratio constant)? The motivation for
this is that a smaller cylinder can be brought closer to the edge of the plate before
higher order currents contribute (attractively) to the force, therefore taking greater
advantage of the increased fringing fields and leading to a larger repulsive net force.
(Note that this does not violate PFA, because whenever we have repulsion we are
assuming h is always comparable to the surface-surface separation.) Numerical com-
putations (see below) support this argument; however, a rigorous analysis is of course
required to confirm this. As this is of course an unphysical limit, we will not perform
such an analysis here. Rather, we simply use this observation to illustrate that it is
crucial to account for the finite thickness t of the plate: once R - r - t, a cylinder
of any size will induce higher-order currents on the plate, which will also lead to
attraction. A non-zero value of t must therefore be set in order to obtain physically
meaningful force bounds.
We now consider the more realistic case of the force between a cylinder an a finite
thickness (t > 0) plate in Fig. 5-16. In light of the argument presented above, we also
study the effect for several values of h. On a technical note, use of the boundary-
element method requires that the size of the mesh used to discretize the surfaces be
smaller than any characteristic separation. However, now that t > 0, we must place
two copies of the annulus used above within a distance t of each other. As t < R,
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Figure 5-16: The effect of plate thickness on the Casimir force on a single cylinder.
For each panel, the plate thickness is fixed and the Casimir force (maximized over
z > 0) on a single cylinder is plotted as a function of x. The force for different values of
cylinder height h are shown (for each h, the aspect ratio of the cylinder is fixed). For
small t (Top), decreasing the cylinder size can actually lead to an increased repulsion
for x ~ R. Increasing t (Middle and Bottom) leads to a decreased repulsion for all
cylinders at all x, but the effect is strongest for small h cylinders.
this requires a much denser mesh than used above in the thin plate case. Roughly,
the number of surface mesh elements will scale as t-2 , so that the overall spatial
and temporal resource requirements scale as ~ t- 4 and ~ t-6, respectively [162].
Due to this rather steep scaling, we find that for the range of t considered here an
annulus with outer radius of 8R proves too computationally demanding. To reduce
the overall number of surface mesh elements, we truncate the outer radius at 1.6R
instead; although there will now be finite-size effects, we estimate their effect at
well below 10% of the total force in all cases. We examine three plate thicknesses
tIR = 0.03, 0.04, 0.05 and five different values of h/R. For each cylinder value of h,
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the corresponding cylinder width is chosen to as to keep a constant cylinder aspect
ratio. The results are shown in Fig. 5-16; to simplify the presentation, for each t
we plot only the maximum repulsive force force max.,>o Fz(r, z) for each r. The top
panel of Fig. 5-16 supports the argument given in the previous paragraph: although
for most values of r, h = 0.64R gives the largest repulsive force, as r/R -* 1, cylinders
of progressively smaller size exhibit a stronger repulsion. (Although we expect that
the limits h -+ 0, r/R -+ 1 and t -+ 0 can be taken in such a way as to make the
peak repulsion unbounded, numerical limitations make computation of forces with
r/R > 0.9 difficult.) On the other hand, as t increases the attractive contributions
of higher-order plate currents turn on at progressively smaller r. Further, this effect
is strongest for the small-h cylinders, as shown by successive panels of Fig. 5-16.
For example, by t/R = 0.04 the force curves for h < 0.25R now show attraction
by r = 0.9R, and for t/R = 0.05, the cylinders with h/R ~ 0.5 now show the
strongest repulsive effect when maximized over all r. In contrast to the strong t-
dependence of the force for small h, for h = 0.64R the results are quantitatively altered
(approximately 50%), but the order of magnitude of the repulsive effect remains. On
the basis of this, we conclude that for the range of thicknesses we are interested in,
the best value of h/R is in the range h/R - 0.5.
5.4.2 Multiple cylinders and uniaxial capsules
Previously, we found that the repulsive force is greatly enhanced as a cylinder is
brought close to the edge of a plate-how close depended on both the cylinder height
h and the plate thickness t. It is reasonable to assume that this effect should be
enhanced if multiple cylinders are now added, bearing aside non-additive cylinder-
cylinder interactions. In particular, if N cylinders are spread about a ring of radius
r, one expects that for N not too large the repulsive force should scale linearly with
N. As N increases, cylinder-cylinder interactions will take over. In Sec. 5.4.2, we
will examine this behavior in detail. We find that the non-additive cylinder-cylinder
interactions simply lead to a saturation of the repulsive effect, and that the value
of N at which this occurs is quite high, leading to a large force enhancement. In
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Figure 5-17: Enhancement of Casimir repulsion with a a realistic geometry (Fig. 5-
14, Bottom Left): in place of a single cylinder, a ring of N cylinders is placed at
radius r (shown for N = 5 in the inset). The cylinders have height h/R = 0.64,
and for computational tractability the plate thickness t is zero. For small N the
force increases linearly, with slope corresponding approximately to the magnitude of
enhancement of Fig. 5-15. As N increases, the effect saturates. As in previous figures,
the force is maximized over z.
the limit of large N, it is appropriate to replace the ring of cylinders with a homo-
geneous cylindrical capsule of uniaxial conductivity Fig. 5-14(d). This is examined
in Sec. 5.4.2, and allows us to obtain an upper bound for the repulsive force in our
system. In addition, as these systems have rotational symmetry, the net force is along
the z-axis and there is no longer an attractive radial component.
Multiple cylinders
We examine the effect of multiple cylinders with BEM simulations. Due to the compu-
tational limitations in BEM for a plate of finite thickness, we cannot directly simulate
multiple cylinders next to a thick plate. Instead, we utilize the fact (see Fig. 5-16)
that a cylinder of h = 0.64R is not strongly affected by a finite but small slab thick-
ness and perform BEM simulations for a thin plate instead. We expect that these
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results will still be approximately valid for plate thicknesses t < 0.05R. The results
of these computations are shown in Fig. 5-17 for three values of ring radius r/R. For
small N, the z-force increases approximately linearly, with the slope roughly corre-
sponding to the size of the enhancement factor for a single cylinder in Fig. 5-15 (red
curve) for the value x ~ r. As N increases, non-additive cylinder-cylinder interactions
become important, and this linear enhancement eventually saturates. However, it is
interesting that this saturation does not occur until fairly large N, at which point the
peak enhancement factor is - 800 for r = 0.8R (larger r exhibit weaker repulsion,
in line with Fig. 5-15). Further, it is interesting to observe that increasing N past
this saturation point does not have an appreciable effect on the force: the additional
cylinders are simply screened, and net repulsive force is practically unchanged. Addi-
tional calculations (not shown) for thinner cylinders show very similar values for the
peak repulsion, with saturation after this peak. This leads us to believe that the ideal
uniaxial capsules, shown in Fig. 5-14 (d), are actually a fairly good approximation
to the more realistic configuration of many cylinders considered here. The advantage
of the uniaxial capsules, examined in the next section, is that we can easily simulate
them in FDTD and incorporate the thick plate, which as stated before is crucial for
obtaining a realistic bound on the repulsion.
Uniaxial capsules
The basic mechanism of the repulsive effect relies on combining fringing fields with
objects of high, anisotropic conductivity. Until this point, this anisotropy has been
realized via the shape of the objects. However, as argued in the previous section,
the limit in which the cylinders are allowed to become arbitrarily narrow and densely
packed is well-defined and furthermore seems to be a good approximation to the finite-
sized cylinder configurations considered previously. In this limit, the cylindrical ring is
replaced by a cylindrical capsule of homogeneous material with uniaxial conductivity
along the z axis: e(i ) = diag(1, 1, oo). The capsule has a height h, outer radius r,
and (for generality) inner radius r'; see Fig. 5-14 (d). Although we cannot simulate
anisotropic materials with our boundary-element method, they can easily be treated
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Figure 5-18: Forces (maximized over z) for a thick cylindrical capsule composed of
uniaxial conductor (Fig. 5-14, Bottom Right). In contrast to previous figures, here
the plate thickness is fixed to t = 20 nm and the hole radius R is varied to three
different values. For each R, the force is computed, as a function of capsule radius
r, for capsule heights h = 0.5R (solid lines) and h = 0.64R (dashed lines). Inset:
z-force enhancement factors as a function for both values of h for R = 2 Pm, which
approximates a thin plate. The maximum force is approximately 10 fN.
with FDTD [119, 172]. This has the advantage that finite-thickness plates can be
incorporated with no additional computational cost, and we can also exploit the
cylindrical symmetry of the configuration to make the problem two-dimensional. In
general the inner radius r' can be non-zero. However, we examined the difference in
the force on a capsule as the inner radius r' is varied, and it turned out that this
has almost no effect (less than 1%) on the force - the inner conducting material is
almost, if not entirely, screened from the field of the plate. Therefore, without loss of
generality in the following we set r' = 0 and consider solid cylinders only.
In the previous sections, we argued that the enhancement of Casimir repulsion in
between the point dipole and PFA regimes is due to two effects - the increased size of
the center object, and the increase in the fringing fields of the plate. We did this by
separately examining each effect in turn. We are now in a position to examine the full
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combination of these effects, primarily to obtain an approximate upper bound on the
possible strength of the repulsive effect assuming a fixed plate thickness t. To preserve
contact with our previous work Ref. 101, in this section we fix our units so that
t = 20 nm in all cases. From the results of previous sections, maximizing the repulsion
over the remaining parameters (hole radius R, capsule radius r, capsule height h-here
it is understood that we have already maximized over vertical displacement z > 0)
will yield a finite peak repulsion. To simply the presentation, we will write both
h and r in units of the hole width R, so that only the radios h/R and r/R are
relevant. Then for fixed h/R and r/R, as R is varied (keeping t = 20 nm always)
we expect the force to scale as R- 2 for R >> t; as R decreases further, we expect
the effect of t > 0 to overwhelm the R- 2 scaling at some point, leaving an optimal
value of R for each h/R and r/R. From the results of the previous section, we expect
that examining both h/R = 0.4 and h/R = 0.64 will give a good estimate for the
maximum force enhancement. For these two values, we consider three values of R,
such that t/R = 0.0025, 0.01, and 0.02 (corresponding to R = 2 Im, 0.5 jpm, 0.25 pm,
respectively). In Fig. 5-18 we plot the force for these six configurations as a function
of capsule radius r. The case R = 2 pm is nearly indistinguishable from the thin plate
case. To make contact with the results presented in previous sections, we plot the
enhancement factor in the force for this case in the inset of Fig. 5-18. For h/R = 0.64,
we get an enhancement similar to the previous section with multiple cylinders, while
for h/R = 0.4 this factor is - 1600. Of course we know from previous results that
this value can be made arbitrarily large; if we are to fix the plate thickness, we should
consider instead the absolute magnitude of the repulsive force. When this is done,
we see that going from R = 2 pm to R = 0.5 pm yields a further enhancement factor
of 6, whereas for the t = 0 case it should be 16. When R is further decreased we
see a decrease in the force for hIR = 0.5, and only a slight increase for h/R = 0.64.
Further decreases in R (not shown) lead to a decrease in the force for both h. We
see that although the enhancement factor for R = 2 pm is much larger for h/R = 0.4
than h/R = 0.64, the actual peak magnitudes for the forces are fairly similar for
both values of h, and peak at approximately 10 fN. This is to be contrasted with the
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peak repulsive force found in Ref. 101, which was approximately 10 aN, and gives our
quoted enhancement factor of - 103.
Additionally, we can use the uniaxial capsule configuration to examine the im-
portance of our assumption of perfect conductors. Replacing the conducting plate
with gold (plasma frequency 1.37 x 1016 rad/s) and the capsule with a material that
has permittivity e(w) = diag(1, 1, Egod(W)), we find that the peak repulsive force for
R = 2 prm is reduced by 50%, but that for R = 500 nm it is only reduced by 20%, while
for R = 250 nm it is increased by 10%. The increase in the repulsive force for smaller
R can be understood from the fact that the attractive forces from finite-thickness
plates come from high-w components, which are cutoff by the plasma frequency in
the gold permittivity. Therefore, using gold actually helps to attenuate some of the
attractive effects introduced by using finite-thickness plates, and implies that our
force bounds remain valid for imperfect conductors. Finally, we examined the effect
of introducing a long dielectric column attached to the capsule (this would serve as
both an anchor for the capsule and a means of detecting the force on it). We find
that a column made of silica (modeled as constant permittivity e = 2.25) and of half
the width of the capsule does not significantly modify the repulsive force. However,
taking the column width equal to the capsule width reduces the peak repulsive force
by a factor of 10.
5.5 Conclusions
We have shown that it is possible to achieve repulsive Casimir forces between metallic
objects in vacuum. Using numerics we have shown this effect to be robust to both
geometric and material nonidealities. However, the repulsive force itself is quite small.
We have investigated a Casimir-Polder version of this effect, and similarly concluded
that the effect is too weak to be easily measured. Finally, we have shown that Casimir
repulsion is not limited to the small-particle dipole-interaction regime of our previ-
ous paper, and can in fact be enhanced a thousandfold by considering interactions
between macroscopic materials with highly anisotropic microstructures. However,
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this force is still below the detection threshold of atomic force microscopy [58]. If
this hole/capsule geometry were arranged in a periodic array with period twice the
hole diameter (our numerical calculations indicate that this is sufficient to prevent
interactions across holes), the repulsive pressure would be approximately 2mPa for
R = 500 pm, comparable to the attractive force between metal plates at 900nm
separation, but the fabrication and alignment of such a structure appears extremely
difficult. As a more general point, however, we believe that one route to obtaining
a number of exotic Casimir effects would be to exploit effective uniaxial conductors
formed by, e.g., vertical arrays of nanowires [195]. Even if the repulsive regime can-
not be achieved, our results suggest that significant modifications to the Casimir force
may result.
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Chapter 6
Modeling near-field radiative heat
transfer from sharp objects using a
general 3d numerical scattering
technique
We examine the non-equilibrium radiative heat transfer between a plate and finite
cylinders and cones, making the first accurate theoretical predictions for the total
heat transfer and the spatial heat flux profile for three-dimensional compact objects
including corners or tips. We find qualitatively different scaling laws for conical shapes
at small separations, and in contrast to a flat/slightly-curved object, a sharp cone
exhibits a local minimum in the spatially resolved heat flux directly below the tip.
The method we develop, in which a scattering-theory formulation of thermal transfer
is combined with a boundary-element method for computing scattering matrices, has
many similarities with the methods we used for computing Casimir forces, especially
in Chapter 3. Our method can be applied to three-dimensional objects of arbitrary
shape.
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6.1 Introduction
The exchange of heat between non-touching bodies at different temperatures is ac-
complished by the absorption and emission of radiation. Radiative heat transfer
has many applications to technology, including thermal-photo-voltaics (TPV), nano-
patterning, and imaging [10,142,181]. At the simplest level, the radiative heat flow
out of a body is simply proportional to the surface area of that body, the proportion-
ality constant being bounded from above the Stefan-Boltzmann result for blackbody
radiation o-T 4 [164]. However, we have spent several chapters examining how the
spectrum of zero-point electromagnetic fluctuations due to one body can be modi-
fied by the presence of another body, and by now we should suspect that a simi-
lar phenomenon applies to the thermal fluctuations of the electromagnetic field. In
fact, theory has predicted [151] that the blackbody limit to thermal transfer between
two bodies can be greatly exceeded when the two bodies approach each other to
within a distance smaller than the thermal wavelength AT = hc/kBT. For normal
temperatures T ~ 300K this enhancement occurs at sub-micron separations. This
is due to the tunneling of thermally-excited evanescent modes tunneling across the
barrier between the two objects; the amplitude of this tunneling is strongly position-
dependent [10,78,108,147,150,151,200]. Recent experiments have confirmed [181,187]
this enhancement over the blackbody limit. These experiments have generated great
interest, including the hope that near-field enhancement effects can be tailored for,
e.g., TPV applications.
Until the last few years, the only rigorous theoretical results for thermal trans-
fer concerned parallel plates; however, very recently rigorous theoretical predictions
been made for sphere-sphere [136] and sphere-plate [89, 140] geometries. Although
in principle capable of handling arbitrary shapes, these theoretical techniques (along
with others [17,124]) were previously implemented only when the scattering matrices
are expressed analytically (e.g., spheres and plates in 3d). As an alternative, stochas-
tic finite-difference time-domain methods have been used to examine heat transfer
for periodic structures [169], but this method is not computationally well-suited for
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compact objects in three dimensions. Our technique extends the formalism of Ref. 89
directly to arbitrary compact objects, and allows us to make the first accurate theo-
retical predictions for near-field thermal transfer from 3d compact objects of arbitrary
shape (including corners or tips) to a dielectric substrate. Our work is motivated by
studies of non-contact thermal writing with a hot, sharp object [115,206], which have
previously only been treated by either proximity or dipole approximations [132,147].
To do this, we use a hybrid boundary-element/scattering technique similar to what
we used in Chapter 3, in which we numerically compute the scattering matrices of
this object in a multipole basis; for our study, we employ a cylindrical-wave basis.
Unlike the usual spherical-wave basis, this allows us to concentrate our resolution on
the surfaces adjacent to the substrate, but requires a new quadrature approach to
discretize the scattering matrix. In addition to sphere-plate heat transfer, we study
both cylinder-plate and cone-plate configurations (see sketch in Fig. 6-1), for which
no known analytic solution exists. Our results exhibit clear scaling laws for the total
heat transfer that distinguish locally flat structures (e.g., cylinders and spheres), from
locally sharp structures (cones). In addition, we study the spatial distribution of heat-
flux over the substrate, a topic that has been treated previously using a point-dipole
approximation for the heat source [132]. Our results show that the heat flux pattern
depends strongly on the shape of the tip. Cones in particular have a flux pattern
exhibiting an unusual feature: a local minimum in the heat flux directly below the
tip, which we can explain with a modified dipole picture.
6.2 Method
6.2.1 Fluctuational Electrodynamics
Our starting point is the theory of fluctuational electrodynamics (FE), as formulated
by Rytov [183]. Under Rytov's framework we examine a collection of objects, indexed
by a, in which each object is locally in thermal equilibrium at temperature Ta (this
includes the environment in which all of the other objects reside). The justification for
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Figure 6-1: Total thermal transfer between a silica plate and doped silicon objects
of various shapes. The plate is semi-infinite, and the objects all have height equal
to 1 pm in the z-direction. The plate/environment temperature is Tp = 300 K and
the objects are at temperature TA = 600 K. Red dots denote results with the sphere
scattering matrix determined analytically, the only case in which we have an analytic
solution for the scattering matrix.
this is that the time for equilibration within a single object (which is usually achieved
via phonons [5]) is much shorter than the timescale for radiative heat exchange be-
tween two disconnected objects. The actual thermal radiation is due to local current
sources Ja(w; x) on each object; a key assumption in FE is that these current sources
are completely uncorrelated with respect to both a and x:
(J,,(w; x)&J,(w'; x')) = a [e(w; x)] E(w, To)6(w-w')6(x-x')6,,7 ,(w; x), (6.1)
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where E = w4 (exp (hw/kBT) - 1)-1 [45, 183], h is Planck's constant and kB the
Boltzmann constant. Here 7L(w;x) depends on the local anisotropy of object a;
here we will assume all objects are locally isotropic, in which case Ya(w; x);, = oii.
We have also assumed linearity of all materials involved, which allows us to treat each
frequency independently, as with Casimir forces 1.
With this model for the current sources, we can build up the following phenomeno-
logical picture for the physics of radiative thermal transfer: each object a indepen-
dently emits radiation, determined by current sources local to object a from eq. (6.1)
alone and independent of the geometry and configuration of all other objects a' # a.
This emitted radiation will then undergo both multiple-scattering and absorption
processes; these processes will depend on both the geometries and configurations of
all objects a', but will be independent of the radiation from all other objects a' # a.
Therefore, the total flow of energy can be determined by considering in turn the flow
of energy from each object a to all other objects a' # a
For a given configuration of fields, the energy flow Fs through a surface S is given
by the total flux of the Poynting vector E x H* through S:
Fs = R [E x H*] -dS. (6.2)
Schematically, we then have the following setup for computing the total heat flow
through a surface S:
Fs = j [E,(Ta,) . w; x) x H'. (w; x)] -dS. (6.3)
Here {J0 } represents a complete set of independent volume current sources on object
a. The most obvious such set is a 6-function basis: {Ja} = {8j(x) I x E a, j E
{x, S, }}. The fields Ej., Hj, are simply the solutions to Maxwell's equations with
'Strictly speaking, FE does not require a locality condition [i.e., 6(x - x')], similar to how this is
not required for Casimir forces [154]. However, we will assume locality throughout for simplicity
2As the environment is one such object, this includes the case of a single object radiating into
free space.
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sources J,:
[V x V - w2 E(w; x)] E3 . = -iwJa(x) (6.4)
6.2.2 Computation
The most straightforward approach is a direct solution, in which for each frequency
w and object a, eq. (6.4) is solved for every point x E a. A requirement is that the
volume of a be discretized, e.g., by a uniform grid of sufficiently high spatial resolu-
tion. The solution would then be analogous to the first numerical solutions to Casimir
problems for generic geometries [166]. Such a method has been explored for quasi-
two-dimensional gratings using stochastic current sources in the time domain [169]
(see also Ref. 25 as a precursor for computing the radiation of an object in isolation),
however the computations are extremely expensive, even in two dimensions. Addi-
tionally, it does not take advantage of the uncorrelated nature between currents on
different objects. Our goal will be to compute this the thermal transfer eq. (6.3) by
replacing volume current sources with surface current sources, which has the clear
advantage of a large gain in efficiency.
In a very real sense, the physics of radiative thermal transfer is the same as
the physics of Casimir forces: the statistical average of uncorrelated, fluctuating
current sources gives rise to a nontrivial electromagnetic stress-energy tensor; for
Casimir forces we were interested in the components of (E 0 E) and (H 0 H) when
all objects were at thermal equilibrium. Here, we have only local equilibrium, and
the components are (E 0 H*) 3. While the scattering-theory viewpoint for Casimir
forces is best arrived at though a path-integral derivation [154,160], the solution to
the thermal transfer problem is actually more physically intuitive [89, 90]. In this
work we will consider the simplified case of only three "objects" - a uniform dielectric
half-space P, an arbitrary compact object A, and the environment E. The derivation
of the thermal transfer is simplified in this case; for the more general case, see Ref. 90.
3The complex conjugate of H gives another crucial difference with equilibrium Casimir forces:
the frequency integrand is non-analytic and cannot be Wick-rotated. This is manifest in the physics
of thermal transfer in, e.g., the resonant enhancement of heat transfer due to surface plasmons [201]
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In the problem studied here, an object A at temperature TA faces a dielectric plate B
at temperature TB, in an environment E that is also at temperature TB. Under the
assumptions of Rytov's theory, all sources emit radiation independently, and therefore
the source currents do not depend on the relative position/orientation of objects A
and B. In the actual physical system, objects A, B, and the environment are all
sources of radiation - the radiation from A is at temperature TA and the radiation
from B and E is at temperature TB. However, we can eliminate the sources from
A by the following argument: if TA = TB, the system is in thermal equilibrium and
the expectation value of the Poynting vector vanishes at all points x and at every
frequency due to detailed balance [45]. Therefore, the Poynting vector due to radiation
solely from object A at temperature TA is exactly the negative of the Poynting vector
due to radiation from B and E at temperature TA with object A at zero temperature.
The full non-equilibrium Poynting vector can therefore be computed with radiative
sources from B and E only.
To compute the power flux, we first compute the electric field correlator (E(x) 0
E(x')), j = P, E, for general x 4 x' (the Poynting vector will be obtained at the end
by taking lim2,0V2,(E(x) 0 E*(x')) 4. This correlator has the general form:
(E 0 E'*) = -- dE(w , T)(E 0 E'*)j,; (6.5)
fo 27r
unless otherwise noted, we consider each frequency w separately and drop the w
subscript below. The correlator takes on a simple form in an orthogonal basis Ec, (w; x)
for the field degrees of freedom, indexed by a (discrete or continuous) index a. In our
case, these waves will be cylindrical waves propagating in the ±z direction (described
below). For computation, it is convenient to first express the correlator as a matrix
D; in matrix notation (with implied summation over repeated indices):
(E(x) 0 E*(x')) = (D) a, E.,(x) 0 E* (x'). (6.6)
4There is an additional zero-temperature term in the (EE) correlator that results in the Casimir
force at thermal equilibrium; this shows up as a modification of . However, this term does not
contribute to heat transfer and will be ignored throughout
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D = Dp ± DE due to statistical independence of the thermal fluctuations, where
DP/E involve sources only from P / E. The correlators DP/E are obtained from the
"unperturbed" correlators IDE; D', involves the plate sources without A and Do
involves the environment sources with neither A nor P present. The D9 are known
analytically; we will give their expressions in the cylindrical-wave basis below. Each
component of the operator Dq, e.g, the quantity E,, ( E,, represents a tensor product
of two solutions to the vacuum Maxwell's equations, while the matrix element (D),,,
represents the relative contribution of this term to the correlator. The nice thing
about FE is that now we can forget all about the statistical nature of the current
sources - once the D? are known, the full correlators Dj can be determined from them
by use of the Lippmann-Schwinger equation [89,154]. In our notation, the solution is
expressed as:
Dj = O ,D9O, j = P, E (6.7)
The 0 are matrices that describe the scattering of incoming and outgoing fields
with the allowance for sources in between. The Oj are constructed from the more
conventional incoming/outgoing scattering matrices FP/A [123,154] for objects P and
A individually. In Appendix 5 we will derive the form for 0 explicitly for parallel
plates (the generalization to arbitrary objects follows a similar process), which will
clarify the meaning of the operators O in eq. (6.7).
- In general, any multipole basis used will break up into two sets of "incoming"
and "outgoing" waves (for some examples, see Ref. 154). These will be referred to
by the index s = ±1. For the cylindrical multipole basis (described below), the
expressions for the OQ in the Lippmann-Schwinger equation decompose into 2 x 2
block matrices, where each block index represents a single value of the propagation
direction (s', s = t):
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( 0 UPA (FA)_+ UAPMP1 ) MP 1 - UAP (]")+- UpA (FA)-
0 UAPMP1
OE UAP (F)+- MEUPA (FA)- ) ME 1 - UPA (FA)-+ UAP (F -+8)
Here U(x' - x) is the (real-frequency) translation matrix for the waves from x to x'.
The subscript UPA is shorthand for U(zp - zA) (similarly for UAp). The U are known
analytically; the important quantities are FP/A, the scattering matrices [123,154] for
objects P and A, respectively. As object P is a plate, Fp is known analytically.
However, as was the case for Caimir forces, FA cannot be determined analytically for
a general object A. Instead, the computation of the scattering matrix elements is ac-
complished via a boundary-element method [159], described below. The z-component
of the Poynting flux at position x, S., and the total power flux ST through the z = 0
plane can both be expressed as operator traces:
SX/T = R Tr [Sx/TDT], (6.9)
with
(SX)a,, = _--Z [E,(x) x (V x E,,(x))*] (6.10)
and (Sr)a, given below.
To actually compute these quantities, we must specialize to a specific multipole
basis. When considering the interaction of, e.g., a sphere and a plate, most stud-
ies [50,89,113,140] have employed a spherical multipole basis in which the scattering
matrix for the sphere is known analytically. A direct numerical extension to non-
spherical objects entails computing the scattering matrices in a spherical multipole
basis along the lines of our work in Chapter 3 for omega particles. However, at close
separations many more multipoles of increasingly higher order must be retained.
Higher-order multipole moments have rapid oscillations, and therefore any numerical
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discretization (surface or volume) of the objects must be comparably increased. Due
to the spherical symmetry of the multipoles, this discretization must occur uniformly
across the object, despite the intuitive expectation that only a high discretization
near the interfaces is required. Instead, in this study we employ a cylindrical-wave
basis of fields Es,m,kp,p(x) in which the waves (also known as Bessel beams) propagate
in the ±z direction [198]. These can be expressed as azimuthal Fourier transforms of
ordinary planewaves as follows:
Esm,kp,p = i6p(-1)nk, Pj dok, e iMck± Ek±,,(X); (6.11)
Jo 2,7r
The variable s = t refers to the direction of propagation; m is the (integer) angular
moment of the field, 0 < k, < 0w the radial wavevector, and p = M, N the polariza-
tion. The composite index in this case is a = {s, m, k,, p}. This basis is especially
well-suited to the case considered here in which objects have rotational symmetry
about the z-axis, as different values of m are decoupled; this does not change our
formulation but does simplify our numerical implementation
To compute the elements of FA, we again employ the boundary-element method
(BEM) [159] implemented by Homer Reid [161]. In contrast to the Casimir case
of Chapter 3, we now desire the scattering matrices in real frequency; fortunately,
Homer's code is able to handle both real and imaginary frequency equally well 5.
Along the same lines as Chapter 3, A is discretized into a mesh; our numerical method
then computes the induced currents from an incident multipole field Ea(x) (here
a = {s, m, k,, p}). The multipole moments of this current distribution are then
computed in a straightforward manner analogous to Chapter 3. Only two changes
need to be made: the first is the dyadic Green's function in the cylindrical-wave basis,
5The real-frequency case involves the additional complication of complex e(w); we are grateful to
Homer for modifying his code to allow for this case.
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given explicitly by [198]:
00 E rf 0 0  d k p - W l k p n p x 0 E _ ,G (w; x, x') = E (-1) 2 E+1,,,n,,(x) 0 E-1,,,n(x')9(z - z)
n=-oo p=M,N
+ E_1,k,,np(x) 0 E+l,k,,-n,(x')9(z' - z) (6.12)
(here 9(x) is the Heaviside step function, not to be confused with the Planck factor
6) and the explicit expression for the cylindrical multipole waves [198]:
in
Es,m ,,M(x, y, z) = eisqz+ime -P Jn(kpr) p - kpJ' (kpr)
ES~m,kp,N(X,y, Z) = e isqz+imo k (H-?Jn (k r) n 2 J (k,~)q) (6.13)
where q = V/2- kU2, Jn are the cylindrical Bessel functions, (p, <, z) denote cylin-
drical coordinates, and J' denotes differentiation with respect to the argument.
Because the cylindrical-wave basis distinguishes between waves in the ±z direction
(unlike a spherical wave basis), and because the near-field thermal transport mostly
depends on reflections from adjacent surfaces, we are able to concentrate most of
our BEM mesh resolution on the part of the surface of A nearby the plate, greatly
improving computational efficiency 6 For example, in the mesh for a cone, shown in
the center of Fig. 6-2 we use - 250 times more resolution at the tip than at the base,
which allows us to compute thermal transfer down to separations 1% of the cone
height.
One complication of cylindrical multipoles (compared to spherical multipoles) is
that k, is a continuous index and matrix multiplication is turned to integration. For
computational purposes, this integration must be approximated as a discrete sum
by numerical quadrature. We approximate the integral over k, using a Gaussian
quadrature scheme [3] for high accuracy. To illustrate this, consider the scattering
matrix FA of object A; its action on an incident electric field can be discretized as
'One limitation, however, is that now (similar to [17]) we must assume a separating plane between
the two objects in order for the expression eq. (6.12) to be valid. However, this is the case for most
realistic situations.
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Sphere Cone
Figure 6-2: Cone meshes used in the present section. The points at the tops of these
objects are those nearest to the plate, and thus require the highest mesh density.
(for simplicity, summation over m and p is suppressed):
[00 dk' N
FAEkpi = (FA)l p,, Ek~( w (FA)ji Ekp3  (6.14)
where the sets {w3 , k,,j} form a set of one-dimensional quadrature weights and points,
respectively, and (FA)j = (FA)k ,kp are the elements of the continuous scattering
matrix sampled at the discrete quadrature points. The sampling density will depend
on how smooth the variation of FA is with k, for each w and m, as well as the region of
k, which contributions (this is determined by the exponential cutoff in U; as a general
rule, this cutoff varies as k, - 1/z). We have found that the propagating sector can
have a strong k,-dependence, which is not surprising due to, e.g., the presence of
Mie resonances for spheres. However, in this work we are primarily interested in
the near-field evanescent enhancement of thermal transfer, in which the dominant
contributions come from the evanescent sector. We have observed that in the region
k, > w, the matrix elements of F tend to be smoothly-varying with k,, allowing for a
sparse quadrature sampling.
The analytic expression for the non-equilibrium electric field correlator of a plate
at temperature T, and environment at T = 0 expressed in the planewave basis is
well-known [90,183]. Since eq. (6.11) relates planewaves to cylindrical waves, it is a
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Cylinder
simple exercise to re-express this correlator in the basis of cylindrical multipoles [198]:
(1- Irk~P | ___r(D0 = 6a',,6 I,+ IAk 2 Xp ' xe (6.15)P aaS+( 4qkp 2JqjkP e
Here rk,,, are the Fresnel coefficients for a dielectric plate, Xp(e) = 1 for k, < w (k, >
w) and zero otherwise, q = V1z - k , and oij is the Kronecker (Dirac) delta function
on discrete (continuous) indices; the J.,+ reflects the fact that only waves propagating
in the +z direction are emitted by the plate, which occupies the z < 0 plane. The
expression for the environment correlator D' is given by the same expression as Do,
with r = 0 and 6,+ replaced with ,_. 7. Finally, the matrix elements for the total
power flux are (ST)&,,, = 2,rqke kk,,'p,,,( -s')P',N ([X - Xe S)Op,M.
For the surface meshes, we use approximately 2,500 panels (discretized surface
elements) to get 1% convergence, with the panels highly concentrated on the area of
the objects nearest to the plate. We retain angular moments up to Iml = 10, and for
each m we perform the w and k, integrations using 28 and 48 Gaussian quadrature
points, respectively. For our study, object A is composed of doped silicon while the
substrate B is silica. For the doped silicon dispersion we use a standard Drude-
Lorentz model [43] with a dopant density of 1.4 x 1019 cm- 3 , while for silica we use
measured optical data [187].
6.3 Results
We examine the thermal transfer properties for three types of configurations (shown
at to top of Fig. 6-1): sphere-plate, cylinder-plate, and cone-plate. The objects are
chosen to all have length h in the z direction. Although the first configuration has
previously been solved semi-analytically [89,140], our use of cylindrical multipoles
represents a new semi-analytic method for computing the sphere-plate transfer, one
that we believe is orders of magnitude more efficient than semi-analytic methods based
7Technically, there is another source of fields from the environment originating from z = -oo.
However, assuming !(ep) > 0 these will be fully absorbed once the semi-infinite plate P is added
to the system.
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on spherical multipoles [88]. The other two configurations have not been previously
calculated without approximation, as analytic expressions for the scattering matrices
do not exist for the finite cylinder or the dielectric cone 8. We focus on cases with
rotational symmetry as these simplify our computations - only matrix elements for
which m' = m need be computed. We present results for the total radiative thermal
transfer (the quantity most directly accessible to experiments) and the spatially-
resolved Poynting flux (which is of interest for nanolithography applications).
6.3.1 Total Power Transfer
Figure 6-1 shows the geometry-dependence of the total heat transfer rate between dif-
ferent compact objects and a dielectric plate, over surface-surface separations z from
several microns down to 20nm. In addition to the expected near-field enhancement,
we observe several crossings as, e.g., the broader surface area of the R = 0.5 Im
radius sphere competes with the smaller but flatter surface of the d = 0.4 ptm di-
ameter cylinder. For smaller z, the ratio of the transfer between the d = 0.4 pm
and d = 0.2 pm cylinders approaches the ratio of their surface areas (within 6% at
z = 20 nm), as would be expected from a proximity approximation (PA) [89,135]. The
sphere-plate exhibits the 1/z power law as predicted by PA [89,181,187] to within
10% for z < 0.1 pm, while the cylinder-plate exhibits agreement to within approxi-
mately 10% over this range using a PA based on the integral of the plate-plate heat
transfer rate over the cylinder front face and vertical sidewalls. The contribution from
the sidewalls can be ignored (leading to a ~ 1/z2 transfer rate [200]) for z/d ,< 0.01.
The convergence to PA is not as strong as would be expected from our intuition
from Casimir forces: although both quantities decay as a power law for two flat sur-
faces, the Casimir force has a Z-4 decay rate for parallel plates and a z- 3 decay for
a sphere-plate. Therefore, we expect that much smaller separations are required to
get a sub-1% agreement with PA. In contrast to the sphere and cylinders, the cones
8Analytic expressions do exist for a perfectly-conducting, infinite-length cone [111] because the
vacuum Helmholtz equation is separable in cylindrical coordinates [191]; however, perfect conductors
have zero thermal emission and thus are of no interest here
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Figure 6-3: Heat transfer for the cone-plate systems from Fig. 6-1, plotted on a semilog
scale to suggest that the total power transfer diverges logarithmically for small z. For
clarity, data for 9 = 900 is scaled by a factor of 2, and 0 = 40* by a factor of 4.
Dashed lines so a linear fit to the data for 20nm < z < 200nm, shifted downwards
for clarity.
do not seem to be asymptoting to a power law, and may even have a logarithmic
divergence as z -+ 0, a fact which we attribute to the scale-invariance of the plate-
cone configuration when z < 1pjm and z < hc/kBT (the latter eliminating material
dispersion effects), which we discuss below. To check the accuracy of our numeri-
cal scattering method, we also plot the results for the sphere where FA is calculated
semi-analytically [89], shown as red dots, which agrees to within 1%.
Logarithmic divergence of cone heat flux
Above we mentioned that the heat transfer rates for cones appeared to diverge log-
arithmically as z -+ 0. We re-plot these data in Fig. 6-3 on a semilog scale; the
resulting curves are clearly linear for small z. We will now give a scaling argument
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hi h2
Figure 6-4: Schematic used to derive eq. (6.16). In the text, we consider fixing z and
varying the cone height from hi to h2; the heat transfer from the pink region in the
right-hand cone varies as log (h 2 /hi).
to explain why this is the case.
The logarithmic divergence in the heat transfer between a plate and an finite cone
as z -± 0 can be understood from a simple proximity-approximation argument (an
infinite cone would have a divergent contribution to the heat transfer from propagating
modes). Consider a first a cone of tip-plate separation z, and consider varying the
cone height from h1 to h 2 (see Fig. 6-4). Assuming that both z < hi, h2 < AT,
we can ignore the effects of both material dispersion and heat transfer from purely
propagating modes. A crude proximity argument would then predict that the change
in total heat transfer in varying from hi to h2 (see the pink region in Fig. 6-4) is:
/h2 2wxh in h2
S(h 2 ) - S(hi) ~ dh h2 2 m log (6.16)
Therefore, PA predicts a logarithmic divergence in the cone height for a fixed z. Of
course, for sufficiently large h we will no longer have h < AT and the total heat flux
will switch to an area law, which in our geometry translates to a quadratic divergence
S(h) - h2 . The case of interest currently is the case of fixed h and variable z.
However, with the exception of the finite h the plate-cone geometry is scale-invariant;
therefore, we expect that the heat flux profile (which we will confirm in the next
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Figure 6-5: Poynting flux at the origin for the geometries of Fig. 6-1 with
plate/environment temperature Tp = 300 K and object temperature TA = 600 K,
using the single-polarization approximation (SPA) for the sphere and cylinders. The
magenta line denotes the sphere-plate without the SPA, and the horizontal dashed
line denotes the threshold used for the crossectional flux profiles of Fig. 6-6.
section) S(p; z) at the plate surface will, for sufficiently small p, follows a simple
scaling law:
1
S(p, z) = -S(ap, az) (6.17)
where the prefactor a- 2 comes from the fact that the heat flux has units of 1/Area.
If this scale-invariance were to hold for all p, this would imply that the total heat
transfer is a constant. However, the finite size of h implies that at some point p,
this scaling can no longer hold; for lack of any other units, we must have p. ~ h.
Therefore, if p, remains constant, the effect of decreasing z by a factor of a amounts
to increasing h by a factor of 1/a. Because the total heat flow diverges as log h, we
therefore have S(z) ~ log z.
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6.3.2 Spatially-resolved Poynting flux
For thermal writing applications, an important factor to consider is not only the
total power delivered to the plate, but also the spatial extent over which this delivery
occurs. In order to examine this, we envision a scenario in which a critical magnitude
of the z-directed Poynting flux is required in order for some change to occur on the
plate, for example, the patterning of a thermal mask for later etching [206]. Figure 6-
5 plots the Poynting flux at x = 0 as a function of z, which will tell us how far away
the object must be before it can effect this patterning. The cylinders and spheres
converge to the same - 1/z 2 profile for small z (as expected from a PA), whereas the
cones all follow 1/z2 profiles with different coefficients. This 1/z2 dependence follows
from the scale-invariance of the scattering problem for small z, combined with the fact
that there is a 1/z cutoff in the range of k, that contributes to the transfer, so that the
total number of modes that contribute is proportional to f1 i/z dkpk, 1/z 2 . In this
calculation we have found that the result for nearly flat surfaces is dominated by the
N polarization (E I i), mirroring similar phenomena in other near-field cases [212],
that results from the behavior of the Fresnel coefficients RM/N for high k,:
RM (w )-1 k4,2 [1]
RE(W7kP) = Eh]+ (6.18)
E(w) +1 .k2
This is fortunate because we have found that the M contribution to the Poynting
flux requires much higher mesh resolution to converge. We can achieve this mesh
resolution for the cones using a much finer mesh of approximately 12,000 panels
(shown in Fig. 6-7), but such a fine mesh for the sphere or cylinders is computationally
intractable due to the large amount of surface area close to the plate. Therefore, we
must use the single-polarization approximation (SPA) for the sphere and cylinders.
To check the SPA for a sphere we also plot the full results using the semi-analytic
formulation, finding that the error from the SPA is < 20% at the largest z, decaying
to < 10% at smaller z; SPA for a cone is discussed below.
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Figure 6-6: Spatially-resolved heat flux profiles at the substrate surface. z is chosen
to fix Poynting flux at x = 0 at 10-3(27r) 2hc/pm4 . For the sphere and cylinders we
have used the SPA (see text).
Figure 6-6 plots the Poynting flux as a function of x showing the heat trans-
fer profile. For each object, we chose z to have the same x = 0 Poynting flux of
10-3(27r) 2hc/pm4 (horizontal dashed line in Fig. 6-5), corresponding to a sphere-
plate separation of ~ 200 nm. The cylinders and 120* cone all reach this threshold at
comparable separations, whereas the 900 cone is at less than half the separation, and
the 40* cone does not even reach this threshold within the range considered.
To examine the near-field flux profile for different shapes, the relevant comparison
point is the magnitude of the Poynting flux; from Fig. 6-6, different shapes must be
placed at different separations from the plate in order to achieve the same Poynting
flux. We take our measure to be the value of the Poynting flux at the origin p = 0
for simplicity. Fixing the Poynting flux at p = 0 to 10- 3 (2r)2hc/Im 4, in Fig. 6-6
we plot the Poynting flux profiles for these shapes as a function of p. The widths
for the cylinders are narrower than the sphere, implying that the cylinders can write
higher spatial resolution. For both spheres and cylinders, the Poynting vector peaks
at p = 0 and falls off monotonically. Surprisingly, the cones do not exhibit this simple
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Figure 6-7: Extra-fine mesh used to compute the spatially-resolved Poynting flux
for a 0 = 900 cone, in which the mesh is highly concentrated at the tip. In total,
approximately 12,000 mesh elements are used. This mesh illustrates the advantage
of using a cylindrical-wave basis: spherical waves would have requires a much more
uniform meshing of the cone surface, whereas here we can concentrate our mesh points
near the tip.
behavior. Rather, the Poynting flux profiles for the two cones are non-monotonic in
x, with a local minimum at x = 0.
It appears from Fig. 6-6 that the flux minimum at x = 0 becomes deeper as the
cone opening angle becomes sharper. To verify this, we include the flux profile for
o = 40' as well, examining the Poynting flux profiles for all three cones at a fixed
z = 70 nm. The results are shown in Fig. 6-8; for ease of comparison, all curves are
scaled to have a maximum of 1. We also show the d = 0.2 pm cylinder (using the
SPA) for comparison. The dip is very prominent for 0 = 400, where the Poynting flux
at x = 0 is less than half of its peak value; the relative strength of the dip clearly
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Figure 6-8: Spatially-resolved heat flux profiles (arbitrary units) at the substrate
surface for three cones. The profiles are normalized so that their maximal value is
equal to 1. For comparison, the profile for a cylinder of radius d = 400 nm (using the
SPA) is shown as well.
decreases as 0 increases.
We believe the explanation for the dip in the Poynting flux is that as the cone tip
becomes sharper, its radiation pattern approaches that of a dipole with axis normal
to the plate, which has zero Poynting flux at x = 0. This explanation predicts that a
very thin cylinder with d < z should also have a dip in the Poynting flux at x = 0,
which we have also confirmed numerically. It is interesting to compare this result with
the predictions of repulsive Casimir forces from Chapter 5 - there as here, a simple
symmetry argument based on dipole fields can predict counter-intuitive results.
6.4 Conclusions
In this Chapter, we have presented the first exact calculations for thermal transfer
between a plate and three-dimensional compact objects with sharp features. We
achieved this by building on our techniques from Chapter 3 for computing Casimir
183
forces in chiral metamaterials, demonstrating the broad range of applicability for
these methods. We have found that an approximately scale-invariant geometry can
lead to qualitatively new behavior - a logarithmic scaling of the total thermal transfer,
a property that could potentially be measured. Further, we have found that sharp
tips can lead to surprising effects for the near-field thermal heat flux. This is in
contrast to the case of Casimir forces, where PFA tends to hold for most regimes (a
partial exception was found for the crossed wires in Chapter 4, but even there PFA
eventually takes over). It is possible that other interesting effects for this field remain
to be discovered.
Appendix 5: Derivation of the 0 Operators
In this section we will explicitly derive the operators Oj in eq. (6.8) for the case
of two parallel plates, one plate being of finite thickness. We will do so in a form
sufficiently general as to allow generalization to non-planar structures, while still being
sufficiently transparent to illustrate the physical meaning behind the 0 operators
given in eq. (6.7). The physics behind the 0 operators is illustrated in Fig. 6-9,
and can be summarized as follows: in panel (a), an incident right-propagating field
Ei" scatters off object 1 in isolation. The scattered field is F 1 [E"]. The effect
of introducing another object 2 on this scattered field is shown in panel (b) [the
incident field is unchanged and directly interacts with object 1]: now, the outgoing
field F1Einc undergoes multiple-scattering events, so that the net scattered field is
a sum of left- and right-propagating waves. These fields are linearly dependent on
the initial scattered field Einc; 0 defines the operation connecting Einc to the net
scattered field in the presence of objects 1 and 2, and is shown in panel (c).
Assume that the semi-infinite parallel plate P has of permittivity ep and reflection
coefficient rp (given by the Fresnel formula) with right-most edge at zp = 0. Plate
A has permittivity EA and thickness h, with interfaces at zA and ZA + h. For parallel
plates, it is best to work in the planewave basis, where the electric field functions are
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given by:
Es,k-, = V X (eisqz+ik-x_ )
Es,k1 ,N = 1 isqz+iki-xWkIl V ( Z (6.19)
(6.20)
Because of the two directions of translation-invariance and the isotropy of the plate
dielectrics, both the initial field correlator Do and the scattering matrices Fp, FA
are diagonal in ki and p. Therefore, we may focus on only one value of each. The
scattering matrices for A are expressed in terms of the reflection and transmission
coefficients rA and tA, respectively (these can be expressed in terms of the Fresnel
coefficients; see, e.g., Ref. 19).
First consider the radiation from the plate P: the correlator for each component
a in the absence of A is given by eq. (6.15), with k, = |ki| and r = rA. The
current sources that create this radiation remain unchanged when we introduce A.
The radiative field, however, becomes modified by reflection/transmission through
the thin plate. It is a simple matter to see that if the initial field radiating from the
plate is EO (z) = E+(z) (here we simplify to p = 0 and drop explicit reference to ki
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and p), the solution Ep(z) for the field in the region 0 < z < ZA is given by:
EP(z) = U(+)(z,0)E+(0)
+ [U(-)(z, ZA)rAU(+)(ZA, Zp)] E_ (0)
+ U(+)(z, zp) [rpU(-)(zp, zA)rAU() (ZA, zp)] E+(z)
+ U((z, ZA)rAU(+) (ZA, zP) [rpU(-)(zB, ZA)rAU(+) (zA, zp)] E (0) + ...
[ rpU(~) (zp, za)rAU(+) (za, zP)]n U(+)(z, 0) E+ (0)
± U()(z, ZA)rAU(+) (ZA, zp) (rpU(-)(zB, zA)rAU(+) (ZA, z)]n) E_(0)
(n--1
- U(+)(z, 0) [1 - rpU(-)(zp, ZA)rAU() (ZA, zP) - E+(0)
+ U(-)(z, ZA)rAU(+)(ZA, zP) [1 - rpU(-)(zB, ZA)rAU(+)(ZA, Zp)] -1 E (0)
E (Op)+ E+(0) + (OP)-+ E_ (0)
(6.21)
here we have defined U() (zf, zi) _ e±(zf-zi) and included operator notation in the
last line to make the correspondence with the general non-planar case more evident.
Explicitly, in the planewave basis we have:
I e 2iqzAr
Ep( z)j = - 1 ceazE+(0) + e 2 zr^A i~-' ()(.21 - r prAe2iq(zA-zP) 1 - rp eq(zzP)E(0) (6.22)
For the environmental sources, the final field is scattered off the combined P - A
system. If the incoming field (for a single (ki,p)) is E_, the solution for the full field
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EE(z) in the presence of P and A in the region zp < Z zA is:
EE(z) = U(-(z, ZA)tAE_(ZA)
+ U(+)(z, zp)rpU() (zp, ZA)tAE+(ZA)
+ U(B(z, ZA)rAU(+)(ZA, zp)rpU(-(zp, zA)tAEzA)
+ U(+)(z, zp)rpU)(zp, zA)rAU(+)(zA, zP)rpUB (zP, ZA)tAE+(ZA)
= U(-) (z, ZA) [rAU(+) (ZA, zp)rpU() (Zp, ZA)] tAE- (ZA)
n=O
+ E U (z, ZA) [rPU() (zP, ZA)rAU(+) (za, zA )]n U(+)(z, zp)rpU() (zp, ZA)tArAU(+)(ZA, zp)T
n=O
= U- (z, ZA) [1 - rAU(+)(ZA, zp)rpU B( zP, ZA] - tAE (ZA)
+ [1 - rPU(- (zP, ZA)rAU(+) (ZA, zP)] U(+) (z, zp)rpU() (zp, ZA)tAE+(ZA)
= (OE)+_ E+(0) + (OE)__ E_ (0)
Explicitly, for planewaves we have:
1 r___e______z__ 4-z,)zp-rj.
E p( z) = 1 - i(zAz)t Eiq(z-zA)E(zA) + rpeq(ZA -zP)tAe**(z-zP)E+(zA)
~~~~~-rArpe2iul-P)Arr~ i(zAZ
(6.24)
If we make the replacement rA -* (FA)-+ and rp -+ (Fp)+_ and take (Op)__ =
(0p)+_ = 0 (there are no waves in the region z > 0 propagating in the -z direction
due to sources on E), we arrive at the expression for Op in eq. (6.8). Similarly, setting
TA = (FA)__ and (OE)++ = (OE)-+ = 0 (there are no waves in the region z < 00
propagating in the +z direction due to sources from E 9) we arrive at the expression
for OE in eq. (6.8). We see now that the Lippmann-Schwinger equation eq. (6.7) is
simply the statement that the solution for the correlator E 9 E in the full system
(P + A) is obtained by taking the tensor product of the field solution eq. (6.21); for
9Assuming, as before, that we can ignore the environmental sources from z = -oo, as they are
completely absorbed by P
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example for P, we have:
E ®E* = [(Op)++ E+(O) + (O)-+E_(O)] 9 [(Op)++E+(0) + (p)-+E(O)]*
(6.25)
with a similar result holding for sources from the environment. Multiplying by the
initial weights Dq gives the result eq. (6.7).
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Figure 6-9: Schematic showing the physical meaning behind the 0 matrices; the
processes are'discussed in more detail in the text.
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Chapter 7
Computation and visualization of
photonic quasicrystal spectra via
Bloch's theorem
In this chapter, we examine photonic quasi-crystals (PQCs), dielectric structures
that, while lacking periodicity, still possess long-range order. We present a method
by which the energy spectrum and the eigenstates of a PQC can be obtained by
solving Maxwell's equations in higher dimensions for any PQC defined by the standard
cut-and-project construction, to which a generalization of Bloch's theorem applies.
This is in contrast to previous methods, which have relied on the use of rational
approximates in large supercells to compute the eigenfrequencies and/or local density
of states (LDOS) to an approximation of the true aperiodic structure. We validate
our technique by examining the one-dimensional Fibonacci quasicrystal and the two-
dimensional octagonal lattice. In addition, we demonstrate how one can compute
band structures with defect states in the same higher-dimensional superspace. We find
that by smoothing the structure in its native superspace one can obtain exponential
convergence of the bandstructure, something that is impossible to do using a supercell.
Finally, we investigate the application of this method to two-dimensional PQCs.
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7.1 Introduction and Background
We propose a computational method to solve for the spectra and eigenstates of qua-
sicrystalline electromagnetic structures by directly solving a periodic eigenproblem
in a higher-dimensional lattice. Such photonic quasicrystals (PQCs) have a num-
ber of unique properties compared to ordinary periodic structures [2, 26, 28, 34, 39,
52,53,55,57,85,87,107,128,137,144,177,203,205,207,209,211,217, 218], especially
in two or three dimensions where they can have greater rotational symmetry and
therefore offer some hope of complete photonic band gaps with lower index con-
trast [66, 80,210,218] than the roughly 2:1 contrast currently required for periodic
structures [114]. However, the study of photonic quasicrystals has always been indi-
rect, in which the aperiodicity of the exact structure is only approached in the limit in
which a large "supercell" calculation captures a sufficiently large portion of the ape-
riodic lattice. In contrast, the present method captures the entire infinite aperiodic
structure in a single higher-dimensional unit cell. The idea that many quasicrys-
tals can be constructed by an irrational slice of a higher-dimensional lattice is well
known [72,189,192], and in fact is the most common formulation of quasicrystals in
two and three dimensions [98,116,202], but the possibility of direct numerical calcula-
tions within the higher-dimensional space seems to have been little explored outside of
some tight-binding calculations in one-dimensional quantum systems [36,109]. There
have been several previous numerical approaches to simulating quasicrystal structures
in electromagnetism and quantum mechanics, but all have involved either a periodic
approximate or a large supercell with absorbing/radiating boundary conditions.
In one dimension, a typical quasicrystal is an aperiodic sequence of two or more
materials, determined either by a slice of a higher-dimensional lattice [189] or by
some "string concatenation" rule [72]. In either case, efficient 2 x 2 transfer-matrix
methods are available that allow one to quickly compute the transmission spectra
and density of states for supercells consisting of many thousands of layers [59,69].
Two- and three-dimensional quasicrystals are almost always defined as an irrational
slice (i.e., incommensurate Miller indices) of a higher-dimensional lattice; for exam-
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ple, the famous Penrose tiling can be viewed as a two-dimensional slice of a five-
dimensional cubic lattice or of a four-dimensional root lattice A 4 [192]. In such
cases, supercell computations of a finite portion of the infinite aperiodic structure
(or a rational approximate thereof [59,189]) require slower numerical methods, most
commonly finite-difference time-domain (FDTD) simulations [55,56,85] or planewave
expansions [40,79]. Unfortunately, these methods become very expensive for large su-
percells, nearly prohibitively so for three-dimensional quasicrystals-there have been
experiments for 3D PQCs [98,116], but as yet few theoretical predictions [190, 215].
With FDTD methods, for example, the PQC local density of states is typically inte-
grated in Monte-Carlo fashion via random sources or initial conditions [2, 128,203],
but many simulations are required to sample all possible modes in a large super-
cell. Also, the finite domain of a supercell becomes even more significant in higher
dimensions where a tractable supercell is necessarily smaller, as there can be local-
ized states [39,55,85,128] whose presence is dependent on the particular region of
the PQC considered. Our method of computing the spectrum directly in the higher-
dimensional unit cell, on the other hand, requires no supercell to capture the infinite
aperiodic structure-it uniformly samples (up to a finite resolution) every possible
supercell of the infinite quasicrystal, rather than any particular subsection. The in-
fluence of finite-resolution on the convergence of the spectrum can be systematically
understood: one is not "missing" any part of the quasicrystal, so much as resolving
the entire quasicrystal with lower resolution.
The structure of this chapter is as follows: in Sec. 7.1.1 we review the "cut-and-
project" method for defining a PQC as a slice of a higher-dimensional lattice, followed
in Sec. 7.2 by a description of our computational method in the higher-dimensional
lattice. There, we describe the extension of Maxwell's equations to higher dimensions
and also describe its solution in terms of a higher-dimensional Bloch planewave ex-
pansion. As a proof of concept, we present a sequence of one-dimensional examples in
Sec. 7.3. First, we compare results for a one-dimensional "Fibonacci sequence" with
standard one-dimensional transfer-matrix techniques. Second, as mentioned above,
we demonstrate how one can use the same technique to study defects in the quasicrys-
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tal, as demonstrated in the one-dimensional "Fibonacci" example. We demonstrate
the ease with which one can construct and explore different quasicrystals by continu-
ously varying the cut angle, and how exponential convergence with resolution can be
obtained from smoothing the superspace structure. We then turn to optimizing the
superspace dielectric structure, in order to obtain the largest fractional bandgap, and
find that in all cases the optimal structure is actually a periodic quarter-wave stack.
Finally, we discuss extension of the method to higher-dimensional structures.
7.1.1 Quasicrystals via cut-and-project
Given a periodic lattice, any lower dimensional cross-section of that lattice may be
either periodic or quasi-periodic, depending upon the angle of the cross-section. For
example, the periodic 2D cross-sections of a 3D crystal are the lattice planes, defined
in crystallography by integer Miller indices. If the Miller indices have irrational ratios,
on the other hand, the cross-section is aperiodic but still has long-range order because
of the underlying higher-dimensional periodicity. This is what is known as a "cut-
and-project" method of defining a quasicrystalline structure: as a slice of a periodic
structure in a higher-dimensional "superspace" [72,189]. (For a thorough discussion
of quasicrystals via cut-and-project, see Ref. 72.) Cut-and-project defines a specific
class of quasicrystals; equivalently, and more abstractly, cut-and-project corresponds
to structures whose Fourier transform has support spanned by a finite number of
reciprocal basis vectors (the projection of the reciprocal lattice vectors from higher
dimensions) [72, 202]. This class includes most commonly considered quasicrystals
in two or three dimensions, including the Penrose tiling [192], as well as many one-
dimensional quasicrystals including a version of the Fibonacci structure.
For example, consider the Fibonacci PQC in one dimension formed from two
materials eA = 4.84 and 8 B = 2.56 in layers of thickness A and B, respectively, similar
to a recent experimental structure [34]. The Fibonacci structure S is then defined
by the limit n -+ oc of the string-concatenation rule S,, = Sn 2 Sn_ 1 with starting
strings So = B and S1 = A [34], generating a sequence BABAABABAABA ..-. In
the case where B/A is the golden ratio r = (1 + v5)/2, exactly the same structure
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Figure 7-1: Unit cell of the Fibonacci superspace dielectric. The physical dielectric
is obtained by taking a slice at an angle tan # = r. Black/white are the dielectric
constants of the structure factor material and air, chosen to be e = 4.84 and e = 2.56,
respectively.
can be generated by a slice of a two-dimensional lattice as depicted in Fig. 7-1 [72].
The slice is at an angle # with an irrational slope tan # = 1/T, and the unit cell
of the 2D lattice is an A x A square at an angle # in a square lattice with period
(A + B) sin # = a. Because the slope is irrational, the offset/intercept of the slice is
unimportant: any slice at an angle 4 intercepts the unit cell at infinitely many points,
filling it densely.
For thickness ratios B/A j r, the Fibonacci structure cannot be constructed
by cut-and-project, and in general string-concatenation rules can produce a different
range of structures (such as the Thue-Morse PQC [33]) than cut-and-project 1 . This is
partly a question of definition-some authors reserve the term "quasicrystal" for cut-
and-project structures [192]. In any case, cut-and-project includes a wide variety of
aperiodic structures, including most of the structures that have been proposed in two
'Similarly, there are two-dimensional structures defined by analogous rules that cannot be formed
by cut-and-project, and some structures such as the 2D Fibonacci crystal where it is unclear whether
a cut-and-project construction is possible [106]
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or three dimensions (where they can be designed to have n-fold rotational symmetry
for any n), and are the class of quasicrystals that we consider in this paper.
In general, let d < 3 be the number of physical dimensions of a quasicrystal
structure generated by a d-dimensional "slice" of an n-dimensional periodic structure
(n > d). Denote this slice by X (the physical space) with coordinates x E Rd, and
denote the remaining n - d coordinates by y E Rn-d in the "unphysical" space Y
(so that the total n-dimensional superspace is Z = X @ Y). The primitive lattice
vectors R, E Z define the orientation of the lattice with respect to the slice (rather
than vice versa), with corresponding primitive reciprocal vectors Gi defined by the
usual R, - Gj = 2 -r6 j [72]. (The concept of an "irrational slice" is commonly used
in the quasicrystal literature. However, a general definition of what is meant by an
"irrational slice" seems difficult to find, and less evident in dimensions d > 2. A
more precise definition of "irrational slice" in general dimensions and a proof that it
is dense in the unit cell is given in Appendix 6.)
The physical dielectric function e(x) is then constructed by starting with a periodic
dielectric function e(x, y) in the superspace and evaluating it at a fixed y (forming
the slice). Because an irrational slice is dense in the unit cell of the superspace [72],
it doesn't matter what value of y one chooses, as discussed below. In principle, one
could define the unit cell of e in the superspace to be any arbitrary n-dimensional
function, but in practice it is common to "decorate" the higher-dimension unit cell
with extrusions of familiar d-dimensional objects [72,192]. More precisely, "cut-and-
project" commonly refers to constructions where a set of lattice points within a finite
window of the cut plane are projected onto the cut plane, and this is equivalent to
a simple cut where objects at the lattice points are extruded in the y direction by
the window width [72],. In particular, the extrusion window is commonly an inverted
projection (shadow) of the unit cell onto the y directions [72], although this is not
the case for the Fibonacci construction of Fig. 7-1. Note that the higher-dimensional
lattice need not be hypercubic. For example, the Penrose tiling can be expressed as
a two-dimensional slice of either a five-dimensional hypercubic lattice or of a non-
orthogonal four-dimensional root lattice A 4 [192]. For computational purposes, the
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Figure 7-2: Error in the lower band edge as a function of the su ercell period, which
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lower the dimensionality the better.
7.1.2 Supercell approach
Before proceeding to the superspace method, we present an example of a supercell
calculation for the Fibonacci quasicrystal. In the supercell approach, the exact qua-
sicrystal is replaced with a rational approximate, in which the structure of Fig. 7-1
is constructed from a cut angle of tan # = 2, where P is a rational number close to
r. For example, the first few rational approximates to r are 1/1,2/1,3/2,5/3....
As the cut line has a rational slope, the cut-and-project construction will yield a
periodic structure with period Vp2 T 92. As p and q increase, the period of the
structure diverges, while the error - r goes to zero. These successively largerIq I
periodic structures therefore approximate the exact aperiodic structure. To examine
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how rapidly the bandstructure of these rational approximates converges to the exact
bandstructure, we examine the lower band edge of a bandgap at w ~ 0.235, shown in
the inset to Fig. 7-2. Fixing the Bloch vector of the periodic structure to be k, = 0,
we plot the error of this band edge for successive rational approximates in the main
part of Fig. 7-2. Although the convergence isn't exact, the error generally goes as the
inverse square of the structure period.
This dependence can be understood from the convergence of the rational approx-
imates p/q to r: for any real number x, the error in the rational approximate is
bounded by E- x < 1 [65]. Since p - q, this bound goes as the inverse-square of
the period. Therefore, we see that rate of convergence of the rational approximates
to the exact bandstructure is intimately related to how "rational" the cut angle is.
This makes sense, since if tan # is a rational number, the error will be exactly zero
for a sufficiently large period. r happens to be the most "irrational" number, which
can be seen from its continued-fraction expansion [31]:
- = 1+ 1 . (7-1)T 1+ 1
Successive rational approximates simply correspond to truncating this expansion.
Less "irrational" numbers have numbers larger than 1 appearing in the continued-
fraction expansion, so we expect that in general the convergence is must faster than
for other values of tan #; T is special in that it nearly saturates this bound. However,
in Sec. 7.3.4 we will see that our superspace method can yield exponential convergence
in the bandstructure for a smoothed version of Fig. 7-1, regardless of the value of #.
7.2 Computations in Higher Dimensions
Although the cut-and-project technique is a standard way to define the quasicrystal
structure, previous computational studies of photonic quasicrystals then proceeded to
simulate the resulting structure only in the projected (d-dimensional) physical space.
Instead, it is possible to extend Maxwell's equations into the periodic n-dimensional
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superspace, where Bloch's theorem applies to simplify the computation. By look-
ing at only the unit cell in n dimensions one can capture the infinite d-dimensional
quasicrystal. Our development of this technique was inspired by earlier research on
analogous electronic quasicrystals that applied a tight-binding method in two dimen-
sions to compute the spectrum of a one-dimensional electronic quasicrystal [36,109].
Let us start with Maxwell's equations in the physical space X for the quasicrystal
e(x, y) at some fixed y (that is, y is viewed as a parameter, not a coordinate).
Maxwell's equations can be written as an eigenproblern for the harmonic modes
H(x, y)e-w [73], where again y appears as a parameter.
1VX x V x H = (w/c)2 H, (7.2)
e(x, y)
where Vx x denotes the curl with respect to the x coordinates. Assuming that the
structure is quasicrystalline, i.e. that X is an irrational slice of the periodic superspace
Z, then w should not depend upon y [36]. The reason is that y only determines the
offset of the "initial" slice of the unit cell (for x = 0), but as we reviewed above the
slice (considered in all copies of the unit cell) fills the unit cell densely. Therefore, any
change of y can be undone, to arbitrary accuracy, merely by offsetting x to a different
copy of the unit cell. An offset of x doesn't change the eigenvalues w, although of
course it offsets the eigenfunctions H.
The fact that w is independent of y allows us to re-interpret eq. (7.2), without
actually changing anything: we can think of y as a coordinate rather than a param-
eter, and the operator on the left-hand side as an operator in d-dimensional space.
Note that H is still a three-component vector field, and Vx x is still the ordinary curl
operator along the x directions, so this is not so much a higher-dimensional version of
Maxwell's equations as an extension of the unmodified ordinary Maxwell's equations
into a higher-dimensional parameter space. The y coordinate appears in the opera-
tor only through e. Because w is independent of y, i.e. it is just a number rather
than a function of the coordinates, the equation (7.2) in higher dimensions is still an
eigenproblem, and its spectrum of eigenvalues w is the same as the spectrum of the
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d-dimensional quasicrystal, since the equations are identical. The physical solution
is obtained by evaluating these higher-dimensional solutions at a fixed y, say y = 0
(where a different y merely corresponds to an offset in x as'described above).
For a real, positive e, both the physical operator and the extended operator in
in eq. (7.2) are Hermitian and positive semi-definite, leading to many important
properties such as real frequencies w [73].
7.2.1 Bloch's theorem and numerics for quasicrystals
Because the superspace eigenproblem is periodic, Bloch's theorem applies: the eigen-
functions H(x, y) can be written in the Bloch form h(z)eik.z, where h is a periodic
function defined by its values in the unit cell, and k is the n-dimensional Bloch
wavevector [73].
Here, k determines the phase relationship between H in different unit cells of the
superspace, but it does not have a simple interpretation once the solution is projected
into physical space. The reason is that h, viewed as a function of x, is again only
quasiperiodic: translation in x "wraps" the slice into a different portion of the unit
cell, so both h and eik'z change simultaneously and the latter phase cannot be easily
distinguished. This prevents one from defining a useful phase or group velocity of the
PQC modes.
The key point is that Bloch's theorem reduces the eigenproblem to a finite domain
(the n-dimensional unit cell), rather than the infinite domain required to describe
the quasicrystal solutions in physical space. This means that standard numerical
methods to find the eigenvalues of differential operators are immediately applicable.
For example, since the solution h is periodic, one can apply a planewave expansion
method [76] for h:
h(z) = f hGeiGz (7.3)
G
where the summation is over all n-dimensional reciprocal lattice vectors G. Because
the curl operations only refer to the x coordinates, V, x h is replaced by a summation
over g, x hG, where gx denotes G projected into X. The resulting eigenproblem for
200
the Fourier coefficients h (once they are truncated to some wavevector cutoff) can be
computed either by direct dense-matrix methods [63] or, more efficiently, by iterative
methods exploiting fast Fourier transforms [76]. In the present paper, we do the
former, which is easy to implement in higher dimensions. We should also remind the
reader that there is a constraint V. -H = 0 on the eigenfunctions, in order to exclude
unphysical solutions with static magnetic charges. In a planewave method, this leads
to a trivial constraint (kx + gx) - h = 0, again with k and G projected into X.
7.2.2 The spectrum of the quasicrystal
With a familiar eigenproblem arising from Bloch's theorem, such as that of a peri-
odic physical structure, the eigenvalues form a band structure: discrete bands wo(k)
that are continuous functions of k, with a finite number of bands in any given fre-
quency range [6]. For a finite-resolution calculation, one obtains a finite number of
these bands w with some accuracy that increases with resolution, but even at low
resolutions the basic structure of the low-frequency bands is readily apparent. The
eigenvalues of the higher-dimensional quasicrystal operator of eq. (7.2), on the other
hand, are quite different.
The underlying mathematical reason for the discrete band structure of a physical
periodic structure is that the Bloch eigen-operator for a periodic physical lattice,
(V + ik) x (V + ik) x, is the inverse of a compact integral operator corresponding
to the Green's function, and hence the spectral theorem applies [60]. Among other
things, this implies that the eigenvalues at any given k for a finite unit cell form a
discrete increasing sequence, with a finite number of eigenvalues below any finite w.
The same nice property does not hold for the operator extended to n dimensions,
because along the y directions we have no derivatives, only a variation of the scalar
function e. Intuitively, this means that the fields can oscillate very fast along the
y directions without necessarily increasing w, allowing one to have infinitely many
eigenfunctions in a finite bandwidth. More mathematically, an identity operator is
not compact and does not satisfy the spectral theorem [60], and since the operator
of eq. (7.2) is locally the identity along the y directions the same conclusion applies.
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This means that, when the y direction is included as a coordinate, it is possible to
get an infinite number of bands in a finite bandwidth at a fixed k.
In fact, as we shall see below, this is precisely what happens, and moreover it is
what must happen in order to reproduce the well-known properties of quasicrystal
spectra. It has been shown that quasicrystal spectra can exhibit a fractal struc-
ture [72], with infinitely many gaps (of decreasing size) in a finite bandwidth, and
such a structure could not arise from an ordinary band diagram with a finite number of
bands in a given bandwidth. Of course, once the unit cell is discretized for numerical
computation, the number of degrees of freedom and hence the number of eigenvalues
is finite. However, as the resolution is increased, not only do the maximum frequency
and the accuracy increase as for an ordinary computation, but also the number of
bands in a given bandwidth increases. Thus, as the resolution is increased, more and
more of the fractal structure of the spectrum is revealed.
7.3 One-dimensional results
As a proof of concept implementation of cut-and-project, we construct a Fibonacci
quasicrystal in Sec. 7.3.1 using the projection method described above, compute the
band structure as a function of the projected wave-vector kd and compare to a transfer-
matrix calculation of the same quasicrystal structure. We also demonstrate the field
visualization enabled by the projection method, both in the superspace (n dimensions)
as well as in the physical space (d dimensions). In Sec. 7.3.2, we demonstrate how
this method can accommodate systems with defects. Finally, we explore several one-
dimensional quasicrystal configurations in Sec. 7.3.3 by varying the cut angle #.
7.3.1 Fibonacci quasicrystal
Spectrum
We solved eq. (7.2) numerically using a planewave expansion in the unit cell of the 2D
superspace, as described above, for the 1D Fibonacci quasicrystal structure depicted
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Figure 7-3: Left: Frequency spectrum w of the Fibonacci quasicrystal vs. "wave-
vector" k2. The blue lines indicate spurious states which arise due to finite resolution
effects (see text). Right: Corresponding density of states p(w) computed using a
transfer-matrix technique with a supercell of 10' layers.
in Fig. 7-1. The resulting band diagram is shown in Fig. 7-3(left), along with a side-
by-side comparison of the local density of states in Fig. 7-3(right) calculated using a
transfer-matrix approach with a supercell of 10' layers [102]. The two calculations
show excellent agreement in the location of the gaps, except for one or two easily-
identified spurious bands inside some of the gaps, which are discussed in further detail
below. The most important feature of Fig. 7-3(left) is the large number of bands even
in the finite bandwidth w E [0, 0.4], with the number of bands increasing proportional
to the spatial resolution (planewave cutoff). This is precisely the feature predicted
abstractly above, in Sec. 7.2.2: at a low resolution, one sees only the largest gaps,
and at higher resolutions further details of the fractal spectrum are revealed as more
and more bands appear within a given bandwidth, very different from calculations for
periodic physical media. The important physical quantity is not so much the band
structure, since k has no simple physical meaning as discussed previously, but rather
the density of states formed by projecting the band structure onto the w axis. In
this density of states, the small number of spurious bands within the gaps, which
arise from the discretization as discussed below, plays no significant role: the density
of states is dominated by the huge number of flat bands (going to infinity as the
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Figure 7-4: Enlarged view of the Fibonacci spectrum showing a gap with a spurious
band crossing it. Insets show the magnetic field IH,| for the spurious band at various
ks-the localization of this mode around the X-parallel edges of the dielectric indicate
that this is a discretization artifact.
resolution is increased), and the addition of one or two spurious bands is negligible.
Spurious modes
As the wavevector k varies, most of the bands in the spectrum of Fig. 7-3 are flat,
except for certain modes (highlighted in blue) which appear to cross the band gaps
relatively quickly. In fact, a simple argument shows that, in the limit of infinite resolu-
tion, the physical spectrum cannot depend on k, and hence any strongly k-dependent
band must be a numerical artifact. First, w cannot depend on the components of
k in the unphysical directions Y, because the Maxwell operator of eq. (7.2) has no
y-derivatives (equivalently, any phase oscillations in y commute with the operator).
Second, w cannot depend on the components of k in the physical directions X, either.
The reason is that, from Bloch's theorem, k and k + G give the same eigensolutions
for any reciprocal lattice vector G, and the projections of the reciprocal lattice vectors
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are dense in X for a quasicrystal.
These "spurious" bands that appear arise from the discretization of the dielectric
interfaces parallel to the slice direction. Because the slice is at an irrational angle,
it will never align precisely with a uniform grid, resulting in inevitable staircasing
effects at the boundary. With ordinary electromagnetic simulations, these staircasing
effects can degrade the accuracy [51], but here the lack of derivatives perpendicular
to the slice allows spurious modes to appear along these staircased edges (there is
no frequency penalty to being localized perpendicular to the slice). Indeed, if one
looks at the field patterns for the spurious modes, one of which is shown in the inset
of Fig. 7-3(right), one sees that the field intensity is peaked along the slice-parallel
dielectric interfaces. Because they are localized to these interfaces and are therefore
dominated by the unphysical staircasing, the spurious modes behave quite differently
from the "real" solutions and are easily distinguished qualitatively and quantitatively
(e.g via their k-dependence). In one dimension, as the resolution is increased, the
number of spurious modes in a given gap does not increase like all of the other bands,
because the thickness of the staircased interface region decreases proportional to the
resolution. This makes the gaps in the band structure obvious: here, they are the
only frequency ranges for which the number of eigenvalues does not increase with
resolution. Equivalently, as noted above, the contribution of the spurious bands to
the density of states is asymptotically negligible as resolution is increased. However,
in higher dimensions we have found that the presence of spurious modes is more
pronounced and tends to obscure even the large bandgaps. Therefore, we desire a
rigorous method to identify and eliminate spurious modes, which we now describe.
Examining the right panel of Fig. 7-5, which contains the frequency spectrum of
the same Fibonacci lattice explored previously, we see that the dispersion curves of
certain spurious in different bandgaps appear to fall along a straight line (the black
dashed line in Fig. 7-5[right]). This dispersion curve is characteristic of modes in a
uniform medium. This observation lead us to speculate that spurious modes appear
at the boundaries of the reciprocal space, that is, at the extremal values of k + G
allowed in the computational cell. As they are at the cell boundaries, these modes are
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Figure 7-5: Identification and removal of spurious modes in one dimension. Left:
spectrum of the Fibonacci quasicrystal, as in Fig. 7-3. We have superposed a black
dashed line to indicate that the spurious modes appear to largely follow a linear
dispersion relation. Right: density-of-states computed by removing all modes that
satisfy A(H) > 0.9, where A is defined in eq. (7.4). All spurious modes in the large
bandgaps have vanished.
not represented accurately because their coupling to nearby values of k + G are not
accounted for. In normal planewave-expansion methods, this does not matter as one
is usually interested in the low-frequency modes, which are not strongly affected by
the truncation at high values of k+G. However, in our case high values of Ik+ GI can
correspond to low values of |(k + G)x| - therefore, this truncation may manifest itself
even in the low-lying spectrum. Testing this hypothesis, we filtered the frequency
spectrum of Fig. 7-5(Left) using the following measure
A(H) EGEExtreme |HGI (7.4)
EG HGI2
Here a reciprocal vector is "extreme" if it is at the boundary of the computational cell.
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Figure 7-6: Fourier-space spectrum |HG 12 of a spurious mode, on a log scale: dashed
white line denotes the "physical" X direction in which fluctuations carry an energy
penalty, and the solid white line denotes the "un-physical" Y direction. Circle denotes
the peak in the mode's Fourier-space support, which occurs at the boundary of the
computational cell.
If A(H) > 0.9, we exclude the mode. The filtered results are shown in Fig. 7-5(Right).
We depict the results as a density of states because the bands now discontinuously
jump across the bandgaps as k. is varied. Shown in this way, we see that all spurious
modes in the large bandgaps have been removed, validating our assumptions.
We can directly examine the behavior of spurious modes by examining the HG
directly in reciprocal space. These are shown in Fig. 7-6 and Fig. 7-7. The former
depicts a spurious mode in the main bandgap, while the latter depicts a "physical"
mode. There is a clear difference between the two modes, with the spurious mode
strongly weighted at the cell boundary (in this case, the weight is over 99% on the
boundary).
Visualizing the eigenmodes in superspace
Computing the eigenmodes in the higher-dimensional superspace immediately sug-
gests a visualization technique: instead of plotting the quasiperiodic fields as a func-
tion of the physical coordinates x by taking a slice, plot them in the two-dimensional
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Figure 7-7: Fourier-space spectrum |HG of a physical mode, on a log scale. In
contrast to Fig. 7-6, the primary support of this mode occurs in the center of the
computational cell.
superspace. This has the advantage of revealing the entire infinite aperiodic field
pattern in a single finite plot [36]. Such plots were already used above, to aid in
understanding the spurious modes localized at staircased interfaces. A typical ex-
tended mode profile is shown in Fig. 7-8, plotted both as a function of the physical
coordinate x for large supercell and also in the unit cell of the superspace (inset). In
the inset superspace plot, one can clearly see the predicted field oscillations perpen-
dicular to the slice plane, as well as a slower oscillation rate (inversely proportional
to the frequency) parallel to the slice. In the plot versus x, one can see the longer-
range quasi-periodic structure that arises from how the slice wraps around the unit
cell in the superspace. The factor of three to four long-range variations in the field
amplitude are suggestive of the critically localized states (power-law decay) that one
expects to see in such quasicrystals [34,86,139].
By visualizing the bands in this way, we can demonstrate the origin of the qua-
sicrystal band gap in an interesting way. In an ordinary photonic crystal, the gap
arises because the lowest band concentrates its electric-field energy in the high-
dielectric regions (due to the variational principle), while the next band (above the
gap) is forced to have a nodal plane in these regions (due to orthogonality) [73].
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Figure 7-8: Plot of the magnetic field amplitude |Hz| for a band-edge state taken
along a slice of the two-dimensional superspace (in the 4 direction). Inset: Two-
dimensional superspace field profile (red/white/blue indicates positive/zero/negative
amplitude).
A very similar phenomenon can be observed in the quasicrystal eigenmodes, when
plotted in the superspace. In particular, Fig. 7-9 displays the electric-field energy
distribution of the band-edge states just above and below gaps 1 and 2 of Fig. 7-3.
Very similar to an ordinary two-dimensional photonic crystal, the bands just below
the gaps are peaked in the dielectric squares, whereas the upper-edge bands have a
nodal plane in these squares. If the same fields were plotted only in the physical coor-
dinate space, the position of the peaks and nodes would vary between adjacent layers
and this global pattern (including the relationship between the two gaps) might not
be apparent. In contrast to a two-dimensional photonic crystal, on the other hand,
the quasicrystalline field pattern has fractal oscillations in the superspace.
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Figure 7-9: Electric field energy distribution of the band edge states of gaps 1 and
2 in Fig. 7-3. Although they have a complex small-scale structure, the large-scale
variation is easily understood in terms of the structure of the superspace.
7.3.2 Defect modes
Much of the interest in quasicrystal band gaps, similar to the analogous case of band
gaps in periodic structures, centers around the possibility of localized states: by
introducing a defect in the structure, e.g. by changing the thickness of a single layer,
one can create exponentially localized states in the gap [11,28]. In periodic systems,
because such defects break the periodicity, they necessitate a larger computational
cell, or supercell, that contains many unit cells. In quasicrystal systems once the gaps
are known, on the other hand, defect states are arguably easier to compute than the
gaps of the infinite structure, because an exponentially localized defect mode can be
computed accurately with a traditional supercell and the infinite quasicrystal per se
need not be included. Nevertheless, the superspace approach allows one to compute
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Figure 7-10: Dielectric for the Fibonacci chain with e = 2.56 (light blue), and a
defect-an additional Ed = 8.0 layer, shown in gray.
defect modes using the same higher-dimensional unit cell, which demonstrates the
flexibility of this approach and provides an interesting (but not obviously superior)
alternative to traditional supercells for defect states.
Ideally, if one had infinite spatial resolution, a defect in the crystal would be
introduced as a very thin perturbation parallel to the slice direction. As the thickness
of this perturbation goes to zero, it intersects the physical slice at greater and greater
intervals in the physical space, corresponding to localized defects that are separated
by arbitrarily large distances. In practice, of course, the thickness of the perturbation
is limited by the spatial resolution, but one can still obtain defects that are very widely
separated-since the associated defect modes are exponentially localized, the coupling
between the defects is negligible. In other words, one effectively has a very large
supercell calculation, but expressed in only the unit cell of the higher-dimensional
lattice.
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Figure 7-11: Varying the defect epsilon for resolutions 50 (blue) and 100 (red). The
thickness of the defect is fixed to 0.02 lattice constants. The number of spurious
modes increases with the resolution, the true defect state being the lowest of these
modes.
As an example, we changed an e = 2.56 layer to e = Ed at one place in the
Fibonacci quasicrystal. The corresponding superspace dielectric function is shown
in Fig. 7-10, where the defect is introduced as a thin (0.02a) strip of Ed parallel
to the slice direction. We compute the band structure as a function of the defect
dielectric constant Ed, varying it from the normal dielectric Ed = 2.56 up to Ed = 11.
The thickness of the defect in the unphysical direction was fixed to be ~ 0.02. The
resulting eigenvalues as a function of Ed are shown in Fig. 7-11 for two different spatial
resolutions of 50 (blue) and 100 (red) pixels/a. When the resolution is 50 the defect is
only one pixel thick, the discretization effects might be expected to be large, although
the frequency is within about 2% of the higher-resolution calculation. At the higher
resolution, the frequency of the mode is converging (it is within 0.3% of a resolution-
200 calculation, not shown). However, at the higher resolution there is a second,
spurious mode due to the finite thickness (2 pixels) of the defect layer-this spurious
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mode is easily identified when the field is plotted Fig. 7-12(bottom), because it has
a sign oscillation perpendicular to the slice (which would be disallowed if we could
make the slice infinitesimally thin).
The defect modes for the resolution 100 are plotted in Fig. 7-12 for both the real
and the spurious modes, versus the physical coordinate (x) and also in the superspace
unit cell (insets). When plotted versus the physical coordinate x on a semilog scale,
we see that the modes are exponentially localized as expected. The defect mode
appears at multiple x values (every - 20a on average) because the defect has a finite
thickness-the physical slice intersects it infinitely many times (quasiperiodically), as
discussed above. The spurious mode (bottom panel) is also exponentially localized;
it has a sign oscillation perpendicular to the slice direction (inset) which causes it to
have additional phase differences between the different defects.
Nevertheless, as emphasized above, we feel that the main advantages of the su-
perspace approach are for studying the gaps and modes of the infinite, defect-free
quasicrystal rather than for localized defect modes.
7.3.3 Continuously varying the cut angle
The cut-and-project construction of quasicrystals provides a natural way to param-
eterize a family of periodic and quasiperiodic structures, via the cut angle #. It is
interesting to observe how the spectrum and gaps then vary with #.
As # is varied continuously from 0* to 450, the structures vary from period a to
quasi-periodic lattices (for tan # irrational) to long-period structures (tan # rational
with a large denominator) to a period avr crystal. As we change #, we rotate the
objects in the unit cell, so that they are always extruded along the y direction with a
length equal to the projection of the unit cell onto y [a(sin q#+ cos #)], corresponding
the usual cut-and-project construction [72]. In this case, the spectrum varies contin-
uously with #, where the rational tan # correspond to "rational approximates" of the
nearby irrational tan # [189,202]. For a general unit cell with a rational tan #, the
physical spectrum might depend on the slice offset y and hence different from the to-
tal superspace spectrum, but this is not the case for dielectric structures like the one
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Figure 7-12: Semi-log plots of the magnetic field magnitude Hz for the lowest (top)
and highest (bottom) defect state for the configuration shown in Fig. 7-10. Insets:
Two-dimensional superspace visualizations of the defect states. Note the additional
node in the lower figure (corresponding to an unphysical oscillation).
here, which satisfy a "closeness" condition [189] (the edges of the dielectric rods over-
lap when projected onto the Y direction). This makes the structure y-independent
even for rational slices [189] The resulting structures are shown in the bottom panel
of Fig. 7-13 for three values of #.
The corresponding photonic band gaps are shown in the top panel of Fig. 7-13,
as a continuous function of 4. Only the largest gaps are shown, of course, since
we are unable to resolve the fractal structure to arbitrary resolution. As might be
expected, there are isolated large gaps at 4 = 00 and # = 450 corresponding to
the simple ABAB ... periodic structures at those angles (with period a and a//9~,
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Figure 7-13: Projected band structure vs. cut angle 4, showing different one-
dimensional quasicrystal realizations. The vertical red line indicates the spectrum
when the slope is the golden ratio T (the spectra of 4 and 7r - 4 are equivalent)
respectively, the latter resulting from two layers per unit cell). The 4 = 45* gap is at a
higher frequency because of its shorter period, but interestingly it is not continuously
connected to the 4 = 00 gap.
The reason for this is that the two gaps are dominated by different superspace
reciprocal lattice vectors: (1, 0) -2r/a for 4 = 00, and (1, 1) .27r/a for 4 = 45*. (In fact,
it is possible to calculate, to first order, the locations of the gaps using the dynamic
structure factor S(k, w) obtained from the projection of the superspace lattice [153].)
For intermediate angles, a number of smaller gaps open and then close. If we were
able to show the spectrum with higher resolution, we would expect to see increasing
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numbers of these smaller gaps opening, leading to the well-known fractal structure
that arises e.g. for the Fibonacci crystal.
7.3.4 Smooth superspace structures
Until this point we have examined structures in which the dielectric attains only two
values; such structures are the most realistic for fabrication. However, for theoretical
purposes it can be enlightening to consider cases in which the sharp boundaries are
smoothed out, in order to restrict the number of Fourier components appearing in
the structure factor (for example, this is useful for examining the origin of bandgaps
in one-dimensional photonic crystals [73]). Our superspace construction allows us to
consider a new class of structures, in which the superspace dielectric is a smooth func-
tion. In particular, we examine the case in which the superspace dielectric function
is given by:
e(x, y) = 1 + 4 e-(in2 (x)+sin2 (y)) (7.5)
The Fourier components of our previous square dielectric scales as eGG I | -;
however, the Fourier transform of eq. (7.5) converges exponentially for large |G|. This
implies [20] that the frequencies at the bandgaps will also converge exponentially with
the resolution (i.e., the number of reciprocal vectors G retained in the computation).
The bandstructure for the smooth dielectric is shown in Fig. 7-14; two resolution
are shown, resolution 6 and 32. In order to confirm the exponential convergence
of this bandstructure, we examine the value wjower(ko) shown in Fig. 7-14, which is
the extremal value of the band depicted in red. We fix the value of k, = ko =
0.075415(27r/a) and increase the resolution, examining the value of W at the bottom
of this bandgap. The results, shown in Fig. 7-15, confirm the exponential convergence
with resolution. This is an interesting property, which may be useful for structural
optimization, where the exponential convergence allows for efficient optimization with
only a few number of grid parameters.
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Figure 7-14: Bandstructure for the smooth superspace structure e(xy) = 1 +
4e-(in2 (x)+sin2 (y)) at two resolutions: thick lines denote 6 pixels / a, and thin lines
denote 32 pixels / a. We will demonstrate that the bandstructure for this dielectric
converges exponentially in resolution by examining the frequency wi., indicated on
the figure, which is at a relative maximum of the lower band edge (colored red) at a
fixed ko ~~ 0.75(27r/a).
7.3.5 Optimization of one-dimensional smoothed structures
Previously, we examined the effect of varying the cut angle on the bandstructure.
In this section, we examine the superspace structures that give the largest fractional
photonic bandgaps, for a fixed cut angle. The superspace construction is very con-
venient for this purpose because the entire structure resides within one compact unit
cell. We employ a technique called topology optimization [12,18,54,81], specifically
by using the method of moving asymptotes (MMA) algorithm [74,193]. Here, each
pixel Es of the dielectric is treated as a free parameter, and allowed to vary freely be-
tween the values Emin = 1 and emax = 10. We start with the same geometry as Fig. 7-1
(although now with a higher index contrast). Above, we saw that smoothed super-
space structures require much lower discretization to reach convergence. However,
smoothed structures also have another useful property: a lack of local minima for
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Figure 7-15: Demonstration of exponential convergence with resolution of a smooth
superspace structure. A plot of the error in Wiower from Fig. 7-14 (relative to resolu-
tion 32) shows exponential convergence. The superspace dielectric structure, given
by eq. (7.5), is shown in the inset.
optimization. To obtain a smooth structure, we convolve the initial square of Fig. 7-1
with a gaussian kernel with standard deviation o = 0.25. The resulting smoothed
superspace structure is shown on the top left of Fig. 7-16, and its bandstructure is
shown in the center. A continuous structural change will change the bandstructure
continuously as well, therefore we can uniquely track the evolution of an individ-
ual bandgap through the optimization.2 We will separately optimize the bandgaps
labeled 1, 2, and 3 in this figure, using a resolution of 32 pixels per a (at this reso-
lution, these bandgaps have lower edge 13, 20, and 32, respectively), although lower
resolutions provide similar results.
The results of the topology optimization are shown in the different panels of Fig. 7-
16. What is interesting is that, despite the aperiodic nature of the initial structure,
the optimized structures are periodic, regardless of the cut angle. The optimization of
different bandgaps results in different periodic structures, and is closely reminiscent
2This is not strictly true when spurious modes are encountered, however for this particular
situation they are absent.
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Figure 7-16: Optimization of the fractional bandgap for a 1d quasicrystal: starting
with a smoothed version of the Fibonacci structure (top left), which has the indi-
cated band structure, we allow every pixel to be a free parameter, ranging from
1 < e < 10. Even though the cut angle is tan / = r, the three structures shown are
actually periodic. After optimization, all structures exhibit an approximately 67%
fractional bandgap, which is the same as an optimized 1d photonic crystal with the
same smoothing parameters.
of Fig. 7-9. In fact, this is another manifestation of the Id structure inheriting its
behavior from the 2d superspace: the band edge states of Fig. 7-9 have a dominant
wavevector that corresponds to a low-order superspace reciprocal vector; we expect
the optimized structure to strongly couple to this reciprocal vector. For all struc-
tures, the optimized gap-midgap ratio is approximately 67%. Intuitively, we expect
that this result should correspond to the optimized gap-midgap ratio for a purely 1d
periodic structure. Using the same smoothing parameters and applying our topology
optimization to the first bandgap of a 1d photonic crystal, we again get a 67% gap-
midgap ratio, confirming this expectation; furthermore, the optimized ld structure
corresponds exactly to a quarter-wave stack (convolved with a o- = 0.25 gaussian).
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7.4 Two-dimensional results
We now generalize our method to handle higher-dimensional quasicrystal structures.
We focus on two-dimensional quasicrystals that can be represented by a four-dimensional
superspace. The implementation in a planewave-expansion method is fairly simple:
unlike finite-difference methods, it is straightforward to extend a planewave-expansion
method to higher dimensions. This is because the process of differentiation, which
for finite-difference methods requires knowledge of the lattice structure, is simply
achieved by multiplying by k + G in a planewave basis. The actual quasicrystal
structure is represented by three matrices. R super defines the lattice structure in
the superspace; the rows of this matrix represent the basis vectors; R x defines the
physical space - the rows of this matrix represent the superspace basis vectors; fi-
nally, R y defines the subspace perpendicular to the physical space. As with the
one-dimensional quasicrystals of the previous section, the superspace dielectric is the
Cartesian product of a "physical" profile and a "perpendicular" profile. In our case,
we will take the physical profile to be a circle of radius r. The perpendicular pro-
file, defined by cut-and-project, is the projection of the convex hull (i.e., the voronoi
cell [72, 192]) of the superspace basis vectors onto the perpendicular space; that is,
the convex hull of the set R ysuper. We compute the convex hull using Qhull [1],
a freely-available software program.
7.4.1 Octagonal Quasicrystals
The two-dimensional octagonal quasicrystal is constructed from slicing four-dimensional
Cartesian space. The Fourier spectrum of the octagonal lattice has 8-fold rotational
symmetry [26,202]. Since the superspace lattice is Cartesian, the matrix RSuper is
simply the 4 x 4 identity matrix. The other two matrices are [202]:
1 1 0(.
Rx 2 2 (7.6)
0 0
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Figure 7-17: Bandstructure for a 3/2 supercell approximate to the octagonal PQC of
high dielectric rods. The real-space structure is shown in the inset, with a unit cell
marked by the dashed red box.
and
72 2 ) (7.7)i 10 1
We first compute a bandstructure using a supercell with a rational approximate;
the dielectric for the rational approximate can be constructed by following the same
cut-and-project procedure as for the superspace, with the modification that vf2 for
x is replaced with p/q for integer p and q. The resulting R y will no longer be
orthogonal to the physical subspace; rather, it is constructed from the rows of tx
using Gram-Schmidt orthogonalization. The supercell spectrum is shown in Fig. 7-17,
where a p = 3, q = 2 rational approximate has been used (the 2d dielectric function
has period ~ 4.12, and is shown in Fig. 7-17[Inset]). We see the presence of two large
bandgaps (the gap-midgap ratios are ~ 30% for the lower gap and ~ 15% for the
upper gap).
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Figure 7-18: Mode density plot for the superspace octagonal structure, with the
same structural parameters as Fig. 7-17, for a resolution of 10 pixels per a. At this
resolution, the bandgaps are not fully resolved to high accuracy.
Unfortunately, computational limitations restrict the resolution that can be ap-
plied to a four-dimensional planewave expansion; this is because for N pixels per a
the computational resources (both space and time) scale as N'. Therefore, we cannot
go to a high enough resolution such that the method of spurious mode elimination
discussed above becomes strictly valid, especially for the. A superspace bandstructure
computation at resolution a/10 is shown in Fig. 7-18; this is shown as a mode-density
plot. We identify both of the major bandgaps corresponding to the supercell band-
structure of Fig. 7-17. However, due to the low resolution we can only resolve the
lower edge of the first bandgap to high accuracy. It remains to go to a sufficiently
high resolution to fully reproduce this bandstructure using a superspace computation.
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7.5 Concluding Remarks
We have presented a numerical approach to computing the spectra of photonic qua-
sicrystals by directly solving Maxwell's equations extended to a periodic unit cell in
higher dimensions, allowing us to exploit Bloch's theorem and other attractive proper-
ties of computations for periodic structures. In doing so, we extended the conceptual
approach of cut-and-project techniques, which were developed as a way to construct
quasicrystals, into a way to simulate quasicrystals. Compared to traditional supercell
techniques, this allows us to capture the entire infinite aperiodic quasicrystal in a sin-
gle finite computational cell, albeit at only a finite resolution. In this way, the single
convergence parameter of spatial resolution replaces the combination of resolution and
supercell size in traditional calculations, in some sense uniformly sampling the infi-
nite quasicrystal. The resulting computations, applied to the test case of a Fibonacci
quasicrystal, display the unique features of quasicrystals in an unusual fashion, in
terms of higher-dimensional band structures and visualization techniques. This tech-
nique also allows defects and variation of cut angle (continuously varying between
periodic and aperiodic structures) in a straightforward way. We have also seen how
this method can be used to treat exponentially-convergent structures, and how these
structures can be used for topology optimization of the photonic bandstructure. This
includes a demonstration that the optimal fractional bandgap for id PQCs actually
occurs for a periodic structure (the quarter-wave stack). Finally, we have generalized
our method to compute spectra for higher-dimensional PQCs. We have reproduced
part of the spectrum for a four-dimensional octagonal PQC, however computational
limitations prevent us from applying the present method to more complex structures.
Appendix
In this appendix, we give an explicit derivation of the fact that an "irrational" slice
densely fills the superspace unit cell, or rather a definition of the necessary condi-
tions to be an "irrational" slice. These concepts are widely used in the quasicrystal
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literature, but a precise definition seems hard to find (one commonly requires that
all of the Miller indices have incommensurate ratios, but this condition is stronger
than necessary). We then give a rigorous proof that the extended state spectrum ob-
tained from a superspace calculation will be identical to the spectrum of the physical
real-space slice (this supplements the intuitive discussion given in the main text).
7.5.1 Minimum sufficient conditions for a slice to densely fill
the superspace unit cell
Without loss of generality, we can consider the unit cell in the superspace Z = R" to be
the unit cube (related to any lattice by an affine transformation) with lattice vectors
along the coordinate directions. The physical slice X is d-dimensional, and it will be
convenient to write the coordinates of a vector z as z = (s1 ,..., sa, t1,... , tn-) =
(s, t). By taking every coordinate modulo 1, we can map X to a set X consisting
of X's intersection with each unit cell. We wish to show necessary and sufficient
conditions for X to densely fill the unit cell.
T T
- -- X/
X Mod(s) Mod(t)
Figure 7-19: Schematic showing the superspace slice X (left) and the projected slice
modulo 1 into the unit cell X (right), along with the intersection T of X with the
s = 0 hyperplane.
Assuming that the slice is not orthogonal to any of the coordinate axes (as other-
wise it would clearly not densely fill the unit cell), we can parameterize the points z
of X so that the last n - d coordinates (ti,... , tn-a) are written as a linear function
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t(si, . . . s)= t(s) of the first d coordinates.
Consider the set T in R"-d formed by the t(s) coordinates of X when the compo-
nents of s take on integer values. This is a subset of X, and the corresponding set T
formed by taking t E T modulo 1 is a subset of X. The key fact is that X is dense in
the n-dimensional unit cell if and only if T is dense in the (n - d)-dimensional unit
cell, and this is the case that we will analyze. This equivalence follows from the fact
that X is simply T translated continuously along the slice directions (every point in
X is related to a point in T by a simple projection). The set T is a lattice in R"-d
consisting of all integer linear combinations of the basis vectors tk = t(sg = 6 jk), since
t(s) is a linear function.
For each basis vector tk, it is a well-known fact [141] that if it consists of m
incommensurate irrational components, the set of integer multiples etk modulo 1
will densely fill an m-dimensional slice of the unit cell. More precisely, write tk =
Z--1...mk ckb- + qk, where the b and qk have purely rational components and the
{a I} are incommensurate irrational numbers, and mk is therefore the number of
incommensurate irrational components of tk. Then the set of integer multiples of tk
modulo 1 densely fills an mk-dimensional slice of the unit cell of Rn-d. The basis
vectors of this slice are precisely the vectors b, which are rational and therefore
commensurate with the basis vectors of R-d, while the vector qk is simply a rational
shift. This slice therefore cuts the unit cell of R"-d a finite number of times.
The set T is then obtained as the direct sum of these dense slices for all n - d
vectors tk. This is then dense if and only if the set of vectors {bj }jl{7k spans Rn-d.
In other words, an "irrational slice," which densely fills the unit cell, is one in which
there are n - d independent incommensurate slice components as defined above.
7.5.2 Spectral Correspondence
We will show that the extended state spectrum obtained from a superspace calcula-
tion, for a suitable dielectric (defined below), will have the same result as the extended
state spectrum of the physical slice.
The physical slice is an element of the superspace unit cell, so the frequencies
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obtained from a superspace calculation will include all frequencies of the physical
slice.
For the other direction, we will give a sufficient condition for spectral equivalence.
Given a superspace slice So and a sequence {SiJ of parallel slices obtained by
translating So by some set of directions v, where v5 are in the unphysical Y direction,
are parallel and vj| -4 0 as j -+ oo.
Define the following function:
f(j) = lim fEsOx<L IC(X) - C(X ± vj) (7.8)L-+oo Ld
Then if f(j) -+ 0 this says that the average dielectric difference between the two
supercells goes to zero. Assume further that no defect states are created - there are
no layers of zero thickness in the Y direction. This way all states are extended in
the physical direction, and first order perturbation theory can be applied between the
energy levels of So and Sj. If the energy spectrum is the same for the slices {SJ},
then So will also have that spectrum.
Now assume that from any dense set of slices a sequence converging to any slice
can be formed that satisfies f(j) -+ 0. If no defects exist, the superspace spectrum
will be the same as the physical spectrum.
Most configurations of interest involve a set of n-dimensional blocks. The bound-
aries of these blocks are n - 1-dimensional hypersurfaces, parallel to the Y or X
direction. Boundaries parallel to the Y direction will result in (locally) identical
physical dielectrics, while the finite number of boundaries in the X direction will give
discrete jumps that may not go to zero as j -+ oo. However, these boundaries are
infinitely thin in the Y direction, and because the slice is dense it cannot pass through
the same boundary hyperplane more than once. This ensures that as L -+ co, the
discontinuity of the boundaries will give at most a finite contribution, and we will
have f(j) -+ 0.
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Chapter 8
Conclusions and Outlook
In this thesis I have presented several examples demonstrating the extension of tech-
niques from classical computational electromagnetism to new and interesting topics.
These techniques can be used to explore systems not amenable to analytic treatment,
and novel physical effects can be discovered.
For quantum fluctuations, we have seen the extent to which geometry can be used
to modulate the Casimir force. Despite the seemingly ubiquitous claims of "strong"
geometry dependence in the Casimir literature, it is my opinion that this depen-
dence is actually quite weak: it is very difficult to identify qualitatively different from
the near-field and far-field. When we have done so, the novel effects are extremely
weak: the sign change for our anisotropic metamaterial my be barely detectable in
the highest-precision experiments, and despite our best efforts the repulsive effect
is still too small to even be detectable, must less useful in device applications. We
have applied our techniques to thermal fluctuations and have seen several interesting
geometric effects in this case.
Finally, I have presented an interesting approach to computing the bandstructures
of photonic quasicrystals. This method is not very practical for computing bandstruc-
tures, especially in higher dimensions, due to the high computational overhead and
the presence of spurious modes. However, in Id I feel this method offers considerable
physical insight into these systems, especially concerning the properties that these Id
structures inherit from their higher-dimensional superspace.
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It is difficult to see what more can be added to the field of equilibrium fluctuations.
For future research in Casimir physics, non-equilibrium systems seem to be the more
promising. The non-equilibrium component of the physics is governed by fluctuations
on length scales on the order of the thermal wavelength, so large geometries with
separations on the order of several microns are required to observe this effect. There
may be even more interesting applications in heat transfer; due to the slower power-
law decay of heat transfer relative to Casimir forces we have seen that geometry can
have a stronger effect for thermal fluctuations. Future tasks would include looking
at thermal transfer in more elaborate geometries. Additionally, the computational
method that we have developed is capable of handling the sphere-plate geometry at
very small separations - this method can be used to verify the crossover to the PFA
regime.
Regarding quasicrystals, much remains unknown about the mathematical prop-
erties of bandstructures for higher-dimensional PQCs, and this method may provide
insight into what properties these PQCs inherit from their higher-dimensional super-
space. Two possible examples come to mind. One is the existence of localized states
in certain 2d PQC structures and their absence in others [39,85] - it may be that the
dielectric structure in superspace makes this localization clear. Another is the ap-
plication of a more sophisticated multifractal analysis [64] applied to the superspace
eigenmodes. Such analyses have been applied to the supercell eigenmodes [79,1841,
but it is likely that simpler behavior may emerge from a direct mathematical analysis
of superspace. Finally, figuring out a way to compute higher-dimensional bandstruc-
tures at higher spatial resolution is crucial in order to apply this method to, e.g.,
three-dimensional PQCs.
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