Structure from motion is a technique that attempts to reconstruct the 3D structure of a scene from a sequence of images taken from a camera moving within the scene. Structure from motion can be used on an Unmanned Aerial Vehicle or Unmanned Ground Vehicle for obstacle detection as well as for path-planning and navigation. The 3D structure of the scene is estimated using the optical flow values found at a set of feature points on the image. Typically, this is done under the assumption that all of the optical flow values have the same level of accuracy and that the accuracy of each optical flow value in the horizontal and vertical directions is the same. These assumptions are not entirely correct. The accuracy of different optical flow values are not the same and the accuracy can be measured and quantified using an optical flow probability distribution. We will present a novel structure from motion algorithm that is more accurate and more robust than other methods because it uses optical flow probability distributions. We will present one method that is designed to work on only two frames and another method designed to work on any number of frames.
INTRODUCTION
One of the key problems in computer vision is the structure from motion problem which is how to reconstruct a 3D scene using a sequence of 2D images taken from a moving camera in the scene. Structure from motion is typically accomplished by first estimating the optical flow values on a set of feature points, then using these optical flow values to estimate the rotational and translational motion of the camera and the depth of the objects in the scene.
Most structure from motion algorithms implicitly assume that the noise in the optical flow is identical at each feature point and that the noise is white. These assumptions are both incorrect. For example, points on the image with stronger spatial gradients are easier to track than other points and will provide a more accurate optical flow value which implies that the assumption that the noise is identical is incorrect. Certain points may have a stronger spatial gradient in a particular direction which allows a more accurate optical flow value to be calculated in that direction which implies that the assumption that the noise is white is also incorrect. Both of these issues can be resolved if we are willing to use optical flow probability distributions in the place of a single optical flow estimate at each feature point. An optical flow distribution will allow us to quantify the accuracy of each feature point in any direction. By relying more on the optical flow values that are known to be more accurate, we will present a structure from motion algorithm that is more robust to noise. We will present a method of calculating optical flow probability distributions and then show how to use the probability distributions to calculate structure from motion more accurately. We first deal with structure from motion only using two frames which is the simplest case, then we will show how to extend the two-frame method so that it will work on many frames.
In our earlier work, we described a method for calculating optical flow probability distributions [5] . We also presented methods for calculating structure from motion using optical flow probability distributions [6] . These methods will be described in greater detail in this paper. One method for calculating the optical flow probability distributions which we will describe is taken from the work of Simoncelli et al. [1] . The structure from motion method we will present is most similar to an optimal structure from motion algorithm described by Soatto and Brockett [3] . Their method is only optimal when there is identically-distributed white noise. The method we will present is optimal under any kind of noise conditions. The optical flow problem and the structure from motion problem do not have to be considered completely separate problems. By integrating the two problems, it is possible to improve both techniques [9, 10] . Our method could be considered simply a better way of integrating the optical flow process with the structure from motion process, since we are extracting more useful information from the optical flow process to be used in the structure from motion process.
Dellaert et al. [11] have developed a structure from motion algorithm where the exact motion of each feature point is unknown, but it is known to be one of several possible values. Similarly, our method assumes the exact motion is unknown, but could be one of a large number or an infinite number of possible values. In addition, our method has the advantage of knowing the probability of each value. Mann and Langer [12, 13] discuss situations in which the optical flow value is unknown, but it is known to be one of a set of optical flow values lying on a one-dimensional line. This situation can be handled using an optical flow distribution and in addition an optical flow distribution assigns a probability to each possible value.
OPTICAL FLOW PROBABILITY DISTRIBUTIONS
The following method for calculating optical flow distributions will be presented without a derivation. For a complete derivation, please see [1] . The first step is to construct the following matrix and vectors, using the spatial gradients, f x and f y , in the x and y directions and the temporal-derivative f t :
(
Each of these quantities is only calculated from a single pixel. It would be better to also use the pixels neighboring the particular position of interest in the calculation. Let M j and b j be the values of M and b at the j-th position, (x j , y j ). The positions closer to the position of interest are more valuable and should be given more weight. Let ω j be the weight attached to the j-th position so that the positions closer to the desired position are given more weight. These values are then used to calculate the covariance matrix of the optical flow, Ω i , by the equation (2) with Ω p being the covariance matrix of the prior distribution of the optical flow and with σ 1 and σ 2 being the variances associated with two different sources of noise. One of the sources of noise is a result of an incorrect assumption that the motion of the image is a simple planar translation. σ 1 describes the errors introduced from the failure of this planarity assumption. σ 2 describes the errors introduced by an inaccurate temporal derivative possibly from noise in the image intensities. These parameters may need to be adjusted based upon the quality of the images and the characteristics of the scene. In a typical image sequence, approximate values for each parameter have been found empirically to be: σ 1 = 0.08, σ 2 = 1.0, σ p = 2.0. The mean value of the optical flow is given as
TWO-FRAME STRUCTURE FROM MOTION
Suppose that the optical flow probability distributions have been calculated on a total of n features points. In the first image, the i-th feature point is located on the image plane at the position p i . In the second image, the i-th feature point has moved to the position i p′ . The optical flow between the two images is a random variable called U i 40 Proc. of SPIE Vol. 5803 which has a mean value of u i and a covariance matrix of Ω i which can be calculated using equations (2) and (3). The optical flow relates the two positions by the equation
To make the mathematics of the problem simpler, we will project the positions onto a unit sphere that is centered at the optical center of the camera. The projection of the position p i onto a unit sphere will be called x i . A diagram of this projection is shown in Figure 1 . The distance from 
A new vector y i is defined by the equation
The "hat" operator will be used to indicate the matrix that performs the cross-product between two vectors, so that y x y x × = . The transformation from U i to y i will be used frequently, so the matrix that transforms U i to y i will be called G i with the relationship
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The translational motion of the camera will be represented by a unit vector a that is pointed in the direction of translation. The rotation of the camera will be represented by a vector b, where the direction of b is the axis about which the camera is rotated and the magnitude of ||b|| is the amount the camera is rotated in radians. The inverse depth of the i-th feature point will be represented by λ i . The depth can only be calculated to an unknown scale factor. The scale factor is arbitrarily chosen so that the distance traveled by the camera is equal to one. So 1 − i λ will be the depth of the i-th feature point divided by the distance traveled by the camera.
Cost Function
The following relationship exists between each of the terms we have just defined
After substituting G i U i in for y i ,
Now both sides of the equation are multiplied by the left pseudo-inverse of G i , which is ( )
. After simplifying we find that 0 ) ( ) (
Equation (9) is only true when there is no noise in the optical flow estimates. In practice, there is always noise in the optical flow estimates. A value for U i can be calculated from any given a, b, and λ i values using equation (9) . This U i value has a known probability based upon the optical flow probability distributions. From the probability distributions a probability can be calculated for every possible combination of a, b, and λ i values. The goal is to find the a, b, and λ i values which are the most probable. This task is equivalent to the task of finding the values of a, b, and λ i which minimize the cost function r(a,b, λ), . By minimizing this cost function, we will find the a, b, and λ i values which are the most probable. If we expand the weighted-norm and rearrange a few terms, we find that ( ) ( )
By introducing a new weighting matrix (11) is simplified to be
( 1 2 )
Depth and Rotation Estimation
In order to minimize this cost function, it will be necessary to use a generalized least-squares approximation repeatedly. For any matrices A and W and any vector x, the vector c that minimizes the weighted-norm r(a, b, λ) .
Ideally, we would like to solve for a and b simultaneously. Unfortunately, we have only been able to find only a closed form solution for a that depends upon a known value of b and likewise a closed form solution for b that depends upon a known value for a. The plan will be to pick an initial value for b and find the optimal value for a based upon that b value. Next, the optimal value for b based upon the calculated a value is found. Then the optimal value for a based upon the new b value is found. This process repeats itself iteratively until after a few iterations the values for a and b do not change significantly and then we are finished.
First, we will explain how to calculate a value for b based upon a known a. The cost function in equation (14) can be simplified by defining a new matrix ( 1 6 ) The solution for b is found using generalized least-squares to be
( 1 7 ) . This cost function no longer uses the optical flow distributions, because the covariance matrices Ω i are no longer used. This new cost function will be used to find a solution which does not use optical flow distributions, but then the result will be extended to obtain a method that does use them. The following derivation is taken from [3] . The optimal value for λ i for arbitrary translation and rotation vectors using the new cost function is where i n′ is a set of identically-distributed Gaussian random variables.
Translation Estimation
We would like to extend this result so that it can handle the noise calculated from the optical flow distributions which is not identically-distributed. In this case, the noise i n is a Gaussian random variable attached to each y i with a mean of zero and a covariance matrix of Since i is any integer from 1 to n, this gives us a set of n equations with each equations having a noise of i T n a . The norm in equation (22) will be modified so that instead of simply assuming that each equation is of equal value we give added value to those equations with less noise in them. Now we have a small dilemma. The amount of noise i T n a depends on the parameter that we are trying to estimate a. The estimation of a depends upon the amount of noise in each equation and the amount of noise in each equation depends upon the estimation of a. There is a simple solution to this dilemma. We are already using an iterative method to calculate a and b. The solution is to simply use the value of a calculated from the previous iteration to estimate the amount of noise which is then used in the current iteration. To clarify our notation, a k will be the value of a on the k-th iteration. The amount of noise in the i-th equation on the k-th iteration is equal to
We will now weight the i-th equation with the value ( ) ( 2 6 ) The solution for a k which minimizes this new cost function is the minimum-eigenvalue eigenvector of the matrix ( )( )
MULTI-FRAME STRUCTURE FROM MOTION
Multi-frame structure from motion is quite similar to two-frame structure from motion. All of the vectors and matrices remain essentially the same except they are larger to accommodate multiple frames. U it is the optical flow value of the i-th feature point at time t. U i1 is the optical flow from the first frame to the second frame, U i2 is the optical flow from the second frame to the third frame, and so on. U i is a vector of size 2N which contains all of the optical flow values U i1 through U iN . x it is the position of the i-th feature point at time t projected onto a unit sphere according to equation (4) . f it is the projection of U it onto a unit sphere according to equation (5) and y it is defined as y it = f it × x it . y i is a 3N dimensional vector containing the vectors y i1 through y iN . G it is the matrix defined according to equation (6) . All of the matrices G i1 through G iN can be combined to form a 3N × 2N matrix G i so that the relationship y i = G i U i holds. Nothing substantial has changed except the vectors and matrices are larger.
The translational motion of the camera at time t will be represented by the vector a t and the rotational motion will be represented by b t . All of the a t and b t vectors can be combined into the larger vector a and b. The depth still can only be calculated to an unknown scale factor. We will arbitrarily choose the first translation vector a 1 to be a unit vector, so that now ||a t || is the speed of the camera at time t divided by the speed at the first frame.
The inverse depth λ i is the only term that does not change over time. In reality, the depth will change slightly over time as the camera approaches or recedes from the objects in the scene. However, if we assume that most of the objects in the scene are far enough away that the camera is not in danger of hitting them in the near future and if we do not use an excessively large number of frames then we can assume that the depth will stay constant over time without significantly affecting the performance of the algorithm.
The relationship between each of the terms we have defined is identical to the two-frame case 2 9 ) which is exactly the same as equation (7) except each of the vectors and matrices are larger than they were in equation (7) . Since this equation is the same the solution for the rotation for a given translation can be derived in the same way it was in equations (7) 
The rotation estimation is exactly the same as the two-frame structure from motion, but the translation estimation will be different. Instead of estimation the translation from a known rotation, we will estimate the translation from known depth values. The reason for this change is that in two-frame structure from motion the depth values are unreliable. Each depth value is only calculated from one optical flow value. If that one optical flow value is inaccurate, the depth value will be inaccurate. What makes multi-frame structure from motion so appealing is so that all of the optical flow values from many frames can be used to find a fairly accurate depth value.
The multi-frame structure from motion algorithm works by first finding an initial estimate of the translation according to equation (27) . This initial translation estimate is used to calculate the optimal rotation and depth of each feature point with equations (13) and (17). The depth then is used to calculate the optimal translation and rotation. Then the translation is used to calculate the rotation and depth. This process repeats until we have a fairly good estimate of the translation, rotation, and depth.
The only remaining step is to find the optimal value for translation and rotation from known depth values. We define the vector d and the matrix P i as 
RESULTS
A simulation was created to compare this new method to similar methods that do not use multiple frames and that do not use optical flow distributions. On each trial, fifty feature points are randomly selected on a unit sphere. Random translation and rotation vectors are chosen and then used to calculate the optical flow values at each feature point and at each time step according to equation (27) . These optical flow values are then corrupted by noise at each time step. The variance of the optical flow values in the x and y directions are randomly assigned a value between 0.25 and 1.75 times a mean noise value. The correlation coefficient is randomly chosen to be between -1 and 1. The corrupted optical flow values are then used in three different methods for comparison. The three methods are the twoframe method, the multi-frame without distributions, and the multi-frame with distributions. The two-frame method only uses the optical flow between the first and last frames. All the information contained in the other frames is ignored and all of the information in the noise covariance is ignored. Soatto and Brocket's method [3] is used for the two-frame method because it is similar to our method, but is designed to work on two-frames and not use optical flow probability distributions. The multi-frame with distributions method is the method described in this paper. The multi-frame without distributions is identical to the method described in this paper except each of the weighting matrices W i in the equations are replaced by the identity matrix. The average depth error is calculated after 500 trials at different mean noise levels for each of the different methods. The results of the simulation are shown in Figure 2 . The improvement from the two-frame structure from motion and the multi-frame structure from motion without distributions method demonstrates the benefits that come from using multiple frames. The improvement from the multi-frame without distributions and the multi-frame with distributions demonstrates the benefits that come from using optical flow probability distributions. Some aspects of this simulation are known to be unrealistic. The simulation assumes that the exact covariance matrix of the noise is known. In practice, this too must be estimated using equation (2) . Errors in the covariance estimate will cause our method to perform more poorly. Figure 3 shows one frame of a video taken from a camera approaching a tree. The recovered inverse depth is shown in Figure 4 . The depth is only calculated at a few feature points in the image, so the depth at the remaining points must be interpolated. Consequently, parts of the image where there are few good feature points such as the sky are inaccurate, but the remainder of the image is fairly accurate. Figure 4 shows that our algorithm has accurately located the tree as being in front of the rest of the scene.
CONCLUSIONS
Much research has focused on the estimation of optical flow and there are numerous ways of calculating optical flow [8] , but few of these methods calculate optical flow probability distributions. We hope our work will inspire further work in this area, because as we have demonstrated optical flow distributions can significantly improve the performance of structure from motion algorithms.
Our method is unique because it does not simply assume that all of the optical flow data is of equal value. We are able to quantify the accuracy and value of the optical flow data using optical flow probability distributions. In the new structure from motion algorithm we created, the more accurate data is given more weight, so that all of the data is used more effectively. To prove that the data is being used more effectively, we compared our method to another method which was nearly identical except it did not weight the more accurate data any differently from the less accurate data. We found that our method performed better on hundreds of simulated tests and on real image sequences.
