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QUANTIZATION OF POISSON-CGL EXTENSIONS
YIPENG MI
Abstract. CGL extensions, named after G. Cauchon, K. Goodearl, and E. Letzter, are
a special class of noncommutative algebras that are iterated Ore extensions of associative
algebras with compatible torus actions. Examples of CGL extensions include quantum
Schubert cells and quantized coordinate rings of double Bruhat cells. CGL extensions
have been studied extensively in connection with quantum groups and quantum cluster
algebras. For a field k of characteristic 0, let L = k[q±1] be the k-algebra of Laurent
polynomials in the single variable q and let K = k(q) be the fraction field of L. We in-
troduce quantum-CGL extensions as certain L-forms of CGL extensions over K, which
have Poisson-CGL extensions as their semiclassical limits. Poisson-CGL extensions,
recently introduced and systematically studied by K. Goodearl and M. Yakimov, are
certain Poisson polynomial algebras which admit presentations as iterated Poisson-Ore
extensions with compatible torus actions. Examples of Poisson-CGL extensions include
the coordinate rings of matrix affine Poisson spaces and more generally those of Schubert
cells. We describe an explicit procedure for constructing a symmetric quantum-CGL ex-
tension from a symmetric integral Poisson-CGL extension and establish the uniqueness
of such a quantization in a proper sense.
1. Introduction
1.1. Introduction. In this paper, we explicitly quantize a special class of Poisson poly-
nomial algebras. We first make precise the notion of quantization used in this paper.
Fix a field k of characteristic 0 and let
L = k[q±1] = k[q, q−1]
be the k-algebra of Laurent polynomials in the single variable q. Recall (see, for example,
[1, III.5.4] and [8, §3.1]) that if A is an L-algebra such that q−1 ∈ A is not a zero divisor
and if the quotient A/(q − 1)A is commutative, then the k-algebra A/(q − 1)A has a
Poisson bracket { , } given by
{a+ (q − 1)A, b+ (q − 1)A} =
ab− ba
q − 1
+ (q − 1)A, a, b ∈ A.
The Poisson k-algebra
(A/(q − 1)A, { , })
is called the semiclassical limit of A. The following definition of quantization is sufficient
for the purpose of this paper.
Definition 1.1. 1) By a quantum algebra over L, or a quantum L-algebra, we mean a
unital L-algebra A that is a free L-module and such that A/(q − 1)A is commutative;
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2) Given a Poisson k-algebra (A, { , }), by an L-quantization of A we mean a quantum
L-algebra A together with a Poisson k-algebra isomorphism
(A/(q − 1)A, { , }) −→ (A, { , }).
⋄
For any finite dimensional Lie algebra g over k, the universal enveloping algebra U(g)
of g can be made into an L-quantization of the Poisson algebra S(g) (see [6, §2.1]).
Other well-known examples include L-quantizations of the standard multiplicative Pois-
son structures on a semi-simple algebraic group G and on its dual Poisson group, as
proven in [6, Theorem 6.1] and [6, Theorem 3.1] respectively.
The Poisson polynomial k-algebras that we quantize can be presented as Poisson-CGL
extensions. The term ”Poisson-CGL extensions” is introduced by K. Goodearl and M.
Yakimov in [20], and they are special examples of iterated Poisson-Ore extensions [25]
with compatible torus actions. See §2 for more details. Prime ideals of Poisson-CGL
extensions are studied by K. Goodearl and S. Launois in [14]. On the other hand, cluster
algebra structures on symmetric Poisson-CGL extensions are systematically studied in
[20]. Typical examples of Poisson-CGL extensions include the coordinate rings of matrix
affine Poisson spaces [2] and many other Poisson algebras arising as the semiclassical
limits of quantized coordinate rings. A family of Poisson-CGL extensions come from
Bott-Samelson varieties [9], which are the motivating examples of this paper.
The quantizations we construct have presentations as quantum-CGL extensions, the
definition of which is given in §4.1. The quantization procedure is summarized in §1.3,
while details are given in §4.2. Quantum-CGL extensions are certain L-forms of CGL
extensions over the fraction field K = k(q) of L. CGL extensions over arbitrary fields,
first introduced and studied in [22], form a special class of noncommutative unique factor-
ization domains. See §3 for more details. One may apply to CGL extensions the method
of deleting derivations by G. Cauchon [3] and the stratification theory of torus-invariant
prime ideals by K. Goodearl and E. Letzter [15]. Recently, quantum cluster algebra struc-
tures on CGL extensions have been studied extensively by K. Goodearl and M. Yakimov
[16] [17] [18]. Quantum Schubert cell algebras, introduced by C. De Concini, V. Kac, C.
Procesi [7] and G. Lusztig [24], have presentations as CGL extensions [16] [17, Example
4.5] [18, §9.2]. In [19, §4], quantized coordinate rings of double Bruit cells are shown to
have presentations as CGL extensions as well. See [22, Corollary 3.8] for more examples.
1.2. Main results. Given a Poisson algebra (A, { , }) over k, recall from [14] [25] that
a Poisson-Ore extension of A is the algebra A[x] together with a Poisson bracket { , }
which extends the Poisson bracket on A and satisfies
(1) {x, A} ⊂ Ax+A.
Given such an extension, the two k-linear maps θ and δ on A given by
(2) {x, a} = θ(a)x+ δ(a), a ∈ A,
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are necessarily derivations of A, and they have the additional properties that θ is a Poisson
derivation of A and δ is a Poisson θ-derivation of A, i.e., for a1, a2 ∈ A,
θ({a1, a2}) = {θ(a1), a2}+ {a1, θ(a2)},(3)
δ({a1, a2}) = {δ(a1), a2}+ {a1, δ(a2)}+ θ(a1)δ(a2)− δ(a1)θ(a2).(4)
Conversely (see [14] [25]), given derivations θ, δ of A satisfying (3) and (4), the Poisson
bracket on A extends, via (2) and the Leibniz rule, to a unique Poisson bracket on A[x]
satisfying (1). The polynomial algebra A[x] with the Poisson structure so defined using
θ and δ is denoted by A[x; θ, δ].
In this paper, we quantize Poisson polynomial algebras that have presentations as sym-
metric integral Poisson-CGL extensions (see Definition 2.8, Definition 4.5, and Definition
4.6), which can be defined as follows:
Definition 1.2. A symmetric integral Poisson-CGL extension is an iterated Poisson-Ore
extension
A = k[x1; θ1, δ1] · · · [xn; θn, δn],
together with an action of a split k-torus T by Poisson automorphisms, satisfying
1) δj(xi) ∈ k[xi+1, ..., xj−1] for 1 ≤ i < j ≤ n;
2) x1, ..., xn are T-weight vectors with weights λ1, ..., λn respectively;
3) there exist h1, ..., hn, h
′
1, ..., h
′
n in the co-character lattice of T such that
a) θj(xi) = λi(hj)xi = −λj(h
′
i)xi for 1 ≤ i < j ≤ n,
b) λj(hj) 6= 0 and λj(h
′
j) 6= 0 for j ∈ [1, n].
As the T-action on A is determined by λ1, . . . , λn, we also denote the Poisson algebra A
by
A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn).
⋄
Recall that an Ore extension of a ring R is the ring R[x] generated by R and x that
satisfies
xr = σ(r)x+∆(r), r ∈ R,
where σ is a ring endomorphism on R and ∆ is a σ-derivation, i.e.,
∆(r1r2) = σ(r1)∆(r2) + ∆(r1)r2, r1, r2 ∈ R.
The ring R[x] is denoted as R[x;σ,∆]. A quantum-Ore extension of a quantum L-algebra
A (see Definition 1.1) is an Ore extension A[X;σ,∆] of A such that σ,∆ are L-linear
maps and A[X;σ,∆] is a quantum L-algebra.
The quantum L-algebras that we construct have presentations as symmetric quantum-
CGL extensions (see Definition 4.4 and Definition 4.7), which can be defined as follows:
Definition 1.3. A symmetric quantum-CGL extension is an iterated quantum-Ore ex-
tension
A = L[X1;σ1,∆1] · · · [Xn;σn,∆n],
together with an action of a split k-torus T by k-algebra automorphisms, satisfying
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1) ∆j(Xi) lies in the subalgebra of A generated by Xi+1, ...,Xj−1, for 1 ≤ i < j ≤ n;
2) X1, ...,Xn are T-weight vectors with weights λ1, ..., λn respectively;
3) there exist h1, ..., hn, h
′
1, ..., h
′
n in the co-character lattice of T such that
a) σj(Xi) = q
λi(hj)Xi = q
−λj(h
′
i)Xi for 1 ≤ i < j ≤ n,
b) λj(hj) 6= 0 and λj(h
′
j) 6= 0 for j ∈ [1, n].
As the T-action on A is determined by λ1, . . . , λn, we also denote the quantum L-algebra
A by
A = L[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn).
⋄
The following is the main theorem of this paper.
Theorem 1.4. Every symmetric integral Poisson-CGL extension has an L-quantization
into a symmetric quantum-CGL extension.
Moreover, the quantization we construct is ”preferred” (see Definition 4.9) and pre-
ferred quantization is unique in the sense of Theorem 4.12. We have an explicit procedure
for this quantization, which is discussed in §1.3.
1.3. Quantization procedure. In this section, we briefly describe the quantization
procedure. See §4.2 for more details. Let
A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn)
be a symmetric integral Poisson-CGL extension (see Definition 1.2). For 1 ≤ i < j ≤ n,
let λi,j ∈ k be such that θj(xi) = λi,jxi. By 3) of Definition 1.2, λi,j ∈ Z.
We start with the polynomial algebra L[Xn], which is clearly an L-quantization of
the Poisson subalgebra k[xn] of A, and we proceed by induction. Assume that n ≥ 2,
and assume that for some k ∈ [1, n − 1] we have constructed an L-quantization A[k+1,n]
of k[xk+1, ..., xn]. Next we construct a quantum-Ore extension A[k+1,n][Xk;σ[k],∆[k]] of
A[k+1,n]. The map σ[k] is given by
σ[k](Xj) = q
−λk,jXj, j ∈ [k + 1, n].
Our procedure guarantees that A[k+1,n] can be embedded into a quantum L-torus Γq,[k],
in which we seek for an element D[k] such that the map
(5) ∆[k] : Γq,[k] −→ Γq,[k], ∆[k](a) = D[k] ∗ a− σ[k](a) ∗D[k], a ∈ Γq,[k],
has the property that
∆[k](A[k+1,n]) ⊂ A[k+1,n].
Once such an element D[k] is constructed, we define A[k,n] to be the quantum-Ore ex-
tension A[k+1,n][Xk;σ[k],∆[k]] of A[k+1,n]. By induction, we obtain an L-quantization
A := A[1,n] of A. This quantum L-algebra A has a presentation as a symmetric quantum-
CGL extension
A = L[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn).
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The quantum L-algebra A can also be viewed as the L-algebra generated by n variables
X1, ...,Xn with the commutating relations:
Xi ∗Xj = q
−λi,jXj ∗Xi +∆i,j, 1 ≤ i < j ≤ n,
where ∆i,j = ∆[i](Xj).
1.4. Notation. Let k be a field. Let T be a split k-torus with the Lie algebra t. Denote
by χ(T) and χ∗(T) the character lattice and the co-character lattice of T respectively.
We identify both χ(T) and χ∗(T) with Z
r through the isomorphism T ∼= (k×)r. We also
identify the Lie algebra t of T with χ(T)⊗Z k and the dual space t
∗ of t with χ∗(T)⊗Z k.
An element h ∈ χ∗(T) can then be regarded both as a k-group morphism k
× → T and an
element in t. Similarly, an element λ ∈ χ(T) can be regarded as a group homomorphism
λ : T→ k×, t 7→ tλ for t ∈ T, as well as an element λ ∈ t∗ : x 7→ λ(x) for x ∈ t.
We define a total order on Zr. For (z1, ..., zr) and (z
′
1, ..., z
′
r) in Z
r, we say (z1, ..., zr) ≤
(z′1, ..., z
′
r) if one of the following conditions is satisfied:
1) zi = z
′
i, i ∈ [1, r];
2) there exists k ∈ [1, r] such that zk < z
′
k and zj = z
′
j , j ∈ [k + 1, r].
Through the identification between χ(T) and Zr, this total order induces a total order
on χ(T), still denoted by ≤.
Let A = k[x1, ..., xn] be a polynomial algebra over k. As a k-vector space, A has a basis
{xk11 · · · x
kn
n : (k1, ..., kn) ∈ N
n}. Define the degree of xk11 · · · x
kn
n to be f = (k1, ..., kn) ∈
N
n. Equip Nn ⊂ Zn with the total order ≤ introduced above. For a ∈ A, define the
degree of a to be the degree of its highest degree term.
Let S = R[X1;σ1,∆1] · · · [Xn;σn,∆n] be an iterated Ore extension of a ring R. As
an R-vector space, S has a basis {Xk11 · · ·X
kn
n : (k1, ..., kn) ∈ N
n}. Define the degree of
Xk11 · · ·X
kn
n to be f = (k1, ..., kn) ∈ N
n. Equip Nn ⊂ Zn with the total order ≤ introduced
above. For s ∈ S, define the degree of s to be the degree of its highest degree term.
2. Poisson-CGL extensions
Fix a field k of characteristic 0 and let T be a split k-torus. We follow the notation in
§1.4.
2.1. Preliminaries. Let A be a Poisson k-algebra. Recall that a ∈ A is said to be
Poisson if the principal ideal aA is a Poisson ideal.
Definition 2.1. For a Poisson element a ∈ A, the log-Hamiltonian derivation Hlog(a) on
A is a derivation on A given by
Hlog(a)(b) =
1
a
{a, b}, b ∈ A.
⋄
Recall (see [14, §1.4] and [1, §2]) that a T-action on A by k-algebra automorphisms is
said to be rational if A, as a k-vector space, is generated by T-weight vectors with weights
in χ(T). We say A is a T-Poisson algebra if it is equipped with a rational T-action by
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Poisson algebra automorphisms. An element a ∈ A is said to be T-homogeneous, or
simply homogeneous, if it is a weight vector of the T-action. The T-action on A induces
an action of the Lie algebra t on A by Poisson derivations (see [14, §1.4] and [1, §2]). In
such case, the Poisson derivation on A corresponding to h ∈ t is denoted by ∂h.
Lemma 2.2. Let A be a T-Poisson algebra and a UFD. Let a1 ∈ A be a prime factor of
a. Then
1) if a is homogeneous, so is a1;
2) if a is Poisson, so is a1.
Proof. 1) Since the action of T on A is rational, every nonzero element of A is a finite
sum of homogeneous elements with distinct weights. With the total order ≤ introduced
in Section 1.4, for each nonzero f ∈ A, let λf,min and λf,max be the respective minimal
and maximal weights appearing in the decomposition of f into the sum of homogeneous
elements. It is straightforward to check that the total order ≤ satisfies
λ1 ≤ λ2 and λ3 ≤ λ4 =⇒ λ1 + λ3 ≤ λ2 + λ4
for any λj ∈ χ(T ), j = 1, 2, 3, 4. Write a = a
k
1a2, where k is a positive integer and a1
does not divide a2. It follows from
λa1,minλak−11 a2,min
= λa,min = λa,max = λa1,maxλak−11 a2,max
that both a1 and a
k−1
1 a2 are homogeneous.
2) Still write a = ak1a2, where k is a positive integer and a1 does not divide a2. For
any a′ ∈ A,
{a, a′} = {ak1a2, a
′} = ak1{a2, a
′}+ kak−11 a2{a1, a
′}.
Because a is Poisson, {a, a′} ∈ aA. Hence, {a1, a
′} ∈ a1A for any a
′ ∈ A, which means
a1 is Poisson.
Q.E.D.
2.2. Poisson-CGL extensions.
Definition 2.3. [20, Definition 4.4] Given a Poisson k-algebra A, a Poisson-Cauchon
extension of A is a Poisson-Ore extension A[x; θ, δ] of A, together with a rational T-
action by Poisson algebra automorphisms, satisfying
1) A ⊂ A[x] is T-stable and x ∈ A[x] is homogeneous with weight λ0 ∈ χ(T);
2) δ is locally nilpotent;
3) there exists h0 ∈ t such that θ = ∂h0|A and η := λ0(h0) 6= 0.
We denote this Poisson-Cauchon extension of A by A[x; θ, δ]λ0 . ⋄
Remark 2.4. The T-action on A[x; θ, δ] is determined by the T-action on A and the
weight λ0 of x. On the other hand, the T-action on A[x; θ, δ] with Condition 1) is by
Poisson algebra automorphisms if and only if
t · {x, a} = {t · x, t · a}, a ∈ A, t ∈ T,
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which is equivalent to
(6) t · δ(a) = tλ0δ(t · a), a ∈ A, t ∈ T.
As T is connected, (6) is, in turn, equivalent to
(7) [∂h|A, δ] = λ0(h)δ, h ∈ t.
In particular, one has
[θ, δ] = ηδ.
⋄
Let A be a Poisson k-algebra and an integral domain. Suppose A[x; θ, δ]λ0 is a Poisson-
Cauchon extension of A. Clearly, A[x; θ, δ]λ0 is still an integral domain. The following
concept of ”distinguished” is essential for the quantizations constructed in this paper.
Definition 2.5. Let F be the fraction field of A with the T-action by k-algebra auto-
morphisms that extends the T-action on A. An element d ∈ F is said to be distinguished
with respect to A[x; θ, δ]λ0 if it is homogeneous with weight λ0 and satisfies
(8) {d, r} = θ(r)d+ δ(r), r ∈ F.
⋄
Remark 2.6. The log-Hamiltonian derivation Hlog(x−d) of x − d on F (see Definition
2.1) satisfies Hlog(x−d)(A) ⊂ A and Hlog(x−d)|A = θ, i.e.,
{x− d, a} = θ(a)(x− d), a ∈ A.
⋄
Lemma 2.7. There is at most one distinguished element d with respect to A[x; θ, δ]λ0
and it satisfies
δ(d) = −ηd2,
where η is defined as in 2) of Definition 2.3.
Proof. Assume d′ ∈ F is also a distinguished element with respect to A[x; θ, δ]λ0 . Let
e = d− d′. Then e is homogeneous with weight λ0 and
{e, r} = θ(r)e, r ∈ F.
Since 0 = {e, e} = θ(e)e = ηe2 and η 6= 0, e = 0, which means d = d′. Therefore, there
is at most one distinguished element d ∈ F with respect to A[x; θ, δ]λ0 .
It follows from
0 = {d, d} = θ(d)d+ δ(d) = ηd2 + δ(d)
that δ(d) = −ηd2.
Q.E.D.
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We now turn to iterated Poisson-Cauchon extensions: starting from the ground field
k (with the zero Poisson structure), one can form iterated Poisson-Ore extensions to get
a Poisson k-algebra
A = k[x1; θ1, δ1] · · · [xn; θn, δn],
which is called an iterated Poisson-Ore extension of k, or simply an iterated Poisson-Ore
extension. For j ∈ [1, n], denote by Aj the subalgebra of A generated by x1, ..., xj and
set A0 = k. The concept of iterated Poisson-Cauchon extensions is introduced by K.
Goodearl and M. Yakimov in [16, Definition 4] and [20, Definition 5.1], which we now
recall.
Definition 2.8. A length n Poisson-CGL extension is an iterated Poisson-Ore extension
A = k[x1; θ1, δ1] · · · [xn; θn, δn],
together with a rational T-action by Poisson algebra automorphisms, such that for j ∈
[1, n],
1) xj is homogeneous with weight λj ∈ χ(T);
2) δj is locally nilpotent;
3) there exists hj ∈ t satisfying ηj := λj(hj) 6= 0 and
θj = ∂hj |Aj−1 .
As the T-action on A is determined by λ1, . . . , λn, we also denote the Poisson algebra A
by
A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn).
⋄
A Poisson-CGL extension A is thus a sequence
k = A0 ⊂ A1 ⊂ · · · ⊂ An = A
of T-Poisson algebras such that Aj = Aj−1[xj; θj , δj ]λj is a Poisson-Cauchon extension
of Aj−1 for j ∈ [1, n]. It is not difficult to see that, for j ∈ [1, n], Aj is a Poisson-CGL
extension.
One of the most striking features of a Poisson-CGL extension A concerns the homoge-
neous Poisson prime elements of the nested sequence of Poisson-CGL extensions
A1 ⊂ · · · ⊂ An = A.
We now state, in Theorem 2.9, some results from [20], which are relevant to this paper.
For a Poisson-CGL extension
A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn),
and for j ∈ [1, n], let Pj ⊂ Aj be the set of all homogeneous Poisson prime elements of
Aj , and let Qj ⊂ Pj be the set of elements in Pj that are not in Aj−1. Clearly both Pj
and Qj are invariant under multiplication by scalars in k
×. Define P0 = Q0 = k
×.
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Theorem 2.9. Let A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn) be a Poisson-CGL extension.
For j ∈ [1, n], let ηj be as in 3) of Definition 2.8. Then for each j ∈ [1, n], |Qj/k
×| = 1,
and
Pj = Qj ⊔
⊔
i∈Ij
Qi,
where Ij = {1 ≤ i ≤ j − 1 : δi+1|Qi = · · · = δj |Qi = 0}. Moreover, there is a unique
sequence yA = {y1, ..., yn} with yj ∈ Qj for j ∈ [1, n], which is determined inductively as
follows: y0 = 1 ∈ Q0, and for j ≥ 1,
yj = yp(j)xj − cj = yp(j)xj −
δj(yp(j))
ηj
= yp(j)(xj − dj),
where dj is the distinguished element with respect to Aj−1[xj ; θj , δj ]λj . Here, p(j) = 0
when δj = 0, and when δj 6= 0, p(j) is an (necessarily unique) integer in [1, j − 1] such
that yp(j) ∈ Pj−1 and δj(yp(j)) 6= 0.
Note that all the elements in yA are homogeneous and prime in A, but although each
yj ∈ yA is a Poisson element of Aj , only yn and those yj with j ∈ In are Poisson elements
of A.
Definition 2.10. We refer to the sequence yA = {y1, . . . , yn} in Theorem 2.9 as the
sequence of homogeneous Poisson prime elements of A. ⋄
Let A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn) be a Poisson-CGL extension and let yA =
{y1, . . . , yn} be the sequence of homogeneous Poisson prime elements of A. Note that the
map p, defined as in Theorem 2.9 for A, is injective when restricted to {j ∈ [1, n] : δj 6= 0}.
Definition 2.11. Two integers i < j in [1, n] are said to have the same level if i = pm(j)
for some positive integer m; The set of all integers in the same level is called a level set
of A; The number of level sets is called the rank of A. (Note that the level sets of A are
exactly the level sets of the function η for A in [20, Theorem 5.5]). ⋄
The following lemma follows directly from Theorem 2.9.
Lemma 2.12. 1) For each level set K, let kmax be the largest integer in K. Then ykmax
is a homogeneous Poisson prime element of A. Conversely, any homogeneous Poisson
prime element of A is a scalar multiple of ykmax for some level set K.
2) Define the Nn-valued degrees for elements in A as in §1.4. For j ∈ [1, n], let
fj = (fj,1, ..., fj,n) ∈ N
n be the degree of yj and let Kj be the level set that contains j. For
j, l ∈ [1, n], fj,l = 1 if l ∈ [1, j] ∩Kj and fj,l = 0 otherwise.
By Theorem 2.9, for j ∈ [1, n], yj = yp(j)xj − cj , where cj ∈ Aj−1. It follows that the
algebra A is contained in the Laurent polynomial ring generated by yA, i.e.,
A ⊂ Γ := k[y±11 , ..., y
±1
n ].
Equip Γ with the extended Poisson structure from A. As a k-vector space, Γ has a natural
basis
{yk11 · · · y
kn
n : (k1, ..., kn) ∈ Z
n}.
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For v = (v1, ..., vn) ∈ Z
n, define yv =
∏n
i=1 y
vi
i . The Poisson structure on Γ defines a
skew-symmetric bilinear form
ΛY : Z
n ⊗ Zn → Z
such that
{yv, yw} = ΛY (v,w)y
v+w , v, w ∈ Zn.
Definition 2.13. The algebra Γ, equipped with the extended Poisson structure from
A, is called the Poisson torus of A; The matrix ΛY := (κi,j)i,j∈[1,n] is called the Poisson
matrix of Γ. ⋄
The following lemma-notation is crucial for the construction of quantization in §4.
Lemma-Notation 2.14. For k ∈ [1, n] such that p(k) 6= 0 (or equivalently δk 6= 0),
Γk−1 := k[y
±1
1 , ..., y
±1
k−1] and Γ
′
k−1 := k[y
±1
1 , ..., y
±1
p(k)−1, y
±1
p(k)+1, ..., y
±1
k−1].
Let ΛY,k−1 = (κi,j)i,j∈[1,k−1] be the Poisson matrix of Γk−1. Then ck ∈ Γ
′
k−1[yp(k)], the
constant term of which, denoted by bk, is a nonzero monomial in Γ
′
k−1. Moreover, bk is
a scalar multiple of yv ∈ Γk−1, where v is the unique vector in Z
k−1 satisfying
1) yv has the same weight as yk;
2) ΛY,k−1(v, el) =
{
κk,l l ∈ [1, k − 1] \ {p(k)}
κk,p(k) + ηk l = p(k)
Proof. For j ∈ [1, n], let ηj be as in 3) of Definition 2.8. By Theorem 2.9, for l ∈ [1, k−1],
xl =
yl + cl
yp(l)
, where cl ∈ Al−1.
Recall that the map p, when restricted to {j ∈ [1, n] : δj 6= 0}, is injective. Since
δk 6= 0, p(k) 6= p(l) for any l ∈ [1, k − 1]. As Ak−1 is generated by those x1, ..., xk−1,
Ak−1 ⊂ Γ
′
k−1[yp(k)]. Because ck ∈ Ak−1, ck ∈ Γ
′
k−1[yp(k)].
Since δk 6= 0, by Theorem 2.9, ck 6= 0. Assume bk = 0. Then ck = yp(k)
a1
a2
, where
a1, a2 ∈ Ak−1 and a2 /∈ yp(k)Ak−1. One sees that cka2 ∈ yp(k)Ak−1. As yp(k) is prime in
Ak−1 and a2 /∈ yp(k)Ak−1, one has ck ∈ yp(k)Ak−1, which contradicts to yk = yp(k)xk − ck
being prime in Ak. Thus, bk 6= 0.
By Theorem 2.9, the distinguished element with respect to Ak−1[xk; θk, δk]λk is
dk =
ck
yp(k)
.
Since bk is the constant term of ck ∈ Γ
′
k−1[yp(k)],
bk
yp(k)
is a monomial term of dk ∈
Γ′k−1[y
±1
p(k)] and
dk −
bk
yp(k)
∈ Γ′k−1[yp(k)].
For l ∈ [1, k − 1], by (8),
{dk, yl} − θk(yl)dk = δk(yl) ∈ Ak−1 ⊂ Γ
′
k−1[yp(k)].
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It is easy to see that Γ′k−1[yp(k)] is a Poisson subalgebra of Γk−1, so for l ∈ [1, k − 1],
{dk −
bk
yp(k)
, yl} − θk(yl)(dk −
bk
yp(k)
) ∈ Γ′k−1[yp(k)].
Hence, for l ∈ [1, k − 1],
{
bk
yp(k)
, yl} − θk(yl)
bk
yp(k)
∈ Γ′k−1[yp(k)].
Therefore,
(9) {
bk
yp(k)
, yl} = θk(yl)
bk
yp(k)
, l ∈ [1, k − 1] \ {p(k)}.
By Theorem 2.9, δk(yp(k)) = ηkyp(k)dk. By (8),
{dk, yp(k)} = (θk(yp(k)) + ηkyp(k))dk.
As bk
yp(k)
is a monomial term of dk ∈ Γ
′
k−1[y
±1
p(k)],
(10) {
bk
yp(k)
, yp(k)} = (θk(yp(k)) + ηkyp(k))
bk
yp(k)
.
Through direct computation and using (9) (10), one has
(11) {bk, yl} =
{
κk,lylbk l ∈ [1, k − 1] \ {p(k)}
(κk,p(k) + ηk)yp(k)bk l = p(k)
It is straightforward to see that every monomial term b′k of bk has the same weight as yk
and satisfies (11) by replacing bk. As b
′
k is a monomial in Γ
′
k−1, it is a scalar multiple of
yv ∈ Γk−1 for some v ∈ Z
k−1. Then yv has the same weight as yk and
ΛY,k−1(v, el) =
{
κk,l l ∈ [1, k − 1] \ {p(k)}
κk,p(k) + ηk l = p(k)
By [20, Lemma 11.10], such v is unique and bk has to be a monomial in Γ
′
k−1.
Q.E.D.
2.3. Symmetric Poisson-CGL extensions. Most interesting examples of Poisson-
CGL extensions satisfy the ”symmetry” condition:
Definition 2.15. [16, Definition 4][20, Definition 6.1] Let
A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn)
be a Poisson-CGL extension. Then A is said to be symmetric if
1) for 1 ≤ i < j ≤ n, δj(xi) ∈ A[i+1,j−1];
2) there exist h′1, ..., h
′
n ∈ t such that
a) θj(xi) = −λj(h
′
i)xi for 1 ≤ i < j ≤ n,
b) λj(h
′
j) 6= 0 for j ∈ [1, n].
Here, A[i+1,j−1] is the subalgebra of A generated by xi+1, ..., xj−1. ⋄
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Let B = k[x0; θ0, δ0][x1; θ1, δ1] · · · [xn; θn, δn](λ0,λ1,...,λn) be a symmetric Poisson-CGL
extension. Then the subalgebra
A := k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn)
is also a symmetric Poisson-CGL extension. Let p be the map for A as in Theorem 2.9.
Let yA = (y1, ..., yn) be the sequence of homogeneous Poisson prime elements of A and
let Γ be the Poisson torus of A.
Note that B can be viewed as a Poisson-Cauchon extension B = A[x0; θ, δ]λ0 of A,
where
θ(xj)x0 = −θj(x0)xj and δ(xj) = −δj(x0), j ∈ [1, n].
Let h0, h1, ..., hn be in t such that they satisfy 3) of Definition 2.8 for B. Let h
′
0, h
′
1, ..., h
′
n
be in t such that they satisfy 2) of Definition 2.15 for B. Then for j ∈ [1, n], Aj [x0; θ, δ]λ0
(here θ and δ are their restrictions on Aj) is a Poisson-Cauchon extension of Aj , for which
h′0 satisfies 2) of Definition 2.3. Furthermore,
k[x1; θ1, δ1] · · · [xj ; θj , δj ][x0; θ, δ](λ1,...,λj,λ0)
is a Poisson-CGL extension, for which h1, ..., hj , h
′
0 satisfy 3) of Definition 2.8.
Lemma 2.16. For k ∈ [1, n] such that p(k) 6= 0, δ(yk) = 0 if and only if δ(yp(k)) = 0.
Proof. 1) By Theorem 2.9, yk = yp(k)xk − ck, where ck ∈ Ak−1. Then
δ(yk) = δ(yp(k)xk − ck) = δ(yp(k))xk + yp(k)δ(xk)− δ(ck).
Since B is symmetric, yp(k)δ(xk)−δ(ck) ∈ Ak−1. Then δ(yk) = 0 would imply δ(yp(k)) = 0.
2) Conversely, assume δ(yp(k)) = 0 but δ(yk) 6= 0. Recall that Pk and Pk−1 are the
sets of all homogeneous Poisson prime elements of Ak and Ak−1 respectively. Applying
Theorem 2.9 to
k[x1; θ1, δ1] · · · [xk; θk, δk][x0; θ, δ](λ1,...,λk,λ0),
one sees that δ vanishes on Pk \ (k
×yk). Still by Theorem 2.9,
Pk−1 = (Pk \ (k
×yk)) ∪ (k
×yp(k)).
Since δ(yp(k)) = 0 by assumption, δ(Pk−1) = 0. Applying Theorem 2.9 to
k[x1; θ1, δ1] · · · [xk−1; θk−1, δk−1][x0; θ, δ](λ1,...,λk−1,λ0),
one has δ = 0 on Ak−1 and x0, yp(k) are both homogeneous Poisson prime elements of
Ak−1[x0]. Applying Theorem 2.9 to
k[x0; θ0, δ0][x1; θ1, δ1] · · · [xk; θk, δk](λ0,λ1,...,λk),
one has δk(x0) = 0 since δk(yp(k)) 6= 0. It follows from δ(xk) = −δk(x0) that δ(xk) = 0.
Then δ = 0 on Ak, contradicting to δ(yk) 6= 0. Therefore, δ(yp(k)) = 0 would imply
δ(yk) = 0.
Q.E.D.
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In the rest of this section, assume δ 6= 0. By Theorem 2.9, there exists a unique
k ∈ [1, n] such that δ(yk) 6= 0 and yk is a homogeneous Poisson prime element of A. Let
η be as in 2) of Definition 2.3 for A[x0; θ, δ]λ0 . Let m be the largest nonnegative integer
such that pm(k) ∈ [1, n] and define
d(m+1) = 0 and d(i) =
δ(ypi(k))
ηypi(k)
∈ Γ.
By Theorem 2.9, d(i) is the distinguished element with respect to Api−1(k)−1[x0; θ, δ]λ0
(p−1(k) := n+ 1), for i ∈ [0,m].
Lemma 2.17. 1) Let i ∈ [0,m] and one has
d(i) − d(i+1) =
M (i)
ypi(k)ypi+1(k)
,
where M (i) is either a nonzero constant or a product of homogeneous Poisson prime
elements of Api(k)−1.
2) Let i ∈ [0,m − 1] and let bpi(k) be as in Lemma-Notation 2.14. One has
d(i) − d(i+1) =
bpi(k)
ypi(k)
(d(i+1) − d(i+2)).
Proof. 1) Let F be the fraction field of A. Every nonzero element in F is Poisson and has
its log-Hamiltonian derivations on F (see Definition 2.1). By (8) and by the definitions
of d(i) and d(i+1), for a ∈ Api(k)−1,
{d(i), a} = θ(a)d(i) + δ(a) and {d(i+1), a} = θ(a)d(i+1) + δ(a).
Define gi = d
(i) − d(i+1) and one has Hlog(gi)|Api(k)−1 = θ|Api(k)−1 , which clearly implies
Hlog(gi)(Api(k)−1) ⊂ Api(k)−1. By Theorem 2.9, ypi(k) = ypi+1(k)(xpi(k) − dpi(k)). By
Remark 2.6,
Hlog(y
pi(k))
(Api(k)−1) = Hlog(xpi(k)−dpi(k))(Api(k)−1) +Hlog(ypi+1(k))(Api(k)−1)
= θpi(k)(Api(k)−1) +Hlog(ypi+1(k))(Api(k)−1).
Since ypi+1(k) is Poisson in Api(k)−1, Hlog(ypi+1(k))(Api(k)−1) ⊂ Api(k)−1. Thus,
Hlog(y
pi(k))
(Api(k)−1) ⊂ Api(k)−1.
Define M (i) = ypi+1(k)ypi(k)gi. It follows from
Hlog(M (i)) = Hlog(ypi(k)) +Hlog(ypi+1(k)) +Hlog(gi)
that Hlog(M (i))(Api(k)−1) ⊂ Api(k)−1. Through direct computation, one sees that M
(i) ∈
Api(k)−1 since B is symmetric. It follows that M
(i) is a homogeneous Poisson element of
Api(k)−1. By Lemma 2.2, M
(i) is either a constant or a product of homogeneous Poisson
prime elements of Api(k)−1. Suppose M
(i) = 0. Then d(i) − d(i+1) = 0, which means
ypi(k)δ(ypi+1(k)) = ypi+1(k)δ(ypi(k)). Since ypi(k) is prime in Api(k) and clearly ypi+1(k) /∈
ypi(k)Api(k), δ(ypi(k)) ∈ ypi(k)Api(k). Applying Theorem 2.9 to
k[x1; θ1, δ1] · · · [xpi(k); θpi(k), δpi(k)][x0; θ, δ](λ1,...,λpi(k),λ0),
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as δ(ypi(k)) 6= 0 by Lemma 2.16, one sees that ypi(k)x0 −
δ(y
pi(k)
)
η
is prime in Api(k)[x0],
contradicting to δ(ypi(k)) ∈ ypi(k)Api(k). Thus, M
(i) is nonzero. As gi = d
(i) − d(i+1) and
M (i) = ypi+1(k)ypi(k)gi,
d(i) − d(i+1) =
M (i)
ypi(k)ypi+1(k)
.
2) As ypi(k) = ypi+1(k)xpi(k) − cpi(k), one has
M (i) = ypi+1(k)ypi(k)(d
(i) − d(i+1))
= ypi+1(k)ypi(k)d
(i) − y2pi+1(k)xpi(k)d
(i+1) + ypi+1(k)cpi(k)d
(i+1).
It follows from
ypi+1(k)ypi(k)d
(i) − y2pi+1(k)xpi(k)d
(i+1) ∈ ypi+1(k)Api(k)−1
that
(12) M (i) − ypi+1(k)cpi(k)d
(i+1) ∈ ypi+1(k)Api(k)−1.
Recall from Lemma-Notation 2.14 that Γpi(k)−1 = k[y
±1
1 , ..., y
±1
pi(k)−1
] and Γ′
pi(k)−1 =
k[y±11 , ..., y
±1
pi+1(k)−1
, y±1
pi+1(k)+1
, ..., y±1
pi(k)−1
]. It is easy to see that
Γpi(k)−1 = Γ
′
pi(k)−1[y
±1
pi+1(k)
].
Now consider every element in Γpi(k)−1, including those involved in (12), as an element in
Γ′
pi(k)−1[y
±1
pi+1(k)
]. The lowest degree term of cpi(k) is bpi(k) with degree 0. By part 1), the
lowest degree term of d(i+1) is d(i+1)−d(i+2) with degree -1. Thus, the lowest degree term
of ypi+1(k)cpi(k)d
(i+1) is ypi+1(k)bpi(k)(d
(i+1) − d(i+2)) with degree 0. By (12), the lowest
degree term of M (i)−ypi+1(k)cpi(k)d
(i+1) has degree greater than 0. By 1) of Lemma 2.12,
M (i) is a monomial in Γpi(k)−1 because M
(i) is either a nonzero constant or a product of
homogeneous Poisson prime elements of Api(k)−1. Hence,
M (i) = ypi+1(k)bpi(k)(d
(i+1) − d(i+2)).
Therefore, by part 1),
d(i) − d(i+1) =
bpi(k)(d
(i+1) − d(i+2))
ypi(k)
.
Q.E.D.
3. CGL Extensions
Fix a field k of any characteristic and let T be a split k-torus. We follow the notation
in §1.4.
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3.1. CGL extensions. For every Ore extension S[X;σ,∆] appearing in §3, S is an
associative k-algebra with unity, and σ,∆ are k-linear maps. As a result, S[X;σ,∆]
is an associative k-algebra with unity. Recall that an action of T on S by k-algebra
automorphisms is said to be rational if S, as a k-vector space, is generated by T-weight
vectors. Suppose there is a rational T-action on S by k-algebra automorphisms. An
element s ∈ S is said to be T-homogeneous, or simply homogeneous, if it is a weight
vector of the T-action.
CGL extensions can be viewed as iterated Cauchon extensions, which are introduced
in [22, Definition 2.5]. To serve the purpose of this paper, we use a slightly different
definition of Cauchon extensions.
Definition 3.1. Given an associative k-algebra S with unity, a Cauchon extension of S
is an Ore extension S[X;σ,∆], together with a rational T-action by k-algebra automor-
phisms, satisfying
1) S ⊂ S[X] is T-stable and X is homogeneous with weight λ0 ∈ χ(T);
2) ∆ is locally nilpotent;
3) there exists t0 ∈ T such that σ = t0 · |S and ω := t
λ0
0 ∈ k is not a root of unity.
We denote this Cauchon extension of S by S[X;σ,∆]λ0 . ⋄
Remark 3.2. The T-action on S[X;σ,∆] is determined by the T-action on S and the
weight λ0 of x. Since the T-action on S is by k-algebra automorphisms,
t · (∆(s)) = tλ0∆(t · s), s ∈ S, t ∈ T.
In particular, one has
σ ◦∆ = ω∆ ◦ σ.
⋄
Let S be an associative k-algebra with unity and a right Ore domain. Let S[X;σ,∆]λ0
be a Cauchon extension of S. By [5, Proposition 3.4], S[X;σ,∆]λ0 is still a right Ore
domain. Let F be the division ring of fractions of S with the T-action by k-algebra
automorphisms that extends the T-action on S.
Definition 3.3. An elementD ∈ F is said to be distinguished with respect to S[X;σ,∆]λ0
if it is homogeneous with weight λ0 and satisfies
(13) Dr = σ(r)D +∆(r), r ∈ F .
⋄
Lemma 3.4. There is at most one distinguished element D with respect to S[X;σ,∆]λ0
and it satisfies
∆(D) = (1− ω)D2,
where ω is defined as in 2) of Definition 3.1.
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Proof. Assume D′ ∈ F is also a distinguished element with respect to S[D;σ,∆]λ0 . Then
D′ is homogeneous with weight λ0 and
Dr = σ(r)D +∆(r), r ∈ F .
Let e = D−D′. Then e is homogeneous with weight λ0 and er = σ(r)e for r ∈ F . Since
e2 = σ(e)e = ωe2 and ω 6= 1, one sees that e = 0. Thus, D = D′. Therefore, there is at
most one distinguished element D ∈ F with respect to S[D;σ,∆]λ0 . Moreover, as
D2 = σ(D)D +∆(D) = ωD2 +∆(D),
one has ∆(D) = (1− ω)D2.
Q.E.D.
We now turn to iterated Cauchon extensions. Given an iterated Ore extension
S = k[X1, σ1,∆1] · · · [Xn;σn,∆n],
denote by Sj the subalgebra of S generated by X1, ...,Xj and set S0 = k.
Definition 3.5. [16, Definition 1] [17, Definition 4.1] [18, Definition 3.3] A length n CGL
extension is an iterated Ore extension S = k[X1, σ1,∆1] · · · [Xn;σn,∆n], together with a
rational T-action by k-algebra automorphisms, such that for each j ∈ [1, n],
1) Xj is homogeneous with weight λj ∈ χ(T);
2) ∆j is locally nilpotent;
3) there exists tj ∈ T such that ωj := t
λj
j ∈ k is not a root of unity and
σj = tj · |Sj−1 .
As the T-action on S is determined by λ1, . . . , λn, we also denote the algebra S by
S = k[X1, σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn).
⋄
A CGL extension is thus a sequence
k = S0 ⊂ S1 ⊂ · · · ⊂ Sn = S
of associative algebras such that Sj = Sj−1[Xj ;σj ,∆j ]λj is a Cauchon extension of Sj−1
for j ∈ [1, n].
Definition 3.6. [16] [17, §2.1] [18, §1.3] An element r in a domain R is called a prime
element if r is a normal element (i.e., rR = Rr), and the principal ideal rR is a complete
prime ideal (i.e., R/(rR) is a domain).
A main tool in the study of CGL extensions by K. Goodearl and M. Yakimov is the
set of homogeneous prime elements of the nested sequence of CGL extensions
S1 ⊂ · · · ⊂ Sn = S.
For a CGL extension S = k[X1, σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn), and for j ∈ [1, n], let
Pj ⊂ Sj be the set of all homogeneous prime elements of Sj, and let Qj ⊂ Pj be the
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set of elements in Pj that are not in Sj−1. Clearly both Pj and Qj are invariant under
multiplication by scalars in k×. Define P0 = Q0 = k
×. The following theorem summarizes
some results from [16], [17, §3 §4], and [18, §3].
Theorem 3.7. Let S = k[X1, σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn) be a CGL extension. For
j ∈ [1, n], let ωj be as in 3) of Definition 3.5. Then for each j ∈ [1, n], |Qj/k
×| = 1, and
Pj = Qj ⊔
⊔
i∈Ij
Qi,
where Ij = {1 ≤ i ≤ j − 1 : ∆i+1|Qi = · · · = ∆j |Qi = 0}. Moreover, there is a unique
sequence YS = {Y1, ..., Yn} with Yj ∈ Qj for j ∈ [1, n], which is determined inductively as
follows: Y0 = 1 ∈ Q0, and for j ≥ 1,
Yj = Yp(j)Yj − Cj = Yp(j)Xj + (1− ωj)
−1(∆j ◦ σ
−1
j )(Yp(j)) = Yp(j)(Xj −Dj),
where Dj is the distinguished element with respect to Sj−1[Xj ;σj,∆j ]λj . Here, p(j) = 0
when ∆j = 0, and when ∆j 6= 0, p(j) is an (necessarily unique) integer in [1, j − 1] such
that yp(j) ∈ Pj−1 and ∆j(yp(j)) 6= 0.
Definition 3.8. We refer to the sequence YS = {Y1, . . . , Yn} in Theorem 3.7 as the
sequence of homogeneous prime elements of S. ⋄
Definition 3.9. Note that the map p has the same properties as that in Theorem 2.9.
We define the level sets of S as in Definition 2.11. ⋄
Let S = k[X1, σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn) be a CGL extension with the sequence
of homogeneous prime elements YS = {Y1, . . . , Yn}. Note that the map p, defined as in
Theorem 3.7 for S, is injective when restricted to {j ∈ [1, n] : ∆j 6= 0}. The following
lemma follows directly from Theorem 3.7.
Lemma 3.10. 1) For each level set K, let kmax be the largest integer in K. Then Ykmax
is a homogeneous prime element of S. Conversely, any homogeneous prime element of S
is a scalar multiple of Ykmax for some level set K.
2) Define the Nn-valued degrees for elements in S as in §1.4. For j ∈ [1, n], let
fj = (fj,1, ..., fj,n) ∈ N
n be the degree of Yj and let Kj be the level set that contains j.
For j, l ∈ [1, n], fj,l = 1 if l ∈ [1, j] ∩Kj and fj,l = 0 otherwise..
We state some result from [17, Theorem 1.2] [18, Proposition 3.11] in the following
lemma:
Lemma 3.11. For i, j ∈ [1, n], YiYj = qi,jYjYi, for some qi,j ∈ k.
By Theorem 3.7, for j ∈ [1, n], Yj = Yp(j)Xj −Cj, where Cj ∈ Sj−1. It follows that the
algebra S is contained in the quantum k-torus generated by YS , i.e.,
S ⊂ Γq =
k < Y ±11 , ..., Y
±1
n >
(YiYj − qi,jYjYi)
.
Definition 3.12. The algebra Γq is called the quantum torus of S. ⋄
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Similar to the Poisson case, we have the following lemma-notation.
Lemma-Notation 3.13. For k ∈ [1, n] such that p(k) 6= 0 (or equivalently ∆k 6= 0), let
Γq,k−1 be the quantum k-torus generated by Y1, ..., Yk−1 and let Γ
′
q,k−1 be the quantum k-
torus generated by Y1, ..., Yp(k)−1, Yp(k)+1, ..., Yk−1. Then Ck ∈ Γ
′
q,k−1[Yp(k)], the constant
term of which, denoted by Bk, is a nonzero monomial in Γ
′
q,k−1.
Proof. For j ∈ [1, n], let ωj be as in 3) of Definition 3.5. By Theorem 3.7, for l ∈ [1, k−1],
Xl = Y
−1
p(l)(Yl + Cl), where Cl ∈ Sl−1.
Recall that the map p, when restricted to {k ∈ [1, n] : ∆k 6= 0}, is injective. Since
∆k 6= 0, p(k) 6= p(l) for any l ∈ [1, k − 1]. As Sk−1 is generated by those X1, ...,Xk−1,
Sk−1 ⊂ Γ
′
q,k−1[Yp(k)]. Because Ck ∈ Sk−1, Ck ∈ Γ
′
q,k−1[Yp(k)].
Since ∆k 6= 0, by Theorem 3.7, Ck 6= 0. Assume Bk = 0. Then Ck = Yp(k)s1s
−1
2 , where
s1, s2 ∈ Sk−1 and s2 /∈ Yp(k)Sk−1. One sees that Cks2 ∈ Yp(k)Sk−1. As Yp(k) is prime in
Sk−1 and s2 /∈ Yp(k)Sk−1, one has Ck ∈ Yp(k)Sk−1, which contradicts to Yk = Yp(k)Xk+Ck
being prime in Sk. Thus, Bk 6= 0.
By Theorem 3.7, the distinguished element with respect to Sk−1[Xk;σk,∆k]λk is
Dk = Y
−1
p(k)Ck.
Since Bk is the constant term of Ck ∈ Γ
′
q,k−1[Yp(k)], Y
−1
p(k)Bk is a monomial term of
Dk ∈ Γ
′
q,k−1[Y
±1
p(k)] and
Dk − Y
−1
p(k)Bk ∈ Γ
′
q,k−1[Yp(k)].
For l ∈ [1, k − 1], by (13),
DkYl − σk(Yl)Dk = ∆k(Yl) ∈ Sk−1 ⊂ Γ
′
q,k−1[Yp(k)].
It is easy to see that Γ′
q,k−1[Yp(k)] is a subalgebra of Γq,k−1, so for l ∈ [1, k − 1],
(Dk − Y
−1
p(k)Bk)Yl − σk(Yl)(Dk − Y
−1
p(k)Bk) ∈ Γ
′
q,k−1[Yp(k)].
Hence, for l ∈ [1, k − 1],
(Y −1
p(k)Bk)Yl − σk(Yl)(Y
−1
p(k)Bk) ∈ Γ
′
q,k−1[Yp(k)].
Therefore,
(14) (Y −1
p(k)Bk)Yl = σk(Yl)(Y
−1
p(k)Bk), l ∈ [1, k − 1] \ {p(k)}.
By Theorem 3.7, one has ∆k(Yp(k)) = (ωk − 1)σk(Yp(k))Dk. By (13),
DkYp(k) = ωkσk(Yp(k))Dk.
As Y −1
p(k)Bk is a monomial term of Dk ∈ Γ
′
q,k−1[Y
±1
p(k)],
(15) (Y −1
p(k)Bk)Yp(k) = ωkσk(Yp(k))(Y
−1
p(k)Bk).
Any monomial term of Bk ∈ Γ
′
q,k−1 satisfies (14) and (15) by replacing Bk. By [18,
Lemma 8.14], Bk has to be a monomial in Γ
′
q,k−1.
Q.E.D.
QUANTIZATION OF POISSON-CGL EXTENSIONS 19
3.2. Symmetric CGL extensions.
Definition 3.14. [16, Definition 3] [17, Definition 6.2] [18, Definition 3.12] Let S =
k[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn) be a CGL extension. Then S is said to be symmetric
if
1) for 1 ≤ i < j ≤ n, ∆j(Xi) ∈ S[i+1,j−1];
2) there exist t′1, ..., t
′
n ∈ T such that
a) σj(Xi) = (t
′
i)
−λjXi for 1 ≤ i < j ≤ n,
b) (t′j)
λj ∈ k is not a root of unity for j ∈ [1, n].
Here, S[i+1,j−1] is the subalgebra of S generated by Xi+1, ...,Xj−1. ⋄
Let S′ = k[X0;σ0,∆0][X1;σ1,∆1] · · · [Xn;σn,∆n](λ0,λ1,...,λn) be a symmetric CGL ex-
tension. Then the subalgebra
S := k[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn)
is also a symmetric CGL extension. Let p be the map for S as in Theorem 3.7. Let
YS = (Y1, ..., Yn) be the sequence of homogeneous prime elements of S and let Γq be the
quantum torus of S.
Note that S′ can be viewed as a Cauchon extension S′ = S[X0;σ,∆]λ0 of S, where
σ(Xj)X0 = Xjσ
−1
j (X0) and ∆(Xj) = −(∆j ◦ σ
−1
j )(X0), j ∈ [1, n].
Let t0, t1, ..., tn be in T such that they satisfy 3) of Definition 3.5 for S
′. Let t′0, t
′
1, ..., t
′
n be
in T such that they satisfy 2) of Definition 3.14 for S′. Then for j ∈ [1, n], Sj[X0;σ,∆]λ0
(here σ and ∆ are their restrictions on Sj) is a Cauchon extension of Sj , for which t
′
0
satisfies 2) of Definition 3.1. Furthermore,
k[X1;σ1,∆1] · · · [Xj ;σj ,∆j ][X0;σ,∆](λ1,...,λj,λ0)
is a CGL extension, for which t1, ..., tj , t
′
0 satisfy 3) of Definition 3.5.
Lemma 3.15. For k ∈ [1, n] such that p(k) 6= 0, ∆(Yk) = 0 if and only if ∆(Yp(k)) = 0.
Proof. 1) By Theorem 3.7, Yk = Yp(k)Xk − Ck, where Ck ∈ Sk−1. Then
∆(Yk) = ∆(Yp(k)Xk − Ck) = ∆(Yp(k))Xk + σ(Yp(k))∆(Xk)−∆(Ck).
Since S′ is symmetric, σ(Yp(k))∆(Xk) − ∆(Ck) ∈ Sk−1. Then ∆(Yk) = 0 would imply
∆(Yp(k)) = 0.
2) Conversely, assume ∆(Yp(k)) = 0 but ∆(Yk) 6= 0. Recall that Pk and Pk−1 are the
sets of all homogeneous prime elements of Sk and Sk−1 respectively. Applying Theorem
3.7 to
k[X1;σ1,∆1] · · · [Xk;σk,∆k][X0;σ,∆](λ1,...,λk,λ0),
one sees that ∆ vanishes on Pk \ (k
×Yk). Still by Theorem 3.7,
Pk−1 = (Pk \ (k
×Yk)) ∪ (k
×Yp(k)).
Since ∆(Yp(k)) = 0 by assumption, ∆(Pk−1) = 0. Applying Theorem 3.7 to
k[X1;σ1,∆1] · · · [Xk−1;σk−1,∆k−1][X0;σ,∆](λ1,...,λk−1,λ0),
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one has ∆ = 0 on Sk−1 and X0, Yp(k) are both homogeneous prime elements of Sk−1[X0].
Applying Theorem 3.7 to
k[X0;σ0,∆0][X1;σ1,∆1] · · · [Xk;σk,∆k](λ0,λ1,...,λk),
one has ∆k(X0) = 0 since ∆k(Yp(k)) 6= 0. It follows from ∆(Xk) = −(∆k ◦σ
−1
k )(X0) that
∆(Xk) = 0. Then ∆ = 0 on Sk, contradicting to ∆(Yk) 6= 0. Therefore, ∆(Yp(k)) = 0
would imply ∆(Yk) = 0.
Q.E.D.
In the rest of this section, assume ∆ 6= 0. By Theorem 3.7, there exists a unique
k ∈ [1, n] such that ∆(Yk) 6= 0 and Yk is a homogeneous prime element of S. Let ω be as
in 2) of Definition 3.1 for S[X0;σ,∆]λ0 . For j ∈ [1, n], let ωj be as in 3) of Definition 3.5
for S. Let m be the largest nonnegative integer that pm(k) ∈ [1, n] and define
D(m+1) = 0 and D(i) = −(1− ω)−1Y −1
pi(k)
(∆ ◦ σ−1)(Ypi(k)) ∈ Γq.
By Theorem 3.7, D(i) is the distinguished element with respect to Spi−1(k)−1[X0;σ,∆]λ0
(p−1(k) := n+ 1), for i ∈ [1,m].
Lemma 3.16. 1) Let i ∈ [0,m] and one has
D(i) −D(i+1) = Y −1
pi(k)
Y −1
pi+1(k)
M(i),
where M(i) is either a nonzero constant or a product of homogeneous prime elements of
Spi(k)−1.
2) Let i ∈ [0,m − 1] and let Bpi(k) be as in Lemma-Notation 3.13. One has
D(i) −D(i+1) = ωpi(k)Y
−1
pi(k)
Bpi(k)(D
(i+1) −D(i+2)).
Proof. 1) Define gi = D
(i)−D(i+1). Because D(i) is the distinguished element with respect
to Spi−1(k)−1[X0;σ,∆]λ0 and Spi(k)−1 ⊂ Spi−1(k)−1,
D(i)s = σ(s)D(i) +∆(s), s ∈ Spi(k)−1.
Because D(i+1) is the distinguished element with respect to Spi(k)−1[X0;σ,∆]λ0 ,
D(i+1)s = σ(s)D(i+1) +∆(s), s ∈ Spi(k)−1.
Thus, gis = σ(s)gi for s ∈ Spi(k)−1, which means giSpi(k)−1 = Spi(k)−1gi. By Theorem
3.7, Ypi(k) = Ypi+1(k)(Xpi(k) −Dpi(k)) and Ypi+1(k) is normal in Spi(k)−1. Hence,
Ypi(k)Spi(k)−1 = Spi(k)−1Ypi(k) and Ypi+1(k)Spi(k)−1 = Spi(k)−1Ypi+1(k).
Define M(i) = Ypi+1(k)Ypi(k)gi. Then
M(i)Spi(k)−1 = Spi(k)−1M
(i).
Through direct computation, one sees that M(i) ∈ Spi(k)−1 since S
′ is symmetric. It
follows that M(i) is a homogeneous normal element of Spi(k)−1. By [22, Proposition 3.2,
Theorem 3.7] and [17, Proposition 2.2], M(i) is either a constant or a product of homoge-
neous prime elements of Spi(k)−1. Suppose M
(i) = 0. Then D(i) −D(i+1) = 0. Through
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direct computation, one sees that Ypi(k)∆(Ypi+1(k)) is a scalar multiple of Ypi+1(k)∆(Ypi(k)).
Since Ypi(k) is prime in Spi(k) and clearly Ypi+1(k) /∈ Ypi(k)Spi(k), ∆(Ypi(k)) ∈ Ypi(k)Spi(k).
Applying Theorem 3.7 to
k[X1;σ1,∆1] · · · [Xpi(k);σpi(k),∆pi(k)][X0;σ,∆](λ1,...,λpi(k),λ0),
as ∆(Ypi(k)) 6= 0 by Lemma 3.15, one sees that Ypi(k)X0+(1−ω)
−1Y −1
pi(k)
(∆◦σ−1)(Ypi(k))
is prime in Spi(k)[X0], contradicting to ∆(Ypi(k)) ∈ Ypi(k)Spi(k). Thus, M
(i) is nonzero.
As gi = D
(i) −D(i+1) and M(i) = Ypi+1(k)Ypi(k)gi,
D(i) −D(i+1) = Y −1
pi(k)
Y −1
pi+1(k)
M(i).
2) Let i ∈ [0,m− 1]. one has
M(i) = Ypi+1(k)Ypi(k)(D
(i) −D(i+1))
= Ypi+1(k)Ypi(k)D
(i) − Y 2pi+1(k)Xpi(k)D
(i+1) + Ypi+1(k)Cpi(k)D
(i+1)
= Ypi+1(k)Ypi(k)D
(i) − Y 2pi+1(k)σpi(k)(D
(i+1))Xpi(k) + ωpi(k)Ypi+1(k)Cpi(k)D
(i+1).
It follows from
Ypi+1(k)Ypi(k)D
(i) − Y 2pi+1(k)σpi(k)(D
(i+1))Xpi(k) ∈ Ypi+1(k)Spi(k)−1
that
(16) M(i) − ωpi(k)Ypi+1(k)Cpi(k)D
(i+1) ∈ Ypi+1(k)Spi(k)−1.
Recall from Lemma-Notation 3.13 that Γq,pi(k)−1 and Γ
′
q,pi(k)−1 are the quantum k-tori
generated by Y1, ..., Ypi(k)−1 and Y1, ..., Ypi+1(k)−1, Ypi+1(k)+1, ..., Ypi(k)−1 respectively. It is
easy to see that
Γq,pi(k)−1 = Γ
′
q,pi(k)−1[Y
±1
pi+1(k)
].
Now consider every element in Γq,pi(k)−1, including those involved in (16), as an element
in Γ′
q,pi(k)−1[Y
±1
pi+1(k)
]. The lowest degree term of Cpi(k) is Bpi(k) with degree 0. By part 1),
the lowest degree term of D(i+1) is D(i+1)−D(i+2) with degree -1. Thus, the lowest degree
term of ωpi(k)Ypi+1(k)Cpi(k)D
(i+1) is ωpi(k)Ypi+1(k)Bpi(k)(D
(i+1)−D(i+2)) with degree 0. By
(16), the lowest degree term ofM(i)−ωpi(k)Ypi+1(k)Cpi(k)D
(i+1) has degree greater than 0.
By 1) of Lemma 3.10, M(i) is a monomial in Γq,pi(k)−1 because M
(i) is either a nonzero
constant or a product of homogeneous prime elements of Spi(k)−1. Hence,
M(i) = ωpi(k)Ypi+1(k)Bpi(k)(D
(i+1) −D(i+2)).
Therefore, by part 1),
D(i) −D(i+1) = ωpi(k)Y
−1
pi(k)
Bpi(k)(D
(i+1) −D(i+2)).
Q.E.D.
4. Quantization of Poisson-CGL Extensions
Fix a field k of characteristic 0. Let L = k[q±1] be the k-algebra of Laurent polynomials
in the single variable q and let K = k(q) be its fraction field. Let T be a split k-torus.
We follow the notation in §1.4.
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4.1. Quantum-CGL extensions. In [21, §4], the semiclassical process of a special type
of Ore extensions over L is studied. This type of Ore extensions can be defined as follows:
Definition 4.1. Let A be a quantum L-algebra (see Definition 1.1). Let B = A[X;σ,∆]
be an Ore extension of A such that σ and ∆ are L-linear maps. Then B is called a
quantum-Ore extension of A if B is also a quantum L-algebra. ⋄
Note that B is always free as an L-module and B := B/(q − 1)B is commutative if
and only if σ(a) − a and ∆(a) lie in (q − 1)A for any a ∈ A. Through the semiclassical
process, we obtain Poisson-Ore extensions from quantum-Ore extensions.
Proposition 4.2. [21, Proposition 4.1] Let B = A[X;σ,∆] be a quantum-Ore extension
of a quantum L-algebra A. Then B := B/(q−1)B is a Poisson-Ore extension of the form
B = A[x; θ, δ], where A = A/(q − 1)A and x = X + (q − 1)B ∈ B. More precisely, for
any a ∈ A,
θ(a+ (q − 1)A) =
σ(a)− a
q − 1
+ (q − 1)A,
δ(a+ (q − 1)A) =
∆(a)
q − 1
+ (q − 1)A.
An iterated quantum-Ore extension thus gives rise to an iterated Poisson-Ore extension
as its semiclassical limit by repeatedly applying Proposition 4.2.
Definition 4.3. We say an iterated quantum-Ore extension
A = L[X1;σ1,∆1] · · · [Xn;σn,∆n]
is a quantization of an iterated Poisson-Ore extension
A′ = k[x′1; θ
′
1, δ
′
1] · · · [x
′
n; θ
′
n, δ
′
n]
if there is a Poisson algebra isomorphism from A′ to A = A/(q − 1)A by sending x′i to
xi = Xi + (q − 1)A, for i ∈ [1, n]. ⋄
For j ∈ [1, n], denote byAj the subalgebra ofA generated byX1, ...,Xj and setA0 = L.
Definition 4.4. Let A = L[X1;σ1,∆1] · · · [Xn;σn,∆n] be an iterated quantum-Ore
extension with a rational T-action by k-algebra automorphisms. Then A is called a
quantum-CGL extension if for j ∈ [1, n],
1) Xj is homogeneous with weight λj ∈ χ(T);
2) ∆j is locally nilpotent;
3) there exists hj ∈ χ∗(T) satisfying ηj := λj(hj) 6= 0 and
σj(Xi) = q
λi(hj)Xi, i ∈ [1, j − 1].
We denote this quantum-CGL extension by
A = L[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn).
⋄
QUANTIZATION OF POISSON-CGL EXTENSIONS 23
Through direct checking, one sees that the semiclassical limit of a quantum-CGL ex-
tension is a Poisson-CGL extension (see Definition 2.8). Condition 3) of Definition 4.4
results in an ”integral” condition on the semiclassical limit of a quantum-CGL extension.
Definition 4.5. Let A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn) be a Poisson-CGL extension.
Then A is said to be integral if there exist h1, ..., hn ∈ χ∗(T) such that for j ∈ [1, n],
ηj := λj(hj) 6= 0 and θj = ∂hj |Aj−1 . ⋄
We also have the notion of ”symmetric” for integral Poisson-CGL extensions and
quantum-CGL extensions.
Definition 4.6. Let A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn) be an integral Poisson-CGL
extension. Then A is said to be symmetric if
1) for 1 ≤ i < j ≤ n, δj(xi) ∈ A[i+1,j−1];
2) there exist h′1, ..., h
′
n ∈ χ∗(T) such that
a) θj(xi) = −λj(h
′
i)xi for 1 ≤ i < j ≤ n,
b) λj(h
′
j) 6= 0 for j ∈ [1, n].
Here, A[i+1,j−1] is the subalgebra of A generated by xi+1, ..., xj−1. ⋄
Definition 4.7. Let A = L[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn) be a quantum-CGL ex-
tension. Then A is said to be symmetric if
1) for 1 ≤ i < j ≤ n, ∆j(Xi) ∈ A[i+1,j−1];
2) there exist h′1, ..., h
′
n ∈ χ∗(T) such that
a) σj(Xi) = q
−λj(h′i)Xi for 1 ≤ i < j ≤ n,
b) λj(h
′
j) 6= 0 for j ∈ [1, n].
Here, A[i+1,j−1] is the subalgebra of A generated by Xi+1, ...,Xj−1. ⋄
Remark 4.8. For a quantum-CGL extension A, denote by Aex the extended algebra
A ⊗L K, extending the base ring L to the field K. Define Tq = (K
×)r and identify its
character group χ(Tq) with χ(T). By assigning λ1, ..., λn to X1, ...,Xn respectively as
their weights, we define a rational Tq-action on A
ex by K-algebra automorphisms. For
any h = (h(1), ..., h(r)) ∈ χ∗(T), denote by q
h the element (qh(1) , ..., qh(r)) ∈ Tq. It is
straightforward to check that Aex is a CGL extension under the Tq-action by letting
tj = q
hj for j ∈ [1, n]. Furthermore, if A is symmetric, then Aex is symmetric by letting
t′j = q
h′j for j ∈ [1, n]. ⋄
It is easy to see that the semiclassical limit of a symmetric quantum-CGL extension is
a symmetric integral Poisson-CGL extension.
4.2. Quantization of symmetric integral Poisson-CGL extensions. Given a sym-
metric integral Poisson-CGL extension, we construct a symmetric quantum-CGL exten-
sion, which is preferred in the following sense:
Definition 4.9. Let A = k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn) be a symmetric integral
Poisson-CGL extension. Then a symmetric quantum-CGL extension
A = L[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn)
24 YIPENG MI
(note that we require xj andXj have the same weight λj for j ∈ [1, n]) is called a preferred
quantization of A if
1) A is a quantization of A in the sense of Definition 4.3;
2) A and Aex share the same level sets (see Definition 2.11 and Definition 3.9);
3) YAex = (Y1, ..., Yn), the sequence of homogeneous prime elements of A
ex (see Defi-
nition 3.8), lie in A. ⋄
Recall that an element r in a domain R is called a prime element if r is a normal element
(i.e., rR = Rr), and the principal ideal rR is a complete prime ideal (i.e., R/(rR) is a
domain).
Lemma 4.10. Let A = L[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn) be a quantum-CGL exten-
sion. Let YAex = (Y1, ..., Yn) be the sequence of homogeneous prime elements of A
ex.
Assume YAex lie in A. Then for j ∈ [1, n], Yj is a prime element of Ap−1(j)−1 (note that
p−1(j) may not exist, in which case, p−1(j) := n+ 1).
Proof. Let j ∈ [1, n]. We claim that
Ap−1(j)−1 ∩ (A
ex
p−1(j)−1 ∗ Yj) = Ap−1(j)−1 ∗ Yj , and
Ap−1(j)−1 ∩ (Yj ∗ A
ex
p−1(j)−1) = Yj ∗ Ap−1(j)−1.
Define the Nn-valued degrees for elements in Aex as in §1.4. From the definition of Yj,
the highest degree term of Yj is
Xpmj (j) ∗Xpmj−1(j) ∗ · · · ∗Xj ,
where mj is the largest nonnegative integer such that p
mj(j) ∈ [1, n]. Denote by fj ∈ N
n
the degree of Xpmj (j) ∗ Xpmj−1(j) ∗ · · · ∗ Xj . Assume a ∈ A
ex
p−1(j)−1 \ Ap−1(j)−1. Then
a = a1 + a2, where a1 ∈ Ap−1(j)−1 and each monomial term of a2 has coefficient in
K \ L. In order to prove the claim, it suffices to show that both Yj ∗ a2 and a2 ∗ Yj lie in
Aex
p−1(j)−1 \ Ap−1(j)−1. Let ah = εX
fh be the highest degree term of a2, where ε ∈ K \ L.
By 3) of Definition 4.4, the highest degree term of Yj ∗ a2 and a2 ∗ Yj are q
l1εXfj+fh and
ql2εXfj+fh respectively, for some l1, l2 ∈ Z. As ε ∈ K \ L, both q
l1ε and ql2ε lie in K \ L.
Therefore, both Yj ∗a2 and a2 ∗Yj lie in A
ex
p−1(j)−1 \Ap−1(j)−1. The claim has been proven.
Now we prove that Yj is a prime element of Ap−1(j)−1. By Theorem 3.7, Yj is a prime
element of Aex
p−1(j)−1. By definition,
1) Yj ∗ A
ex
p−1(j)−1 = A
ex
p−1(j)−1 ∗ Yj .
2) Yj ∗ A
ex
p−1(j)−1 is a complete prime ideal in A
ex
p−1(j)−1.
By the claim and the fact that Yj ∗ A
ex
p−1(j)−1 = A
ex
p−1(j)−1 ∗ Yj,
Yj ∗ Ap−1(j)−1 = Ap−1(j)−1 ∗ Yj.
Suppose two nonzero elements g1, g2 ∈ Ap−1(j)−1 satisfy g1 ∗ g2 ∈ Yj ∗ Ap−1(j)−1. Since
Yj ∗ Ap−1(j)−1 ⊂ Yj ∗ A
ex
p−1(j)−1, g1 ∗ g2 ∈ Yj ∗ A
ex
p−1(j)−1. As Yj ∗ A
ex
p−1(j)−1 is a complete
prime ideal in Aex
p−1(j)−1, either g1 ∈ Yj ∗ A
ex
p−1(j)−1 or g2 ∈ Yj ∗ A
ex
p−1(j)−1. Without loss
of generality, assume g1 ∈ Yj ∗ A
ex
p−1(j)−1. As g1 ∈ Ap−1(j)−1, by the claim,
g1 ∈ Ap−1(j)−1 ∩ (Yj ∗ A
ex
p−1(j)−1) = Yj ∗ Ap−1(j)−1.
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Thus, Yj ∗ Ap−1(j)−1 is a complete prime ideal of Ap−1(j)−1.
Q.E.D.
We now proceed step by step to construct a preferred quantization of a symmetric
integral Poisson-CGL extension. Given a symmetric integral Poisson-CGL extension
B = k[x0; θ0, δ0][x1; θ1, δ1] · · · [xn; θn, δn](λ0,λ1,...,λn),
the subalgebra
A := k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn)
is also a symmetric integral Poisson-CGL extension. Let p be the map defined in Theorem
2.9 for A. Note that B can be viewed as a Poisson-Cauchon extension (see Definition
2.3) B = A[x0; θ, δ]λ0 of A, where
(17) θ(xj)x0 = −θj(x0)xj and δ(xj) = −δj(x0), j ∈ [1, n].
Let η be as in 2) of Definition 2.3 for A[x0; θ, δ]λ0 . Assume A has a preferred quantization
A = L[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn).
Let YAex = (Y1, ..., Yn) be the sequence of homogeneous prime elements of A
ex. By
Lemma 3.11 and by 3) of Definition 4.4, for i, j ∈ [1, n],
Yi ∗ Yj − q
li,jYj ∗ Yi for some li,j ∈ Z.
Let
Γq =
L < Y ±11 , ..., Y
±1
n >
(Yi ∗ Yj − qli,jYj ∗ Yi)
.
Notice that Γq is the L-form of the quantum torus of A
ex. By Theorem 3.7, for j ∈ [1, n],
Yj = Yp(j)Xj − Cj , where Cj ∈ A
ex
j−1. Since Yj and Yp(j) lie in A, Cj ∈ A, from which
one sees that Cj ∈ A
ex
j−1 ∩ A = Aj−1. It follows that A ⊂ Γq.
Our goal is to construct a quantum-Ore extension B = A[X0;σ,∆] of A such that it
can be written as a symmetric quantum-CGL extension
B = L[X0;σ0,∆0][X1;σ1,∆1] · · · [Xn;σn,∆n](λ0,λ1,...,λn)
that is a preferred quantization of B.
In order to construct B, we need to choose σ and ∆ properly. The choice of σ is fixed
by θ. Indeed, since B is integral, θ(xj) = ljxj for some integer lj , j ∈ [1, n]. Then σ has
to be given by
(18) σ(Xj) = q
ljXj , j ∈ [1, n].
To construct ∆, we first construct an element D ∈ Γq and define ∆ : Γq → Γq by
(19) ∆(r) = D ∗ r − σ(r) ∗D, r ∈ Γq,
which has the property that
∆(A) ⊂ A.
It is straightforward to check that ∆ is a σ-derivation.
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We now describe the construction of D ∈ Γq. When δ = 0, we just let D = 0, which
means ∆ = 0. Now assume δ 6= 0. Let yA = (y1, ..., yn) be the sequence of homogeneous
Poisson prime elements of A and let
Γ = k[y±11 , ..., y
±1
n ]
be its Poisson torus. Define the k-linear map f : Γ→ Γq by
f(yv) = Y v, v = (v1, ..., vn) ∈ Z
n,
where yv = yv11 · · · y
vn
n and Y
v = Y v11 ∗ · · · ∗ Y
vn
n . Consider now the presentation
B = k[x1; θ1, δ1] · · · [xn; θn, δn][x0; θ, δ](λ1 ,...,λn,λ0),
as a Poisson-CGL extension, where θ and δ are defined in (17). As δ 6= 0, by Theorem
2.9, there exists a unique k ∈ [1, n] such that δ(yk) 6= 0 and yk is a homogeneous Poisson
prime element of A. Let m be the largest nonnegative integer such that pm(k) ∈ [1, n].
For i ∈ [0,m − 1], let Bpi(k) be as in Lemma-Notation 3.13. It is easy to see that those
Bpi(k) lie in Γq. For j ∈ [1, n], let ηj be as in 3) of Definition 4.4 for A and let ωj = q
ηj
(note that those ωj are exactly those in 3) of Definition 3.5 for A
ex). We define D as
follows:
D =
(
m∑
i=0
(ωpi(k)Y
−1
pi(k)
∗Bpi(k)) ∗ (ωpi+1(k)Y
−1
pi+1(k)
∗Bpi+1(k)) ∗ · · · ∗
(20) (ωpm−1(k)Y
−1
pm−1(k)
∗Bpm−1(k))
)
∗ f
(
δ(xpm(k))
ηxpm(k)
)
∈ Γq.
We have the following two theorems, which are proven in §4.3.
Theorem 4.11. Given a symmetric integral Poisson-CGL extension
B = k[x0; θ0, δ0][x1; θ1, δ1] · · · [xn; θn, δn](λ0,λ1,...,λn),
assume
A = L[X1;σ1,∆1] · · · [Xn;σn,∆n](λ1,...,λn)
is a preferred quantization of
A := k[x1; θ1, δ1] · · · [xn; θn, δn](λ1,...,λn).
Let σ be defined by (18). When δ = 0, let D = 0. When δ 6= 0, let D ∈ Γq be defined by
(20). Let ∆ be defined by (19). Then ∆(A) ⊂ A and B = A[X0;σ,∆] is a quantum-Ore
extension of A such that B can be written as a symmetric quantum-CGL extension
B = L[X0;σ0,∆0][X1;σ1,∆1] · · · [Xn;σn,∆n](λ0,λ1,...,λn)
that is a preferred quantization of B.
Preferred quantization is unique in the following sense:
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Theorem 4.12. Let B′ = A[X ′0;σ,∆
′] be a quantum-Ore extension of A. If it can be
written as a symmetric quantum-CGL extension that is a preferred quantization of
B = k[x0; θ0, δ0][x1; θ1, δ1] · · · [xn; θn, δn](λ0,λ1,...,λn),
then
∆′ = ǫ∆, for some ǫ ∈ L satisfying ǫ|q=1 = 1.
By induction and by Theorem 4.11, we have the main theorem of this paper:
Theorem 4.13. Every symmetric integral Poisson-CGL extension has a preferred quan-
tization.
4.3. Proofs of Theorems 4.11 and 4.12. Identify A with the semiclassical limit of A
and we have the following lemma:
Lemma 4.14. For j ∈ [1, n], yj = Yj + (q − 1)A.
Proof. Clearly, y1 = x1 = X1 + (q − 1)A = Y1 + (q − 1)A. Assume Lemma 4.14 holds
for y1, ..., yl−1 for some l ∈ [2, n]. It is straightforward to see that Yl + (q − 1)A is a
homogeneous Poisson element of Al. Then Yl+(q− 1)A is either a constant or a product
of homogeneous Poisson prime elements of Al by Lemma 2.2. By the definition of Yl and
by the inductive assumption,
(Yl + (q − 1)A)− yp(l)xl ∈ Al−1.
It follows that Yl+(q−1)A must have a prime factor that is a degree one polynomial of xl
with coefficients in Al−1. By Theorem 2.9, that prime factor has to be a scalar multiple of
yl. Then Yl+(q− 1)A = ayl for some a ∈ Al−1. Since yl− yp(l)xl ∈ Al−1, ayl− yl ∈ Al−1.
It follows that a = 1 and yl = Yl+(q−1)A. By induction, yj = Yj+(q−1)A for j ∈ [1, n].
Q.E.D.
Consider the case when δ 6= 0. Recall that there exists a unique k ∈ [1, n] such
that δ(yk) 6= 0 and yk is a homogeneous Poisson prime element of A. Let m be the
largest nonnegative integer such that pm(k) ∈ [1, n]. Recall from §2.3 that, for j ∈ [1, n],
Aj [x0; θ, δ]λ0 is a Poisson-Cauchon of Aj and
k[x1; θ1, δ1] · · · [xj ; θj , δj ][x0; θ, δ](λ1,...,λj,λ0)
is a Poisson-CGL extension. Here θ and δ are the restrictions of θ and δ in (17) to Aj .
For i ∈ [0,m], let d(i) be the distinguished element with respect to Api−1(k)−1[x0; θ, δ]λ0
(p−1(k) := n + 1) and let d(m+1) = 0. By 1) of Lemma 2.17 and by 1) of Lemma 2.12,
d(i) − d(i+1), d(i+1) − d(i+2),..., d(m) − d(m+1) are the monomial terms of d(i) ∈ Γ for
i ∈ [0,m]. In particular, d(m) is a monomial in Γ. Let bpi(k) be as in Lemma-Notation
2.14.
Lemma 4.15. Let i ∈ [0,m]. For l ∈ [1, pi−1(k)− 1],
{d(i) − d(i+1), yl} = θ(yl)(d
(i) − d(i+1)), l 6= pi(k), and
{d(i) − d(i+1), ypi(k)} = (θ(ypi(k)) + ηypi(k))(d
(i) − d(i+1)).
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Proof. Recall from Lemma-Notation 2.14 that
Γpi−1(k)−1 = k[y
±1
1 , ..., y
±1
pi−1(k)−1
], Γ′pi−1(k)−1 = k[y
±1
1 , ..., y
±1
pi(k)−1
, y±1
pi(k)+1
, ..., y±1
pi−1(k)−1
].
For l ∈ [1, pi−1(k)− 1], by (8),
{d(i), yl} − θ(yl)d
(i) = δ(yl) ∈ Api−1(k)−1.
Since ypi(k) is a homogeneous Poisson prime element of Api−1(k)−1, by Theorem 2.9,
Api−1(k)−1 ⊂ Γ
′
pi−1(k)−1
[ypi(k)]. Thus,
{d(i), yl} − θ(yl)d
(i) ∈ Γ′pi−1(k)−1[ypi(k)], l ∈ [1, p
i−1(k)− 1].
As d(i+1) ∈ Γ′
pi−1(k)−1[ypi(k)],
{d(i) − d(i+1), yl} − θ(yl)(d
(i) − d(i+1)) ∈ Γ′pi−1(k)−1[ypi(k)], l ∈ [1, p
i−1(k)− 1].
By 1) of Lemma 2.17, d(i)−d(i+1) is a monomial in Γ′
pi−1(k)−1
[y±1
pi(k)
] with degree -1. Then
{d(i) − d(i+1), yl} = θ(yl)(d
(i) − d(i+1)), l ∈ [1, pi−1(k)− 1] \ {pi(k)}.
Through direct computation, {d(i), ypi(k)} = (θ(ypi(k)) + ηypi(k))d
(i). As d(i) − d(i+1) is a
monomial term of d(i) ∈ Γ,
{d(i) − d(i+1), ypi(k)} = (θ(ypi(k)) + ηypi(k))(d
(i) − d(i+1)).
Q.E.D.
Define D(m+1) = 0 and D(m) = f
(
δ(xpm(k))
ηxpm(k)
)
∈ Γq. Inductively define
(21) D(i) = D(i+1) + ωpi(k)Y
−1
pi(k)
∗Bpi(k) ∗ (D
(i+1) −D(i+2)) ∈ Γq, i ∈ [0,m− 1].
It is easy to check that D = D(0). Recall from §2.3 that d(m) =
δ(ypm(k))
ηypm(k)
=
δ(xpm(k))
ηxpm(k)
.
Hence, D(m) = f(d(m)) is a monomial in Γq. Inductively, one sees that D
(i) − D(i+1),
D(i+1) −D(i+2),..., D(m) −D(m+1) are the monomial terms of D(i) ∈ Γq for i ∈ [0,m].
Lemma 4.16. For i ∈ [0,m],
1) d(i) − d(i+1) = D(i) −D(i+1) + (q − 1)Γq;
2) Ypi(k) ∗D
(i) ∈ Api(k).
Proof. Keep in mind that, for j ∈ [1, n], yj = Yj + (q − 1)Γq by Lemma 4.14.
1) For j ∈ [1, n], it follows from yj = Yj + (q − 1)Γq that cj = Cj + (q − 1)Γq. By
Lemma-Notation 2.14 and Lemma-Notation 3.13, bpi(k) = Bpi(k)+(q−1)Γq for i ∈ [0,m].
Since D(m) = f(d(m)), d(m) − d(m+1) = D(m) − D(m+1) + (q − 1)Γq. By definition,
ωpi(k) + (q − 1)Γq = 1 for i ∈ [0,m]. By 2) of Lemma 2.17 and by (21), one inductively
sees that
d(i) − d(i+1) = D(i) −D(i+1) + (q − 1)Γq, i ∈ [0,m].
2) As d(m) =
δ(ypm(k))
ηypm(k)
is a monomial in Γ and D(m) = f
(
δ(ypm(k))
ηypm(k)
)
, Ypm(k) ∗D
(m) is a
scalar multiple of f(δ(ypm(k))). Since δ(ypm(k)) ∈ Apm(k)−1, δ(ypm(k)) is a scalar multiple
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of yv for some v ∈ Nn and yv ∈ Apm(k)−1. Thus, f(δ(ypm(k))) ∈ Apm(k)−1, which implies
that
Ypm(k) ∗D
(m) ∈ Apm(k)−1 ⊂ Apm(k).
Assume 2) of Lemma 4.16 holds for D(m),D(m−1),...,D(i) and consider D(i−1). It follows
from the definition that
Ypi−1(k) ∗D
(i−1) = Ypi−1(k) ∗D
(i) + ωpi−1(k)Bpi−1(k) ∗ (D
(i) −D(i+1)).
Through direct computation, one has
Ypi−1(k) ∗D
(i) = Xpi−1(k) ∗ σ
−1
pi−1(k)
(Ypi(k)) ∗D
(i) − ωpi−1(k)Cpi−1(k) ∗D
(i).
As Ypi(k) ∗D
(i) ∈ Api(k), Ypi−1(k) ∗D
(i−1) ∈ Api−1(k) if and only if
Bpi−1(k) ∗ (D
(i) −D(i+1))− Cpi−1(k) ∗D
(i) ∈ Api−1(k).
By Lemma 2.17, M (i−1) := ypi(k)bpi−1(k)(d
(i) − d(i+1)) ∈ Api−1(k)−1. As M
(i−1) is a
monomial in Γ, M (i−1) is a scalar multiple of yv for some v ∈ Nn and yv ∈ Api−1(k)−1.
By part 1) and by the fact that bpi(k) = Bpi(k) + (q − 1)Γq,
Ypi(k) ∗Bpi−1(k) ∗ (D
(i) −D(i+1)) + (q − 1)Γq =M
(i−1).
Since Ypi(k) ∗ Bpi−1(k) ∗ (D
(i) − D(i+1)) is a monomial in Γq, it is a scalar multiple of
f(M (i−1)) ∈ Api−1(k)−1. Hence, Ypi(k) ∗ Bpi−1(k) ∗ (D
(i) − D(i+1)) ∈ Api−1(k)−1. By the
inductive assumption, as Ypi(k) is prime, hence normal, in Api−1(k)−1, one has Ypi(k) ∗
Cpi−1(k) ∗D
(i) ∈ Api−1(k)−1. Hence,
(22) Ypi(k) ∗ (Bpi−1(k) ∗ (D
(i) −D(i+1))− Cpi−1(k) ∗D
(i)) ∈ Api−1(k)−1.
It is easy to check that Bpi−1(k) ∗ (D
(i) − D(i+1)) − Cpi−1(k) ∗ D
(i) contains no negative
power of Ypi(k). It follows that
Bpi−1(k) ∗ (D
(i) −D(i+1))− Cpi−1(k) ∗D
(i) = a1 ∗ a
−1
2 ,
for some a1, a2 ∈ Api−1(k)−1 and a2 /∈ Ypi(k) ∗ Api−1(k)−1. By (22),
Ypi(k) ∗ (Bpi−1(k) ∗ (D
(i) −D(i+1))− Cpi−1(k) ∗D
(i)) ∗ a2 ∈ Ypi(k) ∗ Api−1(k)−1.
Since Ypi(k) is prime in Api−1(k)−1 by Lemma 4.10 and a2 /∈ Ypi(k) ∗ Api−1(k)−1, one has
Ypi(k) ∗ (Bpi−1(k) ∗ (D
(i) −D(i+1))− Cpi−1(k) ∗D
(i)) ∈ Ypi(k) ∗ Api−1(k)−1,
which implies that
Bpi−1(k) ∗ (D
(i) −D(i+1))− Cpi−1(k) ∗D
(i) ∈ Api−1(k)−1 ⊂ Api−1(k).
Therefore, 2) of Lemma 4.16 is satisfied for D(i−1). By induction, 2) of Lemma 4.16 has
been proven.
Q.E.D.
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Proof of Theorem 4.11: We first need to prove that ∆(A) ⊂ A. When δ = 0, D = 0
and there is nothing to prove.
Assume δ 6= 0. Let Γ′ = k[y±11 , ..., y
±1
k−1, y
±1
k+1, ..., y
±1
n ]. By Lemma 4.15,
(23) {d(0) − d(1), yj} − θ(yj)(d
(0) − d(1)) ∈ Γ′[yk], j ∈ [1, n].
Let Γ′q be the quantum L-torus generated by Y1, ..., Yk−1, Yk+1, ..., Yn. Since Yk is a
homogeneous prime element of Aex, by Theorem 3.7, A ⊂ Γ′q[Yk]. By definition, D =
D(0) = (D(0) −D(1)) +D(1), where D(0) −D(1) is a monomial in Γq and D
(1) ∈ Γ′q. By
1) of Lemma 4.16, D(0) −D(1) + (q − 1)Γq = d
(0) − d(1). By (23),
(D(0) −D(1)) ∗ Yj − σ(Yj) ∗ (D
(0) −D(1)) ∈ Γ′q[Yk], j ∈ [1, n].
As D(1) ∈ Γ′q and D = D
(0),
D ∗ Yj − σ(Yj) ∗D ∈ Γ
′
q[Yk], j ∈ [1, n].
Let a be an arbitrary element in A. As a ∈ Γ′q[Yk],
D ∗ a− σ(a) ∗D ∈ Γ′q[Yk],
which implies that
D ∗ a− σ(a) ∗D = a1 ∗ a
−1
2 ,
for some a1, a2 ∈ A and a2 /∈ Yk ∗ A. By part 2) of Lemma 4.16, Yk ∗D ∈ A. Since Yk is
prime, hence normal, in A by Lemma 4.10,
(24) Yk ∗ (D ∗ a− σ(a) ∗D) ∈ A.
It follows that
Yk ∗ (D ∗ a− σ(a) ∗D) ∗ a2 ∈ Yk ∗ A.
Since Yk is prime in A and a2 /∈ Yk ∗ A, one has
Yk ∗ (D ∗ a− σ(a) ∗D) ∈ Yk ∗ A,
which implies that
D ∗ a− σ(a) ∗D ∈ A.
Therefore, ∆(A) ⊂ A.
We have proved that B = A[X0;σ,∆] is an Ore extension of A, where σ and ∆ are
L-linear maps. By the definition of σ and ∆, it is easy to check that B/(q − 1)B is
commutative. It is clear that B is a free L-module. Hence, B is a quantum L-algebra and
B = A[X0;σ,∆] is a quantum-Ore extension of A. We still need to show two things:
a) B can be written as a symmetric quantum-CGL extension
B = L[X0;σ0,∆0][X1;σ1,∆1] · · · [Xn;σn,∆n](λ0,λ1,...,λn);
b) B is a preferred quantization of B.
To prove a): When δ = 0, ∆ = 0 and there is nothing to show.
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Assume δ 6= 0. For j ∈ [1, n], let Γj = k[y
±1
1 , ..., y
±1
j ] and let Γq,j be the quantum
L-torus generated by Y1, ..., Yj . Let l ∈ [1, n]. We choose i ∈ [0,m + 1] such that
pi(k) ≤ l < pi−1(k). Then
δ(xl) = {d
(i), xl} − θ(xl)d
(i), and(25)
∆(Xl) = D
(i) ∗Xl − σ(Xl) ∗D
(i).(26)
By Theorem 2.9, xl =
yl+cl
yp(l)
, where cl ∈ Al−1. By (25),
δ(xl) = {d
(i), xl} − θ(xl)d
(i) =
{
d(i),
yl + cl
yp(l)
}
− θ
(
yl + cl
yp(l)
)
d(i).
Since B is symmetric, δ(xl) ∈ Al−1 ⊂ Γl−1, which means
(27)
{
d(i),
yl + cl
yp(l)
}
− θ
(
yl + cl
yp(l)
)
d(i) ∈ Γl−1.
Case 1: pi(k) < l. In this case, d(i) ∈ Γl−1 and
cl
yp(l)
∈ Γl−1. By (27),
(28)
{
d(i),
yl
yp(l)
}
= θ
(
yl
yp(l)
)
d(i).
As d(i) − d(i+1),d(i+1) − d(i+2),...,d(m) − d(m+1) are the monomial terms of d(i) ∈ Γ, they
all satisfy (28) by replacing d(i). As D(i) −D(i+1),D(i+1) −D(i+2),...,D(m) −D(m+1) are
the monomial terms of D(i) ∈ Γq, by 1) of Lemma 4.16,
D(i) ∗ (Y −1
p(l) ∗ Yl) = σ(Y
−1
p(l) ∗ Yl) ∗D
(i).
By Theorem 3.7, Xl = Y
−1
p(l) ∗(Yl+Cl), where Cl ∈ Al−1. It follows that Y
−1
p(l) ∗Cl ∈ Γq,l−1.
Since D(i) ∈ Γq,l−1, by (26), ∆(Xl) ∈ Γq,j−1.
Case 2: pi(k) = l. In this case, i 6= m+ 1, otherwise l = 0. By Lemma 4.15,
{d(i) − d(i+1), r} = θ(r)(d(i) − d(i+1)), r ∈ Γpi(k)−1.
As D(i) −D(i+1) is a monomial in Γq, by 1) of Lemma 4.16,
(D(i) −D(i+1)) ∗ r = σ(r) ∗ (D(i) −D(i+1)), r ∈ Γq,pi(k)−1.
As Y −1
pi+1(k)
∗ Cpi(k) ∈ Γq,pi(k)−1,
(D(i) −D(i+1)) ∗ (Y −1
pi+1(k)
∗ Cpi(k)) = σ(Y
−1
pi+1(k)
∗ Cpi(k)) ∗ (D
(i) −D(i+1)).
It follows from D(i+1) ∈ Γq,pi(k)−1 that
D(i) ∗ (Y −1
pi+1(k)
∗ Cpi(k))− σ(Y
−1
pi+1(k)
∗ Cpi(k)) ∗D
(i) ∈ Γq,pi(k)−1.
By (27),
(29)
{
d(i),
ypi(k)
ypi+1(k)
}
− θ
(
ypi(k)
ypi+1(k)
)
d(i) ∈ Γl−1.
As d(i) − d(i+1),d(i+1) − d(i+2),...,d(m) − d(m+1) are the monomial terms of d(i) ∈ Γ, they
all satisfy (29) by replacing d(i). As D(i) −D(i+1),D(i+1) −D(i+2),...,D(m) −D(m+1) are
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the monomial terms of D(i) ∈ Γq, by 1) of Lemma 4.16,
D(i) ∗ (Y −1
pi+1(k)
∗ Ypi(k))− σ(Y
−1
pi+1(k)
∗ Ypi(k)) ∗D
(i) ∈ Γq,l−1.
By (26), ∆(Xl) ∈ Γq,j−1.
Therefore, in both cases, ∆(Xl) ∈ Γq,j−1. We have proved that ∆(A) ⊂ A, which
implies
∆(Xj) ∈ (A ∩ Γq,j−1) = Aj−1.
Given that ∆(Xj) ∈ Aj−1, j ∈ [1, n], it follows directly from the fact that
B = k[x0; θ0, δ0][x1; θ1, δ1] · · · [xn; θn, δn](λ0,λ1,...,λn)
is a symmetric integral Poisson-CGL extension that
B = L[X0;σ0,∆0][X1;σ1,∆1] · · · [Xn;σn,∆n](λ0,λ1,...,λn)
is a symmetric quantum-CGL extension.
To prove b): Note that by 1) of Lemma 2.17, d = D + (q − 1)Γq. By the definition of
σ and ∆, it is easy to see that B is a quantization of B in the sense of Definition 4.3.
By Remark 4.8, Bex is a symmetric CGL extension over K. Define the Nn+1-valued
degree for elements in B and Bex as in §1.4. Denote by Bex[0,j] the subalgebra of B
ex
generated by X0,X1, ...,Xj , for j ∈ [0, n]. Let YBex = (Y
′
0 , Y
′
1 , ..., Y
′
n) be the sequence of
homogeneous prime elements of Bex. By definition, Y ′0 = X0 ∈ B. Let YB = (y
′
0, y
′
1, ..., y
′
n)
be the sequence of homogeneous Poisson prime elements of B. By definition, y′0 = x0.
Consider the case when δ = 0, which implies ∆ = 0. It is easy to see that y′j = yj and
Y ′j = Yj for j ∈ [1, n]. Since A
ex and A share the same level sets, by 2) of Lemma 2.12
and by 2) of Lemma 3.10, yj and Yj have the same degree for j ∈ [1, n]. Clearly, Y
′
0 = X0
and y′0 = x0 have the same degree. Hence, y
′
j and Y
′
j have the same degree for j ∈ [0, n].
By 2) of Lemma 2.12 and by 2) of Lemma 3.10, B and Bex share the same level sets.
Consider the case when δ 6= 0. As Bex is symmetric, Bex[0,j] has the presentation
K[X1;σ1,∆1] · · · [Xj ;σn,∆n][X0;σ,∆](λ1 ,...,λn,λ0)
as a CGL extension, for j ∈ [1, n]. By (26) and by the definition of D(m), one sees that
∆(Ypm(k)) = ∆(Xpm(k)) 6= 0. By Lemma 3.15, for j ∈ [1, n], ∆(Yj) 6= 0 if and only if
j = pi(k) for some i ∈ [0,m].
Case 1: j = pi(k) for some i ∈ [0,m]. By Theorem 3.7,
(30) Ypi(k) ∗X0 + (1− ω)
−1(∆ ◦ σ−1)(Ypi(k)) ∈ B
ex
[0,pi(k)] \ B
ex
[0,pi(k)−1]
is a homogeneous prime element of Bex[0,pi(k)]. Sill by Theorem 3.7, (30) is a scalar multiple
of Y ′
pi(k)
. Through direct computation,
(30) = X0 ∗ σ
−1(Ypi(k)) + ω(1− ω)
−1(∆ ◦ σ−1)(Ypi(k)).
It is easy to see that X0∗Ypi(k)+ω(1−ω)
−1∆(Ypi(k)) is a scalar multiple of (30). Since B
ex
is symmetric, the degree of ∆(Ypi(k)) is less than that of Ypi(k). As the highest degree term
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of Ypi(k) has coefficient 1 by definition, so does that of X0 ∗ Ypi(k) + ω(1− ω)
−1∆(Ypi(k)).
Since the highest degree term of Y ′
pi(k) also has coefficient 1 by definition,
(31) Y ′pi(k) = X0 ∗ Ypi(k) + ω(1− ω)
−1∆(Ypi(k)).
Case 2: j ∈ [1, n] and j 6= pi(k) for any i ∈ [0,m]. By Theorem 3.7, Yj ∈ B
ex
[0,j] \B
ex
[0,j−1]
is a homogeneous prime element of Bex[0,j]. Since the highest degree terms of Y
′
j and Yj
both have coefficients 1, Y ′j = Yj.
Apply similar discussion to B. When j = pi(k) for some i ∈ [0,m],
y′pi(k) = x0 ∗ ypi(k) −
δ(ypi(k))
η
.
When j ∈ [1, n] and j 6= pi(k) for any i ∈ [0,m], y′j = yj. Since A
ex and A share the same
level sets, by 2) of Lemma 2.12 and by 2) of Lemma 3.10, yj and Yj have the same degree
for j ∈ [1, n]. Clearly, y′0 = x0 and Y
′
0 = X0 have the same degree. When j ∈ [1, n] and
j 6= pi(k) for any i ∈ [0,m], y′j = yj and Y
′
j = y
′
j have the same degree. Assume j = p
i(k)
for some i ∈ [0,m]. Since B is symmetric, the degree of δ(ypi(k)) is less than that of ypi(k).
It follows that the degree of y′
pi(k) is equal to the degree of x0ypi(k). Similarly, the degree
of Y ′
pi(k)
is equal to the degree of X0 ∗ Ypi(k). As ypi(k) and Ypi(k) have the same degree,
y′
pi(k) and Y
′
pi(k) have the same degree. Therefore, y
′
j and Y
′
j have the same degree for
j ∈ [0, n]. By 2) of Lemma 2.12 and by 2) of Lemma 3.10, B and Bex share the same
level sets.
Let i ∈ [0,m]. By the definition of D(i) and ∆, one sees that D(i) is the distinguished
element with respect to Aex
pi(k)[X0;σ,∆]. By Theorem 3.7,
−(1− ω)−1(∆ ◦ σ−1)(Ypi(k)) = Ypi(k) ∗D
(i).
By part 2) of Lemma 4.16, Ypi(k) ∗ D
(i) ∈ Api(k). As ω is a power of q and by 3) of
Definition 4.4,
ω(1− ω)−1∆(Ypi(k)) ∈ Api(k).
By (31), Y ′
pi(k) ∈ B. When j ∈ [1, n] and j 6= p
i(k) for any i ∈ [0,m], Y ′j = Yj ∈ B.
Clearly, Y ′0 = X0 ∈ B. Therefore, YBex lie in B.
In conclusion, B = L[X0;σ0,∆0][X1;σ1,∆1] · · · [Xn;σn,∆n](λ0,λ1,...,λn) is a preferred
quantization of B.
Proof of Theorem 4.12: When δ = 0, as B′, B and B share the same level sets,
∆′ = 0 = ∆. Assume δ 6= 0. By Lemma 3.16, ∆′ depends solely on the choice of
∆′(Xpm(k)), which is a monomial in Γq,pm(k)−1. Since B is the semiclassical limit of B
′,
∆′(Xpm(k))
q − 1
+ (q − 1)A = δ(xpm(k)).
Hence, ∆′(Xpm(k)) has to be a scalar multiple of f(δ(xpm(k))). Thus, ∆
′ = ǫ∆ for some
ǫ ∈ K. By 3) of Definition 4.9 and by (31),
ω(1− ω)−1∆(Ypm(k)) ∈ Apm(k).
34 YIPENG MI
As ω is a power of q and by 3) of Definition 4.4,
ǫYpm(k) ∗D
(m) = −(1− ω)−1(∆′ ◦ σ−1)(Ypm(k)) ∈ Apm(k).
It follows from ǫYpm(k) ∗D
(m) = ǫYpm(k) ∗ f(d
(m)) that ǫ ∈ L. As B′ and B have the same
semiclassical limit, one sees that ǫ|q=1 = 1.
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