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a b s t r a c t
We study the Poisson problem with zero boundary datum in a (finite) polyhedral cylinder
with a non-convex edge. Applying the Fourier sine series to the equation along the edge
and by a corner singularity expansion for the Poisson problem with parameter, we define
the edge flux coefficient and the regular part of the solution on the polyhedral cylinder.
We present a numerical method for approximating the edge flux coefficient and the
regular part and show the stability. We derive an error estimate and give some numerical
experiments.
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1. Introduction and main results
In this paper we consider the Poisson problem with zero boundary datum{−1u = f in Q ,
u = 0 onΣ, (1.1)
where Q is a polyhedral cylinder in R3 with the boundary Σ , f is a given function, ∆ = ∆′ + ∂zz with the Laplacian ∆′ in
the plane R2 and ∂zz the twice derivative with respect to the variable z. Throughout this paper it is assumed that the region
Q is a polyhedral cylinder having the form
Q = Ω × J, (1.2)
where Ω is a bounded polygonal domain with only one concave vertex in the plane R2 and J is a finite open interval, say,
J = (0, L) for a positive number L.
If Γ is the boundary ofΩ , the boundaryΣ of Q can be written by
Σ = ΓJ ∪Ω × {z = 0} ∪Ω × {z = L} ,
where ΓJ := Γ × J is the lateral boundary. It is assumed that the polygonal domainΩ has only one concave vertex placed
at the origin (0, 0) and, near the origin, coincides with the infinite sector defined by
S = {(r cos θ, r sin θ) : ω1 < θ < ω2},
where r is the distance to the origin,ω1 andω2 are two numbers satisfying−pi < ω1 < 0 < ω2 < pi andω = ω2−ω1 > pi .
To be specific we depict the region Q and the polygonΩ in Fig. 1.
In this paper we set x = (x, y) and (x, z) ∈ Q for z ∈ J . The function u(x, z) is often considered as a mapping u : J 7→ X,
where X denotes a Banach space defined by [u(z)](x) := u(x, z).
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Fig. 1. The cylinder Q and the polygonΩ .
In the domain Q there are the edge singularity corresponding to the non-convex edge {(0, 0, z), z ∈ J} and two vertex
singularities at the points (0, 0, 0) and (0, 0, L). However the vertex singularities can be neglected in the sense of [1]. Indeed,
as shown in [1], one can show that when the opening angle of the concave vertex is ω and α := pi/ω, the vertex singularity
at the origin (0, 0, 0) has an explicit representation
ρ1+α(sinϑ)α cosϑ sin[α(θ − ω1)], (1.3)
where (ρ, ϑ, θ) is the spherical coordinates system at the origin. In the cylindrical coordinates system, if r = ρ sinϑ and
z = ρ cosϑ , (1.3) becomes
rα sin[α(θ − ω1)]z. (1.4)
So the vertex singularity at the vertex (0, 0, 0) can be neglected. Similar for the vertex (0, 0, L). Therefore, in our case it is
sufficient to consider the edge singularity (1.4).
In this paperwe shall use following spaces and norms (see [2,3]). Let L2(Ω) be the space of the square integrable functions
onΩ with norm ‖u‖0 =
√∫
Ω
|u|2dx. For any real s ≥ 0, we denote by Hs(Ω) the usual fractional Sobolev space with norm
‖u‖s (see [3]). In particular let H10(Ω) = {w ∈ H1(Ω) : w|Γ = 0}. Let Hs0(Ω) be the closure of C∞0 (Ω) in the space Hs(Ω)
and H−s(Ω) the dual space of Hs0(Ω) normed by
‖f ‖−s = sup
06=v∈Hs0(Ω)
〈f , v〉
‖v‖s ,
where 〈·, ·〉 denote the duality pairing.
When the domain is the infinite polyhedral cylinder, say, Ω × R, the edge flux coefficient c(z) in the edge singularity
c(z)φ(x, y) can be constructed by the duality argument (see [4]) but it is not suitable to give its computable approximation.
However, with such a finite polyhedral cylinder like (1.2), the solution of (1.1) can be extended over the domain Ω × R
by the odd periodic extension with respect to the third variable, so the Fourier coefficients will satisfy the Poisson problem
with parameter and the stress intensity factor (depending on the parameter), which is the coefficient of the singular part
of the corner singularity expansion of the problem, can be approximated (see (3.3)). Hence its suitable finite summation
can be regarded as an approximation of the edge flux coefficient in the finite polyhedral cylinder. The regular part will be
approximated in a usual way. In this paper we analyze and justify the procedure.
We start with the following procedure. Let the Fourier sine series of the function v ∈ L2(Q ) with respect to the third
variable be given by
v(x, y, z) =
∞∑
k=1
vk(x, y) sin(kpiz/L), (1.5)
where vk are the Fourier coefficients of v with respect to the z variable. The norms are defined as follows. For v ∈ L2(Q ) the
norm ‖v‖0,Q is defined by ‖v‖0,Q =
√
(L/2)
∑∞
k=1 ‖vk‖20 and for v ∈ H1(Q ),
‖v‖1,Q =
√√√√(L/2) ∞∑
k=1
[‖∇ ′vk‖20 + (1+ λk)‖vk‖20]
where λk := (kpi/L)2, vk is the Fourier coefficient of v and ∇ ′ denotes the gradient in R2.
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Inserting the Fourier sine series of the unknown u and the right hand side f into (1.1) and equating the corresponding
coefficients, each Fourier coefficient uk of u has to satisfy the following equation: For integer k ≥ 1,{−∆′uk + λkuk = fk inΩ,
uk = 0 on Γ , (1.6)
where uk and fk are the Fourier coefficients of u and f , respectively. In order to solve problem (1.6) we consider the Poisson
problem with parameter:{−∆′v + λv = g inΩ,
v = 0 on Γ , (1.7)
where λ is assumed to be any number withRe λ ≥ λ∗ > 0 for a number λ∗.
By the basic corner singularity result given in [4] there is a continuous linear functionalΛλ on L2(Ω) such that the solution
v to (1.7) can be written by
v = Λλ[g]e−r
√
λφ + w, w ∈ H2(Ω), (1.8)
whereΛλ[g] is the stress intensity factor (see (2.5)),
φ = χrα sin[α(θ − ω1)] (1.9)
is the corner singularity occurred at the origin (0, 0), with α := pi/ω < 1, and χ is a smooth cutoff function. Inserting (1.8)
into problem (1.7) and letting
φλ := e−r
√
λφ, Φ := (∆′ − λI)φλ, gs := Λλ[g]Φ, (1.10)
where I is the identity operator, the regular partw in (1.8) will satisfy the equation{−∆′w + λw = g + gs inΩ,
w = 0 on Γ (1.11)
and one sees that if g ∈ L2(Ω), thenw ∈ H10(Ω) and satisfies the weak formulation
a(w, η) =
∫
Ω
(g + gs)η¯dx, ∀η ∈ H10(Ω), (1.12)
where
a(w, η) :=
∫
Ω
∇ ′w · ∇ ′η¯ + λwη¯dx. (1.13)
Consequently, replacing by λ = λk in (1.7)–(1.12), letting ck := Λλk [fk] and using the decomposition
uk = Λλk [fk]e−r
√
λkφ + wk, wk ∈ H2(Ω), (1.14)
the solution u of (1.1) can be written by
u =
∞∑
k=1
ck sin(kpiz/L)e−
kpir
L φ(r, θ)+ uR, (1.15)
where
uR(x, y, z) :=
∞∑
k=1
wk(x, y) sin(kpiz/L).
Like the edge flux coefficient c given in the decomposition of the solution for the case of the infinite polyhedral
cylinder [4]: u(x, y, z) = [c ? E(r, ·)](z)φ(x, y) + uR(x, y, z) with E(r, z) = F −1{e−r|τ |}(z) = r/[pi(r2 + z2)], we define,
from the formula (1.15), the edge flux function c on J as follows:
c(z) =
∞∑
k=1
ck sin(kpiz/L). (1.16)
In this paper our purpose is to define an approximation [wk,h, ck,h] for the coefficient pair [wk, ck], to derive the error
estimate, and to define an approximation of the function u of (1.15) by taking a finite summation of the approximation
[wk, ck] from k = 1 to N .
Let h denote the approximate indicator. For integer l ≥ 1 letW lh be the finite dimensional subspace of H10(Ω) consisting
of continuous piecewise polynomials with degree ≤ l on Ω . With the approximate stress intensity factor Λλh[g] given in
(3.3) the discrete problem of (1.12) is defined as follows: Findwh ∈ W 1h ⊂ H10(Ω) such that
a(wh, ηh) =
∫
Ω
gη¯hdx+Λλh[g]
∫
Ω
Φη¯hdx, ∀ηh ∈ W 1h . (1.17)
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We define the norm ‖ · ‖a induced by the bilinear form a in (1.13) as follows
‖v‖a :=
(‖∇ ′v‖20 + |λ| ‖v‖20)1/2, v ∈ H1(Ω). (1.18)
We next give the stability result for the discrete problem (1.17) and its error estimate. The proof is given in Section 3.
Theorem 1.1. Suppose g ∈ L2(Ω). Let w ∈ H10(Ω) be the solution of problem (1.12). Let Λλh[g] be the approximate stress
intensity factor given in (3.3)where λ is any number withRe λ ≥ λ∗ > 0. Then there is a unique solutionwh of (1.17) satisfying,
‖wh‖a + (1+ |λ|)(1−α)/2|Λλh[g]| ≤ C‖g‖0 for a constant C. Also there is a constant C = C(Ω, α, λ∗), not depending on h, such
that the error estimates hold: For ∀δ ∈ (0, 1− α),∣∣Λλ[g] −Λλh[g]∣∣ ≤ Ch1−2δ(1+ |λ|h2)(1+ |λ|)(1−δ)/2‖g‖0, (1.19)
and if w is the regular part in (1.8), then
‖w − wh‖a ≤ Ch1−2δ(1+ |λ|h2)(1+ |λ|)(1−δ−α)/2‖g‖0. (1.20)
Now let us consider the problem (1.17) for the parameter λ = λk. By Theorem 1.1 there exists a unique solutionwk,h and
the discrete stress intensity factor ck,h, corresponding to the number λk, with
ck,h := Λλkh [fk] =
1
pi
∫
Ω
fk(ϕk,h + ψk)dx, (1.21)
whereϕk,h is the solution of (3.2) corresponding toλ = λk andψk = ψ(λk).We nowdefine the approximation pair [uNR,h, cNh ]
for the pair [uR, c] given in (1.15) and (1.16) as follows: For the number N of the Fourier modes used,
uNR,h(x, y, z) :=
N∑
k=1
wk,h(x, y) sin(kpiz/L),
cNh (z) :=
N∑
k=1
ck,h sin(kpiz/L).
(1.22)
For s > 1/2 we define the norm ‖f ‖X s :=
√
L
2
∑∞
k=1(1+ λsk)‖fk‖20 and the space
X s := {f ∈ L2(Q ) : ‖f ‖X s <∞, f = 0 for z = 0, L}. (1.23)
If σ ∈ Hs(J) for 0 < s < 1 and σk is the k-th Fourier coefficient of σ on J , the norm ‖σ‖s,J is given by, for λk = (kpi/L)2,
‖σ‖s,J :=
√√√√ L
2
∞∑
k=1
(1+ |λk|s)|σk|2. (1.24)
Next we state the stability result for the approximate pair given in (1.22) and the error estimate. The proof is shown in
Sections 2 and 4.
Theorem 1.2. Let α = pi/ω < 1. Suppose f ∈ L2(Q ). Let uR be the regular part given in (1.15) and c the edge flux intensity
periodic function given in (1.16). Then the pair [uR, c] satisfies the a priori estimate ‖uR‖2,Q + ‖c‖1−α,J ≤ C‖f ‖0,Q , where
C = C(Ω), and the pair [uNR,h, cNh ] given in (1.22) also satisfies ‖uNR,h‖1,Q + ‖cNh ‖1−α,J ≤ C‖f ‖0,Q , where C = C(Ω). Also there
is a constant C = C(Ω, α) not depending on h such that the following error estimates hold: For ∀δ ∈ (0, 1 − α), if f ∈ X1−δ ,
then
‖uR − uNR,h‖1,Q ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X1−α−δ ,
‖c − cNh ‖0,J ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X1−δ ,
(1.25)
and if f ∈ X2−α−δ , then
‖c − cNh ‖1−α,J ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X2−α−δ . (1.26)
We remark that, since δ + α < 1, the convergence rate in the Fourier mode N is greater than 1.
There exist several papers using the Fourier and finite element methods. In [5] the method is applied to the Poisson
equation in an axisymmetric domain with a non-convex edge and by truncated Fourier series, the solution of the equation
and the three dimensional stress intensity function are approximated, and an error estimate is derived. For the regularity of
solutions to the equation in such domains, see [6]. In [7] an efficient method for extracting edge flux intensity functions for
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the Laplacian is presented. It is based on an asymptotic expansion involving Eigenpairswith the edge flux intensity functions.
For the quasi-dual function method of extracting edge stress intensity function, see [8] and for that on anisotropic material,
see [20]. For the Fourier finite element method to the Maxwell’s equations, see [9]. Recently, in [10] the Fourier singular
complement method that require neither refinements near the non-convex edge nor cut-off functions is introduced and
analysed to the Poisson equation in a prismatic domain. An error estimate is derived with more differentiability to the right
hand side, for instance, ∂zz f ∈ L2(Q ). For the Fourier-singular function method, see [11] and for a Fourier-refined method,
see [12]. The topic of this paper is similar to those of [10,11] in view of using the Fourier series expansion and uniformmesh
refinement, but different approaches for the corner singularity expansion give different convergence results. However our
numerical scheme approximates the stress intensity factor depending on the parameter anduses the truncated Fourier series
and no refinements near the non-convex edge. Also,with less regularity to the right hand side, improved convergence results
are obtained.
This paper is organized as follows. In Section 2 the Poisson problem with parameter on the polygon Ω is considered
and its finite element method is analyzed in Section 3. In Section 4, our main result is shown. In Section 5 some numerical
experiments are demonstrated.
Throughout this paper, we use C to denote generic positive constants, taking different values in different places.
2. The Poisson problem with parameter
In this sectionwe cite the basic result of the corner singularity for the Poisson problemwith parameter and use an explicit
formula for the stress intensity factor of the corner singularity function.
We consider the Poisson problem with complex parameter λ as follows:
−∆′v + λv = g inΩ, v = 0 on Γ , (2.1)
where λ is a number withRe λ ≥ λ∗ > 0.
Let χ ∈ C20 (R2) be a smooth cutoff function with χ = 1 for r < r0 and χ = 0 for r ≥ 2r0. Without loss of generality we
set r0 = 1.
Here we give the basic result of the corner singularity for (2.1), which can be derived from [4,13]:
Theorem 2.1. Let λ be any complex number withRe λ ≥ λ∗ > 0. If g ∈ H−1(Ω), then there is a unique solution v ∈ H10(Ω) of
(2.1), satisfying ‖v‖1 ≤ C‖g‖−1 for a constant C. On the other hand, let φλ := e−r
√
λφ where φ is defined in (1.9). There exists
a continuous linear functionalΛλ on L2(Ω) such that if g ∈ L2(Ω), then
v = Λλ[g]φλ + w, w ∈ H2(Ω), (2.2)
and the regular part w satisfies
‖w‖2 + |λ|1/2‖w‖1 + |λ| ‖w‖0 ≤ C‖g‖0, (2.3)
(1+ |λ|)(1−α)/2 |Λλ[g]| ≤ C‖g‖0, (2.4)
where C is a generic constant, not depending on the parameter λ.
Next we give an explicit formula forΛλ[g], which is derived in [4], and derive some estimate for the formula:
Lemma 2.2. For such number λ, let ψ(λ) := χe−r
√
λr−α sin[α(θ − ω1)], where λ denotes the complex conjugate of λ. Then
the coefficient Λλ[g] is given by
Λλ[g] = 1
pi
∫
Ω
g(ϕ¯ + ψ¯)dx, (2.5)
where ϕ ∈ H10(Ω) solves the following problem
−∆′ϕ + λϕ = ∆′ψ − λψ inΩ. (2.6)
Also, if ϕ is the solution of (2.6), then ‖ϕ‖0 + ‖ψ‖0 ≤ C(1+ |λ|)(α−1)/2, and for 0 < δ < 1− α,
‖ϕ‖2−α−δ ≤ C(1+ |λ|)(1−δ)/2, (2.7)
where C = C(Ω, α, λ∗).
Proof. First, (2.5) follows from [4]. For showing (2.7), we let Ψ = ∆′ψ − λψ . We claim that the solution ϕ of (2.6) satisfies
the a priori estimate
‖ϕ‖2−α−δ ≤ C‖Ψ ‖−α−δ. (2.8)
Since (−∆′ + λI)−1, seen as an operator from H−s(Ω) to itself for 0 ≤ s ≤ 1, is of norm O(|λ|−1), one has
‖ϕ‖−α−δ ≤ C |λ|−1‖Ψ ‖−α−δ. (2.9)
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By the regularity shift-theorem of the Laplace problem (see [14]), for any s ∈ (0, α) the solution ϕ of (2.6) satisfies
‖ϕ‖1+s ≤ C(‖Ψ ‖−1+s + |λ|‖ϕ‖−1+s). (2.10)
Letting s = 1− α − δ in (2.10) and using (2.9) yields (2.8).
We next estimate ‖Ψ ‖−α−δ for 0 < δ < 1− α. If we set
G(r) = rχ ′′ +
(
1− 2r
√
λ− 2α
)
χ ′ + (2α − 1)
√
λχ,
then
Ψ = G(r)r−1−αe−r
√
λ sin[α(θ − ω1)]. (2.11)
Since |G(r)| ≤ C(1+ |λ|)1/2 and for 0 < δ < 1− α, one has
‖rα+δΨ ‖20 ≤ C(1+ |λ|)
∫ 2
0
r−1+2δe−µrdr, (2.12)
where µ := 2Re
√
λ. The number λ can be expressed by λ = |λ|eiθ , θ = arg λ ∈ (−pi, pi]. If Re λ ≥ λ∗ > 0, then
| arg λ| < pi/2 and µ = 2|λ|1/2 cos(θ/2) ≥ √2|λ| ≥ µ∗ where µ∗ = √2λ∗. One has∫ ∞
0
r−1+2δe−µrdr = µ−2δΓ (2δ),∫ ∞
2
r−1+2δe−µrdr ≤ 22δ−1µ−1e−2µ,
(2.13)
where Γ is the Euler gamma function:
Γ (a) =
∫ ∞
0
e−t ta−1dt, ∀a > 0.
So the difference in (2.13) satisfies
C1µ−2δ ≤
∫ 2
0
r−1+2δe−µrdr ≤ C2µ−2δ, (2.14)
where δ is fixed and Ci = C(µ∗). Hence, combining (2.12) and (2.14), there exists a constant C = C(µ∗) such that
‖rα+δΨ ‖0 ≤ Cµ−δ∗ (1+ |λ|)1/2|λ|−δ/2
≤ C(1+ |λ|)(1−δ)/2. (2.15)
Here we recall the following inequality from [3, Theorem 1.4.4.4]: For 1/2 < s ≤ 1,
‖r−sη‖0 ≤ C‖η‖s, ∀η ∈ Hs0(Ω). (2.16)
Using (2.15) and recalling that 1/2 < α + δ < 1,
‖Ψ ‖−α−δ = sup
06=η∈Hα+δ0 (Ω)
1
‖η‖α+δ
∣∣∣∣∫
Ω
Ψ ηdx
∣∣∣∣
≤ sup
06=η∈Hα+δ0 (Ω)
‖rα+δΨ ‖0‖r−α−δη‖0
‖η‖α+δ
≤ C(1+ |λ|)(1−δ)/2, (2.17)
where C = C(Ω, µ∗). Thus (2.7) follows by (2.8) and (2.17). 
Inserting the decomposition (2.2) into (2.1) and using the functions defined in (1.10), one sees that the regular partw of
(2.2) satisfies (1.11) and (1.12), respectively and satisfies the regularity result (2.3) in Theorem 2.1.
Applying the Poisson problem (1.6) and its corner singularity expansion (1.14) to Theorem 2.1 we derive the regularity
result for the regular part uR and the edge stress periodic function c:
Theorem 2.3. Let the solution u of (1.1) have the odd periodic extension over the regionΩ ×R. If the solution u of (1.1) has the
decomposition in (1.15), then the pair [uR, c], defined in (1.15) and (1.16), satisfies
‖uR‖2,Q + ‖c‖1−α,J ≤ C‖f ‖0,Q , (2.18)
where C is the constant given in (2.3) and α = pi/ω < 1.
Y.P. Kim, J.R. Kweon / Journal of Computational and Applied Mathematics 233 (2009) 951–968 957
Proof. Applying problem (1.6) to Theorem 2.1, the regular part wk in (1.14) satisfies the inequality (2.3) with λ = λk =
(kpi/L)2, that is to say,
‖wk‖22 + λk‖wk‖21 + λ2k‖wk‖20 ≤ C‖fk‖20 (2.19)
where C is the constant given in (2.3). Multiplying L/2 to both sides of (2.19) and summing from k = 1 to∞, the regular
part uR of (1.15) satisfies
‖uR‖22,Q :=
L
2
∞∑
k=1
(‖wk‖22 + λk‖wk‖21 + λ2k‖wk‖20)
≤ CL
2
∞∑
k=1
‖fk‖20 = C‖f ‖20,Q . (2.20)
From (2.4) the coefficient ck := Λλk [fk] satisfies
(1+ |λk|)1−α|ck|2 ≤ C‖fk‖20, (2.21)
where C is the constant given in (2.4). So the function c defined in (1.16) satisfies
‖c‖21−α,J ≤
CL
2
∞∑
k=1
(1+ |λk|)1−α|ck|2
≤ CL
2
∞∑
k=1
‖fk‖20 = C‖f ‖20,Q .  (2.22)
We remark that if v ∈ H2(Q ) and if v is extended over the region Ω × R by the odd periodic extension, then its norm
‖v‖2,Q can be defined by the definition given in (2.19) (see [10]).
3. Finite element method inΩ
Here we formulate the finite element method for problem (2.1) and show unique existence of the discrete solution and
derive an error estimate, which will be used to show Theorem 4.1 in Section 4.
Let h be the approximate indicator. Let Th be a regular triangulation of the domainΩ . For integer l ≥ 1 letW lh be a finite
dimensional subspace of H10(Ω) consisting of continuous piecewise polynomials with degree ≤ l on Ω . Let us define the
adjoint form a∗ of the form a by
a∗(ϕ, η) :=
∫
Ω
∇ ′ϕ · ∇ ′η¯ + λϕη¯dx, ∀ϕ, ∀η ∈ H10(Ω). (3.1)
We find the solution ϕh ∈ W 1h ⊂ H10(Ω), satisfying
a∗(ϕh, ηh) =
∫
Ω
Ψ η¯hdx, ∀ηh ∈ W 1h , (3.2)
where Ψ = ∆′ψ − λψ . Unique existence of problem (3.2) is clear. If the discrete solution ϕh of (3.2) is given, the
approximation of the numberΛλ[g] in (2.5) is defined as follows:
Λλh[g] =
1
pi
∫
Ω
g(ϕ¯h + ψ¯)dx. (3.3)
Using this approximationΛλh[g], we find the discrete solutionwh ∈ W 1h , satisfying
a(wh, ηh) =
∫
Ω
gη¯hdx+Λλh[g]
∫
Ω
Φη¯hdx, ∀ηh ∈ W 1h . (3.4)
This discrete problem corresponds to the continuous problem (1.12).
Let ‖η‖a be the energy norm defined in (1.18). Next we show unique existence for the solution of (3.4):
Lemma 3.1. Let g ∈ L2(Ω). For any λ with Re λ ≥ λ∗ > 0 there exists a unique solution wh ∈ W 1h of (3.4), satisfying the
following estimate
‖wh‖a + (1+ |λ|) 1−α2
∣∣Λλh[g]∣∣ ≤ C‖g‖0, (3.5)
where C = C(Ω).
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Proof. By the definition ofΛλh[g], one has∣∣Λλh[g]∣∣ ≤ C‖g‖0(‖ϕh‖0 + ‖ψ‖0). (3.6)
Since ‖ψ‖0 ≤ C(1+ |λ|) α−12 by Lemma 2.2, it remains to show
‖ϕh‖0 ≤ C(1+ |λ|) α−12 . (3.7)
Set λ := λ1 + iλ2 with λ1 ≥ λ∗. Setting ηh = ϕh in (3.2), and taking the real part,
‖∇ ′ϕh‖20 + λ1‖ϕh‖20 ≤ ‖Ψ ‖−1‖ϕh‖1.
Again, choosing ηh = iϕh in (3.2) and taking the real part,
|λ2|‖ϕh‖20 ≤ ‖Ψ ‖−1‖ϕh‖1.
Adding above two inequalities and using the Poincaré inequality,
‖∇ ′ϕh‖20 + |λ|‖ϕh‖20 ≤ 2(1+ CΩ)‖Ψ ‖−1‖∇ ′ϕh‖0,
where CΩ is the Poincaré constant. Hence ‖∇ ′ϕh‖0 ≤ C‖Ψ ‖−1 and
‖ϕh‖0 ≤ C |λ|−1/2‖Ψ ‖−1 ≤ C(1+ |λ|)− 12 ‖Ψ ‖−1. (3.8)
We use (2.11) to estimate ‖Ψ ‖−1. Recalling µ = 2Re
√
λ = 2|λ|1/2 cos(θ¯/2),
‖rΨ ‖20 ≤ C
∫ 2
0
G(r)2r1−2αe−µrdr
≤ C(1+ |λ|)µ2(α−1)
∫ 2µ
0
t1−2αe−tdt
< C(1+ |λ|)|λ|α−1Γ (2(1− α))
≤ C(1+ |λ|)α,
where C = C(α, λ∗). Using ‖r−1η‖0 ≤ C‖η‖1, ∀η ∈ H10(Ω), we have
‖Ψ ‖−1 = sup
06=η∈H10(Ω)
∣∣∫
Ω
Ψ ηdx
∣∣
‖η‖1
= sup
06=η∈H10(Ω)
‖rΨ ‖0‖r−1η‖0
‖η‖1
≤ C(1+ |λ|) α2 . (3.9)
Combining (3.8) and (3.9), we get (3.7), so (3.6) becomes
|Λλh[g]| ≤ C(1+ |λ|)
α−1
2 ‖g‖0, (3.10)
where C = C(Ω, α, λ∗).
Secondly we show the estimate
‖wh‖a ≤ C‖g‖0. (3.11)
Letting ηh = λwh in (3.4), taking the real part and using the Cauchy–Schwarz inequality,
λ1‖∇ ′wh‖20 + |λ|2‖wh‖20 ≤ |λ|‖wh‖0‖g‖0 + |λ||Λλh[g]|‖Φ‖0‖wh‖0.
Setting ηh = iλwh in (3.4), we get
|λ2|‖∇ ′wh‖20 ≤ |λ|‖wh‖0‖g‖0 + |λ||Λλh[g]|‖Φ‖0‖wh‖0.
Adding above inequalities, using (3.10) and ‖Φ‖0 ≤ C(1+ |λ|) 1−α2 (see [4]),
‖∇ ′wh‖20 + |λ|‖wh‖20 ≤ C‖wh‖0‖g‖0. (3.12)
Thus (3.11) follows from (3.12). Finally (3.5) follows from (3.10) and (3.11). 
Now we are going to derive the error estimate of the finite element method for the regular part and the stress intensity
factor. To do this, we use the duality argument. For given σ ∈ L2(Ω), let zσ ∈ H10(Ω) be the solution of the problem
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a(zσ , η) = 〈σ , η〉, ∀η ∈ H10(Ω), (3.13)
where the form a is defined in (1.13).
LetΠ1h be the Clément projection operator of H
1
0(Ω) into the spaceW
1
h (see [15], [19, Section 3.2, Exercise 3.2.3]). Then
one has:
Theorem 3.2. Let λ be a complex number with Re λ ≥ λ∗ > 0. Set EΛ := Λλ[g] − Λλh[g]. Let g ∈ L2(Ω). If ϕ is the weak
solution of (2.6) and zσ the solution of (3.13), then there exists a constant C = C(Ω) such that
|EΛ| ≤ C‖g‖0‖ϕ −Π1hϕ‖a sup‖σ‖0=1
‖zσ −Π1h zσ‖a. (3.14)
Let w be the exact solution of (1.12) andwh the finite element solution of (3.4). Then there is a constant C = C(Ω, α, λ∗) such
that
‖w − wh‖a ≤ C
(
inf
wˆ∈W1h
‖w − wˆ‖a + (1+ |λ|)−α/2 |EΛ|
)
. (3.15)
Proof. Set λ := λ1 + iλ2. First we show (3.14). Since
|Λλ[g] −Λλh[g]| ≤ C‖ϕ − ϕh‖0‖g‖0, (3.16)
it remains to estimate ‖ϕ − ϕh‖0. Now
‖ϕ − ϕh‖0 = sup
σ∈L2(Ω),‖σ‖0=1
∣∣∣∣∫
Ω
(ϕ − ϕh)σ¯dx
∣∣∣∣ . (3.17)
For given σ ∈ L2(Ω), letting zσ be the solution of (3.13) and taking η = ϕ − ϕh there, we have
a(zσ , ϕ − ϕh) =
∫
Ω
σ(ϕ − ϕh)dx. (3.18)
On the other hand,
a∗(ϕ − ϕh, ηh) = 0 = a(ηh, ϕ − ϕh), ∀ηh ∈ W 1h . (3.19)
Then a(Π1h zσ , ϕ − ϕh) = 0, and subtracting this from (3.18), we have∫
Ω
(ϕ − ϕh)σ¯dx = a∗(ϕ − ϕh, zσ −Π1h zσ ). (3.20)
Using the Cauchy–Schwarz inequality,∣∣∣∣∫
Ω
(ϕ − ϕh)σ¯dx
∣∣∣∣ ≤ ‖ϕ − ϕh‖a‖zσ −Π1h zσ‖a. (3.21)
Picking ηh = ϕˆ − ϕh in (3.19) with ϕˆ = Π1hϕ, taking the real part and using the Cauchy–Schwarz inequality,
‖∇ ′(ϕˆ − ϕh)‖20 + λ1‖ϕˆ − ϕh‖20 ≤ ‖∇ ′(ϕˆ − ϕ)‖0‖∇ ′(ϕˆ − ϕh)‖0 + |λ|‖ϕˆ − ϕ‖0‖ϕˆ − ϕh‖0.
Again, selecting ηh = i(ϕˆ − ϕh), we obtain
|λ2|‖ϕˆ − ϕh‖20 ≤ ‖∇ ′(ϕˆ − ϕ)‖0‖∇ ′(ϕˆ − ϕh)‖0 + |λ|‖ϕˆ − ϕ‖0‖ϕˆ − ϕh‖0.
Adding above two inequalities and using the triangle inequality for ϕ − ϕh = ϕ − ϕˆ + ϕˆ − ϕh, we have
‖ϕ − ϕh‖a ≤ C‖ϕ −Π1hϕ‖a.
Inserting this inequality into (3.21) and using (3.17), we get
‖ϕ − ϕh‖0 ≤ ‖ϕ −Π1hϕ‖a sup‖σ‖0=1
‖zσ −Π1h zσ‖a.
Thus (3.14) follows by this inequality and (3.16).
Next we show (3.15). Subtracting (3.4) from (1.12),
a(w − wh, ηh) = EΛ
∫
Ω
Φη¯hdx, ∀ηh ∈ W 1h .
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For any wˆ ∈ W 1h , we have
a(wˆ − wh, ηh) = a(wˆ − w, ηh)+ EΛ
∫
Ω
Φη¯hdx, ∀ηh ∈ W 1h . (3.22)
Selecting ηh = wˆ − wh in (3.22), taking the real part and using the Cauchy–Schwarz inequality,
‖∇ ′(wˆ − wh)‖20 + λ1‖wˆ − wh‖20 ≤ ‖∇ ′(w − wˆ)‖0‖∇ ′(wˆ − wh)‖0 + |λ|‖w − wˆ‖0‖wˆ − wh‖0
+ |EΛ|‖Φ‖0‖wˆ − wh‖0, ∀wˆ ∈ W 1h . (3.23)
Again, selecting ηh = i(wˆ − wh) in (3.22), we have for any wˆ ∈ W 1h
|λ2|‖wˆ − wh‖20 ≤ ‖∇ ′(w − wˆ)‖0‖∇ ′(wˆ − wh)‖0 + (|λ|‖w − wˆ‖0 + |EΛ|‖Φ‖0)‖wˆ − wh‖0. (3.24)
From (3.23) and (3.24) and since ‖Φ‖0 ≤ C(1+ |λ|)(1−α)/2,
‖wh − wˆ‖2a ≤ C(‖w − wˆ‖2a + |λ|−1|EΛ|2‖Φ‖20)
≤ C(‖w − wˆ‖2a + (1+ |λ|)−α|EΛ|2), ∀wˆ ∈ W 1h .
Hence this inequality yields the error estimate (3.15). 
Specifically letP1(K) be the space of linear functions on the triangle K ∈ Th andW 1h = {vh ∈ C(Ω); vh|K ∈ P1(K),∀K ∈
Th, vh|Γ = 0}. We cite the interpolation error estimates [15,16], [17, Section 4.3, Remark 4.1]: Let Π1h : H1(Ω) 7→ W 1h be
the Clément projection operator. For η ∈ Hs(Ω) and for 1 ≤ s ≤ 2, we have
‖η −Π1h η‖0 ≤ Chs‖η‖s,
‖η −Π1h η‖1 ≤ Chs−1‖η‖s,
(3.25)
where C is a constant not depending on h.
Next, using Theorem 3.2 and Lemma 2.2 and (3.25), we derive the error estimates for the approximate number Λλh[g]
and the regular partwh.
Theorem 3.3. Let λ be a complex number withRe λ ≥ λ∗ > 0. Set β(λ, s) := (1 + |λ|h2)(1 + |λ|)(1−s)/2. Let g ∈ L2(Ω) be
given. Then there is a constant C = C(Ω, α, λ∗) such that, for any δ < 1− α,
|Λλ[g] −Λλh[g]| ≤ Ch1−2δβ(λ, δ)‖g‖0. (3.26)
Furthermore, if w is the solution of (1.12) andwh ∈ W 1h the finite element solution of (3.4), then
‖w − wh‖a ≤ Ch1−2δβ(λ, α + δ)‖g‖0, (3.27)
where C = C(Ω, α, λ∗).
Proof. First we show (3.26). Without splitting the first leading corner singularity of the Laplacian from the solution zσ of
(3.13), the maximal regularity that the solution can have is
‖zσ‖1+α−0 ≤ C‖σ‖α−0−1 ≤ C‖σ‖0, (3.28)
where 0 < 0  1 is a number. Using (3.25) and selecting 0 = δ < 1− α in (3.28),
‖zσ −Π1h zσ‖a ≤ C
√
h2(α−δ) + |λ|h2(1+α−δ)‖zσ‖1+α−δ
≤ Chα−δ
√
1+ |λ|h2‖σ‖0. (3.29)
Using (3.25) and (2.7),
‖ϕ −Π1hϕ‖a ≤ Ch1−α−δ
√
1+ |λ|h2(1+ |λ|)(1−δ)/2. (3.30)
Inserting (3.29) and (3.30) into (3.14) and recalling ‖σ‖0 = 1, one has
|Λλ[g] −Λλh[g]| ≤ Ch1−2δβ(λ, δ)‖g‖0, (3.31)
where C is a constant independent of h. Hence (3.26) is shown. Since ‖w‖2 ≤ C‖g‖0, one has ‖w − Π1hw‖a ≤
Ch
√
1+ |λ|h2‖g‖0 for a constant C . So, using (3.15) and (3.31),
‖w − wh‖a ≤ C
(
h
√
1+ |λ|h2‖g‖0 + h1−2δβ(λ, α + δ)‖g‖0
)
≤ Ch1−2δβ(λ, α + δ)‖g‖0(h2δ + 1)
≤ Ch1−2δβ(λ, α + δ)‖g‖0.
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Thus (3.27) is shown. 
4. The Fourier-finite element method
First we define the approximation [uNR,h, cNh ] of [uR, c] as follows. Set λk = (kpi/L)2 for integer k ≥ 1. Set ψk = ψ(λk) =
χe−kpir/Lr−α sin[α(θ − ω1)]. From (3.3) let
ck,h := Λλkh [fk] =
1
pi
∫
Ω
fk(ϕk,h + ψk)dx (4.1)
where ϕk,h is the solution of (3.2) corresponding to λk. Let wk,h be the solution of the discrete problem (3.4) corresponding
to λ = λk. We define
uNR,h(x, y, z) :=
N∑
k=1
wk,h(x, y) sin(kpiz/L),
cNh (z) :=
N∑
k=1
ck,h sin(kpiz/L),
(4.2)
where N is the number of Fourier modes used.
Theorem 4.1. Let α = pi/ω. Let [uR, c] and [uNR,h, cNh ] be defined in (1.15), (1.16) and (4.2), respectively. If f ∈ L2(Q ), then
‖uNR,h‖1,Q + ‖cNh ‖1−α,J ≤ C‖f ‖0,Q , where C = C(Ω). Also there is a constant C = C(Ω, α) such that the error estimates hold:
For 0 < ∀δ < 1− α, if f ∈ X1−δ , then
‖uR − uNR,h‖1,Q ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X1−α−δ
‖c − cNh ‖0,J ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X1−δ ,
(4.3)
and if f ∈ X2−α−δ , then
‖c − cNh ‖1−α,J ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X2−α−δ . (4.4)
Proof. A direct computation gives ‖uNR,h‖1,Q + ‖cNh ‖1−α,J ≤ C‖f ‖0,Q . From (1.15) and (4.2), we have
uR − uR,h =
N∑
k=1
(wk − wk,h) sin(kpiz/L)+
∞∑
k>N
wk sin(kpiz/L).
Using this and the orthogonality of the Fourier series,
‖∇(uR − uNR,h)‖20,Q =
L
2
N∑
k=1
‖wk − wk,h‖2a +
L
2
∞∑
k>N
‖wk‖2a
:= (I)+ (II).
Letting λ = λk and g = fk in (3.27), one has
(I) ≤ Ch2(1−2δ)(1+ N2h2)2‖f ‖2X1−α−δ . (4.5)
Using (2.19),
(II) ≤ C
∞∑
k>N
λ−1k ‖fk‖20 ≤ CN−2(1+s)
∞∑
k>N
λsk‖fk‖20
= CN−2(1+s)‖f ‖2X s . (4.6)
Combining (4.5) and (4.6) with s = 1− α − δ, we have
‖∇(uR − uNR,h)‖20,Q ≤ C
[
h2(1−2δ)(1+ h2N2)2 + N−2(2−α−δ)] ‖f ‖2X1−α−δ .
The rule of thumb for determining the number of Fourier modes used is that the errors in h and N should be of the same
order of magnitude, so h1−2δ ∼ N−(2−α−δ) and hN ∼ h(1−α+δ)/(2−α−δ) and h2N2 <∞. So
‖∇(uR − uNR,h)‖0,Q ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X1−α−δ .
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Estimating ‖uR − uNR,h‖0,Q and adding,
‖uR − uNR,h‖1,Q ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X1−α−δ . (4.7)
We next estimate ‖c − cNh ‖0,J . Using (1.16) and its approximation in (4.2),
c(z)− cNh (z) =
N∑
k=1
(ck − ck,h) sin(kpiz/L)+
∞∑
k>N
ck sin(kpiz/L), (4.8)
so
‖c − cNh ‖20,J =
L
2
N∑
k=1
|ck − ck,h|2 + L2
∞∑
k>N
|ck|2
:= (III)+ (IV ).
Letting λ = λk and g = fk in (3.26), we have
|ck − ck,h| ≤ Ch1−2δ(1+ λkh2)(1+ λk)(1−δ)/2‖fk‖0
≤ Ch1−2δ(1+ λk)(1−δ)/2‖fk‖0. (4.9)
So
(III) ≤ Ch2(1−2δ)‖f ‖2X1−δ . (4.10)
Using (2.21), we get
(IV ) ≤ C
∞∑
k>N
λα−1k ‖fk‖20 ≤ CN−2(1−α+s)
∞∑
k>N
λsk‖fk‖20
= CN−2(1−α+s)‖f ‖2X s . (4.11)
Adding (4.10) and (4.11) with s = 1− δ,
‖c − cNh ‖0,J ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X1−δ . (4.12)
Thus the inequality (4.3) is shown.
We show (4.4). Assume that f ∈ X2−α−δ . From (4.8) and (1.24),
‖c − cNh ‖21−α,J =
L
2
N∑
k=1
(1+ λ1−αk )|ck − ck,h|2 +
L
2
∞∑
k>N
(1+ λ1−αk )|ck|2
:= (V )+ (VI).
From (4.9),
(V ) ≤ Ch2(1−2δ)
N∑
k=1
(1+ λ1−αk )(1+ λk)1−δ‖fk‖20
≤ Ch2(1−2δ)‖f ‖2X2−α−δ . (4.13)
Using (2.21),
(VI) ≤ C
∞∑
k>N
(1+ λ1−αk )(1+ λk)α−1‖fk‖20 ≤ C
∞∑
k>N
‖fk‖20
≤ CN−2(2−α−δ)‖f ‖2X2−α−δ . (4.14)
Using (4.13) and (4.14), (4.4) follows. 
5. Numerical experiments
Let Q = Ω × (0, pi), withΩ a L-shaped domain of the form
Ω = ((−1, 1)× (−1, 1)) \ ([−1, 0)× (−1, 0]). (5.1)
The opening angle of the concave vertex is ω = 3pi/2, so α = 2/3. The region Q andΩ are depicted in Fig. 2. Let h = 1/2
be the mesh size of the initial triangulation. Started with an initial triangulation ofΩ consisting of 24 uniform triangles (see
Fig. 3), we use the finite dimensional spaceW 1h consisting of piecewise linear functions on each triangle K ∈ T .
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Fig. 2. The cylinder Q and the polygonΩ .
Fig. 3. Initial triangulation ofΩ .
5.1. Test problem
Let (r, θ) be the polar coordinate. We employ the cutoff function defined in [18], which is given by
χ(r) =

1, 0 ≤ r ≤ 1
4
,
15
16
{
8
15
− (8r − 3)+ 2
3
(8r − 3)3 − 1
5
(8r − 3)5
}
,
1
4
≤ r ≤ 1
2
,
0,
1
2
≤ r.
It is constructed by the following conditions:
lim
r→ 14+
χ(r) = 1, lim
r→ 12−
χ(r) = 0, χ ′(r) = χ ′′(r) = 0 at r = 1/4, 1/2,
and χ ∈ C20 (R2). Let φ be the corner singularity function by
φ(x, y) = χ(r)r2/3 sin[2(θ + pi/2)/3]. (5.2)
We choose the exact solution u of (1.1) as follows: u = uS + uR, with
uS =
∞∑
k=1
cke−rk sin(kz)φ(x, y), with ck = 4k−3pi−2[1+ (−1)k+1],
uR = pi−1(x− x3)(y− y3)z(pi − z).
(5.3)
By a direct computation, we have
2
pi
∫ pi
0
z
pi
(pi − z) sin(kz)dz = ck.
964 Y.P. Kim, J.R. Kweon / Journal of Computational and Applied Mathematics 233 (2009) 951–968
If we setwk(x, y) = ck(x− x3)(y− y3) in (1.15), then
uR =
∞∑
k=1
wk sin(kz). (5.4)
In view of (1.16) we define the edge flux function c by
c(z) := z
pi
(pi − z) =
∞∑
k=1
ck sin(kz). (5.5)
So the function c in (5.5) behaves like z in the vicinity of z = 0 and pi − z in the neighborhood of z = pi . The right hand side
f is given by
f = −1′u− ∂zzu
= −
[ ∞∑
k=1
ck∆′(e−rkφ) sin(kz)
]
+ 6
pi
(
x(y− y3)+ y(x− x3)) z(pi − z)
+
[ ∞∑
k=1
ckk2e−rk sin(kz)
]
φ + 2
pi
(x− x3)(y− y3). (5.6)
Hence the function u = uR + uS solves (1.1) with the f in (5.6). Now we define the Fourier coefficients uk and fk of the
functions u and f with respect to the variable z, respectively as follows:
uk = wk + cke−rkφ = ck(x− x3)(y− y3)+ cke−rkφ,
fk = ck(−∆′ + k2I)
[
(x− x3)(y− y3)+ e−rkφ]. (5.7)
Then the function uk in (5.7) satisfies (2.1) for λ = k2 and g = fk.
5.2. Algorithm
Our algorithm of computing the approximationswk,h, ck,h of the Fourier coefficientswk, ck is as follows:
1. Fix the number N of Fourier modes to be used.
2. For k = 1, 2, . . . ,N , repeat 3–5.
3. Find ϕk,h ∈ W 1h such that
ak(ϕk,h, vh) = (Ψk, vh), ∀vh ∈ W 1h ,
where ak(ϕk,h, vh) :=
∫
Ω
∇ ′ϕk,h · ∇ ′vh + k2ϕk,hvhdx,
Ψk := Gkr−1e−rkr−α sin[α(θ − ω1)]
with Gk := rχ ′′ + (1− 2rk− 2α)χ ′ + (2α − 1)kχ .
4. Calculate
ck,h = 1
pi
∫
Ω
Π1h fk(ϕk,h +Π1hψk)dx.
5. Findwk,h ∈ W 1h satisfying
ak(wk,h, vh) = (fk + fk,s, vh), ∀vh ∈ W 1h ,
where fk,s := ck,h(∆′ − k2I)(e−rkφ).
6. Usingwk,h and ck,h, we compute the following:
uNR,h(x, y, z) =
N∑
k=1
wk,h(x, y) sin kz, cNh (z) =
N∑
k=1
ck,h sin kz. (5.8)
We here remark that the above algorithm is different from the one given in [10, Section 6] in employing the corner
singularity expansion for the Poisson problem (2.1) with parameter. In [10, Section 6] they consider an element φs ∈ H10(Ω)
of solving −1φs = p˜ + r−α sin[α(θ − ω1)], where p˜ solves −1p˜ = 0 in Ω and p˜ = s on Γ , where s is defined in [10,
Section 5.1]. The solution uλ of (2.1) is given by uλ = u˜λ + cλφs with u˜λ ∈ H2(Ω) (see [10, (23)]). Hence φs doesn’t use
the cutoff function for localization of corner singularity but has to be split into singular and regular parts again. Also the
stress intensity factor cλ is defined by a formula (see [10, Section 4, (36)]). Meanwhile we implement directly the corner
singularity expansion uλ = uλR +Λλ[g]φλ, uλR ∈ H2(Ω) to the finite element scheme.
Let uk,h := wk,h + ck,he− kpirL φ. As the approximation uNh of the solution u in (1.15) we define uNh (x, y, z) :=
∑N
k=1
uk,h(x, y) sin(kpiz/L). We claim that the following error estimate holds:
‖∇(u− uNh )‖0,Q ≤ C(h1−2δ + N−(2−α−δ))‖f ‖X1−α−δ . (5.9)
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Table 1
k = 1.
nvar |ck − ck,h| Rate ‖wk − wk,h‖0 Rate ‖∇ ′(wk − wk,h)‖0 Rate
5 4.5106 E−1 – 4.7575 E−2 – 5.5036 E−1 –
33 2.2162 E−1 1.02 2.3774 E−2 1.00 2.7537 E−1 0.99
161 1.1017 E−1 1.00 1.1946 E−2 0.99 1.3717 E−1 1.00
705 5.2323 E−2 1.07 5.6751 E−3 1.07 6.9109 E−2 0.98
2945 2.5700 E−2 1.02 2.8709 E−3 0.98 3.4614 E−2 0.99
12033 1.2775 E−2 1.00 1.4353 E−3 1.00 1.7299 E−2 1.00
48641 6.2999 E−3 1.01 7.0960 E−4 1.01 8.6062 E−3 1.00
Table 2
k = 3.
nvar |ck − ck,h| Rate ‖wk − wk,h‖0 Rate ‖∇ ′(wk − wk,h)‖0 Rate
5 4.5002 E−2 – 3.0122 E−3 – 2.7480 E−2 –
33 2.2740 E−2 0.98 1.5134 E−3 0.99 1.3796 E−2 0.99
161 1.1352 E−2 1.00 7.5157 E−4 1.00 6.8423 E−3 1.01
705 5.5738 E−3 1.02 3.7559 E−4 1.00 3.4203 E−3 1.00
2945 2.7650 E−3 1.01 1.8684 E−4 1.00 1.7131 E−3 0.99
12033 1.3920 E−3 0.99 9.3719 E−5 0.99 8.5853 E−4 0.99
48641 6.8101 E−4 1.03 4.5974 E−5 1.02 4.2348 E−4 1.01
Table 3
k = 5.
nvar |ck − ck,h| Rate ‖wk − wk,h‖0 Rate ‖∇ ′(wk − wk,h)‖0 Rate
5 1.6485 E−2 – 6.4576 E−4 – 6.1205 E−3 –
33 8.0173 E−3 1.03 3.2268 E−4 1.00 3.0628 E−3 0.99
161 4.0152 E−3 0.99 1.6274 E−4 0.98 1.5389 E−3 0.99
705 1.9937 E−3 1.01 8.1870 E−5 0.99 7.6662 E−4 1.00
2945 9.7098 E−4 1.03 4.0989 E−5 0.99 3.8122 E−4 1.00
12033 4.8680 E−4 0.99 2.0655 E−5 0.98 1.9168 E−4 0.99
48641 2.4081 E−4 1.01 1.0249 E−5 1.01 9.5268 E−5 1.00
Indeed, using (4.6) one has
∑∞
k>N ‖uk‖2a ≤ CN−2(1+s)‖f ‖2X s . Also, using (4.5), (4.9) and ‖e−
kpir
L φ‖a ≤ Ck−α , one has
N∑
k=1
‖uk − uk,h‖2a ≤
N∑
k=1
(
‖wk − wk,h‖2a + |ck − ck,h|2‖e−
kpir
L φ‖2a
)
≤ Ch2(1−2δ)(1+ N2h2)2‖f ‖2X1−α−δ .
Hence, letting s = 1− α − δ and combining two estimates yield (5.9).
Comparing the results in (5.9)with the one given in [10, Theorem6.1]: ‖∇(u−uNh )‖0,Q ≤ C(h+N−1)(‖f ‖0,Q+‖∂zz f ‖0,Q ),
one sees that the regularity assumption on the right hand side is weaker. The convergence rate in N is better than the one
given in [10], but the latter is not optimal under the assumptions made in the article. The error in Heinrich’s method with
optimal mesh grading [5, Theorem 6.1] is O(h+ N−1) a priori, but becomes O(h+ N−(1+s)) for f ∈ X s.
5.3. Numerical tests onΩ
Here we perform numerical tests for problem (2.1) for λ = k2 and g = fk, where fk is given in (5.7). Here we read
uk,h = wk,h + ck,he−rkφ. Since ‖fk‖0 ≤ Ck−1, and using Theorem 3.3 and α = 2/3, the approximationswk,h and ck,h satisfy
‖wk − wk,h‖a ∼ h1−2δ(1+ k2)(1/3−δ)/2k−1,
|ck − ck,h| ∼ h1−2δ(1+ k2)(1−δ)/2k−1,
(5.10)
where 0 < δ < 1/3. In Tables 1–3, for k = 1, 3, 5 we list the errors |ck − ck,h|, ‖wk − wk,h‖0, ‖∇ ′(wk − wk,h)‖0 and their
convergence rates. In Table 4, for k = 1, 3, 5, the maximum norm ‖wk − wk,h‖∞ and their convergence rates are listed. It
is observed that the convergence rates in the tables almost coincide with the predicted value in (5.10) and converge to 1 as
h 7→ 0. The rate is computed by the formula log2(ej−1/ej), where ej means the error at the jth step. The ‘‘nvar’’ denotes the
number of unknowns and the ‘‘rate’’ the convergence rate.
5.4. Numerical results in the cylinder Q
In this subsection, we compute the values uNR,h, c
N
h defined in (5.8) and the following errors ‖c − cNh ‖0,(0,pi), ‖(c −
cNh )
′‖0,(0,pi), ‖uR − uNR,h‖1,Q . The convergence rates given in (4.3) and (4.4) will be demonstrated by numerical experiments.
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Table 4
‖wk − wk,h‖∞ , k = 1, 3, 5.
nvar ‖w1 − w1,h‖∞ Rate ‖w3 − w3,h‖∞ Rate ‖w5 − w5,h‖∞ Rate
5 1.3834 E−1 – 8.3020 E−3 – 2.0246 E−3 –
33 6.9221 E−2 0.99 4.1682 E−3 0.99 1.0122 E−3 1.00
161 3.4634 E−2 0.99 2.0841 E−3 1.00 5.0866 E−4 0.99
705 1.6101 E−2 1.10 1.0412 E−3 1.00 2.5455 E−4 0.99
2945 8.1021 E−3 0.99 5.2153 E−4 0.99 1.2884 E−4 0.98
12033 4.0538 E−3 0.99 2.6145 E−4 0.99 6.4908 E−5 0.98
48641 2.0052 E−3 1.01 1.2813 E−4 1.02 3.2203 E−5 1.01
Table 5
The case c(z) in (5.5) with N = N7 .
hi ‖c − cN7hi ‖0,J µ ‖(c − c
N7
hi
)′‖0,J µ ‖uR − uN7R,hi‖1,Q µ
i = 1 5.0362 E−1 – 5.2318 E−1 – 6.8580 E−1 –
i = 2 2.5475 E−1 – 2.6494 E−1 – 3.4626 E−1 –
i = 3 1.2841 E−1 0.97 1.3381 E−1 0.97 1.7391 E−1 0.97
i = 4 6.4606 E−2 0.98 6.7552 E−2 0.98 8.7044 E−2 0.98
i = 5 3.2381 E−2 0.98 3.4130 E−2 0.98 4.3584 E−2 0.99
i = 6 1.6122 E−2 0.98 1.7207 E−2 0.98 2.1788 E−2 0.99
i = 7 7.9500 E−3 0.99 8.6639 E−3 0.98 1.0838 E−2 0.99
Table 6
The case c(z) in (5.5) with h = h7 .
Nj ‖c − cNjh7‖0,J ν ‖(c − c
Nj
h7
)′‖0,J ν ‖uR − uNjR,h7‖1,Q ν
j = 1 4.6618 E−2 – 1.5247 E−2 – 1.103877 E−2 –
j = 2 1.6775 E−2 – 1.1279 E−2 – 1.091805 E−2 –
j = 3 9.6604 E−3 2.06 9.6166 E−3 1.25 1.086747 E−2 1.25
j = 4 8.2593 E−3 2.34 8.9947 E−3 1.41 1.084839 E−2 1.40
j = 5 8.0037 E−3 2.45 8.7713 E−3 1.47 1.084152 E−2 1.47
j = 6 7.9581 E−3 2.48 8.6920 E−3 1.49 1.083908 E−2 1.49
j = 7 7.9500 E−3 2.49 8.6639 E−3 1.49 1.083823 E−2 1.52
Table 7
The case c(z) in (5.12) with N = N7 .
hi ‖c − cN7hi ‖0,J µ ‖(c − c
N7
hi
)′‖0,J µ ‖uR − uN7R,hi‖1,Q µ
i = 1 8.5132 E−1 – 7.5757 E−0 – 8.8228 E−1 –
i = 2 4.2884 E−1 – 3.8272 E−0 – 4.4402 E−1 –
i = 3 2.1537 E−1 0.98 1.9320 E−0 0.98 2.2346 E−1 0.99
i = 4 1.0808 E−1 0.99 9.7245 E−1 0.98 1.1196 E−1 0.98
i = 5 5.4190 E−2 0.99 4.8770 E−1 0.98 5.5896 E−2 0.99
i = 6 2.7069 E−2 0.99 2.4324 E−1 0.98 2.7823 E−2 0.99
i = 7 1.3609 E−2 1.01 1.2193 E−1 1.01 1.3925 E−2 1.01
To see this we consider a few subsequential levels. For integer j = 1, . . . , 7, let hj = 2−j be the mesh size for the space
variable and Nj = 2j the number of the Fourier modes. For fixed N , the mesh size h is varied and for fixed h, the Fourier
mode number N is varied.
Let [uR, c] be given in (5.4) and (5.5), and [uNR,h, cNh ] in (5.8), respectively. By (4.3) and (4.4), for α = 2/3, the convergence
rate behaves like
‖uR − uNR,h‖1,Q ≤ C(hµ + N−ν)‖f ‖X1/3−δ ,
‖c − cNh ‖0,J ≤ C(hµ + N−ν)‖f ‖X1−δ ,
‖c − cNh ‖1/3,J ≤ C(hµ + N−ν)‖f ‖X4/3−δ ,
(5.11)
where µ = 1 − 2δ and ν = 1 + 1/3 − δ for ∀δ ∈ (0, 1/3). Tables 5 and 6 list the values µ and ν for the exact edge flux
function (5.5), and Tables 7 and 8 for (5.12). As done in [5, Section 7], the convergence rates µ = µ(h,N) and ν = ν(h,N)
can be computed by the formula: log2
( ej−2−ej−1
ej−1−ej
)
assigned to level j where ej, ej−1, and ej−2(ej < ej−1 < ej−2) denote the
error norms on the levels j, j− 1, j− 2 with respect to the parameters N or h.
For given mesh-size hi, and the Fourier mode Nj, we will write
Ew(i, j)2 := pi2
Nj∑
k=1
‖wk − wk,hi‖2a, Ec(i, j)2 :=
pi
2
Nj∑
k=1
|ck − ck,hi |2,
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Table 8
The case c(z) in (5.12) with h = h7 .
Nj ‖c − cNjh7‖0,J ν ‖(c − c
Nj
h7
)′‖0,J ν ‖uR − uNjR,h7‖1,Q ν
j = 1 2.0692 E−1 – 7.7746 E−1 – 1.412590 E−2 –
j = 2 9.0396 E−2 – 5.6987 E−1 – 1.400519 E−2 –
j = 3 4.1582 E−2 1.25 4.1294 E−1 0.40 1.395461 E−2 1.25
j = 4 2.3321 E−2 1.41 2.9972 E−1 0.47 1.393553 E−2 1.40
j = 5 1.6762 E−2 1.47 2.1923 E−1 0.49 1.392866 E−2 1.47
j = 6 1.4433 E−2 1.49 1.6224 E−1 0.49 1.392623 E−2 1.49
j = 7 1.3609 E−2 1.49 1.2193 E−1 0.49 1.392537 E−2 1.49
Ec′(i, j)2 := pi2
∑Nj
k=1 k2|ck − ck,hi |2. For remainders, R2w,j :=
∑∞
k>Nj
‖wk‖2a , R2c,j := pi2
∑∞
k>Nj
|ck|2 and R2c′,j := pi2
∑∞
k>Nj
k2|ck|2.
So ‖uR − uNjR,hi‖21,Q = Ew(i, j)2 + R2w,j, ‖c − c
Nj
hi
‖20,J = Ec(i, j)2 + R2c,j and ‖(c − cNjhi )′‖20,J = Ec′(i, j)2 + R2c′,j.
In Table 5 the convergence rates with respect to the mesh size h converge to 0.99 as predicted in Theorem 4.1, but in
Table 6 the rates for the error ‖c − ch‖0,J with respect to N are much greater than the predicted rate 4/3− δ. This is due to
the smoothness of the function c(z) in (5.5). The Fourier coefficients of c(z) and its derivative c ′(z) behave like k−3 and k−2,
respectively (see formula (5.3)). In the L2(J)-norm the convergence rate for the truncated series of c(z) (resp. c ′(z)) tends to
2.5 (resp. 1.5). From Theorem 3.3 the numerical values on the tables can be justified by
R2c,j ∼
∞∑
k>Nj
k−6 ∼
∫ ∞
Nj
x−6dx ∼ N−5j ,
Ec(i, j)2 ∼ h2(1−2δ)i
Nj∑
k=1
(1+ k2)−1/3‖fk‖20 ∼ h2(1−2δ)i
for the formula ck given in (5.3). So ‖c− cNjhi ‖0,J ∼ h1−2δi +N−2.5j . Similarly it can be justified for the derivative c ′(z). If we use
the exact regular part (5.4) and setw(x, y) = (x− x3)(y− y3), then, from (5.11) we have Ew(i, j) ≤ C(h1−2δi +N−4/3+δj ) and
R2w,j =
pi
2
‖w‖21
∞∑
k>Nj
(1+ k2)|ck|2 ≤ C
∞∑
k>Nj
k−4 ≤ CN−3j .
This is why the convergence rate for the truncation error Rw,j of uR converges to 1.5. Also the rate 1.5 is a little greater than
the value 4/3− δ.
Finally we test the edge flux function with less regularity. Let
c(z) =
z, 0 < z <
pi
2
,
pi − z, pi
2
≤ z < pi. (5.12)
The Fourier coefficient of c(z) is given by
ck = 4 sin(kpi/2)
pik2
.
Let f be given by the formula (5.6). Then the regular part of solution u to (1.1) is the function given in (5.4), and the edge flux
function is the one in (5.12). Recall that the function c(z) in (5.12) is valid in view of (1.4) and belongs to H1(0, pi) but is not
differentiable at z = pi/2. The numerical values are tabulated in Tables 7 and 8. For fixed N = N7 the convergence rate with
respect to h is almost one, as shown in Theorem 4.1 and for fixed h = h7 the convergence rates for the truncated series of
c(z) (resp. c ′(z)) converge to 1.5 (resp. 0.5) because the Fourier coefficients of c(z) (resp. c ′(z)) behave like k−2 (resp. k−1).
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