ii iii ABSTRACT In this paper we study the solutions of diffusion equations of the type u xx -u t = F(u,x,t) which satisfy an 1 integral condition of the type J u(x,t)dx = h(t) where h(t) is a given continuous function and 0 < x < 1, t j> 0 is the domain of definition of u(x,t) e For the linear homogeneous case, F s 0, we show that; if (i) g(x) is a continuous function represented by its Fourier cosine series on 0 < x < 1, (ii) f(t) is continuous for t > 0 and (iii) h(t) is continuous for t > 0 and there is a continuous function H(t) such that h(t) -h(0) = t » 2 2 P H(r)R(t-r)dr where R(t) = I exp [-(2k-l) it t], then there 0 k=l is a unique solution of u xx -u% = 0, continuous on 0 < x < 1, 1 t > 0 such that u(x,0) = g(x), u(0,t) = f(t) and J u(x,t)dx = h(t). Similar results are obtained for the linear nonhomogeneous case; F(u,x,t) = f(x,t) with f(x,t) continuous.
We also give explicit integral representations of the solu tions.
For the nonlinear problem with classical boundary conditions, we develop an equivalent integral equation and show that the integral equation has a unique solution provided iv that F(u,x,t) satisfies a uniform Lipschitz condition in u.
We then apply these results to a particular nonlinear problem which arises in the study of bioelectrodes.
I. INTRODUCTION
This thesis grew out of a study of a problem considered by Victor W. Bolie 1 in his as yet unpublished paper; An Impedance Theory for Bioelectrodes. In that work, Bolie develops the following system of nonlinear diffusion equations to describe the electric field E and average ionic concentration g between two electrodes immersed in a weak aqueous salt solution and driven by a sinusoidal source: Here p, s, f, r, e, u 0 and w are known constants, t is time and the electrodes are thought of as two plates perpendicular to the x-axis at x = -b/2 and x = b/2. The following initial and boundary conditions were found to be appropriate.
1.2
E(x,0) = 0 , g(x,0) = g 0 , -b/2 < x < b/2 , ps 9 2 g 1 dg f Sx^ r at
1.1
1Chairman of the Biomedical Electronics department, Iowa State University, Ames, Iowa.
E(-x,t) = E(x,t) , g(-x,t) = g(x,t) ,
-b/2 < x < b/2 , t > 0 , 1<>4 (b/2,t) -Uq/s , t > 0 , b/2 1 -5 J g(x,t) dx = bg 0 , t > 0 .
-b/2
An interesting feature of this problem is the use of the Integral Condition 1.5 on g rather than the usual boundary condition. The author knows of no publications dealing with this type of condition for parabolic equations. We then ask ourselves the question, "does this problem have a solution, and if so, is it unique?" It is the purpose of this thesis to answer this question for the linear problem and certain types of quasilinear problems. At first it was hoped that this question could be answered for the above problem, but the term, d^/dx^(E 2 ), in the right hand side of the first of In what follows, R c is the set of points for which 0 < x < 1, 0 < t < c and Rc is the closure of R c . We always use R for the domain 0 < x < 1, t > 0 and R for its closure.
If u is of class G 2 in a domain D and satisfies the linear homogeneous heat equation 1.7 in D, then we say that u belongs to H in D.
Theorem 2.1. If
then F is defined and belongs to H for all x and 0 < t < l/4c; and at points y 0 of continuity of f, Proof. Let S be the set of values x for which f is continuous and for all x and 0 < r < t, let G be the function CD defined by G(x,t,r) = f f(y,r)K(x-y,t-r) dy. Then by use of -CO Theorem 2.1 we see that for each fixed r > 0, G is in H for all x and t > r. Furthermore G(x,t,r) = f(x,r) for x in S. We can also show from the definition of a two dimensional limit that if a > 0, then for all x in S, t->a')' in r -> a G(x,t,r) = f(x,a). Hence if we define G(x,t,t) = f(x,t) for t > 0 and x in S, then G is continuous for 0 < r < t and x in S. In view of the above, we see that F(x,t) = t G(x,t,r) dr where the integral is proper for x in S. There fore by a direct calculation, using the fact that G is in H, the conclusion follows.
The above representation for the solution of the nonhomogenous heat equation on a finite range of x values was studied extensively by Gevrey (6) . We give the essential result in the following corollary.
Corollary 2.2.1. If (i) f(x,t) is continuous and bounded for a < x < b and t £ 0, t b (ii) F(x,t) = -f f f(y,r)K(x-y,t-r) dy dr, 0 a then F%x -F% = f for a < x < b and t £ 0, and F(x,t) = 0 if x < a or x > b.
Proof. If we define a function f* for t > 0 by f*(x,t) = f(x,t) for a < x < b and f*(x,t) = 0 for x < a or x > b, then f* satisfies the hypotheses of Theorem 2.2. If we substitute f* for f in hypothesis (ii) above, the value of the integral will not change when the range of integration is extended from -• to +*, so the result follows from Theorem 2.2.
In order to establish the next theorem, we need to know conditions under which the solution of the homogeneous heat Equation 1.7 on the whole x axis is unique. Theorem 2.1 shows that if f(x) is continuous for all x and of order exp(cx 2 ) for some c > 0, then
is a solution of u vv -u* = 0 which satisfies the initial lim XX ' condition t-»o + u(x,t) = f(x). Now the function v(x,t) = (x/t)K(x,t) is a solution which approaches zero with t for every fixed x, hence u(x,t) + kv(x,t) is a solution of the initial value problem for every constant k. This shows that it is impossible to impose uniqueness conditions on f(x) alone. However certain authors have been able to impose uniqueness conditions on u with respect to its behavior at x = + ». For example Goursat (7, 311) proves that if the functions u(x,t) and u x (x,t) are of order exp(cx^) for all t > 0 and some c > 0 then 2.1 is the unique solution of the problem. Titchmarsh (11; [282] [283] shows that these two conditions can be replaced by the single condition that u(x,t) is of order exp(c|x|); while Tychonoff, as quoted by Widder (13; [87] [88] , shows that |x| can be replaced by x 2 but no higher power of x. More recently Cooper (2) has proved the same result under considerably weaker hypotheses. We use the result of Tychonoff and state it in the following theorem without proof. Theorem 2.3» If (i) u(x,t) is in H for all x and 0 < t < c,
(ii) %->x ^->0* u(*'t) = 0 for all x 0 , (iii) o<t<c (u(x;t)| = 0(exp ax 2 ) as |x| -> « for some a > 0, then u(x,t) = 0 in the strip 0 < t < c.
We also need the following lemma. (ii) f(x) = 0(exp ax 2 ) as |x| -> » for some a > 0,
Proof. The constant l/8a of the conclusion is chosen for convenience since a similar result holds for any constant less than l/4a. Hypotheses (i) and (ii) imply the existence of a constant M > 0 such that |f(x)|< M exp(ax 2 ) for all x.
Theorem 2.1 tells us that u(x,t) exists for all x and 0 < t < l/4a. Thus we have the following estimate: to 2.2 |u(x,t) | < M J* exp(ay 2 )K(x-y,t) dy .
-CD
If we use the explicit form of K given by Equation 1.6 and complete the square in the exponent of the integrand, we obtain the following result:
If we substitute 2.3 into 2.2, we get 
For each x, the function on the right side of 2.5 is an increasing function of t for 0 < t < ^ , hence
This is equivalent to the desired conclusion.
Theorem 2.4. If (i) u(xjt) is continuous for all x and t > 0,
(ii) u(x,t) = 0(exp 2ax 2 ) as |x| -> » for some a > 0 uniformly in t for 0 < t < l/8a, (iii) u xx -Ufc is continuous for all x and t > 0, (iv) u xx -u% = 0(exp bx 2 ) as |x| -> * for some b > 0 uniformly in t for 0 < t < l/8b,
w(x,t) for all x and 0 < t < l/8c where c = max (a,b).
Proof. If we define F(x,t) = t ® J" [Uyy(y,r) -u r (y,r)]K(x-y,t-r) dy dr + w(x,t), then, by Theorems 2.1 and 2.2, F xx -F t = u xx -u^ for all x and 0 < t < l/4c. From Lemma 2.1 we see that 2.7 0<t<l/8c = °<exp 2cx 2 ) as |x| ~> «= and hypothesis (ii) says that 2.8 0<t<l/8c |u(%'t)| = 0(exp 2cx 2 ) as |x| -> «.
Thus if we define G(x,t) = F(x,t) -u(x,t), we see that G satisfies all the conditions of Theorem 2.3 in the strip 0 < t < l/8c and hence G(x,t) = 0 in this same strip which completes the proof. In the classical boundary value problem associated with the linear homogeneous heat equation, we seek a function u continuous on B (fi is the set 0 < x < 1, 0 < t) such that the following set of conditions are satisfied:
g, f Q and f]_ continuous, g(l) = f^(0) and g(0)=f Q (0).
The existence of a solution for Problem A is well known and Theorem 2.5 shows that this solution is unique.
In the sequel we use the solutions of the following problems.
u xx " u t = 0 on B,
In (ii) Q(x,t) = E 2kTr(-l) k+1 exp(-k 2 Tr 2 t)sin ktrx k=l t (iii) u(x,t) = P f-, (r)Q(x,t-r) dr, 0 1 then u is in H on B, u-^fOjt) =0 for t 2; 0, u (x,t) = 0 for 0 < x < 1 and x^»l" u(x,t) = f^(t) for 0 < t. In case f x (0) = 0, the above limits also hold at (1,0),
The proof of this theorem is well known and will not be given here. The details are given in Epstein (4; [227] [228] [229] [230] [231] .
In view of this theorem, if we define a function u^ which is equal to u on B and has the limiting values of u on B, then u^ is the solution of Problem A^. For simplicity, we adopt the convention that if a function u is defined by the equation u(x,t) = J f(r)Q(x,t-r)dr, then u(x,0) = 0 and u(l,t) = t _ T f(r)Q(x,t-r)dr since u thus defined is continuous on B. 0 Corollary 2.6.1. If
(ii) %(x,t) is as in Theorem 2.6, t (iii) U Q (x,t) = J^f 0 (r)Q(l-x,t-r)dr, then u Q is in H on B, u 0 (l,t) = 0 for t > 0, ^1^+ u Q (x,t) = 0 for 0 < x < 1 and x i>o + u 0 (x,t) = f@(t) for 0 < t. In case f 0 (0) =0 the above limits also hold at (0,0).
The function Q, used above is related to the well known Jacob! theta functions. In fact Q,(x,t) = -1/2 8/dx 6^[(l-x/2),t] where 83 is the theta function of type 3 in the notation of Doetsch (3; 307). Because of the highly singular nature of Q at t = 0, we must use care when t differentiating or integrating the integral, J f (r)Q,(x,t-r)dr.
The following lemma shows that it is permissible to integrate this integral and then change the order of integration.
We proceed indirectly since the usual condi tions for interchange of orders of integration do not hold.
First we establish the result for the case where f(t) = t n for any positive integer n. If we let v n (x,t) = t J r Q(x,t-r)dr, then v n is the solution of Problem Aj with f%(t) = t n . By the maximum principle, Theorem 2.5, Iv n (x,t)| < t n for 0 < x < 1; hence v n (x,t) has a Laplace transform converging uniformly in x for 0 < x < 1. If we m define V n (x,s) = J* e~s t v n (x,t)dt, then an application of the convolution theorem gives 2.9 V n (x,s) = n.'/s n+1 (sinh x/s/sinh /s) ,
where sinh x/s/sinh /s is the transform of Q(x,t). The transforms of the theta functions and their derivatives are discussed in detail in Doetsch (3; [307] [308] [354] [355] [356] [357] [358] [359] [360] [361] [362] .
Now since the transform of v M (x,t) is uniformly convergent in 1 x, we have the fact that J V n (x,s) dx = 0 » r-1 -i J Q e-st [J*^v n (x,t) dxj dt and hence by integrating 2.9 we obtain t The Integral, J (f(r)-p e (r))Q(x,t-r)dr, is the solution of 0 Problem with f^(t) = f(t) -p e (t), consequently by the t maximum principle we have jj* (f(r)-p e (r))Q(x,t-r)dr| < |f(t)-p € (t)j. Thus for 0 < t < c, the absolute value 2.14 is not greater than Now for any t > 0 and k = 1, 2, .we have 1 -exp[-(2k-l) 2 n 2 t] < 1 which reduces 2.18 to t « 2-19 J* R( r )dr < 4/TT 2 E l/(2k-l) 2 < 2/3 . 0 k=l Therefore the expression 2.15 is not greater than 5e/3 for 0 < t < c which implies that 2.13 is less than any preassigned positive number which in turn establishes Equation 2.12.
III. THE LINEAR PROBLEM
In on R, 0 < x < 1, 1 u(0,t) = f(t), J*^u(x,t)dx = h(t), 0 < t, f, g and h continuous for 0 < t such that 1 f(0) = g(0) and h(0) = J g(x)dx .
We first show that if there is a solution of Problem B, then it is unique. It is sufficient to establish uniqueness for the following homogeneous problems u xx -ut = 0 on R,
The proof of this uniqueness depends on a famous theorem due to S. C. Titchmarsh (12) . We quote the theorem below without proof.
Theorem (Titchmarsh) . If (i) f(t) and g(t) are Lebesgue integrable functions, t (ii) J* f(r)g(t-r)dr = 0 almost everywhere for 0 < t < k, then f(t) = 0 almost everywhere for 0 < t < a and g(t) = 0 is not identically zero. Now v is the unique solution of Problem with fi(t) = v(l,t), hence v(x,t) = v(l,t)*Q,(x,t).
(We make use of the standard notation for convolution whenever t convenient; that is, f(t)*g(t) = J* f(r)g(t-r)dr.) By Lemma 2.2, we have J v(x,t)dx = v(l,t)*B(t), which by hypothesis 0 vanishes for all t > 0. B(t) is a non-zero, positive t function, continuous for t > 0, such that J* B(r)dr exists for all t, as shown in the proof of Lemma 2.2, and v(l,t) is continuous; hence the theorem of Titchmarsh implies that v(l,t) = 0 for t £ 0 which contradicts the assumption that v(x,t) is not identically zero. Thus v(x,t) = 0 on B and the theorem is proved.
We turn now to existence of solutions of Problem B.
We make use of the linearity of the partial differential equation to build up a solution using superposition. To this end we consider the following three problems: Proof. First suppose u is a continuous solution of Problem B^. We can represent^u by u(x,t) = u(l,t)*Q(x,t).
Then Lemma 2.2 implies that f u(x,t)dx = u(l,t)*B(t) and hence 0 we may take H(t) = u(l,t).
Conversely, suppose H(t) is continuous and such that h = H*B. Then u(x,t) = H(t)*ft(x,t) is a solution of Problem
Bi since by Theorem 2.6, u(x,0) = u(0,t) = 0; and by Lemma 2.2, 1 J* u(x,t)dx = H(t)*B(t) = h(t). 0
We next ask, what class of functions is representable by H*B for continuous H? This is a difficult question and cannot be simply answered. Work on this subject may be found in Hirschman and Widder (8; [146] [147] [148] [149] [150] [151] [152] [153] [154] [155] [156] [157] [158] [159] [160] [161] [162] . The following theorem gives a partial answer to this question. Proof. The solution is unique by Theorem 3*1» If we let f*(x,t) be the even extension on x of f(x,t) for each t to the interval -1 < x < 1, and F(x,t) the periodic exten sion of f*(x,t) for all x, then F(x,t) satisfies the condi tions of Lemma 3«1* Moreover, if we let h(t) = t 1 J J F(x,r)dx dr, then h satisfies the conditions of Theorem 0 0 3.3 and hence there is a solution w(x,t) of Problem B^ such u%% -u t = F(u,x,t) for x,t in R c , Tu(x,t) = -j / P(u(y,r),y,r)K(x-y,t-r) dy dr t 1 + Q(x,t)*r F F(u(y,r),y,r)K(l-y,t-r) dy dr 0 0 t 1 + Q(l-x,t)*f J F(u(y,r),y,r)K(-y,t-r) dy dr 0 0 + w(x,t) .
In view of the previously established properties of K, Q and w, the mapping T is clearly a continuous transformation of B c into Be» We wish to show that there is a unique element u of B c such that Tu = u.
We note that for any u and v in Be, 1/ I [F(u(y,r) ,y,r)-F(v(y,r),y,r)]K(x-y,t-r) dy dr| 0 0 t 1 < Mj" J |u(y,r)-v(y,r) |K(x-y,t-r) dy dr < M| |u-v| |t , where we have used hypothesis (ii) and the fact that 1 ® f K(x-y,t-r)dy < f K(x-y,t-r)dy = 1. If we use the fact that 0 -co Q(x,t)*g(t) is the solution of Problem A% with fj(t) = g(t) and thus by the maximum principle |Q(x,t)*g(t)| < |g(t)| we can t 1
show that |Q(x,t)*r f [F(u(y,r) v(x,t) = psl + (a sin kt)*e~°g ot J * £e Cgot P(x,t)J , where P(x,t) is the function defined in Lemma 5»1*
The above considerations suggest a method of attacking Equations 5.1 -5.5. We might define a sequence of approxima tions as follows. Assume that an n'th approximation (u (n) ,v (n) ) has been found and define the n+l'st approximation as the solutions of the following equations 5.10 U^-U^1' -*£<v (n) ) 2 . Another possibility would be to prove that the solution of Equations 5«1 approaches the solution of 5«1* as a approaches 0. Besults along this line would be particularly valuable for numerical calculations.
The above ideas need much further study and will form the basis for more work on this problem.
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