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Re´sume´
Le proble`me principal aborde´ dans cette the`se est la commande en qualite´ des colonnes
a` distiller. Les mode`les de commande utilise´s sont construits a` partir de mode`les dy-
namiques classiques issus d’une analyse physique. La me´thode de construction repose sur
une re´duction par e´chelle de temps de ces derniers. Cette re´duction a pour but de ne
conserver que les phe´nome`nes lents. Sur ces mode`les re´duits, nous appliquons des tech-
niques de rejet de perturbations par retour non line´aire de l’e´tat. Les lois de commande
obtenues sont teste´es en simulation sur des mode`les dynamiques de colonne, de´crits par
des syste`mes alge´bro-diffe´rentiels d’index 1, nettement plus complets que les mode`les de
commande. Cette e´tude en simulation montre, pour une colonne binaire de 42 plateaux
et pour une colonne multi-compose´s de 32 plateaux, la robustesse et l’inte´reˆt de ces lois
non line´aires de commande. La mise en œuvre sur deux colonnes de raffinerie confirme ces
re´sultats. Elle montre e´galement que l’instrumentation des colonnes et la puissance des
ordinateurs de conduite sont suffisantes pour un calcul en ligne de ces lois non line´aires
de commande.
Un proble`me important, dont nous avons pris conscience lors de l’e´tude en simulation,
concerne la re´solution nume´rique des syste`mes alge´bro-diffe´rentiels. En nous appuyant
sur des re´sultats re´cents relatifs a` l’inversion de syste`mes dynamiques, nous e´tendons les
notions d’index et de forme canonique, notions de´finies uniquement en line´aire et cepen-
dant tre`s utilise´es pour analyser la convergence des sche´mas nume´riques de re´solution, aux
syste`mes alge´bro-diffe´rentiels non line´aires implicites. Nous proposons e´galement un algo-
rithme formel et explicite de re´duction d’index, afin de transformer des syste`mes d’index
e´leve´s pour lesquels les me´thodes de re´solution nume´riques font de´faut, en syste`mes
d’index 1 pour lesquels existent des me´thodes de re´solution nume´rique performantes.
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Introduction
Le controˆle en qualite´ des colonnes a` distiller est un proble`me tre`s e´tudie´ sans toutefois
eˆtre re´solu en pratique de fac¸on satisfaisante [59]. Pour une colonne pseudo-binaire qui
se´pare un me´lange en une partie le´ge`re, le distillat, et une partie lourde, le re´sidu, l’objectif
consiste ge´ne´ralement a` maintenir constantes la teneur en compose´s le´gers du re´sidu et
la teneur en compose´s lourds du distillat, malgre´ les variations de l’alimentation de la
colonne (de´bit et qualite´). Cet objectif correspond a` une utilisation minimale du pouvoir
de se´paration de la colonne, une fois fixe´es ces deux teneurs en impurete´s. Plusieurs e´tudes
re´centes [12, 78] estiment en effet que les gains e´nerge´tiques d’une conduite automatique
par rapport a` une conduite manuelle de´passent 10 %. A cela s’ajoutent des augmenta-
tions de productivite´ (de´bits traite´s plus importants, moins de pertes de produits hors
spe´cification) et une flexibilite´ accrue du proce´de´ (changement automatique de consignes).
Dans cette the`se, nous abordons ce proble`me de commande en utilisant des me´thodes
de rejet de perturbations par retour non line´aire de l’e´tat [38]. Les principaux re´sultats
concernant la commande et pre´sente´s ici constituent une synthe`se des publications [47, 48].
Ils se situent dans le prolongement des re´sultats de´ja` obtenus par Takamatsu et al. [91]
dans le cadre line´aire et Gauthier et al. [25] dans le cadre non line´aire. Cependant, con-
trairement a` ces auteurs, nous n’utilisons pas directement le mode`le issu de la physique :
avant de calculer la loi de commande, nous re´duisons le mode`le physique afin de ne
conserver que les transitoires lents. Les lois de commandes obtenues sont des fonctions
non line´aires de l’e´tat. Reposant sur des mode`les lents, elles rejettent asymptotiquement
les perturbations et donnent des re´ponses aux variations de consignes beaucoup plus
“re´gulie`res” qu’avec la commande utilisant le mode`le physique complet . En particulier,
contrairement a` [25], elles ne pre´sentent pas de singularite´ dans la plage de fonctionnement
conside´re´e. De plus, nous montrons que cette re´duction s’accompagne d’une augmenta-
tion de robustesse par rapport aux dynamiques non mode´lise´es et par rapport aux retards
sur les mesures de l’e´tat de la colonne, partiellement fourni en pratique par les analyseurs
de composition et les tempe´ratures internes.
Nous avons teste´ ces lois de commandes en simulation sur des mode`les nettement plus
complexes que les mode`les non line´aires de commande. Ces mode`les de simulation sont
de´crits par des syste`mes alge´bro-diffe´rentiels de grande dimension et de structure creuse.
Lors de la construction du mode`le de simulation, nous avons e´te´ particulie`rement atten-
tifs aux proble`mes d’index et de re´solution nume´rique. En effet, la re´solution nume´rique
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d’un syste`me alge´bro-diffe´rentiel n’est pas aussi simple que la re´solution nume´rique d’un
syste`me diffe´rentiel ordinaire pour lequel existent de nombreux sche´mas de discre´tisation.
Comme le montre Petzold [66], les me´thodes classiques d’inte´gration, comme la me´thode
de Gear, convergent si le syste`me alge´bro-diffe´rentiel est directement, par des manipula-
tions purement alge´briques, re´ductible a` un syste`me diffe´rentiel ordinaire (ces syste`mes
sont dits d’index 0 ou 1), et, en ge´ne´ral, ne convergent pas dans les autres cas. C’est
pourquoi nous avons construit notre mode`le de simulation de fac¸on a` ce qu’il soit d’index
1, en utilisant un mode`le hydraulique a` la fois physique et structurellement adapte´.
L’inte´gration nume´rique de notre mode`le de simulation est conduite par la me´thode de
Gear [26, 27] graˆce au logiciel SPEEDUP de´veloppe´ par l’Imperial College de Londres [72].
Pour d’autres syste`mes, il n’est pas possible, en ge´ne´ral, de se ramener a` un syste`me
d’index 1 et ainsi d’e´viter les proble`mes nume´riques de re´solution. La notion d’index, qui
conditionne la re´solution nume´rique par des me´thodes classiques, n’est de´finie clairement
que dans le cas ou` ce dernier est line´aire. Cependant plusieurs auteurs [28, 29, 63] e´voquent
explicitement cette notion pour un syste`me quelconque. Aussi, il nous est apparu utile
de la de´finir rigoureusement pour les syste`mes non line´aires.
Cette e´tude aborde deux sujets : la simulation dynamique de proce´de´s de´crits par
des syste`mes alge´bro-diffe´rentiels d’une part et la commande en qualite´ des colonnes
a` distiller d’autre part. Ces deux sujets se comple`tent car la simulation dynamique
permet d’analyser la robustesse et la performance d’algorithmes de commande. Notre
pre´sentation s’appuie donc sur une organisation en deux parties.
La premie`re partie pre´sente un mode`le dynamique de simulation de colonnes a` distiller
structurellement d’index 1, et aborde, de fac¸on plus ge´ne´rale, les questions d’index et de
formes canoniques des syste`mes alge´bro-diffe´rentiels non line´aires implicites.
La seconde partie traite de la commande en qualite´. Apre`s quelques rappels bibli-
ographiques, nous pre´sentons de fac¸on rigoureuse la re´duction par e´chelle de temps et
la commande non line´aire de colonnes binaires par la me´thode du rejet des perturba-
tions. Une e´tude en simulation, dans le cas d’un de´propaniseur, illustre la robustesse et
compare les lois de commande obtenues avec d’autres, publie´es dans la litte´rature. Puis,
nous e´tendons, de fac¸on heuristique et formelle, les lois de commande obtenues pour les
colonnes binaires, aux colonnes multi-compose´s dites pseudo-binaires. Une e´tude en sim-
ulation montre nume´riquement, pour un de´butaniseur, que cette extension heuristique
pre´sente un re´el inte´reˆt. Enfin, nous pre´sentons l’implantation sur un de´propaniseur et
sur un de´butaniseur de raffinerie de ces lois non line´aires de commande.
Nous avons regroupe´ en annexe certains de´veloppements parfois techniques et utilise´s
dans les deux parties pre´ce´dentes. L’annexe A est consacre´e a` des re´sultats relatifs a`
la commande des syste`mes non line´aires. Nous y rappelons un algorithme d’inversion
de syste`mes dynamiques, la me´thode du rejet des perturbations, les proble`mes de sta-
bilite´ en boucle ferme´e et la notion de dynamique des ze´ros. L’annexe B reprend les
re´sultats obtenus par Takamatsu et al. [91] en line´aire et Gauthier et al. [25] en non
line´aire, sur l’application des me´thodes de rejet de perturbations aux colonnes a` dis-
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tiller. L’annexe C montre, a` partir de conside´rations issues de la thermodynamique des
phe´nome`nes irre´versibles [31], que les notions de stabilite´ thermodynamique et dynamique
co¨ıncident pour un ballon de flash. Enfin, l’annexe D regroupe des re´sultats disparates.
10 INTRODUCTION
Part I
Simulation dynamique
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Pre´liminaires bibliographiques
La simulation dynamique de colonnes a` distiller comporte essentiellement deux aspects :
d’une part l’e´laboration de mode`les dynamiques fonde´s sur une connaissance des phe´nome`nes
physico-chimiques et d’autre part les me´thodes de re´solution nume´rique des e´quations du
mode`le.
Les mode`les dynamiques de colonnes a` distiller sont bien connus. Dans un arti-
cle re´trospectif [37], Holland rappelle que le comportement dynamique de colonnes a`
plateaux se repre´sente ge´ne´ralement sous la forme d’un syste`me d’e´quations diffe´rentielles
ordinaires (principalement les e´quations de bilan) et d’e´quations alge´briques (les rela-
tions d’e´quilibre thermodynamique entre phases, les corre´lations hydrodynamiques,. . . )
qui constituent donc un syste`me alge´bro-diffe´rentiel. Holland rappelle e´galement que les
me´thodes nume´riques utilise´es pour re´soudre de tels mode`les sont celles utilise´es pour les
e´quations diffe´rentielles ordinaires. Toujours selon Holland, deux classes de me´thodes
nume´riques se de´gagent : la me´thode de Gear [26, 27] et la me´thode semi-implicite
de Runge-Kutta modifie´e par Michelsen [56]. Dans [18], Feng et al montrent, pour
les colonnes a` distiller, que la me´thode de Gear posse`de des performances nume´riques
supe´rieures a` la me´thode semi-implicite de Runge-Kutta.
En 1982, Petzold [66] souligne cependant que les syste`mes alge´bro-diffe´rentiels peuvent
eˆtre tre`s diffe´rents des syste`mes d’e´quations diffe´rentielles ordinaires et que de se´rieuses
difficulte´s peuvent apparaˆıtre lors de leur re´solution nume´rique. Afin de caracte´riser les
cas ou` des proble`mes nume´riques peuvent apparaˆıtre, Petzold utilise la notion d’index
de´finie par Sincovec et al. [81] dans le cas ou` le syste`me est line´aire. Depuis, plusieurs
auteurs ont travaille´ sur ce sujet. Cependant, dans [68], Petzold montre que, pour des
syste`mes d’index supe´rieur ou e´gal a` 3, les me´thodes nume´riques de re´solution font de´faut.
Aussi, l’e´laboration de mode`les dynamiques complets de colonnes est une question
classique et quasiment re´solue. En revanche, la re´solution nume´rique du syste`me alge´bro-
diffe´rentiel que l’on obtient peut, dans certains cas, poser des difficulte´s comme le montrent
Gritsis et al. [32] dans une e´tude re´cente sur des mode`les dynamiques de distillation.
Le premier chapitre pre´sente un mode`le dynamique de colonne a` distiller pour lequel
les proble`mes d’inte´gration par la me´thode de Gear ne se posent pas a priori. Ce mode`le
de simulation diffe`re de celui propose´ par Gallun et Holland [22] uniquement par le
mode`le thermodynamique : compte tenu des colonnes que nous allons ainsi de´crire, un
de´propaniseur et un de´butaniseur de raffinerie, nous utilisons le mode`le thermodynamique
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de Soave [88]. Le second chapitre aborde, avec des re´sultats emprunte´s a` la the´orie de
la commande non line´aire et rappele´s dans l’annexe A, les proble`mes mathe´matiques et
nume´riques lie´s aux syste`mes alge´bro-diffe´rentiels et a` la notion d’index.
Chapter 1
Un mode`le dynamique de colonne
Nous pre´sentons dans ce chapitre un mode`le de simulation. Ce mode`le est discret (nous ne
conside´rons pas de variables spatiales continues) et s’inspire largement de ceux disponibles
dans la litte´rature [22, 71, 23]. Ce mode`le ne pre´tend pas de´crire toutes les colonnes
a` distiller existantes. Ne´anmoins, il permet de repre´senter correctement les colonnes
classiques comme celles qui sont e´tudie´es dans cette the`se.
Nous commenc¸ons tout d’abord par e´crire les e´quations d’un plateau et puis celles
d’une colonne entie`re. Les notations introduites sont regroupe´es en fin de chapitre dans
la section 1.3.
1.1 Le mode`le dynamique d’un plateau
1.1.1 Les hypothe`ses
Nous conside´rons le plateau j repre´sente´ sur la figure 1.1 de la page 22. Les hypothe`ses
de mode´lisation sont classiques (cf. [22] par exemple) :
– le liquide sur le plateau et le liquide dans le de´versoir sont homoge`nes ; leurs compo-
sitions et leurs tempe´ratures sont identiques ; la vapeur sur le plateau est homoge`ne ;
le liquide et la vapeur sont a` l’e´quilibre thermodynamique ; les grandeurs thermo-
dynamiques du liquide et de la vapeur sont calcule´es par le mode`le de Soave [88]
(voir la section sur le mode`le de Soave ci-dessous) ;
– les parois du plateau sont adiabatiques ;
– le mode`le hydrodynamique est en fait hydrostatique ; il est fonde´ sur les corre´lations
pre´sente´es par Van-Winkle [93] et reprises par Gallun et Holland [22] ; ce mode`le
permet de relier les re´tentions et pressions aux de´bits.
Ces hypothe`ses peuvent eˆtre modifie´es de fac¸on a` prendre en compte les e´carts a`
l’e´quilibre thermodynamique (efficacite´), les fuites thermiques et les capacite´s calorifiques
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des mate´riaux constitutifs du plateau. Ces modifications introduisent des parame`tres
supple´mentaires en ge´ne´ral mal connus. Aussi nous nous sommes contente´s des hypothe`ses
pre´ce´dentes. Elles font de´ja` appel a` un nombre respectable de parame`tres pas toujours
tre`s bien connus. De plus, pour le calcul des re´gimes stationnaires, ces hypothe`ses sont
couramment utilise´es par les inge´nieurs (cf. les logiciels de simulation statique ASPEN-
PLUS ou PROCESS). Pour le calcul des re´gimes transitoires, elles prennent en compte
des effets purement dynamiques importants lie´s aux re´tentions liquides dans le de´versoir
et sur le plateau (qui sont variables ainsi que la pression). Enfin, pour le de´propaniseur et
le de´butaniseur que nous voulons mode´liser, ces hypothe`ses ne sont pas trop restrictives.
1.1.2 Les e´quations
Le mode`le dynamique du plateau j est forme´ par les e´quations diffe´rentielles de bilan
matie`re et e´nergie et les e´quations alge´briques d’e´quilibres liquide-vapeur et hydrauliques.
Nous obtenons ainsi le syste`me alge´bro-diffe´rentiel suivant (liste des symboles, page 33) :
pour i = 1, . . . , c :
dN ij
dt
= Lij−1 + V
i
j+1 − Lij − V ij (1.1)
dUj
dt
= hl(Lj−1, Tj−1, Pj−1)
c∑
i=1
Lij−1 + hv(Vj+1, Tj+1, Pj+1)
c∑
i=1
V ij+1
−hl(Lj, Tj, Pj)
c∑
i=1
Lij − hv(Vj, Tj, Pj)
c∑
i=1
V ij (1.2)
pour i = 1, . . . , c :
N ij =
V liqj
vl(Lj, Tj, Pj)
Lij∑c
k=1 L
k
j
+
V totj − V liqj
vv(Vj, Tj, Pj)
V ij∑c
k=1 V
k
j
(1.3)
Uj =
V liqj
vl(Lj, Tj, Pj)
ul(Lj, Tj, Pj) +
V totj − V liqj
vv(Vj, Tj, Pj)
uv(Vj, Tj, Pj) (1.4)
pour i = 1, . . . , c :
0 = µil(Lj, Tj, Pj)− µiv(Vj, Tj, Pj) (1.5)
Pj+1 − Pj = ∆liq,jP (zj, Lj, Tj, Pj, Lj+1, Vj+1, Tj+1, Pj+1) (1.6)
Pj+1 − Pj = ∆vap,jP (Lj, Vj, Tj, Pj, Vj+1, Tj+1, Pj+1) (1.7)
V liqj = V liq,j(zj, Lj, Vj, Tj, Pj). (1.8)
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Les inconnues du plateau j sont
Nj = (N
i
j)
i=1,...,c, Uj, Lj = (L
i
j)
i=1,...,c, Vj = (V
i
j )
i=1,...,c,
Tj, Pj, V
liq
j , zj.
Les grandeurs obtenues a` partir du mode`le thermodynamique sont
vl(Lj, Tj, Pj), vv(Vj, Tj, Pj), ul(Lj, Tj, Pj), uv(Vj, Tj, Pj),
hl(Lj, Tj, Pj), hv(Vj, Tj, Pj), (µ
i
l(Lj, Tj, Pj))
i=1,...,c, (µiv(Vj, Tj, Pj))
i=1,...,c.
Les grandeurs obtenues a` partir du mode`le hydraulique sont
∆liq,jP (zj, Lj, Tj, Pj, Lj+1, Vj+1, Tj+1, Pj+1), ∆
vap,j
P (Lj, Vj, Tj, Pj, Vj+1, Tj+1, Pj+1),
V liq,j(zj, Lj, Vj, Tj, Pj).
Les e´quations (1.1) repre´sentent les c e´quations de conservation de la matie`re. (1.2) est
l’e´quation de conservation de l’e´nergie1.
(1.3) et (1.4) permettent de calculer les quantite´s de matie`re et d’e´nergie accumule´es
a` partir des compositions, des volumes, de la tempe´rature et de la pression. (1.5) traduit
l’e´quilibre thermodynamique entre le liquide et la vapeur. (1.6), (1.7) et (1.8) font inter-
venir le mode`le hydraulique de´crit plus loin et fournissent le volume de re´tention liquide
et la pression sur le plateau en fonction des de´bits, compositions et tempe´ratures.
1.1.3 Le mode`le thermodynamique de Soave
Nous avons choisi ce mode`le thermodynamique car, par la suite, nous nous inte´ressons
a` des me´langes d’hydrocarbures le´gers et non polaires. Dans [88], Soave pre´sente son
e´quation d’e´tat. Elle donne directement les volumes molaires et par inte´gration de re-
lations classiques en thermodynamique, les potentiels chimiques et l’enthalpie molaire.
Nous nous contentons ici de rappeler les formules pour les fonctions µil, hl, ul, vl, µ
i
v, hv,
uv, vv intervenant dans les e´quations (1.1) a` (1.5).
Dans cette section uniquement, nous notons T la tempe´rature, P la pression, v le vol-
ume molaire, (µi)i=1,...,c les potentiels chimiques, h l’enthalpie molaire, u l’e´nergie molaire.
1 Beaucoup d’auteurs utilisent une e´quation de conservation ou` intervient la quantite´ d’enthalpie
accumule´e au lieu de la quantite´ d’energie totale. Si la pression et le volume total sont constants, leur
e´quation est bien suˆr e´quivalente a` la noˆtre. Cependant, comme la pression de´pend ge´ne´ralement du
temps, leur e´quation n’est pas correcte : la pre´sence des flux enthalpiques dans le second membre (prise
en compte du travail des forces de pression) a` la place des flux d’e´nergie, incline faussement a` penser que
l’enthalpie est conserve´e. Cependant cette erreur ne semble pas entraˆıner de conse´quenses importantes
pour la simulation. En effet, nous avons compare´, dans le cas du de´butaniseur de´crit plus loin, les deux
mode`les, celui avec conservation de l’enthalpie et celui avec conservation de l’e´nergie totale : les diffe´rences
que nous avons pu observer sont faibles et de l’ordre de grandeur des erreurs introduites par les me´thodes
utilise´es pour l’inte´gration nume´rique.
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Soit T iC la tempe´rature critique, P
i
C la pression critique et ω
i le coefficient acentrique du
compose´ i. Comme nous supposons que le mode`le de Soave est valable aussi bien pour
le liquide que pour la vapeur, nous notons ge´ne´riquement z = (zi)i=1,...,c la composition,
soit du liquide, soit de la vapeur. L’e´quation d’e´tat du mode`le de Soave s’e´crit
P =
RT
v − b −
a
v(v + b)
, (1.9)
ou`
– R est la constante des gaz parfaits,
– a est donne´ par
a =
c∑
i=1
c∑
j=1
ai,jz
izj,
avec
ai,j =
√
ai,iaj,j(1− ki,j)
et
ai,i =
{
RT iC
(
1 + (0, 4851 + 1, 5517ωi − 0, 1516(ωi)2)
(
1−
√
T
T iC
)) }2
9P iC(2
1/3 − 1)
(ki,j (= kj,i) est le parame`tre d’interaction binaire entre les constituants i et j ; il
peut eˆtre ajuste´ en fonction de donne´es expe´rimentales; par de´faut ki,j = 0),
– b est donne´ par
b =
c∑
i=1
c∑
j=1
bi,jz
izj,
avec
bi,j =
bi,i + bj,j
2
, bi,i =
(21/3 − 1)RT iC
3P iC
.
Si l’on conside`re le facteur de compressibilite´ Z = Pv/RT , (1.9) devient
Z3 − Z2 + (A−B −B2)Z − AB = 0 (1.10)
ou` A = aP/R2T 2 et B = bP/RT . Cette e´quation cubique posse`de ge´ne´ralement plusieurs
solutions. Pour la vapeur, il convient de prendre la plus grande racine, pour le liquide,
la plus petite supe´rieure a` B. Conservons la notation Z pour la racine de (1.10) ainsi
choisie. Alors
v(z, T, P ) =
RTZ
P
. (1.11)
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Les coefficients de fugacite´ φi, pour i = 1, . . . , c, ve´rifient
log φi(z, T, P ) = 1− Z − log
(
P (v − b)
RT
)
+2bi
Z − 1
b
−
log
(
v + b
v
)
bRT
(
2ai + a− 2abi
b
)
, (1.12)
avec ai =
∑c
j=1 ai,jz
j et bi =
∑c
j=1 bi,jz
j. Les potentiels chimiques sont alors donne´s par
µi(z, T, P ) = gi(T, Pstd) +RT log
(
Pφizi
Pstd
)
(1.13)
avec gi l’enthalpie libre du compose´ i et Pstd la pression standard
2.
L’enthalpie molaire est calcule´e par
h(z, T, P ) =
(
T
∂a
∂T
∣∣∣∣
z
− a
) log(v + b
v
)
b
+ Pv −RT +
c∑
i=1
zihigp(T ), (1.14)
avec higp l’enthalpie molaire du gaz parfait associe´ au compose´ i
3. L’energie molaire est
alors obtenue par
u(z, T, P ) = h(z, T, P )− Pv(z, T, P ). (1.15)
1.1.4 Le mode`le hydrodynamique
Dans cette section, nous pre´sentons le mode`le hydrodynamique et les fonctions ∆liq,jP ,
∆vap,jP et V liq,j intervenant dans les e´quations (1.6), (1.7) et (1.8). Le mode`le est hydro-
statique. Il se rapporte a` un plateau de colonne a` distiller classique avec de´versoir comme
celui de la figure 1.1. Nous avons repris le mode`le hydraulique de Gallun et Holland [22]
qui se sont eux-meˆmes inspire´s des corre´lations que Van Winkle pre´sente dans son livre
sur la distillation [93]. Les relations sont les suivantes (les notations sont celles du plateau
2(1.5) ne change pas si nous prenons gi = 0 et Pstd = P .
3Pour les e´quations (1.2) et (1.4), la re´fe´rence prise pour calculer higp est sans importance : seule la
de´pendance de la capacite´ calorifique a` pression constante du gaz parfait en fonction de la tempe´rature
est ne´cessaire.
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j)
∆liq,jP = zj
gml(Lj)
vl(Lj, Tj, Pj)
−λliq
(
vl(Lj, Tj, Pj)
∑c
i=1 L
i
j
Aliqj
)2
−

1− λaer
(∑c
i=1 V
i
j+1 (mv(Vj+1)vv(Vj+1, Tj+1, Pj+1))
1/2
Avapj+1
)0.177709× . . .
. . .

hplatj+1 + λdev
(
vl(Lj+1, Tj+1, Pj+1)
∑c
i=1 L
i
j+1
ldevj+1
)2/3× . . .
. . .
gml(Lj+1)
vl(Lj+1, Tj+1, Pj+1)
(1.16)
∆vap,jP = λ
vap
(
vv(Vj+1, Tj+1, Pj+1)
∑c
i=1 V
i
j+1
Avapj
)2
−

hplatj + λdev
(
vl(Lj, Tj, Pj)
∑c
i=1 L
i
j
ldevj
)2/3 gml(Lj)
vl(Lj, Tj, Pj)
(1.17)
V liq,j = zjAdevj +

1− λaer
(∑c
i=1 V
i
j (mv(Vj)vv(Vj, Tj, Pj))
1/2
Avapj
)0.177709 × . . .
. . .

hplatj + λdev
(
vl(Lj, Tj, Pj)
∑c
i=1 L
i
j
ldevj
)2/3Aplatj . (1.18)
Les fonctions ml et mv permettent le calcul des masses molaires du liquide et de la
vapeur. Les fonctions vl et vv permettent le calcul des volumes molaires du liquide et
de la vapeur avec le mode`le thermodynamique de Soave. Les parame`tres ge´ome´triques
(voir la figure 1.1) sont Aliqj , A
vap
j , A
dev
j , A
plat
j , l
dev
j et h
plat
j . Les coefficients hydrauliques,
λaer, λliq, λvap et λdev, sont suppose´s constants et inde´pendants de la composition, de la
tempe´rature et de la pression.
(1.16) re´sulte du calcul de la diffe´rence de pression entre le plateau j+1 et le plateau j
par le trajet que suit le liquide pour aller du plateau j au plateau j+1 : le premier terme
du second membre correspond a` la hauteur de liquide dans le de´versoir ; le deuxie`me terme
a` la perte de charge due au passage d’aire Aliqj entre le fond du de´versoir et le plateau
j + 1 ; le troisie`me terme a` la hauteur de liquide sur le plateau j + 1 avec une loi de
de´versoir et une loi d’ae´ration du liquide en fonction du de´bit de vapeur.
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(1.17) traduit un calcul similaire au pre´ce´dent en suivant la vapeur qui monte du
plateau j + 1 au plateau j : le premier terme du second membre correspond a` la perte
de charge a` travers les trous du plateau j (aire Avapj ) ; le deuxie`me terme a` la hauteur de
liquide sur le plateau j.
(1.18) correspond au calcul du volume de re´tention liquide sur le plateau j.
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Figure 1.1: un plateau type de colonne a` distiller.
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Figure 1.2: une colonne a` distiller classique et sa re´gulation de base.
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1.2 Le mode`le dynamique de la colonne
Conside´rons une colonne pseudo-binaire standard dont le sche´ma de proce´de´ est celui de
la figure 1.2, page 23. Nous nous proposons, dans cette section, de de´crire en de´tail un
mode`le dynamique de simulation prenant en compte a` la fois les temps de se´jour et les
effets hydrauliques. Dans la section pre´ce´dente, nous avons de´ja` pre´sente´ les hypothe`ses et
les e´quations des plateaux 2, . . . , jF −1, jF +1, . . . , n−1. Nous n’y reviendrons pas. Pour
le plateau d’alimentation jF , il suffit de modifier le´ge`rement le syste`me (1.1), . . . , (1.8)
en rajoutant aux seconds membres des e´quations (1.1) et (1.2) respectivement les flux de
matie`re (FziF )
i=1,...,c et d’enthalpie FhF duˆs a` l’alimentation. Pour la teˆte et le fond, les
e´quations sont sensiblement diffe´rentes puisque l’hydraulique est alors conditionne´e par
les re´gulations de niveau.
1.2.1 Le ballon de reflux
Pour la teˆte de la colonne, nous supposons que :
– la condensation des vapeurs issues du plateau 2 est totale (pas de distillat vapeur) ;
la diffe´rence de pression entre le plateau 2 et le ballon de reflux (plateau 1) est
constante ;
– dans le ballon de reflux, le liquide et la vapeur sont homoge`nes et a` l’e´quilibre
thermodynamique ;
– un re´gulateur proportionnel-inte´gral (PI) commande la pression du plateau 2 en
agissant sur la puissance de condensation ;
– un re´gulateur PI commande le volume liquide dans le ballon de reflux en agissant
sur le de´bit de distillat ;
– le de´bit de reflux est fixe´ de fac¸on externe (commande en qualite´).
Ces hypothe`ses peuvent, bien entendu, eˆtre discute´es et modifie´es. Pour mode´liser la teˆte
d’un de´propaniseur ou d’un de´butaniseur de raffinerie, elles sont assez re´alistes compte
tenu du fonctionnement de ces colonnes et de la connaissance que nous en avons. En
particulier, nous ne mode´lisons pas pre´cisement les e´changeurs : pour ces colonnes, il
s’agit d’ae´rore´frige´rants dont les caracte´ristiques sont assez mal connues (encrassement,
e´changes biphasiques). Une mode´lisation pre´cise de ces e´changeurs de´passe largement
le cadre de notre e´tude. De plus, elle n’est pas re´ellement indispensable puisque les
constantes de temps ne´glige´es sont ge´ne´ralement petites.
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Nous obtenons les e´quations suivantes :
pour i = 1, . . . , c :
dN i1
dt
= V i2 − (1 +
D
Rfl
)Li1 (1.19)
dU1
dt
= hv(V2, T2, P2)
c∑
i=1
V i2 − hl(L1, T1, P1)(Rfl +D)−Qcond (1.20)
pour i = 1, . . . , c :
N i1 =
V liq1
vl(L1, T1, P1)
Li1
Rfl
+
V tot1 − V liq1
vv(y1, T1, P1)
yi1 (1.21)
U1 =
V liq1
vl(L1, T1, P1)
ul(L1, T1, P1) +
V tot1 − V liq1
vv(y1, T1, P1)
uv(y1, T1, P1) (1.22)
pour i = 1, . . . , c :
0 = µil(L1, T1, P1)− µiv(y1, T1, P1) (1.23)
1 =
c∑
i=1
yi1 (1.24)
Rfl =
c∑
i=1
Li1 (1.25)
P2 − P1 = ∆P cond (1.26)
D = KD
(
V liq1 − V liq,c1 +
ID
τDI
)
(1.27)
dID
dt
= V liq1 − V liq,c1 (1.28)
Qcond = KQ
cond
(
P2 − P c2 +
IQ
cond
τQ
cond
I
)
(1.29)
dIQ
cond
dt
= P2 − P c2 . (1.30)
Les inconnues sont
N1 = (N
i
1)
i=1,...,c, U1, L1 = (L
i
1)
i=1,...,c, y1 = (y
i
1)
i=1,...,c,
T1, P1, V
liq
1 , Q
cond, IQ
cond
, D, ID.
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Les grandeurs obtenues a` partir du mode`le thermodynamique sont
vl(L1, T1, P1), vv(y1, T1, P1), ul(L1, T1, P1), uv(y1, T1, P1), hl(L1, T1, P1),
hv(y1, T1, P1), (µ
i
l(L1, T1, P1))
i=1,...,c, (µiv(y1, T1, P1))
i=1,...,c.
Les parame`tres sont
V tot1 , K
D, τDI , K
Qcond , τQ
cond
I , ∆P
cond, P c2 , V
liq,c
1 .
La grandeur qui permet de modifier la se´paration dans la colonne est le de´bit de reflux
Rfl.
(1.19) et (1.20) sont les e´quations de conservation de la matie`re et de l’e´nergie. (1.21)
et (1.22) permettent de calculer les quantite´s de matie`re et d’e´nergie accumule´es a` partir
des compositions, des volumes, de la tempe´rature et de la pression. Les relations (1.23)
traduisent l’e´quilibre thermodynamique entre le liquide et la vapeur. (1.24) et (1.25) sont
des e´quations de normalisation. (1.26) introduit une perte de charge constante dans le
condenseur. (1.27) a` (1.30) repre´sentent les re´gulations de la pression et du niveau.
1.2.2 Le fond de la colonne
Pour le fond de la colonne, nous supposons que :
– le rebouillage est pris en compte globalement ; nous conside´rons uniquement qu’il
fournit de l’e´nergie sous forme de chaleur ;
– le liquide et la vapeur sont a` l’e´quilibre thermodynamique ;
– un re´gulateur PI commande le volume liquide en agissant sur le de´bit de re´sidu.
Ces hypothe`ses peuvent eˆtre modifie´es. En particulier, la dynamique du rebouilleur n’est
pas prise en compte. Pour le de´propaniseur et le de´butaniseur de raffinerie simule´s dans
cette e´tude, le rebouillage est assure´ par un rebouilleur thermosyphon. Comme pour les
ae´rore´frige´rants de teˆte, une mode´lisation pre´cise de tels e´changeurs est de´licate et de´passe
largement le cadre de ce travail. Nous supposons donc implicitement que la dynamique
du rebouilleur est stable et suffisament rapide pour eˆtre ne´glige´e. Ce qui est raisonnable
pour les deux colonnes qui nous inte´ressent.
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Nous obtenons les e´quations suivantes :
pour i = 1, . . . , c :
dN in
dt
= Lin−1 − Lin − V in (1.31)
dUn
dt
= hl(Ln−1, Tn−1, Pn−1)
c∑
i=1
Lin−1
−hl(Ln, Tn, Pn)
c∑
i=1
Lin − hv(Vn, Tn, Pn)
c∑
i=1
V in +Q
reb (1.32)
pour i = 1, . . . , c :
N in =
V liqn
vl(Ln, Tn, Pn)
Lin∑c
k=1 L
k
n
+
V totn − V liqn
vv(Vn, Tn, Pn)
V in∑c
k=1 V
k
n
(1.33)
Un =
V liqn
vl(Ln, Tn, Pn)
ul(Ln, Tn, Pn) +
V totn − V liqn
vv(Vn, Tn, Pn)
uv(Vn, Tn, Pn) (1.34)
pour i = 1, . . . , c :
0 = µil(Ln, Tn, Pn)− µiv(Vn, Tn, Pn) (1.35)
c∑
i=1
Lin = K
R
(
V liqn − V liq,cn +
IR
τRI
)
(1.36)
dIR
dt
= V liqn − V liq,cn (1.37)
Les inconnues sont
Nn = (N
i
n)
i=1,...,c, Un, Ln = (L
i
n)
i=1,...,c, Vn = (V
i
n)
i=1,...,c, Tn, Pn, V
liq
n , I
R.
Les grandeurs obtenues a` partir du mode`le thermodynamique sont
vl(Ln, Tn, Pn), vv(Vn, Tn, Pn), ul(Ln, Tn, Pn), uv(Vn, Tn, Pn), hl(Ln, Tn, Pn),
hv(Vn, Tn, Pn), (µ
i
l(Ln, Tn, Pn))
i=1,...,c, (µiv(Vn, Tn, Pn))
i=1,...,c.
Les parame`tres sont
V totn , K
R, τRI , V
liq,c
n .
La grandeur qui permet de modifier la se´paration dans la colonne est la puissance de
rebouillage Qreb.
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(1.31) et (1.32) sont les e´quations de conservation de la matie`re et de l’e´nergie. (1.33)
et (1.34) permettent de calculer les quantite´s de matie`re et d’e´nergie accumule´es a` partir
des compositions, des volumes, de la tempe´rature et de la pression. Les relations (1.35)
traduisent l’e´quilibre thermodynamique entre le liquide et la vapeur. (1.36) et (1.37)
repre´sentent la re´gulation du niveau.
1.2.3 La colonne entie`re
Le mode`le dynamique complet de la colonne se construit simplement a` partir des trois
mode`les e´le´mentaires (plateau ge´ne´rique, condenseur et ballon de reflux, rebouilleur et
fond de colonne) de´taille´s ci-dessus. Le syste`me d’e´quations diffe´rentielles ordinaires et
d’e´quations alge´briques re´unit
– pour le ballon de reflux (e´tage j = 1), les e´quations (1.19) a` (1.30) ;
– pour chacun des plateaux j dans {2, . . . , n− 1}, les e´quations (1.1) a` (1.8)4 ;
– pour le fond de la colonne (e´tage j = n), les e´quations (1.31) a` (1.37).
Synthe´tiquement, un tel syste`me s’e´crit

dξ
dt
= Ξ(ξ, γ, t)
0 = Γ(ξ, γ, t).
(1.38)
Les composantes de ξ, le vecteur des inconnues diffe´rentielles, sont
(N ij)
i=1,...,c
j=1,...,n, (Uj)j=1,...,n, I
D, IQ
cond
, IR.
Les composantes de γ, le vecteur des inconnues alge´briques, sont
(Lij)
i=1,...,c
j=1,...,n, (V
i
j )
i=1,...,c
j=2,...,n, (Tj)j=1,...,n, (Pj)j=1,...,n,
(yi1)
i=1,...,n, (V liqj , zj)j=2,...,n−1, V
liq
1 , V
liq
n , Q
cond, D.
Dans les fonctions Ξ et Γ interviennent le mode`le thermodynamique, le mode`le hy-
draulique, les coefficients des re´gulateurs PI. Ξ et Γ de´pendent aussi explicitement du
temps par l’interme´diaire de l’alimentation ((FziF )
i=1,...,c et FhF ), des trois consignes de
re´gulations (P c2 , V
liq,c
1 et V
liq,c
n ), du de´bit de reflux (R
fl) et de la puissance de rebouillage
(Qreb).
4 Ne pas oublier, pour le plateau jF , les flux duˆs a` l’alimentation dans les seconds membres de (1.1)
et (1.2). L’e´quation (1.6) du plateau n− 1, doit eˆtre le´ge`rement modifie´e car l’e´tage n n’est pas un vrai
plateau.
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Remarquons que la dimension de ξ est (c + 1)n + 3. Celle de γ est (2c + 4)n. La
taille de (1.38) vaut donc (3c + 5)n + 3. Pour un de´propaniseur de n = 42 plateaux et
c = 4 compose´s, le syste`me comporte 717 e´quations. Pour un de´butaniseur de 35 plateaux
et 6 compose´s, le syste`me comporte 808 e´quations. La taille du syste`me peut donc eˆtre
importante mais sa structure est creuse.
1.2.4 La re´solution nume´rique avec SPEEDUP
Soit donc une condition initiale (ξ0, γ0) ve´rifiant 0 = Γ(ξ0, γ0, 0). La partie alge´brique
de (1.38) peut eˆtre, au moins formellement, inverse´e pour fournir γ en fonction de ξ et du
temps t : γ = Φ(ξ, t). En effet, cette partie alge´brique n’est pas de´ge´ne´re´e : sur chaque
plateau j5, les e´quations (1.3), (1.4), (1.5), (1.6), (1.7) et (1.8) permettent de calculer Lj,
Tj, Vj, Pj, zj et V
liq
j en fonction de Nj et Uj.
Ainsi, re´soudre (1.38) revient a` re´soudre le syste`me d’e´quations diffe´rentielles ordi-
naires en ξ,
dξ
dt
= Ξ(ξ,Φ(ξ, t), t),
avec comme condition initiale ξ(t = 0) = ξ0. Nous savons que ce syste`me admet une
solution unique ξ(t) puisque les fonctions Ξ et Φ sont re´gulie`res (voir [3] page 56). (1.38)
admet donc une unique solution, (ξ(t), γ(t) = Φ(ξ(t), t)), passant par (ξ0, γ0) a` t = 0.
Pour de tels syste`mes alge´bro-diffe´rentiels6, Gear a montre´ [27] que la me´thode d’inte´gration
qui porte son nom, converge et fonctionne correctement.
Plusieurs programmes de calcul utilisent la me´thode de Gear pour inte´grer nume´riquement
de tels syste`mes. Deux des plus connus sont LSODE-LSODI [34] de´veloppe´ par Hindmarsh
et DASSL [67] de´veloppe´ par Petzold. Pour la re´solution nume´rique du mode`le (1.38),
nous avons utilise´ le logiciel SPEEDUP de´veloppe´ a` l’Imperial College [72, 64]. Les al-
gorithmes d’inte´gration utilise´s par SPEEDUP sont tre`s similaires a` ceux de LSODE ou
DASSL. SPEEDUP comporte e´galement tout un environnement qui facilite grandement
l’e´criture et la mise au point de mode`les de simulation de grandes dimensions. Nous avons
utilise´ le logiciel de la fac¸on suivante:
– e´criture du mode`le (1.38) dans le langage SPEEDUP, langage adapte´ a` la description
synthe´tique de mode`les dynamiques de proce´de´s a` partir d’e´quations diffe´rentielles
et d’e´quations alge´briques ;
– calcul du re´gime stationnaire aux conditions ope´ratoires initiales ;
– a` partir du re´gime stationnaire, inte´gration nume´rique du mode`le lorsque les condi-
tions ope´ratoires varient de fac¸on continuˆment de´rivable.
5Les calculs sont le´ge`rement diffe´rents pour les plateaux 1 et n.
6Nous verrons dans le chapitre 2 que de tels syste`mes alge´bro-diffe´rentiels sont d’index 1.
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1.2.5 Donne´es de simulation du de´propaniseur
Un de´propaniseur est une colonne qui se´pare un me´lange de propane et de butane en
deux : en teˆte sort le propane avec un peu de butane ; en fond sort le butane avec un peu
de propane. Pour le de´propaniseur de raffinerie que nous avons simule´, les parame`tres
sont les suivants (nous utilisons les notations de´cimales anglaises) :
– n = 42 plateaux ;
– le plateau d’alimentation est place´ en jF = 21 ;
– c = 4 compose´s (i = 1 l’e´thane, i = 2 le propane, i = 3 le normal-butane, i = 4 le
normal-pentane) ;
– le profil de re´tentions est approximativement7
– V tot1 = 10, 8 m
3 et V liq,c1 = 8, 7 m
3,
– V totj = 1, 0 m
3 et V liqj = 0, 1 m
3 pour j = 1, . . . , 20,
– V totj = 2, 0 m
3 et V liqj = 0, 15 m
3 pour j = 21, . . . , 41,
– V totn = 8, 4 m
3 et V liq,cn = 2, 3 m
3 ;
– la diffe´rence de pression entre deux plateaux conse´cutifs est d’environ 800 Pa ;
– ∆P cond = 0, 5 105 Pa ;
– les parame`tres des 3 re´gulateurs P.I. sont
– KD = 5, 0 kmol/mn/m3 et τDI = 5, 0 mn,
– KQ
cond
= 2000 J/mn/Pa et τQ
cond
I = 2, 0 mn (re´gulation a` grand gain),
– KR = 1, 0 kmol/mn/m3 et τRI = 5, 0 mn ;
– les parame`tres du mode`le thermodynamique sont donne´s par le tableau
i = T iC (K) P
i
C (Pa) ω
i
1 305,4 48,84 105 0,098
2 369,8 42,46 105 0,152
3 416,6 37,20 105 0,185
4 469,6 33,74 105 0,251
(les coefficients d’interaction binaire ki,j sont tous e´gaux a` 0).
7Les coefficients hydrauliques λaer, λliq, λvap et λdev sont ceux fournis par Van Winkle [93] et repris
par Gallun et Holland [22]. Les parame`tres ge´ome´triques du plateaux sont ceux de la colonne re´elle.
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Toutes les simulations pre´sente´es dans cette the`se de´marrent du meˆme re´gime stationnaire.
Il est le suivant :
– de´bit de charge F = 5, 0 kmol/mn ;
– tempe´rature de la charge TF = 340, 0 K ;
– pression de la charge PF = 16, 0 10
5 Pa ;
– composition globale de la charge zF = (z
i
F )
i=1,...,4, avec
– z1F = 0, 025,
– z2F = 0, 350,
– z3F = 0, 600,
– z4F = 0, 025 ;
– pression de teˆte P c2 = 15, 0 10
5 Pa ;
– fraction molaire de butane dans le distillat 0, 005 ;
– fraction molaire de propane dans le re´sidu 0, 005.
Sous ces conditions ope´ratoires, la charge est liquide.
1.2.6 Donne´es de simulation du de´butaniseur
Un de´butaniseur est une colonne qui se´pare un me´lange de propane, butane, pentane
et d’essence en deux : en teˆte sortent le propane et le butane avec un peu de pentane ;
en fond sortent le pentane et l’essence avec un peu de butane. Pour le de´butaniseur de
raffinerie que nous avons simule´, les parame`tres sont les suivants :
– n = 38 plateaux ;
– le plateau d’alimentation est place´ en jF = 20 ;
– c = 6 compose´s (i = 1 l’e´thane, i = 2 le propane, i = 3 le normal-butane, i = 4 le
normal-pentane, i = 5 pseudo-compose´ repre´sentant l’essence le´ge`re, i = 6 pseudo-
compose´ repre´sentant l’essence lourde) ;
– le profil de re´tentions est approximativement8
– V tot1 = 23, 0 m
3 et V liq,c1 = 12, 0 m
3,
8Les coefficients hydrauliques λaer, λliq, λvap et λdev sont ceux fournis par Van Winkle [93] et repris
par Gallun et Holland [22]. Les parame`tres ge´ome´triques du plateaux sont ceux de la colonne re´elle.
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– V totj = 3, 0 m
3 et V liqj = 0, 4 m
3 pour j = 1, . . . , 20,
– V totj = 7, 8 m
3 et V liqj = 0, 8 m
3 pour j = 21, . . . , 41,
– V totn = 60, 0 m
3 et V liq,cn = 25, 0 m
3 ;
– la diffe´rence de pression entre deux plateaux conse´cutifs est d’environ 600 Pa ;
– ∆P cond = 0, 5 105 Pa ;
– les parame`tres des 3 re´gulateurs P.I. sont
– KD = 1, 0 kmol/mn/m3 et τDI = 5, 0 mn,
– KQ
cond
= 5200 J/mn/Pa et τQ
cond
I = 2, 0 mn (re´gulation a` grand gain),
– KR = 0, 4 kmol/mn/m3 et τRI = 5, 0 mn ;
– les parame`tres du mode`le thermodynamique sont donne´s par le tableau
i T iC (K) P
i
C (Pa) ω
i
1 305,4 48,84 105 0,098
2 369,8 42,46 105 0,152
3 416,6 37,20 105 0,185
4 469,6 33,74 105 0,251
5 519,4 28,39 105 0,288
6 573,6 23,87 105 0,366
(les coefficients d’interaction binaire ki,j sont tous e´gaux a` 0).
Toutes les simulations pre´sente´es dans cette the`se de´marrent du meˆme re´gime stationnaire.
Il est le suivant :
– de´bit de charge F = 25, 0 kmol/mn ;
– tempe´rature de la charge TF = 396, 0 K ;
– pression de la charge PF = 11, 0 10
5 Pa ;
– composition globale de la charge zF = (z
i
F )
i=1,...,6, avec
– z1F = 0, 005,
– z2F = 0, 060,
– z3F = 0, 140,
– z4F = 0, 055,
– z5F = 0, 530,
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– z6F = 0, 210 ;
– pression de teˆte P c2 = 9, 0 10
5 Pa ;
– fraction molaire de pentane dans le distillat 0, 001 ;
– fraction molaire de butane dans le re´sidu 0, 005.
Sous ces conditions ope´ratoires, la charge est liquide.
1.3 Liste des symboles
Lettres latines
Adevj : aire de la section du de´versoir du plateau j.
Aliqj : aire du trou par lequel passe le liquide en fond du de´versoir du plateau j.
Aplatj : aire de la surface active du plateau j.
Avapj : aire des trous par lesquels la vapeur entre sur le plateau j.
c : le nombre de compose´s (c ≥ 2).
D : flux molaire de distillat.
FhF : flux enthalpique de l’alimentation.
(FziF )
i=1,...,c : flux molaires partiels de l’alimentation.
g : acce´le´ration de la pesanteur.
h : enthalpie molaire.
hl : enthalpie molaire liquide.
hv : enthalpie molaire vapeur.
hplatj : hauteur du bec de de´versoir du plateau j.
ID : terme inte´gral du re´gulateur de niveau du ballon de reflux.
IQ
cond
: terme inte´gral du re´gulateur de la pression de teˆte.
IR : terme inte´gral du re´gulateur de niveau du fond de la colonne.
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ki,j : coefficient d’interaction binaire entre le compose´ i et le compose´ j pour le mode`le
thermodynamique de Soave.
KD : gain proportionnel du re´gulateur de niveau du ballon de reflux.
KQ
cond
: gain proportionnel du re´gulateur de la pression de teˆte.
KR : gain proportionnel du re´gulateur de niveau du fond de colonne.
ldevj : longueur du bec de de´versoir du plateau j.
Lj = (L
i
j)
i=1,...,c : flux molaires partiels de liquide quittant le plateau j.
ml : masse molaire du liquide.
mv : masse molaire de la vapeur.
n : le nombre de plateaux (n ≥ 5).
Nj = (N
i
j)
i=1,...,c : re´tentions molaires partielles sur le plateau j.
P : pression.
Pj : pression sur le plateau j.
P c2 : consigne du re´gulateur de pression de teˆte.
P iC : pression critique du compose´ i.
Pstd : pression standard.
Qcond : puissance de condensation en teˆte de colonne.
Qreb : puissance de rebouillage en fond de colonne.
R : constante des gaz parfaits.
Rfl : flux molaire de reflux.
T : tempe´rature.
Tj : tempe´rature sur le plateau j.
T iC : tempe´rature critique du compose´ i.
u : e´nergie interne molaire.
ul : e´nergie interne molaire liquide.
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uv : e´nergie interne molaire vapeur.
Uj : re´tention d’e´nergie interne sur le plateau j.
v : volume molaire.
vl : volume molaire liquide.
vv : volume molaire vapeur.
Vj = (V
i
j )
i=1,...,c : flux molaires partiels de vapeur quittant le plateau j.
V liqj : volume de liquide du plateau j.
V liq,c1 : consigne du re´gulateur de niveau du ballon de reflux (volume de liquide).
V liq,cn : consigne du re´gulateur de niveau du fond de la colonne (volume de liquide).
V totj : volume total du plateau j.
V liq,j : volume de liquide du plateau j, somme du volume sur le plateau lui meˆme et du
volume dans le de´versoir.
y1 = (y
i
1)
i=1,...,c : fractions molaires dans la vapeur du ballon de reflux (j = 1).
z = (zi)i=1,...,c : fractions molaires.
zj : hauteur de liquide dans le de´versoir du plateau j.
Z : facteur de compressibilite´.
Lettres grecques
∆liq,jP : diffe´rence de pression entre les plateaux j et j+1 calcule´e en suivant de trajet du
liquide.
∆vap,jP : diffe´rence de pression entre les plateaux j et j + 1 calcule´e en suivant de trajet
de la vapeur.
λaer : coefficient d’ae´ration du liquide sur le plateau.
λliq : coefficient de re´sistance hydraulique du liquide.
λdev : coefficient de re´sistance hydraulique du liquide pour la loi de de´versoir.
λvap : coefficient de re´sistance hydraulique de la vapeur.
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µi : potentiel chimique du compose´ i.
µil : potentiel chimique du compose´ i dans le liquide.
µiv : potentiel chimique du compose´ i dans la vapeur.
φi : coefficient de fugacite´ du compose´ i.
τDI : temps inte´gral du re´gulateur du niveau du ballon de reflux.
τQ
cond
I : temps inte´gral du re´gulateur de la pression de teˆte.
τRI : temps inte´gral du re´gulateur du niveau du fond de la colonne.
ωi : coefficient acentrique du compose´ i.
Indices
j : nume´ro de plateau (j = 1 ballon de reflux, j = jF plateau d’alimentation, j = n fond
de colonne et rebouilleur).
jF : nume´ro du plateau d’alimentation.
n : nombre de plateaux de la colonne, teˆte et fond compris.
l : associe´ au liquide.
v : associe´ a` la vapeur.
Exposants
i : nume´ro de compose´ (1 ≤ i ≤ c avec c le nombre de compose´s).
liq : associe´ au liquide.
plat : associe´ au plateau.
vap : associe´ a` la vapeur.
Chapter 2
Syste`mes alge´bro-diffe´rentiels et
simulation
2.1 Position du proble`me
La re´solution nume´rique d’un syste`me alge´bro-diffe´rentiel quelconque ne se re´sume pas,
en ge´ne´ral, a` re´soudre d’un cote´ les e´quations alge´briques et de l’autre les e´quations
diffe´rentielles ordinaires. Les couplages entre la partie alge´brique et la partie diffe´rentielle
du syste`me font que, sauf cas particuliers, un algorithme de re´solution nume´rique du
syste`me ne peut pas eˆtre la simple juxtaposition d’un algorithme d’inte´gration d’e´quations
diffe´rentielles ordinaires et d’un algorithme de re´solution d’e´quations alge´briques. Comme
le montre Petzold [66], la me´thode de Gear, une me´thode d’inte´gration nume´rique d’e´quations
diffe´rentielles ordinaires, ne permet pas de re´soudre n’importe quel syste`me alge´bro-
diffe´rentiel.
Le mode`le de colonne du chapitre 1 a e´te´ de´libe´re´ment construit de fac¸on a` pouvoir eˆtre
re´solu nume´riquement par la me´thode de Gear. Re´cemment, Pantelides et al. [65] soulig-
nent que, pour des mode`les de simulation de colonne quasiment identiques aux noˆtres,
de se´rieux proble`mes nume´riques peuvent apparaˆıtre. En effet, des mode`les, dont les hy-
pothe`ses physiques sont tre`s proches ainsi que les solutions, peuvent eˆtre tre`s diffe´rents
d’un point de vue structurel.
Conside´rons le ballon de flash de la figure 2.1. Faisons, dans un premier temps les
hypothe`ses suivantes :
– les me´langes sont parfaits dans les deux phases et celles-ci sont a` l’e´quilibre ther-
modynamique ;
– les parois du flash sont adiabatiques et la pression est constante (la re´gulation de la
pression est parfaite) ;
– le nombre de moles liquides nL et le nombre total de moles ntot dans le ballon sont
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Figure 2.1: un flash isenthalpique a` pression P constante.
constants (la re´gulation du niveau de liquide est parfaite).
Si on note
– c le nombre de constituants, T la tempe´rature, P la pression,
– F = (Fi)i=1,...,c les flux molaires d’alimentation, h
F son enthalpie molaire,
– hL et hV les enthalpies molaires du liquide et de la vapeur,
– µL = (µLi )i=1,...,c et µ
V = (µVi )i=1,...,c les potentiels chimiques dans le liquide et dans
la vapeur,
– L = (Li)i=1,...,c et V = (Vi)i=1,...,c les flux molaires de liquide et de vapeur sortant
du ballon,
– n = (ni)i=1,...,c et h les re´tentions molaires et enthapique,
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les e´quations du mode`le sont

dn
dt
= F − L− V
dh
dt
= FhF − (∑ci=1 Li) hL(L, T, P )− (∑ci=1 Vi) hV (V, T, P )
n =
nL∑c
i=1 Li
L +
ntot − nL∑c
i=1 Vi
V
h = nlhL(L, T, P ) + (ntot − nl) hV (V, T, P )
µL(L, T, P ) = µV (V, T, P ).
Ainsi, le mode`le s’e´crit sous la forme semi-implicite x˙ = f(x, y), 0 = g(x, y), avec x =
(n, h) et y = (L, V, T ). Comme les grandeurs thermodynamiques qui interviennent dans
les e´quations alge´briques sont des fonctions homoge`nes de degre´ 0 par rapport a` L et V ,
∂g
∂y
n’est pas inversible. Il n’est donc pas possible d’obtenir directement y en fonction
des variables diffe´rentielles x uniquement avec g(x, y) = 0. Il faut ne´cessairement faire
intervenir les e´quations diffe´rentielles x˙ = f(x, y) en de´rivant formellement g(x, y) = 0
par rapport au temps. Or, cette de´rivation est a` l’origine des proble`mes qui apparaissent
lors de la re´solution nume´rique de ce syste`me.
Modifions le´ge`rement notre mode`le de flash de fac¸on en prendre en compte les dy-
namiques des re´gulations de la pression P et de la re´tention liquide nL. Les hypothe`ses
pre´ce´dentes relatives a` P et nL sont remplace´es par :
– P est re´gule´e avec le de´bit V par une action proportionnelle ;
– nL est re´gule´e avec le de´bit L par une action proportionnelle.
Ainsi nL et P deviennent des inconnues supple´mentaires associe´es aux deux e´quations
alge´briques de re´gulation : ∑c
i=1 Li = KL(n
L − nL,c)∑c
i=1 Vi = KV (P − P c)
(KL et KV sont les gains des deux re´gulateurs, n
L,c et P c sont les deux consignes). Sur
ce nouveau mode`le, il est alors clair que les e´quations alge´briques peuvent eˆtre inverse´es
par rapport aux inconnues alge´briques. Ainsi, il est possible de se ramener directement
a` un syste`me diffe´rentiel ordinaire. Pour cette classe de syste`mes alge´bro-diffe´rentiels,
Gear [27] a de´montre´ que sa me´thode nume´rique d’inte´gration est parfaitement adapte´e.
Ce nouveau syste`me n’a donc pas du tout la meˆme structure que l’ancien. Pourtant, si
l’on fait tendre les gains des deux re´gulateurs vers l’infini, le nouveau mode`le tend vers
l’ancien (au sens des perturbations singulie`res, voir le the´ore`me de Tikhonov, annexe D).
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Comme le souligne Petzold [66], la re´solution nume´rique de ce type de syste`mes qui,
a priori, est possible avec la me´thode de Gear, peut ne´anmoins eˆtre difficile lorsque les
gains des re´gulateurs deviennent importants. Ainsi, il est illusoire de croire que l’on puisse
re´soudre nume´riquement l’ancien mode`le en l’approximant par le nouveau avec des gains
de re´gulateurs tre`s importants.
Qualitativement, les choses peuvent eˆtre tre`s similaires, si, pour le mode`le de colonne
a` distiller du chapitre 1, l’hydrodynamique conduit a` des volumes de re´tentions presque
constants, a` des diffe´rences de pression entre les plateaux presque constantes, et si les
re´gulations de niveau et de pression sont quasiment parfaites. Heureusement, nous ne
nous sommes pas heurte´s a` ce genre de difficulte´s nume´riques pour les colonnes simule´es
dans cette the`se. Cependant, il n’est pas exclu qu’avec d’autres parame`tres hydrauliques,
des proble`mes nume´riques d’inte´gration surgissent. C’est pourquoi, il nous est apparu
utile d’approfondir la question.
Comme le sugge`rent Gear et Petzold [29], re´soudre

dx
dt
= f(x, y)
0 = g(x, y)
revient a` inverser un syste`me dynamique. L’objet de ce chapitre est de montrer l’inte´reˆt
d’utiliser certains re´sultats de la the´orie de la commande des syste`mes non line´aires pour
aborder ce proble`me. La notion d’index, si utile pour analyser les difficulte´s nume´riques
de re´solution, a e´te´ introduite pour la premie`re fois en 1981 par Sincovec et al. [81] pour
les syste`mes alge´bro-diffe´rentiels line´aires. Depuis, cette notion a e´te´ reprise et utilise´e
sans de´finition pre´cise dans le cas non line´aire [50, 29, 28, 63].
En s’appuyant sur des travaux re´cents relatifs a` l’inversion de syste`me dynamique, il
est possible d’e´tendre de fac¸on rigoureuse aux syste`mes non line´aires la notion d’index et
de proposer pour chaque syste`me d’index fini une forme canonique similaire a` celle du cas
line´aire. Ces re´sultats s’appuient sur un algorithme d’inversion rappele´ dans l’annexe A
et fonde´ sur une me´thode d’e´limination introduite par Silverman [80] pour les syste`mes
dynamiques line´aires (x˙ = Ax + Bu, y = Cx) et e´tendue par la suite aux syste`mes non
line´aires ([36, 35, 82, 13] pour les syste`mes (x˙ = A(x) + B(x)u, y = C(x)) et [49] pour
les syste`mes (x˙ = f(x, u), y = h(x, u))).
La distinction usuelle [68] entre les syste`mes alge´bro-diffe´rentiels semi-implicites, x˙ =
f(x, y), 0 = g(x, y), et les syste`mes comple`tement implicites, 0 = h(x, x˙), ne nous est
pas apparue utile ici. Ainsi, tout au long de ce chapitre, nous conside´rons le syste`me
alge´bro-diffe´rentiel analytique ge´ne´ral,
(Σ) h(x,
dx
dt
) = 0
(x ∈ IRn, h une fonction analytique a` valeurs dans IRn), qu’il soit re´ellement implicite ou
seulement semi-implicite. Notre de´finition de l’index repose plutoˆt sur des manipulations
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alge´briques et diffe´rentielles que sur les notions classiques d’e´tat, de commande et de sortie
qui interviennent directement pour les syste`mes semi-implicites. Nous sommes conscients
que, sur le plan de la forme, de´finir l’index par les re´sultats d’un algorithme n’est pas une
fac¸on intrinse`que de proce´der1.
Cependant, notre de´marche a le me´rite de ne faire appel qu’a` un nombre limite´ d’outils
mathe´matiques. Tout d’abord, nous pre´sentons sur un exemple la me´thode d’e´limination
qui est a` la base de l’algorithme d’inversion pre´sente´ en de´tail dans l’annexe A. Ensuite,
nous montrons comment cet algorithme d’inversion permet de ge´ne´raliser rigoureusement
la notion d’index et de forme canonique dans le cas ou` le syste`me alge´bro-diffe´rentiel
(Σ) est non line´aire. Puis, nous utilisons cette forme canonique pour bien mettre en
e´vidence les limitations et les difficulte´s auxquelles se heurtent les me´thodes nume´riques
de re´solution comme la me´thode de Gear. Enfin, nous proposons, a` partir de l’algorithme
d’inversion, une proce´dure explicite ayant un minimum de de´rivations et de manipulations
formelles, pour tranformer un syste`me d’index e´leve´ en un syste`me d’index 1 pour lequel
la me´thode de Gear converge.
2.2 Syste`mes alge´bro-diffe´rentiels et inversion
Conside´rons le syste`me alge´bro-diffe´rentiel semi-implicite

dx
dt
= f(x, u)
0 = h(x, u)
(x ∈ IRn, u ∈ IRm, f analytique a` valeurs dans IRn, h analytique a` valeurs dans IRm).
Re´soudre ce syste`me alge´bro-diffe´rentiel ou inverser le syste`me dynamique

dx
dt
= f(x, u)
y = h(x, u).
en imposant aux sorties y d’eˆtre nulles a` chaque instant, revient exactement au meˆme.
Ce n’est qu’une question de vocabulaire. Les variables u sont interpre´te´es comme des
commandes, les variables y = h(x, u) comme des sorties, les variables x comme l’e´tat,
la fonction f(x, u) comme la dynamique en boucle ouverte, la fonction h(x, u) comme la
fonction de sortie. En the´orie de la commande, le proble`me s’e´nonce ainsi : connaissant
1 En fait, la notion d’index se rattache a` la notion de rang diffe´rentiel de sortie introduite par Fliess [19],
aux travaux sur le de´couplage par retour dynamique de l’e´tat (voir par exemple [62, 13]) et a` l’inversion
(voir par exemple [35, 82, 49, 73]). Signalons aussi les liens qui existent e´galement avec l’approche
ge´ome´trique introduite par Byrnes et Isidori dans le contexte de l’annulation des sorties [9]. Re´cemment,
un papier de di Benedetto et al. [14] fait le lien entre tous ces travaux et les algorithmes constructifs qu’ils
proposent, en utilisant l’approche diffe´rentielle-alge´brique pre´conise´e par Fliess [20].
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la loi horaire des sorties (ici les sorties sont nulles a` chaque instant), calculer la loi horaire
des commandes, u(t) pour t ≥ 0, sachant qu’elles agissent sur les sorties h(x, u) par
l’interme´daire de l’e´quation diffe´rentielle x˙ = f(x, u). Autrement dit, connaissant les
sorties, calculer les entre´es. D’ou` le nom d’inversion donne´ a` ce proble`me.
L’inversion de syste`me est un proble`me tre`s e´tudie´ et pour lequel des algorithmes
ge´ne´raux de re´solution existent. Dans l’annexe A, nous en pre´sentons un. L’ide´e consti-
tutive de cet algorithme est en fait e´le´mentaire et repose sur un principe d’e´limination
de´ja` utilise´ par Silverman pour les syste`mes line´aires [80]. Pour comprendre ce principe, le
plus simple est de conside´rer un exemple, qui e´claire les de´veloppements ge´ne´raux parfois
lourds de l’annexe A2.
Soit le syste`me alge´bro-diffe´rentiel suivant :

x˙1 = x1 + 2x1u1u2
x˙2 = x3 + x1u1u2
x˙3 = x3 + x4 + x3u2
x˙4 = x4 + u1u2
0 = 1 + x1 + x1u1u2
0 = x2 + x1u1u2.
On note x = (x1, x2, x3, x4) et u = (u1, u2).
Etape 0 Il est clair que nous ne pouvons pas calculer u a` partir de{
0 = 1 + x1 + x1u1u2
0 = x2 + x1u1u2.
En effet, le rang de ce syste`me par rapport a` u est 1 (µ0 = 1, cf. annexe A). Donc
ne´cessairement, il contient implicitement une e´quation qui ne de´pend que de x. Pour
l’obtenir, il suffit ici de faire la diffe´rence entre les deux e´quations. On obtient alors le
syste`me, {
0 = 1 + x1 + x1u1u2
0 = 1 + x1 − x2,
e´quivalent alge´briquement au syste`me de de´part et qui se de´compose en deux parties : une
premie`re partie (ici la premie`re e´quation) dont la de´pendance par rapport a` u1 et u2 est
maximum ; une seconde partie (ici la seconde e´quation) qui ne de´pend que de x. Le nom
d’e´limination donne´ a` cette me´thode s’explique alors clairement. En effet, elle consiste
a` re´e´crire, de fac¸on alge´briquement e´quivalente, le syste`me en e´liminant au maximum la
pre´sence de u dans les e´quations.
2Tre`s souvent, lors de la construction de mode`les dynamiques de syste`mes a` partir de lois physiques,
ce principe d’e´limination est utilise´ implicitement en choisissant intuitivement les bonnes variables
inde´pendantes pour de´crire le syste`me. Par exemple, pour e´crire les e´quations qui re´gissent le comporte-
ment dynamique d’un simple pendule, les coordonne´es carte´sienne ne sont pas les bonnes coordonne´es.
On leur pre´fe`re syste´matiquement les coordonne´es polaires qui sont parfaitement adapte´es au proble`me.
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Etape 1 On peut maintenant continuer en de´rivant par rapport au temps la seconde
e´quation3. En utilisant les e´quations relatives a` x˙, on obtient ainsi un nouveau syste`me,{
0 = 1 + x1 + x1u1u2
0 = x1 − x3 + x1u1u2,
alge´briquement inde´pendant du pre´ce´dent. Son rang par rapport a` u est toujours e´gal a`
1 (µ0 = µ1 = 1, cf. annexe A). Par soustraction, on obtient le syste`me,{
0 = 1 + x1 + x1u1u2
0 = x3 + 1,
alge´briquement e´quivalent et en deux parties comme a` l’e´tape pre´ce´dente.
Etape 2 On de´rive par rapport au temps la seconde e´quation et on obtient le syste`me{
0 = 1 + x1 + x1u1u2
0 = x3 + x4 + x3u2.
Son rang par rapport a` u est e´gal 2 (µ2 = 2, cf. annexe A). Par inversion de ce syste`me
alge´brique, nous obtenons en u en fonction de x :

u1u2 = −1 + x1
x1
u2 = −x3 + x4
x3
.
Fin de la re´solution En remplac¸ant u par sa valeur dans les e´quations donnant x˙, on
obtient 

x˙1 = x1 − 2(1 + x1)
x˙2 = x3 − (1 + x1)
x˙3 = 0
x˙4 = x4 − 1 + x1
x1
.
C’est un syste`me diffe´rentiel ordinaire qui admet, localement au moins, une solution
unique si l’on fixe la condition initiale x0. Supposons que x0 ve´rifie les deux e´quations ne
de´pendant que de x et obtenues lors des deux e´tapes 0 et 1 :{
1 + x01 − x02 = 0
1 + x03 = 0.
3Si nous avions directement de´rive´ l’une des deux e´quations de{
0 = 1 + x1 + x1u1u2
0 = x2 + x1u1u2,
nous aurions obtenu des termes en u˙ dont nous n’avons que faire.
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Puisque x˙3 = 0, on a x3 = −1 a` chaque instant. Il est alors imme´diat de voir que
x˙1 − x˙2 = 0 et donc que 1 + x1 − x2 = 0 a` chaque instant.
Nous avons en fait montre´ que, pour qu’il existe une solution au syste`me alge´bro-
diffe´rentiel de de´part ayant comme condition initiale x0 et u0 ve´rifiant les e´quations
alge´briques, {
0 = 1 + x01 + x
0
1u
0
1u
0
2
0 = x02 + x
0
1u
0
1u
0
2,
il faut et il suffit qu’en plus la condition initiale x0 et u0 ve´rifie deux autres e´quations,
alge´briquement inde´pendantes des deux premie`res, qui sont obtenues au cours des e´tapes
1 et 2 : 
 u02 = −
x03 + x
0
4
x03
1 + x03 = 0.
Nous voyons donc sur cet exemple l’inte´reˆt des me´thodes d’inversion pour re´soudre, au
moins formellement, les syste`mes alge´bro-diffe´rentiels. Les sections suivantes mettent en
œuvre, dans le cas ge´ne´ral des syste`mes implicites, les diverses ide´es utilise´es pour traiter
cet exemple particulier.
2.3 Index et forme canonique
Cas ge´ne´ral des syste`mes implicites
Soit le syste`me implicite (Σ)
(Σ) h(x,
dx
dt
) = 0
avec x ∈ IRn et h une fonction analytique a` valeurs dans IRn. Conside´rons le syste`me
e´tendu (Σe)
(Σe)


dx
dt
= u
0 = h(x, u).
De la de´finition 3 de l’annexe A a` la page 189, nous tirons la de´finition suivante.
De´finition 1. L’ordre relatif α du syste`me e´tendu (Σe) est appele´ index du syste`me
alge´bro-diffe´rentiel implicite (Σ).
Ainsi de´fini, l’index ne de´pend pas du choix des variables pour e´crire le syste`me (Σ).
Le lemme 6 de la page 189 implique que, si l’index est fini, il est ne´cessairement infe´rieur
ou e´gal a` n, la dimension de (Σ). Dans le cas des syste`mes semi-implicites
(S)


dx
dt
= f(x, u)
0 = h(x, u),
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il est clair que l’index est e´gal a` l’ordre relatif plus 1, et que, si l’index est fini, il est
infe´rieur ou e´gal au nombre d’e´quations diffe´rentielles plus 1.
Pour eˆtre valable, cette de´finition doit correspondre a` la de´finition de l’index donne´e
par Petzold [66] dans le cas ou` (Σ) est line´aire. Nous le montrerons apre`s avoir e´tabli
que tout syste`me d’index fini posse`de une forme particulie`re dite forme canonique. A
l’exception du fait que la commande intervient non line´airement, l’e´tablissement de telles
formes canoniques pour des syste`mes alge´bro-diffe´rentiels semi-implicites est classique
du point de vue de la the´orie de la commande, si l’on observe qu’elles interviennent de
fac¸on plus ou moins apparente dans les de´monstrations de nombreux re´sultats (voir, par
exemple, la de´monstration du the´ore`me 3.2 de [73]). Cependant, nous ne connaissons pas
de re´fe´rence qui traite explicitement des formes canoniques pour les syste`mes non line´aires
en e´tat et en commande. De plus, pour les syste`mes alge´bro-diffe´rentiels non line´aires
implicites, c’est la premie`re fois, a` notre connaissance, que de telles formes canoniques
sont e´tablies. C’est pourquoi nous avons juge´ utile de de´montrer l’ensemble des re´sultats
a` partir de l’algorithme d’inversion pre´sente´ dans l’annexe A.
The´ore`me 1. Soit le syste`me alge´bro-diffe´rentiel (Σ). Supposons que son index α soit
fini. Alors il existe un changement de variables sur x, ξ = Ξ(x)4, avec Ξ diffe´omorphisme
et ξ se de´composant en plusieurs groupes de composantes
ξ = (ξ1, . . . , ξα, ζ) avec dim(ξ1) ≤ dim(ξ2), . . . ,≤ dim(ξα),
de sorte que le syste`me (Σ) s’e´crive avec ces nouvelles variables de la fac¸on suivante
(Σc)


ξ1 = 0
ξ2 = φ1
(
ξ,
dξ1
dt
)
ξ3 = φ2
(
ξ,
dξ1
dt
,
dξ2
dt
)
...
ξα = φα−1
(
ξ,
dξ1
dt
, . . . ,
dξα−1
dt
)
dζ
dt
= Ω
(
ζ,
dξ1
dt
, . . . ,
dξα
dt
)
.
Les fonctions φk et Ω sont analytiques. Chaque fonction φk s’annulle lorsque (
dξ1
dt
, . . . ,
dξk
dt
)
4De`s le de´but de la de´monstration du the´ore`me, nous montrons comment l’algorithme d’inversion de
l’annexe A permet de calculer explicitement Ξ(x).
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est nul ; le rang de φk est maximal par rapport a`
dξk
dt
. De telles coordonne´es ξ sont ap-
pelle´es coordonne´es canoniques, et la forme (Σc) est appele´e forme canonique de (Σ)
associe´e aux coordonne´es ξ.
Remarque 1. La de´monstration de ce re´sultat s’appuie sur l’algorithme d’inversion de
l’annexe A qui, lui meˆme, repose sur les the´ore`mes d’inversion locale et du rang con-
stant. L’application de ces the´ore`mes repose sur deux conditions : une condition de rang
sur les matrices jacobiennes qui est syste´matiquement e´tudie´e et sur laquelle repose prin-
cipalement l’algorithme d’inversion ; l’existence d’une solution aux e´quations alge´briques
implicites. Bien que cette dernie`re condition ne soit pas explicitement rappele´e, elle est
suppose´e remplie a` chaque e´tape de l’algorithme d’inversion5.
Ainsi, bien que le syste`me {
dx
dt
= x+ u
0 = exp(x) + 1
ve´rifie les diverses conditions de rang explicitement de´crites dans l’algorithme d’inversion,
ce syste`me n’a pas de solution car les conditions d’existence implicitement suppose´es au
cours de l’algorithme ne sont pas ve´rifie´es : l’e´quation exp(x) + 1 = 0 n’a pas de solution
bien que le jacobien exp(x) soit re´gulier.
D’autre part, il se peut fort bien qu’un syste`me alge´bro-diffe´rentiel admette des solu-
tions sans pour autant ve´rifier les conditions d’application du the´ore`me ci-dessus. Par
exemple
dx1
dt
= x1 + u1 + u2
dx2
dt
= x2 + u1 + u2
0 = x1 + x2
0 = x1 + x2
est d’index infini et posse`de une infinite´ de solutions passant par la condition initiale
x01 = 1, x
0
2 = −1, u01 = u02 = 0. Cependant, il est clair qu’une le´ge`re perturbation du
syste`me (par exemple le rajout a` la seconde e´quation alge´brique d’un petit parame`tre ε)
rend le syste`me insoluble. Cette exemple sugge`re que l’existence de solution dans le cas
ou` l’index est infini n’est pas une proprie´te´ stable par petites de´formations.
Compte tenu de ce qui pre´ce`de, il convient d’eˆtre prudent dans l’interpre´tation du
the´ore`me pre´ce´dent en termes d’existence de solution : pour que le syste`me (Σ) admette
des solutions, il suffit que son index soit fini. Remarquons enfin que cette condition
suffisante d’existence est stable par petites de´formations.
5 Remarquons que, compte tenu du caracte`re formel de l’algorithme d’inversion, les de´finitions de
l’ordre relatif et de l’index peuvent tre`s bien se passer de cette seconde condition. Cependant pour
l’existence effective d’une solution et du diffe´omorphisme local Ξ, il convient de ve´rifier qu’a` chaque
e´tape les e´quations alge´briques ont au moins une solution.
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Preuve Cette preuve repose exclusivement sur l’algorithme d’inversion (annexe A, cas
simplifie´ ou` y = 0 et w = 0) qui permet de calculer l’ordre relatif α du syste`me e´tendu
(Σe). Comme α est fini, le lemme 6 s’applique. Ainsi, on peut comple´ter les fonctions
Φ0(x, 0), . . . , Φα−1(x, 0) par une fonction Ψ(x) de sorte que
x −→


ξ1 = Φ0(x, 0)
...
ξα = Φα−1(x, 0)
ζ = Ψ(x)


soit un changement de variables. Notons ξ = (ξ1, . . . , ξα, ζ) = Ξ(x). Chaque ξk est de
dimension m−µk−1. ζ est de dimension n−
∑α
k=1(n−µk−1). Sans changer les notations,
hk(x, x˙) est note´ hk(ξ, ξ˙), Φk(x, ·) est note´ Φk(ξ, ·) avec ξ = Ξ(x) et ξ˙ = ∂Ξ
∂x
x˙.
Par construction, les µ0 premie`res lignes de h1 forment h0. On a donc
h1(ξ, ξ˙) =
(
h0(ξ, ξ˙)
ξ˙1
)
=

 h0(ξ, ξ˙)ξ˙1
˙˜ξ1


avec
h1(ξ, ξ˙) =
(
h0(ξ, ξ˙)
ξ˙1
)
, ˙˜ξ1 = Φ1(ξ, (h0(ξ, ξ˙), ξ˙1)).
ξ1 se de´compose en deux parties, ξ1 = (ξ1, ξ˜1) de tailles respectives µ1 − µ0 et n− µ1.
De meˆme, chaque ξk se de´compose en deux parties, ξk = (ξk, ξ˜k) de tailles respectives
µk − µk−1 et n− µk. Par construction,
hk(ξ, ξ˙) =
(
hk−1(ξ, ξ˙)
ξ˙k
)
=

 hk(ξ, ξ˙)ξ˙k
˙˜ξk


avec
hk(ξ, ξ˙) =
(
hk−1(ξ, ξ˙)
ξ˙k
)
, ˙˜ξk = Φk(ξ, (hk(ξ, ξ˙), ξ˙k))
Comme µα = n, on a
hα(ξ, ξ˙) = hα(ξ, ξ˙) =
(
hα−1(ξ, ξ˙)
ξ˙α
)
=

 hα−2(ξ, ξ˙)ξ˙α−1
ξ˙α

 =


h0(ξ, ξ˙)
ξ˙1
...
ξ˙α

 .
48 CHAPTER 2. SYSTE`MES ALGE´BRO-DIFFE´RENTIELS ET SIMULATION
Le rang de hα par rapport a` ξ˙ = (ξ˙1,
˙˜ξ1, ξ˙2,
˙˜ξ2, . . . , ξ˙α−1,
˙˜ξα−1, ξ˙α, ζ˙) est e´gal a` n. hα est de
dimension n. Ne´cessairement le rang de la matrice
∂h0
∂
(
˙˜ξ1, . . . ,
˙˜ξα−1, ζ˙
)
est e´gal a` n−∑αk=1(µk − µk−1) = µ0. La dimension du vecteur ( ˙˜ξ1, . . . , ˙˜ξα−1, ζ˙) est e´gale
a`
α−1∑
k=1
(n− µk) + n−
α∑
k=1
(n− µk−1) = µ0.
Donc la matrice jacobienne
∂h0
∂
(
˙˜ξ1, . . . ,
˙˜ξα−1, ζ˙
)
est carre´e et inversible. Ceci permet d’e´crire h0(ξ, ξ˙) = 0 de la fac¸on explicite par rapport
a` ( ˙˜ξ1, . . . ,
˙˜ξα−1, ζ˙) de la fac¸on suivante

˙˜ξ1 = θ2(ξ, ξ˙1, . . . , ξ˙α)
...
˙˜ξα−1 = θα(ξ, ξ˙1, . . . , ξ˙α)
ζ˙ = Θ(ξ, ξ˙1, . . . , ξ˙α).
(2.1)
Par construction,
˙˜ξk = Φk(ξ, (h0(ξ, ξ˙)), ξ˙1, . . . , ξ˙k)).
Donc, comme h0(ξ, ξ˙) = 0, pour k = 2, . . . , α
θk(ξ, ξ˙1, . . . , ξ˙α) = Φk−1(ξ, (0, ξ˙1, . . . , ξ˙k)).
Comme
h(ξ, ξ˙) = h0(ξ, ξ˙) =
(
h0(ξ, ξ˙)
Φ0(ξ, h0(ξ, ξ˙))
)
,
h(ξ, ξ˙) = 0 s’e´crit {
h0(ξ, ξ˙) = 0
Φ0(ξ, 0) = 0.
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Avec (2.1), le changement de variable x→ ξ transforme le syste`me (Σ) ainsi :

ξ1 = 0
˙˜ξ1 = Φ1(ξ, (0, ξ˙1))
...
˙˜ξα−1 = Φα−1(ξ, (0, ξ˙1, . . . , ξ˙α−1))
ζ˙ = Θ(ξ, ξ˙1, . . . , ξ˙α)
avec Θ analytique. Il suffit de prendre alors
φk(ξ, ξ˙1, . . . , ξ˙k) =
˙˜ξk + ξk+1 − Φk(ξ, (0, ξ˙1, . . . , ξ˙k))
et de remarquer que, localement, (ξ1, . . . , ξα) s’exprime explicitement en fonction de
(ξ˙1, . . . , ξ˙α−1), pour obtenir la forme canonique (Σc) recherche´e.
Lien avec la de´finition de l’index dans le cas line´aire
Supposons le syste`me (Σ) line´aire : h(x, x˙) = Ax˙ − Bx = 0 avec A et B deux matrices
carre´es d’ordre n. Dans [66], l’index de (Σ) est de´fini de la fac¸on suivante :
– si le faisceau de matrice A − λB est singulier (voir [24], page 21) (i.e. pour tout λ
re´el, det(A− λB) = 0), alors l’index du syste`me vaut +∞.
– si le faisceau de matrice A−λB est re´gulier (det(A−λB) 6= 0), son index est de´fini
a` partir de la forme canonique de Kronecker du faisceau [24] ; il existe alors P et Q
deux matrices carre´es inversibles de taille n et un entier p entre 0 et n tels que
PAQ =
(
Ip 0
0 E
)
et PBQ =
(
R 0
0 In−p
)
avec Ip et In−p les matrices identite´ d’ordre p et n− p, E matrice carre´e nilpotente
d’ordre n− p et R matrice carre´e d’ordre p ; l’indice de nilpotence de la matrice E,
un invariant du faisceau A− λB, est par de´finition l’index du syste`me (Σ).
Le lemme suivant montre que cette de´finition co¨ıncide avec la de´finition 1 lorsque le
syste`me est line´aire.
Lemme 1. Si le syste`me (Σ) est line´aire, alors la de´finition de l’index a` partir de la forme
canonique de Kronecker est e´quivalente a` la de´finition 1.
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Preuve Notons ı l’index de (Σ) a` partir de la forme canonique de Kronecker et α l’index
de (Σ) selon la de´finition 1. Il suffit de de´montrer que si ı est fini alors α = ı et que si α
est fini alors ı = α.
Supposons que ı < +∞. Soient P et Q deux matrices re´gulie`res de de´composition
canonique :
PAQ =
(
Ip 0
0 E
)
et PBQ =
(
R 0
0 In−p
)
.
Avec les variables y = (yp, yn−p) = Q
−1x (Σ) s’e´crit

dyp
dt
= Ryp
E
dyn−p
dt
= yn−p.
On peut choisir P et Q de sorte que la matrice nilpotente E soit sous forme bloc-diagonale
de Jordan, les blocs diagonaux e´tant compose´s uniquement d’une sous-diagonale de 1, la
taille du plus grand bloc e´tant l’indice de nilpotence de E. Sous cette forme, le calcul par
l’algorithme d’inversion de α est alors imme´diat et donne α = ı.
Supposons que α < +∞. Le the´ore`me 1 s’applique. Comme (Σ) est line´aire, le
changement de variable ξ = Ξ(x) est line´aire et les fonction φk sont des fonctions line´aires
de ξ et (ξ˙1, . . . , ξ˙k). Comme φk est nulle si (ξ˙1, . . . , ξ˙k) est nul, ne´cessairement φk ne
de´pend pas de ξ :
φk(ξ, ξ˙1, . . . , ξ˙k) = Ek

 ξ˙1...
ξ˙k


avec Ek matrice constante de rang maximum et e´gal au nombre de ses lignes (dim(ξk) ≤
dim(ξk+1)). Notons E la matrice forme´e par les α−1 blocs sous-diagonaux (Ek)k=1,...,α−1 :
E

 ξ˙1...
ξ˙α

 =


0
E1ξ˙1
...
Eα−1

 ξ˙1...
ξ˙α




.
E est une matrice nilpotente et Eα = 0. Un calcul par blocs montre que le seul bloc a priori
non nul de Eα−1 est en bas a` gauche. Ce bloc n’est autre que la matrice E1E2 . . . Eα−1
qui est non nulle puisque tous les Ek sont de rang maximum. Ainsi, E
α−1 6= 0. Le reste
des calculs pour mettre le syste`me sous la forme canonique de Kronecker ne pose pas de
proble`me et conduit a` ı = α.
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Remarque 2. La preuve de ce re´sultat montre que la forme canonique du the´ore`me 1
dans laquelle s’e´crit tout syste`me d’index fini correspond, lorsque le syste`me est line´aire, a`
celle obtenue a` partir de la forme canonique de Kronecker du faisceau de matrices A−λB.
Une forme canonique particulie`re pour les syste`mes semi-implicites
Si (Σ) est semi-implicite et d’index fini, il est possible de de´finir encore plus pre´cisement
la forme canonique du the´ore`me 1.
The´ore`me 2. Soit le syste`me (S) semi-implicite d’index fini ı = α+ 1 suivant
(S)


dx
dt
= f(x, u)
0 = h(x, u)
avec x ∈ IRn, u ∈ IRm, f analytique a` valeurs dans IRn et h analytique a` valeurs dans
IRm. Alors
– il existe un changement de variable sur x, ξ = Ξ(x) avec Ξ diffe´omorphisme et ξ se
de´composant en α+ 1 groupes de composantes
ξ = (ξ0, . . . , ξα−1, ζ) avec dim(ξ0) ≤ dim(ξ1), . . . ,≤ dim(ξα−1),
– il existe un changement de variable sur u parame´tre´ par x, v = K(x, u) avec
K(x, ·) diffe´omorphisme et v se de´composant en α + 1 groupes de composantes,
v = (v0, v1, . . . , vα) avec
dim(v1) ≤ dim(ξ0), . . . , dim(vα−1) ≤ dim(ξα−2) et dim(vα) = dim(ξα−1),
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de sorte que le syste`me (S) s’e´crive avec ces nouvelles variables de la fac¸on suivante
(Sc)


dξ0
dt
=


dξ0
dt
= v1
dξ˜0
dt
= ξ1 + χ1(ξ, v0, v1)
...
dξk
dt
=


dξk
dt
= vk+1
dξ˜k
dt
= ξk+1 + χk+1(ξ, v0, . . . , vk+1)
...
dξα−2
dt
=


dξα−2
dt
= vα−1
dξ˜α−2
dt
= ξα−1 + χα−1(ξ, v0, . . . , vα−1)
dξα−1
dt
= dξα−1
dt
= vα
dζ
dt
= Ω(ξ, v0, . . . , vα)
0 = v0
0 = ξ0 + χ0(ξ, v0).
Les fonctions Ω et χk sont analytiques. Chaque fonction χk(ξ, v0, . . . , vk) est nulle si
(v0, . . . , vk) est nul.
Preuve Il est clair que α est l’ordre relatif du syste`me (S). Reprenons les fonctions hα
et (Φk)k=0,...,α−1 de l’algorithme d’inversion.
v = hα(x, u) est un changement de variable sur u parame´tre´ par x. Par construction
des fonctions h1, . . . , hα, le vecteur v se de´compose en α + 1 blocs v = (v0, v1, . . . , vα) de
tailles respectives µ0, µ1 − µ0, . . . , µα − µα−1 et ve´rifiant
 v0...
vk

 = hk(x, u) pour k = 0, . . . , α.
Le lemme 6 implique qu’il existe un changement de variable sur x, ξ = Ξ(x) tel que ξ
se de´compose en α+ 1 blocs,
ξ = (ξ0, . . . , ξα−1, ζ)
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de tailles respectives
m− µ0, . . . , m− µα, m−
α−1∑
k=0
(m− µk)
et ve´rifiant 
 ξ0...
ξα−1

 =

 Φ0(x, 0)...
Φα−1(x, 0)

 .
Avec ces nouvelles variables, ξ et v, (S) devient

dξ
dt
= φ(ξ, v) =
∂Ξ
∂x
(Ξ−1(ξ)) f
(
Ξ−1(ξ), [hα(x, ·)]−1(v)
)
0 = ψ(ξ, v) = h(Ξ(x), [hα(x, ·)]−1(v)).
Les fonctions φ et ψ ont des structures bien particulie`res.
En effet, pour k = 0, . . . , α− 1, on a par construction

v0
...
vk
ξ˙k

 = hk(x, u) =


v0
...
vk
vk+1
Φk+1(x, v0, . . . , vk+1)


(avec la convention que Φα est de dimension 0). Ainsi chaque ξk se de´compose en deux
groupes de composantes, ξk = (ξk, ξ˜k), de dimensions respectives µk+1 − µk et m − µk+1
et ve´rifiant
dξk
dt
= vk+1
dξ˜k
dt
= ξk+1 + χk+1(ξ, v0, . . . , vk+1),
la fonction χk+1(ξ, v0, . . . , vk+1) e´tant e´gale a` Φk+1(Ξ
−1(ξ), (v0, . . . , vk+1))− ξk+1, nulle si
(v0, . . . , vk+1) = 0 (on a choisi ξk+1 = Φk+1(x, 0)). Ceci de´finit la structure de φ.
D’autre part
ψ(ξ, v) =
(
v0
Φ0(x, v0)
)
avec x = Ξ−1(ξ). Donc
ψ(ξ, v) =
(
v0
ξ0 + χ0(ξ, v0)
)
avec χ0(ξ, v0) = Φ0(Ξ
−1(ξ), v0)− ξ0. Ceci de´finit la structure de ψ et termine la preuve.
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2.4 Proble`me de la condition initiale
De´finition 2. Conside´rons (Σ), h(x, x˙) = 0. Une condition initiale x0 est dite re´gulie`re
si et seulement s’il existe une unique solution de (Σ) passant par x0 a` l’instant t = 0.
The´ore`me 3. Supposons que l’index α du syste`me (Σ) soit fini. Soit
(ξ1, . . . , ξα, ζ) = (Ξ1(x), . . . ,Ξα(x),Ψ(x))
un changement de variables canonique qui transforme (Σ) dans la forme canonique (Σc)
du the´ore`me 1. Alors la condition initiale x0 est re´gulie`re si et seulement si
 Ξ1(x
0)
...
Ξα(x
0)

 = 0.
Preuve Il est clair que le long de toute solution x de (Σ), Ξ1(x) = 0, . . . , Ξα(x) = 0.
L’implication directe est donc e´vidente. Supposons donc que Ξ1(x
0) = 0, . . . , Ξα(x
0) = 0.
Dans les coordonne´es canoniques ξ, le syste`me se rame`ne a` l’inte´gration de l’e´quation
diffe´rentielle ordinaire ζ˙ = Ω(ζ, 0, . . . , 0). L’existence et l’unicite´ de la solution re´sulte
alors du the´ore`me de Cauchy-Lipschitz sur les e´quations diffe´rentielles ordinaires.
Ce lemme montre qu’il ne suffit pas que la condition initiale ve´rifie les e´quations du
syste`me pour qu’une solution existe. Si l’index est supe´rieur a` 1 strictement, la condi-
tion initiale doit ve´rifier des relations alge´briques suple´mentaires et inde´pendantes des
e´quations du syste`me6. Si l’on adopte le point de vue de Rheinboldt [74], un syste`me
alge´bro-diffe´rentiel d’index fini est un syste`me diffe´rentiel ordinaire sur une sous-varie´te´.
Ici, cette sous-varie´te´ est de´finie dans les coordonne´es ξ par ξ1 = 0, . . . , ξα = 0. Le lemme
pre´ce´dent veut simplement dire que, si la condition initiale appartient a` cette sous-varie´te´,
le syste`me admet une solution unique et si la condition initiale n’y appartient pas, le
syste`me n’admet pas de solution.
En pratique, le proble`me de l’obtention effective des conditions alge´briquement inde´pendantes
Ξ2(x
0) = 0, . . . Ξα(x
0) = 0 est loin d’eˆtre e´vident. Dans [63], Pantelides propose un al-
gorithme qui permet de se´lectionner des e´quations qu’il convient de de´river pour obtenir
ces conditions supple´mentaires. La me´thode qu’il propose est fonde´e sur l’hypothe`se
structurelle que toutes les fonctions manipule´es sont de rang maximum par rapport aux
variables dont elles de´pendent effectivement. Une telle hypothe`se permet de simplifier
notablement les calculs et d’utiliser des techniques emprunte´es a` la the´orie des graphes.
Par contre, comme le souligne Pantelides [63], le prix a` payer est qu’on n’est pas suˆr
d’obtenir toutes les conditions supple´mentaires.
6Ces conditions supple´mentaires sont en fait alge´briquement et diffe´rentiellement non inde´pendantes
du syste`me (Σ).
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Par exemple, sur le premier mode`le de flash du de´but de ce chapitre ou` les re´gulations
sont parfaites, l’algorithme propose´ par Pantelides [63] conside`re que la partie alge´brique
est inversible alors qu’elle ne l’est pas car les fonctions thermodynamiques hL, hV , µL et
µV sont homoge`nes de degre´ 0 par rapport a` L et V . Une telle analyse conclut a` un index
e´gal a` 1 sans condition restrictive sur la condition initiale (x0, y0) autre que celle de ve´rifier
les e´quations alge´briques g(x0, y0) = 0. En fait, l’index vaut 2 et il convient d’imposer a`
la condition initiale de ve´rifier en plus deux e´quations alge´briquement inde´pendantes de
g(x0, y0) = 0.
2.5 Index et me´thodes nume´riques d’inte´gration
La me´thode nume´rique la plus utilise´e pour re´soudre les syste`mes alge´bro-diffe´rentiels
est la me´thode de Gear [26, 8]. Au de´part, cette me´thode a e´te´ de´veloppe´e pour inte´grer
nume´riquement les syste`mes diffe´rentiels ordinaires “raides”, syste`mes qui posse`dent plusieurs
e´chelles de temps diffe´rentes7. Dans [27], Gear montre que sa me´thode est particulie`rement
adapte´e a` la re´solution de syste`mes alge´bro-diffe´rentiels semi-implicites d’index 1, x˙ =
f(x, y), 0 = g(x, y) avec
∂
∂y
g inversible. En effet, elle permet d’inte´grer directement le
syste`me sous sa forme brute. Ceci est tre`s avantageux si sa taille est grande et sa structure
creuse comme c’est le cas pour notre mode`le de simulation de colonne.
Cependant, lorsque l’index est supe´rieur a` 2, la me´thode de Gear ne fonctionne plus
si bien. Dans un papier re´cent [68], Petzold fait le point sur la re´solution nume´rique de
syste`mes alge´bro-diffe´rentiels par la me´thode de Gear : si l’index du syste`me vaut 0 ou 1,
la me´thode converge [29] ; si le syste`me est semi-implicite d’index 0, 1 ou 2, la me´thode
converge [50, 28] ; si l’index du syste`me est supe´rieur ou e´gal a` 3 et si ce dernier est non
line´aire, la me´thode diverge en ge´ne´ral et peut fournir des trajectoires fausses.
L’objet de cette sous-section est de montrer que ces re´sultats se comprennent tre`s sim-
plement de`s lors qu’on utilise les formes canoniques des the´ore`mes 1 et 2. Pour des raisons
de simplicite´, nous ne conside´rons que la me´thode de Gear d’ordre 1 qui correspond au
sche´ma implicite de discre´tisation d’Euler. Qualitativement, les phe´nome`nes nume´riques
sont les meˆmes pour des sche´mas d’ordre supe´rieur.
Soit le syste`me implicite (Σ), h(x, x˙) = 0 d’index fini α. Le sche´ma nume´rique de
re´solution est le suivant : xn, une approximation de la solution a` l’instant tn, x(tn) , e´tant
suppose´e connue, l’approximation xn+1 a` l’instant tn+1 = tn + h de la solution, x(tn+1)
est alors fournie en remplac¸ant x˙(tn+1), par (xn+1 − xn)/h, c’est a` dire en re´solvant par
rapport a` xn+1
h
(
xn+1,
xn+1 − xn
h
)
= 0. (2.2)
7Le syste`me singulie`rement perturbe´ du the´ore`me de Tikhonov (annexe D) est un exemple typique de
syste`me “raide” (en anglais “stiff”).
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L’ide´e de base consiste a` analyser, dans des coordonne´es canoniques, le sche´ma de
discre´tisation construit sur les coordonne´es a priori non canoniques x. Conside´rons la
forme canonique (Σc) du the´ore`me 1 associe´e au changement de variable
x −→ ξ = Ξ(x) =


ξ1
...
ξα
ζ

 .
Notons ξn = Ξ(xn), ξn+1 = Ξ(xn+1). Alors[
∂Ξ
∂x
]
xn+1
(xn+1 − xn) = ξn+1 − ξn +O(‖ξn+1 − ξn‖2)
ou` O(‖ξn+1 − ξn‖2) repre´sente les termes d’ordres supe´rieurs ou e´gaux a` 2 en ξn+1 − ξn.
Ainsi ξ˙(tn+1) est approxime´ par
ξn+1 − ξn +O(‖ξn+1 − ξn‖2)
h
Le sche´ma (2.2) s’e´crit dans les coordonne´es canoniques

ξn+11 = 0
ξn+12 = φ1
(
ξn+1,
ξn+11 − ξn1 +O(‖ξn+1 − ξn‖2)
h
)
...
ξn+1α = φα−1
(
ξn+1,
ξn+11 − ξn1 +O(‖ξn+1 − ξn‖2)
h
, . . .
. . . ,
ξn+1α−1 − ξnα−1 +O(‖ξn+1 − ξn‖2)
h
)
ζn+1 − ζn +O(‖ξn+1 − ξn‖2)
h
= Ω
(
ζn+1,
ξn+11 − ξn1 +O(‖ξn+1 − ξn‖2)
h
, . . .
. . . ,
ξn+1α − ξnα +O(‖ξn+1 − ξn‖2)
h
)
.
Remarquons sur ce syste`me que, si des termes d’ordre 2, O(‖ξn+1− ξn‖2) sont absents
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et si (ξn1 , . . . , ξ
n
α) = 0, le syste`me ci-dessus se re´duit a`
8


ξn+11 = 0
ξn+12 = 0
...
ξn+1α = 0
ζn+1 − ζn
h
= Ω(ζn+1, 0, . . . , 0) .
Dans ce cas, le sche´ma implicite d’Euler sur x, induit sur la dynamique re´elle du syste`me,
ζ˙ = Ω(ζ, 0, . . . , 0), ce meˆme sche´ma de discre´tisation d’Euler dont on connait la conver-
gence. Nous voyons donc que si les relations entre x et ξ sont affines, les termes d’ordre
2 disparaissent. Dans ce cas, le sche´ma implicite de discre´tisation d’Euler converge quel
que soit l’index. Nous retrouvons donc les re´sultats de convergence e´tablis par Sincovec
et al. [81] sur les syste`mes alge´bro-diffe´rentiels line´aires.
Nous allons voir que les difficulte´s nume´riques viennent du fait qu’en ge´ne´ral, le change-
ment de variables, ξ = Ξ(x), est non line´aire et introduit, au niveau de la discre´tisation,
des termes d’ordre 2 lie´s a` la courbure de Ξ.
Notre analyse de la convergence repose sur deux points. Tout d’abord, il faut s’assurer
que (ξn+11 , . . . , ξ
n+1
α ) reste proche de 0, i.e. que le sche´ma nume´rique ne nous e´carte
pas trop de la varie´te´ de´finie par ξ0 = 0, . . . ,ξα = 0 sur laquelle se trouve la solution.
Ensuite, il faut ve´rifier que le sche´ma nume´rique induit sur la dynamique re´elle du syste`me
ζ˙ = Ω(ζ, 0, . . . , 0) est convergent.
Pre´cisons enfin que notre analyse est ge´ne´rique dans le sens ou` nous ne faisons aucune
hypothe`se sur le changement de variables x = Ξ−1(ξ). Toutefois, pour des changements
de variables particuliers Ξ−1, des simplications peuvent apparaˆıtre comme le sugge`rent les
paragraphes qui pre´ce`dent ou` Ξ−1 est suppose´ affine.
Les syste`mes implicites ge´ne´raux
Preuve de la convergence lorsque l’index est e´gal a` 1 Supposons que l’index α
soit e´gal a` 1. Nous montrons que, si ξn1 = 0, alors
ξn+11 = 0
ζn+1 − ζn
h
= Ω(ζn+1, 0) +O(h).
8Il suffit d’utiliser le fait que φi(ξ, ξ˙0, . . . , ξ˙i−1) = 0 de`s que (ξ˙0, . . . , ξ˙i−1) = 0.
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On a 

ξn+11 = 0
ζn+1 − ζn +O(‖ξn+11 − ξn1 ‖2 + ‖ζn+1 − ζn‖2)
h
=
Ω
(
ζn+1,
ξn+11 − ξn1 +O(‖ξn+11 − ξn1 ‖2 + ‖ζn+1 − ζn‖2)
h
)
.
Donc
ξn+11 = 0 et
ζn+1 − ζn
h
= Ω(ζn+1, 0) +O
(
h+
‖ξn1 ‖2
h
)
.
Comme ξn1 = 0, on voit que le sche´ma nume´rique (2.2) induit, a` un O(h) pre`s, sur
l’e´quation ζ˙ = Ω(ζ, 0, . . . , 0) le sche´ma d’Euler implicite.
Divergence possible lorsque l’index est supe´rieur ou e´gal a` 2 Supposons que
l’index α soit e´gal a` 2, les cas ou` α > 2 e´tant tre`s similaires. Nous montrons que, meˆme
si xn = x(tn), alors
ξn+11 = 0
ξn+12 = O(h)
ζn+1 − ζn
h
= Ω(ζn+1, 0, 0) +O(1).
On a

ξn+11 = 0
ξn+12 = φ1
(
ξn+1,
ξn+11 − ξn1 +O(‖ξn+11 − ξn1 ‖2 + ‖ξn+12 − ξn2 ‖2 + ‖ζn+1 − ζn‖2)
h
)
ζn+1 − ζn +O(‖ξn+11 − ξn1 ‖2 + ‖ξn+12 − ξn2 ‖2 + ‖ζn+1 − ζn‖2)
h
=
Ω
(
ζn+1,
ξn+11 − ξn1 +O(‖ξn+11 − ξn1 ‖2 + ‖ξn+12 − ξn2 ‖2 + ‖ζn+1 − ζn‖2)
h
,
ξn+12 − ξn2 +O(‖ξn+11 − ξn1 ‖2 + ‖ξn+12 − ξn2 ‖2 + ‖ζn+1 − ζn‖2)
h
)
.
Nous sommes dans le cas le plus favorable ou` xn = x(tn). Ainsi ξn = ξ(tn) et donc ξn1 = 0
et ξn2 = 0. Il est clair que ξ
n+1
1 = 0. En revanche, a` cause des termes du second ordre,
ξn+12 n’a aucune raison d’eˆtre nul.
2.5. INDEX ET ME´THODES NUME´RIQUES D’INTE´GRATION 59
Soient r2 et p tel que ξ
n+1
2 = O(h
r2) et
ζn+1 − ζn
h
− Ω(ζn+1, 0, 0) = O(hp).
Avec ces notations ζn+1 − ζn = O(hmin(1,p+1)).
ξn+12 = φ1
(
ξn+1,
O(‖ξn+12 − ξn2 ‖2 + ‖ζn+1 − ζn‖2)
h
)
implique que, ge´ne´riquement9, r2 = min(2r2 − 1, 2min(1, p+ 1)− 1). De meˆme,
ζn+1 − ζn +O(‖ξn+12 ‖2 + ‖ζn+1 − ζn‖2)
h
=
Ω
(
ζn+1,
O(‖ξn+12 ‖2 + ‖ζn+1 − ζn‖2)
h
,
ξn+12 +O(‖ξn+12 ‖2 + ‖ζn+1 − ζn‖2)
h
)
implique que, ge´ne´riquement, p = min(2min(1, p+1)− 1, 2r2− 1, r2− 1). Ainsi r2 = 1 et
p = 0.
Le sche´ma en x n’est donc pas convergent car il induit sur la dynamique re´elle en ζ
une approximation a` l’ordre ze´ro en h du sche´ma implicite d’Euler et peut fournir des
trajectoires nume´riques comple`tement fausses.
Les syste`mes semi-implicites : convergence si l’index vaut 2
Supposons le syste`me semi-implicite et l’index e´gal a` 2. Nous montrons que, si ξn1 = 0 et
ξn2 = O(h), alors
ξn+11 = 0
ξn+12 = O(h)
ζn+1 − ζn+1
h
= Ω(ζn+1, 0, 0) +O(h).
La convergence du sche´ma sur les syste`mes semi-implicites d’index 2 tient au fait que,
sur leur forme canonique particulie`re, la dynamique re´elle du syste`me ζ˙ = Ω(ζ, ξ˙1, ξ˙2) ne
de´pend pas de ξ˙2. Pour s’en apercevoir, il suffit de re´e´crire la forme canonique particulie`re
aux syste`mes semi-implicites du the´ore`me 2 comme une forme canonique ge´ne´rale du
the´ore`me 1.
Reprenons les calculs du paragraphe pre´ce´dent en supposant que Ω ne de´pend pas de
ξ˙2. Il est clair que ξ
n+1
1 = 0.
9Le fait que le rang de φ1(ξ, ξ˙1) par rapport a` ξ˙1 est maximum s’ave`re ici indispensable pour conclure
de fac¸on ge´ne´rique, i.e. quel que soit le changement de variables x = Ξ−1(ξ).
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Soient r2 et p tel que ξ
n+1
2 = O(h
r2)
ζn+1 − ζn
h
− Ω(ζn+1, 0, 0) = O(hp).
Puisque ξn2 = O(h)
ξn+12 = φ1
(
ξn+1,
O(‖ξn+12 − ξn2 ‖2 + ‖ζn+1 − ζn‖2)
h
)
implique que, ge´ne´riquement, r2 = min(2r2 − 1, 2min(1, p+ 1)− 1, 1). De meˆme,
ζn+1 − ζn +O(‖ξn+12 − ξn2 ‖2 + ‖ζn+1 − ζn‖2)
h
= Ω
(
ζn+1,
O(‖ξn+12 − ξn2 ‖2 + ‖ζn+1 − ζn‖2)
h
)
implique que, ge´ne´riquement, p = min(2min(1, p+ 1)− 1, 2(min(r2, 1)− 1). Ainsi r2 = 1
et p = 1.
2.6 Un algorithme formel explicite de re´duction d’index
L’inte´gration nume´rique des syste`mes d’index e´leve´ se heurte a` un proble`me nume´rique
de fond. En effet, toute re´solution nume´rique passe ne´cessairement par une de´rivation
nume´rique, une ope´ration hautement instable. Dans certains cas, il peut apparaˆıtre donc
souhaitable de remplacer ces de´rivations nume´riques, source de se´rieuses difficulte´s, par
des de´rivations formelles qui permettent de re´duire l’index.
Nous avons vu qu’un syste`me alge´bro-diffe´rentiel d’index fini est, en fait, un syste`me
diffe´rentiel ordinaire sur une sous-varie´te´ [74]. La de´termination de la sous-varie´te´ et
du champ de vecteur sur cette sous-varie´te´ ne´cessite un changement de coordonne´es et
l’inversion de syste`mes alge´briques (cf. la de´monstration du the´ore`me 1, page 45). Sauf cas
particulier, il n’est pas possible de calculer explicitement, a` la fois des coordonne´es locales
sur la sous-varie´te´ et le champs de vecteurs dans ces coordonne´es locales. Ramener la
re´solution nume´rique a` celle des e´quations diffe´rentielles sur cette sous-varie´te´ n’est donc,
en ge´ne´ral, pas tre`s re´aliste.
Cependant, nous allons montrer ci-dessous qu’il est ne´anmoins possible, en conservant
les variables naturelles x du syste`me, de ramener, explicitement et avec des de´rivations
formelles, la re´solution d’un syste`me d’index fini a` la re´solution d’un syste`me d’index 0
ou 1 pour lequel des me´thodes nume´riques convergentes existent.
Les syste`mes d’index infe´rieur
Supposons que le syste`me (Σ), h(x, x˙) = 0, soit d’index fini α. Soient hk = (hk, h˜k), les
fonctions qui interviennent dans l’algorithme d’inversion. pour le syste`me e´tendu (Σe)
x˙ = u, h(x, x˙) = 0.
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Conside´rons k < α. Par construction hk+1 = 0 est e´quivalent a`
hk = 0 et
dh˜k
dt
= 0,
puisque
hk+1(x, x˙) =


hk(x, x˙)
d
dt
[Φk(x, 0)]


avec h˜k(x, x˙) = Φk(x, hk(x, x˙)). Ainsi les solutions du syste`me alge´bro-diffe´rentiel hk(x, x˙) =
0 sont les meˆmes que celles du syste`me alge´bro-diffe´rentiel hk+1(x, x˙) = 0 pourvu que la
condition initiale (x0, x˙0) ve´rifie h˜k(x
0, x˙0) = 0. h˜k(x
0, x˙0) est compose´ de n−µk inte´grales
premie`res du syste`me hk+1(x, x˙) = 0.
Ceci implique que, pour 1 ≤ k ≤ α, les solutions de (Σ), h0(x, x˙) = h(x, x˙) = 0, sont
les meˆmes que celles du syste`me d’index α − k, hk(x, x˙) = 0 pourvu que la condition
initiale (x0, x˙0) ve´rifie 
 h˜0(x
0, x˙0)
...
h˜k−1(x
0, x˙0)

 = 0.
Il suffit de prendre k = α ou α− 1 pour ramener, sans changement de variable sur x,
la re´solution du syste`me (Σ) d’index α a` celle d’un syste`me d’index 0 ou 1 pour lequel la
me´thode de Gear converge.
Pour qu’une telle re´duction soit utilisable, nous devons eˆtre capables de de´finir les
fonctions (hk(x, x˙))k=1,...,α de fac¸on explicite en fonction des de´rive´es partielles successives
de h = h0 par rapport a` x et x˙.
De´termination explicite des fonctions hk de l’algorithme d’inversion
Soient (hk = (hk, h˜k))k=0,...,α, les fonctions qui interviennent dans l’algorithme d’inversion
pour le syste`me e´tendu (Σe) : x˙ = u, h(x, x˙) = 0.
Soit k < α. Supposons connue hk. hk+1 peut eˆtre de´termine´e a` partir de hk explicite-
ment. Il suffit de reprendre la construction de hk+1 a` partir de hk :
hk+1(x, x˙) =


hk(x, x˙)(
∂Φk
∂x
)
(x,0)
x˙

 .
µk est le rang de
∂hk
∂x˙
. Alors, quitte a` ope´rer des permutations sur les composantes
du vecteur x et a` changer l’ordre des e´quations, on peut supposer que, de fac¸on similaire
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a` la de´composition hk = (hk, h˜k), x se de´compose en deux parties, x = (xk, x˜k), de tailles
respectives µk et m− µk, de sorte que le rang de
∂hk
∂x˙k
soit e´gal a` µk.
La fonction Φk est de´finie de fac¸on implicite par
h˜k(x, x˙) = Φk(x, hk(x, x˙))
En revanche ses de´rive´es partielles peuvent eˆtre calcule´es explicitement. En effet, en
de´rivant par rapport a` x˙k l’e´quation pre´ce´dente, on obtient
∂h˜k
∂x˙k
=
∂Φk
∂hk
∂hk
∂x˙k
.
D’ou`
∂Φk
∂hk
=
∂h˜k
∂x˙k
[
∂hk
∂x˙k
]−1
.
En de´rivant cette fois par rapport a` x, on obtient
∂Φk
∂x
=
∂h˜k
∂x
− ∂h˜k
∂x˙k
[
∂hk
∂x˙k
]−1
∂hk
∂x
.
Ce qui de´termine de fac¸on explicite par rapport aux de´rive´es partielles de hk = (hk, h˜k)
la fonction hk+1 :
hk+1 =


hk
∂h˜k
∂x
x˙− ∂h˜k
∂x˙k
[
∂hk
∂x˙k
]−1
∂hk
∂x
x˙

 .
Il est alors clair que l’on peut de´finir de fac¸on explicite chaque hk en fonction des
de´rive´es partielles d’ordre k de h.
Application sur un mode`le dynamique de flash d’index 2
Conside´rons le syste`me alge´bro-diffe´rentiel repre´sentant le comportement dynamique d’un
ballon de flash avec des re´gulations parfaites de pression et de niveau (cf. le de´but de ce
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chapitre) :

n˙ = F − L− V
h˙ = FhF − (∑ci=1 Li) hL(L, T, P )− (∑ci=1 Vi) hV (V, T, P )
n =
nL∑c
i=1 Li
L+
ntot − nL∑c
i=1 Vi
V
h = nL hL(L, T, P ) + (ntot − nL) hV (V, T, P )
µL(L, T, P ) = µV (V, T, P )
les inconnues e´tant x = (n, h, L, V, T ) (F , FhF , P , nL et ntot sont des parame`tres constants
). Calculons les fonctions hk pour ce syste`me que nous e´crivons h0(x, x˙) = 0.
µ0, le rang de h0 par rapport a` x˙, est e´gal a` c+ 1. Il est clair que
h0(x, x˙) =
(
n˙− F − L− V
h˙− FhF − (∑ci=1 Li)hL(L, T, P )− (∑ci=1 Vi)hV (V, T, P )
)
et
h˜0(x, x˙) =


nL∑c
i=1 Li
L+
ntot − nL∑c
i=1 Vi
V − n
nLhL(L, T, P ) + (ntot − nL)hV (V, T, P )− h
µL(L, T, P )− µV (V, T, P )

 .
h1 se calcule directement :
h1(x, x˙) =
(
h0(x, x˙)
d
dt
[h˜0(x)]
)
avec
dh˜0
dt
(x, x˙) =


nL∑c
i=1 Li
(
L˙−
∑c
i=1 L˙i∑c
i=1 Li
L
)
+
ntot − nL∑c
i=1 Vi
(
V˙ −
∑c
i=1 V˙i∑c
i=1 Vi
V
)
− n˙
nL
(
∂hL
∂L
L˙+
∂hL
∂T
T˙
)
+ (ntot − nL)
(
∂hV
∂V
V˙ +
∂hV
∂T
T˙
)
− h˙
∂µL
∂L
L˙+
∂µL
∂T
T˙ − ∂µ
V
∂V
V˙ − ∂µ
V
∂T
T˙


.
µ1, le rang de h1 par rapport a` x˙, est e´gal dim(x)−2, car la de´pendance de h˜0 par rapport
a` L est homoge`ne de degre´ 0 et ainsi que celle par rapport a` V . La permutation des lignes
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de h1 = (h1, h˜1) avec
h1 =


n˙− F − L− V
h˙− FhF − (∑ci=1 Li)hL(L, T, P )− (∑ci=1 Vi)hV (V, T, P )
∂µL
∂L
L˙+
∂µL
∂T
T˙ − ∂µ
V
∂V
V˙ − ∂µ
V
∂T
T˙
nL∑c
i=1 Li
(
L˙2 −
∑c
i=1 L˙i∑c
i=1 Li
L2
)
+
ntot − nL∑c
i=1 Vi
(
V˙2 −
∑c
i=1 V˙i∑c
i=1 Vi
V2
)
− n˙2
...
nL∑c
i=1 Li
(
L˙c −
∑c
i=1 L˙i∑c
i=1 Li
Lc
)
+
ntot − nL∑c
i=1 Vi
(
V˙c −
∑c
i=1 V˙i∑c
i=1 Vi
Vc
)
− n˙c


et
h˜1 =


nL∑c
i=1 Li
(
L˙1 −
∑c
i=1 L˙i∑c
i=1 Li
L1
)
+
ntot − nL∑c
i=1 Vi
(
V˙1 −
∑c
i=1 V˙i∑c
i=1 Vi
V1
)
− n˙1
nL
(
∂hL
∂L
L˙+
∂hL
∂T
T˙
)
+ (ntot − nL)
(
∂hV
∂V
V˙ +
∂hV
∂T
T˙
)
− h˙

 ,
associe´e a` la permutation des composantes de x = (x1, x˜1) avec
x1 = (n, h, T, L2, . . . , Lc, V2, . . . , Vc) et x˜1 = (L1, V1),
implique que la matrice carre´e
∂h1
∂x˙1
est de rang µ1 = dim(x)− 2. Comme nous l’avons vu, le calcul de h2 est explicite :
h2(x, x˙) =


h1
∂h˜1
∂x
x˙− ∂h˜1
∂x˙1
[
∂h1
∂x˙1
]−1
∂h1
∂x
x˙

 .
h2 est ge´ne´riquement de rang maximum par rapport a` x˙, i.e. µ2 = 0. L’index de ce
mode`le de flash est e´gal a` 2.
Pour la simulation, il n’est pas utile d’aller jusqu’a` la de´termination de h2. Il suffit
d’inte´grer, par exemple par la me´thode de Gear, le syste`me alge´bro-diffe´rentiel implicite
h1(x, x˙) = 0 d’index 1 en imposant a` la valeur initiale x
0 de ve´rifier h˜0(x
0) = 0. Re-
marquons que h1 s’obtient par une simple de´rivation par rapport au temps des e´quations
alge´briques du syste`me de de´part.
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Conclusion
Comme le sugge`re l’exemple du flash, la re´duction formelle d’un syste`me d’index supe´rieur
ou e´gal a` 3 par l’algorithme pre´ce´dent, peut se heurter a` des difficulte´s pratiques. Tout
d’abord, la de´termination du rang µk et la partition de x en (xk, x˜k) est formelle, ce qui,
en pratique, peut eˆtre source de proble`mes. Ensuite, l’imbrication des calculs rend, a
priori, la complexite´ des de´rivations formelles de plus en plus importante d’une e´tape a`
l’autre.
A ce niveau, comme le sugge`re Pantelides [63], des me´thodes fonde´es sur la the´orie des
graphes et sur l’hypothe`se structurelle selon laquelle le rang de toute fonction par rapport
aux variables dont elle de´pend effectivement est maximum, doit permettre de simplifier
les calculs. En fait, l’algorithme du graphe de Kasinski et Le´vine [41] est ge´ne´ralisable
aux syste`mes (S) ou` les commandes interviennent non line´airement. Sa ge´ne´ralisation
doit permettre de simplifier l’algorithme d’inversion, de calculer rapidement les rangs µk
et les fonctions hk, de re´interpre´ter et peut-eˆtre d’e´tendre les re´sultats de Pantelides [63].
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Part II
Commande en qualite´ des colonnes a`
distiller
67

Pre´liminaires bibliographiques
Nous commenc¸ons cette seconde partie par une revue bibliographique sommaire relative a`
la commande en qualite´ des colonnes a` distiller. A partir de quelques articles significatifs,
nous mettons surtout l’accent sur les diffe´rentes voies d’approche, les re´sultats qu’elles
donnent, leurs inconve´nients et leurs avantages.
Rappel du proble`me
Sur la figure ci-dessous, nous rappelons (voir [79], pages 143 et 144), pour une colonne a`
distiller standard, les cinq variables de re´glage (Qc, D, R, L et V 10), les commandes, et
les cinq variables a` commander (P2, N1, Nn, y1 et y2), les sorties
11.
La commande des compositions du distillat et du re´sidu s’inscrit dans un proble`me plus
vaste avec 5 commandes et 5 sorties. Sauf rares exceptions, l’ensemble des e´tudes sur le
sujet (voir par exemple [83]) conside`re que la pression en teˆte de la colonne, P2, est re´gule´e
correctement par la puissance de condensation, Qc, avec un re´gulateur simple en ge´ne´ral
a` grand gain. P2 peut donc eˆtre suppose´e constante. Cette hypothe`se est raisonnable car,
en pratique, la re´gulation de la pression ne pose pas de proble`me particulier. Le nombre
d’entre´es et de sorties est ainsi ramene´ a` 4. Les commandes sont D, R, L et V . Les sorties
sont N1, Nn, y1 et y2.
Comme les dynamiques des niveaux sont, avec une bonne approximation, line´aires et
du premier ordre,
dN1
dt
= V − L−D
dNn
dt
= L+ F − V −R
(dans ces e´quations, nous avons pris les hypothe`ses de Lewis avec une alimentation de
de´bit F liquide a` tempe´rature de bulle), ces derniers peuvent eˆtre re´gule´s sans difficulte´.
10V , le de´bit de vapeur qui sort du rebouilleur, est, en bonne approximation, proportionnel a` la
puissance de rebouillage.
11 Ces cinq commandes ne correspondent pas aux degre´s de liberte´ issu d’une analyse du cas station-
naire. Si les caracte´ristiques de l’alimentation sont fixe´es, ces degre´s de liberte´ statiques sont au nombre
de trois : P2, L et V par exemple.
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alimentation
de´bit D
composition y1
de´bit R
composition y2
1
2
n
re´tention N1
re´tention Nn
condenseur Qc
rebouilleur V
reflux L
pression P2
Les 5 variables de commande (Qc, D,R, L, V ) et les 5 variables de sortie
(P2, N1, Nn, y1, y2) pour une colonne a` distiller pseudo-binaire.
Un re´gulateur proportionnel et inte´gral (PI) classique qui agit soit sur L, D ou sur L+D,
maintient N1 autour de sa consigne. Un autre re´gulateur PI qui agit soit sur V , R ou
V + R maintient Nn autour de sa consigne. En pratique, ces re´gulations de niveaux
n’engendrent aucune difficulte´.
Ainsi, la plupart des auteurs ont concentre´ leurs efforts sur le proble`me a` deux entre´es
et deux sorties : la re´gulation de y1 et y2 par les deux commandes laisse´es libres. Shinskey [79]
montre que des couplages importants existent. Notamment, commander y1 et y2 simul-
tane´ment comporte des difficulte´s non encore re´solues. Cette e´tude bibliographique est
relative a` ce proble`me.
Nous avons choisi de partager les travaux de´ja` effectue´s en deux approches : la premie`re
que nous qualifions d’externe, car elle utilise uniquement les mesures y1 et y2 pour calculer
les commandes ; la seconde que nous qualifions d’interne, car elle fait intervenir des e´tats
(ou plus ge´ne´ralement des e´tats partiels selon la de´nomination classique en the´orie des
syste`mes) qui peuvent eˆtre obtenus a` partir de mesures a` l’inte´rieur de la colonne. Cette
distinction correspond a` la dichotomie classique en the´orie de la commande des syste`mes
entre l’approche externe par un mode`le qui ne prend en compte que les relations entre
PRE´LIMINAIRES BIBLIOGRAPHIQUES 71
les entre´es et les sorties, et l’approche interne par un mode`le faisant intervenir la notion
d’e´tat.
Approche externe
Le de´couplage statique
Une premie`re approche consiste a` s’inte´resser uniquement aux relations statiques entre les
2 commandes restantes et les 2 sorties y1 et y2. Elle utilise le crite`re e´labore´ par Bristol [7]
pour mesurer le couplage statique. Ainsi les changements de variables, tant au niveau des
2 commandes qu’au niveau des 2 sorties, peuvent eˆtre compare´s et classe´s par couplages
croissants. Dans son livre, Shinskey [79] de´veloppe cette me´thode “Relative Gain Array”,
RGA12. Elle posse`de l’avantage d’eˆtre simple et de ne reposer que sur des calculs statiques
de colonnes. Re´cemment, Skogestad et Morari [83] ont fait une synthe`se des implications
les plus importantes de la me´thode RGA.
La suite logique consiste, une fois effectue´s les changements de variables re´duisant les
couplages statiques, a` commander les nouvelles sorties a` partir des nouvelles commandes
en supposant le syste`me diagonal. Comme illustration re´cente, rappelons les travaux de
Mountziaris et Georgiou [61]. Sous plusieurs hypothe`ses simplificatrices, ils montrent que
la configuration
commande → sortie
D → y1
V/F → −b1 log(y1)− b2 log(y2)
est assez bien de´couple´e (b1 et b2 sont des coefficients de´pendant des conditions ope´ratoires).
Mountziaris et Georgiou choisissent pour chacune des deux boucles un re´gulateur PI et
ajustent les coefficients des termes proportionnels et inte´graux en simulation. La qualite´
du compromis re´alise´ par ce bouclage de´pend du jugement du concepteur, du cas de
marche et de la pre´cision des simulations.
L’un des re´sultats [40, 44, 84] les plus significatifs (qui correspond aussi a` une limi-
tation) de cette approche est le suivant : . La me´thode RGA permet de voir que, d’une
12Si on conside`re deux entre´es u1 et u2, et deux sorties y1 et y2, le vecteur qui permet d’analyser les
couplages statiques (en anglais “relative gain array”) se re´sume au scalaire
λ =

1−
∂y1
∂u2
∂y2
∂u1
∂y1
∂u1
∂y2
∂u2


−1
.
λ = 1 correspond au de´couplage statique. Pour une colonne binaire standard avec u1 = L et u2 = V , λ
est supe´rieur a` 2 en ge´ne´ral et tend vers +∞ lorsque les produits deviennent tre`s purs (y1, y2 → 0).
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part, les gains et les couplages statiques de´pendent fortement des valeurs de y1 et y2, et
que, d’autre part, lorsque les produits deviennent tre`s purs (y1, y2 → 0), la matrice 2× 2
des gains statiques tend vers une matrice singulie`re de rang 1. Autrement dit, a` haute
purete´ le syste`me statique est proche d’un syste`me de´ge´ne´re´ avec 2 sorties et une seule
commande.
De nombreux auteurs appellent cette approche “de´couplage interne” car elle a pour but
d’e´liminer, par des manipulations alge´briques sur les entre´es et les sorties, les proble`mes
de couplages. Le de´faut majeur de cette approche tient a` l’absence de justification
the´orique se´rieuse. En effet, non-interaction statique ne veut pas dire non interaction dy-
namique. Aussi, plusieurs auteurs pre´fe`rent-ils une approche moins empirique qui utilise
des me´thodes multivariables de commande.
Commande multivariable externe
Cette approche requiert un mode`le entre´e-sortie. A notre connaissance, la grande majorite´
des auteurs conside`re des mode`les entre´e-sortie a` base de matrices de tranfert. Les mode`les
issus de la physique sont ge´ne´ralement de grande dimension et non line´aires. Le calcul
de matrices de transfert n’est donc pas aise´. Plusieurs me´thodes ont e´te´ utilise´es ou
de´veloppe´es pour obtenir ces matrices. Parmi les publications les plus re´centes, nous
en retiendrons trois. Luyben [52] propose une me´thode pour identifier les fonctions de
transfert de colonnes fonctionnant a` haute purete´ et dont le comportement est fortement
non line´aire : d’une part, les gains statiques entre les entre´es et les sorties de´pendent tre`s
fortement du niveau des purete´s ; d’autre part, les “constantes de temps” augmentent
fortement vers les hautes purete´s. La me´thode d’identification que propose Luyben repose
sur la proce´dure de “auto-tuning” de Astrom et Hagglund [4] : cette me´thode permet
de maintenir, pendant la phase d’identification, le syste`me dans une plage line´aire de
fonctionement, cette plage pouvant eˆtre e´troite. Paralle`lement, Moudgalya et al. [60] ont
developpe´ une proce´dure d’identification a` partir des re´ponses des sorties a` une double
impulsion sur les entre´es. Ils pre´sentent les avantages pratiques et nume´riques d’une
impulsion double par rapport a` une impulsion simple dans le cas d’un syste`me line´aire
simple, asymptotiquement stable et a` grande constante de temps. Ils appliquent cette
me´thode pour identifier en simulation une matrice de transfert 2 × 2 donc les e´le´ments
sont du type
κe−τs
νs+ 1
s est la variable de Laplace, κ, τ et ν sont des constantes de´pendant de la position de
l’e´le´ment). Skogestad et Morari [85] proce`dent diffe´remment : apre`s avoir line´arise´, autour
d’un point de fonctionement, un mode`le de connaissance de colonne binaire, ils le re´duisent
par une technique que Moore [58] a mis au point. Cette re´duction est bien adapte´ aux
syste`mes stables. Elle consiste, apre`s un changement de coordonne´es sur l’e´tat line´arise´
qui rend les grammiens d’observabilite´ et de controˆlabilite´ identiques, a` ne retenir que
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les directions selon lesquelles les e´volutions sont les plus lentes. Skogestad et Morari [85]
indiquent que, pour des fre´quences pas trop importantes, i.e. des e´chelles de temps pas
trop rapide, une bonne description entre´e-sortie peut eˆtre re´alise´e avec une mode`le d’ordre
infe´rieur ou e´gal a` 5.
Une fois la matrice de tranfert obtenue, la loi de commande peut eˆtre construite de
multiples fac¸ons. Waller [94] et Luyben [51] utilisent des me´thodes exactes de de´couplage
et montrent en simulation qu’elles peuvent engendrer des instabilite´s pour des colonnes
a` haute purete´. Ces auteurs montrent e´galement qu’un de´couplage partiel et simplifie´
permet d’e´viter les instabilite´s.
Plus re´cemment, Waller et al. [96] proposent une synthe`se de la commande par la
me´thode du “lieu de Nyquist” inverse : une telle technique consiste, apre`s le rajout
e´ventuel d’un pre´compensateur13 qui rend la matrice de transfert a` diagonale dominante
soit par colonnes soit par lignes, a` re´gler, par la me´thode des cercles de Gershgorin et/ou
d’Ostrowski dans le domaine de Nyquist [77], les gains du compensateur14 de fac¸on a` ce
que le syste`me boucle´ soit stable.
Plusieurs auteurs ont utilise´ des me´thodes line´aires quadratiques pour synthe´tiser une
loi de commande en qualite´. Par exemple, dans [33], Hammarstro¨m et al montrent, pour
des mode`les line´aires discrets de colonnes a` distiller, que le choix des poids positifs du
crite`re quadratique a` minimiser ainsi que des erreurs de mode´lisation influencent notable-
ment les performances de la loi de commande optimale qui en de´coulent.
Plus re´cemment, Georgiou et al. [30] appliquent des techniques de commande pre´dictive
apre`s avoir change´ les sorties y1 et y2 en log(y1) et log(y2) afin de compenser les non
line´arite´s statiques pre`s de 0. Fonde´e sur un mode`le line´aire discret en temps, la me´thode
consiste a` calculer les futurs changements des variables de commande, ces changements
devant correspondre au suivi optimal d’un certain mode`le de re´fe´rence. La de´nomination
“commande pre´dictive” vient du fait que cette me´thode utilise, a` chaque pe´riode d’e´chantillonnage,
le mode`le line´aire discret pour pre´dire les re´ponses e´chantillonne´es futures du syste`me.
Ces auteurs discutent en simulation l’influence des parame`tres de re´glage de la loi de com-
mande. Ils insistent aussi beaucoup sur l’inte´reˆt de conside´rer le logarithme des sorties
plutoˆt que les sorties elles-meˆmes.
Pour re´pondre au proble`me de la de´ge´ne´rescence statique entre´e-sortie, Skogestad et
Morari [86, 85] proposent une analyse de la robustesse du syste`me en boucle ferme´e. Cette
e´tude de robustesse repose sur deux points :
– une estimation, provenant de la connaissance physique des incertitudes, des erreurs
sur les parame`tres du mode`le en boucle ouverte, sur les commandes, sur les pertur-
bations mesure´es (en amplitude et en direction) et sur les sorties ;
– un indicateur de performance fonde´ sur la valeur singulie`re maximale d’une ma-
trice e´labore´e a` partir de la matrice de tranfert en boucle ferme´e entre les entre´s
13“Compensator” en anglais.
14“Controler”en anglais.
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(perturbations et consignes) et les erreurs de sortie.
L’analyse consiste alors a` ve´rifier que, quelles que soient les incertitudes, le syste`me
boucle´ est stable et l’indicateur de performance est ve´rifie´. Cette analyse est facilite´e
par l’utilisation de re´sultats sur la “valeur singulie`re structurelle” d’une matrice (voir par
exemple [87]). Skogestad et al. [86] en concluent que la repre´sentation d’une colonne a`
distiller par une fonction de transfert entre les entre´es et les sorties conduit a` un mode`le
tre`s sensible aux incertitudes sur les variations de de´bit de charge.
A notre connaissance, peu de re´fe´rences utilisent des me´thodes de commande adapta-
tive qui consistent a` calculer, en meˆme temps, les coefficients du mode`le et la commande,
en utilisant les re´ponses du syste`me boucle´. Re´cemment, deux articles [1, 10] abordent
cependant la question et montrent en simulation l’effet des parame`tres de re´glage et
l’inte´reˆt de ce type de me´thode.
Les avantages de l’approche externe sont clairs : seules les mesures des entre´es et des
sorties sont ne´cessaires, les calculs sont souvent simples. Ses inconvenients aussi : il est
difficile de re´soudre simplement le proble`me des non line´arite´s et de la de´ge´ne´rescence
entre´e-sortie pre`s du re´gime stationnaire ; on ne peut pas, par ces me´thodes, analyser les
proble`mes de stabilite´ interne. En pratique, les sorties sont mesure´es avec des retards
importants. L’utilisation industrielle de ces me´thodes est fortement compromise car elles
n’utilisent pour calculer la commande que les mesures des sorties. Toutes ces raisons
expliquent pourquoi plusieurs auteurs essayent d’utiliser directement ou indirectement
l’e´tat de la colonne via des tempe´ratures.
Approche interne
Le terme interne est relatif a` l’information utilise´e pour calculer la commande : en plus
des sorties, la loi de commande de´pend aussi de l’e´tat, le profil des compositions dans la
colonne. Cet e´tat ne peut eˆtre utilise´ que si l’on sait pre´dire son e´volution, autrement dit
si l’on dispose d’une repre´sentation interne.
Les tempe´ratures
De`s 1962, Rosenbrock[75] propose de commander des compositions interme´diaires en
rectification et e´puisement plutoˆt que les compositions du distillat et du re´sidu. Plus
re´cemment, Waller et al. [95] comparent expe´rimentalement sur une colonne pilote quatre
structures de re´gulation pour commander simultane´ment une tempe´rature en e´puisement
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Ts et une tempe´rature en rectification Te
15:
 L −→ Tr
V −→ Te

 ,

 D −→ Tr
V −→ Te

 ,

 DL+D −→ Tr
V −→ Te

 ,


D
L+D
−→ Tr
V
B
−→ Te

 .
Ils montrent que, face a` des perturbations de composition de charge, les deux sche´mas,
 L −→ Tr
V −→ Te

 et

 DL+D −→ Tr
V −→ Te

 ,
sont les mieux adapte´s et que, face a` des variations de de´bit de la charge, le sche´ma en
ratios
D
L+D
−→ Tr
V
B
−→ Te
est le meilleur.
Commander les tempe´ratures ne signifie pas commander les compositions des deux
produits mais conduit en pratique a` limiter les variations de ces dernie`res. Certains
auteurs sont alle´s plus loin en conside´rant des profils de tempe´ratures. Par exemple,
Yu et Luyben [98] montrent que, pour des colonnes multi-compose´s, les consignes de
tempe´ratures peuvent eˆtre modifie´es en fonction de tempe´ratures voisines de fac¸on a`
diminuer l’influence des compose´s diffe´rents des deux compose´s cle´s.
Sur une colonne a` tre`s haute purete´, Fuentes et Luyben [21] montrent en simulation
que l’on peut notablement ame´liorer la robustesse, par rapport a` des retards de mesures,
d’une commande par appoche externe en introduisant, pour chacune des deux sorties,
une cascade de deux re´gulateurs : le premier re´gule une tempe´rature, le second modifie
la consigne de tempe´rature en fonction de la sortie. Un tel sche´ma est simple a` mettre
en oeuvre. De fac¸on similaire, Mountziaris et Georgiou [61] montrent que, par rapport
a` une re´gulation a` partir des sorties uniquement, le rajout des tempe´ratures augmente
sensiblement les performances de la commande.
Les informations contenues dans le profil de tempe´ratures sont importantes. Cepen-
dant, ces me´thodes de commande n’utilisent en fait que les mesures de tempe´ratures et
sont encore largement perfectibles si l’on tient compte simultane´ment des mesures de
15Les notations L, D, V et B sont celles de la figure pre´ce´dente.
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qualite´ y1 et y2. Ces constatations sont a` rapprocher des e´tudes suivantes qui utilisent un
mode`le fonde´ sur les e´quations de bilan et qui font ainsi intervenir, en plus des sorties,
l’e´tat de la colonne.
La me´thode du rejet des perturbations
Cette approche date des anne´es 1980. Elle part d’un mode`le physique et e´labore une
commande par retour d’e´tat qui rend les sorties insensibles aux perturbations. Takamatsu
et al. [91] ont e´te´ les premiers a` introduire ces techniques pour la commande des colonnes.
Ils ont utilise´ les re´sultats ge´ome´triques de Wonham [97] sur un mode`le physique line´arise´
autour d’un e´tat stationnaire. Ils ont montre´ que les perturbations de composition de
l’alimentation peuvent eˆtre rejete´es par retour d’e´tat. Plusieurs travaux ont suivi. L’un
des plus re´cents (Ku¨mmel et Andersen [45]) montre en simulation la supe´riorite´ de ces
me´thodes ge´ome´triques en line´aire, par rapport a` des me´thodes classiques de commande
“proportionnelle et inte´grale”. Cette supe´riorite´ est essentiellement due a` la prise en
compte des couplages dynamiques (au premier ordre).
En 1983, Gauthier et al. [25] ont applique´ les re´sultats d’Isidori et al. [39, 38] pour
e´tendre les re´sultats de Takamatsu et al. [91] a` un mode`le non line´aire de colonne. Ils
ont montre´ que le syste`me posse`de la structure requise pour rejeter les perturbations de
composition d’alimentation par retour non line´aire de l’e´tat.
Le re´sultat principal de ces me´thodes est qu’il n’est pas ne´cessaire, pour maintenir les
compositions des deux produits constantes, de mesurer la composition de la charge ; la
mesure de son de´bit et les informations contenues dans l’e´tat de la colonne suffisent.
Conclusions
De ce panorama, deux ensembles de difficulte´s apparaissent clairement :
– des difficulte´s lie´es a` la structure du syste`me ; le syste`me a` commander est non-
line´aire et de grande dimension, les couplages commande-sortie sont importants et
peuvent eˆtre tre`s mal conditionne´s pre`s de l’e´tat stationnaire ;
– des difficulte´s lie´es a` l’application industrielle ; les perturbations de composition de
l’alimentation ne sont pas connues, les mesures des sorties ont un retard parfois
important.
Parmi les diverses me´thodes de´ja` introduites, la commande par rejet de perturbation
nous semble la plus prometteuse car elle repose sur un mode`le dynamique de connaissance
re´pute´ fiable, elle permet de prendre en compte de fac¸on rigoureuse les non line´arite´s et
les couplages, elle fait intervenir l’e´tat du syste`me et donc une information voisine de
celle contenue dans le profil des tempe´ratures. Jusqu’a` pre´sent, cette voie n’a e´te´ que peu
explore´e. L’objet de la seconde partie de cette the`se est de l’explorer davantage. L’objectif
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est de proposer une loi de retour d’e´tat, calculable en ligne a` partir des mesures disponibles
et suffisament robuste vis a` vis des erreurs de mode`le et de mesures, en particulier, des
retards dans les mesures des sorties.
Le chapitre 3 traite des colonnes binaires. Pour ces colonnes, des mode`les de con-
naissance non line´aires assez simples existent. Comme ces mode`les sont de trop grande
dimension pour la commande, nous de´veloppons une me´thode de re´duction qui pre´serve
les comportements qualitatifs, qui s’interpre`te rigoureusement dans le cadre de la the´orie
des perturbations singulie`res des syste`mes a` plusieurs e´chelles de temps, qui fournit des
mode`les de commande de tailles re´alistes et repre´sentant les dynamiques les plus lentes.
Sur ces mode`les re´duits, la me´thode du rejet de perturbations conduit a` des lois non
line´aires de retour d’e´tat et a` un syste`me boucle´ asymptotiquement stable autour de
n’importe quel e´tat stationnaire. Ces lois non line´aires peuvent eˆtre directement calcule´es
a` partir des sorties et de deux tempe´ratures a` l’inte´rieur de la colonne. Une e´tude en sim-
ulation montre que le rejet des perturbations est asymptotique, que ces lois de commande
sont tre`s robustes face a` des retards dans les mesures de sorties et que, en comparaison
avec d’autres me´thodes de commande, elles correspondent a` un compromis acceptable
entre la robustesse vis a` vis des retards et la pre´cision.
Dans le chapitre 4, les re´sultats obtenus pour les colonnes binaires sont e´tendus de
fac¸on heuristique et formelle aux colonnes multi-compose´s. Une e´tude en simulation dans
le cas d’un de´butaniseur de raffinerie montre que le syste`me boucle´ est asymptotiquement
stable et que, comme pour les colonnes binaires, le rejet des perturbations est asympto-
tique et la commande peu sensible aux retards de mesure sur les sorties.
Le chapitre 5 pre´sente la mise en oeuvre sur des colonnes re´elles de ces me´thodes
non line´aires de commande avec les re´sultats obtenus sur un de´propaniseur, une colonne
binaire, et un de´butaniseur, une colonne multi-compose´s.
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Chapter 3
Les colonnes binaires
3.1 Construction de mode`les de commande
3.1.1 Le mode`le de connaissance (L,V)
Les e´quations d’e´tat
Nous appelons colonne binaire (cf. figure 3.1, page 80) une colonne a` distiller qui se´pare
un me´lange de 2 compose´s : en teˆte sort le distillat, le compose´ le´ger de la charge avec
un peu du compose´ lourd ; en fond sort le re´sidu, le compose´ lourd de la charge avec un
peu du compose´ le´ger.
Pour ce proce´de´, les seules e´quations dynamiques et non line´aires disponibles sont
fonde´es sur une mode´lisation physique. Dans le chapitre 1, nous avons pre´sente´ un mode`le
dynamique tre`s complet de la colonne qui prend en compte aussi bien l’hydrodynamique
du plateau que les re´gulations de niveaux et de pression. Ce mode`le est inte´ressant pour
la simulation. Pour la commande, il est mathe´matiquement trop complexe et trop lourd a`
manipuler. De plus, il me´lange des phe´nome`nes tre`s diffe´rents, comme l’hydrodynamique,
ge´ne´ralement rapide, et la dynamique des compositions, nettement plus lente. Nous
n’utiliserons pas ce mode`le dynamique pour e´laborer la commande. Cette dernie`re sera
calcule´e a` partir d’un mode`le moins complet et prenant principalement en compte les
transitoires lie´s aux compositions.
Les hypothe`ses de mode´lisation pour la commande sont les suivantes :
– sur chaque plateau les phases liquide et vapeur sont homoge`nes et a` l’e´quilibre
thermodynamique ;
– sur chaque plateau, la re´tention molaire liquide est constante, la re´tention vapeur
est ne´gligeable ; dans la colonne, la pression est constante et uniforme1 ;
1L’uniformite´ de la pression permet d’omettre les de´pendances en pression dans les e´quations. Les
de´veloppements qui vont suivre restent entie`rement valables si la pression diffe`re d’un plateau a` l’autre.
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Figure 3.1: une colonne binaire classique.
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– sur chaque plateau, a` l’exception du ballon de reflux et du fond de la colonne, le flux
molaire total liquide (resp. vapeur) entrant est e´gal au flux molaire total liquide
(resp. vapeur) sortant ; la charge est liquide et a` sa tempe´rature de bulle2.
De nombreux auteurs [85, 79, 91], qui s’inte´ressent a` la commande, utilisent des hypothe`ses
tre`s voisines des noˆtres. Autour d’un re´gime statique, ces dernie`res sont raisonnables :
les plateaux sont conc¸us pour que le contact entre le liquide et la vapeur soit important ;
loin de l’engorgement, la ge´ome´trie du plateau assure un volume de re´tention liquide
quasiment inde´pendant du de´bit ; en pratique, les re´gulations de la pression de teˆte et des
niveaux du ballon de reflux et du fond sont suffisamment rapides et stables pour que leurs
dynamiques puissent eˆtre ne´glige´es.
Sous les hypothe`ses pre´ce´dentes, le mode`le dynamique est constitue´ uniquement par
les e´quations de bilan sur chaque plateau d’un des deux compose´s. Les e´quations d’e´tat
sont les suivantes :

H1
dx1
dt
= V k(x2)− V x1
pour j = 2, . . . , jF − 1 :
Hj
dxj
dt
= Lxj−1 + V k(xj+1)− Lxj − V k(xj)
HjF
dxjF
dt
= LxjF−1 + V k(xjF +1)− (L+ F )xjF − V k(xjF ) + FzF
pour j = jF + 1, . . . , n− 1 :
Hj
dxj
dt
= (L+ F )xj−1 + V k(xj+1)− (L+ F )xj − V k(xj)
Hn
dxn
dt
= (L+ F )xn−1 − (L+ F − V )xn − V k(xn)
(3.1)
avec
– j l’indice de plateau (1 ≤ j ≤ n, j = 1 correspond au ballon de reflux, j = jF au
plateau d’alimentation, j = n au fond, (3 ≤ jF ≤ n− 1) ;
– (Hj)j=1,...,n les re´tentions liquides (constantes) ;
– xj la fraction molaire liquide du plateau j ;
– k(xj) la fraction molaire vapeur du plateau j (l’inversion formelle des e´quations
d’e´quilibre thermodynamique fournit la fonction k en meˆme temps que la tempe´rature
sur le plateau j, Tj = Θ(xj)) ; nous avons omis la de´pendance en pression car celle-ci
est suppose´e constante et uniforme ;
2Comme le montre la sous-section 3.2.3, page 114, l’abandon de cette hypothe`se sur la charge ne pose
pas de difficulte´.
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– F le de´bit molaire de la charge, zF sa composition ;
– L le de´bit de reflux, V le de´bit de vapeur sortant du rebouilleur.
Les deux commandes sont L et V . Les perturbations sont F et zF . Les deux sorties sont
y1 = x1 et y2 = xn, respectivement la composition du distillat et la composition du re´sidu.
Remarque 3. Nous supposons que les niveaux du ballon de reflux et du fond sont re´gule´s
respectivement par les de´bits de distillat et de re´sidu. Nous avons vu pre´ce´demment que
d’autres configurations peuvent eˆtre utilise´es. Par exemple, le niveau du ballon de reflux
peut eˆtre commande´ en agissant sur le de´bit de reflux. Pour le mode`le ci-dessus, toutes ces
possibilite´s sont a` interpre´ter comme des changements de variables, parame´tre´s par F , sur
les commandes L et V . Les re´sultats qui vont suivre (proprie´te´s en boucle ouverte, rejet
des perturbations zF ) demeurent valables pour ces autres choix de variables de commande.
Pour des raisons physiques e´videntes, nous introduisons les deux hypothe`ses :
H1 les de´bits sont positifs, i.e. F > 0, L > 0, V > 0, V − L > 0 et L + F − V > 0.
Rappelons que zF ∈]0, 1[ par de´finition.
H2 la fonction k satisfait ∀x ∈ [0, 1], k(x) ∈ [0, 1], si x = 0 alors k(x) = 0, et si x = 1
alors k(x) = 1.
Proprie´te´s en boucle ouverte du mode`le (L,V)
En 1962, Rosenbrock [76] a de´montre´, pour un mode`le un peu plus complique´ que le
mode`le (3.1), l’unicite´ et la stabilite´ asymptotique globale. Nous allons re´utiliser ces
re´sultats (annexe D) pour de´montrer des proprie´te´s analogues sur le mode`le (3.1).
Le the´ore`me 4 ci-dessous e´nonce des proprie´te´s qualitatives du mode`le (3.1). Tout
d’abord, pour chaque jeu d’entre´es ayant un sens physique, il existe un point stationnaire
unique ayant un sens physique. Si ces entre´es sont constantes au cours du temps, le
syste`me revient naturellement a` ce point stationnaire, et ce quel que soit le point de
de´part. A partir de n’importe quel re´gime stationnaire, la re´action du syste`me a` un
e´chelon sur l’une des entre´es L, V ou zF est monotone.
The´ore`me 4. Conside´rons le syste`me (3.1). Supposons que H1 et H2 sont ve´rifie´es et
que dk/dx > 0 pour tout x dans [0, 1]. 3 Alors,
(i) pour toute condition initiale dans [0, 1]n, la solution maximale en temps est de´finie
pour t dans [0,+∞[ et reste dans [0, 1]n ;
3 Le second principe de la thermodynamique implique que la fonction k est croissante, voir par
exemple [54].
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(ii) pour chaque F , zF , L et V , il existe un unique point stationnaire x dans ]0, 1[
n
de´pendant re´gulie`rement de (F, zF , L, V ) ; si de plus k(x) < x pour tout x dans
]0, 1[, 4 alors le point stationnaire ve´rifie
0 < x1 < x2 < . . . < xn−1 < xn < 1 ;
(iii) si F , zF , L et V sont constants, alors l’unique point stationnaire est globalement
asymptotiquement stable (i.e. pour toute condition initiale dans [0, 1]n, la solution
converge vers le point stationnaire quand t tend vers +∞) ; de plus, pour tout x dans
[0, 1]n le jacobien du syste`me par rapport a` x a n valeurs propres re´elles, distinctes
et strictement ne´gatives ;
(iv) si F , zF , L et V sont constants et si au temps t = 0 les n composantes de dx/dt
sont positives (resp. ne´gatives), alors, pour tout t > 0, les n composantes de dx/dt
restent positives (resp. ne´gatives) ; si l’on suppose en plus que k(x) < x pour tout
x dans ]0, 1[, la re´ponse de l’e´tat du syste`me a` un e´chelon sur l’une des entre´es zF ,
L et V est monotone, i.e. la solution correspondante (xj(t))j=1,...,n de (3.1) est telle
que, a` chaque instant t > 0, soit pour tout j dans {1, . . . , n} dxj/dt ≥ 0, soit pour
tout j dans {1, . . . , n} dxj/dt ≤ 0.
Preuve de (i) Il suffit de montrer que le champ de vecteur associe´ au syste`me dy-
namique (3.1) est rentrant dans [0, 1]n. Soit donc x = (xj)j=1,...,n sur le bord de [0, 1]
n.
Ne´cessairement, il existe j dans {1, . . . , n} tel que, soit xj = 0, soit xj = 1. Supposons
que xj = 0, il est alors clair sur les e´quations (3.1) que dxj/dt ≥ 0 puique xj−1 ≥ 0 et
xj+1 ≥ 0. De meˆme, si xj = 1 alors dxj/dt ≤ 0. Ce qui montre que le champ est rentrant.
Preuve de (ii) La de´monstration de l’existence et l’unicite´ du point stationnaire s’inspire
de la construction graphique bien connue de McCabe-Thiele ([93] page 260). Un e´tat sta-
tionnaire x = (xj)j=1,...,n est caracte´rise´ par
Fzf = (V − L)x1 + (L+ F − V )xn (3.2)
k(xj+1) =
L
V
xj + (1− L
V
)x1, j = 1, . . . , jf − 1 (3.3)
xj−1 =
V
L+ F
k(xj) + (1− V
L+ F
)xn, j = jf + 1, . . . , n , (3.4)
ou` (3.2) est obtenu en sommant toutes les e´quations de (3.1) (le bilan global), (3.3)
correspond a` la somme des j premie`res e´quations et (3.4) a` la somme des n − j + 1
dernie`res e´quations5. Comme k est une fonction croissante, les relations (3.3) permettent
4k(x) < x signifie physiquement que le compose´ choisi pour e´crire les e´quations de bilan est le compose´
lourd.
5 Les relations (3.3) et (3.4) de´finissent les droites ope´ratoires de la me´thode de McCabe-Thiele.
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de calculer xjF en fonction de x1. Plus pre´cise´ment, xjF = φ1(x1) avec φ1 fonction
strictement croissante, φ1(0) = 0 et φ1(1) = 1. De la meˆme fac¸on, (3.4) de´finit la fonction
strictement croissante φn avec xjF = φn(xn), φn(0) = 0 et φn(1) = 1. De φ1(x1) = φn(xn),
nous de´duisons xn = α(x1) avec α bijection croissante de [0, 1] dans [0, 1]. Ainsi le
syste`me (3.2) (3.3) (3.4) se re´duit a` l’e´quation scalaire
Fzf = (V − L)x1 + (L+ F − V )α(x1).
Le terme de droite de cette e´quation est une fonction strictement croissante de x1, e´gale
a` 0 lorsque x1 = 0 et F lorsque x1 = 1. Comme zF ∈]0, 1[, il existe un unique x1 dans
]0, 1[ satisfaisant cette e´quation. L’existence et l’unicite´ du point stationnaire sont donc
prouve´es. Si l’on suppose de plus que k(x) < x pour tout x dans ]0, 1[, alors les ine´galite´s
du point (ii) re´sultent directement des relations re´currentes (3.3) et (3.4).
Preuve de (iii) Nous utilisons ici un re´sultat de Rosenbrock rappele´ dans l’annexe D.
Montrons que le syste`me (3.1) ve´rifie les conditions du the´ore`me de Rosenbrock. Dans
notre cas, p = n, ξk = Hkxk pour k = 1, . . . , n, Ω =
∏n
k=1[0, Hk] et le syste`me (3.1) s’e´crit
dξ/dt = φ(ξ) avec φ continuˆment de´rivable. La de´pendance de φ par rapport aux entre´es
L, V , F et zf est omise puisque ces dernie`res sont suppose´es constantes.
Le point (i) implique que la condition (i) du the´ore`me de Rosenbrock est satisfaite.
De (3.1), nous voyons que, pour i = 2, . . . , n − 1, ψi = 0, ψ1 = (V − L)/H1 et ψn =
(L + F − V )Hn avec ψi de´finie par (D.1). H1 implique que la condition (ii) est aussi
ve´rifie´e. Le jacobien du syste`me ∂φ/∂ξ est la matrice de Jacobi J du lemme 10 (annexe D)
avec p = n,
a =
(
L
H1
, . . . ,
L
Hjf−1
,
L+ F
Hjf
, . . . ,
L+ F
Hn−1
,
L+ F − V
Hn
)
et
b =
(
V − L
H1
,
V
H2
dk
dx
(x2), . . . ,
V
Hn
dk
dx
(xn)
)
.
Ainsi les vecteurs a et b ont toutes leurs composantes positives. La condition (iii) du
the´ore`me de Rosenbrock est remplie. La stabilite´ asymptotique globale de l’unique point
stationnaire est donc de´montre´e.
Le lemme 10 nous dit que les valeurs propres de ∂φ/∂ξ sont re´elles, distinctes et
strictement ne´gatives. Comme le jacobien du syste`me (3.1) est semblable a` ∂φ/∂ξ, ces
valeurs propres restent les meˆmes. Ceci termine la preuve du point (iii).
Preuve de (iv) Nous de´taillons la preuve pour une condition initiale telle que les
composantes de dx/dt sont toutes positives. Le cas ou` elles sont toutes ne´gatives se traite
de la meˆme manie`re. Il suffit de montrer que le champ de vecteurs de´fini par (3.1) est
rentrant dans Ω+ = {x ∈ [0, 1]n tel que ∀j ∈ {1, . . . , n}, dxj/dt ≥ 0}. Soit x sur le
bord de Ω+. Alors il existe j dans {1, . . . , n} tel que dxj/dt = 0. En de´rivant (3.1) par
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rapport au temps, nous voyons que, si dxj/dt = 0, d
2xj/dt
2 est une combinaison line´aire
a` coefficients positifs de dxj−1/dt et dxj+1/dt. Ainsi d
2xj/dt
2 ≥ 0 puisque dxj−1/dt ≥ 0
et dxj+1/dt ≥ 0. Ce qui prouve que le champ de vecteurs est rentrant dans Ω+.
Pour prouver la monotonie par rapport a` un e´chelon sur l’une des entre´es zF , L
ou V , il suffit de montrer que, partant d’un e´tat stationnaire a` t = 0−, dx/dt a` t =
0+ a ses composantes soit toutes positives, soit toutes ne´gatives. Prenons par exemple
un e´chelon sur le de´bit de reflux, L → L + δL. Nous supposons que (F, zF , L, V ) et
(F, zF , L + δL, V ) ve´rifient H1. D’apre`s (ii), le point stationnaire de de´part x, associe´
aux entre´es (F, zF , L, V ), ve´rifie x1 < . . . , < xn. Il est facile de voir avec (3.1) que dx/dt
vaut au temps t = 0+
dx1
dt
= 0
dxj
dt
=
(xj−1 − xj)δL
Hj
pour j = 2, . . . , n.
A t = 0+ les composantes de dx/dt ont toutes le meˆme signe, celui de −δL. Les cas de
zF et V se traitent de fac¸on similaire.
Discussion
Ce mode`le dynamique de connaissance est en fait un mode`le de taille importante. Pour
le de´propaniseur de raffinerie de´crit dans le chapitre 1, ce mode`le comporte un e´tat de
dimension 42. Au re´gime nominal de fonctionnement, le mode`le line´arise´ tangent posse`de
un spectre tre`s e´tendu (cf. tableau 3.1) : le rapport entre la plus grande e´chelle de temps
et la plus petite est de 8700 environ. De plus, face aux phe´nome`nes hydrauliques dont les
constantes de temps avoisinent la minute et qui sont ici ne´glige´s, les 33 valeurs propres
infe´rieures a` −1 mn−1 ne sont pas significatives. Autrement dit, la partie la plus rapide n’a
aucune raison de bien repre´senter les transitoires rapides de la colonne. En revanche, la
partie la plus lente doit effectivement correspondre a` la dynamique lente des compositions,
les grandeurs que l’on veut commander. Il est donc important d’extraire de ce mode`le de
connaissance sa partie lente afin d’obtenir un mode`le fiable de petite dimension qui peut
eˆtre utilise´ pour la commande.
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i λi i λi i λi
1 -22,5807 15 - 8,4581 29 - 2,2734
2 -21,0925 16 - 8,2902 30 - 2,0871
3 -19,2560 17 - 7,8743 31 - 1,6527
4 -18,0316 18 - 7,6954 32 - 1,1078
5 -16,9416 19 - 6,7288 33 - 1,0155
6 -16,2543 20 - 6,7001 34 - 0,6977
7 -14,2483 21 - 5,7575 35 - 0,5145
8 -13,8522 22 - 5,2752 36 - 0,3687
9 -11,6824 23 - 5,0693 37 - 0,2917
10 -11,3547 24 - 4,7030 38 - 0,1874
11 -10,8763 25 - 3,7317 39 - 0,1332
12 -10,8015 26 - 3,4867 40 - 0,0565
13 - 9,6780 27 - 3,4367 41 - 0,0094
14 - 8,7125 28 - 2,2909 42 - 0,0026
Table 3.1: spectre du mode`le de connaissance (L,V) pour un de´propaniseur de 42 plateaux
(les valeurs propres (λi)i=1,...,42 sont en mn
−1).
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3.1.2 Agre´gation par e´chelle de temps du mode`le (L,V)
Dans cette section, nous proposons une me´thode pour obtenir, a` partir du mode`le (L,V)
de colonne (3.1), un mode`le dynamique re´duit et lent. Pour cela, nous utilisons la me´thode
des perturbations singulie`res. Elle permet de ne´gliger les effets dynamiques qui se sta-
bilisent rapidement et de ne conserver que les effets dynamiques lents. Pour un aperc¸u
complet de l’utilisation des perturbations singulie`res en mode´lisation et en commande,
nous renvoyons le lecteur aux travaux de Kokotovic [42]. Ici, nous n’avons besoin que du
the´ore`me de Tikhonov, rappele´ dans l’annexe D.
Pour des raisons de simplicite´, nous pre´sentons d’abord la me´thode dans le cas d’un
compartiment de m plateaux. Ensuite, nous l’appliquons a` la colonne entie`re.
L’agre´gation d’un compartiment
Les e´quations Conside´rons le compartiment de m plateaux de´crit sche´matiquement
par la figure 3.2. Sous les meˆmes hypothe`ses que celles faites pour le mode`le (L,V) (3.1),
ce compartiment est de´crit par le syste`me

H˜1
dx˜1
dt
= L˜x˜0 + V˜ k(x˜2)− L˜x˜1 − V˜ k(x˜1)
H˜2
dx˜2
dt
= L˜x˜1 + V˜ k(x˜3)− L˜x˜2 − V˜ k(x˜2)
...
H˜m−1
dx˜m−1
dt
= L˜x˜m−2 + V˜ k(x˜m)− L˜x˜m−1 − V˜ k(x˜m−1)
H˜m
dx˜m
dt
= L˜x˜m−1 + V˜ k(x˜m+1)− L˜x˜m − V˜ k(x˜m)
(3.5)
avec
– (H˜j)1≤j≤m les re´tentions liquides,
– x˜j la composition liquide sur le plateau j,
– L˜ et V˜ les flux liquide et vapeur rentrant dans la section, x˜0 et k(x˜m+1) leurs
compositions respectives.
Les proprie´te´s du mode`le (L,V) de compartiment Le mode`le (L,V) d’un compar-
timent (3.5) posse`de des proprie´te´s qualitatives voisines de celles du mode`le (L,V) de la
colonne : existence et unicite´ du point stationnaire, stabilite´ asymptotique globale, . . . Ces
proprie´te´s sont e´nonce´es dans le lemme ci-dessous.
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6
6
6
6
6
6
?
?
?
?
?
?
H˜m
H˜j
H˜1
V˜ k(x˜m+1)
V˜ k(x˜j+1)
V˜ k(x˜j)
V˜ k(x˜1) L˜x˜0
L˜x˜j−1
L˜x˜j
L˜x˜m
Figure 3.2: un compartiment de m plateaux.
Lemme 2. Conside´rons le syste`me (3.5). Supposons que L˜ > 0, V˜ > 0, 0 ≤ x˜0, x˜m+1 ≤ 1
k soit une fonction continuˆment de´rivable strictement croissante de x ∈ [0, 1], k(0) = 0
et k(1) = 1. Alors
(i) pour toute condition initiale dans [0, 1]m, la solution maximale de (3.5) est de´finie sur
[0,+∞[ et reste dans [0, 1]m.
(ii) pour chaque L˜, V˜ , x˜0 et x˜m, (3.5) admet un unique point stationnaire xˆ dans [0, 1]
m,
k(xˆ1) et xˆm sont des fonctions continuˆment de´rivables de (L˜/V˜ , x˜0, x˜m+1) note´es
respectivement Ym(L˜/V˜ , x˜0, x˜m+1) et Xm(L˜/V˜ , x˜0, x˜m+1). Ces fonctions sont relie´es
par la relation
L˜Xm(L˜/V˜ , x˜0, x˜m+1) + V˜ Ym(L˜/V˜ , x˜0, x˜m+1) = L˜x˜0 + V˜ k(x˜m+1). (3.6)
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Elle ve´rifient les relations
0 ≤ Ym ≤ 1 0 ≤ Xm ≤ 1
0 <
∂Ym
∂x˜0
<
L˜
V˜
0 <
∂Xm
∂x˜0
< 1
0 <
∂Ym
∂x˜m+1
<
dk
dx
(x˜m+1) 0 <
∂Xm
∂x˜m+1
<
V˜
L˜
dk
dx
(x˜m+1).
(3.7)
De plus, si xˆ ve´rifie x˜0 < xˆ1 < . . . < xˆr < x˜m+1, alors
∂Ym
∂L˜/V˜
< 0 et
∂Xm
∂L˜/V˜
< 0. (3.8)
(iii) si les fonctions L˜, V˜ , x˜0 et x˜m sont constantes et si la condition initiale est dans
[0, 1]m, alors le syste`me est globablement asymptotiquement stable :
lim
t→+∞
x˜(t) = xˆ
ou` x˜(t) est la solution du syste`me et xˆ est l’unique point stationnaire de´fini dans le
point (ii) pre´ce´dent.
Les points (i) et (iii) se montrent de la meˆme fac¸on que les points (i) et (iii) du
the´ore`me 4. Nous ne pre´sentons pas les de´tails de leur preuve. En revanche, il convient
de de´montrer le point (ii).
Preuve de (ii) Remarquons que (3.6) n’est autre que la somme des e´quations
de (3.5) a` l’e´tat stationnaire. Il reste a` montrer l’existence et l’unicite´ de xˆ ainsi que
les relations (3.7) et (3.8). Comme Xm et Ym jouent un role syme´trique, il suffit en fait
de montrer l’existence et l’unicite´ de xˆ et les relations concernant Ym par exemple. Pour
cela, nous proce´dons par re´currence sur m.
Si m = 1, xˆ existe et est unique, (3.7) et (3.8) sont ve´rifie´es. En effet, xˆ1 est donne´
par
L˜
V˜
xˆ1 + k(xˆ1) =
L˜
V˜
x˜0 + k(x˜2).
Comme k est une bijection de [0, 1] dans [0, 1], xˆ1 existe, est unique et appartient a` [0, 1];
de plus k(xˆ1) est une fonction C
1 de L˜/V˜ , x˜0 et x˜2. Les ine´galite´s sur les de´rive´es partielles
de Y1 s’obtiennent sans difficulte´ en de´rivant l’e´quation ci-dessus.
Supposons le re´sultat vrai pour un compartiment de m − 1 plateaux, m − 1 ≥ 1.
Conside´rons xˆ = (xˆj)j=1,...,m solution de (3.5) au re´gime stationnaire. Alors (xˆ2, . . . , xˆm)
90 CHAPTER 3. LES COLONNES BINAIRES
est solution des e´quations statiques du compartiment compose´ des plateaux 2 a` m. Ainsi,
nous pouvons e´crire
k(xˆ2) = Ym−1(L˜/V˜ , xˆ1, x˜m+1),
avec Ym−1 satisfaisant
0 ≤ Ym−1 ≤ 1
0 <
∂Ym−1
∂xˆ1
<
L˜
V˜
0 <
∂Ym−1
∂x˜m+1
<
dk
dx
(x˜m+1) .
De plus si xˆ1 < xˆ2 < . . . < xˆr < x˜m+1, alors
∂Ym−1
∂L˜/V˜
< 0.
xˆ1 est alors donne´ par
L˜
V˜
xˆ1 + k(xˆ1)− Ym−1(L˜/V˜ , xˆ1, x˜m+1)− L˜
V˜
x˜0 = 0, (3.9)
l’e´quation statique du plateau 1. Le terme de droite de cette e´quation est une fonction
de xˆ1 continuˆment de´rivable, strictement croissante de xˆ1, ne´gative en 0 et positive en 1.
Il existe donc un unique xˆ1 ∈ [0, 1] ve´rifiant (3.9). k(xˆ1) et donc xˆ1 sont des fonctions
continuˆment de´rivables de L˜/V˜ , x˜0 et x˜m+1. Les ine´galite´s de (3.7) et (3.8) relatives a` Ym
s’obtiennent en de´rivant par rapport a` x˜0, x˜m+1 et L˜/V˜ l’e´quation (3.9).
La re´duction par e´chelle de temps du mode`le (L,V) de compartiment Le
the´ore`me de Tikhonov (voir annexe D) suppose l’existence d’un petit parame`tre positif ε
devant certaines de´rive´es. Or les e´quations ci-dessus ne contiennent pas de fac¸on explicite
et e´vidente un tel ε. Il nous faut en trouver un ou plutoˆt en choisir un. Si le nombre de
plateaux est suffisamment e´leve´, le comportement de deux plateaux successifs doit eˆtre tre`s
similaire ; autrement dit, leurs diffe´rences de comportement doivent s’ave´rer ne´gligeables
par rapport a` un comportement moyen d’ensemble. Cette ide´e peut se formaliser comme
suit.
Supposons que le nombre de plateaux m soit important (typiquement m ≥ 10) et
que les plateaux soient de tailles voisines. Notons H = ∑m1 H˜j la re´tention liquide du
compartiment et choisissons un plateau nume´rote´ ja ∈ {1, . . . ,m}, appele´ par la suite le
plateau d’agre´gation. Pour j 6= ja, nous pouvons poser H˜j = ε αjH avec 0 < ε ≪ 1 et
αj ≈ 1. Alors, nous avons H˜ja = H(1−
∑
j 6=ja
εαj). Ceci nous conduit au changement de
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variables suivant 

x˜1
...
x˜ja−1
x˜ja
x˜ja+1
...
x˜m


−→


z˜1 = x˜1
...
z˜ja−1 = x˜ja−1
x˜ =
(∑m
1 H˜jx˜j
)
/H
z˜ja+1 = x˜ja+1
...
z˜m = x˜m


(3.10)
ou` les compositions des plateaux j 6= ja restent inchange´es, et ou` la composition du
plateau ja est remplace´e par la moyenne ponde´re´e des compositions des m plateaux.
Avec ces nouvelles variables d’e´tat, z˜j et x˜, les e´quations du compartiment,

ε α1H dz˜1
dt
= L˜x˜0 + V˜ k(z˜2)− L˜z˜1 − V˜ k(z˜1)
...
ε αja−2H
dz˜ja−2
dt
= L˜z˜ja−3 + V˜ k(z˜ja−1)− L˜z˜ja−2 − V˜ k(z˜ja−2)
ε αja−1H
dz˜ja−1
dt
= L˜z˜ja−2 + V˜ k
(
x˜− ε∑j 6=ja αj z˜j
1− ε∑j 6=ja αj
)
− L˜z˜ja−1 − V˜ k(z˜ja−1)
H dx˜
dt
= L˜x˜0 + V˜ k(x˜m+1)− L˜z˜m − V˜ k(z˜1)
ε αja+1H
dz˜ja+1
dt
= L˜
(
x˜− ε∑j 6=ja αj z˜j
1− ε∑j 6=ja αj
)
+ V˜ k(z˜ja+2)− L˜z˜ja+1 − V˜ k(z˜ja+1)
ε αja+2H
dz˜ja+2
dt
= L˜z˜ja+1 + V˜ k(z˜ja+3)− L˜z˜ja+2 − V˜ k(z˜ja+2)
...
ε αmH dz˜m
dt
= L˜z˜m−1 + V˜ k(x˜m+1)− L˜z˜m − V˜ k(z˜m),
(3.11)
prennent la forme singulie`rement perturbe´e standard (D.2) du the´ore`me de Tikhonov. Le
92 CHAPTER 3. LES COLONNES BINAIRES
sous-syste`me lent est

H dx˜
dt
= L˜x˜0 + V˜ k(x˜m+1)− L˜z˜m − V˜ k(z˜1)
0 = L˜x˜0 + V˜ k(z˜2)− L˜z˜1 − V˜ k(z˜1)
...
0 = L˜z˜ja−3 + V˜ k(z˜ja−1)− L˜z˜ja−2 − V˜ k(z˜ja−2)
0 = L˜z˜ja−2 + V˜ k(x˜)− L˜z˜ja−1 − V˜ k(z˜ja−1)
0 = L˜x˜+ V˜ k(z˜ja+2)− L˜z˜ja+1 − V˜ k(z˜ja+1)
0 = L˜z˜ja+1 + V˜ k(z˜ja+3)− L˜z˜ja+2 − V˜ k(z˜ja+2)
...
0 = L˜z˜m−1 + V˜ k(x˜m+1)− L˜z˜m − V˜ k(z˜m).
(3.12)
Le sous-syste`me rapide est

α1H dz˜1
dτ
= L˜x˜0 + V˜ k(z˜2)− L˜z˜1 − V˜ k(z˜1)
...
αja−2H
dz˜ja−2
dτ
= L˜z˜ja−3 + V˜ k(z˜ja−1)− L˜z˜ja−2 − V˜ k(z˜ja−2)
αja−1H
dz˜ja−1
dτ
= L˜z˜ja−2 + V˜ k(x˜)− L˜z˜ja−1 − V˜ k(z˜ja−1)
αja+1H
dz˜ja+1
dτ
= L˜x˜+ V˜ k(z˜ja+2)− L˜z˜ja+1 − V˜ k(z˜ja+1)
αja+2H
dz˜ja+2
dτ
= L˜z˜ja+1 + V˜ k(z˜ja+3)− L˜z˜ja+2 − V˜ k(z˜ja+2)
...
αmH dz˜m
dτ
= L˜z˜m−1 + V˜ k(x˜m+1)− L˜z˜m − V˜ k(z˜m)
(3.13)
avec τ = t/ε.
Le syste`me rapide (3.13) repre´sente deux compartiments de´couple´s (les plateaux 1 a`
ja−1 et les plateaux ja+1 a`m) puisque x˜, x˜0 et x˜m+1 sont suppose´s eˆtre des parame`tres. Le
lemme 2 implique que ce syste`me est globalement asymptotiquement stable : nous voyons
imme´diatement que les hypothe`ses du the´ore`me de Tikhonov (annexe D) sont ve´rifie´es.
Ainsi les solutions du syste`me lent-rapide (3.11) tendent vers celles du syste`me lent (3.12).
Il est donc raisonable d’approximer le syste`me (3.5) par le sous-syste`me lent (3.12). Ce
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Figure 3.3: la me´thode de re´duction.
dernier se re´e´crit ainsi :

H dx˜
dt
= L˜z˜ja−1 + V˜ k(z˜ja+1)− L˜x˜− V˜ k(x˜)
0 = L˜x˜0 + V˜ k(z˜2)− L˜z˜1 − V˜ k(z˜1)
...
0 = L˜z˜ja−3 + V˜ k(z˜ja−1)− L˜z˜ja−2 − V˜ k(z˜ja−2)
0 = L˜z˜ja−2 + V˜ k(x˜)− L˜z˜ja−1 − V˜ k(z˜ja−1)
0 = L˜x˜+ V˜ k(z˜ja+2)− L˜z˜ja+1 − V˜ k(z˜ja+1)
0 = L˜z˜ja+1 + V˜ k(z˜ja+3)− L˜z˜ja+2 − V˜ k(z˜ja+2)
...
0 = L˜z˜m−1 + V˜ k(x˜m+1)− L˜z˜m − V˜ k(z˜m).
(3.14)
Les e´quations statiques des deux compartiments, 1 a` ja − 1 et ja + 1 a` m, forment la
partie alge´brique. Les e´quations dynamiques autour du plateau ja constituent la partie
diffe´rentielle.
Remarque 4. Le principe de re´duction est simple : comme le montre la figure 3.3, il
consiste a` concentrer les re´tentions sur un seul plateau ja et a` utiliser comme mode`le
re´duit le mode`le physique correspondant a` ce nouveau profil de re´tentions.
Bien que cette me´thode de re´duction soit simple, la complexite´ nume´rique du mode`le
n’est pas diminue´e : le syste`me diffe´rentiel de de´part est remplace´ par un syste`me alge´bro-
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diffe´rentiel de meˆme dimension. Pour la simulation dynamique, une telle re´duction ne
pre´sente pas d’inte´reˆt. En revanche pour la commande, la re´duction est effective puisque la
dimension diffe´rentielle du syste`me diminue. De plus, par construction, les gains statiques
ainsi que la signification physique des variables sont pre´serve´s.
L’agre´gation d’une colonne et le choix des compartiments
Pour utiliser la me´thode de re´duction pre´ce´dente sur une colonne comple`te, il suffit de
de´couper la colonne en compartiments et d’utiliser la remarque 4. Le de´coupage doit
tenir compte, dans une certaine mesure, du profil de re´tentions. A notre connaissance,
la majorite´ des colonnes binaires posse`de un profil de re´tentions dont les caracte´ristiques
sont :
– les re´tentions dans le ballon de reflux et le fond de la colonne sont nettement plus
importantes que celle d’un plateau (H1, Hn ≫ Hj pour j = 2, . . . , n− 1) ;
– les re´tentions H1 et Hn sont comparables a`
∑n−1
j=2 Hj ;
– les re´tentions sur les plateaux 2 a` n−1 sont voisines (Hj ≈ Hk pour 2 ≤ j, k ≤ n−1).
Le mode`le re´duit doit a` la fois repre´senter correctement la dynamique de la colonne et
eˆtre de petite dimension.
En conse´quence, il est raisonnable, dans un premier temps, de conside´rer que les
plateaux 1 et n ont leur propre dynamique lente. Pour les plateaux internes 2 a` n− 1, le
nombre de compartiments est libre.
Pour choisir ce nombre, nous avons compare´ en simulation trois possibilite´s pour le
de´propaniseur de´crit dans le chapitre 1 : de´coupages re´guliers des plateaux 2 a` n− 1 en
1, 2 et 3 compartiments6.
La figure 3.4 montre les re´ponses, lorsque la teneur en propane de la charge passe en
15 mn de 0, 40 a` 0, 20, 7 de 4 mode`les dynamiques :
– le mode`le (3.1) avec 42 plateaux ;
– le mode`le re´duit en 5 compartiments (le ballon de reflux 1, la rectification 2 a` 13,
l’alimentation 14 a` 27, l’e´puisement 28 a` 41, le fond de colonne 42) ;
– le mode`le re´duit en 4 compartiments (le ballon de reflux 1, la rectification 2 a` 21,
l’e´puisement 22 a` 41, le fond de colonne 42) ;
– le mode`le re´duit en 3 compartiments (le ballon de reflux 1, la colonne 2 a` 41, le fond
de colonne 42).
6 La position a` l’inte´rieur d’un compartiment du plateau d’agre´gation n’a pas une influence significative
sur le mode`le re´duit. Pour les simulations, ce plateau a toujours e´te´ choisi au milieu du compartiment.
7La teneur en butane passe dans le meˆme temps de 0, 60 a` 0, 80.
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Un bon compromis entre la pre´cision et la dimension du mode`le re´duit peut eˆtre obtenu
avec le mode`le a` 5 compartiments.
Nous avons aussi envisage´ d’autres types d’agre´gation ou` le ballon de reflux et le fond
de colonne sont conside´re´s comme les autres plateaux. Comme pour la figure 3.4, la
figure 3.5 montre les re´ponses de 3 mode`les a` la meˆme variation de la composition de
l’alimentation :
– le mode`le re´duit en 5 compartiments (le ballon de reflux 1, la rectification 2 a` 13,
l’alimentation 14 a` 27, l’e´puisement 28 a` 41, le fond de colonne 42) ;
– un premier mode`le re´duit en 3 compartiments, le ballon de reflux 1, la colonne 2 a`
41, le fond de colonne 42 ;
– un second mode`le re´duit en 3 compartiments, la rectification 1 a` 13, l’alimentation
14 a` 27, l’e´puisement 28 a` 42.
Si le mode`le agre´ge´ en 5 compartiments est encore trop grand, nous pouvons le re´duire
en 3 compartiments. Il suffit, par exemple, de rajouter au compartiment de rectification
le ballon de reflux, et au compartiment d’e´puisement le fond de colonne.
Pour bien comprendre l’influence de la re´duction sur la commande, nous conside´rons
a` partir de maintenant les deux types de mode`les re´duits suivants :
– le mode`le en 5 compartiments, ballon de reflux 1, un compartiment de rectification
2 a` jr, un compartiment autour de l’alimentation jr + 1 a` js − 1, un compartiment
d’e´puisement js a` n − 1, le fond de la colonne n ; les plateaux d’agre´gation sont r
dans {2, . . . , jr}, jF dans {jr + 1, . . . , js − 1} et s dans {js, . . . , n− 1} ;
– le mode`le en 3 compartiments, un compartiment de rectification incluant le ballon
de reflux 1 a` jr, un compartiment autour de l’alimentation jr + 1 a` js − 1, un
compartiment d’e´puisement incluant le fond de la colonne js a` n ; les plateaux
d’agre´gation sont r dans {2, . . . , jr}, jF dans {jr+1, . . . , js−1} et s dans {js, . . . , n−
1}.
Sche´matiquement, le mode`le en 5 compartiments est assez pre´cis, alors que le mode`le en
3 compartiments est plus grossier.
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Figure 3.4: comparaison de mode`les agre´ge´s en 5, 4 et 3 compartiments ; de´propaniseur
de 42 plateaux ; variation de composition de l’alimentation.
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Figure 3.5: comparaison de mode`les agre´ge´s en 5 et 3 compartiments ; de´propaniseur de
42 plateaux ; variation de composition de l’alimentation.
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i 1 2 3 4 5
λi -0,2260 -0,1862 -0,0605 -0,0149 -0,0040
Table 3.2: spectre du mode`le de commande agre´ge´ en 5 compartiments (de´propaniseur
de 42 plateaux, les valeurs propres (λi)i=1,...,5) sont en mn
−1).
i 1 2 3
λi -0,1534 -0,0129 -0,0019
Table 3.3: spectre du mode`le de commande agre´ge´ en 3 compartiments (de´propaniseur
de 42 plateaux, les valeurs propres (λi)i=1,...,3) sont en mn
−1).
Nous avons calcule´, pour le re´gime nominal de fonctionement du de´propaniseur, les
spectres des mode`les line´aires tangents (cf. tableaux 3.2 et 3.3) correspondant aux mode`les
en 5 et en 3 compartiments. La comparaison des ces valeurs propres avec celles issues
du mode`le de grande dimension (tableau 3.1) indique effectivement que les deux mode`les
agre´ge´s pre´ce´dents sont lents. La distribution les valeurs propres du mode`le de grande di-
mension (tableau 3.1) permet aussi de de´finir, uniquement autour d’un point stationnaire,
le nombre de compartiments qu’il convient de choisir pour repre´senter les dynamiques dont
les temps caracte´ristiques sont supe´rieurs a` une limite fixe´e par avance.
Remarque 5. Dans les simulations pre´ce´dentes, nous comparons le comportement de
plusieurs mode`les dynamiques de colonnes binaires. Cette comparaison est faite en boucle
ouverte. Il ne s’agit donc que d’indications sur les capacite´s descriptives de ces mode`les
et non sur leur aptitude a` eˆtre commande´s.
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Figure 3.6: l’agre´gation en 5 compartiments.
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3.1.3 Deux mode`les de commande
Dans cette sous-section nous de´taillons les e´quations d’e´tat ainsi que les proprie´te´s en
boucle ouverte de deux mode`les agre´ge´s qui vont servir de mode`le de commande.
Le mode`le agre´ge´ en 5 compartiments
Les e´quations La figure 3.6 de la page 99 sche´matise l’agre´gation en 5 compartiments
de la colonne.
Le mode`le agre´ge´ en 5 compartiments est de´crit par le syste`me alge´bro-diffe´rentiel
suivant :

H1dx1
dt
= V k(x2)− V x1
pour j = 2, . . . , r − 1 :
0 = Lxj−1 + V k(xj+1)− Lxj − V k(xj)
Hr dxr
dt
= Lxr−1 + V k(xr+1)− Lxr − V k(xr)
pour j = r + 1, . . . , jF − 1 :
0 = Lxj−1 + V k(xj+1)− Lxj − V k(xj)
HF dxjF
dt
= LxjF−1 + V k(xjF +1)− (L+ F )xjF − V k(xjF ) + FzF
pour j = jF + 1, . . . , s− 1 :
0 = (L+ F )xj−1 + V k(xj+1)− (L+ F )xj − V k(xj)
Hsdxs
dt
= (L+ F )xs−1 + V k(xs+1)− (L+ F )xs − V k(xs)
pour j = s+ 1, . . . , n− 1 :
0 = (L+ F )xj−1 + V k(xj+1)− (L+ F )xj − V k(xj)
Hndxn
dt
= (L+ F )xn−1 − (L+ F − V )xn − V k(xn)
(3.15)
avec
H1 = H1, Hr =
jr∑
2
Hj, HF =
js−1∑
jr+1
Hj, Hs =
n−1∑
js
Hj, Hn = Hn.
La partie alge´brique est forme´e par les e´quations statiques de 4 compartiments : 2 a` r−1,
r+1 a` jF −1, jF +1 a` e−1 et e+1 a` n−1. Il nous faut e´liminer ces e´quations alge´briques
pour obtenir un syste`me d’e´quations diffe´rentielles ordinaires uniquement.8
8Le syste`me (3.15) est un syste`me alge´bro-diffe´rentiel d’index 1 (cf. chapitre 2).
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Pour cela, il suffit d’utiliser le point (ii) du lemme 2, page 88. Ses e´quations d’e´tat
s’e´crivent alors 

dx1
dt
= f1(x1, xr, L, V )
dxr
dt
= fr(x1, xr, xjF , L, V )
dxjF
dt
= fjF (xr, xjF , xs, L, V, F, zF )
dxs
dt
= fs(xjF , xs, xn, L+ F, V )
dxn
dt
= fn(xs, xn, L+ F, V )
(3.16)
ou`
– xj est la composition liquide sur les plateaux j = 1, r, jF , s, n ;
– les fonctions fj sont de´finies par

H1 f1(x1, xr, L, V ) = V Yr−2(L/V, x1, xr)− V x1
Hr fr(x1, xr, xjF , L, V ) = LXr−2(L/V, x1, xr)
+V YjF−r−1(L/V, xr, xjF )
−Lxr − V k(xr)
HF fjF (xr, xjF , xs, L, V, F, zF ) = FzF + LXjF−r−1(L/V, xr, xjF )
+V Ys−jF−1((L+ F )/V, xjF , xs)
−(L+ F )xjF − V k(xjF )
Hs fs(xjF , xs, xn, L+ F, V ) = (L+ F )Xs−jF−1((L+ F )/V, xjF , xs)
+V Yn−s−1((L+ F )/V, xs, xn)
−(L+ F )xs − V k(xs)
Hn fn(xs, xn, L+ F, V ) = (L+ F )Xn−s−1((L+ F )/V, xs, xn)
−(L+ F − V )xn − V k(xn)
(3.17)
(les fonctions Xm et Ym sont de´finies par les e´quations statiques d’un compartiment,
point (ii) du lemme 2, avec
m = r − 2, jF − r − 1, s− jF − 1, n− s− 1).
Les proprie´te´s en boucle ouverte du mode`le en 5 compartiments Le the´ore`me 4
est directement transposable au mode`le en 5 compartiments. Autrement dit, la re´duction
en 5 compartiments pre´serve les principaux comportements qualitatifs du mode`le de con-
naissance (L,V) de grande dimension.
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The´ore`me 5. Conside´rons le syste`me (3.16). Supposons que les hypothe`ses H1 et H2
soient ve´rifie´es et que dk/dx > 0 pour tout x dans [0, 1]. Alors,
(i) pour toute condition initiale dans [0, 1]5, la solution maximale est de´finie pour t dans
[0,+∞[ et reste dans [0, 1]5 ;
(ii) pour chaque F , zF , L et V , il existe un unique point stationnaire x dans ]0, 1[
5
de´pendant re´gulie`rement de (F, zF , L, V ) ; si de plus k(x) < x pour tout x dans ]0, 1[
alors le point stationnaire ve´rifie
0 < x1 < xr < xjF < xs < xn < 1 ;
(iii) si F , zF , L et V sont constants, alors l’unique point stationnaire est globalement
asymptotiquement stable (i.e. pour toute condition initiale dans [0, 1]5, la solution
converge vers le point stationnaire quand t tend vers +∞) ; de plus, pour tout x dans
[0, 1]5 le jacobien du syste`me par rapport a` x a 5 valeurs propres re´elles, distinctes
et strictement ne´gatives ;
(iv) si F , zF , L et V sont constants et si au temps t = 0 les 5 composantes de dx/dt
sont positives (resp. ne´gatives), alors, pour tout t > 0, les 5 composantes de dx/dt
restent positives (resp. ne´gatives) ; si l’on suppose en plus que k(x) < x pour tout
x dans ]0, 1[, la re´ponse de l’e´tat du syste`me a` un e´chelon sur l’une des entre´es zF ,
L et V est monotone, i.e. la solution correspondante (xj(t))j=1,r,jF ,s,n de (3.1) est
telle que, a` chaque instant t > 0, soit pour tout j dans {1, r, jF , s, n} dxj/dt ≥ 0,
soit pour tout j dans {1, r, jF , s, n} dxj/dt ≤ 0.
Preuve Il suffit de reprendre la de´monstration du the´ore`me 4 relatif au comporte-
ment en boucle ouverte du mode`le (3.1), et d’utiliser le point (ii) du lemme 2.
Le mode`le agre´ge´ en 3 compartiments
Nous pouvons reprendre point par point, pour le mode`le agre´ge´ en 3 compartiments (1 a`
jr, jr + 1 a` js − 1, js a` n), les re´sultats que nous avons e´tablis pour le mode`le agre´ge´ en
5 compartiments.
Les e´quations Tous calculs faits, l’e´quation d’e´tat du syste`me est

dxr
dt
= gr(xr, xjF , L, V )
dxjF
dt
= gjF (xr, xjF , xs, L, V, F, zF )
dxs
dt
= gs(xjF , xs, L+ F, V )
(3.18)
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ou`
– xj est la composition liquide sur les plateaux j = r, jF , s ;
– les fonctions gj sont de´finies par

Hr gr(x1, xr, xjF , L, V ) = LXr−2(L/V, xr)
+V YjF−r−1(L/V, xr, xjF )
−Lxr − V k(xr)
HF gjF (xr, xjF , xs, L, V, F, zF ) = FzF + LXjF−r−1(L/V, xr, xjF )
+V Ys−jF−1((L+ F )/V, xjF , xs)
−(L+ F )xjF − V k(xjF )
Hs gs(xjF , xs, xn, L+ F, V ) = (L+ F )Xs−jF−1((L+ F )/V, xjF , xs)
+V Yn−s−1((L+ F )/V, xs)
−(L+ F )xs − V k(xs) ;
(3.19)
les fonctionsXm and Ym sont de´finies par le point (ii) du lemme 2 pourm = jF−r−1
etm = s−jF−1 ; la fonction Xr−1 correspond au cas ou` la premie`re e´quation de (3.5)
au re´gime stationnaire est remplace´e par
V˜ (k(x˜2)− x˜1) = 0 ;
la fonction Yn−s−1 correspond au cas ou` la dernie`re e´quation de (3.5) au re´gime
stationnaire est remplace´e par
L˜x˜m−1 − (L˜− V˜ )x˜m − V k(x˜m) = 0.
Les proprie´te´s en boucle ouverte du mode`le en 3 compartiments Comme pour
le mode`le re´duit en 5 compartiments, le comportement qualitatif du mode`le re´duit en 3
compartiments est identique a` celui du mode`le de connaissance (L,V).
The´ore`me 6. Conside´rons le syste`me (3.18). Supposons que les hypothe`ses H1 et H2
soient ve´rifie´es et que dk/dx > 0 pour tout x dans [0, 1]. Alors,
(i) pour toute condition initiale dans [0, 1]3, la solution maximale est de´finie pour t dans
[0,+∞[ et reste dans [0, 1]3 ;
(ii) pour chaque F , zF , L et V , il existe un unique point stationnaire x dans ]0, 1[
3
de´pendant re´gulie`rement de (F, zF , L, V ) ; si de plus k(x) < x pour tout x dans ]0, 1[
alors le point stationnaire ve´rifie
0 < xr < xjF < xs < 1 ;
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(iii) si F , zF , L et V sont constants, alors l’unique point stationnaire est globalement
asymptotiquement stable (i.e. pour toute condition initiale dans [0, 1]3 la solution
converge vers le point stationnaire quand t tend vers +∞) ; de plus, pour tout x dans
[0, 1]3 le jacobien du syste`me par rapport a` x a 3 valeurs propres re´elles, distinctes
et strictement ne´gatives ;
(iv) si F , zF , L et V sont constants et si au temps t = 0 les 3 composantes de dx/dt
sont positives (resp. ne´gatives), alors, pour tout t > 0, les 3 composantes de dx/dt
restent positives (resp. ne´gatives) ; si l’on suppose en plus que k(x) < x pour tout x
dans ]0, 1[, la re´ponse de l’e´tat du syste`me a` un e´chelon sur l’une des entre´es zF , L
et V est monotone, i.e. la solution correspondante (xj(t))j=r,jF ,s de (3.1) est telle
que, a` chaque instant t > 0, soit pour tout j dans {r, jF , s} dxj/dt ≥ 0, soit pour
tout j dans {r, jF , s} dxj/dt ≤ 0.
Conclusion
Cette me´thode de re´duction est voisine de celle que proposent Benallou et al. [6] puisqu’elle
produit un mode`le compartimente´ de la colonne. Elle en est ne´anmoins distincte : nous
conservons la structure tridiagonale ; nous justifions la re´duction par des conside´rations
d’e´chelles de temps et nous montrons que notre mode`le re´duit est un mode`le lent ; nous
de´montrons que les proprie´te´s qualitatives du syste`me sont pre´serve´es par la re´duction.
Contrairement a` la me´thode de re´duction d’Espan˜a et Landau [17], nous n’avons pas
besoin d’approximer le syste`me par un syste`me biline´aire ni d’identifier les parame`tres du
mode`le re´duit a` partir de trajectoires du mode`le complet.
En conclusion, cette me´thode de re´duction est simple et rigoureuse. Elle peut s’e´tendre,
au moins formellement, aux colonnes multi-compose´s (cf. le chapitre 4), a` d’autres
proce´de´s de se´paration multi-e´tage´s. Pour la simulation, elle ne pre´sente pas beaucoup
d’inte´reˆt. En revanche, pour la commande, elle fournit des mode`les dynamiques non
line´aires de petite dimension qui pre´servent les phe´nome`nes lents et asymptotiques. Par
rapport aux mode`les utilise´s dans la litte´rature pour calculer une commande en qualite´,
les mode`les (3.16) et (3.18) sont les seuls qui soient de taille restreinte et qui, en meˆme
temps, posse`dent les meˆmes proprie´te´s qualitatives que celles du mode`le de connaissance
(L,V) (3.1).
3.2 Le rejet de perturbations avec stabilite´
L’objectif de la commande est de rendre les qualite´s du distillat y1 = x1 et du re´sidu
y2 = xn inde´pendantes du de´bit et de la composition de l’alimentation. Nous allons
calculer la loi de commande en utilisant les techniques de rejet de perturbations, pre´sente´es
dans l’annexe A, sur le mode`le en 5 compartiments et sur le mode`le en 3 compartiments.
Pour ces deux mode`les de commande, la loi de commande existe autour de n’importe quel
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point stationnaire, est unique (il n’y a pas de singularite´) et peut eˆtre calcule´e directement
avec les sorties et deux tempe´ratures. De plus ces deux mode`les de commande sont
localement asymptotiquement stables en boucle ferme´e (leur dynamiques des ze´ros sont
localement asymptotiquement stables).
3.2.1 Le rejet de perturbations sur le mode`le en 5 comparti-
ments
Le mode`le de commande est donc

dx1
dt
= f1(x1, xr, L, V )
dxr
dt
= fr(x1, xr, xjF , L, V )
dxjF
dt
= fjF (xr, xjF , xs, L, V, F, zF )
dxs
dt
= fs(xjF , xs, xn, L+ F, V )
dxn
dt
= fn(xs, xn, L+ F, V )
y1 = x1
y2 = xn
(3.20)
(les fonctions fj sont de´finies par (3.17)). Les sorties sont y1 et y2. Les commandes sont
L et V . Les perturbations sont F et zF .
Existence et stabilite´
The´ore`me 7. Conside´rons le mode`le agre´ge´ en 5 compartiments (3.20). Supposons que
la fonction k soit continuˆment de´rivable de [0, 1] dans [0, 1], k(0) = 0, k(1) = 1, d
dx
k > 0
et k(x) < x pour tout x ∈ ]0, 1[. Soit x, l’e´tat stationnaire associe´ aux entre´es L > 0,
V > 0, F > 0 et zF ∈]0, 1[ ve´rifiant L < V < L+F . Les valeurs stationnaires des sorties
sont note´es y1 et y2. Alors, localement autour de x, les deux propositions qui suivent sont
vraies :
(i) il existe une loi de commande unique de´pendant de x1, xr, xs, xn et F telle que la
dynamique des sorties en boucle ferme´e soit

dy1
dt
= φ1(y1)
dy2
dt
= φ2(y2),
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avec φ1 et φ2 des fonctions re´gulie`res arbitraires s’annulant au point stationaire
(φ1(y1) = 0 et φ2(y2) = 0) ; cette loi de commande est la solution du syste`me

V
(
Yr−2(L/V, x1, xr)− x1
)
= φ1(y1)
(L+ F )Xn−s−1((L+ F )/V, xs, xn)
−(L+ F − V )xn − V k(xn) = φ2(y2)
(3.21)
ou` les fonctions Yr−2 et Xn−s−1 sont de´finies par les relations du point (ii) du
lemme 2 ;
(ii) si la dynamique des sorties, φ1(y1) et φ2(y2), est choisie asymptotiquement stable,
alors le syste`me (3.20) avec la loi de commande solution de (3.21) est asympto-
tiquement stable ; autrement dit, la dynamique des ze´ros est stable.
Preuve de (i) Comme le montre l’annexe A, la commande est obtenue en de´rivant les
sorties par rapport au temps. La loi de commande ve´rifie ne´cessairement{
f1(x1, xr, L, V ) = φ1(y1)
fn(xs, xn, L+ F, V ) = φ2(y2).
En utilisant les relations (3.17), L et V ve´rifient ne´cessairement{
V (Yr−2(L/V, x1, xr)− x1) = φ1(y1)
(L+ F )Xn−s−1((L+ F )/V, xs, xn)− (L+ F − V )xn − V k(xn) = φ2(y2).
Conside´rons le changement de variables suivant(
L
V
)
→
(
rr = L/V
re = V/(L+ F )
)
.
C’est bien un changement de variable autour du point stationnaire car rrre < 1 et donc
L =
rrre
1− rrreF et V =
re
1− rrreF.
Ainsi, rr et re ve´rifient

reF
1− rrre (Yr−2(rr, x1, xr)− x1) = φ1(y1)
F
1− rrre (Xn−s−1(1/re, xs, xn)− (1− re)xn − rek(xn)) = φ2(y2).
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Le jacobien de ce syste`me par rapport a` rr et re est diagonal au point stationnaire
9 :

reF
1− rrre
∂Yr−2
∂(L/V )
0
0
F
1− rrre
(
xn − k(xn)− 1
r2e
∂Xn−s−1
∂(L/V )
)

 .
Comme k(x) < x pour tout x dans ]0, 1[, nous avons (the´ore`me 4) 0 < x1 < . . . < xn.
Les ine´galite´s (3.8) du lemme 2 sont donc satisfaites pour Yr−1 et Xn−s−1 :
∂Yr−1
∂(L˜/V˜ )
< 0 et
∂Xn−s−1
∂(L˜/V˜ )
< 0.
Ainsi
∂Yr−2
∂(L/V )
(L/V , x1, xr) < 0
et
xn − k(xn)−
(
L+ F
V
)2
∂Xn−s−1
∂(L/V )
((L+ F )/V , xs, xn) > 0.
Ce qui montre que le jacobien est inversible au point stationnaire. Le the´ore`me des
fonctions implicites permet alors de conclure.
Preuve de (ii) Comme les dynamiques φ1 et φ2 sont choisies asymptotiquement stables,
il suffit de ve´rifier que la dynamique des ze´ros (voir l’annexe A et [9]) est asymptotiquement
stable. Nous allons montrer directement la stabilite´ locale en utilisant le crite`re de Routh-
Hurwitz (voir [24] par exemple) sur le line´arise´ tangent au point stationnaire.
La loi de commande est donne´e localement par
L = Ξ1 (x1, xr, xs, xn, F, φ1(x1), φ2(xn))
V = Ξ2 (x1, xr, xs, xn, F, φ1(x1), φ2(xn)) ,
ou` Ξ1 et Ξ2 sont des fonctions continuˆment de´rivables. Le syste`me boucle´ est donc de´crit
9Au point stationnaire, φ1 = φ2 = 0 et donc Yr−2 − x1 = 0 et Xn−s−1 − (1− re)xn − rek(xn) = 0. Ce
qui simplifie les calculs du jacobien.
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par 

dx1
dt
= φ1(x1)
dxr
dt
= fr
(
x1, xr, xjF ,Ξ1(x1, xr, xs, xn, F, φ1(x1), φ2(xn)),
Ξ2(x1, xr, xs, xn, F, φ1(x1), φ2(xn))
)
dxjF
dt
= fjF
(
xr, xjF , xs,Ξ1(x1, xr, xs, xn, F, φ1(x1), φ2(xn)),
Ξ2(x1, xr, xs, xn, F, φ1(x1), φ2(xn)), F, zF
)
dxs
dt
= fs
(
xjF , xs, xn,Ξ1(x1, xr, xs, xn, F, φ1(x1), φ2(xn)),
Ξ2(x1, xr, xs, xn, F, φ1(x1), φ2(xn)), F
)
dxn
dt
= φ2(xn) .
(3.22)
Les dynamiques de x1 et xn sont de´couple´es et stables par hypothe`se. La stabilite´ est
donc assure´e si la dynamique des ze´ros, obtenue en fixant φ1 a` 0, φ2 a` 0, x1 a` y1 et xn a`
y2 dans (3.22), est asymptotiquement stable. C’est a` dire, si

dxr
dt
= fr (y1, xr, xjF ,Ξ1(y1, xr, xs, y2, F, 0, 0),Ξ2(y1, xr, xs, y2, F, 0, 0))
dxjF
dt
= fjF (xr, xjF , xs,Ξ1(y1, xr, xs, y2, F, 0, 0),Ξ2(y1, xr, xs, y2, F, 0, 0), F, zF )
dxs
dt
= fs (xjF , xs, y2,Ξ1(y1, xr, xs, y2, F, 0, 0),Ξ2(y1, xr, xs, y2, F, 0, 0), F )
(3.23)
est asymptotiquement stable.
A partir de maintenant et jusqu’a` la fin de cette de´monstration, nous supposons im-
plicitement que toutes les fonction sont e´value´es au point stationnaire. De plus, pour des
raisons de clarte´ dans les formules, nous notons
∂
∂xr
L pour
∂
∂xr
Ξ1 et
∂
∂xr
V pour
∂
∂xr
Ξ2.
Les e´quations de´finissant la loi de commande se de´couplent lorsque φ1 = 0 et φ2 = 0.
Elles deviennent10

Yr−2
(
y1, xr,
L
V
)
− y1 = 0
L+ F
V
xs −
(
L+ F
V
− 1
)
y2 − Yn−s−1
(
xs, y2,
L+ F
V
)
= 0.
10Nous avons utilise´ (3.6) pour la deuxie`me e´quation de fac¸on a` ne faire intervenir que des fonctions
Ym.
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Les ine´galite´s (3.8) du lemme 2 impliquent que
V
L+ F
∂L
∂xr
=
∂V
∂xr
> 0,
∂L/V
∂xr
> 0,
∂(L+ F )/V
∂xr
= 0, (3.24)
∂L/V
∂xs
= 0,
∂L
∂xs
=
L
V
∂V
∂xs
< 0,
∂(L+ F )/V
∂xs
> 0. (3.25)
En utilisant (3.17), le syste`me (3.23) s’e´crit
Hr dxr
dt
= −ξ1 + ξr
HjF
dxjF
dt
= FzF − ξr − ξs
Hsdxs
dt
= −ξn + ξs,
(3.26)
avec ξ1, ξr, ξs et ξn fonctions de (xr, xjF , xs) et de´finies par
ξ1(xr, xs) = (V (xr, xs)− L(xr, xs)) y1
ξr(xr, xjF , xs) = V (xr, xs)YjF−r−1
(
L
V
(xr), xr, xjF
)
− L(xr, xs)xr
ξs(xr, xjF , xs) = (L(xr, xs) + F )xjF − V (xr, xs)Ys−jF−1
(
L+ F
V
(xs), xjF , xs
)
ξn(xr, xs) = (L(xr, xs) + F − V (xr, xs))y2.
Nous allons calculer le line´arise´ tangent de (3.26). Les e´quations (3.25) et ξr − ξ1 = 0
au point stationnaire impliquent que
∂
∂xs
(ξr − ξ1) = 0.
Syme´triquement,
∂
∂xr
(ξs − ξn) = 0.
En conse´quence, la matrice jacobienne A s’e´crit
A =


a1 + a2
Hr
a3
Hr 0
−a2 + b2HF −
a3 + b3
HF −
a4 + b4
HF
0
b3
Hs
b1 + b4
Hs

 ,
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avec
a1 = − ∂ξ1
∂xr
, a2 =
∂ξr
∂xr
, a3 =
∂ξr
∂xjF
, a4 =
∂ξr
∂xs
,
b1 = −∂ξn
∂xs
, b2 =
∂ξs
∂xr
, b3 =
∂ξs
∂xjF
, b4 =
∂ξs
∂xs
.
Les valeurs propres λ de A sont solutions de∣∣∣∣∣∣∣∣∣∣∣∣
a1 + a2
Hr − λ
a3
Hr 0
−a2 + b2HF −
a3 + b3
HF − λ −
a4 + b4
HF
0
b3
Hs
b1 + b4
Hs − λ
∣∣∣∣∣∣∣∣∣∣∣∣
= 0,
ou, de fac¸on e´quivalente, de∣∣∣∣∣∣∣
a1 + a2 −Hrλ a3 0
a1 − b2 −Hrλ −HFλ b1 − a4 −Hsλ
0 b3 b1 + b4 −Hsλ
∣∣∣∣∣∣∣ = 0.
Nous avons
a1 + a2 =
∂(L− V )
∂xr
y1 +
∂(V YjF−r−1 − Lxr)
∂xr
=
L+ F − V
L+ F
y1
∂L
∂xr
+
V YjF−r−1 − (L+ F )xr
L+ F
∂L
∂xr
+V
(
∂YjF−r−1
∂(L/V )
)
∂L/V
∂xr
+ V
∂YjF−r−1
∂xr
− L
=
F (y1 − xr)
L+ F︸ ︷︷ ︸
<0
∂L
∂xr︸︷︷︸
>0
+ V
(
∂YjF−r−1
∂(L/V )
)
︸ ︷︷ ︸
<0
∂L/V
∂xr︸ ︷︷ ︸
>0
+ V
∂YjF−r−1
∂xr
− L︸ ︷︷ ︸
<0
,
(utiliser ξ1 = ξr au point stationnaire, (3.24), (3.7) avec m = jF − r − 1 et xr jouant le
roˆle de x˜0, y1 < xr). Ainsi a1 + a2 < 0.
Des calculs similaires montrent que
a3 > 0, a1 − b2 < 0, b1 − a4 < 0, b3 > 0, b1 + b4 < 0.
Notons
α1 = −a1 + a2Hr , α2 = −
a1 − b2
Hr , α3 =
a3
HF ,
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et
β1 = −b1 + b4Hs , β2 = −
b1 − a4
Hs , β3 =
b3
HF .
α1, α2, α3, β1, β2 β3 sont strictement positifs. Le polynoˆme caracte´ristique de A est alors
λ3 + (α1 + β1 + α3 + β3)λ
2 + (α1β1 + α3α2 + α3β1 + β3β2 + β3α1)λ+ α2α3β1 + β2β3α1.
Ses coefficients ve´rifient les ine´galite´s de Routh-Hurwitz (voir [24], page 176) :
α1 + β1 + α3 + β3 > 0
α1β1 + α3α2 + α3β1 + β3β2 + β3α1 > 0
α2α3β1 + β2β3α1 > 0
(α1 + β1 + α3 + β3)(α1β1 + α3α2 + α3β1 + β3β2 + β3α1) > α2α3β1 + β2β3α1.
Ceci termine la preuve de la proposition (ii) du the´ore`me.
Synthe`se en tempe´rature de la commande
La loi de commande donne´e par (3.21) de´pend des compositions du distillat et du re´sidu
(x1 et xn), mais aussi du de´bit d’alimentation et des compositions sur les plateaux
d’agre´gation r et s. En pratique, les compositions des produits sont mesure´es ainsi que
le de´bit d’alimentation. En revanche les compositions internes ne le sont pas. Cependant
elles peuvent eˆtre estime´es a` l’aide de tempe´ratures.
Soit Tr la tempe´rature sur le plateau d’agre´gation en rectification r. Soit Ts la
tempe´rature sur le plateau d’agre´gation en e´puisement s. Si ces deux tempe´ratures sont
mesure´es elles peuvent eˆtre conside´re´es comme des sorties du syste`me (3.20). En effet,
l’e´quilibre thermodynamique entre le liquide et la vapeur implique que les tempe´ratures
sont fonctions des compositions liquides xr et xs :
Tr = Θ(xr) Ts = Θ(xs).
Ainsi, nous pouvons remonter aux compositions (xr, xs) et ainsi calculer la loi de com-
mande (3.21).
En re´sume´, si les compositions du distillat et du re´sidu, (x1 et xn), le de´bit d’alimentation
F , la tempe´rature de rectification Tr et la tempe´rature d’e´puisement Ts sont mesure´es,
la loi de commande peut eˆtre calcule´e en re´solvant le syste`me alge´brique de dimension 4
suivant : 

f1(x1, xr, L, V ) = φ1(y1)
fn(xs, xn, L+ F, V ) = φ2(y2)
Θ(xr) = Tr
Θ(xs) = Ts.
(3.27)
Les 4 inconnues sont xr, xs, L et V .
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Cette synthe`se en tempe´rature de la loi de commande suppose que les compositions
du distillat et du re´sidu sont mesure´es. Si x1 et xn ne sont pas mesure´es, la de´marche
pre´ce´dente peut eˆtre modifie´e afin de les remplacer par deux tempe´ratures additionnelles
l’une en rectification et l’autre en e´puisement. En effet, il est facile de voir que les
tempe´ratures sur les plateaux 2 a` r− 1 et s+ 1 a` n sont fonctions uniquement de x1, xr,
xs, xn, L, F et V . Par exemple, si l’on dispose des tempe´ratures de teˆte T2 et du plateau
de fond Tn, alors la commande est donne´e par le syste`me alge´brique de dimension 6

f1(x1, xr, L, V ) = φ1(y1)
fn(xs, xn, L+ F, V ) = φ2(y2)
Θ
(
k−1
(
x1 +
H1f1(x1, xr, L, V )
V
))
= T2
Θ(xr) = Tr
Θ(xs) = Ts
Θ(xn) = Tn,
les inconnues e´tant x1, xr, xs, xn, L et V (k
−1 est l’inverse de la fonction d’e´quilibre k).
En d’autres termes, il est possible de remplacer des capteurs de compositions, en
ge´ne´ral couˆteux et introduisant des retards, par des capteurs de tempe´ratures peu chers
et instantane´s. De plus, les positions des tempe´ratures peuvent eˆtre choisies de fac¸on
que le syste`me ci-dessus, dont la solution fournit les deux commandes L et V , soit le
mieux conditionne´ possible. Ceci constitue un crite`re simple et ne faisant intervenir que
des e´quations statiques, pour choisir une bonne instrumentation en tempe´rature de la
colonne.
Enfin, les raisons pour lesquelles de nombreux auteurs (voir par exemple [61]) sugge`rent
des cascades de re´gulation tempe´rature/composition s’expliquent tre`s simplement ici :
l’information contenue dans les tempe´ratures de rectification et d’e´puisement e´quivaut a`
celle des variables de l’e´tat lent.
3.2.2 Le rejet de perturbations sur le mode`le en 3 comparti-
ments
Le mode`le de commande est ici

dxr
dt
= gr(xr, xjF , L, V )
dxjF
dt
= gjF (xr, xjF , xs, L, V, F, zF )
dxs
dt
= gs(xjF , xs, L+ F, V )
y1 = S1(L/V, xr)
y2 = S2((L+ F )/V, xs)
(3.28)
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(les fonctions gj sont de´finies par (3.19)). Les sorties sont y1 et y2. Elles de´pendent
directement des commandes L et V . En effet, si nous reprenons les calculs du chapitre 3
qui conduisent au mode`le re´duit en 3 compartiments, nous nous apercevons rapidement
que les compositions du distillat et du re´sidu sont respectivement fonctions de (xr, L/V )
et (xs, (L + F )/V ). Ceci explique la pre´sence des fonctions S1 et S2. Ces fonctions sont
obtenues en re´solvant les e´quations statiques des plateaux 1 a` r − 1 et s + 1 a` n, c’est a`
dire en re´solvant par rapport a` (x1, . . . , xr−1)

0 = V k(x2)− V x1
0 = Lx1 + V k(x3)− Lx2 − V k(x2)
...
0 = Lxr−2 + V k(xr)− Lxr−1 − V k(xr−1)
(3.29)
avec S1 = x1, et en re´solvant par rapport a` (xs+1, . . . , xn)

0 = (L+ F )xs + V k(xs+2)− (L+ F )xs+1 − V k(xs+1)
...
0 = (L+ F )xn−2 + V k(xn)− (L+ F )xn−1 − V k(xn−1)
0 = (L+ F )xn−1 − (L+ F − V )xn − V k(xn)
(3.30)
avec S2 = xn.
Existence et stabilite´
The´ore`me 8. Conside´rons le mode`le agre´ge´ en 3 compartiments (3.28). Supposons que
la fonction k soit continuˆment de´rivable de [0, 1] dans [0, 1], k(0) = 0, k(1) = 1,
dk
dx
> 0
et k(x) < x pour tout x ∈ ]0, 1[. Soit x l’e´tat stationnaire associe´ aux entre´es L > 0,
V > 0, F > 0 et zF ∈]0, 1[ ve´rifiant L < V < L+F . Les valeurs stationnaires des sorties
sont note´es y1 et y2. Alors, localement autour de x, les deux propositions qui suivent sont
vraies :
(i) il existe une loi de commande unique de´pendant de xr, xs et F telle que les sorties en
boucle ferme´e soient constantes,
y1 = y1
y2 = y2 ;
les commandes sont solutions du syste`me{
S1(L/V, xr) = y1
S2((L+ F )/V, xs) = y2 ;
(3.31)
(ii) le syste`me boucle´ est asymptotiquement stable.
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Preuve de (i) Comme pour le point (ii) du lemme 2, il est possible de montrer que
∂S1
∂(L/V )
< 0 et
∂S2
∂((L+ F )/V )
< 0.
Pour cela, il suffit de raisonner, avec les relations alge´briques (3.29) et (3.30), par re´currence
sur le nombre de plateaux ; les de´tails sont laisse´s au lecteur. De`s lors, les deux e´quations
qui permettent de calculer la commande,
S1(L/V, xr) = y1
S2((L+ F )/V, xs) = y2,
sont inversibles.
Preuve de (ii) Remarquons que le syste`me boucle´ est identique au syste`me (3.23)
de´crivant la dynamique des ze´ros lors de la preuve du point (ii) du the´ore`me 7 : seules
changent les re´tentions Hr et Hs. Comme la preuve de la stabilite´ de (3.23) ne suppose
que Hr > 0 et Hs > 0, la stabilite´ autour du point stationnaire du syste`me en boucle
ferme´e est donc assure´e.
Synthe`se en tempe´rature de la commande
Comme pour le mode`le en 5 compartiments, les compositions internes xr et xs peuvent
eˆtre reconstitue´es a` l’aide des deux tempe´ratures Tr et Ts.
Si le de´bit d’alimentation F , les tempe´ratures Tr et les tempe´ratures d’e´puisement Ts
sont mesure´s, la loi de commande est donne´e par

S1(L/V, xr) = y
c
1
S2((L+ F )/V, xs) = y
c
2
Θ(xr) = Tr
Θ(xs) = Ts
(3.32)
avec yc1 et y
c
2 les consignes des sorties.
La loi de commande e´labore´e sur le mode`le re´duit en 3 compartiments permet de
commander les compositions du distillat et du re´sidu sans les mesurer, uniquement en
connaissant le de´bit d’alimentation, une tempe´rature en rectification et une tempe´rature
en e´puisement.
3.2.3 Conclusions
Dans les deux the´ore`mes 7 et 8, l’hypothe`se k(x) < x pour tout x ∈ ]0, 1[ signifie que
les e´quations du mode`le sont relatives au compose´ lourd. Pour des raisons de syme´trie,
les meˆmes re´sultats restent valables si les e´quations correspondent au compose´ le´ger, i.e.
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si ∀ x ∈ ]0, 1[, k(x) > x. Cette analyse reste donc valable si nous supposons que
k(x) < x, ∀ x ∈ ]0, a[ et k(x) > x, ∀ x ∈ ]a, 1[ ou` a ∈ ]0, 1[ est la composition
aze´otropique (k(a) = a). La raison est simple : les compositions stationnaires sont
toutes du meˆme cote´ de a si zF 6= a. Ainsi, pour n’importe quelle colonne binaire, les
propositions (i) et (ii) des deux the´ore`mes pre´ce´dents sont vraies.
Dans les mode`les pre´ce´dents, nous avons suppose´, pour e´viter de compliquer encore
plus les calculs, que l’alimentation est liquide et a` tempe´rature de bulle. Les re´sultats
pre´ce´dents restent naturellement vrais si la charge est liquide et sous-refroidie, par-
tiellement vaporise´e ou vapeur et surchauffe´e. Notons vfrac la fraction vaporise´e de la
charge11. Les de´bits liquides et vapeurs deviennent alors L et V + vfracF en rectification,
L + (1 − vfrac)F et V en e´puisement. Ceci n’entraine que des modifications mineures
au niveau du mode`le de connaissance (L,V) et des deux mode`les agre´ge´s. Le rejet de
perturbation sur le mode`le en 5 compartiments est donne´ par
(V + vfracF ) (Yr−2(L/(V + vfracF ), x1, xr)− x1) = φ1(y1)
(L+ (1− vfrac)F )Xn−s−1((L+ (1− vfrac)F )/V, xs, xn)
−(L+ (1− vfrac)F − V )xn − V k(xn) = φ2(y2).
Le rejet de perturbation sur le mode`le en 3 compartiments est donne´ par
S1(L/(V + vfracF ), xr) = y1
S2((L+ (1− vfrac)F )/V, xs) = y2.
(3.21) et (3.31) sont des cas particuliers des relations ci-dessus avec vfrac = 0.
Dans la proposition (i) du the´ore`me 7, les fonctions φ1 et φ2 peuvent eˆtre choisies
de fac¸on a` suivre une trajectoire de re´fe´rence lente arbitraire. Il en est de meˆme pour la
proposition (i) du the´ore`me 8 avec les grandeurs y1 et y2. Ainsi ces lois de commande
permettent le changement des points de consignes.
L’existence des lois de commande n’a e´te´ de´montre´e que localement autour de n’importe
quel point stationnaire. Nous n’avons pas de´montre´ que loin des re´gimes stationnaires, ces
lois de commande existent toujours et n’admettent pas de singularite´s. Les re´sultats de
stabilite´ pre´ce´dents ne s’appliquent plus ne´cessairement lors d’un changement de consigne
arbitrairement rapide : la caracte´risation de φ1 et φ2 ou de y1 et y2 tels que la dynamique
des ze´ros soit stable en pre´sence de transitoires sur les sorties est un proble`me ouvert.
A ce niveau, les simulations en boucle ferme´e deviennent indispensables car les de´monstrations
de l’existence globale de la commande d’une part et de la stabilite´ asymptotique globale
du syste`me en boucle ferme´e d’autre part, se heurtent a` des difficulte´s mathe´matiques
se´rieuses. Les simulations ci-dessous montrent, pour une colonne re´elle et sur une tre`s
11vfrac < 0 correspond au cas liquide sous-refroidi, vfrac ∈ [0, 1] au cas partiellement vaporise´ et
vfrac > 1 au cas vapeur surchauffe´e.
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large plage de fonctionnement, l’absence de singularite´ au niveau du calcul de la loi de
commande et la stabilite´ asymptotique du syste`me en boucle ferme´e.
Construites sur les mode`les lents de colonne, ces lois ne peuvent rejeter efficacement
que des perturbations “lentes”. Ainsi, des oscillations persistantes et “rapides” du de´bit
et de la composition de la charge ne peuvent pas eˆtre rejete´es comple`tement en pratique.
L’e´tude en simulation qui suit pre´cise, entre autres, ce point.
3.3 Simulations
Les de´veloppements mathe´matiques pre´ce´dents ne sont pas gratuits : les mode`les agre´ge´s
choisis pour la commande approchent le mode`le dynamique de connaissance (L,V) et en
conse´quence la re´alite´ ; les me´thodes de rejet de perturbations s’appliquent localement
correctement. Pour une colonne binaire, les re´sultats pre´ce´dents permettent d’affirmer a
priori que les me´thodes de rejet de perturbation sont bien adapte´es a` l’e´laboration d’une
commande en qualite´. Il convient cependant de ve´rifier a posteriori en simulation que
les approximations faites lors de la construction des mode`les agre´ge´s ne sont pas trop
importantes pour la commande.
Cette e´tude en simulation est conduite sur le de´propaniseur de raffinerie de´crit dans
le chapitre 1. Le mode`le de simulation n’est ni un des mode`les agre´ge´s pre´ce´dents, ni
le mode`le de connaissance (L,V), mais le mode`le complet de´crit dans le chapitre 1 et
prenant en compte rigoureusement les phe´nome`nes enthalpiques et hydrauliques ainsi que
les deux compose´s supple´mentaires minoritaires que sont l’e´thane et le pentane. Toutes
les simulations dynamiques de cette section de´marrent du meˆme re´gime stationnaire.
Ce re´gime stationnaire correspond au fonctionnement nominal du de´propaniseur. Il est
de´crit a` la fin du chapitre 1. Toutes les perturbations qui sont applique´es au syste`me
correspondent a` des perturbations dont les domaines d’amplitude et de fre´quence sont
repre´sentatifs des perturbations que l’on peut rencontrer en re´alite´.
3.3.1 Les parame`tres de re´glage des deux lois de commande
Les lois de commande des the´ore`mes 7 et 8 comportent des degre´s de liberte´ (les fonctions
φ1 et φ2 et les parame`tres y1 et y2). Nous allons utiliser ces degre´s de liberte´ pour
introduire des parame`tres de re´glage dans les lois de commande afin de prendre en compte,
entre autres, les de´calages statiques qui existent entre les mode`les agre´ge´s et le mode`le de
simulation.
Nous avons :
– r = 7, s = 31 sont les positions des plateaux d’agre´gation ;
– la fonction k qui relie la composition de la vapeur a` celle du liquide est calcule´e avec
le mode`le thermodynamique de Soave pour le me´lange propane-butane ;
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– le de´bit de vapeur V du mode`le de commande est suppose´ proportionnel a` la puis-
sance de rebouillage Qreb du mode`le de simulation ;
– pour la loi de commande en 5 compartiments, (syste`me (3.21) de la page 106), nous
imposons a` chaque instant t

φ1 =
yc1(t)− y1(t)
τP1
+
∫ t
0
(yc1(µ)− y1(µ))dµ
τ I1 τ
P
1
φ2 =
yc2(t)− y2(t)
τP2
+
∫ t
0
(yc2(µ)− y2(µ))dµ
τ I2 τ
P
2
(3.33)
avec yc1 et y
c
2 les deux consignes, τ
P
1 = τ
P
2 = 10 mn, τ
I
1 = τ
I
2 = 90 mn ; nous avons
rajoute´ un terme inte´gral dans la dynamique des sorties φ1 et φ2 car le mode`le
de simulation est diffe´rent du mode`le de commande ; il n’a donc pas exactement
les meˆmes relations statiques entre´e-sortie que le mode`le de commande ; le terme
inte´gral sert donc a` compenser ces de´calages ; les temps inte´graux τ I1 et τ
I
2 ont
volontairement e´te´ choisis grands car ils correspondent a` un recalage asymptotique
du mode`le de commande ;
– pour la loi de commande en 3 compartiments (syste`me (3.31) de la page 113), nous
imposons a` chaque instant t

y1 = y
c
1(t) +
∫ t
0
(yc1(µ)− y1(µ))dµ
τ I1
y2 = y
c
2(t) +
∫ t
0
(yc2(µ)− y2(µ))dµ
τ I2
(3.34)
avec yc1 et y
c
2 les deux consignes, τ
I
1 = τ
I
2 = 90 mn ; les deux termes inte´graux sont
introduits dans le meˆme but que ci-dessus.
Nous verrons plus loin comment agissent, sur le comportement en boucle ferme´e, ces
parame`tres de re´glage τ1, τ2, τ
I
1 et τ
I
2 .
3.3.2 Rejet asymptotique et robustesse
Le rejet des perturbations est asymptotique
Comme les mode`les de commande sont des mode`les lents, les lois qui en de´rivent ne
rejettent qu’asymptotiquement les perturbations. La figure 3.7 le montre bien. Elle
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correspond a` des variations entretenues de la composition de l’alimentation : les teneurs
en propane et butane oscillent respectivement entre 20% et 50% et entre 75% et 45% avec
une pe´riode commune de 60 mn (leurs valeurs moyennes sont celles du re´gime stationnaire,
35% et 60%). Sur la figure 3.7, nous avons trace´ les trajectoires des sorties commande´es
et non commande´es. Il ne faut pas s’e´tonner de voir les sorties non commande´es varier
notablement : en effet la charge devient partiellement vaporise´e lorsque la teneur en
propane de´passe 40% ; le reste du temps, la charge est liquide. Nous voyons donc bien
que la dynamique lente est commande´e, alors que la dynamique rapide12 (les oscillations)
ne l’est pas. Les consignes ne sont respecte´es qu’en moyenne.
La robustesse vis a` vis des retards dans les mesures des sorties
Nous e´tudions la sensibilite´ des lois de commande des the´ore`mes 7 et 8 vis a` vis des retards
de mesures sur les sorties. En pratique, ces retards de´passent souvent 10 mn.
Les figures 3.8 et 3.9 correspondent a` un quasi-e´chelon sur la composition de la charge :
de t = 0 a` t = 15 mn, la teneur du propane diminue de 35% a` 20%, celle du butane aug-
mente de 60% a` 75%. Pour la figure 3.8, l’e´tat est parfaitement mesure´. Pour la figure 3.9,
seules les mesures des sorties sont retarde´es de 10 mn. Nous voyons que les performances
des deux lois sont comparables. En revanche, la loi de commande correspondant au mode`le
agre´ge´ en 5 compartiments s’ave`re plus sensible au retard sur les sorties.
Les figures 3.10 et 3.11 correspondent a` un changement de consigne : de t = 0 a` t =
120 mn, yc1 augmente de 0, 005 a` 0, 02 alors que y
c
2 reste inchange´. Pour la figure 3.10, l’e´tat
est parfaitement mesure´. Pour la figure 3.11, seules les mesures des sorties sont retarde´es
de 10 mn. Nous voyons que les performances de la loi de commande correspondant au
mode`le agre´ge´ en 5 compartiments sont meilleures.
La conclusion est double. Tout d’abord, les phe´nome`nes hydrauliques et enthapiques
qui ont e´te´ ne´glige´s pour la commande n’engendrent pas d’instabilite´ ; il est donc normal
de les e´liminer pour le calcul de la commande. Ensuite, la commande est suffisament lente
pour tole´rer des retards de 10 mn dans les mesures des sorties.
12En toute rigueur, il convient de de´finir le terme rapide. Un phe´nome`ne dont l’e´chelle de temps est
infe´rieure au temps de se´jour dans la colonne, est conside´re´ rapide pour la commande. Le temps de se´jour
dans le de´propaniseur est de l’ordre de 20 mn.
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Figure 3.7: de´propaniseur ; oscillation de la composition de l’alimentation ; commandes
calcule´es sur le mode`le en 5 compartiments ; pas de retard dans les mesures des sorties.
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Figure 3.8: de´propaniseur ; re´ponse a` une perturbation de composition de l’alimentation ;
commandes calcule´es sur les mode`les agre´ge´s en 3 et 5 compartiments ; pas de retard dans
les mesures des sorties.
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Figure 3.9: de´propaniseur ; re´ponse a` une perturbation de composition de l’alimentation ;
commandes calcule´es sur les mode`les agre´ge´s en 3 et 5 compartiments ; retard de 10 mn
dans les mesures des sorties.
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Figure 3.10: de´propaniseur ; changement de la consigne de teˆte ; commandes calcule´es sur
les mode`les agre´ge´s en 3 et 5 compartiments ; pas de retard dans les mesures des sorties.
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Figure 3.11: de´propaniseur ; changement de la consigne de teˆte ; commandes calcule´es
sur les mode`les agre´ge´s en 3 et 5 compartiments ; retard de 10 mn dans les mesures des
sorties.
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3.3.3 Influence des parame`tres de re´glage
Nous analysons, dans cette sous-section, la re´ponse en boucle ferme´e du syste`me face a` la
meˆme perturbation de composition d’alimentation que celle de la sous-section ci-dessus
et pour des parame`tres diffe´rents de re´glage de la commande (formules (3.33) et (3.34)).
La figure 3.12 montre qu’une diminution sensible des temps proportionnels τP1 et
τP2
13 pour la commande du mode`le en 5 compartiments, permet un bien meilleur suivi
des consignes. Lorsque les sorties sont retarde´es de 10 mn, cette diminution s’accompagne
d’un comportement plus oscillant des sorties, d’une moins bonne stabilite´ et donc d’une
baisse de la robustesse.
Il est clair que les temps inte´graux τ I1 et τ
I
2 (relations (3.33) et (3.34)) ne peuvent
eˆtre choisis trop pre`s de 0. En effet, ils sont introduits pour compenser les de´calages
asymptotiques entre les mode`les de commande et de simulation. Nous avons ve´rifie´,
en simulation, que, si ces temps sont choisis en dessous de 15 mn, le syste`me boucle´ est
instable. La figure 3.13 montre qu’une diminution notable des temps inte´graux τ I1 et τ
I
2 ,
14
pour la commande du mode`le en 3 compartiments, n’a pas une influence tre`s significative
sur la pre´cision. Avec des sorties retarde´es de 10 mn, cette diminution ne semble pas
remettre en cause la stabilite´. Des simulations identiques, non pre´sente´es ici, conduisent
aux meˆmes conclusions pour la commande du mode`le en 5 compartiments.
L’enseignement est simple : la re´duction du mode`le permet d’augmenter la robustesse
de la loi de commande qui en de´coule ; elle diminue en revanche sa pre´cision. Si l’on
dispose d’une colonne bien intrumente´e et dont la mode´lisation peut eˆtre pre´cise, alors
il convient d’utiliser la loi de commande du mode`le en 5 compartiments pour laquelle
un re´glage fin du comportement des sorties est possible avec les parame`tres τP1 et τ
P
2
des relations (3.33). Si, par contre, l’instrumentation est peu pre´cise et la mode´lisation
approximative, la loi de commande du mode`le en 3 compartiments semble pre´fe´rable.
Cette dernie`re ne permet pas lors de perturbations importantes un suivi tre`s pre´cis des
consignes. En revanche, elle est plus robuste.
13τP1 et τ
P
2 passent de 10 a` 5 mn.
14τ I1 et τ
I
2 passent de 90 a` 45 mn.
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Figure 3.12: de´propaniseur ; re´ponse a` une variation de composition d’alimentation ; in-
fluence d’une diminution des parame`tres de re´glages τP1 et τ
P
2 sur la loi de commande sur
le mode`le en 5 compartiments.
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Figure 3.13: de´propaniseur ; re´ponse a` une variation de composition d’alimentation ; in-
fluence d’une diminution des parame`tres de re´glages τ I1 et τ
I
2 sur la loi de commande sur
le mode`le en 3 compartiments.
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3.3.4 Comparaison avec d’autres me´thodes de commande
Pour des raisons de simplicite´, de repre´sentativite´ et de reproductibilite´, nous avons choisi
de comparer, sur le de´propaniseur, les re´ponses a` un quasi e´chelon de la composition de
la charge (de t = 0 a` t = 15 mn, la teneur du propane diminue de 35% a` 20%, en meˆme
temps celle du butane augmente de 60% a` 75%). Dans les articles de la litte´rature, les
amplitudes de variations sont en ge´ne´ral plus faibles et de quelques pourcents.
Quatre lois de commande diffe´rentes sont compare´es a` la loi (3.34) du mode`le en 3
compartiments. La robustesse lorsque les sorties sont retarde´es de 5 minutes est e´galement
e´tudie´e.
Le rejet de perturbations sur le mode`le de connaissance (L,V)
Dans l’annexe B, nous pre´sentons d’abord les e´quations de la commande ge´ome´trique
line´aire que proposent Takamatsu et al. [91] et qui rejettent les perturbations de composi-
tion de charge sur le mode`le line´arise´ tangent du mode`le de connaissance (L,V). Ensuite,
nous rappelons , de fac¸on directement exploitable, la ge´ne´ralisation non line´aire de Gau-
thier et al. [25] au mode`le de connaissance (L,V). Les jeux de parame`tres choisis sont pour
la commande line´aire ge´ome´trique (B.1) θ1 = θ2 = θ3 = 5 mn
15 et pour la commande
non line´aire ge´ome´trique (B.6) θ1 = θ2 = 10 mn.
La figure 3.14 correspond a` la loi line´aire ge´ome´trique (B.1) et a` la loi non line´aire (3.34)
du mode`le en 3 compartiments, avec et sans retard de 5 mn dans la mesure des sorties.
En l’absence de retard, la commande line´aire ge´ome´trique est presque parfaite. Avec un
retard de 5 mn, elle explose au bout de quelques dizaines de minutes.
Les simulations de la figure 3.15 diffe`rent uniquement de celles de la figure 3.14 par le
fait que la loi line´aire ge´ome´trique est remplace´e par la loi non line´aire ge´ome´trique (B.6).
Cette dernie`re fonctionne parfaitement en l’absence de retard alors qu’avec un retard de
5 mn dans les sorties, elle explose rapidement.
La conclusion est simple : le mode`le de connaissance (L,V) et son line´airise´ tangent
ont une bonne structure pour rejeter les perturbations de composition de la charge ; ce
sont cependant de mauvais mode`les de commande car un bon mode`le de commande doit
fournir une loi de commande robuste vis a` vis de retards dans les mesures des sorties. A
contrario, les mode`les en 5 et 3 compartiments sont de bons mode`les de commande.
Commande par mode`le externe et cascade composition/tempe´rature
La commande externe par mode`le entre´e/sortie Dans les pre´liminaires bibli-
ographiques, nous avons vu que de nombreux auteurs utilisent des me´thodes de commande
15Nous avons observe´ en simulation que ces 3 constantes de temps doivent eˆtre choisies avec soin. En
effet, si elles de´passent 10 mn, le syste`me boucle´ est instable. Autrement dit, les gains de la loi line´aire
doivent eˆtre suffisament importants pour maintenir le mode`le line´aire dans sa zone de validite´ qui semble
eˆtre e´troite.
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par mode`les externes entre´es/sorties. Etant donne´e la taille des mode`les dynamiques de
connaissance, le premier proble`me consiste a` construire un mode`le de faible dimension. La
me´thode de re´duction utilise´e par Skogestad et Morari [85] est facilement reproductible.
C’est pourquoi nous l’avons utilise´e ici. Elle part du mode`le line´arise´ tangent utilise´ par
Takamatsu et al. [91] pour le re´duire par les techniques d’e´quilibrage de Moore [58]. Pour
le de´propaniseur, un bon mode`le re´duit peut eˆtre obtenu avec une re´duction a` l’ordre 5.
Sur le mode`le re´duit, la loi de commande est construite par la me´thode line´aire clas-
sique observateur-controˆleur16. Le re´glage des parame`tres de la loi commande qui perme-
ttent de placer les poˆles de l’observateur et du controˆleur, est de´licat. Plusieurs essais ont
e´te´ ne´cessaires pour obtenir un compromis acceptable entre la pre´cision (grands gains) et
la robustesse (gains faibles).17
La cascade composition/tempe´rature Cette me´thode est simple et propose´e par de
nombreux auteurs [21, 61]. Elle ne´glige les couplages entre la teˆte et le fond de la colonne.
Elle consiste a` re´gler les quatres re´gulateurs proportionnels-inte´graux suivants :
cascade en teˆte y1
PI1,1−→ Tr PI1,2−→ L
cascade en fond y2
PI2,1−→ Ts PI2,2−→ Qreb.
Les consignes de tempe´ratures sont fixe´es par les sorties y, le reflux L et le rebouillage
Q sont fixe´s par les tempe´ratures de rectification et d’e´puisement dites sensibles, Tr et
Ts. Ici r = 7 et s = 31. Les coefficients des deux re´gulateurs de tempe´ratures, PI1,2
et PI2,2, ont e´te´ ajuste´s pas la me´thode de Cohen-Coon (voir [90], page 312). Les deux
re´gulateurs de composition, PI1,1 et PI2,1, sont lents. Ils modifient lentement les consignes
de tempe´rature en fonction des objectifs sur les compositions18.
La figure 3.16 correspond a` des mesures parfaites et la figure 3.17 a` des mesures des
sorties retarde´es de 5 mn. La commande line´aire externe donne de bons re´sultats sans
retard mais le retard de 5 mn affecte sensiblement ses performances. La re´gulation en
tempe´rature est insensible au retard sur les sorties. Elle permet de limiter leur variations.
En revanche, sa pre´cision est moins bonne que celle des autres lois.
Conclusion
La commande non line´aire sur les mode`les en 5 et 3 compartiments a, en l’absence de
retard, des performances interme´diaires entre la commande ge´ome´trique sur le mode`le de
16 Pour calculer leur loi de commande, Skogestad et Morari [85] ne travaillent pas sur la forme d’e´tat
du mode`le re´duit. Ils passent en variable de Laplace et utilisent alors une approche transfert.
17 Nous avons ici repris les re´sultats que Y. Creff du CAI, Section Automatique, de l’Ecole des Mines
nous a aimablement communique´s.
18De nombreuses me´thodes sont possibles pour choisir les gains de ces 4 re´gulateurs. Celle que nous
avons choisie a le me´rite d’eˆtre simple et facilement reproductible.
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connaissance (L,V) et la re´gulation en tempe´rature. Elle est un bon compromis entre la
pre´cision et la robustesse. Elle ne ne´cessite pas de re´glage complique´ des parame`tres, une
fois e´tabli le mode`le de commande.
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Figure 3.14: de´propaniseur ; re´ponse a` une variation de composition d’alimentation ; com-
paraison de la commande line´aire ge´ome´trique avec la commande sur le mode`le en 3
compartiments.
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Figure 3.15: de´propaniseur ; re´ponse a` une variation de composition d’alimentation ; com-
paraison de la commande sur le mode`le de connaissance (L,V) avec la commande sur le
mode`le en 3 compartiments.
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Figure 3.16: de´propaniseur ; re´ponse a` une variation de composition d’alimentation ; com-
paraison d’une commande externe, d’une cascade composition/tempe´rature et de la com-
mande sur le mode`le en 3 compartiments ; mesures parfaites.
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Figure 3.17: de´propaniseur ; re´ponse a` une variation de composition d’alimentation ; com-
paraison d’une commande externe, d’une cascade composition/tempe´rature et de la com-
mande sur le mode`le en 3 compartiments ; retard de 5 mn dans les mesures des sorties.
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Chapter 4
Les colonnes pseudo-binaires
Nous appelons colonne pseudo-binaire une colonne qui se´pare un me´lange de c compose´s
en deux parties : en teˆte sort le distillat, les compose´s le´gers de la charge avec un peu des
compose´s lourds ; en fond sort le re´sidu, les compose´s lourds de la charge avec un peu des
compose´s le´gers. Les re´sultats obtenus sur les colonnes binaires peuvent eˆtre ge´ne´ralise´s,
au moins de fac¸on formelle et heuristique, aux colonnes pseudo-binaires. Dans ce chapitre,
nous avons repris la de´marche du chapitre 3 tout en pre´cisant les passages ou` les preuves
mathe´matiques manquent.
4.1 Construction de mode`les non line´aires de com-
mande
4.1.1 Le mode`le de connaissance (L,V)
Les e´quations d’e´tat
Avec les meˆmes hypothe`ses de mode´lisation que celles utilise´es pour les colonne binaires
dans le chapitre 3, les e´quations qui de´crivent le comportement dynamique de la colonne
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sont les suivantes :

H1
dx1
dt
= V k(x2)− V x1
pour j = 2, . . . , jF − 1 :
Hj
dxj
dt
= Lxj−1 + V k(xj+1)− Lxj − V k(xj)
HjF
dxjF
dt
= LxjF−1 + V k(xjF +1)− (L+ F )xjF − V k(xjF ) + FzF
pour j = jF + 1, . . . , n− 1 :
Hj
dxj
dt
= (L+ F )xj−1 + V k(xj+1)− (L+ F )xj − V k(xj)
Hn
dxn
dt
= (L+ F )xn−1 − (L+ F − V )xn − V k(xn)
(4.1)
avec
– j l’indice de plateau (1 ≤ j ≤ n, j = 1 correspond au ballon de reflux, j = jF au
plateau d’alimentation, j = n au fond, (3 ≤ jF ≤ n− 1) ;
– (Hj)j=1,...,n les re´tentions liquides (constantes) ;
– xj = (x
i
j)
i=1,...,c−1 les fractions molaires liquides du plateau j ;
– (ki(xj))
i=1,...,c−1 les fractions molaires vapeurs du plateau j (l’inversion formelle des
e´quations d’e´quilibre thermodynamique fournit les fonctions ki en meˆme temps que
la tempe´rature sur le plateau j, Tj = Θ(xj)) ; nous avons omis la de´pendance en
pression car celle-ci est suppose´e constante et uniforme ;
– F le de´bit molaire de la charge, zF = (z
i
F )
i=1,...,c−1 sa composition ;
– L le de´bit de reflux, V le de´bit de vapeur sortant du rebouilleur.
Les deux commandes sont L et V . Les perturbations sont F et zF . Les deux sorties sont
y1 = x
i1
1 et y2 = x
i2
n , respectivement la fraction molaire dans le distillat du compose´ cle´ i1
et la fraction molaire dans le re´sidu du compose´ cle´ i2.
Pour des raisons physiques e´videntes, nous supposons dans tout ce qui suit que :
H1 les de´bits sont positifs, i.e. F > 0, L > 0, V > 0, V − L > 0 et L + F − V > 0.
Rappelons que zF ∈]0, 1[c−1 par de´finition.
H2 la fonction k satisfait ∀x ∈ [0, 1]c−1, k(x) ∈ [0, 1]c−1, si, pour i ∈ {1, . . . , c−1}, xi = 0
alors ki(x) = 0, et si xi = 1 alors ki(x) = 1.
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Proprie´te´s en boucle ouverte du mode`le (L,V)
L’e´tude de Rosenbrock [76] porte sur les colonnes binaires. Pour les colonnes pseudo-
binaires, nous ne connaissons pas de re´sultats analogues : la stabilite´ asymptotique globale
du syste`me ainsi que l’unicite´ du point stationnaire sont hypothe´tiques. Quoiqu’il en soit,
nous pouvons nous inte´resser aux solutions de (4.1) et montrer qu’elles peuvent eˆtre
prolonge´es jusqu’a` l’infini tout en gardant une signification physique.
Lemme 3. Soient une fonction k ve´rifiant H2, le syste`me (4.1) et une condition ini-
tiale dans [0, 1]n(c−1). Nous supposons que les entre´es sont des fonctions re´gulie`res du
temps ve´rifiant a` chaque instant l’hypothe`se H1. Alors, la solution maximale en temps
du syste`me est de´finie sur [0,+∞[ et reste dans [0, 1]n(c−1). De plus, pour chaque jeu
d’entre´es F , zF , L et V ve´rifiant H1, ce syste`me posse`de au moins un point stationnaire
dans [0, 1]n(c−1).
Preuve Il suffit, en vertu du the´ore`me du prolongement sur un compact (voir [3] par
exemple), de montrer que le champ de vecteurs du syste`me est rentrant dans le compact
[0, 1]n(c−1). Si x est sur un bord de [0, 1]n(c−1), alors il existe i dans {0, . . . , c − 1} et j
dans {1, . . . , n} tels que xij = 0 ou xij = 1. Supposons que xij = 0 ; alors H2 implique
ki(xj) = 0. Les e´quations (4.1) et H1 impliquent que dx
i
j/dt est positif ou nul. De meˆme,
si xij = 1, dx
i
j/dt est ne´gatif ou nul. Le champ de vecteurs est donc rentrant.
Supposons maintenant que les entre´es F , zF , L et V sont constantes et ve´rifient H1.
Alors le flot associe´ au syste`me (4.1) Φ(t, x) (Φ(t, x) est la valeur de la solution a` l’instant t
ayant comme condition initiale x a` t = 0 ; une de´finition pre´cise du flot se trouve dans [3]
page 244 par exemple) de´finit pour chaque t > 0 une application continue du convexe
compact d’inte´rieur non vide [0, 1]n(c−1) dans lui-meˆme. Le the´ore`me du point fixe de
Brouwer (voir [57] par exemple) implique que pour chaque t > 0, cette application admet
au moins un point fixe que nous notons xt. Comme [0, 1]
n(c−1) est compact, il existe une
suite (tk)k≥0 de temps strictement positifs convergeant vers 0 et telle que xtk converge vers
x ∈ [0, 1]n(c−1) quand k → +∞. Si x n’est pas un point stationnaire, il existe un voisinage
de x dans [0, 1]n(c−1) et ε > 0 tel que pour tout x dans ce voisinage et tout t dans ]0, ε[
φ(t, x) 6= x. 1 Ce qui contredit Φ(tk, xtk) = xtk puisque (tk, xtk) tend vers (0, x). Ainsi x
est ne´cessairement un point stationnaire.
Le syste`me est-il asymptotiquement stable ? Graˆce au lemme pre´ce´dent, s’inte´resser
au comportement asymptotique en boucle ouverte du mode`le (4.1) a donc un sens. In-
tuitivement, on s’attend a` avoir, comme pour les colonnes binaires, l’unicite´ du point
stationnaire et la stabilite´ asymptotique globale.
Pour le me´lange binaire, le second principe de la thermodynamique implique que la
fonction k est croissante [54]. Pour des me´langes quelconques, de´duire du second principe
1Ceci re´sulte du the´ore`me des accroissements finis qui s’applique ici puisque [0, 1]n(c−1) est convexe.
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de la thermodynamique des proprie´te´s sur la fonction k n’est pas trivial. Dans [16],
Doherty et Perkins montrent, en utilisant des travaux de Malesinski [54], que, a` une
composition x aze´otropique (k(x) = x), le jacobien ∂k/∂x posse`de c − 1 valeurs propres
ree´lles strictement positives. Cette proprie´te´ doit eˆtre vraie en ge´ne´ral, mais nous n’en
connaissons aucune de´monstration2.
A partir du bilan entropique tel que le de´crivent Prigogine et Glansdorff [69, 31], nous
montrons, dans l’annexe C, que, pour un flash isenthalpique i.e. une colonne a` distiller
d’un seul plateau, si un point stationnaire est stable thermodynamiquement [70, 2], alors
il est ne´cessairement asymptotiquement stable : les notions de stabilite´ thermodynamique
et dynamique se rejoignent dans ce cas. Nous n’avons pas pu e´tendre ce re´sultat a` une
colonne de plusieurs e´tages. Aussi nous ne savons pas s’il est ge´ne´ralisable ou s’il ne l’est
pas.
D’apre`s les e´tudes en simulation de Magnussen et al. [53] et Prokopakis et Seider [71],
il semble que certaines colonnes aze´otropiques peuvent posse´der plusieurs points station-
naires dont un instable dynamiquement. Cependant, les syste`mes thermodynamiques
conside´re´s par ces auteurs sont connus pour les difficulte´s qu’ils soule`vent lors des cal-
culs nume´riques d’e´quilibre entre phases : le calcul nume´rique d’un flash a` tempe´rature
et pression fixe´es peut conduire a` une solution qui n’est pas stable thermodynamique-
ment et qui ne correspond pas a` un minimum de l’e´nergie libre de Gibbs. La pre´sence
e´ventuelle de deux phases liquides compliquent l’analyse [5]. Ainsi, pour que l’existence
de points stationnaires instables pour les colonnes a` distiller soit indiscutable, il convient
de comple`ter les e´tudes en simulations pre´ce´demment cite´es [53, 71] en montrant que, sur
chaque plateau, les e´quilibres entre phases sont stables thermodynamiquement.
Nous voyons donc que l’e´tude du comportement asymptotique du syste`me (4.1) dans le
cas ge´ne´ral est loin d’eˆtre e´vidente, bien que, par expe´rience, les inge´nieurs savent qu’une
colonne a` distiller est un syste`me asymptotiquement stable.
4.1.2 Agre´gation par e´chelle de temps du mode`le (L,V)
En s’appuyant sur la remarque 4, nous pouvons directement utiliser la me´thode d’agre´gation
par e´chelle de temps du cas binaire au cas pseudo-binaire. Il suffit de reprendre la
de´marche, pour constater que cette me´thode de re´duction est ici valable, si un com-
partiment de m plateaux est un syste`me asymptotiquement stable. Dans de nombreux
cas pratiques, cette hypothe`se est ve´rifie´e. Ainsi, la construction de mode`les lents de
colonne pseudo-binaire par une telle me´thode est raisonable. Comme dans le cas binaire,
deux mode`les re´duits sont retenus : un mode`le en 5 compartiments et un mode`le en 3
compartiments.
2Dans [15], Doherty et Perkins utilisent cette proprie´te´ spectrale sans la de´montrer dans le cas ge´ne´ral
pour obtenir, sous les hypothe`ses de Lewis relatives aux enthalpies, la stabilite´ locale d’une colonne ayant
un seul plateau, c’est a` dire d’un flash.
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4.1.3 Deux mode`les de commande
Les e´quations d’e´tat des deux mode`les agre´ge´s sont tre`s voisines de celles du cas binaire.
Leur obtention est formelle : elle ne repose pas comme c’est le cas pour les colonnes
binaires sur un lemme technique comme le lemme 2, mais sur la manipulation formelle
des e´quations du re´gime stationnaire d’un compartiment.
Le mode`le agre´ge´ en 5 compartiments
Les compartiments d’agre´gations sont identiques a` ceux utilise´s dans la cas binaire. Il
sont rappele´s sur la figure 3.6. Le mode`le agre´ge´ en 5 compartiments est de´crit par le
syste`me alge´bro-diffe´rentiel suivant :

H1dx1
dt
= V k(x2)− V x1
pour j = 2, . . . , r − 1 :
0 = Lxj−1 + V k(xj+1)− Lxj − V k(xj)
Hr dxr
dt
= Lxr−1 + V k(xr+1)− Lxr − V k(xr)
pour j = r + 1, . . . , jF − 1 :
0 = Lxj−1 + V k(xj+1)− Lxj − V k(xj)
HF dxjF
dt
= LxjF−1 + V k(xjF +1)− (L+ F )xjF − V k(xjF ) + FzF
pour j = jF + 1, . . . , s− 1 :
0 = (L+ F )xj−1 + V k(xj+1)− (L+ F )xj − V k(xj)
Hsdxs
dt
= (L+ F )xs−1 + V k(xs+1)− (L+ F )xs − V k(xs)
pour j = s+ 1, . . . , n− 1 :
0 = (L+ F )xj−1 + V k(xj+1)− (L+ F )xj − V k(xj)
Hndxn
dt
= (L+ F )xn−1 − (L+ F − V )xn − V k(xn)
(4.2)
avec
H1 = H1, Hr =
jr∑
2
Hj, HF =
js−1∑
jr+1
Hj, Hs =
n−1∑
js
Hj, Hn = Hn.
La partie alge´brique est forme´e par les e´quations statiques de 4 compartiments : 2 a` r−1,
r + 1 a` jF − 1, jF + 1 a` s − 1 et s + 1 a` n − 1. Il nous faut e´liminer ces e´quations
140 CHAPTER 4. LES COLONNES PSEUDO-BINAIRES
alge´briques pour obtenir un syste`me d’e´quations diffe´rentielles ordinaires uniquement.3
Cette e´limination est ici formelle.
Conside´rons un instant le re´gime staionnaire d’un compartiment dem plateaux comme
celui de de la figure 3.2. Son e´tat statique (x˜j)j=1,...,m est solution du syste`me

0 = L˜x˜0 + V˜ k(x˜2)− L˜x˜1 − V˜ k(x˜1)
...
0 = L˜x˜m−1 + V˜ k(x˜m+1)− L˜x˜m − V˜ k(x˜m),
(4.3)
ou` L˜, V˜ , (x˜i0)
i=1,...,c−1, (ki(x˜m+1))
i=1,...,c−1
sont des parame`tres. Formellement, le profil
de compositions (x˜j)j=1,...,m, et en particulier la composition du liquide et de la vapeur
quittant le compartiment (x˜m et k(x˜1)) sont des fonctions de L˜/V˜ , x˜0 et x˜m+1. C’est a`
dire {
x˜m = Xm(L˜/V˜ , x˜0, x˜m+1)
k(x˜1) = Ym(L˜/V˜ , x˜0, x˜m+1).
(4.4)
Les fonctions Xm = (X
i
m)
i=1,...,c−1 et Ym = (Y
i
m)
i=1,...,c−1 sont obtenues en re´solvant (4.3).
Retournons au mode`le re´duit en 5 compartiments (4.2). Ses e´quations d’e´tat s’e´crivent
de fac¸on formelle 

dx1
dt
= f1(x1, xr, L, V )
dxr
dt
= fr(x1, xr, xjF , L, V )
dxjF
dt
= fjF (xr, xjF , xs, L, V, F, zF )
dxs
dt
= fs(xjF , xs, xn, L+ F, V )
dxn
dt
= fn(xs, xn, L+ F, V )
(4.5)
ou`
– xj = (x
i
j)
i=1,...,c−1 est la composition liquide sur les plateaux j = 1, r, jF , s, n ;
3Le syste`me (4.2) est, ge´ne´riquement, un syste`me alge´bro-diffe´rentiel d’index 1 (cf. chapitre 2).
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– les fonctions fj = (f
i
j)
i=1,...,c−1 sont de´finies par

H1 f1(x1, xr, L, V ) = V Yr−2(L/V, x1, xr)− V x1
Hr fr(x1, xr, xjF , L, V ) = LXr−2(L/V, x1, xr)
+V YjF−r−1(L/V, xr, xjF )
−Lxr − V k(xr)
HF fjF (xr, xjF , xs, L, V, F, zF ) = FzF + LXjF−r−1(L/V, xr, xjF )
+V Ys−jF−1((L+ F )/V, xjF , xs)
−(L+ F )xjF − V k(xjF )
Hs fs(xjF , xs, xn, L+ F, V ) = (L+ F )Xs−jF−1((L+ F )/V, xjF , xs)
+V Yn−s−1((L+ F )/V, xs, xn)
−(L+ F )xs − V k(xs)
Hn fn(xs, xn, L+ F, V ) = (L+ F )Xn−s−1((L+ F )/V, xs, xn)
−(L+ F − V )xn − V k(xn)
(4.6)
(les fonctions Xm and Ym sont de´finies par (4.4) avec
m = r − 2, jF − r − 1, s− jF − 1, n− s− 1).
Le mode`le agre´ge´ en 3 compartiments
Nous pouvons reprendre point par point, pour le mode`le agre´ge´ en 3 compartiments (1 a`
jr, jr + 1 a` js − 1, js a` n), la de´marche formelle pre´ce´dente.
Tous calculs faits, l’e´quation d’e´tat du syste`me est

dxr
dt
= gr(xr, xjF , L, V )
dxjF
dt
= gjF (xr, xjF , xs, L, V, F, zF )
dxs
dt
= gs(xjF , xs, L+ F, V )
(4.7)
ou`
– xj = (x
i
j)
i=1,...,c−1 est la composition liquide sur les plateaux j = r, jF , s ;
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– les fonctions gj = (g
i
j)
i=1,...,c−1 sont de´finies par

Hr gr(x1, xr, xjF , L, V ) = LXr−2(L/V, xr)
+V YjF−r−1(L/V, xr, xjF )
−Lxr − V k(xr)
HF gjF (xr, xjF , xs, L, V, F, zF ) = FzF + LXjF−r−1(L/V, xr, xjF )
+V Ys−jF−1((L+ F )/V, xjF , xs)
−(L+ F )xjF − V k(xjF )
Hs gs(xjF , xs, xn, L+ F, V ) = (L+ F )Xs−jF−1((L+ F )/V, xjF , xs)
+V Yn−s−1((L+ F )/V, xs)
−(L+ F )xs − V k(xs) ;
(4.8)
les fonctionsXm and Ym sont de´finies par (4.4) pourm = jF−r−1 etm = s−jF−1 ;
la fonction Xr−1 correspond au cas ou` la premie`re e´quation de (4.3) est remplace´e
par
V˜ (k(x˜2)− x˜1) = 0 ;
la fonction Yn−s−1 correspond au cas ou` la dernie`re e´quation de (4.3) est remplace´e
par
L˜x˜m−1 − (L˜− V˜ )x˜m − V k(x˜m) = 0.
Remarque 6. Contrairement au cas binaire, nous ne savons pas si les mode`les en 5 et
en 3 compartiments posse`dent un comportement qualitatif en boucle ouverte similaire a`
celui du mode`le de connaissance (L,V) (4.1). En revanche, nous sommes certains que les
relations statiques entre les entre´es et les sorties sont pre´serve´es et que ces deux mode`les
agre´ge´s sont des mode`les lents.
4.2 Calcul des lois de commande
L’objectif est de rendre les qualite´s du distillat y1 = x
i1
1 et du re´sidu y2 = x
i2
n inde´pendantes
du de´bit et de la composition de l’alimentation4. Comme dans le cas binaire, nous al-
lons calculer la loi de commande en utilisant les techniques de rejet de perturbations,
pre´sente´es dans l’annexe A, sur le mode`le en 5 compartiments et sur le mode`le en 3
compartiments. Cependant, les re´sultats que nous obtenons sont purement formmels :
l’existence et l’unicite´, autour d’un re´gime stationnaire, des lois de commande rejetant les
perturbations ne sont pas de´montre´es explicitement mais ge´ne´riquement. Aussi convient-
il pour chaque colonne particulie`re de ve´rifier nume´riquement que ces lois de commande
existent. Une autre diffe´rence par rapport au cas binaire est que nous ne sommes pas ar-
rive´s a` montrer que le syste`me en boucle ferme´e est asymptotiquement stable. Il convient
4i1 et i2 sont les exposants des deux compose´s cle´ : i1 correspond au compose´ lourd le plus le´ger ; i2
correspond au compose´ le´ger le plus lourd.
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e´galement de ve´rifier en simulation que le syste`me en boucle ferme´e est stable sur la plage
fonctionnement.
4.2.1 Le rejet de perturbations sur le mode`le en 5 comparti-
ments
La loi ge´ne´rique de commande
Le mode`le de commande est donc

dx1
dt
= f1(x1, xr, L, V )
dxr
dt
= fr(x1, xr, xjF , L, V )
dxjF
dt
= fjF (xr, xjF , xs, L, V, F, zF )
dxs
dt
= fs(xjF , xs, xn, L+ F, V )
dxn
dt
= fn(xs, xn, L+ F, V )
y1 = x
i1
1
y2 = x
i2
n ,
(4.9)
les fonctions fj e´tant de´finies par (4.6). Les sorties sont y1 et y2. Les commandes sont
L et V . Les perturbations sont F et zF . Pour calculer la commande, nous de´rivons
directement les sorties par rapport au temps (cf. annexe A). Nous avons

dy1
dt
=
dxi11
dt
= f i11 (x1, xr, L, V )
dy2
dt
=
dxi2n
dt
= f i2n (xs, xn, L+ F, V ).
(4.10)
Formellement, la loi de commande est alors obtenue en remplac¸ant dans (4.10) dy1/dt et
dy2/dt par deux fonctions arbitraires φ1(y1) et φ2(y2).
Lemme 4. Soit le syste`me dynamique (4.9) ou` les commandes sont (L, V ), ou` les per-
turbations non mesure´es sont zF = (z
i
F )
i=1,...,c−1, ou` les sorties sont (y1 = x
i1
1 , y2 = x
i2
n )
et ou` F est un parame`tre connu fonction du temps. Soit un point stationnaire, x associe´
aux entre´es L > 0, V > 0, F > 0 et zF ve´rifiant L < V < L+ F . Si
∂Y i1r−2
∂(L/V )
(L/V , x1, xr) 6= 0
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et si
xi2n − ki2(xn)−
(
L+ F
V
)2
∂X i2n−s−1
∂(L/V )
((L+ F )/V , xs, xn) 6= 0
alors localement autour du point stationnaire, il existe une unique loi de commande
de´pendant de x1, xr, xs, xn et F tel que la dynamique en boucle ferme´e des sorties soit
dy1
dt
= φ1(y1)
dy2
dt
= φ2(y2).
La loi de commande est obtenue en inversant le syste`me non line´aire{
f i11 (x1, xr, L, V ) = φ1(y1)
f i2n (xs, xn, L+ F, V ) = φ2(y2).
(4.11)
Preuve Conside´rons le changement de variables suivant(
L
V
)
→
(
rr = L/V
re = V/(L+ F )
)
.
C’est bien un changement de variable autour du point stationnaire car rrre < 1 et donc
L =
rrre
1− rrreF et V =
re
1− rrreF.
En utilisant les relations (4.6), rr et re ve´rifient ne´cessairement

reF
1− rrre
(
Y i1r−2(rr, x1, xr)− xi11
)
= φ1(y1)
F
1− rrre
(
X i2n−s−1(1/re, xs, xn)− (1− re)xi2n − reki2(xn)
)
= φ2(y2).
Le jacobien de ce syste`me par rapport a` rr et re est diagonal au point stationnaire
5 :

reF
1− rrre
∂Y i1r−2
∂(L/V )
0
0
F
1− rrre
(
xi2n − ki2(xn)−
1
r2e
∂X i2n−s−1
∂(L/V )
)

 .
Le the´ore`me des fonctions implicites permet alors de conclure.
5Au point stationnaire, φ1 = φ2 = 0 et donc Yr−1 − x1 = 0 et Xn−s−1 − (1− re)xn − rek(xn) = 0. Ce
qui simplifie les calculs du jacobien.
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Synthe`se de la loi ge´ne´rique de commande avec le profil de tempe´ratures
La loi de commande donne´e par (4.11) de´pend des compositions du distillat et du re´sidu
(x1 et xn), mais aussi du de´bit d’alimentation et des compositions sur les plateaux
d’agre´gation r et s. En pratique, les compositions des produits sont mesure´es ainsi que
le de´bit d’alimentation. En revanche les compositions internes ne le sont pas. Cependant
elles peuvent eˆtre estime´es a` l’aide du profil de tempe´ratures.
Supposons que r − 1 > c − 1 et n − s − 1 > c − 1. Nous pouvons choisir c −
1 entiers distincts dans {2, . . . , r}, note´s (ri)i=1,...,c−1, et c − 1 entiers distincts dans
{s, . . . , n − 1}, note´s (si)i=1,...,c−1. Si les tempe´ratures en rectification et e´puisement,
(Tri)i=1,...,c−1 et (Tsi)i=1,...,c−1 sont mesure´es, elles peuvent eˆtre conside´re´es comme des sor-
ties du syste`me (4.9). En effet, l’e´quilibre thermodynamique entre le liquide et la vapeur
implique que les tempe´ratures sont fonctions des compositions liquides. Les e´quations
statiques d’un compartiment (4.3) donnant les fonctions Xm et Ym, donnent de la meˆme
fac¸on le profil complet des compositions liquides. Nous voyons donc que{
Tri = hri(x1, xr, L, V )
Tsi = hsi(xs, xn, L+ F, V )
(4.12)
ou` les fonctions hj de´rivent directement de l’inversion de syste`mes du type (4.3). Des
relations (4.12), nous pouvons remonter aux compositions (xr, xs) et ainsi calculer la loi
de commande (4.11).
En re´sume´, si les compositions du distillat et du re´sidu, (x1 = (x
i
1)
i=1,...,c−1 et xn =
(xin)
i=1,...,c−1), le de´bit d’alimentation F , les tempe´ratures de rectification (Tri)i=1,...,c−1 et
les tempe´ratures d’e´puisement (Tsi)i=1,...,c−1 sont mesure´es, la loi de commande peut eˆtre
calcule´e en re´solvant le syste`me alge´brique suivant :

f i11 (x1, xr, L, V ) = φ1(y1)
f i2n (xs, xn, L+ F, V ) = φ2(y2)
hr1(x1, xr, L, V ) = Tr1
...
hrc−1(x1, xr, L, V ) = Trc−1
hs1(xs, xn, L+ F, V ) = Ts1
...
hsc−1(xs, xn, L+ F, V ) = Tsc−1 .
(4.13)
Les 2c inconnues sont xr = (x
i
r)
i=1,...,c−1, xs = (x
i
s)
i=1,...,c−1, L et V .
Cette synthe`se en tempe´rature de la loi de commande suppose que les compositions du
distillat et du re´sidu sont mesure´es. Si toutes les composantes du vecteur x1 ou du vecteur
xn ne sont pas mesure´es, la de´marche pre´ce´dente peut eˆtre modifie´e afin de remplacer les
parties non mesure´es de x1 et xn par des tempe´ratures additionnelles en rectification et
en e´puisement. Ces fractions molaires non mesure´es sont alors ajoute´es aux inconnues du
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syste`me (4.13). Comple`te´ par les e´quations relatives aux tempe´ratures supple´mentaires,
le syste`me alge´brique (4.13) donne alors la commande. Comme dans le cas binaire, nous
pouvons remplacer des capteurs de compositions, en ge´ne´ral couˆteux et introduisant des
retards, par des capteurs de tempe´ratures peu chers et instantane´s.
Les positions des tempe´ratures, (ri)i=1,...,c−1 et (si)i=1,...,c−1, doivent eˆtre choisies, pour
des questions de robustesse, de fac¸on a` ce que le syste`me (4.13) soit le mieux conditionne´
possible. Ceci constitue a` la fois une limitation et un crite`re simple qui ne fait intervenir
que des e´quations statiques, pour choisir une bonne instrumentation en tempe´rature.
4.2.2 Le rejet de perturbations sur le mode`le en 3 comparti-
ments
La loi ge´ne´rique de commande
Le mode`le de commande est donc

dxr
dt
= gr(xr, xjF , L, V )
dxjF
dt
= gjF (xr, xjF , xs, L, V, F, zF )
dxs
dt
= gs(xjF , xs, L+ F, V )
y1 = S1(L/V, xr)
y2 = S2((L+ F )/V, xs)
(4.14)
(les fonctions gj sont de´finies par (4.8)). Les sorties sont y1 et y2. Elles de´pendent
directement des commandes L et V . En effet, si nous reprenons les calculs du chapitre 4
qui conduisent au mode`le re´duit en 3 compartiments, nous nous apercevons rapidement
que les compositions du distillat et du re´sidu sont respectivement fonctions de (xr, L/V )
et (xs, (L + F )/V ). Ceci explique la pre´sence des fonctions S1 et S2. Ces fonctions sont
obtenues en re´solvant les e´quations statiques des plateaux 1 a` r − 1 et s + 1 a` n, c’est a`
dire en re´solvant par rapport a` (x1, . . . , xr)

0 = V k(x2)− V k(x1)
0 = Lx1 + V k(x3)− Lx2 − V k(x2)
...
0 = Lxr−2 + V k(xr)− Lxr−1 − V k(xr−1)
(4.15)
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avec S1 = x
i1
1 , et en re´solvant par rapport a` (xs+1, . . . , xn)

0 = (L+ F )xs + V k(xs+2)− (L+ F )xs+1 − V k(xs+1)
...
0 = (L+ F )xn−2 + V k(xn)− (L+ F )xn−1 − V k(xn−1)
0 = (L+ F )xn − (L+ F − V )xn − V k(xn)
(4.16)
avec S2 = x
i2
n .
Pour calculer la commande, il n’est pas ne´cessaire de de´river les sorties par rapport au
temps puisqu’elles font directement intervenir L et V . Formellement, la loi de commande
est alors obtenue en remplac¸ant y1 et y2 par deux fonctions du temps y
c
1 et y
c
2.
Lemme 5. Soit le syste`me dynamique (4.14) ou` les commandes sont (L, V ), ou` les per-
turbations non mesure´es sont zF = (z
i
F )
i=1,...,c−1, ou` les sorties sont (y1, y2) et ou` F est
un parame`tre connu fonction du temps. Soit un point stationnaire, x associe´ aux entre´es
L > 0, V > 0, F > 0 et zF ve´rifiant L < V < L+ F . Si
∂S1
∂(L/V )
(L/V , xr) 6= 0
et si
∂S2
∂((L+ F )/V )
((L+ F )/V , xs) 6= 0
alors localement autour du point stationnaire, il existe une unique loi de commande
de´pendant de xr, xs et F telle que les sorties du syste`me boucle´ soient
y1 = y1
y2 = y2
avec y1 et y2 les valeurs des sorties au re´gime stationnaire. La loi de commande est
obtenue en inversant le syste`me non line´aire{
S1(L/V, xr) = y1
S2((L+ F )/V, xs) = y2.
(4.17)
Preuve Il suffit d’appliquer le the´ore`me des fonctions implicites.
Synthe`se de la loi ge´ne´rique de commande avec le profil de tempe´ratures
Comme pour le mode`le en 5 compartiments, les compositions internes xr et xs peuvent
eˆtre reconstitue´es a` l’aide du profil de tempe´ratures.
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Comme pre´ce´dement, conside´rons c−1 tempe´ratures sur les plateaux 2 a` r, (Tri)i=1,...,c−1,
et c − 1 tempe´ratures sur les plateaux s a` n, (Tsi)i=1,...,c−1 (pour tout i ∈ {1, . . . , c − 1},
2 ≤ ri ≤ r et s ≤ si ≤ n). Les relations (4.15) et (4.16) impliquent pour i = 1, . . . , c− 1{
Tri = Θri(L/V, xr)
Tsi = Θsi((L+ F )/V, xs).
(4.18)
Ainsi, si le de´bit d’alimentation F , les tempe´ratures de rectification (Tri)i=1,...,c−1 et les
tempe´ratures d’e´puisement (Tsi)i=1,...,c−1 sont mesure´s, la loi de commande est donne´e par

S1(L/V, xr) = y
c
1
S2((L+ F )/V, xs) = y
c
2
Θr1(L/V, xr) = Tr1
...
Θrc−1(L/V, xr) = Trc−1
Θs1((L+ F )/V, xs) = Ts1
...
Θsc−1((L+ F )/V, xs) = Tsc−1
(4.19)
avec yc1 et y
c
2 les consignes des sorties.
En conclusion, la loi de commande e´labore´e sur le mode`le re´duit en 3 compartiments
permet de commander les compositions du distillat et du re´sidu sans les mesurer, unique-
ment en connaissant le de´bit d’alimentation et les profils de tempe´ratures en rectification
et en e´puisement.
4.3 Simulations
Cette extention formelle et heuristique aux colonnes pseudo-binaires des lois de commande
obtenues rigoureusement pour les colonnes binaires, n’a de valeur que si elle est comple`te´e
par une e´tude en simulation qui montre nume´riquement l’applicabilite´ et l’inte´reˆt sur
une colonne pseudo-binaire particulie`re. Nous avons effectue´ une telle e´tude pour le
de´butaniseur de raffinerie de´crit dans le chapitre 1. Comme pour le de´propaniseur, le
mode`le de simulation est le mode`le complet de´crit dans la chapitre 1. Il se pre´sente sous
la forme d’un syste`me alge´bro-diffe´rentiel de plusieurs centaines d’e´quations.
Toutes les simulations dynamiques de cette section de´marrent du meˆme re´gime station-
naire. Ce re´gime stationnaire correspond au fonctionnement nominal du de´butaniseur et
est de´crit a` la fin du chapitre 1. Toutes les perturbations qui sont applique´es au syste`me
correspondent a` des perturbations dont les domaines d’amplitude et de fre´quence sont
repre´sentatifs des perturbations que l’on peut rencontrer en pratique.
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4.3.1 Les parame`tres de re´glage
Les lois de commande des lemmes 4 et 5 comportent des degre´s de liberte´ (les fonctions
φ1 et φ2 et les parame`tres y1 et y2). Comme dans le cas binaire, nous allons utiliser ces
degre´s de liberte´ pour introduire des parame`tres de re´glage dans les lois de commande afin
de prendre en compte, entre autres, les de´calages statiques qui existent entre les mode`les
agre´ge´s et le mode`le de simulation.
Nous avons :
– jr = 11, js = 33 ;
– e´tant donne´e la pre´sence ne´gligeable d’essence dans le distillat, nous avons utilise´
dans les e´quations relatives a` la sortie y1 (premie`res e´quations de (4.17) et (4.11))
un mode`le avec c = 3 compose´s (propane, butane, pentane) en ne´gligeant l’e´thane ;
de meˆme, e´tant donne´e l’infime pre´sence d’e´thane et de propane dans le re´sidu, nous
avons utilise´ dans les e´quations relatives a` la sortie y2 (secondes e´quations de (4.17)
et (4.11)) un mode`le avec c = 3 compose´s (butane, essence le´ge`re, essence lourde)
en ne´gligeant le pentane ; le mode`le thermodynamique est dans les deux cas celui
de Soave ;
– le de´bit de vapeur V du mode`le de commande est suppose´ proportionnel a` la puis-
sance de rebouillage Qreb du mode`le de simulation ;
– pour la loi de commande (4.11) du lemme 4 :
φ1(t) =
yc1(t)− y1(t)
τP1
+
∫ t
0
(yc1(µ)− y1(µ))dµ
τ I1 τ
P
1
φ2(t) =
yc2(t)− y2(t)
τP2
+
∫ t
0
(yc2(µ)− y2(µ))dµ
τ I2 τ
P
2
(4.20)
avec yc1 et y
c
2 les deux consignes, τ
P
1 = 3 et τ
P
2 = 3 mn, τ
I
1 = τ
I
2 = 90 mn ;
– pour la loi de commande (4.17) du lemme 5:
y1(t) = y
c
1(t) +
∫ t
0
(yc1(µ)− y1(µ))dµ
τ I1
y2(t) = y
c
2(t) +
∫ t
0
(yc2(µ)− y2(µ))dµ
τ I2
avec yc1 et y
c
2 les deux consignes, τ
I
1 = τ
I
2 = 100 mn.
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4.3.2 Rejet asymptotique et robustesse
De´ja`, le fait de pouvoir simuler le syste`me en boucle ferme´e, montre que, nume´riquement,
les lois de commande, de´finies de fac¸on formelle par les lemmes 4 et 5, existent pour le
de´butaniseur et ne sont pas singulie`res autour du re´gime stationnaire. Les simulations
pre´sente´es ci-dessous, montrent que les comportements en boucle ferme´e sont tre`s voisins
du ceux du de´propaniseur.
Le rejet de perturbation est asymptotique
La figure 4.1 montre que le rejet des perturbations de composition de la charge est as-
symptotique. Pour cette simulation, la colonne est soumise a` des variations entretenues de
la composition de l’alimentation : les teneurs en essence le´ge`re et essence lourde oscillent
respectivement entre 43% et 63% et entre 11% et 31% avec une pe´riode commune de 60 mn
(leurs valeurs moyennes sont celles du re´gime stationnaire, 53% et 21%). Pour mieux voir
l’effet de la commande, nous avons trace´ les trajectoires des sorties non commande´es. Les
consignes ne sont respecte´es qu’en moyenne.
La robustesse vis a` vis des retards dans les mesures des sorties
Les figures 4.2 et 4.3 portent sur un quasi-e´chelon de la composition de la charge : de
t = 0 a` t = 15 mn, la teneur d’essence le´ge`re diminue de 53% a` 43%, celle d’essence
lourde augmente de 21% a` 31% ; cela correspond a` une variation de tempe´rature en
fond de plus de 12 oC pour une meˆme teneur en butane. Pour la figure 4.2, l’e´tat est
parfaitement mesure´. Pour la figure 4.3, seules les mesures des sorties sont retarde´es de
10 mn. Nous voyons que, avec un retard infe´rieur a` 10 mn, les performances de la loi
correspondant au mode`le agre´ge´ en 5 compartiments sont nettement supe´rieures. Cela
s’explique car nous avons choisi des dynamiques de sorties contraignantes (τP1 = τ
P
2 =
3 mn dans (4.20)). En contrepartie, cette loi s’ave`re moins robuste : avec un retard de
10 mn, les commandes qu’elle fournit ont tendance a` osciller ; si le retard devient plus
important (30 mn par exemple), les simulations de la figure 4.4 montrent une de´gradation
notable des performances de la commande en 5 compartiments alors que, avec la loi de
commande en 3 compartiments, les sorties convergent encore asymptotiquement vers leur
consignes.
Les figures 4.5 et 4.6 portent sur un changement de consigne : de t = 0 a` t = 120 mn,
la consigne yc2 passe de 0, 005 a` 0, 02. Pour la figure 4.5, l’e´tat est parfaitement mesure´.
Pour la figure 4.6, seules les mesures des sorties sont retarde´es de 10 mn. Nous voyons
que la loi correspondant au mode`le agre´ge´ en 5 compartiments permet un meilleur suivi
de la trajectoire de re´fe´rence.
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Figure 4.1: de´butaniseur ; oscillation de la composition de l’alimentation ; commandes
calcule´es sur le mode`le en 3 compartiments ; pas de retard dans les mesures des sorties.
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Figure 4.2: de´butaniseur ; re´ponse a` une perturbation de composition de l’alimentation ;
commandes calcule´es sur les mode`les agre´ge´s en 3 et 5 compartiments ; pas de retard dans
les mesures des sorties.
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Figure 4.3: de´butaniseur ; re´ponse a` une perturbation de composition de l’alimentation ;
commandes calcule´es sur les mode`les agre´ge´s en 3 et 5 compartiments ; retard de 10 mn
dans les mesures des sorties.
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Figure 4.4: de´butaniseur ; re´ponse a` une perturbation de composition de l’alimentation ;
commandes calcule´es sur les mode`les agre´ge´s en 3 et 5 compartiments ; retard de 30 mn
dans les mesures des sorties.
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Figure 4.5: de´butaniseur ; changement de la consigne en fond ; commandes calcule´es sur
les mode`les agre´ge´s en 3 et 5 compartiments ; pas de retard dans les mesures des sorties.
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Figure 4.6: de´butaniseur ; changement de la consigne en fond ; commandes calcule´es sur
les mode`les agre´ge´s en 3 et 5 compartiments ; retard de 10 mn dans les mesures des sorties.
Chapter 5
Mise en œuvre industrielle
Dans les chapitres pre´ce´dents, nous avons surtout traite´ les aspects the´oriques de la com-
mande et pre´sente´ des simulations nume´riques en boucle ferme´e. L’objet du pre´sent
chapitre est de montrer que ces lois de commande peuvent eˆtre utilise´es en vraie grandeur.
Les lois de commandes non line´aires des chapitres pre´ce´dents ont e´te´ implante´es sur
un de´propaniseur et un de´butaniseur de raffinerie. Ces deux colonnes, mode´lise´es dans le
chapitre 1, correspondent a` celles des simulations des chapitres 3 et 4. Le pre´sent chapitre
se de´compose en deux parties. La premie`re partie pre´sente, sous la forme d’enregistrement
sur le site, les re´sultats obtenus sur le de´propaniseur et le de´butaniseur en boucle ferme´e.
La seconde partie est relative au logiciel de commande non line´aire en qualite´, COLBIN, et
indique une de´marche syste´matique d’installation de ce logiciel sur une nouvelle colonne.
5.1 Les re´sultats sur site.
5.1.1 Le de´propaniseur en boucle ferme´e
Les mesures disponibles sur le site sont
– le de´bit et la tempe´rature de l’alimentation,
– la tempe´rature de teˆte (plateau 2),
– une tempe´rature en rectification,
– une tempe´rature en e´puisement,
– la tempe´rature en fond,
– la composition du distillat,
– la composition du re´sidu.
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Comme pour les calculs de simulation (section 3.3.1 page 116), nous conside´rons que le
de´propaniseur est une colonne binaire. Nous avons vu dans le chapitre 3 que ces mesures
suffisent pour calculer directement la commande.
La figure 5.1 montre la re´ponse en boucle ferme´e du de´propaniseur face a` des pertur-
bations importantes de de´bit et de composition de la charge. En effet, la perturbation
qui arrive a` t = 2 h correspond a` un changement de brut et donc vraisemblablement a` un
changement dans la qualite´ des GPL1. Comme pour les simulations, nous constatons que
le rejet est asymptotique.
5.1.2 Le de´butaniseur en boucle ferme´e
Les mesures disponibles sur le site sont
– le de´bit et la tempe´rature de l’alimentation,
– la tempe´rature de teˆte (plateau 2),
– une tempe´rature en rectification,
– deux tempe´ratures en e´puisement,
– la composition du distillat,
– la composition du re´sidu2.
Comme pour les simulations de la section 4.3.1, page 149, nous utilisons des pseudo-
compose´s pour de´crire les me´langes en rectification et en e´puisement comme des me´langes
ternaires. Dans ces conditions, nous avons vu au chapitre 4 que ces mesures suffisent pour
calculer directement la commande.
Les enregistrements des figures 5.2 et 5.3 correspondent a` des perturbations impor-
tantes de de´bit et de composition de la charge (la tempe´rature du fond, figure 5.3). Ces
perturbations sont dues a` un changement de la qualite´ du pe´trole brut traite´ par la raf-
finerie. Les consignes ne sont quasiment pas modifie´es. Nous voyons qu’avant les pertur-
bations, le re´gime est stable et les sorties sont aux consignes, que, pendant le changement
de brut, les sorties varient de fac¸on significative, qu’apre`s le changement de brut, le de´bit
de charge est nettement plus oscillant (l’amplitude des oscillations est d’au moins 10%)
et que, malgre´ cela, les sorties reviennent bien aux consignes et ne s’en e´loignent plus
beaucoup. Notons enfin que les commandes calcule´es sont re´gulie`res et douces sauf lors
du changement brutal de de´bit de charge ou` il faut re´agir rapidement.
1Gaz de Pe´trole Lique´fie´.
2En conside´rant le me´lange en fond ternaire et en mesurant la tempe´rature en fond, nous pouvons,
par un simple calcul de tempe´rature de bulle, connaˆıtre la composition comple`te du re´sidu si l’on connait
sa teneur en butane.
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Figure 5.1: de´propaniseur ; enregistrement sur site ; commande non line´aire agre´ge´e ;
nombreuses perturbations sans changement de consigne.
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Figure 5.2: de´butaniseur ; enregistrement sur site ; commande non line´aire agre´ge´e ; nom-
breuses perturbations dues a` un changement de brut.
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Figure 5.3: de´butaniseur ; enregistrement sur site ; commande non line´aire agre´ge´e ; nom-
breuses perturbations dues a` un changement de brut.
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La figure 5.4 correspond a` un changement de consigne en fond : cette dernie`re baisse de
0, 5% a` 0, 2% en 3 heures. Nous constatons que le suivi est correct et que les commandes
qui sont applique´es sont douces et re´gulie`res. Remarquons aussi que la charge n’est
jamais constante (variation de l’ordre de 10%). Elle entraˆıne donc des variations de faible
amplitude sur les sorties.
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Figure 5.4: de´butaniseur ; enregistrement sur site ; commande non line´aire agre´ge´e ; peu
de perturbations avec un changement de consigne.
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5.1.3 Remarque autour de la pre´cision
On pourrait s’attendre a` une meilleure pre´cision dans le suivi des consignes. En fait, cette
pre´cision est largement tributaire des incertitudes sur les de´bits, incertitudes relatives que
nous estimons en pratique a` 1% au minimum et qui correspondent a` la pre´cision d’une
bonne re´gulation de de´bit. Par exemple, pour le de´butaniseur, des calculs statiques de
sensibilite´ autour du re´gime stationnaire de re´fe´rence montrent qu’une erreur relative sur
le reflux de −1% entraine, toutes choses e´gales par ailleurs, les e´carts suivants sur les
sorties :
y1 = 0, 10 + 0, 27 = 0, 37 %
y2 = 0, 50− 0, 08 = 0, 42 %.
De meˆme, une erreur relative de +1% sur la puissance de rebouillage engendre les e´carts
suivants :
y1 = 0, 10 + 0, 38 = 0, 48 %
y2 = 0, 50− 0, 36 = 0, 14 %.
Sans une meilleure instrumentation, il est donc tre`s difficile de commander les sorties
avec plus de pre´cision.
5.1.4 Conclusion
Fiabilisation de la qualite´
Nous devons nous attendre a` une qualite´ plus constante des produits. La comparaison
entre le fonctionnement “manuel”3 et le fonctionnement automatique4 doit nous e´clairer.
Pour le de´butaniseur, les figures 5.5 et 5.6 correspondent a` un fonctionnement manuel.
Un peu apre`s t = 20 h, un changement de brut apparaˆıt. En raison des observations sur le
de´bit de la charge et sur la tempe´rature de fond, les seules perturbations significatives lie´es
a` ce changement de brut ne peuvent porter que sur les GPL. Or, la tempe´rature de teˆte
et de de´bit de distillat ne varient pas beaucoup. Les perturbations lie´es a` ce changement
de brut sont donc peu importantes. Les figures 5.5 et 5.6 sont a` comparer aux figures 5.2
et 5.3 qui correspondent a` un fonctionnement automatique avec un changement de brut
engendrant de fortes perturbations.
L’apport de la commande est clair : en pre´sence de perturbations d’amplitude moyenne,
les qualite´s sont nettement plus constantes ; en pre´sence de fortes perturbations, les e´carts
entre les mesures de qualite´s et leurs consignes restent infe´rieurs a` ceux observe´s en fonc-
tionnement manuel avec des perturbations moyennes.
3Par manuel, nous entendons le fonctionnement en boucle ouverte. Le reflux est fixe´ manuellement
par l’ope´rateur. La puissance de rebouillage est fixe´ par un re´gulateur proportionnel et inte´gral de
tempe´rature en e´puisement. La consigne de ce re´gulateur est donne´e par l’ope´rateur.
4Par automatique, nous entendons, ici, le fonctionnement en boucle ferme´e avec la commande non
line´aire.
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Figure 5.5: de´butaniseur ; enregistrement sur site ; fonctionnement “manuel” ; peu de
perturbations.
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Figure 5.6: de´butaniseur ; enregistrement sur site ; fonctionnement “manuel” ; peu de
perturbations.
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Engorgement et capacite´ de traitement
Les ope´rateurs ont tendance a` prendre des marges de se´curite´ dans la conduite des
colonnes5. Ces marges se traduisent en fin de compte par des produits trop purifie´s et les
ame`nent obligatoirement a` augmenter les circulations internes a` l’inte´rieur de la colonne.
En diminuant cette marge de se´curite´, une commande en qualite´ permet d’augmenter la
capacite´ de traitement de la colonne en repoussant les limitations par l’engorgement dues
a` cette surpurification.
Sur le de´propaniseur, nous avons pu observer, lors d’une surcharge temporaire de la
colonne, l’inte´reˆt de la commande. Sur la figure 5.7, plusieurs e´ve´nements sont com-
bine´s. Apre`s un changement important de consigne en teˆte de 10% a` 0, 5%, apparaˆıt
une augmentation tre`s importante du de´bit de la charge et un de´passement des capacite´s
de la colonne de plus de 30%. Comme les seuils haut et bas des commandes sont ge´re´s
automatiquement, au lieu de de´boucler la commande, on bascule automatiquement sur
une re´gulation mono-variable du produit prioritaire. Ici, le reflux a e´te´ limite´ a` son seuil
haut pour e´viter d’engorger la colonne. La puissance de rebouillage a servi a` commander
la composition prioritaire du re´sidu. Il est donc logique que, pendant la dure´e de cette
importante surcharge, la composition du distillat s’e´loigne nettement de sa consigne alors
que la composition du re´sidu reste correcte. Une fois la surcharge passe´e, tout redevient
normal et la composition du distillat retourne a` sa consigne. Il est presque ine´vitable
qu’en fonctionnement manuel les qualite´s a` la fois du distillat et celle du re´sidu auraient
e´te´ tre`s de´grade´es a` cause d’un de´but d’engorgement de la colonne.
5Ce qui est tout a` fait normal, compte tenu du fait qu’ils doivent surveiller en meˆme temps de
nombreuses autres installations.
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Figure 5.7: de´propaniseur ; enregistrement sur site ; commande non line´aire agre´ge´e ;
nombreuses perturbations avec un changement de consignes ; le seuil maximum sur la
commande de reflux est atteint.
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y2 \ y1 0,1% 0,5% 1,0% 1,5% 2,0%
0,1% 0,0 -2,1 -2,7 -3,1 -3,5
0,5% -15,3 -17,6 -18,2 -18,6 -18,9
1,0% -19,2 -21,7 -22,3 -22,7 -23,1
1,5% -21,3 -23,8 -24,3 -24,8 -25,1
2,0% -22,0 -25,3 -25,9 -26,3 -26,6
Table 5.1: de´propaniseur : variation relative en % de la puissance de rebouillage en
fonction des qualite´s du distillat (y1) et du re´sidu (y2).
y2 \ y1 0,1% 0,2% 0,5% 1,0%
0,1% 0,0 -1,4 -2,6 -3,3
0,2% -5,1 -6,5 -7,4 -8,0
0,5% -9,5 -10,7 -11,6 -12,2
1,0% -12,5 -13,6 -14,5 -15,0
Table 5.2: de´butaniseur : variation relative en % de la puissance de rebouillage en fonction
des qualite´s du distillat (y1) et du re´sidu (y2).
Economie d’e´nergie
Nous n’avons pas de donne´es re´elles et significatives sur les e´conomies d’e´nergie. Ne´anmoins
une estimation re´aliste de ces dernie`res peut eˆtre obtenue par des simulations statiques.
Dans l’introduction, nous avons mentionne´ les conclusions d’e´tudes portant sur les e´conomies
d’e´nergie succeptibles d’eˆtre apporte´es par la commande en qualite´ des colonnes a` distiller.
Remarquant que les perturbations de composition et de de´bit d’alimentation peuvent en-
traˆıner des qualite´s inacceptables pour le distillat et le re´sidu, Stanley et McAvoy [89]
soulignent qu’une colonne a` distiller est ge´ne´ralement conduite de fac¸on que, quelles que
soient les perturbations, les qualite´s restent compatibles avec les objectifs de production.
Ceci ne peut eˆtre fait qu’en augmentant le de´bit de reflux et la puissance de rebouillage.
Dans ce cas, les produits obtenus sont purifie´s plus que ne´cessaire.
Nous avons repris la de´marche de ces auteurs et calcule´, pour le de´propaniseur et
le de´butaniseur, les variations relatives de puissance de rebouillage (tableaux 5.1 et 5.2)
correspondant, pour une meˆme alimentation et au re´gime stationnaire, a` diverses qualite´s
du distillat et du re´sidu. Pour ces deux colonnes, nous constatons une forte de´pendance
de la puissance de rebouillage en fonction de la qualite´ du fond : la diffe´rence entre une
teneur en impure´te´ en fond de 0, 1% et 0, 5% se traduit par une baisse de la puissance
de rebouillage d’au moins 10%, alors que une telle diffe´rence de qualite´ n’est pas tre`s
significative.
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Les ope´rateurs et la commande
Depuis que le programme de commande est en service sur le de´butaniseur, nous avons
constate´ des changements dans la perception qu’ont les ope´rateurs de cette colonne. D’une
part, ils se sont rendus compte que la tempe´rature en rectification est nettement plus
repre´sentative de la qualite´ du distillat que la tempe´rature de teˆte6. D’autre part, les
ope´rateurs commencent a` raisonner en fonction des consignes de qualite´ en teˆte et en
fond au lieu de raisonner en fonction des consignes de de´bit de reflux et de tempe´rature
sensible en e´puisement. Par exemple, les ope´rateurs jouent, en e´te´, sur ces consignes
de qualite´ de fac¸on a` e´viter les proble`mes de condensation en teˆte, proble`mes lie´s au
sous-dimensionnement des ae´rore´frige´rants.
En fait, nous ne remplac¸ons pas les ope´rateurs par le programme de commande. Nous
leur fournissons uniquement de nouvelles commandes, les consignes de qualite´s, qui sont
plus proches d’une valorisation e´conomique de l’installation. Ce changement qualitatif
s’accompagne aussi d’un changement quantitatif : les ope´rateurs n’ont plus besoin de
surveiller tre`s re´gulie`rement le fonctionnement de la colonne. Cependant, ils doivent eˆtre
capables de fixer les deux consignes de qualite´. Une analyse des contraintes techniques
et un calcul e´conomique s’imposent alors pour de´terminer les meilleures consignes. Mais
tout ceci de´passe largement le cadre de notre e´tude.
Quatre facteurs de´terminants
A posteriori, cette automatisation repose sur la conjonction de quatre facteurs. Les deux
premiers facteurs sont d’ordre scientifique : nous disposons de mode`les dynamiques fiables
de colonne a` distiller et aussi de techniques de commande adapte´es (perturbations sin-
gulie`res et rejet de perturbations par retour d’e´tat). Les troisie`me et quatrie`me facteurs
sont d’ordre technologique : d’une part, les calculateurs de proce´de´s sont aujourd’hui suff-
isamment puissants et rapides pour permettre le calcul en temps re´el de lois complexes
de commande ; d’autre part, les colonnes que nous avons e´tudie´es sont suffisamment in-
strumente´es pour calculer directement la loi de retour d’e´tat.
5.2 Le logiciel de commande COLBIN
La proprie´te´ essentielle qui rend la commande par retour d’e´tat attrayante en pratique, est
que, si l’on dispose de suffisamment d’information sur l’e´tat, il n’est pas utile d’inte´grer en
ligne des e´quations diffe´rentielles, i.e. de simuler en ligne le syste`me. C’est effectivement
le cas pour les colonnes a` distiller : les calculs en ligne consistent uniquement a` calculer
par la re´solution d’un syste`me alge´brique non line´aire les commandes en fonctions
des mesures prises sur la colonne. Nous avons, avec Y. Creff7, de´veloppe´ des algorithmes
6Avant l’installation de la commande, cette mesure de tempe´rature de rectification n’existait pas.
7CAI, Section Automatique, Ecole des Mines de Paris.
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nume´riques de re´solution efficaces et rapides pour le calcul de la commande. L’ensemble
de ces algorithmes sont rassemble´s dans un logiciel, baptise´ COLBIN8, de commande non
line´aire en qualite´ de colonne a` distiller.
5.2.1 Organisation du programme COLBIN
Le programme COLBIN a pour entre´es principales les valeurs instantane´es suivantes :
– le de´bit de charge et sa fraction vaporise´e,
– la tempe´rature de teˆte T2,
– la tempe´rature en rectification Tr,
– la tempe´rature en e´puisement Ts,
– la tempe´rature de fond Tn,
– la pression de teˆte,
– la qualite´ du distillat,
– la qualite´ du re´sidu.
A partir de ces valeurs instantane´es, COLBIN fournit en sortie les consignes de de´bit de
reflux et de puissance de rebouillage.
Les commandes sont calcule´es re´gulie`rement avec une pe´riode de quelques minutes.
La dure´e du calcul ne de´passe pas quelques dizaines de secondes sur un PC-AT (8 MHz)
muni d’un coprocesseur arithme´tique. Le logiciel est e´crit en FORTRAN. Tous les calculs
nume´riques un peu “pointus” sont faits en double pre´cision. La taille du programme est
d’environ 30 k-octets.
5.2.2 Une proce´dure d’installation
Sans proce´dure syste´matique d’installation sur une nouvelle colonne, le programme de
commande COLBIN perd grandement de son inte´reˆt. De l’ensemble des essais, nous
avons tente´ de de´gager une de´marche cohe´rente de mise en place. Supposons que se
pose la question de l’installation du programme COLBIN sur une nouvelle colonne. La
de´marche que nous pre´conisons est la suivante.
8COLBIN pour COLonne pseudo-BINaire.
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Inte´reˆt
Tout d’abord, il convient de s’assurer qu’une commande en qualite´ de cette colonne
pre´sente un inte´reˆt clairement analyse´ et de´fini. A priori, la commande en qualite´ d’une
colonne comporte trois sortes d’avantages :
– les e´conomies en e´nergie de se´paration, que ce soit la puissance de rebouillage ou la
puissance de condensation ;
– une diminution, pour une charge donne´e, de la circulation interne de vapeur et
de liquide et donc la possibilite´ d’augmenter le de´bit de charge jusqu’a` la limite
d’engorgement ; en re´sume´, une augmentation de la capacite´ de traitement ;
– une qualite´ plus constante ainsi qu’une plus grande flexibilite´ dans la conduite de
l’unite´ (changement automatique des consignes, moins de charge de travail pour
l’ope´rateur).
Instrumentation
Il faut s’assurer de l’existence et de la fiabilite´ de l’instrumentation. Le calcul de la
commande ne´cessite la connaissance des grandeurs suivantes :
– le de´bit de charge et sa fraction vaporise´e ; sur les colonnes que nous avons ren-
contre´es, cette fraction vaporise´e est en bonne approximation constante ; si, pour
une colonne, elle ne l’est manifestement pas, il convient de trouver en externe un
moyen assez simple pour la calculer a` partir d’autres mesures comme la tempe´rature
et la pression de la charge ; si la charge est pre´chauffe´e par le re´sidu et si la fraction
vaporise´e de´pend fortement de cette pre´chauffe, cette de´pendance doit eˆtre prise en
compte au niveau de la commande elle-meˆme ; en principe, ceci ne doit pas poser
de difficulte´s insurmontables ;
– les 4 tempe´ratures de teˆte T2, de rectification Tr, d’e´puisement Ts et de fond Tn ; les
deux tempe´ratures Tr et Ts doivent eˆtre bien situe´es ;
– le de´bit de reflux et sa tempe´rature ;
– la puissance de rebouillage ; cette grandeur n’est pas mesure´e directement ; elle est
le re´sultat de calculs spe´cifiques a` la colonne et re´sulte d’une analyse du sche´ma de
rebouillage ;
– le pression de teˆte ;
– le de´bit de distillat et de re´sidu ;
– la qualite´ du distillat ;
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– la qualite´ du re´sidu.
Il faut ve´rifier que les mesures de ces grandeurs ne sont pas trop bruite´es et, le cas
e´che´ant, utiliser des filtres. Nous avons observe´ en simulation et en pratique qu’un filtrage
sur quelques minutes de ces mesures n’est pas du tout ge´nant pour la commande. Ce qui
est tout a` fait normal, puisque celle-ci est lente et n’a que faire de dynamiques rapides de
l’ordre de la minute.
La re´gulation de base
Nous avons vu dans l’introduction de la seconde partie qu’une colonne a` distiller est en
fait un syste`me ayant 5 commandes (a` savoir : le de´bit de distillat, le de´bit de re´sidu, la
puissance de condensation, le de´bit de reflux, la puissance de rebouillage) et 5 sorties (a`
savoir : le niveau dans le ballon de reflux, le niveau du fond de la colonne, la pression
de teˆte, la qualite´ du distillat, la qualite´ du re´sidu). Sur les colonnes que nous avons
rencontre´es, les deux niveaux et la pression sont re´gule´s se´pare´ment par les deux de´bits
de distillat et de re´sidu et la puissance de condensation. Un autre sche´ma de re´gulation
de base n’est pas du tout contraignant pour la commande par COLBIN (par exemple, le
niveau de teˆte peut tre`s bien eˆtre re´gule´ par le de´bit de reflux).
Il est absolument indispensable de ve´rifier que les 2 re´gulateurs de niveau et le re´gulateur
de pression fonctionnent correctement, c’est a` dire sont suffisamment stables et rapides.
En sortie, le programme COLBIN donne un objectif de de´bit de reflux et un objectif
de puissance de rebouillage. Ces objectifs doivent eˆtre atteints dans un de´lai raisonnable.
Il faut donc ve´rifier que la re´gulation de de´bit de reflux est correcte. Il faut soit ve´rifier
que la re´gulation de la puissance de rebouillage est correcte, soit, et c’est ge´ne´ralement
le cas, concevoir, pour la puissance de rebouillage, une boucle de re´gulation e´le´mentaire
adapte´e au sche´ma de rebouillage.
En re´sume´ : les deux niveaux, la pression de teˆte, le de´bit de reflux et la puissance de
rebouillage doivent eˆtre correctement re´gule´s.
Mode`lisation du re´gime stationnaire
C’est la dernie`re et ultime e´tape avant les essais. Chaque algorithme de commande posse`de
des parame`tres qu’il convient d’ajuster en fonction de mesures en boucle ouverte ou en
fonction du comportement en boucle ferme´e. Souvent, cela consiste par exemple a` identi-
fier un mode`le simplifie´ sur une re´ponse du proce´de´ a` des excitations sur les commandes.
De nombreux obstacles pratiques peuvent alors apparaˆıtre car de tels ajustements reposent
sur des mesures de re´gimes transitoires toujours difficiles a` analyser.
Ce qui fait l’originalite´ et surtout la simplicite´ de cette e´tape pour COLBIN re´side
dans le fait que les donne´es ne´cessaires sont relatives a` des re´gimes stationnaires faciles a`
obtenir et fiables. Cette e´tape de mode`lisation consiste, principalement, a` choisir correcte-
ment le nombre de compose´s ou pseudo-compose´s, et les parame`tres thermodynamiques
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intervenant dans la mode`lisation de fac¸on a` repre´senter au mieux les mesures stationnaires
observe´es sur le site.
Conclusion
Des difficulte´s nume´riques de re´solution apparaissent lors de la simulation des transitoires
d’un proce´de´ de´crit par un syste`me alge´bro-diffe´rentiel d’index supe´rieur ou e´gal a` 2.
Le fait d’avoir e´tendu de fac¸on pre´cise les notions d’index et de formes canoniques, du
line´aire au non line´aire, permet de simplifier notablement l’analyse de la convergence de
la me´thode de Gear lorsque le syste`me est implicite et d’index 1, et lorsque le syste`me
est semi-explicite et d’index 2. Nous pensons qu’une utilisation plus syste´matique des
re´sultats sur l’inversion des syste`mes dynamiques doit permettre d’ame´liorer et de con-
struire de nouveaux sche´mas de re´solution nume´rique dans les cas ou` l’index est plus
e´leve´.
La the´orie de la commande des syste`mes non line´aires fournit des outils efficaces pour
aborder la commande en qualite´ des colonnes a` distiller, une fois que l’on dispose d’un
mode`le de commande adapte´. La me´thode du rejet des perturbations permet de prendre
en compte simultane´ment les non line´arite´s et les couplages, de s’affranchir des pertur-
bations non mesure´es de composition d’alimentation. La loi de commande obtenue est
simplement une fonction alge´brique non line´aire de´pendant de tempe´ratures internes, du
de´bit et de la fraction vaporise´e de la charge, des compositions des produits, et d’au
plus 4 parame`tres de re´glage influenc¸ant directement le comportement dynamique des
sorties. Cette loi de´finit aussi l’instrumentation minimale ne´cessaire. Dans le cas binaire,
les de´monstrations mathe´matiques rigoureuses d’existence et de stabilite´ asymptotique
constituent des garanties quant a` la reproductibilite´ et a` l’utilisation de ces loi de com-
mande sur des colonnes diffe´rentes de celles conside´re´es dans cette the`se. L’implantation
sur deux colonnes de raffinerie montre que les calculs sont suffisament simples pour eˆtre
effectue´s en ligne, que la robustesse de la commande absorbe les erreurs de mode´lisation
et de mesure.
Il convient d’eˆtre tre`s attentif lors de la phase d’e´laboration du mode`le de commande.
Bien que trop souvent ne´glige´e, la construction de ce mode`le nous apparaˆıt fondamental.
Un bon mode`le pour la commande ne veut pas dire un bon mode`le pour la simulation.
La pre´cision du mode`le de commande et la pre´cision des mesures disponibles doivent
eˆtre du meˆme ordre. Si le mode`le de commande ne posse`de pas certaines proprie´te´s
caracte´ristiques de la dynamique du syste`me, comme, par exemple, des fractions molaires
entre 0 et 1, il est difficile de couvrir une large plage de fonctionnement. Si le mode`le
de commande cherche a` de´crire trop de phe´nome`nes ayant des caracte´ristiques oppose´es
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et que ces derniers sont mal mesure´s, la commande que l’on obtient risque de manquer
de robustesse. En particulier, la prise en compte simultane´e de phe´nome`nes rapides et
lents conduit a` des lois de commande qui privile´gient la dynamique rapide (par essence
quantitativement pre´ponde´rante) et ne´gligent les phe´nome`nes lents qui sont souvent les
plus importants qualitativement. Des mesures impre´cises de l’e´tat peuvent alors, pour
ces commandes, cre´er des re´ponses ou` les incertitudes sont amplifie´es, et ou` le syste`me
est e´ventuellement de´stabilise´. A l’heure actuelle, il n’existe pas de me´thode ge´ne´rale qui
permette de de´finir et de construire ce que nous appelons ici un mode`le de commande
adapte´. L’une des contributions de ce travail est de proposer une me´thodologie dans le
cas des syste`mes a` plusieurs e´chelles de temps.
Cette e´tude se poursuit encore a` l’heure actuelle pour mener a` bien l’implantation
des algorithmes de commande en temps-re´el sur des colonnes de plus en plus com-
plexes. Les expe´riences de´crites au chapitre 5 font e´tat de re´sultats tre`s encourageants
et nous sugge`rent les reflexions suivantes, d’un ordre plus ge´ne´ral, sur les opportunite´s
d’industrialisation de syste`mes de commande. Dans notre cas, les quatre facteurs fonda-
mentaux suivants sont rassemble´s :
– existence de capteurs, d’actionneurs et de re´gulations de bas niveau de bonne
qualite´ ;
– disponibilite´ a` faibles couˆts de moyens de calculs (hors ligne et en ligne) rapides
ayant des capacite´s de me´moire suffisantes ;
– phe´nome`nes correctement mode´lise´s qualitativement et quantitativement ;
– the´orie de la commande suffisament de´veloppe´e pour e´viter de recourir a` des sim-
plifications trop brutales.
Parmi ces quatre facteurs, Rosenbrock [75] mentionnait deux grands absents en 1962, les
calculateurs et la the´orie de la commande, et concluait que la commande non line´aire ne
pouvait aboutir. Ce n’est donc pas la maturite´ des mode`les de ge´nie chimique dont les
principes de construction n’ont pratiquement pas e´volue´ depuis 1962, qui est concluante
ici, mais en fait tous les “a` cote´s” (informatique temps-re´el, capteurs et re´gulations de
bas niveau, me´thode nume´rique de simulation, mode`les thermodynamiques, the´orie de la
commande non line´aire, . . . ). Dans ce travail, nous avons cherche´ a` valoriser l’ensemble
de ces facteurs en les re´unissant de fac¸on cohe´rente.
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Appendix A
Inversion et commande
Nous pre´sentons tout d’abord un algorithme d’inversion pour un syste`me carre´ avec des
perturbations. Cet algorithme repose sur un principe d’e´limination utilise´ pour la premie`re
fois par Silverman [80] sur les syste`mes line´aires et repris par Hirschorn [36, 35], Singh [82]
et Descusse et Moog [13], entre autres, sur les syste`mes non line´aires en e´tat et affines en
commande. A notre connaissance, Li et Feng [49] sont les seuls, a` ce jour, a` avoir repris
cet algorithme pour traiter le cas ge´ne´ral ou` la de´pendance par rapport aux commandes
n’est plus suppose´e affine. C’est pourquoi nous nous sommes directement inspire´s de leur
travaux pour e´laborer cette annexe.
La prise en compte, au niveau de l’algorithme d’inversion, des perturbations permet
de de´finir aise´ment une condition suffisante d’existence de la loi de commande par retour
d’e´tat qui rejette les perturbations. Ces conditions suffisantes sont constructives et con-
stituent une extention des re´sultats issus des travaux d’Isidori et al. [39, 38] sur le rejet des
perturbations et le de´couplage. Notre pre´sentation est sensiblement diffe´rente et utilise
peu d’outils mathe´matiques. Elle permet d’aborder directement les proble`mes de stabilite´
en boucle ferme´e et la dynamique des ze´ros introduite par Byrnes et Isidori [9].
A.1 L’algorithme d’inversion
A.1.1 L’inversion de syste`mes dynamiques
Conside´rons le syste`me carre´ suivant
(S)


dx
dt
= f(x, u, w)
y = h(x, u, w)
(l’e´tat x ∈ IRn, les commandes u ∈ IRm, les perturbations w ∈ IRM , les sorties y ∈ IRm, f
est analytique a` valeurs dans IRn et h analytique a` valeurs dans IRm). (S) correspond au
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syste`me e´tudie´ par Li et Feng [49] avec en plus les perturbations w. L’inversion du syste`me
dynamique (S) se pose alors en ces termes : comment peut-on de´terminer la loi horaire
des commandes u(t) si l’on connait les lois horaires des sorties y(t) et des perturbations
w(t) ?
Pour les syste`mes line´aires, les travaux de Silverman [80] e´tablissent une condition
ne´cessaire et suffisante d’existence et d’unicite´ de la loi de commande u(t). Cette condition
repose, en fait, sur un algorithme d’inversion : elle est ainsi constructive. Le principe
d’e´limination qui sous-tend cet algorithme a e´te´ repris par Hirschorn [36, 35], Singh [82]
et Descusse et Moog [13] dans le cas ou` f et h sont des fonctions non line´aires de x et
affines de u. Li et Feng [49] ont pousse´ la ge´ne´ralisation au cas ou` la de´pendance en u de
f et g est quelconque.
Dans la pre´sentation de l’algorithme, nous avons volontairement e´limine´ les restrictions
lie´es au fait que les rangs des diffe´rentes fonctions analytiques ne sont pas ne´cessairement
constants sur tout leur domaine de de´finition mais uniquement sur un ouvert dense. De
plus nous supposons implicitement a` chaque e´tape que le the´ore`me du rang constant
s’applique, c’est a` dire que les e´quations alge´briques conside´re´es sont satisfaites au moins
en un point. Enfin, nous nous inte´ressons au cas ge´ne´rique. Les proble`mes de singularite´
sont des proble`mes difficiles qui rele`vent de conside´rations topologiques et que nous ne
voulons pas aborder. Nous supposerons donc a` chaque e´tape de l’algorithme que les
fonctions manipule´es sont de rang constant et qu’elles s’annulent au moins en un point.
Pour des raisons de simplicite´, nous pre´sentons tout d’abord l’algorithme d’inversion
dans le cas particulier ou` les sorties et les perturbations sont nulles. Ensuite, nous abor-
dons le cas ge´ne´ral qui ne diffe`re du cas particulier pre´ce´dent que par la lourdeur des
formules.
A.1.2 Le cas ou` y = 0 et w = 0
Dans le chapitre 2, nous rappelons sur des exemples le principe d’e´limination sur lequel
repose l’algorithme d’inversion. Pour un syste`me ge´ne´ral, cela conduit aux manipulations
formelles suivantes.
L’algorithme
On note h0(x, u) la fonction analytique h(x, u, 0) du syste`me (S). On de´finit par re´currence
les fonctions analytiques h1(x, u), h2(x, u), . . . , hk(x, u) a` valeurs dans IR
m comme suit.
Soit k ≥ 0. Supposons de´finie hk, fonction analytique de x et u a` valeurs dans IRm.
Soit µk le rang de hk par rapport a` u, i.e. le rang de la matrice
∂hk
∂u
.
Quitte a` permuter les lignes de hk, on peut supposer que ses µk premie`res lignes hk =
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(h1k, . . . , h
µk
k ) sont telles que le rang de
∂hk
∂u
est maximum et e´gal a` µk. Ainsi les m− µk dernie`res lignes de hk, h˜k = (hµk+1k , . . . , hmk )
ne de´pendent de u que par l’interme´daire de hk : il existe donc une fonction analytique
Φk(x, ·) telle que
h˜k(x, u) = Φk(x, hk(x, u)).
On de´finit hk+1 fonction analytique de x et u a` valeurs dans IR
m par1
hk+1(x, u) =


hk(x, u)
d
dt
[Φk(x, 0)] =
(
∂Φk
∂x
)
(x,0)
f(x, u, 0)

 .
A l’e´tape k + 1, les µk premie`res composantes de hk+1 sont choisies de fac¸on a` former
exactement les µk composantes du vecteur hk.
Re´sultats issus de l’algorithme
La suite µk est une suite croissante d’entiers infe´rieurs a` m. Donc, elle stationne a` partir
d’un certain rang. Li et Feng introduisent alors la de´finition suivante2.
De´finition 3. Si la suite µk stationne a` m alors, l’ordre relatif α du syste`me (S) est
le plus petit entier k tel que µk = m. Si la suite µk stationne a` une valeur strictement
infe´rieure a` m alors α = +∞.
Li et Feng de´montrent alors le re´sultat suivant3 :
Lemme 6. Si l’ordre relatif α du syste`me (S) est fini, alors α ≤ n et le rang du jacobien
∂
∂x

 Φ0(x, 0)...
Φα−1(x, 0)


est e´gal au nombre de ses lignes :
∑α
k=0(m− µk).
1 En fait,
(
∂Φk
∂x
)
(x,0)
f(x, u, 0) est e´gal a`
d
dt
h˜(x, u, 0), si hk est nul a` chaque instant. Ce qui est ve´rifie´
car hk est une partie du vecteur identiquement nul (y, y˙, . . . , y
(k)).
2[49], de´finition 2. Cette de´finition e´tend celle introduite par Hirschorn en 1979 [36] pour les syste`mes
mono-sortie et affine en commande.
3[49], the´ore`me 1 et lemme 4.
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Remarque 7. La valeur a` laquelle la suite croissante µk stationne n’est autre que le rang
de sortie du syste`me (S) [19, 14]. Si ce rang est e´gal a` m, le syste`me est inversible :
l’ordre relatif de (S) est alors fini et le syste`me carre´e hα(x, u) = 0 de´finit localement une
seule loi de commande u, fonction de x, qui annule les sorties. Si ce rang est strictement
infe´rieur a` m, le syste`me n’est pas inversible : l’ordre relatif de (S) est alors infini et le
proble`me d’inversion n’a pas de solution en ge´ne´ral.
Il est intuitif, mais pas e´vident a` de´montrer sans faire appel a` des outils mathe´matiques
plus ge´ne´raux, que la suite des entiers µk est en fait inde´pendante du choix des coordonne´es
sur x et du choix des commandes u : si x = Ξ(ξ) et u = V (ξ, v) sont des changements
de variables sur x (Ξ est un diffe´omorphisme) et sur u (V (ξ, ·) est un diffe´omorphisme),
alors l’algorithme pre´ce´dent donne la meˆme suite µk pour le syste`me (S) e´crit avec ces
nouvelles coordonne´es 

dξ
dt
=
[
∂Ξ
∂x
(ξ))
]−1
f(Ξ(ξ), V (ξ, v), 0)
0 = h(Ξ(ξ), V (ξ, v), 0).
Dans le cas ou` la de´pendance par rapport aux commandes est affine, l’algorithme d’inversion
de Li et Feng n’est autre que l’algorithme d’inversion de Singh [82]. Dans ce cas, di
Benedetto et al. [14] ont montre´ que la suite des rangs µk est une suite d’invariants
structurels, i.e. inde´pendante du choix des coordonne´es et qu’il est possible d’obtenir ces
invariants avec d’autres algorithmes. Lorsque la de´pendance par rapport aux commandes
n’est plus affine, le re´sultat reste vrai : il suffit de rajouter une extention dynamique sous
la forme u˙ = v, de conside´rer un e´tat e´tendu (x, u) et les nouvelles commandes v pour
lesquelles le syste`me devient affine en v.
A.1.3 L’algorithme dans le cas ge´ne´ral
Les re´sultats qui pre´ce`dent sont directement valables dans le cas ge´ne´ral ou` y et w
de´pendent du temps, bien que les calculs soient nettement plus lourds. Conside´rons
le syste`me pre´ce´dent (S) et supposons que les lois horaires de y et w sont connues et
suffisament de´rivables par rapport au temps. Les commandes u sont de´termine´es comme
suit.
Etape k = 0
Notons h0(x, u, w) la fonction analytique h(x, u, w) du syste`me (S). Par de´finition, y =
h0(x, u, w). Soit µ0 le rang de
∂h0
∂u
.
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Quitte a` permuter les lignes de h0 et donc les composantes de y, on peut supposer que les
µ0 premie`res lignes h0 = κ0 = (h
1
0, . . . , h
µ0
0 ) sont telles que le rang de
∂h0
∂u
est maximum et e´gal a` µ0. Notons h˜0 = (h
µ0+1
0 , . . . , h
m
0 ) les m − µ0 dernie`res lignes de
h0. Ainsi h˜0 ne de´pend de u que par l’interme´daire de h0. Il existe donc une fonction
analytique Φ0(x,w, ·) telle que
h˜0(x, u, w) = Φ0(x,w, h0(x, u, w)).
Il est clair que y = h0(x, u, w) est alge´briquement e´quivalent a`{
y0 = h0(x, u, w) = κ0(x, u, w)
y˜1 = Φ0(x,w, y0)
ou` y = (y0, y˜1) avec y0 = y0, les µ0 premie`res composantes de y, et y˜1, les m−µ0 dernie`res
composantes de y.
Etape k ≥ 0
Supposons de´finies
– la suite croissante d’entiers µ0, . . . , µk ;
– une partition des composantes de y en deux groupes, y = (yk, y˜k+1) ; yk = (y0, . . . , yk)
est de dimension µk, chaque yi e´tant de dimension µi − µi−1 4 ; y˜k est de dimension
m− µk ;
– la fonction analytique hk a` valeurs dans IR
m, de´pendant de
(x, u, w, . . . , w(k), y, . . . , y(k)),
de rang µk par rapport a` u et dont les composantes se divisent en deux : hk =
(hk, h˜k) ; hk = (κ0, . . . , κk) est de dimension µk, chaque κi e´tant de dimension µi −
µi−1 ; le rang de hk par rapport a` u est e´gal a` µk ; h˜k est de dimension m− µk ; hk
ve´rifie

y0 = κ0(x, u, w)
y
(1)
1 = κ1(x, u, w, w
(1), y0, y
(1)
0 )
...
y
(k)
k = κk
(
x, u, w, . . . , w(k),
(
y
(i)
i , . . . , y
(k)
i
)
i=0,...,k−1
)
y˜
(k)
k+1 = Φk
(
x,w, . . . , w(k),
(
y
(i)
i , . . . , y
(k)
i
)
i=0,...,k−1
, (y0, y
(1)
1 , . . . , y
(k)
k )
)
.
4Avec la convention µ−1 = 0.
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On de´finit alors hk+1 en remplac¸ant la dernie`re e´quation du syste`me pre´ce´dent par sa
de´rive´e rapport au temps :
y˜
(k+1)
k+1 =
∂Φk
∂x
f(x, u, w) + Υk
(
x,w, . . . , w(k+1),
(
y
(i)
i , . . . , y
(k+1)
i
)
i=0,...,k
)
avec
∂Φk
∂x
f +Υk =
d
dt
[
Φk
(
x,w, . . . , w(k),
(
y
(i)
i , . . . , y
(k)
i
)
i=0,...,k−1
, (y0, y
(1)
1 , . . . , y
(k)
k )
)]
.
On de´finit alors hk+1 par
hk+1 = (κ0, . . . , κk,
dΦk
dt
f +Υk).
hk+1 est une fonction analytique de (x, u, w, . . . , w
(k+1), y, . . . , y(k+1)). Son rang par rap-
port a` u est par de´finition µk+1.
Par construction de hk+1
– µk+1 ≥ µk ;
– on peut poser, quitte a` permuter des lignes, que
∂Φk
∂x
f +Υk = (κk+1, h˜k+1)
ou` κk+1 est une fonction analytique de
(x, u, w, . . . , w(k+1),
(
y
(i)
i , . . . , y
(k+1)
i
)
i=0,...,k
)
a` valeurs dans IRµk+1−µk , ou` h˜k+1 est aussi une fonction analytique des meˆmes vari-
ables mais a` valeurs dans IRm−µk+1 , et ou` le rang de hk+1 = (hk, κk+1) par rapport
a` u est e´gal a` µk+1 ;
– y˜k+1 se de´compose comme h˜k+1 en deux parties, y˜k+1 = (yk+1, y˜k+2) avec yk+1 de
dimension µk+1 − µk, y˜k+2 de dimension m − µk+1 ; on pose y = (yk+1, y˜k+2) avec
yk+1 = (yk, yk+1) de dimension µk+1.
Comme µk+1 est le rang de hk = (hk+1, h˜k+1) et de hk+1 par rapport a` u, il est clair que
h˜k+1 ne de´pend de u que par l’interme´diaire de hk+1 ; autrement dit, il existe une fonction
Φk+1
[
x,w, . . . , w(k+1),
(
y
(i)
i , . . . , y
(k+1)
i
)
i=0,...,k
, .
]
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telle que
h˜k+1
(
x, u, w, . . . , w(k+1),
(
y
(i)
i , . . . , y
(k+1)
i
)
i=0,...,k
)
=
Φk+1
[
x,w, . . . , w(k+1),
(
y
(i)
i , . . . , y
(k+1)
i
)
i=0,...,k
,
hk+1
(
x, u, w, . . . , w(k+1),
(
y
(i)
i , . . . , y
(k+1)
i
)
i=0,...,k
)]
.
Ainsi, on a

y0 = κ0(x, u, w)
y
(1)
1 = κ1(x, u, w, w
(1), y0, y
(1)
0 )
...
y
(k+1)
k+1 = κk+1
(
x, u, w, . . . , w(k+1),
(
y
(i)
i , . . . , y
(k+1)
i
)
i=0,...,k
)
y˜
(k+1)
k+2 = Φk+1
(
x,w, . . . , w(k+1),
(
y
(i)
i , . . . , y
(k+1)
i
)
i=0,...,k
, (y0, y
(1)
1 , . . . , y
(k+1)
k+1 )
)
.
Ce qui permet de passer a` l’e´tape suivante k + 1.
A.2 Le rejet de perturbations
A.2.1 Rappels pre´liminaires
Soit le syste`me (S). Le proble`me du rejet, sur les sorties y, des perturbations inconnues
w consiste a` trouver une commande par retour d’e´tat, u = K(x), telle que, sur le syste`me
boucle´ 

dx
dt
= f(x,K(x), w)
y = h(x,K(x), w),
y devienne inde´pendant de w. Il est clair qu’en ge´ne´ral ce proble`me n’a pas de solution.
En effet, si, par exemple, h de´pend effectivement de w, un tel retour d’e´tat u = K(x)
n’existe pas.
Ainsi, ce proble`me n’admet de solution que si le syste`me ve´rifie certaines hypothe`ses
restrictives portant sur sa structure. Plusieurs travaux traitent explicitement de cette
question [39, 38, 11]. Nous pre´sentons ici une extension des conditions suffisantes de´crites
par Isidori [38].
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A.2.2 Une condition suffisante d’existence
The´ore`me 9. Soit le syste`me (S). Supposons que son ordre relatif α soit fini. L’algorithme
d’inversion fournit alors la suite croissante d’entier µ0, . . . , µα, une partition des sorties en
α+1 groupes de composantes y = (y0, . . . , yα) et α+1 fonctions analytiques (κ0, . . . , κα).
Si les fonctions κ0, . . . ,κα ne de´pendent pas de w ni de ses de´rive´es successives par
rapport au temps, alors, le rejet des perturbations est possible. Ge´ne´riquement, il est
possible de choisir u = K(x, v, v˙, . . . , v(α)), avec K(x, . , v˙, . . . , v(α)) inversible et v ∈ IRm
les nouvelles commandes, telles que la dynamique en boucle ferme´e des sorties ve´rifie

y0 = v0
y
(1)
1 = A1(y1) + v1
...
y
(α)
α = Aα(yα, . . . , y
(α−1)
α ) + vα
ou`
– les fonctions (Ai)i=0,...,α sont des fonctions analytiques arbitraires ;
– les nouvelles commandes v ∈ IRm se de´composent en α + 1 blocs de composantes
(v0, . . . , vα) de tailles respectives (µ0, µ1 − µ0, . . . , µα − µα−1).
La loi de commande est a priori une fonction de
x, (v0, . . . , v
(α)
0 ), (v1, . . . , v
(α−1)
1 ), . . . , (vα−1, v
(1)
α−1), et vα.
Preuve Ce re´sultat est une conse´quence directe de l’algorithme d’inversion expose´ ci-
dessus. La difficulte´ re´side uniquement dans la lourdeur des calculs. u est obtenu a` partir
du syste`me re´sultant de la dernie`re e´tape k = α− 1 de l’algorithme d’inversion et ou` l’on
a remplace´ les yii par Ai + vi (i = 0, . . . , α) :

v0 = κ0(x, u)
A1(y1) + v1 = κ1(x, u, y0, y
(1)
0 )
...
Aα(yα, . . . , y
(α−1)
α ) + vα = κα
(
x, u,
(
y
(i)
i , . . . , y
(α)
i
)
i=0,...,α−1
)
Cependant, il convient d’exprimer les de´rive´es jusqu’a` l’ordre α de y0, . . . , yα en fonction
de x et des de´rive´es jusqu’a` l’ordre α des nouvelles commandes v.
Il est e´vident que y
(k)
0 = v
k
0 pour k = 0, . . . , α. Pour y
k
1 , nous distinguons deux cas :
– si 0 = k < 1, alors par construction y
(0)
1 est donne´ par la fonction Φ0(x, y0) e´gale a`
y˜
(0)
1 = (y
(0)
1 , y
(0)
2 , . . . , y
(0)
α ) et obtenue a` l’e´tape 0 de l’inversion ;
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– si k ≥ 1 il convient de de´river k − 1 fois y(1)1 = A1(y(0)1 ) + v1 pour obtenir y(k)1
explicitement en fonction de y
(0)
1 et (v1, . . . , v
(k−1)
1 ) ; comme y
(0)
1 est une fonction de
x et y0, on obtient en fin de compte y
(k)
1 en fonction de x, v0, et (v1, . . . , v
(k−1)
1 ).
De proche en proche, on proce`de de meˆme pour y
(k)
2 , y
(k)
3 , . . . ,y
k
α (k = 0, . . . , α).
Il apparaˆıt alors que v0 doit eˆtre de´rive´ au plus α fois, v1 au plus α− 1 fois, . . . , vα−1
au plus 1 fois et vα au plus 0 fois. Ce qui explique pourquoi u de´pend de x, et a priori
uniquement de (vi, . . . , v
(α−i)
i )i=0,...,α.
Remarque 8. En l’absence de perturbations w, le the´ore`me pre´ce´dent s’applique. Il
permet donc, si les fonctions Ai sont choisies line´aires, de line´ariser et de de´coupler les
relations entre les nouvelles commandes v = (v0, . . . , vα) et les sorties y = (y0, . . . , yα).
D’autre part, nous obtenons un de´couplage par retour statique de l’e´tat, qui correspond
a` des inte´grales premie`res, secondes,. . . des lois de de´couplage par retour dynamique de
l’e´tat [62, 13], sous certaines conditions restrictives relatives aux dynamiques en boucle
ferme´e que l’on impose aux sorties par ce type de bouclage dynamique.
Remarque 9. En dehors du fait que les commandes u interviennent non line´airement
dans (S), les conditions du the´ore`me pre´ce´dent constituent une extension re´elle de celles
e´nonce´es par Isidori [38] et reformule´es par d’Andre´a et Le´vine [11]. En effet, ce re´sultat
permet de traiter les cas ou` la matrice de de´couplage est structurellement singulie`re bien
que le syste`me soit inversible. Prenons l’exemple suivant (n = 4, m = 2, M = 1) :

dx1
dt
= x1x2 + u1
dx2
dt
= x1x2 + x3 + u1
dx3
dt
= x3 + x4 + u2
dx4
dt
= x3x4 + u2 + w
y1 = x1
y2 = x2.
Il est clair, en de´rivant une fois les sorties, que la matrice de de´couplage,(
1 0
1 0
)
,
est structurellement singulie`re et donc la condition suffisante de rejet de perturbations
e´nonce´e dans [11] n’est pas satisfaite. Par contre, ce syste`me est inversible et une loi
de commande qui stabilise les sorties en 0 et les rend inde´pendantes de w est donne´e en
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appliquant directement l’algorithme d’inversion. Comme µ0 = 0, il faut de´river au moins
une fois les sorties : 

y˙1 = x1x2 + u1
y˙2 = x1x2 + x3 + u1
= y˙1 + x3.
Ainsi µ1 = 1. Comme µ1 < 2, on continue en de´rivant y˙2 :
y¨2 = y¨1 + x3x4 + u2.
µ2 = 2 : le syste`me est inversible. Comme w n’intervient pas, le rejet des perturbations
w est possible. Nous pouvons, par exemple, choisir des dynamiques line´aires et stables
d’ordre 1 pour y1 et d’ordre 2 pour y2 :{
y˙1 = −y1
y¨2 = y˙2 − y2.
La loi de retour d’e´tat est alors donne´e par

u1 = y˙1 − x1x2
= −x1 − x1x2
u2 = y¨2 − y¨1 − x3x4
= −2x1 − x2 + x3 − x3x4.
A.2.3 Stabilite´ en boucle ferme´e et dynamique des ze´ros
Dans la section pre´ce´dente, nous avons vu que la loi de commande qui rejette les perturba-
tions est obtenue par des manipulations alge´briques sur le syste`me (S). Ces manipulations
jouent sur la structure du syste`me pour la modifier. Elles ne permettent pas de jouer que
partiellement sur le comportement asymptotique du syste`me boucle´. Pour la robustesse, il
est important de s’assurer que toutes les parties du syste`me en boucle ferme´e sont stables
et meˆme asymptotiquement stables. Il n’est pas du tout exclu qu’un syste`me stable en
boucle ouverte devienne instable s’il est commande´ ainsi.
Re´cemment Byrnes et Isidori [9, 38] ont montre´ que de telles me´thodes de commande
ne permettent d’assurer la stabilite´ que d’une partie du syste`me. Cette partie correspond
a` la dynamique des sorties dont la stabilite´ ne de´pend que des fonctions arbitraires Ai du
the´ore`me pre´ce´dent. L’autre partie, dont la stabilite´ est inde´pendante des Ai, est appele´e
dynamique des ze´ros. Elle est obtenue a` partir du syste`me (S) en fixant les sorties y et
les perturbations w constantes et e´gales a` ze´ro :
(S0)


dx
dt
= f(x, u, 0)
0 = h(x, u, 0)
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En partant de l’algorithme d’inversion, ce syste`me mixte d’e´quations diffe´rentielles ordi-
naires et d’e´quations alge´briques peut eˆtre interpre´te´ (cf. chapitre 2) comme un syste`me
diffe´rentiel ordinaire sur une sous-varie´te´ de l’espace d’e´tat, syste`me appele´ dynamique
des ze´ros.
Byrnes et Isidori [9, 38] ont montre´ que, si cette dynamique des ze´ros est exponentielle-
ment stable5, alors, en choisissant les Ai de fac¸on a` ce que les dynamiques des sorties en
boucle ferme´e soient e´galement exponentiellement stables en 0, le syste`me boucle´ complet
est exponentiellement stable. Inversement, si la dynamique des ze´ros n’est pas asympto-
tiquement stable, le syste`me boucle´ ne l’est pas en ge´ne´ral, quelles que soient les fonctions
Ai.
A.3 Exemple d’un re´acteur chimique
L’objectif est de montrer, sur un exemple traite´ dans la litte´rature par des techniques de
commande rigoureusement identiques mais pre´sente´es de fac¸on nettement plus formalise´e
avec des de´rive´es de Lie, que le calcul de la loi de commande peut eˆtre e´le´mentaire.
Kravaris et Chung [43] ont applique´ des techniques de line´arisation entre´e-sortie sur
un re´acteur chimique pour re´soudre un proble`me de suivi de trajectoire. Trois espe`ces
chimiques A, B et C interviennent dans deux re´actions chimiques successives :
A → B → C.
Le but de la commande est de suivre une loi horaire de tempe´rature, T c(t), de´termine´e a`
l’avance. Le mode`le dynamique du re´acteur est le suivant :

dCA
dt
= −k1(T )C2A
dCB
dt
= k1(T )C
2
A − k2(T )CB
dT
dt
= γ1k1(T )C
2
A + γ2k2(T )CB + (a1 + a2T ) + (b1 + b2T )u
y = T
(A.1)
avec CA et CB les concentrations de A et B, T la tempe´rature, u la variable de commande
(apport ou extraction de chaleur), k1(T ) et k2(T ) des fonctions positives et analytiques
de T , γ1, γ2, a1, a2, b1 et b2 des parame`tres constants.
5Par exponentiellement stable, nous voulons dire que le line´arise´ tangent au point stationnaire est
asymptotiquement stable.
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A.3.1 Calcul de la loi de commande
Puisque la commande u n’intervient pas directement dans la sortie, il faut de´river cette
dernie`re par rapport au temps. Nous obtenons
dy
dt
=
dT
dt
= γ1k1(T )C
2
A + γ2k2(T )CB + (a1 + a2T ) + (b1 + b2T )u. (A.2)
Ge´ne´riquement b1 + b2T 6= 0. Nous pouvons donc choisir la commande u pour que la
tempe´rature ve´rifie l’e´quation du premier ordre
β1
dT
dt
= −β0T + v (A.3)
(β1 et β0 sont des constantes et v est la nouvelle commande). La loi de commande qui
line´arise partiellement le syste`me est alors donne´e par
β1[γ1k1(T )C2A + γ2k2(T )CB + (a1 + a2T ) + (b1 + b2T )u] = −β0T + v. (A.4)
Elle de´pend de l’e´tat du syste`me (CA, CB, T ) et de la nouvelle commande v. Le choix
de v est alors conditionne´ par l’objectif de la commande, ici le suivi d’une loi horaire
de´termine´e T c(t). Nous voyons donc que le retour d’e´tat de´fini par (A.4) permet de
transformer le proble`me non line´aire de de´part en un proble`me line´aire beaucoup plus
simple a` re´soudre : par exemple, il suffit de prendre v(t) = β0T
c(t) avec β0/β1 > 0 pour
avoir un suivi asymptotique de la trajectoire.
A.3.2 Stabilite´ en boucle ferme´e
Les e´quations en boucle ferme´e

dCA
dt
= −k1(T )C2A
dCB
dt
= k1(T )C
2
A − k2(T )CB
β1
dT
dt
= −β0T + v,
(A.5)
se divisent en deux parties,

dCA
dt
= −k1(T )C2A
dCB
dt
= k1(T )C
2
A − k2(T )CB
(A.6)
et
β1
dT
dt
= −β0T + v. (A.7)
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La stabilite´ de (A.7) est assure´e si β0 et β1 sont de meˆme signe. Comme les fonctions k1
et k2 sont positives, (A.6) est asymptotiquement stable si T converge. La dynamique des
ze´ros est (A.6) ; elle est inde´pendante de β0 et β1. (A.7) est la dynamique impose´e par la
loi de commande sur la sortie ; elle ne de´pend que de β0 et β1. Notons enfin que si l’une
des deux fonctions k1 ou k2 est strictement ne´gative, la dynamique des ze´ros est instable
et le syste`me boucle´ (A.5) e´galement, quels que soient les parame`tres de la commande β0
et β1.
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Appendix B
La commande ge´ome´trique de
colonnes
B.1 La commande line´aire ge´ome´trique
En 1979, Takamatsu et al [91] ont applique´ sur le mode`le line´arise´ tangent du mode`le de
connaissance (L,V) (syste`me (3.1) du chapitre 3) les me´thodes ge´ome´triques de´veloppe´es
par Wonham [97]. Nous rappelons ici, la loi de commande qu’ils ont obtenue ainsi que
ses parame`tres de re´glage.
Supposons que, autour d’un re´gime stationnaire, le syste`me line´arise´ tangent au syste`me (3.1)
s’e´crive 

dδx
dt
= Aδx+B δU + C δW
δy1 = δx1
δy2 = δxn
avec
– (δxj)1≤j≤n les de´viations de l’e´tat x par rapport a` l’e´tat stationnaire,
– δU = (δL, δV ) les de´viations des commandes,
– δW = (δF, δzF ) les de´viations des perturbations,
– δy1 et δy2 les de´viations des sorties,
– A = (ai,j)1≤i,j≤n,
– B = (bi,j)1≤i≤n, j=1,2,
– C = (ci,j)1≤i≤n, j=1,2.
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Alors la loi de commande qui rejette les perturbations de composition de la charge δzF
est donne´e en inversant le syste`me line´aire1.
a1,2b2,1 δL+ a1,2b2,2 δV = δ¨y1 − (a21,1 + a1,2a2,1) δx1 − a1,2(a1,1 + a2,2) δx2 − a1,2a2,3 δx3
bn,1 δL+ bn,2 δV = δ˙y2 − an,n−1 δxn−1 − an,n δxn − bn,1 δF
(B.1)
ou` δ¨y1 et δ˙y2 sont les dynamiques des sorties en boucle ferme´e. Pour les simulations du
chapitre 3, nous les avons choisies line´aires et asymptotiquement stables :

δ¨y1 = −
(
1
θ1
+
1
θ2
)
δ˙y1−
1
θ1θ2
δy1
δ˙y2 = −
δy2
θ3
,
(δ˙y1 = a1,1δ x1+a1,2δ x2) avec les 3 constantes de temps θ1, θ2, θ3 positives e´gales a` 5 mn.
B.2 La commande non line´aire ge´ome´trique
En 1983, Gauthier et al [25] ont applique´ sur le mode`le de connaissance (L,V) (3.1) les
me´thodes non line´aires ge´ome´triques de commande de´veloppe´es par Isidori et al [39, 38].
Ils ont montre´ que le syste`me posse`de la bonne structure et que les perturbations de
composition de la charge peuvent eˆtre rejete´es par feedback. Dans cette section, nous
reprenons leur travaux en utilisant les re´sultats de l’annexe A.
Comme la structure du syste`me est tridiagonale, il suffit de de´river une seule fois les
sorties par rapport au temps pour faire apparaˆıtre les commandes. Nous avons
dy1
dt
=
dx1
dt
= V (k(x2)− x1)
dy2
dt
=
dxn
dt
= (L+ F )xn−1 − V k(xn)− (L+ F − V )xn.
Ainsi, les commandes (L, V ) apparaissent de`s la premie`re de´rivation. La matrice dit de
de´couplage ∆ est la suivante :
∆ =
(
0 k(x2)− x1
xn−1 − xn xn − k(xn)
)
.
∆ est inversible si et seulement si k(x2)− x1 6= 0 et xn−1 − xn 6= 0.
Nous venons de prouver le re´sultat suivant.
1Cette loi de commande s’obtient directement en de´rivant les sorties par rapport au temps comme le
montre l’annexe A.
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Lemme 7. Soit le syste`me dynamique (3.1) ou` les commandes sont L et V , ou` la pertur-
bation non mesure´e est zF , ou` les sorties sont y1 = x1 et y2 = xn et ou` F est une variable
connue et de´pendant du temps. Au voisinage de n’importe quel vecteur d’e´tat x = (xj) tel
que
k(x2)− x1 6= 0 et xn−1 − xn 6= 0, (B.2)
il existe une loi non line´aire de retour d’e´tat qui rejette la perturbation zF sur les sorties.
Pour avoir des sorties ve´rifiant
dy1
dt
= φ1(y1) et
dy2
dt
= φ2(y2)
(les fonctions φ1 et φ2 sont arbitraires), la loi de commande est obtenue en inversant le
syste`me line´aire(
0 k(x2)− x1
xn−1 − xn xn − k(xn)
)(
L
V
)
=
(
φ1(y1)
φ2(y2) + F (xn − xn−1)
)
. (B.3)
Ce re´sultat est ge´ne´rique et structurel. Il affirme qu’en dehors de deux sous-varie´te´s de
codimension 1 dans l’espace d’e´tat [0, 1]n, les perturbations de composition de la charge
peuvent eˆtre rejete´es par retour statique de l’e´tat. Il convient donc de voir si en pra-
tique l’e´tat de la colonne est loin ou pre`s de ces deux sous-varie´te´s pathologiques ou` des
singularite´s apparaissent.
A l’e´tat stationnaire on a dx1/dt = 0 et donc k(x2) = x1. Tout e´tat stationnaire ne
ve´rifie pas la condition (B.2). Ainsi la loi de commande donne´e par (B.3) est singulie`re
en n’importe quel point stationnaire. Ne´anmoins, le lemme 7 signifie que les colonnes a`
distiller sont des syste`mes dynamiques pour lesquels le rejet de perturbations est possible
presque partout. La structure de ces syste`mes est bien adapte´e aux me´thodes de rejet de
perturbations. Il reste les proble`mes de singularite´s.
Physiquement, la singularite´ de la commande a` l’e´tat stationnaire est due au fait que la
condensation en teˆte est totale et que le ballon de reflux n’ope`re aucune se´paration. Pour
passer cette singularite´ plusieurs solutions sont envisageables. La plus simple consiste
a` changer la sortie y1. Intuitivement, comme la condensation des vapeurs de teˆte est
comple`te, si leur composition k(x2) est maintenue inde´pendante de la perturbation zF
alors la composition du distillat x1 le sera aussi. Autrement dit : puisque dx1/dt =
V (k(x2) − x1), on peut prendre y1 = k(x2) au lieu de y1 = x1. Des calculs analogues
montrent que le rejet des perturbations zF est possible ge´ne´riquement et que seule la
premie`re ligne de la matrice de de´couplage ∆ change :
∆ =

 dkdx(x2) (x1 − x2) dkdx(x2) (k(x3)− k(x2))
xn−1 − xn xn − k(xn)

 .
Avec ces nouvelles sorties, nous obtenons un re´sultat tre`s similaire au pre´ce´dent.
204 APPENDIX B. LA COMMANDE GE´OME´TRIQUE DE COLONNES
Lemme 8. Soit le syste`me dynamique (3.1) ou` les commandes sont L et V , ou` la per-
turbation non mesure´e est zF , ou` les sorties sont (y1 = k(x2) et y2 = xn) et ou` F est une
variable connue et de´pendant du temps. Au voisinage de n’importe quel e´tat x = (xj) tel
que la matrice ∆ de´finie par
∆ =

 dkdx(x2) (x1 − x2) dkdx(x2) (k(x3)− k(x2))
xn−1 − xn xn − k(xn)

 (B.4)
est inversible, il existe une loi non line´aire de retour d’e´tat qui rejette la perturbation zF
sur les sorties. Pour avoir des sorties ve´rifiant
dy1
dt
= φ1(y1) et
dy2
dt
= φ2(y2)
(les fonctions φ1 et φ2 sont arbitraires), la loi de commande est obtenue en inversant le
syste`me line´aire
∆
(
L
V
)
=
(
φ1(y1)
φ2(y2) + F (xn − xn−1)
)
. (B.5)
Nous allons de´montrer qu’en n’importe quel point stationnaire la matrice ∆ du lemme 8
est inversible.
Lemme 9. Soit la colonne de´crite par le syste`me (3.1), ou` les commandes sont (L, V ),
ou` la perturbation non mesure´e est zF , ou` les sorties sont y1 = k(x2) et y2 = xn et ou`
F est un parame`tre connu et fonction du temps. Nous supposons que pour, tout x dans
]0, 1[, dk/dx > 0 et k(x) < x (le compose´ choisi pour les e´quations de bilan est le compose´
lourd). Alors, au voisinage de n’importe quel e´tat stationnaire x = (xj) caracte´rise´ par
les entre´es (L, V, F, zF ) telles que zF ∈]0, 1[, L < V < L+ F , la matrice
 dkdx(x2) (x1 − x2) dkdx(x2) (k(x3)− k(x2))
xn−1 − xn xn − k(xn)


est inversible.
Preuve Comme k(x) < x pour x ∈]0, 1[, un point stationnaire x = (x1, . . . , xn) ve´rifie
ne´cessairement x1 < x2 < x3 < xn−1 < xn (voir le point (ii) du the´ore`me 4, page 82).
Ainsi x1 − x2 6= 0 et xn−1 − xn 6= 0. Comme dx2/dt = 0 et dxn/dt = 0 on a
k(x3)− k(x2) = L
V
(x2 − x1) xn−1 − xn = V
L+ F
(xn − k(xn)).
Comme L < V < L + F et dk/dx > 0, la matrice est a` diagonale dominante. Elle est
donc inversible.
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Les lemmes 8 et 9 impliquent que pour une colonne binaire de´crite par le mode`le (3.1),
le rejet des perturbations zF est toujours possible autour de n’importe quel point station-
naire pour les sorties k(x2) et xn. La commande est donne´e par
 dkdx(x2) (x1 − x2) dkdx(x2) (k(x3)− k(x2))
xn−1 − xn xn − k(xn)



 L
V

 =

 y˙1
y˙2 + F (xn − xn−1)


(B.6)
avec y˙1 et y˙2 les dynamiques des sorties en boucle ferme´e choisies line´aires et stables :
y˙1 =
yc1 − y1
θ1
y˙2 =
yc2 − y2
θ2
ou` yc1 et y
c
2 sont les consignes et θ1 et θ2 des constantes de temps positives. Pour les
simulations du chapitre 3, θ1 = θ2 = 10 mn.
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Appendix C
Stabilite´ dynamique d’un flash
Dans cette annexe, nous nous inte´ressons au comportement dynamique d’un ballon de
flash isenthalpique a` pression fixe´e (figure C.1). Dans [15], Doherty et Perkins montrent,
sous des hypothe`ses simplificatrices sur les enthalpies (hypothe`ses de Lewis), qu’un flash
est un syste`me dynamique localement asymptotiquement stable1. Nous allons e´tendre
ce re´sultat en montrant, sans hypothe`se simplificatrice sur les enthalpies, qu’un flash
isenthalpique a` pression constante est un syste`me asymptotiquement stable. Pour cela,
nous montrons, en reprenant les ide´es de Prigogine [69] que ce syste`me irre´versible ouvert
tend naturellement au cours du temps vers un e´tat de production minimale d’entropie.
Plus pre´cisement, nous montrerons que la stabilite´ asymptotique re´sulte directement
du crite`re universelle d’e´volution de Glansdorff et Prigogine [31] pour les syste`me physiques
macroscopiques. A notre connaissance, cette application du crite`re universelle d’e´volution
ainsi que la stabilitite´ asyymptotique du flash qui en re´sulte, est un re´sultat nouveau.
Pour e´viter de surcharger les formules, nous ne conside´rons que deux phases : une
phase liquide et une phase vapeur. La ge´ne´ralisation au cas ou` le nombre des phases est
quelconque ne pose pas de difficulte´.
Hypothe`ses et notations
Les hypothe`ses de mode´lisation de ce ballon de flash sont :
– a` chaque instant, les deux phases sont homoge`nes et a` l’e´quilibre thermodynamique ;
l’e´quilibre thermodynamique est stable [70] ;
– la pression est constante (la re´gulation de pression est parfaite) ;
1Nous e´mettons cependant une restriction quant a` la validite´ comple`te de leur preuve. En effet, ils
utilisent, sans le de´montrer, que le spectre du jacobien de la fonction k(x), de´finissant la composition de
bulle d’un liquide a` pression et composition x fixe´es, est re´el et positif. Nous avons par ailleurs constate´
que la preuve de la stabilite´ globale qu’ils fournissent est fausse.
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F = (F1, . . . , Fc, HF )
V = (V1, . . . , Vc, HV )
L = (L1, . . . , Lc, HL)
vapeur
liquide
Figure C.1: un flash isenthalpique a` pression et volumes constants.
– le volume de liquide est rigoureusement constant (la re´gulation du niveau de liquide
est parfaite) ; le volume de la vapeur est e´galement constant.
– le flash est isenthalpique ; les parois du ballon sont adiabatiques.
Les symboles sont les suivants :
– c est le nombre de compose´s ; i est l’indice de compose´ ; i = 1, . . . , c ;
– n = (ni)i=1,...,c et h les quantite´s accumule´es de matie`re et d’enthalpie dans le ballon ;
s est la quantite´ d’entropie accumule´e ;
– F = (Fi)i=1,...,c, HF les flux de matie`re et d’enthalpie de l’alimentation ; F
L =
(FLi )i=1,...,c et H
L
F sont les flux de liquide associe´s au re´gime sationnaire pour une
alimentation (F,HF ) ; F
V = (F Vi )i=1,...,c et H
V
F sont les flux de vapeur associe´s au
re´gime sationnaire pour une alimentation (F,HF ) ; S
F est le flux entropique de la
charge ;
– L = (Li)i=1,...,c, V = (Vi)i=1,...,c, H
L et HV les flux de liquide et de vapeur et les flux
enthalpiques de liquide et de vapeur sortant du ballon ;
– nL et nV les nombres de moles globales de liquide et de vapeur accumule´es dans le
ballon ;
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– L = (L1, . . . , Lc, HL) ;
– V = (V1, . . . , Vc, HV ) ;
– F = (F1, . . . , Fc, HF ) ;
– FL = (FL1 , . . . , FLc , HLF ) ;
– FV = (F V1 , . . . , F Vc , HVF ) ;
– R = (n1, . . . , nc, h) ;
– SL est le flux d’entropie liquide ; SL est une fonction homoge`ne de degre´ 1 des flux
molaires et enthalpiques L ; nous omettons, dans tout ce qui suit, la de´pendance en
pression car cette dernie`re est suppose´e constante2 ;
– SV est le flux d’entropie vapeur ; SV est une fonction homoge`ne de degre´ 1 des flux
molaires et enthalpiques V .
Les re´gimes stationnaires
Nous supposons que les e´quilibres liquide-vapeur sont stables thermodynamiquement [70],
c’est a` dire que les fonctions SL et SV sont concaves de`s que le liquide et la vapeur sont
a` l’e´quilibre. Ainsi, pour une alimentation F donne´e, les flux de liquide FL et de vapeur
FV au re´gime stationnaire sont solution du proble`me d’optimisation concave
max
L, V
L+ V = F
(
SL(L) + SV (V)) .
Ainsi on a SF ≤ SL(L)+SV (V). Dans cette formulation, nous ne faisons pas de distinction
entre les bilans de matie`re et d’enthalpie. Pour cette e´tude, tout se passe comme si
l’enthalpie e´tait un compose´ supple´mentaire. Nous voyons donc que FL et FV sont
caracte´rise´s par le syste`me d’e´quations alge´briques
F = L+ V(
∂SL
∂L
)
FL
=
(
∂SV
∂V
)
FV
,
2 Classiquement, l’entropie S est relie´e aux nombres de moles (Ni)i=1,...,c, a` l’enthalpie H et a` la
pression P par la relation diffe´rentielle T dS = dH −∑ci=1 µi dNi − V dP ou` T est la tempe´rature, µi
le potentiel chimique du compose´ i et V le volume.
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ou` l’e´galite´ des de´rive´es partielles des entropies liquide et vapeur, n’est autre que l’e´galite´
des tempe´ratures et des potentiels chimiques dans les deux phases. L’hypothe`se de sta-
bilite´ thermodynamique des e´quilibres entre phase implique que les matrices hessiennes,(
∂2SL
∂L2
)
FL
et
(
∂2SV
∂V2
)
FV
,
sont ne´cessairement semi-de´finies ne´gatives. Ces matrices ne peuvent pas eˆtre de´finies
ne´gatives car SL et SV sont des fonctions homoge`nes de degre´ 1. Elles ve´rifient donc
se´pare´ment les c + 1 relations de Gibbs-Duhem qui s’e´crivent sous la forme vectorielle
suivante : (
∂2SL
∂L2
)
L
L = 0 et
(
∂2SV
∂V2
)
V
V = 0.
Nous supposerons par la suite que ces matrices hessiennes sont de rang c, c’est a` dire qu’en
dehors des deux directions L et V , les concavite´s de SL(L) et de SV (V) sont strictes.
Le mode`le dynamique
Sous les hypothe`ses de mode´lisation e´nonce´es ci-dessus, le comportement du syste`me est
de´crit par le syste`me alge´bro-diffe´rentiel3

dR
dt
= F − L− V
R = τL(L)L+ τV (V)V(
∂SL
∂L
)
L
=
(
∂SV
∂V
)
V
.
(C.1)
ou`
– τL(L) = nL(L)/∑ck=1 Lk avec nL(L) le nombre de moles de liquide accumule´es ;
avec l’hypothe`se des volumes constants, nL est une fonction positive homoge`ne de
degre´ 0 de L ;
– τV (V) = nV (V)/∑ck=1 Vk avec nV (V) le nombre de moles de vapeur accumule´es ;
nV est une fonction positive homoge`ne de degre´ 0 de V .
τL et τV s’interpre`tent comme des temps de se´jour dans le liquide et dans la vapeur. Les
inconnues sont R, L et V , les parame`tres F .
3Ce syste`me alge´bro-diffe´rentiel est d’index 2.
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Stabilite´ dynamique et thermodynamique
Intuitivement, la stabilite´ thermodynamique des e´quilibres entre phases doit impliquer
la stabilite´ asymptotique du flash isenthalpique de´crit par le syste`me alge´bro-diffe´rentiel
ci-dessus. Le re´sultat qui suit le montre effectivement.
The´ore`me 10. Conside´rons le flash isenthalpique de´crit par le syste`me alge´bro-diffe´rentiel (C.1).
Supposons
– que les e´quilibres entre phases soient thermodynamiquement stables, et que les en-
tropies SL(L) et SV (V) soient strictement concaves en dehors des directions L et V
respectivement ;
– que l’alimentation F soit constante ;
– qu’au re´gime stationnaire associe´ a` F , les flux de liquide FL et de vapeur FV soient
non nuls (on est effectivement dans la zone biphasique).
Alors le syste`me dynamique de´crit par (C.1) est asymptotiquement stable autour de ce
re´gime stationnaire.
Ce re´sultat signifie que, si l’alimentation F se stabilise et devient constante a` partir
d’un certain temps, le flash se stabilise e´galement et approche asymptotiquement lorsque
le temps tend vers l’infini le re´gime stationnaire correspondant a` la valeur stabilise´e de
l’alimentation.
Nous verrons apre`s la preuve ci-dessous que ce the´ore`me est un conse´quense non
triviale du crite`re universelle d’e´volution de Glansdorff et Prigogine [31] pour les syste`mes
physiques macroscopiques.
Preuve Elle consiste a` construire une fonction de Lyapounov. Physiquement, cette
fonction de Lyapounov doit eˆtre lie´e au fait que le flash est une ope´ration irre´versible et
donc cre´ant de l’entropie. Nous allons montrer que la fonction de Lyapounov n’est autre
que la production d’entropie et que le syste`me e´volue de fac¸on a` diminuer au cours du
temps cette production d’entropie.
Puisque les deux phases sont homoge`nes, la quantite´ d’entropie accumule´e dans le
ballon s est donne´e par
s = τL(L)SL(L) + τV (V)SV (V).
Les re´sultats que Prigogine et Glansdorff [69, 31] ont obtenus pour des syste`mes dissipatifs
en ge´ne´ral, permettent d’affirmer que
s˙ ≥ SF − SL(L)− SV (V).
Cependant, pour bien comprendre l’origine des irre´versibilite´s, il est utile de rede´montrer
cette ine´galite´ entropique a` partir des relations (C.1).
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On a
s˙ = τ˙LSL(L) + τ˙V SV (V) + τL(L)
(
∂SL
∂L
)
L
[L˙] + τV (V)
(
∂SV
∂V
)
V
[V˙ ].
Comme4
SL(L) =
(
∂SL
∂L
)
L
[L], SV (V) =
(
∂SV
∂V
)
V
[V ],(
∂SL
∂L
)
L
=
(
∂SV
∂V
)
V
,
on a
s˙ =
(
∂SL
∂L
)
L
[
τ˙LL+ τ˙V V + τL(L)L˙+ τV (V)V˙
]
=
(
∂SL
∂L
)
L
[R˙].
Ainsi, les e´quations de bilan donnant R˙ conduisent a`
s˙ =
(
∂SL
∂L
)
L
[FL + FV − L− V] =
(
∂SL
∂L
)
L
[FL] +
(
∂SV
∂V
)
V
[FV ]− SL(L)− SV (V).
Or SF ≤ SL(FL) + SV (FV ). Donc
s˙− (SF − SL(L)− SV (V)) =
((
∂SL
∂L
)
L
−
(
∂SL
∂L
)
FL
)
[FL]
+
((
∂SV
∂V
)
V
−
(
∂SV
∂V
)
FV
)
[FV ]
+SL(FL) + SV (FV )− SF .
Puisque les entropies sont concaves5,((
∂SL
∂L
)
L
−
(
∂SL
∂L
)
FL
)
[FL] ≥ 0 et
((
∂SV
∂V
)
V
−
(
∂SV
∂V
)
FV
)
[FV ] ≥ 0.
Ce qui prouve que la production d’entropie
P = s˙− (SF − SL(L)− SV (V)) ≥ 0.
Remarquons que nous n’avons pas encore utilise´ l’hypothe`se que l’alimentation F est
constante ni que les volumes sont constants : l’ine´galite´ pre´ce´dente est vraie avec une ali-
mentation variable et des volumes de re´tention variables. Les calculs pre´ce´dents montrent
4 Les entropies sont des fonctions homoge`nes de degre´ 1. Les phases sont a` l’e´quilibre thermody-
namique.
5 Si φ est une fonction concave homoge`ne de degre´ 1 de x ∈]0,+∞[n telle que ∂
2φ
∂x2
soit de rang n− 1,
alors, pour tout a ∈]0,+∞[n, min
x∈]0,+∞[n
([
∂φ
∂x
]
a
x− φ(x)
)
= 0 .
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que la production d’entropie P est uniquement due au me´lange des mole´cules arrivant
par l’alimentation avec celles constituant le liquide et la vapeur contenus dans ballon.
Nous allons montrer que P de´croit au cours du temps. On a
P =
((
∂SL
∂L
)
L
−
(
∂SL
∂L
)
FL
)
[FL]
+
((
∂SV
∂V
)
V
−
(
∂SV
∂V
)
FV
)
[FV ]
+SL(FL) + SV (FV )− SF .
Puisque l’alimentation est suppose´e constante, on obtient en de´rivant par rapport au
temps
P˙ =
(
∂2SL
∂L2
)
L
[
L˙,FL
]
+
(
∂2SV
∂V2
)
V
[
V˙ ,FV
]
.
Comme les phases sont a` chaque instant a` l’e´quilibre thermodynamique,(
∂SL
∂L
)
L
=
(
∂SV
∂V
)
V
,
on a, en de´rivant par rapport au temps,(
∂2SL
∂L2
)
L
[
L˙, ·
]
=
(
∂2SV
∂V2
)
V
[
V˙ , ·
]
.
Ainsi
P˙ =
(
∂2SL
∂L2
)
L
[
L˙,FL + FV
]
.
Mais R˙+ L+ V = FL + FV . Donc
P˙ =
(
∂2SL
∂L2
)
L
[
L˙, R˙+ L+ V
]
=
(
∂2SL
∂L2
)
L
[
L˙, R˙
]
graˆce aux relations de Gibbs-Duhem rappele´es plus haut. On a
R˙ = τ˙LL+ τ˙V V + τL(L)L˙+ τV (V)V˙ .
D’ou`
P˙ =
(
∂2SL
∂L2
)
L
[
L˙, τ˙LL+ τ˙V V + τL(L)L˙+ τV (V)V˙
]
= τL(L)
(
∂2SL
∂L2
)
L
[
L˙, L˙
]
+ τV (V)
(
∂2SV
∂V2
)
V
[
V˙ , V˙
]
.
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Puisque les matrices hessiennes des entropies sont semi-de´finies ne´gatives et τL, τV > 0,
P˙ ≤ 0.
Remarquons que jusqu’ici, nous n’avons pas encore utilise´ l’hypothe`se des volumes con-
stants : meˆme si les volumes de chacune des phases sont variables, P ≥ 0 et P˙ ≤ 0,
pourvu que l’alimentation soit constante.
Ainsi, lorsque le temps tend vers l’infini, les trajectoires convergent, vers le plus grand
sous-ensemble contenu dans P˙ = 0 et invariant par rapport a` la dynamique du syste`me
(cf. le livre de LaSalle et Lefschetz [46]) . Nous allons voir que cet ensemble est re´duit au
point stationnaire.
Les cas ou` P˙ = 0 sont caracte´rise´s par(
∂2SL
∂L2
)
L
[
L˙, L˙
]
= 0
(
∂2SV
∂V2
)
V
[
V˙ , V˙
]
= 0.
Comme nous supposons les concavite´s de SL et SV strictes en dehors des directions L et
V , il existe deux re´els λL et λV tels que
L˙ = λLL et V˙ = λV V .
Comme les volumes sont suppose´s constants, les re´tentions R sont des fonctions ho-
moge`nes de degre´ 0 des flux L et V . Ainsi
R˙ =
(
∂R
∂L
)
L
[L˙] +
(
∂R
∂V
)
V
[V˙ ] = λL
(
∂R
∂L
)
L
[L] + λV
(
∂R
∂V
)
V
[V ] = 0.
Ce qui montre que l’ensemble des points ou` P˙ = 0 est re´duit au point stationnaire.
La de´croissance le long des trajectoires de la production d’entropie P est une conse´quence
du crite`re universelle d’e´volution de Glansdorff et Prigogine [31]. En effet, ils ont de´montre´
– d’une part, que la production d’entropie peut se mettre sous la forme ge´ne´rale
P =
∑
ν
φνXν
ou` φν est une diffe´rence de potentiels caracte´risant un e´cart a` l’e´quilibre thermody-
namique et Xν le flux engendre´ par cet e´cart ;
– d’autre part, que les e´quations de la dynamique du syste`me impliquent que, le long
des trajectoires, la forme diffe´rentielle, en ge´ne´ral non ferme´e,
dXP =
∑
ν
dφνXν
est ne´gative, c’est dire que ∑
ν
dφν
dt
Xν ≤ 0.
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Dans la preuve pre´ce´dente, les φν correspondent aux termes(
∂SL
∂L
)
L
−
(
∂SL
∂L
)
FL
et
(
∂SV
∂V
)
V
−
(
∂SV
∂V
)
FV
,
les Xν aux termes FL et FV . Les Xν e´tant constants, dP
dt
=
dXP
dt
. Le crite`re universelle
d’e´volution implique alors que
dP
dt
≤ 0.
Il est possible d’aller encore plus loin dans l’e´tude de la dynamique d’un flash. En
effet, on peut montrer que les e´quations (C.1) repre´sentent la dynamique d’un syste`me
de´rivant d’un potentiel et dont l’espace des phases est une sous-varie´te´ riemannienne. Le
potentiel n’est autre que la production d’entropie. La sous-varie´te´ des phases est alors
de´finie dans un espace de dimension 2(c+ 1), produit carte´sien de l’espace des re´tentions
liquides par celui les re´tentions vapeurs. Dans cette espace produit, la sous-varie´te´ des
phases est caracte´rise´e par les conditions d’e´quilibre thermodynamique entre le liquide et
la vapeur et par le fait que les volumes liquide et vapeur sont constants. La me´trique
est alors de´finie a` partir des matrices hessiennes des entropies. Une telle interpre´tation
ge´ome´trique de la dynamique d’un flash permet alors d’affirmer qu’autour de n’importe
quel point stationnaire, le syste`me line´arise´ tangent a toutes ces valeurs propres re´elles
et ne´gatives. En re´sume´, le comportement dynamique d’un flash est assez pauvre car ce
syste`me de´rive d’un potentiel.
A la lumie`re de ce qui pre´ce`de, il est clair que le caracte`re isenthalpique du flash n’est
pas essentiel pour la stabilite´ asymptotique. Elle reste acquise si, par exemple, on suppose
la pression et la tempe´rature fixe´es. Dans ce cas, il faut utiliser l’e´nergie libre de Gibbs
et les flux molaires uniquement.
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Appendix D
Re´sultats de la litte´rature
D.1 Etude de Rosenbrock
P. Ducheˆne nous a indique´ certains travaux de Rosenbrock qui a montre´ le re´sultat suivant
([76], the´ore`me 6 de l’annexe).
The´ore`me de Rosenbrock Conside´rons le syste`me diffe´rentiel de dimension p > 0
dξ
dt
= φ(ξ).
Supposons que ξ = (ξi)i=1,...,p appartient a` Ω, un convexe ferme´ borne´ de IR
p, et que
φ = (φi)i=1,...,p est continuˆment de´rivable. Supposons de plus que :
(i) pour toute condition initiale dans Ω, la solution reste dans Ω ;
(ii) pour tout i dans {1, . . . , p}, la fonction de ξ
ψi(ξ ) = −
p∑
k=1
∂φk
∂ξi
(ξ) (D.1)
est non ne´gative ;
(iii) pour tout i 6= k dans {1, . . . , p}, ∂φk
∂ξi
≥ 0 ;
(iv) pour i dans {1, . . . , p} tel que ψi = 0, il existe j 6= i dans {1, . . . , p} tel que ∂φj
∂ξi
6= 0 ;
si ψj = 0, alors il existe k dans {1, . . . , p} diffe´rent de i et de j tel que ∂φk
∂ξj
6= 0 ;
si ψk = 0, alors . . . ; de plus, ce processus est fini et conduit toujours a` un entier l
dans {1, . . . , p} pour lequel ψl 6= 0.
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Alors il existe un e´tat stationnaire unique dans Ω ; pour toute condition initiale dans Ω la
solution converge vers le point stationnaire ; la fonction
∑p
k=1 | φk(ξ) | est une fonction
de Liapounov du syste`me.
Rosenbrock a utilise´ ce re´sultat pour montrer qu’une colonne binaire est un syste`me
dynamique asymptotiquement stable.
D.2 Matrice de Jacobi
Nous rappelons e´galement le lemme suivant qui re´sulte d’un re´sultat classique sur les
matrices de Jacobi et qui nous a e´te´ indique´ par Y. Creff.
Lemme 10. Soient a = (ai) et b = (bi), deux vecteurs re´els de dimension p > 0, et
J = (Ji,j), la matrice re´elle de dimension p× p construite a` partir de a et b comme suit :
– pour i = 2, . . . , p, Ji,i−1 = ai−1 ;
– pour i = 1, . . . , p, Ji,i = −ai − bi ;
– pour i = 1, . . . , p− 1, Ji,i+1 = bi+1 ;
– pour i, j = 1, . . . , p tels que | i− j |> 1, Ji,j = 0.
Si pour tout i dans {0, . . . , p} ai > 0 et bi > 0, alors les valeurs propres de J sont re´elles
distinctes et ne´gatives.
Preuve Les valeurs propres λ de J sont solutions de det(J − λIp) = 0, i.e.∣∣∣∣∣∣∣∣∣∣∣
−a1 − b1 − λ b2 0 0 0
a1 −a2 − b2 − λ b3 0 0
0
. . . . . . . . . 0
0 0 ap−2 −ap−1 − bp−1 − λ bp
0 0 0 ap−1 −ap − bp − λ
∣∣∣∣∣∣∣∣∣∣∣
= 0.
Mais on a :
det(J − λIp) = (−1)p
∣∣∣∣∣∣∣∣∣∣∣
a1 + b1 + λ b2 0 0 0
a1 a2 + b2 + λ b3 0 0
0
. . . . . . . . . 0
0 0 ap−2 ap−1 + bp−1 + λ bp
0 0 0 ap−1 ap + bp + λ
∣∣∣∣∣∣∣∣∣∣∣
.
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Ainsi, le spectre de J est l’oppose´ du spectre de la matrice de Jacobi

a1 + b1 b2 0 0 0
a1 a2 + b2 b3 0 0
0
. . . . . . . . . 0
0 0 ap−2 ap−1 + bp−1 bp
0 0 0 ap−1 ap + bp

 .
Avec le re´sultat de [24] page 99, on ve´rifie que les valeurs propres de cette matrice sont
re´elles, distinctes et positives.
D.3 The´ore`me de Tikhonov
Conside´rons le syste`me diffe´rentiel

dx
dt
= f(x, z, u(t), w(t), ε)
ε
dz
dt
= g(x, z, u(t), w(t), ε)
(D.2)
ou` ε > 0 est un petit parame`tre, les vecteurs x (l’e´tat lent) et z (l’e´tat rapide) forment
l’e´tat du syste`me, les vecteurs u et w sont les entre´es, les fonctions f et g sont re´gulie`res.
Notons (x(t, ε), z(t, ε)) la solution de ce syste`me sur l’intervalle [0, T ] (T > 0) ayant pour
condition initiale x(0, ε) = x0 et z(0, ε) = z0.
Le sous-syste`me lent associe´ est :{
dx
dt
= f(x, z, u(t), w(t), 0)
0 = g(x, z, u(t), w(t), 0).
(D.3)
Nous supposons qu’il admet une solution (x0(t), z0(t)) sur [0, T ] ayant pour condition
initiale x0(0) = x
0. Pour t dans [0, T ], le sous-syste`me rapide est
dz
dτ
= g(x0(t), z(τ), u(t), w(t), 0) (D.4)
ou` τ = t/ε.
The´ore`me de Tikhonov Si, pour tout t dans [0, T ], la matrice jacobienne
∂g
∂z
(x0(t), z0(t), u(t), w(t), 0)
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est stable, et si z0 appartient au bassin d’attraction du point stationnaire z0(0) de (D.4)
pour t = 0, alors
lim
ε→0+
x(t, ε) = x0(t)
lim
ε→0+
z(t, ε) = z0(t)
uniforme´ment sur tout intervalle ferme´ de ]0, T ].
La de´monstration de ce the´ore`me se trouve dans [92]. Il justifie l’approximation du
syste`me (D.2) de taille dim(x) + dim(z) par le syste`me (D.3) de taille infe´rieure, dim(x).
Pour cela, il convient de ve´rifier que la partie (D.4) que l’on ne´glige est stable et suffisament
rapide.
En pratique, le premier proble`me que l’on renconte est de trouver un petit parame`tre
ε : en ge´ne´ral, la mode`lisation ne conduit que rarement a` des syste`mes e´crits sous la
forme singulie`rement perturbe´e standard (D.2). Bien souvent, seules des conside´rations
physiques permettent de trouver ce petit parame`tre ε. Pour plus de de´tails sur l’utilisation
de ce the´ore`me pour la mode´lisation et la commande, nous renvoyons le lecteur au long
article de Kokotovic [42] ainsi qu’a` l’article plus re´cent de Marino et Kokotovic [55].
