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ABSTRACT 
Computer Self-Efficacy, Cognitive Actions, and Metacognitive Strategies of High School  
 
Students While Engaged in Interactive Learning Modules 
 
 
by 
 
 
Harry Budi Santoso, Doctor of Philosophy 
 
Utah State University, 2013 
 
 
Major Professor: Oenardi Lawanto, PhD 
Department: Engineering Education 
  
The purpose of this research was to investigate high school students’ computer 
self-efficacy, cognitive actions, and metacognitive strategies in a self-regulated learning 
(SRL) framework while utilizing an interactive learning module.  The researcher 
hypothesized that computer self-efficacy is correlated positively with cognitive actions 
and metacognitive strategies while the students are engaged with interactive learning 
modules.  This research used a mixed-methods approach to answer the research 
questions.  Two research questions guided the research: (1) How is students’ computer 
self-efficacy related to cognitive actions and metacognitive strategies while using 
interactive learning modules?; and (2) How do students plan and monitor their cognitive 
actions, and regulate their monitoring strategies during learning with interactive learning 
modules?  
 This study utilized a self-regulated learning framework that covered self-efficacy, 
cognitive actions, and metacognitive components.  While self-efficacy was represented 
iv 
by computer self-efficacy, the metacognitive component was represented by planning, 
monitoring, and regulating strategies.  Cognitive actions represent contextual activities 
while using interactive learning modules.  
One hundred and thirteen students from two high schools in Northern Utah, USA 
(i.e., InTech Collegiate High School and Logan High School) participated in this study.  
Each student worked on three modules: Boolean Logic, Minimum Spanning Tree, and 
Modeling Using Graphs.  Due to the differences in class schedules between both schools, 
students at InTech Collegiate High School and Logan High School completed the 
activities within 2 and 4 days, respectively.  Three different forms of data were gathered 
for the analysis: questionnaires, screen-captured videos, and audio recordings of the 
interviews.  The students completed three questionnaires: demographic, computer self-
efficacy, and self-regulated computer-based learning questionnaires. 
 The findings of this study revealed that while computer self-efficacy was not 
positively correlated with cognitive actions, it was positively correlated with 
metacognitive strategies.  Specifically, the findings revealed a significant positive 
correlation between computer self-efficacy and planning strategies.  Screen-captured 
video analyses showed that there were different profiles of cognitive actions and 
metacognitive strategies between the high and low computer self-efficacy groups.  These 
findings were confirmed by issues from interview analysis between the groups.  
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PUBLIC ABSTRACT 
Computer Self-Efficacy, Cognitive Actions, and Metacognitive Strategies of High School 
Students While Engaged in Interactive Learning Modules 
by 
Harry Budi Santoso, Doctor of Philosophy 
 The purpose of this research was to investigate high school students’ computer 
self-efficacy, cognitive actions, and metacognitive strategies in a self-regulated learning 
(SRL) framework while utilizing an interactive learning module.  The researcher 
hypothesized that computer self-efficacy is correlated positively with cognitive actions 
and metacognitive strategies while the students are engaged with interactive learning 
modules.  This research used a mixed-methods approach to answer the research 
questions.  Two research questions guided this research: (1) How is students’ computer 
self-efficacy related to cognitive actions and metacognitive strategies while using 
interactive learning modules?; and (2) How do students plan monitor their cognitive 
actions, and regulate their monitoring strategies during learning with interactive learning 
modules?  
 This study utilized self-regulated learning framework that covered self-efficacy, 
cognitive, and metacognitive components.  While self-efficacy was represented by 
computer self-efficacy, the metacognitive component was represented by planning, 
monitoring, and regulating strategies.  Cognitive actions represent contextual activities 
while using interactive learning modules.  
vi 
One hundred and thirteen students from two high schools in Northern Utah, USA 
(i.e., InTech Collegiate High School and Logan High School) participated in this study.  
Each student worked on three modules: Boolean Logic, Minimum Spanning Tree, and 
Modeling Using Graphs.  Due to the differences in class schedules between both schools, 
students at InTech Collegiate High School and Logan High School completed the 
activities within 2 and 4 days, respectively.  Three different forms of data were gathered 
for analysis.  These data included questionnaires, screen captured videos, and audio 
recordings of the interviews.  The students completed three questionnaires: demographic, 
computer self-efficacy, and self-regulated computer-based learning questionnaires. 
 The findings of the study revealed that while computer self-efficacy was not 
positively correlated with cognitive actions, it was positively correlated with 
metacognitive strategies.  Specifically, the findings revealed a significant positive 
correlation between computer self-efficacy and planning strategies.  Screen-captured 
video analyses showed that there were different profiles of cognitive actions and 
metacognitive strategies between high and low computer self-efficacy groups.  The 
findings were confirmed by issues from interview analyses between the groups.  
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 CHAPTER I 
 INTRODUCTION 
Background of Study 
Computer science education is challenged to transform educational strategy and 
practice in the 21st century.  Despite the strategic position of computer science in this 
information era (Mendoza & Johnson, 2000), recent reports show a decrease in student 
enrollment in the field at the university level (Vegso, 2005).  Among the factors that 
might trigger this condition are: limited exposure to computer science at the K-12 level; 
and introductory concepts of computer science (e.g., programming) that are difficult to 
learn (Ali & Shubra, 2010; Denning, 2003).  In addition, research indicates that students 
perceive introductory courses to be unattractive and unappealing (Jepson & Perl, 2002).  
Educators and policy makers are engaged in an effort to improve the teaching of 
science, technology, engineering, and mathematics (STEM) subjects in the United States.  
The call for the improvement has come from the National Science Board, the U.S. 
Department of Education, the National Academies, and others.  The concern for 
improvements in STEM education is related to the U.S. competitiveness in the global 
economy.  The National Academies, which includes the National Academy of Sciences, 
the National Academy of Engineering, and the Institute of Medicine, published Rising 
above the Gathering Storm: Energizing and Employing America for a Brighter Economic 
Future (NAS, NAE, & IOM, 2007).  One of the key recommendations suggested in the 
2 
report was that in order to maintain U.S. competitiveness, improvements must be made in 
mathematics and science education at the K-12 level. 
Along with the rapid development of computer and Internet technologies, efforts 
have been conducted to include the design, development, and evaluation of computer 
applications for learning activities.  For example, the National Science Foundation (NSF) 
is promoting research on computer-based learning through its Cyberlearning: 
Transforming Education program.  One of the objectives of the program is to “better 
understand how people learn with technology and how technology can be used 
productively to help people learn, through individual use/and or through collaborations 
mediated by technology” (NSF, 2011, p. 1).  Moreover, the Committee on Learning 
Research and Educational Practice of the National Research Council recommends that 
research on computer-based learning needs to consider learning theories to improve 
students’ learning experience (Donovan, Bransford, & Pellegrino, 2008).  
Numerous definitions relate to the computer-based learning environment (CBLE).  
The focus investigation of this study is a type of CBLE called the interactive learning 
module (ILM).  Previous research suggests that the module may be used to provide 
learning instruction in an interesting way (e.g., Millard, 2000; Teoh & Neo, 2007).  
Although extensive research has defined the use of computer applications in various 
disciplines, no study has investigated systematically students’ self-regulated learning 
(SRL) skill while learning with an ILM specifically in computer science education.  
When explaining current trends in educational technology research, Winn (2002) 
challenged researchers to study the characteristics of environments that support learning 
3 
and the interaction between students and their environments.  Mayer (2003), in 
responding Winn’s article, emphasized the need for evidence-based research on the 
CBLE.  In 1999, he also stated, “To understand how to improve education, we will 
continue to need credible evidence based on scientific research methods” (Mayer, 1999, 
p. 259). 
Zimmerman (2002) characterized self-regulated learners as those active in the 
metacognitive, motivational, and behavioral aspects of learning.  Exploring students’ 
self-regulated learning is paramount to understanding how they learn with the ILM.  The 
information gathered will suggest what types of efforts must be conducted to improve the 
design and use of the ILM in a classroom.  Compared to a classroom setting, learning in a 
CBLE requires a higher level of SRL skill.  In this environment, students must be active, 
rather than waiting for instruction from a teacher.  Azevedo (2008) emphasized the 
importance of SRL skill to learn effectively in CBLE to avoid cognitive overload and 
navigation problems.  Learning in the environment requires students to identify what 
learning goals need to be achieved and information needs to be processed.  Moreover, 
students are expected to employ cognitive and metacognitive strategies to not only 
interact with the features in the CBLE, but also to monitor the status of their learning 
process.   
This study focused on computer self-efficacy, cognitive actions, and 
metacognitive strategies while students learned with the Interactive Learning Module 
(ILM) developed by the Department of Computer Science at Utah State University 
(Neema, 2010).  The researcher used computer self-efficacy to understand students’ 
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background knowledge and perception of computer usage.  According to Compeau and 
Higgins (1995), computer self-efficacy is “a judgment of one’s capability to use a 
computer” (p. 192).  While cognitive actions/strategies represent specific activities 
related to “internal processes by which learners select and modify their ways of attending, 
learning, remembering, and thinking” (Gagne, Briggs, & Wagner, 1992, p. 66), 
metacognitive strategies specifically represent planning, monitoring, and regulating 
strategies of cognitive actions.   
Extensive research has evaluated the efficacy of metacognition in learning, 
especially in problem solving (e.g., Georghiades, 2000; Pintrich, 2002; Schraw, Brooks, 
& Crippen, 2005; Veenman, Elshout, & Meijer, 1997).  Metacognition plays a significant 
role in the student’s control of cognition.  Flavell (1979), who coined the term 
metacognition, described it as “knowledge and cognition about cognitive phenomena” (p. 
906).  Although the cognitive actions’ component is not explicitly mentioned in the 
previous references (i.e., Zeidner, Boekaerts, & Pintrich, 2000; and Zimmerman, 1989), it 
is closely associated with metacognitive strategies.  Butler and Cartier included cognitive 
actions as part of the SRL component in their SRL model (Butler & Cartier, 2004, 2005; 
Cartier & Butler, 2004). 
Purpose and Objectives 
The purpose of this research was to investigate high school students’ computer 
self-efficacy, cognitive actions, and metacognitive strategies in a self-regulated learning 
(SRL) framework while utilizing an interactive learning module.  The researcher 
hypothesized that computer self-efficacy is correlated positively with cognitive actions 
5 
and metacognitive strategies while the students are engaged with interactive learning 
modules.  The metacognitive strategies in this study included planning, monitoring, and 
regulating strategies.   
The following objectives framed and guided the research: 
1. To investigate the relationship between students’ computer self-efficacy and 
cognitive actions and metacognitive strategies while using interactive learning 
modules. 
2. To investigate the way students plan and monitor their cognitive actions, and 
monitor their regulating strategies while using interactive learning modules. 
Research Questions 
Previous research has suggested that college students’ self-efficacy beliefs are 
strongly related to the use of cognitive actions and metacognitive strategies (Pintrich & 
Garcia, 1991; Pintrich, Smith, Garcia, & McKeachie, 1993).  In addition, at the junior 
high school level, the use of cognitive actions and metacognitive strategies was correlated 
positively with self-efficacy judgment (Pintrich & De Groot, 1990).  Also, Compeau, 
Higgins, and Huff (1999) found that computer self-efficacy increased computer usage in 
general. 
An investigation conducted by Joo, Bong, and Choi (2000) revealed that 
significant positive correlations exist between internet self-efficacy and cognitive strategy 
use and self-regulation strategy use.  However, it is not yet clear whether student self-
efficacy is a predictor of cognitive and metacognitive strategies.  Moreover, previous 
studies suggested that individuals with higher self-efficacy tend to achieve greater 
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changes in behavior (Bandura, 1977) and spend more time while engaged in tasks than do 
their peers with lower self-efficacy (Brosnan, 1998). 
It is important to investigate the interaction among self-efficacy (motivation), 
cognitive actions, and metacognitive strategies in a computer-based learning environment 
setting because they are primary components of self-regulated learning (Kauffman, 2001; 
Zimmerman, 2002).  The researcher’s previous investigation also found that there is 
limited information regarding students’ beliefs about their performance capabilities when 
using computers (i.e., computer self-efficacy) and its relationships to cognitive actions 
and metacognitive strategies while learning with an interactive learning module 
specifically at the high school level.  For this reason, the researcher proposed a 
methodological suite of tools to capture the relationships between computer self-efficacy, 
cognitive actions, and metacognitive strategies.  This rationale guided the following 
research questions: 
1. How is students’ computer self-efficacy related to cognitive actions and 
metacognitive strategies while using interactive learning modules? 
• Subquestion: What is the relative importance of computer self-efficacy 
with regards to its contribution toward students’ cognitive actions and 
metacognitive strategies while using interactive learning modules? 
2. How do students plan and monitor their cognitive actions, and regulate their 
monitoring strategies during learning with interactive learning modules? 
7 
• Subquestion: How do high and low computer self-efficacy students plan 
and monitor their cognitive actions, and regulate their monitoring 
strategies during learning with interactive learning modules? 
Research Design 
The research design of this study used a mixed-methods approach to describe 
students’ self-regulated learning (SRL) skills while learning with an interactive learning 
module (ILM).  A convenience sample was used in this study for two reasons.  First, 
although the researcher invited several high school teachers in Logan, Northern Utah, 
USA to collaborate with us in this study, only two teachers responded positively.  The 
researcher’s original plan was to have four collaborators from different schools to 
increase diversity of the participants.  Second, in terms of class selection, after discussing 
with the collaborating teachers, the researcher assumed that students enrolled in three 
different classes (i.e., programming, math, and physics) have the same minimum required 
knowledge to use the modules such as basic mathematical concepts and experience in 
using computers.  Creswell (2003) explained that in many experiments, convenience 
samples are possible because there are naturally volunteers to participate in the study.  A 
sequential mixed methods design was used to gather quantitative and qualitative data.  
The sequential design is a type of mixed methods study in which one of data analysis 
forms, either quantitative of qualitative analysis, is conducted before the other one 
(Tashakkori & Teddlie, 1998).  The design allowed the researcher to gather both 
quantitative and qualitative data from selected students as a result of quantitative 
analyses. 
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The study invited 113 high school students to participate.  Data collection 
included students’ self-reports (i.e., questionnaires and interviews), and traces of student 
activity (i.e., ILM screen-captured videos).  A demographic questionnaire collected 
information regarding participant characteristics.  A computer self-efficacy (CSE) 
questionnaire was gathered to provide insight about students’ prior computer experience.  
In addition, a self-regulated computer-based learning (SRCBL) questionnaire captured 
cognitive actions, planning, monitoring, and regulating strategies.   
The quantitative analysis applicable to this study included descriptive, parametric, 
and nonparametric statistics.  Qualitative data were gathered from ILM screen-captured 
videos and interview transcripts to support findings from quantitative data.  Interview 
transcripts were collected, coded, analyzed, and compared to a list of issues posed to the 
students in the form of questions. 
Significance of the Study 
The results of this study identified the relationship between computer self-
efficacy, cognitive actions, and metacognitive strategies while using the interactive 
learning module (ILM).  The outcomes are expected to inform researchers, teachers, 
developers, and others of the importance of a self-regulated learning perspective when 
designing instruction using an ILM.  Moreover, the researcher expected that the results 
would benefit researchers who are interested in developing methodologically a suite of 
tools for an ILM specifically in the computer science context. 
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Assumptions of the Study 
Assumptions of the study are listed below:  
1. Students were honest in completing the self-report surveys and responding to 
interview questions. 
2. Students had prior experience using computer and web browser. 
3. Students were able to read and communicate in English. 
4. Students enrolled in the three different classes had the same basic or minimum 
mathematical skills required to engage in interactive learning modules. 
Limitations of the Study 
Limitations help define the scope of the research.  The limitations of the study 
are: 
1. The student participants consisted only of students from InTech Collegiate High 
School and Logan High School in Logan, Northern Utah, USA. 
2. The students were not at the same class level.  
3. The participants used only three different interactive learning modules, and the 
activity length was approximately 30 minutes per module. 
4. Due to the nature of a mixed-method research, the findings obtained in the 
qualitative portion of this study may be interpreted differently by different 
readers. 
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Definition of Key Terms 
The definitions of the terms or phrases below are for clarification and 
understanding with reference to this study. 
1. Interactive learning module – Educational software that enables users to interact 
with the system by modifying input variables to understand learning concepts.  
ILMs were created as part of an NSF-funded project (NSF No. 0829563) 
conducted at the Department of Computer Science, Utah State University, to 
improve computer science education.   
2. Self-regulated learning strategies – “refers to actions and processes directed at 
acquisition of information or skills that involve agency, purpose, and 
instrumentality perceptions by learners” (Zimmerman, 1990, p. 5).  
3. Computer self-efficacy – “a judgment of one’s capability to use a computer” 
(Compeau & Higgins, 1995, p. 192). 
4. Metacognition – Flavell described metacognitive knowledge, a part of 
metacognition features, as one's knowledge concerning one's thinking process 
(1976, 1979). 
5. Planning strategies – According to Schraw and Moshman, planning refers to “the 
selection of appropriate strategies and the allocation of resources that affect one’s 
learning performance” (1995, p. 354). 
6. Cognitive actions (cognitive strategies) – These strategies refer to “internal 
processes by which learners select and modify their ways of attending, learning, 
remembering, and thinking” (Gagne et al., 1992, p. 66). 
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7. Monitoring strategies –Strategies used to make sure that cognitive actions were 
correctly executed. 
8. Regulating strategies –Strategies carried out by considering what an individual 
has achieved during a learning or problem-solving activity.    
Organization of this Dissertation 
The dissertation is organized as follows.  Chapter I focuses on an introduction, 
background, objectives, and design of the study.  Chapter II is a review of the literature 
related to cognition, self-regulated learning, computer self-efficacy, and computer-based 
learning environment.  In Chapter III, the researcher discusses the pilot study by 
providing the objectives, findings, and lessons learned of the activity.  In Chapter IV, 
Research Methodology, the researcher discusses the methods for data collection, the 
study participants, and data analysis.  Chapter V presents the findings of the study.  In 
Chapter VI, the researcher discusses the discussion, conclusions, implications, and 
recommendations. 
  
12 
CHAPTER II  
REVIEW OF THE LITERATURE 
Introduction 
Education is essentially a means to create a prosperous society as envisioned by 
all nations including the United States (U.S.).  With the rapid development of information 
and communication technology (ICT), many educational institutions have improved 
teaching and learning activities in the classroom by using computer-related technologies.  
Infrastructure availability and human resource readiness are critical to support this effort.  
The public access to computing services in the U.S. is promising.  According to a report 
by Manjarrez and Shoembs (2011), school-age students reported using public computing 
services more than the workforce group.  Specifically, the school groups aged 14-18 and 
19-24 years use computing services 64% and 54% for education, respectively.   
According to the U.S. Department of Education, National Center for Education Statistics 
(2010), most public schools have computer facilities to support learning activities.   
Despite the abundant resources of computers in homes and public schools, there is an 
urgent need to increase students’ computer-related technology literacy and strategies to 
use instructional media effectively.   
The purpose of this literature review was to synthesize current and historical 
literature related to computer self-efficacy, cognitive actions, and metacognitive 
strategies in a computer-based learning context using a self-regulated learning 
framework.  The objectives of this review were to: 
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1. Describe the current state of research concerning students’ SRL components (i.e., 
computer self-efficacy, cognitive actions, and metacognitive strategies), 
particularly in computer-based learning using interactive learning modules. 
2. Discuss the issues of computer-based learning in the literature. 
3. Discuss interactive learning modules for computer science education. 
4. Discuss measurement issues or assessment methods of SRL. 
Self-regulated learning (SRL) has been addressed in literature in the various 
domains of learning, including reading (Butler, Cartier, Schnellert, Gagnon, & 
Giammarino, 2011), mathematics (Zimmerman, Moylan, Hudesman, White, & Flugman, 
2011), computer-based instruction (Young, 1996), and chemistry (Pulmones, 2007).  
From the journals used in this literature review such as the Journal of Educational 
Computing Research, Educational Technology Research and Development, Computers in 
Human Behavior, Educational Psychologist, and Contemporary Educational Psychology, 
it was found that there is a growing interest in SRL in the computer-based learning area.  
The following key words and terms were used to obtain this body of literature: computer 
science education, grades K-12, interactive learning module, SRL, computer self-
efficacy, metacognition, and cognitive theory.  In addition to above-referenced journals, 
the following databases were searched: EBSCO, Science Direct, Google Scholar, ACM 
Portal, and IEEE Xplore. 
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Cognition and Self-Regulated Learning 
 Learning is a dynamic process rather than a static one (Duffy & Cunningham, 
1996; Kolb & Kolb, 2008).  The process is represented by a change in behavior or 
knowledge, which can be measured through norms, values, or other types of 
measurement parameters.  Davis (2004) described learning as “a recursively elaborative 
process rather than an accumulative process” (p. 23).  Moreover, knowledge as a product 
of learning could be clustered into two different types: tacit and explicit; (see Smith, 2001 
for examples of their use).  We could measure a change in learning if someone explicitly 
described his knowledge.  However, it does not mean that if someone cannot perform a 
task behaviorally, there is no change in his tacit knowledge.   
Three well-known learning theories based on historical perspective and their 
characteristics are behaviorism, cognitivism, and constructivism (Ertmer & Newby, 
1993).  Because the aim of this research was to investigate students’ cognitive processes, 
cognitivism is the focus of this section.  Cognitive theory describes how students obtain 
new knowledge or change previous knowledge.  Rationalists support the theory of 
“prescribed systematic doubt and logical argument as the first and second principles of 
learning” (Davis, 2004, p. 73).  The learning outcomes may be categorized into verbal 
information, skills, concepts, principles, knowledge structure, taxonomy and problem-
solving skills, learning strategy, and memorizing strategy, all of which are represented 
internally, organized, and stored in the form of images, symbols, and meanings.  
Cognitive structure originates at birth and continues to change as a result of the learning 
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and maturing process.  Concepts, principles, structure of knowledge, and problem solving 
are essential learning outcomes in the cognitive realm. 
Cognitive psychology considers the human mind as a ‘white box’ that can be 
observed.  The information theory was proposed by Shannon (1948) through a 
publication entitled “A Mathematical Theory of Communication,” and influenced the 
field of psychology to better understand human cognition and learning.  At the same time, 
the computer revolution of 1950s researched the human mind, and Goodwin (2005) 
stated that the computer “added further legitimacy to the scientific study of the mind” (p. 
411).  The cognitive processes of humans are categorized into three main components: 
sensory register, short-term, and long-term memory (Atkinson & Shiffrin, 1968).  These 
components are similar to the components of a computer system.  Although the use of the 
computer metaphor aids in understanding the idea of the human mind, Guenther (1998) 
argued that there are problems inherent in it.  His argument was based on the different 
characteristics between humans and computers, especially how both deal with the issue 
of memory.  While computers rely on hardware capacity, humans increase memory (i.e., 
amount of information) through practice or learning.   
The information-processing model is helpful in describing the processes of the 
human mind.  Miller’s article published in 1956 entitled, “The Magical Number Seven, 
Plus or Minus Two: Some Limits on Our Capacity for Processing Information” proposed 
the idea of a human’s memory capacity (Miller, 1956).  Curiosity about the details of the 
processes of the human mind guided Donald Broadbent to further investigate how 
sensory information is processed in the mind.  He revealed that humans have a “selective 
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filter” that allows us to focus only on one thing at one time.  The findings were published 
in his book entitled Perception and Communication, in 1958.   
Moreover, a different perspective of information processing was proposed by 
Craik and Lockhart (1972), who introduced a conceptual framework called levels of 
processing.  In it, they described the different levels of perceptual processing used during 
learning.  They briefly elaborated the levels or stages of processing as follows (p. 675): 
Preliminary stages are concerned with the analysis of such physical or sensory 
features as lines, angles, brightness, pitch, and loudness, while later stages are 
more concerned with matching the input against stored abstractions from past 
learning; that is, later stages are concerned with pattern recognition and the 
extraction of meaning.  
Winn and Snyder (2001) introduced a new perspective for human cognition in the 
concept of mental representation and mental processing.  The concepts rely on the 
schema theory that describes the organization of knowledge in human memory (Paivio, 
1974).  Anderson and Pearson (1984) described a schema theory as a “model for 
representing how knowledge is stored in human memory” (p. 259).  They explained that a 
schema has elements called nodes or slots.  Whenever an individual receives new 
information related to a schema, the nodes are instantiated with the new ones.  Anderson 
and Pearson also elaborated systematically some cognitive processes through schemata: 
inference, allocation of attention, and remembering.  The theory is invaluable for 
educators to develop instructional strategies to help students improving learning 
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comprehension and knowledge acquisition either in the classroom or using a computer-
based system.    
The field of cognitive psychology examines aspects of the human mind in various 
contexts.  Wiley and Jee (2010) highlighted research on cognition including perception 
and attention, language acquisition and reading, memory, comprehension and conceptual 
understanding, problem solving and reasoning and metacognition.  They defined 
metacognition as “the act of monitoring cognitive performance, which serves as input to 
self-regulation of cognitive behaviors such as studying” (p. 248). 
Educational psychologists first promoted the term self-regulation in research at 
the annual meeting of the American Educational Research Association in 1986 
(Zimmerman, 1986).  Since that time, researchers have extended self-regulated learning 
(SRL) definitions.  Diaz, Neal, and Amaya-Williams (1990) defined SRL as “the child’s 
capacity to plan, guide, and monitor his or her behavior from within and flexibly 
according to changing circumstances” (p. 130).  Winne (1995) described SRL as an 
inherently constructive and self-directed process.  In another publication, Zimmerman 
and Schunk (2001) described self-regulated learners as students who “learn by 
monitoring their performance-related feedback and by setting goals and forming 
expectancies regarding specific academic contexts” (p. 303).  The definitions indicate 
that self regulation plays a significant role in students’ mental processes. 
Conceptual Framework of Self-Regulated Learning 
Self-regulated learning (SRL) has three main components: motivation, cognition, 
metacognition (Kauffman, 2001).  According to Zimmerman, self-regulated learners are 
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“metacognitively, motivationally, and behaviorally active participants in their own 
learning process” (1989, p. 239).  Several prominent researchers have proposed a 
different model or framework of SRL (e.g., Butler & Cartier, 2005; Pintrich, 2000; 
Winne & Hadwin, 1998; Zimmerman, 2002; Zimmerman, Bonner, & Kovach, 1996).  
Table 1 defines and compares components from each of these models. 
Table 1  
Typology of Self-Regulated Learning Components 
Model/Framework Components/Phases Citation 
Butler & Cartier Layer of context 
What individuals bring 
Mediating variables 
Task interpretation & personal goals 
Planning strategies 
Cognitive actions 
Monitoring strategies 
Regulating strategies 
 
Butler & Cartier (2004) 
Butler & Cartier (2005) 
Cartier & Butler (2004) 
Pintrich 
 
Forethought planning, and activation 
Monitoring 
Control 
Reaction and reflection 
 
Pintrich (2000) 
Winne and Hadwin Defining task 
Goal setting and planning 
Enacting study tactics and strategies 
Metacognitively adapting studying for 
the future 
 
Winne and Hadwin 
(1998) 
Zimmerman (previous 
version) 
Goal setting and strategic planning 
Strategy implementation and 
monitoring 
Strategic outcome monitoring 
Self evaluation and monitoring 
Zimmerman, Bonner, & 
Kovach (1996) 
 
 
Zimmerman (latest 
version) 
 
Forethought 
Performance and volitional control 
Self-reflection 
 
Zimmerman (2002) 
Zimmerman (2008) 
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The SRL models share common features with regards to motivation, planning 
strategies, cognitive actions, monitoring strategies, and regulating strategies.  In this 
study, motivation is represented by computer self-efficacy.  According to Schraw and 
Moshman (1995), planning refers to “the selection of appropriate strategies and the 
allocation of resources that affect one’s learning performance” (p. 354).  Understanding 
of the task will influence the way students set planning strategies.  Learners execute plans 
by conducting specific cognitive actions to accomplish the learning objectives.  While 
metacognitive strategies can be applied across domains, cognitive actions depend 
strongly on context.  For example, cognitive actions of reading texts are different 
compared to solving math problems.  Another essential component of metacognition 
besides planning strategies is monitoring strategies.  Learners must be able to monitor 
their learning progress to ensure that cognitive actions result in learning.  Furthermore, 
regulating strategies refer to the actions taken by students as a consequence of what they 
have achieved during learning or problem solving. Regulating and monitoring strategies 
are highly correlated. 
Compared to Pintrich, Winne and Hadwin, and Zimmerman’s idea of SRL, Butler 
and Cartier’s model is relatively new.  Butler and Cartier developed their model by 
considering the previous SRL models such as Butler and Winne (1995), Pintrich (2000), 
and Zimmerman and Schunk (2001).  Previous studies have used Butler and Cartier’s 
SRL model as a framework in reading, biology, and engineering design activities (e.g., 
Butler & Cartier, 2005; Butler et al., 2011; Lawanto, 2011; Lawanto et al., 2013; 
Lawanto, Butler, Cartier, Santoso, & Goodridge, 2013; Lawanto, Goodridge, & Santoso, 
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2011).  It can be used to investigate students’ SRL in other contexts such as computer-
based learning because this SRL model recognizes it as “a complex, dynamic, and 
situated learning process” (Butler & Cartier, 2005, p. 1) and emphasizes the context of 
learning activity.  Other components of Butler and Cartier’s SRL model that differentiate 
theirs from other models include layers of context, what individuals bring to a context, 
mediating variables, task interpretation, and personal objectives.  
Layers of Context: A context influences the way educational practices are 
conducted.  Different levels of context contribute various nuances to teaching and 
learning activities in the classroom.  At a high level context may refer to a national policy 
in an educational system; at a low level, it may be a teacher’s instructional design 
strategy applied in the classroom.   
 What Individuals Bring to a Context: Every learner brings his own history, 
experience, strength, challenges, and interests that influence the way he engages in a 
particular context of learning activity.  Based upon constructivism perspectives, ‘what 
individuals bring’ defines how new knowledge is constructed differently by the learner 
(Bodner, 1986; von Glasersfeld, 1982). 
Mediating Variables: According to Butler and Cartier’s SRL model, mediating 
variables is a key component of SRL features.  The variables influence how students 
understand task demands and relate the task to personal objectives in learning.  Mediating 
variables refer to perceptions about the task and prior knowledge related to it.  
Task Interpretation and Personal Objectives: Learners’ task interpretation and 
personal objectives are critical parameters to measure learning achievement.  In addition, 
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these components may influence the way students establish and execute plans, and 
monitor and regulate strategies.  Task interpretation refers to students’ understanding of 
learning tasks.  Personal objectives refer to students’ motives that are driven internally 
and not defined specifically by the teachers in a learning context. 
 
Insights into Computer Self-Efficacy 
 
 
 According to the social cognitive theory (Bandura, 1986; Wood & Bandura, 
1989), individuals’ behaviors are influenced by certain factors including personal and 
environmental factors.  The social cognitive theory provides the theoretical foundation of 
a motivational construct called self-efficacy.  Bandura (1986) explained self-efficacy as, 
“Perceived self-efficacy is defined as people's judgments of their capabilities to organize 
and execute courses of action required to attain designated types of performances" (p. 
391).  In the context of computer use, Compeau and Higgins (1995) defined computer 
self-efficacy as “a judgment of one’s capability to use a computer” (p. 192). 
 Previous studies found that self-efficacy is correlated positively with academic 
achievement.  A study conducted by Pintrich and De Groot (1990) revealed a positive 
relationship between students’ self-efficacy, self-regulated learning, and academic 
performance.  Individuals with higher self-efficacy tend to achieve greater changes in 
behavior (Bandura, 1977) and spend more time while engaged in tasks (Brosnan, 1998) 
than those with lower self-efficacy.  Moreover, Lent, Brown, and Larkin (1984) reported 
that technical-majors students with high self-efficacy for educational requirements 
achieved higher grades than their low self-efficacy peers. 
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 Numerous studies on computer self-efficacy have been conducted to investigate 
how individuals’ beliefs regarding their capability influence their performance while 
using computer (e.g., Karsten & Roth, 1998; Khorrami-Arani, 2001).  Furthermore, the 
research finding suggested that computer self-efficacy can be trained.  A study conducted 
by Karsten and Roth (1998) found that computer training in an introductory information 
system course significantly increased students’ computer self-efficacy.   
Self-Regulation and Computer-Based Learning 
Numerous studies have revealed the role of self-regulated learning (SRL) in a 
traditional or classroom learning activity.  In addition, the body of literature in SRL 
within computer-based instruction has increased in the past few years (e.g., Azevedo & 
Cromley, 2004; Moos & Azevedo, 2008; Narciss, Proske, & Koerndle, 2006; Steffens, 
2001).  Computer applications for learning are available in a relatively complex form of 
navigation.  The system requires strategies to achieve an effective outcome.  Thus, the 
relevance of SRL skill in computer-based learning is the awareness that strategy selection 
while learning with the computer leads students to apply the best approach.  
 In this information and communication technology (ICT) era, computer 
applications that have been used for decades are now increasingly relevant to support 
student learning (e.g., Chang, 2002; Santally, Boojawon, & Senteni, 2004; Senemoglu, 
2003).  For example, PLATO (Programmed Logic for Automatic Teaching Operations) 
was a widely used computer application in education at the beginning of the computer-
based instruction era (van Meer, 2003).  Today, we have a wide variety of options to use 
ICT applications, including BlackBoard, Moodle, Sakai, Canvas, etc.  Massachusetts 
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Institute of Technology, one of the sustaining members of the OpenCourseWare 
Consortium (www.ocwconsortium.org), provides free electronic learning materials that 
can be accessed online.  The university provides not only learning materials, but also a 
syllabus and recorded audio-video or learning activities in its classrooms.  Furthermore, 
the world-renowned Khan Academy (www.khanacademy.org) provides a collection of 
free instructional videos that benefit teachers, students, and those who are interested in 
self-learning.  Teachers can use the videos to enrich students’ learning experience in the 
classroom, and students can use the videos as additional resources while learning at 
home.  Because the videos have interactive and assessment features, Khan Academy may 
also benefit people around the world who are willing to learn by using a self-instruction 
strategy.  The Khan Academy has developed thousands of instructional videos for various 
subjects including computer science, math, physics, science and economics, and 
humanities.  
 Inroads have been made in the area of engineering education to include ICT as 
part of instructional strategies.  Fang, Stewardson, and Lubke (2008) developed 
simulations for an undergraduate manufacturing course.  Other studies reported 
developments of interactive simulation for a design and manufacture course (Sanderson, 
Millard, Jennings, Rosenberg, & Sanderson, 1996) and a simulation for a thermo-fluids 
materials course (Ozer, Kenworthy, Brisson, Cravalho, & McKinley, 2003).  Continued 
efforts to evaluate how computer simulation in a curriculum can improve student learning 
should be conducted.  
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The main objective of online learning is to facilitate students’ learning in the 
absence of direct interaction with faculty.  Learning is achieved by directing students to 
study a variety of materials, promoting effective time management, communicating 
techniques to maximize online communication, and motivating students to focus on 
learning objectives.  Ally (2005) defined online learning as “the use of the Internet to 
access learning materials; to interact with the content, instructor, and other learners; and 
to obtain support during the learning process, in order to acquire knowledge, to construct 
personal meaning, and to grow from the learning experience" (p. 7). 
Traditional and computer-based learning have different characteristics that require 
learners to understand and follow prescribed patterns.  In conventional learning, face-to-
face interaction between teachers and learners is very high.  The condition allows 
teachers to implement effective controls.  Reduced participation of learners may result 
from low effective leadership and faculty teaching.  On the other hand, in the process of 
computer-based learning, direct interaction between teachers and learners is relatively 
low; students are expected to study within a student-centered paradigm.  The role of the 
instructor, who previously had a central authority, has changed to that of a facilitator.  
However, some types of computer-based learning are designed to be used in a classroom 
setting where the teacher is present and interacts actively with students.  This scenario is 
usually found in elementary and secondary schools.  An example for this case is the 
Interactive Learning Module (Jamwal, 2012; Neema, 2010).  Learners must have the 
ability to learn independently and display high SRL skill.  Chang (2005) emphasized that 
online learning environments place demands upon learners that exceed those encountered 
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in a traditional classroom, “providing students with opportunities to integrate their 
knowledge through web-based instruction may not be effective if they lack the skills 
needed to regulate their learning” (p. 218).   
The inclusion of technology and computers in the classroom should support the 
goals and objectives of education.  According to Hawkins, Panush, and Spielvogel (1996) 
and Byrom and Bingham (2001), school districts that successfully integrate technology 
show a clear and meaningful connection between technology and educational goals.  
Roschelle, Pea, Hoadley, Gordin, and Means (2000) identified four characteristics of how 
technology can enhance both what and how children learn in the classroom: (1) active 
engagement, (2) participation in groups, (3) frequent interaction and feedback, and (4) 
connection to real-world contexts.  In addition, Winn (2002, p. 346) provided suggestions 
for practitioners to improve the use of computer-based learning:  
Simply creating an interactive learning environment is not sufficient to bring 
about learning.  Students who using any kind of simulation whether a self-
contained learning environment or one that is part of some broader activities must 
understand clearly what they are supposed to accomplish.  Students require 
careful, although not intrusive, scaffolding to help them achieve their goal. 
Computer applications have been widely utilized to facilitate learning and 
problem solving.  They have various features that include management of learning 
materials, group assignment, and communication (Kunz, 2004).  While numerous studies 
have demonstrated the advanced features of computer-based learning applications (e.g., 
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video-based chatting and multimedia-based learning object), few studies have 
investigated the way students learn with them, including interactive learning modules. 
Interactive Learning Modules for Computer Science Education 
Student interest in computing, as a major, has declined dramatically over the last 
decade.  Through Computing Education for the 21st Century (CE21), the NSF has sought 
to reverse this troubling trend by engaging larger numbers of students, teachers, and 
educators in computing education and learning at earlier stages in the education pipeline.  
While interventions in primary education are within the scope, CE21 focuses special 
attention on activities targeted at the middle and high school levels (i.e., secondary 
education) and in early undergraduate education.  The goals of the CE21 program are to: 
“(1) increase the number and diversity of K-14 students and teachers who develop and 
practice computational competencies in a variety of contexts; and (2) increase the number 
and diversity or early postsecondary students who are engaged and have the background 
in computing necessary to successfully pursue a degree in computing-related and 
computationally-intensive fields of study” (NSF, 2011, p. 1-2). 
Programming Fundamentals is an essential course in computer science.  
Knowledge gained in the course helps students to master advanced courses, for instance, 
database, data structure and algorithm, and software engineering.  To deliver the course, 
the teacher can choose one of the programming languages, for example, the object-
oriented programming language, Java, in which programming fundamentals concepts can 
be introduced.  High expectation of awareness in teaching this subject is found in a report 
published by ACM and IEEE Computer Society (2008). 
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Khan Academy has developed and delivered some computer science modules and 
posted them on their website.  They have provided nine tutorials under Programming 
Basic: how to read documentation, using math expressions, intro to variables, more on 
variables, incrementing shortcuts, if statements, Booleans, and if/else – parts 1 and 2.  
They focus on the teaching of programming skills using JavaScript and by encouraging 
users to modify existing codes.  Any modification affects the visual image presented on 
the right side of the module.  It should be noted that the module is complicated for those 
who do not have a basic understanding of programming. 
In addition, Coursera and Udacity, the renowned Massive Open Online Course 
providers, have been delivering programming fundamental courses, the intent of which is 
to provide full online courses to master a specific programming language, such as Java or 
Python.  Some of the courses require the users to install a programming environment in 
order to run the programs.  This is also quite complicated for high school students. 
The Department of Computer Science at Utah State University (USU) developed 
the Interactive Learning Module (ILM), a web-based tool, to support the instruction of 
computer science concepts in the classroom.  The use of the ILM is different from 
computer-based learning environments used for distance learning or independent 
learning.  The modules are used to support learning activity in a classroom in which the 
teacher is present and interacting actively with the students.  The teacher explains a 
particular concept before asking the students to work on the module.  Students work 
independently on their computer, and ask for clarification of issues from the teacher and 
their classmates.  The module consists of reading and exercise sections in which students 
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are expected to read the introduction and reading materials before conducting 
experiments from the exercise section.  An exploratory approach is inherent in ILM 
usage.  Students can explore whatever they want using the module after listening to the 
explanation from the teacher regarding a particular concept.   
For loops is an example of ILMs developed in the department.  The for loops 
ILM allows students to experiment with for loops by selecting a familiar programming 
language, and then changing the sign and values of for loops based on count progression.  
The basic layouts of the ILM are shown in Figures 1 and 2.  Figure 1 represents a reading 
section of ILM. It consists of web links for students who need further information about 
certain terminology.  Furthermore, Figure 2 shows an exercise section of the module in 
which students can interact actively.  In this particular for loops module, students can 
type and change values of for loops variables and can check the value of progression 
based on the values they input and the signs they select.  Interactive design of the module 
facilitates students to explore the module and at the same time encourages them to reflect 
their understanding.  The module gives them feedback directly. 
Figure 1. For Loops ILM (concept/text)
Figure 2. For Loops ILM (exercise)
. 
. 
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Assessment Methods of Self-Regulated Learning 
This section reviews the methods and challenges of assessing self-regulated 
learning (SRL) and identifies recommendations for measuring SRL.  Efforts must assess 
how students’ SRL occurs while they work on learning activities in areas such as 
mathematics, chemistry, and reading.  The instruments are used for several purposes, 
including language learning and solving mathematics problems.  
Weinstein, Palmer, and Schulte (1987) used an SRL questionnaire called the 
Learning and Study Strategies Inventory (LASSI), an 80-item self-report inventory of 
students’ strategies for enhancing study practices.  It presents a range of strategies and 
asks the students to indicate how they use the strategies, employing a 5-point Likert scale 
(1 = not at all typical of me to 5 = very much typical of me). Pintrich, Smith, Garcia, and 
McKeachie (1991; Pintrich et al., 1993) assessed students’ SRL using the Motivated 
Strategies for Learning Questionnaire (MSLQ), an 81-item questionnaire to assess 
students’ SRL in the areas of learning strategies and motivation.  The students are asked 
to rate the items using a 7-point Likert scale ranging from 1 = not at all true of me to 7 = 
very true of me.  Another format of assessment, the structured interview, was developed 
by Zimmerman and Martinez-Pons (1986, 1988), to assess students’ SRL strategies in 
which they are presented six problem contexts and asked to respond (e.g., preparing for a 
test or writing an essay). 
Due to the complexity of SRL, many researchers focus only on selected 
components.  Furthermore, because SRL represents human thinking, researchers are 
limited in using assessment methods or techniques to measure it.  A number of 
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instruments were developed to capture SRL as a metacognitive, motivational, and 
behavioral construct.  Although numerous instruments have been used to assess the 
change or the process of SRL, few have been developed specifically to assess computer-
based learning. 
Assessment Methods of Computer Self-Efficacy 
As part of the motivation construct, researchers have developed a self-report 
instrument to assess computer self-efficacy (CSE).  The first CSE-questionnaire was 
developed by Murphy, Coover, and Owen (1989) and was called the Computer Self-
Efficacy Scale.  The questionnaire measures CSE by involving software, hardware, and 
mainframe skills.  Due to the rapid development of computer technology, other 
researchers modified the instrument to keep the items contextual and to fit with their own 
purpose.  Torkzadeh and Koufteros (1994) modified Murphy et al.’s questionnaire by 
deleting two less relevant items:  (1) using the computer to analyze number data; and (2) 
learning advanced skills within a specific program (software).  They also added an 
additional factor called “file and software skills” as the result of a principal factor 
analysis.  Torkzadeh and Koufteros also modified the 5-point Likert scale from (1 = very 
little confidence to 5 = quite a lot of confidence) to (1 = strongly disagree to 5 strongly 
agree). 
A complex model of CSE measurement was developed by Compeau and Higgins 
(1995) by involving other related constructs such as encouragement by others, others' 
use, support, affect, anxiety, usage, and outcome expectation.  However, this survey was 
developed by involving adults with average age of 41 years.  Moreover, Durndell, Haag, 
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and Laithwaite (2000) modified the previous questionnaire (Torkzadeh & Koufteros, 
1994) by excluding irrelevant items that ask students’ perception about “mainframe.”  
This instrument has a very high internal consistency coefficient: .95.   
Smith (2001) developed a 23-item assessment for CSE called the Computer Self-
Efficacy Assessment (CSEA), which specifically assesses an individual’s skills when 
dealing with computer applications such as word processing, spreadsheet, database, 
presentation graphics, graphical user interface management, and telecommunications.  A 
5-point Likert scale was used, ranging from 1 = not at all confident to 5 = completely 
confident.  Furthermore, Brown (2008) developed a 36-item questionnaire called the 
Computer Self-Efficacy for Adults (CSESA) involving hardware, software, and Internet 
subscales.  The author stated that the CSESA should have a positive correlation with the 
CSE questionnaire developed by Murphy et al. (1989).   
 
Assessment Methods of Cognitive Actions and Metacognitive Strategies 
 
Cooper, Sandi-Urena, and Stevens (2008) proposed an across-method-and-time 
instrument to assess the use of metacognition in chemistry problem solving.  The 
multimethod instrument combines a self report, namely the Metacognitive Activities 
Inventory (MCA-I), with a concurrent automated online instrument, the Interactive 
MultiMedia Exercises (IMMEX).  The MCA-I is a self report that allows for rapid 
assessment of large numbers of chemistry students at institutions of higher education.  It 
contains 27 items that assess students’ metacognitive skills when solving chemistry 
problems and may be used as a diagnostic tool in implementing interventions.  
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Respondents select their agreement with items on a 5-point Likert scale (1 = strongly 
disagree to 5 = strongly agree).  
In another work, Lawanto (2010) used the Engineering Design Project Inventory 
(EDPI), which was created due to the lack of availability of a test instrument specifically 
designed to evaluate students’ cognitive self-appraisal and cognitive self-management in 
an engineering design context.  While cognitive self-appraisal refers to personal judgment 
about one’s cognitive skill to accomplish goals, cognitive self-management refers to 
one’s ability to plan, monitor, and regulate cognitive actions (Paris & Winograd, 1990).  
The EDPI adopted some modifications of two existing instruments to measure students’ 
CSA and CSM.  It consists of a 34-item self-reporting instrument designed to assess a 
student’s CSA and CSM while solving an engineering design problem.  Respondents 
select their agreement with items from a 7-point Likert scale (1 = not at all true of me to 
7 = very true of me).  
To establish guidelines for the development and evaluation of assessment 
approaches, MacLeod, Butler, and Syer (1996) suggested the need to define reliable and 
valid assessment strategies that can accommodate individual differences.  They argued 
that previous measurements are inadequate to assess student metacognition and self-
regulation.  They proposed a guideline that combines assessments of student perception 
about learning and their actual learning actions or strategies. 
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Online and Offline Approaches in Self-Regulated Learning Assessment 
 
Assessment methods used in metacognitive self-regulated learning studies include 
both online and offline approaches (Sarac & Karakelle, 2012; van Hout-Wolters, 2000; 
Veenman, 2005).  An online approach is associated with short-term activities (e.g., 
minutes-based or hours-based activities) and online data collection methods (e.g., think-
aloud protocols, observation, screen captured video).  An offline approach, on the other 
hand, is associated with medium- or long-term design activities (e.g., weeks- or semester- 
based activities) and offline/self-report data collection methods (e.g., questionnaires, 
interviews).  
Both online and offline approaches have advantages and disadvantages.  Using an 
online approach enables one to capture ‘just in time’ mental processes.  Nonetheless, the 
approach does have limitations.  For instance, the think-aloud protocol which is the 
frequently-used method in the online approach cannot capture all students' thoughts.  The 
evidence that supports this statement include: (1) Studies reported that sometimes 
participants needed to be prompted to tell what they think; and (2) There are indications 
that participants do not tell what they think because they assume that they do not need to 
tell everything in their minds.  Therefore, engineering education researchers are 
collaborating currently with cognitive psychologists to better capture what individuals 
think (Cagan, 2007).  Another disadvantage of the online method is that it is time-
consuming in analyzing the data.  In comparison, the offline method works very well to 
capture students' perceptions and thoughts.  The latter method gives participants time to 
reflect regarding what they have done.  The major concern of self-reports is the potential 
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gap between what really happened and what the student reported.  Learning from these 
facts, MacLeod et al. (1996) proposed a multiple data sources analysis to assess cognitive 
and metacognitive strategies.  Presently, this type of study has good methodological 
support with the acceptance of a mixed-methods approach in educational research 
(Creswell, 2009). 
Summary of Literature Review 
 
 This research focused on the investigation of students’ computer self-efficacy, 
cognitive actions, and metacognitive strategies under a self-regulated learning 
framework.  The literature review highlighted different models of self-regulated learning 
including those of Butler and Cartier, Pintrich, Winne and Hadwin, and Zimmerman. 
These models shared commonalities of SRL such as motivational, cognitive, and 
metacognitive aspects under a particular learning context.  This research considered those 
aspects of previously mentioned SRL models.  Although the research did not rely on a 
specific model of SRL, it followed Butler and Cartier’s model to develop the SRCBL 
questionnaire. 
 Numerous studies have been conducted to improve STEM education by 
considering the advantages of online technologies.  Instructional videos and simulations 
have been delivered, through both offline or online (i.e., web-based application) methods.  
The current study focused on interactive learning modules developed by the Department 
of Computer Science, Utah State University for several reasons.  First, the modules were 
specifically designed and developed for research.  Any research conducted by using the 
modules may provide additional insights into further development of the modules.  
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Second, one of the interactive learning modules was developed by the teacher with whom 
the researcher collaborated for this study, thereby providing advantages for the researcher 
while conducting the study.  Any concerns regarding the use of the modules could be 
communicated or discussed immediately with the teacher.  Third, the researcher 
communicated with the project investigator of the ILM research team at the Department 
of Computer Science, Utah State University, in which the researcher experienced the 
vision and rationale behind the development of the ILM. 
 Furthermore, a review of the literature also suggested that limited assessment 
tools are available to analyze students’ cognitive actions and metacognitive strategies for 
CBLE, especially interactive learning modules.  Based on the information, the researcher 
developed his own questionnaire to assess students’ cognitive actions and metacognitive 
strategies while using interactive learning modules.  Result of pilot study revealed the 
Cronbach’s Alpha scores for the questionnaire subscales range from .77 to .91.  In 
addition, as recommended by several researchers (Sarac & Karakelle, 2012; van Hout-
Wolters, 2000; Veenman, 2005), this study used a mixed-method approach to investigate 
students’ strategies.  
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CHAPTER III  
PILOT STUDY 
Purpose and Overview 
Van Teijlingen and Hundley (2002) suggested that pilot studies are essential for 
conducting a good study.  Pilot studies can be used to pre-retest the instruments (e.g., 
questionnaire and interview protocols) and provide insights into the process of gathering 
data.  The purpose of this pilot study was threefold: (1) to become familiar with the 
mixed-methods approach to study students’ self-regulated learning (SRL) strategies in a 
computer-based learning context; (2) to test the data collection tools (i.e., initial survey 
instruments) to be used for the main study; and (3) to become acquainted with strategies 
to interpret the collected data.    
Two pilot studies were conducted, one in the fall 2011, the second in the spring 
2012.  This chapter focuses on the pilot study from the spring 2012 because it reports 
more comprehensive findings than the earlier one and reflects clearer ideas for the main 
study.  Twenty-one Logan High School students from Logan, Northern Utah, USA who 
enrolled in the course, Programming 1A, participated and completed all activities of the 
pilot study, and all participants were informed about the purpose and methods of the 
activities.  Data collection included both quantitative and qualitative data.  The sample 
size provided an initial understanding about how students understand learning using the 
interactive learning module (ILM) in relation to the way they plan learning activities and 
select strategies to learn and problem solve.  The pilot study included three tasks: (1) to 
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conduct face validity of the instruments; (2) to test the internal reliability of the 
instruments; and (3) to practice data analysis and interpretation.   
TASK #1: To conduct a face validity of the instruments 
 
The first task of the study was to conduct a face validity of the instruments.  This 
task is important because both computer self-efficacy (CSE) and self-regulated computer-
based learning (SRCBL) questionnaires have been tested neither at the high school level 
nor in a computer-based learning environment.  The purpose of the task is to make sure 
students understand the statements and, therefore, any misinterpretation of questionnaire 
items between researcher and students can be minimized or avoided. 
 
Student Feedback for the Computer Self-Efficacy (CSE) Questionnaire 
 
At the end of the pilot study, the researcher asked selected participants (n = 6) for 
feedback regarding CSE questionnaire items.  The students were selected based upon a 
reference from the class instructor who thought that they could give useful feedback for 
the study.  They were identified as students who actively participated in class and showed 
relatively high performance.  Their feedback and corresponding solutions for 
improvement included: 
• Some items seem too general. They need to be changed.  The students cited 
specific items as needing to be changed, for example, “I feel confident 
understanding terms/words relating to computer hardware” (will be changed to: “I 
feel confident understanding terms/words relating to computer hardware, for 
example, the computer processing unit, hard-drive, memory”) and “I feel 
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confident understanding terms/words relating to computer software (will be 
changed to: “I feel confident understanding terms/words relating to computer 
software, for example, Microsoft Excel, Notepad, Adobe Photoshop”).” 
• Some items were identified by the students as unclear because they represented 
activities not yet taught at the high school level.  For instance, the students 
expressed difficulty understanding the following statements: “I feel confident 
understanding the three stages of data processing: input, processing, output” and 
“I feel confident explaining why a program (software) will or will not run on a 
given computer.”  The classroom teacher confirmed that those concepts are not 
taught in high school level, specifically in his class. 
Student Feedback for the Self-Regulated Computer-Based Learning  
(SRCBL) Questionnaire  
At the end of pilot study, the researcher asked selected participants (n = 6) to 
comment on the SRCBL questionnaire items.  The students were selected based upon a 
reference from the class instructor as those who could share something beneficial in the 
interview.  These students were considered as active participants in class and they 
showed relatively high performance.  In addition, all students were asked to write other 
strategies relevant to a specific SRL feature.  Much of their feedback on the questionnaire 
items was related to wording issues, suggesting that some words needed to be clarified.  
For example, one student was confused regarding the word “learn” in the phrase “learn 
the feedback.”  She suggested it be changed to “think about the feedback.”  The students 
also mentioned other cognitive actions and metacognitive strategies.  
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TASK #2: To test the internal reliability of the instruments 
The second task of the pilot study was to test the internal reliability of the 
instruments.  The activity helped the researcher to examine a statistical technique for this 
purpose.  The Reliability Analysis feature in SPSS Statistics software was used to 
conduct the test.  Twenty-one datasets were used to calculate the internal reliability 
scores.  The findings revealed that both the computer self-efficacy and self-regulated 
computer-based learning questionnaires have relatively high Cronbach’s Alpha scores 
(see Tables 2 and 3).  Relatively low scores were found for planning strategies and 
cognitive actions.  According to the rule of thumb proposed by George and Mallery 
(2003) and Kline (1999), the scores of planning strategies and cognitive actions are 
acceptable.   
Table 2  
Internal Reliability Scores of Computer Self-Efficacy 
Types of CSE items Cronbach’s Alpha N of items 
Beginning skills .925 17 
Advanced skills .948 12 
Specific computer applications .894 8 
All items .970 37 
 
Table 3  
Internal Reliability Scores of the Self-Regulated Computer-Based Learning 
Features Cronbach’s Alpha N of items 
Planning strategies (PLA) .613 4 
Cognitive actions (COG) .656 4 
Monitoring strategies (MON) .747 8 
Regulating strategies (REG) .721 5 
Metacognitive strategies (PLA,  MON, & REG) .859 17 
All items .891 21 
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TASK #3: To practice data analysis and interpretation 
The third task of the pilot study was to practice data analysis and interpretation.  
The objectives of the researchers were to analyze data using one method and analyze 
combined data sources using a triangulation method.  Through this activity, the 
researchers identified relevant statistical analyses that extract meaningful data given the 
research questions, including descriptive analysis, Pearson and paired t tests, Wilcoxon 
and Mann-Whitney tests, and the cluster analysis.  Descriptive statistics were utilized to 
calculate the mean and standard deviation for demographic information, computer self-
efficacy, and self-regulated computer-based learning questionnaire data.  The Pearson test 
is a parametric test used to calculate correlation values between different variables.  The 
paired t-test is a parametric test used to compare two related samples to assess differences 
between them (see Vernoy & Vernoy, 1997).  In the current study, paired t tests were 
used to measure to what degree students plan and monitor their cognitive actions, and to 
what degree students regulate their monitoring strategies.  The SPSS cluster analyses 
technique was conducted based on computer self-efficacy; a predetermined cut-off score 
was not used to differentiate the clusters.  Tan, Steinbach, and Kumar (2006) stated that 
the cluster analysis technique “groups data objects based on information found in the data 
that describe objects and their relationships” (p. 490). 
An analysis of demographic data found that 19 male and 2 female students 
completed all activities in the pilot study.  Most students were 17 years old or less (71%); 
only six students were 18-19 years old (29%).  The majority of the participants were 
freshmen (43%) and seniors (33%) students.  Furthermore, 80% of the participants were 
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White/Caucasian and 70% had a GPA > 3.00.  The highest level of math courses that 
students had taken varied: Algebra 1, Algebra 2, Geometry, Trigonometry/Pre-Calculus, 
and AP Calculus.  In addition, a majority of the students were considering majoring in a 
field of engineering, technology, or computer science in college (62%). 
A series of paired t tests (2-tailed) was conducted to evaluate whether gaps 
between cognitive actions and metacognitive strategies were significant.  The results 
indicated a significant difference between cognitive actions and monitoring strategies (t = 
2.389, p < .05).  No significant difference was found between planning strategies and 
cognitive actions (t = .271, p = .789) or between monitoring and regulating strategies (t = 
-9.33, p = .362).  Moreover, a cluster analysis revealed three groups: low (n = 3), medium 
(n = 7), and high CSE groups (n = 11). 
In addition, the researcher used a method to analyze ILM screen-captured videos, 
and found a different technique to conduct interviews for qualitative data.  Because 
quantitative data analysis in the pilot study focused on basic statistical analysis 
techniques, only qualitative data analysis was elaborated.  The qualitative data analysis 
was carried out by evaluating an ILM sequence of events from screen-captured videos 
and by looking for relevant issues from interview sessions. 
 
Screen-Captured Video Analysis: ILM sequence of events 
 
Previous studies have used screen-captured video because of its capability to 
capture detailed events and unobtrusive characteristics.  The technique has been used in 
digital writing research (e.g., Geisler, 2001; Slattery, 2005), learner perception (e.g., 
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Luoma & Tarnanen, 2003), and communication in the workplace (e.g., van Ittersum, 
2009).  Geisler and Slattery (2007) outlined two phases in the analytic procedure of using 
video data: identifying first-order phenomena, and inferring second-order phenomena.  
According to Geisler and Slattery, first-order phenomena “are features that can be more 
or less directly ‘read’ from a video capture, frame by frame.  They require low-level 
inferences and focus on the operational level.  That is, first-order phenomena address the 
question of how the writer is doing what she is doing rather than higher-order questions 
of what she is doing or why” (2007, p. 194).  This phenomena include time, artifact(s), 
operation, writer of the artifact, and tools by which the operations are carried out.  The 
second-order phenomena “often require inferences that combine information across 
several frames, though they still remain relatively rooted in the video-captured data” (p. 
195).  They include duration, actions, breakdowns, artifacts ecologies, and repeated 
transition. 
Students’ navigation while using the ILM was video recorded and dissected into 
events.  An event represented an action within the ILM.  For example, clicking a button 
was counted as one event.  Reading learning material or instruction was also counted as 
one event.  Capturing sequence of events is important in order to construct patterns of 
students’ navigation on ILMs (see Figure 3 and Table 4).  Two graduate students from 
the Department of Engineering Education at Utah State University who have already 
taken the cognition class agreed to participate in identifying time stamp of all possible 
events for each module.  The graduate students were trained to document the correct time 
stamp for each event on prepared spreadsheets.  One of them participated in a coding 
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process to categorize the sequence of events into relevant self-regulated learning 
strategies.  The graduate student was trained on proper coding.  Cohen’s Kappa was 
calculated between the researcher and the graduate student: Cognitive actions (.90), 
planning (.86), monitoring (.89), and regulating strategies (.87).  Self-regulated learning 
strategies in this context are explained as follows. 
Planning Strategies: According to Schraw and Moshman (1995), planning refers 
to “the selection of appropriate strategies and the allocation of resources that affect one’s 
learning performance” (p. 354).  When using the modules, planning strategies are 
identified by the efforts to read learning materials and instructions.    
 
Event Code 
 For Loops Events 
A 
B 
C 
D 
 
 
E 
F 
G 
 
 
 
H 
I 
J 
Reading the learning materials 
Click “Next activity” to enter the next page 
Reading the instructions  
Select programming languages 
Doing experiments with values in a loop 
Change the sign of the anatomy of a for loop 
Change the ii values of the anatomy of a for loop 
Click “Show count progression” 
Student Attempt: Given code for the “for” loop, the student needs to enter the 
correct count progression. 
Enter the correct count progression 
Click “Check!” 
Click “New for loop” 
Figure 3. For Loops events. 
Cognitive Actions: Learners execute plans by conducting specific cognitive 
actions to accomplish the learning objectives.  While metacognitive strategies can be 
applied across domains, cognitive strategies depend strongly on context.  For example, 
the cognitive strategy for reading a text differs from the cognitive strategy for solving a 
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math problem.  When using the modules, cognitive strategies are associated with working 
on exercises available in the modules.   
Table 4  
Cognitive Actions and Metacognitive Strategies and Sequence of Events –For Loops  
SRL strategies Sequence of event labels Sequence of events  
Planning 
strategies 
Understanding the learning 
material  
(A: Reading the learning materials)  (B: 
Click button “Next activity” to enter the next 
page) 
 
 
 
Following a guidance to do 
some experiments 
 
(C: Reading the instructions)  (F: Change 
the ii values of the anatomy of a ‘for’ loop)  
 
Cognitive 
actions 
 
Anatomy of for loops 
exploration 
 
(D: Select programming languages)  (E: 
Change the sign of the anatomy of a ‘for’ 
loop)  (F: Change the ii values of the 
anatomy of a ‘for’ loop)  (G: Click “Show 
count progression”) 
 
Monitoring 
strategies 
 
Checking process 
 
(H: Enter the correct count progression)  (I: 
Click “Check”)  
 
Regulating 
strategies 
 
Learn other type of problems 
 
 
(I: Click “Check”)  (J: Click “New for 
loop”) 
 
Monitoring Strategies: Another essential component of metacognition involves 
monitoring strategies.  Learners must be able to monitor their learning progress to ensure 
that cognitive actions result in learning. When using the modules, monitoring strategies 
are associated with checking answers related to exercises available in the modules. 
Regulating Strategies: Regulating strategies refer to the actions taken by students 
as a consequence of what they have achieved during learning or problem solving. 
Regulating and monitoring strategies are highly correlated.  In this context, regulating 
strategies are associated with adjustment strategies applied by students when they 
encounter difficulties on exercises available in the modules. 
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A case study will be presented to illustrate a student’s navigation while using 
interactive learning modules.  Andy is used as a hypothetical name in the example. The 
format of the case study presented here follows a case study presentation conducted by 
Cardella, Atman, Turns, and Adams (2008).  Figures 4-6 capture Andy’s sequence of 
events while he was working on the for loops module.  His planning strategies were 
represented by two sequences of events: understanding the learning material and 
following guidance to do some experiments.  At the beginning of the module, Andy was 
presented with learning materials.  He spent some time reading them, and then he moved 
to the next page by clicking the button, “Next activity.” Andy also read the instructions 
before trying the exercises available on the module.   
Andy’s cognitive actions were represented by exploring the anatomy of a for 
loop. In this module, he selected a programming language with which he was familiar 
with, changed the sign of the anatomy of a for loop, changed the ii values of the anatomy 
of a for loop, then clicked “Show count progression.”  He monitored strategies while 
working on this module represented by the checking process.  He clicked the button 
“Check” after entering the correct count progression.  In order to evaluate his 
understanding of particular concepts, he regulated his strategies by learning other types of 
problems.  The regulation strategies were identified by clicking the button “Check” and 
then clicking the button “New for loops.” 
This description gives us insights into Andy’s activities during his learning with 
interactive learning modules.  He spent relatively little time on planning strategies; on the 
other hand, he did a good job of exploring the anatomy of for loop, working on count 
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progression, and checking his answers.  Using this case study description will help the 
researcher in the main study to explain detailed information regarding cognitive actions 
and metacognitive strategies among the students. 
  
1, 1 
Figure 4. For Loops sequence of events diagram.  
A B 
C H 
D 
F 
I 
G E 
J 
Reading learning materials 
Click “Next activity” to next page 
Enter the correct count progression 
Click “Check” 
Change the value of for loop 
Change the sign of for loop 
Click “Show count progression” 
Select programming language 
Reading instruction 
1 
1 
1 
5 
1 
1 
3 
4 
3 
4 
3 
1 
4 
1 
3 
Click “New for loop” 
1 
2 
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Figure 5. Visualization of sequence of events: An example of cognitive actions (1). 
 
   
Andy selected C++ 
programming language 
An event that triggers a 
transition to another event 
Andy changed the sign and 
the ii values of the anatomy 
of a for loop, and then he 
clicked button “Show count 
progression!” 
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Figures 5 and 6 depict a real sequence of events on the for loop module.  The 
figures show student cognitive actions while working on the module.  The strategies were 
represented by programming language exploration.  First, the student selected a 
programming language he was familiar with.  Then he changed the sign of the anatomy 
of a for loop.  After that, the student entered the correct count progression. 
 
Figure 6. Visualization of sequence of events: An example of cognitive actions (2). 
Interview Findings 
The commonly used interview method in qualitative-based research is valuable in 
a mixed-method study.  Interviews provide an opportunity to confirm data collected from 
other data collection techniques (Harris & Brown, 2010).  Interviews can be divided into 
three categories based upon the form of the questions used: unstructured, semistructured, 
and structured.  According to Gall, Gall, and Borg (2007) semistructured interviews 
The result of Count Progression 
after Andy clicked the “Show 
count progression” button 
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“involve asking a series of structured questions and then probing more deeply with open-
form questions to obtain additional information” (p. 246).  Compared to the other two 
techniques, a semistructured interview has the advantage of being highly flexible for 
interviewers to investigate unanswered questions or enrich the gained information based 
on an interviewee’s response.  This type of interview technique is suitable for a dynamic 
context such as metacognitive assessment in engineering design activity.  Individuals are 
encouraged to probe and follow up on phenomena found in the questionnaires and ILM 
screen-captured videos.  
Six students of 21 enrolled in the Computer Programming 1A course at Logan 
High School were selected based upon a suggestion from the class instructor.  The 
instructor suggested that they could share some insights about the use of interactive 
learning modules.  Interviewees stated that the system could facilitate their learning more 
interactively rather than simply listening to the instructor.  When the interviewer asked 
the students to rate the difficulty level of using the ILM (i.e., easy, medium, and hard), no 
one stated that it was hard.  Two students reported the ILM was easy to use; three 
students stated the difficulty level was medium.  They experienced hands-on learning by 
using the ILM.  
From the researcher’s perspective, students were expected to read the guidelines 
or introduction at the early part of the module in order to become acquainted with the 
goal.  Surprisingly, the students reported that they did not have specific preparation to 
learn the concepts with the ILM.  Most of them stated that they just explored the module.  
When the researcher asked about challenges using the ILM, most (60%) stated that they 
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had an issue with the instruction provided in the ILM.  Some reported that they had no 
idea how to deal with the module, especially at the beginning of using a particular 
module (e.g., a module about Loops –building quilts).  When the students encountered 
difficulties in learning with the ILM, two interviewees stated that they asked the 
instructor to figure it out; two preferred to use the help feature in the ILM or ask their 
peers, and one said he did nothing and simply skipped it.  The issues from the interview 
transcripts are shown in Table 5 below. 
Table 5  
List of Issues from Interview Transcripts 
Issues Statements 
ILM is relatively easy 
to use. 
The level of difficulty of this interactive learning modules is: pretty easy (two 
students) - medium (three students) 
 
ILM motivates 
students in learning. 
The ILM helps me become motivated to engage in my learning activity. (four 
students) 
 
How to improve ILM 
 
We could improve the ILM features by receiving more instructions (three 
students) and adding color to the ILM so that people can to choose the color 
of the ILM. (one student)  
 
Students’ perceptions 
about learning using 
the ILM 
 
I think that the modules are more user friendly than books obviously. It is 
nice to get the experience. I feel it benefits by giving both hands-on 
experience, and can be very informative. (one student)   
You do not get bored when using the modules. It is a better way of learning 
instead of a book. (one student) 
It is more intriguing. (one student) 
It makes it more interactive and enjoyable. Using a computer, people always 
engage with it, and you can always keep working on it. (one student)  
You actually get to do it. It helps you learn. (one student) 
 
Most interviewees do 
not have specific 
plans to learn with the 
ILM. 
 
 
 
 
 
 
Preparation to learn concepts or work on exercises on the ILM  
• If I am applying it to program, I like to write down basic pseudo-
code or flowcharts and then convert it to a program on the computer. 
(one student) 
• I do not have any preparation to learn concepts or work on exercises 
using the ILM. (three students) 
• Just review all over. (one student)  
(table continues) 
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Issues Statements 
Clarity of instructions 
is important for 
students. 
When students need to read the instructions 
• Obviously before I program or anything. Just to make sure I am 
getting everything right. And then I refer back to instructions if I 
have difficulties. (one student) 
• When I need to do something and when I do not understand 
something. (one student) 
• Whatever it says, that’s what I do. (one student) 
Students persist in the 
exercise until they get 
the points of the 
topic. 
How students try the exercise  
• I like to keep practicing just to make sure I have it absolutely 
down.(one student) 
• Until I get it. (two students) 
• Try until I understood. (two students) 
Feedback feature on 
the module is helpful 
 
 
 
 
 
 
Students tend to keep 
practicing using the 
module to evaluate 
their understanding.  
How students see feedback mechanism on the ILM 
• I think it is good. Most of the time, it gives clear feedbacks. (one 
student) 
• I do not really know. It is helpful. (one student) 
• I do not know. (one student) 
• I really like that. (one student) 
• It is helpful. (one student) 
How students evaluate their understanding 
• Well, usually what I do is to keep doing more difficult problems to 
see how far my knowledge. (one student) 
• The ILM helps me. (one student) 
• Like I said before, I need to do it a couple times until I get it. I did it 
again and again. (one student) 
Students have 
different approaches 
to deal with difficult 
concepts: reread the 
instructions, keep 
working on the 
exercise, or asking 
teachers or friends. 
How students spend time to review difficult concepts  
• Depending on how far I am actually into the process. If I met in the 
beginning, I probably reread instructions and make sure I am not 
missing anything along those lines. If I am already done with some 
problems, then probably keep tweaking and retrying. I like trial and 
error to see generally what was wrong. (one student) 
• Go back to the program and check what was wrong. I also ask the 
teacher and friends. (one student) 
• I am trying to understand the instruction clearly. Then if I still do not 
understand, I need to ask the instructor or friend. (one student) 
• Ask a friend right by me or ask the teacher. (one student) 
• Ask somebody else and figure it out from there. (one student) 
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Lessons Learned and Implications from the Pilot Study 
 The pilot study helped the researcher to study the applicability of quantitative and 
qualitative tools in analyzing students’ self-regulated learning (SRL) strategies in a 
computer-based learning context.  The researcher had the opportunity to use relevant 
statistical techniques to analyze the data collected.  The researcher also successfully 
evaluated student navigation while using the interactive learning modules using social 
network analysis.  Interview transcripts were evaluated to identify significant statements 
and to come up with list of issues.  The experience of conducting a pilot study yielded 
insight on how to conduct quantitative and qualitative data collection.  
Also, the pilot study provided an opportunity to reflect on how research will be 
conducted for the main study.  Experiencing the lack of a concurrent approach in the pilot 
study, the researcher used a sequential approach in the main study.  For example, when 
using a concurrent approach, there was a limited understanding of the interviewee’s 
background regarding cognitive actions and metacognitive strategies and what they have 
done while using the ILM.  In the main study, the researcher conducted and analyzed 
quantitative data from questionnaires first, and then, based on the cluster analysis results, 
the researcher selected case studies of screen-captured videos for each cluster.  Screen-
captured videos were selected for sequence of events analysis.  The students related to the 
videos were also selected for interviews.     
Findings from interviews from the pilot study enabled the researcher to explain to 
the students the context and general guidelines regarding the use of ILMs.  Preparing the 
students to use the module by guiding them in the aspects of it and how to use it was a 
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critical step in introducing them to ways in which the ILM can facilitate learning. 
Furthermore, retrospective interview sessions (Fraenkel & Wallen, 2009) were conducted 
to clarify or gather better information about the way students used the modules.  In this 
type of interview, the researcher gave the students an opportunity to review what they did 
while they were using the modules.  Students were asked about why they chose particular 
strategies, why they did not try some features, or why they spent only a brief amount of 
time on a specific feature of the module.  The researcher thought that this strategy was 
better than the interview design in the pilot study.  A summary of activities in pilot study 
is shown in Table 6.   
Table 6  
Summary of Activities in the Pilot Study 
Tasks Why How Results 
To conduct 
face validity 
test of the 
instruments 
To make sure 
students understand 
the statements and 
do not have 
different 
interpretations from 
the researcher 
regarding the 
statements in 
instruments 
 
Conduct interview 
sessions with 
students. 
The researcher identified some items that 
need to be reworded or improved as a result 
of feedback gathered from students.  
 
For the Computer Self-Efficacy 
questionnaire, an item, “I feel confident 
understanding terms/words relating to 
computer hardware” needs to be changed to 
“I feel confident understanding 
terms/words relating to computer hardware, 
for example computer processing unit, 
hard-drive, memory.”  
 
For the Self-Regulated Computer-Based 
Learning questionnaire, an item, “Learn the 
feedback” needs to be changes into “Think 
about the feedback.” 
To test the 
internal 
reliability of 
the 
instruments  
 
To investigate 
whether the 
instruments have 
good internal 
reliability scores 
 
Conduct internal 
reliability tests 
using SPSS to find 
Cronbach’s Alpha 
scores. 
 
The researcher successfully found and used 
the feature in SPSS called “Scale > 
Reliability Analysis” to test the internal 
reliability.  
 
While CSE components showed very high 
Cronbach’s Alpha scores, SRCBL 
components showed medium scores.  
(table continues) 
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Tasks Why How Results 
Data analysis 
and 
interpretation 
practice 
To learn how to 
analyze each source 
of data 
Practice using 
quantitative and 
qualitative 
technique of data 
analysis with 
emphasis on the 
qualitative part. 
The researcher successfully practiced using 
relevant SPSS features to analyze the data. 
For example, Wilcoxon tests were used to 
investigate the significant differences 
between CSE and Cognitive actions and 
Metacognitive strategies. 
 
 
The researcher found methods to analyze 
ILM screen-captured videos. For example, 
the researcher will analyze sequence of 
events by capturing time stamp of each 
event and the transition of SRL strategies. 
 
The researcher found a different technique 
to conduct interviews for the main study. 
Rather than selecting students based on 
suggestion from the teacher, interviewees 
will be selected based on clustering 
analysis. 
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CHAPTER IV  
RESEARCH METHODOLOGY 
The purpose of this research was to investigate high school students’ computer 
self-efficacy, cognitive actions, and metacognitive strategies in a self-regulated learning 
(SRL) framework while utilizing an interactive learning module.  The research used a 
mixed-methods approach to answer research questions.  Creswell (2003) defined a 
mixed-methods study as one that “involves the collection or analysis of both quantitative 
and/or qualitative data in a single study in which the data are collected concurrently or 
sequentially, are given a priority, and involve the integration of the data at one or more 
stages in the process of research” (p. 212).     
The mixed-methods approach provides an opportunity for the researcher to “draw 
from the strengths and minimize the weaknesses” of quantitative and qualitative methods, 
and also combine them into a research solution (Johnson & Onwuegbuzie, 2004, p. 15).  
The researcher gathered representative data by using a mixed-methods approach to better 
understand how students learn using ILM from a self-regulated learning perspective.  
Findings of quantitative data analysis suggested whose screen-captured ILM videos to 
analyze and to involve in interview sessions. 
Research Questions 
 This research was guided by the following research questions.  Each research 
question has a subquestion as listed below: 
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1. How is students’ computer self-efficacy related to cognitive actions and 
metacognitive strategies while using interactive learning modules? 
• Subquestion: What is the relative importance of computer self-efficacy 
with regards to its contribution toward students’ cognitive actions and 
metacognitive strategies while using interactive learning modules? 
2. How do students plan and monitor their cognitive actions, and regulate their 
monitoring strategies during learning with interactive learning modules? 
• Subquestion: How do high and low computer self-efficacy students plan 
and monitor their cognitive actions, and regulate their monitoring 
strategies during learning with interactive learning modules? 
Data Collection 
Participants and Research Setting 
School Selection. Two participating high schools included Logan High School 
and InTech Collegiate High School in Northern Utah, USA.  Logan High School was 
selected for this study due to its previous collaboration with Utah State University in 
developing the ILM.  The technology teacher at Logan High School was involved in the 
development of some modules and used them in computer programming classes.  In 
addition, InTech Collegiate High School was also selected due to its recognition as a 
school with technology-emphasized curricula.  Furthermore, the instructor of the class 
has worked enthusiastically with innovative activities to improve teaching and learning 
practices in classroom.  Both schools are in close proximity to Utah State University. 
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Participant Selection. Students at Logan High School who enrolled the Career 
and Technical Educational course (i.e., Programming 1A and Math 1) and students at 
InTech Collegiate High School who enrolled in a physics class were invited to participate 
in this study.  One hundred and thirteen students participated in this study.  The intent 
was that the relatively large number of student participants would improve the statistical 
analysis and degree of generalizability.  Student participants were informed of the 
purpose and methods of the project.  The participating students in this study received a $5 
honorarium.  An additional $5 was given to students who were selected for interview 
session. 
Sample Size Analysis. According to Cohen (1992), the number of participants in 
this study was sufficient (i.e., more than 85) to conduct correlational and significance 
tests in this study, with medium Effect Size at Power = .80 and significance criterion (α) 
at level .05. 
The participants in the research used the ILM while learning concepts related to 
STEM education, specifically computer science.  Three modules were selected to be used 
in this study by considering the relevance to this research and the subjects.  Discussions 
with two teachers from the high schools were facilitated during the summer 2012 to 
ensure the relevance and benefits of the ILM usage in their classes.  Participants were 
given a private account to access the computer in the technology class.  The instructor of 
the class explained particular concepts and asked the students to use the ILM to support 
their understanding about the concepts. 
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Instrumentations 
Questionnaires are widely used in educational research, specifically in self-
regulated learning.  Many studies use questionnaires because they are standardized and, 
therefore, more objective than other methods; the cost to collect the data from a large 
number of participants or wide geographical area is lower; and it enables a relatively 
quick data collection (Gall et al., 2007).  In addition, some publications and manuals of 
well-known instruments in metacognitive self-regulation have been cited hundreds of 
times.  The researcher used three questionnaires in this study: demographics, computer 
self-efficacy, and self-regulated computer-based learning questionnaires. 
Demographic questionnaire.  The questionnaire included: gender, age, ethnicity, 
class, GPA, the highest math class taken, and whether they were considering majoring in 
a field of engineering, technology, or computer science in college (Appendix A).   
Computer Self-Efficacy (CSE) questionnaire.  The researcher assessed 
students’ CSE by modifying the work of Durndell et al. (2000); the work was based on 
Torkzadeh and Koufteros (1994) and Murphy et al. (1989).  The CSE questionnaire has 
very high internal reliability scores.  The Cronbach’s Alpha scores of beginning skills (9 
items), advanced skills (10 items), file and software skills (6 items), and mainframe 
computer skills (3 items) were .93, 88, .90, and 95, respectively.  The questionnaire 
responses range from 1 to 5 (1 = not at all true of me to 5 = very true of me).   
The researcher used a modified instrument due to some irrelevant items based on 
the latest work conducted by Durndell et al. (2000; see Appendix B).  This instrument has 
a very high internal consistency coefficient: .95.  Cronbach’s Alpha scores for each factor 
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(i.e., beginning, advanced, and file and software skills) were not reported in the 
publication (Durndell et al., 2000).  The rapid development of computer technology has 
rendered the original items outdated for today’s students.  For example, the original 
questionnaire consisted of statements about mainframe computer (e.g., “logging onto a 
mainframe computer system,” “working on a mainframe computer”).  Currently, 
secondary-level students do not understand this terminology, and the researcher does not 
use such terms in the modified instrument.  A face-validity by involving high school 
students learning with the ILM has been conducted in a pilot study to select relevant 
items for secondary-level students.  Table 7 shows the original and modified items the 
CSE questionnaire. 
Table 7  
The Original and Modified Items of CSE Questionnaire  
Category Original items based on Durndell, 
Haag, & Laithwaite (2000) 
Modified items 
BEG I feel confident working on a personal 
computer (microcomputer) 
I feel confident working on a personal 
computer. 
FILSOF I feel confident getting the software up 
and running. 
SAME 
 
ADV I feel confident using the user’s guide 
when help is needed. 
SAME 
 
BEG I feel confident entering and saving data 
(numbers or words) into a file. 
SAME 
 
BEG I feel confident escaping (exiting) from 
the programme (software). 
I feel confident escaping (exiting) from 
the program (software). 
BEG I feel confident calling up a data file to 
view on the monitor screen. 
SAME 
 
ADV I feel confident understanding 
terms/words relating to computer 
hardware. 
 
I feel confident understanding 
terms/words relating to computer 
hardware, for example computer 
processing unit, hard-drive, memory. 
ADV I feel confident understanding 
terms/words relating to computer 
software. 
 
I feel confident understanding 
terms/words relating to computer 
software, for example Microsoft Excel, 
Notepad, Adobe Photoshop. 
(table continues) 
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Category Original items based on Durndell, 
Haag, & Laithwaite (2000) 
Modified items 
BEG I feel confident handling a floppy disc 
correctly. 
I feel confident handling a flash drive 
correctly. 
ADV I feel confident learning to use a variety 
of programmes (software). 
I feel confident learning to use a 
variety of programs (software). 
ADV I feel confident learning advanced skills 
within a specific programme (software). 
 
I feel confident learning advanced 
skills within a specific program 
(software). 
BEG I feel confident making selections from 
an on-screen menu. 
SAME 
 
ADV I feel confident using the computer to 
analyse number data. 
 
I feel confident using the computer to 
analyze number data. 
BEG I feel confident using a printer to make a 
“hardcopy” of my work. 
SAME 
 
FILSOF I feel confident copying a disc. I feel confident copying a flash drive. 
FILSOF I feel confident copying an individual 
file. 
SAME 
FILSOF I feel confident adding and deleting 
information from a data file. 
SAME 
BEG I feel confident moving the cursor 
around the monitor screen. 
SAME 
 
ADV I feel confident writing simple 
programmes for the computer. 
I feel confident writing simple 
programs for the computer. 
BEG I feel confident using the computer to 
write a letter or essay. 
SAME 
 
ADV I feel confident describing the function 
of computer hardware (e.g., keyboard, 
monitor, disc drives, computer 
processing unit). 
SAME 
 
ADV I feel confident understanding the 3 
stages of data processing: input, 
processing, output. 
SAME 
 
ADV I feel confident getting help for 
problems in the computer system. 
SAME 
 
BEG I feel confident storing software 
correctly. 
SAME 
FILSOF I feel confident explaining why a 
programme (software) will or will not 
run on a given computer. 
I feel confident explaining why a 
program (software) will or will not run 
on a given computer. 
ADV I feel confident using the computer to 
organise information. 
I feel confident using the computer to 
organize information. 
FILSOF I feel confident getting rid of files when 
they are no longer needed. 
SAME 
 
FILSOF I feel confident organising and 
managing files. 
I feel confident organizing and 
managing files. 
ADV I feel confident troubleshooting 
computer problems. 
SAME 
Note. BEG: beginning skills; ADV: advanced skills; FILSOF: files and software skills. 
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Self-Regulated Computer-Based Learning (SRCBL) questionnaire.  The 
development of a SRCBL instrument contextualized to the ILM is required.  Schunk 
(2001) argued that SRL skill and strategies are “highly context dependent” (p. 125).  
Butler and Cartier (2005) described SRL as a complex, situated, dynamic process 
capturing individual learning in context.  Because there is no instrument available to 
assess students’ metacognitive strategies while using the ILM, the researcher modified an 
instrument developed by Lawanto (2011), using Butler and Cartier’s SRL framework and 
focusing on cognitive and metacognitive dimensions of the framework (see Tables 8-11).  
Table 8  
Metacognitive Questionnaire –Planning Strategies by Lawanto (2011)  
 Before I begin the activity of learning and solving problems involving electric-circuits 
concepts in this class, I start by… 
 just reading the learning resources 
 planning my time 
 choosing a method for completing the problems 
 creating a strategy 
 checking the scope of the activity 
 
Table 9  
Metacognitive Questionnaire –Cognitive Actions by Lawanto (2011)  
 While I am learning and solving problems involving electric-circuits concepts in this class, I... 
 pay attention to underlined or bolded words in learning resources, if there are any 
 pay attention to important concepts 
 take notes on the important concepts 
 think about what I already know about the subject 
 draw conclusions from what I have learned 
 think of related examples 
 think of how I can apply the new learned concepts to solve a problem or respond to questions 
 find links between concepts 
 view instructional videos about new concepts 
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Table 10  
Metacognitive Questionnaire –Monitoring Strategies by Lawanto (2011)  
 When learning and solving problems involving electric-circuits concepts in this class, I... 
 judge the quality of my work 
 check now and then to see if my work is going well 
 check to make sure I have completed everything required for the activity 
 identify what I do and don’t understand 
 check whether I can describe the main topic of the subject 
 check that I have found all the important concepts 
 check what I can remember from what I learned 
 keep track of how much time I have to finish my work 
 ask myself whether my methods for solving problems are good 
 ask myself whether I will get a good grade 
 ask myself if I am concentrating well 
 check to make sure I come up with an answer that makes sense to me 
 
Table 11  
Metacognitive Questionnaire –Regulating Strategies by Lawanto (2011)  
 When I have difficulties learning and solving problems involving electric-circuits concepts in 
this class, I… 
 check to make sure I have completed everything required for the activity 
 review the difficult concepts again 
 try to make links between concepts 
 make links between concepts I am learning and problem I solved 
 try to memorize concepts 
 try to use better methods for working 
 think about how I could do this kind of activity better next time 
 
The 39-item SRCBL questionnaire consists of four constructs: planning strategies 
(7 items), cognitive actions (12 items), monitoring strategies (9 items), and regulating 
strategies (11 items). Measurement scales of the SRL questionnaire responses that 
represent cognitive actions and metacognitive strategies range from 1 to 4 (i.e., 1 = 
almost never, 2 = sometimes, 3 = often, and 4 = almost always).   
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The modified instrument was developed by conducting several steps.  First, the 
researcher performed a systematic review of self-regulated learning questionnaire items 
(Butler & Cartier, 2005; Lawanto, 2011) at the same time looking at students’ CSILM 
navigation in the first pilot study (fall 2011).  For the questionnaire (i.e., the Inquiry 
Learning Questionnaire) developed by Butler and Cartier (2005), the Cronbach’s alpha 
scores of planning strategies, cognitive actions, monitoring/fix-up strategies were .74, 
.77, and .84, respectively.  The internal reliability scores of the questionnaire (i.e., 
Metacognitive Survey Instrument) developed by Lawanto (2011) for planning strategies, 
cognitive actions, monitoring strategies, and regulating strategies were .64, .82, .87, and 
.80, respectively.  Second, a content validity (Norland, 1990) of the modified instrument 
was carried out by involving two doctoral students majoring Engineering Education and 
Technology Education, one high school math/computer programming, and one professor 
in the Computer Science Department.  The second iteration of content validity was 
conducted by involving three doctoral students majoring Engineering Education.  Third, a 
face-validity (Norland, 1990) was conducted in the second pilot study (spring 2012) to 
receive feedback from students who used the CSILM.  An internal reliability test showed 
a relatively high Cronbach’s alpha (.891) in the SRCBL questionnaire.  Tables 12-15 
show the complete SRCBL items.  The questionnaire items were presented with the 
rating scales in Appendix C.  Several SRCBL items are negatively worded and the scores 
submitted by the students need to be reversed before analyzed.  For example, if a student 
selected a 4 on a negatively worded item, the item score would become 1. 
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Table 12  
SRCBL –Planning Strategies 
 As I start engaging in a learning activity using the Interactive Learning Module, I… 
 work on the activity right away (REVERSED) 
 identify the objectives that I need to attain 
 think about the instructions 
 read learning materials (e.g., introduction page, description of a concept) 
 consider what I already know related to the activity I am dealing with 
 consider available time to complete the activity 
 determine appropriate strategies to complete the activity 
 
Table 13  
SRCBL –Cognitive Actions 
 When I am engaging in a learning activity using the Interactive Learning Module, I… 
 think about the best way to finish the activity as quickly as possible (REVERSED) 
 relate my activity to the objectives I want to achieve 
 follow the step-by-step guidance to complete the activity 
 take notes on concepts that I think are important 
 pay attention to the underlined, bolded, or colored words 
 memorize facts (e.g., symbols, terms) found on the learning materials 
 select a higher level of difficulty to ensure understanding of concepts 
 draw conclusions from what I have learned 
 allocate available time for each part of the activity 
 pay attention to facts (e.g., numbers, shapes, colors, names) on the module 
 changing some operations using clickable buttons on the module 
 create a sketch on a paper to come up with a solution 
 
Table 14  
SRCBL –Monitoring Strategies 
 While I engage in a learning activity using the Interactive Learning Module, I… 
 evaluate my progress to see if my work is going well 
 evaluate whether I attain the objectives 
 make sure that I follow the instructions 
 identify what I do not understand 
 judge how well I understand the concepts of this activity 
 keep track of how much time I have left to finish my work 
 evaluate how well I recognize facts (e.g., numbers, shapes, colors, names) on the module 
 think about the feedback from the module 
 evaluate whether the strategies I am using to complete the activity are appropriate 
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Table 15  
SRCBL –Regulating Strategies 
 While I engage in a learning activity using the Interactive Learning Module, I… 
 check whether my responses  make sense to me 
 complete the remaining parts of the activity to accomplish the objectives 
 reread the instructions 
 review the learning materials (e.g., introduction page, description of a concept) 
 review the knowledge I gather from this activity 
 ask for help 
 try to use my time better 
 think more thoroughly when looking at facts on the modules 
 find what information about the solution is helpful 
 try a different approach to determine a solution 
 stop working and give up (REVERSED) 
 
Procedures and the Modules 
Because this study involved data collection from human subjects, the Utah State 
University Institutional Review Board reviewed the research proposal to assess the issue 
of risk or legal harm and provided an approval for the study, #4897 (Appendix E).  
Appropriate guidelines were applied to administer the questionnaires.  The questionnaires 
were administered to participants with the same questions and in the same order to ensure 
validity.  The researcher also obtained permission from school principals (Appendices F 
& G) and a signed informed consent from the participants/participants’ guardian 
(Appendix H).  All activities in this study were carried out individually by the students.  
The participation was part of class activities, and the students were given a grade for their 
participation. 
As explained earlier, data collection included quantitative and qualitative data.  
The researcher gathered quantitative data from online CSE and SRCBL questionnaires, 
and qualitative data were collected using screen-captured videos and interviews.  
Information about the l
activity while using the modules 
the example of information about the activity on one of the collaborating high schools.
Figure 7. Information about links of online questionnaires posted on 
School’s website. 
 
Students needed to complete the surveys online
therefore, data collection was conducted in a classroom equipped with computers or a 
computer lab that had an 
online and learn with the interactive learning modules 
students did not use a username and password to access the online survey and the 
modules.  They were given an ID 
given an orientation to the research protocol.
both high schools completing data collection.
inks of the online questionnaires and instructions to capture the 
were posted on each school’s website.  
 and learn with online ILM; 
Internet connection.  The students need to fill in the surveys 
that are also available online.  The 
code to protect their privacy.  The students were also 
  Figure 8 shows a view of students from 
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Figure 7 shows 
 
 
Logan High 
Figure 8. Pictures of d
Participants were
a short demographic survey
questionnaires on the first day,
approximately within 25
completed the SRCBL.  Each survey could be completed within 10
Purposive sampling (Patton, 1990) was used to select
SRL awareness level among the participants by applying cluste
 
  
ata collection at two high schools. 
 expected to complete an online CSE questionnaire preceded by 
 on the first day of the data collection.  After completing the 
 participants were asked to use the learning
-35 minutes per module.  In addition, on the last day, students 
-
 students for interview
r analysis was used in the 
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 modules 
15 minutes.  
 sessions; 
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selection for screen-captured videos and interviews.  On average, interview sessions took 
20 minutes.   
In this study, the screen-capture software (i.e., Camstudio and RecordMyDesktop) 
were used to capture students’ activities while using the ILM.  While Camstudio, a 
Windows-based screen-capture software, was installed on computers at InTech Collegiate 
High School, RecordMyDesktop, a Linux-based software, was installed on computers at 
Logan High School.  There was no difference in terms of the quality of the screen-
captured videos between the two programs.  
Data regarding ILM navigation were gathered in selected class sessions in which 
the learning modules were investigated.  In addition, the interview sessions assessed 
students’ perceptions about their learning strategies.  The questions asked the students 
how they used features of the modules, arrived at solutions in a learning exercise, 
problem-solved, and what strategies they used (Appendix D).  Different questions were 
asked to selected participants, depending on how the researcher interpreted the findings 
from questionnaires and ILM screen-captured videos related to specific students.  
Interview sessions were recorded, transcribed, and analyzed to elicit a list of issues. 
This study focused on three ILM modules that represent some fundamental 
concepts in computer science: the Boolean Logic, Minimum Spanning Tree, and 
Modeling Using Graphs.  This study used these modules because the content and graphic 
representations are appropriate for secondary-level students and also relevant to 
programming, math, and physics classes.  The module features can capture students’ 
cognitive actions and metacognitive strategies.  A 5-minute (or more) introduction to the 
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problem in each ILM was provided at the beginning of activity.  Table 16 shows the 
features of these modules.   
Table 16  
Features of Interactive Learning Modules 
Features  Boolean logic Minimum 
spanning tree 
Modeling using 
graphs 
Reading materials  √ √ √ 
Instructions √ √ √ 
Exercise/task √ √ √ 
Different level of difficulty √ √ √ 
 
Boolean Logic module.  The Boolean Logic module focuses on teaching the 
function of Boolean operators.  Three examples of the module basic layout are shown in 
Figures 9-11.  Figure 9 shows text-based information that contains concepts about 
Boolean Logic.  In this phase, the students simply read the text.  The critical events that 
can be analyzed are how much time they spend in this page.  Figures 10 and 11 show 
how the students need to read the instructions before completing the exercises. 
The exercises help students learn Boolean Logic concepts by comparing a written 
Boolean expression and selected objects.  Students click the button “Check” to see 
whether their answer is correct.  Overall, the Boolean Logic module facilitates students to 
monitor their understanding by allowing them to redo any problem-solving task (e.g., 
using a new object) and trying different levels of difficulty.  The researcher recognized 
the Boolean Logic module as a structured learning exercise. 
Figure 9. Boolean Logic 
In this study, the researcher asked participants to work on three tasks: 
Instructions, Precedence, and Simplifying Expressions.  
participants were introduced 
Participants practiced the features of the module by following the instructions.  The 
students then moved to the next page, Precedence, to use parenthesis to control 
precedence.  The students 
in which they simplify complex Boolean expressions that yield
is an example of instructions that students 
Just like in mathematics, Boolean algebra can use parentheses to group expressions 
together.  Expressions enclosed in parentheses wil
absence of parentheses, there is a precedence between the operators &, |, and !.  See 
if you can discover it.
 
 
Add parentheses to the expression below to illustrate which operators apply to which 
operands. 
 
!hasRed | isTall & isRectangular
module (concept or learning material). 
On the Instructions page, 
to an instructional video and Boolean Logic operators.  
could work on a more advanced task, Simplifying Expressions
ed the same results.
received: 
l be evaluated first, but in the 
 
 (csilm.usu.edu) 
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, 
  Here 
Figure 10. Boolean Logic 
Figure 11. Boolean Logic 
Minimum Spanning Tree
shortest way between two points
The context of this module 
module (instructions). 
module (exercises). 
 module.  Shortest path algorithms involve finding the
; Minimum Spanning Trees involve minimal distances. 
is to minimize the total cost on all arcs, not 
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to find the shortest 
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path.  Minimum Spanning Trees are so termed because the sum of all arcs is minimized; 
the arcs span (or reach) all nodes; and the arcs form a multiway tree (as there is no reason 
to reach a node in more than one way).  
The aim of this module was to familiarize students with an algorithm concept.  In 
this module (see Figures 12 and 13), students were required to develop a sequence of 
steps to follow to find the cheapest network.  They were also asked to write the sequence 
of steps in the spaces provided on the right side and then try them out on a new map or a 
map with a higher difficulty rating.  Three different difficulty levels were available in this 
module: easy, medium, and hard.  The participants needed to read the instructions as 
shown below to be able to complete the exercise on this module: 
The government has decided that to save money they will only build enough roads 
so that each city can be reached from every other city in some round-about way. 
 
Your job is to find the cheapest way to create a network of roads that connects all 
of the cities on the map. 
 
Possible roads are displayed as black lines with their associated cost listed at the 
road’s midpoint. Click on that line to select the road.  The cost of that road is then 
added to your current project total located at the top right corner of the map. 
Once you think you have created the cheapest road network, click “Check 
Solution.” 
 
Try to develop a sequence of steps you can follow to find the cheapest network. 
Write these steps down in the spaces provided on the right side and then try them 
out on the right side. Next, try them out on a new map or a map with a higher 
difficulty rating.  These steps to solving a problem are known collectively as an 
algorithm. 
 
Once you’ve had enough, click “Next Phase” to continue on. (csilm.usu.edu) 
 
Figure 12. Minimum S
Figure 13. Minimum S
Modeling Using Graphs 
physics, and computer science
panning Tree module (concept or learning material
panning Tree module (exercise). 
module.  Graphs are widely used in mathematics, 
; they are helpful to create a model about information.  
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). 
 
Graphs are diagrams with nodes and edges. 
to understand how to model a problem using a graph
problems: modeling a problem,
path problem.  It has a working space in the middle area, and a panel on the left side of 
the module is used to select appropriate nodes or make an arc to connect two nodes. 
Figures 14 and 15 below 
Here is an example of instructions that students need
When we model a problem using a graph, we ask ourselves:
  
What do nodes represent?
 
Using the ILMS tool, design a model for the following problem:
 
Jo, Sally, Sam, and Ed come to your house.  You have five different candy bars:  
Junior Mints, Cadbury, Almond Joy, Mint Pattie, Bun.
 
Not everybody likes all kinds. You want to know who likes which can
can give everybody a candy bar they like.
 
When you have your
Figure 14. Modeling U
 The goal of providing students this module is 
.  This module 
 a matching problem, another matching problem, and a 
show the screenshots of the modeling using graphs 
ed to follow while using 
 
 What do arcs represent? 
 
 What are the nodes? What are the arcs? 
 model, hit Submit. (csilm.usu.edu) 
sing Graphs module (concept and learning material
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has different types of 
 
module.  
it: 
 
dy bars - so you 
 
 
). 
Figure 15. Modeling U
Before the researcher conducted data analyses to answer the research questions, 
data collected were analyzed to handle missing data and examine data homogeneity.  The 
researcher needed to handle the missing items because they could reduce the power of the 
analysis.  Hot deck imputation was used 
(2011).  Furthermore, the rationale to investigate data homogeneity before applying any 
statistical technique was twofold.  First, according to Butler and Cartier (2005
student brings his or her previous experience and perceptions to any academic activity.  
Participating students in this study came from different schools and were enrolled in 
different classes.  While participants from Logan High School were enroll
programming and math classes, participants from InTech Collegiate High School were 
enrolled in physics class.  It is also important to note that both programming and math 
sing Graphs module (exercise). 
Data Analysis 
to deal with missing data as suggested by 
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Myers 
) every 
ed in 
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classes were taught by the same teacher, and both classes also had similar characteristics 
in that they emphasized the use of logic.  However, it is not the intention of this study to 
examine differences of students’ computer self-efficacy, cognitive actions, and 
metacognitive strategies from a school or class perspective.  Second, having homogenous 
data is essential for sample representation, as stated by Schutt (2012), “The more 
homogeneous the population, the more confidence we can have in the representativeness 
of a sample of any particular size” (p. 158). 
 
Addressing Research Question #1 
 
The first research question of this study was, how is students’ computer self-
efficacy related to cognitive actions and metacognitive strategies while using interactive 
learning modules? To answer this research question data from the computer self-efficacy 
(CSE) and self-regulated computer-based learning (SRCBL) questionnaires were 
evaluated as follows: First, the mean values of CSE and SRCBL items were calculated 
using descriptive statistics that were used “to describe and summarize the properties of 
the mass of data collected from the respondents” (Gay & Airasian, 2000, p. 437).  
Second, Pearson correlation tests were conducted to measure the relationships between 
CSE and cognitive actions, and between CSE and metacognitive strategies.   
The research question #1 has a subquestion, what is the relative importance of 
computer self-efficacy with regards to its contribution toward students’ cognitive actions 
and metacognitive strategies while using interactive learning modules? To address the 
subquestion, regression tests were carried out to investigate whether CSE predicted 
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students’ cognitive actions and metacognitive strategies.  Interpretations of the results 
were also elaborated.  The researcher hypothesized that the CSE are correlated positively 
with both cognitive actions and metacognitive strategies. 
 
Addressing Research Question #2 
 
The second research question of this study was, how do students plan, monitor, 
and regulate their strategies during learning with interactive learning modules? To 
answer this research question, the researcher analyzed quantitative data of all 
participating students.  Descriptive statistics of students’ cognitive actions and 
metacognitive strategies were calculated.  Following an approach used by Lawanto et al. 
(2013) in interpreting survey results regarding students’ cognitive actions and 
metacognitive strategies, the researcher interpreted scores on the strategies including low-
to-moderate, if they fell between 1.00 and 2.75 on the 4-point scale, and moderate-to-
high if they fell between 2.76 and 4.00.  In addition, a series of paired t tests was 
conducted to evaluate whether gaps between SRL features were significant.   
The research question #2 has a subquestion, how do high and low computer self-
efficacy students plan and monitor their cognitive actions, and regulate their monitoring 
strategies during learning with interactive learning modules? To address the 
subquestion, the researcher analyzed both quantitative and qualitative data (see Figure 
16).  A cluster analysis was conducted to determine groups of students who reported high 
and low CSE.  The cluster analysis approach of self-regulated learning strategies 
conducted by Butler and Cartier (2005) was adjusted for the purposes of this study.  The 
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objective of cluster analysis is to find groups of students who responded similarly on the 
questionnaires.  In this study, the researcher did not have the same dimensions of self-
regulated learning strategies as those used by Butler and Cartier.  Dimension is a subset 
of each strategy.  For example, Butler and Cartier used the strategies of inquiry, task 
management, and help as dimensions. 
A hierarchical cluster analysis using Ward’s method was used in the cluster 
analysis to find relatively homogeneous clusters based on measured parameters (Burns & 
Burns, 2008).  The cluster analysis of this study was conducted by considering students’ 
computer self-efficacy, and was essential to investigate in more detail how students’ 
computer self-efficacy related to cognitive actions and metacognitive strategies.  By 
using this approach, the researcher expected to describe students’ cognitive actions and 
metacognitive strategies based on their computer self-efficacy.  Results of the cluster 
analysis were also used to determine which screen-captured videos to analyze and the 
students to be interviewed. 
 
    
 
Activity 
 
 
    
Procedure Survey instruments  (n 
= 100) 
Recorded ILM-student 
interaction 
 
Data Screening 
Frequencies 
SPSS quantitative software 
v. 12 
ILM sequence of events 
analysis 
Cluster analysis 
Interpreting of the results 
Recorded interview 
(followed up data 
collection based on 
previous data analysis) 
 
Thematic analysis 
Interpreting of the results 
 
Product Numeric data 
Screen captured videos 
 
Descriptive statistics  
Parametric and 
nonparametric statistics 
Clusters of students 
List of sequence of events 
and sequence of events 
diagrams 
(Graphical/visualization 
models) 
Text data (interview 
transcripts) 
 
Issues 
Interpreted results  
 
 
Figure 16. Visual model for mixed methods design procedures. 
QUAN & QUAL 
Data Collection 
QUAN & QUAL  
Data Analysis 
QUAL                     
Data Collection 
QUAL  
Data Analysis 
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Descriptive statistics of cognitive actions and metacognitive strategies for both 
groups of students were calculated.  Paired t tests and Wilcoxon tests were used to 
examine how students executed plans, monitored cognitive actions, and regulated 
monitoring strategies.  The researcher focused the gaps analysis efforts on three pairs of 
SRL features: planning strategies – cognitive actions, cognitive actions – monitoring 
strategies, and monitoring – regulating strategies.  The analysis was based on the way 
the researcher constructed the SRCBL questionnaire.  During the development process of 
the questionnaire, cognitive actions were used as a baseline to construct planning and 
monitoring strategies.  In addition, regulating strategies were developed by considering 
monitoring strategies items.  Mann-Whitney tests were used to investigate whether 
significant differences existed in cognitive actions, planning, monitoring, and regulating 
strategies between high and low CSE groups.   
The researcher conducted a triangulation process to confirm the QUAN-QUAL 
research question (Creswell, 2003; Creswell & Plano Clark, 2011; Gall et al., 2007).  As 
suggested by other researchers (e.g., MacLeod et al., 1996; Sarac & Karakelle, 2012; van 
Hout-Wolters, 2000; Veenman, 2005), it is essential to combine multiple sources of data 
using both online and offline approaches to assess metacognition or self-regulated 
learning strategies.  The essence of this process was to enrich the understanding of a 
particular phenomenon by using multiple sources of data (Boyd, 2001; Jick, 1979).  
Selected students for ILM screen-capture analysis and audio-taped interview sessions 
were chosen based on the results of the cluster analysis.  Data gathered from screen-
captured videos and interviews were used for completeness of questionnaire findings.  To 
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maintain the anonymity of the participants while presenting the data analysis, the 
researchers assigned fictitious names.   
  In this study, traces of student activity while using the interactive learning 
modules (i.e., learning artifacts) were used to explain the findings from students’ self-
reports.  The questionnaires, ILM screen-captured videos, and interviews were 
triangulated for evidence of the relationships between cognitive actions, planning, 
monitoring, and regulating strategies.  Results gathered from quantitative data analysis 
were explained further with ILM sequence of events and issues from interviews. 
The enriched data analysis technique for the screen-captured video used in the 
pilot study was used.  Results of the screen-captured video analysis were used to 
investigate how cognitive actions were planned and monitored, also how monitoring 
strategies were regulated.  Navigations of ILM screen-captured video were first parsed 
into events, an event being every single movement of ILM navigation captured.  Two 
graduate students from the Department of Engineering Education at Utah State 
University who had already taken the cognition class agreed to help transcribe the ILM 
navigation into events with a time stamp.   
The graduate students/assistants received training provided by the researcher to 
become acquainted with the objectives of the research, cognitive actions, and 
metacognitive strategies.  The researcher explained the correct way to assign a time 
stamp to each event.  The assistants were given screen-captured videos and spreadsheet 
files.  The spreadsheet files contained information regarding the list of events for each 
module (Appendices I, J, & K).  The researcher asked the assistants to view the screen-
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captured videos before providing a time stamp for each event, and the assistants were 
encouraged to view all of the activities captured on the videos before they began the 
transcription.  Due to the amount of the work, only one graduate student agreed to help 
the researcher in conducting a coding process that assigns an event or a sequence of 
events into an appropriate code.  The data were coded into four categories: planning 
strategies, cognitive actions, monitoring strategies, and regulating strategies (see Table 
17). 
Table 17 
Coding Scheme and Description 
Code Description of code 
Planning strategies Read learning materials, view instructional videos, read instructions 
Cognitive actions Work on problem-solving tasks available in the modules 
Monitoring strategies Check answers related to problem-solving tasks available in the modules 
Regulating strategies Adjust any strategy when encounter difficulties, respond to any feedback 
received in the modules 
 
An analysis of interview sessions was also used to answer this research question. 
Interview sessions provided an opportunity to better understand the way students learn 
using the ILM.  The questions were adapted and derived from previous research on 
metacognitive self-regulated learning (Nandagopal, 2006; Zimmerman & Martinez-Pons, 
1986).  Interview sessions were carried out after the researcher found cases through a 
cluster analysis and evaluated the ILM screen-captured videos of targeted participants.  
All interviews were audio-taped, transcribed, and analyzed to report a list of issues.  
Computer self-efficacy, planning strategies, cognitive actions, monitoring strategies, and 
regulating strategies were used to categorize selected students’ comments into issues or 
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themes.  Additional issues related to students’ perception regarding ILM features were 
also reported.  Interview questions are listed in Appendix D. 
Triangulation of the current study followed the procedure suggested by Casey and 
Murphy (2009).  The procedure consists of two major stages: sorting or preparing the 
data, and generating completeness (see Table 18).  The first stage, sorting the data, 
ensures data collected are ready for analysis.  Several steps must be conducted such as: 
involving only valid data from the questionnaire ensuring all screen-captured videos are 
stored and ensuring all audio-recorded interviews are transcribed.  In the second step, 
generating completeness, data analysis was conducted across multiple sources of data. 
Table 18  
Sorting/Preparing the Data 
Cluster Questionnaire Screen-captured videos Interview 
High cluster  Participants A, B, C Videos A, B, C Interviewees A, B, C 
Low cluster  Participants X, Y, Z Videos X, Y, Z Interviewees X, Y, Z 
Note. The number of participants in high and low clusters depends on the calculation of cluster analysis. 
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CHAPTER V  
FINDINGS 
This chapter presents the findings of the study.  The findings are organized into 
two major sections; each section addresses one of the research questions.  In the first 
section, I report on the correlation between students’ computer self-efficacy and cognitive 
actions and metacognitive strategies while using interactive learning modules.  In the 
second section, I present the findings regarding how students plan and monitor their 
cognitive actions, and regulate their monitoring strategies during learning with interactive 
learning modules. 
 
Dealing with Missing Data 
 
 Sometimes researchers cannot gather all of the data they expect to obtain during 
their study.  This phenomenon occurs for several reasons, such as losing the collected 
data or attrition of some participants, the latter of which may occur because they either do 
not participate in all research activities or they miss one or more activities required by the 
research.  The current study included 17 sets of missing data.  Also, 7 students from 
InTech Collegiate High School and 10 students from Logan High School did not 
complete the SRCBL questionnaire (see Tables 19 and 20 for details). 
The use of hot deck imputation algorithm (Myers, 2011) successfully filled in 
nine sets of missing data.  By conducting hot deck imputation on SPSS statistical 
software, the available data sets then numbered 105.  After completing the process, the 
researcher checked the irregularities of the data.  Five sets of data were deleted because 
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the students provided the same responses for all questionnaire items.  For example, any 
set of CSE questionnaire data with the response 5 for all 29 items would be excluded 
from the analysis.  The remaining 100 sets of data were used for analyses in this study. 
Table 19  
Complete Participants (n = 113) 
School Demographic & CSE questionnaire 
(n) 
SRCBL questionnaire 
(n) 
InTech Collegiate High School 42 35 
Logan High School 71 61 
 
Table 20  
Missing Data 
School Demographic & CSE questionnaire 
(n) 
SRCBL questionnaire 
(n) 
InTech Collegiate High School 0 7 
Logan High School 0 10 
 
Participants’ Demographic Information 
 
 An analysis of the demographic questionnaire provided a description about study 
participant characteristics including gender, age, ethnicity, class, GPA, the highest math 
class already taken, and whether they were considering majoring in a field of 
engineering, technology, or computer science in college.  The participants in this study 
were 100 students (77 males and 23 females) enrolled in programming and math classes 
at Logan High School and a physics class at InTech Collegiate High School during the 
spring 2013 semester.  Forty-three percent were sophomores, followed by juniors (21%), 
freshmen (20%), and seniors (16%).  The majority of the participants were 17 or less 
years of age (93%), with 
had a GPA 3.00 or higher. 
considering majoring in a field of en
addition, the graphs below summarize participants’ information regarding ethnicity
highest level of math course taken/currently taking
Figure 17. Percentage 
Figure 18. Percentage of highest level of math course taken
 
Caucasian
62%
Native 
American
2%
Mixed Racial
5%
Geometry
27%
Trigonometry
/
Pre-Calculus
14%
AP Calculus
9%
a few in the 18-19 (7%) range.  About 62% of the participants 
 According to the findings, about 66% participants 
gineering, technology, or computer science.  In 
 (see Figures 17-
 
of ethnic representation of participants. 
 
/currently taking
Hispanic
20%
African 
American
1%
Asian 
American
8%
International 
Student
2%
Algebra 1
12%
Algebra 2
34%
None
4%
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Internal Reliability of Questionnaires 
 
The internal reliability of computer-self efficacy (CSE) and self-regulated 
computer-based learning (SRCBL) questionnaires were examined using Cronbach’s 
Alpha (Brown, 2002; Cronbach, 1951) to measure the reliability of a number of items 
under one category in a questionnaire.  Both CSE and SRCBL questionnaires had very 
high internal consistency coefficients.  The Cronbach’s Alpha scores of CSE and SRCBL 
questionnaires were .88 and .95, respectively.  On subscale level, planning strategies 
showed a low internal reliability score compared to other subscales of the SRCBL 
questionnaire.  This might be caused by a low relationship between items of planning 
strategies.  In addition, the planning strategies subscale only has five items; the lowest 
number compared with other subscales (Tavakol & Dennick, 2011).  However, the 
Cronbach’s Alpha score of planning strategies is acceptable according to the rule of 
thumb proposed by George and Mallery (2003) and Kline (1999).  Due to this limitation, 
the readers should interpret the findings with caution.  Tables 21 and 22 show detailed 
information regarding the internal consistency coefficients of CSE and SRCBL 
questionnaires. 
Table 21  
Internal Consistency Coefficients of CSE Questionnaire (n = 100) 
Category Cronbach’s alpha N of Items 
All items .954 29 
Beginning skills .866 10 
Advanced skills .919 12 
File and software skills .813 7 
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Table 22  
Internal Consistency Coefficients of SRCBL Questionnaire (n = 100) 
Category Cronbach’s alpha N of Items 
All items .942 39 
Cognitive actions .812 12 
Metacognitive strategies .927 27 
- Planning strategies .694 7 
- Monitoring strategies .878 9 
- Regulating strategies .814 11 
 
 
Data Homogeneity 
  
Before conducting statistical analyses to answer the research questions, the 
researcher investigated whether the data were homogeneous.  The process was essential 
because the participants were from different schools and classes.  It was not the intention 
of the study to investigate differences in computer self-efficacy, cognitive actions, and 
metacognitive strategies between schools or classes.  Because the number of participants 
enrolled in math class was small (i.e., only 4% of participating students), the data 
homogeneity investigation considered only the element of school as a differentiation 
factor.  Data from CSE and SRCBL questionnaires were used in the analysis to 
investigate whether differences existed among the participants.  The findings revealed 
that there was no significant difference between Logan and InTech Collegiate High 
Schools insofar as their computer self-efficacy (Z = -.792, p = .428), cognitive actions (Z 
= -.021, p = .983), planning (Z = -1.071, p = .284), monitoring (Z = -.266, p = .791), 
regulating (Z = -.077 p = .994), and overall metacognitive strategies (Z = -.329, p = .742).  
In summary, these findings suggested that the data collected from both schools were 
homogeneous. 
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Students’ Computer Self-Efficacy, Cognitive Actions, and Metacognitive Strategies 
While Using Interactive Learning Modules 
 This section addresses the first research question, “How is students’ computer 
self-efficacy related to cognitive actions and metacognitive strategies while using 
interactive learning modules?” and the subquestion, “What is the relative importance of 
computer self-efficacy with regards to its contribution toward students’ cognitive actions 
and metacognitive strategies while using interactive learning modules?”  To answer the 
questions, the researcher analyzed computer self-efficacy and self-regulated computer-
based learning questionnaires.  This section begins with a description of study 
participants through an analysis of demographic statistics. 
 
Descriptive Statistics of CSE, Cognitive Actions, and Metacognitive Strategies   
 
 Descriptive statistics of students’ CSE, cognitive actions, and metacognitive 
strategies were calculated separately.  Table 23 presents students’ CSE that consists of 
their beginning, advanced, and file and software skills.  The scores of CSE questionnaire 
range from 1 to 5 (i.e., 1 = not at all true of me to 5 = very true of me).  The findings 
suggested that the students achieved the highest average score on beginning skills (M = 
4.539; SD = 0.519) than advanced (M = 4.121; SD = 0.725) and file and software skills 
(M = 4.343; SD = 0.641). 
Table 24 shows the descriptive statistics of students’ cognitive actions while using 
the interactive learning modules.  The scores from the SRCBL questionnaire ranged from 
1 to 4 (i.e., 1 = almost never, 2 = sometimes, 3 = often, to 4 = almost always).  The  
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Table 23  
Descriptive Statistics of Students’ CSE (n = 100) 
Statement M SD 
All items (n item = 29) 4.319 0.602 
 
Beginning skills (n item = 10) 
 
4.539 
 
0.519 
I feel confident… 
working on a personal computer. 
 
4.570 
 
0.756 
entering and saving data (numbers or words) into a file. 4.550 0.757 
escaping (exiting) from the program (software). 4.610 0.827 
calling up a data file to view on the monitor screen. 4.250 0.925 
handling a flash drive correctly. 4.550 0.796 
making selections from an on-screen menu. 4.510 0.835 
using a printer to make a “hardcopy” of my work. 4.570 0.795 
moving the cursor around the monitor screen. 4.850 0.435 
using the computer to write a letter or essay. 4.730 0.566 
storing software correctly. 4.200 0.899 
 
Advanced skills (n item = 12) 
 
4.121 
 
0.725 
I feel confident… 
using the user’s guide when help is needed. 
 
3.960 
 
0.942 
understanding terms/words relating to computer hardware, for example computer 
processing unit, hard-drive, memory. 
3.910 1.055 
understanding terms/words relating to computer software, for example Microsoft 
Excel, Notepad, Adobe Photoshop. 
4.290 0.902 
learning to use a variety of programs (software). 4.400 0.829 
learning advanced skills within a specific program (software). 4.100 1.040 
using the computer to analyze number data. 4.120 0.924 
writing simple programs for the computer. 3.850 1.258 
describing the function of computer hardware (e.g., keyboard, monitor, disc drives, 
and computer processing unit). 
4.290 0.868 
understanding the three stages of data processing: input, processing, and output. 4.030 1.096 
getting help for problems in the computer system. 4.360 0.811 
using the computer to organize information. 4.340 0.956 
troubleshooting computer problems. 3.810 1.178 
 
File and software skills (n item = 7) 
 
4.343 
 
0.641 
I feel confident… 
getting the software up and running. 
 
4.280 
 
0.996 
copying a flash drive. 4.300 1.096 
copying an individual file. 4.600 0.711 
adding and deleting information from a data file. 4.530 0.731 
explaining why a program (software) will or will not run on a given computer. 3.710 1.157 
getting rid of files when they are no longer needed. 4.520 0.838 
organizing and managing files. 4.460 0.892 
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findings indicated that students had a moderate-to-high awareness of planning (M = 
2.952, SD = 0.610), monitoring (M = 2.912, SD = 0.619), and regulating (M = 2.891, SD 
= 0.542) their actions.  On the other hand, in general, the students reported a low-to-
moderate awareness of executing their plans into actions (M = 2.718, SD = 0.590). 
An analysis of the questionnaire data on cognitive actions revealed that the 
students reported a moderate-to-high awareness by following the step-by-step guidance to 
complete the activity; paying attention to the underlined, bolded, or colored words; 
memorizing facts (e.g., symbols, terms) found on the learning materials; drawing 
conclusions from what they have learned; paying attention to facts (e.g., numbers, shapes, 
colors, names) on the module; and changing some operations using clickable buttons on 
the module. 
Table 24  
Descriptive Statistics of Students’ Cognitive Actions (n = 100) 
Statement M SD 
All items (n item = 12) 
When I am engaging in a learning activity using the ILM, I… 
2.718 0.590 
think about the best way to finish the activity as quickly as possible 
(REVERSED) 
2.040 0.828 
relate my activity to the objectives I want to achieve 2.690 0.870 
follow the step-by-step guidance to complete the activity 2.910 0.843 
take notes on concepts that I think are important 2.320 0.958 
pay attention to the underlined, bolded, or colored words 3.080 0.902 
memorize facts (e.g., symbols, terms) found on the learning materials 2.790 0.942 
select a higher level of difficulty to ensure understanding of concepts 2.680 0.946 
draw conclusions from what I have learned 2.760 0.928 
allocate available time for each part of the activity 2.630 0.953 
pay attention to facts (e.g., numbers, shapes, colors, names) on the module 3.210 0.757 
changing some operations using clickable buttons on the module 2.940 0.879 
create a sketch on a paper to come up with a solution 1.960 1.005 
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According to the findings presented in Table 25, the students reported a low-to-
moderate awareness of their planning on only two items: “work on the activity right 
away” and “consider available time to complete the activity.”  The students also reported 
difficulty in dealing with time management as evidenced by the fact that they scored low-
to-moderate on keeping track of how much time they had left to finish their work.  
Furthermore, the students reported a low-to-moderate awareness of regulating strategies 
on three items: “review the learning materials (e.g., introduction page, description of a 
concept),” “review the knowledge I gather from this activity,” and “ask for help.” 
Table 25  
Descriptive Statistics of Students’ Metacognitive Strategies (n = 100) 
Statement M SD 
All metacognitive items (n item = 27) 2.893 0.499 
 
Planning strategies (n item = 7) 
As I start engaging in a learning activity using the ILM, I… 
 
2.952 
 
0.610 
work on the activity right away (REVERSED) 1.930 0.756 
identify the objectives that I need to attain 3.010 0.800 
think about the instructions 3.020 0.834 
read learning materials (e.g., introduction page, description of a concept) 2.960 0.860 
consider what I already know related to the activity I am dealing with 3.000 0.899 
consider available time to complete the activity 2.700 1.043 
determine appropriate strategies to complete the activity 3.010 0.868 
 
Monitoring strategies (n item = 9) 
While I engage in a learning activity using the ILM, I… 
 
2.912 
 
0.619 
evaluate my progress to see if my work is going well 2.760 0.928 
evaluate whether I attain the objectives 3.010 0.906 
make sure that I follow the instructions 3.110 0.813 
identify what I do not understand 3.100 0.794 
judge how well I understand the concepts of this activity 2.990 0.772 
keep track of how much time I have left to finish my work 2.580 0.994 
evaluate how well I recognize facts (e.g., numbers, shapes, colors, names) on the 
module 
2.880 0.832 
think about the feedback from the module 2.860 0.894 
evaluate whether the strategies I am using to complete the activity are appropriate 3.000 0.821 
 
(table continues) 
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Statement M SD 
Regulating strategies (n item = 11) 
While I engage in a learning activity using the ILM, I… 
2.891 0.542 
check whether my responses  make sense to me 3.110 0.841 
complete the remaining parts of the activity to accomplish the objectives 3.060 0.866 
reread the instructions 3.010 0.893 
review the learning materials (e.g., introduction page, description of a concept) 2.700 0.785 
review the knowledge I gather from this activity 2.710 0.851 
ask for help 2.580 1.049 
try to use my time better 2.770 0.835 
think more thoroughly when looking at facts on the modules 2.920 0.810 
find what information about the solution is helpful 3.060 0.798 
try a different approach to determine a solution  3.060 0.839 
stop working and give up (REVERSED) 3.325 1.038 
 
 
Relationships between Computer Self-Efficacy, Cognitive Actions,  
and Metacognitive Strategies 
 
Correlation tests were conducted using the Pearson test to measure the 
relationships between CSE and cognitive actions, and between CSE and metacognitive 
strategies of high school students while engaged in interactive learning modules (see 
Table 26).  A Pearson correlation analysis showed a significant positive correlation 
between CSE and cognitive actions, r(100) = .176, p < .05.  A correlation analysis also 
showed that there was a significant positive correlation between advanced skills 
component of the CSE and cognitive actions, r(100) = .185, p < .05. 
A Pearson correlation analysis showed no significant correlation between CSE 
and overall metacognitive strategies, r(100) = .121, p = .115.  A further analysis was 
conducted to investigate whether a significant correlation existed between CSE and the 
components of metacognitive strategies.  A correlation analysis showed significant 
positive relationships between CSE and planning strategies, r(100) = .176, p < .05, and 
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between beginning skills component of CSE and planning strategies, r(100) = .186, p < 
.05.   
Table 26  
Correlation Matrix between CSE, Cognitive Actions, and Metacognitive Strategies  
 
Cognitive 
actions 
Overall 
metacognitive 
strategies 
Planning 
strategies 
Monitoring 
strategies 
Regulating 
strategies 
 
r p r p r P r p r p 
Overall CSE .176* .040 .121 .115 .176* .040 .118 .121 .066 .256 
CSE – beginning skills .140 .082 .130 .099 .186* .032 .138 .086 .066 .278 
CSE – advanced skills .185* .032 .108 .143 .164 .051 .083 .206 .063 .266 
CSE – file and software 
skills  
.163 .053 .126 .106 .152 .066 .138 .086 .067 .255 
Note: Sig. (1-tailed), * p < .01, ** p < .05. 
 
 
The Relative Importance of Computer Self-Efficacy with Regards to Its 
Contribution Toward Students’ Cognitive Actions and Metacognitive Strategies 
 
A multiple linear regression analysis confirmed the findings of the correlation 
analysis.  However, readers should interpret the findings carefully because there was no 
statistical significance found.  The analysis revealed that CSE components were not 
significant predictors of cognitive actions.  The results of the regression analysis showed 
that the three CSE components (i.e., beginning, advanced, and file and software skills) 
explained only 3.40% of the variance [R2 = .034, F(3, 96) = 1.115, p = .347].  Although 
not significant, advanced skills had the highest Beta value [β =.181, t(96) = -.280, p = 
.780] compared to beginning [β = -.065, t(96) = -2.80, p = .367] and file and software 
skills [β =.060, t(96) = .216, p = .829].  These findings suggested that there are other 
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factors that might contribute more to student cognitive actions while using interactive 
learning modules and should be investigated in future research. 
A multiple linear regression analysis was also conducted to investigate the 
relative importance of students’ CSE toward metacognitive strategies.  Data analysis 
revealed that CSE was not a significant predictor of planning strategies.  The results of 
the regression analysis showed that the three CSE components explained only 3.90% of 
the variance [R2 = .039, F(3, 96) = 1.302, p = .278].  Although not significant, beginning 
skills had the highest Beta value [β =.250, t(96) = 1.084, p = .281] when compared to 
advanced [β = .111, t(96) = .556, p = .580] and file and software skills [β = -.169, t(96) = 
-.612, p = .542].   
The analysis also found that CSE was not a significant predictor of monitoring 
strategies.  The results of the regression analysis showed that the three CSE components 
explained only 2.50% of the variance [R2 = .025, F(3, 96) = .837, p = .477].  Although 
not significant, file and software skills had the highest Beta value [β =.186, t(96) = .669, 
p = .505] compared to beginning [β = -.088, t(96) = .378, p = .706] and advanced skills [β 
= -.148, t(96) = -.738, p = .462].   
Furthermore, the findings revealed that CSE was not a significant predictor of 
regulating strategies.  The results of the regression analysis showed that the three CSE 
components explained negative 2.70% of the variance [R2 = -.027, F(3, 96) = .147, p = 
.931].  Although not significant, file and software skills had the highest Beta value [β 
=.051, t(96) = .182, p = .856] when compared to beginning [β = -.004, t(96) = -.018, p = 
.986] and advanced skills [β =.022, t(96) = .110, p = .913].  These findings suggested that 
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there are other factors that might contribute more to student planning, monitoring, and 
regulating strategies while using interactive learning modules and should be investigated 
in future research. 
Understanding Students’ Cognitive Actions and Metacognitive Strategies During 
Learning with Interactive Learning Modules 
 This section addressed the second research question, “How do students plan and 
monitor their cognitive actions, and regulate their monitoring strategies during learning 
with interactive learning modules?” and the subquestion, “How do high and low 
computer self-efficacy students plan and monitor their cognitive actions, and regulate 
their monitoring strategies during learning with interactive learning modules?” An 
analysis of descriptive statistics and paired t-tests was used to address the research 
question.  Moreover, quantitative and qualitative data analyses were conducted to answer 
the subquestion including:  (1) grouping students’ using a cluster analysis based on their 
computer self-efficacy; (2) conducting statistical analyses by involving high and low CSE 
groups and selected cases; and (3) analyzing qualitative data from screen-captured videos 
and interviews by involving selected students. 
   
Cognitive Actions and Metacognitive Strategies of All Participants  
During Learning with Interactive Learning Modules 
  
Profiles of students’ cognitive actions and metacognitive strategies based on their 
computer self-efficacy were analyzed using descriptive statistics and a paired t test.  The 
analyses of SRCBL questionnaire results suggest that students had a moderate-to-high 
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awareness of planning, monitoring, and regulating strategies.  Although students had 
relatively higher scores on metacognitive strategies, in general, the participants showed 
low-to-moderate on their cognitive actions.  In general, the students emphasized planning 
strategies above other strategies and cognitive actions when using the interactive learning 
modules (see Table 27). 
Table 27  
Descriptive Statistics of Cognitive Actions and Metacognitive Strategies of All 
Participants (n = 100) 
Participant Planning 
strategies 
Cognitive 
actions 
Monitoring 
strategies 
Regulating 
strategies 
 M (SD) M (SD) M (SD) M (SD) 
All participants 2.952 (0.610) 2.718 (0.590) 2.922 (0.599) 2.891 (0.542) 
 
 
A series of paired t tests (2-tailed) was conducted to evaluate whether gaps 
between SRL features were significant.  The results indicated significant differences 
between planning strategies and cognitive actions (t = 5.967, p < .001), cognitive actions 
and monitoring strategies (t = -5.418, p < .001), except between monitoring and 
regulating strategies (t = 1.036, p = .303).  These findings suggested that the students 
planned their strategies better than they executed them.  In addition, significant gaps 
between cognitive actions and monitoring strategies suggested that students kept an eye 
on their problem-solving activities while using the modules.  
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Quantitative Analysis of Cognitive Actions and Metacognitive Strategies  
of High and Low CSE Groups and Selected Cases during Learning  
with Interactive Learning Modules 
  
Students’ cognitive actions and metacognitive strategies based on their computer 
self-efficacy were analyzed using descriptive statistics, Mann-Whitney tests, and 
Wilcoxon tests for both high and low CSE groups.  Moreover, those tests were also used 
to analyze the data of the eight selected cases.   
Cognitive actions and metacognitive strategies between high and low CSE 
groups.  A cluster analysis was conducted to identify groups of students who had similar 
responses in the questionnaires.  The cluster analysis in this study considered students’ 
computer self-efficacy.  The analysis was essential to investigate how students’ cognitive 
actions and metacognitive strategies differed based on their computer self-efficacy. The 
cluster analysis revealed three groups based on closeness of students’ CSE named as high 
CSE (n = 47), medium CSE (n = 37), and low CSE (n = 16).  Attention will focus on high 
and low CSE groups as they represent the extreme conditions (e.g., high and low).  
Descriptive statistics of cognitive actions and metacognitive strategies of high and 
low CSE groups showed that the high CSE had a moderate-to-high awareness of 
cognitive actions and metacognitive strategies.  On the other hand, the low CSE group 
reported a low-to-moderate awareness of their cognitive actions and metacognitive 
strategies, except for their regulating strategies (see Table 28 and Figure 19).  Mann-
Whitney tests (2-tailed) were performed to investigate the differences between high and 
low CSE groups insofar as cognitive actions and metacognitive strategies.  Results 
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showed significant differences between both groups in cognitive actions (Z = -2.176, p = 
.041), planning (Z = -2.346, p = .019), and monitoring strategies (Z = -2.176, p = .030).  
No significant difference was found in regulating strategies (Z = -1.290, p = .197). 
 
Table 28  
Descriptive Statistics of Cognitive Actions and Metacognitive Strategies between High (n 
= 47) and Low (n = 16) CSE Groups 
Groups Planning 
strategies 
Cognitive 
actions 
Monitoring 
strategies 
Regulating 
strategies 
 M (SD) M (SD) M (SD) M (SD) 
High CSE  3.060 (0.642) 2.861 (0.656) 2.991 (0.671) 2.938 (0.593) 
Low CSE  2.646 (5.610) 2.506 (0.535) 2.667 (0.510) 2.769 (0.556) 
 
 
Figure 19. Means of cognitive actions and metacognitive strategies between high and low 
CSE groups. 
 
Furthermore, a series of Wilcoxon tests (2-tailed) was conducted to evaluate 
whether these gaps between SRL features were significant.  The results for the high CSE 
group indicated significant differences between planning strategies and cognitive actions 
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(Z= -2.972, p < .05), and between cognitive actions and monitoring strategies (Z= -2.546, 
p < .05).  Furthermore, the results for the low CSE group showed no significant 
differences between planning strategies and cognitive actions, cognitive actions and 
monitoring strategies, and monitoring and regulating strategies.   
The findings suggested that, on average, the high CSE group was aware of the 
need to plan, monitor progress, and fix any problems.  However, they were less aware of 
executing their plans.  It was indicated that the high CSE students found planning to be 
important, but they did not translate the planning into actions.  An analysis of 
questionnaire items revealed that high CSE students scored low when working on the 
following items: “Think about the best way to finish the activity as quickly as possible” 
(M = 2.00, SD = .909), “Take notes on concepts that I think are important” (M = 2.43, SD 
= .950), and “Create a sketch on a paper to come up with a solution” (M = 1.94, SD = 
1.009).  It is also interesting to note that high CSE students often monitored their 
cognitive actions.   
In terms of the scores reported by the low CSE group, they were less aware of the 
need to plan, execute plans, and monitor working progress compared to the high CSE 
group.  The level of awareness of cognitive actions, planning, and monitoring strategies 
was almost the same for both groups.  The low CSE students were quite aware of 
strategies to deal with any challenges while solving problems.  It is also important to note 
that an analysis of questionnaire items revealed that low CSE students scored low when 
working on the following items: “Think about the best way to finish the activity as 
quickly as possible” (M = 2.38, SD = .806), “Take notes on concepts that I think are 
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important” (M = 2.25, SD = 1.065), and “Create a sketch on a paper to come up with a 
solution” (M = 1.81, SD = .981).  They also scored low on: “Select a higher level of 
difficulty to ensure understanding of concept” (M = 2.19, SD = .750), “Draw conclusions 
from what I have learned” (M = 2.44, SD = 1.031), “Allocate available time for each part 
of the activity” (M = 2.44, SD = .964), and “Change some operations using clickable 
buttons on the module” (M = 2.38, SD = .719).      
Cognitive actions and metacognitive strategies of eight selected cases.  High 
and low CSE groups were revealed by the cluster analysis.  The researcher purposely 
selected four cases each from InTech Collegiate and Logan High Schools (see Table 29).  
The amount of time that the students spent while using the ILM was considered when 
selecting the eight cases.  On average, the eight selected cases spent more time than did 
the other students in each category (i.e., high and low).  Hypothetical names were used to 
represent the selected cases.  The four selected cases in the high CSE group included 
Andy, Bailey, Carlos, and David.  In addition, the four selected cases in the low CSE 
group included Earl, Farid, George, and Harold. 
Table 29 
Selected Data for Screen-Captured Video and Interview Analyses 
CSE level InTech Collegiate High School 
(n) 
Logan High School 
(n) 
High CSE 2 2 
Low CSE 2 2 
  
Before presenting the results, profiles of selected students were created to provide 
background information for the analysis.  Among the eight cases, only one was female.  
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The difficulty of including a larger number of female cases was caused by the limited 
number of female participants in this study (i.e., only 23%).  While all cases from the 
high CSE group were considering majoring in a technology related field, only 50% of 
cases from the low CSE group were interested in a technology major (e.g., engineering, 
computer science).  A summary of the selected students’ characteristics is presented in 
Table 30. 
Descriptive statistics of selected cases’ strategies showed that all four cases with 
high CSE reported moderate-to-high awareness of their strategies.  While the two 
selected cases with low CSE (i.e., Farid and George) exhibited a low-to-moderate 
awareness of their cognitive actions and metacognitive strategies, the other two cases 
showed a moderate-to-high awareness of their strategies (i.e., Earl and Harold), 
specifically on cognitive actions and regulating strategies.  Table 31 summarizes the 
findings. 
Table 30  
Characteristics of Eight Selected Cases 
Student Gender Ethnicity Age GPA Class Math level Considering 
majoring in a 
technology 
related field 
Andy Male White <17 3.50–3.74 Sophomore Algebra 2 Yes 
Bailey 
 
Female Mixed 
Racial 
<17 2.50–2.74 Sophomore Algebra 2 Yes 
Carlos Male White <17 3.25–3.49 Sophomore Algebra 2 Yes 
David Male Asian 
American 
<17 3.75–4.00 Sophomore Geometry Yes 
Earl Male Asian 
American 
<17 3.50–3.74 Sophomore Algebra 2 No 
Farid Male White <17 < 2.00 Sophomore Geometry No 
George Male White <17 3.50–3.74 Sophomore Geometry Yes 
Harold Male Hispanic <17 3.00–3.24 Freshman Algebra 2 Yes 
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Table 31  
Descriptive Statistics of Cognitive Actions and Metacognitive Strategies of Eight Selected 
Cases 
Selected cases Planning 
strategies 
Cognitive 
actions 
Monitoring 
strategies 
Regulating 
strategies 
 M M M M 
Andy 3.500 3.090 3.111 2.900 
Bailey 4.000 3.750 4.000 3.727 
Carlos 3.500 3.555 3.667 3.300 
David 3.500 3.000 3.333 3.182 
Earl 2.670 3.083 2.889 3.091 
Farid 1.830 1.820 1.778 2.182 
George 2.500 2.640 2.444 2.454 
Harold 3.330 2.910 2.444 3.182 
 
Similar to the findings from the high and low CSE groups, selected cases with 
high CSE were aware of the need to plan, monitor progress, and fix problems.  They were 
also aware of executing their plans.  On the other hand, two selected cases within the low 
CSE group were less aware of the need to plan, execute their plans, monitor work 
progress, and fix any problems (see Figure 20).  Mann-Whitney tests (2-tailed) were 
carried out to investigate the differences between selected cases from high and low CSE 
groups regarding cognitive actions and metacognitive strategies.  Results showed 
significant differences in planning (Z = .018, p = .029) and monitoring (Z = .020, p = 
.029) strategies between the selected cases from both groups.  No significant differences 
were found in cognitive actions (Z = .059, p = .057) and regulating (Z = .191, p = .200) 
strategies. 
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Figure 20. Descriptive statistics of cognitive actions and metacognitive strategies of eight 
selected cases. 
 
A series of Wilcoxon tests (2-tailed) was conducted to evaluate whether the gaps 
between SRL features were significant.  The results of the four selected cases with a high 
CSE indicated no significant differences between planning strategies and cognitive 
actions, cognitive actions and monitoring strategies, and monitoring and regulating 
strategies.  Similarly, the results of the four selected cases with a low CSE indicated no 
significant differences between planning strategies and cognitive actions, cognitive 
actions and monitoring strategies, and monitoring and regulating strategies. 
 
Qualitative Analysis of Students’ Cognitive Actions and Metacognitive  
Strategies During Learning with Interactive Learning Modules 
 
The qualitative analysis was laborious and required a significant investment of 
time.  Among 24 screen-captured videos, 12 were transcribed by the assistants, each 
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having responsibility to transcribe 6 videos.  Concerns encountered during the 
transcription process were discussed between the researcher and assistants.  The 
assistants raised concern about one event that was not listed on the spreadsheet.  After 
discussing the issue, it was decided to include on the list of events: “loading time.”  
Corrections made the time stamp as precise as possible, and seven percent of time stamps 
were corrected during the review process.  Moreover, Cohen’s kappa was calculated 
between the researcher and the graduate student for the coding process of sequence of 
events that represent SRL strategies (see Table 32). 
Table 32  
Cohen’s Kappa for Each SRL Strategy 
SRL strategies Cohen’s kappa 
Planning strategies .95 
Cognitive actions .93 
Monitoring strategies .92 
Regulating strategies .90 
 
 
The findings from the screen-captured video analysis were presented in time 
series graphs.  The graphs showed students’ cognitive actions and metacognitive 
strategies across time.  Supporting findings related to screen-captured videos include the 
duration of each strategy and a summary of students’ task completion while using the 
interactive learning modules.  The findings were also enriched by the selected students’ 
answers on few questions regarding their navigation on the modules. 
Similar to the differences between selected cases with high and low CSE that 
were evidenced in the previously mentioned questionnaire findings, the analyses of 
screen-captured videos and interviews revealed important differences between the two 
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groups.  From the analyses the researcher found that students with high CSE spent 
significantly more time on regulating strategies than did their low CSE peers.  High CSE 
students also made strategy changes more often.  When comparing the statements from 
the group interviews, the researcher encountered certain similarities and differences.  
Similarities between the two groups showed that previous experience in using a computer 
helped them to use the modules, prepare a strategy to find solutions for the tasks, and fix 
errors in solving a problem.  Differences between high and low CSE groups were found 
on strategies to carry out plans while using the ILM, strategies used to detect any errors 
in solving the task or problem, success parameters of using the ILM, and aspects of ILM 
that students like and dislike the most.  Detailed findings from the qualitative data 
analysis are presented in the sections below. 
Duration of cognitive actions and metacognitive strategies while using the 
modules between high and low CSE groups. An analysis of the duration of SRL 
strategies used by the students while using the modules revealed that, in general, the high 
CSE group spent a majority of their time on cognitive actions (137 minutes, 03 seconds; 
50.45%) compared to monitoring (56 minutes, 31 seconds; 20.80%), regulating (47 
minutes, 28 seconds; 17.47%), and planning (30 minutes, 38 seconds; 11.28%).  The low 
CSE group spent the majority of their time on cognition actions (120 minutes, 13 
seconds; 54.01%) compared to monitoring (47 minutes, 4 seconds; 21.15%), planning (35 
minutes, 5 seconds; 15.76%), and regulating (20 minutes, 19 seconds; 9.08%).  Tables 
35-37 show the duration of SRL strategies for each module. 
107 
Similar to the differences between the high and low CSE selected cases in the 
survey findings, the analysis of the duration of cognitive actions and metacognitive 
strategies revealed important differences across the two groups.  Selected cases from the 
high CSE group spent more time than their peers in the low CSE group (see Tables 33-
35).  The researcher found from Chi-square tests conducted that the differences in the 
duration were significant (χ2 = 4.870, df = 1, p < .05).  Specifically, the differences were 
significant in regulating strategies (χ2 = 10.881, df = 1, p < .01). 
Table 33  
Duration of SRL Strategies on the Boolean Logic Module 
 
Duration (minutes: seconds) 
Strategies High CSE group Low CSE group 
 
Andy Bailey Carlos David TOTAL Earl Farid George Harold TOTAL 
PLA 5:30 6:29 1:11 4:01 17:11 (15%) 2:31 8:17 1:27 4:04 16:19 (17%) 
COG 10:12 27:24 12:58 7:50 58:24 (49%) 21:53 15:36 7:02 7:19 51:50 (54%) 
MON 9:35 2:54 6:32 6:15 25:16 (21%) 5:18 7:47 2:09 6:05 21:19 (22%) 
REG 11:37 1:33 3:07 1:25 17:42 (15%) 1:27 2:11 0:14 3:24 7:16 (7%) 
TOTAL 
36:54 38:20 23:48 19:31 100% 30:29 33:51 10:52 20:52 100% 
118:33  96:04  
 
Table 34  
Duration of SRL Strategies on the Minimum Spanning Tree Module 
 
Duration (minutes: seconds) 
Strategies High CSE group Low CSE group 
 
Andy Bailey Carlos David TOTAL Earl Farid George Harold TOTAL 
PLA 1:58 2:00 0:29 0:55 5.22 (7%) 6:05 2:12 0:31 0:02 8.50 (13%) 
COG 6:02 1:43 5:37 11:39 25.01 (32%) 5:29 3:55 5:35 7:51 22.50 (34%) 
MON 4:57 3:35 5:33 9:19 23.24 (29%) 4:20 7:22 6:27 3:41 21.50 (33%) 
REG 6:42 2:24 3:38 12:35 25.19 (32%) 2:12 6:12 1:24 3:15 13.03 (20%) 
TOTAL 
19:39 9:02 15:17 34:28 100% 18:06 19:41 13:57 14:49 100% 
78:26  66:33  
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Table 35  
Duration of SRL Strategies on the Modeling Using Graphs Module 
 
Duration (minutes: seconds) 
Strategies High CSE group Low CSE group 
 
Andy Bailey Carlos David TOTAL Earl Farid George Harold TOTAL 
PLA 0:33 5:16 0:52 1:24 8:05 (11%) 4:06 3:00 0:47 2:03 9:56 (17%) 
COG 11:26 12:51 14:57 14:24 53:38 (72%) 16:36 14:49 3:41 10:27 45:33 (77%) 
MON 3:48 1:32 0:17 2:14 7:51 (11%) 1:26 1:23 0:00 1:06 3:55 (6%) 
REG 4:27 0:00 0:00 0:00 4:27 (6%) 0:00 0:00 0:00 0:00 0:00 (0%) 
TOTAL 
20:14 19:39 16:46 18:02 100% 22:08 19:12 4:28 13:36 100% 
74:41  59:24  
 
 
Frequency of strategy changes while using the modules between high and low 
CSE groups.  Furthermore, an analysis of the frequency of strategy changes while using 
the modules revealed that the high CSE group changed their strategies more often that did 
the low CSE group on all modules.  On average, each high CSE student changed strategy 
77.25, 58.5, and 17 times on Boolean Logic, Minimum Spanning Tree, and Modeling 
Using Graphs, respectively.  Each low CSE student changed strategy fewer times than 
did the high CSE group, on average, 43.75, 42.75, and 11.5 times on Boolean Logic, 
Minimum Spanning Tree, and Modeling Using Graphs, respectively. 
Moreover, the analysis of strategy changes revealed important differences across 
the two groups.  The cases from the high CSE made strategy changes more often than 
their peers from the low CSE group (see Tables 36-38).  The researcher found from Chi-
square tests conducted that the differences in the total frequency of SRL strategy changes 
were significant (χ2 = 47.818, df = 1, p < .001).  Specifically, the differences were 
significant in Boolean Logic (χ2 = 37.099, df = 1, p < .001), Minimum Spanning Tree (χ2 
= 9.800, df = 1, p < .01), and Modeling Using Graphs (χ2 = 4.246, df = 1, p < .05). 
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Table 36  
Frequency of SRL Strategy Changes on the Boolean Logic Module  
 Frequency of SRL strategy changes 
Strategies High CSE group Low CSE group 
 
Andy Bailey Carlos David Earl Farid George Harold 
Change 115 43 110 41 27 33 25 90 
TOTAL 309 175 
 
 
Table 37 
Frequency of SRL Strategy Changes on the Minimum Spanning Tree Module  
 Frequency of SRL strategy changes 
Strategies High CSE group Low CSE group 
 
Andy Bailey Carlos David Earl Farid George Harold 
Change  29 37 61 107 22 52 51 46 
TOTAL 234 171 
 
Table 38 
Frequency of SRL Strategy Changes on the Modeling Using Graphs Module 
 Frequency of SRL strategy changes 
Strategies High CSE group Low CSE group 
 
Andy Bailey Carlos David Earl Farid George Harold 
Change 16 28 11 13 17 15 1 13 
TOTAL 68 46 
 
 
Analysis on students’ performance while using the three modules showed that, in 
general, selected cases from high CSE group completed more tasks than the cases from 
low CSE group (see Tables 39 and 40).  The findings showed that three out of four high 
CSE students worked on all tasks on Boolean Logic module.  In contrast, only one out of 
four low CSE students worked on all tasks on the module.  Similarly on the Modeling 
Using Graph module, 50% of the high CSE students worked on all five tasks; the rest of 
them worked on two tasks.  On the other hand, 50% of the low CSE students worked only 
110 
on one task; the remaining low CSE students worked on all tasks and four tasks.  A 
performance analysis on the Minimum Spanning Tree showed that high and low CSE 
students’ performances were almost the same.  Seventy percent of students in each group 
completed only one of three task levels.   
 
Table 39  
Summary of the Eight Selected Cases’ Performance on Three Modules 
Student Performance on 
Boolean Logic 
(out of 3 tasks) 
Performance on 
Minimum Spanning Tree 
(out of 3 tasks) 
Performance on 
Modeling Using Graphs 
(out of 5 tasks) 
Andy 3 tasks 1 task 2 tasks 
Bailey 3 tasks 1 task 5 tasks 
Carlos 3 tasks 1 task 5 tasks 
David 1 task 2 tasks 2 tasks 
Earl 3 tasks 1 task 4 tasks 
Farid 2 tasks 2 tasks 1 task 
George 1 tasks 1 task 1 task 
Harold 2 tasks 1 task 5 task 
 
Table 40  
Average of Task Completion 
Group Performance on 
Boolean Logic 
(tasks/student) 
Performance on 
Minimum Spanning Tree 
(tasks/student) 
Performance on 
Modeling Using Graphs 
(tasks/student) 
High CSE 2.50 1.25 3.50 
Low CSE 2.00 1.25 2.75 
Notes: High CSE group consisted of Andy, Bailey, Carlos, and David; low CSE group consisted 
of Earl, Farid, George, and Harold. 
 
 Detailed results of screen-captured video analyses for each case are presented 
below and include cognitive actions, metacognitive strategies, and task completion.  The 
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high CSE cases were Andy, Bailey, Carlos, and David.  The low CSE cases were Earl, 
Farid, George, and Harold.   
Case 1 – Andy (high CSE student). Results of screen-captured video analyses 
that include Andy’s cognitive actions and metacognitive strategies are presented below.  
The student’s task completion while using the modules is also elaborated. 
Description of Andy’s cognitive actions, metacognitive strategies, and task 
completion on the Boolean Logic Module.  Andy spent a majority of his time on 
monitoring (25.34 %) and regulating strategies (34.07 %) while working on the Boolean 
Logic module.  He made 115 transitions of strategy during 37 minutes of working (see 
Figures 21 and 22).  He spent time reading the material on the first page and read the 
instructions before solving a task.  He sometimes reread the instruction while solving the 
tasks.  He often checked his answers and preferred to click the “Show Hints” button 
whenever his answer was wrong.  He also sometimes reread the instructions.  Andy read 
the instructions in five different times.   
 
Figure 21. An illustration of Andy’s SRL strategies on the Boolean Logic across time 
(Part 1). 
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To further describe his monitoring strategies, this student chose to click “Show 
Hints” more frequently (11 times) than “Show Answer” (3 times) and “Do Nothing” (4 
times).  When Andy was asked why he reread the instructions, he responded, “You may 
be doing it right according to what you're thinking you're supposed to do. But when you 
check it, oh, I was supposed to do that.  Then I should change the procedure. I’m human, 
I made mistakes.”  Andy completed all task levels: Instructions, Precedence, and 
Simplifying Expressions. 
 
Figure 22. An illustration of Andy’s SRL strategies on the Boolean Logic across time 
(Part 2). 
 
Description of Andy’s cognitive actions, metacognitive strategies, and task 
completion on the Minimum Spanning Tree Module.  Andy spent the majority of his time 
on cognitive actions (31.05 %) and regulating strategies (33.11 %) while working on the 
Minimum Spanning Tree module.  He made 29 transitions of strategy during 20 minutes 
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instructions while solving the tasks at the beginning.  He worked on three out of task 
levels while using the module, but only successfully solved one task level (i.e., the easy 
level).   
 
Figure 23. An illustration of Andy’s SRL strategies on the Minimum Spanning Tree 
across time. 
 
Description of Andy’s cognitive actions, metacognitive strategies, and task 
completion on the Modeling Using Graphs Module.  Andy spent the majority of his time 
on cognitive actions (55.91 %) and regulating strategies (21.20 %) while working on the 
Modeling Using Graphs module.  He made 16 transitions of strategy during 20 minutes 
of working (see Figure 24).  He read the material on the first page and read the 
instructions before solving a task, and he reread the instructions once while solving the 
tasks.  His monitoring strategies included clearing out irrelevant nodes or edges from the 
working area and rereading the learning materials.  He worked only on two of five tasks 
while using the module (i.e., Using the Graph ILM and Modeling Problems).   
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Figure 24. An illustration of Andy’s SRL strategies on the Modeling Using Graphs 
across time. 
 
Summary of Andy’s cognitive actions, metacognitive strategies, and task 
completion.  An analysis of screen-captured videos revealed that Andy spent 36 minutes, 
54 seconds on Boolean Logic; 19 minutes, 39 seconds on Minimum Spanning Tree; and 
20 minutes, 14 seconds on Modeling Using Graphs modules.  In terms of the strategies 
used, he spent 27 minutes, 40 seconds on cognitive actions; 8 minutes, 1 second on 
planning; 18 minutes, 20 seconds on monitoring; and 22 minutes, 46 seconds on 
regulating strategies on the three modules.  Furthermore, it was revealed that he made 
115, 29, and 16 strategy transitions on Boolean Logic, Minimum Spanning Tree, and 
Modeling Using Graphs, respectively. 
The researcher asked some questions related to Andy’s strategies while using the 
modules.  When asked about the strategy of getting prepared to find solutions for the 
task, he responded, “The first thing I did was... I saw all tools available.  Saw what I 
could do.”  Andy also explained his strategies to carry out plans, “Well, what I originally 
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trying to do is I'm trying to solve it as the program wants to solve it. Then I went to and I 
try to see whether I can do better than the program.”  Furthermore, he elaborated the 
strategies used to detect any errors in solving the task: 
A lot of them... Such as in the minimum spanning tree, it wouldn't say what the 
solution was.  But it would say the optimal answer would be.  So that was 
definitely one way to check.  And for the Boolean Logic just say, didn't work! 
When the researcher asked him about strategies to fix any errors in solving the task, he 
answered: 
I find if I keep getting an incorrect answer I am just not going back far enough. 
So, if I am only redoing my last step but I keep getting wrong answers, I just go 
back two steps, three steps, until I do find the error.  Because as long as you did 
not make you mistake right at the beginning, that's more efficient than erase the 
whole thing. 
Andy did well on Boolean Logic by completing all tasks on the module.  
However, he completed only one of three tasks on the Minimum Spanning Tree and 
completed two of five tasks on the Modeling Using Graphs modules.  The researcher 
asked a few questions to clarify Andy’s task completion.  When he was asked whether 
the time limitation influenced his task completion, he responded, “Hmm, for Boolean 
Logic, a little bit more time will be great.”  His response when asked how the progression 
feature of difficulty levels on the module influenced his task completion: 
I thought the difficulty level/rating was very well laid out.  Because the easy was 
easy enough that you can really learn from it. It still wasn't so easy that what you 
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just doing almost nothing. Uhm… and medium was good. Challenging.... And 
hard was a good way to test you, and also has information that maybe was not 
specifically mentioned on the module.  So I thought, easy, medium, and hard 
options were really good.  I thought that was really effective. 
Moreover, when Andy was asked how the instructions on the module influenced his task 
completion, he responded: 
Having instructions always present there where you didn't have to go back to see 
long listed instructions.  Instructions were always changing but still remaining in 
the same positions.  I thought that was good. 
Case 2 – Bailey (high CSE student). Results of screen-captured video analyses 
that included Bailey’s cognitive actions and metacognitive strategies are presented below.  
The student’s task completion while using the modules is also elaborated. 
Description of Bailey’s cognitive actions, metacognitive strategies, and task 
completion on the Boolean Logic Module.  Bailey expended the majority of her time on 
cognitive actions (71.31 %) while working on the Boolean Logic module.  She made 43 
transitions of strategy during 38 minutes of working (see Figure 25).  The student read 
the learning material once while using this module.  Bailey also read the instructions once 
and viewed the Boolean Logic video once.  She clicked “Show Answer” more frequently 
(3 times) than “Show Hint” (once) and “Do Nothing” (never).  Bailey completed all task 
levels: Instructions, Precedence, and Simplifying Expressions.   
When Bailey was asked how she dealt with the feedback mechanism, it was less 
likely she clicked “Do Nothing”, she responded: 
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I guess it's done to figure out the problem. Sometimes I struggled to find the 
answer.  I didn't try to give up or anything.  The "Show Hint," the hints were 
actually... Before I had any answer... I think they guided me very well to find the 
answer. 
Moreover, when Bailey was asked why she frequently clicked “Apply Expression” rather 
than “Check,” she responded, “Just want to figure it out for the first time.” 
 
Figure 25. An illustration of Bailey’s SRL strategies on the Boolean Logic across time. 
  Description of Bailey’s cognitive actions, metacognitive strategies, and task 
completion on the Minimum Spanning Tree Module.  Bailey spent the majority of her 
time on monitoring (37.14 %) and regulating strategies (24.83 %) while working on 
Minimum Spanning Tree module.  She made 37 transitions of strategy used during 9 
minutes of working (see Figure 26).  She read the material on the first page and the 
instructions before solving a task, and sometimes reread the instruction while solving the 
tasks.  She completed only one of three task levels while using the module (i.e., the easy 
level).  Bailey never attempted the medium and hard levels.  When Bailey was asked why 
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she did not complete some parts on the module (e.g., the writing algorithm on the 
Minimum Spanning Tree), she responded, “I spent more time on the easy ones.” 
 
Figure 26. An illustration of Bailey’s SRL strategies on the Minimum Spanning Tree 
across time. 
 
Description of Bailey’s cognitive actions, metacognitive strategies, and task 
completion on the Modeling Using Graphs Module.  Bailey spent the majority of her time 
on cognitive actions (64.52 %) while working on the Modeling Using Graphs modules.  
She made 28 transitions of strategy during 20 minutes of working (see Figure 27).  She 
read the material on the first page and read the instructions before solving a task.  She 
reread the instructions once while solving the tasks, and reread the instructions prior to 
working on three of them.  Her monitoring strategies included clearing out irrelevant 
nodes or edges from the working area and rereading the instructions.  In the module, the 
student completed all levels of the task: Using the Graph ILM, Modeling Problems, 
Matching, Another Matching Problem, and A Path Problem. 
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Figure 27. An illustration of Bailey’s SRL strategies on the Modeling Using Graphs 
across time. 
 
Summary of Bailey’s cognitive actions, metacognitive strategies, and task 
completion.  Analysis of screen-captured videos revealed that Bailey spent 38 minutes 
and 20 seconds on Boolean Logic, 9 minutes and 2 seconds on Minimum Spanning Tree, 
and 19 minutes and 39 seconds on Modeling Using Graphs modules.  In terms of the 
strategies have been used, she spent 41 minutes and 58 seconds for cognitive actions, 13 
minutes and 45 seconds for planning, 8 minutes and 1 second for monitoring, and 3 
minutes and 57 seconds for regulating strategies on the three modules.  Furthermore, it 
was revealed that she made 43, 37, and 28 strategy transitions on Boolean Logic, 
Minimum Spanning Tree, and Modeling Using Graphs, respectively.  
The researcher asked some questions related to Bailey’s strategies while using the 
modules.  When she was asked about the strategy of getting prepared to find solutions for 
the task, she responded, “Hmm, to read the instructions and explore what I can do.  I 
think the predictability helps a lot.  I try to make connections that may help to solve 
problems.”  Bailey explained her strategies to carry out plans while using the modules, “I 
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guess, reviewing what you know.  But it was easy because it's consistent and 
predictable.”  Moreover, she elaborated the strategies used to detect any errors in solving 
the task, “Like the option that told you whether you're doing right or not, I guess if we 
just go back and check everything.  Make sure we check the work.”  When asked about 
her strategies to fix any errors in solving the task, she answered, “You can ask for help. 
Read the instruction and materials again.” 
Bailey completed all tasks on Boolean Logic and Modeling Using Graphs. 
However, she completed only one of three tasks on the Minimum Spanning Tree module.  
The researcher asked a few questions to clarify Bailey’s task completion.  Her response 
when the researcher inquired whether time limitation influenced her task completion was, 
“I think it's good to know to have time constraint.”  When Bailey was asked how the 
instructions on the module influenced her task completion, she responded, “Maybe one or 
twice I read it for each module.  The harder the question, I read it over and over.”  
Moreover, when she was asked how the progression feature of difficulty levels 
influenced her task completion, she responded, “Yes, I know.  I did not know that I did 
not finish them.” 
Case 3 – Carlos (high CSE student). Results of screen-captured video analyses 
that include Carlos’s cognitive actions and metacognitive strategies are presented below.  
The student’s task completion while using the modules is also elaborated. 
Description of Carlos’s cognitive actions, metacognitive strategies, and task 
completion on the Boolean Logic Module.  Carlos spent the majority of his time on 
cognitive actions (53.58 %) and monitoring strategies (26.92 %) while working on 
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Boolean Logic module.  He made 110 transitions of strategy during 24 minutes of 
working (see Figures 28 and 29).  The student read the learning material once while using 
this module.  This student clicked “Show Answer” more frequently (12 times) than 
“Show Hint” (once) and “Do Nothing” (7 times).  Carlos completed all task levels: 
Instructions, Precedence, and Simplifying Expressions.  When asked about the feedback 
mechanism, namely why he chose “Show Answer,” he responded: 
I try to figure out more on what the answer is, instead of give me hints. Cause if it 
gives hint, if keep hitting that button until it gets correct.  But when you do the 
show answer, it says, "Here, here is your answer."  Okay, now I know what it is. 
Reset it. Take a different one and try again. With that, you can change the mistake 
that you made.    
 
 
Figure 28. An illustration of Carlos’s SRL strategies on the Boolean Logic across time 
(Part 1). 
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Figure 29. An illustration of Carlos’s SRL strategies on the Boolean Logic across time 
(Part 2). 
 
Description of Carlos’s cognitive actions, metacognitive strategies, and task 
completion on the Minimum Spanning Tree Module.  Carlos spent the majority of his 
time on cognitive actions (35.40 %) and monitoring strategies (35.14 %) while working 
on the Minimum Spanning Tree module.  He made 61 transitions of strategy during 15 
minutes of working (see Figure 30).  The student read the learning material quickly, and 
he read the instructions before solving a task.  He worked on one of three task levels 
while using the module (i.e., the easy level).  At the easy level, he successfully completed 
three different maps.  In the module, Carlos also wrote the algorithm that represented the 
approach used in solving the task.   
-1.0000
0.0000
1.0000
2.0000
3.0000
4.0000
5.0000
15 20 25
S
R
L 
S
tr
a
te
g
ie
s
Time Information of the SRL Strategies (in minutes)
An Illustration of SRL Strategies Used on Boolean Logic Across Time (Part 2)
PLA 
ACT 
MON 
REG 
 
 
123 
 
Figure 30. An illustration of Carlos’s SRL strategies used on the Minimum Spanning 
Tree across time. 
 
Description of Carlos’s cognitive actions, metacognitive strategies, and task 
completion on the Modeling Using Graph Module.  Carlos spent the majority of his time 
on cognitive actions (88.52 %) while working on the Modeling Using Graphs modules.  
He made 11 transitions of strategy during 17 minutes of working (see Figure 31).  The 
student read the learning material once.  He read the instructions before he started 
working on three of them.  He reread the instructions once while solving the tasks.  In the 
module, the student completed all levels of the task: Using the Graph ILM, Modeling 
Problems, Matching, Another Matching Problem, and A Path Problem.  
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Figure 31. An illustration of Carlos’s SRL strategies used on the Modeling Using Graphs 
across time. 
 
Summary of Carlos’s cognitive actions, metacognitive strategies, and task 
completion.  An analysis of screen-captured videos revealed that Carlos spent 23 minutes, 
48 seconds on Boolean Logic; 15 minutes, 17 seconds on Minimum Spanning Tree; and 
16 minutes, 46 seconds on Modeling Using Graphs modules.  In terms of the strategies 
used, he spent 33 minutes, 32 seconds on cognitive actions; 2 minutes, 32 seconds on 
planning; 11 minutes, 22 seconds on monitoring; and 6 minutes, 45 seconds on regulating 
strategies on the three modules.  Furthermore, it was revealed that he made 110, 61, and 
11 strategy transitions on Boolean Logic, Minimum Spanning Tree, and Modeling Using 
Graphs, respectively. 
The researcher asked some questions related to Carlos’s strategies while using the 
modules.  When asked about the strategy of getting prepared to find solutions for the 
task, he responded: 
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Looked at the button…See what they all do.  I read the instruction to see what the 
objective is.  And then I looked at different options and different difficulties to see 
how they range... And then I picked the easiest one at first... Make sure I am 
doing correctly and then I just progressively bump up it. 
Carlos also explained his strategies to carry out plans while using the modules: 
Hmm, I try not to get distracted by just looking at the module too much or just 
looking at the buttons and just kind messing around.  I make sure I stay focus on 
the objectives and once I completed those I see if there are alternate thing I could 
do maybe I could understand it better.  And then I moved on to the next one. 
When the researcher asked him about the strategies used to detect any errors and fix them 
in solving the task, he responded: 
I put my solution there.  I go back to the objectives what I am supposed to do.  I 
read through it.  I check my work, and then I hit the Check answer button to see if 
I done it correctly.  And then if it told me I didn't do it correctly then I always 
look what my mistake was and I make sure I fixed it the next time. 
Carlos did well on Boolean Logic and Modeling Using Graphs and completed all 
tasks on the modules.  However, he completed only one of three tasks on the Minimum 
Spanning Tree module.  The researcher asked a few questions to clarify Carlos’s task 
completion.  When asked why he did not complete some parts of the tasks (i.e., the 
medium and hard levels of the Minimum Spanning Tree), he responded, “I think it's 
because of the time.  I went through it and I completed the easy one.  I went to the 
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medium one and the hard one.”  When the researcher asked how instructions on the 
module influenced his task completion, he responded: 
Hmm, the instructions were good.  They're helpful. At first, telling what you need 
to do and then after that you don't really need them.  They're pretty good in 
explaining what you need to do and then just to get it done, but maybe just more 
on the steps to go through.  Like, Step 1, look at the shape kind of thing see what 
they're look like, what their shape is.  Just in case, there are some people who 
have hard time with those things.  And then the next step would be look at the 
pattern, the dots inside of them, the pattern, and then start organizing to fit the 
statement.  In that way, now I know what I am doing and this is how to do it.  So 
at the time they are teaching themselves, but they are reading it.  So it connects I 
little bit better. 
Furthermore, when Carlos was asked how learning materials influenced his task 
completion, he responded: 
Putting the learning objective on the first page... It is really helpful to say hey this 
you're gonna learn from doing this.  As you get into it, the side one reminds you 
of that and at the same time help explains to you how to accomplish it. 
Case 4 – David (high CSE student). Results of the screen-captured video 
analyses that included David’s cognitive actions and metacognitive strategies are 
presented below.  The student’s task completion while using the modules is also 
elaborated. 
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Description of David’s cognitive actions, metacognitive strategies, and task 
completion on the Boolean Logic Module.  David spent almost all of his time on 
cognitive actions (38.84 %) and monitoring strategies (31.85 %) while working on the 
Boolean Logic module.  He made 41 transitions of strategy during 20 minutes of working 
(see Figure 32).  He read the material on the first page, watched the instructional video, 
and read the instructions before solving a task.  He sometimes reread the instruction 
while solving the tasks.  He worked on one of three tasks while using the module (i.e., 
Instructions, the basic level).   
 
Figure 32. An illustration of David’s SRL strategies on the Boolean Logic across time 
Description of David’s cognitive actions, metacognitive strategies, and task 
completion on the Minimum Spanning Tree Module.  David spent almost all of his time 
on cognitive actions (33.23 %) and regulating strategies (36.03 %) while working on the 
Minimum Spanning Tree module.  He made 107 transitions of strategy during 34 minutes 
of working (see Figures 33 and 34).  He read the material on the first page and the 
instructions before solving a task.  He sometimes reread the instructions while solving the 
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tasks.  He worked on two of three task levels while using the module (i.e., easy and hard 
levels).  David completed two different maps for each level. 
 
Figure 33. An illustration of David’s SRL strategies on the Minimum Spanning Tree 
across time (Part 1). 
 
 
Figure 34. An illustration of David’s SRL strategies on the Minimum Spanning Tree 
across time (Part 2). 
 
Description of David’s cognitive actions, metacognitive strategies, and task 
completion on the Modeling Using Graph Module.  David spent the majority of his time 
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on cognitive actions (79.02 %) while working on the Modeling Using Graphs modules.  
He made 13 transitions of strategy during 18 minutes of working (see Figures 35).  He 
read the material on the first page and the instructions before solving a task, and he reread 
the instructions before he started working on one of them.  His monitoring strategies were 
to clear out irrelevant nodes or edges from the working area.  He worked on two out of 
five tasks while using the module (i.e., Using the Graph ILM, the foundation and 
Modeling a Problem). 
 
Figure 35. An illustration of David’s SRL strategies used on the Modeling Using Graphs 
across time. 
 
Summary of David’s cognitive actions, metacognitive strategies, and task 
completion.  An analysis of screen-captured videos revealed that David spent 19 minutes, 
31 seconds on Boolean Logic; 34 minutes, 28 seconds on Minimum Spanning Tree; and 
18 minutes, 2 seconds on Modeling Using Graphs modules.  In terms of the strategies 
used, he spent 33 minutes, 53 seconds on cognitive actions; 6 minutes, 20 seconds on 
planning; 17 minutes, 48 seconds on monitoring; and 14 minutes on regulating strategies 
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on the three modules.  Furthermore, it was revealed that he made 41, 107, and 13 strategy 
transitions on Boolean Logic, Minimum Spanning Tree, and Modeling Using Graphs, 
respectively.  
The researcher asked some questions related to David’s strategies while using the 
modules.  When David was asked about the strategy of getting prepared to find solutions 
for the task, he responded, “Well, I read on the side (the instructions) and plan in my head 
what to do next.  I read all through of the learning material.”  David also explained his 
strategies to carry out plans while using the modules, “Uhm, just try to mess around...”   
When asked about his strategies used to detect any errors in solving the task, he stated, “I 
would click submit and see whether it is correct or not.” 
David is an example of student who reported high confidence in his skills related 
to using a computer, but did not show those skills while using the modules.  He 
completed only small amount of the tasks on the modules.  He completed one of three 
tasks on the Boolean Logic module.  On Modeling Using Graphs, he completed two out 
of three tasks.  Moreover, he completed only two of three tasks in Minimum Spanning 
Tree module.  The researcher asked few questions to clarify David’s task completion. 
When asked how the progression feature influenced his task completion, he responded, “I 
did use that feature...and it motivates me.”  He also reported that the time availability to 
work on the modules was good, saying, “Timing was good. I had enough time to 
complete it.”  David also contended that working in a group might be preferable for this 
kind of activity.  When the researcher asked about his task completion in general, he 
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responded, “But as like with partners I think it would be better.  You can understand it 
faster.” 
Case 5 – Earl (low CSE student). Results of the screen-captured video analyses 
that included Earl’s cognitive actions and metacognitive strategies are presented below.  
The student’s task completion while using the modules is also elaborated. 
Description of Earl’s cognitive actions, metacognitive strategies, and task 
completion on the Boolean Logic Module.  Earl spent almost all of his time on cognitive 
actions (71.08 %) while working on the Boolean Logic module.  He made 27 transitions 
of strategy during 30 minutes of working (see Figures 36 and 37).  He read the material 
on the first page before solving a task, and read the learning instructions after using some 
features.  He sometimes reread the instructions while solving the tasks.  His monitoring 
strategies were to clear out the irrelevant nodes or edges from the working area.  He 
worked on all three tasks within the module (i.e., Instructions: the basic, Precedence, and 
Simplifying Expressions).   
 
Figure 36. An illustration of Earl’s SRL strategies on the Boolean Logic across time (Part 
1).  
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Figure 37. An illustration of Earl’s SRL strategies on the Boolean Logic across time (Part 
2).  
 
Description of Earl’s cognitive actions, metacognitive strategies, and task 
completion on the Minimum Spanning Tree Module.  Earl spent a considerable amount of 
time on planning strategies (35.46 %) and cognitive actions (31.01 %).  His strategy 
transitioned 22 times during 17 minutes of working (see Figure 38).  He sometimes 
reread the instructions while solving the tasks, and he spent minimal amount of time 
working on this module.  His monitoring strategies were to reread the instructions and 
check his answers.  Earl completed only the medium level and skipped the easy and hard 
levels.  In this module, Earl did not write the algorithm that represented the approach 
used in solving the task. 
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Figure 38. An illustration of Earl’s SRL strategies on the Minimum Spanning Tree across 
time. 
 
Description of Earl’s cognitive actions, metacognitive strategies, and task 
completion on the Modeling Using Graphs Module.  Earl spent almost all of his time on 
cognitive actions (74.09 %) while working on the Modeling Using Graphs modules.  He 
made 17 transitions of strategy used during 22 minutes of working (see Figure 39).  He 
read the material on the first page and watched instructional video before solving a task.  
He sometimes reread the instructions while solving the tasks.  His monitoring strategies 
were clear out irrelevant nodes or edges from the working area and reread the 
instructions.  He worked on four of five tasks while using the module: Using the Graph 
ILM, Modeling Problems, Matching, and Another Matching Problem.   
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Figure 39. An illustration of Earl’s SRL strategies used on the Modeling Using Graphs 
across time. 
 
Summary of Earl’s cognitive actions, metacognitive strategies, and task 
completion.  An analysis of screen-captured videos revealed that Earl spent 30 minutes, 
29 seconds on Boolean Logic; 17 minutes, 6 seconds on Minimum Spanning Tree; and 
22 minutes, 8 seconds on Modeling Using Graphs modules.  In terms of the strategies 
have been used, he spent 43 minutes, 58 seconds on cognitive actions; 12 minutes, 42 
seconds on planning; 11 minutes, 4 seconds on monitoring; and 3 minutes, 39 seconds on 
regulating strategies on the three modules.  Furthermore, it was revealed that he made 27, 
22, and 17 strategy transitions on Boolean Logic, Minimum Spanning Tree, and 
Modeling Using Graphs, respectively. 
The researcher asked some questions related to Earl’s strategies while using the 
modules.  When Earl was asked about the strategy of getting prepared to find solutions 
for the task, he responded, “Play around with the functions or features of the module, 
read the instruction, and view the demo video.”  Earl also explained his strategies to carry 
out plans while using the modules, “Just try to complete the problems available on the 
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ILM.”  Moreover, Earl elaborated his strategies used to detect any errors and fix them in 
solving the task, he answered, “If I find any errors in solving the problem, I just try it 
again.” 
Earl did well on Boolean Logic by completing all of the tasks on the modules.  He 
also completed four of five tasks on Modeling Using Graphs.  However, he only 
completed one out of three tasks in the Minimum Spanning Tree module.  The researcher 
asked few questions to clarify Earl’s task completion.  When he was asked how the 
module features influenced his task completion, he responded, “The learning materials 
are somehow boring, you should put video or graphics on it (see the Modeling Using 
Graphs module).”  Furthermore, as the researcher asked about his task completion in 
general, he responded, “ILM encourages you to think logic.  I think it makes you learn 
new things. How you know more about computer and technology.”   
Case 6 – Farid (low CSE student). Results of screen-captured video analyses that 
include Farid’s cognitive actions and metacognitive strategies are presented below.  The 
student’s task completion while using the modules is also elaborated. 
Description of Farid’s cognitive actions, metacognitive strategies, and task 
completion on the Boolean Logic Module.  Farid spent almost all of his time on planning 
strategies (24.38 %) and cognitive actions (45.84 %) while working on the Boolean Logic 
module.  He made 33 transitions of strategy during 34 minutes of working (see Figure 
40).  Farid read the learning material once and read the learning instruction twice.  The 
student also chose to click “Do Nothing” more frequently (5 times) than “Show Hints” 
(never) and “Show Answer” (never).  Farid completed only the Using the Graph ILM and 
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Precedence.  When asked about the feedback mechanism, why he preferred to click “Do 
Nothing” (did not click “Show Hints” or “Show Answer”), he responded, “I think I just 
didn't notice it... I think that's the reason why I didn't do that.” 
 
Figure 40. An illustration of Farid’s SRL strategies on the Boolean Logic across time. 
Description of Farid’s cognitive actions, metacognitive strategies, and task 
completion on the Minimum Spanning Tree Module.  Farid spent almost all of his time on 
monitoring (36.93 %) and regulating strategies (31.30 %) while working on the Minimum 
Spanning Tree module.  He made 52 transitions of strategy during 20 minutes of working 
(see Figure 41).  He read the material on the first page and the instructions before solving 
a task.  He consistently checked his answers as his monitoring strategies to see whether 
he got the lowest cost while solving the task.  In the module, Farid did not write the 
algorithm that represented an approach to solving the task.  He completed only the easy 
and medium levels. 
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Figure 41. An illustration of Farid’s SRL strategies on the Minimum Spanning Tree 
across time. 
 
Description of Farid’s cognitive actions, metacognitive strategies, and task 
completion on the Modeling Using Graphs Module.  Farid spent the majority of his time 
on cognitive actions (75.78 %) while working on the Modeling Using Graphs modules.  
He made 15 transitions of strategy during 19 minutes of working (see Figure 42).  He 
read the material on the first page and the instructions before solving a task.  His 
monitoring strategies were to clear out irrelevant nodes or edges from the working area.  
In this module, he worked on only one of five tasks: Using the Graph ILM, the 
foundation. 
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Figure 42. An illustration of Farid’s SRL strategies on the Modeling Using Graphs across 
time. 
 
Summary of Farid’s cognitive actions, metacognitive strategies, and task 
completion.  An analysis of screen-captured videos revealed that Farid spent 33 minutes, 
51 seconds on Boolean Logic; 19 minutes, 55 seconds on Minimum Spanning Tree; and 
19 minutes, 12 seconds on Modeling Using Graphs modules.  In terms of the strategies 
used, he spent 34 minutes, 20 seconds on cognitive actions; 13 minutes, 29 seconds on 
planning; 16 minutes, 32 seconds on monitoring, and 8 minutes, 23 seconds on regulating 
strategies on the three modules.  Furthermore, it was revealed that he made 33, 52, and 15 
strategy transitions on Boolean Logic, Minimum Spanning Tree, and Modeling Using 
Graphs, respectively. 
The researcher asked some questions related to Farid’s strategies while using the 
modules.  When Farid was asked about the strategy of getting prepared to find solutions 
for the task, he responded, “No. I'm not a specific person.  I just play around with it.”  
Farid also explained no specific plans he carried out while using the modules, “No. No 
plan.”  Furthermore, Farid elaborated his strategies used to detect any errors in solving 
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the task, saying, “Hmm, I guess the closest thing is when it said that it was wrong.”  
When asked about strategies to fix any errors in solving the task, he answered, “Try 
something different.  Something that makes sense but different...” 
In general, Farid exhibited poor performance while using the three modules.  An 
analysis of screen-captured videos also showed that he was quite reluctant in interacting 
with the modules.  He worked on two tasks each on Boolean Logic and Minimum 
Spanning Tree modules.  Moreover, he completed only one task each on Modeling Using 
Graphs.  The researcher posed a few questions to clarify Farid’s performance.  When 
Farid was asked how instructions influenced his performance, he responded, “When you 
do something correct I think it should tell you that... I would be definitely good.”  
Moreover, he struggled with the time allocated for the task.  When asked whether the 
time limitation influenced his performance, he responded, “Probably yes.”  In addition, 
when he was asked whether the progression feature influenced his performance, he 
answered, “I just see it as more difficult to get to the module as we progress.”  Another 
interesting fact about Farid emerged when the researcher asked about the way he used a 
feature on the module (i.e., Apply Expression), he responded, “I am not sure.” 
    Case 7 – George (low CSE student). Results of screen-captured video analyses 
that include George’s cognitive actions and metacognitive strategies are presented below.  
The student’s task completion while using the modules is also elaborated. 
Description of George’s cognitive actions, metacognitive strategies, and task 
completion on the Boolean Logic Module.  George devoted the majority of his time to 
cognitive actions (66.73 %) while working on the Boolean Logic module.  He made 25 
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transitions of strategy during 11 minutes of working (see Figure 43).  The student read 
the learning material twice, and skipped the learning instruction.  He worked on one of 
three task activities while using the module.  George completed only Instructions, but did 
not complete Simplifying Expressions and Precedence.  This student also clicked “Do 
Nothing” more frequently (3 times) than “Show Hints” (never) and “Show Answer” 
(never).  When asked about the feedback feature usage, why he often clicked “Do 
Nothing” instead of clicking “Show Answer” or “Show Hints,” he responded, “It seems 
that because I helped someone else to work on the module.  So it took me a little bit 
longer to do than I am supposed to do.”  He further described its usage, I think it's good 
and it's easy to learn. It shows you what you did wrong and you can correct from the 
mistakes. 
 
Figure 43. An illustration of George’s SRL strategies on the Boolean Logic across time. 
Description of George’s cognitive actions, metacognitive strategies, and task 
completion on the Minimum Spanning Tree Module.  In general, George spent the 
majority of his time on cognitive actions (39.43%) and monitoring strategies (46.20%) 
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while working on the Minimum Spanning Tree module.  He made 51 transitions of 
strategy during 14 minutes of working (see Figure 44).  He read the learning materials on 
the first page of the module for a few seconds and then played around with the module 
features and viewed the instructional animation.  He successfully completed only one of 
three task levels (i.e., the easy level).  After completing only the easiest level, he 
successfully solved seven problems at that level using different maps.  When George was 
asked why he missed some parts of the tasks (i.e., the second and third levels of the 
Minimum Spanning Tree), he responded, “I was pretty sure I did the map.  But I guess 
not.”  In this module, George did not write the algorithm that represented the approach 
used in solving the task.   
 
Figure 44. An illustration of George’s SRL strategies on the Minimum Spanning Tree 
across time. 
 
Description of George’s cognitive actions, metacognitive strategies, and task 
completion on the Modeling Using Graphs Module.  George spent the majority of his 
time on cognitive actions (79.67 %) while working on the Modeling Using Graphs 
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module.  No monitoring and regulating strategies were identified.  He made only one 
transition of strategy during 4 minutes of working (see Figure 45).  He planned before 
solving a task by reading the learning material, but not the instructions.  He worked only 
on one task while using the module, Using the Graph ILM. He did not complete 
Modeling Problems, Matching, Another Matching Problem, or A Path Problem.  When 
George was asked how he made certain his answer was correct when working on the 
Modeling Using Graphs, he responded, “I guess I just had to guess. I can't really figure it 
out.”  
 
Figure 45. An illustration of George’s SRL strategies on the Modeling Using Graphs 
across time. 
 
Summary of George’s cognitive actions, metacognitive strategies, and task 
completion.  An analysis of screen-captured videos revealed that George spent 10 
minutes, 52 seconds on Boolean Logic; 13 minutes, 57 seconds on Minimum Spanning 
Tree; and 4 minutes, 28 seconds on Modeling Using Graphs modules.  In terms of the 
strategies used, he spent 16 minutes, 18 seconds on cognitive actions; 2 minutes, 45 
seconds on planning; 8 minutes and 36 seconds on monitoring; and 1 minute, 38 seconds 
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on regulating strategies on the three modules.  Furthermore, it was revealed that he made 
25, 51, and 1 strategy transitions on Boolean Logic, Minimum Spanning Tree, and 
Modeling Using Graphs, respectively.  
The researcher asked some questions related to George’s strategies while using 
the modules.  When asked about the strategy of preparing to find solutions for the task, he 
responded, “I just see how it works.  Review the instruction and just take it step by step.”  
George also explained his strategies to carry out plans, “Just trial and error.  Might get it 
wrong a couple times.... You always get it right eventually I guess.”  Moreover, George 
elaborated his strategies used to detect any errors and fix them in solving the task, “Read 
through it and deep think about it.  See if there is anything to be solved.” 
In general, George exhibited poor performance while using the three modules.  
An analysis of the screen-captured videos also showed that he was reluctant in interacting 
with the modules.  He worked on two of three tasks for Boolean Logic.  Moreover, he 
completed one task each on Minimum Spanning Tree and Modeling Using Graphs.    
When George was asked whether time limitation influenced his task completion, he 
responded, “Yes, we only have limited time.” 
Case 8 – Harold (low CSE student). Results of screen-captured video analyses 
that include Harold’s cognitive actions and metacognitive strategies are presented below.  
The student’s task completion while using the modules is also elaborated. 
Description of Harold’s cognitive actions, metacognitive strategies, and task 
completion on the Boolean Logic Module.  Harold spent the majority of his time on 
cognitive actions (35.04 %) and monitoring strategies (29.48 %) while working on the 
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Boolean Logic module.  He made 90 transitions of strategy during 21 minutes of working 
(see Figure 46).  The student read the learning material and instructions once while using 
this module.  He clicked “Do Nothing” more frequently (14 times) than “Show Hints” 
(never) and “Show Answer” (3 times).  Harold completed the Instructions and 
Simplifying Expressions, but skipped Precedence.  When he was asked about the 
feedback mechanism, why he chose “Show Answer” and closed the pop-up menu, he 
responded, “I didn't.  I didn't really need to press the button most likely.  I asked people 
around me for the answer.” 
 
Figure 46. An illustration of Harold’s SRL strategies on the Boolean Logic across time. 
Description of Harold’s cognitive actions, metacognitive strategies, and task 
completion on the Minimum Spanning Tree Module.  In general, Harold spent the 
majority of his time on cognitive actions (51.90 %) and monitoring strategies (23.57%) 
while using the Minimum Spanning Tree module.  He made 46 transitions of strategy 
during 15 minutes of working (see Figure 47).  He did not read the learning materials on 
the first page of the module, nor did he read the instructions.  The student directly played 
0.0000
1.0000
2.0000
3.0000
4.0000
5.0000
0 5 10 15 20 25
S
R
L 
S
tr
a
te
g
ie
s
Time Information of the SRL Strategies (in minutes)
An Illustration of SRL Strategies Used on Boolean Logic Across Time
PLA 
ACT 
MON 
REG 
 
 
145 
with the arcs on the module without reading the instruction.  After realizing he could not 
proceed, he read the instructions.  He successfully completed only one of three task levels 
while using the module (i.e., the easy level).  In this module, Harold also wrote the 
algorithm that represented his approach in solving the task.  
 
Figure 47. An illustration of Harold’s SRL strategies on the Minimum Spanning Tree 
across time. 
 
Description of Harold’s cognitive actions, metacognitive strategies, and task 
completion on the Modeling Using Graphs Module.  Harold spent almost all of his time 
on cognitive actions (76.87 %) while working on the Modeling Using Graphs module.  
He made 13 transitions of strategy during 14 minutes of working (see Figure 52).  The 
student read the learning material once.  He planned before solving any task by reading 
the instructions, and he sometimes reread the instructions while solving the tasks.  He 
worked on five different tasks while using the module: Using the Graph ILM, Modeling 
Problems, Matching, Another Matching Problem, and A Path Problem.   
1.0000
0.0000
1.0000
2.0000
3.0000
4.0000
5.0000
0 5 10 15 20
S
R
L 
S
tr
a
te
g
ie
s
Time Information of the SRL Strategies (in minutes)
An Illustration of SRL Strategies Used on Minimum Spanning Tree Across Time
PLA 
ACT 
MON 
REG 
 
 
 
146 
 
Figure 48. An illustration of Harold’s SRL strategies on Modeling Using Graphs across 
time. 
 
Summary of Harold’s cognitive actions, metacognitive strategies, and task 
completion.  An analysis of screen-captured videos revealed that Harold spent 20 
minutes, 52 seconds on Boolean Logic; 14 minutes, 47 seconds on Minimum Spanning 
Tree; and 13 minutes, 36 seconds on Modeling Using Graphs modules.  In terms of the 
strategies used, he spent 25 minutes, 37 seconds on cognitive actions; 6 minutes, 9 
seconds on planning; 10 minutes, 52 seconds on monitoring; and 6 minutes, 39 seconds 
on regulating strategies on the three modules.  Furthermore, it was revealed that he made 
90, 46, and 13 strategy transitions on Boolean Logic, Minimum Spanning Tree, and 
Modeling Using Graphs, respectively. 
The researcher asked some questions related to Harold’s strategies while using the 
modules.  When asked about the strategy of preparing to find solutions for the task, he 
responded, “Uhm, just try to mess around...”  Harold also explained his strategies to carry 
out plans, “First, I tested it to see if it works and do some enhancements and take 
something out, and re-tested again.”  He elaborated the strategies used to detect any 
0.0000
1.0000
2.0000
3.0000
4.0000
0 5 10 15
S
R
L 
S
tr
a
te
g
ie
s
Time Information of the SRL Strategies (in minutes)
An Illustration of SRL Strategies Used on Modeling Using Graphs Across Time
PLA 
ACT 
MON 
REG 
 
147 
errors in solving the task, “I read the objective, if it is similar to it or on the spot then I 
think I did what I am supposed to do.”  When asked about strategies to fix any errors in 
solving the task, he answered, “First, look at my program. Review the answer if I missed. 
Just make some enhancement to it.” 
Harold did well on Modeling Using Graphs by completing all tasks on the 
module.  However, he completed only two of three tasks on Boolean Logic and one of 
three tasks on Minimum Spanning Tree modules.  The researcher asked few questions to 
clarify Harold’s task completion.  When asked why he did not complete a part of the task, 
he responded, “Time limitation…” Moreover, when asked how the progression feature 
influenced his task completion, he answered, “First, you start with the easy one.  If it is 
easy, just move forward.” 
 Issues gathered from interview.  Differences and similarities between the high 
and low CSE groups were found in the data gathered from interview.  An analysis of 
interview data revealed seven issues; five related to computer self-efficacy, cognitive 
actions, and metacognitive strategies, and two related the students’ perception regarding 
the features of the ILM.  The five issues were: (1) computer self-efficacy, (2) planning 
strategies, (3) cognitive actions, and (4) monitoring strategies, and (5) regulating 
strategies.  In addition, other issues were: (1) success parameters of using the ILM, (2) 
aspects that students liked and disliked on the ILM. 
Issue 1: Previous experience in using a computer helps students to use the 
interactive learning module. Most of the students revealed that their previous experience 
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helped them to navigate the ILM and use its features.  Andy, who was one of selected 
cases with high CSE, commented: 
Hmm, alright, I have worked on programming before.  I worked with other 
systems and I did have trouble with Boolean Logic originally.  As for using the 
ILM, uhm, my previous computer experience did helps especially, the Boolean 
Logic, Minimum Spanning Tree, and Modeling Using Graphs.  I think Modeling 
Using Graphs is probably the most complicated for me.  Just general computer 
experience helps.  I definitely try to use all resources available, uhm, to help using 
the program.  I said if I didn't know how to use the computer at all, definitely will 
be a lot harder.  But, my previous computer experience just helps me make sure 
that I use all the tools available and hope to interact better with design, I suppose. 
Similar to the comment reported by Andy, Harold said, “In some ways yes.  It helps me 
to navigate.  What can be done first, and what can be done later.”  However, Farid, one 
student who reported low CSE said that, “I feel that my previous experience is not 
enough to use the ILM.” 
Issue 2: Strategy of preparing to find solutions for the task. When the interview 
participants were asked how they prepared themselves to find a solution to a task 
involving the interactive learning modules, almost all of them mentioned that they read 
the instructions first before working on the modules, except for Farid who said, “No. I'm 
not a specific person.  I just play around with it.”  Among the respondents’ comments, 
probably the most comprehensive response came from Carlos: 
149 
Looked at the button... See what they all do.  I read the instruction to see what the 
objective is.  And then I looked at different options and different difficulties to see 
how they range... And then I picked the easiest one at first... Make sure I am 
doing correctly and then I just progressively bump up it. 
I just look over at the side objective again, reread them.  Make sure they're solid 
in my mind.  Look over the instructions for the module that currently I am doing 
and then I go into the module and I look at all the low buttons and hold my mouse 
because it tells you what they do.  And with that I know what the button do, so I 
can better use them. 
Issue 3: Strategies to carry out plans while using the ILM. The selected 
participants were also asked to share strategies they used to carry out their plans while 
using the interactive learning modules.  While most of the high CSE students executed 
their movements or steps somewhat carefully, the low CSE students tended to use a trial-
and-error approach.  Andy tried to solve the problem by seeking the optimum solution, 
stating: 
Well, what I originally tried to do is… I'm trying to solve it as the program wants 
to solve it.  Then I went to and I try to see whether I can do better than the 
program. 
Minimum Spanning Tree... I created minimum spanning tree, uhm… check the 
answer.  I continually revised my answers.  When formulating my answers, I just 
go visually with what appears to be the best solutions. 
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Bailey and Carlos reported their specific approaches in dealing with the problems.  Bailey 
responded to the interview question by emphasizing the need to make predictions and 
connections: 
Well, I think the predictability helps a lot.  I try to make connections that may 
help to solve problems.  Connection is what helps you in the problem before … I 
guess, reviewing what you know.  But it was easy because it's consistent and 
predictable. 
Carlos demonstrated a structured approach to problem solving.  He tried to make sure 
that he understood the objective of the task: 
Hmm, I try not to get distracted by just looking at the module too much or just 
looking at the buttons and just kind messing around.  I make sure I stay focus on 
the objectives and once I completed those I see if there are alternate things I could 
do maybe I could understand it better.  And then I moved on to the next one. 
On the other hand, most of the students with a low CSE reported that they just 
played around with the modules and hoped to be able to figure out and solve the 
problems, as mentioned by George, “Just trial and error…Might get it wrong a couple 
times.  You always get it right eventually, I guess.”  One student, Farid, even said that, 
“No. No plan.”   
Issue 4: Strategies used to detect any errors in solving the task or problem. 
Detecting any errors or incorrect answers is critical in using the ILM.  Participants’ 
responses related to the strategies they used to make sure they were on the right track in 
solving the problem effectively.  They reported that the feedback comments from their 
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work on the modules were quite helpful.  Interestingly, the high CSE students 
commented in more detail than did their low CSE peers.  To investigate students’ 
monitoring strategies more comprehensively, the researcher asked additional questions 
about the strategies used when dealing with the Modeling Using Graphs module that does 
not have a feedback mechanism.  Andy knew exactly the available features on the 
interactive learning modules: 
A lot of them... Such as in the Minimum Spanning Tree, it wouldn't say what the 
solution was.  But it would say what the optimal answer would be.  So that was 
definitely one way to check.  And for the Boolean Logic just say, didn't work! 
When asked about the Modeling Using Graphs, Andy responded: 
You have much less constraints. But the way the graph generally taught... I think 
for a lot of students and I have problem as well, it was quite difficult to go from 
our current conception of graph we have... and maybe a little bit more 
introductory phase would be good on that section.  Maybe do a walkthrough 
example of one and then once they have one then you can give them a problem, 
built it with some constraints and then you want this.  They can make it and then 
you can show them the example of another one.  They can compare with their 
own. 
Low CSE students responded with less details compared to their high CSE peers.  
For example, Farid stated, “Hmm, I guess the closest thing is when it said that it was 
wrong.”  Regarding their responses to Modeling Using Graphs questions, they felt 
frustrated.  The same student, Farid, made a comment, “I think that... maybe just me... I 
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was always slow.  I don't understand it.”   In addition, George exposed her/his 
experience, “That is a little bit harder to work. But I think it wasn't too hard.  But it was 
still quite challenging.” 
Issue 5: Strategies to fix any errors in solving a task or problem. The ability to 
fix any errors will help students to move forward and solve problems in the ILM.  In 
general, students’ responses were similar.  They tried to figure out what was wrong and 
fix it.  Based upon the review, only Andy and Bailey reported clear and specific 
approaches to deal with errors.  Bailey was straightforward in making a comment, “You 
can ask for help. Read the instruction and materials again,” Andy mentioned his strategy:  
I find if I keep getting an incorrect answer I am just not going back far enough. 
So, if I am only redoing my last step but I keep getting wrong answers, I just go 
back two steps, three steps, until I do find the error.  As long as you were not 
making a mistake right at the beginning, that is more efficient than erasing the 
whole thing. 
Issue 6: Success parameters of using the ILM according to the students. An 
issue regarding success parameters while using the ILM is very important point to 
emphasize.  Since every interviewed participant has a different or unique perspective, the 
researcher outlined all of their comments:   
Andy You have to use computer before.  But even without any experience in 
Boolean Logic, or Minimum Spanning Tree, I think you can still use the 
program (ILM) successfully and learn from it. 
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You might... Uhm, some motivation.  I'd say a person doing it with peers 
around them would do it a lot more energetically than just them alone. 
Doing it in a group setting, I'd say it is more beneficial.   
Bailey Whether they have previous knowledge or not might be the constraint.  I 
guess you have to pay attention.  I thought it was easy. 
Carlos I think they just need to use the steps I specified earlier.  You know, just 
first look at the objectives, remind yourself what you're trying learn, look 
at the instructions so you can do it correct the first time, not how to try it 
several times.  And then going to the module, make sure you know what 
the buttons do.  Then do what it asks you to do.  Then just go through and 
do it and check your answer and if they're incorrect hasn't it an option that 
shows you what you did incorrectly?  Use it because it will tell you. 
Opinions on how you're doing are great.  It helps you to improve yourself 
even if it's a negative feedback.  Okay, I can improve myself in this area. 
But if it is a positive feedback I'm good in this area, then I should focus 
more on this area where I am not doing so great.  And that's where this 
module comes in. 
David Hmm, I would say read the instructions first.  Make sure you understand 
what to do. 
Earl Keep trying… ILM should be created by considering a real-life situation. 
For example, I really like the Minimum Spanning Tree and Boolean Logic 
part that show real-life objects (e.g., cars, people). 
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Farid  Bring headphones so he can listen to the instruction audio. 
George Just kind of trial and error.  Check often, make sure you do it right. 
Harold Reread the objectives twice.  If you don't get it, follow the objectives.  Be 
on task. 
Issue 7: Aspects of ILM that students like and dislike the most. Students 
included in the high CSE group explained specifically the aspects of ILM that they liked 
the most.  Andy liked the feedback mechanism of the modules: 
Hmm, I would say what I really like about it was the fact that you could do 
something and then it would tell you, oh you did this wrong.  And it wouldn't just 
say you did it wrong.  It would say, you did it wrong, here is a hint to help you 
and then you can go back and fix it.  And then you can do another different 
problem and then see if you can do right at that time. Instead of just saying you 
did it wrong, but never actually telling you why you're wrong. 
Similar to Andy’s comments, David stated, “I like all of it. It’s really interesting. 
The features are really cool.  Also the feedback feature is good.  When it says I don’t get 
it right. You know… I try to get it right.”  Another interesting point came from Carlos: 
Hmm, the fact that they were pretty challenging ones... I couldn't just have all 
really easy ones.  All really challenging ones... It did build up and it's like 
progressive order.  You can like do some easy ones. Learn how... What the goal 
of the module is you can bump it up harder where you can challenge yourself a 
little bit. 
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On the other hand, the low CSE group focused more on the picture and navigation 
of ILM as the aspects they liked the most.  Earl commented, “I like the module that has 
cartoons.  I like it because it is not boring.  It looks cool.”  Another student, Farid, 
pointed out, “I like the pictures.  It does make the thing easier.” 
 Moreover, students also disliked some aspects of the interactive learning modules 
such as the design which they reported as looking “amateurish” … and navigations that 
were confusing in parts.  For example, Bailey commented, “I think the interface is just 
like amateur.”  Also, Low 2 stated, “Structure on the side.  I think they're pretty 
confusing.  I didn't understand. I just do it, I think that's right, and move on.” 
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CHAPTER VI  
DISCUSSION, CONCLUSIONS, IMPLICATIONS, AND RECOMMENDATIONS 
 This chapter is divided into three sections.  In the first section, the researcher 
discusses the findings of the study that were presented in the previous chapter and 
provides conclusions.  In the second section, the researcher explains the implications of 
this research.  In the third section, recommendations for future research are outlined. 
 
Discussion and Conclusions 
 
Research Question #1: How is Students’ Computer Self-Efficacy Related  
to Cognitive Actions and Metacognitive Strategies While using Interactive  
Learning Modules?  
 Descriptive statistics analysis of computer self-efficacy questionnaire found that 
the students achieved the highest average score on beginning skills than advanced and 
file and software skills.  Overall, the students reported high confidence on their abilities 
to deal with computers for all computer self-efficacy scales.  Moreover, analyses of self-
regulated computer-based learning found that students had moderate-to-high awareness 
of planning, monitoring, and regulating.  The students had low-to-moderate awareness of 
cognitive actions.  The results may have been caused by some statements in cognitive 
actions that were not directly related to navigation on the modules such as note taking 
and student perception of the way to finish the activity as quickly as possible. 
Pearson correlation tests revealed that significant relationships existed between: 
(1) computer self-efficacy and cognitive actions, and (2) cognitive self-efficacy and 
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planning strategies.  Although not significant, analyses of multiple linear regressions 
between CSE components and cognitive actions showed that advanced skills had the 
highest Beta value compared to beginning and file and software skills.  The regression 
tests between CSE components and planning strategies also found that beginning skills 
had the highest Beta value compared to advanced and file and software skills.   
The findings confirmed a previous study conducted by Paraskeva (2007) 
regarding the relationship between computer self-efficacy and learning strategies.  
Paraskeva reported a significant positive relationship between computer self-efficacy and 
cognitive and metacognitive strategies in the first and fourth years for students who took 
information technology courses at the university level.  The results were also consistent 
with the findings of previous investigation of internet self-efficacy and self-regulated 
learning (Joo et al., 2000).  According to Wood and Bandura’s (1989) study, it was found 
that an individual’s self-efficacy also influences cognitive processes.  The absence of any 
significant relationship between computer self-efficacy and metacognitive strategies, in 
this case, monitoring and regulating strategies, was inconclusive.  This may be due to two 
factors.  First, in general, students may think and act the same way in responding to 
feedback from modules regardless of their computer self-efficacy level.  Second, 
available features on the modules that encourage the students to reflect on their activities 
may be very limited.   
The results of this study revealed that computer self-efficacy components were 
not a significant predictor of cognitive actions and metacognitive strategies.  A review 
study conducted by Moos and Azevedo (2009) also suggested that a causal relationship 
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was not found between computer self-efficacy and how students learn in computer-based 
learning environments.  Findings of the present study suggested that there are other 
factors that might contribute to student cognitive actions and metacognitive strategies 
while using interactive learning modules.  The results were inconsistent with the findings 
of a previous study conducted by Nevill (2008) in the context of reading, which revealed 
that reading self-efficacy is a predictor of student regulation of cognition.  The rapid 
development of information and communication technology may explain the findings of 
the current study.  Presently, young students are exposed to advanced computer 
technologies at an early age; therefore, the focus of attention may emphasize other 
motivational aspects of learning more than computer self-efficacy.  More rigorous 
research on this topic should be conducted to focus on any specific component of 
computer self-efficacy, either beginning, advanced, file and software skills, or any new 
emergent scale of computer self-efficacy.   
To conclude, although there were no significant relationships between computer 
self-efficacy and monitoring and regulating strategies, these findings may need further 
investigation.  Based on the researcher’s investigation, there was no report has been 
published regarding to what degree computer self-efficacy predicts cognitive actions and 
metacognitive strategies, specifically in the context of secondary education.  
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Research Question #2: How do Students Plan and Monitor Their Cognitive  
Actions, and Regulate Their Monitoring Strategies During Learning  
with Interactive Learning Modules? 
 
 To examine how students plan and monitor their cognitive actions, and regulate 
their monitoring strategies during learning with interactive learning modules, 
questionnaire data regarding cognitive actions and metacognitive strategies were 
clustered based on students’ computer self-efficacy (i.e., high and low CSE groups).  
Each of the four students from the high and low CSE groups were purposely selected to 
analyze the screen-captured videos that recorded their interaction with the modules.  In 
addition, the eight students were invited for interviews to clarify what they did while 
using the modules.      
 Descriptive statistics of cognitive actions and metacognitive strategies of the high 
and low CSE groups showed that the high CSE had a moderate-to-high awareness of 
cognitive actions and metacognitive strategies.  On the other hand, the low group 
reported a low-to-moderate awareness of their cognitive actions and metacognitive 
strategies, except for regulating strategies.  Mann-Whitney tests (2-tailed) were carried 
out to investigate the differences between high and low CSE groups in the areas of 
cognitive actions and metacognitive strategies.  Results showed significant differences 
between both groups in cognitive actions, planning, and monitoring strategies.  No 
significant difference was found in regulating strategies. 
A series of Wilcoxon tests was conducted to evaluate whether these gaps between 
SRL features were significant.  The results for the high CSE group indicated significant 
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differences between planning strategies and cognitive actions, cognitive actions and 
monitoring strategies, and monitoring and regulating strategies.  Furthermore, the results 
for low CSE group indicated no significant differences were found between planning 
strategies and cognitive actions, cognitive actions and monitoring strategies, and 
monitoring and regulating strategies.  The findings suggest that, on average, the high CSE 
group was aware of the need to plan, monitor progress, and fix any problems.  However, 
they were not aware of executing their plans.  It was indicated that the high CSE students 
found planning to be important, but they did not quite maximize in actualizing their plans 
into actions.  The researcher cautioned that these findings should be carefully interpreted.  
An analysis of questionnaire items revealed that high CSE students scored low when 
working on items that indirectly related to the use of ILM features (e.g., create a sketch 
on a paper to come up with a solution).  
In terms of the scores that the low CSE group reported, they were less aware of 
the need to plan, execute plans, and monitor working progress compared to their high 
CSE peer group.  The low CSE students were quite aware of strategies to deal with any 
challenges that arose while solving problems.  The findings suggested that while using 
the modules, the low CSE students did not perform well, not only on cognitive actions 
that indirectly related to the use of ILM features, but also on a number of cognitive 
actions that directly related to conceptual understanding and the use of ILM features. 
Students from the high CSE group were aware of the need to plan, monitor 
progress, and fix any problems.  Descriptive statistics of strategies of the cases showed 
that all four cases with high CSE reported moderate-to-high awareness of their strategies.  
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While two cases with low CSE exhibited a low-to-moderate awareness of their cognitive 
actions and metacognitive strategies, the other two cases showed a moderate-to-high 
awareness of their strategies.  Mann-Whitney tests were carried out to investigate the 
differences between the cases from the high and low CSE groups regarding cognitive 
actions and metacognitive strategies.  Results found significant differences in planning 
and monitoring strategies between the cases from both groups.  No significant differences 
were found in cognitive actions and regulating strategies. 
A series of Wilcoxon tests was conducted to evaluate whether the gaps between 
SRL features were significant.  The results of the four cases with a high CSE and the four 
cases with a low CSE indicated no significant differences between planning strategies 
and cognitive actions, cognitive actions and monitoring strategies, and monitoring and 
regulating strategies.   
Analyses of screen-captured videos revealed that the duration of the students’ 
SRL strategies while using the modules revealed that, in general, both the high CSE and 
low CSE groups spent the majority of their time on cognitive actions compared to 
monitoring, regulating, and planning.  Furthermore, an analysis of the frequency of 
strategy changes while using the modules revealed that the high CSE group changed their 
strategies more often that did the low CSE group on all modules.  These findings 
suggested that the high CSE group felt more flexible in changing their strategies than did 
the low CSE group.  Moreover, it was concluded by the researcher that the high CSE 
group might have felt more comfortable than the low CSE group in spending more time 
working with the modules. 
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An investigation of students’ task completion while using the modules revealed 
that the cases with high CSE group performed better than the lower group.  The findings 
confirmed a statement from Bandura (1993) who emphasized that one’s self-efficacy is a 
significant factor that differentiates one’s performance with the others as he stated, “a 
person with the same knowledge and skills may perform poorly, adequately, or 
extraordinarily depending on fluctuations in self-efficacy thinking” (p. 119).  A previous 
study conducted by Madhavan and Phillips (2010) found that there was a difference in 
performance level between high and low CSE groups when working on a computerized 
system, in this case, a decision support system. 
The interview data analysis revealed differences and similarity between high and 
low CSE groups.  The analysis found seven issues; five related to computer self-efficacy, 
cognitive, and metacognitive strategies, and two related to the students’ perception 
regarding the features of the ILM.  First, most of the student participants reported that 
their previous experience helped them to navigate the ILM.  The findings suggested that 
students need to have experience in using a computer before learning to use interactive 
learning modules.  Second, when the interview participants were asked how they 
prepared themselves to find a solution to a task involving the interactive learning 
modules, almost all of them mentioned that they read the instructions first before working 
on the modules, except for one student from the low CSE group who reported that he just 
played around with the modules.  Third, the participants were asked to share strategies 
they used to carry out their plans while using the interactive learning modules.  While 
most of the high CSE students executed their movements or steps somewhat carefully, 
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the low CSE students tended to use a trial-and-error approach.  Fourth, participants’ 
responses related to the strategies they used to make sure they were on the right track in 
solving the problem effectively.  They reported that the feedback comments from their 
work on the modules were quite helpful.  It should be noted that the high CSE students 
commented in more detail than did their low CSE peers.  Fifth, the ability to fix any 
errors will help students to move forward and solve problems in the ILM.  In general, 
students’ responses were similar.  They tried to figure out what was wrong and to fix it.  
Based upon the review, only students from the high CSE group reported clear and 
specific approaches to deal with errors.  Sixth, an issue regarding success parameters 
while using the ILM is an important point to emphasize.  Every interviewed participant 
has a different or unique perspective regarding the success parameters, such as the 
importance of previous experience; working in group is more beneficial; the importance 
of reading the objectives of the activities; keep trying; or using a trial-and-error approach.  
Seventh, while the students from the high CSE group liked the feedback mechanism of 
the modules the most, the low CSE group focused on the picture and navigation of the 
ILM as the aspects they liked the most.   
 To conclude, the findings of this study have shed additional light on the self-
regulated learning knowledge base, specifically in a computer-based learning 
environment context.  According to the findings, students with a high CSE tended to have 
higher cognitive actions and metacognitive strategies.  The selected cases from the high 
CSE group also spent more time in using the modules and made strategy changes more 
often than did their low CSE peers. 
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Research Implications 
 
 This research has implications for self-regulated learning researchers, teachers, 
and interactive learning module developers.  The findings revealed that students’ 
computer self-efficacy was positively correlated with cognitive actions and planning 
strategies.  Further analysis between the total number of students in the high and low CSE 
groups, as well as the eight selected cases revealed that students who reported a high 
computer self-efficacy tended to have higher scores on cognitive actions and 
metacognitive strategies than those students who reported a lower computer self-efficacy.  
The findings are similar to the work of Bandura (1977) and Brosnan (1998), whose 
studies suggested that individuals with higher self-efficacy tend to achieve greater 
changes in behavior and spend more time while engaged in tasks than their peers with 
lower self-efficacy.  Data analyses of the current study also found that computer self-
efficacy was not a significant predictor of cognitive actions and metacognitive strategies.   
Informed by these findings, in particular, self-regulated learning researchers may 
consider identifying other factors or motivational constructs, such as intrinsic and 
extrinsic motivations, that may be significant predictors of students’ cognitive actions and 
metacognitive strategies while engaged in interactive learning modules.  Previous studies 
revealed the relationships between motivational constructs and learning strategies, and 
their influence on student learning performance in the context of science and online 
distance education (e.g., Miltiadou & Savenye, 2003; Pintrich, 2003).  Although 
computer self-efficacy is not a significant predictor of cognitive actions and 
metacognitive strategies, there was clear evidence in this study that students with high 
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computer self-efficacy spent more time and made more strategy changes than those with 
low computer self-efficacy.  Additional efforts should be conducted to increase students’ 
confidence while working with computers.  The instructions within the interactive 
learning modules and the navigation can be created in more creative ways to “hook” the 
users and engage them from the beginning to the end of the learning process with the 
modules.  Lee (2009) reported that scaffolding techniques, such as “help avatar” and 
reflective questions, used in an online learning environment helped middle-school 
students to stay focused while completing tasks.   
 The findings of this research may also inform any teacher who uses interactive 
learning modules or any computer-based learning environment to design appropriate 
instructional strategies while using electronic modules in their classrooms.  Data analyses 
found that both high and low CSE group reported they were less aware of executing their 
plans.  It was indicated that the students found planning to be important, but they did not 
translate the planning into actions.  The teacher may need to: (1) introduce the 
introduction to the concepts before allowing the students to use the module; (2) 
encourage the students to read the objectives of the activities on the modules carefully 
before executing their plans; and (3) have one or more teaching assistants to help in 
responding to questions raised by students while working with the module.  
Understanding of task demand is an important factor for the success of any activity.  
Butler and Cartier (2005) recognized that task interpretation plays an important role in 
self-regulated learning processes.  A study conducted by Cooper and McIntyre (1994) 
revealed that a teacher-student relationship is essential for the effectiveness of teaching 
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and learning in a classroom.  They emphasized that effective teaching “depends on the 
degree to which they incorporate this pupil influence into their classroom teaching” 
(Cooper & McIntyre, 1994, p. 645).  The use of interactive learning modules facilitates 
students to learn concepts in their own way.  However, the teaching presence is an 
important factor to achieve a successful learning activity in a computer-based learning 
environment (Garrison, 2007).  He further pointed out the necessity of organization and 
guidance in the learning process. 
 Findings of the study revealed that a significant positive relationship existed only 
between CSE and planning strategies.  No significant relationship was found between 
CSE and monitoring and regulating strategies.  Realizing that the students have good 
basic skills in using a computer, they may not have understood the concept of 
metacognitive strategies.  No significant positive relationship means that the high CSE 
does not necessarily reflect high metacognitive strategies.  Providing metacognitive 
training in the context of computer-based learning environment may be helpful for 
students who use interactive learning modules.  The training for high school students can 
be an introduction to the essential role of planning, monitoring, and adjusting strategies.  
Incentives such as extra points or compliments may be given to encourage the students 
who practice metacognitive strategies. 
Moreover, issues gleaned from interviews suggested that it may be helpful for the 
students to work in groups rather than individually.  However, the consequence of this 
option is that the arrangement of the chairs needs to be adjusted to enhance learning 
convenience.  This study showed that the high CSE group outperformed the low CSE 
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group in cognitive actions, planning, and monitoring strategies.  As suggested by van den 
Bossche, Gijselaers, Segers, and Kirschner (2006), working in groups may increase 
student engagement through the concept of shared cognition that promotes learning 
processes.  In addition, Ge and Land (2004) suggested interaction among students 
facilitated by the teacher can promote higher-level discourse in problem-solving 
processes. 
 Finally, results from the present study provide some information for the 
developers of interactive learning modules.  Improvements in the interactive learning 
module can be conducted by considering the results of this study.  Based upon the 
comments from interviewed participants, some features that need improvement include: 
the graphics, instructions, and feedback mechanism.  Informed by the detailed 
information of how high and low CSE students used the modules, the developers may 
need to reorganize the navigation of the modules.  A collaborative effort can be made by 
inviting subject-matter experts to revisit the objectives and instructions for each module.   
Because the users’ computer self-efficacy is varied, the developers should make 
the modules easy to navigate and create graphics based on a real-world example.  Low 
CSE students focused more on the picture and they suggested a more professional 
interface design than the existing one.  The design should represent a real-world interface 
design because the students do not like the "amateur" interface design. 
As suggested by the interview findings, the high CSE students put forth efforts to 
read instructions in order to understand the objectives before moving on to other steps.  
Frequently, they reread the instructions while solving a problem.  It is interesting to note 
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that the case of one student in the low CSE group reported that he felt his previous 
experience in using a computer was insufficient to use the ILM.  Most of the students 
with a low CSE also reported that they just play round with the module without paying 
attention to the instructions.  Based on these findings, the instructions on the modules can 
be improved by creating a feature that can guide or scaffold the users to read the 
instructions before directly trying to solve a problem.  The users, especially those with 
low CSE, may take benefit from the feature.  Moreover, high CSE students tended to 
reread the instructions while working on the problems.  The ILM developers may want to 
create a feature that can prompt the users to reread the instruction whenever the users are 
working on the module for some time without any progress.   
In terms of learning assessment, the interactive summative assessments feature 
can be developed to measure student achievement after working with the modules.  The 
feature can also be enriched by implementing a tracking mechanism that captures 
students’ scores.  A feedback mechanism for each answer submitted by the students can 
be improved by creating a ‘recommender system’ for incorrect answers.  By optimizing 
the use of this feature, students can exercise metacognitive skills by evaluating their 
answers and taking follow-up actions based on the feedback provided by the module. 
 
Recommendations for Future Studies 
 
There are four recommendations made associated with the sample of this study, 
research design, context of the study, and the instrumentations.  First, this study only 
analyzed 100 datasets of the participating students.  A larger number of participants from 
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different schools may improve the generalizability of results of similar studies.  Also, a 
larger number of participants may also be used to retest the reliability scores of the 
instruments in this study: computer self-efficacy and self-regulated computer-based 
learning questionnaire.  Student participants in this study enrolled in different classes: 
programming, math, and physics.  Depending on the objective of a future study, the 
sample can be limited to students who enroll in programming class, for instance.  Such a 
sample could be used if we want focus more on pedagogical improvement in a computer 
science education context.  However, a more diverse sample could be used if the focus of 
study is more on the evaluation of interactive learning modules. 
Another recommendation related to sample of the study concerns the 
characteristics of the students.  The way that high school students work may influence the 
results.  According to the researcher’s observation during the pilot and main study, 
students were distracted easily.  Although the majority of the participants focused on the 
modules, it was observed that a few students distracted the entire class because of the 
noise they made.  The researcher also noticed that students accessed irrelevant web pages 
while using the modules.  A teacher’s presence during the data collection process could 
help the students to focus their work on the modules.   
Second, the nature of this study is descriptive.  This study investigates students’ 
computer self-efficacy, cognitive actions, and metacognitive strategies while using an 
interactive learning module.  In other words, this study captures students’ beliefs 
regarding their confidence when dealing with a computer and strategies when using an 
example of a computer-based learning environment.  Informed by the findings of this 
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study regarding the differences in students’ cognitive actions and metacognitive strategies 
based on their computer self-efficacy, the researchers can create an intervention to 
improve cognitive and metacognitive strategies from students with low CSE.  Research 
suggests that computer self-efficacy and self-regulation skills can be trained (e.g., 
Coutinho, 2008; Decker, 1998; Kher, Downey, & Monk, 2013).  An experimental study 
can be conducted to see whether modified interactive learning modules can improve 
either computer self-efficacy or improve cognitive actions and metacognitive strategies. 
Third, regarding the context of this study, further research can use an approach 
similar to the one used in this study to be applied to other computer-based learning 
environments, such as the modules developed by the Khan Academy or modules 
presented at Massive Open Online Courses (MOOC) providers such as Coursera 
(https://www.coursera.org) and Udacity (https://www.udacity.com).  Ideas on educational 
research on MOOC have been proposed recently to analyze student learning while using 
the MOOC application (Breslow et al., 2013; Daly, 2013; Simonite, 2013).  However, it 
is uncertain what framework they used in the analyses. 
Fourth, a recommendation for future research is based on the results of the 
reliability test.  While the computer self-efficacy questionnaire revealed high Cronbach’s 
Alpha scores, the self-regulated computer-based learning questionnaire had relatively low 
reliability scores for planning strategies.  These findings indicated that the items still need 
to be improved.  Analyzing more than one type of interactive learning module or 
computer-based learning environment may help to improve the items of the 
questionnaire.  Furthermore, while metacognitive strategies were categorized into several 
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groups (i.e., planning, cognitive, and monitoring strategies), cognitive strategies were not.  
The researcher believes that it may be helpful for self-regulated learning researchers to 
develop subconstructs of cognitive strategies in the context of a computer-based learning 
environment.  
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Appendix A  
Demographic Questionnaire 
Please select the appropriate gender: 
□ Male 
□ Female 
 
Please select the appropriate ethnicity: 
□ Hispanic 
□ African American 
□ Asian American/Pacific Islander 
□ White/Caucasian 
□ Native American 
□ Mixed Racial 
□ International Student 
 
What is your age group? 
□ 17 or less 
□ 18-19 
 
Please select your cumulative GPA: 
□ Less than 2.00 
□ 2.00 – 2.24 
□ 2.25 – 2.49 
□ 2.50 – 2.74 
□ 2.75 – 2.99 
□ 3.00 – 3.24 
□ 3.25 – 3.49 
□ 3.50 – 3.74 
□ 3.75 – 4.00 
□ Other 
 
What is your class? 
□ Freshman 
□ Sophomore 
□ Junior 
□ Senior 
 
What is the highest level of math course that you have taken/currently taking? 
□ Algebra 1 
□ Algebra 2 
□ Geometry 
□ Trigonometry/Pre-Calculus 
□ AP Calculus 
□ None 
 
Are you considering majoring in a field of engineering, technology, or computer science in 
college? 
□ Yes 
□ No  
196 
Appendix B  
Computer Self-Efficacy Questionnaire 
For the following statements, reflect on your past experiences using computer and its 
applications. 
 
 Statement 
 I feel confident…  
working on a personal computer 
 getting the software up and running 
 using the user’s guide when help is needed 
 entering and saving data (numbers or words) into a file 
 escaping (exiting) from the program (software) 
 calling up a data file to view on the monitor screen 
 understanding terms/words relating to computer hardware, for example computer 
processing unit, hard-drive, memory 
 understanding terms/words relating to computer software, for example Microsoft 
Excel, Notepad, Adobe Photoshop 
 handling a flash drive correctly 
 learning to use a variety of programs (software) 
 learning advanced skills within a specific program (software) 
 making selections from an on-screen menu 
 using the computer to analyze number data 
 using a printer to make a “hardcopy” of my work 
 copying a flash drive 
 copying an individual file 
 adding and deleting information from a data file 
 moving the cursor around the monitor screen 
 writing simple programs for the computer 
 using the computer to write a letter or essay 
 describing the function of computer hardware (e.g., keyboard, monitor, disc drives, 
computer processing unit) 
 understanding the 3 stages of data processing: input, processing, output 
 getting help for problems in the computer system 
 storing software correctly 
 explaining why a program (software) will or will not run on a given computer 
 using the computer to organize information 
 getting rid of files when they are no longer needed 
 organizing and managing files 
 troubleshooting computer problems 
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Appendix C  
Self-Regulated Computer-Based Learning Questionnaire 
Planning Strategies 
 
As I start engaging in a learning activity using the 
Interactive Learning Module, I… 
What I do in general 
 
Almost 
never 
 
Sometimes 
 
Often 
 
Almost 
always 
work on the activity right away (REVERSED) 1 2 3 4 
identify the objectives that I need to attain 1 2 3 4 
think about the instructions 1 2 3 4 
read learning materials (e.g., introduction page, 
description of a concept) 
1 2 3 4 
consider what I already know related to the activity I am 
dealing with 
1 2 3 4 
consider available time to complete the activity 1 2 3 4 
determine appropriate strategies to complete the activity 1 2 3 4 
 
Cognitive Actions 
 
When I am engaging in a learning activity using the 
Interactive Learning Module, I… 
What I do in general 
 
Almost 
never 
 
Sometimes 
 
Often 
 
Almost 
always 
think about the best way to finish the activity as quickly 
as possible (REVERSED) 
1 2 3 4 
relate my activity to the objectives I want to achieve 1 2 3 4 
follow the step-by-step guidance to complete the activity 1 2 3 4 
take notes on concepts that I think are important 1 2 3 4 
pay attention to the underlined, bolded, or colored words 1 2 3 4 
memorize facts (e.g., symbols, terms) found on the 
learning materials  
1 2 3 4 
select a higher level of difficulty to ensure understanding 
of concepts 
1 2 3 4 
draw conclusions from what I have learned 1 2 3 4 
allocate available time for each part of the activity 1 2 3 4 
pay attention to facts (e.g., numbers, shapes, colors, 
names) on the module  
1 2 3 4 
changing some operations using clickable buttons on the 
module 
1 2 3 4 
create a sketch on a paper to come up with a solution 1 2 3 4 
 
  
198 
Monitoring Strategies 
While I engage in a learning activity using the Interactive 
Learning Module, I… 
What I do in general 
Almost 
never 
Sometimes Often Almost 
always 
evaluate my progress to see if my work is going well 1 2 3 4 
evaluate whether I attain the objectives 1 2 3 4 
make sure that I follow the instructions 1 2 3 4 
identify what I do not understand 1 2 3 4 
judge how well I understand the concepts of this activity 1 2 3 4 
keep track of how much time I have left to finish my 
work 1 2 3 4 
evaluate how well I recognize facts (e.g., numbers, 
shapes, colors, names) on the module 1 2 3 4 
think about the feedback from the module 1 2 3 4 
evaluate whether the strategies I am using to complete the 
activity are appropriate 1 2 3 4 
. 
Regulating Strategies 
While I engage in a learning activity using the Interactive 
Learning Module, I… 
What I do in general 
Almost 
never 
Sometimes Often Almost 
always 
check whether my responses  make sense to me 1 2 3 4 
complete the remaining parts of the activity to accomplish 
the objectives 
1 2 3 4 
reread the instructions 1 2 3 4 
review the learning materials (e.g., introduction page, 
description of a concept) 
1 2 3 4 
review the knowledge I gather from this activity 1 2 3 4 
ask for help 1 2 3 4 
try to use my time better 1 2 3 4 
think more thoroughly when looking at facts on the 
modules 
1 2 3 4 
find what information about the solution is helpful 1 2 3 4 
try a different approach to determine a solution 1 2 3 4 
stop working and give up (REVERSED) 1 2 3 4 
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Appendix D  
Interview Questions 
SRL feature Interview question 
Planning strategies: 
Strategies students 
describe as using to make 
plans 
What was the first thing you do while using the ILM? 
Before making any attempts to solve problem or work on exercise 
in the ILM, how do you make yourself prepared in getting a 
solution to the problem?  
Do you have any particular strategy (strategies)? Could you 
please describe it to me? 
 
Cognitive Actions: 
Strategies students 
described as using to 
work with ILM 
 
Now, after having a plan to solve the problem, share with me how 
would you carry out your plans. Do you have particular strategies 
in making sure your plan is well executed? 
 
 
Monitoring strategies: 
Strategies students used 
to monitor their progress 
 
 
How do you know you have answered the problem?  
What are the strategies you use to detect any errors in solving the 
problem?  
How did you use feedback mechanism on the ILM? How useful 
was the feedback tool for you? 
 
Regulating strategies: 
Strategies students 
reported to adjust their 
strategies 
 
 
 
 
If you find any errors in solving the problem, what steps would 
you take to fix it? 
Can you remember the last time that you did not understand a 
concept in ILM? What was the problem?  
What did you do first to try and solve the problem? What else did 
you do? 
 
Learning Experience Interview question 
Learning experience of 
using the ILM  
Can you explain how your previous experience in using computer 
affect the use of interactive learning modules (ILM)?  
What aspects of ILM you like?  
What aspects of ILM you dislike or need to be improved?  
Specify level of difficulty in using the modules: easy, medium, 
hard.  
Could you share with me, what are success parameters of using 
the ILM? 
Any additional ideas you would like to share with me on how you 
engage in the ILM? 
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Appendix I  
List of Events and SRL Strategies and Sequence of Events  
(Boolean Logic Module) 
List of Events –Boolean Logic  
Code Event 
BL.Ev.01 Read learning materials (i.e., view introduction page) 
BL.Ev.02 Move to a next page “Instructions” 
BL.Ev.03 Move to a next page “Using Parenthesis to Control Precedence” 
BL.Ev.04 Move to a next page “Simplifying Expressions” 
BL.Ev.05 Move to a previous page 
BL.Ev.06 Click a link to watch a demo 
BL.Ev.07 Read instructions 
BL.Ev.08 Select difficulty level (Basic – Normal – Advanced) 
BL.Ev.09 Select Objects > Type (Shapes, Images, Mixed) 
BL.Ev.10 Select Objects > Number of Objects (1, 2, 3, 4, 5, or 6)  
BL.Ev.11 Click ‘Select None’  
BL.Ev.12 Click ‘Swap Selected’ 
BL.Ev.13 Click ‘Selected All’ 
BL.Ev.14 View ‘Object Properties’  
BL.Ev.15 Drag an object from left (Unselected) to right (Selected)  
BL.Ev.16 Drag an object from right (Selected) to left (Unselected) 
BL.Ev.17 Select options on feedback menu: Show Hints 
BL.Ev.18 Select options on feedback menu: Show Answer 
BL.Ev.19 Select options on feedback menu: Do Nothing 
BL.Ev.20 Scroll down and select a Boolean expression 
BL.Ev.21 Type or insert a Boolean expression 
BL.Ev.22 Erase a Boolean expression 
BL.Ev.23 Revise a Boolean expression 
BL.Ev.24 Click ‘Apply Expression’ 
BL.Ev.25 Click ‘Clear Expression’ 
BL.Ev.26 Click ‘Check’  
BL.Ev.27 Click 'New Object' 
BL.Ev.28 Transition (e.g., loading time, idle, open survey, etc) 
BL.Ev.29 Close "pop up" menu 
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SRL Strategies and Sequence of Events –Boolean Logic  
SRL strategies Sequence of event labels Sequence of events  
Planning 
strategies 
Understanding the learning 
material  
Reading the learning materials  Click 
button “Next activity” to enter the next page 
 
 
 
Following a guidance to do 
the task 
 
… Previous event  Click a link to watch a 
demo  Next event … 
 
… Previous event  Reading the instructions 
 Next event… 
Cognitive 
actions 
Matching the objects with 
‘basic’ Boolean expressions 
 
 
 
Using parenthesis to control 
Precedence 
 
 
 
Simplifying Boolean 
expression 
 
… Previous event  Type or insert a Boolean 
expression  Drag an object from left 
(Unselected area) to right side (Selected area) 
 Next event… 
 
… Previous event  Type or insert a Boolean 
expression  Drag an object from left 
(Unselected area) to right side (Selected area) 
 Next event… 
 
… Previous event  Type or insert a Boolean 
expression  Drag an object from left 
(Unselected area) to right side (Selected area) 
 Next event… 
Monitoring 
strategies 
Checking answer to make 
sure it correct 
 
 
Trying to understand the 
learning material again 
 
Trying to review the 
guidance to do the task 
 
Click “Check”  Select options on feedback 
menu: Show Hints, Show Answer, or Do 
Nothing 
 
… Previous event  Reading the learning 
materials  Next event … 
 
… Previous event  Reading the instructions 
 Next event … 
 
… Previous event  Click a link to watch a 
demo  Next event … 
Regulating 
strategies 
 
 
Try other strategies 
 
Revise a Boolean expression  Drag an 
object from right side (Selected area) to left 
side (Unselected area) 
 
Drag an object from right side (Selected area) 
to left side (Unselected area)  Revise a 
Boolean expression 
 
 
 
208 
Appendix J  
List of Events and SRL Strategies and Sequence of Events  
(Minimum Spanning Tree Module)
 
List of Events –Minimum Spanning Tree  
Code Event 
MST.Ev.01 Read the learning materials (e.g., view the introduction page) 
MST.Ev.02 Move to another page 
MST.Ev.03 Read the instructions (e.g., scroll down the instructions text field) 
MST.Ev.04 Write steps on ‘Record Your Steps’ text field 
MST.Ev.05 Click or select level of difficulty (easy –medium –hard)  
MST.Ev.06 Click “New Map” 
MST.Ev.07 Click “Clear Map” 
MST.Ev.08 Click “Check Solutions” 
MST.Ev.09 Click “Next Phase” 
MST.Ev.10 Select Algorithm: Primm's, Kruskal's, or Bonivka's 
MST.Ev.11 Scroll down algorithm’ description 
MST.Ev.12 Click "Hide" 
MST.Ev.13 Change the speed of animation (Slow - Fast) 
MST.Ev.14 Click "Play" to run the animation 
MST.Ev.15 Click “Discover” 
MST.Ev.16 Click “Algorithm” 
MST.Ev.17 Click “Watch” 
MST.Ev.18 Play with the arcs 
MST.Ev.19 Close the feedback button 
MST.Ev.20 LOADING TIME 
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SRL Strategies and Sequence of Events –Minimum Spanning Tree  
SRL strategies Sequence of event labels Sequence of events  
Planning 
strategies 
 
Following a guidance to do 
some experiments 
Reading the instructions  Next event… 
 
… Previous event  Select Algorithm  
Scroll down algorithm’s description  Click 
‘Play” button to watch a video  Next event 
… 
 
Cognitive 
actions 
Recording steps 
 
 
 
… Previous event  Play with the arcs  
Write steps on ‘Record Your Steps’ text field 
 Next event… 
Monitoring 
strategies 
Checking the answer or 
status of the work 
 
Trying to understand the 
learning material again 
 
Trying to review the 
guidance to do some 
experiments 
 
Click “Check Solutions”  Close the 
feedback button 
 
… Previous event  Reading the learning 
materials  Next event … 
 
… Previous event  Reading the instructions 
 Next event … 
 
… Previous event  Click a link to watch a 
demo  Next event … 
 
Regulating 
strategies 
 
 
Try other strategies 
 
Close the feedback button  Click ‘New 
Map’  Play with the arcs  Next event … 
 
Close the feedback button  Click ‘Clear 
Map’  Play with the arcs  Next event … 
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Appendix K  
List of Events and SRL Strategies and Sequence of Events  
(Modeling Using Graphs Module)
 
List of Events –Modeling Using Graphs  
Code Event 
MUG.Ev.01 Spend time or Scroll down the page to read the materials (first page) 
MUG.Ev.02 Play around with the module features 
MUG.Ev.03 Move to the next page 
MUG.Ev.04 Reading the instructions (on the right side) 
MUG.Ev.05 Click “Watch a demo” link  
MUG.Ev.06 Click “New Graph” 
MUG.Ev.07 Click “Clear Graph” 
MUG.Ev.08 Click “Clear Highlights” 
MUG.Ev.09 Select a color  
MUG.Ev.10 Insert a node into working area 
MUG.Ev.11 Give a name to a node 
MUG.Ev.12 Insert an edge/arch into working area 
MUG.Ev.13 Give a name to an edge  
MUG.Ev.14 Type a Node name and click “Insert Node(s)” 
MUG.Ev.15 Click “Submit” 
MUG.Ev.16 Select the shape of a node (Oval or Square) 
MUG.Ev.17 Select “Directed” edge/arch 
MUG.Ev.18 Erase a node(s) or edge(s) 
MUG.Ev.19 Move the position of a  node 
MUG.Ev.20 Coloring a node or a square 
 
  
211 
SRL Strategies and Sequence of Events –Modeling Using Graphs  
SRL strategies Sequence of event labels Sequence of events  
Planning 
strategies 
Understanding the learning 
material  
Reading the learning materials  Click 
button “Next activity” to enter the next page 
 
 
 
Following a guidance to do 
some experiments 
 
… Previous event  Click a link to watch a 
demo  Next event … 
 
… Previous event  Reading the instructions 
 Next event… 
 
Cognitive 
actions 
Modeling a problem using 
nodes and arcs 
 
 
 
 
… Previous event  Setup appropriate nodes 
into a working area  Next event… 
 
… Previous event  Type or insert a Boolean 
expression  Drag an object from left 
(Unselected area) to right side (Selected area) 
 Next event… 
 
… Previous event  Type or insert a Boolean 
expression  Drag an object from left 
(Unselected area) to right side (Selected area) 
 Next event… 
 
Monitoring 
strategies 
Trying to understand the 
learning material again 
 
Trying to review the 
guidance to do some 
experiments 
 
… Previous event  Reading the learning 
materials  Next event … 
 
… Previous event  Reading the instructions 
 Next event … 
 
… Previous event  Click a link to watch a 
demo  Next event … 
 
Regulating 
strategies 
 
 
Try other strategies 
 
Click ‘Clear Graph’  Setup new nodes and 
arcs [insert a node(s) into working area & give 
a name(s) to it  insert arcs into working area 
& give a name(s) to it]  Next event … 
 
Erase a node(s) or arc(s)  Setup new nodes 
and arcs [insert a node(s) into working area & 
give a name(s) to it  insert arcs into working 
area & give a name(s) to it]  Next event … 
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