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The simultaneous presence of multiple fluids with different properties in
external or internal flows is found in daily life, environmental problems, and
numerous industrial processes, among many other practical situations. Examples
are fluid-fuel interaction in enhanced oil recovery, blending of polymers, emulsions
in food manufacturing, rain droplet formation in clouds, fuel injection in engines,
and bubble column reactors, to name only a few. Although multi-fluid flows occur
frequently in nature and engineering practice, they still pose a major research
challenge from both theoretical and computational points of view. In the case of
immiscible fluids, the dynamics of the interface between fluids plays a dominant
role. The success of the simulation of such flows will depend on the ability of the
numerical method to model accurately the interface and the phenomena taking
place on it.
In this work we have focused on understanding the basic physical principles
of multi-fluid flows and the difficulties that arise in their numerical simulation. We
have extended the Particle Finite Element Method to problems involving several
different fluids with the aim of exploiting the fact that Lagrangian methods are
specially well suited for tracking any kind of interfaces. We have developed
a numerical scheme able to deal with large jumps in the physical properties
(density and viscosity), include surface tension, and accurately represent all types
of discontinuities in the flow variables at the interface. The scheme is based on
decoupling the nodes position, velocity and pressure variables through the Picard
linearization and a pressure segregation method which takes into account the
interface conditions. The interface has been defined to be aligned with the moving
mesh, so that it remains sharp along time. Furthermore, pressure degrees of
freedom have been duplicated at the interface nodes to represent the discontinuity
of this variable due to surface tension and variable viscosity, and the mesh has been
refined in the vicinity of the interface to improve the accuracy of the computations.
We have applied the resulting scheme to several academic and geological problems,
such as the two-fluid sloshing, extrusion of viscous fluids, bubble rise and breakup,
mixing of magmatic liquids and negatively buoyant jets.
Keywords: Particle Finite Element Method, multi-fluid flow, moving interface,




La presencia simulta´nea demu´ltiples fluidos con diferentes propiedades ocurre
en numerosos problemas medioambientales, procesos industriales y situaciones
de la vida diaria. Algunos ejemplos son la interaccio´n fluido-combustible en la
extraccio´n mejorada de petro´leo, mezcla de polı´meros, emulsiones en productos
alimentarios, formacio´n de gotas de lluvia en nubes, inyeccio´n en motores de
combustio´n o reactores de columna de burbujas. A pesar de que los flujos de
multi-fluidos son muy frecuentes, todavı´a suponen un reto tanto desde el punto
de vista teo´rico como computacional. En el caso de fluidos inmiscibles, la dina´mica
de la interfase entre fluidos juega un papel determinante. El e´xito en la simulacio´n
de estos flujos dependera´ de la capacidad del me´todo nume´rico de modelar con
precisio´n la interfase y los feno´menos que tienen lugar en ella.
En este trabajo nos hemos centrado en entender la principios fı´sicos ba´sicos de
losmulti-fluidos y las dificultades que aparecen en su simulacio´n nume´rica. Hemos
extendido el Particle Finite Element Method (PFEM) a problemas de varios fluidos
diferentes con el objetivo de explotar el hecho de que los me´todos lagrangianos
son especialmente adecuados para el seguimiento de todo tipo de interfases.
Hemos desarrollado un esquema nume´rico capaz de tratar grandes saltos en las
propiedades fı´sicas (densidad y viscosidad), de incluir la tensio´n superficial y de
representar las discontinuidades de las variables del flujo. El esquema se basa en
desacoplar las variables de posicio´n de los nodos, velocidad y presio´n a trave´s de
la linearizacio´n de Picard y un me´todo de segregacio´n de la presio´n que tiene en
cuenta las condiciones de interfase. La interfase se ha definido alineada con lamalla
mo´vil, de forma que se mantiene el salto de propiedades fı´sicas sin suavizar a lo
largo del tiempo. Adema´s, los grados de libertad de la presio´n han sido duplicados
en los nodos de interfase para representar la discontinuidad de esta variable debido
a la tensio´n superficial y a la viscosidad variable, y lamalla ha sido refinada cerca de
la interfase para mejorar la precisio´n de la simulacio´n. Hemos aplicado el esquema
resultante a diversos problemas acade´micos y geolo´gicos, como el sloshing de dos
fluidos, extrusio´n de fluidos viscosos, ascensio´n y rotura de una burbuja dentro
de una columna de lı´quido, mezcla de magmas y fuentes invertidas (negatively
buoyant jet).
Palabras clave: Particle Finite Element Method, flujo de multi-fluidos, interfase
mo´vil, tensio´n superficial, malla lagrangiana, segregacio´n de la presio´n, dina´mica
de burbujas, mezclas, procesos magma´ticos.
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Introduction
Flows involving several fluids with different physical properties are common in
nature and technology. In the case of immiscible fluids, the dynamics of the
interface between fluids plays a dominant role. In order to describe quantitatively
these flows, the understanding of physical processes taking place on the interface
is essential, and the successful simulation depends on the ability of the numerical
method to model the interface accurately. Therefore, the computation of multi-
fluid flows requires to solve, in addition to the governing equations in each fluid,
all the physical phenomena the interface is subject to, such as jumps in density and
viscosity, thermal diffusion, chemical diffusion, surface tension, phase change, or
chemical reactions, and to take into account that the interface can move, bend and
reconnect in arbitrary ways.
The objective of this work is to extend the Particle Finite Element Method
(PFEM) to multi-fluid flow problems for both miscible and immiscible fluids.
PFEM combines the flexibility of particle methods with the advantages of the
finite element discretization, and has been developed for modeling and analysis
of complex multidisciplinary problems in fluid and solid mechanics. We want
to exploit the fact that Lagrangian methods are specially well suited for tracking
interfaces.
Furthermore, we are interested in simulating geological processes in the
Earth’s interior, which typically involve a large variety of materials and phases.
Most of these processes are not directly observable, and although they can
be experimentally investigated, it is in general not possible to quantitatively
extrapolate the results to the natural reality. The numerical modeling of
heterogeneous flows allows to gain insight about these processes and their flow
dynamics, mainly driven by gravitational instabilities caused by gradients in the
physical properties due to composition, temperature or pressure. In particular, we
are interested in understanding the processes occurring inside themagma chamber,
as a first step towards being able to predict volcanic eruptions.
Most of the developments of PFEM presented here have been motivated by the
collaboration with the Volcanology Group of the Institute of Earth Sciences Jaume
Almera at the Spanish National Research Council (CSIC). This work is based on the
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first author’s doctoral thesis Numerical simulation of multi-fluid flows with the Particle
Finite Element Method [1].
Outline
Chapter 1 introduces the theory of multi-fluid flows and the main physical
phenomena that may occur at the interface, focusing specially on the surface
tension. The chapter also presents the governing equations, together with the
boundary and interface conditions, and describes the possible discontinuities of
the flow variables.
Chapter 2 is devoted to Lagrangian methods for fluid flow simulations. It
presents the Lagrangian description in continuum mechanics, briefly reviews the
state of the art of finite element methods using this description, and introduces the
particle-based approach. The chapter closes with an overview of the Particle Finite
Element Method (PFEM).
Chapter 3 explains the numerical scheme developed to solve multi-fluid flows
using the PFEM. Details are given about the interface representation, the remeshing
procedure, the discretization of the governing equations, and the treatment of the
surface tension. Finally, the method is tested in some academic examples.
In Chapter 4, the PFEM is applied to three geological problems related
to the fluid dynamics and mixing inside the magma chamber. This chapter
introduces the basic concepts in volcanology and internal magmatic processes, the
characterization of mixing, and the most extended thermal models in geophysics.
The numerical results are compared with field observations and experimental data.
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Chapter 1
Multi-fluid flows
The simultaneous presence of multiple fluids with different properties in external
or internal flows is found in daily life, environmental problems, and numerous
industrial processes, among many other practical situations. These types of flow
are labeled “multi-phase”, ”multi-fluid” or simply ”heterogeneous”. Examples are
fluid-fuel interaction in enhanced oil recovery, blending of polymers, emulsions in
foodmanufacturing, rain droplet formation in clouds, fuel injection in engines, and
bubble column reactors, to name only a few. Although heterogeneous fluid flows
occur frequently in nature and engineering practice, they still pose a major research
challenge from both theoretical and computational points of view (Sommerfeld
et al. [27]). Contrary to heterogeneous solid materials where the main cause of
variation in the physical properties are the Young modulus or the anisotropy of
the different materials involved, in fluids the main reasons for the heterogeneity
are the variations of the density and the viscosity. These property variations for
incompressible flows may be due to a change in the temperature field or due to the
presence of several fluids (Idelsohn et al. [10]).
Multiphase flows in general involve a combination of phases: gas, liquid,
and solid. In most cases only a mixture of two phases is considered. Ishii &
Hibiki [11] classify two-phase flows into: gas-liquid, gas-solid, liquid-solid and
immiscible liquid-liquid mixtures. Although the latter is technically not a two-
phase mixture, it shares a number of characteristics with multiphase flows. A
boundary may separate two different phases or two media of the same phase but
different constitution. To avoid ambiguity we will use the following terminology:
• phase: gas, liquid and solid,
• interface: boundary between phases but specifically used for liquid-liquid
boundaries,
• free surface: liquid-gas boundary.
3
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(a) (b)
Figure 1.1: Multi-fluid flow topologies: (a) disperse and (b) separated.
Ishii & Hibiki [11] also classify multiphase flows regarding the interface
topology in dispersed and separated flows (see Figure 1.1):
• Disperse flows consist of finite particles, drops or bubbles (disperse phase)
distributed in a connected volume of the continuous phase. For example,
water droplets in air, air bubbles in water or sand grains in water.
• Separated flows consist of two or more continuous fluids separated by
interfaces.
While in separated flows the interface between the two phases is important and
significant, in dispersed flows the interface position is difficult to track and usually
not relevant, only some average or homogenized quantity is needed for the fluid
flow analysis.
In this work we focus on multi-fluid separated flows, and therefore, on the
interfaces between fluids. To explain the different physical theories for representing
the interface and the phenomenon of surface tension is the objective of Section
1.1. The governing equations of multi-fluid flows and their interface conditions
are described in Section 1.2, together with other phenomena that may occur at the
interface, such as phase change, thermal and compositional diffusion, and variable
surface tension. Finally, Section 1.3 describes the possible discontinuities of the
flow variables across the interface.
1.1 Interfacial physics
The nature of the interface has been subject of extensive investigation. Young,
Laplace, and Gauss, in the early 1800s, considered the interface between two
fluids to be represented as a surface of zero thickness endowed with physical
properties such as surface tension. They assumed that physical quantities
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(e.g. density, viscosity) were discontinuous across the interface and phenomena
such as capillarity occurring at the interface were represented by boundary
conditions.
Later Poisson, Maxwell, and Gibbs represented the interface like a rapid but
smooth transition of physical quantities between the bulk fluid values. Gibbs [8]
introduced the notion of a surface of discontinuity and surface excess quantities
in order to develop the equilibrium thermodynamics of interfaces. The idea that
the interface has a non-zero thickness (i.e. it is diffuse) was developed in detail
by Rayleigh [20] and by van der Waals [28], who proposed gradient theories for
the interface based on thermodynamic principles. Korteweg [14] built on these
ideas and proposed a constitutive law for the capillary stress tensor in terms of
the density and its spatial gradients. Extensive reviews about molecular theory
of interfaces and diffuse-interface models can be found in Rowlinson & Widom
[22], Joseph [12] and Anderson & McFadden [1].
Although the interface between two fluids is a thin layer, typically a few
molecular dimensions thick (its micrometric thickness is not well defined since
physical properties vary continuously from the values of one phase to the other),
the classical sharp-interface/zero thickness macroscopic approach fails only when
the interfacial thickness is comparable to the length scale of the physical mechanism
being examined, for example near the critical point of phase change or in situations
involving changes in the topology of the interface like the breakup of a liquid
droplet.
In the case of fluids with similar properties and negligible surface tension, the
interface is called passive (Aref & Tryggvason [2]). A passive interface is convected
by the flow without affecting it. On the other hand, active interfaces modify the
surrounding flow through capillary effects, and thus their behavior is determined
by the surface tension.
Surface tension
Surface tension is a property of a fluid-fluid interface whose origins lie in the
different intermolecular attractive forces that act in the two fluid phases (Rowlinson
& Widom [22] and Bush [6]) (see Figure 1.2). The result is an interfacial energy
per area that acts to resist the creation of new interface and the interface behaves
like a stretched membrane trying to minimize its area. Thus, capillary force drives
the interface towards a minimal energy state characterized by a configuration of
minimum surface area. Fluids between which no surface tension arises are said to
be miscible. For example, salt molecules diffuse freely across a boundary between
fresh and saltwater; consequently these fluids are miscible and there is no surface
tension between them.
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Figure 1.2: The molecules of a fluid in a thin layer on the interface experience
nonsymmetric action of intermolecular forces from the two bulk fluids, and this
asymmetry gives rise to the surface tension force.
In the absence of viscous, gravitational or external forces, surface tension
causes a static fluid bubble to become spherical. A curved interface can be in
equilibrium only if the effective pressure due to surface tension is balanced by an
equal and opposite difference between the pressures in the fluids on the two sides
of the interface. Thus at any point of the interface there must be a jump in pressure
of magnitude (Landau & Lifshitz [15])







where γ is the surface tension coefficient, and κ is the interface curvature, which can
be written in terms of the principal radii of curvature R1 and R2. Equation (1.1) is
called the Young-Laplace equation for capillary pressure. If R1 = R2 = ∞, i.e. the
interface is plane, the pressure is the same in both fluids. For most processes,
at a given temperature the surface tension coefficient γ is a constant value that
characterizes the pair of contacting materials.
Some dimensionless numbers relevant in capillary flows are:
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where ρ denotes the density (or sometimes the density difference ∆ρ between
fluids), L a characteristic length scale (e.g. radius of a drop), U a characteristic
velocity and µ the dynamic viscosity. The Bond number indicates the relative
importance of forces induced by gravity and surface tension. These two forces
are comparable when Bo = 1, which arises on a lengthscale corresponding to
the capillary wavelength λca =
√
γ
ρg . These waves traveling along the interface
between two fluids whose dynamics are dominated by the effects of surface tension
are known as capillary waves. As a fluid system becomes progressively smaller, the
relative importance of surface tension over gravity increases, and therefore surface
tension effects are dominant in microscale engineering processes.
Surface tension is also responsible for topology changes in the flow domain,
such as breakup of liquid threads and jets (see Figure 1.3), coalescence of drops
and bubbles, rupture of films, evolution of foams, or nucleation of bubbles. The
two basic mechanisms are the ones present in the breakup of a liquid thread into
droplets, and the coalescence of two drops to form a larger one.
Figure 1.3: Breakup of a liquid thread (from Shikhmurzaev [25]).
Breakup is based on the Plateau-Rayleigh instability (Plateau [18], Rayleigh
[21]), which causes the pinch-off of thin liquid threads. It is an instability driven
by the surface tension and begins with the existence of small perturbations on the
thread surface. Although the longitudinal curvature of the thread opposes the
growth of the instability, if the curvature associated with the cross-sectional area
is larger than the longitudinal curvature (see Figure 1.4), it will cause the instability
to grow. Due to the Young-Laplace equation (1.1), pressure is higher in the troughs
than in the crests. Liquid then is pushed into the lower pressure region in the crest,
the perturbation grows in amplitude over time and thus the instability can develop.
Coalescence of two fluid drops is a more complex phenomenon. Bremond et al.
8 CHAPTER 1. MULTI-FLUID FLOWS
Figure 1.4: Curvatures in a three-dimensional fluid thread.
[5] describes it as follows: when the drops approach each other, they get flattened
as the pressure increases in the contact area, and the thin film between the drops
drains until the two interfaces interact via van derWaals forces. These forces hasten
the film draining and amplify the fluctuations of the interfaces, that eventually
merge leading to the coalescence of the two droplets. Coalescence occurs during
the separation and not during the impact, because separation momentarily reduces
the fluid pressure between the droplets and induces the formation of two facing
nipples in the contact area (see Figure 1.5) that produces the connection of the
interfaces prior to merge.
Figure 1.5: Formation of two facing nipples in the contact area prior to coalescence
induced by separating the droplets. The scale bar is 20 µm (from Bremond et al.
[5]).
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1.2 Governing equations of multi-fluid flows
Let Ω ⊂ Rd, d ∈ {2, 3}, be a bounded domain containing two different fluids (see
Fig. 1.6). We denote time by t, the Cartesian spatial coordinates by x = {xi}di=1, and
the vectorial operator of spatial derivatives by∇ = {∂xi}di=1. We consider a viscous
flow where the density ρ and the dynamic viscosity µ depend on space and time.
The evolution of the velocity u = u(x, t) and the pressure p = p(x, t) is governed
by the Navier-Stokes equations:




=∇ · σ + ρg in Ω× (0, T ) Momentum conservation (1.5a)
dρ
dt
+ ρ∇ · u = 0 in Ω× (0, T ) Mass conservation (1.5b)
where σ is the Cauchy stress tensor, g the vector of gravity acceleration, and
dφ
dt
represents the total or material derivative of a function φ. Further notation can be
found in Table 1.1.
The constitutive equation for a Newtonian and isotropic fluid takes the form
σ = −pI + 2µ(D − 1
3
εV I) (1.6)
with I the identity tensor,D = 12(∇u+∇Tu) the strain rate tensor, and εV =∇ ·u
the volumetric strain rate.
Let Γint(t) be the interface that cuts the domain Ω in two open subdomains,
Ω+(t) and Ω−(t), which satisfy: Ω+ ∩Ω− = ∅, Ω = Ω¯+ ∪ Ω¯−, and Γint = Ω¯+ ∩ Ω¯− =
∂Ω+ ∩ ∂Ω−. In each subdomain, the physical properties are defined as:
ρ = ρ(x, t) =
{
ρ+ if x ∈ Ω+(t)
ρ− if x ∈ Ω−(t) , µ = µ(x, t) =
{
µ+ if x ∈ Ω+(t)
µ− if x ∈ Ω−(t) (1.7)






µ Dynamic viscosity Pa s
ν Kinematic viscosity m2 s−1
εV Volumetric strain rate s−1 εV =∇ · u
D Strain rate tensor s−1 D = 12(∇u+∇Tu)
τ Viscous stress tensor Pa τ = 2µ(D − 13εV I)
σ Stress tensor Pa σ = −pI + τ
f External volume force N f = ρg
g Gravity force ms−2
n Normal direction
t Tangential direction
γ Surface tension coefficient N m−1
κ Curvature m−1
[[ · ]] Jump operator [[A]] = A+ −A−
If density and viscosity are assumed to remain constant in each fluid (i.e. fluids







0. Consequently, we have on the one side that εV = ∇ · u = 0, this is the
mass conservation equation for incompressible flows; and on the other side, that
d
dt
Γint = 0. This latter consequence means that interfaces are material surfaces,
which move with the fluid velocity u, and therefore, they are naturally tracked in
Lagrangian formulations.




= −∇p+∇ · µ(∇u+∇Tu) + ρg (1.8a)
∇ · u = 0 (1.8b)
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Boundary and interface conditions
In order for the Navier-Stokes problem (1.8) to be well-posed, suitable boundary
conditions need to be specified (see e.g. Quarteroni & Valli [19]). On the external
boundary ∂Ω = ΓD ∪ ΓN , such that ΓD ∩ ΓN = ∅, we consider the following:
u = u¯ on ΓD Dirichlet BC (1.10)
σ · n = σ¯n on ΓN Neumann BC (1.11)
u¯ is the prescribed velocity, n the outer unit normal to ΓN , and σ¯n the prescribed
traction vector. When Dirichlet boundary conditions are specified on the entire
boundary ∂Ω, pressure is not uniquely defined. In this case u¯ has to satisfy the
compatibility condition
∫
∂Ω u¯ · n dΓ = 0.
A Neumann boundary ΓN with σ¯n = 0 is called free surface. For vanishing
velocity gradients, the force σ¯n corresponds to the pressure on the boundary.
On the internal interfaces Γint, the coupling conditions are (Batchelor [3],
Davies & Rideal [7]):
[[u]] = 0 on Γint (1.12)
[[σ]] · n = γκn on Γint (1.13)
with n now the unit normal to Γint, γ the surface tension coefficient, κ the interface
curvature, and [[φ]] represents the jump of a quantity φ across the interface
[[φ]] = lim
ε→0
(φ(x+ εn)− φ(x− εn))
= φ+(x)− φ−(x) ∀x ∈ Γint
(1.14)
We denote by n both the outer unit normal to ΓN and the unit normal to Γint. The
meaning of nwill be clear from the context.
Equation (1.12) expresses the continuity of all velocity components. The
normal component has to be continuous when there is no mass flow through the
interface, and the tangential components have to be continuous when both fluids
are viscous (µ+, µ− > 0), similar to a no-slip condition.
Equation (1.13) expresses that the jump in the normal stresses is balanced with
the surface tension force. This force is proportional to the interface curvature and
points to the center of the osculating circle that approximates Γint. The surface
tension coefficient γ is assumed constant and its value depends on the two fluids
at the interface. Projecting Eq. (1.13) along the unit normal n and unit tangent t
vectors attached to the interface results in the following scalar interface conditions:
ni · [[σij]] · nj = γκ on Γint (1.15)
ti · [[σij]] · nj = 0 on Γint (1.16)
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and we have that

































We show next that the pressure field may have a jump at the interface between
two fluids with different viscosities. In the analysis we consider only the case of
a flat interface in order to avoid tedious computations accounting for a moving
frame when the interface is curved. Nevertheless, the results are general for any
interface boundary. Applying the mass conservation equation (1.9b) on both sides




)+ = 0, (
∂vi
∂ξi
)− = 0 (1.19)
where ξ1 represents the coordinate in the perpendicular direction to the interface,
ξ2 and ξ3 are the coordinates in two directions that span the tangential space (in the
three-dimensional case), and vi are the velocity components in this system.
From the interface condition (1.12), we have that [[uiti]] = 0, and thus, v2+ =




]] = 0 and [[
∂v3
∂ξ3
]] = 0 (1.20)




]] = 0 (1.21)
Thus, the continuity of the normal velocity gradient at the interface is a
consequence of the incompressibility.
The normal projections of the viscous stress tensor used in Eq. (1.17) may be
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which shows that the jump in the pressure field is not only a consequence of the
surface tension, but also occurs in cases where surface tension is neglected. The
jump in the pressure field in these cases is a function of the viscosity jump and the
derivative of the normal velocity to the interface, i.e.
p+ − p− = 2(µ+ − µ−)∂un
∂n
(1.26)
where we use the notation un = v1 and n = ξ1 to be more clear.
Thus in the case γ 6= 0, the interfacial condition (1.15) takes the full form (Kang
et al. [13], Idelsohn et al. [9])
[[σnn]] = γκ =⇒ p+ − p− + γκ = 2(µ+ − µ−)∂un
∂n
(1.27)





















= t ·∇ is the surface derivative.
Equations (1.12) and (1.13) can be supplemented by appropriate conditions
describing phase change, heat and mass transfer, chemical reactions and other
phenomena taking place at the interface.
Phase change
Without phase change, one assumes continuity of fluid velocity u+ = u−, and
the interface velocity VΓ is then the normal velocity, the same on both sides of the
interface, VΓ = u+ · n = u− · n.
In the case of phase change, there may be a mass flow q from one phase to the
other. This mass flow is connected to the velocities on both sides of the interface
in the way described next (Scardovelli & Zaleski [23]). Consider again the frame
of reference attached to the interface, i.e. where the interface is at rest. The normal
velocities in that frame of reference are v = u ·n−VΓ. The mass flow is the amount
of mass that goes from phase + to phase -, and it must be the same on both sides
of the interface by conservation of mass: ρ+v+ = ρ−v− = q. Then, in the general
frame of reference,
ρ+(u+ · n− VΓ) = ρ−(u− · n− VΓ) = q (1.29)
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Thermal and compositional diffusion





=∇ · (k∇T ) + Φ (1.30)
where T is the temperature, ρ the density, C0 the specific heat, k thermal diffusion
coefficient, and Φ the viscous dissipation (important only in high-speed flows and
in fluids with extremely large viscosities).
Analogously, the conservation of mass in a binary system consisting of non-
reactive incompressible fluids yields
dc
dt
=∇ · (D∇c) (1.31)
where c is the composition field, and D the mass diffusivity coefficient.
Variable surface tension
The interfacial tension coefficient may vary along the interface due to a non-
uniform temperature or to the presence of a non-uniform distribution of surfactants
(Scriven [24], Levich & Krylov [16]). For problems with variable surface tension
coefficient, γ = γ(x), one has to include ∇γ in the normal stress interfacial
condition, Eq. (1.27):



























Spatial variations in the surface tension coefficient along the interface cause fluid
to flow from regions of lower to higher surface tension.
In summary, there are three interfacial conditions, namely continuity of
velocity; continuity of tangential stresses; and balance of the normal stress
contributions caused by pressure, viscous and capillary forces. Viscous and
pressure stresses generated by the fluid motion tend to deform the interface while
surface tension stresses tend to resist deformation.
Good references on the multi-fluid flow equations are Landau & Lifshitz
[15], Davies & Rideal [7], Batchelor [3], Levich & Krylov [16], Brackbill et al.
[4], Scardovelli & Zaleski [23], Smolianski [26] and Winkelmann [29].
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Figure 1.7: Weak and strong discontinuities.
1.3 Discontinuities at the interface
Discontinuities at the interface can be of two types (see Figure 1.7):
• weak discontinuity, when the flow variable has a kink (i.e. the gradient has a
jump), and
• strong discontinuity, when the flow variable itself has a jump.
Differences in density at the interface cause a kink in the hydrostatic pressure
profile, leading to a jump in the pressure gradient, and thus to a weak discontinuity
in the pressure field (Fig. 1.8a).
If surface tension is not taken into account, both the normal and shear stresses
have to be continuous across the interface (continuity of stresses). When there is a
viscosity jump at the interface, it can be deduced from Eq. (1.28) that this leads to









therefore the velocity field has a weak discontinuity at the interface (Fig. 1.8b).
In fact, the viscosity jump results in the discontinuity of the tangential velocity
gradient across the interface (Yih [30]) and drives an interfacial instability that can
be thought of as the viscous counterpart of the Kelvin-Helmholtz instability (Li &
Renardy [17]).
Differences in viscosity and the presence of surface tension cause a strong





Figure 1.8: Flow discontinuities for: (a) density jump, (b) viscosity jump, and (c)
surface tension.
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Over the last thirty years, computer simulation of incompressible fluid flow has
been based on the Eulerian formulation of the fluid mechanics equations on
continuous domains. However, it is still difficult to analyze problems in which the
shape of the free surfaces or internal interfaces changes continuously or in fluid-
structure interactions where complicated contact problems are involved.
Alternatively, particle methods in which each fluid particle is followed
in a Lagrangian manner have been used. The first ideas on this approach
were proposed by Gingold & Monaghan [24] for the treatment of astrophysical
hydrodynamic problems with the so called Smoothed Particle Hydrodynamics
method (SPH) and later generalized to fluid mechanics problems. SPH uses
kernel approximations to interpolate the unknowns. More particle methods have
been developed based on similar ideas and applied to multiphase flows. The
combination of the particle approach with the finite element method has given rise
to the Particle Finite Element Method (PFEM) (Idelsohn et al. [41], On˜ate et al. [62])
used in this work.
This chapter introduces the Lagrangian methods for fluid flow simulations.
First we present the governing equations in the Lagrangian description, and briefly
review the state of the art of finite element methods using this description. Mesh-
based methods are in general limited in the amount of mesh deformation they
are able to simulate with accuracy. Other option are the particle methods and, in
particular, the meshless subfamily. Finally, we focus on the Particle Finite Element
Method and explain its main features.
2.1 Lagrangian description
The governing equations in fluids have been commonly formulated in a spatial or
Eulerian description, where the frame of reference is fixed. Lagrangian methods
make use of the material formulation, in which the frame of reference coincides
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with the particles of the medium and thus, it is convected with the fluid.
While in the kinetic theory of fluids particles represent molecules in random
motion, in the continuummechanics theorymolecules are replaced by a continuum
whose behavior at any point is the average behavior of the molecules in a suitable
neighborhood of the point. It is assumed that one can associate to any fluid particle
the macroscopic properties of the bulk fluid.
Let Ω(t) denote again a material domain in Rd. The initial coordinates X of
a particle at time t0 are called material coordinates and Ω0 = Ω(t0) is the reference
configuration. The position x of the particle at a later time t will be referred as
the spatial coordinates. The motion of Ω(t) can be described by a mathematical
transformation ϕ such that x = ϕ(X, t). The current configuration is then
Ωt = ϕ(Ω0, t). It is assumed that ϕ is continuous, one-to-one and invertible. The
deformation gradient is defined by







ϕ−1 exists if and only if the Jacobian J = det(F ) 6= 0. The condition J > 0 avoids a
change of orientation in the reference axes.
The transformation ϕ also can be viewed as the parametric equation of a curve
in space and parameter t, that goes through the pointX at t = 0. These curves are
called particle paths or trajectories. Any property of the fluid may be followed along
the particle path, e.g. ρ(X, t) means the density that an observer located on the
particleX would see through time. This material description of a propertyG(X, t)
can be changed into a spatial description g(x, t) by g(x, t) = G(ϕ−1(x, t), t). It
means that the value of a property at position x at time t is the value corresponding
to the particle which is at x at time t. Conversely, the material description can be
derived from the spatial one: G(X, t) = g(ϕ(X, t), t), meaning that the property





is by definition the temporal variation of G
evaluated in the material frame of reference (i.e. holding X fixed). Applying the
























where u(x, t) =
∂ϕ
∂t
(X, t) is the spatial velocity.






=∇x · σ + ρg (2.3)
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the Cauchy stress tensor σ(x, t) relates forces in the current configuration to areas




=∇X · σˆ + ρ0g (2.4)
where the first Piola-Kirchhoff stress tensor σˆ,
σˆ = J(X, t) σ(x, t)·F−T (X, t) = −JpF−T+Jµ(∇XuF−1+F−T∇TXu)F−T (2.5)
relates forces in the current configuration with areas in the reference configuration,
and ρ0 is the density in the reference configuration.
The classical incompressibility condition
∇x · u = 0 (2.6)
may be reformulated in the Lagrangian description as
dρ
dt
= 0, J = 1 or ∇X · (JF−1u) = 0 (2.7)
Whereas in the Eulerian description the acceleration is nonlinear with respect
to the velocity u(x, t) and the deformation gradient is the identity tensor (F = I),
in the Lagrangian description the material acceleration
du
dt
is linear with respect to
velocity but the Piola-Kirchhoff tensor σˆ depends on the current coordinates of the
material points, which are computed by solving the trajectories equation
dx
dt
= u(x, t) (2.8)
Therefore, the convective non-linearity of Eq. (2.3) transforms into a geometrical
non-linearity in Eq. (2.4). Moreover, the governing equations in Lagrangian
description present an initial value problem, and one is forced to include time as
an independent variable even for steady flows.
2.2 State of the art
The Lagrangian description is themost natural approach to transient flowproblems
which involve free surfaces, interfaces or sharp boundaries, since: (i) the interface
representation is naturally embedded in the material description of the flow, (ii)
the boundary conditions are easy to apply and (iii) the convective term does not
appear in the momentum equations. For these reasons, the Lagrangian formulation
happens to be the standard one in structural mechanics (Belytschko et al. [7]).
However, in fluid mechanics it has been applied much more rarely.
In a method based on a mesh representation of the flow solution, the
main difficulty of the Lagrangian approach is the severe deformation of the
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original domain that will occur during the computation and affect the numerical
accuracy. To overcome this mesh distortion two approaches have been mainly
used: remeshing algorithms and meshless methods. The remeshing approach
introduces a new mesh and transfers the information from the old distorted mesh
to the new one. Nodes may be added, deleted or reconnected to maintain the mesh
as regular as possible. When the remeshing is just local, the method is called free-
Lagrange (e.g. Crowley [17], Fritts & Boris [23]).
The idea of using a Lagrangian flow formulation dates from the work of
Hirt et al. [32]. Since then, several authors have investigated this formulation.
Examples within the context of FEM include the work of Bach & Hassager [5]
with an application to small amplitude sloshing wave analysis, or Kawahara and
collaborators (Ramaswamy et al. [70], Ramaswamy & Kawahara [69], Okamoto
& Kawahara [59], Hayashi et al. [30]), who applied the fractional step to free
surface problems including dam break simulation and large amplitude of liquids
in containers. Because these methods were implemented on a mesh with fixed
connectivities, they were limited in the extent of mesh deformation they could
account for. Kawahara & Anjyu [45] were the first to introduce a mesh rezoning
technique and applied it to the simulation of solitary wave propagation. Another
example of a free-Lagrange finite element method is the work of Hansbo [29].
Recently, Radovitzky & Ortiz [68] and Malcevic & Ghattas [53] have developed
Lagrangian methods based on a continuous and adaptive remeshing of the entire
mesh. In all cases with remeshing, the transfer of data between different meshes
(i.e. the interpolation of the flow variables to the quadrature points of the new
mesh) may be a source of numerical diffusion.
The second approach allowing to overcome the problem of mesh distortion is
to use meshless methods, which abandon the mesh completely. These methods
represent the problem domain by a finite number of interacting particles.
2.3 Particle methods
Particle methods aim to represent the behavior of a physical problem by a
collection of particles. Each particle moves accordingly to its own mass, and the
internal and external forces applied on it. External forces are evaluated by the
interaction with the neighbor particles. All physical and mathematical properties
are attached to the particle itself and not to the elements as in FE methods.
For instance, physical properties like viscosity or density, physical variables like
velocity, temperature or pressure and also mathematical variables like gradients
or volumetric deformations are assigned to each particle and they represent an
average of the property around the particle position.
Particle methods are advantageous to treat discrete problems such as granular
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materials but also to treat continuous problems with internal interfaces, frictional
contact in fluid-solid interactions or free surfaces with breaking waves. Particles
are associated the different materials and thus the interfaces can be easily followed.
The most relevant characteristic of particle methods is that there is not a specified
solution domain. The problem domain is defined by the particle positions and
hence, there is not a boundary contour. This is the reason why, when a differential
equation is to be solved in order to evaluate the forces, the boundary needs to be
identified to impose the boundary conditions.
It must be noted that in order to evaluate the interacting forces between
particles any classical approximation method may be used, including FEM, finite
difference, meshless methods, etc. This means that a particle method may be
used with or without a mesh, depending on the method chosen to evaluate the
interacting forces.
Particle methods can be roughly classified in two types: (a) those based on
probabilistic models, such as molecular dynamics, direct simulation Monte Carlo
and lattice-gas automata; and (b) those based on deterministic models, such as SPH
or other meshless methods, particle-mesh hybrid methods and the Particle Finite
Element Method. The first class of methods represents macroscopic properties as
statistical behavior of microscopic particles, so that a huge number of particles
should be simulated for a long time to obtain accurate average values, while the
second class of methods relies on the macroscopic Navier-Stokes equations. In this
section we focus on the deterministic methods except for a brief introduction to the
lattice-Boltzmann method, an improvement of the lattice-gas automata.
The lattice-Boltzmann method
While FEM is based on the numerical solution of a macroscopic description of
the fluid flow, namely the Navier-Stokes equations, the lattice-Boltzmann method
(LBM) (McNamara & Zanetti [55], Higuera & Jimenez [31], Chen et al. [13]) is a
mesoscopic approach where the fluid dynamics is approximated by interactions
between fictitious particles on a regular lattice. The key idea is to construct
simplified kinetic models that incorporate the essential physics of microscopic
processes so that the averaged properties obey the macroscopic equations. The
fluid flow is modeled by the collective behavior of many molecules, not by
individual molecules as in molecular dynamics simulations.
The computational grid consists of a number of lattice nodes which are
connected with their neighbors by a bond. At each time step, particles move along
the bonds of the lattice and interact locally according to a given set of rules:
1. Propagation. Particles move along lattice bonds from one lattice node to one
of its neighbors.
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2. Collision. Particles on the same lattice node redistribute their velocities
locally, subject to mass and momentum conservation.
In the two dimensional model of Figure 2.1, a square lattice with a space
increment ∆x is used in which each node has eight nearest neighbors connected
by bonds. Particles positions are confined to the nodes of the lattice and, in
one time step ∆t, the movement is restricted to a nearest neighbor along these
bonds. Particles may move along the axes with velocity |ei| = c := ∆x/∆t, move
along the diagonal directions with velocity |ei| =
√
2c or rest at the node with
zero velocity. The single-particle distribution function fi(x, t) is the probability
of finding a particle at node x and time t with velocity ei. In total, nine values
describe the particle distribution function at a node. fi(x, t) has to satisfy the lattice
Boltzmann equation
fi(x+ ei, t+∆t)− fi(x, t) = Ωi (2.9)
where i = 0, ..., 8 and Ωi is the collision operator representing the rate of change
of the particle distribution due to collisions. Bhatnagar, Gross and Krook (BGK) [9]
simplified the collision operator by assuming that the momenta of the interacting
particles will be redistributed at some constant rate towards a local equilibrium





(feqi (x, t)− fi(x, t)) (2.10)
and τ is the relaxation time which controls the rate of approach to equilibrium.
With the appropriate equilibrium distribution, and defining the speed of sound as
c2s = c
2/3, one can recover the continuity and Navier-Stokes equations through
a Chapman-Enskog expansion (Qian et al. [67]). Accordingly, the pressure p is
identified with p = ρc2s and the kinematic viscosity (in lattice units) is defined by
ν = c2s∆t(τ − 0.5), with τ > 0.5. The macroscopic flow variables are obtained










In the field of multi-fluid flows, Rothman & Keller [72] introduced the first
lattice-gas automata model for simulation immiscible fluids. Since then several LB
models have been constructed for simulating flows with immiscible components
and multiple phases, e.g. Gunstensen et al. [28], Chen et al. [15], Shan & Chen
[74], Rothman & Zaleski [73], Takada et al. [79], Inamuro et al. [43], most usually
together with the diffuse-interface model (see Section 1.1). General references are
the review by Chen & Doolen [14] and the books by Succi [76] and Sukop & Thorne
[77].
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(a) (b) (c)
Figure 2.1: D2Q9 scheme (Dn stands for n dimensions and Qm for m velocities):
(a) lattice, (b) velocities, and (c) momentum distribution. The total momentum at






Meshless methods do not rely on a mesh to approximate the equations, they just
need the node connectivity to define the interpolations of the variables. Over
the last decades a number of meshless methods have been proposed (see Table
2.1). They can be subdivided in accordance with the definition of the shape
functions and the minimization method of the approximation. This minimization
may be via a strong form (as in point collocation) or a weak form (as in Galerkin
methods) approach. The first meshless method proposed was the Smoothed
Particle Hydrodynamics (SPH) (Lucy [52], Gingold & Monaghan [24]), motivated
by ideas from statistical theory and Monte Carlo integration. SPH introduces
a smoothing kernel to approximate the functions and their spatial derivatives
that model the interactions carried by neighboring particles. It was originally
developed for compressible, inviscid flows and used for astrophysical problems
(Gingold & Monaghan [25]). Koshizuka & Oka [46] have adapted and improved
SPH for incompressible viscous flows and called it Moving Particle Semi-implicit
(MPS) method. It uses a modified kernel function and a semi-implicit algorithm to
incorporate the incompressibility condition. SPH, together with wavelet theory, is
also the basis for a more general method known as the Reproducing Kernel Particle
Method (RPKM), used by Liu et al. [51] and Aluru [1] in a weak and a strong form
respectively.
Starting from a completely different idea, the Moving Least-Squares (MLS)
approximation (Lancaster & Salkauskas [47]) became very popular in the meshless
community for constructing shape functions. MLS is based on a polynomial
interpolant that fits a number of points minimizing the distance between the
interpolated function and the value of the unknown point. Recently, the
equivalence between MLS and RPKM for polynomial basis has been proven (Jin
et al. [44]), so that both approaches may now be considered to rely on the same
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shape functions. MLS shape functions have been successfully used by Nayroles
et al. [57] in a weak Galerkin form with a background grid for integration (in the so
called Diffuse Element method) and, in a more accurate way, by Belytschko et al.
[8] (Element-Free Galerkin method). On˜ate et al. [63, 64, 66] used MLS and point
collocation in the Finite Point method, avoiding the background integration grid.
Other possible choice for the shape function is the natural neighbor or Sibson
function. This interpolation is based on the Voronoi diagram of the particles and is
used as test and shape functions in the Natural Element Method (NEM) (Sukumar
et al. [78]). Similarly, the Meshless FEM (MFEM) (Idelsohn et al. [40]) uses non-
Sibsonian shape functions, which have almost the same properties than the Sibson
interpolant but may be constructed with considerably less computing time. In the
MFEM, the domain is uniquely divided into polyhedra elements with the Extended
Delaunay Tessellation. Shape functions inside each polyhedron are determined
using non-Sibsonian interpolation. They are simple and reduce to the standard
linear FEM shape functions in case of triangles and tetrahedra. Consequently, only
low-order quadrature rules are necessary in the MFEM leading to a very efficient
method.
SPH shape functions do not form a partition of unity, in contrast to MLS and
RKPM functions. Drawbacks of SPH are the lack of accuracy and stability. The
major problem ofMLS approximation is that the shape functions do not possess the
Kronecker delta function property, what makes difficult the imposition of Dirichlet
boundary conditions. Furthermore, the evaluation of MLS shape functions require
the inversion of a matrix at every integration point. Thus, Galerkin methods based
on MLS shape functions, such as DEM and EFGM, have a large computational
cost associated with the numerical evaluation of the integrals in the weak form. In
contrast, Sibson and non-Sibsonian interpolants build a partition of unit with linear
consistency, are strictly positive and have Kronecker delta property. Some classical
shape functions are illustrated in Figure 2.2.
Meshless methods have been applied to the solution of multi-fluid flows
in e.g. Monaghan & Kocharyan [56], Koshizuka & Oka [46], Shirakawa et al.
[75], Nomura et al. [58], Colagrossi & Landrini [16] and Hu & Adams [33].
Extensive reviews about meshless methods can be found in Duarte [20], Belytschko
et al. [6], Li & Liu [49], Liu [50], Fries & Matthies [22], Brackbill [10], Babuska et al.
[4] and Gu [27].
2.4 Particle Finite Element Method
The Particle Finite Element Method (PFEM) (Idelsohn et al. [40, 34], On˜ate
et al. [62]) is a numerical technique for modeling and analysis of complex
multidisciplinary problems in fluid and solid mechanics involving thermal effects,












































Sukumar et al. [78] Weak form Galerkin method









Table 2.1: Some of the most relevant meshless methods and their features (from
Liu [50]).
(a) (b) (c)
Figure 2.2: Some 2D shape functions for a regular node distribution: (a) linear
Finite Element shape function, (b) MLS approximation function, and (c) natural
neighbor shape function (from Del Pin [18]).
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Figure 2.3: Delaunay triangulation of a cloud of nodes.
interfacial and free-surface flows, and fluid-structure interaction, among others.
PFEM is a particle method in the sense that the domain is defined by a
collection of particles that move in a Lagrangianmanner according to the calculated
velocity field, transporting their momentum and physical properties (e.g. density,
viscosity). The interacting forces between particles are evaluated with the help
of a mesh. Mesh nodes coincide with the particles, so that when the particles
move so does the mesh. On this moving mesh, the governing equations are
discretized using the standard finite element method (FEM) (Zienkiewicz & Taylor
[80]). The possible large distortion of the mesh is avoided through remeshing of the
computational domain. Due to the fact that all the hydrodynamical information
is stored in the nodes, remeshing does not introduce numerical diffusion as in
the Lagrangian FE methods mentioned before. A robust and efficient Delaunay
triangulation algorithm (Calvo [11], Fig. 2.3) allows frequent remeshing. This
gives the method excellent capabilities for modeling large displacement and large
deformation problems.
The particles are used to generate a discrete domain within which the integral
form of the governing differential equations are solved. An algorithm is needed
to define the boundary contours from the collection of particles. PFEM uses
the alpha-shape technique (Edelsbrunner & Mu¨cke [21]) to recognize the external
boundary after the Delaunay triangulation of the domain convex hull (see Figure
2.4): All nodes defining an empty sphere with a radius r(x) larger than αh(x) are
considered to be boundary nodes. h(x) is the distance between two neighboring
nodes and the parameter α is chosen so that α & 1. Large values of α result in the
convex hull of the collection, while small values return a boundary constituted just
by the nodes. The error in the boundary surface definition is proportional to h. One
of the advantages of the alpha-shape technique is the easy way to determine when
particles separate from the fluid domain, as may happen in free surface problems
(e.g. splashing).
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(a) (b) (c)
Figure 2.4: Alpha-shape: (a) collection of nodes, (b) Delaunay triangulation of the
convex hull, (c) mesh after alpha-shape (from Calvo [11]).
The method is based on the following features:
• the information is particle-based, i.e. all the geometrical and mechanical
information is attached to the nodes,
• the Lagrangian point of view for describing the motion,
• the governing equations are discretized and solved on a finite element mesh
that is constructed at every time step,
• the boundaries of the domain are defined via the alpha-shape technique.
The use of a Lagrangian formulation eliminates the standard convection
terms present in Eulerian formulations. The convection terms are responsible
for non-linearity, non-symmetry and non-self-adjoin operators, which require the
introduction of stabilization terms to avoid numerical oscillations. All these
problems are absent in the Lagrangian formulation. Only the nonlinearity remains
due to the unknown of the final particle position. The resulting systems of
equations are solved with a symmetric iterative scheme, such as the conjugate
gradient method. Linear shape functions (P1/P1) are used for all unknowns.
This equal order approximation for both the velocity and the pressure variables
introduces numerical instabilities in the pressure field that need to be stabilized.
A typical solution with the PFEM involves the following steps (illustrated in
Figure 2.5):
(1) The starting point at each time step is the cloud of nodes in the fluid and solid
domains.
(2) Identification of the external boundary and the internal interfaces. The alpha-
shape method is used for boundary definition.
(3) Discretization of the domain with a finite element mesh generated by Delaunay
triangulation.
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Figure 2.5: PFEM solution steps illustrated in a simple dam break example. As
the gate of the dam is removed the water begins to flow. (a) Continuous problem
(b) Step 1, discretization in cloud of nodes at time tn; (c) Step 2, boundary and
interface recognition; (d) Step 3, mesh generation; (e) Step 4, resolution of the
discrete governing equations; (f) Step 5, nodes moved to new position for time
tn+1.
(4) Solution of the Lagrangian governing equations of motion for the fluid domain
together with the boundary and interface conditions. Computing the relevant
state variables at each time step: velocities, pressure, temperature, and
concentration.
(5) Moving the mesh nodes to a new position in terms of the time increment and
the velocity field computed in step (4).
(6) Back to step (1) and repeat the solution process for the next time step.
Thus PFEM combines the advantages of particle methods (namely only the
“wet” domain considered, it is appropriate for changing domains, allows fluid
fragmentation, tracks interfaces accurately, and does not introduce numerical
diffusion when solving convection) with the accuracy of the finite element method.
Up to now, the method has been successfully applied to naval and coastal
engineering (On˜ate et al. [62, 61], Idelsohn et al. [41], Del Pin et al. [19], Larese
et al. [48]), fluid-structure interaction (Idelsohn et al. [42, 36, 37, 35], Rossi et al.
[71]), mould filling with solidification (Aubry et al. [3]), melting of polymers in fire
(On˜ate et al. [65]), excavation problems (Carbonell [12]), forming processes (Oliver
et al. [60], Gonzalez-Ferrari [26]) and multi-fluid flows (Idelsohn et al. [38, 39]).
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Previous theses on the PFEM for fluids include the works by Del Pin [18], Aubry
[2] and Marti [54]. Del Pin [18] (2003) applied the method to incompressible
flows with free surface and fluid-rigid solid interaction problems, such as dam
break, sloshing, breaking wave, and floating bodies. The solver used a fractional
step scheme with all the velocity components decoupled. Later Aubry [2] (2006)
extended themethod to viscous flowproblemswith heat transfer and solidification,
such as the Rayleigh-Benard instability and mould filling. A generalized Stokes
solver was implemented based on the Preconditioned Conjugate Gradient Uzawa,
the compatible mini-element, and the Boussinesq approximation for thermal
coupling. Finally, Marti [54] (2008) applied the PFEM to fluid-structure interaction
problems using the same Lagrangian formulation for the fluid and the hypoelastic
solid domains. The materials were modeled as compressible (solved with a
penalty method) and incompressible (solved with a pressure segregation scheme
specifically developed to overcome the added mass effect).
In the present work, the Particle Finite ElementMethod (PFEM) is used to solve
the incompressible Navier-Stokes equations for multi-fluid flows. The motivation
is to exploit the capability of the Lagrangian description to track the interfaces
between different fluids. The very first example we ran consisted in an impinging
jet (light fluid poured into a heavier fluid, see Figures 2.6 and 2.7), and the goal
was to follow the movement of one fluid inside the other. Here we realized the
numerical difficulties of simulating different materials and sharp interfaces. We
have developed a numerical scheme able to deal with large jumps in the physical
properties, include surface tension, and accurately represent the weak and strong
discontinuities in the flow variables. The scheme is based on decoupling the nodes
position, velocity and pressure variables through the Picard linearization and a
pressure segregation method which takes into account the interface conditions.
The interface has been defined to be aligned with the moving mesh, so that it
remains sharp along time. Furthermore, pressure degrees of freedom have been
duplicated at the interface nodes to represent the discontinuity of this variable
due to surface tension and variable viscosity, and the mesh has been refined in
the vicinity of the interface to improve the accuracy of the computations. We have
applied the resulting scheme to several academic and geological problems, such as
the two-fluid sloshing, extrusion of viscous fluids, bubble rise and breakup, mixing
of magmatic liquids and negatively buoyant jets.
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(a) t = 1.5 s (b) t = 2.5 s
(a) t = 5.5 s (b) t = 20.5 s
Figure 2.6: Impinging jet in 2D. A fluid of density ρ = 800 kg m−3 is poured into a
2×2m container filled 3/4with water (ρ = 1000 kg m−3). Both fluid have the same
viscosity, µ = 10−3 Pa s, and the inflow jet velocity is 1 m s−1. The jet generates
some mixing, but at the end fluids separate due to their different densities.
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(a) t = 0.3 s (b) t = 0.5 s
(a) t = 0.8 s (b) t = 2.2 s
Figure 2.7: Impinging jet in 3D. Same settings than in the 2D case.
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Chapter 3
PFEM for multi-fluid flows
This chapter is devoted to the computational treatment of the multi-fluid flow
governing equations, and in particular to the numerical simulation of two
immiscible, viscous, incompressible fluids separated by a moving interface.
The main difference between a homogeneous (single-fluid) flow and a
heterogeneous one is the presence of internal interfaces. Well-known difficulties
in the simulation of homogeneous flows are the coupling of pressure and velocity
through the incompressibility constraint, the need of the discretization spaces to
satisfy the inf-sup condition, and the non-linearity of the governing equations.
In addition to these difficulties, any numerical scheme for heterogeneous flows
needs to be able to follow the interface evolution, and model the jumps in the
fluid properties and the discontinuities of the flow variables across the interface.
Therefore, most schemes for single-fluid flows cannot be directly extended tomulti-
fluids.
In the case of immiscible multi-fluid flows, the governing equations can
be solved for each fluid separately, with the different fluids coupled by
suitable interface conditions, or equivalently, multi-fluids can be modeled as one
heterogeneous fluid (i.e. with variable properties) and one set of equations is
solved for the whole computational domain (Ishii [76]). The latter approach
requires to account for interfacial phenomena such as surface tension by adding
the appropriate interface terms to the governing equations, and since the material
properties and the flow field are, in general, discontinuous across the interface, the
differential form of the governing equations must be interpreted as a weak form,
satisfied only in an integral sense.
The chapter is organized as follows: First we review the most used interface
models proposed in the literature and the main difficulties that appear in
the numerical simulation of heterogeneous flows, to focus then in the Particle
Finite Element Method. We will describe its approach to model the interface,
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the remeshing procedure, the treatment of the Lagrangian non-linearity, the
discretization of the governing equations, and the modeling of the surface tension
force. Finally, some numerical results will be presented to show the capabilities of
the proposed scheme.
3.1 Interface description
A major challenge in the simulation of interfaces between different fluids is the
accurate description of the interface evolution. The location of the interface is
in general unknown and coupled to the local flow field which transports the
interface. It is essential that the interface remains sharp and is able to fold, break
and merge. In the past decades a number of techniques have been developed
to model interfaces in multi-fluid flow problems, each technique with its own
particular advantages and disadvantages. Comprehensive reviews can be found
in e.g. Hyman [62], Floryan & Rasmussen [39], Unverdi & Tryggvason [135], Shyy
[121], Rudman [115], Puckett et al. [109], Scardovelli & Zaleski [117], Tezduyar
[129], Smolianski [123], Minev et al. [91], Caboussat [13] and Van Sint Annaland
et al. [139].
A first classification of interface descriptions regarding the physical model used
(see also Section 1.1) is:
• Sharp-interface models: In the classical fluid mechanical approach, the interface
between two immiscible fluids is modeled as a zero-thickness boundary
that evolves in time. The Navier-Stokes equations are supplemented with
interface conditions that take into account interfacial physics like surface
tension.
• Diffuse-interface models: These models are based on the diffuse-interface
theory and use thermodynamic quantities distributed throughout the
interfacial region to model microscopic interface physics (Anderson &
McFadden [1], Chella & Vin˜als [16], Nadiga & Zaleski [95]). The model is
built by adding a term to the stress tensor in the Navier-Stokes equations that
is derived from the Korteweg postulates [80] and the van der Waals-Cahn-
Hilliard [137, 14] free energy: σ = −pI + τ −K, where K = δ(∇T c ∇c),
and c is the chemical composition. This term results in spontaneous phase
separation and surface tension.
Most approaches for moving boundaries are based on the sharp-interface
model and one set of governing equations. Another main classification, regarding
the reference frame adopted (see Fig. 3.1), is:
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(a) (b)
Figure 3.1: (a) Moving mesh adapted to the interface, and (b) fixed mesh, where
interface moves through the elements.
• Moving mesh methods: In these methods the mesh is deformable and adapted
to the interface, which is explicitly tracked along the trajectories of the fluid
particles. For example, methods based on the Arbitrary Lagrangian-Eulerian
(ALE) formulation (e.g. Hirt et al. [54], Hughes et al. [59], Ramaswamy
& Kawahara [111], Szabo & Hassager [127]); the deformable-spatial-
domain/stabilized space-time deformation (DSD/SST) method (Tezduyar
et al. [130, 131]); or the fully Lagrangian formulation such as in Hirt et al.
[55], Ramaswamy & Kawahara [112], Hayashi et al. [53] (see Section 2.2), and
the Particle Finite Element Method (Idelsohn et al. [75, 73, 74, 68, 70], On˜ate
et al. [103], Del Pin et al. [36]).
• Fixed mesh methods: These methods use a separate procedure to describe the
position of the interface. They can be further grouped in
– Front-tracking methods, which use massless marker points to follow the
fluid interface while the Navier-Stokes equations are solved on a fixed
mesh. The interface location is defined by the position of the markers,
which are advected by the flow without modifying it. The advection
velocity is interpolated from the fixed background mesh.
In the first front-tracking methods, Particle-In-Cell (Harlow [51]) and
Marker-And-Cell (Harlow & Welch [52]), the marker points were
distributed throughout the whole domain. Later Glimm et al.
[44], Unverdi & Tryggvason [136], Esmaeeli & Tryggvason [37, 38],
Tryggvason et al. [133] and Bunner & Tryggvason [12] considered
marker points only on the interface.
– Front-capturing methods, which introduce a new variable ψ in the model
to describe the presence or not of a fluid in a position of the domain. The
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(a) (b)
Figure 3.2: Fixed mesh, front-capturing methods: (a) Volume-Of-Fluid and (b)
Level Set.
interface is captured within the fixed mesh.
The most extended front-capturing methods are the Volume-Of-Fluid
(VOF), originally developed by Noh & Woodward [97] and Hirt &
Nichols [56], and the Level Set method by Osher & Sethian [105],
Sussman et al. [126] and Sethian [118].
For the Volume-Of-Fluid method, ψ represents the percentage (or volume
fraction) of each fluid in an element (see Fig. 3.2a). The interface is reconstructed
based on these percentages. Although VOF possesses excellent mass conservation
properties, it is difficult to calculate geometrical features of the interface, such as the
curvature, because ψ is a non-smooth function. Density and viscosity are defined
as ρ = ψρ1 + (1− ψ)ρ2 and µ = ψµ1 + (1− ψ)µ2 respectively, and the evolution of
ψ is given by the advection equation
∂ψ
∂t
+ u ·∇ψ = 0, (3.1)
where u is the flow velocity.
On the other hand, for the level set method ψ represents the signed distance to
the interface (see Fig. 3.2b). Unfortunately, ψ may not remain a distance function
after solving the evolution equation (3.1), and therefore, a redistanciation (or
reinitialization) technique is needed to enforce the condition ||∇ψ|| = 1 (Sussman
et al. [126]). Density and viscosity are defined as ρε = ρ1 + (ρ2 − ρ1)Hε(ψ) and
µε = µ1 + (µ2 − µ1)Hε(ψ), where Hε is a smoothed Heaviside function, e.g.
Hε(ψ) =

1 if ψ > ε






pi sin(piψ/ε)) if |ψ| ≤ ε
(3.2)
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In this way the interface is represented as a narrow band with a finite width
of 2ε||∇ψ|| (Sethian & Smereka [119]) where the physical properties change
continuously from one fluid to the other. ε is a small value, proportional to the
spatial mesh size. Thus now ψ is a smooth function at the interface, what is useful
for the computation of the interface curvature:
κ = −∇ · n, with n = − ∇ψ||∇ψ||
∣∣∣∣
ψ=0
An advantage of front-capturing methods is that no special procedures
are required in order to model topological changes of the interface, such as
the reconnections that appear during coalescence or breakup of fluid domains.
However, the interface is typically smoothed over several elements, and due to the
fact that the schemes used to advect the ψ-function are either diffusive or unstable,
it is a major difficulty to keep the interface sharp and non-oscillatory, resulting
in an increased interface thickness and loss of precision. These methods differ
from the diffuse-interface methods in that the latter use a thermodynamic quantity
(e.g. density) to capture the interface. The relaxation (smoothing) of the interface is
computed through the Korteweg stresses and therefore, it is thermodynamically
consistent. Front-tracking methods explicitly follow the interface avoiding its
smoothing, it is kept at a constant thickness of the order of the mesh size, but often
fail when there are complex topological changes of the interface. Most of these
drawbacks can be overcome with a Lagrangian description of the interface, as in
the Particle Finite Element Method.
Interface description in the Particle Finite Element Method
Moving mesh methods naturally track the interface position without necessity of
additional techniques. It is often stated that these methods are restricted only to
flows with small deformations (e.g. “Lagrangian methods have been used mainly
when the deformation of the liquid domain is not too large and when this domain
does not suffer from topology changes”, Caboussat [13]). A goal of this work is to
show that PFEM is able to simulate accurately large deformations in laminar flows
of Newtonian viscous multi-fluids.
According to the previous classifications, PFEM is a sharp-interface, moving
mesh method where the solution in all fluids is computed simultaneously. One
of the features of particle methods is that all the physical properties are attached
to the nodes instead of to the elements. The mesh is frequently updated and
hence, it is difficult to keep physical properties at the element level. Heterogeneous
flows can have a jump in the fluid properties of several orders of magnitude.
One must decide where does the internal interface between two different fluids
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(a) Interface across elements (b) Nodal interface
Figure 3.3: Possible interface representations in PFEM: (a) interface across elements
for miscible fluids, (b) nodal interface (with interfacial nodes in black) for
immiscible fluids.
occur. The typical solution for a particle method would be to have the interface
inside the elements sharing particles with different densities so that, at the element





ρa (where nv is
the number of nodes of the element). We will call this possibility interface across
elements (Figure 3.3a). Another possibility, which we have developed in this work,
is to impose that the interface between different materials is described by element
edges. This will be called nodal interface (Figure 3.3b). For the nodal interface one
must accept that elements sharing particles with two different densities have one
or the other particular density value. Now, the density at the element integration
point k takes the value
ρk =
{
ρ+ if k ∈ Ω+
ρ− if k ∈ Ω− (3.3)
Both possibilities have advantages and disadvantages. Interfaces across
elements aremore stable as they do not changemuchwhen remeshing is performed
(see Section 3.3) but on the other hand, nodal interfaces are more accurate because
they allow to represent exactly the jumps in the physical properties and the
discontinuities of the flow variables, as illustrated in Figure 3.4.
We will mainly focus on immiscible multi-fluid flows to exploit the fact that
Lagrangian methods are able to track interfaces in a natural and accurate way.
The nodal interface will be used, and since in this representation the interface
is described by mesh nodes and element edges, it is a well-defined curve and
the information regarding its location and curvature is readily available. The
interface nodes carry the jump of properties (e.g. density, viscosity), maintaining
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(a) Interface across elements
(b) Nodal interface
Figure 3.4: Density and pressure representations for the different interface
definitions: in the interface across elements (a), standard linear elements cannot
represent accurately the pressure weak discontinuity; while in the nodal interface
(b) the representation is exact.
the interface sharp without diffusion along time. Furthermore, it is straightforward
to impose the boundary conditions on the interface and to treat any number of
fluids. In Section 4.5, we will consider a problem involving miscible fluids, where
the properties vary in a smooth way throughout the domain due to its dependence
on temperature and composition. In this case, the interface across elements will be
used (averaged properties in the elements). The main disadvantage of Lagrangian
methods is the need of remeshing when the mesh becomes too distorted due to
large deformations.
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3.2 Main difficulties in the numerical solution of
multi-fluid flows
In addition to the difficulties in the simulation of homogeneous flows, numerical
methods for heterogeneous flows face the following challenges:
1. Accurate definition of the interface position.
The interface separating the fluids needs to be tracked accurately without
introducing excessive numerical smoothing.
2. Modeling of jumps in the fluid properties across the interface.
Large jumps of fluid density and viscosity across the interface need to be
properly taken into account in order to satisfy the momentum balance at the
vicinity of the interface.
While typically in fixed mesh methods the interface is considered to have a
finite thickness and the fluid properties change smoothly and continuously
from the value on the one side of the interface to the value on the other side,
PFEM treats the interface in a sharp manner, so that it is clear which property
value is valid at each point.
3. Modeling of discontinuities of the flow variables across the interface.
In fixed mesh methods where the physical properties have been smoothed,
functions are continuous across the interface and thus not appropriate for the
approximation of discontinuous variables. When the physical properties are
modeled sharp, the elements cut by the interface require a special treatment
in order to be able to represent the discontinuities (weak and strong) of the
flow variables explained in Section 1.3. Gravity dominated flows will require
“enrichment” of the pressure approximation, and viscosity dominated flows
will require “enrichment” of the velocity approximation.
When the interface is aligned with the mesh, weak discontinuities need no
special attention, as the kinks in the solution are automatically represented.
Only the strong discontinuity in the pressure will require special treatment in
PFEM, and in aminor extent, the strong discontinuity in the pressure gradient
when it appears as a variable in the stabilization.
4. Modeling of the surface tension.
Since surface tension plays a very important role in the immiscible interface
dynamics, this force needs to be accurately evaluated and incorporated into
the model.
In PFEM we will specifically need to deal with these aspects:
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• Conservation of the interface during the remeshing process.
The regeneration of the mesh when it becomes too distorted may change the
nodes and edges that describe the interface. It is essential to guarantee that
the interface is conserved during remeshing.
• Stabilization of pressure at the interfaces where density jumps occur.
Stabilization procedures are needed in incompressible flows when interpo-
lation spaces for velocity and pressure do not satisfy the inf-sup condition.
Many stabilization procedures have been proposed in the literature, such as
the Streamline-Upwind/Petrov-Galerkin (Brooks & Hughes [11]), Galerkin
Least-Squares (Hughes et al. [61]), Finite Calculus (On˜ate [101]), or
Orthogonal Sub-Scale (Codina [24]) methods. Those that include the
projection of the pressure gradient need to be modifiedwhen density changes
at the interface to take into account the variation of the hydrostatic pressure
gradient.
• Pressure discontinuity at the interfaces where viscosity jumps occur.
In order to improve the efficiency of the numerical method, pressure is
usually approximated with C0-continuous functions. However, as it has been
shown in Section 1.2, pressure is discontinuous at interfaces where viscosity
varies:
p+ − p− = 2(µ+ − µ−)∂un
∂n
(3.4)
The use of continuous pressure approximations may introduce errors in
the incompressibility condition that in certain cases produce unacceptable
results.
• Surface tension at immiscible interfaces.
The existence of two different fluids in contact with different intermolecular
attraction forces introduces the physical phenomena of surface tension.
Surface tension is proportional to the curvature of the interface κ and a
parameter γ that depends on the materials involved. Surface tension effects
are normally added in the numerical simulation as a concentrated force
normal to the interface in the momentum equation, f st = −γκn, and induce
an extra jump in the pressure field:
p+ − p− = −γκ (3.5)
The accurate computation of the curvature is non-trivial.
In order to simulate immiscible multi-fluid flows with the PFEM, the pressure
field will be made discontinuous (double-valued) at the interface to take into
account the jump in viscosity and/or surface tension (Idelsohn et al. [69]), and the
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pressure gradient field will be also modeled discontinuous to take into account the
jump in density (Idelsohn et al. [70]).
3.3 Meshing procedure
Lagrangian methods are characterized by the fact that the mesh follows the flow
motion. After a time, nodes that were initially close together may no longer
be close, and some nodes that were initially distant begin to approach each
other. The mesh needs to be regenerated when it becomes too distorted due to
large deformations. For this purpose, we have used the unconstrained Delaunay
algorithm developed by Calvo [15].
Given a set of points P in the plane, the Delaunay triangulation constructs a set
of triangles whose vertices are the points P such that the circumcircle associated
with each triangle contains no other point in P . This is the geometric dual of the
Voronoi diagram of P , and each triangle satisfies the empty circumcircle property.
The Delaunay triangulation results in a unique mesh for a given set of nodes except
in the case when four nodes lie on the same circle (see Figure 3.5). Details of the
mesh generation procedure and the shape functions for arbitrary polygons can be
found in Idelsohn et al. [72, 66].
Figure 3.5: Non uniqueness of triangulation when four nodes lie on the same circle:
edge swapping.
The mesh is regenerated by allowing each node to have different neighbors as
the flow evolves, and by adding and deleting nodes when the size of an element
deviates from the prescribed mesh size h. If the distance dnodes between two nodes
is dnodes << h, one of the nodes is removed (with exception of interface nodes,
which are considered to be permanent). If the radius r of an element circumsphere
is r >> h, a new node is added at the center of the circumsphere. The flow variables
in the new node are linearly interpolated from that of the element nodes, and the
assigned material properties are the ones of the element.
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Unfortunately it is difficult to develop a parallel algorithm to find the Delaunay
triangulation, and small changes in the location of the nodes usually produce
significant changes in the connectivity of the mesh, as shown in Figure 3.6.
Physically meaningful boundaries in the geometry (like interfaces or external
boundaries) may not correspond to an edge of amesh element after edge swapping.
These connectivity changes may affect the convergence of the numerical algorithm
and the mass conservation. The remedy we have implemented to minimize this
effect is to delete those bulk nodes that get too close to the interface, and add
nodes on the element edges that are too long. Alternatively, one could use a
constrained Delaunay algorithm (Shewchuk [120], Si [122]), which allows to fix
certain connectivities. Therefore, by constraining the connectivity of the edges
that describe the interface to avoid possible swappings, the interface is conserved
exactly after remeshing.
(a) tn (b) tn+1
Figure 3.6: Connectivity change at the interface from time tn to tn+1.
Moreover, the mesh should be refined close to the interface to improve
the curvature calculation for the surface tension force. We use the medial-axis
technique described below to compute the distance to the interface and prescribe
an h field depending on this distance. Mesh adaptivity allows us to improve the
accuracy (finer interface representation), and the efficiency (refinement only where
required) of the method.
3.3.1 Adaptive mesh refinement close to the interfaces
The medial-axis transformation (Blum [7]) is a geometric technique allowing a
dimensional reduction of any geometric body. In the two-dimensional case, let the
body be a compact and connected planar figure. The medial-axis transformation
is the set of all pairs {center, radius} of the maximal inscribed circumferences
defined everywhere. The locus of centers is a continuous tree-like line with many
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bifurcations. This line, along with the associated radius on every point, carries
enough data to restore the whole body. The medial-axis line is called so because it
is like the “skeleton” of the domain. If the boundary of the body is given in terms
of a piecewise linear representation, as a closed polygonal line, the skeleton can be
approximated by the set of (inner) vertices of the Voronoi diagram of its boundary
vertices. Those are the centers of Delaunay circles, which are not actually tangently
inscribed but, for a sufficiently fine discretization, the secant edges are very close
to the circumferences. The discrete set of {center, radius} of each Delaunay circle is
a useful approximation of the medial-axis transformation.
The medial-axis is used to measure the distance to the boundaries. We make
a second fast Delaunay triangulation of the set of centers and the set of boundary
nodes. Each center has the radius as associated information, while the boundary
nodes have 0 as associated information. This is an auxiliar triangulation used
exclusively for calculating the distance of a point to the boundary. For any mesh
node inside one of such triangles, its distance is linearly interpolated from the
associated data of the triangle nodes. The construction of the medial-axis line and
the auxiliar triangulation is illustrated in Figure 3.7.
(a) (b) (c) (d)
Figure 3.7: Construction of the medial-axis: (a) given external boundary, (b)
Delaunay triangulation of the boundary nodes, (c) centers of the Delaunay circles
and medial-axis line, (d) auxiliar triangulation for distance interpolation.
In the heterogeneous flow problems, we have internal interfaces in addition
to the external boundaries. In this case, interface nodes are considered also 0-
points (see Fig. 3.8). This technique allows to prescribe a certain h to the nodes
as a function of the distance d to the interfaces and the external boundary. For
example, in Figure 3.8c the prescribed h field takes a minimum value hmin at the
interface, increases linearly with the distance and farther than dmax it takes the
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constant maximum value hmax.
h(d) =
 hmax, d > dmaxhmin + hmax−hmindmax d, d < dmax (3.6)
(a) (b) (c)
Figure 3.8: (a) Medial-axis in a domain with internal interface, (b) distance function
(black=0, white=maximum distance), (c) mesh refined close to the interface.
3.4 Discretization of the governing equations





−∇ · σ = ρg, σ = −pI + 2µD(u) in Ω+ ∪ Ω− (3.7a)
∇ · u = 0 in Ω+ ∪ Ω− (3.7b)
u = u¯ on ΓD, σ · n = σ¯n on ΓN (3.7c)
[[u]] = 0 and [[σ]] · n = γκn on Γint (3.7d)
u(x, t = 0) = u0(x) (3.7e)
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In the case of constant viscosity in the entire domain, the viscous term∇·2µD(u) =



















































= −∇p+ µ∇2u+ ρg (3.9)
In this form only the ui velocity component is present in each ith equation, and the
equations separate in each velocity component (directional splitting). When using
segregation methods such as the fractional step method, this implies that each
velocity component may be solved independently from the others, which leads to
considerable saving in computing time. For variable viscosity, however, the fully
coupled equations (3.7a), the so called divergence form, must be used (Limache et al.
[85, 86]).
3.4.1 Weak form
In order to obtain the weak (or variational) form of Eqs. (3.7), we first introduce
some function spaces. We denote by Lp(Ω), 1 ≤ p < ∞, the space of p-integrable
functions on Ω ⊂ Rd,
Lp(Ω) = {v : Ω→ R |
∫
Ω
vp dΩ <∞} (3.10)
Here p is the classical notation in functional analysis and should not be confused




)1/p. For p = 2, L2(Ω) is a Hilbert space with the scalar
product (u, v)Ω =
∫
Ω u(x)v(x) dΩ and its induced norm ||v||L2(Ω) = (v, v)
1/2
Ω . The
Sobolev space Wm,p(Ω), with m ≥ 0 and p ≥ 1, is the space of functions in Lp(Ω)
whose weak derivatives up to order m also belong to Lp(Ω). We use the standard
notation Hm(Ω) = Wm,2(Ω) and indicate by boldface letters the spaces of vector-
functions, for instanceHm(Ω) = (Hm(Ω))d. In particular,




V = {v ∈H1(Ω) | v = u¯ on ΓD} (3.12)
V 0 = {v ∈H1(Ω) | v = 0 on ΓD} (3.13)
Q ≡ L2(Ω) if ΓN 6= ∅, Q = {q ∈ L2(Ω) |
∫
Ω
q dΩ = 0} if ΓN = ∅ (3.14)
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The Galerkin variational formulation corresponding to Eqs. (3.7) is obtained
by multiplying Eqs. (3.7a) and (3.7b) by test functions and integrating the equation
over the computational domain:
Given u0 ∈ L2(Ω)d with∇ ·u0 = 0, find u(t) ∈ V and p(t) ∈ Q such that for almost

















q∇ · u dΩ = 0 (3.15b)
The integral over the boundaries ∂Ω+ ∪ ∂Ω− in Eq. (3.15a) can be expressed as∫
∂Ω+∪∂Ω−
σn ·w dΓ =
∫
ΓN
σn ·w dΓ +
∫
Γint









where the integral over ΓD vanishes due to w ∈ V 0. The interfacial stress jump
condition (3.7d) appears to be natural for the weak formulation. Noticing that the
integral over Ω+ ∪ Ω− can be written over Ω, as Ω \ (Ω+ ∪ Ω−) = Γint and Γint has





















q∇ · u dΩ = 0 (3.17b)
The Navier-Stokes equations (3.7) include the discontinuous fields ρ(x) and
µ(x), derivatives of µ(x) and singular surface tension forces. In the weak form
(3.17) of the equations, the derivatives on µ(x) are moved over to the test function
by applying integration by parts, and the contributions of the surface tension
force appear as line integrals along the interfaces, what reduces the singularity
of the problem. The weak formulation naturally incorporates the coefficient
discontinuities and singular surface tension force into the numerical scheme. These
advantages motivate a choice of a method based on a weak formulation of the
equations, such as the finite element method, for the treatment of heterogeneous
flows.
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3.4.2 Lagrangian non-linearity and time integration
We have seen in Section 2.1 that the nonlinearity of the Eulerian convective term
is transferred to the node movement, i.e. to the equations for the trajectories, in
the Lagrangian description. We have the following coupled system (notice that the












=∇X · (Jσ · F−T ) + ρ0g (3.19)
Continuity ∇X · (JF−1u) = 0 (3.20)
X are the coordinates in the reference configuration Ω0. When adopting a
Lagrangian frame of reference, there are three possible choices for the reference
configuration:
(i) Ω0 ≡ Ω(t = 0), i.e. the variables are described in the initial configuration. This
is called the total formulation.
(ii) Ω0 ≡ Ω(t = tn), i.e. the variables are described in the current configuration.
This is the updated formulation.
(iii) Ω0 ≡ Ω(t = tn+1), i.e. the variables are described in the last known
configuration. This is the end of step formulation.
The first option is not well suited for highly dynamic problems with large shape
changes, as it is the case in fluid mechanics (Del Pin [35]). The difference between
the updated and the end of step formulations lies in the computation of the shape
functions. In the end of step formulation, the shape functions are evaluated at the
position xn+1 and then the deformation gradient matrix F becomes the identity,
F = I . In the updated formulation, shape functions are evaluated at the reference
position xn, and F and its Jacobian need to be calculated.
In this work we have adopted the updated formulation: X = xn. Integrating
in time the position and velocity in Eqs. (3.18) and (3.19), we have
xn+1 − xn
∆t




=∇X · (Jσ · F−T )n+θ2 + ρng (3.22)
∇X · (JF−1u)n+θ2 = 0 (3.23)




and ρn = ρ(tn). θ1 and θ2 are parameters of the trapezoidal rule
for the time integration, and φ(x, t)n+θ is defined as
φ(x, t)n+θ := θ φ(x, tn+1) + (1− θ)φ(x, tn) = θφn+1 + (1− θ)φn (3.24)
The coupling between the velocity field u and the nodes location x causes a strong
non-linearity, and therefore an iterative procedure has to be carried out to linearize
Eq. (3.21). For this purpose, we have chosen the Picard method, which converges
linearly, as the Newton-Raphson implies too many extra storage for a Lagrangian
fluid (Aubry [2]). The linearized equation for the trajectories reads
xn+1(i+1) − xn
∆t
= θ1 un+1(i) + (1− θ1)un, with θ1 ∈ [0, 1] (3.25)
At each non-linear iteration, the nodes are moved to the new position xn+1(i+1)
until convergence in x or u is achieved, e.g.
||un+1(i+1) − un+1(i)||
||un+1(i+1)|| < tolerance (3.26)
In the end of step formulation, the variables would be evaluated at the unknown
position xn+1. This means that shape functions in the last known configuration
Ωn+1(i+1) would have to be recomputed at each iteration. On the other hand, in
the chosen updated formulation, the shape functions are calculated once in Ωn, but
then the transformation matrix F n+1(i+1) and its Jacobian have to be computed
at each iteration. The steps of the non-linear iterative procedure are sketched in
Algorithm 1.
Algorithm 1 Non-linear iterative procedure
1: Generate mesh
2: Initialize F n+1(0) = I , Jn+1(0) = 1 and xn+1(0) =Xn
3: while Not Converged do
4: Solve un+1(i+1) and pn+1(i+1) from Eqs. (3.22) and (3.23)
5: Move nodes to position xn+1(i+1)
6: Calculate F n+1(i+1) = ∂xn+1(i+1)/∂Xn, Jn+1(i+1) = detF n+1(i+1)
7: end while
8: Update nodal positionXn+1 = xn+1(i+1)
9: Next time step tn+1 = tn +∆t
un+1 and pn+1 correspond to the converged un+1(i+1) and pn+1(i+1) in the
iterative procedure. The mesh is then moved with this last calculated velocity. As
mentioned before, the nonlinearity of the problem shifts from the convective term
in an Eulerian approach to the search for the final position of the mesh at each time
step in a Lagrangian one.
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Typical choices for θ1 and θ2 are:
• θ = 0: Forward Euler method, explicit, conditionally stable and O(∆t).
• θ = 1: Backward Euler method, implicit, unconditionally stable and O(∆t).
• θ = 1/2: Crank-Nicolson method, implicit, unconditionally stable and
O(∆t2).
Stability analysis in finite differences shows that explicit schemes are
conditionally stable, that is, there exists a maximum time step able to ensure
the stability. In consequence, when any term in the equations is explicitly
treated, the time step size can not be arbitrarily large. In the case of the Navier-
Stokes equations, there is a stability condition even if a fully implicit scheme is
considered because the equations are non-linear and strongly coupled. If some
terms of the momentum equation are treated explicitly in order to uncouple the
velocity components, the computational cost is reduced but this introduces a more
restrictive stability condition. Furthermore, in Lagrangian methods ∆t needs to be
small enough to avoid that any element gets inverted due to the mesh movement
and preserve J > 0. We will see later that the explicit treatment of the surface
tension force introduces a very restrictive stability condition.
In this section, x has been decoupled from u through a linearization procedure.
The flow is first computed in the “frozen” domain, and then, a new position of the
nodes is found using the last computed flow variables. In a monolithic approach
the flow variables and the nodes location would have been solved simultaneously.
In the next section, u will be also decoupled from p through a fractional step
scheme. We will use the end-of-step notation in the following to simplify the
presentation.
3.4.3 Pressure segregation
A major difficulty in the numerical simulation of incompressible flows is that the
velocity and the pressure are coupled by the incompressibility constraint. The
interest in using projection methods to overcome this difficulty in time-dependent
viscous incompressible flows started with the works of Chorin [21, 22] and Temam
[128]. The main idea of the fractional step method is to replace the singular
matrix with some proper submatrices by using a factorization technique. These
submatrices are smaller and better conditioned, thereby increasing the efficiency of
the numerical scheme.
The Lagrangian approach simplifies the equations by separating the problem
into a geometrical part, tracking the motion of the nodes (Eq. (3.18)), and a physical
part, calculating how the flow variables change in time at each node (Eqs. (3.19)
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and (3.20)) (Oran & Boris [104]). The latter can be further split into two parts: one
related to viscosity effects, and the other related to the incompressibility. Consider




−∇ · 2µ(x)D(u) +∇p = ρ(x)g in Ω (3.27a)
∇ · u = 0 in Ω (3.27b)
u = u¯ on ΓD (3.27c)
σ · n = σ¯n on ΓN (3.27d)
[[u]] = 0 and [[σ]] · n = γκn on Γint (3.27e)
u(x, 0) = u0(x) in Ω (3.27f)
According to Chorin segregation scheme, and after implicit backward Euler time
discretization (θ2 = 1), we propose the following splitting for equations (3.27)
(Smolianski [123]):




−∇ · 2µ(x)D(u˜) + β∇pn = ρ(x)g (3.28a)
u˜ = u¯ on ΓD (3.28b)
(−βpnI + 2µ(x)D(u˜)) · n = σ¯n on ΓN (3.28c)
[[u˜]] = 0 and [[− βpnI + 2µ(x)D(u˜)]] · n = γκn on Γint (3.28d)






∇(pn+1 − βpn) = 0 (3.29a)
∇ · un+1 = 0 (3.29b)
un+1 · n = u¯ · n on ΓD (3.29c)
(pn+1 − βpn)n = 0 on ΓN (3.29d)
[[un+1]] · n = 0 and [[pn+1 − βpn]] = 0 on Γint (3.29e)
This second step represents the L2-projection of u˜ onto the set of divergence-
free functions. It can be reformulated to separate un+1 and pn+1 in Eq. (3.29a).
Applying the divergence operator on this equation one obtains a Poisson-type
equation for the pressure ([49]):
∇ · 1
ρ(x)
∇(pn+1 − βpn) = 1
∆t
∇ · u˜ in Ω, (3.30a)
and n ·∇(pn+1 − βpn) = 0 on ΓD (3.30b)
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3. Finally, the un+1 velocity is obtained by
un+1 = u˜− ∆t
ρ(x)
∇(pn+1 − βpn) (3.31)
β = 0 (non incremental scheme) leads to a first order in time splitting error,
with some inherent stabilization properties, while β = 1 (incremental version,
introduced by van Kan [138]) leads to a second order splitting but requires extra
stabilization.
This splitting ensures mass conservation of the solution, as the final un+1
velocity is divergence-free. But the tangential component of the velocity cannot
be controlled on the boundary, and the artificial Neumann boundary condition
for the pressure of Eq. (3.30b) induces a numerical boundary layer of width
O(√ν∆t), where ν = µ/ρ (Gresho [46], Quartapelle [110]). This artificial Neumann
boundary condition and the fact that the resulting pressure belongs to H1(Ω)
instead of its natural L2(Ω) are both consequences of the decomposition theorem
of Ladyzhenskaya [82].
The interfacial stress jump condition has been consistently split between steps
1 and 2. Although the continuity of the pressure difference pn+1 − βpn across
the interface expressed in Eq. (3.29e) seems to be in contradiction with the fact
that pressure is discontinuous at the interface, the scheme is able to capture this
discontinuity without need of enforcing it explicitly (Smolianski [123]). A different
splitting of the interface conditions has been proposed in Chen et al. [18], where
they extend the projection scheme of Kim & Moin [78] to multi-fluid flows.
The conditions (3.28c) and (3.28d) will be naturally included in the weak form
of step 1, while the pressure conditions (3.29d) on ΓN and (3.29e) on Γint need to
be weakly imposed for being able to solve the pressure Poisson equation (3.30a) of
step 2: ∫
ΓN
q (pn+1 − βpn) dΓ = 0 and
∫
Γint
q [[pn+1 − βpn]] dΓ = 0
The details are explained in Section 3.4.6.
3.4.4 Spatial discretization
The weak formulation is solved by means of the finite element method (Hughes
[60], Zienkiewicz & Taylor [144]). Let V h and Qh be the finite dimensional
subspaces approximating V and Q, Eqs. (3.12)-(3.14), and let Ωe be a finite element
partition of the domain Ω.
V h(Ω) = {vh ∈ C0(Ω)d | vh|Ωe ∈ Pk(Ωe)d} ⊂ V (3.32)
Qh(Ω) = {ph ∈ C0(Ω) | ph|Ωe ∈ Pk(Ωe)} ⊂ Q (3.33)
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where Pk(Ωe) is the space of polynomials of degree k on Ωe. In this work we have
chosen the equal order P1/P1 approximations, i.e. piecewise linear continuous
interpolations for velocity and pressure, due to its simplicity and efficiency.
In the Galerkin method, the approximate variables are expressed as
u(x, t) ≈ uh =
∑
l∈N




where N is the set of mesh nodes and Nl the shape function associated to the node
l. The standard Galerkin test functions are w =N and q = N .
It must be noted that the shape functions N(x) depend on the nodes
coordinates. Then, shape functions may change in time following the nodes
positions. During a time step, the mesh could be updated and produce a change
in the shape functions that should be taken into account. We assume that no
remeshing is performed during the non-linear iterationswithin each time step. This
means that the same updated mesh (but deformed) will continue until the end of
the time step.
After discretization in time (θ2 = 1, implicit backward Euler) and space
(Galerkin weighted residual method), and assuming ΓN to be a free surface




(U˜ −Un) +KµU˜ −BP n = F n (3.35)
2. ∆tL(1/ρ)P




(Un+1 − U˜)−B(P n+1 − P n) = 0 (3.37)
where U , P are the vectors of nodal velocities and pressure, U˜ is the intermediate
velocity introduced by the fractional step, and ∆t the time step. The matricesMρ
density weighted mass matrix, B gradient matrix, −BT divergence matrix, Kµ


























where the superscripts a, b refer to node indices.
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There is another approach to the treatment of step 2 called discrete projection.
It consists in first discretizing the equations in space and then applying the
segregation. In this case, instead of L(1/ρ) in Eq. (3.36) we would get BTM−1ρ B,
which do not coincide in general. The discrete projection approach does not require
any artificial boundary condition for the pressure Poisson equation (pressure does
not need to satisfy a Neumann condition on ΓD, Eq. (3.30b), nor a Dirichlet
condition on ΓN , as it must with the standard Laplacian discretization), and seeks
pressure in its natural function space L2. However, it requires the expensive
assembly of BTM−1ρ B matrix (the bandwith is roughly three times the bandwith
of the standard Laplacian in two dimensions, and five times in three dimensions on
a structured grid, as it involves the neighbors of the neighbors of each nodes in case
of continuous pressure interpolations, Aubry [2]), and does not own any inherent
stabilization property. In contrast, the continuous projection requires to invert the
standard Laplace matrix, which is a quite explored problem with efficient ways for
solution. However, large differences in density (ρ1 >> ρ2 or ρ1 << ρ2) may lead
to bad conditioned system matrix for the pressure Poisson equation and problems
in convergence (Bell & Marcus [4], Unverdi & Tryggvason [136], Tryggvason et al.
[133], Bunner & Tryggvason [12], Chen et al. [18], Hua & Lou [58]).
Both the momentum and pressure equations system matrices are symmetric
and positive definite. The linear systems are solved using the Conjugate Gradient
algorithm and the incomplete LU preconditioner. The degrees of freedom are the
(two or three) velocity components and pressure at each node of the finite element
mesh.
The accuracy in the treatment of the discontinuous density and viscosity will
be determined by how well the numerical method is able to evaluate the integrals
where these discontinuities are included. Unless the interface coincides with
edges of elements, there is no way for standard finite element shape functions to
capture the discontinuity of properties inside an element. This implies that one has
either to increase the number of Gauss points (e.g. see discussion about numerical
integration of discontinuous and singular functions in Tornberg [132]) or enrich
the shape function space, as e.g. in Minev et al. [91], Coppola-Owen & Codina [30]
and in the eXtended Finite Element Method (XFEM) (Moe¨s et al. [92], Belytschko
et al. [5], Chessa & Belytschko [19, 20], Gross & Reusken. [47]). The nodal interface
description for immiscible fluids in PFEM allows to evaluate exactly these integrals.
3.4.5 Pressure stabilization
Finite element solution of the incompressible Navier-Stokes equations with the
classical Galerkin method may suffer from numerical instabilities from two
sources (Zienkiewicz & Taylor [144]). The first one is due to the convective-
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diffusive character of the equations, which may induce unphysical oscillations
in convection-dominated flows. The second source is related to the treatment
of the incompressibility constrain. When the standard Galerkin method is used,
the discrete spaces for the approximation of the velocity and the pressure have to
satisfy the inf-sup condition (Brezzi & Fortin [10]), also called the Ladyzhenskaya-
Babuska-Brezzi (LBB) condition, in order to get stable solutions.
The convective term is not present in the Lagrangian formulation, therefore
no stabilization is required in steps 1 and 3. Nevertheless, the incompressibility
condition must still be stabilized for our equal-order approximations to avoid
pressure oscillations. Pressure stabilization of the discrete equations can be
achieved either by appropriately modifying the formulation or by using first-order
projection schemes. Because the inherent stability of the latter decreases with
the time step size (Guermond & Quartapelle [48], Codina [25]), and moreover,
we have chosen a second order projection scheme for the segregation of velocity
and pressure, we are compelled to modify the pressure Poisson equation (3.36) by
introducing the term SP :
(∆tL(1/ρ) + S)P
n+1 = −BT U˜ +∆tL(1/ρ)P n (3.43)
The stabilization matrix S must be singular so that the product SP is equal to zero
with P 6= 0. Nevertheless, several stabilization methods presented in the literature
are based on non-singular S matrices, therefore introducing compressibility in the
solution (Idelsohn et al. [67]).
The reason for the inherent stability of the first order fractional step is that it
modifies the discrete continuity equation by adding the term
∆t(L−BTM−1B)P . (3.44)
The positive semi-definite matrix L − BTM−1B increases the stability of the
numerical method (Codina & Blasco [27], Codina et al. [29]). This property can
be recovered by defining S := τ(L−BTM−1B) in Eq. (3.43). Here τ is a pseudo-
time stabilization parameter, and the termBTM−1BP is calculated by taking first
the gradient of the pressure, projecting it onto the discrete space of velocities and
then taking the divergence of the resulting vector field.
At the continuous level, pressure gradient projection (PGP) methods introduce
this projection of the pressure gradient onto the velocity space as a new unknown
of the problem called pi, and add to the incompressibility equation the difference
between the Laplacian of the pressure and the divergence of this new vector field


















dΩ = 0 (3.45)
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This term can be also deduced from the Finite Calculus (FIC) formulation as
follows (On˜ate [100, 101, 102]). The incompressibility equation εV = ∇ · u = 0 is
replaced by the residual FIC form
εV − τ ∂ri
∂xi
= 0 (3.46)







and τ is the stabilization parameter. The stabilization in Eq. (3.46) is introduced by












The pii functions represent the projection of the pressure gradients in the velocity
field and are approximated with the same linear interpolations as for the velocity























dΩ = 0 (3.49)
The corresponding S matrix for the multi-fluid discrete system Eqs. (3.35-3.37),
i.e. the difference between the continuous and the discrete Laplacian, reads
S = τˆ (L(1/ρ) −BTM−1ρ B) (3.50)




















dΩ = 0 (3.51)
pii = ρpˆii is a continuous variable, while pˆii is discontinuous in non-uniform density
flows, as corresponds to the weak discontinuity of the pressure at interfaces where
a density jump occurs. This improves the accuracy of the PGP stabilization.
The parameter τˆ is calculated within each element Ωe as follows









so that one should write S = Lτˆ/ρ − BTτˆM−1ρ B. Nevertheless, we will keep the
notation of Eq. (3.50).
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In the product SP , the term τˆL(1/ρ)P n+1 is treated implicitly, while
τˆBTM−1ρ BP




is defined and its update implies the solution of the following algebraic system
Mρ Πˆ
n
= BP n (3.53)
The mass matrixMρ can be approximated by its lumped diagonal version, what
turns out to be the most efficient choice which does not upset accuracy [28].














(Un+1 − U˜)−B(P n+1 − P n) = 0 (3.54d)
For numerical examples of PFEMwith inf-sup stable elements, namely themini
element P1/Pb1, refer to Aubry [2].
3.4.6 Treatment of pressure on free surfaces and internal interfaces
Unfortunately the matrix L(1/ρ) in Eq. (3.54c) is singular if no conditions are
applied. Instead of imposing strongly the pressure Dirichlet condition p¯ = 0 on
the free surface ΓN as usual, what would produce mass loss at those elements that
have all their nodes on ΓN , we impose weakly the pressure conditions Eqs. (3.29d)
and (3.29e) coming from the segregation:∫
ΓN
q (pn+1 − pn) dΓ = 0 and
∫
Γint
q [[pn+1 − pn]] dΓ = 0 (3.55)
Both integrals may be discretized in space as




aN b dΓ the pressuremassmatrix on the contours ΓN and Γint, and
are incorporated into the pressure Poisson equation in the following way (Nitsche
[96], Juntunen & Stenberg [77]):[
(∆t+ τˆ)L(1/ρ) + λM c
]
P n+1 = −BT U˜ + (∆tL(1/ρ) + λM c)P n + τˆBT Πˆn
(3.57)
For dimensional consistency, the penalty parameter λ needs to have units of
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where the scalar factor α ∼ O(1) is a weight of the satisfaction of the Dirichlet
boundary conditions in competition with the satisfaction of the differential
equation. The higher the value of α, the better the approximation to the boundary
condition at the expense of a poorer approximation to the differential equation
(Codina & Baiges [26]). λ has to be sufficiently large so that the system matrix
becomes invertible. For α → 0, the pressure equation is satisfied but the discrete
systemmay continue singular. α→∞ is equivalent to apply the pressure condition
strongly and the equation may not be satisfied.
The new boundary terms (3.56) eliminate the singularity of the Laplacian
matrix L(1/ρ) and avoid the need of imposing essential boundary conditions to
solve the pressure equation. These terms can also be interpreted as adding slight
compressibility in a thin region close to the free surface and interfaces, as shown
in Idelsohn & On˜ate [71]. For simplifying the explanation, we will consider only
the free surface, but the same argument applies on internal interfaces. The total
domain is split into two parts, Ω = Ω0 ∪ Ωκ (see Figure 3.9): a fully incompressible
domain Ω0, with εV = 0, and a second domain Ωκ near the free surface, with a







with κ = ρC2 the bulk compressibility coefficient, being C a fictitious speed of













dΩ = 0 (3.60)
Supposing that the domain Ωκ is a thin layer of thickness δ around the free surface,










dΓ = 0 (3.61)
The thickness δ may change within the iterations, decreasing its value until
it becomes zero when convergence is achieved. For instance, approximating
Dp/Dθ ≈ ∆p/∆θ and starting the first iteration with δ defined as δ = C∆θ, the






what justifies the integral λ
∫
ΓN
q(pn+1 − pn) dΓ.
Since we allow for strong discontinuities in the pressure field, it has to be
double-valued along the interface. Therefore, pressure degrees of freedom have
3.4. DISCRETIZATION OF THE GOVERNING EQUATIONS 67
Figure 3.9: Split of the volume into two parts, a compressible and an
incompressible one (from Idelsohn & On˜ate [71]).
Figure 3.10: Pressure profiles when using continuous and discontinuous
representations.
been duplicated (p+, p−) in the interface nodes (see Figure 3.10). Each term of the
integral on Γint∫
Γint
q[[pn+1 − pn]] dΓ =
∫
Γ+int
q(pn+1 − pn)+ dΓ +
∫
Γ−int
q(pn+1 − pn)− dΓ = 0 (3.63)
contributes to theM c matrix in the corresponding degrees of freedom.
3.4.7 Predictor-corrector scheme
Based on the previous fractional step, Eqs. (3.54), we propose the following











(∆t+ τˆ)L(1/ρ) + λM c
]
P n+1(i+1) = −BTUn+1(i+1)+
+
(
∆tL(1/ρ) + λM c
)
P n+1(i) + τˆBT Πˆ
n+1(i)
(3.64c)
and iterate until convergence in pressure is achieved.
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Figure 3.11: Initial mesh (4305 nodes).
The computation in each time step contains two different loops: the predictor-
corrector (inner loop) to find Un+1 and P n+1, and the iterations of the non-
linearity (outer loop) to find xn+1. The fact of using a predictor-corrector helps
to achieve much better precision in each non-linear iteration, so that usually one
outer iteration suffices.
In flows with variable viscosity, the term ∇Tu of the strain rate tensor D =
1
2(∇u +∇Tu) is responsible for coupling all the velocity components ui together,
meaning that in step 1 of the predictor-corrector one would have to solve the entire
coupled system of equations for the velocity, as opposed to the component by
component approach. We have fully decoupled the viscous term into (two or three)
separate scalar velocity equations via a semi-implicit scheme that treats the term
∇Tu explicitly and the decoupled term∇u implicitly.
3.5 Numerical results for variable density
The capabilities of the formulation described above will be shown in two examples
of fluids with different density. The first is a sloshing problem for which other
reference results are available. This example is used to test the stabilization
proposed and the ability of the method to deal with large density jumps. In
the second example, a three-fluid flow is solved to show that the method can be
generalized to an arbitrary number of fluids. Because in these examples the fluids
have the same viscosity, we use the Laplace form of the governing equations.
3.5.1 Two-fluid sloshing
This numerical test for two-fluid flows was first proposed by Tezduyar et al.
[131] and later deeply investigated in Cruchaga et al. [31]. It consists in a closed
rectangular cavity with two immiscible fluids (see Fig. 3.11). The bottom fluid has
3.5. NUMERICAL RESULTS FOR VARIABLE DENSITY 69
Figure 3.12: PFEM relative wave height at side A (red dots) compared to references.
density ρ = 2 kg m−3 and the top fluid ρ = 1 kg m−3. The dynamic viscosity
is constant, µ = 103 Pa s in both fluids, and the gravity acceleration is set to
g = −0.294 m s−2 in the vertical direction. Horizontal walls are considered no-
slip while vertical walls are free-slip. The interface between both fluids is tilted in
the initial configuration.
This is a typical example where the pressure presents a weak discontinuity at
the interface between the two materials. We use the nodal interface description
to allow the pressure gradient variable to reproduce exactly this discontinuity.
Moreover, it is not trivial in Lagrangian methods to model the free-slip condition.
We have done it by assigning µ = 0 in the elements adjacent to the free-slip walls.
Figure 3.12 shows the interface relative height at the vertical walls (side A
and B) for the previous works [131, 31] compared with our PFEM results, which
reproduce well both the interface amplitude and oscillation frequency.
It is remarkable that when the flow reaches the steady state, the interface
height is 0.2998, very close to the correct value 0.3. Notice that no mass correction
algorithm was implemented. Neither was it necessary to use enhanced element
integration nor shape function enrichment as it would be the case in front-capturing
methods. The pressure field and the interface discretization are shown in Figure
3.13.
This example allows us to test the stabilization of the incompressibility
condition for equal-order formulations as the one presented above. We have
seen that standard stabilizations based on pressure gradient projections propose a
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(a) t = 0.5 s (b) t = 3 s
(a) t = 6 s (b) t = 9 s
(a) t = 12 s (b) t = 15 s
(a) t = 21 s (b) t = 120 s
Figure 3.13: Pressure contour lines for two-fluid sloshing with density ratio 2:1.
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Figure 3.14: Interface tears apart due to the momentum imbalance at the vicinity
of the interface.
stabilization term based on the difference between the pressure gradient and the
continuous projection of the pressure gradient. Nevertheless, in heterogeneous
flows with different densities, the pressure gradient is discontinuous across the
interface. The introduction of a continuous variable pi produces an error in the
incompressibility condition at the interface that can be observed in Figure 3.14.
The results shown previously have been obtained using the new stabilization term
Eq. (3.51), where the density jump has been taken into account.
The presented formulation allows for arbitrary large jumps in density. For
example, in a water-air sloshing problem the density ratio is 1000:1. This kind of
problems is usually treated as a single-fluid flow, neglecting the air. Nevertheless,
in many situations the influence of air must be taken into account. Results of the
interface position and fluid velocity for a water-air sloshing problem are shown in
Figure 3.15. Now the gravity has been set to g = −10 m s−2. The method has not
presented any difficulty even for this large density ratio. However, this example,
defined with the same geometry and initial conditions than the previous test, has
now a very strong movement of all internal nodes. The interface undergoes large
deformations (including the possibility of breaking waves), and thus, remeshing is
essential. If during remeshing connectivity changes are allowed, the identification
of the interface between the two materials is affected by an error of order h (the
average distance between two neighbor nodes) in the volume definition of each
material. Therefore, change in nodes connectivity near the interface may cause
an important volume variation. In order to check the volume variation due to
the remeshing process, the water volume conservation has been measured. Figure
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(a) t = 0 s (b) t = 0.55 s
(a) t = 1.15 s (b) t = 1.7 s
(a) t = 2.3 s (b) t = 2.75 s
(a) t = 3.35 s (b) t = 5 s
Figure 3.15: Interface position and velocity vectors (fixed length) for two-fluid
sloshing 1000:1 during the first three oscillation periods. The bottom fluid is water,
top fluid is air.























no connectivity change, h=0.02
no connectivity change, h=0.01
Figure 3.16: Water volume variation due to remeshing with connectivity changes
at the interface (dashed lines) compared to no connectivity changes (solid lines) for
different mesh sizes (h = 0.02 in red, h = 0.01 in blue) and same time step.
3.16 shows the water volume for different mesh sizes and fixed time step during
a time period of 5 seconds. We can observe that when connectivity changes are
limited with the strategy described in Section 3.3, volume conservation improves
remarkably.
3.5.2 Heterogeneous flow with several materials
The formulation proposed can be applied with no modification to any arbitrary
number of fluids. In this example we simulate the behavior of three fluids with
different densities and same viscosity (µ = 0.1 Pa s). The computational domain is
a 1× 1m cavity, with free-slip walls and gravity g = −10m s−2.
In the initial configuration (see Fig. 3.17), fluid A is in a stable position, but
fluids B and C will move to find the stable horizontal stratification. Figure 3.18
shows the nodes positions at different time steps. During the first time steps fluid
C moves from right to left by the bottom part of the domain while fluid B moves
from left to right by the upper part. The movement is so sudden that at time t = 15
s some particles of fluid C get entrapped inside fluid A on the right hand side. Due
to their higher density, they move downwards until they reach fluid C.
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Figure 3.17: Initial configuration and fluid densities.
3.6 Numerical results for variable viscosity
In this section we explore the pressure discontinuity due to the viscosity jump.
In the first example, a two-fluid dam break problem, we analyze the pressure
profile obtained when the viscosity ratio is increased and the effect in the solution
when using the Laplace versus the divergence form of the governing equations. In
the second example, we have designed an extrusion problem where the pressure
field has an analytic solution and
∂un
∂n
>> 0. We show the importance of using
discontinuous pressure approximations to avoid errors in the incompressibility
condition near the interface.
3.6.1 Two-fluid dam break
This example consists in a dam break of two fluids with the same density (ρ = 1000
kg m−3) and different viscosities (in Pa s) (see the initial configuration and the
viscosity values in Figure 3.19). Gravity acceleration has been set to g = −10
m s−2. We use the standard continuous pressure representation instead of the
correct discontinuous one since it already allows us to realize the pressure variation
across the interface.
In Figure 3.20 we compare the pressure profile along the cut x = 0.073 at
t = 0.1 s for different viscosity jumps. We observe that the pressure variation at the
interface is proportional to the viscosity jump, as expected, even when the Laplace
form of the Navier-Stokes equations has been used. The pressure variation can also
be observed in the pressure field shown in Figure 3.21.
In Figure 3.22 we explore the effect of using the full strain rate tensor in
the momentum equations (divergence form) in contrast to the constant viscosity
simplification (Laplace form). We observe that the importance of the term ∇Tu
increases with the viscosity ratio, even when it is treated explicitly to avoid the
3.6. NUMERICAL RESULTS FOR VARIABLE VISCOSITY 75
(a) t = 0 s (b) t = 0.4 s
(a) t = 1 s (b) t = 2 s
(a) t = 5 s (b) t = 15 s
(a) t = 45 s (b) t = 100 s
Figure 3.18: Evolution of the three-fluid flow.
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Figure 3.19: Initial configuration and viscosity values (in Pa s).
coupling between all the velocity components.
3.6.2 Extrusion
Pressure discontinuity has been always treated in the literature connected to
surface tension effects (see e.g. Unverdi & Tryggvason [136], Scardovelli & Zaleski
[117], Smolianski [124], Li & Lubkin [84], Gross & Reusken. [47], Minev et al.
[91]) but to our knowledge there is not any previous work focused on the effects
of viscosity jumps. For example, the sloshing of a free-surface separating water
and air is a common problem with a clearly defined interface. In this problem














Figure 3.20: Pressure profile comparison for different viscosity ratios along the cut
x = 0.073 at t = 0.1 s.
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(a) µ1 = 1, µ2 = 2 (b) µ1 = 1, µ2 = 10
(c) µ1 = 1, µ2 = 100 (d) µ1 = 1, µ2 = 1000


















































(c) µ1 = 1, µ2 = 100 (d) µ1 = 1, µ2 = 1000
Figure 3.22: Pressure profile comparison with and without the term ∇Tu (along
the cut x = 0.073 at t = 0.1 s).
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Figure 3.23: Example settings and analytic pressure solution.
pressure (the pressure in the air), what violates the expression∆p = 2(µ+−µ−)∂un
∂n
.
In this case, the viscosities of air and water are so small, that the pressure jump is
also small, regardless of the magnitude of
∂un
∂n
at the free surface, and therefore the
discontinuity is usually unnoticed. Fluid flows with different and high viscosities
may be found in several applications, such as in metal extrusion problems, magma
flow simulation, or fluid-structure interaction problems where the structure is




We propose an example for which an analytic solution exist and that may
serve as a test to assess the ability of a given numerical method to represent the
pressure discontinuity due to viscosity jump at the interface. The example consist
in the extrusion against a wall of a rectangular domain composed by two fluids (see
Figure 3.23). Wewill investigate the pressure solution and the volume conservation
around the interface when continuous and discontinuous pressure approximations
are used.
In this example, due to the choice of the physical parameters, viscous effects










p3 = p2 + 2(µ2 − µ1)∂un
∂n
+ γ (3.65c)




where y∗ is the height of the free surface, g the gravity and γ the surface
tension coefficient. From volume conservation arguments (Fig. 3.24) we can derive
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Lx − u¯xt , y
∗ =
LxLy
Lx − u¯xt (3.66)
The piston speed has been set to u¯x = 0.1 m s−1, the initial domain sizes to
Lx = 0.8 m and Ly = 0.4 m, and the gravity to g = −10 m s−2. All walls are
considered free-slip. The following numerical tests have been solved to compare
the solution using continuous versus discontinuous pressure approximations:
1. jump in the viscosity, with equal density and no surface tension
2. equal density and viscosity, with surface tension
3. jumps in the viscosity and density, including surface tension
In all these cases we compare the pressure fields obtained and the volume variation
of the incompressible fluid along a vertical cut. Figure 3.25 illustrates the kind of
mesh deformation we have encountered in all the three tests. Figure 3.25a shows
the initial mesh at time t = 0 and Figures 3.25b and 3.25c the final mesh at t = 2
s after extrusion. Figure 3.25b corresponds to the solution with discontinuous
pressure, while Figure 3.25c shows the approximationwith the continuous pressure
field. One can easily distinguish the ”not divergence-free” solution (Fig. 3.25c)
close to the interface for the continuous pressure approximation. The volume
variation we use to quantify ∇ · u in the following moving-mesh examples has
been computed as εV =
V oln − V ol0
V ol0
, where V oln is the area associated to a node
at time n (see Figure 3.26).
Example extrusion 1: Jump in the viscosity, equal density, no surface tension
In this case the physical parameters used are: µ1 = 1, µ2 = 10, ρ1 = ρ2 = 1, γ = 0.
Figure 3.27 shows the good agreement of the discontinuous pressure solution




Figure 3.25: Mesh deformation: (a) initial mesh, t = 0 s; (b) mesh at t = 2 s and
discontinuous pressure; (c) mesh at t = 2 s and continuous pressure showing a not
divergence-free solution around the interface.
against the exact value, while the continuous pressure approximation leads to an
excessive diffusive behavior. Figure 3.28 plots the error in the volume conservation,
which is remarkable in the continuous approximation.
Example extrusion 2: No jumps in the density and viscosity but with surface
tension
In interfaces where the surface tension is present, the following surface force must
be computed: f = −γκn. In order to avoid the problems of evaluating the
curvature and to have an analytic solution to compare the results with, we consider
a fictitious tension for planar surfaces (Gross & Reusken. [47]): f = −γn. In this
Figure 3.26: Area associated to a node (in red).













Figure 3.27: µ1 = 1, µ2 = 10, ρ1 = ρ2 = 1, γ = 0. Pressure cut at t = 2 s and
x = 0.3 m for continuous vs. discontinuous pressure approximations compared












Figure 3.28: µ1 = 1, µ2 = 10, ρ1 = ρ2 = 1, γ = 0. Volume variation cut at t = 2 s
and x = 0.3m for continuous vs. discontinuous pressure approximations.
example the normal to the interface is taken as n = (0,−1).
In front-capturing methods, the non-alignment of the interface with the mesh
causes severe difficulties in the discretization of this localized surface tension force
and spurious velocities appear if pressure is not allowed to be discontinuous inside
the elements cut by the interface (Gross & Reusken. [47], Minev et al. [91], Ganesan
et al. [43]). Equivalent spurious velocities appear in moving mesh methods when
pressure is approximated continuously, as shown in Figure 3.29b.
In order to investigate the influence in the velocity field of the pressure jump
due to different viscosities and to the surface tension, we have set the viscosity, the
density and the surface tension force to have an equal jump. We know that
∆p = 2(µ2 − µ1)∂un
∂n
+ γ,
then for the following parameters: case (a) µ1 = 1, µ2 = 10, ρ1 = ρ2 = 1, γ = 0,
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(a) µ1 = 1, µ2 = 10, ρ1 = ρ2 = 1, γ = 0 (b) µ1 = µ2 = 1, ρ1 = ρ2 = 1, γ = 3
Figure 3.29: Vertical velocity field at t = 1 s for continuous pressure approximation:
(a) case with viscosity jump, (b) case with surface tension.
one obtains ∆p = 3 at t = 2s. On the other hand, for case (b) µ1 = µ2 = 1, ρ1 =
ρ2 = 1, γ = 3, one also has ∆p = 3,∀t.
Figures 3.29a and 3.29b show the velocity results for the continuous pressure
approximation. In both cases the pressure profiles are quite similar (see Fig. 3.30),
but in the case with surface tension, the non-physical velocities lead to much
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Figure 3.30: Pressure cut comparison at t = 2 s and x = 0.3 m for continuous
pressure approximation and same pressure jump due to surface tension (dashed
red line) or viscosity difference (continuous blue line), and discontinuous pressure
approximation with surface tension (continuous green line).
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Figure 3.31: Volume variation comparison at t = 2 s and x = 0.3m for continuous
pressure approximation and same pressure jump due to surface tension (dashed
red line) or viscosity difference (continuous blue line), and discontinuous pressure
approximation with surface tension (continuous green line).
Example extrusion 3: Jumps in the viscosity and density, including surface
tension
A density jump at the interface does not introduce a jump in the pressure field
but in the pressure gradient. In this case accurate results can only be achieved
with a discontinuous pressure gradient in the stabilization term at the interface as
explained in Section 3.4.5.
In the following example, we consider the case where a jump in both the
pressure field and also in the pressure gradient is needed to obtain accurate results.
We introduce now a jump in the viscosity, in the density and also surface tension:
µ1 = 1, µ2 = 10, ρ1 = 1, ρ2 = 10, γ = 5. Figures 3.32 and 3.33 show the pressure
profile and the volume variation along x = 0.3 m at time t = 2 s respectively.
The continuous pressure solution shows a volume variation over 15% while in
the discontinuous solution the variation is almost zero, as the divergence-free
condition requires.













Figure 3.32: µ1 = 1, µ2 = 10, ρ1 = 1, ρ2 = 10, γ = 5. Pressure cut at t = 2 s and
x = 0.3 m for continuous vs. discontinuous pressure approximations compared












Figure 3.33: µ1 = 1, µ2 = 10, ρ1 = 1, ρ2 = 10, γ = 5. Volume variation at
t = 2 s and x = 0.3 m for continuous vs. discontinuous pressure approximations
compared with the exact solution.
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3.7 Treatment of surface tension
This section deals about the numerical treatment of the surface tension force.
We have seen before that in the weak form of the momentum equation, the
following contour integral arises when the term corresponding to the stress tensor
is integrated by parts: ∫
Γint
w(σ1 − σ2) · n dΓ (3.67)
In absence of surface tension, the condition [[σ]] ·n = 0 on Γint is implicitly satisfied




γκn ·w dΓ (3.68)
remains. Thus the singular capillary force at the interface f st is naturally
incorporated in the weak form of the finite element method.
If the surface tension term Eq. (3.68) is discretized explicitly, i.e. the surface
tension forces are evaluated on the interface at the previous time step, the stability







where 〈ρ〉 = 12(ρ1 + ρ2), h is the mesh size and ∆tst the capillary time step. With
this restriction the propagation of capillary waves is resolved and their unstable
amplification avoided. An alternative stability condition for low Reynolds number
flows that also includes the viscosity has been derived by Galusinski & Vigneaux
[42]. Unfortunately, Eq. (3.69) can be rather limiting for fine meshes and large
surface tension coefficients. An implicit (Ba¨nsch [3]) or semi-implicit (Hysing [63])
treatment of the surface tension would circumvent this constrain.
One of the most difficult tasks in front-capturing techniques is to accurately
identify the interface to directly impose the condition [[σ]] · n = γκn on Γint (Daly
[32]). This difficulty can be alleviated by interpreting the surface tension as a




γκδΓn ·w dΩ (3.70)
where δΓ is a regularized Dirac delta function at the interface. The idea was
introduced by Peskin [107] in finite differences and later reformulated by Brackbill
et al. [9] under the name of Continuum Surface Force (CSF) model. It has been
extensively used to model surface tension in Eulerian formulations, in particular in
the volume-of-fluid (e.g. Brackbill et al. [9], Richards [114], Lafaurie et al. [83], Wu
et al. [140], Scardovelli & Zaleski [117]) and level set methods (e.g. Sussman
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et al. [126], Tornberg [132], Hysing [63], Marchandise et al. [88]). This approach
has the advantage that the interface does not need to be reconstructed explicitly
but, on the other side, the smoothed surface tension may lead to spurious (non-
physical) velocities in the neighborhood of the interface due to the fact that it
compels pressure continuity at the interface regardless of the appropriate interface
conditions.
Most particle-based and meshless methods use the delta function approach
as well, e.g. Nomura et al. [98] and Liu et al. [87] in the Moving Particle Semi-
implicit (MPS) method, or Morris [94] in the Smoothed Particle Hydrodynamics
(SPH) method. Another approach in particle methods is to model the surface
tension as an interparticle potential force (Nugent & Posch [99]). Then surface
tension arises automatically by introducing repulsion or attraction forces between
the neighboring particles of different fluids (Kondo et al. [79], Zhou et al. [143]).
The interface representation by nodes and element edges in PFEM allows for
an easy and accurate incorporation of the surface tension, avoiding the need of
regularization techniques like the Dirac delta function. Furthermore, the pressure
discontinuity across the interface can be optimally approximated.
3.7.1 Curvature calculation
There are several ways to calculate the curvature κ from the information of the
interface location. The one we have followed in this work is based on the osculating
circle of a curve. It is defined as the circle that approaches the curve most tightly
among all tangent circles at a given point (see Figure 3.34). The center and radius of
the osculating circle at a given point are called center of curvature c and radius of
curvatureR of the curve at that point, respectively. Thus the quantity κn required
for the capillary force Eq. (3.68) can be calculated as:
n =
R
|R| , κn =
R
|R|2 (3.71)
On the unstructured mesh, we build the osculating circle that passes through
three adjacent interface nodes as shown in Figure 3.35. If the interface is assumed
to be sufficiently regular, the circle circumscribed to x, xright and xleft converges to
the osculating circle of Γint at point xwhen xright → x and xleft → x.
Other moving mesh methods compute the radius of curvature from a spline
fit to the interface nodes (e.g. Daly & Pracht [33], Fyfe et al. [41]). But whereas an
accurate interpolant can be found that goes through a given set of points, it is not
always true that other properties of the curve calculated at the points, such as the
curvature, are well represented by this interpolant.
To avoid connectivity changes at the interface, long interface edges are refined.
If the new node i is inserted at the midpoint between the old end-nodes of the
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Figure 3.34: Osculating circle of an interface.
Figure 3.35: Interface curvature computation.
long edge a-c (see notation in Fig. 3.36), the osculating circle at this new node will
be degenerated, i.e. curvature is zero because the three points used to calculate
the osculating circle lie on the same line. Furthermore, the refinement of the edge
a-c increases the curvature at node a (circle in blue color). Both drawbacks are
illustrated in Figure 3.36. Thus curvature values will oscillate due to remeshing if
the new nodes positions are linearly interpolated. To avoid these difficulties, we
take into account the curvature of the interface when inserting nodes, so that the
position of the new interface node i′ uses the information of the old osculating circle
(in black color).
The mesh close to the interface is finer than in the rest of the computational
domain, as explained in Section 3.3, for more accurate curvature computation and
better interface resolution.
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Figure 3.36: Interface curvature after refinement of edge a-c. The curvature is larger
at node a and zero at node i. Curvature has been taken into account in the position
of i′.
Figure 3.37: Static bubble initial configuration.
3.7.2 Static bubble
We verify our surface tension algorithm with the static bubble test case
(e.g. Lafaurie et al. [83], Popinet & Zaleski [108], Tryggvason et al. [133], Smolianski
[123], Chen et al. [18], Hysing [64]). It consists in a circular fluid bubble into another
viscous fluid at rest (see Figure 3.37), where gravitational or other external forces
are neglected. According to the Laplace-Young law, the pressure jump will be
p2 − p1 = γκ = γ/R, where p2 is the bubble internal pressure, p1 the outer pressure
and R the bubble radius. Even with non-zero surface tension, the circular shape of
the bubble should be preserved and the fluids should remain at rest no matter how
long we integrate the equations in time.
We have simulated the equilibrium state of a circular bubble of a radius
R = 0.25 (constant curvature κ = 1/R = 4) in a static fluid with ρ1 = ρ2 = 1,
µ1 = µ2 = 1, g = 0, and γ = 1. The simulations have been run 100 time steps with
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Figure 3.38: Spurious velocities in static bubble for continuous pressure.
h Continuous Discontinuous
1/20 4.4× 10−2 2.8× 10−5
1/40 1.7× 10−2 1.3× 10−5
1/80 7.2× 10−3 8.9× 10−6
Table 3.1: Velocity error ||u||∞ at final time for continuous and discontinuous
pressure approximations.
∆t fixed to 0.01. The bubble should remain exactly stationary and the velocity of
the fluid should be exactly zero. But if the pressure is approximated continuously,
the pressure fluctuations near the interface generate spurious velocity currents (see
Figure 3.38) that may deform the bubble shape, produce a significant mass loss
(Sussman et al. [126]) and spoil the solution. These currents will depend on the
grid resolution, the fluids viscosity and the surface tension (Tryggvason et al. [133]).
The Reynolds number of the spurious currents is proportional the Laplace number
La = 2Rρ1γ/µ21 (Lafaurie et al. [83], Popinet & Zaleski [108]).
Figure 3.39 shows the pressure solution for continuous approximation and
different mesh sizes. The exact jump is ∆p = γ/R = 4. We observe that the
pressure solution fluctuates at the interface, and it improves with finer meshes.
In the case of discontinuous pressure approximation shown in Figure 3.40, the
solution is already excellent for coarse meshes. The velocity error (measured
in the norm ||u||∞ = maxi |ui|) for both approximations is shown in Table 3.1.
The discontinuous pressure produces velocity solutions three orders of magnitude
better than the continuous one.
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(a) (b)
Figure 3.39: Continuous pressure approximation: (a) profile at final time for
different h, and (b) pressure field for h = 1/20.
(a) (b)
Figure 3.40: Discontinuous pressure approximation: (a) profile at final time for
different h, and (b) pressure field for h = 1/20.
Finally, Figure 3.41 shows the influence of the parameter λ = α ∆t+τˆh on the
pressure solution at the interface. For the minimum value αmin that makes the
system Eq. (3.64a) invertible, the pressure profile is flat at the interface, i.e. the jump
is represented exactly and incompressibility is satisfied. The larger the value of α,
the more strongly the pressure continuity condition at the interface Eq. (3.55) is
imposed, so that the flow behaves as slightly compressible in the vicinity of the
bubble interface.
The numerical scheme developed in the previous sections will be tested in the
problem of a bubble rising in a liquid column.
3.8. APPLICATION: RISING BUBBLE 91
Figure 3.41: Pressure profile for discontinuous approximation and h = 1/20.
Influence of α value on the pressure jump at the interface: αmin, 10αmin, 20αmin.
3.8 Application: Rising Bubble
Bubbles and bubbly flows play a significant role in a wide range of geophysical
and industrial processes, such as mixing in chemical reactors, elaboration of alloys,
cooling of nuclear reactors, two-phase heat exchangers, aeration processes, and
atmosphere-ocean exchanges.
The shape and rise velocity of a bubble are controlled by the physical properties
of the fluids and the surrounding flow field. Grace [45] developed a well-known
graphical correlation for single gas bubbles rising in an infinite liquid using three
dimensionless numbers: the Reynolds number (Re), the Eo¨tvo¨s number (Eo), and













where ρ and µ are the density and viscosity of the liquid, d is an equivalent
diameter of the bubble, U the rising speed of the bubble, g the gravity, and γ
the surface tension coefficient. Grace [45] classifies the bubble shapes into three
regimes: spherical, ellipsoidal, and spherical cap. Bubbles with low Re or low Eo
are spherical. For higher Re, bubbles have an ellipsoidal shape at intermediate
Eo and spherical cap shape at high Eo. A more detailed regime diagram was
given by Clift et al. [23], which included wobbling bubbles for Re ∼ 103 in the
ellipsoidal regime, and the spherical cap regime was subdivided into spherical cap,
skirted, and dimpled ellipsoidal cap for high, intermediate, and low Re numbers,
respectively. These diagrams were further developed by Bhaga & Weber [6], who
also studied the flow field around the bubble, specially the wake that forms in the
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rear of the bubble for intermediate and high Re.
Numerous experimental studies have been performed to understand the flow
dynamics of a single rising bubble, e.g. by Haberman & Morton [50], Grace
[45], Hnat & Buckmaster [57], Clift et al. [23], Bhaga & Weber [6], Maxworthy
et al. [89], Raymond & Rosant [113], and Wu & Gharib [141], but the fact that
approximate theoretical solutions have only been derived in the limit of very small
bubble deformations (Moore [93]), together with the difficulties in experimentally
measuring the flow variables of the bubble without any interference while it is
rising and deforming, make numerical simulation an important tool to gain insight
of the flow.
Previous numerical studies have mostly followed the fixed mesh approach:
the pioneering works of Esmaeeli & Tryggvason [37], Esmaeeli & Tryggvason [38],
and Bunner & Tryggvason [12] used the front-tracking method (together with finite
differences), also de Sousa et al. [34] (finite differences) and Hua & Lou [58] (finite
volume method); level set is used by Tornberg [132], Smolianski [123], Hysing [64]
(finite elements) and Yu & Fan [142] (finite volumes); Volume-of-Fluid is used in
Chen et al. [17] and Van Sint Annaland et al. [139]; Bonometti & Magnaudet [8]
use a hybrid approach between VOF and level set (finite volumes); and interface
fitting method in Ryskin & Leal [116] and Raymond & Rosant [113]. The Lattice-
Boltzmann method is used e.g. in Frank et al. [40] and Kurtoglu & Lin [81].
In these numerical works, results are qualitatively compared with experimental
observations of bubble shape under different regimes. Only recently, quantitative
tests for two-dimensional rising bubbles have been proposed by Hysing et al. [65].
We have simulated these tests and compared the PFEM results with the reference
solutions.
3.8.1 Numerical tests
The problem consists in a bubble rising in a liquid column as illustrated in Figure
3.42. Two tests have been proposed in Hysing et al. [65]: test A considers a bubble
in the ellipsoidal regime which undergoes moderate shape deformation, while in
the test B the bubble belongs to the skirted regime and experiences much larger
deformation. They are remarked in the Clift’s diagram of Figure 3.43. Both fluids
are Newtonian, incompressible and isothermal, and their physical properties are
listed in Table 3.2.
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Figure 3.42: Initial configuration.
Table 3.2: Physical parameters.
Test case ρ1 ρ2 µ1 µ2 g γ Re Eo ρ1/ρ2 µ1/µ2
A 1000 100 10 1 0.98 24.5 35 10 10 10
B 1000 1 10 0.1 0.98 1.96 35 125 1000 100
Subscript 1 refers to the surrounding heavier fluid and subscript 2 to the lighter
fluid in the bubble.
The reference solutions presented in [65] have been run with three different
numerical approaches: the TP2D of Turek [134] and Hysing [64], the FreeLIFE
of Parolini & Burman [106], and the MooNMD of Ganesan et al. [43]. They all
use the finite element method, but the two first approaches describe the interface
with the level set, while the latter tracks it in an arbitrary Lagrangian-Eulerian way.
More specific details about the methods can be found in [65]. The following bubble
quantities are used to compare the results:
• shape at the final time t = 3 s,
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Figure 3.43: Clift et al. [23] shape regime diagram for bubbles in liquids. Test A
(elliptic) and test B (skirted ellipsoidal-cap) are marked in red color.
3.8.2 Results
The computations have been performed on unstructured meshes with element size
h = 1/40 in the bulk of the fluids and wall regions, and the mesh at the interface
has been refined to h = 1/80, 1/160, 1/320 and 1/640 in order to analyze the
convergence in h of the solution. With the “distance function” refinement explained
in section 3.3.1, we can use an arbitrarily fine mesh without increasing the total
number of nodes to impractical values as would be the case with an uniform mesh
(see Figure 3.44).
For test A, Figure 3.45 shows the evolution of the rising bubble. At final time
t = 3 s we compare the PFEM bubble shapes for the meshes h = 1/40, 1/80, 1/160
and 1/320, and observe that they converge to the shape of the finest mesh (Figure
3.46), which is in good agreement with the TP2D solution reported in [65] (Figure
3.47a). The plots of the bubble circularity (Figure 3.47b) and rise velocity (Figure
3.47d) show that our bubble is slightly oscillating, but the evolution of the center
of mass (Figure 3.47c) is again in good agreement. The oscillating behavior of
the PFEM results may be explained by the fact that, on the one side, PFEM does
not introduce diffusivity at the interface, and on the other side, the geometrical
methodwe use to calculate the curvature (the osculating circle) may not be accurate
3.8. APPLICATION: RISING BUBBLE 95
Figure 3.44: Mesh is refined close to the interface with the help of a distance
function.
Table 3.3: Volume variation
Test h Initial Volume Final Volume Variation
A 1/320 0.19635 0.1965 +7× 10−4
B 1/640 0.19635 0.19633 −1× 10−4
enough. Regarding the volume conservation, without any correction technique the
bubble volume variation between the initial and final times, ∆V = Vf−V0V0 , is of
order O(10−4) (Table 3.3).
Same type of results are shown for test B in Figures 3.48, 3.49, and 3.50.
Although the bubbles in both test cases rise with similar velocity, the decrease
in surface tension causes bubble B to undergo a much larger deformation and
to develop thin filaments. In the TP2D and FreeLIFE solutions these filaments
break up, in contrast to the moving mesh solutions of PFEM andMooNMD (Figure
3.50a). In the physical reality, breakup occurs due to capillary waves present on the
interface, which trigger the three-dimensional Plateau-Rayleigh instability (Section
1.1) when the filament radius is small enough. Thus, capillary waves can cause
the skirt filament to fragment during flow, though this response requires very large
elongations, typically greater than 20 times the initial bubble radius (Stone [125]).
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(a) t = 0 s (b) t = 0.5 s (c) t = 1.0 s (d) t = 1.5 s
(e) t = 2.0 s (f) t = 2.5 s (g) t = 3.0 s
Figure 3.45: Test A. Bubble evolution for mesh size h = 1/320.
Figure 3.46: Test A. PFEM bubble shape for different mesh sizes at t = 3 s.







































(c) Center of mass (d) Rise velocity
Figure 3.47: Test A. Comparison of benchmark quantities: PFEM (h = 1/320)
vs. TP2D results.
Figure 3.51 shows themesh of the PFEM solution in the skirted region. The filament
is not thin enough to break up. The volume variation is excellent again, of order
O(10−4).
The fact of using an explicit approach when discretizing in time the surface
tension force introduces the stability condition for the time step expressed in
Eq. (3.69). If larger time steps are taken, instabilities will develop at the interface.
This time step constraint is very restrictive for fine meshes (∆tst ∝ h3/2). In our
case, the refined mesh close to the interface imposes rather small global time steps
(for test A with mesh h = 1/320, ∆tst < 3.3 × 10−4; and for test B with h = 1/640,
∆tst < 3.9× 10−4) that undoubtedly affect the computational efficiency.
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(a) t = 0 s (b) t = 0.5 s (c) t = 1.0 s (d) t = 1.5 s
(e) t = 2.0 s (f) t = 2.5 s (g) t = 3.0 s
Figure 3.48: Test B. Bubble evolution for mesh size h = 1/640.
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(c) Center of mass (d) Rise velocity
Figure 3.50: Test B. Benchmark quantities comparison of PFEM (black line) and
TP2D (red), FreeLIFE (green) and MooNMD (blue) results.
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Figure 3.51: Test B. Detail of bubble skirt at t = 3 s.
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3.8.3 Topology changes of the interface: bubble breakup and
coalescence
Topology changes in multi-fluid flows can be divided into two classes (Tryggvason
et al. [133]) (see Section 1.1):
• Films that fragment. If a bubble approaches another bubble or a flat surface,
the fluid in between must be squeezed out before the bubbles are sufficiently
close so that the film becomes unstable to attractive forces and fragment.
• Threads that break. A long and thin cylinder of fluid will generally break
by the Plateau-Rayleigh instability in the region where the cylinder becomes
sufficiently thin so that surface tension pinches it into two.
In order to test the capabilities of PFEM to handle interfaces with changing
topology, and motivated by the disagreement in the solution of test B, we have
simulated two examples on a film that fragments, namely the breakup and
coalescence of bubbles.
We consider the same fluid properties and configuration of test A. In the case
of the breakup, we add a flat interface at y = 1 so that the upper region belongs
to the same fluid than the bubble (see Figure 3.52a). The bubble rises, approaching
the flat interface. The film of heavy fluid that separates the two regions of light
fluid becomes thinner and thinner until it fragments and the regions fuse (Figure
3.52). Whereas in the physical reality the fragmentation of the film is caused by
attractive forces at the microscopic scale (forces which are usually not included
in the continuum description), in our simulations fragmentation is caused by a
connectivity change at the interface, as illustrated in Figure 3.53.
One of the main difficulties we face in our Lagrangian approach is the
connectivity changes introduced by the remeshing process, which can modify the
interface position (as seen in Section 3.3). In general, these connectivity changes
alter the equilibrium at the interface, slow down convergence and may affect mass
conservation. Thus, in interfacial flows it is essential to avoid them. We are using
an unconstrained Delaunay triangulator which does not allow to fix connectivities.
Therefore, to ensure that a specific connectivity remains, we refine long interfacial
edges and remove nodes too close to the interface. Unfortunately, this strategy
would preclude the possibility of breakup, as the interface could elongate endlessly.
In the way PFEM defines interfaces, it is possible to have fluid regions spanned by
just one element layer. The breakup criterium we have implemented in PFEM is to
permit connectivity changes in elements where all nodes lie at the interface. In
this way, a thin fluid thread can stop elongating and fragment. Breakup is then
dependent on the mesh resolution, that is, it happens when the thickness of the
film is similar to the mesh resolution of the interface. This is not a drawback
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specific of PFEM, breakup is mesh dependent in front-capturing methods as well.
For example, in the level set method, two interfaces are described as two different
zero contours of the same level set function, and these interfaces will automatically
merge once they get close enough, relative to the spatial resolution of the mesh
where the level set function is defined (Tornberg [132]). The resolution determines
the smallest distance between two zero level sets of the level set function for
which they can still be distinguished as separate zero contours. Interfaces can
in fact merge faster due to the diffusivity of the schemes used for advection and
reinitialization of the level set function.
For the simulation of bubble coalescence, we consider the same rectangular
domain (0, 1) × (0, 2) as before, with two circular bubbles inside. The center of
the first bubble is (0.5, 1.0) and its radius is equal to 0.25, the center of the second
bubble is (0.5, 0.5) and the radius 0.2. Since the small bubble is located close to the
large one, this lower bubble turns out to be in the wake of the upper bubble and
rises faster than that. Figure 3.54 shows the coalescence process. The mechanism
is again the rupture of the thin film between the bubbles. This happens not during
the impact of the bubbles (around t = 2.5 s) but during the separation after impact,
as corresponds to the physical reality (Section 1.1).
We can conclude that PFEM solutions for the single rising bubble are in good
agreement with those reported in Hysing et al. [65]. For test A, our bubble is
slightly oscillating in contrast to the reference solution. A reason for this may
be that PFEM does not introduce diffusion at the interface. In any case, more
comparisons with other methods are needed. For test B, although PFEM can
handle interface breakup without problems (as shown in the bubble breakup and
coalescence examples), the skirt filaments remain intact. Breakup happens only
when the fluid region is spanned by just one element layer. This allows to model
thin films of thickness h, being h the mesh size at the interface. In both tests, we
have achieved an excellent mass conservation without any correction.
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(a) t = 0 s (b) t = 1.5 s (c) t = 2.5 s (d) t = 3.5 s
(e) t = 4.5 s (f) t = 5.5 s (g) t = 6.0 s (h) t = 6.5 s
Figure 3.52: Bubble breakup.
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(a) tn (b) tn+1
Figure 3.53: Connectivity change that produces breakup at fluid films spanned by
just one mesh element.
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(a) t = 0 s (b) t = 0.5 s (c) t = 1.0 s (d) t = 1.5 s
(e) t = 2.0 s (f) t = 2.5 s (g) t = 3.0 s (h) t = 3.5 s
(i) t = 4.0 s (j) t = 4.5 s (k) t = 5.0 s (l) t = 10.0 s
Figure 3.54: Bubble coalescence.
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3.9 Conclusions
In this chapter we have developed a numerical scheme for the simulation of
laminar flows of Newtonian, incompressible multi-fluids subject to surface tension
using the Particle Finite Element Method.
For immiscible fluids, the interface has been defined to be aligned with the
moving mesh, so that it is described by nodes and element edges. In this way,
the information about the location of the interface is readily available, and it is
straightforward to impose boundary conditions on the interface and to model any
number of fluids. The interface nodes carry the jump of the physical properties,
maintaining the interface sharp without diffusion along time. The unconstrained
Delaunay tesellation used in this work does not allow to fix the connectivities
between nodes and therefore, edges describing the interface can swap during
remeshing and modify the interface curve. This sudden changes in the interface,
although they are localized, alter the equilibrium, slow down the convergence of
the fluid solver and affect mass conservation. We have implemented a regeneration
of the mesh close to the interface that avoids possible edge swappings and
conserves exactly the interface.
The density jump at the interface leads to a weak discontinuity in the
pressure variable which requires to work with the variable-density pressure
Poisson equation (3.30a) and to model the pressure gradient pi discontinuous in the
stabilization method. The viscosity jump leads to a strong pressure discontinuity,
a weak velocity discontinuity and requires to work with the full strain rate tensor
D, which couples all velocity components. The inclusion of the surface tension
force leads again to a strong pressure discontinuity and requires to compute the
interface curvature. In PFEM, weak discontinuities need no special attention, as the
kinks in the solution are automatically represented when the interface is aligned
with the mesh. The strong discontinuity in the pressure has been modeled by
duplicating the pressure degrees of freedom at the interface, and the one in the
pressure gradient has been taken into account in the stabilization term Eq. (3.51).
To make the scheme as efficient as possible, we employ a fully segregated
solution approach. u has been decoupled from p through a fractional step scheme,
and the term ∇Tu of the strain rate tensor has been treated explicitly to avoid
the coupling of the velocity components in the divergence form of the Navier-
Stokes equations. A Picard iterative procedure has been used to linearize the
trajectories equation and decouple x from u. The Neumann boundary and
interface conditions are also consistently split in the fractional step. The conditions
in the momentum step (prescribed traction and surface tension) are naturally
included in the variational form of the equations, whereas the conditions in the
pressure step have been weakly imposed and are used to overcome the singularity
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of L(1/ρ).
To improve the resolution of the interface and the accuracy of the curvature
calculation without compromising the efficiency, we have refined the mesh close to
the interface using a distance function based on the medial-axis of the geometry.
Finally, we have run several two-dimensional examples to test the capabilities
of the proposed scheme and shown the importance of using a discontinuous
pressure field (at least at the interface level). Most of the contents of this chapter
have been published in Idelsohn et al. [70, 69] and Mier-Torrecilla et al. [90].
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Chapter 4
Geological applications
Geological processes like tectonic plate subduction, mantle convection or magma
chamber dynamics involve a large variety of materials and phases (Hamblin [42]).
Most of these processes are not directly observable, and although they can be
experimentally investigated using analogue systems, it is in general not possible to
quantitatively extrapolate the results to the natural reality. Therefore, the numerical
modeling of heterogeneous flows is necessary for understanding these processes
and their flow dynamics, which is mainly driven by gravitational instabilities
caused by gradients in the physical properties due to composition, temperature
or pressure.
In this chapter we have applied the Particle Finite Element Method to
geological problems, and compared our numerical results with field observations
and experimental data. We have simulated two magmatic processes that occur in
the Earth’s interior with the goal of quantifying the extent of mixing, and finally, we
have solved a common geological flow, the negatively buoyant jet, which is closely
related to magma chambers.
The first example is a simplified overturn problem (a dense layer over a lighter
one) where temperature and composition of the fluids are assumed constant. The
flow is driven by Rayleigh-Taylor instabilities and the evolution of the interface
is analyzed. This example is followed by the problem of thermo-chemical mixing
inside a magma chamber. Here the full variation of the physical properties as a
function of temperature and composition is taken into account. Thermal effects
are modeled with the Boussinesq approximation, although other more general
approaches are also mentioned and briefly explained. In this second example we
consider realistic magma chamber sizes and fluid properties from the San Pedro
volcano (Chilean Andes), and study the influence of the initial configuration on the
mixing achieved. The numerical results are compared with field data and allow
to gain some insight on the temporal evolution of mixing. We finish the chapter
with the negatively buoyant jet example. It consists in an upward injection of a
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heavy fluid into a lighter one, and occurs e.g. in replenishing magma chambers
or underwater eruptions. The numerical results are compared with experiments
performed specifically to verify the computations.
4.1 Internal magmatic processes
Magma is produced by melting of rocks in the Earth’s mantle or crust. It typically
consists of three phases: 1. viscous melt (liquid); 2. a variable proportion of crystals
(solid); and 3. volatiles (gas). The melt is composed mainly by SiO2, Al2O3, MgO,
CaO, Na2O and K2O. Volatiles (H2O, CO2, SO2, F2, S2, etc) can be dissolved in the
melt or exsolved in form of bubbles if the pressure is low enough.
There are several mechanisms that lead to magma formation. One of them is
convection in the mantle and plume generation. The rising mantle plume partially
melts due to the pressure reduction, and the resulting low-density fluid constitutes
a buoyant diapir rising through the surrounding mantle rocks (Marsh [64]) (see
Fig. 4.1). Diapirs cease to rise when they reach a region where the rock density is
similar to that of the diapir, or when the increasing viscosity of the surrounding
rocks stall its ascent. In this latter case, the melt within the diapir may create large
fractures called dikes through which melt moves much more efficiently (Rubin
[90]). When magma cannot find a path upwards, what commonly happens at the
base of the crust, it starts to accumulate, forming magma reservoirs. Once there, it
may cool by loosing heat through the walls of the reservoir. The components with
a higher melting point will crystallize and form a denser conglomerate that sinks.
During this chemical evolution the melt becomes richer in silica SiO2 (Sparks et al.
[95]).
Thus, magma chambers are reservoirs of molten rock lying under the Earth’s
surface. As more batches of magma arrive, the pressure grows inside the chamber.
Pressure can gradually fracture the rock around it (called host rock) and create
outlets. When magma finds a way to the surface, the result will be a volcanic
eruption. Pressure is also greatly influenced by the convection dynamics inside
the chamber due to thermal and compositional gradients. Convection will affect
the cooling rate, volatile exsolution and the extent of magma mixing. All these
influences on the evolving magma composition lead to variations in rheology
that may determine the characteristics of the eruption (Marti & Folch [66]). In
this work we have not considered volatile exsolution, which would lead to gas
bubbles formation and a slightly compressibility of the magma. Fluids are always
treated as incompressible and therefore we have not taken into account pressure
variation in the physical properties. Neither we have consider surface tension
between magmas, as there is not any data available for the γ coefficient (Philpotts
[83], Roedder [89], Veksler et al. [109], Valentini & Moore [108]). An overview of
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Figure 4.1: Stages from magma genesis to eruption: 1. Magma generation by
partial melting of rock in the mantle, 2. Ascent in form of diapirs and dikes, 3.
Storage in a reservoir, 4. Possible eruption (Marsh [64], Parfitt & Wilson [79])
further volcanic processes can be found in Houghton et al. [44] and Dobran [30].
Depending on the content in silica there are different types of magmas with
different physical properties. Those with large amount of SiO2 are called silicic
magmas and are more viscous and lighter than those with smaller amount of SiO2,
called mafic magmas (see Figure 4.2). Because the chemical evolution increases the
SiO2 content, mafic magmas (typically at a temperature of 1000-1200 ◦C) transform
into silicic ones (800-900 ◦C) over time.
The physical properties and flow styles of silicate melts control a large range
of magmatic processes: from melt segregation and transport, through storage and
differentiation in crustal magma reservoirs, to the emplacement of pyroclastic flows
on the Earth’s surface. To understand these processes it requires observations
and measurements of the natural objects, but also a good knowledge of the high
temperature and pressure physical properties silicate melts, and robust theoretical
models. A major advance in the understanding of the fluid dynamics in magma
reservoirs was gained in the 90’s by a series of experiments using low temperature
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Figure 4.2: Magmas classification by SiO2 content (in weight percent, wt%).
Influence of the composition on the physical properties of magmas.
analogue materials (e.g. Sparks et al. [95], Turner & Campbell [104]). These
experiments illustrated the likely fluid dynamic scenarios and identified the role of
the different variables. They were combined in some cases with theoretical analysis
and used to predict the results of various magma mixing and differentiation
possibilities (e.g. [104]).
Numerical modeling of the fluid dynamics of magmatic processes remains
challenging nowadays (e.g. Valentine et al. [107]). Many processes involve large
ranges of time (e.g. seconds to thousands of years) and space (e.g. micrometers
to kilometers), the physical properties depend non-linearly on temperature and
composition, and the set of governing equations are coupled, and also non-linear.
In addition, magmas are commonly multiphase mixtures of melt, crystals, and
bubbles. Due to this complexity most studies have used a set of dimensionless
numbers or parameterized equations to characterize flow styles and obtain
conclusions of general validity (e.g. Bergantz [11], Jaupart & Tait [46]).
4.2 Characterization of mixing
In most cases, geological flows lead to some kind of mixing between different
fluids. The term mixing is generally applied to processes which tend to reduce
the heterogeneities or gradients in composition, temperature or any other physical
property (Uhl & Gray [106], Nagata [72]). Ottino [75] defines mixing as the efficient
stretching and folding of material lines and surfaces. Its result is the reduction of
length scales (thinning of material volumes and dispersion throughout the space,
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Figure 4.3: Basic processes occurring during mixing of fluids (fromOttino [75]): (a)
two fluids with negligible interfacial tension and negligible diffusion; the material
region stretches and folds by the action of the flow; (b) a fluid diffusing in another
fluid; boundaries become diffuse and the extent of mixing is given by level curves
of concentration; (c) the fluid breaks due to interfacial tension forces producing
smaller fragments which might stretch and break producing smaller fragments. In
(a) and (b) the interface is passive, in (c) it is active.
possibly involving breakup), and in the case of miscible fluids, uniformity of
concentration.
The basic processes occurring during mixing of fluids (stretching, diffusion
and breakup) are illustrated in Fig. 4.3. Any material region stretches and folds by
the action of the flow (Fig. 4.3a). If chemical diffusion is not negligible, the sharp
interface between the two fluids becomes progressively diffuse and the extent of
mixing of the two fluids has to be characterized not only by the interface stretching
but by the spreading of the concentration profile as well (Fig. 4.3b). In the case
of fluids with similar properties and no interfacial tension, the interface is called
passive (Aref & Tryggvason [2]). If the fluids are immiscible, at some point in
the mixing process the striations do not remain connected and break into smaller
fragments (see Fig. 4.3c). At these length scales, surface tension effects become
dominant and the interface, instead of being passively convected, modifies the
surrounding flow, making the analysis more complicated. The interface is then
called active.
The type of flow is determinant for the efficiency of mixing. Turbulence is
124 CHAPTER 4. GEOLOGICAL APPLICATIONS
Figure 4.4: Magma mingling in a plutonic rock. Picture taken at the Costa Brava.
the most efficient mixing mechanism, as the presence in the flow of numerous
vortices of a wide range of sizes will rapidly result in the reduction of the existing
heterogeneities. If the viscosity is so high that turbulence is not possible, mixing
can also be achieved under laminar flow conditions (Byrde [18]). In the absence
of turbulence and chemical diffusion, laminar mixing consists of stretching and
folding of a fluid material. Stretching results from high shear regions in the
flow. The combined action of two shear flows with different stretching directions
generally results in the folding of the fluid material. All different stretching
directions associated with each vortex cause a continuous reorientation of the flow,
and this produces exponential area growth of the interface (Ottino [75]).
In the context of magmatic systems, the mixing processes are termed blending
and mingling:
• Blending (diffusion) involves the chemical mixing of two or more different
magmas, forming a homogeneous mixture of an intermediate composition.
• Mingling (stretching and folding) involves the mechanical mixing of different
magmas, and produces a heterogeneous mixture containing discrete portions
of the end-members (Figure 4.4).
The small chemical diffusivities of magma components (of order O(10−6)
m2 s−1 or smaller) prevent diffusion-relatedmixing from being a significant process
until the sizes of heterogeneities have been reduced to a diffusive scale (typically
of order 1 m) through the action of convective deformation (Oldenburg et al. [73]).
Therefore, mixing occurs when convection leads to large-volume entrainment of
one fluid into the other, exchange ofmomentum and large-scale circulation (Jellinek
et al. [47]), as illustrated in Figure 4.5. In the case of replenishing magma chambers,
Campbell & Turner [19] concluded that mixing only happens if the jet of injected
fluid has sufficient momentum to penetrate and engulf the resident magma.
During mixing, magmas record in their crystals the mixing phenomenon
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Figure 4.5: Magma mixing during storage in the chamber.
as well as the original environment previous to mixing. It is then possible to
reconstruct the conditions of temperature, pressure, composition and volatile
content of melts in the reservoir before eruption (Anderson [1]).
4.3 Thermal models
Most geological processes involve thermal gradients and variations of the physical
properties due to temperature. The pioneering studies in convection of fluids
(Be´nard [10], Boussinesq [15], Rayleigh [87]) came to the conclusion that the
thermodynamic properties of incompressible fluids can be assumed constant
except when considering the body force ρg in the momentum equation (Turner
[103], Tritton [101], Dobran [30]). This assumption, together with a linear variation
of the density as a function of temperature T in the body force,
ρ = ρ0[1− α(T − T0)], (4.1)
is called the Boussinesq approximation:








=∇ · (k∇T ) (4.2c)
with k the thermal diffusion coefficient, Cp the specific heat at constant pressure, α
the thermal expansion coefficient, T0 a reference temperature, and ρ0 = ρ(T0).
This approximation is only valid for small density changes relative to the
reference density. Gray & Giorgini [40] state that allowed temperature difference
must satisfy α∆T < 0.1. For example in the case of air, ∆T < 28.6 ◦C. The
Boussinesq approximation should then be applied with caution. In practice, the
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condition that all fluid properties are constant except in the gravity term is relaxed
for properties other than density, allowing e.g. variable viscosity, thermal and
chemical diffusivities. Although we have used the Boussinesq approximation in
Section 4.5, it is also worth to mention other more general models that could be
implemented in the future.
The natural way to take into account the expansion and compression in the
fluid due to temperature changes is through the compressible Navier-Stokes equations
(cNS). They are usually written in conservative form (Oran & Boris [74]):
∂ρ
∂t
= −∇ · (ρu) (4.3a)
∂ρu
∂t
= −∇ · (ρuu) +∇ · σ + ρg (4.3b)
∂E
∂t
= −∇ · (Eu) +∇ · (σu)−∇ · q +Q (4.3c)
where σ = −pI + µ (∇u+∇Tu− 23(∇ · u)I) is the stress tensor, E = ρe + 12ρu2
the total energy (sum of internal energy e and kinetic energy) and q = −k∇T the
heat flux. This system has five equations for six unknowns, and therefore requires
an equation of state ρ = ρ(p, T ) to be closed.
In Lagrangian formulation, the cNS equations (4.3) read:
dρ
dt











u2) =∇ · (σu)−∇ · q +Q (4.4c)
The energy equation can be rewritten in terms of temperature in two different











+∇ · (k∇T ) +Q (4.5b)
The conservative cNS equations (4.3) are usually solved completely explicit.
The allowable time step is limited by the Courant-Friedrichs-Lewy (CFL) condition,
which states that a sound wave cannot travel more than one element length in
one time increment: ∆t <
h
u
, where u is the highest velocity modulus, u =
max{|uflow|, csound}.
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leads to csound >> uflow, what reduces the time step to impractical values. Two
possibilities to overcome this restriction are:
• the zero Mach number model, that removes all acoustic effects from the cNS
equations (Rehm & Baum [88], Paolucci [78], Paillere et al. [77]),
• the Barely Implicit Correction (BIC) algorithm, that treats implicitly those
terms of equations that contain the acoustic waves (Patnaik et al. [80]).
Zero Mach number model
The zero Mach number model filters the acoustic modes contained in the cNS
equations through an asymptotic analysis. The limit Ma → 0 gives rise to a
splitting of the pressure into a constant-in-space thermodynamic pressure P (t) and
a mechanical pressure p′(x, t) (Principe [84]):
p = P (t) + p′(x, t) (4.6)
The mechanical pressure is the one that appears in the momentum equation.
The flow behaves as incompressible, in the sense that the mechanical pressure is
determined by the mass conservation equation and not by the state equation, but
however, large variations of density due to temperature variations are allowed.
The zero Mach number model in Lagrangian formulation reads
dρ
dt











+∇ · (k∇T ) +Q (4.7c)
Pressure P (t) depends on the boundary conditions of the problem. If the
domain is open, P (t) is determined by the external (atmospheric) pressure, while
in a closed domain, P (t) is determined by a global energy balance:
dP
dt
= −β P ∇ · u+ (β − 1)∇ · (k∇T ) +Q (4.8)
where β = Cp/Cv. This equation can be interpreted as the constant-in-space
thermodynamic pressure changes in time due to addition or substraction of mass
P ∇ · u, or to heat addition or substraction either by the boundary ∇ · (k∇T ), or
by volumetric sources Q (Principe [84]).
Benchmark problems for low Mach number solvers can be found in Le-Quere
et al. [54] and Paillere et al. [76].
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Barely Implicit Correction (BIC) algorithm
Another way to avoid the sound-speed limit on the time step is to make the
calculation fully implicit (Harlow [43]). Patnaik et al. [80] developed an algorithm
where only those terms which force the time step constraint are treated implicitly,
namely the pressure in Eq. (4.3b) and the velocity in Eq. (4.3c), resulting in an
elliptic equation for pressure.
These non-Boussinesq models can be adapted to other fluids different from
perfect gas using the appropriate equation of state.
In PFEM it is straight forward to update the density of each particle according
to its temperature and possibly apply this new density also to the inertia term in
the momentum equation (Idelsohn et al. [45]). One has then to take into account
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In this case, the fluid remains incompressible due to the pressure forces but
becomes compressible for temperature dilatation. The temperature volumetric
variation εT is explicitly introduced as an initial volume variation at the beginning
of each time step. It must be noted that the case of an incompressible flow inside a
closed recipient may not be computed with this approach.
4.3.1 Natural convection in a square cavity
We have simulated the classical example of natural convection in a square cavity
(DeVahl Davis & Jones [29]) to test the numerical solution when using the
Boussinesq approximation.
This example deals with one fluid only, but now density changes as a function
of temperature: ρ = ρ0[1 − α(T − T0)]. The problem domain is a square cavity
with vertical walls at T = 20.5 and 19.5 ◦C, and adiabatic horizontal walls. Fluid
properties are the following: ρ = 1 kg m−3, µ = 103 Pa s, g = −10 m s−2, α = 0.1
◦C−1, κ = 103 m2 s−1, ∆T = 1 ◦C, L = 1 m. This gives a Rayleigh number (ratio
between the destabilizing effect of buoyancy and stabilizing effects of diffusion and
dissipation) of Ra =
ρgα∆TL3
µκ
= 106. All walls are considered no-slip.
This is a standard problem used for verification of thermal codes. However, we
must note that for the Lagrangian formulation it is a difficult test because although
the temperature distribution achieves very quickly a stationary state, the position
of the particles is never stationary.
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(a) t = 0 (b) t = 10 s
(c) t = 30 s (d) t = 50 s
Figure 4.6: Temperature field and mesh at different time steps for Ra = 106
A benchmark solution can be found in DeVahl Davis [28]. Figure 4.6 shows
the temperature field evolution to the steady state during the first 50 seconds. The
good agreement between the reference [28] and PFEM’s solution is shown in Figure
4.7.
4.4 Magmatic Overturn
A first approach to gravitational instabilities in magma chambers is to have a layer
of denser fluid above a lighter one. This could be the result, for example, of an
intrusion of maficmagma in a reservoir filled with silicic magma in the case that the
intrusion had enough momentum to penetrate and create a layer at the top, or the
result of a density decrease in the inflowmagma due to gas exsolution. When heavy
fluid lies above lighter, the equilibrium in unstable and a small perturbation of
the interface from the horizontal will grow with time, producing the phenomenon
known as Rayleigh-Taylor instability, and lead to convective motions (Turner [103]).
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(a) (b)
Figure 4.7: Contour lines of temperature at steady state for Ra = 106. (a) De Vahl’s
benchmark solution [28]; (b) PFEM solution.
The Rayleigh-Taylor instability [86, 99] occurs when a light fluid is accelerated
into a heavy fluid, i.e. when the density gradient is opposite to the pressure
gradient, and it is a fundamental fluid mixing mechanism. The growth rate of
the instability and the rate of mixing of the fluids depend on the Atwood number
A = ρheavy−ρlightρheavy+ρlight , and the effective viscosity of the two fluids (Chandrasekhar
[22]). Understanding the rate of mixing caused by Rayleigh-Taylor instabilities is
important to a wide variety of applications.
This instability is a prototype problem for computational studies of multi-fluid
flows. The early calculations by Daly [27] using the Marker-And-Cell method
have been followed by a number of numerical works, e.g. Baker et al. [8], Sharp
[92], Tryggvason [102], Aref & Tryggvason [3], Bell & Marcus [9], Puckett et al.
[85], Guermond & Quartapelle [41] and Smolianski [93]).
4.4.1 Numerical example
We have simulated the isothermal gas-driven magmatic overturn proposed in
Ruprecht et al. [91]. It consists of a rectangular 200×100 m domain where the
initial conditions are a 60 m thick dense magma (fluid 1) overlying a 40 m thick
lighter magma (fluid 2) (see Figure 4.8). The physical properties are ρ1 = 2400
kg m−3, µ1 = 104 Pa s, ρ2 = 2220 kg m−3, and µ2 = 1.032 × 104 Pa s. Surface
tension and miscibility are neglected. Vertical walls are considered free-slip, while
the horizontal are noslip. Thermal effects are not taken into account because the
time scale of convection is much faster than that of heat transfer. The mesh size has
been chosen to h = 1m.
For this example we model the interface aligned with the mesh (nodal
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Figure 4.8: Initial configuration in magmatic overturn.
interface) and use the techniques described in the previous chapter for problems
with different densities. Due to the similar viscosities of fluid 1 and 2, we consider
the problem isoviscous and therefore, the continuous pressure approximation is
used.
Figure 4.9 shows the evolution in time of the immiscible fluids. Small
perturbations have been introduced at the initial interface to control the locations
of the Rayleigh-Taylor instabilities, instead of being triggered by numerical errors.
In Ruprecht et al. [91], they model the multiphase character of magmas by
including spherical bubbles and crystals. Their interface is determined by the
bubble volume fraction which diffuses in time, whereas with a Lagrangian tracking
of the interface nodes, immiscible interfaces remain sharp, as can be observed in
Figure 4.9.
4.4.2 Quantification of mixing
In this example we are interested in quantifying the mechanical mixing (mingling)
produced during the overturn. Several methods have been developed for the
assessment of the stirring/mixing efficiency in industrial mixers and micro fluidic
devices (Byrde [18], Kim & Beskok [50]) such as particle dispersion, the box
counting method or, based in the theory of chaotic flows (Ottino [75]), the Poincare
sections to identify chaotic motion regions and the Liapunov exponents to quantify
chaotic strength. To measure the extent mixing in the specific context of overturn
processes some authors have used the change in potential energy of the system
(Jellinek et al. [47], Ruprecht et al. [91]) or the stretching of the interface (Chella &
Vin˜als [23]). We follow here this latter approach and use the mixing metric based
on the growth of the interface area (length in two-dimensional models).
Flow patterns generated by Rayleigh-Taylor instabilities fall in two classes
(Burgisser & Bergantz [16],Wiggins &Ottino [111]): elliptic flow, where streamlines
wrap around a stagnation point; and hyperbolic flow, where streamlines diverge
at the stagnation point. The interface stretches with time either by being linearly
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(a) t = 0 (b) t = 50 s
(a) t = 70 s (b) t = 90 s
(a) t = 120 s (b) t = 300 s
(a) t = 800 s (b) t = 3500 s
Figure 4.9: Magmatic overturn. Materials field in time.
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Figure 4.10: Magmatic overturn. Velocity field at time t = 70 s.
twirled around elliptic points, or by being exponentially folded by hyperbolic
points (see Figures 4.10 and 4.11). Ultimately, mixing is about the formation of
hyperbolic and elliptic points by the vorticity, and the advection of these kinematic
elements through the domain.
We have measured the interface stretching during the magmatic overturn, and
the exponential growth of the interface length during the instability development
(t ∼ 0-100 s) is shown in Figure 4.12.
4.4.3 Conclusions
In this first magmatic example we have shown that PFEM is able to solve complex
flows like the complete overturn produced by gravitational instability, and to
preserve the interface sharp despite the large deformations. Furthermore, we
have used the interface length to quantify the mechanical mixing produced by
the overturn, and shown its exponential growth during the development of the
Rayleigh-Taylor instability.
4.5 Mixing of magmatic liquids
Many magmatic and volcanic processes are controlled by the physical properties
and flow styles of high-temperature silicate melts in the chamber. These processes
can be experimentally investigated using analogue systems and scaling methods,
but it is generally not possible to quantitatively extrapolate the results to the natural
system. An alternative means of studying fluid dynamics in magmatic systems is
via numerical models, in our case with the Particle Finite Element Method. We
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Figure 4.11: Magmatic overturn. Velocity vector field at time t = 70 s (uniform
vector size). Elliptic E and hyperbolic H points are remarked.
Figure 4.12: Magmatic overturn. Measured interface length up to time t = 450 s.
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have performed a series of two-dimensional simulations of a classical ’case study’
of fluid dynamics and mixing in magmatic systems: intrusion of a basaltic melt in
a silica-rich melt reservoir. The numerical results are compared with natural data
from the eruption of San Pedro volcano (Chilean Andes). This second geological
example incorporates the heat and mass transfer equations to simulate the thermo-
chemical mixing inside a magma chamber and has been done in collaboration with
Dr. F. Costa from the Institute of Earth Sciences Jaume Almera, CSIC.
The amount of work and insights gained from analogue experiments contrast
with the few numerical models that have been done aimed at reproducing fluid
dynamics of magma reservoirs (e.g. Marsh [65], Oldenburg et al. [73], Bagdassarov
& Fradkov [5], Thomas et al. [100]). This may partially reflect the limited data
on the physical properties and theoretical models of silicate melts available at that
time (e.g. Murase &McBirney [70], McBirney &Murase [67]). Major improvements
have occurred in the last twenty years with the experimental determination
and development of theoretical models of physical properties of silicate melts
(heat capacity, viscosity, density, and diffusion; e.g. Lange & Carmichael [53],
Chakraborty [21], Ghiorso & Sack [38], Mysen & Richet [71], Giordano et al. [39]).
These new data and models set a robust basis for performing fluid dynamic
numerical simulations of magmatic processes involving multicomponent fluids.
Magma mixing is one of the most common processes proposed to explain the
variety of igneous rocks and the composition of the continental and oceanic crust.
It has also been proposed to be a main trigger mechanism of eruptions (e.g. Sparks
et al. [96]) and has been documented in many geochemical and petrological studies
of igneous rocks (e.g. Anderson [1], Dungan & Rhodes [32], Bacon [4], Wiebe
[110]). Previous numerical studies of magma mixing have concentrated on the
role of volatiles as driving force for convection in a isochemical and isothermal
magmatic system (e.g. Bagdassarov & Fradkov [5], Thomas et al. [100], Longo et al.
[63], Ruprecht et al. [91]), with limited studies devoted to mixing of contrasting
compositions (e.g. Oldenburg et al. [73], Sparks & Marshall [97], Snyder [94]).
We use the Particle Finite Element Method to investigate mixing of mafic and
silicic magmas with different temperatures, and in particular, the role of the initial
conditions (passive or forceful intrusion of the maficmagma in the silicic reservoir).
The numerical simulations have been designed to reproduce the magma mixing
processes recorded in a zoned eruption of San Pedro volcano, the details of which
are introduced in the next section.
4.5.1 San Pedro volcano
The San Pedro volcano in the Chilean Andes (Fig. 4.13) has been chosen as case
study. Costa & Singer [25] showed that the eruption produced a chemically,
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Figure 4.13: San Pedro volcano (from Costa & Singer [25]).
mineralogically, and thermally zoned sequence of silicic lavas (about 0.8 km3).
This was followed by basaltic andesites (about 0.2 km3, 1100 ◦C) which rebuilt
the summit cone of the volcano. The products of the zoned eruption comprise
three different flows: a silica-rich dacite (about 0.2 km3, 850 ± 20 ◦C), a less silicic
dacite (0.5 km3, 920 ± 40 ◦C), and andesite (about 0.1 km3, 930 ± 40 ◦C). The
SiO2 content and proportions of each flow have been represented in Figure 4.14.
Based on petrological and geochemical data, Costa & Singer [25] proposed that
the compositional zoning of the erupted products was due to incomplete mixing
between about 60wt% of themost silica-rich dacite and about 40wt% of the basaltic
andesite. From this we have obtained that about 0.5 km3 of dacite and 0.5 km3
basaltic andesite are the proportions of the two end-members prior to mixing.
The specific goal of the simulation in the context of San Pedro volcano was to
reproduce the volumes (reduced to proportions of areas in the two-dimensional
simulations) of the different erupted materials using the composition, proportions
and temperatures of the end-members deduced from field work, petrological, and
geochemical data. In addition, because there are time constraints on the time since
arrival of the mafic magma and the eruption, the model was also originally thought
to match the temporal scale. This aspect was not possible to achieve because
the simulations became computationally very intensive and long CPU times were
required (see Section 4.5.5).
4.5.2 Quantification of mixing and comparison with natural rocks
The type of approach that we are taking requires to characterize and quantify the
extent of mixing in the numerical calculations but also in the natural rocks. As
explained in Section 4.4, several metrics have been previously developed for the
quantification ofmixing intensity. In this examplewe have adopted the approach of
Perugini et al. [81], which uses image analysis to obtain compositional histograms.
We have converted our composition results to 256 levels gray-scale with GiD
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Figure 4.14: Histogram of SiO2 content of lavas from the San Pedro eruption. The
proportions also correspond to erupted volume in km3.
postprocessing tool and analyzed with ImageJ software to obtain an histogram in
text format. The 256 bins are then gathered in 32 bins to construct histograms of
area vs. composition and these are compared to the volumes or relative proportions
(directly transformed into areas) of erupted material of different compositions.
4.5.3 Model equations and parameters
We use a formulation for incompressible Newtonian fluids with variable density
and viscosity. No solid particles or gas phase are considered. The system is
modeled by the following set of governing equations:



















+ u ·∇ is the material derivative, and other symbols are explained in
Table 4.1.
Thermal diffusivity κ is considered constant in time and space, while density
ρ, dynamic viscosity µ and chemical diffusion D change with temperature and
composition (see below for details). The effect of pressure variation in physical
properties has not been taken into account since it is negligible for the pressure
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Description Symbol Value Units
Velocity u m s−1
Pressure p Pa
Temperature T 600 - 1150 ◦C
Composition c 55.5 - 64.5
Density ρ 2560 - 2700 kg m−3
Dynamic viscosity µ 12.8 - 1.3× 107 Pa s
Thermal diffusivity κ 10−6 m2 s−1
Chemical diffusion D 2.2× 10−13 - 1.35× 10−7 m2 s−1
Gravity force g 9.81 m s−2
Thermal expansion α 4.5× 10−5 - 5.5× 10−5 ◦C−1
Table 4.1: Symbols, units, and ranges of values of the physical properties we have
used in the models.
range and processes we are simulating. Thermal variations of density are
sufficiently small so that the flow can be considered incompressible, Eq. (4.11a), and
thermal buoyancy is modeled by the Boussinesq approximation (Gray & Giorgini
[40]). We have neglected the surface tension, the heats ofmixing and crystallization,
and do not have a multiphase treatment (e.g. Dufek & Bergantz [31], Ruprecht et al.
[91]).
4.5.4 Physical properties of silicate melts
The complexity of the numerical simulations is increased by the non-linear
formulations that describe how viscosity, density, and chemical diffusivity change
with composition and temperature. The composition of the end-member magmas
is shown in Table 4.2.
SiO2 TiO2 Al2O3 FeO MnO MgO CaO Na2O K2O P2O5 H2O
Dacite 64.5 0.51 16.26 3.74 0.08 1.78 4.08 4.54 2.70 0.16 5.0
Bas. andesite 55.5 1.02 18.03 7.47 0.13 4.60 7.63 3.64 1.36 0.25 1.0
Table 4.2: End-members composition (in wt%)
Viscosity For the viscosity we have used the calibration of Giordano et al. [39]
logµ = A+
B
T − C (4.12)
where T is temperature in Kelvin degreesK and the values ofA,B and C are listed
in Table 4.3. The viscosity values of the end-members for different temperatures are
4.5. MIXING OF MAGMATIC LIQUIDS 139



























Figure 4.15: End-members viscosity (semi-log scale).
Density For the density we have used the equations of state of Lange &











(T − Tref )) (4.13)
where ρ is the density; fm,i themolar fraction of species i; Pm,i themolecular weight
of species i; Vliq the liquid volume; and Vref,i the reference volume of species i (at
Tref ). The values of these properties for each species are collected in Table 4.4, and
the computed density is shown in Figure 4.16.
Thermal diffusivity There are only few data on the dependency of thermal
diffusivity on temperature and composition (e.g. Murase & McBirney [70], Buttner
et al. [17]), so we have decided to use a single value of 10−6 m2 s−1 as has been
done in other works (e.g. Jellinek et al. [48], Valentine et al. [107]).
Chemical diffusivity For chemical diffusion we have simplified the multi-
component treatment by considering silica, Si, as a good proxy for chemical








SiO2 0.5098 0.6044 26.9 0 60.08
TiO2 0.007 0.0035 23.16 7.24 79.88
Al2O3 0.0976 0.0880 37.11 2.60 101.96
Fe2O3 0 0 42.13 9.09 159.69
FeO 0.0574 0.0287 13.65 2.92 71.85
MnO 0.001 0.0006 0 0 70.94
MgO 0.063 0.0244 11.45 2.62 40.3
CaO 0.0751 0.0402 16.57 2.92 56.08
Na2O 0.0324 0.0404 28.78 7.41 61.98
K2O 0.008 0.0158 45.84 11.91 94.2
P2O5 0.001 0.0006 0 0 141.94
H2O 0.0307 0.1533 0 0 18
Tref = 1400 ◦C
Table 4.4: Data used for computing the density, after the model of Lange [52] and
Lange & Carmichael [53].
diffusivity and used the formulation of Lesher [55]. DSi depends on temperature
T and composition XSi (wt.% Si) in the following manner:
lnDSi = 6.7− (31195/T ) + 12.28(0.52−XSi) (4.14)
The chemical diffusivity values of the end-members for different temperatures are
plotted in Figure 4.17.
The silica content of the end-members was normalized to vary between 0 and 1,
and the different physical properties Y (density, viscosity and chemical diffusivity)
are interpolated linearly to intermediate compositions
Y (T, c) = c · Y1(T ) + (1− c) · Y0(T ), Y = ρ, µ,D (4.15)
This approximation introduces errors smaller than 0.5% in all the interpolated
variables, as shown in Table 4.5. It compares the exact thermodynamic and
the linearly interpolated values (Eq. (4.15)) for density, viscosity and chemical
diffusion.













































Figure 4.17: End-members chemical diffusivity, calculated after Lesher [55].
4.5.5 Numerical settings, initial and boundary conditions
Boundary and initial conditions from geological constrains
For all simulations except for the diffusion-only case we have used a circular
reservoir with a radius of 680 mwhich corresponds in three-dimensions to a sphere
of about 1 km3, the volume of the San Pedro eruption. The two initial fluids
are basaltic andesite at 1150 ◦C and dacite at 850 ◦C (Table 4.6), each with the
same proportion (50%, as explained in Section 4.5.1). Chamber wall is considered
adiabatic and initially at 600 ◦C.
One of the key aspects that we are interested in testing is the influence of the
initial configuration of the mafic and silicic liquids. In other words, the difference
between a situation where basalts may pond at the base of the silicic melt versus
forceful intrusion of basalt that may reach the intermediate zones of the reservoir.
Modeling forceful intrusion in the reservoir is, however, very complex. We have
performed a series of exploratory simulations (Fig. 4.18) and it quickly became
apparent that to be able to inject new magma in the reservoir it is necessary to
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Density
T [ ◦C] Exact Interpolated Error %
600 2658 2660 0.05
720 2641 2643 0.06
960 2609 2611 0.08
1120 2587 2590 0.09
Viscosity
T [ ◦C] Exact Interpolated Error %
600 7855805 9521177 0.17
720 112094 130037 0.14
960 511 714 0.28
1120 49 73 0.32
Chemical diffusion
T [ ◦C] Exact Interpolated Error %
600 7.1× 10−14 1.4× 10−13 0.5
720 5.3× 10−12 1.1× 10−11 0.5
960 2.4× 10−9 4.8× 10−9 0.49
1120 4.4× 10−8 8.7× 10−8 0.49
Table 4.5: Exact thermodynamic values compared to the interpolated by Eq. (4.15)
for the case c = 0.5.
couple the fluid dynamics of the magmas with a rheological model of the host rock
and take into account the compressibility of themagma. This is beyond the scope of
this work and to circumvent the problem we have used a simpler approach where
the reservoir contains a layer of mafic liquid within the silicic liquid already at the
beginning of the simulation. We think that this situation reflects the case where
a new pulse enters with enough momentum to rise into the host silicic magma
and spreads laterally before it falls back when negative buoyancy forces overcome
the initial momentum of the pulse. Whether a denser but less viscous liquid can
intrude a lighter and more viscous liquid depends mainly of the viscosity ratio of
the two liquids (Campbell & Turner [19]).
Dynamic similarity analysis
One of the difficulties to model fluid dynamics is the large stretching and folding
that occurs during convection. Such deformations require precise calculations of
the positions at each time step (adaptive mesh, small time steps), and are thus
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T0 [ ◦C] ρ0 [kgm−3] µ0 [Pa s] D [m2 s−1] wt% SiO2
Dacite 850 2593 7727 1.85× 10−10 64.5
Basaltic andesite 1150 2614 12.8 2.16× 10−7 55.5
Table 4.6: End-members initial physical properties.
computationally very demanding. In addition, the low thermal and chemical
diffusivities require long simulation times for homogenization to be noticeable.
These two requirements (small time steps for convection, long simulation times
for diffusion) have appeared to be incompatible in our simulations. To overcome
this limitation we have extrapolated the coefficients of thermal and chemical
diffusivities: κ = κreal × 10n, D = Dreal × 10n (with n between 7 and 9).
We have done a dynamic similarity analysis using dimensionless numbers to
address whether the numerical simulations with the extrapolations still capture
the main dynamics of the system. This is the same approach as done in analogue
experiments (e.g. Sparks et al. [95]).
Heat and mass transfer flows are characterized by three dimensionless
numbers:





(ii) the Rayleigh numberRa, that describes the strength of convection in buoyancy
driven flows,
Ra =
ρ g α∆T H3
µκ




∆T is the temperature difference across the interface (∆T = 300 ◦C in our case),
H is the characteristic length of the flow, for which we have taken the chamber
radius, and α = 1/ρ dρ/dT is the thermal expansion coefficient. The Prandtl and
Schmidt numbers can be combined in the Lewis number, Le = Sc/Pr = κ/D, ratio
of thermal diffusivity to chemical diffusivity.
Table 4.7 shows the values of these dimensionless numbers at the initial time.
Note that the Pr, Ra and Sc numbers are all very large (> 103). Because Le > 1,
temperature gradients will decay faster than compositional gradients. Flows with
large Rayleigh and Lewis numbers result in thin, vigorous plumes and highly
distorted interfaces (Valentine et al. [107]). With the extrapolations noted above
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the Lewis number remains unchanged but the Rayleigh number of the flow is
decreased by n orders of magnitude. Despite this, in the simulations the Rayleigh
numberwill be still high enough (Ra > 106) to produce turbulent dynamics (Sparks
et al. [95]) and therefore we believe that this has little effect in the overall mixing,
although the time scale of the results can not be compared to real time magmatic
processes.
Pr Ra Sc Le
Dacite 3× 106 1.4× 1013 1.6× 1010 5.4× 103
Basaltic andesite 4.9× 103 1016 2.3× 104 4.7
Table 4.7: End-members initial dimensionless numbers that characterize flow
dynamics.
Numerical settings
In this example, we have used the interface across elements representation
(Fig. 3.3a), which is better suited for the miscible fluids with smoothly varying
properties that we are studying here.
The mesh size h is 6 m in the bulk of the fluids and 4 m around the interface.
Time step ∆t needed to be of order ∼ 0.1 s to compute accurately convection
and avoid excessive fluid fragmentation due to changes in connectivity during
remeshing. This limits the total time that we can model to few thousand seconds.
The extrapolation of κ and D increases the diffusive length scale so that diffusion
processes can be resolved with our mesh.
Mesh distortion requires to introduce and delete nodes during remeshing at
each time step. If the variables are interpolated linearly to the new nodes, this
introduces an artificial diffusion of order O(h2/∆t), much larger than the real one.
We found that if variables are interpolated randomly instead of linearly this almost
completely avoids artificial diffusion (Fig. 4.18). The mesh contains initially 35000
nodes and 68000 elements. As time progresses, convection increases the interface
length and the mesh becomes larger (around 90000 nodes, 180000 elements).
4.5.6 Results
With the initial volumes, temperatures, and physical properties of the two end-
members we have produced a series of two-dimensional simulations of increasing
complexity. We start by testing the case of diffusion between the two melts without
convection, and follow by the case of mafic melt ponding at the base of the silicic
reservoir. Two additional simulations incorporate the possibility of one and two
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(a) Random interpolation (b) Linear interpolation
Figure 4.18: Results of a numerical simulation of a jet of mafic melt (red) intruding
in a silica-rich melt reservoir (blue). Notice the artificial numerical diffusion (range
of colors) in (b), but absent in (a) where both liquids are still unmixed.
forceful intrusions in the silicic reservoir following the approach described in
Section 4.5.5.
Gravitationally stable, diffusion only
For this case we have used a two-dimensional closed system of 20 m in length
consisting of equal proportions of basaltic andesite and dacite (Figs. 4.19 to 4.21).
We highlight the following observations from the results: (i) in about 10000 years
chemical diffusion has affected only about 10 m (Fig. 4.21). This shows the
inefficiency of volume diffusion alone to produce mixing of large melt bodies. It
also shows that with the mesh size we are using of about 6 m (necessary to also
be able to model the entire size of the reservoir) it was required to use much
large values for the chemical diffusivity in the following convection models if
the combined effects of the two transport mechanisms are to be investigated. (ii)
the histograms of concentration are U-shaped during most of the evolution and
only become I-shaped close to equilibrium (Fig. 4.21). None of the concentration
distributions match those of the natural samples, which implies that diffusion-
only can not result in the natural data, as was anticipated by the small chemical
diffusivities of the melts. However, this shows that histograms are valid means to
compare the natural data with the numerical simulations and extract information
about processes.
Gravitationally stable with convection
In this case we start from a stable density configuration, with the mafic, denser and
less viscous magma in the bottom layer, and the silicic, lighter and more viscous
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Figure 4.19: (a) Composition, (b) temperature, (c) density and (d) viscosity profiles
next to the interface, at t = 0, 100, 1000, 5000 and 10000 years for diffusion only
case. Note that the asymmetry of the chemical diffusion profiles is due to the
concentration dependent diffusion coefficient.
magma on the top (Figs. 4.22 to 4.24). For this simulation we increased κ and D
by nine orders of magnitude to have any significant dynamics in the computer
times that we can access. Heating of the silicic liquid by the mafic one near the
interface leads to unstable conditions and triggers convection (see density profile
in Fig. 4.19c). Small plumes develop, and the length scale of this convection is only
few meters (Fig. 4.22).
The compositional histogram of this configuration is also U-shaped, although
we have not been able to run the simulations for a very long time and thus we
are still far from equilibrium (Fig. 4.23). It seems difficult to us that a histogram
consisting of several distinct compositional peaks as the natural data would be
produced from the evolution of such a situation. We thus conclude that passive
intrusion of mafic melt at the base of the reservoir cannot lead to the histogram of
the natural data.
Gravitationally unstable and forceful intrusions
We have simulated two cases that represent the forceful intrusion of mafic melt
in the silicic reservoir: either with one (Figs. 4.25 to 4.27) or two mafic layers
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Figure 4.20: Diffusion only histograms. Note that the asymmetry of the histograms
is due to the concentration dependence of the diffusion coefficients.
(Figs. 4.28 to 4.30) present at an intermediate level of the reservoir. In both cases
diffusivity coefficients have been increased by seven orders of magnitude to obtain
enough mixing in the simulation time scale. The proportions of the mafic to the
silicic melt were the same (50%), and also the same as the previous gravitationally
stable case. This configuration leads to unstable density profiles from the beginning
and several Rayleigh-Taylor instabilities develop along the interface and force
convection (Figs. 4.25 and 4.28).
The compositional histograms of one intrusion show that in addition to the
two peaks of the end-members, another peak appears close to the dacite (Fig. 4.27).
This occurs because the system effectively behaves as a smaller domain than the
bulk, with a local composition of some dacite plus the intermediate mafic layer. We
think that such compositional peak is transient but probably a characteristic feature
of the simulation. With increasing time the whole system should evolve towards
the equilibrium mean composition, with a single intermediate peak as we have
obtained in the diffusion-only simulation (Fig. 4.21). The interesting observation
is that this new peak overlaps with one of the natural compositions (Fig. 4.27).
This shows the capacity of the simulation to reproduce natural data applying the
geological constraints also supports the idea of forced magma injection. However,
this simulation does not produce the andesite peak, which is also present in the
natural rocks (Fig. 4.27).
The simulation with two initial intrusions (Figs. 4.28 and 4.29) was performed
in part to account for the fact that more than one mafic intrusion is recorded in
the natural rocks (e.g. Costa & Singer [25]), but also to see if we could produce
the andesite composition seen in the natural histogram (Fig. 4.14). The results
show that the compositional histogram from the simulations contains four different
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Figure 4.21: Composition evolution until total homogenization in the diffusion
only case. Note that the natural compositional histogram is not reproduced
(Fig. 4.14).
peaks (Fig. 4.30). Two are those of the end-members, and the two additional
ones are slightly more silica-rich and silica-poor, than the mafic and dacitic end-
members, respectively. The presence of these two additional peaks can be reasoned
in a similar manner as for the one intrusion case. Close to the initial conditions
the system behaves as domains that are smaller than the whole and thus with
different local compositions that lead to the observed peaks. Again we think that
this is a transient behavior and with increasing time the mean bulk composition
should be reached. The two additional peaks are however unlike those seen in the
natural data (Fig. 4.30). One is close to the mafic end-member, and it is absent in
natural data, and the other is slightly shifted to higher SiO2 content than the natural
data. Note also that this situation is not capable of producing the peak of andesitic
composition seen in the natural histogram. From these simulations we conclude
that the case with a single intrusion better reproduces the natural data, but other
factors that were not incorporated in the model have also played a role and they
are discussed below.
4.5.7 Conclusions
The numerical results show that the initial conditions and type of melt interactions
(e.g. passive versus forceful intrusion) are a major control in the resulting volume
and compositional distribution, and are consistent with the results obtained from
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(a) t = 0 (b) t = 400 s
(c) t = 800 s (d) t = 1200 s
Figure 4.22: Gravitationally stable case (κ = κreal × 109, D = Dreal × 109).
Composition (red = basaltic andesite, blue = dacite).
Figure 4.23: Gravitationally stable case. Compositional histogram at t = 1200 s
compared to the natural one.
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(a) t = 0 (b) t = 400 s
(c) t = 800 s (d) t = 1200 s
Figure 4.24: Gravitationally stable case. Temperature field (note that the ranges of
the legends change in each subfigure to make plumes more visible).
geological, geochemical, and petrological data on the San Pedro eruption. The
natural compositional histograms (Fig. 4.31a) cannot be achieved by mixing with
diffusion only, as could be anticipated by the small diffusion rates on silicate melts
to allow for volumetrically significant magma hybridization. A scenario where the
maficmagma passively intruded at the base of the silicic reservoir with a simple flat
interface does not lead to the natural compositional distribution either (Fig. 4.31b).
Some form of forced convection by forceful intrusion is necessary. The scenario
of forceful intrusion of mafic melt at the intermediate parts of the silicic reservoir
leads to compositions in the silica-rich part of histogram that overlap with those
of the natural rocks (Fig. 4.31c). The exception is the mode in the andesite that
is not found in the numerical calculations. This composition is not seen either
in the simulation with two ”instantaneous intrusions” (Fig. 4.31d) and thus other
processes or situations not included in the model have played a role.
The Particle Finite Element Method is a good approach for simulating mixing
of multicomponent fluids with non-linear dependencies of physical properties
(viscosity, density, diffusivity) on composition and temperature. However, we
were not able to achieve a steady state and we had to increase both the thermal
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(a) t = 0 s (b) t = 200 s
(c) t = 400 s (d) t = 800 s
(e) t = 1200 s (f) t = 1500 s
Figure 4.25: Composition field in one-intrusion case at different times (red =
basaltic andesite, blue = dacite).
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(a) t = 0 s (b) t = 200 s
(c) t = 400 s (d) t = 800 s
(e) t = 1200 s (f) t = 1500 s
Figure 4.26: Temperature field [ ◦C] in one-intrusion case at different times.
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Figure 4.27: Comparison of one-intrusion composition histogram at t = 1500 s
with the natural one.
(a) t = 0 s (b) t = 200 s
(c) t = 400 s (d) t = 1000 s
Figure 4.28: Composition field in two-intrusion case (red = basaltic andesite, blue
= dacite).
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(a) t = 0 s (b) t = 200 s
(c) t = 400 s (d) t = 1000 s
Figure 4.29: Temperature field in two-intrusion case.
Figure 4.30: Comparison of two-intrusion composition histogram (blue) to one-
intrusion (red) at t = 1000 s.
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Figure 4.31: Summary of compositional histograms (time evolution) produced by
the simulations and compared to the San Pedro volcano erupted rocks. In bold are
the results of longest simulation.
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and chemical diffusivity coefficients by several orders of magnitude to obtain
meaningful results in a reasonable computing time. Additional progress in
numerical methods is in general required to cope with the large ranges of space
(µm to km) and time (hours to thousands of years), as well as with the open system
behavior of magma reservoirs (repetitive intrusion and eruption).
4.6 Negatively buoyant jets: experimental and numerical
study
We have seen that in the case of replenishing magma chambers, mixing only
happens if the jet of injected fluid has sufficient momentum to penetrate and engulf
the resident magma. We are now interested in understanding the evolution of
the replenishment by a denser input of magma and will focus on the behavior of
these forceful intrusions. For this purpose we have chosen a controlled example
with simpler fluids (oil and water) and compared our numerical results with the
experiments performed at the Earth Sciences Laboratory of the University of Bristol
(Geyer et al. [37]). This work has been done in collaboration with Dr. A. Geyer.
In this section the flow produced by the injection of a dense fluid into a lighter
one is investigated. When a dense fluid is injected vertically upward into a lighter
fluid, its momentum is continually being decreased by the gravity force until the
vertical velocity vanishes at some distance from the source. The jet reaches its
maximum penetration length, reverses its direction and flows back in an annular
region around the upflow (Fig. 4.32). Such jets are called negatively buoyant jets or
fountains, and the density difference may be due to a variation in either chemical
composition or temperature.
Fluid dynamic behavior of negatively buoyant jets may be applied to several
geological situations, e.g. the mentioned replenishment of magma chambers in
the Earth’s crust (Campbell & Turner [19], Turner & Campbell [104], Campbell &
Turner [20], Baines et al. [7, 6]) or underwater volcanic eruptions (Friedman et al.
[35]). In the latter case, the mixing and mingling process between the injected (hot
magma) and the ambient fluid (marine water) may be important, since the amount
of phase mingling between fluids determines whether the eruption is an explosive
or passive event (Kokelaar [51], Wohletz [113]).
During the last fifty years, the behavior of negatively buoyant jets or fountains
has been widely explored theoretically, experimentally and numerically (Morton
[69], Turner [105], List [62], Mizushina et al. [68], Baines et al. [7], Bloomfield &
Kerr [12], Clanet [24], Bloomfield & Kerr [13, 14], Lin & Armfield [58, 59], Philippe
et al. [82], Kaye & Hunt [49], Friedman et al. [36], Williamson et al. [112], Lin &
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Figure 4.32: Sketch of a strong (a) and a weak (b) fountain. Description of the
different parameters is found in Table 4.8 and text.
Armfield [61]). Since the pioneering work of Morton [69], significant progress has
been made in understanding the dynamics of negatively buoyant jets, arriving to
a general description of their flow behavior, summarized briefly as follows. The
jet penetrates initially to a maximum height hmax in the tank, which depends on
the initial upward momentum and the opposing downward negative buoyancy
force. Then the jet collapses decreasing its penetration height and reaching a
steady state where the penetration depth remains constant. This stationary depth
is slightly smaller than hmax. In negatively buoyant jets, three flow regimes can
be distinguished (Fig. 4.32a) (Cresswell & Szczepura [26]): the central jet flow, the
annular reverse flow, and the ”cap” region where the large scale reversal of fluid
takes place. For strong fountains (where the discharge momentum is relatively
larger than negative buoyancy of the flow) the fountain top, plunging plume
and intrusion flow are distinct features (Fig. 4.32a), whereas for weak fountains
(discharge momentum equal or less than negative buoyancy) the fluid exiting
the fountain remains attached to the nozzle due to capillary and gravity forces,
i.e. the upward and downward flows cannot be visually distinguished. Instead,
the streamlines curve and spread from the source and fountain top (Fig. 4.32b).
The most common dimensionless numbers applied to the study of negatively
buoyant jets are summarized in Table 4.8. The Reynolds number (Re) as defined
here characterizes the ratio between inertia and viscous effects in the flow at the
nozzle. The Froude number (Fr) compares kinetic energy to gravitational energy,
which can be also expressed by the Richardson number Ri, being Fr = Ri−1/2.
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Furthermore, interfacial tension effects and characteristic frequency for the flow
structure are non-dimensionalized in the Weber (We) and Strouhal (Str) numbers,
respectively. Phase mingling onset conditions and characteristic diameters are non-
dimensionalized in the Bond number (Bo).
4.6.1 Numerical results
Numerical simulation of negatively buoyant jets is challenging as it may involve
fluids with considerably different density and viscosity, and complex interfacial
phenomena such as surface tension and changes in topology (e.g. jet breakup
in drops, or coalescence of drops). Previous numerical studies (Table 4.9)
have performed direct numerical simulation of thermal axisymmetric and plane
fountains up to Fr = 10 using the finite volume method. In these models,
the density gradient between both fluids is due to a difference in temperature,
therefore the density jump between fluids is smoothed due to thermal diffusion,
and viscosity is considered equal in both fluids. None of these studies considers
the role of interfacial tension.
We have numerically investigated the dynamics of negatively buoyant jets in a
homogenous immiscible ambient fluid. For this purpose, we have used the Particle
Finite Element Method (PFEM) to solve the isothermal, incompressible Navier-
Stokes equations. The presented two-dimensional models include interfacial
tension and the sharp jumps in the physical properties (density and viscosity)
of the fluids. Pressure approximation is discontinuous at the interface to
resolve accurately the pressure jump caused by surface tension and viscosity
difference. In the first attempts of modeling this problemwith continuous pressure,
incompressibility could not be satisfied at the interfaces, and water drops lost mass
and even disappear.
The simulated process corresponds to the continuous injection of colored water
into a cylindrical container filledwith rapeseed oil, through a conical nozzle located
at the base of the oil container. The physical properties of both fluids are listed in
Table 4.8 and the computational domain consists of a container of width A, non-
slip side and bottom walls, and open top. In this problem, the injection of the
dense fluid (water) has been implemented as a solid piston that pushes the fluid
into the container filled with the lighter ambient fluid (oil). This yields uniform
source velocity profiles. The element size of the unstructured triangular mesh is
∆x = 0.002 m (50 elements along the tank width) and has been refined to ∆x/4 at
the interface to calculate the curvature more accurately (see Figure 4.33). Note that
in this section∆x denotes the mesh size and h, the jet height.
In the different numerical runs, we have varied the injection velocity and the
nozzle radius to reproduce a wide range of Reynolds and Froude numbers. In
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A Container diameter 0.1 m
d Nozzle diameter (in numerical models) 2.62-3.5× 10−3 m
R Nozzle radius d/2 m
g Gravity 9.81 m s−2




hmax Maximum penetration depth m
n Normal direction -
Q Volumetric flow rate m3 s−1
uj Vertical jet velocity m s−1
u¯ Average vertical velocity m s−1
u∗ Characteristic jet velocity m s−1
ρa Density of ambient fluid (oil) 900 kg m−3
ρj Density of jet fluid (water) 1000 kg m−3
γ Interfacial tension coefficient (water-oil) 0.02 N m−1
µa Dynamic viscosity of ambient fluid (oil) 200× 10−3 Pa s
µj Dynamic viscosity of jet fluid (water) 10−3 Pa s
f Characteristic frequency of flow structure s−1
Bo Bond number : Gravity vs. Surface tension Bo=
R2g(ρj − ρa)
γ




Hmax Dimensionless hmax Hmax =
hmax
R
Re Reynolds number: Inertia vs. Viscosity Re =
ρjujR
µj




Str Strouhal number: Oscillations frequency Str =
fR
uj





Table 4.8: List of variables, parameter values and their SI units, and dimensionless
groups.
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Reference Jet flow Range of Fr Range of Re
Lin & Armfield [58] laminar/very weak 0.0025 < Fr < 0.2 5 < Re < 800
Lin & Armfield [57] laminar/weak 0.2 < Fr < 1.0 Re = 200
Lin & Armfield [56, 59] laminar/weak 0.2 < Fr < 1.0 5 < Re < 200
Lin & Armfield [60] laminar/weak Fr = 1 5 < Re < 800
Lin & Armfield [61] laminar/weak-forced 1 < Fr < 8 200 < Re < 800
Srinarayana et al. [98] laminar/weak-forced 0.25 < Fr < 10.0 Re = 100
Williamson et al. [112] turbulent/weak-forced Fr = 0.45, 2.2 Re = 3350
Table 4.9: Summary of previous numerical models for negatively buoyant jets.
contrast to previous published results (Table 4.9), numerical simulations presented
here cover a larger Froude number interval, 0.1 < Fr < 30, being able to reproduce
both weak and strong fountains in a laminar regime (8 < Re < 1350). The
numerical results allow us to describe three different fountain behaviors (Type I,
II and III), as well as to analyze quantitatively the whole injection process, and they
are compared to the results of a parallel experimental study by Geyer et al. [37].
We have performed a total of 12 two-dimensional numerical simulations which
are compared to more than 70 experimental results. Figure 4.34 shows the values of
Fr and Re for both the numerical and the experimental models, and includes also
the ranges covered by the previous numerical works. The PFEM simulations A-
L, together with the corresponding values for the dimensionless maximum height
Hmax, Fr and Re are listed in Table 4.10.
Figure 4.33: Detail of the unstructured mesh refined close to the interface.
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Figure 4.34: Fr-Re graph showing the parameter ranges investigated by previous
numerical studies. The (Fr,Re) pair values for both the numerical and the
experimental studies presented here are shown as symbols.
Simulation R (m) u (m/s) Hmax Fr Re
A 1.75× 10−3 0.005 2.25 0.12 8.75
B 1.75× 10−3 0.01 3.24 0.24 17.50
C 1.75× 10−3 0.025 2.74 0.60 43.75
D 1.75× 10−3 0.05 3.7 1.21 87.50
E 1.75× 10−3 0.1 6.04 2.41 175.00
F 1.31× 10−3 0.2 18.58 5.57 262.50
G 1.31× 10−3 0.3 23.9 8.36 393.75
H 1.31× 10−3 0.4 43.28 11.15 525.00
I 1.31× 10−3 0.5 66.82 13.93 656.25
J 1.31× 10−3 0.6 76.58 16.72 787.50
K 1.31× 10−3 0.8 – 22.29 1050.0
L 1.31× 10−3 1.0 – 27.87 1312.50
Table 4.10: List of the performed simulations.
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Figures 4.35 and 4.36 illustrate the results obtained for increasing Fr values.
For low Fr andRe numbers (simulation C) (Fig. 4.35a), we observe aweak fountain
with almost indistinguishable upward and downward flow. The fluid exiting the
nozzle remains attached to the nozzle due to capillary and gravity forces. However,
as the jet velocity is increased, i.e. increasing Fr and Re (simulation F) (Fig. 4.35b),
the jet penetrates upward into the ambient liquid reaching hmax shortly after the
start. Due to the fact that the simulations are two-dimensional, some oil regions
get enclosed by water. These oil bubbles are lighter and therefore, they move
upward until they merge the bulk oil. In Figure 4.36 we have included results
for two simulations with high inlet velocity. In case of simulation I (uj = 0.5
m s−1) (Fig. 4.36a), a cap forms when the jet reaches hmax, spreading radially as
it is supplied with negatively buoyant jet fluid. In this simulation, we observe
that the fountain flow emanating from the nozzle may be divided into a “smooth“
part and a “wavy” one (Fig. 4.36a). The instability of the flow that leads to this
transformation is due to the Kelvin-Helmholtz instability that occurs at the shear
layer between the jet and the ambient fluid. Interfacial tension and viscosity delay
the appearance of this instability. As the injection velocity is further increased
(simulation L, uj = 1.0 m s−1) (Fig. 4.36b), the injected fluid breaks into droplets.
In both simulations of Figure 4.36 it can be seen that some of the drops remain
attached to the central cap region. This phenomenon is not a numerical artifact, it
is also observable in the experimental results (see Figure 4.39).
The time evolution of the fountain height h for simulations A-G is presented
in Figure 4.37. For the simulations with lower Fr numbers (simulations A-E), it
can be seen that after reaching hmax, the jet height decreases and remains stably
at a lower height. Oscillations are mainly due to capillary waves that propagate
along the oil-water interface. As the injection velocity is increased (simulations
F-G), this behavior changes and, after reaching hmax, the flow does not stabilize.
Furthermore, in simulation F the flow oscillates in both a high frequency and a low
frequency mode. In the case of simulations H to L, it is not possible to precisely
define h due to the breakup of the jet into drops.
Figure 4.38 shows the vertical velocity field for simulations F, I and L. Upflow
and downflow can be clearly identified in simulation F. The velocity profile also
shows that the vertical velocity is nearly constant outside the jet. In strong
fountains (simulations I and L), the ambient fluid is transported upward by the
shear against the jet, and it can be observed that the flow accelerates in the narrower
regions of the jet. The velocity profile is almost uniform close to the source due to
the fact that the injection has been implemented as a piston.
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Figure 4.35: Flow evolution for simulations C and F (very weak andweak fountain,
respectively).
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Figure 4.36: Flow evolution for simulations I and L (both strong fountains).
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Figure 4.37: Jet height versus time for various numerical simulations.
Figure 4.38: Vertical velocity field for simulation F (at time t = 1.2 s), I (t = 1.0 s)
and L (t = 0.5 s), and profile along the cross sections AA’ and BB’ (2mm above the
nozzle).
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4.6.2 Comparison between numerical and experimental data
In order to validate the PFEM simulations, the numerical results obtained have
been compared to a series of laboratory experiments (Geyer et al. [37]). Our
experimental results show that, for a given fountain geometry, the fountain exhibits
distinct flow regimes as the inlet volumetric flow rate is increased, as previously
observed in other experimental studies ([34, 35, 36]). But whereas Friedman et al.
[35, 36] propose a classification in “stable” and “unstable” jets, our experiments
identify three distinct flow regimes (Fig. 4.39): Type I, II and III. Flow regime
I is observed at low source volumetric flowrates and is characterized by an
approximately constant fountain height. As the source volumetric flowrate is
increased, corresponding to increasing inlet velocity and thus fountainmomentum,
the fountain height is not constant, but is characterized by continuously varying
with time t between a maximum hmax and a minimum height hmin; this is type
II behavior. As the source volumetric flux and velocity is further increased, Type
III behavior is observed. The jet initially penetrates upward into the ambient fluid
and when it reaches hmax, a cap forms at the top of the jet. The size of this cap
increases due to the continuous fluid supply from the fountain, but its vertical
position remains constant at hmax. Once the cap exceeds a critical size, it breaks
up and water droplets fall back to the base of the tank. In this regime, the fountain
is also characterized by a smooth and a wavy part, as observed in the numerical
simulations (Fig. 4.36). These three flow regimes are controlled by the Fr and Re
values of the fountains. In Figure 4.40 we have plotted again the (Fr,Re) pairs for
the different experimental and numerical results, and identified in each case the
type of flow observed. According to this figure, simulations from A to E behave as
Type I (see Fig. 4.35a); simulation F to J as Type II (see Fig. 4.35b) and simulation I
onwards as Type III (see Fig. 4.36).
The correspondence between the numerical and experimental results is
not limited to qualitative observations. In Figure 4.41 we have plotted the
dimensionless height Hmax against Fr in order to compare the results in a
quantitative way. For Fr less than about 2, Hmax is approximately constant
with a value of about 3, but for greater Fr, Hmax increases systematically with
Fr. A plausible explanation for the constant Hmax when Fr < 2 is that in our
experiments, for a fixed nozzle radius, the Fr value is decreased by diminishing
the jet velocity, what decreases the Weber number as well, so that capillary effects
become dominant. The surface tension will cause the injected fluid to accumulate
at the nozzle tip in a drop until its mass overcomes the surface tension force. Also
important is the fact that, for Fr . 4, only Type I behavior is observed, whereas
for greater Fr both Type II and Type III behaviors are observed. Comparing this
result with the classification proposed by Friedman and co-workers (Friedman &
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Figure 4.39: Sketches and images of the three different flow types observed in the
experiments, and images of four different Type I and III experiments at a range of
Fr and Re numbers.
Katz [34], Friedman [33], Friedman et al. [35, 36]) (i.e. unstable or stable), we can
relate our Type I flow with their “stable“ regime and Type II with their “unstable“
one. However, no direct correlation can be made with Type III flow. Although
some fluctuations of the column are observed in Type III flows, they are not related
to a collapse of the fountain as is the case of the jets in Type II regime but to the
growth and breakup of the cap region. Numerical and experimental results are in
good agreement.
4.6.3 Conclusions
We have numerically investigated the dynamics of negatively buoyant jets in an
immiscible fluid using the Particle Finite Element Method (PFEM). The realistic
properties of the fluids used in the experiments have been taken into account, and
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Figure 4.40: Fr vs. Re plot for the experimental and numerical results presented.
Experimental results are classified according to the flow type: Type I, II and III.
Figure 4.41: Hmax vs. Fr plot for the experimental and numerical results presented.
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the non-negligible interfacial tension, together with the large jumps in density and
viscosity at the interface, and the frequent topology changes of the interface, make
this problem challenging.
The simulated process corresponds to the injection of dyed water into a
cylindrical container filled with oil through a conical nozzle located at the base of
the container. In the different numerical runs, we have varied the injection velocity
and the nozzle radius to reproduce a wide range of Froude (0.1 < Fr < 30) and
Reynolds (8 < Re < 1350) numbers. The validation of the numerical results with
experimental data has proven the accuracy of the PFEM and its potential for solving
this kind of problems.
Whereas previous published works propose a classification in stable and
unstable flows, our experimental results allow us to identify three distinct flow
regimes:
• Type I is characterized to be very stable. The height of the fountain is
approximately constant although we should not discard a slightly fluctuation
of the column height but not detectable due to experimental accuracy.
• Type II behavior is described as a pulsating fountain which height oscillates
with time t from a maximum hmax to a minimum height hmin. Additionally,
it is possible to observe in the results that hmax decreases with t.
• Type III behavior is observable for higher injection velocities. The jet initially
penetrates upward into the ambient fluid and, when it reaches hmax, a cap
forms at the top of the jet. The fountain is characterized by a smooth and a
wavy part.
Numerical results are in good agreement with the experiments, and are able
to reproduce the main flow features, such as the three regimes types (I, II and
III), the smooth and wavy parts of the jet, drops formation, penetration height
transient behavior, and dimensionless maximum height. These simulations are a
first step towards understanding the fluid dynamics of several geological situations
(e.g. subaqueous lava fountains or the replenishment of magma chambers by a
dense input of magma).
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