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HOMOLOGY OF FINITE TOPOLOGICAL SPACES
PATRICK ERIK BRADLEY
Abstract. A new method is given for computing generators of the
homology groups with integer coefficients for any finite T0-space. An
important role in this method is played by irreducible cycles which are
defined here and give rise to continuous injective maps between spaces
called immersions. The so-called orb complex which is much smaller
than the order complex induces a surjective map of its homology to
the simplicial homology of the space. An analysis of the kernel of this
map allows to define an effective algorithm for computing the homology
groups.
1. Introduction
The theory of finite topological spaces can be traced back to Pavel Alexan-
drov who found that finite T0-spaces are in one-to-one correspondence with
finite posets [1]. McCord associated with any finite topological space X a
finite simplicial complex K•(X) whose space is weakly homotopy equivalent
with X, and vice versa [8]. This leads to finite models of topological spaces,
and one can ask which is the smallest finite model of a space. For example,
the issue of finding the smallest possible model of the n-sphere Sn is settled
in [3].
Homology is a coarser invariant than weak homotopy type. This allows
to use the simplicial complex associated with a finite topological space X to
compute its homology groups. However, the number of n-simplices of X can
grow exponentially with n. This makes this simplicial complex unsuitable
for computing the homology of large finite spaces. In [4], a method for
computing homology is introduced which uses a spectral sequence built up
from homology groups of certain subspaces in a filtration of X. This might
lead to a more efficient computation. However, it requires the homology
groups of many different smaller subspaces, and the authors of loc. cit.
leave open the question of how to compute these. In [7], the question of
an efficient homology computation for finite T0-spaces was raised in the
context of evaluating the topological inconsistency of geospatial data.
The aim of this article is to develop concepts and methods which lead to
an algorithm which explicitly computes generators of the homology groups
for any T0-space.
The first method is to characterise irreducible n-cycles as linear combi-
nations of simplices with coefficients in {0,±1} (so-called simple cycles).
These are cycles α which are not the sum or difference of simple cycles built
up of simplices occurring in α. We say in this case that α has no non-trivial
divisors which are cycles. The result is:
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Theorem 1. A simple n-cycle α with coefficients in Z is irreducible, if and
only if for every n-simplex σ = {s0 > · · · > sn} the n − 1-simplex σ \ {si}
lies in precisely one other n-simplex σ′ of α such that σ − σ′ is a divisor of
α, and the space defined by α is connected.
This is a relevant result, because of the Fundamental Theorem of Homol-
ogy Theory of Finite Spaces:
Theorem 2. ker ∂n has a basis consisting of irreducible cycles.
If an irreducible cycle α is a boundary, then the space it defines can be
extended by one single point c such that the new space O corresponds to a
chain β with ∂β = α. This space O is called a generalised orb. A generalised
orb is of the form
O = S1 ∗ {c} ∗ S2
where ∗ denotes the non-Hausdorff join. The point c is called the center of
O. If S1 consists of two isolated points, then we call O an orb. An important
result is
Theorem 3. Each irreducible cycle is a linear combination of chains asso-
ciated with orbs.
The homology groups are related to the homology groups of the so-called
orb complex Omin• which is a subcomplex of K•(X) built up from injective
continuous maps O → X of minimal orbs to X. Minimality is with respect
to a pre-order on orbs such that comparable orbs are homologous. As orbs
are made of spaces associated with irreducible cycles and three other points,
it is clear that the dimension of Ominn is very much smaller than that of
Kn(X).
Theorem 4. The natural maps from the orb homology groups Hn(X) to
the simplicial homology groups Hn(X) of a finite space are surjective.
By controlling the kernel of the maps between orb and simplical homol-
ogy, we can derive an algorithm for computing generators of the homology
groups. It uses the doolittle algorithm for finding the PLU-decomposition
of a matrix, as well as an algorithm for computing the Smith normal form
of a matrix with entries in Z.
Theorem 5. The worst-case time-complexity of our algorithm for comput-
ing bn(X) is exponential in the number of independent irreducible bound-
aries of dimension n. If the map which takes generalised orbs to their centers
is injective, then the time-complexity is polynomial in the product of the
number of independent n-cycles and independent n-boundaries.
These five Theorems will each be prepared by appropriate definitions and
lemmas which allow a more precise formulation of these. Also, some of our
results are stated over arbitrary unitary rings R, and the case R = Z uses
the cases for R = Z/mZ at times.
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2. Orbs
Throughout the remainder of this article, X will denote a finite T0-space,
except if stated otherwise. Its partial order will be denoted as ≤. K•(X;R)
will denote the order complex of X with coefficients in R, where R denotes
a commutative unitary ring in which 0 6= 1. We are mainly interested in the
case R = Z, and for this we also need the case R = Zm := Z/mZ.
An n-simplex is a totally ordered subset {a0 > · · · > an} of n + 1 ele-
ments of X. It will also be denoted as a0 . . . an. The module Kn(X;R)
consists of all finite R-linear combinations of n-simplices a0 . . . an. Its ele-
ments are called n-chains. The n-th boundary map is ∂n,X(R) : Kn(X;R)→
Kn−1(X;R) which is defined on n-simplices as
a0 . . . an 7→
n∑
i=0
(−1)ia0 . . . aˇi . . . an
where xˇ means omission of x. The n-th homology group of K•(X;R) is
defined as
Hn(X;R) = ker ∂n,X(R)/ im ∂n+1,X(R)
H•(X;R) with • ∈ N is called the simplicial homology of X with coefficients
in R. We will often write ∂n(R) instead of ∂n,X(R), and ∂n,Y instead of
∂n,Y (Z).
The length of a simplex a0 . . . an is n. The dimension of a T0-space is
defined as the maximum of the lengths of its simplices. We will denote the
dimension of a space X as dim(X). This is not important, but it should be
mentioned that this is an abstraction of the Krull dimension of a finitely
generated commutative ring [5], and coincides with the dimension of the
poset of its prime ideals.
Xmax will denote the subset of maximal points in X, and Xmin the set of
minimal points.
The Hasse diagram of a finite topological space is the graph whose vertices
are the points of X, and an edge between x and y is drawn if and only if
x > y and there is no z ∈ X such that x > z > y. We will depict a Hasse
diagram in a way such that for an edge (x, y) the point x is higher than y
and connected with a line:
x
y
Otherwise, directed edges will be depicted as arrows. We say that x is a
parent of y and y is a child of x, if (x, y) is an edge in the Hasse diagram of
X.
We will work with the augmented order complex
· · ·
∂n+1
−→ Kn(X;R)
∂n−→ · · ·
∂2−→ K1(X;R)
∂1−→ K0(X;R)
deg
−→ R→ 0
instead of the order complex. The map deg is
deg : K1(X;R)→ R,
∑
σ
rσσ 7→
∑
σ
rσ
So, a 0-cycle is an element of ker(deg).
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Let α ∈ Kn(X;R). It is of the form α =
r∑
i=1
riσi where ri ∈ R \ {0} and
σi is an n-chain of X. The support of α is
suppα = {σ1, . . . , σr}
To α ∈ Kn(X;R) we associate the topological space Spα whose set is defined
as the union of all simplices in the support of α. The topology-defining
relation R is given as:
aRb if ∃σ ∈ suppα : a, b ∈ σ and a ≤ b
Notice, that Spα in general is not a subspace of X. However, there is a
natural injective continuous map
Spα→ X
2.1. Irreducible cycles. A chain α ∈ Kn(X;R) is called simple, if
α =
∑
σ∈suppα
rσσ
with rσ ∈ {±1} for all σ ∈ suppα. The signum sgnα(σ) of an element σ of
the support of a simple n-chain α ∈ Kn(X;R) is defined as
sgnα(σ) :=
{
1, σ /∈ supp(α− σ)
−1, σ /∈ supp(α+ σ)
Definition 2.1. An n-shell is the space Spα, where α ∈ ker ∂n(R) \ {0} is
a simple n-cycle.
Let α, β ∈ ker ∂n(R) be simple cycles. We use the notation
α | β
if suppα ⊂ suppβ and for all σ ∈ suppα it holds true that sgnα(σ) =
sgnβ(σ). As usual we shall say that α divides or is a divisor of β in this
case.
Definition 2.2. A simple n-cycle α 6= 0 is said to be irreducible, if β | α
with β ∈ ker ∂n(R) implies β = α or β = 0. If α is a simple n-cycle which
is not irreducible, then α is called reducible.
Let α ∈ Kn(X;R), and let σ ∈ suppα, s ∈ σ. We define the following
sets:
Cs(σ) :=
{
σ′ ∈ suppα | σ ∩ σ′ = σ \ {s}
}
C+s (σ) :=
{
σ′ ∈ Cs(σ) | sgnα(σ
′) = sgnα(σ)
}
C−s (σ) :=
{
σ′ ∈ Cs(σ) | sgnα(σ
′) = − sgnα(σ)
}
The latter sets are to be considered only if 2 6= 0 in R. We remind that the
characteristic of a unitary ring R is the smallest positive natural number n
such that
1 + · · ·+ 1︸ ︷︷ ︸
n summands
= 0
If there is no such number, then the characteristic of R is zero. Denote the
characteristic as
char(R)
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As we assume that 0 6= 1 in R, we have either char(R) = 0 or char(R) =
m ≥ 2.
Lemma 2.3. Let n > 0. The chain α ∈ Kn(X;R) is a cycle, if and only if
one of the following statements holds true for all σ ∈ suppα and all s ∈ σ:
(1) |C+s (σ)| = |C
−
s (σ)|, in case char(R) = 0.
(2) 2 divides |Cs(σ)|, in case char(R) = 2.
(3) m divides |C+s (σ)| − |C
−
s (σ)|, in case m = char(R) > 2.
Proof. This follows from the fact that all sets σ \ {s} are cancelled out in
the support of ∂α if and only if α is a cycle. 
Theorem 2.4. Let n > 0 and α ∈ ker ∂n(R) be a simple cycle. Then α is
irreducible if and only if the following statements hold true:
(1) Spα is connected.
(2) For each σ ∈ suppα, s ∈ σ one of the following holds true:
(a) |C−s (σ)| = 1, in case char(R) 6= 2.
(b) |Cs(σ)| = 2, in case char(R) = 2.
(c) |C+s (σ)| = m in case char(R) = m > 2.
Proof. ⇐. If Spα is connected and (2) holds true, then, in view of Lemma
2.3, the smallest possible values of |Cs(σ)|, |C
+
s (σ)|, and |C
−
s (σ)| for α being
a cycle are attained, respectively. In this case, α is irreducible.
⇒. Let α be an irreducible n-cycle. Clearly, Spα is connected. We
consider the following weighted graph G: the vertex set V (G) is suppα. An
undirected edge between σ and τ is given iff σ ∩ τ is an n − 1-simplex. In
case char(R) 6= 2, the edge weights are pairs (i, ǫ), where
σ ∩ τ = σ \ {si} with σ = {s0 > · · · > si > · · · > sn}(1)
and
sgnα(σ) = ǫ sgnα(τ)
In case char(R) = 2, the edge weight is simply i satisfying (1). The set
Star(σ), resp., Starw(σ)
is the set of all τ ∈ suppα connected to σ by an edge, resp. by an edge with
weight w. As α is a cycle, we have for i = 0, . . . , n:∣∣∣Star(i,+)(σ)∣∣∣− ∣∣∣Star(i,−)(σ)∣∣∣ = −1, char(R) = 0(2) ∣∣∣Star(s,+)(σ)∣∣∣− ∣∣∣Star(s,−)(σ)∣∣∣ ≡ −1 mod m, char(R) = m > 2(3) ∣∣Stari(σ)∣∣ ≡ 1 mod 2, char(R) = 2(4)
Let σ ∈ suppα. Assume that one of the following conditions holds true
for fixed i ∈ {0, . . . , n}:∣∣∣Star(i,−)(σ)∣∣∣ > 1, char(R) 6= 2(5) ∣∣Stari(σ)∣∣ > 1, char(R) = 2(6) ∣∣∣Star(i,+)(σ)∣∣∣ > m− 2, char(R) = m > 2(7)
In case (5), there exist σ1 ∈ Star
(i,+)(σ), σ2 ∈ Star
(i,−)(σ). Set T := {σ1, σ2}.
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In case (6), Stari(σ) has at least 3 elements. Let σ1 6= σ2 be two of these.
Set T := {σ1, σ2}.
In case (7), Star(i,+)(σ) has at least m elements σ1, . . . , σm. Set T :=
{σ1, . . . , σm}.
Let G′ be the subgraph of G graph whose vertex set is V (G) \ T . Let
V :=
{
τ ∈ V (G′) | Star(τ) ∩ T = ∅
}
and let H be the subgraph of G′ whose vertex set is V . Notice that all
vertices of H satisfy one of the conditions (2), (3), or (4) for each i ∈
{0, . . . , n}. We claim that V 6= ∅.
Case n > 1. Let σt ∈ T . There exist j, k ∈ {0, . . . , n} such that
|{i, j, k}| = 3. One of the sets
Star(j,−)(σt),Star
(j,+)(σt),Star
j(σt)
is defined and non-empty. Let τ be an element of one of those sets. The
same holds true for
Star(k,−)(τ),Star(k,+)(τ),Stark(τ)
Let τ ′ be an element of one of those sets. Now,
τ ′ /∈
⋃
σt′∈T
Star(σt′)
as |τ ∩ σt′ | ≤ n− 2. It follows that Star(τ
′) ∩ T = ∅.
Case n = 1. In case char(R) = 0 or 2, irreducible 1-shells are of the form
a0
❆❆
❆
a1 . . . aℓ−1
❊❊
❊❊
aℓ
b0
⑥⑥⑥
b1 . . . bℓ−1
②②②②
bℓ
because the complex K1(X) → K0(X) is the chain complex of a one-
dimensional simplicial complex, i.e. of a simple graph. These satisfy one
of the asserted conditions.
Assume char(R) = m > 2 and i = 0. Let σt = s
t
0s1 ∈ T . One of the sets
Star(1,−)(σt),Star
(1,+)(σt),Star
1(σt)
is defined and non-empty, and contains an element st0t1 with t1 6= s1. And
one of the sets
Star(0,−)(st0t1),Star
(0,+)(st0t1),Star
0(st0t1)
is non-empty and contains an element τ ′ = t0t1. with t0 /∈
{
st
′
0 | σt′ ∈ T
}
,
where σt′ = s
t′
0 s
t′
1 . This node τ
′ satisfies
Star(τ ′) ∩ T = ∅
Hence, in any case, we have V 6= ∅. Then
0 6= β =
∑
τ∈V
sgnα(τ)τ
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is an n-cycle strictly dividing α. This is a contradiction to the irreducibility
of α. It follows that α must satisfy one of the conditions in statement (2) of
the Theorem. 
Lemma 2.5. Let α, β be irreducible n-cycles such that Spα = Spβ. Then
α = β or α = −β.
Proof. Clearly, suppα = suppβ.
Let σ ∈ suppα and s ∈ σ. First observe that the set Cs(σ) depends only
on the space Spα, and not on the cycle α. The same holds true for C+s (σ)
and C−s (σ) if char(R) 6= 2: namely, if σ
′ is the only element of Cs(σ) such
that
sgnα(σ
′) = − sgnα(σ)
(cf. Theorem 2.4) then, because β is an irreducible cycle, σ′ must be the
only element of Cs(σ) satisfying
sgnβ(σ
′) = − sgnβ(σ)
In case char(R) = m > 2 and σ2, . . . , σm are the only other elements of
Cs(σ) satisfying
sgnα(σ) = sgnα(σ2) = · · · = sgnα(σm)
(cf. Theorem 2.4) then these must, because m > 2 and because β is an
irreducible cycle, also satisfy
sgnβ(σ) = sgnβ(σ2) = · · · = sgnβ(σm)
From this it follows that all σ ∈ suppβ satisfy
sgnα(σ) = ǫ sgnβ(σ)
with the same ǫ ∈ {±1}. This means that α = ǫβ. 
Definition 2.6. A continuous injective map Y → Z between finite topolog-
ical spaces is called an immersion.
Definition 2.7. An n-shell Spα is called irreducible if for any immersion
of n-shells
Spβ → Spα
it follows that Sp β is homeomorphic to Spα.
Lemma 2.8. For any n-shell S there is an irreducible shell T and an im-
mersion T → S.
Proof. This is true because S is finite. 
Lemma 2.9. Let α ∈ ker ∂n(R) be a simple cycle. Then Spα is irreducible,
if and only if α is irreducible.
Proof. Assume first that α is irreducible. Let Spβ → Spα be an immersion
of an n-shell Spβ with β ∈ ker ∂n(R) simple. This implies that there is an
injective map ι : suppβ → suppα. Now, α has the divisor
β′ =
∑
σ∈supp β
sgnα(ι(σ))ι(σ) 6= 0
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As Spβ = Spβ′, it follows that β′ = ±β (cf. Lemma 2.5). Hence, β′ is a
cycle. As α is irreducible, it follows that β′ = α. But then ι is a bijection.
This implies that Spα and Spβ are homeomorphic.
Now, assume that Spα is an irreducible n-shell with α a simple n-cycle.
Let β | α for some simple n-cycle β 6= 0. Then Spβ → Spα is an immersion.
Hence, Spα and Spβ are homeomorphic. But then suppα = suppβ. This
means that α = β, i.e. α is irreducible. 
Corollary 2.10. Every non-zero simple n-cycle has an irreducible divisor.
Proof. This is an immediate consequence of Lemmas 2.8 and 2.9. 
Definition 2.11. A subset A of X is called homogeneous if all maximal
simplices in A are of equal length.
Proposition 2.12. Any irreducible n-shell is homogeneous.
Proof. Consider the following relationR on n-simplicesA = {a0 > · · · > an},
A′ = {a′0 > · · · > a
′
n} in the irreducible shell S = Spα: ARA
′ if A = A′ or
if the following conditions hold true:
ai 6= a
′
i ⇒ ai−1 > a
′
i > ai+1 and a
′
i−1 > ai > a
′
i+1 (i = 1, . . . , n− 1)
a0 6= a
′
0 ⇒ a0 > a
′
1 and a
′
0 > a1
an 6= a
′
n ⇒ an−1 > a
′
n and a
′
n−1 > an
Let ∼ be the transitive closure of R. It is an equivalence relation. Now,
the equivalence class [A] of A defines a homogeneous space
T (A) =
⋃
A′∈[A]
A′
whose topology is the same as that of
Sp

 ∑
A′∈[A]
A′


In order to see this, observe first that for σ = {s0 > · · · > sn}, τ = {t0 > · · · > tn} ∈
[A], if si > ti+k, then there exist σ = σ0, . . . , σk = τ ∈ [A] such that σiRσi+1
for i = 0, . . . , k. In particular,
sii > s
i+1
i+1, i = 0, . . . , n − 1
if σi =
{
si0 > · · · > s
i
n
}
.
Now, let A = {a0 > · · · > am} be a maximal simplex in T (A). Each
ai ∈ A lies in some n-simplex σi =
{
si0 > · · · > s
i
n
}
∈ [A]. Clearly, ai = s
i
i+k
with k ≥ 0, as otherwise there would be a simplex of length greater than n.
Assume i is the first index for which ai = s
i
i+k with k > 0. Then there is a
sequence σi−1 = τ0, . . . , τk = σi such that τjRτj+1 for j = 0, . . . , k− 1. This
means that there is a sequence
ai−1 = t
i−1
i−1 > t
i
i > · · · > t
k
k = s
i
i+k = ai
with τi =
{
ti0 > · · · > t
i
n
}
, which is a contradiction to the maximality of the
simplex A. It follows that am = s
m
m, and from this we have m = n.
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T (A) is also an n-shell: Let σ be an n-simplex of T (A). It follows that
for all s ∈ σ the elements τ of the sets Cs(σ), C
+
s (σ), and C
−
s (σ) all satisfy
τ ∼ σ, hence are all simplices of T (A). It follows by Theorem 2.4 that T (A)
is a shell.
Now, there is an immersion T (A)→ S. Hence, by irreducibility, it follows
that S = T (A) is homogeneous. 
By HTFS, we mean the Homology Theory of Finite Spaces.
Theorem 2.13 (Fundamental Theorem of HTFS). Let X be a finite T0-
space. Then ker ∂n(R) has a basis consisting of irreducible cycles.
Proof. The matrix representing ∂n(R) : Kn(X;R) → Kn−1(X;R) with re-
spect to the bases consisting of n-simplices a0 . . . an for Kn(X;R) and n −
1-simplices a′0 . . . a
′
n−1 for Kn−1(X;R) has as entries only 0,±1. Hence,
ker ∂n(R) is generated by simple n-cycles. By Corollary 2.10, any simple
n-cycle γ has a divisor
α | γ
which is an irreducible n-cycle. It follows that γ − α is an n-cycle which
divides γ. The cycle γ−α also has an irreducible n-cycle as divisor. Hence,
continuing this process leads to a decomposition of γ as a sum of irreducible
divisors. In other words, ker ∂n(R) is generated by irreducible divisors. Now,
take a linearly independent subset of the set of irreducible divisors. This is
a basis for ker ∂n(R). 
Lemma 2.14. Let S be an irreducible n-shell. Then
Hn(S;R) = R
Proof. Let S = Spα with α an irreducible n-cycle. Let β ∈ ker ∂n,S \ {0} be
irreducible. Then there is an immersion Spβ → S of the subset Sp β of the
set S, as every n-simplex of Spβ is a simplex in S. This implies S = Spβ,
i.e. α = ±β (cf. Lemma 2.5). But this is equivalent to Hn(S;R) = R. 
2.2. Non-Hausdorff joins.
Definition 2.15. The non-Hausdorff join of two finite T0-spaces S, T is the
space S ∗ T whose underlying set is
S × {0} ∪ T × {1}
and whose topology is defined by the relation
(s, 0) > (t, 1)
for all s ∈ S and t ∈ T . If S consists of two isolated points, then we will
also write
ST
instead of S ∗ T .
If every element of a space A is strictly larger than every element of B
for the topology-defining partial order on A ∗B, then this situation will be
depicted in the Hasse diagram by an edge (A,B), e.g. as
A
B
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Let S = S1 ∗ S2 be a homogeneous space. There is an R-bilinear product
Kℓ1(S1;R)×Kℓ2(S2;R)→ Kℓ1+ℓ2+1(S;R), (α, β) 7→ α · β
which on pairs of simplices is defined as concatenation:
σ · τ = s0 . . . sℓ1t0 . . . tℓ2
if σ = {s0 > · · · > sℓ1} and τ = {t0 > · · · > tℓ2}.
The product satisfies the Koszul rule:
Lemma 2.16 (Koszul rule). Let α ∈ Kℓ1(S1;R) and β ∈ Kℓ2(S2;R). Then
it holds true that
∂(α · β) = ∂α · β + (−1)ℓ1+1α · ∂β
Proof. It suffices to prove this rule for pairs of simplices σ = {s0 > · · · > sℓ1},
τ = {t0 > · · · > tℓ2}. We have
∂(σ · τ) =
ℓ1∑
i=0
(−1)i(σ \ {si}) · τ +
ℓ2∑
i=0
(−1)ℓ1+1+iσ · (τ \ {ti})
= ∂σ · τ + (−1)ℓ1+1σ · ∂τ
if ℓ1 · ℓ2 > 0. The other cases also follow from this consideration. 
Lemma 2.17. Let α ∈ Kℓ1(S1;R) and β ∈ Kℓ2(S2;R) be simple chains.
Then it holds true that
α · β = 0⇒ α = 0 or β = 0
Proof. We have
0 =
∑
σ∈suppα
sgnα(σ)σ ·
∑
τ∈suppβ
sgnβ(τ)τ
=
∑
σ∈suppα
∑
τ∈suppβ
sgnα(σ) sgnβ(τ)στ
As Kℓ1+ℓ2+1(S;R) is a free R-module, it follows that suppα = ∅ or suppβ =
∅. 
Lemma 2.18. There is a well-defined R-bilinear map
φk,ℓ : H˜k(S1;R)× H˜ℓ(S2;R)→ H˜k+ℓ+1(S;R)
where H˜n(X;R) is the reduced n-th homology group of X.
Proof. Let α ∈ ker ∂k(R), β ∈ ker ∂ℓ(R), and assume that α = ∂γ. Then, by
the Koszul rule,
∂(γ · β) = ∂γ · β = αβ,
i.e. α · β is a boundary. Consequently, if α and α′ are homologous cycles
in S1, then α · β is homologous with α
′ · β; and if β and β′ are homologous
cycles in S2, then α · β is homologous with α · β
′. The reason is in the first
case that α− α′ is a boundary, and so is
α · β − α′ · β = (α− α′) · β
and similarly for the second case. It follows that if α,α ker ∂k,S1(R) are
homologous in S2, and β, β
′ ∈ ker ∂ℓ,S2(R) are homologous in S2, then α · β
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and α′ · β′ are homologous in S. This means that the R-bilinear product on
chains descends to an R-bilinear map between the reduced homologies. 
Lemma 2.19. Let S = S1 ∗ S2. Then S is an irreducible shell if and only
if S1 and S2 are irreducible shells.
Proof. ⇐. Assume Si = Spαi with αi irreducible cycles. It now follows from
the Koszul rule (Lemma 2.16) that ∂(α1 ·α2) = 0. Hence, S = Sp(α1 ·α2) is
a shell. One can easily verify that α1 ·α2 satisfies the conditions of Theorem
2.4. Hence, S is an irreducible shell.
⇒. Now, assume that S = Spα with α an irreducible cycle. Let σ be a
maximal simplex of Si. We can extend all maximal simplices of Si by the
same extension τ in S \ Si to a maximal simplex of S. For simplicity, we
write this simplex as στ . Let s ∈ σ. Then στ \ {s} has either precisely one
other extension to a maximal simplex σ′τ of S with sgnα(σ
′τ) = − sgnα(στ),
or precisely m−1 other extensions σ2τ, . . . , σmτ with sgnα(σiτ) = sgnα(στ)
(in that case, we have char(R) = m). This means that if we set
sgnσ := sgnα(στ)
for any maximal simplex σ of Si, we obtain a chain
αi =
∑
σ
sgn(σ)σ
which satisfies the properties of Theorem 2.4. Hence, Si = Spαi is an
irreducible shell. 
Lemma 2.20 (Ku¨nneth Formula). If R is a principal ideal domain, then
there is a short exact sequence
0→
⊕
i+j=n
H˜i(S1;R)⊗ H˜j(S2;R)→ H˜n+1(S;R)
→
⊕
i+j=n−1
Tor(H˜i(S1;R), H˜j(S2;R))→ 0
and this sequence splits.
Proof. Let Z1• ⊂ K•(S1) be the R-module of cycles in S1 and B1• ⊂ K•(S1)
the R-module of boundaries in S1. There is an exact sequence
0→ Z1,n → Kn(S1)→ B1,n−1 → 0
For i, j define the following maps:
Z1,i ⊗Kj(S2)→ Ki+j+1(S), α⊗ γ 7→ −α · γ
Ki+j+1(S)→ B1,n−1 ⊗Kj(S2), α · β 7→ ∂α⊗ β
One checks that these maps define morphisms of chain complexes Z1• ⊗
K•(S1) → K•(S) and K•(S) → B1• ⊗ K•(S2). In fact, the first map is
injective, the second map is surjective, and we have a short exact sequence
0→ Z1• ⊗K•(S1)→ K•(S)→ B1• ⊗K•(S2)→ 0
As these R-modules are free, this short exact sequence splits. There is also
the short exact sequence
0→ Z1• ⊗K•(S1)→ K•(S1)⊗K•(S2)→ B1• ⊗K•(S2)→ 0
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which also splits. This means that the two short exact sequences define
equivalent extensions of Z1•⊗K•(S2) and B1•⊗K•(S2). The latter sequence
occurs in the proof of the algebraic Ku¨nneth formula in [6, Thm. 3B.5]. By
looking at the corresponding long exact homology sequences, one derives
that
Hn+1(S;R) ∼= Hn(K•(S1)⊗K•(S2))
This means that the asserted short exact sequence is nothing but the alge-
braic Ku¨nneth formula, and it splits [6, Thm. 3B.5]. 
Remark 2.21. In [2, p. 90], Barmak applies the Ku¨nneth formula for joins,
as proved in [9], to non-Hausdorff joins of finite T0-spaces. Our Ku¨nneth
formula is fashioned precisely for non-Hausdorff joins of finite T0-spaces. It
has a direct proof by revealing it as the algebraic Ku¨nneth formula for the
tensor product of order complexes, and does not use the more general kind
of joins from [9].
2.3. Orbs in X.
Definition 2.22. Let n ≥ 2. An n-orb is a quadruple (O, a, a′, α), where O
is a space whose Hasse diagram looks like this:
a
❊❊
❊❊
❊ a
′
①①
①①
①
b
Spα
where α ∈ ker ∂n−2(R) is an irreducible cycle. Instead of (O, a, a
′, α) we will
write O(a, a′, α).
O is called the space associated with O(a, a′, α). The element b is called
the center of O(a, a′, α) or of O, and is also denoted as b = c(O(a, a′, α)) =
c(O). Spα is called the shell of O(a, a′, α) or of O.
Definition 2.23. The n-chain associated with an n-orb O(a, a′, α) is
chnO(a, a
′, α) = ab · α− a′b · α
Lemma 2.24. It holds true that
∂ chnO(a, a
′, α) = a′ · α− a · α
Proof. We have
∂ chnO(a, a
′, α) = ∂(ab · α)− ∂(a′b · α) = (b− a) · α− (b− a′) · α
= a′ · α− a · α

Corollary 2.25. It holds true that
Sp(∂ chnO(a, a
′, α)) = O(a, a′α) \
{
c(O(a, a′, α))
}
This is the irreducible shell whose Hasse diagram is as follows:
a
❉❉
❉❉
a′
②②
②②
Spα
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Proof. This is an immediate consequence of Lemma 2.24. 
Definition 2.26. Let n ≥ 2. An n-orb of X is an immersion
i : O(a, a′, α)→ X
where O(a, a′, α) is an n-orb, i(a), i(a′) ∈ Xmax, and (Spα)min ⊂ Xmin.
Lemma 2.27. Let O(a, a′, α), O(b, b′, β)→ X be n-orbs in X. Then
chnO(a, a
′, α) = − chnO(a
′, a, α) = − chnO(a, a
′,−α)
and
chnO(a, a
′, α) = ± chnO(b, b
′, β)
if and only if {
a, a′
}
=
{
b, b′
}
and α = ±β
Proof. This is clear. 
Definition 2.28. Two n-orbs O(a, a′, α) and O(b, b′, β) in X are equivalent,
if
chnO(a, a
′, α) = ± chnO(b, b
′, β)
Let Y ⊂ X. The set of equivalence classes of n-orbs in Y is denoted as
On(Y ). Let
On(Y ) := 〈{chn(O) | [O] ∈ On(Y )}〉 ⊂ Kn(X;R)
be the n-th orb module of X. If Y = X, we write On and On instead of
On(X) and On(X).
A 2-orb is called a cross. The reason is that its Hasse diagram looks like
Saint Andrew’s cross:
•
✹✹
✹✹ •
☛☛
☛☛
•
✡✡
✡✡ ✸✸
✸✸
• •
The reason for choosing the name “orb” is that if for an n − 2-shell S, the
set Smax consists of two points, then the Hasse diagram of an n-orb is given
by attaching the minimal points of a a cross to the maximal points of S,
and this n − 2-shell is often an n − 2-sphere. So, a visualisation of the
Hasse diagram looks like Saint Andrew’s cross attached to a finite sphere,
which reminds of an actual orb, where a conventional cross is attached to a
2-sphere.
There is a natural filtration on any subspace Z ⊂ X given by
Z0 := Zmin
Zk+1 := Zk ∪ (Z \ Zk)min
for k ≥ 0. And further,
Bk(Z) := Zk \ Zk−1
for k ≥ 0 with Z−1 := ∅.
The cone in Z of a point x ∈ Z is the space
CZ(x) := UZ(x) ∪ Fz(x)
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where
UZ(x) := {y ∈ x | y ≤ x}
FZ(x) := {y ∈ x | y ≥ x}
The punctured cone is
C˙Z(x) := CZ(x) \ {x}
Instead of CX(x) and C˙X(x) we will often write C(x) and C˙(x).
We call an immersion S → X with S an (irreducible) n-shell an (irre-
ducible) n-shell of X. Let
Sn := {n-shells of X}
Let Spα be an irreducible n-shell, and b ∈ Bi(Spα). We define the
following chains:
c(α, b) :=
∑
σ∈suppα
σ∋b
sgnα(σ)σ
c˙(α, b) :=
∑
σ∈suppα
σ∋b
sgnα(σ)(σ \ {b})
Lemma 2.29. Let Z = Spα be an irreducible n-shell, and b ∈ Bi(Spα).
Then
∂c(α, b) = c˙(α, b)
CZ(b) = Sp c(α, b)
C˙Z(b) = Sp c˙(α, b)
Proof. The last two equalities are obvious.
The first equality is seen as follows: Let σ ∈ suppα such that b ∈ σ, and
s ∈ σ \ {b}. Then
τ ∈ Cs(σ) ⇒ b ∈ τ
Cb(σ) = {σ}
It follows that in the boundary of c(α, b) the simplex σ\{b} survives, whereas
σ \ {s} gets cancelled out:
∂c(α, b) =
∑
σ∈suppα
σ∋b
sgnα(σ)(σ \ {b}) = c˙(α, b)
This proves the asserted first equality. 
Remark 2.30. From Lemma 2.29, it follows that C˙Z(b) is a shell.
Theorem 2.31. Let R be a principal ideal domain. It holds true that
ker ∂n ⊂ On
In other words, n-cycles are linear combinations of chains associated with
orbs.
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Proof. Let α ∈ ker ∂n \ {0} be an irreducible cycle. Since for Z = Spα, the
sets
supp c(α, b)
with b ∈ Bn−1(Z) are disjoint, it follows that
α =
∑
b∈Bn−1(Z)
c(α, b)
The space CZ(b) has the following Hasse diagram:
a1
❉❉
❉❉
. . . ar
③③
③③
b
S
(8)
Let σ = {s0 > · · · > sn} ∈ supp c(α, b). Then σ \{s0} has either precisely
two extensions, or precisely m = char(R) > 0 extensions σ1, . . . , σm in Spα
to n-simplices. Clearly, all those simplices contain b. In the first case, it
follows that r = 2, and in the second case we have r = m. In the latter case,
we have
m∑
i=1
σi =
m∑
i=2
(σi − σ1)
(as char(R) = m ≥ 2). This means that the divisor of α
m∑
i=1
sgnα(σ)σi =
m∑
i=2
sgnα(σ)(σi − σ1)
is a linear combination of σ2 − σ1, . . . , σm − σ1. It follows that α is a linear
combination of chains whose spaces have a Hasse diagram looking like (8)
with r = 2. By the Ku¨nneth formula for the non-Hausdorff join {a1, a2}∗S,
which is an n− 1-shell, it follows that S is an n− 2-shell: this follows from
the observation that the Tor-term is
Tor(H˜0({a1, a2}, R), H˜n−2(S,R)) = 0
as both R-modules are torsion-free.
Now, we claim that S is an irreducible n− 2-shell.
Case n = 2. Let aibs ∈ suppα. Then either aib lies in precisely two
2-simplices, or in precisely m 2-simplices. It follows that |Smin| = 2 or m.
In the latter case, the same argument as above shows that α is a linear
combination of chains associated with crosses.
Case n > 2. Let A ⊂ S be an n − 2-simplex. Let Aa denote A \ {a}
for some a ∈ A. The n − 1-simplex Aa ∪ {b, a1} has either precisely two or
m = char(R) > 0 extensions to n-simplices in Spα. All these extensions
contain b and a1. Hence, Aa has precisely two or m extensions to n − 2-
simplices in S. As S is a shell, it follows that S is an irreducible n− 2-shell.
Again, we see that α is a linear combination of chains associated with n-
orbs. 
Lemma 2.32. Let S = Spα be an irreducible n-shell. Assume that α = ∂β
for some β ∈ Kn+1(X). Then there is some b ∈ X\S such that S = C˙(b)∩S.
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Proof. First, we show that S ⊂ Spβ is a subspace. Namely, let x < y in
S. Let A be an n-simplex containing x and y. Now, A is a simplex in
the support of ∂β, hence a simplex of Spβ. It follows that x, y are in Spβ
satisfying x < y there, too.
Let b ∈ Spα \ S. We will show that
γ :=
∑
σ∈suppβ
σ∋b, σ\{b}⊂S
sgnα(σ \ {b})(σ \ {b})
is a boundary.
First observe that
Sp γ = C˙(b) ∩ S
Now, each n-simplex of C˙(b)∩S lies in precisely one n+1-simplex of (C˙(b)∩
S)∪{b}. Now, let A be an n-simplex of (C˙(b)∩S)∪{b} containing b. Then
A \ {b} is an n − 1-simplex of S. Hence, it lies in either precisely two or
precisely m = char(R) > 0 n-simplices A1, A2 resp. A1, . . . , Am of S. In the
first case, sgnα(A1) = − sgnα(A2), and in the second case, sgnα(A1) = · · · =
sgnα(Am).
Then Ai∪{b} is the unique n+1-simplex of CSpβ(b) containing Ai. Also,
sgnβ(Ai ∪ {β}) = ǫ sgnα(Ai)
with ǫ ∈ {±1}. This implies that A gets cancelled out in the boundary of β.
The only simplices not cancelled out are the n-simplices of supp γ. In other
words,
∂
∑
σ∈supp γ
sgnβ(σ ∪ {b}) = ǫγ
Hence, γ is a boundary. Now, there is an immersion Sp γS → S. Hence, by
irreducibility, it follows that S = Sp γ = C˙(b) ∩ S. 
Definition 2.33. A homogeneous subset of X is an immersion H → X
where H is a homogeneous space.
By abuse of language, we will identify a homogeneous subset of X with
its image under the immersion.
On the set of homogeneous subsets of X of fixed dimension n there is a
partial ordering k defined as
Z k Z
′ :⇔ ∀b ∈ Bk(Z) ∃
1b′ = f(b) ∈ Bk(Z
′) : b ≤ b′
C˙Z′(b
′) =
⋃
a∈f−1(b′)
C˙Z(a)
f : Bk(Z)→ Bk(Z
′) is a surjective map
and Z \Bk(Z) = Z
′ \Bk(Z
′)
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Similarly, there is a partial order k:
Z k Z ′ :⇔ ∀b′ ∈ Bk(Z
′) ∃1b = f ′(b′) ∈ Bk(Z) : b ≤ b
′
C˙Z(b) =
⋃
a′∈(f ′)−1(b)
C˙Z′(a
′)
f ′ : Bk(Z
′)→ Bk(Z) is a surjective map
and Z \Bk(Z) = Z
′ \Bk(Z
′)
This yields a preorder  defined as:
Z  Z ′ :⇔ ∀k = 0, . . . , n : Z k Z
′ or Z k Z ′
In particular, the set Sn is partially ordered with .
Lemma 2.34. Let α,α′ be irreducible n-cycles such that Spα  Spα′. Then
α homologous with α′ or −α′.
Proof. We need to show that α− α′ or α+ α′ is a boundary. Let Z be the
union of the underlying sets of S = Spα and S′ = Spα′. We define the
following relation R ⊂ Z × Z:
aRb :⇔


a ≤ b, a, b ∈ S or a, b ∈ S′
b = f(a), f as in def. of k, S k S
′, a ∈ Bk(S), b ∈ Bk(S
′)
a = f ′(b), f ′ as in def. of k, S k S′, a ∈ Bk(S), b ∈ Bk(S
′)
The space Z is a finite T0-space which is homogeneous of dimension n+ 1.
Now, assume S k S
′. Let A be an n+1-simplex of Z. Then there exists
a unique bA ∈ Bk(S) ∩ A and a unique b
′
A ∈ Bk(S
′) ∩ A such that b ≤ b′.
For c ∈ A, the set Ac := A \ {c} is an n-simplex, and
∂A = (−1)k+1AbA + (−1)
kAb′
A
+
∑
c∈A\{bA,b′A}
sgn∂AAc
Let c ∈ A \ {bA, b
′
A}. Then the n − 1-simplex Ac \ {bA} of S
′ has either
precisely two resp. m = char(R) > 0 extensions A′1, A
′
2 resp. A
′
1, . . . , A
′
m to
an n-simplex in S′. Let
c′i := A
′
i \ (Ac \ {bA}) ∈ C˙S′(b
′
A)
Similarly, the n−1-simplex Ac\{b
′
A} of S has precisely two resp.m extensions
A1, A2 resp. A1, . . . , Am to an n-simplex of S. Let
ci := Ai \ (Ac \
{
b′A
}
) ∈ C˙S(bA)
Clearly,
c′i ∈ C˙Z(bA) ∩ C˙S′(b
′
A) ⊂ S ∩ S
′
The latter inclusion holds true, because C˙S′(b
′
A) is a union of punctured
cones in S. Similarly,
ci ∈ C˙S(bA) ∩ C˙Z(b
′
A) ⊂ S ∩ S
′
Hence, ci, c
′
i ∈ S ∩ S
′. It follows that {ci} = {c
′
i}, i.e. Ac has precisely two
resp. m extensions Ac,1, Ac,2 resp. Ac,1, . . . , Ac,m to n+1-simplices in Z. Let
γ :=
∑
σ
sgnγ(σ)σ
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where σ runs through all n+ 1-simplices of Z, and
sgnγ(σ) := sgnα(σ \ {f(sk)})
if σ = {so > · · · > sn+1)}. Observe that
sgnγ(Ac,1) = − sgnγ(Ac,2) resp. sgnγ(Ac,1) = · · · = sgnγ(Ac,m)
and
sgnα(σ \ {f(sk)} = −ǫ sgnα′(σ \ {sk})
with ǫ ∈ {±1} independent of the simplex σ of Z. Consequently,
∂γ =
∑
A∈supp γ

sgn∂γ(AbA)AbA + sgn∂γ(Ab′A)Ab′A + ∑
c∈A\{bA,b′A}
sgn∂γ(Ac)Ac


=
∑
A∈supp γ
sgn∂γ(AbA)AbA +
∑
A∈supp γ
sgn∂γ(Ab′A)Ab
′
A
+
∑
A∈supp γ
∑
c∈A\{bA,b′A}
sgn∂γ(Ac)Ac
= −ǫα′ + α
The reasons for the latter equality are: The last term vanishes, because we
have shown that each Ac occurs in precisely two resp. m n + 1-simplices of
Z with opposite resp. equal signs. The second term is a linear combination
of all n + 1-simplices A with b′A removed, which is the same as the linear
combination of all n-simplices of S which is α. Similarly, the first term is
−ǫα′. Hence, α and ǫα′ are homologous in this case.
If S k S′, then a similar argument shows that α and ǫα′ are homologous.
In the general case, S  S′ can be written as a sequence S = S0  · · · 
Sm = S
′ with Si k Si+1 or Si 
k Si+1 for i = 0, . . . ,m − 1. By the
transitivity of the relation “is homologous with” it follows again that α and
ǫα′ are homologous. 
Let Sminn denote the minimal elements of Sn with respect to . We define
S
h
n :=
{
S ∈ Sn | S is a minimal shell, S
max ⊂ Xmax and S \ Smax ∈ Sminn−1
}
for n ≥ 1. In particular, if S ∈ Shn, then S \ S
max is an n − 1-shell. The
superscript h is chosen because that set is relevant for computing homology,
as we will see later on.
Definition 2.35. A generalised orb is a space of the form
O = S1 ∗ {c} ∗ S2
with a point c and each Si an irreducible shell. The point c is called the
center of O and is denoted as c(O).
Lemma 2.36. Let O be a generalised orb. Then O\{c(O)} is an irreducible
shell.
Proof. This follows from Lemma 2.19, as O \ {c(O)} is a join of irreducible
shells. 
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Lemma 2.37. Let S ∈ Shn. Assume S = Spα and
α = ∂β
for some β ∈ Kn+1(X). Then there is some b ∈ X \ S such that S ∪ {b} is
a generalised n+ 1-orb.
Proof. By Lemma 2.32, we have
S = C˙(b) ∩ S
for some b ∈ X \S. Hence, S∪{b} = S1 ∗{b}∗S2. It follows that S = S1 ∗S2
is a non-Hausdorff join. Lemma 2.19 implies that each Si is an irreducible
shell. Hence, S is a generalised orb. 
Definition 2.38. An n-orb is called minimal, if its n−2-shell is a minimal
element of Sn−2, and if its center is minimal among all possible centers. Let
Ominn (Y ) := {minimal n-orbs of Y }
Ominn := O
min
n (X)
and
O
min
n (Y ) :=
〈{
chn(O) | [O] ∈ O
min
n (Y )
}〉
O
min
n := O
min
n (X)
Definition 2.39. A generalised n-orb of X is an immersion
i : O → X
where O = S1 ∗ {c} ∗ S2 is a generalised n-orb with i(S
max
1 ) ⊂ X
max, and
i(S2,min) ⊂ Xmin. A generalised n-orb of X is called minimal, if it is mini-
mal among the orbs of X with respect to the partial order  of homogeneous
subsets of X. Let Y ⊂ X and
G
min
n (Y ) := {minimal generalised n-orbs of Y }
G
min
n = G
min
n (X)
G
min
n (Y ) :=
〈{
o ∈ Kn(X) | Sp o ∈ G
min
n
}〉
G
min
n := G
min
n (X)
Definition 2.40. An irreducible n-shell S = Spα such that α is a boundary,
is called a boundary. If α ∈ ∂On+1, then S is called orbable. If n = 1, then
we also call an orbable minimal n-shell crossable.
Lemma 2.41. If S ∈ Sh1 is a boundary, then S is crossable.
Proof. Let S ∈ Sh1 be a boundary. By Lemma 2.37, O = S ∪ {b} is a
generalised orb with b /∈ Smin ∪S
max. As Smax ⊂ Xmax and Smin ⊂ Xmin, it
follows that O is a cross. 
Lemma 2.42. Let S = Spα ∈ Shn. If S is orbable (or crossable), then
Smax = 2 and there exists some O ∈ Ominn+1 such that ∂ chn+1O = ±α.
Proof. The statement about the number of maximal points is obvious. If
S is orbable, then any orb O having S \ Smax as its shell and Smax as its
maximal points satisfies ∂ chn+1O = ±α. In particular, there exists some
O ∈ Ominn+1 with ∂ chn+1O = ±α. 
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We define
Wn :=
〈{
c ∈ Kn(X;R) | Sp c ∈ S
h
n is boundary which is not orbable
}〉
Proposition 2.31 and Lemma 2.42 imply that there is an (augmented)
chain complex
· · ·
∂on+1
−→ Ominn
∂on−→ Ominn−1
∂on−1
−→ · · ·
∂o3−→ Omin2
∂o2−→ K1(Y0)
∂o1−→ K0(Y0)
deg
−→ R→ 0
whose boundary maps are induced by the boundary map ∂ of the order
complex K(X), and with Y0 := X
max ∪Xmin. We call this complex the orb
complex of X, and its homology is called orb homology. The orb homology
groups are denoted as H˜on(X). Now, the inclusion map O
min
• → K•(X)
induces a map
φ : H˜on(X)→ H˜n(X)
Theorem 2.43. It holds true that
φ : H˜on(X)→ H˜n(X)
is surjective for all n ≥ 0. For n ≥ 1 it holds true that
ker ∂on =
〈{
chn(S) | S ∈ S
h
n
}〉
and
ker φ ∼=Wn
It holds true that W1 = 0.
Proof. For n = 0, there is nothing to prove.
The statement that
ker ∂on =
〈{
chn S | S ∈ S
h
n
}〉
for n ≥ 1 is clear.
From Lemma 2.34, it follows that any irreducible n-shell S = Spα can be
replaced by some Sh = Spαh ∈ Shn such that α and α
h are homologous.
For n = 1, this means that any minimal 1-shell is homologous to some
minimal 1-shell S = Spα with Smax ⊂ Xmax and Smin ⊂ Xmin, i.e. we may
assume that S ∈ Sh1 . And S ∈ S
h
1 is crossable if and only if there is some
O ∈ Omin2 such that
α = ±∂ ch2(O)
It follows that
H˜1(X) ∼= 〈
{
α | S(α) ∈ Sh1
}
〉/∂Omin2 = H
o
1(X)
This means that W1 = 0.
Now, let n ≥ 2. It holds true that
im ∂n+1 ∩O
min
n = ∂O
min
n+1
Clearly, the inclusion ⊇ holds true. On the other hand, im ∂n+1 ∩ O
min
n is
generated by orbable n-shells from Shn. By Lemma 2.42, it follows that the
corresponding chains are the boundaries of chains of minimal orbs. This
implies the inclusion ⊆.
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It holds true that each n-cycle is homologous to some cycle in ker ∂on.
Hence, the induced map
H˜on(X)→ H˜n(X)
is surjective. Its kernel can be calculated from
im ∂n ∩ ker ∂
o
n = ∂O
min
n ⊕Wn
Namely,
H˜n(X) =
ker ∂n
im ∂n+1
=
ker ∂on
im ∂n+1 ∩ ker ∂on
=
ker ∂on
∂Ominn ⊕Wn
Hence ker φ ∼=Wn, as H˜
o
n(X) = ker ∂
o
n/∂O
min
n . 
3. Computing Integer Homology
Here, we show how to compute Hon(X;Z) and Hn(X;Z).
In the following, we define
∂Ominn+1 :=
{
S ∈ Shn | S is orbable
}
3.1. How to find a basis of ker ∂on(Z) consisting of irreducible cycles.
Consider the restricted boundary operator
∂ := ∂on(Z) : O
min
n (X;Z)→ O
min
n−1(X;Z)
Let B be a basis of Ominn consisting of chains associated with n-orbs. Let
C ⊆ ∂B be a linearly independent subset. The elements of C are chains
associated with orbable irreducible n− 1-shells.
Let A = (αoγ) ∈ Z
B×C be the matrix given by
∂o =
∑
γ∈C
αoγγ, o ∈ B
Let
F = {0, 1,−1}
Lemma 3.1. Let C be a basis of ker ∂on(Z) consisting of irreducible cycles,
and let α ∈ ker ∂n(Z) be an irreducible cycle. Then
α =
∑
γ∈C
rγγ
with γ ∈ F.
Proof. Let β =
∑
γ∈C
rγγ ∈ ker ∂n(R) be an irreducible cycle over R. We will
show that the sets
Cβ = {γ ∈ C | rγ 6= 0}
C ′β = {γ ∈ C | suppγ ∩ suppβ 6= ∅}
are equal. First, observe that
suppβ ⊂
⋃
γ∈Cβ
supp γ(9)
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and
β =
∑
γ∈C′
β
rγγ +
∑
γ∈C\C′
β
rγγ(10)
but the first term is a cycle which divides β. Hence, it equals β, as, by (9),
there exist γ containing simplices in the support of β. This implies C ′β ⊂ Cβ.
But also Cβ ⊂ C
′
β, because in the decomposition (10), the first term is a
divisor of β.
Now, if β is an irreducible n-cycle over Z, then it can be viewed as a
cycle over Z/mZ for any m > 1. By Theorem 2.4, it follows that β is also
irreducible over Z/mZ. It follows for our α that the linear combination
α =
∑
γ∈C′α
rγγ
reduces modulo m to a linear combination
α =
∑
γ∈C′α
r¯γγ
with r¯γ = rγ mod m, but the corresponding set
C¯α = {γ ∈ C | r¯γ 6= 0}
is the same:
C¯α = C
′
α = Cα
Hence,
rγ 6≡ 0 mod m
for all m > 1 and all γ ∈ C. It follows that rγ ∈ F for all γ ∈ C. 
Corollary 3.2. All coefficients αbc are either 0, 1, or −1.
Proof. This is an immediate consequence of Lemma 3.1 
Each row of A represents the boundary of an n-orb as a linear combination
of n− 1-shells from C.
Clearly, we have |C| ≤ |B|. Take bijections B → {1, . . . , k}, C →
{1, . . . , ℓ} and view A as a matrix in {±1}k×ℓ. Now, the doolittle algorithm
combined with row permutations for obtaining the PLU -decomposition of
A yields a decomposition
A =MU
where U is an upper triangular matrix and M an invertible matrix. U =
(uij) has the property that
uii = 0⇒ uij = 0 for j = 1, . . . , ℓ
By correctly applying this algorithm, one never adds a row onto a zero row.
Hence, a zero row in U is of the form
0 = ui• =
∑
o∈Ji
ro∂o
with ro ∈ {±1}, and where Ji is minimal, i.e. if a subset I ⊂ Ji satisfies∑
i∈I
ro∂o = 0, then either I = Ji or I = ∅.
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Lemma 3.3. The n-cycle
αi =
∑
o∈Ji
roo ∈ ker ∂
o
n
is irreducible.
Proof. Let α be an irreducible divisor of αi, and let
I = {o ∈ Ji | supp o ∩ suppα 6= ∅}
For σ ∈ suppα, it follows that∑
o∈I
supp o∋σ
ro sgno(σ) = sgnα(σ) = sgnαi(σ) =
∑
o∈Ji
supp o∋σ
ro sgno(σ)
From this it follows that
α˜ =
∑
o∈I
roo
satisfies
sgnα˜(σ) =
∑
o∈I
supp o∋σ
ro sgno(σ) = sgnα(σ)
Hence, α˜ = α is a cycle. By minimality of Ji, it follows that I = Ji. Hence,
αi = α is irreducible. 
It follows that the extended doolittle algorithm yields a basis of ker ∂on
consisting of irrecucible n-cycles.
3.2. How to find a basis of Ominn consisting of n-orbs. Let n ≥ 2. The
first step for finding a basis of Ominn consisting of chains associated with
n-orbs is to find a basis B′ of ∂Ominn consisting of irreducible n − 1-cycles
as follows: Take a basis C of ker ∂on−1 consisting of irreducible cycles, as
explained in subsection 3.1. Let
C1 := {γ ∈ C | γ is the chain of an orbable n− 1-shell}
C2 =

α = ∑
γ∈C
rγγ | rγ ∈ F, α is irreducible, Spα is orbable


The next step is to obtain
Bi :=
{
o ∈ Ominn | o = Sp(O(a, a
′, α)), chn
(
O(a, a′, α) \
{
c(O(a, a′, α))
})
∈ Ci
}
Lemma 3.4. It holds true that
O
min
n = 〈B1 ∪B2〉
Proof. Let o = chnO(a, a
′, α) with O(a, a′, α) ∈ Ominn . Then ∂o is the chain
of an orbable n− 1-shell. If ∂o ∈ C1, then o ∈ B1.
Assume that ∂o /∈ C1. Then ∂o is a linear combination
∂o =
∑
γ∈J
rγγ
with J ⊂ C and rγ ∈ {±1} (cf. Lemma 3.1). Let c be the center of
O(a, a′, α). We claim that Sp γ ∪ {c}, with γ ∈ J , is an n-orb.
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Observe that Sp γ contains an n− 1-simplex which lies inside Sp ∂o. This
simplex can be extended with c to an n-simplex. As Sp γ is orbable by
adding some center, it follows that this center must be c. Hence, Sp γ ∪ {c}
is an n-orb.
It follows that o can be expressed as a sum of elements of B1 ∪B2. 
The third step is to take a linearly independent subset B of B1∪B2. This
can be done by taking precisely one orb O(a, a′, α) ∈ Ominn such that
chn−1(O(a, a
′, α) \ {c}) = γ
where c is the center of O(a, a′, α), for each γ ∈ C1 ∪ C2.
3.3. How to compute homology with integer coefficients. The at-
tentive reader might have noticed that the method of subsection 3.1 uses a
basis consisting of orbs in order to construct a basis of irreducible cycles,
and the method of subsection 3.2 uses a basis of irreducible cycles in order
to construct a basis of orbs. However, this does not occur for the same
dimensions. We will see this clearly in the following algorithm:
Let Λ: M →M ′ be a linear map between finitely generated free modules
M,M ′, and let B,B′ be a basis of M,M ′. Then
DBB′(Λ) = (λbb′) ∈ Z
B×B′
is the matrix given by
Λ(b) =
∑
b′∈B′
λbb′b
′
for b ∈ B.
Algorithm 3.5 (Compute Homology). The following algorithm computes
the groups Hk(X,Z) and H
o
k(X,Z) for k ≥ 1.
Step 1. Find a basis C ′ of ker(∂o1 : K1(Y0)→ K0(Y0)). If dim(X) > 1, find
C1 :=

α = ∑
γ∈C′
rγγ | rγ ∈ F, α is irreducible, Spα is crossable


Let C be a maximal linear independent subset of C1. Find a basis B of O
min
2
such that ∂B = C, using the method from subsection 3.2. Let
A =

m1 0. . .
0 mr


be the Smith normal form of DBC(∂n(Z)). Then
Ho1(X,Z)
∼= H1(X,Z) ∼= Z
|C′\C| ⊕Z/m1Z⊕ · · · ⊕Z/mrZ
If dim(X) = 1, then
Ho1(X,Z)
∼= H1(X,Z) ∼= Z
|C′|
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Step k. Use the basis of Omink consisting of k-orbs produced in Step k− 1 to
obtain a basis C ′ of ker ∂ok using the method of subsection 3.1. If dim(X) > k,
find
C1 :=

α = ∑
γ∈C′
rγγ | rγ ∈ F, α is an irreducible boundary


Co1 :=

α = ∑
γ∈C′
rγγ | rγ ∈ F, α is irreducible, Spα is orbable


Let Co be a maximal linear independet subset of Co1 , and C be a maximal
linear independent subset of C1.
Find an orb-basis B1 of O
min
k+1 such that ∂B1 = C
o, using the method
from subsection 3.2. Find a basis B2 of ∂
−1
k+1(C \C
o) consisting of minimal
generalised orbs. Let B = B1 ∪B2, and
A =

m1 0. . .
0 mr


be the Smith normal form of DBC(∂k+1(Z)). Then
Hok(X,Z)
∼= Z|C
′\Co| ⊕Z/m1Z⊕ · · · ⊕Z/mrZ
Hk(X,Z) ∼= Z
|C′\C| ⊕Z/m1Z⊕ · · · ⊕Z/mrZ
If dim(X) = k, then
Hok(X;Z)
∼= Hk(X;Z) ∼= Z
|C′|
Terminate with Step n = dim(X).
In comparison with the method of [4], we can say that their method relies
on a spectral sequence for a filtration (Xp) of X, which uses the reduced
homology groups H˜p+q−1(C˙Xp(x)) for x ∈ Xp \Xp−1. The authors do not
explain this, but one could iteratively use their method to compute those.
On the other hand, our method produces explicit homology generators and
uses only the small chain complex Omin• . The size of our complex depends
only on the number of independent minimal orbs, and the only chains which
are used in the computations are those associated with orbs, and sums of
orbs giving irreducible cycles.
Theorem 3.6. The worst-case time-complexity of Algorithm 3.5 for com-
puting bn(X) is at least exponential in rn = rk(ker ∂n(Z)) for n ≥ 3. If the
map
c : Gminn+1 → X, O 7→ c(O)
is injective, then the time-complexity of Algorithm 3.5 for computing bn(X)
is polynomial in |B| · |C|, where B and C are as in Algorithm 3.5.
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Proof. Let X be the following union of n-orbs having the same center, and
with Xmax = {a, a′}, whose Hasse diagram is
a
❈❈
❈❈
a′
②②
②②
c
YN
where YN is a homogeneous space in which the Hasse diagram of each sub-
space Bi(YN ) ∪Bi+1(YN ) is a complete bipartite graph, and for which
|Bi(YN )| =
{
N + 1 > 2, i ∈ {0, 1}
2, otherwise
Choose a maximal linearly independent set B of such orbs. Now, any pair
of subsets A0 ⊂ B0(YN ), A1 ⊂ B1(Yn) of the same cardinality k ≥ 2 yields
an n-orb containing the irreducible loop
•
❅❅
❅ • . . . • •
⑦⑦
⑦
•
⑦⑦⑦
• . . . • •
❅❅❅
Hence, there are exponentially many linear combinations of B with coeffi-
cients in F which are n-orbs.
This means that if dim(X) ≥ n contains such a family of minimal n-orbs,
then the cardinality of the set Co1 in step n−1 of Algorithm 3.5 is exponential
in |Co|. The worst-case happens if C ′ = Co. Hence, the worst-case run-time
for computing bn(X) is at least exponential in r.
If the map c is injective, then
C1 =
{
γ ∈ C ′ | γ is a boundary
}
= C
with the notations taken from Algorithm 3.5. The worst case occurs if
|C ′| = |C|. The time-complexity of the sub-algorithms used in Algorithm
3.5 are polynomial in |B| · |C|. Together, this means that this also yields an
upper bound for the time-complexity of computing bn(X). 
Question. Is there an algorithm for computing bn(X) whose time-complexity
is always polynomial in rk(im ∂n+1(Z)) · rk(ker ∂n(Z))?
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