Introduction
These notes are about applications of the one-dimensional double affine Hecke algebra to q-Gauss integrals and Gaussian sums. The double affine Hecke algebras were designed for a somewhat different purpose: to clarify the quantum Knizhnik-Zamolodchikov equation. Eventually (through the Macdonald polynomials) they led to a unification of the Harish-Chandra transform (the zonal case) and the p-adic spherical transform. It is not just a unification. The new transform is self-dual in contrast to its celebrated predecessors. Actually it is very close to the Hankel transform (Bessel functions) and its recent generalizations from [O3,D,J] (see also [H] ). The q-Gauss integrals are in the focus of the q-theory.
The transfer to the roots of unity and Gaussian sums is quite natural as well. Quantum groups are the motivation. We generalize and, at the same time, simplify the Verlinde algebras, the reduced categories of representations of quantum groups at roots of unity. Another interpretation of the Verlinde algebras is via the Kac-Moody algebras [KL] (due to Finkelberg for roots of unity). A valuable feature is the projective action of P SL(2, Z) (cf. [K, Theorem 13.8]) . It is the foundation of the double Hecke algebra technique and an extension of the framework of the theory of metaplectic representations.
The classification of irreducible spherical unitary representations of onedimensional double Hecke algebra matches well and generalizes the classical formulas for the Gaussian sums. The complete version of this paper (arbitrary root systems) is [C5] . See also [C1] . There are of course other applications of double affine Hecke algebras. We will not discuss them here (see [C6] ). This paper is based on my Harvard mini-course (1999) and lectures at University Roma I (La Sapienza). I am thankful to D. Kazhdan, C. De Concini, and the organizers of the CIME school for the kind invitation and publication of the paper.
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Gauss integrals and Gaussian sums. The starting point of many mathematical and physical theories is the formula: (a) Its generalization to the Bessel functions, namely, the invariance of the Gaussian e −x 2 with respect to the Hankel transform, is the cornerstone of the Plancherel formula.
(b) The following "perturbation" for the same ℜk > −1/2
(e x 2 + 1) −1 x 2k dx = (1 − 2 1/2−k )Γ(k + 1/2)ζ(k + 1/2) (2) is fundamental in the analytic number theory.
(c) The multi-dimensional extension due to Mehta with the integrand 1≤i<j≤n (x i − x j ) 2k instead of x 2k gave birth to the theory of matrix models and the Macdonald theory with various applications in mathematics and physics.
(d) Switching to the roots of unity, the Gauss formula
can be considered as a certain counterpart of (1) at k = 0.
(e) Replacing x 2k by sinh(x) 2k , we come to the theory of spherical and hypergeometric functions and to the Harish-Chandra transform. The transform of the Gaussian (although very transcendental) plays an important role in the harmonic analysis on symmetric spaces.
To employ modern mathematics at full potential, we need to go from Bessel to hypergeometric functions. In contrast to the former, the latter can be studied, interpreted and generalized by a variety of methods in the range from representation theory and algebraic geometry to integrable models and string theory. However the straightforward passage x 2k → sinh(x) 2k creates problems. The spherical transform is not self-dual anymore, the formula (1) has no sinh-counterpart, and the Gaussian looses its Fourier-invariance.
Difference setup. It was demonstrated recently that these important features of the classical Fourier transform are restored for the kernel δ(x; q, k)
Actually the self-duality of the corresponding transform can be expected a priori because the Macdonald truncated theta-function δ is a unification of sinh(x) 2k and the Harish-Chandra function (A 1 ) serving the inverse spherical transform.
As to (1), setting q = exp(−1/a), a > 0,
Here both sides are well-defined for all k except for the poles but coincide only when ℜk > 0, worse than in (1). This can be fixed as follows:
The limit of (6) multiplied by (a/4) k−1/2 as a → ∞ is (1) in the imaginary variant.
One can make (5) entirely algebraic replacing γ −1 = q −x 2 by its expansioñ
and using Const Term( c n q nx ) = c 0 :
Jackson sums. A most promising feature of special q-functions is the possibility to replace the integrals by sums, the Jackson integrals.
Let ♯ be the integration for the path which begins at z = ǫi + ∞, moves to the left till ǫi, then down through the origin to −ǫi, and then returns down the positive real axis to −ǫi + ∞ (for small ǫ). Then for |ℑk| < 2ǫ, ℜk > 0,
The sum γ is the Jackson integral of γ = q x 2 for a special choice (−k/2) of the starting point and µ/µ(−k/2) taken as the measure. The convergence of the sum (9) is for all k.
When q = exp(2πi/N ) and k is a positive integer ≤ N/2 we come to the Gauss-Selberg-type sums:
They resemble the modular Gauss-Selberg sums but the difference is dramatical. The latter are calculated in the finite fields and are embedded into roots of unity right before the final summation. Our sums are defined entirely in cyclotomic fields.
Substituting k = [N/2] we arrive at a generalization of (3). Let us consider N = 2k only (the case N = 2k + 1 is very similar):
First, ΠΠ = (X N − 1)(X + 1)(X − 1) −1 (1) = 2N. Second, arg(1 − e iφ ) = φ/2 − π/2 when 0 < φ < 2π, and therefore
To consider general primitive roots q = exp(2πil/N ) as (l, N ) = 1, one needs to control the set of arg(q j ) for 1 ≤ j ≤ k. This leads to a variant of the quadratic reciprocity. We will skip it.
Finally,
, and q k 2 4 Π = √ N (1 + i).
Q-Mellin transform
Conceptually, (5) and (9) are close. They differ only by the choice of integration and the sign of the Gaussian. However the second formula looks more involved. Let us clarify this. Following [C3] , we are going to deduce both formulas from a certain generalization of the key property of the classical Mellin transform.
First we will introduce the shift operator. In the setup of this paper, it is the so-called Askey-Wilson operator, the following q-deformation of the differentiation:
For instance,
The name is "shift operator" because its action on the basic (q-difference) hypergeometric function results in the shift of the parameters [AW] .
for the Rogers polynomials {p n (x)}(n = 0, 1, 2, . . . ) [AI] . They are x-even polynomials in terms of q mx (m ∈ Z), pairwise orthogonal with respect to the pairing f, g = Const Term (f gδ) (here δ(x; q, k) from (4) is replaced by the corresponding Laurent series), and normalized by the condition
The basic hypergeometric function makes n arbitrary complex and contains one more parameter covering the BC-case.
In (1.4), k = −1, −2, −3, . . . , −m + 1 modulo 2πaiZ. For example,
The multi-dimensional generalization of {p} is due to Macdonald (see e.g. [M1] ). The differential shift operators for arbitrary root systems were introduced by Opdam (see [O1] and also [He] for the interpretation via the Dunkl operators). The difference ones were considered in my papers. They depend on k in contrast to the simplest case considered here (A 1 ). The celebrated constant term conjecture was verified using these operators. They are also used in [O2,C3] for analytic continuations.
Shift-formula. Let πa > ǫ > 0 and be one of the following integrations:
The path of the second integration begins at x = −ǫi + ∞, moves to the left down the positive real axis till −ǫi, then circles the origin and returns up the positive real axis to ǫi + ∞ (for small ǫ > 0).
and continuous on the integration paths and the boundary of D. It is also assumed to have coinciding continuous (in terms of κ) limits
in the case of the imaginary integration im . We introduce the q-Mellin transform of E(x) by the formula
The following theorem can be directly deduced from (1.3).
Theorem 1.1. Given ǫ > 0, let K ǫ be the set of k such that ℜk > 2ǫ for the imaginary integration, and {ℜk > 0, |ℑk| < 2ǫ} for the sharp one
Assuming that E(x) is 1-regular, k ∈ K ǫ , and the integrals below are welldefined,
Gaussians. Let us take E = γ −1 = q −x 2 for the imaginary integration provided that 0 < q < 1. Since Sγ −1 = q −1/4 γ −1 and Sγ = −q 1/4 γ we come to the following equation for ψ k = ψ k (γ −1 )
which readily results in
The function C k can be extended analytically to all k ∈ C. Taking into consideration the zeros of C k (at Z/2) and its periodicity properties (pure in the real direction and with a multiplicator in the imaginary direction) we conclude that C = 0. This, in its turn, is sufficient to establish (5).
When the integration is sharp and E is analytic, the analytic continuation of ψ k (E) to all k is given by Cauchy's theorem:
Following the imaginary case, we conclude that C = 0 and φ k + φ k+1 = 0, but the end of the proof of (9) is a bit more involved. We use (1.13) to check that
Also φ k has zeros at Z + . Eventually we come to (9). We note that there is a better proof, simpler and more algebraic, which is parallel to the one from [C1] (arbitrary root systems). Also both identities (5) and (9) can be deduced from Bailey's 6 Ψ 6 summation theorem, as was observed by Macdonald and Andrews.
Actually these formulas are important because they are ingredients of the following, hopefully new, general identities:
Here ς = 1, −1 correspond respectively to
So we switched from im δ(x; q, k)dx and ♯ δ(x; q, k)dx to more algebraic .
For even f (x), it is just the matter of normalization. Here q ∓x 2 serves respectively • and • . In the case of • we still assume that 0 < q < 1, which is not necessary anymore for • after q −x 2 is replaced by the Laurent series.
Recalculating (5) and (9):
The so-called group case k = 1 is a good exercise. The Rogers polynomials become the SL 2 -characters:
The calculation is almost equally simple for arbitrary root systems (use Weyl's character formula).
Double Hecke algebras
Double Hecke algebras provide justifications and generalizations. In the
for the group algebra of the group B q generated by T, X, Y, q 1/4 with the relations
The starting point of the theory is the PBW theorem. Any element of H ∈ H H can be uniquely expressed in the form
Permuting X, T, Y one gets 5 more statements of this kind.
Renormalizing
we can assume that q = 1 in B q . However this will change the quadratic relation. The group B 1 is close to the fundamental group of the {E × E \ diag}/S 2 for the elliptic curve E, which is a special case of the calculation due to Birman. Without going into detail, let us mention that T is the half-turn about the diagonal, X, Y correspond to the "periods" of E.
The topological interpretation is helpful to see that the central extension P SL c 2 (Z) of P SL 2 (Z) (Steinberg) acts on B 1 and H H. The automorphisms corresponding to the generators 11 01 , 10 11 are as follows:
They fix T, q, t. This of course can be readily checked without topology.
Formally, τ + is the conjugation by q x 2 for X represented (here and further) in the form X = q x . This will be used to calculate the q-Fourier transform of the Gaussian multiplied by the Macdonald polynomials.
The Fourier transform on the generalized functions can be associated with the anti-involution
The existence of ϕ can be easily deduced from (2.1) too.
The group P SL c 2 (Z) and ϕ act on H H for all root systems. A direct algebraic proof of this important fact is known (the author and Macdonald). However the considerations are more involved, especially if the root system is not of the A-type. When t = 1 we get the well-known action of SL 2 (Z) on the Weyl and Heisenberg algebras (the latter as q → 1).
Macdonald polynomials. Generalizing the Rogers polynomials, we introduce the Macdonald (nonsymmetric) polynomials as eigenfunctions of Y in the following H H-representation in the space L of the Laurent polynomials of X = q x :
for the reflection sf (x) = f (−x) and the translation pf (x) = f (x + 1/2). It is nothing else but the representation of H H induced from the character
Explicitly:
From now on we set t = q k . Here we need to take k ∈ −N/2 to ensure that the spectrum of Y in L is simple (i.e. n ♯ = m ♯ for n = m). In this section q is generic.
The connection with the Rogers polynomials is via the symmetrization:
Let us renormalize {e}. We call ǫ
This identity is the main advantage of the difference setup and has no counterpart in the Harish-Chandra theory. The limits of p (k) n as q → 1 and X = e x are spherical functions for k = 1/2, 1, 2 and the Gegenbauer polynomials for arbitrary k. The nonsymmetric polynomials seem to have no direct relations to Lie groups and Lie algebras. However the definition is not quite new in the representation theory. Actually it is borrowed from affine Hecke algebras (but the representation L is new).
The main references are [O2, M2, C2] . As far as I know, for the first time the nonsymmetric polynomials appeared in Heckman's lectures (the differential case).
The first 5 spherical polynomials are:
Duality. Let us prove the duality in detail. We will use the anti-involution ϕ from (2.4) and the following evaluation on H H :
It is ϕ-invariant: {ϕ(H)} t = {H} t . Hence {A, B} t = {B, A} t for the pairing
The evaluation map is the composition
where α is a residue modulo the ideal
Here by H we mean the image of H ∈ H H in the polynomial representation L (with X being q x ). The last relation readily follows from the interpretation of L as the induced representation from the character χ(
Finally, thanks to (2.11), (2.6), and the spherical normalization:
The duality can be used to calculate the renormalization constants, "q, tdimensions", e n (−k/2). See the formulas in [C4] (Appendix).
Fourier transform
Combining τ ± (see (2.3)), we will prove that the spherical polynomials multiplied by the Gaussian are eigenfunctions of the q-Fourier transform and establish (1.15). Here the nonsymmetric polynomials are much more convenient to deal with than the symmetric (even) ones.
We need the unitary structure of the polynomial representation L, which is given by the
from (7). We extend the map X * = X −1 , Y * = Y −1 , T * = T −1 , q * = q −1 , t * t −1 to an anti-involution of H H. Its restriction to L will be denoted by * too. Recall that X is identified with q x and X(z) = q z .
Since * changes q, t we have to be more precise with the field of constants. From now on let
Here µ • is considered as a Laurent series. Actually its coefficients are rational functions in terms of q, t. This gives that µ *
Thus the form is * -hermitian.
An immediate application of (3.3) is the orthogonality of e n (and p n ) for pairwise distinct indices. The µ-norms of the e-polynomials and p-polynomials are known (for arbitrary root systems) but we do not need them here.
Functional representation. Let us discuss the sharp-variant of the polynomial representation. The space will be
By Funct f in we mean finitely supported functions.
The X becomes the operator of multiplication by q z for z ∈ ⊲⊳ . The action of s, p remains the same: s(f )(z) = f (s(z)), p(f )(z) = f (z + 1/2). So they can't be applied to any f ∈ F. However sp is well-defined. The formula for T reads
It is well-defined in F thanks to the factor t 1/2 q 2z − t −1/2 which vanishes whenever s(z) ∈ ⊲⊳ for z ∈ ⊲⊳ . Therefore Y = spT acts in F too, and we have a representation
Actually • was already used above in (1.17). The old and new ones coincide for even functions f (x). Use the above formulas for µ • to check it. The final claim is that F is * -unitary with respect to f, g • . Cf. (3.3). The space F of all functions is also an H H -module. The pairing can be extended to some subspaces of F . For instance, the scalar products e n , e m • are welldefined for ℜk << 0. However only finitely many of them converge for any given k. To "integrate" all ǫ n for each k we will add the Gaussians.
Main Theorem. Generalizing (1.4), we calculate the Fourier transforms of the spherical polynomials times the Gaussian. There are several variants of the Fourier transform. We will discuss only two of them:
Here f (x) is taken from (a proper completion of) L and F respectively, whereas the Fourier-images belong to F.
Recall that byγ −1 we mean the Gaussian γ = q x 2 considered as a Laurent series (see (8)). It is assumed that 0 < q < 1. We will use the automorphisms τ ± from (2.3). 
ii) Given an arbitrary k and any n, m ∈ Z,
Proof. The first part readily results from the irreducibility of L and F. The second part is based on the following fact: Hγ −1 =γ −1 τ + ( H) in the polynomial representation extended by the Gaussian. Indeed, the conjugation byγ corresponds to τ + on the generators X, T, and sp. The same holds in the functional representations F if γ = q z 2 is treated as an element of F. We prove here only (3.9).
The map
induces the involution τ −1
− on H H . This map acts from L to F where the field of constants is extended by q k 2 /4 .
The automorphism τ − fixes Y . Hence the image of f = ǫ n is an eigenfunction of the discretizations Y ′ with the same eigenvalue. Let us prove that F γ (ǫ n ) has to be proportional to ǫ ′ n = ǫ n (m ♯ ). One may assume that n = 0 (an exercise). The function g = F γ (1) satisfies t −1/2 T ′ (g) = g = (sp)(g). We have used here that τ − fixes T and sp. Thus g is invariant with respect to s and p, which means that it is a constant.
Setting F γ (ǫ n ) = h n γ(n ♯ ) q −k 2 /4 ǫ ′ n for h n ∈ Q q,t , we need to check that h n = 1. It is true of course for h 0 . However h m = h n for all m, n ∈ Z because both the left and right sides of (3.9) are m ↔ n symmetric. As to the righthand side, it is because of the duality.
It follows from the theorem, that the composition F • F • is nothing else but the discretization map f → f ′ = f (n ♯ ). Indeed, F • is an isomorphism L → F and F • F • induces the identity on H H . So it has to be proportional to f → f ′ because of the irreducibility of L. It suffices to calculate the coefficient of proportionality for f = ǫ 0 = 1, which is 1 thanks to the normalization of µ • and µ • .
Explicitly,
The simplest way to see it is to apply F • to δ m ♯ and to use that
This observation is directly related to the Plancherel formula for the padic spherical transform. The nonspherical case requires a variation of the initial point in the Jackson integral. It is −k/2 in this paper. See [C1] , [C2] . Analytic problems seem not very difficult, at least in the one-dimensional case [KS] . It is likely that there are connections with p-adic Lusztig's theory and recent results due to Heckman, Opdam on the general Plancherel formula for affine Hecke algebras. Hopefully the double Hecke algebra can give here more than just a q-deformation.
The analytic considerations become much simpler if we switch from L tõ γ −1 L and adjust properly the functional case. However the Gaussian collapses in the p-adic limit: q → ∞ with X, t being fixed. The zonal limit sending q → 1 and fixing X, k destroys the Gaussian too. If the Gaussian partially survives under such limits then it may lead to a new technique in the classical harmonic analysis, but there are no confirmations so far.
Roots of unity
Let q = exp(2πi/N ). Actually the formulas which do not contain the imaginary unit i explicitly hold for any primitive q. Indeed, we can apply the Galois automorphisms. However we need "the least" q to ensure the positivity of the inner product. The sign of q 1/2 = ± exp(πi/N ) is sometimes important too. As to q 1/4 , the formulas are true for either choice. We remind the reader that by q n/4 we mean (q 1/4 ) n unless otherwise stated.
We begin with the main sector which is 0 < k < N/2, k ∈ Z. Recall that q x (m/2) = q m/2 for m ∈ Z. The field of constants is Q q = Q(q 1/4 ). The involution * becomes the complex conjugation (q 1/4 ) * = q −1/4 , trivial on x. For −N < m ≤ N,
We use (3.6):
The space F ′ = F ′ (k) = Funct( ⊲⊳ ′ , Q q ) has a unique structure of a H H-module making the discretization map
Its dimension is 2(N − 2k). Indeed, we need to check that T ′ from (3.5) and sp are well-defined on F ′ , which follows directly from the definition of ⊲⊳ ′ . The conceptual proof is as follows. Setting
The proof is the same as for f, g • . We utilize the defining difference equation of µ. The module F ′ is nothing else but L modulo the radical of this form. Here we need to exclude the special case of odd N and q 1/2 = − exp(πi/N ), when the image of P is two times smaller than F ′ . The same hermitian form when considered on F ′ k make it is a * -unitary representation. Moreover the inner product is positive thanks to the special choice q = exp(2πi/N ). Here the sign of q 1/2 = ± exp(πi/N ) can be arbitrary. The inner product does not involve q 1/2 . So the special case is included.
The module F ′ is irreducible if N is even or if q 1/2 = exp(πi/N ) for odd N. Indeed, 1 is a unique eigenvector of Y ′ with the eigenvalue t 1/2 = q k/2 .
On the other hand, it is cyclic, i.e. it generates F ′ as a H H-module. This and the semisimplicity of Y ′ result in the irreducibility. In the special case N = 2M + 1, q 1/2 = − exp(πi/N ), there are two irreducible components:
The component (F ′ ) 0 is the image of P. It is not difficult to calculate the spectrum of Y ′ exactly when F ′ is irreducible. The images ǫ ′ n of the spherical polynomials ǫ n are well-defined when n ♯ ∈ ⊲⊳ ′ . They are Y -eigenfunctions, namely Y ′ (ǫ ′ n ) = q −n ♯ ǫ ′ n , and linearly generate F ′ . We have the duality: ǫ ′ m (n ♯ ) = ǫ ′ n (m ♯ ). In the case of (4.2), we get the Y -spectrum in (F ′ ) 0 taking even m, n. We will not discuss the diagonalization of Y in (F ′ ) 1 here.
The F ′ inherits all properties of L, F. For instance, P SL c 2 (Z) acts on it. The automorphism τ + is simply the multiplication by the image γ ′ ∈ F ′ of the Gaussian γ = q x 2 .
From now on we skip the prime in the formulas: ǫ n and γ will be always considered in the corresponding functional representation.
Let
Calculating the action of P SL c 2 (Z) in (F ′ ) + we come to the formulas from [Ki, C4] 
It is a subalgebra of F ′ (but not a submodule).
Gaussian sums. Let us now adjust the Main Theorem to F ′ . Both variants of the Fourier transform considered above may be used:
The summation in ′ is over ⊲⊳ ′ . Here we assume that f ∈ (F ′ ) 0 in the special case of (4.2). Otherwise the transforms are zero.
They induce the involutions σ and σ −1 on H H and are unitary with respect to f, g ′ . Here f, g ∈ F ′ .
Following (1.19 ):
The last formula coincides with (10) for q 1/2 = exp(πi/N ). It can be 0 = 0 as N = 2M + 1, q 1/2 = − exp(πi/N ). This happens exactly when N = 4L + 1, because the Gaussian sits in (F ′ ) 1 for such N and is orthogonal to 1 and all spherical polynomials. For N = 4L + 3, it belongs to (F ′ ) 0 (see (4.2).
We note that (4.6) can be deduced from (1.19) using the standard limiting procedure from the θ-series to the Gaussian sums.
There are several other classical formulas similar to (10). To cover them all we need to diminish the double Hecke algebra and its irreducible representations. Generalized Gaussian sums. Let H H be a subalgebra of H H generated by X 2 , T and Y 2 . We will assume for a while that q and t are generic. The image of T 0 def = Y 2 T −1 in the polynomial representation L can be readily calculated:
This gives that H H satisfies the PBW theorem, which can be of course checked directly using the abstract relations between the generators. All the symmetries of H H hold for H H. Moreover, we can replace L by its "even" part L 0 def = Q q,t [X 2 , X −2 ], which is an irreducible H H-module. The odd part L 1 def = XL 0 is an irreducible module as well. Respectively we may consider the spherical polynomials ǫ n either for even or odd n. They generate L 0 and L 1 respectively. Similarly, we diminish F :
. Also the summation in the definition of • will be over the set (2Z) ♯ . We write •• .
Formula (3.10) holds for •• with arbitrary m, n. The identity (1.19) now reads:
We turn to the roots of unity: q = exp(2πi/N ) where 0 < k ≤ M = [N/2], q 1/2 = ± exp(πi/N ). The sign of q 1/2 can be arbitrary. All formulas hold for either choice.
We get the identity
This identity may be 0 = 0. It happens when N = 2M and M − k is odd.
The latter gives a product formula for the so-called generalized Gaussian sum. When considered for all primitive roots q, it plays the key role in the quadratic reciprocity.
Using that N −1 j=0 q (j−k/2) 2 does not depend on k, we may simplify (4.9) under the assumption that M − k is even for N = 2M :
When M − k and N are even the left-hand side is zero.
Let us establish the counterpart of Theorem 4.1 and as a by-product clarify why the case of even N and odd M − k is exceptional. We assume that
It is irreducible for odd N and has two irreducible H H-components:
where we take negative n ♯ .
The Gaussian q n 2 ♯ belongs to (F ′′ ) 0 precisely when M − k is even. Otherwise it sits in (F ′′ ) 1 . This explains the degeneration of (4.9). Note that F ′′ for odd N is nothing else but (F ′ ) 0 for q 1/2 = − exp(πi/N ). So (F ′ ) 0 from (4.2) remains irreducible upon the restriction to H H .
Let us adjust (4.4). We need
(1 − q j ), where (4.14)
The latter means that q L 2 = i −M 2 N q M 2 /4 in the case N = 2M + 1 if q 1/4 = + exp(πi/(2N )). The plus-sign in the latter is just the matter of normalization.
We pick 1 ≤ n, m ≤ N − 2k. The images of ǫ n in F ′′ are linearly independent in this range and linearly generate the whole space.
Finally for the same choice q 1/4 = exp(πi/(2N )) as above:
It gives an explicit description of the Fourier transform F • (see (4.3)). Here and further we will skip the analogous formulas for F • . Cf. (4.4). The following changes are required to go from F • to F • : a) γ → γ −1 , ǫ * n → ǫ n in , b) q −(m 2 +n 2 +2k(|m|+|n|))/4 → q (m 2 +n 2 +2k(|m|+|n|))/4 , c) the constants C are changed by their conjugations C * .
Half-integral k
Let us discuss now the case which is different from the classical theory of Gaussian sums. Actually the above considerations are already beyond the classical theory thanks to k. However when k = 1 and for other integral k > 1 there are strong links to the classical formulas, as we demonstrated above. We are going to consider half-integral k, where the classical origin is less clear. For instance, the Gaussian sum for k = 1/2 is of collapsing type, in contrast to k = 1. Recall that k = 1/2 is the case of SL 2 (R)/SO 2 in the the HarishChandra theory.
This does not mean that the formulas below, especially those without spherical polynomials, cannot be verified by elementary methods. It is always probable in the one-dimensional case. Moreover, half-integral negative k are directly connected with integral positive k for odd N, as we will see.
We note that the formulas of this sections combined with the previous ones give a complete list of Fourier transforms of self-dual spherical irreducible unitary representations of double affine Hecke algebras at roots of unity (see [C5] ).
Let k ∈ 1/2 + Z. We follow the standard procedure and begin with generic q. Using (9),
Now let q = exp(πi/N ). The definition of ⊲⊳ ′ and the analysis of the representations of H H for 0 < k < N/2 are practically the same. However we need to assume that q 1/2 = exp(πi/2) from the very beginning to provide the positivity of the inner product. Recall that the values of µ • on ⊲⊳ ′ did not involve q 1/2 for integral k.
The definition of the H H-module F ′ remains unchanged. It is irreducible of dimension 2(N − 2k). The summation in (5.1) is from j = 0 to j = N − 2k. There is only one change in Theorem 4.1. We need to replace C ′ k by
The negative case. One may also consider the interval N ≤ 2k < 2N for half-integral k. For such k, the space of functions on
It is more convenient to switch from k tok = k − N. This may change the sign of t 1/2 in the definition of the double Hecke algebra but the impact is easy to control. The map T → −T, Y → −Y fixing X, q, t is an automorphism of H H .
Thus let us takek = −1/2 − s instead of k and set
ThenF ′ = Funct(⊲⊳ ′ , Q q ) is an irreducible H H(k)-module of the same dimension −2k = 2N − 2k. We put H H(k) instead of H H to show explicitly the dependence on k. Let q = exp(2πi/N ) and, moreover, q 1/2 = − exp(πi/N ). The minus sign is necessary in the case under consideration to make the inner product positive. All formulas will hold for either sign, as well as the analysis of representations.
The function µ • (it is the same for k andk) makesF ′ unitary. Recall that f, g ′ is the summation of f g * µ • over the set⊲⊳ ′ . This form is hermitian and positive.
The moduleF ′ is generated by the eigenfunctions of Y ′ , which are the images of ǫ n for n ♯ ∈⊲⊳ ′ . Generally speaking, the justification of the existence of ǫ n requires either the technique of intertwiners or the Pieri rules. In the one-dimensional case, the Appendix of [C4] is sufficient. Then the linear independence of their images inF ′ results from the consideration of the Y -eigenvalues. We will skip the detail (here and further).
The case of H H . As always, we begin with generic identities:
Now we switch to q 1/2 = exp(πi/N ), provided that 0 < 2k < N. The analysis of F ′′ in this case is similar to that for integral k. However the roles of even and odd N are inverse. We set
The dimension of the H H-module F ′′ = Funct( ⊲⊳ ′′ , Q q ) remains N − 2k as in the integral case. It is irreducible for even N and has the H H-decomposition
where n ♯ < 0. The reduction of (5.6) reads:
The main formula becomes:
The H H -negative case. Let us considerk = k − N provided N ≤ 2k < 2N. I.e. −N/2 ≤k = −1/2 − s < 0 where s ∈ Z + and 0 ≤ s < N/2.
We need to take q 1/2 = −ǫ(πi/N ) to ensure the positivity of the hermitian form. However all formulas below will hold for either sign of q 1/2 .
The reduction of (5.6) is straightforward:
Actually this formula is not new. It coincides with the C-part of (5.5):
The coincidence of the right-hand sides is an elementary exercise:
Here q is of course arbitrary. This formula is of a certain importance in the theory of η-like identities (as s → ∞).
The explanation is simple. The H H(k) -moduleF ′ introduced above for negativek = k − N remains irreducible upon the restriction to H H(k) .
The standard ⊲⊳ ′′ -set constructed for H H(k) and responsible for the structure of formula (5.11) is
Here the points from the second half (k/2 + 1, etc.) sit between consecutive pairs of points from the first half. It is nothing else but a rearrangement of⊲⊳ ′ from (5.4).
The main formula is equivalent to (5.5) and reads as follows:
Here m ♯ , n ♯ ∈⊲⊳ ′′ .
Deformations of Verlinde algebras. We will conclude these notes with the following observation. When N = 2M + 1, the casek = −1/2 − s is equivalent to the case of integralk def = M − s. Here we may replace −1/2 by M modulo N because q 1/2 = − exp(πi/N ) is a N -th root of unity. To be more exact, H H(k) coincides with H H(k) for such q 1/2 , since the quadratic relation remains the same, and F ′′ (k) (see (4.12)) is isomorphic to F ′′ (k). The dimensions are of course the same: dimF ′′ (k) = −2k = 2s + 1 = N − 2k = dimF ′′ (k).
So we hit the main sector 0 <k < N/2,k ∈ Z. Recall that the irreducibility of F ′′ (k), the positivity of the inner product, and all formulas were independent of the sign of q 1/2 for such k.
Comparing (5.11) and (4.11) we arrive at the identity (1 − q M −j ), (5.15) which readily follows from (5.12).
It is important that all claims and formulas about F ′′ (k) hold for any q. For instance, its dimension is always 2s + 1 = −2k, the formula (5.14) works, and so on. The particular choice of q does not matter. The constraint k = −1/2 − s is sufficient. For |q| = 1, the conjugation (q 1/4 ) * = q −1/4 must be understood formally.
If one wishes to make the µ-form hermitian and positive it is necessary to be specific. The conditions q 1/2 = − exp(πiω) and 0 < ωs < 1/2 are sufficient. However it is not necessary to assume that q is a root of unity.
One can use H H as well to establish thek ↔k correspondence for odd N and q 1/2 = − exp(πi/N ). Namely, (F ′ ) 0 (k) is equivalent to (F ′ )(k). We will remind the reader, that both modules remain irreducible and become respectively F ′′ (k) and F ′′ (k) upon the restriction to H H . Thus the usage of H H instead of H H does not add anything new.
We see that the theory of F ′′ (k) for integral 0 < k < N/2 allows a qdeformation when N = 2M + 1. This covers the little Verlinde algebra: the T -plus component (F ′′ (1)) + of F ′′ (k = 1). Its deformation is (F ′′ (1/2 − M )) + . The corresponding q-deformation of the big Verlinde algebra, (F ′ (1)) + , is not known.
It is worth mentioning that there are some integrality/positivity properties of the multiplication of the images of the SL 2 -characters, i.e. p
(1) n , in the Verlinde case. They will be lost. At least we don't know how to reformulate them for generic q. Everything else will survive. See [C5] for the detail.
Let us calculate the first nontrivial deformed little Verlinde algebra V = (F ′′ (−3/2)) + , formed by Q(q 1/2 )-valued functions on the set {1/4, 3/4}. The p-generators are the images p ′ 0 , p ′ 2 of the Rogers polynomials p 0 = 1, p 2 (x) = q 2x + q −2x + 1 + (q + q 1/2 + 1 + q −1/2 + q −1 ) for s = 1,k = −1/2 − 1. The multiplication is standard. We need to know only
The inner product of functions f, g ∈ V is f, g = f g * (3/4) + (1 − q 1/2 − q −1/2 ) f g * (1/4).
The Gaussian is proportional to g(3/4) = 1, g(1/4) = q 1+k = q −1/2 .
The main formula (the summation with the Gaussian) reads:
p m p n (3/4) + q −1/2 (1 − q 1/2 − q −1/2 ) p m p n (1/4) =
(1 − q −1 )(1 + q 1/2 ) −1 q 3(m+n)−m 2 −n 2 4 p m (n/2 − 3/4) p n (3/4). (5.16) Here q 1/2 = − exp(πiω), and 0 < ω < 2/3 if we want the inner product to be positive. Formula (5.16) describes the Fourier transform F • of F ′′ (−3/2) upon the restriction to V. Since F 0 fixes T, the restriction is well-defined. The V is not a H H -module anymore, but the elements from H H which commute with T act there and make V irreducible.
The reduction to the corresponding Verlinde algebra V ′ is as follows: N = 5, M = 2, q 1/2 = − exp(πi/5).
Then p 2 (x) becomes q 2x + q −2x + 1 and (p ′ 2 ) 2 = p ′ 2 + p ′ 0 . Also 1 − q 1/2 − q −1/2 = (q + q −1 ) −2 in the inner product.
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