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Boundary Feedback Stabilization of a Flexible Wing Model under
Unsteady Aerodynamic Loads ⋆
Hugo Lhachemi a, David Saussie´ a, Guchuan Zhu a
aE´cole Polytechnique de Montre´al, Montre´al, Canada
Abstract
This paper addresses the boundary stabilization of a flexible wing model, both in bending and twisting displacements, under unsteady
aerodynamic loads, and in presence of a store. The wing dynamics is captured by a distributed parameter system as a coupled Euler-
Bernoulli and Timoshenko beam model. The problem is tackled in the framework of semigroup theory, and a Lyapunov-based stability
analysis is carried out to assess that the system energy, as well as the bending and twisting displacements, decay exponentially to zero.
The effectiveness of the proposed boundary control scheme is evaluated based on simulations.
Key words: Distributed parameter system; Flexible wing; Boundary control; Well posedness; Lyapunov stability.
1 Introduction
Modern aerospace systems such as aircraft, unmanned
aerial vehicles (UAVs), and microaerial vehicles are sub-
ject to stringent performance requirements including high
maneuverability and extended autonomy. The global trend
to achieve the required level of performance consists in
reducing the mass of the system by a massive integration
of composite materials. However, it results in a decrease
of the structure rigidity. In particular, lightweight flexible
wings are subject to stronger aeroelastic phenomena which
are the result from interactions between aerodynamic, elas-
tic and inertial forces. Such phenomena can significantly
degrade the performance of an aircraft by introducing un-
desired couplings between the flexible modes and the flight
dynamics [31,33], and may also jeopardize the integrity of
its structure [25]. These phenomena can be amplified in the
case of a store located under the wing with the emergence
of the so-called store-induced oscillations [4,6]. Therefore,
the active control of aeroelastic phenomena has become a
topic of primary interest.
One of the most noticeable contributions for the control
of aeroelastic phenomena is the Benchmark Active Con-
trol Technology (BACT) wind-tunnel model developed by
NASA Langley Research Center [30]. The BACT is modeled
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as a two-degree-of-freedom aeroelastic wing section captur-
ing the first bending and twisting modes of a flexible wing.
The control design strategy of the BACT for flutter suppres-
sion, including experimental tests, has been widely inves-
tigated in the literature [5,18,24]. Nevertheless, the BACT
cannot fully represent the dynamics of real flexible wings.
Indeed, the flexible wing can be more accurately modeled by
a distributed parameter system of two coupled partial differ-
ential equations (PDEs) describing the dynamics in bending
and twisting displacements respectively [6,35,36].
The study on flexible structures described by distributed sys-
tems and their interactions with the flow-field has attracted
many attention in the last decades [32]. The bending dynam-
ics of a panel evolving in different flow-field regimes have
been studied for clamped [9,21] and clamped-free [8] bound-
ary conditions in case of a distributed velocity feedback.
The coupled Euler-Bernoulli and Timoshenko beam model,
describing both undamped bending and torsion flexible dis-
placements, has also been investigated for self-straining ac-
tuators employed as boundary control inputs without [3] and
with [1,2] an external load generated by the flow-field.
This paper addresses the boundary stabilization problem of
a flexible wing whose dynamics are captured by a coupled
Euler-Bernoulli and Timoshenko beam model in the pres-
ence of a store located at the wing tip. Unlike the self-
straining actuation setup considered in [1,2,3], the actuation
scheme consists in flaps located at the wing tip to locally gen-
erate lift force and torsional momentum, resulting in distinct
boundary conditions of the coupled PDEs. Furthermore, the
model considered in this work includes the contribution of
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the Kelvin-Voigt damping [34] in both bending and twist-
ing axes. This model is a linear and damped version of the
one presented in [6], while the aerodynamic loads are sup-
posed to be unsteady. A similar problem, namely a flapping
wing UAV, is considered in [26]. The model used includes
the contribution of the Kelvin-Voigt damping, while assum-
ing that aerodynamic loads are unknown but bounded. The
method of backstepping is used for the boundary control of
the spatial integral of the state variables to track the net aero-
dynamic forces on the wing. The same model is considered
in [17] for which a Lyapunov-based stabilization control is
developed to achieve bounded bending and twisting deflec-
tions in the presence of aerodynamic load disturbances. It is
worth noting that as pointed out in [11], an Euler-Bernoulli
beam model with Kelvin-Voigt damping may not be well-
posed if the boundary conditions do not explicitly include
the Kelvin-Voigt damping term in a correct manner. There-
fore, although the existence of Kelvin-Voigt damping may
intuitively be helpful for system stabilization, a rigorous
well-posedness analysis is still needed to guarantee the ex-
pected behavior of the considered system which remains a
more complex setting than a single beam. This constitutes
one of the main motivations of the present work.
It should be noticed that a commonly used assumption for
Lyapunov-based designs in the works [6,17,26] is that ei-
ther the system energy or the aerodynamic loads should
be bounded. Furthermore it is also assumed the existence
and the regularity of the system trajectories and their partial
derivatives up to a certain order. These assumptions, which
can be justified by physical intuitions [13,14], can consider-
ably simplify closed-loop stability analysis. However, they
imply the well-posedness of the underlying PDEs, which is
a quite strong condition. The main objective of this work is
to show that these assumptions can be relaxed. To this aim,
we formulate the problem under an abstract form that al-
lows the application of the semigroup theory [12,27]. Due
to the presence of the store, the boundary conditions related
to the control strategy take the form of ODEs [15]. It re-
sults in a system in abstract form composed of two coupled
PDEs and two coupled ODEs. We show that the closed-
loop system with the proposed boundary control admits a
C0-semigroup and is well-posed. The closed-loop stability is
derived from a Lyapunov-based analysis, which shows that
the above C0-semigroup is exponentially stable. The results
of this work allow confirming the validity of most existing
control schemes reported in the literature for similar settings
under even much less restrictive conditions.
The remainder of the paper is organized as follows. The
wing model, along with the associated abstract form, are in-
troduced in Section 2. The well-posedness of the problem is
analyzed in Section 3 in the framework of semigroup the-
ory. Then, a Lyapunov-based analysis is carried out in Sec-
tion 4 to assess that the system energy, as well as bending
and twisting displacements, exponentially decay to zero. Fi-
nally, numerical simulations are presented in Section 5 to
illustrate the performance of the closed-loop system.
Notations [22,29]: R+ and R
∗
+ denote the sets of non-
negative and positive real numbers, respectively. Let L2(0, l)
be the set of Lebesgue squared integrable real-valued func-
tions over (0, l) endowed with its natural norm denoted by
‖·‖L2(0,l). For anym∈N,Hm(0, l) denotes the usual Sobolev
space, which is defined as the set of f ∈ L2(0, l), such
that f admits m successive weak derivatives, denoted by
f ′, f ′′, . . . , f (m), in L2(0, l). Denoting by AC[0, l] the set of all
absolutely continuous functions on [0, l], H1(0, l)⊂AC[0, l]
in the sense that for any f ∈ H1(0, l), there exists a unique
absolutely continuous function g ∈ AC[0, l] such that f = g
in H1(0, l). We note HmL (0, l) = { f ∈ Hm(0, l) : f (0) =
f ′(0) = . . . = f (m−1)(0) = 0}. For a given normed vector
spaces (E,‖·‖E), L (E) denotes the space of bounded linear
transformations from E to E . The range of a given operator
A is denoted by R(A ) while its resolvent set is denoted
by ρ(A ). The successive partial derivatives of a sufficiently
regular function f are denoted in subscript, e.g., fty stands
for ∂ 2 f/(∂ t∂y).
2 Problem Setting and Boundary Control Law
2.1 Flexible wing model
Let l ∈ R∗+ be the length of the wing, ρ ∈ R∗+ the mass per
unit of span, Iw ∈R∗+ the moment of inertia per unit length,
EI ∈R∗+ (resp. GJ ∈R∗+) the bending (resp. torsional) stiff-
ness, ηω ∈R∗+ (resp. ηφ ∈R∗+) the bending (resp. torsional)
Kelvin-Voigt damping coefficient, and xc ∈ R the distance
between the wing center of gravity and the elastic axis of
the wing. The store at the wing tip is characterized by its
mass ms ∈R∗+ and its moment of inertia Js ∈R∗+. We define
the two following symmetric definite positive matrices:
M ,
[
ρ ρxc
ρxc I
∗
w
]
, Ms ,
[
ms msxc
msxc J
∗
s
]
, (1)
with I∗w , Iw + ρx2c and J∗s , Js +msx2c . Introducing cω =√
EI/ρ and cφ =
√
GJ/Iw, the bending and twisting dynam-
ics are described by the following coupled PDEs [6,17,26]:
M
[
ωtt
φtt
]
+
[
ρc2ω(ωyy+ηωωtyy)yy
−Iwc2φ (φy+ηφ φty)y
]
=
[
Fa
Ma
]
, (2)
where the functionsω : [0, l]×R+→R and φ : [0, l]×R+→
R denote, respectively, the bending and twisting displace-
ments at the location y ∈ [0, l] along the wing span and at
time t ≥ 0 and Fa : [0, l]×R+→R and Ma : [0, l]×R+→R
denote, respectively, the aerodynamic lift force and pitching
moment applied at the location y ∈ [0, l] and at time t ≥ 0.
They are expressed under the following unsteady form:
[
Fa
Ma
]
,
[
αω φ +βωφt + γωωt
αφ φ +βφφt + γφ ωt
]
, (3)
2
where αω ,βω ,γω ,αφ ,βφ ,γφ ∈ R+. This model, commonly
employed in finite dimension [5,18,24], is a trade-off be-
tween the used steady form of [6] and the unmodeled black-
box representation in [17,26]. The boundary conditions for
the tip-based control scheme, in the presence of a store [6],
considered in this work are such that, for any t ≥ 0,
ω(0, t) = ωy(0, t) = ωyy(l, t) = φ(0, t) = 0, (4a)
Ms
[
ωtt(l, t)
φtt (l, t)
]
=
[
Ltip(t)+ρc
2
ω(ωyy+ηωωtyy)y(l, t)
Mtip(t)− Iwc2φ (φy+ηφ φty)(l, t)
]
, (4b)
where Ltip : R+ → R and Mtip : R+ → R are the tip control
inputs. More precisely, Ltip(t) and Mtip(t) denote the aero-
dynamic lift force and pitching moment generated at time t
by the flaps located at the wing tip. Finally, the initial con-
ditions are given, for any y ∈ (0, l), by
ω(y,0) = ω0(y), ωt(y,0) = ωt0(y), (5a)
φ(y,0) = φ0(y), φt(y,0) = φt0(y). (5b)
2.2 Boundary control law
Introducing the system energy defined by
E ,
1
2
∫ l
0
ρc2ωω
2
yy+ Iwc
2
φ φ
2
y +
[
ωt
φt
]⊤
M
[
ωt
φt
]
dy (6)
+
1
2
[
ωt(l, ·)
φt(l, ·)
]⊤
Ms
[
ωt(l, ·)
φt(l, ·)
]
,
the control problem investigated in this paper is formalized
as follows.
Problem 1 The boundary control objective is twofold.
(1) To guarantee that the system energy exponentially de-
cays to zero, i.e., there exist KE ,Λ ∈R∗+ such that
∀t ≥ 0, E(t)≤ KEE(0)exp(−Λt).
(2) To guarantee that both bending and twisting displace-
ments converge exponentially and uniformly over the
wing span to zero.
In particular, it will be shown that if the first objective in
Problem 1 is satisfied, the second one follows in the sense
that there exist Kω ,Kφ ∈ R∗+ such that for any t ≥ 0,
‖ω(·, t)‖∞ ≤ Kω
√
E(0)exp(−Λt/2),
‖φ(·, t)‖∞ ≤ Kφ
√
E(0)exp(−Λt/2),
where ‖·‖∞ is the uniform norm for real-valued functions
defined over [0, l], i.e., ‖ f‖∞ , sup{| f (y)| : y ∈ [0, l]}.
In control design and implementation, we make the follow-
ing assumption.
Assumption 1 It is assumed thatω(l, ·), ωt(l, ·), φ(l, ·), and
φt(l, ·) are measured and available for feedback control.
Note that the above assumptions are commonly used in the
existing literature. In practice, the point-wise displacements
of the structure at the wing tip can be measured by piezo-
electric bending and torsion transducers, while their time
derivative can be obtained by numerical methods.
The proposed boundary stabilizing control is formed by two
proportional-derivative (PD) controllers:
Ltip(t) =−k1 [ωt(l, t)+ ε1ω(l, t)] , (7a)
Mtip(t) =−k2 [φt(l, t)+ ε2φ(l, t)] , (7b)
for any t ≥ 0, where k1,k2 ∈R∗+ are tunable controller gains
and ε1,ε2 ∈R∗+ are two parameters to be determined. In the
remainder of this paper, we show that this boundary control
solves Problem 1.
2.3 Closed-loop system in abstract form
In order to study the properties of the closed-loop system,
the problem is rewritten in abstract form. In this context, we
introduce the following real Hilbert space:
H = H2L(0, l)×L2(0, l)×H1L(0, l)×L2(0, l)×R×R,
endowed with the inner product 〈·, ·〉
H ,1 defined for any
Xi = ( fi,gi,hi,zi,ζω,i,ζφ ,i) ∈H , i ∈ {1,2}, by
〈X1,X2〉H ,1
,
∫ l
0
[ρc2ω f
′′
1 (y) f
′′
2 (y)+ Iwc
2
φh
′
1(y)h
′
2(y)]dy
+
∫ l
0
[
g1(y)
z1(y)
]⊤
M
[
g2(y)
z2(y)
]
dy+
[
ζω,1
ζφ ,1
]⊤
Ms
[
ζω,2
ζφ ,2
]
.
The induced norm ‖·‖
H ,1 is such that the energy of the wing
defined by (6) can be expressed for any t ≥ 0 as
E(t)=
1
2
‖(ω(·, t),ωt(·, t),φ(·, t),φt (·, t),ω(l, t),φ(l, t))‖2H ,1 .
In view of equations (2), the boundary conditions (4a-4b),
and the boundary control (7a-7b), we introduce the operator
A defined on
D(A ), {( f ,g,h,z,ζω ,ζφ ) ∈H : (8)
g ∈ H2L(0, l), z ∈ H1L(0, l),
f ′′+ηωg′′ ∈ H2(0, l), h′+ηφ z′ ∈H1(0, l),
3
( f ′′+ηωg′′)(l) = 0,ζω = g(l), ζφ = z(l),
f , f ′,g,g′,h,z,( f ′′+ηωg′′) ∈ AC[0, l],
( f ′′+ηωg′′)′,(h′+ηφ z′) ∈ AC[0, l]},
by A = A1 + A2 with D(A1) = D(A ), D(A2) = H ,
A1( f ,g,h,z,ζω ,ζφ ) = (g, g˜,z, z˜, ζ˜ω , ζ˜φ ) where
[
g˜
z˜
]
,−M−1
[
ρc2ω( f
′′+ηωg′′)′′
−Iwc2φ (h′+ηφ z′)′
]
, (9a)
[
ζ˜ω
ζ˜φ
]
,M−1s
[
ρc2ω( f
′′+ηωg′′)′(l)− k1(g(l)+ ε1 f (l))
−Iwc2φ (h′+ηφ z′)(l)− k2(z(l)+ ε2h(l))
]
,
(9b)
and A2( f ,g,h,z,ζω ,ζφ ) = (0, F˜a,0,M˜a,0,0) where
[
F˜a
M˜a
]
,M−1
[
Fa
Ma
]
=M−1
[
αωh+βωz+ γωg
αφh+βφz+ γφg,
]
.
Then, the evolution equation in abstract form is given by

dX
dt
(t) = A X(t), t > 0,
X(0) = X0 ∈ D(A ),
(10)
where X(t) = (ω(·, t),ωt (·, t),φ(·, t),φt (·, t),ωt (l, t),φt(l, t))
is the state vector and X0 = (ω0,ωt0,φ0,φt0,ωt0(l),φt0(l)) is
the initial condition.
Remark 1 The boundary condition ωyy(l, t) = 0 (see
(4a)) implies ωtyy(l, t) = 0, which provides ωyy(l, t) +
ηωωtyy(l, t) = 0. Conversely, ωyy(l, t) + ηω ωtyy(l, t) = 0
with the initial condition ωyy(l,0) = 0 implies ωyy(l, t) = 0
for any t ≥ 0. It motivates the introduction of the boundary
constraint ( f ′′+ηωg′′)(l) = 0 in (8).
The proof of the closed-loop exponential stability consists
in two main steps:
(1) to show that A is the infinitesimal generator of a C0-
semigroup T (t) on H ;
(2) to show that the C0-semigroup T (t) is exponentially
stable.
With this approach, the regularity properties of the closed-
loop trajectory are deduced from the well-posedness assess-
ment, and the exponential energy decay of the system in
closed loop is confirmed by Lyapunov stability analysis. The
details of the proof are presented in the two next sections.
3 Well-posedness
To assess that the Cauchy problem (10) is well-posed, it
is necessary to study the properties of the operator A [27,
Chap.4, Th.1.3.]. In the upcoming developments, the fol-
lowing versions of the Poincare´’s and Agmon’s inequalities
will be used.
Lemma 1 [16,20] For any f ∈H1(0, l) such that f (0) = 0,
the Poincare´’s inequality ensures that
‖ f‖2L2(0,l) ≤
4l2
pi2
∥∥ f ′∥∥2
L2(0,l)
,
while the Agmon’s inequality provides
‖ f‖2∞ ≤ 2‖ f‖L2(0,l)
∥∥ f ′∥∥
L2(0,l)
.
3.1 Introduction of a second inner product on H
In order to study both the well-posedness and the stabil-
ity properties of the abstract Cauchy problem (10), it will
be useful to consider a second inner product on H . Such
an approach is generally employed to enforce a dissipative
property of the studied operator in an adequate Hilbert space
and belongs to the framework of energy multipliers (see,
e.g., [19,23]). Let ε1,ε2 ∈ R∗+ be the constants involved in
the control law (7a-7b) and Ψ :H ×H →R be defined for
any Xi = ( fi,gi,hi,zi,ζω,i,ζφ ,i) ∈H , i ∈ {1,2}, by
Ψ(X1,X2) =
∫ l
0
[
g1
z1
]⊤
M
[
ε1 f2
ε2h2
]
+
[
g2
z2
]⊤
M
[
ε1 f1
ε2h1
]
dy
+
[
ζω,1
ζφ ,1
]⊤
Ms
[
ε1 f2(l)
ε2h2(l)
]
+
[
ζω,2
ζφ ,2
]⊤
Ms
[
ε1 f1(l)
ε2h1(l)
]
.
Then, let 〈·, ·〉
H ,2 :H ×H →R be defined by 〈X1,X2〉H ,2 =
〈X1,X2〉H ,1 + Ψ(X1,X2). Finally, let Km,1,Km,2 ∈ R∗+ be
defined by
Km,1 =min
(
pi4ρc2ω
4l3(1+ |xc|){4lρ3/2cω +pi2ms}
,
cωλm(M)
2
√
ρ
,
cωλm(M)
2
√
ρ |xc| ,
λm(Ms)
2ms
,
λm(Ms)
2ms|xc|
)
,
Km,2 =min
(
pi2Iwc
2
φ
4l2(I∗w+ρ |xc|)
√
Iwcφ +pi2l(J∗s +ms|xc|)
,
√
Iwcφ λm(M)
2ρ |xc| ,
√
Iwcφ λm(M)
2I∗w
,
λm(Ms)
2ms|xc| ,
λm(Ms)
2J∗s
)
,
where λm(·) denotes the smallest eigenvalue.
Lemma 2 For any given εi ∈ (0,Km,i) with i ∈ {1,2},
〈·, ·〉
H ,2 is an inner product for H . Furthermore, the
induced norm, denoted by ‖·‖
H ,2, is equivalent to ‖·‖H ,1.
4
Proof. Let εi = αiKm,i with αi ∈ (0,1) for i ∈ {1,2}. Note
first that 〈·, ·〉
H ,2 is bilinear and symmetric. For any X =
( f ,g,h,z,ζω ,ζφ )∈H , applying Young’s 1 , Schwartz’s, and
Poincare´’s inequalities, it yields
|Ψ(X ,X)|
≤ε1 4l
3
pi2
(1+ |xc|)
{
4l
√
ρ
pi2cω
+
ms
ρc2ω
}∫ l
0
ρc2ω f
′′(y)2dy
+ ε2l
{
4l
pi2
I∗w+ρ |xc|√
Iwcφ
+
J∗s +ms|xc|
Iwc
2
φ
}∫ l
0
Iwc
2
φh
′(y)2dy
+
(
ε1
√
ρ
cω
+ ε2
ρ |xc|√
Iwcφ
)∫ l
0
g(y)2dy
+
(
ε1
√
ρ|xc|
cω
+ ε2
I∗w√
Iwcφ
)∫ l
0
z(y)2dy
+(ε1ms+ ε2ms|xc|)ζ 2ω +(ε1ms|xc|+ ε2J∗s )ζ 2φ .
Recalling that for any symmetric matrix S ∈ Rn×n and any
vector x ∈ Rn, x⊤Sx ≥ λm(S)x⊤x, it provides |ψ(X ,X)| ≤
α ‖X‖2
H ,1 with α = max(α1,α2) ∈ (0,1). From the defini-
tion of 〈·, ·〉H ,2, we deduce that:
(1−α)‖X‖2
H ,1 ≤ 〈X ,X〉H ,2 ≤ (1+α)‖X‖2H ,1 . (11)
Then, 〈·, ·〉
H ,2 is positive definite and hence, it defines an
inner product on H . Denoting by ‖·‖
H ,2 the induced norm,
(11) shows that ‖·‖
H ,1 and ‖·‖H ,2 are equivalent. ✷
From Lemma 2 the following corollary holds.
Corollary 1 (H ,〈·, ·〉
H ,2) is a real Hilbert space.
Remark 2 The utility of the second inner product 〈·, ·〉
H ,2
for assessing the well-posedness of the abstract Cauchy
problem (10) will appear clearly in the proof of Lemma 4
regarding the dissipativity of the operator A1. It will also
be useful for assessing the exponential stability of the
closed-loop system in the framework of energy multiplier
method [23].
3.2 A1 generates a C0-semigroup of contractions
We apply the Lumer-Phillips theorem [12,23,27] to show
that A1 generates a C0-semigroup. To do so, the following
preliminary lemma is introduced.
Lemma 3 The operator A −11 : H → D(A1) exists and is
bounded, i.e., A −11 ∈L (H ). Therefore, 0∈ ρ(A1) and A1
is a closed operator.
1 ∀a,b ∈ R+, ∀r ∈ R∗+, ab≤ a2/(2r)+ rb2/2.
Proof. Let us show first that A1 is surjective. Let
( f˜ , g˜, h˜, z˜, ζ˜ω , ζ˜φ ) ∈ H be given. We are looking for
( f ,g,h,z,ζω ,ζφ ) ∈ D(A1) such that A1( f ,g,h,z,ζω ,ζφ ) =
( f˜ , g˜, h˜, z˜, ζ˜ω , ζ˜φ ). Introducing
[
gˆ
zˆ
]
, diag(1/ρ ,1/Iw)M
[
g˜
z˜
]
,
[
ζˆω
ζˆφ
]
,Ms
[
ζ˜ω
ζ˜φ
]
,
it is equivalent to find ( f ,g,h,z,ζω ,ζφ ) ∈ D(A1) satisfying
g= f˜ , z= h˜, ζω = g(l) = f˜ (l), ζφ = z(l) = h˜(l),
−c2ω( f ′′+ηω f˜ ′′)′′ = gˆ, in L2(0, l); (12a)
c2φ (h
′+ηφ h˜′)′ = zˆ, in L2(0, l), (12b)
and the boundary conditions
ζˆω = ρc
2
ω( f
′′+ηω f˜ ′′)′(l)− k1( f˜ (l)+ ε1 f (l)), (13a)
ζˆφ =−Iwc2φ (h′+ηφ h˜′)(l)− k2(h˜(l)+ ε2h(l)). (13b)
Direct computations show that
f (y) =−ηω f˜ (y)+ k1
6
· 1− ε1ηω
ρc2ω + ε1k1l
3/3
y2(y− 3l) f˜ (l) (14)
+
1
6
· 1
ρc2ω + ε1k1l
3/3
y2(y− 3l)ζˆω
− 1
c2ω
∫ y
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
gˆ(ξ4)dξ4 dξ3 dξ2dξ1
−ε1k1
6c2ω
· 1
ρc2ω + ε1k1l
3/3
y2(y− 3l)
×
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
gˆ(ξ4)dξ4 dξ3dξ2 dξ1,
and
h(y) =−ηφ h˜(y)− k2
1− ε2ηφ
Iwc
2
φ + ε2k2l
yh˜(l) (15)
− 1
Iwc
2
φ + ε2k2l
yζˆφ − 1
c2φ
∫ y
0
∫ l
ξ1
zˆ(ξ2)dξ2 dξ1
+
k2
c2φ
· ε2
Iwc
2
φ + ε2k2l
y
∫ l
0
∫ l
ξ1
zˆ(ξ2)dξ2dξ1,
solve (12a-12b) with ( f ,g,h,z,ζφ ,ζω) ∈ D(A1) = D(A )
while satisfying (13a-13b). Therefore, A1 is surjective.
Let us now investigate the injectivity. By definition,
A1( f ,g,h,z,ζφ ,ζω ) = (0,0,0,0,0,0) implies g= z= 0 and
thus ζω = g(l) = 0 and ζφ = z(l) = 0. Hence, based on (9a),
f ′′′′= 0 and h′′= 0 in L2(0, l). As ( f ,g,h,z,ζω ,ζφ )∈D(A1)
and based on (9b), the integration conditions are f (0) =
f ′(0) = f ′′(l) = 0, f ′′′(l) = (k1ε1/(ρc2ω)) f (l), h(0) = 0,
and h′(l) = −(k2ε2/(Iwc2φ ))h(l). Then, as f ′′′′(y) = 0 for
5
almost all y ∈ (0, l) and f , f ′, f ′′, f ′′′ ∈ AC[0, l], it yields
after four successive integrations that for any y ∈ [0, l],
f (y) =
k1ε1
ρc2ω
· y
2(y− 3l)
6
f (l).
Evaluating at y = l, it yields (1+ k1ε1l
3/(3ρc2ω)) f (l) = 0.
As l,ρ ,c2ω ,k1,ε1 ≥ 0, it implies that f (l) = 0 and hence,
f = 0. Similarly, as h′′(y) = 0 for almost all y ∈ (0, l) and
h,h′ ∈AC[0, l], we have for any y ∈ [0, l],
h(y) =− k2ε2
Iwc
2
φ
yh(l).
Evaluating at y = l, it yields (1+ k2ε2l/(Iwc
2
φ ))h(l) = 0.
As l, Iw,c
2
φ ,k2,ε2 ≥ 0, it implies that h(l) = 0 and hence,
h = 0. Thus A1( f ,g,h,z,ζω ,ζφ ) = (0,0,0,0,0,0) implies
( f ,g,h,z,ζω ,ζφ ) = (0,0,0,0,0,0) showing that A1 is injec-
tive.
Thus A1 : D(A1) → H is bijective and A −11 : H →
D(A1) is well defined for any ( f˜ , g˜, h˜, z˜, ζ˜ω , ζ˜φ ) ∈ H
by A −11 ( f˜ , g˜, h˜, z˜, ζ˜ω , ζ˜φ ) = ( f , f˜ ,h, h˜, f˜ (l), h˜(l)) where
f and h are given by equations (14) and (15), respec-
tively. Finally, by employing Schwartz’s and Poincare´’s
inequalities, it is straightforward to show that A −11 is
bounded, i.e., there exists C ∈R+ such that for all X ∈H ,∥∥A −11 X∥∥H ,1 ≤ C‖X‖H ,1. It shows that A −11 ∈ L (H ).
Then 0 ∈ ρ(A1) and A1 is a closed operator. ✷
The second key-element for applying the Lumer-Phillips
theorem is stated in the following lemma with ε∗1 ,ε
∗
2 ∈ R∗+
defined by
ε∗1 =min
(
pi2Iwηφc
2
φ
l|xc|(4lρ +pi2ms) ,
2pi4ρηωc
2
ω
32l4(2+ |xc|)ρ + 8pi2l3(2+ |xc|)ms+pi4ρη2ωc2ω
)
,
ε∗2 =min
(
pi4ρηωc
2
ω
4l3|xc|(4lρ +pi2ms) ,
2pi2Iwηφ c
2
φ
8l2(2I∗w+ |xc|ρ)+ 2pi2l(2J∗s + |xc|ms)+pi2Iwη2φc2φ
)
.
Lemma 4 Let ε1,ε2 ∈R∗+ such that ε1 <min(ε∗1 ,Km,1) and
ε2 < min(ε
∗
2 ,Km2). Then the operator A1 : D(A1)→H is
dissipative with respect to 〈·, ·〉
H ,2.
Proof. Lemma 2 ensures that (H ,〈·, ·〉
H ,2) is a real
Hilbert space. Thus, to prove the dissipativity of opera-
tor A1, we have to show that 〈A1X ,X〉H ,2 ≤ 0 for all
X ∈ D(A1) [12,23,27]. Let X = ( f ,g,h,z,ζω ,ζφ ) ∈ D(A1).
Straightforward integrations by parts for absolutely contin-
uous functions [7] along with the boundary conditions (8)
yields :
〈A1X ,X〉H ,2
=− k1(g(l)+ ε1 f (l))2− k2(z(l)+ ε2h(l))2 (16)
+ ε1ρ
∫ l
0
g(y)2dy+ ε2I
∗
w
∫ l
0
z(y)2dy
+(ε1+ ε2)ρxc
∫ l
0
gzdy
−ρηωc2ω
∫ l
0
g′′(y)2dy− Iwηφc2φ
∫ l
0
z′(y)2dy
− ε1ρc2ω
∫ l
0
f ′′(y)2dy− ε1ρηωc2ω
∫ l
0
f ′′(y)g′′(y)dy
− ε2Iwc2φ
∫ l
0
h′(y)2dy− ε2Iwηφ c2φ
∫ l
0
h′(y)z′(y)dy
+ ε1msg(l)
2+ ε2J
∗
s z(l)
2+(ε1+ ε2)msxcg(l)z(l).
ApplyingYoung’s inequalitywith r1,r2> 0 to be determined
later, it provides∣∣∣∣
∫ l
0
f ′′(y)g′′(y)dy
∣∣∣∣≤ 12r1
∫ l
0
f ′′(y)2dy+
r1
2
∫ l
0
g′′(y)2dy,∣∣∣∣
∫ l
0
h′(y)z′(y)dy
∣∣∣∣≤ 12r2
∫ l
0
h′(y)2dy+
r2
2
∫ l
0
z′(y)2dy.
Furthermore, the terms in the last line of (16) are handled
by using Schwartz’s inequality: g(l)2 =
(∫ l
0 g
′(y)dy
)2
≤
l
∫ l
0 g
′(y)2dy and, similarly, z(l)2 ≤ l ∫ l0 z′(y)2dy. Finally, by
resorting to Poincare´’s inequality, it yields for any X =
( f ,g,h,z,ζω ,ζφ ) ∈ D(A1) and any r1,r2 > 0,
〈A1X ,X〉H ,2
≤−k1(g(l)+ ε1 f (l))2− k2(z(l)+ ε2h(l))2 (17)
−ρν1
∫ l
0
g′′(y)2dy− Iwν2
∫ l
0
z′(y)2dy
−ε1
(
1− ηω
2r1
)∫ l
0
ρc2ω f
′′(y)2dy
−ε2
(
1− ηφ
2r2
)∫ l
0
Iwc
2
φh
′(y)2dy.
where
ν1 ,ηωc
2
ω − ε2
2l3|xc|
pi2
(
4l
pi2
+
ms
ρ
)
(18a)
− ε1
(
8l4(2+ |xc|)
pi4
+
ηωc
2
ωr1
2
+
2l3(2+ |xc|)ms
pi2ρ
)
,
ν2 ,ηφc
2
φ − ε1
l|xc|
Iw
(
2lρ
pi2
+
ms
2
)
(18b)
− ε2
(
2l2
2I∗w+ |xc|ρ
pi2Iw
+
ηφc
2
φ r2
2
+
l(2J∗s + |xc|ms)
2Iw
)
.
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As ε2 < ε
∗
2 ,
ν1 ≥ηωc
2
ω
2
− ε1
(
8l4(2+ |xc|)
pi4
+
ηωc
2
ωr1
2
+
2l3(2+ |xc|)ms
pi2ρ
)
≥
(
8l4(2+ |xc|)
pi4
+
ηωc
2
ωr1
2
+
2l3(2+ |xc|)ms
pi2ρ
)
× (ϕ1(r1)− ε1),
where
ϕ1(x) =
pi4ρηωc
2
ω
16l4(2+ |xc|)ρ + 4pi2l3(2+ |xc|)ms+pi4ρηωc2ωx
is a continuous decreasing function over R∗+ that tends to
zero when x → +∞. By assumption we have ε1 < ε∗1 ≤
ϕ1(ηω/2). Hence there exists r
∗
1 > ηω/2 such that ε1 <
ϕ1(r
∗
1)< ϕ1(ηω/2), implying ν1 > 0 for r1 = r
∗
1 . Similarly
one can show that there exists r∗2 > ηφ/2 such that ν2 > 0
for r2 = r
∗
2 . Therefore, taking r1 = r
∗
1 and r2 = r
∗
2 in (17), it
ensures that for any X ∈ H , 〈A1X ,X〉H ,2 ≤ 0, i.e., A1 is
dissipative on H endowed with 〈·, ·〉
H ,2. ✷
We are now ready to establish the main property of the
operator A1.
Theorem 1 Let ε1,ε2 ∈ R∗+ such that ε1 < min(ε∗1 ,Km,1)
and ε2 < min(ε
∗
2 ,Km,2). Then the operator A1 generates a
C0-semigroup of contractions on (H ,〈·, ·〉H ,2).
Proof. Lemma 2 ensures that (H ,〈·, ·〉
H ,2) is a real Hilbert
space. Furthermore, Lemma 4 shows that the linear operator
A1 is dissipative with respect to 〈·, ·〉H ,2. It remains to show
that there exists λ0 > 0 such that R(λ0ID(A1)−A1) = H .
Lemma 3 shows that the operator A1 is closed. Then its re-
solvent set ρ(A1) is an open subset ofC. As 0∈ ρ(A1), there
exists λ0 > 0 such that the range condition R(λ0ID(A1)−
A1) = H holds. The application of the Lumer-Philips the-
orem [23, Th.2.29] [27] for reflexive spaces concludes the
proof. ✷
Corollary 2 Let ε1,ε2 ∈ R∗+ such that ε1 < min(ε∗1 ,Km,1)
and ε2<min(ε
∗
2 ,Km,2). Then, D(A ) is dense inH endowed
by either 〈·, ·〉H ,1 or 〈·, ·〉H ,2, i.e., D(A ) = H .
Proof. The property that D(A1) is dense in H endowed by
〈·, ·〉H ,2 follows from both dissipativity and range conditions
satisfied by operator A1 in the application of the Lumer-
Philips theorem for reflexive spaces [27, Chap.1, Th.4.5 and
Th.4.6]. As the norms ‖·‖
H ,1 and ‖·‖H ,2 are equivalent,
D(A1) is also dense in H endowed by 〈·, ·〉H ,1. The proof
is complete because, by definition, D(A ) =D(A1). ✷
Based on (17) and under the assumptions of Theorem 1, it
can be shown that the C0-semigroup generated by A1 is ex-
ponentially stable (the proof follows the one of Theorem 3).
Thus, assuming as in [17,26] bounded aerodynamic efforts
Fa and Ma, it can be concluded that both the system energy
and the flexible displacements are bounded. In this work,
adopting the aerodynamic model (3), we derive a sufficient
condition for ensuring the exponential stability of (10).
3.3 A generates a C0-semigroup
We can now introduce the main result of this section.
Theorem 2 Let ε1,ε2 ∈ R∗+ such that ε1 < min(ε∗1 ,Km,1)
and ε2 < min(ε
∗
2 ,Km,2). Then the operator A generates a
C0-semigroup on both (H ,〈·, ·〉H ,1) and (H ,〈·, ·〉H ,2).
Proof.We have by definitionA =A1+A2 overD(A )with
D(A ) =D(A1) andD(A2) =H . By Theorem 1,A1 gener-
ates aC0-semigroup of contractions with respect to 〈·, ·〉H ,2.
Moreover, it can be shown from its definition that A2 is a
bounded operator with respect to ‖·‖
H ,2. Then the perturba-
tion theory [27, Chap.3, Th.1.1][12, Th.3.2.1] ensures that
A generates a C0-semigroup on (H ,〈·, ·〉H ,2) and hence
on (H ,〈·, ·〉
H ,1) based on Lemma 2. ✷
Therefore, the Cauchy problem (10) is well-posed [12,23,27].
Let T :R+→L (H ) be theC0-semigroup generated by A .
Then, for any initial condition X0 ∈ D(A ), X(t) , T (t)X0
defined for t ≥ 0 is the unique solution of (10). Further-
more, for any t ≥ 0, X(t)∈D(A ) [27, Chap.1, Th.2.4], i.e.,
X ∈ C 0(R+;D(A ))∩C 1(R+;H ).
4 Exponential Stability Assessment
4.1 Exponential decay of the system energy
We introduce, in the framework of energy multiplier meth-
ods [23], the augmented energy of the plant, defined by
∀t ≥ 0, E (t), 1
2
‖X(t)‖2
H ,2 =
1
2
〈X(t),X(t)〉
H ,2 , (19)
where X(t) , T (t)X0 ∈ D(A ) denotes the unique solution
of (10) associated to the initial condition X0 ∈D(A ). It can
be shown that E is continuously differentiable overR+, with
a derivative E˙ satisfying for any t ≥ 0:
E˙ (t) =
〈
X˙(t),X(t)
〉
H ,2
= 〈A X(t),X(t)〉
H ,2
= 〈A1X(t),X(t)〉H ,2+ 〈A2X(t),X(t)〉H ,2 . (20)
In order to derive the exponential stability of the system, we
formulate the following assumption.
Assumption 2 It is assumed that the constants in (2) are
such that there exist r1,r2, . . . ,r8 > 0 along with 0 < ε1 <
min(ε∗1 ,Km,1) and 0< ε2 <min(ε
∗
2 ,Km,2) such that
λ1 , ε1
(
1− ηω
2r1
− 8l
4
pi4ρc2ω
(
αω
r4
+
βω
r5
+
γω
r3
))
,
7
λ2 , γω +
αω + ε2γφ
2r6
+
ε1γωr3
2
+
βω + γφ
2r7
≥ 0,
λ3 , ρ
{
ηωc
2
ω − ε2
2l3|xc|
pi2
(
4l
pi2
+
ms
ρ
)
−ε1
(
8l4(2+ |xc|)
pi4
+
ηωc
2
ω r1
2
+
2l3(2+ |xc|)ms
pi2ρ
)}
,
λ4 , ε2
(
1− ηφ
2r2
)
− 4l
2
pi2Iwc2φ
(
(αω + ε2γφ )r6
2
+
αφ + ε2βφ
2r8
+
ε1αωr4
2
+ ε2αφ
)
,
λ5 , βφ +
(βω + γφ )r7
2
+
(αφ + ε2βφ )r8
2
+
ε1βωr5
2
≥ 0,
λ6 , Iw
{
ηφc
2
φ − ε1
l|xc|
Iw
(
2lρ
pi2
+
ms
2
)
−ε2
(
2l2
2I∗w+ |xc|ρ
pi2Iw
+
ηφc
2
φ r2
2
+
l(2J∗s + |xc|ms)
2Iw
)}
,
satisfy λ1,λ3,λ4,λ6 > 0, µ3 , pi
4λ3/(16l
4)− λ2 > 0, and
µ6 , pi
2λ6/(4l
2)−λ5 > 0.
Remark 3 Similarly to [6,17], Assumption 2 imposes re-
strictions on both control parameters and the physical pa-
rameters of the wing. It is essentially a trade-off between
the structural stiffness and the amplitude of the aerodynamic
coefficients. In particular, it can be seen that the constraints
can always be met by increasing the stiffness parameters.
Indeed, for fixed aerodynamic coefficients,
λ1 ∼
cω→∞
ε1
(
1− ηω
2r1
)
, λ4 ∼
cφ→∞
ε2
(
1− ηφ
2r2
)
,
µ3 ∼
cω→∞
pi4λ3/(16l
4), µ6 ∼
cφ→∞
pi2λ6/(4l
2).
Noting that λ3 = ρν1 and λ6 = Iwν2 (see (18a)-(18b)), it cor-
responds to the constraints involved in the proof of Lemma 4
for which it was shown that a feasible solution exists for
any arbitrary value of the structural parameters. Thus, while
the exponential stability of the closed-loop aerodynamic free
model is always ensured, the one of the full model requires
an adequate balance between the structural stiffness and the
aerodynamic parameters. To fulfill the constraints, one can
resort to the following design procedure. First, aerodynamic
coefficients are obtained based on performance criteria cor-
responding to the desired flight envelope. Then, structural
stiffness, along with the control parameters ε1,ε2 can be ad-
justed to satisfy Assumption 2.
Theorem 3 Assume that Assumption 2 holds. Then the aug-
mented energy E defined by (19) exponentially decays to
zero, i.e., there exists Λ ∈ R∗+ such that
∀t ≥ 0, E (t)≤ E (0)exp(−Λt).
Furthermore, T (t) is an exponentially stable C0-semigroup
for ‖·‖
H ,2.
Proof.As E ∈C 1(R+;R), the objective is to show that there
exists a Λ ∈ R∗+ such that for any t ≥ 0, E˙ (t) ≤ −ΛE (t).
We first note that the first term of the right-hand side of
(20) is upper bounded by (17) since for any t ≥ 0, X(t) ∈
D(A ) and, by definition of operator A1, D(A1) = D(A ).
We study the second term in the right-hand side of (20). For
any X = ( f ,g,h,z,ζω ,ζφ ) ∈ D(A )⊂ D(A2), applying first
Young’s inequality and then Poincare´’s inequality, it yields
for any r3, . . . ,r8 > 0, and in particular for the value of the
parameters satisfying Assumption 2,
〈A2X ,X〉H ,2
=
∫ l
0
Fa(y)g(y)+Ma(y)z(y)+ ε1Fa(y) f (y)+ ε2Ma(y)h(y)dy
≤ 8l
4ε1
pi4ρc2ω
(
αω
r4
+
βω
r5
+
γω
r3
)∫ l
0
ρc2ω f
′′(y)2dy
+
(
γω +
αω + ε2γφ
2r6
+
ε1γωr3
2
+
βω + γφ
2r7
)∫ l
0
g(y)2dy
+
4l2
pi2Iwc2φ
(
(αω + ε2γφ )r6
2
+
αφ + ε2βφ
2r8
+
ε1αω r4
2
+ ε2αφ
)
×
∫ l
0
Iwc
2
φh
′(y)2dy
+
(
βφ +
(βω + γφ )r7
2
+
(αφ + ε2βφ )r8
2
+
ε1βωr5
2
)
×
∫ l
0
z(y)2dy.
Let X(t) = ( f (·, t),g(·, t),h(·, t),z(·, t),ζω (t),ζφ (t)) ∈
D(A ) be the solution to (10) associated to the initial
condition X(0) = X0 ∈ D(A ). Considering the values of
r1, . . . ,r8,ε1,ε2 satisfying Assumption 2, together with (17),
(20) verifies for any t ≥ 0,
E˙ (t)≤−λ1
∫ l
0
ρc2ω f
′′(y, t)2dy+λ2
∫ l
0
g(y, t)2dy
−λ3
∫ l
0
g′′(y, t)2dy−λ4
∫ l
0
Iwc
2
φh
′(y, t)2dy
+λ5
∫ l
0
z(y, t)2dy−λ6
∫ l
0
z′(y, t)2dy.
As µ3 > 0, there exists λ
∗
3 ∈ (0,λ3) such that ∆λ3 , λ3−
λ ∗3 > 0 and µ
∗
3 , pi
4λ ∗3 /(16l
4)− λ2 > 0. Similarly, there
exists λ ∗6 ∈ (0,λ6) such that ∆λ6 , λ6−λ ∗6 > 0 and µ∗6 ,
pi2λ ∗6 /(4l
2)−λ5 > 0. Then, based on Poincare´’s inequality,
E˙ (t)≤−λ1
∫ l
0
ρc2ω f
′′(y, t)2dy− µ∗3
∫ l
0
g(y, t)2dy (21)
−λ4
∫ l
0
Iwc
2
φh
′(y, t)2dy− µ∗6
∫ l
0
z(y, t)2dy
−∆λ3
∫ l
0
g′′(y, t)2dy−∆λ6
∫ l
0
z′(y, t)2dy.
By applying Schwartz’s inequality, we have ζφ (t)
2 =
8
z(l, t)2 =
(∫ l
0 z
′(y, t)dy
)2
≤ l‖z′(·, t)‖2
L2(0,l)
. Similarly, one
can get ζω(t)
2 ≤ (4l3/pi2)‖g′′(·, t)‖2
L2(0,l)
. We then intro-
duce µm > 0 defined by
µm, 2min
(
λ1,λ4,
µ∗3
λM(M)
,
µ∗6
λM(M)
,
pi2∆λ3
4l3λM(Ms)
,
∆λ6
lλM(Ms)
)
,
where λM(·) denotes the largest eigenvalue. Recalling that
for any symmetric matrix S ∈ Rn×n and any vector x ∈ Rn,
x⊤Sx≤ λM(S)x⊤x, it provides, based first on (21) and then
on (11),
∀t≥ 0, E˙ (t)≤−µm
2
‖X(t)‖2
H ,1≤−
Λ
2
‖X(t)‖2
H ,2 =−ΛE (t),
where Λ , µm/(1+ α) > 0 is independent of the ini-
tial condition X0 ∈ D(A ). Thus, for any t ≥ 0, E (t) ≤
E (0)exp(−Λt). Recalling that E (t) = ‖X(t)‖2
H ,2 /2, it
yields that
∀X0 ∈D(A ), ∀t ≥ 0, ‖T (t)X0‖H ,2≤‖X0‖H ,2 exp(−Λt/2).
This inequality can be extended by density to all X0 ∈ H
because T (t) ∈L (H ) and, based on Corollary 2, D(A ) =
H . Thus T (t) is an exponentially stable C0-semigroup for
‖·‖
H ,2 with |||T (t)|||H ,2 ≤ exp(−Λt/2). ✷
Corollary 3 Assume that Assumption 2 holds. Then the en-
ergy E defined by (6) exponentially decays to zero. In par-
ticular, there exists KE ∈R∗+ such that
∀t ≥ 0, E(t)≤ KEE(0)exp(−Λt),
where Λ > 0 is provided by Theorem 3. Furthermore, T (t)
is an exponentially stable C0-semigroup for ‖·‖H ,1.
Proof. With KE = (1+α)/(1−α)> 0, it is a direct conse-
quence of the equivalence of the norms (11). ✷
4.2 Uniform exponential stability of the bending and twist-
ing displacements
Finally, we assess the uniform exponential stability of bend-
ing and twisting displacements.
Corollary 4 Assume that Assumption 2 holds. Then, there
exist Kω ,Kωy ,Kφ ∈ R∗+ such that for any initial condition
X0 ∈ D(A ) and for all t ≥ 0, the solution to the Cauchy
problem (10) satisfies for ψ ∈ {ω ,ωy,φ},
‖ψ(·, t)‖∞ ≤ Kψ
√
E(0)exp(−Λt/2), (22)
where Λ > 0 is given in Theorem 3 and E(0) = ‖X0‖2H ,1 /2
is the initial energy of the system.
Proof. Let X(t) = ( f (·, t),g(·, t),h(·, t),z(·, t),ζω (t),ζφ (t))
be the solution of the Cauchy problem (10) associated to the
initial condition X0 ∈ D(A ). As X(t) ∈D(A ) for all t ≥ 0,
Agmon’s inequality and then Poincare´’s inequality yield
||h(·, t)||4∞ ≤ 4
∫ l
0
h(y, t)2dy
∫ l
0
h′(y, t)2dy
≤ 16l
2
pi2
[∫ l
0
h′(y, t)2dy
]2
≤ 64l
2
pi2I2wc
4
φ
E(t)2.
Hence, as h= φ , (22) holds with
Kφ =
2
cφ
√
2l
piIw
· 1+α
1−α .
Following the same procedure, similar inequalities are ob-
tained for f = ω and f ′ = ωy. ✷
We deduce from Theorem 3 and Corollary 4 that the com-
mand given by (7a-7b) converges to zero as t tends to +∞.
5 Simulations
The numerical values used in simulation studies are ex-
tracted from FW-11. It is a conceptual design of high alti-
tude long endurance commercial aircraft with a wing length
l = 16.2m [28]. As the original wing of FW-11 is nonho-
mogeneous, we considered the structural characteristics at
the mid-length of the wing, corresponding to the 4th section
of the wing presented in [28]. We set the damping coeffi-
cients to ηφ = ηω = 0.02 and the coupling offset to xc = 2m.
The aerodynamic coefficients provided in [28] correspond
to an altitude of 10,000m and a flight speed of 240m/s.
However, they are purely static (i.e., only αω and αφ are
provided). For simulation purposes, ad hoc unsteady aero-
dynamic coefficients have been set to βω = γω = αω/3 and
βφ = γφ = −αφ/2. Finally, the store characteristics are set
to ms = 1,000kg and Js = 500kg ·m2. With this setup, the
conditions in Assumption 2 are satisfied by setting ε1 =
3.189× 10−4 and ε2 = 1.195× 10−3.
Numerical simulations are carried out based on the Galerkin
method [10]. The temporal behavior of the open-loop system
is depicted in Fig. 1. It can be seen that both bending and
twisting displacements are poorly damped, exhibiting large
oscillations. In contrast, by setting the controller gains as
k1 = 5,000 and k2 = 2,500, the oscillations are damped out
rapidly in closed loop as shown in Fig. 2. The actuation
effort at the wing tip is depicted in Fig. 3.
6 Conclusion
This paper tackled the boundary control of a flexible wing
under unsteady aerodynamic loads and in presence of a store
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Fig. 1. Open-loop response: Bending displacement ω(y, t); Twist-
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Fig. 2. Closed-loop response: Bending displacement ω(y, t); Twist-
ing displacement φ(y, t).
located at the wing tip. The wing is modeled by a distributed
parameter system consisting of two coupled partial differen-
tial equations describing both bending and twisting displace-
ments. After demonstrating that the problem is well-posed,
it is shown by using the Lyapunov method that the pro-
posed boundary control scheme ensures the uniform expo-
nential stability of both bending and twisting displacements.
The obtained results rely in certain structural constraints that
mainly impose restrictions on the balance between the struc-
tural stiffness ant the aerodynamic coefficients. As these con-
straints may limit the admissible airspeed, evaluating their
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Fig. 3. Applied control momentum Mtip and force Ftip
conservatism and their potential relaxation shall be consid-
ered in future work.
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