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NORTH- HOLLAND 
ON THE CORRECTNESS OF UNFOLD/FOLD 
TRANSFORMATION OF NORMAL AND 
EXTENDED LOGIC PROGRAMS 
CHANDRABOSE ARAVINDAN AND PHAN MINH DUNG 
D We show that the framework for unfold/fold transformation of logic pro- 
grams, first proposed by Tamaki and Sato and later extended by various 
researchers, preserves various nonmonotonic semantics of normal logic pro- 
grams, especially preferred extension, partial stable models, regular model, 
and stable theory semantics. The primary aim of this research is to adopt a 
uniform approach for every semantics of normal programs, and that is ele- 
gantly achieved through the notion of semantic kernel. Later, we show that 
this framework can also be applied to extended logic programs, preserving 
the answer set semantics. a 
1. INTRODUCTION 
The use of unfold/fold transformation in synthesis of logic programs has been real- 
ized as early as 1977 [ll, 231 and a framework for this transformation was proposed 
in 1984 by Tamaki and Sato [44]. Later, the relationship between unfold/fold 
transformation and partial deduction has been studied, indicating that unfold/fold 
transformation can also be used for program specialization and optimization [28, 
431. The primary requisite of an unfold/fold transformation system is its correct- 
ness: it should preserve the meaning of the original program, i.e., the original and 
transformed programs should be equivalent w.r.t. the chosen semantics. 
The original unfold/fold transformation system of Tamaki and Sato [44] is meant 
for definite programs, and is shown to be correct w.r.t. the least Herbrand model 
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semantics of a definite program. Later, the same system was shown to preserve 
answer substitutions by Kawamura and Kanamori 1271. The correctness of the 
transformation technique, when applied to normal programs, is closely related to 
how we understand the negation in a program. So far, numerous nonmonotonic 
approaches to handle negation have been proposed, and the relationship among 
them is well studied (e.g., [2, 10, 12, 13, 16, 17, 20, 25, 26, 30, 37, 38, 45, 47, 481). 
Often, we find research that studies the correctness of an unfold/fold transforma- 
tion system w.r.t. a particular semantics of negation. For example, Maher showed 
that the transformation system is correct w.r.t. perfect model semantics in [31, 331, 
and studied the correctness w.r.t. stable model and well-founded model semantics 
in [32]; in [19]; Gardner and Shepherdson showed that it preserves the Clark’s com- 
pletion semantics; Seki extended the framework and studied the correctness w.r.t. 
stable model semantics in [41], w.r.t. perfect model semantics in [42], and w.r.t. 
well-founded model semantics in [43]; and correctness w.r.t. Fitting’s semantics is 
studied by Bossi and Etalle in [5]. Ref. [36] provides a good survey of program 
transformation systems. Apart from the correctness, another important property 
of a transformation system is to preserve the termination behavior of the original 
program [4, 61. Addressing this, in [6], Bossi and Etalle showed that the unfold/fold 
transformation system preserves the acyclicity, when applied to acyclic programs. 
Recent research in semantics of logic programs proposes new nonmonotonic se- 
mantics for negation. For example, Dung suggested preferred extension semantics 
in [12], Kakss and Mancarella introduced stable theory semantics in [25], partial 
stable models semantics has been forwarded by Sacca and Zaniolo in [39], and in 
[47] You and Yuan proposed regular model semantics to overcome the shortcomings 
of stable model semantics. Moreover, works like, e.g., [9, 15, 351 indicated the links 
between these semantics and various nonmonotonic logics of AI. Therefore, it is 
important to study the correctness of unfold/fold transformation w.r.t. these new 
semantics also, and this paper addresses this issue. 
One might individually study the correctness of the unfold/fold transformation 
system w.r.t. each of the nonmonotonic semantics of negation. But the proof of the 
correctness will be cumbersome and tedious, as one has to provide proof for every 
semantics. Instead, we wish to exploit the relationship among all these semantics. 
In this paper, we first observe that to show the correctness of the unfold/fold 
transformation system w.r.t. various semantics of negation, it is enough if the 
correctness w.r.t. the semantic kernel [16, 171 of a normal program is shown. Later, 
we prove that the unfold/fold framework preserves the semantic kernel of a normal 
program, and obtain previous and new results of the field as corollaries of our main 
theorem. 
Apart from the correctness results for normal programs, we also show that it 
is easy to apply unfold/fold transformation techniques to extended logic programs 
that include extended negation (e.g., [l, 14, 18, 21, 22, 24, 29, 341). In fact, we 
observe that the unfold/fold transformation framework of normal programs can 
be applied to extended logic programs, without any modification. Addressing the 
correctness of the transformation of extended logic programs, we again exploit 
the relationship among various semantics of extended logic programs, and observe 
that the framework preserves answer set semantics [21], generalized well-founded 
semantics [18], and argumentation semantics [14] of extended logic programs. 
The rest of the paper is organized as follows. In Section 2, we review the basic 
unfold/fold transformation system proposed by Tamaki and Sato and extended by 
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Seki, Maher, and Gardner and Shepherdson. The concepts of semantic kernel of a 
normal logic program, with an important theorem showing how the semantic kernel 
is related to various other semantics, are provided in Section 3. The unfold/fold 
transformation is then shown to preserve the semantic kernel in Section 4, where 
we obtain various correctness results as corollaries. Section 5 is devoted to study 
how the unfold/fold transformation of Section 2 can be applied to extended logic 
programs. Finally, Section 6 concludes the paper with some remarks. 
Throughout this paper, we assume the reader’s familiarity with basic notions 
of logic programming as provided in, e.g., [30]. We also assume that the reader is 
familiar with various nonmonotonic semantics of logic programs such as preferred 
extension semantics [12], regular model semantics [47], stable theory semantics [25], 
and partial stable models [39]. In the sequel, we represent variables by X, Y, 2; 
atoms by A, B, H; sequences of literals by K, L; clauses by C, D, F; substitutions 
by 8, y; and programs by P, Q. All of these symbols may be subscripted and/or 
primed as necessary. 
2. UNFOLD/FOLD TRANSFORMATION 
The unfold/fold transformation framework described below was originally proposed 
by Tamaki and Sato for definite programs, and later extended for normal programs 
by various researchers like Seki, Maher, Gardner and Shepherdson, and others. In 
fact, the transformation system of [19, 31-331 slightly differs from that of [41-441 in 
the definition of folding, and in this paper we consider the correctness of both the 
systems. In the sequel, we provide the basic notions of unfold/fold transformation, 
taken from [19, 31-33, 41-441, and the interested readers are referred to these 
references for more information and examples. 
Definition 2.1 (Initial Program). An initial program PO is a normal logic program 
satisfying the following conditions: 
(11) PO is divided into two disjoint sets of clauses, P,,, and Paid. The predicates 
defined in P,,, are called new predicates, while those defined in Pold are called 
old predicates. 
(12) The new predicates appear neither in Pold nor in the bodies of theclauses in 
Prl,, .I 
Definition 2.2 (Unfolding). Let Pi be a normal program and C a clause in Pi of 
the form: H t A, L. Suppose that Cl,. . . , (7, are all the clauses in Pi such 
that C, is of the form: Aj + Kj and Aj is unifiable with A, by an mgu 0, 
for each j (1 < j <_ Ic). Let Ci (1 I j 5 Ic) be the result of applying 0, after 
replacing A in C with the body of Cj, namely, Ci = H0j + Kj$j, L0j s Then 
Pi+1 = (Pi-{C})U{C{, . . . ,CL}. C is called the unfolded clause and Ci, . . . , Cr, 
are called the unfolding clauses. A is called the selected atom (in unfolding). 
As mentioned earlier, there are two ways to fold a clause in a program. In the 
sequel, the folding of [41-441 is referred to as TSS-folding, and that of [19, 31-331 is 
referred to as MGS-folding. These two operations differ in from where the folding 
clause is coming. 
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Definition 2.3 (TSS-Folding). Let C be a clause in Pi of the form: A +- K, L and 
D a clause in P,,, (not necessarily in Pi) of the form: B + K’. Suppose that 
there exists a substitution 0 satisfying the following conditions: 
Pl) 
P2) 
(F3) 
074) 
K’6’ = K 
Let X1, . . . , Xj, . . . , X, be internal variables of D, namely, appearing only in 
the body K’ of D, but not in B. Then, each XjO is a variable in C st. it 
appears in none of A, L, and Be. Furthermore, X,0 # X,,e if j # j’. 
D is the only clause in P,,,, whose head is unifiable with BB. 
Either the predicate of A is an old predicate, or C is the result of applying 
unfolding at least once to a clause in PO. 
Then, let C’ be the clause: A + Be, L, and let Pi+1 be (Pi - {C}) U {C’}. C is 
called the folded clause and D is called the folding clause. 
Definition 2.4 (MGS-Folding). Let C be a clause in Pi of the form: A +- K, L and 
D a clause in Pi of the form: B +- K’. Suppose that there exists a substitution 
8 satisfying the following conditions: 
(Fl) K’B = K 
(F2) Let Xi,. . . ,Xj,. . . , X, be internal variables of D, namely, appearing only in 
the body K’ of D, but not in B. Then, each XjQ is a variable in C s.t. it 
appears in none of A, L, and Be. Furthermore, X,0 # Xjl13 if j # j’. 
(F3) D is the only clause in Pi whose head is unifiable with Be. 
(F4) C is different from D. 
Then, let C’ be the clause: A c- BB, L, and let Pi+1 be (Pi - {C}) U {C’}. C is 
called the folded clause and D is called the folding clause. 
In this paper, we consider the correctness of both of these folding operations, 
and in the sequel, we simply write folding when we do not want to differentiate 
between these two operations. 
Definition 2.5 (Transformation Sequence). Let PO be an initial program and Pi+1 
(i 2 0) a program obtained from Pi by applying either unfolding or folding. 
Then, the sequence of programs PO, PI, . . . , PN is called a transformation se- 
quence starting from PO. 
Various correctness results have been obtained so far for the unfold/fold trans- 
formation system described above. Initially, Tamaki and Sato showed that this 
transformation is correct for definite programs w.r.t. least Herbrand model seman- 
tics [44]. Later, Kawamura and Kanamori obtained a stronger result for definite 
programs in, [27], stating that the set of all computed answer substitutions1 of def- 
inite programs is preserved by this transformation. In [31], Maher showed that the 
transformation system with MGS-folding also preserves the least Herbrand model 
semantics. For normal programs, correctness of unfold/fold transformation (with 
MGS-folding) has been shown w.r.t. Clark’s completion semantics in [19, 331, per- 
fect model semantics in [33,42], stable model semantics in [32, 411, and well-founded 
‘Ref. [27] defines a computed answer substitution of a goal G w.r.t. program P as a pair (G, 0) 
s.t. there exists a proof tree of G w.r.t. P with answer substitution 0. 
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model semantics in [43]. These previous correctness results are summarized by the 
following theorem. 
Theorem 2.1 (Previous Correctness Results). 
(A) 
PI 
((7 
CD) 
w 
(F) 
The least Her-brand model of any program Pi in a transformation sequence 
starting from initial definite program Po is identical to that of Po [31, 441. 
The set of all computed answer substitutions of any program Pi in a transfor- 
mation sequence starting from initial definite program Po is identical to that 
of PO [27]. 
The Clark’s completion semantics of any program Pi in a transformation 
sequence (that does not use TSS-folding and no rule unfolds itself) starting 
from initial normal program Po is identical to that of Po [19, 331. 
The perfect model semantics of any program Pi in a transformation sequence 
starting from initial stratified program Po is identical to that of Po 133, 421. 
The stable model semantics of any program Pi in a transformation sequence 
starting from initial normal program Po is identical to that of Po [32, 411. 
The well-founded model semantics of any normal program Pi in a transfor- 
mation sequence starting from initial normal program Pa is identical to that 
of PO [431. 
3. SEMANTIC KERNEL OF A NORMAL PROGRAM 
In this section, we review the concepts of semantic kernel and show how it is related 
to other semantics of normal logic programs. To capture the intended meaning of 
a normal logic program in a more natural way, in [16, 171 Dung et al. defined 
the semantic kernel2 of a normal program. The idea starts with the concept of a 
quasi-interpretation, which is formally defined below. 
Definition 3.1 (Quasi-Interpretation). A quasi-interpretation I is a set of ground 
program clauses of the form, A t not Bi, . . . , not B, n > 0, where A, Bi are 
ground atoms. The set of quasi-interpretation is denoted by &I. It is clear that 
&I is a complete lattice w.r.t. set inclusion. 
Definition 3.2. Let C be a ground clause 
A&not Bl,..., not B,,Al,..., A, n>O,m>O 
and let Ci be ground clauses 
Ai + Ki l<i<m 
Then, T,(Cr,. . . , Cm) is the clause 
Acnot Bl,..., not B,,K1 ,..., K, 
C is said to be the generating clause for T,(Cl, . . . , Cm). 
‘In [16, 171, it was simply referred to as least fixpoint, denoted as LFP. 
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Definition 3.3. The transformation3 5’~ on quasi-interpretations is defined as fol- 
lows: 
SP : &I --t &I 
SPV) = {C(Cl,. . . ,C,)]C~GpandCi~I,l~i~m} 
where Gp stands for the set of all ground instantiations of every clause of P. 
Lemma 3.1. Sp is w-continuous. 
Definition 3.4 (Semantic Kernel). Let SKn(P) = S,“(4). Now, the least fixed 
point of S, is given by SK(P) = U{SKn(P) 1 n 2 1). SK(P) is called the 
semantic kernel of P. 
We now come to the important question of how the semantic kernel of a normal 
logic program is related to various other semantics proposed in the literature so far. 
We formally present the relationship by means of the following theorem. 
Theorem 3.1. Let P be a normal logic program and SK(P) be its semantic kernel. 
Then the following results hold: 
(A) 
(B) 
cc> 
ii; 
(F) 
((3 
( w 
If P is a definite program, then SK(P) is the same as the least Herbrand 
model of P. 
If P is a stratified program, then P and SK(P) have the same perfect model 
semantics. 
P and SK(.P) have the same stable model(s). 
P and SK(P) have the same well-founded model(s). 
P and SK(P) have the same preferred extension semantics. 
P and SK(P) have the same regular model semantics. 
P and SK(P) have the same stable theory se,mantics. 
P and SK(P) have the same set of partial stable models. 
PROOF. See Appendix A. ??
REMARK 3.1. Results (A) and (B) follow directly from (C) or (D). (C) and (D) 
have been proved in [17] and [16], respectively. (E), (F), (G), and (H) are new 
results. 
REMARK 3.2. Preferred extension semantics was first introduced in [12]. Regular 
model semantics was introduced in [47], and partial stable models in [39]. Refs. [8, 
26, 481 have extensively studied the relationship among these three semantics, and 
have shown that they are equivalent. Stable theory semantics was introduced in [25]. 
REMARK 3.3. In [38], Pryzymusinski introduced stationary semantics for disjunc- 
tive and normal logic programs. In the case of normal logic programs, it coin- 
cides with the well-founded model semantics, and hence is preserved by unfold/fold 
31n [16, 171, it was denoted as Tp. We have changed it to Sp here to avoid confusion with the 
classical Tp operator of logic programming. 
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transformation. More than that, the stationary expansions of normal programs are 
also preserved, and this follows from (E) and the results of [8]. 
4. CORRECTNESS OF UNFOLD/FOLD TRANSFORMATION 
In this section, we show that the unfold/fold transformation, as described in Section 
2, preserves the semantic kernel of a normal program. For the sake of clarity, we 
divide the proof into two parts: the first part shows that the semantic kernel of any 
program in a transformation sequence is contained in that of the initial program; 
and the second part shows that the converse is also true. The first part is divided 
into two cases, one for folding and another for unfolding, while the second part is 
already implied by a lemma in [43]. 
Theorem 4.1 (Main Theorem: Unfold/Fold Transformation Preserves the Seman- 
tic Kernel). Let PO, . . . , PN be a transformation sequence. Then the semantic 
kernel of any program Pj (0 5 j 5 N) in a transformation sequence is identical 
to that of Pa. 
PROOF. This is proved by induction on j. 
Base: j = 0. 
Obviously, SK(Po) = SK(Pa). 
Induction: Assume that the lemma is true for j 5 lc. We have to show that it is 
true for j = k + 1, i.e., SK(Po) = SK(Pk+l). 
We prove this in two parts: (1) SK(%+l) C SK(Po), and (2) SK(Po) G 
SK(Pk+& 
PART (1): SK(Pk+l) 2 SK(P,,). 
Since SK(Pa) = SK(Pk) (f rom the induction assumption), the required result 
follows from showing SK(Pk+l) c SK(Pk). There are two cases to consider, 
reflecting the fact that Bk+i may be obtained from Bk by the folding or 
unfolding operation. 
CASE A: Pk+1 is obtained by the folding operation. 
This case is proved by showing the following proposition: 
Vi : If C E SKi(Pk+i),then C E SK(&). 
This proposition is proved by induction on i. 
Base: i = 0. 
The proposition follows obviously, since SK’(Pk+i) = 4. 
Induction: Assuming that the proposition is true for i < I, we have to show 
that it holds when i = I + 1 (where I is a natural number). 
C E SK’+l(Pk+i). We have to show that C E SK(&). 
Let C’ be the generating clause of C, and let it be of the form H t B1, . . . , B,, 
not B;,..., not B&. 
Let C’ be a ground instantiation of C”E %+I. 
Case (i): C”E Pk. 
C E SK’+l(Pk+i). H ence, VB, (1 5 r 5 n) : 30, E SK’(Pk+l) s.t. C = 
Tcr (D1,. . . , Dn). From the inner induction assumption, we have that Vr 
(1 < r 5 n): D, E SK(%). S’ lnce C” E Pk, it follows that C E SK(&). 
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case (ii): c” # 4. 
C E SK’+l(Pk+r). Hence VB, (1 < r 2 n) : 30, E SK’(Pk+l) s.t. c = 
Tc,(Dl,. . . , Dn). From the inner induction assumption, we have that Vr (1 5 
r < n) : D, E SK(Pk). fi om the outer induction assumption, it follows that 
Vr(1 5 r 5 n) : D, E SK(Po). In this case (CASE A), C” E Bk+r is the 
result of folding. Let us consider TSS-folding first. 
Let F E Pi, be the folded clause and D E P,,, be the folding clause. Further, 
let C” be of the form, H +- Be, K’; D be of the form, B t K; and F be of the 
form, H + KB, K’. Let C’ = C”y, where y is a ground instantiation. With- 
out any loss of generality, we can assume that head = B&y. From the fact 
that D1 E SK(Po) and D is the only clause in P,,, (hence also the only clause 
in PO) whose head unifies with Be, it follows that: 3Crr, . . . , (2’1, E SK(Po) 
s.t. D1 = TD&~,. . . , Cl,). From the outer induction assumption, it 
also follows that Cri, . . . , Cr, E SK(%). From the conditions of folding, 
we have that C = TF?(C~~, . . . ,Crmr Dz,. . . ,E,). Since all of these clauses 
Cllr . . . , Clm,Dz,. . . , D, are present in SK(&), it follows that C E SK(&). 
The proof is very much similar, in case C” is obtained by MGS-folding. Let 
F E Pk be the folded clause and D E Pk be the folding clause. Further, let C” 
be of the form, H + Be, K’; D be of the form, B + K; and F be of the form, 
H +- KB, K’. Let C’= C”y, where y is a ground instantiation. Without any 
loss of generality, we can assume that head = B&y. From the fact that 
D1 E SK(Pk) and D is the only clause in Pk whose head unifies with Be, it 
follows that: Xrr,. . . ,Cl, E SK(%) s.t. Dl = TDS,(CU,. . . ,Ck). From 
the conditions of folding, we have that C = TF-( (Cl 1, . . . , Crm, Dz, . . . , Dn). 
Since all of these clauses Crr, . . . , Crm, Dp, . . . , D, are present in SK(Pk), it 
follows that C E SK(%). 
CASE B: Pk+l is obtained by an unfolding operation. 
The case is proved by showing the following proposition: 
Vi : If C E SKi(&+r), then C E SK(Pk). 
The above proposition is proved by induction on i. 
Base: i = 0. 
The proposition follows obviously, since ,!?KO(Pk+i) = 4. 
Induction: Assuming that the,proposition is true for every i 2 I, we have to 
show that it holds for i = I + 1 (where 1 is a natural number). 
C E SK’+l(Pk+l). We have to show that C E SK(Pk). 
Let C’ be the generating clause of C, and let it be of the form, H + 
Bl,..., B,, not Bi, . . . , not Bk. 
Let C’ be a ground instantiation of C” E %+I. 
Case (i).’ C” E 4. 
C E SK’+‘(Pk+i). Hence, VB, (1 5 r 5 n) : 30, E SK’(Pk+l) s.t. c = 
Tc,(D1,... , Dn). From the inner induction assumption, we have that Vr (1 < 
r 5 n) : D,ESK(Pk). S ince C” E 9, it follows that C E SK(%). 
Case (ii): C” $ Pk. 
C E SK’+i(Pk+r). Hence, VB,(l < r 5 n) : 30, E SK’(Pk+l) s.t. 
C = Tcl(D1,... , Dn). From the inner induction assumption, we have that, 
Vr(1 5 r 5 n): D, E SK(%). Since C” $ Pk, it is clear that it is the 
result of unfolding. From the definition of unfolding, it is clear that there 
exists a clause Cu in Pk, unfolding which by a 6’~ in Pk, results in C” in 
ON CORRECTNESS OF UNFOLD/FOLD TRANSFORMATIONS 209 
P&I, Now, there exists a ground instantiation of CIJ of the form H + 
Bl,..., B,, B”, not Bi, . . . ,, not Bi where B” is a ground instantiation of 
the unfolded literal. There also exists a ground instantiation of CK of the 
form, B”+ Ba+l, . . . , B,, not B/,+1,. . . , not Bk. Now, using the fact that 
k- (1 5 r 5 n) : D, E SK(&), it is not difficult to see that C E SK(Pk). 
PART (2): SR(Pa) c SR(Pk+l). 
This part follows from Lemma 4.2 (preservation of PO-derivation lemma) of [43]. 
Note that this lemma holds for MGS-folding also (Remark 4.2 of [43]). 0 
REMARK 4.1. Although mentioned already, we would like to highlight the fact 
that the above theorem is valid irrespective of whether TSS-folding or MGS-folding 
is used. 
The following two corollaries follow immediately from the above theorem and 
Theorem 3.1 of the last section. The first corollary states the results that have 
been obtained before in the field, while the second one presents new contributions 
to the field. 
Corollary 4.1 (Previous Results). 
(A) The least Herbrand model of any definite program Pi in a transformation 
sequence starting from an initial definite program Pa is identical to that of Po. 
(B) The perfect model semantics of any stratified program Pi in a transformation 
sequence starting from an initial stratified program PO is identical to that of Pa. 
(C) The well-founded model semantics of any normal program Pi in a transfor- 
mation sequence starting from an initial normal progmm Pa is identical to 
that of Pa. 
(D) The stable model semantics of any normal program Pi in a transformation 
sequence starting from an initial normal program Po is identical to that of PO. 
Corollary 4.2 (New Results). 
(A) The preferred extension semantics of any normal program Pi in a transfor- 
mation sequence starting from an initial normal program PO is identical to 
that of PO. 
(B) The regular m.odel semantics of any normal program Pi in a transformation 
sequence starting from an initial normal program Po is identical to that of Po. 
(C) The stable theory semantics of any normal program Pi in a tmnsformation 
sequence starting from an initial normal progmm Pa is identical to that of Po. 
(D) The partial stable models semantics of any normal program Pi in a transfor- 
mation sequence starting from an initial normal program Pa is identical to 
that of Pa. 
5. UNFOLD/FOLD TRANSFORMATION OF EXTENDED 
LOGIC PROGRAMS 
Recognizing the lack of expressiveness of traditional logic programming, especially 
in dealing with incomplete information, Gelfond and Lifschitz and Kowalski and 
Sadri have proposed to extend logic programming with classical negation [21, 291. 
Since then, various semantics and applications of extended logic programming have 
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been reported, e.g., [l, 14, 18, 22, 24, 341. We do not provide details of these works 
here, and interested readers are referred to [l, 14, 18, 21, 22, 24, 29, 341 for more 
information and examples. 
In this section, we show that the unfold/fold transformation system of Section 
2 can be directly applied to the extended logic programs preserving answer set 
semantics of [21] which is briefly recalled in Appendix B. We also observe that gen- 
eralized well-founded semantics [lS] and argumentation semantics [14] of extended 
logic programs are also preserved by the unfold/fold transformation. Instead of 
studying the correctness w.r.t. each individual semantics, we again exploit the re- 
lationship among them. To achieve this, we first extend the notion of semantic 
kernel to extended logic programs, and obtain a result which is very similar to that 
of Theorem 3.1. As we show later, the preservation of semantic kernel of an ex- 
tended logic program by unfold/fold transformation follows immediately from our 
main Theorem 4.1, and thus the required correctness results. In the sequel, the 
symbol “not” stands for traditional logic programming negation (i.e., negation as 
failure), while the classical negation is represented by “7.” 
Before considering semantic kernel of an extended logic program, we formally 
define what we mean by extended logic program and how it can be transformed 
into a normal logic program. These definitions are basically from [21]. 
Definition 5.1 (Extended Logic Program). An extended program clause is of the 
form Lo t L1, . . . , L,, not L,+l, . . . , not L,+, where each Li is an atom or 
classical negation of an atom. An extended logic program is a set of extended 
program clauses. 
Definition 5.2 (Positive Normal Form). Let P be an extended logic program. For 
any predicate p occurring in P, let p’ be a new predicate of the same arity. The 
atom p’(. . .) is referred to as the positive form of the negative literal -p(. . .). 
Every positive literal is, by definition, its own positive form. Let L+ stand for 
the positive form of a literal L. Then the positive normal form of an extended 
logic program P, denoted as P+, is a normal logic program obtained by replacing 
every literal L occurring in P by its positive form L+. 
Definition 5.3 (Semantic Kernel of an Extended Logic Program). Let P be an 
extended logic program and P+ be its positive normal form. Let SK(P+) be 
the semantic kernel of the normal program P+. Let Q be an extended logic 
program obtained from SK(P+) by replacing every occurrence of a positive 
form p’(. . .) in SK(P+) by its original form -p(. . .). Then Q is referred to as 
the semantic kernel, denoted as SK(P), of the extended logic program P. 
Theorem 5.1. Let P be an extended logic program and SK(P) be its semantic 
kernel. Then P and SK(P) have the same answer set(s). 
PROOF. See Appendix B. cl 
The unfold/fold transformation can be easily carried out on an extended logic 
program. Consider an extended logic program P and its positive normal form P+. 
Since P+ is a normal logic program, the unfold/fold transformation of Section 2 
and the correctness results of Section 4 are valid for P+. Thus, we can apply folding 
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and unfolding operations on P+, obtaining a new normal program Q+. Prom the 
correctness result of unfold/fold transformation, we know that P+ and Q+ have 
the same semantic kernel. Now, Q+ can be easily transformed into an extended 
logic program Q by replacing all positive forms of literals by their original forms. 
It is now clear that P and Q have the same semantic kernel, and the correctness 
results follow immediately from Theorem 5.1. This is formalized in the sequel. 
Definition 5.4 (Initial Extended Program). An initial extended program PO is an 
extended logic program satisfying the following conditions: 
(11) Pa is divided into two disjoint sets of clauses, P,,, and Pold. The predicates 
defined in P,,, are called new predicates, while those defined in Pold are called 
old predicates. 
(12) The new predicates appear neither in Pold nor in the bodies of the clauses 
in P,,,. 
It is easy to see that the positive form of an initial extended program PO is an 
initial normal program satisfying the conditions of Definition 2.1. This is formalized 
by the following lemma. 
Lemma 5.1. The positive normal form of an initial extended program is an initial 
program. 
Definition 5.5 (Extended Transformation Sequence). Let PO be an initial extended 
logic program and Pz be its positive normal form. Let PO’, P;‘, . . . , P$ be a 
transformation sequence starting from the normal program P$. Let Pi (1 5 
i 5 N) be an extended program obtained by replacing every positive form of 
a literal in Pi+ by its original form. Then PO, PI, . . . , PN is referred to as an 
extended transformation sequence starting from PO. 
Theorem 5.2 (Unfold/Fold Transformation Preserves the Semantic Kernel of Ex- 
tended Logic Programs). The semantic kernel of any extended program Pi in 
an extended transformation sequence starting from an initial extended program 
PO is identical to that of PO. 
PROOF. Follows immediately from the main Theorem 4.1. 0 
Corollary 5.1 (Correctness Result for Unfold/Fold Transformation of Logic Pro- 
grams). The answer set semantics of any extended logic program Pi in an ex- 
tended transformation sequence starting from an initial extended program PO is 
identical to that of PO. 
REMARK 5.1. Various other semantics for extended logic programs have been pro- 
posed, such as generalized well-founded and argumentation semantics. It is easy to 
show the correctness results for unfold/fold transformation of extended logic pro- 
grams w.r.t. these semantics also. Let P be an extended logic program and SK(P) 
be its semantics kernel. Then the following results also hold: 
(A) P and SK(P) h ave the same generalized well-founded semantics. 
(B) P and SK(P) h ave the same argumentation semantics. 
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Now, from Theorem 5.1, it follows that the generalized well-founded semantics 
and argumentation semantics of any extended logic program Pi in an extended 
transformation sequence starting from an initial extended program PO are, respec- 
tively, identical to those of PO. 
6. CONCLUDING REMARKS 
In this paper, we have addressed the correctness of unfold/fold transformation of 
normal logic programs. Since the correctness depends on the semantics of normal 
programs and there are various semantics for normal programs, without any gen- 
eral consensus on which is the best, the trend is to show the correctness of program 
transformation w.r.t. a particular semantics. In this paper, we have emphasized 
that a deep understanding of relationship among various semantics of normal pro- 
grams should be used to show the correctness of program transformation. Along 
this line, we have demonstrated that to show the correctness of unfold/fold program 
transformation w.r.t. various popular semantics of normal programs, it is enough to 
show the correctness w.r.t. semantic kernel. This enabled us to obtain correctness 
results w.r.t. most of the semantics of normal programs. 
There are quite a few other semantics for logic programs based on non-Herbrand 
models, such as s-semantics [7], and nonground stable and well-founded semantics 
[13, 461. In [3], B ossi and Cocco studied the correctness of program transformation 
w.r.t. s-semantics for definite programs, but the correctness is yet to be stud- 
ied when s-semantics is extended to normal logic programs. We believe that the 
methodology used in this paper could be extended (possibly using the notion of 
nonground semantic kernel) to study the correctness of program transformation 
w.r.t. these nonground semantics also. 
We have also shown that unfold/fold transformation can be easily extended to ex- 
tended logic programming where, apart from negation as failure, classical negation 
is also allowed. We believe that this is an initial step to apply unfold/fold program 
transformation techniques to knowledge bases. We are now gaining insight into 
the links between semantics of normal logic programs and various nonmonotonic 
reasoning frameworks such as Reiter’s default logic, autoepistemic logic, Pollock’s 
inductive defeasible logic, e.g., [9, 15, 351, and we hope that correctness results of 
this paper will be useful in optimizing knowledge bases. 
APPENDIX A: PROOF OF THEOREM 3.1 
As mentioned earlier in Remark 3.1, the results (C) and (D) have been proved in 
[17] and [16], respectively. Results (A) and (B) follow directly from (C) or (D). 
Hence, we need to prove only the results (E), (F), (G), and (H). 
Kakas and Mancarella showed that preferred extension semantics and partial 
stable model semantics are equivalent in [26]. In [48], You and Yuan studied the 
relationship among preferred extension, regular model, and partial stable model 
semantics, and showed that they are equivalent. Thus, it is enough to prove one of 
(E), (F), or (H), and in the sequel, we prove (E). 
Dung’s preferred extension semantics is centered around the concept of admis- 
sible hypotheses set, which is reproduced below. The reader is referred to [12, 151 
for more information on this semantics. 
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Dejinition A.l. Let P be a normal program, Gp its ground instantiation, and H 
a set of ground negative literals. Then, we define 
TP to(H)=4 
TpTi+l(H)={AIZl a clause A + Bd in Gp and Bd C H U Tp t i(H)} 
Tptw(H) = IJTP Ti(H). 
i>O 
Abusing the notation, we also write Tp(H) for Tp t l(H) when no confusion 
arises. 
Dejinition A.2. Let P be a normal program and H a set of ground negative literals. 
P U H is said to be admissible iff Q not p E H the following proposition holds: 
for every set of ground negative literals E, if p E Tp t w(E), then 3 not q E E 
st. q E Tp t w(H). P U H is said to be a preferred extension of P iff P U H is 
maximally (w.r.t. set inclusion) admissible. 
The result (E), and hence the results (F) and (H), follow from the following 
lemma. 
Lemma A.l. Let P be a normal program and SK(P) its semantic kernel. Let H 
be a set of ground negative literals. Then, Tp t w(H) = Ts~(pj(H). 
PROOF. The required result can be proved by proving the following proposition: 
Q integer i : TP T i(H) = Tsw(P)W). 
The proposition is proved by induction on i. When i = 0, the proposition follows 
obviously, as both sides evaluate to empty sets. For the induction phase, we need 
to prove that the proposition holds for i = I + 1, when the proposition holds for all 
i < I. 
(1) Q ground atom A : A E Tp t I + l(H) + A E Ts~‘+l(p)(H). 
A E Tp 7 I + l(H) implies that 3 a ground clause C E Gp of the form 
A + Al,. . . , A,, not B1, . . . , not B, where all Ais and not Bjs are in 
H U Tp t I(H). 
From the induction assumption, it is clear that all Ais are in Ts~‘(pj(H). 
This means that there are clauses C+s in SK’(P), whose head is Ai and the 
body is contained in H. It is now obvious that C E Gp and all Cis E SK’(P) 
lead to a clause D in SK’+l (P), whose head is A and whose body is contained 
in H. So, A E Ts~‘+l(p)(H). 
(2) ‘d ground atom A : A E Ts~‘+l(p)(H) + A E Tp t I + l(H). 
A E Tw+~(P)(W implies that 3 a ground clause D E SK’+‘(P), whose 
head is A and whose body is contained in H. Suppose D E SK’(P), then 
the required result follows from the induction assumption. If not, it is clear 
that 3 clause C E Gp of the form: A + Al, . . . , A, not B1, . . ., not B, s.t. 
every not Bj is in H, and for every Ai 3 a clause Ci in SK’(P), whose head 
is Ai and whose body is contained in H. Prom the induction assumption, it 
follows that all Ais are in Tp 1 I(P). H ence, every literal in the body of C is 
inTpTI(H)UH,andsoAETptI+l(H). 0 
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Theorem 3.1. 
(E) A normal progmm P and its semantic kernel SK(P) have the same preferred 
extension semantics. 
(F) A normal program P and its semantic kernel SK(P) have the same regular 
model semantics. 
(H) A normal program P and its semantic kernel SK(P) have the same partial 
stable model semantics. 
PROOF. From Lemma A.l, it is clear that P and SK(P) have the same set of 
admissible hypotheses (ground negative literals) sets. (E) follows from this. (F) 
follows from (E) and the results of [48]. (H) follows from (E) and the results 
of [26, 48). 0 
The stable theory semantics of Kakas and Mancarella [25] is based on the concept 
of weak stability, which is reproduced below. More information of this semantics 
can be obtained from 1251. 
Definition A.3. Let P be a normal program and H a set of ground negative literals. 
H is said to be consistent with P iff there exists no negative literal not A E H 
s.t. A E Tp t w(H). 
T(P, H), the program induced by H, is the program obtained from Gp by 
deleting all negative literals not A, s.t. not A E H, from the body of every 
clause of Gp. 
H is said to be weakly stable, if for all H’ s.t. H’ is consistent with T(P, H), 
H U H’ is consistent with P. 
Theorem 3.1 (G). A normal program P and its semantic kernel SK(P) have the 
same stable theory semantics. 
PROOF. First of all, observe that SK(T(P, H)) = T(SK(P), H). Now, from 
Lemma A.l, it is clear that P and SK(P) h ave the same set of weakly stable 
hypotheses sets, and thus the same stable theory semantics. 0 
APPENDIX B: ANSWER SET SEMANTICS 
Answer set, an extension of stab% model semantics, for extended logic programs was 
introduced by Gelfond and Lifschitz in [21]. In the sequel, we recall the semantics 
as defined in [21]. 
Let HB stand for the Herbrand base, and let HB* = HB U {‘A 1 A E HB}. 
Definition B.l. Let P be an extended logic program that does not contain any 
negation as failure literal “not” and Gp its ground instantiation. Then, the 
answer set of P, denoted by a(P), is the smallest subset S of HB* s.t. 
i) for any rule Lo + L1, . . . , L, from GPr if {LI, . . . , L,} C S, then Lo E 5’; 
ii) if S contains a pair of complementary literals (e.g., for some ground atom 
A, S contains both A and ‘A), then S = HB*. 
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Definition B.2. Let P be an extended logic program and Gp its ground instantia- 
tion. For any set S c HB’, let Ps be the extended program obtained from Gp 
by deleting 
i) each rule that has a literal not L in its body with L E 5’; and 
ii) all literals of the form not L in the bodies of the remaining rules. 
Clearly, Ps does not contain not, so that its answer set a(Ps) is already defined 
in B.l. Now, S is called an answer set of P iff S = cx(Ps). 
Proposition B.3. If an answer set of an extended logic program P is inconsistent, 
then P has exactly one answer set which is HB*. 
Proposition B.4. A consistent set S c HB* is an answer set of P iff S+ is an 
answer set (which is also a stable model) of P+. 
Theorem 5.1. An extended logic program P and its semantic kernel SK(P) have 
the same answer set(s). 
PROOF. Follows from Proposition B.4 and Theorem 3.1 (C). 0 
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