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Abstract
In this thesis, we generalise results on sharp fronts and almost-sharp fronts by
Fe↵erman, Luli, and Rodrigo [67], [68], [28], [26], [27], [19] to a singular variant of
the Surface Quasi-Geostrophic Equation (SQG), where the velocity u = r?|r| 1✓
is replaced with the more singular velocity r?|r| 1+↵✓, for ↵ 2 (0, 1).
First, we derive the contour dynamics equation for a sharp front from the
definition of a weak solution to our singular variant of SQG.
Then, we prove the existence of analytic sharp fronts to the sharp front
equation using the abstract Cauchy–Kowalevskaya Theorem. This result is analogous
to the result of Fe↵erman and Rodrigo in [27], which was a key result for proving
the existence of analytic almost-sharp fronts whose existence time does not depend
on the thickness of the transition region  . The existence time in Sobolev spaces is
not expected to be uniform in   for almost-sharp fronts.
For such almost-sharp fronts, we study their evolution by understanding
how curves supported in their transition region are transported by the velocity
u = r?|r| 1+↵✓. This work generalises the result of [19] to our more singular
equation.
Finally, we define a spine curve for the almost-sharp front analogously to the
spine curve of SQG in the model where one space variable is periodised, defined in
the work of Fe↵erman and Rodrigo. The spine evolves according to the sharp front
equation modulo an O( 2 ↵) error. As this does not vanish as ↵ ! 1, this formally
suggests that the equation is in some sense not degenerate in this limit.
vii
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In this thesis, we study special solutions, termed ‘sharp fronts’ and ‘almost-sharp
fronts’ to the following singular variants of the (inviscid) Surface Quasi-Geostrophic
Equation (SQG) which can be written as the following active scalar transport
equation for ↵ 2 (0, 1), (
@t✓ + u ·r✓ = 0,
u = r?|r| 1+↵✓.
(1.1)
The model is meaningful even for the larger range ↵ 2 (0, 2], but our focus is on










is the perpendicular gradient, the function ✓ = ✓(x, t) 2 R is the
unknown scalar, and u = u(x, t) is the associated velocity with the Fourier multiplier
|r|
 1+↵ = F 1|⇠| 1+↵F . We will refer to this family of equations as singular SQG.
1.1 Motivation and literature review
In order to motivate the work presented in this thesis, we must first understand
the endpoint ↵ = 0 case of (1.1), which corresponds to the SQG equation. It is so
named because it originates from the field of geophysics, where in the regime of small
Rossby and Ekmann numbers, it describes ‘frontogenesis’: the generation of fronts in
the atmosphere between regions of hot and cold air. As we are primarily focused on
the mathematical properties of this equation, we refer the reader to [64] for further
details on the geophysical meaning of the SQG equation.
Instead of deriving the SQG equation by physical considerations, we will
arrive at the SQG equation as a model of the three-dimensional Euler equations.
Many well-known partial di↵erential equations are active scalar transport equations.
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For example, in the following class of active scalar transport equations,
(
@t✓ + u ·r✓ = 0,
u = r?T (✓),
the well-known 2D incompressible Euler equation governing the evolution of ideal
fluids is obtained by choosing T = (  ) 1 = |r| 2, the usual two-dimensional
SQG equation is obtained by choosing T = |r| 1, and the so-called ↵-patches that
interpolate between the 2D Euler equation and SQG has T = |r| 1+↵, ↵ 2 ( 1, 0).
From this perspective, the singular SQG equation (1.1) is a natural generalisation of
the ↵-patches to the range ↵ 2 (0, 1), in which the velocity is determined by a more
singular kernel than the previously mentioned equations.
Vortex filaments and sharp fronts
One particular area of interest in the theoretical of fluids is the rigorous founda-
tion for the study of vortex filaments in a 3D Euler flow, which is heuristically a
mathematically simplified model of vortex tubes. Vortex tubes are flows that are
vorticity-free, except in a thin tubular region. The vorticity ! = r⇥ u is the curl of
the velocity u, and it solves the (incompressible) Euler equations,
(
@tu+ (u ·r)u = rp,
r · u = 0.
Here, (u · r)ui :=
P
j u
j@jui, p is the associated pressure, and @tu + (u · r)u
is the material derivative. Taking the curl of this equation (using the identity
(u ·r)u = !⇥u+ 12r(|u|
2)) leads to the equation for ! called the vorticity equation,
(
@t! + u ·r! = u ·r!,
r · ! = 0.
(1.2)
A vortex filament is the following natural mathematical idealisation of a vortex
tube, where the vorticity is instead given by a vector-valued measure supported
on some curve X 2 R3. Formally, it should satisfy the ‘local induction equation’
(also known as the binormal curvature law, or the vortex filament equation in the
literature), which states that the curve evolves in the direction of its binormal1 at a
1The binormal of a curve in R3 is a vector that at every point with non-zero curvature, together
with the tangent and normal to the curve, forms an orthonormal frame in three dimensions.
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rate proportional to its curvature:
Xt = b.
However, this equation has not yet been derived rigourously from the Euler equations.









which allows you to invert the curl operator for divergence-free fields. The homogene-
ity  2 of the kernel from the Biot–Savart law in 3D does not allow for an L2 velocity
to be defined from a vorticity given by a measure on a curve C, say w =   CT,
where  C(U) = length(C \ U) and T 2 R3 is the unit tangent vector of C. Roughly
speaking, this corresponds to having a singularity along a curve, so the integral
behaves locally like an integral of d(x,C) 2, which is analogous to integrating 1/|x|2
in dimension 2, so is not convergent. To see this, one can first prove this when C is
a straight line, and for more general curves, Taylor expand near a point in C. This
detailed calculation can be found in the paper of Callegari and Ting [8]. The reason
this is a problem is that the natural spaces to study the Euler equation are L2 based.
Regardless, the local induction equation has good qualitative agreement with
experiments (e.g. correctly predicting interesting topological behaviour), and it
remains an active field of research, see for instance the recent work of the various
authors Banica and Vega [5], Jerrard, Smets, and Seis,[37], [38], Fe↵erman, Pooley,
and Rodrigo [65], [29], Davila, del Pino, Musso, and Wei [20], to name just a few.





the SQG equation to obtain the following equation,
@tr
?✓ + u ·r(r?✓) = (r?✓) ·ru.
By comparing with the vorticity equation for 3D Euler (1.2), we see that at least
at a symbolic level, the role of the vorticity is played by r?✓, and the analogous










which makes sense even if r?✓ is supported on a curve, since the kernel of |r| 1 has
homogeneity  1 in dimension 2. Moreover, a function whose gradient is supported
on a curve is given by a piecewise constant function. We are therefore naturally led
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to the concept of a sharp front solution, which is a weak solution of SQG that is the
indicator of a set.
In fact, the similarity with 3D Euler is more than formal. The SQG equation
forms an excellent model equation for the 3D Euler equation with many other striking
similarities, as noticed by Constantin, Majda, and Tabak [16], [15]. These similarities
include:
• Vortex lines in 3D Euler (integral curves of the vorticity) correspond to level
sets in SQG.
• In both equations, the velocity is recovered from the vorticity by a kernel of
homogeneity 1  d, where d is the spatial dimension.
• The infinitesimal length of a vortex line, given by |!| evolves by an equation
D|!|





?✓|. In both cases, ↵ = (S⇠) · ⇠ where S is the symmetric part
of rv and ⇠ is the unit vector pointing in the direction of the vorticity (either
! in 3D Euler or r?✓ in SQG).
• The classical Beale–Kato–Majda criterion [6] states that if ! is a smooth
solution of the 3D Euler equations (in vorticity form) with a maximal time of
existence T ⇤ < 1, then necessarily
R t
0 k!kL1 ds ! 1 as t ! T
⇤. There is a
direct analogue for the SQG equation: as t approaches the maximal time T ⇤,
R t
0 kr
?✓kL1 ds ! 1.
Details can also be found in [50] and [49].
The analogous object to vortex filaments in the setting of the SQG equation
are sharp fronts, because if the ‘vorticity’ r?✓ is a vector-valued measure supported
on some simple closed curve z parameterising some boundary @A of a set A (in
the distributional sense), then the solution is constant away from the curve, and
therefore the solution has to be of the form ✓ = 1x2A(t) (up to adding and multiplying
constants). Hence, ✓(x, t) = 1x2A(t) can only have non-trivial evolution at the
interface @A, and in fact the solution is completely characterised by this contour
dynamics equation (CDE).
There are many examples of other CDEs that have been studied in fluid
dynamics, related to the other aforementioned active scalar transport equations.
For instance, the Birkho↵–Rott equation in the Muskat problem as studied in [10],
[11], [17]. In particular, the paper [77] discusses theoretically and numerically a
generalised Birkho↵–Rott CDE that also covers the sharp fronts considered in this









Figure 1.1: On the left: the sharp fronts obtained by periodising in one of the spatial
variables, considered in the papers of Fe↵erman and Rodrigo [27], [67], [68]; on the
right: the sharp fronts for a bounded domain considered in this thesis, and the work
of Córdoba, Córdoba, and Gancedo [32], [18].
a modern review article on the topic. We remark that in the Birkho↵–Rott equation,
the velocity is only discontinuous and not divergent as one approaches the interface,
while the SQG equation and the generalised models considered in this paper are
divergent in the direction of the tangent (similarly to the vortex filaments case). In
spite of this, in all these scenarios, neglecting the evolution in the direction of the
tangent leads to a well-defined CDE the curve.
Weak solutions of the SQG equation were first studied by Resnick in his thesis
[66]. The study of sharp front solutions to SQG was initiated by Rodrigo in [68],
where local existence and uniqueness was proved for C1 space-periodic graphs. The
corresponding CDE for the Euler equation, termed the vortex patch problem, was
first derived by Zabusky et. al. [87] and its systematic study can be found in the
book [49]. Fe↵erman and Rodrigo [27] proved local existence for analytic graph data.
Gancedo proved in [33], [32] and [18] existence and uniqueness of sharp fronts that
are closed curves. The paper [42] gives local uniqueness and blowup for ↵-patches in
certain ranges of ↵ 2 ( 1, 0). The paper [13] gives the existence of sharp fronts for
our equation (1.1) in Sobolev spaces. The paper [14] also discusses (1.1) and some
other models. This thesis proves the local existence and uniqueness for sharp fronts
for (1.1) that are closed curves (‘sharp fronts for a bounded domain’), with initial
curves that are analytic.
The two di↵erent settings (graph versus bounded domain) are morally the











Figure 1.2: Almost-sharp fronts in both settings, analogous to Figure 1.1.
are more straightforward, but geometric quantities are not as simple to write down.
Also, there is no inverse half-Laplacian for the space R/Z⇥ R, so the equation has
to be modified to take this into account. (However, no modification is needed for
the Birkho↵–Rott equation.) In the case of the bounded domain, the equation need
not be modified, but geometrical considerations make the discussion of almost-sharp
fronts (further discussed below) slightly awkward, since we do not have ‘natural’
coordinates as in the case of the graph.
Almost-sharp Fronts as a model for thin regions of high vorticity
After the study of sharp fronts was initiated, Rodrigo, Fe↵erman, Córdoba, and
Luli began to study almost-sharp fronts in a series of papers [19], [28], [28], [26],
[30], which are, roughly speaking, smooth approximations to sharp fronts. We also
mention the thesis [4] where almost-sharp fronts for the ↵-patches were studied.
This is analogous to the study of a smooth solution to the vorticity equation whose
vorticity is not the idealised one supported on a curve, but rather supported in some
thin region around the filament, and so describes the more realistic fluids, termed
‘vortex tubes’ in the literature, that is modelled by the ideal vortex filament. This
scenario has been studied in the original context of vortex filaments for the Euler
equation, for instance in the (already mentioned) work of del Pino [20], and the hope
is that the study of almost-sharp fronts of SQG (and the singular variants of this
thesis) will lead to new insights in the theory of vortex filaments.
We have mentioned that for a sharp front u = 1x2A(t), as x approaches
the boundary @A(t), the velocity diverges in the direction of the tangent to @A(t).
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So for an almost-sharp front, trajectories should move at an increasing speed as
the thickness of the transition region shrinks. Despite this, Córdoba, Fe↵erman,
and Rodrigo showed in [19] that for graph-like almost-sharp fronts of SQG, closed
curves in the transition region are transported in a manner resembling the evolution
equation of an SQG sharp front, and thus the geometry of an almost-sharp front is
linked to the sharp front CDE, mirroring the known experimental results on vortex
tubes. More precisely, if the gradient of an almost-sharp front was supported on
a transition region of area O( ), a curve inside this transition region transported
by the velocity of an almost-sharp front of SQG was found to evolve by the same
equation, up to O(  log  ) errors.
Later, a further result was found in [26] for an intrinsically defined curve,
which the authors termed a ‘spine’ for the almost-sharp front. Such a curve only had
a O( 2 log  ) error in its evolution, so tracking the evolution of this special curve more
accurately describes the evolution of the whole almost-sharp front than a generic
compatible curve does.
In this thesis, we develop the analogous notion of an almost-sharp front for a
bounded domain and prove that for the our singular variant of the SQG equation
(1.1), the O(  log  ) error rate is replaced by an O( 1 ↵) error rate. Then we construct
a spine curve in our setting and prove that we also have the same improvement in
the error rate by one power of   to O( 2 ↵). Notably, the error rate for the spine
does not degenerate as ↵ ! 1, which is when equation (1.1) formally degenerates
to the trivial equation @t✓ = 0. Therefore, even when the kernel |x| 1 ↵ is formally
replaced by a kernel that is more singular, none of the error terms in the equation
present new issues, which suggests that some non-trivial behaviour remains in the
limit ↵ ! 1.
The above mentioned results of Rodrigo, Fe↵erman, Córdoba, and Luli
culminated in the paper [30] of Fe↵erman and Rodrigo, where local existence of
almost-sharp fronts for SQG was proven in the analytic class, with a time of existence
T that did not depend on  . This allows one to go back from an almost-sharp front
to a sharp front, possibly even if one does not have a direct definition of a sharp
front. If the analogous result could be proven for  -thick vortex tubes around a
vortex filament, this could be used to give a workable definition of a vortex filament
solution to 3D Euler. The proof strategy that they employed is as follows:
1. Prove existence of an analytic sharp front This was carried out in [27].
2. Derive a well-behaved limit system for almost-sharp fronts using the analytic
sharp front that does not depend badly on  . This was carried out in [28].
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3. Prove existence of analytic almost-sharp fronts. This was carried out in [30].
As already mentioned, this thesis successfully carries out the first step for our
equation. We also derive a precise asymptotic equation for almost-sharp fronts of
(1.1). However, it seems hard to reformulate the system in a way that the bad
dependence in   disappears. More precisely, the appearance of a logarithm in the
approximate SQG equation separates a product of two bad terms into two pieces,
each of which is manageable on its own. However, our approximate equation for
(1.1) has a power law replacing the logarithm, and so both terms have to be dealt
with at the same time. In particular, the methods employed in [28] and [30] do not
seem like they can be extended to this scenario without significant new ideas. So
in a sense, (1.1) displays features of both SQG sharp fronts and vortex filaments,
since we can describe sharp fronts and almost-sharp fronts, but it seems that we
need a renormalisation of some kind for the analogue of ‘vortex tubes’ to describe
the analogue of a ‘vortex filament’. This is discussed further in Sections 5.2 and 5.3
of Chapter 5, and in Chapter 7.
1.2 Outline of the thesis
The remainder of this thesis is organised as follows. First, in the rest of Chapter 1,
we list some notation used throughout this thesis, and give a very brief overview on
the geometry of planar curves.
In Chapter 2, we give the definition of a sharp front for singular SQG and











In Chapter 3, we discuss and prove an abstract Cauchy–Kowalevskaya The-
orem which proves that solutions to partial di↵erential equations (PDEs) with a
certain structure have solutions that are analytic in space, despite having di↵erential
operators of order higher than one. This is in contrast with the classical Cauchy–
Kowalevskaya Theorem which gives also analyticity in time, but cannot be used for
PDEs with operators of order higher than one.
In the Chapter 4, we reformulate slightly the above CDE for a sharp front,
and carefully calculate the equations satisfied by the sharp front and its derivatives,
following the scheme set out in [27]. We also introduce a function   that quantifies the
‘arc-chord condition’, which ensures that a curve is regular and does not self-intersect.
8







which is an operator of order higher than one. However, similarly to the heat
equation, the solution operator (@t  H1+↵) 1 is bounded on L2 Sobolev spaces, and
allows the use of the abstract Cauchy–Kowalevskaya Theorem to prove:
Theorem 1.1 (Existence for analytic sharp fronts, simplified statement). Let z0 :
T ! R2 be an analytic curve z0 = z0(s) with a regular parameterisation and no
self-intersections. Then, there exists a unique solution z = z(s, t) to the sharp-front
CDE (4.1), defined for small times t < T that is analytic in s for every t.
In Chapter 5, we define an almost-sharp front (ASF) for singular SQG, and
its ‘compatible curves’, which provide coordinates to describe the almost-sharp
front in the thin transition region. (We omit a precise definition of compatible
curves in this introduction). We then derive an asymptotic equation using the
tubular neighbourhood coordinates by using the asymptotic result of Lemma 5.8.
More precisely, if T,N are the basis vectors for the Frenet frame for the sharp
front z, L(⌧) is the length of z at time ⌧ ,  is the curvature of z, and ⌦(s, ⇠, ⌧) =
✓(z(s, ⌧) + ⇠ N(s, ⌧), ⌧) is the ASF expressed in the tubular coordinates (s, ⇠), we
prove the following theorem.
Theorem 1.2 (Approximate Equation for an ASF). ⌦ is a  -ASF for singular SQG
in the sense of Definition 5.1 i↵ in the tubular neighbourhood of the sharp front z, it














































We finish this chapter with a small section showing that the function h which
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is defined by integrating across the transition region (that is, h(s) :=
R 1
 1⌦(s, ⇠) d⇠)
can be used to simplify the asymptotic equation, while also having a limit equation
as   ! 0. This function proved to be important in [28] and [30], where Fe↵erman
and Rodrigo proved the existence of almost-sharp fronts with a time of existence
independent of the parameter   ⌧ 1. However, despite the h equation having a
well-defined limit equation, it is not enough to regularise the above approximate
equation for ⌦. This shows that a new idea or method is needed to achieve a similar
existence result for almost-sharp fronts to the equation (1.1).
In Chapter 6, we study the evolution of almost-sharp fronts, by studying the
evolution of their compatible curves, and a specially selected curve called a spine
curve, which is equal to the compatible curve up to O( ) adjustments. We show
that these compatible curves of almost-sharp fronts solve the sharp front CDE in
the weak sense, up to a small error O( 1 ↵). In [19], they show that compatible
curves for a graph solve the SQG sharp front equation with the error rate O(  log  ).
Since log   is ‘like’  1 ↵ for ↵ = 1, This thesis extends this result to the family of
equations in ↵ 2 (0, 1), which we write as the following theorem:
Theorem 1.3 (Evolution of compatible curves). Suppose that ✓ is an ASF solution
to (1.1), and z is a compatible curve. Then as z is transported by u, it evolves (in






K(z   z⇤)(@sz⇤   @sz) ds⇤
◆
·N +O( 1 ↵).
We also give an elementary proof for the following slightly weaker result:
Proposition 1.4. Suppose that ✓ is an ASF solution to (1.1), and z is a compatible
curve. Then as z is transported by u, for any ✏ > 0, it evolves (in the weak sense) by






K(z   z⇤)(@sz⇤   @sz) ds⇤
◆
·N +O( 1 ↵ ✏).
In order to obtain this result, we use the following lemma that can be seen as
a fractional Leibniz rule for the product of a Hölder function and indicator function
1A, with s < s0.
k⇤s(f1A)k
2




In the second half of Chapter 6, we adapt the methods used in [26] to construct a
spine for almost-sharp fronts, and derive its evolution equation. The formulation
10
here di↵ers slightly from [26] since our solutions of (1.1) are defined on R2 instead of
T⇥ R.
Theorem 1.5 (Evolution of a spine). For an ASF solution to (1.1), the spine curve









In the final chapter, Chapter 7 we conclude by summarising the results of
this thesis, and discuss some potential future research directions.
1.3 Notation
The following is a list of notation used throughout this thesis. The less standard
notation is re-introduced when it appears in the text.
Functions and Spaces
We write ‘f = f(a) 2 Y ’ to mean that f is a function with values in Y , typically
written with the variable a. So if a denotes a typical element of a set A, then the
function f is of the form f : A ! Y .
Typical such sets A that we use are Cartesian products of the natural numbers
N (and the related set N0 := Z 0 := N [ {0}), the real numbers R, the non-negative
numbers R+ := [0,1), the torus T := R/Z, or subsets thereof. For the torus, we
use either I = [0, 1) or I = [ 1/2, 1/2) as a fundamental domain, by which we mean
that all our expressions can be thought of as expressions defined initially on I, and
are then extended periodically with period 1. If we say that for instance, a function
f : T ! R is smooth, then we mean that the extension (which is the 1-periodic
function defined on R in the above manner) is smooth. For instance, if x 2 T with
fundamental domain [ 1/2, 1/2), then the function |x| is continuous.
Multi-indices
An (n-dimensional) multi-index is an n-tuple,
↵ = (↵1, . . . ,↵n) 2 Nn0 .
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We define the partial order
↵     () ↵i    i for each i 2 {1, . . . , n}.
Addition and subtraction (as long as ↵    ) of n-dimensional multi-indices is defined
component-wise,
↵±   := (↵1 ±  1, . . . ,↵n ±  n).



























These definitions serve to simplify calculations when working in dimensions n > 1.









where the sum is over all multi-indices   in Nn0 , such that    ↵ under the partial
order defined above. Observe that the notation was set up to closely match the one








For a vector (a, b) 2 R2, we write (a, b)? = ( b, a) for its 90  anti-clockwise rotation.
We also borrow the following notation from di↵erential geometry. First, we will
occasionally write the components of vectors with superscripts v = (v1, . . . , vn)
instead of subscripts v = (v1, . . . , vn). Secondly, we will sometimes say that we are
using the Einstein summation convention. By this, we mean that repeated indices in
a term implies that there is a summation over that index.
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Integrals and Integral Operators
If A ⇢ Rn, and f : A ! C, the symbols
R
A f(x) dx =
R
A f dx =
R
A f are to be
interpreted as integrals with respect to Lebesgue measure over the set A. If f takes





















We will often use di↵erent measures; at each instance, we will make this explicit
in the notation, writing e.g.
R
A f dµ =
R
A f(x) dµ =
R
A f(x) dµ(x) =
R
A f(x) dµ(x),
and point out in writing that µ is not Lebesgue measure. For instance, we will
exclusively use dl for the measure of arc-length of a curve, and d  for a surface
measure.




F (g, f⇤) ds⇤ :=
Z
A










F (g(s, ⇠), f(s⇤, ⇠⇤)) ds⇤ d⇠⇤.
That is, evaluation at s, ⇠ is assumed unless a function is subscripted by ⇤, and then
we will assume it is evaluated at s⇤, ⇠⇤.
Fourier Transform
We will briefly use two di↵erent Fourier transforms; one for functions f : Rn ! Cm,




(where the integral is interpreted as an m-vector of integrals) and one for functions
f : Tn ! Cm,




These will be both written as f̂ or Ff , and it will be clear from context which is
being used.
A Fourier multiplier is a particular kind of operator on functions whose Fourier
transform can be defined (first for a class of nice functions, and then by density to a
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larger space). Briefly, if m = m(⇠) is some function of ⇠, then we associate to it the
multiplier
m(@)f := F 1(m(⇠)Ff),
and we say that the function m is the symbol of the multiplier. Not all choices of
symbols m lead to a bounded operator m(@); for further details, see for instance,
[76].
Function Spaces
The spaces Lp, p 2 [1,1] are the usual Lebesgue spaces. Cs, s 2 R+ \ Z denotes
the space of Cbsc functions whose bscth derivative is (s  bsc)-Hölder. A subscript
of ‘loc’ means that the function belongs to a ‘local version’ of the space (i.e. when
restricted to a compact set). When the space is subscripted with a variable, it means
that the condition defining the space is with respect to that variable. For instance,
f(x, y) 2 L1x(R) () for almost every y,
Z
R
|f(x, y)| dx < 1.
For functions u = u(x, t) of both space and time, we say u 2 Lp(0, T ;X) if it
belongs to the Lp Bochner space of X-valued functions. (See [69] for details.) The
L2(0, T ;L2(Y )) space can be safely identified with the more usual Lebesgue space
L2([0, T ]⇥ Y ).
Asymptotic Notation
For any two functions f, g : X ! (Y, k · k), and an open set U containing a point x0,
we write:
1. f = O(g) as x ! x0, if there exists C such that for x 2 U su ciently close to
x0,
kf(x)k  Ckg(x)k.






In addition, we write A . B to mean that A  CB for a positive constant C. If we




Here, we introduce the basic theory of planar curves, and explain the particular
‘uniform speed’ parameterisations that we will use throughout this thesis.
Since we only cover the bare minimum required to understand our results,
the reader who would like more details and background on the geometry of curves
should consult some of the following text books: [71], [70], [21], [35], [75], [51].
Definition 1.6 (Planar curves, simple, closed). A (planar) curve is a continuous
map z : [a, b] ! R2. By an abuse of notation, we also refer to the image z([a, b]) ⇢ R2
as the curve z. If z(t1) 6= z(t2) for all t1, t2 2 [a, b) with t1 6= t2, we say that the curve
is simple. We say that a curve is closed if z(a) = z(b), in which case we can by a
slight abuse of notation, identify it with the periodic function z : R/((b  a)Z) ! R2.
If the curve is k-times continuously di↵erentiable, we say that it is a Ck curve.
Definition 1.7 (Parameterisations). For a particular curve z : [a, b] ! R2, if the
values z(t) are specified by the parameter t 2 [a, b], a reparameterisation of z is an
invertible map   : [a, b] ! [c, d] such that z̃ : [c, d] ! R2 defined by z̃(r) = z(  1(r))
is a curve with the same image z([a, b]) = z̃([c, d]). A parameterisation of a curve is
a particular choice of the parameter space t 2 [a, b] and map z with the same image
C = z([a, b]).
Definition 1.8 (Regular points and curves). For the C1 curve z : [a, b] ! R2, we
say z(c) is a regular point if z0(c) 6= 0. If every point in the curve is regular, we say
that the curve is regular.
Proposition 1.9. Any reparameterisation of a regular curve is regular.
Proof. This follows from the chain rule, since if   is a reparameterisation z̃ = z    1
then z̃0( (t)) ·  0(t) = z0(t) 6= 0. The fact that  0 6= 0 (since it is a di↵eomorphism)
implies that z̃0( (t)) 6= 0 at every t.





Now, we give the definition of an arc-length parameterisation.
Definition 1.11 (Arc-length parameterisation). For a curve z : [a, b] ! R2, its






The value s(t) is the length of the part of the curve parameterised by the segment
[a, t]. The resulting curve z̃ = z   s 1 is said to be parameterised by arc-length.
Proposition 1.12. The arc-length parameterisation for a regular curve is a repa-
rameterisation.
Proof. This is because s is an increasing function with derivative |z0| bounded away
from 0.








for its rotation by 90  anti-clockwise.
Definition 1.13 (Tangents and normals). Suppose z is a curve parameterised by
arc-length. Then a tangent to z at z(s) is a vector T 2 R2 such that z0(s) · T? = 0.
A normal to z(s) is a vector N 2 R2 such that z0(s) ·N = 0. z0 is a tangent vector,
and (z0)? is a normal vector.
If z is parameterised by arc-length, then |z0(s)| = 1, so z0 is a unit tangent
vector and (z0)? is a unit normal.
The Jordan Curve Theorem asserts that a simple closed curve in R2 separates
the plane into two disjoint components, which we will call the inside and outside of
the curve. (For piecewise C1 curves, this theorem is not too hard to prove, see for
instance [63] for an elementary proof.) The inside of the curve is a bounded open
set, and the outside is an unbounded open set. A normal N to z points inward if for
su ciently small ✏ > 0, z + ✏N is inside of the curve, and outward if it is outside of
the curve.
Definition 1.14 (Orientation). A C1 curve z is said to be parameterised in the
counter-clockwise sense, or positively oriented, if the normal vector (z0)? points
inward, otherwise it is said to be parameterised in the clockwise sense.
Proposition 1.15 (Frenet Formula). For a C1 curve z parameterised with arc-
length, the derivative of the tangent vector T = z0 is proportional to the normal
N = (z0)?. This proportionality constant is called the curvature  2 R, i.e.
T 0 = N,
and as a consequence,
N 0 =  T.
Proof. This follows from the fact that T is unit length at every point, so that
T 0 · T = 2(|T |2)0 = 0. Thus T 0 = (T 0 · T )T + (T 0 ·N)N = (T 0 ·N)N . This gives the
formula for the curvature  = T 0 ·N . To conclude the evolution equation for the





Figure 1.3: A positively oriented closed curve z = z(s) with tangent T = @sz/|@sz|
and inward normal N = T?.
Now, we define the parameterisation of curves that we will use throughout
this thesis. The justification for this choice instead of the geometrically natural
arc-length parameterisation is that we will be considering curves z = z(t) that evolve
in time, whose length L = L(t) may also evolve in time. The analysis is made simpler
if these curves are defined on a fixed parameter space at all times, which matches
the formulation of the existence theorems.
Definition 1.16 (Uniform speed parameterisation). The uniform speed parameteri-
sation of a C1 curve is the reparameterisation s/L, where s is the arc-length, and L
is the total length of the curve.
Here, we list the consequences of this choice of parameterisation.
• All closed curves in uniform speed parameterisation are now defined on the
common domain T = R/Z.
• z0 is no longer unit length, but its length is the same at every point of the curve.
So the unit tangent is T = z
0








T 0 = LN,
N 0 =  LT.
• The curvature has the explicit formula  = T 0 ·N = L 3z00 · (z0)?.
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Chapter 2
Sharp fronts to Singular SQG
equation
In this chapter, we derive the contour dynamics equation (CDE) solved by a sharp
front solution to our equation (1.1).
2.1 Derivation of the contour dynamics equation
We will derive here the CDE for a sharp front of the following system:
(
@t✓ + u ·r✓ = 0,
u = (r?K) ⇤ ✓.
(2.1)
The kernel K 2 C1(R2 \ {0}) can be any kernel that justifies our use of Divergence
Theorem. In particular, we can use the kernels K = ⇤ ↵, ↵ 2 (0, 1) used in the
equations (1.1) that are the main focus of this thesis.
Definition 2.1. We say that ✓ = ✓(x, t) for x 2 R2, t   0 is a weak solution
to (2.1) if there exists T > 0 such that ✓ 2 L2(0, T ;L2(R2)), u = r?K ⇤ ✓ 2





✓@t + u ·r  dx dt = 0. (2.2)
Definition 2.2 (Sharp front). We say that a weak solution ✓ to (2.1) is a sharp
front solution to (2.1) if
1. for each t 2 [0, T ], there exists a bounded simply connected closed set A(t)
with C2 boundary, and a function z = z(s, t) in C2(T⇥ [0, T ]) such that z(·, t)
18
defines an anti-clockwise parameterisation of @A(t),
2. ✓ is an indicator function for each t 2 (0, T ),




1 x 2 A(t),
0 x /2 A(t).
Remark 2.3. It will be convenient (when we define the spine curve in Section 6.2) to
consider the equivalent formulation ✓ := a1x2A(t)+ b for some fixed numbers a, b 2 R.
In this case it is ✓  b that is in L2(0, T ;L2). This serves to simplify calculations and
make cancellations more apparent.
It will be useful to have coordinates defined on a fixed domain T. Therefore,
we will not be using arc-length coordinates, since the length of the curve may not be
preserved. Instead, we will use the uniform speed parameterisation (see Definition
1.16, and also see Section 5.1.1).
Proposition 2.4 (Evolution of a sharp front). If ✓ = 1A is a sharp front solution
to (2.1), then the uniform speed counter-clockwise parameterisation z : T ! R2 of






K(z   z⇤)(@sz⇤   @sz) ds⇤
◆
·N =:  I(z) ·N. (2.3)
Proof. We deal with the two terms in (2.2) separately; Let ⌫ = (⌫1, ⌫2, ⌫3) be the
outward unit normal to the surface S = {(x, t) : x 2 @A(t)} ⇢ R3, with surface
measure d (s). Consider the first term; integration by parts yields
Z
R2⇥(0,T )




















































Figure 2.1: Setting z(s, t) := (z1(s, t), z2(s, t), t) 2 R3, this diagram depicts the
outward normal ⌫ = @sz ⇥ @tz of the surface S = {(x, t) : x 2 @A}, used in the
application of the Divegence Theorem in dimension 3.
In the above, dl = |@sz| ds = L(t) ds is a multiple of the arc-length measure on @A,
and we have used the compact support away from t = 0 of   when applying the
Divergence Theorem (in dimension 3). Also, the explicit parameterisation in s, t was




















Here only the indicator form of ✓ and the regularity of A are used. For the
other term of (2.2), the properties of u are important. As u is the distributional
perpendicular gradient of the convolution K ⇤1A, it is given by a function away from
@A.
We omit all appearances of t and consider only the spatial integral
R
R2(. . . ) dx
first. For   ⌧ 1, define the  -neighbourhood of A,
A  :=
 
x 2 R2 : d(x,A) <  
 
  A,
with z  := z   N /2 A an explicit parameterisation of @A  using the same parameter
s as z. Also define dl  as the corresponding measure on @A  that uses the above
parameter s, and write T  := @sz , N  := @sz?  . (For su ciently small   and smooth
boundaries @A, T (s) = T (s) and N (s) = N(s).) We can rewrite the following as a
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limit   ! 0 (note that  N  is the outward normal to A  ⇢ R2),
Z
A



















where the third line follows due to the equality r · r? = 0, so that r · u = 0.



























ry · (K(z    y)T ) dy,
where we have used the fact that N  = T?  and for vectors v independent of y,












K(z    z⇤)(T (s⇤)  T ) dl(s⇤) ·N .
We have thus expressed the second term in (2.2) as:
Z
R2




























K(z   z⇤)(@sz⇤   @sz) ds⇤
◆
·N dl.
In the above lines the limit   # 0 was removed using the extra cancellation in the
normal direction, T⇤ ·N = (T⇤   T ) ·N (since T |@sz| = @sz). Hence, invoking the






K(z   z⇤)(@sz⇤   @sz) ds⇤
◆
·N,
which is what we wanted.
Remark 2.5 (Alternate forms of the CDE). Since the evoltuion is naturally only




K(z   z⇤)(@sz⇤   @sz) ds⇤ +  @sz = I(z) +  @sz,
for I(z) given by the integral term (2.3), and some   =  (s, t) depending on the
choice of parameterisation. (Any multiple of @sz can be reparameterised away
without a↵ecting the shape of z(·, t).) The evolution is written in this form in the
papers [32] and [18] by Gancedo. We will also use this formulation in Section 4 of





In this chapter, we state and prove the version of the abstract Cauchy–Kowalevskaya
Theorem that we will use in Chapter 4.
3.1 The classical Cauchy–Kowalevskaya Theorem
The classical Cauchy–Kowalevskaya theorem is one of the few existence and unique-
ness results that apply to a large class of PDEs. It provides local existence and
uniqueness for solutions u = u(x, t) 2 Rn, (t   0, x 2 U ⇢ Rm) to nonlinear systems
(
@tu(x, t) + E(x, t, u(x, t), ux(x, t)) = 0, t   0, x 2 U,
u|t=0 = 0, x 2 U.
(3.1)
So long as the nonlinearity E and the initial data are analytic, a unique analytic
solution is guaranteed to exist for short times. (One can phrase this slightly more
generally with a fully nonlinear equation G(x, u, ux) = 0 and more general initial
conditions using characteristic surfaces, but the two turn out to be equivalent: see
the presentation in [31].) More precisely,
Definition 3.1 (Analytic functions). A function u : Rn ! R is (real) analytic near






(Here, ↵ runs through all multi-indices in Nn0 , as defined in Chapter 1.) If it is analytic
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near every x0 in ⌦, we say u is analytic in ⌦ and write u 2 C!(⌦). A function
u : Rn ! Rm, u = (u1, . . . , um)T is said to be real analytic if each component
function ui is real analytic.
More details about real or complex analytic functions of one or several
variables can for instance be found in the books [72], [44], and [9].
Theorem 3.2 (Cauchy–Kowalevskaya). Let F : Rn ⇥ R⇥ Rm ⇥ Rm⇥n ! Rn be an
analytic function. Then there exists ✏ > 0 such that the Cauchy problem (3.1) has a
unique solution u = u(x, t) that is in C!(Rn ⇥ ( ✏, ✏)).
A particular case of this theorem was proven by Cauchy in [12], and the full
version was proven by Kowalevskaya in [80]. The standard proof is available in many
textbooks like [24] and [31], and proceeds by the method of majorants: in a few
words, this proof proceeds by computing a formal power series for the solution and
verifying that the power series converges on a small enough ball by comparison with
coe cients of a known explicit power series.
A di↵erent proof by Nagumo [52] using the Schauder fixed point theorem
relies on the following lemma (as explained in the introduction of the paper [81] of
Wolfgang, which also gives another proof using the Contraction Mapping Theorem)
Lemma 3.3 (Nagumo). Let ⌦ ⇢ Cn be a bounded domain, f : ⌦ ! C be holomorphic
and s > 0. Then
|f(z)| . 1
d(z, @⌦)s




This bound follows easily from Cauchy’s integral representation in one di-




w z dw. It turns out that using inequalities of a similar
type (which we will call Cauchy-type inequalities) allows one to generalise the
Cauchy–Kowalevskaya Theorem, as we explain in the next section.
3.2 Generalisation to scales of Banach spaces
The classical Cauchy–Kowalevskaya theorem is remarkable and important because
there exist PDEs with smooth coe cients and no solution, as in the example of Lewy
[45]. However, there are many PDEs of interest for which we do not expect solutions
to be analytic in all variables like the heat equation, or more generally less well
behaved equations with an operator like the heat operator (see for instance the paper

















Figure 3.1: An illustration of the various parameters in the definitions of the spaces
X⇢, X⇢,⌧ , and Y⇢, ,⌧ . In particular, note that if ⌧  ⇢0/ , then Y⇢0, ,⌧ ⇢ X⇢0,⌧ : the
radius of analyticity for functions in Y⇢0, ,⌧ is allowed to shrink at the rate   at
worst. Also, if   <  ̃ and ⌧  ⇢0/ ̃, then Y⇢, ,⌧ ⇢ Y⇢, ̃,⌧ .
have been proven over the years that can prove local existence and uniqueness in a
class of functions that are only continuous (or C1) in time and analytic in space.
Generalisations where the analyticity is measured with a scale of Banach
spaces, building on the above mentioned work of Nagumo [52] were first considered
by Ovsjannikov in [61], [60] (and more recently [62] ), Yamanaka in [83] (and related
papers [82], [84], [39], [40], [85], and [86]). Various refinements and variations have
been made by a large list of authors, such as Nirenberg, Nishida, DuChateau, Asano,
Safonov, Sammartino, Caflisch, Tutschke, and Koike, in the papers [55], [43], [53],
[22], [23], [56], [2], [1], [73], [7] [79], [3], and [78]. The version which we present below
follows the notation of the paper [74] by Sammartino and Caflisch, which is a variant
of the main theorem of the paper [73] by Safonov. However, we could not produce a
proof of the exact statement of the theorem stated in [74]. Instead, we have changed
assumption (CK3) below so that the Cauchy-type estimate remains valid for   >  0.
The version here is su cient for our purposes (and many others) as operators of
order at most one will satisfy our version of (CK3).
Because of this di↵erence, we present a full proof. The strategy of the proof
is based on the methods of [48] and [2]. After the proof, we also make some remarks
about the di↵erences in the proof from [48].
We begin with some definitions. The parameter ⇢ > 0 in the classical setting
is the radius of analyticity, or the thickness of the strip of analyticity; see Figure 3.1
for a graphical illustration of how the parameters relate to the spaces. (In particular,
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it is natural to ask for the nesting property of Banach scales below.)
Definition 3.4. Let ⇢0 > 0. A Banach scale {X⇢, 0 < ⇢ < ⇢0} with norms k · k⇢ is
a collection of Banach spaces such that X⇢0 ⇢ X⇢00 with k · k⇢00  k · k⇢0 whenever
⇢00  ⇢0  ⇢0.
Definition 3.5. Given a Banach scale X⇢, ⌧ > 0 and 0 < ⇢  ⇢0 and R > 0,









3. We will denote by X⇢,⌧ (R) and Y⇢, ,⌧ (R) the balls of radius R in X⇢,⌧ and
Y⇢, ,⌧ respectively.
Theorem 3.6 (Abstract Cauchy–Kowalevskaya Theorem). Suppose that there exist
⇢0 > 0, R > 0, 0 > 0, and 0 < T < ⇢0/ 0, such that the following assumptions hold:
(CK1) For every pair ⇢, ⇢0 such that 0 < ⇢0 < ⇢ < ⇢0    0T and every u 2 X⇢,T (R),
the function
1 F (t, u) : [0, T ) ! X⇢0 is continuous.
(CK2) For every ⇢ such that 0 < ⇢  ⇢0  0T , the function F (t, 0) : [0, T ) ! X⇢,T (R)
is continuous in t, and
kF (t, 0)k⇢0  0t  R0 < R.
(CK3) For any numbers      0, s < t < min(T, ⇢0/ ), ⇢0 > 0, any (continuous)
function ⇢(s) such that 0 < ⇢0 < ⇢(s) < ⇢0  s, and any u1, u2 2 Y⇢0, ,T ⇤(R),
we have for a constant C independent of  ,






Then there exist   >  0, and T ⇤  T such that there is a unique u belonging to
Y⇢0, ,T ⇤(R) that solves the equation
u = F (t, u).
1By F (t, u), we mean the function F has functional dependence on u, which may include operators
applied to u like ru.
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Proof. Let  0, ⇢0, T, R0, and R be fixed constants as in the theorem statement. We
introduce the following weighted Banach space for   2 (0, 1) arbitrary but fixed,
    1 to be chosen later, and T ⇤ := T ⇤( ) := min(T, ⇢0/ )  T ,
S ,  = {u : [0, T ⇤) ! X⇢0  T ⇤ : kuk( , ) < 1},










Note that kuk( , )  kuk⇢0, ,T ⇤ . If 0 <  ̃ <  , then ⇢0    t < ⇢0    ̃t, so making the












This implies the following inequalities for 0 <  ̃ <  ,






We first quickly verify that S ,  is Banach: Suppose un is Cauchy in the S ,  norm.
Then for each t < T ⇤, ⇢0 < ⇢   t,
kun(t)  um(t)k⇢0 
kun   umk( , )
(⇢0   ⇢0    t) 
, (3.4)
so un(t) is Cauchy in the Banach spaceX⇢0 , allowing us to define u(t) := limn!1 un(t)
as an element of X⇢0 . As supn kunk




(⇢0   ⇢0    t) 
. (3.5)
This gives ku(t)k⇢0 
3C0
(⇢0 ⇢0  t)  ; multiplying by the denominator of the right-hand
side, and taking a supremum over all allowable t and ⇢0 proves that u 2 S( , ). Then,
(3.5) shows that un ! u in S( , ).
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Contraction-type inequality
Here, we prove that for any      0,   2 (0, 1), and u, v 2 Y⇢0, ,T ⇤(R), we have
2









then F is a contraction. Define for 0 < ⇢0 < ⇢0    s, s < T ⇤,
⇢(s) :=
⇢0 + ⇢0    s
2
.
As an average of ⇢0 and ⇢0    s, we have ⇢0 < ⇢(s) < ⇢0    s. So we can apply
(CK3). If we define  (s) by ⇢(s) =: ⇢0 +  (s)2 , i.e.







= ⇢0   ⇢(s)   s. (3.9)
So from (CK3), we obtain for t < T ⇤,













(⇢0   ⇢(s)   s) 






(⇢0   ⇢(s)   s) 
ds (3.10)












(⇢0   ⇢0    s)1+ 
(3.12)
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In going from (3.10) to (3.11), we used the definition of k · k( , ) in (3.2), ⇢(s) > ⇢0
and (3.9) (keeping in mind that ⇢0, ⇢(s), ⇢0 are not the same quantities), then (3.8)
is used to obtain (3.12), and then the integral is directly computed to obtain (3.13).




and taking a supremum over t and ⇢
such that t < T ⇤, ⇢0 < ⇢0    t yields the desired inequality (3.6).
Iteration scheme
Set u0 := 0 and inductively define un := F (t, un 1). Then (CK2) implies that
ku1k⇢0, ,T ⇤  ku1k⇢0, 0,T  R0 < R. (3.14)
The goal is to iteratively apply (3.6), as usual for contraction maps. For this, we need
to show that un 2 Y⇢0, 0,T ⇤(R) for every n > 1. This will give a second condition
depending on the di↵erence R R0 > 0, requiring that   be large enough to satisfy
it.
Control of Y⇢0, 0,T ⇤ norm of un








Note that bk is an increasing sequence with bk !  . Thus, for every k   1,
bk 2 ( /2, ). (3.15)
Since we want to apply (3.6) (which is only valid for      0) with bk in place of  ,
our construction requires3
    2 0. (3.16)
3This is hardly optimal, since we can instead use b̃k =  (1  2 k k0) with k0   1 instead, but







= 2 k. Therefore, for k   1, by choosing u = uk+1   uk in
the right inequality of (3.3) and applying (3.6) k times,


















since u0 = 0, and bk >  /2 from (3.15). Then (3.14) and the left inequality of (3.3)
implies
ku1k
( ,bk)  ku1k⇢0,bk,T ⇤  R0. (3.18)
Applying (3.17) and (3.18) (and the fact that u0 = 0), we have for n   2,
kunk⇢0, ,T ⇤  ku0k⇢0, ,T ⇤ + ku1   u0k⇢0, ,T ⇤ +
n 1X
k=1


























Existence and uniqueness of solution










Then (3.7), (3.16) and (3.19) are satisfied. Thus for some R0 < R1 < R, we have
un 2 Y⇢0, ,T ⇤(R1), and the Contraction Mapping Theorem with (3.6) implies that
there is a unique solution to u = F (t, u) in Y⇢0, ,T ⇤(R).
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3.2.1 Discussion of the proof
As mentioned earlier, our assumption (CK3) does not match the analogous assumption
of [74]. Furthermore, while F indeed satisfies a contraction-type inequality in the
weighted norm kuk( ) := sup⇢0<⇢0  t(⇢0   ⇢
0
   t) ku(t)k⇢0 for     1 (which is
what is proven in [48]), it does not seem possible to control the Y⇢0, ,T ⇤ norm of the
successive iterates un. This is because the right inequality of (3.3) is not true for the
norm k · k( ), since if one tries to similarly use ⇢0 = ⇢0    t to bound kuk⇢0, ,T ⇤ , one
finds possible blow-up at t = 0. Notably, Safonov [73] uses a similar collection of
spaces, and the norm k · k( ) above, but a slightly di↵erent collection of assumptions
for a ‘di↵erential’ version of the abstract Cauchy–Kowalevskaya theorem allow him
to complete the proof.







. We also borrowed from Asano the idea of
introducing an auxillary sequence bk, so that the norms kuk⇢0, ,T ⇤ can be controlled
using (3.3). (Presumably, this is what is meant by Safonov [73] in saying that in the
result of Asano, ‘the domain of existence shrinks at each step of iteration.’)
Finally, we note that although the assumption (CK3) is su cient for many
applications, it is not optimal. From the proof, we see that we only need the
assumption to hold for a certain su ciently large      0, and no larger.
3.3 Example application
We finish this chapter with an alternative proof of the classical Cauchy–Kowalevskaya
theorem, following the proof that Safonov gives using his version of the abstract
Cauchy–Kowalevskaya theorem in [73].
Proof of Theorem 3.2. Solving the equation (3.1) is equivalent to solving the time-
integrated system,
x 2 U ⇢ Rm, t   0, u(x, t) 2 Rn,
u(x, t) = F (t, u)(x, t) =
Z t
0
E(x, s, u, ux) ds. (3.20)
Indeed, if a continuous function u solves (3.20) and E is analytic in t, then u is also
analytic, for instance by the (simpler) Cauchy–Kowalevskaya theorem for ordinary
di↵erential equations. However, the analyticity of F in t is not required for the











Figure 3.2: The application of Cauchy’s theorem to derive the Cauchy estimate for
analytic functions of one complex variable z = s+ is̃. Here, ⇢ is the thickness of the
strip of analyticity of f = f(z), z0 2 {| Im z| < ⇢0} and 0 <   < ⇢  ⇢0.
Define the Banach scale X⇢ as the family in ⇢ > 0 of Banach spaces of
n-vectors of analytic functions u in m variables that are (real) analytic on U , such
that they have an analytic extension (also written u) to the complex neighbourhood
of U ,
U⇢ := {x+ ix̃ 2 Cm : x 2 U, |x̃| < ⇢},






If E is analytic in all variables, then in particular (CK1) and (CK2) are clearly
satisfied for some ⇢0, 0, T, R0, R that depend only on E. That is, F is continuous, and
F (t, 0), Fx(t, 0) take values in a bounded set for bounded values of x, t, respectively.
So we only need to check the Cauchy estimate (CK3).







for a constant C depending on ⇢0, n and m only. This is easy to see first in dimension
m = n = 1: if U ⇢ R, U⇢ ⇢ C and f(z) 2 C, then the one-dimensional Cauchy’s
































C1 depends possibly on ⇢0. The same argument applied to the components of the
gradient fx in the general case m,n   1 gives (3.21). Note that for any functions
u, v 2 X⇢, by the mean value inequality, there is some constant C2 depending on ⇢0
and the derivatives in the 3rd and 4th variables of E such that
|E(t, x, u, ux)  E(t, x, v, vx)|  C2
⇣
|u(z, t)  v(z, t)|+ |ux(z, t) + vx(z, t)|
⌘
.
Set      0, T ⇤ = min(T, ⇢0/ ) as in the statement of (CK3). Allowing ⇢ = ⇢(s) to
vary continuously in the interval (⇢0, ⇢0    T ⇤), we therefore have for u, v 2 Y⇢0, ,T ⇤ ,





















which is the assumption (CK3), which means that Theorem 3.6 applies. We conclude
that there is for short time, a spatially analytic solution to (3.20), and therefore an
analytic solution to (3.1).
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Chapter 4
Existence of Analytic Sharp
Fronts
In this chapter, we carry out the computations necessary to put the sharp front
equation (4.43) in a form amenable to the abstract Cauchy–Kowalevskaya theorem of
the previous chapter. To slightly simplify the computations, we will (in this chapter
only) write
  := 1 + ↵ 2 (1, 2),





?✓) ·r✓ = 0,
and the corresponding sharp front equation is
zt(s, t) ·N(s, t) =  
Z
T
(zs(s⇤, t)  zs(s, t)) ·N(s, t)
|z(s⇤, t)  z(s, t)| 
ds⇤.
By a suitable reparameterisation in the curve parameter s 2 T, this is equivalent to
the contour dynamics equation where s 2 T, t   0,
zt(s, t) =  
Z
T
zs(s⇤, t)  zs(s, t)
|z(s⇤, t)  z(s, t)| 
ds⇤ +  (s, t)zs(s, t) (4.1)
=: ⇣(s, t) +  (s, t)zs(s, t), (4.2)
for some function   =  (s, t) 2 R, that is also periodic in s 2 T, which we may
assume (by reparameterising if necessary) to additionally satisfy  (0, t) = 0 for every
t   0. The integral term ⇣(s, t) is defined by (4.1).
The corresponding CDE for the Euler equation with   = 0, termed the vortex
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patch problem, was first derived by Zabusky et. al. [87] and its systematic study
can be found in the book [49]. The study of sharp fronts for the SQG equation was
initiated in the thesis of Rodrigo [68], where existence and uniqueness was proven
in the class of smooth periodic graphs. Gancedo proved existence in [32] and later
uniqueness [18] for Sobolev data. The interpolated equations for   2 (0, 1) was
further studied in [32], [33], and [42]. More recently the more singular sharp fronts
for   2 (1, 2) as in this thesis, or other variants of SQG) have been studied in [14],
[13], and [57].
4.1 Preliminaries
To obtain a useful expression for  , we will further reparameterise s so that
|zs(s, t)|
2 = zs(s, t) · zs(s, t) = L(t)
2, s 2 T, t   0.
That is to say, zs · zss identically vanishes. In this final parameterisation, s
is not arc-length, but the vectors zs(s, t) have for each time t a length L(t) that is
independent of the parameter s, and is geometrically the total length of the curve z
at time t, i.e. L(t) =
R
T |zs(s, t)| ds (as in Definition 1.16). As in [32], the function  
can then be written explicitly in terms of z as follows. Taking the s derivative of zt
in equation (4.2) we find the equation for zst,




(L2)0 = L0L = zs · zst = zs · ⇣s +  sL
2, (4.4)






zs · ⇣s +  s. (4.5)








· ⇣s ds. (4.6)
Hence, integrating (4.5) from 0 to s, using  (0, t) = 0 and dividing by L2, we
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see that (using (4.6))































(hiding the t dependence for legibility reasons) which is an expression for   completely
determined by the values of z and zs. Conversely, if   is defined by (4.7), and z















where µ(t) is the following function of t only,
µ(t) =  s(s, t) +













One obtains by the method of characteristics for F (s, t) = |zs|2(s, t), F0(s) =
|zs|2(s, 0),















Hence, if dF0ds = 0, Then @sF = 0 for all times, and (4.3) is satisfied. This proves the
following proposition:
Proposition 4.1 (Parameterisation determines  , [32]). Suppose that  (0, t) = 0,
and that z = z(s, t) is a smooth solution to the sharp front equation (4.1) with initial
condition z0 = z0(s) parameterised so that @sz0 · @2sz0 = 0. Then |zs|
2
is independent
of s for all t (or equivalently zs · zss = 0) if and only if   is given by (4.7).
4.2 Computing derivatives of terms
When computing derivatives in s, it is useful to use the periodicity in s to rewrite the
periodic integrands in terms of s⇤ + s and s instead of s⇤ and s. This is so that the
derivatives of di↵erence quotients like a(s+s⇤) a(s)|b(s+s⇤) b(s)|  retain their di↵erence quotient
structure.
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In the interest of brevity, let us introduce notation for a finite di↵erence,
Da(s, s⇤) := a(s+ s⇤)  a(s)
Using this notation, the relevant quantities (suppressing the time variable) for























· ⇣s(s1) ds1. (4.9)
Note carefully that   is a periodic function in s despite the explicit appearance
of s and
R s
0 . . .ds1 in the formula for  . Also, note that ⇣ is smooth if z is, by
di↵erentiating under the integral. Therefore, the first two derivatives of ⇣ are




















Dzs(|Dzs|2 +Dz · Dzss)
|Dz| +2






















We have computed all the terms on the right hand side of the evolution equations
zt = ⇣ +  zs, (4.14)
zst = ⇣s +  szs +  zss, (4.15)
zsst = ⇣ss +  sszs + 2 szss +  zsss. (4.16)
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As we briefly mentioned, we also need to assume that the initial curve z0
does not self-intersect so that the integral ⇣(s, t) makes sense. In analogy with [32],
let us introduce the arc-chord condition via the function   =  (z) below. It acts as a
quantitative control on curve length (since  (0, 0) = 1L) and self-intersection, and is
a slight variant of the function F introduced in [32]. The first part of the piecewise
definition of  (z) below diverges precisely at a self-intersection (i.e. z(s+ s⇤) = z(s)
for s⇤ 6= 0), and the second part diverges if the first derivative vanishes.
Definition 4.2 (Arc-chord condition). We say that a curve z satisfies the arc chord













This next lemma formalises the intuition of the paragraph preceding the
above definition.
Lemma 4.3 (Analyticity of  ). Suppose z is an analytic curve with uniform speed
parameterisation s 2 T, and  (z) 2 L1(T2). Then z does not self-intersect, and
 (z) is analytic on T2. In addition,  (z) is bounded away from 0.
Proof. Notice that Z := z(s+s⇤) z(s)sin(⇡s⇤)/⇡ is analytic and does not vanish. The Euclidean
norm of Z is therefore analytic, and the fact that this avoids zero since  (z) 2 L1
means that its reciprocal is also analytic.
To simplify the presentation slightly, we define
Sin s := sin(⇡s)/⇡. (4.18)
The goal is to apply a Cauchy–Kowalevskaya type argument, as in [27]. We will need
to carefully write the evolution equations for
z, zs, zss, and  ,
in terms of analytic functions involcing at most first order operators of the quantities
above. To this end, we will use the following version of the Fundamental Theorem of
Calculus.
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w(s+ (1  ⌧)s⇤) d⌧, (4.19)
Then if z is a C1 curve,
Dz(s, s⇤) = I(zs)(s, s⇤)s⇤.
Proof. This follows from the usual Fundamental Theorem of Calculus,




by the change of variables   = s+ (1  ⌧)s⇤.
It will be convenient to extend the definition of I to two-variable functions
F = F (s, s⇤) by the formula
I(F )(s, s⇤) :=
Z 1
0
F (s, (1  ⌧)s⇤) d⌧.
This agrees with the previous definition (4.19) in the sense that if F (s, s⇤) = z(s+s⇤),
then I(F )(s, s⇤) = I(z)(s, s⇤).
Proposition 4.5 (Expansion of  ). The function   : T2 ! R as defined in (4.17)
satisfies the following first order expansion in s⇤,


















0 s⇤ = 0.
Proof. The formula for I(@s⇤ ) comes from applying the Fundamental Theorem of
Calculus to expand  ̃(s⇤) :=  (s, s⇤) around s⇤ = 0 for fixed s,
 ̃(s⇤) =  ̃(0) +
Z s⇤
0





Since  ̃(0) = 1L , we just need to compute  ̃
0. We have

























(Sin s⇤)zs(s+ s⇤)  cos(⇡s⇤)Dz(s, s⇤)
(Sin s⇤)2
,
as claimed1. For the behaviour as s⇤ ! 0, writing Sin s⇤ = s⇤ + O(s3⇤), and




=   (s, 0)3zs(s) ·
zs(s+ s⇤)s⇤   (1  ⇡2s2⇤/2)Dz(s, s⇤)
s2⇤
+ o(1) (4.20)
=   (s, 0)3zs(s) ·





=   (s, 0)3zs(s) ·
Dzs(s, s⇤)s⇤   zss(s)s2⇤/2
s2⇤
+ o(1)









where in going from (4.20) to (4.21) we used a Taylor expansion of z to rewrite Dz,
and at line (4.22) we used zs · zss = 0 to see that it vanishes at s⇤ = 0.
An exactly analogous calculation gives the following.





The Fundamental Theorem of Calculus will also allow us to rewrite the follow-
ing dot products that appear in (4.14), (4.15), and (4.16), because of (4.10),(4.11):






Dz · Dzss = I(zs) · I(zsss)s
2
⇤. (4.25)
1Note that factors of ⇡ have been absorbed by the definition of Sin in (4.18).
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4.2.1 Expanding the integral terms @ns ⇣
Here we record the use of the Fundamental Theorem of Calculus (Lemma 4.19). Start-
ing from (4.8) (4.10),and (4.11) we replace the finite di↵erences D@ks z with the inte-
gral terms I(@k+1s z)s⇤ via (4.23),(4.24), and (4.25). Then we rewrite |Dz(s, s⇤)|
 1 =
| Sin s⇤| 1 (s, s⇤). The result of these substitutions is as follows, which shows that

























For the highest derivative ⇣ss, to prepare to apply the abstract Cauchy–Kowalevskaya
theorem, we additionally use the expansion of    in Lemma 4.6 to find a convolution






























2 + I(zs) · I(zsss))s3⇤
| Sin s⇤| +2
ds⇤








4.2.2 Rewriting   and its derivatives
The term zs · ⇣s appears in the definition (4.9) for  . We can expand this using (4.27)
as




  I(zsss) · zss⇤
| Sin s⇤| 
+   (s, s⇤)






Since zs · zss = 0, Lemma 4.19 gives that
I(zsss) · zs(s)s⇤ + I(zss) · zss(s+ s⇤)s⇤ = 0.
Indeed,
I(zsss) · zs(s)s⇤ = zss(s+ s⇤) · zs(s)
= zss(s+ s⇤) · (zs(s+ s⇤)  I(zss)s⇤)
=  zss(s+ s⇤) · I(zss)s⇤.
So we can remove completely the dependence on the third derivative:




  I(zss) · zss(s+ s⇤)s⇤
| Sin s⇤| 
+   (s, s⇤)






















































(We have used ⇥ to denote scalar multiplication.) Similarly, we can rewrite (4.12),









































@s(⇣s · zs) =  
1
L2
(⇣ss · zs + ⇣s · zss).
That this is better behaved than ⇣ss can be seen from the identities x obtained from
the cancellation zs · zss = 0,
zsss(s) · zs(s) =  |zss(s)|
2,
zsss(s+ s⇤) · zs(s) =  |zss(s+ s⇤)|
2
  zsss(s+ s⇤) · I(zss)(s, s⇤)s⇤,
which means that
Dzsss(s, s⇤) · zs(s)
=  D|zss|
2(s, s⇤)  zsss(s+ s⇤) · I(zss)(s, s⇤)s⇤
=
 
  2I(zsss · zss)(s, s⇤)  zsss(s+ s⇤) · I(zss)(s, s⇤)
 
s⇤.
Therefore,  ss depends on   and the first three derivatives of z. For reference, the
full expansion of  ss is as follows, which comes from a similar derivation to that








  ( 2I(zsss · zss)  zsss(s+ s⇤) · I(zss))s⇤
| Sin s⇤| 
  2  (s, s⇤)






2 + I(zs) · I(zsss))s3⇤
| Sin s⇤| +2
+  (  + 2) (s, s⇤)




  I(zsss) · zsss⇤
| Sin s⇤| 
    (s, s⇤)






4.3 Rewriting the evolution equations
Define the functions f, g and h by
f(s, t) = z(s, t), g(s, t) = zs(s, t), h(s, t) = zss(s, t).
4.3.1 Evolution of f













































4.3.2 Evolution of g






















































































4.3.3 Evolution of h































2 + I(g) · I(hs))s3⇤
| Sin s⇤| +2
ds⇤















  ( 2I(hs · h)  hs(s+ s⇤) · I(h))s⇤
| Sin s⇤| 
  2  (s, s⇤)






2 + I(g) · I(hs))s3⇤
| Sin s⇤| +2
+  (  + 2) (s, s⇤)




  I(hs) · hs⇤
| Sin s⇤| 
    (s, s⇤)











































































4.3.4 Evolution of  










I(g) · I(gt). (4.35)
4.3.5 Summary of dependencies
We now define the operators E1, E2, E3, and E4 using the right-hand sides of the
above evolution equations. That is, E1, and E2 are defined as the right-hand sides of
(4.32) and (4.33) respectively. We do almost the same for E3 in (4.34), except that
we single out a term involving a convolution. E4 is defined by (4.35), where we use
gt = E2[g, h, hs, ] to rewrite the term I(gt). This gives
ft = E1[g, h, ],








ds⇤ + E3[g, h, hs, ], (4.36)
 t = E4[ , g, F2[g, h, hs ]]. (4.37)







Recall that the symbol of a Fourier multiplier f 7! M(@s)f is the function
M(k) defined in frequency space.
Lemma 4.7. (Skew-symmetry) The symbol of H  is purely imaginary.
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Proof. H  is the convolution of hs with the renormalised distribution of | sin s|  
(up to possibly a multiple of the Dirac delta),






As | sin s|   is even and real valued, so is the Fourier transform F (k) = F(R| sin s|   )(k).
Hence, the symbol of H  is  i2⇡kF (k), which is purely imaginary.
Any operator im(@s) with purely imaginary symbol im(k) has the skew-
symmetry property (im(@s)h, h)L2 = 0. This can be seen from (im(@s)g, h)L2(T) =
(im(k)ĝ(k), ĥ(k))`2(Z) =  (ĝ(k), im(k)ĥ(k))`2(Z). The important point is that the
operator @t   im(@s) is boundedly invertible on L2-based Sobolev spaces (contrast
this with say, the backward heat equation), with the explicit solution defined via its
Fourier coe cients (k 2 Z),





For the time dependent operator @t   L(t)  m(@s), we can first perform the time
rescaling @t0f(s, t(t0)) = L(t)
 @tf with t(t0) =
R t0
0 L(⌧)
  d⌧ . In these coordinates,
the equation is @t0f   im(@s)f = g. Writing t0(t) for the inverse of t(t0), applying
the above formula gives
@tf   iL(t)
  m(@s)f = g





A change of variables t̃0 = t0(t̃) gives
f̂(k, t) = e im(k)t0(t)f̂0(k) +
Z t
0
L(t̃)   ĝ(k, t̃)eim(k)(t0(t̃) t0(t)) dt̃. (4.38)
We will take advantage of this to allow the use of the abstract Cauchy–Kowalevskaya
theorem, despite the fact that the original CDE involves an operator of order higher
than one.
4.4 Adapting the equation for Theorem 3.6
Here, we define the Banach scale that we will use (and its component Banach spaces).
We identify analytic functions with their analytic continuations.
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Definition 4.8. Given l 2 N and ⇢ > 0, we say that a function f : R ! R2 is in
K l,⇢ if
1. f = f(s + is̃) is 1-periodic (periodic with period 1) in Re s and analytic in
| Im s| < ⇢.
2. For every | Im s| < ⇢, @↵s f(Re s+ i Im s) 2 L
2
Re s(T), that is, square integrable
as a periodic function of the real part only.






k@↵x f(s+ is̃)kL2s(T) .
Definition 4.9. Given l 2 N and ⇢ > 0, we say that a two-variable function
f : R2 ! R is in K l,⇢2 if
1. f(s+ is̃, s⇤ + is̃⇤) is 1-periodic in s̃ and s̃⇤, and analytic in
{(s+ is̃, s⇤ + is̃⇤) 2 C2 : |s̃| < ⇢, |s̃⇤| < ⇢}.
2. For every ↵1 + ↵2  l, max(|s̃|, |s̃⇤|) < ⇢, @↵1s @
↵2





































 2⇡iks ds, k 2 Z denotes the Fourier transform of f , then the
K l,⇢ norm is equivalent to the weighted Sobolev norm
kfkKl,⇢ = ke
2⇡⇢|k|(1 + |k|l)Ff(k)k`2k(Z),
which can be seen by analytic continuation in s0 of the well-known identity for the
Fourier transform
Fx[f(s  s0)](k) = e
 2⇡is0kFf(k).
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The following standard result follows from the Sobolev Embedding Theorem2
Proposition 4.10 (Banach Algebra). 1. For l   1, K l,⇢ is a Banach algebra:
kuvkKl,⇢ .l,⇢ kukKl,⇢kvkKl,⇢ .
2. For l   2, K l,⇢2 is a Banach algebra:
kuvk
Kl,⇢2
.l,⇢ kukKl,⇢2 kvkKl,⇢2 .
We now choose the Banach scale X⇢ to apply Theorem 3.6. The purpose of l
is only to obtain the above Banach Algebra property, and is fixed to be any number
l   2. We now use the spaces K l,⇢ and K l,⇢2 to define our Banach scale. The choice
is made so that a representative element of X⇢ will be something like (z, zs, zss, )
(see (4.47)).
Definition 4.11. Let l   2 be arbitrary but fixed. The Banach scale X⇢ is
X⇢ := K
l,⇢
⇥K l,⇢ ⇥K l,⇢ ⇥K l,⇢2 .
4.4.1 Application of the abstract Cauchy–Kowalevskaya Theorem
In order to apply Theorem 3.6, we will need to:
Step 1. Rewrite the evolution equations so that the evolution begins from zero initial
data, which allows the iteration to begin using the estimate (CK2).
Step 2. Rewrite the equations in a suitable integral form that satisfies the continuity
assumption (CK1) and the required Cauchy estimate (CK3).
We now implement these steps.
Step 1
Define the initial conditions
f0(s) = f(s, 0),
g0(s) = g(s, 0),
h0(s) = h(s, 0),
2Briefly, we need enough weak derivatives in L2 so that their L1 norms are controlled, see for
instance [24].
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 0(s, s⇤) =  (s, s,⇤ , 0).
Then define the new variables f̃ , g̃, h̃,  ̃ by
f̃(s, t) = f(s, t)  f(s, 0),
g̃(s, t) = g(s, t)  g(s, 0),
h̃(s, t) = h(s, t)  h(s, 0),
 ̃(s, s⇤, t) =  (s, s⇤, t)   (s, s⇤0).
Then the evolution equations in terms of f̃ , g̃, h̃,  ̃ are
f̃t = E1[g̃ + g0, h̃+ h0,  ̃+  0], (4.39)
g̃t = E2[g̃ + g0, h̃+ h0, h̃s + h
0
0,  ̃+  0], (4.40)
h̃t = ( ̃(0, 0) +  0(0, 0))
 
H (h̃+ h0)
+ E3[g̃ + g0, h̃+ h0, h̃s + h
0
0,  ̃+  0], (4.41)
 ̃t = E4[ ̃+  0, g̃ + g0, F2[g̃ + g0, h̃+ h0, h̃s + h
0
0,  ̃+  0]]. (4.42)
Step 2
The strategy is to integrate the equations for f̃ , g̃,  ̃ in time, and invert the operator
(@t   ( ̃(0, 0) +  0(0, 0))H  for the h equation. If we define the vector of functions u
and initial conditions u0 by



















then we can write the evolution equations as












where ru = rs,s⇤u is the spatial gradient in s and s⇤, and the component operators
Fi of F : X⇢ ! [⇢>0X⇢ are










(@t   ( 0(0, 0, t) +  ̃(0, 0))H 
⌘ 1
E3, (4.44)




(The omitted inputs of Fi are as in (4.43), and the omitted inputs of Ei are as in
(4.39), (4.40), (4.41), and (4.42).) The inverse operator in (4.44) is defined by (4.38).
This completes the derivation of the equation to which Theorem 3.6 can be applied:
it only remains to check that F satisfies the assumptions of Theorem 3.6.
4.4.2 Estimates
In this section, we give some estimates and explain how they are used to show that
our system satisfies (CK3).
We will show the result for a few representative terms that illustrate the
method. All remaining terms follow analogously.
We write U1 = U1(u), U2 = U2(u), . . . to denote the images of u under any
of the following well behaved operators: Ui(u) = u, Ui(u)(s, s⇤) = u(s+ s⇤, s+ s⇤),
Ui(u) = u(c, c⇤), or Ui(u) = I(u). For any collection of M such operators U1, . . . , UM
(M   1), we write UM (u) = (U1(u), . . . , UM (u)) for the function that takes values
in CM 0 , where M 0 is an integer depending on M and the choices of Ui.
The operator F1[u0, u] is a sum of time integrals of products of terms of the
form
 (UM (u)(s, s⇤)),
where   : CM 0 ! CN is analytic, or terms of the form
Z
T
 (UM (u)(s, s⇤)) dµ(s⇤),





 (UM (u)(s, s⇤)) dµ(s⇤) ds,
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 (UM (u)(s0, s1)) dµ(s1) ds0.
This last type of term clearly creates a new periodic analytic function from an old
one and presents no new issues (see Example 4.14.) For each one of the other terms,
we have the following elementary lemmas.
Lemma 4.12 (Triangle inequality for time integral). For any function u 2 X⇢,
k
R t
0 u dtk⇢ 
R t
0 kuk⇢ dt.
Lemma 4.13 (Local Lipschitz estimates). Let  (x1, . . . , xM 0) be analytic on an
open set containing the set A = {x :
PM 0
i=1 |xi|  R}. Then   is locally Lipschitz on
A,




For kuk⇢  R, we have the estimate
k (UM (u1))   (UM (u2))kKl,⇢2
.R, ,l ku1   u2k⇢.




 (UM (u1))(·, s⇤)   (UM (u2))(·, s⇤) dµ(s⇤)
    
Kl,⇢






 (UM (u1))(s, s⇤)   (UM (u2))(s, s⇤) dµ(s⇤) ds
     .R, ,l,µ ku1   u2k⇢.
In our application, we will use the finite measures dµ(s⇤) =
sk+1⇤ ds⇤
| Sin s⇤| +k , for
some k > 0.




















  I(h)(s1, s0) · h(s0 + s1)s0
| Sin s0| 
ds0 ds1.
The first term is (at least away from s = 0, 1 before periodising) a product of
the analytic function of u and u(0, 0), g(s) sL2 with the double integral against
s0
| Sin s0|  ds0 ds1 of the analytic function
 (u(s1, s0), I(u)(s1, s0), u(s0 + s1, s0 + s1)) =  (s1, s0)
 
I(h)(s1, s0) · h(s0 + s1)
52
The second term is similar, and together with the first term, gives the analyticity at
s = 0, 1 as well. Therefore, by Lemma 4.13, we have
kẼ1(u1)  Ẽ1(u2)kKl,⇢ . ku1   u2k⇢,
which after integrating in time, is better than the required estimate (CK3). The
other terms in E1 are similar.
For F2, most of the terms are also treated in a di↵erent way, except one which
involves hs. For this term, we will use the following Cauchy-type estimate.





Proof. This proof closely follows the proof of the more elementary result without a
scale of Banach spaces (c.f. (3.21)). It is enough to prove this for the spaces K l,⇢
and K l,⇢2 . We give the proof for K
l,⇢, since K l,⇢2 can be treated in exactly the same





From the definition of the K l,⇢ norm in Definition 4.8, it su ces to prove that for








kv(s+ is̃)kL2s , (4.45)
Set 0 <   < ⇢   ⇢0. Then the well-known Cauchy Integral Formula for a
















































where dl is the arc-length measure on |w| =  . Taking a limit   ! ⇢  ⇢0, and then a
supremum over all s̃ with |s̃| < ⇢0 leads to (4.45). By the earlier discussion, we have
finished the proof of Lemma 4.15.








To show that this term satisfies the assumption (CK3), first use the local Lipschitz
estimates of Lemma 4.13 but treating the integrand as an analytic function of u and
I(ru). This yields a local Lipschitz estimate
kẼ2(u1)  Ẽ2(u2)kKl,⇢ . ku1   u2k⇢ + kr(u1   u2)k⇢.
Now apply the Cauchy estimate for the second term; this shows that (CK3) is
satisfied.
In a similar way, F4 can be controlled by using the bounds on F2, since F2
appears in F4.
The term E3, which uses the auxillary operator used in (4.38) to define F3 is


























where G is a collection of terms involving only u and not ru, defined by the last
four lines of (4.37). These terms are controlled by combining the above lemmas with
the skew-symmetry (Lemma 4.7) and the Cauchy-type estimate of Lemma 4.15.
We now collect the above results and give the proof for the local existence
and uniqueness of analytic sharp fronts.
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Theorem 4.17. Let z0 : T ! R2 be an analytic curve with  0 =  (z0) 2 L1(T2).
Then there exists T ⇤ > 0, ⇢0 > 0 and   > 0 such that a unique solution to (4.1) exists
in the space u 2 Y⇢0, ,T ⇤.
Proof. Since z0 is analytic on T, there exists ⇢ > 0 such that z0 admits an analytic
continuation to a complex neighbourhood T + i( ⇢, ⇢) of T, also written z0, that
belongs to the space K l,⇢ (recall that we have already fixed some l   2). From z0,
we define the initial data to (4.43) as
u0 = (z0, @sz0, @
2
sz0, (z0)) 2 X⇢0 . (4.47)
The operator F in (4.43) is continuous, satisfying (CK1) for Theorem 3.6, and there
exists  0 and T such that (CK2) is satisfied. With the estimates and earlier discussion




In this chapter, we define an almost-sharp front in our setting that approximates a
sharp front for a bounded domain. Then we will derive an asymptotic equation for
an almost-sharp front, utilising an asymptotic expansion for a certain parameterised
family of integrals. We also show that a function that was instrumental in the study
of almost-sharp fronts of SQG has an analogue for our equation. It has a well-defined
limit equation as   ! 0, which is better than the approximate equation for the
almost-sharp front. This function, obtained by integrating across the transition
region, simplifies the asymptotic equation of an almost-sharp front.
5.1 Almost-Sharp Fronts
We begin with the definition of an almost-sharp front.
Definition 5.1 (Almost-sharp front solution). A   almost-sharp front (ASF) ✓ =
✓ (x, t) to singular SQG (1.1) is a family of solutions to to (1.1), such that for each
  > 0 su ciently small, there exists a closed C2 curve z with regular parameterisation














out(t) = R2 \ (Ain [Amid),
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1 x 2 Ain(t),
C2 smooth x 2 Amid(t),
0 x 2 Aout(t),





In particular ✓ is locally constant inAout(t)[Ain(t), ✓|Ain(x, t) = 1, ✓|Aout(x, t) =
0, and the supports of ✓ and r✓ are related to the sets Amid, Ain, Aout by
supp ✓ ⇢ Amid(t) [Ain(t), suppr✓(·, t) ⇢ Amid(t).
Note that the curve z in the above definition is not unique.
Definition 5.2 (Compatible curve). Any curve z satisfying the above definition for
an ASF ✓ is called a compatible curve for ✓.
5.1.1 Tubular neighbourhood coordinates
Given a curve z with uniform speed parameterisation (as in Definition 1.16), we
define the tubular neighbourhood coordinates around z by
x(s, ⇠) = z(s) +  ⇠N(s), s 2 T, ⇠ 2 [ 1, 1]. (5.2)
Suppose the curve also evolves in time z = z(s, t). For convenience, we write
L1 := L(1    ⇠). Setting ⌧ = t as a new time variable, we have the Jacobian














with x⌧ = z⌧ +  ⇠N⌧ , and determinant L1 . This is a di↵eomorphism if L1 =















Figure 5.1: An illustration of an almost-sharp front for one   > 0. Here, the two
solid curves form the boundary of Amid (the compatible curve that defines Amid has
not been drawn); the dashed line is the boundary of {✓ = 1}, and the dotted line is
the boundary of {✓ = 0}. In particular, the complement of {✓ = 0 or 1} is a subset
of (and may not be equal to) Amid .
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Noticing that N⌧ ·N =
@⌧
2 |N |
2 = 0, the N⌧ ·N term that appears in A20 vanishes.

































Note that L1 = L+O( ), so A10 =
 zt·T
L +O( ), and A
2
0 depends badly on  . The















@t = + A10@s + A
2
0@⇠ + @⌧ .




    ds d⇠ = L1  ds d⇠ .
5.1.2 Equation in tubular neighbourhood coordinates
Define ⌦ to be ✓ expressed in the above tubular neighbourhood coordinates, ⌦(s, ⇠, ⌧) =























So we have an expression of the velocity in new coordinates (using the notation that














































































the equation (1.1) can be written in the new coordinates as (using r?⌦⇤ ·r⌦ =












 (⇠⇤⇤   ⇠)T⇤ · T




















⌦⇠⇤ d⇠⇤ ds⇤   z⌧ ·N
!
+ ⌦⌧ . (5.3)
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5.2 An approximate equation for an almost-sharp front
We introduce the symbols Ii to write the above of equation (5.3) as
0 = ⌦s(A
1
0 +  I1 +  I2) + I3 ·r⌦+
⌦⇠
 
(I4   z⌧ ·N), (5.4)
where A10 =
 z⌧ ·T
L +O( ) as mentioned before, and the other explicit dependencies on
  are visible, but there is still   dependence in the integrals Ii through the coordinate
function x = z +  ⇠N in (5.2).
We now want to find the leading order behaviour in   ⌧ 1. To do this, we
will need to use the following two asymptotic results.
Lemma 5.3. Let ↵ 2 (0, 1) and T := R/Z. For s 2 T, ⌧ > 0, let I = I(⌧) denote







where a = a(s⇤), g = g(s⇤) 2 C1(T) and g = g(s⇤) has 0 as its unique global
minimum at the point s⇤ = s and is non-degenerate, i.e.
g00(s) > 0, argmin g = s, g(s) = min g = 0.















G(s)1+↵| Sin(s⇤   s)|1+↵
ds⇤ +O(⌧
2 ↵), ⌧ ! 0,
where:
1. Sin s⇤ := sin(⇡s⇤)/⇡,




< 1 (which diverges as ↵ ! 0),






| Sin s⇤|1+↵ ) ds⇤ < 1,
4. G is the constant G :=
p
g00(s)/2 which is well-defined since g00(0) > 0, and
5. the O(⌧2 ↵) constant depends on W 3,1 norms of a and g.
The second result deals with the integral term that remains after applying
Lemma 5.3.
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Corollary 5.4. Let s 2 T. For   2 (  0,  0) su ciently small, let H = H( ) denote









G( )1+↵| Sin(s⇤   s)|1+↵
◆
ds⇤,
where a = a(s⇤) 2 C1(T), , g = g(s⇤,  ) 2 C1(T⇥ [0,1)), and g has a unique global
minimum that is non-degenerate at s⇤ = s, i.e.
argmin g(·,  ) = s, g(s,  ) = min g(·,  ) = 0,
with @2s⇤g(0, ·) > c > 0 for a constant c independent of  , and G( ) :=
p
@2s⇤g(s,  )/2.
Then we have the first order asymptotic expansion H( ) = H(0) +H 0(0)  +O( 2)












We defer their proofs to the end of this chapter (as Lemma 5.8 and Corollary
5.9). To use these results, we will perform an approximation of the integral in s⇤
for fixed ⇠, ⇠⇤, and s. We first sketch the proof in words, and then present the full
calculation. Since we are interested in treating the denominator |x  x⇤|1+↵, we will
need to use the above two results with the following choices:
⌧ =  (⇠⇤   ⇠),







@2s⇤g(s,  ) = L(1   ⇠⇤).
Note that if the numerator a(s⇤) vanishes at s⇤ = s, i.e. a(s) = 0, the terms
in Lemma 5.3 and Corollary 5.4 simplify greatly. In addition, many terms in (5.4)
are multiplied by  , which simplifies the analysis of those terms for   ⌧ 1. We have:




L1|x⇤ x|1+↵⌦s⇤ d⇠⇤ ds⇤, it is multiplied by   and a(s) = 0.
This means that I1 vanishes in the limit   ! 0.




(1  ⇠)|x⇤ x|1+↵⌦⇠⇤ d⇠⇤ ds⇤, a|s⇤=s 6= 0 but it is multiplied
by  . This just gives us a O( 1 ↵) term instead, which is still o(1).




|x⇤ x|1+↵⌦⇠⇤ d⇠⇤ ds⇤, a|s⇤=s = 0 but it is not multiplied by  .
I4 has a   correction term from the L1⇤ = L(1   ⇤⇠⇤) factor in the integrand,
which becomes non-negligible after dividing by  . Here, we see that there is no
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hope for cancellation unless the curve used to create the coordinates evolves
via the sharp front equation (at least, up to O( ) errors). Therefore, we are
forced to impose that z evolves by the sharp front equation. Then, the identity
R 1
 1 @⇠⌦ = 1, Lemma 5.3 , and Corollary 5.4 gives us that:
1
 
(I4   z⌧ ·N)















⇠⇤@⇠⌦⇤ ds⇤⇤ d⇠⇤⌦⇠ + o(1).





?⌦⇤ d⇠⇤ ds⇤, there is no positive power of   and
a|s⇤=s 6= 0. This term cannot be dealt with in the same way and contains
a term that is divergent as   ! 0. In the notation of Lemma 5.3, we have
a(s) = T (s) · T (s⇤) i.e. a = T · T⇤ with a(0) = 1. To apply Corollary 5.4, we




































Hence, the equation is of the approximate form o(1) = @⌧⌦+X ·r⌦+ I3 ·r⌦, which
we write as the following theorem.
Theorem 5.5 (Approximate Equation for an ASF). ⌦ is a  -ASF for singular SQG
(1.1) in the sense of Definition 5.1 i↵ in the tubular neighbourhood of the sharp front
























































(z   z⇤) · (⇠N   ⇠⇤N⇤)@⇠⌦⇤ ds⇤ d⇠⇤@⇠⌦
is well-defined, despite the mismatch ⇠ 6= ⇠⇤, which makes it seem like the singularity
in the denominator is not compensated for. This is because the dot product introduces
a second cancellation as long as say, z 2 C3(T). One can see this by applying Taylor’s
theorem to z⇤ and N⇤,
z⇤   z = T (s  s⇤) +O((s  s⇤)
2),
N⇤ = N   LT (s  s⇤) +O((s  s⇤)
2),
which implies that
⇠N   ⇠⇤N⇤ = (⇠   ⇠⇤)N + ⇠⇤LT (s  s⇤) +O((s  s⇤)
2),
so that
(z⇤   z) · (⇠N   ⇠⇤N⇤) = ⇠⇤L(s  s⇤)
2 +O((s  s⇤)
3).
Proof of Theorem 5.5. Here we record the computations summarised above. Recall
that s, ⇠, and ⇠⇤ are fixed when applying Lemma 5.3, so we will write a⇤ = a(s⇤) =
a(s, s⇤, ⇠, ⇠⇤), and a = a(s) = a(s, s, ⇠, ⇠⇤) (i.e. a(s⇤) at the value s⇤ = s).
Note that we will use slightly di↵erent notation from Lemma 5.8, since we
have integrals in s⇤ instead of s. In addition, our unique non-degenerate minimiser
of the function g⇤ = g(s⇤) is at s⇤ = s, (for every   > 0 su ciently small) as we will
show below. More specifically, we have
x = z + ⇠ N,
x⇤ = z + ⇠⇤ N⇤,
xs⇤ = @s⇤x⇤ = L(1  ⇠⇤ ⇤)T⇤,
|x⇤   x|
2 = |x⇤|
2 + |x|2   2x⇤ · x,
⌧2 =  2(⇠⇤   ⇠)
2,




g0(s⇤) = 2xs⇤ · x⇤   2xs⇤ · x
= 2xs⇤ · (x⇤   x),
g00(s⇤) = 2|xs⇤|
2 + 2xss⇤ · (x⇤   x)
= 2L2(1  ⇠⇤ ⇤)
2 + 2xss⇤ · (x⇤   x).
Since (as a function of s⇤ with s, ⇠, ⇠⇤ fixed) g0(s) = 0 and g00(s) > 0 for   ⌧ 1, g has
a non-degenerate minimum at s⇤ = s, with g(s) = ⌧2   ⌧2 = 0. As the curve z has






g00(s) = L(1   ⇠⇤).
(Note that G 6= L1: as G involves derivatives in s⇤ of g evaluated at s⇤ = s, ⇠⇤ appears





















G1+↵| Sin(s⇤   s)|1+↵
ds⇤ +O(⌧
2 ↵), ⌧ ! 0,
where Sin(s⇤  s) := sin(⇡(s⇤   s))/⇡, and C1,↵, C2,↵ are two known constants. Also,
with g⇤ = g(s⇤,  ), G = G( ),
@ g(s⇤) = 2@ (x⇤   x) · (x⇤   x)  2 (⇠⇤   ⇠)
= 2(⇠⇤N⇤   ⇠N) · (z⇤   z) + 2 |⇠⇤N⇤   ⇠N |
2




@ g(s⇤, 0) = 2(⇠⇤N⇤   ⇠N) · (z⇤   z),
@ (G


































We now detail the calculations that treat the integral terms Ii in (5.4). The
first two terms I1, I2 are simpler, so we will deal with them first. The exact form
of a and g is not so important once we know the behaviour as   ! 0. For I1,
a(s⇤) =
N⇤·T









2 ↵) = O( ) = o(1).
For I2, a(s⇤) =
(⇠⇤⇤ ⇠)T⇤·T


















L1+↵| sin(⇡(s⇤   s))|1+↵
ds⇤ +O( 
1 ↵)
= O( 1 ↵) = o(1).





















































(z   z⇤) · (⇠N   ⇠⇤N⇤)@⇠⌦⇤ ds⇤ d⇠⇤
+O( 2 ↵).
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Since we have chosen
R 1
 1⌦⇠⇤ d⇠⇤ = 1, the first term is equal to the sharp front
evolution term  I(z) ·N = z⌧ ·N , and
1
 
(I4,1   z⌧ ·N) =







(z   z⇤) · (⇠N   ⇠⇤N⇤)@⇠⌦⇤ ds⇤ d⇠⇤ + o(1).












































































This covers all the integral terms in the equation, which completes the proof.
Remark 5.7. As opposed to the SQG case which corresponds to ↵ = 0, there is a
‘single bad term’ with respect to   and a kernel in ⇠ (without s) appearing. For ↵ = 0,
this term is split into two terms, a bad O(log  ) term (removable by unwinding the
singularity, see [28]) and a logarithmic kernel term (see Remark 5.10, and also [28]).
The analogous derivation as above for an almost-sharp front in the sense of our



























r⌦?⇤ |s⇤=s log |⇠   ⇠⇤| d⇠⇤ ·r⌦
+


















5.3 A regularisation by integration across the almost-
sharp front
As noticed in [28], the terms involvingr⌦?·r⌦⇤|s⇤=s in the above equation disappear
on integration in ⇠ over [ 1, 1], since for any even integrable function F and two
functions f, g, we have the cancellation
ZZ
⇠,⇠⇤2[ 1,1]




d⇠ d⇠⇤ = 0,
and the integral terms in (5.5) with r⌦? ·r⌦⇤|s⇤=s are of this form with f = @s⌦
and g = @⇠⌦, for every s fixed. In particular, the term of order   ↵ can be written
in this form with f = @s⌦ and g = @⇠⌦. This motivates shifting ⌦ by a constant
so that (keeping in mind that ⇠ = 1 corresponds to the point z +  N and N is the
inward normal)






2 ⇠   1,
C2 smooth ⇠ 2 [ 1, 1],
1
2 ⇠   1,
(5.6)





Then we have the identities
Z 1
 1
⇠@⇠⌦(s, ⇠) d⇠ =  h(s),
Z 1
 1
@⇠⌦(s, ⇠) d⇠ = 1.
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(This follows from direct computation, e.g.
R 1
 1 ⇠@⇠⌦(s, ⇠) d⇠ =
R 1
 1 ⇠@⇠⌦(s, ⇠) d⇠ =
⇠⌦(s, ⇠)|1⇠= 1  
R 1
 1⌦(s, ⇠) d⇠ =  h(s).) Thus we discover that h = h(s) satisfies a







































































Namely, in the limit   ! 0, h evolves via a linear homogenous integrodi↵er-
ential equation that does no t depend on ⌦. so by rewriting the ⇠⇤ integrals in (5.5)
using the two further identities
Z 1
 1




























































Thus, the introduction of h reduces the understanding of the evolution of ⌦ to






In the case of the SQG equation, this term plays a central role in choosing a
reparameterisation to prove existence of almost-sharp fronts for SQG for a uniform
time independent of  . (See [30] for more details.)
5.4 Asymptotics for a parameterised integral
In this section, we prove Lemma 5.3 and Corollary 5.4 that were used in proving
Theorem 5.5. We will state and prove a slightly simpler but equivalent version, which
comes from the following change of variables: recall from the notation of Lemma 5.3
that s is the minimiser of g, and g is a function of s⇤. Set
s̃ = s⇤   s,
ã(s̃) = a(s+ s̃),
g̃(s̃) = g(s+ s̃).
The minimiser of g̃ is s̃ = 0. Dropping the tildes, we arrive at the following lemma,
which we now prove.
Lemma 5.8. Let ↵ 2 (0, 1) and T := R/Z. For ⌧ > 0, let I = I(⌧) denote the








where a = a(s), g = g(s) 2 C1(T) and g has 0 as its unique global minimum at s = 0
that is non-degenerate, i.e.
g00(0) > 0, argmin g = 0, g(0) = min g = 0.

















ds+O(⌧2 ↵), (⌧ ! 0),
where:
1. Sin s := sin(⇡s)/⇡,




< 1 (which diverges as ↵ ! 0),






| Sin s|1+↵ ) ds < 1,
4. G is the constant G :=
p
g00(0)/2 which is well-defined since g00(0) > 0, and
5. the O(⌧2 ↵) constant depends on W 3,1 norms of a and g.
Proof. The proof will roughly follow the structure of the proof of the auxillary lemma
of [28] that corresponds to the case ↵ = 0, except in parts where the fact that ↵ > 0
is needed, e.g. C↵ < 1. Here, we take ( 1/2, 1/2) as a fundamental domain for T.
We split I = Inear + Ifar into an integral Inear around the minimiser of g and Ifar on
the complement,












where s± are chosen (depending on g) su ciently close to 0 so that we can choose new
coordinates   such that g(s) =  2, and that g(s ) = g(s+) =:  20 ⌧ 1. Also define





this reduces understanding Inear into understanding this change of coordinates, and
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By the regularity of ā, these integrals are well-defined. Inear,1 is the only term that
appears for a constant function ā ⌘ ā(0). Inear,2 is bounded independent of ⌧ . Inear,3











2  1 ↵ | |  ⌧,
⌧2  3 ↵ | | > ⌧.
The first bound follows from the triangle inequality and 1| 2+⌧2|(1+↵)/2 
1
| |1+↵ ;
the second bound follows from 1+↵2 < 1 and the Mean Value Theorem applied to
f(x) = x (1+↵)/2, i.e. for some ✓ 2 (0, 1),




















We focus now on Inear,1.
Constant case



















In contrast with the ↵ = 0 case, the integrand is in L1(R), so we can easily write














































< 1 and the remainder term Rem satisfies









= O(⌧2), ⌧ ! 0.
Hence we have that J = C↵⌧ ↵  
2
↵ ↵0
+O(⌧2) as ⌧ ! 0.
Rewriting the result in original coordinates
Here we undo the transformation s 7!  .
Recall that the transformation’s defining equation is g(s) =  2. We can
write g(s) = g00(0)s2/2 + O(s3) since s = 0 is a global nondegenerate minimum of





g00(0)/2 + O(s2) as s ! 0+, by the di↵erentiability in h of
p
g00(0)/2 + h. The







s+O(s2), s ! 0,
and hence d ds    !s!0
q
g00(0)
2 . This constant appears often in what follows, so define
the shorthand G :=
q
g00(0)
2 . Remembering that a(s) =
d 













+O(⌧2), ⌧ ! 0.
Let us now treat Inear,2. Let 0 <  1 ⌧  0, and let s1  < 0, s1+ > 0 be the two





. Hence, we only need to rewrite the other term of the di↵erence
(ā( ) ā(0)) d 




 1+↵ . We would like to replace the integral in   with



























































Treating s as a function s = s( ), the Inverse Function Theorem gives the asymptotic
s = G 1  + O( 2) for   ⌧ 1. This suggests setting C̃ = G ↵, as then the terms

















= O( 1 ↵1 ),  1 ! 0.


















































































































































As luck would have it, the term 2 a(0)↵G ↵0
here in (5.9) exactly cancels with the term
with  2 a(0)↵G ↵0





















+O(⌧2 ↵), ⌧ ! 0. (5.10)
The full result
To finish, we need to also consider Ifar. Recall from (5.7) that Afar = T \ (s , s+).
Note that with s± fixed, g(s) (1+↵)/2 is L1s (Afar), and the following error estimate





















































































in (5.10), leaving an expression that does not depend on s±. Therefore, we finally

















ds+O(⌧2 ↵), ⌧ ! 0.



























ds+O(⌧2 ↵), ⌧ ! 0,
which is the claimed result.
We also write down the following corollary.
Corollary 5.9. Let T := R/Z. For   2 (  0,  0) su ciently small, let H = H( )













where a = a(s) 2 C1(T), g = g(s,  ) 2 C1(T⇥ [0,1)), and g has a unique global
minimum that is non-degenerate with @2sg(0, ·) > c > 0 for a constant c independent
of  , and
argmin g(·,  ) = 0, g(0,  ) = min g(·,  ) = 0
and G( ) :=
p
@2sg(0,  )/2. Then we have the first order Taylor expansion H(⌧) =












Remark 5.10 (logarithmic asymptotic for ↵ = 1). The above does not cover the case
↵ = 1. This has been computed in [28], and we paraphrase it here for completeness.







where a = a(s), g = g(s) 2 C1(T) and g has a unique global minimum that is
non-degenerate with
argmin g = 0, g(0) = min g = 0.















ds+O(⌧2 log ⌧), ⌧ ! 0,
where:
1. Sin s := sin(⇡s)/⇡,






| Sin s| ds < 1,
3. G is the constant G :=
p
g00(0)/2 which is well-defined since g00(0) > 0, and
4. the O(⌧2 log ⌧) constant depends on W 3,1 norms of a and g.
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Chapter 6
Curves in the transition region
of Almost-Sharp Fronts
In this chapter, we demonstrate that ASF solutions to our generalised SQG equation
shares some similarities with ASF solutions to the SQG equation. Firstly, we show
that a generic curve transported by an almost-sharp front evolves like a sharp front
up to O( 1 ↵) errors. We also provide an elementary proof of a slightly weaker result.
Finally, we show that the analogue of a spine curve from [26] can also be defined in
our setting, and its evolution has the better behaved O( 2 ↵) error.
6.1 Evolution of compatible curves
We have seen that a sharp front solution to (1.1) is completely determined by the
evolution of a curve. For an almost-sharp front, any open region where ✓ is constant
will remain such a region for short times, so the evolution is fully specified by the
evolution of the transition region of size O( ). A first step in understanding their
evolution comes from understanding how compatible curves are transported by the
equation (1.1) in the regime   ⌧ 1, which we now address.
We will prove the main result of this section, Theorem 6.2 by relying on a
fractional Leibniz rule (6.2). Then, we will give an elementary lemma (Lemma 6.3)
that replaces the more complicated (6.2) at the cost of a small loss in the error term.
The proof method of the lemma is similar to a simpler lemma (which can be found
in [25] for instance) which we shall prove first, since we also need it for the proof of
the full result. The author could not find Lemma 6.3 in the literature.
Lemma 6.1. Let 0 < s < 1/2 and suppose A ✓ Rd is a bounded set with C2
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Proof. We bound the Gagliardo seminorm [1A]Hs directly, which is known (see for



















Writing out a ‘layer cake’ decomposition(see for example [46, page 26]) with µ the






















where m(t) is the function
m(t) := µ[x 2 A, y 2 Ac : |x  y| < t].
For any set U ✓ Rd, define (U)" = {x : d(x, U) < "}.
Performing the change of variables ⌧ = 1
t1/(2+2s)





















= I1 + I2,
for some ✏0 to be chosen as follows. We can bound m(⌧) using the inclusion
{x 2 A, y 2 Ac : |x  y| < ⌧} ⇢ {x 2 A, y 2 BRd(x, ⌧) : d(x, @A) < ⌧} ,
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where BRd(x, ⌧) is the ball around x of radius ⌧ , which implies
m(⌧) = µ[x 2 A, y 2 Ac : |x  y| < ⌧ ]
 µ[x 2 A, y 2 BRd(x, ⌧) : d(x, @A) < ⌧, ]
. |BRd(0, 1)|⌧d+1,
since (@A)⌧ is O(⌧) by the C2 regularity of the boundary. But for ⌧ > |A|, the
following easier bound is better,
m(⌧) = µ[x 2 A, y 2 Ac : |x  y| < ⌧ ]
 µ [x 2 A : y 2 BRd(x, ⌧)]
. |BRd(0, 1)||A|⌧d.




















Combining the bounds for I1 and I2 gives the result.
Armed with this inequality, we can now present the main result of this section.
Theorem 6.2. Suppose that ✓ is an ASF solution to (1.1), and z is a compatible
curve as defined in (5.2). Then as z is transported by u, it evolves (in the weak






K(z   z⇤)(@sz⇤   @sz) ds⇤
◆
·N +O( 1 ↵).
Proof. The strategy of this proof is the same as [19]. For brevity of notation, we
shall in this proof write
(1in,1mid,1out) := (1Azin ,1Azmid ,1Azout).
As in the proof of Proposition 2.4, the term
RR
R2⇥[0,1) @t ✓ brings out the
time derivative of the C2 boundary curve(which has bounded curvature) as follows:















 )⌫3 (z , t) ds dt+O( ).





 )?) = (L   L)@t(z +  N) · @sz
?
= L@tz ·N +O( ),
where we used our definition of a compatible curve. Hence, as   2 C1 and dl = L ds
for the uniform speed parameterised curve z, writing @A for the curve parameterised
by z, we have
ZZ
R2⇥[0,1]





 (z)@tz ·N dl dt+O( ).
We now treat the second term
RR
R2⇥[0,1] u·r ✓ : observe the following decomposition,
where we have written u = r?K ⇤ ✓ = (r?K) ⇤ ✓ as a convolution of ✓ with
the kernel r?K, and used the bilinearity of (f, g) 7!
R
R2 r
?K ⇤ f · r g, and





















?K ⇤ (✓1mid) ·r 1in
=: (EVO) + (A) + (B) + (C)
= (EVO) + [(A) + (B)] + [(B) + (C)]  (B).
(6.1)
We will estimate separately each of the 4 terms in the last line of (6.1). Up to O( 1 ↵)
errors, (EVO) will give us the evolution term, and the square-bracketed terms will
use the C" regularity of ✓ = ✓1mid + 1in that is not available when estimating (A) or
(C) alone.
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1. Control on [(A) + (B)]. We proceed by splitting the kernel K,












((r?K)1|·|< ) ⇤ ✓ ·r 1mid
=: I1 + I2.
We note the bounds
































where in the second inequality, we used the regularity assumption [✓]C↵0 .   ↵
0
for some ↵0 > ↵. Hence both I1 and I2 are integrals of O(  ↵) functions that
have support of size O( ), due to the 1mid term. Therefore, (A)+(B) = O( 1 ↵).






















The important feature is that the two kernels @x1K( x), @x2K( x) have the
same  2  ↵ homogeneity as r?K, and have mean zero on the unit sphere.
Hence, with f = ✓1mid and g = r ✓ 2 C", we can repeat the proof as for
[(A) + (B)], obtaining the same O( 1 ↵) estimate.
3. Control on (B). Writing R = r⇤ 1 for the vector of Riesz transforms (see for
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where the last line is by the boundedness of R? : L2 ! L2. To bound these
terms, we will use the following fractional Leibniz rule of e.g. [41],
k⇤s(fg)kL2 . k⇤sfkL1kgkL2 + kfkL1k⇤sgkL2 , (6.2)
and the following easy estimate that comes from bounding the following












k⇤sf(x)kL1 .  ✏[f ]Cs+✏ +   skfkL1 .
By interpolation and the assumption |r✓| . 1  in Definition 5.1, [f ]Cs+✏ .   s ✏
for s + ✏  1. Setting s = ↵/2, g = 1mid (note kgkL2 =  








Together, these inequalities prove that |(B)| .  1 ↵.
4. Evolution term in (EVO). By following the proof of the analogous sharp front

























This last line follows from a simple application of the Mean Value Theorem, treating
 N as an increment. This completes the computation of the required inequalities,
and the result follows.
In the above proof, we relied on a fractional Leibniz rule (6.2). The following
lemma can serve as a weak replacement:
Lemma 6.3 (Hölder-Indicator Leibniz Rule). Let 0 < s < 1/2, s < s0, suppose
A ✓ Rd is a bounded set with C2 boundary in Rd, Let f 2 Cs0(A) be an s0-Hölder
function. Then the extension of f by zero, f1A belongs to Hs(Rd) with
k⇤s(f1A)k
2




Proof. We again bound the Gagliardo seminorm [f1A]2Hs , similarly to the proof of

























































dx dy .d,s kfk2L1 |A|1 2s,
but unlike Lemma 6.1, we do have contributions from when (x, y) 2 A⇥A. That is,









Using the layer cake decomposition again with
m̃(t) := µ(x, y 2 A, y 2 A : |x  y| < t),
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some constants. Observe now that by reasoning similarly to the proof of Lemma 6.1,
m̃(⌧) .d min(|A|2, |A|⌧d).
Hence, the optimal bound is obtained by splitting the integration region ⌧ > 0 into
the sets ⌧ 2 [0, |A|1/d] and ⌧ 2 [|A|1/d,1], which yields the following inequalities,




























In view of Lemma 6.1, Lemma 6.3 is reminiscent of the fractional Leibniz rule










d ) for arbitrary dimensions d. This produces an
elementary proof of the following slightly weaker result:
Proposition 6.4. Suppose that ✓ is an ASF solution to (1.1), and z is a compatible
curve as defined in (5.2). Then for any ↵0 > ↵, as z is transported by u, it evolves
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6.2 The spine of an almost-sharp front
Here we introduce the concept of the spine, first considered by Fe↵erman, Luli and
Rodrigo in [26] to understand almost-sharp fronts of SQG. Our construction closely
follows [26], but adapted for boundaries that are not necessarily graphs. Instead
of having pre-determined Cartesian coordinates, we will have to use the fact that
our definition of an almost-sharp front comes equipped with at least one compatible
curve.
To simplify the following calculations, assume without loss of generality ⌦ is
given by (5.6).
Definition 6.5. Suppose an almost-sharp front has tubular neighbourhood coordi-
nates (see Section 5.1.1) (s, ⇠) for the transition region, induced by the compatible
curve z.
We say that the curve S is a spine for the almost-sharp front with base curve
z if S is also a compatible curve, and there is a C2 function of the uniform speed
parameter f = f(s) taking values in [ Cz, Cz] such that
Z Cz
 Cz
(⇠⇤   f(s⇤))@⇠⌦⇤ d⇠⇤ = 0,
or equivalently by the choice ⌦|⇠=±Cz = ±1/2, f(s⇤) =  
R Cz
 Cz ⌦⇤ d⇠⇤, and the
corresponding spine is the curve S given in (s, ⇠) coordinates as ⇠ = f(s), that is:
S(s) = z(s) +  f(s)N(s).
The function f acts as a correction so that, for example, the base curve is
also a spine if f = 0.
An immediate consequence of Definition 6.5 by integrating by parts is the













(s, ⇠) 2 R/Z⇥ [ 1, 1]
Figure 6.1: An illustration (thick curve) of a function ⇠ = f(s) mapped to the
tubular neighbourhood of a curve (thin curve). If it satisfies the equation 0 =
R Cz
Cz (⇠⇤   f(s⇤))@⇠⌦⇤ d⇠⇤, then it defines the spine curve from Definition 6.5.
significant range that defines the tubular neighbourhood. Indeed, for D   1,
Z f+D
f D
















(⇠⇤   f)@⇠⌦⇤ d⇠⇤ = 0.
We also have the following property.
Lemma 6.6 (Spine approximation property). Let ✓ be a C2 almost-sharp front, and
let S be the spine curve defined by the above (6.5). Then for any   =  (x) 2 C2c (R2),
as   ! 0,
Z
x2R2





That is, when testing against functions   2 C2c (R2), we have the approxima-
tion of the vector-valued measure,
r
?✓ dx =  @sS⇤d ⇠⇤=f⇤ ds⇤ +O( 
2)
in the tubular neighbourhood. We remark that in (6.4), we keep the k kC2 depen-
dence in the O( 2) constant because we will require the use of test functions with
k kC2 that degenerate as   ! 0 (specifically in understanding (6.13)).












We Taylor expand around S⇤ in the direction of N⇤ to obtain the following asymptotic:
 ̃⇤ =  (x⇤) =  (S⇤) +r (S⇤) · (x⇤   S⇤) +O(|x⇤   S⇤|
2)
=  (S⇤) +  r (S⇤) ·N⇤(⇠⇤   f⇤) +O( 
2).














































The following identities follow immediately from the definitions of S and f ,







(⇠⇤   f⇤)@⇠⌦⇤ d⇠, and






@⇠⌦⇤ d⇠ +  f
0
⇤N⇤,
showing that the right-hand side of (6.6) is of order  2, as the terms in the square
brackets vanish.
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6.2.1 Evolution of a spine
Proposition 6.2 showed that any compatible curve evolves by the sharp front equation
(2.3) up to an error of order O( 1 ↵). However, for the spine, we will be able to
improve this to the better error rate O( 2 ↵). This shows that in a sense, the spine
curve arises as the correct correction at length scales ⇠   of a compatible curve.
Theorem 6.7. For an ASF solution to (1.1), the spine curve S defined above in
Definition 6.5 evolves (in the weak sense) according to the sharp front equation up to






K(S   S⇤)(@sS⇤   @sS) ds⇤
◆
·N +O( 2 ↵). (6.7)
Proof. Without loss of generality, suppose that the constant for the base curve
Cz = 1, and let us choose   ⌧ 1 so that we can extend the ⇠ coordinate to the range
[ 3, 3]. This amounts to having a well defined neighbourhood of thickness 6 . The
constants chosen here are arbitrary and only serve to simplify the later computations.




✓@t + ✓(u ·r ) dx dt. (6.8)
Define for each time t the spine curve S = S(s, t) 2 ASin(t), the inner region
bounded by the closed curve S + 2 N with N the inward normal, the outer region
ASout(t) bounded by S   2 N , and the tubular region A
S
mid(t) in the middle of radius
2 . We give the names S+ and S  to the inner and outer boundary curves of ASmid
respectively,
S+ := S + 2 N = z +  (f + 2)N,
S  := S   2 N = z +  (f   2)N.





S+   = +1,
S    =  1.
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We thus have for each t (up to null sets),
R2 = ASin(t) [ASout(t) [ASmid(t),
ASin(t) ✓ {x : ✓(x, t) = +1/2},
ASout(t) ✓ {x : ✓(x, t) =  1/2}.













We treat the two integrands ✓@t  and ✓(u ·r ) in (6.8) separately, with the three










✓@t  dx dt =: Iin + Iout + Imid.
For legibility reasons, we will abusively write
in := ASin, mid := A
S
mid, out := A
S
out.












⌦(s, ⇠, t)@t (x(s, ⇠), t)L  d⇠ ds dt+O( 
2).







⌦[@t (x(s, ⇠), t)  @t (S(s), t)]L d⇠ ds dt+O( 
2)
= O( 2),
since |@t (x(s, ⇠), t)   @t (S(s), t)| . |x(s, ⇠)   S(s)| = O( ) uniformly in s and ⇠.
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For Iin, we apply the Divergence Theorem in 3D,
ZZ
(x,t)2in








































Since S± = S±O( ), we obtain by the approximation formula valid for C2 functions,
f(a+ b) + f(a  b) = 2f(a) +O(b2), (6.9)
(with the constant implicit in the O(b2) notation depending on kf 00kL1) that
ZZ
in[out





with implicit constant depending on k kC2 and the geometry of the base curve z.
We therefore obtain that the first term is









For the second term, define B(t) as the following integrand,
Z
x2R2,t 0




We need to control B(t), which has compact support in t due to  . There will be no
interaction with t so we suppress the time dependence in the integrands. We now







































· [r (x) r (y)]✓(x)✓(y) dx dy.
We split R2 ⇥ R2 = C0 [ C1 [ C2, where the subscript in Ci depends on whether




C1 = [mid⇥ (mid)
c] [ [(mid)c ⇥mid] ,
C2 = mid⇥mid.










· [r (x) r (y)]✓(x)✓(y) dx dy,
so that B0(t) + B1(t) + B2(t) = B(t). These terms di↵er based on if ✓ is locally
constant on Ci. For instance, if ✓(x) = ±
1
2 then integration by parts in x is simpler
than integration by parts in y, and is likely to simplify the calculation.
B1 is an error term
We show this by integrating by parts in y, which gives a di↵erence of two line integrals
(corresponding to the two boundary components of @mid.) First, we separate B1























We show below that B12 is of order O( 2 ↵); B1 can be estimated in the same way.
After integrating by parts the derivative in r?x |x y|




· (fV ) = r?f · V + fr? · V , we are left with only the boundary terms because
r
?
·r  = 0 and also r?✓|x2(mid)c = 0. For arbitrary vector valued functions F ,
note that the Divergence Theorem gives
Z
midc



























So as ✓(S ) =  2 , r
?
· F = r · ( F?), and r✓|@mid = 0, we have the following












F (S ⇤ ) · (@sS
 
⇤ ) ds⇤, (6.10)
Z
midc




































Writing the y-integral in tubular coordinates around S, we can use the cancellation






⌦(s, ⇠)(G(y(s, ⇠)) G(S)) L ds d⇠ +O( 2).
In what follows, we will write y for the parameterised point y = y(s, ⇠). If we can
prove |G(y) G(S)| .  1 ↵, this would imply that B12 = O( 2 ↵). We now use a
smooth cut-o↵ function ⇢ (s) = ⇢(s/ ) with supp ⇢ = [ 1, 1], ⇢|[ 1/2,1/2] = 1 to split
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Note the function G = G(x, y) defined for notational convenience by the above lines,
with x = S ⇤ . For G1, the support in s⇤ of ⇢ (s  s⇤) gives us the required control




⇤ , y)kL1s⇤ [s  ,s+ ] = O⇢, ( 
1 ↵).
So it now su ces to study the derivative of G2, since
|G(y) G(S)| . |G2(y) G2(S)|+O( 1 ↵)
. krG2kL1 |y   S|+O( 1 ↵)
= krG2kL1O( ) +O( 
1 ↵).
In the tubular coordinates y = y(s, ⇠), we have to control the two terms @sG2(y(s, ⇠))
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The worst term @s⇤G(S
 
⇤ , y) + @sG(S
 
⇤ , y) is O(|s⇤   s|
 1 ↵), and the cuto↵ function
restricts the integration to the region |s  s⇤|    /2. Thus, @sG2 = O(  ↵).



























 @⇠y = N = O(1); so we have an
O(|s   s⇤| 1 ↵) integrand, integrated on the region |s   s⇤| >  /2. Hence, we see
that G2(y) = O( 2 ↵), so B11, B12 = O( 2 ↵), and therefore
B1 = O( 
2 ↵).
B2 is an error term
Here, we are forced to use integration by parts instead of (merely) the Divergence
Theorem, since neither ✓(x) or ✓(y) is locally constant. This leaves us with an




















 1 ↵[r (S ⇤ ) r (y)] · @s⇤(S
 












Above, the r?x never falls on r  due to r · r
? = 0. For (6.12), the singularity
is no worse than the one for B1 and can be treated in exactly the same way. For
(6.13), we aim to use (6.4) of Lemma 6.6, so we need to estimate kr2QkC2 . In
what follows, we concatenate vectors to denote a tensor e.g. (UWV )ijk = UiWjVk,














































 1 ↵[r (x) r (y)])r✓(y) dy + r(x). (6.16)
The term r(x) =
R
midR(x, y)✓(y) dy is given explicitly by

















































All of these terms (6.14), (6.15), (6.16) are O(  ↵) terms, which can be seen by using
the asymptotic lemma 5.8 to compute the s integral to leading order. For instance, for
(6.16), we write out the integral explicitly using the coordinates y = z(s⇤)+ ⇠⇤N(s⇤),




















which follows by applying the asymptotic Lemma 5.8. Thus, kr2QkL1 = O(  ↵),










Reversing the order of integration and using the tubular coordinates we notice we



























⌦⇤ (H(y⇤) H(S⇤))L ds⇤ d⇠⇤ +O( 
2 ↵)
= O( 2 ↵).
B0 is the evolution term plus an error











We use both gradients appearing in B0 to integrate by parts (via the formulas
(6.11),(6.10)) , on which we obtain only boundary terms due to either of the two













































































This sum of four terms will now be grouped into two terms, one where  1 =  2
and one where  1 =   2,







































































 (S) ds ds⇤ +O( 
2).
Treating B01(t) =: B( ) as a function of  , we need to prove that
B( ) = B(0) +O( 2 ↵),






|S S⇤|1+↵ (S) ds ds⇤ with B00(t) gives the required evolution
term of the spine:




























Since the claimed result (6.7) is a result about test functions supported on the curve













( (S)   (S⇤)) ds ds⇤.
Note that B(0) has the well-behaved O(|s   s⇤|1 ↵) integrand. Recalling that
B





since s 7! s1 ↵ is increasing for 0 < s. On di↵erentiation with respect to  , a factor
of   appears, which means the sum over   = ±1 becomes a symmetric di↵erence.




  ]?⇤ = @sS · @sS
?
⇤ +   (@sS · T⇤ + T · @sS⇤) +O( 
2).
Hence, its  -derivative is some bounded function, say E(s, s⇤). When @  hits the





= ( 1  ↵)|S    [S  ]⇤|
 3 ↵(S    [S  ]⇤) · @ (S
 
  [S  ]⇤)
= ( 1  ↵)|S    [S  ]⇤|
 3 ↵(S    [S  ]⇤) ·  (N +N⇤)
= ( 1  ↵)|S    [S  ]⇤|
 3 ↵[(S   S⇤) ·  (N +N⇤) +O( )].




















The factor of   means that we can use the Mean Value Theorem in the form




Conclusions and Open Problems
7.1 Summary of results
In this thesis, we have studied sharp fronts and almost-sharp fronts of the singular
generalisation of the SQG equation (1.1) which we now recall,
(
@t✓ + u ·r✓ = 0,
u = r?|r| 1+↵✓,
motivated by extrapolating the well-known PDEs at ↵ =  1, 0 to the more singular
range ↵ 2 (0, 1). We have extended a number of results of Fe↵erman and Rodrigo
on SQG sharp fronts and almost-sharp fronts with one periodic space variable to our
singular SQG equation.
More specifically, we derived the sharp front equation,
zt(s, t) ·N(s, t) =  
Z
T
zs(s⇤, t)  z(s, t)
|z(s⇤, t)  z(s, t)|1+↵
ds⇤ ·N(s, t),
rigourously from the definition of a weak solution to SQG. The freedom in the choice
of parameterisation was used to derive the equivalent formulation,
zt(s, t) =  
Z
T
zs(s⇤, t)  z(s, t)
|z(s⇤, t)  z(s, t)|1+↵
ds⇤ +  (s, t)zs(s, t).
We showed the local existence of solutions to this modified equation in the analytic
setting by using the abstract Cauchy–Kowalevskaya theorem, which was possible
despite the presence of an operator of order higher than one.
Then, we defined an almost-sharp front and its compatible curves, and derived
an asymptotic equation that the almost-sharp front family must solve. Then we
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proved that the evolution of the compatible curve di↵ers from that of a sharp front
by an error of size O( 1 ↵).
Finally, we showed that the measure-theoretic spine construction of Fe↵erman,
Luli and Rodrigo generalises to our setting, and allows us to select a special curve
supported in the transition region of an almost-sharp front whose evolution more
closely approximates the sharp front equation by a whole power of   in the error.
7.2 Further research directions
In this section, we discuss some ideas related to this thesis that could form the basis
of future work.
Existence of  -almost-sharp fronts for times independent of  
In [30], the authors prove the local existence and uniqueness of the  -almost-sharp
front family of solutions for SQG, in the class of analytic functions with a time of
existence that does not depend on  . This result was proven by finding a suitable
limit equation, and studying a naturally defined object (the h function obtained by
integrating across the transition region, which we also found in Section 5.3). Results
of this nature can motivate the definition of a ‘sharp front’ even in situations where
‘sharp fronts’ are not natural or easy to study, like a vortex filament.
Actually, a number of the results in this thesis were proven in part to prepare
for proving the analogous result for our singular SQG equation, and it would be very
interesting if this plan could be followed through to completion. The main stumbling
block seems to be from the fact that the approximate equation for singular SQG
has a bad term with power-law dependence on  . The logarithm present in the SQG
almost-sharp front serves to separate (using the property log(ab) = log a+ log b) two
bad e↵ects which can be dealt with separately. To complete this line of proof, it
seems that we would need to discover a natural coordinate system that can remove
both the bad e↵ects at once, or it could be that there is further structure in the
approximate equation than just the h function that can be used to regularise the
equation.
The almost-sharp fronts of SQG also seem to share some formal properties
with the (2D) Prandtl equation, since roughly speaking, the asymptotic analysis of
the almost-sharp front detected an imbalance in the number or derivatives in the
limit as   ! 0. This is a similar situation to the Prandtl equation where there is a
‘smoothing operator’ @ 1y in one direction but not the other. It may be possible to
use similar techniques to the classic work of Oleinik [59], [58] to prove local existence
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of almost-sharp fronts in a class of monotone solutions. Furthermore, it is known
[34] that the Prandtl equation is linearly ill-posed when linearised around a shear
flow. It would be interesting if an analogue can be proven for our equation: it is
currently not clear what would be the correct setting for stability analysis, or even
numerical exploration.
Sharp fronts for logarithmically hypersingular kernels
From (1.1), sending ↵ ! 1 formally would seem to lead us to a degenerate equation,
0 = ✓t +r
?✓ ·r✓ () ✓t = 0.
However, from the work of Ohkitani [57], we see that we can introduce r?✓ to reveal
a finite di↵erence in ↵ (i.e. something of the form f(a+ ↵)  f(a) )




Choosing a rescaling in time that depends on the parameter ↵,
t 7! ( 1 + ↵)t,
we find a di↵erence quotient with step size ↵, and now sending ↵ ! 0 formally gives
the velocity
u = log |r|r?✓.
The kernel of this operator is more singular than the one in (1.1), and it would
be very interesting to understand in what sense the above can be made rigourous,
and the solution theory of this equation needs to be developed. In the papers of
Chae et al. [14],[13] inspired by Ohkitani’s work, there are some results about very
similar equations, but it is not clear if those equations are more natural than the one
formally derived here, and they do not discuss the relationships between the models









There, they proved existence of weak solutions in Hilbert based Sobolev spaces. Here,









where f(x) = c(1+|x|2)2 is a solution to a Liouville equation (namely,   log f = cf).
The connection between these two equations may lead to a nice solution theory for
this (and related) models of SQG that are more singular than those considered in
this thesis.
Notably, they did not consider sharp fronts for this equation in [13], despite
proving local existence for the sharp fronts for (1.1). It will be interesting to see if
a theory of sharp front solutions can be built for this equation. It is a priori not
obvious what the result should be, since the kernel is so singular. In particular, new
techniques may be required to understand sharp fronts for this equation.
Survival of the spine curve beyond ↵ = 1
As noted, the evolution equation of the spine curve S matches the evolution equation
of a sharp front, up to an error O( 2 ↵), which is not to be expected for a generic
compatible curve. This error term is so small that it formally allows a velocity that is
more singular than even the logarithmically hypersingular velocities discussed above.
If for example, we can at least prove that smooth solutions exist for the equation
(where   > 0)
(
@t✓ + u ·r✓ = 0,
u = r?|r| ✓,
then the behaviour of a spine curve for this equation with   ⌧ 1 would describe the
only possible evolution of a sharp front, even if the equation is too badly behaved to
derive a sharp front equation from the definition of a weak solution.
Fast dynamics: time-rescaling the almost-sharp front equation
The almost-sharp front equation of thickness   for the model (1.1) after the following
rescaling in time,
t0 = t/ 
↵, @t0 =  
↵@t,
gives rise to a simple equation in the formal limit   ! 0,
⌦t + J (r
?⌦) ·r⌦ = 0.
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Here, J is some smoothing operator that only acts in the vertical direction, similar to
the appearance of @ 1y in Prandtl without any smoothing in x. The time rescaling is
reminiscent of the time-scaling needed to formally derive the local induction eqaution
for vortex filaments. Given the simple structure of this equation, it should not
be too hard to develop some basic theory for it. Similar types of solutions to the
almost-sharp front should be obtainable, and it would be interesting to see if this
equation exhibits linear instability in Sobolev spaces like Prandtl does, as shown in
[34]. A complete theory for this equation may lead to a more complete understanding
of the model (1.1) and related equations.
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