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При решении практических задач система линейных уравне­
ний может оказаться несовместной. В этом случае за решение сис­
темы принимается ее нормальное псевдорешение, которое может 
быть найдено с помощью обобщенной обратной матрицы Мура — 
Пенроуза. Одним из оптимальных методов нахождения этой матри­
цы является алгоритм Эрмита. При реализации этого метода на 
ЭВМ главной проблемой является накопление ошибок округлений. 
Работа посвящена вопросу повышения точности вычислений при 
нахождении обобщенной обратной матрицы средствами системы 
остаточных классов. Показана возможность построения арифмети­
ки, позволяющей полностью исключить ошибки округлений.
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роуза, алгоритм Эрмита, система остаточных классов, метод Жорда­
на — Гаусса, ошибки округлений, расширенный алгоритм Евклида, 
дроби Фарея.
П роблема реш ения несовместной системы линейны х уравнений сущ ествует при 
рассмотрении многих практических задач. В качестве реш ения указанной системы ли ­
нейных уравнений принимается ее нормальное псевдореш ение, которое может быть най­
дено с помощ ью обобщ енной обратной матрицы М ура-П енроуза. Одним из оптимальных 
методов нахождения этой матрицы является алгоритм Эрмита. При реализации этого ме­
тода на ЭВМ  главной проблемой является накопление ош ибок округлений.
С целью исключения ош ибок округлений метод Эрмита можно реализовать в не­
позиционной системе счисления — системе остаточных классов (СОК). В СОК полож и­
тельные целые числа представляются остатками от деления на выбранные модули. Для 
представления отрицательного числа -  х по модулю т может быть использовано поло­
жительные целые числа представляю тся остатками от деления на выбранные модули. 
Для представления отрицательного числа -  х по модулю т может быть использовано 
. . Гт -  х, х < т
правило -  х = < и ч . Операция деления заменяется умножением на ве-
\т - Ц т  -  1)х/т_|, х > т
личину обратную делителю. Для нахождения обратной может быть использован расш и­
ренный алгоритм Евклида [1]. Для наглядности рассмотрим процесс нахождения матри­
цы М ура — Пенроуза параллельно в позиционной системе счисления (ПСС) и в СОК с 
двумя модулями. Для того чтобы  прямое отображение в СО К и обратно в П СС было един­
ственным модули выбраны из условия 2 N  + 1  < М , где N  наибольш ий порядок дроби 
Фарея среди исходных данны х и конечного результата, М  = т\ ■ т2 ■... ■ тк — произведение 
простых чисел модулей СОК. М ножество
Р х  = \а/Ъ е <2 : (а,Ъ)= 1,0 < |а| < N ,0  < |Ъ| < N ,N е 2 ,N  > 0 } дробей Фарея это конечное подмно­
жество множества рациональных чисел [1]. В данном примере N  = 2 3 7  и
2  ■ 2 3 7 '2  + 1  = 1 1 2 3 3 9  < 3 3 7  ■ 3 4 7  = 1 1 6 9 3 9  = М , то есть т1 = 3 3 7  и т2  = 3 4 7  . Для выполнения 
редукции матриц применен метод Ж ордана — Гаусса.
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В результате вычислений в СОК по второму модулю т2 = 347  была получена мат- 
( 1 8 9  2 4 0  8 2  /
рица А + = 9 8  2 7 1  22
3 3 1  123  1 0 7
. Далее нужно объединить результаты по первому и второму
модулям. Например, в первой матрице а+3 = 1 2 1 , а во второй матрице а+3 = 2 7 1 .
т 2  = 347 т\ = 337
271 121
271 271
|271  -  271 |347 = 0 |121 -  271 |337 = 187
1/3 4 7 |337 = 236
|187 • 2 3 6 337 = 322
5  = 271  + 322 3 4 7 = 1 1 2 0 0 5
Для нахождения результата в позиционной системе применяем расш иренный ал­
горитм Евклида.
М  = 3 4 7 •3 3 7 = 1 1 6 9 3 9 0
112005 1
[116939/1 1 2 0 0 5 ] = 1 116939- 1 4 1 2 0 0 5 = 4934 0 - 1  • 1 = - 1
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[112005/4 9 3 4 ] = 22 112005- 4934- 2 2 = 3 4 5 7 1 - ( - 1 )-2 2  = 23
[4934/3 4 5 7 ] = 1 4 9 3 4  - 1  - 3 4 5 7  = 1477 - 1  -  23  -1 = - 2 4
[3457/14 7 7 ] = 2 34 5 7  -  2  -1477  = 503 23  - ( -  2 4 ) - 2  = 71
[1477/5 0 3 ] = 2 1477  -  2  - 503  = 471 -  24  -  7 1 -2  = - 1 6 6
[503/471] = 1 503  -  1 - 471  = 32 71  - ( - 166)-1  = 237
[4 7 1 3 2 ] = 14 471  - 1 4  - 32  = 23 - 1 6 6  -  23 7  -14  = - 3 4 8 4
[32/2 3 ] = 1 32  -  1 - 23  = 9 2 3 7  - ( -  3 4 8 4 )-1  = 3721
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[5/4 ] = 1 5 - 1-4  = 1 - 1 0 9 2 6  - 1 4 6 4 7  - 2  = - 2 5 5 7 3
[4/1]= 4 4  -  4  -1 = 0
После применения алгоритма Евклида были получены дроби 
4 9 3 4  3 4 5 7  1 4 7 7  5 0 3  4 7 1  3 2   ^ „ 32
 ; ------- ;-------; ------;-------- ; ............  Среди этих дробей только  удовлетворяет усло-
- 1  2 3  -  2 4  71  - 1 6 6  2 3 7  237
вию N  < 2 3 7 . Аналогично можно преобразовать все элементы полученных матриц.
П риведенный численный пример позволяет выделить и сравнить главные пре­
имущ ества и недостатки ПСС и СОК. Общий объем вычислений в ПСС значительно 
меньш е чем в СОК. Главным недостатком ПСС является наличие переносов м еж ду разря­
дами. Это ограничивает скорость вычислительных устройств. При выполнении арифме­
тических операций в ЭВМ , работаю щ их в ПСС, происходит накопление ош ибок округле­
ний. Применение СО К позволяет полностью исключить ошибки округлений. Так как опе­
рации выполняются независимо по всем модулям, то появляется возмож ность много­
кратно сократить время реш ения задачи. При этом в несколько раз возрастает общий 
объем арифметических операций. Для выполнения всех преобразований сущ ествует 
множество эфф ективных методов [2], но они могут дать хорош ий результат только в слу­
чае если ЭВМ  работает полностью в СОК, или в случае проведения параллельных вычис­
лений на нескольких компьютерах одновременно.
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