Motion direction discrimination in humans is worse for oblique directions than for the cardinal directions (the oblique effect). For some unknown reason, the human visual system makes systematic errors in the estimation of particular motion directions; a direction displacement near a cardinal axis appears larger than it really is whereas the same displacement near an oblique axis appears to be smaller. Although the perceptual effects are robust and are clearly measurable in smooth pursuit eye movements, all attempts to identify the neural underpinnings for the oblique effect have failed. Here we show that a model of image velocity estimation based on the known properties of neurons in primary visual cortex (V1) and the middle temporal (MT) visual area of the primate brain produces the oblique effect. We also provide an explanation for the unusual asymmetric patterns of inhibition that have been found surrounding MT neurons. These patterns are consistent with a mechanism within the visual system that prevents redundant velocity signals from being passed onto the next motion-integration stage, (dorsal Medial superior temporal, MSTd). We show that model redundancy-reduction mechanisms within the MTMSTd pathway produce the oblique effect.
Introduction
It is well established that humans discriminate motion direction more poorly along oblique directions than for cardinal directions (for review see Appelle, 1972) . This is referred to as the 'oblique effect' and it has been shown both for human psychophysics (Ball & Sekuler, 1987; Churchland et al., 2003; Gros, Blake, & Hiris, 1998; Heeley & Buchanan-Smith, 1992 ) and for smooth pursuit eye movements (Krukowski & Stone, 2005; Krukowski et al., 2003) . The smooth pursuit finding provides strong evidence for the idea that perceptual and oculomotor performance is limited by a shared anisotropic visual cortical motion signal that amplifies visual space around the cardinal axes and attenuates visual space around the oblique axes. It has been shown that the oblique effect is consistent with an effective expansion of direction space surrounding the cardinal directions and a compression of space for other directions within the visual system, causing systematic errors in its assessment of the direction of a moving spot (Fig. 1) . As is the case with a number of visual illusions (e.g., Aubert, 1886; Filehne, 1922; Gregory, 1968) , the systematic anisotropic signal-processing underlying the oblique effect may provide insights into the neural processes underlying perception of visual motion.
Previous explanations for the oblique effect include some type of cardinal-oblique anisotropy at the population level in either V1 or MT, which has not been shown empirically. Several types of anisotropy could produce such an effect, such as: sharper tuning of cells preferring cardinal axes (Rose & Blakemore, 1974) , a larger proportion of cells preferring cardinal axes (Pettigrew, Nikara, & Bishop, 1968; Rose & Blakemore, 1974) , or higher firing rates for cells preferring cardinal axes (Churchland et al., 2003) , any of which produce the oblique effect (Fig. 2) .
In monkeys, extrastriate area MT contains neurons tuned to the direction and speed of retinal motion (Albright, 1984; Maunsell & Van Essen, 1983; Perrone & Thiele, 2001; Zeki, 1980) and all population-level studies of macaque area MT have reported no systematic differences in the tuning properties of cells encoding cardinal and oblique directions of motion (Albright, 1984; Churchland et al., 2003; Maunsell & Van Essen, 1983) , leaving the neural mechanism unresolved. Our approach here is to demonstrate that a computational model of velocity encoding (Perrone, 2012) V1-MT-MSTd visual motion pathway (Perrone, 2004 (Perrone, , 2005 (Perrone, , 2006 Perrone & Krauzlis, 2008; Perrone & Thiele, 2002) can produce the oblique effect; specifically, the effect arises from a cortical mechanism designed to prune redundant motion signals from being passed from the MT (V5) area of the primate brain to area MSTd (dorsal Medial Superior Temporal) .
Redundancy reduction occurs within various sensory systems (Atick & Redlich, 1992; Barlow, 2001 Barlow, , 1981 ostensibly to prevent the capacity of the communication channel from being wasted (Shannon & Weaver, 1949) and leaving information that is biologically important (Attneave, 1954) . Fig. 3a depicts hypothetical velocity estimates (in vector form) that could be derived from the type of velocity code model proposed by Perrone (2012) . Fig. 3b and d represent the output from a model of MSTd (Perrone, 1992; Perrone & Stone, 1994 where the MSTd model units act as 'templates' for expanding patterns of image motion generated during self-motion and which are based on the properties of primate MSTd neurons (Duffy & Wurtz, 1991; Saito et al., 1986; Tanaka et al., 1986) .
Each MSTd unit is tuned to a particular heading direction (Azimuth values shown in Fig. 3b and d) and it integrates the velocity signals generated at different image locations across the whole image. For the case in which redundant velocity signals are present (Fig. 3a ) the positive part of the activity profile of the integration units sits on a large 'pedestal' of activity (Fig. 3b) . This 'background' activity arises from the multiple velocity signals being generated at the local input stage (represented by the vectors in Fig. 3a) . Recovering the correct heading direction signal from this activity profile is made harder by the presence of this background activity. Removal of the redundant signals (Fig. 3c) increases the signal-to-noise ratio and improves the ability to determine heading direction (Fig. 3d) .
Within macaque area MT, it has been known for some time that motion-sensitive MT neurons have an inhibitory region outside of their classical receptive fields (Allman, Miezin, & McGuinness, 1985; Born, 2000; Born & Tootell, 1992; Lagae et al., 1989; Tanaka et al., 1986; Xiao et al., 1995 Xiao et al., , 1997 . Many proposals as to the functional role of this type of inhibitory surround have been suggested such as: figure-ground segregation (e.g., Nakayama & Loomis, 1974) , self-motion/heading estimation (e.g., Royden, 1997) , three-dimensional shape extraction (e.g., Buracas & Albright, 1996) and size-contrast interactions (Tadin et al., 2003) . We argue instead that the inhibitory surround outside the MT receptive field arises from a redundancy-reduction mechanism implemented by MT component neurons effectively pruning the array of velocity vectors being passed on to area MSTd (Fig. 3) . We further argue that this pruning process alters the contribution of velocity vectors near the cardinal axes relative to vectors off the cardinal axes, giving rise to the oblique effect.
As a consequence, for some directions of motion, the primate brain has evolved a trade-off between directional accuracy and the amount of noise transmitted; it seems that the system would rather tolerate systematic inaccuracies early in direction estimation than swamp the motion integration stage with redundant velocity signals.
The model
The model population of MT comprised both pattern and component-type neurons (Albright, 1984 (Lisberger & Westbrook, 1985) for one observer. The oblique effect is evident in the non-linear shape of this scatterplot, with clear increases in local slope around the cardinal directions and clear decreases in local slope around the oblique directions (Krukowski & Stone, 2005) , leading to systematic overestimations and underestimation of target motion. The solid blue line plots the slope of this function in 20°bins. Panel B shows a polar plot of this local slope function, with clear fourfold symmetry (oblique effect amplitude: 0.31) as well as an elongation of the vertical relative to the horizontal axes (Liston & Stone, 2014) . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Albright, 1984; Maunsell & Van Essen, 1983) , described by the maximum firing rate at the preferred direction (MaxFR) and the width of the tuning function (r). Panel B shows firing rate vectors for a population of simulated MT units (e.g., Yang & Lisberger, 2009 ) for a motion stimulus at 30°; the population vector average is shown as a gray line. In this population simulation, the distribution of the preferred directions of MT units was flat and the maximum firing rate and tuning width was equal for all preferred directions, yielding a population vector average (gray line) identical to stimulus direction. The three columns in panel C show three simulated MT populations, each with an anisotropy in one feature relating to preferred direction: the density of units with preferred directions along the cardinal versus oblique axes (left column), the maximum firing rate of cells with preferred directions along cardinal and oblique axes (middle column), and the tuning width for cells preferring cardinal and oblique axes (right column). Panel D shows the sinusoidal pattern that characterizes the oblique effect (Krukowski & Stone, 2005) in the plot of the MT population vector as a function of motion direction. Although each of these three MT-level anisotropies produce an oblique effect in the MT population vector (amplitude = 0.19), none of these anisotropies has been observed in population studies of MT units (e.g., Albright, 1984; Churchland et al., 2003; Maunsell & Van Essen, 1983). 1983), which feed onto an MST stage to generate a single estimate of direction and speed based upon the motion properties (size, direction, speed) of a generic high-contrast stimulus (moving dot). An overview of the complete model is shown in Fig. 4 . Details of each of the stages can be found in Perrone and Thiele (2002) and Perrone (2004 Perrone ( , 2005 Perrone ( , 2012 .
MT

Weighted intersection mechanism (WIM) stage
The MT model units followed the design presented in Perrone (2012) . However in order to speed up the model simulations so that multiple directions of dot motion with high velocities could be tested within a reasonable period of time, the V1 energy computation stage (stages leading up to WIM units in Fig. 4 where the direction response is a (Gaussian) function of the difference between the test dot direction (a) and the direction tuning of the WIM unit (h) with a standard deviation of 46.0°. This generates direction tuning curves in the MT pattern units that match those in the full MT model (Perrone, 2004) and electrophysiological data (e.g., Albright, 1984) . In this simulation mode, the peak output of the WIM speed-tuning function, f(V) was set to produce the maximum response to a 20 deg/s pursuit dot stimulus (Krukowski & Stone, 2005; Robinson, 1965) , half that amount when the speed tuning was half that of the dot speed and a quarter that amount when the WIM unit tuning was twice that of the test speed. This produces speed tuning in the model MT units that matches that typically found in MT neurons (Maunsell & Van Essen, 1983; Perrone & Thiele, 2001 
with (x, y) corresponding to the position of the spot within the receptive field of the WIM unit and the spot diameter was 0.8 deg. We added positional noise to the location of the spot in the receptive field of the WIM (and MT) units by adding Gaussian perturbations to the x and y positions of the spot (SD = 0.25°). We ran one test using the full energy-based simulation ( Fig. 4 and Perrone, 2012), which we found to be almost identical to the output of the MT model taking a vector of stimulus properties as an input, validating the simplified WIM inputs to MT.
MT spatial sampling lattice
The vectors generated by the model are not output at evenlysampled visual locations in Cartesian space but are at (x i , y i ) positions that fall on a diamond array (Fig. 5) . The vectors are generated from sets of MT units and so the vector locations depend on the MT unit locations. Fig. 5a shows the retinotopic locations of the MT pattern unit receptive fields arranged in a diamond lattice array that tiles the visual field (Perrone, 2012) . The diamond lattice array provides an efficient sampling scheme for spatially sampling an image but we do not assume that actual MT neuron locations also follow such a precise and exact pattern. We demonstrate below that there can be considerable 'jitter' in the lattice locations used in our model without altering the main results we present in this paper. For a perfectly regular lattice, let d be the distance (Perrone, 1992; Stone, 1994, 1998 between the sampled grid locations, equal to 1°in our model. MT units tuned to higher speeds have larger receptive fields and their spacing is assumed to be sparser, with the distance between units proportional to the speed (e.g., for units tuned to speed V the spacing would be d, for units tuned to 2V and 4V it would be 2d and 4d, respectively, see black dots in Fig. 5a ). This sampling pattern provides an economical means of tiling the visual field with MT pattern units of different spatial scales without redundancy and overlap (Perrone, 2012) . The central location of each diamond sub-array (black circles in Fig. 5b and c) is also occupied by component units based on MT component neurons (Albright, 1984; Movshon, Adelson, & Gizzi, 1983 ) that form part of an inhibitory mechanism (Perrone, 2012 and Section 2.3) designed to reduce redundancy in the velocity vector outputs (Fig. 3 ). Inhibition from model MT component units can cause particular MT pattern neurons to have very low output (depending on their position in the array and the direction of stimulus motion). With the MT pattern unit activity reduced at a particular location, the generation of a velocity signal from a small set of MT units at that location is curtailed because of inhibition from other MT units (Section 2.4, Eq. (7)) and so the amount of velocity vectors in the output can vary.
Inhibition of MT model units (Redundancy reduction)
Unilateral inhibitory connections from MT component to MT pattern units are used to eliminate several classes of redundant velocity signals from being passed on. These patterns of inhibition were designed to reduce redundancy but were also guided by the asymmetrical inhibitory surround distributions in the Xiao et al. (1997) MT data (see Fig. 10 ). The inhibition applied to the MT pattern units originates from MT component units at the same location that are made up of WIM components with 4 Hz temporal frequency tuning (MToc or 'Overclocked component MT units', Perrone, 2012) . The speed tuning of the MT model units is set up by a differential weighting of the low-pass temporal frequency tuning functions (sustained spatiotemporal units in Fig. 4 ) and the band-pass temporal frequency tuning functions of the transient spatiotemporal (ST) filters that make up the WIM units (Perrone & Thiele, 2002) . The standard component MT units consist of WIM units tuned to 2 Hz. By weighting the sustained ST filters a lot relative to the transient ST filters it is possible to push the peak temporal frequency that drives the WIM unit from 2 Hz to 4 Hz (Perrone, 2005) . These are referred to as 'overclocked' component units because their peak speed has been increased; they also respond differently to contrast compared to the 2 Hz units and their peak speed tuning decreases as contrast drops (Fig. 10 in Perrone, 2012) .
For direction inhibition (Section 2.3.1 below), the signal comes from overclocked component units tuned to different directions and is described below. For spatial inhibition (Section 2.3.2), the inhibition signal is found from:
where f + represents half-wave rectification of the signal (I = 0 if MToc V À .5 MToc 2V < 0). MToc V and MToc 2V are overclocked MT component units tuned to speed V and 2V respectively.
Direction inhibition
For the multiple angle type of redundancy reduction (Fig. 3 a top right circle) the mechanism suggested by Perrone (2012) was modified slightly for the simulations carried out in this paper but the principle remains the same. When an MT component unit is active then MT pattern units tuned to directions ±30°, ±60°and ±90°from the direction of the component unit should be inhibited. However as pointed out by Perrone (2012) this cannot be a general rule because there are occasions (such as when two grating patterns are summed to make a plaid pattern) when two component units may be active (e.g., 60°and 120°) but the MT pattern unit tuned to 90°should not be inhibited. To allow for situations in which two component units are active, Perrone proposed a mechanism that based the angle inhibition value on the absolute value of the difference between the two component unit outputs (see Eq. (11) in Perrone, 2012) . For cases where there are more than two component units active (as occurs for a moving spot), we found that the original Perrone (2012) scheme weights the units tuned to ±30°too highly relative to other angles because the speed tuning of the ±30°units (0.86V) is better matched to the speed of the spot (V) compared to the ±60°MToc units (tuned to 0.5V). Therefore the direction inhibition in this paper was modified to reduce the relative contribution of the ±30°MToc units. For each angular direction h j , (where j = 0-330°in 30°steps) we define an inhibitory direction component DI such that:
where MToc(V, h j ) is the output from an MT overclocked component unit tuned to speed V and direction h j . As in Perrone (2012) we use the absolute value of the differences for mathematical convenience and compactness but this operation could be implemented biologically by half-wave rectification and summing of the signals from MTocðV;
Þ and their ±60°equivalents. For each location (x, y) the inhibition generated from the Eq. (5) mechanism is applied to the pattern unit also located at (x, y) and tuned to (V, h j ). Unlike the spatial inhibition described below, this inhibition is not applied at the MT level and the changes to direction tuning are not apparent at the level of an individual MT neuron. The inhibition is applied during the stage at which the velocity estimate is derived from the 'triad' of MT unit responses (Fig. 7) .
Spatial inhibition
The second type of inhibition is designed to remove spatial redundancy effects (along-edge and across-edge types in Fig. 3a) , which reduce the number of redundant velocity signals either along or on either side of a moving edge. No matter which location is being inhibited, the spatial inhibition is only applied to the MT pattern neurons tuned to the same speed and direction as the component unit generating the inhibition (MToc V in Eq. (4)). Thus MT pattern units tuned to (.5V, h j ) are only inhibited by MToc .5V units tuned to h j and pattern units tuned to (4V, h k ) only receive spatial inhibition from MToc 4V units tuned to h k .
A feature of a diamond array is that the distance from the central location to the outside members of the array varies as a function of the direction of motion ( Fig. 5b and c) . For the cardinal directions (see Fig. 5b , where the shaded region covers the nearby MT units), the model MT pattern unit locations on either side of the edge are closer than for the case of oblique motion (Fig. 5c , shaded region excludes the MT locations on either side of the edge). Whether or not inhibition is applied to the outside MT units from the central component units is a function of the distance from the central location. We refer to the limits of the application of inhibition as the 'boundary of inhibition'.
The activity level of MT neurons and the model MT units drops off as a function of distance from the location of a moving object (Xiao et al., 1997) . In Fig. 5b , the MT units furthest from the edge (e.g., the extreme left and right units in Fig. 5b ) do not need to be inhibited because their activity is sufficiently reduced as a consequence of their relatively large distance ðd ffiffiffi 2 p Þ from the edge, and generate no velocity signal in our model because their output is too low when an edge is located over the central unit. The 2nd derivative inhibitory mechanism used in the velocity estimation stage (Eq. (7) below and Fig. 7 ) is sufficient to prevent the generation of a velocity signal in these cases. The minimum distance that can be used as a threshold for applying the spatial inhibition is Fig. 5b) . The units at this distance still generate a significant response to an edge located over the central unit in the array. Therefore to allow for noise and to ensure that the units at .71 d are inhibited we selected a slightly higher value and the threshold we use for the 'boundary of inhibition' is 0.75 d (light blue rectangles in 5b-c). Fig. 6 shows the patterns of spatial inhibition used in our model for velocity signal redundancy reduction. For edges moving along the cardinal axes, the orthogonal distance from the edge location to the four inhibited units shown in Fig. 6a and c is dcosð45 Þ ¼ :71 d, within the boundary of inhibition. This minimum distance requirement means that the type of inhibition shown in Fig. 6 a and c is not needed or used for the diagonal directions (e.g., Fig. 6b and d) . The outside MT units tuned to 30°, 60°, 210°240°, 120°, 150°, 300°and 330°are at an orthogonal distance d from a central edge oriented at 45°or 135°and so are not subject to the spatial sharpening (across-edge) type of inhibition. Note that Perrone (2012) did not include the distance inhibition threshold (d) in his velocity code model and these MT units were included in his patterns of inhibition (see his Fig. 14c and d) .
For motion along a cardinal axis (Fig. 6a) , the central MT component units inhibit MT pattern units along the edge to prevent every cell along the edge from contributing identical velocity estimates to MSTd (Perrone, 2012) . The inhibition is asymmetrical in that only the unit below (or above but not both) the central unit is inhibited. The component units in the center of the array above the array in Fig. 6a supply the inhibition to the top unit. For diagonal motion (Fig. 6b) , the central MT component units inhibit MT pattern units located along the diagonal. For motion along a cardinal axis (Fig. 6c) , the central MT component units inhibit MT pattern units within the boundary of inhibition, preventing the cells either behind or in front of the moving edge from contributing redundant velocity signals. For diagonal motion (Fig. 6d) , all other MT pattern units fall outside the boundary of inhibition. Therefore it should be apparent that the direction of motion can have an impact on the extent of the applied inhibition in the model and this will affect the number of vectors generated at particular locations.
Velocity estimation
The velocity estimate is based on a centroid estimation stage and a 2nd derivative stage. The first step examines the distribution of activity from three MT units (a pattern unit tuned to speed V, a pattern unit tuned to 2V and a component unit of the same spatial scale as the V unit but tuned to half the speed). The MT unit outputs have already had spatial inhibition (Section 2.3.2) applied to them prior to this stage (Fig. 4) . The centroid of this triad distribution provides an initial estimate of the stimulus speed: figure) . The 0.5V unit is an MT component neuron tuned to half the speed of the MT V pattern unit. A single velocity channel tuned to velocity V is shown. Other channels tuned to velocity .5V, 2V, 4V etc., are also used but not shown. The centroid stage produces an estimate of the image velocity at a particular location (x, y) and the 2nd derivative stage limits the output to a single (the most active) channel. The weights (w 1 , w 2 , w 3 ) are fixed for all simulations but are set initially to generate centroid estimates that match the velocity of a moving edge as closely as possible (Perrone, 2012) .
The three MT units form part of a triad used to estimate the velocity (see Fig. 7 and Perrone, 2012). The velocity signal in Fig. 7 is arising from a single channel tuned to V. The weights in Eq. (6) are set to generate values of C i that follow a linear function similar to MSTd data (see Perrone, 2012) . This centroid stage is carried out for 4 different velocity channels with V = (10, 20, 40 and 80 deg/s). These values are much higher than those used in the Perrone (2012) model simulations (1, 2, 4 and 8 pixels/frame) and were designed to match the speeds used in the oblique effect human experiments. Simulation of the WIM stage (see above) enables these higher speeds to be estimated in the model without the need for very large images and spatiotemporal filters. The centroid stage enables an accurate velocity signal to be extracted from the distribution of activity across the three MT units making up the triad. However this stage generates velocity estimates in all of the channels, some of which are incorrect (Perrone, 2012) . The next stage uses inhibition (via a 2nd derivative operation) between the MT V , MT 2V and MTc V units to limit the output to a single channel (dashed lines in Fig. 7) . Also at the stage where the 2nd derivative operation is applied (post MT) we subtract off the direction inhibition, DI V;h j (Eq. (5)) to generate the velocity estimate using:
The P values are transformed to lie in the range 0-1 using a form of divisive gain control:
where a = 5, p = 0.2 and gc = 0.1. This transformation produces a log-type function that rises quickly as the P Vi value increases but which saturates and produces very similar output ($ = 5.0) across a wide range of P Vi values. The values for a, p and gc are not critical as long as a saturating function is generated. The above values for these parameters have been used successfully for an extensive range of tests of the velocity code model (see Perrone, 2012) and so have been retained in the simulations reported in this paper. The final stage of the velocity code model (Fig. 7) is to multiply the GP and C values together:
where a is an arbitrary scaling value which controls the size of the velocity output. Following Perrone (2012) , it was set to 0.2 in the model simulations to produce values for V which peaks at 80.0 for our highest velocity channel. The output signal is assumed to exist within MSTd and is made up of the sum of the signals from all 4 channels (normally only one velocity channel responds to a stimulus). The velocity signal output is equal to:
For convenience we convert the 'firing rate' response values of the VMST stage to units corresponding to the velocity tuning of the different channels (e.g., 25 deg/s) using:
A VT value is found for each of the 12 different directions (0-330°in 30°steps) and is represented in the form of a vector in the output plots (e.g., Fig. 8a-c) . The different vectors across the image are converted to a single direction (a est ) using the vector sum direction:
where stot is the sum of all of the sine components from each of the vectors and ctot is the sum of the cosine components. This is the value plotted against the different test dot directions in the model simulation figures.
Results
Oblique effect in the model
We tested our velocity code model using stimuli and conditions that matched as closely as possible those used to acquire psychophysical and oculometric measures of the oblique effect (e.g., Krukowski & Stone, 2005) . The model has initial filtering stages (Fig. 4) based on V1 neuron processing (Perrone & Thiele, 2002) followed by a stage that emulates MT pattern and component neuron processing (Perrone, 2004) and the signals from a small set of MT units are used to generate a velocity estimate at a particular image location (Perrone, 2012 and Fig. 7) . The velocity estimation is assumed to occur between MT and MSTd and we represent the output of this stage in the form of velocity vectors with magnitude V, and angle a.
The vector output of the model in response to a dot moving in a range of directions is shown in Fig. 8a-c . The location of the vectors reflects the underlying diamond array positions of the MT units that generated the velocity signals. The individual vectors are combined to produce an overall direction signal that is intended to correspond to the signal that drives the pursuit eye movements and perception in the human studies (e.g., Krukowski & Stone, 2005) . We use the vector sum direction (Eq. (12)) to derive the final direction estimate from the individual vectors. The distributions under each vector plot show the separate magnitude totals for each vector direction and represent the integration of direction information that is occurring within MSTd. Fig. 8a shows the model output for the case in which the dot was moving in one of the cardinal directions (90°). The vectors indicate that a small range of directions produced velocity signals and these are reasonably symmetrically placed around 90°. This is verified in the direction distribution which is fairly symmetric and the direction estimate was very close to the actual target dot direction (90.1°). The case where the dot moved in a more oblique direction (120°) is shown in Fig. 8b . This time the direction distribution is skewed and the model estimate for the overall direction of the dot was 130.2°. This is an overestimate (+10.2°). For a dot moving in the 150°direction (Fig. 8c ) the distribution is skewed the opposite way and the model prediction (140°) is an underestimate (À10°). The results from the model for a full range of test angles (0-360°in 5°steps) and five trials per angle are shown in Fig. 8d . The plot shows the typical sinusoidal pattern of errors found in oblique effect studies (Fig. 1a) . When converted to gain (Krukowski & Stone, 2005 ) the typical ''cloverleaf'' shaped pattern (Fig. 8d inset) was generated and the measure of anisotropy (Krukowski & Stone, 2005) was 0.31. The model was therefore susceptible to the oblique effect in the same way that human observers experience an expansion of direction space surrounding the cardinal directions and a compression of space for other directions (Fig. 1). 
Reasons for the oblique effect
We next examined the different stages of the model to uncover the origin of the oblique effect. We discovered that the main cause of the oblique effect in the model arises from the diamond array used for the MT unit spatial sampling, combined with the directional and spatial inhibition used to remove redundancy (Figs. 5 and 6 and Methods).
For the cardinal directions, the MT pattern units on either side of the moving edge fall within the boundary of inhibition and so they are inhibited by the component unit mechanism (Fig. 6c) . On the other hand, motion along the obliques requires no acrossedge inhibition because the MT pattern units fall outside of the boundary (Fig. 6d) . Therefore cardinal and oblique directions of motion invoke different amounts of inhibition and this has an impact on the number of motion signals generated along particular directions. This turns out to be the key factor determining the oblique effect in the model.
The specific reason for the oblique effect in the model becomes apparent if one examines the output of the model when the MT component unit inhibition is turned off (Fig. 9) . For illustration we have chosen the case where the test dot moves at 120°. This figure shows that without the redundancy removal inhibition mechanisms, the model generates a nearly veridical estimate of the test dot direction. The distribution of vector directions (bottom part of figure) is reasonably balanced and the model estimate was 120.0. When compared to the distribution in Fig. 8b (where the inhibition was applied) it is apparent that the direction inhibition (Methods) has resulted in the removal of the 60°and 180°outputs, thus limiting the overall direction pool to just three angles (90°, 120°and 150°).
In addition, the 90°activity is greatly reduced relative to the 150°leading to the skewed distribution visible in Fig. 8b . The source of this 'imbalance' can be traced to the spatial inhibition patterns used to thin the velocity outputs along and on either side of a moving edge (Methods and Fig. 6 ). Because of the diamond array there is an anisotropy in the number of MT pattern units that are inhibited for 90°motion versus 150°. Notice in Fig. 6 that there is only one MT pattern unit inhibited by a central component unit when the direction angle is oblique (150°). For oblique directions, only along-edge inhibition applies and only one MT unit is inhibited in each diamond array patch (Fig. 6b) . However for 90°(a cardinal direction) there are 5 MT pattern units inhibited in total by the central component unit (Fig. 6a and c) . This 5-1 ratio means that the 90°tuned MT units are more likely to be inhibited than the 150°units and so there will be a greater proportion of vectors in the output tuned to 150°compared to 90°.
This anisotropy explains the skewed distribution shown in Fig. 8b for the 120°moving dot test case. This is the source of the overestimation for test angles less than the oblique (135°) but greater than the cardinal (90°). A similar situation occurs for test angles greater than the oblique but less than the cardinal; for example a 150°test angle generates velocity signals for 120°, 150°and 180°but more of the 180°signals are suppressed by the inhibition on the 180°tuned MT units than the 120°MT units and so the distribution is skewed to lower angles (Fig. 8c) . The model estimate for the test direction is therefore underestimated. Angles close to the obliques have smaller amounts of underestimation or overestimation because the direction distribution starts off as more symmetrical and the 5:1 inhibition anisotropy has less of an impact compared to the angles between the oblique and the cardinal directions. This creates the sinusoidal pattern of responses in the target direction-model estimate direction plots and the star shapes in the gain plots (Fig. 8d inset) .
Xiao et al. (1997) MT inhibitory surround patterns
The inhibition mechanism applied to our model MT-units (Fig. 6) represents a critical part of our explanation for the oblique effect. There is evidence that such inhibitory mechanisms may exist (Xiao et al., 1997) but we are postulating a particular spatial structure to the location of the inhibitory surrounds and this structure should depend on the direction of the stimulus motion (Fig. 6) . We therefore looked for further evidence that our inhibitory mechanisms (motivated by redundancy reduction) map onto the Xiao et al. (1997) MT data showing inhibitory surrounds. Xiao et al., tested a number of MT neurons by stimulating them with a small patch of dots moving in the neuron's preferred direction (h) and then stimulated areas around the neuron's location using another small patch of dots also moving in direction h. They mapped out where the inhibition occurred for all of their neurons when h was aligned with 0°(see their Figs 3d, 5d, 6d) .
If we consider the individual MT lattice arrays depicted in Fig. 6a-d then each circle represents the pool of MT units from which we could randomly select a unit to test for the location of surrounding inhibitory zones. Starting with the along-edge thinning type of inhibition and cardinal directions (Fig. 6a) Direction (º)
Veridical Estimate
Test direction = 120º Fig. 9 . Model output when all redundancy reduction mechanisms are switched off. For a 120°test stimulus the model output vectors cover a wider range of angles because of the lack of direction inhibition (Methods). The MSTd distribution is more symmetrical compared to when the direction and spatial inhibition is applied (cf. Fig. 8b ) and the model direction estimate is accurate. However a greater amount of velocity signals would be sent to MSTd in this case and global estimates based on the velocity estimates from large areas of the visual field such as heading estimation would be compromised (see Fig. 3 ).
(a) (b) (c) (d) MT unit locations (bottom and right units) resulting in eight options for along-edge type inhibitory zones. For the oblique cases ( Fig. 6b) there are 8 angles (30°, 60°, 120°, 150°, 210°, 240°, 300°, and 330°) and two possible MT locations (bottom right and upper right) giving sixteen candidate zones. This gives a total of 24 (8 + 16) possible 'asymmetric zone' MT units with an inhibitory zone either above or below the classical receptive field center of the MT unit (Fig. 10a) when the optimal direction tuning of the units is aligned with 0°as per Xiao et al. (1997) . For MT units involved in the across-edge type of redundancy (Fig. 6c) , there are 4 unique positions and 4 possible directions (0°, 90°, 180°a nd 270°) giving a total of 16 potential bilaterally symmetric units ( Fig. 10b and c) . Another class of inhibition predicted by the model is shown in Fig. 10d . This would be expected if the component unit at the center of an array was tested because these component units (tuned to V) are inhibited by units twice their size and tuned to speed 2V (Methods). For these types of full surround units, there is only one potential location (at the center of the array) and 12 possible directions.
Therefore if we randomly sampled from our total pool of 52 (24 + 16 + 12) units, we would expect 46% to be of the asymmetric type (Fig. 10a ), 30% to be of the bilaterally symmetric type (Fig. 10b and c) and 23% to be of the circularly symmetric (Fig. 10d) type. These proportions are very close to those found by Xiao et al. (1997) for their three classes of antagonistic surrounds: 51% asymmetric; 27% bilaterally symmetric and 22% circularly symmetric (from 145 MT neurons). This match verifies that there is a close mapping between the MT unit inhibition that forms part of our redundancy reduction scheme and the proportions found in actual MT neurons. It also supports the proposal that MT neurons have retinotopic locations that occupy a diamond-like array (Fig. 5) . The diagonally oriented inhibitory zones found by Xiao et al. (Fig. 10b and c) fall naturally out of this type of array but are harder to explain using alternative spatial arrangements (e.g., rectangular). The Xiao et al. prevalence data are therefore consistent with our model spatial patterns of direction-dependent MT inhibition (Fig. 6 ) that we believe form the core of the motion oblique effect.
Position jitter in the diamond array
Given that it is unlikely that a biological system is able to generate an exact diamond array lattice for the MT neuron locations used in our model, we tested the effect of spatial jitter on the MT unit locations. We selected one test dot direction (120°) that generated an overestimate (130.2°) when a perfect diamond array was used (Fig. 8b) . Each MT unit location (x, y) was perturbed by an amount (deltx, delty) drawn from a normal distribution with a standard deviation that was some proportion (pSD) of the spacing between the MT array elements (d in Fig. 5a ). We systematically increased the size of pSD until the model estimate for the dot direction was no longer an overestimate and not significantly different from the input (120°). We ran 30 simulation trials and used a 1-tailed t-test to determine the largest value of pSD that still produced p < .05 (1, 29) for H 1 : a est > 120°. This was estimated to be 0.14 (14%) of d for each of the MT speed channels. An example of how much this amount of jitter perturbed the model diamond array is shown in Fig. 11 for the MT units tuned to 20 deg/s (the speed matching the simulated dot speed).
For this speed channel the nominal spacing between units (d in Fig. 5 ) was 14 pixels. The SD of the jitter was approximately 2 pixels when the model no longer produced overestimations of the dot direction. This produces an appreciable amount of jitter in the array (Fig. 11b) . Therefore an exact diamond lattice is not necessary for our model to generate the oblique effect.
Discussion
We have demonstrated that a velocity code model based on the properties of neurons along the primate visual motion pathway is sufficient to generate the oblique effect; the estimated direction of a moving dot is systematically distorted such that direction space is expanded around the cardinal directions and contracted around the obliques. The critical components of the model required to generate the oblique effect are: a diamond lattice array for the placement of the MT retinal receptive field locations and an inhibitory mechanism that decreases the output of particular MT pattern units in the array, inhibiting particular MT direction responses. The oblique effect does not manifest itself in the model until the stage where the velocity estimates are integrated and a global direction is calculated. It is not directly apparent within any single unit at the MT stage. Without a complete model of how the individual vectors are generated and the complex role of the inhibition, it would be difficult to discern any anisotropies at the level of MT. This could provide an explanation for why attempts to register an anisotropy in the properties of MT neuron populations have not been successful (Albright, 1984; Churchland et al., 2003; Maunsell & Van Essen, 1983) .
Physiological background for model
The two components of our MT model necessary to generate the systematic deviations in pursuit direction underlying the oblique effect are the diamond lattice array for the placement of the MT retinal receptive field locations and an inhibitory mechanism that decreases the output of particular MT pattern units as a function of stimulus direction. Together, these two components systematically bias the distributions of direction estimates (Fig. 8a-c) such that the vector sum direction is repelled away from the cardinal directions and attracted toward the obliques, giving rise to the familiar cloverleaf-shaped direction-tuning (Fig. 8d) for smooth pursuit (Krukowski & Stone, 2005; Krukowski et al., 2003) .
The MT receptive field diamond array (Fig. 5) is an important part of our model because it dictates the form of the inhibitory patterns of spatial inhibition (Fig. 6 ). There is evidence that this type of structure exists in biological systems; Hafting et al. (2005) found topographically organized 'grid cells' in the entorhinal cortex of rats that displayed a diamond-like structure. For our main model simulations the diamond array was kept exact for computational convenience but we recognize that the primate visual system is unlikely to have such an exact structure for its receptive field locations. We therefore showed that the model continued to be susceptible to the oblique effect even when the MT array locations were jittered by large amounts (Fig. 11) .
The MT inhibitory mechanism was introduced by Perrone (2012) to account for the asymmetrical inhibitory surround distributions of Xiao et al. (1995 Xiao et al. ( , 1997 . They studied the spatial distribution of the antagonistic surround of MT neurons and found antagonistic (inhibitory) zones that were non-homogenous in space. The expectation based on earlier work and the hypothesized role of the surround was that the inhibition would completely surround the central excitatory region. However only a relatively small percentage of the Xiao et al. cells (22%) had inhibitory zones that completely surrounded the CRF. Xiao et al. (1997) argued that their asymmetrical MT surround patterns could find directional derivatives of the velocity distribution over the retina. However this operation would require that MT neurons be capable of outputting a signal in proportion to the speed of the input motion. This is counter to the well-established fact that MT neurons are speed tuned (Maunsell & Van Essen, 1983; Perrone & Thiele, 2001) ; they cannot calculate differences of velocity estimates because they do not carry a signal proportional to the velocity. This constraint is problematic for all of the models that ascribe a 'speed gradient' estimation role to the antagonistic MT zones (e.g., Buracas & Albright, 1996; Nakayama & Loomis, 1974; Royden, 1997; Xiao et al., 1997) . The reason for the asymmetric patterns of inhibition in MT neurons therefore remains unexplained. Perrone (2012) suggested that they may form part of a mechanism designed to remove redundancy in the motion signals projecting to higher areas. We have now shown that this proposal for the role of the MT inhibitory surrounds can account for the oblique effect and that the oblique effect can provide valuable insights into many previously unexplained aspects of MT neuron processing.
There already exists substantial electrophysiological evidence for the spatial patterns of inhibition (Figs. 5 and 6) in MT required in our model to account for the oblique effect although our reason for their existence is novel. The fact that Xiao et al. (1997) found the unusual types of asymmetric antagonistic surrounds in MT neurons that would be expected given our proposed redundancy reduction mechanism (Fig. 10) lends strong support to the fact that the physiological structures required for our model to work exist in the primate visual system.
The inhibition from the component units at the center of the diamond arrays (black circles in Figs. 5 and 6) is very directional in that a component unit tuned to h in the model only inhibits pattern units tuned to h. Therefore the inhibition acting on an MT pattern unit should fall and increase as the motion across the component unit varies in direction. This directional selectivity of inhibitory surrounds has been demonstrated by Allman, Miezin, and McGuinness (1985) . Similarly, the component units in the model only inhibit MT pattern units tuned to the same speed. Therefore the speed of motion across the inhibitory component units should affect the level of inhibition that is applied to an MT pattern neuron. Again this speed tuning effect has been reported (Allman, Miezin, & McGuinness, 1985; Xiao et al., 1998) .
Model predictions
The model makes one MT-level physiological prediction about the Xiao et al. (1997) antagonistic surrounds, and one higher-level prediction about the locus of directional noise within MT-MST processing. First the model predicts that particular proportions of antagonistic surround types should exist when a random sample of MT neurons are tested (Fig. 10) . This is verified by the proportions discovered by Xiao et al. (1997) but the model also makes a more specific (currently untested) prediction: MT neurons with asymmetrical antagonistic zones (Fig. 10a-c) should be of the pattern type (Movshon, Adelson, & Gizzi, 1983) whereas the neurons with complete surrounds (central open circle in Fig. 10d) should be of the component type.
The current model accounts for the oblique effect anisotropy with two MT-level physiological mechanisms: the diamond lattice pattern coupled with the MT component-pattern inhibitory mechanism. One prediction of this account for the oblique effect anisotropy is that the anisotropy will not be measurable within any cell in MT but will be present in distributions of MT neuron outputs, converted into a set of velocity estimates as in Perrone (2012) (Fig. 8a-c) . These speed and direction distributions occur at the level of MST in our model. The behavioral data of the oblique effect show that the smooth pursuit directional variability, when measured as a function of direction, does not show the same cloverleaf pattern as the direction-tuning function (Fig. 1 Krukowski & Stone, 2005) . Interpreting this variability as arising from an additive Gaussian noise source, this would locate the source of the noise as downstream from area MT, otherwise it would have passed through the same nonlinearity that gave rise to the cloverleaf direction tuning. Thus, the current model predicts that pursuit directional variability arises at the level of area MST or later, consistent with reports of near-chance average choice probabilities in area MT (Britten et al., 1996) .
Redundancy-accuracy trade-off?
The fact that we are able to replicate the oblique effect observed with human observers (Fig. 8) lends support to the idea that the human visual system incorporates similar mechanisms to those proposed by Perrone (2012) for the estimation of image velocity. The current MT-MST model of motion processing can account for the cloverleaf shape of pursuit direction tuning. The two critical components of the model from which the effect arises offer testable physiological predictions, which if not verified, would allow these components of the model to be ruled out. While no model can answer why the human visual system would have evolved a systematic processing anisotropy, the inhibitory connections from MT component to MT pattern units that underlie the effect offer a suggestion: redundancy reduction prevents a large number of largely-identical velocity estimates from reaching higher stages of processing (e.g., Fig. 3 ).
If the model simulations reflect similar processes in the human visual motion pathway then the results reveal a fascinating dilemma faced by the visual system. Without the inhibition mechanism the direction estimates for directions between the cardinal and oblique directions (e.g., 20°, 60°, 120°and 150°) would be reasonably accurate. However in order to achieve this accuracy, the system needs to integrate the signals from a large number of velocity estimates many of which are redundant (e.g., see Fig. 3 ). Rather than process and integrate all of these redundant signals and swamp the next stage with additional noise, the system opts instead to 'trim' the redundant signals with the consequence that the accuracy of the direction estimate is compromised and a small error occurs ($10°).
This trade-off of between redundancy and accuracy makes sense however if one considers that when integration of image velocity information over large parts of the visual field occurs, small direction errors are balanced out if the errors are both positive and negative (as is the case in the oblique effect). For the estimation of heading for example (Gibson, 1950; Warren, 2003) , it has been shown that heading estimation is very robust to perturbations of the optic flow directions (Perrone, 1992; Perrone & Stone, 1994) . As long as the motion is reasonably isotropic with respect to the directions being integrated, the errors created by the oblique effect would cancel and heading performance would not suffer. The reduction in noise from removing the redundant velocity signals would benefit the heading accuracy however (Fig. 3) . Therefore what at first appears to be a design fault could be a clever strategy and compromise on the part of the visual system for achieving accuracy where it counts, namely the visual control of the body through the environment.
