This paper is concerned with the numerical simulations for the dynamics of the molecular beam epitaxy (MBE) model. The numerical simulations of the MBE models require long time computations, and therefore large time-stepping methods become necessary. In this work, we consider some unconditionally energy stable finite difference schemes, which will be used in the time adaptivity strategies. It is found that the use of the time adaptivity cannot only resolve the steady-state solutions but also the dynamical changes of the solution accurately and efficiently. The adaptive time step is selected based on the energy variation or the change of the roughness of the solution. The numerical experiments demonstrated that the CPU time is significantly saved for long time simulations.
Introduction.
There has been a significant amount of research in the dynamics of the molecular beam epitaxy (MBE) growth. Different kinds of models have been developed, which typically include atomistic models, continuum models, and hybrid models; see, e.g. [3, 4, 14] . In this work, we are interested in the continuum model for the evolution of the MBE growth with the isotropic symmetry current, which is governed by the following partial differential equation:
where φ = φ(x, t) is a scaled height function of a thin film in a comoving frame and is a positive constant; Ω = (0, L) 2 with L > 0. The fourth-order term models surface diffusion, and the nonlinear second-order term models the Ehrlich-Schwoebel effect. The growth equation (1.1) is the gradient flow with respect to the L 2 (Ω) inner product of the energy functional
This form of energy often appears in several areas of material modeling. For instance, it serves as a variational model in the theory of liquid crystals [1] . It is an example of elastic energy functional of scalar deformations h in the strain-gradient theory for structural phase transitions in solids [2, 11] . It is also a simplified and rescaled folding energy for an out-of-plane displacement h modeling the folding pattern of a blister formed in the buckling-driven delamination of thin films [8, 10] .
The other MBE growth model we are interested in is the one with square surface current
The energy functional corresponding to MBE model (1.3) is
Both models (1.1) and (1. 3) are subject to the periodic boundary conditions and suitable initial data.
In [19] , a semi-implicit first-order scheme was proposed for solving the phase field crystal equation of sixth-order derivative. The unconditionally energy stability was proved based on the convex splitting of the energy functional. In [20] , an implicitexplicit approach for solving the MBE growth models was presented and the analysis on energy stability was also studied, where the nonlinear term is treated explicitly. It is demonstrated that by adding some linear terms consistent with the truncation errors in time the stability is guaranteed. However, the artificial term depends on the unknown numerical solutions. A similar technique was used by Zhu, Chen, and Tikare [21] in the simulation of the Cahn-Hilliard equation. In this work, we will first propose two semi-implicit schemes; one handles the diffusion term explicitly using the known previous data, and the other uses the Crank-Nicolson (C-N) type implicit approximation. For both schemes, we can prove that the energy decay is preserved without introducing any artificial terms (compare [9, 20] ). The C-N type implicit scheme uses a special combination of the nonlinear term. Such a combination has been used in [5] for a fully discretized scheme of the one dimensional Cahn-Hilliard equations. The energy decay and pointwise bounds of discrete solutions of the Cahn-Hilliard equation were obtained in that paper.
Adaptive time stepping has been well studied for solving initial value problems in ODEs. Söderlind [17] reviewed some time step control methods for local time adaptivity based on linear feedback theory. In [14] , two adaptive time methods are compared with constant time steps for coupled flow and deformation models. In their work, the pore pressure method is an inexpensive adaptive method whose behavior closely follows the physics of the problem, while the local error method is more timeconsuming at each time step because feedback steps may be involved. In [18] , a locally varying time step method was developed for solving hyperbolic conservative PDEs. At the same time level, large time step is adopted on domain with smooth solution, while small time step is taken in the region with nearly singular solutions. In this work, our adaptive time-stepping technique will be developed based on the energy variation, which is an important physical quantity in the MBE growth model.
The main objective of this work includes two parts: First, we will propose two second-order implicit schemes for solving MBE models. The linear second order diffusion term is treated using either extrapolation or C-N type approximations. Second, we will develop an adaptive time-stepping technique, which is very effective for a class of evolutionary equations with the so-called "rough-smooth-rough" growth pattern and long time simulations. In the time interval with rapid energy decay, small time steps are chosen adaptively, while in the time interval with very smooth energy variation, large time steps are used. With automatic selection of time steps, the computational efficiency can be improved significantly. In our computations, Newtonmultigrid iterative method is used to solve the system with good initial guess at each iterative step.
In [12] , the stability of the weak solution of the MBE model is studied. Relevant works have been done for the Cahn-Hilliard and Allen-Cahn phase field equations, see, e.g., [6, 7] . the authors also studied numerical stability. The stability of these works is in the classical sense, i.e., continuous dependence of solutions on the initial conditions. In this work, both kinds of stability are considered: energy stability and the classical initial data-dependence stability.
This paper is organized as follows. In section 2, we construct two second-order unconditionally energy stable implicit finite difference methods for solving the MBE model equations. The proposed schemes allow arbitrarily large time steps and, therefore, are very useful for long time simulations. An adaptive time-stepping technique is proposed in section 3, where the adaptive time step is determined based on the variation of the energy. Numerical experiments are presented in section 4, and some concluding remarks are given in the final section.
Semi-implicit scheme with second-order in time.
In order to analyze the numerical stability, we first state the following known results for the continuum MBE models.
Lemma 2.1 (energy identities [12] ). If φ(x, t) is a solution of the MBE model (1.1), then the following energy identities hold:
where · is the standard L 2 -norm in Ω, L p is the standard L p -norm, and the energy functional is defined in (1.2).
The brief proof for this lemma is as follows. From (1.1), we can easily get
where (·, ·) denotes the standard inner product in the L 2 -space. Setting ϕ = φ and considering the periodic boundary condition for φ gives (2.1), and setting ϕ = φ t leads to (2.2). Lemma 2.2. The solution φ(x, t) of (1.1) is L 2 stable with respect to the initial condition:
In (2.3), setting ϕ = φ and after a careful estimate including Green's formula, and Cauchy-Schwarz inequality we can get the above result.
Similar to the proof of the above two lemmas, we can obtain the following results.
, then the following energy identities hold:
with respect to the initial condition:
A second-order scheme: Extrapolation for diffusion term.
In [19] , a second-order finite difference scheme is proposed to solve the phase field crystal equation, where the diffusion term Δφ is approximated using extrapolation. Following [19] , we can give a second-order scheme for the MBE model (1.1):
where φ n+1 j,k are subject to periodic boundary conditions, ∇ h and Δ h are centralscheme operators of the finite difference method, and h is the mesh size of the space discretizition. For the case n = 0, we set φ −1 = φ 0 . This choice of the initialization will give the first-order accuracy for the first time step. However, we can use a smaller Δt at the beginning of the time evolution which helps to keep the overall accuracy.
Theorem 2.1. Let {φ n j,k } be the numerical solution of (2.8) at t n . Then we have
where · h denotes the discrete L 2 -norm; C 1 is independent of Δt and h, but depends on 1/ . Proof. Multiplying (2.8) by (φ n+1 j,k + φ n j,k )/2 and summing for j = 1, . . . , N x and k = 1, . . . , N y , we get
where (·, ·) h denotes the discrete L 2 inner product. By Green's formula, the above equation becomes
Neglecting the third positive term on the left-hand side, we get
It follows that
Summing both sides with respect to n gives
Then the Gronwall inequality yields
where the constant C 1 is independent of h and Δt. Theorem 2.2. The semi-implicit fully discrete scheme (2.8) is unconditionally energy stable with respect to the initial energy. More precisely, for any time step Δt > 0, there holds
where φ n denotes the numerical solution of (2.8) at t n and E h is the discrete form of the energy functional (1.2).
Proof. Multiplying (2.8) by h 2 ν
and summing for j = 1, . . . , N x and k = 1, . . . , N y , we get
Straightforward computations for the right-hand side above yield
Using the definition of E h (·), we obtain
Combining (2.16) and (2.15) leads to
Then the last term in the above inequality disappears. Summing both sides with respect to n gives
which leads to (2.14) . Let us make some further discussions on Theorem 2.2. Define a new discrete energy as below
Then it follows from (2.17) that
It is noted that
Consequently, the energy F h is consistent with the original energy E h as Δt → 0.
Crank-Nicolson scheme.
The second-order Crank-Nicolson scheme for the MBE model with symmetric current (1.1) is of the form
where φ n+1 j,k are subject to periodic boundary conditions. Here, the diffusion term Δφ is treated implicitly rather than using extrapolation. Theorem 2.3. Let {φ n j,k } be the numerical solution of (2.18) at t n . Then we have
where C 2 is independent of h and Δt, but depends on 1/ . Proof. Multiplying (2.18) by (φ n+1 j,k + φ n j,k )/2 and summing for j = 1, . . . , N x and k = 1, . . . , N y yield
By use of Green's formula, the above equation becomes
When Δt < 4 , the Gronwall inequality yields
where C 2 is a general constant independent of h and Δt. Theorem 2.4. The semi-implicit fully discrete scheme (2.18) is unconditionally energy stable. More preciously, for any time step Δt > 0, we have
where E h is the discrete form of the energy functional (1.2). Furthermore, the discrete form of the energy identity (2.2) holds:
where φ n denotes the numerical solution of (2.18) at t n .
Proof. Multiplying (2.18) by h 2 μ
It can be verified that the right-hand side above becomes
Combining (2.26) and (2.25) leads to
This suggests that the proposed second-order scheme (2.18) satisfies the unconditional energy stability condition exactly. Similar to the scheme (2.8), the MBE model with square symmetric surface (1.3) can be approximated by
where δ x , δ y are central difference operators. For the scheme (2.29), we have the following results about stability. Theorem 2.5. Suppose that {φ n j,k } is the solution of (2.29) at t n . We have the following results:
(i) The numerical scheme (2.29) is L 2 -stable with respect to the initial condition (ii) The numerical scheme (2.29) is unconditionally energy stable with respect to the initial energy in the sense that
whereĒ h is defined as the discrete form of the energy functional (1.4) . Moreover, we haveF
which is convergent to the original energyĒ h (φ n ) as Δt → 0. Similarly, for the MBE growth model with square symmetric surface (1.3), the C-N scheme is of the form
We have the following stability results. Theorem 2.6. Suppose that {φ n j,k } is the solution of (2.30) at t n . We have the following results:
(i) The numerical scheme (2.30) is L 2 -stable with respect to the initial condition φ n 2 h ≤C 2 φ 0 2 h , whereC 2 is independent of h and Δt, but depends on 1/ . (ii) The numerical scheme (2.30) is unconditionally energy stable:
Furthermore, the discrete form of the energy identity (2.6) holds:
The proofs for Theorems 2.5 and 2.6 are similar to those for Theorems 2.1-2.4. Both of the finite difference schemes (2.8) and (2.18) give nonlinear systems, which will be solved by using the Newton iteration method. The initial guess for the Newton iteration at the time level t n+1 is taken as the numerical solution at the previous time level t n . At each Newton iteration step, the algebraic multigrid method is employed to solve the linear system.
Adaptive time stepping.
In the previous sections, we have proved that (2.8) and (2.18) are unconditionally energy stable. It will allow us to apply large time steps during the numerical simulations. For the sake of accuracy, a very large time step is unacceptable except in the time intervals where the solution variation is very small. Our numerical experiments also show that long time simulations using large constant time steps may produce nonphysical solutions at intermediate time stages (i.e., wrong dynamics), although the steady-state behaviors are less sensitive to the time steps used. It is known from the experiments and the perturbation analysis that the MBE growth follows a rough-smooth-rough pattern. At the early stage of the thin film epitaxy, the corresponding energy decays quickly because of the nonlinear interaction, and then the energy decays rather slowly until it reaches a steady state. Based on these observations, we are motivated to adjust time steps using the following form:
where E is the energy functional defined in (1.2) (or (1.4) for the model (1.3)). Let w(t) be the roughness (or the interface width) for the the height function at time t defined as
and |Ω| denotes the area of the domain. It is known that |E (t)| in (3.1) may be replaced by |w (t)| because |w (t)| and |E (t)| have similar behaviors throughout the MBE growth. The roughness-dependent adaptive time step is
The introduction of the preset smallest time step Δt min is to force the adaptive time steps bounded below by Δt min . Likewise, Δt max gives the upper bound of the time steps. Consequently,
Moreover, large |E (t)| will lead to small time step, which corresponds to the case of rapid decay of energy or quick motion of the quick structural transition from one stage to the immediate next one. Similarly, small |E (t)| yields large time step, which corresponds to the slow motion of the MBE growth between the consecutive two stages. Δt min is relevant to most rapid energy decay, and Δt max corresponds to the slowest energy decay. Δt min and Δt max are used to avoid using too small and too large time steps, respectively. This has been the practice in the adaptive time-stepping study for solving ordinary differential equations; see, e.g., [17] . A more involving parameter in our adaptive strategy is α. Choosing this α properly is also an issue in arclength related monitor functions of moving mesh methods for boundary value problems. One possible way to avoid the ad hoc approach may be the use of the error-estimator-based monitor; see, e.g. [13] , which will be our future work.
Numerical experiments.
In this section, we use the second-order scheme (2.18) to compute the MBE model (1.1). Both constant and adaptive time steps are employed to obtain numerical solutions. The adaptive time step is determined by (3.1). The tolerance of the Newton iteration method is set to be 10 −6 , and the tolerance of the multigrid solver for solving linear system at each Newton iterative step is 10 −8 .
Example 4.1. Consider the following one-dimensional MBE model problem
This one-dimensional initial-boundary-value problem has been studied in [12] to observe the morphological instability due to the nonlinear interaction. In order to test the numerical accuracy, we take the numerical solution obtained using secondorder scheme (2.18) with a grid of N = 200 and constant time step Δt = 10 −4 as the "exact" solution at t = 60. The L 2 -error is shown in Table 4 .1. It is clearly observed that the C-N scheme (2.18) gives second-order accuracy in time. To further study the effect of the time step on the accuracy and stability of the numerical scheme, we use different constant time steps Δt = 0.001, 0.01, 0.1, and 1 to solve the MBE model (1.1). Since the numerical solution on the grid of N = 100 look quite similar as that on the grid of N = 200, we take N = 100 in the rest simulation of this example. In Figure 4.1(a) , we show the numerical solution at t = 40. It is seen that only the solutions with Δt ≤ 0.01 are acceptable, while Δt > 0.01 will bring large numerical errors. Also we present the evolution of the energy in Figure 4.1(b) . It is obvious that large time step Δt = 1 still gives correct solution of steady-state after a long time simulation, which is due to the unconditionally energy stablility. However, simulation with large time steps cannot catch the quick transient of the structure; see Figure 4.1(d) , which is caused by poor numerical accuracy in time.
We also studied the effectiveness of adaptive time-stepping techniques. Here, the time step is selected in the form of (3.1). We test different parameter settings Δt max = 0.5, 1 and Δt min = 0.01 with α = 10 5 , 10 3 , and the numerical solution at t = 40 is plotted in Figure 4.2(a) . It is observed that the adaptive time-stepping method with appropriate parameter settings can give satisfactory solutions. Also the energy evolution is shown in Figure 4.2(b) . It is found that the adaptive time-stepping method can capture the solution structure throughout the evolution, especially for the structural transition stage; see The corresponding time step development is presented in Figure 4 .3. The time step is enlarged when |E (t)| becomes smaller. In the time intervals with quick energy decay, the time step becomes smaller. Once the solution reaches the steady-state, the derivative of energy becomes very small. Consequently, the time step approximates the upper bound Δt max . The parameter α in (3.1) is important determining satisfactory time steps. Here α = 10 5 works well for this problem. We also tried α = 10 3 , Example 4.2. Consider the two-dimensional isotropic symmetry current model
with 2π-periodic boundary condition and parameter = 0.1. The initial condition is φ 0 (x) = 0.1(sin 3x sin 2y + sin 5x sin 5y).
This example was studied in [12, 20] to study the solution instability. Here we test the numerical accuracy and effectiveness of the adaptive time-stepping method for the second-order scheme (2.18). Since the exact solution is unknown, we take the numerical result obtained on a 200 × 200 grid and the time step Δt = 0.0001 as the "exact" solution. The solution contours at t = 0.05 and t = 30 (steady state) are plotted in Figure 4 .4, which are in good agreement with the published ones in [12, 20] . Table 4 similar as that on the 200 × 200 grid, we use the 100 × 100 grid in the rest simulation of this example. In order to test the numerical stability, we take different constant time steps to solve this MBE model. In our computation, it is found that using large time steps can produce correct steady-state solution. This is consistent with the discussion on unconditional energy stability in the previous section. However, the numerical solution at some intermediate stages may be incorrect due to large constant time steps used. In Figure 4 .5, we give the roughness and energy curves obtained using constant and adaptive time steps. It is observed that with the use of adaptive time-stepping technique, the curves with Δt max = 1 and Δt min = 10 −3 match quite well with those obtained with a constant time step Δt = 10 −3 . This implies a significant saving of CPU time. Also we test the effectiveness of the proposed adaptive time-stepping approach. Table 4 .3 lists the CPU time consumed at some selected time levels. At the early stage of the computation, both uniform time stepping (Δt = 0.001) and adaptive time stepping (Δt min = 0.001, Δt max = 0.5) approaches use a similar amount of CPU time because the solution has a quick transition which requires small time steps. Later, the adaptive time-stepping approach uses less and less CPU time because the solution changes slowly and as a result large time steps are allowed. During the computation, the use of time steps does not affect much on the number of the iterative steps for the Newton iteration; more precisely it takes about 1 or 2 steps for the Newton iteration. But the time steps used affect the performance of the algebraic multigrid solver. For larger time steps, the algebraic multigrid solver will take more time to solve the linear system. However, as observed in Table 4 .3, the adaptive strategy can save substantial amount of the CPU time.
Also we plot the time step development in Figure 4 .6. After t = 10, the time step approximates Δt max , so the CPU time is greatly saved as shown in Table 4 .3. The parameter α plays an important role in time step selection. If α is taken too small, then it will produce large time steps during the solution transition process from t = 3 to t = 10 which is not appropriate.
Example 4.3 (coarsening dynamics). We simulate the MBE model (1.1) in two dimensions. The initial condition is a random state by a random number varying from −0.001 to 0.001 on each grid point. The domain is Ω = [0, 200] × [0, 200] and also the problem is subject to periodic boundary conditions. We use a 400 × 400 grid in this simulation.
This example is aimed to apply adaptive time stepping method for studying the coarsening dynamics which has been studied extensively; see, e.g. [15, 16, 20] . Since it needs very long time simulations, constant time steps such as Δt = 0.5 or Δt = 1 have been used in the previous studies. In our work, we use the adaptive time step (3.1) with Δt min = 0.5, Δt max = 10 and α = 1. The reason that we can choose smaller value of α is that in this problem the energy transition is not seen and the solution has a smooth variation. In Figure 4 .7, the isolines of the free energy F free (x, t) and the solution φ(x, t) at t = 2000 and 5000 are plotted, respectively. The effective free energy is defined as
The contour lines are usually used to identify the edges of the pyramidal structures since the free energy is concentrated on the edges. The edges of the small structures of pyramids are clearly visualized in Figure 4 .7. It is seen that edges of the pyramids form a random distributed network over the domain. The pyramids become large in time via a coarsening process. These observed phenomena are in a good agreement with the published results; see, e.g., [15, 20] . Figure 4 .8 presents the growth of the interface heightφ(t) and the width λ(t) of the pyramidal structures. Hereφ(t) is defined as
The width of the pyramid edges λ(t) measures the mean size of the network cell, which can be calculated as suggested in [15] from the height-height correlation function
where r is a positive vector. In our computation, we take a simple form r = (r, r) T . K φφ can be regarded as a function of r for fixed t, which shows an oscillatory character reflecting the presence of a mound structure. For a given t, the mean pyramid width λ(t) is defined as r 0 (t), which is the first zero crossing of K φφ (r, t), r 0 (t) = inf {r > 0, K φφ (r, t) = 0} . Figure 4 .9. The energy curve using constant time step Δt = 0.5 is also plotted in the same figure. Both curves are found well matched. The initial random state quickly develops into ordered structures and then coarsening dynamics become dominated. The energy decays quickly at the early stage and then decays slowly. Corresponding to the energy evolution, the time step increases 100 1000 2,000 3,000 4,000 5,000 6,000 7,000 8,000 9,000 10,000 0 starting from Δt = Δt min at initial time to Δt ≈ Δt max at about t = 4000. From then on, the time step is always taken close to Δt max due to the slow variation of the energy. In Figure 4 .10, it is noted that unlike previous examples, the energy does not have structure transition (i.e., the energy curve decays smoothly and monotonously). Consequently, the time step curve does not have a large variation in any short time ranges; see, e.g., Figure 4 .10.
Concluding remarks.
In this work, we have developed and analyzed two unconditionally energy stable numerical schemes for a class of nonlinear diffusion equations modeling epitaxial growth of thin films. One scheme deals with the diffusion term explicitly using the extrapolation of the known data, the other scheme approximates the diffusion terms implicitly using the average of the known and unknown levels. If large time stepping is used, the long time simulation converges to the correct steady-state solution due to the unconditional stability though the dynamics of the solution may not be obtained correctly because large time step cannot capture the rapid transition of the solution.
Since our schemes are unconditionally energy stable, it is possible to combine them with some adaptive time strategy. In our variational time-stepping formula (3.1), the energy is used to monitor the change of the time steps. The idea for time adaptivity is that a large time step is used when the energy decays slowly and a small time step is used otherwise. Numerical experiments demonstrated that the adaptive time-stepping approaches can greatly save CPU time without losing accuracy. We point out that the methods developed in this work can be extended to other model problems with the long time energy decay properties.
