Varieties for Modules of Quantum Elementary Abelian Groups by Pevtsova, Julia & Witherspoon, Sarah
ar
X
iv
:m
at
h/
06
03
40
9v
1 
 [m
ath
.Q
A]
  1
6 M
ar 
20
06
VARIETIES FOR MODULES OF QUANTUM ELEMENTARY
ABELIAN GROUPS
JULIA PEVTSOVA AND SARAH WITHERSPOON
Abstract. We define a rank variety for a module of a noncocommutative Hopf
algebra A = Λ⋊G where Λ = k[X1, . . . , Xm]/(X
ℓ
1
, . . . , Xℓm), G = (Z/ℓZ)
m, and
char k does not divide ℓ, in terms of certain subalgebras of A playing the role of
“cyclic shifted subgroups”. We show that the rank variety of a finitely generated
module M is homeomorphic to the support variety of M defined in terms of the
action of the cohomology algebra of A. As an application we derive a theory
of rank varieties for the algebra Λ. When ℓ = 2, rank varieties for Λ-modules
were constructed by Erdmann and Holloway using the representation theory of
the Clifford algebra. We show that the rank varieties we obtain for Λ-modules
coincide with those of Erdmann and Holloway.
1. Introduction
The theory of varieties for modules of a finite group G began with the ground-
breaking work of Quillen [26], a stratification of the maximal ideal spectrum of the
cohomology ring of G into pieces indexed by elementary abelian subgroups. This
idea was taken further by Avrunin and Scott [1], to a stratification of an affine
variety associated to any finitely generated module. These results depended on
earlier work of Venkov [32] and Evens [15], showing that the cohomology of G, a
graded commutative ring, is finitely generated.
The theory took a different twist with the introduction by Carlson [8] of the
rank variety for a module of an elementary abelian group E. The rank variety
is yet another geometric invariant of a module, and is defined in terms of cyclic
shifted subgroups of E. Carlson conjectured that the variety arising from the action
of cohomology, and the rank variety defined purely in terms of representation-
theoretic properties of a module, coincide. The conjecture was proven by Avrunin
and Scott [1].
This theory was adapted to restricted Lie algebras by Friedlander and Parshall
[16]. It was then further generalized to other finite group schemes (see [17, 30, 31])
based upon the fundamental theorem of Friedlander and Suslin stating that the
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cohomology of any finite group scheme, or equivalently finite dimensional cocom-
mutative Hopf algebra, is finitely generated [19]. In particular, the notion of rank
variety was recently generalized to all finite group schemes by Friedlander and the
first author [17]. One important aspect of the rank variety in the context of finite
group schemes is that it satisfies the ultimate generalization of the Avrunin-Scott
Theorem: The rank variety of a module defined in a purely representation-theoretic
way is homeomorphic to the support variety defined cohomologically. The inter-
play between the two seemingly very different descriptions of the variety of a
module allows for applications both in cohomology and in representation theory.
Much less is known in the context of finite dimensional noncocommutative Hopf
algebras. Ginzburg and Kumar computed the cohomology rings of quantum groups
at roots of unity, and these happen to be finitely generated [20]. This fact allowed
mathematicians to start development of the theory of support varieties for modules
of these small quantum groups (see [25], [27]). However it appears difficult to
give an equivalent representation-theoretic definition of variety for these quantum
groups in general. Even less has been done for other types of finite dimensional
noncocommutative Hopf algebras, and in particular it is an open question as to
whether their cohomology is finitely generated.
In this paper, we have very modest goals. We only consider Hopf algebras
that are quantum analogues of elementary abelian groups, namely tensor products
of Taft algebras (which are also Borel subalgebras of uq(sl
×m
2 )). We define the
rank variety of a module for such a Hopf algebra (Definition 3.2), giving the first
definition of rank varieties for modules of a noncocommutative Hopf algebra. The
cohomology of a tensor product of Taft algebras is finitely generated, so we may
also associate a support variety, defined cohomologically, to any module (4.2.1).
We show that the rank variety of any finitely generated module is homeomorphic
to the support variety (Theorem 5.6), thus providing an analogue of the Avrunin-
Scott Theorem in our context. We use “Carlson’s modules” Lζ as our main tool
and apply the techniques developed in [13] and [14] in the study of support varieties
defined via Hochschild cohomology. We expect that our results will shed light on
the problem of constructing a rank variety for a broader class of finite dimensional
Hopf algebras, including the small quantum groups.
One of the most important applications of the identification of the rank and
support varieties in the setting of finite group schemes is the proof of the “tensor
product property” which expresses the variety of a tensor product as the inter-
section of varieties (see [1], [16], [17], [31]). Another common application is a
classification of thick tensor ideal subcategories in the stable module category (see
[6], [18]). Both of these applications will be addressed in a sequel to this paper.
Our results have consequences beyond Hopf algebras. A tensor product of
Taft algebras is isomorphic to a skew group algebra A = Λ ⋊ G where the
group G ∼= (Z/ℓZ)m is elementary abelian (in nondefining characteristic) and
Λ = k[X1, . . . , Xm]/(X
ℓ
1, . . . , X
ℓ
m). When ℓ = 2, that is the generators of Λ have
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square 0, Erdmann and Holloway have used Hochschild cohomology to define sup-
port varieties for Λ-modules [13], applying a theory of varieties for modules of al-
gebras initiated by Snashall and Solberg [29]. The support variety of a Λ-module
in this case is equivalent to a rank variety defined representation-theoretically by
Erdmann and Holloway. Their approach is quite different from ours: They use
a “stable map description” of the rank variety and representation theory of the
Clifford algebra. In this paper we use the extension of Λ to A to give defini-
tions of support and rank varieties for Λ-modules more generally (see (6.0.1) and
(6.5.1)), that is for any ℓ not divisible by the characteristic of the field k, and to
show that the varieties we obtain are homeomorphic (Corollary 6.7). In case the
generators of Λ have square 0, our varieties coincide with those of Erdmann and
Holloway, giving an alternative approach to their theory. In order to make this
connection, we found it necessary to record some basic facts relating cohomology
and Hochschild cohomology of finite dimensional Hopf algebras in an appendix.
When this article was nearly complete, the authors learned that Benson, Erd-
mann, and Holloway had found a different way to define rank varieties for Λ-
modules for arbitrary ℓ, involving an algebra extension of Λ that is a tensor prod-
uct of Λ with a twisted group algebra of G [7]. Their algebra extension has some
features in common with ours, leading to a parallel theory. We thank Benson,
Erdmann, and Holloway for some very helpful conversations.
We thank E´cole Polytechnique Fe´de´rale de Lausanne and Universita¨t Mu¨nchen
for their hospitality during the preparation of this paper.
Throughout this paper, k will denote an algebraically closed field containing a
primitive ℓth root of unity q. All tensor products and dimensions will be over k
unless otherwise indicated. We shall use the notation V # for the k-linear dual of
a finite dimensional vector space V .
2. Quantum analogues of cyclic shifted subgroups
Let m be a positive integer and let G denote the group (Z/ℓZ)m with generators
g1, . . . , gm. Define an action of G by automorphisms on the polynomial ring R =
k[X1, . . . , Xm] by setting
gi ·Xj = q
δijXj
for all i, j, where δij is the Kronecker delta. Let A˜ = R ⋊ G, the skew group
algebra, that is A˜ is a free left R-module having R-basis G, with the semidirect
(or smash) product multiplication
(rg)(sh) = r(g · s)gh
for all r, s ∈ R and g, h ∈ G. Then A˜ is a Hopf algebra with
∆(Xi) = Xi ⊗ 1 + gi ⊗Xi, ∆(gi) = gi ⊗ gi,
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ε(Xi) = 0, ε(gi) = 1, S(Xi) = −g
−1
i Xi, and S(gi) = g
−1
i , for all i. Letting h1 = 1
and hj =
∏j−1
i=1 gi (2 ≤ j ≤ m), we have
(2.0.1) Xjhj ·Xihi = qXihi ·Xjhj for all j > i.
The following consequence of this q-commutativity of the elements Xihi will be
most essential in what follows.
Lemma 2.1. For any λ1, . . . , λm ∈ k,
(
m∑
j=1
λjXjhj
)ℓ
=
m∑
j=1
λℓjX
ℓ
j .
Proof. This is a consequence of the q-binomial formula which in this context gives,
for all n ≤ ℓ and j > i,
(λiXihi + λjXjhj)
n =
n∑
s=0
(n)q!
(s)q!(n− s)q!
(λiXihi)
s(λjXjhj)
n−s,
where (s)q = 1 + q + q
2 + · · ·+ qs−1, (s)q! = (s)q(s− 1)q · · · (1)q, and (0)q! = 1 by
definition. If n = ℓ, the coefficients of λℓiX
ℓ
i and λ
ℓ
jX
ℓ
j should be interpreted to be
1. As q is a primitive ℓth root of 1, induction on m yields the desired result. 
Another application of the q-binomial formula, to ∆(Xℓi ) = (Xi⊗ 1 + gi⊗Xi)
ℓ,
shows that the ideal (Xℓ1, . . . , X
ℓ
m) is a Hopf ideal. Thus
A = A˜/(Xℓ1, . . . , X
ℓ
m)
is a Hopf algebra of dimension ℓ2m, a tensor product of m copies of a Taft algebra,
a quantum analogue of an elementary abelian group. We may identify A with the
skew group algebra Λ⋊G where
Λ = k[X1, . . . , Xm]/(X
ℓ
1, . . . , X
ℓ
m),
a truncated polynomial algebra. We will primarily be interested in the finite
dimensional Hopf algebra A in this paper, but will need to use A˜ as well in some
of the proofs. Note that since A is a finite dimensional Hopf algebra, it is a
Frobenius algebra [24, Thm. 2.1.3], and in particular is self-injective.
We now introduce algebra maps τλ which will play the role of “cyclic shifted
subgroups” (see [3, II]) or p-points ([17]) for the algebra A. By Lemma 2.1, for
each point λ = [λ1 : . . . : λm] in k-projective space P
m−1, there is an embedding of
algebras
(2.1.1) τλ : k[t]/(t
ℓ)→ A
defined by τλ(t) =
∑m
i=1 λiXihi. Denote the image of τλ by k〈τλ(t)〉.
Lemma 2.2. Let λ = [λ1 : . . . : λm] ∈ P
m−1. Then A is free as a left (respectively,
right) k〈τλ(t)〉-module, with k〈τλ(t)〉-basis
B = {Xa22 · · ·X
am
m g
b1
1 · · · g
bm
m | 0 ≤ ai, bi ≤ ℓ− 1}
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in case λ1 6= 0. Analogous statements hold if λi 6= 0 for other values of i.
Proof. The statement that A is free over k〈τλ(t)〉 follows from a general result of
Masuoka on coideal subalgebras [23]. We shall use the explicit basis B however,
and so we provide a proof for completeness. We shall prove that B is a free k〈τλ(t)〉-
basis of A as a left k〈τλ(t)〉-module. That it is also a basis of A as a right module
is proved similarly.
We may assume that λ1 = 1. Since the number of elements in B is ℓ
2m−1 =
dimk A/ dimk k〈τλ(t)〉, it suffices to show that A = k〈τλ(t)〉B.
We use induction on a1 to show that X
a1
1 · · ·X
am
m g
b1
1 · · · g
bm
m ∈ k〈τλ(t)〉B for any
choice of exponents 0 ≤ ai, bi ≤ ℓ − 1. The statement is trivial for a1 = 0.
Assume it is proved for all monomials with a1 < n ≤ ℓ − 1. It remains to show
that Xn1X
a2
2 · · ·X
am
m g
b1
1 · · · g
bm
m ∈ k〈τλ(t)〉B. The defining relations on Xi and gj,
together with the definition of τλ(t) given above (2.1.1), immediately imply that
Xn1X
a2
2 · · ·X
am
m g
b1
1 · · · g
bm
m − τλ(t)X
n−1
1 X
a2
2 · · ·X
am
m g
b1
1 · · · g
bm
m
is a sum of monomials X
a′
1
1 · · ·X
a′m
m g
b′
1
1 · · · g
b′m
m for some exponents a′i, b
′
i with a
′
1 < n.
The statement follows by induction. 
To every point λ in k-projective space Pm−1 we associate two special left A-
modules: V (λ) and V ′(λ), which will be used extensively throughout the paper.
We point out that our modules are different from those used in [12], [13] even
though we choose to use similar names for them. As will be shown in Corollary 5.7,
they share one of the main properties with the modules introduced in [12]: The
rank variety of each of V (λ) and V ′(λ) will be the point λ ∈ Pm−1.
For each λ ∈ Pm−1, let
V (λ) = A · τλ(t)
ℓ−1 and V ′(λ) = A · τλ(t),
that is V (λ) (respectively, V ′(λ)) is the left ideal generated by τλ(t)
ℓ−1 (respec-
tively, τλ(t)).
Recall that for an A-module M , the Heller shift of M , denoted Ω(M), is the
kernel of the projection P (M) → M where P (M) is the projective cover of M .
Similarly, Ω−1(M) is the cokernel of the embedding of M into its injective hull.
Lemma 2.3. For each λ ∈ Pm−1 we have:
(i) V (λ) ∼= k ↑Ak〈τλ(t)〉= A⊗k〈τλ(t)〉 k.
(ii) The restriction V (λ) ↓k〈τλ(t)〉 contains the trivial module as a direct sum-
mand. In particular, V (λ) is not projective as a k〈τλ(t)〉-module.
(iii) dimk V (λ) = ℓ
2m−1, dimk V
′(λ) = (ℓ− 1)ℓ2m−1, and there is a short exact
sequence of A-modules 0→ V ′(λ)
ι
−→ A
π
−→ V (λ)→ 0.
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(iv) · · ·
·τλ(t)
−−→ A
·τλ(t)
ℓ−1
−−−−→ A
·τλ(t)
−−→ A
·τλ(t)
ℓ−1
−−−−→ V (λ)→ 0
is a minimal projective resolution of V (λ), and
0→ V (λ)→ A
·τλ(t)
−−→ A
·τλ(t)
ℓ−1
−−−−→ A
·τλ(t)
−−→ A
·τλ(t)
ℓ−1
−−−−→ · · ·
is a minimal injective resolution of V (λ). This remains true if V (λ) is
replaced by V ′(λ), with appropriate changes in the powers of τλ(t).
(v) Ω(V (λ)) ∼= V ′(λ) and Ω(V ′(λ)) ∼= V (λ).
Proof. (i) Define a map φ : A × k → V (λ) = Aτλ(t)
ℓ−1 by φ(a, c) = caτλ(t)
ℓ−1
for all a ∈ A, c ∈ k, a k-bilinear map that commutes with left multiplication by
elements of A. Note that φ(aτλ(t), c) = 0 = φ(a, τλ(t) · c), the latter equality due
to the trivial action of k〈τλ(t)〉 on k. Thus φ induces an A-map from the tensor
product A ⊗k〈τλ(t)〉 k to V (λ). One readily checks that this map gives a bijection
between the k-bases B⊗1 of A⊗k〈τλ(t)〉 k and Bτλ(t)
ℓ−1 of V (λ) where B is defined
in Lemma 2.2.
(ii) The trivial k〈τλ(t)〉-submodule 1⊗ k of A⊗k〈τλ(t)〉 k is complemented by the
k-linear span of (B − {1})⊗k〈τλ(t)〉 k.
(iii) By the proof of (i) above, B is in bijection with a k-basis of V (λ), so
dimk V (λ) = ℓ
2m−1. Similarly, a k-basis of V ′(λ) is ∪ℓ−1i=1Bτλ(t)
i, of cardinality
(ℓ− 1)ℓ2m−1. The map ι : V ′(λ)→ A in the statement of the lemma is inclusion,
and the map π : A→ V (λ) is given by π(a) = a⊗ 1 ∈ A⊗k〈τλ(t)〉 k
∼= V (λ). Again
by considering bases of each of these modules, the sequence given in the lemma is
seen to be exact.
(iv) Note that the Jacobson radical of A is rad(A) = A · rad(Λ), the ideal
generated by X1, . . . , Xm. The first resolution is minimal as A/ rad(A) ∼= kG ∼=
V (λ)/ rad(V (λ)) as A-modules. For minimality of the second resolution, note that
the socle of A, soc(A), is the k-linear span of all Xℓ−11 · · ·X
ℓ−1
m g
b1
1 · · · g
bm
m , where
0 ≤ bi ≤ ℓ− 1. We claim that in the notation of Lemma 2.2, the socle of V (λ) has
a basis in one-to-one correspondence with the subset
{Xℓ−12 · · ·X
ℓ−1
m g
b1
1 · · · g
bm
m | 0 ≤ bi ≤ ℓ− 1}
of B. Clearly X2, . . . , Xm act trivially on all elements X
ℓ−1
2 · · ·X
ℓ−1
m g
b1
1 · · · g
bm
m ⊗ 1
(in the notation of part (i) of this lemma). We will check thatX1 also acts trivially:
X1X
ℓ−1
2 · · ·X
ℓ−1
m g
b1
1 · · · g
bm
m ⊗1 = q
−b1Xℓ−12 · · ·X
ℓ−1
m g
b1
1 · · · g
bm
m (τλ(t)−
m∑
i=2
λiXihi)⊗1
= 0.
It follows that soc(V (λ)) ∼= kG ∼= soc(A) as A-modules.
(v) This follows immediately from (iv). 
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We are also interested in simple A-modules. The quotient A/ rad(A) ∼= kG
is a commutative semisimple algebra. Thus the simple A-modules are all one-
dimensional, and correspond to the irreducible characters of G, with Λ acting
trivially.
We shall use the notation Hom to denote morphisms in the stable module cat-
egory. In other words,
HomA(M,N) = HomA(M,N)/PHomA(M,N)
where PHomA(M,N) is the set of all A-homomorphisms f : M → N which factor
through a projective A-module. Recall that
ExtnA(M,N)
∼= HomA(Ω
n(M), N) ∼= HomA(M,Ω
−n(N)),
where Ωn (respectively, Ω−n) is the composition of n copies of Ω (respectively,
Ω−1). The following lemma will be needed in Section 5.
Lemma 2.4. Let S be a simple A-module. Then ExtnA(S, V (λ)) 6= 0 for each n,
λ, and the restriction map τ ∗λ : Ext
n
A(S, V (λ))→ Ext
n
k[t]/(tℓ)(S, V (λ)) is injective.
Proof. Since A is free as a k〈τλ(t)〉-module by Lemma 2.2, an A-injective resolution
of V (λ) restricts to a k〈τλ(t)〉-injective resolution. It follows that Ω
−n
k〈τλ(t)〉
(V (λ))
is isomorphic to Ω−nA (V (λ)) in the stable module category, that is up to projective
direct summands. Thus
Extnk〈τλ(t)〉(S, V (λ))
∼= Homk〈τλ(t)〉(S,Ω
−n
k〈τλ(t)〉
(V (λ)) ∼= Homk〈τλ(t)〉(S,Ω
−n
A (V (λ)).
As A is self-injective, Ω and Ω−1 are inverse operators up to projective direct
summands, so by Lemma 2.3(v), Ω−nA (V (λ)) = V
′(λ) if n is odd, and Ω−nA (V (λ)) =
V (λ) if n is even. Assume without loss of generality that λ1 = 1. Since soc(V (λ)) =
kGXℓ−12 · · ·X
ℓ−1
m ⊗ 1 as a submodule of V (λ)
∼= k ↑Ak〈τλ(t)〉 (see the proof of Lemma
2.3(iv)), there is a unique (up to scalar) nonzero A-homomorphism f from S to
V (λ), sending S to keSX
ℓ−1
2 · · ·X
ℓ−1
m ⊗ 1 ⊂ soc(V (λ)) where eS is the primitive
central idempotent of kG corresponding to S. This does not factor through a
projective A-module: If it did, it would factor through A
·τλ(t)
ℓ−1
−−−−→ V (λ) since A
surjects onto V (λ). The image of S in A must be contained in the socle of A,
however the map ·τλ(t)
ℓ−1 sends soc(A) to 0. Therefore this map represents an
A-homomorphism from S to V (λ) that is nonzero in HomA(S, V (λ)). A similar
argument applies to V ′(λ), proving that ExtnA(S, V (λ)) 6= 0 for each n.
Next we show that the image of the map f above, under restriction τ ∗λ , remains
nonzero in Homk〈τλ(t)〉(S, V (λ)). Again, if it does not, then f : S → V (λ) factors
as a k〈τλ(t)〉-map through A
·τλ(t)
ℓ−1
−−−−→ V (λ). The image of S in A must be a one-
dimensional k〈τλ(t)〉-submodule, spanned by an element a ∈ A for which τλ(t)a =
0. Since f sends a generator of S to a non-zero element in keSX
ℓ−1
2 · · ·X
ℓ−1
m ⊗ 1 ⊂
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socV (λ), we get that aτλ(t)
ℓ−1 ∈ k×eSX
ℓ−1
2 · · ·X
ℓ−1
m τλ(t)
ℓ−1 = k×eSX
ℓ−1
1 · · ·X
ℓ−1
m
under the identification of V (λ) with Spank(Bτλ(t)
ℓ−1) ⊂ A in the notation of
Lemma 2.2. By Lemma 7.4 of the appendix, this cannot happen. Hence, f does
not factor through A
·τλ(t)
ℓ−1
−−−−→ V (λ). A similar argument applies in odd degrees,
involving V ′(λ). 
Define an action of G on projective space Pm−1 by
(2.4.1) ga11 . . . g
am
m · [λ1 : · · · : λm] = [q
a1λ1 : · · · : q
amλm].
Lemma 2.5. Let M be a finitely generated A-module.
(i) HomA(V (λ),M) = 0 if, and only if, the restriction M ↓k〈τλ(t)〉 is projective
as a k〈τλ(t)〉-module.
(ii) For each g ∈ G, M ↓k〈τλ(t)〉 is projective if, and only if, M ↓k〈τg·λ(t)〉 is
projective.
Proof. Lemma 2.3(i) together with the Eckmann-Shapiro Lemma implies the iso-
morphism
HomA(V (λ),M)
∼= HomA(k ↑
A
k〈τλ(t)〉
,M) ∼= Homk〈τλ(t)〉(k,M).
This proves (i) since Homk〈τλ(t)〉(k,M) = 0 if, and only if, M ↓k〈τλ(t)〉 is projective.
For (ii), note that τg·λ(t) = g · τλ(t). Since g defines an inner automorphism of A,
we now have V (g ·λ) ∼= g · V (λ) ∼= V (λ). Thus the statement follows from (i). 
3. Rank varieties
In this section we define rank varieties for A-modules in the spirit of [8]. The
subalgebras k〈τλ(t)〉, defined in the text following (2.1.1), will play the role of
cyclic shifted subgroups of A.
Lemma 3.1. Let M be a finitely generated A-module. The subset of projective
space Pm−1, consisting of all points λ such that M ↓k〈τλ(t)〉 is not projective, is
closed in the Zariski topology.
Proof. Let n = dimM and S(λ) ∈Mn(k) a matrix representing the action of τλ(t)
on M . Then M is projective (equivalently, free) as a k〈τλ(t)〉-module if and only
if the Jordan form of S(λ) has n/ℓ blocks of size ℓ. That is S(λ) has the maximal
possible rank for an ℓ-nilpotent matrix, n− n/ℓ. The subset of Pm−1,
{λ ∈ Pm−1 | τλ(t) does not have rank n− n/ℓ},
is described by the equations produced by the minors of S(λ) of size (n− n/ℓ)×
(n − n/ℓ). All these minors must be 0, and they give homogeneous polynomial
equations in the coefficients λi of Xihi. Thus this subset is defined by a set of
homogeneous polynomials and is therefore closed. 
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The action of G by automorphisms on the polynomial algebra k[X1, . . . , Xm],
defined by gi ·Xj = q
δijXj, is free and is easily seen to have the invariants
k[X1, . . . , Xm]
G = k[Xℓ1, . . . , X
ℓ
m]
∼= k[X1, . . . , Xm].
Thus, Am/G = Spec k[X1, . . . , Xm]
G ∼= Am, where Am is the affine space km (see
for example [21, I.5.5(6)] for the first equality). Since the action of G commutes
with the standard action of k∗ on Am, and the induced action on Pm−1 = Am/k∗
is the action defined as in (2.4.1), we have Pm−1/G ∼= Pm−1. Furthermore, Lemma
2.5(ii) implies that the set {λ ∈ Pm−1 | M ↓k〈τλ(t)〉 is not projective} is stable
under the action of G. Thus, we can make the following definition.
Definition 3.2. The rank variety of an A-module M is
V rA(M) = {λ ∈ P
m−1 |M ↓k〈τλ(t)〉 is not projective}/G.
We will sometimes abuse notation and write λ ∈ V rA(M) when we mean that λ is
a representative of a G-orbit in V rA(M). Note that Lemma 3.1 ensures V
r
A(M) is a
projective variety for any finitely generated A-moduleM . The following properties
of these varieties are immediate.
Proposition 3.3. Let M,N,M1,M2,M3 be A-modules.
(i) V rA(k) = P
m−1/G ∼= Pm−1.
(ii) V rA(M ⊕N) = V
r
A(M) ∪ V
r
A(N).
(iii) V rA(Ω
i(M)) = V rA(M) for all i.
(iv) If 0→ M1 → M2 → M3 → 0 is a short exact sequence of A-modules, then
V rA(Mi) ⊂ V
r
A(Mj) ∪ V
r
A(Mk) for any {i, j, k} = {1, 2, 3}.
We will denote V rA(k) by V
r
A.
The rank variety characterizes projectivity of modules by the following lemma, a
version of Dade’s Lemma for finite group representations [11]. We thank K. Erd-
mann and D. Benson for suggesting to us that the proof of a generalization of
Dade’s Lemma in [5] should apply almost verbatim in our setting. For complete-
ness, we give our adaptation of the proof in [5] here (cf. [7, Thm. 2.6]).
Theorem 3.4. Let M be a finitely generated A-module. Then V rA(M) = ∅ if, and
only if, M is a projective A-module.
Proof. If M is projective, then M ↓k〈τλ(t)〉 is projective for all λ by Lemma 2.2, so
V rA(M) = ∅.
For the converse, we argue by induction on m. Let Yi = Xihi (i = 1, . . . , m),
where hi is defined in the text preceding (2.0.1). Let Λ
′
m = k〈Y1, . . . , Ym〉 and note
thatM is projective if and only ifM ↓Λ′m is projective: We may write A
∼= Λ′m⋊G.
If M ↓Λ′m is projective, any surjective A-map from another A-module N onto
M splits on restriction to Λ′m. The splitting map may be averaged by applying
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|G|
∑
g∈G g to obtain an A-map, as the characteristic of k does not divide |G|. If
m = 1, this immediately implies that M is projective if, and only if, V rA(M) = ∅.
Let m = 2 and assume V rA(M) = ∅ but that M is not projective. We will show
that M is forced to be 0. The Jacobson radical of A is J = (Y1, Y2), the ideal
generated by Y1, Y2. Let
N = {u ∈M |Ju ⊂ J ℓ−1M}.
Let Y = λ1Y1 + λ2Y2 = τλ(t). We will first show that the map induced by Y :
N/J ℓ−1M
·Y
−→ J ℓ−1M/J ℓM
is an isomorphism for any pair (λ1, λ2) where λ2 6= 0. We will need the observation
that Y J ℓ−1 = J ℓ, which follows from Y ℓ−i1 Y
i
2 ∈ Y J
ℓ−1 for i ∈ {1, . . . , ℓ − 1} as
may be proven by induction on i: If i = 1, then Y Y ℓ−11 = λ2q
ℓ−1Y ℓ−11 Y2, so
Y ℓ−11 Y2 ∈ Y J
ℓ−1. If i ≥ 2, then Y Y ℓ−i1 Y
i−1
2 = λ1Y
ℓ−i+1
1 Y
i−1
2 + λ2q
ℓ−iY ℓ−i1 Y
i
2 , so
Y ℓ−i1 Y
i
2 ∈ Y J
ℓ−1 by induction.
Injectivity of ·Y : Let v ∈ N . Suppose Y v ∈ J ℓM = Y J ℓ−1M . Then there
exists u ∈ J ℓ−1M such that Y v = Y u. Therefore, Y (v − u) = 0. Since M ↓k〈Y 〉 is
projective, we have v − u = Y ℓ−1u′ for some u′ ∈ M . Hence, v = u + Y ℓ−1u′ ∈
J ℓ−1M . In other words, v¯ = 0 ∈ N/J ℓ−1M . We conclude that ·Y is injective.
Surjectivity of ·Y : We may assume thatM does not have projective summands.
This implies that soc(k[Y1, Y2]/(Y
ℓ
1 , Y
ℓ
2 ))M = Y
ℓ−1
1 Y
ℓ−1
2 M = 0. Now the relations
on Y1, Y2 easily imply that
(3.4.1) Y ℓ−1Y ℓ−11 M = Y
ℓ−1
1 Y
ℓ−1
2 M = 0.
To show surjectivity we need to show that Y N = J ℓ−1M . Observe that J ℓ−1 =
kY ℓ−11 + Y J
ℓ−2. Thus, J ℓ−1M = Y ℓ−11 M + Y J
ℓ−2M . The definition of N imme-
diately implies that J ℓ−2M ⊂ N . Therefore Y J ℓ−2M ⊂ Y N . Hence, to show the
inclusion Y ℓ−11 M + Y J
ℓ−2M ⊂ Y N , it suffices to show that Y ℓ−11 M ⊂ Y N .
Take any element of the form Y ℓ−11 u, u ∈M . By (3.4.1), Y
ℓ−1Y ℓ−11 u = 0. Since
M ↓k〈Y 〉 is projective, there is an element u
′ ∈M such that
(3.4.2) Y ℓ−11 u = Y u
′.
Multiplying both sides by Y1, we get Y1Y u
′ = 0. Thus, Y1(λ1Y1 + λ2Y2)u
′ = 0.
Using the relation Y2Y1 = qY1Y2, we get (λ1Y1 + q
−1λ2Y2)Y1u
′ = 0. Applying our
projectivity hypothesis to the restriction of M to k〈λ1Y1 + q
−1λ2Y2〉, there is a
u′′ ∈M for which
(3.4.3) Y1u
′ = (λ1Y1 + qλ2Y2)
ℓ−1u′′.
Combining (3.4.2) and (3.4.3), we get
Y u′ ∈ J ℓ−1M, Y1u
′ ∈ J ℓ−1M.
VARIETIES FOR MODULES 11
Since λ2 6= 0, Y and Y1 generate J . Thus, Ju
′ ⊂ J ℓ−1M , so that u′ ∈ N by
definition. By (3.4.2) it follows that Y ℓ−11 M ⊂ Y N , as was needed.
Thus, we obtain that for any non-zero pair (λ1, λ2), the map
·(λ1Y1 + λ2Y2) : N/J
ℓ−1M → J ℓ−1M/J ℓM
is an isomorphism. Assume J ℓ−1M/J ℓM 6= 0. Use the isomorphism ·Y2 to identify
N/J ℓ−1M with J ℓ−1M/J ℓM , so that we may consider the maps ·(λ1Y1 + λ2Y2)
to be endomorphisms of J ℓ−1M/J ℓM . Taking λ2 = 1, the determinant of the
operator ·(λ1Y1 + Y2) is a polynomial in λ1 and thus there is a value of λ1 for
which the operator is not invertible, a contradiction. Thus J ℓ−1M/J ℓM = 0, and
Nakayama’s Lemma implies that J ℓ−1M = 0. In particular, Y ℓ−12 M = 0. At the
same time, M restricted to k〈Y2〉 is projective. Therefore M = 0, completing the
proof in the case m = 2.
Now suppose m ≥ 3 and V rA(M) = ∅. We will show that M ↓Λ′m is projective,
where Λ′m = k〈Y1, . . . , Ym〉. As noted at the beginning of the proof, this will imply
M is projective.
We have a short exact sequence of algebras (in the sense of [10, XVI §6]):
k〈Ym〉 → Λ
′
m → Λ
′
m−1.
Therefore there is a spectral sequence
Hp(Λ
′
m−1,Hq(k〈Ym〉,M))⇒ Hp+q(Λ
′
m,M).
By our assumption, M ↓k〈Ym〉 is projective. Thus the spectral sequence collapses
at E2 and we get an isomorphism
Hp(Λ
′
m−1,M/YmM)
∼= Hp(Λ
′
m,M).
Therefore, to finish the proof it suffices to check that M/YmM is projective as a
Λ′m−1-module.
Write λ′ = [λ1 : · · · : λm−1] ∈ P
m−2, and let τ ′(λ′) = λ1Y1 + · · · + λm−1Ym−1.
Consider the subalgebra B ⊂ Λ′m generated by τ
′(λ′) and Ym. Any element of
B of the form µ1τ
′(λ′) + µ2Ym is of the form τ(λ) for the algebra Λ
′
m. Thus,
M ↓k〈µ1τ ′(λ′)+µ2Ym〉 is projective for any pair (µ1, µ2). Since τ
′(λ′) and Ym q-
commute, the argument for m = 2 applies to B. We conclude that M is projective
as a B-module. Therefore, M/YmM is projective as B/YmB-module. In other
words, M/YmM ↓k〈τ ′(λ′)〉 is projective. By the induction hypothesis, M/YmM is
projective as a Λ′m−1-module. Thus, Hp(Λ
′
m,M) = 0 for all p > 0. Since the trivial
module is the only simple module for the local algebra Λ′m, we conclude that M
is projective as a Λ′m-module. Therefore, M is projective as an A-module. 
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4. Support varieties
In this section we introduce cohomological support varieties for A-modules. The
proofs of their properties are standard and will be omitted when they are identical
to those existing in the literature.
The cohomology of the quantum elementary abelian group A is
(4.0.4) H∗(A, k) = Ext∗A(k, k)
∼= k[y1, . . . , ym]
as a graded algebra, where deg(yi) = 2. Indeed, let A1 = (k[t]/(t
ℓ))⋊Z/ℓZ, the
algebra A in the case m = 1. The periodic k[t]/(tℓ)-free resolution of k,
(4.0.5) · · ·
·tℓ−1
−−→ k[t]/(tℓ)
·t
−→ k[t]/(tℓ)
·tℓ−1
−−→ k[t]/(tℓ)
·t
−→ k[t]/(tℓ)
ε
−→ k → 0,
becomes an A1-projective resolution by giving k[t]/(t
ℓ) the standard Z/ℓZ-action
g · ti = qiti in even degrees and the shifted Z/ℓZ-action g · ti = qi+1ti in odd
degrees, where g is a generator of Z/ℓZ. The resolution yields H∗(A1, k) ∼= k[y].
The general case is obtained by applying the Ku¨nneth formula.
Recall that H∗(A,M) = Ext∗A(k,M) is an H
∗(A, k)-module under Yoneda com-
position, for any A-module M . To proceed with our geometric constructions, we
will need to establish finite generation of H∗(A,M) over H∗(A, k) whenever M is
finitely generated.
Lemma 4.1. Let M be a finitely generated A-module. Then H∗(A,M) is finitely
generated as an H∗(A, k)-module.
Proof. Since M is finitely generated, we can argue by induction on the length
of its composition series. Hence, it suffices to prove the lemma for simple A-
modules. Let S be such a module. The spectral sequence in cohomology arising
from the sequence of augmented algebras (see, for example, [10, XVI §6]) Λ→ A→
kG yields the isomorphism H∗(A, S) = H∗(Λ, S)G. Let R = H∗(Λ, k), a finitely
generated G-algebra. Since any simple A-module becomes trivial when restricted
to Λ, we conclude that H∗(Λ, S) is a rank 1 free R-module with a compatible
action of G. Since H∗(A, k) = H∗(Λ, k)G = RG, it remains to see that H∗(Λ, S)G
is finitely generated over RG. As the characteristic of k does not divide the order
of G, this is a consequence of the Noether Theorem stating that the Noetherian
k-algebra R is finitely generated over RG (see, for example, [4, 1.3.1]). 
Remark 4.2. We can compute H∗(A, S) explicitly when S is simple, yielding more
insight in our special case. First let m = 1. Let Si be the (one-dimensional) simple
A1-module on which t acts as multiplication by 0 and the generator g of Z/ℓZ acts
as multiplication by qi. Using the resolution (4.0.5), we get
Hn(A1, Si) =
 0, for all n if i 6∈ {0, 1}0, if n is even and i = 1, or if n is odd and i = 0
k, if n is odd and i = 1, or if n is even and i = 0.
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Since the action of the generator y of k[y] ∼= H∗(A1, k) induces a periodicity isomor-
phism, we get that H∗(A1, Si) is a rank 1 free H
∗(A1, k)-module in case i ∈ {0, 1}.
Now if m ≥ 2, a (one-dimensional) simple A-module may be written S = Sχ
for some χ : G→ k×, where any g ∈ G acts as multiplication by χ(g). It may be
factored as Sχ ∼= Sχ1 ⊗ · · · ⊗ Sχm where gj acts trivially on Sχi if i 6= j. We may
similarly factor A ∼= A1 ⊗ · · · ⊗ Am where Ai = (k[Xi]/(X
ℓ
i )) ⋊ 〈gi〉. Apply the
Ku¨nneth Theorem to obtain
H∗(A, Sχ) ∼= H
∗(A1, Sχ1)⊗ · · · ⊗ H
∗(Am, Sχm),
and apply the case m = 1 to each factor. If k = C, this result and Lemma 4.1
follow from [20, Thm. 2.5], since in this case A is isomorphic to the quantized
restricted Borel subalgebra of uq(sl
×m
2 ).
Let M,N be left A-modules. Let I(M,N) be the annihilator of Ext∗A(M,N)
under the action of H∗(A, k) by cup product, equivalent to − ⊗k N followed by
Yoneda composition (see [3, I. Prop. 3.2.1]). Since I(M,N) is a homogeneous
ideal, it defines a projective subvariety of Proj H∗(A, k) ∼= Pm−1. We define
(4.2.1) V cA(M,N) = Proj H
∗(A, k)/I(M,N),
the set of all homogeneous prime ideals of dimension 1 (that is, those ideals not
contained in any homogeneous prime ideal other than H∗>0(A, k)) which contain
I(M,N). If M = N , we write simply I(M) = I(M,M) and V cA(M) = V
c
A(M,M).
Note that
V cA(k) = Proj H
∗(A, k) ∼= Pm−1.
We will denote V cA(k) by V
c
A.
Proposition 4.3. The following properties hold for all finitely generated A-modules
M,N .
(i) V cA(M ⊕N) = V
c
A(M) ∪ V
c
A(N).
(ii) V cA(M) = V
c
A(Ω(M)).
(iii) V cA(M,N) ⊂ V
c
A(M) ∩ V
c
A(N).
(iv) V cA(M) = ∪SV
c
A(S,M), where S runs over all simple A-modules.
(v) V cA(M) = ∅ if, and only if, M is projective.
(vi) V cA(M ⊗N) ⊂ V
c
A(M) ∩ V
c
A(N).
Proof. Arguments from [3, II. §5.7] apply verbatim to prove (i)–(iv).
(v) If M is projective, then ExtnA(M,M) = 0 for all n > 0. Thus, V
c
A(M) = ∅.
Assume V cA(M) = ∅. By (iv), we get V
c
A(S,M) = ∅ for every simple A-module
S. Note that Ext∗A(S,M)
∼= H∗(A, S#⊗M) (see [3, I. §3.1] or the appendix), and
Lemma 4.1 thus implies that this cohomology is finitely generated as an H∗(A, k)-
module. So there exists n0 such that Ext
n
A(S,M) = 0 for any S and any n > n0.
Hence, the minimal injective resolution of M is finite. Since injective A-modules
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are projective, any finite resolution splits. Hence, M is injective, and therefore
projective.
(vi) The action of H∗(A, k) on Ext∗A(M ⊗N,M ⊗N) factors through its action on
Ext∗A(M,M): We may first apply − ⊗M to an n-extension of k by k, and then
apply −⊗N . Thus I(M,M) ⊂ I(M ⊗N,M ⊗N), implying that V cA(M ⊗N) ⊂
V cA(M). On the other hand, since M is finitely generated, we have the adjunction
isomorphism Ext∗A(M ⊗N,M ⊗N)
∼= Ext∗A(M
#⊗M ⊗N,N) (see the appendix).
Thus, V cA(M ⊗ N) = V
c
A(M
# ⊗M ⊗ N,N). The latter is contained in V cA(N) by
(iii). 
Following the original construction by Carlson [9] for finite groups, we introduce
modules Lζ . Let ζ ∈ H
n(A, k) ∼= Hom(Ωn(k), k). Then Lζ is defined to be the
kernel of the corresponding map ζ : Ωn(k) → k. In other words, we have a short
exact sequence
(4.3.1) 0→ Lζ → Ω
n(k)→ k → 0.
Let 〈ζ〉 ⊂ Pm−1 be the projective hypersurface defined by ζ , that is the set of all
homogeneous prime ideals of dimension 1 which contain ζ .
The following result is an adaptation to our situation of [14, 3.3].
Proposition 4.4. V cA(M ⊗ Lζ) = 〈ζ〉 ∩ V
c
A(M).
Proof. Observe that for any M,N , a prime ideal ℘ belongs to V cA(M,N) if and
only if I(M,N) ⊂ ℘ if and only if Ext∗A(M,N)℘ 6= 0.
We first show 〈ζ〉∩V cA(M) ⊂ V
c
A(M⊗Lζ). By Proposition 4.3(iv), V
c
A(M⊗Lζ) =⋃
V cA(S,M ⊗ Lζ) and V
c
A(M) =
⋃
V cA(S,M), where S runs through all simple A-
modules, so it suffices to show that
〈ζ〉 ∩ V cA(S,M) ⊂ V
c
A(S,M ⊗ Lζ)
for any S. Let ℘ be a homogeneous prime ideal in 〈ζ〉 ∩ V cA(S,M), that is
℘ contains the ideal generated by I(S,M) and ζ . We want to show that ℘ ∈
V cA(S,M ⊗ Lζ), that is I(S,M ⊗ Lζ) ⊂ ℘.
Suppose I(S,M ⊗Lζ) 6⊂ ℘. This implies that Ext
∗
A(S,M ⊗Lζ)℘ = 0. Tensoring
the short exact sequence 0 → Lζ → Ω
n(k) → k → 0 with M and applying
Ext∗A(S,−), we get a long exact sequence
. . .→ExtiA(S,M ⊗ Lζ)→Ext
i−n
A (S,M)
ζ
→ExtiA(S,M)
δ
→Exti+1A (S,M ⊗ Lζ)→ . . .
Let z ∈ Exti(S,M). Then δ(z) ∈ Exti+1A (S,M⊗Lζ). Since Ext
i+1
A (S,M⊗Lζ)℘ = 0,
there exists a homogeneous element a 6∈ ℘ such that δ(az) = aδ(z) = 0. More-
over, we can assume that the cohomological degree of a is sufficiently large, so
that deg(a)i > n. The long exact sequence implies that az = ζy for y ∈
Ext
deg(a)i−n
A (S,M). We conclude that
Ext∗A(S,M)℘ = ζ Ext
∗
A(S,M)℘.
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Since ζ ∈ ℘, and Ext∗A(S,M) = Ext
∗
A(k, S
#⊗M) is finitely generated over H∗(A, k)
by Lemma 4.1, Nakayama’s Lemma implies that Ext∗A(S,M)℘ = 0. But this
contradicts the assumption I(S,M) ⊂ ℘. We conclude that I(S,M ⊗ Lζ) ⊂ ℘,
and hence 〈ζ〉 ∩ V cA(S,M) ⊂ V
c
A(S,M ⊗ Lζ).
To prove the opposite inclusion V cA(M ⊗ Lζ) ⊂ 〈ζ〉 ∩ V
c
A(M), it suffices, by
Proposition 4.3(vi), to show that V cA(Lζ) ⊂ 〈ζ〉. Using 4.3(iv) again, we reduce
to showing the inclusion V cA(S, Lζ) ⊂ 〈ζ〉 for any simple A-module S. Thus we
need to show that Ext∗A(S, Lζ)℘ 6= 0 for a prime ideal ℘ ⊂ H
∗(A, k) implies ζ ∈ ℘.
We will prove the converse. Suppose ζ 6∈ ℘. Then multiplication by ζ induces an
isomorphism on Ext∗(S, k)℘ since it is invertible in H
∗(A, k)℘. Since localization
is exact, the short exact sequence (4.3.1) implies that Ext∗(S, Lζ)℘ is the kernel of
the isomorphism ζ : Ext∗(S, k)℘ → Ext
∗+n(S, k)℘. Thus, Ext
∗(S, Lζ)℘ = 0. 
Induction yields the following corollary.
Corollary 4.5. V cA(M ⊗ Lζ1 ⊗ · · · ⊗ Lζi) = 〈ζ1, . . . , ζi〉 ∩ V
c
A(M).
5. Identification of varieties
In this section we will establish an analogue of the Avrunin-Scott Theorem,
identifying the cohomological variety with the rank variety of a module. For
λ ∈ Pm−1 we denote by τ ∗λ : H
∗(A, k) → Hev(k[t]/(tℓ), k) the map induced on
cohomology by τλ : k[t]/(t
ℓ) →֒ A as defined in (2.1.1).
Recall the algebra A˜ = k[X1, . . . , Xm] ⋊ G defined at the beginning of §2. We
have a short exact sequence of augmented algebras
(5.0.1) k[X1, . . . , Xm]
Xi 7→Xℓi−−−−→ A˜→ A
which induces a spectral sequence (see [10, XVI §6])
(5.0.2) H∗(A,H∗(k[X1, . . . , Xm], k))⇒ H
∗(A˜, k).
Lemma 5.1. The transgression map of the E2 page of the spectral sequence (5.0.2)
induces an isomorphism H1(k[X1, . . . , Xm], k) ∼= H
2(A, k).
Proof. We first show that the action of A on H∗(k[X1, . . . , Xm], k) is trivial. Since
this action comes from tensoring the action of each factor (k[Xi]/(X
ℓ
i )) ⋊ Z/ℓZ
of A on the corresponding H∗(k[Xi], k), it suffices to check this for m = 1. Let
A˜1 = k[X ] ⋊ Z/ℓZ, A1 = (k[X ]/(X
ℓ)) ⋊ Z/ℓZ. Let L = k[Xℓ] ⊂ A˜1 denote the
image of k[X ] in A˜1. Since H
i(k[X ], k) = 0 for i > 1 and H0(k[X ], k) = k, the
trivial module, we need only check that the action of A1 on H
1(k[X ], k) is trivial.
The Koszul resolution K∗ : 0 → k[X ]
·X
→ k[X ]
ε
→ k → 0 of k as a k[X ]-module
becomes a resolution as a k[X ] ⋊ Z/ℓZ-module under the action g ◦ X i = qiX i
in degree 0 and g ◦ X i = qi+1X i in degree 1. The spectral sequence (5.0.2) can
be obtained as a Grothendieck spectral sequence associated to the composition of
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functors HomL(−, k) and HomA1(k,−). Hence, the action of A1 on H
∗(L, k) =
Ext∗L(k, k) is induced by the action of A1 on the complex
HomL(K∗, k) : 0← Homk(k[X ]/(X
ℓ), k)
δ
← Homk(k[X ]/(X
ℓ), k)← 0
which, in turn, comes from the diagonal action of A˜1 on Homk(K∗, k) (see the
appendix for the explicit formula). Computation yields that H1(L, k) is generated
by the cocycle f : k[X ]/(Xℓ)→ k specified by the condition f(Xℓ−1) = 1, f(X i) =
0 for i 6= ℓ − 1. We further compute that X ◦ f ∈ Im δ and (g ◦ f)(Xℓ−1) =
f(g−1 ◦Xℓ−1) = f(gℓ−1 ◦ Xℓ−1) = f(qℓXℓ−1) = f(Xℓ−1). Thus, the action of A1
on H1(L, k) is trivial.
Hence, A acts trivially on Hq(k[X1, . . . , Xm], k). Therefore,
E0,q2 = H
q(k[X1, . . . , Xm], k)
A = Hq(k[X1, . . . , Xm], k).
Observe that H1(A˜, k) = 0: We have H1(A˜, k) ∼=
⊕
m
H1(k[t] ⋊ Z/ℓZ, k) by the
Ku¨nneth Theorem. Direct computation with the Koszul resolution K∗ of k shows
that H1(k[t]⋊ Z/ℓZ, k) = 0. Thus H1(A˜, k) = 0 as required.
It follows that E0,13 = E
0,1
∞ = 0, and so Ker d
0,1
2 = 0. Thus
d0,12 : H
1(k[X1, . . . , Xm], k)→ H
2(A, k)
is injective. Since dimk H
2(A, k) = m = dimk H
1(k[X1, . . . , Xm], k), we conclude
that d0,12 is an isomorphism. 
The next lemma establishes that the map τ ∗λ is “essentially surjective” and is
invariant under the G-action on Pm−1. Let I = (X1, X2, . . . , Xm) be the ideal
of A generated by the Xi’s, and let z1, . . . , zm be the basis of (I/I
2)# dual to
X1, . . . , Xm. As before, we denote by yi the generators of H
∗(A, k).
Lemma 5.2. (i) For any λ ∈ Pm−1, τ ∗λ is surjective onto H
ev(k[t]/(tℓ), k) ∼= k[y].
(ii) For any g ∈ G, τ ∗λ = τ
∗
g·λ.
Proof. (i) Let λ = [λ1 : λ2 : · · · : λm] ∈ P
m−1. Lemma 2.1 implies that the follow-
ing diagram is commutative, where both rows are exact sequences of augmented
algebras:
(5.2.1)
k[X1, . . . , Xm]
Xi 7→X
ℓ
i // A˜ // A
k[t]
t7→tℓ //
t7→λℓ
1
X1+···+λℓmXm
OO
k[t] //
t7→λ1X1h1+···+λmXmhm
OO
k[t]/(tℓ)
t→τλ(t)
OO
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The rows of (5.2.1) induce compatible spectral sequences where the edge homo-
morphisms d0,12 are isomorphisms by Lemma 5.1. Thus, we get another commuta-
tive diagram where vertical maps are restrictions.
(5.2.2)
(I/I2)#

H1(k[X1, . . . , Xm], k)

∼ // H2(A, k)
τ∗
λ

((t)/(t2))# H1(k[t], k)
∼ // H2(k[t]/(tℓ), k)
The leftmost column comes from the isomorphism H1(k[X1, . . . , Xm], k) ∼=
Homalg(k[X1, . . . , Xm], k) = Homk(I/I
2, k) = (I/I2)#.
By construction of the diagram (5.2.2), the leftmost vertical map is the dual to
the map induced by t 7→ λℓ1X1 + · · ·+ λ
ℓ
nXn. Thus, it sends zi to λ
ℓ
iz, where z is
the dual basis to t in ((t)/(t2))#. Therefore, the rightmost vertical map sends yi
to λℓiy. Since at least one of λi is nonzero, we conclude that τ
∗
λ is surjective onto
H2(k[t]/(tℓ), k), and thus onto Hev(k[t]/(tℓ), k).
(ii) Let λ′ = g · λ. By the definition (2.4.1) of this action, as qℓ = 1, we have
(λ′i)
ℓ = λℓi for all i. It now follows from the proof of (i) that τ
∗
λ = τ
∗
λ′ . 
The lemma implies that we can define a map
(5.2.3) Ψ : V rA → V
c
A
by sending λ ∈ V rA/G = P
m−1/G to the homogeneous prime ideal Ker(τ ∗λ) of
H∗(A, k). The following proposition is an immediate consequence of Lemma 5.2.
Proposition 5.3. Ψ : V rA → V
c
A is a homeomorphism.
Proof. As V rA
∼= Pm−1/G, first define Ψ˜ : Pm−1 → V cA by
Ψ˜(λ) = Ker(τ ∗λ).
As it is shown in the proof of Lemma 5.2(i), τ ∗λ(yi) = λ
ℓ
iy, where y is the
degree 2 generator of H∗(k[t]/(tℓ), k). Thus, Ker(τ ∗λ) is generated by the elements∑
aiyi ∈ H
2(A, k) such that
∑
aiλ
ℓ
i = 0. We get
Ψ˜(λ) = [λℓ1 : λ
ℓ
2 : · · · : λ
ℓ
m].
Finally, since [λℓ1 : λ
ℓ
2 : · · · : λ
ℓ
m] = [µ
ℓ
1 : µ
ℓ
2 : · · · : µ
ℓ
m] if and only if there exists
g ∈ G such that [λ1 : · · · : λm] = g · [µ1 : · · · : µm], we conclude that Ψ˜ : P
m−1 → V cA
factors through Ψ : V rA → V
c
A and, moreover, that Ψ is a homeomorphism. 
Remark 5.4. The rank variety V rA can be identified with ProjS
∗((I/I2)#)G ∼=
(Proj I/I2)/G = Pm−1/G. The map Ψ is then given by the algebraic map
(5.4.1) ψ : H∗(A, k)→ (S∗((I/I2)#))G,
yi 7→ z
ℓ
i .
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We will need the following observation, which is well-known in the case of cyclic
finite groups ([15, 3.2]). Let y be the degree 2 generator of H∗(k[t]/(tℓ), k). Then
multiplication by y induces an isomorphism
(5.4.2) ·y : Hn(k[t]/(tℓ), N)→ Hn+2(k[t]/(tℓ), N)
for any n > 0 and any k[t]/(tℓ)-module N . To see this, note that by the peri-
odicity of the trivial module k arising from (4.0.5), we have Hn(k[t]/(tℓ), N) ∼=
Hn+2(k[t]/(tℓ), N) for all n > 0. The element y ∈ H2(k[t]/(tℓ), k) corresponds to
the identity map in Homk[t]/(tℓ)(k, k)
∼= Homk[t]/(tℓ)(Ω
2(k), k), and its cup prod-
uct with an element in Hn(k[t]/(tℓ), N) ∼= Homk[t]/(tℓ)(Ω
n(k), N) corresponds to
composition with the identity map from Ωn(k) to Ωn(k).
Now we are able to determine the support varieties of the modules V (λ), which
will be used to obtain a connection between the rank and support varieties of an
arbitrary finitely generated A-module.
Lemma 5.5. V cA(V (λ)) = Ψ(λ).
Proof. Let z ∈ I(k, V (λ)) be a homogeneous element of even degree in the anni-
hilator of Ext∗A(k, V (λ)) in Ext
∗
A(k, k). Since the restriction map
τ ∗λ : Ext
∗
A(k, V (λ))→ Ext
∗
k[t]/(tℓ)(k, V (λ))
is injective by Lemma 2.4, we can choose v ∈ Ext∗A(k, V (λ)) such that τ
∗
λ(v) 6= 0.
Since z ∈ I(k, V (λ)), we conclude that
τ ∗λ(z)τ
∗
λ(v) = τ
∗
λ(zv) = 0.
Due to the isomorphism (5.4.2) and as τ ∗λ(v) 6= 0, we get τ
∗
λ(z) = 0. Thus,
z ∈ Ker(τ ∗λ). Since all elements of I(k, V (λ)) of odd degree are nilpotent and
Ker(τ ∗λ) is a prime ideal, it follows that
I(k, V (λ)) ⊂ Ker(τ ∗λ).
This implies that Ψ(λ) ∈ V cA(k, V (λ)). By Proposition 4.3(iv), V
c
A(k, V (λ)) ⊆
V cA(V (λ)). Therefore Ψ(λ) ∈ V
c
A(V (λ)).
It remains to prove that V cA(V (λ)) ⊂ Ψ(λ). Applying Proposition 4.3(iv) again,
it suffices to show V cA(S, V (λ)) ⊂ Ψ(λ) for any simple A-module S. This, in turn,
will follow from the inclusion Ker(τ ∗λ) ⊂ I(S, V (λ)).
Let S be a simple A-module. We claim that the following diagram commutes:
(5.5.1)
Ext∗A(k, k)
−⊗S //
τ∗
λ
))TTT
T
T
T
T
T
T
T
T
T
T
T
T
Ext∗A(S, S)
τ∗
λ

Ext∗k[t]/(tℓ)(k, k)
Indeed, suppose S = Sχ where χ : G→ k
× is a character, so that each g ∈ G acts as
multiplication by χ(g) and each Xi acts as 0. Under the map −⊗S, an n-extension
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k → Mn−1 → · · · →M0 → k is sent to S →Mn−1⊗S → · · · →M0⊗S → S. The
action of τλ(t) on each module Mi ⊗ S is as
∆(τλ(t)) =
m∑
i=1
λi(Xihi ⊗ hi + gihi ⊗Xihi).
Since Xihi acts by 0 on S, this is the same as the action of
∑m
i=1 λiXihi⊗hi, which
is
∑m
i=1 χ(hi)λiXihi⊗ 1. Thus, when restricted to k[t]/(t
ℓ) via τ ∗λ , the n-extension
is equivalent to k → M ′n−1 → · · · → M
′
0 → k, where M
′
i = Mi as a vector space,
and t acts onM ′i as
∑m
i=1 χ(hi)λiXihi = τλ′(t) with λ
′ = [χ(h1)λ1 : · · · : χ(hm)λm].
Therefore there is a g ∈ G with λ′ = g · λ. By Lemma 5.2(ii), τ ∗λ = τ
∗
λ′, and so the
diagram commutes.
Note that the map −⊗S in fact identifies Ext∗A(k, k) and Ext
∗
A(S, S) as graded
vector spaces: An inverse map is given by −⊗ S# since S ⊗ S# ∼= k.
Consider the following commutative diagram where the vertical arrows are re-
strictions via τλ and horizontal arrows are actions via Yoneda product:
(5.5.2)
Ext∗A(S, S)× Ext
∗
A(S, V (λ))
//
(τ∗
λ
,τ∗
λ
)

Ext∗A(S, V (λ))
τ∗
λ

Ext∗k[t]/(tℓ)(k, k)× Ext
∗
k[t]/(tℓ)(k, V (λ)) // Ext
∗
k[t]/(tℓ)(k, V (λ))
The action of Ext∗A(k, k) on Ext
∗
A(S, V (λ)) factors through the action of Ext
∗
A(S, S)
via −⊗S : Ext∗A(k, k)→ Ext
∗
A(S, S). By Lemma 2.4, the rightmost vertical arrow
of (5.5.2) is injective. Let α ∈ Ker(τ ∗λ) in Ext
∗
A(k, k). Commutativity of (5.5.1)
implies that α⊗ S is also in the kernel of τ ∗λ : Ext
∗
A(S, S)→ Ext
∗
k[t]/(tℓ)(k, k). This
means that for every β ∈ Ext∗A(S, V (λ)), we have τ
∗
λ((α ⊗ S) · β) = 0. As this τ
∗
λ
is injective, this implies (α ⊗ S) · β = 0, that is α ∈ I(S, V (λ)). Since this holds
for any α ∈ Ker(τ ∗λ), we get Ker(τ
∗
λ) ⊂ I(S, V (λ)) as required. 
Finally we use the modules V (λ) and Lζ to prove equivalence of the rank and
support varieties.
Theorem 5.6. Let M be a finitely generated A-module. Then
Ψ(V rA(M)) = V
c
A(M).
Proof. Let λ ∈ V rA(M), where we abuse notation by identifying an element λ ∈
Pm−1 with its G-orbit. Then HomA(V (λ),M) 6= 0 by Lemma 2.5(i). By periodicity
(Lemma 2.3(v)),
Ext2nA (V (λ),M) = HomA(V (λ),M) 6= 0
for every positive integer n. This implies that V cA(V (λ),M) 6= ∅. Indeed, suppose
V cA(V (λ),M) = ∅. Then
√
I(V (λ),M) = H>0(A, k). Note that Ext∗A(V (λ),M)
∼=
H∗(A, V (λ)#⊗M) (see the appendix), and this is a finitely generated module over
20 JULIA PEVTSOVA AND SARAH WITHERSPOON
H∗(A, k) by Lemma 4.1. This implies that ExtnA(V (λ),M) = 0 for all sufficiently
large n, contradicting what we found above. Thus, V cA(V (λ),M) 6= ∅.
Proposition 4.3(iii) and Lemma 5.5 imply that V cA(V (λ),M) ⊂ V
c
A(V (λ)) ∩
V cA(M) = Ψ(λ) ∩ V
c
A(M). Since V
c
A(V (λ),M) 6= ∅, we conclude that Ψ(λ) ⊂
V cA(M). This proves the containment Ψ(V
r
A(M)) ⊆ V
c
A(M).
Now suppose Ψ(λ) ∈ V cA(M). We can find a finite set of homogeneous elements
ζ1, . . . , ζm−1 in H
∗(A, k) (where m− 1 is the projective dimension of V cA) such that
Ψ(λ) =
⋂
〈ζi〉. Letting Lλ = Lζ1⊗· · ·⊗Lζn (see (4.3.1)), Corollary 4.5 implies that
V cA(M⊗Lλ) = Ψ(λ). By the first part of the proof, it follows that V
r
A(M⊗Lλ) ⊂ λ.
Since V cA(M ⊗ Lλ) = Ψ(λ) 6= ∅, Proposition 4.3(v) implies that M ⊗ Lλ is not
projective. Theorem 3.4 implies that V rA(M ⊗ Lλ) 6= ∅. Hence, V
r
A(M ⊗ Lλ) = λ.
For each i, we have a short exact sequence 0→M⊗Lζi →M⊗Ω
n(k)→M → 0
obtained by applying M ⊗ − to (4.3.1). By Proposition 3.3(iv), V rA(M ⊗ Lζi) ⊂
V rA(M)∪V
r
A(M⊗Ω
n(k)). SinceM⊗Ωn(k) ∼= Ωn(M) in the stable module category,
Proposition 3.3(iii) implies that V rA(M ⊗Lζi) ⊂ V
r
A(M). Proceeding by induction,
we conclude that
V rA(M ⊗ Lλ) ⊂ V
r
A(M).
Thus, λ ∈ V rA(M). Since this holds for any λ such that Ψ(λ) ∈ V
c
A(M), we get the
desired inclusion V cA(M) ⊆ Ψ(V
r
A(M)). 
As a consequence of Lemma 5.5 and Theorem 5.6, we may now record the rank
variety of V (λ).
Corollary 5.7. V rA(V (λ)) = {λ}.
6. Varieties for modules of truncated polynomial algebras
Our results have consequences for modules of the truncated polynomial algebra
Λ = k[X1, . . . , Xm]/(X
ℓ
1, . . . , X
ℓ
m), which we give in this section. We define the
rank variety of a Λ-module M by
(6.0.1) V rΛ(M) = V
r
A(M ↑
A),
where the rank variety of the induced A-module M ↑A= A ⊗Λ M is given in
Definition 3.2. Since A is free as a Λ-module, induction from Λ to A is well-
behaved. The rank variety of the trivial Λ-module is Pm−1 since τ(λ) acts trivially
on A⊗Λk, for any λ. We will use the notation V
r
Λ = V
r
Λ(k) = V
r
A(k ↑
A) ∼= Pm−1/G.
Remarks 6.1. (i) An alternative definition of rank varieties for Λ-modules is given
in [7, Rk. 4.7(2)]. We expect that our definition is equivalent to this one, however
we only have a proof that they are equivalent in case ℓ = 2 (see Remark 6.8 below).
(ii) Viewing the A-modules V (λ) = A · τλ(t)
ℓ−1 (see Section 2) as Λ-modules
by restriction, we have the following characterization of the rank variety for a
Λ-module M : V rΛ(M) consists of all λ ∈ P
m−1/G such that HomΛ(V (λ),M) 6= 0
(cf. [12, Lem. 3.7(2) and Defn. 4.1]). This is a consequence of Lemma 2.5(i) since
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the Eckmann-Shapiro Lemma implies that HomA(V (λ),M ↑
A) ∼= HomΛ(V (λ),M)
as a result of an isomorphism between induced and coinduced modules. The
isomorphism HomΛ(A,M) ∼= M ↑
A is given by sending f ∈ HomΛ(A,M) to∑
g∈G g ⊗ f(g
−1). The left A-module structure of HomΛ(A,M) is standard, given
by (a · f)(b) = f(ba) for all a, b ∈ A, f ∈ HomΛ(A,M).
We define the support variety V cΛ(M) using the action of H
∗(Λ, k) = Ext∗Λ(k, k)
on H∗(Λ,M) = Ext∗Λ(k,M) by Yoneda composition. Note that H
∗(Λ, k) is the
tensor product of a symmetric algebra with an exterior algebra, each in m vari-
ables; this may be seen by using (4.0.5) and the Ku¨nneth formula. In particular,
H∗(Λ, k)red ∼= H
∗(A, k). Let H•(Λ, k) denote the subalgebra of H∗(Λ, k) that is the
sum of all even degree components when char k 6= 2, and H•(Λ, k) = H∗(Λ, k)
when char k = 2.
Definition 6.2. Let V cΛ = SpecH
•(Λ, k). For a finitely generated Λ-module M ,
define V cΛ(M) = V
c
Λ(k,M) to be the closed subset of V
c
Λ defined by the annihilator
ideal AnnH•(Λ,k)H
∗(Λ,M).
Remark 6.3. Since Λ does not have a Hopf algebra structure, we cannot consider
the action of H•(Λ, k) on Ext∗Λ(M,M) as it is usually done to define support
varieties when the Hopf algebra structure is present. Nonetheless, since Λ has a
unique trivial module k, Definition 6.2 is parallel to the standard definition in view
of Proposition 4.3(iv).
The map Ψ of (5.2.3) can be identified with a map Ψ : V rΛ → V
c
Λ via V
r
Λ = V
r
A
and V cΛ = V
c
A; the second identification comes from the isomorphism H
∗(Λ, k)red ∼=
H∗(A, k). We will show that Ψ takes the rank variety of a finitely generated Λ-
module to its support variety.
Theorem 6.4. Let M be a finitely generated Λ-module. Then
Ψ(V rΛ(M)) = V
c
Λ(M).
Proof. By the definition (6.0.1) of V rΛ(M) and Theorem 5.6, we need only check
that V cΛ(M) = V
c
A(M ↑
A). By Proposition 4.3(iv) it suffices to show that V cΛ(M) =
V cA(S,M ↑
A) for any simple A-module S. By arguments similar to those in Re-
mark 6.1(ii), Ext∗A(S,M ↑
A) ∼= Ext∗Λ(S,M)
∼= Ext∗Λ(k,M). This is an isomor-
phism of H∗(A, k)-modules where H∗(A, k) acts on Ext∗Λ(k,M) via the embedding
H∗(A, k) →֒ H∗(Λ, k). Since H∗(A, k) = H•(Λ, k)red, the variety of the annihilator
of Ext∗Λ(k,M) is determined by the action of H
∗(A, k). The statement follows. 
We now explain the connection between our results and the work on support
varieties which was done from the point of view of Hochschild cohomology in [13],
[14], [29].
We will show that the rank variety of a Λ-module is also equivalent to its
Hochschild support variety defined as follows via a particular choice of subalgebra
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of the Hochschild cohomology ring HH∗(Λ) = Ext∗Λe(Λ,Λ), where Λ
e = Λ ⊗ Λop.
We use the definition of (Hochschild) support varieties for modules of finite di-
mensional algebras given in [29] and developed further in [14]. Let
H = H∗(A, k).
We will show that H embeds canonically as a subalgebra of HH∗(Λ). To do this,
we will need to consider the following subalgebra of Ae = A⊗ Aop,
D = Λe ⋊ δ(G) =
⊕
g∈G
(Λg ⊗ Λg−1) ⊂ Ae,
where δ(G) = {(g, g−1) | g ∈ G} ∼= G acts on Λe by the left and right actions
induced by the action of G on Λ. Note that D contains the subalgebra δ(A) ∼= A,
where δ(a) =
∑
a1 ⊗ S(a2) (see Lemma 7.1 below). As noted in the proof of
Lemma 7.2, Ae is projective as a right δ(A)-module under multiplication. Note
that Ae = ⊕g∈G((g ⊗ 1)D) as a right δ(A)-module, that is D is a direct summand
of the projective δ(A)-module Ae, and so is projective itself.
Let P• → k be an A-projective resolution of the trivial A-module k. The
isomorphism A ∼= Ae ⊗δ(A) k of A
e-modules given in Lemma 7.1 restricts to an
isomorphism Λ ∼= D ⊗δ(A) k of D-modules. Therefore induction to D yields a
D-projective resolution of the D-module Λ:
· · · → D ⊗δ(A) P1 → D ⊗δ(A) P0 → Λ→ 0.
Induction further to Ae yields an Ae-projective resolution
· · · → Ae ⊗δ(A) P1 → A
e ⊗δ(A) P0 → A→ 0.
Now suppose ξ ∈ Hn(A, k), and identify ξ with a representative A-map ξ : Pn → k.
Induction yields a D-map ξ′ : D ⊗δ(A) Pn → Λ, and further induction yields an
Ae-map ξ′′ : Ae ⊗δ(A) Pn → A. The induction from δ(A) to A
e results in precisely
the embedding of Hn(A, k) into HHn(A) given in Lemma 7.2. Therefore, the
map sending ξ to ξ′ is an embedding of Hn(A, k) into ExtnD(Λ,Λ). Note that
ExtnD(Λ,Λ)
∼= ExtnΛe(Λ,Λ)
G = HHn(Λ)G since the characteristic of k is relatively
prime to the order of G. This provides the embedding of H = H∗(A, k) →֒
HH∗(Λ)G →֒ HH∗(Λ).
Remark 6.5. The embedding H = H∗(A, k) →֒ HH∗(Λ) can be described explicitly
as follows. In case m = 1, identify Λ with k[t]/(tℓ). There is a periodic Λe-free
resolution of Λ:
· · ·
v·
−→ Λe
u·
−→ Λe
v·
−→ Λe
u·
−→ Λe
m
−→ Λ→ 0
where u = t⊗ 1− 1⊗ t and v = tℓ−1⊗ 1+ tℓ−2⊗ t+ · · ·+1⊗ tℓ−1 [33, Exer. 9.1.4].
Using this resolution, one computes HHn(Λ) ∼= Λ/(tℓ−1) and HHn(Λ)G ∼= k for all
n > 0. As Hn(A, k) = k for all even n ≥ 0, and 0 for all odd n > 0, the embedding
H∗(A, k) →֒ HH∗(Λ)G is forced to be an isomorphism onto HH∗(Λ)Gred in case the
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characteristic is not 2. Apply the Ku¨nneth Theorem to obtain the embedding for
all m.
We must verify that Λ and H satisfy the properties required by the theory of
support varieties defined via Hochschild cohomology in [14]: As Λ is local, it is an
indecomposable algebra. The cohomology algebra H = H∗(A, k) is a polynomial
ring in m variables, each of degree 2 (4.0.4), so it is a commutative, noetherian,
graded subalgebra of HH∗(Λ). The assumption H0 = Z(Λ) = Λ does not hold.
However the generators of Λ are nilpotent and so we may consider H to be the
reduced version of the subalgebra of HH∗(Λ) generated by H and Λ, and for the
purpose of defining varieties it suffices just to consider H . Thus H essentially
satisfies assumption (Fg1) of [14]. Since H∗(A, k) ∼= Ext∗Λ(k, k)
G, we get that
Ext∗Λ(k, k) is a finitely generated module over H , however we must check that the
usual action agrees with that defined via the subalgebra D above. To see this,
it suffices to check that (D ⊗δ(A) M) ⊗Λ k ∼= M as Λ-modules, for any A-module
M . Using the techniques of Lemma 7.1, we may write an arbitrary element of
(D ⊗δ(A) M)⊗Λ k as a linear combination of certain elements
a⊗ b⊗m⊗ 1 =
∑
a1 ⊗ ε(a2)b⊗m⊗ 1
=
∑
a1 ⊗ S(a2)a3b⊗m⊗ 1
=
∑
1⊗ a2b⊗ a1m⊗ 1
=
∑
1⊗ 1⊗ a1m⊗ ε(a2b) = 1⊗ 1⊗ ε(b)am⊗ 1
(a, b ∈ A, m ∈ M) since Λ is a left coideal subalgebra of Λ (that is a2b ∈ Λ when
a ⊗ b ∈ D). The desired isomorphism (D ⊗δ(A) M) ⊗Λ k → M is thus given by
a⊗ b⊗m⊗ 1 7→ ε(b)am, with inverse m 7→ 1⊗ 1⊗m⊗ 1. This proves that (Fg2)
of [14] is satisfied.
As in [14, 29] we define the (Hochschild) support variety of a Λ-moduleM , with
respect to H = H∗(A, k), as
(6.5.1) V HΛ (M) = ProjH/AnnH Ext
∗
Λ(M,M)
where the action of H on Ext∗Λ(M,M) is by −⊗Λ M (under the identification of
elements of H with Λe-extensions of Λ by Λ) followed by Yoneda composition. We
next show that V HΛ (M) is homeomorphic to the support variety V
c
Λ(M) given in
Definition 6.2.
Theorem 6.6. Let M be a finitely generated Λ-module. Then
V HΛ (M)
∼= V cΛ(M).
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Proof. It was shown in the proof of Theorem 6.4 that V cΛ(M) = V
c
A(M ↑
A). We
will show here that V cA(M ↑
A) ∼= V HΛ (M). We analyze the following diagram:
H∗(A, k)
−⊗kM↑
A
**UUU
U
U
U
U
U
U
U
U
U
U
U
U
U
U
Ae⊗A−

HH∗(A)
−⊗AM↑
A
// Ext∗A(M ↑
A,M ↑A)
Ext∗D(Λ, A)
∼=
OO
Ext∗Λ(M,M ↑
A)
∼=
OO
HH∗(Λ)G
−⊗ΛM //
OO
Ext∗Λ(M,M)
OO
The lower left arrow going up is defined by applying the isomorphism Ext∗D(Λ,Λ)
∼=
HH∗(Λ)G discussed above and identifying Λ with the D-submodule Λ⋊ 1 of A =
Λ ⋊ G. The lower right arrow going up is defined by identifying M with the
Λ-submodule 1 ⊗ M of M ↑A. The embedding of H∗(A, k) = Ext∗A(k, k) into
HH∗(A) = Ext∗Ae(A,A) in the diagram identifies it with a subalgebra of the image
of HH∗(Λ)G in HH∗(A) as a result of the discussions above on the algebra D.
The top triangle commutes by Lemma 7.3. This implies that the annihilators of
Ext∗A(M ↑
A,M ↑A) in Ext∗A(k, k) and in the subalgebra H of Ext
∗
Ae(A,A) coincide.
We have also seen that H may be identified with a subalgebra of HH∗(Λ)G, com-
patible with these embeddings. Therefore it remains to check commutativity of
the bottom part of the diagram, since the vertical arrows are injections, implying
the appropriate annihilators will coincide. This may be checked directly at the
chain level, using the identification HH∗(Λ)G ∼= Ext∗D(Λ,Λ) given above. 
We have an immediate consequence of Theorems 6.4 and 6.6.
Corollary 6.7. Let M be a finitely generated Λ-module. Then
Ψ(V rΛ(M))
∼= V HΛ (M).
Remark 6.8. In case ℓ = 2, our support varieties for Λ-modules are equivalent to
those defined by Erdmann and Holloway [13] since our choice of H is precisely
HH∗(Λ) modulo nilpotent elements. As a consequence of Corollary 6.7 and the
analogue of the Avrunin-Scott Theorem in [13], our rank varieties for Λ-modules
also coincide with those defined in [13]. In case ℓ > 2, we expect our rank varieties
for Λ-modules to coincide with those defined by Benson, Erdmann, and Holloway
[7, Rk. 4.7(2)], but the cohomological techniques are not yet available in this case
and so perhaps a different approach is needed.
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7. Appendix
Hochschild cohomology of Hopf algebras. Here we allow A to be any Hopf
algebra over the field k, and record some general results. In particular, we give
connections between the cohomology H∗(A, k) and the Hochschild cohomology
HH∗(A) = ExtAe(A,A), where A
e = A ⊗ Aop acts on A by left and right multi-
plication. An embedding of H∗(A, k) into HH∗(A) is deduced by Ginzburg and
Kumar [20, Prop. 5.6 and Cor. 5.6]. Here we give an explicit map expressing such
an embedding at the chain level and the resulting connections between actions on
Ext∗A(M,M) where M is an A-module (see Lemma 7.3).
Lemma 7.1. There is an isomorphism of Ae-modules A ∼= (Ae) ⊗A k, where A
is embedded as a subalgebra of Ae via the map δ : A → Ae defined by δ(a) =∑
a1 ⊗ S(a2).
Proof. First note that δ is indeed injective as π ◦ δ = id where the linear map
π : Ae → A is defined by π(a⊗b) = a ε(b). As S is an algebra anti-homomorphism,
δ is an algebra homomorphism. Next define f : Ae⊗A k → A by f(a⊗ b⊗ 1) = ab
and g : A → Ae ⊗A k by g(a) = a ⊗ 1 ⊗ 1. We check that f and g are inverse
maps: f ◦ g(a) = f(a⊗ 1⊗ 1) = a for all a ∈ A, and
g ◦ f(a⊗ b⊗ 1) = ab⊗ 1⊗ 1
=
∑
ab1 ⊗ ε(b2)⊗ 1
=
∑
ab1 ⊗ S(b2)b3 ⊗ 1
=
∑
a⊗ b2 ⊗ ε(b1) = a⊗ b⊗ 1,
for all a, b ∈ A. Similar calculations show that f and g are both Ae-module
homomorphisms. 
We will next recall some homological properties of modules for a Hopf algebra.
For proofs, see [3, I. §3.1]. Let U be a projective left (respectively, right) A-
module, and V any left (respectively, right) A-module. Then V ⊗U is a projective
left (respectively, right) A-module. If V,W are left A-modules, then Homk(V,W )
is a left A-module under the action (a · f)(v) =
∑
a2 · f(S(a1) · v). In this way,
Homk(V,W ) ∼= V
# ⊗W as A-modules, where V # = Homk(V, k) is an A-module
similarly, with k taking the trivial action of A. If U , V , andW are left A-modules,
then there is a natural isomorphism Homk(V ⊗ U,W ) ∼= Homk(U, V
# ⊗ W ) of
A-modules. This restricts to a natural isomorphism of vector spaces HomA(V ⊗
U,W ) ∼= HomA(U, V
# ⊗W ), further inducing an isomorphism of graded vector
spaces
Ext∗A(V ⊗ U,W )
∼= Ext∗A(U, V
# ⊗W ).
Similar results hold if U, V,W are right A-modules, where Homk(V,W ) is a right
A-module under the action (f · a)(v) =
∑
f(v · S(a1)) · a2. It is helpful to view
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HomA(U, V ) as the subspace of A-invariant elements of Homk(U, V ), that is as
(Homk(U, V ))
A = {f ∈ Homk(U, V ) | a · f = ε(a)f for all a ∈ A},
equivalent by a straightforward computation [34, Lem. 1].
We will consider A to be a left A-module under the left adjoint action, that is
if a, b ∈ A,
a · b =
∑
a1bS(a2).
Denote this A-module by Aad.
Lemma 7.2. Assume the antipode S is bijective. There is an isomorphism of
graded algebras HH∗(A) ∼= H∗(A,Aad). This induces an embedding of H∗(A, k)
into HH∗(A).
Proof. As S is bijective, it may be checked that S : A → Aop is an isomor-
phism of right A-modules, where A acts on the right by multiplication on A
and by multiplication by S(A) on Aop. This yields an isomorphism of right A-
modules A ⊗ A → A ⊗ Aop = Ae. Now A ⊗ A is projective as it is a tensor
product of projective modules. Thus Ae is a projective A-module, the action of
A being multiplication by δ(A). We may therefore apply the Eckmann-Shapiro
Lemma, together with Lemma 7.1, to obtain an isomorphism of vector spaces
Ext∗A(k, A
ad) ∼= Ext∗Ae(A,A). This is in fact an isomorphism of algebras. (The
correspondence of cup products follows from a generalization of the proof of [28,
Prop. 3.1] from group algebras to Hopf algebras. See also [20, §5.6].) Note that
the trivial module k is a direct summand of Aad, with complement the augmen-
tation ideal Ker(ε). This results in identification of H∗(A, k) = Ext∗A(k, k) with a
subalgebra of HH∗(A) = Ext∗Ae(A,A). By construction, this identification is given
explicitly by the map Ae ⊗A − on extensions. 
The next lemma gives the connection between actions on Ext∗A(M,M) that is
used in Section 6.
Lemma 7.3. Assume the antipode S is bijective. Let M be a finitely generated
left A-module. Then the following diagram commutes:
H∗(A, k)
−⊗kM
))SSS
S
S
S
S
S
S
S
S
S
S
S
Ae⊗A−

HH∗(A)
−⊗AM // Ext∗A(M,M)
Proof. The leftmost map Ae⊗A− is induced by the diagonal embedding δ : A→ A
e
defined in Lemma 7.1. The bottommost map involves right multiplication of Ae
by A ∼= 1⊗ A. Note that −⊗A M does indeed take n-extensions to n-extensions:
We may assume all modules in an n-extension of A by A as Ae-modules are free
over A. Then −⊗A M takes such an exact sequence to another exact sequence.
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Now suppose 0→ k → Pn → · · · → P1 → k → 0 is an n-extension of A-modules
representing an element of Hn(A, k). For each i, define k-linear maps
fi : (A
e ⊗A Pi)⊗A M → Pi ⊗k M
gi : Pi ⊗k M → (A
e ⊗A Pi)⊗A M
by fi(a ⊗ b ⊗ p ⊗ m) =
∑
a1p ⊗ a2bm and gi(p ⊗ m) = 1 ⊗ 1 ⊗ p ⊗ m ∈ (A ⊗
Aop)⊗A Pi ⊗A M . Then clearly fi ◦ gi = id. On the other hand,
gi ◦ fi(a⊗ b⊗ p⊗m) =
∑
1⊗ 1⊗ a1p⊗ a2bm
=
∑
a1 ⊗ S(a2)⊗ p⊗ a3bm
=
∑
a1 ⊗ S(a2)a3b⊗ p⊗m
=
∑
a1 ⊗ ε(a2)b⊗ p⊗m = a⊗ b⊗ p⊗m.
Therefore fi and gi are inverse maps. We check that gi is an A-map (fi is easier
and is left to the reader):
gi(a · (p⊗m)) = gi(
∑
a1p⊗ a2m)
=
∑
1⊗ 1⊗ a1p⊗ a2m
=
∑
a1 ⊗ S(a2)⊗ p⊗ a3m
=
∑
a1 ⊗ S(a2)a3 ⊗ p⊗m
= a⊗ 1⊗ p⊗m = a · gi(p⊗m).
It is straightforward to check that the fi, gi are chain maps. Therefore an n-
extension of A-modules k by k is taken to the same extension of M by M , either
way around the diagram. 
Computational lemma. The following result is needed in the proof of Lemma
2.4. Let A = Λ ⋊ G as in Section 2, and recall the notation τλ(t) =
∑m
i=1 λiXihi
where λ = (λ1, . . . , λm) ∈ k
m. If S is a simple A-module, let eS be the primitive
central idempotent of kG corresponding to S.
Lemma 7.4. Let a ∈ A, λ ∈ km \ {0}, and S a simple A-module. If τλ(t)a = 0
and aτλ(t)
ℓ−1 is a scalar multiple of eSX
ℓ−1
1 · · ·X
ℓ−1
m , then aτλ(t)
ℓ−1 = 0.
Proof. Write a =
∑
0≤ai,bi≤ℓ−1
αa1,...,am,b1,...,bmX
a1
1 · · ·X
am
m g
b1
1 · · · g
bm
m for some scalars
αa1,...,am,b1,...,bm ∈ k. Assume without loss of generality that λ1 = 1. We use a
q-multinomial formula for τλ(t)
ℓ−1, which may be obtained from the q-binomial
formula (stated in the proof of Lemma 2.1) and induction on m. We need the
notation (
n
s1, . . . , sm
)
q
=
(n)q!
(s1)q! · · · (sm)q!
.
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Assuming τλ(t)a = 0 and λ1 = 1,
0 = τλ(t)
ℓ−1a
=
 ∑
0≤si≤ℓ−1
s1+···+sm=ℓ−1
(
ℓ− 1
s1, . . . , sm
)
q
λs22 · · ·λ
sm
m X
s1
1 · · ·X
sm
m h
s1
1 · · ·h
sm
m
 ·
( ∑
0≤ai,bi≤ℓ−1
αa1,...,am,b1,...,bmX
a1
1 · · ·X
am
m g
b1
1 · · · g
bm
m
)
=
∑
0≤si≤ℓ−1
s1+···+sm=ℓ−1
∑
0≤ai,bi≤ℓ−1
αa1,...,am,b1,...,bm
(
ℓ− 1
s1, . . . , sm
)
q
λs22 · · ·λ
sm
m ·
qa1s2+(a1+a2)s3+···+(a1+···+am−1)smXa1+s11 · · ·X
am+sm
m g
b1+s2+···+sm
1 · · · g
bm
m
=
∑
0≤ai,bi≤ℓ−1
 ∑
0≤si≤ℓ−1
s1+···+sm=ℓ−1
αa1−s1,...,am−sm,b1−s2−···−sm,...,bm
(
ℓ− 1
s1, . . . , sm
)
q
λs22 · · ·λ
sm
m ·
q(a1−s1)s2+(a1+a2−s1−s2)s3+···+(a1+···+am−1−s1−···−sm−1)sm
)
Xa11 · · ·X
am
m g
b1
1 · · · g
bm
m ,
where we define αa1,...,am,b1,...,bm = 0 if any one of a1, . . . , am is negative. Each
coefficient is thus 0, that is
(7.4.1) 0 =
∑
0≤si≤ℓ−1
s1+···+sm=ℓ−1
αa1−s1,··· ,am−sm,b1−s2−···−sm,··· ,bm
(
ℓ− 1
s1, · · · , sm
)
q
λs22 · · ·λ
sm
m ·
q(a1−s1)s2+(a1+a2−s1−s2)s3+···+(a1+···+am−1−s1−···−sm−1)sm.
By similar calculations we have
aτλ(t)
ℓ−1 =
∑
0≤ai,bi≤ℓ−1
 ∑
0≤si≤ℓ−1
s1+···+sm=ℓ−1
αa1−s1,...,am−sm,b1−s2−···−sm,...,bm
(
ℓ− 1
s1, . . . , sm
)
q
·
λs22 · · ·λ
sm
m q
(b1−s2−···−sm)s1+···+bmsm
)
Xa11 · · ·X
am
m g
b1
1 · · · g
bm
m .
If this were a nonzero element of keSX
ℓ−1
1 · · ·X
ℓ−1
m , then for anym-tuple (b1, . . . , bm),
the coefficient of Xℓ−11 · · ·X
ℓ−1
m g
b1
1 · · · g
bm
m would be nonzero, that is
(7.4.2) 0 6=
∑
0≤si≤ℓ−1
s1+···+sm=ℓ−1
αℓ−1−s1,...,ℓ−1−sm,b1−s2−···−sm,··· ,bm
(
ℓ− 1
s1, . . . , sm
)
q
λs22 · · ·λ
sm
m ·
q(b1−s2−···−sm)s1+···+bmsm .
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Letting a1 = · · · = am = ℓ−1 in (7.4.1) and comparing with (7.4.2), we claim that
we may choose (b1, . . . , bm) so that these coefficients are equal, a contradiction:
We will find a solution to
q(ℓ−1−s1)s2+···+((m−1)(ℓ−1)−s1−···−sm−1)sm = q(b1−s2−···−sm)s1+···+bmsm .
This equation is equivalent to q−s2−2s3−···−(m−1)sm = qb1s1+···+bmsm, which has solu-
tion b1 = 0, b2 = −1, . . . , bm = −(m− 1). Thus if aτλ(t)
ℓ−1 is a scalar multiple of
eSX
ℓ−1
1 · · ·X
ℓ−1
m , it must be 0. 
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