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WAVE-FRONT SETS RELATED TO QUASI-ANALYTIC
GEVREY SEQUENCES
STEVAN PILIPOVIĆ AND JOACHIM TOFT
Abstract. Quasi-analytic wave-front sets of distributions which
correspond to the Gevrey sequence p!s, s ∈ [1/2, 1) are defined and
investigated. The propagation of singularities are deduced by con-
sidering sequences of Gaussian windowed short-time Fourier trans-
forms of distributions which are modifications of the original distri-
butions by suitable restriction-extension techniques. Basic micro-
local properties of the new wave-fronts are thereafter established.
0. Introduction
In the literature it seems to be no (local) wave-front sets which detect
heavier singularities than singularities involved in the analytic wave-
front set, while there are different kinds of wave-front sets detecting
milder singularities. For example, ifWFA(f),WFt(f), t > 1 andWF (f)
are the wave-front sets of a suitable (ultra-)distribution f with respect
to analyticity, Gevrey class E t and smoothness, respectively, it is well-
known that
WF (f) ⊆WFt(f) ⊆WFA(f).
Here E t(X), t > 1, is the Roumeu space of ultra-differentiable func-
tions which correspond to the Gevrey sequence p!t. (See also Section
1 for notations.) We refer to [1, 3, 9, 10, 12, 13, 20, 24, 28] for the spaces
of non-quasi-analytic and quasi-analytic ultradifferentiable functions.
Note that WFt(f) agrees to wave-front sets WFL(f) of Section 8.4
in [10], with Lp = p
t when t ≥ 1. In particular, if t = 1, then
WFt(f) = WFA(f).
Let us mention that the analysis of various wave-fronts local and
global, both defined by Hörmander, and their applications for distri-
butions and ultradistributons, has been given in many papers [4–7,11,
14, 17, 24, 28, 29]. Note that the homogeneous wave-front set, used and
studied in [15–19,23], is equivalent to the Gabor wave front as well as
to the global one of Hörmander, recently was studied in [25] and after
that by [2, 8, 26, 27]. We also refer to our references [7, 20–22].
Actually, we will not compare wave-fronts or consider some spe-
cific application as it is done in many of cited papers, especially for
the Schrödinger equations. In this paper we define the wave-front set
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WF s(f), s ∈ [1/2, 1), for f ∈ D ′(Rd). This is done by restricting f to
a ball around x0 (fres = f|L(B(x0,r)), and then, by the appropriate esti-
mate of the sequence of short-time Fourier transforms (VφNf
rex)(x0, ξ),
N ∈ N, ξ belongs to a cone Γ. Here φN = e−| · |2/(4N) and f rex denotes
an appropriate extension of fres. Our definition extends the notion of
ultra-distribution wave-fronts for s = t > 1 and can be accommodated
in order to extend the notion of the analytic wave-front in the case
s = 1 (see Remark 1.10).
We establish basic properties for the wave-front sets for s ∈ [1/2, 1).
Moreover, we introduce a subspace Es0,∞(Rd) of the space of Gevrey
ultradifferenciable functions Es(Rd), and analyze the local regularity
of an f ∈ D ′(Rd) with respect to both spaces. We have
singsupps f ⊂ π1(WFs(f)), (0.1)
where π1 is the projection π1(x, ξ) = x from R
2d to Rd. Considering
the local singularities with respect to Es0,∞, we have
π1(WFs(f)) ⊂ singsupp∞,sf. (0.2)
We also show that the wave-front set of f ∈ D ′(Rd) decreases with
the differentiation as well as with the multiplication by a function from
Es0,∞(Rd), s ∈ [1/2, 1). For the former property we assume additionally
that the Fourier transform of f is a polynomially bounded locally inte-
grable function. Consequently, the wave-front sets here can be applied
on problems involving partial differential equations.
We prove the basic estimate of the propagation of the wave-front,
s ∈ [1/2, 1) related to a distribution f and a differential operator with
constant coefficients P (D):
WFs(P (D)f) ⊆WFs(f) ⊆WF (s, P, f) ∪ Char(P ),
where, WF (s, P, f) is a suitable set determined by by the regularity
of P (D)(f rex) and the polynomial growth of the Fourier transform of
f rex.
1. Gevrey wave-fronts
In general it is a difficult task to examine wave-front properties of
Gevrey regularity of order s, when s < 1, since the presence of suitable
compactly supported functions of such regularity are absent. In this
section we introduce a new approach in this case, based on a suitable
restriction-extension technique for the involved distributions.
Before the definition of the wave-front sets, we introduce some no-
tations. In what follows we let F be the Fourier transform on S ′(Rd)
which takes the form
f̂(ξ) = (Ff)(ξ) ≡ (2π)−d/2
∫
Rd
f(x)e−i〈x,ξ〉 dx
2
when f ∈ S (Rd). In particular, if
Ex0,N(x) = e
−|x−x0|2/(4N), x ∈ Rd, N ∈ Z+, (1.1)
then
(F−1E−x0,N)(ξ) = (FEx0,N)(ξ)
= (2N)d/2e−i
√
2N〈x0,ξ〉e−N |ξ|
2
, ξ ∈ Rd, (1.2)
and note that
(2π)−d/2(FEx0,N)(ξ) =
Nd/2e−i
√
2N〈x0,ξ〉e−N |ξ|
2
πd/2
→ e−|x0|2/2δ(ξ)
as N →∞ with convergence in S ′(Rd). Here and in what follows, Z+
denotes the positive integers, and N = Z+ ∪ {0}. For conveniency we
set EN = E0,N .
Remark 1.1. Recall that the d-dimensinal Hermite polynomial of order
α ∈ Nd is given by
Hα(x) = (−1)|α|e|x|2∂α(e−|x|2), x ∈ Rd.
We have
e−|x|
2/2|Hα(x)| .
(
2
e
)|α|/2
αα/2, x ∈ Rd, α ∈ Nd.
This implies
e|x|
2/8N |E(α)N (x)| . (e
√
N)−|α|αα/2, x ∈ Rd, |α| ≤ N ∈ Z+. (1.3)
Especially, we have
|E(α)N (x)| . (e
√
N)−|α|αα/2, x ∈ Rd, |α| ≤ N ∈ Z+. (1.4)
Remark 1.2. For future references we note that for any l > 0 there
exists cl > 0 such that
‖〈ξ〉lÊN (ξ)‖L1 < cl, N ∈ Z+.
Definition 1.3. Let X, Y ⊆ Rd be open, f ∈ D ′(X) and g ∈ D ′(Y ).
Then g is called f -related at x0 ∈ X
⋂
Y , if f = g in an open neigh-
borhood of x0. The notation f ∼x0 g is used when g is f -related at
x0.
Evidently, ∼x0 in the previous definition is an equivalence relation.
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1.1. The definition of the wave-front. We now give the definition
of regular points and wave-front sets with respect to the Gevrey class
s ∈ [1/2, 1). Here and in what follows we let 〈ξ〉 = (1 + |ξ|2)1/2.
Definition 1.4. Let s ∈ [1/2, 1), X ⊆ Rd be open, f ∈ D ′(X), x0 ∈ X
and ξ0 ∈ Rd \ {0}. Then (x0, ξ0) is called a Gevrey regular point of
order s for f , if for some g ∈ S ′(Rd), an open cone Γ of ξ0, C > 0 and
N0 ∈ Z+ such that f ∼x0 g and
|(F(g Ex0,N))(ξ)| ≤
Cn+1nsn
〈ξ〉n when ξ ∈ Γ, n ≤ N, (1.5)
for every integer N ≥ N0.
The complement of the set of Gevrey regular points in Rd×(R\{0})
is denoted by WFs(f) and is called the s-wave-front set of f .
Remark 1.5. Clearly, with the same asumptions, (1.5) implies that for
every k ∈ N,
|(F(g Ex0,kN))(ξ)| ≤
Cn+1nsn
〈ξ〉n when ξ ∈ Γ, n ≤ N, (1.6)
The following result shows that the condition n ≤ N in (1.5) can be
replaced by n ≤ N +N1 for any fixed integer N0 ≥ 0.
Lemma 1.6. Let s ∈ [1/2, 1), x0 ∈ Rd, g ∈ S ′(Rd), g ∈ S ′(Rd),
Γ ⊆ Rd \ 0 be an open cone, N1 ≥ 0 be an integer and let N0 ∈ Z+.
Then the following conditions are equivalent:
(1) there is a constant C > 0 such that (1.5) holds for every integer
N ≥ N0;
(2) there is a constant C > 0 such that
|(F(g Ex0,N))(ξ)| ≤
Cn+1nsn
〈ξ〉n when ξ ∈ Γ, n ≤ N +N1, (1.5)
′
holds for every integer N ≥ N0.
Proof. It is clear that (2) implies (1). In order to prove the reversed
inclusion we only consider the case when x0 = 0 and N1 = 1. The
general case follows by similar arguments and is left for the reader.
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We need to prove that if (1) holds, then (2) holds in the case n =
N + 1. If (1) holds, then
|(F(g EN))(ξ)| = |(F(g EN+1EN(N+1)))(ξ)|
. (N(N + 1))d/2
∫
|(F(g EN+1))(ξ − η)|e−N(N+1)|η|2 dη
. CN1 (N + 1)
s(N+1)
(
1 +
∫
|η|≥1
〈ξ − η〉−N−1e−N(N+1)|η|2 dη
)
≤ 2
N+1CN1 (N + 1)
s(N+1)
〈ξ〉N+1
(
1 +
∫
|η|≥1
|η|N+1e−N(N+1)|η|2 dη
)
.
CN2 N
sN
〈ξ〉N+1
(
1 +
∫
|η|≥1
|η|N+1e−N(N+1)|η|2 dη
)
≍ C
N
2 N
sN
〈ξ〉N+1
(
1 + Γ((N + d+ 1)/2)(N(N + 1))−(N+d+1)/2
)
.
CN2 N
sN
〈ξ〉N+1 ,
for some positive constants C1 > 0 and C2 > 0. Hence (2) follows. 
In several results later on, we need that additionally g in Definition
1.4 could be chosen such that
‖ĝ(ξ)〈ξ〉−N‖L∞ <∞ for some N > 0. (1.7)
Example 1.7. Let g(x) = e−a|x|
2
, x ∈ Rd. Then
F(g(x)EN(x))(ξ) = ( 2N
4aN + 1
)d/2e−
N
4Na+1
|ξ|2, ξ ∈ Rd.
One can simply show that (1.4) holds in any cone. We have the similar
conclusion for x0 6= 0.
Example 1.8. Let fn be a sequence of entire functions over C and
{sn}n∈Z+ be a strictly decreasing sequence in [1/2, 1) tending to 1/2
as n → ∞. Let the sequence of restriction of fn on R satisfy fn ∈
Ssnsn (R)\Ssn+1sn+1 (Rd), where Ssnsn (R) are Gelfand Shilov spaces. Denote by
χn the characteristic function of the set (−n,−n+1)∪(n−1, n), n ∈ Z+.
Put f =
∑∞
n=1 χnfn and gn = fn, n ∈ Z+. Then, f ∼x0 gn for every
x0 ∈ (−n,−n+1)∪(n−1, n). Since gn ∈ Ssnsn (R\([−n+1, n−1]∪In)),
where
In = {n,−n, n+ 1,−n− 1, ..., n+ k,−n− k, ...},
we obtain that
WFsn(f) ⊂
([− n + 1, n− 1] ∪ In)×Rd \ {0}, n ∈ Z+.
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Example 1.9. Let f be a distribution on R such that
f̂(ξ) =
{
e−ξ
2/2, ξ ≥ 0,
1, ξ < 0.
Then,
f(x) =
√
π
2
δ(x) +
1
2iπ
vp
1
x
+ (
√
π
2
δ(x)− 1
2iπ
vp
1
x
) ∗ e−x2/2
Put g(x) = f(x), x ∈ R. Clearly, f ∼x0 g for every x0 ∈ R. Moreover,
ĝ ∗ Êx0,N(ξ) = 2N1/2e−i(2N)
1/2x0ξ(
∫ 0
−∞
e−N(ξ−η)
2
+
∫ ∞
0
e−η
2/4e−N(ξ−η)
2
)
and, one can see that for every x0 ∈ R, (x0, ξ) ∈ WFs(f) when ξ < 0,
while (x0, ξ) /∈ WFs(f) when ξ > 0, for every s ≥ 1/2.
Consider x0 6= 0. Then we can also take f ∼x0 g0, where
g0(x) =
1
2iπ
vp
1
x
+ (
√
π
2
δ(x)− 1
2iπ
vp
1
x
) ∗ e−x2/2 (1.8)
since it is equal to f in every neighbourhood of x0 not containing zero.
The "bad" part is vp 1
x
has the Fourier transform
F(vp1
x
)(ξ) = −i
√
π
2
sgn ξ,
which, in convolution with e−Nξ
2
can not be estimated as in (1.5),
neither for ξ < 0 nor for ξ > 0. The convolution part of g0 in (1.8) may
not compensate the growth of the "bad" part for ξ < 0 or ξ > 0, as
well.
Remark 1.10. In the case t > 1, f ∈ D(Rd), the product of f and any
cut-of function κ , with a sufficiently small support, belonging to the
space of ultra-differentiable functions D t(Rd), equals one in a neigh-
borhood of x0, is a suitable extension leading to the same definition of
WFt(f).
Remark 1.11. In the case s = 1, for the analytic wave-front one has
to use a suitable sequence of gN ∈ S ′(Rd), n ∈ N+, such that (1.5)
should be changed into
|F(gN)(ξ)| = |〈gN , e−i〈 · ,ξ〉〉| ≤ C
n+1nsn
〈ξ〉n ,
ξ ∈ Γ, n ≤ N,N0 < N ∈ Z+,
where gN = fκN , and κN is a sequence of compactly supported smooth
functions equals one in a neighborhood of x0 such that for some C > 0,
|κ(α)N (x)| ≤ (CN)|α|, x ∈ Rd, |α| ≤ N,
see (8.4.5) in [10, Section 8.4].
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Remark 1.12. Let (x0, ξ0) /∈ WFs(f). If y ∈ B(x0, r) and η ∈ Γ, then
(y, η) /∈ WFs(f). Thus, WFs(f) is a closed set of Rd × (Rd \ {0}).
1.2. Basic properties. The next result links the s-wave-front sets to
Gevrey regularity of order s ≥ 1/2.
Proposition 1.13. Let s ∈ [1/2, 1), X ⊆ Rd be open, f ∈ D ′(X)
and x0 ∈ X. Assume that there are k ∈ Z+, N0 ∈ Z+, C > 0 and
g ∈ S ′(Rd) such that f ∼x0 g and
|(F(gEx0,N))(ξ)| ≤
Cn+1nsn
〈ξ〉n , ξ ∈ R
d, n ≤ N, (1.9)
for every N ≥ N0. Then
sup
x∈U
|D(α)f(x)| ≤ C |α|+1α!s, α ∈ Nd, (1.10)
for some open neighborhood U of x0.
Proof. We only prove the result in the case when N0 = 1, x0 = 0. The
general case follows by similar arguments and is left for the reader.
We have f = g on U = Br(0) for some choice of r > 0. Let α ∈ Nd,
x ∈ U and let C1 > C. Then
sup
α∈Nd
(
C |α|+d+1(|α|+ d+ 1)!s
C
|α|
1 |α|!s
)
<∞, (1.11)
and
|Dα(f(x)EN (x))| = |Dα(g(x)EN(x))| . I1 + I2,
where
I1 =
∣∣∣∣∫|ξ|≤1 ξα(F(gEN))(ξ)ei〈x,ξ〉 dξ
∣∣∣∣
and
I2 =
∣∣∣∣∫|ξ|≥1 ξα(F(gEN))(ξ)ei〈x,ξ〉 dξ
∣∣∣∣ .
By (1.9) we get
I1 ≤ C, α ∈ Nd.
In order to estimate I2 we let n = |α|+ d + 1 and let N > n. Then
(1.11) gives
I2 ≤ Cn+1n!s
∫
|ξ|≥1
|ξ||α|−n dξ,
which implies that
‖Dα(gEN)‖L∞(U) ≤ C |α|+d+11 (|α|+ d+ 1)!s ≤ C |α|+12 |α|s|α|, |α| ≤ N,
for some positive constants C1 and C2. Letting N →∞, the left-hand
side converges to ‖Dαg‖L∞(U) = ‖Dαf‖L∞(U), and (1.10) follows. 
We also consider spaces as in the following definition.
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Definition 1.14. Let s ≥ 1
2
. Then,
(1) Es0,∞(Rd) consists of all ϕ ∈ C∞(Rd) such that ϕ̂ ∈ L∞(Rd), α ∈
N
d, and
‖ϕ‖Es
0,∞,h
≡ sup
α∈Nd
h|α|‖〈ξ〉|α|ϕ̂(ξ)‖L∞(Rd)
α!s
<∞, (1.12)
for some h > 0;
(2) Es∞(Rd) consists of all ϕ ∈ C∞(Rd) such that
‖ϕ‖Es∞,h ≡ sup
α∈Nd
h|α|‖ϕ(α)‖L∞(Rd)
α!s
<∞. (1.13)
for some h > 0;
If A and B are topological spaces, then A → B means that A ⊆ B
and that the injection map from A to B is continuous, while A →֒ B
additionally means that A is dense in B.
Proposition 1.15. Let s ≥ 1
2
. Then Es0,∞(Rd) →֒ Es∞(Rd)→ Es(Rd).
Proof. The second embedding is an immediate consequence of the def-
inition. Let ϕ ∈ Es0,∞(Rd). By (1.12) and the fact that |α|! ≤ d|α|α! we
have, with suitable h1 > 0,
hα|ϕ(α)(x)|
α!s
≤
∫
h
|α|+d+1
1 |ϕ̂(ξ)|〈ξ〉|α|+d+1
|α|!s+d+1
dξ
〈ξ〉d+1 <∞. 
Let δN = (π
−1N)d/2e−N |ξ|
2
, N ∈ N and θ ∈ Es∞(Rd). Then θN = δN ∗
θ is a sequence in Es0,∞(Rd) which converges to θ in Es∞(Rd) as N →∞.
For the proof we have to use the fact that ||δN ||L1(Rd) = 1, N ∈ N and
||(δN ∗ θ)(α)||L1(Rd) ≤ ||δN ||L1(Rd)||θ(α)||L∞(Rd)
and
||〈ξ〉|α|δ̂N ∗ θ||L∞(Rd) = ||F−1(δN ∗ θ)(α)||L∞(Rd) ≤ c||(δN ∗ θ)(α)||L1(Rd).
We have now the following wave-front result.
Proposition 1.16. Let f ∈ D ′(Rd), P be a polynomial on Rd, and let
ϕ ∈ Es0,∞(Rd). Then the following is true:
(1) if (x0, ξ0) /∈ WFs(f) and f ∼x0 g for some g ∈ S ′(Rd) such that
(1.7) holds, then (x0, ξ0) /∈ WFs(ϕf).
(2) WFs(P (D)f) ⊆WFs(f).
Proof. Assume that f is Gevrey s-regular at (x0, ξ0) ∈ Rd× (Rd \{0}),
and choose g ∈ S ′(Rd) such that f ∼x0 g and (1.7) hold. We shall prove
that (x0, ξ0) /∈ WFs(ϕf) and (x0, ξ0) /∈ WFs(P (D)f). We only prove
these relations in the case x0 = 0 and k = N0 = 1 in Definition 1.4.
The general case follows by similar arguments and is left for the reader.
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(1) We have (0, ξ0) /∈ WFs(f). We shall apply the standard technique
as in [10, Lemma 8.1.1]. Let Γ be an open cone such that ξ0 ∈ Γ and
that (1.5) holds, and let Γ1 ⊆ Γ ∪ {0} be a closed cone with ξ0 as an
interior point. Then with a suitable c ∈ (0, 1),
ξ ∈ Γ1, |ξ| > 1 and |ξ − η| ≤ c|ξ| ⇒ η ∈ Γ,
|ξ − η| ≤ c|ξ| ⇒ |ξ| ≤ (1− c)−1|η|.
(1.14)
We have
(F(ϕgEN))(ξ) = I1(ξ) + I2(ξ),
where
I1(ξ) =
∫
|ξ−η|≤c|ξ|
ϕ̂(ξ − η)(F(gEN))(η) dη, I2(ξ) =
∫
|η|≥c|ξ|
ϕ̂(η)(F(gEN))(ξ − η) dη
and ξ ∈ Γ1 ⊂ Γ. We need to estimate |I1(ξ)| and I2(ξ) and start with
the former one.
We have
sup
ξ∈Γ1
|ξ|nI1(ξ) ≤ sup
ξ∈Γ1
|ξ|n sup
|ξ−η|≤c|ξ|
|(F(gEN))(η)|
∫
|ϕ̂(ξ − η)| dη
≤ C1(1− c)−n sup
η∈Γ
|η|n|(F(gEN))(η)| ≤ Cn+1nsn, n ≤ N. (1.15)
Here the second inequality follows from the fact that |ξ| ≤ (1− c)−1|η|
when |ξ − η| ≤ c|ξ|.
Next, we estimate |I2(ξ)|. By (1.7) we get
‖〈ξ〉−lF(gEN)(ξ)‖L∞ ≤ ‖(〈ξ〉−l(Fg)(ξ)) ∗ (〈ξ〉lÊN (ξ))‖L∞
≤ ‖〈ξ〉−l(Fg)(ξ)‖L∞‖〈ξ〉lÊN (ξ)‖L1 <∞. (1.16)
Let n ≤ N . It follows from (1.9), (1.16) and the assumptions on ϕ
that if C > 0 is chosen large enough, then∣∣∣∣ |ξ|nCn+1n!s I2(ξ)
∣∣∣∣ ≤ ∫|η|≥c|ξ| |η
nϕ̂(η)|
Cn+1n!s
〈ξ−η〉l〈ξ−η〉−l|(F(gEN))(ξ−η)| dη
≤ C1
∫
|η|≥c|ξ|
|ηnϕ̂(η)|
Cn+1n!s
〈η〉l+d+1 dη〈η〉d+1
≤ C2 sup
|η|>c|ξ|
( |ηn+rϕ̂(η)|
Cn+1n!s
)
<∞,
where r > l + d+ 1, for some constants C1 and C2. This gives
|I2(ξ)| ≤ C
n+1nsn
|ξ|n , ξ ∈ Γ1, n ≤ N (1.17)
for some constant C > 0. The assertion now follows by combining
(1.15) and (1.17).
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(2) The assertion follows if we prove (0, ξ) /∈ WFs(∂xkf), 1 ≤ k ≤ d.
Let ξ ∈ R \ {0}. We have
F((∂xkg)EN)(ξ) = iξkF(gEN)(ξ)−
1
2N
F(xkgEN)(ξ). (1.18)
We estimate the terms on the right-hand side separately.
In view of Lemma 1.6, the first term in the right-hand side of (1.18)
can be estimated as
|iξkF(gEN)(ξ)| ≤ C
n+1nsn
〈ξ〉n−1 .
Cn1 (n− 1)s(n−1)
〈ξ〉n−1 , ξ ∈ Γ, n ≤ N + 1,
for some constants C and C1. Hence
|iξkF(gEN)(ξ)| ≤ C
n+1nsn
〈ξ〉n , ξ ∈ Γ, n ≤ N, (1.19)
for some constant C.
Differentiating (1.2), using that
|F(xkEN )(ξ)| = |∂ξkF(EN)(ξ)|, ξ ∈ Rd,
and taking
√
Nξ as new variables of integration we obtain
1
2N
∫
|F(xkEN )(ξ)| dξ = C1
∫
ξke
−N |ξ|2Nd/2 dξ ≤ C2N−1/2 ≤ C2,
for some constants C1 and C2. Hence, substituting N by 2N we get
1
2N
∫
|F(xkE2N )(ξ)| dξ < C,
where C is independent of N . Thus, if Γ1 and Γ are the same as in
the first part of the proof, it follows from that part that for the second
therm in (1.18) we have, using in the end (1.6),
sup
ξ∈Γ1
( 〈ξ〉n
Cn+1n!s
|F(g(∂xkEN))(ξ)|
)
1
2N
sup
ξ∈Γ1
( 〈ξ〉n
Cn+1n!s
||F(gE2N)| ∗ |F(∂xkE2N)|(ξ)|
)
≤ sup
ξ∈Γ
( 〈ξ〉n
Cn+1n!s
|F(gE2N)(ξ)|
)
1
2N
∫
|F(xkE2N ))(ξ)| dξ < C, n ≤ N.
where C > 0 is a suitable constant not depending on n and N , and the
assertion follows. 
2. Local regularity
Proposition 2.1. Let U ⊆ Rd be open, x0 ∈ U , f ∈∈ D ′(U), and
assume that g ∈ Es0,∞(Rd) be such that f ∼x0 g. Then there exists C > 0
such that (1.9) holds for F(gEN).
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Proof. Let n ≤ N ∈ Rd. Then
sup
ξ∈Rd
|〈ξ〉n(F(gEN))(ξ)| ≤ sup
ξ∈Rd
|〈ξ〉nĝ(ξ)|‖〈ξ〉nÊN(ξ)‖L1(Rd),
and the result follows from the fact that ‖〈ξ〉nÊN (ξ)‖L1(Rd) < c, for
some c which is independent of n and N . 
As a consequence we have the following. Here singsupp∞,sf is the
set of points x ∈ Rd such that it does not exist any g ∈ Es0,∞(Rd) such
that f ∼x0 g.
Corollary 2.2. Let U be open and x0 ∈ U , f ∈ D ′(U) and g ∈
Es0,∞(Rd) be such that f ∼x0 g. Then (x0, ξ) /∈ WFs(f), for any ξ ∈
R
d \ {0}. In particular, (0.2) holds.
Definition 1.4 and the compactness of the sphere Sd−1 imply the next
proposition.
Proposition 2.3. Let f ∈ D ′(Rd) and x0 ∈ Rd be such that (x0, ξ) /∈
WFs(f) for every ξ ∈ Rd\{0}. Then there exists an open neighbourhood
U of x0 such that f
∣∣
U
∈ Es(U).
Now, we compare the projections of these sets with the singular
support with respect to Es.
Theorem 2.4. Let s ∈ [1/2, 1), f ∈ D ′(Rd), K ⊆ Rd be compact, and
let F be a closed cone. If WF s(f) ∩ (K × F ) = ∅. Then there exist
an open set U , an open cone Γ and g ∈ S ′ such that f = g on U ,
K × F ⊂ U × Γ and for some C > 0,
|(F(gEN))(ξ)| ≤ Cn+1 n!
s
〈ξ〉n , ξ ∈ Γ, n ≤ N ∈ N. (2.1)
Proof. Let K = {x0}, ξ0 ∈ F = Γξ0 be a closed conic neighbourhood of
ξ0 contained in an open cone Γ0 such that (1.5) holds in Γ0.
For the sake of simplicity, assume x0 = 0 and N0 = 1. We conclude
the assertion in the case K = {x0}, F = Γξ0 , U = B(x0, r) and Γ = Γ0.
Let K = {x0} and F be a closed cone. We note that the intersection
of F with the unit sphere is compact. Hence we may choose a finite
number of balls, B(x0, rx0,ξj), closed cones Γξj compactly included in
open cones Γj , j = 1, . . . , k ((1.5) holds in Γj), then take for U the
intersection of open balls, and for Γ, Γ ≡ ⋃kj=1 Γj.
Finally, sinceK is compact, we may coverK by finite number of open
balls Bxk , k = 1, . . . , m, and repeat the procedure for every ball. 
The following result links the singsupps with th s-wave-front set.
Theorem 2.5. Let s ∈ [1/2, 1) and f ∈ D ′(Rd). Then (0.1) holds.
Proof. Assume that (x0, ξ0) /∈ WFs(f) for all ξ0 ∈ Rd \ 0. Then there is
a neighborhood U of x0 such that WFs(f)∩ (U ×Rd) = ∅ and g ∈ S ′
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equal to f on U . As before, we only consider the case when x0 = 0,
k = 1 and N0 = 1. Then
|(F(gEN))(ξ)| ≤ C
n+1n!s
〈ξ〉n , ξ ∈ R
d, n ≤ N, N ∈ Z+, (2.2)
holds for some C > 0. By Proposition 1.13, we conclude that g ∈
Es(Rd). That is, 0 6∈ singsupps f . 
The next statement is a straight-forward consequence of the defini-
tion and previous results.
Proposition 2.6. Let s ∈ (0, 1], f ∈ D ′(Rd) and 1/2 ≤ s1 < s2 ≤ 1.
Then WFs2(f) ⊂WFs1(f).
3. Wave-front of P (D)f = h
Let Dα = (−i)|α|∂α1+...+αd/(∂α1x1 ...∂αdxd ), P (D) =
∑
|α|≤m aαD
α be a
differential operator with constant coefficients, Pm(ξ) =
∑
|α|=m aαξ
α
its principal symbol, and f ∈ D ′(Rd). Recall, Char(P ) is defined by
Char(P ) = {(ξ) ∈ T ∗(X) \ 0, Pm(ξ) 6= 0}.
Definition 3.1. The set Reg(s, P, f) consists of all points (x0, ξ0) ∈
R
d×(Rd\{0}) such that for some v ∈ S ′(Rd), the following conditions
hold true:
(1) f ∼x0 g and (1.7) holds true;
(2) for some open conical neighborhood Γ of ξ0, some N0 ∈ Z+ and
C > 0, (1.5) holds with P (D)g in place of g, for every N ≥ N0.
The complement of Reg(s, P, f) is denoted by WF (s, P, f).
Evidently, WF (s, P, f) is a closed set.
Remark 3.2. The assumption (3.2) is needed in the proof of the next
theorem and it is an open problem whether this theorem holds in a
more general case.
Theorem 3.3. Let P (D) be a differential operator with constant coef-
ficients and f ∈ D ′(Rd). Then, for s ∈ [1/2, 1),
WFs(P (D)f) ⊂WFs(f) ⊂WF (s, P, f) ∪ Char(P ). (3.1)
Remark 3.4. Let A > and PA(D) =
1
A
P (D). We can simply conclude
that (3.1) holds for P (D) if and only if it holds for PA(D). This remark
will be important in the proof which is to follow when we need to have
that r0 =
∑
|α|≤m |aα| is enough small. This will be explained in the
proof.
Proof. Assume that (x0, ξ0) does not belong to the right-hand side of
(3.1) i.e. there exist a neighbourhood U of x0 and an open conic neigh-
bourhood Γ of ξ0 in R
n \ {0} such that
Pm(ξ) 6= 0 in Γ, (U × Γ) ∩WF (s, P, f) = ∅. (3.2)
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We assume that x0 = 0. We use the notation P (D)g = h such that g
satisfies (1.7) and consequently h satisfies (1.7), with another exponent
and with h in place of g. Moreover, h satisfies (1.5).
We will follow the proof of Theorem 8.6.1 in [10]. However, we make
several important modifications which makes this proof different from
that of quoted theorem in [10].
We consider equation
(tP (D)ϕ)(x, ξ) = EN(x)e
−i〈x,ξ〉, x, ξ ∈ Rd, N ∈ Z+. (3.3)
With
ϕ(x, ξ) = w(x)e−i〈x,ξ〉/Pm(ξ), x, ξ ∈ Rd,
as in [10], one pass to an equation of the form
w − Rw = EN , R = R1 + · · ·+Rm, (3.4)
where |ξ|jRj is a differential operator of order less than or equal to j and
homogeneous of degree zero with respect to ξ when ξ ∈ Γ, j = 1, . . . , m.
Formally, a solution should have a form w =
∑∞
j=0R
jEN .
Let x, ξ ∈ Rd and
wN(x, ξ) =
2N−m−1∑
p=0
∑
j1+···+jk=p
(Rj1 · · ·RjkEN)(x, ξ), N ∈ Z+, (3.5)
where the composition Rj1 · · ·Rjk with j1 + · · ·+ jk = p has the form
Rj1 · · ·Rjk = |ξ|−p
∑
|α|≤p
bα∂
α
x . (3.6)
For the indices j1, . . . , jk, we introduce the set
JN =
⋃
k≥1
{ (j1, . . . , jk) ∈ Nk ; j2 + · · ·+ jk < N ≤ j1 + j2 + · · ·+ jk }.
Then
wN − RwN = EN −
∑
j1,...,jk∈J2N−m
Rj1 · · ·RjkEN . (3.7)
By (3.7) we have
tP (D)(e−i〈x,ξ〉wN(x, ξ)/Pm(ξ)) = e−i〈x,ξ〉(EN(x)− eN(x, ξ)),
where
eN(x, ξ) =
∑
j1,...,jk∈J2N−m
(Rj1 · · ·RjkEN)(x, ξ). (3.8)
Then
F(gEN)(ξ)
= F(g · eN ( · , ξ))(ξ) + 〈he−i〈 · ,ξ〉, wN( · , ξ)/Pm(ξ)〉, ξ ∈ Rd.
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We need to estimate eN and begin with estimating σp, the number of
operators Rj1 · · ·Rjk , j1+ · · ·+ jk = p of the form (3.6). More precisely,
we have to find out the number of presentations
p = j1 + · · ·+ jk, ji ∈ {1, . . . , m}, i = 1, . . . , k
with k ≤ p. Here k = p when ji = 1, i = 1, . . . , p. One can find that
(with suitable c > 0)
σp ≤
(
2p− 1
p
)
−
(
2p− 2m− 3
p−m− 1
)
≍ 1
2
(
4p√
πp
− 4
p−m√
π(p−m)
)
≤ c4p. (3.9)
Let us explain this rough estimate. The number of p units can be
divided into p boxes by
(
2p−1
p
)
ways but if one of boxes, at least, has
m + 1 units this possibility should be subtracted. One has
(
2p−2m−3
p−m−1
)
such possibilities.
The summation over the set of indices in (3.8), can be estimated by
the number of terms in (3.8) multiplied by the maximal one.
Next we estimate the number s of terms in (3.8). If p = 2N −m− i,
i = 1, . . . , m − 1, with application of Rj1 on Rj2 · · ·Rjk , one can rich
one of the members of the sum in (3.8). The choice of j1 depends on
i but the number of such j1 is less than m(m − 1)/2. Thus, by (3.9),
and with another constant c, we have
s ≤ c42N−m. (3.10)
With the similar argument we estimate S, the number of terms in wN :
S ≤ c42N−m, (3.11)
for some other constant c.
With the notation of Remark (3.4), we have
|ξ|p|Rj1 · · ·RjkEN(x)| ≤ crp0 sup
|α|≤p
|∂αxEN (x)|, x ∈ Rd. (3.12)
Thus, (3.10) and (1.3) imply
|ξ|2N−m|eN(x, ξ)|
≤ c(4r0)2N−m( 1
e
√
N
)2N−m(2N −m)(2N−m)/2e−|x|2/(8N).
Now we use Remark(3.4). From the early begining we should assume
that r0 is so small so that 4r0/e < 1.Below, we will give one more
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condition on r0. With this, we have
|eN(x, ξ)| ≤ c|ξ|−2N+m
(
4r0
e
)2N−m
e−|x|
2/(8N)
≤ c|ξ|−2N+me−|x|2/(8N) (3.13)
By differentiating eN(x, ξ) with respect to x and taking the Fourier
transform with respect to x, it follows that if s = d + 1 if d is odd or
s = d+ 2, if s is even, then there exists C > 0 such that
sup
η∈Rd
∣∣(1 + |η|2)s/2(FeN,ξ)(η)∣∣ ≤ C〈ξ〉−2N+m, ξ ∈ Rd, (3.14)
where eN,ξ(x) = eN(x, ξ) is considered as a function in x, parameterized
by N and ξ.
In order to give more details we write
(1−∆)s/2 =
∑
|β|≤s
cβ∂
β
x ,
and let K =
∑
|β|≤s |cβ|. Then, by (3.8), (3.11) and (3.14)
|ξ|p|(1−∆)s/2eN (x, ξ)|
≤
∑
|β|≤s
|cβ|
∑
j1,j2,··· ,jk∈J2N−m
|(Rj1 · · ·Rjk∂βxEN )(x, ξ)|
≤ K
∑
j1,j2,··· ,jk∈J2N−m
crp0 sup
|α|≤p,|β|≤s
|∂α+βx EN(x)|, x ∈ Rd
≤ cK(4r0)2N−m( 1
e
√
N
)2N−m+s(2N −m+ s)(2N−m+s)/2e−|x|2/(8N).
Now, by the determined assumption on r0, we have
4r0
√
2N −m− s
e
√
N
≤ 1,
and obtain (3.14).
By similar arguments it follows that (3.14) holds true also with the L1
norm on the left hand side, provided the constant C has been replaced
by a larger one if necessary.
Since g satisfies (1.7), we have
|〈g, e−i〈 · ,ξ〉eN ( · , ξ)〉| = |(ĝ ∗ êN,ξ)(ξ)|, ξ ∈ Rd,
and
|〈g, e−i〈x,ξ〉eN〉| ≤ c〈ξ〉−2N+l+m.
Thus, for N0 = l +m, we have
|〈g, e−i〈 · ,ξ〉eN,ξ〉| ≤ C
n+1nsn
〈ξ〉n , ξ ∈ R
d, n ≤ N, N > N0. (3.15)
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which is the searched estimate.
Similarly concerning estimate of eN , by (1.3), (3.5) and (3.11), we
may conclude that∣∣∣∣DαxwN(x, ξ)Pm(ξ)
∣∣∣∣ ≤ c〈ξ〉−2Ne− |x|28N , x, ξ ∈ Rd, |α| ≤ s
and, for s = d+ 1 or s = d+ 2 there exists C > 0 such that
|Pm(ξ)|−1‖ŵN,ξ · 〈 · 〉s‖L1(Rd) ≤ C〈ξ〉−2N , ξ ∈ Rd. (3.16)
We shall estimate ∣∣∣∣ŵN(x, ξ)Pm(ξ) F(hEN)(ξ)
∣∣∣∣
by using similar arguments as in the proof of Proposition 1.16. More
precisely, let Γ1 ⊂⊂ Γ. Then (1.14) holds. We have∣∣∣∣ŵNPm ∗ (F(hEN))(ξ)
∣∣∣∣ ≤ I1(ξ) + I2(ξ),
where
I1(ξ) ≡
∫
|η|≤c|ξ|
∣∣∣∣ŵN(η, ξ)Pm(ξ)
∣∣∣∣ |(F(hEN))(ξ − η)| dη
and
I2(ξ) ≡
∫
|η|>c|ξ|
∣∣∣∣ŵN(η, ξ)Pm(ξ)
∣∣∣∣ |(F(hEN))(ξ − η)| dη
For I1 we have
I1(ξ) ≤ sup
|η−ξ|<c|ξ|
|(F(hEN))(η)|
∫
|ξ−η|≤c|ξ|
∣∣∣∣ŵN(ξ − η, ξ)Pm(ξ)
∣∣∣∣ dη.
Let n ≤ N . The estimate (1.5) for F(hEN)(ξ − η), (3.16) and (1.14)
imply
I1(ξ)|ξ|n
≤ (1− c)−d sup
η∈Γ
|(F(hEN))(η)||η|d
∫
|η|≥(1−c)|ξ|
∣∣∣∣ŵN(ξ − η, ξ)Pm(ξ)
∣∣∣∣ dη
≤ Cn+1nsn, n ≤ N, N > N0, ξ ∈ Γ1, |ξ| > 1. (3.17)
In order to estimate I2 we use
|(F(hEN))(ξ)| ≤ C〈ξ〉l, ξ ∈ Rd.∫
|η|>c|ξ|
∣∣∣∣ŵN(η, ξ)Pm(η, ξ)
∣∣∣∣ |(F(hEN))(ξ − η)| dη ≤
≤
∫
|η|>c|ξ|
〈ξ〉l〈η〉l
∣∣∣∣ŵN(η, ξ)Pm(η, ξ)
∣∣∣∣ |〈ξ − η〉−l(F(hEN))(ξ − η)| dη
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≤ C
∫
|η|>c|ξ|
((1 + c−1)l〈η〉2l
∣∣∣∣ŵN(η, ξ)Pm(η, ξ)
∣∣∣∣ dη,
where we have used the fact that |η| > c|ξ| implies |ξ−η| ≤ (1+c−1)|η|.
Let n < N. Then
〈ξ〉n
∫
|η|>c|ξ|
∣∣∣∣ŵN(η, ξ)Pm(η, ξ)
∣∣∣∣ |(F(hEN))(ξ − η)| dη
≤ C〈ξ〉n
∫
Rd
〈η〉2l
∣∣∣∣ŵN(η, ξ)Pm(η, ξ)
∣∣∣∣ dη.
By similar arguments as in Remark 1.2 we get
〈ξ〉n
∫
|η|>c|ξ|
∣∣∣∣ŵN(η, ξ)Pm(η, ξ)
∣∣∣∣ |(F(hEN))(ξ − η)| dη.
≤ Cn+1nsn〈ξ〉n−2N , ξ ∈ Rd, n < N, N > N0. (3.18)
The result now follows from (3.15), (3.17), and (3.18). 
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