With every (strict or normal) unital endomorphism of the algebra of all adjointable operators on a Hilbert module there is associated a correspondence (that is, a Hilbert bimodule) such that the endomorphism can be recovered as amplification of the identity representation with that correspondence. In these notes we show the converse of this statement in the case of full W * -correspondences by establishing that every W * -correspondence is Morita equivalent to one that has a unit vector. (This, actually, means that every discrete product system of full W * -correspondences comes from a discrete E 0 -semigroup.) Taking into account the duality between a von Neumann correspondence (that is, a W * -correspondence over a von Neumann algebra) and its commutant, we furnish a different proof of Hirshberg's recent result that C * -correspondences (with faithful left action) admit a (faithful) essential (that is, nondegenerate) representation on a Hilbert space, and we add that for W * -correspondences this representation can be chosen normal.
correspondence E ϑ = E * ⊙ ϑ E [2] from B to B (or over B). Here E * is the dual correspondence from B to B a (E) of E equipped with module actions bx * a := (a * xb * ) * and inner product x * , y * := xy * , while E = ϑ E is viewed as a correspondence from B a (E) to B with left action of B a (E) via ϑ.
The key points in the representation theory are that E ⊙ E * = K(E) as correspondences from B a (E) to B a (E) [3] (via the isomorphism x ⊙ y → xy * ) and that ϑ E can also be viewed as a correspondence from K(E) to B. (The critical issue, nondegeneracy of the left action of K(E), follows because ϑ is assumed strict so that a bounded approximate unit of K(E) formed by finite-rank operators [4] converges strictly to id E .) Therefore,
as correspondence from B a (E) to B, that is, a ⊙ id E ϑ = ϑ(a) (a ∈ B a (E)). An explizit isomorphism is given by
We observe that the range ideal B E := span E, E of E and of E ϑ necessarily coincide.
Also, the left action of B E on E ϑ is already nondegenerate. It is not difficult to show that E ϑ is the unique (up to unique isomorphism) correspondence over B E that generates ϑ via an isomorphism E = E ⊙ E ϑ as amplification ϑ(a) = a ⊙ id E ϑ and that every other correspondence over B that does so must contain E ϑ (in a canonical way); see [MSS04] . In particular, if E is full [5] , then E ϑ is the unique correspondence over B generating ϑ.
The whole construction can be modified easily to a normal unital endomorphism of the W * -algebra B a (E) when E is a W * -module. [6] In this case, the tensor product ⊙ is replaced by the tensor product⊙ s of W * -correspondences [7] . Then E ϑ = E * ⊙s ϑ E is a W * -correspondence [2] The tensor product E ⊙ F of a correspondence E from A to B and a correspondence F from B to C is the unique correspondence from A to C that is generated by elementary tensors x ⊙ y with inner product x ⊙ y, x ′ ⊙ y ′ = y, x, x ′ y ′ . A correspondence from A to B is just a Hilbert A-B-module, that is, a Hilbert B-module with a nondegenerate(!) representation of A by adjointable operators on E. The term correspondence is now standard for Hilbert bimodules (motivated by the idea of a correspondence from a set A to a set B as a generalized mapping). It has notational advantages, but it certainly obstructs a clear capture of other useful meanings of the word 'correspondence'. Not necessarily standard is the requirment of nondegeneracy for the left action. But the reader will note that everywhere in these note it is indispensable that A acts a neutral element under tensor product from the left. [3] Every closed ideal I in a C * -algebra B (in particular, B itself) can be viewed as a correspondence from B to B with the natural bimodule action of B and with inner product i, i * := i * i ′ . [4] The algebra of finite rank operators is F(E) := span{xy * : x, y ∈ E}. [5] A Hilbert B-module is full, if B E = B.
[6] A W * -module is a Hilbert module E over a W * -algebra B that is self-dual, i.e., every bounded right-linear mapping Φ : E → B has the form Φ(x) = y, x for a (unique) y ∈ E. [7] A W * -correspondence from a W * -algebra A to a W * -algebra B is a correspondence from A to B, that is, a over B such that E = E⊙ s E ϑ via the isomorphism defined by the same Equation ( * ) and as a W * -correspondence over B E s it is determined uniquely by ϑ.
It is the goal of these notes to show the converse of the construction of a correspondence from a unital endomorphism in the W * -case: We will refer to this theorem as the main theorem.
As we explain in Section 1, this implies also that a discrete product system (that is, a product system indexed by N 0 ) of W * -correspondences can be derived from an E 0 -semigroup on some B a (F). Indeed, we will prove the main theorem by an analysis of the whole E 0 -semigroup
and its relation with product systems of correspondences (Skeide [Ske02] ), dilations of that has a unital unit (Theorem 4.5). This theorem holds also, when the product system and the E 0 -semigroup are indexed by R + . In the discrete case existence of a unital unit just means that F = F 1 contains a unit vector.
It is a typical feature in the construction of dilations of a single mapping that a dilation of that mapping is, actually, a dilation of the whole semigroup generated by that mapping. In these notes we dilate a correspondence to an endomorphism by, acutally, dilating the (discrete) product system generated by the correspondence to an E 0 -semigroup. Therefore, it is has some point to think of E 0 -semigroups as dilations of product systems. So Arveson's statement in [Arv89] that every Arveson system (that is, a product systems of Hilbert spaces or, equivalently, of correspondences over C) stems from an E 0 -semigroup on B(H) can be stated as "every
Arveson system admits a dilation".
In Section 5 we proof the main theorem by showing that every (strongly) full W * -correspondence is Morita equivalent to one that has a unit vector. For the construction of that correspondence with a unit vector we need Lemmata 2.2 and 3.2 which assert that given a full Hilbert W * -module over B such that the left action of A is normal. The tensor product of W * -correspondences E and F is the unique minimal self-dual extension of the correspondence E ⊙ F according to Paschke [Pas73] . This self-dual extension can be obtained considerably more easily, namely as a strong closure in an operator space, if we pass to von Neumann modules; see Section 6. In this sense, by s we will indicate strong closure, although the reader who wishes this may think of σ-weak closure with respect to a suitably chosen pre-dual. Also, we will always consider strong limits of nets, but they may conveniently be replaced by (possibly different) nets that converge σ-weakly.
module over a unital C * -algebra or a (strongly) full W * -module, then a direct sum of a suitable number of copies has a unit vector.
Then, in Section 6, we recall the duality between a von Neumann correspondence E (that is, a W * -correspondence over a von Neumann algebra) and its commutant E ′ as described in In Section 7 we indicate some implications of the main theorem and of Section 6 to the continuous case. In Section 8 we illustrate the abstract constructions in an example.
A note on footnotes. We apologize for the exstensive use of footnotes in the beginning of this introduction. They contain definitions the expert surely will now (maybe, except the convention on nondegenerate left actions) and that would disturb the presentation of the argument too much.
However, as we wish to be comprehensive also for the nonexpert in Hilbert modules, we decided to add the basic definitions in form of footnotes.
Acknowledgements. We wish to express our gratitude to P. 1 Prerequisits on E 0 -semigroups, product systems and dila-
tions of CP-semigroups
In this section we recall the construction from Skeide [Ske02] of a product system from an E 0 -semigroup on B a (E) based on existence of a unit vector in E and put it into perspective with the new construction from Muhly, Skeide and Solel [MSS04] as sketched in the introduction.
Then we discuss the relation with units, CP-semigroups and the construction of dilations of CP-semigroups as described in Bhat and Skeide [BS00] .
Let E be a Hilbert module over a C * -algebra B and let ϑ = ϑ t t∈T be a strict E 0 -semigroup
, that is, a semigroup of unital endomorphisms ϑ t of B a (E) that are strict. T is either the set of nonnegative integers N 0 = {0, 1, . . .} or the set of nonnegative reals R + = [0, ∞). (We are mainly interested in the discrete case T = N 0 but there is no reason to restrict the discussion to that case. The only exception regards existence of units; see below.)
For every t > 0 denote by E t := E * ⊙ ϑ t E the correspondence over B generating the endomorphism ϑ t via the isomorphism E = E ⊙ E t described by ( * ). We extend the definition to t = 0 by putting E 0 = B. (If E is full, then this is automatic.) The E t form a product system
Suppose now that B is unital and that E has a unit vector ξ (that is, ξ, ξ = 1 so that, in particular E is full). Then we may identify E t with the submodule ϑ t (ξξ * )E of E when equipped with the left action bx :
where we write ⊙ t in order to indicate that we speak about an elementary tensor in E * ⊙ ϑ t E.
(To see that the inverse is really surjective, write
This is the way how we determined in Skeide [Ske02] the product system of an E 0 -semigroup (when E has a unit vector) generalizing Bhat's construction in [Bha96] of the Arveson system
of an E 0 -semigroup on B(H) (where existence of a unit vector is not a problem).
The family j = j t t∈T with j t (b) = ϑ t (ξbξ * ) of (usually nonunital) representations of B on E is, clearly, covariant with respect to ϑ, that is, ϑ s • j t = j s+t . Such a family is called a weak Markov flow (or process), if there is a (necessarily unital) CP-semigroup T = T t t∈T on B (a semigroup of completely positive mappings
Bhat and Parsarathy [BP94, Bha99] and [BS00] . Equivalently, j is a weak Markov flow, if the
. By [Ske02] this happens, if and only the family of projections j t (1) is increasing. In this case, ξ t = ϑ t (ξξ * )ξ = ξ is contained in all E t and, moreover, ξ s ⊙ ξ t = ξ s+t and ξ 0 = 1, that is, the family ξ ⊙ = E t t∈T defines a unit for E ⊙ . This unit is unital, that is, all ξ t are unit vectors.
Under the preceding conditions the construction is reversible (see [BS00, Ske02] for details) and this reversion is what we need. More prececisely, let E ⊙ be a product system of correspondences over B and let ξ ⊙ be a unital unit for E ⊙ . By ξ s ⊙ id E t : x t → ξ s ⊙ x t we define isometric (right linear but, usually, not bilinear) embeddings E t → E s+t . These embeddings form an inductive system so that we may construct the (completed) inductive limit E ∞ = lim ind t→∞ E t .
The factorization property of the product system E ⊙ turns over to E ∞ , that is
. This E 0 -semigroup is a dilation of the CP-semigroup T defined by T t (b) := ξ t , bξ t and the product system and unit as constructed in the preceding paragraph give back E ⊙ and ξ ⊙ . Moreover, if E ⊙ and ξ ⊙ are product system and unit constructed from an arbitrary weak dilation of T on E as in the preceding paragraph, then E ∞ = E, if and only if the dilation is primary, that is, if
1.1 Observation. We summarize the parts relevant for our problem. If E = E 1 is a correspondence over B with a unit vector ξ = ξ 1 , then E ⊙ = E n n∈N 0 with E n := E ⊙n is a (discrete) product system and ξ ⊙ = ξ n n∈N 0 with ξ n := ξ ⊙n a unital unit. The inductive limit E ∞ over that unit carries a strict E 0 -semigroup ϑ = ϑ n n∈N 0 with ϑ n (a) = a ⊙ id E n whose product system is E ⊙ . In particular, E = E 1 occurs as the correspondence of the unital strict endomorphism ϑ 1 of
All results have analogues for W * -modules replacing strict mappings with normal (or σ-weak) mappings and the tensor product of C * -correspondences with that of W * -correspondences.
Unit vectors in Hilbert modules
In this section we discuss when full Hilbert modules over unital C * -algebras have unit vectors. In particular, we show that even if there is no unit vector, then a finite direct sum will admit a unit vector. What we actually need for the proof our main theorem is the version for W * -modules which we discuss in the following section. But the result in this section is simple, allows to illustrate the problems free from technical ballast, motivates the following section and, finally, has some consequences in proving statements about finitely generated modules that are independent from the rest of the paper.
Of course, a Hilbert module E over a unital C * -algebra B that is not full cannot have unit vectors. But also if E is full this does not necessarily imply existence of unit vectors. way to argue is to observe that every nonzero inner product x, y is a rank-one operator in M 2 = B(C 2 ) while the identity has rank two. As soon as we create "enough space", for instance, by taking the direct sum of sufficiently many (in our case two) copies of C 2 the problem dissappears.
Example
In this section we show a lemma asserting that for every full Hilbert module a finite number of copies will be "enough space". The basic idea is that, if x, y = 1, then by Cauchy-Schwartz inequality 1 = x, y y, x ≤ x, x y 2 so that x, x is invertible and x x, x −1 is a unit vector.
Technically, the condition x, y = 1 is realizied only approximately and by elements in E n rather than in E.
Lemma.
Let E be a full Hilbert module over a unital C * -algebra. Then there exists n ∈ N such that E n has a unit vector.
P. E is full, so there exist
The subset of invertible elements in B is open. Therefore, for n sufficiently big 
is invertible. So, also X n , Y n Y n , X n is invertible and, therefore, bounded below. Of course, Y n 0. By Cauchy-Schwartz inequality also
is bounded below and, therefore, X n , X n is invertible. It follows that X n X n , X n −1 is a unit vector in E n . 
In particular, if K(E) is unital, then E is algebraically finitely generated. This is some sort of inverse to the well-known fact that an (algebraically) finitely generated Hilbert B-module is isomorphic to a (complemented) submodule of B n for some n. Indeed, at least if B is unital, then E being a complemented submodule of B n implies that the identity can always be achieved by restricting B to the W * -subalgebra generated by the inner product.
Example 3.1 tells us that the same is not true for fullness in the case of W * -modules.) Usually, for a W * -module we will just say "full", while we mention explicitly, when we intend "full in the Hilbert module sense". It is the assumption of strong fulness for which we want to prove the main theorem, and not the stronger assumption of fullness (that might be not achievable).
We thank B. Solel for pointing out to us this gap in an earlier version. 
) For every finite direct sum H * n the inner product X n , X n (X n ∈ H * n ) has rank not higher than n. Therefore, H * n does not admit a unit vector. Only if we consider H * n s , the self-dual extension of H * n , where n = dim H then the vector in H * n s (not in H * n if n is infinite) with the components e * i ( e i some orthonormal basis of H) is a unit vector.
The example is in some sense typical. In fact, we constructed a multiple of H * that contains a unit vector by choosing an orthonormal basis for its dual H. This will also be our strategy for The second sum is, actually, over the elements e i , e i when considered as operator acting from the left on E * . But, as E is strongly full, the action of B on E * is faithful. In particular, the only element in B having the action id E is, really, 1 ∈ B. Now, if we put n = #S , then the vector in E n with components e i is a unit vector.
Remark.
We would like to mention that we used this idea of choosing a quasi orthonormal basis for E * (with E full) already once in [Ske05b, Ske04] in order to generalize Bhat's approach to product systems to the case of W * -modules without a unit vector.
Morita equivalence for product systems
In this section we review the notions of (strong) Morita equivalence (Rieffel [Rie74] ), Morita equivalence for Hilbert modules (Skeide [Ske04] ) and Morita equivalence for correspondences (Muhly and Solel [MS00] ). We put some emphasis on the difference between the C * -case and the W * -case that is in part responsible for the fact that we cannot prove our main theorem in the general C * -case. Then we show that a product system of W * -correspondences can be derived
from an E 0 -semigroup, if and only if it is Morita equivalent to a product system that has a unital unit. In the discrete case this means a W * -correspondence stems form a unital endomorphism of some B a (E), if and only if it is Morita equivalent to a W * -correspondence that has a unit vector. . In the representation theory, based on the same trick, the condition to be strict allowed to work arround the problem. But it is not possible to restrict the following discussion to endomorphisms of K(E) because amplifications (almost always) do not represent compact operators by compact operators.
According to Muhly and Solel [MS00] a correspondence E over B and a correspondence F over C are (strongly) Morita equivalent, if there is a Morita equivalence M from B to C such
we added: A Hilbert B-module E and a Hilbert C-module F are (strongly) Morita equivalent, if there is a Morita equivalence M Note that in the scalar case B = C = C, where C is the only Morita equivalence over C, we recover the well-known facts that every normal isomorphism α : B(G) → B(H) is induced by a unitary G → H and that the multiplicity spaces of two endomorphisms conjugate by α must be equal. The semigroup version and the discussion of product systems even shows the more difficult result that the unitaries inducing a semigroup of automorphisms can themselves be chosen as a unitary semigroup. And equality of the product systems of E 0 -semigroups on B(G) and B(H) is equivalent to cocycle conjugacy of the E 0 -semigroups.
if and only if there is a Morita equivalence inducing an isomorphism
Clearly, if E ⊙ = E t t∈T is a product system of correspondences over B and M is a Morita
is a product system of correspondences over C. Generally, we say E ⊙ and F ⊙ are Morita equivalent, if there exists a Morita equivalence M and an isomorphism u 
(One easily verifies that also the in-
where
. Therefore, by uniqueness the product systems associated with ϑ gives us back E t . Therefore, if a product system is derived from a semigroup the range ideal for each E t cannot depend on t and it must act nondegenerately on each E t . In other words, either the range ideal is stationary and acts nondegenerately on each E t so that we may simply pass from B to that ideal and apply the theorem, or the product system is not derived from an E 0 -semigroup.
We emphasize that this does not mean that for a product system with nonstationary range ideals it was not possible to find isomorphisms E ⊙ E t = E so that ϑ t (a) := a ⊙ id E t defines a semigroup. (In fact it is easy to describe such examples by exterior direct sum constructions.
The exterior direct sum of a B-module and a C-module is a B ⊕ C-module.) It just means that the product system associated with ϑ will be smaller.
Remark.
In this context, we also mention that basic classification of product systems depends heavily (and unpleasantly) on a couple of basic choices in the definitions that, initially, appear to be rather marginal. In the continuous time case: Should the product system be generated by continuous sections or just by measurable sections? In the Hilbert space case it was possible to conclude from measurability to continuity by inherent separability. However, even under separability assumptions in the general case measurability without additional assumptions in a neighbourhood of t = 0 (like, for instance, nondegeneracy of certain representations in Hirshberg [Hir03] ) will not suffice to show continuity. On the other hand, product systems derived from strongly continuous E 0 -semigroups will have enough continuous sections; see
Skeide [Ske03b] . Therefore, we prefer definitely to include t = 0 (with E 0 = B and the canon-
into the definition and to require a product system to be a continuous Banach bundle (without further conditions arround t = 0) rather than a measurable Banach bundle (with further conditions arround t = 0). We discuss a typical "condition arround t = 0" in Example 4.9.
Another choice regards whether B shoud be required unital. The basic classification of product system is analogue to Arveson's in the case that B is unital and that units are required continuous (that is, the semigroups b → ξ t , bξ ′ t generated by two units are uniformly continuous). And even under these conditions another property, spatiality (that is, there should be unit that commutes with B; see Skeide [Ske01b] .) Nevertheless, the product system will naturally embedd into a product system of correspondences over B that is generated by its units. In few words, when B is nonunital a product system may have less units than it should have (even none) in order to fit into the standard classification. Instead, of requiring that a product system has all units that should belong, we recommend rather to require that B be unital.
4.9 Example. Product systems that are not full may cause continuity problems at t = 0. Clearly, unless B = t>0 B E t , there will be no continuous section in that product system. A nontrivial example of a product system that fulfills the condition we obtain as follows. Let B = C 0 (0, ∞) be the contionuous functions on R + that vanish at 0 and at ∞. Let S = S t t∈R + be the usual right
. Clearly, this product system fulfills the condition.
Proof of the main theorem
We put together the results to form a proof of the main theorem. But before we do that, we explain why even under the assumptions of Lemma 2.2 (resulting into finite direct sums) we would not be able to produce a proof based on strong Morita equivalence that works also in the C * -case.
Let E be a full correspondence over a unital C * -algebra B. By Lemma 2.2 we k now that for some n ∈ N the correspondence E n has a unit vector. We observe that 
.) This is a second reason why we have to switch to the W * -case.
In the context of W * -modules Lemma 3.2 allows for arbitrary cardinalities n. We start by giving a precise meaning to M n (B) and M n (E). So let E be a W * -correspondence over a W * -algebra B. Let H be a Hilbert space with an ONB e k k∈S where #S = n. Then we set 
We put M n (E) := B(H)⊗ s E, that is, the exterior tensor product of W * -modules; see [Ske01a, Section 4.3]. We identify an element X ∈ M n (E) with the matrix x i j i, j∈S where
The operations in this correspondence over M n (B) are
where all sums are strong limits (see Footnote [7] ). A matrix X = x i j is an element of M n (E), if and only if all k x ki , x k j exist strongly and define the matrix elements of an element in M n (B). P. Denote by l the cardinal number from Lemma 3.2 and fix n as stated. Choose sets S , T with #S = l, #T = n. Let x ℓ (ℓ ∈ S ) denote the components of a unit vector in E l s . As n is infinite (by assumption!) and l ≤ n, we may fix a bijection ϕ : T → S × T . Denote by ϕ 1 and ϕ 2 the first and the second component, respectively, of ϕ. Define a matrix X ∈ M n (E) by setting
Putting together Corollary 5.1 and Proposition 5.2 with Theorem 4.5 completes the proof of our main theorem.
Commutants and nondegenerate representations
In this section we put the result into relation with a recent result by Hirshberg [Hir04] on existence of nondegenerate (or essential) representations of a correspondence over a C * -algebra B. As a consequence, we furnish a different proof of Hirshberg's result. Moreover, our method shows that in the case of a W * -correspondence the representation can be chosen compatible with the σ-weak topology induced by the predual, a result that was not accessible by the method in
[Hir04].
Let K be a Hilbert space. A representation of a correspondence E over B on K is a pair (ψ, η) of linear mappings ψ : B → B(K) and η : E → B(K) where ψ is a representation of B and η is a bimodule map (that is, η(b 1 xb 2 ) = ψ(b 1 )η(x)ψ(b 2 )) such that η(x) * η(y) = ψ( x, y ).
We always assume that ψ is nondegenerate. The representation (ψ, η) is nondegenerate (or essential), if also η is nondegenerate, that is, if span η(E)K = K.
Observe that ψ and, therefore, also η are contractions. Moreover, like every representation of a C * -algebra on a pre-Hilbert space, the induced representation of B a (E) on span η(E)K defined by a → (η(x)k → η(ax)k) is by bounded operators and, therefore, extends to a representation first on span η(E)K and then to K (acting as 0 on η(E)K ⊥ ). In particular, (ψ, η) extends to a representation of the linking algebra 
Let B ⊂ B(G) be a von Neumann algebra (acting nondegenerately on the Hilbert space G).
Then every (pre-)Hilbert B-module E may be identified as a concrete operator B-submodule of some B(G, H) (nondegenerate in the sense that span EG = H) in the following way. Put
Identifying x with L x identifies E as a subspace of B(G, H). Following [Ske00a], we say E is a von Neumann B-module, if E is strongly closed in B(G, H).

Remark. One may show that E is a von Neumann module, if and only if E is self-dual, that is, if and only if E is a W
* -module; see [Ske00a, Ske03c] . The point about von Neumann modules is that it is easier to obtain them (from pre-Hilbert modules over a von Neumann algebra) than W * -modules. Simply take strong closure. (In the sequel, we will learn another possibility that is completely algebraic and parallels the operation of taking the bicommutant of an operator algebra in order to obtain a von Neumann algebra.) The problem with abstract W * -approaches as in Paschke [Pas73] is that it is not clear in which space to take the closure (and the task of constructing a good candidate for a predual is also not a too obvious one).
Many constructions that in a first step yield only a pre-Hilbert module (tensor product(s), GNSconstruction, inductive limits, etc.) appear simpler in the language of von Neumann modules just because it is easy to understand also the last step of the construction, namely, taking strong closure (or the bicommutant). The W * -versions often suffer from the fact that the construction of the self-dual extension of a Hilbert module over a W * -algebra is so unhandy that rarely somebody ventures to describe it explicitly. On H there is a second (normal nondegenerate) representation, namely, the so-called com-
It is not difficult to show that the intertwiner
is a von Neumann B-module
(see [Rie74] ) and that E is a von Neumann module, if and only if E = C B ′ (B(G, H)) (see [Ske03c] ). Less obvious is the converse statement: If ρ ′ is a normal nondegenerate representation of B ′ on a Hilbert space H, then the von Neumann B-module E := C B ′ (B (G, H) ) acts nondegenerately on G (see [MS02] ), that is, E ⊙ G = H via x ⊙ g = xg. Clearly, the commutant lifting for that E is the ρ ′ we started with. If E is not necessarily a von Neumann module, then
C B ′ (B(G, H)) is just the strong closure of E.
Summarizing, we have a one-to-one correspondence between von Neumann B-modules and representations of B ′ and a one-to-one correspondence between von Neumann correspondences E over B and pairs of representations (ρ, ρ ′ , H) of B and B ′ with mutually commuting range.
In the latter picture nobody prevents us from exchanging the roles of B and B ′ . In that way, we obtain a further von Neumann correspondence, namely
this time over B ′ with left action of B ′ via ρ ′ . This duality between E and its commutant E ′ was mentioned in [Ske03a] . See [Ske04] for a careful discussion about "one-to-one" and Skeide [Ske05a] for definitions where the commutant becomes, really, a bijective functor.
We are now in a position to formulate the theorem about the relation between nondegenerate representations and derivability from unital endomorphisms. But first let us recall a few (easy to proof) facts mainly from [Ske04] . A von Neumann B-module is strongly full, if and only if the commutant lifting ρ ′ is faithful. In turn, this implies that a von Neumann correspondence E 
and η, when considered as mapping E → B(K, span η(E)K), is unitarily equivalent to the restriction of that representation to the corner E.) Therefore, we speak of normal representations (ψ, η), if ψ is normal. 
Theorem. Let E be a von Neumann correspondence over a von Neumann algebra B ⊂ B(G) and E
P. Let (ρ, ρ ′ , H) be the triple that determins E as C B ′ (B(G, H)) and E ′ as C B (B(G, H)).
Suppose that F is a strongly full von Neumann B-module and that ϑ is a normal unital endomorphism of B a (F) such that F = F⊙ s E and ϑ(a) = a ⊙ id E . (As F is strongly full, E is uniquely determined by these properties and necessarily E is itself strongly full.) Put
(If the last factor in a tensor product is a Hilbert space, then norm closure is sufficient.) By construction we have
is true equality of Hilbert spaces.
The equalities E ⊙ G = span EG and E ′ ⊙ G = span E ′ G are by canonical isomorphism. The equality F = F⊙ s E is by ( * ) and canonical by a suitable universal property.) We find
There are several ways to understand why η (G, K) ). As ψ ′ is faithful, F is strongly full. Again
′ on these spaces is the same. (To see this we observe, first, that
Then, writing a typical element of H = E ⊙ G not as elementary tensor x ⊙ g but as elementary tensor x ′ ⊙ g and recalling that the action of b
See again [Ske04] and also [Ske03a] for more details.) As the commutant liftings on F ⊙ G and on F ⊙ E ⊙ G coincide, also the modules F and F⊙ s E (being intertwiner spaces for the same commutant lifting) must coincide and ϑ(a) = a ⊙ id E induces a unital normal endomorphism of B a (E). Once again, as F is strongly full, a correspondence E is determined uniquely by these properties, so that F * ⊙s ϑ F gives us back E.
6.4 Remark. The theorem has an obvious generalization to product systems; see Definition 7.1 and the discussion that follows that definition.
With this theorem the following two results are corollaries of our main theorem. to the bidual so that every representation extends to a unique normal representation.)
The intertwiner space for the commutant lifting ρ is a von Neumann correspondence over the bicommutant of the C * -algebra (namely the strong closure of the original correspondence in the operator space B(G, H) and also its bicommutant). Now apply Theorem 6.5 to that bicommutant and restrict the resulting representation to the (srongly dense!) original correspondence. By σ-weak continuity also this restriction must act nondegenerately.
6.7 Remark. Muhly and Solel [MS99] have constructed from a nondegenerate representation
Taking into account that this algebra coincides exactly with our B a (F) ⊂ B(K) puts into perspective the second part of the proof of Theorem 6.3 with the result from [MS99] . In fact, the constructions of the endomorphism are very much the same, except that we have added the construction of F and the interpretation of the algebra on which the endomorphism acts as B a (F). This considerably facilitates understanding why everthing is well-defined.
6.8 Remark. Theorem 6.3 describes (under the condition that E is full, respectively, E ′ has faithful left action) a general correspondence between endomorphisms and representations. Recall again that the crucial point in the main theorem is that the endomorphism be unital. In is the "orthogonal complement" of the central projection 1 − p F that generates the ideal ker ψ ′ ; see [Ske04] .) The correspondence associated with ϑ is F * ⊙ s
Under these circumstances our main theorem and the consequences Theorems 6.5 and 6.6 remain true when we dispense with the requirement that the representation of E ′ be faithful. . So the condition means that A way to express this without using ker ρ ′ is that for every b 
Remarks on the duality between representations and dilation of product systems
We have shown in our main theorem that every discrete product system of full W * -correspondences comes from a discrete normal E 0 -semigroup. The following definition (from [MS04], but in a different terminology; see Remark 6.1) extends suitably the definition of a representation of a single correspondence to the definition of a representation of a whole product system.
Definition.
A representation of a product system E ⊙ of correspondences over a C * -algebra B is a pair (ψ, η) where ψ is a nondegenerate representation of B on a Hilbert space K and η = η t t∈T is a family such that each (ψ, η t ) is a representation of E t on K and such that
A representation is nondegenerate, if every (ψ, η t ) is nondegenerate. In case of product systems of W * -correspondences we require that ψ (and, therefore, every (ψ, η t )) is normal.
The main theorem together with Theorem 6.3 states now that the commutant system has a faithful nondegenerate normal representation. Speaking about a whole product system instead of a single correspondence, Theorem 6.3 remains true (with practically no changes in the proof, appart from a view more indices) for product systems of von Neumann correspondences indexed by N 0 or R + : A product system of (strongly full) von Neumann correspondences is the product system of an E 0 -semigroup, if and only if its commutant system admits a (faithful) normal nondegenerate representation.
In the case of continuous time t ∈ R + (and under further technical conditions product system and E 0 -semigroups must fulfill) Arveson [Arv89] showed that every Arveson system comes from an E 0 -semigroup on B(H). But a careful analysis shows that the product system Arveson associates with the E 0 -semigroup is actually the commutant of that one we would associate
with the E 0 -semigroup as Bhat [Bha96] Liebscher's ideas to show that this second one comes from an E 0 -semigroup and, therefore, is Morita equivalent to one with a unital unit. After that also the original one is Morita equivalent to that with the unit.) But we should also say that there are serious obstacles. For instance, the possibility to write B(H s ⊗ H t ) as B(H s )⊗ s B(H t ) plays a crucial role, but a similar identity does not hold for E s ⊙ E t . We have some ideas to overcome that difficulty but, for the time being, we are not sure that it will work. It is also possible that the method will work via a deviation to free product systems (see Skeide [Ske01b] ), replacing tensor products of B(H s ) and B(H t ) by (equivalence classes of) reduced free products.
An example
In this section we dicuss in detail what our constructions assert for the correspondence in Example 2.1. The reader might object that this correspondence is a Morita equivalence and, therefore, the endomorphism granted by our main theorem an automorphism. However, the discussion will show that we have to work considerably in order to see explicitly what our construction does already in this simple case.
In fact, our construction involves an inductive limit, that is, a highly abstract construction.
Understanding the result of such an abstract construction as a concrete space, for instance as functions on a concrete space with values in a Hilbert space or module (like, for onstance, the elements of a Fock space or module), is a difficult issue. In the case of commutative algebras, that is, of a classical Markov process, our inductive limit would consist of functions on the abstract Kolmogorov product space, that is, on a projective limit, with all known hard problems when one wishes to capture it concretely. In certain simple cases, namely, when the product systems consists of Fock modules and the unit with respect to which we construct the inductive limit is central, we recognize the inductive limit explicitly as Fock module; see Skeide [Ske01a,  Example 11.5.2]. When the unit is not central, but fulfills some technical conditions then quantum stochastic calculus may help to show that the inductive limit must be at least contained in a Fock module; see Goswami and Sinha [GS99] and Skeide [Ske00b] .
The general case is perfectly unclear. In fact, we will start not directly with Example 2.1, but with a still simpler case. As algebra we choose B(G), where G is some Hilbert space, and as correspondence also B(G), the trivial B(G)-correspondence. Then B(G)
. . a n is a product system where a n ⊙ a m = a n a m defines
Clearly, B(G) has the unit vector id H . If we use that unit vector for the inductive limit construction, then we are in the situation of the "if" direction in the proof of Theorem 4.5 (with B(G) instead of B a (E) and with the trivial product system structure instead of a nontrivial one).
There is nothing surprising in this case. The induced endomorphsim is just the identity. (This is due to the trivial product sytem structure as compared with the proof of Theorem 4.5 that, in general, leads to true endomorphisms.) Also if we use a unitary u ∈ B(G) then practically nothing changes. Just the identity as induced endomorphism is replaced by conjugation with u.
In general, a unit vector in B(G) is just an isometry. So what does our construction, if we suppose that v ∈ B(G) is a nonunitary isometry? Of course, as B(G) is a Morita equivalence the induced endomorphism still must be an automorphism. Further, the inductive limit is a von Neumann B(G)-module so that the algebra of operators on which the automorphism acts is some B(H) and the also that automorphism must be implemented by unitary (this time on H).
Let us construct H, following step by step the inductive limit construction described in [BS00] and in Section 1.
space into which B(G) ⊙m embeds is always the same, but the embedding depends on n. When v is a pure isometry, then we can even say that the image "dissapears" (in the strong topology)
as n tends to infinity. So B(G) is not a good candidate to capture the inductive limit n → ∞.
Instead of "shifting" G to smaller and smaller subspaces v n G of G, we try to keep G fixed.
That makes it necessary to "extend" G into the other direction in each step by exactly the portion that would be missing in vG to G. A precise formulation of this intuitive idea leads to the following construction. Put G 0 := (vG) ⊥ ⊂ G and define a unitary
G 0 and define a unitary u ∈ B(H) as
where in the last step we simply shift a sequence starting with index 0 to one starting with index 1.
The restriction of u n to G defines an isometric embedding k n of B(G) = B(G) ⊙n onto the
G 0 of B(G, H). We claim B(G, H) is the inductive limit lim ind n→∞ B(G) ⊙n and k n are the canonical embeddings. To show this we just check that
what shows that the k n behave correctly with respect to the inductive system B(G)
What is the induced endomorphism ϑ on B(H)? For that goal we have to idenitify the
where the union over k n B(G) ⊙n (n ∈ N 0 ) is a strongly dense subset of B(G, H). In our case it is even sufficient to take a 1 = id G so that simply a n ⊙ a 1 = a n ∈ B(G) = B(G) ⊙(n+1) . So, using the definition of k n , we find that the elementary tensor u n a n ⊙ id G is sent to u n+1 a n = u(u n a n ).
This means in order to write an element G, H) ), then the action of ϑ(a) on y ⊙ id G gives by definition H) we simply apply u to ay = au * x. In the end ϑ is nothing but the automorphism ϑ(a) = uau * .
Of course, if v is a proper isometry, then G is infinite-dimensional, so that B(G) B(H). In other words, the automorphism ϑ of B(H) is conjugate to the identity automorphism on B(G),
as it should be because the associated correspondence is the same in both cases. However, there is no canonical isomorphism to fix neither between G and H nor between B(G) and B(H).
is nothing but the Sz.-Nagy-Foias dilation of an isometry to a unitary.
The whole procedure works under slightly more general circumstances. 
The operations of the correspondence E over B are those inherited from M 3 . This remains even true for the tensor product:
In particular,
Fortunately, the structure of Hilbert B-modules F is not much more complicated than that of Hilbert spaces and we still can say in advance how automorphisms of B a (F) may look like. In particular, we can say when an automorphism is associated with the correspondence E. inner product in
We may identify it with a Hilbert space H 1 . The summand F 2 has inner product in
Its structure is therefore that of a Hilbert M 2 -module. A short computation shows that
where we defined the Hilbert space H 2 := F 2 ⊙ C 2 and where we used in the last step that there is no difference between the interior tensor product ⊙ over C and the exterior tensor product ⊗.
We note that F is also a W * -module. Also most tensor products we write down in the sequel need not be closed. We claim that the correspondence associated with the flip is E. We show this by giving an isomorphism from F ⊙ E to F that implements the flip as a → a ⊙ id E and appeal to the uniqueness of the correspondence inducing F. Indeed, on checks easily that
defines a surjective isometry. Moreover, choosing an arbitrary unit vector e ∈ C 2 we see that
The discussion shows that a Hilbert B-module F with an endomorphism on B a (F) that has E as associated correspondence must have the form F = H⊕(H⊗C 2 ) and that the endomorphism is the flip F on B a (F) = B(H) ⊕ B(H) up to unitary equivalence in B a (F). That is, the possible endomorphisms associated with E are simply classified by the dimension of H. We ask now which of them can be obtained by the steps used in the proof of the main theorem.
E does not admit a unit vector. That is why we study this example. But E is full already in the sense of Hilbert modules, so we are in the situation of Lemma 2.2. In fact, E 2 has a unit vector ξ. Visualizing the elements of E 2 as 6 × 3-matrices (on which an element b ∈ B ⊂ M 3 acts from the left as block diagonal 6 × 6-matrix As the cardinality in Lemma 2.2 is l = 2, the minimal cardinality n in Proposition 5.2 is simply countably infinite, which we denote n = ∞. The fact that l is finite allows to choose the bijection (Recall ξ stands for a 6 × 3-matrix, so Ξ is not really block diagonal.)
In order to understand the inductive limit over the product system M ∞ (E)⊙ identification is not necessary. For us it is just sufficient to know that the inductive limit contains at least one copy of M ∞ (B), and Equation (8.2) tells us that exactly this is true. (Note that this is independent of the conrete choice of Ξ.) as a direct summand. This means, how ever the inductive limit looks like, the module F must be determined by a Hilbert space H that is not finite-dimensional. On the other hand, the inductive limit is obtained by a "countable" procedure. Therefore, H must be separable. This determines F up to isomorphism.
What we have so far is the B-module F and the endomorphism ϑ 2 that acts up to unitary equivalence as the identity endomorphism of B a (F). What remains is to find ϑ itself, that is, some square root of ϑ 2 = id B a (F) that essentially (that is, up tu unitary equivalence in B a (F)) flips the two components B(H) contained in B a (F). We know already that the freedom that remains in addition to the flip is a is unitary that may be absorbed into the way how we identify F with H ⊕ (H ⊗ C 2 ).
We summarize. 8.4 Remark. The reader might object that the correspondence E we discuss is a Morita equivalence and, consequently, we are speaking about endomorphisms that are automorphisms. In fact, we do consider it as an interesting problem to deal with general unital endomorphisms of B a (F), that is, of B(H) ⊕ B(H) or, more generally, of B(H 1 ) ⊕ B(H 2 ). The general form of such endomorphisms is still comparably accessible and it should be easy to see how the associated correspondences look like. However, as our example shows, it will be quite space consuming to work out which of them can be obtained by our inductive limit construction. (We remind the reader of the fact that we gave explicit identifications of the inductive limit construction only in the simpler case B(G), while the identification of the case E remains only an identification up tu unitary equivalence. An explicit identification would fill several pages with large block matrices containing lots of zeros.) Additionally, most likely the correspondence associated with a proper endomorphism will have enough "space" (that is, enough "multiplicity") to admit unit vectors so that the example will be not typical to illustrate the methods of these notes.
We close with a short discussion of the relation with Section 6. B is a von Neumann subalgebra of M 3 = B(C 3 ) and H = E ⊙C 3 is simply C 3 with the identification by matrix multiplication,
