We extend the inequality to all (non-degenerate) stable distributions on R d , with a constant which depends on the dimension, the characteristic exponent and the spectral measure of the distribution only. As a corollary we provide an explicit bound for the accuracy of stable approximations on the class of all convex subsets of R d .
. Introduction and formulation of results
Let R d denote the standard real Euclidean space with the norm de ned by jxj 2 = x 2 1 + + x 2 d and the corresponding inner product x; x = jxj 2 . Let X 1 ; X 2 ; : : : be a sequence of independent identically distributed (i.i.d.) R d -valued random vectors with distribution F. Denote by F n the distribution of the sum a ?1 n n P i=1 X i ? b n ; where a n > 0 and b n 2 R d are normalizing constants and centering vectors. It is well known that if F n , as n ! 1, converge weakly to a distribution, say G, it has to be a stable distribution with a characteristic exponent 0 < 6 2. The case = 2 corresponds to a Gaussian law. Since all our results are independent of shifts of distributions, without loss of generality throughout we assume that a = 0. We write G ;? , ' , etc., in cases where we want to emphasize the dependence on the characteristic exponent or on the spectral measure ?. We denote the density of G with respect to the Lebesgue measure on R d as g (if it exists) . For more information about multivariate stable laws we refer to Samorodnitsky and Taqqu (1994) . A rather general formulation of the problem of convergence rates in the central limit theorem may be stated as follows (see, for example, Bhattacharya and Rao 1986 , Paulauskas 1975 , Sazonov 1968 . Let F be a class of measurable functions f: R d ! R.
The goal is to estimate with some n such that n ! 0, as n ! 1. is the "-neighborhood of @A. In the case of the standard normal distribution G = , the quantities in (1.6) and (1.7) are obviously nite. However, one needs a special proof in order to show that ? A c ; < 1 for the class A c of convex subsets of R d , see Bahr (1967) , Bhattacharya and Rao (1986), Sazonov (1981) . In the stable case < 2 the existence of s (g) and ? A c ; G was either imposed as a condition (see Paulauskas 1975 , Bloznelis 1988 or special cases were considered such that it was possible to show the existence of and . A list of the special cases consists of: i) the class A r of rectangles (Banys 1971) ; ii) spherically symmetric distributions (see Bloznelis 1989 , Paulauskas 1975 , Mikhailova 1983 ; iii) the two dimensional case d = 2 (Paulauskas 1975) ; iv) stable random vectors with independent coordinates (Paulauskas 1975 ). The condition s (g) < 1 is used to ensure the existence of some metrics related to stable distributions, see Ch. 14 in Rachev (1991) .
The aim of the present paper is to show that all aforementioned quantities exist, for (1.14)
Notice that the bound (1.13), for 6 = 1, is uniform in from any compact subset of (0; 1) (1; 2], and it degenerates when # 0 or ! 1. It seems that the degeneration around 1 is an artifact of our methods. In the symmetric case the bound (1.14) is satisfactory since it degenerates only as # 0. Of course, the bounds (1.13){(1.14) are not optimal. Writing them down we tried to re ect the uniformity in and prefered simplicity of the form to accuracy. Using Theorem 2, the bounds for the accuracy of stable approximations in R d obtained by Paulauskas (1975) and by Bloznelis (1988) extend to the whole class of nondegenerate stable distributions, see Theorem 3 below.
We hope that using (1.16) and applying the method used to prove Theorem 1, one can derive results similar to Theorem 2 for some classes of in nitely divisible distributions. As an initial step in this direction we provide an extension to the case of mixtures of stable distributions with the varying , see Theorem 4 below.
In Bhattacharya and Rao (1986) , where a proof adapted to the structure of is provided. Our proof applies to arbitrary G such that 1 (g) < 1 and seems to be simpler. ? ? are de ned by (1.5) and (1.9){(1.10), respectively. We shall derive (1.18) combining a bound proved by Bloznelis (1988) and Theorems 1 and 2. Recall that G is strictly stable if the distribution of the sum n ?1= n Let us conclude the introduction providing the aforementioned extension to mixtures of one-dimensional stable distributions with varying . Consider a measurable function : S d?1 ! 0; 2]. Let G m (respectively g m ) denote a distribution (respectively its density) which has the characteristic function de ned by (1.1){(1.2) with and N(y; ) replaced by (y) and N(y; (y)) respectively. Note that G m can be interpreted as a mixture of one-dimensional stable distributions, say G (L) A repetition of the proof which led to the reduction to integrals J 0 (A) produces now the inequality (cf. the proof of (2.7){(2. Deriving (2.57), we use the change t = (?) u instead of the change of variables t = u={(?) used to prove (2.13). Therefore the measure is replaced by the measure (dy) = (y) (?) ?(dy). The function now is de ned by (2.3) with (y) instead of , since either we exclude the case (y) = 1 or assume that G is symmetric. We can word by word repeat the proof which led to (2.27). The only di erence is that in the factors h ? t; y k it is necessary to replace by (y k ). Below we shall prove that instead of (2.29) the following inequality holds: In order to show that c 2 ; c 3 c( ; d) it su ces to use the de nition (2.56) of the functions and and to choose p as in (2.47) replacing by .
