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a b s t r a c t
Support vector machines for regression are implemented based on regularization schemes
in reproducing kernel Hilbert spaces associated with an ϵ-insensitive loss. The insensitive
parameter ϵ > 0 changes with the sample size and plays a crucial role in the learning
algorithm. The purpose of this paper is to present a perturbation theorem to show how
the medium function of the probability measure for regression (with ϵ = 0) can be
approximated by learning the minimizer of the generalization error with sufficiently small
parameter ϵ > 0. A concrete learning rate is provided under a regularity condition of the
medium function and a noise condition of the probability measure.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Support vector machines for regression are regularization schemes in a reproducing kernel Hilbert space (HK , ‖ · ‖K ) of
functions on a metric space X induced by a reproducing kernel K : X × X → R as
f (ϵ)z,λ = arg minf∈HK

1
m
m−
i=1
ψϵ(f (xi)− yi)+ λ‖f ‖2K

. (1.1)
Here z = {(xi, yi)}mi=1 is a sample with xi ∈ X and yi ∈ R, λ > 0 is a regularization parameter and ψϵ with ϵ > 0 is the
ϵ-insensitive loss.
Definition 1. For ϵ ≥ 0, the ϵ-insensitive loss ψϵ : R→ R+ is defined by
ψϵ(u) = max{|u| − ϵ, 0} =
|u| − ϵ, if |u| ≥ ϵ,
0, otherwise. (1.2)
The insensitive parameter ϵ > 0 changes with the sample size ϵ = ϵ(m) and plays a crucial role in the design of support
vector regression [1,2]. When the loss function ψϵ is fixed with ϵ independent of m, by methods from a large literature on
error analysis of regularization schemes, some error analysis for algorithm (1.1) was conducted in [3,4] where the learning
target f (ϵ)ρ is a minimizer of the ϵ-generalization error E
(ϵ)(f ).
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Definition 2. Let ϵ ≥ 0 and ρ be a Borel probability measure on Z := X × R. We denote by f (ϵ)ρ a minimizer of the
ϵ-generalization error
E (ϵ)(f ) =
∫
Z
ψϵ(f (x)− y)dρ, f : X → R. (1.3)
When ϵ = 0, ψϵ becomes the absolute value function ψ0(u) = |u|. In this case, we know [5] that the minimizer f (0)ρ is a
medium function f (0)ρ , that is, f
(0)
ρ (x) is a medium of the conditional distribution ρ(·|x) of ρ at x ∈ X .
The purpose of this paper is to study the approximation of f (0)ρ by f
(ϵ)
ρ with ϵ > 0, in the metric ‖ · ‖∞ as well as in their
generalizing abilities. The following perturbation theorem will be proved in the next section.
Theorem 1. Assume the medium of ρ(·|x) is unique for each x ∈ X. Then
‖f (ϵ)ρ − f (0)ρ ‖∞ ≤ ϵ, ∀ϵ > 0. (1.4)
For any measurable function f on X and ϵ > 0, we have
E (0)(f )− E (0)(f (0)ρ ) ≤ E (ϵ)(f )− E (ϵ)(f (ϵ)ρ )+ 2ϵ. (1.5)
As an application of Theorem 1, we shall show in the last section how the medium function f (0)ρ can be learned by
algorithm (1.1) when the insensitive parameter ϵ and the regularization parameter λ are properly chosen.
2. Perturbation theorem
To prove our perturbation theorem, we first characterize the function f (ϵ)ρ .
Lemma 1. Let ϵ ≥ 0. We have for almost every x ∈ X,
P

y < f (ϵ)ρ (x)− ϵ|x
 ≤ P y ≥ f (ϵ)ρ (x)+ ϵ|x (2.1)
and
P

y ≤ f (ϵ)ρ (x)− ϵ|x
 ≥ P y > f (ϵ)ρ (x)+ ϵ|x . (2.2)
Proof. Write E (ϵ)(f ) = X E (ϵ)(f (x)|x)dρX (x), where E (ϵ)(u|x) = Y ψϵ(u − y)dρ(y|x) is a function on R for each x ∈ X .
Observe that the left derivative of this function (E (ϵ)(·|x))′−(u) equals∫ +∞
−∞
−χ(−∞,y−ϵ] + χ(y+ϵ,+∞)dρ(y|x) = P(y < u− ϵ|x)− P(y ≥ u+ ϵ|x)
while its right derivative is (E (ϵ)(·|x))′+(u) = P(y ≤ u− ϵ|x)− P(y > u+ ϵ|x). Since at the minimum point f (ϵ)ρ (x), we have
(E (ϵ)(·|x))′−(f (ϵ)ρ (x)) ≤ 0 ≤ (E (ϵ)(·|x))′+(f (ϵ)ρ (x)), our conclusion follows. 
In the special case ϵ = 0, the characterization given in Lemma 1 is the same as the classical conditions P(y ≤ f (0)ρ (x)|x) ≥
1
2 and P(y ≥ f (0)ρ (x)|x) ≥ 12 for the medium. Now we can prove our main result.
Proof of Theorem 1. Let x ∈ X . Suppose to the contrary that f (ϵ)ρ (x) > f (0)ρ (x) + ϵ. Then by (2.1) and the definition of
medium,
P

y < f (ϵ)ρ (x)− ϵ|x
− P y ≤ f (0)ρ (x)|x ≤ 12 − 12 = 0.
Since f (ϵ)ρ (x)− ϵ = f (0)ρ (x)+∆with∆ := f (ϵ)ρ (x)− f (0)ρ (x)− ϵ > 0, we have
P

y ≥ f (0)ρ (x)+
∆
2
|x

= P y ≥ f (0)ρ (x)|x ≥ 12 .
But P(y ≤ f (0)ρ (x) + ∆2 |x) ≥ P(y ≥ f (0)ρ (x)|x) ≥ 12 . It follows that f (0)ρ (x) + ∆2 is also a medium of ρ(·|x), which is a
contradiction to our assumption.
In the same way, we can show that f (ϵ)ρ (x) ≥ f (0)ρ (x)− ϵ by means of (2.2). This proves (1.4).
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To prove the second statement, we observe that ‖ψϵ − ψ0‖∞ ≤ ϵ. Hence |E (0)(f ) − E (ϵ)(f )| =

Z ψ0(f (x) − y) −
ψϵ(f (x)− y)dρ
 ≤ ϵ. It follows that
E (0)(f )− E (0)(f (0)ρ ) = E (0)(f )− E (ϵ)(f )+ E (ϵ)(f )− E (ϵ)(f (ϵ)ρ )+ E (ϵ)(f (ϵ)ρ )− E (ϵ)(f (0)ρ )+ E (ϵ)(f (0)ρ )− E (0)(f (0)ρ )
≤ ϵ + E (ϵ)(f )− E (ϵ)(f (ϵ)ρ )+ E (ϵ)(f (ϵ)ρ )− E (ϵ)(f (0)ρ )+ ϵ.
But E (ϵ)(f (ϵ)ρ ) ≤ E (ϵ)(f (0)ρ ). Then (1.5) holds true. The proof of Theorem 1 is complete. 
3. Application to error analysis
We now apply our main result to error analysis of algorithm (1.1). We assume the sample z is drawn independently
according to ρ and that |y| ≤ 1 almost surely. Then we can project functions values onto [−1, 1] as π(f )(x) = f (x) if
|f (x)| ≤ 1 and π(f )(x) = sgn(f (x)) if |f (x)| > 1. By applying Theorem 1 and a comparison theorem from [5], we can
derive the following error bound. The proof follows the well developed error decomposition techniques for regularization
schemes [6–9] and is omitted here. Denote the marginal distribution of ρ on X as ρX .
Theorem 2. Suppose for each x ∈ X, there exist constants ax ∈ (0, 2] and bx > 0 such that for all s ∈ [0, ax],
P((f (0)ρ (x)− s, f (0)ρ (x))|x) ≥ bxs and P((f (0)ρ (x), f (0)ρ (x)+ s)|x) ≥ bxs,
and that the function 1bxax lies in L
1
ρX
. Assume X is a compact subset of Rn for some n ∈ N, K ∈ X∞(X × X) and that
f (0)ρ =

X

X K(·, u)K(u, v)gρ(v)dρX (u)dρX (v) for some gρ ∈ L2ρX . Take λ = 1/
√
m and ϵ = λβ for some 0 < β < 1/2.
Then for any 0 < δ < 1, with confidence 1− δ,
‖π(f (ϵ)z,λ )− f (0)ρ ‖L1ρX ≤Cβ

log
2
δ
cβ  1
m
β/2
,
whereCβ and cβ are constants independent of m or δ.
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