Introduction
Serial Correlation is a pervasive problem in time series models in econometrics, as well as in statistics in general. When, as is often the case, positive serial correlation is present in both the errors and the regressors, it has long been well known that Ordinary Least Squares (OLS) standard errors, and hence derived confidence intervals, are generally too small. 1 If the form and parameters of the error serial correlation were known, it would be straightforward to compute correct standard errors for OLS regression coefficients. However, observed regression residuals are typically much less persistent than the unobserved regression errors. Correlations estimated directly from the regression residuals therefore provide inadequate indication of the serial correlation that is actually present. This problem is particularly severe as the persistence in the errors approaches or even reaches a unit root.
The present paper proposes a Moment Ratio (MR) estimator for the parameters of an Autoregressive (AR) model of the errors in an OLS regression. Although it is computed from conventional correlation coefficients, it removes their negative bias, and provides standard errors with far less bias and confidence intervals with far less size distortion than conventional alternatives. The estimator is in the spirit of the Median Unbiased estimator of Andrews (1993) and McCulloch (2008) , but does not require laborious Monte Carlo simulation of the distribution of the sample autocorrelations, and actually provides less biased standard errors in the cases studied.
The non-stationary unit root case greatly increases the variance of OLS slope coefficients and requires reposing the problem, but otherwise presents no insurmountable difficulties. In particular, the presence of a unit root in the errors does not by itself indicate that the OLS correlation between two variables is spurious, provided the regressors include a trend or trending variable(s). Hypothesis testing is then standard, provided it is based on the sum of squared quasi-differenced residuals, and not on the sum of squared residuals itself.
An exact unit root test similar to that of Andrews (1993) is developed. However, it is found that it is not ordinarily beneficial to impose a unit root when one cannot be rejected, unless the estimated autoregressive coefficient is quite close to unity.
The Moment Ratio estimator is applied to an income trend-line regression, and also to a monetary base demand function. In both cases, the MR standard errors are much higher than the alternatives. However, the OLS trend slope remains highly significant in the income trend line regression, and both the income elasticity and interest semi-elasticity remain highly significant in the base demand equation after correction for the serial correlation. In both cases the estimated autoregressive coefficient is quite close to unity, but still just under the value for which it is preferable to impose a unit root.
Nevertheless, the slope coefficients all remain significant even when a unit root is imposed.
It is also observed that despite their consistency, the popular HAC standard errors of Newey and West (1987) can greatly overstate the precision of OLS coefficient estimates with sample sizes and serial correlation commonly found in economic studies when, as has become standard, "automatic bandwidth selection" is employed. Practitioners are always in search of big t-statistics and therefore small standard errors, so it is entirely understandable that the HAC under-correction for serial correlation has become so popular. However, it is bad econometric practice to systematically overstate the significance of one's results by deliberately choosing a deficient estimator.
Section 2 below develops the MR estimator in the case of stationary AR(1) errors, and compares the derived standard errors to conventional alternatives. Section 3 considers the non-stationary unit root case. Section 4 investigates the bias in MR standard errors using Monte Carlo simulations, and develops an exact unit root test. Section 5 outlines extension of the AR(1) MR estimator to a more general AR(p) process, but leaves this extension to future research. Section 6 applies the MR estimator to a regression of real income on a time trend, and Section 7 applies it to a real monetary base demand equation. Section 8 concludes.
Stationary AR(1) errors
Consider a time-series linear regression of the form (1) ε Xβ y + = where X is an n × k matrix of exogenous regressors whose first column is ordinarily a vector of units. We assume that the n × 1 error vector ε has mean 0, is independent of X, and, if stationary, has a time-invariant autocovariation structure,
(2) ( )
where R is the population autocorrelation matrix,
The vector of observed OLS residuals equals the "annihilator matrix" M times the vector of unobserved errors:
where the j-th order trace operator tr j ( ) for an n×n matrix A = (a i,j ) is defined by
The sample autocorrelations are then customarily 3 computed from the residuals as
In general, ,
Under the classic OLS assumption
becomes
is an unbiased estimator of γ 0 . Furthermore,
is an unbiased estimator of C. However, when, as is often the case, the errors and regressor(s) are both positively serially correlated, s 2 is no longer unbiased and will underestimate the variances of the .
If Γ, or even R, were known, Generalized Least Squares (GLS) would provide the efficient estimator of β, along with an unbiased estimate of its variance. 4 However, when the covariance structure must be computed from the regression residuals, Hayashi (2000: 59) warns that the finite-sample properties of the Feasible GLS estimator of β are unknown. The present paper therefore restricts itself to the problem of estimating the covariance matrix of the OLS estimator, even in the unit-root and near-unit-root case.
The serial correlation in econometric time series regressions is often approximately AR(1) in structure: ,
where |φ| ≤ 1 and the innovations u t are iid. Under (11), the population autocorrelations are .
The unit root case φ = 1 requires reposing the problem somewhat, and is discussed in the next section. For the moment, we therefore assume φ < 1. 
with sample size n = 100. For φ > 0 this ratio is less than unity, and hence s 2 is downward biased. This bias depends on the observed regressor matrix X, by way of the "annihilator matrix" M, but unfortunately, it is also a function of the unknown parameter φ, via the correlation matrix R. We define the Moment Ratio function for r 1 as the ratio of the population moments whose sample counterparts define r 1 per (5) and (7):
The value of ψ( ) depends on φ through the correlation matrix R, and also on X via M.
Fortunately, however, it does not depend on the unknown coefficient vector β or error variance γ 0 . Figure 2 illustrates this value as a function of φ, as in Figure 1 for the special case of a trend line regression with n = 100. A 45 degree line representing the true value of φ is also plotted. 
Figure 2
It may be seen that r 1 already has a small downward bias (in the Moment Ratio sense) when φ = 0, and that this downward bias increases as φ increases to 1. The bias may also be computed for φ < 0, but it vanishes as φ ↓ -1. Hence, only the more commonly encountered case φ ≥ 0 is illustrated. 
Figure 3
Once has been found, the correlation matrix R may be estimated by )
A natural estimator of γ 0 , that is unbiased by (7), would be
However, this does not lead to a consistent estimate of the variance of the innovations in the limit as φ approaches unity, as discussed in the next section. This problem can be avoided by instead basing the estimator of γ 0 on the quasi-differenced residuals:
where the (n-1)×n quasi-differencing operator Q φ = (q ij ) is defined by q i,i+1 = 1, q i,i = -φ, and q i,j = 0 otherwise. We then have
is a natural and at least approximately unbiased estimator of the variance of the errors. The Moment Ratio estimator of the covariance matrix C of as given in (2) is then
If desired, the variance of the AR(1) innovations may then be estimated by
Andrews (1993) has noted that a pattern similar to that in Figure 2 5 While the OLS standard error computed from (10) (bottom, magenta line) is naturally right on the money when φ = 0, its RMS is less than 10% of the true value as φ reaches 1. The red line (third from bottom) depicts the RMS bias of the standard AR(1) standard error, computed from (2) with s 2 in place of γ 0 , and with R estimated directly from r 1 . This is generally a big improvement, but has a small downward bias even for small φ, that arises from the small bias in r 1 when φ = 0. The s.e. bias exceeds 60% of the true value as φ approaches unity. The green line (fourth from the bottom) replaces s 2 with the value that would be unbiased according to (13) if r 1 were the true φ , but still estimates R directly from r 1 . This is an improvement over the standard AR(1) standard error, but still suffers from the bias in r 1 . The top (blue) line depicts the true standard error, i.e. the true standard deviation of , as computed from (2) with the true φ and γ 0 . 
Figure 4
The truncated-kernel Heteroskedasticity and Autocorrelation Consistent (HAC) covariance matrix, introduced by Newey and West (1987) , is now widely used by economists to "correct" the standard errors of OLS time series coefficients for serial correlation. Greene (2003: 201) reports that its use is now "standard in the econometrics literature." Hayashi (2000: 409-12 ) mentions only it, the similar Quadratic Spectral HAC of Andrews and Monahan (1992) , and the Vector Autoregression HAC (VAR-HAC) method of den Haan and Levin (1996) as appropriate methods for correcting OLS standard errors for serial correlation. Stock and Watson (2007) present HAC as the only method worthy of consideration.
The Newey-West (1987) 
where ( )
is the truncated Bartlett Kernel function for some bandwidth m. Most econometric packages provide "automatic bandwidth selection" for HAC, using a formula such as the following:
which just yields m = 5 (corresponding to 4 non-zero autocorrelation terms used) for n = 100.
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In the benchmark case of homoskedasticity considered in the present paper, the expectation of the HAC estimator is
where
HAC thus effectively employs only the first m-1 sample autocovariances, and replaces the others with zeros. At the same time it down-weights the autocovariances it does not discard by the Bartlett kernel factor (m-l)/m. It also uses the regression residuals as if they were the errors themselves. For all three of these reasons, it tends to underestimate the coefficient variance for a regressor which is itself serially correlated. However, the amount by which it does this depends on both the ρ j and the degree of serial correlation of the regressors themselves.
The cyan line in Figure 4 above (second from the bottom) depicts the RMS bias in the HAC standard error for the same regression as the other lines, using bandwidth m = 4. Although it provides some improvement over the OLS standard errors, the already seriously deficient AR(1) standard errors are far superior. See McCulloch (2008) for further discussion of the HAC standard errors.
The Unit Root Case φ = 1
The unit root case φ = 1 poses no insurmountable problems, so long as there is a constant term and a trend or trending variable(s) in the original regression (1), and so long as the quasi-differenced residuals are used to estimate the variance of the innovations. In particular, it does not in itself indicate a "spurious regression" in which OLS coefficient slope estimates become meaningless. It does, however, require reposing the problem, so as to replace certain undefined mathematical expressions with their limiting values.
As is well known, the OLS coefficient estimates are inconsistent when both the regressor(s) and the errors contain a unit root with no drift. See e.g. Choi, Hu and Ogaki (2008: 330) . Conditional on the observed regressor(s) and the finite innovation variance, the limiting coefficient error is Gaussian. However, there may be a problem of estimating the innovation variance from even the differenced OLS residuals if the residuals themselves are not consistently estimated. 6 Eviews uses Equation (24), following a suggestion of Newey and West. Stock and Watson (2007:607) Nevertheless, when the regression includes a constant and a time trend, the slope coefficient becomes √n consistent: Hayashi (2000: 570) , e.g., shows that after scaling the horizontal axis by n and the vertical axis by √n, the slope coefficient is Gaussian about its true value with a finite variance. Without the scaling, the slope coefficient is therefore Gaussian with standard error proportional to 1/√n. Likewise, if the regressor is unit root with non-zero drift, the drift will dominate the unit root noise for large n, and so the regressor will act as if it were a time trend. This section is therefore limited to the case in which the regressors include either a time trend or a trending variable.
As φ ↑ 1, each element of the unconditional covariance matrix Γ becomes infinite, holding the variance of the innovations in (11) constant. Furthermore, each element of the correlation matrix R becomes unity in the limit. These matrices are therefore no longer useful or informative, and the problem must be reposed without them.
2 u σ Although a random walk has infinite unconditional variance and covariances, its variances and covariances are all well defined conditional on its value at any point in time, say t = 0. Furthermore, as long as there is a constant term in the regression, the OLS residuals will sum to zero regardless of the value of the random walk at t = 0, so that the actual value of ε 0 does not matter for their properties. The conditional covariance matrix of the errors, taken conditional on ε 0 , is
The limiting value of ) ; ψ( X φ , as plotted in Figure 2 , then becomes .
Due to sampling error, the actual value of r 1 could be above or below this value. When inverting this function as in (16) and Figure 3 , any value of r 1 above should simply be identified with .
In the unit root case, the variance of the errors is infinite, and hence uninformative. However, the variance of the innovations remains informative, and enables us to estimate the covariance of the regression coefficients, conditional on the arbitrarily chosen reference point ε 0 , as
The innovation variance could be estimated without bias, using (26), by
But unfortunately, this unbiased estimator, which is the limiting value of (19) taken together with (21), is not consistent, even in a trendline regression (see, e.g. Hayashi 2000:570-71) . Simulations with Gaussian errors indicate that its distribution is approximately a scaled χ 2 with 2.5 degrees of freedom, using either n = 100 or n = 1000, for a model in which only a constant term is estimated. 7 In a linear trend model, it is approximately scaled χ 2 with 5 degrees of freedom, using either n = 100 or n = 1000.
However, using the quasi-differenced residuals (which are in fact simply firstdifferenced in the unit root case being discussed here), equation (19) 
is an unbiased estimator. Furthermore, simulations with Gaussian errors indicate that the distribution of this estimator is approximately scaled χ 2 with n-k degrees of freedom, for both the mean and trend line models, and for both n = 100 and 1000. Although there is no guarantee that it is independent of , inference on the coefficients with t or F statistics based on (28) and (29) should be at least approximately valid.
If a reference point other than ε 0 , say ε t , is chosen, the conditional covariance of the errors becomes , Since MW t M does not depend on the choice of t, exactly the same values of and will be obtained. Furthermore, except for its first row and column,
does not depend on the choice of t. The estimated standard error of the constant term β 1 therefore does depend on the reference point defined by the choice of t, while the slope coefficients β 2 , ... β k do not. In particular, the regression F statistic for the joint hypothesis β 2 = 0, ... β k = 0 is at least approximately valid despite the unit root in the errors, and is invariant to the arbitrarily chosen reference point. 7 Although s 0 can be expressed as a linear combination of squared N(0,1) random variables, the weights are unequal so that its distribution is not exactly χ 2 . Nevertheless, the relation between the distribution's simulated mean and variance is the same as for the χ 2 with the indicated degrees of freedom.
If the one-step-ahead forecast of y n+1 (conditional on the time t = n+1 values of the regressors) is of particular interest, the reference point t = n+1 may be a convenient choice. In this case, ( ) Since the unconditional variance of the errors is infinite in the unit root case, the unconditional variance of is also infinite, as is its unconditional covariance with the other coefficients. In the unit root case, we may therefore write
where N is the n×n identity matrix I n , with its (1,1) element replaced by ∞. 
Monte Carlo Properties of Moment Ratio Estimator and Unit Root Test

Figure 6
Because the Moment Ratio function lies above the median in Figure 5 for φ > 0, and both are increasing functions of φ, is necessarily less than the Median Unbiased estimator computed by inverting the Monte Carlo median function at r 1 , and therefore provides a less conservative adjustment for serial correlation, at least for the problem simulated. 
Figure 7
Above approximately 0.979, the Moment Ratio RMS standard error in Figure 7 falls below unity, relative to the true standard error, reaching 0.698 at φ = 1. Some downward bias is inevitable at this boundary, since sampling error can only produce too low a standard error. However, even this 30.2% maximal downward bias is quite small in comparison to that of the alternatives illustrated in Figure 4 . The Monte Carlo distribution of r 1 for φ = 1, illustrated at the right edge of Figure   5 above, provides a simple test for a unit root, under the assumption of Gaussian errors, that is exact to within Monte Carlo sampling error: If r 1 is less than say the 5th percentile of this distribution (0.7777 for the illustrated trend line regression with n = 100), a unit root can be rejected with a 5% test size. The only practical way to perform this test is with a Monte Carlo simulation comparable to that required for Andrews' (1993) Median Unbiased estimator, but since the test is optional, and even then the simulation only needs to be performed under the null φ = 1, it is not nearly as computationally demanding as the Median Unbiased estimator.
It has become common in applied time series econometrics to "err on the side of caution," by imposing a unit root whenever a unit root cannot be rejected. The blue (upper) line in Figure 7 above shows the simulated RMS standard error for the trend slope when this is done, i.e. when φ = 1 is imposed whenever r 1 is greater than 0.7777, its 5% critical value for this regressor matrix and sample size. Although this strategy completely eliminates the small downward bias in the Moment Ratio standard error for φ > .979, it greatly aggravates its moderate upward bias for most other values of φ above approximately 0.6. Such a strategy would therefore be a big mistake. A good case could be made, however, for imposing the unit root whenever exceeds the value of φ for which the bias in the Moment Ratio standard errors changes sign. This value is approximately 0.979 in a trend regression with n = 100, and 0.989 in a trend regression with n = 200.
MR φˆ
An anonymous NSF referee has made the very helpful suggestion that the ultimate proof of the pudding is not the RMS bias of the corrected standard errors, but rather their ability to construct confidence intervals without size distortion. Figures 8 and  9 below show the simulated coverage of a 95% confidence interval for the intercept and slope, respectively, in a trendline regression with n = 100. 10,000 replications were used, so that the sampling standard error is 0.22%. The trend regressor was normalized to have mean zero, so that the intercept takes on its value at the center of the regression line. The intercept and slope coefficients were, without loss of generality, both set to 0.
Fig. 8
Monte Carlo coverage of 95% confidence interval for trendline intercept, n = 100.
Fig. 9
Monte Carlo coverage of 95% confidence interval for trendline slope, n = 100
The Moment Ratio estimator consistently has less size distortion than OLS, HAC, or the standard AR(1) adjustment. Nevertheless, despite the MR standard error's lack of downward bias in Figure 7 , it is sufficiently noisy that it over-rejects the true value of the parameter in question for all positive values of φ.
This size distortion is somewhat worse for the intercept in Figure 8 than it is for the slope in Figure 9 , because the time-trend slope regressor is not quite as strongly positively autocorrelated as is the constant intercept regressor. Nevertheless, the difference is not large, even in the case of a unit root. Figure 10 provides a detail of the information in Figure 9 .
[More discussion of these new coverage results will be added before the ES NASM 2011 meetings.]
Fig. 10
Monte Carlo coverage of 95% confidence interval for trendline slope, n = 100 (Detail of Fig. 9 )
Higher Order Autoregressive/Unit Root Models and Consistent Covariance Estimation
Although an AR(1) model is often a good first approximation to the autocovariation function, this can be unnecessarily restrictive. The true model may not even be a finite order autoregressive process. However, a finite order AR(p) model 
we have a well-conditioned system of p equations in p unknowns that may be solved numerically for as a function of r 1 , ... r p , subject to the condition that the autoregressive roots lie on or outside the unit circle. Then and may be constructed as in (19) and (20).
The autocovariation function and therefore the coefficient covariance matrix may then be estimated consistently by considering values of the autoregressive order p up to and including a value such as ⎣ ⎦ 9 / 2 max ) 100 / ( 4 n p = , the maximum lag considered by the formula (24) suggested by Newey and West and employed by Eviews. Parsimony may be enforced with a general-to-specific model selection procedure that starts with p = p max and tests the hypothesis φ p = 0 at some appropriate test size, say .05, sequentially reducing p by 1 if the hypothesis cannot be rejected. Alternatively, we may simply set p = p max .
The higher-order Moment Ratio estimators discussed in this section have not yet been implemented. Accordingly, the following two examples are confined to the AR (1) case.
Yet another approach is the very interesting Heteroskedasticity and Autocorrelation Inconsistent (HAI) covariance estimator of Kiefer, Vogelsang and Bunzel (2000) , as modified by Kiefer and Vogelsang (2002) :
and c is a correction for bias. While HAI makes no parametric assumptions about the form of the serial correlation, it is inconsistent in that the limiting covariance estimate is merely an unbiased random variable, rather than a limit in probability. Future versions of this paper will compare this estimator to MR. 10 As indicated in Table 1 , the slope of the trend line corresponds to 3.154%/yr, with an OLS standard error of 0.017%/yr. However, there is acute serial correlation (r 1 = 0.946), which makes the OLS standard errors invalid. The conventional AR(1) standard error, using r 1 to estimate φ and s 2 to estimate γ 0 , is 0.089%/yr., which is already 5 times higher than the OLS standard error.
Real Income Trend Growth
However, the Moment Ratio estimate of φ is 0.981. Although this is "not far" from r 1 = 0.946, it is less than half as far from unity, and therefore represents more than twice as much persistence. Furthermore, the MR estimate of γ 0 is twice as large as s 2 . Using these two values, the Moment Ratio standard error rises to 0.140%/yr. Although this is 8 times the OLS standard error, the slope remains significantly different from zero (t = 22.5).
Although is less than unity, a unit root cannot be rejected using a Monte Carlo simulation of the distribution of r 1 with Gaussian errors under the null φ = 1. The actual value, 0.946, is the 49.8 percentile of this simulated distribution using 10,000 replications, so that 0.498 is the p-value for a one-sided unit root test. Since is only 0.981, there is therefore no compelling reason to impose the nonrejected unit root. In fact, prematurely imposing it can severely bias the standard errors upward. Nevertheless, the two values are close enough that it is worth at least tentatively imposing the unit root. Table 1a below imposes the unit root, if only for comparison to Table 1 . The unconditional standard error of the intercept becomes infinite, not because there is any great uncertainty about the location of the trend line relative to the data, but simply because there is infinite uncertainty about the location of the data relative to the (undefined) unconditional mean of the error process. However, because the estimated slope depends only on the data and not at all on the unknowable unconditional mean of the error process, its standard error changes only by a finite, though sizeable, amount when the unit root is imposed. Even the intercept has finite standard error when conditioned on the initial or one-step-ahead value of the error.
Table 1a
log y t = a + b (t/4) + ε t .
1959Q1 -2008Q4 (n = 200).
Unit root imposed: 
A unit root in the errors is therefore not equivalent to a spurious relationship between the variables in question.
Here we have a highly significant and valid relationship between real GDP and the time trend, that allows us to predict GDP well into the future, even when we assume there is no cointegrating relationship between the two variables. With a unit root, the intercept of the trend line has infinite unconditional uncertainty, but this is completely irrelevant for forecasting GDP, since in the unit root case, there is no tendency for the process to return to the trend line anyway. Instead, it simply follows a random walk from its well observed terminal value, with a growth rate governed by the slope of the trend line, but without reference to the location of the trend line itself. Since this random walk has finite variance innovations, the forecast has finite variance (conditional on the observed data) at all horizons.
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The actual process for real income is likely more complex than a near-unit-root AR(1), if only because of time-aggregation considerations. The present results are merely illustrative of the Moment Ratio estimator, and are not to be taken as a definitive model of real income.
Demand for Base Money
The near doubling of the quantity of Monetary Base supplied by the Federal Reserve System during the fourth quarter of 2008 makes it important to understand the demand for Base Money. However, this explosion was accompanied by the payment, for the first time, of interest by the Fed on bank excess reserve deposits. The functional form of the demand for Monetary Base may therefore be somewhat different since that quarter than it was previously. Nevertheless, it remains useful to estimate demand for Monetary Base was determined before this change in policy, if only as a proxy for the demand for currency.
It is assumed that observed real Base Money balances log m t equal desired real Base Money balances plus (in logs) an error ε t that is normal but may be serially correlated. Desired real money balances are assumed to depend on real income y t and nominal interest rates R t , with a constant real income elasticity a, and a constant interest semielasticity b:
(32) Inventory models of money demand predict that a lies in the range (.5, 1) , and that b is negative. The regressors are assumed for the purposes of the present study to be exogenous and thus independent of the errors, though it may be appropriate to revisit this assumption in future work.
For this equation, the nominal base is the seasonally adjusted Board of Governors Monetary Base, adjusted for changes in reserve requirements.
12 This is deflated by the seasonally adjusted chain-type GDP Deflator.
13 Real income is the same real GDP series used in the previous section. The nominal interest rate is the 3-month Treasury bill rate, 11 In fact, since the standard deviation of the random walk uncertainty only grows with the square root of horizon, while the standard deviation of the growth rate uncertainty grows in proportion to horizon, the latter must dominate at long horizons. 12 St Louis Fed FRED data base monthly series BOGAMGSL aggregated to quarterly averages. 13 FRED series GDPCTPI.
in %/yr.
14 Since real income has a strong trend, at least its coefficient can be estimated consistently by OLS. Again, there is strong serial correlation ( = 0.971) that makes the Moment Ratio standard errors much larger than the downward-biased OLS and even AR(1) standard errors. However, the factor by which the standard error increases is not as strong for the coefficient on R t (6.1) as it is for log(y t ) (8.8). The reason for this is that the interest rate is not as strongly serially correlated as is real income, and hence there is not as much interaction with the error serial correlation, as understood already by Bartlett (1935) and Quenouille (1952) .
MR φˆ
As expected, the income elasticity is positive, and lies in the range (.5, 1). A zero coefficient may easily be rejected, even after the MR correction for serial correlation (t = 8.05), though a unit elasticity may not be rejected (t = 1.29). Also as expected, the interest semi-elasticity is negative. Although not as strong as the income elasticity, it is significantly non-zero (t = -3.17).
As in the previous example, is so high that a unit root cannot be rejected. In a Monte Carlo simulation with 10,000 replications, the actual value of r 1 was the 42.4 percentile of the simulated distribution of r 1 , using the X matrix of this regression with φ = 1. The p-value of a one-sided unit root test is therefore 0.424.
Although this is not a pure trend-line regression, log(y t ) as illustrated in Figure 8 does not differ greatly from a linear trend, and hence the properties of the regression are not much different from a trend regression. As noted in Section 4 above, the bias in MR trend slope standard errors is actually positive unless φ is greater than approximately 0.989 for n = 200. In the present example, one of the regressors is essentially a linear trend, and the sample size is virtually 200, so a very similar threshold would apply here. Since is only 0.971, imposing a unit root is therefore more likely to bias the standard errors upwards than to correct a downward bias.
Nevertheless, the two values are again quite close, so Table 2a below imposes a  unit root, if only for comparison to Table 2 . Despite the increase in the standard errors, the t-statistics on the income elasticity and interest semi-elasticity are still quite strong (3.36 and -2.30, resp.). There is thus no reason to regard this OLS regression as spurious, even when the errors are assumed to contain a unit root. If the constant semi-elasticity functional form may be extrapolated to out-ofsample interest rates (admittedly a big "if"), the negative reciprocal of the interest rate coefficient, -1/b = R max = 25.8%/yr, is the interest rate, and therefore roughly the inflation rate and base expansion rate in excess of real growth, at which real seigniorage is maximized (Cagan 1956 ). Any seigniorage target above this rate is not consistent with any finite inflation rate, and hence leads eventually to runaway hyperinflation as agents revise their inflationary expectations upward without bound (McCulloch 1982) . Since all variables had their terminal values subtracted out before the regression was run, the intercept c indicates that the demand for real base at the 2008Q3 values of y and R exceeded the actual real base in that quarter by 1.10%. This would indicate that in fact steady-state maximal seigniorage is about 1.1% higher than calculated in the preceding paragraph, or about $83 billion (2008 dollars).
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The estimates of base demand in this section are merely designed to illustrate the Moment Ratio approach to estimating autoregressive coefficients. They tell us nothing about the important dynamics by which the price level adjusts to clear any excess supply or demand for base money, nor by which base demand adjusts to real income and/or interest rates. Furthermore, there may be higher order serial correlation present in addition to the first order modeled here.
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Conclusions
The proposed Moment Ratio Estimator for the autoregressive parameters of the errors in an OLS regression is computed from the conventional residual autocorrelation coefficients, but greatly reduces their bias, and provides corrected standard errors with far less bias than alternatives. The estimator is in the spirit of the Median Unbiased estimator of Andrews (1993) and McCulloch (2008) , but does not require their Monte Carlo simulation, and provides smaller standard error bias in the illustrated case.
The presence of a unit root in the errors, and therefore the absence of a cointegrating relationship, does require reposing the problem, but does not by itself indicate that an OLS correlation between the variables is spurious. Hypothesis testing is standard, provided it is based on squared quasi-differenced residuals, and not on the squared residuals themselves, and provided the regressor(s) include a time trend or unit root regressor with non-zero drift. Although the present paper is restricted to the AR(1) case, the approach is readily extendable to higher-order AR processes. An exact unit root test similar to that of Andrews (1993) is implemented for the AR(1) case.
The Moment Ratio estimator is applied to an income trend line regression, as well as to a monetary base demand function. In both cases, the Moment Ratio autoregressive coefficient estimate is quite close to unity, and a unit root in the errors cannot be rejected. However, the trend slope remains highly significant in the income trend line regression, and both the income elasticity and interest semi-elasticity remain highly significant in the base demand equation, even when a unit root is imposed.
In general, a unit root should not be imposed whenever it cannot be rejected, since unless the autoregressive coefficient is very close to unity, falsely imposing a unit root will bias coefficient standard errors upwards.
Despite their consistency, the popular HAC standard errors of Newey and West (1987) can greatly overstate the precision of OLS coefficient estimates with sample sizes 15 Although b is significantly non-zero, R max and s max could differ substantially from their point estimates. The present paper does not attempt to quantify this uncertainty. 16 Adding leads and lags of the first differences of the regressors, as in Choi, Hu and Ogaki (2008) , may be a useful way to enrich the dynamics of the regression. 
