データの相関構造抽出とエキスパートシステム設計に関する研究 by 浅利  岳
データの相関構造抽出とエキスパートシステム設計
に関する研究












第 1章 序論 4
1.1 本論文の背景 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 本論文の目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
第 2章 2部グラフ型ボルツマンマシン 9
2.1 本章の概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 ２部グラフ型ボルツマンマシン . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 最尤推定法を用いたパラメータ学習アルゴリズム . . . . . . . . . . . . . . 13
2.4 近似学習法導入の必要性 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 ロジスティック回帰問題との関係性 . . . . . . . . . . . . . . . . . . . . . . 19
2.6 本章のまとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
第 3章 Belief Propagation 21
3.1 本章の概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 BBMに対するBelief Propagation . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 数値実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.1 実験の設定 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.2 データの偏り . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1
目 次 2
3.3.3 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 本章のまとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
第 4章 Pseudo Likelihood Estimation 39
4.1 本章の概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Pseudo Likelihood Estimation . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 PLEを適用したBBMのパラメータ学習則 . . . . . . . . . . . . . . . . . . 41
4.4 数値実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.1 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.5 本章のまとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
第 5章 Composite Likelihood Estimation 50
5.1 本章の概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Composite Likelihood Estimation . . . . . . . . . . . . . . . . . . . . . . . 50
5.3 CLEを適用したBBMのパラメータ学習則 . . . . . . . . . . . . . . . . . . 52
5.4 数値実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.4.1 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.5 提案手法のブロック分割の妥当性 . . . . . . . . . . . . . . . . . . . . . . . 62
5.6 実データを用いた実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.6.1 実験設定 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.6.2 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.7 本章のまとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
第 6章 結論 70
6.1 本論文の要約 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70







































































第 1 章 序論 7
立性は以下の式で定義される．
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BBMの定義式の導出のため，まず図 2.1のような 2部グラフを考える．上層が nx個，
図 2.1: nx = 3, ny = 5の 2部グラフの例．下層が入力層，上層が出力層に対応している．
下層が ny 個の合計 n個のノードによって構成され (nx + ny = n)，各ノードは同層内
のリンクを持たず，異なる層に所属する全てのノードに対しリンクを持って (完全結合
して)いるとする．ここで上層ノードのラベルを i，下層ノードのラベルを jで表し，そ
の集合をそれぞれ Vx, Vy と表記する (Vx := 1, 2, ..., nx, Vy := 1, 2, ..., ny)．また，ノード
i，jをつなぐリンクを (i, j)というラベルで表記し，その集合を E(i, j)とする (E(i, j) :=
(1, 1), (1, 2), ..., (1, ny), (2, 1), ..., (nx, ny))．各ノードには上層ノード i上に離散確率変数xi，




ルコフ確率場という．今考えているグラフに対しては，P (xi | x \ {xi},y) = P (xi | y)，

















と表せる．ここでΦij (xi, yj)はリンク (i, j)上のポテンシャル関数である．ポテンシャル






lnΦij (xi, yj) := a
(j)
i xi + b
(i)
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式 (2.2)がBBMと呼ばれるモデルであり [3]，その構造から双方向性連想記憶モデル (bidi-
rectional associative memory: BAM)[8]の確率的拡張モデルと解釈することもできる．













xiの条件付き確率P (xi | y,θ)を求めたいとする．下層の入力データをd = ({dj} | j ∈ Vy)
で表すと，P (xi | d,θ)は以下のように書くことが出来る．
P (xi | d,θ) =
P (x,d | θ)∑
xi














































































なパラメータを推定する最尤推定法 (Maximum Likelihood Estimation:MLE)を適用した
パラメータの機械学習アルゴリズムを導出する．
各ノードに対して欠損のないM 個の完全データD = {(d(µ), e(µ)) | µ = 1, 2, ...,M}が
得られたとする．ここで d(µ) = {d(µ)i | i ∈ Vx}は上層の変数xに対する µ番目の観測デー

























































P (x,y | θ)
(2.8)
式 (2.8)は次の 2つの性質を持つ．
KL[QD ∥ P ] ≥ 0







P (x,y | θ)
















































































































































































まず学習パラメータに対し適当な初期値を設定し，反復計算回数 k = 0とする．k回目
の反復でパラメータ学習解が θ(k)で与えられたとすると，k + 1回目のパラメータ学習解
は式 (2.12)–(2.14)を用いて次のような更新側に従って更新していく．











1) BBMは log-linearモデル (指数分布族)であるので，式 (2.10)は凸関数であるであることが知られてい
る．この性質から，パラメータ学習解が局所解に陥る問題を考慮する必要はない．


































sk : = εdk










とし，k = 0のときのH0は単位行列であることとする．式 (2.17)はBFGS公式と呼ばれ
る [16]．式 (2.16)によって求めた探索方向ベクトルを用いて，下式に従ってパラメータ更
新を行う．











step.2 反復回数 k = 0，パラメータの初期値を 0とする．
step.3 式 (2.15)に従ってパラメータを更新．
step.4 k < 100なら step.3を繰り返し，値が収束したら終了．
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2.5 ロジスティック回帰問題との関係性
BBMは以下の様に出力層の条件付き確率と入力層の事前確率の積の形で表現できる．
P (x,y | θ) = P (x | y,θ)P (y | θ) (2.19)
式中の P (x | y,θ)が確率推論の式 (2.5)に対応している．式 (2.5)より，出力層に属する
ノードの条件付き確率をそれぞれ独立に計算できることから，各々の計算は単純パーセ
プトロンと呼ばれる識別機械に対応していると言える (図 2.3)．単純パーセプトロンでは，
出力 xは式 (2.5)から，入出力関数 f を用いて以下のように定義される．






regression model)と呼ばれる [1]．式 (2.5)は，













図 2.3: 単純パーセプトロンの例．入力データ yとパラメータで表される入出力関数 f の
値から出力 xを推論する．







































































ある確率分布関数 ρ(x,y | θ)とBBMの間のKL情報量を考えると，
KL[ρ ∥ P ] =
∑
x,y
ρ(x,y | θ) ln ρ(x,y | θ)
P (x,y | θ)
(3.1)
となる．これを ρ(x,y | θ)について最小化すると ρ(x,y | θ) = P (x,y | θ) という式を得
るため，このKL情報量はBBMを得るためのコスト関数と見ることが出来る．ここで式
(3.1)のうち，ρ(x,y | θ)に関する項をF(ρ)で表すと，
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ρ(x,y | θ) ln ρ(x,y | θ)
と定義している．F(ρ)は変分自由エネルギーと呼ばれ，このコスト関数の無制約最小化
はKL最小化と等価であることから，以後この変分自由エネルギーをKL情報量に代わる
コスト関数として利用していく．ここで，確率分布 ρ(x,y | θ)を以下のような形に制限
する．











































































































ここで，式 (3.5)のH(ρi)，H(ρj)はそれぞれ xi，yjに関する周辺分布 ρi(xi)，ρj(yj)が持








ρi(xi) = 1 ,
∑
yj





ρij(xi, yj) = 1 (3.6)∑
yj
ρij(xi, yj) = ρi(xi) ,
∑
xi















































































=αixi + (1− ny)
(











=βjyj + (1− nx)
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ρij(xi, yj) ∝ exp
(
wijxiyj + γji(xi) + γij(yj)
)
(3.14)
式 (3.9)から式 (3.12)への変形において，未定乗数 λiは xiと無関係の項なので比例関係
から除外されていることに注意する，同様に式 (3.13)，(3.14)の λj，λij も比例関係から
除外されている．しかし上式にはまだ未定乗数 γが残っている状態であるため，周辺化の
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タ学習則を解析的に解ける式の形で導くことが出来る．確率分布 ρ(x,y | θ)に関する期





















































































1 + ximi + yjmj + xiyjmij
4
ln


























1 + ximi + yjmj + xiyjmij
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1 + ximi + yjmj + xiyjmij
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(1−mj +mi −mij)(1−mj −mi +mij)
(1 +mj +mi +mij)(1 +mj −mi −mij)
× (1 +mj +mi +mij)(1 +mj −mi −mij)







1 +mj +mi +mij
1 +mj −mi −mij
+
√
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= 2(tanh−1mi − Λj→i)









= 2(tanh−1mj − Λi→j)
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と定義している．これはデータ中の各ノード，及びリンクで繋がれた 2つのノードの状態
の平均を表しており，これが確率分布 ρ(x,y | θ)の期待値と等しくなるようなパラメー
タの値が求めたい最適なパラメータであることを意味する．そのため，この条件をベーテ
近似が満たす関係式 (3.29)–(3.31)に代入することで，













1 + ⟨e(µ)j ⟩
+ tanh−1





















1 + ⟨d(µ)i ⟩
+ tanh−1
















1 + ⟨e(µ)j ⟩
+ tanh−1





















第 3 章 Belief Propagation 32
3.3.1 実験の設定




設定 (1) αと βが平均 0，分散 0.2，wが平均 0，分散 0.1のガウス乱数．















































































































した対数尤度関数は，M = 50のときはMLEよりも明らかに低く，おおよそM ≥ 100程
度でMLEとほぼ一致する．また図 3.3(b)において，設定 (2)の下での観測データに対す




































































定 (1)の約 10倍と非常に大きく，また設定 (1)ではM ≥ 100からM を大きくするとわず
かに誤差が小さくなるが，設定 (2)ではM > 150程度から誤差が全く縮まらないことが
分かる．これらのことから，学習解の観点からもBPがデータの偏りに対して強い依存性
を持っていることが分かる．























































である．図 3.6(a)，3.6(b)は，生成モデルパラメータが設定 (1)，設定 (2)であったときの
バイアスパラメータα，βの平均絶対誤差，図 3.6(c)，3.6(d)は各設定でのリンクの重みパ
ラメータwの平均絶対誤差の図である．設定 (1)の下では，MLEとBPの学習解誤差は
M = 5000程度まで単調減少しているが，それ以降はM を増やしても精度の向上は見ら
れなかった．また設定 (2)の下では，M の変化による誤差の推移の傾向は見られず，誤
差は常に約 0.1程度であった．このことから，BPによる近似学習の精度には限界があり，






































































4.2 Pseudo Likelihood Estimation
MLEにおける計算爆発の問題を克服するため，近似学習法である PLEについてその
枠組みを説明する．n個のノードからなる集合 V = {1, 2, · · · , n}と，適当なリンクの集
図 4.1: 無向グラフG(V , E)の例．グラフの要素はそれぞれ n = 6，V = {1, 2, 3, 4, 5, 6}，
E = {(1, 2), (1, 6), (2, 5), (2, 6), (3, 4), (3, 5), (3, 6)}である．
39
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合 E で構成されるグラフ G(V , E)が与えられたとする (図 4.1)．各ノードに離散確率変
数 x = {xi | n ∈ V}を割り当て，さらに何らかのパラメータ θを持っているとし，そ
のときの確率分布 P (x | θ)を考える．今，各ノードに対してM 個の完全な観測データ





QD(x) lnP (x | θ) (4.1)
という形で書くことができる．式 (4.1)の最尤推定はP (x | θ)の統計量を計算する必要が
あるが，ここで，あるノード iの確率変数 xiに注目し，それ以外の確率変数の状態が決
まっているものだと仮定すると，xiの条件付き確率はBayesの定理より，
P (xi | xi∗ ,θ) =
P (x | θ)∑
xi
P (x | θ)
(4.2)
と書くことが出来る．ここで左辺のxi∗は {xi∗ := x \ xi}として定義している．この条件
付き確率と経験分布を生成する確率分布関数の間のKL情報量を考えると，





P (xi | xi∗ ,θ)
(4.3)
となり，この中で P (xi | xi∗ ,θ)に関する項のみを取り出すと，
∑
x



































QD(x,y) lnP (yj | x,yj∗ ,θ) (4.6)
上式の第 1項はある上層ノードに注目した際の条件付き確率，第 2項はある下層ノードに
注目した際の条件付き確率から来る項である．式 (4.6)中のP (xi | xi∗ ,y,θ)はBayesの定
理より，
P (xi | xi∗ ,y,θ) =
P (x,y | θ)∑
xi
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となり，xiに関連する項を除いて全て約分することが出来る．同様にP (yj | x,yj∗ ,θ)は，
P (yj | x,yj∗ ,θ) =
P (x,y | θ)∑
yj



























































































































































































































































































































































































































1) モデルが log-linearであれば，LPLは LML同様凸関数となることが知られているため，MLE同様局所
解に陥る心配を考慮せずに勾配法，準ニュートン法を用いた PL最大化で PLEによる近似学習解を得
ることが出来る．































































































































































































MLEとの誤差，及びその学習解を真の対数尤度関数 (第 2章:式 (2.10))に代入し，規格化
することで求めた値を比較材料とする．









































































してプロットしている．図 4.2(a)，4.2(b)，4.2(c)はそれぞれ設定 (1)，設定 (2)の下での









学習解の差分の絶対値をプロットしている．図 4.3(a)，4.3(b)はそれぞれ設定 (1)，設定 (2)
の下でのバイアスパラメータα，βの平均絶対誤差であり，図 4.3(c)は図 4.3(b)をPLEに
























































































対して拡大した図である．また図 4.3(d)，4.3(e)はそれぞれ設定 (1)，設定 (2)の下でのリ
ンクの重みパラメータwの平均絶対誤差であり，図 4.3(f)は図 4.3(e)をPLEに対して拡
大した図である．設定 (1)の下で，それぞれの近似学習解のMLEとの誤差はM = 50では
PLEの方が小さいが，M ≥ 70ではBPの方が誤差が小さいことが分かる．また，BPは
M ≥ 100程度を境にM が大きくなっても誤差はほとんど変わらないが，PLEではM が
大きくなると誤差が単調減少している．次に設定 (2)の下では，BPの近似学習解はPLE




誤差の 3倍程度大きいことが分かる．このことから，学習解の観点からも PLEは BPよ


















































































M = 100のときには差があるものの，M が大きくなるにつれてその差は埋まっているこ
とが分かる．
図 4.5はMLEと近似法でそれぞれ得られたパラメータ学習解の差分の絶対値のプロッ
トである．図 4.5(a)，4.5(b)は，設定 (1)，設定 (2)の下でのバイアスパラメータα，βの
































































らPLEについて設定 (1)と設定 (2)のグラフの結果を比較すると設定 (1)の下での精度の
方が良く，やはりデータの偏りの影響は無視出来ていないことが分かる．


















5.2 Composite Likelihood Estimation
BBMに対する CLEの適用に先立ち，対数尤度関数を近似した CLを定義し，CLEの
考え方について述べる．
第 4.1章の図 4.1のようなグラフに対し，各ノードに離散確率変数 x = {xi | n ∈ V}を
割り当て，さらに何らかのパラメータ θを持たせたときの確率モデル P (x | θ)について
再び考える．各ノードに対してM個の完全な観測データD = {(d(µ)) | µ = 1, 2, ...,M}が
得られたとし (d(µ) = {d(µ)k | k ∈ V})，その経験分布をQD(x)とすると，対数尤度関数は
4.1節の式 (4.1)で与えられる．ここで，各ノードをブロックと呼ばれる k個のサブグラフ
50
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Bk ⊆ Vに分割し，その族F := {B1, B2, ..., Bk}について考える (図5.1)．ただし，各ノード
は複数の異なるブロックに属していても構わないが，全てのノードが少なくともどれか１
つのブロックには属するよう分割する必要があることに注意する (B1∪B∪, ...,∪Bk = V)．
(a) B1 = {x1, x2} (b) B2 = {x2, x3, x6} (c) B3 = {x3, x4, x5}
図 5.1: 図 4.1に対するK = 3でのブロック分割の例．
今，あるブロックBlに注目し，それ以外のブロックに属するノードの状態が決まって
いるものだと仮定すると，Blに属するノードの条件付き確率はBayesの定理より，
P (xBl | xB∗l ,θ) =
P (x | θ)∑
xBl
P (x | θ)
(5.1)
となる．ここで xBl := {xi | i ∈ Bl}，xB∗l := {xi | i ∈ V\Bl}として定義しており，それ
ぞれBlに属するノードと属さないノードの確率変数の集合を表している．この条件付き
確率と経験分布を生成する確率分布関数の間のKL情報量を考えると，





P (xBl | xB∗l ,θ)
(5.2)
となり，この中で P (xBl | xB∗l ,θ)に関する項のみを取り出すと，∑
x







QD(x) lnP (xBl | xB∗l ,θ) =: LCL(θ) (5.4)
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が導かれる．式 (5.4)は複合尤度 (Composite likelihood:CL)と呼ばれ，CLをパラメータ
について最大化することをCLEを呼ぶ [10]．式 (5.4)においてBl = xl，すなわち全ての
ノードに対して 1つのブロックが割り当てられていると考えるとCLはPL(4.5)と等価と
なり，Bl = x，すなわち全てのノードが 1つのブロックに含まれていると考えると，CL
は対数尤度関数LMLに等しくなる (図 5.2)．






















Ui = {xi, y1, y2, ..., yj | i ∈ Vx, j ∈ Vy} (5.5)
Lj = {x1, x2, ..., xi, yj | i ∈ Vx, j ∈ Vy} (5.6)
Ui，Ljはそれぞれ (1+ ny)個，(1+ nx)個のノードを含んでおり，一見すると計算量的な
問題が起こり得るように感じるが，それぞれ各ノードを頂点としループを含まない最大木
構造となっているため，計算量的な問題は起こらないことが後になって分かる．
図 5.3: 式 (5.5)，(5.6)のブロック分割の図．ある上層ノード iと全ての下層ノードからな







QD(x,y) lnP (xi,y | xi∗ ,θ)






QD(x,y) lnP (x, yj | yj∗ ,θ) (5.7)
となる．式 (5.7)の第１項は式 (5.5)から，第２項は式 (5.6)からそれぞれ導かれる項に対
応している．式 (5.7)の第１項の中の条件付き確率はBayesの定理を用いて以下の様に書
き表せる．
P (xi,y | xi∗ ,θ) =
P (x,y | θ)∑
xi,y































































P (x, yj | yj∗ ,θ) =
P (x,y | θ)∑
x,yj


























































と書き表せる．式 (5.8)，(5.9)と観測データ d(µ)，e(µ)を式 (5.7)に代入することで，CL
は以下のように式変形することが出来る．


















































































































































































































































































[· · · ](µ)λi :=
⟨∑
yj























[· · · ](µ)γj :=
⟨∑
xi
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⟨· · · ⟩(µ)ui :=
∑
xi





, ⟨· · · ⟩(µ)lj :=
∑
yj
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∂LCL(θ)
∂βj




























































































































































































































してプロットしている．図 5.4(a)，5.4(b)，5.4(c)はそれぞれ設定 (1)，設定 (2)の下での
結果と，設定 (2)の結果をCLEに対して拡大した図である．図 5.4(a)を見ると，CLEは
M = 50からMLEに近い軌跡を描いているが，PLEとの違いは明確には見られない．ま
た，M = 90からは BPの精度が上がり，CLEと BPがほぼ同等の結果を出力している．
一方で図 5.4(b)を見ると，BPによる値が他の手法に比べ非常に悪いことが分かる．また
この図では PLE，MLEと CLEの比較が難しいため，拡大図 4.2(c)に注目すると，こち





































































































図 5.5(c)は図 5.5(b)をCLEに対して拡大した図である．また図 5.5(d)，5.5(e)はそれぞれ
設定 (1)，設定 (2)の下でのリンクの重みパラメータwの平均絶対誤差であり，図 5.5(f)
は図 5.5(e)を CLEに対して拡大した図である．設定 (1)の下で，それぞれの近似学習解
のMLEとの誤差はM = 50では CLEが最小で，次に PLE，最後に BPという順に精度



































































































































































































トしている．図 5.7(a)，5.7(b)は，設定 (1)，設定 (2)の下でのバイアスパラメータ α，β
の平均絶対誤差，図 5.7(d)，5.7(e)は各設定でのリンクの重みパラメータwの平均絶対誤
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差の図である．また図 5.7(c)，5.7(f)は設定 (2)の下での結果をCLEに対して拡大したグ



























































































































































実験 (1) 上層ノード 5個，下層ノード 7個の合わせて 12個のノードからなる BBMに対
し，提案手法を用いたパラメータ学習を行い，リンクの重みパラメータwの学習解
に従ってモデルの相関構造をグラフ化することで提案手法の妥当性を検証する．
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5.6.2 実験結果
実験 (1)の結果
図 5.10: 表 5.1，5.2のデータから算出した確率的相関構造 (男性)．データ数はM = 7077
である．




0.5以下のリンクは無相関であるとして切断し，0.5 < |w| ≤ 1.0のリンクは弱相関として
点線，1.0 < |w|のリンクは強相関として実線で表している．またリンクで結ばれた 2つ
のノードが同符号となりやすい正の相関を持つリンクは赤線，異符号となりやすい負の相










学習データ テストデータ PLE CLE BP
3508 3509 0.808 0.808 0.794
1404 5613 0.803 0.803 0.789
702 6315 0.794 0.795 0.761
結果の評価にはF1scoreを用いている．まず，あるノードの状態の推論結果と実際の状




推論結果 +1 true positive(tp) false positive(fp)
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上式を用いて F1scoreは以下の様に定義される．
F1score :=








表 5.7: PLEにおける表 5.6の分類の内訳
学習データ テストデータ tp tn fp fn
3508 3509 46892 4307 18846 3623
1404 5613 74411 7687 29530 6245
702 6315 79854 11385 30079 11297
表 5.8: CLEにおける表 5.6の分類の内訳
学習データ テストデータ tp tn fp fn
3508 3509 46712 4444 18709 3803
1404 5613 74168 7921 29296 6488
702 6315 79840 11486 29978 11311
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