We present πMDO, an object-oriented framework that facilitates the use of algorithms for multidisciplinary optimization (MDO). The resulting implementation of the MDO architectures is efficient, scalable, and portable. The main advantage of the proposed framework is that it is flexible, with a strong emphasis on object-oriented classes and operator overloading and it is thus ideal for the rapid development and evaluation of new MDO architectures, as well as the benchmarking of existing ones. The top layer interface is programmed in Python and it allows for the layers blow the interface to be programmed in C, C++, Fortran and other languages. We describe the implementation of πMDO and demonstrate that we can take advantage of object-oriented programming and operator overloading to obtain intuitive, easy-to-read, and easy-to-develop codes that are at the same time efficient. This allows developers to focus on the new algorithms they are developing and testing, rather than on implementation details. Several numerical experiments verify that the various MDO architectures yield the correct solutions and allow the evaluation of their relative performance.
Introduction
Multidisciplinary design optimization (MDO) is a growing field of research with a wide range of applications. When optimizing engineering systems that involve multiple disciplines, it is well known that strategies such as sequential optimization are often not able to find the true optimum of the system. Thus it is important that interdisciplinary interactions be properly accounted for, both in the solution of the coupled governing equations and the optimization. Only by considering these interactions during the optimization process can the true optimum of the coupled system be determined.
As research on MDO has matured, the number of architectures available to solve a given problem has increased. These architectures can be divided into two classes: monolithic formulations and multilevel formulations. Monolithic formulations, which include the multidisciplinary design feasible (MDF) and the simultaneous analysis and design (SAND) approaches, use a single system-level optimizer for the whole problem. These approaches tend to be the most straightforward to implement for small problems, but can scale poorly with large problems and many disciplines. Additionally, the structure of these formulations is such that they may not adapt well to an industrial design setting, where groups in charge of each discipline may work largely independently of one another. Multilevel
and bilevel integrated systems synthesis (BLISS)
2 use subspace optimizations to promote discipline autonomy. The system-level optimizer is then responsible for managing the interactions between the discipline optimizations. This approach mimics an industrial setting more closely and allows each disciplinary subgroup to work in relative isolation based on design targets provided by the system-level optimizer.
Given the various architectures currently available, how does one decide which architecture to use for a given MDO problem? Typically the selection of an architecture is done in an ad hoc manner, since few benchmarking studies are available to make an informed decision. 3 Results from various studies have shown that the performance of an architecture can be dependent on its implementation, the characteristics of the problem being solved, and the optimizer employed. [3] [4] [5] Furthermore, for some problems, specific architectures may either fail to return an optimum, or may not be suited to implementation. 4 Comparing results between studies can also be difficult, as the performance of an architecture can depend on specific implementation details.
After selecting an architecture, it can be difficult to determine its proper or most efficient implementation. In the case of collaborative optimization, there are at least four major variants.
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As we will see in the next section, the engineering research community has been successful in formulating various MDO architectures for solving these problems. Unfortunately, no unified and comprehensive compar- ison of the different architectures has been made to date. This is mainly because no suite of MDO benchmarking problems exists. Even if such a suite existed, a very large effort would be required to implement all MDO architectures to all problems, since the current programming techniques do not emphasize reusability. Alexandrov et al. 9, 10 have suggested a framework under which MDO could be easily reconfigured.
πMDO -the software presented in this workaddresses some of these issues. The main goal is to create a framework that allows the testing of many MDO problems in an efficient manner to facilitate the benchmarking of architectures and the development of new ones. By removing the need to manually implement the various MDO architectures for each problem, comparisons using πMDO can focus on quantitative metrics such as the number of function evaluations, total CPU time, optimal variable accuracy, and convergence rate.
The article is laid out as follows. The next section outlines the existing MDO architectures. We then describe the software design of πMDO and the section after that details the implementation. The results sections include a simple example that illustrates the usage of πMDO and further numerical experiments. Conclusions and future work are presented in the last section.
MDO Architectures
In this section, we present a brief overview of the MDO architectures that are implemented in πMDO. Of all current mainstream architectures, only bilevel integrated systems synthesis (BLISS)
2 has yet to be implemented. More details on these architectures can be found in the literature.
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MDO Problem
Design variables can be classified as global or local. Local design variables affect only the states of one discipline directly, while global design variables affect two disciplines or more.
An MDO problem can be stated as,
where z are the global design variables, x the local variables and y are the states for all disciplines, which are determined by the multidisciplinary system of coupled governing equations.
For a given discipline i, the state y i , is obtained by the respective set of governing equations. We can write the governing equations for the N disciplines as sets equality constraints,
Note that each discipline's governing equations is only directly affected by the variables local to its discipline, x i . In general, a discipline's governing equations might also depend on the states off all other disciplines, y j , where i = j. Figure 1 shows the variable dependence for a set of three disciplines. This is often referred to as the multidisciplinary analysis (MDA). The mathematical program defined by the optimization (1) and the constraints (2) is a type of bilevel program for which no assumptions on convexity can be made.
Multidisciplinary Feasible
The multidisciplinary design feasible (MDF) 11 is the traditional MDO architecture in engineering design.
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It consists in solving the original problem (1) , that is,
For each iteration, the multidisciplinary state is found by solving the coupled system of N discipline analysis,
Since each discipline analysis is affected by the state of the other disciplines, it is not sufficient that the state of each discipline converge; the coupling variables must converge as well. The coupled system is typically solved by a block-iterative procedure and is considered to be converged once the coupling variables generated by each discipline analysis have remained constant to within a specified tolerance over successive iterations. This means that feasibility with respect to the constraints (2) is enforced at each optimization iteration. The variable dependence of MDF is illustrated in Figure 2. This architecture lends itself naturally to engineers because complex single-and multi-disciplinary analysis existed well before numerical optimization was applied to engineering problems. The individual discipline feasible (IDF) architecture 11 removes the need for the iterative procedure that ensures multidisciplinary feasibility in the traditional approach by removing direct communication between the disciplines. Each discipline is solved in isolation -and possibly in parallel -and the optimizer is made responsible for the convergence of the multidisciplinary state. The optimization problem can be stated as follows, min f z, x, y t w.r.t. z, x, y t s.t. c z, x, y x, y t , z ≤ 0
where y t represents the coupling variables. The states of each discipline, y i are determined by the corresponding set of governing equations (2) . A representation of IDF is shown in Figure 3 .
Using IDF, there is no need for an iterative procedure to converge the multidisciplinary system and each disciplinary analysis can be run separately. The cost of doing this is that additional design variables are introduced. This approach is also referred to as optimizer-based decomposition (OBD) 14 .
Simultaneous Analysis an Design
Simultaneous analysis and design (SAND) goes a step beyond IDF and decomposes the multidisciplinary problem further by setting the governing equations for each discipline as equality constraints in the optimization problem. The SAND architecture can be written as a single optimization problem:
where R i represents the residuals of the governing equations for each discipline. This architecture is usually impractical for MDO that involves large sets of governing equations due to the excessive number of design variables that it adds to the optimization problem.
Collaborative Optimization
Collaborative optimization (CO)
15 is a bilevel architecture is designed to provide discipline autonomy while maintaining interdisciplinary compatibility. The optimization problem is decomposed into a number of independent optimization subproblems, each corresponding to a discipline. Each disciplinary optimization is given control over its (local) design variables and is responsible for satisfying its constraints.
The CO system level problem is:
where each J * i is a measure of interdisciplinary compatibility that is the solution of subproblem corresponding to discipline i. Each subproblem i can be stated as,
For each discipline, there is no direct communication with other disciplines to enforce the governing equations (2) . A representation of CO is shown in Figure 4 . Though CO does have a number of benefits, it is not without its drawbacks. As the number of coupling variables increase, the dimensionality of the system level problem increases as does the number of variables involved with the calculation of the system level compatibility constraints. Therefore, CO tends to be most effective on problems that exhibit a low dimensionality of coupling, thus limiting the number of coupling variables present at the system level. 
Concurrent subspace optimization (CSSO)
16 is another bilevel MDO architecture that uses approximations to model the mutual effect of coupling variables.
The CSSO system-level optimization problem can be stated as:
whereỹ represents the model of the coupling variables.
Each CSSO subspace optimization problem can be stated as:
where z i and x i represent the global and local variables assigned to discipline i, z 0 and x 0 represent the variables held constant through the optimization process, andỹ j represent the non-local coupling variables retrieved from the response surface approximation. 
Software Design
Our objective is to design a framework that is flexible and efficient, while being straightforward to use. We now explain the choice of programming language and outline our software design principles, both of which are important if we are to achieve this objective.
Language Selection
We considered a number of programming languages and selected Python, which has a large following in the scientific computing community.
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Python is an interpreted language that can be run in interactive mode, making it easy to learn and debug. The downside of being an interpreted language is that it is much slower than a compiled one. However, because Python excels at interfacing with other languages, the most numerically intensive computations are usually implemented in C/C++ or Fortran. Python is then used a the high-level language connecting the various numerical algorithms. Wrapping C/C++ code with Python is straightforward since Python was designed to interface directly with C. For Fortran code, we use f2py,a tool that automatically creates Python modules that can access all of the functionality of the Fortran code. 18 This wrapping procedure has been tested with various combinations of compilers and platforms.
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Python is a very convenient language for scripting and is a full-fledged programming language that supports object-oriented programming. These features are particularly important for our purposes. A variety of basic data types are available in Python: numbers (integers, floating point, complex, and unlimitedlength long integers), strings (both ASCII and Unicode), and container objects (lists and dictionaries). Lists are similar to arrays, but more flexible since they do not have a fixed size and can be nested. A dictionary is a list whose elements are associated to a keyword, rather than indices. The language also supports user defined raising and catching of exceptions, resulting in cleaner error handling. It also does automatic garbage collection frees the programmer from the burden of memory management.
Python runs on many different computers and operating systems and provides a large standard library that supports many common programming tasks such as connecting to web servers, regular expressions, and file handling.
In addition to the useful features we just described, a number of available Python tools -such as the scientific computing module Numeric, and the parallel computing module pyMPI -are specially useful in our work.
Design Principles
The design and implementation of πMDO are based on the following principles:
Clarity: Implementations of MDO architectures should resemble the respective mathematical formulations. This is in contrast to C and Fortran, which often require complicated function calls or subroutines with a long list of parameters. When developing this framework, we strove to provide an intuitive user interface . Our intention was that it should be possible for this framework to be usable by someone that has only a basic knowledge Python and optimization. All classes and methods automatically use a set of default parameters that can be tuned by specifying the desired parameters in a parameter.
Flexibility: This is key to create a truly useful framework that can be used for any MDO problem. The ability of Python to interface with any code goes a long way to achieve this. The end result is a framework that can solve a wide range of problems: from a small example coded in Python to a problem involving multiple large-scale parallel solvers. Another feature of πMDO that adds to its flexibility is that the numerical optimization modules are exchangeable: one could even use different optimization packages for the various subproblems of a hierarchical MDO architecture.
Extensibility: MDO architectures are far from being completely understood for all classes of problems. It is important for the framework to be easily extended so as to develop and validate new architectures. The use of inheritance and operator overloading facilitates this immensely.
Portability: The framework should be easily ported across computer platforms. Since Python is available for all platforms, this is not an issue for πMDO, and the portability is only limited by the user's solvers.
Implementation
The classes in πMDO are based on the mathematical objects defined by the optimization problem (1) and the various MDO formulations. The main base class is MDO, which represents an MDO problem and contains one or more instances of the Optimization class. All different MDO architecture classes are derived from MDO by inheritance. The relationships between the various classes is illustrated in Figure 6 , the details of which we describe in this section. In this figure, we use the standard unified modeling language (UML) representation for class diagrams.
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The Optimization Class
The Optimization class represents a single optimization problem. This class can use an arbitrary optimization package, as long as it is wrapped with Python. In this work we have used SNOPT, which is a Fortran SQP package developed by Gill et al. 21 The code was wrapped with Python and encapsulated into the Optimization class.
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The main attributes of this class are a dictionary of design variables (vars) and the objective function value (obj value). The methods include the evaluation of the objective and constraints (eval objective and eval constraints, respectively), as well as the computation of sensitivities and the main call to the optimizer (optimize). The default sensitivity analysis method is finite differencing, but users are free to overwrite the default method definitions and provide their own sensitivity calculation.
The Discipline Class
As previously mentioned, MDO problems usually divide naturally into disciplines, each of which is the result of the solution of a set of governing equations. The solver can be programmed in any language as long at it is wrapped with Python using this class. The attributes include input and output variables, as well as a list of the variables that are local to the discipline.
For each discipline, it is important to define input an output variables. The input variables are fixed within a given discipline. These can be states given by other disciplines or functions of those states. A given discipline outputs its own states, or functions of those states. Furthermore, each discipline might have a number of local design variables as well as local constraints. All this information is essential at the MDO problem level to perform decomposition when the chose architecture demands it.
MDO Architectures
The MDO Base Class
Since the MDO problem is an optimization problem, it is only natural that the MDO class inherits its basic attributes and methods from the Optimization class. Additional attributes are needed to define the MDO problem, most of which are contained in the dictionary of Discipline objects.
In Figure 6 , we can also see that MDO is the base class for the various MDO architecture classes. This class is never instantiated since it does not define all the methods that are necessary to solve an MDO problem. The optimize method, for example, is specific to each architecture and can only be defined once the class is specialized.
For the bilevel architectures (CO and CSSO), a minimum of two additional instances of the Optimization class are necessary. They are instantiated in the top level optimize method and the exact number of instances depends on the particular architecture and the number of disciplines in a given problem.
The MDF Class
The MDF class inherits all attributes and methods from both Optimization and MDO. As with all specific architecture classes, several methods are overloaded. However, this architecture is the one that most closely resembles a single discipline problem and thus few adaptations are necessary.
To evaluate the objective function, a multidisciplinary analysis must be performed. The default algorithm used to converge the multidisciplinary system is a block Gauss-Seidel iteration. The same is true for the constraints, all of which gathered from each discipline and enforced in the single optimization problem.
The IDF Class
As with the MDF class, the complete set of constraints is assembled by gathering the constraints from each discipline. However, additional constraints involving the coupling variables are added according to the IDF formulation (5). The set of design variables is also augmented to include the coupling variables.
The objective and constraints function can be evaluated without converging the multidisciplinary analysis, i.e., only decoupled analyses runs are required. The attributes and methods of IDF are identical to the ones shown for the MDF class. The differences lie in the underlying definition of methods.
The SAND Class
In this architecture, we do away with the governing equation solvers altogether and use the optimizer to solve them. As described previously, this is done by enforcing equality constraints on the residuals of the governing equations. Thus an additional method for residual evaluation of each the governing equations must be provided defined for this architecture.
Similarly to IDF, SAND augments both the set of design variables and constraints relative to the MDF architecture.
The CO Class
For this architecture more extensive modifications and additions to the MDO base class are necessary. Since CO is a bilevel architecture, the optimize method will include calls to the system level optimization as well as other optimization methods corresponding to each of the disciplines.
The design variables distributed among the different optimization problems according to their status as global or local variables. In the case of local variables, they are design variables of the optimization problem corresponding to the discipline they belong to. As with IDF, coupling variables are required to be design variables at the system level.
All constraints of the original optimization problem are enforced at the discipline level. At the system level, only the compatibility constraints specific to CO are enforced. The sensitivities of this constraint is computed using post-optimality sensitivity analysis of the optimum for each discipline-level problem.
Before any optimization is performed, a multidisciplinary analysis is run to obtain a suitable starting point that is multidisciplinary feasible. This was found to greatly increase the efficiency and robustness of the CO architecture.
Finally, response surfaces are sometimes used represent the optimal points of each discipline as a function of the variables of the system-level problem (the global and coupling variables).
The CSSO Class
The main distinguishing feature of the CSSO architecture is the extensive use of response surface approximations, in the form of the RS that we previously described.
The objective, the constraints and the set of design variables at the system-level is identical to the ones in the original MDO problem. What is different is the way the coupling variables are computed. These are approximated as functions of the design variables with response surfaces that are created by calling each disciplinary solver.
As in the case of CO, multiple instances of Optimization for subspace optimizations of each discipline are required.
Simple Example
This problem has been previously solved by Sellar et al. 22 and was selected as a first test case due to its simplicity. Although is has low dimensionality, the problem exhibits characteristics of larger MDO problems and allowed each of the architecture implementations to be verified prior to further testing.
The optimization problem is defined as follows:
w.r.t.: 
and Discipline 2 by,
The global optimum of this problem is located at (z 1 , x 1 , x 2 ) = (1.9776, 0, 0) and has an objective value of 3.18339. The constraint in Discipline 1's constraint is active at the optimum. Each of the two disciplines has one state variable. Each of these state variables is also a coupling variable. There are two global design variables and an additional local design variable in Discipline 1. The coupling between the two disciplines is nonlinear and each discipline has a local constraint associated with its state.
This problem was solved successfully using all five architectures from a number of starting points. Underrelaxation was not required to converge the MDA. Response surface limits were initialized to the upper and lower bounds of the design variables. The convergence tolerance for the MDA module was set to 10 −15 . All of SNOPT's parameters were left at their default values resulting in therefore the optimality conditions were satisfied to a tolerance of 10 −6 . Table 1 presents the computational performance of each of the architectures starting from (z 1 , x 1 , x 2 ) = (1, 5, 2) using both finite differences and the complexstep method 23 to compute the necessary sensitivities. A step of 10 −8 was used for the finite-differences and the value for the complex-step was 10 −20 . Since an analytic solution can be obtained for this problem, the optimum returned by the optimizer was compared to the exact one. The comparison was made using an l 2 -norm of the difference between the optimal design variables and their corresponding exact values, i.e., error x = x − x exact 2 . Table 2 shows the error for the various architectures, which is within the specified tolerance for all cases.
To compare convergence histories, we used the relative error of the objective function value,
Time (s) The convergence histories for the various architectures are shown in Figure 8 . For MDF, IDF, SAND, and CO architectures, times were recorded for each objective function call by the system-level optimizer. For CSSO, the time was recorded at the beginning of each system-level iteration and before and after each response surface generation. Flat sections in the convergence history of CSSO represent the time taken to generate (or regenerate) the response surface. A number of runs were completed with each architecture to ensure that the execution time profile of each architecture was accurate.
Scalable Problem
Many multidisciplinary problems do not scale well due to the inclusion of disciplines with computationally intensive solution of the governing equations. This scalable problem was designed to allow researchers to examine the effects of increasing dimensionality while keeping manageable computational requirements. This was accomplished by conceiving a problem that is scalable, that is, given an arbitrary dimensionality of any of its components, the problem is generated automatically. For a given base class, the generated problems are mathematically similar and the following parameters can be varied:
• Number of disciplines 
# Solve the problem and retrieve results prob . optimize ( ) print prob . result print prob . obj_value type and scope of the objective, the number and type of constraints, and the nature of the coupling can be adjusted, but are beyond the scope of this particular article.
For the scalable problem, a quadratic objective was used. The disciplines have linear dependence on each other and have local constraint on each coupling variable. The governing equations for each discipline consist of a linear system dependent on the global design variables, local design variables, and non-local coupling variables. The optimization problem statement for this problem is as follows, minimize:
The governing equations for each discipline i are given by
In the above problem statement, all C's are matrices of random positive coefficients generated prior to the start of the optimization. For the purposes of this investigation all coefficients not associated with a discipline's local coupling variables have been set to unity. The local coupling variable scaling factors are set such that the scale of the problem is near unity.
Only MDF, IDF, SAND and CO are currently available in this problem. For each scalable problem, the design variables were initialized to unity prior to the optimization. Various coupling variable initialization methods were used, depending on the architecture. Typically these involve the completion of an MDA. To aid the convergence of the Gauss-Seidel iterative solver, an under-relaxation parameter of 0.7 was used. The convergence tolerance of the method was 10 −14 . Most of the SNOPT parameters were left at the default values, including the convergence tolerance on the objective and constraints, which is 10 −6 . The convergence plot for one of the scalable problems is shown in Figure 9 . This particular problem consists of three disciplines and global variables, 24 local design variables and 21 coupling variables.
Two investigations were performed for this problem. In the first one, the number of design variables was varied while keeping all other dimensions of the problem constant. In the second investigation, the number of local design variables for each discipline was varied. Each problem consisted of three disciplines and three global design variables. When fixed for the first investigation, the number of local design variables and coupling variables were set at 50 per discipline, for a total of 150. The number of function evaluations required per discipline for the two investigations is shown in Tables 3 and 4 . Missing entries denote a failure to converge to an optimum. These numbers include function evaluations needed by the complex-step method to compute the gradient at each iteration. The number of evaluations needed for each gradient is equal to the number of variables plus one. Due to the different structure of each architecture, the most meaningful performance measure to compare architectures is the total optimization time. The recorded times are shown in Figures 10 and 11 .
From Figure 10 we can see that the best total optimization in this case is always IDF, with SAND performing very similarly for the problems it was able to solve. MDF was an order of magnitude costlier and CO was even less efficient.
By observing the slopes in this plot, we can see that time for MDF and IDF scales more or less linearly with the number of local design variables, at least up to 10 3 variables. CO exhibits a completely different behavior, being more or less constant in the range of problems for which it managed to converge. Table 4 Scalable problem: effect of number of coupling variables; * denotes residual evaluations, -denotes optimization failure The effect of varying the number of coupling variables ( Figure 11) shows that again MDF scales more or less linearly, at least up to 10 3 variables. IDF, on the other hand, scales exponentially. It seems likely that beyond 10 3 coupling variables IDF might become more costly than MDF. The time taken by CO also increases exponentially and surpasses the MDF time at around 10 2 variables. Note that only set of results in these two plots and tables correspond to the same problem: the case with 150 local design variables and 150 coupling variables. Figures 12 to 15 show the variable dependence of two different problems for the various architectures. These diagrams were automatically generated by πMDO. The module that produces them extracts variable and discipline information from the framework after the problem has been decomposed. Using the dictionaries of the discipline inputs and outputs as well as the optimizer design variables, the script maps the variable flow for a given architecture and creates an output file in the GraphViz .dot format. 24 Using GraphViz, the structure of the decomposed problem can then be plotted for a given architecture, allowing a deeper understanding of the structure of both the problem and the architecture.
Conclusions
πMDO was shown to be an invaluable tool for the rapid implementation of multiple MDO architectures for a given problem. This makes it an ideal platform for benchmarking current and future architectures.
The addition of a scalable problem set to the universal framework has allowed for a performance comparison of a number of architectures. IDF consistently outperformed MDF and CO. The performance of SAND was close to that of IDF, but it was not very robust: SAND did not manage to solve problems of certain dimensionalities. CO was usually the less efficient method, but was not affected by an increase in the number of local design variables. The poor performance of CO can be explained by the fact that the reference problem has a large number of coupling variables. When varying the number of coupling variables, however, CO performed well for low numbers.
We should emphasize that the results for this particular scalable problem on their own are not enough to comprehensively evaluate the MDO architectures. In the next phase of this research we will add nonlinearities to the constraints, the coupling and the disciplines.
We should also note that these results were obtained using the complex-step method to calculate required sensitivities. If the comparisons were performed using either an adjoint or direct sensitivity analysis method for each architecture it is likely that a performance comparison would result in a different ranking. 
