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Abstract
Deep neural networks are considered to be state of the art models
in many offline machine learning tasks. However, their performance and
generalization abilities in online learning tasks are much less understood.
Therefore, we focus on online learning and tackle the challenging problem
where the underlying process is stationary and ergodic and thus removing
the i.i.d. assumption and allowing observations to depend on each other
arbitrarily.
We prove the generalization abilities of Lipschitz regularized deep neu-
ral networks and show that by using those networks, a convergence to the
best possible prediction strategy is guaranteed.
1 Introduction
In recent years, deep neural networks have been applied to many off-line machine
learning tasks. Despite their state-of-of-the-art performance, the theory behind
their generalization abilities is still not complete. When turning to the online
domain even much less is known and understood both from the practical use
and the theoretical side. Thus, the main focus of this paper is exploring the
theoretical guarantees of deep neural networks in online learning under general
stochastic processes.
In the traditional online learning setting, and in particular in sequential pre-
diction under uncertainty, the learner is evaluated by a loss function that is
not entirely known at each iteration [8]. In this work, we study online predic-
tion focusing on the challenging case where the unknown underlying process
is stationary and ergodic, thus allowing observations to depend on each other
arbitrarily.
Many papers before have considered online learning under stationary and
ergodic sources and in various application domains. For example, in online
portfolio selection, [19, 16, 17, 42, 26] proposed nonparametric online strategies
that guarantee, under mild conditions, convergence to the best possible outcome.
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[4, 5] has considered the setting of time-series prediction. Another mentionable
line of research is the works of [15] regarding the online binary classification
problem under such processes.
A common theme to all of these algorithms is that the asymptotically optimal
strategies are constructed by combining the predictions of simple experts. The
experts are constructed using a pre-defined nonparametric density estimation
method [31, 35]. The algorithm, using the experts, implicitly learns the best
possible online strategy, which is, following a well-known result of [1], a Borel-
measurable function.
On the other hand, neural networks are universal approximation functions
[21], and thus, it seems natural to design an online learning strategy that will
be able to learn the best Borel-measurable strategy explicitly.
The theoretical properties of neural networks have been studied in the off-
line setting, where generalization bounds have been obtained via VC dimension
analysis of neural networks [2]. However, the generalization rates obtained in the
above paper are applicable only for low-complexity networks. Another approach
has investigated the connection between generalization and stability [32, 44]. [3]
has suggested the Lipschitz constant of the network as a candidate measure for
the Rademacher complexity. [10] showed that Lipschitz regularization could
be viewed as a particular case of distributional robustness and [33] derived
generalization bounds for Lipschitz regularized networks.
Recently, there has been a growing interest in the properties and behavior
of neural networks in the online setting, and there have been attempts to apply
than in various domains. For example, in online portfolio selection [22, 43], in
electricity forecasting [25, 36] in time series prediction [48, 9].
Still, applying deep training models to the online regime is a hard problem
and training approaches that were developed for the batch setting, are not seem
to be suitable for the online setting due to lack of ability to tune the model in
an online fashion. Therefore, [37] have suggested a way to integrate the tuning
of the model with online learning. A different approach was proposed recently
by [6], who have studied fully-connected neural networks in the context of time
series forecasting.
The latter has developed a way to train a neural network and detect whether
the training was successful in terms of generalization abilities. Not surprisingly,
one of the conclusions of the previous work was that for the learned neural
function to perform well on the test data as well one has to regularized the
neural network. Thus, manifesting the understanding that regularization is a
vital component for ensuring that a better generalization result from the learned
function and for controlling the trade-off between the complexity of the function
and its ability to fit the data.
Unlike recent papers, we are not focusing here on the training procedure
and on how to ensure proper training of a given network in the online setting.
The focus of this paper is dealing with the theoretical guarantees of using a
deep learning strategy as an online forecasting strategy. More specifically, we
study the guarantees of using Lipschitz regularized deep neural networks and
their abilities to asymptotically converge for the best possible outcome when
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the underlying process is stationary and ergodic.
As far as we know and despite all the developing theory of generalization of
neural network in the offline setting, we are not aware of papers dealing with
the properties of neural network in the sequential prediction setting when the
underlying process is non-i.i.d.
The paper is organized as follows: In Section 2, we define the nonparametric
sequential prediction framework under a jointly stationary and ergodic process
and we present the goal of the learner. In Section 4, we present and provide
proofs for their guarantees.
2 Nonparmetric Online Learning
We consider the following prediction game. Let X , [0, 1]n ⊂ Rn be a compact
observation space.1 At each round, t = 1, 2, . . ., the player is required to make
a prediction yt ∈ Y, where Y ⊂ Rm is a compact and convex set, based on past
observations, Xt−11 , (x1, . . . , xt−1) and, xi ∈ X (X01 is the empty observation).
After making the prediction yt, the observation xt is revealed and the player
suffers loss, u(yt, xt), where u is a real-valued Lipschitz continuous function and
convex w.r.t. her first argument. We remind below the definition of a Lipschitz
function:
Definition 1. Let X,Y be two normed spaces, a function f : X → Y will be
called L-Lipschitz function if:
L = sup
x1,x2∈X
‖f(x1)− f(x2)‖Y
‖x1 − x2‖X
We denote LL to be the class of L-Lipschitz functions, and by L∞ the class of
all Lipschitz functions.
Without loss of generality we assume that u is 1−Lipschitz.
We view the player’s prediction strategy as a sequence S , {St}∞t=1 of fore-
casting functions St : X (t−1) → Y; that is, the player’s prediction at round t is
given by St(X
t−1
1 ) (for brevity, we denote S(X
t−1
1 )).
Throughout the paper we assume that x1, x2, . . . are realizations of random
variables X1, X2, . . . such that the stochastic process (Xt)
∞
−∞
2 is jointly station-
ary and ergodic with full support on X . The player’s goal is to play the game
with a strategy that minimizes the average u-loss,
1
T
T∑
t=1
u(S(Xt−11 ), xt).
1For convenience, we focus here on the space of [0, 1]n, however, the results applied for any
compact observation space.
2By Kolmogorov’s extension theorem, the stationary and ergodic process (Xt)∞1 can be
extended to (Xt)∞
−∞
such that the ergodicity holds for both t → ∞ and t → −∞ (see, e.g.,
Breiman [7])
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The well known result of Algoet [1], formulated below, states a lower bound
for the performance of any online strategy (without the power of hindsight).
Theorem 1 ([1]). Let S be any prediction strategy, then the following holds a.s.
lim inf
T→∞
1
T
T∑
t=1
u(S(Xt−11 ), xt) ≥ E
[
max
y∈Y()
EP∞ [u(y,X0)]
]
where P∞ is the regular conditional probability distribution of X0 given F∞ (the
σ-algebra generated by the past observations X−1, X−2, . . .) and the maximiza-
tion is over the F∞-measurable functions.
Therefore we define the optimal quantity as follows:
V∗ , E
[
max
y∈Y()
EP∞ [u(y,X0)]
]
The above result defines the holy-grail in sequential prediction under sta-
tionary and ergodic processes, and the vast majority of papers dealing with this
setting have proposed methods for pursuing this asymptotic boundary. More-
over, according to [1] one approach to pursue V∗ is by creating estimates that
converge (weakly) to the conditional distribution EP∞ , and thus implicitly esti-
mating the best Borel-measurable strategy.
This approach has been applied in many papers before [19, 16, 17, 42, 26, 4, 5]
by carefully aggregating a countable (infinite) array of experts each accompanied
with the chosen density estimation method.
The guarantees provided in the above papers are always asymptotic. It is no
coincidence, as it is well-known that without any regularity conditions on the
underlying process one cannot achieve high probability bound and the results are
always asymptotic since the martingale convergence theorem does not provide
any guaranteed rate [11].
In practice approximate implementations of those strategies (applying only
a finite set of experts), however, turn out to work exceptionally well and, despite
the inevitable approximation, are reported [18, 17, 16] to significantly outper-
form strategies designed to work in an adversarial, no-regret setting, in various
domains.
Therefore, just like previous works [28, 30] dealing with high probability
bounds for this setting, we impose regularity conditions and focus our attention
on bounded memory processes with mixing properties.
The first regularity condition that we make is that the memory of the process
is bounded by a known bound d, thus, ensuring that the optimal prediction
strategy do not depend the infinite tail but only of past d observations. More
formally, we get the following:
V∗ , E
[
max
y∈Y()
EP∞ [u(y,X0)]
]
= E
[
max
y∈Y()
EPd [u(y,X0)]
]
where Pd is the distribution conditioned on the last d observations.
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The second common regularity condition is regarding the mixing properties
of the process. The meaning of the mixing property is that the process depends
weakly on its past. Below we remind the definition of a β-mixing process3:
Definition 2 (β-mixing process). Let σl = σ(X
l
1) and σl+m = σ(X
∞
l+m) be the
sigma-algebras of events generated by the random variables X ll = (X1, X2, . . . , Xl)
and X∞l+m = (Xl+m, Xl+m+1, ...), respectively. The coefficient of absolute regu-
larity, βm, is given by
βm = sup
l≥1
E sup
B∈σl+m
|P(B | σl+m)− P(B)|
where the expectation is taken with respect to σl. A stochastic process is said to
be absolutely regular, or β-mixing, if βm → 0 as m→∞.
If also βm ≤ cm−r for some positive constants c, r then we say that the pro-
cess has algebraic mixing rate, and exponential mixing rate if βm ≤ c exp (m−r).
Using the above definition we focus our attention on β-mixing processes.
It is important again to emphasize the importance of those assumptions for
achieving the finite regret bounds and efficient algorithms. The first condition
is essential in order to deal with finite memory predictors and the second as-
sumption (or an equivalent assumption on the mixing properties of the process)
is needed in order to establish high probability bounds on the finite sample.
Summarizing the above, we can state the player’s goal using the following
definitions:
Definition 3. Strategy S will be called β-universal if for a β-mixing process the
following holds a.s.:
lim sup
T→∞
1
T
T∑
t=1
u(S(Xt−1t−d), xt) = V∗
3 β-universal strategy
We now turn to describe our approach to learn the best Borel-strategy explicitly.
This approach does not involve the use of any density estimation techniques as
done in previous papers, but rather by the use of Lipschitz regularized deep
neural networks. The work with Lipschitz functions is, of course, more appeal-
ing than dealing with the abstract space of Borel-measurable functions. As we
later show in our proof, it is indeed enough to learn the best Borel-function by
learning the best Lipschitz function, since the Lipschitz functions are dense in
the space of Borel functions. In other words, any Borel-function can be approx-
imated arbitrarily by a Lipschitz function. However, using this observation, we
can deduce that in order to achieve the universality we will have to increase the
complexity of the network as time passes (or equivalently reduce the regulariza-
tion of the network).
We now proceed to describe two of the main components in our method.
3Other definitions of mixing exists (e.g., see [12]).
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3.1 Lipschitz regularization in neural networks
Much attention has been given to regularization methods for neural networks,
which are necessary for achieving good generalization results. Regularization
includes several methods such as the well known l1 or l2 regularization and
dropout [38, 20]. A suitable selection of the batch size and the learning rate
have also been shown to prevent low generalization abilities has been shown in
previous work, e.g., [24, 46].
Lipschitz regularization methods were discussed in several papers before [14,
29, 13]. Several methods for computing and regularizing the networks have been
proposed. The Lipschitz constant of a given network, Lmodel can be calculated
using simple solvers; however, it is computationally intensive [23]. A more
feasible approach proposed by [40] is by looking at a given neural network f
as a composition of functions f(X) = (φ1 ◦ φ2 ◦ . . . φk)(X). Thus, using the
fact that a composition of a L1-Lipschitz function with L2-Lipschitz function,
results in a L1L2-Lipschitz function. Therefore, we can derive the following
upper bound:
Lmodel ≤ Πki=1Lφi (1)
where Lφi is the Lipschitz constant of φi.
Implementation methods based on Equation (1) have been presented re-
cently in [14, 29]. This upper bound, as shown in [13], is not tight because it
does not take into account the zero coefficients in weight matrices caused by
the activation functions. Unique architectures can also be used to implement
Lipschitz regularization. For example, on a restricted architecture renormalized
the weight matrices of each layer to posses unit norm [27].
We now turn to describe the block independent method of [45]. This method
allows us to transform the underlying mixing process into an independent one.
Using this transformation, we will be able to use existing theory and methods
for deriving uniform bound results for i.i.d. empirical process.
3.2 Block independent method
In her seminal paper [45], Yu derived uniform laws of large numbers for mixing
processes. The primary tool for deriving the result was using the block indepen-
dent method. This method involves the construction of an independent block
sequence which was shown to be close to the original process in a (well-defined)
probabilistic sense.
The construction goes as follows: first, we divide the original sequence XT1
into 2µT blocks, each of size aT .
4 The blocks are then numbered and grouped
4We will not be concerned with the remainder terms, which become insignificant as the
sample size increases.
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in the following way:
Hj = {i : 2(j − 1)aT + 1 ≤ i ≤ (2j − 1)aT }
Tj = {i : (2j − 1)aT + 1 ≤ i ≤ 2jaT}.
We denote the random variables corresponding to the blocks Hj and Tj respec-
tively by
X(Hj) , {Xi, i ∈ Hj} X(Tj) , {Xi, i ∈ Tj}
and the sequence of H-blocks by XaT , {X(Hj)}µTj=1.
Now, we can construct a sequence of independently distributed blocks, Ψj =
{ψi : i ∈ Hj}, such that the sequence is independent of XT1 , and each block has
the same distribution as the block X(Hj) from the original sequence. We denote
this sequence by ΨaT = {Ψj}µTj=1. Because the original process is stationary,
the blocks constructed are not only independent but also identically distributed.
Moreover, by appropriately selecting the number of blocks, µT , depending on the
mixing nature of the sequence, we can relate properties of the original sequence
XT1 , to those of the independent block sequence.
We now show how we can translate a uniform bound written in terms of
the original process to be written in terms of the constructed block independent
process. Given a bounded function class F ,
P
(
sup
f∈F
∣∣∣∣∣ 1T
T∑
t=1
f(Xt)− Ef(X)
∣∣∣∣∣ > ǫ
)
=
P

sup
f∈F
∣∣∣∣∣∣
1
T
µT∑
j=1
∑
i∈Hj
f(Xi)− 1
2aT
E
∑
i∈Hj
f(Xi) +
1
T
µT∑
j=1
∑
i∈Tj
f(Xi)− 1
2aT
E
∑
i∈Tj
f(Xi)
∣∣∣∣∣∣ > ǫ


≤ P

sup
f∈F
∣∣∣∣∣∣
1
T
µT∑
j=1
∑
i∈Hj
f(Xi)− 1
2aT
E
∑
i∈Hj
f(Xi)
∣∣∣∣∣∣ > ǫ


+P

sup
f∈F
∣∣∣∣∣∣
1
T
µT∑
j=1
∑
i∈Tj
f(Xi)− 1
2aT
E
∑
i∈Tj
f(Xi)
∣∣∣∣∣∣ > ǫ

 .
The above inequality was derived by decomposing the original sequence into
the different blocks.
Using the notation fHj (X) ,
∑
i∈Hj
f(Xi) and fTj (X) ,
∑
i∈Tj
f(Xi) and
using T = 2µTaT we can conclude from above the following
P
(
sup
f∈F
∣∣∣∣∣ 1T
T∑
t=1
f(Xt)− Ef(X)
∣∣∣∣∣ > ǫ
)
≤ 2P

sup
f∈F
∣∣∣∣∣∣
1
T
µT∑
j=1
fHj (X)− EfH
∣∣∣∣∣∣ > aT ǫ


(2)
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We have expressed the sequence as the block dependent way, it remains, of
course, to relate the properties of the original sequence to the block independent
one; therefore we state the following lemma by [45]. The proof is based mainly
on mixing properties.
Lemma 1. Suppose F : Rm → R is a permissible class5 of bounded functions,
then
P
(
sup
f∈F
∣∣∣∣∣ 1T
T∑
i=1
f(Xi)− Ef(X)
∣∣∣∣∣ > ǫ
)
≤
2Pˆ
(
sup
f∈F
∣∣∣∣∣ 1µT
µT∑
i=1
fHj (Ψj)− Eˆf(Ψ)
∣∣∣∣∣ > aT ǫ
)
+ 2µTβaT
where Pˆ,Eˆ relates to the block independent process.
4 β-Universal Strategy
In this section, we present and show that our procedure is guaranteed to achieve
β-universality. Our training procedure goes as follows: first relying on the first
regularity condition (the process is memory bounded) the network gets as input
a context window of length d containing d consecutive examples. The goal of the
neural network, which is regularized by a Lipschitz regularized, L is to fit the
training examples with the best L-Lipschitz function. In practice, it might be
hard to get an indication that the neural network has indeed fully minimized the
empirical loss; however, in cases where V∗ = 0 it might be reasonable, relying
on the common assumption that neural networks may get zero training error,
an assumption that was justified in [47]. Thus, the only thing one should care
of is that the neural network has enough parameters so that the empirical data
can be fitted.
Therefore, we will assume that f1, f2, . . . are neural networks with L1, L2, . . .
as the corresponding Lipschitz-constants, each fully minimizing the empirical
loss 1T
∑T
t=1 u(fT (X
t−1
t−d), Xt).
Regardless of ensuring that the network can fit the training data, using the
fact that we are estimating the best Borel-measurable strategy, we will have to
increase the Lipschitz constant as time progresses.
As in many generalization problems, we need to consider uniform-bound
over function classes. The reason for that is that the learner is optimizing his
model on a realization of the process, and thus, in order the guarantee the
generalization we need to provide a probability bound for the event that the
distance between the empirical loss minimizer to the minimizer of the expected
loss. This, as formulated in the famous lemma below (see, e.g., [11]), can be
achieved by a uniform bound over the class of functions.
5 Permissible in the sense specified in [34].
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Lemma 2. Let F be a class of functions and let f ∈ F be a minimizer of the
empirical loss function, then the following holds:
1
T
T∑
t=1
u(f(Xt−1t−d), Xt)− infg∈F Eu(g(X), X) ≤ 2 supg∈F
∣∣∣∣∣ 1T
T∑
t=1
u(g(Xt−1t−d), Xt)− Eu(g(X), X)
∣∣∣∣∣
We will now state a concentration bound that will be used during the proof
of our main theorem. This lemma is a uniform tail bound on the deviation of a
Lipschitz function, this result is also known as the discrepancy result [41].
Lemma 3. Let X1, . . . , Xn be i.i.d. sampled from a distribution P whose support
is [0, 1]m and let LL be the class of functions with Lipschitz constant of L. Then
for ǫ > 0,
P
(
sup
f∈LL
∣∣∣∣∣ 1T
T∑
i=1
f(xi)− Ef(X)
∣∣∣∣∣ > ǫ
)
≤ 2D −mm+2 exp (− log(T ) [C1D − 1])
where D = Tlog(T )
(
ǫ
C2L
)m+2
, and C1, C2 are positive constants.
We now turn to prove our main result, stating that under suitable conditions
the strategy of using a Lipschitz regularized deep neural network which fully
minimizes the empirical loss, will a.s. achieve the same asymptotic results as
using the best possible strategy.
Theorem 2. Let (Xt)
∞
−∞ be an exponential β-mixing process. Suppose that
f1, f2 . . . are Lipschitz functions with L1, L2, . . . Lipschitz constants respectively
and that each ft minimizes the empirical loss up to time t. Then, the following
holds a.s.:
lim
T→∞
T∑
t=1
u(fT (X
t−1
t−d), Xt) = V∗
Proof. Fixing time instance T , we first denote for ǫ > 0 the following event
AǫT =
{∣∣∣∣∣ 1T
T∑
t=1
u(fT (X
t−1
t−d), Xt)− infg∈LLT
Eu(g(X), X)
∣∣∣∣∣ > ǫ
}
.
Since fT ∈ LLT fully minimizes the empirical loss, we get by using Lemma 2
that
P(AǫT ) = P
(∣∣∣∣∣ 1T
T∑
t=1
u(fT (X
t−1
t−d), Xt)− infg∈LLT
Eu(g(X), X)
∣∣∣∣∣ > ǫ
)
≤ P
(
sup
g∈LLT
∣∣∣∣∣ 1T
T∑
t=1
u(g(Xt−1t−d), Xt)− Eu(g(X), X)
∣∣∣∣∣ > ǫ2
)
(3)
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Now, since our process is a β-mixing process we can use the block independent
method. By using Lemma 1 we get that
(3) ≤ 2Pˆ
(
sup
g∈LLt
∣∣∣∣∣ 1µT
µT∑
t=1
u
g
Ψt
− EˆugΨ
∣∣∣∣∣ > aT ǫ2
)
+ 2µTβaT−d, (4)
where, ugΨj =
∑
ψi∈Ψj
u(g(ψi−1i−d), ψi).
Since g is a LT -Lipschitz and u is 1-Lipschitz, we get that the Lipschitz
constant of ugΨt is aTLT . By applying Lemma 3 we can deduce that
(4) ≤ 2D −mm+2 exp (− log(µT ) [C1D − 1]) + 2µTβaT−d (5)
where
D =
µT
log(µT )
(
ǫ
C2Lt
)m+2
Summarizing the above, we have bounded the probability for the deviation of
the empirical performance of the best empirical Lt-Lipschitz function from its
expected performance.
Now, if, for example, we set µT = O(
√
T ) (and thus aT = O(
√
T )) and set
Lt = O((log T )1/m+2), we get, due to the exponential mixing properties of the
process that
P (AǫT ) ≤ δT
where
∑∞
t=1 δT <∞.
Therefore, using the Borel-Cantelli lemma, we get that for every ǫ > 0 the
events AǫT occur finite number of times. Thus, we can conclude that
lim
T→∞
1
T
T∑
t=1
u(fT (X
t−1
t−d), Xt) = inff∈L∞
E(u(f(X), X))
To conclude the proof, we need to show that indeed
inf
f∈L∞
E(u(f(X), X)) = V∗
This can be achieved by using two well known theorems, first since we are
dealing with a compact metric space we can use the Stone-Weierstrass theo-
rem and the dominated convergence theorem [39] to conclude that the space of
Lipschitz functions is dense in the space of continuous function. Thus,
inf
f∈L∞
E(u(f(X), X)) = inf
g∈C
E(u(f(X), X)),
where C is the space of real continuous functions.
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Now only left to show that every Borel-function can be approximated by a
continuous one, this can be achieved using Lusin’s theorem which states that for
a given Borel-function f there exists a continuous function g such that P(|f−g| >
δ) < ǫ. Therefore we get the following
|Eu(f(x), x) − Eu(g(x), x)| ≤ E |u(f(x), x)− Eu(g(x), x)|
≤ E |u(f(x), x)− u(g(x), x)| I|f−g|>δ + E |u(f(x), x)− u(g(x), x)| I|f−g|<δ
≤ Dǫ+Mδ
and since the bound can be arbitrarily small we get that
V∗ = inf
g∈C
E(u(f(X), X))
and therefore our proof is finished.
The results below are stated only for exponential mixing rate processes. How-
ever, with a careful choice of Lt,Mt the results apply also for algebraic rate
processes.
5 Conclusions
Deep online learning is a challenging task both from practical and theoretical
sides due to the streaming nature of the data. The results presented in this
paper are an attempt to better understand the abilities of neural networks in the
context of online prediction focusing on the challenging case when the underlying
process is stationary and ergodic.
We presented a procedure using Lipschitz regularized deep neural network
and proved that under β-mixing process with algebraic rate the procedure is
guaranteed to be weak β-universal and strong β-universal if the process is with
exponential rate.
There are still many interesting challenging research directions in the deep
online learning regime, both theoretically and practically: From the theoretical
side, whether it is possible to generalize our results for weaker notions of mixing
and possibly the ability of neural networks to converge to V∗ in the more general
case of stationary and ergodic. This challenge becomes even harder when non-
stationary processes are considered. From the practical side, as we saw in our
paper, there is a trade-off between the ability of the network to generalize and
the need to add more complexity to the model. Therefore the development of
robust training procedures and measures to ensure the appropriate training of
such network is needed.
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