Consider a linear regression model with unknown regression parameters ¬ 0 and independent errors of unknown distribution. Block the observations into q groups whose independent variables have a common value and measure the homogeneity of the blocks of residuals by a Cramér-von Mises q-sample statistic Tq(¬). This statistic is designed so that its expected value as a function of the chosen regression parameter ¬ has a minimum value of zero precisely at the true value ¬ 0 . The minimizer¬ of Tq(¬) over all ¬ is shown to be a consistent estimate of ¬ 0 . It is also shown that the bootstrap distribution of Tq(¬ 0 ) can be used to do a lack of fit test of the regression model and to construct a confidence region for ¬ 0 .
INTRODUCTION
In many experimental designs, there are replicate experiments for the same fixed value of the design variables. If a regression analysis is carried out, then one obtains replicate observations of the dependent variables for the same value of the independent variables. This is typical of calibration experiments. This situation also arises in the formulation of an analysis of variance problem as a regression model via the introduction of dummy variables. From now on, group together observations with the same value of the independent variables into one of q blocks.
The dependent variables in a linear regression model are a bilinear function of the independent variables and the unknown regression parameter β 0 plus an independent error of unknown distribution. For any choice β, we may calculate the associated residuals. A "good" guess close to β 0 should leave the histograms of each block of residuals roughly equal.
The paper by Ghoudi & McDonald (1994) introduced nonparametric estimates for the regression parameter β 0 for such models. The estimate proposed there is the value of β that minimizes the measure of homogeneity of the blocks of residuals given by a Cramér-von Mises q-sample statistic T q (β). Here we modify this statistic so that its expected value as a function of the chosen regression parameter β has a minimum value of zero precisely at the true value β 0 . The minimizerβ of T q (β) over all β is shown to be a consistent estimate of β 0 . It is also shown that the bootstrap distribution of T q (β 0 ) can be used to do a lack of fit test of the regression model and to construct a confidence region for β 0 .
Like most homogeneity measures, the Cramér-von Mises statistic used is scale invariant and insensitive to thick tails of the error distribution. Consequently, the lack of fit test as well as the estimate and confidence interval for β 0 developed here are valid regardless of the distribution of the errors.
Other robust or nonparametric alternatives to the least squares have received considerable attention in the literature. For reviews, see Rousseeuw and Leroy (1987) , Jurecková and Sen (1996) or Ryan (1997) . The Cramér-von Mises statistic was suggested by the work of Lehmann (1951) on a test of homogeneity of q samples and is a special case of the randomness statistics discussed in McDonald (1991) and Ghoudi (1995) . Since T q (β) is scale invariant and more particularly invariant under any translation of the error distribution, it follows that no estimate for the intercept can be provided by this technique. This phenomenon also occurs when the regression parameters are estimated through the minimization of a dispersion measure; cf., e.g., Jurecková (1971) and Jaeckel (1972) . After one has estimated β 0 , one can estimate the intercept if one assumes the median of the error distribution is zero or some other symmetry assumption. Using this assumption, Jaeckel (1972) proposed an estimate of the intercept via a Hodges-Lehmann technique (Hodges & Lehmann 1963) for the location parameter.
The estimateβ, the outlines of the steps in the estimation procedure and the asymptotic properties of the estimator are given in the next section. Section 3 provides applications, discusses computational aspects and presents a comparison with other estimation techniques. A simulation study of the power and the robustness of the outlined technique is also provided. Sections 4 and 5 are devoted to the proofs of the results stated in Section 2. Assume that there are replicate measurements for each fixed value of the independent variables X. Group all the observations having the same independent variables X i into block i, where i = 1, . . . , q. Index the observations in block i by j = 1, . . . , n i . Note N ≡ N q = q i=1 n i . The regression model rewritten for the n i observations in block i becomes
DEFINITION AND RESULTS

Consider
As usual the ij 's are assumed to be independent and identically distributed. Note that the above model can be rewritten as
where E ij = ij + α 0 . It follows from the assumption on the ij 's that the E ij 's are also independent and identically distributed. Next, for any choice of
for i = 1, . . . , q and j = 1, . . . , n i .
Here one can think of U ij (β) as the residual associated with the j th observation in the i th block. Note that if β is chosen to be equal to β 0 , the true (unknown) value, then the U ij (β 0 )'s are independent and identically distributed.
Instead of the least squares estimate, it is proposed to estimate β 0 by the choice of β that makes the residuals as homogeneous as possible. To be specific, it is proposed to estimate β 0 byβ, the value of β that minimizes the measure of lack of homogeneity T q defined below.
Set
be the mean distribution of the whole sample. Next, let II(·) denote the indicator function and let
be the empirical distribution function of the i th block. Define the empirical distribution function of the N observations considered as one big sample as follows
Finally, introduce the following rescaled versions ofF i andF N
and
Now the lack of homogeneity measure T q is given by
where
if n k > 1 and 0 otherwise,
Note that q measures the homogeneity of theḠ i 's, that ∆ q ≤ N/{2(N − 1) 2 }, and that U N is independent of β. That is, T q is basically a modification of the homogeneity measure q . The statistic q is a Cramér-von Mises statistic similar to the measure of homogeneity used by Lehmann (1951) to test the equality of the distributions of q samples. Modifying q to obtain T q is done to achieve the following property.
Note that ψ q (β 0 ) = 0.
The proof is given in Appendix 1, where it is noted that if all the n i 's are greater than 2, then E{T q (β)} = ψ q (β) for all q's. The function ψ q clearly measures the homogeneity of the F i 's. In fact it is shown in Lemma 6 that the function ψ q (β) attains its global minimum zero at β = β 0 . It is also shown that T q is a consistent non-biased estimate of ψ q . Therefore, one expects that the estimateβ of β 0 , defined as the value of β that minimizes T q (β), be consistent. This is proved to be the case and the formal statement is delayed until after the following summary of the estimation procedure.
First, for each value of β one computes U ij (β), i = 1, . . . , q and j = 1, . . . , n i . Second, using these values, calculate q (β) and ∆ q (β). Since U N does not depend on β, one can compute it once and for all. This is achieved by using the U ij (0)'s. Note that an alternative could be to forget about the U N since it would not change the minimization result. Finally, combining the values of q , ∆ q and U N , one gets the value of T q (β). The procedure is completed by determining the value of β that minimizes T q (or T q − U N ). Note that the estimation of β is achieved without any need for α. Once the estimateβ is obtained, one can estimate the parameter α 0 using the median or the mean of the residuals U ij (β). One can also apply the Hodges-Lehmann estimation technique for location parameters on these residuals. Note that the symmetry hypothesis about the distribution of the errors is only required for the estimation of α 0 .
A goodness-of-fit test for the model and confidence interval for β 0 can be obtained though the following procedure. Use the residuals U ij (β) to create an empirical distribution
For each sample, recalculate
• q (β 0 )} (note that we don't need to know β 0 to calculate this). This gives the bootstrap distribution of T q (β 0 ). Denote the standard deviation of this bootstrap distribution byσ(β) and denote by Ψ(F • , t) the normalized bootstrap distribution. This normalized bootstrap distribution is close to the distribution Ψ q (F, t) of T q (β 0 )/ var {T q (β 0 )} (see Theorem 1 for the precise statement). At a significance level α, the model is rejected if the observed value T q (β)/σ(β) is greater than Q α , the (1 − α)th quantile of Ψ(F • , t). Moreover, a confidence region for β 0 is given by
Remark 1. The law of T q (β 0 ) does not depend on the marginals of F ; it depends only on the structure of dependence between the components of the error measured by the copula associated with F (for details about copulas, see Nelsen 1999) . Note, in particular, that if Y is one-dimensional, T q (β 0 ) is distribution free. That is, when applied to the widely used multiple regression model, T q (β 0 ) is distribution free and its distribution can be simulated even without estimating β 0 .
Remark 2. One would like to pick ψ q (β) so that the minimum at β 0 is deep and sharp, but we don't know how to do that. We would also like the estimator T q (β) to have the smallest possible standard deviation, but we don't know how to do that either. Finding the optimal choices for ψ q and T q remains an important open problem. The technical statements of asymptotic properties ofβ are given after the following assumptions. The proofs are given in Sections 4 and 5.
Assumption 0: We assume throughout that the errors ij are independent, identically distributed d-dimensional vectors with unknown continuous distribution. It is also assumed that the distribution of these errors admits a continuous density on an open set having probability measure 1.
The next two assumptions ensure that the design matrix is asymptotically nonsingular.
Assumption 1a:
Let µ q be the measure that puts weights n i /N at the points X i . Assume that for every positive there exists a compact subset K of IR p such that
Assumption 1b: We assume that as q → ∞, the probability measures µ q have no subsequence converging to a singular measure concentrated on a hyperplane in IR p ; moreover for all > 0 there exists δ > 0 such that
The next proposition shows that the estimate is consistent, but at almost no extra cost, one can also show thatβ 1 , the value of β that minimizes q (β), is also a consistent estimate of β 0 .
Proposition 2. If Assumptions 0), 1a) and 1b) are verified, if
thenβ andβ 1 converge almost surely to β 0 .
The following theorem shows the bootstrap distribution described above converges to the true distribution of T q (β 0 ). Theorem 1. Assume Assumptions 0), 1a) and 1b) are verified and that
where x ∧ y denotes the componentwise minimum of x and y. Assume also that the following conditions are satisfied
Note that the hypotheses on the n i 's in the above theorem are not restrictive. The hypotheses are satisfied if the n i are greater than 2 and the proportion of n i greater than 3 is strictly positive. They are also satisfied if for instance n k ∼ ck 1/3 . Note also that β 0 ∈ I(β) if T q (β 0 ) ≤σ(β)Q α . Since the probability of this event tends to 1 − α by Theorem 1, it follows that I(β) is a (1 − α)100% confidence interval for β 0 .
EXAMPLES
This section is divided into four subsections. The first presents an application of the method proposed in this paper to a real data set. The second presents a simulation study of the power of this method. The third discusses the estimation of the intercept and the last considers robustness and the numerical complexity of the method.
Dyestuffs Data.
The example on the manufacture of dyestuffs given in Section 4.3 in Box & Draper (1987) is considered. An experiment was designed to measure three dependent variables (Y 1 , Y 2 , Y 3 ), respectively the strength, hue and brightness after determining six independent variables which determine the quality of the dye. A preliminary analysis determined that only the variables polysulfide index, reaction time and reaction temperature significantly affect quality, and we label these variables
The application of the estimation procedure to this data yieldŝ (2) Ifβ is close to β 0 , the associated residuals should be homoscedastic. If, in fact, homoscedasticity is violated, one would expect T q (β) to lie in the upper percentiles of the distribution of T q (β 0 ). The estimated 95th percentile of the distribution of T q (β 0 ) is 0.4768 > −0.3058, so the regression model is not rejected.
Since the model passes the test for homoscedasticity, one uses the estimated 95th percentile of the distribution of T q (β 0 ) to provide a confidence interval for β 0 . It is known that with probability 1 − α, the statistic T q (β 0 ) is less than σ(β)Q α , where Q α is the (1 − α)100% percentile of the bootstrap distribution. Hence the set of β such that
The least squares estimate for β 0 iŝ If one inspects the least squares fit together with the standard error of these estimates given at (4.3.1), (4.3.2) and (3.3.3) in Box & Draper (1987) , it is clear that our estimates differ from the least squares estimates by less than the standard error of the least squares fit. Conversely, the value -0.2932 is within the 95th percentile of the approximate standardized distribution of T q (β 0 ), and this means that the least squares estimates are within the confidence interval around our nonparametric estimates.
It is interesting to carry out our procedure on each of the dependent variables separately; that is, one fits the models
The result is It is easy to see that these estimates are closer to the least squares estimates. This is reasonable since the least squares procedure gives the same estimates for the three separate models as for all three variables fitted simultaneously. One also notices that q (β) compares well with the standard least squares estimator.
Simulation Study for the Estimate of β 0 .
This section presents a simulation study which illustrates the power of the proposed method. Consider the model Y ij = 7 + 2X i + ij , where X i = i for i = 0, . . . , 9 and where the n i 's are all equal to 5. Here β 0 = 2. The ij 's are independent standard normals in the first simulation and independent standard Cauchy random variables in the second simulation. The third simulation studies the behaviour when the wrong model is fitted. To be precise, the data are generated from the quadratic model
In each of these simulations, 1000 replicates are generated and both our algorithm and the least squares method are applied. Table 1 provides the percentage of times the model is rejected at the 5% level by our method and the least squares method. For the least squares method, one uses the lack of fit test provided by calculating the F -ratio
 ,
n i − q and n r = N − 2. When the model is not rejected, Table 1 gives the average and the standard deviation for the length of the confidence interval for β 0 and the coverage probability, estimated by the proportion of times the true value 2 is covered by the confidence interval.
As expected, Table 1 shows that the least squares method is more powerful when the errors are normal. When the error distribution is not normal, however, the situation is inverted and our algorithm provides better results, even when the error distribution has infinite variance like the Cauchy. When the errors are not normal, our test for model misspecification and our confidence interval are valid while those given by the least squares method are not.
Simulation Study for the Estimate of α 0 .
This section presents a simulation study for the estimate of α 0 . The first and the second simulation sets described above are repeated here. In fact, for each set and for each of the 1000 Monte Carlo replicates, the intercept is estimated by the least squares method, by the Hodges-Lehmann estimator of the location parameter applied to the U ij (β)'s and by the median of the U ij (β)'s. Table 2 reports the average and the standard deviation of these estimators for the first and second simulation sets. These results indicate that the Hodges-Lehmann estimator and Figure 1 . Three fits were performed; one using our algorithm, one using least squares and one using the least median of squares method (LMS) discussed in Rousseeuw & Leroy (1987, p. 24) . This method consists in estimating β 0 by finding the value of β that minimizes the median of the squares of the residuals. To see how robust the method is with respect to outliers, the value of the last observation is deformed from 17.1 to 47.1. Figure 2 provides the results for the second fit. It shows in particular that our algorithm is comparable to the LMS method in terms of robustness to outliers. We still need to investigate the breakdown point of our method, however.
To use the LMS technique to construct a confidence interval in the same manner as indicated in Section 2, one needs the asymptotic distribution of the LMS statistic under the null hypothesis. This distribution depends on the error distribution and in particular it depends on the median µ of the distribution of the square of the error. To be specific, one notes that the distribution of 2f (µ) √ n {LM S(β 0 ) − µ} is asymptotically normal with mean zero and variance one, where f is density of the square of the error. One can see how to bootstrap the squared residuals obtained by taking β =β and, from this, how to calculate the bootstrap variance of the statistic LM S(β 0 ). This could be used in a test of hypothesis for a particular value of µ, but it is hard to see how to obtain a confidence interval for β 0 similar to the one obtained for our technique. We succeed because ET q (β 0 ) = 0. The evaluation of our estimate is quite heavy from the numerical point of view. In fact, it is easy to see that our estimate belongs to the set B, where B is defined as follows. Consider all possible subsamples of p different points and index them by J, J = 1, . . . , N p . Let β J be the the value of β identified by the plane passing through the p points of the J th subsample. Then B is the set of all β J , for J = 1, . . . , N p . The size of the set B grows rapidly in N and p. The same order of complexity is noted for the LMS estimate. Rousseeuw & Leroy (1987, p. 199) proposed the estimation of the regression parameters by evaluating the statistic only for a random sample taken from the set B. They suggested choosing a sample of size 3000 for an extensive search and 1500 for a quick search. Here we used the same idea but we also tried a numerical minimization algorithm based on Powell's method (cf. Press et al. 1988) initialized at the least squares estimate. The algorithm worked very well and was very fast in our simulations.
PROOF OF THE CONSISTENCY RESULT
This section provides the proof of Proposition 2. The proof is quite long, so an outline of the two major steps is given next. The first big step is to show that sup ¬ |T q (β)−ψ q (β)| converges almost surely to zero (Lemma 6). This is achieved by showing that F N (·, β) is uniformly continuous in β (Lemma 1). Then one proves that for all β, the distributionF N converges to F N (Lemmas 2-4). This step is very technical since β does not necessarily belong to a compact set. Next, Lemma 5 shows that, ifF N is replaced by F N in the definition of q , the resulting statistic satisfies a strong law of large numbers uniformly in β. The combination these lemmas with the facts that
2 } and that U N does not depend on β yields the result.
The second step, given in Lemmas 7 and 8, uses the Choquet-Deny Lemma (Feller 1971, Chapter XI.9) to establish that β 0 is the unique minimum of ψ q (β).
Throughout the rest of this section, · denotes the sup norm; here, context will determine which supremum, i. 
If both Assumptions 1a) and 1b) are satisfied, then for every positive there exists δ > 0 such that
Proof. Fix > 0. Assumption 0) implies that there exists an η > 0 such that |F (y 1 ) − F (y 2 )| < /2 whenever y 1 − y 2 < η. Let M /2 be the diameter of the compact set K /2 defined in Assumption 1a) and let δ = η/M /2 . Observe that if
Lemma 2. If both Assumptions 1a) and 1b) are satisfied, then
Proof. For simplicity, the proof shall be given for the case p = d = 
is arbitrarily small for all q sufficiently large. Let c = (c 1 , . . . , c q ) and
, where
(In the multivariate case, we just extend the above definition component by component). LetF N (y, c) =
Following the same argument as in Shorack (1984) , one getsF N (y, c) ≤F N (y, β) ≤F N (y, d). The same is also true for F N . Combining these results, one bounds the left-hand side of (2) by
By the generalized Glivenko-Cantelli and Lemma 1, this is bounded above by 4 almost surely for sufficiently large q, and the proof is complete.
Note that
Lemma 3. If Assumptions 1a) and 1b) hold, then for every
converges to zero almost surely.
Proof. For any β, define ∆ = β − β 0 . Fix > 0 and choose
The first term is equal to 2µ q { X > M} < by the choice of M . The second term equals
We now show that supremum over all ∆ of the second term converges to zero almost surely. Let δ > 0 be sufficiently small that for all q sufficiently large, we have sup
. Such a δ exists by Assumption 1b). Next, choose B such that P {|E| > δB/2 − L} < /d. Choose η such that ηM < δ/4 and let (t, η) = {s : ||t − s|| < η}. Let {t 1 , . . . , t c }, a finite number of points on the unit ball such that the balls { (t i , η), i = 1, . . . , c} cover the unit ball.
We can represent any ∆ as
where for all m = 1, . . . , d, ||s (m) || = 1, λ m > 0 and s (m) ∈ (t i(m) , η) where i(m) ∈ {1, . . . , c}. We say that ∆ ∈ S (E, F, κ) , where E and F are disjoint sets whose union is {1, . . . , d}, if λ i ≤ B for i ∈ E and λ i > B for i ∈ F . Here, κ counts the number of indices in E. For any function f (∆, q),
Since the number of choices of the sets E and F is finite and since the number of choices of the vector (t (j) , j ∈ F ) with components t (j) ∈ {t 1 , . . . , t c }, j ∈ E is finite, it follows that the above supremum tends to zero as q → ∞ if one shows that sup
goes to zero for a particular choice of E, F and the vector (t (j) , j ∈ F ). Without loss of generality, assume henceforth that λ 1 , . . . , λ κ ≤ B < λ κ+1 , . . . , λ d so E = {1, . . . , κ} and F = {κ + 1, . . . , d}, and that the vector (t (κ+1) , . . . , t (d) ) has been fixed.
Let
Observe that when C i, = 1 and s ∈ (t, η), one has |(X − X i )s| > δ/2 and (X − X i )s (m) has the same sign as (X − X i )t (m) . To show that (3) tends to 0 uniformly in β, it is sufficient to prove that 1 N 2 sup
can be made arbitrarily small as q gets large. This is true because we have thrown out terms whose value is less than
by our choice of δ. One sees that, for C i, = 1 , m > κ and ||x|| ≤ L,
which converges almost surely to
This is smaller than by the choice of B. In the same way, one sees that
, .
Thus, using the triangle inequality, (4) will be established if we can show that
is arbitrarily small where
and this is arbitrarily small for all q sufficiently large, by Lemma 2.
Lemma 4. If the conditions of Lemma 3 are satisfied, then
Proof. One has
The last term converges almost surely to P {||E|| > L} and can be made arbitrarily small by choosing L large enough. The first term goes almost surely to zero by Lemma 3.
Let˜
Lemma 5. If Assumptions 0), 1a) and 1b) are satisfied and if
Proof. First note that˜ q (β) is the sum of q independent random variables. Also note that
We first show that the result holds for a fixed β. In fact, it is sufficient to show that for any λ > 0,
Applying Markov's inequality and the fact that˜ q (β) is the sum of q independent random variables yields
which is finite by the hypothesis on the n i 's. Next, observe thatḠ i (U ij , β) does not depend on β, which implies that
Therefore, by Lemma 1, for any > 0 there exists a δ > 0 such that |˜ q (β 1 ) − q (β)| < whenever β 1 − β ≤ δ. Moreover, the same conclusion holds for 
The last term comes about because, when C i = 1, the vectors (X − X i )∆ 1 and (X − X i )∆ 2 are in the same direction with lengths greater than δB/2 − L. The proof is complete since the same argument holds for the expectation of the above and since ∆ 2 ≤ B.
Lemma 6. If the conditions of Lemma 5 are satisfied, then
which converges uniformly to zero. Moreover, U N is independent of β. Straightforward computation shows that
which goes almost surely to zero by Lemma 4. Therefore, the proof of Lemma 6 will be complete if one shows thatT q (β) =˜ q (β) + U N − ψ q (β) converges to zero almost everywhere uniformly in β. In fact U N does not depend on β, and it is easy to verify that U N − E(U N ) converges almost surely to zero. It follows that
The first term goes to zero by Lemma 5, the second term goes to zero by the above, and the third term is bounded above by E{sup ¬ | q (β) −˜ q (β)|} + 3/(N − 1), which goes to zero because sup ¬ | q (β) −˜ q (β)| converges almost surely to zero and is uniformly bounded by 1.
Lemma 7. Suppose F and G are continuous distribution functions. Also suppose that F admits a density, f , which is continuous on an open set E contained in the support of F and satisfies ν F (E) = 1, where ν F is the probability measure associated with
Observe that E + is an open set contained in the support of F and having measure 1 with respect to F . One gets F = G almost surely on E + , but since F and G are continuous and E + is an open subset of IR d , they are equal everywhere on E + . Now let ν G be the probability measure associated with G. It is easy to see that ν F (R) = ν G (R) for any rectangle, R, in E + , i.e., the measures ν F and ν G coincide on E + . The two measures are therefore equal since they are both probability measures and since ν F (E + ) = 1. The proof is complete because the probability measure uniquely identifies the distribution function.
We remark in passing that the two distributions defined on [0, 1] 2 by F (s, t) = min(s, t) and G(s, t) = (s + t)/2 agree on the diagonal, which is the support of F . Lemma 7 doesn't apply since F doesn't have a density. Proof. Recall that
Define the measure
where δ x is the Dirac measure at x. Using Jensen's inequality to move the outside sum inside the square, one concludes that if ψ q (β) = 0, then 
By the Choquet-Deny lemma (cf. Feller 1971, Vol. II, section XI.9 or, more generally, Theorem 1 in Deny 1960) applied to the additive group on H, one concludes that G p (h) is a periodic function in h. In fact, each point in the support of the measure η gives a period of G p . On the other hand as h → −∞ in any coordinate,
This would imply G p ≡ 0 for each p. This can't be since F is a distribution function, so it follows that β 0 is the unique minimizer of ψ q (β). Now suppose that there exists a sequence β q with β q −β 0 uniformly bounded away zero such that ψ q (β q ) → 0 as q → ∞. By the above, this would mean
Let b q be the maximal element of (β q − β 0 ) and let α q = (β q − β 0 )/b q . Take a subsequence α q → α. By hypothesis b q → 0. Take a further subsequence along which J is weakly convergent, and let the limit measure be denoted by j. By Condition 1b), this is a nonsingular measure on IR p . Consequently the measure (j · α) is a nonzero measure on IR d . Notice that
Since |F (z − sα q ) − F (z − sα)| goes to zero uniformly in s as q → ∞, it follows that the above tends to zero as q → ∞. Next, for any z,
so we conclude that
Hence, F (z) = (bjα) * F (z) almost surely on the support of F . Repeating the same argument as above, one concludes that F must be a constant. But this is impossible. Now suppose b q → ∞. Again the linear map specified by w → wα will have its range in a hyperplane H. The induced measure η = jα is a nonsingular measure on H since j is nonsingular. Again decomposing any vector z ∈ IR
Since η is nonsingular on H, it follows that as b q → ∞,
where G is a marginal distribution since b q h 1 tends to an infinite vector. Hence
Again this means F = G. This is impossible since we can pick a sequence of
is fixed. Therefore, there does not exist a sequence β q with norms uniformly bounded away from β 0 such that ψ q (β q ) → 0 as q → ∞.
Proof of Proposition 2:
Let (Ω, F , P ) be the underlying probability space. Recall that for w ∈ Ω,β 1 =β 1 (q, w) andβ =β(q, w) minimize q (β) and T q (β) respectively. First it will be shown that the sequences ψ q {β 1 (q, w)} and ψ q {β(q, w)} converge almost surely to zero. For, observe that 0
Combining this fact with Equation (5) and the second part of Proposition 1 (ψ q (β 0 ) = 0) yields
The right-hand side of the above expression converges to zero with probability one by Lemma 6.
Similarly, it follows from the definition ofβ and the triangular inequality that
This expression converges almost everywhere to zero by the same argument as above.
In the sequel, let A = {w ∈ Ω : ψ q (β(q, w)) converges to zero} and A 1 = {w ∈ Ω : ψ q (β 1 (q, w)) converges to zero}.
By the above, the sets A and A 1 have probability one. Let w ∈ A; if the sequence {β(q, w)} does not converge to β 0 , it admits a subsequence {β(q k , w)} with norm of β(q k , w)−β 0 bounded away from zero. By Lemma 8, the sequence {ψ q k (β(q k , w))} does not converge to zero, which contradicts the fact that w ∈ A. The same can be repeated for A 1 . Thus {β(q, w)} and {β 1 (q, w)} converge to β 0 for all w in A and A 1 , respectively.
PROOF OF THE WEAK CONVERGENCE RESULTS
This section proves Theorem 1. First, it is shown that the asymptotic normality of T q (β 0 ) follows from McDonald (1991) for d = 1 and from Ghoudi (1995) 
This result is then used in the proof of Theorem 1 below. Next, observe that (N/ √ q)∆ q converges to zero everywhere. Hence, if the variance of N T q is of order q, then one can forget about ∆ q in the study of the asymptotic distribution of T q (β). Moreover, the condition lim q→∞ q i=1 II{n i ≤ 2}/ √ q = 0 guarantees that the asymptotic behaviour is not altered if one considers only the blocks with n i > 2. That is the asymptotic distribution of T q (β) is the same as that ofT q (β) = * q + U * N , where * q and U * N are defined in the same way as q and U N except that the sums extend only over the blocks with n i > 2. The result is stated in the following theorem. 
Proof. As argued above, if the variance of either N T q (β 0 ) or NT q (β 0 ) is of order q as hypothesized then the asymptotic distribution of T q (β) is given by that of T q (β). The latter is a special case of Ghoudi (1995) , who showed that
where the ξ i 's are independent random vectors satisfying E(ξ
Note also that in this case the variance of ξ i is given in Appendix 2. Since C is independent of F , it follows that L q + W q + U q −Û q / var {N T q (β 0 )} converges in probability to 0 uniformly for all F ∈ F. Next, using the Berry-Esséen Theorem (cf. Feller 1970 Vol II, p. 544) If F satisfies
and if
then by Appendix 2, the hypothesis that lim inf q→∞ var{NT q (β 0 )}/q > 0 holds. Note also that var {T q (β 0 )} is a functional of F and hence it can be easily estimated using the method of moments. For example, E {F (U )} can be estimated by q i=1 ni j=1F i (U ij )/N . However, the computation of the asymptotic variance is quite tedious. Theorem 1 gives an alternative based on the bootstrap distribution which is easy to implement.
Proof of Theorem 1:
In view of Theorem 2, one first shows that if F ∈ F, then for N large enough F
• is also in F . This holds since the expression for var {N T q (β 0 )} /q given in Appendix 2, is a continuous function of F . Since F
• converges to F , it follows that, for N large enough, F
• also belongs to F . Next applying Theorem 2 we have that the variance of N T q (β 0 )/ √ q is bounded away from 0. From Appendix 2, we know this variance is asymptotically equivalent to q {i=1, ni>2} var(ξ i )/q, where
and V i is defined in Appendix 2. Similarly, recalling thatσ 2 (β) is the bootstrap variance, we see that Nσ 2 (β)/q is asymptotically equivalent to
Consequently,
Since the denominator is bounded away from 0 and since each term of the sum in the numerator is bounded and converges to 0 as q → ∞, it follows (using dominated convergence) that the ratio tends to 0 as q → ∞. We concludeσ 2 (β)/var(T q ) → 1. The proof Theorem 1 is now complete because Theorem 2 gives the asymptotic normality of both Ψ q (F, t) and Ψ(F • , t).
APPENDIX 1
This appendix provides the proof of Proposition 1. All the computations are carried out assuming that n i > 2. In fact, one easily verifies that the participation of the blocks with n i ≤ 2 to the expectation is bounded by 2{N
II{n i ≤ 2}, which goes to zero uniformly in β. The following facts will be used repeatedly:
The rest of the proof consists in evaluating A i , B i and C i . Note that A i is the sum of the following three terms
The first term does not depend on β and its expectation is given by
ReplacingḠ N by its definition and evaluating (6) gives
Summing over k and using the definition of F N , the above reduces to
Observe that only the first term in Expression (9) depends on β. Once again, replacingḠ N by its definition, one can write (7) as
The term (12) doesn't depend on β and simplifies to
Conditioning on U i1 , term (11) reduces to
Evaluating the above and summing over k gives
The second term in this expansion of (11) doesn't depend on β.
The term (10) is also equal to
Upon evaluation of the above expectation, and after expanding the first sum to include the case of equality of the indices i, k and , one gets
Summing over k and , one obtains
Summing together (8), (9), (10), (11) and (12) gives
This reduces to
Only the first two terms in (13) depend on β. Next, straightforward computations show that
Finally, it is immediate that
Multiplying (A i + B i + C i ) by n i and summing over i, one sees that
II{n i ≤ 2}, which goes to zero by hypothesis.
APPENDIX 2
In this appendix, we compute the asymptotic expression of the variance of NT q divided by q when β = β 0 . The computation was done via a Maple program (Char et al. 1991) written to compute the variance of statistics of the form
where the U ij 's are independent and have common distribution F , which is the case when β = β 0 . As argued in the definition ofT q and in the previous section, only the blocks with n i > 2 need to be considered. Squaring the above statistic, one ends up with 25 terms that are similar. These terms are indexed by (i, j) from the first sum and (k, ) from the second sum. For the purpose of computation, we distinguish 3 cases:
Case 1: i = k and j = ; Case 2: i = k and j = ; Case 3: i = k.
The program computes the covariance of the terms (i, j) and (k, ) by conditioning on the observations U ij and U k . First, it computes the conditional moment generating function and then it determines the desired covariance using the partial derivative of this moment generating function at (0, 0). The results of the program as it applies to NT q / √ q are given after the following notation. Let U 1 and U 2 be two independent random vectors having common distribution F . Also let U 1 ∧ U 2 denote the componentwise minimum of U 1 and U 2 . Then, the variance of NT q / √ q is asymptotically equivalent to q i=1, ni>2 var(ξ i )/q, where var(ξ i ) = n i (n i − 1)(n i − 2) E(V i ),
Observe that for n i > 2, one must have E(V i ) ≥ 0, and since E(V i ) is of the form an i + b where a is strictly positive if F satisfies
One concludes that E(V i ) is strictly positive for n i > 3 if F satisfies the above condition.
In particular, one can easily verify that if F is a continuous univariate distribution function, then var(NT q ) is asymptotically equivalent to q i=1 n i /{45(n i − 1)}.
