Abstract. In this paper we study the fifth order Kadomtsev-Petviashvili II (KP-II) equation on the upper half-plane U = {(x, y) ∈ R 2 : y > 0}. In particular we obtain low regularity local well-posedness using the restricted norm method of Bourgain and the Fourier-Laplace method of solving initial and boundary value problems. Moreover we prove that the nonlinear part of the solution is in a smoother space than the initial data.
Introduction
In this paper we study the following initial-boundary value problem for the fifth order KP-II equation (1) ∂ x u t − ∂ 5 x u + uu x + u yy = 0 x ∈ R, y > 0, t > 0, u(x, y, 0) = g(x, y) ∈ H s (U), u(x, 0, t) = h(x, t),
where U = {(x, y) ∈ R 2 : y > 0} is the upper half-plane. For the boundary data h the suitable space turns out to be an L 2 based Sobolev space, H s x,t , see (2) . In addition, for s > 1 2 we have the compatibility condition for the L 2 traces: g| t=0 = h| t=0 . The compatibility condition is necessary since the solutions we are interested in have continuous L Recently, there has been a lot of work dedicated to the fifth order KP-II equation when the domain is R 2 , the two dimensional torus T 2 or cylinders of the form R ×T. We refer the reader to the papers [24] , [6] , and the references therein. The two dimensional model occurs naturally in the modeling of certain long dispersive waves. In [21] , Kawahara derived the Taking into account weak transverse effects in the y direction leads to the fifth order Kadomtsev-Petviashvili equation, [18] ∂ x u t − ∂ in [19, 20] .
For the classical KP-I equation
x u + uu x − u yy = 0 local and global and global well-posedness results are harder to obtain. This can be seen by using the dispersive symbol of the equation. In the case of KP-I, there is half derivative smoothing in the x direction, while for KP-II one can gain a full derivative. Since in our paper we concentrate on KP-II we refer the reader to [24] for recent results on KP-I. The low regularity well-posedness theory of the KP-II equation on the plane, ∂ x u t + ∂ .
In addition, the restriction s 2 ≥ 0 is natural due to the Galilean invariance of the equation [2] . Takaoka and Tzvetkov, [27] , proved LWP for any s 1 > − 1 3 and s 2 ≥ 0. Takaoka, [26] , further improved this result going down to s 1 > − 1 2 and s 2 ≥ 0. However, Takaoka's result requires an additional low frequency assumption. This assumption was later removed by Hadac in [15] . Finally, the critical regularity (s 1 = − 1 2 , s 2 = 0) was reached in [16] with the additional assumption of small initial data.
For the fifth order KP-II the scaling relation is s 1 + 3s 2 = −2. Saut and Tzvetkov in [25] proved LWP in anisotropic Sobolev spaces when s 1 > − 1 4 and s 2 ≥ 0. They also proved GWP for initial data in L 2 (R 2 ). Their result was improved by Isaza et al. in [17] where LWP was established for s 1 > − 5 4 and s 2 ≥ 0. The authors also employed the almost conservation machinery of the "I-method" to obtain GWP for s 1 > − 4 7 and s 2 ≥ 0. Later in [15] , Hadac obtained the same LWP result in a more general context. The most recent improvement is for data at the − 5 4 regularity, see [22] .
The only work we are aware of on the initial-boundary value problems involving KP type equations is [23] . They considered the classical KP-II equation on a strip and obtained local weak solutions in certain weighted Sobolev spaces. In this paper, we study the fifth order KP-II equation on the half plane with initial and boundary data in L 2 based Sobolev spaces and obtain low regularity strong solutions. We also impose a nonhomogenous boundary constraint at y = 0.
Wellposedness of (1) means local existence, uniqueness and continuity with respect to the initial data of distributional solutions. For the definition of the usual Sobolev spaces and their adapted generalization for the fifth order KP-II we refer the reader to the Notation subsection below. More precisely we have the following definition:
). We say (1) is locally well-posed in H s (U), if i) for any g ∈ H s (U) and h ∈ H s x,t (U), with the compatibility condition g(x, 0) = h(x, 0) a.e. for s > 1 2 , the equation has a distributional solution
where
, then u n → u in the space above.
Our first theorem establishes local well-posedness.
in the sense of Definition 1.1.
In addition we obtain the following smoothing estimate:
} and a < min( ). Then for any g ∈ H s (U) and h ∈ H s x,t (U), with the additional compatibility condition g(x, 0) = h(x, 0) a.e. when s > 1 2 , the solution u of (1) satisfies
where T is the local existence time, and W t 0 (g, h) is the solution of the corresponding linear equation.
Remark 1.4. We should note that the proof of Theorem 1.3 yields the analogous smoothing result for the problem on the full plane R 2 which appears to be new.
To study the half-plane problem we utilize the restricted norm method of Bourgain [3, 4] . This continues our work initiated in [11] , [12] and [8] , of establishing the regularity properties of nonlinear dispersive partial differential equations (PDE) on a half line using the tools that are available in the case of the whole line. We thus extend the data to the whole plane and use Laplace transform methods to set up an equivalent integral equation (on R 2 × R) of the solution, see (6) below. We then analyze the integral equation using the restricted norm method as in [7, 11, 12] and multilinear L 2 convolution estimates. Our result is the first well-posedness result on the half-plane for a KP type dispersive equation.
Concerning uniqueness, the solution we obtain for the integral equation (6) is unique.
However, we cannot obtain a unique strong solution of the original PDE since our solution is a fixed point of (6) that depends on the particular extension we use. We should also note that our method does not immediately apply to the initial boundary value problem for the classical KP-II equation with the third order dispersion. We hope to address these two problems (uniqueness of solutions and well-posedness theory for KP-II) in our future work. Another interesting problem is that of GWP for the fifth order KP-II. Unfortunately this is not as easy as in the full plane case since the presence of the boundary terms prevent certain energy identities to hold. Subsequently it is hard to obtain a priori bounds for our solutions in the Sobolev type norms we use in our local result.
We now discuss briefly the organization of the paper. In Section 2, we introduce the appropriate function spaces, especially the X s,b norm. We also construct the solutions of the linear problem and set up the Duhamel formula for the full equation. The Duhamel formula incorporates the extension of the data on R 2 and the evaluation of certain operators at the zero boundary. In Section 3, we obtain the a priori linear estimates that we need in order to put our solutions to the right function spaces. In Section 4, we prove the nonlinear estimates which is the main part of this paper. This section also provides the tools needed for the proof of Theorem 1.3. In Section 5, we briefly outline the well-known process of establishing LWP and smoothing using the linear and nonlinear estimates of Sections 3 and 4. The last section, Section 6, is an Appendix where we state two calculus lemmas that we use throughout the paper. We finish the introduction with a notation subsection.
where ζ := (1 + |ζ| 2 ) 1/2 and
is the Fourier transform of f . We also set the notation
for the Fourier transform in the jth space coordinate. The Laplace transform is defined as usual by
and in case of several variables we will write f ( λ j ) to represent the Laplace transform in a particular variable.
For a space time function f , we set the notation
Throughout the paper we have s ∈ (0,
. We define H s (U) norm as The following Sobolev type space will be the natural choice for the boundary data we
for s ∈ R. We define H s (U), where U is the upper half plane, analogously.
Finally, we use x, y to denote (x, y) = 1 + x 2 + y 2 , and we reserve the symbol µ for a smooth compactly supported function of time which is equal to 1 on [−1, 1].
Notion of a solution
In order to construct the solutions of (1), we first consider the linear problem with
We denote by g e an H s (R 2 ) extension of g ∈ H s (U) with g e H s g H s (U ) . With this notation the unique solution of (3) for 0 ≤ t ≤ 1 is the restriction of
to U, where the first summand is the free fifth order KP-II propagator
y . In addition, we have
with µ(t) being a smooth function that is compactly supported and equals 1 on [−1, 1].
Calculation of W t 0 (0, h) follows from taking the Fourier transform in x and Laplace transform in t of the linear fifth order KP-II problem (3) with g = 0
The solution of this is obtained as
Setting r(ξ, λ) := (−iλξ − ξ 6 ) 1/2 with ℜ(−iλξ − ξ 6 ) 1/2 < 0, and λ = γ + iβ with γ > 0, we analyze the suitable branches of square root and find
, βξ − ξ 6 < 0 and ξ < 0.
Using this and letting γ → 0 + , we obtain the solution (3) with g = 0 by
We remark that in the resulting integrals we perform algebraic manipulations including changes of variables of the type βξ − ξ 6 = ±η 2 and pass from Laplace to Fourier transform in time and end up with the following solution
Note that W 1 is now well defined for every x, y and t in R. We extend W 2 to all y by multiplying by a smooth function ρ supported on (−2, ∞) that is equal to 1 on (0, ∞), i.e.,
Here f (y) = ρ(y)e −y is a Schwartz function. In order for the solution (4) above to make sense we require χ t>0 h ∈ H s x,t where
for s ∈ R. In the next section we will prove a Kato smoothing estimate, see Proposition 3.1, that implies that the space H s (U) is the natural choice for the boundary data.
We now establish embedding and extension properties of these spaces. 
. By the Cauchy-Schwarz inequality this follows from
In the first equality we used the change of variable
Similarly, for the second claim it suffices to prove that ϕ L 2
. By the Cauchy-Schwarz inequality in the β integral and the same change of variable this follows
, we have
, we have the same bound provided that the trace ϕ(x, 0) is zero.
, where H is essentially the Hilbert transform in the β variable:
, see [13] . We first note that ω(β) = β s |β| 1 2 is an A 2 weight for − .
Recalling that the A 2 constant is invariant under dilations, translations and scaling, we can replace m with ξ 2 + |β| s |β| 1 2 . Noting that for |ξ| < 1, we can further simplify m to ω, the statement follows in this case. For |ξ| > 1, we can consider (ξ 2 + |β|) s |β| 1 2 , which once again boils down to ω by scaling and dilating.
For the second part, we note that
, where T is the multiplier operator with the multiplier 1 + ξ
where T 1 and T 2 are multiplier operators with multipliers 1 + ξ 2 and ξβ − ξ 6 , respectively.
Since ϕ has trace zero, ∂ t χ t>0 ϕ = χ t>0 ∂ t ϕ in the sense of distributions. Therefore, we have T j χ t>0 ϕ = χ t>0 T j ϕ, j = 1, 2. Also using the first part for s − 2, we obtain
We now consider the integral equation
In what follows we will prove that the integral equation (6) has a unique solution in the X s,b space (7) on R 2 × R for some T < 1. The a priori linear estimates in Section 3 will guarantee that the solution also belongs to
, and that it depends continuously on data in these spaces, see Section 5. Using the definition of the boundary operator, it is clear that the restriction of u to U × [0, T ] satisfies (1) in the distributional sense. Also note that the smooth solutions of (6) satisfy (1) in the classical sense.
The Bourgain spaces, X s,b (R 2 ×R) (see [3, 4] ), will be defined as the closure of compactly supported smooth functions under the norm
We recall the embedding
and the following inequalities from [3, 14, 10 ].
For any s, b we have
For any s ∈ R, 0 ≤ b 1 < 1 2
, and 0
Moreover, for T < 1, and − 1 2
A priori linear estimates
In this section we provide a priori estimates for the linear terms in (6) . We start with the following Kato smoothing type statement involving the H s norm for the linear group. This estimate and the Proposition 3.3 below justify the choice of H s space in Definition 1.1.
y H s x,t , and we have
Proof. For short, set W (x, y, t) = µ(t)W R 2 g(x, y, t). Taking the Fourier transform in x we get
)t e iθy g(ξ, θ)dθ.
Now the Fourier transform in t gives
By dominated convergence theorem, the statement follows from the claim:
We now combine these estimates to bound the integral I as follows
It suffices to consider only |θ 2 − η 2 | case of |θ 2 ± η 2 | in the denominator and show that
We consider two cases to prove the desired bound for J.
Case 1: |η| |θ|
In this region we have
we have
for M > max(1, 2s).
Next, we establish a priori estimates for the boundary operator in H s spaces:
Proof. Both follow from the proof of Proposition 3.1. We just note
and that ψ(ξ, η) = 2η |ξ| χ t>0 h(ξ, η) which yields ψ ∈ H s .
Continuity in y is a consequence of the dominated convergence theorem and f ∈ L 1 .
Proof. Note that
Therefore, the claims immediately follows from the definition of H s norm and the dominated convergence theorem.
For W 2 , we first consider the case s = 0. Note that by Plancherel in the x variable, we have
, the statement follows from the L 2 boundedness of the operator
which was proved in Lemma 3.2 of [11] . The statement for s > 0 follows from this and interpolation as described in Lemma 3.2 of [11] .
Since we will run the fixed point argument in Bourgain spaces we now obtain estimates for the boundary operator in X s,b . First recall that µ(t)W R 2 g e (x, y, t) ∈ X s,b for every b ∈ R and s ≥ 0, see e.g. [10] . Upon this, with
we easily see that
and s ≥ 0. Then for h satifying χ t>0 h ∈ H s x,t (R 2 ), we have
Proof. From (5), we compute
It is enough to prove the statement for b = 1 2
and s = 0, for s > 0 interpolation yields the desired result. Now
and the Schwarz decay of µ, we obtain
and thereby reach the bound
We estimate the integral I on the right hand side in two regions separately.
In this case we find
and therefore the operator T ξ on L 2 by
. We apply Lemma 6.2 with q(η) = |η| −ǫ and p(θ) = |θ| −ǫ , for suitable ǫ > 0. With this we observe that
and that
In this region the integral I is bounded as
We set η 2 = |ξρ| and τ ′ = τ − ξ 5 to find
, and then apply Young's inequality to the L 2 τ ′ norm and reinstate the η variable. This brings the following bound
The following is a Kato smoothing type estimate for the nonlinear Duhamel term:
Proposition 3.5. For any compactly supported smooth function µ, we have
with the norm bound
we have the bound
, and
Proof. We first note that continuity in y follows from the dominated convergence theorem.
Secondly, it is enough to show the assertion for
by translation invariance of X s,b norms in space variable. Now this quantity explicitly is
Using this we evaluate the resulting t ′ integral and find
We utilize a smooth cut-off function φ for [−1, 1] and its complement φ c = 1 − φ to break the above integral into three pieces
By Taylor series expansion, we calculate
and substitute this series in G 1 to obtain
We now pass to the Fourier side in both x and t variables
Note that
where M ≫ 1 is fixed. Therefore
We set ψ(ξ, θ, λ) :
ξ,θ,λ (here and throughout this proof) and define the kernel
and consequently arrive at the inequality
Note that the λ − ξ 5 +
ξ is ignored as it is ≈ 1 on the support of φ.
uniformly in ξ using Lemma 6.2. We do this in two regions.
Case 1: |η| |θ|.
In this region
we get
For the other integral, we have
Case 2: |η| ≫ |θ|.
In this case we observe
. Then implement the change of variable ρ =
and hence obtain
We handle the other integral by considering the cases |ξ| < 1 and |ξ| > 1 seperately. In the latter case, we have (for 0 ≤ s < 1)
In the former case, we have (for 0 ≤ s < 1)
A similar argument extends this to s ≥ 1 provided that we choose M suitably large.
We now pass to proving G 2 H s x,t F X s,−b . From above we have
)dλdθ, and using |λ − ξ 5 +
To prove the assertion we write
where we used the usual bound for µ. We now concentrate on the case 0 ≤ s ≤ . Defining ψ as above, we have
We therefore work with the kernel
Case 1: |η| |θ| or |η| ξ .
We apply Lemma 6.2 with q(η) = 1 and p(θ, λ) = λ − ξ 5 + θ 2 ξ b−1 in this region. By
. We also have
1, where ρ = 
where we implemented the change of variable ρ = η 2 ξ
. For the (λ, θ) integral we obtain
The last inequality follows by considering the cases |ξ| < 1 and |ξ| > 1 as in (12) and (13) provided that 0 ≤ s ≤ , the proof is the same for case 1. It remains to consider the case when |η| ≫ |θ| and |η| ≫ ξ , which will contribute the second summand on the right hand side of (11).
We estimate the contribution of this region to
It suffices to prove that the operator with the kernel
It is easy to see that K 2 ξ (η, (θ, λ))q(η)dη p(θ, λ) by change of variable ρ = η 2 ξ
. We also
For G 3 we note that
)dλdθ, and hence as in G 2 we obtain
We then establish
where T 3 is an operator on L 2 with the kernel
We use Lemma 6.2 with the functions q(η) = 1 and p(θ, λ) = λ − ξ 5 + 
where ρ = 
where we implemented the change of variable ρ = η 2 ξ . For the (λ, θ) integral we obtain
The last inequality follows by considering the cases |ξ| < 1 and |ξ| > 1 as in (12) and (13) provided that 0 ≤ s and M is sufficiently large.
Nonlinear Estimates
We now establish estimates for the nonlinear term in (6). is sufficiently close to 1 2 , then
Proof. By duality, see e.g. [11] , it suffices to prove that (14)
where σ = (ξ, θ, λ), dσ = dξdθdλ, similarly for σ 1 and dσ 1 . Moreover τ := λ − ξ 5 + θ 2 ξ , similarly for τ 1 , and
We have the identity
Noting that both summands have the same sign, we have
We will prove the inequality (14) by considering various regions for the parameters involved.
In the integral signs we will omit the domain of integration since it will be clear from the context.
We first consider the nonresonant region |ξ − ξ 1 |, |ξ 1 | 1. By symmetry, it suffices to consider the following cases: τ M and τ 1 M .
By the Cauchy-Schwarz inequality and the convolution structure it suffices to obtain the bound below, see e.g. [11] I := sup
1.
Evaluating the λ 1 integral using Lemma 6.1, we have
In the θ 1 integral, we let
In the case |θ| ξ , we bound this by (using Lemma 6.1 twice)
which is bounded in ξ provided that a < min(1, s +
4
).
In the case |θ| ≫ ξ , by symmetry we can assume that |θ − θ 1 | |θ|, and hence we have the bound
< 1, by integrating in the η variable and using a < min(s, 1 2 ) we bound the last integral by |ξ|
> 1 we bound the same integral by
Notice that in both cases the integrals are estimated by
In this case the needed bound boils down to
Evaluating the λ integral, we have
In the θ integral, we let
and obtain the integral
In the region |θ| ξ , we bound the integral by
In the region |ξ| |ξ 1 |, this is bounded provided that a < In the region |θ| ≫ ξ , by symmetry we can assume that |θ − θ 1 | |θ|, and hence we have the bound
), we bound this by
When |ξ| ≫ |ξ 1 |, for a < min(s, 1 2 ), we have the bound
Once again, by letting ρ = ξ 5 − (ξ − ξ 1 ) 5 as above, we bound this by dρ
.
We now consider the case |ξ 1 | < 1, |ξ| ≫ 1. By the Cauchy-Schwarz inequality, the convolution structure, and by performing the λ 1 , λ integrals, it suffices to prove
Therefore, we write the integral as
In the case |θ| |ξ|, we estimate this by
Since the integral decreases in s we can assume that s < 1 2
. We bound the integral by
, we use the bound above for s = 1 2 − with a < 1.
In the case |θ| ≫ |ξ| and |θ| ≫ |θ 1 |, we have
we use the bound
provided that a < we use the bound above for s = − with a < , we have
we use the bound for s = .
The remaining case |ξ|, |ξ 1 | < 1 is treated similarly but easier.
We now consider nonlinear estimates involving the norm
. Recall that this norm appears only when the Sobolev index, s + a, is at least 1 2 . Therefore, for a we have the lower bound is sufficiently close to 1 2 , then
Proof. Using the notation of the previous proof it suffices to prove that
Below, we only consider the case |ξ| ≫ 1; the case |ξ| 1 is easier and will be omitted.
We first consider the case
. Since a < 1 3 , we can assume that s > 1. We investigate this in two parts:
1. τ 1 and τ 2 ≪ M,
Case 1: τ 1 and τ 2 ≪ M.
In this case we have |τ | ≈ M. Integrating in λ 1 , we estimate the integral in (17) by
We consider several subcases when |ξ| ≫ 1. Subcase 1.i: |ξ 1 | ≪ |ξ|.
1
In this case we have
Therefore, it is reasonable to consider the following regions: 
In Region 1, letting ρ = −ξ
Therefore we can estimate the integral by 1 The case |ξ − ξ 1 | ≪ |ξ| is similar by symmetry. ).
In Region 2, we estimate the integral by (using 2s > 2, |θ 1 | |ξ 1 |ξ 2 , and |θ − θ 1 | |ξ|
which is bounded provided that a < 5 6 .
In Region 3, passing to η variable in θ 1 integral (using (15) 
Integrating in η using |η| ξ 4 ξ 1 , we have
In Region 4, noting that |θ| ≫ |θ 1 | and using |θ| ≈ |θ−θ 1 | ).
This leads to the following regions 2 :
Region 1: |η| ≪ ξ In Region 1, we bound the integral by
Therefore we can estimate the integral by (for a < 1)
1, provided that a < min(1,
In Region 2, we estimate the integral by
provided that −4s + 4a − 2 < −1 and 1 − 6s + 6a < 0. We thus need a < s − . In Region 3, passing to η variable in θ 1 integral, we have the bound
Noting that ).
In Region 4, noting that |θ| ≫ |θ 1 | and using |θ| |ξη| ).
In this subcase, it suffices to consider 3 regions: 
Using Hölder's Inequality, this is 
Noting that max( ξ 1 , θ 1 , ξ − ξ 1 , θ − θ 1 ) ξ, θ , we further bound this by
which is 1 for |ξ| > 1 provided that a < . In the last inequality we used s > 1 to integrate in ξ 1 and θ 1 .
When |ξ 1 | < 1, we have |M| ξ 4 |ξ 1 |, which leads to
which is bounded for |ξ| > 1 provided that a < . We first consider the resonance case |ξ 1 | < 1.
The case |ξ − ξ 1 | < 1 is similar. It suffices to bound or |ξ| |θ|, noting that M > ξ 4 |ξ 1 |, we bound the second integral by and |θ| ≫ |ξ|, without loss of generality ξ, θ − θ 1 ξ, θ , and hence we can bound both integrals by We estimate this integral by considering two subcases.
Local well-posedness and smoothing
The assertion of Theorem 1.2 follows from the a priori linear estimates established in Section 3 and the nonlinear estimates in Section 4. The proof follows along the lines of the proof of Theorem 1.3 in Section 5 of [12] (also see the proof of Theorem 2.4 in Section 4 of [11] ). In particular, the fix point argument for equation (6) 
Appendix
In this appendix we present two elementary lemmas that have been used in this paper repeatedly. For the proof of the first lemma see the Appendix of [9] . The second lemma is the well-known Schur's test.
Lemma 6.1. If β ≥ γ ≥ 0 and β + γ > 1, then The statement remains valid when τ − k 2 is replaced with |τ − k 2 | provided that γ < 1.
Lemma 6.2. Let T be an integral operator with kernel K(θ, η), θ ∈ R m , η ∈ R n . Assume that for some positive functions p(θ), q(η), and some constants A, B we have |K(θ, η)|p(θ)dθ ≤ Aq(η), for a.e. η, |K(θ, η)|q(η)dη ≤ Bp(θ), for a.e. θ, then T L 2 →L 2 ≤ √ AB.
