In this work we extend the finite dimensional Radon transform [23] to the Gaussian measure. We develop an inversion formula for this Gauss-Radon transform by way of Fourier inversion formula. We then proceed to extend these results to the infinite dimensional setting.
Introduction
The Radon transform was invented by Johann Radon in 1917 [23] . The Radon transform of a suitable function f : R n → R is defined as a function R f on the set P n of hyperplanes in R n as follows
where dx is the Lebesgue measure on the hyperplane given by αv + v ⊥ . The Radon transform remains a useful and important tool even today because it has applications to many fields, included tomography and medicine [10] . Some of the primary results related to the Radon transform involve the Support Theorem and the various inversion formulas. Using the Laplacian operator or the Fourier transform one can actually recover a function f from the Radon transform R f [14] . The is one of the primary reasons the Radon transform has proved so useful in many applications.
This transform does not generalize directly to infinite dimensions because there is no useful notion of Lebesgue measure in infinite dimensions. However, there is a well-developed theory of Gaussian measures in infinite dimensions and so it is natural to extend the Radon transform to infinite dimensions using Gaussian measure:
where µ P is the Gaussian measure on any infinite dimensional hyperplane P in a Hilbert space H 0 . This transform was developed in [21] initially. We also present an account here.
Versions of this measure have been developed in other infinite dimensional settings, including the white noise setting [4] , classical Wiener Space [16] , and Banach spaces [15] . The Support Theorems for the infinite dimensional Gauss-Radon transform have been developed and presented in [9] and [15] An inversion formula for the infinite dimensional Gauss-Radon transform is somewhat harder to come across. The most notable is found in the work by Mihai and Sengupta [21] where they provide a means of inversion through the use of the Segal-Bargmann transform.
In this work aim to build a means of inversion for the infinite dimensional Gauss-Radon transform by way of the finite dimensional inversion formula for the Radon transform using the Fourier transform and some limiting results. In Section 2 we present the common inversion formulas for the Radon transform. In Section 3 we develop the Gauss-Radon transform in finite dimensions and discuss a connection between this transform and the Radon transform. After developing the necessary tools from White Noise Distribution Theory in Section 4, we develop the the measure required for the Gauss-Radon transform in 5 and examine its properties. Lastly, in Section 6 we develop a means of recovering a function from the infinite dimensional Gauss-Radon transform. The limiting inversion formula is presented in Theorem 6.6.
Radon Transform and Fourier Inversion
In the following we denote the set of hyperplanes in R n as P n . That is,
where in the above v ⊥ is the orthogonal complement of the the singleton set {v} containing the unit vector v. Notice each hyperplane αv + v ⊥ is specified by two parameters α and v. In this way v represents the normal vector to the hyperplane and |α| represents the distance from the hyperplane to the origin. When convenient we also represent the hyperplane αv + v ⊥ as follows
Definition 2.1. The Radon transform of a function f : R n → R is a function R f on the set P n given by
where dx is the Lebesgue measure on the hyperplane αv + v ⊥ .
To ensure that the R f is defined for every element of P n , one usually assumes that f is rapidly decreasing, i.e. sup x∈R n |x| k |f (x)| < ∞ for all k > 0 or that f is in the Schwartz space S(R n ). However, we follow the approach of Helgason [14] and simply assume that f is integrable on each hyperplane in R n .
Inversion Formulas.
We now discuss the various inversion formulas associated with the Radon transform. The first inversion formula makes use of the Fourier transform. As is customary, we denote the Fourier transform of a function f ∈ L 1 (R n ) asf . That is,
Whenf is also in L 1 (R n ) there is the Fourier Inversion formula [25] given by
The formulas above extend to f ∈ L 2 (R n ), but must be interpreted appropriately in this context (see [25] for details). We now develop the inversion formula for the Radon transform using the Fourier transform. Since the proofs are relatively short, we provide them here. In the following it is convenient to think of f and R f as functions of two variables, one from R and one from the unit circle S n−1 . In fact, for the following we adopt the notation:
3) And for f (x) we represent the vector x as αv where α ∈ R and v ∈ S n−1 .
For any β ∈ R and unit vector v ∈ S n−1 we havê
□ Proposition 2.2 leads us directly into the following inversion formula.
continuous function integrable on each hyperplane in R n . The inversion formula for a function f in terms of the Radon transform is
Proof. We start by writing the Fourier inversion formula (2.
2) for f in polar coordinates
and using Proposition 2.2 above we arrive at
which yields the desired result. □
Gauss-Radon Transform in Finite Dimensions
To construct the Gauss-Radon Transform we must first construct a Gaussian measure on a hyperplane αv + v ⊥ . We denote such a measure by µ αv+v ⊥ .
For the second equality in Definition 3.1 we used the fact that for a vector x ∈ αv + v ⊥ , the pair of vectors x − αv and αv are orthogonal. Combining this with knowledge that v is a unit vector gives us 
where y v ⊥ denote the orthogonal projection of y onto the subspace v ⊥ .
Definition of Gauss-Radon Transform.
With the Gaussian measure on a hyperplane definition securely behind us, we can turn our attention to defining the Gauss-Radon transform. Just as the Radon transform finds the integral of a function over a hyperplane using the Lebesgue measure for the hyperplane, the Gauss-Radon transform outputs the integral of a function over a hyperplane using the Gaussian measure for the hyperplane. 
where µ αv+v ⊥ is the Gaussian measure on the hyperplane αv + v ⊥ [6] .
We develop an inversion formula for the Gauss-Radon transform. This is based off the inversion formula from Theorem 2.3 for the Radon transform.
Relationship between Radon and Gauss-Radon Transform.
The relationship between the Radon transform and the Gauss-Radon transform is really the key to developing inversion formulas for the Gauss-Radon Transform. In the results to come we extensively use the following proposition. 
for all x ∈ R n where M ≥ 0 and κ < 1 2 . Then
The conditions in the above theorem for the function f are simply there to ensure that the Gauss-Radon transform exists for all hyperplanes in R n . They have the added bonus of ensuring that g is continuous and in L p (R n ) for 1 ≤ p ≤ ∞.
Proof. Starting from the left we have
yielding the result. □
Inversion Formula for the Gauss-Radon Transform.
We now present an inversion formula for the Gauss-Radon transform. The formula involves the Fourier transform and is derived from Theorem 2.3 using Proposition 3.4. 
for any x ∈ R n .
White Noise Distribution Theory
Our goal is create the Gauss-Radon transform in the infinite dimensional setting. In order to do so we construct a measure (and corresponding distribution) in this setting of White Noise Distribution Theory. This sections provides a summary of the setting. The familiar reader can safely skip this section.
White Noise Setup.
We begin by describing the setting under which White Noise Analysis takes place. The development here is standard and can be found in [20, 22] .
We work with a real separable Hilbert space H 0 , and a positive Hilbert-Schmidt operator A on H 0 such that there is orthonormal basis {e n } ∞ n=1 of eigenvectors of A and eigenvalues {λ n } ∞ n=1 satisfying (1) Ae n = λ n e n (2) 1 < λ 1 
with eigenvalues λ n = (n + 1).
Using the operator A we have the norms
and corresponding spaces
Each H p is a Hilbert space with inner-product ⟨·, ·⟩ p , which works out to ⟨f, g⟩ p = ⟨A p f, A p g⟩. The increasing nature of the norms lead to the chain
Equip H with the topology generated by the norms | · | p (i.e. the smallest topology making all inclusions H → H p continuous). Then H is, more or less by definition, a nuclear space. The vectors e n all lie in H and the set of all rationallinear combinations of these vectors produces a countable dense subspace of H.
Consider a linear functional on H which is continuous. Then it must be continuous with respect to some norm | · | p . Thus the topological dual H ′ is the union of the duals H ′ p . In fact, we have:
where in the last step we used the usual Hilbert space isomorphism between H 0 and its dual H ′ 0 . The norms and inner products on H ′ p are denoted by | · | −p and ⟨·, ·⟩ −p , respectively, and work out to be
(4.4) The original eigenvectors {e n } ∞ n=1 remain orthogonal in each H −p and scalar multiples of these form an orthonormal basis.
We now place the strong topology on H ′ , which turns out to be equivalent to the inductive limit topology (see Theorem 4.16 in [3] ). For more on the structure of spaces such as H and H ′ see [2] and [3] .
Gaussian measure in infinite dimensions. The Gaussian measure on
H ′ is obtainable by applying the Kolomorgorov theorem on infinite products of probability measures [8] . However, its existence is also easily attained by applying the Minlos Theorem: For a proof of the Minlos theorem refer to [12] . Applying the Minlos theorem to the characteristic function ϕ(y) = e − 1 2 |y| 2 0 gives us the standard Gaussian measure µ on H ′ . Using this characteristic function, each x ∈ H 0 can be thought of as a Gaussian random variablex = ⟨x, ·⟩ with mean 0 and variance |x| 2 0 . Hence for the measure µ observe that for any p ≥ 1, we have ∫
and therefore H −p is of full measure.
To summarize, we can state the starting point of much of infinite-dimensional distribution theory (white noise analysis): Given a real, separable Hilbert space H 0 and a positive Hilbert-Schmidt operator A on H 0 , we have constructed a nuclear space H and a unique probability measure µ on the Borel σ-algebra of the dual H ′ such that there is a linear map
for every real t and x ∈ H 0 . This Gaussian measure µ is often called the white noise measure and forms the background measure for white noise distribution theory.
Test Functions and Distributions.
We can now develop the ideas of the preceding section further to construct a space of test functions over the dual space H ′ , where H is the nuclear space related to a real separable Hilbert space H 0 as in the discussion in Section 4.1. We use the notation, and in particular the spaces H p , from Section 4.1.
The symmetric Fock space F s (V ) over a Hilbert space V is the subspace of symmetric tensors in the completion of the tensor algebra T (V ) under the innerproduct given by
where a = {a n } n≥0 , b = {b n } n≥0 are elements of T (V ) with a n , b n in the tensor power V ⊗n . Then we have
Thus, the pair H ⊂ H 0 give rise to a corresponding pair by taking symmetric Fock spaces:
A more detailed construction and development of these notions can be found in the books by Obata [22] and Kuo [20] .
Wiener-Itô Isomorphism.
There is a standard unitary isomorphism, the Wiener-Itô isomorphism or wave-particle duality map, which identifies the com-
. This is uniquely specified by
Indeed, it is readily checked that I preserves inner-products (the inner-product is as described in (4.5)). The ideas in this section were first developed in [27, 17] , however, a most recent account can be found in [22] , [20] , or [19] .
The chain of spaces (4.6) can be transferred into a chain of function spaces:
(4.9)
Observe that [H] is a nuclear space with topology induced by the norms {∥·∥ p ; p = 0, 1, 2, . . . }. Thus, starting with the pair H ⊂ H 0 one obtains a corresponding pair
(4.10)
In the same way we have a chain for the 'second quantized' spaces
The unitary isomorphism I extends to unitary isomorphisms 
is continuous; 
The Segal-Bargmann
Transform. An important tool for studying test functions and distributions in the white noise setting is the Segal-Bargmann transform. The original notion was first introduced during the 1960s in the works [1, 26] . A more recent account, inline with what is presented here, can be found in [13] .
The Segal-Bargmann transform takes a function F ∈ L 2 (H ′ , µ) to the function SF on the complexified space H c given by where the right side is the evaluation of the distribution I (Exp(z) ) on the test function ϕ. Indeed it may be readily checked that if Sϕ(z) is defined in this way then [Sc w ](z) = e ⟨w,z⟩ . In view of (4.17), it is natural to extend the Segal-Bargmann transform to distributions: for Φ ∈ [H] ′ , define SΦ to be the function on H c given by
One of the many applications of the the S-transform includes its usefulness in characterizing generalized functions in [H] ′ .
Theorem 4.3 (Potthoff-Streit). Suppose a function F on H c satisfies:
(1) For any z, w ∈ H c , the function F (αz + w) is an entire function of α ∈ C.
(2) There exists nonnegative constants A, p, and C such that
Then there is a unique generalized function Φ ∈ [H] ′ such that F = SΦ. Conversely, given such a Φ ∈ [H] ′ , then SΦ satisfies (1) and (2) above. (1) lim n→∞ F n (z) exists for all z ∈ H c .
For a proof see Kuo's book [20] (Page 86, Theorem 8.6).
Gaussian Measure on an Affine Subspace
We now turn our attention to developing the Gauss-Radon transform in this setting. In order to accomplish this, we make use of a measure (and corresponding distribution) on affine subspaces of H 0 . This measure and corresponding distribution are explored in detail in [4] and many of these results (and others) can be found there.
Just as we used the Minlos theorem to form the Gaussian measure µ on H ′ (which we think of as the Gaussian measure on H 0 ), we can again use the Minlos theorem to form the Gaussian measure for the affine subspace a + V .
Gaussian
Measure on a + V . For a vector a ∈ H 0 and a subspace V of H 0 we can use the Minlos theorem, mimicking the characteristic function in the finite dimensional case (Remark 3.2) to find that there is a measure µ a+V on H ′ with ∫
for any y ∈ H. The measure µ a+V is the Gaussian measure for the affine subspace a + V . This measure was originally constructed in [4] . It is a special type of measure known as a Hida measure [18, 20] . 
The following theorem characterizes those generalized functions which are induced by a Hida measure. A proof of this theorem can be found in [20] Letting ϕ = e i⟨·,x⟩ in the above equation, we see that the characteristic functions for m and ν are identical. Therefore m = ν and we have that Φ is induced by ν. □
Definition of the distributionδ a+V .
We now prove that µ a+V is a Hida measure and develop the corresponding distributionδ a+V which we think of as the delta function for the affine subspace a + V [4] . Observe the effect of µ a+V on the renormalized exponential e ⟨·,z⟩− 1 2 ⟨z,z⟩ , ∫
Althoughδ a+V was originally developed for a ∈ H 0 we could also take a ∈ H ′ p . Let the function F (z) denote the result from the calculations above. That is,
We show that F (z) satisfies properties (1) and (2) of Theorem 4.3.
For property (1) consider F (αz + w) where z, w ∈ H c and α ∈ C. Then notice that
which is an entire function of α ∈ C. Now for property (2) of Theorem 4.3 we write z as z = x + iy with x, y ∈ H and observe that Now we prove a convenient and perhaps expected property of convergence amongst these delta functions on an affine subspace. This next result first appeared in [5] . Proof. Let P S be the projection onto the subspace S. Observe that for any k > n we have that ∫
where δ 0 is the delta measure with δ 0 (0) = 1. Since the characteristic function of a random variable uniquely specifies the distribution, it follows that the random variableê k has a distribution δ 0 , i.e.ê k has the constant value 0 almost everywhere. Thus the measure of the setê −1 k (0) = {x ∈ H ′ ; ⟨x, e k ⟩ = 0} has full measure with respect to µ a+S . Therefore the set {ê k ̸ = 0} = {x ∈ H ′ ; ⟨x, e k ⟩ ̸ = 0} has µ a+S measure 0. Hence the set
has µ a+S measure 0. Likewise the complement
{ê k = 0} = span{e 1 , . . . , e n } has µ a+S -measure 1. Therefore for any ϕ ∈ L 1 (µ a+S ) we have ∫
..,en} ϕ(⟨x, e 1 ⟩e 1 + · · · + ⟨x, e n ⟩e n ) dµ a+S (x) since x = ⟨x, e 1 ⟩e 1 + · · · + ⟨x, e n ⟩e n when x ∈ span{e 1 , . . . e n }. □
The next result relates translation of the subspace (and corresponding measure) to translation of the function.
Theorem 5.7. Let V be a closed subspace of H 0 and a ∈ V ⊥ , then for any measurable ϕ we have ∫
where the equality here holds in the sense that if either side is defined so is the other and the integrals are then equal.
Proof. First we take the special case where ϕ(x) = e i⟨x,ξ⟩ for some ξ ∈ H. Then we have for the left hand side ∫
and for the right hand side ∫
Thus we have that (5.5) agrees on the linear span of {e i⟨·,ξ⟩ ; ξ ∈ H}. Consider a C ∞ function f on R N having compact support. Then f is the Fourier transform of a rapidly decreasing smooth function and so, in particular, it is the Fourier transform of a complex Borel measure ν f on R N :
Then for any ξ 1 , ..., ξ N ∈ H, the function f (ξ 1 , ...,ξ N ) on H ′ can be expressed as
The function
is measurable with respect to the product of the Borel σ-algebras on H ′ and R N . So we can apply Fubini's theorem to conclude that the identity (5.5) holds when ϕ is of the form f (ξ 1 , ...,ξ N ) . Now the indicator function 1 C of a compact cube C in R N is the pointwise limit of a uniformly bounded sequence of C ∞ functions of compact support on R N , and so the result holds also for f of the form 1 C (ξ 1 , ...,ξ N ), i.e. the indicator function of (ξ 1 , ...,ξ N ) −1 (C). Then, by the Dynkin π-λ theorem it holds for the indicator functions of all sets in the σ-algebra generated by the functionsx with x running over H ′ , i.e. all Borel sets. Then, taking linear combinations and applying monotone convergence, the result holds for all non-negative measurable ϕ on H ′ . □
In Section 4.2 we saw that with respect to the standard Gaussian measure µ the space H ′ 1 is of full measure. This also holds for the measures µ a+V , as we see in Proposition 5.8.
Proposition 5.8. Let V be a closed subspaces of H 0 and a ∈ V ⊥ . With respect to the measure µ a+V , H ′ 1 is of full measure. Proof. The characteristic function of µ a+V (see (5.1) ) implies that the random variableξ = ⟨ξ, ·⟩ has Gaussian distribution with mean ⟨a, ξ⟩ and variance |ξ V | 2 0 . Therefore
Hence the map ξ →ξ is continuous as a map H → L 2 (H ′ , µ a+V ) and extends to a continuous linear map
y →ŷ whereŷ satisfies (5.1) and (5.7) .
Therefore H ′ 1 is of full measure with respect to µ a+V . □
Next we have a lemma that, while specific to a particular subspace, will become useful as we delve into our main results. Lemma 5.9. Let V n = span{e 1 , . . . , e n } as a closed subspace of H 0 . Then ∫
Proof. In the following we use the independence of the {ê k } with respect to the measure
To see that the product above is finite notice that
by the mean value theorem. Hence in the above we have
Our last result for this section demonstrates a particular type of convergence of certain measures on affine subspaces. While similar to Proposition 5.5, this result applies to a broader class of functions. A slightly different version of this next result for bounded functions on H ′ 1 appeared in [7] . Proposition 5.10. Let ϕ be a Borel function on H ′ satisfying |ϕ(x)| ≤ Ke α|x|−1 for some K, α > 0. If ϕ is sequentially continuous at a ∈ H ′ 1 ⊂ H ′ , then lim n→∞ ∫ ϕ dµ an+V ⊥ n = ϕ(a), where V n = span{e 1 , . . . , e n } and a n = ⟨a, e 1 ⟩e 1 + · · · + ⟨a, e n ⟩e n .
Proof. Let ε > 0. We first note that ϕ being sequentially continuous at a implies that that ϕ is continuous at a in H ′ 1 . So there exists a δ > 0 such that |y −a| −1 ≤ δ implies that |ϕ(y) − ϕ(a)| ≤ ε. Note that applying (4.4) and using the orthongality of the vectors {e k } ∞ k=1 we have
Since a ∈ H ′ 1 , the above goes to 0 as n approaches infinity and a n converges to a in H ′ 1 . So there exists N such that for all n ≥ N we have |a n − a| −1 ≤ δ/2. Let R = δ/2. Then x ∈ D −1 (R) = {x ∈ H ′ 1 ; |x| −1 ≤ R} implies that |a n +x−a| −1 ≤ δ for all n ≥ N . Hence |ϕ(a n + x) − ϕ(a)| ≤ ε for all x ∈ D −1 (R) and n ≥ N .
Observe that
The first term on the right is less than ε by the way the choice of R above. For the second term, observe that using the bound |ϕ(x)| ≤ Ke α|x|−1 we have that the second term is less than or equal to
where M is a bound for e α|an|−1 . Now the above is
Note that the integral is bounded above using some simple calculations along with Lemma 5.9. Also using (5.9) we have that the above can be made less than ε for large enough n. □
Gauss Radon Transform in Infinite Dimensions
Using the measure µ a+V we can construct the Gauss-Radon transform in the white noise framework. (Note that the Gauss-Radon transform was originally constructed for a similar setting in [21] .) is a function on R n . Thus by Proposition 6.3 we obtain ∫
where ⃗ v = (⟨v, e 1 ⟩, . . . , ⟨v, e n ⟩) is the vector in R n corresponding to v. When we combine equations (6.5), (6.6), and (6.7) above we obtain the desired result. □
We now arrive at the main result of this paper. Here we demonstrate a limiting result which returns the value of a function from the function's Gauss-Radon transform in the infinite dimensional setting. 
where ⃗ x n = (⟨x, e 1 ⟩, . . . , ⟨x, e n ⟩) ∈ R n and for ⃗ v n = (v 1 , . . . , v n ) ∈ R n , v = v 1 e 1 + · · · + v n e n .
In the above equation the v inside of G ϕ (αv + v ⊥ ) should be thought of as a function of ⃗ v n in the since that v is given by v = v 1 e 1 + · · · + v n e n when ⃗ v n = (v 1 , . . . , v n ).
Proof. We begin by forming the function F n (x 1 , . . . , x n ) = ∫ H ′ ϕ(x 1 e 1 + · · · + x n e n + y) dµ V ⊥ n (y). (6.9)
We would like to apply Theorem 3.5 to the above function. The following lemma shows that F n inherits the required conditions from ϕ and, thus, Theorem 3.5 applies. □ Lemma 6.7. The function F n (x 1 , . . . , x n ) = ∫ H ′ ϕ(x 1 e 1 + · · · + x n e n + y) dµ V ⊥ n (y) is continuous and exponentially bounded.
Proof. The continuity is easy to check. Observe that if {⃗ x (k) } converges to ⃗ x in R n , then x (k) = x (k) 1 e 1 + · · · + x (k) n e n converges to x = x 1 e 1 + · · · + x n e n with respect to | · | 0 (in fact, with respect to any | · | p or | · | −p norm). Hence 1 e 1 + · · · + x (k) n e n + y) dµ V ⊥ n (y) and using the assumed bound on ϕ in conjunction with Lemma 5.9 allows us to apply the dominated convergence theorem to the above to get = ∫ H ′ ϕ(x 1 e 1 + · · · + x n e n + y) dµ V ⊥ n (y) = F n (x 1 , . . . , x n ) and thus F n is continuous on R n .
We now need to verify that F n is exponentially bounded. To this end observe
Now using that the integral in the above is finite by Lemma 5.9 and that |x| −1 ≤ |x| 0 we have that F n is exponentially bounded as a function on R n . □ Hence applies Theorem 3.5 to F n we obtain the following
e −2πiβ(α−⃗ vn·⃗ xn)− α 2 2 β n−1 dα dβ dσ(⃗ v n ). (6.10)
Using Theorem 6.5 to substitute
e −2πiβ(α−⃗ vn·⃗ xn)− α 2 2 β n−1 dα dβ dσ(⃗ v n ). (6.11)
We complete the proof by demonstrating that lim n→∞ F n (⃗ x n ) = ϕ(x). To this end, note that where x n is taken to be x n = ⟨x, e 1 ⟩e 1 + · · · + ⟨x, e n ⟩e n .
Concluding Remarks
Here we presented, in the infinite dimensional setting, a method of recovering a function from the function's Gauss-Radon transform. This method relied heavily on the the common finite dimensional result involving the Fourier transform which allows one to recover a function from its Radon transform. There are several other known methods for recovering a function from its Radon transforms [14, 10, 24] . One fairly common example of this uses Laplace transforms. These were extended to the finite dimensional Gauss-Radon setting in [6] . An avenue of future study could potentially extend these inversion formulas to the infinite dimensional setting.
