ABSTRACT. Let E be a real Banach space, C a closed, convex subset of E and /: [0, 1 ] XEXÎ -► E be continuous. Let u0, ux £ C and consider the boundary value problem (») u" = f(t, u, u'), u(0) = u0, u(l) = I/j.
lU \~<p(f(t,x,y))>0.
yEE,<p{y) = 0,0<t<l )
In this paper we show that under some additional (sometimes rather restrictive) assumptions the boundary value problem (BVP) (2) u" = f(t, u, u'), m(0) = u0, u(l) = ux, 0 < f < 1, (u0, ux EC) has a solution u: [0, 1] -► C. We note that (1) describes the behavior of/on the boundary bC of C, for if y =#= 0, then condition (1) implies x E 9C. In case E = R", «-dimensional Euclidean space, and C is bounded with int C(3) =£ 0, various results of this type exist in the literature (see e.g. [5] for a survey of such results). In this finite dimensional situation the general case may easily be obtained by projection methods. On the other hand, if E is infinite dimensional, certain additional assumptions, either on E or on/seem to be needed to pass from the case int C # 0 to the general case. The paper is divided into two parts. In the first part we assume f(t, x, y)
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to be completely continuous and satisfy a Nagumo type growth condition with respect to y. Then it is known [6] that if C is bounded and int C # 0, the BVP (2) has a solution u: [0, 1] -► C. In Theorem 1 we show that the same conclusion holds in case C is a closed, bounded, convex subset of a uniformly convex space E, or in case C is a compact convex subset. (The existence of a solution u: [0, 1 ] -► C of (2) for certain compact convex C in lp, 1 < p < °°, has already been treated by Thompson [7] ; his methods, however, are quite different from ours.) In the second part we assume /in (2) to be independent of «', continuous on [0, 1] x E and satisfy a Lipschitz condition
where L <it2. Under these assumptions the existence of a unique solution u:
[0, 1] -► E of (2) follows easily by means of the contraction mapping principle, see e.g. [1] where the one dimensional case is treated, so one only needs to show that u: [0, 1 ] -► C. This is done (Theorem 2) by using results and techniques formerly used by Redheffer and Walter [4] and in [8] , [9] , [10] in the study of invariance properties of sets relative to initial value problems for first order equations. A final result (Theorem 3) shows that it suffices to assume / to be defined on [0, 1] x C, provided the continuity of/relative to t is uniform with respect to x EC.
1. Completely continuous right-hand sides. Throughout this section we assume that /: [0, 1] x C x E -► E is completely continuous. Theorem 1. Let C be a closed, bounded, convex subset of E and assume there exists a continuous projection P: E -► C assigning to each xEE a nearest point Px EC (i.e., \\x -Px\\ = dist(C, x) = infq(=c\\q -x\\; such P always exists if the Banach space E is uniformly convex in the sense of Clarkson [2] ), or assume C is compact. Let u0, ux EC and let f satisfy (1) and the growth condition (4) \\f(t, x, y)\\ < wflMI) (0 < t < 1, x G C, y E E), 3. Let C be such that there exists a continuous projection P: E -► C as in the statement of Theorem 1. Define / : [0, 1] x E x E -► E by f(t,x,y)=f(t,Px,y).
For each e > 0 the set Ce defined by Ce= {xEE: dist(C, *) < e} is a closed, bounded, convex subset of F with int Ce ¥= 0. We shall show next that the result of [6] stated in 1. above may be applied to/ and Ce.
Obviously / is completely continuous and verifies the estimate
Let us show (1) with C and / replaced by Ce and /, respectively, i.e.
</> G E*, x G Ce, <p(x) = max ec <p(q)) (6) \**(f(t.x,y))>0.
y G F, vJÍ» = 0, 0 < f < 1 ) Let x G Ce, then ||x -/»jell < e. Thus, if q G C, we have that q +x-PxECe.
The hypotheses of (6) Using (1), we therefore obtain <p(f(t, x, y)) = úf(t, Px, v)) > 0, proving (6) . Using Theorem 4.1 of [6] we conclude the existence of a solution ue:
[0, 1] -* Ce of the BVP (7) u"e=f(t.ue,u'e), ue(0) = uQ, ue(l) = ux. 4 . We now employ a limiting process (letting e -* 0) to obtain the desired conclusion.
Let {e"} be a monotone decreasing sequence of real numbers with lhn"-><x>e" = 0. Denote by un = uefí, where uSn: [0, 1] -»• C£n is a solution of (7), with e replaced by e". Choose F. > 0 such that ||u"(f)ll <F, 0 < f < 1, « = 1,2.Using (5) and 2. we obtain the existence of a constant M> 0 such that ||«;(i)|| <M, 0 < f < 1, « = 1, 2.
Let G denote the Green's function 400 KLAUS SCHMITT AND PETER VOLKMANN -s(l-r), 0<J<f<l,
Using the complete continuity off , the uniform boundedness of {«"}, {u'n} and (8), (9) we conclude that {«"} and [u'n } are equicontinuous sequences and that there exists a compact set K Ç E such that un(t), u'n(t) E K, 0 < t < 1, n = l,2,... .
We may thus employ the theorem of Ascoli-Arzelá to obtain a subsequence of {«"} which converges to a solution « of u" = f(t, u, «'), u(0) = uo, ifCO-H,, 0<f<l.
Since, further, dist(C, un(t)) < e" and lim,,^..^ = 0, we obtain dist(C, u(t)) = 0, from which follows that u: [0,1] -► C and / (t, u, u') = f(t, u, «'), proving that « is a solution of (2). 5. We next consider the case where C is a compact convex subset of F (here no additional assumptions on E are needed). Choose R > 0 such that: x G C => ||x|| < R. Determine M = M(R, cS) according to 2. above. Define Q: E-* F by U \\y\\<M,
[My ¡M, \\y\\>M, and put f(t, x,y)=f(t, x,Qy) (0 <i < l,x G C, y EE).
The complete continuity of/implies that off. Hence the range of/ is contained in some compact set K CE, and (1) and (4) u"=f(t, u,u'), u(0) = uo, u(l) = ux, 0 <f < 1.
Returning to the original norm we have that ||«(f)ll <F, 0 < t < 1, and by the monotonicity of co we find ||u"(0H < co(||h'(0II), implying ||u'(OII < M, 0 < t < 1 . Hence the definition off shows that u is a solution of (2).
2. Right-hand sides satisfying a Lipschitz condition. Throughout this section we shall assume that / is independent of u' and satisfies a Lipschitz condition (11) W, x) -f(t,y)\\ <L\\x-y\\ (0<t<l;x,yEE). (17) \\f(t,x)-f(t,y)\\<L\\7-y\\ (0 <f < l,x,yE C).
Our method of proof requires a condition analogous to (12) for / and C, namely:
(18) (0 < f < 1, £ G E*, x E C, y(x) = max ^p(q)) =» ?(/(f, 3c)) > 0.
That (18) follows from (12) has already been sketched in [9] for the case where C is a closed, convex cone; our proof to follow is patterned after the one in [9] .
(For general closed, convex C(18) has been established in [8] for/defined by f(t, x + %p) = f(t, x) -4L%p. That result, however, is not sufficient for our purposes.) 3 . To prove (18) we use the equivalence of (12) and (14) (applied to C and / ) and verify (19) Urn -dist(C, 3c -A/(f, x)) = 0 (0 < t < 1,3c G C).
Let t E [0, 1] and-3c = x + £p G ?, i.e., jc G C%. Then (15) implies that for e > 0 there exists A0(e) such that A-1 dist(C£, x -hf(t, x))<L% + e (0 < A < A0(e)).
Thus there exists yn E C% (i.e. yh + %p E C) such that \\x-hf(t,x)-yh\\<hLS + he, implying x -A/(f, jc) -y" + h(L$ + e)pEK = {y + T1p:yEE, \\y\\ < v). Now C + A* C C and yh + %p G C, yielding
from which, in turn, it follows that A-1 dist(C, 3c -hf(t, x))<e (0 < A < A0(e)), implying (19). (27) *(f(to.u(to)))>0.
On the other hand, the scalar function p(t) = ¡p(u(t)), 0 < t < 1, attains its maximum at f0, hence p"(t0) < 0. But p"(t0) = 7(u"(t0)) = ?(/('o. «Co»). 
Since, however, L < it2, it follows that %(t) = 0, and thus dist(C, u(t)) = 0, i.e., u: [0, 1] -► C. This completes the proof of Theorem 2. The Lipschitz continuity of/implies that of f0, i.e., \fo(t, x) -f0(t, y)\<L\\x-y\\ (0 < t < 1, x, v G C, a E S).
A result of McShane [3] implies that the function 7At, x) = sup (fa(t, q) -L\\q -x\\) (x E B(S))
is an extension of/" to [0, 1] x B(S), such that I». x)-7a(t,y)\<L\\x-y\\ (0 < t < 1, x, y G B(S), a E 5).
Define/: [0, 1] x B(S)-+B(S) by 7 (t, x)a =f0(t, x) (0 < t < 1, x E B(S), a E S).
Then/ is an extension off to [0, 1] x B(S) and satisfies (11). By (32)/(r, x) is also continuous with respect to t. We may therefore use Theorem 2 to conclude that the BVP u" = 7(t, u), u(0) = u0, u(l) = ux (u0, ux G C)
has a solution u: [0, 1] -* C. Since / is an extension off, u is a solution of the original problem.
