Abstract. A linear-scaling time-dependent density functional theory is developed. The equation of motion is solved for the reduced single-electron density matrix in the real time domain. Chebyshev expansion is used for integration in time domain. Filter diagonalization is implemented to determine the excited state energies. The locality of the reduced single-electron density matrix is utilized to ensure computational time scales linearly with system size. We summarize these methods in this brief review.
INTRODUCTION
There is a growing interest in calculating the electronic structures of complex and large systems like protein, molecular aggregates andnanomaterials. Time-dependent density functional theory (TDDFT) [1, 2, 3, 4, 5, 6, 7] is nowadays one of the most popular in calculation of excited state properties due to its accuracy and efficiency. It is based on the Runge-Gross theorem [7] which is the time-dependent generahzation of the Hohenberg-Kohn theorem. [8, 9] Ab initio molecular orbital and semi-empirical calculations are usually limited to small or medium size molecular systems. The obstacle lies in the rapid increasing of computational costs as the systems become larger and more complex. The state-of-the-art TDDFT calculations scales as 0{N^) which makes TDDFT a relatively expensive numerical method. To determine the electronic structures of very large systems, it is essential that the computational cost scales linearly with A^.
Several linear-scaling methods have been developed to calculate ground electronic state, such as the divide-andconquer method [10] , the density matrix minimization [11, 12] , the orbital minimization [13, 14] and the Fermi operator expansion [15] . The physical basis of these methods is "the nearsightedness of equilibrium systems". This locality is not reflected in the conventional electronic structure calculations, which leads to unnecessarily expensive computational times for large molecular systems. All the above methods make use of the locality of density matrix or atomic orbital and consequently result in the linear-scaling of computational times versus the system size. These methods deal with electronic ground state only. The excited states of electronic systems are much more difficult to calculate. Several linear-scaling calculations based on non-interacting electron models have been carried out for excited states and for the static electronic response. The locahzed-density-matrix (LDM) method was developed to solve the TDDFT equation [16] . Instead of the many-body wave function, the LDM method solves for reduced singleelectron density matrix of a molecular system from which its electronic excited state properties are evaluated. The equation of motion (EOM) of density matrix is integrated in the real time domain. The linear-scaling of computational time versus the system size is ensured by the introduction of density matrix cutoffs [17, 18, 19] .
TDDFT IN TIME DOMAIN
Within the TDDFT formahsm, a closed nonlinear self-consistent EOM is yielded for the reduced single-electron density matrix p(f),
where hit) is the time-dependent Fock matrix, and p (f) is the reduced single-electron density matrix. 
with fm" being the one-electron integral element between orbitals m and n, Vmnij the two-electron Coulomb integral, and u*^[«](r,f) is the exchange-correlation potential which is defined as the functional derivative of the exchange correlation functional A*^,
where rit denotes the electron density evaluated at the time t, the unknown functional A*^ is approximated by S*^ which is the exchange-correlation functional of time-independent Kohn-Sham theory. Note that, A*^ is a functional of a function n over both time and space and S*^ is a functional of a function rit over space only. This is referred to as the adiabatic approximation in which the static functional evaluated at the time-dependent density is used for u*^[«](r,f). The matrix elements of /(f) are evaluated as
The reduced single-electron density matrix p (f) and Fock matrix /z(f) are partitioned into two parts,
where p(°) is the DFT ground state reduced single-electron density matrix in the absence of the external field, and 8p{t) is the difference between p{t) and p(°). /z(°) is the ground state Fock matrix and 5h{t) is the external field induced Fock matrix.
where And thus
With equation (5), we can rewrite equation (1) as,
Eq. (9) is the EOM for 5p under the TDDFT approximation. To the first-order in «?(f), the EOM for the first-order induced reduced single-electron density matrix 5p(^) is expressed as
NUMERICAL INTEGRATION AND SPECTRAL ANALYSIS Eq.(lO) is first-order differential equation and one way to solve is the fourth-order Runge-Kutta method [20] . The numerical error is of the order of (Af"^), where At is the time step. To achieve high accuracy, short simulation time steps has to be used. Note in eq.(lO), the first order change of Fock matrix depends linearly on the first order change of density matrix, we thus can rewrite in the following linear form,
where L is a time-independent linear operator. The formal solution for eq.(l 1) can be written as
To calculate e^'^, a straightforward method is Taylor expansion. To converge Taylor expansion for e^'^', a time step satisfying At -C k/Lmax is needed, where k is the terms used in Taylor expansion and Lmax is the largest excitation energy. When a large time step is used, a numerical divergent problem could arise. In addition, the convergence property of Taylor expansion behaves as a power law. Thus, Taylor expansion is not very efficient and accurate. A more efficient method to calculate e^'^* is the Chebyshev expansion [22, 23] ,
where J"{a) is Bessel function of the first kind and A is a positive number larger than Lmax to converge the expansion. The expansion converges for any time step as long as A is larger than Lmax-Thus, the numerical divergent problem is removed in the Chebyshev expansion. The Chebyshev expansion is implemented in LDM method [24] and in our calculations, A is estimated through the difference between the highest virtual level and the lowest occupied level. The Chebyshev expansion converges exponentially due to the exponential decay of the Bessel function J"{a) when n is larger than a [23] . The number of terms needed in eq. (13) should only be slightly larger than tA. To achieve high efficiency with Chebyshev approach, a large value off is preferred. The computational effort of Chebyshev approach is about 70% of that of fourth order Runge Kutta method with largest possible time step, while leading to more accurate results.
In both Taylor expansion and Chebyshev expansion for e^'^, the computational effort depends on the largest excitation energy which involves transition from core orbitals. These core excitations are of little interest and have negligible effect on valence excitations in most cases. Computational time can be reduced if these core orbitals are excluded in the calculations. In the present work, core orbitals are projected out using the following projectro operator,
where c^i is the molecular orbital coefficient, and jj. and v are indices of orthogonal basis functions. The action of the projection operator on the Fock matrix should be PcorehPcore-In addition, the core orbitals are highly localized and thus a sparse matrix. The projection increases the computational effort marginally.
Once the time-dependent first-order density matrix is obtained, we solve the time evolution of the polarization vector P(f). Within the dipole approximation, P(f) may be expressed as
V{t) = -Y,emr\<\>j)pij{t). (15) ' 7
To obtain the optical absorption spectrum, we perform a Fourier transformation of p(^) (f),
Recently the filter diagonalization [25, 26, 27] method was developed for a time signal S{t) = Y.idie"^' in which a filter function is introduced to filter out the components of the frequencies outside a desired range in the time signal. Frequencies inside this range and the corresponding di can be decided by diagonalizing a small matrix. The corresponding error for the obtained frequencies can also be estimated. The propagation time to fully resolve the spectral information is proportional to the inverse of the average frequency spacing. The filter diagonalization requires a much shorter propagation time than the discrete Fourier transformation and leads to more accurate frequencies embedded in the time signal.
DYNAMIC POLARIZABILITY AND HYPERPOLARIZABILITY
The LDM method is also generalized to calculate dynamic polarizabihties and hyperpolarizabilities. The timedependent first-order density matrix can be calculated in eq.(lO) and the time-dependent second-order density matrix can be obtained through a perturbation expansion,
where /z^) and pP) are the second-order Fock matrix and density matrix, respectively. In the previous section, we have discussed the first-order density matrix can be solved efficiently using the Chebyshev expansion method. In addition, the dynmaic polarizabihties at a large energy range can be determined at the same time. The dynamic hyperpolarizabilities can be calculated in the following way. When an electric field with a certain frequency is turned on at f = 0, the corresponding time-dependent density matrix can be obtained by integrating eq.(l), and the time-dependent dipole moment is thus determined. The dipole moment component with frequency that is twice the input frequency corresponds to the first dynamic hyperpolarizabilities. The dynamic hyperpolarizabilities due to two different frequencies such as two wave mixing can also be determined in a similar way. It should be noted that the strength of the external field should be neither too weak to discern the second-order response nor too strong to induce higher order response. In addition, when the electric field is turned on suddenly, nonadiabatic response could arise. To avoid this, the electric field has to be turned on slowly. Furthermore, it is not straightforward to extract the values of individual spatial components of higher order hyperpolarizabilities with time domain method. To extract the secondorder response embedded in the time-dependent dipole moment, we adopt the filter diagonalization method. The hyperpolarizabilities can also be calculated in frequency domain using the 2«+1 rule and is shown to be more efficient [28] . Although it is more time consuming, the time domain method is easy to implement and be adopted to calculate higher order properties which are very difficult to calculate in the frequency domain.
LOCALIZED-DENSITY-MATRIX METHOD
The key for the 0{N) scaling lies in the reduction of the dimension of the reduced single-electron density matrix. This reduction is based on the fact that the density matrix has a locahzed character or a "nearsightedness" [21] . This "nearsightedness" holds not only for the p(°) but also for 5p [17] . Specifically, P; •' is set to zero for r^ > /Q, and consequently /z • •' becomes zero for the same r^ and 5p; •' is set to zero when r^ > h, which leads to a reduction of the dimension of 5p(i) from 0{N^) to 0{N) [18, 19] .
Here k and h are two cutoff lengths. The number of matrix elements increase linearly with the system size which leads to 0{N) floating point operations for matrix multiplications. And the second term on the RHS of eq. 
mn 5h^J = i:5p«l/f"". (22) Itepl^-pfs/z^, kj
Eq. (19) can thus be rewritten as
k Due to the slow decaying nature of 1/r in the Coulomb potential, one cannot simply cutoff individual interactions below a certain threshold. We have to include all the pairwise interactions between these charge distributions. This yields an 0{N^) floating point operations. To achieve linear-scaling calculation. Fast Multiple Method (FMM) [29, 30, 31, 32] can be used to evaluate the Coulomb interaction. In FMM, the Coulomb potential is partitioned into the near-field and far-field part, For near-field contribution, explicit analytical integration is used to ensure high accuracy while the far-field contribution is expressed as the multipole expansion
where Z, ji,Q and O are charge, dipole moment, quadruple moment and octapole moment, respectively. The far-field potentials are grouped into progressively larger cells as distance increases constructing a hierarchy of cubic cells. With a local Taylor expansion, the computational time of the Coulomb potential is reduced to 0{N).
For V^y^", we resort to numerical integration to calculate it since the analytical results cannot be obtained even using Gaussian orbitals. In order to achieve the high accuracy, sophisticated multi-center quadrature schemes [33, 34, 35] are used. The integrals are partitioned over atomic centers using a weight scheme, and a further decomposition into radial and angular components of each atomic contribution is introduced [35, 36, 37] . Since the number of grid points is proportional to the size of molecule and we have to calculate the integrals over four orbital indices, the numerical integration of V^y^" is an 0{N^) computational process. Taking advantage of the fast decaying nature of Gaussian basis functions, there are only a limited number of basis functions with nonnegligible value at a given grid point. The computational time is therefore proportional to the number of grid points. In addition, we discard the integrals when the differential overlap between any two orbitals is negligible. This results in an 0{N) computational time for evaluating all Vip"^. To further reduce the computational time, we exploited the locality of the exchange-correlation potential and confine its contribution at a given grid point to a relatively small region around it with negligible loss of accuracy.
CONCLUSION
A linear-scaling TDDFT method has been developed. The key for the LDM method are (1) solving the TDDFT equation in the time-domain, and (2) introducing the reduced single-electron density matrix cutoffs. The timedependent first order change of density matrix is calculated with high efficiency and accuracy using the Chebyshev expansion. The TDDFT/LDM method can be used to calculate the excited state energy, absorption spectrum, dynamic polarizabihty and hyperpolarizability.
