Abstract. Let a be an ideal in a commutative ring R. For an R-module M , we consider the small a-torsion Γ a (M ) = {x ∈ M | ∃n ∈ AE : a n ⊆ (0 : R x)} and the large a-torsion Γ a (M ) = {x ∈ M | a ⊆ (0 : R x)}. This gives rise to two functors Γ a and Γ a that coincide if R is noetherian, but not in general. In this article, basic properties of as well as the relation between these two functors are studied, and several examples are presented, showing that some well-known properties of torsion functors over noetherian rings do not generalise to nonnoetherian rings.
Introduction
Throughout the following, let R be a ring and let a ⊆ R be an ideal. (Rings are always understood to be commutative.) The a-torsion functor and its right derived cohomological functor (i.e., local cohomology) are useful tools in commutative algebra and algebraic geometry. They behave nicely if the ring R is noetherian, and they are mostly studied in this situation (cf. [4] for a comprehensive treatment from an algebraic point of view). If we wish to extend the theory of local cohomology to non-noetherian rings, then we face several challenges. For example, torsion functors need not preserve injectivity of modules ( [10] , [14] ), and local cohomology need not be isomorphic toČech cohomology ( [1] , [14] ). But even more fundamental, the two definitions of torsion functors that are usually used and that are equivalent over a noetherian ring turn out to be not equivalent anymore in a non-noetherian setting. Namely, for an R-module M we consider its sub-R-modules Γ a (M) = {x ∈ M | ∃n ∈ AE : a n ⊆ (0 : R x)} and Γ a (M) = {x ∈ M | a ⊆ (0 : R x)}.
Then, Γ a (M) ⊆ Γ a (M), but these two modules need not be equal. These definitions can be extended to two preradicals Γ a and Γ a ; we call the first one the small a-torsion functor and the second one the large a-torsion functor, reflecting the aforementioned inclusion between them. It is the aim of this article to study and compare these two functors over arbitrary rings. Its goal is twofold. First, it provides a collection of basic results on torsion functors over arbitrary rings; considering the ubiquity of noetherian hypotheses in the literature, this seems useful. Second, it shall serve as a warning: When leaving the cosy noetherian home for the non-noetherian wilderness, one has to be very careful, since one may lose properties of torsion functors one got used to.
We briefly mention now some of the questions we will discuss.
A) For an ideal b ⊆ R, how can we compare a-torsion and b-torsion functors?
It was shown in [11] that the comparison of Γ a and Γ b may be delicate, and in particular that Γ a and Γ √ a need not coincide. Large torsion functors behave better: Γ a = Γ b if and only if √ a = √ b.
B) When do we have Γ a = Γ a ?
This holds if R is noetherian, but not in general. We show that Γ a = Γ a if and only if a is half-centred, i.e., if an R-module M fulfills Γ a (M) = M if and only if its weak assassin is contained in Var(a).
C) When are the a-torsion functors radicals?
The functor Γ a is a radical, and hence Γ a is a radical in case R is noetherian.
In general, Γ a need not be a radical. It is moreover possible that Γ a is a radical without coinciding with Γ a .
D) When do the a-torsion R-modules form a Serre class?
The R-modules M with Γ a (M) = M form a Serre class, but those with Γ a (M) = M need not do so.
E) When do a-torsion functors commute with flat base change?
If a is of finite type, then Γ a = Γ a commutes with flat base change. In general this need not be the case. On the positive side, Γ a commutes with flat base change to an R-algebra whose underlying R-module is Mittag-Leffler.
F) What exactness properties do a-torsion functors have?
The functors Γ a and Γ a are left exact and commute with direct sums. In general, they are not exact, and they commute neither with infinite products nor with right filtering inductive limits.
The first two sections are of a preliminary nature. Section 1 contains some results on nilpotency and idempotency, for in the examples and counterexamples in later sections we often consider ideals that are nil or idempotent, and we also give some specific results for these cases. In Section 2 we collect some basics on Mittag-Leffler modules, a notion which pops up in our investigation of the flat base change property. The study of torsion functors starts with Section 3.
In a subsequent work ( [13] ) we will extend the results on the interplay of assassins and weak assassins with small torsion functors from [12] and generalise them to large torsion functors. A further step should be an investigation of the relation between small and large local cohomology, i.e., the right derived cohomological functors of the small and the large torsion functor. For this, a study similar to [10] about the behaviour of injective modules under large torsion functors will be necessary.
Notation. We denote by Mod(R) the category of R-modules. For a set I we denote by R[(X i ) i∈I ] the polynomial algebra in the indeterminates (X i ) i∈I over R. We denote by Idem(R) the set of idempotent elements of R, by Var(a) the set of prime ideals of R containing a, and by √ a the radical of a. For an R-module M we denote by ZD R (M) the set of zerodivisors on M, by Supp R (M) the support of M, by Ass R (M) the assassin of M, and by Ass f R (M) the weak assassin of M. If h : R → S is a morphism of rings and no confusion can arise, then we denote by aS the ideal h(a) S ⊆ S and by • ↾ R : Mod(S) → Mod(R) the scalar restriction functor with respect to h. In general, notation and terminology follow Bourbaki'ś Eléments de mathématique.
Preliminaries on nilpotency and idempotency
(1.1) The ideal a is called nilpotent if there exists n ∈ AE such that a n = 0, quasinilpotent (or nil of bounded index ) if there exists n ∈ AE such that for every r ∈ a we have r n = 0, T-nilpotent if for every sequence (r i ) i∈AE in a there exists n ∈ AE such that n i=0 r i = 0, and nil if for every r ∈ a there exists n ∈ AE such that r n = 0.
(1.2) We say that a has a power of finite type if there exists n ∈ AE * such that a n is of finite type. Ideals of finite type and nilpotent ideals clearly have powers of finite type, but an ideal that has a power of finite type need neither be of finite type nor nilpotent ([5, Section 3]).
( 1.3) It is readily checked that a is nilpotent + 3 a is quasinilpotent a is T-nilpotent + 3 a is nil, and that these four properties are equivalent if a has a power of finite type. The zero ideal has all of these properties, while -provided R = 0 -the ideal R has none of them.
(1.4) A) A quasinilpotent ideal need not be T-nilpotent. Indeed, let K be a field of characteristic 2, let
denote the canonical image of X i in R for i ∈ AE, and let a := Y i | i ∈ AE R . For r ∈ a there exist n ∈ AE and (a i ) B) A T-nilpotent ideal need not be quasinilpotent. Indeed, let K be a field, let
If there exists a sequence (r i ) i∈AE in a such that for every n ∈ AE we have n i=0 r i = 0, then there exists such a sequence where all the r i are monomials in (Y j ) j∈AE , and as Y i Y j = 0 for i, j ∈ AE with i = j, there exists k ∈ AE such that all the r i are monomials in Y k , implying the contradiction k+1 i=0 r i = 0. Therefore, a is Tnilpotent. Furthermore, Y n n = 0 for every n ∈ AE, hence a is not quasinilpotent.
Note that R is a 0-dimensional local ring with maximal ideal a. (This example is taken from [10, 2.12] .) C) It follows from A) and B) that the only implications between the four properties in 1.3 are the ones given there and their obvious composition.
(1.5) A quasinilpotent and T-nilpotent ideal need not be nilpotent. Indeed, let K be a field of characteristic 2, let
n . Thus, a is not nilpotent. Moreover, the same argument as in 1.4 A) shows that a is quasinilpotent. Finally, if there exists a sequence (r i ) i∈AE in a such that for every n ∈ AE we have n i=0 r i = 0, then there exists such a sequence where all the r i are monomials in (Y j ) j∈AE , and thus we can suppose that r i = Y j i for every i ∈ AE, where (j i ) i∈AE is an injective family in AE. Injectivity of (j i ) i∈AE implies that there exists k ∈ AE with j k > 2j 0 , yielding the contradiction k i=0 r i = 0. Therefore, a is T-nilpotent. Note that R is a 0-dimensional local ring with maximal ideal a. (This example was pointed out by Yves Cornulier.) (1.6) A) The ideal a is said to be generated by a single idempotent if there exists e ∈ Idem(R) with a = e R , generated by idempotents if there exists E ⊆ Idem(R) with a = E R , and idempotent if a 2 = a.
B) The ideal a is generated by a single idempotent if and only if the canonical injection a ֒→ R is a section in Mod(R) ([2, I.8.11 Proposition 10] 
C) None of the converses in A) holds. Indeed, let K be a field, let R := K[(X i ) i∈ ], and consider the ideals a :
The canonical image of a in R/b is generated by idempotents, but not by a single idempotent, and the canonical image of a in R/c is idempotent, but not generated by idempotents.
D) The ring R/b from C) is absolutely flat. Indeed, let Y i denote the canonical
So, if p, q ∈ Spec(R) with p q, then we get the contradiction 
Preliminaries on Mittag-Leffler modules
Throughout this section, let M be an R-module.
with ε M,N (x ⊗ (y i ) i∈I ) = (x ⊗ y i ) i∈I for x ∈ M and (y i ) i∈I ∈ i∈I N i , which need neither be a mono-nor an epimorphism ( [15, 059I] ).
B) Let I be a set. For an R-module N we consider the constant family N = (N) i∈I and get by A) a canonical morphism of R-modules
which need neither be a mono-nor an epimorphism. (It need not be a monomorphism by the first example in [15, 059I] together with 2.4 below, and it need not be an epimorphism by the second example in loc. cit.) 
(2.4) Proposition Let M be flat and let I be a set. The following statements are equivalent:
(ii) ε M,N,I is a monomorphism for every R-module N.
Proof. Clearly, (i) implies (ii). Conversely, suppose that (ii) holds, let N = (N i ) i∈I be a family of R-modules, let N := i∈I N i , and let
There is a commutative diagram of R-modules
O O where the unmarked isomorphism is the canonical one ([2, II.3.7 Proposition 7]). As ∆ N is a monomorphism (2.3) and M is flat, it follows that M ⊗ R ∆ N is a monomorphism, hence ε M,N is a monomorphism, and thus (i) holds. (ii) There exists a cardinal κ ≥ Card(R) such that ε M,R,κ is a monomorphism;
Proof. By [6, Theorem 1 Corollary], (i) and (ii) are equivalent, and they are equivalent to sub-R-modules of finite type of M being projective. Since an R-module of finite type is projective if and only if it is of finite presentation ([2, X.1.5 Proposition 8 Corollaire]), this last condition is equivalent to M being pseudocoherent (i.e., sub-R-modules of M of finite type are of finite presentation).
3. Definition of torsion functors (3.1) A preradical is a subfunctor of Id Mod(R) . A radical is a preradical F such that F (M/F (M)) = 0 for every R-module M. Being subfunctors of the R-linear functor Id Mod(R) , preradicals are R-linear.
thus obtaining sub-R-modules
By restriction and coastriction, a morphism of R-modules h : M → N induces morphisms of R-modules
So, there are subfunctors
In particular, Γ a and Γ a are preradicals and hence R-linear (3.1). We call Γ a the small a-torsion functor and Γ a the large a-torsion functor. 
(3.4) Let b ⊆ R be an ideal. Then, Γ a is a subfunctor of Γ b if and only if there exists n ∈ AE with b n ⊆ a. In particular, Γ a = Γ a n for every n ∈ AE * . If 
, and therefore x ∈ Γ b (M). b) and c) follow immediately from a) and b), resp. Proof. a) follows from the facts that Γ a is a subfunctor of Γ a and that Γ a (R/a) = R/a. b) and c) follow by considering Γ a (R) and Γ a (R), resp.
B) Let b ⊆ R be an ideal. Considering the canonical morphism of rings R → R/b and setting a :
4. Coincidence (4.1) If a is nil but not nilpotent, then Γ a = Γ a (3.6); concrete such examples will be discussed in 5.4. As there exists ideals that are idempotent and nil, but not nilpotent (e.g. the maximal ideal of the 0-dimensional local ring T constructed in [10, 2.2]) it follows that even if a is idempotent, then Γ a and Γ a need not coincide; a concrete such example with an idempotent non-nil ideal will be discussed in 5.5 B).
Proof. The first implication holds by [12, 4.2] . If Ass
Then, there exists x ∈ M with p ∈ min(0 : R x). For r ∈ a there exists n ∈ AE with r n x = 0, hence r n ∈ (0 : R x) ⊆ p, yielding r ∈ p, and therefore p ∈ Var(a).
3) The first implication in 4.2 need not be an equivalence. If it is an equivalence for every R-module M, then a is called half-centred ( [12, 4.3] ). The notion of half-centredness will be put in a larger framework in [13] .
(4.4) Proposition a) a is half-centred if and only if a n is so for some n ∈ AE * . b) If b ⊆ R is a half-centred ideal with a ⊆ b ⊆ √ a, then a is half-centred. c) If a has a power of finite type, then it is half-centred. d) If a is generated by idempotents, then it is half-centred.
Proof. a) holds since Var(a) = Var(a n ) and Γ a = Γ a n (3.4). b) holds since Var(a) = Var(b) and Γ b is a subfunctor of Γ a (3.4). c) follows from a) and [12, 4.3 
, and as a is generated by idempotents it follows a ⊆ (0 : R x), hence x ∈ Γ a (M). Proof. If Γ a = Γ a , then a is half-centred by 4.2. Conversely, suppose that a is half-centred. Let M be an R-module.
and thus the claim.
(4.6) Corollary a) If a has a power of finite type or is generated by idempotents, √ a that has a power of finite type, then Γ a = Γ a by 4.6 a) and c). This hypothesis is strictly weaker than a having a power of finite type. In fact, there exists an ideal without powers of finite type whose radical is principal. Indeed, let p be a prime number, let
√ a m = m m is principal.
We assume now that there exists n ∈ AE * such that a n m is of finite type. Then, there exists k ∈ AE such that a n m is generated by
Now we consider Y n k+1 ∈ a n m . There exist h ∈ S \ m, f ∈ S and g ∈ Y i | i ∈ [0, k] S with hY r k+1 = p 2 f + g. We write the elements h, f and g of S as classes of polynomials in indeterminates whose indices are at least k + 1, and then compare the coefficients of Y n k+1 in these two classes of polynomials in S. On the left side, since h / ∈ m, this coefficient is not a multiple of p. On the right side, the coefficients of Y n k+1 in f p 2 and in g are multiples of p. This is a contradiction, and thus no power of a m is of finite type. B) If b ⊆ R is an ideal generated by idempotents with a ⊆ b ⊆ √ a, then a = b. Therefore, combining 4.6 a) and c) yields no further criterion for Γ a and Γ a to coincide. Proof. a) Let M be an R-module, and let
Radicality
For r ∈ a there exists n ∈ AE with r n x ∈ Γ a (M), hence there exists m ∈ AE with r m x = 0. This implies x ∈ Γ a (M) and thus the claim. b) If a is half-centred, then this is clear from a) and 4.5. Suppose that a is idempotent. Let M be an R-module, and let
, and so we get the claim. Proof. If M is an R/b-module, then 3.7 B) implies
and hence we get the claim. . This shows a ⊆ Γ a (R). As a is the unique maximal ideal of R but not nilpotent, we get Γ a (R) = a. As in B) it follows that Γ a is not a radical. a radical (4.6 a), 5.1 a) ). B) Let R, a and c be as in 1.7 C). Let R := R/c, let a := a/c, and let Y i denote the canonical image of X i in R for i ∈ . Then, a ⊆ R is idempotent, hence Γ a is a radical (5.1 b) ). We consider the R-module M := R/ Y 0 R . For i ∈ AE we
We assume now that there exists g ∈ R \ Y 0 R with ag ∈ Y 0 R . Then, there occurs in g a monomial t that is not a multiple of Y 0 , but such that Y i t is a multiple of Y 0 for every i ∈ <0 . So, there exists a strictly increasing sequence (l j ) B) It may happen even for a nil ideal that Γ a is a radical but Γ a = Γ a . Indeed, if a is idempotent, nil and nonzero, then Γ a is a radical (5.1 b) ), but Γ a (R) = (0 : R a) = R = Γ a (R) (3.6 c)), hence Γ a = Γ a . An example of a 0-dimensional local ring whose maximal ideal fulfils these conditions is given in [10, 2.2]. (6.2) We set
Clearly, 0 ∈ T a ⊆ T a . Proof. a) Suppose that M ∈ T a . If x ∈ N, then h(x) ∈ Γ a (M), hence there exists n ∈ AE with h(a n x) = a n h(x) = 0, thus with a n x = 0, and therefore x ∈ Γ a (N). If
x ∈ P , then there exists y ∈ Γ a (M) with l(y) = x, hence there exists n ∈ AE with a n y = 0, implying a n x = a n l(y) = l(a n y) = 0, and thus x ∈ Γ a (P ). b) Suppose that N is noetherian and N, P ∈ T a . Let x ∈ M. Then, there exists n ∈ AE with l(a n x) = a n l(x) = 0, implying a n x ⊆ h(N). So, there exists a sub-R-module U ⊆ N with h(U) = a n x. Since U is of finite type, there exists m ∈ AE with a m U = 0, implying a m+n x = a m h(U) = h(a m U) = h(0) = 0, and thus x ∈ Γ a (M). (6.6) In general, T a need not be a Serre class, not even if a is quasinilpotent and T-nilpotent. Indeed, if 0 = a = Γ a (R) = R (e.g. as in 1.5 (cf. 5.4 C))), then Γ a (a) = a and Γ a (R/a) = R/a, but Γ a (R) = R.
(6.7) Question The preceding results give rise to the following question: ( * ) For which ideals a is T a a Serre class?
7. Bounded torsion and zerodivisors (7.1) A) Let M be an R-module. We say that M is of strongly bounded large a-torsion if there exists n ∈ AE with a n M ∩ Γ a (M) = 0, and of strongly bounded small a-torsion if there exists n ∈ AE with a n M ∩ Γ a (M) = 0. Furthermore, we say that M is of bounded large a-torsion if there exists n ∈ AE with a n Γ a (M) = 0, and of bounded small a-torsion if there exists n ∈ AE with a n Γ a (M) = 0.
B) It is readily checked that
M is of strongly bounded large a-torsion For an example with a noetherian ring, let R be a noetherian integral domain that is not a field, let a = 0, and let M := n∈AE R/a n . Then, Γ a (M) = M, and for n ∈ AE we have a n = a n+1 (1.7 B)), hence a n (R/a n+1 ) = 0, and therefore a n Γ a (M) = 0.
(7.3) A) An R-module of strongly bounded small a-torsion need not be of bounded large a-torsion. Indeed, if a is idempotent, nil, nonzero and fulfils (0 : R a) = 0, then Γ a (R) = 0 = R = Γ a (R) (5.6 B)), hence R is of strongly bounded small a-torsion, but not of bounded large a-torsion. The proof of [12, 3.9] shows that the maximal ideal of the 0-dimensional local ring T constructed in [10, 2.2] fulfils these conditions. (A further such example will be given in 7.6.)
B) An R-module of bounded large a-torsion need not be of strongly bounded small a-torsion, not even if R is noetherian. Indeed, let R := K[X, Y ] be the polynomial algebra in two indeterminates over a field K, and let a := X, Y R . Note that Γ a = Γ a (4.6 a)) and Γ a (a) = 0. We consider the free R-module F with basis (e i ) i∈AE and the R-module M := F/ {Xe 0 , Y e 0 } ∪ {Xe 2i+1 + Y e 2i+2 − e 0 | i ∈ AE} R . Note that aM = M. For i ∈ AE we denote by a i the canonical image of e i in M, and consider the sub-R-module C) It follows from A) and B) that the only implications between the four properties in 7.1 B) are the ones given there and their obvious composition.
The converse need not hold. Indeed, let R and a be such that there exists an R-module N that is not of bounded small a-torsion (e.g. as in 7.2 D)), and let
we have a n Γ a (N) = 0, hence a n Γ a (M) = 0, and thus M is not of bounded large a-torsion.
B) An R-module of bounded large a-torsion and of strongly bounded small atorsion is of strongly bounded large a-torsion, as follows from A).
(7.5) Proposition a) If a is idempotent, then every R-module is of bounded small a-torsion, but not necessarily of bounded large a-torsion or of strongly bounded small a-torsion.
b) If a is generated by idempotents, then every R-module is of strongly bounded large a-torsion. 3.5 a) ). So, keeping in mind 1.7 B), we can suppose that a = e R with e ∈ Idem(R). Now, if x ∈ aM ∩ (0 : M a), then there exists y ∈ M with x = ey, implying 0 = ex = eey = ey = x. This shows aM ∩ Γ a (M) = aM ∩ (0 : M a) = 0 (4.6 a)), and thus the claim is proven.
(7.6) Let R, a and M be as in 5.5 B) (cf. 1.7 C)). Then, a is idempotent, and thus M is of bounded small a-torsion (7.5 a)). Moreover, 0 = Γ a (M) = Γ a (M) = M (5.5 B)) and a ⊆ Y 0 R , so that M is of strongly bounded small a-torsion but not of bounded large a-torsion.
(7.7) If a is nil, then an R-module is of strongly bounded large a-torsion if and only if it is of bounded large a-torsion (3.6 c)). The analogous statement for small a-torsion does not hold, as can be seen by noting that the ideal m in the proof of 7.5 a) is nil. C) None of the converses in A) holds. Examples with Γ a (M) = 0 and Γ a (M) = 0 were given in 7.3 A) and in 7.6. For a counterexample to the converse of the second implication (even with a noetherian ring) we consider the factorial ring R := [X]. Let P denote the set of prime elements of R, let M := p∈P R/ p R , let p, q ∈ P with p = q and a := p, q R = R. Then, every non-unit of R is a zerodivisor on M, hence a ⊆ ZD R (M), and Γ a (M) = Γ a (M) = 0 (4.6 a)).
Flat base change
Throughout this section, let h : R → S be a flat morphism of rings.
B) Let M be an R-module. Let m ∈ Γ a (M) and s ∈ S. If r ∈ a, then 1⊗r ∈ aS, and there exists n ∈ AE with r n m = 0; we get (1 ⊗ r)
C) Let M be an R-module. Let m ∈ Γ a (M) and s ∈ S. There exists n ∈ AE with a n m = 0, hence (aS) n (s⊗m) = s⊗(a n m) = 0. It follows that s⊗m ∈ Γ aS (S⊗ R M). Therefore, the monomorphism S ⊗ R Γ a (M) S ⊗ R M induces by coastriction a monomorphism of S-modules
Thus, we obtain a commutative diagram
of functors from Mod(R) to Mod(S). 
R , and let M := R/b. We consider the subset S := {Y i 0 | i ∈ AE} ⊆ R and the canonical epimorphism of rings
is not an isomorphism. B) Applying A) to a n for every n ∈ AE, taking inductive limits of the morphisms σ h a n thus obtained for n ∈ AE, and keeping in mind 3.3 C) and [2, II.6.3 Proposition 7 Corollaire 3], we get a monomorphism
of functors from Mod(R) to Mod(S), equal to the monomorphism ρ h a in 8.1. Clearly, if σ h a n (M) is an isomorphism for infinitely many n and some R-module M, then ρ h a (M) is an isomorphism, and if σ h a n is an isomorphism for infinitely many n, then ρ h a is an isomorphism.
(8.5) Proposition Let κ be a cardinal such that infinitely many powers of a have generating sets of cardinality at most κ. Let M be an R-module such that
Proof. Let b be a power of a with a generating set of cardinality at most κ. Then, there is an exact sequence of R-modules
hence an exact sequence of S-modules
Applying S ⊗ R Hom R (•, M) to the first and Hom S (•, S ⊗ R M) to the second sequence yields a commutative diagram of S-modules with exact rows
There are canonical isomorphisms
and
so that, up to isomorphism, τ is equal to the monomorphism ε S,M,κ . So, σ B) Let F be a left exact preradical. Then, F commutes with unions and with intersections. Indeed, let I be a set, let M be an R-module, and let (M i ) i∈I be a family of sub-R-modules of M. For y ∈ F ( i∈I M i ) ⊆ i∈I M i there exists j ∈ I with y ∈ M j , so A) implies y ∈ M j ∩ F ( i∈I M i ) = F (M j ) and hence y ∈ i∈I F (M i ). Therefore, F commutes with unions. Applying A) twice yields
. Therefore, F commutes with intersections.
(9.2) Proposition The functors Γ a and Γ a are left exact and idempotent, and they commute with unions, intersections, and direct sums.
Proof. Both preradicals satisfy condition (ii) in 9.1 A), hence are left exact and idempotent, and thus commute with unions and intersections by 9.1 B). Concerning the claim about direct sums, it is readily checked directly that for any family (M i ) i∈I of R-modules, the canonical morphisms
are isomorphisms. b) If a is nil, then Γ a commutes with projective limits, but Γ a need not do so. c) If a is idempotent, then Γ a commutes with projective limits, but Γ a need not do so.
d) If a is generated by idempotents, then Γ a = Γ a commutes with projective limits. e) If R is absolutely flat, then Γ a = Γ a commutes with projective limits. f ) If R is noetherian, then Γ a = Γ a need not commute with projective limits.
Proof. a) follows from 3.6. b) The first claim follows from 3.6 c). For the second one, let R and a be as in 1.5. As Γ a (R) = a (5.4 C)), we have (
, and the latter functor commutes with projective limits. For the second claim, let R and a be as in 5.5 B) (cf. 1.7 C)), so that a is idempotent, and let N i := R/ Y i R for i ∈ . Then, Γ a (N i ) = N i for every i ∈ , hence i∈ Γ a (N i ) = i∈ N i . We consider x = (1 + Y i R ) i∈ ∈ i∈ N i . If j ∈ and k ∈ AE, then for i ∈ with j + k < i
It follows that x / ∈ Γ a ( i∈ N i ) and thus the claim. d) follows from c) and 4.6 a). e) follows from 1.8 and d). f) Let R := , let a := 2 , and let
, and thus Γ a = Γ a does not commute with products (4.6 b)). b) Suppose that the R-module R is of bounded small a-torsion. Then, Γ a commutes with inductive limits if and only if a has a power that is generated by a single idempotent. c) Suppose that R is local, or that R is semilocal and a has a power of finite type. Then, Γ a commutes with inductive limits if and only if a = R or a is nilpotent.
Proof. a) Suppose that Γ a commutes with inductive limits, so that R = Γ a (R) + a by 9.7. Applying • a and keeping in mind 8.2 we get R a = Γ a (R) a + a a ⊆ Γ aa (R a ) + a a ⊆ R a , hence R a = Γ aa (R a ) + a a . As a a is the unique maximal ideal of R a , we get Γ aa (R a ) = R a . Therefore, a a is nilpotent, hence a a = 0, and thus a = 0. The converse is clear by 3.6 b). b) Suppose that Γ a commutes with inductive limits. There exists n ∈ AE with a n Γ a (R) = 0. Then, a n = a n R = a n (Γ a (R) + a) = a n Γ a (R) + a n a = a n+1 (9.7), hence a n is idempotent. It follows from 3.4, 9.5 a) and 1.7 B) that a n is generated by a single idempotent. The converse is clear by 3.4 and 9.5 a). c) Suppose that Γ a commutes with inductive limits and that a = R. First, we consider the case that R is local, and we denote its maximal ideal by m. Applying Γ a to the exact sequence of R-modules 0 → a ֒→ R → R/a → 0 yields an exact sequence of R-modules 0 → Γ a (a) → Γ a (R) → R/a → 0.
So, there exists x ∈ Γ a (R) with x − 1 ∈ a ⊆ m, implying x / ∈ m, hence x ∈ R * , and therefore Γ a (R) = R. It follows that a is nilpotent. Next, we consider the case that R is semilocal and that a has a power of finite type. (9.9) A) If Γ a commutes with inductive limits, then a need not be of finite type, as exemplified by a nilpotent ideal that is not of finite type (3.6).
