Solving structured linear systems of large displacement rank Structured linear algebra techniques are a versatile set of tools; they enable one to deal at once with various types of matrices, with features such as Toeplitz-, Hankel-, Vandermonde-or Cauchy-likeness.
Following [5] , the usual way of measuring to what extent a matrix M possesses one such structure is through its displacement rank, that is, the rank of its image through a suitable displacement operator. Let N be in N and let k be our base field. Given two matrices A and B in k N ×N , the displacement operator
Usual choices for A and B are the lower-shift matrix Z ∈ k N ×N given by
and the diagonal matrices D(s), for some s ∈ k N . They enable us to consider the following operators, associated with the four types of structure seen above:
• the Toeplitz-like structure, with A = Z and B = Z t ;
• the Hankel-like structure, with A = Z and B = Z;
• the Vandermonde-like structure, with A = D(s) and B = Z t , for some s in k N ;
• the Cauchy-like structure, with A = D(s) and B = D(t), for some s and t in k N .
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Bitmead and Anderson [2] and Morf [8] give fast algorithms for solving Toeplitz-like systems M x = b, obtaining algorithms of complexity O˜(N ), under the assumption that α = O(1); here, the soft-Oh notation O˜( . ) denotes the omission of polylogarithmic factors. These first algorithms were subsequently generalized in several directions. Kaltofen [6] showed how to lift the previous non-degeneracy assumptions, using randomization and an extension of Morf's and Bitmead and Anderson's inequalities on the displacement rank of submatrices. These techniques were extended to the other structures presented above; see [10] for a detailed account.
In this work, we are interested in "intermediate" situations, where the displacement rank may be more than constant. Then, the previous complexity results are satisfactory (quasi-linear) with respect to N , but not to α. We improve on this by reintroducing fast dense linear algebra into operations involving the generators of the given matrix. Hence we denote by ω a feasible exponent for linear algebra, that is, a real number such that n × n matrices over k can be multiplied in O(n ω ) operations in k. By the results of Coppersmith and Winograd [3] , one can take ω ≤ 2.38. 
This is a linear problem, with a Toeplitz-like structure; we deduce the following corollary, improving Beckermann and Labahn's O˜(m ω σ) deterministic result [1, 4] . Storjohann announced a deterministic O˜(m ω−1 σ) result in [11] , using the results of [4] .
Corollary 2. One can compute p 1 , . . . , p m , randomly sampled in the solution set, in randomized time O˜(m ω−1 σ).
The second application is bivariate polynomial interpolation. Without loss of generality, assume that the sample points are ordered as
with n 0 ≥ · · · ≥ n s , and let N = n 0 + · · · + n s be the total number of points. Given values v i,j , i ≤ s, j < n i , there exists a unique polynomial F of the form
for all i, j; this follows for instance from Lazard's theorem [7] . This is a linear problem, with Vandermonde-like structure; we deduce the following corollary of Theorem 1.
Corollary 3. Given the values v i,j , the coefficients f i,j can be computed in randomized time O˜(n
In particular, suppose that n 0 = s + 1, n 1 = s, . . . , n s = 1, so that we are interpolating on the simplex of monomials of total degree at most s; here, N = (s + 1)(s + 2)/2. Then, our algorithm has subquadratic complexity O˜(N ω+1 2 ) ⊂ O˜(N 1.69 ) (see [9] for results on bivariate evaluation).
Visualization of Extended Hensel Factors
Daiju Inaba †) , Takeshi Osoekawa ‡) and Tateaki Sasaki Since rational functions appear in coefficients of extended Hensel factors, one may think that the extended Hensel factors show very peculiar behaviors. In this poster, we investigate the behavior of extended Hensel factors by visualizing them; we compute the series roots by the extended Hensel construction (which we call Hensel-series roots) and compare them with exact roots. The visualization revealed the following interesting features. 1) Around the expansion point, the convergence domain of one extended Hensel factor is composed of sectors the edges of which are the expansion point, and the divergence domain is also composed of sectors which contain the zero-points of denominators of Hensel factors.
2) A convergence domain is, although a sector near the expansion point, complicated and reaches to rather far points from the expansion point.
3) In the convergence domain excluding its boundary area, the Hensel-series root reproduces the corresponding exact roots fairly well; the Hensel-series root truncated at order 7, for example, coincides with the exact one up to 6 decimal figures on an average. 4) In the divergence domain excluding its boundary area, the Hensel-series roots becomes very large; the Henselseries root truncated at order 7, for example, is 10 4 ∼ 10 8 times larger than the corresponding exact roots. 5) In an area where the exact root is complex while the Hensel-series root is real, for example, the Hensel-series root is very large as in 4).
