Abstract We consider it a great privilege to introduce this special two-issue series on Optimization of Discrete Event Dynamic Systems. Optimization has played a central role in the research discipline of discrete event dynamic systems since its inception, and has been the focus of many papers published in this journal since its creation. Driven by applications in several areas such as manufacturing, transportation, and telecommunications, the optimization problem has been addressed by our research community with particular emphases on theory, computation, and simulation. The purpose of this special issue is to bring together papers representing diverse problems of current interest, and to expose and highlight state-of-the-art ideas, techniques, and algorithms that have been developed for their solution.
deadlock avoidance. The paper combines techniques from finite automata and mixed-integer programming, and uses the special structure of the problem to develop computationally-efficient algorithmic techniques.
The paper Ordinal Optimization and Quantification of Heuristic Designs, by Z. Shen, Y.C. Ho, and Q.C. Zhao, addresses large-scale optimal design problems. It develops an algorithmic approach that is based on ordering the designs according to a ruler which is constructed by ordinal-optimization techniques. Analysis and simulation experiments demonstrate that the proposed framework yields computationally efficient algorithms for large-scale problems that outperform existing techniques.
The paper Optimal Node Visitation in Acyclic Stochastic Digraphs with Multithreaded Traversals and Internal Visitation Requirements, by T. Bountourelis and S.A. Reveliotis, concerns the optimal routing-policy problem in acyclic stochastic digraphs, where it is desired to minimize the expected number of graph traversals subject to the constraint that each leaf node must be visited a given number of times. The problem is NP-hard, and the paper proposes a suboptimal policy that is computationally tractable and asymptotically optimal.
Partially Observable Markov Decision Process Approximations for Adaptive Sensing, by E.K.P. Chong, C. Kreucher, and A.O. Hero, addresses the problem of managing sensor resources to achieve a sensing task. The problem is subjected to the "curse of dimensionality" and an optimal solution is generally computationally intractable. The paper overcomes this difficulty by formulating the problem in the framework of partially observable Markov decision processes, and developing effective, scalable approximation techniques for its solution.
The paper Optimal control of production processes with variable execution times, by D. Giglio, R. Minciardi, S. Sacone, and S. Siri, addresses the problem of optimal timing control in production systems. The performance measure is comprised of time-related cost functions such as earliness and tardiness of parts and products, and the control variables consist of idle times of parts and cycle times of the machines. The paper applies optimal-control techniques to investigate the special structure of the problem and to derive the optimal control in a closed-loop feedback form.
On-line Optimal Control of a Class of Discrete Event systems with Real-Time Constraints, by J. Mao and C.G. Cassandras, considers an optimal control problem defined on a class of stochastic DEDS, subject to hard state constraints. The constraints are not known a priori and become available as the state evolves, and therefore the problem has to be solved in real time. The paper develops a technique that combines sample-path optimization with adaptive estimation of the probability law underlying the solution, and it demonstrates its efficacy in real-time scenarios and its advantages over existing techniques for the considered class of problems.
The paper On an Optimization Problem for a class of Impulsive Hybrid Systems, by S. A. Attia, V. Azhmyakov, and J. Raisch, considers an optimal control problem defined on hybrid dynamical systems with state discontinuities at the times of mode switching. The objective is to minimize a cost functional defined on the state trajectory, and the control variable consists of the mode-switching times and the associated jumps in the state. The paper derives necessary optimality conditions and proposes a convergent algorithm for the optimal control problem.
Timing Control of Switched Systems with Applications to Robotic Marionettes, by P. Martin and M. Egerstedt, presents experimental results of optimally controlling the schedule of motion primitives of autonomous robotic marionettes to optimize their movement. A compiler optimizes the schedule using a framework for optimal control of hybrid dynamical systems recently developed by the authors.
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