Proximal based methods are well-suited to nonsmooth optimization problems with important applications in signal processing, control theory, statistics and machine learning. There are essentially four basic types of proximal algorithms currently known: forward-backward splitting, forward-backward-forward or Tseng splitting, Douglas-Rachford and the very recent Davis-Yin three-operator splitting. In addition, the alternating direction method of multipliers (ADMM) is also closely related. In this paper, we show that all these different methods can be derived from the gradient flow by using splitting methods for ordinary differential equations. Furthermore, applying similar discretization scheme to a particular second order differential equation results in accelerated variants of the respective algorithm, which can be of Nesterov or heavy ball type, although we treat both simultaneously. Many of the optimization algorithms we derive are new. For instance, we propose accelerated variants of Davis-Yin and two extensions of ADMM together with their accelerated variants. Interestingly, we show that (accelerated) ADMM corresponds to a rebalanced splitting which is a recent technique designed to preserve steady states of the differential equation. Overall, our results strengthen the connections between optimization and continuous dynamical systems and offers a more unified perspective on accelerated methods. *
Introduction
There has been an increasing interest in establishing connections between optimization and continuous dynamical systems, especially for accelerated gradient based methods [1] [2] [3] [4] [5] [6] [7] [8] [9] . More recently, extensions of such connections to nonsmooth cases using proximal methods started to be considered as well [10] [11] [12] [13] [14] [15] [16] . Proximal algorithms play an important role in modern science. Such algorithms enjoy an improved stability, can be applied under very mild assumptions, and in many cases the associated proximal operators admit simple closed form expressions leading to reasonably cheap and efficient algorithms. There are only four basic types of proximal algorithms currently known:
• Forward-backard splitting [17] [18] [19] .
• Forward-backward-forward or Tseng splitting [20] ;
• Douglas-Rachford [17, 21] ;
• Davis-Yin three-operator splitting [22] .
• Closely related, although of a different class, we also have the alternating direction method of multipliers (ADMM) [23, 24] .
Many other more sophisticated optimization methods consist of extensions or variations of these basic types. The first three were the only known methods for a very long time. Only recently Davis-Yin solved the long term problem of obtaining a three-operator splitting that cannot be reduced to any of the previous existing two-operator splitting schemes [22] . ADMM dates back to the 70's but only in the last decade has been gaining increasing popularity [25] thanks to its effectiveness in solving problems with sparse and low rank induced regularization, common in regression, dictionary learning, matrix completion, and robust principal component analysis, to name a few.
In this paper, we show that all of the above mentioned proximal optimization methods can actually be derived as discretizations of the very same continuous dynamical system, namely the simple gradient flow. We show this through connections with splitting methods for ordinary differential equations (ODEs) which is a powerful technique for algorithm building in numerical analysis [26, 27] . Interestingly, we show that ADMM corresponds to a rebalanced splitting which is a recent technique designed to preserve steady states of the underlying ODE [28] . Furthermore, we show that accelerated variants of all these algorithms arise as different splittings of the same second order ODE, namelly the accelerated gradient flow. To the best of our knowledge, most of the accelerated algorithms we introduce are new in the literature, although some recover known algorithms as particular cases. Thus, our results establish tight relationships between optimization and elegant techniques in numerical analysis of ODEs.
Some Basic Building Blocks
Let us provide a bit of context to motivate our approach. The first connection between optimization and a continuous dynamical system dates back to Cauchy [29] who considered the gradient flowẋ = −∇f (x),
where x = x(t) ∈ R n , f : R n → R andẋ ≡ dx dt . Under an explicit Euler discretization of this ODE one has
where x k ≡ x(t k ) with t k = kλ, for k = 0, 1, . . . , and λ > 0 is the stepsize. One immediately recognizes (2) as the gradient descent method. Alternatively, an implicit Euler discretization of this same ODE yields
which now requires solving a nonlinear equation in x k+1 . Fortunately, this can be done through the resolvent operator defined as
where A is an operator and z ∈ C is the spectral parameter. 1 Herein, we are interested in cases where A is a maximal monotone operator and we always choose z ≡ λ > 0 to be a real number related to the discretization stepsize. For instance, when A = ∇f the resolvent is equal to the proximal operator 2
Hence, we obtain from (3) the proximal point algorithm
This method was proposed by [31, 32] and later extensively studied and generalized [33] [34] [35] .
For a convex f it is known to converge under the mere assumption that a minimizer exists. The proximal point method is more stable compared to gradient descent and allows a much more agressive choice of stepsize, as common in implicit discretizations. However, it has the extra cost of computing proximal operators instead of gradients. Importantly, the proximal point method can be employed even when f is non differentiable, as opposed to gradient descent. These two examples, namely (2) and (6) , partially illustrate one of the ideas that we wish to explore in more detail: different optimization algorithms emerge from different discretizations of the same continuous dynamical system. This perspective, if true, gives a central character to the continuous dynamical system whose behaviour becomes a valuable guiding principle for optimization.
As it turns out, the idea of connecting continuous dynamical systems and optimization has also been explored to understand properties of accelerated methods. Such algorithms are considered counterintuitive mostly due to their heuristic construction since introduced by Nesterov [36] . Another accelerated method was introduced even before that by Polyak [37] and is called the heavy ball method. In general, it is unclear how to "accelerate" a given algorithm. As we will show, an accelerated variant of a specific algorithm, that is obtained as a particular discretization of (1), can be obtained by a similar discretization strategy but applied to the second order differential equation
which henceforth we call the accelerated gradient flow. Above,
r for heavy ball (r > 0).
It has recently been shown [1] that the continuous limit of Nesterov's accelerated gradient [36] corresponds to (7) with damping coefficient (8a). It is also known that Polyak's heavy ball method [37] is a discretization of (7) with (8b). Both methods are obtained by explicit Euler discretization and correspond to accelerated variants of gradient descent. Therefore, at least in this case, it is clear that applying similar discretization technique to both (1) and (7) yield an algorithm together with its accelerated variant. We will extend this perspective to the basic types of proximal optimization algorithms currently known.
We focus on proximal algorithms that were previously introduced from an operator splitting approach in convex analysis. The literature on operator splitting is huge and unfortunately we cannot make due justice to all important papers. We just mention that these methods have origins in functional analysis and differential equations [38] [39] [40] and later started to be explored in convex analysis and optimization; see [35, [41] [42] [43] [44] [45] and references therein for a survey. We also refer to [30, 46] for introduction and historical account.
Since both dynamical systems (1) and (7) play the central role in our analysis, for further reference we summarize some of their convergence rates in Table 1 . Note that these rates hold in continuous time. One expects that a reasonable discretization would preserve the same rates, at least up to a small error, however a discrete analysis is necessary to formally establish them, which often is a challenging task. Nevertheless, knowing the continuous rates is valuable especially when analogous result is unknown in discrete time. The scope of this paper is not on establishing discrete rates but rather on expanding the connections between optimization and ODEs.
Outline
We organize our paper as follows. In Section 2, we introduce the so-called balanced and rebalanced splitting approaches proposed in [28] . For the rebalanced case we propose a slight modification compared to [28] that will enable us to make connections with (known) Table 1 : Convergence rates of the gradient flow (1) and accelerated gradient flow (7) . Let f ≡ min f , and for an m-strongly convex function let x be the unique minimizer. We show rates in terms of f (x(t)) − f for convex functions, while x(t) − x for strongly convex functions. Note the interesting tradeoff between Nesterov and heavy ball acceleration for convex versus strongly convex settings. The above rates were proven in [16] .
optimization algorithms. In Section 3, we derive the Davis-Yin, ADMM, and Tseng splitting methods from an ODE splitting approach. The results for Davis-Yin automatically imply the same connections to forward-backward splitting and Douglas-Rachford as particular cases. More importantly, we obtain several accelerated variants of these algorithms, most of which seem to be new. We also show that all these discretizations correspond to a first order integrator of the associated ODE. Moreover, we show how these different ODE splittings preserve steady states of the original ODE. In Section 4, we argue that all the previous analysis can be extended to nonsmooth cases through regularized monotone operators. Finally, in Section 5 we show some numerical experiments illustrating the speedup achieved by our proposed methods.
Splitting Methods for ODEs
In this section we introduce the basic ideas about splitting methods for ODEs that will be used throughout the paper.
In the words of MacNamara and Strang [27] ". . . there are only ten big ideas in numerical analysis; all the rest are merely variations on those themes . . . ". Splitting is certainly one of them. To consider this idea in the context of ODEs, assume thaṫ
consists of an intractable problem. We denote its flow map by Φ t . The idea is to split the vector field ϕ : R n → R n into separable parts, each integrable or amenable to a feasible numerical approximation. For simplicity, let
and suppose that both subproblemṡ
are completely feasible, yielding the respective flow maps Φ (1) t and Φ (2) t . Let h be a fixed stepsize. It can then be shown that the simplest composition [47] 
already provides a first order approximationto the true flow, i.
There are several ways one can compose individual flows, each resulting in a different method. For instance, the compositionΦ h = Φ
h/2 is a method of order p = 2 [48] . Given a base methodΦ h of even order p one can also form more elaborate compositions. For example, Ψ h =Φ γsh •Φ γ s−1 h •· · ·•Φ γ 1 h with real coefficients γ i such that γ 1 +· · ·+γ s = 1 and γ p+1 1 + · · · + γ p+1 s = 0 yields a method of order at least p + 1. One can also use a preprocessor map χ h : R n → R n such thatΦ h = χ −1 h •Φ h • χ h is more accurate thanΦ h and basically introduces no extra cost. There are many interesting ideas in splitting methods for ODEs, some quite sophisticated. We simply mention these facts to give the reader a feeling that there is much more than will be explored in this paper. We refer to [26, 47, 49] for these and many other interesting details. Naturally, more accurate methods are more expensive since they involve extra computations of individual flows. A good balance between accuracy and computational cost are methods of order p = 2. Here we will focus on the simple first order scheme (12) that suffices to make connections with optimization methods.
Balanced Splitting
In general, splitting methods such as (12) do not preserve steady states of the ODE (9) . Recently, an approach designed to preserve steady states was proposed [28] under the name of balanced splitting. The idea is to introduce a balance coefficient c in the forṁ
such that asymptotically
A stationary state x ∞ of (9) is by definition such that ϕ (1) + ϕ (2) (x ∞ ) = 0. Therefore, each equation in (13) obeyṡ
showing that stationary states are preserved in both equations. In practice, this is implemented by computing the quantity c k = 1 2 ϕ (2) (x k ) − ϕ (1) (x k ) at each step of the method, followed by appropriate discretizations of the individual equations in (13) . Note that this approach requires explicit computations of ϕ (i) which may not be available in an optimization problem where ϕ (i) = −∇f (i) is not defined for a nonsmooth function f (i) entering the composite objective function f = f (1) + f (2) .
Rebalanced Splitting
The rebalanced splitting approach was also proposed by [28] , which is more stable than the balanced splitting previously discussed and also allows one to compute the balance coefficient using only the previous iterates. We now introduce a slight variant of this method. Let t k = kh, for k = 0, 1, . . . , and integrateẋ = ϕ (1) (x) + c with initial condition x(t k ) = x k up to the final point x k+1/2 , and alsoẋ = ϕ (2) 
We thus obtain the two updates 3
Note that we used (16) to replace the integrals. Contrary to the previous balanced case, such an approach does not require explicitly computing ϕ (i) to obtain c k+1 since it is computed from the previous iterates. Therefore, this procedure is well-suited to nonsmooth optimization since it will not require explicit gradient computations (this point will be more clear shortly when we use implicit discretizations).
Proximal Algorithms from ODE Splitting
We now use the ideas introduced in the previous section to construct implicit discretizations of both the gradient flow (1) and the accelerated gradient flow (7) . For simplicity, in the following we assume that all functions are differentiable. This is by no means necessary and later in Section 4 we explain how this assumption can be droped. We just do not want to overwhelm the analysis and notation by introducing differential inclusions or regularized monotone operators at this stage.
Consider the the gradient flow under a composite function f + g + w, i.e.
where f, g, w : R n → R. Consider also the composite accelerated gradient floẅ
The damping coefficient η is given by (8) . We will treat both Nesterov and heavy ball type of acceleration in a unified manner. One has the standard discretizationṡ
where t k = kh, for k = 0, 1, . . . , x k ≡ x(t k ) and h > 0 is the stepsize. For the differential operator in (19) let us definex
with
One can readily check thaẗ
As usual, we will keep the leading order and neglect O(h) terms altogether. Thus, it is straightforward to conclude the following.
Lemma 1. An implicit Euler discretization of the gradient flow (1) yields
where h = λ is the stepsize. Analogously, an implicit discretization of the accelerated gradient flow (7) , with stepsize h 2 = λ, yields
wherex k is defined in (23) and accounts for both Nesterov and heavy ball acceleration.
Note that (25) is the proximal point algorithm (6) , while (26) corresponds to its respective Nesterov or heavy ball accelerated variant according with the choice of γ k in (22) . Lemma 1 will form the basis to construct other more elaborate splitting schemes to the ODEs (18) and (19) . Note that we choose the stepsize to be related to the spectral parameter of the resolvent (4). For the gradient flow we choose h = λ, while for the accelerated gradient flow we choose h = √ λ. Hence, for fixed k and λ, the time elapsed for the former is t k = kλ, while for the latter we have t k = k √ λ which is larger, highlighting the acceleration of a second order ODE compared to a first order one.
To make connections between our ODE splitting schemes and operator splitting schemes commonly used in optimization we will make use of the following result.
Lemma 2. It holds that
where
x = J λ∇f (x) and C λ∇f ≡ 2J λ∇f − I is the Caley operator (also called reflected resolvent).
Proof. The leftmost equality in (27) is equivalent to
. By definition of Caley operator, replacing J λ∇g = 1 2 (C λ∇g + I) in the first term yields
The identity
allow us to write (29) as
Letting x ≡ (I + λ∇f )(x), which is equivalent tox = J λ∇f (x), yields the rightmost identity of (27), as claimed. 4 Fxed points of (28) are zeros of ∇f + ∇g + ∇w, i.e. stationary points of the function f + g + w. Building iterations that reproduce fixed points of an operator such as (28) is how one builds algorithms from an operator splitting approach [22, 46] . In the past decade there has been increasing interest in operator splitting methods for signal processing, statistics and machine learning, since they are simple and usually well-suited to large scale problems. 4 It is possible to generalize this result to general maximal monotone operators, i.e. 0 ∈ (A+B +C)x ⇐⇒ Px = x, where P ≡ 1
x and C must be single-valued. One just needs to be careful with appropriate inclusions and note that the resolvent is always a single-valued map. Algorithm 1 Davis-Yin algorithm [22] for solving (32) . This algorithm reduces to Douglas-Rachford when w = 0 and to forward-backward when f = 0.
Davis-Yin Three-Operator Splitting
The Davis-Yin method [22] solves the optimization problem
through the updates shown in Algorithm 1. It was shown that for convex functions this method has a convergence O(1/k) in an average or ergodic sense. Moreover, when all functions are strongly convex and under some regularity conditions, linear (or exponential) convergence holds (see [22] ). Note that when w = 0 this algorithm is equivalent to Douglas-Rachford [17, 21] , while when f = 0, so that J λ∇f = I, this method reduces to the forwardbackward splitting given by the single update x k+1 = J λ∇g (x k − λ∇w(x k )) [18] .
To see how Algorithm 1 arises from an ODE splitting approach, consider a two-splitting of the composite gradient flow (18) given bẏ
According to Lemma 1, an implicit discretization of the first equation results into
where Φ
(1) h denotes the numerical flow and h = λ is the stepsize. Now we introduce a transformation T h that translates this vector a distance twice apart, i.e. we require that the next point
Note that this is just the Caley operator (see Lemma 2) acting on the starting point x k , i.e. T h (x k+1/4 ) = C λ∇f (x k ). Note that we can also write
x k+1
x x+3/4 Figure 1 : Illustration of the discretization underlying Algorithm 1. The starting point
under the numerical flow which is formed by the composition (47) . We indicate over which points the gradients are computed which determines the implicit character of the discretization. By Proposition 3 we have that
where we used the resolvent (4) and (34) . Thus, T h = I − λ∇f is well-defined, being just a gradient descent step. Moreover, this operator has an inverse T −1 h . Now, consider a semi-implicit discretization of the second equation in (33), i.e.
Using the resolvent (4) this is equivalent to
Finally, we apply the inverse T −1 h to discount the previous translation. Instead of computing this operator explicitly, note that we just need to subtract the vector x k+1/2 − x k+1/4 which was used in obtaining (35) . Hence,
The sequence of steps (34), (35) , (38) and (39) are precisely Algorithm 1. An illustration of this discretization scheme is shown in Fig. 1 . Interestingly, this algorithm was proposed to solve the long term problem of obtaining a three-operator splitting that cannot be reduced to the existing two-operator splitings. We see that in the context of ODEs, the Davis-Yin method actually corresponds to a two-splitting of the gradient flow.
We now introduce two new accelerated variants of Algorithm 1. Let us consider analogous discretization approach but now applied to the accelerated gradient flow (19) . Writting this system in first order form we have
whose splitting is equivalent to 5
Using (24), an implicit discretization of the first equation is (
Letting λ = h 2 and using the resolvent (4) we thus have x k+1/4 = J λ∇f (x k ). Employing (21) into the second equation under the semi-implicit discretization illustrated in Fig. 1 yields
Note that, as in (35), we can define
) . Finally, applying the inverse (39) we obtain
Collecting these steps together we thus obtain the Algorithm 2. The factor γ k defined in (23) accounts for both Nesterov and heavy ball type of accelerations. We thus introduced two accelerated variants of Davis-Yin method. To the best of our knowledge, these were not previously considered.
As previously mentioned, it is well-known that a two-splitting (12) yields a first order approximation to the continuous trajectory. However, let us show this explicitly since it will stress that the previous algorithms are indeed legit discretizations of the associated ODE. Proposition 3. Algorithm 1 is a first order integrator to the gradient flow (18) . Similarly, Algorithm 2 is a first order integrator to the accelerated gradient flow (19) .
Proof. We consider Algorithm 2 in detail since it is more involved than Algorithm 1. It is well-known that for a differentiable function f one has [30, 50] 
5 In writing (40) we defined the velocity v ≡ẋ. As an artifice of splitting the two vector fields one has v = 2ẋ, which leads to 2(ẍ + ηẋ) = −∇f (x) and 2ẍ = −∇g(x) − ∇w(x) instead of (41) . This means that the original velocity was rescaled by twice its size, inconsistently with the original dynamics. Thus, one must ignore the factor of 2 as we did in (41) , or absorb this factor in the discretization stepsize.
Algorithm 2 Accelerated variants of Davis-Yin. The variablex defined in (22) accounts for both Nesterov and heavy ball acceleration. When f = 0 this reduces accelerated forwardbackward, while when w = 0 it reduces to accelerated variants of Douglas-Rachford.
1: for k = 1, 2, . . . do 2:
x k+1/4 ← J λ∇f (x k )
3:
x k+1/2 ← 2x k+1/4 −x k 4:
x k+3/4 ← J λ∇g x k+1/2 − λ∇w(x k+1/4 ) 5:
Through a Taylor expansion, the first three updates of Algorithm 2 become
implying that the fourth update yields
Setting λ = h 2 , using (24) , and noticing thatx k = x(t k ) + O(h) we obtain
where x k ≡ x(t k ). This means that Algorithm 2 reproduces the ODE (19) up to an error O(h). But this automatically implies that the numerical estimate is close to the continuous trajectory 6 up to O(h 2 ), therefore the method is first order accurate. Similar arguments apply to Algorithm 1 in relation to the gradient flow (18) by using relation (20) .
Since the above splitting scheme is not balanced it is a priori unclear if such discretizations preserve steady states of the associated ODE. To see that this is indeed the case, note that both Algorithm 1 and Algorithm 2 can be seen as a result of the flow composition
Both methods thus perform the respective iterations x k+1 =Φ h (x k ) and x k+1 =Φ h (x k ). We can thus analyse both algorithms simultanously to conclude the following.
Proposition 4. Both Algorithm 1 and Algorithm 2 preserve steady states of the respective ODEs (18) and (19) .
Proof. From the fourth update of Algorithms 1 and 2 it is easy to see that
which is precisely the operator P in (27), whence the claim follows from Lemma 2.
Note that the above result does not imply any convergence guarantees for the discrete algorithms. It only implies that, if the algorithm converges, then it must converge to a fixed point of the operatorΦ h , and as a consequence such a point must be a steady state of the associated continuous dynamical system.
Douglas-Rachford
When w = 0, Algorithm 1 reduces to the well-known Douglas-Rachford method [17, 21] . The same is true for Algorithm 2 which reduces to accelerated variants of Douglas-Rachford. In particular, when the damping (23a) related to Nesterov acceleration is used, the resulting method was proposed in [51] . We are not aware of previous considerations of the heavy ball variant of Douglas-Rachford that arises as a particular case of Algorithm 2. Our previous results automatically imply that Douglas-Rachford is a discretization of the gradient flow, while its accelerated variants are discretization of the accelerated gradient flow, and moreover these are first order integrators. Note that they preserve steady states of the underlying ODE since (48) becomes 1 2 I + 1 2 C λ∇g • C λ∇f whose fixed points are zeros of ∇f + ∇g.
Forward-Backward
When f = 0 we obtain from Algorithm 1 the forward-backward splitting method [17] [18] [19] . Similarly, Algorithm 2 provide its accelerated variants
From an ODE perspective, this is actually not a splitting method but only a semi-implicit discretization (note that the first equation in (33) is absent). Nevertheless, these are still first order integrators. Note that the operator (48) reduces to J λ∇g • (I − λ∇w) whose fixed points are zeros of ∇g + ∇w, and vice-versa. The algorithm (49) was recently studied in detail [11] and when Nesterov acceleration is used (23a) it was shown to have a convergence rate of O(1/k 2 ) for convex functions, matching the continuous rate of Table 1 . In signal processing literature the forward-backward splitting (non accelerated) is known as ISTA [44] and its Nesterov accelerated variant is known as FISTA [52] . Both are widely used solvers.
Extensions of ADMM via Rebalanced Splitting
We now show that ADMM corresponds to a different kind of splitting, namely a rebalanced splitting (see Section 2). We will actually construct new algorithms that are extensions of ADMM, together with accelerated variants, that can be applied to problems in the form (32) (the original ADMM can only be applied with w = 0).
Consider the gradient flow (18) with vector fields ϕ (1) = −∇f − ∇w and ϕ (2) = −∇g. According to the balanced splitting approach we thus havė
where c is the balance coefficient (see (16) and (17)). An implicit discretization is equivalent to approximating an integral in (16) by its upper limit, while an explicit discretization is equivalent to using the lower limit. We choose a forward-backward discretization for the first equation in (50) and an implicit discretization for the second one. Thus,
Using the resolvent (4) to solve equations (16), with stepsize h = λ, and further replacing the resulting updates into (17) we then obtain Algorithm 3. Note that in practice w must be differentiable, however f and g are allowed to be nonsmooth. By construction, this discretization is guaranteed to preserve steady states of the continuous system through both equations in (50) . Algorithm 3 is new to the best of our knowledge, however it has similarities with ADMM [23] [24] [25] . More precisely, when w = 0 the first two updates are the same as the ones of ADMM but the third update slightly different (c is usually called the dual variable).
Let us now introduce an accelerated version of Algorithm 3. The same rebalanced splitting applied to the accelerated gradient flow (40) yields
Algorithm 3 Extension of ADMM from a rebalanced splitting described in (16) and (17) . Besides introducing the function w so that this methods solves problems of the form (32), another difference compared to standard ADMM is the dual update.
Algorithm 4 Accelerated variants of Algorithm 3 from a rebalanced splitting approach. This accounts to both Nesterov and heavy ball acceleration according to (23) .
With λ = h 2 , a forward-backward discretization of the first equation results in x k+1/2 −x k = −λ∇f (x k+1/2 ) − λ∇w(x k ) + λc k . For the second equation, denote the endpoint byx k+1 . An implicit discretization isx k+1 − 2x k+1/2 +x k = −λ∇g(x k+1 ) − λc k . If we denote x k+1 ≡ x k+1 − (x k+1/2 −x k ) this is equivalent to x k+1 − x k+1/2 = −λ∇g(x k+1 ) − λc k . The balance equation remains unchanged. Therefore, employing the resolvent (4) we obtain Algorithm 4, which readily incorporates Nesterov and heavy ball type of acceleration through (23) .
An important characteristic of the above rebalanced splitting it that both individual equations in (50) separately preserve steady states since c ∞ = 1 2 ϕ (2) (x ∞ ) − ϕ (1) (x ∞ ) (recall from (15) ). The updates of the balance coefficient c play an important role in the stability of the method [28] . If ϕ (2) is much more "stiff" than ϕ (1) this rebalanced splitting may be unstable for large stepsizes [28] . In an optimization context where g is usually a regularizer, it may be desirable to preserve steady states only through the first flow of (50) or (52) . This can be accomplished by choosing the balance coefficient as
implying thatẋ ∞ = ϕ (1) + ϕ (2) (x ∞ ) = 0 for the first equation in (13) , so that steady states are preserved. The second equation becomes simply the identityẋ ∞ = ϕ (2) −ϕ (2) (x ∞ ) = 0. Note that with this approach the only difference in the discretization schemes leading to Algorithm 3 and Algorithm 4 lies on the balance equation. Now, alternatively to (17) we Algorithm 5 Extension of ADMM for solving problems in the form (32) . This method is a rebalanced splitting. The standard ADMM is recovered when w = 0.
Algorithm 6 Accelerated variants of Algorithm 5. This accounts for Nesterov and heavy ball acceleration through (23) . When w = 0 this yields an accelerated variant of ADMM.
where we used (16b) to replace the integral by the previous iterates. Incorporating the modification in the balance equation we thus obtain the Algorithm 5. Note that this algorithm recovers ADMM [23] [24] [25] exactly 7 in the particular case where w = 0. Algorithm 5 is a generalization of ADMM for solving problems in the form (32) .
We stress the interesting connection with ODEs where Algorithm 5 together with the well-known ADMM algorithm, proposed since the 70's, actually correspond to a rebalanced splitting discretization [28] of the gradient flow. Note also that they preserve steady states of the continuous dynamical system but only through the flow of the first equation in (50) .
An accelerated variant of Algorithm 6 can be readily obtained by changing the balance equation of Algorithm (4) . For further reference, we explicitly write the resulting udpates in Algorithm 6. Note that when w = 0 we have an accelerated version of standard ADMM, however this version is different than the Fast ADMM proposed in [53] where besides accelerating the x variable it also accelerates the balance coefficient c, i.e. there is an extra update in the same form as line 5 of Algorithm 6 with x → c. Note also that [53] only accounts for Nesterov acceleration with damping (23a). The continuous limit of Fast ADMM [53] was considered in more generality by us in [15, 16] and also corresponds to a second order ODE with similar form as (19) (with w = 0), however in this case the method is not a rebalanced splitting discretization such as in our derivation leading to Algorithm 6.
Next, we consider how accurate the above extensions of ADMM and accelerated variants reproduce the continuous dynamics.
Proposition 5. Algorithm 3 and Algorithm 5 are first order integrators to the composite gradient flow (18) . Similarly, Algorithm 4 and Algorithm 6 are first order integrators to the composite accelerated gradient flow (19) .
Proof. We consider the accelerated variants since analogous arguments apply to the nonaccelerated ones. As discussed in the proof of Proposition 3, it is enough to verify that the discretization reproduces the ODE up to an error O(h). Note that first two updates of Algorithm 4 and Algorithm 6 are the same. Using the approximation (43) and Taylor expansions we have
This last update implies
From (22) one can concludes thatx k = x k + O(h), where x k = x(t k ), and using (24) with λ = h 2 the above implies that we reproduce (19) up to O(h).
Tseng Splitting
The last proximal splitting method that remains to be considered is the forward-backwardforward splitting proposed by Tseng [20] . We do this now for completeness. Let us set f = 0 in the composite gradient flow (18) so that we are solving problems of the form min x g(x) + w(x), where w is differentiable. This method consists of a simple modification of the forward-backward splitting so that it converges under weaker assumptions [20] . To see the connections with ODEs, let us consider splitting the gradient flow aṡ
Note that we added ∇w(x)−∇w(x) = 0 to the right hand side before splitting. The purpose of the second equation in (57) is to enforceẋ ≈ 0 and we believe this is the reason for the Algorithm 7 Tseng splitting method [20] .
improved stability of Tseng's method compared to forward-backward. Proceeding, the first equation in (57) is discretized through forward-backward Euler yielding (x k+1/2 − x k )/h = −∇g(x k+1/2 ) − ∇w(x k ), where h = λ is the stepsize. For the second equation in (57), consider (x k+1 − x k+1/2 )/h = ∇w(x k ) − ∇w(x k+1/2 ). Note that x k+1 can can be seen as a perturbation of x k+1/2 given by the difference of the gradients at the two nearby points x k and x k+1/2 . This perturbation vanishes when both points get very close to each other. The overall discretization scheme is illustrated in Fig. 2 . Finally, using the resolvent (4) we obtain Algorithm 7. Note that it requires two gradient computations on w per iteration, however when the gradient has a simple closed form this extra cost can be negligible.
To gain some insight into the perturbation, assume that all functions are smooth, use (43) and a Taylor expansion to obtain
where in this expression all gradients and the Hessian ∇ 2 w are being computed at the point x k , unless explicitly specified. We thus see that the perturbation is of the order λ 3 and moreover it captures the curvature of the function w.
Algorithm 8 Accelerated version of Tseng splitting given in Algorithm 7.
x k+1/2 ← J λ∇g (x k − λ∇w(x k ))
Let us now propose an accelerated variant of Algorithm 7 which arises as a natural discretization of the accelerated gradient flow (19) with f = 0. Consider splitting the system
which leads toẍ
Setting λ = h 2 , a forward-backward Euler discretization of the first equation yields the update x k+1/2 = J λ∇g (x k − λ∇w(x k )). As before, for the second equation we use (21) to obtain (x k+1 − 2x k+1/2 +x k )/λ = ∇w(x k ) − ∇w(x k+1/2 ). Defining the new variable x k+1 ≡x k+1 − (x k+1/2 −x k ) and collecting these steps, we are left with Algorithm 8. This constitute accelerated versions of Algorithm 7 that that can be of Nesterov and heavy ball types (see (23) ). We believe these accelerated variants of Tseng splitting were not previously considered in the literature.
Using exactly the same approach as in the proof of Proposition 3 and Proposition 5 we conclude that both (8) and (7) are first order integrators. We state this result below and ommit the proof since the argument was already provided. Proposition 6. Tseng splitting given by Algorithm 7 is a first order integrator to the gradient flow (18) (with f = 0). Also, the accelerated variant of this method given in Algorithm 8 is a first order integrator to the accelerated gradient flow (19) .
Regarding preservation of steady states it is easy to show the following. Proof. From the second updates of Algorithm 7 and Algorithm 8 we see that these are equivalent to finding fixed points of
It is immediate that(∇g + ∇w)(x) = 0 ⇐⇒Φ h (x) =x, which finishes the proof.
Monotone Operators
We previously assumed that all functions were differentiable implying that the associated operators were single-valued. This allowed us to provide direct derivations without worrying about technical details. Since the proximal algorithms can naturally be applied to monotone operators, we now discuss how our previous analysis remains unchanged in this context.
First, we briefly introduce the necessary concepts about monotone operators. (The reader is referred to [30] for details.) Let H be a Hilbert space with inner product ·, · : H ×H → H. A monotone operator A is a multi-valued map A :
A monotone operator is said to be maximal if no enlargement of its graph is possible. Every monotone operator admits a maximal extension. The resolvent of A is defined by (4) and it is possible to show that it is a single-valued map, i.e. J λA : H → H. Moreover, x ∈ zer A ⇐⇒ J λA x = x , i.e. zeros of A are fixed points of J λA and vice-versa. An important ingredient is the Yosida regularization of A defined as
This operator is single-valued since J λA is single-valued (for a maximal monotone operator A) and Lipschitz continuous. Moreover, 0 ∈ Ax ⇐⇒ 0 = A µx , thus A and A µ have the same zeros. It can be shown that in the limit µ ↓ 0 one has A µ x → A 0 x, where A 0 x ∈ Ax is the element of minimal norm [30] . Often one is faced with the resolvent of the Yosida regularization, i.e. J λAµ = (I − λA µ ) −1 . The following useful identity allows one to express this in terms of the original operator A [30] :
Importantly, in the limit µ ↓ 0 we see that (64) recovers the original resolvent J λA .
Let us now consider an approach through differential inclusions (see [54] for background). Consider the first order differential inclusioṅ
and also the second order differential inclusion
where A, B, C are maximal monotone and C is further assumed to be single-valued. The previous discretizations of the gradient flow (18) , and the accelerated gradient flow (19) , extend naturally to (65) and (66) thanks to the fact that the resolvent is single-valued. We believe it is enough to illustrate this through an example. Thus, for simplicity consider (65) with A = 0. Under a forward-backward Euler discretization (see Fig. 2 ) with stepsize h = λ one has (x k+1 − x k )/λ ∈ −Bx k+1 − Cx k , or equivalently (I + λB)x k+1 x k − Cx k . Using the resolvent (4) and the fact that for a maximal monotone operator it is a single-valued map, this implies that
The same reasoning applies to (66) by using (24) . Note that this is the operator analog of the forward-backward method (49) . The reader can easily convince himself that all the previous approaches related to Davis-Yin, extensions of ADMM and Tseng splitting, and accelerated variants, hold in a similar manner.
Let us now consider a second approach through regularized monotone operators. By employing the Yosida regularization (63) we can consider the ODEṡ
in place of (65) and (66), respectively. Since the Yosida regularization is Lipschitz continuous, these ODEs admit a unique global solution. Had instead we considered a single operator, or equivalently (A + B + C) µ , the associated ODEs would have the same steady states as the original differential inclusions (note that zer A = zer A µ ). However, one would not be able to employ splitting methods. On the other hand, for an operator sum we have that
so that the ODEs (68) and (69) do not have steady states compatible with zeros of A+B +C. Nevertheless, after discretizing these ODEs, one just needs to take the limit µ ↓ 0 to recover iterates aimed at finding zeros of A+B+C. This procedure will give exactly the same iterates as if one discretizes the original differential inclusions (65) or (66). In this procedure, the identity (64) plays an important role.
Let us provide a concrete example to illustrate the point of the previous paragraph. Consider (68) with A = 0 for simplicity. Performing a forward-backward Euler discretization, i.e. (x k+1 −x k )/λ = −B µ x k+1 −Cx k , we obtain (I +λB µ )x k+1 = x k −Cx k . Using the resolvent (4) this is equivalent to x k+1 = J λBµ (x k − λCx k ). We can now use the identity (64) to obtain
Finally, in the limit µ ↓ 0 this yields precisely (67).
To make the above concepts more familiar in an optimization context, consider the case where A = ∂f is the subdifferential of a nonsmooth function f . The Yosida regularization (64) becomes
which is the gradient of the Moreau envelope f µ (x) ≡ min y f (y) + 1 2µ y − x 2 . The Moreau envelope is always differentiable and has the same minimizers as f . Recently, convergence analysis of the accelerated gradient flow with regularized monotone operators and Moreau envelopes were considered [10] .
Numerical Experiments
The goal of this section is to show that the accelerated variants of each respective algorithm improves over the standard (nonaccelerated) formulation. Since most of the new algorithms were obtained for the general problem (32) that involves three functions, we focus on Davis-Yin and extensions of ADMM. To this end, we consider a matrix completion problem where the entries of the matrix are restricted to lie on a certain range. Given a matrix M ∈ R n×m assumed to have low rank, suppose we only have access to some of its entries indexed by a set Ω, i.e. our input data is M obs = P Ω (M ) where P Ω projects onto the support of observed entries: P Ω (M ) ij = M ij if (i, j) ∈ Ω and P Ω (M ) ij = 0 otherwise. The goal is to reconstruct M using only knowledge of M obs , i.e. we wish to complete the missing entries (i, j) /
∈ Ω of the matrix M obs . A possible approach is to consider the rank minimization problem min X∈R n×m rank(X) such that P Ω (X) = P Ω (M ).
Unfortunately, there is no hope to solve this problem since it is nonconvex and NP-hard. Alternatively, the convex relaxation
is convex and feasible [55] . Above, X * is the nuclear norm which is the sum of singular values of X. We consider still an alternative form of (74), and further impose a box constraint 1 ≤ X ij ≤ 2 . Thus, we consider the optimization problem
where · F is the Frobenius norm and I [ 1 , 2 ] (X) = 0 if 1 ≤ X ij ≤ 2 for all i, j, and I [ 1 , 2 ] (X) = ∞ otherwise is the indicator function. The parameter µ controls the strenght of the nuclear norm and large µ imposes low rank solutions [55] . We will measure the performance of our algorithms through the relative error
where X is a numerical solution to (75). We naturally assume that we know the ground truth M . The stopping criteria for our algorithms will be
for some predefined tolerance , or when maximum number of iterations k ≤ k max is reached.
Here X k is the solution estimate at iteration k. This is a very reasonable condition for convergence and was previously employed with success for this type of problems [56] .
Note that problem (75) can be readily implemented in the previous algorithms using the closed form solution to the proximal operator of f given by [55] 
where X = U ΣV T is the singular value decomposition (SVD) and D τ (Σ) ii = max(Σ ii − τ, 0). The proximal operator of g is just the projection prox λI [ 1 , 2 ] (X) ij = max( 1 , min(X ij , 2 )),
and the gradient of w simply ∇w(X) = P Ω (X − M ).
Annealing Besides running each algorithm with a fixed µ we will also implement an annealing schedule on this parameter, which can help improve the accuracy of the solution. We wish to verify if accelerated variants of the algorithms can also bring benefits in this scenario. The procedure is simple. Given a decreasing sequence µ 1 ≥ µ 2 ≥ · · · ≥ µ L =μ > 0 we run each algorithm exactly as before with each µ j (j = 1, . . . , L) and use the solution obtained with µ j as a warm start for the next run with parameter µ j+1 . The other parameters are kept fixed across different runs. In optimization, such an approach was proposed in [57] and used in matrix completion by [56] . We use exactly the same procedure as [56] which is as follows. We start with µ 0 = η M obs F then decrease the stepsize according to the schedule µ j+1 = max(ηµ j ,μ), for a given η < 1, until reachingμ.
Unless mentioned otherwise, in our experiments we choose the initial condition, stepsize, and other parameters as sampling uniformly 50% of the entries. Right: example of a recovered image from a single run of our algorithms with µ = 0.05. All algorithms performed similarly but the associated accelerated variant was much faster than the base method (see Fig. 1 ).
where σ is the standard deviation of the entries of M obs . We observed that overdamping the accelerated systems gave faster convergence in some cases (especially with annealing), whence the choices of damping coefficients r nest for Nesterov and r hb for heavy ball (see (23) ).
The parameter µ will be specified in each case. To alleviate the computational burden of computing SVDs, we always compute a truncated SVD with 150 components (this is enough since in our examples M will have rank r = 70). Our experiments were conducted on a personal MacBook Pro with Intel Core i5 2.3GHz 4 cores processor and 16GB of RAM, and the implementations were done in Python 3. Let us mention that a matrix of rank r has d = r(n + m − r) degrees of freedom. Thus if we sample a matrix M ∈ R n×m uniformly at random with a sampling rate s we have p = snm measurements. A quantification of the hardness of the problem is thus given by d/p [55] . When this ratio is d/p > 1 the problem does not have a single solution thus recovery is impossible.
To consider a concrete situation we choose a grayscale image represented by a n × m = 974 × 1194 real matrix with entries in the range [0, 1]. We enforce low rank by computing a truncated SVD to obtain the image shown in Fig. 3 (left) which has rank r = 70. By sampling its entries uniformly at random we obtain the input data shown in Fig. 3 (middle) where we choose a sampling rate of s = 0.5, which gives d/p = 0.260. We applied Algorithms 1/2, Algorithms 5/6 and Algorithms 3/4 with fixed and annealed µ. With a fixed µ = 0.05 an example of the recovered image is shown in Fig. 3 (right) . All the algorithms performed very similarly, however Davis-Yin showed a marginal improvement in the relative error. All methods recovered the correct rank r = 70. More importantly, for all these algorithms, their accelerated variants showed a significant faster convergence compared to the base method. The convergence rates with a single run and with an annealing schedule are shown in Fig. 4 . We now consider a harder case with a sampling rate s = 0.3, thus d/p = 0.42. The observed image is shown in Fig. 5 . When running the previous algorithms a single time with a fixed µ = 1 they were able to recover the image with a relative error of 8 × 10 −2 and obtain the correct rank r = 70. The accelerated variants improved the convergence (see left panel in Fig. 6 ). All methods performed closely but (accelerated) Davis-Yin was marginally better, thus we just show results for this case. Next, we use the same parameters but with the annealing schedule on µ (we chooseμ = 10 −4 ). In this case the Nesterov accelerated variant outperformed heavy ball. It was able to recover the image with a relative error 2.4×10 −4 and rank r = 72 (see right panel of Fig. 5 ) while heavy ball obtained a relative error of 1.4 × 10 −3 and was unnable to reduce the rank (the nonaccelerated variants had worse relative error and was much slower). The convergence rates are shown in Fig. 6 .
Conclusions
We have shown that all the four basic types of proximal optimization methods currently known correspond to different discretizations of the gradient flow. We also showed that accelerated variants of these methods arise naturally by employing a similar discretization approach to the accelerated gradient flow. All these methods preserve steady states of the underlying continuous dynamical system, and are first order integrators. Moreover, we showed that ADMM corresponds to a rebalanced splitting, together with its accelerated variant. In our derivations, we introduced several new algorithms, namely the accelerated variant of Davis-Yin (Algorithm 2), and two extensions of ADMM together with their respective accelerated variants (Algorithm 3 and 4, and Algorithms 5 and 6). The accelerated version of Tseng splitting (Algorithm 8) is also new to the best of our knowledge. We illustrated numerically that the accelerated variants of the base algorithms yield a faster convergence. We considered two settings, one for the plain algorithms and another with an annealing schedule.
Our results focused, on a first stage, in establishing interesting relationships between optimization and splitting methods for ODEs, which can form the basis for the construction of new accelerated methods. For future work, it would be important to obtain convergence rates for the proposed accelerated methods and stability analysis as well.
