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Abstract. We analyse a uniform weakly interacting bosonic gas undergoing a
periodic oscillation of the interaction constant. This, within the Bogoliubov
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1. Introduction
The generation of non-classical states in atomic ensembles is a rapidly developing
direction in trapped ion and cold neutral atomic physics [1]. Such states can be used
to increase the sensitivity of precision measurements beyond the standard classical
limit [2]. A 100 times decrease of measurement noise beyond the classical limit was
recently reported in cold thermal atoms [3]. One of the possible states that are particle
entangled, and can be used to increase the sensitivity of precision measurements is
a co called twin-Fock state |n, n〉 [4, 5]. Such a state can be created in experiments
generating atomic pairs with well defined momenta in quasi-one dimensional systems.
This was done by modulation of the atomic interaction parameter [6], modulation
instability present in a one dimensional lattice [7] or else by the decay of an excited state
[8]. The theoretical analysis for these situations, was performed using the Bogoliubov
approximation [9, 10, 11]. In this case, the Hamiltonian is quadratic in field operators.
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It has the term responsible for creation of atomic pairs but neglects the terms of higher
order in field operators, which describe the interaction between quasiparticles. As the
process of pair creation starts, the atoms, according to the Bogoliubov description,
are created in pairs with well defined momenta. Therefore, one expects number
squeezing to take place, which is the clear signature of entanglement [12]. In two of the
experiments mentioned number squeezing was observed [7, 8]. However it was not seen
in the experiment described in [6]. Moreover, pair production in [6] was much smaller
than predicted by the Bogoliubov theory. This suggests that the interaction between
quasiparticles, neglected in the Bogoliubov approximation, significantly influences the
pair production. Analysis of this influence in the case of modulation of the atomic
interaction parameter, as performed in [6], is the main goal of the present effort. Such
an analysis was performed using a phenomenological model of weak dissipation [13].
Here it is achieved using the true microscopic Hamiltonian. Let us mention that trapped
bosonic gas undergoing periodic oscillation of interaction parameter was analysed in the
context of Faraday waves [14]
The plan of the paper is as follows. In Section 2, we analyse the system with time
modulated interaction within the Bogoliubov method. In Sections 3 and 4 we take the
interaction of quasiparticles into account. This is done via the Keldysh formalism. In
Section 3 we analyse the system without modulation of the interaction constant. Next
we introduce an approximation to the self energy functions. In Section 4 we analyse the
system with time modulation of the interaction constant. Within the approximation
of the self energy function, we find an analytical solution of the Dyson equation. As a
result we obtain analytic formulas for the one and two body properties of the system.
A short introduction to the Keldysh formalism, together with lengthy calculations, are
moved to the Appendices.
2. Description of the system. The Bogoliubov method.
The system under consideration is a weakly interacting bosonic gas in a three
dimensional box with periodic boundary conditions. The Hamiltonian of the system
is given by
Hˆ =
∫
dr
h¯2
2m
∇ψˆ†(r)∇ψˆ(r) + g(t)
2
ψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r),
where ψˆ(r) is the bosonic field operator and g(t) denotes the interaction constant. The
evolution of the field operator in the Heisenberg picture [15] is then equal to
ih¯∂tψˆ(r, t) = − h¯
2
2m
∇2ψˆ(r, t) + g(t)ψˆ†(r, t)ψˆ(r, t)ψˆ(r, t). (1)
The intention of the present work is to analyse the system with a periodic variation of
the interaction i.e.
g(t) = g(1 + ǫ cos(2ωt)θ(t))
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where ǫ≪ 1 and θ(t) is the unit step function. Let us first do this within the Bogoliubov
method. Then the field operator is represented as
ψˆ(r, t) ≃ e−iµh¯ t


√
N0
V
+
1√
V
∑
k 6=0
eikr(ukbˆk − vk bˆ†−k)

 (2)
where N0 is the mean population of the k = 0 mode and µ is the chemical potential. For
temperatures low enough µ ≃ n0g where n0 = N0V . The bˆk are quasiparticle annihilation
operators with coefficients
uk =
1√
2
√
Ek + n0g
h¯ωk
+ 1 vk =
1√
2
√
Ek + n0g
h¯ωk
− 1, (3)
where Ek =
h¯2k2
2m
and
h¯ωk =
√
Ek (Ek + 2n0g)
is the Bogoliubov energy spectrum. The Bogoliubov approximation consists of
substitution the form (2) into the equation of motion (1) and leaving only linear terms
in the quasiparticle operators. Upon doing so, one arrives at
ih¯
dbˆk
dt
= h¯ωk bˆk + 2h¯δ cos(2ωt)(bˆk + bˆ
†
−k) (4)
where
δ = (uk − vk)2n0gǫ
2h¯
. (5)
The equation of motion of the quasiparticle annihilation operator bˆk given by
equation (4) is linear and can be solved analytically by means of Mathieu functions.
However, if |ω − ωk| ≪ ω and δ ≪ ω we can use the rotating wave approximation in
equation (4). We obtain
ih¯
dbˆk
dt
= h¯ωk bˆk + h¯δe
−2iωtbˆ†−k. (6)
The solution is
bˆk(t) =
(
coshΩt + i
∆
Ω
sinhΩt
)
e−iωtbˆk(0)− i δ
Ω
sinhΩt e−iωtbˆ†−k(0) (7)
where ∆ = ω − ωk, Ω =
√
δ2 −∆2. The evolution of the bˆk operator shows amplified
solutions for δ > ∆ with resonance condition ω = ωk. This can be seen qualitatively
from the Hamiltonian of the system, which in the rotating wave approximation takes
the form
Hˆ0 =
∑
k 6=0
h¯ωkbˆ
†
k
bˆk +
h¯δ
2
(
bˆkbˆ−ke
2iωt + h.c.
)
. (8)
If we divide the above Hamiltonian into two parts Hˆ0 = Hˆ1+Hˆ2 where Hˆ1 =
∑
k h¯ωkbˆ
†
k
bˆk,
then in the interaction picture the second part of the Hamiltonian takes the form
Hˆ2(t) = e
iHˆ1t/h¯Hˆ2e
−iHˆ1t/h¯ =
h¯δ
2
(
bˆkbˆ−ke
2i(ω−ωk)t + bˆ†
k
bˆ†−ke
−2i(ω−ωk)t
)
.
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We clearly see that if ω−ωk = 0 then the Hˆ2(t) Hamiltonian leads to creation of k, −k
pairs of quasiparticles.
Let us analyse the properties of the modes k satisfying the resonance condition
ωk = ω. We assume that initially (at t = 0) the system is in a quasiparticle thermal
state. Then the quasiparticle population is
nk(t) = 〈bˆ†k(t)bˆk(t)〉 = cosh(2δt)nk + sinh2(δt) (9)
where
nk =
1
eβωk − 1 = nk(0) = 〈bˆ
†
k
(0)bˆk(0)〉. (10)
In the above we used the fact that nk = n−k. We observe exponential growth of the
population for δt≫ 1. The particle properties are derived using the connection
aˆk(t) = e
−iµ
h¯
t
(
ukbˆk(t)− vk bˆ†−k(t)
)
. (11)
The particle population is
np,k(t) = 〈aˆ†k(t)aˆk(t)〉 = (u2k + v2k)nk(t) + v2k. (12)
As it is directly connected to the quasiparticle population, it also grows in time. Another
important property is the number squeezing parameter defined as
s(t) =
〈
(
aˆ†
k
aˆk − aˆ†−kaˆ−k
)2〉
〈aˆ†
k
aˆk〉+ 〈aˆ†−kaˆ−k〉
=
〈∆nˆ2p,k(t)〉
np,k(t) + np,−k(t)
. (13)
If the above parameter is smaller than unity, the state of the system is called number
squeezed. In [12] it is shown that if
G
(2)
k,−k >
√
G
(2)
k,kG
(2)
−k,−k (14)
where G
(2)
i,j = 〈aˆ†i aˆ†j aˆj aˆi〉 then the state of the system is particle entangled. In our case
np,k(t) = np,−k(t), G
(2)
k,k = G
(2)
−k,−k, and we can rewrite the number squeezing parameter
as
s = 1 +
G
(2)
k,k −G(2)k,−k
np,k(t)
.
Thus s < 1 implies G
(2)
k,−k > G
(2)
k,k =
√
G
(2)
k,kG
(2)
−k,−k which, according to (14) implies that
the state is particle entangled. A fast computation using (11) gives:
∆nˆp,k(t) = aˆ
†
k
(t)aˆk(t)− aˆ†−k(t)aˆ−k(t)
= bˆ†
k
(t)bˆk(t)− bˆ†−k(t)bˆ−k(t) = ∆nˆk(t). (15)
Additionally, from equation (7) we have
∆nˆk(t) = ∆nˆk(0),
which gives
〈∆nˆ2p,k(t)〉 = 〈∆nˆ2p,k(0)〉. (16)
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Due to the above equation, the number squeezing decreases in time since the population
np,k(t) increases. Whatever the initial value of 〈(∆nˆp,k(0))2〉, s(t) would be below unity
after some time. The state of the system would be particle entangled.
We additionally mention that the process analysed can be called parametric
amplification since we obtain amplification of the modes as a result of a periodic
modulation of the interaction constant which is one of the parameters of the system.
In the Bogoliubov method the interaction between quasiparticles is neglected.
In the following sections we shall investigate the impact of such interaction on the
amplification process.
3. Interaction between quasiparticles
The interaction Hamiltonian in the lowest order in quasiparticle operators takes the
form:
Hˆint =
1√
V
∑
k1,k2,k3
δk1=k2+k3U(k1,k2,k3)bˆ
†
k1
bˆk2 bˆk3 + h.c. (17)
where U(k1,k2,k3) is derived in [16]:
U(k1,k2,k3) = g
√
n0 (uk1(uk2 − vk2)uk3 − (uk1 − vk1)vk2uk3 + vk1vk2(uk3 − vk3))
where uk and vk are given by (3). The other terms omitted in the Hamiltonian are of
higher order in quasiparticle operators and for temperatures low enough they should
not influence the dynamics. The above Hamiltonian is derived taking g(t) = g -
neglecting the part gǫ cos(2ωt). The omitted part adds additional interaction but since
it is multiplied by ǫ≪ 1 its contribution is much smaller than given by the Hamiltonian
(17) and we neglect it. Now, the Hamiltonian of the system is Hˆ = Hˆ0+ Hˆint where Hˆ0
is given by (8). To find the properties of the system governed by such Hamiltonian we
use standard quantum field theory methods, namely the Keldysh formalism [17, 18].
However, in this section we consider the case without parametric amplification i.e.
when the noninteracting Hamiltonian is Hˆ0 =
∑
k h¯ωkbˆ
†
k
bˆk. The case with parametric
amplification is considered in the next section.
Now analyse the single particle Green’s function. A short introduction into the
Keldysh formalism is presented in Appendix A. In the Keldysh formalism we deal with
three independent Green’s functions - retarded, advanced and Keldysh GR,A,K(k, t− t′).
The Dyson equation for these functions takes the form
GR,A = GR,A0 +G
R,A
0 Σ
R,AGR,A (18)
GK = (1 +GRΣR)GK0 (1 + Σ
AGA) +GRΣKGA (19)
where in the formula for GR,A(k, t− t′) the notation GR,A0 ΣR,AGR,A means∫ ∞
−∞
dt1 dt2G
R,A
0 (k, t− t1)ΣR,A(k, t1 − t2)GR,A(k, t2 − t′).
Now comes the crucial simplification. We assume that ΣR,A,K(k, t)eiωkt changes on a
time scale much smaller than the time in which GR,A,K(k, t)eiωkt changes significantly.
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This leads us to approximate the self energy functions by Dirac delta functions:
ΣR,A,K(k, t)eiωkt = δ(t)
∫
dτ ΣR,A,K(k, τ)eiωkτ (20)
Note the presence of the factor eiωkt. This is due to the fact that the functions
ΣR,A,K(k, t) and GR,A,K(k, t) oscillate with frequency ωk and the period of oscillation
is much smaller than the decay time. We get rid of this oscillation by multiplying
ΣR,A,K(k, t) and GR,A,K(k, t) by eiωkt. For ΣR,A,K calculated in second order
perturbation theory we obtain
ΣR(k, t)eiωkt = (∆k − iγk)δ(t)
ΣA(k, t)eiωkt = (∆k + iγk)δ(t) (21)
ΣK(k, t)eiωkt = − 2iγk(2nk + 1)δ(t)
where γk > 0 and ∆k is a real number. The derivation of the above formulas is given in
Appendix A.2. The noninteracting Green’s functions are given by (A.16)
iGR0 (k, t) = θ(t)e
−iωkt
iGA0 (k, t) = − θ(−t)e−iωkt (22)
iGK0 (k, t) = (2nk + 1)e
−iωkt
where nk = 〈bˆ†kbˆk〉 = 1exp(βh¯ωk)−1 is the thermal mode occupation. With this form of
Green’s function together with approximation (21), the Dyson equation (18) for the
retarded component is
iGR(k, t)eiωkt = θ(t) +
∫ t
−∞
dt1 (∆k − iγk)GR(k, t1)eiωkt1 .
It is easy to check that the solution of the above equation is
iGR(k, t) = e−(γk+i(∆k+ωk))tθ(t) = e−(γk+i∆k)tiGR0 (k, t). (23)
In the same way we obtain
iGA(k, t) = −e(γk−i(∆k+ωk))tθ(−t) = e(γk−i∆k)tiGA0 (k, t) (24)
In the case of GK it is known that for stationary problems the first component on the
right hand side of equation (19) vanishes i.e.
(1 +GRΣR)GK0 (1 + Σ
AGA) = 0
which turns out to be true in the case of approximation (21). As a result we are left
with
GK = GRΣKGA.
We substitute in above the analytical form of GR,A given by (23) and (24) together with
the form of ΣK given by (21). After performing integrals we obtain
iGK(k, t) = (2nk + 1)e
−γk|t|−i(∆k+ωk)t = iGK0 (k, t)e
−γk |t|−i∆kt. (25)
We clearly see in equations (23),(24) and (25) that in all the Green’s functions, the
interaction between quasiparticles leads to decay together with a shift of frequency, as
expected [19].
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Having analyzed the system within the Dirac delta approximation of the self energy
function let us discuss its validity. The calculation of ΣR,A,K(k, t) from first principles
though possible, is a demanding task beyond the scope of this paper. The authors
have never seen such calculations for the system considered here. Thus the direct
way of showing that the effective width in t of the ΣR,A,K(k, t)eiωkt is much smaller
than the time on which GR,A,K(k, t)eiωkt changes significantly is in practice inaccessible.
However within this approximation the quasiparticle decay turns out to be given by
the exponential function. Such a decay indeed takes place in the system and as known
to the authors this was shown in two independent ways [16, 19]. First with the use
of perturbation calculus analogous to the one presented here but performed in the
frequency domain. Defining
ΣR,A,K(k, ω) =
∫
dt eiωtΣR,A,K(k, t)
and in the same way GR,A,K(k, ω) the Dyson equation (18) take the form:
GR,A(k, ω) =
((
GR,A0 (k, ω)
)−1 − ΣR,A(k, ω))−1 (26)
We have GR0 (k, ω) = (ω − ωk + i0)−1 and GA0 (k, ω) = (ω − ωk − i0)−1. As a result
GR,A(k, ω) =
(
ω − ωk − ΣR,A(k, ω)
)−1
. (27)
The assumption about exponential decay is equivalent to the assumption that ΣR,A(k, ω)
has no dependence on ω and equals ΣR,A(k, ωk). Then from equation (A.17) we have
ΣR(k, ωk) = ∆k − iγk and ΣA(k, ωk) = ∆k + iγk. Substituting those functions into
(27) we obtain GR,A(k, ω) = GR,A0 (k, ω)e
−γk|t|. One can however calculate GR,A(k, t)
using (26) without assuming ΣR,A(k, ω) ≃ ΣR,A(k, ωk) but taking the true functional
dependence on ω. Such a calculation is quite complex and goes beyond the scope
of the paper, but it is described in detail in work of Shi and Griffin [19]. Apart
from analytical calculations based on perturbation, exponential decay was observed
in a finite temperature numerical stochastic calculation for a system considered here
(three dimensional weakly interacting Bose gas) [16]. As the decay is given by an
exponential function and it is within the Dirac delta approximation, this fact is an
indirect justification of the approximation.
We now comment on the problem of quasiparticle decay in one dimensional system.
The formula (A.7 ) for Σ(k, t1 − t2) given in Appendix A.2 in the frequency domain
takes the form
Σ(k, ω) ∝
1
V
∑
k1
(
2U2(k,k1,k− k1)G0(k1, ωk1)G0(k− k1, ωk−k1)δ(ω − ωk1 − ωk−k1)
+ 4U2(k,k1,k+ k1)G0(k+ k1, ωk+k1)G0(k1, ωk1)δ(ω + ωk1 − ωk+k1)
)
When in the above formula we change the sum into the integral i.e. 1
V
∑
k1
→ 1
(2pi)d
∫
dk1
where d denotes the dimension of the system, after performing Dirac delta we arrive for
d = 3 at the integral over two dimensional hyper-surface. It results in finite result. In
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the case of one dimensional system d = 1 we arrive at zero dimensional hyper-surface
and the integral cannot be performed. This shows that the above presented standard
method does not work in the one dimensional case. The method to solve such problem
is described in [15, 20]. In this method we have G0 being replaced by true G in the
above formula for Σ. Then the Dyson equation (26) becomes nonlinear equation for G.
As a result one needs to adopt variational ansatz to solve it. This was done in [21]. As
a result the quasiparticle lifetime was found. However an important question is what
is the quasiparticle decay function. The authors did not found any paper analysing it.
However by using methods similar to the one used in [22] we found that the quasiparticle
decay is not given by exponential function [23].
The reader may be surprised that we did not start from performing the calculation
in the frequency domain, as it is an obvious choice for a time independent Hamiltonian.
The reason is that we want to use the approximation for the parametric amplification
case where the Hamiltonian depends on time and the use of the frequency domain is
rather impractical.
4. Parametric amplification
Let us now turn our attention to parametric amplification. Since now the H0
Hamiltonian is given by equation (8), we deal with nonzero observables 〈bˆkbˆ−k〉 and
〈bˆ†
k
bˆ†−k〉. As a consequence we need to define a new type of Green’s function. It turns
out that it is most convenient to define the matrix Green’s function [15]
iG(k, t, t′) =
(
iG11(k, t, t
′) iG12(k, t, t
′)
iG21(k, t, t
′) iG22(k, t, t
′)
)
=
( 〈TC [bk(t)b†k(t′)]〉 〈TC [bk(t)b−k(t′)]〉
〈TC [b†−k(t)b†k(t′)]〉 〈TC [b†−k(t)b−k(t′)]〉
)
(28)
with the property G22(−k, t′, t) = G11(k, t, t′), together with a matrix self energy
function
Σ(k, t, t′) =
(
Σ11(k, t, t
′) Σ12(k, t, t
′)
Σ21(k, t, t
′) Σ22(k, t, t
′)
)
=
(
Σ11(k, t, t
′) Σ12(k, t, t
′)
Σ21(k, t, t
′) Σ11(−k, t′, t)
)
. (29)
Please notice that also Σ22(k, t, t
′) = Σ11(−k, t′, t) as in case of the Green’s function.
Further on we perform an approximation to the noninteracting Green’s function
G0. These functions appear in the Dyson equation which in general has the form
G = G0 + G0ΣG in two ways. First G0 appears there directly as can be seen. In
the second way it appears in Σ. We only approximate the form of G0 appearing in Σ
and we do it in the following way. As can be seen in the solution for bˆk(t) given by
(7), the amplification is present for |∆| < δ - which gives us a region in k space which
is amplified. Strictly speaking, there is a width of ∆k around k0 for which k modes
satisfying |k − k0| < ∆k are amplified. As |∆| starts to be larger than δ the solution
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(7) tends towards bˆk(t) = e
−iωktbˆk(0). Let us now assume that ∆k ≪ k0. The self
energies Σ11,12,21,22 are introduced as sums over products of the Green’s function over
all the modes. Under this assumption, only a very small part of this sum is contributed
by amplified modes. We therefore perform an approximation and assume that all the
modes while contributing to the self energy functions are bˆk(t) = bˆk(0)e
−iωkt. The same
evolution was used in the previous section while analysing the case without parametric
amplification. We therefore obtain that the Σ(k, t, t′) matrix is determined by Σ(k, t, t′)
present in the scalar case. Strictly speaking we have Σ12(k, t) = Σ21(k, t) = 0 and
Σ11(k, t, t
′) = Σ22(−k, t′, t) = Σ(k, t, t′) given by equation (A.7). These facts are
discussed in more details in Appendix B.
Similar as in the scalar case, we deal with three independent matrix Green’s
functions GR,A,K . The structure of the method is the same as in the scalar case, and
the Dyson equation takes the same form as in (18) and (19), namely
GR,A = GR,A0 +G
R,A
0 Σ
R,AGR,A (30)
GK = (1 +GRΣR)GK0 (1 +Σ
AGA) +GRΣKGA (31)
where
GR,A,K(k, t1, t2) =
(
GR,A,K11 (k, t1, t2) G
R,A,K
12 (k, t1, t2)
GR,A,K21 (k, t1, t2) G
A,R,K
11 (−k, t2, t1)
)
and
ΣR,A,K(k, t, t′) =
(
ΣR,A,K11 (k, t, t
′) 0
0 ΣR,A,K22 (k, t
′, t)
)
=
(
ΣR,A,K(k, t, t′) 0
0 ΣA,R,K(−k, t′, t)
)
where Σ11 = Σ. Proceeding as before, we introduce the assumption about the time
scales of ΣR,A,K . We arrive at(
ΣR11(k, t)e
iωkt 0
0 ΣR22(k, t)e
−iωkt
)
= δ(t)
(
∆k − iγk 0
0 ∆k + iγk
)
,
(
ΣA11(k, t)e
iωkt 0
0 ΣA22(k, t)e
−iωkt
)
= δ(t)
(
∆k + iγk 0
0 ∆k − iγk
)
,
and (
ΣK11(k, t)e
iωkt 0
0 ΣK22(k, t)e
−iωkt
)
δ(t)(−2i)γk(nk + 1)
(
1 0
0 1
)
.
The solution of the Dyson equation (30) using the above form of approximate self
energies is
iGR0 (k,∆, t, t
′) =
(
AR(∆, t, t
′) BR(∆, t, t
′)
−B∗R(∆, t, t′) −AR(∆, t′, t)
)
θ(t− t′)
where the functions AR and BR are defined in the Appendix B. Notice that the
parametric process is defined by the values of δ and ω in the Hamiltonian (8). The
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AR and BR functions present in the formula for G0 depend on a single parameter
∆ = ω − ωk. The Dyson equation (30) takes the form
iGR(k, t, t′) =
(
AR(∆, t, t
′) BR(∆, t, t
′)
−B∗R(∆, t, t′) −AR(∆, t′, t)
)
θ(t− t′)
+
∫ t
−∞
dt1
(
AR(∆, t, t1) BR(∆, t, t1)
−B∗R(∆, t, t1) −AR(∆, t1, t)
)(
∆k − iγk 0
0 ∆k + iγk
)
GR(k, t1, t
′).
The solution is
iGR(k, t, t′) = iGR0 (k,∆−∆k, t, t′)e−γk(t−t
′). (32)
Let us notice that G0(k,∆−∆k, t, t′), being a part of the above solution, has effective
∆ equal to ∆−∆k. This is the frequency shift caused by the interaction. It was present
in the scalar case as well. In the Bogoliubov method, parametric resonance is obtained
when ω = ωk as described in Section 2. Here the resonance is for ∆ − ∆k = 0 which
gives ω = ωk + ∆k which gives the shift of frequency as expected. Proceeding in the
same way, we obtain that
GA(k, t, t′) = GA0 (k,∆−∆k, t, t′)e−γk(t
′−t) (33)
Having this result, we now choose ∆ = ∆k. It turns out that, as in the scalar case,
(1 +GRΣR)GK0 (1 +Σ
AGA) = 0. As a result the formula for GK takes the form
GK(k, t, t′) =
∫
dt1G
R(k, t, t1)Σ
K(k, t1)G
A(k, t1, t
′)
where theGR,A functions are taken for ∆ = ∆k and we used the approximation described
in the previous Section ΣK(k, t1, t2) = Σ
K(k, t1)δ(t1−t2). Using (32) and (33) we obtain
that for t ≥ t′ ≥ 0:
iGK(k, t, t′) = (2nk + 1)
(
a −ib
ib a
)
(34)
where
a = e−γk(t−t
′)γk (γk cosh(δ(t− t′)) + δ sinh(δ(t− t′)))
γ2k − δ2
− e−γk(t+t′) δ (δ cosh(δ(t+ t
′)) + γk sinh(δ(t+ t
′)))
γ2k − δ2
(35)
b = e−γk(t−t
′)γk (δ cosh(δ(t− t′)) + γk sinh(δ(t− t′)))
γ2k − δ2
− e−γk(t+t′) δ (γk cosh(δ(t+ t
′)) + δ sinh(δ(t+ t′)))
γ2k − δ2
.
We now use the above solution to investigate the properties of the system. All
below are derived in Appendix B.2. First, we analyse the quasiparticle population nk(t)
equal to
2nk(t) + 1 = iG
K
11(k, t, t)
= (2nk + 1)
e−2γktδ (δ cosh(2δt) + γk sinh(2δt))− γ2k
δ2 − γ2k
(36)
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Looking at the above formula we clearly distinguish two regimes:
1) δ > γk where the population grows exponentially in time and δt≫ 1 is equal to
nk(t) ≃ (2nk + 1) δ
4(δ − γk)e
2(δ−γk)t. (37)
2) γk > δ where the population reaches its maximum equal to
nk(∞) = 1
2
(
(2nk + 1)
γ2k
γ2k − δ2
− 1
)
(38)
The particle population is directly connected with the quasiparticle one described above
through relation (12). Having analysed the population we now turn our attention to the
number squeezing parameter given by (13). Here we use the lowest order approximation
(Wick’s theorem)
〈bˆ†
k
bˆkbˆ
†
k
bˆk〉 ≃ nk(t)(2nk(t) + 1)
〈bˆ†
k
bˆkbˆ
†
−kbˆ−k〉 ≃ nk(t)n−k(t) + 〈bˆkbˆ−k〉〈bˆ†kbˆ†−k〉
The terms above Wick are proportional to 1/V and vanish in the thermodynamic limit.
The justification of this fact is given in Appendix B.3. In the present paper we do not
want to discuss the finite size effects and therefore we neglect this contribution. Then
the numerator of the number squeezing parameter is
〈∆n2
k
(t)〉 = 2nk(t)(nk(t) + 1)− 1
2
∣∣∣GK12(k, t, t)∣∣∣2
=
1
2
(
(2nk + 1)
2 2e
−2γktγkδ sinh(2δt) + e
−4γktδ2 − γ2k
δ2 − γ2k
− 1
)
.
Using the above formulas together with (12), (13) and (15) we find that in the first
regime δ > γk for δt≫ 1:
s(t) ≃ 2nk + 1
u2k + v
2
k
γk
δ + γk
,
while for the second regime γk > δ we have
s(∞) =
(2nk + 1)
2 γ
2
k
γ2
k
−δ2
− 1
2
(
(2nk + 1)
γ2
k
γ2
k
−δ2
− 1
)
(u2k + v
2
k) + 4v
2
k
.
We see that, in both regimes, the number squeezing parameter tends to a non-zero
value. It depends on the parameters of the system was well as the chosen value of
k. One must have all the parameters to check whether s is smaller than unity and
as a result is particle entangled. But what is clear is that if γk is significantly larger
than δ the production process is practically frozen as given by equation (38). Then
the system is practically of no use as a source of atom pairs. But even if δ > γk
when the atomic pair production is satisfactory, the number squeezing parameter can
still be above unity, making the source useless for increasing measurement sensitivity
above the classical limit. These results modify the one obtained within the Bogoliubov
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method, where the number of quasiparticles grows exponentially leading eventually to
the number squeezing parameter being below unity.
We now comment on the use of the above result in the case of one dimensional
system which is directly connected to the experiment [6]. As written in the previous
Section the quasiparticle decay function in the one dimensional system is not given
by exponential function. Thus, strictly speaking we cannot apply the above results to
one dimensional case. Still the quasiparticle decay function has some width and some
average frequency shift. Using that we can establish effective γk and ∆k. Than one
would expect that the above results are valid i.e. the amplification shall be very small
if effective γk is much larger than δ. This would explain very small amplification as
compared to that predicted by Bogoliubov method observed in experiment [6].
Finally, we now comment on the connection of the above results with that obtained
in [13]. There a phenomenological model is used in which the γk and ∆k coefficients
appear as the ones that need to be specified by microscopic theory. The authors consider
the quasiparticle properties of the system, together with the quasiparticle entanglement
criteria. The authors arrive at the same formulas for the quasiparticle properties as
obtained here. However particle and quasiparticle entanglement is not equivalent. It
can be shown that the quasiparticle entanglement criterion used in [13] is stronger than
the particle entanglement criterion i.e. s < 1 used here. This means that if the criterion
used in [13] is satisfied we always have s < 1, but the fact that s < 1 does not imply
that the criterion is satisfied.
5. Summary
We analysed a uniform system of weakly interacting bosons undergoing periodic
oscillation of an interaction parameter. We showed, that within the Bogoliubov
approximation, this leads to creation of atom pairs with well defined opposite velocities.
This leads to a number squeezed state particle entangled and useful in increasing
measurement sensitivity above classical limit. We analysed the impact of interaction
between quasiparticles, neglected in the Bogoliubov approximation, on the atom pair
production process. We showed that this interaction can drastically change the atom
creation process. Strictly speaking, the parametric process is described by a single
parameter δ describing the strength of the amplification, present in the Bogoliubov
method. Within the approximation, the interaction between quasiparticles is described
by a quasiparticle decay constant γk and frequency shift ∆k of the quasiparticle energy.
Within the Bogoliubov approximation, the resonance condition (when the pair
production is the largest) takes the form ω = ωk where 2ω is the frequency of temporal
change of the interaction constant and h¯ωk is the quasiparticle energy. The interaction
between quasiparticles changes the resonance condition by introducing the frequency
shift, namely ω = ωk +∆k, which in dilute gases is a slight change |∆k| ≪ ωk [19]. The
crucial change with respect to the Bogoliubov’s approximation caused by the interaction
between quasiparticles is given by the decay constant γk. We have identified two regimes
The influence of interaction between quasiparticles on parametric resonance. . . 13
of pair production. First when γk > δ the number of pairs increases towards finite limit.
When γk is a few times larger than δ then the increase of pairs is practically zero - the
pairs are not produced making the system useless as a source of atom pairs. In the
second regime when δ > γk, the pair production is exponential in time proportional to
exp (2(δ − γk)t). So after some time a lot of pairs are produced. Additionally we have
analyzed the value of the number squeezing parameter. We found that in both regimes,
depending on parameters of the system, it may be below unity. Than the quantum
state is particle entangled an may be used in increasing measurement sensitivity above
classical limit.
This results are obtained for a three dimensional system. However, if used for the
one-dimensional case, they provide a possible explanation of the small amplification
observed experimentally in [6].
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Appendix A. Keldysh formalism
Appendix A.1. Introduction into the formalism
An detailed introduction into the Keldysh method can be found in [17, 18]. In the
Keldysh formalism we have a contour from −∞ to ∞ and back. As in the traditional
formulation of quantum field theory we introduce a Green’s function
iG(k, t, t′) = 〈TC [bˆk(t)bˆ†k(t′)]〉. (A.1)
The difference with the standard, zero temperature, formulation is that t and t′ are now
variables on a Keldysh contour with TC being a time ordering operator on that contour.
It turns out that the Dyson equation holds with integration over the Keldysh contour:
G(k, t, t′) = G0(k, t, t
′) +
∫
C
dt1dt2G0(k, t, t1)Σ(k, t1, t2)G(k, t2, t
′). (A.2)
Here
∫
C denotes integration over the Keldysh contour and the G0 is the noninteracting
Green’s function where the time evolution of the system is only due to H0 Hamiltonian.
A calculation performed on such a contour is impractical and is replaced by real
time integrals. To do that we divide the contour into two parts: C+ from −∞ to ∞,
and C− going back to −∞. Each quantity present in the Dyson equation can have
arguments t and t′ located on both parts of the contour. This gives four possibilities:
• T when t, t′ ∈ C+
• < - t ∈ C+, t′ ∈ C−
• > - t ∈ C−, t′ ∈ C+,
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• T˜ - t ∈ C−, t′ ∈ C−.
As a result, instead of one Green’s and self energy function defined on a contour we end
up with four different types of functions GT,<,>,T˜ and ΣT,<,>,T˜ defined on a real axis.
However it turns out that the property
T + T˜ = > + < (A.3)
takes place for G, G0 and Σ functions (by this we mean, for example G
T + GT˜ =
G> + G<). As a result only three of the above are linearly independent. They are
chosen as
R = T− < A = T− > K => + < . (A.4)
Additionally the retarded and advancedGreen’s, self energy functions (G0, G,Σ)
R(k, t, t′)
and (G0, G,Σ)
A(k, t, t′) are zero for t′ > t and t > t′ respectively. The Dyson equation
(A.2) now takes the form
GR,A = GR,A0 +G
R,A
0 Σ
R,AGR,A (A.5)
GK = (1 +GRΣR)GK0 (1 + Σ
AGA) +GRΣKGA. (A.6)
Appendix A.2. Derivation of ΣR,A,K
Having derived the Dyson equations, we now turn our attention to calculating self
energies ΣR,A,K . In the second order perturbation theory with interaction Hamiltonian
given by (17) we obtain
Σ(k, t1 − t2) =
i
V
∑
k1
(
2U2(k,k1,k− k1)G0(k1, t1, t2)G0(k− k1, t1, t2)
+ 4U2(k,k1,k+ k1)G0(k+ k1, t1, t2)G0(k1, t2, t1)
)
(A.7)
In the above, the component T,<,>, T˜ is obtained by taking t1 and t2 on the correct
C+ or C− part. For example if we want to calculate Σ
T then t1 ∈ C+ and t2 ∈ C+. This
implies that the G0 functions in (A.7) become G
T
0 functions. However, in the case of <
component t1 ∈ C+ and t2 ∈ C− which make the G0 functions present in (A.7) to turn
into
G0(k1, t1, t2)→ G<0 (k1, t1, t2) G0(k1, t2, t1)→ G>0 (k1, t2, t1).
Notice that in the second line of the above equation we have the term G>0 (k, t2, t1) with
> component due to the fact that time t1 and t2 are inverted in this function. Having
those, we can calculate ΣR = ΣT − Σ< which take the form
ΣR(k, t1, t2) =
i
V
∑
k1
(
2U2(k,k1,k− k1)
(
GT0 (k1, t1, t2)G
T
0 (k− k1, t1, t2)−G<0 (k1, t1, t2)G<0 (k− k1, t1, t2)
)
+ 4U2(k,k1,k+ k1)(
GT0 (k + k1, t1, t2)G
T
0 (k1, t2, t1)−G<0 (k+ k1, t1, t2)G>0 (k1, t2, t1)
))
. (A.8)
The influence of interaction between quasiparticles on parametric resonance. . . 15
Up to now, the Hamiltonian Hˆ0 was not specified. The results of this Appendix are
used in Section 3. Therefore we carry on the calculations with the same noninteracting
Hamiltonian as in that section, namely Hˆ0 =
∑
k h¯ωkbˆ
†
k
bˆk. As now the Hamiltonian Hˆ0
does not depend on time, all quantities in the Dyson equation depend on time difference.
For example, G0(k, t, t
′) → G0(k, t − t′). To calculate ΣR for the chosen Hˆ0 we must
first calculate the Green’s functions G0. As in the main body of the text, we take the
thermal state as the initial one. We obtain
iGT0 (k, t− t′) = 〈T [bˆk(t)bˆ†k(t′)]〉 = ((nk + 1)θ(t− t′) + nkθ(t′ − t)) e−iωk(t−t
′)
iG<0 (k, t− t′) = 〈bˆ†k(t′)bˆk(t)〉 = nke−iωk(t−t
′)
iG>0 (k, t− t′) = 〈bˆk(t)bˆ†k(t′)〉 = (nk + 1)e−iωk(t−t
′) (A.9)
iGT˜0 (k, t− t′) = 〈T˜ [bˆk(t)bˆ†k(t′)]〉 = (nkθ(t− t′) + (nk + 1)θ(t′ − t)) e−iωk(t−t
′)
where nk = 〈bˆ†kbˆk〉 = 1exp(βh¯ωk)−1 is the thermal mode occupation. Now we substitute
into (A.8) the G0 functions given by (A.9) to obtain
ΣR(k, t) = − θ(t) i
V
∑
k1
(
2U2(k,k1,k− k1)(nk1 + nk−k1 + 1)e−i(ωk1+ωk−k1 )t
+ 4U2(k,k1,k+ k1)(nk1 − nk+k1)e−i(ωk+k1−ωk1 )t
)
(A.10)
The above can be rewritten as
ΣR(k, t) = −2if(k, t)e−iωktθ(t) (A.11)
where
f(k, t) =
1
V
∑
k1
(
U2(k,k1,k− k1)(nk1 + nk−k1 + 1)ei(ωk−ωk1−ωk−k1 )t
+ 2U2(k,k1,k+ k1)(nk1 − nk+k1)ei(ωk+ωk1−ωk+k1 )t
)
. (A.12)
Proceeding in the same way one obtains
ΣA(k, t) = 2if(k, t)e−iωktθ(−t) (A.13)
and
ΣK(k, t) = −ie
−iωkt
V
(A.14)∑
k1
(
2U2(k,k1,k− k1)(2nk1nk−k1 + nk1 + nk−k1 + 1)ei(ωk−ωk1−ωk−k1 )t
+ 4U2(k,k1,k+ k1)(2nk1nk+k1 + nk1 + nk+k1)e
i(ωk+ωk1−ωk+k1 )t
)
(A.15)
Let us additionally calculate GR,A,K0 which are needed in the main body of the text.
Inserting (A.9) into (A.4) we get
iGR0 (k, t− t′) = θ(t− t′)e−iωk(t−t
′)
iGA0 (k, t− t′) = −θ(t′ − t)e−iωk(t−t
′) (A.16)
iGK0 (k, t− t′) = (2nk + 1)e−iωk(t−t
′).
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Appendix A.3. Derivation of the γk and ∆k coefficients
Now we integrate ΣR,A given by (A.11) and (A.13) over time. We obtain∫
dtΣR(k, t)eiωkt = − 2i
∫ ∞
0
dt f(k, t)∫
dtΣA(k, t)eiωkt = 2i
∫ 0
−∞
dt f(k, t).
Inserting (A.12) we obtain∫
dtΣR(k, t)eiωkt = ∆k − iγk (A.17)∫
dtΣA(k, t)eiωkt = ∆k + iγk
where
∆k = 2
∫ ∞
0
dt Im(f(k, t)) γk = 2
∫ ∞
0
dtRe(f(k, t)). (A.18)
Look at the formula for γk in more detail. From (A.12) and (A.18) we obtain
γk =
2π
V
∑
k1
(
U2(k,k1,k− k1)(nk1 + nk−k1 + 1)δ(ωk − ωk1 − ωk−k1)
+ 2U2(k,k1,k+ k1)(nk1 − nk+k1)δ(ωk + ωk1 − ωk+k1)
)
. (A.19)
To calculate the γk coefficient we use the thermodynamic limit i.e. we we substitute the
sum by an integral 1
V
∑
k1
→ 1
(2pi)3
∫
dk1. After this substitution we obtain the formula
for the γk coefficient which is the same as the expressions given in [16, 24].
Now consider the time integral over ΣK given by (A.15):∫
dtΣK(k, t)eiωkt = −i 1
V∑
k1
(
2U2(k,k1,k− k1)(2nk1nk−k1 + nk1 + nk−k1 + 1)2πδ(ωk − ωk1 − ωk−k1)
+ 4U2(k,k1,k+ k1)(2nk1nk+k1 + nk1 + nk+k1)2πδ(ωk + ωk1 − ωk+k1)
)
Now we use the property of the thermal mode occupation
(2nk1nk−k1 + nk1 + nk−k1 + 1)δ(ωk − ωk1 − ωk−k1)
= (2nk + 1)(nk1 + nk−k1 + 1)δ(ωk − ωk1 − ωk−k1)
(2nk1nk+k1 + nk1 + nk+k1)δ(ωk + ωk1 − ωk+k1)
= (2nk + 1)(nk1 − nk+k1)δ(ωk + ωk1 − ωk+k1)
to obtain ∫
dtΣK(k, t)eiωkt = −2iγk(2nk + 1). (A.20)
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Appendix B. Keldysh formalism in the parametric amplification case
The Hamiltonian H0 given by equation (8) has terms bˆkbˆ−k. As a consequence we deal
with non-zero observables 〈bˆkbˆ−k〉 and 〈bˆ†kbˆ†−k〉. So we need to define a new type of
Green’s function
iG12(k, t, t
′) = 〈TC [bk(t)b−k(t′)]〉
iG21(k, t, t
′) = 〈TC [b†−k(t)b†k(t′)]〉
which together with the standard one
iG11(k, t, t
′) = 〈TC [bk(t)b†k(t′)]〉
define our system. Note that here we deal with the Keldysh contour and the time
ordering operator TC on that contour. The Dyson equation take now the matrix form
G(k, t, t′) = G0(k, t, t
′) +
∫
C
dt1dt2G0(k, t, t1)Σ(k, t1, t2)G(k, t2, t
′) (B.1)
where G and Σ matrices are given by equation (28) and (29) respectively. The Dyson
equation (B.1) involves the Keldysh contour. As in the previous case we move to two
parts of the contour and define T,<,>, T˜ Green’s function. For example
iGT (k, t, t′) =
(
iGT11 iG
T
12
iGT21 iG
T
22
)
(k, t, t′)
=
( 〈T [bk(t)b†k(t′)]〉 〈T [bk(t)b−k(t′)]〉
〈T [b†−k(t)b†k(t′)]〉 〈T [b†−k(t)b−k(t′)]〉
)
.
To proceed with the Keldysh method in the parametric amplification case we must
show that (A.3) is for G0, G and Σ matrix functions. It is easy to check that this is
indeed the case for G0, G. We need to show the property
ΣT +ΣT˜ = Σ> +Σ<. (B.2)
In the scalar case it was shown in [18]. The authors do not know if such proof is correct
in the matrix case. However, we show that it holds in second order perturbation theory
in a certain approximation. We analyze the self energy matrix. First we concentrate on
the anti-diagonal term Σ12. In second order perturbation theory it reads
Σ12(k, t1, t2) =
i
V
∑
k1
(
2U2(k,k1,k− k1)G0,12(k1, t1, t2)G0,12(k− k1, t1, t2)
+ 4U2(k,k1,k+ k1)G0,12(k+ k1, t1, t2)G0,21(−k1, t1, t2)
)
(B.3)
It contains anti-diagonal Green’s functions G0,12 and G0,21. But according to the
assumption stated in Section 4 the annihilation operators of all the modes, while
contributing to the self energy functions, undergo evolution bˆk(t) = bˆk(0)e
−iωkt. For
such evolution G0,12(k, t) = G0,21(k, t) = 0 and as a consequence Σ12 = 0. The same
reasoning applies to Σ21. Now we move to Σ11. One can show that in the second order
perturbation it is given by
Σ11(k, t1, t2) =
i
V
∑
k1
(
2U2(k,k1,k− k1)G0,11(k1, t1, t2)G0,11(k− k1, t1, t2)
+ 4U2(k,k1,k+ k1)G0,11(k+ k1, t1, t2)G0,11(k1, t2, t1)
)
(B.4)
The influence of interaction between quasiparticles on parametric resonance. . . 18
and has exactly the same form as Σ(k, t1, t2) given by equation (A.7). The evolution of
mode operators is the same as in the scalar case which means that G0,11 above is equal
to G0 appearing in (A.7). As a result we simply have Σ11(k, t1, t2) = Σ(k, t1, t2). Then
(A.3) gives
ΣT11 + Σ
T˜
11 = Σ
>
11 + Σ
<
11. (B.5)
From relation Σ22(k, t, t
′) = Σ11(−k, t′, t) we obtain
ΣT,T˜ ,>,<22 (k, t, t
′) = ΣT,T˜ ,<,>11 (−k, t′, t), (B.6)
which together with (B.5) gives
ΣT22 + Σ
T˜
22 = Σ
>
22 + Σ
<
22.
As a result we find that the property given by equation (B.2) holds. Proceeding in the
same way as in the scalar case we define R, A and K components of G0, G and Σ
matrix function using (A.4). In the scalar case the Dyson equations (A.5) and (A.6)
are derived from (A.2) by changing the Keldysh time contour into a single time axis.
As this change deals only with time arguments, the Dyson equations in the matrix case
shall be the same as in the scalar case i.e.
GR,A = GR,A0 +G
R,A
0 Σ
R,AGR,A (B.7)
GK = (1 +GRΣR)GK0 (1 +Σ
AGA) +GRΣKGA. (B.8)
We now derive the ΣR = ΣT − Σ< matrix. Using the definition of T and < we
obtain
ΣT (k, t1, t2) =
(
ΣT11(k, t1, t2) 0
0 ΣT22(k, t1, t2)
)
=
(
ΣT11(k, t1, t2) 0
0 ΣT11(−k, t2, t1)
)
and
Σ<(k, t1, t2) =
(
Σ<11(k, t1, t2) 0
0 Σ<22(k, t1, t2)
)
=
(
Σ<11(k, t1, t2) 0
0 Σ>11(−k, t2, t1)
)
.
Note that in the above Σ<22(k, t1, t2) = Σ
>
11(−k, t2, t1). As a result we obtain
ΣR(k, t1, t2) =
(
ΣR11(k, t1, t2) 0
0 ΣA11(−k, t2, t1)
)
.
Proceeding in the same way we obtain
ΣA(k, t1, t2) =
(
ΣA11(k, t1, t2) 0
0 ΣR11(−k, t2, t1)
)
and
ΣK(k, t1, t2) =
(
ΣK11(k, t1, t2) 0
0 ΣK11(−k, t2, t1)
)
.
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The same applies to the GR,A,K function which reads
GR,A,K(k, t1, t2) =
(
GR,A,K11 (k, t1, t2) G
R,A,K
12 (k, t1, t2)
GR,A,K21 (k, t1, t2) G
R,A,K
22 (k, t1, t2)
)
=
(
GR,A,K11 (k, t1, t2) G
R,A,K
12 (k, t1, t2)
GR,A,K21 (k, t1, t2) G
A,R,K
11 (−k, t2, t1)
)
Note that in the above GR,A,K22 (k, t1, t2) = G
A,R,K
11 (−k, t2, t1) which comes directly from
the definitions. Now we analyse approximation (20) in matrix case. It takes the form(
ΣR,A,K11 (k, t)e
iωkt 0
0 ΣR,A,K22 (k, t)e
−iωkt
)
= δ(t)
∫
dτ
(
ΣR,A,K11 (k, τ)e
iωkτ 0
0 ΣA,R,K11 (−k,−τ)e−iωkτ
)
. (B.9)
Let us now use the fact that Σ11 given by equation (B.4) is equal to Σ given by equation
(A.7) as we discussed above. Then ΣR,A,K11 = Σ
R,A,K given by equations (A.11), (A.13)
and (A.15). Thus the time integrals present in (B.9) can be directly connected to
integrals in (A.17) and (A.20) leading to(
ΣR11(k, t)e
iωkt 0
0 ΣR22(k, t)e
−iωkt
)
= δ(t)
(
∆k − iγk 0
0 ∆k + iγk
)
,
(
ΣA11(k, t)e
iωkt 0
0 ΣA22(k, t)e
−iωkt
)
= δ(t)
(
∆k + iγk 0
0 ∆k − iγk
)
,
and (
ΣK11(k, t)e
iωkt 0
0 ΣK22(k, t)e
−iωkt
)
= δ(t)(−2i)γk(nk + 1)
(
1 0
0 1
)
.
Appendix B.1. Green’s function G0
The evolution of annihilation operators due to Hamiltonian (8) is given by (7). We
rewrite it as
bˆk(t) = A(∆, t)bˆk(0)e
−iωt +B(∆, t)bˆ†−k(0)e
−iωt
where
A(∆, t) = coshΩt+ i
∆
Ω
sinhΩt B(∆, t) = −i δ
Ω
sinhΩt
and ∆ = ω − ωk, Ω =
√
δ2 −∆2. The matrix Green’s function G0 corresponding to
that evolution is given by
iGR0 (k, t, t
′) =
(
AR(∆, t, t
′) BR(∆, t, t
′)
−B∗R(∆, t, t′) −AR(∆, t′, t)
)
θ(t− t′)
iGA0 (k, t, t
′) =
( −AR(∆, t, t′) −BR(∆, t, t′)
B∗R(∆, t, t
′) AR(∆, t
′, t)
)
θ(t′ − t)
The influence of interaction between quasiparticles on parametric resonance. . . 20
where
AR(∆, t, t
′) =
A(∆, t− t′)e−iω(t−t′)θ(t)θ(t′) + A(∆, t)e−iωt+i(ω−∆)t′θ(t)θ(−t′)
+A∗(∆, t′)θ(t′)θ(−t)eiωt′−i(ω−∆)t + e−i(ω−∆)(t−t′)θ(−t)θ(−t′)
BR(∆, t, t
′) =
−B(∆, t− t′)e−iω(t+t′)θ(t)θ(t′)− B(∆, t)e−i(ωt+(Ω−∆)t′)θ(t)θ(−t′)
+B(t′)θ(t′)θ(−t)e−i(ωt′+(ω−∆)t)
Additionally
iGK0 (k, t, t
′) =
(
AK(∆, t, t
′) BK(∆, t, t
′)
B∗K(∆, t, t
′) AK(∆, t
′, t)
)
where
AK(∆, t, t
′) = (2nk + 1)(
(A(∆, t)A∗(∆, t′) +B(∆, t)B∗(∆, t′)) e−iω(t−t
′)θ(t)θ(t′)
+ A(∆, t)e−i(ωt−(ω−∆)t
′)θ(t)θ(−t′) + A∗(∆, t′)e−i((ω−∆)t−ωt′)θ(−t)θ(t′)
+ e−i(ω−∆)(t−t
′)θ(−t)θ(−t′)
)
BK(∆, t, t
′) = (2nk + 1)(
(A(∆, t)B(∆, t′) +B(∆, t)A(∆, t′)) e−iω(t+t
′)θ(t)θ(t′)
+ B(∆, t)e−i(ωt+(ω−∆)t
′)θ(t)θ(−t′) +B(∆, t′)e−i((ω−∆)t+ωt′)θ(−t)θ(t′)
)
.
Appendix B.2. Number squeezing parameter
Below we derive the number squeezing parameter given in Section 4. In the system we
have the symmetry of the state with respect to the change k→ −k which implies that
nk(t) = n−k(t) and
〈
(
bˆ†
k
bˆk − bˆ†−kbˆ−k
)2〉 = 〈bˆ†
k
bˆkbˆ
†
k
bˆk + bˆ
†
−kbˆ−kbˆ
†
−kbˆ−k〉 − 〈bˆ†kbˆkbˆ†−kbˆ−k + bˆ†−kbˆ−kbˆ†kbˆk〉
= 2
(
〈bˆ†
k
bˆkbˆ
†
k
bˆk〉 − 〈bˆ†kbˆkbˆ†−kbˆ−k〉
)
.
In the lowest order of approximation when using the Wick theorem we have
〈bˆ†
k
bˆkbˆ
†
k
bˆk〉 ≃ nk(t)(2nk(t) + 1)
〈bˆ†
k
bˆkbˆ
†
−kbˆ−k〉 ≃ nk(t)n−k(t) + 〈bˆkbˆ−k〉〈bˆ†kbˆ†−k〉.
As bˆk(t) commutes with bˆ−k(t) we have 〈bˆk(t)bˆ−k(t)〉 = iG>12(k, t, t) = iG<12(k, t, t) Since
GK12 = G
>
12 +G
<
12 we get
〈bˆk(t)bˆ−k(t)〉 = 1
2
iGK12(k, t, t).
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Proceeding the same way we obtain
〈bˆ†
k
(t)bˆ†−k(t)〉 =
1
2
iGK21(k, t, t).
As a result the numerator of the s parameter takes the form
〈∆nˆ2
k
(t)〉 = 2
(
nk(t)(nk(t) + 1)− 1
4
(
iGK12(k, t, t)
) (
iGK21(k, t, t)
))
=
1
2
(
(2nk + 1)
2 2e
−2γktγkδ sinh(2δt) + e
−4γktδ2 − γ2k
δ2 − γ2k
− 1
)
where we have used equations (34), (35) and (36).
Appendix B.3. Justification of the Wick decomposition
In Section 4 the following quantities we needed
〈bˆ†
k
(t)bˆk(t)bˆ
†
k
(t)bˆk(t)〉 〈bˆ†k(t)bˆk(t)bˆ†−k(t)bˆ−k(t)〉.
The above can be rewritten as
〈bˆ†
k
(t)bˆ†
k
(t)bˆk(t)bˆk(t)〉+ 〈bˆ†k(t)bˆk(t)〉 〈bˆ†k(t)bˆ†−k(t)bˆk(t)bˆ−k(t)〉.
The way to calculate them in a perturbative manner via quantum field theory methods
is described in [20]. Here we shall describe it briefly. We proceed in the same way as
when calculating one body observables such as Green’s function. So we take in the
above quantities different times and apply the time ordering operator i.e.
〈T [bˆk(t3)bˆk(t4)b†k(t1)bˆ†k(t2)]〉
We proceed in the same way as when calculating the one body Green’s function i.e.
expanding the above into Feynmann diagrams. Unlike the diagrams for the one body
Green’s function, all these diagrams have four external lines: two incoming which we
call 1 and 2 and two out-coming 3 and 4. While calculating the above observable we
need to consider only connected diagrams as in the one body case. All the connected
diagrams can be divided into two groups. First group contains the diagrams in which
points 1 and 3 as well as points 2 and 4, are connected by a sequence of pairings, while
the points 1 and 2, 1 and 4, 2 and 3, 3 and 4 are isolated from each other. Such diagrams
decompose into two separate parts which are not connected to by any lines. Moreover,
we assign to the same group all diagrams in which 1 is connected to 4 and 2 to 3, while
1 and 2, 1 and 3, 3 and 4, 2 and 4 are not connected. It is not hard to see that all such
diagrams give
G(k, t3, t1)G(k, t4, t2) +G(k, t4, t1)G(k, t3, t2)
This part gives the Wick theorem decomposition
〈bˆ†
k
(t)bˆ†
k
(t)bˆk(t)bˆk(t)〉 → 2〈bˆ†k(t)bˆk(t)〉2
〈bˆ†
k
(t)bˆ†−k(t)bˆk(t)bˆ−k(t)〉 → 〈bˆ†k(t)bˆk(t)〉2 + |〈bˆk(t)bˆ−k(t)〉|2
The other group of diagrams consists of the set of diagrams which do not decompose
into separate parts. In the case of Hamiltonian (17) such diagrams are proportional to
1/V .
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