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STRUCTURABLE TORI
BRUCE ALLISON, JOHN FAULKNER, AND YOJI YOSHII
Dedicated to the memory of Professor Issai Kantor
Abstract. The classification of structurable tori with nontrivial involution,
which was begun by Allison and Yoshii, is completed. New examples of struct-
urable tori are obtained using a construction of structurable algebras from a
semilinear version of cubic forms satisfying the adjoint identity. The classifi-
cation uses techniques borrowed from quadratic forms over Z2 and from the
geometry of generalized quadrangles. Since structurable tori are the coordi-
nate algebras for the centreless cores of extended affine Lie algebras of type
BC1, the results of this paper provide a classification and new examples for
this class of Lie algebras.
1. Introduction
The purpose of is to complete the classification of structurable tori with nontriv-
ial involution begun in [AY]. Structurable algebras are (in general nonassociative)
algebras with involution that are defined by an identity that is needed for their use
in the construction of 5-graded Lie algebras [K2, A2]. If Λ is a finitely generated
abelian group, a structurable Λ-torus is a Λ-graded structurable algebra with the
property that any nontrivial homogeneous component of A is spanned by an invert-
ible element (as well as the convenient assumption that the support of A generates
the group Λ).
Structurable tori with nontrivial involution arise as coordinate algebras of cen-
treless cores of extended affine Lie algebras of type BC1. The class of extended
affine Lie algebras (EALAs) is an axiomatically defined class of Lie algebras over
a field of characteristic 0 that contains finite dimensional split simple Lie algebras
(the nullity 0 EALAs) and affine Kac-Moody Lie algebras (the nullity 1 EALAs) as
motivating examples. Any EALA E has two compatible gradings, one by a finitely
generated abelian group Λ (whose rank is called the nullity of E) and the other by
a finite root system (whose type is called the type of E). Also, the structure of an
EALA E is determined by the structure of its centreless core Ecc, in the sense that
there is a general construction that produces all EALAs with a given centreless core
[N]. For a EALA E of type BC1, it is shown in [AY] that Ecc can be constructed
from a structurable Λ-torus with nontrivial involution using a Lie algebra construc-
tion due to Issai Kantor [K2]. (The result in [AY] is stated over a field C of complex
numbers, but the same proof works for any field of characteristic 0.) Hence, our
classification of structurable tori with nontrivial involution gives a corresponding
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classification of the centreless cores of EALAs of type BC1. Previously, the classi-
fication of the centreless cores over C had been completed for all types except BCr
[BGK, BGKN, Y1, AG]. So this paper, combined with the work in [F2] on type
BC2 and the work in [ABG] on type BCr (r ≥ 3), completes the classification of
the centreless cores of EALAs over C. (We note that the terminology for EALAs
has not fully stabilized. We are using the term EALA in the sense of [N] where the
base field is an arbitrary field of characteristic 0. Over C these form a slightly more
general class of algebras than the class of tame EALAs studied earlier in [AABGP],
but the centreless cores obtained from algebras in the two classes coincide. Also,
EALAs in the sense of [N] coincide with tame EALAs of finite null rank studied
recently in [MY].)
We now outline the contents of this paper in more detail. Since composition
algebras will appear frequently in our constructions, we begin in §2 by recalling
some basic definitions and facts about composition algebras. Then, in §3, we recall
the definition and give some examples of structurable algebras and structurable tori.
If the involution is trivial, a structurable torus is a Jordan torus and these were
classified by Yoshii [Y1]. The remaining tori divide naturally into three classes: I,
II, and III, and we recall that trichotomy from [AY] in §4.
In §5, we classify structurable tori of class I. These are the tori generated by the
skew elements. We introduce maps ε measuring skewness, β measuring commuta-
tivity, and α measuring associativity. Indeed, β and α are multiplicative versions
of the commutator and the associator. We show that ε is roughly (a multiplicative
version of) a quadratic form on a Z2-vector space with polarization β. In the asso-
ciative case, this is precisely correct and allows a classification of tori directly from
the classification of quadratic forms over Z2. In the nonassociative case, although
ε is not a quadratic form, we are able to use similar methods to obtain the clas-
sification. The main result of the section, which was announced without proof in
[AFY], states roughly that a torus of class I is the tensor product of composition
algebras over the algebra of Laurent polynomials.
In §6, we briefly recall from [AY] the classification of structurable tori of class II.
These are all constructed from a diagonal graded hermitian form over a class I
associative torus B with involution. We include this result since we now better
understand the possibilities for B (in view of our work in §5) and since we need the
construction using hermitian forms in any case to obtain some of the tori of class
III (the class III(a) tori).
To prepare for the classification of tori of class III, we introduce in §7 a semilin-
ear version of cubic forms satisfying the adjoint identity. We show that they can
be used to construct certain structurable algebras. We connect this construction
with previous constructions of structurable algebras known as the Cayley-Dickson
process and the 2 × 2 matrix algebra construction. This section is written so that
it can be read independently of the rest of the paper, since we believe that the
material is of interest by itself in the theory of structurable algebras.
In §8, we associative a geometry I to a class III torus A. The incidence structure
in I is defined to encode the multiplication of homogeneous components in A.
Properties of the geometry I give a natural subdivision of class III into III(a),
III(b), and III(c). In class III(b), I turns out to be a generalized quadrangle of
order (2, t). Although in the end we made no use of that fact, it did guide our
thinking in developing geometric properties.
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In §9, we use a recognition theorem from [AY] to show that all tori of class III(a)
are constructed from a diagonal hermitian form over the quaternion algebra with
nonstandard involution over the algebra of Laurent polynomials.
In §10, we classify tori of class III(b). We see that any such torus can be con-
structed using the Cayley-Dickson doubling process from a Jordan torus of degree
4 over the algebra of Laurent polynomials.
In the final three sections we turn our attention to class III(c) which we show
contains precisely two examples. These examples are obtained using the construc-
tion in §7 of a structurable algebra from a cubic form. The cubic form is defined on
the space H(C3) of 3× 3-hermitian matrices over C, where C is either a quaternion
torus or an octonion torus. The first of the three sections contains two preparatory
lemmas on H(C3), and the last two contain the construction and classification of
class III(c) tori.
For ease of future reference, the classification theorems in this paper, Theorem
5.19 for class I, Theorem 6.2 for class II, Theorem 9.1 for class III(a), Theorem 10.6
for class III(b), and Theorem 13.3 for class III(c), are presented to stand alone as
much as possible. We note also that the tori of class III(a) that are not associative,
as well as the tori of class III(b) and III(c), are new in this work. As discussed above,
each of these new structurable tori in turn determines a new family of EALAs of
type BC1.
Throughout the paper, we assume that F is a field of characteristic 6= 2 or 3.
(Including the positive characteristic case requires no additional work.)
2. Composition algebras
At several points in this work, we will make use of composition algebras to
construct examples. In this section, we recall some of the basic definitions and
facts that we will need about composition algebras. We first fix some terminology
and notation for algebras.
By an algebra, we mean a (not necessarily associative) unital algebra A over F .
If A is an algebra and x, y, z ∈ A, we use the notation [x, y] = xy − yx and
(x, y, z) = (xy)z − x(yz) for the commutator and associator. If x ∈ A, we define
endomorphisms Lx and Rx of A by Lxy = xy and Rxy = yx.
An algebra with involution is a pair (A, ∗) consisting of an algebra A with an
anti-automorphism ∗ of period 2. When no confusion will result, we usually denote
an algebra with involution (A, ∗) simply by A. For σ = ± we let
Aσ = {x ∈ A : x
∗ = σx},
and we call elements of A− (resp. A+) skew (resp. hermitian). We define the centre
of the algebra with involution A to be
Z(A) := {z ∈ A+ : [z,A] = (z,A,A) = (A, z,A) = (A,A, z) = 0}. (1)
If A is a commutative algebra, then the identity map is an involution on A called
the trivial involution.
For the rest of this section, assume that K is a commutative associative algebra
over F .
If U is a K-module, then a map q : U→ K is called a quadratic form over K if
q(ra) = r2q(a) for r ∈ K, a ∈ U, and if f(a, b) := q(a + b) − q(a) − q(b) defines a
K-bilinear map f : U×U→ K called the linearization of q. In that case, q is said
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to be nondegenerate if f is nondegenerate (f(a,U) = 0 =⇒ a = 0 for a ∈ U). It is
usual to abuse notation and denote the linearization of a quadratic form q by q.
Recall [Mc, p.156] that a composition algebra over K is an algebra C over K
with a nondegenerate quadratic form n : C → K, called the norm, which permits
composition:
n(1) = 1 and n(ab) = n(a)n(b), for a, b ∈ C.
We then define the trace t : C→ K by t(a) = n(a, 1). It is known [Mc, p.156] that
the map ¯ : C→ C defined by
a¯ = t(a)1− a
is an involution over K called the canonical involution on C. Unless mentioned to
the contrary, we will always regard a composition algebra as an algebra with invo-
lution using the canonical involution. It also known [ibid] that C is an alternative
algebra and that n(a)1 = aa¯ = a¯a. Therefore, a ∈ C is invertible if and only if
n(a) is invertible in K, in which case a−1 = n(a)−1a¯. Also, we have n(a¯) = n(a),
t(a¯) = t(a) and
n(a, b) = t(ab¯).
Further,
t((ab)c) = t(a(bc)),
so we can write t(abc) = t((ab)c). Also, alternativity shows that (ab)c = 1 if and
only if a(bc) = 1, which we can thus write as abc = 1. Finally, if abc = 1, then
bca = cab = 1.
To construct examples of composition algebras we recall the classical Cayley-
Dickson process. (See for example [BGKN, §1] or [Mc, pp. 160-163]). If D is an
algebra with involution ¯, and µ is a unit in the centre of D, we let
CD(D, µ) = D⊕ uD
be the algebra with involution whose product and involution are defined by
(a+ ub)(c+ ud) = (ac+ µdb¯) + u(a¯d+ cb) and a+ ub = b¯− ub. (2)
If µ1, µ2, µ3 are units in K, we can iterate the CD-process starting at K with
the trivial involution ¯. We successively construct algebras with involution:
K,
CD(K,µ1) = K ⊕ x1K,
CD(K,µ1, µ2) = CD(CD(K,µ1), µ2) = CD(K,µ1)⊕ x2CD(K,µ1),
CD(K,µ1, µ2, µ3) = CD(CD(K,µ1, µ2), µ3)
= CD(K,µ1, µ2)⊕ x3 CD(K,µ1, µ2).
(3)
It is well known (see for example the argument in [S, p. 58]) that these algebras
are composition algebras over K with norm defined by n(a) = aa¯ and that their
involution (defined in (2)) is the canonical involution. The first two of these alge-
bras are commutative and associative, the second is associative and the last is al-
ternative. They haveK-bases {1}, {1, x1}, {1, x1, x2, x2x1} and {1, x1, x2, x2x1, x3,
x3x1, x3x2, x3(x2x1)} respectively; and they have generating sets {1}, {x1}, {x1, x2}
and {x1, x2, x3} respectively as algebras over K. The elements in these generat-
ing sets are called canonical generators and they satisfy x2i = µi, xixj = −xjxi
for i 6= j and (xixj)xk = −xi(xjxi) for i, j, k 6=. The algebras with involution
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CD(K,µ1, µ2) and CD(K,µ1, µ2, µ3) are called quaternion and octonion algebras
over K respectively.
The theorem of Hurwitz [S, Theorem 3.25] tells us that if K is a field, every
composition algebra over K is obtained as in the previous paragraph. In particular,
the 2-dimensional composition algebras over F are the algebras E over F that have
a basis 1, e satisfying e2 ∈ F×. In that case the canonical involution of E is the
automorphism σE satisfying σE(e) = −e. There are only two possibilities for a
2-dimensional composition algebra E: either E/F is a quadratic field extension
and σE generates the Galois group of E/F , or E is isomorphic to E = F ⊕ F with
the exchange involution. In the second case we say that E is split.
3. Structurable algebras and tori
In this section, we recall the definition and give some examples of structurable
tori. We first recall some terminology and notation for graded algebras.
Assume that Λ is an arbitrary abelian group. A vector space V over F is graded
by Λ if V =
⊕
λ∈Λ V
λ, where Vλ is a subspace of V for λ ∈ Λ. If M is a subgroup
of Λ, let
V
M :=
⊕
λ∈M
V
λ,
an M -graded space. The support of V is
supp(V) := {λ ∈ Λ : Vλ 6= 0}.
V is said to be finely graded if dim(Vλ) = 1 for all λ ∈ supp(V).
Two gradings of V by abelian groups Λ and Λ′ are isomorphic gradings if there
is a group isomorphism θ : Λ → Λ′ with Vλ = Vθ(λ). More generally, an isograded
isomorphism is a linear isomorphism ϕ : V → W with ϕ(Vλ) = Wθ(λ), where V is
Λ-graded, W is Λ′-graded, and θ : Λ→ Λ′ is a group isomorphism. In this case, we
write V ≃ig W. If Λ = Λ′ and θ = id, this reduces to the usual notion of a graded
isomorphism, and we write V ≃Λ W.
A graded algebra is an algebra A which is a graded space with AλAµ ⊂ Aλ+µ.
For a graded algebra with involution, we also require the involution to be a graded
vector space isomorphism; i.e. (Aλ)∗ = Aλ. In that case, the subspaces A+ and A−
are graded subspaces of A. Moreover, if A is a finely graded algebra with involution
then x∗ = ±x for each homogeneous element x of A.
We extend the notions of isograded isomorphism and graded isomorphism to iso-
morphisms of graded algebras and isomorphisms of graded algebras with involution
in the obvious fashion. If A and A′ are graded algebras with involution, we write
A ≃ig A′ to mean that A and A′ are isograded isomorphic as algebras with invo-
lution. (If we mean that A and A′ are isograded isomorphic as algebras without
involution, we will say this specifically.)
Next we recall [A1, (3) and Corollary 5]1 that a structurable algebra is a (unital)
algebra A with an involution ∗ satisfying
{xy{zwq}} − {zw{xyq}} = {{xyz}wq} − {z{yxw}q}
where
{xyz} := (xy∗)z + (zy∗)x− (zx∗)y.
1In [A1] there is an overriding assumption that algebras are finite dimensional. However that
assumption is not used in the sections (1–5 and 8(iii)) of [A1] that we use in the infinite dimensional
setting.
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Examples of structurable algebras include associative algebras with involution, al-
ternative algebras with involution and Jordan algebras with the trivial involution
[A1, Theorem 13]. In fact, unless stated to the contrary, we will regard Jordan
algebras as algebras with the trivial involution, and hence as structurable algebras.
As the term suggests, a Λ-graded structurable algebra is a Λ-graded algebra with
involution A such that A is structurable.
Suppose that A is a finely Λ-graded structurable algebra. A homogeneous ele-
ment x of A is said to be invertible if there exists x−1 ∈ A so that
xx−1 = x−1x = 1 and [Lx, Lx−1 ] = [Rx, Rx−1 ] = 0.
In that case, x−1 is unique and if x ∈ Aλσ, where λ ∈ Λ, σ = ±, we have x
−1 ∈ A−λσ .
[AY, Prop. 3.1] . We call x−1 the inverse of x.
Remark 3.1. Suppose that A is a finely Λ-graded structurable algebra, and let x
be a homogeneous element of A.
(a) To check that x is invertible with inverse y, it is sufficient to check that
xy = 1 and that [Lx, Ly] = 0. Indeed, in that case, we have yx = LyLx1 =
LxLy1 = xy = 1. Also, conjugating the equality [Lx, Ly] = 0 by the involution,
we get [Rx, Ry] = 0.
(b) x is invertible if and only if there exists an element xˆ inA such that {x, xˆ, z} =
z for all z ∈ A. (Elements x with the latter property are said to be conjugate
invertible.) In that case, xˆ is unique and xˆ = εx−1, where x∗ = εx with ε = ±1
[AY, Prop. 3.1].
(c) If x = s is skew, then s is invertible if and only if Ls (or equivalently Rs) is
invertible, in which case L−1s = Ls−1 and R
−1
s = Rs−1 [AY, Lemma 2.9]. Moreover,
in that case sw is invertible for any invertible homogeneous element w of A (by (b)
and [AH, Prop. 8.2 and Theorem 11.4]).
(d) If A is associative, alternative or Jordan, then the notion of invertibility used
here coincides with the usual notion.
Definition 3.2. A structurable Λ-torus is a Λ-graded structurable algebra A sat-
isfying
(ST1) A is a finely graded.
(ST2) Each nonzero homogeneous element of A is invertible.
(ST3) Λ is generated as a group by supp(A).
Remark 3.3. If A is a structurable Λ-torus and M is a subgroup of Λ, then AM
is clearly a subalgebra of A satisfying (ST1) and (ST2). Thus, if M is generated
by supp(AM ), then AM is a structurable M -torus. In particular, if supp(A) = Λ,
then AM is a structurable torus for any subgroup M of Λ.
Remark 3.4. If A is a structurable Λ-torus and x is a nonzero homogeneous
element of A, then the (unital) subalgebra of A that is generated by x and x−1 is
commutative and associative [AY, Corollary 7.8]. Hence, the powers xk for k ∈ Z
are all nonzero.
Examples of structurable Λ-tori include Λ-graded associative algebras with in-
volution satisfying (ST1)–(ST3), Λ-graded alternative algebras with involution sat-
isfying (ST1)–(ST3), and Λ-graded Jordan algebras (with the trivial involution)
satisfying (ST1)–(ST3) [AY, Examples 4.2 and 4.3]. These are called respectively
associative Λ-tori with involution, alternative Λ-tori with involution and Jordan
Λ-tori.
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More specifically we have the following basic examples:
Example 3.5. Let
P(n) := F [t±11 , . . . , t
±1
n ]
be the algebra of Laurent polynomials over F , where n ≥ 0. We call the elements
t1, . . . , tn canonical (Laurent) generators for P(n). The algebra P(n) has a unique
Z
n-grading so that deg(ti) = εi for each i, where {ε1, . . . , εn} is the standard basis
for Zn. Then P(n) is a commutative associative Zn-torus with trivial involution,
and hence a structurable Zn-torus with trivial involution. (If n = 0, then Z0 = 0
and P(0) = F .)
Example 3.6. ([BGKN, §1]) Suppose that n = 1, 2, 3, and let
C(n) := CD(P(n), t1, . . . tn).
We give the algebra C(n) the canonical Zn-grading by assigning the degrees in the
standard basis ε1, . . . , εn to the canonical generators x1, . . . , xn of C(n) (in order).
We use the notation C(n) for (C(n), ♮), where ♮ is the canonical involution (satisfying
x♮i = −xi). We also set
C(0) = F
(where, as in Example 3.5, we regard F as an algebra with trivial involution graded
by the trivial group Z0 = 0). Then, C(n) is an alternative Zn-torus with involution
and hence it is a structurable Zn-torus for n = 0, 1, 2, 3.
Example 3.7. The graded algebra C(2) described in Example 3.6 also has the
involution ∗m, called the main involution, that fixes the canonical generators. We
use the notation C∗(2) for (C(2), ∗m). Then C∗(2) is a structurable Z2-torus.
Remark 3.8. Unless indicated to the contrary, we will regard P(n), C(n) and (if
n = 2) C∗(2) as Z
n-graded algebras with involution as above. However it is occa-
sionally convenient to grade these algebras with involution by a free abelian group
Λ with basis λ1, . . . , λn by assigning the degree λi to the i
th canonical generator.
In that case, we say that P(n), C(n) or C∗(2) has the Λ-grading determined by the
basis λ1, . . . , λn.
Remark 3.9. We sometimes refer to associative Λ-tori (without involution). By
definition these are Λ-graded associative algebras (without involution) satisfying
(ST1)–(ST3).
4. Classes I, II and III
For the remainder of this paper, we assume that Λ is a free abelian group of
finite rank.
In [AY], structurable tori with nontrivial involution were placed into 3 classes I,
II and III. To recall that trichotomy, we introduce some notation.
Suppose that A is a structurable Λ-torus. Let
S = S(A) := supp(A)
and
Sσ = Sσ(A) := supp(Aσ) = {λ ∈ S : A
λ ⊂ Aσ}.
We also set
Λ− = Λ−(A) := 〈S−〉 ,
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the subgroup generated by S−. Next let
Z = Z(A)
be the centre of the algebra with involution A (as defined in (1)). Then Z is a
graded subalgebra of A and we let
Γ = Γ(A) := supp(Z) = {λ ∈ S : Aλ ⊂ Z}.
By [AY, Prop. 6.7], Γ is a subgroup of Λ called the central grading group.
If S− = ∅ (that is the involution is trivial), then A is a Jordan torus [AY,
Example 4.3]. The classification of Jordan tori was done by Yoshii in [Y1], and
consequently we are interested in this work in the case when S− 6= ∅.
If S− 6= ∅, let
E := AΛ− and W := AΛrΛ− ,
so
A = E⊕W
with EE ⊂ E and EW+WE ⊂W. Then, E is the subalgebra of A that is generated
by A− [AY, Prop. 8.1].
Definition 4.1. If A is a structurable Λ-torus, we say that A has class I, II, or
III, if S− 6= ∅ and the corresponding condition below holds:
I. E = A,
II. E 6= A and WW ⊂ E,
III. E 6= A and WW 6⊂ E.
Allison and Yoshii [AY, Theorem 9.5] classified structurable tori of class II and
obtained basic results which we shall use to obtain the classification in the remaining
two classes.
5. Structurable tori of class I
In this section we obtain the construction and classification of structurable tori
of class I. We will construct these tori as tensor products of the basic examples de-
scribed in §3. Thus we begin with a few simple observations about tensor products
of graded algebras.
Definition 5.1. If A′ and A′′ are algebras with involutions (denoted by ∗′ and ∗′′
respectively) then the tensor product algebra A′⊗A′′ is an algebra with involution
∗′⊗∗′′. (Here and subsequently an unadorned symbol ⊗ means ⊗F .) Also, if A′ is
a Λ′-graded algebra with involution and A′′ is a Λ′′-graded algebra with involution,
then the A′ ⊗A′′ is a (Λ′ ⊕ Λ′′)-graded algebra with involution, where
(A′ ⊗A′′)(λ
′,λ′′) = A′λ
′
⊗A′′λ
′′
.
We call this grading on A′ ⊗ A′′ the tensor product grading. These definitions
extend in the obvious fashion to tensor products of several graded algebras with
involution. Of course all of these definitions are made in the same way for graded
algebras without involution.
Lemma 5.2. Suppose that A is a finely Λ-graded algebra with involution such that
supp(A) = Λ and the product of any two nonzero homogeneous elements of A is
not zero. Suppose Λ′ and Λ′′ are subgroups of Λ such that Λ = Λ′ ⊕ Λ′′,
[AΛ
′
,AΛ
′′
] = 0 and (AΛ
′
,AΛ
′′
,A) = (A,AΛ
′
,AΛ
′′
) = 0.
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Then A ≃Λ AΛ
′
⊗AΛ
′′
.
Proof. Clearly, η : AΛ
′
⊗ AΛ
′′
→ A with η : x ⊗ y → xy is a homomorphism of
Λ-graded vector spaces. Now, if x ∈ AΛ
′
and y ∈ AΛ
′′
, we have
(η(x ⊗ y))∗ = (xy)∗ = y∗x∗ = x∗y∗ = η(x∗ ⊗ y∗) = η((x ⊗ y)∗).
Also, if xi ∈ AΛ
′
and yi ∈ AΛ
′′
, we have
(x1y1)(x2y2) = x1(y1(x2y2)) = x1((y1x2)y2) = x1((x2y1)y2) = x1(x2(y1y2))
= (x1x2)(y1y2)
It remains then to show that η is a bijection. Since η is a homomorphism of finely
graded vector spaces, it is enough to show that the restriction of η to Aλ
′
⊗ Aλ
′′
is nonzero for λ′ ∈ Λ′ and λ′′ ∈ Λ′′. This follows from our assumptions that
supp(A) = Λ and the product of any two nonzero homogeneous elements of A is
not zero. 
We also need the following lemma about base ring extension for tensor products.
Lemma 5.3. Suppose we are given an F -algebra homomorphism K1 ⊗K2 → K,
where K1, K2 and K are associative and commutative F -algebras. If Ai is a Ki-
algebra for i = 1, 2, then
(K ⊗K1 A1)⊗K (K ⊗K2 A2) ≃ K ⊗K1⊗K2 (A1 ⊗ A2). (4)
as K-algebras. Moreover, if Ai is a Ki-algebra with involution for i = 1, 2, then
(4) is an isomorphism of K-algebras with involution.
Proof. Note that, for i = 1, 2, we have the F -algebra homomorphism Ki → K1 ⊗
K2 → K, so the base ring extensions K ⊗Ki Ai on the left hand side of (4) make
sense. Also, A1 ⊗A2 is naturally a K1 ⊗K2-algebra, so the base ring extension on
the right hand side also makes sense.
It follows from the universal properties of the tensor product that there exists a
unique additive map ϕ from the left hand side to the right hand side under which
(α1 ⊗K1 a1)⊗K (α2 ⊗ a2) 7→ α1α2 ⊗K1⊗K2 (a1 ⊗ a2)
for α1, α2 ∈ K, a1 ∈ A1, a2 ∈ A2. Similarly there exists a unique additive map ψ
from the right hand side to the left hand side under which
α⊗K1⊗K2 (a1 ⊗ a2) 7→ (α⊗K1 a1)⊗K (1⊗ a2)
for α ∈ K, a1 ∈ A1, a2 ∈ A2. One immediately sees that ϕ and ψ are homomor-
phisms of K-algebras with ϕ◦ψ = id and ψ◦ϕ = id. Furthermore, in the involutory
case, these maps preserve the involutions. 
Remark 5.4. Lemma 5.3 has an obvious extension (with the same proof) allowing
n tensor factors A1, . . . ,An, where n ≥ 1.
Remark 5.5. (a) If Ai is a structurable Λi-torus for i = 1, . . . , k and if A1⊗A2⊗
· · · ⊗Ak is a structurable algebra, then it is clear that A1 ⊗A2 ⊗ · · · ⊗Ak satisfies
(ST1)-(ST3) and hence A1 ⊗A2 ⊗ · · · ⊗Ak is a structurable Λ1 ⊕ · · · ⊕ Λk-torus.
(b) If A is a structurable Λ-torus, then it follows from (a) that A ⊗ P(r) is a
structurable Λ⊕ Zr-torus for r ≥ 0.
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Finite dimensional simple structurable algebras can be constructed by taking
the tensor product of two composition algebras over the base field [K1], [A1, §8].
(In [K1], Kantor worked with conservative algebras of second degree with left unit
which were later seen to be structurable algebras with a modified product [AH].)
We now present an infinite dimensional adaptation of this for class I structurable
tori.
Proposition 5.6. If 0 ≤ k ≤ 3 and r ≥ 0, then
C(3)⊗ C(k)⊗ P(r)
is a structurable Z3+k+r-torus of class I .
Proof. Let A = C(3) ⊗ C(k) ⊗ P(r). Then A− is spanned by elements of the form
s1 ⊗ h2 ⊗ f or h1 ⊗ s2 ⊗ f , where si is skew and hi is hermitian. It is clear
from this that A− generates A as an algebra. Thus, it suffices to show that A is a
structurable torus. By Remarks 3.3 and 5.5(b), we can assume thatA = C(3)⊗C(3).
Furthermore, by Remark 5.5(a), it suffices to show that A is a structurable algebra.
For this, we let K1 = K2 = P(3) and we let K be the quotient field of the integral
domain K1 ⊗K2. Then, by Lemma 5.3, we have
(K ⊗K1 C(3))⊗K (K ⊗K2 C(3)) ≃ K ⊗K1⊗K2 A
asK-algebras. Now the left hand side is the tensor product of two octonion algebras
over the field K and hence it is structurable [A1, §8(iv)]. Thus, since the F -algebra
A embeds in the right hand side, it is structurable. 
We will show in the main theorem of this section (Theorem 5.19) that any class I
structurable torus that is not associative is (up to isograded isomorphism) one of
the tori described in the preceding proposition. In the same theorem we will show
that any class I structurable torus that is associative arises as a tensor product of
the tori C(1), C(2), C∗(2) and P(r).
With this goal in mind, we next discuss some properties of skew-elements in
structurable algebras. If A is a structurable algebra then A is skew-alternative,
which means that
(s, x, y) = −(x, s, y) = (x, y, s)
for x, y ∈ A and s ∈ A− [A1, Prop. 1]. It follows that if s ∈ A− and x ∈ A, we
have
s(sx) = s2x, (sx)s = s(xs) and (xs)s = xs2.
Using these facts we can prove the following two lemmas:
Lemma 5.7. The following hold in a structurable algebra A with r, s, t ∈ A−,
x, y ∈ A:
(a) r(s, r, x) + (r, sr, x) = 0,
(b) (r2, x, y) = (r, rx, y) + r(r, x, y),
(c) (r2, s, x) = 2r(r, s, x) + (r, [r, s], x).
Proof. By expanding associators, (a) becomes −r(s(rx)) + (r(sr))x = 0, which is
the left Moufang identity [A1, (43)]. Also, after expanding associators, (b) follows
from r(rx) = r2x. Letting x = s and y = x in (b), we have by (a)
(r2, s, x) = (r, rs, x) + r(r, s, x)
= (r, rs, x) + r(r, s, x) − r(s, r, x) − (r, sr, x)
= 2r(r, s, x) + (r, [r, s], x)
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by skew alternativity. 
In the following lemma, we use the notation x ◦ y = xy + yx.
Lemma 5.8. Let A be a structurable algebra that is generated as an algebra by A−.
Then:
(a) A = A− ⊕A− ◦A−.
(b) If (A−,A−,A−) = 0 then A is associative.
(c) If x ∈ A and [x,A] = 0, then (x,A,A) = (A, x,A) = (A,A, x) = 0.
Proof. (a) has been shown in [A1, Lemma 14]. In particular, A+ is spanned by
r2 with r ∈ A−. For (b), assume that (A−,A−,A−) = 0. Since [r, s] ∈ A−,
letting x = t in Lemma 5.7(c) gives (r2, s, t) = 0. Hence, (A,A−,A−) = 0, so also
(A−,A,A−) = (A−,A−,A) = 0, by skew alternativity. Now Lemma 5.7(c) gives
(r2, s, x) = 0. Thus (A,A−,A) = 0, so also (A−,A,A) = (A,A,A−) = 0. Lemma
5.7(b) now gives (r2, x, y) = 0, so (A,A,A) = 0. Finally, (c) is proved in [A1,
Lemma 24]. 
For the rest of this section, we assume that A is a class I structurable Λ-torus.
We use the notation S, Sσ, Λ−, Z, Γ, . . . from §4.
We will make frequent use of the following facts from [AY, Prop. 8.1 and 8.11]
for class I tori:
• A is generated as an algebra by A−.
• S = Λ.
• If 0 6= s ∈ Aλ−, then s
2 ∈ Z.
Lemma 5.9. Let A be a structurable Λ-torus of class I and let r, h, x, y be
homogeneous in A with r ∈ A− and h ∈ A+. Then:
(a) If [r, x] = 0, then r, x and y associate in all orders.
(b) h = st for some commuting homogenous elements s, t of A−.
(c) If x 6= 0 6= y, then xy 6= 0.
Proof. For (a), we can assume that r 6= 0. Suppose first that x = s ∈ A− and
[r, s] = 0. Since r2 ∈ Z, Lemma 5.7(c) shows (r, s, y) = 0. Suppose next that x =
h ∈ A+ and [r, h] = 0. Then r(r−1h−hr−1)r = r(r−1h)r−r(hr−1)r = hr−rh = 0,
so r−1 commutes with h. Set s = hr−1 = r−1h ∈ A− in which case [r, s] = 0. Now
the first case and Lemma 5.7(a) give (r, h, y) = (r, sr, y) = −r(s, r, y) = 0. Thus,
(r, x, y) = 0 in all cases. Applying the involution gives (y, x, r) = 0 and (a) holds
by skew alternativity.
For (b), we know from Lemma 5.8(a) that we can write h = st with s, t homo-
geneous in A−. Also, h = h
∗ = ts, so [s, t] = 0.
Clearly (c) holds if x ∈ A−. If x = h ∈ A+, we can write h = st as in (b). Now
hy = (st)y = s(ty) 6= 0 by (a). 
We next define functions
ε : Λ→ {±1}, β : Λ× Λ→ F, α : Λ× Λ× Λ→ F, µ : Λ× Λ× Λ→ {±1}.
We will see in the next lemma that β and α also take values in {±1}.
Since the support of A is Λ, if λ ∈ Λ we can choose a unique ε(λ) = ±1 so that
x∗ = ε(λ)x
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for x ∈ Aλ. Also, if λi ∈ Λ, we can define β(λ1, λ2) ∈ F× and α(λ1, λ2, λ3) ∈ F×
by
x2x1 = β(λ1, λ2)x1x2,
x1(x2x3) = α(λ1, λ2, λ3)(x1x2)x3,
for xi ∈ Aλi . The scalars β(λ1, λ2) and α(λ1, λ2, λ3) are uniquely determined
by Lemma 5.9(c). We can view β as a multiplicative commutator and α as a
multiplicative associator. We also define
µ(λ1, λ2, λ3) = ε(λ1)ε(λ2)ε(λ3)ε(λ1 + λ2)ε(λ1 + λ3)ε(λ2 + λ3)ε(λ1 + λ2 + λ3).
We set
Λ¯ = Λ/2Λ
and denote the canonical projection from Λ to Λ¯ by λ 7→ λ¯. We regard Λ¯ as a
vector space over the field Z2 = {0, 1}. Since s
2 ∈ Z for homogeneous s ∈ A− and
since A− generates A, we have 2Λ ⊂ Γ, the support of Z. Thus, ε, α, β, and µ
are unchanged by adding an element γ ∈ 2Λ to any one of their arguments. So ε,
α β and µ induce maps ε : Λ¯ → {±1}, β : Λ¯ × Λ¯ → F , α : Λ¯ × Λ¯ × Λ¯ → F and
µ : Λ¯× Λ¯× Λ¯→ {±1} with arguments from the Z2-vector space Λ¯.
Lemma 5.10. Let A be a structurable Λ-torus of class I and let λi ∈ Λ for 1 ≤
i ≤ 4. Then:
(a) The commutator β takes values in {±1}, and
β(λ2, λ1) = β(λ1, λ2) = ε(λ1)ε(λ2)ε(λ1 + λ2).
(b) µ(λ1, λ2, λ3) = β(λ1 + λ2, λ3)β(λ1, λ3)β(λ2, λ3).
(c) µ(λ1, λ2, λ3) = α(λ1, λ2, λ3)α(λ3, λ1, λ2)α(λ2, λ3, λ1).
(d) α(λ2, λ3, λ4)α(λ1 + λ2, λ3, λ4)
−1α(λ1, λ2 + λ3, λ4)
α(λ1, λ2, λ3 + λ4)
−1α(λ1, λ2, λ3) = 1.
(e) If λ¯1, λ¯2, λ¯3 are dependent then µ(λ1, λ2, λ3) = 1.
(f) If ε(λi) = −1 and β(λi, λj) = 1 for some i 6= j then α(λ1, λ2, λ3) = 1
(g) If some ε(λi) = −1 then α(λ1, λ2, λ3) = µ(λ1, λ2, λ3) .
(h) The associator α take values in {±1} and α(λ3, λ2, λ1) = α(λ1, λ2, λ3).
Proof. To simplify notation, write ε1 = ε(λ1), ε12 = ε(λ1 + λ2), β1,2 = β(λ1, λ2),
β12,3 = β(λ1 + λ2, λ3), etc.
For (a), if xi ∈ Aλi , then x2x1 = (x∗1x
∗
2)
∗ = ε1ε2ε12x1x2. Thus, β1,2 = ε1ε2ε12 ∈
{±1}, so β2,1 = β1,2.
(b) follows by writing β in terms of ε using (a).
For (c), we have (x2x3)x1 = β1,23x1(x2x3) = β1,23α1,2,3(x1x2)x3, so
γ1,2,3γ3,1,2γ2,3,1 = 1
for γ1,2,3 = β1,23α1,2,3. But using (a), we have β1,23β3,12β2,31 = µ1,2,3 = µ
−1
1,2,3, so
(c) follows.
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For (d), we have
x1(x2(x3x4)) = α2,3,4x1((x2x3)x4)
= α2,3,4α1,23,4(x1(x2x3))x4
= α2,3,4α1,23,4α1,2,3((x1x2)x3)x4
= α2,3,4α1,23,4α1,2,3α
−1
12,3,4(x1x2)(x3x4)
= α2,3,4α1,23,4α1,2,3α
−1
12,3,4α
−1
1,2,34x1(x2(x3x4)).
For (e), let U = Z32 have basis ui and let ϕ be the linear map with ϕ(ui) = λ¯i.
Since ε(0) = 1, we see that
µ1,2,3 =
∏
u∈U
ε(ϕ(u)).
If λ¯1, λ¯2, λ¯3 are dependent, then each ϕ(u) occurs |ker(ϕ)| = 2, 4, or 8 times, so
µ1,2,3 = 1.
(f) is a restatement of Lemma 5.9(a).
Before continuing, we observe that applying the involution to the defining equa-
tion for α yields
α1,2,3 = α
−1
3,2,1. (5)
Now for (g) suppose that εi = −1. If βi,j = 1 for some j 6= i, then each factor
on the right side of (c) is 1, so µ1,2,3 = 1 = α1,2,3. Thus, we may assume that
βi,j = βi,k = −1 for {i, j, k} = {1, 2, 3}. Note that
(xi, xj , xk) = (1− αi,j,k)(xixj)xk,
whereas
(xi, xj , xk) = −(xj , xi, xk) = −(1− αj,i,k)(xjxi)xk = (1 − αj,i,k)(xixj)xk,
so αi,j,k = αj,i,k = α
−1
k,i,j . Replacing, 1, 2, 3 in (c) by i, j, k gives αj,k,i = µi,j,k =
µ1,2,3. Interchanging the roles of j and k, we also have αi,k,j = αk,i,j and αk,j,i =
µ1,2,3. Since αp,q,r = α
−1
r,q,p, we see αp,q,r = µ1,2,3 for all {p, q, r} = {i, j, k}. In
particular, α1,2,3 = µ1,2,3.
For (h) it follows from (g) that α1,2,3 = ±1 if ε1 = −1. If ε(λ) = 1, by
Lemma 5.9(b) we can write λ = λ1 + λ2 with ε1 = ε2 = −1. Now (d) shows
α(λ, λ3, λ4) = ±1. Thus by (5) we have (h). 
Notation 5.11. We now introduce some notation and terminology that we will
apply both to the pair (Λ, ε) and the pair (Λ¯, ε).2 To do this efficiently, suppose
that (M, ε) is a pair consisting of an abelian group M and a map ε : M → {±1}
so that
ε(0) = 1 and ε is constant on cosets of 2M. (6)
This last condition means that ε(u) = ε(v) whenever u−v ∈ 2M . Let β : M×M →
{±1} be defined by
β(u, v) = ε(u+ v)ε(u)ε(v).
If (M ′, ε) is another pair satisfying (6), we say (M, ε) is isomorphic to (M ′, ε′),
written (M, ε) ≃ (M ′, ε′), if there is a group isomorphism ϕ : M → M ′ with
ε′(ϕ(u)) = ε(u) for u ∈ M . If u ∈ M , we say that u is anisotropic if ε(u) = −1.
2The motivation for the terminology comes from the case when (M, ε) = (Λ¯, ε) and A is
associative. In that case, ε is a multiplicative version of a quadratic form (see Lemma 5.14) and
the terminology is standard.
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If N is a subgroup of M , we say that N is anisotropic if all vectors u ∈ N that are
not in 2N are anisotropic. Furthermore we say that the pair (M, ε) is anisotropic
if M an anisotropic subgroup of itself. If u, v ∈ M , we say u is orthogonal to v,
written u ⊥ v, if β(u, v) = 1.
Finally suppose thatM1, . . . ,Mk are subgroups ofM . IfM = M1⊕· · ·⊕Mk and
β(Mi,
∑
j 6=iMj) = 1 for all i, we writeM = M1 ⊥ · · · ⊥Mk. IfM =M1⊕· · ·⊕Mk
it is easy to check that
M = M1 ⊥ · · · ⊥Mk ⇐⇒ ε(
∑
i
ui) =
∏
i
ε(ui) for ui ∈Mi
⇐⇒ β(Mi,
∑
j>i
Mj) = 1 for all i < k.
Lemma 5.12. If V1, . . . , Vk are subgroups of Λ¯ with Λ¯ = V1 ⊥ · · · ⊥ Vk, then
there exist subgroups Λ1,. . . ,Λk of Λ so that Λ = Λ1 ⊥ · · · ⊥ Λk and Λ¯i = Vi for
i = 1, . . . , k.
Proof. We can assume without loss of generality that Λ = Zn and identify Λ¯ = Zn2 .
We first note that GL(n,Z) → GL(n,Z2) is surjective. Indeed, GL(n,Z2) =
SL(n,Z2) = E(n,Z2), the elementary group, and E(n,Z)→ E(n,Z2) is surjective.
For 1 ≤ i ≤ k, let di = dim(Vi) and choose a basis B¯i for the subspace Vi of
Λ¯. Let A¯ be the element of GL(n,Z2) whose rows are the elements of B¯1, . . . ,
B¯k in order. Choose A ∈ GL(n,Z) with A → A¯. Let B1 be the set of the first
d1 rows of A, let B2 be the set of the next d2 rows of A, and so on. Let Λi be
the subgroup of Λ generated by Bi for i = 1, . . . , k. Clearly, Λ1, . . . ,Λk have the
properties claimed. 
Lemma 5.13. Let A be a structurable Λ-torus of class I. Then the dimension of
an anisotropic subspace of Λ¯ is at most 3. Moreover, for λ1, λ2, λ3 ∈ Λ, we have
α(λ1, λ2, λ3) = ε(λ1) = ε(λ2) = ε(λ3) = −1 if and only if λ¯1, λ¯2, λ¯3 is a basis for
an anisotropic subspace of Λ¯.
Proof. If λ¯1, λ¯2, λ¯3 is a basis for an anisotropic subspace, then α(λ1, λ2, λ3) =
µ(λ1, λ2, λ3) = −1 by Lemma 5.10(g) and the definition of µ. Thus, Λ¯ does
not contain an anisotropic subspace of dimension 4, since otherwise, using Lemma
5.10(d), we would have (−1)5 = 1.
It remains to show that if α(λ1, λ2, λ3) = ε(λi) = −1, then λ¯1, λ¯2, λ¯3 is a basis
for an anisotropic subspace of Λ¯. Indeed Lemma 5.10(f) shows β(λi, λj) = −1
for i 6= j, so ε(λi + λj) = −1. Also, by Lemma 5.10(g), µ(λ1, λ2, λ3) = −1, so
ε(λ1 + λ2 + λ3) = −1 by the definition of µ. Thus, λ¯1, λ¯2, λ¯3 span an anisotropic
subspace V . Moreover, dim(V ) = 3 by Lemma 5.10(e). 
Lemma 5.14. Let A be a structurable Λ-torus of class I and suppose that A is
associative. Let εˆ : Λ¯ → Z2 and βˆ : Λ¯ × Λ¯ → Z2 be the additive versions of the
maps ε and β on Λ¯; that is, define εˆ : Λ¯→ Z2 and βˆ : Λ¯× Λ¯→ Z2 by
ε(v) = (−1)εˆ(v) and β(v1, v2) = (−1)
βˆ(v1,v2)
for v, v1, v2 ∈ Λ¯. Then εˆ is a quadratic form over Z2 with linearization βˆ. (A qua-
dratic form over Z2 is defined exactly as in §2 even though Z2 has characteristic 2.)
Proof. By Lemma 5.10(a), we have βˆ(v1, v2) = εˆ(v1 + v2) + εˆ(v1) + εˆ(v2). In other
words βˆ is the linearization of εˆ. Also by Lemma 5.10(b) and (c), we have β(v1 +
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v2, v3) = β(v1, v3)β(v2, v3), so βˆ(v1 + v2, v3) = βˆ(v1, v3) + βˆ(v2, v3). Hence εˆ is a
quadratic form. 
Notation 5.15. In the next results, we will make use of two particular pairs (M, ε)
that satisfy the conditions (6) above. If r ≥ 0 we let (Zr, ε−) be the anisotropic
pair with underlying group Zr. In other words
ε−(λ) =
{
1 if λ ∈ 2Zr
−1 otherwise.
(If r = 0, Zr = 0 and ε− = 1.) We let (Z
2, ε0) be the pair with
ε0(λ1) = ε0(λ2) = 1 and ε0(λ1 + λ2) = −1,
where λ1, λ2 is the standard basis for Z
2.
Proposition 5.16. Let A be a class I structurable Λ-torus. If A is associative,
then there exist subgroups Λ′1, . . . ,Λ
′
k,Λ
′′,Λ′′′ of Λ so that
Λ = Λ′1 ⊥ . . . ⊥ Λ
′
k ⊥ Λ
′′ ⊥ Λ′′′,
where k ≥ 0,
(Λ′i, ε) ≃ (Z
2, ε−) for 1 ≤ i ≤ k,
(Λ′′, ε) ≃ 0, (Z, ε−) or (Z
2, ε0) with (Λ
′′, ε) ≃ (Z, ε−) if k = 0,
Λ′′′ ⊂ Γ.
Proof. Let εˆ : Λ¯ → Z2 and βˆ : Λ¯ × Λ¯ → Z2 be defined as in Lemma 5.14. The
classification of quadratic forms over Z2 (see [D, Chapitre I, §16] or Remark 5.17
below) shows that
Λ¯ = V ′1 ⊥ . . . ⊥ V
′
k ⊥ V
′′ ⊥ V ′′′
where k ≥ 0, each V ′i is anisotropic of dimension 2, V
′′ is either 0, anisotropic
of dimension 1, or has a basis v1, v2 with εˆ(v1) = εˆ(v2) = 0 and βˆ(v1, v2) = 1,
and εˆ(V ′′′) = 0. Moreover, since A has class I, Λ¯ is spanned by anisotropic
vectors. Thus, if k = 0, V ′′ must be anisotropic. The result now follows from
Lemma 5.12. 
Remark 5.17. The classification of quadratic forms over Z2 can be done as follows.
Suppose that εˆ is an arbitrary quadratic form on a finite dimensional space V over
Z2, and let βˆ be the linearization of εˆ. Since βˆ is an alternating bilinear form, V
is the orthogonal direct sum, relative to βˆ, of copies of F with basis x and copies
of the hyperbolic plane H with basis x, y and βˆ(x, y) = 1. The quadratic form εˆ
is determined by specifying (F, εˆ(x)) or (H, εˆ(x), εˆ(y)) for each copy. We have
(a) (F, 1) ⊥ (F, 1) ≃ (F, 1) ⊥ (F, 0),
(b) (H, 1, 0) ≃ (H, 0, 0),
(c) (H, 0, 0) ⊥ (H, 0, 0) ≃ (H, 1, 1) ⊥ (H, 1, 1),
(d) (H, 0, 0) ⊥ (F, 1) ≃ (H, 1, 1) ⊥ (F, 1).
Indeed, for (a) we can start with a basis x1, x2 for the left hand side, where x1 is a
basis for the first summand and x2 is a basis for the second. The new basis x1, x1+x2
then gives a decomposition as on the right hand side. Similarly (with obvious
notation): for (b) use x+ y, y, for (c) use x1+ y1, x1+x2+ y2, x2+ y2, x1+ y1+x2,
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and for (d) use x1+x2, y1+x2, x2. It follows from (a), (b), (c) and (d) that we can
arrange to have no copies of (H, 1, 0) and at most one copy of (F, 1) or (H, 0, 0),
but not both.
Proposition 5.18. Let A be a class I structurable Λ-torus. If A is not associative,
then there exist subgroups Λ′, Λ′′ and Λ′′′ of Λ so that
Λ = Λ′ ⊥ Λ′′ ⊥ Λ′′′
where (Λ′, ε) ≃ (Z3, ε−), (Λ
′′, ε) ≃ (Zk, ε−) with 0 ≤ k ≤ 3, and Λ
′′′ ⊂ Γ.
Proof. In view of Lemmas 5.12 and 5.13, it suffices to show that there are subspaces
V ′, V ′′ and V ′′′ of Λ¯ such that V and V ′ are anisotropic of dimensions 3 and k
respectively, V ′′′ ⊂ Γ/2Λ and
Λ¯ = V ′ ⊥ V ′′ ⊥ V ′′′.
Since A is not associative, there are si ∈ A− with (s1, s2, s3) 6= 0 by Lemma
5.8(b). We can assume si is homogeneous with si ∈ Aσi . Thus, ε(σi) = −1 and
α(σ1, σ2, σ3) = −1. Let V ′ be the anisotropic subspace with basis σ¯1, σ¯2, σ¯3 as in
Lemma 5.13.
We next observe that if λ1, λ2, λ3 ∈ Λ and some ε(λi) = −1 then
λ1 ⊥ λ3, λ2 ⊥ λ3 =⇒ (λ1 + λ2) ⊥ λ3 (7)
Indeed we have µ(λ1, λ2, λ3) = α(λ1, λ2, λ3) = 1 by Lemma 5.10(g) and (f). Thus,
β(λ1 + λ2, λ3) = β(λ1, λ3)β(λ2, λ3) = 1 by Lemma 5.10(b), so (λ1 + λ2) ⊥ λ3.
Now let
W = V ′⊥ = {λ¯ ∈ Λ¯ : β(λ¯, V ′) = 1}.
Then, it follows from (7) that W is a subspace of Λ¯. We will show that
Λ¯ = V ′ ⊥W. (8)
Indeed, V ′∩W = {0} since β(λ1, λ2) = −1 for any two distinct nonzero elements
λ¯1, λ¯2 in V
′. Moreover, β(V ′,W ) = 1 by definition of W . So to prove (8) it
remains to show that Λ¯ = V ′ +W . Since S− spans Λ, we can do this by showing
that σ¯ ∈ V ′ + W for all σ¯ /∈ V ′ ∪ W with ε(σ) = −1. Since σ¯ /∈ W , we have
β(σ, λ3) = −1 and hence ε(λ3 + σ) = −1 for some λ¯3 ∈ V ′. Let µ¯1, µ¯2, µ¯3 be a
basis for V ′. Since α(µ1, µ2, µ3) = −1, Lemma 5.10(d) gives
α(µ2, µ3, σ)α(µ1 + µ2, µ3, σ)α(µ1, µ2 + µ3, σ)α(µ1, µ2, µ3 + σ) = −1.
At least one of the factors on the left hand side of this equality must equal −1, so we
can replace σ by µ3+ σ or rechoose the basis µ¯1, µ¯2, µ¯3 of V
′ to get α(µ1, µ2, σ) =
−1. Thus, by Lemma 5.13, X + Z2σ¯ is anisotropic where X = Z2µ¯1 + Z2µ¯2.
Since V ′ + Z2σ¯ is not anisotropic by Lemma 5.13, there is some τ¯ ∈ V ′ \X with
ε(τ + σ) = 1. Then Lemma 5.10(a) shows
β(τ + σ, τ) = 1.
Next, if i = 1, 2, the space Z2τ¯ + Z2σ¯ + Z2µ¯i is not anisotropic since ε(τ + σ) =
1. Therefore, by Lemma 5.13, we have α(τ, σ, µi) = 1. So, by Lemma 5.10(g),
µ(τ, σ, µi) = 1, and hence, by Lemma 5.10(b), β(τ + σ, µi) = β(τ, µi)β(σ, µi). But,
since V ′ and X + Z2σ¯ are anisotropic, we have β(τ, µi) = −1 and β(σ, µi) = −1.
So
β(τ + σ, µi
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for i = 1, 2. Since τ¯ , µ¯1, µ¯2 span V
′, we see that τ¯ + σ¯ ∈ W by (7). Thus,
σ¯ = τ¯ + (τ¯ + σ¯) ∈ V ′ +W , proving (8).
Next since β(V ′,W ) = 1, we have ε(λ + τ) = ε(λ)ε(τ) for λ¯ ∈ W and τ¯ ∈ V ′.
Thus, for λ¯i ∈ W and τ¯i ∈ V ′, we have
µ(λ1 + τ1, λ2 + τ2, λ3 + τ3) = µ(λ1, λ2, λ3)µ(τ1, τ2, τ3) (9)
and
β(λ1 + τ1, λ2 + τ2) = β(λ1, λ2)β(τ1, τ2). (10)
Now let
V ′′′ = {λ¯ ∈W : ε(λ) = 1}.
We first argue that
β(V ′′′, V ) = 1. (11)
Indeed if λ¯1 ∈ V ′′′ and λ¯2 ∈W , we have
µ(λ1 + σ1, λ2 + σ2, σ3) = µ(λ1, λ2, 0)µ(σ1, σ2, σ3) = (1)(−1) = −1
by (9), and
ε(λ1 + σ1) = ε(λ1)ε(σ1)β(λ1, σ1) = (1)(−1)(1) = −1.
(Here σ¯1, σ¯2, σ¯3 is the basis for V
′ chosen at the beginning of this proof.) So
by Lemma 5.10(f) and (g), we have β(λ1 + σ1, λ2 + σ2) = −1. Thus, by (10),
β(λ1, λ2)β(σ1, σ2) = −1, so
β(λ1, λ2) = 1.
Then, if λ¯1 ∈ V ′′′, λ¯2 ∈ W and τ¯ ∈ V ′, we have using (10) that β(λ1, λ2 + τ) =
β(λ1, λ2)β(0, τ) = (1)(1) = 1 which shows (11).
Next if λ¯1, λ¯2 ∈ V ′′′ then β(λ1, λ2) = 1 by (11), so ε(λ1 + λ2) = ε(λ1)ε(λ2) = 1.
This shows that V ′′′ is a subspace of W .
We next show that
V ′′′ ⊂ Γ/2Λ (12)
For this suppose that λ¯1 ∈ V ′′′. Then, by (11), β(λ1,Λ) = 1. Hence, if x ∈ Aλ1 ,
we have [x,A] = 0. So, by Lemma 5.8(c), x associates with any two elements of A.
Therefore, since ε(λ¯1) = 1, we have λ1 ∈ Γ, proving (12).
Now let V ′′ be a maximal anisotropic subspace of W . It remains to show that
W = V ′′ ⊥ V ′′′. Certainly V ′′ ∩ V ′′′ = 0 and, by (11), β(V ′′, V ′′′) = 1. So we only
have to show that W = V ′′+V ′′′. To do this let λ¯ ∈ W with λ¯ /∈ V ′′ ∪V ′′′. Then
ε(λ) = −1. Also, Z2λ¯ + V ′′ is not anisotropic, so ε(λ + σ) = 1 for some σ¯ ∈ V ′′.
Thus, λ¯ = −σ¯ + (λ¯+ σ¯) ∈ V ′′ + V ′′′. 
The following is the main result of this section:
Theorem 5.19. Let A be a structurable Λ-torus of class I. Then:
(a) If A is associative, then A is isograded isomorphic to
A1 ⊗ . . .⊗Ak ⊗Ak+1 ⊗ P(r)
where k ≥ 0, r ≥ 0, and
Ai = C(2) for 1 ≤ i ≤ k, (13)
Ak+1 = F , C(1), or C∗(2) with Ak+1 = C(1) if k = 0. (14)
(b) If A is not associative, then A is isograded isomorphic to
C(3)⊗ C(k)⊗ P(r)
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where 0 ≤ k ≤ 3 and r ≥ 0.
Conversely, each of the graded algebras with involution in (a) and (b) are class
I structurable tori.
Proof. We prove (a) and (b) together. First, we have orthogonal decompositions
of Λ as in Theorems 5.16 and 5.18. By Remark 3.3, we obtain the M -tori AM
with M = Λ′1, . . . ,Λ
′
k,Λ
′′,Λ′′′, if A is associative, and M = Λ′,Λ′′,Λ′′′, if A is not
associative. Repeated use of Lemma 5.2 now yields the isomorphisms
A ≃Λ A
Λ′1 ⊗ . . .⊗AΛ
′
k ⊗AΛ
′′
⊗AΛ
′′′
(15)
A ≃Λ A
Λ′ ⊗AΛ
′′
⊗AΛ
′′′
, (16)
in the two cases. Indeed, if A is associative, the argument for this is clear. If A is
not associative, we first get A ≃Λ AΛ
′⊕Λ′′ ⊗ AΛ
′′′
by Lemma 5.2, since Λ′′′ ⊂ Γ.
Next [AΛ
′
,AΛ
′′
] = 0 since β(Λ′,Λ′′) = 1. Also since Λ′ is spanned by anisotropic
vectors and β(Λ′,Λ′′) = 1, we have α(Λ′,Λ′′,Λ) = α(Λ,Λ′,Λ′′) = 1 by Lemma
5.10(f). So we have (AΛ
′
,AΛ
′′
,A) = (A,AΛ
′
,AΛ
′′
) = 0 and we can apply Lemma
5.2 to get AΛ
′⊕Λ′′ ≃Λ′⊕Λ′′ AΛ
′
⊗AΛ
′′
which gives the isomorphism (16).
To obtain our conclusions in (a) and (b), it now suffices to show that if M is a
subgroup of Λ, then AM is isograded isomorphic to
(i) C(k), if (M, ε) ≃ (Zk, ε−) with 1 ≤ k ≤ 3,
(ii) C∗(2), if (M, ε) ≃ (Z2, ε0) and AM is associative,
(iii) P(r), if ε(M) = 1 and M ⊂ Γ.
In cases (ii) and (iii) AM is associative and the conclusions are well known and easy
to verify (using an argument similar to the one below for (i)).
So we consider only the case (i) and suppose that (M, ε) ≃ (Zk, ε−) with 1 ≤
k ≤ 3. Choose a basis B = {λ1, . . . , λk} for M and 0 6= xi ∈ Aλi . We get a basis
{xλ}λ∈M for AM by choosing for each λ ∈M an element xλ ∈ Aλ as follows: Write
λ in a fixed way as
λ = λi1 + . . .+ λip − λj1 − . . .− λjq , (17)
and choose xλ to be a product of xi1 , . . . , xip , x
−1
j1
, . . . , x−1jq in some fixed order and
association. A change in the expression (17) for λ or in the order and association
of the product changes xλ by a sign which is determined by α and β on M . Thus,
the multiplication table for AM is determined by α and β while the involution
table is determined by ε, α and β. But β and µ are determined by ε, and, by
Lemma 5.10(e) and (g), α = µ on AM . Thus, the multiplication and involution
tables for AM are determined by ε. This argument shows that if B is any other
class I structurable N -torus with (M, ε) ≃ (N, ε), then AM ≃ig B. In particular,
AM ≃ig C(k).
Conversely, suppose that A is a Λ-graded algebra with involution A satisfying
the conclusions in (a) or (b). In case (b), A is a structurable torus of class I by
Proposition 5.6. In case (a), A is associative, hence structurable, and hence a
structurable torus by Remark 5.5(a). Moreover, one easily checks using (13) and
(14) that A is generated by its skew-elements. 
Remark 5.20. If A is an associative Λ-torus with involution (not necessarily of
class I), then the arguments in this section with almost no change show that A is
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isograded isomorphic to
A1 ⊗ . . .⊗Ak ⊗Ak+1 ⊗ P(r),
where k ≥ 0, r ≥ 0, Ai = C(2) for 1 ≤ i ≤ k, and Ak+1 = C(0), C(1) or C∗(2). (In
other words we drop the restriction in Theorem 5.19 on Ak+1 when k = 0.) This
result has previously been obtained by Yoshii in [Y2] using different methods. It
can also be deduced from K.-H. Neeb’s recent classification of rational associative
tori (without involution) [Neeb] along with (a)-(d) in Remark 5.17.
6. Structurable tori of class II
In this section we briefly recall from [AY] the construction and classification of
structurable tori of class II.
We first recall a construction of structurable algebras from hermitian forms.
Suppose that B is an associative algebra with involution ∗, and let X be a left
B-module. Suppose that k : X× X→ B is a hermitian form over B; that is
k(au, v) = ak(u, v), k(u, av) = k(u, v)a∗
and
k(v, u) = k(u, v)∗
for u, v ∈ X and a ∈ B. Let
A(k) := B⊕ X
with product and involution defined respectively by
(a, u)(b, v) = (a ·op b+ k(u, v), av + b
∗u) and (a, u)∗ = (a∗, u)
for a, b ∈ B and u, v ∈ X, where a ·op b := ba is the product in the opposite algebra
Bop of B.3 The algebra with involution A(k) is a structurable algebra called the
structurable algebra associated with k [A1, §8].
Example 6.1. Let M be a subgroup of Λ such that 2Λ ⊂ M , and let B be an
associative M -torus with involution ∗. We regard B as a Λ-graded algebra with
involution by setting Bλ = 0 for λ ∈ Λ \M . Let m ≥ 1; let ρ1, . . . , ρm be elements
of Λ \M such that
Λ = 〈M,ρ1, . . . , ρm〉, ρi − ρj /∈M for i 6= j, and 2ρi ∈ S+(B) for all i;
and let b1, . . . , bm be elements of B such that
0 6= bi ∈ B
2ρi for all i.
We construct a graded hermitian form from this data as follows. Let X be the left
B-module that is free of rank m with basis v1, . . . , vm, and assign X the Λ-grading
such that bxi has degree σ + ρi if b ∈ Bσ, σ ∈M and 1 ≤ i ≤ m. Then the module
X is Λ-graded ; that is BλXλ
′
⊂ Xλ+λ
′
for λ, λ′ ∈ Λ. Let k : X × X → B be the
hermitian form such that
k(vi, vj) = δi,jbi
for 1 ≤ i, j ≤ m. Then the hermitian form k is Λ-graded ; that is, k(Xλ,Xλ
′
) ⊂
Bλ+λ
′
for λ, λ′ ∈ Λ. We call a graded hermitian form k constructed in this way
(using some choice of ρ1, . . . , ρm and b1, . . . , bm) a diagonal Λ-graded hermitian form
over B. Now A(k) = B⊕X is a structurable Λ-torus with Λ-grading extending the
3The product onA(k) defined in [A1] and [AY] is the opposite of the product defined here. How-
ever, the involution on A(k) is an isomorphism of A(k) with A(k)op as algebras with involution.
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Λ-grading on B and X [AY, Example 4.6].4 We call A(k) the structurable Λ-torus
associated with k.
In the next theorem, proved in [AY], we restrict our attention to coordinate
algebras B that are class I associative tori with involution. These are precisely the
associative tori with involution that were classified in Theorem 5.19(a).
Theorem 6.2. If M is a subgroup of Λ such that 2Λ ⊂ M , B is an class I as-
sociative M -torus with involution, and k is a diagonal Λ-graded hermitian form
over B, then the structurable Λ-torus A(k) associated with k (as in Example 6.1)
is of class II. Moreover, any structurable Λ-torus of class II is graded-isomorphic
to a structurable Λ-torus A(k) obtained in this way.
Proof. For the first statement, since B is of class I, we have Λ− =M , E = B
op and
W = X (using the Notation from §4 for A = A(k)). So, since X 6= 0, it is clear that
A(k) is of class II. The second statement is Theorem 9.5 of [AY]. 
7. Cubic forms and structurable algebras
Before beginning our study of class III structurable tori, we pause to introduce a
new construction of structurable algebras. As background for this construction, we
mention that there are three constructions of finite dimensional simple structurable
algebras A with A− one dimensional: (i) a construction of a 2 × 2-matrix algebra
with coefficients from a cubic Jordan algebra [K1], [A1, §8]; (ii) a Cayley Dickson
process for doubling a degree 4 Jordan algebra [AF]; (iii) a construction using a self-
adjoint norm semisimilarity of a cubic Jordan algebra over a quadratic extension
of the base field [A2, p.1861], [Se, Chapter 8]. In this section we adapt the third
of these constructions to the infinite dimensional setting. However, rather than
initially using a norm similarity, we base our construction on a pair (h,N) consisting
of a hermitian form and a cubic form satisfying the adjoint identity. We then see
that the first two constructions (adapted to the infinite dimensional setting) can be
viewed as special cases of this construction.
Since F is a field of characteristic 6= 2 or 3, we may define homogeneous polyno-
mial maps of degree n for 1 ≤ n ≤ 4 in the following simple fashion. Suppose K is a
commutative, associative algebra over F , and suppose U and V are left K-modules.
If 1 ≤ n ≤ 4, a map g : U→ V is called a homogeneous polynomial map of degree n
over K if there is a symmetric K-multilinear map f : Un → V with
g(x) =
1
n
f(x, . . . , x)
for x ∈ U. In that case, given u, v ∈ U, there exist unique elements ci,u,v ∈ V for
1 ≤ i ≤ n such that
g(v + au) = g(v) +
n∑
i=1
aici,u,v,
for a ∈ F . We define ∂ug|v = c1,u,v, in which case
∂ug|v =
1
(n− 1)
f(u, v, . . . , v).
4In [AY], the M -torus B is realized as a quantum torus with involution (see [AY, Prop. 4.5]).
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Thus, for u ∈ U, we have the map ∂ug : U → V. If n ≥ 2, ∂ug is a homogeneous
polynomial map of degree n−1; whereas, if n = 1, ∂ug is the constant map x 7→ g(u).
Finally, we have
∂u1 . . . ∂un−1g|un = f(u1, . . . , un)
for u1, . . . , un ∈ U, which shows that we can recover f from g. We call f the full
linearization of g.
If K is a commutative, associative algebra over F and if U is a left K-module,
a cubic (resp. quadratic) form on U over K is a homogeneous polynomial map
g : U → K of degree 3 (resp. 2) over K. (This notion of quadratic form is clearly
equivalent to the one described in §2.)
Suppose now that E is a commutative, associative algebra with involution ∗
over F and W is a left E-module. Let N : W → E be a cubic form over E and let
h : W×W → E be a hermitian form (see §6) that is nondegenerate (i.e. h(W, u) =
0 =⇒ u = 0 for u ∈W). We say that (h,N) has an adjoint if for each v ∈W there
is an element v♮ ∈W with
∂uN |v = h(u, v
♮) for all u ∈W.
Clearly, the nondegeneracy of h shows that the adjoint map v 7→ v♮ is unique if it
exists.5
If (h,N) has an adjoint, we let
u ⋄ v = (u+ v)♮ − u♮ − v♮,
in which case
h(u, v ⋄ w) = ∂v∂uN |w
is a symmetric trilinear form (the full linearization of N). Moreover,
v♮ =
1
2
v ⋄ v and N(u) =
1
6
h(u, u ⋄ u).
Since h(u, v ⋄ w) is symmetric in its arguments, ⋄ is a bi-semilinear product on W
(that is ⋄ is biadditive and (au)⋄v = u⋄(av) = a∗(u⋄v) for u, v ∈W, a ∈ E). Hence
the map ♮ : W→W is semiquadratic (that is v♮ = 12v ⋄ v where ⋄ is symmetric and
bi-semilinear).
Conversely, if h is a nondegenerate hermitian form on W and ⋄ is a bi-semilinear
product on W with h(u, v ⋄w) symmetric, then N(u) = 16h(u, u ⋄ u) defines a cubic
form and (h,N) has adjoint u♮ = 12 (u ⋄ u).
Remark 7.1. In the special case when the involution ∗ on E is trivial (= id), pairs
(h,N) with an adjoint play an important role in the study of cubic Jordan algebras
[Mc, Chapter II.4]. In that case, we usually write T for h, # for ♮, and × for ⋄
(thereby following the usual notational conventions).
Given (h,N) with an adjoint, we define
A(h,N) = E⊕W
with product and involution given respectively by
(a, v)(b, w) = (ab+ h(v, w), aw + b∗v + v ⋄w) and (a, v)∗ = (a∗, v). (18)
We will write a+ v for (a, v) in A(h,N).
5Nondegeneracy of h is equivalent to the map α : u→ h( , u) being an injection of W into its
dual space for E. If α is a bijection, then (h,N) automatically has an adjoint.
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We note that if h is a nondegenerate hermitian form and N = 0 then (h, 0) has
an adjoint (the zero map) and, since E is commutative, A(h,N) = A(h) (see §6).
We now wish to determine when the algebra with involution A(h,N) is struct-
urable.
We say that (h,N) satisfies the adjoint identity if (h,N) has an adjoint and
(ADJ) (v♮)♮ = N(v)v for all v ∈W.
If (h,N) satisfies the adjoint identity then, since |F | ≥ 5, (h,N) also satisfies the
polarizations
(ADJ1) (w ⋄ v) ⋄ v♮ = N(v)w + h(w, v♮)v,
(ADJ2) (w ⋄u)⋄v♮+(w ⋄v)⋄ (u⋄v) = h(u, v♮)w+h(w, u⋄v)v+h(w, v♮)u,
(ADJ3) (w ⋄ u) ⋄ (x ⋄ v) + (w ⋄ x) ⋄ (u ⋄ v) + (w ⋄ v) ⋄ (u ⋄ x)
= h(u, x⋄v)w+h(w, u⋄x)v+h(w, u⋄v)x+h(w, x⋄v)u,
(ADJ4) (v ⋄ w)♮ + v♮ ⋄ w♮ = h(w, v♮)w + h(v, w♮)v.
Also, h(v ⋄ w, u) = h(u, v ⋄ w)∗ = h(v, u ⋄ w)∗. Hence, applying h( , u) to (ADJ1)
gives h(w, (u ⋄ v♮) ⋄ v) = h(w,N(v)∗u) + h(w, h(u, v)v♮), so
(ADJ5) (u ⋄ v♮) ⋄ v = N(v)∗u+ h(u, v)v♮
Theorem 7.2. Suppose that E is a commutative associative algebra with involution,
N : W → E is a cubic form, and h : W ×W → E is a nondegenerate hermitian
form such that (h,N) has an adjoint. If (h,N) satisfies the adjoint identity, then
A(h,N) is a structurable algebra. If E contains a skew element that is invertible in
E, then the converse holds.
Proof. We recall from [A1, Theorem 13] that A is structurable if and only if
(i) A is skew-alternative,
(ii) (a, b, c)− (c, a, b) = (b, a, c)− (c, b, a) for a, b, c ∈ A+,
(iii) Da2,a(b) = 0 for a, b ∈ A+,
where
Da,b(c) =
2
3
[[a, b], c] + (c, b, a)− (c, a, b)
for a, b, c ∈ A+.
We shall first show that (i) and (ii) hold automatically for A(h,N) without
assuming the adjoint identity. We note that W is a bimodule for E using the
product in A(h,N), so
(E,E,W) = (E,W,E) = (W,E,E) = 0.
Skew-alternativity reduces to
(s, u, v) + (u, s, v) = h(su, v) + (su) ⋄ v − sh(u, v)− s(u ⋄ v)
+ h(us, v) + (us) ⋄ v − h(u, sv)− u ⋄ (sv) = 0
for s ∈ A(h,N)− = E− and u, v ∈W, which holds since us = −su, h is sesquilinear
and ⋄ is bi-semilinear. Since (a, b, c)∗ = −(c, b, a) for a, b, c ∈ A+, (ii) is equivalent
to (a, b, c)− (c, a, b) ∈ A+ for a, b, c ∈ A+. We note that E+ is in the centre of the
algebra with involution A(h,N) and that A(h,N)+ = E+⊕W, so it suffices to check
the E-component of (u, v, w) − (w, u, v) for u, v, w ∈ W. Now, the E-component of
u(vw) is h(u, v ⋄ w) which is symmetric in u, v, w, as are the E-components of
(uv)w = (w(vu))∗ and (u, v, w). Thus, the E-component of (u, v, w)− (w, u, v) is 0.
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We next reduce condition (iii) without using the adjoint identity. If a ∈ E+ ⊂
Z(A(h,N)) and x, y ∈ A(h,N)+, then
Dx,y(a) = 0, Dax,x = aDx,x = 0, Da,x = Dx,a = 0.
Let x = (a, v) = a+ v ∈ A(h,N)+ so x2 = a2 + h(v, v) + 2av + v ⋄ v. We see that
Dx2,x = D2av+v⋄v,v = Dv⋄v,v = 2Dv♮,v.
Thus, (iii) reduces to
Dv♮,v(w) = 0
for v, w ∈W.
Since ⋄ is symmetric, we have [v♮, v] = h(v♮, v)−h(v, v♮) = −3(N(v)−N(v)∗), so
2
3
[[v♮, v], w] = −4(N(v)−N(v)∗)w.
Also, since (wu)v = h(w ⋄ u, v) + h(w, u)v + (w ⋄ u) ⋄ v and since h(w ⋄ u, v) is
symmetric in u, v, we see that
(w, v,v♮)− (w, v♮, v) = (wv)v♮ − (wv♮)v + w[v♮, v]
= h(w, v)v♮ + (w ⋄ v) ⋄ v♮ − h(w, v♮)v − (w ⋄ v♮) ⋄ v + 3(N(v)−N(v)∗)w.
Thus,
Dv♮,v(w) = −(N(v)−N(v)
∗)w + h(w, v)v♮ + (w ⋄ v) ⋄ v♮ − h(w, v♮)v − (w ⋄ v♮) ⋄ v
and (iii) is equivalent to
(iii
′
) N(v)w + h(w, v♮)v − (w ⋄ v) ⋄ v♮ = N(v)∗w + h(w, v)v♮ − (w ⋄ v♮) ⋄ v.
If the adjoint identity holds, both sides of (iii′) are 0 by (ADJ1) and (ADJ5) and
A(h,N) is a structurable algebra. Conversely, if A(h,N) is a structurable algebra
and s ∈ E− is invertible in E, w = v in (iii′) gives
(iii′′) 4(N(v)v − (v♮)♮) = N(v)∗v + h(v, v)v♮ − (v ⋄ v♮) ⋄ v.
Replacing v by sv in (iii′′) multiplies the left side by s4 and the right side by −s4.
Thus, both sides are 0 and the adjoint identity holds. 
We will also need the following simple fact:
Lemma 7.3. Suppose that E is a commutative associative algebra with involution,
N : W → E is a cubic form, and h : W ×W → E is a nondegenerate hermitian
form such that (h,N) has an adjoint. If E contains a skew element that is invertible
in E, then Z(A(h,N)) = E+.
Proof. Suppose that s ∈ E− is invertible in E. If x = a + v ∈ Z(A(h,N)), then
a∗ = a and 0 = [x, s] = (a+ v)s− s(a+ v) = −2sv, which forces v = 0. Conversely,
it is easy to check that E+ ⊂ Z(A(h,N)). 
We shall now relate A(h,N) to two other constructions of structurable algebras.
We first consider the Cayley-Dickson process for structurable algebras that was
studied in [AF]. Let J be a commutative algebra with 1 over a commutative as-
sociative F -algebra K. In practice, J will be Jordan, but we do not require that
immediately. Let x→ xθ be a period two K-linear map on J and let µ ∈ K×. The
Cayley-Dickson process (see [AF, p. 200]) gives an algebra with involution
CD(J, θ, µ) = J⊕ J,
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with (a, b) written as a+ s0b,
(a+ s0b)(c+ s0d) = (ac+ µ(bd
θ)θ) + s0(a
θd+ (bθcθ)θ), (19)
and
(a+ s0b)
∗ = a− s0b
θ. (20)
Note that E = K[s0] with s
2
0 = µ is a subalgebra of CD(J, θ, µ).
Lemma 7.4. Let K be a commutative and associative algebra which we regard as an
algebra with involution with the trivial involution. Let NV : V→ K be a cubic form
on a K-module V and let T : V× V→ V be a nondegenerate symmetric K-bilinear
form such that (T,NV) satisfies the adjoint identity. Denote the adjoint of (T,NV)
by # and the linearization of # by × (see Remark 7.1). Form the commutative
algebra
J = A(T,NV) = K ⊕ V
(with trivial involution) and define θ : J→ J by (α+ v)θ = α− v for α ∈ K, v ∈ V.
Also form E = K[s0] with s
2
0 = µ ∈ K
× and K-linear involution ∗ with s∗0 = −s0,
and form the left E-module W = E⊗K V with V identified with 1⊗V. Extend T to a
hermitian form h : W×W→ E, extend × to a bi-semilinear map ⋄ : W×W→W,
and set w♮ = 12w ⋄ w and N(w) =
1
6h(w,w ⋄ w) for w ∈W. Then:
(a) h is nondegenerate, N : W→ E is the unique cubic form extending NV, and
(h,N) satisfies the adjoint identity with adjoint ♮.
(b) CD(J, θ, µ) = A(h,N) as algebras with involution.
(c) Z(CD(J, θ, µ)) = K and CD(J, θ, µ) is a structurable algebra.
Proof. For (a) it is clear that h is nondegenerate and that N is a cubic form ex-
tending NV. Also, if 1 ≤ n ≤ 4, any degree n homogeneous polynomial map from
W to E that vanishes on V is 0. This tells us that the extension of NV is unique.
Furthermore, since ∂xN |w = h(x,w♮) and (w♮)♮ = N(w)w hold for w ∈ V they hold
for w ∈W. For (b), observe first that as K-modules
CD(J, θ, µ) = J⊕ s0J = K ⊕ V⊕ s0K ⊕ s0V = E⊕W = A(h,N).
It is also clear that the involutions on CD(J, θ, µ) and A(h,N) are identical. Fur-
thermore, using the multiplication in CD(J, θ, µ), we have s0(s0v) = µv = s
2
0v,
so V ⊕ s0V = W as left E-modules. Since ∗ is an involution, we also have wb =
(b∗w)∗ = b∗w in CD(J, θ, µ) for b ∈ E and w ∈ W. Also, if u, v, x, y ∈ V, we can
compute in CD(J, θ, µ):
(u+ s0v)(x + s0y) = ux− µ(vy)
θ − s0(uy) + s0(vx)
θ
= T (u, x)− µT (v, y)− s0T (u, y) + s0T (v, x)
+ u× x+ µ(v × y)− s0(u × y)− s0(v × x)
= h(u+ s0v, x+ s0y) + (u+ s0v) ⋄ (x+ s0y).
So CD(J, θ, µ) = A(h,N) as algebras with involution. Finally, (c) follows from
Lemma 7.3 and Theorem 7.2. 
Suppose next that K is a commutative associative algebra, J is a Jordan algebra
over K, and t : J → K is a K-linear form. Following [BZ, § 0.10], we say that t
is a trace form on J if t(x(yz)) = t((xy)z) for x, y, z ∈ J. Also, we say that t is
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nondegenerate if the K-bilinear form (x, y) 7→ t(xy) is nondegenerate. If t(1) = 4,
we say that t satisfies the Cayley-Hamilton trace identity of degree 4 if
ch4(x) := x
4 + q3(x)x
3 + q2(x)x
2 + q1(x)x + q0(x)1 = 0
for x ∈ J, where the coefficients qi(x) ∈ K are defined by
q3(x) = −t(x), q2(x) =
1
2
(t(x)2 − t(x2)), q1(x) =
1
6
(3t(x)t(x2)− 2t(x3)− t(x)3),
q0(x) =
1
24
(3t(x2)2 + 8t(x)t(x3)− 6t(x4)− 6t(x)2t(x2) + t(x)4).
(These expressions are of course familiar from Newton’s identities for the coefficients
of the characteristic polynomial of a 4× 4-matrix.)
An important classical example of the preceding occurs when K is a field, J is
a finite dimensional separable degree 4 Jordan algebra over K and t is the generic
trace on J [J2, §VI.3 and VI.6] . In that case, it is well known that t(1) = 4 and
t is a nondegenerate trace form that satisfies ch4(x) = 0 (see for example [AF,
Prop. 5.1]).
Corollary 7.5. Suppose J is a Jordan algebra, K is a subalgebra of the centre of
J, and t : J → K is a nondegenerate trace form such that t(1) = 4. Let V = {v ∈
J : t(v) = 0}, and define a symmetric K-bilinear form T : V× V→ K and a cubic
form NV : V→ K by
T (u, v) =
1
4
t(uv) and NV(v) =
1
24
t(v3).
Then:
(a) T is nondegenerate, (T,NV) has an adjoint, and J = A(T,NV).
(b) (T,NV) satisfies the adjoint identity if and only if t satisfies the Cayley-
Hamilton identity of degree 4.
(c) If t satisfies the Cayley-Hamilton identity of degree 4, if µ ∈ K×, and if we
define θ : J → J by θ = 12 t − id, then CD(J, θ, µ) is a structurable algebra with
centre K.
Proof. (a): Note that we have J = K⊕V as K-modules. Hence, since t is nondegen-
erate, T is nondegenerate. Also, since t is a trace form, we have ∂vNV|u =
1
8 t(vu
2)
for u, v ∈ V. Thus, ∂vNV|u = T (v,
1
2u
2) = T (v, 12u
2 − 18 t(u
2)), so (T,NV) has an
adjoint given by
v# =
1
2
(v2 −
1
4
t(v2)). (21)
Next, it follows from (21) that uv = T (u, v) + u × v, so J = A(T,NV) as algebras
(with trivial involution).
(b): Now qi : J → K is a homogeneous polynomial map of degree 4 − i over K
for 0 ≤ i ≤ 3, and it is easy to check that
∂1qi|x = −(i+ 1)qi+1(x) (22)
for x ∈ J and 1 ≤ i ≤ 3, where q4(x) := 1. Also, ch4 : J → J is a homogeneous
polynomial map of degree 4 over K, and it follows from the definition of ch4 and
(22) that ∂1 ch4 |x = 0. Let f be the full linearization of ch4. Then, ∂1 ch4 |x =
1
6f(1, x, x, x), so f(1, x, x, x) = 0 for x ∈ J. Linearization gives f(1, x1, x2, x3) = 0
for x1, x2, x3 ∈ J. So, if a ∈ K and v ∈ V, we have
ch4(a+ v) =
1
24
f(a+ v, a+ v, a+ v, a+ v) =
1
24
f(v, v, v, v) = ch4(v).
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Another easy calculation shows that 8((v#)# −NV(v)v) = ch4(v) for v ∈ V. Thus,
ch4(a+ v) = 8((v
#)# −NV(v)v) for a ∈ K and v ∈ V.
(c): We have αθ = α and vθ = −v for α ∈ K, v ∈ V. Thus (c) follows from
Lemma 7.4(c). 
Corollary 7.5(c) generalizes [AF, Theorem 6.6] which dealt with the case when
K is a field and J is finite dimensional over K. Corollary 7.5(c) can be thought of
as a degree 4 analog of the generalized Tits’ construction of Lie algebras described
in [BZ, Prop. 24], since the structurable algebra CD(J, θ, µ) can in turn be used to
construct a Z-graded Lie algebra using Kantor’s construction [K2, A2].
Although we will not use the matrix construction of structurable algebras (see
[K2, p. 257], [A1, § 8(v)] in the finite dimensional case), we now briefly consider it
as a special case of our construction using cubic forms. For this purpose, we require
a pair formulation of the adjoint identity. Suppose that K is a commutative and
associative F -algebra, that (V+,V−) is a pair of K-modules, that Nσ : Vσ → K is
a pair of cubic forms, and that T : V+ × V− → K is a nondegenerate K-bilinear
pairing, i.e., for vσ ∈ Vσ we have T (v+,V−) = 0 implies v+ = 0 and T (V+, v−) = 0
implies v− = 0. To allow symmetry of notation, we set T (v−, v+) = T (v+, v−). We
say (T,N+, N−) has an adjoint if for σ = ± and for each u ∈ Vσ there is u# ∈ V−σ
with ∂vNσ|u = T (v, u
#) for all v ∈ Vσ. If (T,N+, N−) has an adjoint, the adjoint
map u 7→ u# from Vσ to V−σ is unique, and we define u× v = (u× v)# − u# − v#
for u, v ∈ Vσ. We say (T,N+, N−) satisfies the adjoint identity if it has an adjoint
and (v#)# = Nσ(v)v for all v ∈ Vσ, σ = ±.
If (T,N+, N−) has an adjoint, following [A1, p. 148], we form the algebra with
involution
M(T,N+, N−) =
{[
α+ v+
v− α−
]
: ασ ∈ K, vσ ∈ Vσ
}
with[
α+ v+
v− α−
] [
β+ u+
u− β−
]
=
[
α+β+ + T (v+, u−) α+u+ + β−v+ + v− × u−
β+v− + α−u− + v+ × u+ α−β− + T (v−, u+)
]
and [
α+ v+
v− α−
]∗
=
[
α− v+
v− α+
]
.
Part (c) of the next corollary generalizes [A1, §8, Example (v)] which dealt with
the case when K is a field and the pair (V+,V−) is finite dimensional.
Corollary 7.6. Suppose that K is a commutative associative algebra over F and
that the triple (T,N+, N−), defined on a pair of K-modules (V+,V−), has an ad-
joint. Let E = K ⊕K with the exchange involution ∗ and let W = V+ ⊕ V−. For
α = (α+, α−) ∈ E and v = (v+, v−), u = (u+, u−) ∈W, we set αv = (α+v+, α−v−),
N(v) = (N+(v+), N−(v−)) and h(v, u) = (T (v+, u−), T (v−, u+)).
Then:
(a) W is a left E-module, N is a cubic form, h is a nondegenerate hermitian
form, (h,N) has an adjoint, and M(T,N+, N−) ≃ A(h,N) as algebras with invo-
lutions.
(b) If (T,N+, N−) satisfies the adjoint identity, then so does (h,N).
(c) If (T,N+, N−) satisfies the adjoint identity then M(T,N+, N−) is a struct-
urable algebra with centre K1.
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Proof. For (a), it is clear that W is a left E-module, N is a cubic form, and h is
a nondegenerate hermitian form. Also, (h,N) has an adjoint given by (v+, v−)
♮ =
(v#− , v
#
+ ). Identifying (α+, α−)+(v+, v−) inA(h,N) with
[ α+ v+
v− α−
]
inM(T,N+, N−),
we see that M(T,N+, N−) = A(h,N) as algebras with involution. (b) is clear, and
(c) follows from (a), (b), Theorem 7.2 and Lemma 7.3. 
8. The geometry of class III tori
With the general structurable algebra constructions from §7 in hand, we now
begin our classification of class III structurable tori. In this section we associate a
finite incidence geometry to any class III torus. Our analysis of this geometry will
limit the possibilities for class III tori.
Throughout the section we assume that A is a class III structurable torus, and
we use the notation S, Sσ, Λ−, Z, Γ, E and W from §4.
Recall from §4 that A = E⊕W with EE ⊂ E and EW+WE ⊂W. Moreover, we
have
we = e∗w
for e ∈ E and w ∈ W [AY, Prop. 8.3(a)]. Also, we recall the following from [AY,
Prop. 8.13].
Proposition 8.1. If A is a structurable Λ-torus of class III, σ0 ∈ S−, and 0 6=
s0 ∈ Aσ0 , then
(a) E is a commutative, associative Λ−-torus with involution.
(b) Z = Z(E) = E+. Consequently, if x is a homogeneous element of A, then
x2 ∈ E⇐⇒ x2 ∈ Z.
(c) E− = s0Z, s
2
0 ∈ Z, and E = Z⊕ s0Z.
(d) S− = σ0 + Γ, 2σ0 ∈ Γ, and Λ− = Γ ∪ (σ0 + Γ).
(e) (Λ− : Γ) = 2.
(f) 4Λ ⊂ Γ ⊂ Λ− ⊂ Λ.
We now let E act on W by means of the left multiplication action (a, w) 7→ aw
in A. We define maps h : W×W→ E and ⋄ : W×W→ W by the equality
w1w2 = h(w1, w2) + w1 ⋄ w2
for w1, w2 ∈W. We also define a map N : W → E by
N(w) =
1
6
h(w,w ⋄w)
for w ∈W.
Proposition 8.2. Suppose that A is a structurable torus of class III. Then
(a) W is a graded left E-module relative to the action (a, w) 7→ aw.
(b) h is a nondegenerate graded hermitian form on W over E and ⋄ is an E-bi-
semilinear symmetric graded map.
(c) N is a graded cubic form on W over E; that is, N is cubic form and its full
linearization is graded.
(d) The pair (h,N) satisfies the adjoint identity with w♮ = 12w ⋄w for w ∈W.
(e) A = A(h,N) as Λ-graded algebras, where A(h,N) has the Λ-grading extend-
ing the Λ-grading on E and W.
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Proof. (a): For general structurable tori,W is a left E-module relative to a◦w = a∗w
[AY, Prop. 8.4(a)] . However, since A is of class III, E is commutative, so W is an
E-module relative to aw. The action aw is clearly graded.
(b): h and ⋄ are clearly graded. Also, in the notation of [AY, §8], we have
h(w1, w2) = χ(w2, w1) and w1 ⋄ w2 = ξ(w2, w1). (b) then follows from the corre-
sponding statements about χ and ξ [AY, Prop. 8.4 (b)–(e)].
(c): We have h(w1, w2 ⋄ w3) = χ(w1, ξ(w3, w2) and the right hand side is sym-
metric in its arguments by [AY, p. 128]. Hence, h(w1, w2 ⋄ w3) is symmetric in its
arguments, so N is a cubic form over E with full linearization h(w1, w2 ⋄w3).
(d) and (e): Since ∂uN |v=
1
2h(u, v⋄v), the pair (h,N) has an adjoint v
♮ = 12v⋄v.
Also, we have
(a+ v)(b + w) = ab+ h(v, w) + aw + b∗v + v ⋄ w and (a+ v)∗ = a∗ + v
for a, b ∈ E and v, w ∈ W. Therefore A = A(h,N) as graded algebras with involu-
tion. Hence (h,N) satisfies the adjoint identity by Theorem 7.2. 
Let
Λ¯ = Λ/Λ− and α¯ = α+ Λ− ∈ Λ¯,
for α ∈ Λ. So
4α¯ = 0
for α ∈ Λ by Proposition 8.1(f).
If β ∈ α¯ for 0 6= α¯ ∈ S¯, then Aβ = eAα for any 0 6= e ∈ Eβ−α. Since
h(w1, w2 ⋄w3) is symmetric and trilinear, we see that for 0 6= α¯i ∈ S¯, the condition
h(Aα1 ,Aα2 ⋄ Aα3) 6= 0 does not depend on the order of the αi or on the choice of
representatives for α¯i.
We can now define an incidence geometry I associated with A. The points of I
are the elements α¯ ∈ Λ¯ for α ∈ S r Λ−. The lines of I are the unordered 3-tuples
[α¯, β¯, γ¯] of points α¯, β¯, γ¯ with
h(Aα,Aβ ⋄Aγ) 6= 0.
Note, in this case, that α¯ + β¯ + γ¯ = 0. We also note that since A is of class III, I
has at least one point and one line.
If [α¯, β¯, γ¯] is a line, we say that α¯ is incident to [α¯, β¯, γ¯] and we say that α¯ and β¯
are collinear. Since h is nondegenerate, we see for points α¯, β¯ that h(Aα,Aβ) 6= 0
if and only if α¯+ β¯ = 0. Thus, for points α¯, β¯,
α¯ and β¯ are collinear ⇐⇒ Aα ⋄Aβ 6= 0.
We write |α¯| for the order of α¯ ∈ Λ¯, in which case |α¯| = 1, 2 or 4. Moreover, if
α¯ is a point, |α¯| = 2 or 4.
It is important to note that our definition of collinear allows the possibility of a
point α¯ being collinear with itself. Indeed, by definition, this holds if and only if
[α¯, α¯, γ¯] is a line for some point γ¯. Moreover, we see in part (a) of the next lemma
that this is the case if and only if |α¯| = 4. We also note that if α¯ is a point, then
so is −α¯ (by (ST2)), but α¯ is clearly never collinear with −α¯.
Lemma 8.3. Suppose that α¯, β¯, γ¯, δ¯ are points in the geometry I for a class III
structurable Λ-torus A. Then:
(a) If |α¯| = 4, then [α¯, α¯, 2α¯] is a line. These are the only lines not having three
distinct points and the only lines with points of both orders, 2 and 4.
(b) If [α¯, β¯, γ¯] is a line, then δ¯ is collinear with at least one of α¯, β¯, γ¯.
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(c) If
∣∣δ¯∣∣ = 2 and δ¯ is collinear with α¯, then δ¯ is collinear with −α¯.
(d) If [α¯, β¯, γ¯] is a line, if δ¯ is collinear with both α¯ and β¯, and if
∣∣δ¯∣∣ = 2, then
δ¯ = γ¯.
Proof. We let 0 6= a ∈ Aα, 0 6= b ∈ Aβ, 0 6= c ∈ Aγ , and 0 6= d ∈ Aδ.
(a): If |α¯| = 4, then h(Aα,Aα) = 0, so a ⋄ a = a2 6= 0 by Remark 3.4. Hence,
2α¯ = −2α¯ is a point and [α¯, α¯, 2α¯] is a line. Moreover, if [α¯, α¯, γ¯] is a line, then
γ¯ = −α¯ − α¯ = 2α¯, so |α¯| = 4. Also, if [α¯, β¯, γ¯] is a line with |α¯| = 4 and |γ¯| = 2,
then |α¯+ γ¯| = 4. Thus, c♮ = 12c ⋄ c = 0 and (a ⋄ c)
♮ 6= 0. Using (ADJ4), we see
that h(c, a♮)c = (a ⋄ c)♮ 6= 0 so γ¯ + 2α¯ = 0. Therefore, β¯ = −α¯− γ¯ = −α¯+ 2α¯ = α¯
(b): Suppose δ¯ is not collinear with α¯, β¯, γ¯. Since d ⋄ a = d ⋄ b = d ⋄ c = 0,
(ADJ3) gives h(a, b ⋄ c)d = 0, a contradiction.
(c): We can assume that |α¯| = 4. Since δ¯ is collinear with α¯, we have δ¯ = 2α¯ by
(a). Therefore, δ¯ = 2(−α¯), so δ¯ is collinear with −α¯ by (a).
(d): We know that δ¯ is collinear with −α¯ and −β¯ (by (c)). So [δ¯,−α¯, α¯ − δ¯]
and [δ¯,−β¯, β¯ − δ¯] are lines. Let 0 6= u ∈ Aα−δ and 0 6= v ∈ Aβ−δ. Thus, 0 6=
(d ⋄ u) ⋄ (d ⋄ v) ∈ Aα ⋄Aβ. Since d♮ = 0, (ADJ2) shows that h(d, u ⋄ v)d 6= 0. Thus
h(d, u ⋄ v) 6= 0, so δ¯ = −(α¯− δ¯)− (β¯ − δ¯) = −α¯− β¯ = γ¯. 
If a point α¯ is collinear with all points β¯ 6= α¯ and α¯ is incident to each line, we
say that I is a star with centre α¯.
Corollary 8.4. Let A be a structurable Λ-torus of class III.
(a) If I is a star, then any centre α¯ of I has order 2.
(b) If I is a star, the centre of I is unique unless I consists of 3 distinct points
α¯, β¯, γ¯ of order 2 and one line [α¯, β¯, γ¯].
(c) If some point α¯ is collinear with all points β¯ 6= ±α¯, then I is a star.
(d) I is a star if and only if there exists a homogeneous element x ∈ W such
that Lx is invertible.
Proof. (a): Suppose that I is a star with centre α¯. Since α¯ is not collinear with
−α¯, we have −α¯ = α¯, so |α¯| = 2.
(b): Suppose that α¯ 6= β¯ are centres of I. Then there is a line [α¯, β¯, γ¯] and
|α¯| =
∣∣β¯∣∣ = 2, so |γ¯| = ∣∣−α¯− β¯∣∣ = 2. Let δ¯ be a point not equal to α¯ or β¯. If∣∣δ¯∣∣ = 4, then Lemma 8.3(a) tells us that α¯ = 2δ¯ = β¯, a contradiction. So ∣∣δ¯∣∣ = 2,
and thus δ¯ = γ¯ by Lemma 8.3(d). Therefore, α¯, β¯ and γ¯ are the only points and
[α¯, β¯, γ¯] is the only line.
(c): If |α¯| = 2, then α¯ is incident to each line by Lemma 8.3(d), so I is a star
with centre α¯. Suppose then that |α¯| = 4. If β¯ is any point of order 2, then β¯ is
collinear with α¯, so β¯ = 2α¯ by Lemma 8.3(a). Thus, if β¯ is any point not equal to
2α¯, we have
∣∣β¯∣∣ = 4 and hence ∣∣2β¯∣∣ = 2. But then, as we’ve just seen, 2β¯ = 2α¯,
so 2α¯ is collinear with β¯ by Lemma 8.3(a). Thus, 2α¯ is collinear with all points
β¯ 6= 2α¯, and the first case tells us that I is a star with centre 2α¯.
(d): Suppose first that x ∈ Wα with Lx invertible. Then, α¯ is a point, and
Aα ⋄ Aβ = LxAβ 6= 0 for all points β¯ 6= −α¯. So I is a star by (c). Conversely,
suppose that I is a star with centre α¯. We choose 0 6= x ∈ Wα and show that Lx
is invertible. Since A is finely graded, it is sufficient to show that LxA
β 6= 0 for all
β ∈ S. But if β ∈ Λ−, this is clear from the multiplication in A = A(h,N). So we
can assume that β¯ is a point. If β¯ 6= α¯, then β¯ and α¯ are collinear, so LxAβ 6= 0.
Finally, if β¯ = α¯, then Aβ = Eβ−αx, so LxA
β = Eβ−αx2 6= 0 by Remark 3.4. 
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It is natural and convenient now to subdivide class III structurable tori into three
subclasses:
Definition 8.5. If A is a class III structurable Λ-torus, we say that A has class
III(a), III(b), or III(c), if the corresponding condition below holds:
III(a): I is a star.
III(b): I is not a star and all points have order 2.
III(c): I is not a star and there is a point of order 4.
In view of Lemma 8.3(a), condition III(b) can be equivalently stated as: I is
not a star and each line of I has 3 distinct points. Similarly, condition III(c) can
be stated as: I is not a star and there is a line of I with a repeated point. So,
the trichotomy in Definition 8.5 is purely based on the properties of the incidence
geometry I.
Example 8.6. To provide some intuition, we now give examples of incidence ge-
ometries that are associated with structurable tori of class III(a), III(b) and III(c).
In the diagrams, solid circles represent points of order 2 and open circles represent
points of order 4.
(a) (b)
(c)
In example (c), we have drawn only 2 of the 16 lines that are made up of points
from the 3 clusters at the bottom of the picture. Indeed, if we label the points in
each of these clusters by the elements of the group Z2 ⊕ Z2, there are 16 lines of
the form [α¯1, α¯2, α¯3], where the points α¯1, α¯2, α¯3 are chosen one from each cluster
with labels summing to 0. (See Lemma 13.2 below in the case when all ki = 1.)
Remark 8.7. If A is of class III(b), then, using Lemma 8.3, I can be seen to be a
generalized quadrangle Q of order (2, t) (see [PT, §1.1]) imbedded in the projective
space P of the Z2-vector space Λ/Λ−. Furthermore, one can classify such pairs
(Q,P). Methods similar to those in [F1] should then classify the pairs (h,N) leading
to class III(b) tori. Although we have been guided in our research by these facts,
in the end we adopted a different approach to the classification of class III(b) tori
(see §10).
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9. Tori of class III(a)
In this section we obtain the classification of structurable tori of class III(a).
Recall that in Example 6.1, we constructed the structurable torus A(k) asso-
ciated with a diagonal graded hermitian form k over an associative torus with
involution B. We saw in Theorem 6.2 that if we take B of class I in this construc-
tion we obtain all class II structurable tori. On the other hand, there are, up to
isograded-isomorphism, precisely two associative tori with involution that are not
of class I: P(r) and C∗(2)⊗ P(r) (see Remark 5.20). If we use the first of these for
B in the construction, we obtain Jordan tori [Y1, § 5]. If we use the second, we
now see that we obtain all class III(a) structurable tori.
Theorem 9.1. If M is a subgroup of Λ such that 2Λ ⊂ M , if B is an associative
M -torus with involution that is isograded-isomorphic to C∗(2)⊗P(r) for some r ≥ 0,
and if k is a diagonal Λ-graded hermitian form over B, then the structurable Λ-
torus A(k) associated with k (as in Example 6.1) is of class III(a). Moreover, any
structurable Λ-torus of class III(a) is graded-isomorphic to a structurable Λ-torus
A(k) obtained in this way.
Proof. For the first statement, assume that A = A(k) = B⊕X, where M,B, X and
k are as in Example 6.1, and B is isograded isomorphic to C∗(2)⊗P(r). We use the
notation S, Sσ, Λ−, Z, Γ, E and W from §4 for A. Now the centre Z of the algebra
with involution A is also the centre of the algebra with involution B, so we have
Γ = Γ(B). Thus, since B is isograded-isomorphic to C∗(2)⊗P(r), we may choose a
basis {µ1, µ2, . . . , µr+2} of M and nonzero elements a1 ∈ Bµ1 , a2 ∈ Bµ2 such that
Γ = 〈2µ1, 2µ2, µ3, . . . , µr+2〉,
B = Z⊕ Za1 ⊕ Za2 ⊕ Za1a2,
a2i ∈ Z, a2a1 = −a1a2, a
∗
1 = a1 and a
∗
2 = a2. Then S− = Γ + µ1 + µ2, so
Λ− = 〈Γ, µ1 + µ2〉,
E = Z⊕ Za1a2 and W = Za1 ⊕ Za2 ⊕ X.
Now WW ⊃ XX = k(X,X) = B and hence WW 6⊂ E. Thus, A is of class III.
Moreover, La1 is invertible, so, by Corollary 8.4(d), I is a star. (This can also easily
be seen directly.) So, A is of class III(a).
For the second statement, suppose that A is a structurable torus of class III(a),
and we use the notation from §4 and §8 for A. We use the recognition theorem
[AY, Prop. 9.8]. Indeed, according to that result, it is sufficient to show that there
exists a subgroup M of Λ satisfying the following conditions:
(a) Λ− ⊂M ⊂ S and (M : Λ−) = 2
(b) AS\MAS\M ⊂ AM
(c) For each σ ∈ S \M there exists τ ∈ S \M so that AσAτ 6⊂ E.
To do this, let δ¯ be a centre of the geometry I associated with A. Then, by
Corollary 8.4(a),
∣∣δ¯∣∣ = 2. Let M = 〈Λ−, δ〉 = Λ− ∪ (δ+Λ−), in which case we have
condition (a). To show (b), it suffices to check that AαAβ ⊂ AM for points α¯, β¯
distinct from δ¯. If α¯ + β¯ = 0, then AαAβ = h(Aα,Aβ) ⊂ E. If α¯ + β¯ 6= 0 and α¯
and β¯ are not collinear, then AαAβ = Aα ⋄Aβ = 0. If [α¯, β¯, γ¯] is a line, then δ¯ = γ¯
(since δ¯ is a centre of I) and AαAβ = Aα ⋄ Aβ ⊂ AM (since α¯ + β¯ = −δ¯). Thus,
we have (b). Finally, if σ ∈ S rM , then [σ¯, δ¯, τ¯ ] is a line for τ = −σ − δ /∈ M , so
AσAτ = Aσ ⋄Aτ = A−δ 6⊂ E. 
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10. Tori of class III(b)
In this section we show that each structurable torus of class III(b) can be con-
structed by doubling a Jordan torus of degree 4 using the Cayley-Dickson process
(see §7).
We will need the following simple fact from Jordan theory:
Lemma 10.1. Suppose that J is a finite dimensional central simple Jordan algebra
over F . If x is an element of J such that x2 ∈ F and Lx is invertible, then x ∈ F .
Proof. By extending the base field and replacing x by a scalar multiple of x, we can
assume that x2 = 1. Then e := 12 (1 − x) is an idempotent and we have the Peirce
decomposition J = J0 ⊕ J1 ⊕ J 1
2
of J relative to e [J2, §III.1] Since x = 1 − 2e, we
have LxJ 1
2
= 0, so J 1
2
= 0 and J = J0 ⊕ J1 where J0 and J1 are ideals of J. Thus,
by simplicity, e = 0 or e = 1, so x = ±1. 
Suppose that J is a Jordan Λ-torus with centre Z and central grading group Γ.
Then J is a free Z-module [Y1, Lemma 3.9(ii)]. Indeed the rank (possibly infinite)
of this module is easily seen to be the cardinality |S(J)/Γ| of the set S(J)/Γ, where
S(J) is the support of J and
S(J)/Γ = {α+ Γ : α ∈ S(J)}.
Also, Z is an integral domain [Y1, Lemma 3.6(i)], so we can form the field Z˜ of
fractions of Z. The Jordan algebra
J˜ = Z˜⊗Z J
over Z˜ is called the central closure of J. Since J is a free Z-module, it follows
that the Z-algebra J embeds in J˜ as 1 ⊗Z J. Moreover, each element of J˜ can be
expressed in the form z−1⊗Z x, where 0 6= z ∈ Z and x ∈ J. Again since J is a free
Z-module, J is finitely generated as Z-module if and only if J˜ is finite dimensional
over Z˜. In fact if J is finitely generated as a Z-module, its central closure J˜ is a
finite dimensional central division algebra over Z˜ [Y1, 3.6, 2.6 and 2.10], and thus
the degree of J˜ over Z˜ is defined as the degree of the generic minimum polynomial
of each element of J˜ [J2, §VI.3]. Following [Y1, Definition 6.4], we say that a Jordan
Λ-torus J has degree n (or central degree n) if J is finitely generated as a Z-module
and the degree of J˜ (in the above sense) over Z˜ is n.
Proposition 10.2. (a) Let M be a subgroup of Λ such that (Λ : M) = 2; let J
be a degree 4 Jordan M -torus with centre Z and central grading group Γ satisfying
2M ⊂ Γ; let σ0 be an element of Λ such that
Λ = 〈M,σ0〉 and 2σ0 ∈ Γ;
and let 0 6= µ ∈ Z2σ0 . Define θ : J→ J by
θ(x) =
{
x, if x ∈ JΓ
−x, if x ∈ JM\Γ
, (23)
and give the algebra with involution CD(J, θ, µ) the Λ-grading defined by
CD(J, θ, µ)τ = Jτ and CD(J, θ, µ)σ0+τ = s0J
τ . (24)
for τ ∈M . Then, CD(J, θ, µ) is a class III(b) structurable Λ-torus with centre Z.
(b) Any class III(b) structurable Λ-torus is graded isomorphic to a structurable
torus CD(J, θ, µ) constructed from some M , J, σ0 and µ as in (a).
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Proof. (a): Let Z˜ be the field of fractions of Z, let J˜ = Z˜⊗Z J, and let t˜ : J˜→ Z˜ be
the generic trace on J˜.
We first claim that the restriction of t˜ to JM\Γ is zero.6 Indeed, by [NY,
Prop. 4.9], we have J = Z ⊕ (J, J, J), where (J, J, J) is the F -span of the associ-
ators (x, y, z), x, y, z ∈ J. Thus, since (J, J, J) is a graded subspace of J, it follows
that JM\Γ = (J, J, J). Then the claim follows from the fact that the generic trace t˜
is a trace form on J˜.
Now, by assumption, J˜ is a finite dimensional central division algebra of degree
4 over J˜ and hence it is a finite dimensional separable algebra of degree 4 over J˜.
So, by Corollary 7.5(c) (and the paragraph preceding Corollary 7.5), CD(J˜, θ˜, µ)
is a structurable algebra, where θ˜ : J˜ → J˜ is defined by θ˜ = 12 t˜ − id. But since t˜
is Z˜-linear, t˜(1) = 4, and t˜ is zero on JM\Γ, it follows that θ˜ restricts to θ on J.
Hence, setting A = CD(J, θ, µ), we see that A is a subalgebra with involution of
CD(J˜, θ˜, µ), so A is structurable.
It is clear that A is a finely Λ-graded structurable algebra using the grading given
by (24). Moreover, supp(A) = supp(J)∪ (σ0+supp(J)) generates Λ. If 0 6= x ∈ Jτ ,
where τ ∈M , then x has a Jordan inverse y ∈ J−τ , in which case xy = yx = 1 and
[Lx, Ly]J = 0. Then, since θ(x) = −x if and only if θ(y) = −y, we have
[Lx, Ly](s0J) = s0([Lθ(x), Lθ(y)]J) = s0([Lx, Ly]J) = 0,
so y is the inverse of x in A. Also, since Ls0 is invertible, it follows using Re-
mark 3.1(c) that s0x is invertible. Therefore A is a structurable torus. Also, by
Corollary 7.5(c), Z(A) = Z and hence Γ(A) = Γ.
Next, using the notation from §4 and §8 for A, we have S− = σ0 + Γ, so Λ− =
〈Γ, σ0〉, E = Z⊕ s0Z and W = JM\Γ ⊕ s0JM\Γ. But, since J˜ is of degree 4, we have
JM\ΓJM\Γ 6⊂ Z, so WW 6⊂ E and A is of class III.
It remains to show that A is of class III(b). Since 2M ⊂ Γ, we have 2Λ ⊂ Λ−,
so every point in the geometry I associated with A has order 2. Suppose finally
for contradiction that I is a star. So, by Corollary 8.4(d), Lx : A→ A is invertible
for some homogeneous x ∈W. It follows then from the multiplication and grading
in CD(J, θ, µ) that Lx : J → J is invertible for some homogeneous x ∈ JM\Γ.
Moreover, since 2M ⊂ Γ, we have x2 ∈ Z. This contradicts Lemma 10.1 applied to
the finite dimensional central simple algebra J˜ over Z˜.
(b): Suppose that A is a structurable Λ-torus of class III(b). We use the notation
of §4 and §8 for A. As in Proposition 8.1, we fix a choice of σ0 ∈ S−, in which case
σ0 /∈ Γ and 2σ0 ∈ Γ. We also fix a choice of 0 6= s0 ∈ A
σ0 and we let
µ = s20 ∈ Z
2σ0 .
Now, since every point of I has order 2, we have 2(S \ Λ−) ⊂ Λ−. So 2S ⊂ Λ−.
But 2S ⊂ S+ [AY, Prop. 7.1], so 2S ⊂ Λ− ∩ S+ = Γ. Therefore 2Λ ⊂ Γ.
So Λ/Γ is a Z2-vector space and σ0 /∈ Γ, and therefore we can find a subgroup
M of Λ such that
Γ ⊂M, (Λ :M) = 2 and σ0 /∈M.
We fix a choice of M with these properties. Then certainly Λ = 〈M,σ0〉.
6It is not difficult to give a direct argument for this without using [NY, Prop. 4.9], a result
that uses the classification of Jordan tori.
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Let
J = AM .
SinceM ∩S− = ∅, we see that v∗ = v for all v ∈ J. Thus J is a structurable algebra
with trivial involution, so J is a Jordan algebra [A1, §1]. Since Λ =M ∪ (σ0 +M)
and σ0 + S = S, we have S = (M ∩ S) ∪ (σ0 + (M ∩ S)). Since Λ = 〈S〉, σ0 /∈ M
and 2σ0 ∈ Γ ⊂M ∩S, we see that M = 〈M ∩ S〉. Therefore J is a JordanM -torus.
Now
A = AM ⊕Aσ0+M = J⊕ s0J and J = Z⊕ V,
where
V = JMrΓ.
Thus, W = V ⊕ s0V ≃ E ⊗ V as E-modules. Let T and NV be the restrictions of
h and N respectively to V (where h and N are defined as in §8). Then T and NV
take values in EM = Z. Now, by Proposition 8.2 (d) and (e), (h,N) satisfies the
adjoint identity and A = A(h,N). Thus, (T,NV) satisfies the adjoint identity and
J = A(T,NV). So, by Lemma 7.4 (a) and (b) (with K = E), we have
A = CD(J, θ, µ)
as algebras with involution, where θ : J → J is defined by (23). Also, if we give
CD(J, θ, µ) a Λ-grading by (24), this is an equality of Λ-graded algebras with invo-
lution.
Next, the centre Z of A is clearly contained in Z(J). On the other hand, if x is a
nonzero homogeneous element of Z(J), then Lx : J→ J is invertible, so Lx : A→ A
is invertible. Since I is not a star, this implies that x ∈ Z by Corollary 8.4(d).
Thus, Z(J) = Z and therefore Γ(J) = Γ. Also, since 2Λ ⊂ Γ, we have 2M ⊂ Γ.
Now J is a free Z-module of rank |S(J)/Γ|, and S(J)/Γ ⊂M/Γ is finite. Hence,
the degree n of theM -torus J is defined. But (h,N) satisfies the adjoint identity by
Proposition 7.2, so (T,NV) satisfies the adjoint identity (v
#)# = NV(v)v for v ∈ V,
where # is the restriction of ♮ to V. Hence, since v# = 12 (v
2−T (v, v)), we see that
each v ∈ V is a root of a monic polynomial of degree 4 over Z. Thus, the same is
true for each element x ∈ J. So each element of J˜ is a root of a monic polynomial of
degree 4 over Z˜. Consequently, n ≤ 4 [J2, p. 224] (since Z˜ is infinite). Now if n = 3,
then, by [Y1, Prop. 6.7], 3M ⊂ Γ, which contradicts 2M ⊂ Γ and M 6= Γ. Also,
if J has degree 2, then J˜ is the Jordan algebra of a symmetric bilinear form over Z˜
[J2, p. 207]. Thus, JM\ΓJM\Γ ⊂ Z [Y1, p. 153], so WW ⊂ E, contradicting the fact
that A is of class III. Of course, n 6= 1 since J 6= F . So J is a Jordan M -torus of
degree 4. 
We call the structurable Λ-torus CD(J, θ, µ) constructed in Theorem 10.2(a) a
Cayley-Dickson torus obtained from J.
Remark 10.3. It is interesting to note that in the proof of Proposition 10.2(a)
we did not use the assumption 2Λ ⊂ M to show that CD(J, θ, µ) is a class III
structurable torus. That assumption was only used to show that CD(J, θ, µ) is of
class III(b). In fact, if we drop the assumption that 2Λ ⊂M , we do obtain an extra
torus that is of class III(c), but it is not possible to obtain all class III(c) tori in
this way.
To explain the dependence of the Cayley-Dickson torus CD(J, θ, µ) on the scalar
µ, we prove the following:
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Lemma 10.4. Suppose that CD(J, θ, µ) and CD(J′, θ′, µ′) are Cayley-Dickson tori
constructed as in Theorem 10.2(a) (with the assumptions therein). Suppose that
there exists an isograded algebra isomorphism ϕ : J→ J′ such that
ϕ(µ) = z′
2
µ′ (25)
for some nonzero homogeneous z′ ∈ Z′(J′). Then CD(J, θ, µ) ≃ig CD(J
′, θ′, µ′).
Proof. Let A = CD(J, θ, µ) and A′ = CD(J′, θ′, µ′). We use the notation Λ, M , J,
Z, Γ, σ0, µ and s0 for A as in Theorem 10.2(a), and we use corresponding primed
notation for A′.
Now by assumption we have a group isomorphism ε :M →M ′ such that
ϕ(Jτ ) = J′
ε(τ)
for τ ∈ M . Since ϕ is an algebra isomorphism it follows that ε(Γ) = Γ′, so
ε(M \ Γ) =M ′ \ Γ′. Thus,
ϕθ = θ′ϕ. (26)
Next let γ′ ∈ Γ′ be the degree of z′ ∈ Z′. Then, since µ ∈ Z2σ0 and µ′ ∈ Z′2σ
′
0 ,
it follows from (25) that
ε(2σ0) = 2γ
′ + 2σ′0. (27)
We now define εΛ : Λ→ Λ′ by
εΛ(τ) = ε(τ) and εΛ(σ0 + τ) = σ
′
0 + ε(τ) + γ
′
for τ ∈M . Then, one checks using (27) that εΛ is an isomorphism of groups.
Next we define ψ : A → A′ by
ψ(a+ s0b) = ϕ(a) + s
′
0(z
′ϕ(b))
for a, b ∈ J. Then, ψ is a linear bijection, and one checks directly using the defini-
tions of ψ, εΛ and the gradings on A and A
′ (see (24)) that
ψ(Aλ) = A′
εΛ(λ).
for λ ∈ Λ. Also, since z′ ∈ Z′, we have
z′a′θ
′
= (z′a′)θ
′
for a′ ∈ J′. Using this fact and (26), as well as the definitions of the involutions and
products, one checks directly that ψ preserves the products and involutions. 
As mentioned previously, Yoshii has classified Jordan tori in [Y1]. In view of
Theorem 10.2, it important for us to identity in his list the Jordan Λ-tori J of
degree 4 that satisfy 2Λ ⊂ Γ(J). (Of course we will then apply this with Λ replaced
by M .) To do this, we recall some standard terminology from Jordan theory.
If A is an associative algebra, the plus algebra of A is the algebra A+ with
underlying vector space A and product x · y = 12 (xy + yx). In that case, A
+ is a
Jordan algebra. If A is an associative algebra with involution ∗ then
H(A) := A+ = {x ∈ A : x
∗ = x}
is a subalgebra of the Jordan algebra A+. If we wish to emphasize the role of
the involution ∗, we write H(A) as H(A, ∗). If A is a Λ-graded algebra, then A+
is a Λ-graded algebra (with the same grading). Also, if A is a Λ-graded algebra
with involution, then H(A) is a Λ-graded subalgebra of A+. Finally, if A is an
associative Λ-torus (without involution), then A+ is a Jordan Λ-torus; and if A
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is an associative Λ-torus with involution such that 〈S+(A)〉 = Λ, then H(A) is a
Jordan Λ-torus
If E is a split 2-dimensional composition algebra (with its canonical involution)
over F and A is a Λ-graded algebra with involution ∗, then it is well known that
H(A ⊗ E) ≃Λ A
+. (28)
(If we identify E = F ⊕ F , an isomorphism from right to left in (28) is a 7→
a⊗ (1, 0) + a∗ ⊗ (0, 1).)
Proposition 10.5. Suppose that J is a Λ-graded Jordan algebra. Then,
J is a Jordan Λ-torus of degree 4 satisfying 2Λ ⊂ Γ(J) (29)
if and only if J is isograded isomorphic to
H(C(2)⊗ C(2)⊗ T ⊗ P(r)),
where r ≥ 0, T = C(0), C(1), C(2) or E, and E is a 2-dimensional composition
algebra over F .
Proof. “⇐” We can assume that J = H(A), where
A = A1 ⊗A2 ⊗A3 ⊗A4,
with A1 = C(2), A2 = C(2),
A3 = C(0), C(1), C(2) or E, (30)
and A4 = P(r) with r ≥ 0. Then A is a Zn-graded associative algebra with
involution, where n = 2 + 2 + k + r, with k = 0, 1, 2 or 0 in the cases covered by
(30) (in order). (Here we are making the obvious identification of Z2⊕Z2⊕Zk⊕Zr
with Zn.) So J is a Jordan Zn-torus by Remark 5.5(a). (To see this in the case
when T = E, we can extend the base field, assume that E is split, and use (28).)
Next let Zi = Z(Ai) for 1 ≤ i ≤ 4, and let Z = Z(J). Using the fact that Z is
a graded subspace of J, it is easy to check that Z = Z1 ⊗ Z2 ⊗ Z3 ⊗ Z4. Thus
Γ(J) = 2Z2 ⊕ 2Z2 ⊕ 2Zk ⊕ Zr, so 2Zn ⊂ Γ(J). Finally, let Z˜ be the quotient field
of Z. Then, by Lemma 5.3 (extended to more than two factors), we have
(Z˜⊗Z1 A1)⊗Z˜ (Z˜⊗Z2 A2)⊗Z˜ (Z˜ ⊗Z3 A3)⊗Z˜ (Z˜⊗Z4 A4) ≃ Z˜⊗Z A
as algebras with involution over Z˜. So, since A4 = Z4, we have
Z˜⊗Z J = Z˜⊗ZH(A) = H(Z˜⊗ZA) ≃ H((Z˜⊗Z1 A1)⊗Z˜ (Z˜⊗Z2 A2)⊗Z˜ (Z˜⊗Z3 A3)).
as algebras over Z˜. Finally, since Z˜⊗Z1A1 and Z˜⊗Z2A2 are quaternion algebras with
canonical involution over Z˜ and Z˜ ⊗Z3 A3 is a composition algebra with canonical
involution of dimension 1, 2, 4 or 2 over Z˜, it is well known that the righthand side
of this isomorphism is a degree 4 Jordan algebra over Z˜ [J2, §V.7, Theorem 11].
“⇒” Suppose that (29) holds, and let Z = Z(J) and Γ = Γ(J). Then the central
closure J˜ = Z˜⊗J J of J is a finite dimensional central simple Jordan division algebra
of degree 4 over J˜. Thus, the dimension J˜ over Z˜ is 10, 16 or 28 [ibid]. So
d := |S(J)/Γ| = 10, 16 or 28.
We now use the classification of Jordan tori of degree ≥ 4. Indeed, since J˜ has
degree ≥ 4, [Y1, Theorem 7.1] tells us that one of the following holds:
(i) J ≃Λ A+, where A is an associative Λ-torus,
(ii) J ≃Λ H(A), where A is an associative Λ-torus with involution,
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(iii) J ≃Λ H(B, σ), where B is an associative Λ-torus over E, E/F is a
quadratic field extension, and σ is a graded σE -semilinear involution
of B.
(In fact [Y1, Theorem 7.1] says more in each case, but this is all we need.) We
consider the cases (i), (ii) and (iii) separately.
(i) Suppose that J = A+, where A is an associative Λ-torus. Then S(J) = Λ, so
d = |Λ/Γ| is a power of 2. Thus d = 16.
Since 2Λ ⊂ Γ, we may choose a basis λ1, . . . , λr for Λ such that n1λ1, . . . , nrλr
is a basis for Γ with ni = 1 or 2. We then choose 0 6= xi ∈ Aλi , in which case
the elements x±11 , . . . , x
±1
n generate the algebra A and satisfy xjxi = qijxjxi, where
q = (qij) ∈ Fn×n is a quantum matrix (that is qii = 1 and qij = q
−1
ji ). In other
words, A is the quantum torus Fq (see for example [Y1, p.129]). Now, since J is
a Jordan torus, the centre Z of the Jordan algebra J = A+ is also the centre of
the associative algebra A (without involution) [Y1, Lemma 3.6(i) and 2.5]. So the
elements x
nj
j ∈ Z commute with the elements xi of A. But x
nj
j xi = q
nj
ij xix
nj
j , so
q
nj
ij = 1. Thus, qij = ±1; that is, q is an elementary quantum matrix. Therefore
A has a graded involution ∗ such that x∗i = xi [Y1, Example 4.3]. So, using the
classification of associative tori with involution (see Remark 5.20), we conclude that
we have
A ≃ig A1 ⊗ . . .⊗Ap ⊗ P(r),
as graded algebras without involution, where p, r ≥ 0 and Ai = C(2) for each i.
(Here we have used the fact that C∗(2) ≃ig C(2) and C(1) ≃ig P(1) as graded
algebras without involution.) But Γ is the support of the centre of the associative
algebra A (without involution), and therefore the same is true for A1 ⊗ . . .⊗Ap ⊗
P(r). Thus d = |Λ/Γ| = 4p. So, p = 2, and hence A ≃ig A1 ⊗ A2 ⊗ P(r) as
graded algebras without involution. Thus J ≃ig (C(2)⊗ C(2)⊗ P(r))
+
. So, by (28),
J ≃ig H(C(2) ⊗ C(2) ⊗ E ⊗ P(r)), where E is the split 2-dimensional composition
algebra.
(ii) Suppose J = H(A), where A is an associative Λ-torus with involution. By
Remark 5.20, we may assume that Λ = Zn and
A = A1 ⊗ . . .⊗Al ⊗Al+1 ⊗ P(r)
where ℓ, r ≥ 0, Ai = C(2) for 1 ≤ i ≤ l, and Al+1 is C(0), C(1), or C∗(2). From this
it is easy to check that Z = Z1⊗ . . .⊗Zℓ+1⊗P(r), where Zi is the centre of Ai for
1 ≤ i ≤ ℓ+ 1. If C and D are algebras with involution, then
H(C⊗D) = (C⊗D)+ = (C+ ⊗D+)⊕ (C− ⊗D−).
Thus, we can use induction on l to compute d = |S(J)/Γ| getting
Al+1 = C(0) C(1) C∗(2)
l = 0 1 1 3
1 1 4 6
2 10 16 36
3 28 64
4 136
.
Since d increases with increasing l and since d = 10, 16, or 28, we have only the
following possibilities: ℓ = 2 and Aℓ+1 = F ; ℓ = 3 and Aℓ+1 = F ; or ℓ = 2 and
Aℓ+1 = C(1). Therefore, J ≃ig H(C(2)⊗ C(2)⊗ C(k)⊗ P(r)), where 0 ≤ k ≤ 2.
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(iii) Suppose that J = H(B, σ), with B, E/F and σ as above in (iii). Now
E ⊗ J ≃ B+ as graded Jordan algebras [Y1, Example 4.3(3)], and hence B+ is a
Jordan Λ-torus over E that satisfies the condition (29). Thus, by the argument in
(i) (with F replaced by E and A replaced by B), we may identify
B = B1 ⊗E B2 ⊗E B3,
as Λ-graded algebras without involution over E, where Λ = Λ1 ⊕ Λ2 ⊕ Λ3, Bi is a
Λi-graded associative algebra without involution over E for 1 ≤ i ≤ 3,
B1 ≃ig E ⊗ C(2), B2 ≃ig E ⊗ C(2) and B3 ≃ig E ⊗ P(r)
as graded associative algebras without involution for some r ≥ 0. Since σ is graded,
it has the form σ = σ1 ⊗ σ2 ⊗ σ3, where σi is a σE -semilinear involution of Bi for
1 ≤ i ≤ 3. But for λi ∈ Λi we have B
λi
i 6= 0 and therefore (since σi|Bλii
is a graded
σE-semilinear map of period 2) Bi contains an nonzero element fixed by σi and a
nonzero element antifixed by σi. Hence, rechoosing canonical generators, we have
(Bi, σi) ≃ig (E ⊗ C(2), σE ⊗ ♮) for i = 1, 2, and (B3, σ3) ≃ig (E ⊗ P(r), σE ⊗ 1) as
graded algebras with involution over F . Thus, as graded algebras with involution
over F , we have
(B, σ) ≃ig
(
E ⊗ (C(2)⊗ C(2)⊗ P(r)), σE ⊗ (♮⊗ ♮⊗ 1)
)
≃ig (C(2)⊗ C(2)⊗ E ⊗ P(r), ♮ ⊗ ♮⊗ σE ⊗ 1)
So J ≃ig H(C(2)⊗ C(2)⊗ E ⊗ P(r)). 
We now put together our results to give a precise description of structurable tori
of class III(b).
Theorem 10.6. (a) Let
J = H(C(2) ⊗ C(2)⊗ T ⊗ P(r)),
where r ≥ 1,
T = C(0), C(1), C(2) or E, (31)
and E is a 2-dimensional composition algebra over F . Set k = 0, 1, 2 or 0 in the
cases covered by (31) in order; and set q = 4 + k and n = q + r. Let Λ be a free
abelian group with basis λ1, . . . , λn, and let
M = 〈λ1, . . . , λq, 2λq+1, λq+2, . . . , λn〉.
Decompose M as M = M1 ⊕M2 ⊕M3 ⊕M4, where
M1 = 〈λ1, λ2〉, M2 = 〈λ3, λ4〉, M3 = 〈λ5, . . . , λq〉, M4 = 〈2λq+1, λq+1, . . . , λn〉.
(So M3 = 0 if T = C(0) or E.) Give the associative algebra with involution
C(2) ⊗ C(2) ⊗ T ⊗ P(r) the tensor product M -grading, where the M1, M2, M3
and M4 gradings on the factors C(2), C(2), T and P(r) are determined respec-
tively by the bases {λ1, λ2}, {λ3, λ4}, {λ5, . . . , λq} and {2λq+1, λq+1, . . . , λn} (see
Remark 3.8). Give the Jordan algebra J an M -grading as a graded subalgebra of
(C(2)⊗ C(2)⊗ T ⊗ P(r))+. Set
σ0 = λq+1 ∈ Λ and µ = 1⊗ 1⊗ 1⊗ t1 ∈ Z(J)
2σ0 .
Define θ : J→ J by (23) and construct the Λ-graded algebra with involution
CD(J, θ, µ) = J⊕ s0J,
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with multiplication, involution and grading given by (19), (20) and (24). Then,
CD(J, θ, µ) is a structurable Λ-torus of class III(b) with centre Z(J).
(b) Any structurable Λ-torus of class III(b) is isograded isomorphic to a Cayley-
Dickson torus CD(J, θ, µ) constructed as in (a).
Proof. (a): By Proposition 10.5, J is an M -graded Jordan torus of degree 4 with
2M ⊂ Γ(J). Then the conclusion follows from Theorem 10.2(a).
(b): Suppose that A is a structurable Λ-torus of class III(b). We use the notation
of §4 and §8 forA. Choose σ0 ∈ S− and, as in the proof of Theorem 10.2(b), choose a
subgroupM of Λ such that Γ ⊂M , (Λ :M) = 2 and σ0 /∈M . Choose 0 6= s0 ∈ Aσ0 ,
let µ = s20 ∈ Z
2σ0 , and let J = AM . Then, by the proof of Theorem 10.2(b), J is
a Jordan M -torus of degree 4 with Z(J) = Z, Γ(J) = Γ and 2M ⊂ Γ. Moreover,
A = CD(J, θ, µ) as Λ-graded algebras with involution, where θ : J → J is defined
by (23) and the Λ-grading on A is defined by (24).
Now, by Proposition 10.5, J is isograded isomorphic toH(C(2)⊗C(2)⊗T⊗P(r)),
where r ≥ 0,
T = C(0), C(1), C(2) or E,
and E is a 2-dimensional composition algebra. Let k = 0, 1, 2 or 0 respectively;
and let q = 4 + k and n = q + r. Then, we may identify M = Z2+2+k+r = Zn and
J = H(C(2) ⊗ C(2)⊗ T ⊗ P(r)).
Next, as we saw in the proof of Proposition 10.5(a), we have Z = P(2)⊗ P(2)⊗
Z(T) ⊗ P(r), with Z(T) = P(k) if T = A(k) and Z(T) = F if T = E. So, letting
ε1, . . . , εn be the standard basis of M = Z
n, we have
Γ =
q∑
i=1
2Zεi +
n∑
i=q+1
Zεi.
Also σ0 /∈M , so 2σ0 /∈ 2M . Thus 2M 6= Γ, so r ≥ 1.
Now let λ1, . . . , λn (in (
1
2Z)
n) be defined by λi = εi if i 6= q+1 and λq+1 =
1
2εq+1.
Let Λ′ = 〈λ1, . . . , λn〉, in which case M = 〈λ1, . . . , λq, 2λq+1, λq+2, . . . , λn〉 in Λ
′.
Let
σ′0 = λq+1 ∈ Λ
′ and µ′ = 1⊗ 1⊗ 1⊗ t1 ∈ Z(J)
2σ′0 .
Construct the Cayley-Dickson Λ′-torus CD(J, θ, µ′) as in (a) (using Λ′, σ′0 and µ
′
rather that Λ, σ0 and µ). To complete the proof of (b), we show that CD(J, θ, µ
′) ≃ig
CD(J, θ, µ). To do this it suffices, by Lemma 10.4, to show that there exists an iso-
graded automorphism ϕ : J→ J such that
ϕ(µ′) = z2µ
for some nonzero homogeneous z ∈ Z(J).
Now, since 2σ0 ∈ Γ, we can write
2σ0 =
q∑
i=1
2aiεi +
n∑
i=q+1
aiεi,
where ai ∈ Z for all i. Moreover, since 2σ0 /∈ 2M , aq+j is odd for some j ≥ 1.
Replacing µ by z2µ for some z ∈ Z, we can assume that aq+j = 1. Next, there
exists an isograded automorphism ψ of P(r) that permutes the canonical generators
and exchanges t1 and tj . Replacing µ by (1 ⊗ 1 ⊗ 1 ⊗ ψ)(µ), we can assume that
aq+1 = 1. So we have
w := µ(µ′)−1 ∈ Z
P
i6=q+1 Zεi . (32)
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Define ϕ : J → J by ϕ(x) = wmx for x ∈ Jmεq+1+
P
i6=q+1 Zεi , m ∈ Z. Then, one
checks directly that ϕ is an algebra homomorphism, and (using (32)) that ϕ is
invertible with inverse defined by x 7→ w−mx for x ∈ Jmεq+1+
P
i6=q+1 Zεi , m ∈ Z.
Finally, it is clear that ϕ(µ′) = µ and that ϕ is isograded. 
Remark 10.7. In Theorem 10.6(a), suppose that T = E. If E split (which holds
automatically when F is algebraically closed) then instead of choosing J = H(C(2)⊗
C(2)⊗ E ⊗ P(r)) we may, by (28), choose
J = (C(2)⊗ C(2)⊗ P(r))+
with the tensor product grading by M = M1 ⊕M2 ⊕M4. In that case our choice
of µ is µ = 1⊗ 1⊗ t1.
11. The space of hermitian matrices H(C3)
In the next section we will construct structurable tori of class III(c) using a
cubic form defined on the space of hermitian matrices H(C3) over a composition
algebra C. To prepare for that we prove two lemmas about H(C3) in this section,
a coordinatization lemma and a lemma about gradings.
Throughout the section, we assume that K is a commutative associative algebra
over F .
If C is a composition algebra over K with canonical involution ¯, we let H(C3)
denote the K-module of all 3× 3-hermitian matrices
x =

 a1 x3 x¯2x¯3 a2 x1
x2 x¯1 a3

 .
over C, where ai ∈ K, xi ∈ C. We can also write the above element x ∈ H(C3) as
x =
∑
i
ai[ii] +
∑
(i,j,k)	
xi[jk],
where (i, j, k) 	 means that (i, j, k) is a cyclic permutation of (1, 2, 3). For this x
and for y =
∑
ibi[ii] +
∑
(i,j,k)	yi[jk], we set
T (x, y) =
∑
i
aibi +
∑
i
n(xi, yi) ∈ K, (33)
N(x) = a1a2a3 − a1n(x1)− a2n(x2)− a3n(x3) + t(x1x2x3) ∈ K, (34)
where n and t denote the norm and trace on C respectively. Then, T is a nonde-
generate K-bilinear form on H(C3) and N is a cubic form on H(C3) over K. We
call T and N the standard trace and norm on H(C3). It is well known [Mc, p. 488]
that the pair (T,N) satisfies the adjoint identity with adjoint
x# =
∑
(i,j,k)	
(aiaj − n(xk))[kk] +
∑
(i,j,k)	
(xixj − akxk)[ij].
Hence, for x and y as above in H(C3), we have
x×y =
∑
(i,j,k)	
(aibj+biaj−n(xk, yk))[kk]+
∑
(i,j,k)	
(xiyj+yixj−akyk−bkxk)[ij]. (35)
We now prove a coordinatization result for a pair (T˜ , N˜) satisfying the adjoint
identity.
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Lemma 11.1. For i = 1, 2, 3, let Wi be a K-module with a quadratic form ni :
Wi → K and let τ : W1×W2×W3 → K be trilinear. On W = K3⊕W1⊕W2⊕W3,
define
T˜ (x, y) =
∑
i
aibi +
∑
i
ni(xi, yi),
N˜(x) = a1a2a3 − a1n1(x1)− a2n2(x2)− a3n3(x3) + τ(x1, x2, x3),
for x = (a1, a2, a3, x1, x2, x3) and y = (b1, b2, b3, y1, y2, y3). Suppose ui ∈ Wi with
ni(ui) = 1 for i = 1, 2, T˜ is nondegenerate, and the pair (T˜ , N˜) satisfies the
adjoint identity. Then there is a composition algebra C and K-linear isomorphisms
ηi : C → Wi such that ηi(1) = ui, where u3 = u1 × u2, and such that the K-linear
isomorphism η : H(C3)→ W given by
η(
∑
i
ai[ii] +
∑
(i,j,k)	
xi[jk]) = (a1, a2, a3, η1(x1), η2(x2), η3(x3)), (36)
satisfies T˜ (η(x), η(y)) = T (x, y) and N˜(η(x)) = N(x) for all x, y ∈ H(C3).
Proof. Since T˜ is nondegenerate, each ni is nondegenerate. Using ∂yN˜ |x = T˜ (y, x#)
to compute x# for x = (a1, a2, a3, x1, x2, x3), we get
x# = (c1, c2, c3, z1, z2, z3), where
ck = aiaj − nk(xk) ∈ K, zk = xi × xj − akxk ∈Wk
for (i, j, k) 	. In particular, if e1, e2, e3 is the standard basis of K
3 and xk ∈ Wk
for {i, j, k} = {1, 2, 3}, then
ei × ej = ek, x
#
k = −nk(xk)ek, ek × xk = −xk,
so T˜ (xi, x
#
j ) = T˜ (xi,−nj(xj)ej) = 0. Thus, (ADJ4) for (T˜ , N˜) gives (xi × xj)
# +
x#i × x
#
j = 0; that is
nk(xi × xj) = ni(xi)nj(xj). (37)
Since ni(ui) = 1 and u
#
i = −ei for i = 1, 2, we can set u3 = u1 × u2 ∈ W3 to get
n3(u3) = 1 and u
#
3 = −e3.
If xj , yj ∈ Wj and (i, j, k) 	, then nk(ui × xj , ui × yj) = ni(ui)nj(xj , yy) =
nj(xj , yj) by the polarization of (37). Since nj is nondegenerate, we see that yj →
ui × yj is a linear monomorphism of Wj into Wk. Polarizing (ADJ5) for (T˜ , N˜),
we get
(u× (v × w)) × v + (u × v#)× w = T˜ (w, v#)u+ T˜ (u,w)v# + T˜ (u, v)(v × w).
Taking u = v = ui and w = xj ∈Wj with i 6= j, we get
ui × (ui × (ui × xj))) = −(ui × u
#
i )× xj + T˜ (xj , u
#
i )ui
+ T˜ (ui, xj)u
#
i + T˜ (ui, ui)(ui × xj)
= −ui × xj + 2(ui × xj) = ui × xj ,
since T˜ (xj , u
#
i ) = T˜ (ui, xj) = 0, −(ui × u
#
i ) = ui × ei = −ui, and T˜ (ui, ui) =
2ni(ui) = 2. Since yj → ui × yj is a linear monomorphism, we have
ui × (ui × xj) = xj . (38)
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Since u3 = u1 × u2 by definition, (38) shows that ui × uj = uk for all {i, j, k} =
{1, 2, 3}. Let C = W3 and define a bilinear product on C by
xy = (x× u1)× (u2 × y)
for x, y ∈ C. Clearly, 1C := u3 is the identity element for C by (38). Moreover,
n := n3 has n(1C) = 1 and n(xy) = n(x)n(y) by (37). Thus, C is a composition
algebra. We denote the norm, trace and canonical involution on C by n, t and ¯
respectively. Define ηi : C → Wi by η1(x) = u2 × x¯, η2(x) = u1 × x¯, and η3 = id.
By (38), ηi is a K-linear isomorphism satisfying ηi(1C) = ui. Now define η by
(36). Then, if x ∈ C, using (37) we have n1(η(x[23])) = n1(η1(x)) = n1(u2 × x¯) =
n2(u2)n3(x¯) = n(x¯) = n(x), and similarly n2(η(x[31])) = n(x). Thus
n1(η(x[23]) = n2(η(x[31])) = n3(η(x[12])) = n(x) (39)
for x ∈ C. Next, if xi ∈Wi, we have τ(x1, x2, x3) = ∂x1∂x2N˜ |x3 = T˜ (x1× x2, x3) =
n3(x1 × x2, x3). So for x, y, z ∈ C,
τ(η(x[23]), η(y[31]), η(z[12])) = n3(η(x[23]) × η(y[31]), η(z[12]))
= n3((y¯ × u1)× (u2 × x¯), z)
= n(y¯x¯, z) = n(xy, z) = t(xyz). (40)
Thus for x, y ∈ H(C3), we see, using (39) and (40), that N˜(η(x)) = N(x) and
T˜ (η(x), η(y)) = T (x, y). 
We next characterize certain gradings of H(C3).
Lemma 11.2. Suppose that K is Λ-graded as an algebra, and suppose C is a
composition algebra over K.
(a) If C is Λ-graded as an algebra with involution and as a K-module and if
λi ∈ Λ with λ1 + λ2 + λ3 = 0, then letting
a[ij] ∈ H(C3) have degree λi + λj + µ, (41)
for a ∈ Cµ, µ ∈ Λ, (i, j, k) 	, and for a ∈ Kµ, µ ∈ Λ, i = j, defines a Λ-grading of
H(C3) as a K-module for which N is a graded cubic form.
(b) Conversely, suppose that we are given a Λ-grading of H(C3) as a K-module
with the properties that N is a graded cubic form, 1[ij] is homogeneous for (i, j, k) 	
or i = j, and each C[ij] with (i, j, k) 	 is a graded submodule of H(C3). Then, there
exists a Λ-grading on C as an algebra with involution and as a K-module so that the
grading on H(C3) is given by (41) where −λi is the degree of 1[jk] for (i, j, k) 	.
Proof. (a): Clearly, (41) gives a Λ-grading of H(C3) as an K-module. Also, N is
a graded cubic form. Indeed, each term in the full linearization of N involves one
factor from each row and one from each column, so the contribution to the degree
from the matrix locations is 2(λ1 + λ2 + λ3) = 0.
(b): Given a Λ-grading of H(C3) as specified in the converse, let −λi be the
degree of 1[jk] for (i, j, k) 	 and let ρi be the degree of 1[ii]. We can obtain
three gradings of C as a K-module by translating the gradings of the submodules
C[jk]. Specifically, let C(i) = C with the grading given by C
µ
(i)[jk] = (C[jk])
−λi+µ
for (i, j, k) 	. Thus, 1 ∈ C0(i). If xi ∈ C
µi
(i), we have
t(x1x2x3) = T (x1[23], x2[31]× x3[12]) ∈ K
−(λ1+λ2+λ3)+(µ1+µ2+µ3).
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Taking each xi = 1 shows λ1+λ2+λ3 = 0, so the trilinear map C(1)×C(2)×C(3) → K
with (x1, x2, x3)→ t(x1x2x3) is graded. Also, if x ∈ Cλ(i) and y ∈ C
µ
(i), then
n(x, y) = −T (1[ii], x[jk]× y[jk]) ∈ Kρi−2λi+λ+µ.
Again x = y = 1 shows ρi = 2λi, so n : C(i)×C(i) → K and t : C(i) → K are graded.
Thus, x¯ = t(x)1 − x ∈ Cλ(i), so − is graded on C(i). Since n is nondegenerate and
graded on C(i), it is easy to see that C
µ
(i) = {x ∈ C | n(C
λ
(i), x) ∈ K
λ+µ}. Now if
x ∈ Cµ(j)C
ν
(k), then
n(Cλ(i), x) = n(C
λ
(i), x) ⊂ t(C
λ
(i)C
µ
(j)C
ν
(k)) ⊂ K
λ+µ+ν
so Cµ(j)C
ν
(k) ⊂ C
µ+ν
(i) . In particular, C
λ
(1) = 1C
λ
(3) = C
λ
(2)1, so the three gradings
coincide. Now writing Cλ = Cλ(i), we see that C is Λ-graded as an algebra with
involution. Since Kµ[ii] = Kµ(1[ii]) ⊂ H(C3)2λi+µ and Cµ[jk] = (C[jk])−λi+µ ⊂
H(C3)
−λj−λk+µ, we have the desired grading of H(C3). 
12. Construction of tori of class III(c)
In this section we construct structurable tori of class III(c) using the construction
from §7 of a structurable algebra A(h,N) from a pair (h,N) satisfying the adjoint
identity. These tori will be used in the next section to classify all tori of class III(c).
We will use the following proposition which can be viewed as a converse to
Proposition 8.2.
Proposition 12.1. Suppose E is a Λ-graded associative commutative algebra with
involution ∗ and centre Z; suppose W is a Λ-graded left E-module; suppose h :
W×W→ E is a non-degenerate Λ-graded hermitian form; and suppose N : W→ E
is a Λ-graded cubic form over E such that (h,N) satisfies the adjoint identity. Let
A(h,N) = E⊕W
be the algebra with involution constructed from the pair (h,N) as in §7, and give
A(h,N) a Λ-grading by extending the given Λ-gradings on E and W. Then A(h,N)
is a Λ-graded structurable algebra. Moreover, if
(i) the support Λ− of E is a subgroup of Λ, and E is a commutative associative
Λ−-torus with involution,
(ii) W is finely graded, supp(W) ∩ Λ− = ∅, and Λ = 〈Λ−, supp(W)〉,
(iii) 4Λ ⊂ Γ(E),
(iv) 0 6= x ∈Wα with 2α /∈ Γ(E) implies x♮ 6= 0,
then A is a structurable Λ-torus. If, in addition,
(v) N 6= 0 and the involution ∗ on E is nontrivial,
then A is a structurable torus of class III and centre Z.
Proof. Let A = A(h,N). Then, by Theorem 7.2, A is a structurable algebra.
To see that A is Λ-graded as an algebra with involution, it suffices to show that
Wα ⋄Wβ ⊂ Wα+β for α, β ∈ Λ. This follows from h(Wλ,Wα ⋄Wβ) ⊂ Eλ+α+β ,
which holds since N is graded, and from Wµ = {x ∈ W | h(Wλ, x) ∈ Eλ+µ for all
λ ∈ Λ}, which holds since h is nondegenerate and graded.
Now suppose that Λ− is a subgroup of Λ satisfying (i)–(iv), and let Γ = Γ(E) =
supp(Z). By (i)–(ii), A is finely graded and Λ = 〈supp(A)〉.
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To show that A is a structurable torus, it remains to show that each homogenous
element of A is invertible. To do this, it suffices, by Remark 3.1(i), to show that
for 0 6= x ∈ Aα there is y ∈ A−α with xy = 1 and [Lx, Ly] = 0. If α ∈ Λ−, we can
take y = x−1 in E and use the fact that W is a left E-module. So we may suppose
that α /∈ Λ−. Then h(x,W
β) 6= 0 for some β ∈ −α+Λ−, since h is nondegenerate.
However, EγWβ = Wγ+β, so h(x,Wβ) 6= 0 for all β ∈ −α+ Λ−. In particular,
h(x, y) = 1
for some y ∈W−α. Since 0 /∈ supp(W), we also have x ⋄W−α = 0, so
xy = 1.
If 2α ∈ Γ, then x = zy for some z ∈ E2α, so [Lx, Ly] = Lz[Ly, Ly] = 0. Thus, we
can assume that 2α /∈ Γ. Now, for e ∈ E, we have x(ye) = h(x, e∗y) + x ⋄ (e∗y) = e
and similarly y(xe) = e, so [Lx, Ly]E = 0. Hence, it remains to show that
[Lx, Ly]w = 0
for w ∈ W. Since 2α /∈ Γ, we have x♮ 6= 0 (by (iv)) and similarly y♮ 6= 0. Now
x ⋄ y♮ ∈W−α so
x ⋄ y♮ = ay
with a ∈ F . Moreover, a = a∗ = h(x, ay) = h(x, x⋄y♮) = h(y♮, x⋄x) = 2h(y♮, x♮) 6=
0. By (ADJ2), we have
(w ⋄ y♮) ⋄ x♮ + (w ⋄ x) ⋄ (y♮ ⋄ x) = h(y♮, x♮)w + h(w, y♮ ⋄ x)x+ h(w, x♮)y♮,
so
(w ⋄ y♮) ⋄ x♮ + a(w ⋄ x) ⋄ y = aw + ah(w, y)x + h(w, x♮)y♮.
Thus
y ⋄ (x ⋄ w)− h(w, y)x = w + a−1h(w, x♮)y♮ − a−1(w ⋄ y♮) ⋄ x♮. (42)
Since x♮ = zy♮ for some z ∈ Z(E)4α (by (iii)), we see that the right side of (42) is
symmetric in x and y. Thus, the left side of (42) or equivalently x⋄(y⋄w)+h(w, y)x
is symmetric in x and y. Since
x(yw) = h(w, y)x+ h(x, y ⋄ w) + x ⋄ (y ⋄ w),
we see that [Lx, Ly]w = 0. So A is a structurable torus.
Finally, suppose that (v) also holds. Then we may choose σ0 ∈ S−(E), in which
case 2σ0 ∈ Γ, S+(E) = Γ, and S−(E) = σ0 + Γ. Thus, S−(E) generates Λ−, so
our notation Λ−, E, W agrees with the notation from §4. Hence, since the map
⋄ : W×W→W is nonzero, it follows that A is of class III. Also, the centre of A is
Z by Lemma 7.3. 
We will also need the following simple lemma.
Lemma 12.2. Let E be a commutative, associative algebra with involution ∗ and
let W be a left E-module with cubic form N , hermitian form h, and symmetric
bilinear form T . If ψ : W→ W is a ∗-semilinear map satisfying N(ψ(x)) = N(x)∗
and h(x, y) = T (x, ψ(y)), then N is nondegenerate and (h,N) satisfies the adjoint
identity if and only if T is nondegenerate and (T,N) satisfies the adjoint identity.
In that case the adjoints (♮ for (h,N) and # for (T,N)) are related by
y♮ = ψ−1(y#) = ψ(y)#.
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Proof. Clearly h is nondegenerate and y♮ is an adjoint for (h,N) if and only if T
is nondegenerate and y# = ψ(y♮) is an adjoint for (T,N). Also if those conditions
hold, then, since N = ∗ ◦N ◦ ψ and ψ∗ = ψ, we have
T (x, y#) = ∂x(∗ ◦N ◦ ψ)|y = (∂ψ(x)N |ψ(y))
∗
= (T (ψ(x), ψ(y)#))∗ = T (x, ψ(ψ(y)#)),
so y# = ψ(ψ(y)#), and hence y♮ = ψ(y)#. Thus,
(y♮)♮ = (ψ−1(y#))♮ = (ψ(ψ−1(y#)))# = (y#)#,
proving (a). 
Our goal now is to construct a pair (h,N) satisfying the assumptions of Propo-
sition 12.1, where h and N are defined on the space of 3 × 3-hermitian matrices
over an alternative torus with involution C. Ultimately we will use two choices for
C, a quaternion torus Q and an octonion torus O. However, it will only be at the
very end of the proof of the classification theorem (Theorem 13.3) that we will see
that these are the only choices. For this reason, we begin with three choices for C,
a quaternion torus Q and two octonion tori O and O′.
We now describe these initial choices for C. In each case C is a finely Λ-graded
algebra with involution ¯, where Λ is a finitely generated free abelian group. Also
in each case, we let
M = supp(C), E = Z(C) and Λ− = supp(E).
Case 1: Let C = Q, where
Q = CD(F [t±11 , t
±1
2 , s
±1], t1, t2)
with canonical involution ¯ and canonical generators v1, v2 (see (3)). Let
Λ = 〈λ1, λ2, σ〉
with basis λ1, λ2, σ, and give C the Λ-grading so that
v1, v2, s have degrees 2λ1, 2λ2, σ respectively.
Then,
M = 〈2λ1, 2λ2, σ〉, E = F [t
±1
1 , t
±1
2 , s
±1] and Λ− = 〈4λ1, 4λ2, σ〉.
Case 2: Let C = O, where
O = CD(F [t±11 , t
±1
2 , s
±1], t1, t2, s)
with canonical involution ¯ and canonical generators v1, v2, v. Let
Λ = 〈λ1, λ2, λ〉
with basis λ1, λ2, λ, and give C the Λ-grading so that
v1, v2, v have degrees 2λ1, 2λ2, λ respectively.
Then,
M = 〈2λ1, 2λ2, λ〉, E = F [t
±1
1 , t
±1
2 , s
±1] and Λ− = 〈4λ1, 4λ2, 2λ〉.
Case 3: Let C = O′, where
O
′ = CD(F [t±11 , t
±1
2 , s
±1, r±1], t1, t2, r)
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with canonical involution ¯ and canonical generators v1, v2, v. Let
Λ = 〈λ1, λ2, σ, λ〉
with basis λ1, λ2, σ, λ, and give C the Λ-grading so that
v1, v2, s, v have degrees 2λ1, 2λ2, σ, λ respectively.
Then,
M = 〈2λ1, 2λ2, σ, λ〉, E = F [t
±1
1 , t
±1
2 , s
±1, r±1] and Λ− = 〈4λ1, 4λ2, σ, 2λ〉.
For the remainder of this section we assume that C = Q, O or O′ and we use the
notation introduced in Cases 1, 2 and 3.
Note that in each case, C is a composition algebra over E with norm n : E → E
defined by n(a) = aa¯ for a ∈ C (see §2). We denote the trace on C by t : C → E.
Note also that C is an alternative M -torus with involution since, regarding C as an
M -graded algebra with involution, we have C ≃ig A(2)⊗P(1), A(3) or A(3)⊗P(1)
in Cases 1, 2 and 3 respectively.
In each case we define an involution ∗ on E such that
t∗i = ti, s
∗ = −s and, when C = O′, r∗ = r. (43)
We then let
Z = {a ∈ E : a∗ = a}
be the centre of the algebra with involution E, and we let
Γ = supp(Z).
Then Γ = 〈4λ1, 4λ2, 2σ〉, 〈4λ1, 4λ2, 4λ〉 or 〈4λ1, 4λ2, 2σ, 2λ〉 in Cases 1, 2 and 3
respectively. Thus in all cases we have
4Λ ⊂ Γ. (44)
In some cases, we can introduce an important ∗-semilinear automorphism θ of C:
Lemma 12.3. Suppose that either C = Q or there exists ι ∈ F with ι2 = −1 and
C = O. Then there exists a unique ∗-semilinear F -algebra automorphism θ of C
which fixes v1 and v2, and, if C = O, satisfies θ(v) = ιv.
Proof. Uniqueness is clear. If C = Q = CD(E, t1, t2), there is clearly an F -algebra
automorphism θ of C extending ∗ on E and fixing vi. On the other hand, if C =
O = CD(E, t1, t2, s), we can view O as CD(E, t1, t2,−s) with canonical generators
v1, v2, ιv, so there exists an F -algebra automorphism θ of C extending ∗ on E and
mapping vi 7→ vi and v 7→ ιv. 
As in §11 (with K = E), let H(C3) be the E-module of 3× 3-hermitian matrices
over E, and let T and N denote the standard trace and norm on H(C3) respectively.
Let
λ3 = −λ1 − λ2,
and we use Lemma 11.2(a) to grade H(C3) so that N is a graded cubic form. Thus,
a[ij] ∈ H(C3) has degree λi + λj + µ,
for a ∈ Cµ, µ ∈M , (i, j, k) 	, and for a ∈ Kµ, µ ∈ Λ−, i = j.
Although N is graded, T is not graded and needs to be modified to give a graded
hermitian form. We do this in the next lemma using a ∗-semilinear vector space
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isomorphism ψ : H(C3) → H(C3). Such an isomorphism is said to be semi-norm
preserving if N(ψ(x)) = N(x)∗ for all x ∈ H(C3).
In general, if U is an E-module with a nondegenerate symmetric bilinear form
f : U × U → E and ψ : U → U is an α-semilinear vector space isomorphism
where α is an F -algebra automorphism of E, we write ψ∗ = ϕ (relative to f) if
f(ψ(x), y) = α(f(x, ϕ(y)) for x, y ∈ U. We note that if ϕ exists, it is unique and is
an α−1-semilinear vector space isomorphism. Moreover, if ψ∗1 and ψ
∗
2 exist, then
(ψ1ψ2)
∗ = ψ∗2ψ
∗
1 . Also, if α = ∗, the involution on E, then h(x, y) = f(x, ψ(y)) is a
nondegenerate sesquilinear form, which is hermitian if and only if ψ∗ = ψ (relative
to f).
A key lemma in our construction and classification of structurable tori of class
III(c) is the following.
Lemma 12.4. Suppose that ψ : H(C3) → H(C3) is a ∗-semilinear vector space
isomorphism and set h(x, y) := T (x, ψ(y)) for x, y ∈ H(C3). Then ψ is semi-norm
preserving and h is a graded hermitian form if and only if the following conditions
hold:
(i) Either C = Q or there exists ι ∈ F with ι2 = −1 and C = O,
(ii) ψ :
∑
i ai[ii]+
∑
(i,j,k)	 xi[jk]→
∑
i a
∗
in(wi)[ii]+
∑
(i,j,k)	(wjθ(xi))w¯k[jk],
where wi ∈ C
2λi with w1w2w3 = 1 and θ is the ∗-semilinear F -algebra
automorphism of C which fixes v1 and v2, and satisfies θ(v) = ιv in the
case C = O.
Proof. Before beginning the proof, we need some preliminaries about triality triples.
(See for example [J1] for a slightly more general concept in the finite dimensional
case.)
Let α be an automorphism of E. A triality triple of α-semisimilarities of C
is a triple (ϕ1, ϕ2, ϕ3) of α-semilinear bijections from C to C such that for some
invertible ci ∈ E we have
n(ϕi(xi)) = ciα(n(xi)), (45)
t(ϕ1(x1)ϕ2(x2)ϕ3(x3)) = α(t(x1x2x3)) (46)
for xi ∈ C. In that case, the elements ci are called the multipliers of the triple.
If α = id, we say that ϕi is a similarity. Since t(abc) is invariant under cyclic
permutations, any cyclic permutation of a triality triple is a triality triple.
If ϕ : H(C3) → H(C3) is an α-semilinear bijection which stabilizes the spaces
E[ii], C[jk] for (i, j, k) 	, we can write
ϕ :
∑
i
ai[ii] +
∑
(i,j,k)	
xi[jk]→
∑
i
α(ai)c
−1
i [ii] +
∑
(i,j,k)	
ϕi(xi)[jk] (47)
for some α-semilinear bijections ϕi : C → C and some 0 6= ci ∈ E. We claim that
N(ϕ(x)) = α(N(x)) for x ∈ H(C3) if and only if (ϕ1, ϕ2, ϕ3) is a triality triple
with multipliers ci. Indeed, (45) and (46) follow from N(ϕ(x)) = α(N(x)) for
x = 1[ii] + xi[jk] and x =
∑
(i,j,k)	xi[jk], respectively. The converse is immediate.
Triality triples of similarities can be created using invertible elements of C. In-
deed, it is obvious that (La, Lb, Lc) is a triality triple of similarities if a, b, c ∈ E with
abc = 1 (see §2 for this notation). Also, if x ∈ C is invertible, then the right (or left)
Moufang identity and the associativity of t(abc) shows that t((ax)(x−1bx−1)(xc)) =
t(abc), so (Rx, Lx−1Rx−1 , Lx) is a triality triple. Moreover, if xyz = 1 in C, then
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yz = n(x)−1x¯ and we can compute
z¯−1(by)z¯−1 = n(z)−2(zb)(yz) = n(x)−1n(z)−2(zb)x¯,
z¯(y−1cy−1) = n(y−2)((z¯y¯)c)y¯ = n(x)−1n(y)−2(xc)y¯.
Thus,
(id, Ln(x)n(z)2 , Ln(x)n(y)2)(Rz¯ , Lz¯−1Rz¯−1 , Lz¯)(Ly, Ry, Ly−1Ry−1)
= (Rz¯Ly, Rx¯Lz, Ry¯Lx) (48)
is a triality triple of similarities.
To begin the proof, we recall that T is not graded using the given grading on
H(C3). But we obtain a second grading on H(C3) by letting
a[ij] ∈ H(C3) have degree − λi − λj + µ,
for a ∈ Cµ, µ ∈ M , (i, j, k) 	, and for a ∈ Kµ, µ ∈ Λ−, i = j. Denoting H(C3)
with this grading by H(C3)
′, we see that T : H(C3)×H(C3)′ → E is graded. Since
T is nondegenerate, we see that h is graded if and only if ψ : H(C3) → H(C3)′ is
graded; that is
ψ : H(C3)
λi+λj+µ → H(C3)
′λi+λj+µ = H(C3)
′−λi−λj+µ
′
= H(C3)
λi+λj+µ
′
for µ ∈M , (i, j, k) 	, and for µ ∈ Λ−, i = j, where µ′ = 2(λi+λj)+µ. In particular,
this implies that ψ stabilizes E[ii] and C[ij] for (i, j, k) 	. Thus, ψ is semi-norm
preserving and h is a graded sesquilinear form if and only if ψ has the form (47)
for a triality triple (ψ1, ψ2, ψ3) of ∗-semisimilarities with ψi(Cµ) = C−2λi+µ and
multipliers ci ∈ E−4λi . If these conditions hold, let ui = ψi(1) ∈ C−2λi . We see
that u¯i = −ui and n(ui) = ci by (45). Also, since (u1u2)u3 ∈ C0 = F1, (46)
shows that u1u2u3 = 1. Let wi = u¯
−1
i = −u
−1
i ∈ C
2λi so w1w2w3 = 1 and
w¯i = −wi. We know that ηi = −RwkLwj for (i, j, k) 	 defines a triality triple
(η1, η2, η3) of similarities with multipliers n(wj)n(wk) = n(w
−1
i ) = ci and hence a
norm preserving map η. We see that ηi(1) = −wjwk = −w
−1
i = ui. Thus, η
−1ψ is
semi-norm preserving and given by the triality triple (θ1, θ2, θ3) where θi = η
−1
i ψi.
Clearly, θi(1) = 1, so θi has multiplier 1. Thus, t(θi(x)) = t(x) and θi commutes
with −. Now
n(ab, c)∗ = t(abc¯)∗ = t(θ1(a)θ1(b)θ3(c¯)) = t(θ1(a)θ1(b)θ3(c))
= n(θ1(a)θ2(b), θ3(c)) = n(θ
−1
3 (θ1(a)θ2(b)), c)
∗,
so θ3(ab) = θ1(a)θ2(b). Since θi(1) = 1, we see that θ1 = θ2 = θ3 is a ∗-semilinear
automorphism θ of C. Since ηi(C
µ) = C−2λi+µ = ψi(C
µ), we see that θ is graded.
We have shown that if ψ is semi-norm preserving and h is a graded sesquilinear
form, then ψ is of the form (ii) for some graded ∗-semilinear automorphism θ and
some wi ∈ C2λi with w1w2w3 = 1. Conversely, if ψ is of the form (ii) for such a
choice of θ and wi, then (ψ1, ψ2, ψ3) is a triality triple of ∗-semisimilarities with
ψi(C
µ) = C−2λi+µ and multipliers ci ∈ E
−4λi , so ψ is semi-norm preserving and h
is a graded sesquilinear form.
So we assume for the rest of the proof that ψ has the form (ii) for some graded
∗-semilinear automorphism θ and some wi ∈ C2λi with w1w2w3 = 1. We then have
ψi = ηiθ, where ηi = −RwkLwj
STRUCTURABLE TORI 49
for (i, j, k) 	, and we set ui = ψi(1) = −wjwk = −w
−1
i as above. It remains to
show that under these conditions ψ∗ = ψ if and only if (i) holds and θ is as in (ii).
First note, that n(wi) ∈ E4λi = Fti for i = 1, 2, and n(w3) ∈ E4λ3 = F (t1t2)−1.
Thus, n(wi)
∗ = n(wi), so ψ
∗ = ψ (relative to T ) if and only if ψ∗i = ψi (relative to
n) for i = 1, 2, 3. Now n(θ(x), y) = n(x, θ−1(y))∗ so θ∗ = θ−1. Also, L∗w = Lw¯ and
R∗w = Rw¯, so η
∗
i = −LwjRwk . Hence
ψ∗i = ψi ⇐⇒ θ
∗η∗i = ηiθ ⇐⇒ θ
−1η∗i = ηiθ
⇐⇒ θ2 = θη−1i θ
−1η∗i ⇐⇒ θ
2 = L−1
θ(wj)
R−1
θ(wk)
LwjRwk .
Now η∗i (1) = −wjwk = ui = ηi(1). So if ψ
∗
i = ψi, then θ
−1η∗i (1) = ηiθ(1), which
implies that θ−1(ui) = ui and hence θ(wi) = wi. Thus setting
βi = Lw−1j
Rw−1
k
LwjRwk
for (i, j, k) 	, we see that ψ∗ = ψ if and only if θ(wi) = wi and θ
2 = βi for
i = 1, 2, 3.
If C = Q and (i, j, k) 	, then βi(x) = w
−1
j wjxwkw
−1
k = x for x ∈ C. If C = O
or O′, we have C = CD(E, t1, t2) ⊕ vCD(E, t1, t2), with multiplication given in
(2) (with v2 = s or r respectively). Moreover, each wi is in CD(E, t1, t2) since
wi ∈ C
2λi = Fvi, and hence, for x ∈ CD(E, t1, t2), we have βi(x) = x and
βi(vx) = v(w
−1
j w
−1
k wjwkx) = −v(w
−1
j w
−1
k wkwjx) = −vx.
Thus, βi = id if C = Q, whereas βi is the automorphism with βi(v1) = v1,
βi(v2) = v2 and βi(v) = −v if C = O or O′. In particular, β := βi is independent
of i. Since Fwi = Fvi, we have shown that ψ
∗ = ψ if and only if θ(vi) = vi, for
i = 1, 2, and θ2 = β. Since θ is graded so θ(v) ∈ Fv, this is equivalent to θ(vi) = vi
and θ(v) = ιv with ι2 = −1 if C = O or O′. However, if C = O′, then v2 = r ∈ E,
so r∗ = θ(v2) = −r, a contradiction. 
We can now use Proposition 12.1 and Lemma 12.4 to give a construction of
structurable tori of class III(c). In this construction we make a choice of wi ∈ C2λi
with w1w2w3 = 1. We note that there always exists such a choice since we may
take wi = vi, where v3 = (v1v2)
−1.
Theorem 12.5. Let E = F [t±11 , t
±1
2 , s
±1] with the involution ∗ such that t∗i = ti
and s∗ = −s, and let Z be the centre of this algebra with involution. Suppose that
either
(1) C = Q = CD(E, t1, t2) with canonical generators v1, v2 and canonical invo-
lution ¯, and C is Λ-graded with v1, v2, s of degrees 2λ1, 2λ2, σ respectively,
where Λ has basis λ1, λ2, σ; or
(2) There exists ι ∈ F with ι2 = −1, C = O = CD(E, t1, t2, s) with canoni-
cal generators v1, v2, v and canonical involution ¯, and C is Λ-graded with
v1, v2, v of degrees 2λ1, 2λ2, λ respectively, where Λ has basis λ1, λ2, λ.
Let H(C3) be the E-module of hermitian 3× 3-matrices over C, set λ3 = −λ1 − λ2,
and grade H(C3) by Λ with a[ij] of degree λi + λj + µ if a ∈ Cµ. Choose wi ∈ C2λi
with w1w2w3 = 1 and define ψ : H(C3)→ H(C3) by
ψ
(∑
i
ai[ii] +
∑
(i,j,k)	
xi[jk]
)
=
∑
i
a∗in(wi)[ii] +
∑
(i,j,k)	
(wjθ(xi))w¯k[jk],
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where θ is the ∗-semilinear F -algebra automorphism of C which fixes v1 and v2, and
satisfies θ(v) = ιv in the case C = O. Let T and N be the standard trace and norm
forms on H(C3) and define h : H(C3)×H(C3)→ E by
h(x, y) = T (x, ψ(y)).
Let A(h,N) = E⊕H(C3) with product and involution given (as in (18)) by
(a, x)(b, y) = (ab + h(x, y), ay + b∗x+ x ⋄ y) and (a, u)∗ = (a∗, u),
where x ⋄ y = ψ(x) × ψ(y) and × is defined by (35). Give A(h,N) the Λ-grading
extending the gradings on E and H(C3). Then A(h,N) is a structurable Λ-torus of
class III(c) with centre Z. Moreover, up to isograded isomorphism, A(h,N) depends
only on C and not on the choice of wi or ι.
Proof. Let A = A(h,N) = E ⊕W, where W = H(C3). By Lemmas 12.2 and 12.4,
all of the assumptions in the first sentence of Proposition 12.1 are satisfied. So A
is a Λ-graded structurable algebra. To show that A is a structurable torus of class
III, we check conditions (i)–(v) of Proposition 12.1. We note first that W is finely
graded by Λ and the support of W is disjoint from Λ−. Indeed, C is finely graded
byM , so the three spaces C[ij] are finely graded by the three cosets −λk+M where
(i, j, k) 	, and the three spaces E[ii] are finely graded by the three cosets 2λi +Λ−
which lie in M . Also, since λi ∈ supp(W) and (if C = O) λi + λ ∈ supp(W),
we have Λ = 〈Λ−, supp(W)〉. Next, we have seen in (44) that 4Λ ⊂ Γ. Also, if
0 6= x ∈ Wα with 2α /∈ Γ, then α ∈ −λk + M for some k and x = a[ij] where
(i, j, k) 	. Thus, x♮ = ψ−1(x#) = −n(a)∗n(wk)−1[kk] 6= 0. The other conditions
in (i)–(v) of Proposition 12.1 clearly hold, so A is a structurable torus of class III
with centre Z.
To see that A is of class III(c), let Λ¯ = Λ/Λ− and I be as in §8. The points in I
of order 2 are 2λ¯i, 1 ≤ i ≤ 3, and the points in I of order 4 are −λ¯i + µ¯, 1 ≤ i ≤ 3,
µ¯ ∈ M¯ . In particular, I has a point of order 4, so A is not of class III(b). Assume
for contradiction that I is of class III(a). Then, by Corollary 8.4(a), I is a star with
centre 2λ¯i for some i. But if (i, j, k) 	, then 2λ¯i is not collinear with −λ¯k since
1[ii] ∈ W2λi , 1[ij] ∈ W−λk and (1(ii]) ⋄ (1[ij]) ∈ E[ii] × C[ij] = 0 (by (35)). This
contradiction shows that A is of class III(c).
For the last statement, suppose we use the vi and (if C = O) a fixed choice
of ι to construct θ, ψ, h and A = A(h,N). Suppose that θ′, ψ′, h′ and A′ =
A(h′, N) are constructed from some wi and (if C = O) the same ι. Now there is
a graded automorphism ϕ of C with ϕ(vi) = wi and (if C = O) ϕ(v) = v. Also
θ′ = θ, so ϕθ = θ′ϕ. Hence, ϕRv¯kLvjθ = Rw¯kLwjθ
′ϕ. Also, n(ϕ(a)) = ϕ(n(a))
for a ∈ O. Thus, if we define ϕ on x ∈ H(C3) by letting ϕ act on the entries of
x, we have ϕ ◦ ψ = ψ′ ◦ ϕ. So N(ϕ(x)) = ϕ(N(x)), T (ϕ(x), ϕ(y)) = ϕ(T (x, y))
and h′(ϕ(x), ϕ(y)) = ϕ(h(x, y)). Hence, the map (a, x) 7→ (ϕ(a), ϕ(x)) is a graded
isomorphism of A onto A′.
Now suppose C = O, suppose θ, ψ, h and A are constructed from vi and ι as
above, and suppose θ′, ψ′, h′ and A′ are constructed from vi and −ι. Let ϕ be the
isograded automorphism of O with ϕ(vi) = vi and ϕ(v) = v
−1 associated with the
automorphism of Λ fixing λi and with λ→ −λ. Now θ′(v) = −ιv implies θ′(v−1) =
ιv−1, so ϕθ = θ′ϕ. Hence, ϕRv¯kLvjθ = Rv¯kLvjθ
′ϕ. The other calculations are the
same as before and the map (a, x) 7→ (ϕ(a), ϕ(x)) is an isograded isomorphism of
A onto A′. 
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Definition 12.6. Suppose that we have the assumptions of Theorem 12.5. Let
A(H(C3)) := A(h,N)
be the structurable torus of class III(c) constructed in the theorem using the choice
wi = vi for 1 ≤ i ≤ 3, and (if C = O) a fixed choice of ι. We call A(H(C3)) the
torus based on H(C3).
We have thus constructed two structurable tori of class III(c): A(H(Q3)) and, if
−1 ∈ (F×)2, A(H(O3)). Note that under the inclusion map we have
A(H(Q3)) ≃ig A(H(O3))
〈λ1,λ2,2λ〉.
13. Classification of tori of class III(c)
In this final section, we classify structurable tori of class III(c).
Lemma 13.1. Let Λ1 be a subgroup of a free abelian group Λ of rank n and let
Λ2 be a subgroup of Λ1 with [Λ1 : Λ2] = 2 and 4Λ ⊂ Λ2. If v1, . . . , vr ∈ Λ/Λ1
and 2v1, . . . , 2vr is a basis for the Z2-vector space 2(Λ/Λ1), then there is a basis
λ1, . . . , λn for Λ such that
(i) vi = λi + Λ1, 1 ≤ i ≤ r,
(ii) Λ1 = 〈4λ1, . . . , 4λr, kr+1λr+1, . . . , knλn〉,
(iii) Λ2 = 〈4λ1, . . . , 4λr, 2kr+1λr+1, kr+2λr+2 . . . , knλn〉
with ki = 1 or 2 for r + 1 ≤ i ≤ n.
Proof. Since 4Λ ⊂ Λ1, it follows from the fundamental theorem for finitely gener-
ated abelian groups that there is a basis λ1, . . . , λn for Λ with
Λ1 = 〈k1λ1, . . . , knλn〉
where ki = 1 , 2, or 4. Assume that l is an integer such that 1 ≤ l ≤ r and
vi = λi + Λ1 for i < l. Since 4λi ∈ Λ1, we can write vl =
∑n
i=1miλi + Λ1 with
−1 ≤ mi ≤ 2. Now
2vl =
l−1∑
i=1
mi2vi + (
n∑
i=l
2miλi + Λ1)
so
∑n
i=l 2miλi /∈ Λ1. We can rearrange λl, . . . , λn to assume that 2mlλl /∈ Λ1;
i.e., ml = ±1. Thus, 2λl /∈ Λ1 and kl = 4. Replacing λl by λ
′
l =
∑n
i=1miλi
gives a basis B′ for Λ with vl = λ
′
l + Λ1. Since 4λl ≡ ±4λ
′
l modulo the subgroup
generated by kiλi with i 6= l, we still have Λ1 = 〈k1λ1, . . . , klλ′l, . . . , knλn〉 using
the basis B′. By induction on l, we see that there is a basis for Λ satisfying (i)
and Λ1 = 〈k1λ1, . . . , knλn〉. Since 2v1, . . . , 2vr is a basis for 2(Λ/Λ1), we have also
have (ii).
Clearly, kiλi = 4λi ∈ Λ2 if i ≤ r. Since some kiλi /∈ Λ2, we can rearrange
λr+1, . . . , λn so that kr+1λr+1 /∈ Λ2 and kr+1 ≥ kj if kjλj /∈ Λ2. Suppose kjλj /∈ Λ2
with j > r+1. Set λ′j = kr+1λr+1+ λj if kj = 1, and set λ
′
j = λr+1 + λj if kj = 2
(so kr+1 = 2). In either case, replacing λj by λ
′
j gives a basis B
′ for Λ and kjλ
′
j =
kr+1λr+1 + kjλj . Moreover, kjλ
′
j ∈ (Λ1\Λ2) + (Λ1\Λ2) ⊂ Λ2, since[Λ1 : Λ2] = 2.
We see that we can choose a basis for Λ satisfying (i) and (ii) with kiλi ∈ Λ2 for
all i 6= r + 1. Now Λ′2 := 〈4λ1, . . . , 4λr, 2kr+1λr+1, kr+2λr+2 . . . , knλn〉 ⊂ Λ2 has
[Λ1 : Λ
′
2] = 2, so Λ2 = Λ
′
2, showing (iii). 
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Assume for the rest of the section that A is a structurable Λ-torus of class III(c).
We use the notation of §4 and §8. In particular, I denotes the incidence geometry
associated with A.
Lemma 13.2. If A is a structurable Λ-torus of class III(c), then there is a basis
λ1, λ2, η0, η1, . . . , ηn of Λ with n ≥ 0 such that
(i) Λ− = 〈4λ1, 4λ2, k0η0, k1η1, . . . , knηn〉 with ki = 1 or 2,
(ii) Γ = 〈4λ1, 4λ2, 2k0η0, k1η1, . . . , knηn〉,
(iii) if we set λ3 = −λ1 − λ2 and M = 〈2λ1, 2λ2, η0, η1, . . . , ηn〉, then the points
of I are 2λ¯i and all α¯i with αi ∈ λi +M , and the lines are [2λ¯1, 2λ¯2, 2λ¯3],
[α¯i, α¯i, 2λ¯i] and [α¯1, α¯2, α¯3] with α1 + α2 + α3 = 0.
Proof. Let λ¯1 be a point of order 4. By Lemma 8.3 (b) and (a), if δ¯ 6= 2λ¯1 is any
point of order 2, then δ¯ is collinear with some point on [λ¯1, λ¯1, 2λ¯1] which must be
2λ¯1. Since I is not a star, Corollary 8.4(c) shows that there is some λ¯2 of order 4
which is not collinear with 2λ¯1. Since λ¯2 is collinear with 2λ¯2 by Lemma 8.3(a),
we see that 2λ¯2 6= 2λ¯1. Since
∣∣2λ¯2∣∣ = 2, this shows that 2λ¯2 is collinear with 2λ¯1.
Thus, [2λ¯1, 2λ¯2, 2λ¯3] is a line where λ3 = −λ1 − λ2.
If α¯ is a point of order 4, then α¯ is collinear with some 2λ¯i by Lemma 8.3(b),
and thus 2α¯ = 2λ¯i; i.e., α¯ = λ¯i + µ¯ with 2µ¯ = 0 Define
Mi = {µ ∈ Λ : λ¯i + µ¯ is a point and 2µ¯ = 0},
so the points of order 4 are all α¯ with α ∈ λi +Mi for some 1 ≤ i ≤ 3. Clearly,
2Mi ⊂ Λ− ⊂Mi.
If α ∈ λi +Mi and β ∈ λj +Mj with i 6= j, then 2α¯ = 2λ¯i 6= 2λ¯j = 2β¯, so β¯ must
be collinear with α¯ on [α¯, α¯, 2α¯]. This shows that if α¯i ∈ λ¯i +Mi, i = 1, 2, 3, and
α1 + α2 + α3 = 0, then [α¯1, α¯2, α¯3] is a line. In particular, [λ¯1, λ¯2, λ¯3] is a line. If δ¯
is a point of order 2, then δ¯ is collinear with some λ¯i, so δ¯ = 2λ¯i. Thus, the points
are 2λ¯i and all α¯i with αi ∈ λi +Mi.
Next, if [α¯, β¯, γ¯] is a line with α, β ∈ λi +Mi, then 2γ¯ = −2(α¯+ β¯) = −4λ¯i = 0.
Since γ¯ has order 2, we see that γ¯ = 2α¯ = 2λ¯i. Also, α¯+ β¯ = −γ¯ = 2α¯ shows that
β¯ = α¯. Thus, the only lines are [2λ¯1, 2λ¯2, 2λ¯3], [α¯i, α¯i, 2λ¯i] and [α¯1, α¯2, α¯3] with
αi ∈ λi +Mi and α1 + α2 + α3 = 0.
If α ∈ λi +Mi and β ∈ λj +Mj with i 6= j, then −(α + β) ∈ λk +Mk where
{i, j, k} = {1, 2, 3}. Thus, Mi +Mj ⊂ −Mk. Since 0 ∈ Mj , we see Mi ⊂ −Mk so
Mi = −Mk =Mj is a subgroup M .
Since Λ¯ = Λ/Λ− is generated by the points of I (by (ST3)), we see Λ¯ =〈
λ¯1, λ¯2, M¯
〉
. Now 2M ⊂ Λ− and 2λ¯2 6= 2λ¯1 shows that vi = 2λ¯i, i = 1, 2, is a
basis for 2(Λ/Λ−). Thus, we may apply Lemma 13.1 to Γ ⊂ Λ− ⊂ Λ to rechoose
λ1, λ2 and get a basis λ1, λ2, η0, . . . , ηn for Λ with n ≥ 0 satisfying (i) and (ii).
It remains to show that
M = 〈2λ1, 2λ2, η0, . . . , ηn〉. (49)
Since −λ¯i is a point, we have 2λi ∈ M . Set N = 〈η0, η1, . . . , ηn〉. If µ ∈ M , write
µ = l1λ1+l2λ2+η with η ∈ N . Since 2µ ∈ Λ−, we see that li is even, so liλi, η ∈M .
Thus, M = 〈2λ1, 2λ2,M ∩N〉. On the other hand, Λ− ⊂ M and Λ¯ =
〈
λ¯1, λ¯2, M¯
〉
show Λ = 〈λ1, λ2,M〉 = 〈λ1, λ2,M ∩N〉. Thus, M ∩N = N giving (49). 
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Theorem 13.3. Suppose that A is a structurable Λ-torus of class III(c). Then A
is isograded isomorphic to either
A(H(Q3))⊗ P(r) or, if −1 ∈ (F
×)2, A(H(O3))⊗ P(r)
for some r ≥ 0. (See Theorem 12.5 and Definition 12.6.)
Proof. Recall that we are using the notation from §4 and §8. We make one exception
to this and denote the hermitian form and cubic form defined in §8 by h˜ and N˜
respectively, rather that h and N . Thus, by Proposition 8.2, h˜ : W ×W → E is a
Λ-graded hermitian form, N˜ : W → E is a Λ-graded cubic form, (h˜, N˜) satisfies the
adjoint identity, and
A = A(h˜, N˜).
as Λ-graded algebras.
Assume now that we have chosen a basis λ1, λ2, η0, . . . , ηn for Λ satisfying the
properties in Lemma 13.2, and, as in that lemma, we set λ3 = −λ1 − λ2 and
M = 〈2λ1, 2λ2, η0, η1, . . . , ηn〉. We can rearrange this basis for Λ so that ki = 2
for 1 ≤ i ≤ n′ and ki = 1 for n′ < i ≤ n. Let Λ′ = 〈λ1, λ2, η0, η1, . . . , ηn′〉 and
Λ′′ = 〈ηn′+1, . . . , ηn〉 ⊂ Γ. Thus, by Lemma 5.2, A ≃Λ AΛ
′
⊗AΛ
′′
≃ig AΛ
′
⊗ P(r),
where r = n − n′. Replacing A by AΛ
′
, we can assume that ki = 2 for 1 ≤ i ≤ n.
Thus, Λ has basis λ1, λ2, η0, η1, . . . , ηn,
M = 〈2λ1, 2λ2, η0, η1, . . . , ηn〉, Λ− = 〈4λ1, 4λ2, k0η0, 2η1, . . . , 2ηn〉, (50)
Γ = 〈4λ1, 4λ2, 2k0η0, 2η1, . . . , 2ηn〉, (51)
where n ≥ 0 and k0 = 1 or 2.
Note that since [2λ¯i, 2λ¯j , 2λ¯k] and [−λ¯i,−λ¯i, 2λ¯i] are lines by Lemma 13.2(iii),
we have
W−2λi ⋄W−2λj 6= 0 and W−λi ⋄W−λi 6= 0 (52)
for {i, j, k} = {1, 2, 3}.
Choose 0 6= ui ∈W−λi for i = 1, 2. Let fi = −u
♮
i ∈W
−2λi for i = 1, 2. By (52),
we have f1 ⋄ f2 6= 0, and so we may choose f3 ∈ W−2λ3 with h˜(f3, f1 ⋄ f2) = 1.
Let ei = fj ⋄ fk ∈W2λi for {i, j, k} = {1, 2, 3} in which case we have h(fi, ei) = 1.
Since 4λi ∈ Λ−, we have f
♮
i = 0. Thus, (ADJ2) gives
ei ⋄ ej = (fj ⋄ fk) ⋄ (fi ⋄ fk) = h˜(fk, fi ⋄ fj)fk = fk
so
h˜(e1, e2 ⋄ e3) = h˜(f2 ⋄ f3, f1) = 1
∗ = 1.
Since W2λi+Λ− = Eei, the description of points in Lemma 13.2(iii) shows that
W = Ee1 ⊕ Ee2 ⊕ Ee3 ⊕W1 ⊕W2 ⊕W3
whereWi := W
−λi+M . Moreover, since h˜(Wα1 ,Wα2 ,Wα3) = 0 unless [α¯1, α¯2, α¯3] is
a line, the description of lines in Lemma 13.2(iii) shows that, if x =
∑
iaiei+
∑
ixi
with ai ∈ E and xi ∈Wi, then
N˜(x) =
1
6
h˜(x, x ⋄ x) = a1a2a3 +
∑
i
aih˜(ei, x
♮
i) + h˜(x1, x2 ⋄ x3).
Since ei ⋄ xj = 0 for i 6= j, (ADJ3) yields
(ej ⋄ xj) ⋄ (ek ⋄ xk) = −(ej ⋄ ek) ⋄ (xj ⋄ xk), (53)
(ej ⋄ ek) ⋄ (ei ⋄ xi) = h˜(ei, ej ⋄ ek)xi = xi. (54)
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We define ϕ : W → W by ϕ(aei) = a∗fi for a ∈ E and ϕ(xi) = −ei ⋄ xi for
xi ∈ Wi. Since W2λi+Λ− = W−2λi+Λ− = Efi and W−λi+M = Wλi+M = Wi, we
see ϕ is a ∗-semilinear vector space isomorphism by (54). We next show that
N˜(ϕ(x)) = N˜(x)∗. (55)
for x ∈W. Clearly
h˜(a∗1f1, a
∗
2f2 ⋄ a
∗
3f3) = (a1a2a3)
∗.
Since (ei ⋄ xi)♮ = h˜(ei, x
♮
i)ei by (ADJ4), we also have
h˜(a∗i fi, (−ei ⋄ xi)
♮) = h˜(a∗i fi, h˜(ei, x
♮
i)ei) = (aih˜(ei, x
♮
i))
∗.
Finally using (53) and (54), we have
h˜(−e1 ⋄ x1,(−e2 ⋄ x2) ⋄ (−e3 ⋄ x3)) = h˜(e1 ⋄ x1, (e2 ⋄ e3) ⋄ (x2 ⋄ x3))
= h˜(x2 ⋄ x3, (e2 ⋄ e3) ⋄ (e1 ⋄ x1)) = h˜(x2 ⋄ x3, x1) = (h˜(x1, x2 ⋄ x3))
∗.
This shows (55) as claimed.
Define T˜ (x, y) := h˜(x, ϕ(y)). If y =
∑
ibiei +
∑
iyi with bi ∈ E and yi ∈ Wi,
then
T˜ (x, y) =
∑
i
h˜(aiei, b
∗
i fi) +
∑
i
h˜(xi,−ei ⋄ yi) =
∑
i
aibi −
∑
i
h˜(ei, xi ⋄ yi),
so T˜ is symmetric. Now Lemma 12.2 (with ψ = ϕ−1) shows that T˜ is nondegenerate
and (T˜ , N˜) satisfies the adjoint identity with x# = ϕ−1(x♮) = ϕ(x)♮. For xi ∈Wi,
set
ni(xi) = −h˜(ei, x
♮
i) ∈ E.
We now have
T˜ (x, y) =
∑
i
aibi +
∑
i
ni(xi, yi),
N˜(x) = a1a2a3 −
∑
i
aini(xi) + h˜(x1, x2 ⋄ x3).
Also ni(ui) = −h˜(ei, u
♮
i) = h˜(ei, fi) = 1 for i = 1, 2. So we may apply Lemma
11.1 (with the identification of Ee1 ⊕ Ee2 ⊕ Ee3 with E3 and with τ(x1, x2, x3) =
h˜(x1, x2 ⋄ x3)) to get a composition algebra C over E and E-linear isomorphisms
ηi : C → Wi such that ηi(1) = ui (with u3 = u1 × u2) and such that the E-linear
isomorphism η : H(C3)→W given by
η(
∑
i
ai[ii] +
∑
(i,j,k)	
xi[jk]) =
∑
i
aiei + ηi(xi),
satisfies
T˜ (η(x), η(y)) = T (x, y) and N˜(η(x)) = T (x, y). (56)
We next use η−1 to transfer the grading of W to a grading of H(C3), in which
case η is a graded map. Then, by Lemma 11.2(a), C has a Λ-grading as an algebra
with involution over E and as an E-module so that H(C3) has the grading given
by (41).
Next, since η3(C) = W3 = W
−λ3+M , we see that C is finely graded with support
M . Also, −n(Cµ) = T (1[33], (Cµ[12])#) = h˜(e3, (W
µ
3 )
♮) 6= 0, so C is an alternative
M -torus with involution.
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We now know that C can be built from E by iterating the Cayley-Dickson process.
To be more precise, suppose M ′ is a subgroup of Λ such that Λ− ⊂ M ′ ⊂ M ,
µ ∈ M \M ′ and 0 6= x ∈ Cµ. Then, n(CM
′
, x) ⊂ EM
′+µ = 0. Using this fact along
with the fact that nonzero homogeneous elements of C are invertible, the standard
argument (see for example [Mc, p. 164]) shows that C〈M
′, µ〉 = CM
′
⊕ xCM
′
is a
graded subalgebra of C that can be identified with CD(CM
′
, x2). If we do this
process repeatedly, starting with M ′ = Λ−, we see that C can be obtained from E
by a finite number of iterations of the Cayley-Dickson process. Moreover, since C
is alternative, the number of iterations is necessarily at most 3 [Mc, p. 162].
Since M/Λ− has exponent 2, it follows that |M/Λ−| ≤ 23 = 8. Thus, by (50),
we have one of the following cases:
(1) n = 0 and k0 = 1; (2) n = 0 and k0 = 2; (3) n = 1 and k0 = 1.
In all three cases, we choose 0 6= vi ∈ C2λi and set ti = v2i ∈ E
4λi for i = 1, 2.
In Case 1, we have M = 〈2λ1, 2λ2, η0〉 and Λ− = 〈4λ1, 4λ2, η0〉. We choose
0 6= s ∈ Eη0 . Then E = F [t±11 , t
±1
2 , s
±1] and, by the argument above, we may
identify C = CD(E, t1, t2) = Q with canonical generators v1, v2 (writing σ = η0 to
conform with the notation in §12).
In Case 2, we have M = 〈2λ1, 2λ2, η0〉 and Λ− = 〈4λ1, 4λ2, 2η0〉. We choose
0 6= v ∈ Cη0 and set s = v2 ∈ E2η0 . Then E = F [t±11 , t
±1
2 , s
±1] and we may identify
C = CD(E, t1, t2, s) = O with canonical generators v1, v2, v (writing λ = η0).
In Case 3, we have M = 〈2λ1, 2λ2, η0, η1〉 and Λ− = 〈4λ1, 4λ2, η0, 2η1〉. We
choose 0 6= s ∈ Eη0 and 0 6= v ∈ Cη1 , and we set r = v2 ∈ E2η1 . Then E =
F [t±11 , t
±1
2 , s
±1, r±1] and we may identify C = CD(E, t1, t2, r) = O
′ with canonical
generators v1, v2, v (writing σ = η0, λ = η1).
One sees, using (50) and (51), that the involution ∗ on E coincides in each case
with the involution defined by (43) in §12.
If we now define ψ : H(C3)→ H(C3) by ψ = η
−1ϕ−1η and h : H(C3)×H(C3)→ E
by
h(x, y) = T (x, ψ(y)) = T˜ (η(x), ϕ−1η(y)) = h˜(η(x), η(y)), (57)
then h is a graded hermitian form. Also, by (55) and (56), ψ is semi-norm pre-
serving. Therefore, by Lemma 12.4, Case 3 does not occur, and in Case 2 we have
−1 ∈ (F×)2. Moreover, the map ψ is determined, as in Lemma 12.4(ii), by some
choice of wi ∈ C2λi and some choice of ι with ι2 = −1. Let A(h,N) be the struct-
urable torus constructed as in Theorem 12.5 using these choices. Then, it follows
using (56) and (57) that the map (a, x) 7→ (a, η(x)) from A(h,N) = E⊕H(C3) onto
A = E ⊕W is an isomorphism of graded algebras with involution. Hence, by the
final statement in Theorem 12.5, we have A ≃ig A(H(C3)). 
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