Abstract-The
as hazard analysis. It is highly variable in space and time across scales [1] , [2] and thus one of the major uncertainties in climate and hydrological models. Reliable soil moisture data of global coverage and with high temporal resolution is urgently needed.
By means of a spaceborne passive L-band (1.4 GHz) radiometer, the Soil Moisture and Ocean Salinity (SMOS) mission [3] acquires global surface soil moisture fields (∼5 cm depth) every 3 days since launch in November 2009. Using full polarization multi-angle brightness temperature (T B ) measurements at ∼44 km spatial resolution, soil moisture is retrieved for each node of a fixed grid [4] . The forward model in the retrieval algorithm is the L-band Microwave Emission of the Biosphere (L-MEB) model [5] . To account for influences of vegetation and surface roughness, L-MEB uses several fitting parameters whose ideal values for various land cover conditions have been investigated in many previous studies, e.g., [6] [7] [8] [9] [10] [11] .
At this stage, an important step of the SMOS mission is data validation in different climatic regions [12] . Generally, the comparison between large-scale satellite products and point measurements on the ground is complicated by the distinct scale mismatch [2] . To bypass this problem, one widely used approach is the performance of airborne campaigns with concurrent ground measurements at the times of the satellite overpasses. Via the airborne measurements with a footprint of few kilometers, this offers the advantage of stepwise validation across spatial scales.
Several airborne campaigns were carried out in preparation of the SMOS and similar missions and constitute a core activity in current SMOS calibration and validation (Cal/Val), e.g., arid climate, southeastern Australia: [13] [14] [15] ; temperate zone, Upper Danube, Rur-and Erft Catchments, Germany: [16] , [17] , southwestern France: [18] , central USA: [19] [20] [21] ; Arctic, northern Finland: [22] .
Between April 26 and May 9, 2010, one campaign took place in the Skjern River Catchment, Denmark, within the framework of the Danish Hydrological OBservatory and Exploratorium (HOBE, www.hobe.dk) [23] . During flights centered at SMOS ascending overpass airborne measurements with the L-band radiometer EMIRAD-2 [24] were conducted within the 44 × 44 km area around one selected SMOS grid node (referred to "SMOS pixel" hereafter). Surface soil moisture of the mineral as well as the organic layers, vegetation water content (VWC), and roughness were measured on differing land covers within patches corresponding to approximate EMIRAD footprint (∼2 × 2 km).
The importance of validating SMOS data at the Danish site is twofold. First, it complements the other Cal/Val regions in 0196-2892/$26.00 © 2011 IEEE that it is Europe's northernmost intensely cultivated area with features related to latitude-specific environmental conditions such as sandy soils with large organic deposits and heathland. Second, the area is located at short distance to the coast line enabling studies of the impact of surrounding open water. The site benefits from temporally increased data acquisition at this latitude and from its pronounced flatness.
The objective of this paper is to present the validation of SMOS L1C T B data of one selected pixel by means of the HOBE airborne campaign data set. Data is compared at different spatial scales: 1) averaged modeled ground data and EMIRAD data at patch scale (2 × 2 km); 2) averaged modeled ground data, EMIRAD data, and SMOS data at SMOS pixel scale (44 × 44 km) . L-MEB is used to model T B 's from in situ soil moisture with parameter choice based on literature as well as parameterization using campaign measurements. Three sets of model runs are conducted to: 1) assess the spread in the modeled T B 's as a result of parameter uncertainties and variability; 2) to determine ideal values for the most important roughness and vegetation parameters (H R and τ NAD ); and 3) to test the performance of the Mironov dielectric mixing model against the one of Dobson, as well as two combinations of the roughness parameter pair N RH /N RV using an "optimal" set of model parameters. At both scales, the benefit of a weighted average by means of the EMIRAD/SMOS antenna patterns, respectively, over a simple mean is investigated.
In this study, only moisture data from the mineral soils is considered and a SMOS pixel virtually free of open water is chosen. Resulting knowledge creates a foundation for future investigations addressing the peculiarities of the Danish site, namely open water impact and influence of organic matter.
II. DATA

A. Description of Validation Site
The SMOS pixel around grid node 2002029 (55.957 N, 9.131 E) was chosen for validation as it features minimal open water fraction while covering a substantial part of the Skjern River Catchment (∼2500 km 2 ) in Western Denmark [ Fig. 1 (a) and (b)]. The climate is temperate maritime with winter and summer mean temperatures of ∼2 and 16
• C, respectively, and annual precipitation around 800-900 mm. The eastern edge of the catchment is situated at the margin of the ice sheet during the last glacial advance with mainly loamy soils on undulating calcareous tills, while the major part comprises the primal fluvioglacial outwash plain with sandy soils and sediments [25] . The natural soil type is podsol covered by a pronounced raw humus layer. Nearly 80% of the land is under intensive cultivation (mainly winter/spring barley, potatoes, and grass), intermixed with patches of forest (mostly spruce plantations with scarce understory and moss-covered ground, ca. 10%), as well as heath/grassland (primarily scotch heather with a herbal layer and dry grass) and wetlands (ca. 6%). The area is sparsely populated with scattered farms and villages.
The catchment is well-covered with climate stations and rain gauges operated by the Danish Meteorological Institute (DMI). HOBE is maintaining four sites to assess a wealth of hydrological parameters [26] . In autumn 2009, a soil moisture network was established within the SMOS validation area [ Fig. 1(b) ]. The network includes 30 stations which are spatially distributed according to respective fractions of prevailing land cover and soil types and aligned along the 30-year mean annual precipitation gradient [27] . Per station, soil moisture and temperature within the 0-5 cm, 20-25 cm and 50-55 cm depth ranges of the mineral soil are logged at 30-min intervals.
B. HOBE Airborne Campaign
The HOBE airborne campaign [23] took place between April 26 and May 9, 2010. Four 3-h flights (April 29, May 2, 4, and 9) were carried out centered around SMOS ascending overpasses at ∼6.30 local time. Simultaneously, ground measurements were taken within three 2 × 2 km patches selected according to the area's most representative land covers, agriculture, heath/grassland, and forest [ Fig. 1(c)-(e) ]. Within the agriculture patch, all fields were under cultivation and still of bare appearance, with the exception of winter barley.
1) Ground Data: Soil moisture measurements were carried out with hand-held Delta T ML2x ThetaProbes 1 (0-6 cm depth). The forest and heath patches were sampled on the first three, the agricultural patch on all four days. Sampling time was 4-6 h roughly centered around SMOS overpass. Altering spatio-temporal soil moisture conditions during the sampling time slot were not discovered. On the agricultural patch along six north-south transects each 50 m, three readings were recorded from the top of the mineral soil [ Fig. 1(c) ]. On the heath and forest patches, the sampling spacing was enlarged to 200 m [ Fig. 1(d) and (e)]; as per location additionally three readings were acquired from the top of the 5-20 cm thick moss/organic layer. Gravimetric samples were taken at 15 locations per patch in case of the mineral soil, and at 33 locations in case of the moss/organic layer. Land cover type and vegetation height were recorded for each sampling point.
Sensor-and site-specific linear calibration curves (for each sensor individually/all sensors together) were derived in the lab over the entire wetness range using mineral surface soil samples from the three patches and validated by means of the field gravimetric samples (Fig. 2) . ThetaProbe readings were recalculated using the respective sensor-specific calibration curves or the site-specific where the sensor id was not applicable. For all sampling patches and dates, average soil moisture values and standard deviations (Table I ) reveal a high spatial variability, but no considerable temporal variability as a result of only few insignificant rain events (< 3 mm in each case). Throughout the campaign, driest conditions were found in the agriculture patch with a more pronounced precipitation-moisture response. In case of heath and forest, the latter is dampened by the presence of the organic layers [23] .
Soil bulk density estimated by means of the collected soil samples revealed average values (standard deviations) of 1.21(0.16), 1.31(0.16), and 1.34(0.18) g/cm 3 for agriculture, forest, and heath, respectively. Site-specific texture analysis of the campaign samples gave sand and clay fractions between 0.82-0.95 and 0.01-0.05, respectively. This is in good agreement with the Danish topsoil grid [25] indicating sand/clay fractions in the order of 0.75-1.0/0.0-0.05 within all three patches. On April 28 and May 6, destructive vegetation sampling was carried out on agriculture land and heath at eight locations per patch (one sample in case of agricultural grass). A significant increase in average VWC between the two measurement dates was observed for all vegetation types (except agricultural grass, Table II) .
Within the agriculture patch, 3 m transects of surface roughness were measured in both N-S and E-W direction on two recently plowed and sown spring barley fields and two freshly planted potato fields with pronounced row structure. The mean (standard deviation) root mean square deviations from the average measured heights (standard deviation of the height, S D ) over all available profiles per field type are 10.64(4.99), 9.76(0.85), and 63.51(5.80) mm in case of spring barley, potato parallel and orthogonal to row structure, respectively. These values span the conditions expected on agricultural fields and are in same magnitude as reported from other studies (e.g., [28] ). Within the heath and forest patches, measurements were omitted as it was not possible to remove the vegetation cover without heavily disturbing the surface.
2) Airborne Data (EMIRAD-2):
The airborne measurements were acquired by means of the L-band radiometer EMIRAD-2 [24] at incidence angles of 0 and 40
• and both, H and V polarization (pol.), respectively, and integrated to 1 ms. On each sampling day, ten north-south tracks were flown over the validation site to cover the selected sampling patches as well as a maximum number of network stations [ Fig. 1(b) ]. Altitude was kept at 2000 m corresponding to an approximate −3 dB swath of 1.4 km. EMIRAD data coverages of the SMOS pixel and the 2 × 2 km patches were ∼35 and 75%, respectively, and fairly consistent for 0 and 40
• antennas on all dates [ Fig. 3(a)-(c) ].
Standard internal and external calibration by means of liquid nitrogen as well as over open water in the Ringkøbing Fjord at the beginning of each flight were conducted. This revealed a systematic offset of ∼3.5 K in the 40
• V-pol. channel. The bias is assumed to be caused by a source contained within the aircraft since it also appereared during subsequent flights in Southern Germany but was no longer present during later ground testing. The offset has not been corrected for as it does not change the overall conclusions of our study. It constitutes a secondary problem compared to the radio-frequency interference (RFI) contamination discovered in the SMOS data (see Section II-B3), and since it is well-known, it could be taken into account during data analysis over land where a deviating behavior of this channel was noticed as well (see Section V-A, Figs. 4 and 5) .
The EMIRAD data were flagged as RFI contaminated if measurements exhibited kurtosis ratios outside the mean ±4 standard deviation interval from a signal known to be free from RFI [29] , and/or where T B 's/third and fourth Stokes parameter values were > 300 K/outside the ±10 K range, respectively. RFI contamination of the EMIRAD data within the SMOS pixel was low throughout the campaign (∼3-5%). After the RFI cleaning, the data was integrated to 1 s.
The onboard GPS and inertial navigation system as well as the digital elevation model obtained by the Shuttle Radar Topography Mission (SRTM) [30] were used to georeference the locations of the antenna boresights and associated extents of the −3 dB footprints to the ground assuming flat earth. The effects of rotation-related polarization mixing [31] were removed from the data by means of the aircraft attitude information.
3) Spaceborne Data (SMOS): L1C T B data spanning a month centered on the HOBE campaign was considered in this study. For comparison with EMIRAD data, the L1C data was transferred from Antenna to Top of Atmosphere (TOA) level (XY to HV) by applying Faraday and geometric rotations.
The L1C data is resampled to a fixed grid with ∼15 km spacing, while the overall received signal power originates from an area of ∼123 × 123 km around each node. The signal integrates observations of a range of incidence angles (∼0−60
• ) and view directions and is weighted by the shape of the SMOS antenna pattern [4] In contrast to the low-altitude EMIRAD data, SMOS data turned out to be heavily RFI contaminated during the campaign period [32] , [33] . Additionally, there are unresolved SMOS image reconstruction issues due to land-sea contamination (transition between surfaces with very different T B 's). To remove overpasses with corrupt observations, L1C data was filtered. As the L1C RFI flag is inoperative at present, "good data quality" was based on corresponding soil moisture (L2) Fig. 4 . Modeled ground data versus EMIRAD brightness temperatures [K], "uc model runs" using all possible combinations of min/max values (black x) for four selected parameters (soil moisture, texture, H R , and τ NAD ) including the "uni/avg-run" (black X) for all patch types and sampling dates. First labeling letter of individual plots: A = Agriculture, F = Forest, and H = Heath; second labeling letter: polarization; Number in labels: incidence angle. products. Filtering criteria included: 1) absolute abscissa of dwell line (X_SWATH) < 10 000; 2) probability that no anomaly occurred about the fit (CHI2_P) > 0.5; 3) sum of number of deleted views due to RFI in X and Y pol. (N_RFI_X + N_RFI_Y) divided by number of views initially available for the given grid node (M_AVA0) < 0.1; and 4) confidence flag raised when retrieval has failed (FL_NO_PROD) = 0. This resulted in seven "clean" ascending overpasses (April 19 and 27, and May 2, 10, 12, 15, and 17). T B 's contained in these data sets were furthermore cut off at 300 K to get rid of potentially still present unrealistically high values.
III. RADIATIVE TRANSFER MODEL-L-MEB
A version of the L-MEB model [5] along the lines of the SMOS soil moisture (L2) processor (referred to "breadboards" hereafter) [4] is used in this study to simulate T B 's from in situ soil moisture and auxiliary data. To account for mixed land cover pixels observed at large spatial scales in the breadboards, different generic forward model versions with specific sets of default parameters exist for different land covers.
L-MEB is based on a simplified (zero-order) radiative transfer equation [34] representing the soil as flat surface in contact with the atmosphere, and the vegetation as a homogeneous layer. According to the Rayleigh-Jeans Law in the microwave domain of the electromagnetic spectrum, the radiation as measured by a radiometer is directly proportional to brightness temperature. T B depends on incidence angle θ and polarization p (H or V) and is directly related to the physical temperature T and the emissivity e/reflectivity Γ
As the received signal originates from various sources, T B is a composite of the following terms: 1) the soil emission attenuated (scattered and absorbed) by the canopy layer; 2) the direct canopy emission; 3) the canopy emission reflected by the soil and again attenuated by the canopy; 4) the direct sky emission; and 5) the sky emission reflected by the soil and twice attenuated by the canopy layer.
In L-MEB, the sky contribution to T B is calculated according to [35] , while the effects of soil and vegetation are described by the "τ − ω model" [36] 
where ω is the single scattering albedo of the canopy, γ describes the vegetation transmissivity, and T v and T EF F denote vegetation and soil effective temperature, respectively.
γ is calculated from the vegetation optical depth at nadir
Jackson and Schmugge [37] developed a linear relationship to estimate τ NAD from the VWC and a vegetation parameter b, the latter being a function of canopy type/structure, sensor frequency, polarization, and incidence angle
To account for effects of a dominant vertical vegetation structure, a parameterization has been included to express τ NAD as function of both incidence angle and polarization by means of the parameter pair tt H and tt V .
According to [38] T EF F is computed from the soil surface temperature and the deep soil temperature (∼50 cm depth) with contributions of the two varying as a function of soil moisture.
Based on [39] , the reflectivity of a naturally occurring rough surface Γ is related to the reflectivity of a perfectly smooth surface (Fresnel reflectivity) Γ * . The latter is linked to the dielectric properties of the soil through the Fresnel equations, which in turn are related to soil moisture by means of the Dobson dielectric mixing model [40] adjusted by [41] . The roughness correction of the reflectivity term is as follows:
p and q denote H or V pol., respectively. H R describes the intensity of the roughness effects, Q R represents the polarization mixing effects, and N R allows the modulation of the reflectivity as a function of the incidence angle. Distinguishing N R for the two polarizations (i.e., N RH and N RV ) led to improved results in [5] and [42] .
Roughness is primarily understood as a geometric effect. As many studies also reported a soil moisture dependency (e.g., [9] , [38] , and [42] [43] [44] [45] ) in the breadboards, H R is implemented as a piecewise function of soil moisture with two texture-dependent transition moisture values defining H R and H R_Min ).
However, the recent study by [46] suggests that the dependency might merely result from a mismatch between sampling depth of conventional soil moisture sensors (5-6 cm) and the depth contributing to soil emission (< 5 cm), as well as a weak performance of the Dobson dielectric mixing model in certain cases. The substitution of the latter with the Mironov model [47] is under investigation. While the Dobson model is empirically derived from a limited number of data sets of differing soil types with sand fractions smaller than 50%, the Mironov model is physically based on the refractive index and built upon modeled data sets spanning the entire range of potential soil conditions up to pure quartz sand as well as some measured soil data sets. Large differences between the Dobson and Mironov implementations occur for high sand fractions and soil moisture conditions around 0. [28] , [38] , [39] , [49] . The most recent was derived from a data set covering the entire range of surface roughness conditions expected on agricultural fields (S D 4.57-59.37 mm) [28] 
In addition to the soil characteristics (soil texture and bulk density), the choice of b/τ NAD and H R has the most impact on the modeled T B 's (e.g., [6] [7] [8] , [11] ).
IV. METHODS
A. Comparison at Ground Patch Scale (2 × 2 km)
1) Modeling and Scaling: For the comparison of ground and EMIRAD data at patch scale (2 × 2 km), all EMIRAD samples acquired over the respective patches [see Fig. 3 (b) and (c)] were averaged to one value per patch, sampling date, for 0
• and 40
• antennas, H and V pol., respectively. For each campaign ground sampling point, T B 's were modeled at 0 and 40
• θ, H and V pol. and subsequently averaged per respective sampling patch and date.
Given the high sand fractions and the comments in Section III, the Mironov dielectric mixing model was applied throughout this study. Model parameter settings were individually set as a function of inherent land cover conditions recorded for each sampling point per patch and date. Using this information, all points were allocated into the land cover classes listed in Table III . The nominal generic forward model for low vegetation was applied for all classes except for "coniferous forest" and "trees" where the forest model was used. The respective default parameter settings were adjusted wherever updated findings from recent studies or field measurements for parameterization were available. Moreover, for the parameters with highest impact on the model output (soil moisture, texture, H R , and τ NAD ) a min-max range of possible values was defined. Based on findings from reviewed studies for the vegetation parameters, values differing from the respective averages of these ranges seemed to be most likely. Thus, for b and τ NAD , such "uni" values were selected (Table III , literature/ parameterized values depicted in normal/italic letters, respectively). More details on parameter choices will be given in the subsequent section.
Three different types of model runs were conducted: First, the spread in the modeled T B 's as a result of spatial variability and uncertainties inherent in the most influencing parameters was visualized. Model runs were conducted for all possible combinations of minimum and maximum values of these parameters in addition to a model run where all parameters were set to their respective "uni"/average values (referred to "uc model run" hereafter). Table III) were determined by means of a set of model runs for all possible combinations of min, max, and "uni"/avg values of these two parameters (referred to "H R − τ NAD model run" hereafter).
Third, the model was run with this "optimal" set of parameters per land cover class (referred to "opt model run" hereafter). Thereby, the results obtained using the Mironov dielectric mixing model were checked against model output using Dobson. Moreover, two sets of N RH − N RV pairs were tested against each other. Finally, the patch means of the modeled T B 's obtained by simple averaging were compared with weighted patch averages. The latter were generated by allocating a weight to each ground sampling point's data based on the EMIRAD antenna pattern [24] .
2) Choice of Parameter Settings and Related Uncertainties: For input to L-MEB average, maximum and minimum (± one standard deviation) values of the three calibrated mineral soil moisture probe readings were calculated per sampling point and date.
For the estimation of T EF F , surface (0-5 cm depth) and deep soil temperatures (50-55 cm depth) recorded at the time of the soil moisture sampling were extracted from three network stations situated within the respective patches. Coincident air temperature and pressure data at 2 m height was taken from the four closest DMI climate stations. Canopy temperature T V was approximated by either 0-5 cm soil temperature or 2 m air temperature in case of low and tall vegetation ("coniferous forest" and "trees") classes, respectively.
With respect to soil texture, the different scenarios (avg. sand-%/avg. clay-%, min. sand-%/max. clay-%, max. sand-%/min. clay-%) were defined on the basis of the site-specific texture analysis of the campaign samples.
For sampling points where a gravimetric sample was taken, dry soil bulk density was calculated from the latter, while in all other cases, the average per patch and sampling date was applied. The solid particle density was set to the constant default value of 2.664 g/cm 3 . At L-band, scattering effects are generally low. In all model runs, the scattering albedo ω was set to the default values 0 and 0.08 for low vegetation and forest, respectively, according to [6] and [7] , for example.
"Uni" values and min-max ranges for τ NAD are compiled in Table III . In case of forest land cover classes, they were based on [7] and [50] . For all other classes with available VWC measurements, using (4), min-max ranges of τ NAD were calculated by means of corresponding ranges of VWC and b values, while the "uni" values of τ NAD were estimated by the respective average VWC and "uni" values of b. The VWC data (Table II) was linearly interpolated between the two sampling dates to obtain a value range (avg. and min/max from interpolated standard deviation) per flight date (Table III) . In case of agriculture grass, an average of the two available samples was taken. The b value ranges for crops and native grass (with litter) were based on [5] , [8] [9] [10] , [37] , [44] , and [51] [52] [53] . For the not regularly cut agricultural grass as well as for heather, the values of native grass were applied. Generally, the computed τ NAD values seem to agree well with literature values for similar plant types and VWC at this time of the year. For example, the τ NAD , b, and VWC of 0.08, 0.114, and 0.7 kg/m 2 , respectively, for winter rye in [37] fit very well with our winter cereal data. The τ NAD of 0.1 for mediterranean bushland in [11] is within the range of our scotch heather values. For grass, the VWC-τ NAD relations in [37] and [43] Assuming polarization and incidence angle independence of the optical depth, tt H and tt V were both set to 1 throughout this study.
The soil moisture-dependent parametrization of H R was neglected (i.e., H R = H R_Min ) as it remains controversial [46] . For the agricultural land cover classes with available surface roughness measurements, using (6), an average H R value and a min-max range were computed by means of the average and min/max (±1 standard deviation) S D values, respectively (Table III) . These values were adapted for the remaining agricultural classes based on similar appearance in terms of roughness. The calculated H R values are higher than the SMOS L2 default for crops (0.2) which is in good agreement with recent studies by [8] [9] [10] . For the heath classes ("natural grass," "scotch heather," and "scotch heather/grass"), values were chosen based on [8] , [10] , [11] , and [44] . In case of the forest classes ("coniferous forest," "forest clearing," "young forest," "trees") we adapted the findings of [7] .
In accordance with various studies (e.g., [28] , [38] , and [49] ) Q R was constantly set to 0.
No clear relation has yet been found between N RH and N RV . Generally, they lie between −2 and 2 with N RH larger N RV . Wigneron et al. [28] pointed out that the N R parameters may have strong impact on the emissivity at large θ. In agreement with previous studies, they stated a ΔN R (N RH − N RV ) in the order of 2 for smooth fields. Mialon et al. [54] recently discovered an inverse relationship between S D and ΔN R , as well as a trend toward lower N R values with increasing S D . Accordingly, N RH = 0 and N RV = −1 were chosen for our sites with a tendency toward rough surface conditions. To span the range of reasonable assumptions, this combination was tested against N RH = 2 and N RV = 0 (SMOS L2 default) in the "opt model runs."
B. Comparison at SMOS Pixel Scale (44 × 44 km)
For T B comparison at SMOS pixel scale, the airborne data of all ten flight tracks within the SMOS pixel was averaged per sampling day. In addition to a simple mean, a weighted mean was created by taking the average SMOS antenna pattern into account [4] . From the modeled T B patch averages, a weighted average over the SMOS pixel was estimated per sampling day by means of the SMOS radiometric land cover fractions. Using "FNO" with shares of 90% and 10% for agriculture and heath, and "FFO" for forest resulted in portions of 76.8%, 8.5%, and 14.7%, respectively (see Sections II-A and B3). For the only campaign day with available "clean" SMOS data, May 2, mean EMIRAD and modeled T B 's were compared with the L1C product over the entire incidence angle range. Precedent, curves were fitted through all available H and V SMOS T B 's (best-fit second-order polynomial forced to meet at 0
• θ) to represent the actual angular signature of the pixel and to have complete data over all angles. Fig. 4 shows the results of the modeled T B 's from the "uc model run" for all patch types, sampling dates, H and V pol., 0 and 40
V. RESULTS AND DISCUSSION
A. Comparison at Ground Patch Scale (2 × 2 km) 1) UC Model Run:
• θ, respectively. The small temporal variability of soil moisture conditions during the campaign is reproduced in the modeling results as well as in the EMIRAD data with T B 's in a very narrow interval. Also, the stronger precipitation-moisture response on the agricultural site without the presence of a dampening organic layer can be recognized in the figure despite the lack of distinct rain events during the studied period. As mentioned in Section II-B2, one can observe a differing behavior of the 40 V channel over all patch types. In fact, this is the case for all results presented in this subsection. As all other channels consistently show similar performance, we legitimate to solely base our findings on the latter. However, to be exhaustive, the results of the 40 V channel will be included. Fig. 4 shows that indeed a vast range of modeled T B 's emanates from pronounced spatial variability in the geophysical input parameters (soil moisture and texture) as well as the large uncertainty in the choice of the tuning parameters (H R and τ NAD ). This spread is observable throughout all patch types, sampling dates, polarizations, and incidence angles. It is constantly smaller in case of forest (around 5-15 K) compared to the heath and agriculture patches (around 10-20 K), and least pronounced for the 40
• V pol. (around 5-10 K) while strongest in the 40
• H pol. (around 10-20 K). The smaller T Brange in case of forest can be explained by the higher degree of homogeneity in terms of land cover-while the agriculture patch consists of a pattern of fields with varying crop types at altering development stages, and the heathland includes some forested clusters, the forest patch is mostly made up of a closed structure of the same tree type [ Fig. 1(c)-(e) ]. The fact that H R and τ NAD are chosen as a function of land cover for each point leads to a broader parameter range in case of agriculture and heath compared to forest (see Table III ). In addition to the spread, particularly striking in Fig. 4 is the clear tendency of the model to underestimate the EMIRAD T B 's in case of agriculture and to a smaller extent in the heath data, while the opposite trend is observed for the forest. This issue will be resumed shortly. Meanwhile, we would like to point out that despite the large spread in T B 's, apparently, the modeled ground data can be brought into agreement with the EMIRAD data under certain parameter constellations throughout all sampling patches, dates, and configurations. To locate "ideal" H R − τ NAD combinations was the goal of the "H R − τ NAD model runs."
2) H R − τ NAD Model Run: Table IV summarizes the runs with smallest RMSE values between modeled and EMIRAD T B 's for each polarization, θ and patch type. It stands out that combinations of H R max −τ NAD max, H R min −τ NAD min, and H R max −τ NAD uni clearly give best results in case of agriculture, forest, and heath, respectively.
In case of the agriculture classes, high H R s are concordant with literature findings (e.g., [8] [9] [10] ) which even propose higher values than the ones used in this study. Further increasing H R in our case would actually counteract the tendency of underestimating EMIRAD T B 's. At the same time, the SMOS L2 default H R value for crops is much lower (0.2) indicating smoother conditions. The fact that the surface could appear significantly less rough from the large-distance perspective of SMOS compared to the much shorter one of airborne radiometers is plausible and suggests scale dependency of the roughness parameter.
Apart from the 40 V channel, RMSEs between modeled and measured T B 's are markedly smaller in case of heath and forest than for the agriculture site. Indeed, we would expect the opposite since in case of the agriculture site, data and model parameters correspond best to true conditions as a result of: 1) most accurate ThetaProbe calibration due to less spatial variability in the underlying data and significantly more data points (denser sampling spacing and additional sampling day); 2) the most important tuning parameters were parameterized from in situ measurements while for some forest and heath classes, even literature values were sparse or unavailable; 3) presence of much more pronounced vegetation layers superimposing soil emission as well as distinct moss/organic layers with significantly higher water contents on top of the mineral soil [23] at the heath and forest sites. Recalling L-band signal penetration depths of < 5 cm for wet soils implies that emissions captured by radiometers originate with maximum likelihood solely from these overlying layers. This suggests that our model runs are driven by too low soil moisture which should result in too high modeled T B 's compared to the EMIRAD data. As yet, we are obtaining a very good fit for some of the model runs, certain model parameters must compensate, the bias resulting from these not considered effects. It might stand to reason that H R and/or b/τ NAD are taking over this role as smallest RMSEs between modeled and EMIRAD T B 's for the forest and heath patches were achieved by setting both or either of the two to minimum or "uni" instead of maximum values as in case of agriculture. The effect is most pronounced for the forest patch, where densest vegetation and thickest organic layers are found. It will be of high interest to investigate this further by taking the organic layer data into account and not only run L-MEB in forward mode, but retrieve parameters using the knowledge gained so far to constrain the model.
3) OPT Model Run: Fig. 5 presents the results of the "opt model runs" with H R and τ NAD set to the "optimal" values depicted in bold in Table III . The first and second columns show EMIRAD T B 's plotted against modeled T B 's for 0 and 40
• θ, H and V pol., respectively, using either the Dobson or Mironov dielectric mixing models. The better performance using Mironov for the environemental conditions prevalent in our study area clearly stands out, with significantly smaller RMSE values over all patch types of 4.25/3.45/3.77 K compared to the ones using Dobson of 12.11/11.01/11.27 K for the 0 H, 40 H, and 0 V channels, respectively.
The third column of Fig. 5 shows EMIRAD T B 's plotted against modeled T B 's for the 40
• θ, H, and V pol., respectively, using either N RH = 2/0 or N RV = 0/ − 1. At nadir, the RMSE over all patches remains unchanged between the two scenarios (not shown). In the 40
• H pol., it improves significantly from 15.67 K for N RH = 2/N RV = 0 to 3.45 K for N RH = 0/N RV = −1, clearly confirming our choice of the latter.
Furthermore, we can see in Fig. 5 that the errorbars resulting from averaging the pointwise modeled T B 's are significantly larger than in case of the averaged EMIRAD samples. Unlike in the "uc model run," in the "opt model run" T B data, the spread is not taking uncertainty inherent in the input parameters into account, but only reflects spatial variability of environmental conditions encountered at point-scale. The latter is larger than the spatial variability in T B 's recorded by EMIRAD at patch scale.
Finally, an impact of a simple versus a weighted mean (by means of the EMIRAD antenna pattern) could not be detected. Resulting RMSE values of 4.25/3.45/3.77/6.72 and 4.43/3.37/3.93/6.85 K for 0 H, 40 H, 0 V, and 40 V simple/ weighted mean, respectively, show no significant change between the two. The pronounced spread in the modeled T B 's certainly complicated the comparison between the ground and airborne data. However, we were able to overcome this constraint by the chosen approach which, to our belief, augmented the probability of a plausible data set and parameter choice due to the following reasons: 1) Based on preceding spatial analysis, the ground sampling patches were carefully selected to represent prevailing environmental conditions, and in turn, the patches were sampled as densely as possible under given financial and temporal constraints. This should result in trustful spatial averages to typify respective patch conditions; 2) A well-established forward model that has been validated several fold in other regions was applied pointwise to our solid data with model and parameter settings based on up-to-date literature and (where available) in situ measurements plus state-of-the-art parameterizations. After locating a reliable parameter combination for each land cover class, the EMIRAD T B 's could be reproduced well throughout all patch types and sampling dates. This clearly demonstrates the advantages of a stepwise validation over spatial scales, as the approach would not have been feasible with a direct jump from point to SMOS pixel scale.
B. Comparison at SMOS Pixel Scale (44 × 44 km)
Table V lists EMIRAD T B 's per sampling day averaged over all ten flight tracks within the SMOS pixel by means of a simple and weighted average (SMOS antenna pattern) for 0
• and 40
• θ and H and V pol., respectively. As in case of the modeled ground data, the application of the weighted mean did not alter the results for any of the measurement configurations on either of the dates. Thus, in the following comparison, only the EMIRAD simple mean was considered. Fig. 6 shows all available T B data (H and V pol.) at SMOS pixel scale on the only RFI-free campaign day, May 02: EMI-RAD T B 's recorded over all ten flight tracks within the Danish validation site (integrated to 1 s and overall average for 0
• θ, respectively), the weighted mean of the modeled patch average T B 's (0 • -60
• θ) as well as the SMOS L1C TOA (ascending overpass) data of node 2002029 (all observed θ including fitted curves). With respect to SMOS data, the deviations from the actual angular signature of the pixel (fitted lines) reflect the aforementioned unresolved image reconstruction issues and potentially still present soft RFI, particularly pronounced in the low incidence angles originating from the only near alias-free part of the field of view. The issue is under investigation, and ameliorations can be expected in the future. In the figure, it stands out that the EMIRAD T B data has a scatter in the order of 20 K in both polarizations and incidence angles representing the encountered spatial variability of land surface conditions within the SMOS pixel. The measured SMOS and EMIRAD data lie in comparable range. Comparison between the fitted SMOS curves and EMIRAD data reveals RMSE values of 8.56, 9.30 and 12.85 and 8.27 K for 0
• H, V and 40
• H, V, respectively, with a positive bias of the airborne data. The comparison at nadir has to be taken with care as the SMOS data is extrapolated at this point. A much more distinct positive bias is observed for the averaged modeled patch T B 's with respect to the SMOS data. RMSE calculated between the fitted SMOS curves and the modeled patch data over the 0-60
• θ range gives values of 16.60 and 15.14 K for H and V pol., respectively.
The observed biases for both modeled patch and EMIRAD T B 's must arise from a combination of various error sources inherent in the different measurements and the model. Partly, they can be explained by scale effects. The patches chosen for the campaign ground sampling are representative for the entire SMOS pixel in terms of land cover, but to less extent in terms of prevailing soil types: All three patches exhibit very high sand fractions while in the easternmost part of the SMOS pixel soils with significantly higher clay fractions and consequently increased moisture contents are met. An average of the modeled patch T B 's weighted by means of the prevailing land cover fractions results in a too high value at SMOS pixel scale indicating too dry moisture conditions. Another fraction of the large bias in case of the modeled data could also be provoked by scale dependency of the H R value as suggested in the previous section. Under this assumption, creating a SMOS pixel scale average of our modeled data based on the high H R values applicable for patch scale would then naturally result in T B overestimation at the larger scale. With the airborne data, 35% of the SMOS pixel could be covered per sampling day given the temporal and financial constraints. Flight tracks were chosen to cover a maximum number of network stations, which in turn were spatially distributed according to respective fractions of prevailing land cover and soil types within the pixel. Thus, T B 's were also measured over parts of the more clayey eastern areas. Ruediger et al. [55] found that for a heterogeneous land surface, typically a minimum of 50% airborne coverage of the SMOS pixel were required for an expected sampling error of less than 4 K (design sensitivity of SMOS). Our deviations exceeding the 4 K error band might thus partly be explicable by a spatial coverage of the SMOS pixel with EMIRAD data below this requisite. However, the bias between SMOS and EMIRAD T B 's is clearly reduced compared to the one observed for the modeled patch average. Once more, this underlines the advantage of a stepwise comparison through spatial scales over a direct jump from the ground data to SMOS pixel scale.
Evidently, no sound conclusions about SMOS data quality for this area can be drawn from this single-day comparison. An attempt was made to relate the L1C data of the other six "clean" SMOS overpasses (April 19 and 27, and May 10, 12, 15, and 17) to airborne and ground campaign data (not shown). Unfortunately, this turned out to be of limited significance as all of the available SMOS data sets stem from days at the margin or outside the campaign period. At first glance, SMOS T B 's seem to generally reflect the precipitation/soil moisture conditions throughout this month, but as the dynamic is weak, this needs to be analyzed more closely. Certainly, this is a promising start for investigations currently ongoing by means of the long-term soil moisture network observations available for the area. The network data will help to overcome the constraints encountered through the temporal limitations of the campaign approach, i.e., small temporal soil moisture variability and RFI contamination. Profiting by the important findings from the airborne campaign data of high spatial coverage and density, the network data can support the link throughout spatial and temporal scales: The data of each overflown station can be compared with EMIRAD data, while the network average should be directly relatable to SMOS time series as the stations were distributed to serve this purpose.
VI. CONCLUSION AND OUTLOOK
Within the framework of HOBE, an airborne SMOS Cal/Val campaign with the passive L-band radiometer EMIRAD-2 was carried out in the Skjern River Catchment, Denmark, between April 26 and May 9, 2010. Four flights centered at SMOS ascending overpass were conducted within one selected SMOS pixel (44 × 44 km). Surface soil moisture of the mineral as well as the organic layers, VWC, and roughness were measured within three 2 × 2 km patches (∼EMIRAD footprint) of differing land cover. By means of this data set, the objective of this paper was to present the validation of SMOS L1C T B data of one pixel. Data was compared at different spatial scales: 1) averaged modeled ground data and EMIRAD data at patch scale (2 × 2 km); 2) averaged modeled ground data, EMIRAD data and SMOS data at SMOS pixel scale (44 × 44 km). L-MEB was used to pointwise model T B 's from in situ soil moisture (mineral soils only) with parameter choice based on literature as well as parameterization using campaign measurements.
Three sets of model runs were conducted to: 1) assess the spread in the modeled T B 's as a result of parameter uncertainties and variability; 2) to determine "ideal" values for H R and τ NAD ; and 3) to test the performance of the Mironov dielectric mixing model against the one of Dobson, as well as two different N RH /N RV pairs using an "optimal" set of model parameters. At both scales, the benefit of a weighted average by means of the EMIRAD/SMOS antenna patterns, respectively, over a simple mean was investigated. The "uc model run" resulted in a considerable range of T B 's up to ∼20 K. Nevertheless, under certain parameter constellations, our modeled ground data agreed with the EMIRAD data on all sampling patches, campaign dates, for both polarizations and incidence angles, respectively. The "H R − τ NAD model run" showed that combinations of H R max −τ NAD max, H R min −τ NAD min, and H R max −τ NAD uni gave smallest RMSEs (5.1, 2.8, and 1.4 K on average) between modeled and EMIRAD T B 's for agriculture, forest, and heath, respectively. Lowering the values from the maximum in case of forest and heath compensates for the not considered wet organic material on top of the mineral layers. Modeled T B 's from the "opt model run" could be brought in good agreement with EMIRAD data when the Mironov dielectric mixing model was used (RMSE of 3.8 K on average), while applying Dobson gave significantly higher RMSE values of 11.5 K on average. Using an N RH /N RV combination of 0/−1 instead of 2/0 decreased the RMSE in the 40
• H channel from 15.7 to 3.4 K. As the SMOS data turned out to be heavily RFI contaminated throughout the campaign, SMOS pixel scale comparison could only be carried out for May 2. For this day, SMOS and EMIRAD T B 's lie in comparable range with average RMSE of 9.7 K, while the RMSE between SMOS and averaged modeled patch T B 's is 15.9 K on average. The clearly larger positive bias of the latter can be explained by scale effects as the SMOS pixel average is estimated from three 2 × 2 km patches only.
Neither using the EMIRAD antenna pattern to weight the average of the modeled T B 's nor the SMOS antenna pattern to estimate a weighted mean of EMIRAD data over the SMOS pixel did improve the results over applying simple means.
In addition to the ability to reproduce EMIRAD measurements by means of modeled T B 's, we can similarly claim that EMIRAD and SMOS data show good accordance on May 2. This study gives evidence for the suitability of a stepwise SMOS validation approach and demonstrates the advantages of solid data sets of high spatial coverage and density throughout spatial scales. At the same time, the limitations of the approach due to temporal constraints (weak soil moisture dynamic and heavy RFI contamination during the short time window) become apparent. At this point, no final statement on SMOS data quality over the Danish Cal/Val site can be drawn. Investigations on the SMOS L1C data as well as L2 soil moisture data are ongoing by means of the soil moisture network observations. Profiting by the important findings from the airborne campaign the network data can further support the link throughout spatial scales while at the same time bridging longer temporal scales. Once the confidence in the reliability of SMOS data at the studied grid node is more firmly established, the validation activities will also be expanded to surrounding nodes with higher open water fractions. Furthermore, the attempt of retrieving currently unavailable model parameters for the organic layer is planned by means of the collected ground data and the knowledge gained so far.
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