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Abstract 
This paper presents a concurrent simulation technique for analysing the deformation of 
systems that need the integration of material properties from nanoscopic to macroscopic 
dimensional scales. In the continuum sub-domain, a weak-form based meshfree method using 
the radial basis function interpolation was employed, but in the atomic sub-domain, molecular 
dynamics analysis was used. The transition from the atomic to continuum domains was 
realized by transition particles which are independent of either the nodes in the continuum 
sub-domain or the atoms in the atomic sub-domain. A simple penalty method was used to 
ensure the compatibility of displacements and their gradients in the transition. A virtual cell 
algorithm was developed using a local quasi-continuum approach to obtain the equivalent 
continuum strain energy density based on the atomic potentials and Cauchy-Born rule. 
Numerical examples showed that the present method is very accurate and stable, and has a 
promising potential to a wide class of multiscale systems. 
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Nomenclature 
Φ shape function, defined in Eq. (22) 
uu ,  First and second derivatives of u with respect to time, respectively 
bi  body force, defined in Eq. (7) 
a, b vector of interpolation coefficients, defined in Eq. (10) 
mB , R0, G Interpolation matrices in the radial basis function (RBF) interpolation, defined 
in Eqs. (13) and (17) 
c0  dimensionless coefficient in multi-quadric RBF, defined in Eq. (11) 
di nodal spacing in multi-quadric RBF, defined in Eq. (11) 
F deformation gradient, defined in Eq. (9) 
c
kf  , 
a
kf  forces at a transition particle k computed in continuum and atomic domains, 
defined in Eq. (41) 
ext
( )i cf ,
int
( )i cf  external and internal forces for node I  in the continuum domain, defined in 
Eq. (38) 
ext
( )i af ,
int
( )i af  external and internal forces for atom i  in the atomic domain, defined in Eq. (6) 
cH , aH  Hamiltonian for the continuum and the atomic domains, respectively, defined 
in Eqs. (32) and (1) 
k spring stiffness in the harmonic potential, defined in Eq. (66) 
mc, ma lumped mass of the continuum node and that of an atom, respectively, defined 
in Eqs. (33) and (1) 
N an integer used in the multiple-time-step, defined in Eq. (61) 
pj monomial of polynomial basis functions, defined in Eq. (10) 
Pij the first Piola-Kirchhoff stress tensor, defined in Eq. (7) 
q coefficient in multi-quadric RBF, defined in Eq. (11) 
rij, Rij distance between two points, defined in Eqs. (26) and (27) 
Ri radial function, defined in Eq. (10) 
uc, ua displacements of a transition particle obtained by the interpolations using 
continuum nodes and atoms, defined in Eq. (40) 
T Time 
u displacement vector, defined in Eq. (23) 
v velocity vector, defined in Eq. (24) 
wc  the potential energy per unit volume of the continuum, defined in Eq. (30) 
wa  atomic potential, defined in Eq. (30) 
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X, x coordinate vectors in undeformed and deformed configuration 
α scaling parameter, defined in Eq. (44) 
(1)
lβ , (2)lβ , (3)lβ   penalty coefficients for the transition particle l, , defined in Eqs. (46),(47), (57) 
and (58) 
Γ global boundary 
ε, σ  Coefficient for L-J potential, defined in Eq. (68) 
cV  the volume of a considered continuum domain , defined in Eq. (30) 
ρ0 mass density, defined in Eq. (7) 
cT∆ , at∆  time step for the continuum domain and  the atomic domain, defined in Eq. 
(61) 
Ω problem domain 
cΩ , Ωa, Ωt continuum domain, atomic domain, and transition domain 
φ  mapping function, defined in Eq. (8) 
kζ  shift vector for the lattice, defined in Eq. (28) 
1 Introduction 
Multiscale manufacturing and characterization has been a recent focus in the development of 
advanced technology, and has posed new challenges, because the length scales to be analysed 
vary from macroscopic to nanoscopic dimensions but many analytical tools are only 
applicable to a single dimensional scale. For example, a common approach for nano-scale 
simulation is to use molecular dynamics (MD). However, an MD simulation requires the 
computation of a large number of atoms, which significantly limits its applicability to large 
systems. On the other hand, techniques like the finite element method (FEM), the finite 
difference method (FDM) and the finite volume method (FVM) are based on continuum 
mechanics theories, which become invalid for nano-scale systems that are essentially discrete. 
The challenge is therefore to create an integrated multiscale method for modeling and 
characterization so that deformation mechanisms of a system across several length scales can 
be captured.  
Efforts seeking for multiscale methodologies spanning from atomic to continuum scales 
can be traced back to the 1970s (e.g., Gehlen et al., 1972). Sinclair’s (1975) analytical 
treatment of the continuum region used a weighted superposition of equilibrium solutions. 
This method allowed the boundary conditions to be modified during the energy minimization 
 4
of the atomic region. The quasi-continuum method has been widely used in multiscale 
simulations (Tadmor et al., 1996), in which atomic degrees of freedom are selectively 
removed by interpolating from a subset of representative atoms, similar to the finite element 
interpolation, and adaptivity criteria are used to reselect these representative lattice points in 
regions of high deformation. The quasi-continuum method gives a way to bridge the atomic 
and continuum scales.  Another approach is the coupling of FEM with MD. Abraham et al. 
(1998) used FEM, MD and tight-binding (TB) concurrently in regions of different scales. The 
FE mesh is graded down to the atomic lattice size in an overlapping (or handshaking) region, 
and the dynamics is governed by a total Hamiltonian function that combines the separate 
Hamiltonians of the three regions in a certain way. Since then, various FEM/MD methods 
based on the handshaking concept have been proposed (Rafii-Tabar et al., 1998; Rudd and 
Broughton, 1998, 2000; Broughton et al., 1999; Curtin and Miller, 2003). 
In many of the existing multiscale modeling methods, the thermal fluctuation is neglected, 
and therefore, their applications are usually limited to the cases of zero temperature or very 
low temperature. Recently, some studies on the finite temperature formulations for the 
multiscale calculation have been reported. Dupuy et al. (2005) developed a coarse-grained 
(CG) molecular dynamics approach for crystalline solids at constant temperatures in quasi-
continuum analyses. Shen and Atluri (2004) added an additional term of the thermal 
fluctuations in the initial deformation field to derivate an additional random force, which is 
related to time and temperature and to represent the effects of temperature. The random force 
can be determined via a probability distribution. Park and Liu (2004) got the similar 
formulation using the generalized Langevin equation.  In addition, Xiao and Belytschko (2004) 
developed a formulation to consider heat conduction in the multiscale simulation. Although 
the above methods can partially address the finite temperature issues, there remain many 
technical problems. Further research is definitely required.  
Clearly, the development of the multiscale simulation techniques is still at its infancy, and 
there are many technical problems remained including:  
1) FEM when used for the multiscale analysis is time-consuming and computationally 
expensive in meshing and re-meshing when solving problems with large deformation, 
high non-linearity and moving boundaries;  
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2) A traditional FEM is developed for continuum mechanics based on a discretization 
mesh, and often causes theoretical and technical problems in ensuring a smooth and 
seamless transition from the atomic to continuum sub-domains; this becomes more 
significant when higher order compatibility is required.  
Recently, various meshless, or meshfree, approaches have been proposed. Some meshfree 
methods are based on the strong-forms and the meshfree shape functions, such as the finite 
point method (Onate et al., 1996) and meshfree collocation method (Wu, 1992). Some 
meshfree methods are based on global or local weak-forms and meshfree shape functions. 
Typical examples are the element-free Galerkin (EFG) method (Belytschko et al., 1994), the 
radial point interpolation method  (RPIM) (Liu and Gu, 2001a; Wang and Liu, 2002), the 
meshless local Petrov-Galerkin (MLPG) method  (Atluri et al., 1999; Gu and Liu, 2001), and 
the local radial point interpolation method (LRPIM) (Liu and Gu,2001b). These methods have 
demonstrated some distinguished advantages (Liu, 2002; Liu and Gu, 2005): 
• They do not use a mesh, so that the burden of mesh generation in FEM is overcome 
and a smooth atomic-continuum transition becomes possible. 
• They are usually more accurate than FEM due to the use of higher order trial 
functions. 
• They are capable of solving complex problems that are difficult for the conventional 
FEM to apply. 
Because of these, meshfree methods seem to have a good potential for multiscale analysis 
and have attracted the attention of the research community (e.g., Wagner and Liu, 2003;  Xiao 
and Belytschko,2003; Liang and Liu, 2004; Shen and Atluri, 2004). However, the topic is 
relatively new, and calls for a significant development.  
This paper aims to develop a concurrent multiscale simulation technique using the weak-
form based meshfree method (i.e., RPIM) to link with a molecular dynamics analysis 
(abbreviated as the MM method). In the multiscale analysis as shown in Figure 1, a problem 
domain is divided into a continuum domain Ωc and an atomic domain Ωa, but these two 
domains are joined by a transition one Ωt. The meshfree RPIM is used for the continuum 
domain, and MD is used for the atomic domain.  The smooth coupling of the mechanics 
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quantities in these two domains is achieved by the introduction of transition particles which 
are totally independent of the meshfree field nodes and the MD atoms.   
 
 
 
Figure. 1  The handshaking in the transition region 
 
2 Molecular dynamics for the atomic domain  
There are several ways to describe an MD analysis, physically (e.g., Zhang and Tanaka, 1997, 
1998, 1999) or mathematically (e.g., Rapaport, 1995). For the convenience of a uniform 
formulation with the meshfree method in this paper, we use the mathematical description 
below. 
In an isolated system composed of atoms or molecules, the system energy keeps constant.  
The Hamiltonian aH  of a classical atom system is, 
 ( ) ( )1, constant
2
a a a a a
i i i i ia
i i
H w
m
= ⋅ + =∑x p p p x  (1)
where the superscript a denotes the variable for the atomic domain, aim  is the mass of atom i, 
xi is the position of atom i, wa is the atomic potential, and aip  is the momentum that can be 
defined by 
tΩ  
aΩ  cΩ
∆ transition 
  particles
ο meshfree 
nodes
• atoms 
Transition 
   region 
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 a a a a
i i i i im m= =p x u   (2)
where aiu  is the displacement of atom i.  The above equation uses the relation of  
 a
i i i= +x X u  (3)
where Xi is the position of atom i in the configuration of the system before deformation.  
The well-known Hamiltonian canonical equations of the motion are  
 ( ),a a ai ia
i
i i
H w∂ ∂= − = −∂ ∂
x p
p
x x
  (4)
 ( ),a a ai ia i
i a a
i i
H
m
∂= =∂
x p px
p
  (5)
Implying the conservation of energy and the MD trajectories, the Newton's equation of 
motion can be obtained as 
 ext int
( ) ( )
a a a
i i i i a i am = = −u f f f  (6)
where ext( )i af  is the force applied on atom i due to a source external to the system such as a body 
force, often called an external force, and int( ) /
a a
i a iw= ∂ ∂f u  is the interaction force on atom i  due 
to the other atoms in the system, often called an internal force.  
3 The meshfree formulation for the continuum domain 
3.1 The governing equations 
The continuum domain is governed by the conservation of mass, linear and angular 
momentum, and energy. The conservation of linear momentum (Belytschko et al., 2000) leads 
to, 
 
0 0
ij c
i i
j
P
b u
X
ρ ρ∂ + =∂   
(7)
where the superscript c denotes the variable for the continuum domain, ρ0 is the initial density, 
P is the first Piola-Kirchhoff stress tensor, and b is the body force.   
A body occupies a region 0Ω  at the initial (undeformed) stage and occupies a region tΩ  
at time t after deformation. The deformation of a material particle 0∈ ΩX  at time t can be 
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described by ( , ) tt ∈ Ωx X  through a mapping functions φ  which can be obtained by 
(Zienkiewicz  and Taylor, 2000)  
 ( , ) ( , )ct t= = +x φ X X u X  and c ( , ) ( , )t t= −u X x X X  (8)
where uc is the displacement of the material particle. A fundamental measure of deformation is 
described by the deformation gradient, F, relative to X, given by  
 ∂ ∂ ∂= = = +∂ ∂ ∂
φ x uF I
X X X
, and 0J = >F  (9)
3.2 Construction of meshfree shape function 
We will use the radial basis function (RBF) interpolation to construct meshfree shape 
functions, due to its stability and accuracy (Liu, 2002).  For a field function, e.g., displacement 
u, the local RBF interpolation formulation can be written as: 
 { }
1 1
( ) ( ) ( )
n l
T T
i i j j
i j
u R r a p b
= =
 = + = + =   ∑ ∑
a
x x R a B b R B
b
 (10)
where Ri(r) is the RBF, n is the number of nodes in the interpolation domain of point x, pj(x) is 
the monomials in the space coordinates xT=[x, y], l is the number of polynomial basis 
functions (usually n l ), and coefficients ai and bj  are interpolation constants. The only 
variable in RBF is the distance r between the interpolation point x and a field node xi, so that 
the RBF interpolation can be easily extended to three-dimensional problems.  
There are a number of RBFs, and characteristics of them have been widely investigated 
(Powell, 1992;  Liu, 2002). In this paper, the following multi-quadrics (MQ) RBF is used 
based on the local interpolation domains. 
 2 2
0( ) [ ( ) ]
q
i i iR r c d= +x  (11)
where c0  is a dimensionless coefficient, and di is a parameter of the nodal spacing. If the 
nodes are uniformly distributed, di is simply the distance between two neighboring nodes 
(around node i).  When nodes are non-uniformly (irregularly) distributed, di can be defined as 
an average nodal spacing in the interpolation domain (Liu, 2002)  
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These parameters (c0 and q) determine the performance of the MQ RBF (Liu, 2002; Liu 
and Gu, 2005). It has been found that c0=1.0 and q=1.03 lead to good results for a wide class 
of problems, which will therefore be used in this paper.  
In order to determine ai and bj in Eq. (10), an interpolation domain is formed for the point 
of interest at x, and n field nodes are included in this interpolation domain.  Coefficients ai and 
bj in Eq. (10) can be determined by enforcing Eq. (10) to be satisfied at these n nodes to lead 
to n linear equations, one for each node.  The matrix form of these equations can be expressed 
as 
 T
1 2 0{ }e n mu u u= = +u R a B b"  (12)
where the moment matrix of RBFs, 0R , and the polynomial moment matrix, mB , are  
1 1 2 1 1
1 2 2 2 2
0
1 2
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
n
n
n n n n
R r R r R r
R r R r R r
R r R r R r
   =     
R
"
"
" " " "
"
,       
1 1 1 2 1
2 1 2 2 2T
1 2
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
n
n
m
l l l n
p p p
p p p
p p p
   =     
x x x
x x x
B
x x x
"
"
# # % #
"
 
(13)
The vectors of the interpolation coefficients are 
 T
1 2{ ... }na a a=a ,     T 1 2{ ... }lb b b=b  (14)
In Eq.(13), rk in Ri(rk) is defined as 
 2 2( ) ( )k k i k ir x x y y= − + −  (15)
However, in Eq. (12), there are only n equations for n+l variables. To obtain unique 
solution, additional l equations should be added, which are the l constraint conditions, i.e.  
 T
1
( ) 0
n
j i i m
i
p a
=
= =∑ x B a ,       j=1, 2,  ...,  l (16)
Combing Eqs. (12) and (16) yields the following set of equations 
 
0
0T
me
s
m
    = = =        
R Bu a
U Ga
B 00 b
  (17)
where  
 T
0 1 2 1 2{ }n ma a a b b b=a " "  (18)
 { }1 2 0 0 0s nu u u=U " "  (19)
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From Eq. (17), coefficients a0 can be solved. The following RBF interpolation formulation is 
then obtained by substituting a0 into Eq. (10): 
 T T 1 T( ) { ( )  ( )} ( )s su
−= =x R x p x G U Φ x U    (20)
where the augmented RPIM shape functions can be expressed as 
      T T T 1( ) { ( )  ( )} −=Φ x R x p x G  
                { }1 2 1( ) ( ) ( ) ( ) ( )n n n lΦ Φ Φ Φ Φ+ += x x x x x" "  
(21)
Finally, the RPIM shape functions, ( )Φ x , corresponding to the nodal displacements vector, are 
obtained as 
 { }T 1 2( ) ( ) ( ) ( )nΦ Φ Φ=Φ x x x x"  (22)
Eq. (20) can be re-written as 
 T
1
( ) ( )
n
e i i
i
u uΦ
=
= =∑x Φ x u  (23)
One of the advantages of the RBF shape function is that the meshfree shape functions 
satisfy the Kronecker delta condition, and therefore, the boundary conditions of a problem can 
be easily incorporated into the meshfree method. The Kronecker delta function property of the 
RBF shape function has been proven by Liu (2002). This property can also be easily obtained 
from the property of the RBF interpolation: the RBF shape functions are created to pass 
through nodal values (i.e., the interpolated value is the exact same as the nodal value of the 
sample point when the interpolation point moves to the same position of this sample point). 
This property is similar to the FEM shape functions, which also have delta property due to 
passing nodal values in the interpolation.   
Similarly, the velocity vector v can also be approximated in a similar way, i.e.,  
 
1
( , ) ( ) ( )
n
i i
i
t tΦ
=
=∑v X X v  (24)
3.3 Constitutive equation based on an atomic potential 
The constitutive equation for the quasi-continuum approach can be constructed using the 
Cauchy–Born rule (Ericksen, 1984). If rij and Rij are the distances between two atoms i and j 
 11
in the deformed and undeformed configurations, respectively, then they follow the following 
relationship 
 
ij ij=r FR  (25)
where  
 
ij j i= −r x x  (26)
 
ij j i= −R X X  (27)
and F is the deformation gradient. It should be mentioned that Eq. (25) is only for a simple 
Bravais lattice that has a centro-symmetric atomic structure. For a complex Bravais lattice, an 
interpenetration technique using the simple Bravais lattices as sub-lattices needs to be applied 
to construct an assembly (Zanzotto, 1996). In this case, the Cauchy-Born rule gives (Born and 
Huang, 1954; Zanzotto, 1996) 
 
ij ij k= +r FR ζ  (28)
where kζ , independent of F, is a shift vector with k ranging from 0 to an integer M (there are 
M+1 sub-lattices in the complex Bravais lattice). If atoms i and j are in the same sub-lattice, 
kζ = 0. At a static equilibrium state, kζ  can be determined by the minimization of the energy 
function to reach an equilibrium configuration in the deformed crystal.  
The first Piola–Kirchhoff stress can be obtained from 
 c ( )w∂= ∂
FP
F
 (29)
where wc, the potential energy per unit volume of the continuum (or strain energy density), 
will depend on the elongations and angle changes of the atomic bonds and hence underlie the 
continuum model. Equation (29) is therefore a constitutive equation for a continuum based on 
atomic potentials.  
An important issue now is to get wc based on a known atomic potential wa. A 
straightforward way is to sum over potentials (as in the classical molecular dynamics) of all 
atoms in the continuum domain, i.e., 
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 1c a
ic
i
w w
V
= ∑  (30)
where cV  is the volume of a considered continuum domain. However, this method is 
computationally expensive. A quasi-continuum method (Tadmor et al., 1996; Knap and Ortiz, 
2001) has been developed to reduce the computation, based on the finite element and atomic 
potentials by limiting the summation of the inter-atomic potentials within a single FE element. 
In the present study, because our meshfree technique for the continuum domain does not have 
pre-defined elements, we will develop a virtual representative-cell method, as described below, 
to handle this problem.  
 
Figure 2. The virtual cell method to get the strain energy density based on the known 
atomic potentials 
 
As shown in Figure 2, let us consider a point (e.g., the quadrature point or the collocation 
point) in the continuum domain. A virtual cell, which can be regarded as a large crystallite of a 
material, can be formed, taking this point as its center. The deformation gradient F at this 
point can be applied to the whole virtual cell to give the continuum energy of the virtual cell 
Continuum    
point 
Atoms 
Virtual cell 
Continuum domain
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by summing up the energies of all atoms within the cell. The strain energy density for this 
continuum point can then be obtained as 
 
01 ( ) ( )c a ajv jvc
j jv
w w w
V
 = −  ∑ ∑r r  (31)
where cvV  is the volume of the virtual representative-cell (in the undeformed configuration), 
( )ajvw r  is the potential energy of atom j in the representative-cell when its atomic position 
moved according to F, and 0( )ajvw r  is the potential energy of atom j in the unstrained 
(undeformed) state. 0( )ajvw r  is constant and does not affect the dynamic analysis.  
With the strain energy density obtained above, the first Piola-Kirchhoff stress tensor can 
be obtained from Eq. (29). We can see that using the virtual representative-cell method, there 
is no need to take into account the real atomic structure, which makes the simulation efficient.  
It should be mentioned here that, in this paper, the examples used assume zero (or very 
low) temperature, and therefore, the effect of the constant temperature is neglected. 
3.4 Meshfree RPIM 
Using the Lagrangian approach, the Hamiltonian cH of a continuum domain can be written as 
 
0 0
1 ( )
2c c
c cH d w dρΩ Ω= ⋅ Ω+ Ω∫ ∫v v F  (32)
where  ( )cw F  is the energy density due to deformation gradient F , and 0cΩ  is the continuum 
domain in the initial configuration.  
It should be mentioned here that the meshfree radial point interpolation method (RPIM) 
(Wang and Liu, 2002; Liu and Gu, 2001a) used in this paper is a weak-form based meshfree 
method, and has been proven to be very stable and accurate (Liu, 2002; Wang and Liu, 2002) 
for a large class of problems.  
For a point I, the momentum cIp  can be defined by 
 c c c c c c c
I I I I I I Im m m= = =p x u v   (33)
Using the meshfree RBF interpolation formulation, Eqs. (23) and (24), we can get the 
following discretized Hamiltonian for the meshfree radial point interpolation method (RPIM).  
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0
1 ( )
2 c
c c c c
I Ic
I I
H w d
m Ω
= ⋅ + Ω∑ ∫p p F  (34)
Then the Hamiltonian canonical equations of motion can be written as,  
 
int
( )
c
c
I I cc
I
H∂= − = −∂p fx  
(35)
 cc
c c I
I I c c
I I
H
m
∂= = =∂
px u
p
   (36)
The internal force, int( )I cf , can be obtained by 
 
0 0 0
int
( )
( )
c c c
cJ
c c c J
J
I c c c c
I I I
w w wd d dΩ Ω Ω
∂Φ∂ +∂ ∂ ∂ ∂ ∂= Ω = Ω= Ω∂ ∂ ∂ ∂ ∂
∑∫ ∫ ∫
u I
F Xf
u F u F u
 
(37)
Considering Eqs. (9) and (29), we can obtain int( )I cf  from Eq. (37), i.e.,  
 
0 0
int
( ) c c
c
cI I
I c
w d dΩ Ω
∂Φ ∂Φ∂= Ω = Ω∂ ∂ ∂∫ ∫f PF X X  (38)
Hence, we get the Newton's equation of motion for the continuum domain, 
 ext int
( ) ( )
c
I I I c I cm = −u f f  (39)
where cIm   is the mass of node I, and 
ext
( )i cf  is the external force on node I.    
As mentioned above, we apply the weak-form based meshfree method in the continuum 
domain. To get the above discrete equations for the continuum domain, the numerical 
integration is necessary, and the numerical quadrature cells are required. These cells are totally 
different from the FEM mesh, and they can be very simple and in regular shape (Belytschko et 
al., 1994; Liu, 2002). 
In addition, similar to FEM, a meshfree method can use the consistent ( 0
Tm dVρ= Φ Φ∫ ) 
or a lumped mass matrix. To improve the computational efficiency, we prefer to use the 
lumped mass matrix in this paper.  Based on the quadrature cells, the cell mass, which can be 
obtained based on the known material density and the cell volume, is assigned to each 
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meshfree field nodes included in the interpolation for the meshfree shape functions. Hence, we 
can easily obtain the lumped mass matrix.  
4 Atomic-continuum coupling 
4.1  Transition technique 
As shown in Figure 1, consider a two-dimensional problem domain consisting of a continuum 
sub-domain Ωc and an atomic sub-domain Ωa joined by a transition sub-domain Ωt that 
possesses displacement compatibility and force equilibrium in coupling Ωc and Ωa. This 
means that  
 c a
k k=u u  (40)
where cku  and 
a
ku  are displacements at a transition particle k obtained by the continuum 
method and the atomic method, respectively, and that 
 c a 0k k+ =f f  (41)
where ckf  and 
a
kf  are forces at a transition particle k computed in Ωc and Ωa , respectively. 
It will be ideal to satisfy both the displacement compatibility and the force equilibrium 
conditions of Eqs. (40) and (41), in which the displacement compatibility Eq. (40) is the most 
important and must be satisfied. 
To satisfy the displacement compatibility condition, several handshaking strategies have 
been developed. Kohlhoff et al. (1991) used a handshaking region between Ωc and Ωa, in 
which the lattice atoms are arranged to coincide with the FEM nodes. To catch the 
displacement continuity, Ωc and Ωa provide the displacement boundary conditions for each 
other. A bridging algorithm (Wagner and Liu; 2003; Park et al., 2005, Xiao and Belytschko, 
2004) has been also developed, which overlays Ωc and Ωa at the bridging region. A scaling of 
the fine and coarse scale potential is used in conjunction with Lagrange multipliers on the 
overlapping sub-domain. For a seamless multiscale simulation, it is important to ensure that 
elastic waves generated in Ωa can propagate into Ωc. However, the wavelength from Ωa is 
often shorter than the nodal spacing in Ωc so that the short waves from Ωa are reflected back 
unphysically from an artificial interface or boundary. To minimize such reflections, some 
interfacial conditions were proposed (Cai et al.,2000; E and Huang, 2001; Wagner and Liu, 
 16
2003). The bridging domain method (Xiao and Belytschko, 2004) was reported to be able to 
ensure the short wave to cross the interface region with a negligible refection wave. However, 
in these methods, the continuum nodes and atoms in the interface domain are dependent on 
each other, which require frequent re-meshing of continuum nodes and bring about 
computational difficulties. In this paper, following the idea of the bridging domain method, we 
will develop a new transition technique to ensure a smooth transition between the continuum 
and atomic sub-domains.  
As shown in Figure 1, several layers of transition particles are inserted in the transition 
domain Ωt, to ensure the compatibility and facilitate the energy exchange across Ωa  and Ωc. 
The displacement compatibility between atoms and meshfree nodes is achieved through these 
transition particles. The kinetic energy and potential energy of continuum domain will first be 
transmitted to these transition particles and then to the atomic domain, and vice versa. 
The advantages of using these transition particles are very clear. First, they allow the 
meshfree nodes in the continuum domain to have an arbitrary distribution and become 
independent of the distributions of the atoms in Ωa.  Second, the compatibility conditions in 
the transition domain can be conveniently controlled through the adjustment of the number 
and distribution of the transition particles. For some sub-transition domain with stronger 
compatibility requirement, a finer transition particle distribution can be arranged. In addition, 
the compatibility of higher order derivatives can also be satisfied.  
4.2 Coupling technique 
The generalized displacement of a transition particle at xl can be defined 
 ( ) ( )c al l l= −g u x u x  (42)
where uc(xl) and ua(xl) are the displacements of the transition particle at xl, obtained by the 
interpolations using the continuum nodes and atoms, respectively, i.e., 
 ( ) ( )c cl I l I
I
=∑u x Φ x u , and   ( ) ( )a al i l i
i
=∑u x Φ x u  (43)
where Φ  is the meshfree RBF shape function defined in Eq. (23).  
To ensure the conservations of mass and energy, using the method developed by Xiao and 
Belytschko (2004), the total energy and mass are taken to be linear distributions in the 
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transition domain. Hence, a scaling parameter, α , as shown in Figure 3, is introduced in the 
transition region, Ωt, i.e.,  
 
1,
[1,0],
0,
c t
t
a t
α
 ∈Ω −Ω= ∈Ω ∈Ω −Ω
X
X
X
 
(44)
The Hamiltonian for the total problem domain is the linear combination of the atomic, 
continuum and the constrain terms of transition particles, i.e., 
 ( )
( ) (1) (2) T
1
1
a c m
a c
l l l l l
l l
H H H H
H H
α α
α α β β
= − + +
= − + + +∑ ∑g g g  
(45)
where (1)lβ  and (2)lβ  are penalty coefficients for the transition particle l.  
 
 
 
 
Figure 3. The distributions of mass and energy in the coupled Meshfree/MD method 
 
The Hamiltonian canonical equations of motion are, 
 
(1) (2) T
int tran
( ) ( )
c c
I l l l l lc c
l lI I
I c I c
H Hα β β
α
∂ ∂  = − = − + + ∂ ∂  
= − −
∑ ∑p g g gx x
f f

 
(46)
 
( ) (1) (2) T
int tran
( ) ( )
1
(1 )
a
a a
i l l l l la a
l li i
i a i a
H Hα β β
α
∂ ∂  = − = − − + + ∂ ∂  
= − − −
∑ ∑p g g gx x
f f

 
(47)
Continuum domain  Atomic domain  
Transition domain  
Linear function α
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where tran( )I cf  and 
tran
( )i af  are constraint forces due to the penalty terms to enforce the displacement 
compatibility condition for the continuum and atomic domain, respectively, i.e. 
 
tran (1) (2) T
( )
l l
I c l l lc c
l lI I
β β∂ ∂= +∂ ∂∑ ∑g gf gu u  (48)
 
tran (1) (2) T
( )
l l
i a l l la a
l li i
β β∂ ∂= +∂ ∂∑ ∑g gf gu u  (49)
Substituting Eqs. (42) and (43) into Eqs. (48) and (49), we can get the discrete 
formulations of tran( )I cf  and 
tran
( )i af  
 
( ) ( )tran (1) (2)( ) [ ]c aI c l Il l I l I i l i Il
l l I i
β β  = Φ + Φ − Φ Φ  ∑ ∑ ∑ ∑f I x u x u I  (50)
 
( ) ( )tran (1) (2)( ) [ ]c ai a l il l I l I i l i il
l l I i
β β  = − Φ − Φ − Φ Φ  ∑ ∑ ∑ ∑f I x u x u I  (51)
The equations of motions of this coupling system can be written as 
 
( )ext int
( ) ( ) ( )
I cc c c
I I I I c I c
I
m α
 = = − +   
tranf
u f f f
X
  (52)
 
( )ext int
( ) ( ) 1 ( )
i aa a a
i i i i a i a
i
m α
 = = − +  − 
tranf
u f f f
X
  (53)
The above Newton's equations of motion are often solved by Velocity Verlet integrator, 
i.e.,  
 
( ) ( ) ( )
( ) 2
1
1
2
i n
i n i n i n
i
t t
m+
= + ∆ + ∆fu u u  (54)
 
( ) ( ) ( ) ( )( )1 1 2i n i n i n i n itm+ + ∆= + +u u f f   (55)
To satisfy the force equilibrium condition, the generalized derivative at a transition 
particle xl is  
 ( ) ( )
( )
c a
l l
l c a
∂ ∂= −∂ ∂x
u x u x
g
x x
 (56)
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We can get the discrete formulations of the additional forces of tran( )( )I c
xf  and tran( )( )i a
xf  
 tran( ) (3)
( ) ,I c l Il
l
β= Φ∑x xf I  (57)
 tran( ) (3)
( ) ,i a l il
l
β= − Φ∑x xf I  (58)
where (3)lβ  is penalty coefficients for the transition particle l.  
Hence, the equations of motion, Eqs. (54) and (55), can be re-written as 
 tran tran( )
( ) ( )ext int
( ) ( ) ( )
I c I cc c c
I I I I c I c
I
m α
 += = − +   
xf f
u f f f
X
  (59)
 tran tran( )
( ) ( )ext int
( ) ( ) 1 ( )
i a i aa a a
i i i i a i a
i
m α
 += = − +  − 
xf f
u f f f
X
  (60)
The penalty coefficients βi are usually different from problem to problem. However, there 
is usually a range for the selection of the penalty coefficients. For the examples in Section 5, 
our studies had found that max( )i iimβ α= ⋅  (where 310 ~ 10α = , and max( )iim  is the maximum 
diagonal element of the mass matrix) lead to satisfactory results. A more accurate method is so 
called the Lagrange multiplier method, which considers the penalty coefficients as also 
variables λi (not constants). Additional equations are obtained and solved together with the 
system equations to bring about the Lagrange multipliers (i.e. special penalty coefficients). 
The advantages of the Lagrange multiplier method include: 1) no pre-determined penalty 
coefficients, and 2) more accurate. However, it will increase the computational cost 
(especially when the number of transition particles is large) because new variables (Lagrange 
multipliers) are added. Hence, we can use the Lagrange multiplier method to obtain a range of 
penalty coefficients, and then use them as constants for this problem and other similar 
problems.   
4.3 Multiple-time-step algorithm   
Since the frequency of the atomic domain is much higher than that of the continuum domain, a 
single time step for both continuum and atomic domains is unwise. Multiple-time-step 
algorithm is more favorable, both computationally and physically. Hence, the multiple-time-
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step algorithm is often used in the multiscale modelling (Xiao and Belytschko, 2004). We will 
use a larger time step in the continuum sub-domain but a finer time step in the atomic sub-
domain. If cT∆  is the time step in the continuum sub-domain and at∆  that in the atomic sub-
domain, we can use 
 c aT N t∆ = ∆  (61)
where N > 0 is an integer to be determined. 
Therefore, the Velocity Verlet integrator can be rewritten as, 
 
( ) ( ) ( )
( ) 2
1
1
2
I n
I n I n I n c
I
T T
m+
= + ∆ + ∆fu u u ,  in Ωc (62)
 
( ) ( ) ( )
( )
1
21
2
j
N
j j j
N N N
i n
ai n i n i n
i
t t
m+
+
+ + += + ∆ + ∆
f
u u u ,  in Ωa (63)
and 
 
( ) ( ) ( ) ( )1 12j j j jN N N NcI n I n I n I nI
t
m+ ++ + + +
∆  = + +  u u f f  ,  in Ω
c (64)
 
( ) ( ) ( ) ( )1 12j j j jN N N Nai n i n i n i ni
t
m+ ++ + + +
∆  = + +  u u f f  ,  in Ω
a (65)
where 0 ~ 1j N= − . The above equations mean that the variables in the atomic domain will be 
repeatedly calculated for N times at the finer time step to match the coarse time step in the 
continuum domain.  
4.4 The flowchart 
With the above formulation, the multi-scale simulation can be carried out the following 
flowchart in Table 1. 
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Table 1 The flowchart of the multiscale analysis 
 
5 Results and discussion 
Here, we will investigate several examples to demonstrate the effectiveness of the present 
multiscale simulation method. We will use five closest field nodes for one-dimensional 
problems, and sixteen closest field nodes for two-dimensional problems, to construct the 
meshfree RBF shape functions. It should be mentioned here that how to select suitable nodes 
to perform the meshfree interpolation is a key issue in the use of a meshfree method, and it is 
still an open problem. Fortunately, for most problems with no severe nodal irregularity, using 
the distance criterion is simple and appropriate, in which the nodal distance should be based 
on the “average” nodal spacing (Liu, 2002).  
5.1 One-dimensional chain  
Consider the wave propagation in a one-dimensional chain whose two ends are traction free 
(Wagner and Liu, 2003; Huang and Liu, 2005). We use the harmonic potential  
 ( ) ( )2012a a aij ijw r k r r= −  (66)
1. Input geometry, meshfree nodes, transition particles, atoms, external forces, boundary 
conditions, and other coefficients; 
2. Give the initial conditions; 
3. Calculate meshless shape functions for all Gauss points using Eq. (23); 
4. Calculate interpolation functions for all transition particles using Eq. (23); 
5. Loop when the time step is smaller than the given number 
5.1 Loop from 1 to N  ( T N t∆ = ∆ ) 
5.1.1 Calculate the force for atoms from the atomic potential; 
5.1.2 Calculate the constraint forces for atoms using Eqs. (51) and (58); 
5.1.3 Update positions and velocities of atoms using Eqs. (63) and (65); 
5.1.4 Update velocities for meshfree nodes using Eq. (64); 
5.1.5 End loop 5.1; 
5.2 Calculate the first Piola-Kirchhoff stress vectors for meshfree nodes using Eq. (29); 
5.3 Calculate the constraint forces for meshfree nodes using Eqs. (50) and (57); 
5.4 Update positions for meshfree nodes using Eq. (62);  
5.5 Calculate energy and other statistical values; 
5.6 Output results for selected time steps; 
5.7 End loop 5. 
6. Output results.  
7. End  
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in the atomic sub-domain, where k is the spring stiffness, aijr  is the inter-atomic distance and 
0
ar  is the equilibrium bond length. In the continuum sub-domain, the virtual representative-cell 
method given in Section 3.3 is used to obtain the first Piola–Kirchhoff stress. The coupling 
model for this 1-D problem is shown in Figure 4. The length of this chain is 30 nm. In the 
continuum sub-domain, 26 meshfree nodes are used, and the distance between two nodes is 
0 0.8
cr =  nm. The atomic sub-domain contains 71 atoms with an atomic distance 0 0.2ar =  nm. 
The length of the atomic-continuum transition region is 4nm, containing 35 transition particles. 
An initial displacement, applied on the left portion of the continuum sub-domain (4.0 nm), is 
taken as one-quarter of sinusoid. The time step for the atomic domain is at∆ =0.01ps so that 
the time step in the continuum sub-domain is c aT N t∆ = ∆ . The initial N is 5 (the effect of N 
will be discussed later.)  For comparison, the problem is also simulated by only MD and the 
relative error between the MD and our multiscale results is measured by the following error 
indicator 
 
MD MM
MD
m m
i i
i i
m
i
i
u u
e
u
−
=
∑ ∑
∑
 
(67)
where  MDiu and 
MM
iu  are displacement at the ith atom in the atomic domain obtained using the 
MD and our MM method, respectively; m is the number of atoms in the atomic sub-domain.  
 
 
 
 
Figure 4.  The computational model for 1-D wave propagation problem 
 
Figures 5 and 6 show the displacements, obtained by MD and MM at different time steps. 
It can be seen that the MM method leads to almost identical results with those from MD.  The 
0 5 10 15 20 25 30 
Meshfree nodes 
Atoms 
Transition particles 
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relative errors in Figure 7 indicate that the present MM method is more accurate than that 
using the coupling of FEM and MD.  
Figure 8 shows the energy (the sum of kinetic and potential energies) transfer between the 
continuum and atomic sub-domains. It is clear that almost all energy in the continuum sub-
domain has been transferred to the atomic sub-domain. This means that the transition 
algorithm we developed in this paper can ensure an excellent energy transfer while satisfying 
the compatibility conditions.  
Errors for different multiple time-step coefficient, N, are demonstrated in Figures 9 and 10. 
It can be found that the computational errors increase only slightly with the increase of N 
when 20N ≤ .  However, the errors will significantly increase when N > 20. This suggests that 
an appropriate N is important. It is understandable that a too large N cannot be good, because 
the accuracy for energy transfer and compatibility in transition will become worse. In addition, 
if the time step is larger than the critical time step (mainly determined by the nodal spacing for 
the meshfree field nodes) for the continuum domain, the computational error will increase 
significantly, or even fail. For this problem, N =5~15 is a good choice. 
The average errors for different numbers of transition particles are illustrated in Figure 11, 
where we can see that the computational results are stable when the number is large enough 
(>5 for this problem). Too few transition particles cannot ensure the compatibility accuracy, 
and hence lead to a large computational error. On the other hand, if the transition particles are 
too many, it will significantly increase the computational time without noticeable accuracy 
improvement. Hence, the number of transition particles should be considered to maximise the 
computation efficiency with acceptable accuracy. For the present example, 15~35 particles are 
a good selection. 
5.2 Two-dimensional grapheme sheet 
Here we examine the wave propagation in a two-dimensional grapheme sheet whose thickness 
is a single atom layer. The following Lennard-Jones (L-J) 6-12 lnteratomic potential (Girifalco 
and Lad, 1956) is used 
 24
 12 6
( ) 4a ij
ij ij
w σ σε
     = −           
r
r r
 
(68)
in the atomic sub-domain with 0.2Jε =  and 0.11nmσ = . The inter-atomic force for bond ijr  
is the negative of the first derivative of the potential with respect to ijr , i.e. 
 14 8
2
48 1
2
ija
ij
ij ij
ε σ σ
σ
     = −∇Φ = −           
r
f
r r
 
(69)
The initial displacement is taken as  a quarter of sinusoid, and applied on the right portion 
of the atomic domain. The periodic boundary condition is applied along the vertical direction. 
The coupling model of this 2-D sheet is shown in Figure 12 with 8.3098 nm in length and 
0.9624 nm in width, containing 420 atoms in the atomic sub-domain, and 110 regularly 
distributed meshfree field nodes in the continuum sub-domain. The length of the transition 
region is 1.95 nm, containing 300 transition particles. The time step for the atomic domain is 
at∆ =0.005ps, and the multiple time step factor N is 5 (i.e., 5 0.025psc aT t∆ = ∆ = ).  
Figures 13 and 14 show the displacements, obtained by MD and MM methods 
respectively. It can be found that the presently developed MM method leads to almost 
identical results with those from MD.  Figure 15 shows the energy transfer between the 
continuum and atomic sub-domains. It demonstrates that all the energy in atomic sub-domain 
has been transferred into the continuum sub-domain through our transition technique.  
To study the effectiveness of the multiscale method for the irregularly distributed 
continuum nodes, 163 irregular continuum nodes, as shown in Figure 16, are used in the 
continuum domain, and the same atoms and transition particles are used in the atomic domain 
and the transition domain. Figure 17 shows the displacements, obtained by MD and MM 
methods respectively. The comparison shows that the MM method using the irregular nodes 
leads to very good results.  
5.3 Cylindrical wave propagation 
In this example, we use the harmonic potential in the cylindrical wave propagation problem in 
a square domain (Liang and Liu, 2004).  The computational model is shown in Figure 18. Due 
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to the symmetry of the problem, only the right part of the square sheet is plotted. We use 1312 
meshfree nodes in the continuum sub-domain, and 8400 atoms in the atomic sub-domain. The 
two horizontal ends are traction free, and the periodic boundary condition is applied along the 
vertical direction. The length of the transition sub-domain is 2 nm, containing 972 transition 
particles.   
Figure 19 shows that the cylindrical wave from the atomic sub-domain travels to the 
continuum sub-domain well, proving that our MM method and transition technique can ensure 
the smooth propagation of elastic waves generated in the atomic sub-domain into the 
continuum sub-domain. Compared with results obtained by other researchers (Liang and Liu, 
2004), we can see that the present MM method lead to more accurate results.  
The irregularly distributed continuum nodes are also used for this problem. Figure 20 
shows a computational model using 636 irregular continuum nodes in the continuum domain. 
It has been found that the MM method with irregular nodes leads to almost identical results 
with those from MM with regular nodes. Again, it proves that the present MM method is very 
effective for the analysis with irregular continuum nodes. 
6 Conclusion 
This paper has developed a concurrent multiscale method based on the weak-from based 
meshfree RPIM method and molecular dynamics with a successful transition technique. The 
numerical examples have demonstrated that the method gives more accurate results compared 
with others. The main advantages of the new method are as follows:  
a) It avoids mesh generation and hence can be used to solve many special problems that 
are difficult for others relying on the finite element method. 
b) It is computationally more accurate since the meshfree RPIM has a higher accuracy 
than the FEM. 
c) The transition region from atomic to continuum sub-domain in the present method can 
be constructed more easily because no nodal continuity is required in the meshfree 
method.  
d) The transition particles can have an arbitrary distribution and are independent of the 
distributions of the meshfree nodes in the continuum sub-domain and the atoms in the 
atomic sub-domain. The compatibility conditions in the transition domain can be 
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conveniently controlled through the adjustment of the number and distribution of 
transition particles.  
e) The compatibility requirement for higher order derivatives can be easily satisfied. 
It has been found that the multiple-time step factor N and the number of particles in the 
transition region will influence the simulation accuracy. Although the best values of them for 
the problems studied in this paper have been obtained, the rational optimisation of these 
parameters needs a further investigation. 
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Figure 5.  Displacements at different time steps obtained by the coupled meshfree/MD 
method (M is the number of time steps) ( 5c aT t∆ = ∆ ) 
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Figure 6.  Displacements at different time steps obtained by the purely MD  
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Figure 7.  Computational errors ( 5c aT t∆ = ∆ ) 
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Figure 8. Energy transfer between the continuum and atomic domains ( 5c aT t∆ = ∆ ) 
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Figure 9. Computational errors for different multiple-time step factor N ( c aT N t∆ = ∆ ) 
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Figure 10. Average computational errors for different multiple-time step factor N 
( c aT N t∆ = ∆ ) 
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Figure 11. Average computational errors for different numbers of transition particles 
( 5c aT t∆ = ∆ ) 
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Figure 12.  The computational model for 2-D wave propagation problem 
 
 
 
(a) Meshfree/MD (t=0.5 ps) (d) MD (t=0.5 ps) 
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(b) Meshfree/MD (t=1.0  ps) (e) MD (t=1.0 ps) 
(c) Meshfree/MD (t=1.5 ps) (f) MD (t=1.5 ps) 
 
  
 
Figure 13.  Displacements at different time steps obtained by the coupled MM method and the 
purely MD (between two dot lines is the transition domain). It shows that the coupled MM 
method leads to almost identical results with MD. 
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Transition region 
 
Figure 14.  Displacements at different time steps obtained by the coupled meshfree/MD 
method and in the view of x-u 
 
 
Figure 15. Energy transfer between the continuum and atomic domains for the 2-D problem 
( 5c aT t∆ = ∆ ) 
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Figure 16.  The computational model for 2-D wave propagation problem using irregularly 
distributed 163 continuum nodes (the irregular nodes are generated using the MFree 2D (Liu, 
2002) software package)  
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(a) Meshfree/MD (t=1.5 ps) 
 
 
 
 
 
(b) MD (t=1.5 ps) 
 
 
 
Figure 17.  Displacements obtained by the MM method using the irregular continuum nodes  
and the purely MD (between two dot lines is the transition domain). It shows that the coupled 
MM method leads to almost identical results with MD.  
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Figure 18.  The computational model for 2-D cylinder wave propagation problem 
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         (a) t=0ps                                       (b) t=12ps                                      (b) t=24ps 
 
 
Figure 19. The circle wave propagation in a 2-D square sheet  
 
Figure 20. The computational model for 2-D cylinder wave propagation problem using 
irregularly distributed 636 continuum nodes (the irregular nodes are generated using the 
MFree 2D (Liu, 2002) software package)  
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