Multiplicity of radial and nonradial solutions to equations with
  fractional operators by Ikoma, Norihisa
MULTIPLICITY OF RADIAL AND NONRADIAL SOLUTIONS TO EQUATIONS
WITH FRACTIONAL OPERATORS
NORIHISA IKOMA
Abstract. In this paper, we study the existence of radial and nonradial solutions to the scalar field
equations with fractional operators. For radial solutions, we prove the existence of infinitely many
solutions under N ≥ 2. We also show the existence of least energy solution (with the Pohozaev identity)
and its mountain pass characterization. For nonradial solutions, we prove the existence of at least one
nonradial solution under N ≥ 4 and infinitely many nonradial solutions under either N = 4 or N ≥ 6.
We treat both of the zero mass and the positive mass cases.
1. Introduction
In this paper, we discuss the existence of radial and nonradial solutions of
(1.1) (−∆)su = f(u) in RN , u ∈ Ds(RN )
and
(1.2) (−∆ + a)su = f(u) in RN , u ∈ Hs(RN ).
Here N ≥ 2, 0 < s < 1 and a ≥ 0, and the fractional operators are defined by
(−∆ + a)s u(x) := F−1 ((4pi2|ξ|2 + a)sFu(ξ)) , Fu(ξ) := ∫
RN
e−2piix·ξu(x)dx.
For (1.1), we deal with the zero mass case, namely, we impose the conditions (f0)–(f3) below on
the nonlinearity f(t). On the other hand, for (1.2), we consider the positive mass case, that is, the
nonlinearity f(t) satisfying (F0)–(F3).
Next, we give some remarks about the fractional operators and the function spaces. First, for
Schwartz functions u and v, we may check that (see Di Nezza, Palatucci and Valdinoci [14], for instance)
(−∆)su(x) = CN,sP.V.
∫
RN
u(x)− u(y)
|x− y|N+2s dy = −
CN,s
2
∫
RN
u(x+ y) + u(x− y)− 2u(y)
|y|N+2s dy,∫
RN
[(−∆)s u] vdx = CN,s
2
∫
RN
(u(x)− u(y)) (v(x)− v(y))
|x− y|N+2s dxdy =: 〈u, v〉Ds(RN ) ,∫
RN
[(−∆ + a)s u] vdx = Re
∫
RN
(
4pi2|ξ|2 + a)sFu(ξ)Fv(ξ)dξ =: 〈u, v〉s,a .
where
C−1N,s :=
∫
RN
1− cos(y1)
|y|N+2s dy.
Now we define Ds(RN ) and Hs(RN ) by
Ds(RN ) :=
{
u ∈ L2∗s (RN )
∣∣∣ ‖u‖2Ds(RN ) := 〈u, u〉Ds(RN ) <∞ } where 2∗s := 2NN − 2s,
Hs(RN ) :=
{
u ∈ L2(RN )
∣∣∣ ‖u‖2s,a := 〈u, u〉2s,a <∞. }
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2Remark that due to Sobolev’s inequality, Ds(RN ) and Hs(RN ) are Hilbert spaces and C∞0 (RN ) is
dense in Ds(RN ) and Hs(RN ).
Let us introduce the conditions for f(t) in (1.1) and (1.2). For (1.1), we deal with the zero mass case
and suppose
(f0) f ∈ C(R) and f(−t) = −f(t) for t ∈ R.
(f1)
−∞ ≤ lim sup
t→0
f(t)
|t|2∗s−2t ≤ 0.
(f2)
−∞ ≤ lim sup
t→∞
f(t)
|t|2∗s−2t ≤ 0.
(f3) There exists a ζ1 > 0 such that F (ζ1) > 0 where F (t) :=
∫ t
0 f(τ)dτ .
A simple example satisfying (f0)-(f3) is f(t) = −|t|p−1t +∑ki=1 ai|t|pi−1t + |t|q−1t where 0 < p < p1 <
p2 < · · · < pk < q < 2∗s − 1 and ai ∈ R (1 ≤ i ≤ k).
For (1.2), assume
(F0) f ∈ C(R) and f(−t) = −f(t) for t ∈ R.
(F1)
−∞ < lim inf
t→0
f(t)
t
≤ lim sup
t→0
f(t)
t
< as.
(F2)
−∞ ≤ lim sup
t→∞
f(t)
|t|2∗s−2t ≤ 0.
(F3) There exists a ζ0 > 0 such that F (ζ0)− as2 ζ20 > 0.
An example satisfying (F0)–(F3) is f(t) = −t+∑ki=1 ai|t|pi−1t+ |t|q−1 where 1 < p1 < p2 < · · · < pk <
q < 2∗s − 1 and ai ∈ R (1 ≤ i ≤ k).
Before proceeding, we give one remark about the notion of solutions of (1.1) and (1.2). Formally,
(1.1) is variational, namely, a critical point of
I0(u) :=
1
2
‖u‖2Ds(RN ) −
∫
RN
F (u)dx
corresponds to solutions of (1.1). However, (f0)–(f3) do not ensure that F (u), f(u)v ∈ L1(RN ) for every
u, v ∈ Ds(RN ), hence, the case I0 6∈ C1(Ds(RN ),R) may occur. Therefore, in this paper, solutions of
(1.1) mean weak solutions, that is, u ∈ Ds(RN ) satisfying
〈u, ϕ〉Ds(RN ) =
∫
RN
f(u)ϕdx for all ϕ ∈ C∞0 (RN ).
A similar argument is applied to solutions of (1.2) since (F0)–(F3) may not imply Ia ∈ C1(Hs(RN ),R)
where
Ia(u) :=
1
2
‖u‖2s,a −
∫
RN
F (u)dx.
Thus, we look for weak solutions of (1.2), namely, u ∈ Hs(RN ) satisfying
〈u, ϕ〉s,a =
∫
RN
f(u)ϕdx for each ϕ ∈ C∞0 (RN ).
Next, we mention known results related to (1.1) and (1.2). For (1.1), we first refer to [10,12,35,36].
In these papers, (1.1) with s = 1 is studied and it is shown that under (f0)–(f3) with s = 1 and N ≥ 3,
(1.1) has infinitely many radial solutions. For the existence of nonradial solutions with s = 1, recently,
Mederski [30] proved the existence of at least one nonradial solution when N ≥ 4 and infinitely many
solutions when either N = 4 or else N ≥ 6. For the case 0 < s < 1, Ambrosio [2,3] showed the existence
of at least one radial solution by assuming N ≥ 2 and some additional conditions on f(t) to (f0)–(f3).
3On the other hand, for (1.2), in the case s = 1, the existence of least energy solution and infinitely
many radial solutions were proved in [9–11, 34] under (F0)–(F3) with s = 1. See also [19, 25]. For
the nonradial solutions, we first mention the result by Bartsch and Willem [8] in which they proved
the existence of infinitely many nonradial solutions under N = 4 or N ≥ 6. Recently, Mederski [29]
generalized [8] and showed the existence of at least one nonradial solution for N ≥ 4 and infinitely
many solutions for N = 4 or N ≥ 6. The same result to [29] was also proved in Jeanjean and Lu [25]
via the monotonicity trick with the symmetric mountain pass theorem. For 0 < s < 1, when a = 0 and
a > 0, the existence of infinitely many radial solutions were proved in [2, 21, 22]. We also refer to the
earlier results [13,16,17,33,37] and references therein.
Motivated by the above works, we aim to address the following questions in this paper:
• the existence of infinitely many radial solutions, least energy solution and nonradial solutions
of (1.1). This is a fractional counterpart of [12,30,35,36] and extends the result by [2, 3].
• the existence of nonradial solutions for (1.2). This question corresponds to [25,29].
We first establish the existence of infinitely many radial solutions of (1.1):
Theorem 1.1. Under N ≥ 2 and (f0)–(f3), (1.1) has infinitely many radial solutions (uk)k ⊂ Ds(RN )
which satisfy |I0(uk)| <∞ and ‖uk‖Ds(RN ) →∞.
Remark 1.2. When s = 1, the property I0(uk) → ∞ as k → ∞ is shown in [12, 35, 36]. Under some
additional conditions to (f0)–(f3), we may prove I0(uk)→∞ as k →∞. See Remark 3.6.
Next, we turn to the existence of least energy solution of (1.1) and its characterization. To this aim,
we strength (f1) and (f2) as follows:
(1.3) −∞ < lim inf
t→0
f(t)
|t|2∗s−2t ≤ lim supt→0
f(t)
|t|2∗s−2t ≤ 0, −∞ < lim inf|t|→∞
f(t)
|t|2∗s−2t ≤ lim sup|t|→∞
f(t)
|t|2∗s−2t ≤ 0.
Notice that (1.3) implies I0 ∈ C1(Ds(RN ),R).
Theorem 1.3. Assume N ≥ 2, (f0), (1.3) and (f3). Then there exists a u0(x) = u0(|x|) ∈ Ds(RN )
such that
(1.4) 0 < cmp = I0(u) = inf
{
I0(v) | v ∈ Ds(RN ) \ {0} is a solution of (1.1) with P0(v) = 0
}
where
cmp := inf
γ∈Γ
max
0≤t≤1
I0(γ(t)), Γ :=
{
γ ∈ C([0, 1],Dsrad(RN ))
∣∣ γ(0) = 0, I0(γ(1)) < 0 } ,
Dsrad(RN ) :=
{
u ∈ Ds(RN ) ∣∣ u(x) = u(|x|) } , P0(u) := N − 2s
2
‖u‖2Ds(RN ) −N
∫
RN
F (u)dx.
Remark 1.4. (i) The equality P0(u) = 0 corresponds to the Pohozaev identity.
(ii) (1.4) is obtained for (1.2) with a > 0 in Ikoma [21] and this is a fractional counterpart of Jeanjean
and Tanaka [26].
Finally, we discuss the existence of nonradial solutions to (1.1) and (1.2). To this aim, we follow the
setting in [8, 25,29]. Let N ≥ 4 and set
O1 := O(m1)×O(m1)× {idRN−2m1} ⊂ O(N), O2 := O(m2)×O(m2)×O(N − 2m2) ⊂ O(N)
where 2 ≤ m1 and 2 ≤ m2 with either N − 2m2 = 0 or else N − 2m2 ≥ 2. Remark that in the latter
case, we suppose N = 4 or N ≥ 6 in addition. Writing x = (x1, x2, x3) ∈ Rmi ×Rmi ×RN−2mi = RN ,
we define
DsO1 :=
{
u ∈ Ds(RN ) ∣∣ u(x1, x2, x3) = u(|x1|, |x2|, x3), u(x2, x1, x3) = −u(x1, x2, x3) } ,
DsO2 :=
{
u ∈ Ds(RN ) ∣∣ u(x1, x2, x3) = u(|x1|, |x2|, |x3|), u(x2, x1, x3) = −u(x1, x2, x3) } ,
HsO1 :=
{
u ∈ Hs(RN ) ∣∣ u(x1, x2, x3) = u(|x1|, |x2|, x3), u(x2, x1, x3) = −u(x1, x2, x3) } ,
HsO2 :=
{
u ∈ Hs(RN ) ∣∣ u(x1, x2, x3) = u(|x1|, |x2|, |x3|), u(x2, x1, x3) = −u(x1, x2, x3) } .
4Remark that u(gx) = u(x) for any g ∈ Oi and u ∈ DsOi , and due to the antisymmetry in (x1, x2), we
have
DsOi ∩ Dsrad(RN ) = {0} , HsOi ∩Hsrad(RN ) = {0}
where Hsrad := {u ∈ Hs(RN ) | u(x) = u(|x|) }. In this setting, we have
Theorem 1.5. (i) Under N ≥ 4, (f0), (1.3) and (f3), (1.1) has at least one nonradial solution
u0 ∈ DsO1.
(ii) Assume (f0)–(f3) and either N = 4 or N ≥ 6. Then (1.1) admits infinitely many nonradial
solutions (uk)k≥1 ⊂ DsO2 with |I0(uk)| <∞ and ‖uk‖Ds(RN ) →∞ as k →∞.
(iii) Suppose N ≥ 4, a ≥ 0 and (F0)–(F3). Then (1.2) has at least one nonradial solution u0 ∈ HsO1.
(iv) Let N = 4 or N ≥ 6. Under a ≥ 0 and (F0)–(F3), there exist infinitely many nonradial
solutions (uk)k≥1 ⊂ HsO2 of (1.2) with Pa(uk) = 0, ‖uk‖Hs →∞ and Ia(uk)→∞. Here Pa is
defined by
Pa(u) :=
N − 2s
2
‖u‖2s,a + as
∫
RN
(a+ 4pi2|ξ|2)s−1|Fu(ξ)|2dξ −N
∫
RN
F (u)dx.
Remark 1.6. The equality Pa(u) = 0 corresponds to the Pohozaev identity.
Here, we comment on the proofs of Theorems 1.1, 1.3 and 1.5. We prove Theorems 1.1, 1.3 and 1.5
relying on abstract results, which are essentially proved in Hirata and Tanaka [20] and based on the
properties of scaled functions introduced in [19, 24] for the L2-constraint problem and the scalar field
equations. One of the advantages of the abstract results is that we need not to construct an auxiliary
functional used in [2, 19, 21, 25]. This auxiliary functional is exploited to ensure that the obtained
sequence of critical values diverge, and its construction depends on the problems and the function
spaces. However, the abstract result found in [20] allows us to avoid this construction and we may
treat different equations (1.1) and (1.2) in the more unified way. In this paper, the setting in [20] is
slightly extended and for this some modifications of the arguments are necessary. We believe that the
result in this paper may be applied to other various operators, like the p-Laplacian. A similar abstract
result covering L2-constraint problems is developed in Ikoma and Tanaka [23]. We remark that in [29],
Mederski also developed an abstract critical point theory and in [5–7], Bartsch and Soave studied
the L2-constraint problem together with the minimax method in Ghoussoub [18]. The approaches
in [5–7, 29] are close and related to our abstract result since they used the scaling of functions and its
properties. See also Bartsch and de Valeriola [4].
We add some comments for the proofs of Theorems 1.1 and 1.5 (ii), and differences between Ambrosio
[2] and our arguments. First, to the best of author’s knowledge, it is not known whether or not the
Pohozaev identity is satisfied by every solution of (1.1), in particular, for the case 0 < s < 1/2 and
f ∈ C(R). Therefore, we may not apply the arguments in [12, 35, 36] directly. Second, since I0 is not
well-defined on Ds(RN ) under (f0)–(f3), we need modifications of f(t). To overcome these difficulties,
Ambrosio [2] required f(t) to be of class C1,α. In addition, he approximated f(t) by functions in the
positive mass case, namely satisfying (F0)–(F3), as in Berestycki and Lions [12]. Therefore, the function
space Hs is used for approximated problems in [2] and [12]. On the other hand, in this paper, we perform
a different modification. Our modification allows us to work on Ds(RN ) and is easy to compare critical
values. This point is useful to find infinitely many solutions. We also mention the recently announced
paper [30]. In [30], a similar modification of f(t) to ours was used and Mederski worked on D1(RN )
and applied an abstract critical point theory in [29] to obtain infinitely many solutions.
Let us point out that our arguments work for the case s = 1. Therefore, the argument in this paper
provides another proof for the results by [12,25,29,30,35,36].
This paper is organized as follows. In section 2, we present and prove the abstract result inspired
by [20]. Section 3 is devoted to the proofs of Theorem 1.1 and 1.3. Finally, in section 4, we prove
Theorem 1.5.
52. Abstract Results
In this section, we state and prove an abstract result for proving Theorems 1.1, 1.3 and 1.5. The
result is motivated and essentially proved in [20]. Here we generalize the result slightly from that in [20],
but the argument is similar to [20].
Let X be a Banach space and I ∈ C1(X,R) be an even functional. Suppose that there is an action
of R on X and write (θ, u) 7→ Tθu : R × X → X for its action where Tθ ∈ L(X), Tθ1+θ2 = Tθ1 ◦ Tθ2
and L(X) stands for the set consisting of bounded linear transformations on X. We further assume
the following for (Tθ)θ∈R:
(T1)
{
A family (Tθ)θ∈R is strongly continuous, that is,
for each u ∈ X, the map θ 7→ Tθu : R→ X is continuous.
Notice that by the uniform boundedness principle, (T1) and (Tθ)
−1 = T−θ, it may be verified that for
every m > 0
(2.1) sup
|θ|≤m
‖Tθ‖L(X) <∞, 0 < inf|θ|≤m,‖u‖X=1 ‖Tθu‖X .
In particular, the map (θ, u) 7→ Tθu : R×X → X is continuous.
Next, put J(θ, u) := I(Tθu). Since we do not assume the smoothness of the action, we only have
J ∈ C(R×X,R), but as the second assumption, we suppose
(T2) J(θ, u) ∈ C1(R×X,R).
Typical examples satisfying (T1) and (T2) are given below. But we first notice that by J(θ + h, u) =
I(Tθ+hu) = I(Th ◦ Tθu) = J(h, Tθu), it follows that
J(θ + h, u)− J(θ, u) = J(h, Tθu)− J(0, Tθu) for each θ, h ∈ R, u ∈ X.
Hence, we get
(2.2) dθJ(θ1, u1) = dθJ(0, Tθ1u1) for every (θ1, u1) ∈ R×X.
Remark also that dJ(0, u) = 0 implies dI(u) = 0. Therefore, in what follows, we look for critical points
(0, u) of J instead of those of I.
Now we give examples which enjoy (T1) and (T2).
(i) Let O ⊂ O(N) be a closed subgroup and
X :=
{
u ∈ Hs(RN ) ∣∣ u(gx) = u(x) for all g ∈ O }
with a norm induced from Hs(RN ). Set Tθu(x) := u(e
−θx) and
I(u) :=
1
2
‖u‖2Ds(RN ) −
∫
RN
F (u)dx
where f satisfies (F0)–(F3) with −∞ < lim inf |t|→∞ |t|2−2∗s t−1f(t). In this case, one easily sees that the
map θ 7→ Tθu : R→ X is continuous for each u ∈ X and
J(θ, u) = I(Tθu) =
e(N−2s)θ
2
‖u‖2Ds(RN ) − eNθ
∫
RN
F (u)dx ∈ C1(R×X,R).
Thus, (T1) and (T2) hold.
(ii) In (i), replace Hs(RN ) by Ds(RN ), namely, consider
X :=
{
u ∈ Ds(RN ) ∣∣ u(gx) = u(x) for all g ∈ O } .
Let Tθ, I and J be as in the above where f satisfies (f0)–(f3) with −∞ < lim inf |t|→0 |t|2−2∗s t−1f(t) and
−∞ < lim inf |t|→∞ |t|2−2∗s t−1f(t). Then it may be checked that (T1) and (T2) hold.
Remark 2.1. In the above examples, the equality 0 = dθJ(0, u) is equivalent to the Pohozaev identity.
As in [20], we introduce the following compact condition:
6Definition 2.2. Let c ∈ R. The functional I is said to satisfy (PSP)c if for every (un)∞n=1 ⊂ X
with J(0, un) = I(un) → c and ‖dJ(0, un)‖R×X∗ → 0, there exists a strongly convergent subsequence
(unk)
∞
k=1 in X.
Then our abstract results are the following
Theorem 2.3. Let X be a Banach space, I ∈ C1(X,R), and (T1) and (T2) be satisfied. Assume also
that there exist ρ0 > 0 and w0 ∈ X such that
I(0) = 0 < inf
‖u‖X=ρ0
I(u), I(w0) < 0.
Then there exists (un)
∞
n=1 ⊂ X such that I(un)→ cmp and ‖dJ(0, un)‖R×X∗ → 0 where
cmp := inf
γ∈Γ
max
0≤t≤1
I(γ(t)), Γ := { γ ∈ C([0, 1], X) | γ(0) = 0, ρ0 < ‖γ(1)‖X , I(γ(1)) < 0 } .
In addition, if (PSP)cmp holds, then there exists a u0 ∈ X such that dJ(0, u0) = 0 and I(u0) =
J(0, u0) = cmp.
Next, we state a symmetric mountain pass version:
Theorem 2.4. Let X be a Banach space and I ∈ C1(X,R) with I(−u) = I(u) for any u ∈ X.
Suppose (T1) and (T2), and that I satisfies (PSP)c for each c > 0 as well as the symmetric mountain
pass geometry:
(i) There exists a ρ0 > 0 such that inf‖u‖X=ρ0 I(u) > 0 = I(0).
(ii) For each j ≥ 1, there exists an odd map γj ∈ C(Sj−1, X) such that maxσ∈Sj−1 I(γj(σ)) < 0 and
γj(S
j−1) ⊂ X \Bρ0(0) where Sj−1 := {σ ∈ Rj | |σ| = 1 }.
Then there exist (uj)
∞
j=1 so that dJ(0, uj) = 0 and I(uj) = J(0, uj) = cj → ∞ as j → ∞ where cj is
defined in (2.27) below.
Before proving Theorems 2.3 and 2.4, we first prepare a deformation lemma introduced in [20].
2.1. Deformation Lemma. Let X be a Banach space, and (Tθ)θ∈R and I ∈ C1(X,R) satisfy (T1)
and (T2). The aim of this subsection is to prove
Lemma 2.5. For c > 0, define
Kc := { u ∈ X | I(u) = J(0, u) = c, dJ(0, u) = 0 } .
Suppose that I satisfies (PSP)cand let O ⊂ X be any neighborhood of Kc and O = ∅ provided Kc = ∅.
Then for any ε¯ > 0, there exist ε ∈ (0, ε¯) and η ∈ C([0, 1]×X,X) such that
(i) η(0, u) = u for every u ∈ X.
(ii) η(t,−u) = −η(t, u) for each (t, u) ∈ [0, 1]×X if I is even.
(iii) η(t, u) = u if u ∈ [I ≤ c− ε¯] := {u ∈ X | I(u) ≤ c− ε¯ }.
(iv) A map t 7→ I(η(t, u)) : [0, 1]→ R is nonincreasing for any u ∈ X.
(v) η(1, [I ≤ b+ ε] \ O) ⊂ [I ≤ b− ε] and η(1, [I ≤ b+ ε]) ⊂ [I ≤ b− ε] ∪ O.
To prove Lemma 2.5, as in [20], we exploit the functional J(θ, u) and first prove a deformation lemma
for J . For this purpose, we need some preparations.
Let us write
‖(θ, u)‖R×X := |θ|+ ‖u‖X , dR×X ((θ1, u1), (θ2, u2)) := ‖(θ1 − θ2, u1 − u2)‖R×X .
Next, we define the second metric d0 by
d0 ((θ1, u1) , (θ2, u2)) := inf
{∫ 1
0
‖σ˙(τ)‖σ(τ) dτ
∣∣∣∣ σ ∈ C1([0, 1],R×X), σ(0) = (θ1, u1) , σ(1) = (θ2, u2)}
where ∥∥∥(θ˜, u˜)∥∥∥
(θ,u)
:=
(
θ˜2 + ‖Tθu˜‖2X
)1/2
for (θ, u), (θ˜, u˜) ∈ R×X.
7Since (θ, u) 7→ ‖Tθu‖X is continuous, so is τ 7→ ‖σ˙(τ)‖σ(τ) and d0 is well-defined. Furthermore, we have
Proposition 2.6. (i) The metric space (R×X, d0) is complete.
(ii) For every m > 0 and R > 0, there exist Cm,R, C˜m,R > 0 such that for each (θ, u) ∈ [−m,m]×X
and r ∈ (0, R],
dR×X ((θ, u), (θ1, u1)) ≤ Cm,Rd0 ((θ, u), (θ1, u1)) for all (θ1, u1) ∈ Bd0r (θ, u),(2.3)
d0 ((θ, u), (θ1, u1)) ≤ C˜m,RdR×X ((θ, u), (θ1, u1)) for all (θ1, u1) ∈ BdR×X
C˜−1m,R r
(θ, u)(2.4)
where Bdr (θ, u) denotes a ball centered at (θ, u) with radius r > 0 in a metric d. In particular,
B
dR×X
C˜−1m,R r
(θ, u) ⊂ Bd0r (θ, u) ⊂ BdR×XCm,R r(θ, u) for each r ∈ (0, R].
(iii) For all α ∈ R and (θ1, u1), (θ2, u2) ∈ R×X,
(2.5) d0 ((θ1, u1) , (θ2, u2)) = d0 ((θ1 + α, T−αu1) , (θ2 + α, T−αu2)) .
(iv) For each u, v ∈ X,
(2.6) d0 ((0, u) , (0, v)) ≤ ‖v − u‖X .
Proof. (i) Remark that for any σ(τ) = (σθ(τ), σu(τ)) ∈ C1([0, 1],R×X) and s ∈ [0, 1], we have
(2.7) |σθ(s)− σθ(0)| ≤
∫ s
0
|σ˙θ(τ)|dτ ≤
∫ 1
0
‖σ˙(τ)‖σ(τ)dτ.
Let ((θn, un))n be a Cauchy sequence in (R×X, d0) and σn,m ∈ C1([0, 1],R×X) satisfy
(2.8)
∫ 1
0
‖σ˙n,m(τ)‖σn,m(τ)dτ ≤ 2d0 ((θn, un), (θm, um)) , σn,m(0) = (θn, un), σn,m(1) = (θm, um).
From (2.7) and (2.8), it follows that (θn)n is a Cauchy sequence in R. Hence, there exists a θ∞ ∈ R
such that
max
0≤s≤1
|σn,m,θ(s)− θ∞| → 0 as n,m→∞.
Thus, (max0≤s≤1 |σn,m,θ(s)|)n,m is bounded and θn → θ∞. By (2.1), for some c > 0, we obtain
(2.9)
2d0 ((θn, un), (θm, um)) ≥
∫ 1
0
‖σ˙n,m(τ)‖σn,m(τ)dτ
≥
∫ 1
0
‖Tσn,m,θ(τ)σ˙n,m,u(τ)‖Xdτ
≥ c
∫ 1
0
‖σ˙n,m,u(τ)‖Xdτ
≥ c
∥∥∥∥∫ 1
0
σ˙n,m,u(τ)dτ
∥∥∥∥
X
= c‖un − um‖X .
This implies that (un)n is a Cauchy sequence in (X, ‖ · ‖X) and ‖un − u∞‖X → 0 for some u∞ ∈ X.
Now by the straight line joining (θn, un) and (θ∞, u∞) and (2.1), we may find a C > 0 such that
d0 ((θn, un), (θ∞, u∞)) ≤ C (|θn − θ∞|+ ‖un − u∞‖X)→ 0.
Hence, (R×X, d0) is complete.
(ii) Let (θ, u) ∈ [−m,m]×X, r ∈ (0, R] and (θ1, u1) ∈ Bd0r (θ, u). Let σ ∈ C1([0, 1],R×X) satisfy
σ(0) = (θ, u), σ(1) = (θ1, u1),
∫ 1
0
‖σ˙(τ)‖σ(τ)dτ ≤ 2d0 ((θ, u), (θ1, u1)) < 2R.
By (2.7), we obtain
|θ1 − θ| ≤ 2d0 ((θ, u), (θ1, u1)) , |σθ(s)| ≤ |θ|+ 2R ≤ m+ 2R for each s ∈ [0, 1].
8Notice that from a similar argument to (2.9), we may find a cm,R > 0 so that
‖u1 − u‖X ≤ c−1m,R
∫ 1
0
‖σ˙(τ)‖σ(τ)dτ ≤ 2c−1m,R d0 ((θ, u), (θ1, u1)) .
Hence,
dR×X ((θ1, u1), (θ, u)) = |θ − θ1|+ ‖u− u1‖X ≤ 2
(
1 + c−1m,R
)
d0 ((θ, u), (θ1, u1))
and (2.3) holds.
On the other hand, let (θ, u) ∈ [−m,m]×X, r ∈ (0, R] and select C˜m,R ≥ 1 so that sup|θ|≤m+R ‖Tθ‖L(X) ≤
C˜m,R. Remark that
|θ + τ(θ1 − θ)| ≤ m+ τC˜−1m,Rr ≤ m+R for any τ ∈ [0, 1] and (θ1, u1) ∈ BdR×XC˜−1m,R r(θ, u).
Joining (θ, u) and (θ1, u1) by the straight line, we find that
d0((θ, u), (θ1, u1)) ≤
∫ 1
0
(|θ1 − θ|2 + ‖Tτθ1+(1−τ)θ(u1 − u)‖2X)1/2 dτ
≤ C˜m,R
∫ 1
0
(|θ1 − θ|+ ‖u1 − u‖X) dτ = C˜m,R dR×X ((θ1, u1), (θ, u)) .
Hence, (2.4) holds.
(iii) (2.5) follows from the fact∥∥∥(θ˜, u˜)∥∥∥2
(θ,u)
= θ˜2 + ‖Tθ+αT−αu˜‖2X =
∥∥∥(θ˜, T−αu˜)∥∥∥2
(θ+α,u)
for every α ∈ R, (θ, u) ,
(
θ˜, u˜
)
∈ R×X.
(iv) Joining (0, u) and (0, v) by the straight line, we see that (2.6) holds. 
Remark 2.7. As a consequence of Proposition 2.6 (ii), both of the continuity and the local Lipschitz
continuity for maps are equivalent in d0 and dR×X .
Next, for F ∈ (R×X)∗ and (θ, u) ∈ R×X, define ‖ · ‖(θ,u),∗ by
‖F‖(θ,u),∗ := sup
{ 〈
F,
(
θ˜, u˜
)〉 ∣∣∣∣ ∥∥∥(θ˜, u˜)∥∥∥(θ,u) ≤ 1
}
.
In what follows, we shall use ‖ · ‖(θ,u),∗ for dJ(θ, u). By noting J(θ, u) = I(Tθu) = J(0, Tθu) and
duJ(θ, u)[u˜] = dI(Tθu) [Tθu˜] = duJ(0, Tθu) [Tθu˜] ,
it follows from (2.2) that
(2.10) dJ(θ, u)
[(
θ˜, u˜
)]
= dθJ(θ, u)θ˜ + dI(Tθu) [Tθu˜] = dθJ(0, Tθu)θ˜ + duJ(0, Tθu) [Tθu˜] ,
which implies
(2.11)
‖dJ(θ, u)‖(θ,u),∗ =
√
|dθJ(0, Tθu)|2 + ‖dJ(0, Tθu)‖2X∗ ,
the map (θ, u) 7→ ‖dJ(θ, u)‖(θ,u),∗ : R×X → R is continuous
Furthermore, it is not difficult to check that for c ∈ R and δ > 0,
(2.12)
0 < inf
{
‖dJ(0, u)‖(R×X)∗
∣∣ |J(0, u)− c| < δ} ⇔ 0 < inf {‖dJ(θ, u)‖(θ,u),∗ ∣∣ θ ∈ R, |J(θ, u)− c| < δ} .
For c, δ, ρ > 0, set
K˜c := { (θ, u) ∈ R×X | J(θ, u) = c, dJ(θ, u) = 0 } ,
K˜c,δ,ρ :=
{
(θ, u) ∈ R×X
∣∣∣ |J(θ, u)− c| < δ, d0 ((θ, u), K˜c) ≥ ρ } .
Notice that (2.10) shows that for every θ, θ1 ∈ R,
(2.13) u ∈ Kc ⇔ (0, u) ∈ K˜c, (θ, u) ∈ K˜c ⇔ (0, Tθu) ∈ K˜c ⇔ (θ+θ1, T−θ1u) ∈ K˜c.
9Proposition 2.8. Assume that (PSP)c holds.
(i) If ((θn, un))n ⊂ R × X is a Palais–Smale sequence of J at level c, that is, J(θn, un) → c and
‖dJ(θn, un)‖(θn,un),∗ → 0, then (Tθnun)n has a strongly convergent subsequence in X, Kc 6= ∅
and d0((θn, un), K˜c) → 0. In particular, if Kc = ∅ (equivalently K˜c = ∅), then there exists a
δ0 > 0 such that
(2.14) δ0 ≤ inf
{‖dJ(θ, u)‖(θ,u),∗ ∣∣ |J(θ, u)− c| < δ0} .
(ii) Suppose Kc 6= ∅ (equivalently K˜c 6= ∅). For each ρ > 0, there exists a δρ > 0 such that either
K˜c,δρ,ρ/3 = ∅ or else K˜c,δρ,ρ/3 6= ∅ and
(2.15) δρ ≤ inf
{
‖dJ(θ, u)‖(θ,u),∗
∣∣∣ (θ, u) ∈ K˜c,δρ,ρ/3} .
Proof. (i) Write vn := Tθnun and notice that I(vn) = J(θn, un)→ c, dθJ(0, vn) = dθJ(θn, un)→ 0 and
‖dJ(0, vn)‖X∗ → 0 thanks to (2.2) and (2.11). Thus, (PSP)casserts that (vn)n has a strongly convergent
subsequence in X and its limit belongs to Kc. If there exist ε0 > 0 and a subsequence (θnk , unk) such
that d0((θnk , unk), K˜c) ≥ ε0, as in the above, subtracting a subsequence further if necessary (we still
write (nk)), we find that Tθnkunk → v0 strongly in X where v0 ∈ Kc. Now from (2.5), (2.6), v0 ∈ Kc
and (2.13), it follows that
ε0 ≤ d0
(
(θnk , unk), K˜c
)
= d0
(
(0, Tθnkunk), K˜c
)
≤ ‖Tθnkunk − v0‖X → 0,
which is a contradiction. Thus, d0((θn, un), K˜c)→ 0.
Finally, if Kc = ∅, then the above fact implies that there is no Palais–Smale sequence of J at level c.
Therefore, (2.14) holds.
(ii) Fix ρ > 0. We first remark K˜c,δ1,ρ/3 ⊂ K˜c,δ2,ρ/3 for any δ1 < δ2. Hence, either there exists a
δ˜ρ > 0 such that K˜c,δ,ρ/3 = ∅ for every δ ∈ (0, δ˜ρ), or else K˜c,δ,ρ/3 6= ∅ for each δ > 0. Thus, it suffices
to show (2.15) when K˜c,δ,ρ/3 6= ∅ for any δ > 0. We argue indirectly and suppose that there exists
(θn, un) ∈ K˜c,n−1,ρ/3 such that ‖dJ(θn, un)‖(θn,un),∗ ≤ n−1 → 0. By (i) and (θn, un) ∈ K˜c,n−1,ρ/3, we
obtain a contradiction: 0 < ρ/3 ≤ d0((θn, un), K˜c)→ 0. Hence, (2.15) holds. 
Now we state a deformation lemma for J(θ, u) under (PSP)c.
Lemma 2.9. For ρ > 0, put
N˜ρ(K˜c) :=
{
(θ, u) ∈ R×X
∣∣∣ d0 ((θ, u), K˜c) < ρ }
and suppose that (PSP)c holds. Then for each ε¯, ρ > 0 there exist ε ∈ (0, ε¯) and η˜ ∈ C([0, 1] × R ×
X,R×X) such that
(i) η˜(0, θ, u) = (θ, u) for each (θ, u) ∈ R×X.
(ii) If I is even, then for each (t, θ, u) ∈ R × R × X, η˜θ(t, θ,−u) = η˜θ(t, θ, u) and η˜u(t, θ,−u) =
−η˜u(t, θ, u) where η˜(t, θ, u) = (η˜θ(t, θ, u), η˜u(t, θ, u)).
(iii) η˜(t, θ, u) = (θ, u) provided (θ, u) ∈ [J ≤ c− ε¯] := { (θ, u) ∈ R×X | J(θ, u) ≤ c− ε¯ }.
(iv) A map t 7→ J(η˜(t, θ, u)) : [0, 1]→ R is nonincreasing for any (θ, u) ∈ R×X.
(v) η˜(1, [J ≤ c + ε] \ N˜ρ(K˜c)) ⊂ [J ≤ c − ε] and η˜(1, [J ≤ c + ε]) ⊂ [J ≤ c − ε] ∪ N˜ρ(K˜c). When
K˜c = ∅, η˜(1, [J ≤ c+ ε]) ⊂ [J ≤ c− ε] holds.
Proof. Put M := { (θ, u) ∈ R×X | dJ(θ, u) 6= 0 }. Following Palais [32] and noting Proposition 2.6,
Remark 2.7 and the continuity of (θ, u) 7→ Tθu, we may find a locally Lipschitz continuous vector field
W on M such that for each (θ, u) ∈M ,
(2.16) ‖W (θ, u)‖(θ,u) ≤
3
2
‖dJ(θ, u)‖(θ,u),∗ , dJ(θ, u)W (θ, u) ≥ ‖dJ(θ, u)‖2(θ,u),∗ .
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If I is even, then by J(θ,−u) = I(Tθ(−u)) = I(−Tθu) = J(θ, u), we may also assume that W satisfies
Wθ(θ,−u) = Wθ(θ, u), Wu(θ,−u) = −Wu(θ, u)
where W (θ, u) = (Wθ(θ, u),Wu(θ, u)). In fact, replace W by the following:(
1
2
[Wθ(θ, u) +Wθ(θ,−u)] , 1
2
[Wu(θ, u)−Wu(θ,−u)]
)
.
In addition, using a similar argument to the above, we may also find a locally Lipschitz function
w : M → (0,∞) such that for every (θ, u) ∈M ,
(2.17)
∣∣∣w(θ, u)− ‖W (θ, u)‖(θ,u)∣∣∣ ≤ ‖W (θ, u)‖(θ,u)3 ,
and if I is even, then we also have w(θ,−u) = w(θ, u).
Firstly, we treat the case K˜c 6= ∅. Let δρ > 0 be a number appearing in Proposition 2.8 (ii). Remark
that Kc,δρ,ρ/3 ⊂M if Kc,δρ,ρ/3 6= ∅ and that by shrinking ε¯ > 0 if necessary, we may assume
(2.18) ε¯ < δρ.
Next, we may choose a locally Lipschitz continuous function ϕ : R×X → [0, 1] so that
(2.19) ϕ ≡ 1 on M \ N˜ 2ρ
3
(K˜c), ϕ ≡ 0 on N˜ ρ
3
(K˜c), and ϕ(θ,−u) = ϕ(θ, u) if I is even.
Indeed, since (θ, u) ∈ K˜c (resp. (θ, u) ∈ N˜ρ(K˜c)) is equivalent to (θ,−u) ∈ K˜c (resp. (θ,−u) ∈ N˜ρ(K˜c))
provided I is even, we set
ψ1(θ, u) := inf
{∥∥∥(θ, u)− (θ˜, u˜)∥∥∥
R×X
∣∣∣∣ (θ˜, u˜) 6∈ N˜ 5ρ
9
(K˜c)
}
,
ψ2(θ, u) := inf
{∥∥∥(θ, u)− (θ˜, u˜)∥∥∥
R×X
∣∣∣∣ (θ˜, u˜) ∈ N˜ 4ρ
9
(K˜c)
}
.
Then it is easily seen that ψi are locally Lipschitz on R×X and ψi(θ,−u) = ψi(θ, u) if I is even. Thus,
ϕ(θ, u) :=
ψ2(θ, u)
ψ1(θ, u) + ψ2(θ, u)
satisfies (2.19).
Next, we pick up a ψ ∈ C1(R,R) so that 0 ≤ ψ(t) ≤ 1 on R and
(2.20) ψ(t) = 1 if t ∈
[
c− ε¯
2
, c+
ε¯
2
]
, ψ(t) = 0 if t ∈ (−∞, c− ε¯] ∪ [c+ ε¯,∞).
We consider the following ODE:
(2.21)
dη˜
dt
= −ϕ(η˜(t))ψ (J(η˜(t))) W (η˜(t))
w(η˜(t))
, η˜(0, θ, u) = (θ, u).
By Proposition 2.8 (ii), (2.17), (2.18) and (2.20), we see that the right hand side of (2.21) is well-defined,
bounded and locally Lipschitz on R × X, hence, (2.21) is uniquely solvable for every (θ, u) ∈ R × X
and η˜ ∈ C(R×R×X,R×X).
By the choices of ϕ,ψ,w and W , properties (i)–(iv) are easily checked. Therefore, we will only prove
(v) for some ε ∈ (0, ε¯). We first fix ε so that
(2.22) 0 < ε < min
{
ε¯
2
,
δρ
4
,
ρδρ
18
}
.
Let (θ, u) ∈ [J ≤ c+ ε]. Our next task is to show η˜(1, θ, u) ∈ [J ≤ c− ε] ∪ N˜ρ(K˜c). If η(1, θ, u) 6∈ [J ≤
c− ε], then it follows from (iv) that
(2.23) c− ε ≤ J(η˜(t, θ, u)) ≤ c+ ε for every t ∈ [0, 1].
We divide the argument into two cases:
(I) η˜(t, θ, u) 6∈ N˜ 2ρ
3
(K˜c) for every t ∈ [0, 1].
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(II) There exists a t0 ∈ [0, 1] such that η˜(t0, θ, u) ∈ N˜ 2ρ
3
(K˜c).
In Case (I), it follows from (2.22) and (2.23) that η˜(t) = η˜(t, θ, u) ∈ K˜c,δρ,ρ/3 and ‖dJ(η˜(t))‖η˜(t),∗ ≥ δρ
for every t ∈ [0, 1]. Therefore, by w(θ, u) ≤ 2‖J(θ, u)‖(θ,u),∗ due to (2.17) and (2.16), we get
d
dt
J(η˜(t)) = −dJ(η˜(t))
[
W (η˜(t))
w(η˜(t))
]
≤ −1
2
‖dJ(η˜(t))‖η˜(t),∗ ≤ −
1
2
δρ
and by (2.22), one has
J(η˜(1)) ≤ J(η˜(0, θ, u))− 1
2
δρ ≤ c+ ε− 1
2
δρ < c− ε.
This contradicts (2.23) and Case (I) does not occur.
In Case (II), if there exists a t1 ∈ [0, 1] such that η˜(t1, θ, u) ∈ ∂N˜ρ(K˜c), then we may find [t2, t3] ⊂ [0, 1]
so that
(2.24)
η˜((t2, t3), θ, u) ⊂ N˜ρ(K˜c) \ N˜ 2ρ
3
(K˜c) ⊂ K˜c,δρ, ρ3 ,
either (η˜(t2), η˜(t3)) ∈ ∂N˜ρ(K˜c)× ∂N˜ 2ρ
3
(K˜c) or else (η˜(t2), η˜(t3)) ∈ ∂N˜ 2ρ
3
(K˜c)× ∂N˜ρ(K˜c).
Since ‖dη˜(t)/dt‖η˜(t) ≤ 3/2 and it follows from (2.20), (2.22), (2.23) and (2.24) that
3
2
(t3 − t2) ≥
∫ t3
t2
∥∥∥∥dη˜dt (τ)
∥∥∥∥
η˜(τ)
dτ ≥ d0 (η˜(t2), η˜(t3)) ≥ ρ
3
,
d
dt
J(η˜(t)) ≤ −1
2
δρ for all t ∈ [t2, t3],
we obtain
J(η˜(1)) ≤ J(η˜(t3)) = J(η˜(t2)) +
∫ t3
t2
d
dτ
J(η˜(τ))dτ
≤ J(η˜(t2))−
∫ t3
t2
1
2
δρdτ ≤ c+ ε− ρδρ
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< c− ε.
This is a contradiction. From the above argument, we infer that η˜(t, θ, u) ∈ N˜ρ(K˜c) for all t ∈ [0, 1]
when (θ, u) ∈ [J ≤ c+ ε] and η˜(1, θ, u) 6∈ [J ≤ c− ε]. Hence, we conclude that η˜(1, [J ≤ c+ ε]) ⊂ [J ≤
c− ε] ∪ N˜ρ(K˜c).
When (θ, u) ∈ [J ≤ c+ ε] \ N˜ρ(K˜c), if η˜(1, θ, u) 6∈ [J ≤ c− ε], then by (iv), one sees (θ, u) ∈ K˜c,δρ,ρ/3.
As in the above, we may see that Case (I) does not occur and η˜([0, 1], (θ, u)) ∩ N˜2ρ/3(K˜c) 6= ∅. Thus,
(2.24) holds, however, again we get a contradiction J(η˜(1)) < c− ε. Hence, η˜(1, [J ≤ c+ ε]\ N˜ρ(K˜c)) ⊂
[J ≤ c− ε]. Therefore, Lemma 2.9 holds when K˜c 6= ∅.
Secondly, we deal with the case K˜c = ∅, and let δ0 > 0 be a number in Proposition 2.8 (i) and ε¯ > 0
satisfy 0 < ε¯ < δ0. Then instead of (2.21), we shall consider
(2.25)
dη˜
dt
= −ψ (J(η˜(t))) W (η˜(t))
w(η˜(t))
, η˜(0, θ, u) = (θ, u).
Select an ε > 0 so that ε < min{ε¯/2, δ0/4}. Since it is easy to check (i)–(iv), we shall prove η˜(1, [J ≤
c+ ε]) ⊂ [J ≤ c− ε]. If (θ, u) ∈ [J ≤ c+ ε] and η˜(1, θ, u) 6∈ [J ≤ c− ε], then c− ε < J(η˜(t, θ, u)) ≤ c+ ε
for all t ∈ [0, 1]. Thus, (2.25), Proposition 2.8 (i), (2.16) and (2.17) imply
d
dt
J(η˜(t, θ, u)) ≤ −1
2
‖dJ(η˜(t, θ, u))‖η˜(t) ≤ −
1
2
δ0.
Hence, we get a contradiction:
c+ ε ≤ J(η˜(1, θ, u)) ≤ J(η˜(0, θ, u))− 1
2
δ0 ≤ c+ ε− 1
2
δ0 < c− ε.
Thus, (v) holds and we complete the proof. 
Remark 2.10. By the proof of Lemma 2.9, if 0 < inf{‖dJ(θ, u)‖(θ,u),∗ | |J(θ, u)− c| < ε¯} for some ε¯ > 0,
then K˜c = ∅ and the assertions in Lemma 2.9 still hold.
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To prove the deformation lemma for I from η˜, we define
i(u) := (0, u) : X → R×X, pi(θ, u) := Tθu : R×X → X.
Note that J(θ, u) = I(pi(θ, u)).
Lemma 2.11. For every ρ ∈ (0, 1) there exists an R(ρ) > 0 such that
pi
(
N˜ρ(K˜c)
)
⊂ NR(ρ)(Kc), i
(
X \NR(ρ)(Kc)
) ⊂ (R×X) \ N˜ρ(K˜c), lim
ρ→0
R(ρ) = 0
where Nα(A) := {u ∈ X | ‖u−A‖X < α }.
Proof. Let ρ ∈ (0, 1) and (θ, u) ∈ N˜ρ(K˜c). By (2.5) and (2.13), remark that
ρ > d0
(
(θ, u), K˜c
)
= d0
(
(0, Tθu), K˜c
)
.
Choose σ ∈ C1([0, 1],R×X) so that
σ(0) = (0, Tθu), σ(1) ∈ K˜c,
∫ 1
0
‖σ˙(τ)‖σ(τ)dτ ≤ 2ρ.
Writing σ(τ) = (σθ(τ), σu(τ)), we observe from σθ(0) = 0 that
|σθ(τ)| ≤
∫ τ
0
|σ˙θ(t)|dt ≤
∫ 1
0
‖σ˙(t)‖σ(t)dt ≤ 2ρ for all τ ∈ [0, 1].
Next, by (2.1), there exists a c1 > 0 such that
c1‖v‖X ≤ ‖TΘv‖X for all (Θ, v) ∈ [−2ρ, 2ρ]×X.
Then
‖Tθu− σu(1)‖X ≤
∫ 1
0
‖σ˙u(t)‖Xdt ≤ c−11
∫ 1
0
‖σ˙(t)‖σ(t)dt ≤ 2c−11 ρ.
Since (σθ(1), σu(1)) ∈ K˜c and Tσθ(1)σu(1) ∈ Kc due to (2.13), one has
dX(Tθu,Kc) ≤ ‖Tθu− Tσθ(1)σu(1)‖X ≤ ‖Tθu− σu(1)‖X + ‖σu(1)− Tσθ(1)σu(1)‖X .
Therefore, from pi(θ, u) = Tθu and Tσθ(1)σu(1) ∈ Kc, it follows that
dX(pi(θ, u),Kc) ≤ 2ρc−11 + sup {‖TΘw − w‖X | |Θ| ≤ 2ρ, w ∈ Kc}
< 3ρc−11 + sup {‖TΘw − w‖X | |Θ| ≤ 2ρ, w ∈ Kc} =: R(ρ).
Note that by (PSP)c, Kc is compact. Thus, (T1) yields R(ρ) → 0 as ρ → 0. Since (θ, u) ∈ N˜ρ(K˜c) is
arbitrary, we obtain pi(N˜ρ(K˜c)) ⊂ NR(ρ)(Kc).
On the other hand, if u ∈ X \NR(ρ)(Kc) and i(u) = (0, u) ∈ N˜ρ(K˜c), then we have a contradiction
u = pi(i(u)) ∈ NR(ρ)(Kc). Therefore, i(X \ NR(ρ)(Kc)) ⊂ (R×X) \ N˜ρ(K˜c) and this completes the
proof. 
Now we prove Lemma 2.5.
Proof of Lemma 2.5. Let ε¯ > 0, Kc 6= ∅ and O ⊃ Kc be any open set. Since Kc is compact by (PSP)c,
choose ρ > 0 sufficiently small so that NR(ρ)(Kc) ⊂ O. Let ε ∈ (0, ε¯) and η˜ be constructed in Lemma
2.9. Then we define η by
η(t, u) := pi (η˜(t, i(u))) = pi (η˜(t, 0, u)) ∈ C([0, 1]×X,X).
By I(η(t, u)) = J(η˜(t, 0, u)), it is immediate to check (i)–(iv). For (v), since [I ≤ c + ε] \ O ⊂ [I ≤
c+ ε] \NR(ρ)(Kc) and i([I ≤ c+ ε]) ⊂ [J ≤ c+ ε], we obtain i([I ≤ c+ ε] \ O) ⊂ [J ≤ c+ ε] \ N˜ρ(K˜c)
thanks to Lemma 2.11. Thus, Lemma 2.9 gives
η˜ (1, i ([I ≤ c+ ε] \ O)) ⊂ η˜
(
1, [J ≤ c+ ε] \ N˜ρ(K˜c)
)
⊂ [J ≤ c− ε].
From pi([J ≤ c− ε]) = [I ≤ c− ε], it follows that η(1, [I ≤ c+ ε] \ O) ⊂ [I ≤ c− ε].
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In a similar way, Lemma 2.9 yields η˜(1, i([I ≤ c + ε])) ⊂ η˜(1, [J ≤ c + ε]) ⊂ [J ≤ c − ε] ∪ N˜ρ(K˜ρ).
Thus, Lemma 2.11 implies η(1, [I ≤ c+ ε]) ⊂ [I ≤ c− ε] ∪ N˜R(ρ)(K˜c) ⊂ [I ≤ c− ε] ∪ O.
When Kc = ∅, since K˜c = ∅, Lemma 2.9 gives η˜(1, [J ≤ c + ε]) ⊂ [J ≤ c − ε]. Hence, η(1, [I ≤
c+ ε]) ⊂ [I ≤ c− ε] and we complete the proof. 
Remark 2.12. By (2.12) and Remark 2.10, if 0 < inf{‖dJ(0, u)‖(R×X)∗ | |J(0, u) − c| < ε¯} for some
ε¯ > 0, then the assertions of Lemma 2.5 hold.
2.2. Proof of Theorems 2.3 and 2.4. We first treat Theorem 2.3:
Proof of Theorem 2.3. Notice that under the assumption of Theorem 2.3, cmp is well-defined and cmp >
0 holds. In addition, the existence of (un) in Theorem 2.3 is equivalent to
(2.26) 0 = inf
{
‖dJ(0, u)‖(R×X)∗
∣∣∣ |J(0, u)− cmp| < 1
n
}
for each n ≥ 1. Thus, by Remark 2.12 and the standard argument (see Rabinowitz [31], for instance),
we have (2.26) and the existence of (un) follows. In addition, if I satisfies (PSP)cmp , then we may find
a u0 ∈ X such that dI(u0) = 0 with dθJ(0, u0) = 0. Therefore, Theorem 2.3 holds. 
Next, we shall prove Theorem 2.4.
Proof of Theorem 2.4. We first define the minimax values:
(2.27)
cj := inf
γ∈Γj
max
σ∈Dj
I(γ(σ)), Dj :=
{
σ ∈ Rj ∣∣ |σ| ≤ 1} ,
Γj :=
{
γ ∈ C(Dj , X)
∣∣ γ(−σ) = −γ(σ) for σ ∈ Dj , γ = γj on ∂Dj = Sj−1 } ,
dj := inf
A∈Λj
max
u∈A
I(u),
Λj :=
{
γ
(
Dm \B
) ∣∣∣ m ≥ j, γ ∈ Γm, B ⊂ Dm \ {0} : closed,−B = B, g(B) ≤ m− j }
where g(B) denotes the Krasnoselskii genus of B. Remark that dj ≤ cj holds due to g(∅) = 0.
Furthermore, Γj 6= ∅ since a map defined by γ0,j(σ) := |σ|γj(σ/|σ|) for σ ∈ Dj \ {0} and γ0,j(0) := 0
belongs to Γj .
Next, as in [31, section 9] and [20, Lemma 2.4], noting that γ−1(Bρ0(0)) ∩ Sj−1 = ∅ for any γ ∈ Γj
due to γj(S
j−1) ∩Bρ0(0) = ∅ and γ = γj on Sj−1, we may prove that
• Λj+1 ⊂ Λj and dj ≤ dj+1.
• If ψ ∈ C(X,X) is odd and satisfies ψ(u) = u provided u ∈ [I ≤ 0], then ψ ◦ γ ∈ Γj for any
γ ∈ Γj , hence, ψ(A) ∈ Λj for each A ∈ Λj .
• For every A ∈ Λj and closed set Z ⊂ X \ {0} with −Z = Z and g(Z) ≤ s < j, we have
A \ Z ∈ Λj−s.
• A ∩ ∂Bρ0(0) 6= ∅ for any A ∈ Λj . Thus, Theorem 2.4 (i) yields 0 < inf‖u‖X=ρ0 I(u) ≤ dj ≤ cj .
Next, we claim that Kcj 6= ∅ and Kdj 6= ∅. Indeed, if Kdj = ∅, then we apply Lemma 2.5 with c = dj .
Let ε¯ ∈ (0, dj/2), η and ε ∈ (0, ε¯) appear in Lemma 2.5. Choose A ∈ Λj so that maxu∈A I(u) ≤ dj + ε.
By the properties of η, we see η(1, A) ∈ Λj and maxu∈η(1,A) I(u) ≤ dj − ε, which is a contradiction.
Hence, Kdj 6= ∅. In a similar way, we can prove Kcj 6= ∅.
Since dJ(0, u) = 0 and I(u) = cj ≥ dj for u ∈ Kcj , it suffices to show that dj →∞ as j →∞. Follow-
ing [31, section 9] and replacingK in [31, proof of Proposition 9.33] byK := {u ∈ X | d1 ≤ I(u) ≤ d, dJ(0, u) = 0 }
where d := limj→∞ dj , we may also show that
• If dj = dj+1 = · · · = dj+` =: d, then g(Kd) ≥ `+ 1.
• dj →∞ as j →∞.
This completes the proof of Theorem 2.4. 
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3. Proof of Theorems 1.1 and 1.3
In this section, using Theorems 2.3 and 2.4, we prove Theorems 1.1 and 1.3. We first deal with
Theorem 1.1. In order to apply Theorem 2.4, we modify the nonlinearity f(t). As the first step, we
prove
Lemma 3.1. Suppose that f satisfies (f0), (f1) and (f3). Assume also that there exists a ζ2 > ζ1 such
that f(t) = 0 for each t ≥ ζ2. Then ‖u‖L∞(RN ) ≤ ζ2 holds for every solution u of (1.1).
Proof. Consider v0(x) := max{u(x), ζ2} − ζ2 = (u(x) − ζ2)+ where a+ := max{0, a} and let ϕ1 ∈
C∞0 (RN ) be a cut off function with 0 ≤ ϕ1(x) ≤ 1, ϕ1(x) = 0 if |x| ≥ 2 and ϕ1(x) = 1 if |x| ≤ 1. Set
also ϕR(x) := ϕ1(x/R) for R ≥ 1. Then we can check that v0 ∈ Ds(RN ) and ‖ϕRv0 − v0‖Ds(RN ) → 0
as R→∞. Since u is a solution of (1.1) and ϕRv0 can be approximated by functions in C∞0 (RN ) and
f(u) ∈ L∞(R) due to the assumption, we have
(3.1) 〈u, ϕRv0〉Ds(RN ) =
∫
RN
f(u(x))ϕRv0(x)dx for all R ≥ 1.
By the definition of v0 and the assumption on f , we observe that f(u(x))ϕR(x)v0(x) ≡ 0 on RN .
Letting R→∞ in (3.1), we obtain
0 = 〈u, v0〉Ds(RN ) =
∫
RN×RN
(u(x)− u(y))(v0(x)− v0(y))
|x− y|N+2s dxdy ≥ ‖v0‖
2
Ds(RN ),
which implies v0 ≡ 0 and u(x) ≤ ζ2.
In a similar way, we may prove −ζ2 ≤ u(x) and Lemma 3.1 holds. 
By Lemma 3.1, without loss of generality, we may assume the following condition instead of (f2):
(f2’) lim
t→∞
f(t)
t2∗s−1
= 0.
In fact, if
(3.2) f(t) > 0 for all t > ζ1,
then (f2) and (3.2) imply (f2’). On the other hand, if there exists a ζ2 > ζ1 such that f(ζ2) = 0, then
set
f(t) :=
{
f(t) if 0 ≤ t ≤ ζ2,
0 if ζ2 < t
and extend f as an odd function on R. Remark that f satisfies (f2’) and instead of (1.1), we consider
(3.3) (−∆)su = f(u) in RN , u ∈ Ds(RN ).
By Lemma 3.1, any solution w of (3.3) also satisfies (1.1) and I0(w) = I0(w) where
I0(u) :=
1
2
‖u‖2Ds(RN ) −
∫
RN
F (u)dx, F (t) :=
∫ t
0
f(τ)dτ.
Therefore, instead of f , we may use f to obtain the desired solutions of (1.1).
In what follows, we assume that (f0), (f1), (f2’) and (f3) hold. By (f3), we have the following two
cases:
(I) There exists a ξ0 ∈ (0, ζ1) such that f(ξ0) = 0.
(II) f(t) > 0 for each t ∈ (0, ζ1).
In case (I), writing f(t) = f+(t)−f−(t) where f±(t) := max{±f(t), 0} if t ≥ 0 and f±(t) := −f±(−t)
if t < 0, for each ε ∈ (0, 1] and t ≥ 0, set
fε,−(t) :=
 min
{
f−(t), ε−1t2
∗
s−1
}
if 0 ≤ t ≤ ξ0,
f−(t) if ξ0 < t
, fε(t) := f+(t)− fε,−(t)
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and extend fε,−, fε as odd functions on R. It is easily seen that fε,−, fε ∈ C(R) and
fε2,−(t) ≤ fε1,−(t) ≤ f−(t) for each 0 < ε1 < ε2 ≤ 1 and t ≥ 0,(3.4)
sup
t∈R
{|fε,−(t)− f−(t)|+ |fε(t)− f(t)|} → 0 as ε→ 0.(3.5)
On the other hand, in case (II), we do not need any further modification of f and for notational
convenience, write fε,−(t) := f−(t) and fε(t) := f+(t) − fε,−(t) = f(t) for each ε ∈ (0, 1]. Then (3.4)
and (3.5) still hold in this case.
In either case, we remark that fε satisfies f(t) ≤ fε(t) for t ≥ 0 and
(3.6) (f0), (f2’), (f3), lim
t→+0
f+(t)
t2∗s−1
= 0, 0 ≤ lim inf
t→+0
fε,−(t)
t2∗s−1
≤ lim sup
t→+0
fε,−(t)
t2∗s−1
≤ ε−1 <∞.
Therefore, the functional defined by
Iε(u) :=
1
2
‖u‖2Ds(RN ) −
∫
RN
F+(u)− Fε,−(u)dx = 1
2
‖u‖2Ds(RN ) −
∫
RN
F+(u)dx+
∫
RN
Fε,−(u)dx
enjoys Iε ∈ C1(Ds(RN ),R) and
(3.7) Iε2(u) ≤ Iε1(u) ≤ I0(u) for every 0 < ε1 < ε2 ≤ 1, u ∈ Ds(RN ).
We shall apply Theorem 2.4 for
X = Dsrad(RN ) =:
{
u ∈ Ds(RN ) ∣∣ u(x) = u(|x|) for a.a. x ∈ RN } ,
I = Iε, Tθu(x) := u(e
−θx) and
Jε(θ, u) := Iε(Tθu) =
e(N−2s)θ
2
‖u‖2Ds(RN ) − eNθ
∫
RN
F+(u)dx+ e
Nθ
∫
RN
Fε,−(u)dx
∈ C1(R×Dsrad(RN ),R).
As pointed out in section 2, it is immediate to check that X, Iε, Tθ, Jε satisfy (T1) and (T2). What
remains to check is (PSP)c and the symmetric mountain pass structure for (X, Iε, Jε).
Lemma 3.2. For each ε ∈ (0, 1], (X, Iε) satisfies the conditions (i) and (ii) in Theorem 2.4.
Proof. We first show (i). Remark that
Iε(u) ≥ 1
2
‖u‖2Ds(RN ) −
∫
RN
F+(u)dx.
From (3.6) we can find a C > 0 so that
|F+(t)| ≤ C|t|2∗s for all t ∈ R.
Therefore, Sobolev’s inequality yields
Iε(u) ≥ 1
2
‖u‖2Ds(RN ) − C‖u‖2
∗
s
L2
∗
s (RN )
≥ 1
2
‖u‖2Ds(RN ) − C‖u‖2
∗
s
Ds(RN ).
Since 2∗s > 2, there exists a ρ0 > 0 such that
(3.8) inf
‖u‖Ds(RN )=ρ0
Iε(u) ≥ inf‖u‖Ds(RN )=ρ0
ρ20
(
1
2
− Cρ2∗s−20
)
> 0, ‖u‖Ds(RN ) ≤ ρ0 ⇒ Iε(u) ≥ 0.
Next we treat (ii). We first remark that following Berestycki and Lions [11, sections 9.2a and 9.2b],
under (f0) and (f3), for each k ≥ 1 we may find Rk > 0 and γ˜k ∈ C(Sk−1, H1rad(RN )) such that
γ˜k(−σ) = −γ˜k(σ), supp γ˜k(σ) ⊂ BRk(0), 1 ≤
∫
RN
F (γ˜k(σ))dσ <∞ for any σ ∈ Sk−1.
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By H1rad(R
N ) ⊂ Dsrad(RN ) and (3.7), one sees that
Iε
(
γ˜k(σ)(e
−θ·)
)
≤ I0
(
γ˜k(σ)(e
−θ·)
)
=
e(N−2s)θ
2
‖γ˜k(σ)‖2Ds(RN ) − eNθ
∫
RN
F (γ˜k(σ)) dx
≤ e
(N−2s)θ
2
max
σ∈Sk−1
‖γ˜k(σ)‖2Ds(RN ) − eNθ.
Hence, choosing sufficiently large θk > 0 and setting γk(σ)(x) := γ˜k(σ)(e
−θkx), we get
max
σ∈Sk−1
Iε(γk(σ)) ≤ max
σ∈Sk−1
I0(γk(σ)) ≤ −1.
Furthermore, from (3.8) it follows that
γk(S
k−1) ⊂ Dsrad(RN ) \Bρ0(0).
Thus we complete the proof. 
Remark 3.3. As a byproduct of the proofs of Theorem 2.4 and Lemma 3.2, since supp γk(σ) ⊂ BeθkRk(0)
for each σ ∈ Sk−1, we obtain an upper bound for each cε,k:
cε,k ≤ ck := max
σ∈Dk
I (γ0,k(σ)) <∞
where cε,k is defined though (2.27) with Iε and γ0,k(σ) := |σ|γk(σ/|σ) if |σ| > 0 and γ0,k(0) := 0. We
also remark that cε,k is monotone due to (3.7): cε2,k ≤ cε1,k ≤ ck for each 0 < ε1 < ε2 ≤ 1.
Lemma 3.4. For each ε ∈ (0, 1] and c ∈ R, Iε satisfies (PSP)c.
Proof. Assume that (un)n ⊂ Dsrad(RN ) satisfies Iε(un)→ c ∈ R and ‖dJε(0, un)‖R×X∗ → 0. From
Nc+ o(1) = NIε(un)− dθJε(0, un) = s‖un‖2Ds(RN ),
we find that (un)n is bounded in Ds(RN ).
Up to a subsequence, suppose un ⇀ u0 weakly in Ds(RN ) and choose a C0 > 0 so that
(3.9) ‖u0‖L2∗s (RN ) + sup
n≥1
‖un‖L2∗s (RN ) ≤ C0.
To prove a strong convergence, it suffices to verify ‖un‖Ds(RN ) → ‖u0‖Ds(RN ). For this purpose, we
first remark that un → u0 strongly in Lploc(RN ) for any 1 ≤ p < 2∗s. By Strauss’ lemma (see [10, 34])
and (f2’), for all ϕ ∈ C∞0 (RN ), it follows that∫
RN
f+(un)ϕdx→
∫
RN
f+(u0)ϕdx,
∫
RN
fε,−(un)ϕdx→
∫
RN
fε,−(u0)ϕdx,
which implies dIε(u0) = 0. In particular,
(3.10) ‖u0‖2Ds(RN ) =
∫
RN
f+(u0)u0dx−
∫
RN
fε,−(u0)u0dx.
Next, we shall prove
(3.11) lim
n→∞
∫
RN
f+(un)undx =
∫
RN
f+(u0)u0dx.
By Strauss’ lemma and (f2’), for any R > 0, we get
(3.12) lim
n→∞
∫
|x|≤R
f+(un)undx =
∫
|x|≤R
f+(u0)u0dx.
Let η > 0. Since f+(u0)u0 ∈ L1(RN ) thanks to (3.6), choose an Rη > 0 so that
(3.13)
∫
|x|>Rη
|f+(u0)u0|dx < η.
Next, from (3.6), there exist 0 < tη < Tη <∞ so that
|f+(t)t| ≤ ηt2∗s if |t| ≤ 2tη or |t| ≥ Tη .
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Hence, (3.9) implies
(3.14)
∫
[|u0|≤2tη ]∩[|u0|≥Tη ]
|f+(u0)u0|dx+ sup
n≥1
∫
[|un|≤2tη ]∩[|un|≥Tη ]
|f+(un)un|dx ≤ 2C2
∗
s
0 η.
Set vn(x) := χη(un(x)) where χη ∈ C∞0 (R) with
χη(−t) = −χη(t), |χη(t)| ≤ |t|, χη(t) = 0 if |t| ≤ tη or |t| ≥ 2Tη, χη(t) = t if 2tη ≤ |t| ≤ Tη.
Noting that there exists a Cη > 0 so that
|vn(x)|2 ≤ Cη|un(x)|2∗s , |vn(x)− vn(y)| ≤ ‖χ′η‖L∞(R)|un(x)− un(y)|
for x, y ∈ RN , one sees that (vn)n is bounded in Hsrad(RN ). From the pointwise convergence, we may
assume that vn ⇀ v0(x) =: χη(u0(x)) weakly in H
s
rad(R
N ). Next, fix p0 ∈ (2, 2∗s) and Cη,p0 such that
|f+(t)t| ≤ Cη,p0 |t|p0 for all tη ≤ |t| ≤ 2Tη.
Choosing Rη,p0 ≥ Rη, we obtain ∫
|x|≥Rη,p0
|v0(x)|p0dx ≤ η
Cη,p0
.
Since Hsrad(R
N ) ⊂ Lp(RN ) is compact for 2 < p < 2∗s due to Lions [28], one has
(3.15)
lim sup
n→∞
∫
[|x|≥Rη,p0 ]∩[2tη≤|un|≤Tη ]
|f+(un)un|dx ≤ lim sup
n→∞
∫
[|x|≥Rη,p0 ]
|f+(vn)vn|dx
≤ Cη,p0 lim sup
n→∞
‖vn‖p0Lp0 ([|x|≥Rη,p0 ])
= Cη,p0‖v0‖p0Lp0 ([|x|≥Rη,p0 ]) ≤ η.
From (3.13) through (3.15), we observe that
lim sup
n→∞
∫
|x|≥Rη,p0
|f+(un)un − f+(u0)u0| dx ≤ C1η
for some C1 > 0, which is independent of η. Hence, from (3.12) we infer that
lim sup
n→∞
∣∣∣∣∫
RN
f+(un)un − f+(u0)u0dx
∣∣∣∣ ≤ lim sup
n→∞
(∫
|x|≤Rη,p0
+
∫
|x|≥Rη,p0
)
|f+(un)un − f+(u0)u0|dx
≤ C2η
for some C2 which does not depend on η. Since η > 0 is arbitrary, (3.11) holds.
Now, from f−(t)t ≥ 0 for each t ∈ R, Fatou’s lemma, ‖dIε(un)‖Ds(RN )∗ → 0, (3.10) and (3.11), it
follows that
‖u0‖2Ds(RN ) ≤ lim infn→∞ ‖un‖
2
Ds(RN )
≤ lim sup
n→∞
‖un‖2Ds(RN )
= lim sup
n→∞
{
dIε(un)un +
∫
RN
f+(un)undx−
∫
RN
fε,−(un)undx
}
≤
∫
RN
f+(u0)u0dx−
∫
RN
fε,−(u0)u0dx = ‖u0‖2Ds(RN ).
Hence, ‖un‖2Ds(RN ) → ‖u0‖2Ds(RN ) and ‖un − u0‖Ds(RN ) → 0 hold as n → ∞. This completes the
proof. 
Remark 3.5. From the above argument, under (3.6), we may observe that the functionals
u 7→
∫
RN
F+(u)dx, u 7→
∫
RN
f+(u)udx : Dsrad(RN )→ R
are weakly continuous.
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Now we verify Theorem 1.1:
Proof of Theorem 1.1. By Theorem 2.4 and Lemmas 3.2 and 3.4, there exist (uε,k)0<ε≤1,1≤k such that
Iε(uε,k) = cε,k →∞, dIε(uε,k) = duJε(0, uε,k) = 0,
Pε(uε,k) := dθJε(0, uε,k) =
N − 2s
2
‖uε,k‖2Ds(RN ) −N
∫
RN
F+(uε,k)− Fε,−(uε,k)dx.
By Remark 3.3 and
(3.16)
s
N
‖uε,k‖2Ds(RN ) = Iε(uε,k)−
Pε(uε,k)
N
= cε,k ≤ ck <∞ for each ε ∈ (0, 1],
one sees that (uε,k)0<ε≤1 is bounded in Dsrad(RN ) and up to a subsequence, we may assume uε,k ⇀ u0,k
weakly in Ds(RN ).
Let ϕ ∈ C∞0 (RN ). By the weak convergence in Dsrad(RN ), dIε(uε,k) = 0, (3.5) and Strauss’ lemma,
one has
(3.17)
〈u0,k, ϕ〉Ds(RN ) = limε→0 〈uε,k, ϕ〉Ds(RN ) = limε→0
∫
RN
{f+(uε,k)− fε,−(uε,k)}ϕdx =
∫
RN
f(u0,k)ϕdx.
Thus, u0,k is a solution of (1.1).
Next, from Remark 3.5, it follows that
(3.18)
∫
RN
F+(uε,k)dx→
∫
RN
F+(u0,k)dx,
∫
RN
f+(uε,k)uε,kdx→
∫
RN
f+(u0,k)u0,kdx.
By dIε(uε,k)uε,k = 0, Iε(uε,k) = cε,k and (3.16), we observe that
(3.19) sup
0<ε≤1
∫
RN
Fε,−(uε,k)dx+ sup
0<ε≤1
∫
RN
fε,−(uε,k)uε,kdx <∞.
Hence, Fatou’s lemma with (3.19) gives
(3.20)
∞ > lim inf
ε→0
∫
RN
Fε,−(uε,k)dx ≥
∫
RN
F−(u0,k)dx,
∞ > lim inf
ε→0
∫
RN
fε,−(uε,k)uε,kdx ≥
∫
RN
f−(u0,k)u0,kdx.
Thus, |I0(u0,k)| <∞.
Next, as in the proof of Lemma 3.1, (3.17) implies
〈u0,k, ϕRu0,k〉Ds(RN ) =
∫
RN
f+(u0,k)u0,kϕRdx−
∫
RN
f−(u0,k)u0,kϕRdx
where ϕR ∈ C∞0 (RN ) where 0 ≤ ϕR ≤ 1, ϕR ≡ 1 on BR(0) and ϕR = 0 on RN \ B2R(0). By (3.20),
f±(t)t ≥ 0 for t ∈ R and the dominated convergence theorem, letting R→∞, we obtain
(3.21) ‖u0,k‖2Ds(RN ) =
∫
RN
f+(u0,k)u0,kdx−
∫
RN
f−(u0,k)u0,kdx =
∫
RN
f(u0,k)u0,kdx.
Now (3.18), (3.20) and (3.21) yield
‖u0,k‖2Ds(RN ) ≤ lim infε→0 ‖uε,k‖
2
Ds(RN )
≤ lim sup
ε→0
‖uε,k‖2Ds(RN )
= lim sup
ε→0
[
dIε(uε,k)uε,k +
∫
RN
f+(uε,k)uε,k −
∫
RN
fε,−(uε,k)uε,kdx
]
≤
∫
RN
f+(u0,k)u0,kdx−
∫
RN
f−(u0,k)u0,kdx = ‖u0,k‖2Ds(RN ).
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Therefore, we have ‖uε,k‖Ds(RN ) → ‖u0,k‖Ds(RN ) and ‖uε,k − u0,k‖Ds(RN ) → 0. From c1,k → ∞ and
c1,k ≤ cε,k = s‖uε,k‖2Ds/N due to (3.16), we conclude that c1,k ≤ s‖u0,k‖2Ds(RN )/N and ‖u0,k‖Ds(RN ) →
∞. Thus, we complete the proof. 
Remark 3.6. (i) Regarding I0(u0,k) → ∞ as k → ∞, we may prove this claim provided either every
solution of (1.1) satisfies the Pohozaev identity or the conditions (f0), (f1), (f2’) and (f3) with
−∞ < lim inf
|t|→0
f(t)
|t|2∗s−2t .
Notice that in the latter case, fε(t) = f for sufficiently small ε > 0. Thus, in either case, we may
prove P0(u0,k) = 0 in the above proof by uε,k → u0,k strongly in Ds(RN ). This yields I0(u0,k) =
I0(u0,k)− P0(u0,k) = s‖u0,k‖2Ds(RN )/N →∞.
(ii) When N ≥ 3 and s = 1, by changing Ds(RN ) and ‖u‖Ds(RN ) to D1(RN ) and ‖∇u‖L2(RN ), it
is not difficult to see that all the arguments in the above work. Moreover, according to Berestycki
and Lions [10, Proposition 1], the Pohozaev identity is satisfied for each solution u of (1.1) with∫
RN F (u)dx < ∞. Hence, the solutions u0,k found in the above for the case N ≥ 3 and s = 1 enjoy
P0(u0,k) = 0. Thus, we also get I0(u0,k)→∞ by (i) and we may provide another proof for the results
of [12,35,36].
Next, we prove Theorem 1.3 via Theorem 2.3:
Proof of Theorem 1.3. We first remark that under the assumptions of Theorem 1.3, I0 ∈ C1(Ds(RN ),R),
and X := Dsrad(RN ) and I0 satisfy (T1) and (T2). Furthermore, we may observe that the proofs of
Lemmas 3.2 and 3.4 still work for (X, I0) and I0 satisfies the assumptions of Theorem 2.3. Hence, by
Theorem 2.3, we may find a u0 ∈ Dsrad(RN ) satisfying
dJ(0, u0) = 0, 0 < I(u0) = cmp = inf
γ∈Γ
max
0≤t≤1
I0(γ(t))
where Γ := { γ ∈ C([0, 1],Dsrad(RN )) | γ(0) = 0, I(γ(1)) < 0 }. Since I0(u) ≥ 0 for ‖u‖Ds(RN ) ≤ ρ0,
we may omit the condition ρ0 < ‖γ(1)‖Ds(RN ) from the definition of Γ. We also note that P0(u0) =
dθJ(0, u0) = 0.
Finally, we shall show the last equality in (1.4). To this end, let v ∈ Ds(RN ) be a solution of (1.1)
with P0(v) = 0. Our aim is to prove cmp ≤ I0(v). Denote by v∗ the Schwarz rearrangement of v. Then
the following hold (see [1, 27]):
‖v∗‖Ds(RN ) ≤ ‖v‖Ds(RN ),
∫
RN
F (v∗)dx =
∫
RN
F (v)dx.
From this, it follows that
I0(v
∗(θ−1·)) = θ
N−2s
2
‖v∗‖2Ds(RN ) − θN
∫
RN
F (v∗)dx ≤ I0(v(θ−1·)) for all θ > 0.
On the other hand, by P0(v) = 0, we observe that∫
RN
F (v)dx > 0, I0(v(θ
−1·))→ −∞ as θ →∞, max
0≤θ
I0(v(θ
−1·)) = I0(v).
By these facts, a path defined by γv(0) := 0, γv(t) := v
∗((tθ0)−1·) for sufficiently large θ0 > 0 satisfies
γv ∈ Γ. Thus,
I0(u0) = cmp ≤ max
0≤t≤1
I0(γv(t)) ≤ I0(v)
and we complete the proof. 
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4. Proof of Theorem 1.5
In this section, we prove Theorem 1.5 via Theorems 2.3 and 2.4. We recall the notation in Introduc-
tion:
O1 := O(m1)×O(m1)× {idRN−2m1} ⊂ O(N), O2 := O(m2)×O(m2)×O(N − 2m2) ⊂ O(N)
and
DsO1 :=
{
u ∈ Ds(RN ) ∣∣ u(x1, x2, x3) = u(|x1|, |x2|, x3), u(x2, x1, x3) = −u(x1, x2, x3) } ,
DsO2 :=
{
u ∈ Ds(RN ) ∣∣ u(x1, x2, x3) = u(|x1|, |x2|, |x3|), u(x2, x1, x3) = −u(x1, x2, x3) } ,
HsO1 :=
{
u ∈ Hs(RN ) ∣∣ u(x1, x2, x3) = u(|x1|, |x2|, x3), u(x2, x1, x3) = −u(x1, x2, x3) } ,
HsO2 :=
{
u ∈ Hs(RN ) ∣∣ u(x1, x2, x3) = u(|x1|, |x2|, |x3|), u(x2, x1, x3) = −u(x1, x2, x3) } .
We shall find solutions in DsOi and HsOi which are nonradial and sign-changing. Furthermore, remark
that Tθu(x) := u(e
−θx) satisfies (T1) with DsOi and HsOi .
Before proving Theorem 1.5, we prepare one lemma and it is proved in [30, Lemma 2.1] when s = 1.
Lemma 4.1. Let (un) ⊂ Ds(RN ) be bounded and satisfy
(4.1) lim
n→∞ supz∈ZN
‖un‖L2(z+Q) = 0, Q :=
[
−1
2
,
1
2
]N
.
Then
∫
RN G(un)dx→ 0 as n→∞ for every G ∈ C(R) satisfying
(4.2) lim
t→0
G(t)
|t|2∗s = 0 = lim|t|→∞
G(t)
|t|2∗s .
Proof. Assume that (un) is bounded and satisfies (4.1). We argue in a similar way to the proof of
Lemma 3.4. Set
C0 := sup
n≥1
‖un‖L2∗s (RN ) <∞.
By (4.2), for any η > 0, we may choose 0 < 2tη < Tη so that
(4.3) |G(t)| ≤ η|t|2∗s for |t| ≤ 2tη, |G(t)| ≤ η|t|2∗s for |t| ≥ Tη.
Pick up χη ∈ C∞0 (R) satisfying
χη(−t) = −χη(t), |χη(t)| ≤ |t|, χη(t) = 0 if |t| ≤ tη or |t| ≥ 2Tη, χη(t) = t if 2tη ≤ |t| ≤ Tη.
Finally, set vn(x) := χη(un(x)). As in the proof of Lemma 3.4, we observe that (vn) is bounded
in Hs(RN ). In addition, by |χη(t)| ≤ |t|, (vn) also satisfies (4.1). Hence, by Felmer, Quaas and
Tan [16, Lemma 2.2] (or [21, Lemma 4.5]), for any p ∈ (2, 2∗s), ‖vn‖Lp(RN ) → 0 as n → ∞. Fix
p ∈ (2, 2∗s) and choose a Cp,η so that |G(t)| ≤ Cp,η|t|p for every tη ≤ |t| ≤ 2Tη. Since∫
[2tη≤|un|≤Tη ]
|G(un(x))| dx ≤
∫
[2tη≤|vn|≤Tη ]
|G(vn(x))|dx ≤ Cp,η‖vn‖pLp(RN ) → 0,
it follows from (4.3) that
lim sup
n→∞
∣∣∣∣∫
RN
G(un)dx
∣∣∣∣ ≤ lim sup
n→∞
∫
[|un|≤2tη ]∪[|un|≥Tη ]
|G(un(x))|dx ≤ 2C2
∗
s
0 η.
Noting that η > 0 is arbitrary, we have
∫
RN G(un)dx→ 0. 
We first prove Theorem 1.5 (i) and (ii).
Proof of Theorem 1.5 (i) and (ii). (i) Suppose (f0), (1.3) and (f3). Then I0 ∈ C1(DsO1 ,R). Moreover,
as in Lemma 3.2, there exists a ρ0 > 0 such that
inf
‖u‖Ds(RN )≤ρ0
I0(u) = 0 < inf‖u‖Ds(RN )=ρ0
I0(u).
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Next, we shall show the existence of w0 ∈ DsO1 satisfying I0(w0) < 0. To this end, we borrow an idea
from [25, Lemmas 4.2 and 4.3]. For R > 0, set
ωR(t) := ζ1 if |t| ≤ R, ωR(t) := ζ1(R+ 1− |t|) if R < |t| ≤ R+ 1, ωR(t) := 0 if |t| > R+ 1.
Fix a ϕR ∈ C10 (R) with 0 ≤ ϕR(t) ≤ 1, ϕR(t) ≡ 1 if |t| ≤ R2 and ϕR(t) = 0 if |t| ≥ R2 + 1. We define
wR(x1, x2, x3) := ϕR(|x1|)ϕR(|x2|)ϕR(|x3|) {ωR(|x1|)− ωR(|x2|)} ∈ H1O1 ⊂ DsO1 .
Due to F (−t) = F (t) and the (anti)symmetry for functions in DsO1 , we set
IR,1 :=
{
(x1, x2, x3) ∈ RN
∣∣ |x1| ≤ R, |x2| ≤ R+ 1, |x3| ≤ R2 + 1 } ,
IR,2 :=
{
(x1, x2, x3) ∈ RN
∣∣ |x1| ≤ R, R+ 1 ≤ |x2| ≤ R2, |x3| ≤ R2 } ,
IR,3 :=
{
(x1, x2, x3) ∈ RN
∣∣ |x1| ≤ R, R+ 1 ≤ |x2| ≤ R2, R2 ≤ |x3| ≤ R2 + 1 } ,
IR,4 :=
{
(x1, x2, x3) ∈ RN
∣∣ |x1| ≤ R, R2 ≤ |x2| ≤ R2 + 1, |x3| ≤ R2 + 1 } ,
IR,5 :=
{
(x1, x2, x3) ∈ RN
∣∣ R ≤ |x1| ≤ R+ 1, |x2| ≤ R2 + 1, |x3| ≤ R2 + 1 }
when N − 2m1 ≥ 1. When N − 2m1 = 0, we ignore the third component in the above and define
IR,1, IR,2, IR,4, IR,5 since IR,2 and IR,3 are same in this case.
For large R > 1, it is easily seen from (Rα + 1)β −Rαβ = O(Rα(β−1)) that
(4.4)
∣∣∣∣∣
∫
IR,1∪IR,3∪IR,4∪IR,5
F (wR)dx
∣∣∣∣∣ ≤ C (R2N−2m1 +R2N−m1−2 +R2N−m1−1) if N − 2m1 ≥ 1,∣∣∣∣∣
∫
IR,1∪IR,4∪IR,5
F (wR)dx
∣∣∣∣∣ ≤ C (R2m1 +R3m1−2 +R3m1−1) if N − 2m1 = 0.
On the other hand, since F (wR(x1, x2, x3)) = F (ζ1) > 0 for x ∈ IR,2, we have
(4.5)
∫
IR,2
F (wR)dx ≥
{
cN,m1R
2N−m1 if N − 2m1 ≥ 1,
cN,m1R
3m1 if N − 2m1 = 0,
for some cN,m1 > 0.
By m1 ≥ 2, (4.4) and (4.5), for sufficiently large R0 > 0, we obtain∫
RN
F (wR0)dx ≥ 1.
Now for sufficiently large θ0 > 0, it follows that
I0(wR0(e
−θ0 ·)) ≤ e
(N−2s)θ0
2
‖wR0‖2Ds(RN ) − eNθ0 < 0.
Thus, w0(x) := wR0(e
−θ0x) ∈ DO1 satisfies I0(w0) < 0.
Applying Theorem 2.3 for (DO1 , I0) without (PSP)c, we may find (un) ⊂ DsO1 such that
I0(un) =
1
2
‖un‖2Ds(RN ) −
∫
RN
F (un)dx→ cmp > 0, ‖dJ(0, un)‖(R×DsO1 )∗ → 0.
Moreover, as in Lemma 3.4, we can prove that (un) is bounded in Ds(RN ). If
sup
z∈ZN
‖un‖L2(z+Q) → 0,
then applying Lemma 4.1 for f+(t)t, we infer from duJ(0, un)un → 0 that
‖un‖2Ds(RN ) +
∫
RN
f−(un)undx = o(1) +
∫
RN
f+(un)undx = o(1),
which implies ‖un‖Ds(RN ) → 0. Since it follows from (1.3) that |F−(t)| ≤ C0|t|2∗s for every t ∈ R, we
have a contradiction:
0 < cmp = lim
n→∞ I0(un) = 0.
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Now choose (zn)
∞
n=1 ⊂ ZN so that ‖un‖L2(zn+Q) → c > 0. Since m1 ≥ 2 and (un)n ⊂ Ds(RN )
is bounded, replacing Q by R0Q for sufficiently large R0 > 1, we may suppose zn = (0, 0, xn,3) (cf.
Willem [38, Theorem 1.24]). Let vn(x) := un(x + zn) ∈ DsO1 and vn ⇀ v0 6≡ 0 weakly in DsO1 . From
‖vn‖L2(Q) → c > 0 and ‖dJ(0, un)‖(R×DsO1 )∗ → 0, we deduce that v0 6≡ 0 and I
′
0(v0) = 0 due to (1.3),
Strauss’ lemma and the principle of symmetric criticality due to Palais [38, Theorem 1.28]. Thus, v0 is
a nontrivial solution of (1.1) and the statement (i) holds.
(ii) As in the proof of Theorem 1.1, we may assume that f satisfies (f0), (f1), (f2’) and (f3). Moreover,
let fε,− and fε be as in section 3. Notice that by the principle of symmetric criticality due to Palais [38,
Theorem 1.28], we shall find critical points of Iε in DsO2 by applying Theorem 2.4 for DsO2 , Iε, Tθu(x) =
u(e−θx). It is easily seen that (T1) and (T2) are satisfied. As in the proof of Lemma 3.2, we may show
that the assumption (i) in Theorem 2.4 holds. For (ii), in [25, Lemma 4.2], under (f0) and (f3), the
following maps γk are constructed: for each k ≥ 1 and σ ∈ Sk−1,
(4.6) γk ∈ C(Sk−1, H1O2), γk(−σ) = −γk(σ), supp (γk(σ)) ⊂ BRk(0),
∫
RN
F (γ(σ))dx ≥ 1.
Now, we observe that for sufficiently large θk, γk(σ)(x) := γk(σ)(e
−θkx) satisfies (ii).
Next, exploiting the argument in [38, Theorem 1.24], the embedding HsO2 ⊂ Lp(RN ) is compact for
2 < p < 2∗s. Hence, we may verify that Iε satisfies (PSP)cin DsO2 as in Lemma 3.4.
From Theorem 2.4, there exist (uε,k)0<ε≤1,1≤k such that
Iε(uε,k) = cε,k, dIε(uε,k) = 0, Pε(uε,k) = 0, c1,k ≤ cε,k ≤ ck := max
σ∈Dk
I0 (γ0,k(σ)) <∞
where c1,k → ∞ and γ0,k(σ) := |σ|γk(σ/|σ|) if |σ| > 0 and γ0,k(0) = 0. Now the rest of the proof
is identical to that of Theorem 1.1 and we may show uε → u0,k strongly in Ds(RN ) where u0,k is a
solution of (1.1). Thus, Theorem 1.5 (ii) holds. 
Next, we treat Theorem 1.5 (iii) and (iv). First we remark that when a = 0 we may assume (f2’)
without loss of generality due to Lemma 3.1. When a > 0, we prove
Lemma 4.2. Assume f satisfies (F0)–(F3) with a > 0 and there exists a ζ2 > ζ1 such that f(t) = 0
for all t ≥ ζ2. Let u ∈ Hs(RN ) be any solution of (1.2). Then ‖u‖L∞(RN ) ≤ ζ2.
Proof. From Fall and Felli [15, Proposition 6], it follows that
〈u, v〉s,a = as
∫
RN
uvdx+ CN,s
∫
R2N
(u(x)− u(y))(v(x)− v(y))
|x− y|N+2s2
KN+2s
2
(√
a|x− y|) dxdy
where CN,s > 0 and Kν stands for the modified Bessel function of the second kind with the order ν.
As in Lemma 3.1, putting v0(x) := max{ζ2, u(x)} − ζ2 = (u(x)− ζ2)+ ∈ Hs(RN ), we obtain
0 =
∫
RN
f(u)v0dx = 〈u, v0〉s,a
Noting Kν(z) > 0 for z > 0, as in Lemma 3.1, we have
0 = 〈u, v0〉s,a = as
∫
RN
uv0dx+ CN,s
∫
(u(x)− u(y))(v0(x)− v0(y))
|x− y|N+2s2
KN+2s
2
(√
a|x− y|) dxdy
≥ as
∫
RN
v20dx+ CN,s
∫
R2N
|v0(x)− v0(y)|2
|x− y|N+2s2
KN+2s
2
(√
a|x− y|) dxdy = ‖v0‖2s,a.
Hence, v0 ≡ 0 in RN and u ≤ ζ2 holds. Similarly we can prove −ζ2 ≤ u and Lemma 4.2 holds. 
From Lemma 4.2, for the case a > 0, we may also assume (f2’) without loss of generality as in section
3. Under (F0), (F1), (f2’) and (F3), we define
Ia(u) :=
1
2
‖u‖2s,a −
∫
RN
F (u)dx ∈ C1(Hs(RN ),R).
Remark also that Tθu(x) := u(e
−θx) and J(θ, u) := Ia(Tθu) enjoy (T1) and (T2). Next, we shall verify
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Lemma 4.3. (i) For each a ≥ 0, there exists a w0,a ∈ HsO1 such that Ia(w0,a) < 0.
(ii) For each a ≥ 0, Ia in HsO2 satisfies the conditions (i) and (ii) in Theorem 2.4.
(iii) For each a ≥ 0 and c ∈ R, Ia in HsO2 satisfies (PSP)c.
Proof. (i) Write G(t) := F (t)− ast2/2. By (F0) and (F3), as in the proof of Theorem 1.5 (i), we may
find wR0 ∈ HsO1 such that ∫
RN
G(wR0)dx ≥ 1.
Next, notice that
Ia(wR0(θ
−1·)) = 1
2
‖wR0(θ−1·)‖2s,a −
∫
RN
F (wR0(θ
−1x))dx
=
1
2
[
‖wR0(θ−1·)‖2s,a − as‖wR0(θ−1·)‖2L2(RN )
]
− θN
∫
RN
G(wR0)dx
≤ 1
2
[
‖wR0(θ−1·)‖2s,a − as‖wR0(θ−1·)‖2L2(RN )
]
− θN
and that
‖wR0(θ−1·)‖2s,a − as‖wR0(θ−1·)‖2L2(RN ) = θ2N
∫
RN
{(
4pi2|ξ|2 + a)s − as} |FwR0(θξ)|2 dξ
= θN
∫
RN
{(
4pi2θ−2|ξ|2 + a)s − as} |FwR0(ξ)|2 dξ.
By the monotone convergence theorem,
lim
θ→∞
∫
RN
{(
4pi2θ−2|ξ|2 + a)s − as} |FwR0(ξ)|2 dξ = 0.
Hence, for sufficiently large θ0 > 0, we have Ia(wR0(θ
−1
0 ·)) < 0.
(ii) When a = 0, the claim follows from the existence of γk with (4.6) and the argument in [2, section
3]. Similarly, when a > 0, the claim may be verified by (4.6) for G(t) = F (t) − ast2/2 and the proof
of [21, Lemma 2.3 (iii)].
(iii) When a = 0, the assertion is essentially proved in [2, Theorem 7]. Indeed, the argument
in [2, Theorem 7] works even though we replace Hsrad(R
N ) by HsO2 since H
s
O2 ⊂ Lp(RN ) is compact for
2 < p < 2∗s.
When a > 0, for Hsrad(R
N ), the claim is shown in [21, Propositions 3.1 and 3.2]. For HsO2 , we need
a slight modification in [21, Steps 2 and 3 in Proposition 3.1 and Proposition 3.2]. For Step 2, arguing
as in [21, Steps 1 and 2 in Proposition 3.1], we may prove that w0 ∈ H1O2 satisfies
f(w0)− asw0 ≡ 0 in R2.
Our aim is to show w0 ≡ 0. By (F1), there exists an t1 > 0 such that f(t)t− ast2 < 0 if 0 < |t| < t1.
Hence, L2([t0 < |w0| < t1]) = 0 for all t0 ∈ (0, t1) where L2 denotes the 2-dimensional Lebesgue measure.
Writing w∗0 for a Schwarz rearrangement of w0, we obtain L2([t0 < |w0| < t1]) = L2([t0 < w∗0 < t1]) = 0
for each t0 ∈ (0, t1). Since w∗0 ∈ H1rad(R2) ⊂ C(R2 \ {0}) and w∗0(x) → 0 as |x| → ∞, we infer that
w∗0 ≡ 0 and w0 ≡ 0 in R2.
For Step 3 and [21, Proposition 3.2], we need to show∫
RN
(
f(un)un − (1− δ0)asu2n
)
+
dx→ 0
for each (un) ⊂ HsO2 with un ⇀ 0 weakly in HsO2 . This assertion may be checked by noting the compact
embedding HsO2 ⊂ Lp(RN ) for 2 < p < 2∗s and that (f(t)t − (1 − δ0)ast2)+ ≤ Cε|t|p0 + ε|t|2
∗
s for each
t ∈ R and ε > 0 holds due to (F1) and (f2’) where p0 ∈ (2, 2∗) and δ0 > 0 is a small number. Thus, we
can verify that (PSP)cholds when a > 0. 
Finally, we prove Theorem 1.5 (iii) and (iv).
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Proof of Theorem 1.5 (iii) and (iv). (iii) By Lemma 4.3 (i) and Theorem 2.3, we may find (un) ⊂ HsO1
such that Ia(un)→ cmp > 0 and ‖dJ(0, un)‖(R×HsO1 )∗ → 0. When a = 0, from the proof of [2, Theorem
7], we may prove that (un) is bounded in H
s(RN ).
On the other hand, when a > 0, we again borrow the argument from [21, Proposition 3.1] for the
boundedness of (un) with modifications. First, as in [21, Proposition 3.1], assume ‖un‖Hs(RN ) → ∞
for contradiction. Then we may show that τn := ‖un‖−2/NL2(RN ) → 0 and vn(x) := un(τnx) is bounded in
Hs(RN ). Our next aim is to show vn(x + xn) ⇀ 0 weakly in H
s(RN ) for any (xn)n ⊂ {0} × {0} ×
RN−2m1 . This can be verified by the arguments in [21, Steps 1 and 2 in Proposition 3.1] together with
the modification in the proof of Lemma 4.3 (iii).
By noting m1 ≥ 2, vn ∈ HsO1 and vn(x + xn) ⇀ 0 weakly in Hs(RN ) for each (xn)n ⊂ {0} × {0} ×
RN−2m1 , it follows that
sup
z∈ZN
‖vn‖L2(z+Q) → 0.
Hence, ‖vn‖Lp(RN ) → 0 for each 2 < p < 2∗s. Since (f(t)t− (1− δ0)ast2)+ ≤ Cε|t|p0 + ε|t|2
∗
s for all t ∈ R
due to (F1) and (f2’) for sufficiently small δ0 > 0, we obtain a contradiction:
0 < δ0 ≤ τNn ‖un‖2s,a − as(1− δ0)‖vn‖2L2(RN ) = o(1) +
∫
RN
[
f(vn)vn − as(1− δ0)v2n
]
dx
≤ o(1) +
∫
RN
[
f(vn)vn − as(1− δ0)v2n
]
+
dx→ 0.
Thus (un)n is also bounded in H
s(RN ) when a > 0.
Now, if supz∈ZN ‖un‖L2(z+Q) → 0, then again we have ‖un‖Lp(RN ) → 0 for each 2 < p < 2∗s. By a
similar argument and duJ(0, un)un → 0, we observe that for sufficiently small δ0 > 0,
‖un‖2s,a − as(1− δ0)‖un‖2L2(RN ) ≤
∫
RN
[
f(un)un − as(1− δ0)u2n
]
+
dx+ o(1)→ 0.
This yields Ia(un) → 0 = cmp, which is a contradiction. The rest of the argument is identical to that
of Theorem 1.5 (i) and we omit the details.
(iv) By Lemma 4.3, we may apply Theorem 2.4 for Ia in H
s
O2 to obtain (uk)k ⊂ HsO2 such that
Ia(uk)→∞, dIa(uk) = 0,
0 = Pa(uk) =
N − 2s
2
‖uk‖2s,a + as
∫
RN
(a+ 4pi2|ξ|2)s−1|Fuk(ξ)|2dξ −N
∫
RN
F (uk)dx.
Remark that by Ia(uk)→∞, we also have ‖uk‖Hs →∞ since Ia is a bounded map. Thus, we complete
the proof. 
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