A number of factors affect the measurements by charge coupled (CCD) array spectroradiometers, including stray light, dynamic response and ambient temperature. The departure from linearity was assessed for four CCD array spectroradiometers and linearity correction calculated with standard uncertainties error estimates. A fixed irradiance source supplemented with neutral density filters was used to allow tests to cover a full range of operational conditions. The dependence of the dynamic response on well depth and integration time was investigated. One spectroradiometer exhibited an accumulated departure from linearity of ∼20 % near the top of the well; for others the departure from linearity was less pronounced.
INTRODUCTION
A key advantage of miniature charge coupled (CCD) array-based spectroradiometers is their ability to capture a spectrally resolved signal over a wide spectral range in a very short time. Combined with portability and relatively low cost, this has led to an increase in their use, for example in medical applications (1) , solar monitoring (2 -5) and for measurements of sunbed emission (6, 7) . It is well known that the performance of an instrument may be compromised by non-linearity.
Non-linearity is of particular concern when the level of radiation substantially differs between measurements, or where a spectrometer was calibrated with a much lower level of radiation. For instance, in solar UVR measurements, below 330 nm the solar spectral irradiance is up to 2-3 orders of magnitude higher than the spectral irradiance of a 1-kW tungsten-halogen lamp commonly used for calibration.
The largest departure from linearity for CCD array spectroradiometers has been observed to occur at 75 -100 % of full well depth. This has been attributed to charge overflows into neighbouring pixels (8) , but it is possible that other factors may also alter the dynamic response of pixels at this well depth. Nonlinear effects potentially depend on a pixel's position in the array (8) and acquisition time. For most situations, a detector's response will be linear within a certain range of number of counts and integration time, becoming non-linear when these conditions are exceeded. To take advantage of the full capability of the instrument, the measured raw data can often be corrected for systematic non-linearity provided the dynamic response curve is continuous and sufficiently increasing. Some manufacturers' software provides non-linearity correction; however, this has to be purchased together with an instrument and typically lacks validation.
Characterisation of the dynamic response of a CCD array spectrometer presents a few technical challenges. A stable source is required and either a broadband source, to expose the whole array, or narrowband sources, providing radiation to a few pixels at a time, can be used. In most of the cases, laboratories are not equipped with sources with the ability to dynamically tune spectral irradiance over a few orders of magnitude. Thus, a variety of alternative methods have been developed for non-linearity characterisation, such as the inverse square law, beam addition, reference detector and beam attenuation (9 -11) . Most recently, a new approach has taken full advantage of the power and wavelength tuneability of laser facilities (12) . Several laboratories have performed non-linearity characterisations for solar UV radiation measurements within the framework of an EMRP ENV03 project 'Traceability for surface spectral solar ultraviolet radiation'.
At Physikalisch-Technische Bundesanstalt, for example, a wavelength tuneable laser facility was used. The group achieved conditions with adequate spectral irradiance over the UV spectral range using a modelocked Ti:Sa femtosecond laser by frequency doubling and tripling (13, 14) . The irradiance levels were attenuated as required by means of a variable filter.
At Aalto University, a set-up based on a singlegrating monochromator with two light sources was used: a 500 W Xe-lamp for the UV region, and a 1 kW Hg-lamp for higher intensities. The intensity of the monochromatic light was attenuated with interchangeable neutral density filters, and an additional detector was introduced for reference (15) . Here, the departure from linearity and its well depth and integration time dependence has been assessed based on the fixed source method, where a fixed radiation source was used and the number of counts was # Crown copyright 2015. changed by adjusting integration time. The main advantage of this method is that if the dynamic response is shown to be integration time independent, one broadband source can be used to establish linear correction factors that can be used at any integration time. Table 1 lists the details of the four spectroradiometers studied. Three had thermoelectrically cooled (TEcooled) CCD arrays, with their target temperature set to the values shown in the table. The QE65000 and Glacier X in this study are configured specifically for UVR measurements.
MATERIALS AND METHODS
The measurements were carried out in controlled laboratory conditions with an ambient temperature of 228C to eliminate temperature effects (16) and ensure source stability.
The QE65000 and Glacier X require 30 min to reach the target TE-cooling temperatures (16) . Following the method from (16), the board temperatures of the Exemplar Plus and STSVIS were monitored for 30 min and their stability confirmed from their responses over 100 scans. The data collected for the QE65000 and Glacier X have been combined with unpublished data from a previous study (16) . CCD arrays suffer from retention of unwanted residual charge following exposure to light (17) . To eliminate this effect, the dark signal measurements were repeated at least three times (consecutively) after the light signal measurements whenever the irradiance levels or integration times were changed. The final measurement data were retained and the previous measurement data discarded. By default, the Exemplar Plus software opens the built-in shutter immediately after every dark measurement, so the software settings had to be modified to keep the shutter closed between the consecutive dark measurements.
A broadband EQ-99 Laser Driven Light Source or LDLS (Energetiq Technology, Inc., Woburn, USA) was used as the illumination source. For the four tested spectroradiometers, the emission from this source provides a continuous well depth distribution, enabling the dynamic response characterisation to be given as a function of well depth.
The dependence of departures from linearity on the number of counts in each pixel, i.e. well depth, and integration time was assessed using the fixed source method where for a given source, the peak number of counts is changed by adjusting integration time. A pair of measurements was taken by controlling the well depth for the pixel with greatest response to the source: one at a reference well depth, within the linear portion of a pixel's dynamic response and one close to full well depth (i.e. below saturation).
Linearity correction factors (LCFs) are defined as the ratio between the sensitivity at the well depth, n, and the sensitivity at a well depth within the linear portion of the dynamic response of each pixel. The LCF is equal to unity within the linear portion of the pixel response. The corrected response is calculated as follows:
By definition, the sensitivity of each pixel is expected to be proportional to the dark adjusted counts per second (cps will be used to denote dark adjusted counts per second hereafter), so the ratio of sensitivities, and thus LCFs, can be estimated by calculating the ratio of cps for any pair of responses. The higher the signal-to-noise ratio is, the more accurate the estimate should be, on average. Just as calibration is carried out separately for each instrument, the LCFs are only intended for use for a given instrument. The reference well depth was established using cps ratios based on a series of measurements with varying integration times. The integration time that almost fills the full well depth for one pixel was determined, and measurements were taken at this integration time (M100), and with the integration time reduced in roughly 5 % steps (M95, M90, etc.). For each of these measurements, M95 to M40, cps ratios were plotted pixel by pixel against the well depth in M100. If any pixel in the reference measurement is in the nonlinear range, then the cps ratio will be understated or overstated. In other words, once the linear range has been reached, two successive plots should follow the same curve, and the reference well depth has been established to within an accuracy of roughly 5 % of the full well depth.
A simplified method based on only four measurements at M100, M80, M50 and M10 was also used to take advantage of previous measurements (16) . Otherwise the methods were identical. The data from this simplified method were only analysed to corroborate the lack of dependence on temperature in the dynamic response; the LCFs presented below are based on data from the full protocol. Provided the source is stable between measurements, neither calibrated source irradiance nor stray light corrections are required for the fixed source method, but this method only permits a change in integration times of approximately a single order of magnitude.
The possibility of dependence on wider variations in integration time and irradiance level was assessed by attenuating irradiance by a combination of neutral density filters (Comar Optics, Linton, UK) and a set of polarisers (Comar Optics). The integration times varied between the minimum and maximum integration time for each instrument, with one exception. The maximum integration times used were limited to 100 s, as integration times above 100 s are considered impractical for field measurements.
RESULTS AND DISCUSSION
For all tested instruments, the dynamic response depends only on the number of counts and doesn't depend on irradiance level, for the whole range of tested irradiances. In each instrument, for different reference spectra, the departure from unity was observed at different wavelengths but at the same number of counts.
The intensity of the source varied by up to 3 % between the first and last measurements for a given spectrometer.
Using pixels that remained in the linear range at the longest integration time, it was observed that under these small variations (integration time), the percentage change of response was constant across the whole measured spectral range. In other words, the spectral irradiance of the source changed by fixed percentage between any two measurements. This allowed for an adjustment to the cps ratios to correct for source instability. All the data shown are adjusted cps ratios, and the LCFs are based on adjusted cps ratios.
The dynamic response of the QE65000 and Exemplar Plus remained unchanged under different TE-cooling settings and integration times up to 100 s. The cps ratios of the QE65000 exhibited small departures from unity above 45 000 counts rising to a maximum of 1.005 at the full well depth (see Figure 1a) . For the Exemplar Plus, the cps ratios deviated from unity above 46 000 counts 46 500 and 64 675 counts).
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rising to a maximum of 1.003 at the full well depth. As the departures from unity were considered negligible, no LCFs were calculated for these two instruments. The cps ratios for the STSVIS were close to unity below 9500 counts or 58 % of full well depth. The departure from linearity increases above this well depth up to a maximum cps ratio of 1.036 as illustrated in Figure 1b .
For the Glacier X, there was a significant departure from linearity starting at a threshold of 46 500 counts (see Figure 1c) , corresponding to 65 % of the full well depth at the peak response pixel. The cps ratios for this instrument increased to 1.2 at 65 306 counts.
Where the cps ratios are independent of integration time, LCFs can be estimated for a given spectroradiometer based solely on the fixed source method, i.e. without the need to attenuate the source, which is considerably simpler to implement.
For the Glacier X, Figure 2a illustrates two series: '40 s' shows the cps ratio between two measurements at 40 and 20 s and '450 ms' shows the cps ratio between two measurements at 450 and 250 ms. In Figure 2 . Cps ratios for the Glacier X using the same source as in Figure 1 , both unattenuated and attenuated by around two orders of magnitude. (a) The abscissa gives the raw counts as in Figure 1, (b) the abscissa gives the dark adjusted counts and the superposition of the two series is lost.
both cases, the shorter integration times ensure that the linear portion of the well depth was not exceeded in any pixel. As the two data series are superimposed on each other, the chart illustrates that the cps ratios were independent of integration time, as would be expected. These measurements also make it possible to confirm visually that LCFs should be applied to raw data before the dark signal subtraction; Figure 2b shows that the superposition is lost when the LCFs are plotted as a function of dark adjusted counts, which is most evident towards 60 000 counts. Below a given level of raw counts, the uncertainty in the estimates of LCFs using the cps ratios increases significantly due to the decrease in the signal-to-noise ratio (Figures 1 and 2a) , but this noise-driven departure from unity is clearly distinct from the systematic non-linearity component. The estimated uncertainty (d LCF ) due to noise was calculated as a function of raw counts (r 1 ,r 2 ), dark counts (d 1 ,d 2 ) and integration times (t 1 ,t 2 ), as follows
where dd i are the standard deviations of the dark signals at the two integration times used to calculate the LCFs. The estimated standard uncertainty is illustrated in Figure 3a for a range of integration times as a function of counts for the Glacier X (as this instrument exhibited the most significant departure from linearity).
A forth-order polynomial was fitted to the data to estimate the LCF values, and Figure 3b shows this curve combined with the estimated standard uncertainty from Equation 2. The size of the error bars is driven by the integration time and number of counts, but the LCFs depend only on the number of counts. The error bars are inversely proportional to the signal-to-noise ratio, increasing in proportion to integration time and decreasing with increasing number of counts.
The QE65000 and Glacier X have previously been measured at a range of different ambient temperatures (16) using the fixed source method and these unpublished data have been re-examined. The linearity over the range of ambient temperatures tested (from 5 to 408C) was consistent with ambient temperature of 228C, within measurement uncertainties.
The stray light properties and correction techniques for stray light using CCD array spectroradiometers have previously been investigated (18, 19) . However, nonlinearity near full well depth may introduce significant error comparable with contribution of stray light for some instruments. To improve the quality of the measurements, LCFs should be applied before dark adjustment and stray light correction as the non-linear response relates to the aggregate charge collected in the pixel at any given point during the integration period, and the sensitivity may reduce as the full well depth is approached. This is the reason that the dependence on the final counts can be used to correct for the nonlinear effects accumulated in the pixel during integration. The need to apply LCFs before dark signal adjustment would imply in any case that they should be applied prior to stray light correction.
CONCLUSIONS
The dynamic response of four CCD array spectroradiometers was determined using the fixed source method and LCFs were calculated. For all tested instruments, LCF is independent of wavelength (or pixel number) and is related only to the number of counts. It is also independent of integration time.
The QE65000 and Exemplar Plus dynamic responses were unchanged under different TE cooling, and both instruments exhibited only small departures from linearity 0.005 and 0.003, respectively.
The response for STSVIS was approximately linear below 9500 counts. The departure from linearity increases above this well depth up to a maximum LCF of 1.0036.
For the Glacier X, there was a significant departure from linearity for raw counts above a threshold of 46 DYNAMIC RESPONSE OF CCD ARRAY SPECTRORADIOMETERS 500 counts, corresponding to 65 % of the full well depth at the peak response pixel. The LCF for this instrument increased to 1.2 at near full well depth.
Corrections to the dynamic response should be applied prior to dark signal deduction and stray light correction, as the non-linear response relates to the loss of sensitivity as the aggregate charge accumulates in the pixel.
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