is rapid, cost effective, requires minimal sample preparation, can be used in situ, is nondestructive, requires no hazardous chemicals, and can accurately estimate multiple soil properties, including SOC (Brown et al., 2006; Reeves et al., 2002; Sankey et al., 2008; Viscarra Rossel and Behrens, 2010) . The increasing use of VNIR in soil science over the last 20 yr is also attributed to recent advances in computation instrument manufacturing, developments in multivariate statistics (chemometrics), and the greater number of potential applications in agriculture and soil science (Brown et al., 2006; Guerrero et al., 2010) .
There is a good deal of research literature focused on developing VNIR-based modes to predict SOC (Brown et al., 2006; Dunn et al., 2002; Minasny and McBratney, 2008; Vasques et al., 2010; Reeves et al., 2002; Sankey et al., 2008; Viscarra Rossel and Behrens, 2010) . Many recent papers investigated the effect of using different multivariate techniques and different spectra preprocessing methods on the prediction accuracy of models. For instance, Viscarra Rossel and Behrens (2010) compared the performance of several multivariate techniques to calibrate VNIR models for SOC, clay content, and pH prediction. The authors found the support vector machines multivariate technique to produce the best prediction for all three soil properties evaluated. Vasques et al. (2008) focused on combining multivariate techniques and spectra preprocessing methods to predict SOC for soils from the north-central region of Florida. They found the best SOC predictions by combining partial least-squared regression (PLSR) multivariate technique with Norris gap derivative preprocessing method. There is still no consensus regarding the most successful multivariate technique and spectra preprocessing due to the great variety of options and the conflicting findings across studies.
The VNIR-based SOC prediction models are typically developed using a relatively simple, straight-forward, and linear or one-time process that includes the following steps: soil samples are collected; samples are submitted to standard lab methods (e.g., dry combustion) and VNIR scan reading; database is compiled; database is split in calibration and validation sets; different models are developed from the calibration set; models are validated with validation set; models are recommended based on prediction metric parameters. All of the research previously mentioned follows these steps. However, to our knowledge, the literature is lacking an example of iterative model development where models are submitted to additional validation rounds with new independent samples or where models are updated with new samples so it could cover a broader range of samples. These additional steps in VNIR-based model development will result in more robust analysis and recommendation of developed models that can be used in ongoing studies and production analysis environments.
The objectives of the present study were to (i) evaluate the effect of different multivariate techniques and spectra preprocessing methods on the performance of VNIR-based models developed to predict SOC, (ii) evaluate the effect of subsetting complete datasets to improve the prediction accuracy of models, and (iii) present a systematic iterative prediction model development and update process.
MATERIALS AND METHODS

Soil Samples
Soil samples were gathered from the USDA-NRCS National Soil Survey Center (NSSC) Soil Survey Laboratory (SSL). The data are stored in the National Cooperative Soil Survey-SSL characterization database [http://soils.usda.gov/ survey/nscd/ (accessed 27 Sept. 2011)]. All queried samples had SOC and VNIR data and different degrees of completeness regarding horizon designation and texture data. Soil organic C was determined by dry combustion (total C) for samples without carbonates and by the difference between total C and inorganic C (pressure calcimeter method) for samples with carbonates present (Soil Survey Staff, 2004 ). All pedons were described according to Schoeneberger et al. (2002) . Horizon designation was limited to the master horizons A, E, B, and C. Transitions horizons were generally pooled with the first described master horizon due to the usual predominance of characteristics of the first described master horizon (e.g., A-E and AE horizon were considered A). Soil texture [determined by the pipet method according to SSL protocols (Soil Survey Staff, 2004) ] was described by the 12 classes in the USDA textural triangle (Schoeneberger et al., 2002) .
Dataset-1
Beginning in 2009, all soil samples arriving in the NSSC were scanned with VINR spectrometer (details below) as an initiative to build the U.S. soil spectra library. The first set of samples used for modeling was compiled on 18 May 2011 and contained 428 pedons (3053 mineral horizons) representing 30 states of the United States and the territories of Northern Mariana Islands and Puerto Rico. Samples without horizon designation and texture data were removed from the dataset since these two soil properties were used to help subsetting (grouping) samples. Thus, a total of 2043 samples with SOC content range of 0.0 to 36.2% were used in the initial development of VNIRbased models to predict SOC. In this paper, Dataset-1 refers to these 2043 selected samples.
Dataset-2
The second set of samples, Dataset-2, was compiled on 2 Feb. 2012 to independently revalidate models developed with Dataset-1. Therefore, it consisted of all samples scanned from the initial scanning date in the year of 2009 until the accessed date, except the original 2043 samples of Dataset-1. This included new samples that were scanned as they were processed in the center and some randomly selected archive pedons that dated back to the year 2006. Archive samples were scanned to boost the sample size of the spectra library. Dataset-2 had a total of 6581 samples (mineral horizons) with SOC content ranging from 0.0 to 63.5%. Out of the 6581 samples in Dataset-2, 2983 samples had horizon designation, texture, and spectra data that allowed it to be assigned to the clusters created with Dataset-1 (details below).
Dataset-3
The third set of sample data consisted of all samples with SOC and VNIR data collected by the NSSC-SSL until 2 Feb. 2012. It is Dataset-1 and 2 combined together. Dataset-3 had 2039 pedons (8624 mineral horizons) representing the 50 states of the United States and the territories of Northern Mariana Islands and Puerto Rico. Soil organic C content ranged from 0.0 to 63.5%. Dataset-3 was used to update promising models identified with Dataset-1 and 2 separately.
Subsetting Datasets
Two clustering methods were implemented for subsetting complete datasets: agglomerative hierarchical clustering and K-medoids. The basic tool of hierarchical clustering is a measure of the dissimilarity or proximity (i.e., distance) of one item (e.g., soil sample) relative to another item so that items within a cluster are more similar than items between clusters (Izenman, 2008) . This assumes that clusters contain subclusters (i.e., structure). In this case, the Ward's minimum variance method was used to calculate the distance. K-medoids is a nonhierarchical or partitioning clustering method that searches for K representative objects (medoids) among the items in the data set, and a dissimilaritybased distance is used instead of Euclidean distance commonly employed in hierarchical clustering (Izenman, 2008) .
For both clustering methods, soil samples were grouped as function of horizon designation, texture, and VNIR spectra (350-2500 nm). Before any cluster analysis, Savitzky-Golay first derivative was applied on the VNIR spectra to correct for any baseline drift effect. The variables were then standardized so that all properties exert a similar effect of the clustering procedure regardless of variability (Izenman, 2008) . The number of clusters was initially set to three. This number was then increased and decreased in the attempt to find the most appropriate number based on derived-model performances. Hierarchical clustering and K-medoids were implemented with "hclust" and "pam" functions, respectively, in R (R Development Core Team, 2011). A classification tree was developed with "randomForest" in R (R Development Core Team, 2011) to assign new samples to the existing clusters using horizon designation, texture, and spectra.
Visible and Near-infrared Spectroscopy and Spectra Preprocessing
The VNIR diffuse reflectance spectra were measured on air-dry samples passed through a 2-mm sieve using the LabSpec 2500 spectrometer (Analytical Spectral Devices, Boulder, CO) with a spectral range of 350 to 2500 nm, acquired at 1 nm increments. Each sample was scanned once with an internal average of 100 readings. Soils were scanned from below using a Muglight (Analytical Spectral Devices, Boulder, CO). Spectralon (LabSphere, North Sutton, NH) was used as white reference once every 15 min.
The VNIR spectrum is subject to nonconstituent-related interferences (e.g., light scattering, light path-length, spectrum baseline drift) that decrease the signal-to-noise ratio. These interferences can be removed or at least minimized by applying preprocessing treatments (methods) on the spectrum (Duckworth, 2004; Heise and Winzen, 2002) . Derivatives are known to correct baseline effects and enhance visual resolution, with the Savitzky-Golay method as one of the better algorithms to apply it (Duckworth, 2004) . Thus, in addition to raw reflectance spectra, VNIR-based models were developed using spectra preprocessed to increase the signal-to-noise ratio with first and second derivatives through the Savitzky-Golay method. SavitzkyGolay derivatives were applied with a third-order polynomial across smoothing segments of 11 and 21 nm. Additionally, noise and artifact bands, which are intrinsic to the spectrometer, were removed from preprocessed spectra. This was referred to as clipped spectra (CS). Noise bands were those located at 350 to 419 and 2491 to 2500 nm while artifact bands were those at 997 to 1004 and 1827 to 1834 nm. Artifact bands are around the spectra-range edge of the three detectors built-in the spectrometer. Thus, clipped spectra consisted of the bands at 420 to 996, 1005 to 1826, and 1835 to 2490 nm. Therefore, reflectance spectra were subject to the preprocessing treatments presented in Table 1 . Savitzky-Golay derivatives were implemented with "sgolayfilt" function in R (R Development Core Team, 2011).
Multivariate Techniques for Modeling Soil Organic Carbon
Two multivariate techniques were used to model SOC as a function of the VNIR spectra: PLSR and random forest (RF). The PLSR and RF models were developed with "plsr" and "randomForest" functions, respectively, in R (R Development Core Team, 2011).
Partial least-squared regression was developed by Wold et al. (1983) and has become a popular chemometrics technique for quantitative analysis of diffusive reflectance spectra (Viscarra Rossel and Behrens, 2010) . It is similar to principal component regression (PCR), as both employ statistical rotations to overcome high-dimensionality and multicollinearity. However, in PLSR the X and Y variables are rotated relative to the response Table 1 . Preprocessing treatments applied on reflectance spectra.
Abbreviation Description
Raw Raw reflectance spectra without any preprocessing treatment First/11
Savitzky-Golay first derivative across smoothing segment of 11 nm First/11/CS Savitzky-Golay first derivative across smoothing segment of 11 nm on clipped spectra
First/21 Savitzky-Golay first derivative across smoothing segment of 21 nm First/21/CS Savitzky-Golay first derivative across smoothing segment of 21 nm on clipped spectra Second/11 Savitzky-Golay second derivative across smoothing segment of 11 nm Second/11/CS Savitzky-Golay second derivative across smoothing segment of 11 nm on clipped spectra Second/21 Savitzky-Golay second derivative across smoothing segment of 21 nm Second/21/CS Savitzky-Golay second derivative across smoothing segment of 21 nm on clipped spectra variables to maximize predictive power (Wold et al., 2001) . Partial least-squared regression models were developed using 10-fold cross-validation on the calibration set, and the optimum number of principal components (PCs) was chosen based on the minimum root mean squared error of cross-validation, up to a maximum of 25 PCs.
Random forest, a tree-based algorithm developed by Breiman (2001) , is a distribution-free method that has gained popularity in a variety of fields (Izenman, 2008) . The goal of RF is to obtain stable predictors (regressors) and, hence, robust models by applying bootstrap aggregating (bagging) and random input selection. The bagging process draws, with replacement, random and independent samples from the calibration set to grow every tree in the forest (Breiman, 1996) . Random input selection randomly selects a subset of variables to determine the best split at each node in the tree (Ho, 1998) . Some advantages of RF are suitability for databases with more variables than observations, robustness to noise and irrelevant features, does not overfit, ability to handle a mix of categorical and continuous variables, and little need to fine-tune parameters to achieve good performance (Izenman, 2008; Díaz-Uriarte and Andrés, 2006) . The number of trees in the forest was set to 1500 in developing models with Dataset-1. However, it was set to 500 and 1000 trees in developing models with Dataset-3 due to the fact that the large sample size increased computational requirements. To reduce bias, the trees were always grown to the maximum possible with no pruning.
Thus, 18 VNIR-based models were developed to predict SOC using the combination of multivariate techniques and spectra preprocessing treatments. As mentioned above, these models were initially developed with Dataset-1, and revalidated and updated with Dataset-2 and 3, respectively. When developing models, datasets were each randomly divided in 70% calibration set and 30% validation set. The prediction quality of models was evaluated by the following validation parameters: prediction R 2 , Eq. [1]; RMSPE, Eq. [2]; and RPD (Williams, 1987) , Eq.
[3]. These are defined as
where ŷ is the predicted value; y is the mean of the observed values; y is the observed value; n is the number of observations with i = 1, 2, …, n; and SD VAL is the standard deviation of the validation set.
RESULTS AND DISCUSSION
Initial Model Development with Dataset-1
Descriptive statistics of SOC content for the 2043 samples of Dataset-1 are shown in Table 2 . All datasets (Dataset-1 and Cluster 1, 2, and 3) were positively skewed and with kurtosis values greater than zero indicating a non-normal distribution of SOC data. Soil organic C content ranged from 0.0 to 36.2% in Dataset-1 and from 0.0 to 36.2, 0.0 to 11.5, and 0.0 to 8.8% in Cluster 1, Cluster 2, and Cluster 3, respectively.
For the complete Dataset-1, validation results indicate a consistently better performance of RF models compared to PLSR models for each of the nine tested preprocessing treatments (Table 3) . For instance, the RMSPE for PLSR and RF models ranged from 2.466 to 2.521 and 1.316 to 2.247%, respectively. Partial least-squared regression is a parametric algorithm developed to model linear relationships between Y and stronglycorrelated X variables and relies on the assumption that data (e.g., SOC content) has normal (Gaussian) distribution (Wold et al., 2001). Thus, the poor performance of PLSR models can be explained by the nonlinear relationship between VNIR reflectance and soil properties (Clark, 1999) , and the non-normal distribution of SOC in the dataset (Table 2) . It is commonly advised to apply a proper transformation (e.g., logarithmic) to the data so statistical assumptions can be met (Sakia, 1992) ; however, when back-transformed to original units, the relationship between predicted and observed values is distorted. Vasques et al. (2010) found that the back-transformation of logarithmic transformed SOC value to the original unit (%) reduced the quality of PLSR models to the extent that extreme values were greatly under or overestimated. The same was observed in the present study (data not shown). On the other hand, RF is a nonparametric (distribution-free) algorithm that can be used even if typical statistical analysis assumptions are violated. Chang et al. (2001) created categories based on RPD values to distinguish the ability of VNIR-based models to predict soil properties. Models with RPD values >2.0 were considered stable and accurate; models with RPD values between 1.4 and 2.0 were considered suitable for further work; models with RPD < 1.4 were considered not reliable for prediction. For the complete Dataset-1, all PLSR models had RPD < 1.4 and would be considered of poor predictive capacity. On the other hand, for RF models, only the model derived from raw data (RF/Raw) had RPD < 2.0; which was still greater than the RPD for the comparative PLSR model (PLSR/Raw). Among the 18 models, the best model was obtained by using the RF algorithm with Second/21/ CS preprocessing treatment (RF/Second/21/CS) ( Table 3) . It is commonly found that applying preprocessing treatments on the spectra improves the accuracy of the VNIR models. Dunn et al. (2002) reported improvement in their models by using first and second derivatives while Kooistra et al. (2001) found better results with untransformed (raw) reflectance data. Vasques et al. (2009) suggested that the best preprocessing treatment associated with a multivariate technique varies with SOC fraction (e.g., total organic C, recalcitrant organic C).
Subsetting Dataset-1 was attempted to improve the prediction performance of VNIR-based models. It was expected that the greater similarity of samples within clusters compared to samples between clusters would result in more accurate cluster models than complete Dataset-1 models. Initially, both hierarchical clustering and K-medoid methods were used to create three clusters. This number was then decreased to two and increased up to five clusters. Increasing or decreasing the number of clusters from the initial three clusters did not improve the model's performance (data not shown). Thus, the final number of clusters was maintained at three. Clusters obtained with hierarchical clustering were chosen over those obtained with K-medoids due to their consistently better performance (data not shown). Using hierarchical clustering method, the sample size of Cluster 1, 2, and 3 was of 930, 764, and 349 samples, respectively (Fig. 1) .
As with the complete Dataset-1, validation results of Cluster 1 and 2 indicate that RF models were more accurate than PLSR models (Table 3 ). For both Cluster 1 and 2 the best model was obtained by using RF algorithm with First/21 preprocessing treatment (RF/First/21). Conversely, PLSR models tended to be more accurate than RF models for Cluster 3 with the best model being PLSR algorithm with First/11 preprocessing treatment Table 3 . Validation results of 18 visible and near-infrared-based models developed to predict soil organic C. Each model was developed and validated with the complete Dataset-1 (2043 samples) and its derived cluster datasets. (PLSR/First/11) ( Table 3 ). The better performance of RF models over PLSR models for Cluster 1 and 2 datasets is likely related to the non-normal distribution of SOC data in these two clusters (Table 2) . Conversely, the improved performance of PLSR models for Cluster 3 dataset is related to the closer approximation to the normal distribution of SOC values in this dataset compared to Cluster 1 and 2 ( Table 2 ). The RMSPE of the best model for Cluster 1, 2, and 3 were 1.386, 0.469, and 0.400%, respectively. It is worthwhile to notice that the SOC content range of 0.0 to 36.2% for both complete Dataset-1 and Cluster 1 (Table 2 ) resulted in models with validation RMSPE ranges of 1.316 to 2.521 and 1.386 to 3.485%, respectively (Table 3 ). In comparison, the SOC content range of 0.0 to 11.5 and 0.0 to 8.8% for Cluster 2 and 3, respectively, resulted in reduced RMSPE for models derived from these datasets (0.469-0.838 and 0.400-0.824%, respectively), indicating that RMSPE is database-range dependent. This observation brings into question the appropriateness of using RMSPE alone to compare the accuracies of models derived from datasets with markedly different ranges of the property (variable) being modeled (e.g., SOC). In such cases, the use of R 2 and RPD becomes important for evaluating prediction performance. The best model in Cluster 1 (RF/First/21), 2 (RF/First/21), and 3 (PLSR/First/11) had RPD of 2.74, 2.04, and 2.67, respectively, placing them in the category considered stable and accurate to predict SOC (Chang et al., 2001) .
Additional Model Validation with Database 2
The results presented for Dataset-1 (Initial Model Development with Dataset-1) are the result of a basic three step process that is common for chemometrics modeling in soil science: (i) a dataset is acquired and split into calibration and validation sets, (ii) models are developed using the calibration set, and (iii) models are validated with the validation set. The literature is lacking examples of models being validated in additional steps with new and independent datasets that could create a more robust recommendation of models to be used.
Descriptive statistics of Dataset-2 and its variants are presented in Table 4 . Dataset-2 was prepared with the same preprocessing treatments as the initial Dataset-1. When SOC was predicted for the 6581 samples in Dataset-2, none of previously developed models were successful. For instance, the models RF/ Second/21 and RF/Second/21/CS (top two models based on Dataset-1 results) predicted SOC for Dataset-2 samples with R 2 , RMSPE, and RPD ranging from 0.78 to 0.79, 6.408 to 6.481%, and 1.60 to 1.62, respectively. Both models presented extremely high RMSPE and RPD < 2.0, indicating poor prediction performance. The remaining models presented similar or worse results (data not shown). The performance of models RF/Second/21 and RF/Second/21/CS in predicting SOC content for Dataset-2 samples can be visualized in Fig. 2 . Prediction values showed a clear pattern where SOC predictions level-off at about 20% SOC while observed values increase beyond 36% SOC. This upper limit of prediction is close to the upper range limit of SOC content in the calibration set (Table 2) . Therefore, it is clear that predicting SOC for samples with SOC content above the upper range limit of the calibration set (36.2%) resulted in extrapolation and, hence, poor performance of the models.
To limit the range of predictions and avoid extrapolation, Dataset-2 was queried for samples with measured SOC content £36.2%. This resulted in a dataset with 6345 samples. This dataset was named as Dataset-2.1. Prediction results of Dataset-2.1 with complete dataset models are shown in and Dataset-2.1 highlights the importance to revalidate VNIR-based prediction models with new independent samples to create robust model development and recommendation. The best model based on Dataset-1 results predicted SOC for Dataset-2.1 samples with R 2 , RMSPE, and RPD of 0.69, 3.055%, and 1.73, respectively (Table  5 ). The lack of robustness of these models is related to the fact that Dataset-2.1 had a more diverse set of samples than the calibration set used to develop the modes. As with Dataset-1, prediction results of Dataset-2.1 were better with RF models than with PLSR models. Figure 3 illustrates the performance of the best RF (First/21) and PLSR (First/11/CS) model in predicting SOC for the 6345 samples in Dataset-2.1. Both models resulted in dispersed prediction values, but the tendency of the PLSR models to give negative predictions for samples with low SOC content and levelingoff of predictions for samples with observed SOC content >10% defined the worse performance of PLSR models. Again, the better performance of RF models compared to PLSR model in predicting SOC of Dataset-2.1 samples is related to the non-normal distribution of SOC values in Dataset-2.1 (Table 4) . Dataset-2 included 2983 samples with both horizon designation and texture data that could be analyzed using the cluster models. We will refer to this dataset as Dataset-2.2. The descriptive statistics of the 2983 samples in Dataset-2.2 and in its assigned clusters are presented in Table 4 . Once again, complete dataset RF models outperformed PLSR models, and all models were of poor prediction quality (RPD < 1.4) ( Table 6 ). To avoid extrapolation, the Cluster 2 dataset had four samples with SOC content >11.5% removed from the database and Cluster Dataset-3 had three samples with SOC content >8.8% removed. Cluster models also had unsatisfactory results with all Cluster 1 and 2 models having RPD < 1.4 (Table 6 ). Cluster 3 had five models with RPD between 1.4 and 2.0 and the remaining models with RPD < 1.4 (Table 6 ). The low prediction quality of these models is related to the lack of representation in the calibration set. This observation stresses the need to continuously update models with diverse samples so variability coverage is increased and prediction accuracy can be improved. The performance of the best complete dataset and cluster models in predicting the 2983 samples of Dataset-2.2 is shown in Fig. 4 . It is noticeable that samples assigned to Cluster 1 are responsible for the greatest degree of dispersion followed by Cluster 2.
Evaluating cluster model predictions individually does not allow us to assess the accuracy of these models compared to the complete dataset models. Thus, we combined the predictions of the best cluster models to better compare them to the best complete dataset model prediction. To facilitate this comparison, the samples that were removed from Cluster 2 and 3 to avoid extrapolation were also removed from Dataset-2.2. This approach gave a slightly better prediction for the combined clusters since it had R 2 , RMSPE, and RPD of 0.51, 1.242%, and 1.33, respectively, while the RF/First/21 complete dataset model had R 2 , RMSPE, and RPD of 0.46, 1.358%, and 1.21, respectively (Fig.  5) . However, the combined cluster prediction still had RPD < 1.4 and did not present a noticeable superior prediction performance compared to the complete dataset model. These findings Table 5 . Validation results of 18 visible and near-infraredbased models developed with Dataset-1 (2043 samples) and used to predict soil organic C (SOC) for Dataset-2.1 that consisted of 6345 independent samples with observed SOC ranging from 0.0 to 36.2%. support previous conclusions that subsetting datasets does not necessarily improve model performance. Vasques et al. (2010) grouped soil samples by soil orders and observed that just two out of seven soil orders promoted improved predictions based on RPD values when compared to the complete dataset model prediction. Based on relative error, Minasny and McBratney (2008) found that deriving models from defined ranges of total C content (e.g., 0-1%) decreased model accuracy.
Models Update with Dataset-3
We used Dataset-3 to update the models and expand their range of accurate predictions. This consisted of recalibrating the best models found in the previous steps with the larger and more diverse Dataset-3. Based on our initial findings, we used only RF complete dataset models with preprocessed (not raw) spectra. Models were developed with 500 and 1000 trees in the forest. In this case, models developed with 500 trees in the forest had better validation results compared to 1000 trees, and these are reported in Table 7 . These findings agree with Brown et al. (2006) who reported that, in general, increasing the number of trees in a model almost always improves cross-validation statistics but not necessarily validation statistics and increases computational requirements.
Cross-validation and validation results of the eight updated models are in Table 7 . Among the top four updated models, two had reflectance spectra preprocessed with Savitzky-Golay first derivative and two with Savitzky-Golay second derivative, but all had a smoothing segment of 21 nm. The greater spectra smoothing brought by the 21 nm smoothing segment was more effective in increasing the signal-to-noise ratio compared to the 
Model
Complete 11 nm smoothing segment. The four top models had similar performances with a slightly better performance for first derivative models compared to second derivative models. Between the models developed with spectra treated with first derivate across smoothing segment of 21 nm, the one with clipped spectra (RF/First/21/ CS) had better performance. In fact, the majority of updated models in Table 7 that were developed with clipped spectra performed better than their counter partners without clipped spectra, proving the efficiency of clipped spectra in removing noise. On average, RMSPE of updated models increased 36% compared to Dataset-1 results (Table 3 and 6) likely due to the increased validation set size of Dataset-3 over Dataset-1. Nevertheless, the standardized parameter RPD increased 43% for the updated models representing a real improvement in prediction performance. The performance of the top four updated models can be visualized in Fig. 6 . Notice that all models had the regression lines following close to the 1:1 relationship and that the dispersion of predicted SOC values increased for observed SOC values >10%. Increasing the number of pedons in the dataset with SOC content >10% would likely further improve the algorithm's learning process and, hence, predictions. Thus, further efforts will focus on including pedons with high SOC content in the dataset for future update rounds of prediction models.
CONCLUSIONS
The RF multivariate technique consistently resulted in more accurate VNIR-based models for predicting SOC than PLSR. The nonnormal distribution of SOC data caused the nonparametric RF models to outperform the parametric PLSR models. Preprocessing spectra with Savitzky-Golay first derivative across smoothing segment of 21 nm tended to produce better predic- tions than raw data. This was further improved by clipping out noise bands from the spectra.
Collecting and evaluating data in three separate sets allowed models to be revalidated and updated with new independent samples. This was quite valuable since it tested the robustness of the models for a wider range of SOC values. The revalidation process also indicated that subsetting data through cluster analysis was not worthwhile since the small improvement found did not compensate for the time and computing resources needed for this more laborious procedure.
The updated RF models presented satisfactory validation results with R 2 , RMSPE, and RPD ranging from 0.93 to 0.95, 2.062 to 2.501%, and 3.62 to 4.39, respectively. Developed with a dataset of 2039 pedons (8624 mineral horizons) from the 50 states of the United Stated, these models cover significant variability of U.S. soils and environments, and should perform better than nonupdated RF models in predicting SOC for new independent samples. Additional revalidation and update of these models should be done at regular intervals as new samples are added to the database. This continuous process will provide the most robust models possible to final users. Table 7 . Cross-validation and validation results of eight visible and near-infrared-based models developed to predict soil organic C (SOC). Calibration and validation sets had 6033 and 2580 samples, respectively, with observed SOC ranging from 0.0 to 63.5 and 0.0 to 63.3%, respectively. 
Cross-validation Validation
