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NECK ANALYSIS OF EXTRINSIC POLYHARMONIC MAPS
WANJUN AI AND HAO YIN
ABSTRACT. We prove the energy identity and the no neck property for a sequence of
smooth extrinsic polyharmonic maps with bounded total energy.
1. INTRODUCTION
Suppose that Ω is a smooth domain in Rn and that N is a smooth compact subman-
ifold in RK . For aW 2m,2-map u from Ω to N , consider the (total) energy
E(u; Ω) = 1
2
∫
Ω
|∇mu|2,
where∇ is the usual derivative of a function defined onΩ. E(u; Ω) is called the extrinsic
m-polyenergy, since it depends on the particular embedding of N in RK .
The critical points of E(u; Ω) are called extrinsic polyharmonic maps. They are natural
generalizations of harmonic maps, which have been extensively studied in the past
decades. We expect many results in the theory of harmonic maps generalize to the
case of polyharmonic maps, as confirmed by the study of biharmonic maps, which is
a special case (m = 2) of polyharmonic maps. Of course, the main challenge is that the
Euler-Lagrange equation is now an elliptic system of higher order.
Above the critical dimension (n > 2m), the regularity problem for general polyhar-
monic map (m > 2) is even harder than the biharmonic map case, due to the lack
of a monotonicity formula. Nothing is known except the result of Angelsberg and
Pumberger [2] which requires an assumption stronger than the energy bound. In this
paper, we restrict ourselves to the critical dimension and assume n = 2m.
In the critical dimension, following the celebrated work of He´lein [9], we expect the
weak solution to be smooth. In the biharmonic map case (m = 2), this is confirmed
by Chang, Wang and Yang [3] when the target manifold is sphere (see also [25]) and
by Wang [27] for general target manifold. For general (extrinsic) polyharmonic maps,
Goldstein, Strzelecki and Zatorska-Goldstein [8] proved that a weakly polyharmonic
map into sphere is smooth. For general target manifold, Moser [17] obtained the same
result for energy minimizers using a flow method. It is completely solved in full gen-
erality by Gastel and Scheven [6]. Hence, in the critical dimension, any weakly poly-
harmonic map is smooth.
In this paper, we are interested in the compactness of a sequence of extrinsic and
smooth polyharmonic maps with uniformly bounded energy. More precisely, let ui :
B → N be such a sequence with
E(ui) := E(ui;B) ≤ Λ <∞
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where B is the unit ball in R2m. Since n = 2m is the critical dimension, there is an ε-
regularity theorem (see Theorem A.1) which allows us to study the compactness and
the blow-up of the sequence just as in the theory of harmonic maps in dimension 2
and biharmonic maps in dimension 4. Since the multi-bubble analysis is by now very
standard (see [4] or [18]), we study only the single bubble case, i.e.
• ui converges locally smoothly on B¯ \ {0} to a polyharmonic map u∞;
• there is a sequence λi → 0 such that
vi(x) = ui(λix)
converges in C∞loc(R
2m) to a polyharmonic map ω;
• ω is the unique bubble.
For any small δ > 0 and large R > 0, the behavior of ui on the neck domain Bδ \BλiR
is not a priori known by the above assumption. The study of ui in this domain is usually
called the neck analysis and consists of (at least) the following well known questions:
(Q1) Is it true that
lim
δ→0
lim
R→∞
lim
i→∞
∫
Bδ\BλiR
|∇mui|2 + |∇ui|2m = 0?
An affirmative answer, which is known as the energy identity or energy quantiz-
ation, would imply that there is no energy loss in the neck domain, i.e.,
lim
i→∞
E(ui;B) = E(u∞;B) + E(ω;R
2m), (1.1)
where
E(u; Ω) =
∫
Ω
|∇mu|2 + |∇u|2m.
(Q2) Is it true that
lim
δ→0
lim
R→∞
lim
i→∞
oscBδ\BλiR ui = 0? (1.2)
An affirmative answer, which is usually called the no neck property, means that
the image of u∞ touches the image of ω.
These questions have been studied extensively for harmonic maps and biharmonic
maps. We refer to [4, 12, 18, 19, 26] for harmonic maps and [11, 14, 16, 28, 30, 31] for
biharmonic maps.
The main result of this paper is to confirm that the energy identity and the no neck
property hold for the above mentioned sequence.
Theorem 1.1. Suppose that {ui} is a sequence of smooth (extrinsic) m-polyharmonic maps
defined on B ⊂ R2m and that E(ui) ≤ Λ for some uniform constant Λ > 0. Assume that ui
converges locally smoothly onB\{0} to u∞ and that there is λi → 0 such that vi(x): = ui(λix)
converges locally smoothly on R2m to ω. If ω is the only bubble, then (1.1) and (1.2) holds.
An easy corollary of Theorem 1.1 would be
Corollary 1.2. For u∞ and ω as above, both limits
lim
|x|→0
u∞ and lim
|x|→∞
ω
exists.
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Corollary 1.2 is an obvious consequence of the removable of singularity theorem,
which is proved first by [22] in the harmonic map case and is obtained as a con-
sequence of the regularity of weak solution in the critical dimension for biharmonic
maps in [27]. Notice that the regularity of weak solution of polyharmonic maps in the
critical dimension is obtain by [6], hence a removable of singularity theorem should
be a corollary of it. We also note that the argument in Section 6 of [16] can be used to
give another proof of removable of singularity theorem for polyharmonic maps as the
authors did for biharmonic maps.
The proof of Theorem 1.1 follows the general framework in [16], which was in turn
motivated by the original idea of [22] and [20]. As is well known by now, the main
challenge of the neck analysis is that the length of the neck, or equivalently, the ratio
δ/(λiR), is out of control. The proof consists of two parts. The idea of the first part is to
compare the map on the neck domain (using the cylinder coordinates) with its aver-
age on the spheres and notice that the difference is some approximatem-polyharmonic
function, for which a three-circle lemma holds. This lemma then implies that the en-
ergy of ui involving (at least one) derivatives along the spherical direction decays ex-
ponentially along the neck (see (2.9)) so that when we do integration on the neck, the
length of it does not matter. The second part is some far reaching generalization of the
classical Pohozaev identity, which was introduced to the study of the neck analysis of
harmonic maps, by [15].
While many arguments in [16] generalizes without much effort to the case of poly-
harmonic maps, the two most important ingredients in the argument, namely, the
three-circle lemma and the Pohozaev type argument needs completely different proofs.
It turns out that the generalization from m = 2 (the biharmonic map case) to m > 2
exploits some fine structure of the operator ∆m. In particular, we obtain the follow-
ing three-circle lemma for m-polyharmonic function, which is new to the best of our
knowledge.
Theorem 1.3 (Lemma 2.1). Let B be the unit ball in R2m. There exists some constant L
depending only on m, such that for any nonzero smooth function u on B \ {0} satisfying
∆mu = 0 on B \ {0}
and ∫
∂Bρ
u = 0, ∀ρ ∈ (0, 1),
the following three-circle property holds: for each i ∈ Z+,
2Fi(u) < e
−L (Fi−1(u) + Fi+1(u)) ,
where
Fi(u) =
∫
Ai
u2
|x|2mdx and Ai = Be−(i−1)L \Be−iL.
The special case m = 2 is proved in [16]. However, the proof there is by brutal force
and hence not instructive. Here we emphasize that this three-circle lemma is related
to the weak orthogonality of a basis of polyharmonic functions on annular domains.
The paper is organized as follows. In Section 2, we follow the proof of [16] to give an
outline of the proof of Theorem 1.1 and state a few results which generalizes to them-
polyharmonic maps trivially. It shall be clear by the end of that section that the proof
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of Theorem 1.1 is complete except for the three circle Lemma 2.1, which we prove in
Section 3, and the Pohozaev type argument, which we give in Section 4.
2. A FRAMEWORK OF NECK ANALYSIS
Suppose {ui} is the sequence in Theorem 1.1. SinceN is compact, {ui} are uniformly
bounded. Together with the uniform bound of E(ui), it implies by interpolation and
Sobolev embeddingWm,2 →֒ W 1,2m that
E(ui): =
∫
B
|∇mui|2 + |∇ui|2m
is also uniformly bounded so that the ε-regularity theorem (see Theorem A.1) can be
applied.
By the assumption of Theorem 1.1, ω is the only bubble and hence by an argument
in [4], we have that: for any ε > 0, there exist small δ > 0 and large R > 0 such that
lim sup
i→∞
∫
B2ρ\Bρ/2
|∇mui|2 + |∇ui|2m < ε (2.1)
for any ρ ∈ (2λiR, δ/2). For sufficiently small ε and any fixed ρ as above, by setting
v(x) = ui(ρx) and applying Theorem A.1 to v as a map defined onB2 \B1/2, we obtain,
for any l ∈ N,
max
∂Bρ
ρl
∣∣∇lui∣∣ ≤ Cε1/(2m). (2.2)
The estimate (2.2) is at the borderline of being able to answer (Q1) and (Q2) and
what we need is just any slight improvement of (2.2). More precisely, Theorem 1.1
follows from
Claim 1. There exists some σ > 0 such that
max
∂Bρ
ρl
∣∣∇lui∣∣ ≤ C(σ, l)ε1/(2m)
((
δ
ρ
)−σ
+
(
ρ
λiR
)−σ)
(2.3)
for ρ ∈ (2λiR, δ/2) and l ∈ N.
Remark. Claim 1 remains equivalent if we replace the left hand side of (2.3) by
max
∂Bρ
ρl−1
∣∣∇l−1(ρ∇)ui∣∣ .
To see this, we need to show that the following two quantities
max
l=1,...,l0
max
∂Bρ
ρl
∣∣∇lu∣∣
and
max
l=1,...,l0
max
∂Bρ
ρl−1
∣∣∇l−1(ρ∇)u∣∣ .
can bound each other up to some constant,
While this is trivial for l0 = 1, the general case is proved by induction and the proof, which
can be simplified by scaling ∂Bρ to ∂B1, is omitted.
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2.1. The radial-tangential decomposition. As usual, wewould like to decompose the
energy into the radial part and the tangent (to the sphere) part. For example, in the
harmonic map case (in dimension two), we have
|∇u|2 = |∂ρu|2 +
∣∣ρ−1∂θu∣∣2 .
However, in the polyharmonic map case, an analog of the above equation is not ob-
vious due to two reasons: first, the tangent derivative (form > 1) can not be expressed
easily by partial derivatives as ∂θ does in the case of S
1, and second, the energy in-
volves higher order derivatives instead of just the gradient.
To solve this problem, recall that S2m−1 is the homogeneous space SO(2m)/SO(2m−
1). Let {αk}m(2m−1)k=1 be an orthonormal basis of the Lie algebra so(2m), which induces
Killing fields {Xk}m(2m−1)k=1 on S2m−1. By [10, Lemma 2], there exist m(2m − 1) smooth
vector fields Y1, · · · , Ym(2m−1) on S2m−1 such that for any y ∈ S2m−1 and any tangent
vector V ∈ TyS2m−1, we have
V =
m(2m−1)∑
k=1
〈V,Xk(y)〉S2m−1 Yk(y).
Next, we extend the above construction to R2m \ {0}. For that purpose, we identify
S2m−1 with ∂B1, the boundary of the unit ball, and notice that there is a natural dif-
feomorphism between ∂B1 and ∂Bρ for all ρ 6= 0, which we call Ψρ. By using Ψρ, Xk
and Yk are extended to be vector fields on R
2m \ {0}, which are tangent to ∂B|x| at
x ∈ R \ {0}. With these definitions and noticing the fact that Ψρ pulls back the inner
product on ∂B1 to be
1
ρ2
〈·, ·〉∂Bρ ,
we have
V =
m(2m−1)∑
k=1
1
|x|2 〈V,Xk(x)〉 Yk(x),
for any x ∈ R2m \ {0} and V ∈ Tx(∂B|x|). Here we have omitted the subscript of the
inner product, because the inner product of ∂Bρ is induced from that of R
2m and we
now take every vector as living in R2m.
Finally, by adding the radial component, we arrive at the decomposition formula:
V = 〈V, ∂ρ〉 ∂ρ +
m(2m−1)∑
k=1
1
|x|2 〈V,Xk(x)〉 Yk(x) (2.4)
for all V ∈ R2m and x ∈ R2m \ {0}. In particular, if we let V = ∇ui and multiply both
sides of (2.4) by |x| = ρ, we find
ρ∇ui = (ρ∂ρu)∂ρ +
m(2m−1)∑
k=1
(Xkui)
Yk
ρ
. (2.5)
As vectors in R2m, ∂ρ(x) and
Yk
ρ
(x) is independent of |x|, which implies that for any
l ≥ 0, there is a constant Cl such that
max
∂Bρ
∣∣ρl∇l(∂ρ)∣∣ ≤ Cl, max
∂Bρ
∣∣∣∣ρl∇l
(
Yk
ρ
)∣∣∣∣ ≤ Cl. (2.6)
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By (2.6) and the remark after Claim 1, we can take ρl−1∇l−1 on both sides of (2.5) to
see that Claim 1 (and hence Theorem 1.1) is a consequence of
Claim 2. There exists some σ > 0 such that for any l ∈ N and ρ ∈ (2λiR, δ/2),
max
k=1,...,m(2m−1)
max
∂Bρ
ρl
∣∣∇l(Xkui)∣∣ ≤ C(σ, l)ε1/(2m)
((
δ
ρ
)−σ
+
(
ρ
λiR
)−σ)
(2.7)
and
max
∂Bρ
ρl
∣∣∇l(ρ∂ρui)∣∣ ≤ C(σ, l)ε1/(2m)
((
δ
ρ
)−σ
+
(
ρ
λiR
)−σ)
. (2.8)
In the rest of this paper, we often work in cylinder coordinates (t, θ), where t = log ρ
and θ ∈ S2m−1, so that (2.7) and (2.8) become
max
k=1,...,m(2m−1)
max
∂Bρ
ρl
∣∣∇l(Xkui)∣∣ ≤ C(σ, l)ε1/(2m) (e−σ(log δ−t) + e−σ(t−log λiR)) (2.9)
and
max
∂Bρ
ρl
∣∣∇l(∂tui)∣∣ ≤ C(σ, l)ε1/(2m) (e−σ(log δ−t) + e−σ(t−log λiR)) . (2.10)
In the next two subsections, we give the proofs of (2.9) and (2.10) respectively. The
proofs are almost complete except for a few key lemmas that we prove in Section 3 and
Section 4.
2.2. The decay of tangential derivatives. We prove (2.9) in this subsection. The idea
is the same as in the biharmonic map case [16], except that we now need the three
circle lemma for m-polyharmonic functions instead of biharmonic functions. Recall
that a function u ism-polyharmonic if and only if ∆mu = 0.
Lemma 2.1 (Three Circle Lemma, Theorem 1.3). Suppose B ⊂ R2m is the unit ball. There
exists a constant L depending only on m, such that for any non-zero smoothm-polyharmonic
function u on B \ {0} satisfying (in the polar coordinates)∫
∂Bρ
u = 0 ∀ρ ∈ (0, 1), (2.11)
the following three-circle property holds
2Fi(u) < e
−L (Fi−1(u) + Fi+1(u)) , ∀i = 1, 2, . . . , (2.12)
where
Fi(u):=
∫
Ai
u2
|x|2mdx and Ai: = Be−(i−1)L \Be−iL.
The proof will be given in Section 3.
Definition 2.2. A smooth function u : Br2 \ Br1 is called an η-approximatem-polyharmonic
function if it satisfies
∆mu = a1∇2m−1u+ · · ·+ a2mu
+
1
|∂Bρ|
∫
∂Bρ
b1∇2m−1u+ · · ·+ b2mu (2.13)
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where ai and bi are smooth functions satisfying
|aj |+ |bj | ≤ η|x|j on Br2 \Br1
for j = 1, · · · , 2m.
The three circle lemma generalizes to the case of η-approximate m-polyharmonic
function for small η.
Theorem 2.3 ([16, Theorem 3.4]). There is some constant η0 > 0 such that the following is
true. For L given in Lemma 2.1 and η0-approximate m-polyharmonic function u defined on
Ai−1 ∪Ai ∪Ai+1 (for any i ∈ N) satisfying∫
∂Bρ
u = 0 ∀ρ ∈ [e−(i−2)L, e−(i+1)L],
we have
(a) if Fi+1(u) ≤ e−LFi(u), then Fi(u) ≤ e−LFi−1(u);
(b) if Fi−1(u) ≤ e−LFi(u), then Fi(u) ≤ e−LFi+1(u);
(c) either Fi(u) ≤ e−LFi−1(u), or Fi(u) ≤ e−LFi+1(u).
The proof of this theorem is almost the same as Theorem 3.4 in [16] and is therefore
omitted.
To make use of Theorem 2.3, we define
wi: = ui − u∗i (2.14)
where u∗i (ρ): = −
∫
∂Bρ
ui is the average of ui on ∂Bρ.
Lemma 2.4 ([16, Lemma 4.1]). There is ε1 > 0 such that if ε in (2.1) is smaller than
ε1, then wi defined in (2.14) is η0-approximate m-polyharmonic function for the η0 given in
Theorem 2.3.
As a corollary, we have
Corollary 2.5 ([16, Lemma 4.2]). For ε < ε1 in (2.1) and i sufficiently large, assume without
loss of generality that
Σ:= Bδ \BλiR =
li⋃
l=l0
Al.
Then we have
Fl(wi) ≤ Cε1/m
(
e−L(l−l0) + e−L(li−l)
)
for some constant C independent of i.
The proofs of Lemma 2.4 and Corollary 2.5 are straightforward generalization of the
corresponding proofs in [16] and are omitted.
The next lemma concludes the discussion of this subsection by giving a proof of
(2.9), which is stronger than Lemma 4.3 of [16] in the sense that we bound any higher
order derivatives.
Lemma 2.6. The inequality (2.9) holds for σ = 1/2.
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Proof. For each ρ = et ∈ [2λiR, δ2 ], Corollary 2.5 implies that∫
B2ρ\Bρ/2
w2i
|x|2mdx ≤ Cε
1/m
(
e−(t−log(λiR)) + e−(log δ−t)
)
.
Recall that by Lemma 2.4, wi is a solution of (2.13). A version of L
p estimate applied to
(2.13) (see [16, Lemma 3.3]) gives
max
k=1,...,m(2m−1)
max
B3ρ/2\B2ρ/3
|Xkui| ≤ Cε1/(2m)
(
e−
1
2
(t−log(λiR)) + e−
1
2
(log δ−t)
)
. (2.15)
Here Xk are the Killing fields in Subsection 2.1. All higher order estimates of Xkui
follows from (2.15) and Lemma B.1. 
2.3. The decay of radial derivatives. In the case of harmonic maps (in dimension
two), the well known Pohozaev identity ensures that∫
S1
ρ−2
∣∣∣∣∂ui∂θ
∣∣∣∣
2
dθ =
∫
S1
∣∣∣∣∂ui∂ρ
∣∣∣∣
2
dθ.
The proof of this equality is simply the integration by parts and the elementary obser-
vation that ∫
S1
∆ui · ∂ρuidθ = 0.
In [16], the authors discovered that by a similar argument, one obtains not the dir-
ect comparison between the tangential and radial energy, but an ordinary differential
inequality which describes the dynamics of the radial energy along the neck, and in
which the tangential energy appears as a small perturbation term. In other words, the
radial energy itself has an internal tendency of exponential decay, rather than simply
following the decay of tangential energy. This is a key difference between the neck
analysis of harmonic maps and polyharmonic maps.
In the rest of this subsection, we present this argument in the setting of (extrinsic)
polyharmonic maps and show that a similar first order non-homogeneous linear dif-
ference inequality (c.f. (2.27)) still gives the decay of radial energy. The derivation
of this ordinary differential inequality exploits some special structure of the polyhar-
monic operator ∆m, the details of which is proved in Section 4.
We prefer working in the cylinder coordinates (t, θ), where ρ = et and θ ∈ S2m−1.
Since
∆u(t, θ) = e−2t
(
∂2t u+ 2(m− 1)∂tu+∆S2m−1u
)
and
[e−αt,∆S2m−1 ] = 0, [e
−αt, ∂t] = αe
−αt
for any α ∈ R, there is a polynomial P of constant coefficients such that
∆mu = e−2mtP (∂t,∆S2m−1)u. (2.16)
Our Pohozaev type argument relies crucially on the following elementary observa-
tions on P , whose proof can be found in Section 4.
Lemma 2.7. Suppose that the polynomial P defined in (2.16) is given by
P (∂t,∆S2m−1) =
∑
1≤p+2q≤2m
p,q∈N
⋃
{0}
ap,q∂
p
t∆
q
S2m−1 . (2.17)
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Then the constant coefficients {ap,q} satisfy
ap,q = 0 for p = 1, 3, · · · , 2m− 1,
and
(−1)m− p2ap,0 > 0 for p = 2, 4, · · · , 2m. (2.18)
As usual, the starting point of the Pohozaev argument is∫
S2m−1
∆mu · ∂tudθ = 0, (2.19)
where we have used the fact that ∂tu is a tangent vector of N at u and∆
mu is a normal
vector of N at the same point by the Euler-Lagrange equation of the extrinsic polyhar-
monic maps (see [2, Lemma 2.1]).
By using integration by parts and (2.16), (2.17), (2.19), we obtain
Lemma 2.8. Assume that u is a smooth (extrinsic)m-polyharmonic map defined on B \ {0}.
Then ∫
S2m−1
P (∂t,∆S2m−1)u · ∂tu = ∂t
∫
S2m−1
(Q +Θ) = 0, (2.20)
where
Q =
m∑
n=1
(−1)n+1 (n− 1/2) a2n,0|∂nt u|2
+ ∂t
[
m∑
n=1
n−1∑
k=1
n−k∑
l=1
(−1)k+la2n,0∂k+l−1t u∂2n−k−lt u
]
,
(2.21)
and Θ is a quadratic homogeneous polynomial of
∂pt (∇S2m−1)q2(∆S2m−1)q1u
where q2 is either 0 or 1 and 1 ≤ 2q1 + q2 ≤ 2m− 1, p = 0, 1, . . . , 2m− 3.
The proof of Lemma 2.8 will be given in Section 4.
Now, for any fixed i, since ui as a function defined on B is smooth at the origin,
lim
t→−∞
(Q+Θ) = 0,
which implies that
lim
t→−∞
∫
S2m−1
(Q+Θ)dθ = 0. (2.22)
By integrating (2.20) over (−∞, t) and using (2.22), we know that for all t < 0,
0 =
∫
S2m−1
{
Θ+
m∑
n=1
(n− 1/2) (−1)n+1a2n,0|∂nt ui|2
+ ∂t
[
m∑
n=1
n−1∑
k=1
n−k∑
l=1
(−1)k+la2n,0∂k+l−1t ui∂2n−k−lt ui
]}
.
(2.23)
This equation (2.23) is the polyharmonic map version of Pohozaev identity. The
first term involves the θ-derivatives of ui and decays as we need by Lemma 2.6. More
precisely, we have
|Θ| ≤ C(σ)ε1/m (e−σ(log δ−t) + e−σ(t−log(λiR))) (2.24)
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for some σ > 0 and any t ∈ (log(2λiR), log(δ/2)). To see this, we observe that
∇S2m−1ui = ρ∇∂Bρui =
m(2m−1)∑
k=1
(Xkui)
Yk
ρ
by (2.5)
and ∣∣∂pt∇qS2m−1w∣∣ ≤ C maxl=1,...,p+q ∣∣ρl∇lw∣∣ for any function w.
Hence, (2.24) follows from (2.9) and (2.6)
Thanks to Lemma 2.7, the second term of (2.23) (up to a sign) dominates∫
S2m−1
m∑
n=1
|∂nt ui|2 ,
which is a sum of the radial derivatives. However, (2.23) does not give a direct compar-
ison betweenΘ and the radial derivatives (represented by the second term) because of
the existence of the last term.
Before we prove (2.10), we integrate (2.23) over the whole neck cylinder S2m−1 ×
(log λiR, log δ) to see∫ log δ
log λiR
∫
S2m−1
m∑
n=1
|∂nt ui|2 dθdt ≤ C
∫ log δ
log λiR
∫
S2m−1
|Θ| dθdt
+ C
m∑
n=1
n−1∑
k=1
n−k∑
l=1
{∫
S2m−1×{log λiR}
+
∫
S2m−1×{log δ}
} ∣∣a2n,0∂k+l−1t ui∂2n−k−lt ui∣∣ ,
for some constant C depends only on m. By (2.24) and (2.2), we have∫ log δ
log λiR
∫
S2m−1
m∑
n=1
|∂nt ui|2 dθdt ≤ Cε1/m. (2.25)
Remark. Although we do not need this for the proof of our main theorem, we remark that (2.25)
and (2.9) together could be used to give an affirmative answer to (Q1) in the introduction. It
suffices to get an expression of the energy density in cylinder coordinates and show that the
integration of its radial part on the neck domain is small by (2.25).
For the proof of (2.10), we notice that (2.23) amounts to a difference inequality, which
gives the desired exponential decay in (2.10). To see this, consider some fixed t0 ∈
[log λiR, log δ] and for each t ∈ [1,min {t0 − log λiR, log δ − t0} − 1], set
F (t) =
∫ t0+t
t0−t
∫
S2m−1
m∑
n=1
(n− 1/2)(−1)m−na2n,0|∂nt ui|2dθdt.
Multiplying by (−1)m+1 and integrating (2.23) over (t0 − t, t0 + t) yields
F (t) =
∫ t0+t
t0−t
∫
S2m−1
{
(−1)mΘ+ ∂t
[
m∑
n=1
n−1∑
k=1
n−k∑
l=1
(−1)m+k+la2n,0∂k+l−1t ui∂2n−k−lt ui
]}
≤
∫ t0+t
t0−t
∫
S2m−1
|Θ|+
m∑
n=1
n−1∑
k=1
n−k∑
l=1
{∫
S2m−1×{t0−t}
+
∫
S2m−1×{t0+t}
}
|a2n,0∂k+l−1t ui∂2n−k−lt ui|.
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Since ∂tui satisfies some homogeneous elliptic system whose coefficients are well con-
trolled, we have (see Lemma B.1 and notice that k + l − 1, 2n− k − l ≥ 1)
|∂k+l−1t ui∂2n−k−lt ui|S2m−1×{t} ≤ C‖∂tui‖22;S2m−1×[t−1,t+1], (2.26)
which implies that
F (t) ≤
∫ t0+t
t0−t
∫
S2m−1
|Θ|+ C
(∫ t0−t+1
t0−t−1
∫
S2m−1
+
∫ t0+t+1
t0+t−1
∫
S2m−1
)
|∂tui|2
≤
∫ t0+t
t0−t
∫
S2m−1
|Θ|+ C
(∫ t0+t+1
t0−t−1
∫
S2m−1
−
∫ t0+t−1
t0−t+1
∫
S2m−1
)
|∂tui|2
≤
∫ t0+t
t0−t
∫
S2m−1
|Θ|+ C (F (t+ 1)− F (t− 1)) .
(2.27)
Our next lemma makes use of (2.27) to prove the exponential decay that we need.
Lemma 2.9. Let t0 and F (t) be as above, then
F (1) ≤ Cε1/m (e−σ˜(log δ−t0) + e−σ˜(t0−log λiR)) , (2.28)
where C and σ˜ are two constants independent of ui and ε is the constant in (2.1).
We postpone the proof of Lemma 2.9 to Section 4. Assuming Lemma 2.9, (2.10) fol-
lows from (2.28) and Lemma B.1.
3. THREE CIRCLE LEMMA FOR m-POLYHARMONIC FUNCTION
In this section, we prove Lemma 2.1, which is a property of m-polyharmonic func-
tion. By a well known argument of separation of variables, we can write down all
m-polyharmonic functions defined on an annular domain.
Lemma 3.1. Suppose that u is an m-polyharmonic function defined on Br2 \ Br1 ⊂ R2m and
let (t, θ) be the cylinder coordinates as before. Then there exist real numbers A0, B0, C0,k, D0,k
and C ln,k, D
l
n,k such that
u(t, θ) = A0 +B0t +
m∑
k=2
(
C0,ke
2(k−1)t +D0,ke
−2(k−1)t
)
+
∞∑
n=1
hn∑
l=1
m∑
k=1
(
C ln,ke
(n+2(k−1))t +Dln,ke
−(n+2(k−1))t
)
φln(θ).
Here
{
φln|n ∈ N and l = 1, · · · , hn
}
is the set of normalized spherical harmonic functions
such that
∆S2m−1φ
l
n = −n(n + 2m− 2)φln
and they form an orthonormal basis of L2(S2m−1).
Moreover, if for each ρ ∈ (r1, r2) ∫
∂Bρ
u = 0,
then A0 = B0 = C0,k = D0,k = 0 in the above expansion.
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For the proof of Lemma 2.1, we first observe that by the scaling invariance it suffices
to prove the lemma for i = 1. Then we compute Fi(u) in cylinder coordinates, using
Lemma 3.1,
Fi(u) =
∫ e−(i−1)L
e−iL
∫
S2m−1
u2
ρ2m
ρ2m−1dρdθ =
∫ −iL+L
−iL
∫
S2m−1
u2dtdθ
=
∫ −iL+L
−iL
∞∑
n=1
hn∑
l=1
[
m∑
k=1
(
C ln,ke
(n+2(k−1))t +Dln,ke
−(n+2(k−1))t
)]2
dt.
Here in the above computation, we exploit the fact that
{
φln
}
is an orthonormal basis.
As a consequence of the above computation, it suffices to prove Lemma 2.1 for
u(t, θ) =
m∑
k=1
(
Ake
(n+2(k−1))t +Bke
−(n+2(k−1))t
)
φln(θ)
with fixed l and n.
For simplicity, set
nk = n+ 2(k − 1), k = 1, 2, . . . , m
and
G(t) =
(
m∑
k=1
(Ake
nkt +Bke
−nkt)
)2
.
Lemma 2.1 is now reduced to the claim that there exists some universal number L > 0
such that
2
∫ 0
−L
G(t)dt < e−L
∫ 0
−L
G(t− L) +G(t+ L)dt (3.1)
holds for any Ak and Bk. Since Ak and Bk are arbitrary, (3.1) can be replaced by
2
∫ L/2
−L/2
G(t)dt < e−L
∫ L/2
−L/2
G(t− L) +G(t+ L)dt: = e−L(I + II) (3.2)
By the elementary inequality
(x+ y)2 ≥ x
2
2
− y2, ∀x, y ∈ R,
we compute
I =
∫ −L/2
−3L/2
[
m∑
k=1
(
Ake
nkt +Bke
−nkt
)]2
dt
=
∫ 3L/2
L/2
[
m∑
k=1
(
Ake
−nkt +Bke
nkt
)]2
dt
≥ 1
2
∫ 3L/2
L/2
(
m∑
k=1
Bke
nkt
)2
dt−
∫ 3L/2
L/2
(
m∑
k=1
Ake
−nkt
)2
dt: =
I1
2
− I2,
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and similarly
II =
∫ 3L/2
L/2
[
m∑
k=1
(
Ake
nkt +Bke
−nkt
)]2
dt
≥ 1
2
∫ 3L/2
L/2
(
m∑
k=1
Ake
nkt
)2
dt−
∫ 3L/2
L/2
(
m∑
k=1
Bke
−nkt
)2
dt: =
II1
2
− II2.
We need the following lemma
Lemma 3.2. There exists L0 > 0 and C˜ depending only on m such that for any x0 ∈ R,
Ak ∈ R, L > L0 and n ∈ N,∫ x0+L
x0
(
m∑
k=1
Ake
nkt
)2
dt ≥ δm,n
∫ x0+L
x0
m∑
k=1
A2ke
2nktdt,
where δm,n = C˜e
−nL/2.
This result is the “weak orthogonal” relation mentioned in the introduction and we
have an explicit formula for δm,n, from which we learn that the “orthogonal” relation
gets weaker and weaker as n gets larger. Fortunately, this is enough for the proof of
Lemma 2.1. Before the proof of Lemma 3.2, we show how Lemma 2.1 follows from it.
By Lemma 3.2 and nk ≥ n,
I1 + II1 ≥ δm,n
∫ 3L/2
L/2
m∑
k=1
(A2k +B
2
k)e
2nktdt ≥ δm,nLenL
m∑
k=1
(A2k +B
2
k). (3.3)
By Schwartz inequality and nk ≥ n again,
I2 + II2 ≤ m
∫ 3L/2
L/2
m∑
k=1
(A2k +B
2
k)e
−2nktdt ≤ mLe−nL
m∑
k=1
(A2k +B
2
k).
There is L1 > L0 (depending only onm) such that for all L > L1, we have
δm,ne
nL = C˜enL/2 ≥ 4me−nL, ∀n ≥ 1,
which implies that
I1 + II1 ≥ 4(I2 + II2)
and
I + II ≥ 1
2
(I1 + II1)− I2 − II2 ≥ 1
4
(I1 + II1) . (3.4)
Back to the proof of (3.2), its right hand side is estimated by
RHS ≥ e−L (I + II) ≥ e
−L
4
(I1 + II1)
≥ δm,ne
−L
4
∫ 3L/2
L/2
m∑
k=1
(
A2k +B
2
k
)
e2nktdt
=
m∑
k=1
(
δm,ne
−L
8nk
(e3nkL − enkL)
)
· (A2k +B2k),
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where we have used (3.4) and the first half of (3.3). On the other hand, by Schwartz
inequality, the left hand side of (3.2) is estimated by
LHS ≤ 4m
∫ L/2
−L/2
m∑
k=1
(
A2ke
2nkt +B2ke
−2nkt
)
dt
≤
m∑
k=1
4mLenkL(A2k +B
2
k)
Since
∑m
k=1A
2
k +B
2
k 6= 0, for the proof of (3.2), it suffices to show
4menkLL <
δm,ne
−L
8nk
(e3nkL − enkL), ∀k = 1, · · · , m.
Using δm,n = C˜e
−nL/2 and n ≤ nk < n+ 2m, it is further reduced to
32m(n+ 2m)L < C˜e−(n/2+1)L
(
e2nL − 1) . (3.5)
In summary, to prove Lemma 2.1, it suffices to find L such that (3.5) holds for any n.
For that purpose, we choose L > L1 satisfying
(i)
e2nL − 1 > 1
2
e2nL, ∀n ∈ N;
(ii)
32m(nL) ≤ C˜
4
enL/2, ∀n ∈ N;
(iii)
64m2L ≤ C˜
4
eL/2.
(i) implies that the right hand side of (3.5) is strictly larger than
C˜
2
e3nL/2−L ≥ C˜
2
enL/2 ≥ C˜
4
(
enL/2 + eL/2
)
.
On the other hand, by (ii) and (iii), the left hand side of (3.5) is no larger than
C˜
4
(enL/2 + eL/2).
Hence we finish the proof of Lemma 2.1.
The rest of this section is devoted to the proof of Lemma 3.2. By choosing a different
set of Ak and setting t
′ = t− x0 if necessary, we may assume that x0 = 0. Setting
fk(t) =
enkt(∫ L
0
e2nktdt
)1/2
and exploiting the arbitrariness of Ak again, Lemma 3.2 is reduced to the inequality∫ L
0
(
m∑
k=1
Akfk(t)
)2
dt ≥ δm,n
∫ L
0
m∑
k=1
A2kf
2
k (t)dt = δm,n
m∑
k=1
A2k. (3.6)
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Consider m × m matrix M , the entry of which in the k-th row and j-th column is
given by
Mkl: = 〈fk, fl〉 =
∫ L
0
fk(t)fl(t)dt.
Clearly, M is positive definite as {fk}mk=1 are linearly independent. Denote the (real)
eigenvalues of M by λm ≥ λm−1 ≥ · · · ≥ λ1 > 0. It suffices to show that λ1 ≥ δm,n,
which is equivalent to (3.6). Direct computation shows that
Mkl =
2
√
nknl
nk + nl
1− e−(nk+nl)L√
1− e−2nkL√1− e−2nlL .
The lower bound of λ1 is obtained by takingM as the perturbation ofM with error E,
i.e.,M =M + E, where
Mkl = 2
√
nknl
nk + nl
.
M is also positive definite. An easy way to see this is to notice that
Mkl =
∫ +∞
0
f˜kf˜ldt
where
f˜k(t) =
enkt(∫ +∞
0
e2nktdt
)1/2 ,
and that
{
f˜k
}m
k=1
are linearly independent on (0,+∞).
The smallest eigenvalue λ¯1 ofM is related to λ1 by
λ1 = inf
|X|=1
XTMX = inf
|X|=1
(
XTMX +XTEX
)
≥ λ¯1 − sup
|X|=1
|XTEX| ≥ λ¯1 − |λE|,
where |λE| = sup|X|=1 |XTEX|. Hence, a lower bound of λ1 follows from a lower
bound of λ¯1 and an upper bound of |λE|.
Note that E is symmetric, thus for some orthogonal matrix P , P TEP = Λ is diag-
onal. One can estimate λE by
|λE|2 = sup
|Y |=1
|Y TΛY |2 ≤ tr(Λ2) = tr(E2) ≤ m2max
k,l
|Ekl|2
= m2max
k,l
∣∣∣∣2
√
nknl
nk + nl
(
1− e−(nk+nl)L√
1− e−2nkL√1− e−2nlL − 1
)∣∣∣∣
2
≤ m2max
k,l
(
1− e−(nk+nl)L√
1− e−2nkL√1− e−2nlL − 1
)2
≤ m2
(
1
1− e−2nL − 1
)2
= m2
(
e−2nL
1− e−2nL
)2
≤ 4m2e−4nL, ∀L ≥ 1,
where we have used (in the forth line above) the facts
nk ≥ n ≥ 1 and 1− xy√
1− x2
√
1− y2 − 1 ≥ 0, ∀x, y ∈ (0, 1).
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Thus
|λE| ≤ 2me−2nL, ∀L ≥ 1. (3.7)
Next, we will estimate λ¯1. Clearly, tr(M) = m, thus
0 < λ¯1 ≤ λ¯2 ≤ · · · ≤ λ¯m < m.
If we regard m as a fixed number, then detM is a positive function of n alone, which
is a rational function (with integer coefficients) of n with the degree of denominator
no greater than (very roughly) m2. (To see that detM is a rational function, it suffices
to notice that in the definition of determinant,
√
nk appears twice: once in the entry in
the k-th row, once in the entry in the k-th column.) Thus for any L ≥ 1, there is C > 0
depending on m, such that
enL/2 detM ≥ en/2 detM ≥ C > 0, ∀n ∈ N.
Then λ¯1 can be estimated as
λ¯1 =
detM
λ¯2 · · · λ¯m
≥ Ce−nL/2m−(m−1): = 2C˜e−nL/2.
Combining the above estimate with (3.7), we obtain
λ1 ≥ λ¯1 − |λE | ≥ 2C˜e−nL/2
(
1− m
C˜
e−3nL/2
)
≥ 2C˜e−nL/2
(
1− m
C˜
e−3L/2
)
.
Thus if we take L large enough (depending only onm) such that
1− m
C˜
e−3L/2 ≥ 1
2
,
then
λ1 ≥ C˜e−nL/2,
and we finish the proof of Lemma 3.2.
4. THE POHOZAEV ARGUMENT
In this section, we complete the proof outlined in Subsection 2.3. Precisely, we give
details of the proofs of Lemma 2.7, Lemma 2.8 and Lemma 2.9. Each proof takes up a
subsection.
4.1. The structure of the polynomial P . Recall that we have defined P to be the poly-
nomial satisfying
∆mu = e−2mtP (∂t,∆S2m−1)u.
The structure of P as described in Lemma 2.7 is revealed by an induction process. For
that purpose, we define
∆lu = e−2ltPl(∂t,∆S2m−1)u
for l = 1, 2, · · · , mwith P = Pm and
P1(∂t,∆S2m−1) = ∂
2
t + 2(m− 1)∂t +∆S2m−1 = ∂t(∂t + 2(m− 1)) + ∆S2m−1 .
By definition,
Pl+1u = e
2(l+1)t∆l+1u
= e2(l+1)t∆
(
e−2ltPlu
)
= e2lt(∂2t + 2(m− 1)∂t +∆S2m−1)
(
e−2ltPlu
)
.
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Direct computation shows
Pl+1u =
(
∆S2m−1 + ∂
2
t + 2(m− 1− 2l)∂t − 4l(m− 1− l)
)
Plu. (4.1)
If we set
l = ∂
2
t +∆S2m−1 − 4l(m− 1− l)
and
bl = 2(m− 1− 2l),
then (4.1) becomes
Pl+1 = (l + bl∂t)Pl (4.2)
for l = 0, 1, · · · , m− 1, if we define P0 by P0u = u.
Using (4.2), we obtain
P (u) = Pm(u) = (m−1 + bm−1∂t) · · · (0 + b0∂t)u. (4.3)
It is elementary to check that
(i) l and bk∂t are commutative;
(ii) l = m−1−l;
(iii) bl = −bm−1−l. In particular, ifm− 1 = 2l, then bl = bm−1−l = 0.
Using these observations, we can rewrite (4.3) according to the parity of m:
• ifm = 2l is even, then
P (u) =
(

2
l − b2l ∂2t
) · · · (20 − b20∂2t ) ;
• ifm = 2l + 1 is odd, then
P (u) = l
(

2
l−1 − b2l−1∂2t
) · · · (20 − b20∂2t ) .
In either case, we know that there is no odd power of ∂t in P , which is the first claim
in Lemma 2.7.
To show the alternating property of ap,0, we note that
P (∂t, 0) =
m−1∏
l=0
(
∂2t − 4l(m− 1− l) + 2(m− 1− 2l)∂t
)
=
m−1∏
l=0
(∂t − 2l) (∂t + 2(m− 1− l))
=
m−1∏
l=0
(∂t − 2l)
m−1∏
j=0
(∂t + 2j)
= ∂2t (∂
2
t − 22) · · · (∂2t − (2(m− 1))2),
which clearly implies (2.18).
4.2. The relative Pohozaev identity. In this subsection, we use Lemma 2.7 to prove
Lemma 2.8. Before we start the proof, let’s explain the reason why Lemma 2.8 is called
“the relative Pohozaev identity”. There is a harmonic map version of Lemma 2.8,
which can be proved by simple integration by parts. It says that for a harmonic map u
defined on an annular domain of R2, we have (in cylinder coordinates again)
∂t
∫
S1
|∂tu|2 − |∂θu|2 dθ = 0. (4.4)
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Instead of asserting the equality of the tangential and the radial energy, it implies that
the difference is independent of t. Of course, in every interesting application, with
reasonable assumptions, we know that
lim
t→−∞
∫
S1
|∂tu|2 − |∂θu|2 dθ = 0.
Hence, integrating (4.4) over t gives the usual Pohozaev identity. That’s why we call
(4.4) the relative Pohozaev identity. Obviously, Lemma 2.8 is the polyharmonic map
version of (4.4).
For the proof of Lemma 2.8, we compute (using (2.17)),
Qp,q: =
∫
S2m−1
ap,q∂
p
t∆
q
S2m−1u · ∂tudθ.
By integration by parts,
Qp,q =
∫
S2m−1
(−1)qap,q∂ptwq · ∂twqdθ
for
wq =
{
∆lS2m−1u q = 2l
∇S2m−1∆lS2m−1u q = 2l + 1.
Before we proceed, we list two elementary formulas that can be checked by direct
computation,
• for all n ∈ N,
∂2nt w · ∂1tw = ∂t
(
(−1)n+1 1
2
|∂nt w|2 +
n−1∑
k=1
(−1)k+1∂kt w · ∂2n−kt w
)
; (4.5)
• for all n ∈ N and 1 ≤ k ≤ n− 1,
∂kt w · ∂2n−kt w = ∂t
(
n−k∑
l=1
(−1)l−1∂k+l−1t w · ∂2n−k−lt w
)
+ (−1)n−k |∂nt w|2 . (4.6)
Using (4.5) and the first assertion of Lemma 2.7,∫
S2m−1
P (u) · ∂tudθ =
∑
1≤p+2q≤2m
p,q∈N∪{0}
∫
S2m−1
(−1)qap,q∂ptwq · ∂twqdθ
= ∂t

 ∑
1≤n+q≤m
n,q∈N∪{0}
(−1)qa2n,q
∫
S2m−1
(−1)n+11
2
|∂nt wq|2 +
n−1∑
k=1
(−1)k+1∂kt wq · ∂2n−kt wqdθ


= ∂t
[
m∑
n=1
a2n,0
∫
S2m−1
(−1)n+11
2
|∂nt u|2 +
n−1∑
k=1
(−1)k+1∂kt u · ∂2n−kt udθ +Θ
]
.
The required form of Q given in (2.21) is obtained by using (4.6) to expand the ∂kt u ·
∂2n−kt u in the above line. This concludes the proof of Lemma 2.8.
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4.3. The exponential decay. The starting point of the proof of Lemma 2.9 is (2.27).
For simplicity, we assume that min {log δ − t0, t0 − log(λiR)} is an integer, which we
denote by n0. By setting
Fn: = F (n), ∀n = 0, 1, . . . , n0,
and
Θn: =
∫ t0+n
t0−n
∫
S2m−1
|Θ| dθds,
(2.27) becomes
Fn ≤ Θn + C1(Fn+1 − Fn−1). (4.7)
Integrating (2.24) over (t0 − n, t0 + n) implies that
Θn ≤ Cε1/meσn
(
e−σ(log δ−t0) + e−σ(t0−log(λiR))
)
,
or equivalently
Θn ≤ C2ε1/me−σ(n0−n). (4.8)
As a consequence of (4.7) and (4.8), we have
Lemma 4.1. Let {Fn,Θn}n0n=0 be some non-negative numbers satisfying (4.8) for n = 0, 1, · · · , n0
and (4.7) for n = 1, · · · , n0 − 1. If Fn is non-decreasing with respect to n, then there exist
constants σ˜ > 0 and C ′ > 0 such that
Fn ≤ C ′ε1/me−σ˜(n0−n), ∀n = 0, 1, · · · , n0.
Proof. Define
B = {n = 1, · · · , n0 − 1|C1(Fn+1 − Fn−1) > Θn} and B′ = {1, · · · , n0 − 1} \ B
for C1 in (4.7).
If n ∈ B′, then by (4.7) and (4.8),
Fn ≤ 2Θn ≤ 2C2ε1/me−σ(n0−n), (4.9)
which finishes the proof of the lemma with C ′ = 2C2 and σ˜ = σ.
If n ∈ B, let n1 be the smallest number in B′ which is larger than n (if no such n1
exists, let n1 be n0). If n1 6= n0, we have
Fn1 ≤ 2C2ε1/me−σ(n0−n1), (4.10)
by (4.9). If n1 = n0, (4.10) also holds (for maybe another C2) due to (2.25).
We may assume n < n1 − 1, otherwise n = n1 − 1 and the lemma follows from the
monotonicity of Fn and (4.10) by letting C
′ = 2C2e
σ and σ˜ = σ. Let l be the largest odd
number such that
n + 1, n+ 3, . . . , n+ l < n1.
By the definition of l and n1,
n+ l + 1 ≤ n1 ≤ n + l + 2 (4.11)
n+ 1, n+ 3, . . . , n+ l ∈ B. (4.12)
By (4.12) and (4.7),
Fn+1 ≤ 2C1(Fn+2 − Fn)
Fn+3 ≤ 2C1(Fn+4 − Fn+2)
...
Fn+l ≤ 2C1(Fn+l+1 − Fn+l−1).
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Using the monotonicity of Fn, we may replace Fn+1 by Fn, . . . , Fn+l by Fn+l−1 in the left
hand side of the above inequalities and rewrite them into the form
Fn ≤ 2C1
2C1 + 1
Fn+2
Fn+2 ≤ 2C1
2C1 + 1
Fn+4
...
Fn+l−1 ≤ 2C1
2C1 + 1
Fn+l+1.
Hence, multiplying all the above inequalities gives
Fn ≤
(
2C1
2C1 + 1
) l+1
2
Fn+l+1.
Noticing n + l + 1 ≤ n1 (by (4.11)) and using (4.10), we get
Fn ≤
(
2C1
2C1 + 1
) l+1
2
2C2ε
1/me−σ(n0−n1).
Setting σ′ = −1
2
log 2C1
2C1+1
and using l + 1 ≥ n1 − n− 1 (by (4.11)), we obtain
Fn ≤ 2C2e−σ′ε1/me−σ′(n1−n)e−σ(n0−n1).
The lemma follows by taking σ˜ = min {σ, σ′} and C ′ = 2C2e−σ′ . 
Clearly Lemma 4.1 implies
F1 ≤ C ′eσ˜ε1/m
(
e−σ˜(log δ−t0) + e−σ˜(t0−log(λiR))
)
,
and we finish the proof of Lemma 2.9.
APPENDIX A. ε-REGULARITY
In this section we prove the ε-regularity theorem for (extrinsic) m-polyharmonic
maps.
Theorem A.1 (ε-regularity). Suppose u ∈ W 2m,p(B,N), p > 1, is an m-polyharmonic map
from the unit ball B ⊂ R2m to a compact Riemannian manifoldN isometrically embedded into
R
K . There exists ε0 > 0 such that if
E(u;B):=
1
2
∫
B
(|∇mu|2 + |∇u|2m) ≤ ε0,
then for some constant C,
‖u− u¯‖W 2m,p(B1/2) ≤ C
(‖∇mu‖L2(B) + ‖∇u‖L2m(B)) , (A.1)
and for l = 1, 2, . . .,
‖∇lu‖L∞(B1/2) ≤ C(l)
(‖∇mu‖L2(B) + ‖∇u‖L2m(B)) , (A.2)
where u¯ is the mean value of u over B ⊂ R2m and C, {C(l)} are constants.
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Remark. We will show that the Sobolev norm ‖u‖Wm,2(B) can be controlled by E(u;B)
provided that u¯ = 0. In fact, since u ∈ W 2m,p(B) →֒ Wm,2(B) and N is compact, we
know that u− u¯ ∈ Wm,2(B). The interpolation inequality (see [1, Lemma 5.2(1)]) applied to
u− u¯ gives
‖∇ju‖L2(B) ≤ C
(‖∇mu‖L2(B) + ‖u− u¯‖L2(B)) , ∀1 < j ≤ m.
Combining it with Poincare´ inequality
‖u− u¯‖L2(B) ≤ C‖∇u‖L2(B),
we obtain
‖∇ju‖L2(B) ≤ C
(‖∇mu‖L2(B) + ‖∇u‖L2(B))
≤ C (‖∇mu‖L2(B) + ‖∇u‖L2m(B)) , ∀1 < j ≤ m. (A.3)
If in addition, we assume that u¯ = 0, then the Poincare´ inequality reads
‖u‖L2(B) ≤ C‖∇u‖L2(B),
and
‖u‖2Wm,2(B) =
m∑
j=0
‖∇ju‖2L2(B) ≤ C
m∑
j=1
‖∇ju‖2L2(B).
Since (A.3) holds trivially for j = 1, we conclude that
‖u‖Wm,2(B) ≤ C
(‖∇mu‖L2(B) + ‖∇u‖L2m(B)) , (A.4)
provided that u¯ = 0.
Proof. Without loss of generality, wemay assume that u¯ = 0. Since u is an (extrinsic)m-
polyharmonicmap, it satisfies the following Euler-Lagrange equation (see [2, Lemma 2.2,
(4)])
∆mu =
∑
i,j,q≥0
i+j+q=m−1
(i,j,q)6=(0,m−1,0)
cm−1ijq ∆
i∇q(P (u))∆j+1∇qu−∆m−1(A(u)(∇u,∇u)), (A.5)
where cmijq are positive integers, P (u) = DΠ(u) is the orthonormal projection defined
by the differential of the nearest projection map Π : Nδ → N , Nδ ⊂ RK is a neighbor-
hood of N and A(u) is the second fundamental form of N →֒ RK .
For a multi-index α = (k1, k2, . . . , ka), where ki ≥ 1 are integers for i = 1, 2, . . . , a, the
norm of α is defined to be |α|: =∑ai=1 ki and a is called the length of α. We can rewrite
(A.5) as
∆mu =
∑
|α|=2m
α6=(2m)
aα(u)∇k1u#∇k2u# · · ·#∇kau, (A.6)
where aα are smooth functions on N . Moreover, we may assume that k1 ≥ k2 ≥
· · · ka ≥ 1 in (A.6). In particular, 1 ≤ k1 ≤ 2m− 1 and k2 ≤ m.
Now, for fixed σ ∈ (1/2, 1), let 2σ′ = 1 + σ and φ ∈ C∞0 (Bσ′) be a cutoff function
satisfying
φ|Bσ ≡ 1 and |∇kφ| ≤ 4k(1− σ)−k, k = 0, 1, 2, · · · .
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In order to apply Lp-estimates to φu, we compute the equation of φu as follows
∆m(φu)−
2m∑
i=1
∇iφ#∇2m−iu = φ∆mu =
∑
|α|=2m
α6=(2m)
φaα(u)∇k1u#∇k2u# · · ·#∇kau
=
∑
|α|=2m
α6=(2m)
aα(u)
[
∇k1(φu)−
k1∑
j=1
(
k1
j
)
∇jφ∇k1−ju
]
# · · ·#∇kau
=
∑
|α|=2m
α6=(2m)
aα(u)∇k1(φu)# · · ·#∇kau+
∑
|α|=2m
α6=(2m)
k1∑
j=1
aα(u)∇jφ#∇k1−ju# · · ·#∇kau.
Thus
∆m(φu) =
2m∑
i=1
∇iφ#∇2m−iu+
∑
|α|=2m
α6=(2m)
aα(u)∇k1(φu)# · · ·#∇kau
+
∑
|α|=2m
α6=(2m)
k1∑
j=1
aα(u)∇jφ#∇k1−ju# · · ·#∇kau.
(A.7)
Next, for 1 < p < 2m
2m−1
, we estimate the Lp(B) norm of the last three terms in (A.7)
one by one. For the first term, by the definition of φ,
‖∇iφ#∇2m−iu‖Lp(B) ≤ C(1− σ)−i‖∇2m−iu‖Lp(Bσ′ ), 1 ≤ i ≤ 2m.
For the second term, by generalized Ho¨lder inequality,
‖∇k1(φu)# · · ·#∇kau‖Lp(B) ≤ C‖∇k1(φu)‖
L
2mp
2m−(2m−k1)p (B)
a∏
i=2
‖∇kiu‖
L
2m
ki (B)
(A.8)
≤ C‖φu‖W 2m,p(B)
a∏
i=2
‖u‖Wm,2(B),
where in the last inequality, we have used the following Sobolev embedding
W 2m,p →֒ W k1,2mp/(2m−(2m−k1)p) and Wm,2 →֒W k,2m/k, 1 ≤ k ≤ m.
The estimate of the last term is obtained by different methods for different values of
k1 and j.
• If j = k1, exploiting the boundedness of u and by Sobolev inequalities (see
(A.8)), we obtain
‖∇jφ#∇k1−ju#∇k2u# · · ·#∇kau‖Lp(B)
≤ C(1− σ)−k1‖u#∇k2u# · · ·#∇kau‖Lp(B)
≤ C(1− σ)−k1‖u‖a−1Wm,2(B).
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• If max {1, k1 − j} ≤ j < k1(< 2m), then by the definition of φ,
‖∇jφ#∇k1−ju#∇k2u# · · ·#∇kau‖Lp(B)
≤ C(1− σ)−j‖∇k1−ju‖
L
2m
k1−j (Bσ′ )
a∏
i=2
‖∇kiu‖
L
2m
ki (Bσ′ )
≤ C(1− σ)−j‖u‖aWm,2(B).
• If 1 ≤ j < k1 −m, then
‖∇jφ#∇k1−ju#∇k2u# · · ·#∇kau‖Lp(B)
≤ C(1− σ)−j‖∇k1−ju‖
L
2mp
2m−(2m−k1)p (Bσ′)
a∏
i=2
‖∇kiu‖
L
2m
ki (Bσ′ )
≤ C(1− σ)−j‖u‖W 2m−j,p(Bσ′ )‖u‖a−1Wm,2(B).
By the interpolation inequality (see [1, Thm. 5.2(1)])
‖u‖W 2m−j,p(Bσ′ ) ≤ C
(‖∇2m−ju‖Lp(Bσ′ ) + ‖u‖Lp(Bσ′)) ,
and the boundedness of ‖u‖Lp(B), we conclude that
‖∇jφ#∇k1−ju#∇k2u# · · ·#∇kau‖Lp(B)
≤ C(1− σ)−j‖∇2m−ju‖Lp(Bσ′ )‖u‖a−1Wm,2(B) + C(1− σ)−j‖u‖a−1Wm,2(B).
With the Lp bound of the right hand side of (A.7) obtained as above, we can apply
the Lp estimate to (A.7) to conclude
‖∇2m(φu)‖Lp(B) ≤ C
∑
|α|=2m
α6=(2m)
{
k1∑
j=max{k1−m,1}
(1− σ)−j‖u‖a−1Wm,2(B)
+
k1−m−1∑
j=1
(1− σ)−j‖u‖a−1Wm,2(B)
+
k1−m−1∑
j=1
(1− σ)−j‖∇2m−ju‖Lp(Bσ′ )‖u‖a−1Wm,2(B)
}
+ C
2m∑
i=1
(1− σ)−i‖∇2m−iu‖Lp(Bσ′ ).
(A.9)
Here we have used the small energy condition in Theorem A.1, which by (A.4) implies
that ||u||Wm,2(B) is small so that the second term in (A.7) are absorbed into the left hand
side.
(A.9) can be further simplified as
‖∇2mu‖Lp(Bσ) ≤ C
∑
|α|=2m
α6=(2m)
2m∑
j=1
{
‖u‖a−1Wm,2(B)+
(
1 + ‖u‖a−1Wm,2(B)
)
‖∇2m−ju‖Lp(Bσ′)
}
(1−σ)−j .
(A.10)
By setting
Φj : = sup
1/2≤σ≤1
(1− σ)j‖∇ju‖Lp(Bσ), j = 0, 1, . . . , 2m,
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and noting that 1− σ = 2(1− σ′), (A.10) implies
Φ2m ≤ C
∑
|α|=2m
α6=(2m)
2m−1∑
l=0
{
‖u‖a−1Wm,2(B) +
(
1 + ‖u‖a−1Wm,2(B)
)
Φl
}
. (A.11)
Now, we need the following
Claim (c.f. [7, Thm. 7.27, p. 171ff.]). There exists some constantC0, such that for any ε¯ ≤ C0,
Φj ≤ ε¯Φ2m + Cε¯−
j
2m−jΦ0, ∀0 ≤ j ≤ 2m− 1,
holds for some constant C depending onm, j and C0.
In fact, by the definition of Φj , for any s > 0, there exists σs ∈ [1/2, 1), such that
Φj ≤ (1− σs)j‖∇ju‖Lp(Bσs ) + s.
For any u ∈ W 2m,p(Ω), by interpolation inequality (see [1, Theorem 5.2(1)]), there exists
a constant C0 > 0, such that, for all ε ≤ 1 and any j = 0, 1, . . . , 2m− 1,
‖∇ju‖Lp(Ω) ≤ C0
(
ε‖∇2mu‖Lp(Ω) + ε−
j
2m−j ‖u‖Lp(Ω)
)
.
Thus
Φj ≤ C0
(
ε(1− σs)j‖∇2mu‖Lp(Bσs ) + ε−
j
2m−j (1− σs)j‖u‖Lp(Bσs )
)
+ s
≤ εsΦ2m + C1+
j
2m−j
0 (εs)
− j
2m−jΦ0 + s,
where εs = C0ε(1− σs)j−2m.
Lastly, for any ε¯ ≤ C0 and any fixed s > 0 one can take ε = ε¯(1 − σs)2m−j/C0 ≤ 1,
then εs = ε¯ and the claim follows by taking s→ 0.
Note that (A.4) implies that ‖u‖Wm,2(B) are bounded by E(u;B) ≤ ε0, which is small
by assumption. Applying the claim to (A.11) with small ε¯ yields
Φ2m ≤ C
(
Φ0 + ‖u‖a−1Wm,2(B)
)
≤ C (‖∇mu‖L2(B) + ‖∇u‖L2m(B)) , (A.12)
where the last inequality follows from the assumption u¯ = 0, the smallness of ε0 and
(A.4). By (A.12) and the interpolation inequality again, we conclude that, for p =
2m+1
2m
∈ (1, 2m
2m−1
)
,
‖u‖W 2m,p(Bσ) ≤ C(1− σ)−2m
(‖∇mu‖L2(B) + ‖∇u‖L2m(B)) . (A.13)
Wewill finish the proof by a bootstrap argument. Let us start with p0 =
2m+1
2m
< 2m
2m−1
.
(A.13) implies that (A.1) holds for p = p0.
By the Sobolev embeddingW 2m,p0 →֒ W l,
2mp0
2m−(2m−l)p0 and the Ho¨lder inequality,
‖∇k1u#∇k2u# · · ·#∇kau‖
L
1
1−a(1−1/p0)
≤ C
a∏
i=1
‖∇kiu‖
L
2mp0
2m−(2m−ki)p0
≤ C‖u‖aW 2m,p0 .
Since a ≥ 2, we know that
1
1− a
(
1− 1
p0
) ≥ p0
2− p0 =
2m+ 1
2m− 1 > p1: =
2m
2m− 1 , (A.14)
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thus
‖∇k1u#∇k2u# · · ·#∇kau‖Lp1 ≤ C‖u‖aW 2m,p0 (A.15)
In summary, Lp1 norm of the right hand side of (A.6) is bounded by ‖u‖W 2m,p0 , which
implies that (A.1) holds for p1.
Next we do the iteration
pi+1 =
1
1
pi
− 1
2m
=
2m
2m− i− 1 , i = 1, 2, . . . , 2m− 2,
and show that (A.15) holds with p0 and p1 replaced by pi and pi+1 respectively. Thus
the Lp-estimate implies that (A.1) holds for pi+1.
Note that (A.15) holds for p1 + δ1, where δ1 is sufficiently small (see (A.14)). For
technical reasons, wewill prove the following: Suppose for all αwith |α| = 2m andα 6=
(2m),
‖∇k1u#∇k2u# · · ·#∇kau‖Lpi+1+δi+1 ≤ C‖u‖aW 2m,pi+δi , (A.16)
holds for i = l ∈ {1, 2, . . . , 2m− 3} and some δi > 0, we will show that it also holds for
i = l + 1 and some δi+1. The exact value of {δi} does not matter and we only require
that they are positive such that (A.17) holds. Choose δl sufficiently small, such that
W 2m,p¯l →֒ W h,∞, ∀h = 0, 1, . . . , l, (A.17)
W 2m,p¯l →֒ W h,
2mp¯l
2m−(2m−l)p¯l , ∀h = l + 1, . . . , 2m, (A.18)
where p¯l = pl+δl. To illustrate the idea, let us assume that the multi-indices α in (A.16)
satisfy
k1 ≥ k2 ≥ · · · ≥ ka−j1−j2···−jl > ka−j1−j2···−jl+1 = · · · = ka−j1−j2···−jl−1 = l
> · · ·
> ka−j1−j2+1 = · · · = ka−j1 = 2
> ka−j1+1 = · · · = ka = 1.
Setting j = j1 + j2 · · ·+ jl, by Ho¨lder and Sobolev inequality
‖∇k1u# · · ·#∇kau‖Lp
≤ C‖∇k1u# · · ·#∇ka−ju‖Lp
jl∏
h=1
‖∇ka−j+hu‖L∞ · · ·
j1∏
h=1
‖∇ka−j1+hu‖L∞
≤ C‖u‖j
W 2m,p¯l
a−j∏
h=1
‖∇khu‖
L
2mp¯l
2m−(2m−kh)p¯l
, (by (A.17))
≤ C‖u‖aW 2m,p¯l , (by (A.18))
where
p ≤ 1
1− (a− j)
(
1− 1
p¯l
)
− j1+2j2+···+ljl
2m
which attains its minimum at jl = · · · = j2 = 0, j1 = 1, a = 2, i.e.,
p ≥ 11
p¯l
− 1
2m
: = p¯l+1 > pl+1.
Therefore (A.13) holds for i = l + 1.
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As a conclusion of the above iteration, we have shown that (A.1) holds for some
p¯ > 2m = p2m−1. Now for general p > 1, note that
W 2m,p¯ →֒ W h,∞, ∀h = 0, 1, . . . , 2m− 1.
Thus
‖∇k1u#∇k2u# · · ·#∇kau‖Lp ≤ C‖∇k1u#∇k2u# · · ·#∇kau‖L∞ ≤ C‖u‖aW 2m,p¯,
which implies that (A.1) holds for p and we finish the first part of Theorem A.1.
Finally, (A.2) follows from (A.1) and the standard bootstrap argument. 
APPENDIX B. LINEARIZED POLYHARMONIC MAP EQUATION AND SOME HIGHER
ORDER ESTIMATES
In Section 3 and Section 4, by using either the three circle lemma (Lemma 2.1) or the
Pohozaev type argument, we have proved the decay of the L2 norm of some deriv-
ative of ui (Xkui and ∂tui respectively) along the neck. In this section, we provide a
lemma which improves the decay of L2 norm to the decay of pointwise higher order
norm. The key to the proof is the observation that Xkui and ∂tui = ρ∂ρui satisfy a
homogeneous linear elliptic system with nice coefficients.
Let u be a smooth polyharmonic map defined on B4 \B1. Recall the Euler-Lagrange
equation reads
∆mu =
∑
|α|=2m
α6=(2m)
aα(u)∇k1u# · · ·#∇kau.
Moreover, we assume that
max
B4\B1
∣∣∇lu∣∣ ≤ 1, ∀l = 1, 2, . . . , 2m− 1, (B.1)
which holds for each segment of neck due to the Ding-Tian’s reduction and ε-regularity
theorem (Theorem A.1).
Lemma B.1. Suppose u is a polyharmonic map defined on B4 \ B1 satisfying (B.1) as above.
Then
max
B3\B2
∣∣∇l((ρ∂ρ)u)∣∣2 ≤ C
∫
B4\B1
|ρ∂ρu|2 dx (B.2)
and
max
B3\B2
∣∣∇l(Xku)∣∣2 ≤ C
∫
B4\B1
|Xku|2 dx (B.3)
for k = 1, 2, · · · , m(2m− 1).
Proof. The proof follows from well known elliptic estimates if we can show that Xku
and (ρ∂ρ)u satisfy a nice linear equation so that we can apply linear estimates.
We make use of the fact that the polyharmonic map equation is invariant under the
one parameter group generated by ρ∂ρ and Xk. More precisely, let ψs be such a one
parameter group and us = u◦ψs. If u ism-polyharmonic map, then so is us. Therefore,
us satisfies (c.f. (A.5))
∆mus =
∑
|α|=2m
α6=(2m)
aα(us)∇k1us# · · ·#∇kaus.
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Taking s-derivative at s = 0 and denoting dus
ds
|s=0 by h gives
∆mh =
∑
|α|=2m
α6=(2m)
Daα(u)∇k1u# · · ·#∇kau · h
+
∑
|α|=2m
α6=(2m)
aα(u)
(∇k1h# · · ·#∇kau+ · · ·+∇k1u# · · ·#∇kah) .
This is a linear elliptic system of h, whose coefficients are all good by (B.1).
Finally, we notice that h can be either (ρ∂ρ)u, or Xku in the above computation,
depending on the choice of the one parameter group ψs. 
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