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Deutsche Zusammenfassung
In der vorliegenden Doktorarbeit untersuche ich Eigenschaften von me-
soskopischen Systemen, in denen starke Quantenkorrelationen auftreten. Zu
diesem Zweck benutze ich die Dichtematrix-Renormierungsgruppe (DMRG),
eine numerische Methode, die speziell fu¨r die theoretische Untersuchung stark-
korellierter Quantensysteme entwickelt wurde. Gleichzeitig fu¨hren die in der
vorliegenden Arbeit untersuchten Fragestellungen zu einigen methodischen
Weiterentwicklungen der DMRG, die ich ebenfalls detailliert beschreibe. Im
folgenden gebe ich eine U¨bersicht u¨ber die einzelnen in dieser Arbeit unter-
suchten physikalischen Fragestellungen:
Josephson-Effekt zwischen supraleitenden Nanoko¨rnern
Vor einigen Jahren ist es der Gruppe von Dan Ralph gelungen, tunnelspek-
troskopische Experimente an supraleitenden Ko¨rnern mit einem Durchmesser
von nur wenigen Nanometern durchzufu¨hren, in denen der Abstand der Ener-
gieniveaus d von der gleichen Gro¨ßenordnung wie die supraleitende Bandlu¨cke
∆BCS ist [vDR01]. In diesem Regime verliert die BCS-Theorie der Supralei-
tung ihre Gu¨ltigkeit. Dennoch konnten supraleitende Paarkorrelationen indi-
rekt u¨ber einen “Even-Odd-Effekt” nachgewiesen werden.
In der vorliegenden Arbeit untersuche ich den Josephson-Effekt – die
Abha¨ngigkeit der Energie zweier gekoppelter Supraleiter von der Differenz
ihrer supraleitenden Phasenvariablen – als weitere Manifestation supralei-
tender Eigenschaften im Regime d ∼ ∆BCS. Zu diesem Zweck berechne ich
den Grundzustand zweier gekoppelter supraleitender Ko¨rner und bestimme
daraus die Josephson-Energie, welche die Sta¨rke des Josephson-Effekts cha-
rakterisiert.
Im Limes großer Ko¨rner (d→ 0) reproduziert die Rechnung das Ergebnis
der BCS-Theorie, fu¨r wachsendes d stelle ich sodann einen nichtmonotonen
Verlauf der Josephson-Energie fest. Mit Hilfe eines tight-binding-Modells la¨ßt
sich dieser Verlauf qualitativ erkla¨ren.
Wohldefinierte Quasiteilchen in metallischen Ko¨rnern
Im zweiten Teil der Arbeit analysiere ich elektronische Spektralfunktionen
metallischer Ko¨rner, in denen die Elektron-Elektron-Wechselwirkungen durch
einen dem BCS-Modell a¨hnlichen “universellen Hamiltonoperator” beschrie-
ben werden. Spektralfunktionen erlauben die Berechnung vieler physikalisch
relevanter dynamischer Messgro¨ßen.
Ich zeige, daß eine wichtige Klasse dieser Funktionen von einem einzigen
angeregten Zustand dominiert wird. Eine unmittelbare Schlussfolgerung aus
dieser Erkenntnis ist, daß die in den untersuchten Spektralfunktionen auf-
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tretenden Quasiteilchen (unendlich) langlebig sind. Zudem zeige ich, daß der
die Spektralfunktionen dominierende Zustand nur einen bestimmten Typ von
Anregungen, die ich als “No-Gaudino”-Anregungen charakterisiere, entha¨lt:
Nur diese sind demzufolge fu¨r viele Eigenschaften der betrachteten Systeme
relevant.
Die Dominanz der “No-Gaudino”-Zusta¨nde hat daru¨berhinaus auch einen
hohen praktischen Wert: Denn sie ermo¨glicht es, Spektralfunktionen mit Hilfe
der DMRG mit hoher Genauigkeit zu berechnen. Als Anwendungsbeispiel
dieser Methode berechne ich die Tunnelzustandsdichte metallischer Ko¨rner
und den Kreisstrom in von Magnetfeldern durchdrungenen mesoskopischen
Ringen.
Realzeit-Dynamik von Spinketten
Ein weiteres Thema meiner Arbeit ist das Verhalten von Spinketten fern des
Gleichgewichts. Ich untersuche den Einfluß verschiedener Wechselwirkungen
und Dimerisierungen auf den Magnetisierungstransport in Spin-1/2-Ketten
mit Na¨chster-Nachbar-Wechselwirkung, indem ich die Zeitentwicklung eines
nichtstationa¨ren Anfangszustands | ↑ . . . ↑↓ . . . ↓〉 betrachte. Zu diesem
Zweck benutze ich die “adaptive time-DMRG”, eine ku¨rzlich entwickelte
DMRG-Variante, die das Lo¨sen der Vielteilchen-Schro¨dingergleichung mit
hoher Genauigkeit erlaubt.
Hierbei stelle ich fest, daß die Magnetisierung einen wohldefinierten Li-
mes fu¨r lange Zeiten besitzt, dessen qualitatives Verhalten nicht von der
Dimerisierung, sondern allein von der Sta¨rke Jz der S
zSz-Wechselwirkung
abha¨ngt: Fu¨r |Jz| < 1 findet ballistischer Magnetisierungstransport statt,
fu¨r |Jz| > 1 dagegen bleibt die Magnetisierung nahezu konstant, mit einem
scharfen U¨bergang zwischen beiden Regimes bei |Jz| = 1. Ich erkla¨re dieses
Verhalten als Konsequenz eines Quantenphasenu¨bergangs bei |Jz| = 1.
Vielteilchen-Streuzusta¨nde
Im letzten Teil meiner Arbeit fu¨hre ich eine allgemeine Methode ein, die
die Berechnung von Transporteigenschaften stark wechselwirkender Vielteil-
chensysteme fern des Gleichgewichts zum Ziel hat. Ich beschra¨nke mich auf
die Beschreibung des Verfahrens selbst, und pra¨sentiere nur wenige einfache
Berechnungen illustrierenden Charakters.
Die Methode basiert auf der Streutheorie: Es wird der Vielteilchen-Streu-
zustand |ψV 〉 berechnet, der sich ergibt, wenn zwei Zuleitungen mit einer
Spannungsdifferenz V u¨ber einen Streuer (z.B. einen Quantenpunkt) mitein-
ander verbunden werden. |ψV 〉 wird hierbei mit Hilfe der DMRG als Lo¨sung
der Lippmann-Schwinger-Gleichung gewonnen. Die Kenntnis von |ψV 〉 fu¨r
verschiedene angelegte Spannungen V erlaubt es wiederum, die Strom-Spannungs-
Charakteristik I(V ) = 〈ψV |Iˆ|ψV 〉 des Streuers zu bestimmen.
Chapter 1
Introduction
Strongly correlated quantum systems are of considerable interest both in ex-
perimental and theoretical physics due to their high degree of entanglement:
The quantum states of their constituents cannot be considered separately, but
must instead be described with reference to each other using a full many-
body wave function. Such systems are of particular relevance in mesoscopic
physics, because the quantum correlations are enhanced at low temperatures
and in small samples, where the interactions between electrons increase due
to their spatial confinement.
Owing to recent advances in microfabrication techniques, it has become
possible to fabricate samples, e.g. quantum point contacts, quantum dots,
metallic grains and even individual molecules, in which quantum correla-
tions have a measurable influence on the electronic transport properties.
Prominent examples include remnants of superconducting correlations in
small grains [vDR01] and resonant scattering on magnetic impurities or oth-
erwise degenerate degrees of freedom (see among others [PG04; COK98;
GGSM+98]), where quantum correlations were found to influence the trans-
port characteristics drastically. In this thesis, I study these and other phe-
nomena in detail; a comprehensive overview of the precise topics is given
below.
Strongly correlated systems are difficult to describe theoretically: In gen-
eral, Their ground state cannot be obtained by adding small corrections to a
simple “free” state, therefore perturbation theory is not applicable. In this
thesis, I use the density-matrix renormalization group (DMRG), a numerical
method that has been developed specifically for analyzing such systems. Like
in other renormalization group techniques, the main idea behind the DMRG
algorithm is to find a description in terms of an effective model, in which
the degrees of freedom of the original model have been greatly reduced. This
effective model is then numerically manageable, but nevertheless captures
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the essential physics of the original model.
The DMRG method in its original form is limited to the calculation of
static ground-state properties, i.e. equilibrium properties at zero temper-
ature, of one-dimensional systems. Within these limitations, the DMRG
turned out to be an extremely successful and versatile method that produces
results with unprecedented accuracy. However, many physically relevant
properties do not fall into the above class of problems: Firstly, most interest-
ing mesoscopic devices are not one-dimensional. Secondly, often properties
far from equilibrium are important, in particular in transport measurements,
where typically a fairly large bias voltage is applied. A number of adaptations
of the DMRG have therefore been proposed that overcome some of its orig-
inal limitations (see [Sch04] and references therein). I present several such
extensions in this thesis. Some of them are newly invented, some others are
adaptations of ideas that had been previously developed by other authors.
Although the unifying theme of this work is the DMRG method and its
variants, their use is motivated by a number of open questions in mesoscopic
physics. In the following, I present a summary of the physical problems
addressed in this thesis.
Josephson effect between superconducting nanograins
It has recently become possible to perform tunneling spectroscopy experi-
ments on small superconducting aluminium grains with a diameter of only
a few nanometers [vDR01]. These grains are so small that the energy level
spacing d is comparable to the bulk superconducting gap ∆BCS. Hence, stan-
dard BCS theory of superconductivity is not applicable: In the BCS wave
function, the dominant contribution to pairing correlations stems from levels
within a range of the order ∆BCS around the Fermi surface, but there are no
such levels left when d ≥ ∆BCS.
Nevertheless, the experiments revealed an even-odd effect, i.e. an energy
penalty for states containing an odd numbers of electrons, as a clear indica-
tion of remaining superconducting correlations even for level spacings as large
as d ∼ ∆BCS. This leads naturally to the question how these correlations can
be described without reference to the BCS solution, and whether there re-
main other, more direct signatures of superconductivity in that regime, in
particular the Josephson effect.
Motivated by this question, I investigate in chapter 3 the Josephson effect,
i.e. the dependence of the energy of two weakly coupled superconductors on
the difference between their superconducting phase, in the regime d ∼ ∆BCS.
Because the BCS solution is inapplicable, I use the DMRG to calculate the
ground state of the two coupled superconductors and extract the character-
istic energy scale, the Josephson energy EJ .
From the point of view of this method, the challenge consists in applying
3the DMRG to systems in more than one dimension. The “trick”, introduced
in this context by Sierra et al. [DS99], is to organize the degrees of freedom
(the one-particle eigenstates of the free Hamiltonian) along an energy axis,
which is always one-dimensional. In energy space, the system can then be
treated just like a one-dimensional chain. The price to pay, however, is that
the interactions are highly nonlocal in this setting: Because all energy levels
tend to interact with each other, the number of interaction terms is expected
to scale quadratically with the number of energy levels N . Such interactions
are highly inefficient to implement in the DMRG. Luckily, it is possible to
deal with these complications in the reduced BCS model, because there, the
O(N 2) interaction terms can be grouped efficiently into only a few (O(1))
terms.
Well-defined quasiparticles in small metallic grains
In chapter 4, I analyze zero-temperature spectral functions of mesoscopic
systems such as quantum dots and metallic grains, in the limit of large con-
ductance. As shown in [ABG02], these systems can be described by a “uni-
versal Hamiltonian”. Spectral functions, in turn, reveal many measurable
and physically interesting dynamical properties of these systems.
I show that within the universal Hamiltonian model, an important class
of spectral functions is dominated by one single energy eigenstate only. For
an interacting system this is a very peculiar property, since the interactions
usually shift a significant portion of the spectral weight to a background of
excitations, responsible for the finite life-time of the quasiparticles.
Besides its own physical significance, this property has also high prac-
tical value, because it permits the calculation of zero-temperature spectral
functions with high accuracy using the DMRG. I illustrate the use of this
method by calculating the tunneling density of states of metallic grains and
the magnetic response of mesoscopic rings.
Real-time dynamics in spin-1/2 chains
Transport through mesoscopic systems is often far from equilibrium. This
regime is, however, difficult to describe theoretically. In the absence of a
unified theory of nonequilibrium phenomena, it seems promising to have a
particular model at hand that allows a direct study. Spin chain models are
very instructive in this respect because they provide a comparatively simple
framework that nevertheless exhibits rich behaviour, such as a nontrivial
phase diagram with strongly correlated ground states in some of the phases.
In chapter 5, I study nonequilibrium properties of spin-1/2 chains by
calculating the time evolution of a non-stationary initial state | ↑ . . . ↑↓ . . . ↓〉.
This system can also be interpreted as an oversimplified picture for spin
transport between two coupled reservoirs of completely polarized spins of
opposite direction. I investigate the influence of different interaction strength
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and dimerization on the magnetization transport and in particular address
the following questions: Does the state evolve into a simple long-time limit?
If so, how is this limit reached? On what model parameters and properties
does the long-time behaviour depend?
Directly calculating the time evolution, i.e. solving the full many-body
Schro¨dinger equation of an interacting system is highly nontrivial. A recently
developed DMRG variant, the adaptive time-dependent DMRG [Vid04; DKSV04;
WF04], however, allows to perform this task with high accuracy. This method
is able to adapt dynamically the projected DMRG state space to the time
evolution of the state, such that the latter is in principle well-represented at
all times.
As until now no detailed error analysis of this new method has been
performed, it is also important to address the questions what kinds of errors
can occur in principle, which ones of these dominate in practice, and how
they can be minimized. Spin-1/2 chains provide an excellent benchmark for
the adaptive time-dependent DMRG because of the existence of a nontrivial
exact solution for a particular point in parameter space known as the XX
model [ARRS99], against which the DMRG results can be compared.
Many-body scattering states
Chapter 6 is of rather general nature. Here, I present a newly developed
method that, if implemented, should be able to describe the transport prop-
erties of strongly interacting many-body systems far from equilibrium, i.e.
without the use of perturbation or linear response theory.
The approach presented here is based on scattering theory: The goal is
to calculate the scattering state |ψV 〉 that emerges when two leads with a
chemical potential difference ∆µ = eV are coupled via a scatterer (e.g. a
quantum dot or a quantum point contact). The strategy for obtaining |ψV 〉
is to solve the many-body Lippmann-Schwinger equation using the DMRG.
Knowledge of |ψV 〉 for arbitrary voltage V then allows one to obtain the
I-V -characteristic I(V ) = 〈ψV |Iˆ|ψV 〉 of the scatterer. In contrast to the
well-known approach of Landauer and Bu¨ttiker [BILP85; Dat95], which is
also based on scattering theory, the present approach uses a full many-body
formalism in order to describe the strongly correlated regime.
Chapter 2
DMRG method
2.1 Overview
This chapter provides an overview of the standard density-matrix renormal-
ization group (DMRG) algorithm. The subsequent chapters build on this
description as a background; there, the DMRG is adapted and developed
further in order to solve specific problems in mesoscopic physics. There exist
a number of pedagogical introductions and reviews of the DMRG method
[WN99; Sch04]. Therefore I limit myself to a rather brief description here,
putting the emphasis on the basic algorithmic concepts and on the limitations
of the method.
The DMRG was originally developed as a numerical method for calcu-
lating the low-energy properties of strongly correlated quantum systems,
such as the Hubbard and the Heisenberg model (see [WN99] and references
therein). The ground state of these models cannot be obtained by adding
some small correction to an exactly solvable model, therefore perturbation
theory is not applicable. Besides approaches based on the Bethe ansatz tech-
nique, it can be said that the only generally available and reliable solutions
for these models are numerical ones, such as exact diagonalization, Monte
Carlo, and DMRG calculations.
Like in other renormalization group techniques, 1 the main idea of the
DMRG algorithm is to eliminate microscopic degrees of freedom successively.
This leads to a description in terms of an effective model that is numerically
manageable, but nevertheless captures the essential physics of the original
model.
1Actually, it is a matter of debate whether the DMRG is a “true” RG approach, as
it lacks some distinguishing features of other RG methods. See [Sch04] and references
therein.
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The standard DMRG method is limited in its range of applicability. In
its original formulation, it was restricted to one-dimensional systems with
local interactions. Moreover, only ground state properties were available, i.e.
only static phenomena at zero temperature could be analysed.
In its domain, the DMRG was extremely successful, capable of producing
results of unprecedented accuracy, in some cases almost as high as machine
precision. Therefore, and due to the conceptual versatility of the DMRG,
a number of extensions have been proposed that overcome the original lim-
itations. The subsequent chapters of this thesis follow that path: There, I
introduce and apply several such extensions that are particularly useful in
mesoscopic physics.
2.2 The algorithm
I describe here the DMRG algorithm applied to a one-dimensional chain, e.g.
a spin chain. The basic idea is to eliminate successively those microscopic
degrees of freedom that are not relevant for representing the states of interest
(in most cases the ground state of the system), called “target states”.
Although the DMRG algorithm differs substantially from other numeri-
cal renormalization-group schemes such as Wilson’s NRG [Wil75], the basic
underlying idea can be described in similar terms: One initially considers
a small system containing only a few lattice sites that can be diagonalized
exactly. In this system the target state is calculated (which typically is the
ground state). Then, the Hilbert space is truncated, i.e. only a limited part
of the Hilbert space (of dimension m, typically m ∼ 50-500) is kept, namely
the most relevant one for representing the target state (in terms of a criterion
to be specified below). Then, the chain size is increased by adding new sites.
This algorithm is repeated until the desired system size is reached. This is
called the infinite-system DMRG. Because the Hilbert space is truncated in
each step, the size of the reduced Hilbert space remains constant as new sites
are added, whereas the full Hilbert space grows exponentially with system
size.
Two kinds of errors are dominant within this algorithm: Firstly, in each
DMRG step some information is inevitably lost even upon an optimal trunca-
tion of the Hilbert space. This error is called the truncation error. Secondly,
a finite-size error is introduced: While optimizing the basis for the small
initial systems, the algorithm “does not know” about the sites that are to
be added at a later time. Thus, the target state at early DMRG steps is
not identical to the target state of the system one is finally interested in.
Because open boundary conditions are imposed at the outmost sites of the
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chain, which obviously do not represent these “missing sites”, the finite-size
error can also be seen as a consequence of inappropriate boundary conditions
while building up the chain. Despite their conceptual similarities, the DMRG
and other real-space RG approaches differ fundamentally in the precise way
they address these two errors.
I begin by discussing the finite-size error. Because this error is linked to
inappropriate boundary conditions while new sites are added to the system,
it makes a difference at which position these sites are added. For example,
in Wilson’s real-space NRG [Wil75], a new site is added to the end of the
chain at each RG step; therefore the position of each site with respect to
the chain boundaries changes at each step. This procedure works very well
in Wilson’s original application of the NRG to the Kondo problem, where
due to the logarithmic discretization the hopping matrix elements fall off
exponentially. Therefore, the additional sites to be added later can indeed
be seen as small corrections. In most other models, however, this method is
unreliable because boundary errors are more important [WN99].
In the DMRG, the finite-size error is reduced in two ways. Firstly, the
new sites are added in the middle of the chain as shown in Fig. 2.1. This part
of the DMRG algorithm is called the “infinite-system DMRG”. Compared
to the NRG algorithm, it has the advantage that the position of each site
remains fixed at least with respect to its nearest boundary. To this end, the
chain must be organized into two blocks (called L and R), so that the new
sites can be added between them as shown in Fig. 2.1. The L and R block
(consisting of sites 1..n − 1 and n + 2..l, where l = 2n is the chain length)
are each represented by m reduced basis states |α〉1..n−1, |β〉n+2..l. (In the
left-right symmetric example shown in Fig. 2.1, the basis vectors |α〉, |β〉 can
be taken to be identical). Within the DMRG, a state in the representation
sketched in the upper part of Fig. 2.1 is then written as
|ψ〉 =
∑
αστβ
ψαστβ|α〉1..n−1|σ〉n|τ〉n+1|β〉n+2..l. (2.1)
In each DMRG step, two new sites (say, n and n + 1) are included into
blocks L and R, respectively, as shown in the middle part of Fig. 2.1: A new
m-dimensional reduced basis |α′〉1..n, α′ = 1..m for the Hilbert space of block
L is formed. Its members are linear combinations of the old basis vectors
|α〉1..n−1|σ〉n. Likewise, a new R block is formed with a new truncated basis
|β′〉n+1..l. As explained below, these states are optimally chosen in order to
represent the target states. In this new basis, a state is represented as
|ψ˜〉 =
∑
α′β′
ψα′β′ |α′〉1..n|β′〉n+1..l. (2.2)
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Figure 2.1: Infinite-system DMRG algorithm: A spin chain of length l = 2n
is constructed from two blocks L and R, each representing (n − 1) sites in
a truncated basis, plus two additional sites in the middle (upper figure). A
state is expressed in this basis as in Eq. (2.1). In every step of the infinite-
system DMRG, one additional site is added to each of the two blocks, and
a new truncated basis is formed (middle figure and Eq. (2.2)). In the next
step of the infinite-system DMRG, two sites are added to the chain, and the
algorithm is repeated.
Then, again two new sites are added to the middle of the chain as shown
in the lower part of Fig. 2.1, thus creating a chain of length l + 2. This
procedure is repeated until the final chain length lf is reached.
Although this arrangement greatly reduces the errors due to the boundary
conditions, nevertheless a finite-size error occurs, in particular during the very
first DMRG steps, when the chain length l is likely to be smaller than the
correlation length of the system: Then, each site also “sees” the boundary
far from it. Hence, the optimal basis states for the small system (which are
kept) and the ones for the larger final system (which are needed) may not be
identical.
This finite-size error can be corrected in a second part of the DMRG,
called the “finite-system algorithm” and illustrated in Fig. 2.2. Here, I only
discuss the basic idea of this algorithm, and refer to [WN99; Sch04] for more
details. When the final system size lf has been reached, the, say, left block
size is increased further by one site per iteration as in the infinite algorithm.
The right block size, however, is decreased by the same amount, such that
the total chain length lf is kept constant. Hereby, the reduced basis vectors
for the growing (left) block are newly constructed as in the infinite-system
algorithm, whereas the basis for the shrinking (right) block is taken from a
previous iteration. In this way, the “free sites” n and n+1 of Fig. 2.2 sweep
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Figure 2.2: Finite-system DMRG algorithm (sweep to the right): As in the
infinite-system algorithm, but here only the left block is growing, while the
right block is shrinking. This way, the total block length is held fixed.
from left to right across the chain; therefore this procedure is also called a
“sweep to the right”. For a likewise “sweep to the left” the roles of block L
and R are interchanged.
Now the finite-system DMRG algorithm consists of several such sweeps
to the left and the right, whereby the sweep direction changes whenever the
free sites hit one of the ends of the chain.2 Because at each sweep, the
basis of the growing block is optimized with the full knowledge of the proper
boundary conditions, the initial finite-size errors can be corrected. Typically,
the target states have converged after 3-10 sweeps. This finite-system part
of the DMRG improves the accuracy and reliability of the method greatly.
I now describe the DMRG truncation prescription. For definiteness, I
discuss a step of the infinite-system algorithm; the finite-system truncation
differs only in minor details. The purpose of the DMRG truncation is to chose
m basis vectors |α′〉1..n and |β ′〉n+1..l in each new block L and R as shown
in the middle part of Fig. 2.1, that are optimally suited for representing
a target state |ψtarget〉. This state is given in terms of the old basis as in
Eq. (2.1), and will be given in the new basis as in Eq. (2.2) with suitable
coefficients ψαστβ and ψ˜α′β′ , respectively. – The precise optimum condition
is that the new basis of Eq. (2.2) must allow the construction of a truncated
state |ψ˜target〉 that minimizes the L2 norm ||ψ˜target〉 − |ψtarget〉|. Here, the
minimum is defined with respect to varying both the new basis states and
the wave function ψ˜α′β′ in Eq. (2.2), while the number of new basis states
|α′〉 and |β ′〉 in each block is held fixed at the value m.
This optimum condition is very intuitive, but difficult to implement nu-
merically. However, it can be shown [WN99] that it is equivalent to choosing
the truncated basis vectors, say, of the left block |α′〉1..n, α′ = 1..m, to be the
2More precisely, when they hit almost the end of the chain – see section 2.4.
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eigenstates corresponding to the m largest eigenvalues of the reduced density
matrix. ρ˜L = TrR|ψtarget〉〈ψtarget| A likewise condition exists for |β ′〉n+1..l,
with the role of L and R interchanged. – This is the truncation prescription
that is actually implemented in the DMRG; hence the name. This prescrip-
tion can be generalized to targeting several states at once: Then, a density
matrix is used that represents a mixed state from the various target states
with equal weights. (The result turns out to be fairly independent of their
relative weights.)
I finally note that a different perspective on the DMRG algorithm was
recently provided from quantum information theory. It has been known for
some time that the truncated DMRG states always belong to a particu-
lar subset of all possible states, namely the so-called matrix product states
[OR95; NO95; DMDNS98]. In fact, the DMRG can be recast as a varia-
tional method that uses matrix product states as ansatz wave functions, and
finds the optimal state among them. This alternative formulation recently
opened up a new perspective on extensions of the DMRG that overcome
many of its original limitations: For example, the original DMRG was im-
proved drastically with respect to the description of time-dependent systems
[Vid04; DKSV04; WF04] and of periodic boundary conditions [VGRC04];
and efficient algorithms for two-dimensional models and finite temperature
seem to be within reach [VC04; VGRC04]. Indeed, the adaptive time-DMRG
presented in chapter 5 was originally developed in the context of matrix prod-
uct states [Vid04].
2.3 Error analysis
The errors from the DMRG can be estimated in several ways. Roughly speak-
ing, the eigenvalues of the reduced density matrix ρ˜L measure the importance
of the corresponding eigenstates for representing the target state. Therefore,
the “lost weight” wL, defined as the sum of all the eigenvalues of the states
not kept as basis states, is a good measure for the DMRG truncation error
and in fact is often proportional to the errors of physical quantities calcu-
lated within the DMRG. However, wL only measures the truncation error,
whereas other sources of error such as the finite-size error are not captured.
An example where the lost weight is not a useful measure can be found in
section 5.4.
A careful convergence analysis in the number of kept states m usually
provides a more reliable estimation of the full error. The DMRG is exact
when m → ∞. However, convergence up to tiny errors of, say, 10−7 is
usually achieved even for moderate values of m ∼ 50 − 300, at least for
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ground state properties of one-dimensional systems with local interactions. 3
Although it cannot be ruled out that an ill-behaved system may be trapped
in a metastable state for intermediate values of m, this phenomenon seems
to be exceedingly rare in practice.
2.4 Technical issues
I discuss briefly some important, but rather technical issues. More details on
them are given in [Sch04] and references therein.
Code performance is increased by orders of magnitude if good quantum
numbers such as particle number, total spin etc. are exploited. To this pur-
pose, the quantum numbers associated with each reduced basis state |α〉 are
explicitly kept track of. Most operators have block diagonal or block off-
diagonal form in these quantum numbers, or can at least be decomposed
into a sum of only a few such operators. The memory for storing these oper-
ators and the number of floating-point operations needed for calculating e.g.
matrix-vector and matrix-matrix multiplications can be greatly reduced by
explicitly storing and evaluating only the non-zero blocks. It is of particular
importance that the reduced density matrix ρ˜ is block-diagonal. In order to
diagonalize it – which is one of the most time-consuming steps in DMRG –,
it is thus sufficient to diagonalize the smaller submatrices within each block,
which is much faster than diagonalizing one large matrix.
I mention briefly how the target state(s) are constructed. The details
depend on the precise nature of the target state. I restrict myself here to
the most common case, namely the target state being the ground state of
some Hamiltonian H. The ground state is calculated using the Lanczos
algorithm described in [Saa03]. This algorithm reproduces the lowest (and
highest) eigenvalue and the corresponding eigenvector of a matrix with high
accuracy, but is much more efficient than a full diagonalization of H. It has
the further significant advantage that the full Hamiltonian needs not to be
stored in matrix form; instead, it is sufficient to know its action H|φ〉 on a
state |φ〉. The latter can usually be computed by applying a few operators
living on the L or R block to |φ〉, i.e. operators only of dimension m × m,
instead of the dimension m2 ×m2 of the full Hamiltonian H.
A further technical detail is that the rank of ρ˜ cannot exceed the dimen-
sion of the block that is being traced over. For that reason, a sweep must end
3This is related to the fact that for these states, the reduced density matrices can be
shown to have an eigenvalue spectrum that is exponentially decaying, see [Sch04] and
references therein. Therefore, wL is exponentially suppressed as the number of kept states
m is increased.
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when one of the blocks becomes so small that the dimension of its full associ-
ated Hilbert space is smaller than m: Otherwise, information about the state
is lost upon performing the trace of ρ˜, because the number of meaningfully
kept states m is effectively reduced to the dimension of the small block. For
more details see e.g. [Sch04].
I implemented the DMRG algorithm in C++. This has the advantage
that most routines can be hidden in an object-oriented class hierarchy. Once
the algorithm was implemented, this allowed me to reuse most of the existing
code across all problems discussed in the subsequent chapters. Furthermore,
there exist a number of highly optimized libraries, such as LAPACK [Aa00],
and to a lesser extent Numerical Recipes [WPE02], that are well suited for
performing many of the computationally demanding tasks such as matrix
diagonalization.
Chapter 3
Josephson effect between
superconducting nanograins
with discrete energy levels
3.1 Introduction
The Josephson effect can be regarded as one of the most striking illustrations
of phase coherent behaviour in a macroscopic system and as one of the hall-
marks of superconductivity: the flow of a zero-voltage current between two
weakly coupled superconductors, with a sign and amplitude that depends on
the difference of the phases of their respective order parameter. Although
the Josephson effect is in general well understood, there is still a regime in
which it has not yet been studied in detail: for superconductors that are so
small that the discrete nature of their energy levels becomes important. In
this regime, the theory of Bardeen, Cooper and Schrieffer (BCS), which the
quantitative understanding of the Josephson effect has been based on, is not
applicable.
This is because one of the underlying assumptions in standard BCS the-
ory is the presence of a (quasi-) continuous energy band. As Anderson first
pointed out [And59], BCS theory is not consistent anymore once the super-
conductor is so small that the mean level spacing d is of the order of the
superconducting gap ∆BCS: According to BCS theory, the dominant contri-
bution to pairing correlations comes from levels within a range of order ∆BCS
around the Fermi surface, but there are no levels left within this range when
d > ∆BCS.
When it became possible to reach this regime experimentally by doing
transport measurements on superconducting grains with a diameter of only
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a few nanometers [BRT96; vDR01], interest was spurred in a description of
the pair-correlated state that is also valid for d > ∆BCS. It turned out
that the BCS interaction in this regime had already been extensively studied
in the context of nuclear physics, where an exact solution of the reduced
BCS Hamiltonian with discrete energy levels had been found in 1964 by
Richardson [RS64].
Using this solution, it was possible to explore in detail the breakdown of
BCS (mean-field) theory as d increases. Several surprising insights were
gained, one of which being that BCS theory already becomes unreliable
when d ≥ ∆2BCS/ωDebye, in other words, long before the Anderson criterion
d ∼ ∆BCS is met [SILvD01]. The underlying reason is that in this regime,
BCS theory underestimates the contribution of the so-called “far or distant
levels”, i.e. energy levels farther away than ∆BCS from the Fermi surface. If
the contribution of these levels is properly accounted for, remnants of super-
conductivity turn out to persist even for d ≥ ∆BCS – well outside the regime
of validity of BCS theory. Indeed, the recent experiments on small supercon-
ducting grains [BRT96; vDR01] indirectly confirmed these results: Even for
level spacings as large as d ∼ ∆BCS, they observed an even-odd effect (i.e. an
energy penalty for states containing an odd numbers of electrons) as a clear
indication of remaining superconducting correlations.
Another issue that arises for small superconductors is that the supercon-
ducting phase φ is not well-defined: When the mean number of electron pairs
〈N〉 is so small that fluctuations around 〈N〉 in the grand canonical ensemble
are not negligible anymore, N has to be treated as fixed. As a consequence,
due to the uncertainty relation [N, φ] = i, the notion of an order parameter
with a well-defined phase loses its meaning.
Therefore, a very natural question arises: What is the fate of the Joseph-
son effect between two small superconducting grains, in a regime where BCS
theory breaks down, and where the notion of a superconducting phase vari-
able is no longer valid?
In this chapter, this question is examined in detail by studying two pair-
correlated grains, coupled by a tunneling term that allows pairs of electrons
to tunnel between the grains. To this end, I use the density-matrix renormal-
ization group (DMRG), which has already proven to be useful for calculating
the properties of a single superconducting grain [SD00; DS99]. Here, I use it
to calculate the ground state of two coupled grains and to extract the Joseph-
son energy. For weak Josephson coupling, also a tight-binding approximation
is performed, whose results are compared to those of the DMRG calculation
for two coupled grains.
Two competing effects due to the discreteness of the energy levels are
identified: Somewhat surprisingly, the Josephson energy is found to be en-
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hanced for large level spacing due to the contribution of a single energy level,
as long as a certain resonance condition is satisfied. At intermediate level
spacing, a kinetic energy term dominates, which suppresses the Josephson
energy. The competition of these effects leads to a surprising reentrant be-
haviour (decrease followed by increase) of the Josephson energy as a function
of increasing level spacing. In the limit of vanishing level spacing, the BCS
result is recovered.
At this point, I should mention an important restriction on the present
analysis: In the regime of small superconductors that is studied here, the
charging energy for an electron pair to tunnel between the two superconduc-
tors can become huge, easily of the order of a few hundred Kelvin in the
experiments of [vDR01]. As will be explained in some detail in subsection
3.2.4, the dominant effect of the charging energy is to suppress tunneling
events altogether and thereby to destroy the Josephson effect. However,
the interest of the present chapter is to study the effects due to the discrete
spacing of the energy levels rather than that of charging effects, which have
been thoroughly examined already [AL99; MGG+93; ITJ+89]. Therefore, I
set the charging energy to zero.
To experimentally realize the no-charging-energy model studied here, one
needs systems for which the mean level spacing is larger than the charging
energy. In principle, it is possible to reduce the charging energy somewhat,
e.g. by using a pancake-shaped grain geometry, which increases the inter-
grain capacitance area, or by embedding the grains in a strong dielectric
medium. — A more radical and not yet experimentally realized way of
studying Josephson physics in the absence of charging effects would be to
use uncharged particles instead of electrons, e.g. a degenerate Fermi gas of
charge-neutral cold atoms. A “superconducting” phase of cold neutral atoms
was observed recently [Lev03; CAR04]; and a natural next step is to apply
a double-well trapping potential and to study the Josephson effect in this
system, for which the charging energy would indeed be zero.
The remainder of this chapter is organized as follows: In section 3.2, I
review the theory of the Josephson effect in a way that is also applicable for
small superconductors, for which standard BCS theory is not applicable, and
give a definition of the Josephson energy independently of a superconducting
phase variable. Section 3.3 discusses how the DMRG method is adapted to
the system of two coupled superconductors. Finally, in section 3.4 I present
and discuss the results of the calculation.
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3.2 Josephson effect for weakly coupled su-
perconductors: Theory
In this section, I review some standard results of the theory of the Josephson
effect. The discussion of the Josephson effect is restricted to weak coupling
between superconductors, such that perturbation theory in the tunnel cou-
pling (not in the superconducting coupling constant) can be applied. How-
ever, the Josephson effect is formulated in a way that allows for a straightfor-
ward generalization beyond perturbation theory; this is done in subsection
3.2.6.
The physical assumption underlying perturbation theory is that the tun-
nel coupling between the superconductors is so weak that it is energetically
not favourable to create excited states with broken electron pairs in the in-
dividual grains. Therefore, the low-energy states of the coupled system will
contain these “pair-breaking” excitations only as virtual states. In more
quantitative terms, the weak-coupling condition is E0J ¿ ∆sp, where ∆sp is
the lowest energy of a pair-breaking excitation, and the Josephson tunneling
matrix element E0J is defined in Eq. (3.15) below.
Furthermore, the present discussion of the Josephson effect is formulated
independently of the notion of an absolute superconducting phase variable,
such that it remains valid in the regime of small superconductors. The ma-
terial in this section is mostly not new and has been discussed in one way or
the other previously [Fer88; dG99], but I feel it is worth presenting it in a
way that makes the ensuing application to small grains evident.
3.2.1 Josephson effect as a phase dependent delocal-
ization energy
In the grand canonical ensemble, the phase of a superconductor φ can be
defined via the action of the pair annihilation operator1 bi = ci↑ci↓, and the
state |φ〉 is said to have a phase φ if
〈φ|bi|φ〉 ∼ eiφ, (3.1)
φ being independent of the state i (this is the case for the ground state of
a superconductor). A familiar example is the well-known BCS ansatz wave
function |φ〉 = ∏i(ui+ vieiφb†i )|0〉, where ui and vi are real. Eq. (3.1) implies
1In general, bi annihilates a pair of electrons ci↑ci¯↓ in time-reversed states |i, ↑〉 and
|¯i, ↓〉; for the present context of nanograins in the absence of a magnetic field, one may
take i = i¯.
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that a state with definite phase φ must be a superposition of many states
|N〉, each of which has a fixed number of electron pairs N :
|φ〉 =
∑
N≥0
CNe
iNφ|N〉, (3.2)
subject to the condition that 〈N |bi|N + 1〉 is real, and with real coefficients
CN .
In the canonical ensemble, however, where the number of electron pairs
N is fixed, the expectation value (3.1) vanishes, and the notion of a supercon-
ducting phase φ is obviously not valid. Nevertheless, the concept of a phase
difference ϕ between two coupled superconductors (“left” and “right”, say)
is still applicable, because the number of electron pairs on each individual
superconductor needs not be definite as long as the total number on both
superconductors is fixed. In analogy to Eq. (3.1), ϕ can, then, be defined as
〈ϕ|brb†l |ϕ〉 ∼ eiϕ. (3.3)
Here, the operators bl and br refer to energy levels l, r of the left and right
superconductors, respectively. As in Eq. (3.1), one must assume that the
phase in Eq. (3.3) is independent of the levels l and r for ϕ to be well-defined.
An example of a state with definite phase difference ϕ is, in analogy to
Eq. (3.2),
|ϕ〉 =
N/2∑
ν=−N/2
Cνe
iνϕ|ν〉. (3.4)
with real coefficients Cν . Here, the states |ν〉 denotes arbitrary states with
N/2 − ν pairs on the left and N/2 + ν pairs on the right superconductor,
subject to the condition that 〈ν|brb†l |ν + 1〉 is real.
For this work, the states of interest |ν〉 have the form
|ν〉 = |N/2− ν〉L ⊗ |N/2 + ν〉R, (3.5)
where |n〉L,R are the superconducting ground states of the isolated L- (“left”)
or R- (“right”) superconductors, each containing a definite number of pairs,
n. These states can always be chosen to satisfy the above reality condition.
As was discovered by Josephson, the presence of a phase difference ϕ
as in Eq. (3.3) has observable consequences when two bulk superconductors
are coupled: In particular, for weak coupling the coherent tunneling of pairs
induces a zero-voltage current,
I = IJ sinϕ, (3.6)
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that explicitly depends on ϕ. As is well known [dG99; Tin96], the Josephson
current can, via the relation
I =
2e
~
∂E
∂ϕ
, (3.7)
also be interpreted as a dependence of the total energy E on the phase
difference ϕ. Eq. (3.6) is then equivalent to the energy-phase relation
E(ϕ) = const− EJ cosϕ, EJ = (~/2e)IJ (3.8)
which will be derived explicitly in 3.2.4 in the bulk limit d → 0. A more
general definition of EJ , which is consistent with Eq. (3.8), but also applicable
in the small-grain limit, will be given in subsection 3.2.6. There, EJ is
associated with the energy gain in the ground state (i.e. ϕ = 0) due to the
coherent tunneling of electron pairs.
The Josephson energy EJ sets the energy scale relevant for the Joseph-
son effect: It is a delocalization energy that characterizes the coupling of
two materials, their tendency to have the same phase and the maximum
supercurrent IJ = (2e/~)EJ that can flow between them.
3.2.2 Pair tunneling Hamiltonian
Only processes that depend on the relative phase ϕ are relevant for the
Josephson effect. This is a consequence of Eq. (3.7). Because of Eq. (3.3),
such processes require the coherent tunneling of electron pairs; therefore,
they have to be treated at least in second order in the tunneling of single
electrons. The main goal of this subsection will be to derive an effective
pair-tunneling Hamiltonian, Eq. (3.13) below, that arises at this order.
Consider two superconductors L and R (left and right), each having
equally spaced energy levels with level spacing d, and each with a reduced
BCS interaction with (dimensionless) coupling constant λ:
HL =
∑
lσ
²lc
†
lσclσ − λd
∑
ll′
c†l↓c
†
l↑cl′↑cl′↓, (3.9)
where ²l = l d is the bare energy of level l, σ =↑, ↓ is the spin, and the
sums are over all energy levels closer to the Fermi surface than the Debye
energy ωDebye. HR is defined in analogy to Eq. (3.9); its energy levels shall
be labelled by r.
Let L and R be coupled by single electron tunneling with constant tun-
neling matrix element t,
H1e = −td
∑
lrσ
c†lσcrσ + h.c. (3.10)
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The coupling (3.10) lowers the total energy by generating states such as (3.4)
that superimpose different numbers of electrons on each superconductor. Be-
cause tunneling occurs only for states near the Fermi energy (up to energy
E0J , where E
0
J is defined in Eq. (3.15)), one may cut off the sum in Eq. (3.10)
at ωDebye in all numerical calculations below as long as E
0
J ¿ ωDebye.
States with an odd number of electrons in each grain are energetically
unfavourable, the energy cost being at least of the order of the lowest pair-
breaking excitation energy ∆sp. For E
0
J ¿ ∆sp, these states may be inte-
grated out in a similar fashion to Anderson’s poor man’s scaling [Hew97]. To
second order in H1e, the tunneling processes can then be described by the
effective tunneling Hamiltonian
H2 = −
∑
rlσν
H1e|rlσν〉〈rlσν|H1e
Erlν
, (3.11)
acting on the space spanned by the states |ν〉, defined in Eq. (3.5). The sum
in Eq. (3.11) runs over all possible intermediate states |rlσν〉 that can be
reached by removing a single (rσ)-electron from state |N/2−ν〉R and adding
a single (lσ)-electron to state |N/2+ν〉L. Erlν is the corresponding excitation
energy relative to the energy of the state |ν〉.
It is shown in chapter 4 that of all matching states (i.e. with quantum
numbers r, l, σ, ν), only the one with the lowest energy (called the “No-
Gaudino state”) gives a significant contribution to the sum in Eq. (3.11).
The argument (which is substantiated in chapter 4) goes as follows: In the
BCS limit, which is valid for d ¿ ∆BCS, all excited states are described by
the quasiparticle operators [Tin96]
γ†(e)σi = uic
†
iσ ∓ viP †ci(−σ), γ†(h)σi = uiPc†iσ ∓ vici(−σ), (3.12)
where P † is an operator that creates an additional pair, and the upper sign
corresponds to σ =↑, the lower to σ =↓. . In this limit, it is easy to see that
only the lowest energy state |rlσν〉 = γ†(e)σlγ†(h)(−σ)r|ν〉 gives a contribution
to Eq. (3.11), whereas all other intermediate states have a vanishing overlap
with H1e|ν〉. This is also the case for λ = 0, where γ†(e)σlγ†(h)(−σ)r = c†σlcσr. For
intermediate values of λ, no simple argument can be made; it is expected,
however, that still the state with the lowest energy will give the dominant
contribution.
The energy Erlν is given by the collective excitation energies Er + El,
arising from the fact that levels r and l are singly occupied. In general, it
can also include a ν dependent contribution from charging energy due to the
electron tunneling; these are discussed comprehensively in [MGG+93]. In
20 3. Josephson effect between superconducting nanograins
this chapter, however, I chose to consider only situations in which these can
be neglected.
In Eq. (3.11), two kinds of tunneling terms are present: on the one hand,
terms proportional to b†l br or to b
†
rbl that describe coherent pair tunneling,
on the other hand, single electron terms proportional to crσc
†
rσc
†
l−σcl−σ that
describe the tunneling of a single electron from l to r and back. When the
former terms are applied to a state |ϕ〉, defined in Eq. (3.4), they produce
a phase dependent energy shift. In contrast, the latter terms only lead to a
phase-independent energy shift, which is irrelevant for the Josephson effect.
For this reason, the single electron terms can be omitted from the Hamilto-
nian (3.11), as long as only phase dependent processes are of interest [Fer88].
Then, one finally arrives at the pair tunneling Hamiltonian
HJ = −2
∑
rl
γd2
Er + El
(b†rbl + h.c.), (3.13)
with γ = t2. I shall use for the excitation energies their BCS values, Er,l =√
∆2BCS + ²
2
r,l.
3.2.3 Tight-binding model
In the space spanned by all states of the form |ν〉 defined in Eq. (3.5), i.e.
states without any pair-breaking excitations, the Hamiltonian H = HL +
HR +HJ looks like a tight-binding Hamiltonian:
H =


E(ν) −E0J/2 0 . . .
−E0J/2 E(ν) −E0J/2 0 . . .
0 −E0J/2
... 0
...

 , (3.14)
where
E0J/2 = −〈ν|HJ |ν + 1〉, (3.15)
E(ν) = 〈ν|(HL +HR)|ν〉. (3.16)
As long as E0J ¿ ωDebye, the off-diagonal elements E0J can be taken to
be independent of ν. This is because different values of ν correspond to a
different filling of the grain, i.e. to a different position of the Fermi surface
with respect to the cutoff at ωDebye. Because much the number ν of tunneled
pairs is much smaller than the total number of energy levels N , the cutoff is
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always far away, and it does not matter whether the Fermi surface is a few
levels closer to or farther away from it.
The diagonal elements are given by
E(ν) = const + 2d(ν − ν0)2, (3.17)
which has the form of an effective charging energy term. This is because
changing ν by one is equivalent to shifting the relative chemical potential
between the grains by the amount 2d (except the energy level closest to the
cutoff ωDebye, which can be neglected for ν ¿ N).
3.2.4 Discussion of the tight-binding model
In this subsection, first the above tight-binding model (3.14) is discussed
in the limit d → 0, where it is checked that it reproduces the well-known
result of Ambegaokar and Baratoff [AB63]. Then, I draw attention to what
changes will occur in small superconductors, where the limit d → 0 cannot
be performed.
For d→ 0, the diagonal elements (3.17) of HJ [Eq. (3.14)] become inde-
pendent of ν. Also, BCS theory is valid, so the off-diagonal elements (3.15)
can be expressed in closed form:
E0J =
∑
lr
∆2BCSt
2d2
ElEr(El + Er)
= ∆BCSt
2pi2. (3.18)
In the left equality of Eq. (3.18), the BCS expression for the matrix elements
〈ν|bl b†r|ν+1〉 = vlulvrur = ∆2BCS/(2ElEr) has been used. For the right equal-
ity, the sum has been replaced by an integral,
∑
ij =
∫∞
−∞
d²1 d²2
d2
. No harm
is done by extending the integral range beyond ωDebye to infinity, because it
is naturally cut off at the scale ∆BCS anyway, assumed to be much smaller
than ωDebye.
Thus the Hamiltonian of Eq. (3.14) reduces to a tight-binding model
with constant coefficients. This model has energy eigenstates of the form of
Eq. (3.4) with constant coefficients Cν = const. As anticipated in Eq. (3.8),
they correspond to an energy E(ϕ) = const−E0J cosϕ, and therefore one can
identify
EJ = E
0
J = ∆t
2pi2 =
pi~∆BCS
4e2RN
. (3.19)
The last equality expresses EJ in terms of the normal-state conductance
R−1N = (4pie
2/~)t2, and agrees with the well-known Ambegaokar-Baratoff
formula [AB63] at zero temperature.
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Now I turn to the question what happens when the superconductors enter
the regime d ≥ ∆2BCS/ωDebye, in which the BCS ansatz wave function becomes
inappropriate [SILvD01]. The transition to this regime is straightforward
now, because the tight-binding model itself, Eq. (3.14) - (3.17), remains
valid. However, the diagonal and off-diagonal matrix elements E(ν) and
E0J , defined in Eq. (3.17) and (3.15), will no longer be given by the BCS
expression, but will have to be evaluated using the exact ground state wave
function: The effect of the discrete level spacing on the diagonal elements
E(ν), given by Eq. (3.17), will be to lift the degeneracy among them, thereby
suppressing pair tunneling.
The off-diagonal elements E0J will change with respect to their BCS value
(3.18) due to two distinct effects when the superconductors become small:2
Firstly, the change in superconducting correlations due to the finite level
spacing will affect both the excitation energies Er and El in Eq. (3.13) (which
I, however, replace with their BCS value) and the matrix elements 〈ν|blb†r|ν+
1〉 that enter E0J . Secondly, the shift of the Fermi level between the states
|ν〉 and |ν +1〉 of the order of d will also affect the matrix elements E0J , as is
explained in section 3.4.1 below.
As it turns out (see section 3.4.1 below), E0J increases for sufficiently
large level spacing d, mainly due to the second effect. Once E0J becomes
comparable to ∆sp (defined as the lowest pair breaking excitation energy),
the superconductors can no longer be considered as weakly coupled, and the
tight-binding model itself loses its validity.
3.2.5 The effect of charging energy
As mentioned in the introduction, the Coulomb charging energy plays an
important role in small superconductors. Although I shall neglect it in the
remainder of this chapter, here I present a brief qualitative discussion of
its main effects. The charging energy EC = (2e)
2/C, C being the inter-
grain capacitance, is the energy cost of tunneling an electron pair from one
grain to the other. It introduces an additional term in the Hamiltonian,
E(ν) = EC(ν − ν0)2. EC can become huge in the small-grain limit and
essentially destroys the Josephson effect, since it suppresses pair tunneling.
Even if a gate is used to make two states |ν〉 and |ν + 1〉 degenerate by a
suitable choice of the gate voltage (i.e. ν0 = 1/2 plus an integer), such that
at least one pair can still tunnel between the grains at no energy cost, the
2As stated after Eq. (3.12), a third effect will actually take place when the charging
energy is taken into account: the excitation energies Erlν in Eq. (3.13) will include a
term from the charging energy in the intermediate state, as studied in [MGG+93]. I have,
however, chosen not to study charging effects at all.
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charging energy might nevertheless destroy the Josephson effect altogether:
It may cause one electron pair to break into two unpaired electrons, one on
each grain, if EC > ∆sp, i.e. the associated lowering of the charging energy
exceeds the energy necessary to form a pair-breaking excitation.
An order-of-magnitude estimate shows that this actually happens in the
regime in which the level spacing is important, if no measures are taken to
reduce the charging energy: (i) As explained above, the charging energy must
be smaller than the lowest energy of a pair breaking excitation, EC < ∆sp,
such that no pair breaking excitations occur. (ii) At least, ∆BCS <
√
ωDebye d
must be satisfied if the grains are to be small enough so that deviations
from BCS become important (the ’weak’ criterion in [SILvD01], valid for
cumulative properties). (iii) For the present purpose of constructing an order-
of-magnitude estimate, I take ∆sp ∼ ∆BCS, although these two energy scales
may not be identical in the small-grain limit [SILvD01]. (They differ, for
example, by a factor of up to two for the parameter range shown in Fig. 1 of
[SILvD01].)
Putting (i), (ii) and (iii) together, the inequality
EC <
√
ωDebye d, (3.20)
which is independent of λ, has to be satisfied.
Let me now explore what this implies for real Aluminium grains: If the
inter-grain capacitance is modelled by an Aluminium oxide layer (with di-
electric constant ² ≈ 8) of thickness D ∼ 15 A˚ and area pir2, then EC ≈
0.8 eV(r/nm)−2. A smaller thickness D in principle linearly decreases the
charging energy, but at the same time, the inter-grain coupling t is expo-
nentially increased [KL73], t2 ∝ exp[−D/(0.54A˚)]. Since at a thickness
of less than ∼ 15 A˚, the grains are so strongly coupled that they can no
longer be considered as distinct, this distance seems to be a realistic order-of-
magnitude lower bound forD. – Using the Debye energy ωDebye = 35 meV for
Aluminium, one obtains
√
ωDebye · d = 0.054 eV(r/nm)−3/2, and Eq. (3.20)
finally implies r > 250 nm if no pair breaking excitations are to occur.
At such a large size, condition (ii) above cannot be met for Aluminium;
it is well in the BCS regime. According to criterion (ii), deviations from the
BCS approach for a grain of that size would be observable only for a material
with ∆BCS < 10
−5 eV, an order of magnitude less than Aluminium.
The experiments of Nakamura et al. [NPT99] illustrate the above con-
siderations. They use a superconducting island with ∆ ≈ 230 µeV and
EC ≈ 117 µeV: These islands are so small that they are quite close (up
to a factor of 2) to the regime where the charging energy would begin to
suppress pair tunneling and favour single-particle excitations. Nevertheless,
their islands are still large enough to be well described by BCS theory.
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However, as mentioned in the introduction, the interest of this chapter is
to study the effects due to the discrete spacing of the energy levels, rather
than charging effects. Therefore, I henceforth set the charging energy EC
to zero and refer for a more detailed analysis of effects related to EC to
[AL99; MGG+93; ITJ+89].
3.2.6 Generalization to strong coupling
In the weak coupling limit, the Josephson energy was defined via the part
of the energy (3.8) that depends on ϕ. However, Eq. (3.8) is only valid
for weak coupling (i.e. in second order in the single electron tunneling). One
may equivalently define the Josephson energy as the maximal possible energy
lowering due to coherent pair tunneling, i.e. when single electron terms are
neglected as in the derivation of (3.13):
EJ ≡ Ecoupled − Euncoupled. (3.21)
This definition agrees with the usual one (3.8) in the weak-coupling regime,
because the maximal possible energy lowering occurs at phase difference ϕ =
0. Eq. (3.21) allows an extrapolation to strong coupling as well, and therefore
I will use it henceforth.
Unfortunately, the pair tunneling Hamiltonian (3.13), being only derived
in second order perturbation theory, loses its validity for strong coupling;
in general, one would have to use the single-electron tunneling Hamiltonian
(3.10) in that case. For simplicity, however, I choose for the strong coupling
analysis a somewhat different coupling term that only includes pair tunneling,
H ′J = −
γd2
∆BCS
∑
rl
(b†1rb2l + h.c.), (3.22)
and that differs from the pair tunneling Hamiltonian (3.13) in that the inter-
mediate energy Er + El has been replaced by the constant ∆BCS, such that
the prefactor of the pair tunneling term in Eq. (3.22) does not depend on the
energy levels l, r.
The Hamiltonians (3.22) and (3.13) are not equivalent. It is nevertheless
interesting to study the Hamiltonian (3.22) for several reasons: Firstly, it
captures the essential physics of the Josephson effect in a simple way: two
superconductors coupled by a tunneling barrier that allows for pair tunneling.
Secondly, for γd/∆BCS = λ, the total Hamiltonian looks just like one single
superconductor, thus (3.22) is able to describe the transition to the strong-
coupling regime where two superconductors effectively become one. Thirdly,
it is amenable to a rather straightforward treatment by the DMRG approach
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(in contrast, HJ of Eq. (3.13) would require much more numerical effort),
which has the significant advantage of yielding direct access to the regime of
strong coupling between the two superconductors.
At weak coupling, a tight-binding analysis for (3.22) similar to the one
that led to Eq. (3.18) can be performed. In the large grain limit, one finds
the Josephson energy to be
E0J =
2γ∆BCS
λ2
, (3.23)
independent of the level spacing d. In other words, the Hamiltonian (3.22)
has a well-defined continuum limit when γ is held constant as d → 0, as it
should.
In section 3.4, I both examine the weak-coupling Hamiltonian of Eq. (3.13)
(section 3.4.1), and the cartoon Hamiltonian for strong coupling, Eq. (3.22)
(section 3.4.2).
3.3 DMRG approach
In the context of nuclear physics, Richardson found an exact solution [RS64]
of the Hamiltonian (3.9) for a single superconductor, that allows in principle
to calculate all of its eigenenergies and eigenstates. Because the tight-binding
calculation for weakly coupled superconductors, as outlined in 3.2.3, only
needs the matrix elements (3.15) between states of a single superconductor,
Richardson’s solution is, in principle, sufficient for that case.
However, while the eigenenergies of (3.9) can be calculated with only little
numerical effort using Richardson’s solution, the computation time needed
for the eigenstates and for matrix elements like the ones in (3.15) scales like
n! with the number of energy levels n in the system, making it effectively
impossible to go beyond, say, n = 12 levels or so (more precisely, only
the number n of energy levels between EFermi − ωDebye and EFermi + ωDebye
matters). For this reason, despite there being an exact solution available,
it is indispensable also for the tight-binding model to have an alternative
approach at hand that is approximate, but manageable. Moreover, for the
strong coupling analysis in Sec. 3.2.6, that invokes the pair tunneling term
(3.22), Richardson’s solution is not applicable at all, so that the use of a
different approach becomes unavoidable.
For these reasons, I have adopted an approach based on the DMRG
method introduced in chapter 2, whose power and efficiency for dealing with
pair-correlated nanograins has been demonstrated recently [SD00; DS99]. I
use two kinds of DMRG calculations: A single-grain DMRG for calculat-
ing the matrix elements (Sec. 3.15) to be used in the tight-binding model
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at weak coupling (cf. section 3.2.3), and a two-grain DMRG for the case of
strong coupling (cf. section 3.2.6).
In this section, I first discuss some general aspects of the DMRG algo-
rithm in energy space in 3.3.1, leaving some of the more technical issues for
appendix A. In Sec. 3.3.2, I discuss the one-grain DMRG, and turn to the
discussion of the two-grain DMRG in Sec. 3.3.3.
3.3.1 The DMRG method in energy space
The DMRG in its usual implementation is a real-space renormalization group
method, and has been very successfully applied to one-dimensional many-
particle quantum systems, such as spin chains [Pes99]. Usually, the Hilbert
space for such systems is too large to be diagonalized exactly on a computer.
As explained in chapter 2, the DMRG algorithm allows to keep only a reduced
part of the Hilbert space that is small enough to be tractable even on a
desktop computer, but still sufficient to describe one or several desired states,
the so-called target states (in the present case, the ground state will be the
target state). This is achieved by progressively increasing the chain size,
adding sites one at a time, while only a limited number of states is kept at
each step, those states being selected as the most relevant ones for describing
the target state(s) in a density matrix analysis.
Although the DMRG is mostly limited to one dimensional systems, it
can be applied to three dimensional ones by using the energy axis as the
one dimensional “system”, such that the bare energy levels play the role of
sites on a one dimensional chain. This is not always useful, because the
interactions between these “sites” can be much messier than between sites in
real space, the latter being generally local. Luckily, as will be seen, the BCS
interaction is, although nonlocal, simple enough for the DMRG algorithm to
be applicable.
The energy-space DMRG builds up the system, starting from the energy
levels closest to the Fermi surface, which are the physically most important
ones. Then, the remaining levels are added symmetrically around the Fermi
surface, in the order of increasing distance to the Fermi energy. It should
be noted that this is quite contrary to the way usual RG calculations are
performed, where high energy levels are integrated out, approaching the low
energy states from above. This allows these two complementary approaches
to be simultaneously applied: As long as not all energy levels have yet been
added to the system, only the ones near the Fermi surface are explicitly
included in the DMRG calculation. The other ones, which will be included
only at later steps, are meanwhile taken into account using a renormalization
of coupling constants (as introduced in eq. (43) of [SD00]).
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For this purpose, the following scheme turns out to be numerically very
efficient for renormalizing the coupling constants λ and γ: When the i levels
closest to the Fermi energy are included, choose the coupling constants, say
λi and γi, such that the BCS band gap ∆i of the current system equals the
final value ∆n, where n is the desired final number of levels. In the DMRG
for a single grain, ∆
(1)
i = id/(2 sinh(1/λi)). In the two-grain DMRG, the
band gap is given by ∆
(2)
i = id/ sinh(1/(λi + γid/∆n)). The latter is the
the solution of the BCS gap equation with two different interaction matrix
elements −λid and −γid2/∆(1)n , as in (3.9) and (3.22). This renormalization
scheme is not rigorously justified, because it is applied outside the regime of
validity of BCS theory. Nevertheless, it turns out to be more efficient than
a renormalization of the coupling constants based on a perturbative scheme
for large inter-grain couplings, and still performs as well as a perturbative
scheme at weak couplings, for which perturbation theory is expected to work.
Another drastic reduction of degrees of freedom occurs because in the
model studied here, the energy levels that are occupied by a single electron
completely decouple from all the interaction terms (3.9), (3.13) and (3.22).
Because the creation of a singly occupied level is associated with the energy
∆sp and therefore energetically unfavourable, there will be no singly occupied
levels in the low-energy sector of a superconductor, if one assumes the total
number of electrons to be even. Due to these considerations, one may omit
these levels from the beginning, and consider only the case of empty or doubly
occupied energy levels [vDR01].
Although the full Hilbert space is drastically reduced by the DMRG al-
gorithm, it produces excellent results. In the case of the two-grain DMRG,
the accuracy can be checked by comparing the condensation energy from
DMRG to the Richardson solution, which is available for two specific val-
ues of the inter-grain coupling γ in (3.22), namely for [LH02] γd/∆ = λ
(which effectively describes one single, larger superconductor) and γ = 0
(two independent superconductors). The results for the two-grain DMRG
are shown in Fig. 3.1 and show the following features: (i) High precision
at strong inter-grain coupling, with a relative error in the condensation en-
ergies of only ∼ 10−7 when m = 100 states are kept. (ii) Lower, but still
sufficient precision for decoupled grains (γ = 0): ∼ 10−3 for m = 300, for
n = 100 energy levels. However, the algorithm fails at weak coupling when
the number of energy levels n becomes large (n > 80−150, depending on the
coupling constants), see 3.3.3. In this case, a perturbative calculation (see
3.3.2) becomes necessary.
With the one-grain DMRG, the accuracy of case (i) is obtained. As always
in DMRG, the precision can be systematically improved by increasing m.
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Figure 3.1: Relative error between the exact result from Richardson’s solution
and the two-grain DMRG at BCS coupling λ = 0.4, with n = 100 energy
levels per grain. The inter-grain coupling in the upper plot is γd/∆ = λ. In
the lower plot, γ = 0.
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3.3.2 One-grain DMRG for tight-binding model
If the grains are weakly coupled, the tight-binding approach can be applied,
based on the Hamiltonian (3.13). Here, the microscopic model only enters
via the tunneling matrix elements E0J (3.15) of the tight-binding Hamiltonian
(3.14). Although these can in principle be calculated exactly using Richard-
son’s solution, in practice the DMRG algorithm is much better suited for
that task, as explained above.
Assuming ν ¿ N and using Eq. (3.5), the only matrix elements needed
for E0J are 〈N/2 + 1|b†i |N/2〉 for all values of i. I evaluate these matrix
elements using the DMRG algorithm for one single grain, as introduced in
Refs. [SD00; DS99]. This requires the simultaneous knowledge of two ground
states with different pair occupation numbers, |N/2〉 and |N/2 + 1〉. These
states are constructed in a single run, as explained in appendix A. Once these
matrix elements have been calculated, it is straightforward to diagonalize the
tight-binding Hamiltonian (3.14).
3.3.3 Two-grain DMRG
If the DMRG is directly applied to a system of two grains, the regime of
strong coupling can be explored, too. For this purpose, I use the inter-grain
coupling term (3.22), introduced in subsection 3.2.6. The exact Richardson
solution cannot be applied for this system (except for the particular value
of γ = λd/∆BCS, which has been used in subsection 3.3.1 for checking the
accuracy of the results).
Although the two-grain DMRG can cover the previously unaccessible pa-
rameter region of strong coupling, it turns out to fail for too weak inter-grain
coupling if the system is large (more than, say, 80-150 or so energy levels,
depending on the other parameters). The reason is that the DMRG relies
on correlations between the grains for being able to effectively reduce the
Hilbert space, and these correlations vanish in the limit γ → 0. This can
easily be seen in the limiting case γ = 0, in which the two grains L and R
are completely uncorrelated and can, each, be described by m1 independent
basis vectors |1〉L, ..., |m1〉L and |1〉R, ..., |m1〉R. This implies that the m basis
vectors retained are essentially product states of the form |i〉L ⊗ |j〉R, and
only an accuracy corresponding to m1 =
√
m kept basis vectors per grain
is attained. If the inter-grain coupling γ is increased, correlations between
grains L and R quickly develop that allow to keep only a few dominant ones
of the product states, but for γ = 0, and also for very small values of γ,
each of these states is equally important, making the DMRG highly ineffi-
cient. That the DMRG still works even for γ = 0 if only a few (< 80− 150,
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depending on the couplings) energy levels are considered, is due to the fact
that in this case, the necessary number of states to be kept per grain seems
to be so low (m1 ≈ 15) that the ground state can still be reasonably well
approximated.
To summarize, the two-grain DMRG works well for strongly correlated
systems, but produces unsatisfying results for the case of weak inter-grain
coupling. However, this is the regime in which perturbation theory can be
used, as described before: thus, the two-grain DMRG and perturbation the-
ory are two complementary approaches; their regimes of usefulness are illus-
trated in Fig. 3.5 below.
3.4 Results
3.4.1 From small to large grains: The effect of discrete
energy levels within the tight-binding model
In this section, I present results from the tight-binding model, which is lim-
ited to small inter-grain coupling. I use the Hamiltonian Eq. (3.14), which is
derived in that limit from a microscopic model, Eq. (3.10). Fig. 3.2 presents
the results for the Josephson energy EJ , defined in Eq. (3.21) as the delocal-
ization energy due to pair tunneling, in the tight-binding approximation. EJ
is plotted in units of the BCS result EBCSJ , given by Eq. (3.19). The dashed
line in Fig. 3.2 displays the Josephson energy as a function of decreasing
level spacing d, i.e. of increasing grain size, characterized by the number of
discrete energy levels n between εF ± ωDebye.
While the level spacing d is varied, the parameters λ and γ in (3.13) are
held fixed (at the values λ = 0.3, γ = 0.05), such that the BCS value in
Eq. (3.18) of EJ is independent of the grain size, and a well-defined limit
d→ 0 exists.
Within the tight-binding model, one observes two competing effects, to
be discussed in detail below, that influence the Josephson energy as the level
spacing d increases (i.e. moving toward the left side of Fig. 3.2): (i) On the
one hand, the finite-size kinetic energy term E(ν) of Eq. (3.17) increases,
which tends to reduce the Josephson energy EJ ; (ii) on the other hand, the
off-diagonal matrix element E0J in Eq. (3.14) increases (as shown in Fig. 3.2,
dotted line), which tends to increase EJ . The combination of these two
tendencies leads to the reentrant behaviour seen in Fig. 3.2, particularly
in the inset, with a remarkable increase in EJ when d becomes sufficiently
large.
The kinetic term (i) was discussed in section 3.2.3. I chose ν0 in Eq. (3.17)
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Figure 3.2: The Josephson energy EJ in the tight-binding approximation,
based on Eq. (3.14), as a function of the grain size. EJ is defined via
Eq. (3.21) as the additional energy gain due to coherent pair tunneling and
is normalized to the BCS result EBCSJ in Eq. (3.19). Compared to the off-
diagonal matrix element E0J (dotted line), EJ (dashed line) is reduced by a
factor of up to 2 due to the finite-size kinetic energy term E(ν) of Eq. (3.17).
The logarithmic plot in the inset shows how the BCS result of Eq. (3.19) is
recovered as d→ 0.
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as ν0 = 1/2, such that the two lowest-lying states are degenerate and at least
one pair can tunnel at no energy cost between these states no matter how
large d is. For this case, the total reduction of the Josephson energy due to
the finite-size kinetic term amounts to a factor of at most 2, even for very
large level spacing d. This is because for d → ∞, all but the lowest two
states “freeze out”, so that the tight-binding Hamiltonian (3.14) effectively
reduces to a two-level system for the states |ν = 0〉 and |ν = 1〉, whose
tunnel splitting is E0J/2 (hence the reduction by a factor of 2). Nevertheless,
the reduction in Fig. 3.2 is seen to be considerable even for fairly large grains
(still of order 20 % for ∆BCS/d ∼ 100, corresponding to n ∼ 3000 levels),
because it depends on the ratio d/E0J , where E
0
J typically is a small number
itself. For d ¿ EJ , the asymptotic behaviour EJ = E0J(1 −
√
2d/E0J) (thin
dashed line in the inset of Fig. 3.2) is found in analogy to the treatment
of small charging energies in section 7.3 of [Tin96], by using an ansatz wave
function given by Eq. (3.4) with ϕ = 0 and Cν of Gaussian form. This ansatz
wave function turns out to be asymptotically correct for d¿ E0J [Tin96].
Next, I discuss the increase of E0J in the small-grain limit (ii). It is due to
the fact that matrix elements 〈NL|bl|NL + 1〉 (and likewise 〈NR + 1|b†r|NR〉)
that contribute to E0J in Eq. (3.15) are taken between states with the number
of electron pairs differing by 1. This fact is unimportant in standard BCS
theory, where the total number of pairs is assumed to be macroscopically
large anyway. When the level spacing d becomes large, however, this is the
main reason for the increase of E0J :
The increase of E0J is easy to understand for the Fermi state (λ = 0)
and in the BCS limit (λ > 2/ lnN , see [SILvD01]). In the Fermi state, the
matrix element 〈N |bi|N〉 is zero for all values of i, but 〈N |bi|N + 1〉 gives a
contribution of 1 for the one level i = iN that is below the Fermi surface of
|N + 1〉 and above the Fermi surface of |N〉. In the BCS case, the matrix
element is given by 〈N |bi|N + 1〉 = uNi vN+1i . The upper indices on u and v,
N and N + 1, indicate the total pair occupation numbers of the respective
states, the effect being that vN+1 has the chemical potential shifted upwards
with respect to vN by the level spacing d. Thus, the product uNi v
N+1
i becomes
larger as the level spacing d increases, as is illustrated in Fig. 3.3. I call this
modification of the BCS calculation the “finite-d” BCS calculation.
In Fig. 3.3, the finite-d BCS matrix elements (solid line) are also compared
to the exact values obtained using the DMRG (filled dots). The comparison
shows that for the levels close to the Fermi energy (i.e. the central level i0 and
the next, say, 2 levels), the finite-d BCS result overestimates the pairing corre-
lations: the (quasi-)exact DMRG solution is seen to have a more pronounced
peak at the central level i0, whereas the contribution of the neighbouring
two levels is somewhat reduced, resembling, for these levels, qualitatively
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Figure 3.3: Various approximations for the matrix element 〈N |bi|N + 1〉
are compared. The product of the BCS coherence factors uNvN (BCS, thin
dashed line) is compared to uNvN+1 (finite-d BCS, solid line) in a grain of
n = 20 levels. Because vN+1 in the latter product is shifted to the right by an
amount of d with respect to vN , the finite-d curve must obviously be larger
than the BCS curve for all values of i. Also shown (filled dots) are the exact
matrix elements 〈N |bi|N + 1〉, calculated using the DMRG approach. The
inset compares the BCS, the finite-d BCS and the DMRG results for a larger
grain with n = 200 levels. While the finite-d BCS curve shows excellent
agreement with the quasiexact DMRG result in this regime, the standard
BCS curve still deviates from it.
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3.4 Results 35
more closely the λ = 0 case discussed above. For the energy levels further
away from the Fermi energy than that, the finite-d BCS calculation is seen
to slightly underestimate the matrix elements. This is not unexpected, be-
cause BCS theory is known [SILvD01] to underestimate the superconducting
correlations of energy levels much farther away from the Fermi surface than
∆BCS, which for the parameters of Fig. 3.3 is ∆BCS ≈ 0.07ωDebye.
E0J , however, being a weighted sum over all products of these matrix
elements, is nevertheless not so far off in the finite-d BCS approach even for
very small grains, as can be seen in Fig. 3.4. This is surprising and somewhat
fortituous, since the BCS theory does not self-consistently describe the grains
in the limit that they are small. The reason that the finite-d BCS works so
well seems to be that the underestimation of the matrix elements for level i0
and and their overestimation for the other levels cancel each other to a large
degree.
In conclusion, the main reason why E0J increases as the grains become
small is very simple: the chemical potential of the grains shifts due to the
finite level spacing whenever a pair tunnels from one grain to the other. Note
that the BCS ansatz without taking this effect into account is not accurate
near the Fermi energy even for fairly large grains (see the inset in Fig. 3.3),
for which the finite-d BCS theory agrees perfectly with the DMRG result.
The competition between the finite-size kinetic term on the one hand
and the increase of E0J on the other leads to the reentrant behaviour of EJ
as seen in Fig. 3.2. This is one of my main results. Two regimes can be
distinguished as a function of ∆BCS/d: For very small grains (∆BCS/d < 1),
superconducting correlations are only weakly present, but the 1-level effect
outlined above leads to a strong enhancement of E0J and, therefore, of the
Josephson energy EJ . Despite not being a well-justified approximation in this
regime, the finite-d BCS result nevertheless gives a surprisingly good estimate
of the Josephson energy. On the other hand, for larger values of ∆BCS/d (>
10, say), E0J is almost constant and very close to the BCS value. The kinetic
energy term in Eq. (3.17), however, reduces the Josephson energy below the
BCS value, and vanishes only rather slowly. The reentrant behaviour of EJ
occurs at the intermediate region 1 < ∆BCS/d < 10, in which both effects
are competing, and in which E0J is slowly approaching its BCS value from
above.
3.4.2 Limitations of the tight-binding approach
The tight-binding approximation, which neglects excitations of the individual
grains, is valid only for small couplings, such that E0J lies well below the lowest
excitation energy ∆sp. In Fig. 3.2, however, E
0
J is seen to grow strongly with
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Figure 3.5: A rough sketch of the regimes of validity for the DMRG and the
tight-binding approach in parameter space (inter-grain coupling γ vs. the
number n of energy levels). There is only a small overlap (shaded region) at
small γ and small n, in which both approaches simultaneously work well.
increasing level spacing d. Thus, for sufficiently large d, the tight-binding
approach invariably becomes unreliable, and a different method is needed.
In order to complement the tight-binding approach and to check its quality,
I apply the two-grain DMRG solution that does not rely on the inter-grain
coupling being weak.
The DMRG, however, has its own limitations, as was explained in sub-
section 3.3.3: Firstly, it requires a pair tunneling Hamiltonian (3.22) that
describes a somewhat different model. This implies, of course, that it has to
be compared to a tight-binding model using the same pair tunneling Hamil-
tonian as well. Secondly, as discussed in section 3.3.3, the two-grain DMRG
can break down at small couplings if the number of energy levels is large,
for precisely the same reason that the tight-binding model works well: The
correlations between the two grains, which the DMRG relies on, become very
weak.
The regimes of validity of the two complementary approaches are schemat-
ically depicted in Fig. 3.5. The tight-binding method only works well at small
coupling, ∆sp ¿ EJ (region left of dashed line), whereas the DMRG works
well only at large coupling (region right of solid line). A simple (analytical)
condition for the validity of the DMRG approach cannot be given, which is
why the axes in Fig. 3.5 are drawn without units. However, the quality of
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the DMRG approach is found to depend sensitively on the number of energy
levels n. In particular, the DMRG turns out to be reasonably accurate for
all values of γ down to 0, as long as n < 80 − 150 (depending on other pa-
rameters), as is motivated in subsection 3.3.3 and seen in Fig. 3.6 and Fig.
3.7.
In Fig. 3.6 and Fig. 3.7, the tight-binding approximation for the Josephson
energy is compared to the two-grain DMRG as a function of the grain size, for
two different values of the inter-grain coupling γ (corresponding to vertical
lines in Fig. 3.5). The Josephson energies are again plotted in units of their
BCS values, now given by Eq. (3.23). In Fig. 3.6, both methods are seen to
agree for small numbers of energy levels, n < 80 − 100. For larger values of
n, the two-grain DMRG breaks down, for the reasons outlined in 3.3.3. The
DMRG method itself signals its own breakdown: Convergence as function of
the kept DMRG states m is no longer achieved, as a comparison of the two
curves in Fig. 3.6 corresponding to m = 330 and m = 360 reveals.
Because both the two-grain DMRG and the tight-binding approach are
ultimately variational methods, the one that produces the higher value of EJ
(i.e. the lower total condensation energy) must be the better approximation.
Also in this respect, the DMRG method is seen to be failing for n > 80−100
in Fig. 3.6, in agreement with Fig. 3.5.
Fig. 3.7 shows the result of a similar calculation as Fig. 3.6, at a higher
value of the inter-grain coupling γ = 0.01. Now, the two-grain DMRG is
seen to be valid up to somewhat larger values of n. For small n, n < 100, the
DMRG now produces a higher value of EJ , indicating that in this regime,
it produces a better result than the tight-binding method, as anticipated in
Fig. 3.5.
The results from Fig. 3.6 and Fig. 3.7 are similar to the ones in Fig. 3.2,
where only a tight-binding calculation had been performed. In particular,
the two-grain DMRG reproduces the increase in EJ for small values of n,
corresponding to large level spacing d, and thereby confirms the reentrant
behaviour observed in the tight-binding approach (cf. Fig. 3.2).
In Fig. 3.8, the tight-binding and the two-grain DMRG results are plotted
as a function of the inter-grain coupling γ (corresponding a horizontal line
in Fig. 3.5). The plot is extended to very large values of the inter-grain
coupling γ in order to show the point at which the two-grain DMRG can be
compared to the exact result at (d/∆BCS)γ = λ, which it reproduces nicely.
I emphasize that in the regime of large γ, some of the physical assumptions
(e.g. the use of a tunneling Hamiltonian) of the present calculation are not
justified anymore, and that the plot in that regime has no other physical
significance than to provide an important cross check for the DMRG.
The exact result at (d/∆BCS)γ = λ describes the two grains as a single
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Figure 3.6: The Josephson energy is calculated in the tight-binding and in
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number of energy levels n is small, but the DMRG fails for n > 80− 100.
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the DMRG curve lies higher (i.e. the tight-binding approach is not as good
as the DMRG anymore).
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superconductor with half the level spacing d2 = d/2 and with the interaction
Hamiltonian
H2 = −λ2d2
∑
i∈R,L, j∈R,L
b†ibj, (3.24)
with λ2 = 2λ. In the large-coupling regime, the Josephson energy EJ =
Econd,2 − 2Econd,1 is entirely dominated by the condensation energy Econd,2
of the large superconductor described by Eq. (3.24), which is much larger
than the condensation energies 2Econd,1 of the isolated grains (i.e. for γ = 0).
In the BCS limit, EJ ≈ Econd,2 = ωDebyen sinh2(1/λ2). In particular, EJ is
seen to be an extensive quantity, i.e. EJ/ωDebye ∝ n for the particular choice
γ = (∆BCS/d)λ, for which the two superconductors are described as one. In
this case the inter-grain coupling acts like a bulk term (and no longer as a
surface effect), which is manifest in the way that γ scales with the system
size: γ scales no longer as a constant, but with the volume of the system.
As is evident from Fig. 3.8, the tight-binding method, which is only ap-
plicable at very small values of γ, ceases to be valid long before the point
(d/∆BCS)γ = λ is reached. The inset of Fig. 3.8 shows an enlargement of the
main figure for small γ. It is seen that for E0J ¿ ∆BCS, the results from the
tight-binding method and from the DMRG agree, as expected.
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the tight-binding model fails as asserted in Fig. 3.5. The inset shows an
enlargement for small values of γ, and illustrates the condition EJ ¿ ∆sp ∼
∆BCS for the tight-binding model to be valid, which was motivated at the
beginning of section 3.2
.
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Chapter 4
Well-defined quasiparticles in
interacting metallic grains
4.1 Introduction
The pairing Hamiltonian of Bardeen, Cooper and Schrieffer (BCS), Eq. (4.1),
is established as the paradigmatic framework for describing superconductiv-
ity [CBS57; Tin96]. The BCS solution is, however, an approximate one, valid
(and exceedingly successful) only as long as the mean level spacing d is much
smaller than the superconducting band gap ∆BCS [vDR01; SILvD01]. One
of the main features of the BCS solution is the description of the excitation
spectrum by well-defined (i.e. infinite-lifetime) Bogoliubov quasiparticles, re-
sponsible for many of the features of the superconducting state.
In this chapter, I address the question whether this quasiparticle pic-
ture prevails in the entire regime of parameters – including the case that
the samples are so small or so weakly interacting that d ≥ ∆BCS, and the
BCS solution is inapplicable – by analyzing spectral functions. For example,
the spectral function corresponding to the (noninteracting) particle creation
operator c†kσ is given, within the BCS solution, by a sharp line in k-ω-space;
this reflects the infinite lifetime of the quasiparticles. For an interacting sys-
tem, this is a very peculiar property, since the interactions usually shift a
significant portion of the spectral weight to a background of excitations, re-
sponsible for the finite lifetime of the quasiparticles. Here I show that the
unusual property of finding well-defined quasiparticles persists to a very good
approximation over the entire parameter range of the pairing Hamiltonian
Eq. (4.1), and is not merely a property of the mean field approximation in
the BCS regime. I also give a condition for more general spectral functions
to show analogous behaviour.
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Of central importance is that this result is relevant not only in the context
of mesoscopic superconductivity, but more generally for disordered systems
with large dimensionless conductance g. (Here, g is given by the ratio be-
tween the Thouless energy ET and the mean level spacing d, and large values
of g indicate that a system is a good conductor [ABG02]). This is because
to lowest order in g−1, the electron-electron interactions can be described by
a remarkably simple “universal Hamiltonian” [KAA00; ABG02] which has
(besides the kinetic energy term H0) only three couplings:
H = H0 +Hc +Hs +Hp, where
H0 =
∑
iσ
²ic
†
iσciσ,
Hc = Ec(nˆ−N0)2,
Hs = Js ~ˆS
2,
Hp = −λd
∑
i,j∈N
c†i↑c
†
i↓cj↓cj↑. (4.1)
Here, nˆ and ~ˆS are the electron number and the total spin operator, and Ec,
Js and −λd are coupling constants. Although λ may have either sign, the
present analysis is restricted to the case of positive λ only. The sum includes
all energy levels around the Fermi energy ²F up to some cutoff ωco at the
Thouless energy, denoted by the set N . It turns out that H c and Hs do
not affect my results, because they commute with H0 + Hp and thus leave
the eigenstates invariant. Therefore, it suffices to take Hp – the BCS pairing
Hamiltonian – as the only interaction term. Thus, the difference between the
BCS model and the universal Hamiltonian is for the present purposes only in
the cutoff ωco, being at the Debye energy for the former and at the Thouless
energy for the latter. In either case, I define ∆BCS = ωcoe
−1/λ.
The fact that the zero-temperature spectral function AOˆ(ω) of an op-
erator Oˆ is sharply peaked translates to a strong condition on the matrix
elements of the Lehmann representation, which is given (for ω > 0) by
AOˆ(ω) =
∑
|I〉
〈gs|Oˆ†|I〉〈I|Oˆ|gs〉δ(ω − EI). (4.2)
Here |gs〉 denotes the ground state, |I〉 the excited states with energies EI .
For only one sharp peak to be present in the spectral function, the sum in
Eq. (4.2) must be dominated by one single eigenstate, say |I〉0, whereas all
other states |I〉 6= |I〉0 do not contribute. Obviously, it will depend on the
operator Oˆ whether this is the case, and if so, which is the state |I〉0. I
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show that it suffices that Oˆ satisfies a rather unrestrictive condition, given
after Eq. (4.5) below and fulfilled for many physically relevant quantities.
Furthermore, I show that under this condition, the state |I〉0 is from a very
limited subset of all possible excitations, which I characterize in section 4.2
below as the “No-Gaudino states”. The finding of well-defined quasiparticles
therefore implies that only these No-Gaudino states are relevant for many
physical properties of systems that satisfy the conditions of the universal
Hamiltonian.
Calculating the spectral function nonperturbatively (e.g. by the route
of Eq. (4.2)) is usually a formidable task, equivalent to diagonalizing the
full Hamiltonian. Although an exact solution [RS64; vDR01] exists for the
Hamiltonian Hp of Eq. (4.1), its complexity in practice does not allow to
calculate spectral functions. Instead, I use for this purpose the density-matrix
renormalization group (DMRG) method outlined in chapter 2. Details about
the adaptation of the method to the present problem are given in section 4.3.
For suitable operators Oˆ, the method presented here allows to obtain the
spectral function from the DMRG without the usual complications [KW99;
Jec02], because the state |I〉0 – the only one that contributes significantly
to the spectral function – can be constructed explicitly. In section 4.4, I
quantify the contribution of other states |I〉 6= |I〉0 by using a sum rule,
which turns out to be negligibly small. Finally, I illustrate in section 4.5
the use of the possibility of calculating spectral functions by evaluating the
tunneling density of states and the magnetic response of mesoscopic rings.
4.2 Excitation spectrum, No-Gaudino states
Let me begin by describing the excitations of the HamiltonianHp in Eq. (4.1).
Hp has the well-known property that singly occupied energy levels do not
participate in pair scattering. Therefore, their labels (and spins) are good
quantum numbers. Therefore, the eigenstates factorize into one part living
on the singly occupied levels and another part living on the remaining, i.e. the
doubly occupied or empty levels. Hereby, the singly occupied levels decouple
from the interaction with the other levels. More explicitly, each state |ψBN 〉
with singly occupied levels, say, B = {j1, · · · , jl} (with spins σ1, · · · , σl) out
of a total set of energy levels N can be mapped onto a particular state |ψ∅N\B〉
in a Hilbert space with levels B removed (i.e. with N replaced by N \ B in
Eq. (4.1)), but with no singly occupied levels, via the mapping
|ψBN 〉 = c†j1σ1 · · · c†jlσl|ψ∅N\B〉. (4.3)
A given state can thus contain two kinds of excitations: Pair-breaking
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excitations that go hand in hand with a change of the quantum numbers B,
and other many-body excitations that do not change B, but instead contain
excitations within the state |ψ∅N\B〉 in Eq. (4.3). The latter were studied in
[RSD03] and dubbed “Gaudinos”. In this spirit, I define the No-Gaudino
state as the lowest-energy state within a certain sector of the Hilbert space
characterized by the quantum numbers B, i.e. the state that is mapped via
Eq. (4.3) onto the ground state |ψ∅N\B〉 = |gs∅N\B〉. For example, the No-
Gaudino state with no singly occupied levels, B = ∅, is trivially given by the
ground state itself.
In the BCS limit, the No-Gaudino state of the form of Eq. (4.3) is given
by
|jσ11 · · · jσll 〉0 ≈ γ†j1σ1 · · · γ†jlσl|gs〉BCS, (4.4)
where |gs〉BCS is the BCS ground state and γ are the Bogoliubov quasiparticle
operators from BCS theory [Tin96]. As is shown below, these states are easily
obtained within the DMRG algorithm.
Let me now specify under which condition the spectral function, Eq. (4.2),
is dominated by such a No-Gaudino state. Any operator can be written as a
linear superposition of operators
Oˆ = ci1σ1 · · · cikσkc†j1σ′1 · · · c
†
jlσ
′
l
. (4.5)
Let me first consider single operators Oˆ; linear superpositions will be dis-
cussed at the end of this section. The central condition that must be imposed
on Oˆ is that all indices i1, · · · , jl be mutually different. Oˆ then takes a state
with no singly occupied levels, B = {}, to the sector of the Hilbert space
characterized by B = {i1, · · · , jl}. I show below that under the above con-
dition, Oˆ moreover has the crucial property that when acting on the ground
state, it creates to an excellent approximation just the No-Gaudino state
in this sector, see Fig. 4.1 for an illustration. Therefore, the state Oˆ|gs〉
contributing to the spectral function, Eq. (4.2), is seen to be not only a well-
defined eigenstate of the system, but moreover a No-Gaudino state. This
is my central result. It is ultimately based on the large number of good
quantum numbers in the universal Hamiltonian model: they subdivide the
Hilbert space into “narrow” sectors, each of which is well represented by the
respective No-Gaudino state. Note that the condition stated after Eq. (4.5)
excludes operators such as Oˆ = c†iσciσ. Such operators do have a substantial
amplitude of creating a pair excitation, and therefore a “Gaudino state”, as
can be easily verified in the BCS limit.
In the BCS limit d¿∆BCS (i.e. at λÀ 1/ lnN , where N is the number
of energy levels between the Fermi energy and ωco), the result follows from
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Figure 4.1: Illustration of the Hilbert space structure for the pairing Hamil-
tonian Hp of Eq. (4.1): The horizontal lines represent the many-body eigen-
states of H0 +Hp, ordered vertically along an energy axis and grouped ac-
cording to their respective Hilbert space sector, which is defined by the set
of singly occupied single-particle energy levels B. Three sectors are shown,
namely the ones given by B1 = ∅ (no singly occupied level), by B2 = {j}
(one singly occupied level j), and by B3 = {i, j} (two singly occupied lev-
els i, j). The lowest energy state in each of the sectors is the “No-Gaudino
state” (thick lines). I also illustrate that the operators c†j and cic
†
j (with
mutually different indices i 6= j) produce to an excellent approximation the
No-Gaudino states in the respective sectors when acting on the ground state.
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the relation
Oˆ|gs〉 ≈ vi1 · · · vikuj1 · · · ujl|i−σ11 · · · jσ
′
l
l 〉0, (4.6)
where the state |i−σ11 · · · jσ
′
l
l 〉0 is the BCS limit of a No-Gaudino state of the
form of Eq. (4.4). Here, u, v are the coherence factors from BCS theory
[Tin96].
In the opposite limit ∆BCS¿d (λ¿1/ lnN), where perturbation theory
in λ is valid [SILvD01], the ground state is given by
|gs〉 =
(
1 + λ
∑
i>µ,j<µ
c†i↑c
†
i↓cj↓cj↑
²i − ²j
)
|Fermi〉+O(λ2), (4.7)
and No-Gaudino excited states by Oˆ|gs〉+O(λ2), where |Fermi〉 is the Fermi
state, and Oˆ satisfies the “central condition” introduced after Eq. (4.5).
Therefore, the same conclusion as in the BCS limit is obtained to first or-
der in λ (i.e. up to errors of order λ2): Oˆ|gs〉 again creates precisely the
No-Gaudino state.
There is no such simple analytic argument that the Gaudino admixture
to Oˆ|gs〉 will be negligible also in the intermediate regime, where neither
BCS nor perturbation theory is applicable. However, this assertion can be
checked numerically by a sum rule, which follows from Eq. (4.2):∫
A(ω)dω =
∑
|I〉
〈gs|Oˆ†|I〉〈I|Oˆ|gs〉 = 〈gs|Oˆ†Oˆ|gs〉. (4.8)
The right hand side is a simple ground state expectation value and is therefore
easily evaluated using the DMRG. I define the lost spectral weight wL ≡
〈gs|Oˆ†Oˆ|gs〉− |〈gs|Oˆ†|I〉0|2 as the part of Eq. (4.8) that is not carried by the
No-Gaudino state |I〉0, but instead lost to other background states. As is
shown in Fig. 4.2 below, this lost weight turns out to be negligibly small.
Creating a linear superposition Oˆ = α1Oˆ1 + · · · + αN OˆN of operators
of the form of Eq. (4.5) poses no particular difficulties: This sum leads to
a sum of spectral functions as in Eq. (4.2) Under the condition that all
operators Oˆn, n = 1..N , are different, and that each Oˆn contains each energy
level at most once, each operator takes the ground state into a sector of the
Hilbert space whose quantum numbers are different from the other operators.
Therefore, the intermediate states |I〉n that contribute to a given operator
Oˆn are orthogonal to the others, |I〉n′ 6=n. Consequently, the spectral function
Eq. (4.2) is just given by a sum of spectral functions for each Oˆn without
interference terms:
AOˆ(ω) = |α1|2AOˆ1(ω) + · · ·+ |αN |2AOˆN (ω). (4.9)
Therefore, it is sufficient to consider operators of the form of Eq. (4.5).
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4.3 DMRG implementation of the No-Gaudino
Approximation
I now give a brief description of the DMRG algorithm as applied to cal-
culating spectral functions within the universal Hamiltonian. The general
algorithm is as described in section 3.3: Energy levels are added one by one
to the system until it obtains its final size. For simplicity, I assume the energy
levels to be equally spaced, although none of the methods presented here re-
quire this assumption. After adding a level, only a limited number m of basis
vectors are kept, such that the size of the Hilbert space remains numerically
manageable. These basis vectors are selected in order to represent a number
of so-called target states accurately; this is achieved by the DMRG projec-
tion described in [WN99]. By varying m between 60 and 140, I estimate the
relative error in the spectral function from the DMRG projection to be of
the order of ∼ 10−5 (for m = 60). This accuracy is sufficient for the present
purpose; it can be improved by increasing m.
In order to calculate the spectral function corresponding to the operator
Oˆ in Eq. (4.5), I use as target states the ground state and a state representing
the No-Gaudino state |i−σ11 ;· · · ; jσ
′
l
l 〉0, with levels i1,· · · , jl singly occupied,
in the BCS limit given by Eq. (4.4).
In fact, rather than using the No-Gaudino state itself, the state
|i1· · · jl〉0 ≡ Oˆ†|i−σ11 · · · jσ
′
l
l 〉0, (4.10)
is targeted, with Oˆ given by Eq. (4.5). In Eq. (4.10), the levels i1, ..., jl do,
again, not participate in pair scattering, but levels i1, ..., ik are now doubly
occupied, and levels j1, ..., jl are empty. This state is obtained by calculating
the ground state of a modified Hamiltonian, namely Eq. (4.1) with all pair
scattering involving the levels i,j removed. The levels i (j) are arranged to
be occupied (empty) by assigning them a positive (negative) kinetic energy
term ∆²i (∆²j) of the order −ωco (+ωco). The main advantage of this choice
of the target state is that no singly occupied levels occur at any point in the
algorithm, hence only doubly occupied or empty levels have to be considered.
Furthermore, it allows to express the matrix element occurring in the spectral
function (4.2) as a simple scalar product:
|0〈i−σ11 · · · jσ
′
l
l |Oˆ|gs〉|2 = |0〈i1· · · jl|gs〉|2. (4.11)
In order to obtain the excitation energy of the state |i−σ11 · · · jσll 〉0, the
kinetic energy of the singly occupied levels i1· · · jl must of course be properly
accounted for: The nonphysical kinetic energy terms 2(²i+∆²i) of the doubly
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occupied energy levels in Eq. (4.10) must be removed, and the energies ²i, ²j
of the singly occupied levels must be added. In this way, all the ingredients
for the evaluation of the No-Gaudino contribution to Eq. (4.2) are provided
by the DMRG.
The sum rule, i.e. the right hand side of Eq. (4.8), is evaluated in a
separate run with |gs〉 and Oˆ†|gs〉 as the target states.
As is seen e.g. in Fig. 4.5 below, the DMRG results for the spectral
function reproduce the BCS result, valid for d¿ ∆BCS, and the result from
first order perturbation theory in the interaction, valid for dÀ ∆BCS, in the
respective limits, but the DMRG is accurate in the entire crossover regime
as well.
4.4 Dominance of a single No-Gaudino state
The fact that the spectral function is dominated by one single No-Gaudino
state is displayed in Fig. 4.2. Here, the expectation value 〈gs|ciσc†iσ|gs〉, which
occurs in the sum rule, Eq. (4.8), with Oˆ = c†i , is plotted (for i = 10, i.e. 10
levels above EFermi) against the coupling λ. It is practically indistinguishable
from the contribution |0〈I|c†iσ|gs〉|2 from the No-Gaudino state only.
The lost weight wL, shown in the inset of Fig. 4.2, is seen to be less than
0.2% of the total spectral weight throughout the entire parameter regime.
The data is again shown for i = 10; the plots for other values of i, not
shown, look similar. The maximum lost weight somewhat increases as the
level i approaches EFermi, but always remains below 1% of the total weight.
The lost weight is seen to be vanishingly small for small λ, as expected
in the perturbative regime λ¿ 1/ lnN . Interestingly, the lost weight also
decreases for large λ. This is very untypical for interacting systems, and the
underlying reason is that the dominance of the No-Gaudino state is protected
also in the BCS regime as shown in Eq. (4.6), which is valid for λÀ1/ lnN .
Consequently, the lost weight shown in the inset of Fig. 4.2 displays a maxi-
mum in the intermediate regime around λ ∼ 1/ lnN , indicated by the dotted
line, in which neither bulk BCS theory nor perturbation theory in λ are re-
liable. This peak is a universal feature for all values of i (not shown).
In Fig. 4.3, the position λmax(N) and the value wL,max(N) of this maxi-
mum is shown for the tunneling density of states, i.e. the sum of the above
spectral function over all levels i (see section 4.5 below). As expected,
λmax(N) lies in the shaded crossover region around λmax(N) ∼ 1/ lnN . The
maximum value wL,max(N) turns out to be a monotonically decreasing func-
tion of N , i.e. the lost weight vanishes for all couplings as the continuum
limit is approached.
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Figure 4.2: The matrix element 〈ciσc†iσ〉 from Eq. (4.8) with Oˆ = c†iσ (dashed
line) and the contribution from the No-Gaudino state (solid line) as a function
of λ. Here, i = 10, i.e. the tenth out of a total of N = 40 energy levels above
EFermi. The lost weight wL, i.e. the difference between both, is plotted in the
inset. It shows a maximum in the intermediate regime around λ ∼ 1/ lnN
(indicated by the dotted line), but even there, wL is less than 0.2% of the
total spectral weight.
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Figure 4.3: Position of the maximum of the lost weight wL in the plane
spanned by the coupling constant λ and the number of energy levels. This
position lies in the crossover region λ ∼ 1/ lnN (namely in the shaded region
1/ lnN < λ < 2/ lnN), where N is the number of energy levels. Inset: Value
of the lost weight along the maximum curve, as a function of the number of
energy levels.
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4.5 Applications
The dominance of the No-Gaudino state in the spectral function is not only
remarkable by itself, but has also high practical value: it allows to calculate
the spectral function with high precision using the DMRG in what I call the
“No-Gaudino approximation”, in which only the No-Gaudino state is kept
in Eq. (4.2). From the spectral function, in turn, many important physical
quantities can be obtained. The lost weight wL, defined after Eq. (4.8), con-
trols the quality of this approximation: when wL vanishes, the No-Gaudino
approximation is exact.
4.5.1 Tunneling density of states
As a first application, I calculate the tunneling density of states ν(ω) =∑
iσAc†iσ(ω) (for ω > 0). Fig. 4.4 illustrates that during the crossover from
the few-electron (dÀ ∆BCS) to the bulk limit (d¿ ∆BCS), the familiar BCS
gap of width ∆BCS emerges together with a strongly pronounced peak at
ω ≈ ∆BCS as the quasiparticle energies are kept away from the Fermi surface
by the pairing interaction and accumulate at ∆BCS. In the BCS limit, the
familiar expression (shown in dashed lines)
νtunn(ω) = v(ω)
2ν(ω), (4.12)
is recovered, where
v(ω)2 =
1
2
(
1 +
ω2
ω2 +∆2BCS
)
, (4.13)
ν(ω) =
{
ω√
ω2−∆2
BCS
if ω > ∆BCS,
0 otherwise.
(4.14)
As shown in Fig. 4.2 and 4.3, the lost weight again shows a maximum at
λ ∼ 1/ lnN , but is found to never exceed fractions of 1%, thus confirming
the accuracy of the No-Gaudino approximation.
4.5.2 Magnetic response of rings
As a second example of a quantity that is well captured by the No-Gaudino
approximation, I calculate the prediction of the pairing Hamiltonian for the
magnetic response ∆E2 of small metallic rings,
1 i.e. the derivative of the
1For the purposes of this thesis, the calculation of the persistent current using the BCS
model should be regarded as a “toy calculation”, whose sole purpose is to illustrate the
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Figure 4.4: The tunneling density of states ν(E) for ∆BCS = 0.07ωco and
N = 5, 30, 60, 200 energy levels above EFermi, in the No-Gaudino approxima-
tion (solid line; for the sake of better visibility, the delta peaks in Eq. (4.2)
have been replaced by Gaussians of width 0.005ωco). The familiar gap ∆BCS
emerges during the crossover from the few-electron (d À ∆BCS) to the bulk
limit (d¿ ∆BCS). In the latter limit, one observes agreement with the BCS
result (dashed line).
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Figure 4.5: Upper part: The magnetic response ∆E2 from Eq. (4.15) as
function of λ for N = 40 energy levels above EFermi. The upper and lower
bound from the No-Gaudino approximation (solid and dashed line) practi-
cally coincide and interpolate between the perturbative and the BCS results
(dashed-dotted and dotted line), valid for small and large λ, respectively.
Lower part: The ratio between the No-Gaudino approximation and the other
results. In the regime λ ∼ 1/ lnN , the perturbative and the BCS results un-
derestimate the true result (which must lie between the upper and lower
bound) by a factor of more than 2.
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persistent current with respect to flux at zero flux. For λ¿1/ lnN , ∆E2 was
calculated in perturbation theory, for λÀ 1/ lnN the BCS approximation
was used [SILO03]. Here, using the No-Gaudino approximation, I calculate
∆E2 for all values of λ > 0, and specifically in the crossover regime between
the perturbative and the BCS regimes.
The linear response to the magnetic flux through a ring is given by ∆E2 =
Epar2 − Edia2 , where
Epar2 =−2
(
e
meL
)2∑
mn,|I〉
|Pmn|2
|〈I|c†m↑cn↑−c†n↓cm↓|gs〉|2
EI
. (4.15)
and Edia2 equals the λ = 0 value of E
par
2 [SILO03]. Here, me,e are the electron
mass and charge, L is the circumference of the ring. Pmn is the momentum
operator between the disordered 1-particle states, labelled by m and n. In
the highly diffusive regime (ωco<1/τ , where τ is the elastic mean free time),
which I assume here for simplicity, |Pmn|2 ≡ P 2 can be taken to be constant
for m 6= n, and zero otherwise [SOIL03]. Epar2 can then be extracted from
the spectral functions for Oˆmnσ = c
†
mσcnσ.
In the No-Gaudino approximation, only the states |i = m,n; j = n,m〉0
defined in Eq. (4.10) are retained in Eq. (4.15). Because the contribution
of the other states, which are neglected, is always positive, the No-Gaudino
approximation produces a lower bound for E2. An upper bound can be
found as well, namely by replacing the energy denominator of Eq. (4.15) by
the energy E0mnof the No-Gaudino state, which is known to be smaller than
the energy of any other contributing state. Then, the sum over |I〉 can be
eliminated, and the resulting expression for the upper bound is
E>2 =α
∑
m6=n
〈gs|(c†n↑cm↑−c†m↓cn↓)(c†m↑cn↑−c†n↓cm↓)|gs〉
E0mn
. (4.16)
The results of my calculation are presented in Fig. 4.5, where the upper
and lower bound is compared to the perturbative and to the BCS result, given
in [SILO03]. The lower and upper bounds practically coincide (with an error
of < 0.5%) in the entire parameter regime; this reflects the high accuracy
of the No-Gaudino approximation. As expected, the perturbative result is
reproduced for small λ (∆BCS ¿ d), the BCS result for large λ (∆BCS À d).
However, both results underestimate the exact result by a factor of up to 2.5
merits of the No-Gaudino approximation within the BCS model. Whether this model can
be expected to give a realistic description of real, quasi one-dimensional wires or not (a
matter of some controversy [SOIL03; ESA04]) is irrelevant here.
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in a large intermediate regime (Fig. 4.5 bottom). Interestingly, the magnetic
response is found to be much larger than the BCS value also in a regime
in which ∆ À d, where the BCS approximation is expected to be valid.
This is due to a large contribution of the distant levels from ∆BCS up to
the interaction cutoff, which the BCS approximation neglects. A similarly
large contribution from distant levels has previously been found also for the
condensation energy [SILvD01] and single particle properties [SvDIL03].
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Chapter 5
Real-time dynamics in spin-1/2
chains with adaptive
time-dependent DMRG
5.1 Introduction
The transport properties of spin chains have attracted much attention re-
cently, not only due to the possible applications to information storage, spin-
tronics, and quantum information processing, but also because they allow to
study general aspects of nonequilibrium dynamics in a comparably simple
system. Nonequilibrium phenomena are a vast and despite all progress still
poorly understood field of statistical physics. It is therefore useful to have a
simple model at hand that allows to study general questions rather explic-
itly. In order to study nonequilibrium phenomena, a real-time description is
particularly intuitive and useful. In this chapter, I study the time-evolution
of a spin-1/2 chain by solving the full many-body Schro¨dinger equation.
Recently, new developments in the area of non-equilibrium physics were
stimulated by the experimental progress in the field of ultracold atoms. These
systems have the advantage that their parameters can be tuned in time with
high accuracy and on very short time-scales. It was proposed that spin-1/2
chains can be realized in these systems as well [KS03; DDL03; AHDL03;
MGW+03], namely as a mixture of atoms of two species, say A and B. If
these atoms are studied in an optical lattice with an average filling of one
atom per site and with a very strong repulsive interaction between the atoms,
such that multiple occupancy is suppressed, the system can be mapped onto
an effective spin-1/2 model. In this effective model the state with atom A
occupying a given lattice site corresponds to, say, ↑, and likewise B to ↓.
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In this chapter, I study the time evolution of an initial state |↑ . . .↑↓ . . .↓〉
(or |A · · ·AB · · ·B〉), i.e. with all spins on the left half pointing up along
the z axis, and all spins on the right half pointing down, under the effect of
a nearest-neighbour spin interaction (see Eq. (5.1)). This system can also
be interpreted as an oversimplified picture for spin transport between two
coupled reservoirs of completely polarized spins of opposite direction in the
two reservoirs. I address the following questions: Does the state evolve into a
simple long time limit? If so, how is this limit reached? On what properties
does the long time behaviour depend?
Analytical results for this problem are essentially restricted to the XX-
chain, which is amenable to an exact solution [ARRS99]. Here, a scaling
relation for the long-time limit was found. However, it is presently not known
whether this relation is general, or whether it relies on special properties of
the XX model. If a long-time limit exists for other models as well, the
question arises which of its characteristics are universal, and which depend
on certain system properties.
Directly solving the time-dependent Schro¨dinger equation for interact-
ing many-body systems is highly nontrivial. A recently developed numeri-
cal method, the adaptive time-dependent DMRG [Vid04; DKSV04; WF04]
(adaptive t-DMRG), enables me to perform this task. The two main condi-
tions for this method to be applicable, namely that the system must be one-
dimensional and have nearest-neighbour interactions only, are met for the
present model. Efforts to generalize the DMRG method to time-depending
problems relaxing these constraints are under way [WF].
As so far no detailed error analysis of this new method has been per-
formed, an important aspect of the present work is that besides their own
physical interest, spin-1/2 chains provide an excellent benchmark for the
adaptive time-dependent DMRG, because of the nontrivial exact solution for
the XX model, against which the method can be compared. This allows me to
analyze the accuracy of the adaptive time-dependent DMRG very explicitly,
namely to address the questions what kinds of errors can occur in principle,
which ones of these dominate in practice, and how they can be minimized.
The outline of this chapter is as follows: In section 5.2, I introduce the
model and its characteristics. In section 5.3, I summarize the method, and
perform a detailed error analysis in section 5.4. These two sections may be
skipped by readers mainly interested in the physics and not in the details of
the method. In section 5.5, I present the results for the long time limit of
the time evolution for different interaction and dimerization strength.
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Figure 5.1: Quantum phase diagram of the Heisenberg model, Eq. (5.1). See
[MK04; Sch94] for details.
5.2 Model and initial state
In this chapter I analyze the dynamics of the inhomogeneous initial state
|ini〉 = | ↑ . . . ↑↓ . . . ↓〉 on the one-dimensional spin-1/2 chains with interac-
tions given by the Heisenberg model
H =
∑
n
Jn(S
x
nS
x
n+1 + S
y
nS
y
n+1 + JzS
z
nS
z
n+1) ≡
∑
n
hn. (5.1)
Here, ~Sn is the spin operator on site n, and Jn, Jz are interaction constants. I
consider dimerized models where J z = const and Jn = (1+ (−1)nδ), δ being
the dimerization coefficient. For δ > 0, the “strong bond” with Jn = 1+ δ is
chosen to be at the center, where the spin flip of the initial state is located.
I have chosen the energy unit such that Jn = 1 for the homogeneous case
δ = 0. I also set ~ = 1, defining time to be 1/energy with the energy unit
chosen as just mentioned.
The quantum phase diagram of this model at zero temperature is well
known (see [MK04; Sch94]) and sketched in Fig. 5.1. For the homogeneous
case, δ = 0, the ground state has ferromagnetic (FM) / antiferromagnetic
(AFM) order with a gap in the excitation spectrum for Jz < −1 and Jz > 1,
respectively. The gap closes if |Jz| approaches 1 from above, and the model
becomes critical for −1 < Jz < 1, i.e. gapless in the thermodynamic limit,
with correlation functions showing a power-law decay. The model at the
point Jz = δ = 0 is known as the XX model. It has the special property
that the spin-current operator J =
∑
n jn is conserved, i.e. [J,H] = 0. Here
jn = JnIm (S
+
n S
−
n+1) is the current operator on the bond between site n and
n + 1. For finite dimerization, δ 6= 0, the spectrum is again gapped for all
values of Jz.
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Often it is useful to map the Heisenberg model onto a model of spinless
fermions:
H =
∑
n
Jn
[
1
2
(c†ncn+1 + c
†
n+1cn)
+Jz(c
†
ncn −
1
2
)(c†n+1cn+1 −
1
2
)
]
. (5.2)
In this picture, the first two terms in Eq. (5.1) describe nearest-neighbour
hopping, whereas the third term (the one proportional to Jz) describes a
density-density interaction between nearest neighbours. In particular, the
case Jz = 0 describes free fermions on a lattice, and can be solved exactly
[LSM61].
The time-evolution under the influence of a time-independent Hamilto-
nian H as in Eq. (5.1) is given by:
|ψ(t)〉 = U(t)|ini〉 with U(t) = exp(−iHt). (5.3)
In most of the phases shown in Fig. 5.1, the state |ini〉 = | ↑ . . . ↑↓ . . . ↓〉
contains many high-energy excitations and is thus far from equilibrium. In
the following, I briefly discuss these phases separately.
• Deep in the ferromagnetic phase, Jz < −1, |ini〉 corresponds to a state
with one domain wall between the two degenerate ground states. For
Jz → −∞ it is identical to the ground state (with boundary conditions
given by | ↑〉 and | ↓〉 and Stotz = 0), and therefore stationary. For
finite Jz, it is no longer identical to the ground state, but still close to
it [MMR91].
• In the antiferromagnetic phase, Jz > 1, the state |ini〉 is highly excited.
One could view it as a state with almost the maximum number of
domain walls of staggered magnetization.
In this context, it is interesting to note that the sign of Jz does not
matter for the time evolution of physical quantities, as long as the initial
state is described by a purely real wave function (which is the case for
my choice of |ini〉), since the sign change in Jz can be compensated
by a gauge transformation that inverts the sign of the hopping terms
SxSx, SySy in Eq. (5.1), plus a complex conjugation of Eq. (5.3). In
particular, the time-evolution of the low-energy one domain-wall state
in the FM is the same as the evolution of the high-energy many domain-
walls state in the AFM. I therefore restrict the analysis to the case
Jz > 0.
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• In the critical phase δ = 0 and |Jz| < 1, the ground state is a state with
power-law correlations in the xy-plane. Here, the state |ini〉 is not close
to any particular eigenstate of the system, but contains many excited
states throughout the energy spectrum, depending on the value of Jz:
The energy expectation value of |ini〉 is low as J z → −1 and high as
Jz → 1.
The time evolution delocalizes the domain wall over the entire chain.
For Jz = 0, the time-evolution of the system can be solved exactly.
For example, the magnetization profile for the initial state |ini〉 reads
[ARRS99]:
Sz(n, t) = 〈ψ(t)|Szn|ψ(t)〉 = −1/2
n−1∑
j=1−n
J2j (t), (5.4)
where Jj is the Bessel function of the first kind. n = . . .−2,−1, 0, 1, 2 . . .
labels chain sites with the convention that the first site in the right half
of the chain has label n = 1.
• In the dimerized phase, δ 6= 0, the mentioned characteristics remain
unchanged. However, here the delocalization becomes confined to pairs
of neighbouring sites in the limit δ → 1.
I finally note that the total energy and magnetization of the system are
conserved at all times, such that even for long times the state cannot relax
to the ground state.
5.3 Outline of the adaptive time-dependent
DMRG for spin chains
In order to determine the time-evolution Eq. (5.3), I use the adaptive t-
DMRG method [DKSV04; WF04], which has been introduced as an exten-
sion of standard DMRG from chapter 2 using the TEBD algorithm of Vidal
[Vid04]. It allows to evaluate the time-evolution for one-dimensional quan-
tum chains with nearest-neighbour (possibly time-dependent) interactions.
In this chapter, I consider the case of a time-independent Hamiltonian where
the dynamics is introduced by a nonequilibrium initial state at t = 0. To set
the stage for the error analysis, I review in this section the adaptive t-DMRG
algorithm.
I begin by recapitulating some aspects of the standard finite-system DMRG
(which was presented in chapter 2) that are of particular importance here. In
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the DMRG, a quantum-mechanical state on a one-dimensional chain with L
sites is represented in a particular tensor product basis as in Eq. (2.1) (with
L = l), see the illustration in the upper part of Fig. 2.2 (with L = lf ). Here,
|σ〉n, |τ〉n+1 are complete bases on sites n, n + 1; |α〉1..n−1 and |β〉n+2..L are
states on the subchains with sites 1, ..., n − 1 and n + 2, ..., L, respectively.
The states |α〉1..n−1 and |β〉n+2..L form truncated bases, i.e. they do not span
the full Hilbert space on their respective subchains, but only a subspace of
dimension m, chosen to allow an optimal approximation of the true physical
state. In the representation of Eq. (2.1), I call site n the “active site”. The
algorithm now consists in its essence of moving (“sweeping”) the position of
the active site several times from the left to the right end of the chain and
back, and constructing optimized truncated bases for the subchains.
A DMRG step during such a sweep, say, to the right now involves a ba-
sis transformation from the old (truncated) basis |α〉1..n−1|σ〉n|τ〉n+1|β〉n+2..L
with active site n to a new one |α′〉1..n|σ′〉n+1|τ ′〉n+2|β′〉n+3..L with active site
n+1 as shown in Fig. 2.2. The states |α′〉1..n representing the sites 1, ..., n are
linear combinations of the old basis vectors |α〉1..n−1|σ〉n. Not all linear com-
binations are kept because of the DMRG truncation that limits the number
of states |α′〉1..n to m states. For this reason, the state |ψ〉 can in general be
represented in the new basis only up to some truncation error. The DMRG
truncation algorithm described in chapter 2 provides a unique optimal choice
for the states |α′〉 that minimizes this error (which is then typically as low
as 10−10 or so) and thus allows for the optimal representation of particular
target states. The basis vectors |β ′〉n+3..L are taken from stored values from
the previous sweep to the left. – A sweep to the left (i.e. from active site n
to n− 1) works in the same way, with the role of |α′〉 and |β ′〉 interchanged.
In standard DMRG, a mere transformation of the state |ψ〉 from one basis
to the other – known as White’s state prediction [Whi96] – is possible and
accurate up to the (small) truncation error. However, in order to optimize
the basis states iteratively for representing the target state(s) |ψ〉, new infor-
mation must be provided about |ψ〉, i.e. it must be newly constructed using
some unique criterion (typically as the ground state of some Hamiltonian).
Without such a criterion to “sweep against”, the accuracy cannot increase
during sweeps, and the procedure would be pointless. Merely transforming
|ψ〉 in this way is therefore of no use in standard DMRG, and is in fact never
performed alone. It is, however, the basis of the adaptive t-DMRG.
The adaptive t-DMRG algorithm relies on the Trotter decomposition of
the time evolution operator U(t) of Eq. (5.3), which is defined as follows:
Using the relation U(t) = U(dt = t/M)M , the time evolution operator is
decomposed into M time steps, where M is a large number such that the
time interval dt = t/M is small compared to the physical time scales of the
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model. Since the Hamilton operator of Eq. (5.1) can be decomposed into a
sum of local terms hn that live only on sites n and n+ 1, U(dt) can then be
approximated by an n-th order Trotter decomposition [Suz76], e.g. to second
order:
U(dt) =
∏
n
even
Un(
dt
2
)
∏
n
odd
Un(dt)
∏
n
even
Un(
dt
2
) +O(dt3). (5.5)
The Un(dt) are the infinitesimal time-evolution operators exp(−ihndt) on the
bonds n (even or odd). The ordering within the even and odd products does
not matter, because “even” and “odd” operators commute among themselves.
Eq. (5.5) allows to decompose the time-evolution operator U(t) into many
local operators Un that live on sites n and n+1. The adaptive time-dependent
DMRG now allows to apply the operators Un successively to some state Ψ.
Each operator Un is applied exactly during sweeps in the DMRG step with
n being the active site, i.e. where sites n and n+ 1 are represented without
truncation (cf. Eq. (2.1)): This way, the basis states chosen to represent
optimally the state before Un is applied,
|ψ〉 =
∑
αστβ
ψαστβ|α〉|σ〉n|τ〉n+1|β〉 (5.6)
are equally well suited for representing the state
Un|ψ〉 =
∑
αστβ
σ′τ ′
(Un)στ,σ′τ ′ψασ′τ ′β|α〉|σ〉n|τ〉n+1|β〉 (5.7)
without any additional error, because Un only acts on the part of the Hilbert
space (spanned by the vectors |σ〉n|τ〉n+1) that is exactly represented.
To continue the sweep, a DMRG truncation is carried out with Un|ψ〉
being the target state instead of |ψ〉. The key observation is that the new
truncated basis is optimally adapted to Un|ψ〉 and different from the one
that would have been chosen for |ψ〉. In contrast to the conventional static
DMRG [CM02], the optimally represented Hilbert space hence follows the
time-evolution of the state |ψ(t)〉.
Then basis transformations to the left or right are performed, until the
next part of Eq. (5.5) can be applied. Thus, the the full operator of Eq. (5.5)
is applied by sweeping the active site n through the system. The price to
be paid is that a truncation error is introduced at each iteration step of the
sweep as is known from static DMRG.
To start time-dependent DMRG, some initial state has to be prepared.
There is no unique recipe, the most effective one depending on the desired
initial state. The procedure I adopt for the initial state |ini〉 is to calculate
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it as the ground state of a suitably chosen Hamiltonian Hini (which does
in principle not have to have any physical significance). Such a choice is
Hini =
∑
nBnS
z
n, with Bn < 0 for n on the left, Bn > 0 for n on the right
half of the chain. In this case, a physical picture for Hini does exist; it
corresponds to switching on a magnetic field that aligns the spins and that
is strong enough for all interactions in Eq. (5.1) to be negligible.
5.4 Accuracy of the adaptive time-dependent
DMRG
As so far no quantitative analysis of the accuracy of the adaptive t-DMRG
has been given in the literature, I provide a detailed error analysis for the
time evolution of the initial state |ini〉 in a spin-1/2 quantum XX chain,
i.e. Jz = δ = 0. This system is an excellent benchmark for the adaptive
t-DMRG due to its exact solution [ARRS99] that can be compared to the
DMRG results. The exact solution reveals a nontrivial behaviour with a
complicated substructure in the magnetization profile. From a DMRG point
of view this Hamiltonian is not too specific in the sense that the experience
from static DMRG suggests a relatively weak truncation error dependence
on Jz.
5.4.1 Possible errors
Two main sources of error occur in the adaptive t-DMRG:
(i) The Trotter error due to the Trotter decomposition. For a nth-order
Trotter decomposition [Suz76], the error made in one time step dt is of order
dtn+1. To reach a given time t one has to perform t/dt time-steps, such that
the error grows linearly in time t and the resulting error is of order (dt)nt.
In the Trotter decomposition used here, the error scales linearly with system
size L, and overall it is of order (dt)nLt for the times of interest. (Eventually,
the error must saturate at a finite value, as measured quantities are typically
bounded.) The linear L dependence of the error is expected for generic initial
states. For the particular choice of |ini〉 of this chapter, however, many of the
O(L) contributions to the Trotter error vanish, as many of the sites exhibit
no dynamics at all for short times. – For the calculations presented in this
chapter, I have chosen n = 2, but my observations should be generic.
(ii) The DMRG truncation error due to the representation of the time-
evolving quantum state in reduced (albeit “optimally” chosen) Hilbert spaces
and to the repeated transformations between different truncated basis sets.
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While the truncation error ² that sets the scale of the error of the wave func-
tion and operators is typically very small, here it will strongly accumulate
as O(Lt/dt) truncations are carried out up to time t. This is because the
truncated DMRG wave function has norm less than one and is renormalized
at each truncation by a factor of (1 − ²)−1 > 1. Truncation errors should
therefore accumulate roughly exponentially with an exponent of ²Lt/dt, such
that eventually the adaptive t-DMRG will break down at too long times. The
error measure used here saturates at O(1) and sets a limit on the exponential
growth; also, partial compensations of errors in observables can in principle
slow down the error growth. The accumulated truncation error should de-
crease considerably with an increasing number of kept DMRG states m. For
a fixed time t, it should furthermore decrease as the Trotter time step dt is
increased, as the number of truncations decreases with the number of time
steps t/dt.
At this point, it is worthwhile to mention that the subsequent error anal-
ysis should also be pertinent to the very closely related time-evolution algo-
rithm introduced by Verstraete et al. [VGRC04], which is different in one
major point: In the algorithm I use, a basis truncation is performed after
each local application of Un. In their algorithm truncations are performed
after all local time-evolutions have been carried out, i.e. after a global time-
evolution using U =
∏
n Un. In my approach, the wave function after such a
full time evolution is not guaranteed to be the globally optimal state repre-
senting the time-evolved state. However, for small dt the state update via the
operators Un is likely to be small, I expect the global optimum to be rather
well approximated using the present algorithm, as seems to be borne out by
direct comparisons between both approaches [Ver]. Errors should therefore
exhibit very similar behaviour.
I remind that no error is encountered in the application of the local time
evolution operator Un to the state |ψ〉, as is discussed after Eq. (5.7).
5.4.2 Error analysis for the XX-model
In this section, I analyze the errors from the adaptive t-DMRG in the time
evolution of the XX-model by comparing it to the exact solution [ARRS99],
with the ultimate goal of finding optimal DMRG control parameters to min-
imize the errors.
I use two main measures for the error:
(i) As a measure for the overall error I consider the magnetization deviation
the maximum deviation of the local magnetization found by DMRG from the
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exact result,
err(t) = maxn|〈Szn,DMRG(t)〉 − 〈Szn,exact(t)〉|. (5.8)
In the present study, the maximum was typically found close to the center
of the chain.
(ii) As a measure which excludes the Trotter error I use the forth-back de-
viation FB(t), which I define as the deviation between the initial state |ini〉
and the state |fb(t)〉 = U(−t)U(t)|ini〉, i.e. the state obtained by evolving
|ini〉 to some time t and then back to t = 0 again. If the the time evolution
operator U(−t) is Trotter-decomposed into odd and even bonds in the re-
verse order of the decomposition of U(t), the identity U(−t) = U(t)−1 holds
without any Trotter error, and the forth-back deviation has the appealing
property to capture the truncation error only. In contrast to the magnetiza-
tion deviation, the forth-back error does not rely on the existence of an exact
solution.
As the present DMRG setup does not allow easy access to the fidelity
|〈ini|fb(t)〉|, I define the forth-back deviation to be the L2 measure for the
difference of the magnetization profiles of |ini〉 and |fb(t)〉,
FB(t) =
(∑
n
(〈ini|Szn|ini〉 − 〈fb(t)|Szn|fb(t)〉)2
)1/2
. (5.9)
In order to control Trotter and truncation error, two DMRG control pa-
rameters are available, the number of DMRG states m and the Trotter time
step dt.
To study the effect of varying dt, consider the magnetization deviation
as shown in Fig. 5.2. Two main observations can be made. At small times
(regime A), the magnetization deviation decreases with dt and is linear in t
as expected from the Trotter error. Indeed, as shown in the upper part of
Fig. 5.3, the magnetization deviation depends quadratically on dt for fixed
t, and the Trotter error dominates over the truncation error. At large times
(regime B), the magnetization deviation is no longer linear in t, but grows
almost exponentially, and also does no longer show simple monotonic be-
haviour in dt: The magnetization deviation in this regime is obviously no
longer dominated by the Trotter error, but by the accumulated truncation
error.
The two regimes A and B are very clearly separated by some runaway
time tR, with regime A for t < tR and regime B for t > tR (a precise procedure
for its determination will be outlined below). The runaway time tR increases
when dt is increased: Because the total number of Trotter time steps t/dt is
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Figure 5.2: Magnetization deviation as a function of time for different Trotter
time steps dt and for m = 50 DMRG states. At small times (region A in the
inset), the deviation is dominated by the linearly growing Trotter error for
small times. At later times (region B in the inset), much faster, non-linear
growth of the deviation sets in at some well-defined runaway-time tR. As
shown in the inset, tR increases with increasing dt.
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Figure 5.3: Magnetization deviation as a function of Trotter time step dt
(system size L = 100, m = 50 DMRG states) at times t = 5 (upper figure)
and t = 30 (lower figure). For t = 5, the magnetization deviation is quadratic
in dt as expected from the Trotter error. For t = 30, at small dt the mag-
netization deviation is no longer quadratic in dt and larger than the Trotter
error would suggests. This is a signal of the contribution of the accumulated
truncation error.
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Figure 5.4: The forth-back error FB(t) for t = 30 and t = 50, as function of
dt. Here, L = 100, m = 50.
decreased, the accumulated truncation error decreases, and the Trotter error
increases, hence the competing two errors break even later.
This dt-dependence of tR is also seen in the lower part of Fig. 5.3, where
the dt dependence of the magnetization deviation is plotted at some larger
time (t = 30) than in the upper part. t = 30 is larger than the runaway
time (i.e. in regime B) for dt ≤ 0.05, in regime A otherwise. In the insert
of Fig. 5.2, one sees for dt > 0.05 (region A) indeed the familiar quadratic
Trotter error dependence. For small dt ≤ 0.05 (region B), the deviation
is dominated by the accumulated truncation error that increases as dt de-
creases. This is reflected in the growth of the magnetization deviation as dt
is decreased.
The almost exponential growth of the truncation error with the number
of Trotter steps can also be seen from the forth-back deviation that is not
susceptible to the Trotter error. In Fig. 5.4, I show the forth-back deviation
FB(t) for t = 30 and t = 50 as a function of the Trotter time step dt. FB(t)
increases as a consequence of the stronger accumulation of the truncation
error with decreasing Trotter step size dt and hence an increasing number of
steps t/dt.
Let me now consider the dependence of the magnetization deviation err(t)
on the second control parameter, the numberm of DMRG states. In Fig. 5.5,
err(t) is plotted for a fixed Trotter time step dt = 0.05 and different values
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Figure 5.5: Magnetization deviation ∆M(t) as a function of time for different
numbers m of DMRG states. The Trotter time interval is fixed at dt = 0.05.
Again, two regimes can be distinguished: For early times, for which the
Trotter error dominates, the error is slowly growing (essentially linearly) and
independent ofm (regime A); for later times, the error is entirely given by the
truncation error, which is m-dependent and growing fast (almost exponential
up to some saturation; regime B). The transition between the two regimes
occurs at a well-defined “runaway time” tR (small squares). The inset shows
a monotonic, roughly linear dependence of tR on m.
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Figure 5.6: The forth-back error FB(t) for L = 100, m = 40, dt = 0.01 and
dt = 0.05, as function of t.
of m. In agreement with the previous observations, some m-dependent “run-
away time” tR, separates two regimes: for t < tR (regime A), the deviation
grows essentially linearly in time and is independent of m, for t > tR (regime
B), it suddenly starts to grow more rapidly than any power-law. The onset
of a significant m-dependence has indeed been the operational definition of
tR in Fig. 5.2 and 5.5. In the inset of Fig. 5.5, tR is seen to increase roughly
linearly with growing m. As m→∞ corresponds to the complete absence of
the truncation error, the m-independent bottom curve of Fig. 5.5 is a mea-
sure for the deviation due to the Trotter error alone and the runaway time
can be read off very precisely as the moment in time when the truncation
error starts to dominate.
That the crossover from a dominating Trotter error at short times and a
dominating truncation error at long times is so sharp may seem surprising at
first, but can be explained easily by observing that the Trotter error grows
only linearly in time, but the accumulated truncation error grows almost
exponentially in time. The latter fact is shown in Fig. 5.6, where the forth-
back deviation FB(t) is plotted as a function of t for some fixed m. Here,
one finds that the effects of the truncation error are below machine precision
for t < 10 and then grow almost exponentially in time up to some saturation.
By comparison, consider Fig. 5.7, where FB(t) is plotted as a function
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Figure 5.7: The forth-back error FB(t) for t = 50 and t = 30, as function of
m. Here, L = 100, dt = 0.05.
of m, for t = 30 and t = 50. An approximately exponential increase of the
accuracy of the method with growing m is observed for a fixed time. My
numerical results that indicate a roughly linear time-dependence of tR on m
(inset of Fig. 5.5) are the consequence of some balancing of very fast growth
of precision with m and decay of precision with t.
Before concluding this section, let me briefly consider a number of other
possible effects that might affect tR. One might alternatively conceive that
the well-defined runaway-time tR results from a sudden failure (of stochastic
or of fundamental nature) of the truncation algorithm to capture one im-
portant basis state. It can be refuted on the basis of Fig. 5.4, Fig. 5.6 and
Fig. 5.7: Such an error should manifest itself as a pronounced step in FB(t),
depending on the time evolution having gone past tR or not. Such a step is,
however, not observed.
tR might also be thought to reflect a fundamental DMRG limit, namely a
growth of the entanglement within the time-evolved state which the limited
number of DMRG states m is not able to capture adequately at t > tR. This
scenario can be excluded by observing the strong dependence of tR on the
number of time steps, which this scenario cannot explain. Indeed, a study of
the entanglement entropy between the left and the right half of the chain
Se(t) = Trρˆlog2ρˆ, (5.10)
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Figure 5.8: Entanglement entropy Se from Eq. (5.10) between the left and
the right half of the chain as function of time.
ρˆ being the reduced density matrix of the left (or equivalently the right) half
of the chain, confirms this view: As shown in Fig. 5.8, Se(t) is only mildly
growing with time and is well below the maximum entanglement entropy
Smax ∼ log2m that the DMRG can reproduce.
Therefore I conclude that the error at short times is dominated by the
Trotter error, which is independent of m and approximately growing linearly
with time. At some runaway time, one observes a sharp crossover to a regime
in which the m-dependent and almost expontially growing truncation error
is dominating. This crossover is sharp due to drastically different growth
of the two types of errors. The runaway time thus indicates an imminent
breakdown of the method and is a good, albeit very conservative measure of
available simulation times. I expect the above error analysis for the adaptive
t-DMRG to be generic for other models. The truncation error will remain
also in approaches that dispose of the Trotter error; maximally reachable
simulation times should therefore be roughly the same or somewhat shorter
if other approximations enhance the truncation error.
5.4.3 Optimal choice of DMRG parameters
How can the overall error – which was found to be a delicate balance between
the Trotter and the accumulated truncation error – be minimized and the
important runaway time be found in practice? From the above scenario it
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should be expected that the truncated density matrix weight at each step
does not behave differently before or after the runaway time and hence is
no immediately useful indicator to identify the runaway time. This can in
fact be seen from Fig. 5.9, where the truncated weight is shown for the
same parameters as in Fig. 5.2. Also, it is not obvious to extract a precise
relationship between the truncation errors at each DMRG truncation and
the accumulated errors. Instead, a precise convergence analysis in m or dt
seems to be more telling and easily feasible.
Of course, it is desirable to choose the number of kept states m as large as
possible within the constraints regarding the available computer resources.
This choice having been made, the runaway time tR is determined for different
Trotter time steps dt by comparing different values of m as in Fig. 5.5. Only
two slightly different values of m are sufficient for that purpose. Now the
Trotter time step dt is chosen such that the desired time t is just below tR.
This way, the optimal balance between the Trotter error and the truncation
error is found, which corresponds in the lower part of Fig. 5.3 to the minimum
of err(t) on the border between regime A and B: The total error would
increase at larger dt due to the Trotter error, and at smaller dt due to the
truncation error.
Thus, it is a good practice to choose for small times rather small values
of dt in order to minimize the Trotter error; for large times, it makes sense to
choose a somewhat coarser time interval, in order to push the runaway time
to as large values as possible.
In terms of numbers of time steps, I conclude from Fig. 5.2 that for the
present model and parameters (L = 100−200), the adaptive time-dependent
DMRG seems to be able to perform about 1000-5000 time steps reliably even
for m = 50, depending on the desired level of accuracy. I note that this is
a very small value of m by DMRG standards, and that using an optimized
code, one should be able to increase m by an order of magnitude.
5.5 Long-time properties of the time-evolution
In [ARRS99; HRS04], the time evolution of the initial state |ini〉 on the
XX chain at temperature T = 0 was examined in the long-time limit using
the exact solution. It was found that the magnetization Sz(n, t) given in
Eq. (5.4) can be described for long times in terms of a simple scaling function,
Sz(n, t) ≈ Φ ((n− nc)/t), where nc is the position of the chain center. The
scaling function is the solution of the partial differential equation ∂tSz +
∂xj(Sz) = 0 with the magnetization current j(Sz) = 1/pi cos |piSz| which has
been shown to describe the macroscopic time evolution of the magnetization
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Figure 5.9: The lost weight in the density matrix truncation, summed over
time intervals ∆t = 0.1, is shown for the same parameters as in Fig. 5.2. A
comparison with Fig. 5.2 reveals, however, that both values are not useful
criteria for the DMRG truncation error and are in particular not suited to
reveal the runaway time tR.
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profile [ARRS99]. The characteristics, i.e. the lines of constant magnetization
Sz, have a slope v = sin |piSz|.
The magnetization profile Φ ((n− nc)/t) has a well-defined front at (n−
nc)/t = ±1, i.e. is moving outwards ballistically with velocity v = 1. On top
of this overall scaling form an additional step-like substructure arises, which
was analysed in detail in [HRS04]. It was found that while the step width
broadens as t1/3, the step height decreases as t−1/3, such that the integrated
transported magnetization within each step remains constant at 1. It was
suggested that each of these steps corresponds to a localized flipped spin
flowing outwards.
The XX model, however, has several very special properties: It corre-
sponds to a free-fermion model and is therefore exactly solvable; it is critical;
and its total current operator J =
∑
n jn commutes with the Hamiltonian,
[J,H] = 0. One may ask whether the above findings are due to any of the
particularities of the XX model or more generic.
The adaptive t-DMRG allows me to study the long-time evolution of |ini〉
in different coupling regimes of Eq. (5.1). I chose two extensions of the XX
model, namely a SzSz- interaction, and dimerization.
In Fig. 5.10 and 5.11, I visualize the time evolution of the local magneti-
zation in density plots, with site index n on the x-axis, time t on the y-axis.
Here, the absolute value of the magnetization is shown as a grayscale and in
lines of constant magnetization at |〈Sz〉| = 0.2, 0.4. In Fig. 5.10, the relation
between the density plots and the actual magnetization profile for the XX
model is shown at two times, t = 0 and t = 40. The exact solution is per-
fectly reproduced, including the detailed substructure of the magnetization
profile.
In Fig. 5.11, density plots for various values of Jz between 0 and 1.1 are
shown. For small Jz (Jz < 1), I observe ballistic transport of the magneti-
zation. This regime is characterized by a constant transport velocity of the
magnetization, hence the lines of constant magnetization shown in Fig. 5.11
are approximately straight for Jz < 1. The magnetization front propagation
slows down as Jz increases, and almost comes to a halt when Jz > 1. Al-
though the sharpness of this crossover at Jz = 1 is surprising, its general
nature can be understood from the limits Jz → 0 and |Jz| → ∞: For small
Jz → 0 the SxSx- and SySy-interactions dominate. Being spin flip terms,
they smear out the initially hard step profile in the z magnetization. For
large Jz, on the other hand, the S
zSz-interaction dominates. This term does
not delocalize the step profile, and in the limit |Jz| → ∞, the initial state is
even a stationary eigenstate of the Hamiltonian.
Besides the structure of the overall front, I also observe for Jz 6= 0 rem-
nants of the steplike substructure from the XX model, individual pockets
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Figure 5.10: Left: Time evolution of the absolute value of the local magneti-
zation |〈Szn(t)〉| for the XX model as a density plot, where the local magne-
tization itself is exactly antisymmetric with regard to the chain center. The
lines of constant-magnetization 〈Szn〉 = ±0.2,±0.4 are shown as solid lines.
As an illustration, local magnetizations 〈Szn(t)〉 for the time slices t = 0 and
t = 40 are shown explicitly. A step-like substructure can be seen for t = 40 in
perfect quantitative agreement with the exact solution. Error bars are below
visibility.
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Figure 5.11: Density plots of the magnetization |〈Szn(t)〉| as in Fig. 5.10, the
values of Jz being (from left to right, top to bottom) 0, 0.3, 0.6, 0.9, 1.0,
1.1, and δ = 0. For better visibility of the profile, the grayscale mapping
of |〈Szn(t)〉| was chosen differently in each plot as indicated by the legends.
Solid lines: lines of constant magnetization 〈Szn〉 = ±0.2,±0.4; these allow
for a direct comparison of the magnetization transport between different Jz.
The ray-like structure indicates the “carriers”.
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Figure 5.12: The change in the magnetization ∆M(t) is shown. The curves
are plotted in the order Jz =0; 0.3; 0.6; 0.9; 1.0; 1.1; 1.5, where Jz = 0 is the
steepest. The curves Jz =0; 0.3; 0.6; 0.9 show the same linear behaviour for
the observed times, i.e. up to t = 60.
of transported magnetization at velocity 1, which I call “carriers”. As Jz is
increased, these carriers keep the velocity v ≈ 1, but are increasingly damped
and thus less and less effective in transporting magnetization.
In order to put the above observations on a more quantitative footing, I
plot in Fig. 5.12 the integrated flow of magnetization through the center,
∆M(t) =
∫ t
0
〈
jL/2(t
′)
〉
dt′ =
L∑
n>L/2
(
〈
Szn(t)
〉
+ 1/2). (5.11)
This quantity has the advantage that unlike the lines of constant magnetiza-
tion in Fig. 5.10 and 5.11, it shows the overall spin transport without being
too much biased by single “carriers”.
I observe in Fig. 5.12 roughly linear behaviour of ∆M(t) for |Jz| < 1,
which suggests ballistic magnetization transport at least on the accessible
time scales. As Jz increases, magnetization transport slows down until
around Jz = 1 the behaviour changes drastically: For Jz > 1, ∆M(t) seems
to saturate at a finite value, around which it oscillates. On the time scales
accessible, I thus find a sharp crossover at Jz = 1 from ballistic transport to
an almost constant magnetization.
This crossover is even more clearly visible in Fig. 5.13, where I plot the ex-
ponent a of the magnetization, ∆M(t) ∝ ta, for values Jz between 0 and 1.5.
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Figure 5.13: Best fit for the exponent a in ∆M(t) ∝ ta, for the data shown
in Fig. 5.12 and for times between t = 20 and t = 60. I estimate the
uncertainty in a to be of the order of 0.1 due to the limited time available
(cf. Fig. 5.14). It was not possible to fit the slow oscillations for Jz = 1.1.
To the eye, however, the curve in Fig. 5.12 suggests slow oscillations around
a constant value, hence I included in the data point a = 0 for Jz = 1.1 by
hand (encircled).
Here, the exponent a is close to 1 for Jz < 1, confirming the roughly linear
transport, and quickly drops to zero in the regime of constant magnetization
for Jz > 1.
Fig. 5.14 illustrates how the exponent a was obtained, for the special case
Jz = 1. Here the exponent a = 0.6 ± 0.1 indicates that the magnetization
transport is clearly not ballistic anymore. In fact, Fig. 5.15 reveals that for
long times the magnetization collapses best for a scaling function of the form
Sz(n, t) ∼ φ(n/t0.6) with an uncertainty in the exponent of approximately
0.1, indicating superdiffusive or diffusive transport in the time range under
consideration.
The proposed crossover from ballistic to almost no transport is also vis-
ible in the expectation value of the current jn = JnIm (
〈
S+n S
−
n+10
〉
). For
Jz = δ = 0, it is known [ARRS99] that the current at the middle of the
chain approaches a finite value as t → ∞. This is only possible for ballistic
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Figure 5.14: Jz = 1: The change of the magnetization in a double logarithmic
plot with an algebraic fit.
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Figure 5.15: Jz = 1: Collapse of magnetization for a superdiffusive scaling
form (n/t0.6).
transport. In the case of (sub- / super-) diffusive transport or constant / os-
cillatory magnetization, on the other hand, the central current must fall off
to zero as the magnetization gradient flattens or must even become negative
to allow for the oscillations.
This expected behaviour is seen in Fig. 5.16, where the current at the
center of the chain is plotted as a function of time for various values of Jz
between 0 and 1.1. I averaged the current over the 5 middle sites in order to
filter out local current oscillations. I observe that for relatively long times,
the current approaches a constant value for |Jz| < 1, whereas the current
falls off rapidly and then seems to exhibit damped oscillations around zero
for |Jz| > 1. This strengthens the previous conclusion of a crossover from
ballistic transport to a more or less constant magnetization at |Jz| = 1.
Remarkably, this crossover for the behaviour of a high-energy quantum
state |ini〉 is found at the location Jz = 1 of the quantum phase transition
from the critical phase to the Ne´el antiferromagnetic state (see Fig. 5.1),
a priori a low-energy event. To understand the subtle connection between
the time evolution of |ini〉 and the phase transition, I exploit that the time-
evolution does not depend on the sign of Jz, as discussed in Sec. 5.2. There-
fore the time evolution of the high-energy state |ini〉 for Jz > 1 is identical to
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Figure 5.16: Current, averaged over the 5 middle sites, for various values of
Jz between 0 and 1.1.
that for J ′z = −Jz < −1, where |ini〉 is a low-energy state. At the quantum
phase transition from the ferromagnetic state to the critical phase at J ′z = −1
the ground state, a kink state for J ′z < −1 (if one imposes the boundary con-
dition spin up on the left boundary and spin down on the right boundary)
[MMR91], changes drastically to a state with no kink and power-law corre-
lations for J ′z > −1. Therefore, the initial state is very close to an eigenstate
– the ground state – for J ′z < −1, but not for J ′z > −1. Thus, the harsh
change in the time-evolution of the high-energy state |ini〉 at Jz = 1 can be
explained by the severe change in the ground state properties at J ′z = −1, and
the crossover is linked to a quantum phase transition at a different location
in the phase diagram.
I now study the influence of a nonzero dimerization δ in Eq. (5.1). I
restrict the analysis to the case Jz = 0. The dimerized models can still be
described in terms of the free-fermion picture and are exactly solvable (for
static properties see [Sch94]). The current, however, is not conserved for
nonzero dimerization. This example will shed light on the question whether
the long-time limit depends on current conservation or on the free-fermion
property, or yet on other special properties of the system. Nonzero dimer-
ization has two obvious and rather trivial effects: Firstly, the overall front
velocity should slow down, because the magnetization now propagates faster
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Figure 5.17: Density plots of the magnetization 〈Szn(t)〉 as in Fig. 5.11, for
dimerization (from left to right, top to bottom) δ = 0; 0.2; 0.4; 0.6; 0.8; 1.0,
and Jz = 0. The grayscale mapping is different in each plot as indicated by
the legends. Solid lines: lines of constant magnetization 〈Szn〉 = ±0.2,±0.4.
on half of the links, but slower on the other half, the net effect being a reduc-
tion of the total velocity. Secondly, one expects oscillations with a period of
two lattice sites. This is obvious in the limit δ → 1, where each strongly cou-
pled pair of sites can be viewed as an almost isolated subsystem, in which the
magnetization oscillates back and forth. Remnants of this behaviour should
be present also for dimerizations |δ| < 1.
The data shown in Fig. 5.17 confirms this expectation qualitatively, but
does not reveal any other qualitative change of the long-time limit for nonzero
dimerization. For δ = 1, the system is trivially given by isolated pairs of
neighbouring sites, therefore the propagation velocity drops to zero.
Fig. 5.18 and Fig. 5.19 reveals explicitly that no qualitative change occurs
as the dimerization is switched on: the change in magnetization ∆M(t) still
shows the linear behaviour typical of ballistic transport. For increasing δ →
1 oscillations on top of this linear behaviour arise. I find that switching
on finite dimerization does not change the long-time behaviour of the time
evolution also for nonzero Jz (not shown). In particular, the time evolution
here is drastically influenced by the transition at Jz = 1 as in the case δ = 0
discussed above.
To summarize, I find the same long-time behaviour of the initial state
| ↑ . . . ↑↓ . . . ↓〉 in the dimerized system — a system with gapped excitation
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Figure 5.18: Change in magnetization ∆M(t) for different dimerizations,
from top to bottom: δ = 0, 0.2, 0.4, 0.6, 0.8, 1.0.
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Figure 5.19: Best fit for the exponent a in ∆M(t) ∝ ta, for the data shown
in Fig. 5.12 and for times between t = 20 and t = 40.
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spectrum and which is exactly solvable— as in the system with small SzSz-
interaction, |Jz| < 1 — a system which is critical — whereas the behaviour
changes drastically for larger SzSz-interaction, |Jz| > 1. Hence I cannot at-
tribute the ballistic transport of the magnetization to the specific properties
of the XX model; neither to be exactly solvable, nor to the continuous spec-
trum nor to the conserved current in the XX-model. The drastic change at
|Jz| = 1 stems from the special property of the initial state to resemble the
ground state in the ferromagnetic phase and the highest energy state in the
antiferromagnetic phase.
Finally, let me include a note on the errors in the present analysis. A
convergence analysis in m as in section 5.4 shows that the errors and the
runaway time are roughly the same as for the XX model. The plot in Fig. 5.11
goes up to time t = 95, whereas the runaway time tR is somewhat earlier,
tR ≈ 60 − 80, depending on the precise value of Jz. Indeed, a convergence
analysis in m reveals that the accuracy in the central region decreases for t >
tR. For dimerized models the runaway time tR is somewhat shorter (between
tR = 40 and tR = 80 for m = 50, depending on the dimerization). This fact
reflects the reduced accuracy of the DMRG algorithm when dealing with
inhomogenous systems. As always, it is possible to increase tR by increasing
m.
5.6 Conclusions
I have investigated the evolution of the initial state | ↑ . . . ↑↓ . . . ↓〉 under
the effect of nearest-neighbour interactions with the adaptive time-dependent
DMRG.
For weak SzSz-interaction, i.e. |Jz| < 1 in Eq. (5.1), and arbitrary
dimerization, 0 ≤ δ < 1, I find that for long times the transport of the
magnetization is ballistic as it was found for the XX-model [ARRS99].
The magnetization profile shows the same scaling form for long times, i.e.
Sz(n, t) = ϕ((n−nc)/t), where nc is the position of the chain center, but with
different scaling functions ϕ. For stronger SzSz-interaction, i.e. |Jz| > 1,
even in a homogeneous system, δ = 0, a drastic change in the long-time evo-
lution is seen. The magnetization transport is no longer ballistic, but shows
oscillatory behaviour around a constant value. Hence my results suggest
that the specific properties of the XX model are not responsible for ballistic
transport at long times. The drastic change in the long time behaviour at
the phase transition Jz = 1 can be attributed to the close resemblance of the
initial state to the ground state for Jz < −1.
The error analysis presented here for the adaptive time-dependent DMRG
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shows that for small times the error is dominated by the Trotter error whereas
for long times the truncation error becomes the most important. This finding
should be general and hold for non-exactly solvable models as well, and should
therefore allow to control the accuracy of the results from the adaptive time-
dependent DMRG in general models.
Chapter 6
Many-body scattering states
via DMRG
6.1 Introduction
Transport properties of bulk metals and semiconductors are usually rather
well described using perturbative techniques and linear response theory in the
applied voltage. However, in mesoscopic structures such as quantum dots,
quantum point contacts, or molecular devices, the electron-electron interac-
tions can be particularly strong due to the spatial confinement of the elec-
trons; therefore a number of their transport properties can only be explained
by going beyond perturbation theory [GGSM+98; COK98]. Furthermore, a
strong bias voltage is usually applied in transport measurements, thus driv-
ing the leads far out of equilibrium. This may in some cases invalidate the
use of linear response theory.
The goal of this chapter is to formulate a method that describes inter-
acting many-body systems far from equilibrium, and that does not rely on
perturbation theory. The approach presented here is based on scattering
theory: The goal is to calculate the scattering state |ψ〉 that emerges when
two leads with a chemical potential difference ∆µ = eV are coupled via a
quantum dot or a quantum point contact (scatterer). Being able to calculate
|ψ〉 for arbitrary voltage V will allow one to obtain the I − V -characteristic
I(V ) = 〈ψ|Iˆ|ψ〉 of the scatterer. In contrast to the well-known approach of
Landauer and Bu¨ttiker [BILP85; Hew97], which is also based on scattering
theory, the present approach uses a full many-body formalism in order to
allow for a microscopic description of the interactions between the particles.
The strategy for constructing the many-body scattering state |ψ〉 is to
solve the Lippmann-Schwinger equation for many-body states using the DMRG
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method. This method, being a numerical one, can only deal with finite sys-
tems (of length L, say), whereas scattering theory is properly defined in
an infinite system. Moreover, the Lippmann-Schwinger equation has to my
knowledge only been used in the context of single-particle quantummechanics
so far. Because the setting is thus doubly unfamiliar, it is certainly worth-
while to have a close look at the foundations of scattering theory first. This
is the subject of section 6.2. In section 6.3, I discuss the conditions under
which scattering theory is applicable in finite systems. Up to that point,
I mainly use one-particle scattering theory. In section 6.4, I generalize the
results to many-body scattering states and discuss how the DMRG can be
used to obtain these. In section 6.5, I finally give two examples, how the
many-body scattering formalism can be implemented.
This entire chapter must be regarded as work in progress. Due to the
complexity of the problem, I have been applying the method presented here
to model systems only. Further investigations are in order before treatments
of realistic physical systems can be expected to yield meaningful results –
most notably of the question how to implement the energy shift operator
introduced in section 6.3 and the current operator in section 6.5.2 efficiently.
Nevertheless, the conceptual framework presented here should be helpful for
a reader interested in pursuing this work further.
6.2 Scattering states and the
Lippmann-Schwinger equation
In this section, the notion of a scattering state is introduced from a physical
point of view. Mostly, the framework of single-particle quantum mechanics is
used, but in a way that allows for a straightforward generalization to many-
body states, which is the subject of section 6.4 below. The spirit of this
section is to state well-known results in an informal way. A more thorough
presentation of scattering theory can be found in [GMG53; Wei95; Joa76;
Gro60; New82; Tay72; Rom65] Throughout this section, I assume an infinite
system and a localized scatterer; systems of finite size are discussed in section
6.3 below.
A typical scattering experiment is illustrated in Fig. 6.1. A free wave
comes in from the left; when it scatters on a potentialHs, additional scattered
waves come out (implicitly, I have separated the Hamiltonian into a free part
H0 and a localized scattering potential Hs). Scattering theory provides the
formal description of such a process.
Conceptually the cleanest way of doing scattering theory is within a time-
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Figure 6.1: Sketch of the scattering process of a single particle on the poten-
tial Hs(x) in two dimensions. The incoming free wave φ(x) = e
ikx is scattered
into a bunch of outgoing waves of the form ∼ eik|r|/r. The entire process can
be described in terms of a stationary scattering state that contains all of the
waves shown.
dependent framework, using wave packets that undergo the scattering process
in the temporal order just described. In the distant past (i.e. when the wave
packet is far away from the localized scatterer), such a wave packet is given
by
|ψ(t)〉 =
∫
dk
2pi
f(k)ei²kt|φk〉, t→ −∞, (6.1)
where f(k) is a suitably chosen function, peaked around some momentum k0
(with width 1/lscatt, say), such that |ψ(t)〉 is a wave packet (of width lscatt
1) that comes in from infinity (i.e. from x→−∞ as t→−∞) and hits the
potential at t ≈ 0. |φk〉 are eigenstates of the free Hamiltonian H0 with
eigenvalues ²k; therefore, Eq. (6.1) represents the true time evolution only
as long as t is small enough so that the particles do not “see” the scattering
potential Hs. When the wave packet starts hitting the scatterer at t ≈ 0,
Eq. (6.1) is no longer a valid description of the time evolution. At this time,
the scattered waves of Fig. 6.1 emerge.
In order to perform the full time evolution that replaces the asymptotic
form of Eq. (6.1), the concept of scattering states is very useful. The retarded
scattering states |ψretk 〉 are defined by two properties [Wei95]: Firstly, they
1Strictly speaking, the width can depend on time. lscatt is the width of Eq. (6.1) at
time t = 0.
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are eigenstates of the full Hamiltonian,
H|ψretk 〉 = ²k|ψretk 〉, H = H0 +Hs, (6.2)
where ²k is the same energy that the free state |φk〉 has with respect to H0
(see, however, section 6.3). Secondly, the |ψretk 〉 satisfy retarded boundary
conditions, which means that wave packets in the distant past (t → −∞)
satisfy ∫
dkf(k)ei²kt|φk〉 =
∫
dkf(k)ei²kt|ψretk 〉 (for t→ −∞). (6.3)
Unlike the left hand side, the right hand side of Eq. (6.3) is a perfectly good
description of the time evolution for all times t because of Eq. (6.2).
Once that the scattering states |ψretk 〉 are known, it is not necessary any-
more to form wave packets as in Eq. (6.1). Instead, it is possible to perform
the limit that the k-width 1/lscatt goes to zero, thus producing the delocalized
state |ψretk0 〉 itself, from which all properties of the scattering process can be
read off directly.
The scattering states |ψretk 〉 that satisfy the above two conditions can be
obtained by solving the Lippmann-Schwinger equation [Wei95]
|ψretk 〉 = |φk〉+
1
E −H0 + iηHs|ψ
ret
k 〉, (6.4)
where E = ²k is the energy of the “incoming state” |φk〉 with respect to the
free Hamiltonian H0, and η
>→ 0 is an infinitesimally small energy. I keep a
distinction – which is at this point purely formal – between the parameter E
that enters Eq. (6.4) and the free energy ²k, because it turns out that in finite
systems, it can become necessary to introduce an “energy shift” between E
and ²k. This issue is discussed in section 6.3 below.
Another useful form of the Lippmann-Schwinger equation is obtained
from Eq. (6.4) using elementary algebra:
|ψretk 〉 =
iη
E −H + iη |φk〉, (6.5)
This latter form makes it obvious that |ψretk 〉 satisfies, in the limit η → 0,
the condition of Eq. (6.2): The operator on the right hand side of Eq. (6.5)
projects the incoming state |φk〉 onto the eigenspace of the full Hamiltonian
H = H0 +Hs with eigenvalue E = ²k.
Equivalently to the above discussion, the scattering state |ψretk 〉 can also
be represented in terms of the time evolved free state |φk〉 from t = t′ < 0 to
t = 0, in the interaction picture given by
|φk(t′, 0)〉 = e−iH(−t′)ei²k(−t′)|φk〉. (6.6)
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Indeed, |ψretk 〉 is a coherent superposition of these states [GMG53], namely
|ψretk 〉 = η
∫ 0
−∞
dt′e−η|t
′||φk(t′, 0)〉. (6.7)
It is straightforward to show that integration of Eq. (6.6) and Eq. (6.7)
indeed yields the Lippmann-Schwinger equation Eq. (6.5). In this picture,
the factor e−η|t
′| in Eq. (6.7) (again with η
>→ 0) is seen to switch on the
potential smoothly and thus to provide a temporal cutoff at t′ = −η−1. In
this sense, one may say that |ψretk 〉 is given by the time evolution of the free
state |φk〉 from t = −η−1 to t = 0.
If one switches the sign of η to η < 0, one obtains the advanced scattering
state, which evolves into the corresponding free state as t→ +∞. This state
is, however, of no further interest.
6.3 Scattering “theory” in a finite system
6.3.1 General considerations
So far, it was crucial that the system is infinite and therefore has continuous
level spacing. This assumption entered twice in the previous discussion:
Firstly in order to describe in Eq. (6.1) and Eq. (6.3) a wave packet coming in
from infinity, and secondly to perform the limit that the wave packet becomes
infinitely sharp in momentum. In the numerical application of the Lippmann-
Schwinger equation using the DMRG, one is restricted to finite systems (of
length L, say), and may perform the limit L→∞ as an extrapolation only.
In this section, I address some of the general issues that are important for
scattering theory at finite L.
1. In a finite system, the introduction of a localized scatterer Hs generally
leads to energy shifts in the spectrum, i.e. the eigenvalues ²k of the
free Hamiltonian H0 and Ek of the full Hamiltonian H = H0 +Hs are
in general not equal.2 As a consequence, Eq. (6.2) cannot be fulfilled
rigorously.
A formal solution of this puzzle is given in [GMG53; Rom65], where
a level shift operator ∆ =
∑
k |φk〉(Ek − ²k)〈φk| is defined. Then,
H˜0 = H0 +∆ is considered as the free, H˜s = Hs−∆ as the interacting
Hamiltonian, such that H˜0 and the full Hamiltonian H = H˜0 + H˜s
2Such energy shifts can occur in infinite systems as well, see e.g. [GMG53].
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now have the same spectrum {Ek} by definition. If the Lippmann-
Schwinger equation is evaluated as in Eq. (6.5) (which just contains the
full Hamiltonian H), the only consequence of the level shift operator
∆ is that the parameter E in Eq. (6.5) must be chosen not to be the
free energy ²k, but the interacting energy Ek instead.
Under the condition
η À |Ek − ²k|, (6.8)
the difference between E = ²k and E = Ek is not important in Eq. (6.5),
and thus the level shifts can be neglected entirely. If Eq. (6.8) is not
fulfilled, however, the energy shifts must be accounted for: otherwise,
Eq. (6.5) does not reproduce the correct scattering state.
Condition Eq. (6.8) is automatically fulfilled for a single particle in a
local scattering potential (such as the one used in section 6.3.2): Here,
the level shift is related to the scattering phase shift φk via Ek − ²k =
φk · vk/L. Because typically φk ≤ 2pi, the level shift is of the order of
the energy level spacing vk/L, and Eq. (6.8) follows from Eq. (6.10)
below [DeW56].
This argument is, however, not applicable for the many-particle scatter-
ing states discussed in section 6.4 below, the level shifts of all occupied
levels may add up. For example, in the Kondo model, the sum of the
energy shifts of all occupied levels is of the order of the Kondo temper-
ature TK and therefore even persists in the continuum limit L → ∞.
Therefore, it is crucial to have a good estimate of the difference between
the free energy ²k and the corresponding full energy Ek (where k now
indicates a general index that characterizes a many-body state).
At this point, it is an open question how to calculate the energy Ek
corresponding to the free energy ²k most efficiently, and thus how to
determine the parameter E = Ek that enters the Lippmann-Schwinger
equation (6.5). In the absence of level crossings, Ek can in principle be
obtained by observing the evolution of the eigenenergy Eαk of
Hα = H0 + αHs (6.9)
as α is being switched on smoothly from 0 to 1. This approach is,
however, not practical. A more feasible approach might be to assume
that the energy shift is independent of the many-body state index k and
thus can be obtained as the difference of the ground state energies of
H0 and H. Then, η must only be larger than the remaining uncertainty
in Ek, which may be a much weaker condition than Eq. (6.8).
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The DMRG algorithm – whose adaptation to the scattering problem is
discussed in section 6.4 below – is an iterative method, in which sites or
energy levels are added successively to an initially small system (in the
“infinite-size” formulation of the algorithm, see chapter 2). Therefore,
the total energy shift will gradually increase as the individual energy
shifts of more and more particles accumulate. It may be a promising
strategy to follow the evolution of the energy level shift as new levels are
added in the DMRG algorithm, rather than following it for increasing
α in Eq. (6.9). Details of this procedure have yet to be worked out.
2. The condition
η À vk/L (6.10)
must be fulfilled at finite L. Here, the right hand side of the inequality
is the single-particle energy level spacing. This condition is necessary
in order to obtain a meaningful distinction between retarded (η > 0)
and advanced (η < 0) solutions of Eq. (6.5) (at least for the single-
particle states). This condition makes sense on a less formal and more
physical level as well: Because the precise boundary conditions imposed
in a finite system should not matter, the time evolution had better be
damped or cut off (at time η−1) before the time L/vk it takes for the
particle to travel from the boundary to the scattering center.
3. Because one cannot perform the full limit η → 0 right away, one should
be aware that properties of the scattering state can only be trusted on
a distance scale
lscatt < vk/η (6.11)
away from the scatterer: This is because the temporal cutoff η−1 allows
the scattered particles to have propagated only to a distance vk/η.
Thus, a second length scale lscatt must be introduced that corresponds
to the distance to which the information about the scatterer has been
spread.
Summarizing this section, if the system size L is finite, one must choose
a finite value of η in Eq. (6.5) and introduce a length scale lscatt such that
the inequality
lscatt ¿ vk/η ¿ L (6.12)
is fulfilled. In many-body systems, Eq. (6.8) must be imposed additionally,
or the level shifts must be compensated otherwise as discussed above.
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6.3.2 Example: Single particle with a δ potential
It is instructive to illustrate the above considerations (in particular, the ne-
cessity of a second length scale lscatt) using a simple example: a single particle
in one dimension with a delta-like scattering potential Hs(x) = λδ(x), the
incoming state having momentum k. Without loss of generality, I assume
k0 > 0. An elementary solution to this problem for η = 0 can be found in
[Gri94].
In a finite system of length L, the momentum k is a discrete variable.
Nevertheless, the sum over k is well approximated by an integral,
∑
k ≈
(L/2pi)
∫
dk as long as η is kept finite (more precisely, as long as the condi-
tions Eq. (6.10) and k0x¿ 1 are met in all equations of this section.3) Under
these conditions – which I assume from now on – the only complication due
to the finite system length L is that the strict limit η → 0 is not possible. In
this spirit, I use the above notation for sums over k.
For a delta potential, the solution of the Lippmann-Schwinger equation,
Eq. (6.5), can be written in a closed form as
ψ(x)k0 =
∫
dk
2pi
ψ˜k0(k)e
ikx, ψ˜k0(k) = 2piδ(k − k0) +
α
²k0 − ²k + iη
. (6.13)
Here, α = λψ(x=0) and 2piδ(k − k0) is a shorthand notation for Lδkk0 .
In order to evaluate Eq. (6.13) further, it is advantageous to linearize
the dispersion relation; this is possible because only energies around ²k0 (i.e.
near the poles in Eq. (6.13)) matter. After an unimportant shift of the energy
origin, I introduce left- and right-movers (which are distinguished by the sign
of k) with energies ²k = vk0 · |k| with vk0 = ∂²k/∂k|k0 .
Eq. (6.13) can then be recast as
ψ˜k0(k) = 2piδ(k − k0) +
ir
k0 − k + iη/vk0
+
ir
k0 + k + iη/vk0
, k0 > 0. (6.14)
Here, ir = α/vk0 = (λ/vk0)ψk0(x=0).
For the real-space representation, the Fourier transform can be performed
by evaluating the k integral by contour integration. The result is
ψk0(x) = e
ik0x + r
(
θ(x)eik0x + θ(−x)e−ik0x) exp(−η/vk0|x|), (6.15)
and is sketched, for η = 0, in Fig. 6.2. Eq. (6.15) at x = 0 can be used to
calculate the parameter r self-consistently; the result is
r =
1
ivk0/λ− 1
. (6.16)
3In the presence of an ultraviolet cutoff kuv, one must also impose the condition x >
k−1uv .
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Figure 6.2: Scattering of a single left-moving particle in one dimension on a
delta potential.
For η = 0, this solution coincides with the elementary solution in [Gri94],
where the reflection coefficient is given by r, and the transmission coefficient
by t = 1+ r. In particular, r is compatible with stationary current conserva-
tion at x = 0, i.e. with the requirement that the current on the left and the
right side of the scatterer are identical (cf. Fig. 6.2), which is only met if
|1 + r|2 = 1− |r|2 ⇔ Re r = −|r|2. (6.17)
For finite η, the scattering state Eq. (6.15) is seen to decay exponen-
tially as e−η/vk0 |x| to the free state. This is precisely what one expects from
Eq. (6.11): Due to the cutoff at time η−1, the scattered wave can travel only
as far as vk0/η.
As a side remark, the transformation matrix Akk′ = ψ˜k(k
′) from free to
scattering states is unitary in the true continuum limit, i.e. when the limit
²→ 0 is fully performed:
lim
η→0
∫
dk′
2pi
Akk′A
∗
lk′ = 2piδ(k − l). (6.18)
For the proof of Eq. (6.18), the delta function has to be represented as
δ(k − k′) = 1
2pii
(
1
k − k′ − ia−1 −
1
k − k′ + ia−1
)
, (6.19)
with a→∞, and Eq. (6.17) has to be used.
From the scattering wave function, Eq. (6.14) or Eq. (6.15), one obtains
the expectation value of the current operator, in x representation given by
jˆ(x) = Re (−i∇)/m, such that
j(x) =
1
2m
(ψ∗(x)(−i∇)ψ(x) + h.c.). (6.20)
This result holds strictly speaking only for the quadratic dispersion relation
²k = mk
2/2; for a more general dispersion relation, −i∇/m must be replaced
by the operator ∂²k/∂k.
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Figure 6.3: Current Eq. (6.20) from the scattering state Eq. (6.15). The
curren for nonzero η (dashed line, for vk0/η = 500/k0) agrees with the bulk
scattering current j = vk0|t|2 obtained for η = 0 (dotted line) only for x <
vk0/η. for larger values of x, the current crosses over to the free current
j = vk0 (solid line).
Inset: Blowup for small x.
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In Fig. 6.3, the spatial dependence of the current j(x) from Eq. (6.20) is
shown. As one expects, the crossover of the scattering state to the free state
on a length scale vk0/η is also seen in the current. This dependence of j(x)
on x does not violate the continuity equation, but reflects the fact that the
scattering state is not a truly stationary state for finite η 6= 0.
As discussed in section 6.5.2 below, it can be advantageous for many-body
calculations to work within the momentum-space DMRG method, which uses
the k- rather than the x-eigenstates as a basis. In this basis, it may cumber-
some (but is certainly possible) to compute the full spatial dependence j(x)
as in Eq. (6.20) using the DMRG, because j(x) is highly nonlocal in momen-
tum space. However, full knowledge of the entire function j(x) is unnecessary
anyway, since only the value around x = 0 is needed. Therefore, it may be
a useful strategy to find a current operator that is, within the limits of the
uncertainty principle, both reasonably simple in momentum representation
and local enough in real space to resolve the spatial dependence of j(x) on a
length scale lscatt ≤ η/vk0 around the scatterer.
One possible such current operator is
Iˆlscatt =
1
lscatt
∫
dxjˆ(x)e−|x|/lscatt , (6.21)
which has the momentum components
(Ilscatt)kk′ =
i
2lscatt
vk′
(
1
k − k′ + ilscatt−1
− 1
k − k′ − ilscatt−1
)
. (6.22)
The expectation value of Iˆlscatt with respect to the scattering state wave
function ψ˜k0(k) given by Eq. (6.14)) is
Ilscatt =
vk0
lscatt
(
lscatt +
2Re r
η/vk0 + lscatt
−1 +
|r|2
2η/vk0 + lscatt
−1
)
. (6.23)
In the limit lscatt À vk0/η, the free current I0 = vk0 is obtained as anticipated
in Eq. (6.26) above. In the opposite limit lscatt ¿ vk0/η, one obtains (using
Eq. (6.17))
I = vk0|1 + r|2 = vk|t|2, (6.24)
which is the correct result [Gri94].
I finally note in passing that the simplest current operator in k space,
namely Iˆ = vˆk, is not a good choice, i.e. it fails to reproduce the correct
scattering current. This is obvious in light of the above considerations, be-
cause this choice corresponds to the current spatially averaged over the entire
length L,
Iˆ = vˆk =
1
L
∫
dxjˆ(x). (6.25)
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At finite η, however, the free state evolves into the scattering state only
for |x| < vk0/η. Because one has to assume vk0/η ¿ L, see Eq. (6.10),
the free current I0 = vk0 thus completely dominates the average. Indeed, a
straightforward calculation using the scattering state in Eq. (6.14) (which I
give in a similar form after Eq. (6.23) below) yields the expected result
〈ψretk |I|ψretk 〉 = vk0 = I0. (6.26)
This example again demonstrates the necessity for a length scale lscatt <
vk0/η, within which the current must be evaluated, and which is missing in
Eq. (6.25).
6.4 Generalization to many-body states and
DMRG solution
The generalization of the formalism to many-body states is now straightfor-
ward, because I deliberately used abstract notations and in fact did not have
to assume anywhere that the states are single-particle states. So one may
simply use many-body states in all the above equations, and is done.
The main difference is now that E e.g. in Eq. (6.5) now denotes the
energy of a many-body state. This leads to one complication, namely that
the energy level shifts discussed in section 6.3.1 may have to be taken more
seriously than in the single-particle case, because now the level shifts of many
occupied single-particle states may accumulate. This difficulty is discussed
to some further extent in section 6.3.1.
Now I present the strategy for calculating the scattering states using the
DMRG algorithm. As shown in chapter 2, the DMRG allows to represent
the many-body states in a truncated Hilbert space. Its basis is chosen, and
optimized iteratively, for representing accurately certain target states. For
the problem at hand, I choose as the target states the free state |φ〉 and
the scattering state |ψret〉. The latter is obtained by solving the Lippmann-
Schwinger equation Eq. (6.5) numerically within the truncated Hilbert space.
I emphasize that this approach for calculating scattering states does not
require the usual assumption of the scattering potential Hs to be small.
In order to solve Eq. (6.5), it is convenient to exploit its striking resem-
blance to an equation for spectral functions that is widely used in DMRG
calculations [KW99; Jec02]:
|ψA(E + iη)〉 = 1
E + iη −H |A〉 with |A〉 = Aˆ|gs〉, (6.27)
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Figure 6.4: Illustration of the nonequilibrium situation considered in section
6.5: The lines represent energy levels of H0, the full circles represent occupied
energy levels of the free state |φ〉
where |gs〉 is the ground state of the system, and Aˆ is some operator. The
only major difference between Eq. (6.5) and Eq. (6.27) is that the state
|A〉 = Aˆ|gs〉 of Eq. (6.27) is replaced by the free state |φk〉 in Eq. (6.5). The
strategy I adopt here for constructing |φk〉 is to calculate it as the ground
state of a suitably chosen Hamiltonian, e.g. H = H0+ eV (NL−NR). Details
of this procedure depend on the precise model, and are discussed in section
6.5. In [KW99], Eq. (6.27) is solved using the conjugate gradient technique;
in [Jec02], it is recast as an extremum condition. I use the former method.
The DMRG algorithm allows to represent the system either in real space
or in energy space. Issues specific to each of these variants are presented in
the following chapter.
6.5 Applications
6.5.1 Real-space representation
As a first application of the formalism, consider a system consisting of two
leads L, R, and a scattering center D, as in Fig. 6.4. In a real-space represen-
tation, the leads and the scattering center are given by (finite) chains with
nearest-neighbour hopping as illustrated in Fig. 6.5.4 The model Hamiltonian
4The scattering center can in fact be described by an arbitrary model and needs not
be given by a one-dimensional chain. The choice of Eq. (6.28) for HD was made just for
simplicity and definiteness, and has the advantage of being quadratic and therefore exactly
solvable.
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Figure 6.5: Illustration of the real-space scattering formalism of Eq. (6.28):
The left and right leads and the scattering center are each represented by
a tight-binding chain of length ML, MR, MD, occupied by NL, NR, ND
particles.
is then given by H0 = HL +HR +HD, where
Hα = µα
∑
n∈α
c†αncαn − tα
∑
〈nn′〉∈α
(c†αncαn′ + h.c.), α = L,R,D. (6.28)
Here, 〈nn′〉 denotes nearest neighbours, the c†αn create (spinless) Fermions
on site αn, and µα, tα are the chemical potential and the tunneling matrix
element on lead/scatterer α = L,R,D. The length of the chains is denoted by
ML, MR, and MD, respectively. In scattering theory, one has to extrapolate
to the limit of infinite leads, ML,MR →∞, whereas the size of the scatterer
MD is kept finite. Being quadratic in cαn, the model of Eq. (6.28) has an
exact solution, which is given in appendix B.
The scattering Hamiltonian entering the Lippmann-Schwinger equation
then consists of hopping terms between the regions R, L and D:
Hs = −ts
(
c†LMLcD1 + c
†
R1cDMD
)
+ h.c., (6.29)
where the labelling of the sites is as in Fig. 6.5.
As a side remark, it may be advantageous to use in the leads (i.e. in
Eq. (6.28) with α = L,R) tunneling matrix elements tαn that decay e.g.
exponentially with the distance from the scatterer. This corresponds to a
non-uniform spatial discretization of the underlying continuum model with
high spatial resolution close to the leads and lower resolution away from the
leads, and can be used to increase the effective system size that is represented
using a given number of lattice sites [Wil75].
The free state |φ〉 is constructed as an eigenstate of H0, namely as the
tensor product of the ground states of L, R, andD withNL, NR, ND particles,
respectively, as in Fig. 6.5. A source-drain (i.e. L-R-) voltage V can be
introduced either by adjusting the relative occupation number NL − NR in
|φ〉 (Fig. 6.4 A), or by tuning the chemical potentials such that µL−µR = eV
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(Fig. 6.4 B). The scattering state |ψ〉 is then obtained from the Lippmann-
Schwinger equation, Eq. (6.5).
In light of the derivation of the Lippmann-Schwinger equation in Eq. (6.7),
the scattering state |ψ〉 can be seen as the result of slowly (at time t =
−η−1) switching on the tunneling contact Hs during the time evolution of
the free initial state |φ〉. This bears a striking resemblance to the physical idea
behind Keldysh perturbation theory: A nonequilibrium situation is described
by slowly switching on a coupling between systems that are not in mutual
equilibrium at t = −∞.
Physically, one expects an equilibrating current to flow between the reser-
voirs that quickly reaches a plateau value I (the current one hopes to be
able to reproduce from the Lippmann-Schwinger equation). When, at longer
times, the particles are reflected by the lead boundaries and / or the reser-
voirs are exhausted due to the finite system size, the current will drop to zero
or even change sign. These unwanted effects are eliminated by the condition
of Eq. (6.10), which assures that the long-time behaviour is damped out for
long times by the finite value of η.
I emphasize that this approach is different from the standard applications
of scattering theory: Usually, the free states are of the form eikx, i.e. they
carry some momentum k and current j = vk, as in the discussion in the
previous sections and in [Dat95]. Here, in contrast, the free state does not
carry any current. In fact, the open boundary conditions forbid the existence
of a global stationary current and only permit eigenstates of H0 that are, say,
sine-like, without the cosine-like counterparts. Although I expect that one
should be able to calculate the plateau value I of the current by tuning
the parameters (such as η) appropriately, this nonstandard setting from the
view of scattering theory may still pose some unexpected difficulties for the
interpretation of the results.
On the other hand, two important advantages of the real-space approach
are the experimental relevance of the model defined by Eq. (6.28), and the
possibility to give a simple expression for the spatially localized current (on
link nα, say), namely Inα = −itα(c†nαcn+1α − h.c.).
A DMRG code that performs the calculation of the free state |φ〉 and
the scattering state |ψ〉 for the model of Eq. (6.28), (6.29) was implemented
in collaboration with Peter Schmitteckert. The scattering state |ψ〉 was ob-
tained as the solution of Eq. (6.5), where the free state |φ〉 is sketched in
Fig. 6.4 (approaches “A” and “B” of the figure were both implemented).
The energy shifts discussed in section 6.3 were not taken into account. As
shown in Fig. 6.6, the DMRG could reproduce an exact solution of Eq. (6.5),
given in the appendix B.
I emphasize that the results shown e.g. in Fig. 6.6 are a proof-of-principle
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Figure 6.6: The current 〈ψ|Ii|ψ〉/〈ψ|ψ〉 of the scattering state |ψ〉 in the
real-space formalism is plotted as a function of the site index i. I plot both
the result from the exact solution of appendix B (as “+”) and from the
DMRG solution implemented in cooperation with Peter Schmitteckert (as
“x”). They are indistinguishable.
I use the model defined in Eq. (6.28) with the left and right lead each being
ML = MR = 50 sites long (sites i = 0 · · · 49 and i = 52 · · · 102), and with
the scattering center consisting of MD = 2 sites (i = 50, 51). I show here the
results using the approach illustrated in Fig. 6.4A. Here, µL = µR = µD = 0,
and the left and right lead and the scattering center are occupied by NL = 2,
NR = 1, and ND = 1 particle, respectively. The difference between the
occupation of the left and the right lead corresponds to the applied source-
drain voltage. The parameter η is chosen to have the value η = 0.1, and
tα = ts = 1.
I emphasize that the purpose of this figure is solely to demonstrate the agree-
ment of DMRG and exact solution. As explained in the text, I cannot provide
a physical interpretation of the results.
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calculation only, and that I was not able to obtain a physically meaningful
interpretation. This may be due to the fact that in the absence of a well-
established continuum version of the approach presented here, the numerical
parameters η, ML, MR were not tuned in the right way, or that the energy
shifts discussed in section 6.3 were neglected. In my view, it would be highly
instructive to examine the feasibility of this approach by a further study of
simple, analytically solvable models. However, I did not pursue this work
further.
6.5.2 Momentum representation
In order to avoid the complications of the real-space representation, namely
the lack of current-carrying free states due to the open boundary condi-
tions, it is advantageous to use directly the momentum representation in-
stead. This framework allows to construct current-carrying free states in
a straightforward way, and to generalize the physical picture behind the
Landauer-Bu¨ttiker formalism [Hew97; BILP85] to the case of many-body
states rather directly.
Here, I have in mind the Landauer-Bu¨ttiker formalism at zero tempera-
ture, applied to a point contact geometry that would be transparent in the
absence of scattering. For this system, the free single-particle states describe
electrons that flow through the point contact carrying a momentum k and
current vk. Their free Hamiltonian is given by
H0 =
∑
k
²kc
†
kck. (6.30)
One may linearize the dispersion relation, ²k = vkFermi |k|, and identify k > 0
with right-moving, k < 0 with left-moving states as in section 6.3.2.
This model corresponds to the 1-particle model analyzed in section 6.3.2;
its global (i.e. spatially averaged) current operator is given by I = vkFermi(NL−
NR), where NR,L =
∑
k>,<0 c
†
kck. However, it was shown in section 6.3.2 that
will be necessary to evaluate the current localized around the scatterer, e.g.
the current
Ilscatt =
∑
kk′
(Ilscatt)kk′c
†
kck′ (6.31)
with (Ilscatt)kk′ given by Eq. (6.22).
The free Hamiltonian H0 of Eq. (6.30) may also contain a part HD that
describes internal degrees of freedom of the scatterer as in the previous sec-
tion. The scattering Hamiltonian Hs contains terms that scatter electrons
into / out of the states k (and possibly of the states into / out of the scattering
center D).
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In the free state |φ〉, the L,R-movers are assumed to be in electrochem-
ical equilibrium with the reservoirs from which they were emitted, i.e. the
L-movers with the right, the R-movers with the left reservoir. This assump-
tion is valid if the tunneling at the contacts to the macroscopic leads is
reflectionless [Dat95]. If a finite bias voltage is now applied between the
leads, the chemical potential of the L- and R-movers is shifted with respect
to each other.5 The free state (at T = 0) is then of the form of Fig. 6.4, where
in contrast to the real-space approach discussed above, L and R here denote
left- and right-moving particles, not particles localized on the respective lead.
The Hamiltonian Eq. (6.30) may also describe a different physical picture
than the one described above, namely particles localized in a left or right lead
as in section 6.5.1. In this picture, the states are not momentum eigenstates,
and k must be replaced by a general index for the energy level and the lead
L,R. The current is then given by I ∝ N˙L = i[Hs, NL]. I do not pursue this
picture any further here and refer instead to section 6.5.1.
The boundary conditions implicit in the discretization of k have a sim-
ple interpretation in the case of equidistant k spacing ∆k = 2pi/L: In this
case, only periodic wave functions with period L can be constructed, so it
corresponds to periodic boundary conditions.
The main advantage of the approach presented here is that it is very
close in spirit to the well-established scattering formalism of Landauer and
Bu¨ttiker. However, the price to pay from a DMRG perspective is that it is
computationally demanding (albeit principally possible) to evaluate a local-
ized current operator like the one in Eq. (6.22). This is because due to the
Heisenberg uncertainty principle, such an operator is of long range in k rep-
resentation, and therefore in general inefficient to implement in the DMRG.
Although Eq. (6.22) is a possible candidate for a DMRG implementation,
it may be very possible to find a current operator that provides a some-
what better compromise between sufficient spatial resolution and an efficient
implementation in momentum DMRG.
I did not implement the algorithm presented in this chapter, which must
therefore be regarded as work in progress. However, I hope that the “recipes”
given here, as well as the existing implementation of the real-space algorithm,
provide the interested reader with sufficient details to be able to pursue this
work further.
5The periodic boundary conditions implicit in this approach do not contradict the
picture of the L- and R-movers being coupled to leads. This is because in the scattering
state, boundary effects are damped out on a distance scale η/vk ¿ L away from the
scatterer, whereas only local quantities on a scale lscatt ¿ η/vk around the scatterer
are considered (cf. Eq. (6.12)). The only requirement on the boundary conditions in the
present approach is that they allow for a current-carrying free state.
Chapter 7
Conclusions
In this thesis, the DMRG was used to analyze a number of mesoscopic sys-
tems that exhibit strong quantum correlations. It was found that the corre-
lations can have, among others, a drastic influence on their transport prop-
erties. The specific topics addressed in this thesis were the Josephson effect
between superconducting nanograins; the observation of well-defined quasi-
particles in small metallic grains; the real-time dynamics of spin chains; and
the calculation of many-body scattering states. Due to the diversity of these
topics, I now summarize the main results and physical insights obtained in
each of them separately.
Josephson effect between superconducting nanograins
I investigated in chapter 3 the fate of the Josephson effect – the dependence
of the energy of two weakly coupled superconductors on the difference be-
tween their superconducting phase – in the regime that the level spacing d
is comparable to the bulk superconducting gap ∆BCS. In this regime, BCS
mean-field theory is inapplicable and the notion of a superconducting order
parameter with a well-defined phase is no longer valid.
I found that it is nevertheless possible to define a phase difference, and
that the Josephson effect persists in its essence even as d ∼ ∆BCS – albeit with
the quantitative difference that its typical energy scale, the Josephson energy
EJ , is in this regime no longer given by the standard BCS expression. Using
the DMRG, I calculated the ground state of the two coupled superconductors
and extracted EJ .
In the continuum limit d → 0, I was able to reproduce the standard
BCS result for EJ . As d is increased, the Josephson energy turned out
to display a reentrant behaviour (decrease followed by increase). A tight-
binding approximation for weak Josephson coupling explains the physical
mechanism underlying this reentrance in a transparent way: The reason for
the decrease with growing level spacing d is that the tunneling of more than
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one electron pair is increasingly suppressed. The following increase is due to
resonant tunneling of the remaining electron pair.
I examined the limitations of the tight-binding approximation by com-
paring it to the DMRG solution for two coupled superconductors in the limit
of strong inter-grain coupling. Here, I found that, as one would expect, the
approximation breaks down for EJ ≥ ∆BCS.
Well-defined quasiparticles in small metallic grains
I analyzed in chapter 4 zero-temperature spectral functions within the uni-
versal Hamiltonian / reduced BCS model and found that an important class
of such functions is dominated by a single energy eigenstate only. I found
that the one state contributing to the spectral function is, moreover, from
a very limited subset of all possible excitations, which I characterized as
“No-Gaudino states”. This implies that only these No-Gaudino states are
relevant for many physical properties of the systems under consideration.
I emphasize that this finding is not generalizable to models other than the
universal Hamiltonian / reduced BCS model. However, it reveals a highly
peculiar property of these models, namely that the excited states can be
classified into two subsets, the Gaudino- and the No-Gaudino-states, which
possess quite radically different physical properties. As an immediate physi-
cal consequence, I found an infinite lifetime of the quasiparticles that occur
in many physically relevant spectral functions, which I explain by the fact
that just one precise No-Gaudino state is excited.
Real-time dynamics in spin-1/2 chains
In chapter 5, I studied the nonequilibrium properties of spin-1/2 chains by
solving the many-body Schro¨dinger equation for a non-stationary initial state
| ↑ . . . ↑↓ . . . ↓〉, using the adaptive time-dependent DMRG. I investigated
the influence of different interaction strength and dimerization on the mag-
netization transport.
I found that the magnetization possesses a well-defined long-time limit,
whose nature does not depend on the dimerization, but only on the strength
Jz of the S
zSz interaction: For |Jz| < 1 I found ballistic magnetization
transport. For |Jz| > 1, on the other hand, I found almost no transport,
with a sharp crossover at |J z| = 1. I explained this crossover as a subtle
consequence of a quantum phase transition which occurs at the precise value
|Jz| = 1.
I also performed a detailed error analysis of the adaptive time-dependent
DMRG method by comparing its result to an exact solution, available for
the XX model. I found that the error at small times is dominated by the
error from the Trotter decomposition, whereas for longer times, the DMRG
truncation error becomes the most important, with a very sharp crossover
at some “runaway” time. This finding should be general and hold for non-
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exactly solvable models as well, and should therefore allow to control the
accuracy of the results of adaptive time-dependent DMRG in general models.
Many-body scattering states
I presented in chapter 6 a general method for calculating many-body scat-
tering states that does not rely on the assumptions of perturbation theory
or near-equilibrium. The strategy is to solve the many-body Lippmann-
Schwinger equation using the DMRG. This raised a number of conceptual
issues, because the setting is from a scattering theory point of view dou-
bly unfamiliar: Firstly, the algorithm must extrapolate finite-system results,
whereas scattering theory is properly defined in an infinite system. Secondly,
it is not entirely straightforward to generalize scattering theory from single-
particle to many-body states, and has to my knowledge not been done before.
The main difficulty here is that level shifts, negligible in single-particle scat-
tering theory, become important.
This chapter must be regarded as work in progress. Due to the complexity
of the problem, I have applyied the method to proof-of-principle calculations
only. Nevertheless, the conceptual framework and the recipe for a DMRG
implementation that I presented should be helpful for a reader interested in
pursuing this work further.
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Appendix A
DMRG algorithm in energy
space
In this section, some technical aspects of the energy-space DMRG procedure
for approximating the ground state |ψ〉 are explained. For a review of the
DMRG algorithm itself, I refer to chapter 2, or to the review articles in
[WN99; Sch04]. The application to superconducting grains is also discussed
in [SD00; DS99]. Therefore, I only highlight the key concepts of the DMRG
algorithm, before I discuss details of the DMRG algorithm as applied in
energy space. Finally, a few peculiarities are mentioned that are of relevance
when the algorithm is applied to the problem of two coupled superconductors.
First, I give an account of the procedure that projects out a reduced
number of basis states. The Hilbert space is divided into two blocks A of
states below and B of states above the Fermi surface, as depicted in Fig. A.1,
each being represented by the respective basis state |i〉A and |j〉B. A general
many-body state is expressed as
∑
ij ψij|i〉A ⊗ |j〉B. The goal is to find a
reduced number m of most relevant states |uα〉A and |uβ〉B, in the sense that
they allow for the best approximation of the state |ψ〉, such that the norm∣∣∣|ψ〉 −∑αβ ψαβ|uα〉A ⊗ |uβ〉B∣∣∣ is minimized, when variation over both ψαβ
and the states |uα〉A, |uβ〉B are allowed, but only m states per block are to
be kept. It turns out that the states with this property are precisely those
eigenstates of the reduced density matrix of the respective block (A or B)
that correspond to the m largest eigenvalues[WN99]. Of course, the larger m
is, the more accurate the algorithm becomes, until convergence is achieved.
Typical values for m are m ∼ 100− 400.
The prescription for the DMRG algorithm is the following: (i) Start with
only a few (2 or 3, say) energy levels, few enough that the exact basis of
the many-body system can be kept explicitly. (ii) Add an additional energy
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relevant
most
Only m
kept
states
EFermi
Grain 1 Grain 2
Grain 1 Grain 2
Block A
Block B
Figure A.1: Sketch of the procedure for projecting out the relevant states
in the case of the two-grain DMRG. The shading indicates the part of the
Hilbert space where only a limited number of states are kept. First, a new
level is added on grain 1 (left part of figure). Then, the m most relevant
states are projected out and kept (right part). Then, a new level on grain 2
is added (not shown).
level to block A and B, as depicted in Fig. A.1 for the case of the two-grain
DMRG. Construct a basis |uα〉A for block A, using the basis states from
the previous step and the exact basis of the newly added energy level. Do
the same with block B. (iii) Calculate the target state |ψ〉, in this case
the ground state of the BCS Hamiltonian, within the present Hilbert space.
(iv) Calculate the reduced density matrix of |ψ〉 for block A and B, say ρA
and ρB, by performing the trace of the full density matrix |ψ〉〈ψ| over the
respective other block. Find the m eigenvectors |uα〉A, |uβ〉B, α, β = 1..m,
corresponding to them largest eigenvalues of ρA and ρB. Those are the states
to be kept as basis states. (v) Transform all operators to the new basis. If the
blocks A and B are related by a symmetry, it may be sufficient to calculate
only one set of states |uα〉. Continue with step (ii) and iterate, until the final
number of energy levels is reached.
In step (iii), the ground state |ψ〉 is found using the Lanczos procedure,
which is very efficient due to the sparse nature of the Hamiltonian, but which
requires many multiplications of a state with the Hamiltonian. Since the
Hamiltonian is a sparse but extremely large matrix (of order m2 ×m2), it is
essential not to store it as a whole, but to reconstruct it from simple operators
acting only on the blocks A and B when the multiplication is performed. For
this to be numerically possible, it is necessary that the interactions between
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the blocks factorize to a large degree, such that they can be expressed as a
sum of only a few terms. In real-space DMRG, this is always the case as long
as the interactions are more or less local, but the long-range interactions in
energy space do not always factorize. Luckily, the reduced BCS interaction
does factorize nicely: HBCS = −λ(b†AbA + b†AbB + A ↔ B), where bA,B =∑
i∈A,B ci↑ci↓. A similar factorisation is possible for the inter-grain coupling
(3.22) in the two-grain DMRG, but not for (3.13).
It is also essential for numerical efficiency to make use of conserved quan-
tum numbers. In the present case, due to particle number conservation, it
is not necessary to keep all the m2 states |uα〉A ⊗ |uβ〉B as a basis. In this
algorithm, the number lα, lβ of particle or hole excitations associated with
each basis vector |uα〉A, |uβ〉B, respectively, is explicitly kept track of. Then,
only the states |uα〉A ⊗ |uβ〉B have to be kept for which
lα − lβ = ltot, (A.1)
where ltot is the deviation of the total electron pair number from half filling.
In the tight-binding calculation, taking the matrix element 〈n|bi|n + 1〉
involves approximating two states simultaneously, namely the ground states
|n〉 and |n+ 1〉 that correspond to the respective number of electron pairs n
and n + 1. This is simply done by calculating both states in step (iii), and
by taking the reduced density matrix of the mixed state with equal weight
in step (iv).
In the two-grain DMRG, the calculations are performed in the regime
that two states, |ν〉 and |ν +1〉, as defined in Eq. (3.5), are degenerate. This
is done by setting the offset between the energy levels on the left and the
right grain to zero, and by including one more electron pair than there would
be at half filling, which amounts to setting ltot = 1 in Eq. (A.1). This extra
pair can, then, be on the left or the right grain at equal energy cost.
One complication arises away from half filling (i.e. when ltot 6= 0): When,
in step (iv), the reduced basis of one block (block A, say) is calculated by
tracing over the states in the other block, the part of the trace relevant for the
states with quantum number lα is, due to Eq. (A.1), performed over states
which carry a different quantum number lβ. The dimensionality of the two
subspacesH(lα) andH(lβ) spanned by the part of the reduced density matrix
with the respective quantum numbers might be quite different. However,
the rank of the reduced density matrix used in step (iv) is limited by the
dimension of the space over which the trace is performed, and therefore, the
DMRG only works well as long as the dimension of H(lβ) is larger than the
number of states with quantum number lα to be kept. This is not guaranteed
away from half filling, i.e. when lα 6= lβ.
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The problem is solved by mixing a small part (20%) into the reduced
density matrix that corresponds to the ground state at half filling (ltot = 0).
This state will have a similar information content as the target state away
from half filling, as far as the relevant basis vectors are concerned, and adds
enough to the rank of the reduced density matrix for the DMRG to work
well.
In the two-grain DMRG, the energy levels are added one by one as de-
picted in Fig. A.1: First levels on grain 1, and only afterwards levels on grain
2 are added. They are added one by one in order to keep the Hilbert space
as small as possible. It is also possible and, in fact, would be more symmet-
ric, to add both levels at once, but only at the cost of having the Hilbert
space larger by a factor of 4. As it turns out, it is numerically more efficient
(yielding higher accuracy at the same computation time) to add the levels
one by one.
Appendix B
Exact solution for
noninteracting chain in real
space
B.1 Single particle scattering state
Let us now consider an exact solution of the quadratic model in Eq. (6.28)
for a single particle (nevertheless in second quantization). This introduces
some notation and serves as a warmup for the following section, in which a
many-body solution is discussed.
We will be using two basis sets: the eigenstates of H0, |φk〉0 = c†k|0〉 with
energies E0k (with some discrete index k that need not be momentum; in
practical scattering problems, the index k will contain a distinction between
a state on the left or the right lead), or by the eigenstates of the full Hamil-
tonian H = H0 + Hs, |n〉 = d†n|0〉 with energies En. The transformation
between both states is mediated by the mapping |φk〉0 =
∑
nAkn|n〉.
Now the scattering state |ψk〉 is obtained from the free incoming state
|φk〉0 via the Lippmann-Schwinger equation Eq. (6.5). In energy representa-
tion, |ψk〉 is given by |ψk〉 =
∑N−1
n=0 ψkn|n〉 with
ψkn =
iη
E0k − En + iη
Akn. (B.1)
Once the matrix elements are known, the current is easy to compute. The
current on the link between site j and site j + 1 is given by the expectation
value of the current operator I j = 1
i
(tcjc
†
j+1 − h.c.), 1 which has in the |n〉
1The operator c†i creates a particle localized on site i = 0..N−1. It will be distinguished
from the energy eigenstate creator by the use of letters i and j, instead of k, as an index.
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basis the matrix elements I jnn′ = 〈n|Ij|n′〉, as
I(k, j) =
〈ψk|Ij|ψk〉
〈ψk|ψk〉 =
∑
nn′ I
j
nn′ψ
∗
knψkn′∑
n |ψkn|2
. (B.2)
Now the strategy is to diagonalize H and H0, and thus to obtain the matrix
elements Ijnn′ and Akn. This allows the evaluation of Eq. (B.1) and Eq. (B.2).
As an important example, let us consider a free particle on a chain. The
Hamiltonian is given by Eq. (6.28), with ML, MR sites on the leads L, R,
and Ms degrees of freedom on the scattering region.
We take the free incoming states |φk〉0 to be an eigenstate of the left lead,
i.e. eigenstates of the Hamiltonian H0 with the particle being localized on
the sites i ∈ L. There are ML such states; we denote their energies (with
respect to H0) as E0n, n = 1..ML
If all ui in Eq. (6.28) are the same (e.g. ui ≡ 0), our model is nothing but
the tight binding model, and I j can be evaluated from Eq. (B.1), Eq. (B.2)
in closed form. For nonconstant ti, the states |ψk〉 have to be evaluated
numerically (e.g. using the tqli algorithm from Numerical Recipes), which is
still relatively simple even for large matrices.
B.2 Many-body scattering state
In this appendix, we construct explicitly a many-body scattering state |ψ〉
for a toy model, namely a discrete quadratic Hamiltonian, which may be oth-
erwise completely general. We rely on notation introduced in the previous
section. From |ψ〉, we derive a closed formula for the current. This for-
mula is, however, computationally demanding, the number of terms growing
exponentially with system size.
Because the full Hamiltonian H = H0+Hs is quadratic, it can be written
in diagonal form as H =
∑
nEnd
†
ndn. Here, the d
† operators are single-
particle creation operators for eigenstates of H, related to the corresponding
free operators c†n of H
0 via a unitary transformation
c†k =
∑
n
Aknd
†
n (B.3)
with some transformation coefficients Akn.
Our goal is to calculate the expectation value of the current operator I j
on site j, which can (after a transformation into the eigenbasis of H) be
written as
Ij =
∑
pq
Ijpqd
†
pdq = −
∑
pq
Ijpqdqd
†
p + I
j
tr, (B.4)
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with Ijtr =
∑
p I
j
pp.
This expectation value is to be taken using the scattering state from
Eq. (6.5), with the free state
|φ〉 = c†k1 · · · c†kN |0〉 =
∑
l1···lN
Ak1l1 · · ·AkN lNd†l1 · · · d†lN |0〉. (B.5)
Eq. (6.5) then gives for the scattering state
|ψ〉 =
∑
l1···lN
Ak1l1 · · ·AkN lN
iη
E0 − E({l}) + iη d
†
l1
· · · d†lN |0〉, (B.6)
where E0 =
∑
iE
0
ki
, E({l}) =∑iEli .
We now calculate the current expectation value 〈ψ|I j|ψ〉/〈ψ|ψ〉. Let us
start with the denominator:
〈ψ|ψ〉 =
∑
l1···lN
m1···mN
A∗k1l1A
∗
kN lN
−iη
E0 − E({l})− iη
Ak1m1AkNmN
iη
E0 − E({m}) + iη 〈0|dlN · · · dl1d
†
m1
· · · d†mN |0〉 (B.7)
=
∑
l1···lN
(all different)
∑
P
σ(P )A∗k1l1A
∗
kN lN
Ak1P (l1)AkNP (lN )
η2
(E0 − E({l}))2 + η2 ,
where we used that the fact that 〈0|dlN · · · dl1d†m1 · · · d†mN |0〉 is nonzero only if
(m1, ...,mN ) is a permutation P of (l1, ..., lN ) and in particular, if all li (and
thereby all mi) are mutually different, and is then equal to the sign σ(P ) of
P .
The numerator is only slightly more complicated:
〈ψ|Ij|ψ〉 = Ijtr〈ψ|ψ〉 −
∑
l0,···lN
m0···mN
Ijl0m0A
∗
k1l1
A∗kN lN
−iη
E0 − E({l1 · · · lN})− iη
Ak1m1AkNmN
iη
E0 − E({m1 · · ·mN}) + iη 〈0|dlN · · · dl0d
†
m0
· · · d†mN |0〉
= Ijtr〈ψ|ψ〉 −
∑
l0···lN
(all different)
∑
P
σ(P )Ijl0P (l0)A
∗
k1l1
A∗kN lNAk1P (l1)AkNP (lN )
−iη
E0 − E({l1 · · · lN})− iη
iη
E0 − E({P (l1) · · ·P (lN)}) + iη . (B.8)
Note that in Eq. (B.8), the first coefficient l0 does not enter the many-body
energy E({l1 · · · lN}).
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Eq. (B.7) and Eq. (B.8) simplify enormously in the case that Eq. (6.5)
mediates a unitary transformation – in fact, Eq. (B.7) then becomes equal
to 1. However, as we are not assuming the continuum limit, we have to
leave Eq. (B.7) as it is, i.e. as a huge sum that grows exponentially with the
number of particles.
So the strategy is the following: Diagonalize the 1-particle versions of H
andH0; thereby obtain the parameters Akn and I
j
mn. Then evaluate Eq. (B.8)
and Eq. (B.7).
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