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The antiferromagnetic Ising chain in both transverse and longitudinal magnetic fields is one of
the paradigmatic models of a quantum phase transition. The antiferromagnetic system exhibits a
zero-temperature critical line separating an antiferromagnetic phase and a paramagnetic phase; the
critical line connects an integrable quantum critical point at zero longitudinal field and a classical
first-order transition point at zero transverse field. Using a strong-disorder renormalization group
method formulated as a tree tensor network, we study the zero-temperature phase of the quantum
Ising chain with bond randomness. We introduce a new matrix product operator representation of
high-order moments, which provides an efficient and accurate tool for determining quantum phase
transitions via the Binder cumulant of the order parameter. Our results demonstrate an infinite-
randomness quantum critical point in zero longitudinal field accompanied by pronounced quantum
Griffiths singularities, arising from rare ordered regions with anomalously slow fluctuations inside the
paramagnetic phase. The strong Griffiths effects are signaled by a large dynamical exponent z > 1,
which characterizes a power-law density of low-energy states of the localized rare regions and becomes
infinite at the quantum critical point. Upon application of a longitudinal field, the quantum phase
transition between the paramagnetic phase and the antiferromagnetic phase is completely destroyed.
Furthermore, quantum Griffiths effects are suppressed, showing z < 1, when the dynamics of the
rare regions is hampered by the longitudinal field.
PACS numbers:
I. INTRODUCTION
The interplay between quantum fluctuations and ran-
domness often leads to drastic disorder effects, resulting
in some exotic phenomena at and near zero-temperature
phase transitions. For example, there exists one class
of disordered systems where strong Griffiths singulari-
ties,1–3 which arise from the formation of rare strongly
coupled region, lead to the divergence of the dynami-
cal exponent at quantum critical points. The random
transverse-field Ising chain is the most prominent ex-
ample for such spectacular phenomena and its quan-
tum critical point is, in the renormalization-group lan-
guage, described as an infinite-randomness fixed point,
where the system appears more and more disordered
under coarse graining.4–6 There are many other one-
dimensional random quantum systems that also exhibit
infinite-randomness phases, such as the random singlet
phases of SU(2)k anyonic chains for all k ≥ 2 (includ-
ing the case k → ∞ which corresponds to the ran-
dom spin-1/2 Heisenberg chain)7,8 and the random J-Q
spin-1/2 chains with multi-spin couplings.9 It is notewor-
thy that the infinite-randomness fixed points can control
more than just one dimension; in particular, the quantum
phase transitions in higher dimensions with Ising (Z2)
symmetry have been numerically demonstrated to be
of infinite-randomness type.10–12 Experimentally, Grif-
fiths singularities have been observed in various quantum
phases with quenched disorder.13,14 The signature of an
infinite-randomness phase with the diverging dynamical
critical exponent has also been detected in recent experi-
mental studies on random Heisenberg chains15,16 and the
superconductor-metal quantum phase transition of a two-
dimensional superconducting system.17
The Griffiths singularity was first discussed nearly fifty
years ago in the context of the randomly dilute Ising fer-
romagnet;1 it arises because there are in general rare but
arbitrarily large spatial regions which contain no vacan-
cies and therefore show local magnetic order even when
the system is globally in the paramagnetic phase. Such
locally ordered regions produce non-analyticity in the
free energy at zero field, known as the Griffiths singu-
larity, in the paramagnetic phase below the critical tem-
perature of the clean model. The same rare region effect
can be generalized to non-dilute random-bond systems.
The Griffiths singularity of the free energy in the context
of a thermal transition is in general an essential singular-
ity,18–20 and is thus too weak to be observed experimen-
tally. By contrast, effects of rare regions on dynamical
properties are more promising to detect in experiments
or numerical simulations;21 in particular, in a quantum
system, where both dynamics and statics are inextrica-
bly coupled, the rare regions are strongly correlated along
the time-like direction, which enhances the Griffiths phe-
nomena.4,5,22–25
Below we use a simple quantum spin chain with binary
disorder distribution to explain the origin of the quan-
tum Griffiths singularity. Generalizations to other disor-
der distributions and higher dimensions are straightfor-
2ward.22,25 We consider here a transverse-field Ising model
with a constant transverse field Γ = 1 perpendicular to
the Ising axis and with random bonds (J) drawn from the
binary distribution: pi(J) = pδ(J−λ)+(1−p)δ(J−λ−1),
where λ ≫ 1 and p < 1, corresponding to a quantum
paramagnet.26,27 The probability of finding a strongly
coupled region of n strong bonds (J = λ) decreases ex-
ponentially with the volume as P (n) ≈ pn. The energy
gap of such a rare region is also exponentially small in
its volume ε ≈ 1/λn, corresponding to an exponentially
large relaxation time. Thus, by change of variables we
obtain a power-law density of states for the small energy
gaps:
ρ(ε) ∼ (ln λ)−1εω , (1)
with ω = − ln(p)/ ln(λ)− 1. In a finite chain of length L,
from the integrated density of states Nε =
∫ ε
0 dε
′ρ(ε′) ∼
L−1 we arrive at the relation between the length scale
and the energy scale:
ε ∼ L−1/(ω+1) ∼ L−z (2)
where we have introduced the dynamical exponent z =
(ω+1)−1, which varies continuously with the disorder pa-
rameter p and becomes larger and larger as the quantum
critical point (p = 1) is approached. The power-law den-
sity of low energy excitations is responsible for singular
low-energy behavior of various observables away from the
critical point; for example the average local susceptibility
varies with the temperature as
χloc(T ) ∼ T−1+1/z , (3)
which diverges at zero temperature T → 0 if z > 1, even
though the system is in the paramagnetic phase.
Many quantitative and exact asymptotic results for the
scaling behavior in the Griffiths phase and in particular
at the random quantum critical point can be obtained
by a powerful renormalization group method, called the
strong-disorder renormalization group (SDRG), which
was first introduced by Ma et al.28,29 and extended by
Fisher5 and others.30 In the SDRG picture, the rare re-
gions that give rise to quantum Griffiths singularities are
strongly correlated sites connected with effective interac-
tions generated during the action of the renormalization.
Analytical SDRG results for the transverse-field Ising
chain show that with any bond randomness the length
dependence of a typical energy gap at the quantum criti-
cal point has, in contrast to the power law in Eq. (2), an
exponential form:4,5
εtyp ∼ exp(−cL1/2) , c = const. (4)
corresponding to activated dynamical scaling, and z →
∞; on the other hand, the average gap scales as31
ε ∼ exp(−c′L1/3) , c′ = const. (5)
where the overbar denotes an average over disorder
realizations. This unconventional dynamical scaling
along with the distinction between average and typi-
cal (i.e. most probable) values characterize an infinite-
randomness fixed point, where energy gaps become
broadly distributed even on the logarithmic scale. Away
from the infinite-randomness critical point in the Grif-
fiths phase, the distribution of low energy excitations and
the dynamical exponent z can also be obtained within the
SDRG framework.32 In the paramagnetic phase, where
the rare regions are localized, the distribution of their
smallest energy gaps is identified as a Fre´chet-type dis-
tribution.27,31 Interestingly, many analytical SDRG re-
sults for one-dimensional systems, including the relations
given in Eqs. (4) and (5), can also be obtained from a va-
riety of statistical models.33–36
Here we investigate strong disorder effects on the an-
tiferromagnetic Ising spin chain in transverse and longi-
tudinal magnetic fields using a generalization of SDRG
represented as a tree tensor network.37 We introduce a
novel matrix product operator representation of high-
order moments of the staggered magnetization and evalu-
ate the Binder cumulant to identify the quantum critical
points. In the absence of disorder, the quantum spin
chain is antiferromagnetic in weak fields at zero temper-
ature, and paramagnetic in strong fields; the two phases
are separated by a critical line ending at a classical mul-
ticritical point where the transverse field vanishes. In the
presence of bond randomness, in addition to the infinite-
randomness critical point and Griffiths regions in zero
longitudinal field, we find that the phase transition is de-
stroyed and quantum Griffiths effects are weakened upon
a longitudinal field is applied.
The paper is organized as follows. In Sec. II we de-
fine the model and summarize some known properties of
the zero-temperature phases. In Sec. III we describe the
matrix product operator representations used for our cal-
culations; in particular, we propose a new representation
of high-order moments. In Sec. IV we extend the tech-
nique used in Ref. 37 and introduce the tensor network
SDRG for the quantum Ising chain with bond random-
ness plus on-site disorder, and provide the results. We
conclude in Sec. V with a summary and discussion.
II. THE MODEL
We study the antiferromagnetic Ising chain in the pres-
ence of both longitudinal and transverse magnetic fields,
described by the Hamiltonian:
H =
∑
i
Jiσ
z
i σ
z
i+1 −
∑
i
Γiσ
x
i −
∑
i
hiσ
z
i , (6)
where σzi , σ
x
i are Pauli spin operators, hi (Γi) is the lon-
gitudinal (transverse) field applied to site i, and Ji > 0
is a nearest-neighbor antiferromagnetic interaction which
favors staggered magnetic ordering along the z axis.
The Hamiltonian of the quantum spin chain defined
in Eq. (6) can be mapped to a classical two-dimensional
Ising model using the path integral formalism, where the
3extra dimension is regarded as imaginary time38 and has
extent 1/T . In this mapping the quantum model effec-
tively corresponds to the classical model described by
Hcl =
∑
i,n
Kisi,nsi+1,n −
∑
i,n
K ′isi,nsi,n+1 −
∑
i,n
h′isi,n ,
(7)
where si,n = ±1 and n is the index in the imaginary time
direction, running from 0 to 1/(T∆τ) with ∆τ being the
width of a time slice; the corresponding couplings and
fields are given by
Ki = Ji∆τ (8)
e−2K
′
i = Γi∆τ (9)
h′i = hi∆τ . (10)
To suppress the errors from the Suzuki-Trotter expan-
sion39,40 used in this formalism, one requires ∆τ ≪ 1,
implying strong ferromagnetic couplings K ′i ≫ 1 along
the imaginary time direction. As a result, the classical
model is strongly anisotropic, equivalent to ferromagnetic
Ising chains weakly antiferromagnetically coupled with
each other.
A. Clean system
We consider first the model with a homogeneous (i.e.
site-independent) coupling, Ji = 1, ∀i, and homogeneous
applied fields Γi = Γ, hi = h, ∀i. With h = 0, the model
is exactly solvable and is equivalent to the ferromagnetic
quantum Ising chain through a gauge transformation. At
absolute zero temperature, the model with zero h ex-
hibits two phases: an antiferromagnetic ordered phase
for Γ < 1 and a paramagnetic phase for Γ > 1. The
phase transition at Γ = Γc = 1 between these two phases
is characterized by a vanishing energy gap and a diverg-
ing correlation length. As Γ approaches the critical value,
the lowest energy gap vanishes as38
ε ∼ |1− Γ| , (11)
and the correlation length diverges as
ξ ∼ |1− Γ|−1 , (12)
implying the dynamical exponent z = 1 and the
correlation length critical exponent ν = 1. This
zero-temperature phase transition belongs to the two-
dimensional Ising universality class.
With finite value of h, the model is distinct from the
ferromagnetic system. In the ferromagnetic case the
quantum phase transition occurs only in zero longitudi-
nal field h = 0, while in the antiferromagnetic model the
phase transition remains at h 6= 0, yet the longitudinal
field can further destabilize antiferromagnetic order. As
a result, the critical value Γc at T = 0 decreases as the
strength of the longitudinal field increases and the crit-
ical points terminate at Γ = 0, h = 2, where a classical
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FIG. 1: (Color online) The zero-temperature phase diagram
of the clean antiferromagnetic Ising chain with J = 1 in trans-
verse (Γ) and longitudinal (h) magnetic fields. The critical
line, obtained by DMRG and QMC calculations, separates a
quantum antiferromagnetic (AFM) phase in weak fields and a
quantum paramagnetic (PM) phase in strong fields. The clas-
sical multicritical point (CMP) at (Γ = 0, h = 2) corresponds
to a first-order transition between an AFM phase and a ferro-
magnetic (FM) phase in the absence of quantum fluctuations.
The critical line is well described by a quadratic relation:
Γc ≈ 1 − 0.19h
2 in the vicinity of the point (Γ = 1, h = 0),
while it is linear, Γc ≈ 1.4(2−h), near the classical multicrit-
ical point.
first-order transition takes place, corresponding to a mul-
ticritical point. The quantum critical line in the Γ − h
plane except for the two end points at (Γ, h) = (1, 0)
and (0, 2) is not exactly solvable; nevertheless, it falls
into the two-dimensional Ising universality class.41
For clarity, we present here the zero-temperature
phase diagram in Fig. 1, reproduced by quantum Monte
Carlo (QMC) and density matrix renormalization group
(DMRG) calculations. The QMC algorithm is an unbi-
ased method working in terms of the formalism given in
Eq. (7) in the limit of ∆τ → 0.42 Some details of the
DMRG algorithm are given in Sec. III. Perturbation the-
ory predicts that the critical line drops quadratically with
increasing h in the limit of h → 0, and is linear in the
vicinity of the multicritical point.41 Our data agree with
this asymptotic behavior: the critical points for h ≤ 0.8
are well described by a quadratic function
Γc ∼ 1− ah2 (13)
with a ≈ 0.19; near the multicritical point, the critical
line drops linearly as
Γc ∼ b(2− h) (14)
with an estimated prefactor b ≈ 1.4.
The classical multicritical point at (Γ = 0, h = 2) is
a first-order transition point separating an antiferromag-
netic ground state for h < 2 and a ferromagnetic ground
4state for h > 2. The ground state is extensively degen-
erate at the critical field h = 2, where in a staggered
↑↓↑↓ · · · configuration any spin pointing in the opposite
direction to the field can be overturned without change
of energy.43
B. Random-bond chain with h = 0
Consider now the model with quenched disorder in
which the interactions Ji and/or the transverse fields
Γi are independent random variables. In the space-time
lattice model described in Eq. (7), the randomness in-
troduced into J and Γ produces inhomogeneities extend-
ing only in spatial coordinates but it is perfectly corre-
lated in the imaginary time direction. The random-bond
quantum model in zero longitudinal field is effectively a
solvable two-dimensional anisotropic Ising model;3,20 it
undergoes a T = 0 phase transition when20
ln J = lnΓ . (15)
The critical behavior is governed by an exactly solvable
infinite-randomness fixed point within the framework of
SDRG. At this fixed point, in addition to the energy
gap, spin correlationsC(r) = (−1)r〈σzi σzi+r〉 are also very
broadly distributed,5 with the typical behavior
− lnCtyp(r) ∼
√
r . (16)
The average correlation function, which is experimentally
detectable, is however dominated by rare pairs of widely
separated spins that have a correlation of order unity,
much larger than the typical value. Thus, different from
the typical correlations, the average correlations decay as
a power of r at the critical point,5
C(r) ∼ 1
r2−φ
, (17)
where φ = (1 +
√
5)/2 is the golden mean. For an open
chain of length L, one is often interested in the end-to-
end correlation function C1,L = (−1)L−1〈σz1σzL〉, which
considers correlations between two end spins; the average
of C1,L is also dominated by rare samples for which the
two end spins are almost perfectly correlated with each
other, and it decays algebraically as
C1,L ∼ 1
L
(18)
at criticality.26,31
For a random chain, the deviation from criticality is
often parameterized by5
δ =
lnΓ− ln J
var(lnh) + var(ln J)
, (19)
where var(x) stands for the variance of the random vari-
able x. Slightly away from criticality δ 6= 0, the dis-
tinction between the average and the typical correla-
tions leads to two correlation lengths.5,31 In the disor-
dered phase δ > 0, the average correlations, both C(r)
and C1,L, decay exponentially with the true correlation
length ξ ∼ 1/δ2, implying the correlation length expo-
nent ν = 2 for the random chain. The typical corre-
lations decay even faster and its associated correlation
length, ξtyp, varies as ξtyp ∼ 1/δ, defining another expo-
nent νtyp = 1.
The dynamical exponent z which characterizes the
Griffiths singularity in the off-critical region varies with
the distance δ from the critical point. In fact, this nonuni-
versal exponent is the positive root of the equation:
(
J
Γ
)1/z
= 1 , (20)
which is an exact expression in the entire Griffiths re-
gion.32,35 In the vicinity of the critical point, the dynam-
ical exponent to the leading order is given by5,32
z ≈ 1
2 |δ| , |δ| ≪ 1 . (21)
C. Random-bond chain with h 6= 0
In addition to the clean system and the random chain
in the absence of longitudinal fields, we also consider the
random chain in a finite longitudinal field, which to our
knowledge has not been previously studied.
We will show in Sec. IV that with finite h the quan-
tum phase transition between the paramagnetic ground
state and the antiferromagnetic ground state is com-
pletely smeared out. Also the pronounced Griffiths ef-
fects seen in the zero h regime are strongly reduced upon
a longitudinal field is applied.
III. MATRIX PRODUCT OPERATOR
REPRESENTATIONS
We have studied the ground-state properties and the
zero-temperature phase diagram of the quantum antifer-
romagnetic Ising chain using tensor networks. All cal-
culations in our study involving tensor networks were
performed using the Uni10 library.44 The starting point
of our calculations is to construct the matrix product
operator (MPO) representations45,46 of the Hamiltonian
and observables. The Hamiltonian described in Eq. (6)
for a chain of L spins with periodic boundary conditions
(PBC) can be written as an MPO with operator-valued
matricesW
[i]
Hp
(whereHp stands for the Hamiltonian with
PBC) at sites i in the bulk:
W
[i]
Hp
=


1 0 0 0
0 1 0 0
σzi 0 0 0
−Γiσxi − hiσzi 0 Jiσzi 1

 ,
2 ≤ i ≤ L− 1 ,
(22)
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FIG. 2: (Color online) The Binder cumulant U of the order
parameter of the clean chain with J = 1 in the absence of
longitudinal fields (a) and in a finite longitudinal field h =
1 (b), plotted against the strength of the transverse field.
The crossing point of the curves for different chain lengths L
indicates the critical value Γc of the transverse field for each
case; we find Γc = 1 for h = 0 and Γc = 0.8 for h = 1. The
inset of (b) is a scaling plot of the data for h = 1, using the
critical exponent ν = 1 of the 2D Ising universality class.
and at the first and last sites:
W
[1]
Hp
=
(−Γ1σx1 − h1σz1 JLσz1 J1σz1 1) , (23)
W
[L]
Hp
=


1
σzL
σzL
−ΓLσxL − hLσzL

 . (24)
On an open chain, the Hamiltonian (denoted by Ho) is
encoded by the following MPO tensors:
W
[i]
Ho
=

 1 0 0σzi 0 0
−Γiσxi − hiσzi Jiσzi 1

 ,
2 ≤ i ≤ L− 1 ,
(25)
W
[1]
Ho
=
(−Γ1σx1 − h1σz1 J1σz1 1) , (26)
W
[L]
Ho
=

 1σzL
−ΓLσxL − hLσzL

 . (27)
The Binder cumulant,47 which involves the second and
the fourth moments of the order parameter, is a com-
monly used quantity in numerical studies for determining
the critical point and critical exponents. The calculation
of the expectation value of a high-order moment in a
tensor network state is in general not straightforward.48
Here we introduce an MPO representation for the high-
order moments of an observable, which allows an efficient
computation of the Binder ratio.
Consider an n-th moment of some observable O of the
form
On =
(
1
L
L∑
i=1
Oi
)n
, (28)
where i runs over all the sites in the system and Oi is the
on-site operator at i. Here we introduce a generic MPO
form for On with arbitrary n,
On =
1
Ln
W
[1]
OnW
[2]
On · · ·W [L]On , (29)
where the edge matrices are given by
W
[1]
On =
(
On1
(
n
1
)
On−11
(
n
2
)
On−21 · · · 1
)
, (30)
and
W
[L]
On =


1
OL
O2L
...
OnL

 , (31)
with the binomial coefficient
(
n
k
)
, and bulk matricesW
[i]
On
at sites i = 2 · · ·L− 1 read
W
[i]
On =


1
Oi 1
O2i
(
2
1
)
Oi 1
...
. . .
Oni
(
n
1
)
On−1i
(
n
2
)
On−2i · · · 1


. (32)
Expressing an n-th moment in terms of this MPO, the
bond dimension grows linearly with n. One can directly
use this explicit MPO construction for any power n with-
out using MPO compression to reduce the bond dimen-
sions, which is the advantage of this MPO representation
over previously proposed constructions.46,49
Using the density matrix renormalization group
(DMRG) technique50 in terms of matrix product
states45,46 and the MPO representations described above,
we determine the ground state of the chain with PBC in
the absence of disorder. For a fixed h, we find the criti-
cal value of Γ by studying the Binder cumulant U of the
staggered magnetization, defined as51
U =
1
2
(
3− 〈m
4
s〉
〈m2s〉2
)
, (33)
where the staggered magnetization ms is given by
ms =
1
L
L∑
i=1
(−1)iσzi , (34)
6and 〈· · ·〉 denotes the expectation value in the ground
state. The curves of the Binder cumulant as a function of
Γ at fixed h for different system sizes L cross each other,
as illustrated in Fig. 2. The critical values Γc can then
be extracted from the crossings of the Binder cumulant.
In the inset of Fig. 2(b), we have rescaled the Binder cu-
mulant for h = 1 horizontally, multiplying (Γ − Γc) by
L1/ν with ν = 1, to achieve data collapse; the same scal-
ing form applies for other critical points plotted in the
phase diagram in Fig. 1 except for the classical multi-
critical point at h = 2, where no crossing point is found
in the curves of the Binder cumulant U(Γ) for differ-
ent system sizes. We have examined the accuracy of the
DMRG results by comparing the locations of the critical
points in Fig. 1 with those obtained by the continuous-
time quantum Monte Carlo (QMC) algorithm. Excellent
agreement can be observed between the results obtained
from the two methods.
We conclude this section with the note that the MPO
representation for high-order moments and cumulants in-
troduced here circumvents tedious calculations involving
sums of correlators Oi1Oi2 · · ·Oin . This new MPO re-
quires no additional truncation to represent an n-th mo-
ment with a bond dimension linear in n, and provides an
efficient way to determine the critical point with great
accuracy, also for the disordered system discussed in the
next section.
IV. TREE TENSOR NETWORK STRONG
DISORDER RENORMALIZATION GROUP
The DMRG method can be applied to systems with
quenched disorder, too. However, a practical implemen-
tation of the DMRG for disordered systems is compu-
tationally expensive because large bond dimensions and
many DMRG sweeps are often required to avoid getting
stuck in local minima.52,53
The Hamiltonian of the quantum spin model in Eq. (6)
with randomness has an intrinsic separation in energy
scales, which allows us to find its ground state using
the SDRG technique. The basic strategy of the SDRG
method, introduced in Ref. 28 and Ref. 5, is to find the
largest term in the Hamiltonian successively and lock the
spins associated with this term into their local ground
state. For example, if the largest term is a field, Γ or h,
on spin i, then that spin is frozen in the x- or z-direction;
if, on the other hand, the largest term in the Hamilto-
nian is an interaction Jij , the two spins associated with
this term are combined together into an antiferromag-
netic cluster, in the state |↑i↓j〉 or |↓i↑j〉. The largest
term in the Hamiltonian is thus effectively eliminated
and energy corrections in terms of effective interactions
or fields are generated using perturbation theory. This
RG process yields an effective Hamiltonian with gradu-
ally fewer degrees of freedom and lower energy scale.
Although the SDRG procedure is approximate, it
yields asymptotically exact results (up to logarithmic cor-
rections9,54) in the low-energy limit for the scaling be-
havior of systems at quantum critical points governed by
an infinite-randomness fixed point, where the widths of
the distributions of the logarithmic effective couplings di-
verge. To justify the accuracy of this approximate RG
in general cases, one should carefully examine whether
the condition of validity of perturbation theory is satis-
fied, that is, whether the largest energy scale to be deci-
mated is much larger than those of the neighboring terms
(the perturbation). This condition is often not satisfied
in the early stage of RG when the disorder distribution
is not very broad. One approach to refine the pertur-
bative approximation is to include higher energy states,
rather than only the lowest multiplet, at each RG step;55
this extended SDRG method was further reformulated in
terms of tree tensor networks in Ref. 37 for the random-
bond Heisenberg chain. Below we demonstrate that the
tree tensor network SDRG is applicable to the random
quantum Ising chain also with site disorder.
A. Numerical scheme
For clarity of presentation, here we review the formu-
lation of SDRG as a tree tensor network as proposed in
Ref. 37.
A natural way to include the effect of excited states of
local Hamiltonians in the RG process is to partition the
system into blocks.55 In each RG iteration, we compute
the energy spectrum of each nearest-neighbor two-block
Hamiltonian and identify the energy gap ∆χ, which is
measured as the difference between the highest energy
of the χ-lowest energy states that would be kept and
the higher multiplets that would be discarded. We then
combine the pair of blocks with the largest energy gap
∆χ into one block. The RG process is repeated until the
chain is described by one block.
The SDRG procedure formulated as tree tensor net-
works can be described as follows37 (see Fig. 3):
1. Decompose the chain into a set of n-site blocks and
construct the block MPO tensors WB.
2. Obtain the energy spectrum of the two-block
Hamiltonian for each pair of nearest-neighbor
blocks.
3. Merge the pair of blocks (say B and B′) with the
largest energy gap ∆max ≡ max{∆χ} into a new
block and contract the MPO tensors to formWBB′ .
4. Build a rank-3 isometry tensor V with the χ lowest
energy states of new block as column vectors; use
V and V † to truncate WBB′ to WB˜ .
5. Repeat steps 2-4 until the system is represented by
one single block.
Finally, we diagonalize the Hamiltonian HBf of last one
block resulting from the RG process to obtain the eigen-
7∆χ
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V
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FIG. 3: (Color online) Schematic of the tensor network SDRG
algorithm. (a) The system is partitioned into blocks us-
ing MPO formalism; the green boxes represent the W ten-
sors, the vertical lines are physical indices and the horizon-
tal lines represent the bond indices. At each step of RG, the
pair of nearest-neighbor blocks (marked with the pink-shaded
square) with largest energy gap ∆χ is chosen for renormaliza-
tion, where ∆χ, as sketched in (b), is the gap between the
highest energy of the χ lowest energy states that would be
kept and the lowest-energy multiplet that would be discarded.
The χ lowest energy eigenvectors of the two-block Hamilto-
nian are used to create an isometric tensor V , represented by
a three-leg triangle, which satisfies V †V = 1 shown in sub-
figure (d). The subfigure (c) illustrates the truncation of the
two blocks with the largest ∆χ into one block in terms of
isometric tensors.
values, which represent the low-energy spectrum of orig-
inal system. The ground-state expectation value of some
observable can be obtained by contracting the MPO with
the tree tensor network composed of the ground state of
HBf and the isometric tensors V created during the RG.
B. Results
Using the tensor network SDRG we investigate the
T = 0 phase diagram of the random-bond antiferromag-
netic Ising chain in longitudinal and transverse magnetic
fields, which to our knowledge has not been previously
studied. We use open boundary conditions and the fol-
lowing distributions of the random bonds and random
(a) (b)
FIG. 4: (Color online)(a) The full SDRG algorithm can be
seen as a binary tree tensor network with an inhomogeneous
structure. The circles represent the ground state eigenvector
of the final block resulting from the SDRG procedure. (b) An
example of calculating the ground-state expectation value of
some operator which acts only on two sites, such as the two-
point correlation function; only those tensors associated with
the two sites that the operator acts on need to be considered.
transverse fields:
pi1(J) =
{
1 for 0 < J ≤ 1 ,
0 otherwise.
pi2(Γ) =
{
1/Γ0 for 0 < Γ ≤ Γ0 ,
0 otherwise.
(35)
The width, Γ0, of the field distribution is therefore the
single control parameter in our simulations. We have
achieved convergence for system sizes up to L = 128 us-
ing four-site blocks (n = 4) and χ = 50. In addition,
for each case more than 10000 independent disorder real-
izations (samples) were used to obtain the disorder aver-
ages with sufficiently small error bars. In the following,
we discuss the results for the case with zero longitudinal
field (h = 0) and with nonzero longitudinal field (h 6= 0),
separately.
1. Zero longitudinal field
We begin first with the random model in the absence of
a longitudinal field. The location of the critical point for
this case is determined by the relation given in Eq. (15)
or Eq. (19). For the distributions of Eq. (35), the critical
point occurs when Γ0 = 1, which can be verified by using
the Binder cumulant MPO described in Sec. III for finite-
size systems. To obtain the disorder average of the Binder
cumulant we first average the expectation values of the
moments over samples and then evaluate the ratio, i.e.
U =
1
2
(
3− 〈m
4
s〉
〈m2s〉
2
)
; (36)
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FIG. 5: (Color online) The disorder-averaged Binder cumu-
lant U of the random chain in the absence of longitudinal
fields. The curves for different sizes are graphed versus the
cut-off Γ0 of the random transverse fields. The inset is a plot
for extracting the location of the disordered quantum criti-
cal point by using the crossings of U for system sizes (L, 2L);
from an extrapolation to 1/L→ 0, we obtain the critical value
Γc0 = 1.
in this way we reduce errors in evaluating the ratio.56
As shown in Fig. 5, the curves of the Binder cumulant
for different system sizes cross each other, although the
crossings exhibit some significant drift for the finite open
chain considered here; the finite-size scaling plot in the
inset of this figure shows that an extrapolation of the
crossings to L → ∞ based on data sets for sizes L and
2L indeed gives the critical value Γc0 = 1. We note that
computing the Binder cumulant using the conventional
SDRG method does not appear to have a straightforward
implementation, which shows a clear advantage of the
tensor network approach.
The random quantum critical point with h = 0 is an
infinite-randomness fixed point, where the dynamical ex-
ponent diverges z →∞, characterized by a stretched ex-
ponential scaling form of energy gaps (see Eq. (4)). We
have determined the energy gap from the lowest-lying
excitation, denoted by ε1, of the final normalized block.
The distribution of energy gaps at the critical point and
a scaling plot using the scaling variable x = ln(ε1)/
√
L
are shown in Fig. 6(a) and Fig. 6(b), respectively, where
the scaling function agrees well with the analytical ex-
pression given in Ref. 31, which has a limiting form as
P (x) ≈ 2pi−1/2 exp(−x2/4) for large |x| and approaches
P (x) ≈ −2pix−3 exp(−pi2/(4x2)) for small |x|.
We have also calculated the end-to-end correlation
function C1,L. Like the distribution of energy gaps, the
distribution of the typical correlations C1,L (shown in
Fig. 6(c)) at the critical point is extremely broad even
on a logarithmic scale and its width grows with increas-
ing L. Fig. 6(d) shows a scaling plot with the rescaled
variable x = ln(C1,L)/
√
L; here the scaling function is
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FIG. 6: (Color online) Distributions of energy gaps (a) and
end-to-end correlation functions (c) at the critical point (h =
0, Γ0 = 1) for different sizes. Subfigures (b) and (d) are scal-
ing plots for the data in (a) and (c), respectively; the solid
lines in the scaling plots are the analytical results given in
Ref. 31. Subfigure (e) shows the mean correlations; the solid
red line has a slope of −1, in agreement with the theoretical
prediction Eq. (18).
also found to be in good agreement with the analytic
prediction: P (x) = −x/2 exp(−x2/4).31 While the typ-
ical correlations decay exponentially with the distance
L, the average value of C1,L, shown in Fig.6(e), falls off
according to 1/L,31 and is dominated by rare events in
which the two end spins have strong correlations of order
unity.
Away from the quantum critical point in the paramag-
netic phase where Γ0 > 1, the dynamical exponent z for
the whole region is also known from analytical results32,35
and is given by the root of Eq. (20); for the distribution
of Eq. (35), the dynamical exponent is then determined
by the equation
z ln
(
1− z−2) = − ln Γ0 . (37)
Furthermore, deep in the paramagnetic phase δ ≫ 1
where the low-energy excitations are rare, the distribu-
tions of kth low-lying excitation energies εk for a finite
chain of size L have the following scaling form24,27,57
P (εk) = L
zP˜k(uk) , (38)
where the scaling function P˜k(uk), based on extreme-
value statistics,58 is described by the Fre´chet distribution
given by27
P˜k(uk) =
1
z
u
k/z−1
k exp
(−u1/zk ) , (39)
in terms of the variable
uk = αεkL
z , (40)
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FIG. 7: (Color online) Finite size scaling of the distributions
of the first excitation energy ε1 (a) and the second excitation
energy ε2 (b) in the Griffiths phase at h = 0 and Γ0 = 3. The
solid lines are plots of the Fre´chet distribution in Eq. (39)
with the dynamical exponent z = 1.335, which is the solution
of Eq. (37), and a fitting parameter α = 0.07. The upper
figure shows the unscaled distribution of ln(ε1).
with a nonuniversal constant α. In Fig. 7 the distribu-
tions of the first and second excitation energy of the final
RG block are scaled according to Eq. (38) with the dy-
namical exponent z ≈ 1.3354 obtained from Eq. (37).
The large dynamical exponent z > 1 is a signature of
the quantum Griffiths singularity. In fact, all solutions
of Eq. (37) for Γ0 > 1 give z > 1, the value of which in-
creases with decreasing distance to the quantum critical
point Γ0 = 1.
2. Nonzero longitudinal field
Now we turn to the random chain in the presence of a
longitudinal field and with the rectangular distributions
of Eq. (35) for the bonds Ji and transverse fields Γi.
Without loss of generality, we consider the case where
the strength of the longitudinal field is a site-independent
constant h > 0.
Figure 8 shows the disorder-averagedBinder cumulant,
U , of the staggered magnetization as a function of the
cut-off of the transverse field, ranged from Γ0 = 0 to 1,
at a small longitudinal field h = 0.02. The curves for dif-
ferent system sizes have no crossing, giving evidence that
the staggered magnetization does not show a phase tran-
sition. Furthermore, all values of U as well as the squared
antiferromagnetic order parameter 〈m2s〉 (shown in the
inset) decrease with increasing L, indicating vanishing
antiferromagnetic order in this region where the longi-
tudinal field is finite but only slightly away from zero.
We recall that the chain in the classical limit Γ0 = 0
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FIG. 8: (Color online) The disorder-averaged Binder cumu-
lant U of the random chain in a longitudinal field of strength
h = 0.02, graphed versus the cut-off Γ0 of the random trans-
verse fields. The inset: the disorder average of the squared
staggered magnetization as a function of Γ0.
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FIG. 9: (Color online) (a) The distribution of the log of the
first excitation energy ε1 at Γ0 = 1 h = 0.02, in the vicinity of
infinite-randomness quantum critical point. (b) Scaling plot
of the data in (a) using the scaling variable x = ln(ε1L
z).
The black dashed line indicates the slope of low-energy tail,
which gives z ≃ 0.8; the black solid line is a plot of the Fre´chet
distribution given in Eq. (39).
is antiferromagnetic only in the state which consists of
alternating spins pointing in opposite directions; in the
chain with bond randomness (Ji ∈ (0, 1] in our case), a
finite magnetic field will break up the staggered order of
the spins if some bonds are weaker than the field, which
explains the destruction of the antiferromagnetic order in
the whole regime where h > 0, including the ”quantum”
phase with finite transverse fields.
Next, we analyze disorder effects in the finite-h para-
magnetic phase near the infinite-randomness fixed point
at Γ0 = 1. In Fig. 9 the distribution of first energy gaps
at Γ0 = 1, h = 0.02 for different system sizes is shown.
Here the distribution of ln(ε1) looks similar to the dis-
tribution in the Griffiths phase at Γ0 > 1, h = 0 (see
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FIG. 10: (Color online) Sketch of the h − Γ0 phase dia-
gram of the random-bond Ising antiferromagnetic chain with
Ji ∈ (0, 1]. The ground state exhibits a quantum phase tran-
sition governed by an infinite-randomness fixed point (IRFP)
between an antiferromagnetic (AFM) phase at zero-h and a
paramagnetic (PM) phase with pronounced quantumGriffiths
effects (the dark gray strip along the Γ0-axis), resulting from
rare ordered regions with anomalously slow fluctuations. In
the finite-h regime, the AFM order is destroyed even in the
classical limit Γ0 → 0, and also the quantum Griffiths effects
are weakened.
Fig. 7); the low-energy tail of the distribution for differ-
ent sizes is just shifted horizontally relative to each other
and shows power-law behavior. According to Eq. (39),
the power of the low-energy tail of P (ln(ε1)) is given by
1/z (here k = 1). We estimate z ≃ 0.8 from the slope of
the tails in Fig. 9, and find good agreement between the
scaling function, in terms of the scaling variable ε1L
z,
and the Fre´chet distribution described in Eq. (39). The
power-law tail and the Fre´chet distribution of lowest gaps
show that these low-energy excitations are localized in
this phase. The small dynamical exponent z < 1 does not
lead to divergence of the linear susceptibility, although it
can produce divergence in the non-linear susceptibility
at T = 0 when z > 1/3.24,57 In comparison with the
situation in the zero-h paramagnetic phase, the dynami-
cal exponent here in the vicinity of the quantum critical
point is much smaller. The strongly reduced Griffiths ef-
fects can be understood as follows. A rare region in the
equivalent classical system corresponds to a quasi-one-
dimensional ferromagnetic Ising model along the time-
like direction. An applied longitudinal field will align the
spins in the rod-like rare region and suppress fluctuations
of the order parameter, so that the rare region becomes
essentially static, leading to a suppression of quantum
Griffiths effects.
V. DISCUSSION
Using the DMRG and the SDRG algorithms based on
matrix product operators, we have explored the zero-
temperature phases of the antiferromagnetic Ising chain
in longitudinal (h) and transverse (Γ) magnetic fields.
We have introduced a new matrix product operator tech-
nique for calculating expectation values of high-order mo-
ments, which allows us to compute the Binder cumulant
of the order parameter efficiently and locate the quan-
tum critical points with high accuracy, both in the clean
system and in the system with disorder.
Quenched disorder and rare regions of local order give
rise to drastic effects on the zero-temperature phases.
The random quantum critical point triggered by the
transverse field in the absence of the longitudinal com-
ponent is of unconventional type governed by an infinite-
randomness fixed point; also pronounced Griffiths effects
exist in the zero-h paramagnetic phase, characterized by
a large dynamical exponent (z > 1) in the entire region.
We have unambiguously found that the aforemen-
tioned infinite-randomness quantum critical point in the
disordered system are destroyed by the longitudinal com-
ponent of the applied field. A schematic phase diagram
of the random chain is shown in Fig. 10. The chain
with bond randomness exhibits no antiferromagnetic or-
der even in the classical limit (with zero transverse com-
ponent of the field) when the applied field disturbs the
perfect staggered spin configuration by flipping any spin
over; this explains the destruction of antiferromagnetic
order and quantum criticality in the random chain with
finite h that we consider. Furthermore, the longitudi-
nal field hampers the quantum tunneling of rare ordered
regions by pinning, leading to the suppression of quan-
tum Griffiths behavior in the finite h regime. Similar
phenomena also occur in metallic Ising magnets.59–61
The model we consider in this paper is interesting in
many aspects. First, the model in the presence of a lon-
gitudinal field is nonintegrable even in the clean case,
offering a playground to explore how dynamics depends
on the integrability and the nonintegrability.62,63 Sec-
ond, the model with bond-randomness has unconven-
tional ground-state properties as discussed in this paper,
and due to its strong disorder effects the model provides a
theoretical paradigm for the problem of localization.64–67
Furthermore, the model is experimentally realizable us-
ing ultracold spinless bosonic atoms confined in a tilted
optical lattice with a magnetic field gradient along one di-
rection, where each Ising spin is encoded in the motional
degree of freedom of a single atom.68 In such an ultra-
cold atomic system, the longitudinal and transverse field
are represented by the lattice tilt and tunneling of the
atom, respectively; the spin-spin interaction arises from
a nearest-neighbor constraint in the site occupation num-
ber.68,69 The paramagnetic-antiferromagnetic transition
in the spin model can then be mapped to a transition be-
tween a phase with singly occupied sites at small tilt and
a density wave phase at large tilt, which is detectable via
occupation measurements using high-resolution imaging
or noise correlation measurements.68,70 Disorder (spatial
inhomogeneity) is naturally present in optical lattices and
a near-homogeneous system can be realized by selecting
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a smaller sample size;68 it is then possible to experimen-
tally investigate effects of controlled disorder on quantum
phase transitions in ultracold atomic lattice gases.
The higher-dimensional random transverse-field Ising
antiferromagnets have similar zero-temperature phases
to the one-dimensional case. Infinite-randomness fixed
points accompanied by pronounced quantum Griffiths
singularities also govern the low-temperature physics in
higher dimensions with discrete Ising symmetry.6,11,12 In
the presence of a longitudinal field, the quantum dynam-
ics of rare ordered regions and quantum Griffiths effects
are expected to be suppressed, too. In principle, there is
no constraint on the implementation of tree tensor net-
work SDRG in two or more space dimensions and with
different types of symmetry (such as SU(2) symmetry), as
long as disorder effects are relevant.71–73 Also the MPO
technique proposed in this paper for calculating higher
moments can be applied in high dimensions. A potential
difficulty in implementing high-dimensional SDRG is to
deal with a large number of block-block couplings result-
ing from fusion of blocks under the action of the RG.
Nevertheless, for systems governed by strong disorder, it
should be possible to find a criterion for discarding some
block couplings without affecting the low-lying energy
spectrum.
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