We present a Bayesian model for area-level count data that uses Gaussian random effects with a novel type of G-Wishart prior on the inverse variance-covariance matrix. Specifically, we introduce a new distribution called the negative G-Wishart distribution that has support over precision matrices that lead to positive associations between the random effects of neighboring regions while preserving conditional independence of non-neighboring regions. We describe Markov chain Monte Carlo sampling algorithms for the negative G-Wishart prior in a disease mapping context and compare our results to Bayesian hierarchical models based on intrinsic autoregression priors. A simulation study illustrates that using the negative G-Wishart prior improves over the intrinsic autoregressive priors when there are discontinuities in the disease risk surface. The new model is applied to an analysis of cancer incidence data in Washington State.
Introduction
Spatial data arise when outcomes and predictors of interest are observed at particular points or regions inside a defined study area. Spatial data sets are common in many fields including environmental science, economics, and epidemiology. In epidemiology, understanding the underlying spatial patterns of a disease is an important starting point for further investigations. The risk of disease inherently varies in space because the risk factors are non uniformly distributed in space. Such risk factors may include lifestyle variables such as alcohol and tobacco use or exposure levels of environmental causes of disease such as air pollution or UV radiation. We expect that these risk factors are positively correlated in space meaning that nearby areas will have similar exposure levels or underlying characteristics.
In many studies, underlying disease risk factors are unknown or unmeasured. Bayesian models account for unknown or unmeasured risk factors using priors chosen to mimic their correlation structure.
The most common Bayesian framework for spatial count data uses Gaussian random effects with a covariance structure that imposes positive spatial dependence between random effects of neighboring or near-by areas (Besag et al., 1991; Diggle et al., 1998; Banerjee et al., 2004) . The non-Gaussian spatial clustering and Potts model based priors also impose positive dependence in the relative risks of neighboring areas (Knorr-Held and Best, 2001; Green and Richardson, 2002) . More recently, several authors have developed modifications to existing models specifically to preserve positive dependence for spatial statistics applications (Wang and Pillai, 2013; Hughes and Haran, 2013 ).
We present a Bayesian model for area-level count data that uses Gaussian random effects with a novel type of G-Wishart prior on the inverse variance-covariance matrix. The usual G-Wishart or hyper inverse Wishart prior restricts off-diagonal elements of the precision matrix to 0 according to the edges in an undirected graph (Dawid and Lauritzen, 1993; Roverato, 2002) . Dobra et al. (2011) show that the flexibility of the G-Wishart prior has advantages over a more traditional conditional autoregressive prior in a multivariate disease mapping setting. However, the G-Wishart prior allows for both positive and negative conditional associations between neighboring areas.
The negative G-Wishart distribution that we introduce only has support over precision matrices that lead to positive conditional associations. We describe Markov chain Monte Carlo (MCMC) algorithms for this new prior and construct a Bayesian hierarchical model for areal count data that uses the negative G-Wishart prior for the precision matrix of Gaussian random effects. We show via simulation studies that risk estimates based on a model using the negative G-Wishart prior are better than those based on conditional autoregression when the outcome is rare and the risk surface is not smooth. Finally we illustrate the improvement of our modification (measured via cross validation) in a multivariate application using cancer incidence data from the Washington State Cancer Registry.
The structure of this paper is as follows. In section 2 we present our modeling framework and give a brief overview of conditional autoregressive models. In section 3 we define the negative G-Wishart distribution and give the details of an MCMC sampler for estimating relative risks in a spatial statistics context.
In section 4 we present a simulation study based on univariate disease mapping using the geography of the counties of Washington State. Finally in section 5 we extend the univariate negative G-Wishart model to multivariate disease mapping using the separable Gaussian graphical model framework of Dobra et al. (2011) .
Background

Notation
Let A = {A 1 , . . . A n } be a set of non-overlapping geographical areas and let y = {y 1 , . . . , y n } represent the set of counts of the observed number of health events in these areas. Possible health events include deaths from a disease, incident cases of a disease, or hospital admissions with specific symptoms of a disease.
Next, let E = {E 1 , . . . , E n } be the set of expected counts and X = {x 1 . . . x n } be a matrix where x i is a vector of suspected risk factors measured in area i. The expected counts account for differences in known demographic risk factors. If the population of each area is stratified into J groups (e.g. gender and 5 year age-band combinations), then the expected count for each area is
where P i j is the population of area i in demographic group j and q j is the rate of disease in group j. The rates q j may be estimated from the data if the disease counts are available by strata (internal standardization) or they may be previously published estimates for the rates of diseases (external standardization).
A generic Bayesian hierarchical model for data of this type is:
where y −i is the vector of counts with area i excluded and H is a probability distribution with spatial structure.
Most choices of H encode the belief that the residual spatial random effects, u, of near-by areas have similar values. The inclusion of H produces smoother (though biased) estimates of the vector of relative risks, θ, with reduced variability compared to the maximum likelihood estimates θ = y/E. These maximum likelihood estimates, called standardized incidence ratios (SIRs) or standardized mortality ratios (SMRs), have large sampling variances when the expected counts are small. A key task in modeling areal count data is to choose a prior H that is flexible enough to adapt to the smoothness of the risk surface.
Existing Models for Areal Count Data
The most common choice for H is the Gaussian conditional autoregressison or CAR prior (Besag, 1974; Rue and Held, 2005) , which is a type of Gaussian Markov random field. The CAR model for a vector of Gaussian random variables is defined by a set of conditional distributions. The conditional distribution for the random variable, u i , given the other variables, u −i , is
The joint distribution of the vector u is a mean-zero multivariate normal distribution with precision D −1 (I − B), where B i j = b i j , B ii = 0, and D ii = τ 2 i . This is a proper joint distribution if −D −1 B is a symmetric, positive definite matrix (Banerjee et al., 2004) .
The intrinsic conditional autoregression or ICAR prior is the most commonly used prior for spatial random effects within the class of CAR priors. Under the ICAR prior, the conditional mean for a given random effect is the weighted average of the neighboring random effects, and the conditional variance is inversely proportion to the sum of these weights:
Here ω i j is nonzero if regions i and j are neighbors (i.e. share a border) and 0 otherwise; ω i+ is the sum of all of the weights for a specific area. A binary specification for W = {ω i j ; i, j = 1, . . . , n} is frequently used, though other weights that incorporate the distance between areas can also be used (White and Ghosh, 2009 ). In the binary case, ω i j = 1 for neighboring regions and ω i+ = n i , the number of regions that border area i. Under this specification, the conditional mean for a particular random effect is the average value of the random effects for the neighboring regions, and the conditional variance is inversely proportional to the number of neighbors of the area. 
Here v i is a non-spatial random effect and u i is a spatial random effect. The prior for v is N(0, σ 2 v I), and the prior for u is the ICAR prior.
Though popular, the convolution model has several drawbacks. First, there are only two parameters (σ 2 v and τ 2 u ) to control the level of smoothing with only one of these (τ 2 u ) contributing to the spatial portion of the model. Second, the ICAR prior is improper. The joint distribution implied by the conditional specification in Eqn (1) is a singular multivariate normal distribution with precision matrix τ 2 u (D ω − W), where D ω is a diagonal matrix with elements D ii = ω i+ . Since each row of D ω − W sums to 0, this precision matrix does not have full rank, and the joint prior for u is improper.
One way to alleviate both of these issues is through the addition of a spatial autocorrelation parameter ρ:
This specification is called the proper CAR because it gives rise to a proper joint distribution as long as ρ is between the reciprocals of the largest and smallest eigenvalues of D Banerjee et al., 2004) .
For the binary specification of W, this always includes ρ ∈ [0, 1). There are drawbacks with the proper CAR when it comes to the relationship between ρ and the overall level of spatial smoothing. The prior marginal correlations between the random effects of neighboring areas increase very slowly as ρ increases with substantial correlation obtained only when ρ is very close to 1 (Besag and Kooperberg, 1995) . Further, as ρ increases, the of ordering these marginal correlations is not fixed (Wall, 2004) .
Methodology
An alternative to specifying the prior for spatial random effects based on a set of conditional distributions is to work directly with the joint distribution. A Gaussian graphical model or covariance selection model is a set of joint multivariate normal distributions that obey the pairwise conditional independence properties encoded by an undirected graph, G (Dempster, 1972; Lauritzen, 1996) . This graph has two elements: the vertex set V and the edge list E. The absence of an edge between two vertices corresponds to conditional independence and implies a specific structure for the precision matrix of the joint distribution. If u follows a multivariate normal distribution with precision matrix K, then u follows a Gaussian graphical model if
for any pairs i and j. Here u V\(i, j) is the vector u excluding the i th and j th elements.
The conjugate prior for the precision matrix in the Gaussian setting is the Wishart distribution, which is a distribution over all symmetric, positive definite matrices of a fixed dimension. The Wishart distribution has two parameters. The first is a scaler δ > 2, which controls the spread of the distribution. The second is an n × n matrix D, which is related to the location of the distribution.
and mode(K) = (δ − 2)D −1 . The G-Wishart distribution is the conjugate prior for the precision matrix in a Gaussian graphical model (Dawid and Lauritzen, 1993; Roverato, 2002) . The G-Wishart distribution is a distribution over P + (G), the set of all symmetric, positive definite matrices with zeros in the off-diagonal elements that correspond to missing edges in G. The density of the G-Wishart distribution for a matrix K is
where A, B is the trace of A T B. The normalizing constant I G (δ, D) has a closed form when G is a decomposable graph and can be estimated for general graphs using the Monte Carlo method proposed by Atay-Kayis and Massam (2005) .
Negative G-Wishart Distribution
We propose a new G-Wishart distribution called the negative G-Wishart distribution that imposes additional constraints on K. This is a distribution over positive definite matrices where the off-diagonal elements that correspond to (nonmissing) edges in E are less than 0. This restriction means that all pairwise conditional (or partial) correlations are positive because
This restriction is attractive in a spatial statistics context where we believe neighboring areal units are likely to be similar to each other, given the other areas.
If K is a negative G-Wishart variate, then
Here I G (δ, D, 0) is the unknown normalizing constant, and S 0 is the orthant of R (2005) and Dobra et al. (2011) transform K to the Cholesky square root, which we call Φ because it is easier to handle the positive definite constraint in the transformed space. In the G-Wishart case, the elements of Φ are either variation independent or are deterministic functions of other elements. We call the off-diagonal elements of Φ that correspond to missing edges in the graph G "nonfree." These are deterministic functions of the "free" elements: the diagonal elements and the off-diagonal elements corresponding to edges in G. If we restrict K to the space P + (G) ∩ S 0 , we have the following constraints on the off-diagonal elements of the Cholesky square root Φ:
The first two conditions guarantee that Φ T Φ ∈ P + (G). The addition of the third inequality guarantees that Φ T Φ ∈ S 0 ; however, this restriction comes at the cost of losing variation independence.
Sampling from the Negative G-Wishart Distribution
We sample from the negative G-Wishart distribution using a random walk Metropolis-Hastings algorithm similar to the sampler proposed by Dobra et al. (2011) . We sequentially perturb one free elements Φ i 0 j 0 at a time, holding the other free elements constant. In doing so, we must find the support of the conditional distribution of Φ i 0 j 0 given the other elements. The support of this conditional distribution is the set of Φ i 0 j 0 that satisfy inequalities (4)-(6) when the free elements, the left hand sides of (4) and (6), are fixed.
For each specific graph and fixed pair (i 0 , j 0 ), we can write the inequalities in (6) as
where F −(i, j) is the set of fixed, free elements of Φ excluding Φ i j and Φ i 0 j 0 . We construct g i j by substituting the equalities from (5) for all of the non-free elements that depend on Φ i 0 j 0 . Each g is (at worst) a quadratic function of Φ i 0 j 0 . When g is a linear function, solving g for Φ i 0 j 0 gives a solution set of
in lexicographical order, then the upper bound for Φ i j cannot depend on Φ i 0 j 0 . Depending on the graphical structure, there are pairs (i, j) ≻ (i 0 , j 0 ) such that the bound for Φ i j does not depend on 
Theorem 1. The conditional distribution of a free element
The analogous theorem for free, diagonal elements is 
For proofs, see supplementary material.
We use these bounds to construct a Markov Chain with stationary distribution equal to the negative GWishart distribution. Suppose Φ t is an upper-triangular matrix at iteration t such that (Φ t ) T Φ t ∈ P + (G)∩S 0 .
For each free element in Φ t i 0 j 0 do the following:
1. Calculate the upper and lower limits for Φ t i 0 j 0 as described above.
2. Sample from a truncated normal with these limits, mean Φ t i 0 j 0 , and standard deviation σ m .
3. Update the non-free elements in lexicographical order. These steps give a proposal
where the free elements in Φ ′ equal to the free elements of Φ t except in the (i 0 , j 0 ) entry.
4. Accept according to the acceptance probability α = min(1, R m ), where
TNorm(·; µ, σ, l, u) is the density of a normal distribution with mean µ and standard deviation σ truncated to the interval (l, u), and ν i (G) is the number of areas that are neighbors of area i but have larger index numbers.
That is ν i (G) = #{ j : ω i j = 1 and i < j}.
Using the Negative G-Wishart in a Hierarchical Model
We use negative G-Wishart prior within the generic Bayesian hierarchical model for areal counts given in section 2: The prior on the spatial autocorrelation parameter ρ was introduced by Gelfand and Vounatsou (2003) for computational convenience and to reflect the fact that large values of ρ are needed to achieve nonnegligible spatial dependence in the proper CAR prior. Jin et al. (2007) use a continuous uniform prior on (0, 1) and a Beta(18, 2) prior in a similar multivariate context. For our purposes, using a discrete prior for ρ is essential for carrying out MCMC because ρ appears in the normalizing constant of the prior on K. That is, the normalizing constant in (3) becomes I G (δ, D(ρ), 0). As will be shown below, we precalculate ratios of these normalizing constants in advance. It is not practical to repeat this process at each step of the MCMC.
We estimate the posterior distribution of the relative risks, θ, using MCMC. Most of the transitions are standard Metropolis or Gibbs updates (see supplementary material) except for the updates on the precision matrix K and the autocorrelation parameter ρ. We update K as described in section 3.3, skipping over Φ 11 to preserve the restriction on K 11 . We update ρ by choosing the next smallest or largest value in {0, 0.05, 0.1, . . . , 0.8, 0.82, . . . , 0.90, 0.91, . . . , 0.99}, each with probability 1/2. If ρ t and ρ ′ are not on the boundary of this list, then the acceptance ratio is α ρ = min(1, R m ) where
If either ρ t or ρ ′ is on the boundary, there is an extra factor of 2 because the proposal is not symmetric: if ρ t = 0, we propose ρ ′ = 0.05 with probability 1. Because the graph G is constant, the normalizing constants in (7) only depend on ρ. We estimate the necessary ratios of normalizing constants and store them in a table prior to running the full MCMC.
For two densities of the form π 1 (η) = c 1 q 1 (η) and π 2 (η) = c 2 q 2 (η) with normalizing constants c 1 and c 2 , the ratio of normalizing constants is given by r = c 1 /c 2 = E 2 q 1 (η)/q 2 (η) when the support of the two distributions are the same (Chen et al., 2000) . Here E 2 is the expectation under the second density.
We estimate this expectation for each consecutive pair ρ 1 > ρ 2 using MCMC. Here we give the details for estimating the normalizing constants of a set of G-Wishart distributions without restrictions on the K 11 element and with δ = 3. However, the same process will work for the negative G-Wishart and with the restriction that K 11 = W 1+ .
• Generate a Markov Chain
• For each state, let
• Estimate log I G (3, D(ρ 1 )) − log I G (3, D(ρ 2 )) by log
For each pair (ρ 1 , ρ 2 ), we average over the estimates from 10 parallel chains of 100, 000 iterations. Figure 6 in the supplementary material shows the evolution of the estimates of log I G (3, (D w − 0.99W) −1 ) − log I G (3, (D w − 0.98W) −1 ) using the adjacency graph of the counties in Washington State.
Multivariate Disease Mapping
In section 5, we use the negative G-Wishart prior to analyze incidence data from the Washington State Cancer Registry. In doing so, we adopt the same framework as Dobra et al. (2011) and assign a matrix normal prior to the log relative risks. We again assume there are n areas with counts for C cancer sites observed in each area. If Y = {y ic : i = 1, . . . , n, c = 1, . . . , C} is a matrix of observed counts and E = {E ic : i = 1, . . . , n, c = 1, . . . , C} is a matrix of expected counts, then we have
We use MN(M, Σ C , Σ R ) to denote the matrix normal distribution with separable covariance structure (Dawid, 1981) 
, where "⊗" is the Kronecker product.
In the absence of any information on cancer risk factors such as smoking rate or a socioeconomic summary measure, we only include an overall rate for each cancer in the mean model. That is, M ic = M c . The row covariance Σ R describes the spatial covariance structure of the log relative risks. The column covariance matrix Σ C describes the covariance between the cancers.
We incorporate the negative G-Wishart distribution as the prior for the spatial precision matrix Σ −1 R = K R and we use a G-Wishart or Wishart prior with mode equal to the identity matrix for Σ −1 C = K C . When the prior on K C is a G-Wishart prior, we incorporate uncertainty in the between-cancer conditional independence graph G C using a uniform prior over all graphs. For both priors, we restrict (K C ) 11 = 1 for identfiability.
Finally, we use an independent normal prior on each M c . We estimate the relative risks under this model using an MCMC sampler identical to that in Dobra et al. (2011) , substituting in the sampler from section 3.2 for the update on K R .
Simulation Study
We compare the univariate disease mapping model using the negative G-Wishart prior to three other models in a simulation study based on a similar study in Lee et al. (2013) .
Data Generation
We use the 39 counties in Washington State as our study region and generate expected counts based on the age-gender structure of these counties in the 2010 Census and published rates for larynx, lung, and ovarian cancer in the United Kingdom in 2008 (Cancer Research UK, 2013) . These three cancers are chosen to represent a range of disease incidence from rare to common. A map of the counties with the underlying undirected graph is shown in Figure 1 , and the distributions of expected counts for each cancer are shown in We generate the risk surface as the combination of a globally-smooth surface and a locally-constant surface. We label each area −1, 0 or 1 using a Potts model (Green and Richardson, 2002) so that neighboring areas are more likely to have the same label. The label allocation for this simulation study is shown in Figure 3 . For each simulation, we generate
where L i is the label assigned to county i. We simulate x i and u i independently from multivariate normal distributions with Matèrn covariance function with smoothness parameter 2.5 and range chosen so that the median marginal correlation is 0.5. Thus, each of the vectors x and u are realizations of a smooth spatial process observed at a finite set of points. In different simulations, we set M to 0.5, 1, or 1.5. Larger values of M lead to a risk surface with more discontinuities. We generate 50 realizations from each combination of M and the three sets of expected counts.
In the simulation study described below, we run each chain for 100, 000 iterations, discarding the first half as burn in. We set the prior parameters for the model in section 3.3 to σ α = 1, σ β = 10, (a, b) = (0.5, 0.0015), and δ = 3. Figure 3 in the supplementary material shows the evolution of the posterior mean for 10 different chains for two elements of the Cholesky square root and two random effects. In all cases, we reach convergence in about 10, 000 iterations. Figure 2: Expected counts for simulation study (log scale). Expected counts are based on the 2010 population of each county and published rates for laryngeal, ovarian, and lung cancer in the UK. These three cancers represent a range of disease incidence from rare to common.
Results
We compare the model using the negative G-Wishart prior to three other models. The model using the GWishart prior is identical to the model from section 3.3 except that the prior on the precision matrix K is the G-Wishart prior instead of the negative G-Wishart prior. We also compare against the convolution model from section 2.2 and a similar model that includes only spatial random effects with an ICAR prior. In the convolution and ICAR models, we estimate the posterior mean and variance of the relative risks using INLA (Rue et al., 2009) . For the models using negative G-Wishart and G-Wishart priors, we explore the posterior distributions using MCMC.
We compare the four methods using the root-averaged mean squared error (RAMSE) of the posterior mean of each relative risk θ i . This is the square root of the mean squared error averaged over all simulations and all areas. For S simulations and B iterations of the MCMC, the RAMSE is
where θ is it the true relative risk for area i in simulation s and θ (b) is is the corresponding value at iteration (b) of the MCMC. The results of this simulation are shown in Figure 4 , and the triangle indicates the lowest RAMSE within each scenario. In general, the RAMSE decreases for all four models when the expected counts increase, and the RAMSE increases when the level of smoothing decreases (i.e. M increases). The 
Multiway Disease Mapping
In this section we use the negative G-Wishart prior in a multivariate disease mapping context using cancer incidence data from the Washington State Cancer Registry. Let Y = {y ic : i = 1, . . . , 39, c = 1, . . . , 10} be an 39 × 10 matrix of incidence for 10 cancers in each county in Washington State in 2010. These 10 cancers have the largest incidence across the state in 2010. The expected counts E ic are calculated separately for each cancer using internal standardization based on sex and 5-year age bands. The standardized incidence ratios (SIRs = Y/E) for these data are between 0 and 3.91, and the range of the empirical correlations between the SIRs of the different cancers (not taking into account spatial dependence) is (−0.203, 0.477) . Just over 20% of the counts are under 5, but we do not treat small counts a missing in this analysis.
We use cross validation to compare the model in section 3.4 to models using the G-Wishart prior (Dobra et al., 2011) and using the proper CAR form for K R (Gelfand and Vounatsou, 2003) . Figure 4: Root average mean squared error (RAMSE) for relative risks θ. The triangle signifies the smallest value for each experiment. The four models are NGW (negative G-wishart prior on precision matrix for spatial random effects), GW (G-wishart prior on precision matrix for spatial random effects), BYM (convolution model with independent and ICAR random effects), ICAR (only ICAR random effects). All models show increased RAMSE with increased spatial discontinuities (large M) and increased RAMSE with smaller expected counts. The NGW prior performs the best in six out of nine scenarios with the greatest benefit in the larynx, M = 1.5 experiment. 
The results (based on running each MCMC for 200,000 iterations) are given in Table 1 . The negative G-Wishart model with a G-Wishart prior on K C performs best in terms of bias, and the negative G-Wishart model with a Wishart prior on K C performs best in terms of predictive variance. Using the negative GWishart prior for the spatial precision matrix improves over the G-Wishart prior for both choices of prior for
The MCAR model is the second best model in terms MSE (the sum of BIAS 2 and VAR) . Table 1 : Ten-fold cross validation results for Washington State cancer incidence data. The 5 models use the matrix normal random effects model from section 3.4. The priors on the precision matrices are GGM: GWishart priors on K R and K C ; NGGM: negative G-Wishart prior on K R and G-Wishart prior on K C ; FULL: G-Wishart prior on K R and Wishart prior on K C ; NFULL: negative G-Wishart prior on K R and Wishart prior on K C ; MCAR: proper CAR prior on K R and Wishart prior on K C . In the GGM and NGGM models, the cancer conditional independence graph G C is random. In the other three models, G C is a complete graph. fixing ρ to 0.99 or 0.9 (the mean of the Beta(18, 2) prior) as well as using a discrete uniform prior on {0.05, 0.1, . . . , 0.9, 0.95, 0.99}. In some cases, the predictive variance is substantially smaller than the variance in Table 1 , but this comes at the cost of greater bias. The best method in terms of overall MSE is still the NGGM model where the prior on ρ is discrete uniform with additional values closer to 1. Full cross validation results for the three additional priors on ρ are in the supplementary material.
Discussion
This article presents a novel extension of the G-Wishart prior for the precision matrix of spatial random effects. In a simulation study, the negative G-Wishart prior is able to better estimate the relative risks when the outcomes are rare (i.e. the expected counts are small) and when the risk surface is not smooth. The restriction of the G-Wishart prior was shown to be advantageous when used in a multivariate disease mapping context with incidence data from the Washington State Cancer Registry.
There are a number of computation issues when using the negative G-Wishart and G-Wishart priors.
Each MCMC run for the univariate negative G-Wishart model in section 4 takes approximately 1.5 hours to complete on a 2.5GHz Intel Xeon E5-2640 processor, and, with the exception of the MCAR model, the MCMC for each model in section 5 takes about 6.5 hours to complete. In contrast, estimating the convolution and ICAR models from section 4 takes a matter of seconds in INLA. We have found that the proposal variance for updates of the Cholesky square (section 3.3) and the random effects (see supplementary material) must be chosen carefully to avoid poor convergence. In both sections 4 and 5, we used s = 2 for Included here are the expected counts and labeling scheme for section 4 and prototypical data for section 5.
A censored version of the data used in section 5 is available from https://fortress.wa.gov/doh/wscr/WSCR/Query.mvc/Query.
Supplementary material is available at
http://www.stat.washington.edu/tsmith7/NWGSupplement.pdf.
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