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Frequency regulation with
thermostatically controlled loads:
aggregation of dynamics and synchronization
Andreas Kasis and Ioannis Lestas
Abstract—Thermostatically controlled loads (TCLs) can pro-
vide ancillary services to the power network by aiding exist-
ing frequency control mechanisms. These loads are, however,
characterized by an intrinsic limit cycle behavior which raises
the risk that these could synchronize when coupled with the
frequency dynamics of the power grid, i.e. simultaneously switch,
inducing persistent and possibly catastrophic power oscillations.
Control schemes with randomization in the control policy have
been proposed in the literature to address this problem. However,
such stochastic schemes introduce delays in the response of TCLs
that may limit their ability to provide support at urgencies.
In this paper, we present a deterministic control mechanism
for TCLs such that those switch when prescribed frequency
thresholds are exceeded in order to provide ancillary services
to the power network. For the considered scheme, we propose
appropriate conditions for the design of the frequency thresholds
that bound the coupling between frequency and TCL dynamics,
so as to avoid synchronization. In particular, we show that as
the number of loads tends to infinity, there exist arbitrarily
long time intervals where the frequency deviations are arbitrarily
small. Our analytical results are verified with simulations on the
Northeast Power Coordinating Council (NPCC) 140-bus system,
which demonstrate that the proposed scheme offers significantly
improved frequency response in comparison with conventional
implementations and existing stochastic schemes.
I. INTRODUCTION
Motivation and literature review: A significant growth in
the penetration of renewable sources of generation in power
networks is expected over the following years [2], [3], driven
by environmental concerns. This will result in increasingly
intermittent generation, endangering power quality and poten-
tially the stability of the power network. Controllable loads are
considered to be a way to counterbalance intermittent genera-
tion, due to their ability to provide a fast response at urgencies
by accordingly adapting their demand. The use of loads as
ancillary services, in conjunction with a large penetration of
renewable sources of generation will significantly increase the
number of active devices in the network making its elec-
tromechanical response difficult to predict and encouraging
the analytical study of its behavior. Along these lines, various
research studies in recent years have considered controllable
demand as a means of providing support to primary [4], [5],
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[6], [7], [8], and secondary [9], [10], [11], frequency control
mechanisms, where the objective is to ensure that generation
and demand are balanced and that the frequency converges to
its nominal value (50Hz or 60Hz) respectively.
Thermostatically controlled loads (TCLs) comprise a signif-
icant portion of the total demand. A recent survey in the EU
[12] showed that TCLs exceeded 80% and 40% of the total
consumption in households with and without electric heating
respectively. TCLs have an intrinsic limit cycle behavior
whereby they need to periodically turn on and off in order
to maintain the temperature within a prescribed range. This
significantly complicates their use for frequency control, in
comparison with loads that are not thermostatically controlled
[11], [13], [14]. In particular, the coupling of the individual
limit cycles in TCLs with the grid frequency, could lead to a
synchronization of these limit cycles thus resulting to highly
undesirable oscillations in the aggregate load profile. Therefore
dedicated analysis tools and studies are needed for the efficient
integration of TCLs to the grid such that they provide support
to frequency regulation.
The use of TCLs for frequency control has been con-
sidered in [15], where the authors suggested temperature
thresholds in TCLs to be linearly dependent on frequency
and demonstrated with simulations that this resulted in im-
proved performance. However, it was demonstrated in [16]
that such control schemes could potentially result to load
synchronization. As a remedy to this problem, the authors
proposed a randomized control scheme which ensured that
TCLs would not synchronize. Various other studies considered
similar problems by proposing schemes with randomization in
the control policy. In [17], safety constraints in the operation
of TCLS are additionally included, and [18], [19] incorporate
stochastic switching in the TCL operation so as to achieve a
prescribed power profile. Randomization in the control policy
induces, however, delays in the response of TCLs to unfore-
seen frequency fluctuations, which may limit their ability to
provide support at faster timescales. The latter, motivates the
study of alternative schemes for the control of thermostatic
loads, such that a faster response can be achieved at urgencies,
while at the same time avoiding load synchronization.
Contribution: This study considers a deterministic ap-
proach for the control of thermostatic loads, such that ancillary
services with a fast response are provided at urgencies. Our
main analytic results concern the case when the number of
loads tends to infinity, a condition justified by the large number
of thermostatic appliances in power networks, e.g. around 40
2million refrigerators are estimated to operate in the U.K. [17].
We first consider a conventional scheme for TCLs where
they do not contribute to frequency control, and show that
when their number tends to infinity, the variance of their
aggregate sum tends to zero.
We then propose a deterministic control scheme for TCLs,
such that loads switch when certain frequency thresholds are
exceeded in order to support existing secondary frequency
control schemes. For the considered scheme, we provide
design conditions for the frequency thresholds that bound the
coupling between the frequency and the load dynamics so as
to avoid load synchronization. In particular, one of the main
results is to analytically show that when the number of loads
tends to infinity, the frequency deviations will be arbitrarily
small for arbitrarily long time intervals.
The proposed scheme also ensures that load temperatures
will not exceed their respective bounds, and hence that user
comfort levels will not be affected. Furthermore, the fact that
loads switch instantly at urgencies, leads to a fast response
whereby randomized delays, often used in the literature to
avoid synchronization, are avoided.
Our analytical results are verified with numerical simula-
tions on the NPCC 140-bus network, where it is demonstrated
that the proposed scheme offers reduced frequency overshoots
in comparison with conventional implementations and pro-
posed stochastic schemes.
Paper structure: In Section II we present some basic
notation used in the paper and in Section III the considered
power system. In Section IV we consider a conventional
model for TCLs and study its properties in terms of the
aggregate mean and variance. In Section V, we present our
proposed scheme for frequency control using TCLs and state
our main results regarding the performance of the power
system. Numerical investigations of the results on the NPCC
140-bus system are provided in Section VI and conclusions
are drawn in Section VII. The proofs of the main results are
provided in the appendix.
II. NOTATION
Real, natural and complex numbers are denoted by R, N and
C respectively, and the set of n-dimensional vectors with real
entries is denoted by Rn. Furthermore, we define the sets of
integers and strictly positive rational and strictly positive real
numbers by Z,Q+ and R+ respectively. The set of natural
numbers including zero is denoted by N0. The cardinality
of a set S is denoted by |S|. For a ∈ R, b ∈ R \ {0}
a modulo b is denoted by [a]+b and defined as [a]
+
b = a−b⌊ab ⌋,
where for x ∈ R, ⌊x⌋ = sup{m ∈ Z : m ≤ x}. The
average of a real valued time signal x(t) with respect to
time is defined as Et(x(t)) = limτ→∞ 1τ
∫ τ
0
x(t)dt and its
variance as Vt(x(t)) = Et((x(t))
2) − [Et(x(t))]2. Note that
for convenience in presentation we shall use E and V (without
the subscript t) to denote the mean and variance with respect
to time. Furthermore, we let |c| denote the magnitude of a
complex number, i.e. for c = a + jb, a, b ∈ R, j = √−1,
|c| = √a2 + b2. Moreover, the 1-norm of a linear system with
input u and output y, described in the Laplace domain by
y(s) = G(s)u(s), is given by
∫∞
0
|g(t)|dt, where g(t) is the
inverse Laplace transformation of G(s). We use 0n to denote
the n × 1 vector with all elements equal to 0. We also say
that a matrix A ∈ Rn×n is Hurwitz if all its eigenvalues have
strictly negative real part. Finally, a sequence {s1, s2, s3, ...}
of real numbers is said to be uniformly distributed on an
interval [a, b] if for any subinterval [c, d] of [a, b] we have
limn→∞
|{s1,s2,s3,...}∩[c,d]|
n
= d−c
b−a .
III. POWER SYSTEM MODEL
We use the swing equation to describe the rate of change
of the frequency of the power system (e.g. [20]). In particular,
we consider the following assumptions on our studied model:
1) Bus voltage magnitudes satisfy |V | = 1 p.u. for all buses.
2) Lines are lossless and characterized by their susceptances.
3) Reactive power flows do not affect bus voltage phase angles
and frequencies.
4) Frequencies between buses are synchronized.
The first three conditions have been widely used in the
literature for the study of frequency control schemes in power
networks [5], [11]. The fourth assumption is justified from
the relatively small deviations between bus frequencies, which
allows the study of power system characteristics using a
single frequency (see also [16], [21], [22]). This motivates
the following system dynamics,
Mω˙ = −pL + pM −Dω −
∑
j∈N
dcj . (1)
In system (1) the time-dependent variables pM , dcj and ω
represent, respectively, the mechanical power injection, the jth
thermostatic load and the deviation from the nominal value1 of
the frequency. Furthermore, we let N := {1, 2 . . . , |N |} be
the set of TCLs. The constants M > 0 and D > 0 denote the
generator inertia and damping coefficient respectively. Finally,
the uncontrollable demand at bus j is denoted by pLj .
A. Generation Dynamics
We consider a broad class of linear generation dynamics of
the form
˙ˆx = Aˆxˆ+ Bˆω,
pM = Cˆxˆ+ Dˆω,
(2)
with input ω, output pM , state xˆ that takes values in Rn
and corresponding matrices Aˆ ∈ Rn×n, Bˆ ∈ Rn, Cˆ ∈ R1×n
and Dˆ ∈ R. Note that linear systems are widely used in the
literature to model generation dynamics (see e.g. [20, Section
11.1], [23, Section 11.1.7]). Such models are particularly
relevant when small disturbances are considered.
The system (1), (2) can be represented in the form[
ω˙
˙ˆx
]
= A
[
ω
xˆ
]
+B[pL +
∑
j∈N
dcj ], (3)
where A =
[
Dˆ−D
M
Cˆ
M
Bˆ Aˆ
]
and B =
[− 1
M
0n
]
. The following
assumption is made for (3).
1The nominal value is 50Hz or 60Hz.
3Assumption 1: For system (3) the following hold
(i) A is Hurwitz,
(ii) All equilibria of (3) with constant u satisfy ω∗ = 0.
Assumption 1(i) ensures that (3) is an asymptotically stable
system. The latter is in line with current implementations
where generation dynamics are designed such that the power
system is stable. Assumption 1(i) is satisfied for a broad
class of generation dynamics. Assumption 1(ii) is associated
with the fact that secondary frequency control is implemented,
where the objective is to recover the frequency to its nominal
value at steady state. This is usually achieved by incorporating
an integrator in the frequency control mechanism.
IV. THERMOSTATICALLY CONTROLLED LOADS
In this section we consider the conventional model for
cooling TCLs (e.g. refrigerators, air conditioner units) and
study its properties. Note that the extension to heating TCLs,
such as space heaters, is trivial and thus omitted. The analysis
below enables to deduce important properties of TCL behavior,
which are used to obtain the main results of this paper. TCL
dynamics are conventionally (e.g [16], [24]) described by
dcj = djσj , σj(t
+) =


1, Tj ≥ T j ,
0, Tj ≤ T j ,
σj(t), T j ≤ Tj ≤ T j ,
(4)
where j ∈ N and t+ = limǫ→0(t + ǫ). In (4), the time-
dependent variables dcj , and σj denote the demand and switch
state of the jth load respectively. The time dependent variable
Tj denotes the temperature of the jth load. The constants
dj , T j and T j denote the load magnitude and lower and upper
temperature thresholds for load j respectively and satisfy
dj ∈ R+ and T j > T j > 0, j ∈ N . The hysteresis scheme in
(4) is depicted in Figure 1.
Furthermore, the temperature dynamics satisfy
T˙j = −kj(Tj − Tˆj + λjdcj), j ∈ N, (5)
where kj , λj > 0 denote the thermal insulation coefficient and
coefficient of performance of load j respectively. Furthermore,
Tˆj denotes the ambient temperature of load j that is assumed
constant. Moreover, it is assumed that Tˆj − λjdj < T j and
Tˆj > T j , j ∈ N , such that2 (4), (5), has no equilibria, as is
the case in practice.
A. Periods and duty cycles of TCLs
The period πj of thermal load j, described by (4), (5), is
defined as the time required for load j to switch twice, i.e.
the time between two consecutive switches to the ON (or
equivalently OFF) state. In the following definition, we let
tj,i be the time where the ith switch of load j, described by
(4), (5), occurs.
2Note that the conditions Tˆj − λjdj < T j and Tˆj > T j correspond
to cooling devices, such as air-conditioning units and refrigerators. These
inequalities should be appropriately adapted for heating units, such as space
heaters. The extension in the analysis is trivial and hence omitted for
compactness.
0
0
Fig. 1: TCL scheme described by (4).
Definition 1: The period of load j is defined as πj = tj,i+2−
tj,i, for any i ≥ 1.
It should be clear that for any j ∈ N , it holds that tj,i+2 −
tj,i = tj,k+2− tj,k, for all i, k ∈ N. Note that, as follows from
(4), (5), the time lengths that load j remains switched ON and
OFF within each period are respectively given by
πONj =
1
kj
ln(
T j + λjdj − Tˆj
T j + λjdj − Tˆj
), j ∈ N, (6a)
πOFFj =
1
kj
ln(
Tˆj − T j
Tˆj − T j
), j ∈ N, (6b)
and that it trivially follows that πj = π
ON
j + π
OFF
j . Further-
more, the duty cycle of each load is given by αj =
πONj
πj
, i.e.
the ratio of time the load is ON within each period. Moreover,
we define the period ratio between loads i and j as ρij =
πi
πj
.
We shall use dc,∗j = αjdj to denote the average value of d
c
j
when its dynamics are described by (4), (5). In addition, we
let
ds =
∑
j∈N
dcj , Γ =
∑
j∈N
dj , (7)
be the aggregate sum and aggregate magnitude of TCLs, where
Γ ∈ R+. Finally, we define E = {(i, j) : i, j ∈ N, i 6= j} as
the set of all load pairs.
B. Expectation and variance analysis
In this section we consider the behavior of the aggregation
of TCLs in terms of mean and variance. In particular, we study
how these two quantities are influenced when the number of
loads tends to infinity, assuming a constant aggregate sum.
An important assumption in the following analysis is that all
period ratios lie in the set R+/Q+. The assumption is stated
below.
Assumption 2: All loads (i, j) ∈ E described by (4), (5),
satisfy ρij ∈ R+/Q+.
Assumption 2 is a technical condition that enables to deduce
Theorem 1 below which shows that the variance of the aggre-
gation of TCLs is zero for any initial condition. Assumption 2
excludes cases such as when two loads have identical periods,
which makes the aggregation of any two loads periodic and
depended on the initial conditions. The latter is true for all
cases where ρij ∈ Q+, which are hence excluded. Note that
4Q+ is of measure zero and hence the condition ρij ∈ R+/Q+
is unlikely to be violated in practice.
The following theorem states that the variance of the aggre-
gation of TCLs tends to zero as their number tends to infinity.
Theorem 1: Consider thermostatic loads described by
(4), (5), with dj =
Γ
|N | and let Assumption 2 hold. Then,
lim|N |→∞V(ds) = 0.
Theorem 1 demonstrates that as the number of loads tends to
infinity, the variance of their aggregation tends to zero. This
suggests that as the number of loads described by (4), (5),
becomes large, then an almost flat load aggregation should
be expected, a desired feature to obtain a smooth frequency
response. Note that Theorem 1, as well as many of the results
that follow, are stated for the case where dj =
Γ
|N | , j ∈ N,
which suggests a constant aggregate sum Γ and loads of
identical magnitude. The assumption that all load magnitudes
are identical is made for simplicity and could potentially be
relaxed, as part of future work.
V. FREQUENCY CONTROL OF THERMOSTATIC LOADS
In this section we consider the use of frequency feedback
for the control of thermostatic loads. In particular, we present
a frequency control scheme for TCLs and propose appropriate
conditions for its design. For the proposed scheme, we show
that, as the number of loads tends to infinity, then no syn-
chronization phenomena occur and that there exist arbitrarily
long time intervals where frequency deviations are arbitrarily
small.
A. Frequency control scheme for thermostatic loads
We introduce in this subsection the frequency control policy
for the TCLs, which is a scheme that provides an ancillary
service at urgencies, i.e. when frequency deviations exceed
particular thresholds. The scheme is inspired by [11], which
considers non-thermostatic loads and hence does not incorpo-
rate temperature inputs in the controller. The scheme, depicted
in Figure 2, is described below
dcj = djσj , (8a)
σj(t
+) =


1,
{
Tj ≥ T j ,
ω ≥ ω1j and T j + ǫj ≤ Tj ≤ T j − ǫj ,
0,
{
Tj ≤ T j ,
ω≤−ω1j and T j + ǫj≤Tj≤T j − ǫj,
σj(t),
{
|ω| ≤ ω1j and T j ≤ Tj ≤ T j ,
Tj ∈ [T j , T j + ǫj ] ∪ [T j , T j − ǫj ],
(8b)
where ω1j > 0 are frequency thresholds and 0 < ǫj <
(T j − T j)/2, j ∈ N . Note that, ǫj in (8) serves to ensure
than no Zeno behavior should be expected as a result of the
coupling between the frequency and TCL dynamics. The latter
is analytically shown in Lemma 1 below.
The scheme in (8) responds to frequency deviations by
switching when prescribed frequency thresholds are exceeded
0
Fig. 2: TCL scheme described by (8).
thus providing ancillary services to the power network. Fur-
thermore, when the frequency deviation does not reach the
corresponding frequency thresholds, then the scheme in (8)
reduces to (4). Note that, according to (8), the temperature
will always be within its respective thresholds and hence users
comfort levels will not be affected.
For the rest of the manuscript, we let S(ω¯) = {j : ω1j ≤ ω¯}
be the set of loads with respective frequency thresholds
below ω¯. Moreover, for any set S ⊆ N , we let ωm(S) =
minj∈S ω1j , d
s
S(t) =
∑
j∈S d
c
j(t) and d
s,∗
S =
∑
j∈S αjdj .
Furthermore, we let Lˆ be the 1-norm of the system with input
ds and output ω, described by (3), defined as
Lˆ =
∫ ∞
0
|CeAtB|dt, (9)
where C = [1 0Tn ], noting that its boundedness follows from
Assumption 1(i).
The following condition is imposed for the design of
frequency thresholds. Within it, we let ζj = max(αj , 1−αj),
noting that ζj ∈ (0, 1) since αj ∈ (0, 1).
Design condition 1: The frequency thresholds ω1j are chosen
such that for all ω¯ ∈ R+ and some δ > 0,
∑
j∈S(ω¯) ζjdj ≤
max(Lˆ−1(ω¯ − δ), 0), where Lˆ is given by (9).
Design condition 1 restricts the coupling of frequency
and TCL dynamics by bounding the aggregate demand that
actively contributes to frequency regulation. The condition
allows to deduce that no synchronization occurs between TCLs
when the scheme (8) is implemented. Note also that δ in
Design condition 1 satisfies δ ∈ (0, ωm(N)) by definition,
since ω1j < δ for some j ∈ N would imply that Design
condition 1 does not hold.
Remark 1: For the simple case, considered in [1], where
generation is described by a single integrator, i.e. when p˙M =
−Kω, an analytical expression for Lˆ is given in Lemma 4 in
the appendix, where a simpler upper bound is also provided.
B. Hybrid system description
The behavior of system (1), (2), (5), (8), can be described by
the states z = (x, σ), where x = (ω, xˆ, T ) ∈ Rm, m = |N |+
n+1, is the continuous state, and σ ∈ P |N | the discrete state,
where P = {0, 1}. Moreover, let Λ = Rm×P |N | be the space
5where the system states evolve. The continuous dynamics of
the system (1), (2), (5), (8), are described by
Mω˙ = −pL + pM −Dω −
∑
j∈N
djσj , (10a)
˙ˆx = Aˆxˆ+ Bˆω, (10b)
pM = Cˆxˆ+ Dˆω, (10c)
T˙j = −kj(Tj − Tˆj + λjdjσj), j ∈ N, (10d)
σ˙j = 0, j ∈ N, (10e)
which is valid when z belongs to the set F given by
F = {z ∈ Λ : σj ∈ Ij(Tj , ω), ∀j ∈ N}, (11)
where
Ij(Tj , ω) =


{1},
{
Tj > T j ,
ω > ω1j and T j + ǫj < Tj < T j − ǫj ,
{0},
{
Tj < T j ,
ω<−ω1j and T j + ǫj<Tj<T j − ǫj ,
{0, 1},
{
|ω| ≤ ω1j and T j ≤ Tj ≤ T j ,
Tj ∈ [T j , T j + ǫj] ∪ [T j , T j − ǫj ].
Alternatively, when z belongs to the set G = (Λ \ F ) ∪G
where G = {z ∈ Λ : σj ∈ IDj (Tj , ω), ∀j ∈ N}, and
IDj (Tj, ω) =


{1},


Tj = T j ,
ω = −ω1j and Tj ∈ [T j+ǫj, T j−ǫj],
ω ≤ −ω1j and Tj ∈ {T j+ǫj, T j−ǫj},
{0},


Tj = T j ,
ω = ω1j and Tj ∈ [T j + ǫj, T j − ǫj],
ω ≥ ω1j and Tj ∈ {T j + ǫj , T j − ǫj},
then its components follow the discrete update described below
x+ = x(t), σj(t
+) =


1,
{
Tj ≥ T j ,
ω≥ω1j and Tj ∈ [T j+ǫj, T j−ǫj],
0,
{
Tj ≤ T j ,
ω≤−ω1j and Tj ∈ [T j+ǫj, T j−ǫj],
(12)
where x+ = limǫ→0 x(t+ ǫ).
We can now provide the following compact representation
for the hybrid system (1), (2), (5), (8),
z˙ = f(z), z ∈ F, (13a)
z+ = g(z), z ∈ G, (13b)
where f(z) : F → Λ and g(z) : G → F are described by
(10) and (12) respectively. Note that z+ = g(z) represents a
discrete dynamical system where z+ indicates that the next
value of the state z is given as a function of its current value
through g(z). Moreover, notice that F ∪G = Λ.
C. Analysis of solutions
In this section we consider the solutions of (13) and show
their existence and that no Zeno behavior occurs. Below we
provide a definition of a hybrid time domain, hybrid solution
and complete and maximal solutions for systems described by
(13) from [25, Ch. 2]. Note that the definition of a hybrid
system is provided in [25, Dfn. 2.2].
Definition 2: ([25]) A subset of R≥0 ×N0 is a hybrid time
domain if it is a union of a finite or infinite sequence of
intervals [tℓ, tℓ+1] × {ℓ}, with the last interval (if existent)
possibly of the form [tℓ, tℓ+1] × {ℓ}, [tℓ, tℓ+1) × {ℓ}, or
[tℓ,∞)× {ℓ}. Consider a function z(t, ℓ) : K → Rm defined
on a hybrid time domain K such that for every fixed ℓ ∈ N,
t → z(t, ℓ) is locally absolutely continuous on the interval
Tℓ = {t : (t, ℓ) ∈ K}. The function z(t, ℓ) is a solution to
the hybrid system H = (F, f,G, g) if z(0, 0) ∈ F ∪G, and
for all ℓ ∈ N such that Tℓ has non-empty interior (denoted by
intTl)
z(t, ℓ) ∈ F, for all t ∈ intTl,
z˙(t, ℓ) ∈ f(z(t, ℓ)), for almost all t ∈ Tℓ,
and for all (t, ℓ) ∈ K such that (t, ℓ + 1) ∈ K,
z(t, ℓ) ∈ G, z(t, ℓ+ 1) ∈ g(z(t, ℓ)).
A solution z(t, ℓ) is complete if K is unbounded. A solution
z is maximal if there does not exist another solution z˜ with
time domain K˜ such that K is a proper subset of K˜ and
z(t, j) = z˜(t, j) for all (t, j) ∈ K .
The following lemma, proven in the appendix, shows the ex-
istence of complete solutions to (13). Furthermore, it demon-
strates the boundedness of solutions to (13) and provides a
lower bound on the time between consecutive switches, which
suffices to show that no Zeno behavior occurs. Finally, it states
that all maximal solutions to (13) are complete. We remind that
tj,i denotes the time when the ith switch of load j occurs.
Lemma 1: For any initial condition z(0, 0) ∈ Λ there exists a
complete solution to (13). Furthermore, all maximal solutions
to (13) are complete. Moreover, if Assumption 1 holds then
the following hold:
(i) For each initial condition z(0, 0) ∈ Λ, solutions to (13)
are bounded.
(ii) For any solution to (13), there exists τ > 0 such that
mini≥1(tj,i+1 − tj,i) ≥ τ for any j ∈ N .
The boundedness of solutions to (13), demonstrated in the
above lemma, follows also intuitively by noting that (13)
consists of the asymptotically stable linear system (1), (2), with
input ds and output ω in feedback with the hybrid system (5),
(8) and that the magnitude of ds, which can be regarded as the
output of (5), (8), is bounded. Furthermore, the boundedness
of Tj , j ∈ N follows directly from the structure of (5), (8).
D. Performance analysis
In this section we state one of the main results of this
paper, associated with the performance of solutions to (13).
The following theorem, proven in the appendix, demonstrates
that as the number of loads tends to infinity, then for all initial
6conditions there exist arbitrarily long time intervals where
frequency deviations are arbitrarily small.
Theorem 2: Consider the system described by (13) and let
Assumptions 1–2 and Design condition 1 hold. Furthermore,
assume that the thermostatic loads described by (5), (8) satisfy
dj =
Γ
|N | . Then, as |N | → ∞, for any z(0, 0) ∈ Rm × P |N |,
any maximal solution of (13) and any ǫ > 0, τˆ ∈ R+, there
exists τ ∈ R+ such that |ω(t, j)| ≤ ǫ for t ∈ [τ, τ + τˆ ].
The importance of Theorem 2 is that it shows, for all
initial conditions, that frequency trajectories become arbitrarily
small for an arbitrarily long amount of time. Also, as shown
in Lemma 1 the scheme in (8) avoids Zeno behavior. Fur-
thermore, being deterministic, it allows the instant response
to frequency deviations, thus providing improved ancillary
services to the power system. The latter, is also numerically
demonstrated in the following section.
VI. SIMULATION ON THE NPCC 140-BUS SYSTEM
In this section we verify our analytic results with a numer-
ical simulation on the Northeast Power Coordinating Council
(NPCC) 140-bus interconnection system, using the Power
System Toolbox [26]. This model is more detailed and realistic
than our analytical one, including line resistances, a DC12
exciter model, a transient reactance generator model, and
turbine governor dynamics3.
The test system consists of 93 load buses serving different
types of loads including constant active and reactive loads and
47 generation buses. The overall system has a total real power
of 28.55GW. For our simulation, we added five loads on buses
2, 8, 9, 16 and 17, each having a step increase of magnitude 2
p.u. (base 100MVA) at t = 1 second.
Controllable loads were considered within the simulations
at load buses 1 − 20, with loads controlled every 10ms. In
particular, we considered 500 refrigerators of equal magnitude
at each of the 20 selected load buses with a total aggregate
power of4 2.5 GW. For comparison, we considered the system
response when the following three schemes for TCLs where
implemented.
(i) Conventional thermostatic loads that do not contribute to
frequency control, i.e. loads with dynamics as in (4), (5).
(ii) Frequency dependent thermostatic loads with a random-
ized control policy, implementing the scheme considered
in [16], [17].
(iii) Frequency dependent thermostatic loads with a determin-
istic control policy, i.e. loads with dynamics described
by (5), (8).
The above cases will be referred as case (i), (ii) and (iii)
respectively. For case (ii), the implemented algorithm involved
the control of the local duty cycle with randomization in
3The details of the simulation models can be found in the Power System
Toolbox data file datanp48.
4It should be noted that having 104 refrigerators with total consumption
of 2.5GW suggests an average consumption of 250kW which is unrealistic.
A more realistic simulation would require around 106 refrigerators but
would be very computationally expensive. The simulated number suffices to
demonstrate the analysis of the paper, noting that a larger number of TCLs
with constant aggregate magnitude would result to an even smoother response.
Each simulated refrigerator can be regarded to represent the aggregation of
about 100 refrigerators.
Variable Lower Bound Upper Bound
Tˆ 15 ◦C 25 ◦C
T 5 ◦C 7 ◦C
T 2 ◦C 4 ◦C
k 2×10−4 10−3
λj 25(dj)
−1 35(dj)
−1
ω1 0.01 Hz 0.26 Hz
ǫj 0.001 ◦C 0.01 ◦C
TABLE I: Ranges of main coefficients describing refrigerator
dynamics
the control policy as in [16], without imposing any of the
constraints proposed in [16], since this was seen to provide the
best transient response among the tested algorithm variations.
The algorithm was implemented with Kπ,i = 5 (in analogy to
[16]) and vdes,i = (T i−T i)2, i ∈ N , whereKπ,i and vdes,i are
parameters associated with the dependence of the local duty
cycle on the frequency and the desired temperature variability
respectively (for a full description, see [16, p.585]). The
values of the remaining parameters were randomly selected
from uniform distributions with bounds provided in Table I.
Furthermore, initial conditions were randomly selected in a
similar manner. To ensure that incorporating the loads would
not disturb the balance of the network, for each thermostatic
load incorporated at a bus some constant demand equal to
its average value was removed from the same bus. Moreover,
frequency thresholds in case (iii) were selected in accordance
with Design condition 1. In particular, following the approach
described in [22], an equivalent single bus model of the power
network, where generation was described with high order
dynamics, was derived. The latter enabled to obtain Lˆ (i.e.
the 1-norm of the system (3) with output ω) and implement
Design condition 1. For additional safety, frequency thresholds
where designed with a 20% margin from the obtained upper
bound.
The frequency at bus 27 for the three tested cases is shown
in Figure 3. From this figure, we observe that the frequency
converges to a very small set containing its nominal value.
Note the significant reduction in the overshoot at t = 1
second as a result of a large number of loads switching
OFF in case (iii). Furthermore, Figure 4 suggests that the
scheme in (8) results in a reduced frequency overshoot, by
comparing the largest deviation in frequency with and without
frequency feedback at buses 1 − 40, which are buses where
the frequency overshoot was seen to be the largest. Figures
3 and 4 demonstrate that the determistic scheme in case (iii)
results to an improved frequency response compared to cases
(i) and (ii) (cases (i) and (ii) are indistinguishable on Figures
3 and 4). The effect of a randomized scheme is significant
when prolonged frequency deviations are experienced as a
result of the induced delay in the response. However, such
schemes have little effect when fast changes in frequency
are experienced, as in the considered case. Therefore, the
numerical results support the analysis of this paper, verifying
that deterministic frequency dependent schemes for TCLs
result in improved frequency response compared with con-
ventional implementations and proposed randomized schemes.
Furthermore, the results demonstrate that no Zeno behavior or
load synchronization are experienced.
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Fig. 3: Frequency at bus 27 with TCL dynamics as in the
following three cases: i) Conventional thermostatic loads,
ii) Stochastic frequency dependent thermostatic loads, iii) De-
terministic frequency dependent thermostatic loads.
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Fig. 4: Largest frequency overshoot for buses 1 − 40 for
the following three cases: i) Conventional thermostatic loads,
ii) Stochastic frequency dependent thermostatic loads, iii) De-
terministic frequency dependent thermostatic loads.
VII. CONCLUSION
We have studied the problem of controlling thermostatic
loads to provide ancillary services to the power network at
urgencies. We first considered conventional TCLs and showed
that their aggregation has zero variance when their number
tends to infinity and a mild condition on their period ratios
holds. Then, we proposed a deterministic control scheme for
TCLs which induces switching when frequency deviations
exceed particular frequency thresholds. For the considered
scheme, we explain how frequency thresholds could be de-
signed such that the coupling between load and frequency
dynamics does not cause load synchronization. In particular,
when the number of loads tends to infinity, we showed that
frequency deviations are arbitrarily small for arbitrarily large
periods of time. Our analytic results have been numerically
verified with simulations on the NPCC 140-bus system, which
demonstrate improved frequency response when frequency
dependent TCLs are incorporated compared to when conven-
tional implementations and existing stochastic schemes are
considered.
APPENDIX
Proof of Theorem 1: By definition, variance is given by
V(ds) = E((ds)2)− [E(ds)]2. (14)
Since ds =
∑
j∈N d
c
j , it then holds that
E((ds)2) =
∑
j∈N
E((dcj)
2) + 2
∑
(i,j)∈E
E(dcid
c
j)
=
∑
j∈N
αj(
Γ
|N | )
2 + 2
∑
(i,j)∈E
αiαj(
Γ
|N | )
2, (15)
where the first argument follows trivially and the second from
Proposition 1 below. Furthermore, the second term in (14)
satisfies
[E(ds)]2 = [E(
∑
j∈N
dcj)]
2 =
∑
j∈N
E(dcj)
2 + 2
∑
(i,j)∈E
E(dci )E(d
c
j)
=
∑
j∈N
α2j (
Γ
|N | )
2 + 2
∑
(i,j)∈E
αiαj(
Γ
|N | )
2. (16)
Combining (14), (15) and (16) results to V(ds) =∑
j∈N αj(1 − αj)( Γ|N |)2 ≤ Γ
2
|N | noting for the last argu-
ment that 0 < αj < 1, j ∈ N . Hence, it holds that
lim|N |→∞V(ds) = 0. 
Proposition 1: Consider TCLs described by (4), (5) and
let Assumption 2 hold. Then, E(dcid
c
j) = αiαjΓiΓj for all
(i, j) ∈ E.
Proof of Proposition 1: From Assumption 2 it follows
that ρij ∈ R+/Q+ for all (i, j) ∈ E and hence the signal
dci (t)d
c
j(t) is aperiodic. Its average is defined as
E(dcid
c
j) = lim
τ→∞
1
τ
∫ τ
0
dci (t)d
c
j(t)dt. (17)
Without compromising the generality of the result, let πi >
πj and ti,1, tj,1 be the first time when loads i and j switch ON
respectively. Then, let tˆk = [tj,1−ti,1−(k−1)πi]+πj noting that
it represents the time difference between the k-th time load i
switches ON and the first time load j switches ON afterwards.
Then, letting5 ck = [tˆk+1 − tˆk]+πj= [−πi]+πj , it follows that
ck = c, ∀k ≥ 1. Furthermore, since c = µπj − πi, for some
µ ∈ N and ρij ∈ R+/Q+, it follows that cπj ∈ R+/Q+.
Hence, (17) satisfies
E(dcid
c
j) =
1
πi
lim
Nˆ→∞
1
Nˆ
Nˆ∑
k=1
∫ πi
0
dci (t)d
c
j(t− tˆk)dt. (18)
From the definition of tˆk it follows that its values lie
within [0, πj ]. Furthermore, from ck = c, k ≥ 1 and
c
πj
∈ R+/Q+, it follows that the sequence of [tˆk]+πj
becomes uniformly distributed as k → ∞. The latter
follows by noting that the sequence {[tˆ2 − tˆ1]+πj , [tˆ3 −
tˆ1]
+
πj
, [tˆ4 − tˆ1]+πj , . . . , [tˆN+1 − tˆ1]+πj , . . . }, which is equal
to {[c]+πj , [2c]+πj , [3c]+πj , . . . , [Nc]+πj , . . . }, is equivalent to the
sequence πj × {[ cπj ]
+
1 , [
2c
πj
]+1 , [
3c
πj
]+1 , . . . , [
Nc
πj
]+1 , . . . } and the
uniformity of this sequence is a special case of the Weyl
5The fact that [tˆk+1− tˆk]
+
pij= [−πi]
+
pij follows from the modular addition
property, which is a standard property in modular arithmetics, see e.g. [27,
Ch. 4.1].
8Criterion (e.g. [28, Theorem 2.1]) since c
πj
is irrational. From
the last argument it follows that (18) can be equivalently
written as
E(dcid
c
j) =
1
πiπj
∫ πj
0
∫ πi
0
dci (t)d
c
j(t− t¯1)dtdt¯1.
Then, considering that for t ∈ [0, πi] it holds that
dci (t) =
{
Γi, t ∈ [ti,1, ti,1 + αiπi],
0, otherwise,
and defining s = maxγ∈N0{γ : αiπi > γπj}, it follows that
E(dcid
c
j) =
Γi
πiπj
∫ πj
0
[sπjαjΓj+
∫ ti,1+αiπi
ti,1+sπj
dcj(t−t¯1)dt]dt¯1.
(19)
The second integral in (19) can be evaluated as∫ πj
0
∫ ti,1+αiπi
ti,1+sπj
dcj(t− t¯1)dtdt¯1 = πj(αiπi − sπj)αjΓj ,
which from (19) results to E(dcid
c
j) = αiαjΓiΓj . 
Proof of Lemma 1: The existence of a complete solution
to (13) follows trivially from the fact that the dynamics in
(10) are globally Lipschitz and that f and g map into Λ
which is the domain of (13). Furthermore, the fact that all
maximal solutions to (13) are complete follows from the global
Lipschitz property of f and the fact that f and g map into Λ
which is the domain of (13) [25, Proposition 6.10]. The rest
two parts of the Lemma are proved below:
(i) First note the boundedness of initial conditions z(0, 0) ∈
Λ and that σj ∈ {0, 1}, j ∈ N, by definition. The
boundedness of (ω, pM ) and Tj , j ∈ N follows since
(10a)–(10c) and (10d) can be seen as asymptotically
stable linear systems (i.e. all poles have strictly negative
real parts due to Assumption 1(i)) with bounded inputs
Σj∈Ndcjσj and d
c
jσj respectively.
(ii) From (ii) note that for each z(0, 0) ∈ Λ, the solution to
system (13), with states z = (ω, pM , T, σ), is bounded.
Then, note that the values of ω˙ and T˙j are bounded from
above by constants, dωmax and dTmaxj , as a result of
the boundedness of solutions and the fact that the vector
field in (10) is globally Lipschitz. Hence, it follows
that tj,ℓ+1 − tj,ℓ ≥ min(2ω1j /dωmaxj , ǫj/dTmaxj ) = τj .
Finally, let τ = minj∈N τj to conclude the proof. 
The following results will be used within the the proof of
Theorem 2.
Corollary 1: Let Assumption 2 hold and consider TCLs
described by (5), (8) with dj =
Γ
|N | and any set S ⊆ N .
Then, if there exists τ ≥ 0 such that |ω(t)| < ωm(S) for all
t ≥ τ then V(dsS)→ 0 as |N | → ∞.
Proof of Corollary 1: When for some finite τ it holds that
|ω(t)| < ω1j , t ≥ τ, j ∈ S, the scheme in (8) reduces to (4) for
j ∈ S. If |S| → ∞ as |N | → ∞, the proof follows directly
from Theorem 1 and the boundedness of dsS . Alternatively, if
|S| < ∞ as |N | → ∞, then the proof follows trivially by
noting that lim|N |→∞
∑
j∈S d
c
j ≤ lim|N |→∞ |S| Γ|N | = 0. 
Lemma 2: Consider TCLs described by (5), (8), with dj =
Γ
|N | , any set S ⊆ N and let Assumption 2 hold. Then, when
|N | → ∞, for any initial condition (T (0), σ(0)) ∈ R|N | ×
P |N | and any ǫ > 0, τˆ1 ∈ R+, there exist τ, τ1, τˆ0 ∈ R+, τ ≤
τ1, τ1 + τˆ1 ≤ τˆ0 such that if |ω(t)| < ωm(S) for t ∈ [τ, τˆ0],
then
∫ τ1+τˆ1
τ1
(dsS(t)− ds,∗S )2dt ≤ ǫ.
Proof of Lemma 2: From Theorem 1 it follows that when
Assumption 2 holds for TCLs described by (4), (5), with
d
c
j =
Γ
|N | then lim|N |→∞V(d
s) = 0. Corollary 1 extends this
result to any set S ⊆ N , i.e. lim|N |→∞V(dsS) = 0. The latter
suggests that lim|N |→∞ limτ→∞ 1τ
∫ τ
0 (d
s
S(t) − ds,∗S )2dt = 0
which follows since
lim
τ→∞
1
τ
∫ τ
0
(dsS(t)−ds,∗S )2dt= limτ→∞
1
τ
∫ τ
0
(dsS(t))
2−(ds,∗S )2dt
= lim
τ→∞
1
τ
∫ τ
0
(dsS(t))
2dt− (ds,∗S )2 ≡ V(dsS), (20)
where the first step follows by expanding the squared term
and using the definition of ds,∗S .
Now consider the condition on the lemma statement, and
temporarily assume that |ω(t)| < ωm(S) for all t ≥ τ .
Therefore, (5), (8) reduces to (4), (5) for t ≥ τ .
The next part of the proof follows by contradiction. In
particular, assume there exist ǫ > 0 and τ1, τˆ1 ∈ R+ such
that
∫ τ+τˆ1
τ
(dsS(t) − ds,∗S )2dt ≥ ǫ for all τ ∈ {τ1 + kτˆ1 :
k ∈ N0}. Then, V(dsS) ≥ ǫτˆ1 , which contradicts the result
of Theorem 1. Hence, if |ω(t)| < ωm(S) for all t ≥ τ ,
then for any ǫ > 0, τˆ1 ∈ R+, there exists finite τ1 such that∫ τ1+τˆ1
τ1
(dsS(t)− ds,∗S )2dt ≤ ǫ.
To conclude the proof, note that the trajectory of ds(t)
depends only on the initial conditions and the trajectory of
ω(t). Hence, the trajectory of ω(t) for t ≥ τ1 + τˆ1 does not
affect the fact the result that
∫ τ1+τˆ1
τ1
(dsS(t) − ds,∗S )2dt ≤ ǫ.
Therefore, the condition on ω(t) reduces to |ω(t)| < ωm(S)
for t ∈ [τ, τˆ0], for any τˆ0 ≥ τ1 + τˆ1. 
Before continuing with the rest of the results, it will be con-
venient to note that system (13) consists of the linear system
(3) in feedback with the hybrid system (5), (8). Let xˆ∗ be the
equilibrium value of xˆ in (3) when ds = ds,∗ =
∑
j∈N αjdj .
System (3), can be equivalently written in terms of deviations
from these equilibrium values as follows
x˙ = Ax+Bu,
y = Cx, (21)
where x =
[
ω
xˆ− xˆ∗
]
, u = [ds − ds,∗], y = ω, C = [1 0Tn ]
and A and B as given in the description immediately after (3).
Furthermore, note that A is Hurwitz from Assumption 1(i).
Lemma 3: Consider the system (21). Let |u(t)| be uniformly
bounded for t ≥ 0 and satisfy the property that for any ǫ >
0, τˆ1 ∈ R+, there exists τ1 ∈ R+ such that
∫ τ1+τˆ1
τ1
u2dt ≤ ǫ.
Then, for any x(0) ∈ Rn+1 and any ǫˆ > 0, τ1 ∈ R+, there
exists τ˜1 ∈ R+ such that |y(t)| ≤ ǫˆ for all t ∈ [τ˜1, τ˜1 + τ1].
Proof of Lemma 3: By assumption, given τ1, and any ǫ >
0, there exists τˆ1 > τ1 for which there exists τ1 such that∫ τ1+τˆ1
τ1
u2dt ≤ ǫ. Furthermore, x(τ1) is uniformly bounded
for τ1 ≥ 0 since (21) is asymptotically stable and |u(t)| is also
9uniformly bounded. The trajectory of y(t) for t ∈ [τ1, τ1+ τˆ1]
satisfies
|y(t)| ≤ |CeA(t−τ1)x(τ1)|+ |
∫ t
τ1
CeAtˆBu(t− tˆ)dtˆ|. (22)
Moreover, the integral part in (22) satisfies
|
∫ t
τ1
CeAtˆBu(t− tˆ)dtˆ|≤ (
∫ t
τ1
(CeAtˆB)2dtˆ)
1
2 (
∫ t
τ1
(u(t− tˆ)2dtˆ) 12
≤ √ǫ(
∫ t
τ1
(CeAtˆB)2dtˆ)
1
2 ≤ √ǫ(
∫ ∞
0
(CeAtˆB)2dtˆ)
1
2
=
√
ǫ‖Gˆ‖2 ≤ δ,
where Gˆ is the Laplace transform of CeAtˆB. The above steps
follow from Cauchy-Swartz theorem and the fact that Gˆ is
strictly proper, due to the structure of (1), (2), with all poles
on the open left half plane (from Assumption 1(i)), and hence
its H2-norm is finite (e.g. [29, Ch. 2]). Hence, noting that
ǫ can be chosen to be arbitrarily small and that for any ǫ2,
there exists finite tˆ such that |CeA(t−τ1)x(τ1)| ≤ ǫ2 for all
t ≥ tˆ, it follows that for any ǫˆ > 0, there exists τ˜1 ∈ R+ such
that |y(t)| ≤ ǫ2 + δ := ǫˆ for t ∈ [τ˜1, τ1 + τˆ1]. Finally note
that when the value of τˆ1 is sufficiently large, it holds that
τ˜1 + τ1 ≤ τ1 + τˆ1. The latter completes the proof. 
Proof of Theorem 2: The trajectories z(t, j) of system
(13) are in general non-unique. However, it can be trivially
shown that for each trajectory of ds(t, j), there exists a unique
trajectory for ω(t, j), since ω is the output of linear system
(21) with input ds. The analysis below concerns ω(t, j) given
any trajectory ds(t, j) that is compatible with (13) such that
the conditions of Theorem 2 hold. For simplicity, in the
analysis below we drop the element j from the argument of the
solutions, i.e. denoting x(t, j) and dci (t, j), i ∈ N , by simply
x(t) and dci (t), i ∈ N respectively.
For system (21), from any initial condition x(0) ∈ Rn+1,
ω(t) is given by
ω(t) = CeAtx(0) +
∫ t
0
CeAτBu(t− τ)dτ, (23)
which suggests that the magnitude of ω(t) satisfies
|ω(t)| ≤ |CeAtx(0)|+ |
∫ t
0
CeAτBu(t− τ)dτ |. (24)
Since A is Hurwitz, it follows that for any ǫˆ > 0
there exists τ ∈ R+ such that |CeAtx(0)| ≤ ǫˆ for all
t ≥ τ . Furthermore, for the integral part of (24), it holds
that | ∫ t0 CeAτBu(t − τ)dτ | ≤ ∫ t0 |CeAτB|dτ ‖u‖∞ ≤∫∞
0 |CeAτB|dτ ‖u‖∞ = Lˆ ‖u‖∞, noting that Lˆ is bounded
from Assumption 1(i). Hence, for any x(0) ∈ Rn+1 and
any ǫ > 0, there exists τ ∈ R+ such that |ω(t)| ≤ ǫ +
Lˆ ‖ds − ds,∗‖∞ = ωˆ for all t ≥ τ .
Now for given ωˆ consider the sets S(ωˆ) = {j : ω1j ≤
ωˆ} and Sˆ(ωˆ) = N \ S(ωˆ), which should be interpreted as
the sets of loads with and without active frequency feedback.
In particular, since |ω(t)| ≤ ωˆ, t ≥ τ , the dynamics of dcj
reduce from (5), (8), to (4), (5), for j ∈ Sˆ(ωˆ). Furthermore,
note that Corollary 1 applies to the set Sˆ(ωˆ), suggesting that
lim|N |→∞V(dsSˆ(ωˆ)) = 0.
In the arguments below the variables τ1, τˆ1 and τ˜1, τ1 are
used as in Lemmas 2 and 3 respectively. From Lemma 2, it
follows that as |N | → ∞, then for any ǫ1 > 0, τˆ1 ∈ R+ there
exists τ1 ∈ R+ such that
∫ τ1+τˆ1
τ1
(ds
Sˆ(ωˆ)
(t) − ds,∗
Sˆ(ωˆ)
)2dt ≤ ǫ1.
Note that the value of τ1 depends on τˆ1, ǫ1 and the initial
conditions. It then follows by applying Lemma 3 with u =
(ds
Sˆ(ωˆ)
(t) − ds,∗
Sˆ(ωˆ)
), that for any ǫ˜ > 0, τ1 ∈ R+, there exists
τ˜1 ∈ R+ such that |ω(t)| ≤ |CeAtx(0)| + |
∫ t
0
CeAτBu(t −
τ)dτ | = |CeAtx(0)| +| ∫ t0 CeAτB(dsSˆ(ωˆ)(t−τ)−ds,∗Sˆ(ωˆ))dτ |+
| ∫ t
0
CeAτB(ds
S(ωˆ)(t−τ)−ds,∗S(ωˆ))dτ | ≤ ǫ˜+Lˆ‖dsS(ωˆ)−ds,∗S(ωˆ)‖∞
for all t ∈ [τ˜1, τ˜1 + τ1]. Note that, as follows from the
arguments in the proof of Lemma 3, it holds that τ˜1 ≥ τ1. The
rest of the proof is split in two parts, depending on whether
S(ωˆ) = ∅ or not.
Part 1: If S(ωˆ) = ∅ then the proof is complete from the
above arguments.
Part 2: If S(ωˆ) 6= ∅, then from Design condition 1 it holds
that ‖dsS(ωˆ) − ds,∗S(ωˆ)‖∞ ≤
∑
j∈S(ωˆ) ζjdj ≤ max(Lˆ−1(ωˆ −
δ), 0). Then, letting ǫ¯ ∈ (0, δ), it follows that |ω(t)| ≤ ωˆ −
(δ − ǫ¯) = ωˆ1 for all t ∈ [τ˜1, τ˜1 + τ1]. Then, note that when
|ω(t)| ≤ ωˆ1 the set of loads with active frequency feedback
reduces to S(ωˆ1) which satisfies |S(ωˆ1)| ≤ |S(ωˆ)|.
The rest of the proof repeats the above argument to con-
struct a decreasing sequence of ωˆi, where the subscript i
corresponds to the ith element of the sequence. In particular,
since |ω(t)| ≤ ωˆ1 for all t ∈ [τ˜1, τ˜1 + τ1] it holds that
for any ǫ2 > 0, τˆ2 ∈ R+ there exists τ2 ∈ R+ such that∫ τ2+τˆ2
τ2
(ds
Sˆ(ωˆ1)
(t) − ds,∗
Sˆ(ωˆ1)
)2dt ≤ ǫ2 and hence for any τ2 ∈
R+ there exists τ˜2 ∈ R+ such that |ω(t)| ≤ ωˆ1− (δ− ǫ) = ωˆ2
for all t ∈ [τ˜2, τ˜2+ τ2]. The latter follows from Lemma 2 and
Lemma 3 as above.
Below, we define τi, τˆi and τ˜i, τ i in analogy to τ1, τˆ1 and
τ˜1, τ1 corresponding to the ith iteration of the considered
sequence. It then follows that the values of τˆi and τ i can be
selected at each iteration such that [τ˜i, τ˜i + τ i] ⊆ [τi, τi + τˆi]
and τ˜i+1 ≥ τ˜i. Therefore, given that there exists ωˆi and τ˜i
such that |ω(t)| ≤ ωˆi, t ∈ [τ˜i, τ˜i + τ i], where τ i can be
arbitrarily large, then there exist ωˆi+1 and τ˜i+1 > τ˜i such that
|ω(t)| ≤ ωˆi − (δ − ǫ) = ωˆi+1 for all t ∈ [τ˜i+1, τ˜i+1 + τ i+1].
Note also that τ¯i, τ¯i+1 can be appropriately selected such that
[τ˜i+1, τ˜i+1 + τ i+1] ⊆ [τ˜i, τ˜i + τ i].
Hence, there exists a decreasing sequence of ωˆi such that
0 ≤ ωˆi+1 ≤ ωˆi − (δ − ǫ¯) and |S(ωˆi+1)| ≤ |S(ωˆi)|.
Furthermore, there exists some finite n such that ωˆn < ωm(N)
which implies that |S(ωˆn)| = ∅. Then, Lemma 2 holds for
the set N and hence it follows that for any ǫ > 0, there
exists τ˜n such that the trajectories of ω satisfy |ω(t)| ≤ ǫ for
t ∈ [τ˜n, τ˜n + τn], where τn can be selected to be arbitrarily
large. 
Lemma 4: Consider (21) with generation dynamics de-
scribed by p˙M = −Kω such that A =
[− D
M
1
M−K 0
]
. Then,
(i)
∫∞
0
|CeAτB|dτ=


1
Mωˆ
(d
ωˆ−β
2ωˆ −d− ωˆ+β2ωˆ ), if D2≥4MK
2
Mωc
(
β
ωc
+ e
−
β
ω
(φ+ pi
2
)
1−e− βω pi
)
, otherwise,
where β = D2M , ωˆ =
√
D2−4MK
2M , ω = |ωˆ|, d = β+ωˆβ−ωˆ ,
10
c = (1 + β
2
ω2
)
1
2 and φ = tan−1( β
ω
).
(ii)
∫∞
0
|CeAτB|dτ <
{
D
MK
, if D2 ≥ 4MK
2( 1
D2
+ 14MK−D2 )
1
2 ), otherwise,
Proof of Lemma 4: The fact that for any D,K,M > 0 it
holds that A is Hurwitz suggests that I =
∫∞
0 |CeAτB|dτ is
bounded. In this lemma we provide both the exact value and
an upper bound to the value of I , depending on whether the
eigenvalues of A are purely real or not. First, note that
CeAtB = − 1
M
e−βt[cosh(ωˆt)− β
ωˆ
sinh(ωˆt)]
where β = D2M and ωˆ =
√
D2−4MK
2M . Below we provide upper
bounds for I for the cases where ωˆ is real and imaginary
respectively.
Part 1: In this part we consider the case where ωˆ is real,
i.e. when D2 ≥ 4MK . In this case it holds that
I =
1
M
( ∫ sˆ
0
e−βτ [cosh(ωˆτ)− β
ωˆ
sinh(ωˆτ)]dτ
−
∫ ∞
sˆ
e−βτ [cosh(ωˆτ)− β
ωˆ
sinh(ωˆτ)]dτ
)
(25)
where sˆ = 12ωˆ ln(
β+ωˆ
β−ωˆ ). The integral in (25) can be evaluated
as I = 1
Mωˆ
(d
ωˆ−β
2ωˆ − d− ωˆ+β2ωˆ ), where d = β+ωˆ
β−ωˆ .
A simpler but more conservative bound may be obtained as
follows
I =
∫ ∞
0
| − 1
M
e−βτ [cosh(ωˆτ)− β
ωˆ
sinh(ωˆτ)]|dτ
<
1
M
∫ ∞
0
e−βτ [cosh(ωˆτ) +
β
ωˆ
sinh(ωˆτ)]dτ
where the second part follows from the positivity of functions
cosh(xt), sinh(xt) for x, t positive and real. The analytical
evaluation of the above integral allows to deduce that I <
D
MK
, which provides a mathematically simpler bound for I .
Part 2: In this part we consider the case where ωˆ is
imaginary, i.e. when D2 < 4MK . Letting ω = |ωˆ|, I satisfies
I =
∫ ∞
0
| − 1
M
e−βτ [cos(ωτ)− β
ω
sin(ωτ)]|dτ
=
c
M
∫ ∞
0
e−βτ |cos(ωτ − φ)|dτ
where c = (1+ β
2
ω2
)
1
2 and φ = tan−1( β
ω
). The value of I can
be further simplified by considering regions where cos(ωτ −
φ) takes positive and negative values, which allows its exact
calculation as I = 2
Mωc
(
β
ωc
+ e
−
β
ω
(φ+ pi
2
)
1−e− βω pi
)
.
A simpler but more conservative bound can be found by
using the inequality I = c
M
∫∞
0 e
−βτ |cos(ωτ − φ)|dτ <
c
M
∫∞
0 e
−βτdτ. The latter allows to deduce that I < c
βM
=
2( 1
D2
+ 14MK−D2 )
1
2 . 
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