>IJH=?JImpulsive noises widely existing in various channels can signicantly degrade the performance and reliability of communication systems. The Bernoulli-Gaussian (BG) model is practical to characterize noises in this category. To estimate the BG model parameters from noise measurements, a precise impulse detection is essential. In this paper, we propose a novel blind impulse detector, which is proven to be fast and accurate for BG noise in underspread communication channels.
on accuracy impulse detection. Unfortunately, most existing methods of blind impulse detection for BG processes, if not all, either suffer from high order of computational complexity, or highly rely on the initial guess to avoid convergence at local extremes that may bias far away from the ground truth.
In this paper, focusing on the particular but common case of underspread channels, we propose a novel blind BG impulse detector, which is fast, accurate and reliable in wide ranges of impulse rate and impulse-to-background power ratio. The rest part of this paper is organized as follows: First, in Sec. II we setup the BG model for impulsive noises, discuss about its approximation in underspread channels, and analyze the detection model. Then in Sec. III we briey review the existing methods of BG impulse detection. Subsequently, in Sec. IV we introduce our proposed approach, including a novel iterative algorithm, a robust Gaussian estimator and a sparsity-sensitive initializing method. To the end, some numerical simulation results are presented in Sec.V, before we conclude our work and provide some outlooks in Sec. VI.
II. SYSTEM MODEL A. Impulsive Noises as Bernoulli-Gaussian Processes
A BG process X(ρ, σ , σ ) switches randomly between two independent Gaussian states, the switching behavior is determined by an independent Bernoulli process Φ:
In the context of impulsive noise, ρ ∈ [0, 1] is the impulse rate, σ is the background noise power, σ > σ is the impulsive noise power, and n ∈ N is the index of samples. Note that every observation x n is independently and identically distributed (i.i.d.) with respect to the PDF
In most literatures such as [10] [13], the observation distortion is considered, so that a linear time-invariant (LTI) system H is introduced to lter the BG sequence {x , x , . . . x N − }, 978-1-5386-3180-5/18/$31.00 ©2018 IEEE and an extra error ϵ is added at the output, to generate the nal observation sequence:
where h is the impulse response of H with L as its length, and ϵ ∼ N (0, σ ϵ ) is Gaussian distributed. Usually, h and σ ϵ are considered as known so that p(y n |ϕ n ) can be calculated with p(x n |ϕ n ), h and σ ϵ straight-forward.
B. Approximations in Underspread Channels
Many channels with impulsive noises are reported to be generally underspread, such as UWB channels [14] and PLC channels [15] . In this case, L is negligible with respect to the symbol interval of communication systems, so we can approximately consider that h n = δ(n), and therefore y n = x n + ϵ n . As ϵ is a Gaussian noise independent from X, we have
This differs from Eq. (1) only with a known constant offset on the background noise power. Hence, it is convenient not to distinguish the observation error from background noise, but to simply assume that an uncontaminated observation sequence of X is available, as usually done in the eld of noise characterization e.g. [4] , [9] , [16] .
C. Bayesian Estimation and Impulse Detection
Taking the underspread assumption, the problem of BG parameter estimation can be represented as: given a nite :
where Θ = [0, 1] × R + × R + is the space of θ. As the a posteriori PDF f (θ|x , x , . . . , x N − ) is impractical to obtain, we naturally rely on the Bayesian method:
Recalling that every observation x n is i.i.d., we havê
where f X (x n |θ) can be calculated as Eq. (2). However, the a priori PDF f (θ) is still hard to directly obtain from x orθ.
Noticing that both Bernoulli and Gaussian processes are stationary (although BG processes are non-stationary), θ can be consistently estimated from the empirical statistics, if only the ground truth of Bernoulli sequence ϕ = {ϕ , ϕ , . . . , ϕ N − } is known:
More importantly, unlike f (θ), the a priori probability mass function of ϕ can be simply written as
This encourages to estimate ϕ instead of directly estimating θ. Similar to Eq. (7) we havê
where Ω = {0, 1} N . When N is large enough, we can estimate ρ, σ and σ with Eq. (2), then calculate p
with Eq. (9),
Thus, the problem of estimating θ from a continuous space Θ is converted to an impulse-detection problem, where an optimum should be selected from 2 N different binary sequences.
III. EXISTING BG IMPULSE DETECTION METHODS
When the impulse rate ρ is low and the impulse-tobackground power ratio σ /σ is high, the detection of highpowered impulses from BG noise can be easily accomplished through rejecting outliers with robust statistics and simple thresholding, e.g. the approach reported in [17] . However, impulsive noises do not always fulll both the premises simultaneously. Aiming at a universal solution for a general Θ, the Bayesian approach in Eq. (10) is preferred.
Due to the absence of gradient information, Eq. (10) cannot be analytically solved. On the other hand, a full-search for the optimalθ in the space {0, 1} N is impractical due to its huge time complexity of exponential order. Therefore, heuristic optimization algorithms appear attractive for this problem. The most classical method of this kind for BG processes is provided by Kormylo and Mendel, who proposed their famous single most likely replacement (SMLR) algorithm in the early-1980s [10] , which begins with an arbitrary initial guess ofφ and iteratively update it. In each loop, it updates one and only one sample inφ, which maximizes the updated likelihood function. The algorithm keeps iterating in loops to its convergence, i.e. until no single-sample update ofφ can further raise the resulted likelihood function. The SMLR is proven to be highly practical due to its simple and efcient iterative implementation, which decreases the time complexity from exponential O(2 N ) to polynomial O(N ! ).
However, the weakness of SMLR is also conspicuous, that it can easily end up with a local convergence instead of global optimum. Therefore, its performance relies so highly on the initial guess, that it can hardly be deployed as a blind detector alone, but only under supervision of another initializing estimator. Besides, the SMLR was designed for BG sequence deconvolution, where θ is known so that f (ϕ) can be directly calculated without applying Eq. (8) . Under this condition, noise measurements can be broken into small subsequences, each with N up to several thousands, for which the SMLR's time complexity of O(N ! ) is reasonably satisfying. In contrast, for our goal of blind BG model estimation under discussion here, θ is unknown but must be online estimated and updated with respect toφ in every iteration. To guarantee the validity of ergodic estimation in Eq. (8) , especially in the cases with very small values of ρ (for instance, PLC noises with weak disturbance are reported to have impulse rate down to 1.35 × 10 −# [16] ), a huge observation length N becomes essential, and the SMLR with cubic time complexity appears computationally expensive. Therefore, the SMLR is inappropriate for blind BG model estimation of highly sparse impulsive noises.
In the mid-1990s, Champagnat et al. enhanced SMLR with further improved numerical efciency and memory requirement [12] . Recently in the context of sparse signal restoration, Soussen et al. have also adopted SMLR as the so-called single best replacement (SBR), which is reported to be fast and stable. Nevertheless, both the variants remain with the same order of time complexity, and do not overcome the problem of local convergence.
Apart from the SMLR algorithm, Lavielle has shown that some classical Bayesian methods such as the maximum a posteriori (MAP), the marginal probability mode (MPM) and the iterative conditional mode (ICM) also give good performances in BG deconvolution [11] . Especially, the ICM is proven to be much faster than the others with its quadric time complexity, which enables its deployment on huge datasets. However, similar to the SMLR, the ICM also usually converges to local minimums, leading to an accuracy severely depending on the initial guess of impulse locations.
IV. METHODS
Aiming at a fast impulse detection, we designed a novel approach, which we introduce in this section as follows.
A. Iterative Threshold Shifting
We start with a simpler problem where σ and σ are known. In this situation, the maximum likelihood impulse detector always has a thresholding behavior: 
Proof. Consider two different estimations of ϕ, namely α and β , respectively, which differ from each other at only two samples:
Comparing their a posteriori probability densities we have:
As p
Given an arbitrary estimationφ, an increase in the a posteriori probability density p = (0, 1) that |x m | > |x n | to (1, 0). Keeping iteratively doing this until no such pair is available, Eq. (12) is ensured to be valid.
Thus, the MLE of ϕ is converted into an optimal selection of a threshold T that maximizes p
Calling back the mechanism of SMLR, where in each loop all N different candidate updates ofφ must be evaluated: now we know that only the candidates in a thresholded style of Eq. (12) are meaningful. Based on this, we designed our iterative threshold shifting (ITS) method, which is equivalent to the SMLR algorithm under the discussed conditions, as described in Fig. 1 , start with an initial threshold T ; for i = 0 to N − 1 do Main loop
Estimate ρ withφ and x;
; Select l : x l ≤ x n , ∀φ n = 1;
Estimate ρ l with ζ and x;
P l ← f When the Gaussian parameters σ and σ are unknown, they have to be online estimated. So the ITS algorithm must be modied as Fig. 2 shows. Nevertheless, as indicated by Eq. (8), the estimations are dependent on ϕ, so that Eq. (15) is rewritten as:
are the Gaussian parameters estimated with respect to α and β , respectively; I and J are the index sets that
Start with an initial threshold T ; for i = 0 to N − 1 do
Main loop
Generateφ; Estimate ρ, σ , σ withφ and x;
; Select l, generate ζ;
Estimate ρ l , σ ,l , σ ,l with ζ and x;
; Select u, generate η;
Estimate ρ u , σ ,u , σ ,u with η and x;
; switch max{P, P l , P u } do Threshold shifting . . . This removes the superiority of thresholding-based impulse detection and the ITS algorithm is therefore no more guaranteed to equal the SMLR. As a consequence, the converging speed will decrease while the error rate may increase. To overcome this problem, we need a robust Gaussian estimation (RGE) technique that is only slightly impacted by a single pair of impulse assignments
, so that in every loop we can approximately consider the estimations of Gaussian parameters remain independent from the update candidate. In this work, we applied the well-known and widely used median absolute deviation (MAD):
According to Rosseeuw and Croux [18] , for Gaussian processes there is
C. Sparsity-Sensitive Initialization An appropriate blind selection of the initial threshold T is critical to the performance of the ITS algorithm, as when the starting point approaches towards the global optimum:
• the risk of converging at a local maximum decreases;
• the time cost of computation is reduced. It has been reported in [17] that the three-sigma rule [19] can be applied for effective blind detection of impulsive outliers when combined with MAD:
This method has been derived as robust to sparse impulses. However, for general BG noises, when ρ increases to a relatively high level (e.g. over 1 percent), the amplitudes of impulse samples start to exhibit a signicant impact on its performance. Therefore, a correction with respect to the sparsity level of impulses is called for. Generally, T should be raised to a higher level, when the impulses become sparser, i.e. when ρ decreases and/or σ /σ increases.
In [20] , Hurley and Rickard have comparatively evaluated sixteen different common metrics of sparsity, and their result strongly recommends to deploy the Gini Index, which is normalized to [0, 1], sensitive to both the density and the relative level of outliers, and invariant to scaling or cloning.
Given an sequence c = {c , c , . . . , c N − }, we can dene its sorting in the rising order as −
and the Gini index of c can be calculated then as
where || • || is the Manhattan norm.
As we are interested in the magnitude of noise samples x rather than the raw amplitude, here we invoke the Gini Index of |x| instead of x to realize a sparsity-sensitive initialization (SSI):
V. NUMERICAL SIMULATIONS To verify and evaluate our proposed approach, we carried out MATLAB simulations. As test input, BG noise sequences with length of N = 1 × 10 # samples were generated with different parameters: σ = 1, σ ∈ {10 , 10 ! , 10 " , 10 # , 10 $ }, ρ ∈ {1 × 10 −" , 3 × 10 −" , 1 × 10 −! , 3 × 10 −! , 1 × 10 − }. For each unique specication, 100 times of Monte-Carlo test were executed to obtain the average impulse detection error rates of Type I and Type II. To evaluate the converging performance, we also recorded the average number of loops to converge. For reference, we also tested the performances of ITS when using mean absolute deviation for the Gaussian estimation instead of the RGE, and when using simple three-sigma rule for the initialization instead of our SSI. The results are listed in Tabs. I-III.
As the numerical results show, our approach of ITS with SSI and RGE appears satisfying in most test cases, providing low error rates and a good converging performance. In the cases with low impulse power σ , the Type II error rate is relatively high because some samples are determined as impulses by the Bernoulli process, but assigned with only low amplitude by the Gaussian process, and are hard to detect. An instance of this phenomenon is illustrated in Fig. 3 . Besides, it also worths to note that both the SSI method and the RGE method are clearly efcient in suppressing the detection error rate and boosting the convergence.
VI. CONCLUSION So far, in this paper we have presented a novel approach of blind impulse detection for Bernoulli-Gaussian noise in underspread channels, which requires no a priori knowledge about the BG model parameters. The proposed ITS algorithm MAD-based robust Gaussian estimation and a new sparsitysensitive threshold initialization technique have been applied, in order to enhance the detection accuracy and boost the convergence. The efciency of our approach has been veried through numerical simulations. As future work, it is of interest to generalize the proposed method for frequency-selective channels, in order to assist estimation of channel impulse response under presence of impulsive noises, which can benet various applications such as physical layer security [21] , adaptive spreading codes [22] and radio channel integrity monitoring [23] .
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