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a b s t r a c t
We consider a generalised Keller–Segel model with non-linear porous medium type
diffusion and non-local attractive power law interaction, focusing on potentials
that are more singular than Newtonian interaction. We show uniqueness of
stationary states (if they exist) in any dimension both in the diffusion-dominated
regime and in the fair-competition regime when attraction and repulsion are in
balance. As stationary states are radially symmetric decreasing, the question of
uniqueness reduces to the radial setting. Our key result is a sharp generalised
Hardy–Littlewood–Sobolev type functional inequality in the radial setting.
© 2020 The Author(s). Published by Elsevier Ltd. This is an open access article under
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
We consider a family of partial differential equations modelling self-attracting diffusive particles at the
macroscopic scale, {
∂tρ = ∆ρm + ∇ · (ρ∇S) , t > 0 , x ∈ RN ,
ρ(t = 0, x) = ρ0(x) ,
(1.1)
where the diffusion exponent m > 1 is of porous medium type [31]. Since Eq. (1.1) is positivity preserving,
conserves mass, and is invariant by translation, we impose
ρ0(x) ≥ 0 ,
∫
RN
ρ0(x) dx = M ,
∫
RN
xρ0(x) dx = 0
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for some fixed mass M > 0, and it follows that the same holds true for the solution ρ(t, x). The mean-field
otential S(x) := W (x) ∗ ρ(x) depends non-locally on the solution ρ(t, x) through convolution with the
nteraction potential W (x). Depending on the context and the application, different choices of repulsive or
ttractive potentials are used to model pair-wise interactions between particles, see for instance [3,12,15,19]




, k < 0.
or Wk ∈ L1loc(RN ), we require k > −N . Whilst for k > 1 − N , the gradient ∇Sk := ∇ (Wk ∗ ρ) is well
efined, it becomes a singular integral in the range −N < k ≤ 1 − N , and we thus define it via a Cauchy
rincipal value. Hence, the mean-field potential gradient in Eq. (1.1) is given by
∇Sk(t, x) :=
⎧⎨⎩∇Wk(x) ∗ ρ(t, x) , if k > 1 −N ,∫
RN
∇Wk(x− y) (ρ(t, y) − ρ(t, x)) dy , if −N < k ≤ 1 −N .
(1.2)




, the convolution term Sk is governed by a fractional diffusion process,













nd so the system (1.1) can be interpreted as{




, t > 0 , x ∈ RN ,
ρ(t = 0, x) = ρ0(x) .
odels with this type of non-local interaction have been considered in [7,8] in the repulsive case. Since the
on-linear diffusion acts as a repulsive force between particles, one expects competing effects between the
iffusion term and the non-local attractive forces, which motivates the study of equilibria of the system.
or certain choices of parameters m and k, diffusion may overcome attraction, and no stationary states for
1.1) exist. In this case, we seek self-similar profiles instead as they are the natural candidates characterising
he long-time behaviour of the system. Self-similar profiles of Eq. (1.1) are stationary states of a suitably
escaled aggregation–diffusion equation with an additional confining potential. Combining both the original
nd rescaled system, we write
∂tρ = ∆ρm + ∇ · (ρ∇Sk) + µresc∇ · (xρ) , t > 0 , x ∈ RN , (1.3)
ith µresc = 0 for original variables, and µresc = 1 for rescaled variables. For details on the change of
ariables transforming (1.1) into (1.3), see [11].
The competing effects of attractive and repulsive forces can also be observed on the level of the energy
unctional corresponding to Eq. (1.3):










ore precisely, we can write Eq. (1.3) as





here the first variation of F is given by
δF [ρ](x) = m ρm−1 +Wk ∗ ρ+ µresc
|x|2
,
δρ m− 1 2
2





























and so solutions to (1.3) are gradient flows in the 2-Wasserstein metric with respect to the energy F ,
ee [2,32]. One simple way to observe the competition between the diffusion and aggregation term in original
ariables µresc = 0 is to consider mass-preserving dilations
ρλ(x) := λNρ(λx).











nd one observes different types of behaviour depending on the relation between the parameters N , m and
. The energy functional is homogeneous if attraction and repulsion are in balance, so that the two terms
f the energy scale with the same power, that is, if m = mc for




his motivates the definition of three different regimes: the diffusion-dominated regime m > mc, the
air-competition regime m = mc, and the attraction-dominated regime 0 < m < mc. We will here
oncentrate on the diffusion-dominated and fair-competition regimes, m ≥ mc in the more singular range
N < k ≤ 2 −N . For a detailed overview of the different regimes and recent results, see [11].
Uniqueness of stationary states is not an immediate consequence of the gradient flow structure, as the
nergy functional lacks appropriate convexity properties (in the sense of McCann’s displacement convexity).
evertheless, we take advantage of the recent results in [16,17] proving that any stationary solution in the
resent setting (see below for details) are radially symmetric decreasing. Our contribution is to establish
niqueness of the radial stationary state, using its reformulation as a critical point of the energy functional
as expected). Indeed, we prove that any radial critical point of the energy functional is a global minimiser
as if the functional would be convex), and we control the equality cases. This amounts to estimate precisely
he balance between the convex part (non-linear diffusion) and the non-convex part (non-local attraction) in
rder to show that convexity is strong enough to discard any other critical point than the global minimum.
ur methodology strongly relies on radial symmetry, so that [16,17] is a prerequisite to our result.
.1. Literature review
Let us start by summarising the properties of system (1.3) that are known in the literature.
In the case of the fair-competition regime m = mc in original variables µresc = 0, a similar critical mass
henomenon occurs as for the classical Keller–Segel model [4,6,10] with logarithmic interaction and linear
iffusion. More precisely, it was shown in [5] that there exists a critical mass Mc in the case of Newtonian
nteraction k = 2−N for which infinitely many stationary states exist. For sub-critical masses 0 < M < Mc,
o stationary states exist as diffusion overcomes attraction, but solutions exist globally in time and decay in
self-similar fashion. For super-critical masses M > Mc, attraction overcomes diffusion, and solutions cease
to exist in finite time. As shown in [11,12], this dichotomy holds in fact in the full range −N < k < 0 in the
air competition regime m = mc.
In the case of the fair-competition regime m = mc in rescaled variables µresc = 1 and for subcritical
asses 0 < M < Mc, we have existence of a stationary solution ρ̄M with mass
∫
ρ̄M = M by [11, Theorem
2.9], which corresponds to a self-similar profile for Eq. (1.3) in original variables with µresc = 0. Uniqueness of
this stationary state is known in one-dimension, as well as convergence in 2-Wasserstein distance of solutions
under certain assumptions on the transport map between the solution and the stationary state, see [12].3










In N ≥ 3 uniqueness and convergence results were shown in [33] for the special case of the Newtonian
interaction kernel k = 2 − N , while for N = 2 and the limiting logarithmic kernel for k = 0 was discussed
n [6,13].
As soon as m > mc, we expect regularising effects from the dominating diffusive term. For the
diffusion-dominated regime m > mc in original variables µresc = 0, uniform L∞-bounds were obtained
n [9,30] for any initial mass M > 0 in the case of Newtonian interactions k = 2−N . Recently, further results
on the existence, boundedness and regularity of solutions have been obtained in [34]. Moreover, the existence
of global minimisers for the energy functional F for any mass M > 0 was shown in [14,18] for Newtonian
interactions k = 2−N and for more general interaction kernels −N < k < 0 in [17]. Uniqueness of stationary
olutions in the two dimensional case for the limiting case of the logarithmic kernel k = 0 and m > 1 was
btained in [14,16,25]. Minimisers of the energy functional F are stationary states of Eq. (1.3) thanks to the
radient flow structure, as long as they are regular enough. As a direct consequence, we obtain existence
f stationary states in the above cases. Finally, we point out that existence and uniqueness of stationary
olutions have also been obtained for m = 2 under suitable assumptions in the case of integrable attractive
nteraction potentials in [24]. The uniqueness of the stationary state for m > mc was shown in one dimension
n [17] using optimal transport techniques, and in the Newtonian case k = 2 − N in any dimension N ≥ 3
in [26] by a dynamical argument. The most general case for general k however has not been answered yet
up to now.
For general attractive potentials, the authors in [21] recently showed that the uniqueness/non-uniqueness
criteria are determined by the power of the degenerate diffusion, with the critical power being m = 2. In the
case m ≥ 2, they show that for any attractive potential the steady state is unique for a fixed mass. In the case
1 < m < 2, they constructed examples of smooth attractive potentials, such that there are infinitely many
radially decreasing steady states of the same mass. Here, we concentrate on the specific case of homogeneous
potentials W = Wk. The range m ∈ (1, 2] of singular kernels has also recently been analysed in [20] with
completely different techniques from semilinear fractional elliptic equations.
1.2. Main results
Our goal here is to extend the results on the uniqueness of stationary states of system (1.3) to more
singular k, higher dimensions N and any m ≥ mc by building on the techniques employed in [12]. We will
show that in the case of homogeneous potentials stationary states are indeed unique for all m ≥ mc even if
m < 2 in contrast to [21].
We begin by making precise our notion of stationary states.
Definition 1. Given ρ̄ ∈ L1+(RN ) ∩ L∞(RN ) we call it a stationary state for the evolution problem (1.3)
if ρ̄m ∈ H1loc(RN ), ∇S̄k ∈ L1loc(RN ) is as in (1.2) for S̄k := Wk ∗ ρ̄, and it satisfies
∇ρ̄m = −ρ̄∇S̄k − µrescxρ̄.
An important point to make is that due to the results in [16,17], any stationary solution in the sense of
Definition 1 in all the cases for m, W and µresc discussed in the previous paragraphs are radially symmetric
decreasing about their centre of mass and compactly supported. This means that the question of uniqueness






























: ∥ρ∥1 = M ,
∫
xρ(x) dx = 0 , µresc
∫














and its radial subset
Y∗M =: {ρ ∈ YM : ρ∗ = ρ} ,
where ρ∗ denotes the symmetric decreasing rearrangement of ρ.
Theorem 2 (Sharp Functional Inequality). Let N ≥ 2, k ∈ (−N, 2 −N ], k < 0 and m ≥ mc. If (1.4) admits
radial stationary density ρ̄ in Y∗M , then
F [ρ] ≥ F [ρ̄] , ∀ ρ ∈ Y∗M ,
ith the equality cases given by ρ̄, and by its dilations if m = mc and µresc = 0.
From the above, we can deduce the following uniqueness result.
heorem 3 (Uniqueness). Let N ≥ 2 and k ∈ (−N, 2 −N ] and k < 0.
(i) If m > mc and µresc = 0, then there is at most one stationary state of (1.3) for any mass M > 0 and
any centre of mass. Moreover, it coincides with the global minimiser for F in Y∗M for any M > 0 (up




1−k−N , if −N < k < 1 −N ,
+ ∞ if 1 −N ≤ k ≤ 2 −N .
(ii) If m = mc and µresc = 1, then there exists at most one stationary state to (1.3) for any 0 < M < Mc
and with zero centre of mass. Moreover, it coincides with the global minimiser for F in Y∗M .
(iii) If m = mc and µresc = 0, then there exists at most one stationary state (up to dilations and translations)
to (1.3) for the critical mass M = Mc. Moreover, it coincides with the global minimiser for F in Y∗Mc .
The uniqueness results for the case N = 2 with k = 0 corresponding to the limiting logarithmic kernel
ave already been obtained as specified in the literature review above but our proof below does not apply.
.3. Strategy of proof
Our main contribution is Theorem 3. This result however is an immediate consequence of Theorem 2,
nd the main challenge lies in deriving the functional inequality in Theorem 2. Then Theorem 3 follows by
oting that all radially symmetric stationary states are in fact global minimisers of F . The existence of the
lobal minimiser in the above ranges has been proven in [11,17].
Let us comment in a bit more detail on the strategy of proof for the functional inequality in Theorem 2,
nd the broader principles at play.
• To obtain the functional inequality, we need to show a lower bound on the energy F [ρ] for generic radial
functions ρ ∈ Y∗M . This lower bound is related to the PDE (1.1) via its equilibrium states as the lower
bound is given precisely by F [ρ̄] where ρ̄ is a stationary state of (1.1). Our first result is to rewrite the
energy functional F [ρ] for radial functions ρ in terms of Gauss hypergeometric functions.
• The two main ingredients for the proof of Theorem 2 are (i) a natural characterisation of radial stationary
states for the PDE (1.1) (see Lemma 7), and (ii) a relative convexity inequality (see Lemma 8). The
proof of the inequality for (ii) is rather involved, and is the reason we are restricted to the upper bound
k ≤ 2 −N .
• In order to compare F [ρ] to F [ρ̄] for any radial function ρ ∈ Y∗M , we express ρ as the push-forward of ρ̄
by a radial convex function, and derive an expression for F [ρ] in terms of the push-forward map and ρ̄.
5













• Jensen’s inequality and the convexity result in Lemma 8 allow to bound from below the interaction term
and the potential term in F [ρ].
• The characterisation of stationary states in Lemma 7 allows to express the interaction term of the energy
F [ρ̄] and the lower bound of F [ρ] in terms of the diffusive term and potential term of the energies
respectively. The key here is to apply the convexity estimates and the characterisation of the stationary
states in such a way as to reveal a nice structure of this lower bound; it manifests a direct dependence
on the parameter regime (diffusion-dominated vs fair-competition).
• In order to compare with F [ρ̄], we need to remove the dependence on the push forward. This is achieved
thanks to another set of estimates depending on the choice of regime.
• Finally, we investigate the equality cases of the inequality in Theorem 2, and prove the claimed
uniqueness result.
.4. Outline
In Section 2, we set up the necessary notation and take advantage of the radial symmetry to derive an ex-
licit formula for the mean-field interaction potential in terms of hypergeometric functions. Relevant results
bout hypergeometric functions are summarised in Appendix A. In Section 3, we prove a characterisation of
adially symmetric stationary states that then allows us to show the functional inequality in Theorem 2 using
ptimal transport tools. The key ingredient for the proof of Theorem 2 is a convexity estimate on the radial
nteraction potential, see Lemma 8. The proof of the convexity estimate is more involved, and postponed
o Appendix B for the convenience of the reader. We conclude with the proof of Theorem 3, which follows
irectly from the statement of Theorem 2.
. Potentials of radial functions
In this section, we prove preliminary results for generic radial functions with the goal to rewrite the energy
[ρ] in terms of Gauss hypergeometric functions in the case of radial ρ. This will allow us to find a lower
ound on the energy in Section 3. The main conclusion of this section is the following proposition:











ρ(s)sN−1 ds, if k ̸= 2 −N ,






ϑk,N (s) = dN F
(













Γ (N − 1) (2.1)
for the Gauss hypergeometric function F defined in (A.1) in the appendix, and with σN = 2π(N/2)/Γ (N/2)
denoting the surface area of the N -dimensional unit ball. Then the expression for the energy functional F in
radial coordinates is given by


















































ith equality if and only if ρ is constant on [a, b].
In the following two lemmata, we derive expressions for the interaction term in the energy F for generic
adial functions ρ using polar coordinates that will be useful both for the proof of Proposition 4, and in the
equel.
emma 5. For N ≥ 2 and a given radial function ρ : RN → R, we have for |x| = r





A,B;C; 4rη(r + η)2
)
ρ(η)ηN−1 dη
here H(A,B;C; ·) is given in terms of hypergeometric functions as defined in (A.2) with
A = −k2 , B =
N − 1
2 , C = N − 1 .
roof. We compute as in [29, Theorem 5], see also [3,22] or [23, §1.3],










ρ(η)ηN−1 dη . (2.4)
et us define




r2 + η2 − 2rη cos(θ)
)k/2 sinN−2(θ) dθ = {rkϑk,N (η/r) , η < r ,
ηkϑk,N (r/η) , r < η ,
here, for u ∈ [0, 1),




1 + u2 − 2u cos(θ)
)k/2 sinN−2(θ) dθ
















, we get from the integral formulation of hypergeometric functions
A.2) ,








2 (1 − t)
N−3
2 dt
= 2N−2σN−1 (1 + u)k H
(
A,B;C; 4u/(1 + u)2
)
. □
In order to prove a lower bound on the energy F (see Section 3), our goal is to extend the techniques
in [12] to higher dimensions in the case of more singular interaction kernels −N < k ≤ 2 − N . For this
purpose we need to rewrite the interaction term of the functional even further. Here, we will make use of
the formulation in terms of hypergeometric functions as introduced in Lemma 5.7










Lemma 6. Let N ≥ 2 and k > −N . For a given radial function ρ : RN → R, the attractive mean-field
potential rewrites as follows for |x| = r:















ρ(η)ηN−1 dη , (2.5)
here
ϑk,N (s) = dN F
(







, dN := 2N−2σN−1
Γ (B)Γ (C −B)
Γ (C) . (2.6)
ith constants B,C as given in Lemma 5.
roof. As in the proof of Lemma 5,
|x|k ∗ ρ(x) =
∫ ∞
0

















nd by (A.2), ϑk,N can be written as
ϑk,N (s) = dN (1 + s)k F (A,B;C; 4s/(1 + s)2) , dN := 2N−2σN−1
Γ (B)Γ (C −B)
Γ (C) ,
ith
A = −k2 , B =
N − 1
2 , C = N − 1.









= (1 + s)−k F
(








nd so (2.5)–(2.6) follow. □
The previous two lemmata allow to rewrite the energy F in the desired form for any function ρ ∈ Y∗M .
roof of Proposition 4. We begin with the case k ̸= 2 −N . Using (2.5), the free energy becomes




ρ(r)mrN−1 dr + σN2
∫ ∞
r=0































































here we swapped the order of integration in the second last line.
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2 −N ∗ ρ
)
(r) = r1−NMρ(r) .




⏐⏐r2 + η2 − 2rη cos(θ)⏐⏐(2−N)/2 sin(θ)N−2 dθ = σN (r ∨ η)2−N , r ∨ η = max(r, η).
Therefore, the interaction term of the energy simplifies and using the expression (2.4) from the proof of
Lemma 5, we obtain∫∫
RN ×RN


























y changing the domain of integration in the second term. This concludes the proof of Proposition 4. □
. Functional inequality
In this section, we will prove our main result Theorem 2, from which Theorem 3 then immediately
ollows. To obtain the functional inequality, we need to show a lower bound on the energy F [ρ] for generic
adial functions ρ ∈ Y∗M . This lower bound is related to the PDE (1.1) via its equilibrium states. More
recisely, the lower bound of the energy is given by F evaluated at the stationary states of (1.1). Based on
his connection between the energy and the PDE, the two key ingredients in our proof of Theorem 2 are
i) a useful characterisation of radial stationary states for the PDE (1.1) (see Lemma 7), and (ii) a relative
onvexity inequality (see Lemma 8). The proof of the inequality in (ii) is rather involved, and is the reason
e are restricted to the upper bound k < 2 − N . As we are not aware of any suitable inequality involving
ypergeometric functions, we argue directly from the representation of hypergeometric functions using series,
nd postpone the proof to Appendix B.
Consider a stationary state ρ̄ according to Definition 1. If ρ̄ is radial, it follows from (2.5) that ρ̄ solves






















if k ̸= 2 −N , and
0 = ∂rρm + ρ̄Mρ̄ + µrescrρ̄
in the harmonic case k = 2 − N . In the sequel we drop the indices in the notation ϑk,N for simplicity, and
we write
dr̄ := ρ̄(r)rN−1 dr.
Lemma 7 (Characterisation of Steady States). Let N ≥ 2 and k > −N . If k ̸= 2 − N , then any radial





























s2−N ds̄ . (3.1)
s=r t=s k t s=r
9














s2−N ds̄ . (3.2)
Proof. By Definition 1, any stationary state ρ̄ satisfies
− d
dr
ρ̄(r)m = ρ̄(r) d
dr
(Wk ∗ ρ̄) (r) + µrescrρ̄(r) .






(Wk ∗ ρ̄) (s) ds+ µresc
∫ ∞
s=r
s2−N ρ̄(s)sN−1 ds .
It remains to examine the term (d/ds)(Wk ∗ ρ̄)(s). We differentiate the expression (2.5) to obtain
d
ds



























his yields the claimed characterisation. For k = 2 − N , N ≥ 3, the result follows directly from Newton’s
hell Theorem, see the end of Section 2. □














































This expression will be useful for proving the functional inequality in Theorem 2. Moreover, in order to prove
Theorem 2, we seek an inequality of the following type:
ϑk,N (s)
k
≥ α+ β(1 − sN )k/N .
The constants α and β are chosen so that the above inequality is an equality at zero and first order for a
convenient choice of s (to be chosen later). This writes into the following lemma:
Lemma 8. Assume N ≥ 2 and k ∈ (−N, 2−N). The following inequality holds true for any (s, c) ∈ (0, 1)2:
ϑk,N (s)
k





with the two factors given by








ϑ′k,N (c) ≤ 0 ,
nd






ϑ′k,N (c) ≤ 0 .
Note that this crucial lemma is the reason we are restricted to the upper bound 2 − N in k, see Fig. 1.
he proof is postponed to Appendix B due to technicality.
We are now ready to prove our main result.10
V. Calvez, J.A. Carrillo and F. Hoffmann Nonlinear Analysis 205 (2021) 112222Fig. 1. Numerical illustration of Lemma 8 for N = 3, and (left) k = −2.5 or (right) k = −0.5 for tangents c = 0.2, 0.4, 0.6, 0.8 (dotted
lines). For k < 2 − N where convexity holds all tangents lie below the curve ϑk,N (s)/k (black line) as shown in Lemma 8, which does
not hold for k > 2 − N .
Proof of Theorem 2 for k < 2 − N . We begin with the more complicated case k ∈ (−N, 2 − N) as the
harmonic case k = 2 −N will follow in a similar manner and is explained separately below. We break down
the argument into seven steps, and briefly summarise our strategy here:
(1) Using the radial expression of the energy in Proposition 4 and the characterisation of stationary states
in Lemma 7, we derive an expression for the energy F [ρ̄] of the stationary state ρ̄. The key here is
to express the interaction part of the energy in terms of the diffusion + confining potential thanks to
Lemma 7.
(2) In order to compare F [ρ] to F [ρ̄] for any radial function ρ ∈ Y∗M , we express ρ as the push-forward of ρ̄
by a radial convex function. Using again the radial formulation of the energy in Proposition 4, we are
thus able to derive an expression for F [ρ] in terms of the push-forward map and ρ̄.
(3) In Step 3, we use Jensen’s inequality and the convexity result in Lemma 8 to obtain a lower bound on
the interaction term in F [ρ] as derived in Step 2.
(4) Similar to Step 1 for F [ρ̄], we now use the characterisation of stationary states in Lemma 7 to
reformulate the lower bound on the interaction term in F [ρ] derived in Step 3 in terms of the diffusion
+ confining potential.
(5) In Step 5, firstly, we use convexity estimates for the confining potential term in F [ρ] to bound it from
below, similar to how we used Jensen’s inequality in Step 3 to obtain a lower bound on the interaction
term. Secondly, we combine the lower bound on the interaction term derived in Step 4 and the lower
bound on the confining potential to obtain an overall lower bound on the energy F [ρ]. The convexity
estimates and the characterisation of the stationary state in Steps 1–5 are applied in such a way as to
reveal a nice structure of this lower bound in terms of the choice of parameters (m, k). In particular, it
reveals how the lower bound depends on the choice of regime (diffusion-dominated vs fair-competition).
(6) The lower bound in Step 5 depends on (m, k), the push forward map, and the stationary state ρ̄. In
order to compare with F [ρ̄], we need to remove the dependence on the push forward. This is achieved
thanks to another set of estimates depending on the choice of regime. This concludes the proof of the
inequality as stated in Theorem 2.
(7) In a final step, we investigate the equality cases of the inequality derived in Step 6, and prove the
claimed uniqueness result.11
















































































































































































a2 dā . (3.5)
tep 2 (Write F [ρ] in terms of ρ̄): Next, we write the energy F [ρ] in terms of ρ̄ and our goal is to find
uitable estimates from below. For a given stationary state ρ̄ ∈ Y∗M and any radial function ρ ∈ Y∗M , we







hanging variables r = ψ′(a), we have






















nd following (2.2) in Proposition 4, the interaction term becomes
σN
∫ ∞ ∫ r rk
ϑ
(s)
ρ(r)ρ(s)rN−1sN−1 dsdr = σN






db̄dā .r=0 s=0 k r k a=0 b=0 ψ (a)
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tep 3 (Convexity inequalities for the interaction term): In this step, we use Jensen’s inequality and
he convexity result in Lemma 8 to obtain a lower bound on the interaction term of F [ρ] as stated in (3.6).





















)k/N = (ψ′(a)N − ψ′(b)N
aN − bN
)k/N
(aN − bN )k/N (3.8)





(aN − bN ) ds
)k/N













































































































































































































































































































































































































tep 4 (Characterisation of stationary states): Next, we make use of the characterisation (3.3) of
tationary states for g(a) = φ(a)k/N to be able to rewrite the lower bound on the interaction term obtained
n Step 3 in such a way that it has a similar structure as the diffusion term and the second moment term in









a=0 and exchanging a and s, the expression (3.3) for stationary states with the



















































































φ(s)k/NsN−1a2−N dsdā .a=0 s=0 b=a s=0
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This expression allows to rewrite the lower bound on the interaction term obtained in Step 3. More precisely,
























Step 5 (Lower Bound on F [ρ]): In this step, we first apply convexity estimates on the second moment
term in (3.6), and then combine these bounds with the bound we obtained on the interaction term of the
energy in Step 4. This provides a new lower bound on the energy F [ρ] revealing a nice structure that depends
on the choice of parameter regime (m, k).


















φ(s)2/NsN−1 ds . (3.9)
Substituting these estimates into (3.6), we obtain
1
NσN








































z ≥ 0 , k < 0 . (3.11)




F [ρ] ≥ 1
NσN
F [ρ̄].
tep 7 (Equality cases): Equality in Jensen’s inequality (2.3) arises if and only if the derivative of the
ransport map, ψ′′, is a constant function, i.e. when ρ is a dilation of ρ̄. In agreement with this, equality
n (3.10)–(3.11) is realised if and only if z = 1, that is, ρ = ρ̄. We conclude that equality in the functional
nequality in Theorem 2 is realised if and only if ρ = ρ̄, unless m = mc and µresc = 0, in which case the
quality cases correspond to dilations of ρ̄. □
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The proof of Theorem 2 for the harmonic case k = 2 − N for N ≥ 3 is similar in strategy to the sub-
armonic case, but simpler in terms of calculations. This is why we are not breaking the argument down
nto steps this time.
roof of Theorem 2 for k = 2 − N . Similar to Step 1 above, the interaction energy of the stationary

























































ubstituting into the expression for F derived in Proposition 4, we obtain the following expression for the



























































ince Mρ(r) = Mρ̄(a) and where we used the characterisation (3.2) of stationary states provided in Lemma 7.


























e conclude as before using (3.10)–(3.11). □
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Theorem 2 directly implies Theorem 3:
Proof of Theorem 3. Assume there are two radial stationary states to Eq. (1.4) with the same mass M :
ρ̄1, ρ̄2 ∈ Y∗M . Then Theorem 2 implies that F [ρ̄1] = F [ρ̄2], and so ρ̄1 = ρ̄2 (up to dilations if m = mc,
resc = 0 and M = Mc). □
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ppendix A. Properties of hypergeometric functions
In this work, we are making frequent use of the fact that the Riesz potential of a radial function can be
xpressed in terms of the Gauss Hypergeometric Function,











q(q + 1) · · · (q + n− 1) , ifn > 0 ,
1 , ifn = 0 .
n our context, the following analytical continuation allows to establish the link with the Riesz potential,
F (a, b; c; z) := Γ (c)
Γ (b)Γ (c− b)
∫ 1
0
(1 − zt)−a(1 − t)c−b−1tb−1 dt,
otice that F (a, b, c, 0) = 1 and F is increasing with respect to z ∈ (−1, 1). Moreover, if c > 1, b > 1 and
> a+ b, the limit as z ↑ 1 is finite and it takes the value
Γ (c)Γ (c− a− b)
Γ (c− a)Γ (c− b) ,
ee [27, §9.3]. To simplify notation, let us define
H(a, b; c; z) := Γ (b)Γ (c− b)
Γ (c) F (a, b; c; z) =
∫ 1
0
(1 − zt)−a(1 − t)c−b−1tb−1 dt . (A.2)
e will also make use of some elementary relations. Firstly, the derivative of F in z is given by [1, 15.2.1]
d
dz
F (a, b; c; z) = ab
c
F (a+ 1, b+ 1, c+ 1, z) . (A.3)
Further, the following quadratic transformation holds true for hypergeometric functions [1, Formula 15.3.17]:























Finally, we will make use of the following two identities [1, 15.2.18 and 15.2.17],
(c− a− b)F (a, b; c; z) − (c− a)F (a− 1, b; c; z) + b(1 − z)F (a, b+ 1; c; z) = 0 , (A.5)
and
(c− a− 1)F (a, b; c; z) + aF (a+ 1, b; c; z) − (c− 1)F (a, b; c− 1; z) = 0 . (A.6)17












Appendix B. Proof of Lemma 8
In this appendix we give a complete proof of Lemma 8. The case N = 2 will be treated separately, and
e present here two different proofs. The first one is in the same spirit as for higher dimensions and uses
he integral representation (A.2) to motivate inequality (B.1), a simple consequence of Jensen’s inequality.
he second proof is much shorter and follows from a simple convexity argument, however, it cannot be
eneralised to higher dimensions up to our knowledge.
We begin by recalling the statement of Lemma 8:
emma. Assume N ≥ 2 and k ∈ (−N, 2 −N). The following inequality holds true for any (t, c) ∈ (0, 1)2:
ϑk,N (t)
k





ith the two factors given by








ϑ′k,N (c) ≤ 0 ,
nd






ϑ′k,N (c) ≤ 0 .
.1. Two-dimensional setting



























Γ (−k/2)Γ (1 + k/2) .







]k/2 = [α1 − u
α




























(1 − α) , α =
1 − u





1 − c2u .































u−k/2−1(1 − u)k/2+1(1 − c2u)k/2−1 du
+ (1 − c2)1−k/2(1 − t2)k/2
∫ 1
u=0





2 , 2, c
2
)








o rewrite H in terms of the hypergeometric function F , recall that Γ (z + 1)/Γ (z) = z for any z ∈ C
that is not an integer less or equal to zero, and so we have Γ
(






= − k2 . Additionally, since














2 , 2, c
2
)















2 , 2, c
2
)






















2 , 2, c
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2 , 2, c
2
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2 , 2, c
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he two relations (B.4) and (B.5) applied to (B.3) complete the proof of (B.1) in dimension N = 2. □
Ultimately, we would like to use Lemma 8 to prove our main result Theorem 2. In this context, we will
pply the convexity estimate in a particular setting: For a given stationary state ρ̄ ∈ Y∗M and any radial
unction ρ ∈ Y∗M , we denote by ψ the radial profile of the convex function whose gradient pushes forward






n this special case where N = 2, c = b/a and t = ψ′(b)/ψ′(a) for b < a, Lemma 8 can be shown by a simple
onvexity argument:19










Proof 2 of Lemma 8 in dimension N = 2. Let u ∈ (0, 1). Since (·)k/2 is convex, we have directly from
he definition of a convex function(
ψ′(a)2 − ψ′(b)2u
)k/2 =((1 − u)a2ψ′(a)2
a2





















































































































































































= ϑk,2 (c) +
1
kc
(1 − c2)ϑ′k,2 (c) −
1
kc





hich concludes the proof. □
.2. Higher-dimensional relative convexity
In higher dimension N ≥ 3 the proof of Lemma 8 becomes more involved. As we are not aware of any
uitable inequality involving hypergeometric functions, we argue directly from the representation using series
A.1). Further, we will make use of relative convexity properties defined as follows:20









Definition 9 (Relative Convexity). Let g and φ be C2 functions defined on some interval I ⊂ R. We say
hat g is convex relatively to φ if and only if the following convexity-like inequality holds true:
∀(t, c) ∈ I2 g(t) ≥ α+ βφ(t) ,
here α and β are chosen in order to fulfil zeroth and first-order approximation at t = c:






In other words, the function g ◦ φ−1 is convex.
A straightforward computation shows that g ◦φ−1 is convex if and only if the following criterion is valid:




roof of Lemma 8 in dimension N ≥ 3. By Definition 9, Lemma 8 states that the function ϑ(t)/k with

















ā := −k2 , b̄ := 1 −
k +N
2 , c̄ :=
N
2











Note that here b̄ > 0 since k < 2 −N , and so all parameters ā, b̄, c̄ are strictly positive. We now use the two
following properties:
(i) the function g is strictly decreasing when k ∈ (−N, 2 −N),
(ii) we have the following sharp inequality for t ∈ (0, 1):
N
1 − tN ≥
2
1 − t2 +
N − 2
2 .





F (ā+ 1, b̄+ 1, c̄+ 1, z) = dN
(
k +N − 2
2N
)
F (ā+ 1, b̄+ 1, c̄+ 1, z) .
To obtain the second item (ii), we need to show that u(t) ≥ 0 for all t ∈ (0, 1), where we define





(1 − t2)(1 − tN ).
ote that u(0) = (N − 2)/2 and u(1) = 0. It is therefore enough to show that u′(t) ≤ 0 on (0, 1).
Differentiating, we have





2t(1 − tN ) +NtN−1(1 − t2)
]
= −(N + 2)
(
t− N tN−1 +
(
N−2) tN+1) .2 2
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tνN/(N−2) , θ = 2
N
, ν = (N − 2)(N + 1)
N
.
nd so u′(t) ≤ 0 follows. This concludes the proof of (ii).








1 − z +




hanks to identity (ii). This is equivalent to the inequality
(1 − z)zg′′(z) ≥
(
(N + k)(N − 2)
4N +




ividing by z and using that z ≤ 1, it is enough to prove that
(1 − z)g′′(z) ≥
(
(N + k)(N − 2)
4N +











We conclude that (B.8) directly implies Lemma 8. We now examine inequality (B.8) term by term using the
representation by series. To establish a relation between g′ and g′′, we make use of the following identities
for the Pochhammer symbol:
(q + 1)n =
q + n
q
(q)n , (q)n+1 = (q + n)(q)n .
e can then write the left hand side of (B.8) as
(1 − z)g′′(z)
= (1 − z)dN
(




































(ā+ 1 + n)(b̄+ 1 + n) − n(c̄+ 1 + n)













(ā+ 1 + n)(b̄+ 1 + n)




























we need to show that for all n ≥ 0,
(ā+ 1 + n)(b̄+ 1 + n) ≤
(
1 − k + n
)
(c̄+ 1 + n)
N
22







(note that the sign has changed due to division by k + N − 2 < 0). Expanding with respect to n, this is
equivalent to (
ā+ b̄− c̄+ k
N
)






e claim that the latter holds true, since we have both
ā+ b̄− c̄+ k
N
= −k + 1 −N + k
N









= k(N + k)4 + 1 − k −N +
k
N









inally, the fact that β(c) ≤ 0 follows directly from ϑ′k,N (c) ≥ 0. The sign of α(c) is a consequence of the





′(c) ∀c ∈ (0, 1).
herefore, differentiating α = g(c) − g
′(c)
φ′(c)φ(c) with respect to c, we have
α′(c) = φ(c)
φ′(c)2 (−g
′′(c)φ′(c) + g′(c)φ′′(c)) ≤ 0.
Together with










Γ (N − 1) < 0 as c → 0
+,
e conclude that α(c) ≤ 0 for all c ∈ (0, 1). This completes the proof of Lemma 8. □
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[34] Y.P. Zhang, On a class of diffusion-aggregation equations, Discrete Contin. Dyn. Syst. 40 (2) (2020) 907–932.24
