In almost all situations, some special things are happen on a singularity. This specialty sometimes causes something unpleasant.
y ∈ Y be a given point, and M be a nef and big Q-Weil divisor such that K Y + M + B is Cartier. Various numerical conditions on M which gives y ∈ Bs |K Y + M + B| were studied as [ELM] , [KM] and [F] . The following theorem unifies all earlier results and gives the first effective version if y is a log-terminal singularity on a log-surface (Y, B). Definition.
2 | x is an effective Q-Weil divisor supported on f −1 (y)} δ = δ min , if (Y, B) is log-terminal at y (See Remark (2) below).
0, if (Y, B)
is not log-terminal at y.
Let ∆ B = e i E i be the prime decomposition. Since all log-terminal singularities on surfaces is classified by [Al] and [Ky] , we give the following definition.
Definition. Proposition 2.
(1) δ B,y ≤ 4 if y is smooth point; (2) δ B,y ≤ 2 if y is a rational double point (RDP for short); (3) δ B,y < 2 if y is log-terminal but not smooth or an RDP;
Remarks.
(1) The resolution of singularities f :
B may have singularities on f −1 (y), or f −1 B may not be normal crossings with the exceptional locus f −1 (y). (2) We are using non-standard definition of log-terminal. we say y is a log-terminal singularity on (Y, B) if [B] = 0 and all coefficients in the expression of ∆ B are strictly less than 1, irrespective of where K Y + B is Q-Cartier.
(3) If y is at worst an RDP then Theorem 1 is essentially the theorem in [EL] . If B = 0 then Theorem 1 is essentially the theorem in [KM] . If y is not log-terminal, the result is proved in [ELM] . In the case that y is log-terminal, the minimality of δ min may give smaller numerical conditions.
In section 1, we recall several definitions and the properties concerning of δ B,y .
In section 2, we recall Theorem 1 and introduce its corollaries.
In section 3, we prove Theorem 1
1. The invariants for singularities 1.1. Let Y be a complete normal algebraic surface. Let f : X → Y be a resolution of singularities of Y . We use Mumford's Q-valued pullback and intersection theory on Y (cf. [Mu] ). Let D be a Q-Weil divisor on Y . We write f
Since the intersection matrix of the fexceptional curves is negative definite, D exc is uniquely determined. Also the negative definiteness gives f
1.2. Let y be a fixed point on Y . Let f : X → (Y, y) be the minimal resolution of the germ (Y, y) if y is singular, be the blowing up of Y at y if y is smooth. Let
Since ∆ is determined by the intersection numbers, ∆ is uniquely defined as in (1.1). Note that ∆·E = −K X ·E for any f -exceptional divisor E by its definition. If y is smooth, then ∆ = −E 1 . If y is singular, ∆ is effective since f is the minimal resolution.
Definition. ∆ is called as the canonical cycle of (Y, y).
e j < 1 (resp. e j ≤ 1) for all j.
This is different from the standard definition of log-terminal (resp. log-canonical) singularities, we do not assume that f −1 B is normal crossings.
is log-terminal (resp. log-canonical) then so is (Y, 0). Moreover if y ∈ Supp(B) and (Y, B) is log-canonical at y then (Y, 0) is log-terminal at y.
1.5. Here we recall some properties around δ y .
Proof. (1) and (2) are clear. For (3) and (4), δ y ≥ 0 is obvious. If δ y = 0 then Z = ∆, which implies log-canonical. Hence if (Y, y) is log-terminal at y then 0 < δ y .
On the other hand,
Hence we have δ y ≤ 2. If δ y = 2, we have p a (Z) = 2 and K X · E j = 0 for any j with e j < z j . If (Y, 0) is log-terminal at y, all E j satisfies e j < 1 ≤ z j . Hence p a (Z) = 0 and Z · K X = 0 imply that y is an RDP. Proof.
The main theorem
We assume the ground field is C throughout this paper. We describe the statement of the main theorem first, and then prove in section 3.
2.1. Let Y be a projective normal surface over C and y be a fixed point on Y . Let M be a nef and big
be the minimal resolution of the germ (Y, y) if y is singular, or the blowing up at y if y is smooth. We define
where E j are the exceptional curves lying over y. Let Z = z j E j be the fundamental cycle of y. We define
2 is a quadric form defined by a negative definite symmetric matrix of rational coefficients, we have δ min is also rational and there exists an effective
2 . We also define
is log-terminal at y of type A n , where E 1 and E n are placed on the edge of the chain of the dual graph any positive number, if (Y, B) is log-terminal at y of type D n 0, otherwise
is log-terminal at y and δ = 0 otherwise. We recall the main theorem introduced in section 0.
Note that δ min ≤ δ B,y ≤ δ y ≤ 4. Hence the bounds δ and δ ′ are effective.
2.2.
We can get an easy corollary immediately, but we need some notation.
Definition. Assume (Y, B) is log-terminal at y. We define
Since (Y, 0) is also log-terminal, Z − ∆ > 0. Hence µ is expressed as
where ∆ = a j E j and f
Then we have e j = a j + b ′ j for all j. Note that y ∈ Supp(B) if and only if µ = 0. If y is smooth, 2µ = mult y B.
We also have δ
is not log-terminal of type A n at y, it is clear. Hence we assume that (Y, B) is log-terminal of type A n at y. In this case we have δ y = 2 − a 1 − a n by the following lemma. Now we assume that a 1 ≤ a n by changing the indices. Then we have
is log-terminal of type A n at y. In particular, if n = 1 or y is a smooth point then δ y = 2 − 2a 1 . where the indices are taken in standard way.
Proof. Since y is rational, every E j is isomorphic to P 1 , therefore
Now we have the following corollary of Theorem 1. 
A proof of the main theorem
In the case of that (Y, B) is not log-terminal at y, the proof is well known. (cf. [ELM] ). So we assume that (Y, B) is log-terminal at y.
3.1. Before starting the proof of Theorem 1, we reduce the problem to the situation where (Y, y) has no other singularity. 
Then we have
Since all coefficients of f −1 B are less than 1, N = ⌊∆ ′ + g * B⌋ is g-exceptional divisor and y ′ ∈ Supp(N ). Multiplying s ′ by the global section on O S (N ), we find a section
3.2. Now we assume that Y is smooth except y. We assume (Y, B) is log-terminal at y throughout this paper. First we introduce the following lemma.
Let f : X → (Y, y) be a birational morphism from smooth surface to a germ of a normal surface singularity. Let Γ be an f -exceptional Q-Weil divisor on X and let γ = −Γ 2 > 0. Let M be a nef and big Q-Weil divisor on Y .
2 for very small rational number 0 < σ ≪ 1. Thus we replace Γ ′ = (1 + σ)Γ by Γ, it is enough to show that (1) and (
in the positive cone of X. Hence f * M − Γ is big and there is a member T ∈ |n(f * M − Γ)| for sufficiently large and divisible n. Then we set
3.3. We come back to the proof of Theorem 1. Since M 2 > δ min , there exists an effective Q-Weil divisor D such that We define a rational number c as follows.
for all j such that f (E j ) = {y} and for all i such that D i meets f −1 (y) and
Since (Y, B) is log-terminal at y and b i < 1 for all i, we have c > 0. Since
Thus we have c < 1.
Hence R is nef and big. Note that
Hence we have
By the definition of c, we have 0 < cd ′ j + e j ≤ 1 for all j and 0 < cd i + b i ≤ 1 for any i with Supp
. By the minimality of c, at least one of E and A is non-zero. Each component E j in E and each component D i in A have coefficients 1 in R, they do not appear in the fractional part of R.
is log-canonical at y. Moreover, let Γ be the dual graph of the union of the exceptional locus E and the strict transforms A of the f * A. Then one of the following holds, where j and z indicate prime components of E and f * A, respectively.
(1) f * A is irreducible and non-singular, (Y, y) is a cyclic quotient singularity, and Γ is as follows:
(2) f * A is irreducible and non-singular, (Y, y) is a quotient singularity and Γ is as follows:
-2 -2 (3) f * A has two prime components which are non-singular and intersect transversally, (Y, y) is a cyclic quotient singularity and Γ is as follows:
is log-canonical at y. These are classified as in [Al] and [Ky] , they are only above 3 cases.
We come back to the proof of Theorem 1. We consider two cases according to whether E is zero or not.
Case 1: E = 0. We recall that the following Kawamata-Viehweg vanishing theorem.
Claim 11 (cf. [Sa, Lemma 5] ). Let X be a smooth projective surface over C and let R be a nef and big Q-divisor on X. Let D 1 , . . . D t be distinct irreducible curves such that they does not appear in the fractional part of R and R · D i > 0 for any i. Then
If t > 0 then A = 0 and y is of type A n or D n by the above lemma. Hence
is surjective. Then we get a global section
Case 2: E = 0. In this case,
Since E = 0, we have cd ′ j +e j < 1 for all j. Hence (Y, f * A) is log-terminal with reduced boundary f * A, so it is of type A n by Lemma 12. Moreover t = 1, namely A = D 1 .
Note that if y is a singular point of type either D n or E n , This case 2 never occurs. By Kawamata-Viehweg vanishing theorem we have
is surjective. Hence it is enough to find a global section
) which does not vanish at p by the theorem in [H] . Therefore it is enough to prove ⌈R⌉ · D 1 > 1.
Since
By changing the index of {E j }, we may assume that e 1 ≤ e n .
Case 2-1:
Recall that δ ′ = 1 − max{e 1 , e n } = 1 − e n since we take e 1 ≤ e n In this case,
Hence it is enough to calculate c ij for b ′ j . We define a() = 1 for convenience.
Proposition 12.
(1)
Moreover we have c ij = c ji .
Proof. Let a = t (a 1 , . . . , a n ), w = t (−w 1 + 2, . . . , −w n + 2), c = t (c i1 , . . . , c in ) and e i = t (0, . . . , 0, 1, 0, . . . , 0) where the only i-th element is 1. Let A ij be the (i, j)-component of A −1 . If i < j then we have
Also we have
By the wipe-out method, we have a(w 1 , . . . , w j ) = w j a(w 1 , . . . , w j−1 ) − a(w 1 , . . . , w j−2 ).
(1) Since a = −A −1 w, calculate the right hand side using above equalities. (2) Since c = −A −1 e j , calculate the right hand side using above equalities. (For more detail, see [Kt] ).
Especially we have 1 − a 1 = (1 + a(w 2 , . . . , w n ))/a(w 1 , . . . , w n ), 1 − a n = (1 + a(w 1 , . . . , w n−1 ))/a(w 1 , . . . , w n ), c 1n = c n1 = 1/a(w 1 , . . . , w n ), c 1j = a(w j+1 , . . . , w n )/a(w 1 , . . . , w n ).
Suppose n ≥ 2. Since a(w j , . . . , w n ) = w j a(w j+1 , . . . , w n ) −a(w j+2 , . . . , w n ) and w j ≥ 2 for all j, we have a(w j , . . . , w n ) − a(w j+1 , . . . , w n ) = (w j − 1)a(w j+1 , . . . , w n ) − a(w j+2 , . . . , w n ) ≥ a(w j+1 , . . . , w n ) − a(w j+2 , . . . , w n ) ≥ a(w n ) − 1 = w n − 1 > 0.
Hence we have c 11 > c 12 > · · · > c 1n and samely we have c n1 < c n2 < · · · < c nn .
Lemma 13. Let P be an effective Q-divisor on Y . Let f * P = f −1 P + p j E j . Then we have p n ≤ a(w 1 , . . . , w n−1 )p 1 .
Proof. If we set q i = f −1 P · E i , we have p j = q i c ij for all j. Hence p 1 = q i c i1 ≥ q i c n1 = 1 a(w 1 , . . . , w n ) q i , and p n = q i c in ≤ q i c nn = a(w 1 , . . . , w n−1 ) a(w 1 , . . . , w n ) q i .
Therefore p n ≤ a(w 1 , . . . , w n−1 )p 1 .
We come back to the proof of Theorem 1. Let f * C 1 = D 1 + j=1 c j E j . Note that c j = a(w j+1 , . . . , w n )/α, where α = a(w 1 , . . . , w n ). Let y D,j = d Since E = 0, we have cd (1 − c)(1 − e n ) > a(w 1 , . . . , w n−1 ) α − y n .
