Abstract -The single-electron circuit and nanostructure described in this paper are designed for stochastic associative processing, which is an expanded version of ordinary associative memory processing. In stochastic associative processing, the association probability of each stored pattern depends on the similarity between the stored pattern and the input pattern. Such unique processing is useful for sequential stochastic association and for clustering for vector quantization. Conventional singleelectron circuits operate only at very low temperature for practical junction capacitance; i.e., 30 K for 0.1 aF, because the charging energy in these circuits is directly related to the tunnel junction capacitance. Our multi-nano-dot circuit and structure operate at room temperature with a junction capacitance around 0.1 aF by using tunneling processes assisted by thermal noise. We analyze the operation of this circuit in detail and propose for it a stochastic associative processing operation, where the detection timing of the electron position controls the association probability distribution.
Introduction
Single-electron circuits composed of nanostructures are promising in the construction of ultimately highdensity VLSI systems after the era of CMOS technology. However, from the viewpoint of system applications, they have intrinsic difficulties: slow operating speed and insufficient reliability [1] due to stochastic tunneling events and serious background charge sensitivity [2] . Therefore, multi-stage logic architectures used in conventional digital circuits are not suitable for constructing single-electron VLSI circuits. The development of CMOS VLSI technology will probably continue for another decade or two, thus new architectures should be developed to allow singleelectron circuits to coexist with CMOS circuits. At the same time, new single-electron circuits based on new information processing principles should also be invented. Our strategy to achieve single-electron VLSI circuits is summarized in Fig. 1 [3] .
Examples of such circuits include those we have already proposed using single-electron transistors [3] and those using the Coulomb repulsion effect between nano-dots [4] . These circuits measure the Hamming distance, which is the number of unmatched bits between two digital data, and are core circuits for intelligent information processing such as associative memories and pattern recognition. However, these circuits have an intrinsic drawback: for practical junction capacitance they can be operated only at very low temperatures; e.g., 30 K for 0.1 aF. This is because the charging energy in these circuits is directly related to the tunnel junction capacitance. Conversely, very low capacitance, such as 0.01 aF, is required for room-temperature operation. This capacitance value, corresponding to that between quantum dots with a diameter of around 0.1 nm, is very difficult to realize.
To overcome this problem, we recently proposed another circuit, composed of multi-nano-dots, that operates at room temperature with a practical junction capacitance around 0.1 aF by using tunneling processes assisted by thermal noise [5] .
In this paper, we analyze the operation of this circuit in detail and propose for it a stochastic associative processing operation, where the detection timing of the electron position controls the association probability distribution.
Stochastic Associative Processing
Ordinary associative processors compare the input pattern with all of the stored patterns, and deterministically extract the stored pattern most similar to the input. In contrast, the stochastic associative processor does not always extract the most similar pattern. Instead, the second or third most similar pattern is sometimes extracted with an association probability, depending on the similarity of the pattern to the input [6] . This concept offers an approach to intelligent information processing that differs from the conventional deterministic approach. Useful and unique examples of this new type of processing are sequential stochastic association [7] and clustering for vector quantizer [8] .
The sequential association can be achieved by feeding back the associated output to the input. Repeating the association, the stochastic associative processor sequentially outputs various patterns similar to the immediately preceding one. The average association range can be changed by changing the association probability distribution as a function of similarity. It is difficult for conventional deterministic associative processors to generate such a humanlike association sequence.
Vector quantization is a technique to represent many input data vectors by comparatively few reference vectors in a multi-dimensional space. The best reference vector set is that which has the minimum distortion error between data vectors belonging to each cluster and that cluster's representative reference vector. Various clustering algorithms to obtain better reference vectors from incoming sample data have been reported so far [9] [10] [11] .
The clustering algorithm using stochastic association is very simple. A reference vector is selected stochastically based on the evaluation of the distance between the input data vector and each reference vector. Then, the selected reference vector is slightly updated in order to approach to the input data vector. When we repeat these processes, most reference vectors converge to the points representing the data clusters. We have confirmed through several examples that our new clustering algorithm is most efficient compared with the conventional clustering algorithms [8] . In this algorithm, changing the association probability distribution during repeated updating processes is essential for obtaining better reference vectors. It is noted that the clustering algorithms require analog data processing. In the following, we will use digital data, but we discuss in Sec. 6 how analog data can be treated in the same architecture.
Stochastic Associative Processor
Architecture Using Nanostructures
Here, we treat patterns represented by a set of binary data; such a set is also referred to as a word. The associative processors compare each input pattern bit with the corresponding stored pattern bit by exclusive-NOR logic operation, and the matching results are represented by a Hamming distance. As a result, the associative processor deterministically extracts the stored pattern having the shortest Hamming distance. Stochastic associative processing can be achieved by a bit-comparison operation with random fluctuation based on quantum mechanical behaviors of electrons in nanostructures. Figure 2 shows the architecture of a stochastic associative processor that uses nanostructures. Each word-comparator (WC) consists of N bit-comparators (BCs) and evaluates the similarity between an input pattern and each stored pattern. The BCs consist of nanostructures and perform bit-comparison with random fluctuation. Thus, the input pattern is stochastically compared with the stored patterns by WCs. The result of a WC's comparison is expressed as the total number of electrons released from the BCs. The electrons are collected at each capacitor. The results of all of the WCs are fed into a Winner-Take-All (WTA) circuit, which deterministically extracts the stored pattern evaluated as that most similar to the input. The WTA circuit can be constructed by CMOS devices.
A Multi-Nano-Dot Word-Comparator
Circuit and Structure Using ThermalNoise Assisted Tunneling
Circuit and structure
Let us assume nano-dot structures constructed on a MOS transistor gate electrode as shown in Fig. 3 . Each nano-dot structure consists of a pair of onedimensional (1D) dot arrays: 
Stabilization process
By applying appropriate bias voltages V pc , V e , and V bg , the profile of the total energy as a function of the position of e M along the 1D array A h has a minimal value at D c , as shown in Fig. 4 . For 1-1 state, where electrons are placed at both D e 's, the energy at D 1 rises, and thus e M is most strongly stabilized at the center position. Therefore, the difference between 0-0 state and 1-0 (or 0-1) state is important for correct bit-comparator operation. In the two states, the energy profile has another minimal value at D 1 . The energy barrier height for e M located at D c is approximately determined by the total capacitance for e M and bias voltages. The greater number of serial capacitance connections causes higher energy barriers, and the energy differences can be much larger than the thermal energy at room temperature even if the tunneling junction capacitance C j is around 0.1 aF.
The energy barrier at the "0" side in 1-0 (0-1) state becomes lower than that in 0-0 state because of the Coulomb repulsion force of the electron placed at the opposite D e , as shown in Fig. 4 . Thus, e M in 1-0 (0-1) state can more easily overcome the barrier when assisted by thermal noise at non-zero temperature and it then moves to D 1 at the "0" side. As a result, there exists a certain time span t 0 within which e M in 1-0 (0-1) state moves to D 1 while e M in 0-0 state stays at D c . If this detection process starts just after t 0 , the most accurate bit comparison operation is achieved, although some statistical fluctuation remains. However, if the detection timing (t d ) is shifted from t 0 , an arbitrary amount of fluctuation can be introduced in the bit comparison result. Thus, controlled stochastic association can be achieved, which is necessary in order to apply the stochastic association model to various types of intelligent information processing effectively.
Detection Process

Simulation Results
We analyzed the proposed circuit shown in Fig. 3 by using a Monte Carlo single-electron simulator [3] , where the tunnel junction capacitance C j is 0.1 aF and tunnel resistance R t is 5 MΩ, and other parameters are shown in Fig. 3 . In this case, the dot diameter is assumed to be around 1 nm. The bias voltages applied were V pc 0 V, V e 1 15 V, V bg 0 V for the e M stabilization process, and V pc 0 V, V e 1 8 V, V bg 3 V for the e M position detection process. Figure 5 shows the total energy profiles at the "0" state side of A h as a function of the position of e M and as a parameter of n, where the energy when e M is located at D c is defined as zero. The time dependence of the position of e M for n 2 and 4 is also shown. It is confirmed from these results that (1) when n 2, no barrier is formed and the position of e M fluctuates due to thermal noise (the case of n 3 also has the same results); (2) when n 4, the barrier height for e M at D c is larger than the thermal energy at room temperature (i.e. 26 meV), and the barrier height in 1-0 (0-1) state is lower than that in 0-0 state. Figure 6 shows the relationship between operating temperature and time (t M ) required until e M moves to D 1 . The closed and open circles indicate t M in many trials at 1-0 state and 0-0 state, respectively. Because the moving process assisted by thermal noise is purely stochastic, t M scatters over a wide range. However, time span t 0 , defined in the previous section, can be determined from these simulation results.
In order to determine t 0 precisely, we measured t M for 100 simulations for 1-0 and 0-0 states with different seeds for random number generation. The 100 data obtained for t M were sorted in increasing order and numbered from 1 to 100. The assigned number means the number of electrons that move to D 1 within the corresponding t M . Therefore, the relationship between t M and the assigned number can approximately be considered as the probability that e M moves to D 1 as a function of time. The results obtained at room temperature (300 K) are shown in Fig. 7 . The optimum t 0 is obtained as the time having the smallest overlap between the two states; it is about 1 µs. It should be noted here that t 0 depends on tunneling resistance R t . If lower tunneling resistance is available, t 0 becomes shorter.
From Fig. 7 , we can obtain the probability of wrong detection, that is, the conditional probability that a given 1-0 state is detected as 0-0 state or vice versa. For example, when the detection timing is 10 7 sec, the probability that e M moves to D 1 at 1-0 state is only 20%. This means that wrong detection occurs with a probability of 80%.
By using this effect, we can add fluctuation to the bit comparison operation. However, in the above case, it must be noted that fluctuation can be added only in 1-0 state. Bit-matched (1-1 and 0-0) states always answer correctly. Therefore, a comparison between patterns with a shorter Hamming distance is performed more deterministically. This means that a stochastic association operation cannot be achieved. An easy way to overcome this difficulty is to reverse the input bit pattern. Although this leads to a deterministic comparison between patterns with a longer Hamming distance, but such patterns are seldom associated, and thus it hardly affects the stochastic association operation. Figure 8 (a)-(c) show association probability distributions as a function of the Hamming distance for some t d . In these simulations, the input pattern was (1,1,1,1) , and the stored reference patterns were (1,1,1,1), (1,1,1,0), (1,1,0,0), (1,0,0,0) , and (0,0,0,0). These reference patterns were reversed when they were applied to the multi-nano-dot circuit, for the reason described above. With the number of electrons indicating the results of Hamming distance evaluation with fluctuation, the reference pattern having the smallest evaluation result became the winner. If two or more reference patterns had the same number of electrons, we determined the winner stochastically. The simulations were repeated 100 times with different seeds for random number generation. The number of trials when a given reference pattern becomes a winner is approximately proportional to the probability that it is associated. The simulation results shown in Fig. 8 confirm that, as t d becomes further apart from t 0 ( 1 µs in this case), the association probability distribution becomes flatter. Thus, the association probability distribution is controlled by changing t d . Figure 9 shows the time dependence of voltage V o as a parameter of the Hamming distance for a 4-bit word comparator at room temperature, where the voltage for a distance of 0 bits is defined as 0 V. The voltage changes are proportional to the Hamming distance, and the voltage difference per bit is larger than 1 mV, which is large enough to detect with a CMOS circuit.
Discussion
Our bit-comparator circuit composed of nano-dot arrays works only at non-zero temperatures because at 0 K, e M can never escape from D c , the valley of the energy profile. Furthermore, the time span t 0 depends on the operating temperature. Conversely, for a given t 0 , an appropriate amount of thermal noise is required; if the thermal noise is too small, electron e M in 1-0 (0-1) state cannot escape from D c , thus no bit comparison is achieved. On the other hand, if thermal noise is too large, e M in both 0-0 state and 1-0 (0-1) state escapes from D c , and thus the two states cannot be distinguished. In this sense, it can be considered that this circuit utilizes a stochastic resonance effect [12] by thermal noise.
Additional charge effects due to offset, parasitic and/or surplus charges and the effect of device parameter fluctuation effect are important issues to be considered. The addition of charges comparable to the elementary charge causes a fatal error in bit comparison operation. However, introducing only one electron to the multi-nano-dot array does not seem to be difficult, judging from the experimental results for nanocrystalline floating-dot MOSFET devices [13] . Furthermore, if plural nano-dot arrays are used for one bit comparison, the probability of such an error occurring can be reduced due to the averaging effect, which is indicated in our strategy shown in Fig. 1 . Thus, a circuit based on the proposed structure will operate successfully even if the fabrication technology is not yet fully mature.
Although the above sections assume the use of digital data, analog data can be treated in the same circuit by using pulse-width modulation (PWM) signals, which have a digital amplitude and an analog pulse width [14] . Instead of a Hamming distance, a Manhattan distance, the summation of the absolute value of difference, is evaluated by using this nanostructure. The clustering algorithm using stochastic association for vector quantization mentioned in Sec. 2 can use this distance evaluation approach.
The proposed nanostructure has not yet been fabricated using the present VLSI technology. However, the basic technology of nanocrystalline floatingdot MOSFET devices, which are closely related to our structure, is now being developed [13, 15, 16] . Fabrication technology of self-organized nanostructures using gold particles is also being developed [17] . Furthermore, well-controlled selfassembly processes using molecular manipulation technology, especially that using DNA [18] , would be utilized to fabricate our nanostructure. Thus, our nanostructure could be constructed in the near future.
Conclusions
A new operating principle of a multi-nano-dot circuit using thermal noise was proposed. This circuit can operate at room temperature, and the operating speed is determined by the tunneling resistance and operating temperature. The circuit can also implement controllable stochastic associative processing by using bit-comparison operation with random fluctuation.
Effective utilization of noise will be a key to creating new intelligent information processing algorithms and nano-scale functional devices. The circuit and structure described here comprise a promising example for such an approach. 
