We present a discrete Markov 
Introduction
A shared memory multiprocessor consists of a set of N processors {Po, P I , " . . , P N -~} and a set of In this paper, both of these types of connections between the processors and memories will be called under the generic name, interconnection mechanism.
The interconnection mechanism should allow efficient resource sharing among the processors. Conflicts arise wken more than one processor attempt to access the same memory module or try to use the same link or switch in the interconnection network, leading to decrease in the acceptance rate of memory requests thereby degrading the effective memory bandwidth, BW, which is defined as the average number of busy memory modules in each memory cycle. Other performance metrics of such a processor-memory system include mean waiting time for a memory request and expected queue length.
The memory reference pattern of the processors can be uniform or non-uniform. A pattern is said to be uniform if all the processors have the same probability of accessing any memory module [1, 3, 9] . Otherwise the memory reference pattern will be non-uniform [4, 5, 8] and depend on the locality of reference in the computation requirements. From the view point of access non-uniformity, a memory module can be classified either as favorite or hot. Each processor may have a favorite memory module(s) which it accesses more frequently than the others [5] . Or, the processors might access a particular module(s) more frequently than the others (e.g. global variables) called hot-spot(s). In this paper, we deal with the problem of contention issues in accessing the shared memory modules of types hot and favorite, after a request has successfully passed through the interconnection mechanism. Pfister and Norton [6] introduced a separate class of memory-access non-uniformity, called hot spots, for higher access rate superimposed on the otherwise uniform traffic. Hot spots capture the effect of all the processors continually sharing global common variables. An interesting phenomenon, called tree saturation, can be observed for MINs with finite buffers. Pfister and Norton introduced the concept of combining messages to similar destination at every node of the network to reduce the effects of tree saturation.
Related Work
Mudge, Hayes, Buzzard and Winsor [7] presented a discrete stochastic model of bandwidth analysis for multiple-bus multiprocessor systems taking into account of the various conflicts arising from memory and bus contentions. Two types of assumptions are to simplify the analysis, namely, temporal independence and spatial independence. By removing the spatial independence assumption, Mudge et al. also developed an iterative scheme to reduce the error caused by the temporal independence.
The rest of this paper is organized as follows. Our Markov model for buffered memory multiprocessors is proposed in Section 3. Section 4 presents simulation results for the general case of N x M system. It was noticed that increasing the number of hot modules I<, leads to saturation of bandwidth. An approximate probabilistic analysis is proposed in Section 5, which leads to a heuristic for estimating this saturation value of K . Section 6 concludes the paper. 
Spots and Favorite Memories
In this section, we derive a discrete Markov model for shared memory multiprocessor systems in which each memory module has a buffer for queueing up unsatisfied memory requests. The following assumptions are m"P?l%ere is no contention in the interconnection e All the processors have an identical memory re-0 The memory access of a processor may last over
The completion rate is mechanism.
quest rate A.
several memory cycles. given by p .
If there are IC hot modules in the system, they are all identical and memory reference is uniform among them. The reference pattern among the 'non-hot, nonfavorite' memory modules is also uniform.
2 x M System, K Hot Spots and No Favorite Memory
There are two processors and M memory modules out of which I< are hot modules. Let m be the probability of a hot memory request by any processor. Then, fi is the probability of requesting any of the A4 -IC nonhot memories. If X is the request rate of a processor, then the probability that a processor requests a hot memory is given by, p h = %. The probability that a processor requests a non-hot memory is, p = A m . The states for this 2 x M system are represented as two or three tuples, where each element gives the number of processor requests in the memory queue.
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The variation of mean memory-queue length and the mean waiting time of memory requests with request service rate are depicted graphically in Figure 1 . Out of the two memory modules, let one be hot and the other module be non-hot as well as non-favorite. We also assume that the probability of request b y a processor at any memory cycle is unity. That is, X = 1.
Consequently, p = 1 too. This assumption, atlthough . Hence the
effective memory bandwidth for the entire system is 
Probabilistic Analysis of

Bandwidth
Assuming only hot spots and no favorite memories, consider for the moment the case where intra-cycle uniformity of memory requests is assumed. In other words, once a processor's memory request is failed due to memory interference, it is altogether discarded in that or the next cycle.
Let BWh and BWnh denote the average number of active hot memory modules and active non-hot, nonfavorite memory modules respectively. That is, BW" denotes the contribution to the effective bandwidth from the hot memory modules, and BWnh gives the contribution from non-hot memories. If K is the number of hot memory modules in the system, then accord-
, where $ gives the probability of requesting a particular hot memory
But this is an approximate analysis of the bandwidth since in a more realistic situation the rejected memory requests are not discarded, but stored in order to make a fresh attempt in the next cycle. We will consider this case next, following an iterative technique laid down by Mudge et al. [7] to compute the effective bandwidth of the multiple bus system. Let us assume that the rejected memory requests are resubmitted in the next cycle following a uniform distribution. Let Ph and Pnh be the modified request rates for the hot and non-hot memory modules. Following the scheme in [7] , we get the following iterative equation to evaluate the values of p's: (Figure 4 ). 
Conclusions
In this paper, we have studied the performaince of shared memory multiprocessor systems under various types of non-uniformity in memory access patterns. A discrete Markov chain is used to model the memory references in a. set of modules consisting of hot spots.
Then the system with N processors and two memory modules, one of them being a hot spot, is considered. Analytic expressions for bandwidth, mean queue length and mean waiting time are derived. Extensive simulation experiments are carried out for the general N x M system consisting of hot memory modules. The simulation results are found to tally well with our analytical results in the ,special cases. We have also proposed a heuristic to evaluate the saturation value of I( using an approximate probabilistic model of the memory interference. It might be concluded that in a system with hot spots, distributing the shared variables in more than one memory module is a good idea, as long as the total number of modules is below the saturation value of IC.
