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a b s t r a c t
In this paper, the order of simultaneous approximation and Voronovskaja-type results
with quantitative estimate for complex Bernstein–Schurer and Kantorovich–Schurer
polynomials attached to analytic functions on compact disks are obtained. In this way, we
put in evidence the overconvergence phenomenon for the Bernstein–Schurer polynomials,
namely the extensions of approximation properties (with quantitative estimates) from real
intervals to compact disks in the complex plane.
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1. Introduction
Concerning the convergence of the Bernstein polynomials in the complex plane, Bernstein proved (see e.g. [1, p. 88]) that
if f : G→ C is analytic in the open set G ⊂ C, with D1 ⊂ G (where D1 = {z ∈ C : |z| < 1}), then the complex Bernstein
polynomials Bn(f )(z) =∑nk=0 ( nk ) zk(1− z)n−kf (k/n), uniformly converge to f in D1.
Exact estimates of order O(1/n) of this uniform convergence and, in addition, of the simultaneous approximation, were
found in [2,3]. In [4] a Voronovskaja-type result with quantitative estimate for complex Bernstein polynomials in compact
disks was obtained.
Also, in [5–7] similar results for complex Bernstein–Stancu and Kantorovich–Stancu polynomials were obtained.
The first goal of this paper is to obtain approximation results for the complex Bernstein–Schurer polynomials (introduced
and studied in the case of real variable in [8]) defined for any fixed p ∈ {0, 1, 2, . . .} by
Sn,p(f )(z) =
n+p∑
k=0
(
n+ p
k
)
zk(1− z)n+p−kf (k/n), z ∈ C.
Note that for p = 0, these polynomials become the classical complex Bernstein polynomials.
Also, the second goal is to extend the results to complex Kantorovich–Schurer polynomials introduced and studied in the
case of real variable in [9] and defined by
KSn,p(f )(z) = (n+ p+ 1)
n+p∑
k=0
(
n+ p
k
)
zk(1− z)n+p−k
∫ (k+1)/(n+1)
k/(n+1)
f (t)dt, z ∈ C.
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Note that all these results put in evidence the overconvergence phenomenon for the Bernstein–Schurer polynomials, that is
the extensions of approximation properties (with quantitative estimates) from real intervals to compact disks in the complex
plane.
2. Approximation by complex Bernstein-Schurer polynomials
The first main result is expressed by the following upper estimates.
Theorem 2.1. For fixed p ∈ N⋃{0} and R > p+ 1 let us denote DR = {z ∈ C; |z| < R} and let us suppose that f : DR → C is
analytic in DR, i.e. f (z) =∑∞k=0 ckzk, for all z ∈ DR. Assume that we have 1 ≤ r and r(p+ 1) < R. For all |z| ≤ r and n ∈ N, it
follows that
|Sn,p(f )(z)− f (z)| ≤ M(p)2,r,n(f ),
where
0 < M(p)2,r,n(f ) =
∞∑
k=1
|ck|
{
2k(k− 1)
n+ p [(p+ 1)r]
k + 1
n
[(p+ 1)r]k − r
k
n
}
<∞.
Also, if 1 ≤ r < r1 ≤ r1(p+ 1) < R, then for all |z| ≤ r and n, j ∈ N, we have
|[Sn,p(f )](j)(z)− f (j)(z)| ≤
M(p)2,r1,n(f )j!r1
(r1 − r)j+1 .
Proof. Denoting ek(z) = zk, we easily get (as in the case of the Bernstein polynomials) Sn,p(f )(z) = ∑∞k=0 ckSn,p(ek)(z),
which implies
|Sn,p(f )(z)− f (z)| ≤
∞∑
k=0
|ck| · |Sn,p(ek)(z)− ek(z)|.
To estimate |Sn,p(ek)(z)− ek(z)| for fixed n ∈ N, we consider two possible cases : (1) 0 ≤ k ≤ n+ p; (2) k > n+ p.
Denoting by∆k the finite difference of order k, as in the case of the classical Bernstein polynomials we easily can deduce
the representation formula
Sn,p(f )(z) =
n+p∑
j=0
(
n+ p
j
)
∆
j
1/nf (0)ej(z),
which will be frequently used.
Case (1). If k = 0, then obviously we have Sn,p(ek)(z) − ek(z) = 0. Therefore, let us suppose that 1 ≤ k ≤ n + p and
denote
C (p)n,j,k =
(
n+ p
j
)
∆
j
1/nek(0) =
(
n+ p
j
)
[0, 1/n, . . . , j/n; ek](j!)/nj.
Since ek is convex of any order, it follows that all C
(p)
n,j,k ≥ 0 and taking into account that Sn,p(f )(1) = f (1 + p/n), we get∑n+p
j=0 C
(p)
n,j,k =
∑k
j=0 C
(p)
n,j,k = (n+p)
k
nk
.
For any |z| ≤ r with 1 ≤ r ≤ r(p+ 1) < R, we can write
|Sn,p(ek)(z)− ek(z)| =
∣∣∣∣∣ k∑
j=0
C (p)n,j,kej(z)− ek(z)
∣∣∣∣∣
=
∣∣∣∣∣[C (p)n,k,k − 1]ek(z)+ k−1∑
j=0
C (p)n,j,kej(z)
∣∣∣∣∣
≤
∣∣∣∣ (n+ p− k+ 1)(n+ p− k+ 2) · · · (n+ p)nk − 1
∣∣∣∣ rk
+
[
(n+ p)k
nk
− (n+ p− k+ 1)(n+ p− k+ 2) · · · (n+ p)
nk
]
rk
≤ 2
[
(n+ p)k
nk
− (n+ p− k+ 1)(n+ p− k+ 2) · · · (n+ p)
nk
]
rk +
[
(n+ p)k
nk
− 1
]
rk.
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By applying the formula (easily proved by mathematical induction)
1−
k∏
j=1
xj ≤
k∑
j=1
(1− xj), 0 ≤ xj ≤ 1, j = 1, . . . , k,
we obtain[
(n+ p)k
nk
− (n+ p− k+ 1)(n+ p− k+ 2) · · · (n+ p)
nk
]
=
(
n+ p
n
)k [
1−
k∏
j=1
n+ p− k+ j
n+ p
]
≤
(
n+ p
n
)k k∑
j=1
(
1− n+ p− k+ j
n+ p
)
=
(
n+ p
n
)k k∑
j=1
k− j
n+ p
= k(k− 1)
2(n+ p) ·
(n+ p)k
nk
= k(k− 1)
2(n+ p) ·
(
1+ p
n
)k ≤ k(k− 1)
2(n+ p) (p+ 1)
k.
On the other hand, we immediately get
(n+ p)k
nk
− 1 =
k−1∑
j=0
(
k
j
)
njpk−j
nk
≤
nk−1
k−1∑
j=0
(
k
j
)
pk−j
nk
= 1
n
[
(p+ 1)k − 1] .
Collecting all these inequalities, it follows that
|Sn,p(ek)(z)− ek(z)| ≤ k(k− 1)n+ p [(p+ 1)r]
k + 1
n
[(p+ 1)r]k − r
k
n
.
Case (2). For k > n+ p ≥ 1 and |z| ≤ r with 1 ≤ r ≤ r(p+ 1) < R, we get
|Sn,p(ek)(z)− ek(z)| ≤ |Sn,p(ek)(z)| + rk ≤ (n+ p)
k
nk
rn+p + rk ≤ 2(n+ p)
k
nk
rk
= 2
(
1+ p
n
)k
rk ≤ 2[(p+ 1)r]k ≤ 2(k− 1)
n+ p [(p+ 1)r]
k.
Combining it with the above Case 1, we get the desired inequality.
For the simultaneous approximation, denoting by Γ the circle of radius r1 > r and center 0, since for any |z| ≤ r and
v ∈ Γ , we have |v − z| ≥ r1 − r , by Cauchy’s formulas it follows that for all |z| ≤ r and n ∈ N, we have
|[Sn,p(f )](j)(z)− f (j)(z)| = j!2pi
∣∣∣∣∫
Γ
Sn,p(f )(v)− f (v)
(v − z)j+1 dv
∣∣∣∣
≤ M(p)2,r1,n(f )
j!
2pi
2pir1
(r1 − r)j+1 =
M(p)2,r1,n(f )j!r1
(r1 − r)j+1 .
Finally, since by the hypothesis, f (z) =∑∞k ckzk is absolutely and uniformly convergent in |z| ≤ (p+ 1)r < R, it is clear
thatM(p)2,r,n(f ) <∞. 
Remark. For p = 0 we get the estimate for the classical Bernstein polynomials in [3,4].
A quantitative Voronovskaja-type result follows.
Theorem 2.2. For fixed p ∈ N⋃{0} and R > p+ 1 let us denote DR = {z ∈ C; |z| < R} and let us suppose that f : DR → C is
analytic in DR, i.e. f (z) =∑∞k=0 ckzk, for all z ∈ DR. For all |z| ≤ 1 and n ∈ N, we have∣∣∣∣Sn,p(f )(z)− f (z)− pnzf ′(z)− z(1− z)2n f ′′(z)
∣∣∣∣ ≤ Mp(f )n2 ,
where
0 < Mp(f ) =
∞∑
k=2
|ck|
[
(k− 1)Ak(p+ 1)k−1 + (k− 1)Bk,p(p+ 1)k−2
]
<∞,
Ak = (k− 1)[4(k− 1)(k− 2)+ 2] and Bk,p = (k− 1)[p(5k− 4)+ p2 + k(4k− 7)].
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Proof. Denoting ek(z) = zk and pik,n,p(z) = Sn,p(ek)(z), by taking into account pi1,n,p(z) = e1(z)− pzn , we obtain∣∣∣∣Sn,p(f )(z)− f (z)− pnzf ′(z)− z(1− z)2n f ′′(z)
∣∣∣∣ ≤ ∞∑
k=2
|ck| ·
∣∣∣∣pik,n,p(z)− ek(z)− pkn ek(z)− zk−1(1− z)k(k− 1)2n
∣∣∣∣ .
Differentiating the sum sk,n,p(z) =∑n+pj=0 jk ( n+pj ) z j(1−z)n+p−j and then dividing the formula by nk+1, by simple calculation
we get the recurrence formula
pik+1,n,p(z) = z(1− z)n pi
′
k,n,p(z)+
(n+ p)z
n
pik,n,p(z), z ∈ C.
Let us denote
Ek,n,p(z) = pik,n,p(z)− ek(z)− pkn ek(z)−
zk−1(1− z)k(k− 1)
2n
.
It is immediate that Ek,n,p(z) is a polynomial of degree≤ k and that E0,n,p(z) = E1,n,p(z) = 0.
A simple calculation and the use of the above recurrence lead us to the following relationship
Ek,n,p(z) = z(1− z)n E
′
k−1,n,p(z)+
(n+ p)z
n
Ek−1,n,p(z)+ z
k−2(1− z)(k− 1)(k− 2)
2n2
[(k− 2)− z(k− p− 1)]
+ p
2(k− 1)zk
n2
+ pz
k(1− z)(k− 1)2
n2
,
for all k ≥ 2, n ∈ N and z ∈ D1.
According to the Bernstein inequality ‖E ′k−1,n,p‖ ≤ (k−1)‖Ek−1,n,p‖ and the inequality n+pn ≤ p+1, the above relationship
implies for all |z| ≤ 1, k ≥ 2, n ∈ N that
|Ek,n,p(z)| ≤ |z|(|1+ |z|)n [‖E
′
k−1,n,p‖] + (p+ 1)|Ek−1,n,p(z)|
+ |z|
k−2 · (1+ |z|)(k− 1)(k− 2)(2k+ p− 1)
2n2
+ p
2(k− 1)|z|k
n2
+ p|z|
k(1+ |z|)(k− 1)2
n2
≤ (p+ 1)|Ek−1,n,p(z)| +
2‖E ′k−1,n,p‖
n
+ k− 1
n2
[(k− 2)(2k+ p− 1)+ p2 + 2p(k− 1)]
≤ (p+ 1)|Ek−1,n,p(z)| + 2(k− 1)‖Ek−1,n,p‖n +
k− 1
n2
[(k− 2)(2k+ p− 1)+ p2 + 2p(k− 1)]
≤ (p+ 1)|Ek−1,n,p(z)| + 2(k− 1)n
(
‖pik−1,n,p − ek−1‖ + pkn +
k(k− 1)
n
)
+ k− 1
n2
[(k− 2)(2k+ p− 1)+ p2 + 2p(k− 1)],
where ‖ · ‖ denotes the uniform norm in C(D1). Also, by taking r = 1 in the proof of Theorem 2.1, we obtain
‖pik−1,n,p − ek−1‖ ≤ 2(k− 1)(k− 2)(p+ 1)
k−1
n+ p +
(p+ 1)k−1
n
− 1
n
≤ 2(k− 1)(k− 2)(p+ 1)
k−1
n
+ (p+ 1)
k−1
n
− 1
n
.
As a consequence, we get
|Ek,n,p(z)| ≤ (p+ 1)|Ek−1,n,p(z)| + 2(k− 1)n
[
2(k− 1)(k− 2)(p+ 1)k−1
n
+ (p+ 1)
k−1
n
− 1
n
+ pk
n
+ k(k− 1)
n
]
+ k− 1
n2
[(k− 2)(2k+ p− 1)+ p2 + 2p(k− 1)] = (p+ 1)|Ek−1,n,p(z)|
+ k− 1
n2
[(4(k− 1)(k− 2)+ 2)(p+ 1)k−1 + p(5k− 4)+ p2 + k(4k− 7)]
:= (p+ 1)|Ek−1,n,p(z)| + Akn2 (p+ 1)
k−1 + Bk,p
n2
,
where Ak = (k− 1)[4(k− 1)(k− 2)+ 2] and Bk,p = (k− 1)[p(5k− 4)+ p2 + k(4k− 7)].
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Since E0,n(z) = E1,n(z) = 0, for any z ∈ C and Ak, Bk,p are increasing as functions of k, by writing the last inequality for
k = 2, 3, . . . ,we easily obtain, step by step the following
|Ek,n,p(z)| ≤ (p+ 1)
k−1
n2
(
k∑
j=2
Aj
)
+ (p+ 1)
k−2
n2
(
k∑
j=2
Bk,p
)
≤ (p+ 1)
k−1
n2
(k− 1)Ak + (p+ 1)
k−2
n2
(k− 1)Bk,p.
This inequality combined with that from the beginning of the proof immediately implies the required estimate in
statement.
Note that since f (4)(z) =∑∞k=4 ckk(k−1)(k−2)(k−3)zk−4 and the series is absolutely convergent for all |z| ≤ p+1 < R,
it easily follows the finiteness of the involved constants in the statement. 
Remarks. (1) Taking now p = 0 in Theorem 2.2, we get the Voronovskaja-type estimate in [4], but with a better constant
here.
(2) If in the hypothesis of Theorem 2.2 we consider 1 ≤ r with r(p + 1) < R then by similar reasoning we obtain an
estimate of the form∣∣∣∣Sn,p(f )(z)− f (z)− pnzf ′(z)− z(1− z)2n f ′′(z)
∣∣∣∣ ≤ Mr,p(f )n2 ,
valid for all |z| ≤ r , n ∈ N and p ∈ N⋃{0}, whereMr,p(f ) > 0 is a constant independent of n and z.
(3) Defining themth iterates by mSn,p(f )(z), it is natural to ask about their convergence (asm→∞). In the case of p = 0
(i.e. the case of the Bernstein polynomials), convergence results for the iterates were proved in [4]. Unfortunately, in the
case of p > 0 this convergence seems to not hold. Indeed, reasoning exactly as in the proof of Theorem 2.1, we easily get by
recurrence that
| mSn,p(ek)(z)| ≤ rk(p+ 1)mk, for allm, n, k ∈ N,
which immediately implies that for any f , the sequence ( mSn,p(f ))m∈N is not necessarily bounded with respect to m in the
case of p > 0.
At the end of this section the exact order of approximation by complex Bernstein–Schurer polynomials is obtained.
Theorem 2.3. For fixed p ∈ N⋃{0} and R > p+ 1 let us denote DR = {z ∈ C; |z| < R} and let us suppose that f : DR → C is
analytic in DR, i.e. f (z) = ∑∞k=0 ckzk, for all z ∈ DR. Assume that we have 1 ≤ r and r(p + 1) < R. If f is not a polynomial of
the form f (z) = c12p+1 · (z − 1)2p+1 + c2, with arbitrary complex constants c1 and c2, then for any r ∈ [1, R) we have
‖Sn,p(f )− f ‖r ≥ Cr,p(f )n , n ∈ N,
where the constant Cr,p(f ) depends only on f , p and r.
Proof. For all z ∈ DR and n ∈ Nwe have
Sn,p(f )(z)− f (z) = 1n
{
pzf ′(z)+ z(1− z)
2
f ′′(z)+ 1
n
[
n2
(
Sn,p(f )(z)− f (z)− pzn f
′(z)− z(1− z)
2n
f ′′(z)
)]}
.
In what follows we will apply to this identity the following obvious property :
‖F + G‖r ≥ | ‖F‖r − ‖G‖r | ≥ ‖F‖r − ‖G‖r .
Denoting
Hn,p(f )(z) = Sn,p(f )(z)− f (z)− pzn f
′(z)− z(1− z)
2n
f ′′(z),
it follows that
‖Sn,p(f )− f ‖r ≥ 1n
{∥∥∥∥pe1f ′ + e1(1− e1)2 f ′′
∥∥∥∥
r
− 1
n
[
n2
∥∥Hn,p(f )∥∥r]} .
Taking into account that by hypothesis f is not a polynomial in DR of the form f (z) = c12p+1 · (z − 1)2p+1 + c2, with
arbitrary complex constants c1 and c2, we get
∥∥∥pe1f ′ + e1(1−e1)2 f ′′∥∥∥r > 0. Indeed, supposing the contrary it follows that
pzf ′(z) + z(1−z)2 f ′′(z) = 0 for all z ∈ Dr . After simplification with z 6= 0 and the substitution y(z) = f ′ we get the
differential equation with separable variables py + 1−z2 y′ = 0. This immediately implies y(z) = c1(z − 1)2p and therefore
f (z) = c12p+1 · (z − 1)2p+1 + c2, for all z ∈ Dr , a contradiction.
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But by Remark 2 after the proof of Theorem 2.2 we have
n2
∥∥Hn,p(f )∥∥r ≤ Mr,p(f ).
Therefore, there exists an index n0 depending only on f and r , such that for all n ≥ n0 we have∥∥∥∥pe1f ′ + e1(1− e1)2 f ′′
∥∥∥∥
r
− 1
n
[
n2
∥∥Hn,p(f )∥∥r] ≥ 12
∥∥∥∥pe1f ′ + e1(1− e1)2 f ′′
∥∥∥∥
r
,
which immediately implies
‖Sn,p(f )− f ‖r ≥ 1n ·
1
2
∥∥∥∥pe1f ′ + e1(1− e1)2 f ′′
∥∥∥∥
r
, ∀n ≥ n0.
For n ∈ {1, . . . , n0 − 1} we obviously have ‖Sn,p(f ) − f ‖r ≥ Ar,n,p(f )n with Ar,n,p(f ) = n · ‖Sn,p(f ) − f ‖r > 0, which finally
implies ‖Sn,p(f )− f ‖r ≥ Cr,p(f )n for all n, where
Cr,p(f ) = min
{
Ar,1,p(f ), . . . , Ar,n0−1,p(f ),
1
2
∥∥∥∥pe1f ′ + e1(1− e1)2 f ′′
∥∥∥∥
r
}
.
This completes the proof. 
Combining now Theorem 2.3 with Theorem 2.1 we immediately get the following.
Corollary 2.4. For fixed p ∈ N⋃{0} and R > p+ 1 let us denote DR = {z ∈ C; |z| < R} and let us suppose that f : DR → C is
analytic in DR, i.e. f (z) = ∑∞k=0 ckzk, for all z ∈ DR. Assume that we have 1 ≤ r and r(p + 1) < R. If f is not a polynomial of
the form c12p+1 · (z − 1)2p+1 + c2 with arbitrary complex constants c1, c2, then for any r ∈ [1, R) we have
‖Sn,p(f )− f ‖r ∼ 1n , n ∈ N,
where the constants in the equivalence depend only on f , p and r.
Concerning the derivatives of complex Bernstein–Schurer polynomials we can prove the following result.
Theorem 2.5. For fixed p, q ∈ N⋃{0} and R > p+ 1 let us denote DR = {z ∈ C; |z| < R} and let us suppose that f : DR → C
is analytic in DR, i.e. f (z) =∑∞k=0 ckzk, for all z ∈ DR. Assume that 1 ≤ r < r1 ≤ r1(p+ 1) < R.
If f is not a polynomial of the form c12p+1 · (z − 1)2p+1 + c2 + Qq−1(f )(z), where Qq−1(z) = 0 if q = 0, 1 and
Qq−1(z) =∑q−1k=1 a∗kzk if q ≥ 2, then we have
‖S(q)n,p(f )− f (q)‖r ∼
1
n
,
where the constants in the equivalence depend on f , r , r1, p and q.
Proof. Taking into account the upper estimate in Theorem 2.1, it remains to prove the lower estimate only.
Denoting by Γ the circle of radius r1 > r and center 0, since for any |z| ≤ r and v ∈ Γ , we have |v − z| ≥ r1 − r , by
Cauchy’s formulas it follows that for all |z| ≤ r and n ∈ N, we have
[Sn,p(f )](q)(z)− f (q)(z) = q!2pi
∫
Γ
Sn,p(f )(v)− f (v)
(v − z)q+1 dv.
As in the proof of Theorem 2.3 and keeping the notation there for Hn,p(f )(z), for all v ∈ Γ and n ∈ Nwe have
Sn,p(f )(v)− f (v) = 1n
{
pvf ′(v)+ v(1− v)
2
f ′′(v)+ 1
n
[
n2Hn,p(f )
]}
,
which replaced in the above Cauchy’s formula implies
S(q)n,p(f )(z)− f (q)(z) =
1
n
{
q!
2pi i
∫
Γ
pvf ′(v)+ v(1−v)f ′′(v)2
(v − z)q+1 dv +
1
n
· q!
2pi i
∫
Γ
n2Hn,p(f )(v)
(v − z)q+1 dv
}
= 1
n
{[
pzf ′(z)+ z(1− z)
2
f ′′(z)
](q)
+ 1
n
· q!
2pi i
∫
Γ
n2Hn,p(f )(v)
(v − z)q+1 dv
}
.
Passing now to ‖ · ‖r it follows that
‖S(q)n,p(f )− f (q)‖r ≥
1
n
{∥∥∥∥∥
[
pe1f ′ + e1(1− e1)2 f
′′
](q)∥∥∥∥∥
r
− 1
n
∥∥∥∥ q!2pi
∫
Γ
n2Hn,p(f )(v)
(v − z)p+1 dv
∥∥∥∥
r
}
,
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where by using the Remark 2 after the proof of Theorem 2.2 we get∥∥∥∥ q!2pi
∫
Γ
n2Hn,p(f )(v)
(v − z)q+1 dv
∥∥∥∥
r
≤ q!
2pi
· 2pir1
(r1 − r)q+1Mr1,p(f ) ≤
Mr1,p(f )q!r1
(r1 − r)q+1 .
But by the hypothesis on f we have
∥∥∥∥[pe1f ′ + e1(1−e1)2 f ′′](q)∥∥∥∥
r
> 0.
Everywhere we can suppose that p 6= 0 since that case (i.e. the case of the classical Bernstein polynomials) was solved
in [2].
Indeed, the case q = 0was settled by Theorem 2.3. Let q = 1. Supposing the contrary it follows that pzf ′(z)+ z(1−z)2 f ′′(z)
is a constant. Clearly, this is possible only if f ′ = f ′′ = 0 (since contrariwise pzf ′(z)+ z(1−z)2 f ′′(z) is a polynomial of degree
at least 1, which cannot be equal to a constant). But this implies that the constant must be necessarily zero, that is
pzf ′(z)+ z(1− z)
2
f ′′(z) = 0,
and reasoning as in the proof of Theorem 2.3 we get that f (z) = c12p+1 · (z − 1)2p+1 + c2, contradicting the hypothesis.
Now let q ≥ 2. Supposing that∥∥∥∥∥
[
pe1f ′ + e1(1− e1)2 f
′′
](q)∥∥∥∥∥
r
= 0,
it follows that pzf ′(z)+ z(1−z)2 f ′′(z) is a polynomial of degree≤ q− 1 (without free term), that is
pzf ′(z)+ z(1− z)
2
f ′′(z) = Qq−1(z) =
q−1∑
k=1
akzk.
This is an inhomogeneous linear differential equation, therefore its general solution is of the form f (z) = B(z) + P∗q−1(z),
where B(z) is the general solution of the homogeneous equation pzf ′(z)+ z(1−z)2 f ′′(z) = 0 and P∗q−1(z) is a particular solution
of the inhomogeneous differential equation.
On the one hand, by the proof of Theorem 2.3 we have B(z) = c12p+1 · (z − 1)2p+1 + c2. On the other hand, we seek the
particular solution under the form Pq−1(z) =∑q−1k=1 a∗kzkwhich replaced in the inhomogeneous equation produces by simple
calculation (identification of coefficients) a compatible linear algebraic system of q − 1 equations with q − 1 unknown a∗k .
This shows that f (z) is of the form
f (z) = c1
2p+ 1 · (z − 1)
2p+1 + c2 +
q−1∑
k=1
a∗kz
k,
a contradiction.
Therefore, the first conclusion is that in all the cases we have∥∥∥∥∥
[
pe1f ′ + e1(1− e1)2 f
′′
](q)∥∥∥∥∥
r
> 0.
In continuation, reasoning exactly as in the proof of Theorem 2.3, we immediately get the desired conclusion. 
3. Approximation by Kantorovich–Schurer polynomials
For our purpose, the next result also will be useful.
Theorem 3.1. Denoting F(z) = ∫ z0 f (t)dt, we have the relationship
KSn,p(f )(z) = S ′n+1,p(F)(z), z ∈ C.
Proof. We have
S ′n+1,p(F)(z) =
n+p+1∑
k=0
(
n+ p+ 1
k
)
kzk−1(1− z)n+p+1−k
∫ k/(n+1)
0
f (t)dt
−
n+p+1∑
k=0
(
n+ p+ 1
k
)
zk(n+ p+ 1− k)(1− z)n+p−k
∫ k/(n+1)
0
f (t)dt := s1 − s2.
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Since (
n+ p+ 1
k
)
k = k(n+ p+ 1)!
k!(n+ p+ 1− k)! = (n+ p+ 1)
(
n+ p
k− 1
)
,
we observe that in the first sum above s1 we can take k = 1, . . . , n+ p− 1 so that we can make the substitution k− 1 = j.
Also, it follows that(
n+ p+ 1
k
)
(n+ p+ 1− k) = (n+ p+ 1− k)(n+ p+ 1)!
k!(n+ p+ 1− k)! = (n+ p+ 1)
(
n+ p
k
)
,
where in the second sum above s2 we can take k = 0, . . . , n+ p.
Replacing these in the both sums above s1 and s2, we easily arrive to the required formula. 
In what follows, for SKn,p(f )(z) upper estimates with explicit constants in approximation and in Voronovskaja’s theorem
can be derived.
Theorem 3.2. For fixed p ∈ N⋃{0} and R > p+ 1 let us denote DR = {z ∈ C; |z| < R} and let us suppose that f : DR → C is
analytic in DR, i.e. f (z) =∑∞k=0 ckzk, for all z ∈ DR. Assume that we have 1 ≤ r < r1 ≤ (r1 + 1)p < R.
(i) For all |z| ≤ r and n, j ∈ N, we have
|KS(j)n,p(f )(z)− f (j)(z)| ≤
C (p)2,r1,n(f )(j+ 1)!r1
(r1 − r)j+2 ,
where
0 < C (p)2,r1,n(f ) =
∞∑
k=1
|ck−1|
k
{
2k(k− 1)
n+ p [(p+ 1)r1]
k + 1
n
[(p+ 1)r1]k − r
k
1
n
}
<∞.
(ii) For all |z| ≤ 1 and n, j ∈ N, we have∣∣∣∣KSn,p(f )(z)− f (z)(1+ pn+ 1
)
− f ′(z)
[
pz
n+ 1 +
1− 2z
2(n+ 1)
]
−f ′′(z) · z(1− z)
2(n+ 1)
∣∣∣∣ ≤ C∗p (f )(n+ 1)2 · r1(r1 − 1)2 ,
where
C∗p (f ) =
∞∑
k=2
|ck−1|
k
[
(k− 1)Ak(p+ 1)k−1 + (k− 1)Bk,p(p+ 1)k−2
]
<∞,
Ak = (k− 1)[4(k− 1)(k− 2)+ 2] and Bk,p = (k− 1)[p(5k− 4)+ p2 + k(4k− 7)].
Proof. (i) Combining Theorem 3.1 with Theorem 2.1 we obtain
|KS(j)n,p(f )(z)− f (j)(z)| = |S(j+1)n+1,p(F)(z)− F (j+1)(z)| ≤
M(p)2,r1,n(F)(j+ 1)!r1
(n+ 1)(r1 − r)j+2 ,
where
0 < M(p)2,r1,n(F) =
∞∑
k=1
|Ck|
{
2k(k− 1)
n+ p [(p+ 1)r1]
k + 1
n
[(p+ 1)r1]k − r
k
1
n
}
<∞.
Here F(z) =∑∞k=0 Ckzk, z ∈ DR, which implies
F(z) =
∫ z
0
[ ∞∑
k=0
cktk
]
dt =
∞∑
k=0
ck
k+ 1 z
k+1 =
∞∑
k=1
ck−1
k
zk,
and therefore Ck = ck−1k . Replacing above we get the required inequality in the statement of (i).
(ii) Replacing in Theorem 2.2 n by n+ 1 and f by F , for all |z| ≤ 1 and n ∈ N, we obtain∣∣∣∣Sn+1,p(F)(z)− F(z)− pn+ 1 zF ′(z)− z(1− z)2(n+ 1)F ′′(z)
∣∣∣∣ ≤ Mp(F)(n+ 1)2 ,
where 0 < Mp(F) has the formula in the statement of Theorem 2.2 and F(z) = ∑∞k=0 Ckzk, z ∈ DR. Here from the above
point (i) we have Ck = ck−1k , therefore replacing Ck in the formula forMp(F), we obtain the formula ofMp(F) as function of
f . Denote for clarity after this replacement,Mp(F) := C∗p (f ).
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Let Γ be the circle of radius r1 > 1 and center 0, and denote
En(F)(z) = Sn+1,p(F)(z)− F(z)− pn+ 1 zF
′(z)− z(1− z)
2(n+ 1)F
′′(z).
Since for any |z| ≤ 1 and v ∈ Γ , we have |v − z| ≥ r1 − 1, by Cauchy’s formula it follows that for all |z| ≤ 1 and n ∈ N, we
obtain
|E ′n(F)(z)| =
1
2pi
∣∣∣∣∫
Γ
En(f )(z)
(v − z)2 dv
∣∣∣∣ ≤ C∗p (f )(n+ 1)2 · 12pi · 2pir1(r1 − 1)2
= C
∗
p (f )
(n+ 1)2 ·
r1
(r1 − 1)2 .
But by Theorem 3.1 and by the definition of F we immediately obtain
E ′n(F)(z) = KSn,p(f )(z)− f (z)
(
1+ p
n+ 1
)
− f ′(z)
[
pz
n+ 1 +
1− 2z
2(n+ 1)
]
− f ′′(z) · z(1− z)
2(n+ 1) ,
which proves the theorem. 
Combining now Theorem 3.1 with Theorem 2.5 we immediately obtain the following exact order of approximation.
Corollary 3.3. For fixed p ∈ N⋃{0} and R > p+ 1 let us denote DR = {z ∈ C; |z| < R} and let us suppose that f : DR → C is
analytic in DR, i.e. f (z) =∑∞k=0 ckzk, for all z ∈ DR. Assume that we have 1 ≤ r and r(p+ 1) < R.
(i) If f is not a polynomial of the form c12p+1 · (z − 1)2p+1 + c2 with arbitrary complex constants c1, c2, then we have
‖KSn,p(f )− f ‖r ∼ 1n , n ∈ N,
where the constants in the equivalence depend only on f , p and r.
(ii) Let j ≥ 1. If f is not a polynomial of the form
f (z) = c1(z − 1)2p + a∗1, if j = 1,
and of the from
f (z) = c1(z − 1)2p +
j−1∑
k=1
ka∗kz
k−1, if j ≥ 2,
then
‖KS(j)n,p(f )− f (j)‖r ∼
1
n
,
where the constants in the equivalence depend only on f , p, j and r.
Proof. (i) By Theorem 3.1 and by Theorem 2.5 written for q = 1 and n replaced by n+ 1, we obtain
‖KSn,p(f )− f ‖r = ‖S ′n+1,p(F)(z)− F ′‖r ∼
1
n+ 1 ∼
1
n
.
(ii) By Theorem 3.1 and by Theorem 2.5 written for q = j+ 1 and n replaced by n+ 1, we obtain
‖KS(j)n,p(f )− f (j)‖r = ‖S(j+1)n+1,p(F)− F (j+1)‖r ∼
1
n+ 1 ∼
1
n
,
if F(z) = ∫ z0 f (t)dt is not a polynomial of the form
F(z) = c1
2p+ 1 · (z − 1)
2p+1 + c2 +
j∑
k=1
a∗kz
k,
which by differentiation implies that f is not a polynomial of the form
f (z) = c1(z − 1)2p + a∗1, if j = 1,
and of the from
f (z) = c1(z − 1)2p +
j−1∑
k=1
ka∗kz
k−1, if j ≥ 2.
The corollary is proved. 
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