I. Introduction
The semiconductor technology development makes it possible to fabricate integrated circuits (ICs) with billions of transistor. In order to enhance performance (the overall throughput of jobs), it is increasingly common to use the high transistor count to design ICs with multiple processors, so called multi-processor system-on-chips (MPSoCs).
Until recently, production test was sufficient to distinguish faulty ICs from fault-free ICs. However, for ICs fabricated in recent semiconductor technologies, production test only is no longer sufficient. Fault-tolerance, detection and handling of errors that occur during operation, is therefore increasingly important to consider [1] ; not only for safety-critical systems but also for general purpose (non safety-critical) systems.
Fault-tolerance is an active area [2] [3], and has been such for a long time [4] . However, most work has focused on safety-critical systems. For example, the architecture for the fighter JAS 39 Gripen contains seven hardware replicas [5] . Much research has been proposed to optimize faulttolerance for safety-critical systems [6] [7] [8] . Al-Omari et al. proposed a technique to handle a single error in multiprocessor systems while ensuring timing constraints, and Izosimov et al. proposed for hard real-time safetycritical applications the optimization of re-execution and roll-back recovery under the assumption that errors are detected and that the maximal number of faults are known [8] . Ejlali et al. explore the resource conflict between timeredundancy and dynamic voltage scaling [9] and Cai et al. study fault-tolerant cache design [10] .
For a general purpose system, for example a mobile phone, redundancy such as the one used in JAS 39 Gripen, seven hardware replicas, is unimaginable. Further, for general purpose systems, the average execution time (AET) is more important than meeting hard deadlines. For example, a mobile phone user can usually accept a slight and temporary performance degradation in order to be ensured fault-free operation.
In order to design a fault-tolerant general purpose MPSoC there is a need of a mathematical framework for analysis, evaluation and exploration of fault-tolerance versus AET. In this paper we define a mathematical framework where we assume given is a number of jobs to be executed on an MPSoC and a soft (transient) error probability.
The main contributions of this paper are:
• given a job and an error probability, we define a mathematical formula that makes it possible to find the optimal number of checkpoints for the job in respect to AET when employing rollback recovery with checkpointing (RRC). The AET formulation includes bus communication overhead.
• given a job and an error probability, we define a mathematical formula that makes it possible to analyze the AET for the job using various number of processors (replicas). The AET formulation includes bus communication overhead.
The rest of the paper is organized as follows. The preliminaries for the MPSoC, jobs, error probability, error detection and error handling are described in Section II. In Section III, the job-level optimization is presented. Given is a job, an error probability, and a number of processors, and we define formulas for AET for RRC and voting. The system-level optimization is in Section IV. We assume given is an MPSoC, a set of jobs, and an error probability, and the objective is to assign jobs to the processors such that AET is minimal while ensuring fault-tolerance. The paper is concluded in Section V.
II. Preliminaries
For the MPSoC, we assume that n processors are connected by a bus as shown in Figure 1 . Each processor node has its own private memory and there is a common shared memory. Bus communication, processor to shared memory, involves an overhead denoted by τ b , which we assume to be equal to 5µs.
We assume that given is P τ , which denotes the probability of error-free execution for τ time units on any of the processors in the MPSoC. The probability that a job with longer execution time is impacted by an error is higher than that of a shorter job. For each job, we assume given is the error-free execution execution time T . And, for a given job with error-free execution T , the probability of fault-free execution P is given by:
In the paper, we make use of the fault-tolerant schemes rollback-recovery with checkpointing (RRC) and voting (both detailed in Section III). Both schemes require test evaluation to determine if errors have occurred. For test evaluation, we assume a common test evaluator for the MPSoC, which is connected to the shared memory (as shown in Figure 1 ). The test evaluator can compare the contexts of two or more processors. A context is a snapshot of a processor's registers. Such snapshots are used by operating systems when switching jobs, that is saving the state of one job and restoring another preempted job. We make use of the contexts to detect if errors have occurred. For example, if a given job is executed on two processors, the contexts of the processors should after the execution in the error-free case not differ. However, if the contexts differ, at least one error has occurred.
We use the following two assumptions regarding errors:
• An error may occur at any time during the execution of a job on a processor. Hence, we do not consider errors that occur during bus communication and test evaluation. For such errors, we assume that errortolerant techniques can be applied.
• The fault effect (captured by the context of a processor) from any error is different. We assume that it is so extremely unlikely that the fault effect (the context of a processor) of errors will be exactly the same and will not differ in a single bit that such case can be neglected. Hence, if a given job is executed on two processors, and if one error or more errors occur in the two processors, we assume that the processor's contexts, which contain the fault effect, are different.
The overhead involved for comparing contexts is denoted by τ c , which we in this paper assume to be equal to 10µs.
III. Job-level Optimization
In this section, we define formulas useful for the AET analysis of a job's requirements on fault-tolerance when using rollback recovery with checkpointing (RRC) and voting (active replication).
A. Rollback-Recovery with Checkpointing (RRC)
In RRC, a given job with fault-free execution time T is divided into n c execution segments (ESs). The errorfree execution time of an ES is therefore t = T /n c . In conjunction to each ES, a checkpoint is inserted, hence n c checkpoints are added. The job is simultaneously executed on two processors. When an ES has been executed and a checkpoint is reached, the status of the two processors are compared against each other. As discussed above, we assume that test evaluation ( Figure 1 ) handles the error detection by comparing the contexts of the two processors.
Checkpointing imposes an overhead that comes from the bus communication for transferring the context of a processor to the shared memory (τ b ), the time to compare contexts (error detection)(τ c ), and the checkpoint overhead (τ oh ), which is to load and start a new ES in case of no error or to load and restart at the previous checkpoint if one or more errors have been detected. Figure 2 exemplifies the execution of ESs and checkpoints. Execution segment ES 1 is error-free and after checkpoint overhead, execution segment ES 2 is executed. An error occurs during ES 2 , and the error is detected by the test evaluation during the following checkpoint. Due to the error, ES 2 has to be re-executed, which means the processors should start the execution from the previous checkpoint, which is known to be error-free. Restarting at a checkpoint means that the context of the processors have to be loaded with context saved at the checkpoint.
Given a job with error-free execution time T , the probability of no error P is given from Eq. (1). The errorfree execution time of any of the n c execution segments is t = T /n c and the probability of error-free execution of an ES executed on one processor is given by: The probability of error-free execution of an ES implies that both processors are error-free, hence P s = p 2 (P s is illustrated in Figure 3 ). Given P s , the error probability is given as:
A high number of checkpoints gives less time in each execution segment (t), and in case of an error there is therefore a lower re-execution penalty as less instructions are to be re-executed. However, a high number of checkpoints increases the bus communication overhead. In order to be able to analyze the AET for RRC, we need expressions for the AET (E[T exe,rr ]) of a job executed with n c checkpoints and total AET (E[T tot,rr ]) when also bus communication overhead is included.
The AET (E[ES]) for one execution segment is computed by Eq. (3) and Eq. (4).
where k is an iteration variable as an error may occur at any time.
Given AET for one ES (Eq.(4)), the AET (E[T exe,rr ]) for a job at n c checkpoints is:
Checkpoints impose communication overhead. At each of the n c checkpoints, each of the two processors has overhead corresponding to τ b + τ c + τ oh (as discussed above). Given Eq. (5), the communication overhead E[T com,rr ] is given as:
by exchanging T to 2×τ b +τ c +τ oh (overhead) and multiply by n c (checkpoints).
The total AET including communication overhead (E[T tot,rr ]) is given by combining Eq. (5) and Eq. (6) as:
As Eq. (7) is in explicit form, the optimal number of checkpoints is given by finding the derivative. The derivative of Eq. (7) is given as:
In order to find the minimum of Eq. (7), we set the derivative (Eq. (8)) equal to zero and we get:
We have now defined an expression for finding the optimal number of checkpoints when using RRC for a given job and an error probability.
For a given job with T = 500µs and a processor with P τ = 0.85, Figure 4 shows the AET for RRC at various number of checkpoints. Figure 4 clearly shows that there is a trade-off between the number of checkpoint and the bus communication in respect to AET. A high number of checkpoints reduces the AET; however, only to a given point where bus communication starts to dominate the AET.
The formulas defined in this section make it possible to define the optimal number of checkpoints for a given job and an error probability. 
B. Voting (Active replication)
In voting, a given job is executed on three or more processors, and at the end of the execution, majority voting determines the correct response. If triple modular redundancy is used, the job is executed on three processors, and if an error occur in one of the processors and no error occur in the others, the correct result is given by majority voting. If two errors occur in one processor and the other two operate correctly, a final result is produced. However, if two errors occur in two different processors, three different responses exist, and no final result can be produced. For safety-critical applications, the redundancy can be increased such that the probability of not being able to determine correct response is very low. However, for general purpose systems such redundancy is too costly and re-execution is the alternative. However, formulas for re-execution using voting for AET is needed.
We assume given is a job with error-free execution time T , an error probability P (computed by Eq. (1) The probability that voting cannot be used is when the result from all processors are different. It occurs in two cases:
• an error in all n p processors and • an error in all but one processor, and it is given as:
only one success (10) Eq. (10) gives all cases when voting cannot be used, hence re-execution is required. We use this to compute the expected execution time (AET), which is:
for the execution of a job with error-free execution time of T on n p processors. The communication overhead is given by:
where n p × τ b is due to that each processor needs to communicate its response over the bus to the shared memory.
The total expected execution time is given from Eq. (11) and Eq. (12) as: Figure 5 shows for a job with T = 500µs and processors with P τ = 0.85, the AET for voting at various number of processors. It comes clear that in voting there is a trade-off between the number of processors and the bus communication overhead. A high number of processors reduces the AET; however, only to a given point where bus communication starts to be the dominant contributer to AET. By the formulas defined in this section, it is possible to find the optimal number of processors for a given job at a certain error probability. 
IV. System-level Optimization
Above, we defined formulas to optimize the AET using RRC and voting for a given job and an error probability. In this section, we assume given is the formulas defined above, a set of jobs, an MPSoC, and an error probability. We define three problems, P v , P rrc , and P v+rrc , as:
• P v : Given that voting is to be used, the problem P v is to define the groups (clusters) of processors and assign jobs to each group (cluster),
• P rrc : Given that RRC is to be used, the problem P rrc is to select processor and the number of checkpoints for each job, and
• P v+rrc : The problem P v+rrc is to select voting or RRC for each job, and for each job using voting define clusters and assign jobs to the clusters, and for each job using RRC select the number of checkpoints and assign jobs to processors where the objective for each problem is to optimize the fault-tolerance such that the overall AET including bus communication is minimized. The problems P v , P rrc , and P v+rrc are NP-complete as equivalence between them and multiprocessor scheduling problem (MSP), which is known to be NP-complete [11] , can be shown as: a job is a job and a machine is a cluster of processors (group of processors).
We make use of integer linear programming (ILP) to exactly solve the problem. An ILP model can be described as follows: minimize: cx, subject to: Ax≤ b, such that x≥ 0, where c is a cost vector, A is a constraint matrix, b is a column vector of constants and x is a vector of integer variables.
We make use of the following ILP model: minimize: T subject to:
A ij = processing time if cluster i is assigned job j x ij = 1, if cluster i is assigned job j, otherwise 0 T = average execution time (AET).
From the model, m clusters and n jobs need m × n + 1 variables and m × n constraints. The problem size grows with m and n; however, in practice there is a limit on the number of jobs and especially on the number of processors in an MPSoC. And therefore ILP is justified.
For the experiments we assume: ten jobs with fault-free execution time (T ) of 500, 600, 700,..., 1400 µs per job, respectively, an MPSoCs where the number of processors (proc) is ranging from two to nine, the overhead to be: τ b = τ oh = 5µs and τ c = 10µs, and the probability of no error P τ =0.96. We make use of lp solve for the optimization [12] .
As reference point in the experiments, called P ref , we make use of a scheme using RRC with minimal bus communication; a single checkpoint (at the end of the job). We compare the results from the three problems (P v , P rrc and P v+rrc ) against P ref .
The results are collected in Tables 1 and 2 , and Figures 6 and 7. There is no result for P v at two processors as voting requires a minimum of three processors. Table 1 and Figure 6 show the AET for P v , P rrc , P v+rrc and P ref .
The results show that P v , P rrc and P v+rrc produce better results than P ref . The results for P v is slightly better and in some cases much better than those of P ref , while the results for P rrc and P v+rrc are significantly better than the results from P ref . Table 2 and Figure 7 show the relative improvement of P v , P rrc and P v+rrc against P ref . P rrc and P v+rrc produce results that are almost 50% better than those produced by P ref . The results from P v are in some cases almost as good as the results produced by P rrc and P v+rrc . However, often the results are only slightly better than P ref . The results indicate that voting is a costly fault-tolerant technique; hence P v does not generate as good results as P rrc , and the combination of voting and RRC (P v+rrc ) does not result in significantly better AET than P rrc . However, the results show that effective usage of P rrc significantly reduces AET. 
V. Conclusions
As semiconductor technology, on the one hand, makes it possible to increase the performance (throughput) by enabling multi-processor System-on-Chip (MPSoC), but, on the other hand, increases the sensitivity to errors, especially soft (transient) errors, there is a need of mathematical framework for cost-effective fault-tolerance analysis for MPSoCs that are to be used in general purpose applications.
For general purpose applications the average execution time (AET) for a system is most important while ensuring fault-tolerance. In this paper, we have defined formulas for the AET for a job using two fault tolerance techniques, rollback recovery with checkpointing (RRC) and voting (active replication) where we for each scheme include bus communication overhead. We also take the system 
