Abstract. We prove in ZFC that the box product of ω 1 many copies of ω + 1 is neither normal nor collectionwise Hausdorff. As an addendum to the proof, we show that if the cardinality of the continuum is 2 ω 1 , then these properties also fail in the closed subspace consisting of all functions which assume the value ω on all but countably many indices.
Introduction
History. More than thirty years have passed since A. H. Stone first raised the issue of normality and paracompactness in box products (1964, [Kn] ), and more than twenty years since Mary Ellen Rudin achieved the first breakthrough (1972, [Ru 1 ]) . A box product is a topological space which takes a cartesian product of spaces for the point-set, and takes an arbitrary cartesian product of open subsets for a base element; note that in contrast to the Tychonoff topology of pointwise convergence, each factor of a basic open set is permitted to be a proper subset of the factor space. Suppose Λ is a separable metric space and ν is a cardinal number. Let ν (Λ) denote the box product where ν is the index set and each factor is Λ ( ν Λ denotes the point-set consisting of all functions from ν into Λ). Is ν (Λ) normal (paracompact)? Rudin showed in the paper cited above that the answer is yes (for paracompact) if ν = ω, Λ is locally compact, and the Continuum Hypothesis (CH) holds. What happens if the index set is uncountable? This aspect of Stone's problem was mentioned in particular by Rudin in her Lectures on Set-Theoretic Topology (1975, [Ru 2 ]) . The purpose of the current paper is to show in ZFC that ω1 (ω + 1) is neither normal nor collectionwise Hausdorff (a space has the latter property provided that every closed discrete subset D can be separated, i.e., there is a 1-1 correspondence between D and a pairwise disjoint collection of open sets such that each point of D belongs to the corresponding set; and a subset D is discrete provided that each x ∈ D has a neighborhood disjoint from D\{x}). Note that ω1 (ω + 1) is homeomorphic to a closed subspace of ν (Λ) whenever ν ≥ ω 1 and Λ is a nondiscrete metric space.
Organization of the paper. We will need to put in place some fairly complicated machinery, so we begin by introducing just enough notation ( §1) to give an outline of the proof ( §2). The outline explains both the overall framework and the roles played by the various individual concepts; it is not intended as casual reading but as an important first step to understanding the full details of the proof.
As an additional aid to the reader, the section breakdown is designed to focus attention on each of the major ideas individually.
The proof of the main theorem can be modified to show that if c = 2 ω1 (as usual, c denotes 2 ω ), then, in the following closed subspace, normality and the collectionwise Hausdorff property also fail: {f ∈ ω1 (ω + 1) : |{α ∈ ω 1 : f (α) < ω}| ≤ ω} (the vertical bars denote the cardinality operator). Let P = {u ⊆ ω 1 : |u| = ω 1 } and let Q = {u ⊆ ω 1 : |u| = ω}. We obtain a proof of the second theorem from our proof of the first by replacing P everywhere by Q and relativizing all neighborhoods to the subspace. The paper has been written so that all else remains intact (see the corollary in §8).
At the end of the paper we discuss more of the history of the subject and some open (and in some cases longstanding) questions.
Notation and terminology
Subspaces and neighborhoods. We will use ω 1 × ω 1 for the index set. For each f : ω 1 × ω 1 → ω + 1, let Fin f be the restriction of f to { α, β ∈ ω 1 × ω 1 : f(α, β) < ω} (so Fin f is the part of f that assumes finite values and is a partial function with respect to ω 1 × ω 1 ). For each δ ∈ ω 1 , let Y δ = {f ∈ ω1×ω1 ω + 1 : ∃ε ∈ ω 1 [Dom Fin f ⊆ ({0} × ε) ∪ (δ\{0} × ω 1 )]} (for a function F, Dom F and Ran F denote the domain and range respectively). For each δ ∈ ω 1 and each f ∈ Y δ , let l(f ) be the least ε satisfying the above condition: so ∀β ≥ l(f ), f (0, β) = ω, and ∀β < l(f) ∃γ ≥ β [f(0, γ) < ω] . Note that l(f ) does not depend upon δ. Let X = {Y δ : δ ∈ ω 1 }.
For each f : ω 1 × ω 1 → ω + 1 and each g : ω 1 × ω 1 → ω where g extends Fin f , define the g-neighborhood of f by N (f, g) = {h ∈ ω1×ω1 ω + 1 : Fin h extends Fin f , and, ∀ α, β ∈ ω 1 × ω 1 , h(α, β) ≥ g(α, β)} (a function extends itself). Then Ran N is a base for the topology of ω1×ω1 (ω + 1), where each member is both open and closed (see Lemma 1). As a result of the extension property possessed by any function in a basic open set about f , we have that X and each Y δ (and any other set defined by constraining from above the domain of the finite part of the function) are closed in ω1×ω1 (ω + 1). We will use Cl to denote the closure operator for the box topology.
Extensions and membership with the exception of a single index.
= ω for every f ∈ F, and otherwise, Ψ(F)(α, β) = Lub{f (α, β) : f ∈ F and α, β ∈ Dom Fin f } (of course this least upper bound may equal ω also).
A sequence f n : n ∈ ω in X has a set-theoretical limit iff there is a fixed index α 0 , β 0 such that for each n ∈ ω, Fin f n+1 extends Fin f n off α 0 , β 0 , and the sequence of functional values f n (α 0 , β 0 ) : n ∈ ω is strictly increasing (and therefore) converging to ω. The set-theoretical value of the limit is the function Ψ(Ran f ); so the limit takes the functional value ω at α 0 , β 0 , the finite part of the limit extends the finite part of each term of the sequence off α 0 , β 0 , and the domain of the finite part of the limit is equal to {Dom Fin f n : n ∈ ω}\{ α 0 , β 0 }. (Note our use of the adjective set-theoretical to distinguish this concept from that of a limit point in the box topology.)
Ordinals. Subsets of ω 1 inherit a well-ordering. We give ω 1 the order topology and use interval notation for open, half-open, and closed intervals. Suppose Γ ⊆ ω 1 (included is the special case Γ = γ ∈ ω 1 ). With respect to the subspace topology, let L(Γ) = {δ ∈ Γ : δ is a limit point in Γ}, and let I(Γ) = Γ\L(Γ) (i.e., the set of all isolated points). We assume the usual ordinal addition and multiplication (exponentiation, however, always refers to cardinals).
We will also need the following function. Let θ : ω 1 → ω 1 be the unique function such that:
Outline of the proof
Trees. The heart of our proof that the box product is nonnormal is the recursive construction of a tree T, (Theorems 3, 4, and 5) where the point-set T is a closed and discrete subset of X (Theorem 6).
As usual, we mean that is transitive, reflexive, and antisymmetric, and for each f ∈ T , {g ∈ T : g ≺ f } is well ordered by ≺. For each f ∈ T, Ht(f ) is the order type of {g ∈ T : g ≺ f }; for each ordinal δ, Lev δ (T ) = {f ∈ T : Ht(f ) = δ}; and Ht(T ) is the least δ with Lev δ (T ) = ∅. For each f ∈ T and each δ ≤ Ht(f ), let Pred δ (f ) = g where g f and g ∈ Lev δ (T ).
A branch of T is the range of a 1-1 order-preserving function b : ν → T where ν ≤ Ht(T ) and for every µ ∈ ν, b(µ) ∈ Lev µ (T ) (for convenience, we will also refer to the function b as a branch of T ); b is maximal iff b does not have a proper extension (for our construction below, this is equivalent to the nonexistence of an upper bound in T for Ran b).
Strategy.
After constructing the tree, we then show that for every E : T → ω1×ω1 ω where for each f , E(f ) extends Fin f , there is an order-preserving sequence h n : n ∈ ω in T (i.e., for each n ∈ ω, h n ≺ h n+1 ) possessing a set-theoretical limit such that each neighborhood of the limit intersects N (h n , E(h n )) for all but finitely many n. This result (Theorem 7) and the fact that T is closed and discrete prove the failure of paracompactness and also serve as an auxiliary lemma for the nonnormality proofs in § §7 and 8. The next step is to show that while T can be separated, it is also possible to partition T into two disjoint sets such that h n : n ∈ ω is forced to alternate between the two sets (Theorem 8). Since every subset of T is closed, the failure of normality is a corollary. We give a second proof of nonnormality by showing that T cannot be separated from every closed set in its complement. Let T be the set-theoretical derived set of T ; i.e., T is the set of all set-theoretical limits of sequences of points in T . The set T is also closed and discrete; and disjointness between T and T is built into the fact that each limit lives at the end of a maximal branch in T . In light of Theorem 7, T and T cannot be separated which simultaneously proves the failure of normality and the collectionwise Hausdorff property (Main Theorem, §8).
Details.
We now outline some of the properties of the tree that will enable us, given an open cover, to construct a corresponding sequence h n : n ∈ ω as described in the subsection on strategy. The height of the tree is ω 1 , each point has 2 ω1 immediate successors, and every branch is countable.
, and Ht(f ) = θ(l(f)); moreover, we define about f an open-closed set U (f ) with the following properties. For all f, g ∈ T :
(1) if f = g, then U(f) and U(g) are either comparable (with respect to proper set inclusion) or disjoint; and (2) U (g) ⊆ U (f ) iff f g. Also, the intersection of each nested collection in Ran U is open. For each f ∈ T , the set of all immediate successors of f has two key features which reflect the basic obstacles which must be overcome: the fact that we cannot determine in advance either the fixed index α 0 , β 0 where h n (α 0 , β 0 ) : n ∈ ω is increasing, or the open cover (defined by E).
Let f, g ∈ T with g an immediate successor of f . Then l(g) = l(f)+ ω, and there exists λ < l(f) such that Fin g extends Fin f off 0, λ , and g(0, λ) = f(0, λ) + 1. Thus, each immediate successor looks below 0, l(f) to increase exactly one value. This process defines a regressive function ρ(g) which extends ρ(f ). We impose on these functions a requirement of gap preservation: a regressive function r is gap preserving provided that for all limit ordinals δ and ε in Dom r with δ < ε, r(ε) / ∈ (r(δ), δ] (i.e., the half-open interval with endpoints r(δ) and δ) (the special properties of these functions are described in Theorems 1 and 2). As a consequence of gap preservation, the set of indices on which an immediate successor is permitted to increase the value has the order type of a simple sequence and is cofinal in { 0, β : β < l(f)}. The immediate successor set of f is thereby partitioned into countably many levels according to the index on which the value is changed. So the relationship between each point of the tree and its predecessors is described by a regressive function; this is the first of the two features referred to above.
A branch of the tree terminates as soon as the value of one particular index has been increased an infinite number of times. Each function looking back to this particular index has an immediate predecessor. The sequence of predecessors, h n : n ∈ ω , has a set-theoretical limit. Let k be the value of the limit, and let α 0 , β 0 be the fixed index on which the functions are strictly increasing (so
) for all but finitely many n; the second feature (referred to above) guarantees that we can satisfy the antecedent of this conditional.
For each f ∈ T and each immediate successor g, a function A(g) : ω 1 × ω 1 → ω is defined so that A(g) extends Fin g and the following conditions are satisfied (for the clauses below, we will say that a function G dominates a function F provided that, at each argument, the value of G is greater than or equal to the value of F ):
(1) Suppose f ∈ T , λ < l(f), and g is an immediate successor of f which looks back to 0, λ to increase the value. Then for each of the finitely many predecessors g 0 of f where g 0 looks back to either 0, λ or an allowable index preceding 0, λ , g dominates A(g 0 ).
(2) Suppose E is a function defining a basic open cover of T . Then for each f ∈ T, there is an immediate successor g such that, A(g) dominates E(f ) (this together with the fact that
So the function A allows us to code open sets with points (we chose ω 1 × ω 1 for the index set to facilitate the definition of A); and each open cover thereby determines a subordinate subtree (i.e., the set of all j ∈ T such that, for each f and g with f ≺ g j and g an immediate successor of f, A(g) dominates E(f )). Every maximal branch of the subtree contains the range of a sequence h n : n ∈ ω with the required properties.
Regressive functions
Gap preserving regressive functions. For each γ ∈ L(ω 1 ) with γ > ω, let Reg γ be the set of all functions r :
, each point inverse set of r restricted to δ is finite. By (1), r is regressive. By (2), every time a gap is created we prohibit the mapping of larger arguments into the gap. By (3), a function in Reg γ with an infinite pointinverse set does not have any proper extensions in Reg δ for δ > γ (since an infinite point-inverse set is necessarily cofinal in the domain).
For each γ and each r ∈ Reg γ , let τ(r) = {δ ∈ I(γ) : ∀ε ∈ L(γ) with ε > δ, r(ε) ≥ δ}. This definition depends only upon r since γ = ε + ω if ε is the largest element in Dom r, and γ = Lub Dom r if there is no largest element. Note that in the former case, τ (r) is always infinite; moreover, τ (r)\ Ran r is infinite. Also note that every proper extension of r maps the argument γ into τ (r) and maps every point above γ either into τ (r) or to some other point above γ.
If τ (r) is infinite, then let σ(r) : ω → τ(r) be the (unique onto) order-isomorphism (see Theorem 2 below). Theorem 1. Suppose γ ∈ L(ω 1 ) with γ > ω, and r ∈ Reg γ . Then the following are equivalent :
(1) τ (r) is finite; (2) there exists µ ∈ Ran r such that r −1 (µ) is order-isomorphic to ω, and for each ν ∈ Ran r with ν = µ, r −1 (ν) is finite.
Theorem 2. Suppose γ ∈ L(ω 1 ) with γ > ω, and r ∈ Reg γ . Then the following are equivalent :
is order-isomorphic to ω and cofinal in γ ; (3) each point-inverse set of r is finite;
Proof of Theorem 1. Suppose τ (r) is finite. We always have τ (r) = ∅ since 0 ∈ τ (r). Let µ be the largest point in τ (r). The following argument, due to the referee, is a simplification of the original. First note the following fact: by condition (3) in the definition of Reg, no point-inverse set of r has a limit point in γ. Let δ = Lub r −1 (µ). By the fact, either δ = γ or δ ∈ r −1 (µ); by gap preservation, the choice of δ, and µ ∈ τ(r), the second case implies that δ + 1 ∈ τ(r) contradicting the choice of µ. Hence r −1 (µ) is cofinal in γ and order-isomorphic to ω. Suppose ν < µ. Since µ ∈ τ(r), µ is an upper bound for r −1 (ν), so by the fact noted above, r −1 (ν) is finite. Suppose µ < ν < γ. Choose δ > ν with δ ∈ r −1 (µ). By gap preservation, δ is an upper bound for r −1 (ν), so as above, r −1 (ν) is finite. Suppose that clause (2) in Theorem 1 holds and τ (r) is infinite. Let λ be the limit of a strictly increasing sequence in τ (r). By the definition of τ and (1) in the definition of Reg, λ / ∈ Dom r, and therefore, λ = γ.
Proof of Theorem 2. Suppose τ (r) is infinite. As we argued in the last paragraph in the proof of Theorem 1, the range of any strictly increasing sequence in τ (r) is cofinal in γ, and this of course proves the existence of an order-isomorphism defined on ω and the nonexistence of a cofinal point-inverse set; so we have proofs of (1) ⇒ (2) and (1) ⇒ (3). Since it is both illustrative and central to our application below, we give a characterization of the isomorphism using point-inverse sets.
Define recursively ν : ω → τ (r) and λ : ω → γ by: ν 0 = 0 (the least point in τ (r)), and λ 0 is the largest point in r −1 (ν 0 ) if ν 0 ∈ Ran r, and λ 0 = ν 0 otherwise (existence of λ 0 in the first case follows from τ (r) ∩ (ν 0 , γ) = ∅); and for n > 0, ν n = λ n−1 + 1 (the least point in τ (r) ∩ (λ n−1 , γ)), and λ n is the largest point in r −1 (ν n ) if ν n ∈ Ran r, and λ n = ν n otherwise (existence of λ n follows from τ (r) ∩ (ν n , γ) = ∅). As noted above, Ran ν is cofinal in γ. By the minimality in the choice of ν, Ran ν = τ(r), so ν is an order-isomorphism. We also have explicit bounds on the point-inverse sets since for each n ∈ ω and each
For the remaining implications, (2) ⇒ (1) is immediate, and (3) ⇒ (1) follows from Theorem 1; (4) ⇒ (3) is also immediate.
Suppose (4) fails and choose δ ∈ L(γ) and ε : ω → L(γ) such that ε is strictly increasing and for each n ∈ ω, ε n ≥ δ while r(ε n ) < δ. Then by gap preservation, for each n ∈ ω, r(ε n+1 ) ≤ r(ε n ); so r has an infinite point-inverse set causing (3) to fail.
Construction of the tree
Auxiliary functions. We now define Lev δ (T ) : δ ∈ ω 1 and the partial order by recursion on δ. The definition requires four recursively defined auxiliary functions: ρ, A, M , and S. The limit case uses the restriction of ρ on levels below δ, and the successor case uses the restrictions of both ρ and A. Also for the successor case, M and S are defined explicitly in terms of ρ and A. We ultimately obtain:
(
, and Dom ρ = T ∪ {b : b is a branch in T } (the definition on T is extended to each branch by taking unions);
(2) A(g) : ω 1 × ω 1 → ω where A(g) is an extension of Fin g, and Dom A = {Lev δ (T ) : δ is a successor ordinal} (so g is an immediate successor of some f ); (3) M (f ) : ω 1 × ω 1 → ω ω, and Dom M = T ; and (4) S(f ) : ω × P → X, and Dom S = T (recall that P = {u ⊆ ω 1 : |u| = ω 1 }).
We define the set of all immediate successors of f to be Ran S(f ). The two key features of the immediate successor set of f discussed in the outline of the proof are reflected in the two arguments of the function S(f ).
Coding open sets.
The following notation will be used in the definitions of S and A to code open sets. Well order each of P and P ×2 ω1 in type 2 ω1 , and by recursion define t : P → P × 2 ω1 by letting t (u) be the least v, α such that u ⊆ v and v, α does not belong to the range of t restricted to the predecessors of u (note that t is a 1-1 correspondence). Let t be the composition of t followed by projection to the first coordinate.
Then t : P → P such that:
(1) ∀u ∈ P, u ⊆ t(u); and (2) ∀v ∈ P, |t −1 (v)| = 2 ω1 . We now partition each point-inverse set of t into c many parts so that each part has cardinality 2 ω1 . Let s : P → ω ω such that, for each ξ ∈ ω ω and each v ∈ P ,
Choice of a root. Let rt : ω 1 × ω 1 → ω + 1 be defined by rt(α, β) = 0 if α = 0 and β < ω, and rt(α, β) = ω otherwise. Let Lev 0 (T ) = {rt}; and let ρ(rt) be the empty function.
Successor case. Suppose δ ∈ ω 1 and for every ε ≤ δ, Lev ε (T ) ⊆ X has been constructed, along with the appropriate restrictions of ≺, ρ and A, so that for each h ∈ Lev ε (T ):
, and let r = ρ(f ).
(1) Definition of M (f ). Suppose δ = 0 (in which case, f = rt). Then for each α, β ∈ ω 1 × ω 1 and each n ∈ ω, let M(f) (α, β) 
, and let λ = n otherwise. Let S(f )(n, u) = g where g is defined by the following clauses.
We need two cases. Suppose δ ≥ ω. Then:
(2.7) ∀β ∈ ω 1 \u, g(δ, β) = ω; and (2.8) ∀ α, β with α > δ, g(α, β) = ω. Suppose δ < ω. Then in clauses (2.5) through (2.8), replace δ with δ + 1. All else remains intact.
Let (n, u) , let ρ(g) be the one point extension of r (= ρ(f )) where ρ(g)(γ) = σ(r)(n) for γ = l(f) and l(f) > ω, and ρ(g)(γ) = n for γ = l(f ) = ω (so the extension depends only upon the first argument).
(4) Definition of A. For g = S(f)(n, u), let A(g) : ω 1 × ω 1 → ω be the extension of Fin g such that, for each α, β ∈ ω 1 × ω 1 \ Dom Fin g, A(g)(α, β) = B(u)(α, β) (so in this case, the extension depends only upon the second argument).
Limit case. Suppose δ ∈ L(ω 1 ) and for every ε < δ, Lev ε (T ) has been constructed, along with the restrictions of ≺ and ρ, so that ρ is order-preserving with respect to ≺ in the domain and proper extension in the range.
For every branch b : δ → T , extend ρ (using the recursion hypothesis) by
Partition of the successor set. Suppose n ∈ ω and f, g ∈ T with f ≺ g. Let h = Pred δ+1 (g) where δ = Ht(f ). Then g is a level n successor of f iff, for some u ∈ P , h = S(f )(n, u). Thus every successor is classified by the level of the immediate successor through which it passes. If g is a level n successor of f , then
. This fact will be used in the proof that T is closed and discrete.
Also note that this partition defines an order-preserving function from T into the partial functions from ω 1 into ω partially ordered by extension: for each f ∈ T , send f tof where Domf = Ht(f ) and for each α ∈ Domf ,f (α) = n provided that f is a level n successor of Pred α (f ).
Theorem 3. The ordered pair T,
is a tree possessing the following properties (these results follow immediately from the definitions):
Theorem 4. Suppose f, g ∈ T, n ∈ ω, and g is a level n successor of f . Let λ be the strictly increasing sequence of ordinals defined by λ = σ(ρ(f )). Then:
( 
Proof. The proof is by induction on g with f and n held fixed. The first clause is immediate from the definitions. We assume (as an induction hypothesis) that f (0, β) < ω for each β < l(f); it then follows by clauses (2) and (3) of the theorem, and (2.0), (2.3) in the definition of S, that g(0, β) < ω for each β < l(g). We sketch the induction arguments for clauses (2) and (3) leaving the obvious induction hypothesis implicit. The successor case for (2) follows from ρ(g)(l(f )) = λ n , together with gap preservation and (2.2) in the definition of S. The limit case is immediate from the definition of Ψ. The successor case for (3) follows from (2.1) and (2.2) in the definition of S. For the limit case, each point-inverse set of ρ(g) is finite by Theorem 2 and (2.2) in Theorem 3, so as above, the result follows from the definition of Ψ.
To prove the fourth clause, let δ = Ht(f ) and let h = Pred δ+1 (g). By the second clause with h in the role of f ,
Theorem 5. Suppose b : ν → T is a branch of T . Then:
(1) b is maximal iff τ (ρ(b)) is finite; (2) ν < ω 1 (i.e., every branch is countable); and
Proof. The first property is by the definition of Lev δ (T ) for δ ∈ L(ω 1 ). The second follows from the first, Theorem 4(1), the fact that a regressive function defined on L(ω 1 ) has at least one infinite point-inverse set, and Theorem 1. The third clause follows from Theorem 4 and (2.5) in the definition of S.
Remark. Suppose b : ν → T is a branch of T . Then ρ(b)
has an infinite point-inverse set (and b is therefore maximal) iff there exist n ∈ ω and a strictly increasing cofinal sequence ε : ω → ν such that, for each m ∈ ω, b(ε m + 1) is a level n successor of b(ε m ); so a branch terminates as soon as for a fixed value of n, the branch passes through an infinite number of immediate level n successors. We can simultaneously have cofinal sequences as described above for more than one value of n, in which case, the least such value determines the ordinal with the infinite point-inverse set.
Closed and discrete point-set

Theorem 6. The point-set of the tree T, is closed and discrete.
(A proof is contained in Lemmas 1-7.)
Open-closed sets. For each f ∈ T , let U(f) be the set of all g :
and f is a level n successor of h; and for α satisfying 0
Lemma 1. Basic neighborhoods are closed ; for all f ∈ T , each of U(f) and V (f ) is both open and closed.
Proof. Let j be the partial function defined by the lower bound in condition (2) of the definition of U .
Each of N (f, g), U(f), and V (f ) is closed since
Lemma 2. Suppose f, g ∈ T . Then the following are equivalent :
(1) f g; (2) for each α, β with 0
and U (g) are either comparable (with respect to proper set inclusion) or disjoint.
Proof. For (1) ⇒ (2), see the definitions of S (clause (2.5)) and Ψ. For (2) ⇒ (1), suppose (2) holds. By Theorem 3(3), Ht(f ) ≤ Ht(g); and by Theorem 3(4), {h ∈ T : h f and h g} has a largest element k. We claim that Ht(f ) = Ht(k) forcing f = k. Otherwise, there exist n, u , m, v ∈ ω × P with Pred α+1 (f ) = S(k) (n, u) and Pred α+1 (g) = S(k) (m, v) where α = Ht(k); in turn, our hypothesis forces n = m and u = v, and this contradicts the choice of k.
For (1) ⇒ (3), the first two conditions for membership in U (f ) follow from (1) ⇔ (2), and the third from Theorem 4. To prove the converse, define k and α as in the first paragraph. Then either Ht(f ) = Ht(k), or Pred α+1 (g) = Pred α+1 (f ) (by (2.6) and (2.7) in the definition of S and (1) and (2) in the definition of U ) and as above this contradicts the choice of k.
, then by the equivalence of conditions (1) through (3), on those indices α, β , with α > 0, constrained by both U (f ) and U(g), there is agreement; and for α = 0, satisfaction of condition (3) for U (g) implies satisfaction of the same condition for U (f ) (by Theorem 4, again).
In light of the equivalence of conditions (1) through (4), the addendum follows from U (f ) ∩ U (g) = ∅ whenever f and g are distinct immediate successors of the same point (S-(2.6), (2.7) and U -(1), (2)).
Proof. If g satisfies U (f )-(3), then each point in {h : Fin h extends Fin g} satisfies the condition also. For the first two conditions, whenever two of the open sets both place a constraint on an index, their values coincide (as we first noted in the proof of Lemma 2).
Lemma 4. Suppose h ∈ Cl(T ). Then {f ∈ T : h ∈ U (f )} is a branch of T with a largest element.
Proof. Since T ⊆ U (rt) (Lemma 2) and U (rt) is closed (Lemma 1), h ∈ U (rt). The sets in Ran U are either comparable or disjoint (Lemma 2), so we can define a branch b : ν → T with Ran b = {f ∈ T : h ∈ U (f )}. The intersection {U (b(µ)) : µ ∈ ν} is an open set (Lemma 3) containing h. If b is maximal, then the intersection is disjoint from T (Lemma 2 again) contradicting h ∈ Cl(T ); so Ψ(b) ∈ T . If ν is a limit ordinal, then h ∈ {U (b(µ)) : µ ∈ ν}\U (Ψ(b)) which is also an open set disjoint from T (we are using Theorem 3(4) in addition to the preceding lemmas), again contradicting h ∈ Cl(T ).
Lemma 5. Suppose f ∈ T and h
Proof. First note that if j ∈ T with j f , then each point in V (j) agrees with j on 0, l(f) ; this follows from the restriction to I(ω 1 ) in the third clause of the definition of U and V (j) ⊆ U (j).
Let λ = σ(ρ(f )). Then λ is a 1-1 sequence where, for each n ∈ ω, λ n < l(f). By the third clause in the definition of U specifying finite disagreement, we can choose m ∈ ω so that, for each n ≥ m, h (0, λ n (m) . Then by the fourth clause of Theorem 4 for each j ∈ T with j f , the inequality j(0, l(f)) ≥ k (0, l(f) ) implies that j is a level n successor of f for some n ≥ m; and in turn, j(0, λ n ) > f(0, λ n ), also by Theorem 4; so by the definition of V ,
Proof. Let h ∈ Cl( {V (j) : j f}). Since the closure is contained in U (f ) (by Lemmas 1 and 2 and V (j) ⊆ U (j)), h(0, l(f)) = ω by Lemma 5. By the fourth clause of Theorem 4, and the restriction to I(ω 1 ) in the third clause of the definition of U , there exists n ∈ ω with
O is an open set by Lemmas 1 and 6; (2) h ∈ O by the hypothesis and the inclusion V (j) ⊆ U (j); and, (3) O ∩ T = {f} by Lemma 2 and j ∈ V (j).
Subordination of a branch to an open cover
Fundamental open cover. Suppose that, for each f ∈ T , E(f ) :
where Com T is the complement of T in the box product. We will refer to C(E) as a fundamental open cover.
Subordination. Let C = C(E) be a fundamental open cover. A branch b : ν → T is subordinate to C provided that for each µ ∈ ν (with µ < ν − 1 if ν is a successor ordinal), the following condition is satisfied. Let f = b(µ) and let g = b(µ + 1).
Canonical sequence. Suppose b : ν → T is a maximal branch of T . Define the canonical sequence for b, h n : n ∈ ω , by h n = b(θ(γ n )) where γ is the orderisomorphism of ω onto the unique infinite point-inverse set of ρ(b) (see Theorems 1 and 5). A canonical sequence belongs to an open cover C = C(E) if it corresponds to a maximal branch of T which is, in addition, subordinate to C. Note that maximality only refers to T (i.e., first take a maximal branch of T and then check for subordination), so an existence proof is needed. Proof. Suppose ν is a limit ordinal. Then there is only one extension: b(ν) = Ψ(b) (the left-hand refers to the extension and the right-hand refers to the original). Subordination in this case is automatic since the definition only mentions immediate successors.
Suppose ν is a successor ordinal and let
(Note that while each depends upon m, the choices of n and u are otherwise independent of one another.) Let b(ν) = S(f) (n, u) . Subordination holds by the definitions of S and A. Lemma 9. Every canonical sequence has a set-theoretical limit : Suppose b ∈ ν → T is a maximal branch. Let h n : n ∈ ω be the canonical sequence corresponding to b, and let λ be the unique point in Ran ρ(b) with an infinite point-inverse set. Then for each n ∈ ω, Fin h n+1 extends Fin h n off 0, λ , and h n (0, λ) : n ∈ ω is strictly increasing converging to ω; it follows that h n : n ∈ ω has a set-theoretical limit, and that the value of the limit is Ψ(b).
Proof. Let γ be the order-isomorphism of ω onto ρ(b)
−1 (λ), and for each n ∈ ω, let g n be the immediate successor of h n in Ran b. Then by the definition of S, we have that for each n ∈ ω:
We also have, by gap preservation and Theorem 4, that for each n ∈ ω: for each j ∈ Ran b with g n j ≺ g n+1 , and each β < l(h n ), j(0, β) = g n (0, β). So by taking j = h n+1 , it follows that Fin h n+1 extends Fin h n off 0, λ (we are using Lemma 2 for indices α, β where α > 0) and h n+1 (0, λ) = h n (0, λ) + 1. Proof. Define the ordinal λ and the sequence g as in Lemma 9. First note that by the nature of a set-theoretical limit, if k ∈ {N (h n , E(h n ))| 0, λ : n ∈ ω}, then every neighborhood of k intersects N (h n , E(h n )) for all but finitely many n. This in turn will follow if we can show that, for each n ∈ ω, h n+1 ∈ {N (h m , E(h m ))| 0, λ : m ≤ n} (again by the nature of a limit). The keystone of the argument is the choice of M and its role as a lower bound in the definition of S.
Suppose m, n ∈ ω and j ∈ Ran b with m ≤ n and 
where γ is the largest element in ρ(f ) −1 (λ) and g = Pred θ(γ) (f)} is infinite. Note that for each δ ∈ I(ω 1 ) and each f ∈ Lev δ (T ), χ(f ) = 0. Proof. If ν is a limit ordinal, then the extension b(ν) = Ψ(b) satisfies automatically both subordination and alternation. Suppose ν is a successor ordinal and let f = b(ν − 1) and let r = ρ(f ). Note that whether an extension of f preserves the alternating condition depends only upon the corresponding extension of r and its placement of l(f ) in an appropriate point-inverse set (in particular, the value of χ on the extension is immaterial); so we are only concerned with the level of the extension of f . By Lemma 8, we can choose m ∈ ω so that, for every n ≥ m, there is a level n successor of f which preserves subordination. If τ (r)\ Ran r is infinite, then choose n ≥ m with σ(r)(n) / ∈ Ran r. Otherwise, by Lemma 13, we can choose n ≥ m so that χ(f ) = χ(g) where:
Lemma 13. Suppose that
( Proof. Let T = {Ψ(b) : b is a maximal branch of T }; so (by Lemma 9) T is the set of all set-theoretical limits of sequences in T . We claim that the union T ∪ T is a closed and discrete subset of X. The Main Theorem follows immediately from the claim and Theorem 7 (of course, T and T are the two sets which cannot be separated).
In light of Theorem 6, to prove the claim we need only show that T is closed and discrete.
Extend the function W (defined in the proof of Lemma 11) to T ∪ T by defining W (Ψ(b)) = {U (b(µ)) : µ ∈ ν} for each b where b : ν → T is a maximal branch of T . By Lemmas 1 and 3, W (Ψ(b) ) is an open-closed set; and by Lemma 2 and Theorem 4, Ψ(b) ∈ W (Ψ(b)). By Lemma 2, the range of W restricted to T is pairwise disjoint; so we have in one step that T is discrete and can be separated. (Thus, while failing to separate the union, Ran W contains subcollections separating T and T individually, and each set in Ran W intersects T ∪ T in exactly one point (T -sets miss T by Theorem 4, and T -sets miss T by Lemma 2).)
For the proof that T is closed, first note that, for each branch b : ν → T, Ψ(b) ∈ {V (b(µ)) : µ ∈ ν} (again by Lemma 2 and Theorem 4). Let h ∈ X\T . We will use several cases to prove the existence of an open set O with h ∈ O and O ∩ T = ∅. If h / ∈ U(rt), then let O = Com U(rt) (i.e., the complement of U (rt) in the box product) (see Lemmas 1 and 2).
Assume h ∈ U (rt). Then there is a branch b : ν → T such that Ran b = {f ∈ T : h ∈ U (f )} (Lemma 2).
Case 3. Suppose ν ∈ I(ω 1 ). Then let f = b(ν − 1) (ν cannot be 0) and let O = U (f )\ {V (j) : j f} (see Lemmas 1 and 6).
Corollary (to the paper). Suppose c = 2
ω1 . Then the closed subspace
is neither normal nor collectionwise Hausdorff.
Proof. First note that the machinery we put in place to allow us to construct maximal branches subordinate to a given open cover (see the definition of P and the choices of s, t, and B) simply required the same number of points as open sets.
Recall that Q = {u ⊆ ω 1 : |u| = ω}. Throughout the paper, replace each occurrence of P with Q and each neighborhood with the intersection of the neighborhood and the subspace. The basic concepts affected are the choices of s, t, and B, and the definitions of A and S; the set-theoretic hypothesis is now needed for the pointinverse requirement on s and t. With these changes, all of the above theorems, lemmas, and proofs remain intact; moreover, we now have that | Fin f | ≤ ω for each f ∈ T ∪ T .
9. Stone's problem (for metrizable factor spaces)
Countable index set. Suppose Λ is a separable metric space. As we noted in the introduction, if Λ is locally compact and CH holds, then ω (Λ) is paracompact (Rudin, 1972, [Ru 1 ]); but if we take Λ to be the irrationals, then ω (Λ) is nonnormal in ZFC (E. K. van Douwen, 1975, [vD 1 ]) . However, local compactness in Λ is not a necessary condition for paracompactness in the box product: CH implies that ω (rationals) is paracompact (Lawrence, 1988 ] for a recent survey.) (1) A standard theorem is the identification of the irrationals with ω ω with the product topology. Kenneth Kunen pointed out to the author that if Λ ⊆ ω ω is eventually dominant and has the subspace topology, then ω (Λ) is nonnormal in ZFC (a subset D ⊆ ω ω is eventually dominant provided that ∀f ∈ ω ω ∃g ∈ D ∃m ∈ ω ∀n ≥ m[g(n) ≥ f (n)]); the proof uses Kunen's theorems on dominant families in [Ku 1 ]. Is there a sufficient condition on a subspace of the irrationals weaker than domination (i.e., the subspace does not contain any closed isomorphic copies of a dominant family) so that the box product is nonnormal? For every subspace Λ of the irrationals, Λ × ω (ω + 1) is nonnormal in ZFC iff Λ is homeomorphic to an eventually dominant subspace (L. Wingers, [Win 2 ], first appearing as a preprint in 1992).
(2) Find a necessary and sufficient condition on Λ so that ω (Λ) is paracompact (normal) in ZFC + CH. If Λ is σ-compact and zero-dimensional, then ω (Λ) is paracompact in ZFC + CH (Wingers, Uncountable index set. Let Σ be the closed subspace of ω1 (ω + 1) consisting of all functions which assume the value ω on all but countably many indices.
(1) Is normality in Σ independent of ZFC? From this paper, c = 2 ω1 implies Σ is nonnormal. If paracompactness holds in every finite subproduct of a given box product of arbitrarily many Hausdorff (but not necessarily metrizable) factor spaces, then for any point f in the box product, the closed subspace {g : g disagrees with f at most a finite number of times} is also paracompact (P. Nyikos and L. Piatkiewicz, [NyPi] , first appearing as a preprint in 1993) (note that this result is in ZFC).
(2) (Williams) In particular, does CH imply that Σ is paracompact? (Note that CH prevents the coding of open sets with points by the method of this paper; recall that this was one of the two key features of the immediate successor set of each point in our tree.) 
