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3
It is important to process data effectively while
preserving privacy. In this paper, we propose a re-
construction technique of count aggregate queries,
which are necessary for building a decision tree, from
a perturbed table in cases where a target attribute
is more than binary. In the conventional technique,
we must reconstruct the results of target values from
those of each value calculated independently when a
decision tree has a non-binary target attribute. In
this paper, we borrow and extend the conventional
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Attrj rpj(0 ≤ rpj ≤ 1)
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k COUNT (P1 ∧ P2 ∧ . . . ∧ Pk)
Pj
T j
25 ≤ age ≤ 40 risk = high
x = (x0, x1, ..., xt)
y = (y0, y1, ..., yt)

xi = COUNT (∧kr=1Q(r, bit(i, r)))
in T , for 0 ≤ i ≤ t
yi = COUNT (∧kr=1Q(r, bit(i, r)))
in T ′, for 0 ≤ i ≤ t
(1)
t = 2k − 1 Q (r, i) r
i 0 ¬Pr i 1










(1− rpr) ·Rr,bit(q,r) + rpr · δ(bit(p,r),bit(q,r))
}
(2)



















n U1, U2, ..., Un
T ′ n V1, V2, ..., Vn
0 ≤ p, q ≤ 2k − 1 1 ≤ i ≤ n
P (Ui = p) = xp/n P (Vi = q) = yq/n
P (Ui = p)
P (Ui = p) =
t∑
q=0
P (Vi = q)P (Ui = p|Vi = q) (4)
P (Ui = p|Vi = q)
P (Ui = p|Vi = q) = P (Vi = q|Ui = p)P (Ui = p)
P (Vi = q)
=
P (Vi = q|Ui = p)P (Ui = p)∑t
r=0























gini index χ2chi square [6, 7, 8]
3.1 2
2 C0 C1
2 C1 = ¬C0
P1 2
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3 C0, C1, C2 P1
1
1 3













COUNT (P 20 ∧ P1)
P i0 Ci
2 xi Ci
P i0 ¬P i0
2




Ci COUNT (¬P i0 ∧ ¬P1) xi00
COUNT (¬P i0 ∧ P1) xi01
COUNT (P i0 ∧ ¬P1) xi10
COUNT (P i0 ∧ P1) xi11
x1 x2 x3 1


















Table 3 Status of a record in our proposal.
000 P 00 ∧ ¬P1 C0
001 P 00 ∧ P1
010 P 10 ∧ ¬P1 C1
011 P 10 ∧ P1
100 P 20 ∧ ¬P1 C2
101 P 20 ∧ P1
3
dlog2 3e = 2
1
2 + 1 = 3
4.2
4.1
x = (x0, x1, ..., xt)
y = (y0, y1, ..., yt)

xi = COUNT (P
left(i,dlog2 ce)
0 ∧kr=1 Q(r, bit(i, r)))
in T , for 0 ≤ i ≤ t′
yi = COUNT (P
left(i,dlog2 ce)
0 ∧kr=1 Q(r, bit(i, r)))
in T ′, for 0 ≤ i ≤ t′
(7)
t′ = c · 2k − 1 left(i, r) i r
left(i, dlog2 ce)
i dlog2 ce
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P
left(i,dlog2 ce)
0 left(i, dlog2 ce)
3











Table 4 Reconstructable count aggregate queries by the
proposed technique.
x y
COUNT (P 00 ∧ ¬P1) x000 y000 C0
COUNT (P 00 ∧ P1) x001 y001
COUNT (P 10 ∧ ¬P1) x010 y010 C1
COUNT (P 10 ∧ P1) x011 y011
COUNT (P 20 ∧ ¬P1) x100 y100 C2
COUNT (P 20 ∧ P1) x101 y101











































[1] R. Agrawal and R. Srikant: “Privacy-Preserving Data
Mining.”, SIGMOD Conference, ACM, pp. 439–450
(2000).
[2] A. V. Evfimievski, R. Srikant, R. Agrawal and J. Gehrke:
“Privacy preserving mining of association rules.”, Inf.
Syst., 29, 4, pp. 343–364 (2004).
[3] R. Agrawal, R. Srikant and D. Thomas: “Privacy Pre-
serving OLAP.”, SIGMOD Conference, ACM, pp. 251–
262 (2005).
[4] L. Breiman, J. H. Friedman, R. A. Olshen and
C. J. Stone: “Classification and Regression Trees.”,
Wadsworth (1984).
[5] J. Han and M. Kamber: “Data Mining: Concepts and
Techniques”, Morgan Kaufmann (2000).
[6] , , “ 3
”, (2001).
[7] , , “
”,
, 98, 316, pp. 83–91 (1998).
[8] Y. Morimoto, T. Fukuda, H. Matsuzawa, T. Tokuyama
and K. Yoda: “Algorithms for Mining Association
Rules for Binary Segmentations of Huge Categorical







4 Letters Vol.6, No.1
64
