Statistical image reconstruction (SIR) methods have shown potential to substantially improve the image quality of low-dose x-ray computed tomography (CT) as compared to the conventional filtered back-projection (FBP) method. According to the maximum a posteriori (MAP) estimation, the SIR methods are typically formulated by an objective function consisting of two terms: (a) a data-fidelity term that models imaging geometry and physical detection processes in projection data acquisition, and (b) a regularization term that reflects prior knowledge or expectations of the characteristics of the to-be-reconstructed image. SIR desires accurate system modeling of data acquisition, while the regularization term also has a strong influence on the quality of reconstructed images. A variety of regularization strategies have been proposed for SIR in the past decades, based on different assumptions, models, and prior knowledge. In this paper, we review the conceptual and mathematical bases of these regularization strategies and briefly illustrate their efficacies in SIR of low-dose CT.
INTRODUCTION
X-ray computed tomography (CT) has been used widely for various clinical applications, such as diagnosis, screening, and image-guided interventions. In 2017, it was estimated that 74 million CT scans were performed in hospitals and clinics across the United States (http://www.imvinfo.com). Recent discoveries regarding the potential harmful effects of x-ray radiation including genetic and cancerous diseases [1] [2] [3] [4] have raised growing concerns within the medical physics community. Thus, low-dose CT imaging with satisfactory image quality for specific clinical tasks is desirable. Aside from hardware improvements, [5] [6] [7] [8] [9] [10] [11] two other strategies have been investigated to achieve low-dose CT imaging: (a) reducing the x-ray tube current and exposure time (milliampere/second) or the tube voltage (kilovoltage peak) to decrease the incident x-ray fluence to the patient; and (b) reducing the angular sampling per rotation. The former strategy increases projection data noise, which degrades the conventional filtered back-projection (FBP)-reconstructed image with excessive noise and streak artifacts. The latter strategy results in undersampled projection data, which causes view-aliasing artifacts in an FBP-reconstructed image. 12 When the two strategies are combined, the compounding effects of both noisy and undersampled projection data further degrade the image reconstructed by the FBP method. 13, 14 In order to improve the CT image quality from the abovementioned low-dose acquisitions, the statistical image reconstruction (SIR) methods have reemerged and been commercialized by CT vendors recently, aided by the development of fast computers and computational hardware. 15, 16 The commercial names of SIR products from major CT vendors can be found in Table I . The origins of SIR methods can be traced back to the early days of CT development in the 1970s. In parallel to the search for an analytical inversion of the Radon transform for analytical CT image reconstruction, an alternative effort was devoted to discretizing the Radon transform as a system of linear equations and then inverting the system of linear equations for algebraic CT image reconstruction. This alternative effort took an iterative approach to the solution of the linear equations, rather than directly inverting the system matrix, by considering the unique nature of reprojection and back-projection operations in tomographic imaging. This iterative approach was thereafter named the algebraic reconstruction technique (ART), 17 and some variations, for example, simultaneous ART, were explored later. 18 The original EMI CT scanners 19 employed ART for image reconstruction until the analytical inversion of the Radon transform, called FBP, was established. 20 For lowdose CT imaging where data statistics is an essential factor to be considered in image reconstruction (similar to the countlimited imaging modalities of single-photon emission computed tomography (SPECT) and positron emission tomography (PET)), the SIR methods are desirable, and iterative strategies are needed. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] Essentially, the SIR methods search for the image or solution that makes the projection measurements the most probable. Instead of treating all the measurements equally, a statistical model provides different degrees of reliability among measurements according to the signal-to-noise ratio. Because of substantial improvements in radiation dose vs image quality trade-off, SIR methods are likely to play a dominant role in the future for low-dose CT imaging. 33 Figure 1 illustrates the typical CT image reconstruction methods, and more details can be found in previous review articles. 15, [33] [34] [35] [36] [37] Most SIR methods are derived from the maximum a posteriori (MAP) estimation from the given measurements, which consist of two terms in the objective function: the data-fidelity (or equivalently, data-fitting or data-mismatch) term that models imaging system and the underlying physics in CT data acquisition, and the regularization (or equivalently, prior or penalty) term that incorporates prior knowledge or expected properties of the to-be-reconstructed image. Modeling of physics in SIR of low-dose CT can be very complicated, and Nuyts et al. reviewed discretization issues and modeling of finite spatial resolution effects (due to focal spot size, detector size, motion of the CT gantry, detector crosstalk, and afterglow), x-ray scatter, data noise, and energy spectrum. 38 Interested readers are referred to that paper for details. In clinical CT systems, the raw signals from energy-integrating detectors are usually preprocessed by CT vendors for various degrading factors including off-focal radiation, scattered radiation, beam hardening, detector speed and afterglow, detector crosstalk, detector nonlinearity, and quantization noise. [38] [39] [40] [41] Academic researchers rarely have access to the raw signals, which are considered proprietary by vendors. Commonly, the accessible projection data are calibrated transmitted photons (before log-transform) or line integrals (after logtransform). With the monochromatic x-ray assumption, the statistics of transmitted photons can be described by a Poisson distribution 42 and has been widely used in SIR development. Although the polychromatic x-ray quanta can be modeled more accurately with Compound Poisson distribution, 40, 43, 44 a previous work has shown that using simple Poisson distribution does not significantly affect image quality in simulation studies. 45 It remains unclear how this sophisticated model could benefit SIR image quality. The noise properties of line integrals have also been studied via repeated scans of physical phantoms, and statistical analyses showed that line integrals can be fitted approximately by a Gaussian distribution with a nonlinear signaldependent variance. [46] [47] [48] Therefore, existing SIR methods for low-dose CT typically use transmitted photons with a simple Poisson approximation or line integrals with a Gaussian approximation.
Extensive studies have also shown that the regularization term in the objective function of the SIR methods has a strong influence on the quality of reconstructed images. The regularization term incorporates prior knowledge or expectations of smoothness or other characteristics in the image, which can help to stabilize the solution and suppress noise and streak artifacts. Various regularization strategies have been presented in the past decades based on different assumptions, models, and knowledge. Although some of these regularizations were initially proposed for SIR of SPECT and PET, they can be readily employed for CT. In this review, we group the regularization strategies that have been or could be used for the SIR methods of low-dose CT into seven categories: (a) spatially independent priors, which assume statistical independence among voxels in the image; (b) Markov random field (MRF) model-based priors, which assume the image is locally smooth, that is, the neighboring voxels tend to have similar values; (c) compressed sensing (CS)-based regularizations, which assume the medical image can have a sparse representation after proper transform; (d) nonlinear neighborhood filter (NNF)-based regularizations, which assume that each voxel in the image can be represented with a weighted average of its neighboring voxels according to their similarity; (e) patch-based roughness regularizations, which utilize a patch concept to improve the traditional voxel-based roughness regularizations; (f) dictionary learning (DL)-based regularizations, which utilize the sparse representation in terms of a redundant dictionary; and (g) prior image-induced regularizations, which take advantage of rich anatomical information from prior image to improve current low-dose CT reconstruction. We will review all of these regularization strategies explicitly in this paper.
STASTICAL IMAGE RECONSTRUCTION FRAMEWORK
Mathematically, low-dose CT reconstruction is an illposed problem because of the presence of noise and other inconsistencies in the projection data. Therefore, the image estimation that directly optimizes the maximum likelihood (ML) criterion can be noisy and unstable. Researchers reformulate this problem with MAP estimation by posing a prior term to regularize the solution. The prior term enables us to incorporate available information or expected properties of the image to be reconstructed. Mathematically, the MAP estimator can be expressed as:
where X 2 R IÂ1 denotes the vector of projection measurements, and I is the total number of projection measurements; l 2 R JÂ1 represents the vector of attenuation coefficients of the object to be reconstructed, and J is the total number of image voxels.
According to the Bayesian law:
PðljXÞ ¼ PðXjlÞPðlÞ PðXÞ
where the likelihood function P(X|l) measures statistics of projection data, and the probability density function P(l) is called the prior. By taking the logarithm and omitting the irrelevant term about l, the MAP estimator can be simplified to:
½ln PðljXÞ ¼ arg max
By replacing the log a priori probability ln PðlÞ with a more general form, we have:
where U(l) denotes a regularization term, and b > 0 is a scalar control parameter that allows one to tune the MAP estimation for a specific noise-resolution trade-off. As b approaches zero, the reconstructed image from the MAP estimation approaches that of the ML estimation. Energy-integrating detectors are commonly used in clinical CT systems. The detected signal strength is proportional to the energy that the transmitted photons carry. The raw signals are typically preprocessed by vendors for various degrading factors, while the specific operations are proprietary in nature and unavailable in the public domain. Therefore, the projection data that academic researchers can access are calibrated transmitted photons (before log-transform) or line integrals (after log-transform). Assuming monochromatic x-ray source and a simple Poisson noise model for transmitted photons N i $ Poissonð N i Þ, the log-likelihood function in Eq. (4) can be given as:
where N 2 R IÂ1 denotes the vector of transmitted photons, N i denotes the number of transmitted photons collected in the ith detector bin, A 2 R IÂJ is the projection matrix, N 0i denotes the mean number of incident photons just before entering the patient and going toward the ith detector bin, and can be estimated by system calibrations (e.g., air scans).
The line integrals are typically given by:
where y i represents the line integral measurement along the ith x-ray path, and e > 0 is a threshold to ensure that the logarithm transform is applied to positive numbers. While this arbitrary clip might be suboptimal and lead to reconstruction bias, researchers have also developed other sophisticated nonpositivity correction approaches including mean-preserving filter, 49, 50 local linear minimum mean-squared error filter, and pointwise Bayesian restoration. 51 A second-order Taylor's expansion can be applied to g i ð y i Þ ¼ N 0i e À y i þ N i y i around the measured line integral y i , and by ignoring the constant terms, the log-likelihood function in Eq. (5) can be approximated as follows 52 :
where y 2 R IÂ1 denotes the vector of line integrals, and
IÂI is a diagonal weighting matrix with the ith diagonal element Λ ii = N i .
The noise property of line integrals has also been investigated, which can be approximated by a Gaussian distribution with a nonlinear signal-dependent variance y i $ Gaussian y i ; r 2 y i . [46] [47] [48] Using this statistical model and ignoring the irrelevant terms, the log-likelihood function in Eq. (4) can also be written as:
where the diagonal weighting matrix Λ with the ith diagonal element K ii ¼ 1=r
Using the Poisson model for transmitted photons, Macovski 42 has shown that the variance of the line integral can be given as varðy i Þ % 1= N i . Therefore, the diagonal weighting matrix in Eq. (8) is written as:
It is also applicable to include the effects of electronic noise, scatter correction, and beam hardening correction, into the log-likelihood functions. In this paper, we take Eq. (8) as an example and briefly review this issue. The electronic noise is typically modeled as additive Gaussian noise, and thus,
e Þ, where r 2 e denotes the variance of electronic noise. The effect of additional electronic noise will modify the weighting matrix in Eq. (8) as 49, 53, 54 : When the projection measurements are contaminated with scattered radiation, one has N i $ Poissonð N i þ s i Þ, where s i denotes the mean number of scatter photons and s i denotes a good estimation of s i . The scatter correction will change the weighting matrix in Eq. (8) as 55 :
The line integrals after log-transform are typically calibrated for beam hardening effect in clinical CT scanners. When a single material (such as soft tissues) dominates in the scanning object, the beam hardening correction may be approximated by a polynomial such as
, where the subscript i in f i recognizes differences in x-ray spectrum among detector bins due to a bowtie filter. 41, 56 Let f 0 i denote the first derivative of f i , this beam hardening correction will change the weighting matrix in Eq. (8) as 56, 57 :
More sophisticated beam hardening correction models can modify the weighting matrix in different forms. For example, Dang et al. modeled the beam hardening correction as water correction followed by bone correction, and derived a more complicated weighting matrix. 57 Based on Eqs. (10)- (12), it is also possible to encompass all these three effects into the formulation, and the unified weighting
It is noted that the weights in Eqs. (9)-(13) depend on the data mean N i which are unavailable in practice. While using the noisy data N i to replace N i is commonly employed for weights calculation, this can introduce additional bias to the reconstruction especially when photon counts are relatively low. Alternatively, some researchers proposed to recalculate the weights after each iteration and update during image reconstruction, 29, 30 or use the smoothed or denoised data of N i to estimate the weights. 51, 58 Fu et al. compared the performance of these approaches for ultra-low-dose CT reconstruction, and found that the denoised data-based weights have an advantage in reducing the reconstruction bias and artifacts. 56 In summary, the SIR of low-dose CT can estimate the attenuation map by maximizing the penalized likelihood (PL) criterion using transmitted photons (prelog data):
½LðNjlÞ À bUðlÞ (14) or minimizing the penalized weighted least-squares (PWLS) criterion using line integrals (postlog data):
One advantage with PL is that it does not need to come up with estimate of the weights as in PWLS, but the log-likelihood function in PL may not be concave when electronic noise or beam hardening is considered. 56 In addition, PL can accommodate nonpositive data (due to photon starvation and electronic noise) with appropriate statistical models, while the logarithm can become problematic for PWLS as in Eq. (6) . A recent study showed that PL and PWLS algorithms are approximate to each other and are interconvertible by introducing small adjustments to the iterative update equation. 56 It also demonstrated that PL using prelog data can achieve better reconstruction accuracy than PWLS for ultralow-dose CT, but PWLS is still a competitive alternative in less extreme cases. 56 
REGULARIZATION STRATEGIES
This section introduces the conceptual and mathematical bases of various regularization strategies which can be employed in SIR for low-dose CT (summarized in Fig. 2 ). Without loss of generality, we assume two-dimensional (2D) configuration for the regularizations. While extension from 2D to three-dimensional (3D) is straightforward, voxels would be used instead of pixels in 3D presentation.
3.A. Spatially independent priors
The simplest form of priors assumes statistical independence among different pixels, that is, there is no coupling among the pixels. Thus, this family of priors takes the form 59 :
where Z 1 is a normalizing constant. One spatially independent prior leads to the identity norm which is given as 60 :
The second type of independent prior is based on the entropy criterion, 61,62 whose corresponding energy function U(l) can be described as:
These two priors can keep pixel values from "blowing up," but they cannot explicitly enforce smoothness in the image. 60 The third type of independent prior is the Gaussian prior, whose energy function has the form 63 :
where l j and r 2 j are the mean and the variance, respectively, and when l j ¼ 0, it reduces to Eq. (17) . Similarly, the Gamma prior allows only non-negative image values and can provide a more natural model for an image 64 :
where qðl j ; l j ; r j Þ is a Gamma probability density function. The Gaussian and Gamma priors direct pixel values toward the mean image. Thus, determining the mean image affects the reconstructed image substantially. 59 Researchers have investigated ways to estimate the mean image during the reconstruction using either the median or the mean of neighboring pixels. However, in these cases, the priors are no longer truly independent, as we discuss in detail in Section 3.B.3.
3.B. Markov random field (MRF) model-based priors
The MRF model-based priors assume that attenuation maps are locally smooth, that is, that the neighboring pixels tend to have similar values. One simple mathematical model that can describe this property is the MRF model, also known as Gibbs distribution 65 :
where Z 2 is a normalizing constant, and the Gibbs energy U (l) is a weighted sum of potential functions 66 :
where W j represents the neighborhood window of the jth pixel, and pixels indexed by m 1 , m 2 , m 3 ,. . ., are the pixels within the window; w m 1 m 2 m 3 ... denotes the weighting coefficient (indicating interaction degree) among the pixels; and / denotes a positive potential function.
3.B.1. Pair-wise Gibbs priors
The most commonly used Gibbs energy in image reconstruction exploits the potential function that is related to the intensity difference between two neighboring pixels. Accordingly, the pair-wise Gibbs energy is given as:
There are many possibilities for the neighborhood window W j and weighting coefficient w jm , but the window usually consists of a small local neighborhood (typically eight neighbors in a 2D case) and the weighting coefficient is determined by the inverse of the Euclidean distance between the two pixels. That is, for pixel j and pixel m with 2D coordinates (j s , j t ) and (m s , m t ), the weighting coefficient w jm is usually given by: That is, w jm = 1 for the four horizontal and vertical neighboring pixels, w jm ¼ 1= ffiffi ffi 2 p for the four diagonal neighboring pixels and w jm = 0 otherwise. Fessler noted that this common setting is suboptimal for producing isotropic spatial resolution and suggested w jm = 1/2 for diagonal neighboring pixels. 67 The potential function / in Eq. (23) increases monotonically with increasing intensity differences between the neighboring pixels. Therefore, for greater intensity differences, the energy function U(l) increases, which in turn reduces the prior probability of the image P(l). Because of this, the MAP solution discourages images that are too rough and thus smoothes the image.
The choice of potential function is critical, since it strongly determines the smoothness properties of the MAP estimate. One common choice of / in image reconstruction is the quadratic function, /(D) = D 2 /2. In this case, Eq. (23) becomes:
which corresponds to the Gaussian MRF (GMRF) prior that has been widely used for SIR. A major drawback of the GMRF prior is that it can excessively penalize the differences between neighboring pixels when l j and l m fall across a discontinuous boundary in the image, thus leading to oversmoothing of edges and fine structures in the reconstructed image. To mitigate this issue, researchers have replaced the quadratic potential function with nonquadratic functions that increase less rapidly for sufficiently large differences. In this scenario, the corresponding priors remove noise while retaining sharp edges in the reconstructed image.
The nonquadratic potential functions can be divided into two groups: nonconvex 24, [68] [69] [70] [71] and convex potential functions. 25, 26, 31, [72] [73] [74] [75] [76] Nonconvex potential functions: Table II lists Since these potential functions are nonconvex, the resulting MRF priors in Eq. (23) are nonconvex. Thus, the resulting objective functions in Eq. (14) would not be concave, and would only have local solutions. These nonconvex potential function-based MRF priors may preserve edges better than the GMRF model, but they may also generate undesirable artifacts, such as discontinuous estimates at image boundaries. Convex potential functions: Alternatively, researchers have proposed using convex potential functions to replace the quadratic function. Table III approximates the quadratic function (e.g., the Taylor expansion), while for the region |D| > d, /(D) is always smaller than the quadratic function (e.g., difference method). The parameter d delineates between the "nonedge" and "edge" regions, and is often referred as the "edge threshold" or "transition point". Figure 4 illustrates their corresponding curves compared to the quadratic potential function.
Another family of convex potential functions corresponds to the q-generalized Gaussian MRF prior (q-GGMRF), 31 which can be described as:
By giving specific parameter values, it can become:
(27) Figure 5 shows several representative curves of these convex potential functions. Especially, the absolution function in Eq. (27) is convex but not differentiable at zero. One could approximate the absolution function with |D| % /(D)/d using the differentiable potential functions in Table III or the approximate Huber function in Eq. (27) , that is: Figure 6 illustrates the curves of the absolute function and its differentiable approximations. Note that the smaller the parameter d, the more precise the approximations are. With the absolution function, the resulting prior in Eq. (23) is closely related to the total variation norm, 77 which will be introduced in the next section.
Thibault et al. found that the q-GGMRF prior with p = 2, q = 1.2 can achieve a good performance and recommend its use for SIR of low-dose CT. 31 They also compared its performance with the traditional GMRF prior and generalized Gaussian MRF (GGMRF) prior 26 on reconstruction of a GE performance phantom, as shown in Fig. 7 . With nearly matched noise level, SIR using q-GGMRF achieves comparable resolution (7.23 lp/cm at 50% modulation transfer function) as GGMRF does (8.16 lp/cm) and much higher than GMRF does (4.24 lp/ cm). And SIR using q-GGMRF provides a good compromise between edge preservation for high-contrast and lowcontrast imaging free of plateauing, as compared with SIR using GMRF and GGMRF. 31 
3.B.2. Anisotropic weighting coefficient design
Inspired by the anisotropic diffusion filter, Wang et al. proposed to utilize anisotropic weighting coefficients while retaining the quadratic form potential function. 78 The resulting prior takes the following form:
where w anisotropic jm
In this formulation, the weighting coefficient is smaller if the intensity difference between a neighbor and the pixel of interest is greater, since the coupling between two such neighbors is weaker. In this way, the prior discourages equivalence between neighbors if the gradient between them is large, and the edges or boundaries of the image can be better preserved. The parameter ɛ can be set empirically, or to the value at 90% of the histogram of the gradient magnitude of the image to be reconstructed. 79 There could be other choices to determine the weighting coefficient, as long as they satisfy the behavior of weighting similar to those defined in Eq. (29).
3.B.3. Uniform resolution/noise regularization design
While SIR methods can control noise in the reconstructed images, the interactions among the regularization, system models, and statistical weighting (which are explicit in PWLS and implicit in PL) can cause the reconstructed images to have nonuniform spatial resolution and noise properties, even for idealized shift-invariant imaging systems. 80 Many regularizations have been designed for SIR to achieve approximately uniform resolution [80] [81] [82] [83] [84] or uniform noise [84] [85] [86] properties for emission tomography and x-ray CT. These regularizations take the following form 80 :
wherek j is termed "pre-tuned spatial strength" for x-ray CT, controlling local spatial resolution and noise in the reconstructed image.k j is designed by matching local characteristics of the estimator, such as local impulse response or local noise correlation, to target characteristics to achieve uniform resolution or uniform noise properties. 84 Also, the weighting coefficient w jm in Eq. (30) can be further designed for isotropic resolution or noise properties, [81] [82] [83] 85 because fk j g can only adjust the overall strength of the regularization at each pixel, not its directional strength for each neighboring pixel.
3.B.4. Task-based regularization design
Task-based regularization design was also explored, which maximizes local task-based detectability index (d 0 ) at each location within the object. 87 Specifically, the regularization takes the same form as Eq. (23) 
3.B.5. Gaussian mixture MRF regularization
To better capture the subtle characteristics of CT image, a Gaussian mixture MRF (GM-MRF) prior was investigated for SIR of low-dose CT. 88 The GM-MRF prior reveals the multivariate distribution of CT image, and merges individual Gaussian mixture models for image patches. With both phantom and clinical data, it was validated that SIR using the GM-MRF prior outperformed that using the q-GGMRF prior in terms of image quality.
3.B.6. Median-based priors
Median root prior (MRP): The MRP does not penalize intensity differences among neighboring pixels. Instead, the penalty is set according to how much the central pixel differs from the local median. Mathematically, the MRP can be described as 89, 90 :
where median(l j ) is the local median. Therefore, no penalty is applied when the image is locally monotonic, and only nonmonotonic local changes among neighboring pixels are penalized. Although the MRP captures significant edges while preserving locally monotonic regions, it is a heuristic empirical method and not convex in theory.
Convex median prior: Hsiao et al. 91 proposed a class of convex median priors that depends on two vector variables, l 2 R JÂ1 and f 2 R JÂ1 . The vector f is an "auxiliary" field that has components in register with the components of l and must be estimated. The new median prior is expressed as:
where the potential function /(D) = |D| because of the connection between the median and the absolute value function. 92 However, since the absolute value function is not differentiable at zero, a more practical median prior is used to replace the absolute value function with differentiable approximations as in Eq. (28) . It has been proven that the above prior is convex for any /(D) that is convex; therefore, the new median prior is essentially convex. 91 
3.C. CS-based regularizations
Compressed sensing (CS) 93, 94 exploits sparsity to reduce sampling requirements for accurate image reconstruction, and has been widely explored in low-dose CT. Mathematically, the CS methods reconstruct an image via the ' p norm (0 ≤ p ≤ 1) minimization. 95, 96 Herein, ‖h‖ 0 represents the ' 0 norm of vector h, which counts the number of nonzero components of h, and ‖h‖ p (p > 0) denotes the ' p norm of vector h, defined as:
It is noted that ‖h‖ p is actually not a norm when 0 p\1, 97 yet we omit quotation marks (i.e., "norm") in this paper for convenience.
The CS image reconstruction can be implemented by solving the following constrained minimization problem (0 ≤ p ≤ 1):
where ξ > 0 is the error tolerance parameter that denotes the inconsistency in acquired projection data due to noise or other imperfections. Equation (34) is equivalent to the following unconstrained minimization problem (0 ≤ p ≤ 1):
or one can include the projection statistics in the measurement model, as follows: 
where the sparsity constraint ‖Ψl‖ p acts as a regularization term in SIR. Mathematically, khk p ! khk pþj ; for any p [ 0 and j ! 0
But the ' p norm is nonconvex for 0\p\1, and its minimization can be intractable to solve. The ' p norm is convex for p ≥ 1, among which the ' 1 norm favors the highest degree of sparsity according to Eq. (37), and thus is frequently used for sparse-view CT reconstruction.
3.C.1. ' 1 norm regularization

Total variation (TV) norm:
In CS image reconstruction, the discrete gradient transform is a commonly used sparsifying transform which leads to the TV norm. 98 In the 2D case, the TV norm can be given as:
where ∇ denotes the first-order discrete gradient transform, and s and t index the location of the attenuation coefficients in a discretized 2D grid of the imaging object l. Sidky and Pan reconstructed sparse-view CT by minimizing TV of the desired image subject to projection data constraint, using the adaptive steepest descent projection onto convex sets (ASD-POCS) algorithm. 99, 100 The method was also applied to sparse-view cone-beam CT, 101, 102 micro-CT, 103 breast CT, 104 and industrial CT. 105 For instance, Han et al. 102 used both FDK and ASD-POCS to reconstruct cone-beam CT images of a prostate cancer patient in a routine clinical study, and found the ASD-POCS reconstruction from 313-view projection data has lower noise and reduced streak artifacts than the FDK reconstruction from 626-view projection data, as shown in Fig. 8 . Ritschl et al. also proposed an improved TV approach for optimized parameter adaption within the ASD-POCS framework, and evaluated it on multiple clinical data. 106 Alternatively, TV was used as regularization in unconstrained formulation of Eqs. (35) and (36) for SIR reconstruction of low-dose CT. 13, 77 Also, researchers introduced adaptive weight to the original TV norm to better preserve image edges and low-contrast structures. Specifically, the pixels at the edges are given lower weight so that the smoothing is preferentially performed on the nonedge parts. For example, the edge-preserving TV (EPTV) norm is given as 107 
:
klk EPTV ¼ X , and the parameter, ɛ in the weight is a scale factor that controls the strength of smoothing for those pixels at the edges. Moreover, the adaptive-weighted TV (AwTV) norm is described as 108, 109 : Besides, anisotropic TV (ATV), 110 multidirection ATV, 111 and generalized ATV 112 were also explored for low-dose CT reconstruction. And high-order TV, 113 fractional-order TV, 114 total generalized variation, 115 TV strokes, 116 and Hessian penalty 117 strategies have also been investigated for low-dose CT reconstruction to overcome the staircase effect of the TV norm. However, the criticism that TV introduces staircase artifacts may not necessarily hold for CT images, because CT images are not natural scenes like photographs and are fairly uniform within each tissue type. Many literatures have reported successful application of TV for low-dose CT reconstruction without noticeable staircase artifacts.
Wavelet transform-based ' 1 norm: The wavelet transform is another frequently employed sparsifying transform. For a medical image, one can find an orthomomal basis (or more generally, a frame) to make the image sparse in terms of significant transform coefficients. The preliminary investigation of the Haar transform (the simplest version of the wavelet transform)-based ' 1 norm minimization 118, 119 showed no obvious benefits over the TV norm minimization from a medical diagnostic point of view, yet these findings are not conclusive, as the study only investigated a limited number of cases. Some other image transformation techniques, such as tight frame (TF) transform, 120,121 curvelet transform, 122, 123 and shearlet transform, 124 may provide sparser representations to piecewise smooth functions than the traditional wavelets. Researchers have studied these techniques for ' 1 norm-based CT reconstruction and compared them with the TV norm-based reconstruction. Both positive and negative results were reported, so this is still an open question for further investigation.
Combined ' 1 norm: In order to take advantage of the two types of ' 1 norm, some CS-based methods combining two sparsifying transforms were proposed 125, 126 :
where W and S represent the wavelet transform and the shearlet transform, respectively, and the constants k 1 and k 2 control the relative weight of the two components. Experimental results exhibited the advantages of the combined ' 1 norm in Eq. (41) over the simple TV norm in terms of noise and streak artifact suppression and edge preservation.
125,126
Dose reduction-prior image constrained compressed sensing (DR-PICCS): Chen et al. initially proposed the prior image constrained compressed sensing (PICCS) norm to reconstruct dynamic CT images from highly undersampled projection datasets. 127 Then, Lauzier and Chen extended the PICCS framework to CT data acquisitions where the projection datasets are densely sampled but have a high level of noise; under these conditions, it is called dose reductionprior image constrained compressed sensing (DR-PICCS). 128 In DR-PICCS applications, the prior image is generated by the spatial filtering (e.g., Gaussian or diffusion filtering) of a high-noise image reconstructed from the same projection dataset as the FBP method. Then, the low-noise and low-spatial resolution prior image is used with the original projection data to recover spatial resolution using PICCS. The DR-PICCS norm is incorporated into the SIR framework as the regularization term and given as:
where l prior 2 R JÂ1 is the prior image obtained from the strategy described above, Ψ 1 and Ψ 2 are sparsifying transforms (e.g., discrete gradient transform), and k 2 [0, 1] is a weighting parameter that controls the relative influence of the prior image and the CS term. It should be noted that when k = 0, the PICCS norm reduces to the conventional ' 1 norm.
3.C.2. ' p norm (0\p\1) based regularization
It has been proven that an exact reconstruction of the sparse signal is possible with fewer measurements by replacing the ' 1 norm with the ' p norm (0\p\1). 97 However, instead of minimizing the ' p norm ‖Ψl‖ p directly, the pth power of the ' p norm, kWlk p p , is often adopted for simplicity of computation. The kWlk p p (0\p\1) has been used as the regularization term in the SIR framework for low-dose CT reconstruction. [129] [130] [131] The reweighted algorithm which converts kWlk p p into a weighted form of ' 1 norm and updates the weight iteratively, 130 or the general-threshold filtering algorithm, 131 can be used to solve the resulting objective function. Although a globally optimal solution cannot be guaranteed because of the nonconvexity of the kWlk /ðDÞ ¼ jsgnðDÞj (43) Since the potential function is not continuous, it is approximated with a set of asymptotic potential functions 132, 133 : Figure 9 illustrates the potential functions in Eq. (44) compared to |sgn(D)|. As s ? 0, the potential functions in Eq. (44) will more closely approximate |sgn(D)|, and the pseudo ' 0 norm will better approximate the "true ' 0 norm".
The simulation results have shown that SIR with the pseudo ' 0 norm regularization can provide better reconstructions than those obtained with the ' 1 norm or ' 2 norm regularizations. 132 However, due to the nonconvexity of the regularization, a good initial guess should be carefully selected to avoid the solution falling into a local minimum.
Besides, Yu et al. 134, 135 investigated the ' 0 norm regularization for low-dose CT reconstruction and used an approximation method to solve the resulting objective function in Eq. (36) . Specifically, auxiliary variables were introduced and the optimization problem was transformed to several subproblems which can be solved with an alternating direction method. Their experimental results have also shown some gains over ' 1 norm regularization in terms of artifact suppression.
3.D. Nonlinear neighborhood filter (NNFs)-based regularizations
Inspired by the success of nonlinear neighborhood filters (NNFs) for noise reduction in the image-processing scenario, researchers reformulated these filters as regularization terms in SIR. Elad has shown that the bilateral filter has strong origins in the MAP estimation, 136 which theoretically connects the NNFs to the classical approaches as regularization terms.
The NNFs reduce image noise by replacing the intensity of each pixel with a weighted average of its neighbors, according to similarity. The exponential function converts the similarity to a weighting coefficient (w jk ) that indicates the degree of interaction between two pixels. This weighting coefficient is positive and symmetric, that is, w jk > 0 and w jk = w kj . Although the similarity comparison can be performed between any two pixels within the entire image, for computational efficiency, the comparison is usually limited to a fixed window area (called search window (SW)) that neighbors the target pixel. The bilateral filter 137 and nonlocal means (NLM) filter 138, 139 are two of the most popular NNFs.
Mathematically, the NNFs can be described as:
wherel 2 R JÂ1 denotes the noisy image, SW j denotes the search-window of the jth image pixel, and w jk ðlÞ is the weighting coefficient for pixel k to the central pixel j. Although the search-window can be of various shapes and sizes at different positions, it is typically square and does not vary across the image.
The various NNFs differ mainly in the computation of the weighting coefficient. For instance, the bilateral filter determines the weighting coefficient according to the spatial proximity and intensity similarity between the central pixel and a neighboring pixel 137 :
where d jk denotes the Euclidean distance between the two pixels j and k, and the parameters r d and r l control the spatial and intensity weighting, respectively. The NLM filter calculates the weighting coefficient according to the Euclidean distance of two patches. A patch of a pixel can be defined as a squared region centered at that pixel (called patch window). If Pðl j Þ denotes the patch centered at pixel j and Pðl k Þ denotes the patch centered at pixel k, the similarity between pixel j and k depends on the weighted Euclidean distance of their patches, kPðl j Þ À Pðl k Þk 2 2;c . Then, the weighting coefficient is calculated as 138, 139 :
where the filtering parameter h controls the decay of the exponential function. Based on the NNFs described above, the NNF-based regularizations can be given in three general forms [140] [141] [142] :
All three regularization models depend on the weighting coefficients that are calculated from a reference imagel. Lou et al. suggested using the FBP-reconstructed image as the reference image, 143 but such a reference image is typically noisy and the resulting regularization may lead to a suboptimal reconstruction result. Therefore, researchers have tried to modify these regularization models by replacing w jkl ð Þ with w jk l ð Þ, which is given as 12 :
In this way, the regularization models in Eqs. (48)-(50) will be based on generic information and do not require the prior reference image. However, the weighting coefficients in Eq. (51) are computed on the unknown image l, and the direct minimization of the resulting objective function can be complicated. Instead, an empirical one step-late implementation is usually employed in an iterative approach to the solution, where the weighting coefficients are computed on the current image estimate and are then assumed to be constants when updating the image. 144, 145 While most neighborhood filters calculated the similarity based on single pixel intensity, the NLM filter calculates the similarity based on patch distance. Thus, the NLM filter is believed to be more robust and is the most common choice for NNFs-based regularizations. The NLM-based regularization in Eq. (48) has been applied for image reconstruction of PET 144 and low-dose CT, 146 where the potential function takes the quadratic form. Zhang et al. investigated the performance of the NLM-based regularization in Eq. (49) for SIR of low-dose CT, 147 and found that using local adaptive filtering parameter h can further improve its performance on low-contrast objects and subtle structures. 148, 149 One patient was scanned for lung cancer screening (e.g., lung nodule and other abnormalities) using low-dose CT technique (120 kVp and 20 mAs), and the reconstructed images by FBP, SIR-GMRF, SIR-NLM, and SIR-adaptive NLM are illustrated in Fig. 10 . It can be observed that SIR-adaptive NLM not only substantially reduces noise but also best preserves subtle structures, due to the incorporation of spatial adaptivity. Finally, Eq. (50) becomes the nonlocal TV regularization when p = 1, which has also been explored for CT image reconstruction. 143 
3.E. Patch-based roughness regularizations
Traditional regularizations penalize image roughness based on the intensity difference between neighboring pixels, but the pixel intensity differences may not be reliable in differentiating sharp edges from random fluctuation due to noise. To address this issue, Wang and Qi proposed patch-based regularizations that utilize neighborhood patches instead of individual pixels to measure the image roughness. 150 Since they compare the similarity between patches, the patch-based roughness regularizations are believed to be more robust in distinguishing real edges from noisy fluctuations.
The patch-based roughness regularizations are defined as 150 :
The authors proved that the above regularizations are convex for any /(D) that is convex. Therefore, all the convex potential functions in Table III can be employed.
The conventional pixel-based roughness regularizations in Eq. (23) can be considered a special case of the patch-based roughness regularizations with a patch size equal to one. Also, similar to the strategy employed in Section 3.B.2, we can adjust the weighting coefficients by considering the intensity while retaining the quadratic potential function:
where w anisotropic jk (53), the weighting coefficient is smaller if the distance between the patch of a neighboring pixel and the patch of the pixel of interest is larger. In this way, the regularization can better preserve edges and boundaries, as in Eq. (52) where the nonquadratic potential functions are employed.
3.F. DL-based regularizations
Motivated by the success of DL-based techniques in image processing, face recognition, and texture classification, Xu et al. proposed utilizing the dictionary-based sparsification as the regularization term in SIR for low-dose CT. 151 A dictionary is a redundant basis, whose elements are called atoms and are learned from training images. Using a dictionary, an object image can be sparsely represented as a linear combination of the atoms. The dictionary-based method processes the object image patch by patch, instead of pixel by pixel, as conventional sparse transforms do. Because of its patch-based analysis, the dictionary-based method is expected to capture local image features and structures more effectively.
A dictionary is a matrix D 2 R GÂB , whose column d b 2 R GÂ1 is called an atom. Herein, G is the number of pixels in a patch, and B is the number of atoms in the dictionary. Given a training image of V patches, the DL is to seek a dictionary that makes each patch in the training image sparsely represented by the atoms in this dictionary. Thus, the DL is to solve: min
where a v 2 R BÂ1 is the sparse representation of the vth patch under the trained dictionary D, and F v 2 R GÂJ represents an operator to extract the vth patch from the image l 2 R JÂ1 . Via the Lagrange method, Eq. (54) is equivalent to the following unconstrained forms:
where c v is the Lagrange multiplier. To solve Eq. (55), one can first use the fast online algorithm to train a dictionary D from the patches extracted from image, and then fix the dictionary to update the sparse representation a using the orthogonal matching pursuit algorithm. The two steps are alternatingly performed until a stopping criterion is satisfied. 151 Consequently, the redundant dictionary-based sparsity constraint described above can be incorporated into the SIR as a regularization term:
Herein, the dictionary is learned from an intermediate image during the iteration process, and is called an adaptive dictionary (AD). Alternatively, it can be learned from a pre-specified training image, called a global dictionary (GD), which will be discussed in Section 3.G. One patient was scanned to examine the coronary artery in a cardiac perfusion CT study. Although 2200 projections were acquired on a full circular orbit, only 440 views were uniformly extracted for image reconstruction. Figure 11 shows a reconstructed CT slice of the patient by the FBP, SIR-TV, SIR-GD, and SIR-AD, respectively. It is noted that SIR-GD and SIR-AD results show good noise suppression and no obvious artifacts.
Additionally, Lu et al. investigated two dictionaries, a transitional dictionary for atom matching and a global dictionary for image updating, to improve image quality. 152 Also, the aforementioned dictionary is generally assumed to be single scale, that is, the size of all the atoms in the dictionary is the same. Bai et al. proposed to train a multiscale dictionary, which can extract more details and lead to better resolution than using a single-scale dictionary for CT reconstruction. 153 
3.G. Prior image induced regularizations
Repeated CT scans are prescribed in some clinical applications including disease monitoring, perfusion imaging, and image-guided interventions. In such, a high quality prior image may be exploited as a priori information due to similarity with the reconstructed image series of the scans. While some misalignment or deformation may occur, they can be mitigated by registering the image series or modeling the effects in constructing the objective function. 154 Researchers have explored incorporating a high-quality prior image into the regularization term for SIR of follow-up low-dose CT scans, as seen in the examples below.
3.G.1. Via the PICCS method
The PICCS method was initially proposed to reconstruct dynamic CT images from highly undersampled projection datasets. 127 Lauzier and Chen then extended it to reconstruct dynamic CT images from noisy projection datasets. 155 The prior image is typically generated using FBP from the union of the interleaved dynamic projections, which loses some dynamic information but has a low level of streak artifacts and noise. 92, 150 Mathematically, the ' 1 norm-based PICCS method is given as 127, 155 :
where the parameters k, Ψ 1 , and Ψ 2 are defined the same as in Eq. (58), but the prior image l prior ¼ l
is reconstructed using FBP from the union of the interleaved dynamic projections. The PICCS method was also used for temporal resolution improvement (called TRI-PICCS) in cardiac CT imaging, which only utilized half of the short-scan data and a low temporal resolution prior image to improve temporal resolution. 156, 157 Another study showed that the improvement by TRI-PICCS might be caused by a slight shift of the motion phase. 158 Thus, the temporal resolution improvement method (TRIM) was proposed as an alternative which used a histogram-based prior and motion detection technique. 159 Theoretically, Eq. (57) can be generalized to ' p normbased PICCS:
Similarly, the pth power of the ' p norm is employed, and setting p = 1 yields the ' 1 norm based PICCS norm in Eq. (57) . However, when 0\p\1, Eq. (58) is nonconvex. Ramirez-Giraldo et al. have studied the nonconvex PICCS (NCPICCS), and their simulation results showed that the NCPICCS method can reconstruct images from fewer samples than the ' 1 norm-based PICCS method in Eq. (57) . 160 In addition, Chen et al. explored to replace the ' 1 norm in Eq. (57) with discriminative feature dictionary, and the resulting method is called discriminative prior-PICCS (DP-PICCS). 161 It should be noted that the prior image in Eqs. (57) and (58) is derived from the current data and is of low quality. In some applications, a high-quality prior image reconstructed from a previous scan of the same patient may be available. This high-quality prior image contains patient-specific anatomical information and can also be incorporated into the PICCS framework. Typically, the high-quality prior image needs to be registered with the current data. The first way is to register the image before the reconstruction, as follows 162 :
where l priorHQ registered 2 R JÂ1 represents the high-quality prior image registered with the current low-dose image. The other way is to register the image during the reconstruction process, as in the prior image registration, penalized likelihood estimation (PIRPLE) method [163] [164] [165] :
where l priorHQ 2 R JÂ1 is the high-quality prior image without registration, T denotes a registration transformation operator (rigid or deformable registration), and b R and b P are two regularization parameters. Dang et al. 165 emulated a lung nodule surveillance scenario using a cadaver torso, in which nodule was not found in a baseline exam but appears in a follow-up scan, as shown in Fig. 12 . Using an ultra-low-dose CT imaging protocol (20 projections and 1.25 mAs/projection), they compared the reconstructed images by the FBP, PL (with ' 1 norm penalty), and PIRPLE (with ' 1 norm penalties) using rigid registration and deformable registration, as illustrated in Fig. 12 . By integrating a high-quality prior image into the reconstruction framework, PIRPLE can substantially suppress noise and streak artifacts as compared to the FBP and PL methods. Especially, PIRPLE using deformable registration can capture the motions between prior image and current scan and thus yield a highly accurate estimate of the true anatomy. More recently, Zhang et al. 166, 167 proposed an analytical framework for prospectively predicting prior image regularization strength b P and controlling PIRPLE performance, which enables robust and reliable PIRPLE and facilitates its clinical translation.
3.G.2. Via the NLM method
In clinical applications where a high-quality prior image of the same patient exists, a family of priorHQ-induced NLM regularizations for low-dose CT reconstruction has also been studied and described as 12, [168] [169] [170] :
; 0\p\2 (63) where It was illustrated that the priorHQ-induced NLM regularizations do not depend heavily on the accuracy of the image registration because of the patch-based search mechanism, and therefore, a rough registration suffices in practice. 168, 170 It was also demonstrated that they do not induce false structures when there are anatomical changes between the highquality prior image and the current low-dose CT image. 170 
3.G.3. Via global dictionary learning
As mentioned in Section 3.F, the dictionary D in Eq. (56) can also be learned from a prespecified training image. The training image for global dictionary learning can come from a previous high-quality scan of the same patient. It has been demonstrated that the SIR-GD performed well with a dictionary learned from a substantially different image (e.g., a distant slice of the same patient), although sometimes tiny details may be invisible as compared to the SIR-AD reconstruction. 151 
3.G.4. Via predicted MRF coefficients
More recently, motivated by the work of Wang et al., 171 two high-quality prior image-induced MRF regularizations were proposed for texture-preserving reconstruction of lowdose CT images 154, 172 :
where the weighting coefficients w priorHQ predict jm , are no longer global constants but are predicted from the high-quality prior image, whether pixel specific 154 or tissue region specific (e.g., bone, muscle, fat, lung). 172 These methods extracted image textures from the high-quality prior image via MRF coefficients and applied this a priori knowledge to subsequent SIR of low-dose CT images. It was demonstrated that the regularization strategies in Eq. (64) not only preserve image edges, as the traditional edge-preserving regularizations do, but also preserve image textures which may benefit texture-specific clinical applications such as computer-aided detection and diagnosis of lesions.
DISCUSSIONS AND CONCLUSIONS
4.A. Construction of the objective function
Constructing the objective function requires statistical modeling of the projection measurements for the data-fidelity term. The statistical phenomena in CT projection data are so
complicated that it is rarely practical to have an exact statistical model and likelihood function. 38, 173 The statistical models in Section 2 are considered as good approximations, and have been widely employed in CT image reconstruction. In addition, Xu and Tsui have proposed using a subclass of the exponential dispersion models to approximate the compound Poisson statistics. 174 While its manipulation is numerically tractable, the resulting log-likelihood function is not concave in l, and only a local maximum can be reached for the resulting objective function. 174 This work did not explicitly review these statistical models, but interested readers can refer to their papers for details.
In addition to the statistical modeling of projection data, a good regularization term is also crucial for SIR of low-dose CT. In practice, effectively suppressing the noise and streak artifacts while preserving the edges, details, contrasts, and textures are the two major concerns when designing a regularization. Many regularization strategies have been proposed and studied for low-dose CT reconstruction in the past decades. Figure 2 gives an overview of the regularizations that have been, or potentially can be, employed in SIR for lowdose CT, and Section 3 illustrates their conceptual and mathematical bases. However, the regularizations reviewed herein are by no means comprehensive or conclusive. Recently, deep learning methods have demonstrated strong capability in many computer vision areas, and researchers have begun to apply deep learning on CT reconstruction. 175 For instance, regularizations trained by neural networks have been investigated for SIR of low-dose CT to capture complex image features. [176] [177] [178] [179] [180] [181] It can be expected that more deep learning-based regularization strategies will be investigated in the near future.
While the statistical models can reasonably describe the statistical properties of low-dose CT projection data, the diagnostic values of different regularization strategies in SIR are still not well documented. Most studies validated the efficacy of regularization strategies using few phantoms or patient datasets, while their feasibility for clinical translation remains an open question. Also, the hyperparameter b in Eqs. (14) and (15) controls the trade-off between the datafidelity term and the regularization term. A larger b value produces a more smoothed reconstruction with not only lower noise but also lower resolution, and vice versa. The noiseresolution trade-off curve, or bias-variance trade-off curve, can indicate the influence of b selection on reconstructed image quality. In practice, a series of b values can be tested for SIR, and after the images are reconstructed, visual inspection and/or quantitative measurements can be used to determine the optimal b value. But generally, the selection of b value for SIR remains an open question and is considered one of the drawbacks of SIR methods.
4.B. Optimization of the objective function
This paper reviews the formulation of the objective function for SIR in great detail, but does not discuss the other crucial component of SIR methods: the optimization algorithm of the objective function. An iterative algorithm is typically employed because the objective function usually does not have a closed-form solution; even if it has a closed-form solution, it is still impractical to directly invert the system matrix because of its large size. Several types of iterative algorithms have been proposed for solving objective functions of SIR, 29, 60 including the gradient descent, conjugate gradient, expectation maximization, iterative coordinate descent (ICD), and separable quadratic surrogates. The selection of an iterative algorithm depends on several factors, such as the form of the objective function, convergence rate, parallelization ability, and reconstruction accuracy. 29 Accelerating approaches including the ordered subsets, 27, 182, 183 grouped coordinate descent, 184 block-based ICD, 185 nonhomogeneous ICD, 186 alternating direction method of multipliers, 187 Nesterov's method, [188] [189] [190] and fast iterative shrinkage thresholding algorithm, 191 can be applied to substantially reduce the reconstruction time.
4.C. Clinical use of SIR methods
While most CT scanners still employ the analytical FBP reconstruction method, 192 commercial SIR engines have become available in the clinic recently. Several clinical applications of these SIR engines have been reported, which demonstrate the potential to substantially reduce radiation dose without compromising the image quality for clinical tasks. [193] [194] [195] [196] [197] [198] [199] [200] [201] [202] [203] [204] [205] [206] [207] SIR appears to represent a promising direction for developing reconstruction algorithms for low-dose CT, 33 although more clinical reports are needed to fully demonstrate its advantages. In addition, because of SIR's nonlinear nature, the image characteristics produced by the SIR method can differ from those produced by the FBP method. Li et al. examined the spatial resolution and noise properties of CT images reconstructed by the commercial SIR engine Veo â (GE Healthcare, Waukesha, WI) and found that the traditional trade-offs between noise, resolution, and contrast performance of FBP images have been dramatically modified. 208, 209 This poses challenges for evaluating the quality of SIR images with simple quantitative metrics (e.g., modulation transfer function, noise-power spectrum, contrast-tonoise ratio) and may require more task-based approaches for image quality assessment. 210 Finally, since the optimization of the objective function in SIR is routinely performed by an iterative algorithm, the reconstruction time still poses challenges for clinical applications that require nearly real-time images. However, with constant improvements in computational technology (e.g., graphics processing unit), SIR methods may play a dominant role in the future.
