By combining the explicit formula of the Shannon informational entropy
is a real-valued differentiable function, we have shown that the density of the amount of information in Shannon sense involved in a non-random differentiable function is defined by the logarithm of the absolute value of its derivative (Maximum entropy, information without probability and complex fractals, Springer, 2009). Here, we shall show that in the case when the function ) (x f is non-differentiable, then it is possible to extend this result, but now, by using fractional derivative. The article contains three main parts. In the first one, one gives the essential of the fractional differential calculus as we re-visited it (Fractional differential calculus for non-differentiable function, LAP-LAMBERT, 2013), then we shall bear in mind some basic results on the Shannon informational entropy of non-random functions, and then we shall arrive at the entropy of functions which are non-differential but have fractional derivative of order lower than the unity. It is shown that the density of entropy of a given and for a continuous random variable X with the probability density as so defined refers to the amount of uncertainty we have on the value of X before any experiment to determine the latter. It is the amount of uncertainty involved in X. These definitions give rise to several remarks, two of them being as follows.
(First) The formula (1.2) is not the limit of (1.1) when the approximating span tends to zero. How can we rectify the matter in order to have a unified framework including discrete entropy and continuous entropy?
(Second) Can we expect to meaningfully define entropy for a non-random pattern, for instance for a non-random function?
We have proposed some answers to these questions and mainly, we have suggested an approach to defining the entropy of non-random functions; but this approach holds for differentiable functions only; and here, this is the main contribution of the paper, we shall show how this can be expanded to nondifferentiable functions.
Why is fractional calculus welcome in information theory?
Hurst exponent and fractional calculus: The main, or at least, one of the main motives to investigate fractional differential manifolds is the fact that fractional calculus seems to be quite relevant to investigate some problems which occur in fractal space-time physics.
Basically (in a first elementary approach) the mathematical framework of fractal physics deals with functions () fx of which the differential df satisfies the condition We can examine a physical systems at three different levels of observation: microscopic, mesoscopic and macroscopic, and non-differentiability is quite relevant in the first one. It has been pointed out that a function which is continuous everywhere but is nowhere differentiable cannot be replicated, and on the contrary, exhibits random-like features. Various samplings of such a function on the same given interval will be different. Shortly, non-differentiability infers pseudo-randomness, and in quite a direct way, we are so suggested to use random white noise in the corresponding modeling framework. And of course, in a generalized approach, we shall introduce fractional white noises that is to say fractional derivative and fractional calculus.
Purpose and organization of the article:
We have proposed recently a fractional calculus based on fractional difference [1] which is slightly different from the classical Riemann-Liouville framework [2, 3, 4] , and results in a useful fractional Taylor series [5] providing (1.2) as the first term. The fractional calculus so obtained is quite parallel to the classical calculus, and it involves noncommutative derivatives, what seems to be quite consistent with non commutative geometry. We used it to develop an information theory of fractional order [1] , and our purpose herein is to contribute some new results in this framework. After a short background on the definition of the Riemann-Liouville derivative via fractional difference and the related fractional Taylor's series, we shall successively display some formulae involving fractional derivative of compounded functions, and some formulae involving integrals with respect to  ) (dx , all prerequisite which we shall need for our purpose. Then, in this framework we shall derive a mathematical expression for the informational entropy of a non-random non-differentiable function.
Fractional derivative via fractional difference

Fractional derivative on the right
Definition 2.1 Let
, denote a continuous (but not necessarily differentiable) function, and let 0  h denote a constant discretizing span. Define the forward operator ) (h FW by the equality (the symbol: = means that the left side is defined by the right one)
then the fractional difference on the right, of order  ,
and its fractional derivative on the right is the limit 5) and its fractional derivative on the left is
Remark that one has the equality
These definitions, which are local definition as compared with the standard approach via integral, is close to the standard definition of derivative (calculus for beginners), and as a direct result, the  -th derivative of a constant,
, is zero.
In the following, we shall take interest mainly and only in the derivative on he right, and to shorten the writing in the following, we shall set 
(2.7)
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For positive one will set 
The definition in equation (2.5) is different from Caputo's definition; and the two definitions are equivalent only when ) (x f is differentiable. It follows from (2.10) that the fractional derivative, as so defined, is not commutative. Clearly one has
as a result of the Laplace's transforms
The commutativity holds when and only when
To some extent, this absence of commutativity is quite consistent with noncommutative geometry and quantum probability.
Remark that the Schwarz equality holds, that is 11) and this is a direct result of the formal equality
The point of importance should be understood as follows: the main motivation for introducing this new approach is that it provides a definition of fractional derivative for functions which are not necessarily differentiable, as it is the case with the useful white noise, for instance. On the modelling standpoint this amounts to see the matter as follows. If a dynamical system is differentiable, it is completely defined by its Markovian equations, and at first glance, its fractional derivative would not contribute too much information to its understanding.
Application to coarse-grained space
One of the main motive (and probably the main one) for using fractional calculus in physics lies in the fact that, many often, the space which we are considering exhibits some coarse-grained phenomenon, in the sense that the physical point which generates this space is not infinitely small, but rather exhibits a thickness. In other words, if we denote by x the standard point of the space, then the differential dx cannot be infinitely small but rather is bounded by a minimum thickness which cannot be reduce at will. A way to take account of this phenomenon is to introduce the term
which can be considered as a point of departure for fractional calculus.
Local fractional derivative and fractional derivative
Recently many authors referred to the fractional derivative introduced by Kolwankar and Gangal [3] in the form
and which is defined as local fractional derivative, in contrast to the RiemannLiouville definition which is rather a global definition. They use this definition to derive new proofs of many results already established and taken for granted in standard fractional calculus, like the fractional Taylor's series for instance. Their claim is that the fractional Taylor's series can be obtained with local fractional
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Guy Jumarie derivative also whilst it has been derived with modified Riemann-Liouville derivative only (the authors of these papers claims!). This suggests the following remarks.
(i) Firstly, as a result of our fractional Taylor series [1, 5, 7] (see the following section) we have shown that if () fx is discontinuous at 0 x , then one has the relation (in the sense of the fractional difference (2.3)
(ii) Secondly, there is a complete identification between fractional derivative via fractional difference and fractional derivative using the Riemann-Liouville integral.
(iii) To some extent, the fractional difference (2.2) can be considered as providing a local definition of fractional derivative, as far as (2.14) holds.
(iv) We then have the following sequence of inferences. The fractional Taylor's series holds with derivative via fractional difference. As a result it applies to local fractional derivative in Kolwankar-Gangal sense.
Given that fractional derivative via fractional difference and fractional derivative via Riemann-Liouville integral are completely equivalent, it holds also in the later case.
Once the basic equality (2.14), which is a result of the fractional Taylor's series, is taken for granted, all the remaining derivations turn to be a duplication of well known arguments which can be found in the literature As a last remark, we shall notice that the fractional Taylor's series yields
which is to compare with (2.12).
And last but not least, the definition of the fractional difference pictures very well the long-range memory effects which sometimes are involved in some fractal systems.
Main results on Taylor's series of fractional order
Fractional Taylor's series for one-variable functions
We derived a generalized Taylor expansion of fractional order which applies to non-differentiable functions (F-Taylor series in the following) and which reads as follows [1] Proposition 3.1 Assume that the continuous function
has a fractional derivative of order  k , for any positive integer k with  ,
, then the following equality holds,
where, and this is of paramount importance  
of f(x), and with the notation
 denoting the Euler gamma function.■ Remark that we write
Formally, this series can be written in the form 
This fractional Taylor's series does not hold with the standard RiemannLiouville derivative, and it applies to non-differentiable functions only.
Indication on the proof (which can be found in the Ref [5] . If we refer to the forward operator ) (h FW defined by the equation (2.1), then, on using (2.2), one can show that it satisfies the formal fractional differential equation
Another way to take this fractional Taylor's formula for granted is as follows. Firstly, it is a simple task to check that it applies to the Mittag-Leffler function. It is then sufficient to expand a theory of approximation of functions by sequences of Mittag-Leffler functions to get the result which would then apply to this class of functions.
Let us point out that the first two terms of this fractional Taylor's series, that is to say the corresponding Rolle's fractional theorem, has been already obtained by Kolwankar and Gangal [6] who work with Cantor's sets. 
Then, integrating this series with respect to h provides
The order of the derivation in 
.Fractional Taylor's series for multivariable functions
Approach via one-variable fractional Taylor series
Expansion of ( , )
is non-differentiable with respect to x ; then we can write the series 5) and then, on assuming now that the fractional derivatives with respect to x are themselves non-differentiable w.r.t. y , the fractional Taylor series w.r.t.
  order
Here, one writes directly 
Proof. The formal proof of this result is parallel to that of proposition 3.1 and reads as follows.
( 
while the series (3.18) directly yields
This apparent discrepancy should not be troublesome and merely means that we have two different approximations with different accuracies.
Approach via multivariable Mittag-Leffler function
Another formal approach based on operational calculus and which requires further investigation runs as follows. 
We can then write successively 
(3.23)
(Step 2) Derivation of a bi-variable fractional Taylor's series
Duplicating the rationale of fractional Taylor series, but by using now
, it is easy to obtain the two operational equations
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The solution of (3.24)-(3.25) which is 
Proof The general solution of (3.27) is The following section may be useful to get a good understanding on the meaning of transformation of variables in information theory.
Some useful formulae of fractional calculus
Fractional derivative of compounded functions
The equation (3.1) provides the useful differential relation
or in terms of fractional difference,
, which holds for nondifferentiable functions only. As a result, shortly, we can claim that th
The following results (properties) are a little bit detailed, but this is of importance because they are by themselves of interest for our information theoretic purpose.
Property 4.1 (Local fractional Leibniz derivative chain rule)
The following equalities hold, which are
or, what amounts to the same (we set 
The proof is based on the fractional Taylor series which provides the equalities
which we have only to combine with
To get the result Indeed, according to (4.1), we have that
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and then it is sufficient to divide both sides by  ) (dx to get the result.
Illustrative example Assume that
which is exactly as provided by a direct calculus
The proof is straightforward since one has
Property 4.4 Assume that
) (x u is both differentiable and th  -differentiable, then one has the equality
According to the therefore the relation
which provides (on dividing both sides by
Remark that there is no inconsistency at all with the above result, since 
Integration with respect to (dx) α
The integral with respect to  ) (dx is defined as the solution of the fractional differential equation 
.
Useful example A special case of interest is the equation (we set 
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The fractional integration by part formula 14) can be obtained easily by combining (4.1) with (4.3) .
Change of variable. Consider the variable transformation
g is a non-decreasing differentiable function then, according to (4.8), one has the equality
, and when ) (x g has a positive fractional derivative of order
, one has the equality
Fractional derivative of fractional integrals
The relation between fractional integral and fractional derivative reads
The proof of (4.15) results from the combination of the equalities
which yields the useful formula
(4.17)
On the commutative property of fractional derivatives
One of the specific properties of fractional derivatives, at least with the model defined via fractional difference, is that it is not commutative, what can be illustrated by the following examples 
then we obtain the equality
which provides 1
which is different from (5.3) Second example Let us compare the fractional derivatives
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one can write the equality
(ii)This being the case, if we take for granted that fractional derivatives are commutative, we should have the equality
therefore, by equating the two right members of (5.9) and (5.10), 
Our conclusion is that, on a general standpoint, fractional derivatives are not commutative, at least in our framework, and this is not surprising at all if we 
If we substitute the expression (6.3) for ij r in (6.4), we arrive at the standard formula Another way to think of (6.9) is to set
(6.10)
Continuous variable
The above comments can be duplicated step by step to continuous random variable, by substituting everywhere probability density for mass functions.
Application to entropy of non-random functions
Conditional entropy of non-random functions Let us assume now that we make the transformation
According to the basic of probability calculus, the probability density 11) and as a result we can write directly
of a random variable of which the probability density is ) (x p ; then one has the equality 
where the integral is defined as
Application to variable transformation
We come back to the variables X and
, and we assume that they are characterized by the (probability) densities Y is a standard random variable, whilst X is subject to some coarse-grained phenomenon.
According to the fractional Taylor's series which holds here since ) (x f is non-differentiable, (7.4) and (7.5) direct yields the equality 
which can be re-written in the form
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The optimization process in the presence of  ) (dx runs exactly like the standard one (with dx), and then we are led to optimize the Lagrangian
where  and  denote two parameters the values of which are determined by the conditions (8.6) and (8.7) . By this way, we then obtain the entropy 
Local optimum of fractional order
The definition of the local maximum of the above entropy is based on (our) fractional Taylor series
which direct yields the first necessary condition of optimality, that is
while either it is a local maximum or a local minimum is determined by the sign of (2 ) (x)
9. The minimum pattern entropy principle 9.1. Jaynes maximum entropy principle Jaynes maximum entropy principle [9, 10] reads as follows. Assume that we deal with the random variable X of which the probability density is completely unknown to us. All we know about X is summarized in the form of some mathematical constraints on its probability density, such that, for instance, the mathematical expectation of some given function of X . Then, as the best estimate of the probability density of X , we should select that one which maximizes the entropy ) (X H of X given these constraints.□ This amounts to select the probability density which preserves the fact that the uncertainty we have on X is maximum. As we noticed it in the subsection 6. 
Entropy of Non-Random Step Functions
Strictly speaking, the derivation of the entropy of continuous functions has been made possible by the equality (6.11) which explicitly involves the derivative of the considered function. Clearly, the considered function should be differentiable everywhere.
In an approach to get a unified formalism which would deal with a broad class of functions, in quite a natural way, we are led to examine how the preceding results could be extended to step functions. This could be done as follows.
( Step 1 
Concluding Remarks
In the present paper, we have shown how one can extend the concept of entropy in order to measure the amount of information involved in non random fun-ctions. The main result is that the density of information so involved is defined by the derivative of the function or its fractional derivative depending upon whether the considered function is differentiable or not. On the information theoretic standpoint there are some similarities of viewpoints between a\the probability density ) (x p and the derivative ) (x f  of a function ) (x f . In addition, one can point out some relation with relative information [9] and Tsallis entropy [1, 11] .
Of course, any new applied mathematical concept should be fully supported by some potential applications. Were we are fully in image processing. The pattern entropy of non-random functions could be of useful use to measure the amount of information involved in an image.
The following is a reference list, not a bibliography and we beg the leniency of the reader who could be disappointed because his work is not mentioned.
