Introduction
Disruptive inst#abilities in tokamaks are still a major concern and considered a great obstacle in achieving thermoiiuclear fusion using a tokaiiiak reactor. The next large fusion devices, because of the large current values and high plasma temperature to be achieved [l] , will have to be very carefully projected and properly constructed in order to support the occurrence of a large iiuiiiber of such instabilities if soiiie proper mechanism has not been discovered by theii to avoid them or at least nliiiiinize their harmful effects. Neural network forecasting; in this respect, might be one possible solution to this problem if it proves to be able to alert the jncoming of a disruption in a period of time sufficiently long in order to allow defensive niechanisms to be turned 011.
Nowadays. it is widely accepted that the rn = 2 component of the magnetohydrodynamic (IIHD) activity of the plasma plays an important role in starting the disruptive process in tokamaks. Lfany papers have already suggested, for exmiple, that a MHD mode coupling ivould be the main niechanisms for triggering both minor and major disruptions [2, 7] .
The first paper published exploring the idea of forecasting disruption using a neural netivork shoned that major and niinor disruptions could be forecasted inore than 1 ins before they actually take place, when magnetic data obtained from one Mirnov magnetic coil \vas used to feed the neural net [8] . This period of time, however, was not considered to be sufficiently large to allow any proper controlling mechanism such as electron resonant heating [9,lO] . neutral beam [ l l ] , external resonant magnetic fields [12,13], or even impurity pellets injection 1141 to be used in real time, in a possible attempt to suppress the upcoming disrupt ion.
hlore recently, anot(1ier paper was published reporting the use of neural network to estiinatre the high-0 limit in DIII-D by combining signals froin a large number of plasma diagnostics, resulting in a more accurat<e prediction of the high-P disruption boundary than that provided by the traditional Troyon limit [15] . After the instability boundaries have been accurately mapped. the neural network was reported to be able to alert in real time the controlling systems that those boundaries were about to be reached. The limitation of this method of forecasting disruption in a future reactor, for example, appears to be the necessary large number of disruptions that would be necessary to occur beforehand in order to create a database that would then allows, afterwards, those instability boundaries to be properly set.
In this work. the result of forecasting disruptions in TEXT t o h n a k by feeding a neural networks with soft X-ray signals is presented. After being properly trained, the neural net u'as able to forecast the occurrence of djsruptions more than 3 ms before it happens. This period of time is alniost the triple of that obtained previously by using magnetic signal from a hlirnov coil [8].
Neural Networks
Artificial neural netivorks are coniput er algorithms which simulate, in a very simplified form, the abiljty that brain neurons have to process information. A typical perceptron neural net is constituted by a certain number of binary units organized in layers, usually 3 or more. In a feed-forn.ard network. each neural unit is connected with all units from the previous layer and for each coii~iect~ion there is a specific statistical weight related to it [16, 17] . Within each unit of the network, all the input weighted signals are summed and an excitatory or inhibitory signal is then fired to the next layer's units, depending whether the result of the sum has reached or not a certain threshold value, which is defined by the activation function chosen (Fig. 1) . These weights are adjusted (or educated) to minimize error in prediction (back propagation [ 181).
Observing the time delayed vector of a physical quantity X at time t , of the tokamak data:
then it is reasonable to suppose that the future state of the system, at time t + T , could be predicted by a smooth nonlinear function F :
where T = 0.04 ms corresponds, in this work, to the sampling rate of the CAMAC acquisition system. If the dynamics of the system under study is a low dimensional one, it is hoped that such a function ma? be found even for stiff functions of dynamics such as the sudden onset of disruption.
Hoxvever. since the fuiiction F is not known, the idea is to alternatively use a neural netxvork to approximate F and, t.lierefore, predict the future evolution of the system. In order to do its job. T J in Eq. (1) must, be smaller than the dynamical dimension d of the systein. and the neural net must be trained first, that is. the correct set of weights fo:r all connectioi~s must be found. \+'hen we start weights in tabula rasa: we need to "edu~izt~e" these \\-eights. The training process basically consists in feeding the neural net repeatedly ivitli experimental data, from a given plasma pulse, and in comparing the output. signal 0 (forecasted) with the real signal 0 (experimental data. in our case). In this process, the back propagation algori thin (181 is used to inininiize the error function for the current weights
which evaluates the efficacy of the training after each training epoch. The miniinization process is basically that of the Newton method based on the gradient of E with respect to the element of wejght. C I J~~.
In a single-step process the soft X-ray data points are predicted one time step ahead only (T = 0.04 ins), n-hile i n niultisteps predictions the predjcted output at time t + r is fed back into tlie input and is used to predict a new output at time t + 27, which is fed back into tlie input, together with the values previously predicted, in order to predict a new output at t h e t + 37, and so on.
The neural net architecture used in this work had the configuration (15 -9 -3 -1), that is. 15 neural units in the input, layer, 9 units in the first hidden layer, 3 units in the second hidden layer and only one unit in the output layer. The activation functions were chosen to be g ( r ) = t,anh(z) for all the hidden units and g(z) = z for the output. unit. The training of the network and the disruption prediction was carried out over the last 200 nis of the plasma discharges.
Disruption Forecast
In order to find the adequate weights for all the connections between the neural units. two different disrupti\?e plasma pulses have beeii used: the training set and the validation set,.
Tlie single and multistep forecasting processes are performed. afterwards, over two others disrupt i1.e pulses, distinct from the ones used for training and validation.
In . This same feature, that is, the major disruption being preceded by a minor disruption just before the plasma current collapse, is also observed on tlie plasma discharges used for validation and for training the net.
The result of the forecasting process for this particular plasma shot in shown in Fig. 3 .
As it. can be observed, for one time step-prediction [ Fig. 3(a) ] the result obtained from the neural networks adjusts alniost perfectly with the experimental signal. By increasing the forecast time interval, i.e., the number of timesteps, as showed in Fig. 3 As another test for the neural networks, exactly the same set of weights obtained and used a1xn.e is 130iv used to forecast the disruption that occurred in a second plasma discharge (Fig. 3 ) . This also corresponds to an Ip x 170kA plasiiia discharge that disrupted at t x 424 ins. Differently froiii the first discharge analyzed, however, in this particular plasma pulse the major disruption was not preceded by any minor disruption.
The results of the inultistep forecasting analysis done for this discharge are shown in Since tlie neural netn.orks \vas able to forecast disruptions using data points related to some particular instances of time before the observation of an increase in amplitude of the WHD acti\,i t?.. this olmrvation might suggest that it is not the growing magnetic islands rehted to the q = 2 inagnetic surface that would consequently disturb the inner island at q = 1 inapetic surface. The results obtained in this work suggest that it is probably tlie other n.ay around. i .e.. some disturbance phenomena would develop first around the central part of the plasma column (visualized by the soft X-ray central detector) and then tlie plasma region n.itlijn the q = 2 magnetic surface would be affected, destabilizing the m = 2 MHD mode. This interpretation reminds us the works already done in tokamaks suggesting that tlie disruptive instahiljtjes would be caused by a "cold bubble" moving towards the plasma center. as it could be experimentally observed in the electron temperature profile [ 19,201. Holyever. some more careful and further investigations must be done in order to give more confidence about the reality or not of this process.
Forecasting the Entire Plasma Discharge
Since the set of weights used to forecast disruptioiis in this work was obtained by training the neural network wjth the last 200 ins of the training and validation plasma discharges, it is reasonable to use only the last, 200 ms of the forecasting plasma pulses for predicting the disruption time. Now, if that same set of weights previously obtained is applied to forecast the whole plasma discharge, instead of the last 2'00 ms only, some strong distortions in the net output signal are observed in comparison to the real signal. This result slrould be expected. IioLvever, once the experimental data corresponding to the ramping up phase of the soft X-ray signal is not used during the training section of the net.
In an at tempt to improve the net performance over the whole plasma discharge, therefore; a nen. training section is performed by now using the entire soft X-ray experimental data of tivo disrupt i\.e plasiiia discharges. A third discharges js used for validation and finally a fourth one for forecasting. The best results obtained are showed in Fig. 8 . wejghts has yet to be found. Consequently, either a larger nuniber of experimental data must be used to train the neural net, or the number of training epochs must, be increased, or even a different net architecture might be necessary to be tested.
Conclusion
It lids been slio\vii that feed-forward neural networks can be effectively used to forecast both niiiior and major disruptive instabilities in tokamaks. It was demonstrated in this work that soft X-ray experimental signals are more appropriate than magnetic data from a hlirnov coil to be used as input signal to the net, for the purpose of disruption forecast.
Our forecasting t h e of minor or major disruptions is almost three times the one based on magnetic data 181. MJe also note that tlie future larger tokamaks have longer plasma time scales than the niedium size machines such as TEXT. This opens up a possibility of using feedlxick controlled auxiliary system such as electron cyclotron heating, neutral bearn, pellet injection. externnl niagnetic fields, etc., to avoid the occurrence of tlie upcoming disruption or at least to miiiimize its hariiiful effects. Also, the forecasting neural net attached to a tokaiiidk caii learn by itself througli a series of discharges and become "sinarter" to be able to steer tlie pldsina aivay from an unstable doinaiii of operation (a "neural t,okainak") [21].
Finall),. observing that the soft X-ray experimental data points used by the net in the hest forecasting cases are located prior to the instance of the amplitude increase in the bliriiov niagnet ic signals. we niiglit be able to suggest that the perturbation which triggers the disruptions first initiates in the central part of tlie plasma coluiiin where the q = 1 magnetic surface is located and only afterwards this instability would reach the outer part of the plasma coluiiin. destabilizing the In = 2 MHD mode. Speculations can be made
Ivhet her this process could be related to some already reported explanations of disruptions that an "cold bubble." pushed towards the center of the plasma, would trigger the disruptive instabilities in tohinaks.
In conclusion, the neural net is capable of predicting the time evolution of tokamak plasmas even for a sudden and violent disruptive occurrence. This predictive capability may be rather surprising. as the prediction time is well before an obvious visual pattern (or b'on~en.') appears. This predictive capability may be useful for large tokamaks which have long time scales of pldsma evolution. The predictive behavior of the net shows that some of the underlying physics of the disruption, as the soft X-ray signals, are better equipped than the inagiletic signals as an indication of the possible origin of the disruptive instability. This could portend the discrimination of possible mechanisms of disruptions. 
FIGURE CAPTIONS
FIG
