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Abstract
We establish a point-wise gradient estimate for all positive solutions of the conjugate heat equation.
This contrasts to Perelman’s point-wise gradient estimate which works mainly for the fundamental solution
rather than all solutions. Like Perelman’s estimate, the most general form of our gradient estimate does not
require any curvature assumption. Moreover, assuming only lower bound on the Ricci curvature, we also
prove a localized gradient estimate similar to the Li–Yau estimate for the linear Schrödinger heat equation.
The main difference with the linear case is that no assumptions on the derivatives of the potential (scalar
curvature) are needed. A classical Harnack inequality follows.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In the paper [11], Perelman discovers a monotonicity formula for the W entropy of positive
solutions of the conjugate heat equation.
{
u − Ru + ∂tu = 0,
∂tg = −2Ric. (1.1)
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Beltrami operator under the metric g and Ric is the Ricci curvature tensor. Here and though
out it is assumed the metric g is smooth in the region M × (0, T ) with T > 0, unless stated
otherwise. Moreover, he shows that this formula implies a point-wise gradient estimate for the
fundamental solution of the conjugate heat equation [11, Corollary 9.3]. Namely, let u be the
fundamental solution of (1.1) in M × (0, T ) and f be the function such that u = (4πτ)−n/2e−f
with τ = T − t . Then
[
τ
(
2f − |∇f |2 + R)+ f − n]u 0
in M× (0, T ). This formula can be regarded as a generalization of the Li–Yau–Hamilton gradient
estimate for the heat equation. By now it is clear that the importance of Perelman’s monotonicity
formula and gradient estimate can hardly be overstated. See for example [1,3,7] and [9]. In par-
ticular it can be regarded as a monotonicity formula for the best constant in Gross’ log Sobolev
inequality [4]. However, there is one place where some improvement is still desirable, namely the
gradient estimate does not apply to all positive solutions to the conjugate heat equation, see [6],
e.g. Also for instance, for the Ricci flat manifold S1 × S1. The constant 1 is a solution to the
conjugate heat equation. Clearly it does not satisfy Perelman’s gradient estimate stated above.
Whether a Perelman type gradient estimate exists for all positive solutions of the conjugate heat
equation is a question circulating for a few years.
The main goal of this paper is to establish a gradient estimate that works for all positive
solutions of the conjugate heat equation. Like Perelman’s estimate for the fundamental solution,
the most general form of the new gradient estimate does not require any curvature assumption.
Moreover, assuming only lower bound on the Ricci curvature, it also has a local version which
appears similar to the Li–Yau estimate for the linear heat equation. An immediate consequence of
the gradient estimate is a classical Harnack inequality for positive solutions of the conjugate heat
equation. It is well known that a Harnack inequality is very desirable for elliptic and parabolic
equations.
The rest of the paper is organized as follows. The results concerning the conjugate heat equa-
tion under Ricci flow is given in Sections 2, 3. As another application, in Section 2, we prove an
uniqueness result for the conjugate heat equation which generalizes a known result [6]. The main
part of the paper was originally posted on arXiv on November 2006 (arXiv:math.DG/0611298).
2. New gradient estimate and Harnack inequality for positive solutions to the conjugate
heat equation
The main result of this section is
Theorem 2.1. Suppose g(t) evolve by the Ricci flow, that is, ∂g
∂t
= −2Ric on a closed manifold
M for t ∈ [0, T ), and u :M × [0, T ) → (0,∞) be a positive C2,1 solution to the conjugate heat
equation ∗u = −u− ut + Ru = 0. Let u = e−f
(4πτ)
n
2
and τ = T − t . Then:
(i) if the scalar curvature R  0, then for all t ∈ (0, T ) and all points,
2f − |∇f |2 + R  2n
τ
; (2.1)
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2f − |∇f |2 + R  3n
τ
. (2.2)
Remark 2.1. Since f = − lnu − n2 ln(4πτ), if we replace f by u accordingly, then we get
|∇u|2
u2
− 2uτ
u
− R  2n
τ
, if R  0;
|∇u|2
u2
− 2uτ
u
− R  3n
τ
, if R changes sign and t  T/2. (2.3)
It is similar to the Li–Yau gradient estimate for the heat equation on manifolds with nonnegative
Ricci curvature, i.e.
|∇u|2
u2
− ut
u
 n
2t
for positive solutions of u− ∂tu = 0.
Remark 2.2. Some related gradient estimates with various dependence on the Ricci and other
curvatures can be found in [5] and [10].
Proof of Theorem 2.1. By a standard approximation argument as in [3, vol. 2] e.g., we can
assume without loss of generality that g = g(t) is smooth in the closed time interval [0, T ] and
that u is strictly positive everywhere. Indeed, by Theorem A.23 in [3, vol. 2] (due to W.X. Shi),
the curvature tensor is uniformly bounded in the time interval [0, T − δ] with the bound depend-
ing only on the initial data and δ, a positive number. Moreover the lower bound of the scalar
curvature is nondecreasing since the scalar curvature R satisfies (cf. [2, p. 209])
R − ∂tR + 2
n
R2  0.
Therefore, we can just work on the interval [0, T − δ] first. In the proof, it will be clear that
all constants are independent of the curvature tensor. They only depend on the lower bound of
the scalar curvature, which is improving. Hence we can take δ to zero to get the desired result
on [0, T ).
(i) By standard computation (one can consult various sources for more details ([2], e.g.)),
(
∂
∂t
+ 
)
(f ) = ∂f
∂t
+ 2〈Ric,Hess(f )〉+ (f )
= 
(
−f + |∇f |2 − R + n
2τ
)
+ 2〈Ric,Hess(f )〉+ (f )
= 2〈Ric,Hess(f )〉+ (|∇f |2 − R). (2.4)
Also using the evolution equation of g,
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(
∂
∂t
+ 
)
|∇f |2 = 2Ric(∇f,∇f ) + 2
〈
∇f,∇ ∂f
∂t
〉
+ |∇f |2
= 2Ric(∇f,∇f ) + 2〈∇f,∇(−f + |∇f |2 − R)〉+ |∇f |2. (2.5)
Notice also (
∂
∂t
+ 
)
R = 2R + 2|Ric|2. (2.6)
Combining these three expressions, we deduce
(
∂
∂t
+ 
)(
2f − |∇f |2 + R)
= 4〈Ric,Hess(f )〉+ |∇f |2 − 2Ric(∇f,∇f )
− 2〈∇f,∇(−f + |∇f |2 − R)〉+ 2|Ric|2. (2.7)
Denote
q(x, t) = 2f − |∇f |2 + R.
By Bochner’s identity,
|∇f |2 = 2|fij |2 + 2∇f∇(f ) + 2Rijfifj ,
the above equation becomes
(
∂
∂t
+ 
)
q = 4Rijfij +
(
2|fij |2 + 2∇f∇(f ) + 2Rijfifj
)− 2Rijfifj
− 2∇f∇(−f + |∇f |2 − R)+ 2R2ij
= 4Rijfij + 2|fij |2 + 2R2ij + 2∇f∇
(
2f − |∇f |2 + R)
= 2|Rij + fij |2 + 2∇f∇q,
that is, (
∂
∂t
+ 
)
q − 2∇f∇q = 2|Rij + fij |2  2
n
(R + f )2. (2.8)
(The referee kindly pointed out that Eq. (2.8) was also shown in [3].)
Since
q = 2f − |∇f |2 + R = 2(f + R) − |∇f |2 − R,
and hence
R + f = 1(q + |∇f |2 + R),
2
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∂
∂t
+ 
)
q − 2∇f∇q  1
2n
(
q + |∇f |2 + R)2. (2.9)
By direct computation, we also have, for any  > 0
(
∂
∂t
+ 
)
2n
T − t +  − 2∇f∇
(
2n
T − t + 
)
= 1
2n
(
2n
T − t + 
)2
. (2.10)
Combine the above two expressions, we get
(
∂
∂t
+ 
)(
q − 2n
T − t + 
)
− 2∇f∇
(
q − 2n
T − t + 
)
 1
2n
(
q + 2n
T − t +  + |∇f |
2 + R
)(
q − 2n
T − t +  + |∇f |
2 + R
)
. (2.11)
We deal with the above inequality in two cases:
Case 1. At a point (x, t), q + 2n
T−t+ + |∇f |2 + R  0. Then also
q − 2n
T − t +  + |∇f |
2 + R  0
thus, (
∂
∂t
+ 
)(
q − 2n
T − t + 
)
− 2∇f∇
(
q − 2n
T − t + 
)
 0. (2.12)
Case 2. At a point (x, t), q + 2n
T−t+ + |∇f |2 + R > 0. Then the inequality (2.11) can be trans-
formed to (
∂
∂t
+ 
)(
q − 2n
T − t + 
)
− 2∇f∇
(
q − 2n
T − t + 
)
− 1
2n
(
q + 2n
T − t +  + |∇f |
2 + R
)(
q − 2n
T − t + 
)
 1
2n
(|∇f |2 + R)(q + 2n
T − t +  + |∇f |
2 + R
)
 0. (2.13)
Let us define a potential term by
V = V (x, t) =
{
0, if q + 2n
T−t+ + |∇f |2 + R  0 at (x, t),
1
2n (q + 2nT−t+ + |∇f |2 + R), if q + 2nT−t+ + |∇f |2 + R  0 at (x, t).
(2.14)
We know V is continuous. Further, by the above two cases, we conclude
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(
∂
∂t
+ 
)(
q − 2n
T − t + 
)
− 2∇f∇
(
q − 2n
T − t + 
)
− V
(
q − 2n
T − t + 
)
 0.
(2.15)
Since we assumed that the Ricci flow is smooth in [0, T ] and that u(x, t) is a positive C2,1
solution to the conjugate heat equation, we have
q = 2f − |∇f |2 + R = |∇u|
2
u2
− 2u
u
+ R
is bounded for t ∈ [0, T ]. If we choose  sufficiently small, then q(x,T )  2n

. Thus by the
maximum principle ([2], e.g.), for all t ∈ [0, T ], q(x, t) 2n
T−t+ . Letting  → 0, we have for all
t ∈ [0, T ],
q(x, t) 2n
T − t . (2.16)
Recall q = 2f − |∇f |2 + R, τ = T − t . Then we have
2f − |∇f |2 + R  2n
τ
. (2.17)
Further, f = − lnu − n2 (4πτ). Then the above yields
|∇u|2
u2
− 2uτ
u
− R  2n
τ
. (2.18)
Proof of (ii). Next we prove the gradient estimate without the non-negativity assumption for
the scalar curvature R. Let c 2n be a constant to be determined later; denote
B = |∇f |2 + R.
Similarly to the inequality (2.11), we also have,
(
∂
∂t
+ 
)(
q − c
T − t + 
)
− 2∇f∇
(
q − c
T − t + 
)
 1
2n
(q + B)2 − c
(T − t + )2
= 1
2n
[
(q + B)2 − c
2
(T − t + )2 +
c2
(T − t + )2 −
2cn
(T − t + )2
]
= 1
2n
[(
q − c
T − t +  + B
)(
q + c
T − t +  + B
)
+ c(c − 2n)
(T − t + )2
]
. (2.19)
We deal with the previous inequality at a given point (x, t) in three cases.
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T−t+ + B  0. Then also
q − c
T − t +  + B  0
thus, (
∂
∂t
+ 
)(
q − c
T − t + 
)
− 2∇f∇
(
q − c
T − t + 
)
 0. (2.20)
Case 2. B  0, and q + c
T−t+ + B > 0. Then the inequality (2.19) can be changed to(
∂
∂t
+ 
)(
q − c
T − t + 
)
− 2∇f∇
(
q − c
T − t + 
)
− 1
2n
(
q + c
T − t +  + B
)(
q − c
T − t + 
)
 1
2n
B
(
q + c
T − t +  + B
)
 0. (2.21)
Case 3. B  0. Then the inequality (2.19) can be changed to(
∂
∂t
+ 
)(
q − c
T − t + 
)
− 2∇f∇
(
q − c
T − t + 
)
 1
2n
(
q + c
T − t +  + B
)(
q − c
T − t + 
)
+ 1
2n
B
(
q − c
T − t + 
)
+ 1
2n
(
2Bc
T − t +  +
c(c − 2n)
(T − t + )2
)
. (2.22)
To continue, we need the following estimate of the scalar curvature R under the Ricci flow:
R − n
2(t + ) (2.23)
for some  > 0 depending on the initial value of R (it comes from the weak minimum principle
for a differential inequality ∂R
∂t
R + 2
n
R2 ([2], e.g.)). Thus
B = |∇f |2 + R R − n
2(t + ) −
n
2(T − t + ) (2.24)
for t  T2 because t 
T
2 ⇒ t  T − t ⇒ t +   T − t +  ⇒ 1t+  1T−t+ and
1
2n
(
2Bc
T − t +  +
c(c − 2n)
(T − t + )2
)
 1
2n
(
− n
2(T − t + )
2c
T − t +  +
c(c − 2n)
(T − t + )2
)
= 1
(
c(c − 3n)
2
)
. (2.25)2n (T − t + )
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∂
∂t
+ 
)(
q − c
T − t + 
)
− 2∇f∇
(
q − c
T − t + 
)
− 1
2n
(
q + c
T − t +  + 2B
)(
q − c
T − t + 
)
 c(c − 3n)
2n(T − t + )2 . (2.26)
Taking c = 3n, we have,
(
∂
∂t
+ 
)(
q − 2n
T − t + 
)
− 2∇f∇
(
q − 2n
T − t + 
)
− V
(
q − 2n
T − t + 
)
 0
(2.27)
where V = V (x, t) is a bounded function defined by
V =
⎧⎪⎨
⎪⎩
0, if B  0, q + 2n
T−t+ + B  0 at (x, t),
1
2n (q + 2nT−t+ + B), if B  0, q + 2nT−t+ + B > 0 at (x, t),
1
2n (q + 2nT−t+ + 2B), if B < 0 at (x, t).
(2.28)
Following the similar argument for the inequality (2.1), by the maximum principle again, we
have, after letting  → 0,
2f − |∇f |2 + R  3n
τ
and
|∇u|2
u2
− 2uτ
u
− R  3n
τ
, t  T/2.  (2.29)
An immediate consequence of the above theorem is:
Corollary 2.1 (Harnack inequality). Given a smooth Ricci flow on a closed manifold M , let
u :M × [0, T ) → (0,∞) be a positive C2,1 solution to the conjugate heat equation.
(a) Suppose the scalar curvature R  0 for t ∈ [0, T ). Then for any two points (x, t1), (y, t2) in
M × (0, T ) such that t1 < t2, it holds
u(y, t2) u(x, t1)
(
τ1
τ2
)n
exp
∫ 1
0 [4|γ ′(s)|2 + (τ1 − τ2)2R]ds
2(τ1 − τ2) . (2.30)
Here τi = T − ti , i = 1,2, and γ (s) : [0,1] → M is a smooth curve from x to y.
(b) Without assuming the non-negativity of the scalar curvature R, for t2 > t1  T/2, it holds
u(y, t2) u(x, t1)
(
τ1
τ2
)3n/2
exp
∫ 1
0 [4|γ ′(s)|2 + (τ1 − τ2)2R]ds
2(τ1 − τ2) . (2.31)
Here R = R(γ (s), T − τ) with τ = τ2 + (1 − s)(τ1 − τ2) and |γ ′(s)|2 = gT−τ (γ ′(s), γ ′(s)).
1016 S. Kuang, Q.S. Zhang / Journal of Functional Analysis 255 (2008) 1008–1023Proof. We will only prove (a) since the proof of (b) is similar.
Denote τ(s) := τ2 + (1 − s)(τ1 − τ2), 0 τ2 < τ1  T , define
	(s) := lnu(γ (s), T − τ(s))
where 	(0) = lnu(x, t1), 	(1) = lnu(y, t2). By direct computation,
∂	(s)
∂s
= us
u
= ∇u
u
∂γ
∂s
− uτ (τ1 − τ2)
u
= (τ1 − τ2)
( ∇u√
2u
·
√
2γ ′(s)
τ1 − τ2 −
uτ
u
)
 (τ1 − τ2)
(
2|γ ′(s)|2
(τ1 − τ2)2 +
|∇u|2
2u2
− uτ
u
)
= 2|γ
′(s)|2
(τ1 − τ2) +
τ1 − τ2
2
( |∇u|2
u2
− 2uτ
u
)
. (2.32)
By our gradient estimate, if R  0, then
|∇u|2
u2
− 2uτ
u
R + 2n
τ
where τ = τ2 + (1 − s)(τ1 − τ2). Therefore
∂	(s)
∂s
 2|γ
′(s)|2
(τ1 − τ2) +
τ1 − τ2
2
(
R + 2n
τ
)
. (2.33)
Integrating with respect to s on [0,1], we have
	(1) − 	(0) 2
∫ 1
0 |γ ′(s)|2 ds
(τ1 − τ2) +
(τ1 − τ2)
∫ 1
0 Rds
2
+ n ln τ1
τ2
. (2.34)
Recall 	(0) = lnu(x, t1), 	(1) = lnu(y, t2). Then
ln
u(y, t2)
u(x, t1)

∫ 1
0 [4|γ ′(s)|2 + (τ1 − τ2)2R]ds
2(τ1 − τ2) + ln
(
τ1
τ2
)n
. (2.35)
Therefore, given any two points (x, t1), (y, t2) in the space–time, we have
u(y, t2) u(x, t1)
(
τ1
τ2
)n
exp
∫ 1
0 [4|γ ′(s)|2 + (τ1 − τ2)2R]ds
2(τ1 − τ2) .  (2.36)
We end the section by presenting an application of the above Harnack inequality on the
uniqueness of solutions to the conjugate heat equation. We thank Professor L.F. Tam for very
helpful explanations.
In the interesting paper [6], Hamilton and Sesum proved the following results.
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exists only one positive solution to the conjugate heat equation satisfying Perelman’s differential
Harnack inequality if the metric evolves according to Kähler Ricci flow and has a type I singu-
larity. Moreover, in case the dimension is 2, there is only on positive solution if only the Kähler
Ricci flow has a type I singularity.
Here we prove that in all dimensions the uniqueness of positive solutions holds if only the
Kähler Ricci flow has a type I singularity, i.e.,
Theorem 2.2. Let M be a compact Kähler manifold with positive first Chern class. If g(t) is
the unnormalized Kähler Ricci flow such that |Ric(g(t)|  C
T−t (T being the singular time) for
a uniform constant C, which holds if the flow has type I singularity, then the conjugate heat
equation has only one positive solution up to a constant.
Proof. We will prove that all positive solutions to the conjugate heat equation satisfy an elliptic
type Harnack inequality if |Ric(g(t)| C
T−t , i.e.,
Let u be a positive solution to the conjugate heat equation. There is a uniform constant C0
such that
max
M×[0,T )
u C0 inf
M×[0,T ) u. (2.37)
This inequality was proven in [6] under the additional assumption that the solution satisfies
Perelman’s differential Harnack inequality. Once the Harnack inequality is established, the rest
of the proof follows from the blow up method in [6].
In order to prove (2.37), we observe from Corollary 1 and the condition on the scalar curvature
that
(τ1 − τ2)
1∫
0
R
(
γ (s), T − (τ2 + (1 − s)(τ1 − τ2)))ds
 C(τ1 − τ2)
1∫
0
1
τ2 + (1 − s)(τ1 − τ2) ds = C ln
τ1
τ2
,
and
u(y, t2) cu(x, t1)e2
∫ 1
0 |γ ′(s)|2 ds/(τ1−τ2)
(
T − t1
T − t2
)b
for some b > 0. Note that Theorem 2.1, part (ii) and Corollary 2.1, part (b) is valid for all time
here due to the lower bound on the scalar curvature coming out of type I singularity assumption.
I.e. we can assume that R − n2(T−t) after suitable normalization such as |Ric| 1/(2(T − t)).
The only modification in the proof is that (2.24) is valid for all time.
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1∫
0
∣∣γ ′(s)∣∣2
g(T−τ) ds 
T − t1
T − t2
1∫
0
∣∣γ ′(s)∣∣2
g(t1)
ds
where one also uses the normalized assumption that Ric(g(t))  −g(t)/(T − t). Using re-
parametrization, the above shows
1∫
0
∣∣γ ′(s)∣∣2
g(T−τ) ds 
T − t1
T − t2
(√
T − t1
)2
.
Therefore
u(y, t2) cu(x, t1)e2
(T−t1)2
(T−t2)(τ1−τ2)
(
T − t1
T − t2
)b
.
Fixing an arbitrary t1, we pick t2 = (T + t1)/2. Then, we conclude
u(y, t2) Cu(x, t1). (2.38)
Given t > 0, let U(t) = supx∈M u(x, t). Then by the assumption on the Ricci curvature, it holds
U ′(t)− C
T − t U(t).
Hence
U(t2) c1U(t1).
This and (2.38) show that
U(t1)C inf
x∈Mu(x, t1).
Thus (2.37) is proven. The rest of the proof is identical to that of [6]. 
3. Localized version of the gradient estimate in Section 2
In this section we prove a localized version of the previous gradient estimate. Here we apply
Li–Yau’s idea of using certain cut-off functions to the new equations derived in the last section.
However the computation is more complicated for two reasons. One is that the metric is also
evolving. The another is that the equations coming from the last section have a more complex
structure.
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nian metrics evolving under Ricci flow, that is, ∂gij
∂t
= −2Rij . Given x0 ∈ M and r0 > 0, let u
be a smooth positive solution to the conjugate heat equation ∗u = −u − ut + Ru = 0 in
the cube Qr0,T := {(x, t) | d(x, x0, t)  r0, 0 < t  T } and τ = T − t . Suppose Ric  −K
throughout Qr0,T for some positive constant K . Then for (x, t) in the half-cube Qr02 , T2 := {(x, t) |
d(x, x0, t) r02 , 0 < t 
T
2 }, we have
|∇u|2
u2
− 2uτ
u
− R  cK + c
T
+ c
r20
(3.1)
where c > 0 is a constant depending only on the dimension n.
Proof. As before let f be a function defined by u = e−f
(4πτ)
n
2
and
q = 2f − |∇f |2 + R = |∇u|
2
u2
− 2uτ
u
− R.
From inequality (2.9) in the last section, we have
q − qτ − 2∇f∇q  12n
(
q + |∇f |2 + R)2. (3.2)
For the fixed point x0 in M , let ϕ(x, t) be a smooth cut-off function (mollifier) with support in
the cube
Qr0,T :=
{
(x, t)
∣∣ x ∈ M, d(x, x0, t) r0, 0 < t  T } (3.3)
possessing the following properties:
(1) ϕ = ϕ(d(x, x0, t), t) ≡ ψ(r(x, t))η(t), r(x, t) = d(x, x0, t); ∂ψ∂r  0, ∂η∂t  0, τ = T − t ;
(2) ϕ(x, t) ≡ 1 in Qr0
2 ,
T
2
:= {(x, t) | d(x, x0, t) r02 ,0 < t  T2 };
(3) | ∂rψ
ψa
| c(n,a)
r0
, | ∂rrψ
ψa
| c(n,a)
r20
, for some c(n, a), 0 < a < 1;
(4) | ∂t η√
η
| c
T
, for some c depending on n.
Now we focus on the product (ϕq)(x, t). Since ϕ has support in Qr0,T , we can assume ϕq reaches
its maximum at some point (y, s) ∈ Qr0,T . If q(y, s) = 2f (y, s)−|∇f (y, s)|2 +R(y, s) is neg-
ative, then the theorem is trivially true. Thus we can assume q(y, s) 0. By direct computation,
(ϕq) − (ϕq)τ − 2∇f∇(ϕq)− 2∇ϕ
ϕ
∇(ϕq)
= ϕ(q − qτ − 2∇f∇q) + (ϕ)q − 2 |∇ϕ|
2
ϕ
q − qϕτ − 2q∇f∇ϕ
 ϕ
(
q + |∇f |2 + R)2 + (ϕ)q − 2 |∇ϕ|2 q − qϕτ − 2q∇f∇ϕ. (3.4)2n ϕ
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(1) (ϕq)(y, s) 0,
(2) ∇(ϕq)(y, s) = 0,
(3) (ϕq)τ (y, s) 0.
The last inequality comes from the fact that (ϕq)|t=T = 0 since ϕ|t=T = 0, ϕq can only take its
maximum for t ∈ [0, T ). We have also borrowed the idea of Calabi as used in [8] to circumvent
the possibility that (y, s) is in the cut locus of g(s).
Thus at the point (y, s), inequality (3.4) becomes
ϕ
2n
(
q + |∇f |2 + R)2(y, s) ϕτ q + 2q∇f∇ϕ + 2 |∇ϕ|2
ϕ
q − (ϕ)q
= (I ) + (II) + (III) + (IV). (3.5)
We estimate each term on the right-hand side as follows:
(I ) = ψτη(τ)q + ψητq = ψrrτ η(τ )q + ψητq.
From the lower bound assumption on the Ricci curvature Ric−K , we have (see [2], e.g.)
∂r
∂τ
= −∂r
∂t
−Kr. (3.6)
By construction of ψ , we have ψr  0. Therefore,
ψr
∂r
∂τ
Kr|ψr | = Kr |ψr |√
ψ
√
ψ Kr c
r0
√
ψ  cK
√
ψ. (3.7)
This shows
(I ) cK
√
ψηq + ψητq  cK√ϕq + ψ |ητ |√
η
√
ηq  cK√ϕq +√ψ c
T
√
ηq.
Recall that ϕ = ψη, for a parameter  to be chosen later, we have
(I ) cK√ϕq + c
T
√
ϕq  c

K2 + c
T 2
+ 2ϕq2, (3.8)
(II) 2|∇f ||∇ϕ|q  2|∇f | |∇ϕ|√
ϕ
√
ϕq
 1

4|∇f |2 |∇ϕ|
2
ϕ
+ ϕq2
= 1

4
√
ϕ|∇f |2 |∇ϕ|
2
ϕ
3
2
+ ϕq2
 ϕ|∇f |4 + 1
3
c
r2
+ ϕq2, (3.9)0
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2
ϕ3/2
√
ϕq  2
∣∣∣∣ ∇ϕϕ3/4
∣∣∣∣
2√
ϕq  ϕq2 + 1

c
r20
, (3.10)
(IV) = −(ϕ)q = −
(
∂rrϕ + (n − 1)∂rϕ
r
+ ∂rϕ∂r log√g
)
q
 |∂rrϕ|√
ϕ
√
ϕq + (n − 1)∂rϕ
r
q + |∂rϕ|√
ϕ
√
K
√
ϕq
 1

(
∂rrϕ√
ϕ
)2
+ ϕq2 + (n − 1)∂rϕ
r
q + K

( |∂rϕ|√
ϕ
)2
+ ϕq2
 2ϕq2 + c
r40
+ cK
r20
+ (n − 1)∂rϕ
r
q.
Notice that ϕ ≡ 1 in Qr0
2 ,
T
2
. Thus ∂rϕ = 0 for 0  r  r02 , and we can just focus on r  r02 ,
1
r
 2
r0
. Then (IV) can be estimated as follows:
(IV) 2ϕq2 + c
r40
+ cK
r20
+ (n − 1)2∂rϕ
r0
q
 2ϕq2 + c
r40
+ cK
r20
+ ϕq2 + 4(n − 1)
2
r20
∣∣∣∣∂rϕ√ϕ
∣∣∣∣
2
 3ϕq2 + c
r40
+ cK
r20
.
Combining (I)–(IV), we have
ϕ
2n
(
q + |∇f |2 + R)2(y, s) 7ϕq2 + cK2 + c
T 2
+ c
r20
+ cK
r20
+ c
r40
+ ϕ|∇f |4
 7ϕq2 + cK2 + c
T 2
+ c
r40
+ ϕ|∇f |4. (3.11)
Notice we assumed q(y, s) 0, otherwise the theorem is trivially true, since q  0 is better than
what we want to proof.
(
q + |∇f |2 + R)2(y, s) = (q + |∇f |2 + R+ − R−)2(y, s)
 1
2
(
q + |∇f |2 + R+)2(y, s) − (R−)2(y, s)
 1
2
(
q + |∇f |2)2(y, s) − (R−)2(y, s)
 1
2
(
q2 + |∇f |4)(y, s) − ( sup
Qr0,T
R−
)2
 1
(
q2 + |∇f |4)(y, s) − n2K2. (3.12)2
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the lower bound assumption for the Ricci curvature Ric−K ⇒ R −nK ⇒ R−  nK since
R = −R− if R < 0. Substituting into (3.11) and reorganizing, we have
(
1
4n
− 7
)
ϕq2(y, s)
(
 − 1
4n
)
ϕ|∇f |4 + cK2 + c
T 2
+ c
r40
. (3.13)
Take  such that 7  14n . Then the above inequality becomes
ϕq2(y, s) cK2 + c
T 2
+ c
r40
. (3.14)
By using inequality a21 + a22 + · · · + a2n  (a1 + a2 + · · · + an)2,
(ϕq)2(y, s) ϕq2(y, s)
(
cK + c
T
+ c
r20
)2
. (3.15)
If (x, t) ∈ Qr0
2 ,
T
2
, then ϕ(x, t) ≡ 1. Thus for any (x, t) ∈ Qr0
2 ,
T
2
,
q(x, t) = ϕ(x, t)q(x, t) max
Qr0
2 ,
T
2
(ϕq)(x, t) max
Qr0,T
(ϕq)(x, t) = (ϕq)(y, s)
 cK + c
T
+ c
r20
. (3.16)
Therefore we just proved that in Qr0
2 ,
T
2
,
q(x, t) cK + c
T
+ c
r20
. (3.17)
If we bring back u, recall q = 2f − |∇f |2 + R, f = − lnu − n2 ln(4πτ), then we have
|∇u|2
u2
− 2uτ
u
− R  cK + c
T
+ c
r20
.  (3.18)
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