The promise of chemical computation lies in controlling systems incompatible with traditional electronic micro-controllers, with applications in synthetic biology and nano-scale manufacturing. Computation is typically embedded in kinetics-the specific time evolution of a chemical system. However, if the desired output is not thermodynamically stable, basic physical chemistry dictates that thermodynamic forces will drive the system toward error throughout the computation. The thermodynamic binding network (TBN) model was introduced to formally study how the thermodynamic equilibrium can be made consistent with the desired computation, and it idealizes tradeoffs between configurational entropy and binding. Here we prove the computational hardness of natural questions about TBNs and develop a practical algorithm for verifying the correctness of constructions by translating the problem into propositional logic and solving the resulting formula. The TBN model together with automated verification tools will help inform strategies for error reduction in molecular computing, including the extensively studied models of strand displacement cascades and algorithmic tile assembly.
Introduction
Similar to digital electronics, advances in engineering of molecular computation have relied on a distinctive set of abstractions and models. The formalism of algorithmic tile assembly [10] enabled the self-assembly of complex nanostructures from simple parts, with a molecular computational process (such as simulating binary counting) directing component placement [3, 21] . Likewise, DNA strand displacement cascades (formalized as [22] ) made it possible to rationally design molecular reaction pathways, and this model has been used to engineer a wide range of molecular devices, programmable structures, logic and neural circuits, and dynamical systems [28, 26, 6] . The ultimate applications of molecular computation are in contexts where traditional electronics cannot be used. These applications include reprogramming biological cell behaviors or controlling complex nanoscale assembly processes. It is also hoped that theories of molecular computing can shed light on ill-understood design principles of natural biological regulatory and development pathways.
The widely studied models of chemical computing such as algorithmic tile assembly and strand displacement cascades are essentially kinetic as they describe a desired time evolution of an information processing chemical system. However, unlike electronic computation, chemical computation operates in a Brownian environment subject to powerful thermodynamic driving forces. If the desired output happens to be a meta-stable configuration, then thermodynamic driving forces will inexorably drive the system toward error. For example, in tile assembly, thermodynamically favored assemblies that are not the intended self-assembly program execution are a major source of error [23, 3] . Likewise, spurious production of signal in most strand displacement systems (called leak) occurs because the thermodynamic equilibrium of a strand displacement cascade favors incorrect over the correct output, or does not discriminate between the two [27] .
The thermodynamic binding network (TBN) model abstracts chemical systems at the thermodynamic equilibrium [11] . The model is simple and general due to its two main features: (1) abstracting away of "geometry", and (2) the simplification of thermodynamics to a tradeoff between the number of separate complexes (configurational entropy) and the number of bonds formed. These features of the model make it widely applicable, including for understanding the consistency of kinetics and thermodynamics for strand displacement cascades, algorithmic tile assembly, as well as other contexts. The simplicity of the model makes it amenable to rigorous proofs.
The most basic question is how can we distinguish (thermodynamically) stable configurations-that is configurations that are favorable in terms of free energy-from unstable ones. Predicting the thermodynamic equilibrium is often computationally difficult: for example, determining the lowest energy configurations of Ising models [7] , predicting secondary structure of nucleic-acids with pseudoknots [19] , and predicting protein folding [14] were shown to be NP-hard. These problems derive their hardness from geometrical constraints. In contrast the TBN model avoids geometry, and the computational complexity originates in the interplay between the opposing forces of increasing binding and increasing the number of separate complexes. Note, however, that even without configurational entropy, there are interesting computational problems derived solely from geometry-free binding [17] .
In the TBN model, the hard part of checking whether a given configuration is stable is determining whether the system can reconfigure to increase the number of separate complexes, thereby increasing configurational entropy, without reducing the total number of bonds. We prove that this problem is NP-complete in the worst case. We strengthen this further: letting S denote the number of separate complexes in a stable configuration, we show that computing S is not in n δ -APX for any δ < 1 unless P = NP (that is, S is hard to approximate).
Applications of TBNs in molecular computing also motivate more complex questions about stable configurations. In DNA strand displacement cascades, output is usually represented by the release of a previously bound DNA strand.
The question of whether releasing the output is thermodynamically favorable corresponds to the problem of deciding whether a given strand is free in some stable configuration of the TBN model (StablyFree). In other contexts, the output is represented by whether two specific molecules are bound in the same complex, and we want to determine whether there is a stable configuration with that property (StablyTogether). By connecting these problems to a graph problem concerning membership in a minimum vertex cover, we show that these problems are complete for P NP (which is P with parallel access to an NP oracle), a complexity class of growing importance [18, 13] .
Despite these worst-case negative results, we develop a software package accompanying this paper that can answer many questions in practice, with functionality for finding stable configurations, and finding stable configurations with specific properties including StablyFree and StablyTogether [1]. To compute S, the package computes a non-trivial reduction to the Boolean satisfiability problem (SAT) which is then passed to a SAT solver. We show that an exponential speed up can be achieved in certain cases, compared with a naive solution based on enumerating all configurations, or even the subset of maximally bound (saturated) configurations. Although StablyFree and StablyTogether are more complex questions about stable configurations, we show that these problems can be reduced to computing S on a transformed TBN. Our package assists in manipulating and understanding the behavior of TBNs.
Our ultimate goal is molecular computation in which the thermodynamic equilibrium is consistent with the desired computation, and that it can be reached by an efficient kinetic pathway. The TBN model permits differentiating thermodynamic and kinetic contributions to the computational power of the chemical system, and by ensuring that both are consistent we can ensure greater fidelity of molecular computing. Note that although we show that NP-hard problems can be encoded in TBNs, we in no way claim that TBNs by themselves provide an effective physical mechanism for solving NP-hard problems. Indeed, without a separate kinetic argument as that given by strand displacement or tile assembly, there are no guarantees on the time required to approach thermodynamically favored states.
Model
TBNs consider chemical systems affected by two (often opposing) thermodynamic driving forces: the free-energy benefit due to forming additional bonds, and the penalty for separate molecules joining together (free-energy of association). TBNs focus on these two driving forces due to their wide applicability, as well as the existence of systematic ways to amplify their strength relative to other driving forces [11] . A further aspect of the model that makes it inclusive is that it does not rely on geometric constraints to enforce correct behavior. Thus, in the TBN model, we think of a monomer as simply being an unstructured collection of binding sites.
Formally, a TBN is a triple (D, * , T ) where -D is a finite set, which we call the set of site types. These represent specific binding motifs, with the prototypical example of DNA "domains"-sequences that are designed to bind as a unit. - * : D → D is an involution (its own inverse) with no fixed point (a * = a for all a). This way the complement of the site type a * is (a * ) * = a. The prototypical example is that of DNA, where two sequences are complementary if they are Watson-Crick complements of each other. 3 -T is a finite multiset of monomer types, and a monomer type is a finite multiset over D. This models that chemical systems consist of macromolecules and that macromolecules may have multiple binding sites.
We often call T alone a TBN when D and * are to be inferred. For example, given the following multiset of monomer types,
we can infer that D = {a, b, a * , b * } and that * maps a to a * , b to b * and vice versa. We call an occurrence of a site type a site, and an occurrence of a monomer type a monomer. So T ex has seven sites but just four site types, and it has three monomers but just two monomer types. A site (type) is limiting if its complement occurs at least as often. So a, a * , and b are limiting in T ex .
We use a bold variable like m to indicate a monomer and an italic variable like s to indicate a site.
As Figure 1 illustrates, a configuration γ of a TBN is a matching among its complementary sites. Two sites pair in γ if they are matched. Two monomers bind in γ if some of their sites pair. A polymer of γ is a connected component with respect to binding. The configuration γ is saturated if the matching is maximal. γ is stable if it is saturated and no saturated configuration has more polymers. The number of polymers in γ is |γ|.
All else being equal, a state with more bonds formed is more favorable, and a state with more separate polymers is more favorable. 4 Thus "thermodynamic stability" is equated with "maximizing the number of molecular bonds and the number of separate polymers" subject to some prescribed trade-off between the two. Although the general case of quantitative trade-off is complex, TBNs take the limiting case in which maximizing the number of bonds is infinitely preferred. Importantly, many systems studied in molecular programming operate in this limit: in particular, DNA systems with long domains (strong binding sites) at relatively low concentrations [27] . 5 3 polymers 2 polymers The TBN model abstracts a volume with one copy each of the given monomers. To handle multiple copies, each copy must be explicitly included. Certain results that hold in the single copy setting could be generalized to a "bulk" setting with a variable count of each monomer type, although this is an area for future work (see Section 8).
Examples
The following examples illustrate the kinds of analysis the TBN model allows, motivated by the verification of different chemical systems.
A core part of chemical and molecular machinery is assembling stable molecular structures. For example, biology relies on molecular structures like motors and capsids. Similarly, in engineering, molecular self-assembly techniques design building blocks that accrete into large structures. A basic question of self-assembly is will a desired structure hold together and how can we know?
Distinguishing stable from unstable assemblies can be challenging. Figure 2 shows two TBNs, each consisting of nearly the same collection of monomers, but there is a sharp difference in their behavior. One may fall apart into two polymers in a stable configuration, while every stable configuration of the other holds together as a single polymer. Can we tell the two cases apart without enumerating exponentially many configurations? As a more complex example of molecular computation, consider molecular logic circuits proposed in prior work [5] . Figure 3 shows a Boolean sorting network of 10 logic gates implemented with 97 monomers. The inputs are encoded in an "input" monomer. Each output is represented by which of two "output" monomers (representing 0 and 1 respectively) is bound in the same polymer as the input. Although the details of the construction are beyond the scope of this paper, intuitively each logic gate corresponds to a set of monomers, with a monomer for each entry of the truth table (for example, {1 a , 0 c , 1 * i , 1 * j } corresponding to the OR with input wires a = 1, c = 0 and output wires i = j = 1). The monomers corresponding to the correct computation on the given inputs bind in the polymer with the input monomer. Additional "cap" monomers (for example, {1 * a , 0 * c }) and "wrap-around" site types (w and w * ) non-trivially ensure that correct computation is enforced in the stable configuration. To verify correctness, we would like to algorithmically confirm that there is no stable configuration such that the wrong output monomer is bound in the same polymer as the input. Note that this TBN has about 10 61 saturated configurations. Even checking a billion configurations per second, checking all of them would take 10 44 years.
Beyond theoretical constructions, DNA strand displacement cascades have been widely used to realize complex molecular reaction pathways in the laboratory [28] . In a strand displacement cascade, computation is carried out by combinations of DNA strands. When certain input strands are present, they can bind to DNA complexes and displace strands of the complex. These newly displaced strands act as input strands for other complexes. The cascade of displacements that follows can free certain output strands. Which are free encodes the output of the computation.
We can use a TBN to confirm that the release of the output strand incurs a configurational entropy penalty unless the correct input is present. Figure 4 shows two stable configurations of a TBN that models a strand displacement cascade computing an AND of two inputs: the output strand can be free in a stable configuration if and only if both inputs are present. This construction The full construction for arbitrary circuits is given in prior work [5] . Each logic gate in (a) corresponds to a set of monomers in (b). For example, the black OR gate in (a) corresponds to the black monomers in (b). The min monomer encodes the inputs to the circuit. The mout monomers correspond to possible outputs of the circuit. In a particular configuration, the computed output corresponds to which of the mout monomers are in the same polymer as min. In the example configuration in (b), mout(q, 1) is in the same polymer as the input monomer, so the output on wire q is 1. The construction ensures that every stable configuration (for example, the configuration shown in (b)) computes the correct output.
was introduced in prior work, but the TBN model gives us a way of precisely articulating the combinatorial penalty to falsely releasing the output [27, 11] . 6 In the remainder of the paper, we formally define and resolve questions about TBNs such as these. In Sections 4 and 6 we focus on analyzing their computational complexity. In Sections 5 and 7 we develop a method to answer them via a reduction to SAT. The tool we develop handles the examples in this section and confirms the answers we have discussed here. . 4 . A TBN for a strand displacement cascade module that behaves as an AND gate. (a) The gate without the input monomers. This is the unique stable configuration. The output monomer remains bound. (b) The same gate with the input monomers added. The configuration illustrated now becomes an additional stable configuration, and it has the output monomer free. A kinetic pathway that leads from the inputs being present to the outputs being free would correspond to flipping the bonds in a cascade from top to bottom. Note that when exactly one of the input monomers is present (not shown), the output monomer still is not free in any stable configuration.
achievable in a saturated configuration of a TBN, which we call S(T ). Knowing this quantity, we can determine whether a given configuration is stable by checking whether it has S(T ) polymers. We will see in later sections that other questions about TBNs can be reduced to calculating S(T ) as well. In this section, we prove that SaturatedConfig is NP-complete and even that S is hard to approximate. To formalize our analysis, we establish the encoding of a TBN as follows. First, the encoding of a monomer is a sequence of its sites (arbitrarily ordered). Then the encoding of a TBN is a sequence of the encoding of its monomers (also arbitrarily ordered).
Claim 1. SaturatedConfig is in NP.
Proof. Consider a TBN T and an integer k. Suppose T has a saturated configuration γ with at least k polymers. Then γ is a certificate of polynomial size. Check that γ is saturated by checking that every two unpaired sites are not complements. Check that γ has k polymers by counting the connected components.
To show hardness we reduce from the decision problem ExactCover, one of Karp's original NP-complete problems. 
Definition 2.
A set X of sets is in ExactCover if some subset of X partitions the universe X = {y ∈ x : x ∈ X}. Such a subset is called an exact cover.
The reduction relies on a transformation from an instance X of ExactCover to a TBN T(X), which Figure 5 illustrates. Let U = X be the universe and B = X be the multiset sum of the sets in X. Then T(X) has three kinds of monomers: m x = x for each set x in X, m U = {s * : s ∈ U }, and m B\U = {s * : s ∈ B \ U }.The number of polymers in a stable configuration of T(X) depends on whether X is a yes or no instance. Conversely, suppose γ is a saturated configuration with two polymers. Then each m x is completely bound to m U or completely bound to m B\U . Those m x bound to m U then partition U and constitute an exact cover. This is enough to prove that SaturatedConfig is NP-complete, but to prove a strong hardness of approximation result for S, we scale the gap between the two cases up to a factor of j. To do so, we transform X into T j (X) as Figure 5 illustrates. We combine j − 1 indexed copies of T(X) into a single TBN and then merge the j − 1 indexed copies of m B\U into a single monomer. This way T(X) is the same as T 2 (X), and in general we have the following. 
S(T j (X)) =
j if X is in ExactCover 1 otherwise Bonds form only within, not between, copies in T j (X). So Claim 3 holds by reasoning similar to the proof of Claim 2.
We now see that S is hard to approximate. We define a one-sided approximation in the way typical of maximization problems.
A trivial n factor approximation algorithm for S is to always output 1. This trivial algorithm turns out to be optimal among polynomial factor approximations.
Claim 4.
No n δ factor approximation algorithm for S runs in time polynomial in n for any δ < 1 unless P = NP, where n is the number of monomers.
Proof. To the contrary, suppose A is such an algorithm, and consider a set X of m sets. Then T j (X) has n = (m + 1)(j − 1) + 1 < 2mj monomers. So choose j > (2m) δ 1−δ . Raise both sides to 1 − δ and rearrange to see that j > (2mj) δ > n δ . If X is not in ExactCover, then S(T j (X)) = 1. So
So X is in ExactCover if and only if A(T j (X)) > 1.
Computing SaturatedConfig
A hallmark property of an NP-complete decision problem is that some instances will be hard to solve unless P = NP. However, there are still interesting instances that can be solved efficiently. Since many real-world problems are NP-complete, various approaches have been developed to perform well on interesting instances. In this section, we apply such an approach. We encode the SaturatedConfig problem into SAT, the Boolean satisfiability problem, which allows a SAT solver to find a solution that we can decode to obtain a saturated configuration. By querying SaturatedConfig for different k we can compute S(T ) as well as obtain a stable configuration.
The Boolean satisfiability Problem Definition 4. A formula φ in propositional logic is called satisfiable iff there exists an assignment to the Boolean variables in φ such that the formula evaluates to true. The Boolean satisfiability problem asks whether a given formula φ is satisfiable.
A SAT solver is a tool that determines whether a formula has a satisfying assignment. In the last two decades, SAT solvers have become powerful enough to efficiently solve interesting instances of hard problems. The approach has been successful in areas such as hardware and software verification [8, 9, 16] .
To use this approach to solve SaturatedConfig, we will translate a TBN T and an integer k into a CNF formula φ such that satisfying assignments of φ correspond to saturated configurations of T with at least k polymers. Recall that a CNF (conjunctive normal form) formula is a conjunction of disjunctions, such as (x ∨ ¬y) ∧ (x ∨ z) ∧ z.
Encoding saturated configurations
We construct a formula where satisfying assignments correspond to saturated configurations of a TBN T . The formula uses a Boolean variable Pair(s, t) for each pair of complementary sites s and t. Assigning Pair(s, t) true will mean that s and t are paired. Otherwise they are unpaired. Note that pairing is symmetric, so Pair(s, t) and Pair(t, s) are the same variable.
In order to encode a valid configuration, we add the constraint
to the formula for each site s, where C(s) is the sites in T complementary to s. The direct encoding of ≤ 1 (read "at most one") includes a binary clause ¬ Pair(s, t) ∨ ¬ Pair(s, u) for each two sites t and u in C(s). The number of such clauses is quadratic in the size of C(s). Although there do exist encodings that consist of only a linear number of binary clauses [24] , due to the limited size of C(s) in our test suite we found that the direct encoding works best.
Claim 5.
A configuration is saturated iff every limiting site is paired.
We omit the proof, but this fact allows us to easily encode saturation. To do so, we add the constraint
to the formula where L is the set of limiting sites of T . Notice that each ≥ 1 (read "at least one") constraint is simply a clause.
Encoding polymers
To begin identifying polymers, we convert site pairing to monomer binding using Boolean variables like Bind(m, n). For now, assigning Bind(m, n) true will mean that monomers m and n are bound. Note that binding is also symmetric, so Bind(m, n) and Bind(n, m) are the same variable. To convert pairing to binding, we add the constraint Pair(s, t) → Bind(m, n) to the formula for each site s in a monomer m and each complementary site t in a different monomer n. We expand Bind(·, ·) to be transitive by adding the constraint Bind(m, n) ∧ Bind(m, r) → Bind(n, r) to the formula for every three distinct monomers m, n, r. The addition of transitivity ensures that monomers m and n are part of the same polymer iff Bind(m, n) is true.
Maximizing the number of polymers
The most involved part of the encoding is enforcing the configuration to have at least k polymers. There are various ways to encode such a cardinality constraint, and the quality of that encoding can make or break our entire approach. Several techniques have been developed to automatically improve a low quality encoding [12, 20] . However, it typically pays to manually optimize it. We implemented several encodings, and describe here the one that resulted in the best performance, which was inspired by the representative encoding [15] . Let m 1 , m 2 , . . . , m n be an arbitrary ordering of the n monomers of T . We call a monomer m the representative of a polymer P iff every other monomer in P follows m in the ordering. To determine the representatives, we add the constraint Bind(m, n) → ¬ Rep(n) to the formula for each monomer m that precedes each monomer n. Now, we can use these Boolean variables to enforce that a configuration has at least k polymers by adding
to the formula. To effectively encode this cardinality constraint, we introduce new Boolean variables Sum(i, j) for 1 ≤ i ≤ n and 1 ≤ j ≤ k, which will mean that among m 1 , . . . , m i there are at least j representatives. The encoding, which is a simplification of [24] , is shown below and also illustrated in Figure 6 .
Overall, the size of the formula we generate is bounded in terms of the number n of sites in a TBN. O(n 2 ) clauses of size O(n) encode a saturated configuration. 6 . An illustration of the Sum(·, ·) variables (above) and the Rep(·) variables (below) for a SaturatedConfig problem with n = 16 monomers and k = 6 polymers. Variables that are assigned to false/true are shown as 0/1. The zeros propagate up diagonally, while the ones propagate down diagonally. A 0,1 pair in a row (above) implies that the monomer at the position of the 1 is a representative (below). The bold entries indicate the unit clauses, while × indicates out redundant variables.
Example of fast solving
In principle, to decide whether a TBN has a saturated configuration with at least a certain number of polymers, we can simply check each saturated configuration in turn. In practice, the number of saturated configurations is typically astronomically large-for example, recall that the TBN in Fig. 3 has about 10 61 saturated configurations. Thus any naive approach that somehow enumerates the saturated configurations to identify the ones with the greatest number of polymers is bound to fail. Yet in under a minute, 7 our SAT solving approach finds S(T ) for the example and inputs in Fig. 3 , and also checks StablyTogether, a harder problem that we define in Section 6. It does this using the Glucose SAT solver built and run with default options [2] .
Beyond SaturatedConfig
We will want to compute more complicated properties of stable configurations than just the number of polymers. Even when Q x is an easy property to check, Stably Q seems harder than NP. For SaturatedConfig, a saturated configuration with k polymers served as a certificate. For Stably Q, a stable configuration satisfying Q x might seem to serve as a certificate. But checking that a configuration is saturated is easy, while checking that it is stable seems hard. So we look to a class larger than NP. P NP is the class of problems decided by a deterministic polynomial-time Turing machine with access to an oracle in NP. The Turing machine can alternate between computing and querying its oracle adaptively. If we instead require the machine to make all of its queries in parallel as a single group, then we get the class P NP . 8 This class is large enough to contain Stably Q for many Q. Claim 6. If checking Q x on configuration γ is in NP, then Stably Q is in P NP .
Proof. Consider a TBN T and parameter x. Let A k (and let B k ) mean that some saturated configuration of T has k polymers (and has Q x ). We know A k is in NP by Claim 1. And we see B k is in NP by the witness (γ, w), where w is in turn a witness that Q x holds for γ. So query A k and B k for each k from 1 to the number of monomers in T . Then the largest k where A k holds is S(T ). And B S(T ) holds iff (T , x) is in Stably Q.
In the rest of this section we define two important properties Q x and show that Stably Q is a complete problem for P NP in both cases. This uses mathematical tools involving graphs, which we introduce first.
Graph problems for reductions
To see that Stably Q is complete for P NP , we show that there is a polynomial-time many-one reduction from some complete problem Prob to Stably Q, denoted Prob ≤ Stably Q. Here Prob will be a graph problem.
Consider a subset X of the vertices of a graph G. Recall that X is an independent set if X contains no neighbors. X is a vertex cover if X contains an endpoint of each edge. With this we define four key decision problems. Prior work shows that MinVertexCoverMember is complete for P NP [25] . We will later see that MaxIndSetMember is as well. And by a well-known duality between independent sets and vertex covers, MaxIndSetMember = MinVertex CoverNotMember and MaxIndSetNotMember = MinVertexCoverMember. So these problems are all complete for P NP .
These graph problems connect to stable configurations of a TBN by the construction in Fig. 7 and the following fact about it.
Proof. Suppose some independent set I of G of size k does not (does) contain m. Then binding m G to n v for each v not in I yields a saturated configuration of T G with k + 1 polymers and m G not bound (bound) to n m .
Conversely, suppose some saturated configuration γ of T G has k + 1 polymers and m G not bound (bound) to n m . Then collecting each vertex v where n v is not bound to m G in γ yields an independent set of G of size k not containing (containing) m.
StablyTogether
In a TBN that implements a computation, whether two specific monomers are together in the same polymer can be interpreted as a bit of output. For example, this is the notion of output in the circuit construction shown in Fig. 3 [5] . Note that this representation is experimentally meaningful when usual fluorescence readout methods are used to interrogate system state: A "fluorophore" moiety on one monomer emits signal measured by a spectrophotometer if not quenched by a "quencher" moiety on another monomer. Thus the decrease in measured fluorescence corresponds to the fluorophore and quencher-labelled monomers being together in the same monomer. Proof. Checking that monomers are together is in NP, so Claim 6 applies. (1) iff (2) by Claim 7. (2) iff (3) by definition.
StablyFree
In typical strand displacement systems, signals are carried by "signal strands" from one complex to another, and signal strands are activated or inactivated by being free or bound within a larger complex [28] . Recall the example AND gate shown in Fig. 4 : the designated output monomer can be free in a stable configuration iff both designated input monomers are present. Predicting such behavior is important to verifying the thermodynamic properties of strand displacement systems [27] . Notice that StablyFree is not some kind of complement of StablyTogether. For example, in some cases a monomer can be stably free and yet also can be stably together with other monomers. Proof. Checking that a monomer is free is in NP, so Claim 6 applies.
Let [H] denote the maximal independent sets of a graph H. We claim that the mapping f : [G] → [G ] is a bijection when defined by
To see that f is onto, consider I in [G ] . Ifu is in I , then by independence, no neighbor ofu is in I . By construction, these are also the neighbors ofü. So by maximality,ü is in I . So Intuitively, splitting the graph in two at the start of the proof makes it so that adding the one additional node preserves the independent sets, which is necessary for the inequality at the end to hold.
Besides StablyTogether and StablyFree, many other interesting properties of stable configurations are probably also P NP -complete to decide.
SaturatedConfig as a black box
Since Stably Q is in P NP (for any Q in NP), we know we can in principle use any NP-complete problem as a black box to decide Stably Q. In this section, we show that for StablyTogether and StablyFree in particular, we can use SaturatedConfig as a block box in a very simple way. The reductions below solve StablyTogether and StablyFree with two calls to S(T ). Since our accompanying software package already computes S(T ) as described in Section 5, we additionally implement these reductions to compute StablyTogether and StablyFree [1].
From a saturated configuration γ of V − , form the saturated configuration γ + of V + as follows. Replace m 1 with m 1 and m 2 with m 2 . If m 1 and m 2 are together, bind m 1 and m 2 to n * and add the polymer {n}. Otherwise add the polymer {n * , n}. This way |γ + | = |γ| + 1.
From a saturated configuration δ of V + , form the saturated configuration δ − of V − as follows. Replace m 1 with m 1 and m 2 with m 2 . Remove n * and n. Since δ is saturated, n * is bound to some monomer, so |δ − | ≥ |δ| − 1.
To see that (1) implies (2), suppose m 1 and m 2 are together in a stable configuration γ of V − . We claim that γ + is a stable configuration of V + with n free. To see that γ + is stable, consider a saturated configuration δ of V + . Since γ is stable, |γ| ≥ |δ − |, and we have
To see that (2) implies (1), suppose n is free in a stable configuration δ of V + . We claim that δ − is a stable configuration of V − with m 1 and m 2 together. To see that δ − is stable, consider a saturated configuration γ of V − . We have
Now in δ, if m 1 and m 2 were only held together by n * , then we could bind n * instead to n to increase the number of polymers by one, which would contradict that δ is stable. So m 1 and m 2 are together in δ − .
Conclusion
The TBN perspective complements kinetic models of chemical computation with a substrate-independent model of thermodynamic equilibrium based on counting bonds and configurational entropy. We proved tight bounds on the computational complexity of SaturatedConfig, the problem at the core of any questions about the behavior of TBNs, as well as StablyFree and StablyTogether, problems motivated by applying the model to verify different chemical systems. Although we prove these problems are worst-case intractable, we developed algorithms and implementations for solvers effective in many cases in practice.
An important future direction is to consider the TBN model in the "bulk" experimental setting, where monomer types are given in relative concentrations. In this regime we need to consider larger complexes involving multiple copies of individual monomers types. Note that the size of polymers in a stable configuration can be bounded as a function of the number of site and monomer types, but the bound is exponential [11] . Thus computationally, the bulk setting is more challenging.
Restricting TBNs in certain ways could be a useful design strategy for engineering systems that are powerful yet easy to verify. There may be interesting classes of TBNs for which the problems we consider are provably easy. Such classes might arise from imposing a specific global or local property on the TBN. More generally, it is likely that even more sophisticated SAT reductions than ours could effectively handle more complex problems of interest.
Understanding the nature of composition of TBN modules could achieve complex yet easy to verify behavior. However, it is not clear in general how the stable configurations of T 1 T 2 relate to those of T 1 and T 2 . It appears hard to "isolate" distinct functional parts in TBNs because stability is a global property.
Making bonds stronger and decreasing the effective concentration makes stable configurations arbitrarily preferred to unstable ones [11] . However, in practice we may need to consider unstable configurations as well and limit which ones are undesirable. If there are too many "close to stable" configurations, they may end up occurring with non-negligible probability. One approach involves modifying TBNs to increase the "distance to stability" of undesirable configurations [11] . For example, in the case that monomer m is not supposed to be free, constructions with a large S(T ) − S m free (T ) have a large penalty to spuriously releasing m. Our package can easily be extended to compute S(T ) − S m free (T ) to verify the distance to stability. Since the probability of undesired behavior depends also on the number of configurations, an important question is to count how many configurations with a given level of stability have a given bad property. How hard is this counting problem exactly? For instance, is it in #P?
Computing with a TBN as presented involves only looking at the existence of certain stable configurations. Instead, we can imagine unifying this thermodynamic equilibrium perspective with a kinetic perspective entirely within the TBN model-by asking about which configurations can be reached without traversing thermodynamically unfavorable configurations [4] . The computational difficulty of this problem, and what algorithms solve it, remain to be answered.
