In this paper, we investigate linear relations among regularized motivic iterated integrals on P 1 \ {0, 1, ∞} of depth two, which we call regularized motivic double zeta values. Some mysterious connection between motivic multiple zeta values and modular forms are known, e.g. Gangl-Kaneko-Zagier relation for the totally odd double zeta values and Ihara-Takao relation for the depth graded motivic Lie algebra. In this paper, we investigate so-called non-admissible cases and give many new Gangl-Kaneko-Zagier type and Ihara-Takao type relations for regularized motivic double zeta values. Especially, we construct linear relations among a certain family of regularized motivic double zeta values from odd period polynomials of modular forms for the unique index two congruence subgroup of the full modular group. This gives the first non trivial example of a construction of the relations among multiple zeta values (or their analogues) from modular forms for a congruence subgroup other than the SL2(Z).
Introduction
The purpose of this paper is to establish new modular phenomena for regularized motivic iterated integrals on P 1 \ {0, 1, ∞}, which we call regularized motivic multiple zeta values. Regularized motivic multiple zeta values are generalization of usual motivic multiple zeta values, which are convergent integral cases of regularized motivic multiple zeta values. It is known that there are many mysterious connection between usual motivic multiple zeta values and modular forms, and there are many studies on this topic (e.g., [1, 2, 3, 4, 5, 6, 9, 10, 12, 13, 14, 17, 18, 19] ). Regularized motivic multiple zeta values are very natural generalization of usual motivic multiple zeta values and used in various situations 1 , however, there seems to be no work on their modular phenomena. In this paper, we give a lot of modular phenomena for regularized motivic double zeta values. Some of them are similar to the known cases of usual motivic double zeta values while others are not.
For an index k = (k1, . . . , k d ) ∈ Z d ≥1 , we denote by ζ m (k) the motivic multiple zeta value, and we use such conventions that the image ζ(k1, . . . , k d ) ∈ R of ζ m (k) by the period map is given by
Here d is called the depth and k1 + · · · + k d is called the weight. Furthermore, depth two motivic multiple zeta values ζ m (k1, k2) are called motivic double zeta values. We denote by H the algebra generated by 1 and all motivic multiple zeta values. We denote by V ± w the space of homogeneous polynomials p(X, Y ) of degree w with rational coefficients such that p(−X, Y ) = ±p(X, Y ). For an even w and a modular form f of weight w + 2, an even (resp. odd) period
is defined by using the special values of the L-function of f .
In this paper, we consider two types of modular phenomena:
GKZ-type phenomena: modular forms induce linear relations among regularized motivic multiple zeta values, Ihara-Takao-type phenomena: modular forms induce algebraic relations in the dual Hopf module of H.
1.1. Known GKZ-type phenomena for the usual motivic double zeta values. One of the most well-known GKZ-type phenomena is the following result due to Gangl-Kaneko-Zagier.
Theorem 1 ([6], Gangl-Kaneko-Zagier) . Let w be a nonnegative even integer, k = w + 2, and f a modular form for SL2(Z) of weight k. Define a0, . . . , aw ∈ C by w r=0 arx r y w−r = P + f (x + y, x).
Then 2 w−2 r=0 r:even arr!(w − r)!ζ m (r + 1, w − r + 1) ≡ 0 (mod Cζ m (k)).
Furthermore, this gives a one-to-one correspondence between the modular forms for SL2(Z) of weight k and the linear relations among {ζ m (r + 1, s + 1) | r + s = w, r ≥ 0, s > 0, r : even} modulo Cζ m (k).
Theorem 1 gives a complete description of the linear relations among motivic double zeta values of type ζ m (odd, odd) in terms of even period polynomials of modular forms. Thus this theorem gives rise to the following questions: How about the linear relations among ζ m (odd, even)'s, ζ m (even, odd)'s, or ζ m (even, even)'s. The answers to these questions are also known as explained below.
For the first case, for an odd integer k > 2, Ma constructed linear relations among ζ m (odd, even)'s of weight k from the odd (resp. even) period polynomial of modular forms of weight k − 1 (resp. k + 1) for SL2(Z), and Li-Liu showed that all the linear relations among ζ m (odd, even)'s are essentially exhausted by Ma's relations. Ma) . Let w be an odd positive integer, k = w + 2, f a cusp form for SL2(Z) of weight k − 1, and g a cusp form for SL2(Z) of weight k + 1. Define a0, . . . , aw ∈ C by w r=0 arX r Y w−r = XP − f (X + Y, X) + ∂ ∂Y P + g (X + Y, X).
Then we have w−1 r=0 r:even (ar − aw−r)r!(w − r)!ζ m (r + 1, w − r + 1) ≡ 0 (mod Cζ m (k)).
Furthermore, these linear relations are linearly independent, i.e., if ar − aw−r = 0 for all even r then f = g = 0. Remark 4. Theorem 2 can be extend to the case where f is an Eisenstein series for SL2(Z). One may guess that Theorem 3 is a multiple of the case (f, g) = (E k−1 , 0) of Theorem 2, but this is not correct in general. For the third case, the harmonic product formula gives ζ m (2a, 2b) + ζ m (2b, 2a) ∈ Qζ m (2a + 2b). In fact, these relations exhaust all the linear relations among ζ m (even, even)'s modulo Qζ m (even).
Theorem 7 (Tasaka, personal communication). The linear relations among ζ m (even, even)'s modulo Qζ m (even) are exhausted by the relations ζ m (2a, 2b) + ζ m (2b, 2a) ≡ 0 (mod Qζ m (2a + 2b)).
Remark 8. Let ΓB ⊂ SL2(Z) be the congruence subgroup defined in Section 2.3. Then the space of odd symmetric polynomials of degree w can be interpreted as the space of odd period polynomials for ΓB (Proposition A). Thus Theorem 7 says that 0<r<w r:odd
if and only if there exists a modular form f for ΓB of weight w + 2 such that
Remark 9. The author learned Theorems 7 , 13 and their proof from Tasaka. We give a proof of Theorems 7 and 13 in Section 7. 
For an odd (resp. even) integer n ≥ 2, let σn be any element of A ∨ (resp. H ∨ ) such that σn, 1 = 0 and σn, ζ m (m) = δn,m. We denote byHw the space spanned by all motivic multiple zeta values of depth 2 and weight w + 2. Then for any n and m, σnσm|H w does not depend on the choice of σn ∈ A ∨ and σm ∈ H ∨ . Theorem 10 ([8], [17] , Ihara-Takao, Schneps) . Let w be a nonnegative even integer, k = w + 2, and a2, a4, . . . , aw−2 be complex numbers. Then 2≤r≤w−2,r:even
if and only if there exists f ∈ M k (SL2(Z)) such that
On the other hand, for odd w, σnσm|H w 's are linearly independent. For subsets N, N ′ ⊂ Z ≥0 , we denote bȳ Hw(N, N ′ ) the subspace ofHw spanned by
We denote by odd (resp. even) the set of nonnegative odd (resp. even) integers. Then it is known thatHw(even, even) = Hw for an even w ([6, Theorem 2]) andHw(odd, even) =Hw for an odd w ([19, Theorem 2]). HoweverHw(even, odd) andHw(odd, odd) do not coincide withHw in general. The following three theorems gives complete descriptions of all the linear relations among σnσm|H w(even,odd) 's and those among σnσm|H w(odd,odd) 's. Theorem 11 ([19, Section 6], Zagier). Let w be an odd positive integer, w = k + 2, f a cusp form for SL2(Z) of weight k − 1, and g a cusp form for SL2(Z) of weight k + 1. Define a0, . . . , aw ∈ C by
Then we have 2≤r≤w−1,r:even
Furthermore, these linear relations are linearly independent, i.e., if ar = 0 for all even r then f = g = 0. if and only if there exists a weight k modular forms f for Γ0 (2) such that
1.3. The first main theorem: GKZ-type modular phenomena for non admissible motivic double zeta values. Recall that a motivic multiple zeta value ζ m (k1, . . . , k d ) for k d > 1 is defined by a motivic admissible iterated integral (−1) d I(0; 10 k 1 −1 · · · 10 k d −1 ; 1).
Let 0 ′ and 1 ′ be tangential base points at 0 and 1 respectively such that I(0 ′ ; 0; 1 ′ ) = 0 and I(0 ′ ; 1; 1 ′ ) = −T where T is an indeterminate. We define a regularized motivic multiple zeta value by
We call J(k0; k1, . . . , k d ) as an admissible (resp. non admissible) motivic multiple zeta value if k0 = 0 and k d > 0 (resp. k0 = 0 or k d = 0). By definition, an admissible motivic multiple zeta values is a usual motivic multiple zeta value, i.e., J(0; k1, . . . , k d ) = ζ m (k1 + 1, . . . , k d + 1).
Note that an explicit expression of a regularized motivic multiple zeta value in terms of admissible motivic multiple zeta values is given by
where ζ m,¡ (k1 +l1 +1, . . . , k d +l d +1; T ) is the shuffle regularized polynomial (e.g. ζ m (1; T ) = T ). Note that Theorems 1, 2, 3, 5, 6, 7, 10, 11, 12 and 13 concern with J(0; even, even)'s, J(0; even, odd)'s, J(0; odd, even)'s, or J(0; odd, odd)'s. Thus following 8 questions naturally arise: How about J(even; 0, even)'s, J(even; 0, odd)'s,...,J(odd; odd, 0)'s. In this paper, we answer to all these questions. Furthermore, we also give complete answers to the same questions about J(1; even, even)'s, J(1; even, odd)'s, J(even; 1, even)'s, J(even; 1, odd)'s and J(odd; 1, odd)'s.
We putH = H[T ]. We define the depth filtration D onH by
We define the depth graded J-value J D (k0; k1, . . . , k d ) to be the image of J(k0; k1, . . . , k d ) in gr D dH := D dH /D d−1H . We put 0 = {0} and 1 = {1}. For subsets N, N ′ , N ′′ ⊂ Z ≥0 , we denote by Hw(N ; N ′ , N ′′ ) the subspace of D dH spanned by
We put Hw := Hw(Z ≥0 , Z ≥0 , Z ≥0 ). We denote by
the space of even (resp. odd) period polynomials with rational coefficients for weight w + 2 modular (resp. cusp) forms for Γ (see Section 2.3 for detail). We put W ± w := W ±,SL 2 (Z) w . Note that Theorems 1, 2, 5, 6, 7 can be restated as the existence of the following exact sequences:
, id is just the inclusion map, uGKZ is a linear map defined by
and uM is a linear map defined by
Let ΓA be the congruence subgroup of SL2(Z) defined by
Our first main theorem is as follows:
There exist the following exact sequences.
Let us make some comments about this Theorem. The most surprising case is (1.5), where the odd period polynomials for ΓA appear. This seems to be the first non trivial example of constructing relations among multiple zeta values (or their analogues) from modular forms for a congruence subgroup other than the SL2(Z). The exact sequences (1.7), (1.8) and (1.9) are similar to (1.1). The exact sequences (1.10), (1.11) and (1.12) are similar to (1.7). The exact sequence (1.13) is similar to (1.3). The exactness of (1.14), (1.15), (1.16) and (1.17) says that there are almost no linear relations among J D (even; 0, odd)'s, J D (even; 1, even)'s, J D (even; odd, 0)'s and J D (odd; even, 0)'s, respectively.
1.4. The second main theorem: Ihara-Takao-type phenomena for non admissible motivic double zeta values. For n ≥ 0, we put J(n) := J(0; n) and J D (n) := J D (0; n). We extend the definition of σn. For a positive odd (resp. even) integer n, let σn be any element ofÃ ∨ (resp.H ∨ ) such that σn, 1 = 0 and σn, J(n − 1) = δn,m. For each w, we define a linear map λ :
Then, for any submodule N ⊂ H ∨ w , we can obtain the composite map V + w λ − → H ∨ w → N ∨ . By abuse of notation, we also denote by λ this composite map if there is no risk of confusion. Note that the equality Hw = Hw(0; Z ≥0 , even) and Theorems 10, 11, 12, 13 can be restated as the existence of the following exact sequences:
Our second main theorem is as follows:
Theorem 15. There exists the following exact sequence.
Contents of the paper. The paper is organized as follows. In Section 2, we define some notions and give some lemmas. In Sections 3, 4, 5, 6 and 7, we discuss GKZ and Ihara-Takao type formulas for the case J(odd; odd, 0), the case J(even; even, 0), the cases similar to the case J(0; even, even), the cases similar to the case J(0; even, odd), and the cases similar to the case 7, respectively. In Section 8, we discuss the cases J(even; 1, even), J(even; odd, 0) and J(odd; even, 0), where there are almost no linear relations. In Appendix A, we give explicit expressions for the spaces of period polynomials for various congruence subgroups that appear in this paper.
Some preliminaries
2.1. Coproduct formula for motivic multiple zeta values. One of the main tools to study motivic multiple zeta values is their coproduct structure. Define a linear map ψ :
We define an inner product ,
Similarly, we also define an inner product , 3 
Furthermore, we denote by , H :H ×H ∨ → Q the natural pairing map.
Proof. Recall that J(k0; k1, . . . , k d ) is defined by a motivic iterated integral
We put
Note that [7, Theorem 5.1] gives a general explicit formula for
Especially, by the case m = 2, (a0, a1, a2, a3)
Therefore we have
Hence the first equality of the theorem is proved. The second equality is obvious by the definition.
It is known that for u ∈H, ∆(u) − 1 ⊗ u − u ⊗ 1 = 0 if and only if u ∈ D1H. As corollaries of the above lemma, we have the following lemmas.
Lemma 19. Let w be a nonnegative even integer, p = p(x0, x1, x2) ∈ Q[x0, x1, x2] be a homogeneous polynomial of degree w, and q(X,
Lemma 20. Let a ∈ 2Z ≥0 and b ∈ Z ≥0 . Then for q ∈ Q[X 2 , Y ],
2.2.
Antipodes for the regularized motivic double zeta values. Recall thatÃ =H/ζ m (2)H has a structure of a Hopf algebra. Let S :Ã →Ã be the antipode of this Hopf algebra. Note that S is an automorphism ofÃ. By Lemma 19, we have the following lemma.
Lemma 21. For nonnegative integers a, b and c such that a + b + c is even, we have S(J D (a; b, c)) = J D (b; a, c).
2.3.
Preliminaries for modular forms. For a congruence subgroup Γ of SL2(Z), we denote by S k (Γ) (resp. M k (Γ)) the C-linear vector space of weight k cusp (resp. modular) forms for Γ. Many modular phenomena for multiple zeta values occur via the period polynomials of modular forms, which are defined as follows. Let w be a nonnegative even integer and k = w + 2. For a level m congruence subgroup Γ and f (z) =
Note that L(f, n) = 0 for integers n except for the case 0 ≤ n ≤ k. We denote by Vw ⊂ Q[X, Y ] the space of homogeneous polynomial of degree w in X and Y . We define an even (resp. odd) period polynomial
where n runs all odd (resp. even) integers between 0 and k.
and only if f vanishes at two cusps 0 and ∞. We define the space of even (resp. odd) period polynomials with complex or rational coefficients by
whereSw+2(Γ) is the subspace of Mw+2(Γ) consisting modular forms f which vanish at two cusps 0 and ∞. We simply write W
as W ± w,C and W ± w , respectively. We define the right action of Z[GL(2, Z)] to C(X, Y ) by
We denote by ΓA, ΓB and Γ0(2) the congruence subgroups of SL2(Z) defined by
where Γ(2) is the principal congruence subgroup of level 2. Then we have
and for these cases, W ±,Γ w,C = W +,Γ w ⊗ C and the maps f → P ± f are injective (see Lemma 57). The following two theorems (Theorems 22 and 23) says that (1.24) and (1.5) are exact.
Theorem 22. Let w be a positive even integer. Then there is an exact sequence
vanishes since q| U = q and q| SU S = q. Thus ker λ ⊂ W +,Γ A w . Hence the theorem is proved.
Theorem 23. Let w be a nonnegative even integer. Then there is an exact sequence See Table 1 for other weights.
Example 25. The even period polynomials for √ ∆ ∈ M4+2(ΓA) and E4 √ ∆ ∈ M8+2(ΓA) are constant multiples of Lemma 26. We have H sym w,odd ⊂ H sym w,even .
Proof. We denote by V −,sym w the set of symmetric polynomials in V − w . The lemma is equivalent to the congruence ψ(g(X, Y )) ≡ 0 (mod H sym w,even ) for g(X, Y ) ∈ V −,sym w . We prove this congruence by using the double shuffle relation. For a degree w homogeneous polynomial p(X, Y, Z), define ψ(p) ∈ Hw by linearity and 
Note that (4.1) gives linear relations among the generators of H sym w (resp. H asym w ) for odd (resp. even) a and b. Hence, let us assume that a and b are odd. Let q(X, Y ) be a symmetric odd polynomial X a Y b + X b Y a . Then (4.1) says that
Since the odd part of q(X, Y )| U S+U 2 S is given by
we have ψ( q(X, Y )| (U +U 2 )(S−1) ) ≡ 0 (mod H sym w,even ). We denote by α : V −,sym w → V −,sym w the map defined by α(p) = p| (U +U 2 )(S−1) . Thus if α is surjective then the lemma is proved.
Thus α is injective and thus surjective.
Lemma 27. We have
Proof. Let S : Hw → Hw be the antipode map. Then Hwis factored to ±-part by the action of S; Hw = H + w ⊕ H − w . Then we can easily show that 
Since we can easily check
Then q| U = q and q| S = q. Thus q = 0 or w = 0. Therefore p − ∈ W + w . Let us prove p + = 0 by contradiction. Suppose that p + = 0. Since φ(p + ) = 0, we have By multiplying a some rational number and taking a quotient by Qζ m (12), we obtain Then the coefficients 1, −3, 3, 1 in (4.3) coincide with the coefficients of an even period polynomial
5.
The cases similar to the case J(0; even, even): J(1; even, even), J(even; 0, even), J(odd; 1, odd)
In this section, we prove the exactness of (1.7), (1.8), (1.9), (1.26), (1.27), (1.28) . For the convenience of the reader, we also give a proof of the exactness of (1.1) and (1.20) because it can be proved simultaneously without any additional effort.
Lemma 31. Let w be a nonnegative even integer. Then uGKZ :
Assume that uGKZ(p) = 0 for some p ∈ W ± w . Then
Thus
Since (SU 2 ) 4 = 1 −4 0 1 , p ∈ QY w . Furthermore, since p| 1+S = 0, p = 0. Thus the lemma is proved.
Lemma 32. Let w be a nonnegative even integer. Let
We can assume w ≥ 2 since the case w = 0 is obvious. The 'if' part is obvious, so it is enough to consider the 'only if' part. Assume that
By swapping X and Y of (5.1), we have
Thus p(X, Y )| 1+U +U 2 = 0 since there is no nonzero polynomial annihilated by both 1 − U S and 1 − U 2 S. Proof. The exactness of (1.20) follows from Lemmas 18 and 32. The exactness of (1.26) and (1.27) follows from that of (1.20) and Lemmas 20 and 19.
Let us check the exactness of (1.28): 
By Lemma 17 and direct calculation, we can show that these sequences are chain complex. By definition and Lemma 31, the left and right parts of these sequences are exact, i.e., 0
V + w → Hw(0; even, even) → 0, and V − w → Hw+1(odd; 1, odd) → 0 are exact. Furthermore, by exactness of (1.20) and (1.28), dim Hw(0; even; even) = w 2
Thus (1.1) and (1.9) are exact. By Lemmas 20 and 19, the exactness of (1.7) and (1.8) follows from that of (1.1). The exactness of (1.6) and (1.7) implies that J(even; even, 0)'s and J(1; even, even)'s also satisfy very similar linear relations where the coefficients perfectly coincide (except for those of single zetas). In fact, On the other hand, the space W − 10 is spanned by
Thus the same coefficients −4, −119, −21, 144 appears in both (5.3) and (5.4).
6.
The cases similar to the case J(0; even, odd): J(1; even, odd), J(even; 1, odd), J(odd; 0, even)
In this section, we prove the exactness of (1.10), (1.11), (1.12), (1.29), (1.30), (1.31). For the convenience of the reader, we also give a proof of the exactness of (1.2) and (1.21) because it can be proved simultaneously without any additional effort.
Proof. By assumption, we have
By swapping X and Y , we have
By (6.1) and (6.2), we have
Thus q(X, Y ) = 0, and p(X, Y ) = − 1 Y ∂ ∂X q(X, Y ) = 0. Hence the lemma is proved.
By adding (6.3) and (6.4), we have
Proof. Put
Thus by Lemma 37, we have p(X, Y ) = 0 andq(X, Y ) = 0. Hence the lemma is proved.
Proof. By linearity, it is enough to only consider the case
and thus
On the other hand,
Thus the lemma is proved.
Proof. By changing X and Y ,
Thus there exists c ∈ Q such that
By changing X and Y , we have
By considering (6.5) plus (6.6), we have c(1 ± 1) = 0.
Lemma 42. Let w ∈ 1 + 2Z ≥0 and C(X, Y ) ∈ V ± w . Then
Proof. It is enough to prove the 'only if' part. Put
Then by definition,
By Lemma 40
By (6.7), by modulo V ∓ w , we have
By Lemma 41, q(X, Y ) ∈Ŵ ± w+1 . Furthermore, we can easily show that q(X, Y ) ∈ W ∓ w+1 . Thus the lemma is proved. Proof. Let us check the exactness of (1.21) and (1.31):
where λ1 and λ2 are linear maps induced from λ :
The exactness of the right parts is obvious. By Lemma 18, 
The exactness of (1.29) and (1.30) follows from the exactness of (1.21) and Lemmas 20 and 19. Let us check the exactness of (1.2) and (1.12):
By Lemma 17 and direct calculation, we can show that these sequences are chain complex. By Lemma 39, the left parts of these sequences are exact. The exactness of the right parts is obvious. Furthermore, by exactness of (1.21) and (1.31), dim Hw(0; even; odd)
Thus (1.1) and (1.9) are exact. By Lemmas 20 and 19, the exactness of (1.7) and (1.7) follows from that of (1.1).
7.
The cases J(0, odd, odd), J(odd; 0, odd) 8. Almost no relation cases: J(even; 1, even), J(even; odd, 0), J(odd; even, 0)
We put J ! (m0; m1, m2) := m0!m1!m2!J D (m0; m1, m2) and J ! (n) := n!J D (0; n). By Lemma 17, for an odd integer w and m0 + m1 + m2 = w, we have
Note that {J ! (2n)J ! (w − 2n)} is linearly independent.
Theorem 47. There are no linear relations among J D (even; 1, even)'s.
Proof. Let w be a positive odd integer. By (8.1),
Since am,n ≡ δm,n (mod 2), the matrix (am,n) 0≤m,n≤w/2 is invertible. Thus there are no linear relations among J D (w − 2m − 1; 1, 2m)'s.
Theorem 48. There are no linear relations among J D (even; odd, 0)'s.
Then the matrix Mw = (am,n) 0≤m,n≤(w−1)/2 is invertible since
Thus there are no linear relations among J D (2m; w − 2m, 0)'s.
Remark 49. We found following observation concerning the determinant of Mw: Then det η w = Aw.
Define Φ ′ w : H + w → Hw and Φw :
Φw(p(X, Y )) = Φw(p(X, Y ) + p(−X, Y )).
Then
for p(X, Y ) ∈ H + w . We define the integral part of H + w by H + w,Z := H + w ∩ Z[X, Y ]. Then for p(X, Y ) ∈ H + w,Z , Φ • η w (p(X, Y )) ≡ p(X, Y ) (mod 3H + w,Z ).
Thus
Aw ≡ 0 (mod 3).
Therefore, theorem is proved.
Theorem 51. There are no linear relations among J D (even; 0, odd)'s except for Therefore theorem is proved.
Remarks
In this section, we make some comment for the cases not treated in Theorems 14 and 15. For the cases J(1; odd, odd) and J(odd; odd, 1), we have following conjectures. Thus one might be able to prove Conjectures 52 and 53 by giving a good approximation of the value of these determinants. For other cases, numeric calculation suggests that the dimensions of the linear relations among J D (even; even, 1)'s, J D (1; odd, even)'s, J D (odd; 1, even)'s, J D (odd; even, 1)'s, and J D (even; odd, 1)'s are given by 1, dim S k (SL2(Z)), dim S k (SL2(Z)), dim M k (SL2(Z)), and dim M k (SL2(Z)), respectively where k is a weight. However, the author could not find any good description of these relations.
